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Summary
Applications such as satellite and digital mobile radio systems (DMR) have 
gained widespread acceptance in recent years, and efficient digital processing tech­
niques are gradually replacing the older analogue systems. An important sub­
system of these applications is voiceband communication, especially digital speech 
encoding. Digital encoding of speech has been a focus of speech processing research 
for many years, and recently this activity together with the rapid advances in dig­
ital hardware, has begun to produce realistic working algorithms. This is typified 
by the Pan-European DMR system which operates at 13Kbit/s. For applications 
operating below this coding capacity, sophisticated algorithms have been devel­
oped. A particular class of these, termed Analysis-by-Synthesis Linear Predictive 
Coding (ABS-LPC), has been a subject of active world-wide research.
In this thesis, ABS-LPC algorithms are investigated with particular empha­
sis on the Code-Excited Linear Predictive coding (CELP) variant. The aim of the 
research is to produce high communication quality speech at 8Kbit/s and below 
by considering aspects of quantisation, computational complexity and robustness. 
The ABS-LPC algorithms operate by exploiting short-term and long-term corre­
lations of speech signals. Line Spectral Frequency (LSF) representation of the 
short-term correlation is examined and various LSF derivations and quantisation 
procedures are presented. The variants of ABS-LPC are compared for their advan­
tages and disadvantages to determine an algorithm suitable for in-depth analysis. 
The particular chosen variant, CELP, was pursued. A study on the importance of 
the long-term prediction, and the simplification of CELP without sacrificing speech 
quality is presented. The derived alternative approaches for the computation of 
the long-term predictor and the filter excitation have enabled the previously un­
practical CELP algorithm to produce high communication quality speech at rates 
below 8Kbit/s, and yet remain implementable in real-time on a single chip. Re­
finements of the CELP algorithm followed in order to improve the coder towards 
higher speech quality at 4.8Kbit/s and below. This involved the examination of the 
weaknesses of the basic CELP algorithm, and alternative strategies to overcome 
these limitations are presented.
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Chapter 1
IN TR O D U C TIO N
1.1 M o tiv a tio n
Speech communication is at present the most dominant and common service 
in telecommunication networks. The fact that commercial and private usage of 
telephony in its various forms continues to grow even a century after its first con­
ception is an obvious proof of its popularity as a form of communication. This 
popularity has been forecasted to remain solid for the foreseeable future. The tra­
ditional plain analogue system has served the telephony systems remarkably well 
considering its technological simplicity. However, modern information technology 
requirements have introduced the need for a more robust and flexible alternative 
to the analogue systems. Although the encoding of speech other than straight 
conversion to an analogue signal has been studied and employed for decades, it is 
only in the last twenty years that it has really taken on significant prominence. 
This is a direct result of many factors which includes the introduction of many 
new applications and technologies.
The attraction of digitally encoded speech are obvious. As digitally encoded 
speech ultimately condenses down to a binary sequence, all of the advantages of­
fered by digital systems are available for exploitation. These include the ease of 
regeneration and signalling, flexibility, security, and integration into the evolving 
Integrated Services Digital Networks (ISDN). Although digitally encoded speech
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possess many advantages over its analogue counterpart, it nevertheless requires 
extra bandwidth for transmission if it is directly applied. The 64Kbit/s Log-PCM 
and 32Kbit/s ADPCM systems which have served the many early generations of 
digital system well over the years have therefore been found to be inadequate in 
terms of its spectrum efficiency when applied to newer bandwidth limited commu­
nication systems, e.g. satellite telecommunications, digital mobile radio systems, 
and private networks. In these and other systems, the bandwidth and power avail­
able is severely restricted, hence signal compression is vital. For digitised speech, 
the signal compression is achieved via elaborate digital signal processing tech­
niques. This is facilitated by the rapid improvement in digital hardware which has 
enabled the use of sophisticated digital signal processing techniques that were not 
feasible before, but which can now be realistically implemented. In a response to 
the requirement for speech compression, feverish research activity has been pur­
sued in all of the main research centres, and as a result of these efforts many 
different strategies for suitably compressing speech for bandwidth restricted appli­
cations have been developed. During recent years, these efforts have finally begun 
to bear fruit, not only for voiceband speech compression, but also for wide-band 
and audio bandwidth signal compression.
In this thesis, an investigation of a specific branch of these digital speech 
compression techniques, termed Analysis-by-Synthesis Linear Predictive Coding 
(ABS-LPC), will be reported. The ABS-LPC based speech coding technique was 
first introduced by Atal [8], and is currently the most actively researched area 
in the field of speech coding as many papers and proposed standards based on 
it illustrates. The coding rate of interest is restricted to 4 to 8Kbit/s as this 
is the range required by present systems planning to employ voiceband signal 
compression algorithms.
1.2 O u tlin e  o f  T h e s is
The main focus of this thesis concerns new algorithm development and sim­
ulation of various ABS-LPC algorithms with specific attention being paid to bit 
rates of 8 to 4Kbit/s for applications in terrestrial and satellite mobile communica­
tion systems. In Chapter 2, a brief review of the many factors which can influence
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the design of a digital speech encoding system is given. This is accompanyed by 
a review of the many strategies and standards currently available for speech com­
pression. The many standards emphasise the fact that speech encoding is now at 
a mature stage of development.
The basic principles of ABS-LPC algorithms are based on linear prediction 
techniques. Hence, in order to save repetition in later chapters, the fundamen­
tal methodology and assumptions used in ABS-LPC algorithms are presented in 
Chapter 3. This includes Linear Predictive Coding (LPC) which exploits the 
short-time correlation properties of speech signals, and pitch or long-term predic­
tion which exploits the repetitive nature of speech signals. In order to achieve 
high compression rates, the use of vector quantisation is extensive in low bit rate 
speech coding, and thus the formulation and design of vector quantisers concludes 
Chapter 3.
In Chapter 4, the very popular and important concept of Line Spectrum Pairs 
(LSP) representation of the LPC coefficients is investigated. The formulation of 
LSP together with a review of the various transformation techniques currently 
available is presented. This is then followed by sections exploiting the high frame- 
to-frame correlation property of LSPs for quantisation purposes. Specifically, the 
results of two adaptive schemes and a vector quantisation scheme are reported.
In Chapter 5, a comparative study on the various ABS-LPC schemes that 
have been reported is given. Starting from a general formulation as also advocated 
by others it is shown that the various schemes such as CELP [96], MPLPC [8], 
RPELPC [61], and SELP [89] in fact belong to a united family of coding schemes, 
i.e. ABS-LPC. From the comparative experiments the strengths and weaknesses 
of the various ABS-LPC schemes were examined for operation at 8 to 4Kbit/s. 
The general aim of this study was to select a scheme which is best suited for 
below 8Kbit/s rate development. As shown in the chapter, a single particularly 
outstanding candidate did not materialise, but CELP was found to show the most 
potential for achieving high quality at low rates.
The outcome of Chapter 5 indicated that CELP showed the most promise, 
and in Chapter 6 the investigation into the various subsystems of CELP algorithm 
were pursued to assess this potential. This chapter focused on two main issues, 
namely quality and computational complexity. In improving the basic speech qual­
9
ity of CELP four main aspects were examined: LPC analysis, optimal long-term 
prediction, excitation computation and post-filtering. The computational com­
plexity of these subsystems were carefully evaluated as real time implementation 
is a critical aspect of a feasible working scheme. The result of this chapter is an im­
proved understanding of the long-term predictor, and several alternative methods 
of excitation computation were found.
In an effort to further improve the performance of CELP at around 5Kbit/s, 
Chapter 7 presents three alternative strategies. The criteria was quality alone 
hence the algorithms examined were not considered on complexity grounds. The 
first section details work on the application of variable bit allocation and delayed 
decision on CELP. This is followed by a section on the use of an pole-zero filter 
based CELP with full optimisation of both filter and excitation parameters. Fi­
nally, a section on the requirement and use of a phase compensation filter in CELP 
is given.
The final chapter is a summary of the results of the proceeding chapters. 
Also in this conclusion chapter, possible future avenues for research are discussed.
In summary, the original work contained in this thesis is as follows:
(1) A comprehensive review of the numerous methods of LPC-LSP forward and 
inverse transformation techniques including various aspects of computational 
simplifications.
(2) The presentation of the Speaker Adaptive Vector Quantisation (SAVQ) LSP 
quantisation scheme [67], and the extension of the Switched-Adaptive Inter­
frame Vector Prediction (SIVP) LSP quantisation scheme [111].
(3) A comparative study on the performance, complexity, and suitability of var­
ious ABS-LPC algorithms for 8 to 4Kbit/s operation.
(4) A study on the operation and performance of various Long-Term Predictor 
structures and its effect on the CELP algorithm.
(5) The presentation of three alternative, but comparable quality and more effi­
cient methods for computing the optimal excitation in CELP coders. These 
methods are Recursive Memory Excitation, Vector Sum Excitation, and 
Transform Domain Excitation [58].
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(6) The presentation of various strategies for improving the CELP algorithm 
at 4.8Kbit/s and below. This includes the application of delayed decision, 
excitation-filter optimisation, and methods of phase equalisation.
Some of the above work has been published in various papers and reports, 
and a full list is given in Appendix C. Part of this thesis was supported by 
British Telecomm Research Laboratories under contract number 321080, and by 
the SERC/DTI under the LINK programme.
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Chapter 2
CODING STRATEGIES A N D  
STANDARDS
2.1 In tr o d u c tio n
Digital encoding of voiceband speech has been a topic of research for over 
three decades, and as a result of this intense activity many strategies and ap­
proaches have been developed for encoding. As these strategies and techniques 
matured, standardisation followed with specific application targets. In this chap­
ter a brief review of the family of speech coding techniques will be presented. Also, 
the requirements of the current generation of encoding standards will be discussed. 
The motivation behind the review is to highlight the different advantages and dis­
advantages of various techniques employed in the past and present. The success of 
the different coding techniques is revealed in the description of the many coding 
standards currently in, and soon to be, active operation, ranging from 64.0Kbit/s 
down to 2.4Kbit / s.
2 .2  A lg o r ith m  O b je c tiv e s  an d  R e q u ir e m e n ts
The design and coding capacity of a particular algorithm is often dictated
12
Application Robust­
ness
Codec
Delay
PCM
Transcod.
Voiceband
Data
Other 
non-Voice
Min. Speech 
Quality
Land DMR 
+ Portables
io -2
random
70ms 2 Async. (-) Tones 900MHz
analogue
Maritime 
Sat. Systems
10-3 60 to 
80ms
2 Async. Up to 
2.4Kb/s
Tones Companded 
FM 
(6-Bit PCM)
DCM Equip. 10-3
random
40 to 
80ms
2 Async. Yes Tones 6 to 7 
Bit PCM
ISDN io -4
random
(-) 4 Sync. No No 6 to 7 
Bit PCM
Digital Leased 
Lines
10-4
random
70ms (-) (-) Tones 7-Bit
PCM
Voice Store 
Forward Sys.
10"4
random
(-) (-) No No 6 to 7 
Bit PCM
Voice Mess. 
For Announc.
i(H
random
(-) (-) No No Speech
Intel.
Table 2.1: Applications and networking requirements for speech coding. (Async. 
= asynchronous PCM transcoding, Sync. =  synchronous PCM transcoding, DCM 
= digital circuit multiplication.)
by the target application. Therefore, in the design of an algorithm the relative 
weighting of the influencing factors requires careful consideration in order to obtain 
a balanced compromise between the often conflicting objectives. Some of these 
factors which influence the choice of the algorithms for the foreseeable network 
applications are shown in Table 2.1 [28], and also summarised in the following.
2.2 .1  Q u ality  and C apacity
Speech quality and bit rate are two factors that directly conflict with each 
other. The lower the bit rate of the speech coder, i.e. higher signal compression, 
the quality inevitably suffers to a certain extent. For systems that connect to the 
Public Switched Telephone Network (PSTN) and associated systems the quality 
requirements are strict and must conform to constraints and guidelines imposed 
by the relevant regulatory bodies, e.g. CCITT. Such systems demand a very high 
quality of encoding, the usual requirement being toll quality. However, for closed
13
systems such as private commercial networks and military systems the quality 
factor may be reduced to lower the capacity requirements. Although absolute 
quality is often specified, it is often compromised for a lower standard if other 
factors are allocated a higher overall rating. For instance, in a mobile radio network 
system it is the overall average quality that is often the deciding factor. This 
average quality usually takes into the account both good and bad transmission 
conditions.
2.2 .2  C od ing  D elay
The coding delay of a speech coding system is a factor closely related to the 
quality requirements. Coding delay includes algorithmic, computational, transmis­
sion and signalling delay. Only the first two concern the speech coding subsystem, 
although very often the coding scheme is tailored such that transmission can be 
initiated even before the algorithm has completed, e.g. in the Pan-European mo­
bile system [109] the encoder starts transmission of the spectral parameters as 
soon as they are available. Again for PSTN types of applications low delay is 
essential if the major problem of echo is to be minimised. For mobile system 
applications and satellite communication systems echo cancellation is already em­
ployed as substantial propagation delays already exists. However, in the case of 
the PSTN, extra echo cancellers need to be employed if codecs with long delays 
are introduced. This increases the overall cost of the system. The other prob­
lem of encoder/decoder delay is purely the subjective annoyance factor. Most low 
rate algorithms introduce a substantial coding delay compared with the standard 
64.0Kbit/s PCM system. For instance, the Pan-European DMR system’s initial 
upper limit was 65ms for a back-to-back configuration whereas for the 16Kbit/s 
CCITT specification [20], it was a maximum of 5ms with an objective of 2ms.
2.2 .3  R ob u stn ess
For many applications, the speech source coding rate typically occupies only 
a fraction of the total channel capacity, the rest being used for forward error cor­
rection (FEC) and signalling. For mobile connections which suffers from both high
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random and burst errors, a coding scheme’s built-in tolerance to channel errors 
is vital for an acceptable average overall performance, i.e communication quality. 
By employing built-in robustness, less FEC can be used, hence higher source cod­
ing capacity is available to give better quality. This tradeoff between quality and 
robustness is often a very difficult balance to obtain and is a requirement that 
necessitate equal consideration from the beginning of the speech coding algorithm 
design. For other applications employing less severe channels, e.g. fibre-optic 
links, the problems of errors from the channel are reduced and robustness can be 
sacrificed for quality. This is a major difference between the mobile and satellite 
systems and those of the fixed link systems.
2 .2 .4  C o m p lex ity  and C ost
As ever more sophisticated algorithms are devised, the computational com­
plexity is increased. The advent of the Digital Signal Processor (DSP) chip [66] 
and custom Application Specific Integrated Circuits (ASIC) chips has enabled the 
cost of processing power to be considerably lowered. However, complexity/power 
consumption and hence cost is still a major problem especially in applications 
where hardware portability is a prime factor. One technique to overcome power 
consumption whilst also improving channel efficiency is digital speech interpola­
tion (DSI) [109]. DSI exploits the fact that only around half of speech conversation 
is actually active speech, thus during inactive periods the channel can be used for 
other purposes, and it can be used to limit the transmitter activity hence saving 
power. An important subsystem of DSI is the voice activity detector (VAD) which 
must operate efficiently and reliably to ensure that real speech is not mistaken for 
silence or vice-versa. Obviously, a silence for voice mistake is tolerable, but the 
opposite can be very subjectively annoying.
2.2 .5  T andem  C on n ection  and T ranscoding
As it is the end to end speech quality which is important to the end user, the 
ability of an algorithm to cope with tandeming with itself or with another coding 
system is important. Degradations introduced through tandeming are usually
15
cumulative, and if an algorithm is heavily dependent on certain characteristics 
then severe degradations may result. This is a particularly urgent unresolved 
problem with current schemes which employ post-filtering in the output speech 
signal [20]. Transcoding into another format, usually PCM, also degrades the 
quality, and introduces extra cost.
2.2 .6  V oiceband  D a ta  H andling
As voice connections are usually used for transmission of other forms of 
digital data, e.g. modem and fascimile machine data, an important requirement 
is an algorithm’s ability to transmit voice-band data. The waveform statistics 
and frequency spectrum of voice-band data signals are quite different from those 
of speech, therefore the algorithm must be capable of handling both types. The 
consideration of voiceband data handling is often lefted until the final stages of 
the algorithm development which is a mistake as end users expects non-voice 
information to be adequately transported if the system is employed in the public 
network.
2 .3  C o d in g  S tr a te g ie s
Speech coding schemes can be broadly divided into the main sections as 
illustrated in Fig.2.1 [113]. Although other schemes exist, the three solidly boxed 
divisions shown are the most widely researched areas. The general function of these 
coding schemes is to analyse the signal, eliminate the redundancies, and efficiently 
code the non-redundant parts of the signal in a perceptually acceptable manner. 
As the coding capacity is reduced the strategies for redundancy removal and bit 
allocation need to be ever more sophisticated. The following is a description of 
the main strategies, namely waveform coding, vocoding, and hybrid coding with 
their applications. A summary of the application standards currently in operation 
and those in development is shown in Table 2.2.
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Rate
(Kbit/s)
Application Type of Coder Year of 
Operation
64 PSTN 
(1st Generation)
Pulse Code Modulation 
(PCM)
1972
32 PSTN 
(2nd Generation)
Adaptive Differential 
PCM (ADPCM)
1984
16 PSTN 
(3rd Generation)
Low Delay Code Excited 
Linear Predictive 
Coding (LD-CELP)
>1991
16 INMARSAT Standard B 
(Maritime)
Adaptive Predictive 
Coding (APC)
1985
13 Pan-European Digital 
Mobile Radio (DMR) 
Cellular System (GSM)
Regular-Pulse Excitation 
Long-Term Prediction 
(RPE-LTP)
1991
9.6 Skyphone 
(Aeronautical)
Multi-Pulse Linear 
Predictive Coding 
(MPLPC)
>1990
8 North American DMR 
(Mobile)
Vector Sum Excited 
Linear Predictive 
Coding (VSELP)
>1991
7.5 Japanese DMR 
(Mobile)
VSELP >1991
7 to 8 Half-Rate GSM 
(Mobile)
CELP ? >1993
6.4 INMARSAT Standard M 
(Land-Mobile)
Multi-Band 
Excitation (MBE)
>1991
4.8 U.S. Government 
Federal Standard
CELP >1990
4.8 NASA MSAT-X 
(Mobile Satellite)
Vector Adaptive 
Predictive Coding (VAPC)
>1990
2.4 U.S. Government 
Federal Standard
Linear Predictive 
Coding (LPC-10)
1977
Table 2.2: Digital speech coding standards.
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Reduced Bit-rate Speech Coding Schemes
Figure 2.1: Classification of coding strategies.
2.3 .1  W aveform  C oding
Waveform coders are characterised by their attempt to preserve the general 
shape of the signal waveform. As such waveform coding is not speech specific in 
the sense that they can work on any input waveform bounded by certain limits 
in amplitude and bandwidth. By preserving the general outline of the signal 
waveform, these coders generally operate on a sample to sample basis, and their 
performance is effectively measured in terms of signal to noise ratio (SNR) as 
quantisation is the major source of distortion in the output waveform. The success 
of waveform coding for speech has been limited to rates above 16.0Kbit/s, but 
they are nevertheless very popular and will remain so due to their simplicity and 
ease of implementation. The first world-wide speech encoding standard, CCITT’s 
64Kbit/s Pulse-Code Modulation (PCM) [17,44] with logarithmic companding ( 
//-law for North America and A-law for Europe) is a waveform coder and is still 
largely used in digital systems. The coded speech from a 64.0Kbit/s log-PCM 
system is generally used as the reference for comparing lower rate speech coders,
18
as its performance is considered to be toll quality. The obvious popularity of the 
64.0Kbit/s standard was followed much later by the CCITT’s adaptive differential 
PCM (ADPCM) 32.0Kbit/s standard [18,44]. The reduction in capacity by half is 
achieved by employing adaptive prediction and adaptive quantisers to exploit the 
redundancies in the speech signal. Other schemes such as continuous variable slope 
delta modulation (CVSDM) at 32.0Kbit/s [34] have also proven useful in specific 
applications. Although these high rate coding algorithms are very inefficient they 
nevertheless remain the main systems currently in service, and will most probably 
remain so for some time mainly owing to replacement cost and investment reasons.
2.3 .2  V oice C oders (V ocoders)
At the opposite extreme to the waveform coders, vocoders are very speech 
specific in their principles as no attempts are made to preserve the original speech 
waveform. A vocoder consists of an analyser and a synthesiser. The analyser 
extracts from the original speech a set of parameters representing the speech pro­
duction model, which are then transmitted. In the receiver, the speech is synthe­
sised using the parameters to produce an often crude and synthetic reconstructed 
speech signal. Vocoders predominantly operate in the regions below 4.8Kbit/s. As 
expected the SNR distortion measures are useless for vocoders, hence the need for 
subjective measures such as Mean Opinion Scores (MOS) test, Diagnostic Rhyme 
Test (DRT) and Diagnostic Acceptability Measure (DAM) [51].
The most prominent vocoder standard is the U.S. Government standard Lin­
ear Predictive Coding algorithm (LPC-10) which operates at 2.4Kbit/s [107], al­
though enhanced versions operating at 4.8Kbit/s have been reported [51]. The 
standard is mainly targeted for non-commercial applications, e.g. secure military 
systems, and is characterised by its synthetic output speech which very often re­
quires trained operators for reliable usage. Nevertheless, as the U.S. Department 
of Defence (DoD) [51] trials indicated, enhanced versions of the LPC-10 algorithm 
can produce highly intelligible speech, but is let down by its inability to faithfully 
reproduce the speaker’s characteristics (hence poor DAM score) and its suscepti­
bility to errors and background noise.
Frequency domain systems such as formant vocoders have also been applied
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to speech processing [87]. Formant vocoders synthesise speech by exciting a set of 
band-pass filters within which the bandwidths and centre frequencies of the speech 
formants are varied. Their performance is dictated by the accurate location of the 
formants, thus with some human intervention they are capable of producing very 
high quality speech. This non-real-time quality means that formant vocoders are 
more applicable for pure speech synthesiser systems where a limited vocabulary is 
used.
2 .3 .3  H ybrid  C oders
In order to overcome the deficiencies of pure waveform and vocoding schemes, 
hybrid coding methods have been developed which incorporate the advantages 
offered by each of the pure schemes. Hybrid coders fall broadly into two sub­
categories: frequency domain and time domain analysis.
2.3.3.1 Frequency Dom ain Hybrid Coders
Frequency domain schemes consist of two main types, sub-band coders (SBC) 
[52,108] and transform coders [44,115]. In SBC the speech spectrum is partitioned 
into a small number of bands and each band is low-pass translated to zero fre­
quency. Each band is then coded, usually employing some form of adaptive PCM, 
although more elaborate methods incorporating time domain methods have been 
reported [112]. At the receiver, the bands are translated back to their original 
position and re-sampled. A simplified block diagram of a SBC system is shown 
in Fig.2.2. The attraction of the SBC is that by separately encoding each band, 
the amount of quantisation noise can be controlled in the frequency domain by 
properly allocating the available bits to the different sub-bands. Therefore, the 
design of the coder can be easily tailored towards satisfying specific subjective 
criteria. As Fig.2.2 illustrates the main sub-systems involved are the filter-bank 
implementation, the coder used within each band and the adaptive bit allocation 
method used.
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Adaptive Transform Coding (ATC) is similar to SBC except that the trans­
lation to the frequency domain is obtained by means of a transformation and the 
number of bands is usually much larger to provide a higher resolution. A standard 
Zelinsky and Noll ATC is illustrated in Fig.2.3. Again adaptive allocation of bits 
of the quantisation of the transformed coefficients enables ATC to be configured 
towards specific fidelity criteria. Popular variants of ATC include the vocoder- 
driven ATC which enhances the bit allocation strategy, thus enhancing the speech 
quality.
SBC and ATC can produce very high quality speech at around 9.0 to 16.0Kbit/ s. 
Although they possess many attributes, e.g. low delay and robustness, they have 
not found favour when it comes to specific applications in speech. For instance, 
in the 16Kbit/s Pan-European mobile radio system trial, many SBCs were sub­
mitted as candidates but eventually a compromised time-domain coder was the 
chosen algorithm. Nevertheless, SBC have been incorporated as subsystems in 
other applications such as in audio bandwidth coding. ATC on the other hand 
has found more applications in other areas of signal processing, especially image 
coding.
2.3.3.2 Tim e Dom ain Hybrid Coders
Time domain hybrid coders are dominated by schemes which employ forms 
of linear prediction. The statistical characteristics of speech signals can be very 
accurately modelled by a source-filter model which assumes that speech is the re­
sultant of exciting a linear time-varying filter with a periodic pulse-train for voiced 
speech or a random noise source for unvoiced speech. This model is presented in 
detail in Chapter 3. The main variations of time domain hybrid coders lie in their 
treatment of the excitation signal from the time-varying filter.
The Adaptive Predictive Coding (APC) scheme as shown in Fig.2.4 was 
originally proposed by Atal and Schroeder [5,95,113] and it employs both short­
term and long-term linear predictors. The resultant excitation signal after inverse 
filtering is scalar quantised on a sample by sample basis. APC schemes have been 
proposed for 16.0Kbit/s and below, with variations on its treatment of the residual 
signal. INMARSAT’S Standard-B system employs a 16.0Kbit/s APC with Reed-
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Soloman FEC [84], and is used for maritime mobile systems. The bulk of the coding 
capacity for APC schemes is occupied by the coding of the residual signal, hence 
their drop in performance at lower rates. In order to reduce the capacity required 
for the residual, baseband coders in the form of Residual Excited Linear Predictive 
Coding (RELP) [30,57] have been studied. As Fig.2.5 illustrates, the RELP coder 
is essentially an APC but only a portion of the residual signal is transmitted, 
typically with decimation factors of 3 or 4. The motivation behind RELP is that 
the residual information can be assumed to be concentrated in the low frequency 
regions, the baseband, and thus by only encoding this segment reduction in coding 
capacity can be achieved. Hence at the encoder the baseband signal is extracted 
by low-pass filtering and quantised. At the decoder, the baseband is resampled 
together with high-frequency regeneration [71] to give a full band signal. Spectral 
folding is most commonly employed for high frequency regeneration as it is simple 
and effective. RELP schemes main attribute is its ability to operate even under 
extreme background noise conditions as indicated in the U.S. DoD trial. However, 
its general subjective performance is limited to 9.6Kbit/s and above. Standards 
based on pure RELP schemes have not materialised, but products based on RELP 
are available such as Motorola’s STU III family of telephones [30].
The methods of speech coding described so far are based on an analysis-and- 
synthesis procedure, i.e. the speech signal is analysed to extract the parameters 
and the remaining signal is then quantised. At the decoder the reverse is per­
formed, i.e. the quantised residual signal is synthesised with the extracted param­
eters added back in. This route of coding separates the parameter extraction and 
the quantisation procedure, and therefore the control over the distortions intro­
duced is limited to the individual subsystems. In order to have a better overall 
control over the whole encoding process, i.e. to minimise the total error in the syn­
thetic speech signal, analysis-by-synthesis (ABS) techniques were proposed [8,62]. 
In ABS methods, each subsystem is jointly optimised such that the overall syn­
thetic speech introduces minimial distortion. This is achieved by having a local 
decoder at the transmitter end such that the synthetic speech is available for anal­
ysis. The many variants of ABS-LPC schemes are described in detail in Chapter 
5. The first reported variant, Multi-pulse LPC (MPLPC) [8,98], is illustrated in 
Fig.2.6. The speech is synthesised by passing pulses with different locations and 
amplitudes through a time-varying filter. The determination of the pulse loca­
tions and amplitudes is carried out by an ABS procedure. A variant of MPLPC
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was chosen from a field of four coders for communication between commercial 
in-flight aircraft and the ground. The so-called Skyphone service [11] employs a 
9.6Kbit/s MPLPC with half-rate convolutional FEC and from the subjective tests 
it was found to best satisfy all the requirements, e.g. burst and random error 
tolerance, robustness to background in-aircraft noise levels. After extensive trials 
in real-operating conditions, the Skyphone service was chosen as an international 
standard for aeronautical mobile satellite telecommunications.
A disadvantage of MPLPC is its relatively high computational load. A com­
promise of MPLPC and RELP which is simpler to implement was reported by 
Kroon in [61]. The Regular-Pulse Excited LPC (RPELPC) is a hybrid of MPLPC 
and RELP. The optimal excitation is constrained be equally spaced pulses of dif­
ferent amplitudes, and by using a time-invariant block filter (the equivalent of the 
low-pass filter in RELP) as an approximation to the full ABS procedure, a much 
simplified MPLPC is obtained. By selecting the highest energy baseband after 
the block filtering, the RPELPC becomes effectively a RELP coder with variable 
baseband grid selection. This very computationally efficient algorithm was chosen 
for the Pan-European Digital Cellular Mobile Radio system (GSM) [109] from a 
number of other algorithms. A block diagram of the final GSM coder (a compro­
mise of two initial candidates) is shown in Fig.2.7. The algorithm is fully specified 
for fixed-point implementation and operates at 13.0Kbit/s, and together with con­
volutional FEC and signalling the total rate is 22.8Kbit/s. The GSM coder also 
incorporates the very important Voice Activity Detector (VAD) which effectively 
doubles the channel capacity by taking advantage of the fact that normal speech 
conversation contains many silence periods. Alternatively, the VAD can also be 
used to save system power consumption by only transmitting while the VAD is 
on. A major factor in favour of the RPE-LTP system in the GSM trials was its 
performance under error conditions which was better than the FM analogue sys­
tem used for comparison. (However, under ideal conditions the FM was actually 
equal to if not better than the digital system in terms of subjective performance.)
As the processing power of DSP chips increases each year, the full ABS sys­
tems which were impractical before have been researched feverishly. The most 
noteworthy scheme, Code-Excited LPC (CELP) [96,106] is by far the most re­
ported ABS-LPC scheme for low bit rates. In CELP, a linear time-varying filter 
is again used to represent the coarse and fine spectral information. The excitation 
however is obtained by exhaustively synthesising each vector from an excitation
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RELP scheme shown in Fig.2.5.
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codebook, and the vector sequence which yields a minimial weighted error is the 
optimal excitation. The ABS procedure in CELP is very computationally de­
manding, and variations on the basic codebook search has been the subject of 
much research [29,43]. Chapter 6 presents some of the methods for selecting the 
optimal vector sequence. Although CELP is complex, it is capable of producing 
high quality speech even at low rates. A variant of CELP was chosen after a trial 
of many coding schemes for the U.S. DoD 4.8Kbit/s STU III voice communica­
tion system [14,51] to supplement the ageing 2.4Kbit/s LPC-lOe vocoder. The 
trial exhaustively tested many algorithm under varies conditions, and the winning 
coder, a combined CELP with an overlapping ternary codebook was selected. It’s 
performance exceeded all the U.S. Government standards operating at rates be­
low 16.0Kbit/s, and was reported to be even comparable to 32.0Kbit/s CVSDM. 
A diagram of the 4.8Kbit/s DoD CELP is shown in Fig.2.8. As can be seen, 
smoothing at the decoder enables the coder to tolerate small errors with very lit­
tle extra FEC. Real-time single-chip versions of the 4.8Kbit/s CELP have been 
reported, but they only perform a subset of the full algorithm which indicates that 
a single-chip version is still unattainable at present.
However, single-chip versions of CELP have been implemented and a promi­
nent example is the Motorola Vector Sum Excited LPC (VSELPC) scheme [33] 
which uses a condensed codebook structure to reduce the computational burdens. 
An 8.0Kbit/s VSELP was recently chosen by the Telecommunications Industry 
Association for North America for its digital cellular standard. A second lower 
rate generation of VSELP was also chosen for the Japanese digital standard. Also 
worth noting, a CELP variant (Vector Adaptive Predictive Coding, VAPC [32]) 
was selected for use in the NASA Mobile Satellite Experiment (MSAT-X) Pro­
gramme.
Although CELP has been mainly focused on low rates as indicated by the 
many standards based on it, it has also been found to be good at much higher rates. 
The soon to be finalised CCITT 16.0Kbit/s standard is also a variant of CELP. 
A block diagram of the LD-CELP [20] is shown in Fig.2.9. As can be seen from 
the diagram the spectral filter is computed in a backward fashion, thus no filter 
coefficients are required to be transmitted. Also, the scaling or gain adjustment is 
also performed by prediction only. A net result of this is that the update rate of 
the excitation can be very high (5 samples). This enables the coder to have a total 
one-way coding delay of around 2ms which includes processing and transmission
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delays. This is significantly lower than the other standardised system mentioned 
above, and fully meets the CCITT requirements. For a single encoding with clear 
or noisy channels, the LD-CELP speech quality is reported to be either equivalent 
to or better than the CCITT G.721 standard 32.0Kbit/s ADPCM. Tandeming 
introduces slightly lower quality as a result of the post-filtering employed.
2 .4  S u m m a ry
In this chapter a brief review of digital speech coding algorithms and stan­
dards was presented. As the previous sections highlighted, the time-domain hy­
brid algorithms are at present the most dominant strategy stretching from 16 to 
4.8Kbit/s. Also apparent from the detailed standards is the favour CELP is re­
ceiving. However, it is evident that the incoherent nature of the standardisation 
currently prevailing within the speech coding field will cause difficulties in the 
future. Although standardisation is usually a positive direction in most cases, it 
also presents many problems. At present all the mentioned standards are very 
application specific, and none are inter-operable apart from the usual conversion 
to 64.0Kbit/s PCM format. As discussed in section 2, tandeming and transcoding 
are important aspects of the overall end user appreciation of the system, hence 
the inter-operability is vital. The rapid growth in voice communication demand 
will make these incompatibilities even more evident, hence urgent need for a com­
mon algorithm that can be operated in various coding rates is vital. However, at 
present this appears to be a far off goal, and it appears that CELP is at present 
the only remotely feasible candidate.
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Figure 2.8: DoD 4.8Kbit/s CELP decoder structure.
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Figure 2.9: Block diagram of the encoder for the 16Kbit/s LD-CELP.
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Chapter 3 
TECHNIQUES FOR BIT RATE  
R ED U C TIO N
3 .1  In tr o d u c tio n
As we have seen in the previous chapter the direct digital quantisation of 
speech signals, i.e. conversion from analogue signal to 8-bit PCM format, re­
quires an unacceptable amount of transmission capacity. In order to reduce this 
capacity it is necessary to view the speech signal that we wish to quantise and 
transmit as “speech” and not just an arbitrary electrically transformed signal. By 
this definition, our objective is to try and represent our “speech” signal with as 
few parameters as possible and yet still maintain speech qualities, e.g. meaning 
(message), naturalness (speaker characteristics such as sex, age, and accent). A 
quick glance at a typical speech signal will reveal that speech possesses some very 
repetitive components, and it is this redundancy or speech characteristics which 
allows us to reduce the capacity required to transmit speech at lower rates.
One of the most powerful speech analysis methods is the method of Linear 
Predictive Coding [9,70], or LPC analysis as it is commonly referred to. In LPC 
analysis the short-term correlations between speech samples are removed by a very 
efficient short order filter. Another equally powerful and related method is pitch 
prediction [76,88]. In pitch prediction, the long-term correlation of speech samples 
are removed. In addition to the two analytical prediction methods, another pow­
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erful capacity reduction technique is Vector Quantisation (VQ) [37]. Only with 
VQ can we have the possibility of fractional bit/sample and yet maintain good 
speech quality.
In the following sections the above mentioned techniques will be examined 
and discussed.
3 .2  L in ear P r e d ic t iv e  C o d in g  (L P C )
3.2 .1  Source F ilter  M o d el o f  S peech  P ro d u ctio n
Before parameters can be extracted from a speech signal, it is necessary to 
have a theoretical model for our analysis. In speech processing, the source-filter 
model of speech production is generally used as a means of analysis. A simplified 
block diagram of this model [87] is shown in Fig.3.1. In this model the driving 
input, or excitation signal, is modelled as either an impulse train (for voiced speech) 
or random noise (for unvoiced speech). The combined spectral contributions of 
the glottal flow, the vocal tract, and the radiation of the lips are represented by a 
time-varying digital filter with a steady state system function as given by Eqn.3.1.
H { z )  =  M  (3.1)
M
0(1 - E M i
=   p   (3 .2 )
1 -  j  
1=1
In Eqn.3.1, both poles and zeros exist in the transfer function. However, if the 
order of U( z )  is high enough, H ( z )  can be approximated by an all-pole model as 
given by Eqn.3.3.
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Figure 3.1: Simplified block diagram of the source filter model of speech produc­
tion.
H(z) = ------^ -------  (3.3)
1 -  Y, akZ~k
k=1
Transforming Eqn.3.3 into the sampled time domain Eqn.3.4 is obtained.
p
s(n) = Gu(n) +  ~  &) (3-4)
fc=l
Eqn.3.4 is the well known LPC difference equation which states that the 
value of the present output, s(n), may be determined by the sum between the 
weighted present input, Gu(n), and the weighted sum of the past output samples. 
Hence, in LPC analysis the problem can be stated as follows: given measurements 
of the signal, s(n), determine the parameters a*, k = 1,...,P . The resulting 
parameters are then assumed to be the parameters of our model system transfer 
function H(z).
If represents the estimates of a ,^ the error or residual is given by Eqn.3.5.
p
e(n) = s(n) — ^  aks(n — k) (3.5)
k=l
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It is now possible to determine the estimates by minimising the mean-square error, 
i.e.
p
J =  E[e2(n)\ = F[{s(n) — ^  ocks(n — k)}2 ] (3.6)
k=i
Setting the partial derivatives of J with respect to to zero for k — 1 , . . . , P  
Eqn.3.7 is obtained.
p
E[{s(n) ~ — k)}.s(n — i)] — 0, fori =  l , . . . , P  (8-7)
Jfc=i
That is, e(n) is orthogonal to s(n — i) for i = 1, . . . ,  P. Eqn.3.7 can be rearranged 
to give Eqn.3.8.
p
J2ak<i>n(i,k) = (f)n(i,0), for i =  1 , . . . , P  (3.8)
k- 1
where
(j)n{i^k) =  E{s(n — i)s(n — &)} (3.9)
In the derivation of Eqn.3.8, a major assumption is that the signal of our 
model is stationary. For speech this is obviously untrue over a long duration. 
However, for short segments of speech the stationary assumption can be realisti­
cally assumed. Consequently, our expectations in Eqn.3.9 are replaced by finite 
summations over a short length of speech samples. How the ranges are chosen is 
the subject of the next section.
In this section the equation for LPC analysis was derived from the Least 
Mean Square approach. An equally valid result can also be obtained using the 
Maximum Likelihood method, and other formulations [101]. An interesting aspect 
of LPC analysis is that it is not just applied to speech processing, but in a wide 
range of other fields such as control and radar. However, it is in speech that 
LPC analysis has been perhaps the most successful, as it allows very accurate 
representation of speech with a short set of parameters.
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3.2 .2  S o lu tion s to  L PC  A n alysis
As mentioned above, in order to model the time-varying nature of the speech 
signal but remaining within the constraint of our LPC analysis, i.e. stationary 
signal, it is necessary to limit our analysis to short time blocks of speech. This is 
achieved by replacing the expectations of Eqn.3.9 by summations over finite limits, 
i.e.
<j>n(i,k) — JS{5(n — i)s(n — &)} (3.10)
=  2^ 3n('m — i)sn(m — &), for % — 1, . . .  , P, k — Q,...,P
m
There are two approaches to interpret Eqn.3.10, and these lead to two methods, 
namely the Autocorrelation and Covariance Methods [87,92].
3.2.2.1 A utocorrelation M ethod (AM )
For the AM the waveform segment, sn(m), is assumed to be zero outside the 
interval 0 < m  < N  — 1 where N  is the length of the data sequence. The limits 
for Eqn.3.10 can then be expressed as
iV+P-l
(f>n(i,k) — ^  sn(m — i)sn(m — k), l<i<P,0<k<P  (3.11)
m = 0
Eqn.3.11 can be reduced to the short-time autocorrelation function as given by 
Eqn.3.12.
(f>n(i,k) = Rn(\ i — k \), for i =  1, . . .  , P fc = 0, . . . , P  (3.12)
where N—l—k
R n ( k )  = $n(m)sn(m -(- k) (3.13)
m—0
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Using the AM, Eqn.3.8 can therefore be expressed as
Y  »kRn(\ * -  * I) =  1 (3.14)
/c=l
i.e.
R n (0 )  U „ (  1 ) .  J ? „ ( P - 1 ) - ' a i ' R n (  1 )  '
R n (  1 ) .  R „ ( P -  2 ) a 2 __ R n (  2 )
. R n ( P  ~  1 )  • • l i n ( 0 )  . OCp . R n ( P )  .
The above matrix has the property that it is symmetrical and all the elements 
along a given diagonal are equal, i.e. it is a Toeplitz matrix. Eqn.3.14 can be solved 
by the simple inversion of the P x P matrix, however this not usually performed 
as computational errors such as finite precision tend to accumulate. By using 
the Toeplitz characteristic however, very efficient recursive procedures have been 
devised. The most widely used is perhaps Durbin’s algorithm.
3.2.2.2 Covariance M ethod (CM )
For the CM the opposite approach to the AM is taken. Here the interval 
over which the mean squared error is computed is fixed, i.e.
J = Y  en(TO) (3-15)
m —0
Eqn.3.10 then becomes,
N - 1
(f>n(i,k) — sn(m — i)sn(m 1 < i < P, 0 < k < P (3.16)
m —0
The expression given by Eqn.3.16 is slightly different to Eqn.3.11 used in the AM 
as it requires the use of samples in the interval —P < m  < N  — 1. In effect,
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Eqn.3.16 is not a true autocorrelation function, but rather the cross-correlation 
between two very similar but not identical, finite length sampled sequences. Using 
Eqn.3.16 our original LPC equation, Eqn.3.8, can therefore be expressed as
p
E « * ( ' - < ' ) = 4 ( ' ) ,  1 <i<P  (3.17)
fc=l
i.e.
- <A„(1 , 1) <£n(l)2) • M h P )  1 ’ «1 ' « 1 , 0 ) '
« 2 , 1) • M 2 , P ) <*2 =
« 2 , 0)
. U P ,  i ) ■ M P , P ) . Q!p . U P ,  0 ) .
A solution to Eqn.3.17 is not as straight forward as for the equivalent of 
the AM. This is because the covariance matrix, <f>n(i,k), is not Toeplitz. However, 
efficient matrix inversion solution such as Cholesky Decomposition can be applied.
3.2.2.3 Lattice M ethods (LM)
As shown in the previous sections, the solution to the LPC equation involves 
two basic steps: (i) computation of a matrix of correlation values, <j>n(i,k), and 
(ii) solution of a set of linear equations. Although the two steps are already very 
efficient, another class of autocorrelation based methods, called Lattice Methods 
(LM), have been developed which combines the two steps to compute the LPC 
parameters. The basic idea behind the LM is that during the calculation of the 
intermediate stages of the predictor parameters, knowledge of both the forward 
prediction error and backward prediction error are incorporated. A particularly 
popular LM is that of Burg’s algorithm. A major incentive in using the LM is that 
the computed parameters are guaranteed to form a stable filter, a feature which
the AM possess if high computational accuracy is used, but not the CM which is 
not always stable.
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3.2 .3  P ra ctica l Im p lem en ta tio n  o f  L PC  A n a lysis
In the practical implementation of the LPC analysis, several important groups 
of factors needs to be addressed. The first group is the performance, efficiency and 
stability factor which for all three methods are not too dissimilar, although the 
LM is preferred in real-time systems where guaranteed stability is very important. 
However with careful choice of data windowing, e.g. Hamming window for long 
frames or trapezoidal window for short frames, the AM and CM are equivalent to 
the LM for stability. As quantisation is usually applied to the coefficients stability 
can always be maintained to some extent. The second group involves the choice 
of the filter order, P, and the analysis frame size, N. In speech coding, speech is 
usually sampled at 8KHz, thus giving a 4KHz spectrum for analysis. Within the 
4KHz, the number of formants displayed is usually 4 at maximum thus indicating 
that the filter order needs to be at least 8. Usually, a 10-pole filter is used so that 
formant resonances and general spectral shape is modelled accurately. (However, 
much higher orders of filters have been used in elaborate schemes such as the pro­
posed CCITT 16Kbit/s standard [20] where a 50 order LPC filter is used !) As 
for the frame size, the stationarity constraint applies, thus it is necessary for us to 
choose a size which will conform to this. This usually implies a frame size of several 
pitch periods long, i.e. 16-32ms. Another related factor is the partitioning points 
of the analysis frame. Where the analysis frame falls on a piece of speech effects 
significantly the performance of the LPC analysis. However, in practice there is no 
way of selecting the appropriate partitionings, thus this problem cannot easily be 
solved. Some common pre-processing stages include the use of pre-emphasis of the 
signal prior to the LPC analysis, and the use of overlapping windowed frames (See 
Chapter 6). Overlapping frames tries to overcome some of the block-edge effects 
of the frame-based LPC analysis. The amount of overlap is typically around 10 
to 20 %  of the frame size. Interpolation of the LPC coefficients from one frame to 
the next is also commonly applied to smooth out transitional effects.
3 .2 .4  In terp reta tio n  o f  L PC  A n alysis
In our formulation of LPC analysis in Section 3.2.1, it was assumed that if 
our LPC analysis was perfect, then the estimated parameters, a are equal to
41
those of our model, i.e. a*.. Thus, if a& = a*, then e(n) = Gu(n), i.e. the residual 
is the excitation signal. To obtain e(n), an inverse filter with transfer function can 
be set up.
p
= (3.18)
i=i
Since S(z) — H(z)U(z), then U(z) =  H~1(z)S(z). The error signal, or excitation, 
is very useful for obtaining pitch parameters. A reason for this is that after in­
verse filtering, the resultant signal, e(n), has a much lower spectral variation than 
the original, ,s(r&). This is illustrated in Fig.3.2 and Fig.3.3 where the time and 
frequency domain representation of a typical frame of s(n) and e(n) are shown. 
Clearly, the error signal spectrum is much flatter. This result is not surprising 
since LPC can be viewed as a method of short-time spectrum estimation. Also 
illustrated in Fig.3.3 is the frequency response 01* spectral envelope of the LPC fil­
ter. A feature that can be observed is that the LPC spectral envelope matches the 
signal spectrum much better in the spectral peaks than the spectral valleys. This 
can be expected as our model transfer function, H(z), has poles only to model the 
formant peaks and no zeros to model the spectral valleys.
3 .3  P itc h  P r e d ic t io n
3.3 .1  P er io d ic ity  in S p eech  S ignals
In the previous section the ability of LPC analysis to remove the adjacent or 
neighbouring sample correlations present in speech was described. As observed, 
this was equivalent to removing the spectral envelope in the signal spectrum. How­
ever, as can be seen from Fig.3.3, after LPC analysis, there are still considerable 
variations in the spectrum, i.e. it is far from white. Looking at the residual sig­
nal it is clear that long-term correlations, especially during voiced regions, still 
exist between samples. The most evident of these are the sharp periodic pulses 
which, being the excitation signal is hardly surprising as our original source-filter 
model assumes this type of input signal. (See Fig.3.1.) This also explains why 
the LPC analysis, which models our vocal tract, cannot adequately remove them.
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Figure 3.2: Typical example of LPC inverse filtering on speech.
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Figure 3.3: Spectral representation of the LPC inverse filtering shown in Fig.3.2.
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Figure 3.4: Order of analysis used in pitch-LPC formulation.
Consequently, to remove the periodic structure of the residual or excitation sig­
nal, a second stage of prediction is required. The objective of this second stage is 
again to spectrally flatten our signal, i.e. remove the line structure. But unlike 
LPC analysis, it exploits correlation between the speech samples being encoded 
and a sample that is one “pitch” or multiple “pitch” period away. In the following 
sub-sections, these long-term or distant sample based predictors, will be described.
3.3 .2  P itch  P red ic tio n  F orm ulation
Before discussing methods of pitch or long term prediction, it is perhaps 
worth considering what our objectives are. Our aim is to remove the long-term 
correlation, or spectrally flatten our signal, there are no obvious reasons why 
we must use the residual and not the original signal. Indeed, in Atal’s original 
formulations on APC [95] (and in other APC related schemes), the pitch predictor 
or Long Term Predictor (LTP) came before the LPC or Short Term Predictor 
(STP). The order of the LTP and STP is not too critical if the combination 
is carefully optimised, e.g. block edge effects must be carefully compensated to 
avoid “clicking” type distortions. However, in this study the structure according 
to Fig.3.4 will be used throughout. It is worth noting that the prediction gain 
of the combined system will always be less than the sum of the gains in systems 
employing the LTP and STP in isolation. This is because in reality the vocal 
tract and excitation are not completely separable as assumed in our model, but 
are interconnected.
In Fig.3.5, an inverse-synthesis diagram of a 1-tap LTP is shown. Referring 
to Fig.3.5, a general formulation of a LTP is given by Eqn.3.19.
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LTP memory register (FIFO)
Figure 3.5: Block diagram of an inverse-synthesis LTP with an 1-tap filter.
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1 - £  bkz ~ l*+T>>
k=—I
H * )  =  —  ------------------ (3.19)
where Tp is the “pitch period”, and are the “pitch gain” coefficients which reflects 
the amount of correlation between the distant samples. Referring to Fig.3.4, the 
combined analysis model can be represented by a time-domain difference equation.
J p
s(n) = Gu(n) +  bkd(n — Tp — k) +  ^2 ak3(n ~ &) (3.20)
k=-I k=l
where d(n) is the past excitation signal. Following a similar procedure to that
of LPC analysis, our goal is to determine estimates, (/?/., 0p, a*.) of our model
parameters (&fc,Tp,a&). Then the prediction error is given by Eqn.3.21.
j p
e(n) = s(n) — ^  /?&d(n — 0P — k) — aks(n — k) (3.21)
k=-i &=i
The mean-squared error solution to Eqn.3.21 is not as straight forward as for LPC 
analysis due the presence of the delay factor 0p. In order to overcome this hurdle 
two sub-optimal approaches can be taken.
(1) O ne-Shot O ptim isation : If one assumes that the pitch spectrum infor­
mation of the residual d(n) is close to the pitch spectrum information of the 
input speech $(n), then we can solve for as before and then use the resid­
ual from the LPC inverse filter to determine (/?&, 6P). Thus during the first 
iteration, the STP coefficients are estimated to minimise the intermediate 
residual energy. The LTP coefficients are then found using this intermediate 
residual signal. This procedure can be considered to be nearer optimal if the 
lag-term, 9P, is greater than the analysis frame size, i.e. 0P > N. Then only 
past values are used in the LTP which makes no difference to our STP
(2) Iterative Sequential Approach : An analysis similar to the One-Shot
method described above is first performed. During subsequent iterations, 
the STP is reoptimised given the previously determined LTP coefficients
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[49]. A lso, the LTP is recalculated based on the newly formed interm edi­
ate residual. This iteration process can then be continued until a certain  
threshold, or after a fixed number of iterations, is reached.
For practical reasons, the one-shot m ethod is usually preferred as it only  
requires one iteration, and because it adm its both  unstable LTP and ST P filters. 
For the iterative sequential m ethod there are two m ain difficulties. A suitable  
threshold needs to be selected to  term inate the iteration run, and also the algo­
rithm  does not adm it non-m inim um  phase filters. Thus a stab ility  check on the 
filters is required at each stage. Overall, it is substantially more com plicated. 
However, the iterative m ethod has been reported to  give a better prediction gain  
and better perceptual performance. This is usually achieved w ith a shifting of the  
ST P prediction gain to the LTP prediction gain. In the following only the one-shot 
m ethod will be considered.
3.3 .3  P itch  P red ic tio n  M eth od s
B y ignoring the ST P term  in Eqn.3.21, Eqn.3.22 is obtained.
J
e(n) =  d(n) — £  (3kd(n — 9p ~ k ) (3.22)
k——I
The estim ates can now be determ ined by mean-squared error, i.e.
j
J  =  E[e\n)}  =  £ [{d (n )  -  £  fad(n - 6 P-  k)}2 ] (3.23)
k ~ - i
R eplacing the expectation  w ith  finite sum m ations,
J  =  £  en(m ) =  £  i dn(m) -  £  pkdn{rn - 0 P-  k)}2 (3.24)
m m k——I
By setting d J / d(3k to  zero,
48
J
J2  PkV(i,k) = R( i ,0 )  -  I  < i < J  (3.25)
k=-i
i.e.
- V ( - I , - I )  . . . V ( —I, J) '  p - l ' '  R { - 1 , 0 ) '
V (J ,J )  .
.  p j . R(J,  0)
where
N —l
R(i,  0) =  ^2  d(m ~  @p ~  i)d(m)  (3.26)
m=o
N —l
V(i ,k )  =  ^2  d(m — 0P — i)d(m — 0P — k), — I  < i < J, —I  < k <  J (3.27)
m —0
The (3k coefficients can now be solved by inverting V(i,k),  e.g. using Cholesky’s 
decom position. For the above form ulation, a covariance sum m ation is used. This 
is usually preferred as it allows a “fix-up” to  ensure that the filter so formed is 
stable, e.g. by adding a small noise source into the form ulation the m atrix inversion 
to obtain  [V (i, &)]-1 can be m ade more reliably. However, a stable LTP is not a 
pre-condition on the LTP analysis as rapid transitions are som etim es desired.
In the above form ulation it is assum ed that the pitch lag, 0p, has already 
been found and that (3k = P(k,o(p opt))- In order to  determine 6p, various pitch m ea­
surement algorithm s can be used. These include the Autocorrelation [86], AM D F  
[113], Cepstrum  [81] and M axim um  Likelihood [110]. These m ethods perform w ith  
different characteristics especially w ith noisy data. For sim plicity the autocorre­
lation is described below and is also used for all the work reported in  this thesis.
As the preceding analysis to determ ine (3k has shown, pitch analysis is per­
formed on a block containing N  values. However, the size of our window in which  
the block is taken is required to  be considerably longer than the analysis frame 
length, N.  This is because our pitch  value, 0P, can vary betw een a m inim um  $(P)m,-n) 
of around 16 sam ples to 0 ^ max) of around 150 samples. (A ssum ing 8KHz sam ­
pling.) Therefore, our ideal analysis window is m uch greater than N  +  0(PiTnax) in
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length (200-256 sam ples) such that it contains from 2 to 3 com plete p itch  periods. 
For sim plicity, consider a 1-tap LTP, i.e.
Px(z) =
1 — (3z~(k+6p)
(3.28)
T hus,
a _  ffiQ? 0) (o on\
^ F ( 0 ,0 )  ^
N —l
y :  d(m)d(rn — 6p)
=    (^p.mtn) <  $p <  (^p.marr) (3.30)
Y  d2(m -  6p)
m=0
Substituting this in to  Eqn.3.24,
N—i [ Y ,  d(m)d{m -  6p) f
J = Y ,  * (" » )  -  J22L i ---------------------- (3.31)
E  -  Op)
m —0
Therefore to determ ine the optim al 9p, values o f the lags are tested betw een <9(P)mt-n) 
and ^(P)maa;)5 and the lag which m inim ises the error J  is the optim al value. Having  
found 9(Pi0pt), the gain /3k can be found. A plot o f the LPC residual and the 
signal (secondary excitation) after LTP inverse filtering is shown in F ig .3.6. It 
is clear that the secondary excitation  no longer possesses the sharp pulse-like 
characteristics of the residual, i.e. it has a flatter in spectrum . Similar form ulation  
can also be derived for m ultiple tap L T P’s.
A typical plot of 9(p>opt) and (3k for a piece of voiced speech ( the word “linear” 
by a m ale talker ) is shown in F ig.3.7 and Fig.3.8. As can be observed, during 
voiced regions, (3k, fluctuates close to unity, whereas during transitional regions (3k 
fluctuates significantly. N otice the rapid fluctuations in (3k in  the second half of 
the word. This is a direct result of the fact that only a small frame (40 sam ples) 
was used in the analysis. Thus where a m ajor spike is present in the frame the
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correlation is high, and (3k is high. However, on frames w ith samples in  between the  
spikes, correlation is considerably lower, hence the lower pitch coefficients This 
dem onstrates one of the side effects in  using block-wise analysis. This variation in  
the gain (3k illustrates clearly the role o f the LTP, i.e. it is best at removing the  
quasi-periodic nature of the speech, but is ineffective during unvoiced/transitional 
regions.
Apart from a single tap filter, the 3-tap LTP as given by Eqn.3.32 is com­
m only used.
P:i(z) = ----------   (3-32)
i  -  £
f c = - l
M ultiple tap L T P ’s tend to  provide better performance than the single-tap LTP  
in  general, but w ith increased complexity.
3.4 V ector Q uantisation
3.4 .1  In trod u ction
T he prime objective in  speech coding is data compression w ith  m inim um  
loss o f fidelity. Traditional speech coding techniques have tended to use scalar 
quantisation (SQ ) because of their sim plicity and good performance when the  
com m unication rate (bit rate) is sufficiently high. However, at low bit rates, SQ is 
not practical as very often there is less than 1 b it/sam p le  to m anipulate. Therefore, 
to  satisfy both  the compression of capacity and yet retain a high degree of fidelity, 
more efficient and sophisticated quantisation m ethods are required. A popular 
solution in  speech coding is the application of vector quantisation (V Q ) [1,12, 
37,72]. A prime incentive in using VQ is the result of Shannon’s rate distortion  
theory which states that better performance can always be achieved by coding  
vectors instead of scalars. A lthough VQ has been shown to be very attractive and  
efficient in  m any areas of speech coding, it is not w ithout its  drawbacks. These  
together w ith a brief description of VQ will be discussed in the following.
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Figure 3.7: P itch  lag values for the pitch  filter used to  obtain Fig3.6.
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3.4 .2  V Q  Form ulation
Vector quantisation is a generalisation of the more familiar SQ, and can be 
form ulated as follows: assum e x  =  [xi,x2, . . .  •>®n ]T is a N-dim ensional vector  
whose com ponents a?&,l <  k < N  are real valued, continuous am plitude random  
variables. Then in VQ , x  is m apped onto another real-valued, discrete am plitude, 
N-dim ensional vector y  =  [2/1, 2/25 • • • i Vn Y - Thus x  is quantised as y  and y  is the  
quantised value of x , i.e.
y =  Q (x) (3.33)
where Q is the quantisation operator. Typically, y  takes on one o f a finite set of 
values from  a reproduction alphabet Y  or codebook as it is com m only known, w ith  
Y  = [ y i , y 2 , ■ ■ • ?yr] where L  is the number of entries in the codebook. The size 
of the codebook is usually in  power of two, thus the rate of the vector quantiser is
R  = log2 L  (b its per vector) (3.34)
and
r =  R / N  (bits per sample) (3.35)
It is obvious from Eqn.3.35 that fractional b its/sam p le  is possible w ith  VQ . From  
the above form ulation of V Q , som e obvious but very im portant points are: how is 
the codebook Y  constructed, and how large m ust N  and L  be to obtain  a required 
performance.
3.4 .3  C od eb ook  C on stru ction  or T raining
A lthough Shannon’s Theory provided us w ith the theoretical incentives for 
using VQ , it does not unfortunately provide constructive design techniques for 
VQ coders. The extension of L loyd’s work on optim al SQ into m em oryless VQ  
have resulted in  some well known and useful algorithms e.g. Linde-Buzo-Gray  
(LBG ) algorithm  [69], but for VQ w ith  memory, i.e. feedback VQ such as Vector 
Predictive Q uantisation (V P Q ) and finite-state VQ , well proven algorithm s have 
yet to  emerge.
W hen designing an L-level codebook the N-dim ensional space is partitioned  
into L cells, (7,-, 1 <  i  <  L, and each cell C,• is assigned a vector y,-. The quantiser
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chooses the codevector y t- if  x  is in  (7,-. A quantiser is said to be an optim al 
quantiser if  the long-term  sample average, or expectation in practice, is m inim ised  
for each L-levels, i.e.
1 Ii=} (3.36)
where d() is our yet unspecified distortion m easure, and M  is the number of vectors 
in the database.
There are two necessary conditions for optim ality:
(1 )  T he quantiser chooses the codevector y t- that results in  the m inim um  distor­
tion w ith  respect to  x,-.
(2 )  Each codevector y , is chosen to m inim ise the average distortion in cell C,-, 
thus yi is the “centroid” o f the cell <7,-.
From the above tw o conditions, what appropriate m easure for (1) and (2) 
can one use which is tractable to permit analysis, com putationally sim ple so that 
it can be evaluated efficiently, and subjectively m eaningful so that large or small 
quantitative distortion measures correlate w ith good and bad subjective quality ? 
T he solution to  th is problem  is a m ajor obstacle in  m any cases. For condition (1), 
the m ean squared error (m se) distortion m easure given by Eqn.3.37 is very often  
used.
A lthough the m se measure is not subjectively m eaningful in  m any cases, it is very
d ( x ,y )  =  ( x - y ) T( x - y ) (3.37)
N ~  1
sim ple to com pute. A m odified version of the mse can be defined which gives 
unequal weighting to the elem ents of x , i.e.
< 4 (x ,y )  =  ( x ,y ) TW ( x  -  y )  
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(3.38)
where W  is an (N  X N)  positive weighting m atrix. For LPC schem es, a comm only 
used distortion m easure is the Itakura-Saito distortion measure [37].
The com putation of the centroid is again dependent on the distortion measure 
used. Thus for the m se or w eighted m se, the centroid y,- is sim ply the m ean of all 
the training vectors (See Section 3.4.5) M; contained in  cell Ct, i.e.
" ■ i S ‘ (“ 9)
Having decided upon a distortion measure, the codebook can then be constructed  
or trained using the following algorithm , com m only referred to  as the LBG algo­
rithm  [69]:
S te p  0: Given: a training sequence and an initial codebook.
S te p  1: Encode the training sequence using the codebook.
S te p  2: If the average distortion is below a set threshold, or after a fixed number
of iterations, quit process.
S te p  3: Replace the old codebook w ith  the new centroid of each cell. G oto Step
1.
This basic algorithm  is an iterative improvement algorithm  and effectively  
tries to  make as much use of the N-dim ensionai space as possible, and requires 
an initial codebook to be improved. Tw o popular basic approaches have been  
developed to  provide an in itial codebook:
(a )  Start off w ith som e sim ple codebook of the correct size, e.g. in  K-m eans 
algorithm  this initial codebook is filled w ith randomly selected training se­
quences.
(*>) Start off w ith the centroid of the entire training sequence, then at each 
iteration “sp lit” each vector y t- in to  two vectors y,- +  e and y t- — e where e is 
a fixed perturbation vector. Thus at the end of each iteration the codebook  
is doubled in  size until the required size is obtained.
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From the above discussion it is clear that the final codeboolc is very m uch  
dependent on the choice of the in itial codebook, i.e. more than one codebook exists  
that will give a similar performance. Consequently, in practice it is useful to try out 
several in itial codebooks and select the one that gives the best final constructed  
codebook. This problem of a significant difference betw een the resulting local 
distortion m inim um  and the global m inim um  has been tackled by som e research. 
One such technique is the use of stochastic relaxation, and specifically sim ulated  
annealing [114] to  improve the performance of the final trained codebook. The 
core of the idea behind sim ulated annealing is to  add an elem ent of zero-mean  
noise to  each codevector following the centroid com putations in each iteration of 
the above described algorithm. The noise variance (or “tem perature”) is then  
reduced m onotonically as the algorithm  progresses. Significant increases in the  
performance o f the codebooks have been reported using this technique.
3 .4 .4  C om p u ta tion a l and S torage C osts
W hen a codebook has been constructed, then for a given vector x , the code­
vector that is selected is the vector which m inim ises the distortion in  y opt — Q (x ). 
As we have no m eans of knowing where y opt is situated within the codebook, every 
codevector must be tested , i.e. a full search is performed for every vector to be  
quantised. Thus for a L-level vector quantiser w ith vector length AT, the number 
of m ultiply-adds (M AC) required is
I  = N L  (M AC) (3.40)
As L  is usually a power o f two,
I  =  N2 r (M A C) (3.41)
i.e. the number of M A C ’s increases exponentially for each bit per vector. Similarly, 
the required storage, 5 ,  is exponential, i.e.
S  =  N L  =  N2 r  (m em ory locations) (3.42)
From the above observation it is obvious that VQ incurs substantial com ­
putational as well as storage cost. For these reasons a careful tradeoff must be
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m ade to  get the best perform ance/(com plexity,storage) ratio. In order to over­
come this drawback some fast search algorithm s w ith lower storage requirements 
have been proposed. These include tree-searched VQ , m ulti-stage V Q , and lattice  
VQ . M ost of these suffer some performance degradations, but nevertheless present 
an attractive alternative to full-search VQ.
3.4 .5  T rain ing, T estin g , and C od eb ook  R ob u stn ess
An im portant aspect of codebook design is the training sequence used in 
the iterative training procedure. The training sequence should preferably be very 
much larger than the final codebook size, and contain a broad class o f the signal 
characteristics, e.g. for speech it should contain variations such as sex, age, speech  
content (voiced/unvoiced , conversational/balance sentences), etc.. A lthough the  
size is usually constrainted by storage and processing tim e it can usually be satis­
fied, but the proper selection of data is less easily accomplished. For this reason, 
it is standard practice to test a codebook w ith a test sequence o f data which is 
outside that of the training sequence. Thus, if  the training and testing data give 
similar performance, the confidence in our codebook can be partly assured for 
future unknown data.
A lthough codebook robustness for future data can be partially satisfied, code­
book robustness against errors encountered in real channel conditions is not so 
easily accom m odated. In SQ, channel errors are confined to  the particular erro­
neous elem ent, but in  VQ , an error in  the codebook index will result in a selected  
vector that in  general can be different in every vector elem ent from the desired 
vector. This is obviously very undesirable, and this remains a very urgent obsta­
cle to  be overcome. A recent attem pt to  design a more channel robust VQ w ith  
non-random  word assignm ent was reported in  [54] which claim ed a significant gain 
over normal random  assignm ent VQ . However, this particular area o f research is 
still very im m ature.
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3.5 Sum m ary
In this chapter a short review of three im portant techniques, nam ely linear 
predictive coding, pitch prediction, and vector quantisation, was presented. These 
techniques are very im portant areas in speech coding, and the above description is 
only touching the surface o f the research in  these areas. In the following chapters 
extensive use of the three techniques will be presented.
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Chapter 4
LPC PA R A M ETER  
Q UANTISATIO N USING  LSF
4.1 In troduction
As reviewed in Chapter 3, Linear Predictive Coding (LPC ) is a very powerful 
analysis technique, and is used in m any speech processing system s. For speech  
coding and synthesis system s, apart from the different analysis techniques available 
to obtain  the LPC param eters, e.g. autocorrelation, covariance, la ttice , etc. , 
the quantisation of the LPC parameters is also a very im portant aspect of the 
LPC analysis as m inim isation of coding capacity is the u ltim ate aim  in these  
applications. T he m ain objective of the quantisation procedure is to code the LPC  
param eters w ith as few bits as possible w ithout introducing additional spectral 
distortion. Obviously perfect reconstruction is not possible, however subjective  
transparency is achievable.
Considerable am ounts o f work on scalar and vector LPC quantisers have 
already been reported in the past, but these have been predom inantly directed  
at coding schem es operating above 9 .6K b it/s  (A P C , RELP, etc.) or at very low  
rate vocoders, i.e. less than 4 .8K b it/s. Thus these have tended to be good quality  
but high capacity schem es, e.g. 40-50 bits scalar quantisation, or low  capacity  
but only reasonable quality vector quantisation schemes, e.g. 10-bit codebook  
vector quantisation. Therefore, for m edium  to low bit rates, i.e. 9.6 to 4 .8K b it/s
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the previously reported LPC quantisation schemes are not directly applicable, 
hence further investigations are required. A prom ising and popular m ethodology  
is the use of the Line Spectrum  Pairs (L SP) (also nam ed Line Spectral Frequency 
(LSF) ) representation of the LPC param eters [92,100], In the following, LSF  
representation of the LPC param eters will be described followed by various LPC  
quantisation schemes using LSF transform ation will be reported.
4.2 A ltern ative  R ep resen tation  o f LPC P aram e­
ters
Referring to Chapter 3, the LPC filter is given by Eqn.4.1,
z(*) =  — 7 — : (4 -*)
1 + X  a{Z~l
i= 1
where P =  order o f LPC filter.
The ot{ coefficients are the direct form LPC coefficients. T he filter H (z) is 
stable if it is m inim um  phase, i.e. all the roots of Eqn.4.1 are w ithin the unit 
circle. If cq were quantised directly, the stability of the filter H (z) is not easily  
guaranteed as the roots of Eqn.4.1 are not usually com puted to check for stability. 
Thus a more useful param eter, the PA RCO R (partial correlation) coefficients, 
are usually used for quantisation. T he forward and backward transform ation are 
given below [87].
LPC-to-PARCO R:
a?  =  otj 1 < j  <  P
For i =  P , P  — 1 , . . .  ,1 (4.2)
a i _ 1  =  ( aj  +  a%i a \ - j ) I O -  ~  1  <  j  <  *  ~  1
k-i =
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PA RCO R-to-LPC:
For i = 1 , 2 , . . . ,  P  
a] =  k i
a) ~  ai_1 “  1 <  y <  * — 1 (4.3)
OLj =  a f , 1 <  j  < P
The LPC filter is stable if |&,j <  1.0. A lthough fc, can be easily checked for 
stability, they are not suitable for quantisation because they possess a non-flat 
spectral sensitivity, i.e. values o f k ,• near unity require more quantisation accuracy 
than for ki away from unity. Thus, nonlinear functions of ki are required. The  
Log-Area-Ratio (LAR) and inverse sine (IS) function being the m ost w idely used 
[7]. For LA R, the forward and backward transform ation are given below:
PARCO R-to-LAR:
0i =  log | l ~ A j  ? l < i < P  (4.4)
LAR-to-PARCO R:
/ I  -  10s*'\
=  (  ) ,  l < i < P  (4.5)
\1  +  10s*'/ ’ -  -  v ;
Using the LAR and IS representation good performance scalar quantisers 
using uniform  and non-uniform  step sizes have been widely reported. However, 
LA R and IS quantisers have two drawbacks:
(1 )  In order to m inim ise spectral distortion, around 4 b its/coefficient is required. 
Thus for a 10^ order filter, around 40-50 bits/fram e is required. This is 
around 25 % of the to ta l coding capacity for 8K b its/s , and around 50 % for 
4 .8 K b it/s  which leaves very little  capacity to  code the rem aining param eters, 
e.g. pitch inform ation.
(2 )  T he fram e-to-fram e correlation of LPC speech param eters (which evidently  
exists for slowly varying parts of speech) is not highlighted in  either LAR or 
IS representations, i.e. it is difficult to  easily predict fram e-to-fram e param ­
eter values. Therefore, not all the redundancy is fully exploited.
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A tal attem pted  to  overcome these problems by em ploying a non-uniform  
sam pling o f the frame intervals [6]. T his provided increased efficiency, but it also 
introduced other undesirable side-effects such as synchronisation. In view  of the  
shortcom ings of LAR and IS representation, Line Spectral Pairs (LSP) or Fre­
quencies (LSF) representation of LPC param eters have recently been investigated  
[100]. The concept o f LSF was introduced by Itakura, but it rem ained alm ost dor­
m ant until recently when their usefulness was re-exam ined. L SP ’s encode speech  
spectral inform ation in the frequency dom ain, and have been found to  be capable 
of im proving the coding efficiency by more than other transform ation techniques, 
especially when incorporated into  predictive quantisation schemes. For use in con­
ventional scalar quantisation, it has been shown by Cox [7] and others that it is 
not significantly better than LAR or IS, but it does have other properties which  
are desirable as will be discussed in  later sections. The fact that LSF represen­
tation  is in the frequency dom ain m eans that quantisation can easily incorporate  
spectral features known to  be im portant in  perceiving speech signals. In addi­
tion , L SF’s lend them selves to  fram e-to-fram e interpolation w ith  sm ooth  spectral 
changes because o f their intim ate relationship w ith the format frequencies.
4.3 LPC to  LSF Transform ation
An all-pole digital filter for speech synthesis, H (z), can be derived from Linear 
Predictive analysis and is given by Eqn.4.6.
H(z)  =  1/Ap(z) (4.6)
where
Ap(z) =  1 +  £  OLkz~k (4.7)
k=1
The PARC OR system  is an equivalent representation and its digital form  [92] is 
as shown in Fig.4.1 where
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Ap_x{z) =  Ap(z) +  k p B p ^ z )  (4.8)
Bp(z) -  z~1[Bp^ 1(z) -  kpAp^z)]  (4.9)
Bp(z) = z~(p+^ Ap(z~l ) (4.10)
The PA R C O R  system  as shown in Fig.4.1 is stable for |&, | <  1 for all i. In F ig.4.1, 
the transfer function, T F , from X  to Y  is Hp(z ), and T F  from Y  to  Z is Bp(z ), 
therefore the T F  from X  to Z is given by Eqn.4.11 where Rp(z) is the ratio filter.
Rp = Bp(z) /Ap(z)  (4.11)
T he PA RCO R synthesis process can be view ed as sound wave propagation  
through a lossless acoustical tube, consisting o f p sections of equal length  but non- 
uniform  cross sections. The acoustical tube is open at the term inal corresponding  
to the lips, and each section is numbered from the lips. M ism atching betw een the  
adjacent sections p and (p + 1 ) causes wave propagation reflection. T he reflection  
coefficients are equal to the p-th  PARCO R coefficient kp. Section p + 1 , which  
corresponds to  the glottis is term inated by a m atched im pedance. T he excitation  
signal applied to  the glottis drives the acoustic tube.
In PA RCO R analysis, the boundary condition at the glottis is im pedance  
m atched. N ow  consider a pair of artificial boundary condition where the acoustic  
tube is com pletely closed or open at the glottis. These conditions correspond to
kp+i = 1 and kp+1 =  —1, a pair o f extrem e values for the artificially extended
PA R C O R  coefficients which corresponds to  perfectly lossless tubes. The value 
Q of each resonance becom es infinite and the spectrum  of distributed energy is 
concentrated in several line spectras. The feedback conditions for &p+1 =  —1 
corresponds to  a perfect closure at the input (g lottis) and for kp+1 =  1 corresponds 
to an opening to infinite free space.
where A0(z) — 1 and B0(z) =  z~l and
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Figure 4.1: Diagram  of PARC OR structure of LPC synthesis.
4.3 .1  C a lcu la tion  o f  th e  LSF
To derive the line spectras or Line Spectrum  Frequencies (LSF) we proceed  
as follows where it is assum ed that the PA RCO R filter is stable and the order is 
even. Ap{z) m ay be decom posed to  a set of tw o transfer functions, one having an 
even sym m etry, and the other having an odd sym m etry. This can be accom plished  
by taking a difference and sum  betw een Ap(z) and its conjugate functions. Hence 
the transfer function w ith &p+1 =  ± 1  is denoted by Pp+i(z)  and Qp+1(z).
For kp+i =  1, Pp+i(z) =  Ap(z ) — Bp(z) (Difference filter)
For kp+1 =  —1, Qp+1(z) = Ap(z) +  Bp(z) (Sum  filter)
=4- Ap(z) = —[Pp+i(z) +  Qp+i(z)\
Substitu ting Eqn.4.10 in to  Eqn.4.12,
Pp+1(z) =  Ap(z) -  z - ^ A r i z - 1) (4.14)
=  1 +  (« !  -  ap)z~1 +  . . .  +  (ap - a 1)z~p -
P+l
_ z-(p+i) (z +  Of)
1=0
(4.12)
(4.13)
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<?p+1(z) =  *-<p+1> n ( ,  +  bi) (4.15)
i= 0
As we know that two roots exits ( kp+1 =  ± 1  ), the order of Pp+i(z)  and Qp+i(z) 
can be reduced, i.e.
where a,- is complex in  general. Similarly,
p+ i
and
=  A0zp +  A\z^p ^ +  . . .  +  Ap
Ql(z)  =  (4 1 7 )
=  B az* +  B 1z(»-1) + . . .  + BP
where
Aq =  1 (4.18)
B0 = 1 (4.19)
Ak =  («fc — ttp+i-fc) +  Ak-1 (4.20)
■Rfc =  («& +  « P+i-ifc) — Bk-i  (4*21)
for k — 1 , . . .  ,p  (4.22)
The LSF’s are the angular positions o f the roots of P ’(z) and Q ’(z) w ith  
0 <<*/,• <  7r. (T he roots occurs in com plex conjugate pairs.) T hey have the 
following properties:
(1 )  All roots of P ’(z) and Q’(z) lie on the unit circle.
(2 )  The roots o f Q ’(z) and P ’(z) alternate w ith each other on the unit circle,i.e. 
the following is always satisfied, 0 <  u>q,o < u>Pto < v q,i <  ^p,i ♦ • • ? <  tt.
66
4 .3 .1 .1  C om plex  R o o t M ethod
B y using com plex arithm etic the roots of Eqn.4.16 can be solved. This will 
give com plex conjugate roots on the unit circle, and the frequencies are then given  
by the inverse tangent of the root. This m ethod is obviously very com plex as it 
involves solving two polynom ials of pth -order using com plex arithm etic. Also, as 
it uses an iteration procedure for determ ining the roots the tim e required for this 
m ethod is not determ inistic which is undesirable for real tim e im plem entations.
4.3.1.2 R eal R oot M ethod
As the coefficients o f P'{z) and Q'(z) are sym m etrical the order o f Eqn.4.16  
can be reduced to  p/2.
P \ z )  =  A0zp + Ap1- 1 + . . .  + A 1z1 + A<) (4.23)
=  zp/2[+ ,(zp/2 + z -pl2) +  A ^ P - V  +  x -W 2- 1)) +  . . .  +  4 p/2]
Similarly,
Q \ z )  =  B0zp + B^~1 + . . .  + B 1z1 + B0 (4.24)
=  zp/2[.Bo(*p/2 +  z ”p/2) +  •Bi(z(p/2~1) +  z-<p/2-V)  +  . . .  +  Bp/2\
As all roots are on the unit circle, we can evaluate Eqn.4.23 on the unit circle only.
Let z = eJU then z1 -j- z _1 =  2 cos(u;) (4.25)
P'(z) = 2 e ^ / 2[A0 c o s ( |a ,)  +  A x cos(^ = -?u;) +  . . .  +  ~Ap/2] (4.26)
Q'(z) =  2eJpw/2[B0 c o s ( |o ;)  +  B x c o s ( ^ - ^ w )  +  . . .  +  (4.27)
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B y making the substitution x = cos(u>), Eqn.4.26 can be solved for x. For exam ple, 
w ith p = 10, the following is obtained:
P[0(x) = 16Aox5 + 8A1x4 + (4A2 ~ 2 0 A o)x3 + (2A3 - 8 A 1)x2 (4.28)
+(5/Lo — 3A2 +  A±)x +  (A i — A3 +  O.5A 5)
and sim ilarly for Q'(x). The LSF are then given by:
LSF(i)  = — -  ■ *!, for 1 <  i < p (4.29)
2 wT
A typical LSF plot is shown in Fig.4.2 where the first half is active speech  
and the second half is silence. N otice that during silent regions the frequencies are 
evenly spread between 0 and f s/2  where f s is the sampling frequency. This m ethod  
obviously is considerably simpler than the com plex root m ethod, but nevertheless 
it still suffers from its indeterm inistic com putation tim e. However, faster root 
search can be accomplished by noting that the change from one LSF vector to  
the next is not too drastic in m ost cases. Thus by using the previous vector as a 
starting estim ates for the solving o f the roots, the number of iterations required 
per root is considerably lowered, e.g. typically from 10 to 5 iterations.
4.3.1.3 R atio Filter M ethod
The expression for the ratio filter is given by Eqn.4.30. The phase response, 
<f)(kfa), of the ratio filter is given by Eqn.4.32. The frequency corresponding to a 
m ultiple o f — it and — 2w radians are the lower and upper line spectra o f the LSF
[50].
where
_  3 <n+1U ,,(z  ^  
p( } _  A„{z) (4 '30)
Ap(z) — 1 — ^2iPiz * (4-31)
1 = 1
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Figure 4.2: Typical LSF trajectories for voiced and unvoiced speech.
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Frequency /  4Hz per div
Figure 4.3: Typical phase response of R atio filter, 
and = —oci where a,- are the LPC coefficients.
<t>{kfs) =  ~ ( n  - f  1 )(27tT k f a)
—2 tan-1 <
(4.32)
^ /5 ,s in (2 7 rz T fc /fl)
i= l
1 -  Y  Pi cos(2‘KiTkf8)
t=i
where T =  sam pling period, f 8 =  frequency step, k — 1 ,2 ,3 ,  A typical plot of
the phase response is shown in  F ig.4.3.
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4 .3 .1 .4  D F T  M eth od
By performing a D F T  on the coefficient sequence, Ak and Bk, can be solved  
as the zero-valued frequencies o f a power spectrum  [92]. A typical plot is shown  
in  F ig.4.4 where the partial m inim um s of the spectrum  are clearly illustrated.
If the spectrum  was to be obtained directly it would involve an enormous 
am ount o f com putation. Fortunately, a num ber of com putation reductions can be  
m ade. The aim  is to  find the partial m inim um s of the response, thus the absolute  
values o f the response are not critical but only the location of the m inim um s are 
vital. The spectrum  is given by Eqn.4.33 where P  is the spectrum , W  is the L x L  
D F T  kernal, and S is the input sequence. L  is the size of the transform.
" “ .
p = -  w  - s
— — — — —
As the input sequence, Ak and Bk , is real we can move it from  the start to  
the m iddle o f S w ith zeros elsewhere. This will produce an even spectrum  which  
m eans that only f ej 2 terms need to  be com puted. Also, the spectrum  will be real, 
thus only the cosine-term s in  the kernal requires com puting. Since the sequences 
A k  and B k  are even, only half of the sequence requires com puting, i.e. A 0 to  A p / 2_ 1 
and l/2 A p /2, and similarly for Bk. W ith  these savings the number of m ultiply-adds 
(M AC) is reduced to  p/2  +  1 per spectrum  point. The cosine-term s are fixed for 
a particular transform  size, therefore it can be pre-com puted and stored as a look  
up table.
Once the spectrum  is found the partial m inim as need to  be located  and  
this involves com putationally expensive comparisons. As the LSF are naturally  
ordered, i.e. the frequencies alternate betw een Q (z) and P (z ), they can be located  
in an efficient manner. The first Q (z) LSF is located beginning from the origin, 
then the first P (z) LSF is located , but beginning from the previous Q (z) LSF  
location. Once the first P (z) LSF is found the second Q(z) LSF is located , but 
starting from the previous P (z) location. This alternation is repeated until all 
LSF’s are found. Thus in  total only one pass of the frequency range is m ade 
instead of two.
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Figure 4.4: Zero frequency plot for one frame of D FT-LSP m ethod.
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4 .3 .1 .5  C h eb ysh ev  Series M eth od
Another step-wise m ethod which requires no prior storage or calculation  
of trigonom etric functions is the Chebyshev Series M ethod [48]. By expanding  
Eqn.4.26 w ith  the C hebyshev polynom ial set, the m apping x = cos a; m aps the  
upper semicircle in  the z-plane to  the real interval [+ 1, —1]. Therefore, all the roots 
Xi lie betw een —1 and + 1, w ith  the root corresponding to  the lowest frequency 
LSF being the one nearest to + 1 . Thus the basic task is similar to  the D F T  
m ethod, i.e. we isolate the roots of P ’(z) and Q ’(z) by searching increm entally for 
intervals in which the sign changes which is refined by successive bisection of the  
root interval.
4.3.1.6 A daptive Sequential LMS M ethod
All of the previously described m ethods for deriving the LSF param eters re­
quired the interm ediate step  of calculating the LPC parameters before proceeding  
to  the com putation of the LSF param eters. However, using a Least M ean Squares 
type adaptive m ethod [19] the LSF parameters can be com puted directly from the  
speech sam ples them selves. The LMS algorithm  aims to m inim ise the m ean-square 
value of the PA R C O R  lattice  filter output, and thus flatten its frequency spectrum  
by a “noisy steepest-descent” procedure which uses the squared value o f a single 
output sam ple to  approxim ate the mean-square value. Thus the algorithm  begins 
the sequential estim ation using evenly distributed estim ated L SF’s, and as each  
sam ple o f speech is processed a new LSF vector estim ate is obtained. D epending  
on the adaptation rate required the algorithm  converges to  the correct value after 
around 100 sam ples of input.
The LMS m ethod is very attractive because it requires no LPC analysis. 
However, as it is a “learning” type algorithm  it is susceptible to “out-lier” input 
sam ples, i.e. sam ples which are different in  character to the m ajority of speech  
sam ples. T he effect of these unusual inputs is to  throw the algorithm  off its  
convergence curve, and if  this occurs at the end of a frame there w ill be no tim e  
for correction before the final values are used.
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4 .3 .2  LSF to  L PC  T ransform ation
There are two m ethods for the inverse transform ation, although neither is as
fact equivalent, but the LPC synthesis m ethod is perhaps more easily visualised.
4.3.2.1 D irect Expansion M ethod
In all of the LPC-to-LSF m ethods above the aim is to  find the roots of 
Eqn.4.14, i.e. uf- and 6t-. Having found these roots using any of the m ethods, the 
LPC coefficients, a,-, can be sim ply found by m ultiplying out the product terms of 
Eqn.4.14, i.e.
com putationally intensive as the forward transform ation. The tw o m ethods are in
Pp+1{z) =  *-<p+1) [ P ' ( z ) ( l - z ) ]
=  -  z)(z -  r0)(z -  r j ) . . .  (z -  rp/2)(*  -  r*p/2}
_  2-(p+')[(x _  z)(Y2 _  2u0z +  <r))... (z2 -  2up/2z +  ip/2)]
=  So 4* S2z 1 +  . . .  +■ Spz p +  Sp+iz
(4.34)
(4.35)
Similarly,
QP+i(z) — Tq -\- Tiz  1 4* • • • +  Tpz p -f- Tp+iz (4.36)
where
n  = m +  jvi and r- =  u, -  jv{
ri +  r* =  2U{ and rt- x  r* =  u\ +  vf =  t{ (4.37)
Equating the terms of Eqn.4.35 and Eqn.4.14,
So =  1
Tq =  1
(4.38)
(4.39)
(4.40)
(4.41)
(4.42)
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a p+1_, =  i(T (  — (4.43)
for * =  1 , . . .  ,P / 2  (4.44)
4 .3 .2 .2  LPC  S yn th esis F ilter  M ethod
A LPC synthesis can be constructed directly using the LSF coefficients. The 
filter is derived from the following.
H(z)  = l / A p(z) = l / [ l  + (Ap( z ) - l ) ]  (4.45)
1
i.e.
1 +  1 /2  [(Pp+i ( z )-  1) +  (<3p+i(z) — 1)]
Ap( z ) - \  =  l / 2 [(Pp+i(z )  -  1) +  (Qp+i(z ) ~  1)1 (4-46)
p /2
=  1/ 2{(1  — z) JJ (1 — 2 cosa;lz +  z2) — 1
i=1
p /2
+ ( i + * ) n  (1 — 2 cos 6{Z +  z2) — 1 }
«=l
Let U{ =  — 2 cos a/,• , V{ =  —2 cos (4.47)
p /2
Ap(z) -  1 =  1/ 2 { J J (1 +uiz  + z2) (4.48)
i=i
p /2
+  u*z +  *2) ~  4}
»=i
p /2
+4/2{n (4 + v<z + z2)
J=1
p /2
—z n  + v i z + z2) - 1}
i= l
p /2
=  z /2{(u1 +  z) -  n  (1 +  uj z +  z2) 
j=1
p / 2 - 1  i
+ 53 (w*+i+*) n o-+ + 2^)}
»=i j=i
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Figure 4.5: Practical schem e of LSF inverse filter. (ct- =  —2cosa>t-,p =  8 )
p/2
+ z / 2{(tti +  z) -  j [  (1 +  VjZ +  z2)
3-1
p / 2 - 1  ,*
+ X (V«+l + *0 II i1 + V3z + ^ 2)} (4-49)
»=1 j=1
An 8th order inverse filter is shown in F ig.4.5. The LPC coefficients are 
sim ply the im pulse response o f the filter.
4 .3 .3  P ro p ertie s  o f  L SF ’s
A very im portant LSF property is the natural ordering of its  param eters as 
m entioned earlier and easily observed from Fig.4.2. This ordering property was 
already used to  good effect in  the speed up of the LPC-to-LSF transform ation  
procedure as described earlier. The ordering property indicates that the L SF’s 
w ithin  a fram e, and from frame to frame are correlated. In order to illustrate the  
intraframe correlation property of the LSF vector cj, Table 4.2 presents the m atrix  
t t = {(j>i,j} where
— k>n,i X Wn,j) i — l j  2, . . . , P , j  — 1, 2, . . . , P  
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(4.50)
Sam pling Frequency 8 KHz
Frame Period 10ms
W indow 20ms Hamming
Analysis order 10
Number of Frames 6000
Table 4.1: Experim ental conditions for estim ating f t  and .
i
j
1 2 3 4 5 6 7 8 9 10
1 1.00 0.65 0.30 0.35 0.41 0.49 0.39 0.40 0.36 0.20
2 0.65 1.00 0.28 0.11 0.07 0.13 0.07 0.05 0.06 0.07
3 0.30 0.28 1.00 0.72 0.50 0.53 0.46 0.54 0.39 0.28
4 0.35 0.11 0.72 1.00 0.72 0.62 0.46 0.42 0.45 0.21
5 0.41 0.07 0.50 0.72 1.00 0.79 0.52 0.47 0.34 0.26
6 0.49 0.13 0.53 0.62 0.79 1.00 0.71 0.61 0.49 0.28
7 0.39 0.07 0.46 0.46 0.52 0.71 1.00 0.73 0.58 0.41
8 0.40 0.05 0.54 0.42 0.47 0.61 0.73 1.00 0.58 0.46
9 0.36 0.06 0.39 0.45 0.34 0.49 0.58 0.58 1.00 0.41
10 0.20 0.07 0.28 0.21 0.26 0.28 0.41 0.46 0.41 1.00
Table 4.2: Intraframe Correlation Coefficients f t  .
for the experim ental conditions according to  Table 4.1. The relatively high corre­
lation between neighbouring LSF’s are clear. Similarly, to  illustrate the interframe 
correlation of the LSF param eters, Table 4.3 presents the m atrix =  {<£,,&} where
— ^n,i X i — 1 ,2 , k — 1, 2 , . . . ,  P  (4.51)
From Tables 4.2 and 4.3 it is clear that there is a strong correlation between  
the LSF of adjacent frames as well as neighbouring param eters in  the sam e frame. 
Therefore, any compression algorithm  that effectively makes uses of this correla­
tion can result in  improved performance over those that do not incorporate this 
correlation property. In the following, two schem es which attem pt to m ake use of 
this correlation property will be described.
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i
k
1 2 3 4 5 6 7 8 9 10
1 0.93 0.84 0.76 0.68 0.61 0.55 0.50 0.45 0.41 0.36
2 0.89 0.75 0.63 0.54 0.46 0.38 0.32 0.27 0.22 0.18
3 0.92 0.80 0.70 0.60 0.51 0.43 0.36 0.30 0.24 0.20
4 0.92 0.82 0.73 0.64 0.56 0.49 0.43 0.37 0.32 0.27
5 0.95 0.88 0.81 0.74 0.67 0.61 0.54 0.48 0.43 0.37
6 0.94 0.85 0.77 0.69 0.62 0.56 0.49 0.44 0.38 0.33
7 0.93 0.83 0.75 0.66 0.58 0.50 0.43 0.37 0.31 0.26
8 0.91 0.81 0.72 0.64 0.56 0.49 0.43 0.37 0.32 0.28
9 0.87 0.73 0.64 0.55 0.48 0.42 0.37 0.33 0.29 0.25
10 0.82 0.66 0.57 0.50 0.44 0.38 0.34 0.30 0.27 0.24
Table 4.3: Interframe Correlation Coefficients Tf.
4.4 Sw itched-A daptive Interfram e V ector P re­
d iction  (S IV P )
In the SIVP coding schem e, both  the intraframe and interfram e correlation  
properties are utilised. The SIVP was first proposed by Gersho [111], and has been  
im plem ented for incorporation into 4 .8K b it/s  LPC based speech coding schem es.
4.4 .1  S IV P  cod in g  schem es
The following is a description of the SIVP coding scheme as shown in  Fig.4.6. 
In F ig.4.6, x„  represents an input Line Spectrum  Frequency (LSF) vector, and x n 
represents its  prediction. The prediction x n is found by exhaustively searching 
through all the predictors according to Eqn.4.52.
x„ =  A fcx n_! (4.52)
where A& are P  X P  prediction m atrices w ith  P  being the order o f LPC analysis. 
The predictor which produces the sm allest prediction error, i.e. the predictor 
which m axim ises the prediction gain as given by Eqn.4.53, is the best predictor 
for x n given x n_ i.
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f l( l |x „ |P )
^  -  £ ( | | x n -  A x ^ r l l2)
(4.53)
The error vector, e„ , obtained by subtracting x n from x„ , is then scalar or vector  
quantised. The resultant quantised LSF vector is then given by Eqn.4.54.
x n =  x n +  e n (4.54)
4 .4 .2  V ector P red ictor
The vector predictors, A&, are square m atrices and are com puted by a com ­
putationally  dem anding training process which is described in  the following. A 
training set o f LSF vectors is first com puted to give the database I. Then using I  
another database, R , is com puted according to  Eqn.4.55.
rn(i) =  ®»(i)® „_i(t), for i =  1 , 2 , . . .  ,P  (4.55)
Using the adjacent vector correlation database, R , codebook classifiers are then
com puted by using the K-m eans clustering algorithm . The function of the classifier 
is to  partition the training vectors, x„ , in to  similar classes.
In the predictor design, the incom ing vector x„ is first classified by an ex­
haustive m atching procedure w ith  the classifier codebook. Then, if  the current 
vector is classified into  the k th class, the covariance m atrices betw een the current 
and previous vector are com puted and added to  the kth class sum m ation covariance 
m atrices, i.e.
C .j =  £[x„_,'XXJ  =4- E  (4.56)
This procedure is repeated for all the training vectors in database I. After passing
through the entire training set, the k th sum m ed covariance m atrices are divided
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Figure 4.6: Block diagram of the SIVP LSP coding scheme.
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No. of Bits
Figure 4.7: P lot of the open-loop prediction gain for SIVP LSP quantisation  
schem e. Number of bits indicate the size of the predictor.
by the number of vectors it collected. Then for every predictor, the inverse of the  
m atrix is performed, and the resultant predictor is formed by Eqn.4.57.
A* =  C jjJC ij]- 1 , fo r k  =  0 ,1  (4.57)
where L is the number of predictors used.
In Fig.4.7, the open-loop prediction gain verses the number of bits used for 
specifying a class using the above described m ethod of classification is shown. The 
order o f LPC analysis is 10, and the frame size is 160samples. The size of database  
I  was approxim ately 5m inutes o f m ixed m ale and fem ale speech. T he prediction  
gain is given by Eqn.4.53. It is very im portant to note that the m ean vector, 
shown in Table 4.4, is removed from all the LSF vectors used in  the training set. 
In Fig.4.8 the LSF trajectories for the original and the predicted vectors for a 2bit 
(4 levels) predictor for a section of test speech is shown.
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i 1 2 3 4 5 6 7 8 9 10
m ean 276 486 859 1278 1662 2020 2408 2720 3101 3390
Table 4.4: M ean LSF values for p= 10 .
i 1 2 3 4 5 6 7 8 9 10
<j 51.9 63.2 71.5 71.7 73.9 71.2 66.3 68.7 67.1 70.5
Table 4.5: Absolute standard deviation values of error vectors for p = 1 0 .
T he error vector is as given by Eqn.4.58. If x n is a good prediction of x n 
then the dynam ic range of the com ponents of e n’s will be small and the correlation  
betw een different com ponents o f e n w ill also be small. This m eans it is possible to  
quantise e n efficiently using very few bits.
e n =  x„ — x„ =  x n — A opix n_i (4.58)
4 .4 .3  Q u an tisa tion  o f  th e  P red ic tio n  Error
4 .4 .3 .1  S c a la r  Q u a n tis a t io n :  N o n -U n ifo r m , F ix e d  B it  A l lo c a t io n  (S Q -  
L lo y d )
In this arrangement, Lloyd-M ax scalar quantisers [75] were used. The stan­
dard deviation vector of the error vectors obtained from the open-loop predictor 
design are first com puted, and are given in Table 4.5. Then the e n vector is first 
divided by the standard deviation vector, and the resultant is then quantised ac­
cording to  the bit arrangement shown in  Table 4.6. The step levels for the various 
bits are shown in  Table 4.7.
No. of B its B its A llocation
16 3,2,2,2,2,1,1,1,1,1
18 3,3,2,2,2,2,1,1,1,1
20 3,3,2,2,2,2,2,2,1,1
22 3,3,3,2,2,2,2,2,2,1
24 3,3,3,3,2,2,2,2,2,2
26 3,3,3,3,3,3,2,2,2,2
Table 4.6: B it allocation for fixed bit error scalar quantiser.
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Level (i) N = 2 N = 4 N = 8 N = 1 6
x(i) y(0 x(i) y(i) x(i) y(0 x(i) y(i)
1 0.0 0.7980 0.0 0.4528 0.0 0.2451 0.0 0.1284
2 OO - 0.9816 1.510 0.5006 0.7560 0.2582 0.3881
3 - - oo - 1.050 1.344 0.5224 0.6568
4 - - - - 1.748 2.152 0.7996 0.9424
5 - - - - oo - 1.099 1.256
6 - - - - - - 1.437 1.618
7 - - - - - - 1.844 2.069
8 - - - - - - 2.401 2.733
9 - - - - - - oo -
Table 4.7: Lloyd-SQ input and output levels.
4.4.3.2 Scalar Quantisation: N on-Uniform , A daptive Bit A llocation
(SQ -A B A )
In the adaptive schem e, the bit allocation is changed to  distribute b its more 
heavily in perceptually im portant bands o f the speech spectrum . The bit allocation  
for the current LSF error vector is given by Eqn.4.59.
* . ( . - ) = £ + !  K g  (4.59)
[ I I ,Cn(*')(<re (i))" ]1/X 
*' = 1
where ae is the standard deviation vector estim ated  off-line, a  is a tuning factor, 
and wn is the weighting vector [50], com puted from the predicted LSF vector x n, 
and is given by Eqn.4.60. R is the tota l num ber of bits used to  quantise en.
w(i) =
for L 375 <  D(*) < D >nax*-smax ' '
(4.60)
«(/•')?n f c  for W  < 1-375
where
( f \_ I  1.0 for / ,  <  l . .
I 3mo( f i  -  100° )  +  ! - °  for 1-0K H z  <  /,• <  4.0K H z  ’
where D max = m axim um  group delay observed from speech ( ~  20m s), and D(i)  =
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Figure 4.9: Typical plot of the group delay of the Ratio filter.
group delay in m illi-seconds (m s) of ratio filter (See Section 4.3.1.3) associated w ith  
the i th elem ent of x n. The group delay of the ratio filter is given by Eqn.4.62. A 
typical plot o f the group delay is shown in Fig.4.9.
(4.62)
=  (n  +  l ) T + 2(^ - ^  
where
u = YlPi s in (c u T i)  
1=1
(4.63)
c
n
=  '^ 2 Tifli sin(o>T*) 
i=i
(4.64)
D
n
= ^2 TiP* cos(a)Ti)
i=1
(4.65)
V
n
= 1 — £  f t  cos (coT (4.66)
i=l
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4 .4 .3 .3  V ector Q uantisation: Sign and M agnitude (V Q -SM )
As it is im portant to  keep the quantised LSF vector stable, it would seem  
sensible that the sign (•+•, —) of each com ponent of en should be coded. The rest 
of the bits can then be allocated to vector quantising the m agnitude com ponents. 
The m agnitude codebook was constructed from the open-loop error vectors using  
the K -m eans clustering algorithm.
4 .4 .4  S im u lation  R esu lts
The results of the sim ulations of all the three error vector quantisation  
schemes described above are tabulated in  Tables 4.8, 4.9, and 4.10. and shown in  
Fig.4.10. T he ratio filter phase response m ethod was used to calculated the LSF’s 
and a 1000 points grid was used. For all three schemes the number of predictors 
used was four. The SN R ’s were com puted by passing the unquantised residual 
through the quantised LPC synthesis filter. As the prediction gain values are 
generally accepted as unreliable means o f m easuring LPC quantisation schem es, 
another m easure was also used. T he log spectral distortion m easure is an alter­
native m easure and is w idely used in  speech coding and recognition. T he m ean  
square log spectral distortion is defined as
sd=z — f  [10 logj0 S(w)  — 101og10 S f(w)]2.dw (4-67)
7T 0
where S(w ) and S'(w) are the original and quantised speech spectrum  respectively. 
W hen m easuring the difference betw een two sets of LPC coefficients, S(w)  and 
S'(w)  can be defined as
S(w)  =  l / \A(w)\2 (4.68)
S '(w ) =  l / \A'(w)\2 (4.69)
(4.70)
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B its SegSN R (dB ) SD SD (ws) SD m ax SD ruin
18 10.47 4.10 5.63 35.98 0.18
20 12.01 3.39 4.65 31.95 0.22
22 12.19 2.78 3.67 26.74 0.12
24 12.89 2.33 3.09 26.47 0.16
26 13.53 1.76 2.52 20.84 0.05
28 14.23 1.40 1.89 15.59 0.05
Table 4.8: SegSN R  and SD values for SQ-Lloyd error quantiser.
where
\A(w)\2 =  |1 +  £  ake~3wk\2 (4.71)
k= 1
i.e. spectrum  of the LPC inverse filter.
=>- sd 1 r
7T JO
m i™ , ^ ' (w)|2 
g l° |A (ro) |2
.dw (4.72)
T he spectrum s A(w)  and A'{w ) can be evaluated w ith an N -point D F T  with  
zero padding. Thus the continuous domain integral o f sd can be approxim ated by 
discrete sum m ations.
.  N /  2 - 1
=  e
* / 2  to
(4.73)
The overall distortion can be obtained by sum ming up a sequence of sd’s.
-j M
S V = m E  *« (» ) (<*s 2 ) (4-74)
n = l
Here a 256-points F F T  was used. SD (w s) is SD w ith silence elim inated in  the  
accum ulation of sd(n).
B oth  the scalar error quantisers performed well especially the SQ-Lloyd 
schem e. This could be due to the fact that the bit allocation used, already incor­
porates a fixed weighting. A typical plot of original and quantised LSF trajectories 
for 24b its/u p d ate  SQ-Lloyd is shown in F ig.4.11. Also, in  Fig.4.12 a typical plot
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Figure 4.10: P lot of the spectral distortion values for the three SIVP schemes.
B its SegSN R (dB) SD SD (ws) SD m ax SD m in
18 9.63 3.69 5.05 39.66 0.35
20 10.57 3.14 4.21 29.94 0.25
22 11.03 2.62 3.59 26.36 0.24
24 11.52 2.20 2.96 25.70 0.09
26 13.08 1.73 2.42 18.91 0.12
28 14.49 1.37 1.86 13.87 0.07
Table 4.9: SegSNR and SD values for SQ -A BA error quantiser.
B its SegSN R (dB) SD SD (ws) SD m ax SD m in
16 8.45 8.31 9.55 60.12 0.61
17 9.43 6.81 8.40 49.26 0.44
18 9.83 5.71 7.17 37.41 0.36
19 10.04 4.81 6.29 30.80 0.24
20 10.99 4.41 5.39 28.54 0.17
21 11.21 3.09 3.89 20.01 0.15
Table 4.10: SegSN R and SD values for VQ -SM  error quantiser.
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for the spectrum  envelope is shown. The SQ -A BA  scheme did not perform as 
well as expected. The weighting vector generally distributed the bits according to  
the SQ-Lloyd schem e, hence the sim ilarity in the performance. The tuning factor 
a  was varied, but no im provem ents could be observed. The VQ-SM  scheme is 
below that of both  scalar schemes. One possible reason for this is that whereas 
filter stability can be easily m aintained using the scalar quantisers, w ith  the vector  
quantiser there is a comprom ise betw een a good vector m atch and filter stability. 
This is a direct consequence o f using the square error criterion as a performance 
m easure.
From the sim ulation results the SIVP coding scheme can be m ade to  op­
erate successfully at around 24 to  26 b its/fram e w ithout a significant drop in  
performance. Obviously, this figure is only applicable in  coding schemes where the  
quantisation noise of the SIVP scheme is below that of the noise introduced by 
other parts of the system , e.g. pitch filter, excitation signal, etc .. Thus, as indi­
cated in  the original paper, only coding schemes operating at around 5K b its /s  can 
realistically use the SIVP. For higher rates more bits per frame would be required.
4.4 .5  D iscu ssion s
In th is investigation on the SIVP schem e, only first order predictors were 
considered. There were no attem pts to use higher order predictors. T he reasons 
for this were:
( i )  For higher order predictors, the general form of Eqn.4.57, which is given  
by Eqn.4.75, is inherently ill-conditioned as reported in  [21]. In order to  
overcome this singularity problem  in the inversion of the covariance m atrix  
much more sophisticated m athem atical m ethods are required.
' i i
C pi
C 12 C lF
Cpp
1r-i
i
Cio
A l — S
,
O 
i
1I . C po ,
(4.75)
( 2 ) It is more difficult to  keep a continuity in  the training process that would  
fully exploit the adjacent frame correlations.
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Figure 4.11: LSP trajectories for the first six frequencies of original and quantised  
frequencies using the SIVP SQ-Lloyd scheme operating at 24 b its/u p d ate .
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Figure 4.12: Typical spectrum  envelope plots for the 24 bits quantisation shown  
in  F ig.4.11.
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(3) The amount of computation required would be enormous.
An aspect of the work that is very im portant is whether or not the SIVP  
schem e is feasible for real tim e im plem entation. A s the u ltim ate aim  of all these  
studies are for real tim e or near real tim e purposes, it would seem ed worthwhile 
if  som e idea o f com plexity could be extracted. The A T + T  D SP32 [66] signal 
processor is an ideal candidate to give an idea of com plexity as it is used extensively  
in  digital signal processing applications. As the m ost com putationally intensive  
part is the LSF transform ations, th is was com plied w ith simple optim isation to  
assess the com plexity. The results obtained is shown below:
L PC -to-L SF  (DFT m ethod : s i z e  (L) = 1 0 2 4 p o in t s ) :
s p e c tru m  = 22500 i n s t r u c t i o n s  -- 3 .6m s a t  160ns
mimimum l o c a t i o n  -  8800 i n s t r u c t i o n s  = 1 .4m s a t  160ns
memory u s a g e  f o r  c o s - te rm s  (ROM) = L /2  * (P /2  + 1)
= 3072 w ords ( 3 2 b i t  w ords)
^ 12K B ytes
memory u s a g e  f o r  r e s p o n s e  (RAM) -  L
= 1024 w ords ( 3 2 b i t  w o rd s)
= 4K B ytes
LSF-to-L PC  ( Im p u ls e  r e s p o n s e  m e th o d ) :
i n v e r s e  f i l t e r  = 10700 i n s t r u c t i o n s  = 1 .71m s a t  160ns
As can be observed, the tim es required just for the LSF transform ation are 
quite substantial compared w ith  the to ta l tim e available for each fram e (160sam - 
ples= 20m s). This would suggest that from  a real-tim e point of view , the savings in  
using SIVP m ust be absolutely v ita l to  warrant the enormous am ount of com puta­
tional overhead required. One m ethod of reducing the LPC-to-LSF transform ation  
is to  use a smaller D F T  transform  size. O bviously this will reduce the resolution  
of the L SF’s and thus the accuracy o f the LPC-to-LSF transform ation. In Tables
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B its SegSN R (dB) SD SD (ws) SD m ax SD m in
18 10.11 4.16 5.69 35.96 0.26
20 11.39 3.42 4.70 31.46 0.33
22 11.86 2.85 3.80 26.94 0.06
24 12.49 2.41 3.10 26.36 0.12
26 13.07 1.87 2.61 21.01 0.09
28 13.82 1.40 1.90 15.12 0.08
Table 4.11: SegSN R  and SD values for transform size of 400 points.
B its SegSN R (dB ) SD SD (ws) SD m ax SD m in
18 9.13 4.18 5.74 37.42 0.30
20 10.76 3.49 4.78 31.04 0.30
22 11.10 2.95 3.85 26.79 0.22
24 11.47 2.48 3.21 25.89 0.16
26 12.30 1.87 2.62 20.19 0.18
28 13.19 1.53 2.02 15.48 0.10
Table 4.12: SegSN R and SD values for transform size of 200 points.
4.11, 4.12, and 4.13 the performance figures for SQ-Lloyd schem e using smaller 
transform  sizes is shown. As can be observed the degradation com pared to Tables 
4.8, 4 .9 , and 4.10 where a 1000 points transform  is used is present but could be  
tolerated if  savings in execution tim e is very im portant.
4 .4 .6  C onclusion
As has been m entioned, the SIVP schem e is an efficient schem e for quantis­
ing LPC param eters. It would appear from the results that the sim ple SQ-Lloyd  
m ethod is m ost prom ising in  term s of perform ance/com plexity ratio. From the 
results a 24 to 26 b its/u p d ate  is feasible for adequate performance. The major 
drawback for using SIVP encountered is the com putational cost which is substan­
tial. However, w ith  faster D S P ’s such as the A T + T  DSP32C this will not be such  
an im portant tradeoff factor.
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Bits SegSN R  (dB ) SD SD (ws) SD m ax SD rriin
18 8.60 4.58 6.00 37.26 0.35
20 9.08 3.90 5.08 32.91 0.47
22 9.13 3.31 4.45 28.69 0.16
24 9.46 2.83 3.54 24.93 0.18
26 9.81 2.26 2.96 19.29 0.21
28 9.76 1.91 2.44 14.81 0.25
Table 4.13: SegSN R and SD values for transform size of 100 points.
4,5 SA V P C oding Schem e
The previously described scheme, SIVP, utilises both the interfram e and the  
intraframe correlation properties o f LSF param eters. This obviously demands 
som e com putational cost. Thus in order to provide a simpler adaptive scheme, 
the Speaker A daptive Vector Prediction schem e [67] was proposed. In SAVP only  
the interfram e correlation property is used as this is more significant than the  
intraframe correlation property. A description of the SAVP follows.
4 .5 .1  SA V P  S y stem
The SAVP schem e is shown in F ig.4.13. Codebook 1 (C B1) is a first-in-first- 
out (FIFO ) codebook, and is populated by previously quantised LSF vectors, i.e.
CB1 =  [x „ _ i,x n_ 2, ... ,x„_q] where Q is the size or depth of CB1. The LSF vector
x n is quantised by first selecting a quantised LSF vector from CB1 by m inim ising
E,
E,- =  (x n — x „ _ ,)T(x n — x„_ ,), (4.76)
If x n- j  is the best estim ate o f x n, the error vector, e„ is then given by
e„ =  x„ — x n_j (4.77)
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Figure 4.13: Block diagram of the SAVQ LSF coding scheme,
B its SegSN R  (dB ) SD SD (ws) SD m ax SD m in
18 10.25 4.70 5.93 32.47 0.19
20 11.80 3.55 4.91 31.20 0.22
22 12.01 2.94 3.92 27.88 0.18
24 12.59 2.21 3.11 26.24 0.17
26 13.35 1.58 2.71 21.56 0.06
28 14.02 1.59 1.93 16.69 0.05
Table 4.14: SegSN R  and SD values for SQ-Lloyd error quantiser.
B its SegSN R  (dB ) SD SD (ws) SD m ax SD m in
18 9.31 3.79 5.45 33.87 0.46
20 10.29 3.35 4.67 28.79 0.20
22 10.86 2.78 3.69 26.23 0.21
24 11.13 2.35 3.15 22.45 0.10
26 12.92 1.62 2.53 19.03 0.09
28 14.08 1.41 1.89 14.33 0.07
Table 4.15: SegSN R and SD values for SQ -A BA error quantiser.
T he error, e n can again be scalar or vector quantised w ith m ethods similar 
to those used in  SIVP. However e n is quantised, the resultant quantised LSF is 
sim ply the addition of the best vector from CB1 and the quantised error vector.
x„ =  ±n-j  +  e n (4.78)
4 .5 .2  S im u lation  resu lts
The depth of CB1, i.e. Q, was assessed w ith transparent error quantisers, and  
it was found that the prediction gain saturated after 3 bits. Using error quantisers 
similar to  that used in  the previous schem e,SIVP, the results of the sim ulations of 
all three error quantisation schem es are tabulated in Tables 4.14, 4.15 and 4.16.
The performance o f the S AVP schem es are generally lower than that achieved  
by the SIVP schem es. However, they are less com plex to im plem ent than the  
SIVP schem es. One m ajor drawback of the SAVP schemes is that if the index  
to the codebook containing the previously quantised LSP vectors is corrupted in  
any way, the effect of the error will propagate in to  the following fram es. This is
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Bits SegSN R (dB ) SD SD (ws) SD m ax SD m in
16 7.09 8.98 10.54 56.23 0.82
17 9.05 7.13 9.61 47.80 0.49
18 9.52 5.96 8.05 37.73 0.35
19 10.14 5.21 6.64 31.48 0.29
20 10.76 4.72 5.91 29.21 0.16
21 11.13 3.20 3.72 19.67 0.14
Table 4.16: SegSN R and SD values for VQ -SM  error quantiser.
the direct consequence o f making use of m em ory in the system . T his problem  is 
not present in  the SIVP schem e because errors in the transm itted index to the  
predictor codebook is confined to  the vector, and no propagation will result.
4.6 M em oryless LSP Q uantisation
In the two previously m entioned LSP quantisation strategies, frame correla­
tion property of the LSP were utilised. In this section, m em oryless schem es in  the  
form of a straight VQ of the LSP and normal scalar quantisation will be presented  
as a comparison.
4.6 .1  S p lit V ector Q u an tisation  o f  LSP
VQ over the LSP vector can be directly applied, but for good performance 
this is usually not performed. The reasons for this are (i) for higher rate V Q , a 
substantial duration of training speech is required to fill the VQ codebook content, 
and (ii) com plexity increases exponentially. For these reasons, a split VQ  (SVQ ) 
is used. T he splitting of the LSP vector in to  a number of smaller vectors requires 
lower m em ory storage and more efficient search procedure can be form ulated. For 
a ten th  order LSP the strategy em ployed in the SVQ is to divide the vector into  
subvectors o f { 3,4,3 } size. The division allows the quantisation of the individual 
subvectors to be varied in accordance to subjective performance.
The performance o f this straight SVQ of the LSP are tabulated in  Table 4.17. 
The codebooks used for the VQ were trained using a database o f five m inutes with
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B its SegSN R (dB) SD SD (ws) SD m ax SD min
20 10.21 5.27 5.78 42.35 0.57
22 11.37 3.04 4.11 39.18 0.22
24 12.22 2.71 3.54 25.26 0.25
26 12.89 1.91 2.80 20.11 0.11
28 13.83 1.57 2.33 15.21 0.10
30 14.18 1.31 1.56 14.01 0.04
Table 4.17: SegSN R and SD values for SVQ scheme.
several different speakers. During the m atching procedure a square error criteria 
was used. It was found that by searching the m iddle subvector first, i.e. elem ents 
(4 ,5 ,6 ,7) o f the vector and then the two side subvectors, better subjective perfor­
m ance was obtained. A lso, during the search of the side sub vectors considerable 
com putational savings were gained by searching for the vectors which satisfied  
the LSP ordering property, i.e. for subvector w ith elem ents (1,2,3) the condition  
fs  +  T  <  / 4, and for subvector w ith elem ents (8,9,10) the condition / 7 +  T  < f 8. 
The threshold T  ensures that adjacant elem ents are at least separated by a mar­
gin. T his avoids the occurrence o f possible annoying pops as result o f the sharp 
form ants produced by close LSP elem ents. T ypical value of T  is 40Hz. From the  
objective scores, it can be seen that SVQ is not too  far off the adaptive schemes. 
W hen SVQ is applied to low  rate coding (See later chapters) its performance 
degradation was found to  be quite acceptable.
4 .6 .2  N on -U n iform  Scalar Q u antisation
Scalar quantisation is applicable when high quantisation accuracy is required. 
Scalar quantisation has the advantage that it is sim ple to im plem ent and is more 
robust than the VQ m ethods under error conditions. The LSF scalar quantis­
ers were obtained via the LBG training algorithm . The optim al bit allocation  
and performance of various update rates using non-uniform  trained scalar quan­
tisers are shown in Table 4.18. As the results indicates, the performance of the  
scalar quantisers are inferior when compared w ith the VQ schemes at low rates. 
From the table a 34 b its /u p d ate  is about the lowest capacity that can be used to  
achieve adequate quantisation accuracy. A listing of a typical LSF quantiser (37 
b its /u p d a te ) is shown in A ppendix B.
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B its A llocation SD SD (ws) SD m ax SD m in
22 2222332222 6.06 6.65 58.1 0.26
24 2233332222 4.81 5.34 41.9 0.28
26 2233333322 3.74 4.14 30.4 0.26
28 2333333332 2.89 3.16 29.8 0.23
30 2334433332 2.30 2.50 21.6 0.25
32 3334433333 1.82 2.01 21.9 0.14
34 3344443333 1.39 1.54 18.7 0.13
36 3444444333 1.08 1.18 12.9 0.08
37 3444444433 0.93 1.01 12.3 0.06
38 3444444443 0.83 0.89 11.9 0.04
39 4444444443 0.73 0.81 11.5 0.05
40 4444544443 0.65 0.71 11.6 0.04
Table 4.18: SD values for the scalar quantisation scheme.
4.7 Sum m ary
In this chapter the concept o f the LSP transformation technique was intro­
duced. In the first section, the m any m ethods o f performing the LPC -to-LSP and 
LSP-to-LPC  transform ations were form ulated. By exploiting the correlation prop­
erties o f the L SP ’s two LPC quantisation schem es were described and results of  
the sim ulated schemes were presented. The first scheme, SIVP, m ade use of both  
the intrafram e and interfram e correlation, and from the results obtained it was 
concluded that a 24-to-26 b its /u p d ate  capacity was achievable. For the second  
schem e, SAVP, only the interframe correlations were exploited in  order to  save 
on the com putations required. The SAVP performed m arginally worse then the 
SIVP as expected, but a 28 b it/u p d a te  was still achievable. Finally, results on 
m em oryless LSF quantisation schemes were presented to  verify the performance 
advantage o f the previous schem es em ploying memory.
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Chapter 5
A NALYSIS-BY-SYNTH ESIS  
CODING SCHEMES
5.1 Introduction
The broad classification of speech coding techniques was described in Chap­
ter 2 where it was noted that two basic groups could be identified for coding 
rates betw een 4.8 to  16K b it/s, nam ely analysis-and-synthesis (A A S) schemes and  
analysis-by-synthesis (A B S) schem es. A lthough AAS schemes such as RELP [30], 
A PC  [95], ATC [115] and SBC [108] have been very successful at rates around
9.6 to 16K b it/s, below 9 .6K b it/s  they can nolonger produce good quality speech. 
There are two m ain reasons for their short com ings, (i) the coded speech is not 
analysed to see if  the coding procedure is operating efficiently, i.e. there is no con­
trol over the distortions of the reconstructed speech, (ii) in adaptive schem es the  
errors accum ulated from previous frames are not considered in  the current frame 
of analysis, hence the errors propagate into  following frames w ithout any form of 
resetting. In A BS schemes, particularly A BS-LPC schemes [36,62], these two fac­
tors are incorporated. In ABS-LPC  coding system s, a “closed-loop” optim isation  
procedure is used to  determ ine the excitation  signal, which when used to  excite  
the “m odel filter” , a perceptually optim al synthesised speech signal is produced. 
It is this “closed-loop” approach which enables these A BS-LPC coding schemes to  
be far more successful at 4.8 to  9 .6K b it/s  than conventional AAS schem es such as 
A PC  and RELP.
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The m ethod of A BS is not unique to  speech coding, but is a general technique  
used in  other areas of estim ation and identification. The basic idea behind ABS  
is as follows. First it is assum ed that the signal can be observed and represented  
in  som e form, e.g. tim e or frequency dom ain. T hen theoretical form  of the signal 
production m odel is assum ed as depicted in  F ig.5.1. The m odel has a number 
of param eters which can be varied to  produce different ranges o f the observable 
signal. In order to derive a representation of the m odel that is of the sam e form  
as the true signal m odel, a trial and error procedure can be applied. B y varying 
the param eters o f the m odel in  a system atic way, it is possible to  find a set of 
param eters that can produce a synthetic signal which m atches the real signal w ith  
m inim um  error. (Assum ing the m odel is valid to begin w ith .) Therefore , when  
such a m atch is calculated, the param eters of the m odel are assum ed to  be the  
param eters o f the true signal.
T he ABS procedure outlined above was applied to speech processing in the  
earlier days of formant estim ation [87], but because of its  obvious com plexity, it 
was not re-applied until A tal outlined the basis o f M ultipulse LPC (M PL PC ) in  [8] 
for low bit rate coding. In A ta l’s work, the tim e-dom ain representation of speech  
was used, and a m odel very similar to the conventional “source-filter” m odel was 
selected. However, ABS w ith  other domains and m odels are equally applicable [25]. 
In the following sections a unified presentation of the various ABS-LPC  schemes 
using A ta l’s m odelling will be described. The characteristics and perform ance of  
the schemes is also reported in  the experim ental sections.
5.2 Form ulation o f A B S-L P C  Schem es
The basic structure o f an ABS-LPC  coding system  is illustrated in  F ig.5.2. 
There are basically three sub-blocks in  the m odel that can be varied to  m atch our 
true m odel, and hence obtain a good synthesised speech signal.
(1 )  Tim e-varying filter
( 2 ) E xcitation  signal
(3 )  Perceptually based m inim isation procedure
10 1
Update Model 
Parameters
s(n)
s(n)
Error
Signal
e(n)
Figure 5.1: General analysis-by-synthesis closed-loop analysis block diagram.
As our m odel requires frequent updating o f the parameters to  yield a good  
m atch to the true signal, the analysis procedure of the system  is carried out in  
blocks, i.e. the input speech is partitioned to  suitable blocks of sam ples. The length  
and update o f the analysis block or frame determ ines the bit rate or capacity of 
the coding schemes. The basic operation of an ABS-LPC schem e is as follows:
( 1 ) Initialise the contents of the LPC and pitch filter (tim e-varying filter) to  
pre-determ ined values.
( 2 ) A block of speech sam ples is buffered, and using LPC analysis on the frame
of speech a set of LPC coefficients are com puted.
(3 )  Using the previously com puted LPC coefficients an inverse LPC filter is
formed to com pute the first unquantised residual.
(4 )  As the LPC frame is usually too large for efficient analysis to  determ ine the  
excitation , the frame is divided into integer numbers of subframes.
(5 )  For each subframe :
10 2
Calculate the pitch  filter (long term  predictor) param eters, i.e. delay 
and associated scaling factor, using the open-loop m ethod as described  
in  Chapter 3. (Or using closed-loop m ethod to  be described in  Chapter 
6.)
O nce the pitch filter param eters are found, the pitch synthesis filter and 
LPC synthesis filter can be grouped together to  form a cascaded filter. 
U sing this cascaded filter the best secondary excitation  is determ ined  
in  such a way as to  m inim ise the difference between the synthetically  
generated speech and the original speech.
( 6 ) T he final synthetic speech is generated by passing the optim al secondary  
excitation  through the cascaded filter w ith  all the initial m em ory contents 
of the filters (left over from  the previous subframe synthesis) restored to its  
full.
(7 )  R epeat steps 2 to  6 for subsequent frames.
N ote that both  at the encoder and decoder the synthetic speech is generated. 
This is necessary in order to update the m em ory contents of the tim e-varying  
filters such that both  encoder and decoder possess replica conditions in  their filter 
m em ories . O therwise, contents o f the m em ory would have to be transm itted to  
the decoder in  order to  keep everything in  synchronous. In fact a m ajor concern  
of A B S-LPC  schem es is how to  preserve this identical condition at both  encoder 
and decoder when the transm itting m edia is im perfect, e.g. in  m obile radio links 
where the error rates can be very high.
It can be observed from the above descriptions that the A B S-LPC  schem e is 
not truly analysis-by-synthesis. This is because the procedure is actually sequential 
in  nature, i.e. the filter param eters are first calculated and then fixed, followed by  
an analysis-by-synthesis com putation of the secondary excitation. Consequently, 
although the secondary excitation  is obtained optim ally w ith respect to  the origi­
nal reference signal, its optim ality is lim ited by the optim ality o f the filters it uses. 
Therefore, ideally the best com bination of the excitation  and the filters is desired 
which m eans optim ising all the param eters in  parallel. Obviously, this joint pro­
cedure is very com plicated as well as being very com putationally intensive, thus 
it is split in to  the sequential stages as described above. However, in Chapter 7 an 
attem pt to  perform the joint optim isation will be described.
(i)
(ii)
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Figure 5.2: Block diagram of A BS-LPC coding scheme.
104
It is interesting to note that this m odel is very similar to that o f the classical 
“source-filter” type vocoders [87]. However, there is one m ajor difference between  
basic vocoders and A BS-LPC coders. In classical vocoders, the source excitation  
is classified into voice (pulse excitation) and unvoiced (random  noise excitation) 
which is a m ajor source o f m odel inaccuracy. However, in A B S-L PC , this cater- 
gorisation is not explicit, and therefore the excitation  signal can be anything from  
pulse-like to  noise-like in  characteristic, thus enabling much better quality speech  
to be synthesised.
5.3 T im e-V arying F ilters
T he block representing the tim e-varying filter in  our m odel is usually m ade 
of two linear predictors, nam ely the short term  predictor (S T P ) and the pitch  
or long term  predictor (L T P ). In M ulti-pulse LPC (M PLPC ) and Regular-pulse 
E xcited LPC (R PE L PC ) , the LTP can be om itted as they  can generate the pitch  
pulses by the excitation alone. The ST P m odels the short term  correlation in the  
speech signal (spectral envelope) and has the form given by Eqn.5.1.
A * ) ~  f  (5-1)
i= l
where a,- are the STP coefficients and P is the filter order. The ST P is our 
basic LPC analysis filter as discussed in  Chapter 3. It is m ade tim e-varying to  
reflect the change in the speech spectrum  w ith  adaptation rates o f typically  around 
20-30m s. The order of the filter, P, is usually chosen to be around 8 to  12.
The LTP filter m odels the long term  correlation in  the speech (fine spectral 
structure) and has the form given by Eqn.5.2.
P(z) (5.2)
i  -  e  M '
i = - I
■(D+i)
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where D is the delay or pitch period in sam ples, and 6,- are the LTP gain coefficients. 
The param eters o f the LTP are determ ined using techniques described in  Chapter 
3 using open-loop analysis. Again, this filter is tim e varying and usually has 
higher adaptation rates than the STP, e.g. 5-10m s. The number of filter taps 
typically  takes the form I  = J  =  0, i.e. 1-tap, and 1 =  7  =  1, i.e. 3-taps. 
A lthough the filters are connected in  the order shown in F ig.5.2, they  can be 
interchanged, and in som e cases the LTP is om itted altogether as in  simplified 
M PLPC  schemes. N ote that because o f the recursive nature o f the two filters, 
both  contain “m em ory” in  their working buffers carried over from  the previous 
frame of analysis. The preservation and inclusion of this filter m em ory in  the 
A B S-analysis is very im portant as it reflects the past history of the analysis, i.e. 
correlation term s, and includes any errors incurred in  the previous frames. Also, 
they provide a sm oothing effect to  the distortions caused by the block-orientated  
analysis, such as edge effects.
5.4 P ercep tu a lly  B ased  M inim ization  P rocedure
The ABS-LPC  coder of F ig.5.2 m inim ises the error betw een the original s(n) 
and the synthesised signal s(n) according to a suitable error criterion by varying 
the excitation  signal and the ST P and LTP filters. As described earlier, this is 
achieved via  a sequential procedure. First the tim e-varying filter param eters are 
determ ined, then w ith  these fixed the excitation  is optim ised.
The optim isation criterion used for both  procedures is the com m only used  
squared error, which offers sim plicity and adequate performance. However, at 
low  bit rates there is only one or less bit per sam ple, thus it is more difficult 
to  m atch closely the waveform than in, say, 16K bit/s schem es, where greater 
than 1 b it/sam p le  is available. Consequently, the mean-squared error between  
the original and reconstructed signal is less m eaningful and less than adequate. 
W hat is required is an error criterion which is more in  sym pathy w ith the hum an  
perception criterion. A lthough m uch work on auditory perception is in  progress, no  
satisfactory error criterion has yet emerged. In the m ean tim e however, a popular 
but not tota lly  satisfactory m ethod is the use of a weighting filter in  ABS-LPC  
schem es. This weighting filter is given by Eqn.5.3.
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s(n)
Figure 5.4: M odified encoding part of A BS-LPC  coding scheme w ith  the weighting 
filter m oved to the two branches of the error m inim isation procedure.
W{z)  = M*)
A (z /  7 )
1 -  Y  aiZ~'
i=1______
1 - E a . y * - '
»=1
(5 .3)
0 < 7 < 1
This weighting filter is the same as proposed by Atal [95] for A PC  schem es, 
and a typical plot of it is shown in F ig.5.3. The effect of the factor 7  does not alter 
the centre form ant frequencies, but just broadens the bandwidth of the form ants. 
As can be observed from Fig.5.3, the weighting filter d e e m p h a si^ h e  frequency 
regions corresponding to  the form ants as determ ined by the LPC analysis. By  
allocating larger distortion in  the formant regions noise that is more subjectively  
disturbing in  the non-form ant regions can be reduced. The am ount of deem phasis 
is controlled by 7  which introduces a broadening effect and m ust fie betw een 0 and
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1. The m ost suitable value o f 7  is selected subjectively by listen ing tests, and for 
8KHz sam pling, 7  is usually around 0.8 to 0.9.
A lthough the weighting filter can be used as in its  norm al position (after 
subtraction of 3(n) from s(n ) ), it can be m odified in a com putationally advan­
tageous way by m oving it to  the tw o branches contributing to the subtraction  
operation, as illustrated in  F ig.5.4. This result in a block of the input samples 
being w eighted only once prior to  the ABS search. At the sam e tim e W (z ) is 
com bined w ith  the ST P filter to  form  a m odified all pole synthesis filter.
A w(z) A(z)
1
1 .W{z)  (5.4)
1 -
i=1
5.5 E xcita tion  Signal
The excitation  signal, u(n ), represents the input to  the ABS-LPC  m odel, 
and is therefore perhaps the m ost im portant block of the whole m odel shown in  
F ig .5.2. This is because included in  the source are any residual structure that is not 
represented by the spectral m odel of the tim e-varying filters. T hey include pitch  
dependent or long-term  dependent structures that exhibit significant correlation  
which is not covered by the LTP, e.g. correlations which are m uch greater than  
the LTP delay range. A lso included are structures that are random  in that they  
cannot be efficiently m odelled by determ inistic m ethods. A proper excitation  
m odel is vita l to the LTP efficiency as the LTP filter m emory is built up of scaled 
versions o f u(n).  As our excitation  can vary betw een pure pulses and random  noise 
it can be m odelled by Eqn.5.5, where for analysis a block wise notation  is used.
M
U  =  £ g ; S ;  (5 .5)
,*=1
where U  is a L-dimensional row vector, S, is a M  x  L  m atrix representing the
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“shape” and g,- is the M -dim ensional gain or scale vector associated w ith  the shape 
S;. By appropriately selecting various shape vectors which reflect the underlining  
statistics o f u(n ), the excitation  can therefore appear in any form. The various 
“shapes” that have been reported include M ulti-Pulse, Regular-Pulse, Codebook, 
and Self-excitation. These different forms of excitation  are illustrated in F ig.5.5, 
where Hc(z ) is the cascaded LTP and m odified ST P filters. The different excitation  
forms are discussed in the following.
5.5 .1  C od eb ook  E x c ita tio n
In codebook excitation (C EL P) [96] the excitation vector or ensem ble is 
chosen from  a set of pre-stored collection of C  possible sequences w ith an associated  
scaling or gain vector. A lthough the scaling vector is usually just a scalar factor, it 
can consist of m ultiple gains. Thus to  retain generality, we can divide a codebook
vector x fc into  M  parts (typically around 3 is m axim um ), each of length  L / M  and
com pute the optim al gains gk i^^ ,9 kM  f ° r each index &,1 <  k < C. Thus for 
codebook excitation , the excitation U ce/p can be given as
U fc =  g fcS fc, & =  1 , . . . , < 7  (5.6)
where
g k = [ffku • ■ ■ > flteAf] (5.7)
xsk =  { ~ J *.. ........... .......  'm  (5.8)
j Sij =  0 otherw ise v '
for 0 <  i < M  -  1, 0 <  j  < L  -  1 (5.9)
In the ABS procedure the C possible x  sequences are system atically  passed  
through Hc(z ) and the vector that produces the lowest error is the desired se­
quence. This is illustrated in F ig .5.6 . ( This is the filtering approach to  the CELP 
search procedure.) Since the set of sequences are present at both  the encoder  
and decoder, only an index, k, to  the codebook is required to  be transm itted. 
Therefore, less than lb it  / sample is possible.
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Figure 5.5: Block diagram illustrating the various forms of excitation  used in 
A BS-LPC  schemes.
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Figure 5.6: O ptim al vector selection procedure for CELP using the filtering ap­
proach.
As the codebook is o f finite dim ension, it m ust be populated w ith  represen­
tative vectors of the excitation to be coded. In A ta l’s original proposal, w hite  
gaussian random  numbers w ith unit variance were used. This choice o f population  
was reported to give very good results, and was partly due to the fact that the  
probability density function of the prediction error sam ples, produced by inverse 
filtering the speech through both  LTP and ST P filters, was very close to  gaussian. 
A nother popular choice of codebook entries are centre-clipped gaussian vectors 
which b oth  reduce com plexity and improve performance.
5 .5 .2  S elf-E xcita tion
In self-excitation (SELP) [89] the signal u(n ) is derived from past history of 
the coded excitation function itse lf using a structure similar to  a LTP. A lthough  
more than one SE-LTP can be used in  SELP, only one SE-LTP will be considered  
here. T he SE-LTP is “started” by initially filling the memory of the SE-LTP w ith  
some random  contents. Then at each analysis-by-synthesis procedure a sequence 
equal to the block length L, index in  tim e by k, is selected and passed through  
Hc(z). The best vector w ith index kopt is the vector which m inim ises the difference 
error. W hen the best vector is found and used to  synthesis the current block, it 
is fed back into the SE-LTP w ith the oldest L samples discarded. T he SE-LTP is 
effectively a CELP coder w ith  an adaptive codebook, and can be sim ilarly formu­
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lated. However, in  SELP, the C possible sequence is not a codebook entry, but is 
a windowed version of B  which contains the previously found optim al excitations  
U 0p£, i.e.
B  =  [iz_(c+l)5« -(c+l)+i , . . .  (5.10)
xk(n) =  B(n  -f k — 1), 0 <  n < L  — 1, k =  1 , . . . ,  C  (5.11)
5 .5 .3  M u lti-p u lse  and R egu lar P u lse  E x c ita tio n
M ulti-pulse LPC (M PLPC ) [8,98] was the first of the A B S-LPC  coding  
schem es. In M PLPC , the rigorous division of the excitation into  voiced and un­
voiced classes is avoided by m aking no prior assum ptions about the nature of the  
excitation  signal. In M PLPC , rather than selecting an optim um  sequence from a 
codebook as in  CELP, or from a set of fixed sequences in any particular analysis 
frame as in SELP, the excitation is specified by a small set of pulses w ith  different 
m agnitudes located  at non-uniform ly spaced intervals. The encoding involves the  
determ ination of the pulse positions and the am plitudes of the excitation  which  
produce a m inim um  error. The only a priori inform ation required is the number 
of pulses required per analysis block. A typical figure is around one pulse per eight 
sam ples. T he representation for M PLPC can be defined for a given set of M -pulse 
location n,- w ith the M  X L  m atrix Sm-
U  m =  (5.12)
where
g M  == [i7nl, * • • 5 9nM] (5.13)
_  I Si j -  1 for j  =  71;+!, 0 <  i < M  -  1 ( .
M y Sij = 0 otherwise, 0 < j  < L — 1 I • /
From the above form ulation, M PLPC can be viewed as a CELP system  w ith
a very large codebook, the size o f which is determ ined by the number of pulses
and the number of b its used to  quantise the pulse am plitudes.
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T he form ulation of M PLPC makes no restriction on the spacing or spread 
of the pulses except that the num ber of pulses m ust be fixed a 'priori. This ar­
rangement obviously requires a large number of b its to encode the pulse positions. 
Therefore a more structured allocation of the pulses would be more desirable both  
in  term s of bit savings and com plexity in  determ ining the optim al positions. A 
sparse codebook CELP is effectively a M PLPC w ith severe restrictions on both  the  
positions and am plitudes of the pulses. This is obviously a very drastic compro­
m ise, but if  structure is only im posed on the pulse positioning then the am plitudes 
can vary. This is the structure of the Regular Pulse Excited LPC (R P E L P C ) [61] 
as shown in  F ig.5.7. In a R PELPC  excitation frame the pulses are equally spaced  
w ith spacing AT, and their positions are specified com pletely by the position of the 
first pulse. This is illustrated in  Fig.5.7 where the excitation frame size L  is 40 and  
N  is 4. T he to ta l number of pulses per frame is M  — L / N , and thus R PELPC  
can be form ulated as
U * =  g * s* , k (5.15)
where
gfc =  bfci,*. -,9kM] (5.16)
_  j  s{j =  1 for j  =  i N  +  k -  1 ,0  <  i < M  -  1 , .
k 1 sij =  0 otherwise, 0 < j  < L — 1 ' ’ 7
Thus in  R PELPC  the N-sequences are passed through Hc(z ) and the sequence 
which m inim ises the error is the best sequence.
5 .6  O p tim a l E x c ita t io n  S eq u en ce  D e te r m in a tio n
In the previous section, the different forms of excitation signals were de­
scribed w ithout any detailed description of their determ ination. W hile each of the  
m entioned source coding techniques best m odel different types of structure that 
m ay exist in  the residual, the form ulation for determ ining the optim al excitation  
sequence for each is the same [62,82]. T he only difference is the function space from  
which an optim al excitation  form can be chosen. In CELP a sample space of ran­
dom  functions corresponding to  the L-point gaussian random sequences contained
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Figure 5.7: Typical make-up of a R PELPC  pulse positioning structure.
in  the codebook is search. The SELP requires searching in  tim e over the range of 
the SE-LTP delays through the past history of the excitation signal. In M PLPC  
and R P E L P C , the search is again in  tim e, but through a set of delayed im pulse  
response functions. For a given technique, the criterion for finding the optim um  
excitation  function is the same. The objective is to  determ ine the shape m atrix  
S and the associated g  so that g S  produces a synthetic signal that m inim ises the  
w eighted error e(n ) shown in F ig .5.4, i.e.
Gfc — (5.18)
where sw is the weighted original reference signal, sk is the synthesised signal, and 
k denotes the particular excitation.
Let H  be a L x L  m atrix whose j th row contains the (truncated) combined  
im pulse response h(n ) o f the LTP and m odified ST P caused by a unit im pulse  
8 { n - j ), i.e.
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Hh (0) h{1) 
0 h{ 0 )
0 0
h{L -  1) 
h(L -  2)
m
(5.19)
If s m denotes the output o f the cascaded LTP and ST P filters w ith  zero input, i.e. 
the m em ory hangover from  previous synthesis frames, then the reference signal r  
to  be m atched can be described as
r =  s„  -  s m (5.20)
=*e *  =  r — UfcH (5 .21)
=  r -  gfcSfcH (5 .22)
=  r - g fcH fc (5.23)
where
H fc =  S*H  (5.24)
The criterion is m inim um  squared error, thus our objective is to  m inim ise  
E k where
Ek =  eke l  (5.25)
where T  denotes transpose. T he optim al am plitude vector for the k th candidate  
excitation  can be com puted from Eqn.5.23 and Eqn.5.25 by requiring the error ek 
to  be orthogonal to our estim ation H&, i.e.
ekH  I  =  0 (5.26)
Therefore,
( r - g j H * ) . ^  =  0 (5.27)
=* gk =  r H l l H . H l ] - 1 (5.28)
B y substituting Eqn.5.28 into Eqn.5.23, Eqn.5.25 can be rewritten as
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E h =  r[I -  ■H.l[HhU l \ ~ 1H k}rT (5.29)
where I  is the identity  m atrix. Thus the vector g* and m atrix S & that yield the  
m inim um  value of Ek over all k are then selected as the optim al excitation.
T he above expression for Ek is generalised for all the possible forms of excita­
tions, and is therefore rather more com plicated than required in  the norm al cases. 
The [H&Hjt ]-1 inversion for instance is unnecessary in  m ost cases, as illustrated if 
we consider a CELP coder w ith M  =  1.
H fcH f  =  /  (scalar) (5.30)
r H T
g k = - j 1- =  9k (scalar) (5.31)
=> Ek = rrT -  gkELkrT (5.32)
=  rrT -  Q k (5.33)
The scalar factor gk is sim ply the cross-correlation of the weighted speech with  
the excitation  response divided by the square of the excitation response, and the  
squared error Ek being the difference between the energy of the w eighted speech  
and the scaled cross-correlation of the response and the speech. In practice we 
find the m axim um  of Q*. to select the best excitation.
In M PLPC , the above procedure to determ ine the excitation  shape is not 
practical as it would involve searching for all possible com binations o f pulse lo­
cation, e.g. for L = 40 , M = 4 , the number of pulse position vectors =  91390 !!. 
Therefore to  sim plify com putation, sub-optim al strategies are usually used. A 
sim ple and popular m ethod involves locating one pulse at a tim e. T he optim um  
location for any of these pulses is found by com puting the error for all possible  
pulse locations in  a given interval L, and by locating the m inim um  of the error, 
i.e. M = l ,  and use of Eqn.5.33 to  locate the best position k. Once the location is
known, the contribution of this pulse at k to  the error m inim isation is subtracted/
( sim ilar to  Eqn.5.20 ), and the procedure is repeated for the next pulse until all 
pulses are found. This is sum marised below:
Let i*! =  sw — sm
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For i  — 1 , . . .  , M  Do
1. Find E? — r a m {r ,r f  — gfeH^rf }, for k — 1 , . . .  , L
2*  r t+i — r,' g i,o p < R * ,o p i  
M
Finally, smp — ^  ^g».optH».opt
i=i
This one pulse at a tim e procedure is obviously sub-optim al, and procedures 
which try to  add more optim ality have been extensively reported, e.g. a popular  
post-processing m ethod is to re-optim ise the pulse am plitudes after the pulse po­
sitions are found by performing a M by M m atrix inversion. M ost o f these involve  
substantially  more com putations w ith  som e reported im provem ents especially  if  M 
is large com pared w ith the size of the analysis block L. In R P E L PC , the positions  
of the pulses are fixed, therefore there is no requirement to locate one pulse at a 
tim e. Thus in R P E L P C , the am plitude vector is jointly optim ised in  one step.
5 .7  C h a r a c te r is t ic s  o f  A B S -L P C  sc h e m e s
Before presenting an objective study of the various ABS-LPC  schem es, it 
is worthwhile to  highlight som e of the sim ilarities and differences in  the way the  
different A B S-LPC  schem es operate. These m ainly lie in the characteristics o f the  
excitation  behaviour as will be described below.
5.7 .1  C EL P
In the CELP system , the objective is to  select from the codebook the vector  
which best m atches the original reference vector. A typical plot o f tw o consecutive  
vector searches is shown in F ig .5 .8 and F ig .5.9 where the output error (in fact 
Qfc for each codebook vector) is p lotted . As can be observed for the first vector  
the best m atching vector ( v l )  from  the codebook is fairly distinct from  the rest 
of the rem aining vectors. However, for the next codebook search we find that 
the error is less distinctive, and this is illustrated by the sim ilarity in  the first, 
second, and third best m atching vectors. This illustration dem onstrates clearly
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the inadequacy in  using the m ean square error as a selection criteria in ABS- 
LPC coding schemes (indeed in speech coding in general), i.e. the process in  
which a selection of an optim al candidate is by no m eans readily controllable. 
A lthough in the first reference vector the selection of v l  is probably correct even  
subjectively, the selection of v l  for the second reference vector is not as clear 
cut. W hat subjective difference will result if say, the second best vector was 
selected instead ? This test was performed, and not surprisingly the quality of 
the processed speech was not noticeably degraded. This prom pts the question as 
to  whether or not the codebook vectors can be better optim ised such that there 
is a clearer distinction, both objectively  and subjectively, betw een the best and 
second best selected vectors. Unfortunately, reported trained type codebooks have 
been largely unsuccessful in  this respect. These include m ulti-pulse characteristic 
codebooks, glottal-pulse codebooks, etc.. In Chapter 7, a delayed decision CELP  
which attem pts to  overcom e the above is reported.
5.7 .2  SELP
In SELP, the best excitation  is generated from the past excitations. The  
number of secondary long-term  predictors was fixed to one. As the secondary 
LTP(LTP2) tries to  m odel any extra long-term  correlations not m odelled by the 
primary and m uch shorter in past excitation  m em ory LTP, it can be expected  that 
some form  of structure m ay exist in  the selected tim e index for LTP2. In F ig .5.10. 
a plot of the distribution of the tim e delay index for both  LTP1 and LTP2 for a 
fem ale speaker is shown. From the histogram  of LTP1, it is clear that the speaker 
used for the test had a pitch  period peaking at around 42 sam ples. However, from  
the similar plot for LTP2 very little  structure can be deduced. It w ould appear 
that if  there were any extra long-term  structure in the test speech then the SELP  
did not m odel it properly. A lternatively, the assum ption of the existence o f extra  
long-term  structures as used in  SELP is at fault.
5.7 .3  M P L P C
In M PLPC the best set of random ly placed pulses which m inim ises the output
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Plot of error verses codebook index for CELP.
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Figure 5.8: Typical exam ple o f a distinctive codevector selection for CELP.
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Figure 5.9: Exam ple of a less distinctive codevector selection for CELP.
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P l o t  o f  t h e  d i s t r i b u t i o n  o f  d e l a y s  f o r  LTP1 f o r  S E LP .
LTP1 delay /  sam ples
P l o t  o f  t h e  d i s t r i b u t i o n  o f  d e l a y s  f o r  L T P 2  f o r  S E L P ,
1.0
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Figure 5.10: D istribu tion  o f delays fo r LTP1 and LTP2 for SELP.
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error is selected. In order to  obtain the pulses three different search strategies were 
assessed:
M ethod 1; At stage j , all pulse am plitudes and locations up to stage j  — 1 are 
assum ed to  be known and only the pulse locations rij and the pulse am plitude 
gj are com puted.
M ethod 2: Using the same procedure as M ethod 1 except that at every stage j ,
only the pulse locations, 7i i ,n2, . . remain constant whereas the pulse
am plitudes up to gj_i are optim ised. As all the pulse am plitudes can be m od­
ified to  com pensate for inaccuracies of previous pulses, they rem ain accurate 
even when they are closely spaced.
M ethod 3: As m ethod 2 except that only after the last stage are all the am pli­
tudes <7i,  <72> . . . ,  <7m re-optim ised w ith  the pulse locations rem aining constant.
From sim ulation results m ethod 2 as expected was the best objectively and  
subjectively by around 0.5dB depending on the analysis block size and number 
of pulses. However, th is decreased when quantisation was introduced. Therefore, 
from a com plexity point of view m ethod 3 was far more preferable as it was very 
similar in performance compared w ith  m ethod 2 , but w ith only one re-optim isation  
loop.
In order to  assess whether the selected pulses using m ethod 2 possess any 
repetitive characteristics, statistics of the pulse locations and am plitudes were 
collected for M PLPC w ith  and w ithout the long-term  predictor. Norm alising  
the pulse am plitudes in each frame to have a unit variance, a histogram  plot of 
norm alised pulse am plitudes are shown in F ig.5.11. As can be observed for the  
plot w ithout the LTP the histogram  is bim odal w ith little  content around zero, 
and w ith  m ost am plitudes lying w ithin  ± 3<7 . This is expected as sm all pulses 
contribute little  energy to  the m inim isation process. For the am plitude plot w ith  
the LTP, the spread of the range is even less. T his is also expected as the m ajority  
of the large energy pulses would have been removed by the LTP. The more confined 
spread of values indicates that the quantisation of the pulses in  M PLPC w ith LTP 
can be m uch more efficient than without LTP. This efficiency in  pulse quantisation  
was very noticeable because for similar bit rate M PLPC schemes w ith  and without 
LTP, the M PLPC w ith LTP was always found to be preferable both  objectively
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and subjectively as the output speech w ith  the LTP was always sm oother and  
m ore natural.
T he histogram  of the the pulse locations are also interesting and are shown in  
Fig .5.12. N ote that pulse locations at the beginning of the frame are favoured more 
than the other locations since these locations allow large errors inside the frame to  
be reduced. In order to com pensate for this uneven spread of pulse positions due to  
the covariance-type of analysis used in the derivations, the autocorrelation form of 
analysis has been suggested. The autocorrelation m ethod attem pts to  account for 
the block edge effects of the covariance analysis by taking into  account that part 
of the im pulse response of the cascaded filter that spills outside the analysis block. 
This was sim ulated w ith  a spill over o f 10 sam ples, but no significant performance 
advantages were obtained using this strategy. The positions of the pulses also has 
an im pact on the choice of subframe sizes. Ideally, large subframe sizes are better  
suited to  M PLPC because the lim ited num ber of pulses can be put in  the m ost 
useful locations , e.g. p itch  locations. However, w ith small subframes, pulses are 
still assigned even for relatively unim portant details of the speech signal which  
lowers the coding efficiency. The disadvantage w ith large subframe sizes is that 
the com plexity is increased.
5 .7 .4  R P E L P C
As described earlier, R PELPC  is similar to  M PLPC except that the pulse 
locations are pre-structured. The am ount of structuring obviously determ ines the  
am ount o f freedom  that the pulses have in estim ating the reference signal. The  
effect o f the decim ation ratio on the perform ance of R PELPC is shown in Fig.5.13  
for analysis frames of 40 and 80 sam ples w ith  and without LTP. T he relative SN R  
differences are partly dependent on the speech m aterial, but generally the following  
can be stated. Clearly, the inclusion of the LTP improves the performance of the  
R PELPC  especially at higher decim ation ratios. As can be observed from  the plot 
the perform ance at lower analysis frame size is slightly better. This is because it 
has more degrees o f freedom to vary the excitation  to m atch the reference vector.
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Decimation factor
Figure 5.13: SN R plot of R PELPC  w ith different configurations.
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5 .8  C o m p a r a tiv e  S tu d y  o f  A B S -L P C  S ch em es
A lthough the schemes considered in this chapter all belong to  the sam e 
generic class of A BS-LPC coders, their performance at various bit-rates need not 
necessarily be the same. In order to  evaluate the strengths and weaknesses of each  
A B S-L PC , a com parative study was conducted [62,90]. In the following sections 
a com parative study of the various ABS-LPC  coding schemes will be described.
5.8 .1  Q u an tisa tion  and B it A llo ca tio n
5.8.1.1 Short Term Predictor
For the STP, a tenth order predictor using Burgs M ethod was used. As 
our study is targeted at the performance of the different excitation  form s, it was 
decided to  keep the ST P sim ple and “transparent” in its operation. Thus for 
sim plicity the coefficients o f the ST P were quantised using the LA R  transforma­
tion. For near transparent performance it was decided to  operate the STP at 
40b its/u p d ate  w ith more em phasis on the lower order coefficients. The arrange­
m ent used [56] was { 6 5 5 4 4 4 3 3 3 3 }  which was found to be subjectively and  
objectively very close to that of the unquantised coefficients. The LA R  quantiser 
levels are shown in A ppendix A. The objective performance of the quantiser in 
term s of log-spectral distortion is sum maried below:
Total distortion =  0 .73dl?2
Segm ental distortion =  0.84djE?2
M axim um  distortion =  2.37dB2
M inim um  distortion =  0 .092dB 2
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i 2/(0 i 2/(0 i 2/(0 i 2/(0
1 0.05 5 0.6 9 0.8 13 1.0
2 0.2 6 0.65 10 0.85 14 1.1
3 0.4 7 0.7 11 0.9 15 1.3
4 0.5 8 0.75 12 0.95 16 1.6
Table 5.1: 4-bit LTP scale factor quantiser output levels.
5.8.1.2 Long-Term Predictor
T he param eters of the LTP can be determ ined from the open-loop m ethod  
using one or m ultiple taps as described in  Chapter 3. In this study only 1-tap  
LTP was considered. The delay, D , determ ines the am ount o f m em ory in  the LTP 
filter, and m ust be sufficiently long to  cover the whole of the expected  range of 
speech. Also, for efficient usage of b its, it also m ust be within a power of two. 
Therefore, a range o f 27 =  128 locations was used. This could be reduced to  
26 =  64 for M PLPC and R PELPC  as these can actually generate the “pitch” 
pulses explicitly. For the LTP gain quantisation, the problem  for a 1-tap filter is 
fairly straight forward as the range o f b is restricted. However, a problem  that 
can arise is during transitional intervals where there is a dem and for a sudden  
large power gain ( i.e. |6| > > 1 . 0  e.g. from silence to voiced speech). Fortunately, 
by lim iting the gain to  be a m axim um  of 1.6 the performance degradation was 
not affected. There are tw o reasons for th is, (i) during sudden transitions the  
m em ory of the LTP is less correlated w ith  the speech, thus decreasing the gain  
merely produces less poorly-m atch output from the LTP, (ii) the excitation  gain  
can com pensate for the LTP clipping if  it is properly im plem ented. The 4-bit 1-tap 
LTP gain quantiser is shown in Table 5.1. A lthough the LTP w ith  the gain levels 
shown can cause the LTP to  be theoretically unstable, this is not observed. One 
of the reasons for this is that the update rate of the LTP is relatively frequent, 
thus instabilities have insufficient tim e to  build up.
5.8.1.3 CELP Excitation
For CELP three parameters needs to  be addressed, nam ely size o f codebook, 
codebook contents and codebook scaling factor. The number of entries for the
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codebook is related to  the rate of the target coder, but a 8-bit codebook is usually  
considered a m inim um . How the codebook of a CELP coder is populated  is a very 
im portant issue as indicated by the m any publications on the subject [43,55,93]. 
Another related issue is the com putational cost and storage of the codebook search 
procedure. As the bulk of the com putational and storage requirements o f a CELP  
coding scheme are in  the excitation, sim plifications are vital to  the overall success 
of the schem e.
In A ta l’s original CELP form ulation unit-variance gaussian vectors were used  
to populate the codebook. Since then m any papers have focussed on alternative  
m ethods of populating the codebook to  both  increase quality of the speech and to  
decrease the am ount of com putation and storage. These include trained excitation  
codebooks, glottal pulse codebooks, m ulti-pulse codebooks, and various sparse 
type codebooks. The following different types of codebooks were investigated :
1 . U nit variance gaussian samples (UG)
2 . Centre-clipped gaussian (cc =  1 .2) (CCG )
3. Overlapping gaussian (OLG)
4. Overlapping centre-clipped gaussian (OLCCG)
T he centre-clipping effectively reduces the number of non-zero elem ents in 
the vector, and is a special form  of sparse codebook. Overlapping codebooks are 
of interest for their m inim al storage requirem ents and reduced com plexity. The  
storage requirement is reduced because each vector shares the sam e elem ents w ith  
the next vector except for R  elem ents, where R  is the amount o f overlap betw een  
the vectors. This is illustrated in F ig .5.14. Thus the total am ount o f storage  
required is ((R  x  C) +  L)  elem ents instead of ( C  x  L). The com plexity is also 
reduced because each vector synthesis involves the additions of R  scaled im pulse  
responses, i.e.
Let F(n) ,n  = 0,1,..., (R  X C + L) be the buffer containing the sequential 
codebook samples.
Let ajo(^) =  F (n ), n  =  0 , 1 , . . . ,  L — 1
L—1
=> s0(n) =  £  x0(n)h(n — i), n  =  0 , 1 , . . . ,  L  — 1
i= 0
130
Param eter U pdate
Sampling 8KHz
ST P frame 160 samples
LTP 40 samples
10 bit Co debook 40 samples
w eighting—0.9
Table 5.2: CELP coder used in  codebook comparison test.
Scheme 1-tap (dB ) 3-tap (dB ) Storage (W ords)
UG 11.01 12.52 1024*40
CCG 11.20 12.53 1024*40
OLG 11.16 12.49 (2*1024)+40
OLCCG 11.18 12.55 (2*1024)+40
Table 5.3: Performance of various codebooks.
where h(n) =  0 for n  <  0 .
For j  =  1 , 2 , . .  .C  Do
(1)
Xj_i(n 4- R)  for n  =  0 , 1 , . . . ,  L —
X j ( n )  =  <
F ( j R  + n) fo rn  = L - l - R , L - R , . . . , L - l
(5.34)
(2)
L —l
8j(n) = 8j„i(n -f R)  +  ^2  %j(i)h(n — i), n = 0 , 1 , . . . ,  L  — 1
i —L —l —R
(5.35)
From Eqn.5.35, it is clear that each candidate estim ate of s(n ) can be com­
puted by the addition of R  scaled im pulse responses. It appears that the depen­
dence o f neighbouring candidate vectors m ay deteriorate the performance of the  
codebook. However, as reported in  [55], this dependence dim inishes w ith  increas­
ing shift betw een the candidates contained in  the codebook. A shift factor o f 2 
was used, i.e. two neighbouring vectors share com m on sam ples apart from  two  
sam ples. The results of the different codebooks using the configuration of Table
5.2 is shown in Table 5.3. The coder param eters were unquantised.
From the comparison test it is clear that there is very little  objective gain or 
loss in  using centre-clipping or overlapping codebooks. The subjective quality of
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F(n), n=0,l, (RC+L)
III
Codeword C
Figure 5.14: Illustration of the structure of an overlapped codebook for CELP.
the codebooks were not too dissim ilar, w ith  the CCG sounding slightly “cleaner” . 
The above comparison was repeated for a larger vector dim ension and similar re­
sults were obtained. T he result o f this test is that it would appear that overlapping  
codebooks are very attractive as they  do not suffer any performance loss, but at 
the sam e tim e they use considerably less storage than full codebooks.
In the case of the codebook scaling factor, it was decided to  use only one 
gain factor as normal in CELP. A lthough m ultiple gains can be used, they  offer no 
performance advantages if compared using the sam e excitation capacity . (H ow­
ever, they  do offer lower com putational capacity.) The number of bits allocated  
for the scaling factor was varied and the best comprom ise was found to  be 6bits 
(1-sign,5-m agnitude) per update using a non-uniform  quantiser as shown in Table 
5.4.
5 .8 .1 .4  S E L P  E x c ita t io n
T he quantisation for SELP is very similar to CELP. However, in  SELP as 
the contents o f the self-excited LTP varies in  am plitude, they m ust be norm alised  
during the excitation  search procedure. This avoids the necessity for an adaptive  
scaling factor.
Codeword 1
" " I Codeword 2
I
Codeword 3i i
r :
iaa
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i 2/(0 i 2/(0 i 2/(0 i 2/(0
1 -204 17 -89 33 4 49 102
2 -187 18 -83 34 9 50 108
3 -177 19 -77 35 15 51 113
4 -168 20 -72 36 21 52 121
5 -162 21 -65 37 28 53 125
6 -154 22 -59 38 34 54 133
7 -148 23 -53 39 40 55 140
8 -144 24 -48 40 47 56 144
9 -137 25 -42 41 53 57 147
10 -130 26 -36 42 59 58 156
11 -126 27 -29 43 65 59 164
12 -121 28 -23 44 71 60 169
13 -114 29 -15 45 78 61 174
14 -106 30 -9 46 83 62 180
15 -101 31 -4 47 90 63 186
16 -96 32 0.2 48 96 64 192
Table 5.4: 6-bit CELP codebook scale factor quantiser output levels. 
5 .8 .1 .5  M P L P C  E x c ita t io n
For M PLPC , there is a tradeoff betw een the number of pulses per frame and 
the size of the frame as the pulse positions are quantised according to
R  = log2 L\
Ml(L  — M)\ (5.36)
where the number of b its, R , is the biggest nearest whole integer. It has been found  
that larger frame sizes (L > ~  5ms)  usually provide a better capacity/perform ance  
ratio. In order to quantise the m agnitudes o f each pulse, a schem e sim ilar to  that 
proposed in [99] is used, i.e. the pulse m agnitudes are normalised by a scale factor  
calculated from the LTP update before it is quantised. However, in  th is study the  
norm alising factor is transm itted to  avoid errors accum ulating at the decoder, thus 
this adds extra capacity to the schem e. Thus, 6-bits are used for the normalising 
factor, and 3-bits are used for all o f the pulses. These are shown in  Tables 5.5 and  
5.6.
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i 2/(0 i 2/(0 i 2/(0 i 2/(0
1 0.2 17 160 33 320 49 480
2 10 18 170 34 330 50 490
3 20 19 180 35 340 51 500
4 30 20 190 36 350 52 510
5 40 21 200 37 360 53 520
6 50 22 210 38 370 54 530
7 60 23 220 39 380 55 540
8 70 24 230 40 390 56 550
9 80 25 240 41 400 57 560
10 90 26 250 42 410 58 570
11 100 27 260 43 420 59 580
12 110 28 270 44 430 60 600
13 120 29 280 45 440 61 630
14 130 30 290 46 450 62 660
15 140 31 300 47 460 63 690
16 150 32 310 48 470 64 720
Table 5.5: 6-bit M PLPC am plitude scale factor quantiser output levels.
i 2/(0 i 2/(0
1 -1.4 5 0.2
2 - 1.0 6 0.6
3 -0.6 7 1.0
3 -0.2 7 1.4
Table 5.6: 3-bit M PLPC pulse amplitude quantiser output levels.
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5 .8 .1 .6  R P E L P C  E xcita tion
For R PE L PC , only the position  o f the first pulse require encoding. This 
takes log2 N  b its where N =spacing  factor (phase factor).T he pulse am plitudes 
were quantised in  a similar m ethod as in  M PLPC.
5.8 .2  P erform an ce at V arious B it R ates
All four coders were sim ulated at bit rates betw een 11 to  5 K b it/s . In order 
to  keep the sim ulations to  a m anageable scale, fixed STP frame sizes were used. 
These were 20 and 30m s. This corresponds reasonably to  the values chosen at the  
bit rates in question w ith 20m s used for higher rates, and 30m s used for lower 
rates. W ith  fixed ST P frame sizes, the com binations possible are of course lim ited  
to  som e extent. However, they  are adequate to give a clear picture o f the intentions 
of the study. The coder configurations are shown in  Table 5.7, 5.8, 5.9, 5.10 and  
the objective performance is shown in in  Fig 5.15. The coder configurations shown  
are only a sam ple o f the m any com binations experim ented, and the ones shown  
are chosen to illustrate the m ain points which can be sum marised as follows:
(a) A t rates greater than around 8 .0K b it/s , the M PLPC gave the best subjec­
tive performance, although objectively CELP scored the higher SN R ’s. The  
synthetic speech was “cleaner” than the others, and the fem ale speech was 
better m odelled and sharper than CELP and the other schem es. At higher 
bit rates still, the M P L P C ’s speech was comparable to that of the original.
(b) A t rates below 7 .5K b /s, CELP gave the best performance. SELP was 
m arginally inferior to  CELP, but the M PLPC and R PELPC  had a marked 
drop in  performance. This is not surprising considering the reduced number 
of pulses that they have in m odelling the excitation. At around 6 .0K b /s , all 
the coding schem es introduced a significant am ount of background distortion  
which can be m ainly attributed to  the inadequate m odelling o f the excita­
tion. This “harshness” was constant, but it did not effect the intelligib ility of 
the speech. The coders’s output could be considered com m unication quality.
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( c )  For both  the M PLPC and R PE L PC , the inclusion of the LTP into the scheme  
m ade a very significant difference. A lthough objective m easures showed only  
a slight improvem ent in efficiency in  using an LTP, the subjective benefits 
were very noticeable. T he synthetic speech w ith the inclusion of the LTP was 
always more natural sounding and possessed a sm oothness that was lacking  
in  the pure pulse excited  M PLPC and R PELPC .
(d )  T he difference in  synthetic speech quality betw een the vector excited  coders 
(C ELP,SELP) and pulse excited  (M PLPC , R PELPC ) was usually notice­
able. For the vector excited  coders, the processed speech was sm ooth but 
also contained som e background quantisation noise. However, for the pulse 
excited  coders, the processed speech was less full, but the background noise 
level was m uch reduced. The speech also had a “base-band” quality similar 
to  that of RELP coding schem es. This is not surprising since the pulse ex­
citation tends to pick up the m ost energetic part of the spectrum , i.e. the  
base-band.
( e )  As the configuration tables show, the use o f 240 samples update rate for 
the LPC frame was more efficient than using the 160 sam ple update rate, 
e.g. the results for M P3 and M P4 were comparable even though M P4 uses 
nearly IK b /s  less capacity. However, the disadvantage of using larger LPC  
frames is that the buffering delay is increased which increases the overall 
delay o f the coder. This m ay not be acceptable for applications where there 
are problems associated w ith echo effects, or where other parts of the system
. already introduce a large delay, e.g. such as in  satellite links where the  
propagation delay is already substantial, and in system s where FEC w ith  
interleaving is employed.
( f )  The com bination of param eters for a particular bit rate is very im portant, and 
this is especially vita l for the case o f R PELPC  where the tradeoff betw een  
decim ation factor, subframe size, and LPC frame needs careful consideration. 
This is illustrated in  the chosen case of R PE2 and R PE3. A lthough R PE2  
operates at a higher capacity, its  objective performance is actually lower 
than that of R PE3. Therefore, in this particular instance, one can say that 
the param eter tradeoff for R PE3 is better  than that for R PE2.
136
Param eter CELP SELP M PLPC R PELPC
C PU  Tim e per sec. of speech 720s 180s 80s 30s
£xc'»k. ROM  Usage 160K 4K OK OK
Table 5.11: Execution tim e and ROM  usage o f the A BS-LPC schemes.
5 .8 .3  C om p u ta tion a l C o m p lex ity  and S torage R eq u irem en ts
A lthough the subjective quality o f the coding schemes is the prime objective, 
other factors are also im portant when balancing the relative m erits o f each of the  
A B S-LPC  schemes described. As the four coding schemes under investigation are 
all ABS-LPC  schem es their robustness to  background (environm ent) noise and 
transm ission errors are fairly similar, i.e. as long as the m emory of the LTP is 
retained consistent between the encoder and decoder then the difference betw een  
the schem es is small. However, generally speaking CELP offers more robustness 
against errors.
W hen considering com putational com plexity and memory requirem ents (pri­
m arily Read-Only-M em ory, RO M ) the schem es differ markedly. Table 5.11 shows 
the com putation tim e and storage requirement for the four schem es. Values were 
gathered from  a M ASSCO M P-U NIX m achine running C software and do not re­
flect any real-tim e coding differences, but sim ply serves as a guide for comparison. 
As can be observed, the CELP coder (standard full search m ethod) was the worst 
coder on both  accounts, w ith the SELP coming second. Therefore, if  comparable 
speech quality was recorded for all four schem es, then the pulse-excited schemes 
are far more attractive in  both  com plexity and storage. For instance, M PLPC  
only requires about 10 % of the CELP com putation requirem ent, and as it uses 
no codebook, i t ’s ROM  requirem ents are negligible.
5 .9  C o n c lu s io n
In this chapter, the unified approach to  ABS-LPC schemes have been de­
scribed. B y starting from  a general framework, it has been possible to put all the  
com m on A B S-LPC  schemes under one com m on form ulation. This has enabled the
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study of ABS-LPC  schemes to be much simpler, and thus allowed the strengths 
and weaknesses of the ABS-LPC  schemes to be more easily identified. From the  
com parative study reported the performance of the four major A B S-LPC  schem es,
i.e. CELP, SELP, M PLPC am d R PE L PC  were assessed. As m entioned, at around 
8 .5K b /s the different coders were not too dissim ilar in objective and subjective  
perform ance, w ith  M PLPC giving slightly better overall balance betw een quality  
and com plexity. However, as the bit rate was reduced the perform ance of CELP  
and SELP were better than that o f M PLPC and R PELPC . However, at low rates 
none of these different types of excitation produced speech quality comparable to  
that of the original. A lso significant was the role played by the long term  pre­
dictor. A s discussed earlier for M PLPC , none of the coders were able to  operate 
efficiently w ithout the inclusion of the LTP. T he im portance of an efficient LTP  
can be view ed as critical if  better quality is to be achieved at lower rates. There­
fore, the m ain conclusion of this study are (i) the efficiency of the LTP needs to  be 
im proved, (ii) CELP appears to  hold more prom ise in attaining im proved quality  
at 6 .0K b /s  and below. For these reasons the next chapter w ill include a more in  
depth study of CELP.
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Figure 5.15: SN R  plot of ABS-LPC  schemes at different rates.
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Param eter CELP1 CELP2 CELP3 CELP4
U pdate B its U pdate B its U pdate B its U pdate Bits
LPC 160 40 160 40 240 40 160 40
D elay D 20 6 20 6 24 6 32 7
LTP scale 20 4 20 4 24 4 32 4
CB index 20 9 20 8 24 9 32 10
CB Gain 20 6 20 6 24 6 32 6
Total K b /s 12.C 11.6 9.67 8.75
SegSN R  (dB ) 15.19 14.69 13.99 12.88
Param eter CELP5 C ELP6 CELP7 C E LP8
U pdate B its U pdate B its U pdate Bits U pdate Bits
LPC 160 40 240 40 240 40 240 40
Delay, D 40 7 48 7 60 7 60 7
LTP scale 40 4 48 4 60 4 60 4
CB index 40 11 48 10 60 10 60 9
CB gain 40 6 48 6 60 6 60 6
Total K b /s 7.6 5.8; i 4.92 4.8
SegSN R  (dB) 11.87 10.64 9.40 9.01
Table 5.7: Configuration and performance of CELP schem es.
Param eter SELP1 SELP2 SELP3 SELP4 SELP5 SELP 6 SELP7 SE LP8
Total K b /s 12.0 11.6 9.67 8.75 7.6 5.83 4.93 4.8
SegSN R  (dB ) 15.27 14.51 13.83 12.88 11.80 10.47 9.00 8.42
Table 5.8: Configuration and performance o f SELP schemes. (B its allocations and 
updates are the sam e as for CELP shown in Table 5.7.)
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Param eter RPE1 R PE2 R PE3
U pdate B its U pdate B its U pdate B its
LPC 160 40 160 40 240 40
Delay, D 40 7 80 7 60 7
LTP scale 40 4 80 4 60 4
Norm al, factor 40 6 80 6 60 6
Pulse amp. 40 4 0 /4  x  3 80 8 0 /4  x  3 60 6 0 /5  x  3
Dec. P osition 40 2 80 2 60 3
T otal K b /s 11.8 9.9 1.8
SegSN R  (dB ) 13.03 9.34 10.05
Param eter R PE4 RPE5
U pdate B its U pdate B its
LPC 240 40 240 40 ;
Delay, D 60 7 80 7 1
LTP scale 60 4 80 4
Normal, factor 60 6 80 6
Pulse amp. 60 60 /1 0  x  3 80 80 /1 0  x 3
Dec. Position 60 4 80 4
Total K b /s 6.53 5.83
SegSNR" (dB ) 8.89 7.90
Table 5.9: Configuration and performance of RPELPC schemes.
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Param eter M P1 M P2 M P3
U pdate B its U pdate Bits U pdate B its
LPC 160 40 160 40 160 40
Delay, D 40 7 40 7 40 7
LTP scale 40 4 40 4 40 4
Norm al, factor 40 6 40 6 40 6
Pulse amp. 40 4 x 3 40 3 x 3 40 2 x 3
Pulse posit. 40 17 40 14 40 10
T otal K b /s 11.2 10.0 8.6
SegSN R  (dB ) 13.43 12.76 11.44
Param eter M P4 M P5 M P6
U pdate B its U pdate Bits U pdate B its
LPC 240 40 240 40 240 40
Delay, D 60 7 60 7 60 7
LTP scale 60 4 60 4 60 4
Norm al, factor 60 6 60 6 60 6
Pulse amp. 60 4 x 3 60 3 x 3 60 2 x 3
Pulse posit. 60 19 60 16 60 11
Total K b /s 7.73 6.93 5.87
SegSN R  (dB) 11.41 10.52 9.40
Table 5.10: Configuration and performance of MPLPC schemes.
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Chapter 6
CODE-EXCITED LINEAR  
PR ED IC TIV E CODING
6.1 In tr o d u c tio n
As we have seen in  Chapter 5, one o f the m ost im portant break throughs in  
the field of speech coding during the last decade was the introduction o f analysis- 
by-synthesis (A B S) optim ization procedures. The use of ABS has resulted in  var­
ious “new ” coding algorithm s, but as we have exam ined in the previous chapter, 
they in  fact all belong to  a general class o f ABS-LPC coding schem es. Am ongst 
the variants o f A BS-LPC schem es, the m ost widely reported schem e for opera­
tion below 8K b it/s  is C ode-Excited Linear Predictive Coding (C E L P). The CELP  
schem e was cited by A tal as far back as 1982 [5], but it is only recently that real­
istic  working im plem entation of the basic CELP algorithm  has been reported, the  
m ost prom inent being the U .S. Departm ent of Defence proposed 4 .8 K b it/s  CELP  
coder [14].
In the last chapter various ABS-LPC  schemes were exam ined, including a 
very “standard” CELP. In this chapter, the various com ponents o f the CELP al­
gorithm  will be investigated in  detail, and its performance betw een 4 to  8K b it/s  
will be presented. The various subblocks include (i) LPC analysis, (ii) LTP anal­
ysis, (iii) codebook selection (secondary excitation  determ ination), and (iv) post­
filtering. The m ain objectives are perform ance and real-tim e practicality aspects.
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Using these results the strengths and weaknesses o f CELP can be pinpointed , thus 
a practical objective assessm ent o f the applicability o f CELP for 4 to 8K b it/s  can 
be drawn.
6 .2  G en era l C E L P  S y s te m  D e sc r ip tio n
In Chapter 5, a general description of A BS-LPC coders was given. In the  
following, a more specific description of the general operation of CELP will be 
given. In F ig.6.1, a block diagram of a CELP coder is shown, and this operates as 
follows.
(1 )  T he original speech, s(n) is first partitioned into analysis frames of around 
20-30m s. LPC analysis is performed on the frame of s(n)  to  give a set 
of LPC coefficients. The LPC or short term  predictor (S T P ) m odels the  
spectral envelope o f the speech.
( 2 ) The m em ory of the ST P (in itial conditions, I.C .) is removed from  the refer­
ence to give a m em oryless ST P for subsequent analysis.
(3 )  After the ST P coefficients are found, long term  prediction (LTP) or pitch  pre­
diction can proceed. T he LTP analysis is usually performed on sub-m ultiples 
of the LPC frame, e.g. 5-10m s. T he LTP analysis can be performed on the  
residual generated by an inverse filter w ith the derived ST P coefficients, i.e. 
in  open-loop m ethod (OLM ) [5], or on the original speech (w ith  the memory 
of the ST P from previous blocks removed ) , i.e. closed-loop m ethod (CLM ) 
[98]. (See later sections.) B oth  analyses lead to a delay, D , and associated  
coefficient(s) (scaling factors) /3,-,i representing the number of filter taps. 
T he LTP introduces voice periodicity in to  the synthesised speech.
(4 )  Once the param eters o f the two synthesis filters are found, the excitation  
is determ ined. Again the update o f the excitation is usually performed on 
sub-m ultiples o f the LPC frame. In standard CELP, the excitation u(n ) is 
selected from a codebook of random  w hite Gaussian sequences. The search 
procedure to  find the best u(n)  involves three basic steps: (i) generation  
of an ensem ble o f filtered Gaussian sequences (synthetic speech), (ii) com ­
putation of the objective error for each sequence, and (iii) selection of the
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sequence w ith m inim um  error. Thus the codeword which produces the m in­
im um  squared objective error and the corresponding scaling factor for the 
codeword is selected.
(5 )  In the synthesiser, the initial conditions (i.e. mem ory) o f the filters are 
restored, and the synthetic speech is generated by filtering the scaled optim al 
codebook sequence through the filters w ithout any perceptual weighting.
From the above description it is clear that the com putation can be broken 
down in to  three blocks, (i) ST P analysis, (ii) LTP analysis, and (iii) codebook  
search. Out o f the three, it is the generation and selection of the filtered codewords 
in  the codebook search that is the m ost com putationally intensive operation.
6 .3  S h o rt-T erm  P r e d ic t io n
The role o f the ST P is to  represent the general spectral shape o f the speech  
spectrum . Therefore, in the CELP synthesiser, the ideally flat excitation  is shaped  
by the spectral envelope of the ST P filter. The parameters o f the ST P can be  
com puted by a number of m ethods as discussed previously in  Chapter 3. This 
usually takes the form of LPC analysis using autocorrelation and covariance based  
techniques. The use of LPC analysis is very attractive because it enables the  
sm oothed spectral shape of the speech spectrum  to  be accurately m odelled by 
a sm all set of coefficients. However, LPC analysis introduces som e undesirable 
effects, and the m ost problem atic is a consequence of the block-wise form ulations 
that are usually taken. As the set o f ST P filter coefficients are calculated on a 
frame by frame procedure, two potential problems , nam ely delay and inaccuracy  
are incurred. These are discussed in  the following.
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Figure 6.1: Block diagram of the standard CELP algorithm .
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6.3 .1  A lgorith m ic  D elay  o f  L PC  analysis
U sing a blockwise form ulation the LPC analysis cannot proceed until the  
whole of one frame or greater number of sam ples are available for com putation, 
thus an algorithm ic delay o f at least one frame is introduced. T his algorithm ic 
delay problem  can be solved by em ploying backward forms of LPC analysis, i.e. 
using quantised (or past) samples only to  estim ate LPC coefficients as in  the  
16K b /s LD-CELP proposed for the CC ITT standards [20]. However, for such  
backward techniques to operate successfully two requirements need to  be satisfied:
(1 )  T he quantised (or past) sam ples m ust be available at the decoder w ith a 
relatively high degree of reliability to  enable the decoder to achieve the same 
prediction gain as the encoder.
(2 )  T he quantisation of the excitation  m ust be very accurate relative to normal 
forward LPC based techniques. This is to  ensure that any m odel inaccuracies 
arising from  the LPC analysis can be effectively com pensated.
If current techniques are used to  derive the LPC filter coefficients and the 
excitation , then these two requirem ents both  equate to higher capacity, because  
introducing robustness and higher fidelity inevitably requires more bits for trans­
m ission. However, this can be com pensated to  an extent as backward based anal­
ysis requires no transm ission of the coefficients. Nevertheless, for all experim ents 
reported in  this chapter (as well as in this thesis) only standard forward LPC  
analysis will be used.
6.3 .2  M o d el Inaccuracy
The frame by frame update of the LPC analysis dictates the degree of accu­
racy that the ST P filter can m odel the spectrum  of the speech, in addition to the  
order o f the analysis used. Thus, during sustained regions of slowly changing spec­
tral characteristics, the frame by frame update can cope reasonably well. However, 
in  transition regions which are believed to  be perceptually more im portant, the
147
frame by frame update w ill fail as transitions w ill fall w ithin the frame. During 
such instances the calculated set o f param eters will only represent an average of 
the changing shape of the spectral characteristics of that portion of the samples.
In order to  m odel the transitions more accurately the update rate o f the 
analysis needs to be increased such that the frame length is m uch larger than  
the num ber of new sam ples used per fram e, i.e. the window is spread across 
past, current and future sam ples as depicted in F ig.6.2. The disadvantages of 
this technique are (i) greater algorithm ic delay is introduced, (ii) if  the shift of the  
window (i.e. number of new sam ples used per update) is small the coding capacity  
is increased. Consequently, a tradeoff betw een accurate spectral m odelling, delay 
and coding efficiency is required.
6 .3 .3  L PC  In terp o la tion
A popular technique to  satisfy the above m entioned tradeoff is the use of 
frame to frame interpolation. The idea o f LPC frame interpolation is to  achieve 
an im proved spectrum  representation by evaluating interm ediate sets o f param­
eters betw een frames such that transitions are introduced more sm oothly at the  
frame edges w ithout the need to  increase the coding capacity and only introduc­
ing a sm all (or zero) penalty in  delay. In F ig.6.2 the relative tim e alignm ents of 
an interpolation scheme using non-zero B distance is illustrated. For illustrative  
purposes the frame is divided in to  four subframes as typical of m ost m edium  to  
low  rate LPC coding schemes em ploying analysis-by-synthesis. From F ig .6.2 it is 
clear that for a m inim um  delay configuration and full interpolation betw een three 
consecutive fram es, the algorithm  delay is the tim e needed before LPC analysis 
can begin to  be in itiated , i.e. from  the beginning of subframe 1 to the end of 
the next LPC window length. Therefore, the to ta l delay, D , for the configuration  
given in  F ig.6.2 is given by
D  =  A  +  3 /8 A  +  1/2B  (6.1)
and this im ples that B requires to  be sm all to avoid an excessively large D.
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Figure 6.2: Block diagram of LPC analysis windowing w ith overlapping and in­
terpolation.
This m inim um  delay arrangement is similar to  that used in  the M otorola  
VSELP coder [33] w ith A = 160  samples and B = 1 0  samples which gives a total of 
(1 6 0 + 6 0 + 5 ) =  225 sam ple LPC algorithm ic delay at the encoder. For the DoD  
CELP [14] the window is centred at the m iddle of the last and first subframes of  
two consecutive frames, thus it introduces more delay, i.e. A —240 sam ples, B = 0  
sam ples, D = (2 4 0 + 1 2 0 )= 3 6 0  sam ple LPC algorithm ic delay.
From Fig.6.2 it is evident that the window of the effective contribution of each 
LPC frame is much larger than the analysis frame as it covers both  past, present 
and future sam ples, i.e. subframes 1 ,2 , and 3 require LPC inform ation from both  
window a and b as shown in Fig.6.2. If the window coverage is considered only  
critical at the boundaries o f the analysis frames, then the LPC algorithm ic delay
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can be reduced to  the frame plus window spill over only w ithout any additional 
overheads. This is illustrated in  F ig.6.3. As can be observed the coverage of the  
LPC inform ation is only spilled over in to  the next frame. Thus, for the current 
frame of analysis, only past and present LPC inform ation is required, and no future 
LPC inform ation is incorporated. Therefore, the algorithmic delay is
D  =  A  +  1 /2  B  (6.2)
So far no m ention of the am ount and type of interpolation has been stated. 
The interpolation type usually em ployed is linear interpolation rather than non­
linear. This arrangement is for sim plicity more than anything else. As for the LPC  
distribution ratio for each subframe (or sam ple) it is usual to have a sym m etrical 
distribution similar in  shape to the LPC window.
U sing an unquantised standard CELP schem e, the relative m erits of both  
the m inim um  delay and no delay LPC configuration w ith  B = 0 , A = 160  samples 
were investigated. The im provem ent due to  the LPC param eter interpolation was 
very noticeable. The sm oothness of the processed speech was found to  be consid­
erably enhanced, and speech spoken by faster speakers was noticeably improved. 
The overall coding performance o f the two schem es were very sim ilar w ith the  
m inim um  delay version giving a m arginally better segm ental SN R  ( by 0.27dB ), 
but subjectively it was found to be slightly sm oother for certain sections of female 
speech. However, considering the delay overheads it would appear that the no 
delay version offers an im proved tradeoff betw een performance and delay.
6 .4  L o n g -T erm  P r e d ic t io n
As we have seen in the previous chapter, the LTP forms part o f the filter 
which determ ines the quality of the synthesised speech. The aim  of this section is 
to  determ ine in  detail the best m ethod of calculating the LTP param eters, and its  
overall contribution to  the CELP encoding process.
The LTP has a small number of taps, Np. The coefficients associated w ith  
these taps is bunched w ith the “pitch” lag value, and is given in  general by Eqn.6.3
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F = LPC window length 
A = Frame length 
B = Window overlap length 
C = effective LPC window length 
of one frame with interpolation.
Figure 6.3: Diagram  of LPC analysis windowing w ith no extra interpolation delay.
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where I and J are the LTP tap lim its w ith D being the LTP lag [5].
P(*) =  1 ~  E  (6-3)
i=-i
The form ulation used for the LTP in CELP is such that it generates long term  cor­
relation, whether due to  actual pitch excitation  or not. Thus the term  long-term  
predictor rather than “p itch” predictor is perferred as the second is som ew hat m is­
leading in  describing the action of this filter for unvoiced speech, and even  to  some 
extent for voiced speech. However, the LTP is m ost useful during voiced speech  
since voiced speech is characterised as a quasi-periodic signal w ith considerable 
correlation between samples separated by a “pitch” period.
In CELP and other A BS-LPC schem es, the LTP analysis can be carried 
out in  either open-loop or closed-loop analysis [88], w ith single or m ultiple taps. 
The form ulation for these two different analysis m ethods will be described in  the  
following.
6.4 .1  O pen-L oop  LTP
In the Open-Loop m ethod (OLM) a residual is first formed by inverse filtering  
the original speech w ith the coefficients of the ST P filter. Then on each sub-block  
of the residual, the (delay,gain) term s can be determ ined as described in Chapter 
3.3. T he usual practice adopted using OLM is to  let the delay, D , always be greater 
than the LTP update length L, i.e. D >  L. Using this lim itation  the calculated  
(delay,gain) values are more optim al. However, a disadvantage is that if L is large, 
then the effectiveness of the LTP is reduced, as D would not be able to  adapt to  
the onset of voiced speech as quickly.
If L is not too large, and D > L, then a better OLM can be form ulated for 
use in A BS-LPC schem es. In F ig.6.4, the m odified OLM (M OLM ) is shown. The  
lag or delay term  is determ ined by the output o f the LTP synthesiser which best 
m atches the original residual r (n ), i.e. for 1-tap LTP,
e(n) — r(n) — r(n) (6-4)
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Figure 6.4: Block diagram of the m odified open-loop (M OLM ) LTP analysis.
=  r(n) — f3r(n — D )
Therefore the m .s.e, E is
E = Y  e2(n ) =  J2 (r(n ) ~  P H ™  ~  D )f
n=0 r»=0
Isa = 2{Z>(re) -  PKn -D)]}. -  (re -  D)
n=0
P =
L —l
Y  r(n)r(n  — D)
n = 0 ___________________________
Y, K n -  D f
n— 0
L- 1 E  r(n)r(n - D)f
n- °  y  f(n - D f
n=0
(6 .5)
(6.6)
(6.7)
(6.8)
(6.9)
Therefore to  determ ine the optim al delay D , values of the lag are tested  betw een  
Dmin and D max, and the lag which m inim ises the error E is the optim al value. A 
similar form ulation can be derived for m ultiple tap LTP.
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The MOLM can give better performance than the ordinary OLM because the  
values used for the determ ination of the delay and gain coefficients are quantised  
values of r(n)  rather than unquantised values. (Compare Eqn.6.9 w ith  Eqn.3.31). 
Thus at the synthesiser there is no prediction gain loss due to  errors from  previous 
analysis sub-blocks, but only quantisation gain loss. In effect th is M OLM  is a 
sim plified version of a full closed-loop LTP w ith error m inim isation carried out at 
the LTP output rather than the STP output. (See next section).
6 .4 .2  C losed-L oop  LTP
In ABS coding schemes one is interested in  m inim ising the error betw een the  
original and the processed speech output. B y this definition our analysis of the 
signal to  derive the desired LTP param eters m ust m inim ise the error betw een the 
original and the processed speech, and not to  m inim ise the prediction error (or 
second residual) as in  Open-Loop LTP [98]. This is depicted in  F ig.6.5 where the  
objective is the m inim isation of e(n). Assum ing the param eters of the ST P have 
already been calculated, the remaining undeterm ined parameters are Gu{n) and 
(17,/9ft). A lthough these parameters can be obtained by exhaustively searching 
for all Gu(n) as well as the LTP param eters the procedure becom es very com pu­
tationally  intensive and thus sub-optim al solutions have to  be used. One way of 
reducing the com plexity is by obtaining the LTP and Gu(n) sequentially in  two 
steps. First we assum e Gu(n) is zero, and calculate the LTP param eters such that 
e(n) is m inim ised. N ext the LTP is held constant and Gu(n) is com puted. Thus, 
let
u{n) =  0 , 0 <  n  <  L — 1 (6 .10)
J n
=> J(n) =  y ;  pj y j h(k)r(n — k — D — i) (6.11)
i——I h=0
where h(k) is the im pulse response o f the ST P filter. Then the m .s.e. E is given  
b y  L  1 L  1
ed = J2 e2M = X)(SM -  5W) (6-12)
n=0 n—0
where
s(n) = s(n) — so(n) (6.13)
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where -s0(n) is the memory o f the STP filte r. Therefore,
=  2 [ £  K n ) “  £  A' £  h(k)r(n - k - D  ~ i ) \
n=0 i=—I fc=0
x ( -  £  fo(&)r(7i. -  k -  D -  j))
k=0
=  o, - i < j < J
(6.14)
(6.15)
Let Zi(n) =  £  h(k)r(n — k — D — i)
k=0
=* £  3 (n )% (» )  -  £  A- £  Z ,(n )Z 3(n )  =  0, <
n—0
For I = J = 1 ,
For I = J = 0 ,
where
i=—I n=0
A -i 1 - A ( - l , - l )  ,4 (0 ,—1) 4 ( 1 , - 1 ) '
-1
3 ( - l )  1
Po = A ( —1,0)  ,4 (0 ,0 ) 4 ( 1 ,0 ) 3 ( 0 )
Pi . . ,4 (—1, 1) 4 ( 0 , 1 )  4 ( 1 ,1 )  . . 3 ( 1 )  .
A  — 3(0),4 (0 ,0 )
= £  Zj(n )Z j(n)
n=0
5 ( 0  =  £ 5W ^ . W
n=0
(6.16)
(6.17)
(6.18)
(6.19)
(6 .20) 
(6 .21)
Once the LTP gain coefficients are found they are substitu ted  back into  
Eqn.6.12, and the delay D for which E d is a m inim um  is the optim al delay Dopt, 
and the corresponding /?,- are the optim al gains. The excitation Gu(n)  can then  
be found w ith (Dopt,(3opt) fixed.
As w ith the OLM, there are problems w ith  the GLM when the delay D is less 
than the subframe L, i.e. the LTP recurses w ithin  the same analysis subblock [47]. 
The basic problem  in solving for the gain and delay coefficients for lags less than  
the subblock size is that the m .s.e. equation becom es nonlinear in  the coefficients 
for D < L.  Consider the case that a single LTP coefficient is being determ ined.
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s(n)
Figure 6.5: Block diagram of the closed-loop (CLM) LTP analysis.
Also let the LTP lag lie in  the interval L/2  < D < L — 1. The signal takes one of 
two forms:
-  j  P K n ~  D ) 0 < n < D — 1 
w  ~  \  /32r(n - 2 D )  D < n < L -  1 (6 .22)
The m .s.e. E can then be expressed as
L - 1 L—1
e = y  e\ n) = J2 [SW  -  «(n)l:
n=0 n=0
(6.23)
where
d E
~dj3 W 3 Y, zl(n) zh(n) - 2  Y  « (» )£ d (» )]n = D  n— 0 n— D
D — l
Y  K n)zD(n) =  0
n=0
%D(n) — Y ,  h(k)f(n — k — D)
k=0
and h(k) is the im pulse response of the ST P filter.
(6.24)
(6.25)
From the above we can see that the solution to  E involves solving a cubic in  
/3. This is obviously very costly as it is required for every value o f D less than L.
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One solution to  the above is to  adopt a trial-and-error m ethod based on quantised  
values for (3. In this m ethod the sum  term s are precom puted, and then each of 
the possible quantised values of (3 is substituted  into the equation. The value of 
(3 which gives the sm allest squared error is thus the desired value. O bviously the  
com putation involved is still quite large, e.g. if  L — 50, and 17mtrt =  20 , (3 — 3bits, 
the num ber of searches — 23 x  (50 — 20) =  240, w ith the addition for D > L.
A second m ethod for D < L  is to use an adaptive codebook form ulation of 
the LTP [55], i.e. the past LTP filter output is periodically repeated, i.e.
r(n )
/3r(n — D) 0 < n < D — 1 
(3 r{n -2D )  D < n < 2D — 1
(6.26)
(3r (n — aD) aD < n  <  L — 1
In other words, the previously undefined part of the candidate lag (vector) 
is constructed by repeating its defined part w ith periodicity D . Thus using this 
m ethod only (3 term s needs to  be solved. This scheme em bodies an autom atic  
pitch doubling (m ultiplying) for part o f the subframe, and does not allow for pitch  
pulses in a subframe to  change am plitude from one pulse to  another. Using this 
adaptive m ethod the CELP synthesis procedure is as shown in F ig .6 .6 .
6.4 .3  F ractional D elay  LTP
In the previous two m ethods o f LTP com putation the m atching of thes ref­
erence signal was achieved via a cross-correlation procedure. A m ajor restriction  
that results is the inherent sam pling resolution of the signal, i.e. for our cross­
correlation to  be m ost effective we ideally would like a continuous signal such that 
the best instance of sim ilarity betw een the reference and the synthetic signal can 
be obtained. However, as our delays, D , are restricted to integer values of the 
sam pling rate, the LTP is not able to  cope w ith arbitrary lag intervals w ithout 
replacing in som e way the optim al non-integer delay by an integer value which  
degrades the performance of the LTP in term s of SNR. In the previous m ethods, 
higher order LTP were exam ined. M ultiple coefficients can provide interpolation  
betw een the sam ples if the lag value does not correspond to an integer number of
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Figure 6.6 : Block diagram illustrating the “pitch” repetition for delays less than  
the optim isation interval.
sam ples. However, their disadvantage is the increased coding capacity. Based on  
this observation, in order to  achieve a greater LTP delay resolution but to  m in­
im ise coding capacity, a m ultirate approach can be used to provide higher delay 
resolution via  an up-sam pling procedure [65,73].
6.4.3.1 Increased R esolution via Interpolation
The LTP delay, D , is expressed as an integer number of sam ples at sam pling  
rate fs-  W hen trying to  replace D by a real number, D r, it is necessary to convert 
the discrete-tim e signal s (n ) , to a continuous-tim e signal as non-integer values are 
not defined by s(n). As our signal s(n) is sam pled according to the N yquist rate, 
the continuous form, sc(t) can be recovered at any tim e instant by filtering through  
an ideal non-causal low-pass filter, i.e.
‘ c ( < ) = J L — w ^ ) —  ( }
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Polyphase
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Commutator
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Figure 6.7: Polyphase structure for im plem enting interpolation.
As we are only interested in  a sub-m ultiple o f D , the sc(t) signal is not required, 
but a higher sam pled signal, sup(m)  is required. The ideal low-pass prototype filter 
is replaced by a finite length filter. The up-sam pling o f s(n) to  sup(m)  is illustrated  
by Fig.6.7 where U is the interpolation factor and a polyphase structure is used.
From the interpolation procedure a non-integer lag value o f (D  +  d/U)  at 
sam pling rate f 8 now corresponds to an integer delay of (UD  +  d) where d =  
0 , 1 , . . . , ? /  — 1 at a rate o f Uf s. Therefore to im plem ent a delay of non-integer 
values one sim ply takes the appropriate branch of the polyphase structure of the  
interpolation filter, as shown in F ig.6.7.
An im portant aspect of the interpolation process is the choice o f the low- 
pass filter both  in  term s of performance and com plexity. As suggested by Kroon  
in [65], a sim ple but effective design is the use of the Hamming window design for
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the filter. The use o f a Ham m ing windowed sin (x)/®  function is advantageous for 
three reasons:
1. the resultant FIR  filter has exactly  linear phase and a fixed delay,
2 . the characteristics o f the filter are adequate w ith only a short filter length, 
i.e. the aliasing com ponents are small,
3 . the original signal can be obtained w ithout any phase-shift, i.e. the top  
branch of the polyphase structure in  F ig.6.7. This m eans that the number 
of filtering operations are decreased as the top branch is effectively just a 
delay operation.
In order to  obtain the above advantages, the filter length N m ust be chosen such 
that the filter delay, (N  — l ) / 2  at sam pling rate U f 3 is an integer m ultiple of U,
i.e.
N  =  2I U  +  1 (6.28)
where I  is the delay of the low  pass filter at sam pling rate f a. A typical filter 
response for I  = 16 and U = 4 is shown in F ig .6 .8 .
6.4.3.2 A pplication o f U p-Sam pling
T he up-sam pling process described above can be applied to the open-loop or 
closed-loop LTP. However, as for the normal LTP, there exists a problem  when the  
candidate delay is less than the optim isation interval, as the filter then recurses. 
A gain, the technique of “pitch doubling” repetition can be used. Apart from  the  
potential of giving a better LTP delay estim ation and hence better overall SNR, 
the up-sam pling also possesses another potential advantage. As the tem poral res­
olution is higher, the effect of “pitch doubling” can be reduced in som e instances. 
This is because w ith the higher tem poral resolution, the LTP will have less require­
m ent to  pick up the second or third pitch periods which m ight have given higher 
SN R , because of the integer sam pling effect m issing the first pitcji. However, this
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Figure 6.8 : Frequency response of low-pass interpolation filter w ith  N —129.
effect is difficult to  observe reliably as the up-sam pling not only resolves the first 
pitch better, but also the second and third. Therefore there is also an equal like­
lihood for these to  be picked up in term s of SNR, especially if  the optim isation  
interval is sm all compared w ith the delay D.
6 .4 .4  P erform an ce C om parison  o f  LTP M eth od s
In order to  assess the perform ance o f the different LTP analysis m ethods, 
unquantised CELP w ith  the different LTPs were sim ulated. The different LTP 
sim ulated were:
1. M odified Cpen-Loop : 1-tap (M O L1), 3-tap (M OL3). (This is the m odified  
version of the norm al open-loop LTP analysis where the quantised residual 
is compared w ith the unquantised residual.)
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Reference
with no I.C. with no I.C.
Figure 6.9: Breakdown of the CELP scheme subsystem s which contribute to the  
overall SNR.
2. Hybrid M odified Open-Loop: 1-tap (HM O L1), 3-tap (HM O L3). (Sam e as 
MOL1 and M 0L 3 except that the delay is calculated from the MOL m ethod, 
but the gain coefficients (3& are calculated in  a closed-loop m ethod.)
3. Closed-Loop: 1-tap (C L1), 3-tap (CL3). (This is the closed-loop analysis 
m ethod w ith the adaptive codebook m ethod when D is less than L.)
4. M odified CL3 (M CL3). (T he delay is calculated by CL1, but the gain coef­
ficients is calculated by CL3.)
5. Fractional delay closed-loop: U = 2 ,(F 2C L 1), U = 4(F 4C L 1). (T his is basically  
CL1 w ith up-sam pling of the LTP.)
6 . A M PLPC  w ith  CL1 used for comparison.
The configuration of the CELP coder is shown in Table 6.1. In order to assess 
the performance of the LTP, the overall SN R  of the CELP coder was partitioned  
in to  three sections: (i) the ST P m em ory contribution, (ii) the LTP contribution, 
and (iii) the codebook contribution as shown in F ig.6.9. No weighting was used  
as we were interested initially  in the effect o f the LTP in objective term s only.
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Sam pling Freq. 8KHz |
STP: order =  10 160 samples
LTP: various 40 samples
Codebook: 10-bit 40 samples
W eighting 7  =  1.0
Table 6.1: CELP1 coder configuration for the LTP comparison test.
Scheme Delay range ST P (dB) LTP (dB ) Codebook (dB ) Overall (dB)
MOL1 41-168 1.60 3.39 4.95 9.95
HMOL1 41-168 1.69 5.23 3.53 10.45
MOL3 42-167 1.72 4.66 4.79 11.17
HMOL3 42-167 1.65 6.44 3.02 11.11
CL1 21-148 1.76 7.28 2.74 11.77
CL3 22-147 1.81 9.13 2.33 13.26
MCL3 22-147 1.77 8.98 2.42 13.16
F2CL1 21-148 1.79 7.37 2.79 11.95
F4CL1 21-148 1.80 7.68 2.76 12.24
M PLPC 21-148 1.85 8.10 4.12 14.07 j
Table 6.2: Breakdown of SegSN R values o f the different LTPs using the configu­
ration of Table 6.1.
Sam pling Freq. 8KHz
STP: order =  10 240 samples
LTP: various 60 samples
Codebook: 10-bit 60 samples
W eighting 7  =  1.0
Table 6.3: CELP2 coder configuration for the LTP comparison test.
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Schem e Delay range ST P (dB) LTP (dB) Codebook (dB ) Overall (dB)
MOL1 61-189 1.10 1.76 4.18 7.03
HMOL1 61-189 1.14 3.62 2.96 7.72
MOL3 62-188 1.15 2.97 3.85 7.96
HMOL3 62-188 1.09 4.72 2.58 8.39
CL1 21-148 1.22 6.02 2.18 9.43
CL3 22-147 1.19 7.75 1.88 10.82
MCL3 22-147 1.22 7.12 1.90 10.25
F2CL1 21-148 1.20 6.31 2.19 9.70
F4CL1 21-148 1.24 6.68 2.15 10.07
M PLPC 21-148 1.27 7.16 3.60 12.02
Table 6.4: Breakdown of SegSN R  values fof different LTP’s using the configuration  
of Table 6.3.
Table 6.2 shows the result of the comparison between the different LTP  
m ethods. From the comparison test and segm ental SN R  values shown in  Table
6.2 several interesting points can be gathered.
(1 )  A s expected the contribution from the memory of the ST P is more or less 
constant and is around 1.7dB. A plot o f the SN R values o f the ST P “ringing 
”is shown in  F ig .6 .10. It can be seen that from  the fluctuation in the SNR, 
the ST P contribution does not always provide a positive SN R  to the overall 
to ta l, i.e. the m em ory is actually m aking the rest of the coding process work 
“harder” . This obviously reflects the past history of the encoding process,
i.e. if the previous subframe was poorly m atched, then the ST P m em ory will 
also probably be poor.
( 2 ) For the open-loop schemes (MOL1 and MOL3) the contribution from  the  
LTP and codebook are roughly equal. Looking at Fig.6.10 however, we can 
see that whereas the codebook contribution is always positive ( a result of 
the error m atching criteria), the LTP contribution is not always desirable as 
illustrated by the occasional very large negative SNRs.
(3 )  For the hybrid MOL1 and M OL3, although the tota l SN R  is not increased, 
a different behaviour is observed. By using a closed-loop m ethod for calcu­
lating /?, the LTP contribution is always positive as shown by F ig.6.11, thus 
the contribution to the tota l SN R  is now shifted slightly to  the LTP half.
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(4 )  The fractional delay closed-loop L T P’s objectively performed slightly better
than the normal CL-LTP’s. However, subjectively the im provem ents were
0
more substantial than the SN R  suggested. The speech was cleaner, especially  
for fem ale speakers. Only uniform  spacing o f the delays were investigated. 
This could be improved if non-uniform  spacing were used as reported in  
[65,73].
(5 )  From Tables 6.2 and 6.4 we can see that the closed-loop LTPs provide sig­
nificantly higher SN R than the open-loop m ethods. Also, notice that whilst 
in  the MOL1 and M 0L 3 cases the gain contribution from the LTP and 
codebook were roughly equal, in  the CL-LTP the LTP cases the gain is 
significantly increased whilst the codebook gain has reduced as shown in 
Fig.6.12. An explanation for this is that in  the CL-LTP, the LTP parame­
ters are calculated in an optim al procedure, thus m ost of the inform ation is 
already generated by the LTP. Therefore, in  order to “fill-in” the rest o f the  
rem aining inform ation the 10-bit codebook can only provide up to  a certain  
threshold in  the overall SNR. In order to  provide more contribution the LTP  
and codebook can be jointly optim ised [49], or a better excitation  source is 
required. For instance, one can increase the size of the codebook to 12 or 
13-bits which will be very com putationally dem anding, or use a M ulti-pulse 
LPC (M PLPC ) approach. For instance in Table 6.2 the values for a M PLPC  
coder using the CL1 scheme w ith 4-pulses per 40 samples are shown. As the 
M PLPC can be considered as a very large codebook, it is a better excitation  
source. This is reflected in  the SN R  values.
In informal subjective listening tests, the CL-LTP schemes were superior to  
the OL-LTP schem es. The speech was less rough, and the background “hiss” was 
less disturbing. The 3-tap L T P ’s were generally better than the 1-taps, although  
for the C L-LTP’s the differences were not as noticeable as for the OL-LTPs. Table
6.4 shows the results of a similar CELP coder using the configuration of Table 6.3. 
The results for this lower rate coder again illustrate the same trends as for the first 
coder. From the results, it is clear that the performance of the CELP algorithm  
is largely dependent on the efficiency in  com puting the param eters o f the LTP.
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Figure 6.10: Breakdown of SN R values for the M OL3-LTP structure.
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6 .5  S eco n d a ry  E x c ita t io n  C o m p u ta tio n
T he vectors contained in  the excitation  codebook forms a very im portant 
part in  the CELP coding algorithm . T hey serve tw o main purposes:
1. To provide the start-up inform ation to the LTP memory, and this includes 
any sudden changes in  the speech not adequately tracked by the LTP.
2. It provides the “filling in” inform ation that the LTP has om itted. This is 
especially the case during unvoiced regions.
As we have seen in  the previous section on the LTP, the gain contribution of 
the codebook excitation can be quite significant, especially if  open-loop m ethods 
are used for the LTP analysis. Thus how the codebook of a CELP is populated  
and how the optim um  vector is com puted are very im portant issues as indicated  
by the m any publications on this subject [29,43,93]. Another related issue is the 
com putational cost and storage o f the codebook search procedure. Referring to  the  
previous chapter on ABS-LPC schem es, it was noted that for a single scaling factor 
codebook the search for the best vector in  CELP can be stated as the m inim ization  
of E k for k — 1 , . . . ,  C  where C is the number of levels in the codebook, i.e.
L-lE  4(«)«(™)]2
min{-Et } =  ^  s 2 (n)-  — , (6.29)
n=0 V'' *2/ \
n=0
Or alternatively, m axim ising the second term  in Eqn.6.29. If we exam ine 
Eqn.6.29 it is evident that in  order to evaluate E k, four com putations are required:
1. Synthesis of the codeword Uk(n) to  obtain the output Sfc(ra).
2. Calculation of the cross correlation between the reference s(n) and the syn­
thetic  estim ate sk (n).
3. C alculation of the auto-correlation of the synthetic estim ate <s&(n).
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4. Testing for the m inim um  error, or the m axim um  of the second term  in
Eqn.6.29 ( Qit).
Hence, in  order to sim plify the CELP secondary excitation com putation the  
above four steps m ust be sim plified. In the previous chapter a few com m on types  
of codebook construction were reported, and in general it was concluded that 
overlapped m ethod (OLM ) codebooks were the best in  term s of performance and 
com plexity. However, in the following, three different approaches to  the problem  
will be described.
6.5 .1  R ecu rsive  M em ory  M eth o d  (R M M )
In obtaining each synthetic estim ate o f the reference signal, £&(«.), two con­
ditions are satisfied, (i) the output %(ra) is shaped by the LPC synthesis filter 
such that the m atch between 8(n) and 8k(n) is not a standard vector quantisation  
procedure, (ii) m em ory of the LPC synthesis is preserved, i.e. it is restored to zero 
for the generation of each % (n) such that the decoder can reproduce the same 
conditions. These two conditions are the m ain cause of com plexity in  the CELP  
search procedure. The first condition m ust be satisfied (as straight VQ  is percep­
tually  very unsatisfactory), but the second condition is not absolutely necessary. 
As long as the decoder can replicate the sam e conditions as the encoder when  
determ ining sopt(n), then  there is no need to reset the m em ory of the LPC filter 
at the beginning of each vector synthesis.
6.5.1.1 System  D escription
It is possible to  achieve the above described objectives using the procedure 
shown in  Fig.6.13. Basically, J — long codevectors are synthesised. T hen from  
these shorter, length J, synthesised vectors are extracted and com puted to  find the  
best m atch betw een the reference vector and the quantised vector. This procedure 
is outlined below:
Let C  =  I  X J  where I and J are integers w ith I much greater than J.
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Figure 6.13: Block diagram of the RM M  excitation  com putation procedure.
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For j  =  0 , . . . ,  J  — 1 Do  
{
Synthesise V j  =  [u0, uu . . . , UI+L- 2}
To give X j  =  [aj0, xu . . . ,  x I+L_2\
For k =  0 , . . . ,  I  — 1 Do
{
Let =  x(k  +  n) ,  n  =  0 , . . . ,  L  — 1
L - l
Y, s(n)Hji+k)(n)
^  R(jl+k) — JJZi
E  *Ui+k)(n)
n=0
}
}
Finally, find max[J5/,] for i =  0 , 1 , . . . ,  C — 1 to  obtain sopt{n).
T ypical configurations for this RM M  procedure is for C = 1024, then 1=128, 
J = 8 . T he above procedure possesses the following attributes:
( 1 ) T he filtered sequences X,- and hence Sfc(n) are all shaped by the LPC spec­
trum  hence it satisfies one of the two conditions.
( 2 ) In order to obtain  each synthetic estim ate only one sample needs to  be syn­
thesised, i.e.
=  8k~i(n +  1) for n  =  0 , 1 , . . .  , L  — 2 (6.30)
Sk(n) =  x(n  +  k) for n  =  L — 1 (6.31)
From the above it is clear that only P m ultiple-adds (M AC) are needed to
synthesise sk(n) where P is the order of the LPC filter instead of (P  x  L )
M ACs, i.e. a reduction of ( P x  (L—1)) M ACs in  com putation. (T his excludes 
the very first vector synthesis where it is still (P  x  L ) M ACs.) Hence the 
synthesis bottleneck is reduced considerably.
172
(3 )  Each autocorrelation of the synthesised vector is now very sim ple and is given  
by:
Rk =  £  4 ( « )  =  Rk-1 -  4 - i ( 0 )  +  sl(L  -  1) (6.32)
n=0
i.e. only two M ACs per vector are required. This considerably reduces the  
autocorrelation bottleneck.
(4 )  T he storage requirement is still o f the sam e order as the norm al overlapping 
m ethod which is considerably less than a full codebook.
(5 )  Once 8opt(n) is found it is necessary to perform an inverse LPC filtering 
operation on sopt(n) in order to  obtain uopt(n) w ith zero m em ory in  the LPC  
inverse filter. This is necessary because we have no knowledge of uopt(n) at 
the residual dom ain of the analysis. The vector uopt(n) is required to  update  
the LTP m em ory contents. At the decoder the following is performed:
(a )  Synthesise U J>p* to  give X i)0pt.
(b )  O btain sopt(n) =  Xj)0pt(k0pt +  n), n  =  0 , 1 , . . . ,  L  — 1
(c )  Inverse filter sopt(n) to  give uopt(n).
One of the reasons for splitting the num ber of codebook levels C in to  J blocks 
is to  facilitate the above procedure at the decoder.
( 6 ) Synthetic speech is obtained by passing the sum of scaled uopt(n) and optim al 
LTP contribution through the LPC filter w ith LPC filter m em ory reset to  
the residual conditions o f the previous frames.
From the above it is clear that the only bottleneck remaining is the cross­
correlation betw een the reference and the synthetic signal which is unavoidable 
in  this filtering type approach. Therefore, using the recursive m em ory m ethod  
the number of M ACs has been reduced from [(2 x  L) +  (L x  P )] x  C  of the full 
search m ethod to  that of [L +  P  -f 2] x C which is a very substantial reduction of 
around 90%. However, one penalty paid is that at the decoder extra com putations  
are required to  obtain uopt(n) as indicated by point (5) in the above discussions. 
However, th is is usually not a problem  as the com putational loading of the decoder 
is usually very much less than that of the encoder. This m ethod tends to spread 
out the loading between the encoder and decoder.
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It can also be noted that the sim plifications of the RMM does not involve  
any m athem atical sim plifications or approxim ations, i.e. each vector synthesis and  
m atch is performed w ithout com prom ise, e.g. no com m on approxim ations such 
as shortened im pulse responses are m ade. Consequently, it can be expected that 
this RM M  should perform close to  that of the normal OLM. This was confirmed 
by sim ulation results where a CELP coder w ith closed-loop LTP was processed  
w ith the OLM and RMM w ith L = 40  and C =1024 ( J = 8 , 1=128). For a test 
speech section of approxim ately 50 seconds only 0.21dB drop in segm ental SNR  
was recorded w ith respect to  the OLM. Subjectively, the performance o f the RMM  
was found to  be indistinguishable from that o f the normal OLM.
Just as the OLM is applicable for the LTP com putation, i.e . adaptive code­
book approach, the RM M  m ethod is also directly applicable to  the LTP. Again  
we perform  the sam e synthesis w ith m em ory hangover to save com putations, and 
obtain the desired vector via the normal search. Inverse filtering is again required 
to  obtain  the signal at the residual side. However, the performance degradations 
of this RM M -LTP were found to  be more noticeable. The reason for this is that 
in  general the contents of the LTP m em ory consist of much larger sam ple values 
(i.e. pitch pulses) thus their im pulse response tends to  be longer in  duration. The 
effect o f this is to upset the general output characteristics therefore degrading the  
performance. Using the RM M -LTP, one is effectively performing the LTP in an 
open-loop fashion, because the m atch effectively becomes a m atch betw een the 
previous synthesised sam ples and the reference signal, i.e. the order of the tim e- 
varying filter becom es (LPC ,LTP) rather than the normal A BS-LPC arrangement 
of (LTP,LPC ).
6 .5 .2  V ector Sum  E x c ita tio n
In the normal filtering approach of CELP, s(n) is m atched by exhaustively  
searching a lim ited sequence of s(n)  and the best m atch Sop*(n) is the sequence 
which gives the m inim um  m ean square error between s(n) and J(n ). How good a 
m atch betw een s(n) and s(n) is determ ined by the degree of freedom  in  s(n), i.e. 
the size and characteristic of the codebook. In the m ethod previously described 
(R M M ), the freedom in  s(n) was obtained by synthesising m any versions of s(n), 
all spectrally shaped by the LPC filter, i.e. the degree of freedom  in s(n)  is
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lim ited by u ( n )  at the residual side o f the analysis. However, it can be noted  
that if  the sam e degree o f freedom  can be achieved at the synthetic signal side of 
the analysis whilst retaining the fact that all candidate s (n ) are spectrally shaped  
by the LPC filter, then less com plexity but equal performance could be obtained. 
Therefore, our goal is to  lim it the am ount of synthesis operations, and perform  
the vector com binations to give the necessary freedom  in s (n ) at the output side 
of the analysis. One such m ethod is vector sum  excitation (V SE ) [33].
In the m ajority of speech coding analyses the m ethod of discrete least m ean  
square approxim ations (LM S) is used, and in the VSE m ethod LMS is also used. 
The form ulation of V SE  is to  derive the optim al excitation u op t ( n )  and hence 
is as follows.
Let s ( n )  comprise o f an approxim ating function such that X i ( n )  are fixed,
i.e.
m
s ( n )  ~  Y  a *x *(n ) i  n = 0 , . . . , L  — l  (6.33)
i=o
but the variables a,* are independent variables where m  < L  to  give a more 
“sm ooth” approxim ation of s(n). Thus our objective is to choose the a,-,i =  
0 , . . .  , m  such that
L — l L — 1 m
e  =  £ > ( re) -  i (« )]2 =  X > ( » )  -  L < w (re)]2 (6-34)
n=0 n=0 *'=0
be m inim ised, i.e. we require that the partial derivatives of Eqn.6.34 w ith respect 
to  each independent variables a, be zero. This will guarantee a m inim um  in our 
error m inim isation.
da-i
L— 1 m
E l ' W - E w W } '
n=0 »=0
=  0 , j  = 0 , . . . ,  m
i.e.
Y aiR(hj) = i = 0,...,m
i=0
(6.35)
(6.36)
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R (hi) =  J2 xi(n)xA n) (6 -37)
i=0
<f>(j) =  E 5(n h W  (6 -38)
n=0
The above normal equations have a unique solution if Xi(n) are linearly inde­
pendent which is the case as m  < L . However, the solution to  the above equation  
to  determ ine a,- is not straight forward as it can be ill-conditioned, i.e. the inver­
sion of the m atrix R ( i , j )  cannot always be obtained. In order that R ( i , j )  is well 
behaved such that a solution is possible, a technique as used in LPC analysis can  
be adopted, i.e. by ensuring that R ( i , j )  is diagonally dom inant, or better  still, 
by ensuring that the m atrix is diagonal. This can be achieved by choosing the  
functions such that the following is ensured:
R (hJ)  =  E  |  ^  o for (6 '39)
i.e. choose the linearly independent functions Xi(n) such that they are orthogonal
to  each other. Assum ing that such a set o f Xi(n) can be constructed then sub­
stitu ting  Eqn.6.39 in to  our normal equation, Eqn.6.35, the coefficients a,- can be 
com puted.
o; =  <j>i/R(i,i), i =  0 , . . .  , m  (6.40)
H aving found a,-, the best estim ate o f s(n)  given the orthogonal functions 
®i(n.) is then
m
n  =  0, . . . , L  -  1 (6*41)
»=0
Therefore, in VSE, the basic task is to  obtain sopt{n) by determ ining the  
basis vectors x ,(n ) and hence the individual scaling factors a,-.
L—1
176
6 .5 .2 .1  D eterm in ation  o f  a:,(n)
T he determ ination of the vectors #,(«.) can be found using the Gram -Schmidt 
procedure. Consider linearly independent vectors p ;(n ),z  = 0,... ,ra. The objec­
tive is to construct (orthogonal) vectors <fr(n) so that
£ « ( » ) © ( » ) {  o for i  =  i  (6.42)
n=0 I ' J
Define q o ( n )  =  p o ( n ) ,  and a Hnear com bination of go(^) and p i ( n )  such that
q i ( n )  =  p i ( n )  -  a 0 1 q 0 ( n )  (6.43)
T hen if  q i ( n )  is to be orthogonal to  go(^) ? he.
£  q i ( n ) q Q( n )  =  0 (6.44)
n=0
then ^
£  Pi(n)qo(n) -  £  OL01ql(n) =  0 (6 -45)
n— 0 n=0
i.e.
L — l
£ p i W ? o W  
«oi =    (6.46)
£  <&(n ) 
n=0
W ith this aoi? the two functions q o ( n )  and q i ( n )  are now orthogonal. In order to
build the other functions <fr(n), linearly independent P i ( n )  are added one at a tim e
until all are constructed. This can be form ulated in general as
k-1
flfc(n) =  P k ( n )  -  £  oLj k q j { n )  (6.47)
3—0
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L —l
J2 Pk^q^n)
“ A =  aT I i  > 3 =  0 , 1 , . . . , k -  1 (6.48)
E i%n)
n=0
6 .5 .2 .2  C on stru ction  o f  th e B asis V ectors
The basis vectors ®,(n) used in  VSE can be constructed in  a number of ways. 
However, remem bering that for perceptual reasons, LPC spectrally shaped vectors 
are m ost preferred, it would seem  sensible if  X i ( n )  were in fact LPC synthesised  
vectors. However, as m  < L  the number of vectors required is very small. As 
rn < L  the choice of Ui(n) to  give a;,(n) (and hence S ,(n )) m ust be carefully m ade 
such that each contribute as much to  the m atching as possible. In order to properly 
select the candidate excitation  vectors, tw o techniques can be used.
(1) S elective  R ed u ction  (SR M ): B y starting from a very large set o f basis 
vectors, selectively choose the vectors which are predom inantly selected in  a 
standard CELP system . Thus, proceeding from each iteration stage to  the  
next the infrequently used vectors are discarded. The vectors which remain 
are those that display a high degree of correlation w ith  the speech training  
database.
(2) Iterative  R e-op tim isation  (IR M ): The training process is in itiated  w ith  
a set o f random  Gaussian vectors. Then at each CELP secondary excitation  
stage o f the training process the basis vectors are re-optim ised. The optim i­
sation criterion is the m inim isation of the total norm alised w eighted error. 
This can be expressed as a function of the individual sam ples o f each of the  
m  basis vectors from the V SE codebook. Therefore, at each subframe the  
optim al basis vectors are com puted by solving the m x  L  sim ultaneous equa­
tions which results from taking the partial derivatives of the total norm alised  
error function w ith respect to  each sample of the basis vector and setting  
them  equal to zero as normal. Hound-off errors are inevitable and if  this 
produces a singular m atrix, that particular subframe can be discarded. This 
re-optim isation is performed on the training database until the objective  
im provem ents tail off.
w here
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T he two techniques described above are both  performed off-line, hence in  
term s of com putations there are no particular differences. However, in  objective  
and subjective term s the second m ethod, iterative re-optim isation, gave better  
results. On a database of about six m inutes, w ith  rn =  10, L  =  40, the IRM gave 
a 0.83dB im provem ent. Using a test sequence of 30 seconds of speech, the figure 
was 1.14dB. Subjectively, the IRM produced a cleaner output than the SRM w ith  
a considerable reduction in  the background hissing noise.
6 .5 .2 .3  V SE -L PC  S ystem  D escrip tion
In F ig .6.14 a block diagram  of the VSE-LPC is shown. The ST P and LTP 
filter param eters are com puted as in  standard CELP. The excitation  is com puted  
in  the following procedure. The m  basis vectors are first synthesised to give rn 
synthetic basis vectors. These are then m ade orthogonal to  each other as well 
as the LTP contribution signal via the Gram -Schmidt orthogonalisation process. 
This ensures that the secondary excitation  does not cover the vector space that 
has already been covered by the LTP contribution. After orthogonalisation, the  
individual basis vector scaling factors a,- are com puted to form  a m th elem ent 
vector, a . The vector a  is then quantised (see next section). T he final synthetic  
signal from the excitation , sopt(n) is obtained by sum m ing up the scaled orthogonal 
basis vectors. In order to obtain  the quantised secondary excitation , sopt(n) is 
inverse filtered to give uopt(n). The overall scaling factor is obtained as in  standard  
CELP. The final synthetic speech is obtained by adding the scaled secondary 
excitation  and the LTP contribution and synthesising this through the ST P w ith  
initial m em ories restored. N ote that the orthogonalisation procedure and inverse 
filtering is required both  at the encoder and decoder.
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Figure 6.14: Block diagram of the V SE  m ethod for excitation com putation.
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There are two sources o f errors in  the V SE m ethod. T he first source of 
error is the lim ited number of basis vectors used (m ) and its construction. Using  
unquantised {a, } it was found that the number of vectors used was not too  critical 
if  it was in  the order o f around 25 % o f L, e.g. if L  =  40 sam ples, m  w 10 
to  15. T he second source o f error is the quantisation of {a ,} . Using a trained  
codebook of {a ,}  the vector quantisation of the scaling vector was found to  be  
very efficient, and typically only a l . ld B  drop was recorded betw een the quantised  
and unquantised speech. However, VQ of {a ,}  presents two disadvantages, nam ely  
com plexity and storage. As these are the factors which requires reduction, other 
quantisation m ethods are required.
If the basis vectors are constructed in  an optim al procedure, then it can be  
assum ed that they will occupy m inim al overlapping regions in  the vector space 
after orthogonalisation, i.e. they should all have approxim ately equal correlation  
w ith the reference signal. Therefore, as the trained VQ procedure has shown, 
the quantisation of {a ,}  can be m ade efficient by taking advantage o f this spread 
of equal correlation w ith  the reference signal. Consequently, the quantisation of 
{a ,}  can be done on a scalar basis by using only one bit per vector gain, i.e. a 
factor o f 1.0 for positive correlation w ith  the reference, and a —1.0 for negative  
correlation w ith the reference. This binary quantisation procedure im plies that the  
num ber of basis vectors dictates the capacity of the excitation, therefore fewer basis 
vectors can be used compared w ith the trained VQ m ethod, and it also introduces 
an additional quantisation error, which for a test segment o f 50 seconds speech  
am ounted to 0.43dB difference when compared to the trained VQ  m ethod for the  
sam e overall capacity. This decrease in  objective performance was also evident 
in  the subjective performance, although it was not as substantial as im plied by  
the SN R  values. Overall the trained VQ m ethod produced speech which had a 
sharper characteristic whereas the binary case had a more low pass effect. This 
drop in  performance was less noticeable when post-filtering was applied. The 
inferior binary quantisation m ethod however does possess three very beneficial 
advantages: (i) the quantisation procedure is considerably simpler than the VQ  
m ethod as only one bit quantisers are used, (ii) there is no storage requirem ent, 
(iii) the excitation  is more robust as a bit error changes the sign of only one of the  
basis vectors, therefore the resulting codevector is still very similar to  the desired 
codevector. In the VQ m ethod a bit error will norm ally result in a tota lly  different 
codevector.
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6 .5 .3  T ransform  D om ain  E x c ita tio n  (T D E )
A daptive Transform Coding (ATC ) [44,115] has been successfully applied to  
speech coding for bit rates of 9.6 to  16K b it/s. One of the m ajor attractions and  
effectiveness o f ATC is that the bit allocation used to quantise the transformed  
coefficients can be adaptively varied according to any applied perceptual criteria. 
However, for operations at 9 .6K b it/s  and below, ATC has lost favour because 
insufficient b its are available to  adequately scalar quantise the transform  coeffi­
cients. In this section, a predictive transform  scheme will be described, but as will 
be shown, it is in fact a special form of A BS-LPC coding w ith certain assum ptions 
and generalisations. Thus, although not obvious at first, the transform  dom ain  
excited  LPC is a merger between transform  and predictive coding techniques [82], 
and consequently the benefits of both  dom ains are exploited.
6 .5 .3 .1  Form ulation  o f  T D E -L P C
In this section the form ulation to  show that the search procedure to  determ ine 
the optim al excitation from a codebook in CELP is approxim ately equivalent to  
a transform  dom ain w eighted vector quantisation of the residual w ill be described  
[58,78].
In the synthesis filtering approach to  find the optim al codebook excitation  
in  CELP, the synthesis filters (ST P  and LTP) and the perceptual w eighting filter 
can be com bined into one linear filter. Let the im pulse response of this filter be 
represented by the sequence h(n). Then the im pulse response m atrix, H  can be 
defined as
H =
M o)
o
0
k(L - 1)
h(L-  2)
M o)
(6.49)
Following the form ulations described in  Chapter 5.6, the optim al codebook s* is 
the one which m inim ises Ek in  Eqn.6.50 (w ith  only one scaling factor).
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T (sfcHrr)2
^  =  r r  ~  s t H .( S,H )T  (6‘5°)
where r is the reference signal formed by subtracting the m em ory of our filter from  
the weighted original signal.
A block diagram  illustrating this filtering approach to  searching is shown in  
F ig.5.6. From Eqn.6.50, it is obvious that the very large com putational com plexity  
is a result of performing the convolution operations represented by the m atrix H  in 
the error equation. T he com plexity can be substantially reduced if  the m atrix H  
is replaced by a m atrix which only requires a few elem ents for com putation. The  
solution to this problem  is given through the Singular Value D ecom position (SV D ) 
of H . The SVD is a well known m ethod for representing rectangular m atrices as a 
sum  of rack-one m atrices, and is an im portant technique in m atrix m anipulation. 
The SVD of the L  x  L  non-singular upper-triangle m atrix H  is given by
H  =  U D V t (6.51)
where U  and V T are unitary L  x  L  m atrices w ith
D =  diag ( d i , d 2, . . . , d L )  (6.52)
where d; >  dI+1 >  0, i — 0 , . . . , L  — 1. T he diagonal elem ents {d ,} are singular 
values o f H , and the colum n vectors o f U  and V  are term ed the singular vectors 
of H .
T he m inim isation of Ek in  Eqn.6.50 is equivalent to the m axim isation of the  
second term , denoted by
_  (si.-HrT)2
m'k skU.(st H )T ( )
Letting r =  e H  where e is the original residual signal, and using the SV D , Eqn6.53. 
becom es
_  ( s t U D V r V D U TeT)2 
m’k ~  (sfcU D V T) (V D U Tsj[’) ( }
_  ( P t D 2< n 2
~  P . D ’P r  (6 '55)
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(E PkAQif
=  -X IT  (6-56)
E ( ^ X ) 2
1 = 0
where
P fc =  s fcU  =  { PM , . . . , P fc)L_ 1} (6.57)
Qfc =  e fcU =  {Qfc,o5 ■ • •, Q k,L-1} (6.58)
The interpretation of the above form ulation is that the best sequence is now  given  
by the sim ple correlation of the transformed residual and transform ed codevec­
tor, weighted by a factor d2 which is considerably simpler than the convolution  
com putations required in  Eqn.6.53. The transform ation can be regarded as the 
Karhunen-Loeve transform ation (KLT) in  one dim ension if  the residual e is spec­
trally flat, i.e. the KLT can com pletely decorrelate the signal [44]. As shown  
above the quantisation error in  the transformed domain is the sam e as that in  
tim e dom ain coding. However, in  bringing the selection of the optim al excitation  
in to  the transform  residual dom ain, an additional cost o f com puting the SVD of 
a L X L  m atrix ( H  ) has to  be performed for every new set of filter parameters.
T he SV D (or KLT) is by^means a trivial operation and hence, as is common
in such situations, an alternative transform  is required which is independent of 
H , but at the sam e tim e can give similar performance to  the KLT such that 
our transform  dom ain error m inim isation is close to that of the tim e domain. 
Therefore, the requirement is for a signal independent transform such that H  can  
be diagonalised. As m any reported papers have suggested and applied, the Discrete 
Cosine Transform (D C T ) is a very good candidate. It has m any advantages over 
other transforms such as D F T  and these include
(1 )  Its basis vectors are very similar to those o f the eigenvectors observed for 
A ft-m odelled speech statistics.
( 2 ) It can give near KLT performance as dem onstrated in ATC schemes.
(3) It can be com puted using fast transforms.
Therefore, replacing the unitary m atrices U  and V  by the D C T kernel m atrix we
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can now search for the best excitation  by a direct m atching rather than a filtering 
(convolution) process.
Looking at Eqn.6.56, we can see that e , the residual, is quantised using an 
effective bit assignm ent which varies from frame to  frame according to  the weight­
ings d{. Since d, are the eigenvalues of H , they correspond to the discrete spectral 
envelope of the filter H(z).  In others words, th is transform  dom ain residual search  
procedure is adaptively quantising the residual according to the filter spectral en­
velope. This is very similar to that used in  conventional adaptive bit allocation  
used in  ATC schem es. It is interesting to  note that although we have started in  
the A B S-LPC  scheme in the tim e dom ain, using som e m athem atical m anipulation  
and assum ptions, our form ulation has produced a very similar procedure to  that 
used in  frequency dom ain coding.
6 .5 .3 .2  T D E -L P C  S y stem  D escrip tion
As shown in  the previous section, the CELP algorithm  can be reduced to that 
of a direct weighted vector quantisation procedure, i.e. the convolution process is 
elim inated. Consequently, the proposed TD E-LPC  as shown in  F ig.6.15 operates 
as follows. The coefficients of the ST P are calculated. For every subframe the LTP  
param eters are determ ined using and adaptive codebook form ulation. T he con­
tributions o f the determ ined ST P and LTP are then subtracted from the original 
speech to  give a reference signal. This reference signal is then inverse filtered and  
the residual obtained is then transformed using the D C T. The transformed resid­
ual is then m atched using a weighted vector quantisation as specified by Eqn.6.56. 
Once the best codevector is found, its  tim e dom ain equivalent is calculated via  an 
inverse D C T . The codevector scaling factor is then found as in  normal CELP. The  
processed speech is then formed by passing the scaled optim um  excitation  vector 
and the LTP contribution through the ST P w ith  all initial conditions restored. 
The incorporation of the filter m em ory “hangover” signal at the synthesiser makes 
this TD E-LPC  slightly different to ATC based schemes. It has the advantage of 
reducing fram e-to-fram e transition effects by sm oothing out those transitions via  
the ST P filter, thus elim inating the need for overlapping frames as often used in  
ATC based schem es.
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From the above description two points remain to  be addressed, (i) what is 
the optim al determ ination of the weighting factors, (ii) what distortion should be  
used in  the weighted VQ , i.e. what com ponents o f the spectra are im portant.
6 .5 .3 .3  S p ectra l E nvelope C om pu tation
In order to  address the first problem  three m ethods of spectral envelope 
estim ation  were experim ented.
1. Direct com putation of the equation
D  =  U t H U  (6.59)
where U T is the D C T  kernel m atrix. A lthough this should provide a good  
estim ate of the true spectral envelope- it very much depends on the nature of  
the m atrix H , i.e. whether or not it can be diagonalised by the D C T. This 
depends on the effective im pulse response duration of the filter, and thus can  
be sub-optim al in certain cases, e.g. when L  is short.
2. B y com puting the D F T  of the im pulse response of the m odel filter which is 
the sub-band coder approach.
3. B y using an approxim ation as given by Honda in [78], i.e.
=  E  i^r)Vj 008 +  1/ 2r° 6^-60^
where r,- are the autocorrelation coefficients associated w ith the j th tim e delay 
of the filter im pulse response. As pointed out in [78], this approxim ation is 
valid if  L  is large, i.e. >  128 sam ples.
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Figure 6.15: Block diagram of the T D E  m ethod of excitation com putation.
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A plot o f the spectral envelope produced by the above three m ethods is shown  
in  Fig.6.16. As can be observed the D F T  m ethod is more sm ooth in  outline, and 
subjectively this was found to  give better quality.
6 .5 .3 .4  W eigh ted  VQ
In conventional ATC, the number of b its assigned to the transformed coef­
ficients is varied according to  the perceptual im portance attached to  the various 
spectral envelope com ponents. Consequently, as only a finite number of b its are 
available som e coefficients are quantised w ith  zero bits. This however does not 
create significant distortions as long as the perceptually im portant coefficients are 
quantised adequately. Therefore, arising from this it is possible to  apply this strat­
egy in  the TD E-LPC  in order to (i) save com putations by only searching for part 
of the vector, (ii) save storage space.
Hence, in  the weighted VQ procedure the spectral envelope is first determ ined  
via the D F T  m ethod, then the largest of the com pensated spectral com ponents  
are selected and retained whilst the rest are set to  zero. A reasonable figure to  
retain was found to be around 60 % of the spectrum . Then in the VQ process, only  
the significant portion of the spectral envelope is searched. This reduces the VQ  
m atching process significantly. A lso, if  a full codebook is used then the storage  
requirement is also reduced. However, the overlapping codebook as described  
in  Chapter 5 for CELP was also found to  be applicable. Again as in  CELP, 
considerable storage space is relieved by using the overlapping structure. Once the  
best vector m atch is found the full vector is constructed by inserting the desirable 
com ponents in to  their correct locations w ithin  the vector. As for the non-m atched  
com ponents, inserting a sm all am ount of random  noise was found to  give better  
subjective results.
Using the procedure described above extra com putations are incurred at 
the decoder as an inverse D C T  as well as the spectral envelope calculation are 
required. This would be unnecessary if a full search is performed as the inverse 
transformed vectors could be stored off-line at the cost of extra storage. A lso, 
th is m ethod requires the ST P inform ation to be received correctly at the decoder 
which reduces the robustness of the coder.
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Figure 6.16: Typical spectral envelopes for the T D E  m ethod via the three m ethods.
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6 .5 .4  C om p lex ity , S torage and R ob u stn ess
In the previous sections concerning different forms of excitation  com puta­
tions, the two issues o f com plexity and storage have been highlighted already. In 
th is section a quantitative exam ination will be given. The com parative test is taken  
for a standard CELP but w ith  four different forms of excitation, all operating at 
the sam e b it capacity.
1. Overlapping codebook m ethod (OLM ) as described in  Chapter 5, section  
5.8 .I.3 .
2 . The recursive m em ory m ethod (RM M ) as described in Section 6.5.1 w ith  the  
factors 1=128, J = 8 .
3. The vector sum  excitation (V SE ) m ethod w ith binary coding of the basis 
vector gains.
4. The transform dom ain excitation  (T D E ) w ith  only 60 % o f the spectrum  
searched.
In Table 6.5 and 6.6 the am ount of CPU tim e and storage space required 
for the com putation of the excitation sub-system  is listed . The figures are for one 
second worth o f speech running U N IX /C  on a SUN-4 workstation. As can be  
seen, in  term s of sim plicity, the V SE is the best for encoding as the com plexity  
increase for an increase in  capacity (codebook size) is not double as for the others. 
However, the penalty is that the decoder is by far the m ost inefficient. The T D E  
fairs well for the encoder, but again it is more com plicated for the decoder. As 
for storage, the T D E  is the worst as it requires the storage of the D C T  kernel 
codebook as well as the excitation  codebook. This becom es excessive when L is 
large.
The robustness o f the coders is difficult to  assess w ithout full sim ulation. 
However, it appears on the surface that the binary VSE is the m ost robust as 
m entioned in  Section 6.5.2.4. However, remem bering that it requires both  the LTP  
and ST P coefficients to  perform the orthogonalisation procedure at the decoder, 
i t ’s inherent binary robustness is reduced. Nevertheless, as the LTP and STP
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OLM RMM VSE T D E
C P U /s 433.2 200.6 45.1 243.4
R O M /K bytes 4.2 5.2 1.6 22.8
Table 6.5: CELP encoder com putation tim es and storage for excitation  com puta­
tion.
OLM RMM VSE T D E
C P U /s 0.2 8.8 40.1 23.4
R O M /K bytes 4.2 5.2 1.6 22.8
Table 6 .6 : CELP decoder com putation tim es and storage for excitation  com puta­
tion.
coefficients are usually the m ost highly protected parameters in  a norm al CELP  
system , this disadvantage is reduced. The two filtering techniques OLM and RMM  
are roughly equal. The T D E  depends on the ST P parameters being correct, thus 
it is less robust than the OLM and RM M .
6 .6  S im u la tio n  o f  C E L P  a t 8 to  4 K b it / s
T he previous sections have concentrated on the performance and com plexity  
of the various building blocks o f the CELP coder under unquantised conditions. 
In this section the quantisation aspects o f the CELP coders will be reported [63]. 
The aim  of the quantisation procedures is to  preserve the coder perform ance using  
as few b its as possible. However, in  order to achieve this aim, m any trade-offs are 
possible, thus the work presented in  this section is only a fraction of the m any 
possible bit allocation com binations.
T he inform ation to  be quantised can be divided into three parts:
( 1 ) LPC coefficients.
( 2 ) LTP param eters.
(3 )  Codebook param eters.
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Since the LPC are only updated on a frame bases, it is the LTP and codebook  
which occupy the bulk o f the available bits.
6.6 .1  Short-T erm  P red ictor
For the ST P analysis, D urbin’s algorithm  was used as this was judged to  
give slightly higher subjective quality than the other LPC analysis m ethods. The 
schem e em ployed is the no-delay interpolation scheme discussed in  section 6.3.3. 
The predictor order was fixed at ten . In order to  quantise the ST P coefficients, 
scalar or vector quantisation can be used. O bviously, in  higher rate C E L P’s scalar 
quantisers can be easily afforded, but as the bit rate is reduced then vector quan­
tisers becom e more attractive. However, VQ introduces some degradation and is 
also less robust, thus their use m ust be carefully weighted against their bit saving  
advantage.
In th is study two schemes were used. For higher rates, a 37-bit scalar quan­
tiser using Line-Spectral Frequency (LSF) representation was used. T he quanti­
sation levels for each LSF elem ent was designed using a K-means algorithm  on a 
large set o f training data. Thus the resultant SQ was non-uniform  and the average 
spectral distortion introduced was 0 .67dB 2. The levels for the SQ are shown in 
A ppendix B . For lower rates, a split direct vector quantisation schem e as discussed  
in  Chapter 4, section 4.6 was selected. The average spectral d istortion introduced  
by the 25-bit VQ  was 2.03dB 2.
6 .6 .2  LTP C oefficients
T he values of the LTP delay was directly quantised using 7-bits, i.e. covering 
the range 21-148 for the Closed-Loop schemes described in  Section 6.4.2. For the  
1-tap LTP the gain coefficients were quantised by a 4-bit uniform  quantiser as 
described in  Chapter 5. For 3-tap LTP the gain coefficients were vector quantised. 
The codebook for the vector quantiser was designed using a large database of 
unquantised 3-tap gain vectors. As the vectors occupy only a lim ited signal space, 
e.g. the central coefficient is usually m uch larger than the si de-coefficients, it does
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not vary too  much for different speech. Therefore the resultant trained codebook  
performed very satisfactorily. The results of different codebook sizes revealed that 
a 7-bit codebook was adequate to  give good performance when compared w ith the  
unquantised param eters.
6 .6 .3  C od eb ook  E x c ita tio n
T he number of levels in the codebook and the number of b its used to  quantise 
the scaling factor effectively determ ines the codebook size. The required number of 
levels in  the codebook is usually at least 8-bits in  order to provide a well varied rep­
resentation. The quantisation of the codebook scaling factor, G, is very im portant. 
The factor G determ ines the overall energy level o f the synthetic speech output, 
and as the original can have a large dynam ic range, the synthesised speech must 
track this also. Therefore, the quantisation of G must account for the m axim um  
and m inim um  input levels expected. There are two approaches to  the dynam ic 
range problem: (i) assign more bits to  individual values of G such that it covers 
the necessary large dynam ic range, (ii) make the quantisation of G adaptive such  
that fewer quantiser levels are required.
The first approach is usually the one taken in m ost CELP schem es. The 
second adaptive approach can be form ulated as follows. As G reflects the power 
level o f the synthetic speech, it is closely coupled w ith the power level of the  
original speech. Therefore, if  G is adapted to the power level of the frame it 
can be m ade adaptive. Therefore, by letting  G — GQ\ fP  where P  is a factor  
depending on the frame energy, and G0 is the signal independent quantiser, the  
dynam ic range problem  should be solved. W ith such an arrangement, the G0 
quantiser is designed for a norm alised input level. W hen quantising G, this G0 is 
sim ply scaled up appropriately depending on the factor P which is also quantised  
and transm itted on a frame basis.
Therefore, the quantisation of the excitation scaling factor involves two stages, 
the quantisation of the overall energy scale P  and the excitation factor G0•
( 1 ) Q { P }: Calculate the m ean square value of the original signal on a frame
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basis:
P = l / N Y s \ n )  (6.61)
n=0
P is then  converted into a dB range relative to the full scale (full scale 
depends on the square of the m axim um  sample am plitude, i.e. it depends 
on the input A /D  conversion.):
PdB =  10 log10[P /P maa;] (6.62)
The value PdB is then  quantised by 5-bits w ith steps o f 2dB by m inim ising
E h
Ei =  abs{qPi -  (PdB +  6 6 ) /2 } , i =  1 , 2 , . . . ,  31 (6.63)
Level zero is reserved for silencing the decoder output. The quantised value
of P  is then given by
p q =  Pmax{W((-2qP°’’,-™)lw)) (6.64)
( 2 ) Q{G0}: The unquantised G is norm alised to  G0, i.e.
Go = G f  \/Pq (6.65)
It is then quantised w ith 5-bits by m inim ising P,-, i.e.
Ei = (G0 -  qGi)2, i — 0 , 1, . . . ,  31 (6 .66)
Finally, the optim al quantised scaling factor is given by
Gq =  qG0/ V P q (6.67)
T he quantiser levels for {qG%0} are shown in Tables 6.7.
The two approaches require the sam e amount of coding capacity, but the 
adaptive approach has the added advantage o f robustness. At the decoder, errors 
in  G usually cause large transitions which appear as subjectively annoying pops. 
However, using the adaptive approach where the estim ated frame energy is sent, 
the loud pops can be reduced substantially as errors in  received P and G0 are easily 
sm oothed out. This is especially im portant in  situations where com plete frame 
substitutions are required, and good estim ates of the expected speech power are 
vital.
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Level G0 Level G0
1 0.0033 17 0.2833
2 0.0117 18 0.3050
3 0.0200 19 0.3267
4 0.0283 20 0.3483
5 0.0367 21 0.3700
6 0.0450 22 0.3917
7 0.0667 23 0.4133
8 0.0883 24 0.4350
9 0.1100 25 0.4567
10 0.1317 26 0.4783
11 0.1533 27 0.5000
12 0.1750 28 0.5433
13 0.1967 29 0.6267
14 0.2183 30 0.7167
15 0.2400 31 0.8167
16 0.2617 32 0.9500
Table 6.7: 5-Bit quantiser levels for the codebook scaling factor. 
6 .6 .4  S im u lation  R esu lts
In Table 6.8 the various parameters o f the CELP together w ith  the bit rate 
requirement expressions are illustrated. In the sim ulations the objective was to  
find the best trade off between these various param eters. The weighting factor 
used throughout was fixed at
In Table 6.9, the specific param eters for a group of approxim ately 8K b it/s  
CELPs are shown. In Table 6.10 the performance of CELP w ith various codebook  
sizes w ith  a 1-tap closed-loop LTP is shown. Informal listening tests revealed 
that both  the 10-bit and 11-bit codebook CELPs produced very good quality  
speech. For the 9-bit CELP the quality was still very good although the roughness 
in  the speech output was more pronounced. In Table 6.11 the performance of 
the sam e coder but w ith  a 3-tap LTP is shown. As can be observed the 3-tap  
LTP produced approxim ately 0.5 dB increase in  performance at the expense of 
a higher inform ation rate. However, although the objective score was higher, 
subjectively the coders were not significantly different to  that o f the 1-tap LTP 
CELPs. A lthough it was sm oother w ith  particular speakers, its  affect was not as 
overwhelming as anticipated. In Table 6.12 the same coder but w ith the 3-tap LTP
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Param eters Number B its U p d ate/m s B it R ate
ST P(L SP-SQ ) 10 37 N1 37 /N 1
ST P(L SP-V Q ) 10 25 N2 2 5 /N 2
LTP 1-tap 11 N3 11 /N 3
LTP 3-tap 14 N4 1 4 /N 4
CB vector 1 M N5 M /N 5
CB scale 1 5 N 6 5 /N 6
Energy 1 5 N7 5 /N 7
Table 6 .8 : B it allocation of CELP param eters.
Param eters Number B its U p d ate/m s Bit R ate
ST P(L SP-SQ ) 10 37 20 1850
LTP 1-tap 11 5 2200
LTP 3-tap 14 5 /1 0 2800/1400
CB vector 1 9 /1 0 /1 1 5 1800/2000 /2200
CB scale 1 5 5 1000
Energy 1 5 20 250
Table 6.9: B it allocation of CELP schemes at «  8K b it/s .
updated every 10ms is shown. The sm all drop in  SN R indicates that the LTP is 
still efficiently providing the long term  correlations. Subjectively, there were very 
slight degradations w ith  fem ale speech, but it was still comparable w ith  the 5ms 
LTP update coders.
Similar tests for a group of CELPs at approxim ately 4 .5K b it/s  as configured 
in Table 6.13 were also conducted, and the results for these are shown in Table 
6.14 and 6.15. As indicated by the objective SN R ’s the lower rate coders were 
not as good as the 8K b it/s  coders. As for the 8K b it/s  coders, the use o f 3-tap  
LTP improves the performance slightly. But overall the processed speech for these  
4 .5 K b it/s  CELP coders contained noticeable quantisation noise and roughness. 
This can sim ply be attributed to the inadequacy of the coder in dealing w ith the 
large vector size.
As indicated by the tables, the OLM -LPC consistently produced the highest 
SNRs, and the TD E-LPC  was the worst. In subjective term s, inform al listening  
indicated that the difference betw een the three tim e dom ain CELPs were all rather 
m inim ial, w ith  the OLM and V SE  scoring roughly equal. The T D E -L PC  was the  
least preferred in the inform al tests conducted.
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CB Size R ate OLM RMM VSE T D E
9 7100 12.41 12.15 11.89 11.53
10 7300 12.70 12.31 12.40 11.91
11 7500 12.93 12.82 12.45 12.10
Table 6.10: SegSN R performance o f various CELP w ith  1-tap CL-LTP.
CB Size R ate OLM RMM VSE T D E
9 7700 13.02 12.89 12.80 12.21
10 7900 13.33 13.11 13.02 12.73
11 8100 13.62 13.40 13.38 13.05
Table 6.11: SegSN R performance of various CELP w ith  3-tap CL-LTP updated  
5ms.
CB Size R ate OLM RMM VSE T D E
9 6300 12.01 12.06 11.91 11.63
10 6500 12.48 12.37 12.09 11.78
11 6700 12.80 12.66 12.17 11.80
Table 6.12: SegSN R performance of various CELP w ith 3-tap CL-LTP updated  
at 10m s.
Param eters Number B its U p d ate/m s Bit R ate
ST P(L SP-V Q ) 10 25 30 833.3
LTP 1-tap 11 7.5 1466.6
LTP 3-tap 14 7.5 1866.6
CB vector 1 9 /1 0 /1 1 7.5 1200/1333 .3 /1466 .7
CB scale 1 5 7.5 666.7
Energy 1 5 30 166.7
Table 6.13: Bit allocation of CELP schemes at »  5K b it/s.
CB Size R ate OLM RMM VSE T D E
9 4333.4 9.22 9.20 8.76 8.70
10 4466.7 9.40 9.11 8.98 8.79
11 4600.0 9.78 9.53 9.35 9.07
Table 6.14: SegSN R performance o f various CELP w ith  1-tap CL-LTP.
CB Size R ate OLM RMM VSE T D E
9 4733.4 9.81 9.77 9.52 9.16
10 4866.7 10.03 9.84 9.81 9.24
11 5000.0 10.15 9.99 9.90 9.33
Table 6.15: SegSNR performance o f various CELP w ith 3-tap CL-LTP.
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6 .7  C E L P  w ith  P o s t-F ilte r in g
As pointed out in  Chapter 5, the subjective quality of A B S-LPC  schemes 
are im proved by incorporating a subjective weighting factor into  the error m in­
im isation procedure. The factor 7  is used to lower the noise com ponents in cer­
tain frequencies (spectral valleys), but only at the expense of increasing the noise 
com ponents at other frequencies (spectral peaks). Thus the function of 7  is to  
deem phasise the formant regions which are more tolerable to additive noises, a 
well known property of auditory m asking [95]. However, at low rates such as 
4 .8 K b it/s , where the average noise level is significant, it is very difficult to  sup­
press the noise below the m asking threshold at all frequencies. Consequently, w ith  
the w eighting alone the CELP coder quality around 4 .8K b it/s  is still perceived  
as rough or noisy, as indicated in  the sim ulation results in the previous section. 
Therefore, in  order to  improve CELP at lower bit rates, further subjective noise 
reduction techniques are required.
As CELP is essentially a waveform type speech coder, the coded speech  
can be considered to be the original speech corrupted by additive G aussian type  
noise. Therefore, any speech enhancem ent technique that deals w ith  this problem  
can be used to reduce the noise. One such m ethod is that of post-filtering [45]. 
A daptive post-filtering (A P F ) has been used successfully in enhancing A D PCM  
coded speech and A PC -type schem es [113]. For ABS-LPC coders, the A P F  as 
reported by Chen [23] and given by Eqn.6 .68 , has proven to be w idely accepted. 
The following reports the use o f Chen’s A P F  on the CELP coders reported in  
section 6 .6 .
( l - p z - ' X l - Y o i P z - * )
Hapf(z) =  p
( i  -  £  dia'z-')
*=1
T he function of the A P F  is to attenuate the com ponents in  the spectral 
valleys. However, to  achieve this successfully the simple all-pole A P F  used in  
earlier schemes is not adequate. If only an all-pole A P F  is used, then, although the 
perceived noise level is lowered, the output speech is severely low -passed thus giving
198
(6.68)
Figure 6.17: Block diagram  of the adaptive postfilter.
a muffling effect. In order to com pensate for this low-pass effect the spectral tilt of 
the all-pole A P F  can be m odified such that its response is somewhere betw een an 
all-pass response and the signal spectrum . T he best A P F  com bination was found  
to  be that shown in Fig.6.17.
The sim ple high-pass filter in the first stage provides a slightly high-passed  
spectral tilt and thus helps to  reduce muffling. The pole-zero second stage filter 
provides “flattening” of the spectral envelope. Finally, a gain control is added  
to  scale the post-filtered speech such that it has roughly the sam e power as the  
unfiltered noisy speech. This is necessary as the cascaded filters are not unity gain  
filters. One technique used to  norm alise the output signal power is to  estim ate  
the power o f the unfiltered and filtered speech separately, then determ ine an ap­
propriate scaling factor based on the ratio o f the tw o estim ated power values. The  
speech power is estim ated by an exponential-average gain estim ator, i.e. the two  
estim ated  power values S2 and S2 are given by
sl(n ) = Csl (n  — 1) +  (1 — C K W  (6-69) 
K(n) = C%(n - 1) + (1 - C » )  (6.70)
where s0(n) is the original synthetic speech, and sp(n) is the post-filtered speech. 
A suitable leakage factor £ is 0.96. A t each sampling instant, 82{n) and S2(n) 
are com puted as above, then the ratio and the square root are com puted in  order
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to  obtain  the gain factor g(n) =  y/6% ( » ) / ^ (  n j. Therefore, the final post-filtered  
speech is given by
5p W  =  9in )so(n) (6.71)
T he above procedure is quite com putationally intensive as it requires a divide 
and square root operation per sam ple. Therefore, instead of the sam ple by sample 
norm alisation, block wise norm alisation can be used, i.e. sum  up the values of 
S2(n) and S2(n) for a block and use the average. Block sizes of 10 sam ples produced  
indistinguishable results. The effect of the A P F  of Fig.6.17 can be seen in  Fig.6.18  
where a typical exam ple of the original LPC envelope and the A P F  envelope are 
shown.
T he A P F  of Fig.6.17 was applied to  the CELP coders o f the previous section. 
Various com binations of (/x,/?, a)  were experim ented, but it was concluded that the  
best com bination varied according to  the test sentences and the weighting factor 
used. Generally, the following param eter ranges were found to give reasonable 
subjective results:
(6.72)
(6.73)
(6.74)
The factor //. controls the “brightness” of the speech, and hence larger values 
will tend to  bring in more high frequency background noise. T he factors (3 and  
a  controls the degree of spectral filtering, and the difference betw een the param­
eters determ ines the filtering effect. Subjectively, large differences gives quieter 
speech, but this is usually accom panied by an unnatural “deep” voice effect. This 
was found to  be unacceptable for fem ale speakers. Applying A P F  w ith  the cor­
rect subjectively selected control param eters to  the coders produced significant 
subjective noise reduction w ith alm ost negligible distortion in the speech for the 
m ajority of the test sentences. The post-filtered speech is characterised by its lack 
of background noise com ponents (quiet room effect), and increased sm oothness for 
voiced speech. For the lower rate CELPs, this enhancem ent to subjective quality
0.2 < f i <  0.4  
0.5 <  (3 <  0.7 
0.8 <  a  <  0.9
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was particularly noticeable. The results being that the speech sounded much more 
cleaner and much pleasant to listen  to . N evertheless, it was noted that for par­
ticular sentences the A P F  did cause som e tonal distortions which although these  
were detectable, did not cause as m uch discom fort as the unfiltered speech. This 
distortion would indicate that the fixed values o f are not always work­
ing adequately, and it would seem  that som e form of adaptation is required. As 
suggested in [55], the high pass factor, //, was adapted to be equal to  Ak\  where 
ki is the m odulus of first reflection coefficient com puted from the quantised LPC  
param eters and A is a scaling factor w ith  a typical value o f 0.3. A lthough some 
benefits were detected for particular sentences, this simple adaptation was not 
very successful in  removing the occasional tonal distortions m entioned earlier.
A lthough A P F  is a useful tool for enhancing the CELP coder, it nevertheless 
introduces some potential problems in  real operating environm ents. A s it usually  
introduces a significant drop in  SNR, typically by 1.5 to  2 .0dB , a very serious 
problem  could arise during tandem ing operations w ith itself or other schemes such  
as A D PC M . This problem  was reported for even high rate coding schemes such 
as the 16K b it/s LD-CELP [20] where the SN R is much higher. Consequently, 
its  effect for lower rate schemes w ith lower overall SNRs would be even more 
evident. In order to  assess the tandem ing degradation, a 4 .8K b it/s  CELP coder 
w ith A P F  was put back to  back to  determ ine the effect of the A P F . The results 
indicated that the coder w ith A P F  performed poorly under tandem ing. A lthough  
intelligib ility was still clear, resultant speech sounded very suppressed w ith the 
sharpness of the original speech severely degraded. However, it is worth m entioning  
that the CELP coder w ithout A P F  also performed very poorly under tandem ing  
conditions. The speech was very noisy, and similar to the CELP w ith  A P F , the 
original speech sharpness was noticeably absent. A higher rate CELP w ith  A P F  
running at 7 .5K b it/s  was also exam ined for its  tandem ing performance. The  
tandem ing degradations o f the higher rate coder was less severe, but was still 
noticeable. From the results it would appear that the use of A P F  m ust be carefully 
inserted into a coding system . Ideally, it should only be used at the final,stage of 
the decoding. However, this will require som e form  of intelligent switching in the  
overall coding system .
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Frequency /  3 1 .2 5 H z  per div
Figure 6.18: Typical response of A P F  where the original LPC spectrum  is shown 
on the top. ( (3 — 0.6, a = 0.8)
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6.8 Conclusions
In this chapter a detailed account on the experim entation of the CELP algo­
rithm  was reported. The performance of the very im portant LTP was described  
in  section 6.4, where both  open-loop and closed-loop LTPs were assessed. As indi­
cated in  section 6.4, the closed-loop LTP provided better objective and subjective  
perform ance, but at the expense of extra com putation. The role o f the LTP was 
found to  be v ita l for the success o f the CELP algorithm. For the codebook exci­
tation  various forms of tim e and frequency dom ain technique were discussed, and 
experim entation has shown that overlapping codebooks provided the best overall 
perform ance, but the vector sum  excitation  was found to  be the m ost efficient in 
term s of storage and com putations. In section 6 .6 , the results of som e fully quan­
tised CELP coders at 8 to 4 K b it/s  were tabulated. Subjectively, these coders 
at around 7 to 8K b it/s  were found be comparable to high com m unication qual­
ity  coders such as the GSM coder [109], but below 6K b it/s , the quality was less 
im pressive. At 4 .8 K b it/s , CELP produced rough and noisy quantised speech, al­
though the degradation was gradual. In an attem pt to improve the quality w ithout 
too m uch extra com putation or increased bit-rate, adaptive post-filtering was ex­
perim ented. A P F  was found to  give very good subjective results on the whole, but 
nevertheless som e further experim entation is still required concerning the choice 
of the A P F  tuning coefficients. From the results of the detailed experim entation  
in to  the various aspects o f the CELP algorithm  it is fair to  say that at around 7 to  
8K b it/s  CELP is capable of producing very high com m unication quality speech, 
but below 6 .0K b it/s  the quality o f the CELP speech can only be described as fair 
com m unication quality. Below 4 .8K b it/s  further refinements are required, and 
possibly a tota lly  different approach m ay be needed to  achieve acceptably high  
quality speech.
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Chapter 7
STRATEGIES FOR  
IM PRO VING  CELP AT 
4.8K B IT /S
7.1 In tr o d u c tio n
Recent research on low  and m edium  bit rate speech coding have concen­
trated on the efficient com putation and transm ission of the excitation  parameters 
in  LPC based algorithms. A s reported in the previous chapter, CELP uses such  
a strategy, and is a promising coding scheme for this bit rate range as confirmed 
by the results of Chapter 6 . CELP provides good speech quality at around 7 to  
8K b it/s . However, below  that it is not easy to m aintain consistently good quality  
w ith CELP. In this chapter several strategies for improving the quality o f CELP  
at around 5K b it/s  will be presented. In the first section, dynam ic bit alloca­
tion o f the CELP param eters is investigated. The objective is to  spread the bit 
allocation arrangement such that a more consistent overall perform ance can be  
m aintained for the CELP algorithm . This is followed by a section which exam ines 
full analysis-by-synthesis techniques applied to CELP, i.e. joint excitation  and 
filter param eter optim isation. This is achieved via an adaptive filtering technique. 
Finally, a section detailing work on the phase-equalisation of the LPC residual 
will be presented. In this section, possible insights into  the deficiency o f CELP for 
low  bit rates w ill be exam ined, and m ethods of condensing the residual into filter 
param eters w ill be described.
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In the previous chapter on CELP, an im portant aspect that was considered  
was com putational com plexity. Consequently, the CELPs of Chapter 6 were opti­
m ised such that real-tim e im plem entations were feasible. However, in  th is chapter 
the focus will be on the speech quality and m ethods of signal com pression alone, 
and com putational and algorithm ic com plexity will not be extensively considered.
7.2  D e la y e d  D e c is io n  C E L P  C o d in g
In speech coding algorithm s based on the excitation  and spectral m odel for 
speech, param eters of the two parts of the m odel are independently quantised, 
w ith  the performance d ictated to  a large extent by the tota l bit rate available 
to  the coding system . For reasons of sim plicity and for the lack of a perceptu­
ally good design m easure, the bit rates allocated to the excitation  parameters 
and the spectral filter coefficients o f the system  are generally constrained to be  
tim e-invariant. However, it is known that speech is tim e-varying if  segm ents are 
considered, therefore the quantisation accuracy needed to  reproduce a speech seg­
m ent w ith  a desired level o f perceptual fidelity varies considerably w ith one speech  
segm ent to  the next. Therefore, speech signals can be more effectively coded by 
a variable rate coding system . In general a variable rate coder, m atched to  the  
source, achieves less distortion than a fixed rate system  operating at the average 
coding rate. In a variable rate coder the inform ation rate is increased for those  
speech segm ents that require finer quantisation, e.g. transients and onsets, and 
is decreased for highly correlated steady sta te  segm ents that can be represented  
w ith a fewer number of b its. This is the strategy taken for A daptive Transform  
Coders (A TC ) [115] which have significant flexibility in allocating greater quanti­
sation resources to properties of the signal that are considered m ost significant at 
any given tim e, although the overall rate for a particular frame is fixed. A lso, in  
A daptive Predictive Coding (A P C ) where entropy coding of the residual is used  
[113], a form  of dynam ic bit rate allocation is em ployed to  achieve a better overall 
capacity /perform ance balance.
From Chapter 6 , it was noted that the major source of errors in  CELP at 
around 5 K b it/s  can be attributed to  the inadequate quantisation of the large 
vector dim ensions encountered at 5Kbit / s. Some of the possible reasons for this
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Param eter U pdate (m s) B its
LPC (10 order) 30 34
LTP (3-tap) lag 7.5 7
LTP (3-tap) gain 7.5 7(5)
Codebook index 7.5 9
Codebook scale 7.5 5
W eighting =  0.8
Table 7.1: B it allocation and update rates of reference CELP coder, 
inadequacy could be as follows:
( 1 ) Prediction param eters and excitation  vector codes are sequentially encoded  
on a fram e/subfram e basis. The com bined effects o f these codes are not 
considered.
( 2 ) Long-term  prediction (LTP) and secondary excitation (codebook) parame­
ters are selected and quantised only as functions of the distortion com puted  
w ithin their error m inim isation interval (subfram es). However, these vectors 
and param eters have influence on successive subframes due to  the recur­
sive nature o f the filters em ployed. Therefore, if the influence o f successive 
subframes is disregarded, the coded speech contains noise caused by discon­
tinu ity  between the coded subframes. This is particularly vita l in  the case 
of the LTP as its  m em ory contents d ictate to  a large extent the quality of 
the CELP algorithm .
M ost earlier CELP coders used either fixed bit allocation or adaptive bit 
allocation for the excitation  part only [64]. However, from the above it is clear 
that a better  comprom ise can be achieved. Therefore, in th is section the m ain  
objectives will be on the potential benefits of tim e-varying bit allocation of both  
the excitation  and spectral param eters in  CELP coders at rates around 5K b it/s.
7.2.1 R eferen ce C ELP C oder
In the experim ents on the delay decision CELP, a reference CELP coder was 
first designed. This is illustrated in  F ig.7.1, and its  details are shown in  Table 7.1.
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This CELP is basically the U .S. D oD  4 .8 K b it/s  CELP system  as reported in
[14]. Its m ain specifications and the m odifications for use as the reference coder
are sum m arised below.
( 1 ) LPC analysis is performed on a 30m s window using Durbin’s algorithm  w ith  
a 15Hz bandwidth expansion. T he Ham m ing window is centered on the  
last tw o subframes o f the present frame and first two subframes o f the next 
frame. Q uantisation is performed using 34bits/fram e on the LSP equivalent 
o f the LPC param eters using individual non-linear scalar quantisers w ith  bit 
allocation (3,4,4 ,4 ,4 ,3 ,3 ,3 ,3 ,3). LSP interpolation is performed on each of the  
four subframes w ith  the weightings shown in Table 7.2.
( 2 ) T he LTP is a three tap structure and uses an adaptive codebook structure 
for lags less than the subframe length. The lag index is coded using 7- 
bits covering the range 32 to  159 for subframes 1 and 3. Coding of the lags 
w ithin  the second and fourth subframe is selected w ith respect to  the previous 
subframe in  an adaptive strategy using 5-bits. If the previous subfram e’s lag 
was in the range of 32 to 48, the adaptive code to  be coded is lim ited to  
32 to 63. If the previous subfram e’s lag was in  the range of 143 to  159, the  
adaptive code to be coded is lim ited to  128 to 159. Otherwise, the 5-bits lag  
w ill sim ply be centered upon the previous subfram e’s lag.
(3) T he 3-tap LTP gain is vector quantised w ith a 7-bit codebook. However, the  
quantisation is not performed during the LTP search, but is left “floating” 
until the search of the best codebook excitation.
(4 )  The 9-bit fixed codebook used is in  the form  of an overlapped structure w ith  
a shift of two as described in Chapter 5. The contents o f the codebook  
are filled w ith ternary codes, i.e. —1, 1 , 0 , w ith a high percentage of zero 
elem ents. T he codebook scaling factor is quantised by a 5-bit bipolar non­
linear scalar quantiser. During the search for the optim al codebook the  
optim al LTP vector is also incorporated in to  the optim isation loop. Thus 
a (4 x  4) linear equation is solved for each of the 512 codebook vectors. 
Therefore, the LTP gains and the codebook selection are jointly optim ised  
[49].
(5 )  A daptive post-filtering is applied at the decoder. (See Chapter 6 .)
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Figure 7.1: Block diagram of the reference CELP coder.
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Subframe Previous LSP Present LSP
1 7 /8 1 /8
2 5 /8 3 /8
3 3 /8 5 /8
4 1 /8 7 /8
Table 7.2: LSP interpolation weightings used in  the reference CELP coder.
This m odified DoD CELP is shown in  F ig.7.1. The basic long term  quality of 
the standard DoD 4 .8K b it/s  CELP is com m unication quality. B y m odifying the  
LTP to be 3-tap and using a joint codebook/L T P  optim isation the performance 
of the m odified 4 .8K b it/s  coder was improved noticeably. Overall segm ental SN R  
performance increased by 1.13dB as compared to  the standard D oD  4 .8K b it/s  
coder. Subjectively, the use of the 3-tap LTP and joint optim isation resulted in  
a m uch more consistent coder performance w ith lower energy variations in  the  
processed speech which also resulted in  sm oother and less noisy speech output.
7 .2 .2  V ariab le L PC  Q u an tisa tion
From Chapter 4 on LSP, it was noted  that LPC filter param eters in  the form  
of LSP representation display a very high degree of correlation from one frame to  
the next. This was exploited in  the adaptive LSP quantisation m ethods described  
in  Chapter 4. However, in a conventional CELP coder, the LPC inform ation is 
usually coded in a tim e-invariant m anner. This obviously is very wasteful as the  
frame correlation properties are not utilised at all. Ideally, the best filter length  
(order) and the number of b its used to quantise the coefficients should be chosen 
such that a m inim um  spectral m atch is achieved [46]. The use of a variable LPC  
filter length is theoretically attractive, but it possess the problem of frame edge 
boundary effects, i.e. the filter memories are difficult to m anipulate in the tim e  
dom ain when a transition is m ade from say a high to low order filter. Conse­
quently, only a fixed order LPC filter was considered. The other variable factor, 
the quantisation resolution, is fortunately not so problem atic. However, there is 
still the problem of what criteria to  use for the selection of which quantisation  
could be em ployed, i.e. m inim isation of mean-squared reconstruction error in the  
speech, or m inim isation of a param etric distortion such as log-spectral distortion  
criteria, or a com bination of both . In the following studies a brute force m ethod,
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SNRa  > SNR g  (A  P > AQ ) => A-mode 
SNRb  > SNRa  (A Q> A P ) => B-mode
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A  P = P A -  P g  (Prediction Gain Difference) 
A  Q = Q g -  Q a  (Quantisation Gain Difference).
Figure 7.2: LPC quantisation m ode decision, 
i.e. using reconstruction error, was used.
For the signal reconstruction error criteria, the problems of selecting the best 
quantisation m ethod are dom inated by two factors; one is the prediction gain of 
the LPC predictor and the other is the quantisation gain of the excitation  and filter 
quantisers [103]. The SN R  of the processed speech can be approxim ated as the  
sum  of these two factors (although perceptually it is not necessarily m eaningful). 
Therefore, consider the case when two m odes o f LPC quantisation is used, i.e. 
m odes A and B where m ode A corresponds to  a higher capacity than m ode B . As 
F ig .7.2 illustrates, the lower rate m ode B is selected when the quantisation gain 
im provem ent exceeds the prediction gain degradation, i.e. the extra bits allocated  
to the other parts o f the CELP system  more than makes up for the loss in the
spectral distortion due to  the lower number of bits used for the LPC inform ation.
In order to  evaluate the distribution of the occurrence of different quantisa­
tion m ethods three LSP quantisation strategies were investigated:
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Speech SAVQ (2bits) VQ (25bits) SQ (34bits)
Female 24% 42% 34%
Male 28% 41% 31%
Table 7.3: D istribution of the different LPC quantisation schem es.
Param eters SAVQ (2bits) VQ (25bits) SQ (34bits)
Subframe Size 48 60 60
LTP gain 5 x 7 4 x 7 4 x 7
LTP lag 5 x 7 4 x 7 (2 x  7) +  (2 x  5)
CB index 5 x 9 4 x  10 4 x 9
CB scale 5 x 5 4 x 5 4 x 5
T otal B its 142 141 142
Table 7.4: B it allocation of the excitation  parameters for the variable LPC quan­
tisation  schemes.
M o d e  1 : Speaker A daptive Vector Q uantisation (SAVQ) as described in  Chap­
ter 4 w ith a 4-level predictor (2bits) and zero bits for the error vector.
M o d e  2 : 25-bits VQ of the LSP vector w ith a (8,9,8) arrangement as described
in Chapter 4.
M o d e  3: 34-bits scalar quantisation as used for the reference coder.
The probability of the occurrence of the different m odes were gathered using the 
reference coder on a 45 seconds piece of speech and is tabulated in  Table 7.3. The 
extra bits were distributed as shown in Table 7.4. From the results, the relative 
occurrence o f M odes 1 and 2 are quite high and is selected for greater than two- 
thirds o f the tim e. It was noted that the two lower rates were typically chosen 
during long sustained regions of voiced speech. The 34-bits SQ (M ode 3) occurred 
in  isolated parts of speech input w ithout any real distinctive clusters. It is clear 
from the results that the conventional CELP design is inefficient because too much  
of the available bits are allocated on the LPC coding in order to satisfy the LPC  
coding fidelity for only a small percentage of frames.
The use of the variable LPC quantisation resulted in  an overall increase 
of 0.87dB in segm ental SNR. Perceptual gains due to the variable bit allocation  
were however not as pronounced as the objective score. Female speech was more 
noticeably improved, but it was still generally poorer than for m ale parts. Overall,
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the benefits o f just making the LPC quantisation variable was not effective in  
bringing a significant increase in  perceptual quality speech at 4 .8 K b it/s .
7 .2 .3  E x c ita tio n  C om p u ta tion
In CELP, the update rate o f the excitation  parameters depends on the avail­
able bit rate. T he excitation param eters at subframe i is determ ined by m inim ising 
the distortion, o f the synthetic speech at subframe i. How the param eters are 
selected is dependent on the m em ory of the filters that have resulted from  the  
previous subframes. Therefore, for the conventional CELP the m inim isation of D ,• 
is not a global m inim isation over the frame. If the tota l distortion is given by
a = E a  (7 . i )
i'=i
then there exists a better excitation  param eter set and spectral filter which pro­
duces a lower Dt than just m inim isation of D , individually. In delayed decision  
CELP coding, a cum ulative distortion m easure as given by Eqn.7.1 should be used  
such that the influence of the past decision on the next subfram e’s m em ory con­
ten ts can be reflected to m inim ise the cum ulative distortion. A sim ple strategy to  
im plem ent the delayed decision is via  tree coding. Tree coding can im plem ent both  
the function of sim ultaneously selecting a com bination of different param eters and 
the one for m inim ising cum ulative distortion. This is especially applicable for the  
LTP as the sim ultaneous selection of different codebook vectors in  delayed decision  
CELP enables optim al LTP param eters to  be determ ined w ith  a long-term  view , 
rather than being confined to the particular subframe as in  conventional CELP. 
T he delayed decision can be em ployed in  two ways:
(a )  D t is calculated in each tree path starting from the first subframe in the 
current coding frame to the end of the frame. The best path  in  the current 
frame is determ ined so as to m inim ise the Dt. A lthough th is m ethod gives 
slightly less flexibility to  the tail subframes, all the param eters w ithin the 
sam e coding frame can be determ ined at the sam e tim e. Thus no extra delay 
is incurred.
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(b) Dt is calculated from the ith to  the (i-\-L)th subframe. The best candidate for 
the i th subframe is then determ ined to  m inim ise Dt. After the decision in the 
i th subframe, the next subframe is determ ined using the Dt o f the following  
L  subframes. This m ethod effectively discards all the branches at the i th 
subframe but for the optim al one, thus each subframe has equal weighting. 
M ethod (a) however gives higher weighting to  the first subframes and the 
weighting is decreased from the start to  the last subframe. T he disadvantage  
of this m ethod is that extra delay is incurred depending on the length o f L 
and the spectral update interval.
As evident, m ethod (b) should give more consistent performance as each 
subframe is given equal weighting. However, the m ain disadvantage w ith  m ethod  
(b) is that fixed bit allocation of the parameters is necessary as the decision is 
m ade on a subframe basis rather than on a frame basis. A lthough bit carry to  
the next subframe is possible, m ethod (a) can achieve this much easier. For this 
reason only m ethod (a) was investigated.
T he alternatives to  select the possible excitation candidates w ithin a sub- 
frame can be broken down to  basically the following:
( 1 ) Keep the 1st to P th best LTP lags and jointly determine the associated code­
book vector for each lag value.
( 2 ) Keep the best LTP lag value and jointly determ ine the l s< to Qth best code­
book vector.
(3 )  A com bination of P  best LTP lags and Q best codebook vectors for each  
LTP lag.
Obviously, to  avoid a m assive tree structure the numbers P  and Q m ust be 
kept m anageable. A lthough m ethod 3 is the m ost optim al it can rapidly becom e  
very com putationally exhaustive even for small P  and Q. As the LTP is com puted  
in  a closed-loop fashion, m ost of the C E L P’s coding gain is derived from  this as 
illustrated in  Chapter 6 . For this reason, an optim al LTP would be more desirable. 
For this reason m ethod 1 was investigated w ith P  set to  2, i.e. the first and 
second best LTP values. B y com bining the variable spectral filter bit allocation
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CELP
(142bits)
CELP w ith VLQ  
(144B its)
Delayed CELP  
(144bits)
Male 10.59 11.46 12.16
Female 10.21 11.12 12.09 |
Table 7.5: Performance comparison of different CELPs.
as discussed earlier, the reference coder w ith  variable bit allocation and delayed  
decision is shown in  Fig.7.3.
It is clear that even w ith P  equal to  2 the number of branches can be­
com e tota lly  unm anageable. Consequently, forms of pruning strategy are required. 
The easiest m ethod to apply is to  discard branches in  the interm ediate stages 
such that the fan-out can be restricted. Therefore, for the LPC rates of 25 and  
34b it/u p d ate  only the best two paths at the end of subframe 2 and 3 are kept. 
For the 2b it/u p d a te  LPC, 3-paths are kept at subframe 3 and 4. Therefore, after 
the pruning, a total o f 14 paths are kept until the end of the frame. Thus, the  
best path  is the one w ith m inim um  D t at the end of the branch.
7.2 .4  S im u lation  R esu lts
In order to  evaluate the effect o f the tree-coded delayed decision on CELP, 
it was sim ulated w ith  enormous com putational cost on two m ale and tw o fem ale 
sentences. A lso sim ulated were the reference coder w ith and w ithout variable LPC  
quantisation (V LQ ). The results are shown in Table 7.5.
From the SN R  values, it is clear that the incorporation of variable LPC quan­
tisation  and delayed decision considerably improves the reference coder’s objective  
score. In subjective term s, it was noted that the difference betw een the m ale and  
fem ale speech quality was not as evident as the reference C E L P’s speech. Also  
noticeable was the fact that more “difficult” regions of the test speech were coded  
better w ith the delayed decision CELP. From the plots of the tree paths selected, 
there was no particular preference to  be consistently selected. From the results 
it w ould appear that variable LPC coding and delayed decision of the excitation  
param eters can give a significant im provem ent to  CELP in objective term s. How­
ever, subjectively, the im provem ents, although evident, are still not sufficient to
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Figure 7.3: Tree-coding of delayed decision CELP.
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bring CELP at 4 .8K b it/s  to  a standard which can m atch for instance the GSM  
R PE-LTP system , i.e. high com m unication quality. Therefore, variable LPC cod­
ing and delayed decision alone would appear insufficient to  bring the 4 .8K b it/s  
CELP to  an acceptable high standard.
7 .3  C o m b in ed  O p tim isa tio n  o f  E x c ita t io n  an d  
F ilte r  P a r a m e te r s
In the previous section, two strategies of im proving CELP at 4 .8 K b it/s  were 
investigated, nam ely variable bit LPC quantisation and delayed decision optim i­
sation of the excitation param eters. As the results indicated, although objective  
performance was im proved, subjectively the 4 .8K b it/s  CELP w ith  the enhance­
m ents was still below a standard which is required in  system s such as land m obile 
radio. In all the C ELP’s exam ined so far in  Chapter 6 and previous sections, the 
tim e-varying LPC filter param eters were determ ined only once before the closed- 
loop excitation  sequence optim isation. Once the optim um  excitation  sequence was 
determ ined no attem pts were m ade to  re-optim ise the filter coefficients, i.e. the 
filter optim isation procedure is not included in  the closed-loop system  [80]. In this 
section, investigation on the use o f an adaptive filtering m ethod to optim ise both  
the spectral filter and excitation  will be reported [68]. The aim  of this joint opti­
m isation procedure is to  com pute an improved comprom ise betw een the excitation  
and filter parameters in  order to  achieve better quality at 4 .8K b it/s.
7.3.1 A R M A -C E L P
From the outline of the CELP algorithm  in  section 7.2.1, it is clear that only  
the codebook and LTP are jointly optim ised. Thus two non-optim al points can be  
observed:
( 1 ) T he algorithm  is not truly analysis-by-synthesis as the ST P is fixed for the
fram e of analysis.
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( 2 ) T he excitation  sequence is only optim al for the particular ST P estim ated. If 
the ST P is incorrect, then the excitation  sequence can only com pensate the  
ST P error to  a certain extent and will therefore be sub-optim al.
T he above m entioned deficiencies has prom pted the need to  re-exam ine the  
CELP algorithm . Ideally, for the CELP coder to be truly A B S, it  would be  
desirable to  be able to  estim ate all the coder param eters, i.e . ST P , LTP, and  
excitation , at once. This problem  is non-linear and therefore sub-optim al m ethods  
have to  be used. Therefore, as a comprom ise, a sequential m ethod where the ST P  
and the excitation  are iteratively estim ated was exam ined. A lthough the STP  
(LPC ) filter in  normal CELP is usually quite accurate it can fail to  be optim al 
for certain types of input speech signals. For exam ple, (a) when the speech is 
predom inantly nasal in  character, the LPC analysis will be unable to  spectrally  
m atch the zeros present in  the speech, i.e. the “valleys” in the ST P envelope,
(b) when significant am ount of noise is present in the speech so that the spectral 
inform ation is degraded. Consequently, as an alternative the LPC ST P filter 
will be replaced by a pole-zero (A R M A ) type filter [2,105]. This w ill provide a 
more general analysis m odel to give better coverage of the wide variety o f speech  
characteristics, and should perform better under noisy conditions. This new coding  
system  shall be term ed ARM A-CELP.
7.3 .2  B lock  C om p on en t P roced u re
As indicated earlier, our goal is to iteratively  estim ate the ST P and the STP  
excitation  sequence until a lower bound is reached. Our new procedure o f speech  
coding follows the lines as outlined in  section 7.2.1 for CELP, and is briefly as 
follows:
(1 )  Extract the excitation sequence from the normal CELP system .
( 2 ) E stim ate the best ARM A filter w ith  the extracted excitation sequence.
(3 )  Extract the excitation  sequence using the best ARM A filter produced.
Steps (2) and (3) are repeated until convergence is reached, or after a set number 
of iterations. This iterative block com ponent procedure is depicted in  F ig.7.4. As
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usual in  speech coding, this block com ponent procedure [24] stresses that the error 
m inim isation is accom plished w ithin each block of analysis.
7.3 .3  P o le-Z ero  F ilter  E stim a tio n
In this section the outline of the proposed LPC filter replacem ent will be  
described. Let us assum e that the speech signal is given by
s(k) = h,A{k) * u(k) (7 -2)
where denotes convolution, and u(k)  is the excitation sequence and HaQC) 
is the system  im pulse response to be estim ated. If we assume a general system  
for speech, then tiA(k) can be characterised by a pole-zero m odel w ith  transfer 
function
M
G + E/%*-'
H a ( z )  = -----------   (7.3)
1 +  £  a.-*-1 
*'=1
T he corresponding difference equation can be w ritten as
N  M
s(k) +  E  -  1) =  Gu(k)  +  Y  Pju (k -  j )  (7-4)
1=1 j=i
If (3j =  0, j  =  1 , . . . ,  M ,  the above becom es our general LPC analysis m odel. 
A range o f param eter estim ation techniques can be used to identify the unknown  
param eters ( )  when the excitation  u(k) is available. In this study, a Kalm an  
type estim ation  technique was used [101].
Let A b e  a (1Y +  M ) colum n vector.
A  =  [ a i , . . . , a N , .,/?m ]T (7.5)
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Figure 7.4: Flow  diagram for estim ating the best ARM A filter and excitation  
com bination.
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Since A  is a constant vector, it can be modelled by the equation
A (k  + 1 )  =  A(k)  (7.6)
If the input u(k) were available, which we have from the prior estim ation  
stages, we can form the row vector C(&),
C(jfe -  1) =  [ s ( k  -  1 ) , . . . ,  - s ( k  -  N ) ,u (k  -  1 ) , . . . ,  u(k -  M)} (7.7)
and write the observation equation as
z{k) — s(k) =  C  (k — 1)A(&) +  Gu(k)  (7*8)
Following standard Kalm an notation, the identification algorithm  then  becom es 
A  (Jfe +  1) =  A  (jfe) +  K  (Jfe +  1 )[s(k +  1) -  C(ib)A(jfe)] (7.9)
K  (k + 1) =  V A (fc)Cr (&)[G2 +  C (fc)V A (*:)CT(fc) ] - 1 (7.10)
V A (fc + 1 )  =  [I -  K(fc +  l)C (fe )]V A(fc) (7.11)
where K (k) is the gain vector, V ^ (fc) is the error variance m atrix, and I  is the  
identity  m atrix.
As evident the technique is therefore sequential in nature, and the m odel 
orders, N and M, m ust be fixed a priori. Thus the procedure starts w ith  an initial 
set of A  and is updated every sample w ith a gradient heading towards the real 
A  param eters. Usually, all-pole parameters from the first LPC analysis are good  
candidates as initial estim ates o f A . The estim ation is term inated after the last 
sam ple. The choice o f the in itia l error variance, Vj^(0) is also critical, and should  
reflect the degree o f confidence placed in  the initial choice o f A . If this initial 
choice is thought to be good, V ^ ( 0) should be sm all so that the estim ates change 
very little . If the initial choice is thought to be poor ( or uncertain ), V&(0)
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should be chosen large. The in itial choices significantly affect the convergence of 
the algorithm , i.e. the rate at which the gain vector K (k) tends to zero. A lthough  
it would appear to  be desirable to  choose in itial values so that convergence is 
accelerated, such a procedure could cause the algorithm  to converge to  a value 
which is not the correct value of the system . T his is related to  the phenom enon  
of divergence in the Kalm an filter.
As shown in F ig.7.4, there is an iteration loop for the excitation  estim ation  
and ARM A filter update. Initially, a m inim um  phase response is used for excitation  
optim isation. Once an updated ARM A filter is obtained it is then used to improve 
the excitation  sequence.
7 .3 .4  S im u la tion  R esu lts
T his section presents the experim ental results obtained for the proposed  
AR M A -C ELP coder. The system  configuration is the same as that used for the 
reference coder except that the order o f the filters were different, i.e. N =  8 , M 
=  6 and no quantisation was used for the filter coefficients. For the sim ulations 
the number of filter re-optim isation iterations was fixed at 5 as higher orders were 
difficult to im plem ent due to  com putation constraints. As can be expected , the  
am ount of com putational tim e was substantially higher than that o f a normal 
CELP coder. In order to reduce the am ount of search tim e, sim plifications were 
experim ented. During periodic regions, the LTP provides m ost o f the excitation , 
and this is indicated by a large LTP gain term . Thus, if  a large LTP gain term  
was encountered, the codebook search was om itted . Thus, only during the final 
iteration is the codebook search carried out. As the codebook search makes up 
the bulk of a CELP system  this sim plification procedure considerably reduced the  
to ta l am ount o f com putations. The performance as a result o f the sim plification  
was not significantly affected.
T he average gain for the test m aterial used for the new coder and a similarly 
configured standard CELP was only 0.8dB. The am ount of perform ance improve­
m ent over CELP is only respectable considering the extra am ount o f com putations 
required. However, it was noticed that the fluctuations in the SN R  values for the  
A R M A -C ELP was much more than for CELP, and in some instances the difference
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betw een AR M A-CELP and CELP was over 4dB. This indicates that our param­
eter estim ation technique remains to be better “tuned” so that higher SN R ’s can  
be b etter sustained throughout a test sentence. This can be achieved by better  
choices o f in itial starting conditions for the estim ation algorithm. A nother factor 
highlighting the non-ideal starting conditions is the incidence of unstable pole- 
zero filters observed in  the pole-zero STP. A lthough the zero filter coefficients, /3, 
can be non-m inim um  phase, the pole filter coefficients, a , should preferably be 
m inim um  phase. The stab ility  o f the a  coefficients were determ ined by convert­
ing them  in to  the equivalent reflection coefficients (PA R C O R ), i.e . stable if  
\k{\ <  1.0. T he percentage of unstable pole-zero filters observed was in  the order 
of 10-15% depending on the particular test sentence. W hen the pole-zero filter 
was unstable, the coding system  revert back to  using the normal LPC coefficients. 
This relatively high percentage o f unstable filters could explain the large variance 
of the SN R  m easurem ents.
One of the m ajor problems encountered was the presence of “out-lier” sam ­
ples, e.g. p itch  pulses. These had the effect o f taking the estim ation off-course, 
and was especially problem atic if  they occurred towards the latter stages of the  
adaptive filtering. This is a classic problem  of ARM A m odelling applied to speech. 
As noted in  [59], it is difficult to  distinguish betw een zeros introduced by the vocal 
tract and those resulting from the excitation. One m ethod that was experim ented  
was to  clip the pitch pulses before it was used to  estim ate the filter coefficients. 
However, this crude form of deconvolution found only lim ited success. Ideally, 
som e form  of p itch  synchronous analysis in which individual p itch  periods are ex­
tracted and analysed should be em ployed. However, w ith frame based techniques 
such as CELP this is difficult to apply, and a reliable pitch segm entation algorithm  
is also required. Other approaches that has been investigated by others [102,13,36] 
includes hom om orphic filtering [59] which extracts the vocal tract im pulse response 
first prior to  the ARM A estim ation. T his ARM A m odelling m ethod avoids the  
problem  pitch synchronisation as the pitch pulse is located at the tim e origin by  
definition of the hom omorphic deconvolution procedure.
In informal subjective listening tests, the processed speech was found to be  
“fuller” than the CELP equivalent. A lso it was noticed that the voiced regions 
were better reproduced w ith distinctively sharper processed speech. However, 
there was still noticeable background roughness, as was observed in  the CELP. 
Also, during som e regions as discussed above, there were some slightly audible
222
spectral distortions. T his was probably caused by the discontinuity encountered  
when the estim ation was unable to  converge to  a stable pole-zero filter.
From the results section, the overall success o f the A R M A-CELP was rather 
disappointing. The benefits of the ARM A m odelling were not as noticeable as 
one would desire considering the huge increase in  the am ount o f com putations  
required. One of the m ajor obstacles encountered was in  fact the com putational 
burden. The system  typically runs at around 13 tim es slower than the reference 
CELP w hich in  itse lf is slow to com pute because o f the joint gains optim isation. 
Hence, at the tim e of experim entation the full desired set of variables were not 
fully investigated. This includes the different filter lengths, the number of filter 
re-optim isation runs, and alternative in itialisations o f the estim ation  algorithm. 
For these reasons, an alternative approach which is algorithm ically simpler as 
described in  the next section was exam ined.
7.4 LPC  R esidual P h ase  E qualisation
In the previous section the application of a sequential iterative ARM A m od­
elling procedure to CELP was found to  give some im provem ents, but it had some 
very undesirable com putational problems. The lack of success of the ARM A-CELP  
can be viewed as:
(a) T he adaptive filtering m ethodology is not efficient in  estim ating the filter 
param eters.
(b )  Our use o f an ARM A m odel rather than just a AR m odel is fundam entally  
flawed.
(c )  Fundam ental flaws in  CELP for 4 .8K b it/s  operation.
Point (a) is difficult to assess but from  the artificial signals used for in itial exper­
im ents the confidence level in  the adaptive filtering algorithm  is high. Thus the 
two points that require exam ination are points (b) and (c).
LPC synthesis, even w ith a very accurate high order filter, cannot exactly
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reproduce the spectral and phase characteristics of natural speech. For this reason, 
the LPC residual signal after inverse filtering contains m any com ponents other 
than the ideal m odel residual signal, i.e. pure pitch pulses for voiced speech. The  
application of the A BS-LPC schemes therefore goes beyond spectral m agnitude  
analysis only by also incorporating a residual m atch. This is done by searching in 
the tim e-dom ain w ith a given set o f excitation  signals to obtain  the best fit w ith  
the speech residual. As the LPC analysis is known to give good perform ance in  the  
spectral m atching, the speech residual should have a fairly flat spectrum . Thus the  
residual m atching can be interpreted essentially as a phase m atch, achieved in  the  
tim e-dom ain. In work done by A tal and Caspers [15], it was dem onstrated that the 
synthetic speech quality is critically dependent on the correct reproduction of the 
spectral inform ation as indicated by the need for efficient LPC analysis, while the  
phase characteristics was found to  play only a minor role. However, although the 
spectral inform ation conveyed much of the inform ation content, it was observed  
that for high “natural” sounding speech, both  the am plitude spectrum  and the 
phase of the excitation were needed to  preserve naturalness in  the speech signal. 
T his is exactly the case in CELP and other A BS-LPC schemes at low  rates, i.e. 
the inform ation content (intelligibility) is well preserved, but the original natural 
quality o f the speech is m issing.
The assertion that phase-m atching is critical for high quality speech can be 
easily observed in M PLPC analysis [105]. A careful look at the resulting excitation  
signal o f a typical M PLPC coder such as that in  F ig.7.5, reveals an interesting
structure where patterns o f pulses corresponding to the pitch  can be found, and
surrounding it are smaller irregularly located  pulses. Now, the best i th pulse in  
M PLPC is found by m inim isation of
E i+1 =  Y i Si(n) -  ai+lHn -  di+1)]2 (7‘12)
n
=  E  * M 2 ~  " sr'D— "j y2—  (7 -13)
where 8j(n) is the resultant signal after subtraction from the reference signal, 
s(n), the contribution of the first 2-pulses, and h(n) is the im pulse response of the 
synthesis filter. The above equation m eans that the improvement gained by the 
addition o f one-pulse rather depends on the correlation of 5,(n ) and the im pulse 
response h(n),  i.e. the phase m atch. Therefore, the better the im pulse response,
224
the fewer number of pulses are required. The fact that M PLPC requires pulses 
other than the m ain pitch  pulse to give high quality suggest that the LPC filter 
alone does not provide a good enough im pulse response. This would suggest that 
our use of a synthesis filter (A R M A ) other than a plain LPC (A R ) filter is at least 
an alternative step in providing a better im pulse response. This does not m ean  
that the ARM A approach is correct, but it is a possible solution. H ence, it would  
appear that our adoption of an ARM A scheme can be partially justified.
In the source-filter m odel used for A BS-LPC which including CELP, one 
w ould generally desire to  use a filter that would reproduce the speech waveform  
w ith just one pulse per pitch period in  the excitation  for voiced speech. Clearly, 
from the proceeding illustration on M PLPC , this cannot be achieved by a LPC  
filter. T he ideal filter m ust take into account both  the m agnitude and phase of 
the signal jspectrum. In the following, the criteria and design of such a filter will 
be exam ined.
7.4.1 P ole-Z ero  M o d el
From the work of previous sections and chapters, the result o f a conventional 
A B S-LPC  analysis are tw o sets o f param eters, i.e. an all-pole production filter 
Hp(z) and an excitation  signal r(n).  The reconstructed speech signal, s(n) is 
obtained by synthesising r (n ) w ith  Hp(z). Obviously, if  both  Hp(z ) and r(n)  were 
unquantised, s(n) is equal to the original. However, from the proceeding sections, 
it was already noted that r(n)  is not the ideal source-filter excitation  signal as a 
result o f the lim itation  of the LPC analysis. Therefore, our objective is to  find 
the “b est” filter (pole-zero for generality) for representing a given voiced speech  
frame, i.e. one that produces a pure pulse train if  applied to  the original speech. 
A tractable criteria for “b est” filter is the filter th at, when excited  by a suitable 
periodic im pulse train, will m inim ise the m se betw een s(n)  and s(n).  As the  
LPC (all-pole) filter is very efficient in representing the m agnitude spectrum  of 
speech, our objective is a com plem ent filter which can com pensate for som e of 
the undesirable features o f the LPC filter. This can be done by introducing an 
all-pass filter, T (z ), to  the classical source-filter m odel to account for som e of the  
phase properties o f the speech signal s(n)  [39]. This is illustrated in  F ig.7.6. The 
inclusion of an explicit phase analysis can potentially  give a number of advantages:
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Figure 7.5: Exam ple of m ultipulse excitation.
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Figure 7.6: The extended source filter m odel.
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Figure 7.7: The role of the phase com pensation filter.
( 1 ) Rem oval of unwanted phase distortion for inverse filtering.
( 2 ) By compressing the excitation  inform ation into the filter, T( z ) ,  coding bit 
savings are possible as T(z)  could be efficiently quantised.
( 3 ) B y capturing som e of the phase structure in a filter description, the residual 
m atching could be m ade sim pler, hence reducing com putational burden.
(4 )  Give a better understanding of the m odelling process. T his could lead to  
better analysis/syn thesis system s for lower bit rate coding.
T he m odel used for the com putation of T(z)  is shown in F ig.7.7. The m ain  
interest is directed on m odelling the phase differences between x(n) and y(n). 
Therefore, if  y(n) is a phase com pensated version of y(n) our objective is the 
m inim isation of Dxy (for m se criteria), i.e.
D *v =  S  H n ) -  y(n )12 (7-14)
n=0
It is obvious that for an optim al choice of T (z ), then Dxy <  Dxy.
Now , an all-pass filter is defined as
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|T(u>)| = 1, 0 < CO < 7T (7.15)
e.g. a pure delay system  is a trivial example of an all-pass system  with linear 
phase. However, as our objective is for phase equalisation, T(z)  in general is given
by
T (*) =  § g  (7.16)
where for the all-pass property of T(z)  requires that
C(z) =  B(z~1)z~d (7.17)
where z~d corresponds to a pure delay. Therefore, T{z)  is given by
z~dY akz' 
d~  (7.18)
E akz~x
i=0
From the previous section on ARMA-CELP the problems with pole-zero modelling 
has been encountered. Generally speaking, the direct solution to minimisation of 
DXy is a non-linear problem and iterative or sub-optimal methods must be used. 
The problems with iterative based methods have already been mentioned, therefore 
sub-optimal methods will be described.
The T{z)  of our model is a pole-zero filter. If we marginally release the strict
requirement of an all-pass characteristic for T(z ), i.e that only a relatively flat
magnitude response is required, then T(z)  can be made FIR or HR only.
7.4 .2  F IR -F ilter  M od ellin g
The frequency response of a system may simply be measured by exciting the
T(z) =
z~dB( z - 1) 
B(z)
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system  w ith  sinusoids o f different frequencies that cover the frequency bandwidth  
of the system , i.e. the basic operation of a spectrum  analyser. This continuous do­
m ain analysis can be applied to obtained the FIR T(z)  by selecting the frequencies 
of interest to  give a discrete frequency dom ain system  identification [85]. Now,
y(n) -  £  Mk)y(n -  k) (7.19)
fc=o
The cross-correlation sequence R yy(l) is given by
R yy(l) = £  y i n ) y { n - l )  (7.20)
n=—OO
oo N
= E E  H k)y(n - k)\-y(n - 0 (7-21)
= — oo k— 0 
N  oo
=  £  K k)[ £  y(n - h)y(n -  01 ( 7-22)
k— 0 n— — oo
=  £  -  *) (7-23)
fc=0
where R yy(l — k) is the autocorrelation sequence. In the z-dom ain, Eqn.7.23 be­
comes
5 „ ,(z )  =  H(z)Syy(z)  (7.24)
Letting 2 =  e-7*’,
flr„(w) =  H (u )S m(u)  (7.25)
* . * ( „ )  =  (7.26)
byy{.W)
where Syy(oj) is the energy density spectrum  and s * (  o>) is the cross-energy density  
spectrum . Since y{n) is designed to  have a relatively flat spectrum  (ideal residual 
for one pitch  period), then
H(u>) =  (7.27)
where A is a constant.
229
Therefore, the im pulse response of the FIR  filter is contained in  H(cu). As 
only the phase response is required, the m agnitude inform ation in Syy is discarded. 
Therefore, the 2N  — 1 FIR filter which is unity gain only for a discrete set of 
frequencies can be found by the following procedure:
(a )  Find the cross-correlation R yy(l) , I — —(N — 1) , . . . , N  — 1.
(b )  C om pute the discrete fourier transform  (D F T ) of R yy(l) , i.e . Syy(uj).
(c) D iscard the m agnitude inform ation in  Ryy(l), i.e. H(u)
(d )  Find the inverse D F T  of i.e. h ( n ) .
( e )  U se h(n ), n  =  —(AT — 1) , . . . ,  N  — 1 as the im pulse response o f T(z).
U sing the above procedure, a post-loop analysis was performed on the refer­
ence coder, i.e. after the codebook excitation  and LTP excitations were com puted  
using the standard analysis, a phase analysis using the FIR  approach was per­
formed. The resultant speech was very high quality, and was comparable to CELP 
schem es of 7 to 8K b it/s . This result supports the argument that the m ain source 
of distortion in  the CELP coder is due to  a noisy reproduction of the tem poral 
excitation  pattern. A lthough this m ethod of FIR  approxim ation of the pole-zero  
T(z)  is com putationally attractive, it nevertheless gave three problems.
(1 )  T he windowing of y(n ) (coded residual) and x(n ) (original residual) for anal­
ysis was critical.
( 2 ) Tim e-dom ain aliasing was encounted.
(3 )  T he length of the FIR obtained, 2 1 7 - 1  was unrealistic for practical pur­
poses even to  obtain a good approxim ation to  the pole-zero T(z).  A lthough  
truncation was experim ented it was generally difficult to  use.
For the above reasons an H R approxim ation m ethod was investigated.
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7.4 .3  IIR -F ilter  M od ellin g
From the previous section, our aim  is to  obtain a regular pulse train by 
filtering the LPC residual. Let the ideal excitation  be given by
c(n ) =  B8(n -  D)  (7.28)
where D is the pitch  point. T hen from our H R m odel the estim ate o f c(n), c(n) is 
given by
M
c(n) =  Y j h(k)r(n  — k ) (7.29)
k-0
where h(k)  are the filter coefficients. Therefore, the error betw een c(n) and c(n) 
is
E  =  £ [ < » ) - «  (7.30)
n=0
N  M
= EM™) -  E  Kk)r (n -  k)? (7-31)
n=0 k=0
W hen E  is m inim ised w ith respect to the filter coefficients a set o f linear 
equations are obtained.
M
Y  h(k)Rrr{k - l )  = R cr(l), I = 0 , . . . ,  M  (7.32)
k=o
where
Rrr(l) -  Y  r (n )r (n  -  0  (7.33)
n=0
N
R cr(l) =  Y ,  c(n)r(n — I) (7.34)
«=o
A lthough Eqn.7.32 can be solved by efficient m ethods such as D urbin’s algo­
rithm , it is possible to  make sim plifications by taking advantage o f the nature of 
c(n) [41]. As c(n) is an im pulse offset by D , then
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Rcr( l ) = v ( D - l ) ,  / =  0 , . . . ,  M (7.35)
N ow , the m inim um  value o f the least squares error obtained w ith  the optim um  
FIR  filter using the orthogonality principle is
N  M
E  c2(") -  E  h ( k )R
n=0 k—0 
N  M
(7.36)
E  °2(n ) “  E  Hk)r(D -  k)
n=0 fc=0
N
(7.37)
E  c2(n ) -  Q 
>1-0
(7.38)
Now as c(n) is an im pulse offset by D , the best Q is the value o f the filtered  
r(D — k). Hence what coefficients h(k) w ill result in  an im pulse at D ? O bviously if  
h(k) was a replica o f r(D — k ), then the cross-correlation term  Q w ill be m axim um , 
i.e. h(k)  is m atched to R cr(k).
M
h(k) = r ( D - k ) / [ ' Y r 2( D - i ) ] 1' \  fc =  0 (7.39)
»=0
for a unity gain filter. Therefore, the LPC residual can be converted into  a positive  
pulse train through the FIR  filter whose coefficients are the values o f the LPC  
residual itse lf which is tim e reversed at the reference point (D ) in  the tim e domain. 
The choice o f the number of filter taps, M  +  1, is restricted to be less than the
average pitch  period. The reference instant, D , and the filter coefficients m ust be
periodically adjusted to  account for each new pitch pulse, i.e. pitch synchronously, 
and th is can be obtained by clipping the norm alised phase equalised residual signal, 
f ( n ), where
M
Y  h(k)r(n — k)
/(« ) =  ^ -----------------  (7-4°)
IE A n  -  ife)]1/2
k= 0
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If f (n )  > fth(ni-1) where f th(ni) — rn‘i’n {Cif(ni_1),C2} then a new reference is 
located. Typical values of C\ is 0.7 and <72 is 1.7.
T he full procedure for phase equalising the residual is illustrated in  F ig .7.8, 
and the accom pany waveforms at each point is shown in F ig.7.9. In the first voiced  
segm ent following an unvoiced segm ent, the reference instant is set at the instant 
where the LPC residual sample has a positive m axim um . Using the FIR  filter, 
hni(k) at instant rii, r(n ) is equalised into cp(n). The reference position n 2 is
determ ined when f (n )  has a larger value than that of /*&(»,■_!). T he coefficients
of the tim e varying filter, h(k ) are linearly interpolated between those of hni(k) 
and hn2(k ) at every n  point. Interpolation is necessary as abrupt changes in  the  
filters causes perceptually undesirable distortions. Finally, r (n ) is equalised into  
cp(n) and also input speech is directly converted into phase equalised speech using 
h(k),  i.e.
M
cp(n ) =  E M % ( n - fc) ( 7-41)
k=0 
M
sp(n) =  £  hn(k)s(n — k) (7.42)
k=o
In the unvoiced segm ents, the FIR  filter is forced to decay to  a unit im pulse  
response.
7 .4 .4  C haracteristics o f  P h a se  E qualised  S peech
U sing the H R filtering m ethod described in  the previous section, the charac­
teristics of the phase equalised speech and its residual were exam ined. N ote that 
the coefficients o f the phase equalising filter vary sm oothly and as it is a truncated  
version of the original residual, its frequency response is similar to  that of the  
spectrum  of the original residual and is not com pletely flat. As can be observed  
from  F ig.7.9, the phase com pensated residual is different to  that o f the original 
residual. However, it is difficult to  assess its  “pulse-like” nature as no quantitative  
m easures are available to  quantify this characteristic. Nevertheless, as a compari­
son w ith  the original LPC residual, it would appear that the phase com pensated  
version is closer to our ideal voiced excitation  source.
233
h n (k)
Figure 7.8: Block diagram of the phase equalisation procedure.
234
From F ig .7.9, it is clear that although the phase com pensated speech bears 
som e resem blance to the original it is different w ithin the gaps o f the pitch  periods. 
The reversal of the sample characteristics are the result of the m atched filtering. 
Generally, the m agnitude spectrum  of the original and phase-com pensated speech  
are very similar, thus the only difference is the short-tim e phase. However, as other 
authors have reported the ear is not sensitive to  short-tim e phase distortions, 
therefore the com pensated speech should sound similar to  the original. From  
the speech tested , this was indeed the case. For voiced speech, the difference 
betw een the original and the phase com pensated speech was m inute w ith  some 
words sounding identical. From this observation a m ajor benefit can be extracted. 
As the com pensated speech is very sim ilar in  subjective quality to  the original, 
the requirement for the transm ission of the IIR  m atch filter is unnecessary as long  
as the SN R  m easure w ith  the original is not critical. Consequently, this phase  
com pensation technique w ith  its better residual signal construction can be used  
as a front-end pre-processor to  any low  rate LPC-based coding schem e.
So far the em phasis on the IIR-based technique has concentrated on voiced, 
or rather very periodic, speech. However, very often the separation betw een voiced  
and other types of speech is difficult to  isolate. For the initial stages o f the sim u­
lations on the phase equalisation, the decision as when to apply the phase equal­
isation  was performed by hand. However, even this could not solve the problem  
of voiced segm entation com pletely. It was noted that although the voiced parts 
were com puted w ithout any significant perceptual distortion, the onsets and tran­
sitional periods betw een two sounds were not always com puted correctly. These  
were found to  be very subjectively sensitive, and several hand tunings were re­
quired before subjectively adequate performance were obtained. A reliable set of 
conditions which gives good overall long-term  performance have yet to  be found.
7.4 .5  S im u lation  R esu lts
U sing selected pieces of speech, the phase com pensated and original speech  
were processed by the reference coder w ithout quantisation for the purposes of 
analysis. From the tw o set of processed speech, the objective difference was not as 
good as expected  w ith  the phase com pensated speech giving 0.68dB im provem ent. 
However, subjectively the difference was m uch more substantial. The quantised
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phase com pensated speech was clearly superior to  the normal quantised speech. 
T he background roughness was reduced, and the sharpness of the original m aterial 
was better retained. This would suggest that perceptual quality, e.g . sharpness, 
of the phase com pensated speech can be much better preserved when coded than  
for the normal speech. This of course is the m ajor obstacle in  low  b it rate coding 
schem es em ploying LPC. A lthough the test m aterial was chosen for its  voicing  
content, it nevertheless indicates that there is great potential benefits to  be gained  
using the phase com pensation technique.
Further experim ents on the phase equalisation technique were however ham ­
pered by the lack of success of a reliable autom atic voicing indicator. As m entioned  
earlier, it was found that onsets and transitional segm ents were very sensitive and 
even w ith  the filter interpolation these segm ents were difficult to  code. A n im por­
tant requirement is therefore the im plem entation of a reliable voicing indicator, 
and a m ethod of sm oothly turning on and off the phase equalisation. If these two  
obstacles can be overcom ed, then the phase equalisation technique would be very 
useful.
7 .5  C o n c lu s io n s
In th is chapter various strategies were investigated w ith the aim  of im proving  
the perform ance of CELP at low bit rates. In section 7.2, the use o f variable LPC  
quantisation and delayed decision was applied to  CELP. From the sim ulations, the  
conclusion was that although im proved SN R  values were obtained, the subjective  
im provem ent was not significant enough to bring CELP at 4 .8K b it/s  up to a level 
which can be term ed high com m unication quality.
In an effort to  bring the spectral filter into the analysis-by-synthesis closed- 
loop optim isation, an adaptive sequential filtering approach was introduced in  
section 7.3. The AR M A-CELP replaced the LPC spectral filter w ith  an ARM A  
filter which was jointly optim ised w ith the excitation signal in  order to  obtain a 
better comprom ise. However, difficulties w ith the adaptive filtering m eant that al­
though the basic idea was sound, practical im plem entation was difficult to  achieve. 
The resultant performance o f the ARM A-CELP was not very successful, but it did 
lead to a new exam ination of the CELP algorithm.
237
In the final section, the role o f the spectral filter in  CELP was exam ined in  
more detailed. As section 7.4 pointed out, a good phase m atch of the residual was 
found to  be v ita l in  order to retain the original speech naturalness qualities. In 
order to  achieve the phase m atching, sub-optim al all-pass structures were exam ­
ined. A lthough the FIR m ethod gave very good results, it was not useful as the  
filter length required was too  large for practical purposes. The phase equalisation  
technique which was the IIR  m ethod was found to  be very prom ising. T he phase 
com pensated residual was found to be very similar to  our ideal excitation  source,
i.e  periodic pulse-train for voiced speech. The quality of the coded phase com ­
pensated speech was found to  be m uch better than the norm ally coded speech. 
However, this was only tested  for predom inantly voiced speech. For non-voiced  
speech the phase equalisation did not always performed well, and consequently  
this will remain to be a topic for future research.
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Chapter 8
CONCLUSIONS
In this thesis the investigation of a particular branch of digital speech coding, 
term ed A nalysis-by-Synthesis Linear Predictive Coding (A BS-L PC ) was presented. 
The work focused on three m ajor issues. The first and foremost was the quality  
of A B S-LPC  schemes at 8 to  4 K b it/s  w ith  particular emphasis on CELP. This is 
very strongly linked to the second aspect o f the work, nam ely the reduction in 
com putational com plexity. This aspect is critical for ABS-LPC schem es, particu­
larly CELP, as they are very dem anding in  their processing requirements. Finally, 
various aspects o f quantisation were exam ined, especially for the LPC parameters 
in  the form of LSP representation.
In this concluding section, the m ajor results of the thesis, som e already m en­
tioned in the previous chapter, are sum marised. This is followed by a short dis­
cussion on directions which m ay be fruitful for future research activity.
8 .1  C o n c lu d in g  S u m m a ry
As m entioned in  the review of Chapter 2, ABS-LPC schem es, particularly 
of the CELP form, are at the tim e of writing the m ost widely researched and 
reported algorithm  in the field o f speech coding, w ith applications ranging from  
16 to 4 .8K b it/s. Hence, m any o f the directions o f the work presented in  this thesis 
were influenced by the vast am ount o f literature that could be found in  IEEE
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A SSP related publications. A lso, as a consequence of the rapid developm ent in  
this field, m any of the ideas and work presented in  this thesis can also be found  
elsewhere, although the conclusions reached are not always in  agreem ent. T his is 
clearly illustrated by the m any publications on the CELP algorithm  which are all 
different in  som e aspects, but this minor difference is often the critical boundary  
betw een a good and excellent algorithm . In this thesis, these details were closely  
exam ined to  obtain the best comprom ise.
In Chapter 4, the very im portant LSP representation of LPC param eters 
was presented. In the first section, a review of the forward and inverse trans­
form ation techniques of LPC-LSP representation was given. The author believes 
that this has not been carried out elsewhere hence it served as a very useful 
sum m ary of the LSP concept. In the second section, the application of LSP for 
LPC param eter quantisation was reported. The two adaptive schem es sim ulated, 
Sw itched-A daptive Interframe Vector Prediction (SIV P) and Speaker Adaptive  
Vector Prediction (SA V P) exploited  the high correlation properties o f the LSP  
coefficients. This was compared w ith  a straight m em oryless schem e, Split Vector 
Q uantisation (SV P ). The finding of the chapter was that a 24 to  26 b its/u p d ate  
can be used to  quantise the LPC param eters w ithout a significant loss in quanti­
sation gain. This is a saving of roughly 1 O bits/update as com pared w ith  standard  
scalar quantisation schemes.
In Chapter 5, a com parative study of the ABS-LPC fam ily of coding algo­
rithm s was presented. In this chapter the key form ulation em ployed was laid down  
in  a general fashion, and therefore the understanding of A BS-LPC schem es wets 
hopefully better served. The chapter attem pted  to assess and highlight som e of 
the advantages and disadvantages o f the A BS-LPC variants. From the sim ulation  
results, a number of points were found to  be interesting, and these are sum marised  
below:
( 1 ) All the A BS-LPC variants performed well at 8K b it/s  and above. All gave
high quality processed speech which could be term ed high com m unications
quality.
( 2 ) Below 8K b it/s  all o f the A B S-LPC  variants suffered degradations in  speech
quality w ith R PELPC  and M PLPC noticeably affected.
(3 )  CELP was found to  give the m ost graceful degradation, and was therefore a
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candidate for further experimentation.
Following the com parative study, a in-depth investigation of the CELP al­
gorithm  was presented in  Chapter 6 . As CELP relies heavily on the prediction  
filters for reducing the bit rate, the ST P and LTP were exam ined. For the STP, 
it was found that frame interpolation, especially in  the form of past and future  
frame interpolation, significantly constituted  to  the sm oothness o f C E L P’s speech  
quality. T he role o f the LTP in C E L P’s operation was exam ined w ith  various 
configurations. Generally, m ultiple taps closed-loop LTPs were found to  perform  
much better than the others. T he role o f the closed-loop LTP in  CELP cannot 
be stressed enough. Basically, w ithout an efficient LTP, CELP sim ply does not 
perform efficiently. A s the m ajor part o f the com putational com plexity o f CELP is 
contributed by the codebook com putation, three m ethods o f sim plified codebook  
excitation  search were investigated. The recursive m emory m ethod (RM M ) is an 
original concept, and was found to  give very close performance to  the standard  
codebook search, but w ith  considerable reduction in com plexity. T he vector sum  
m ethod (V SE ) and transform  dom ain excitation  (T D E ) m ethods were extensions  
of previously reported work w ith considerably improved m odifications. T he VSE  
m ethod was found to be particularly effective in achieving good perform ance and 
low  com putational com plexity. Finally, the use o f adaptive post-filtering (A P F )  
was described. A P F  was found to  be very effective in  reducing the background  
distortions found in CELP speech w ith  the expense of occasionally introducing  
som e spectral distortions if  heavily applied. The concluding remark from Chapter 
6 is that CELP can be configured to  produce very high quality at 6 to  7K b it/s  
w ith practical real-tim e im plem entation capability. However, below th is, CELP  
processed speech contained noticeable roughness and a loss o f sharpness, although  
the degradation was graceful as the bit rate was reduced.
T he im provem ent o f CELP at around 5K b it/s  was the subject o f Chapter 
7. In th is chapter, three strategies to  increase the speech quality of CELP were 
investigated. The application of both  variable bit LPC quantisation and frame 
based delayed decision to  CELP was described. A lthough variable bit allocation  
and delayed decision have been separately applied to CELP by other researchers, 
the com bination of both  has not been reported and is novel. The im provem ent 
gained was quite substantial in objective term s, but subjectively the im provem ent 
was not as pronounced. The next section reported the use of a pole-zero filter
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in place o f the all-pole filter in  CELP w ith an iterative sequential optim isation  
procedure to  obtain both  the filter and excitation param eters. T his previously  
untried algorithm  on CELP was found to  be unsuccessful as problems w ith the  
estim ation algorithm  produced inconsistent results. The final section presented  
the advocation and form ulation for a phase com pensation filter to  be incorporated  
in to  CELP, or more generally in to  ABS-LPC  schem es. The use o f non-optim al 
phase com pensation filters in the form  of pure FIR  and H R  configurations were 
reported. The H R m ethod was found to  give particularly prom ising results as the  
resultant residual excitation displayed a very close resemblance to  the source-filter 
m odel excitation  used in  A BS-LPC .
In conclusion to the above sum mary, the following can be stated:
( 1 ) LSP is at present the m ost effective representation of LPC param eters in  
view  of prediction, quantisation and robustness.
( 2 ) A ll A BS-LPC coders can produce high quality speech at 8K b it/s  and above.
(3 )  CELP is the best ABS-LPC  candidate at 7K b it/s  and below  operation.
(4 )  CELP can produced high com m unication quality speech at 6 to  7 K b it/s  with  
real-tim e practicality. However, at 4 .8K b it/s  only good to fair com m unica­
tion  quality is attainable.
(5 )  High quality speech at 4 .8K b it/s  is difficult to  achieve in a consistent manner 
w ith current reported ABS-LPC  techniques.
8 .2  F u tu re  W ork
From the above conclusions, it is clear that the aim  of research in  ABS-LPC  
schem es is at the 4 .8K b it/s  frontier and below . However, as indicated, only high  
com m unication quality is achievable at 8K b it/s  at present. Therefore, there is 
still considerable scope for research at 8K b it/s  and below in order to  obtain  toll 
quality, the logical step from the proposed 16K b it/s standard. In order to  achieve 
this and yet m eet the requirem ents o f the C C ITT, m any obstacles w ill have to  be  
overcom e. The m ost difficult o f these is probably the algorithm ic delay constraint.
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The current generation of standards for m obile system s at around 8K b it/s  are 
forward-based LPC schemes which introduces considerable buffering delays. In 
order to overcom e this, backward forms of LPC as used in the 16K b it/s  scheme 
are a necessity. Such exam ples have already been reported [79].
For lower rates at 4 .8K b it/s  and below , the current A B S-LPC  techniques 
do not appear to  hold much promise in  achieving toll quality. As Chapter 7 
suggested, a potential technique is to  em ploy som e form of pre-filtering to alter the  
characteristics but not the subjective quality of the speech signal. T he pre-filtered  
speech characteristics should ideally be m uch more predictable and more efficient 
to  code than the the original. The phase equalisation technique of Chapter 7 is 
one possible direction in achieving this goal. An alternative strategy is to  return 
to  non-A B S based system s as typified by the m ulti-band excitation (M B E ) coding  
algorithm  which was selected for the INM AR SA T Standard-M  system . In M BE, 
a form of subband harmonic coding is em ployed and is reported to be good even  
down to  2 .4K b it/s  w ith  very low  com putational complexity.
A n urgent requirement for low bit rate schemes is not algorithm  develop­
m ents, but the developm ent of a more subjectively m eaningful quality measure. 
As this thesis illustrated, the lack of a good m easure has always resulted in infor­
mal listen ing tests  in order to  assess the performance of an algorithm . Ideally, a  
much better distortion measure to  replace the SN R  measure is needed. In order 
to  achieve th is, considerable improvement in to  the understanding of the hum an  
perception of speech is required. This obviously demands som e new ground to  be 
broken, but until this is achieved the way forward to  attaining high quality at even  
lower rates will be very difficult.
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A ppendix A 
40-Bit LAR Quantiser
i y(i) i y(i) i y(i) i y(i)
1 -1.1674 17 0.3968 33 1.1674 49 1.8014
2 -1.0870 18 0.4870 34 1.2053 50 1.8501
3 -1.0025 19 0.5635 35 1.2397 51 1.8879
4 -0.9152 20 0.6295 36 1.2796 52 1.9225
5 -0.8120 21 0.6784 37 1.3201 53 1.9600
6 -0.7030 22 0.7223 38 1.3599 54 2.0002
7 -0.6032 23 0.7602 39 1.3993 55 2.0333
8 -0.5034 24 0.8004 40 1.4418 56 2.0781
9 -0.3734 25 0.8404 41 1.4842 57 2.1113
10 -0.2571 26 0.8802 42 1.5230 58 2.1493
11 -0.1700 27 0.9202 43 1.5582 59 2.2071
12 -0.0788 28 0.9594 44 1.5964 60 2.2703
13 0.0092 29 0.9969 45 1.6413 61 2.3788
14 0.1003 30 1.0361 46 1.6820 62 2.4972
15 0.1839 31 1.0745 47 1.7189 63 2.5918
16 0.2926 32 1.1201 48 1.7593 64 2.7000
Table A .l:  Quantiser levels for L A R (l).
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i y(0 i y(i) i y(i) i y(i)
1 -1.9220 9 -0.8769 17 -0.3474 25 0.0073
2 -1.7697 10 -0.7897 18 -0.2991 26 0.1377
3 -1.6049 11 -0.7187 19 -0.2471 27 0.2418
4 -1.4522 12 -0.6427 20 -0.1938 28 0.3691
5 -1.3360 13 -0.5743 21 -0.1395 29 0.5140
6 -1.2021 14 -0.5130 22 -0.0907 30 0.7205
7 -1.0931 15 -0.4591 23 -0.0440 31 0.9115
8 -0.9889 16 -0.4030 24 0.0596 32 1.2000
Table A .2: Quantiser levels for LA R (2).
i y(i) i y(i) i y(i) i y(i)
1 -1.0000 9 -0.3396 17 0.0533 25 0.4442
2 -0.9000 10 -0.2816 18 0.0997 26 0.4931
3 -0.8135 11 -0.2316 19 0.1466 27 0.5394
4 -0.7190 12 -0.1827 20 0.1938 28 0.5918
5 -0.5895 13 -0.1373 21 0.2471 29 0.6427
6 -0.5107 14 -0.0876 22 0.2968 30 0.7169
7 -0.4497 15 -0.0386 23 0.3485 31 0.8191
8 -0.4000 16 0.0070 24 0.3975 32 0.9961
Table A.3: Quantiser levels for LA R (3).
i y » i y(i) i y(i) i y(i)
1 -1.3495 5 -0.7049 9 -0.2658 13 0.0690
2 -1.0975 6 -0.5934 10 -0.1781 14 0.1696
3 -0.9505 7 -0.4860 11 -0.0975 15 0.2771
4 -0.8193 8 -0.3743 12 -0.0188 16 0.4232
Table A .4: Quantiser levels for LA R (4).
i y(i) i y(i) i y(i) i y(i)
1 -0.7397 5 -0.2654 9 0.0376 13 0.3728
2 -0.5937 6 -0.1759 10 0.1128 14 0.4949
3 -0.4722 7 -0.1011 11 0.1884 15 0.6047
4 -0.3690 8 -0.0326 12 0.2758 16 0.8376
Table A.5: Quantiser levels for LA R (5).
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i y(i) i y(i) i y(i) i y(i)
1 -0.7079 5 -0.3306 9 -0.1388 13 0.0574
2 -0.5732 6 -0.2726 10 -0.0947 14 0.1226
3 -0.4734 7 -0.2229 11 -0.0483 15 0.2034
4 -0.3969 8 -0.1787 12 -0.0015 16 0.3166
Table A .6: Quantiser levels for LA R (6).
i y(i) i y(i) i y(i) ! i y(i)
1 -0.4197 3 -0.1326 5 0.0497 1 7 0.3012
2 -0.2475 4 -0.0397 6 0.1549 j 8 0.5077
Table A .7: Q uantiser levels for LA R (7,8,9,10).
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A ppendix B 
37-Bit LSF Quantiser
i y « i y(i) i y(i) i y(i)
1 143.4 3 214.1 5 284.2 7 389.4
2 182.7 4 246.6 6 329.6 8 475.9
Table B .l:  Quantiser levels for L S P (l) .
i y(i) i y(i) i y(i) i y(i)
1 211.0 5 349.4 9 503.5 13 731.3
2 252.4 6 383.2 10 554.1 14 809.1
3 285.8 7 419.7 11 608.1 15 912.2
4 317.7 8 458.9 12 665.9 16 1072.7
Table B.2: Quantiser levels for LSP(2).
i y(0 i y(i) i y(i) i y(0
1 402.1 5 621.4 9 835.1 13 1147.1
2 470.8 6 671.6 10 902.8 14 1241.2
3 522.1 7 724.3 11 979.5 15 1357.1
4 571.8 8 778.8 12 1065.6 16 1517.1
Table B.3: Quantiser levels for L SP(3).
256
(
i y(i) i y(i) i y(i) i y(i)
1 617.4 5 944.3 9 1186.2 13 1514.9
2 732.3 6 1001.9 10 1260.3 14 1613.6
3 819.9 7 1060.8 11 1342.0 15 1723.0
4 885.4 8 1121.2 12 1425.3 16 1885.4
Table B.4: Quantiser levels for L SP(4).
i y(i) i y(0 i y(i) i y(i)
1 981.8 5 1329.2 9 1609.2 13 1908.2
2 1081.9 6 1403.3 10 1679.5 14 1998.6
3 1172.1 7 1473.0 11 1753.3 15 2106.6
4 1254.1 8 1539.9 12 1826.9 16 2236.5
Table B.5: Quanti ser levels for L SP(5).
i y(i) i y(i) i y(i) i y(i)
1 1334.1 5 1697.6 9 1954.1 13 2238.3
2 1446.8 6 1763.3 10 2019.5 14 2328.8
3 1539.6 7 1828.7 11 2087.6 15 2420.7
4 1626.0 8 1890.6 12 2160.4 16 2526.1
Table B .6 : Quantiser levels for L SP(6).
i y(i) i y(0 i y(i) i y(i)
1 1830.7 5 2198.6 9 2397.6 13 2632.3
2 1959.8 6 2254.3 10 2448.1 14 2715.1
3 2056.5 7 2303.5 11 2500.3 15 2823.4
4 2134.6 8 2349.2 12 2560.1 16 2966.2
Table B.7: Quantiser levels for LSP(7).
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i y(i) i y(0 i y(i) i y(i)
1 2247.3 5 2550.8 9 2742.7 13 2966.6
2 2361.4 6 2600.5 10 2791.8 14 3049.9
3 2434.8 7 2647.7 11 2846.1 15 3155.8
4 2496.5 8 2694.0 12 2904.4 16 3256.9
Table B .8 : Quantiser levels for L SP(8).
i y(i) i y(i) i y(0 i y(i)
1 2730.3 3 2984.4 5 3141.8 7 3315.4
2 2881.5 4 3066.1 6 3223.0 8 3436.8
Table B.9: Quantiser levels for LSP(9).
i y(i) i y(i) i y(i) i y(i)
1 3140.6 3 3326.8 5 3458.8 7 3601.5
2 3246.0 4 3395.2 6 3524.6 8 3709.6
Table B.10: Q uantiser levels for LSP(IO).
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