In this work the implicit function theorem is used for searching local symbolic resolution of differential equations. General results of existence for first order equations are proven and some examples, one relative to cavitation in a fluid, are developed. These examples seem to show that local approximation of non linear differential equations can give useful informations about symbolic form of possible solutions, and in the case a global solution is known, locally the accuracy of approximation can be good.
Introduction
The use of Implicit Function or Dini's Theorem for local resolution of differential equations is not new (see [7] for an historical example of application due to Bernoulli, and [9] for an application of theoretical existence for a non linear system of PDEs). But in the technical literature this method is very little widespread and limited to some specific situations. Moreover, for some physical and engineering aims, often usual numerical resolution of differential equations is not very useful, because the knowledge of an analytical dependence from physical or geometrical parameters is required (see e.g [3] ) for the problem of searching analytical dependence for resistence coefficients in flows). In this work some statements about local symbolic resolution of ordinary differential equations are established, and some examples, two very simple but illustrative the technique, and other two more technical and useful, are developed.
ODEs and Dini's Theorem
Let [a, b], a < b, an interval of R. If we denote with y = y(x) a C n ([a, b]) function, for some n integer, n > 0, defined on [a, b] and with y (k) = y (k) (x) its k-th derivative, an ordinary differential equation (ODE) is an expression like this:
F (x, y(x), y
(1) (x), ..., y (n)(x) ) = 0 ∀x ∈ [a, b]
where F is a function 
and
For a complete proof, see e.g. [4] . Let we suppose n = 1, so the differential equation is F (x, y(x), y ′ (x)) = 0. If the equation has order greater then 1, it is possible to write it as a system of order 1 differential equations (see e.g. [8] ), and Dini Theorem has a natural extension to systems of equations.
Proof. From Dini Theorem exist
We can consider the differential problem
Being φ a continuous function, from the theorem of Peano about existence of solutions for first order ordinary differential problems (or by local existence theorems) (see [2] , [8] ), exist δ 2 with 0 < δ 2 ≤ δ 1 and a function u ∈ C 1 ([x 0 −δ 2 , x 0 + δ 2 ]) (local) solution of (8) . Being u a continuous function and
, φ(x, u(x))) = 0, so with the choice δ = δ 3 and ρ = ρ 1 the proof is completed.
Therefore, under suitable hypothesis, ODE F (x, y(x), y ′ (x)) = 0 has at least local solutions. But the theorem says too that the original ODE can be locally written in a new form, i.e. in the expression y ′ (x) = φ(x, y(x)), that is the normal form. In this sense, the term locally means that there is a neighbour of (x 0 , p 0 , q 0 ) where the original ODE can be written in the new form, and a local solution u exists such that u(x 0 ) = p 0 and u
in the interval [a, b] where a < 0 and b > 0. The function F is F (x, p, q) = 2p−q, with F ∈ C ∞ [a, b] × R 2 and ∂ q F = −1. Let x 0 = 0 and p 0 = 1; then q 0 = 2. From theorem 1 exist two functions u and φ such that φ(0, 1) = 2 and 2p − φ(x, p) = 0 in a neighbour of (0, 1). Then φ(x, p) = 2p, so from (6) u ′ (x) = 2u(x), that is u(x) = ce 2x . The constant c is determined from the condition u(0) = p 0 = 1, hence c = 1.
In the case ∂ q F (x 0 , p 0 , q 0 ) = 0, we can consider the possibility of a local expression like y(x) = ψ(x, y ′ (x)), as stated in the following
If exists a solution u ∈ C 1 ([x 0 − σ, x 0 + σ], with 0 < σ < δ, for the problem
Proof. The first statement is a direct consequence of Dini's Theorem. Let then u a solution of the problem (11), with σ 1 < δ. From the fact that u ′ is continuous in the interval [x 0 − σ 1 , x 0 + σ 1 ], we can choice the constant σ so that
Therefore, a local solution for the new differential equation
Example 2. Consider the non linear ODE
so from the first statement of theorem 2, if |q| ≤ 1 exists the function ψ = ψ(x, q) = 1 − q 2 such that (locally) p = 1 − q 2 . Then we can consider the problem
The function u(x) = sin(x) is a solution of this problem, with |u ′ (x)| ≤ 1 as required, and is a local (but in this case global too) solution of the original ODE. 
where i is the imaginary unit and c a complex constant. We obtain our previuos local solution respectively for, e.g., c = i 
Local symbolic approximation for an ODE
From implicit function theorem, if F has continuous partial derivatives, using Taylor expansion near the point (x 0 , p 0 ) (or (x 0 , q 0 )) and the chain rule for the derivatives of composite function it is possibile to write the following expression for the function φ (or ψ):
with, e.g. for x-derivation,
where the derivatives of φ are evaluated at (x 0 , p 0 ) and those of F at (x 0 , p 0 , q 0 ). The expansion gives a local analytical approximation of the original ODE. If for this equation a global solution doesn't exist or it is not given by elementary functions, the expansion could be a more simple equation to solve. From previous theorems, a solution of this equation is an approximate local solution of the original ODE.
If
′ (x)) has the following local approximation of first order:
If ∂ p F (x 0 , p 0 , q 0 ) = 0, the solution of this first order ODE is
otherwise its general solution is (see e.g [1] )
where c is a constant and the partial derivatives are all calculated at point (x 0 , p 0 , q 0 ). Imposing the condition y(x 0 ) = p 0 we obtain
while, with this value of the constant c, we have y ′ (x 0 ) = q 0 as required. So we have proven the following Proposition 1 In the hypothesis of Theorem 1, the ODE F (x, y(x), y ′ (x)) = 0 has a local solution, approximated to first order, of the form
where a 0 , b 0 , c 0 and d 0 are constants depending from (x 0 , p 0 , q 0 ).
Example 1 bis.
For the ODE 2y(x) − y ′ (x) = 0, being F (x, p, q) = 2p − q, at point (0, 1, 2) we obtain ∂ x F = 0, ∂ p F = 2 and ∂ q F = −1, so that a 0 = b 0 = 0, c 0 = 1 and d 0 = 2, therefore from Proposition 1 the local approximated solution of first order is y(x) = e 2x , which is the exact local (global) solution of the original equation, satisfying the condition y(0) = 1.
, in a similar fashion the first order differential equation F (x, y(x), y ′ (x)) has the following local approximation of first order:
If ∂ q F (x 0 , p 0 , q 0 ) = 0, the local approximated solution is simply
while in the case ∂ q F (x 0 , p 0 , q 0 ) = 0 one can verify that the local solution is the same as (21). So the following statement holds:
Proposition 2 In the hypothesis of Theorem 2, the ODE F (x, y(x), y ′ (x)) = 0 has a local solution, approximated to first order, of the form
where a 0 , b 0 , c 0 and d 0 are constants depending from (x 0 , p 0 , q 0 ). If F ∈ C n [a, b] × R 2 for a suitable integer n > 0, F (x 0 , p 0 , q 0 ) = 0 and, e.g., ∂ p F (x 0 , p 0 , q 0 ) = 0, it is possible consider higher order derivatives for the implicit function ψ, as (18) or
Example 2 bis. For the ODE y
Then, from Taylor expansion of ψ, we can write the following approximation of order (1, 2) (1 for x-variable, 2 for q-variable) for an ODE:
Expressions like this gives more accurate local solutions.
Example 2 ter. For the differential equation of Example 2 we have
, so from previous formula the approximation is
The solution to this non linear equation, with condition y(
This expression is the second order truncated Taylor expansion of sin(x) centered at x = π 2 , so we have obtained a good approximation for the local solution found in Example 2. Note that, being in this case ∂ x F = ∂ 
Relationship with series expansion of solution
The last example seems establish a relation between symbolic expression of local solution found using implicit function technique and powers expression of solution found using series expansion of the unknown function in the original ODE. Let us consider the following symbolic expansion of second order, centered at x 0 = 
Then we solve the algebraic system formed by the expanded differential equation and the two conditions y( 
Finer examples
Example 3. Let us consider the non linear ODE (see [8] )
This equation is integrable by elementary functions:
The associated function F is F (x, p, q) = −3sin(x)p 4 3 −q, and consider the point
2 ) where F is null. The following identities hold:
We want a Taylor expansion for the implicit function q = φ(x, p) of order (3, 1) , that is of third order respect to x-variable and first order respect to p-variable. We use expressions (17) and (18) for φ, and the following formula for the third derivative: Example 4. Consider a spherical bubble of a compressible gas immersed in an incompressible nonviscous fluid. If this fluid is flowing in a vane of a mechanical structure as rotating pump, presence of bubbles (cavitation) can give increment of noise and reduction of efficiency. Hence it is important to estimate the time t c necessary for the collapse of the bubble, assuming that gas pressure is neglegible compared to external fluid pressure p f . If y(t) is the radius of the bubble, it is possible to derive from Navier-Stokes equations the following ODE (see [6] )
It is convenient to express this ODE as a first order equation, which is equivalent if one doesn't consider constant solutions y(t) = k (see [6] for details):
where ρ is the density of the external fluid and R 0 is the radius of the bubble at time t = 0. Without considering the trivial solution y(t) = R 0 , which is not physically admissible, this equation is not symbolically integrable using elementary functions. For simplicity, but without lack of generality, suppose ρ = 1 and the pressures normalized with respect to the value of p f , so that p f = 1. Let then F (t, p, q) = (17) and (29), we can use the following approximation of order (1,2) (1 for y, 2 for y ′ ), centered at (0, R 0 , 0), for (42): The figure 2 shows that symbolic solution of the reduce ODE is a good approximation of the implicit solution of the original equation.
