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ASYMPTOTICS OF THE QUANTIZATION ERRORS FOR
CONDENSATION MEASURES
MRINAL KANTI ROYCHOWDHURY
Abstract. Let P := 1
3
P ◦ S−1
1
+ 1
3
P ◦ S−1
2
+ 1
3
ν be a condensation measure on R, where
S1(x) =
1
5
x, S2(x) =
1
5
x + 4
5
for all x ∈ R, and ν is a self-similar measure on R with compact
support such that the quantization dimension D(ν) of ν satisfies D(ν) < k, where k is the
unique number given by (1
3
(1
5
)2)
k
2+k + (1
3
(1
5
)2)
k
2+k = 1. Then, with the help of a given sequence
F (n) we have shown that the quantization dimension D(P ) of the condensation measure P
exists and satisfies D(P ) = k. Moreover, we have shown that the D(P )-dimensional lower
quantization coefficient for the condensation measure P is infinity which was not known for a
long time. Then, we give a conjecture on the existence of the quantization dimension D(P ),
and the D(P )-dimensional lower and upper quantization coefficients for a general condensation
measure P .
1. Introduction
Let Rd denote the d-dimensional Euclidean space equipped with the Euclidean norm ‖ ·‖, and
let P be a Borel probability measure on R. Write Dn := {α ⊂ R
d : 1 ≤ card(α) ≤ n}. Then,
the nth quantization error for P is given by
Vn(P ) := inf
α∈Dn
∫
‖x− a‖2dP.
If the infimum occurs at some α ⊂ Rd with 1 ≤ card(α) ≤ n, we call α an optimal set of n-means
for P . The set of all optimal sets of n-means for a probability measure P is denoted by Cn(P ). It
is known that for a continuous probability measure an optimal set of n-means contains exactly
n-elements (see [GL1]), and if
∫
‖x‖2dP < ∞, then there is some set α for which the infimum
is achieved (see [AW,GKL,GL,GL1]). The lower and upper quantization dimensions of P are
defined respectively by
D(P ) := lim inf
n→∞
2 logn
− log Vn(P )
and D(P ) := lim sup
n→∞
2 logn
− log Vn(P )
.
If D(P ) = D(P ), we say that the quantization dimension of P exists and the common value,
denoted by D(P ), is called the quantization dimension of P . On the other hand, for any s > 0,
the lower and upper quantization coefficients for P are defined respectively by
Qs(P ) := lim inf
n→∞
n
2
sVn(P ) and Q
s
(P ) := lim sup
n→∞
n
2
sVn(P ).
If Qs(P ) = Q
s
(P ), we say that the s-dimensional quantization coefficient for P exists. It is
known that if 0 < Qs(P ) ≤ Q
s
(P ) < +∞, then D(P ) = s (see [GL1, GL2]). Quantization
dimension measures the speed at which the specified measure of the error goes to zero as n
approaches to infinity. Quantization problem arises in signal processing, data compression,
cluster analysis and patter recognition. For theoretical results and promising applications of
quantization one can see [BW,G,GG,GKL,GL1,GL2,GL3,GL4,GLP,GN,P1–P3,Z1,Z2]. With
respect to a finite set α ⊂ Rd, the Voronoi region generated by an element a ∈ Rd is the set
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of all elements in Rd which are closer to a than to any other element in α, and is denoted by
M(a|α). The set {M(a|α) : a ∈ α} is called the Voronoi diagram or Voronoi tessellation of
R
d with respect to α. It is called a centroidal Voronoi tessellation (CVT) with respect to a
probability distribution P if a =
∫
M(a|α)
xdP
∫
M(a|α) dP
for all a ∈ α, i.e., if the generators of the tessellation
are also the centroids of their own Voronoi regions with respect to P (see [DFG,R1]). Notice
that a = E(X : X ∈ M(a|α)) for all a ∈ α, where X is a random variable with probability
distribution P . We now state the following proposition (see [GG,GL1]):
Proposition 1.1. Let α be an optimal set of n-means and a ∈ α. Then, (i) P (M(a|α)) > 0,
(ii) P (∂M(a|α)) = 0, (iii) a = E(X : X ∈M(a|α)).
Let {Sj}
N
j=1 be a set of similarity mappings on R
d with similarity ratios {sj}
N
j=1 respectively,
and let ν be a Borel probability measure on Rd with compact support C. Let (pj)
N
j=0 be a
probability vector. Following [B,L1], we call ({Sj}
N
j=1, (pj)
N
j=0, ν) a condensation system. Then,
there exists a unique Borel probability measure P on Rd with compact support K satisfying the
following conditions:
P =
N∑
j=1
pjP ◦ S
−1
j + p0ν and K =
N
∪
j=1
Sj(K) ∪ C.
The measure P is called the attracting measure or the condensation measure for the condensation
system ({Sj}
N
j=1, (pj)
N
j=0, ν), and the set K, which is the support of the measure P , is called
the attractor for the system. Such a measure P is also termed as inhomogeneous self-similar
measure (see [OS1]). Lq spectra and Re´nyi dimensions of inhomogeneous self-similar measures
were studied by Olsen-Snigireva, and then by Liszka (see [OS2, L2]). For some previous work
on quantization dimensions of inhomogeneous self-similar measures one can see [R2,R3,Z2,Z3].
We say that {Sj}
N
j=1 satisfies the open set condition (OSC) if there exists a bounded nonempty
open set U ⊂ Rd such that Si(U) ∩ Sj(U) = ∅ for all 1 ≤ i 6= j ≤ N and Si(U) ⊂ U for all
1 ≤ i ≤ N . In the condensation system let ν be the self-similar measure associated with the
similarity mappings {Sj}
N
j=1 and a probability vector (tj)
N
j=1, i.e., ν satisfies ν =
N∑
j=1
tjν ◦ S
−1
j .
Let ξ = max{ξ1, ξ2}, where ξ1 and ξ2 are implicitly given by
(1)
N∑
j=1
(tjs
2
j)
ξ1
2+ξ1 = 1 and
N∑
j=1
(pjs
2
j)
ξ2
2+ξ2 = 1.
Notice that in the above expression ξ1 is the quantization dimension D(ν) of the self-similar
measure ν (see [GL2]). Then, if {Sj}
N
j=1 satisfies the open set condition, it is known that
(see [Z4, Theorem 1.2]) the quantization dimension D(P ) of the condensation measure P exists
and equals ξ, and Qξ(P ) > 0. Moreover, if ξ1 > ξ2, then Q
ξ
(P ) < ∞; and if ξ1 = ξ2, then
Qξ(P ) = ∞. If ξ1 < ξ2, it remained open whether the D(P )-dimensional lower and upper
quantization coefficients are finite or not (see [Z4, Remark 3.7]). In this paper, we investigate
an answer of it.
In this paper, we have considered the condensation measure P given by P = 1
3
P ◦S−11 +
1
3
P ◦
S−12 +
1
3
ν, where S1(x) =
1
5
x and S2(x) =
1
5
x+ 4
5
for all x ∈ R, and ν is a self-similar measure on R
satisfying ν = 1
2
ν ◦T−11 +
1
2
ν ◦T−12 , where T1(x) =
1
7
x+ 12
35
, and T2(x) =
1
7
x+ 18
35
for all x ∈ R. For
a given sequence F (n), first we have determined the optimal sets of F (n)-means and the F (n)th
quantization error for all n ≥ 1. Then, we have shown that the quantization dimension D(P )
exists, D(P ) = max{D(ν), ξ2}, and the D(P )-dimensional quantization coefficient is infinite.
Notice that in this case D(ν) = ξ1, and ξ1 < ξ2, where ξ1 and ξ2 are the unique numbers
satisfying the relation (1) for the settings given in this paper. This leads us to give a conjecture
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Conjecture 5.3 on the quantization dimension, and the lower and upper quantization coefficients
for a general condensation measure P when D(ν) > k, and when D(ν) ≤ k.
2. Preliminaries
In this section, we give the basic definitions and lemmas that will be instrumental in our
analysis. By a word ω of length k over the alphabet I := {1, 2}, we mean ω := ω1ω2 · · ·ωk ∈ I
k.
A word of length zero is called the empty word and is denoted by ∅. Length of a word ω
is denoted by |ω|. By I∗, it is meant the set of all words over the alphabet I including the
empty word ∅. For any two words ω := ω1ω2 · · ·ω|ω| and τ := τ1τ2 · · · τ|τ | in I
∗, by ωτ it
is meant the concatenation of the two words ω and τ , i.e., ωτ := ω1ω2 · ω|ω|τ1τ2 · · · τ|τ |. Let
S1, S2, T1 and T2 be the similarity mappings as defined before. Set J := [0, 1] and L := [
2
5
, 3
5
].
For ω = ω1ω2 · · ·ωk ∈ I
k, set Sω := Sω1 ◦ · · · ◦ Sωk , Tω := Tω1 ◦ · · · ◦ Tωk , Jω := Sω(J), and
Lω := Sω(L). For the empty word ∅ in I
∗, by S∅ it is meant the identity mapping on R, and so
J∅ = J and L∅ = L. If C is the support of ν, then
C := ∩
k≥0
∪
ω∈Ik
Tω([
2
5
,
3
5
]).
Iterating P = 1
3
2∑
j=1
P ◦ S−1j +
1
3
ν and ν = 1
2
ν ◦ T−11 +
1
2
ν ◦ T−12 , we have P =
1
3n
∑
|ω|=n
P ◦ S−1ω +
1
3n
∑
|ω|=n−1
ν ◦ S−1ω +
1
3n−1
∑
|ω|=n−2
ν ◦ S−1ω + · · ·+
1
3
ν, i.e.,
(2) P =
1
3n
∑
|ω|=n
P ◦ S−1ω +
n−1∑
k=0
1
3k+1
∑
|ω|=k
ν ◦ S−1ω , and ν =
1
2k
∑
ω∈Ik
ν ◦ T−1ω ,
for all k ≥ 1.
The following lemma is useful.
Lemma 2.1. Let K be the support of the condensation measure. Then, for any n ≥ 1,
K ⊂ ( ∪
ω∈In
Jω)
⋃( n−1
∪
k=0
( ∪
ω∈Ik
Lω)
)
⊂ J.
Proof. We have J1 ∪ L ∪ J2 ⊂ J , J11 ∪ L1 ∪ J12 ⊂ J1, and J21 ∪ L2 ∪ J22 ⊂ J2. In fact, for any
k ≥ 1, if ω ∈ Ik, then Jω1 ∪ Lω ∪ Jω2 ⊂ Jω. Again, notice that for any ω ∈ I
∗, Jω1 ∪ Jω2 ⊂ Jω,
and the intervals Lω1, Lω2, Lω are disjoint. Thus, it follows that
( ∪
ω∈In
Jω)
⋃( n−1
∪
k=0
( ∪
ω∈Ik
Lω)
)
⊂ J.
The sets being disjoint, we have
P
(
( ∪
ω∈In
Jω)
⋃( n−1
∪
k=0
( ∪
ω∈Ik
Lω)
))
= P ( ∪
ω∈In
Jω) + P
(
n−1
∪
k=0
( ∪
ω∈Ik
Lω)
)
=
∑
ω∈In
P (Jω) +
n−1∑
k=0
∑
ω∈Ik
P (Lω) =
∑
ω∈In
1
3n
+
n−1∑
k=0
2k ·
1
3k+1
=
2n
3n
+
1
3
(1 +
2
3
+ (
2
3
)2 + · · ·+ (
2
3
)n−1) =
2n
3n
+
1
3
·
1− (2
3
)n
1− 2
3
= 1.
Again, P (K) = 1 and K is the support of P . Hence, K ⊂ ( ∪
ω∈In
Jω)
⋃( n−1
∪
k=0
( ∪
ω∈Ik
Lω)
)
. This
completes the proof of the lemma. 
By equation (2), we can deduce the following lemma.
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Lemma 2.2. Let g : R→ R+ be Borel measurable and n ∈ N. Then,∫
g dP =
1
3n
∑
|ω|=n
∫
(g ◦ Sω) dP +
n−1∑
k=0
1
3k+1
∑
|ω|=k
∫
(g ◦ Sω) dν.
Lemma 2.3. Let E(ν) represent the expected value and W := V (ν) represent the variance of
the self-similar measure ν. Then, E(ν) = 1
2
and W = 3
400
, and for any x0 ∈ R,
∫
(x− x0)
2dν =
(x0 −
1
2
)2 + V (ν).
Proof.
∫
xdν = 1
2
∫
(1
7
x + 12
35
)dν + 1
2
∫
(1
7
x + 18
35
)dν which implies E(ν) =
∫
xdν = 1
2
. Moreover,
we have
∫
x2dν = 1
2
∫
(1
7
x + 12
35
)2dν + 1
2
∫
(1
7
x + 18
35
)2dν yielding
∫
x2dν = 103
400
. Hence, V (ν) =∫
x2dν − (
∫
xdν)2 = 103
400
− 1
4
= 3
400
. For any x0 ∈ R,
∫
(x − x0)
2dν = (x0 −
1
2
)2 + V (ν) follows
from the standard theory of probability. 
We now prove the following lemma.
Lemma 2.4. Let E(P ) represent the expected value and V (P ) represent the variance of the
condensation measure P . Then, E(P ) = 1
2
, V (P ) = 131
1168
, and for any x0 ∈ R,
∫
(x− x0)
2dP =
(x0 −
1
2
)2 + V (P ).
Proof. It is easy to see that E(P ) = 1
2
. Now, using (2) and Lemma 2.3, we have∫
x2dP =
1
3
∫
(S1(x))
2dP +
1
3
∫
(S2(x))
2dP +
1
3
∫
x2dν
=
1
3
∫ (1
5
x
)2
dP +
1
3
∫ (1
5
x+
4
5
)2
dP +
1
3
103
400
=
1
75
∫
x2dP +
1
75
∫
x2dP +
8
75
∫
xdP +
16
75
+
103
1200
which implies
∫
x2dP = 423
1168
, and hence V (P ) =
∫
x2dP − (
∫
xdP )2 = 423
1168
− 1
4
= 131
1168
. For any
x0 ∈ R,
∫
(x−x0)
2dP = (x0−
1
2
)2+V (P ) follows from the standard theory of probability. Thus,
the proof of the lemma is complete. 
We now give the following proposition.
Proposition 2.5. Let ω ∈ Ik, k ≥ 0, and let X be the random variable with probability distri-
bution P . Then, E(X : X ∈ Jω) = Sω(
1
2
), and E(X : X ∈ Lω) = Sω(
1
2
). Moreover, for any
x0 ∈ R, any ω ∈ I
k, k ≥ 0, we have

∫
Jω
(x− x0)
2dP (x) = 1
3k
(
1
25k
V + (Sω(
1
2
)− x0)
2
)
,∫
Lω
(x− x0)
2dP (x) = 1
3k+1
(
1
25k
W + (Sω(
1
2
)− x0)
2
)
, and∫
Tω(L)
(x− x0)
2dν(x) = 1
2k
(
1
49k
W + (Tω(
1
2
)− x0)
2
)(3)
Proof. By equation (2), we have P (Jω) =
1
3k
and P (Lω) =
1
3k+1
. Then, by Lemma 2.2, the proof
follows. 
Note 2.6. By Lemma 2.4, it follows that the optimal set of one-mean for the condensation
measure P consists of the expected value 1
2
and the corresponding quantization error is the
variance V (P ) of P , i.e., V (P ) = V1(P ). In the sequel αn := αn(P ) and Vn := Vn(P ) respectively
represent the optimal set of n-means and the nth quantization error for P . On the other hand,
for the probability distribution ν we represent them respectively by αn(ν) and Vn(ν). For any
n ∈ N, by [GL5], it is known that V2n(ν) =
1
49n
W.
The following lemma that appears in [CR] is true.
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Lemma 2.7. (see [CR, Lemma 3.7]) Let α be an optimal set of n-means for the condensation
measure P . Then, for any ω ∈ I∗, the set Sω(α) := {Sω(a) : a ∈ α} is an optimal set of n-means
for the image measure P ◦ S−1ω . Conversely, if β is an optimal set of n-means for the image
measure P ◦ S−1ω , then S
−1
ω (β) is an optimal set of n-means for P .
We now give the following lemma.
Lemma 2.8. Let αn(ν) be an optimal set of n-means for ν. Then, for any ω ∈ I
k, k ≥ 0,
Sω(αn(ν)) is an optimal set of n-means for the image measure ν ◦ S
−1
ω . Moreover,∫
Lω
min
a∈Sω(αn(ν))
(x− a)2dP =
1
75k
1
3
Vn(ν).
Proof. Let αn(ν) be an optimal set of n-means for ν. By Lemma 2.7, Sω(αn(ν)) is an optimal
set of n-means for the image measure ν ◦ S−1ω , and so∫
Lω
min
a∈Sω(αn(ν))
(x− a)2dP =
1
3k+1
∫
Lω
min
a∈Sω(αn(ν))
(x− a)2d(ν ◦ S−1ω )
=
1
3k+1
∫
L
min
a∈Sω(αn(ν))
(Sω(x)− a)
2dν =
1
3k+1
1
25k
∫
L
min
a∈αn(ν)
(x− a)2dν =
1
75k
1
3
Vn(ν).
Thus, the proof of the lemma is complete. 
3. Essential lemmas and propositions
In this section, we give some lemmas and propositions that we need to determine the optimal
sets of n-means and the nth quantization error for all n ≥ 2. To determine the quantization
error we will frequently use the formulas given in the expressions (3). Also, we will use the
symmetry of P , i.e., if two intervals of equal lengths are equidistant from the point 1
2
then they
have the same P -measure.
Proposition 3.1. Let α := {a1, a2} be an optimal set of two-means with a1 < a2. Then,
a1 =
43
210
, a2 =
167
210
, and the corresponding quantization error is V2 =
321827
12877200
= 0.024992.
Proof. Since P is symmetric about 1
2
, we can assume that a1 = E(X : X ∈ [0,
1
2
]) and a2 =
E(X : X ∈ [1
2
, 1]). Thus,
a1 =
1
P ([0, 1
2
])
( ∫
J1
xdP +
∫
T1(L)
xdP
)
= 2
(1
3
S1(
1
2
) +
1
6
T1(
1
2
)
)
=
43
210
.
Similarly, a2 = 2
(
1
3
S2(
1
2
) + 1
6
T2(
1
2
)
)
= 167
210
. The corresponding quantization error is given by
V2 =
∫
min
a∈α
(x− a)2dP = 2
(∫
J1
(x−
43
210
)2dP +
∫
T1(L)
(x−
43
210
)2dP
)
,
which yields V2 = 2
(
199099
38631600
+ 7771
1058400
)
= 321827
12877200
= 0.024992. Thus, the proof of the lemma is
complete. 
Lemma 3.2. Let ω ∈ Ik for k ≥ 0. Then,∫
Jω1∪Sω [
2
5
, 1
2
]
(x− Sω(
43
210
))2dP =
1
75k
1
2
V2 =
∫
Sω [
1
2
, 3
5
]∪Jω2
(x− Sω(
167
210
))2dP.
Proof. Since { 43
210
, 167
210
} is an optimal set of two-means. Due to symmetry of the probability
measure P , we have ∫
J1∪[
2
5
, 1
2
]
(x−
43
210
)2dP =
∫
[ 1
2
, 3
5
]∪J2
(x−
167
210
)2dP =
1
2
V2,
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which for any ω ∈ Ik, k ≥ 0, implies∫
Jω1∪Sω [
2
5
, 1
2
]
(x− Sω(
43
210
))2dP =
1
3k
∫
Jω1∪Sω [
2
5
, 1
2
]
(x− Sω(
43
210
))2d(P ◦ S−1ω )
=
1
3k
∫
J1∪[
2
5
, 1
2
]
(Sω(x)− Sω(
43
210
))2dP =
1
3k
1
25k
∫
J1∪[
2
5
, 1
2
]
(x−
43
210
)2dP =
1
75k
1
2
V2.
Similarly,
∫
Sω [
1
2
, 3
5
]∪Jω2
(x−Sω(
167
210
))2dP = 1
75k
1
2
V2. Thus, the proof of the lemma is complete. 
From the above lemma the following corollary follows.
Corollary 3.3. Let ω ∈ Ik for k ≥ 0. Then, for any a ∈ R,∫
Jω1∪Sω(T1(L))
(x− a)2dP =
1
3k
( 1
25k
1
2
V2 +
1
2
(Sω(
43
210
)− a)2
)
, and
∫
Sω(T2(L))∪Jω2
(x− a)2dP =
1
3k
( 1
25k
1
2
V2 +
1
2
(Sω(
167
210
)− a)2
)
.
Proposition 3.4. Let α := {a1, a2, a3} be an optimal set of three-means with a1 < a2 < a3.
Then, a1 = S1(
1
2
) = 1
10
, a2 =
1
2
, and a3 = S2(
1
2
) = 9
10
. The corresponding quantization error is
V3 =
481
87600
= 0.00549087.
Proof. Let β = { 1
10
, 1
2
, 9
10
}. Then, using (3), we have∫
min
a∈β
(x− a)2dP =
∫
J1
(x−
1
10
)2dP +
∫
L
(x−
1
2
)2dP +
∫
J2
(x−
9
10
)2dP
=
1
3
1
25
V +
1
3
W +
1
3
1
25
V =
481
87600
= 0.00549087.
Since V3 is the quantization error for three-means, we have 0.00549087 ≥ V3. Let α = {a1, a2, a3}
be an optimal set of three-means with a1 < a2 < a3. Since a1, a2, and a3 are the centroids of
their own Voronoi regions, we have 0 < a1 < a2 < a3 < 1. Suppose that
1
5
≤ a1. Then, due to
symmetry of P we can assume that a3 ≤
4
5
yielding
V3 ≥
∫
J1
(x−
1
5
)2dP +
∫
J2
(x−
4
5
)2dP =
141
14600
= 0.00965753 > V3,
which is a contradiction. So, we can assume that a1 <
1
5
. Similarly, we have 4
5
< a3. Suppose
that a2 ≤
2
5
. Then, 1
2
(2
5
+ 4
5
) = 3
5
implying
V3 ≥
∫
L
(x−
2
5
)2dP =
1
3
(W + (
1
2
−
2
5
)2) =
7
1200
= 0.00583333 > V3,
which is a contradiction. So, we can assume that 2
5
< a2. Similarly, a2 <
3
5
. Thus, we have
2
5
< a2 <
3
5
. We now show that the Voronoi region of a1 does not contain any point from L.
Suppose that 1
2
(a1 + a2) ≥
2
5
. Then, a2 ≥
4
5
− a1 >
4
5
− 1
5
= 3
5
, which is a contradiction, and so
the Voronoi region of a1 does not contain any point from L. Similarly, the Voronoi region of a3
does not contain any point from L. In the similar fashion, we can show that the Voronoi region
of a2 does not contain any point from J1 and J2. Hence,
a1 = S1(
1
2
) =
1
10
, a2 = E(X : X ∈ L) =
1
2
, and a3 = S2(
1
2
) =
9
10
,
and the corresponding quantization error is V3 =
481
87600
= 0.00549087. Thus, the proof of the
proposition is complete. 
The following lemma is useful.
Lemma 3.5. Let β := {c, 1}, where 0 < c < 1. Then,
∫
min
a∈β
(x − a)2dP = 3109
87600
= 0.0354909,
and the minimum occurs when c = 3
10
.
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Proof. Since 3
5
< 1
2
( 3
10
+ 1) = 13
20
< 4
5
, the distortion error due to the set β := { 3
10
, 1} is obtained
as ∫
min
a∈β
(x− a)2dP =
∫
J1∪L
(x−
3
10
)2dP +
∫
J2
(x− 1)2dP =
3109
87600
= 0.0354909.
Let α := {a, 1} be an optimal set of two-means for which the minimum in the hypothesis occurs,
and V˜2 is the corresponding quantization error. Then, V˜2 ≤ 0.0354909. Suppose that a ≤
1
5
.
Then, since 1
2
(1
5
+ 1) = 3
5
, we have the distortion error as∫
J1
(x− S1(
1
2
))2dP +
∫
L
(x−
1
5
)2dP +
∫
J2
(x− 1)2dP =
3401
87600
= 0.0388242 > V˜2,
which leads to a contradiction. So, we can assume that 1
5
< a. If a ≥ 1
2
, then
V˜2 ≥
∫
J1
(x−
1
2
)2dP +
∫
L
(x−
1
2
)2dP =
837
14600
= 0.0573288 > V˜2,
which is a contradiction. Suppose that 2
5
≤ a < 1
2
. Then, as 3
5
< 1
2
(1
2
+ 1) = 3
4
< 4
5
, we have
V˜2 ≥
∫
J1
(x−
2
5
)2dP +
∫
T2(L)
(x−
1
2
)2dP +
∫
J2
(x− 1)2dP =
6583
175200
= 0.0375742 ≥ V˜2,
which gives a contradiction. So, we can assume that 1
5
< a < 2
5
, and then notice that 1
2
(1
5
+1) =
3
5
< 1
2
(a+1) < 1
2
(2
5
+1) < 4
5
yielding the fact that a = E(X : X ∈ J1∪L) =
1
P (J1∪L)
(P (J1)S1(
1
2
)+
P (L)1
2
) = 1
2
( 1
10
+ 1
2
) = 3
10
, and the corresponding quantization error is V˜2 =
3109
87600
= 0.0354909.
Thus, the proof of the lemma is complete. 
Corollary 3.6. Let β := {c, 1
5
}, where 0 < c < 1
5
. Then,
∫
J1
min
a∈β
(x − a)2dP = 3109
6570000
=
0.000473212, and the minimum occurs when c = 3
50
.
Proof. By Lemma 3.5, we have∫
J1
min
a∈β
(x− a)2dP =
1
3
∫
J1
min
a∈β
(x− a)2d(P ◦ S−11 ) =
1
3
∫
min
a∈β
(S1(x)− a)
2dP
=
1
3
∫
min
a∈S−11 (β)
(S1(x)− S1(a))
2dP =
1
75
∫
min
a∈S−11 (β)
(x− a)2dP =
3109
6570000
= 0.000473212,
which occurs when c = 3
50
. 
Proposition 3.7. The set {S1(
1
2
), T1(
1
2
), T2(
1
2
), S2(
1
2
)} is an optimal set of four-means with
quantization error V4 =
13057
4292400
= 0.00304189.
Proof. The distortion error due to the set β := {S1(
1
2
), T1(
1
2
), T2(
1
2
), S2(
1
2
)} is given by∫
min
a∈β
(x− a)2dP =
1
75
V +
1
3
V2(ν) +
1
75
V =
13057
4292400
= 0.00304189.
Since V4 is the quantization error for four-means, we have V4 ≤ 0.00304189. Let α = {0 < a1 <
a2 < a3 < a4 < 1} be an optimal set of four-means for P . If a1 >
1
5
, then
V4 ≥
∫
J1
(x−
1
5
)2dP =
141
29200
= 0.00482877 > V4,
which leads to a contradiction. So, we can assume that a1 <
1
5
, and similarly, 4
5
< a4. Suppose
that α ∩ L = ∅. Assume that a2 ≤
19
60
. Then due to symmetry 41
60
≤ a3 yielding
V4 ≥
∫
L
min
a∈α
(x− a)2dP = 2
∫
T1(L)
(x−
19
60
)2dP =
61
18900
= 0.00322751 > V4,
which gives a contradiction. So, we can assume that 19
60
≤ a2 and a3 ≤
41
60
. Then, due to
symmetry of P , the following two cases can arise:
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Case I. 19
60
≤ a2 ≤
1
2
(
19
60
+ 2
5
)
= 43
120
and 77
120
= 1
2
(
3
5
+ 41
60
)
≤ a3 ≤
41
60
.
Then, 1
2
(a1 + a2) <
1
5
implying a1 <
2
5
− a2 ≤
2
5
− 19
60
= 1
12
< 1
10
and similarly, 9
10
< 11
12
< a4,
otherwise, the quantization error can be strictly reduced by moving the points a2 to
2
5
and a3
to 3
5
. Notice that 1
2
( 1
12
+ 19
60
) = 1
5
. Thus, by Corollary 3.3, we have
V4 ≥ 2
(∫
S1(T2(L))∪S1(J2)
(x−
1
12
)2dP
)
+ 2
∫
T1(L)
(x−
43
120
)2dP =
122837
36792000
= 0.00333869 > V4,
which leads to a contradiction.
Case II. 1
2
(
19
60
+ 2
5
)
= 43
120
≤ a2 <
2
5
and 3
5
< a3 ≤
77
120
= 1
2
(
3
5
+ 41
60
)
.
In this case 1
2
(a1 + a2) <
1
5
implies a1 <
2
5
− a2 ≤
2
5
− 43
120
= 1
24
, and similarly 23
24
< a4.
Moreover, 1
2
( 1
24
+ 43
120
) = 1
5
. Thus,
V4 ≥ 2
(∫
S1(T2(L))∪S1(J2)
(x−
1
24
)2dP
)
+ 2
∫
T1(L)
(x−
2
5
)2dP =
185617
36792000
= 0.00504504 > V4,
which is a contradiction.
By Case I and Case II, we have α∩L 6= ∅. We now show that α contains exactly one point from
each of J1 and J2. Since α∩L 6= ∅, without any loss of generality assume that card(α∩ J1) = 2
and card(α ∩ J2) = 1. Then, notice that the Voronoi region of any point in α ∩ L does not
contain any point from J1 and J2. Thus, the distortion error is obtained as∫
min
a∈α
(x− a)2dP =
∫
J1
min
a∈S1(α2)
(x− a)2dP +
∫
L
(x−
1
2
)2 +
∫
J2
(x− S2(
1
2
))2dP
=
1
75
V2 +
1
3
W +
1
75
V =
4180577
965790000
= 0.00432866 > V4,
which leads to a contradiction. Hence, α contains exactly one element from each of J1 and J2.
We now show that α does not contain any point from the open intervals (1
5
, 2
5
) and (3
5
, 4
5
). For
the sake of contradiction, assume that α contains a point from (1
5
, 2
5
). Since, α contains points
from J1, J2 and L, we can assume that a1 ∈ J1, a2 ∈ (
1
5
, 2
5
), a3 ∈ L and a4 ∈ J4. The following
two cases can arise:
Case 1. 3
10
≤ a2 <
2
5
.
Then, 1
2
(a1 + a2) <
1
5
implies a1 <
2
5
− a2 ≤
2
5
− 3
10
= 1
10
, in fact, P being continuous, we can
take a1 ≤
1
10
, and notice that E(X : X ∈ J1) = S1(
1
2
) = 1
10
. Thus,
V4 ≥
∫
J1
(x−
1
10
)2dP +
∫
T1(L)
(x−
2
5
)2dP +
∫
J2
(x− S2(
1
2
))2dP =
1247
408800
= 0.00305039 > V4,
which is a contradiction.
Case 2. 1
5
< a2 ≤
3
10
.
Then, 1
2
(a2+a3) >
2
5
implying a3 >
4
5
−a3 ≥
4
5
− 3
10
= 1
2
. Again, using Corollary 3.6, we have,∫
J1
min
a∈{a1,a2}
(x− a)2dP =
3109
6570000
,
and so
V4 ≥
3109
6570000
+
∫
T1(L)
(x−
1
2
)2dP +
∫
J2
(x− S2(
1
2
))2dP =
42293
13140000
= 0.00321865 > V4,
which is a contradiction.
Thus, we see that α does not contain any point from the open interval (1
5
, 2
5
). Reflecting the
situation with respect to the point 1
2
, we can also show that α does not contain any point from
the open interval (3
5
, 4
5
). Since α contains exactly one point from each of J1 and J2, and α does
not contain any point from the open intervals (1
5
, 2
5
) and (3
5
, 4
5
), α contains two points from L,
yielding the fact that α = {S1(
1
2
), T1(
1
2
), T2(
1
2
), S2(
1
2
)}, which is the proposition. 
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Lemma 3.8. Let α be an optimal set of five-means. Then, α∩J1 6= ∅, α∩J2 6= ∅, and α∩L 6= ∅.
Moreover, α does not contain any point from the open intervals (1
5
, 2
5
) and (3
5
, 4
5
).
Proof. Let β := {S1(
43
210
), S1(
167
210
), T1(
1
2
), T2(
1
2
), S2(
1
2
)}. Then,∫
min
a∈β
(x− a)2dP
= 2
(∫
J11∪S1(T1(L))
(x− S1(
43
210
))2dP +
∫
T1(L)
(x− T1(
1
2
))2dP
)
+
∫
J2
(x− S2(
1
2
))2dP
= 2
( 1
75
1
2
V2 +
1
3
1
2
1
49
W
)
+
1
75
V =
1815377
965790000
= 0.00187968.
Since V5 is the quantization error for five-means, we have V5 ≤ 0.00187968. Let α = {0 < a1 <
a2 < a3 < a4 < a5 < 1} be an optimal set of five-means. As shown in Proposition 3.7, we have
0 < a1 <
1
5
and 4
5
< a5 < 1 implying α ∩ J1 6= ∅ and α ∩ J2 6= ∅. We now show that α ∩ L 6= ∅.
For the sake of contradiction, assume that α ∩ L = ∅. Suppose that a4 <
2
5
. Then,
V5 ≥
∫
L
(x−
2
5
)2dP =
1
3
(W + (
1
2
−
2
5
)2) =
7
1200
= 0.00583333 > V4,
which leads to a contradiction. Next, suppose that a3 <
2
5
and 3
5
< a4. If a3 ≤
19
60
and 41
60
≤ a4,
then
V5 ≥
∫
T1(L)
(x−
19
60
)2dP +
∫
T2(L)
(x−
41
60
)2dP =
61
18900
= 0.00322751 > V5,
which yields a contradiction. So, the following two cases can arise:
Case 1. 19
60
≤ a3 <
2
5
and 41
60
≤ a4. Then,
1
2
(a2 + a3) <
1
5
implies a2 <
1
12
. Moreover,∫
J2
min
a∈α
(x− a)2dP =
∫
J2
min
a∈{a4,a5}
(x− a)2dP ≥
∫
J2
min
a∈S2(α2)
(x− a)2dP =
1
75
V2.
Again, T1(
3
5
) = 3
7
< 1
2
(2
5
+ 41
60
) < 4
7
= T2(
2
5
), and so
V5 ≥
∫
S1(T2(L))∪S1(J2)
(x−
1
12
)2dP +
∫
T1(L)
(x−
2
5
)2dP +
∫
T2(L)
(x−
41
60
)2dP +
1
75
V2
=
6043069
1931580000
= 0.00312856 > V5,
which is a contradiction.
Case 2. 19
60
≤ a3 <
2
5
and 3
5
< a4 ≤
41
60
.
Then, a2 <
1
12
and 11
12
< a5. So, by symmetry
V5 ≥ 2
(∫
S1(T2(L))∪S1(J2)
(x−
1
12
)2dP +
∫
T1(L)
(x−
2
5
)2dP
)
=
65209
27594000
= 0.00236316 > V5
which leads to a contradiction.
Hence, we can assume that α ∩ L 6= ∅. We now show that card(α ∩ L) = 2. Since α ∩ J1 6=
∅ 6= α ∩ J2. We must have 1 ≤ card(α ∩ L) ≤ 3. If card(α ∩ L) = 3, then
V5 ≥ 2
∫
J1
(x− S1(
1
2
))2dP =
2
75
V =
131
43800
= 0.00299087 > V5,
which gives a contradiction. So, 1 ≤ card(α ∩ L) ≤ 2. Suppose that card(α ∩ L) = 1. Then,
due to symmetry, the following two cases can arise:
Case I. a3 =
1
2
and a2 ≤
1
3
, and 2
3
≤ a4.
In this case, T11(
3
5
) < 1
2
(1
3
+ 1
2
) < T12(
2
5
) and T21(
3
5
) < 1
2
(1
2
+ 2
3
) < T22(
2
5
). Moreover,∫
J1
min
a∈{a1,a2}
(x− a)2dP +
∫
J2
min
a∈{a4,a5}
(x− a)2dP ≥
2
75
V2.
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Thus,
V5 ≥ 2
(∫
T11(L)
(x−
1
3
)2dP +
∫
T12(L)
(x−
1
2
)2dP
)
+
2
75
V2 =
757793
321930000
= 0.00235391 > V5,
which is a contradiction.
Case II. a3 =
1
2
and 1
3
≤ a2 <
2
5
, and 3
5
< a4 ≤
2
3
.
Then, 1
2
(a1 + a2) <
1
5
implies a1 <
2
5
− a2 ≤
2
5
− 1
3
= 1
15
. Similarly, 14
15
≤ a5. Notice that
1
2
( 1
15
+ 1
3
) = 1
5
and 1
2
(2
3
+ 14
15
) = 4
5
yielding,
V5 ≥ 2
∫
S1(T2(L))∪S1(J2)
(x−
1
15
)2dP =
29231
9198000
= 0.00317797,
which leads to another contradiction.
Hence, we can assume that card(α∩L) = 2. We now show that α does not contain any point
from the open intervals (1
5
, 2
5
) and (3
5
, 4
5
). For the sake of contradiction, assume that α contains
a point from the open interval (1
5
, 2
5
). Since α ∩ J1 6= ∅ 6= α ∩ J2, and card(α ∩ L) = 2, α does
not contain any point from the open interval (3
5
, 4
5
). The following two cases can arise:
Case A. 3
10
≤ a2 <
2
5
, and a3, a4 ∈ L and a5 ∈ J2.
Then, 1
2
(a1 + a2) <
1
5
implying a1 <
1
10
. Thus,
V5 ≥
∫
S1(T2(L))∪S1(J2)
(x−
1
10
)2dP +
∫
J2
(x− S2(
1
2
))2dP =
131
58400
= 0.00224315 > V5,
which is a contradiction.
Case B. 1
5
< a2 ≤
3
10
, and a3, a4 ∈ L and a5 ∈ J2.
Then, 1
2
(a2+ a3) >
2
5
implying a3 >
4
5
− a2 ≥
4
5
− 3
10
= 1
2
> T1(
3
5
). Again, using Corollary 3.6,
we have, ∫
J1
min
a∈{a1,a2}
(x− a)2dP =
3109
6570000
,
and so
V5 ≥
3109
6570000
+
∫
T1(L)
(x−
1
2
)2dP +
∫
J2
(x− S2(
1
2
))2dP =
42293
13140000
= 0.00321865 > V5,
which leads to a contradiction.
Thus, we see that α does not contain any point from the open interval (1
5
, 2
5
). Reflecting the
situation with respect to the point 1
2
, we can also show that α does not contain any point from
the open interval (3
5
, 4
5
). Thus, the proof of the lemma is complete. 
Proposition 3.9. Let αn be an optimal set of n-means for all n ≥ 3. Then, αn ∩ J1 6= ∅,
αn ∩ J2 6= ∅, and αn ∩ L 6= ∅. Moreover, αn does not contain any point from the open intervals
(1
5
, 2
5
) and (3
5
, 4
5
).
Proof. By Proposition 3.4, Proposition 3.7 and Lemma 3.8, we see that the proposition is true
for all 3 ≤ n ≤ 5. We now show that the proposition is true for all n ≥ 6. Let αn = {0 < a1 <
a2 < a3 < · · · < an < 1} be an optimal set of n-means for all n ≥ 6. Consider the set of six
points
β = {S11(
43
210
), S12(
167
210
), T1(
1
2
), T2(
1
2
), S21(
43
210
), S22(
167
210
)}.
Then,
∫
min
a∈β
(x − a)2dP = 692929
965790000
= 0.000717474. Since Vn is the quantization error for n-
means for all n ≥ 6, we have Vn ≤ V6 ≤ 0.000717474. Proceeding in the similar way as shown
in the proof of Proposition 3.7, we have 0 < a1 <
1
5
and 4
5
< a4 < 1 implying αn ∩ J1 6= ∅ and
αn ∩ J2 6= ∅. Let j = max{i : ai <
2
5
for all 1 ≤ i ≤ n}. Then, aj <
2
5
. We now show that
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αn ∩ L 6= ∅. Suppose that αn ∩ L = ∅. First, assume that
3
10
≤ aj <
2
5
. Then, 1
2
(aj−1 + aj) <
1
5
implies aj−1 <
2
5
− aj ≤
2
5
− 3
10
= 1
10
. Notice that 1
2
( 1
10
+ 3
10
) = 1
5
. So, we have
Vn ≥
∫
S1(T2(L))∪S1(J2)
(x−
1
10
)2dP =
131
175200
= 0.000747717 > Vn,
which is a contradiction. Next, assume that aj ≤
3
10
. Then, 1
2
(aj + aj+1) >
2
5
implying aj+1 >
4
5
− aj ≥
4
5
− 3
10
= 1
2
. In fact, aj+1 >
3
5
as αn ∩ L = ∅, and so
Vn ≥
∫
T1(L)
(x−
1
2
)2dP =
1
800
= 0.00125 > Vn,
which yields another contradiction. So, we can assume that αn ∩L 6= ∅. Next, we show that αn
does not contain any point from the open intervals (1
5
, 2
5
) and (3
5
, 4
5
). Suppose that αn contains a
point from the open interval (1
5
, 2
5
), i.e., 1
5
< ak <
2
5
, where k = max{i : ai <
2
5
for all 1 ≤ i ≤ n}.
Two cases can arise:
Case I. 3
10
≤ ak <
1
5
.
In this case ak−1 <
1
10
which as before yields
Vn ≥
∫
S1(T2(L))∪S1(k2)
(x−
1
10
)2dP =
131
175200
= 0.000747717 > Vn,
which is a contradiction.
Case II. 1
5
< ak ≤
3
10
.
Then, 1
2
(ak + ak+1) >
2
5
implies ak+1 >
1
2
. Since 1
2
( 3
10
+ 1
2
) = 2
5
, we have
Vn ≥
∫
T1(L)
(x−
1
2
)2dP =
1
800
= 0.00125 > Vn,
which leads to a contradiction.
By Case I and Case II, we can assume that αn does not contain any point from the open
interval (1
5
, 2
5
). Reflecting the situation with respect to 1
2
, we can also assume that αn does
not contain any point from the open interval (3
5
, 4
5
). Hence, the proof of the proposition is
complete. 
4. Optimal sets and the quantization error for a given sequence F (n)
In this section we first define the two sequences {a(n)}n≥1 and {F (n)}n≥1. These two se-
quences play an important role in the rest of the paper.
Definition 4.1. Define the sequence {a(n)}n≥1 such that a(1) = 1, and a(n) = n − 1 for all
n ≥ 2. Define the sequence {F (n)}n≥1 such that F (n) = (n+ 3)2
n−1, i.e.,
{F (n)}n≥1 = {4, 10, 24, 56, 128, 288, 640, 1408, 3072, 6656, 14336, 30720, 65536, · · ·}.
Lemma 4.2. Let a(n) and F (n) be the sequences defined by Definition 4.1. Then, F (n+ 1) =
2a(n+1) + 2F (n).
Proof. We have, 2a(n+1) + 2F (n) = 2n + (n+ 3)2n = (n+ 4)2n = F (n+ 1), and thus the lemma
follows. 
For 1 ≤ ℓ ≤ n, write S(ℓ) := ∪ω∈In−ℓSω(α2a(ℓ)(ν)) and S
(2)(ℓ) := ∪ω∈In−ℓSω(α2a(ℓ)+1(ν)).
Notice that if ℓ = n, then S(n) = α2a(n)(ν). Moreover, write
S(0) : = {Sω(
1
2
) : ω ∈ In},
S(2)(0) : = {Sω(α2(P )) : ω ∈ I
n} = {Sω(
43
210
), Sω(
167
210
) : ω ∈ In}, and
S(2)(2)(0) : = ∪ω∈InSω(α2a(1)(ν)) ∪ {Sω(
1
2
) : ω ∈ In+1}.
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For any ℓ ∈ N ∪ {0}, if A := S(ℓ), we identify S(2)(ℓ) and S(2)(2)(ℓ) respectively by A(2) and
A(2)(2). For n ∈ N, set
(4) αF (n) := S(n) ∪ S(n− 1) ∪ S(n− 2) ∪ · · · ∪ S(1) ∪ S(0),
and
SF (n) := {S(n), S(n− 1), S(n− 2), · · · , S(1), S(0)}.
In addition, write
SF ∗(n) := {S(n), S(n− 1), · · · , S(0), S(2)(0)}.
For any element a ∈ A ∈ SF ∗(n), by the Voronoi region of a it is meant the Voronoi region of a
with respect to the set ∪B∈SF ∗(n)B. Similarly, for any a ∈ A ∈ SF (n), by the Voronoi region of
a it is meant the Voronoi region of a with respect to the set ∪B∈SF (n)B. Notice that if a, b ∈ A,
where A ∈ SF (n) or A ∈ SF ∗(n), the error contributed by a in the Voronoi region of a equals
to the error contributed by b in the Voronoi region of b. Let us now define an order > on the set
SF ∗(n) as follows: For A,B ∈ SF ∗(n) by A > B it is meant that the error contributed by any
element a ∈ A in the Voronoi region of a is larger than the error contributed by any element
b ∈ B in the Voronoi region of b. Similarly, we define the order relation > on the set SF (n).
Remark 4.3. By Definition 4.1, we have
αF (n) = S1(αF (n−1)) ∪ α2a(n)(ν) ∪ S2(αF (n−1)).
Lemma 4.4. Let > be the order relation on SF ∗(n). Then,
S(2) > S(0) > S(3) > S(4) > · · · > S(11) > S(2)(0) > S(12)
> S(13) > · · · > S(18) > S(1) > S(19) > S(20) > · · · .
Proof. For any n ≥ k ≥ 1, the distortion error due to any element in the set S(k) is given by
1
75n−k
1
3
1
2a(k)
1
49a(k)
W . On the other hand, the distortion error due to to the set S(0) and S(2)(0)
are respectively given by 1
75n
V and 1
75n
1
2
V2. Thus, S(2) > S(0) > S(3) will be true if
1
3
752
98
W >
V > 1
3
753
982
W which is clearly true. Thus, S(2) > S(0) > S(3). For n > k ≥ 2, the inequality
S(k) > S(k+1) is true if 1 > 75
98
which is obvious. Moreover, since 1
3
7511
9810
W > 1
2
V2 >
1
3
7512
9811
W , we
have S(11) > S(2)(0) > S(12). Again, 75
18
9817
> 75
98
> 75
19
9818
yields S(18) > S(1) > S(19). Combining
all these inequalities, we see that the lemma follows. 
Remark 4.5. Lemma 4.4 implies that if n = 1, then S(0) > S(2)(0) > S(1); if n = 2, then
S(2) > S(0) > S(2)(0) > S(1); if n = 3, then S(2) > S(0) > S(3) > S(2)(0) > S(1); and so on.
Lemma 4.6. Let αF (n) and SF (n) be the sets as defined before. Then,
αF (n+1) =
n
∪
k=1
S(2)(k) ∪ S(2)(2)(0).
Proof. The proof clearly follows from the definitions of S(k) for all 0 ≤ k ≤ n, and S(2)(0). 
Lemma 4.7. For any two sets A,B ∈ SF ∗(n), let A > B. Then, the distortion error due to the
set (SF ∗(n)\A)∪A(2)∪B is less than the distortion error due to the set (SF ∗(n)\B)∪B(2)∪A.
Proof. We have SF ∗(n) = {S(n), S(n−1), · · · , S(1), S(0), S(2)(0)}. Let VSF ∗(n) be the distortion
error due to the set SF ∗(n). First, take A = S(k) and B = S(k′) for some 2 ≤ k < k′ ≤ n.
Then, by Lemma 4.4, A > B. The distortion error due to the set (SF ∗(n) \ A) ∪ A(2) ∪ B is
given by
VSF ∗(n) − (
2
75
)n−k
1
3
W
49a(k)
+ (
2
75
)n−k
1
3
W
49a(k)+1
+ (
2
75
)n−k
′ 1
3
W
49a(k′)
= VSF ∗(n) − (
2
75
)n−k
1
3
48W
49k
+ (
2
75
)n−k
′ 1
3
W
49k′−1
(5)
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Similarly, The distortion error due to the set (SF ∗(n) \B) ∪B(2) ∪A is
VSF ∗(n) − (
2
75
)n−k
′ 1
3
48W
49k′
+ (
2
75
)n−k
1
3
W
49k−1
.(6)
Thus, (5) will be less than (6) if (98
75
)k
′−k > 1, which is clearly true since k′ > k. Similarly, we
can prove the lemma for any two elements A,B ∈ SF ∗(n). Thus, the proof of the lemma is
complete. 
Proposition 4.8. For any n ≥ 1 the set αF (n) is an optimal set of F (n)-means for the conden-
sation measure P with quantization error given by
VF (n) := VF (n)(P ) =
{ 13057
4292400
if n = 1,
69071
6170325
(
2
75
)n−1
− 3
368
(
1
49
)n−1
if n ≥ 2.
Proof. By Proposition 3.7, αF (1) is an optimal set of F (1)-means with quantization error
13057
4292400
.
Let αF (n) be an optimal set of F (n)-means for some n ≥ 1. We show that αF (n+1) is an optimal
set of F (n + 1)-means. We have αF (n) = ∪A∈SF (n)A. In the first step, let A(1) ∈ SF (n) be
such that A(1) > B for any other B ∈ SF (n). Recall that by Proposition 3.9, an optimal
set of n-means for any n ≥ 3 does not contain any point from the open intervals (1
5
, 2
5
) and
(3
5
, 4
5
). Thus, proceeding in the similar way as in the proof of Lemma 4.7, we see that the set
(αF (n) \ A(1)) ∪ A
(2)(1) gives an optimal set of F (n) − card(A(1)) + card(A(2)(1))-means. In
the 2nd step, let A(2) ∈ (SF (n) \ {A(1)}) ∪ {A(2)(1)} be such that A(2) > B for any other set
B ∈ (SF (n)\{A(1)})∪{A(2)(1)}. Then, using the similar technique as the proof of Lemma 4.7,
we can show that the distortion error due to the following set:
(7)
(
((αF (n) \ A(1)) ∪ A
(2)(1)) \ A(2)
)
∪A(2)(2)
with cardinality F (n)− card(A(1)) + card(A(2)(1))− card(A(2)) + card(A(2)(2)) is smaller than
the distortion error due to the set obtained by replacing A(2) in the set (7) by any other set
A′(2) having the same cardinality as A(2). In other words,
(
((αF (n) \A(1))∪A
(2)(1)) \A(2)
)
∪
A(2)(2) forms an optimal set of F (n)− card(A(1)) + card(A(2)(1))− card(A(2)) + card(A(2)(2))-
means. Proceeding inductively in this way, up to (n + 2) steps, we can see that αF (n+1) =(
∪
A∈(SF (n)\S(0))
A(2)
)
∪S(2)(2)(0) forms an optimal set of F (n+1)-means. Thus, by the induction
principle, we can say that for any n ≥ 1, the set αF (n) forms an optimal set of F (n)-means with
quantization error VF (n) as given as follows:∫
min
a∈αF (n)
(x− a)2dP =
n−1∑
k=0
∑
ω∈Ik
∫
Lω
min
a∈Sω(α2a(n−k) (ν))
(x− a)2dP +
∑
ω∈In
∫
Jω
(x− Sω(
1
2
))2dP
=
n−1∑
k=0
∑
ω∈Ik
1
3
1
75k
W
49a(n−k)
+ (
2
75
)nV =
n−1∑
k=0
1
3
( 2
75
)k W
49a(n−k)
+ (
2
75
)nV
=
n−2∑
k=0
1
3
( 2
75
)k W
49n−k−1
+
1
3
( 2
75
)n−1W
49
+ (
2
75
)nV
=
1
3
W
49
( 2
75
)n−1 − ( 1
49
)n−1
2
75
− 1
49
+
1
3
( 2
75
)n−1W
49
+ (
2
75
)nV
=
( 2
75
)n−1(1
3
W
49
3675
23
+
1
3
W
49
+
2
75
V
)
−
( 1
49
)n−11
3
W
49
3675
23
yielding
VF (n) =
69071
6170325
(
2
75
)n−1
−
3
368
( 1
49
)n−1
.
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Thus, the proof of the proposition is complete. 
5. Asymptotics for the nth quantization error Vn(P )
In this section, we show that the quantization dimension D(P ) of the condensation measure
P exists, and the D(P )-dimensional quantization coefficient for P is infinite.
We first prove the following theorem.
Theorem 5.1. Let P be the condensation measure associated with the self-similar measure ν
and k be the unique number given by (1
3
(1
5
)2)
k
2+k + (1
3
(1
5
)2)
k
2+k = 1. Then, limn→∞
2 logn
− log Vn(P )
= k,
i.e., the quantization dimension D(P ) of the measure P exists and equals k.
Proof. (1
3
(1
5
)2)
k
2+k +(1
3
(1
5
)2)
k
2+k = 1 implies k = 2 log 2
log 75−log 2
. For n ∈ N, n ≥ 4, let ℓ(n) be the least
positive integer such that F (ℓ(n)) ≤ n < F (ℓ(n) + 1). Then, VF (ℓ(n)+1) < Vn ≤ VF (ℓ(n)). Thus,
we have
2 log (F (ℓ(n)))
− log
(
VF (ℓ(n)+1)
) < 2 logn
− log Vn
<
2 log (F (ℓ(n) + 1))
− log
(
VF (ℓ(n))
) .
Notice that when n → ∞, then ℓ(n) → ∞. Recall that F (ℓ(n)) = (ℓ(n) + 3)2ℓ(n)−1, and so by
Proposition 4.8, we have
lim
ℓ(n)→∞
2 log (F (ℓ(n)))
− log
(
VF (ℓ(n)+1)
) = 2 lim
ℓ(n)→∞
log(ℓ(n) + 3) + (ℓ(n)− 1) log 2
− log
(
69071
6170325
(
2
75
)ℓ(n)
− 3
368
(
1
49
)ℓ(n) )
= 2 lim
ℓ(n)→∞
69071
6170325
(
2
75
)ℓ(n)
− 3
368
(
1
49
)ℓ(n)
− 69071
6170325
(
2
75
)ℓ(n)
log 2
75
+ 3
368
(
1
49
)ℓ(n)
log 1
49
( 1
ℓ(n) + 3
+ log 2
)
=
2 log 2
− log 2
75
=
2 log 2
log 75− log 2
= k.
Similarly, lim
ℓ(n)→∞
2 log(F (ℓ(n)+1))
− log(VF (ℓ(n)))
= k. Thus, k ≤ lim infn
2 logn
− log Vn
≤ lim supn
2 logn
− log Vn
≤ k implying
the fact that the quantization dimension of the measure P exists and equals k. 
Theorem 5.2. The D(P )-dimensional quantization coefficient for the condensation measure P
is infinity.
Proof. For n ∈ N, n ≥ 4, let ℓ(n) be the least positive integer such that F (ℓ(n)) ≤ n <
F (ℓ(n) + 1). Then, VF (ℓ(n)+1) < Vn ≤ VF (ℓ(n)) implying (F (ℓ(n)))
2/kVF (ℓ(n)+1) < n
2/kVn <
(F (ℓ(n) + 1))2/kVF (ℓ(n)). As ℓ(n)→∞ whenever n→∞, we have
lim
n→∞
F (ℓ(n))
F (ℓ(n) + 1)
= lim
n→∞
(ℓ(n) + 3)2ℓ(n)−1
(ℓ(n) + 4)2ℓ(n)
=
1
2
.
Next, since k = 2 log 2
log 75−log 2
, we have
lim
n→∞
(F (ℓ(n)))2/kVF (ℓ(n)+1) =
1
41/k
lim
n→∞
(F (ℓ(n) + 1))2/kVF (ℓ(n)+1)
=
1
41/k
lim
n→∞
(ℓ(n) + 4)2/k22ℓ(n)/k
( 69071
6170325
(
2
75
)ℓ(n)
−
3
368
(
1
49
)ℓ(n) )
=
1
41/k
lim
ℓ(n)→∞
(ℓ(n) + 4)2/k
(75
2
)ℓ(n)( 69071
6170325
(
2
75
)ℓ(n)
−
3
368
(
1
49
)ℓ(n) )
=
1
41/k
lim
ℓ(n)→∞
(ℓ(n) + 4)2/k
( 69071
6170325
−
3
368
(
75
98
)ℓ(n) )
=∞,
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and similarly
lim
n→∞
(F (ℓ(n) + 1))2/kVF (ℓ(n)) = 4
1/k lim
n→∞
(F (ℓ(n)))2/kVF (ℓ(n)) =∞
yielding the fact that∞ ≤ lim inf
n→∞
n2/kVn(P ) ≤ lim sup
n→∞
n2/kVn(P ) ≤ ∞, i.e., theD(P )-dimensional
quantization coefficient for the condensation measure P is infinity. 
Conjecture 5.3. Let P be the condensation measure generated by the condensation system
({S1, S2}, (p0, p1, p2), ν), where S1, S2 are two similarity mappings on R with similarity ratios
s1 and s2, and ν is a Borel probability measure on R with compact support. Assume that the
quantization dimension D(ν) of ν exists and let k be the unique number satisfying (p1s
2
1)
k
2+k +
(p2s
2
2)
k
2+k = 1. Further assume that {S1(K), S2(K), C} satisfies the strong separation condition,
in other words, S1(K), S2(K), and C are pairwise disjoint, where K is the support of P and
C is the support of ν. Then, the quantization dimension D(P ) of the condensation measure P
exists and satisfies D(P ) = max{k,D(ν)}. Moreover, if D(ν) > k, then the D(P ) dimensional
lower and upper quantization coefficients are finite and positive, and if D(ν) ≤ k, then the
D(P )-dimensional lower quantization coefficient is infinity.
Remark 5.4. We say that {S1(K), S2(K), C} satisfies the inhomogeneous open set condition
(IOSC) if there exists a bounded nonempty open subset U of R such that the following three
conditions are satisfied: Si(U) ⊂ U for 1 ≤ i ≤ 2, Si(U) ∩ C
0 = ∅ for 1 ≤ i ≤ 2, and
S1(U) ∩ S2(U) = ∅ (see [OS2]), where C
0 represent the interior of the set C. Notice that if
{S1(K), S2(K), C} satisfies the strong separation condition, it also satisfies the IOSC.
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