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Abstract
In this paper we study the structure of two classes of modules called pseudo Cohen–Macaulay and
pseudo generalized Cohen–Macaulay modules. We also give a characterization for these modules
in term of the Cohen–Macaulayness and generalized Cohen–Macaulayness. Then we apply this
result to prove a cohomological characterization for sequentially Cohen–Macaulay and sequentially
generalized Cohen–Macaulay modules.
 2003 Elsevier Inc. All rights reserved.
Keywords: Local cohomology; Multiplicity; Generalized fractions; Noetherian; Artinian
1. Introduction
Let (R,m) be a Noetherian local ring and M a finitely generated R-module with
dimM = d . For a system of parameters x = (x1, . . . , xd) of M and a set of positive integers
n= (n1, . . . , nd), we set x(n)= (xn11 , . . . , xndd ). Consider the differences
IM,x(n) = 
(
M/x(n)M
)− n1 . . . nd e(x;M),
JM,x(n) = n1 . . .nd e(x;M)− 
(
M/QM
(
x(n)
))
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N.T. Cuong, L.T. Nhan / Journal of Algebra 267 (2003) 156–177 157as functions in n1, . . . , nd , where e(x;M) is the multiplicity of M with respect to x and
QM(x)=
⋃
t>0
((
xt+11 , . . . , x
t+1
d
)
M :xt1 . . . x
t
d
)
.
It was proved in [CK] that (M/QM(x(n))) is just the length of generalized fraction
1/(xn11 , . . . , x
nd
d ,1) defined by Sharp and Hamieh [SH]. Therefore, in general, IM,x(n)
and JM,x(n) are not polynomials for n1, . . . , nd large enough (see [GK,CMN]), but it is
still nice since they are bounded above by polynomials. Especially, the least degree of all
polynomials in n bounding above IM,x(n) (respectively JM,x(n)) is independent of the
choice of x, and it is denoted by p(M) (respectively pf (M)). The invariant p(M) is called
the polynomial type of M (see [C2,CM]). If we stipulate the degree of the zero polynomial
is −∞, then M is a Cohen–Macaulay module if and only if p(M) = −∞, and M is a
generalized Cohen–Macaulay module if and only if p(M)  0. Recall that generalized
Cohen–Macaulay modules had been introduced in [CST]. In that paper they showed that
M is generalized Cohen–Macaulay if and only if (H im(M)) <∞ for all i = 1, . . . , d − 1,
where Him(M) is the ith local cohomology module of M with respect to the maximal
ideal m. However, little is known about structure of M when p(M) > 0.
The purpose of this paper is to study modules M which satisfy pf (M) = −∞ or
pf (M) 0. Note that if M is Cohen–Macaulay then pf (M)=−∞, and if M is generalized
Cohen–Macaulay then pf (M)  0. However, the converse is not true. There are many
modules M with pf (M)= −∞, but p(M) is large optionally. We will show that if M is
of pf (M)=−∞ or pf (M) 0 then the properties of M are still good and closely related
to that of Cohen–Macaulay modules or generalized Cohen–Macaulay modules. Since such
modules M are, so to speak, pseudo Cohen–Macaulay and pseudo generalized Cohen–
Macaulay, respectively, it seems interesting to clarify such given modules.
The paper is divided into five sections. In Section 2, we first describe some basic
properties of pseudo Cohen–Macaulay modules and pseudo generalized Cohen–Macaulay
modules. In particular, it follows that a finite direct sum of pseudo Cohen–Macaulay (re-
spectively pseudo generalized Cohen–Macaulay modules) is pseudo Cohen–Macaulay
(respectively pseudo generalized Cohen–Macaulay). In the next section, we give a char-
acterization of these modules as follows.
Theorem. Let R be a Noetherian local ring admitting a dualizing complex. Let 0=⋂Ni ,
where Ni is pi -primary, be a reduced primary decomposition of the submodule 0 of M . Set
N =
⋂
dimR/pj=d
Nj .
Then the following statements are true.
(i) M is pseudo Cohen–Macaulay if and only if M/N is a Cohen–Macaulay module.
(ii) M is pseudo generalized Cohen–Macaulay if and only if M/N is a generalized Cohen–
Macaulay module.
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properties of pseudo Cohen–Macaulay and pseudo generalized Cohen–Macaulay modules
passing to reducing parameter element, relating to the monomial property, with respect to
the localization, . . . . The concept of sequentially Cohen–Macaulay module was introduced
by Stanley [St] for graded modules. In this paper, by the same way, we introduce this notion
for the local case. It follows that the class of sequentially Cohen–Macaulay modules is
strictly contained in the class of pseudo Cohen–Macaulay modules. Therefore in Section 4,
we are interested in properties of sequentially CM modules. We also introduce the notion
of sequentially generalized Cohen–Macaulay modules as an extension of the concept of
sequentially Cohen–Macaulay modules. Note that the class of pseudo generalized Cohen–
Macaulay modules also contain strictly all sequentially generalized Cohen–Macaulay
modules. The main result of Section 5 is to give a cohomological characterization of
sequentially Cohen–Macaulay modules and sequentially generalized Cohen–Macaulay
modules. This characterization will be shown in Theorems 5.1 and 5.3. The notion of
module of deficiency was studied in [Sch2]. We will show in Proposition 5.6 the unmixed-
ness (unmixedness up to m-primary component) of the p(M)-th module of deficiency of
pseudo Cohen–Macaulay (pseudo generalized Cohen–Macaulay) modules over local rings
admitting a dualizing complex.
2. Pseudo Cohen–Macaulay and pseudo generalized Cohen–Macaulay modules
Throughout this paper, let (R,m) be a Noetherian local ring and M a finitely generated
R-module with dimM = d . Let x = (x1, . . . , xd) be a system of parameters of M and
n= (n1, . . . , nd) a set of positive integers. Set
IM,x(n) = 
(
M/
(
x
n1
1 , . . . , x
nd
d
)
M
)− n1 . . .nd e(x;M),
JM,x(n) = n1 . . .nd e(x;M)− 
(
M/QM
(
x(n)
))
,
where x(n)= (xn11 , . . . , xndd ) and
QM(x)=
⋃
t>0
((
xt+11 , . . . , x
t+1
d
)
M :xn1 · · ·xtd
)
.
We consider IM,x(n) and JM,x(n) as functions in n. It has been proved in [CK] that
(M/QM(x(n))) is just the length of generalized fraction 1/(xn11 , . . . , xndd ,1) defined
by Sharp and Hamieh [SH]. Therefore, in general, both IM,x(n) and JM,x(n) are not
polynomials for n large enough (see [GK,CMN]), but these functions always take non-
negative values (see [C2,CM]) and bounded above by polynomials. Moreover, we have the
following important property.
Theorem 2.1 [C2,CM]. The following statements are true.
(i) The least degree of all polynomials in n bounding above the function IM,x(n) is
independent of the choice of x .
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independent of the choice of x .
The least degree in Theorem 2.1(i) is called polynomial type ofM and denoted by p(M).
The least degree in Theorem 2.1(ii) is denoted by pf (M).
Definition 2.2. (i) M is called a pseudo Cohen–Macaulay module (pseudo CM module for
short) if pf (M)=−∞.
(ii) M is called a pseudo generalized Cohen–Macaulay module (pseudo generalized
CM module for short) if pf (M) 0.
We denote by R̂ the m-adic completion of R and M̂ the m-adic completion of M . Then
we have by [CM, 3.4] that pf (M) = pf (M̂). Therefore the pseudo Cohen–Macaulayness
and pseudo generalized Cohen–Macaulayness are preserved by m-adic completion.
Lemma 2.3. The following statements are true.
(i) M is pseudo CM if and only if so is M̂ .
(ii) M is pseudo generalized CM if and only if so is M̂ .
Lemma 2.4. Let N be a submodule of M such that dimN < d . Then we have
(i) M is pseudo CM if and only if M/N is pseudo CM.
(ii) M is pseudo generalized CM if and only if M/N is pseudo generalized CM.
Proof. Since dimN < d , we have AnnN  p for all p ∈ AssM with dimA/p = d . Thus
there exists a system of parameters x = (x1, . . . , xd) with x1 ∈ AnnN . Put M =M/N .
Then it is easy to check that M/QM(x(n))∼=M/QM(x(n)) for all sets of positive integers
n = (n1, . . . , nd). Therefore JM,x(n) = JM,x(n). Thus pf (M) = pf (M) and the lemma
follows from the Definition 2.2. ✷
Lemma 2.5. The following statements are true.
(i) A direct sum of finitely many pseudo CM modules is pseudo CM.
(ii) A direct sum of finitely many pseudo generalized CM modules is pseudo generalized
CM.
Proof. (i) It is enough to prove for a direct sum of two modules. Let M =M1⊕M2, where
M1 and M2 are pseudo CM. The case of dimM1 = dimM2 follows easily from Lemma 2.4.
Suppose that dimM1 = dimM2. Let x be a system of parameters of M . Then x is also a
system of parameters of M1 and M2. For any set of positive integers n= (n1, . . . , nd), it is
clear that e(x(n);M)= e(x(n);M1)+ e(x(n);M2). Moreover, it is easily to check that
QM
(
x(n)
)=QM1(x(n))⊕QM2(x(n)).
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JM1,x(n)= 0 and JM2,x(n)= 0, for all n. Hence JM,x(n)= 0, for all n. Thus M is pseudo
CM.
(ii) Follows similarly by the proof of (i). ✷
The following result of [CM, 3.6] gives us some vanishing (respectively finitely
generated) properties of local cohomology modules for pseudo CM (respectively pseudo
generalized CM) modules.
Lemma 2.6. The following statements are true.
(i) If M is pseudo CM then Him(M)= 0, for all i = p(M)+ 1, . . . , d − 1.
(ii) If M is pseudo generalized CM then (H im(M)) <∞, for all i = p(M)+1, . . . , d−1.
3. A characterization of pseudo CM and pseudo generalized CM modules
The following characterization of pseudo CM modules and pseudo generalized CM
modules is the main result of this section.
Theorem 3.1. Let R be a Noetherian local ring admitting a dualizing complex and M
a finitely generatedR-module. Let 0=⋂Ni , whereNi is pi -primary, be a reduced primary
decomposition of the submodule 0 of M . Set
N =
⋂
dimR/pj=d
Nj .
Then the following statements are true.
(i) M is pseudo CM if and only if M/N is a Cohen–Macaulay module.
(ii) M is pseudo generalized CM if and only if M/N is a generalized Cohen–Macaulay
module. Moreover, in this case
JM,x(n)= JM/N,x (n)=
d−1∑
i=1
(
d − 1
i − 1
)

(
Him(M/N)
)
for all systems of parameters x and n 0.
Proof. (ii) Suppose that M is pseudo generalized CM. Since dimN < d , we have by
Lemma 2.4(ii) that M/N is pseudo generalized CM. Therefore (H im(M/N)) <∞ for
all i = p(M/N) + 1, . . . , d − 1 by Lemma 2.6(ii). Set ai = Ann(H im(M/N)) for i =
1, . . . , d − 1, a = a1 . . .ad−1, and p = p(M/N). We need to show that p  0. Suppose
that p > 0. Then we obtain by [C2, 3.1] and [Sch1, 2.4.6] that
p = dimR/a= dimR/ap.
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all minimal prime ideals p ∈ SuppM/N . Moreover, for all p ∈ SuppM/N , we have
depthRp(M/N)p min
{
dimRp(M/N)p,1
}
.
So, M/N satisfies Serre’s condition (S1). Therefore dimR/ap  p− 1 by [Sch1, 3.2.1]. It
gives a contradiction. Thus p  0, i.e. M/N is generalized Cohen–Macaulay. Conversely,
suppose that M/N is generalized Cohen–Macaulay. Then M/N is pseudo generalized CM.
Because dimN < d , we have by Lemma 2.4(ii) that M is pseudo generalized CM. Since
M/N is generalized Cohen–Macaulay, the formula follows by [SH, 3.7].
(i) The case where d  1 is trivial. Let d > 1. Suppose that M is pseudo CM. Then
M/N is generalized Cohen–Macaulay by (ii). Therefore, for any system of parameters x
of M/N , we get
JM/N,x (n)=
d−1∑
i=1
(
d − 1
i − 1
)

(
Him(M/N)
)
for all n 0. Since M/N is pseudo CM, JM/N,x(n) = 0 for all n. So, Him(M/N) = 0
for all i = 1, . . . , d − 1. Moreover, it is clear that H 0m(M/N) = 0. Thus, M/N is Cohen–
Macaulay. Conversely, suppose that M/N is Cohen–Macaulay. Then M/N is pseudo CM.
Because dimN < d , we have by Lemma 2.4(i) that M is pseudo CM. ✷
Remark 3.2. (i) The submodule N of M defined in Theorem 3.1 is exactly the largest
submodule of dimension strictly less than d of M (see Lemma 4.4(i) for more details).
(ii) Theorem 3.1 is not true if R does not possess a dualizing complex. For example,
let R be the 2-dimension local domain considered by Nagata [N, Appendix, Example 2]
(see also [FR]). It follows by [Sch2, 6.1] that R̂/I is Cohen–Macaulay R̂-module, where
I is the largest submodule of R̂ of dimension at most 1. Therefore R̂ is pseudo CM
by Lemma 2.4(i) and hence so is R by Lemma 2.3(i). Since AssR = {0}, the largest
submodule of R of dimension at most 1 is the zero ideal. But it is well known that R
is not a Cohen–Macaulay ring.
Since the complete ring R̂ always admits a dualizing complex, the following result is
an immediate consequence of Theorem 3.1.
Corollary 3.3. Let 0=⋂ N̂i , where N̂i is pˆi-primary, be a reduced primary decomposition
of the submodule 0 of R̂-module M̂ . Let
N̂ =
⋂
dim R̂/pˆj=d
N̂i .
Then the following statements are true.
(i) M is pseudo CM if and only if M̂/N̂ is a Cohen–Macaulay R̂-module.
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R̂-module.
The notion of reducing parameter element was introduced by Auslander–Buchs-
baum [AB]: a parameter element x of M is called reducing if x /∈ p, for all p ∈AssM with
dimR/p  d − 1. Note that if M is generalized Cohen–Macaulay then every parameter
element of M is reducing. Moreover, if M is Cohen–Macaulay then so is M/xM and if
M is generalized Cohen–Macaulay then so is M/xM for all parameter element x of M . In
the case of pseudo CM or pseudo generalized CM modules, this property still hold for all
reducing parameter elements.
Corollary 3.4. Let x be a reducing parameter element of M . Then we have
(i) If M is pseudo CM then so is M/xM .
(ii) If M is pseudo generalized CM then so is M/xM .
Proof. Let N̂ be the largest submodule of M̂ of dimension at most d − 1. Let M = M̂/N̂ .
Then we have:
M/xM ∼= M̂
N̂ + xM̂
∼= M̂/xM̂
(N̂ + xM̂)/xM̂ . (∗)
Since x is also a reducing parameter element of M̂ , it follows that x is M-regular and if
dimN = d − 1 then x is a parameter element of N̂ . It implies that N̂ ∩ xM̂ = xN̂ and
dim N̂/xN̂ = d − 2. Therefore we have
dim
(
N̂ + xM̂)/xM̂ = dim N̂/(N̂ ∩ xM̂)= dim N̂/xN̂ = d − 2.
On the other hand, it is clear that dim(N̂ + xM̂)/xM̂  d − 2, if dim N̂  d − 2. Thus in
any case we have
dim
(
N̂ + xM̂)/xM̂  d − 2. (∗∗)
Now we prove (i). Suppose that M is pseudo CM. Then M̂ is pseudo CM by Lemma 2.3(i).
Therefore M is Cohen–Macaulay by Theorem 3.1(i). It implies that M/xM is Cohen–
Macaulay. Therefore we have by (∗) that
M̂/xM̂
(N̂ + xM̂)/xM̂
is Cohen–Macaulay and hence it is pseudo CM. Since dim((N̂ + xM̂)/xM̂)  d − 2 by
(∗∗), it follows by Lemma 2.4(i) that M̂/xM̂ is pseudo CM and hence so is M/xM by
Lemma 2.3(i).
(ii) Follows similarly to the proof of (i). ✷
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xt1 · · ·xtdM 
(
xt+11 , . . . , x
t+1
d
)
M
for all t > 0. Note that x has the monomial property if and only if (M/QM(x)) = 0.
Therefore if M is pseudo CM then the monomial property holds for all system of
parameters of M . In [H], Hochster has conjectured that any system of parameters of R
has the monomial property. He also showed that in general the monomial property does
not hold for modules, but it holds for high powers of system of parameters, i.e. there exists
for each system of parameters x = (x1, . . . , xd) of M a positive integer n(x), which in
general depends on x , such that
(
x
n1
1
)t · · · (xndd )tM  ((xn11 )t+1, . . . , (xndd )t+1)M
for all n1, . . . , nd  n(x) and t  0. Therefore it seems to be interesting to find a concrete
uniform bound for such number n(x). The following result is to solve this problem for
pseudo generalized CM modules. Let q is anm-primary ideal ofR. A system of parameters.
(x1, . . . , xd) of M is said to be a weak q-sequence if
(x1, . . . , xi−1)M :Mxi ⊆ (x1, . . . , xi−1)M :Mq for i = 1, . . . , d.
It was proved in [SV] that if M is generalized Cohen–Macaulay then there exists an m-
primary ideal q such that every system of parameters of M is a weak q-sequence.
Corollary 3.5. Suppose that M is pseudo generalized CM. Let N̂ be the largest submodule
of M̂ of dimension at most d − 1 and x = (x1, . . . , xd) a system of parameters of M . Then
we have M̂/N̂ is generalized Cohen–Macaulay. Let q be a m-primary ideal such that every
system of parameters of M̂/N̂ is a weak q-sequence. If xi ∈mq for some i , then x has the
monomial property. In particular, if M is Buchsbaum and xi ∈m2 for some i , then x has
the monomial property. If M is generalized Cohen–Macaulay and xi ∈mI (M)+1 for some i ,
then x has the monomial property, where
I (M)=
d−1∑
1=0
(
d − 1
i
)

(
Him(M)
)
.
Proof. Note that (M/QM(x)) = (M̂/QM̂(x)). Therefore we can assume that R is
complete and M = M̂, N = N̂ . Let M = M/N . Then for any system of parameters x
of M , we have a surjection
f :M/Q(x;M)→M/Q(x;M)
defined by f (m+Q(x;M))=m+Q(x;M). Therefore, by Theorem 3.1, it is enough to
prove for the case where M is generalized Cohen–Macaulay. For all t  0, we have by [T,
3.5] that
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xt+11 , . . . , x
t+1
d
)
M :Mx
t
1 · · ·xtd = (x1, . . . , xd)M
+
d∑
i=1
(x1, . . . , xi−1, xi+1, . . . , xd)M :Mq.
We claim that (x1, . . . , xd)M :q =M . In fact, set M ′ =M/(x1, . . . , xi−1, xi+1, . . . , xd)M.
Then dimM ′ = 1. Suppose in contradiction that (x1, . . . , xd)M :q = M . Then qM ⊆
(x1, . . . , xd)M . It implies that qM ′ ⊆ xiM ′ ⊆ qmM ′. Therefore mqM ′ = qM ′ and hence
qM ′ = 0 by Nakayama Lemma. So, dimM ′  0, a contradiction. It follows by the claim
that (M/QM(x)) = 0 and hence x has the monomial property. The remaining statements
follows from the well-known facts that every system of parameters of a Buchsbaum
module (respectively of a generalized Cohen–Macaulay module) is a weak m-sequence
(respectively a weak mI (M)-sequence). ✷
Remark 3.6. To get the monomial property for modules, in general, we can not find a
power less strictly than that given in Corollary 3.5. In fact, let S = k[x, y] be the polynomial
ring of two variables over a field k. Let m = (x, y)S, R = Sm and M = (x, y)R. Then
we have H 0m(M) = 0, H 1m(M) ∼= k. Therefore I (M) = 1 and hence M is Buchbaum. It
follows that M is pseudo generalized CM and every system of parameters of M is a weak
m-sequence. However, the system of parameters (x, y) of M does not have the monomial
property.
It is natural to ask that whether the pseudo Cohen–Macaulayness and pseudo
generalized Cohen–Macaulayness are preserved by localization? The following result
gives a partial answer to this question.
Proposition 3.7. Suppose that M is quasi-unmixed (i.e. M̂ is equidimensional). Then the
following statements are true.
(i) If M is pseudo CM then Mq is pseudo CM for all q ∈ SuppM .
(ii) If M is pseudo generalized CM then Mq is pseudo CM for all q ∈ SuppM\{m}.
Proof. It is clear that (i) follows from (ii). So we need only to prove (ii). Let N̂ be the
largest submodule of M̂ of dimension at most d− 1. Let qˆ ∈ SuppM̂\{mR̂}. Because M is
pseudo generalized CM, so is M̂ . So, we get by Theorem 3.1(ii) that M̂/N̂ is generalized
Cohen–Macaulay. Therefore, M̂qˆ/N̂qˆ is Cohen–Macaulay. Since M̂ is equidimensional,
any minimal prime ideal of AssR̂ M̂ does not belong to AssR̂ N̂ . Therefore dim N̂qˆ <
dim M̂qˆ. Since M̂qˆ/N̂qˆ is also Cohen–Macaulay, N̂qˆ is the largest of M̂qˆ of dimension
at most dim M̂qˆ − 1. So, M̂qˆ is pseudo CM by Theorem 3.1(i). Now let q ∈ SuppM\{m}
and qˆ an element of Ass(R̂/qR̂) such that dim R̂/qˆ = dimR/q. Let f :Rq → R̂qˆ be the
natural homomorphism. Since f is faithfully flat and dim(Mq)= dim(M̂qˆ), we can check
that pf (Mq)= pf (M̂qˆ). Thus, Mq is pseudo CM. ✷
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equidimensional.
Example 3.8. Let k  1 be an integer. Then there exists a pseudo CM module M and
a prime ideal p ∈ SuppM such that pf (Mp) = k. In this case, Mp is neither pseudo CM
nor pseudo generalized CM.
Proof. First we assume that there exist finitely generated R-modules A, B with the
following properties:
(i) A is Cohen–Macaulay.
(ii) B is of dimension at most dimA− 1.
(iii) There exists p ∈ SuppB and p /∈ SuppA such that pf (Bp)= k.
Then we set M = A ⊕ B . It follows by Lemma 2.4(i) that M is pseudo CM. Since
p ∈ SuppB , p ∈ SuppM . Since p /∈ SuppA, we have Ap = 0 and hence Mp = Bp.
Therefore pf (Mp)= k > 0. Now we show the existence of A andB as above. Let d  k+2
be an integer and K a field. Let R be the formal power series ring K❏x1, . . . , xd, y, z, t❑
of d + 3 variables over K . Let A = R/yR. Then A is Cohen–Macaulay of dimension
d + 2. Let C = R/(z, t)R. Then C is Cohen–Macaulay of dimension d + 1. Let B =
(x1, . . . , xd−k)C. Then B is of dimension d + 1. Let p = (x1, . . . , xd, z, t)R. Then p ∈
SuppB and p /∈ SuppA. We will prove that pf (Bp) = k. Since C is Cohen–Macaulay
and ht(p/(z, t)R) = d , Cp is Cohen–Macaulay of dimension d . It is clear that Bp =
(x1, . . . , xd−k)Cp. Therefore Bp is of dimension d and Cp/Bp is Cohen–Macaulay of
dimension k. From the exact sequence of Rp-modules
0→ Bp→ Cp→ Cp/Bp→ 0,
we have
HipRp(Bp)=


0, if i = k + 1, i = d;
HkpRp(Cp/Bp), if i = k + 1;
HdpRp(Cp), if i = d.
Therefore depth(Bp)= k + 1. Moreover, we have by [C1, 1.1] that
p(Bp)= max
i=0,...,d−1
{
dim
(
Rp/AnnRp
(
HipRp(Bp)
))}= k.
So, depth(Bp) > p(Bp). Thus pf (Bp)= k by [CM, 3.5]. ✷
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modules
The concept of sequentially Cohen–Macaulay module was introduced by Stanley [St,
p. 87] for graded modules (see also [HS]). Here we define this notion for the local case.
Definition 4.1. (i) A filtration 0=M0 ⊂M1 ⊂ · · · ⊂Mt =M of submodules ofM is called
the dimension filtration of M if Mi−1 is the largest submodule of Mi which has dimension
strictly less than dimMi for all i = 1, . . . , t .
(ii) A filtration 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nt = M of submodules of M is said to be a
Cohen–Macaulay filtration if
(a) Each quotient Ni/Ni−1 is Cohen–Macaulay.
(b) dimN1/N0 < dimN2/N1 < · · ·< dimNt/Nt−1.
Definition 4.2. We say that M is a sequentially Cohen–Macaulay module (sequentially
CM module for short) if there exists a Cohen–Macaulay filtration of M .
Similarly, we introduce the following notion.
Definition 4.3. (i) A filtration 0 = N0 ⊂ N1 ⊂ · · · ⊂ Nt =M of submodules of M is said
to be a generalized Cohen–Macaulay filtration if
(a) Each quotient Ni/Ni−1 is generalized Cohen–Macaulay.
(b) dimN1/N0 < dimN2/N1 < · · ·< dimNt/Nt−1.
(ii) We say that M is a sequentially generalized Cohen–Macaulay module (sequentially
generalized CM module for short) if there exists a generalized Cohen–Macaulay filtration
of M .
Lemma 4.4. The following statements are true.
(i) The dimension filtration always exists and it is unique. Moreover, let 0=M0 ⊂M1 ⊂
· · · ⊂Mt =M be a dimension filtration of M with dimMi = di . Then we have
Mi =
⋂
dimR/pj>di
Nj ,
for all i = 1, . . . , t − 1, where 0=⋂nj=1 Nj is a reduced primary decomposition of 0
in M with Nj is pj -primary for j = 1, . . . , n.
(ii) Suppose that M has a Cohen–Macaulay filtration. Then it is unique and in this case,
it is exactly the dimension filtration of M .
(iii) Suppose that M has a generalized Cohen–Macaulay filtration. Then it is unique up
to m-primary components, i.e. if 0 =M0 ⊂M1 ⊂ · · · ⊂Mt ′ =M is the dimension
filtration of M and 0 =N0 ⊂N1 ⊂ · · · ⊂Nt =M is a generalized Cohen–Macaulay
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the dimension filtration is also a generalized Cohen–Macaulay filtration.
Proof. (i) The unique existence of the dimension filtration follows from the Noetherian
property of M . Then we get the formula by [Sch2, 2.2].
(ii) Let 0=M0 ⊂M1 ⊂ · · · ⊂Mt ′ =M be the dimension filtration of M and 0=N0 ⊂
N1 ⊂ · · ·Nt =M a Cohen–Macaulay filtration of M . Since
dimN1/N0 < dimN2/N1 < · · ·< dimNt/Nt−1,
we have dimNi−1 < dimNi , for all i = 1, . . . , t . Therefore Mt ′−1 ⊇Nt−1. Since M/Nt−1
is Cohen–Macaulay, every submodule of M/Nt−1 is zero or is of dimension d . Thus, since
dim(Mt ′−1/Nt−1) < d, Mt ′−1 = Nt−1. Similarly, Mt ′−2 = Nt−2,Mt ′−3 = Nt−3, . . . .
Therefore t = t ′ and Mi =Ni for all i = 0,1, . . . , t .
(iii) Since M/Nt−1 is generalized Cohen–Macaulay, every submodule of M/Nt−1 is
either of dimension d or of finite length. Thus, since dim(Mt ′−1/Nt−1) < d , we have
(Mt ′−1/Mt−1) <∞. Therefore, from the exact sequence
0→Nt−1/Nt−2 →Mt ′−1/Nt−2 →Mt ′−1/Nt−1 → 0
and the notice that Nt−1/Nt−2 is generalized Cohen–Macaulay, we obtain thatMt ′−1/Nt−2
is also generalized Cohen–Macaulay. Therefore every submodule of Mt ′−1/Nt−2 is either
of dimension dimMt ′−1 or of finite length. Thus, since dim(Mt ′−2/Nt−2) < dimMt ′−1,
(Mt ′−2/Nt−2) <∞. Continue this process, after t steps we get t ′ = t, (Mi/Ni) <∞
and Mi/Ni−1 is generalized Cohen–Macaulay for all i = 1, . . . , t . Now, for all i = 1, . . . , t ,
from the exact sequence
0→Mi−1/Ni−1 →Mi/Ni−1 →Mi/Mi−1 → 0
with the notice that Mi/Ni−1 is generalized Cohen–Macaulay, it follows that Mi/Mi−1 is a
generalized Cohen–Macaulay module. So 0=M0 ⊂M1 ⊂ · · · ⊂Mt =M is a generalized
Cohen–Macaulay filtration as required. ✷
The simple examples of sequentially CM modules (respectively sequentially gener-
alized CM modules) are Cohen–Macaulay modules (respectively generalized Cohen–
Macaulay modules). Especially, it follows by [G, 1.1, (1)⇔ (4)] that any approximately
Cohen–Macaulay ring is sequentially CM. The following lemma produces many examples
of sequentially CM modules and sequentially generalized CM modules.
Proposition 4.5. The following statements are true.
(i) A direct sum of finitely many sequentially CM modules is sequentially CM.
(ii) A direct sum of finitely many sequentially generalized CM modules is sequentially
generalized CM.
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modules. Let M = M ′ ⊕ M ′′, where M ′ and M ′′ are sequentially CM modules. Let
dimM = d . We prove by induction on d that M is sequentially CM. If d  1, it is trivial.
Let d > 1. Denote by N,N ′, and N ′′ respectively are the largest submodule of M,M ′,
and M ′′ which has dimension strictly less than d . Then M ′/N ′ and M ′′/N ′′ are zero or
Cohen–Macaulay. We first claim that N = N ′ ⊕N ′′. In fact, since dimN ′ ⊕N ′′ < d , we
have N ⊇N ′ ⊕N ′′. Let a ∈N . Then a = b+ c, where b ∈M ′ and c ∈M ′′. If dimRb = d
then there exists p ∈ AssM ′ such that dimR/p = d and p = Ann(rb) for some r ∈ R.
Therefore p ⊇ Ann(ra) and hence dimRa  d . It gives a contradiction because a ∈ N .
Thus dimRb < d . Similarly, dimRc < d . Therefore Rb⊕ Rc ⊆N ′ ⊕N ′′. It follows that
a ∈N ′ ⊕N ′′ and hence N =N ′ ⊕N ′′. The claim is proved.
Next, we prove M/N is Cohen–Macaulay. For a system of parameters x of M , since
dimN < d , dimN ′ < d , dimN ′′ < d , we have
e(x;M/N)= e(x;M)= e(x;M ′)+ e(x;M ′′)= e(x;M ′/N ′)+ e(x;M ′′/N ′′).
We have the exact sequence
0→Ker(f )→ (M ′ ⊕M ′′)/((xM ′ ⊕ xM ′′)+N) f−→ (M ′′/N ′′)/x(M ′′/N ′′)→ 0,
where f (b+ c)= c+N ′′, for all b ∈M ′, c ∈M ′′. Therefore

(
(M ′ ⊕M ′′)/((xM ′ ⊕ xM ′′)+N)) ((M ′′/N ′′)/x(M ′′/N ′′))+ (Kerf ).
It is clear that Kerf = (M ′ ⊕ (xM ′′ +N ′′))/((xM ′ ⊕ xM ′′)+N). Moreover, we have a
surjection
p : (M ′/N ′)/x(M ′/N ′)→ (M ′ ⊕ (xM ′′ +N ′′))/((xM ′ ⊕ xM ′′)+N)
which is defined by p(b+N ′)= b+ 0, for all b ∈M ′. Therefore we have

(
(M/N)/x(M/N)
) = ((M ′ ⊕M ′′)/((xM ′ ⊕ xM ′′)+N))
 
(
(M ′/N ′)/x(M ′/N ′)
)+ ((M ′′/N ′′)/x(M ′′/N ′′))
= e(x;M ′/N ′)+ e(x;M ′′/N ′′)
= e(x;M/N).
Thus M/N is Cohen–Macaulay. Since N = N ′ ⊕ N ′′, N ′ and N ′′ are also sequentially
CM modules and dimN < d , we can apply induction hypothesis to N , and we get that N
is sequentially CM. Therefore M is sequentially CM.
(ii) follows similarly to the proof of (i). ✷
Lemma 4.6. Let M be a sequentially generalized CM module. Then SuppM is a catenary
subset of SpecR.
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SuppM =
t⋃
i=1
SuppMi/Mi−1.
Since Mi/Mi−1 is generalized Cohen–Macaulay, it follows by [CST] that SuppMi/Mi−1
is catenary for all i = 1, . . . , t . Therefore so is SuppM . ✷
Proposition 4.7. The following statements are true.
(i) If M is sequentially CM then so is Mp for all p ∈ SuppM .
(ii) If M is sequentially generalized CM then for all p ∈ SuppM\{m}, Mp is sequen-
tially CM.
Proof. It is clear that (i) follows immediately by (ii). Therefore it is enough to prove (ii).
Let 0 = M0 ⊂ M1 ⊂ · · · ⊂ Mt =M be the dimension filtration of M . Then, it follows
from Lemma 4.4(iii) that Mi/Mi−1 is generalized Cohen–Macaulay for all i = 1, . . . , t .
Let p ∈ SuppM\{m}. We claim that (Mt−1)p =Mp or dim(Mt−1)p < dimMp. In fact,
suppose that (Mt−1)p =Mp. Then p ∈ SuppM/Mt−1. Therefore there exists q ∈ AssM
such that q ⊆ p and dimR/q = d . Since M/Mt−1 is generalized Cohen–Macaulay, it
follows by Lemma 4.6 that
dim(Mt−1)p  dimMt−1 − dimR/p< d − dimR/p
= dimR/q− dimR/p= ht (p/q) dimMp.
Continue this process we obtain (Mi−1)p = (Mi)p or dim(Mi−1)p < dim(Mi)p for all
i = 1, . . . , t . Thus, from the family {(Mi)p}i=0,1,...,t of submodules of Mp, we can choose
a Cohen–Macaulay filtration of submodules of Mp
0= (Mi0)p ⊂ (Mi1)p ⊂ · · · ⊂ (Mit1 )p =Mp.
Thus Mp is sequentially CM. ✷
5. Cohomological characterizations of sequentially CM and sequentially generalized
CM modules
Suppose that R possesses a dualizing complex. Then there is a bounded complex
D•R of injective R-modules DiR whose cohomology modules Hi(D•R), i ∈ Z, are finitely
generated R-modules. For a finitely generated R-module M of dimM = d , the homology
module
Ki(M) :=H−i(Hom(M,D•R))
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is just the canonical module of M . Following [Sch1], for i = 0,1, . . . , d − 1, the module
Ki(M) is called ith module of deficiency of M . Moreover, by the local duality (see [Sch1,
1.1]) there are following isomorphisms:
Him(M)
∼=Hom(Ki(M),E), ∀i,
where E is the injective hull of R/m. The two following theorems give a cohomological
characterization of sequentially CM and sequentially generalized CM modules.
Theorem 5.1. Let 0 =M0 ⊂M1 ⊂ · · · ⊂Mt =M be the dimension filtration of M and
di = dimMi for i = 1, . . . , t . Suppose that R possesses a dualizing complex.
(a) The following statements are equivalent:
(i) M is sequentially CM.
(ii) Mi is pseudo CM for all i = 1, . . . , t .
(iii) For all j = 0,1, . . . , d the modules Kj(M) are either zero or Cohen–Macaulay
of dimension j .
(iv) For all j = 0,1, . . . , d − 1 the modules Kj(M) are either zero or Cohen–
Macaulay of dimension j .
(b) Suppose that M satisfies the equivalent conditions above. Then
di−1 = dimMi−1 = p(Mi)
for all i = 1, . . . , t , where p(Mi) is the polynomial type of Mi .
Proof. (a): (i)⇔ (ii). Let M be sequentially CM. Then we get by Lemma 4.4(ii) that
Mi/Mi−1 is Cohen–Macaulay for all i = 1, . . . , t . Therefore, by Lemma 2.4(i), Mi is
pseudo CM for all i = 1, . . . , t . The converse follows immediately by Theorem 3.1(i).
(i) ⇒ (iii). Let M be sequentially CM. Then Mi/Mi−1 is Cohen–Macaulay for all
i = 1, . . . , t . It can be derived from the exact sequence
0→Mt−1 →M→M/Mt−1 → 0
that Kd(M)∼=Kd(M/Mt−1),Kj (M)= 0 for all j = dt−1 + 1, . . . , d − 1, and Kj(M)∼=
Kj(Mt−1) for all j = 0, . . . , dt−1. Since M/Mt−1 is Cohen–Macaulay, it follows that
Kd(M) is Cohen–Macaulay of dimension d = dt . Similarly, by applying to the exact
sequence
0→Mt−2 →Mt−1/Mt−2 → 0
with notice that Mt−1/Mt−2 is Cohen–Macaulay, we have Kj(M) ∼= Kj(Mt−2) for all
j = 0, . . . , dt−2, Kj (M)= 0 for all j = dt−2 + 1, . . . , dt−1 − 1, and Kdt−1(M) is Cohen–
Macaulay of dimension dt−1. Continuing this process, we get the result.
(iii)⇒ (iv) is obvious.
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i = 1, . . . , t . If d = 1, it is trivial. Let d > 1. It follows by [CK, 1.1] that M is pseudo CM.
So M/Mt−1 is Cohen–Macaulay by Theorem 3.1(i). Therefore we get from the exact
sequence
0→Mt−1 →M→M/Mt−1 → 0
that Ki(M) ∼= Ki(Mt−1) for all i = 1, . . . ,dimMt−1. It follows that Mt−1 satisfies the
hypothesis of (iv). Since dimMt−1 < d , by applying the inductive assumption to Mt−1,
we obtain that Mi/Mi−1 is Cohen–Macaulay for all i = 1, . . . , t − 1. Therefore M is
sequentially CM.
(b) Set aj = Ann(H jm(Mi)) for i = 1, . . . , t and j = 0, . . . , di − 1. We have by the
proof of (a), (i)⇒ (iii), that Kj(Mi)= 0 for all j = di−1 + 1, . . . , di − 1 and Kdi−1(Mi)
is Cohen–Macaulay of dimension di−1. Therefore, by [C1, 1.1] and [Sch1, 2.2.4], we have
p(Mi)= max
j=0,...,di−1
dimR/aj = max
j=0,...,di−1
dimKj(Mi)= di−1
for all i = 1, . . . , t . ✷
It should be noted that the equivalences of statements (i), (iii), and (iv) of Theorem 5.1
has been shown by P. Schenzel [Sch2, Theorem 5.5] by using spectral sequences and
(i)⇔ (iii) have been proved by Herzog–Sbarra [HS, Theorem 1.4] for a standard graded
Cohen–Macaulay k-algebra R.
The following consequence gives us the structure of local cohomology modules of
a sequentially CM module. Note that in this corollary R does need to possess a dualizing
complex.
Corollary 5.2. Let M be a sequentially CM module and 0 =M0 ⊂M1 ⊂ · · · ⊂Mt =M
the dimension filtration of M . Set di = dimMi and aj =Ann(H jm(M)) for j = 0,1, . . . , d .
Then Hjm(M)= 0 if and only if j /∈ {d1, . . . , dt} and dimR/aj = j for all j ∈ {d1, . . . , dt}.
Proof. Denote by N̂ the m-adic completion of a module N . Then 0 = M̂0 ⊂ M̂1 ⊂
· · · ⊂ M̂t = M̂ is clearly a Cohen–Macaulay filtration of M̂ . It follows by applying
Theorem 5.1(b) for M̂ that Hjm(M̂) = 0 and therefore Hjm(M) = 0 if j /∈ {d1, . . . , dt}.
On the other hand, by the proof of (i)⇒ (iii) in Theorem 5.1, we get for all j = 1, . . . , d
that Hdjm (M)∼=Hdjm (Mj ). Then it implies from the basic facts of local cohomology theory
that dimR/adj = dj , as required. ✷
To give a characterization of sequentially generalized CM modules, we need some
facts of the theory of secondary representation of Artinian modules from [M,SH]: Any
Artinian R-module A has a minimal secondary representation A = A1 + · · · + An of
pi -secondary submodules Ai . The set {p1,p2, . . . ,pn} is independent of the choice of
minimal representation of A and is denoted by AttR A. From now on, for any positive
integer j we set (AttA)j = {p ∈ AttA: dimR/p = j }. Note that (A/mnA) is finite and
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clear that if x ∈m and x /∈ p for all p ∈AttA\{m} then (A/xnA)=Rl(A) for n large.
Theorem 5.3. Let 0 =M0 ⊂M1 ⊂ · · · ⊂Mt =M be the dimension filtration of M and
di = dimMi for i = 1, . . . , t . Suppose that R possesses a dualizing complex. Then
(a) The following statements are equivalent:
(i) M is sequentially generalized CM.
(ii) Mi is pseudo generalized CM for all i = 1, . . . , t .
(iii) For all j = 1, . . . , d , the modules Kj(M) are either of finite length or generalized
Cohen–Macaulay of dimension j .
(iv) For all j = 1, . . . , d − 1, the modules Kj(M) are either of finite length or
generalized Cohen–Macaulay of dimension j .
(b) Suppose that M satisfies the equivalent conditions above. Then
di−1 = dimMi−1 = p(Mi),
where p(Mi) is the polynomial type of Mi for all i = 1, . . . , t .
Proof. (a): (i)⇔ (ii). Assume that M is sequentially generalized CM. Then Mi/Mi−1 is
generalized Cohen–Macaulay by Lemma 4.4(iii). Thus, Mi is pseudo generalized CM for
all i = 1, . . . , t by Lemma 2.4(ii). The converse follows immediately by Theorem 3.1(ii).
(i)⇒ (iii). Suppose that M is sequentially generalized CM. Then Mi/Mi−1 is gen-
eralized Cohen–Macaulay for all i = 1, . . . , t . We claim that Kdi (Mi/Mi−1) is gener-
alized Cohen–Macaulay for all i = 1, . . . , t . In fact, let p ∈ SuppKdi (Mi/Mi−1)\{m}.
Then p ∈ Supp(Mi/Mi−1)\{m}. Therefore we have by [Sch1, 2.2.3] and [CK] that
(Kdi (Mi/Mi−1))p is Cohen–Macaulay and therefore the claim follows by [CST]. Simi-
larly to the proof of Theorem 5.1, (i)⇒ (iii), and by the claim, it follows that Kj(M) is
generalized Cohen–Macaulay of dimension j for all j = d1, . . . , dt , and (Kj (M)) <∞
for all j /∈ {d1, . . . , dt }.
(iii)⇒ (iv) is trivial.
(iv)⇒ (i). Let a(M) = a0(M)a1(M) . . .ad−1(M), where ai (M) = AnnHim(M), i =
0, . . . , d− 1. Then there exists by [C1] a system of parameters x = (x1, . . . , xd) of M such
that xd ∈ a(M) and xi ∈ a(M/(xi+1, . . . , xd)M), for all i = 1, . . . , d−1. A such system of
parameters is called a p-standard system of parameters. First of all we show the following
claim.
Claim. Let x = (x1, . . . , xd) be a p-standard system of parameters of M . Then JM,x(n) is
bounded above by a constant for all n= (n1, . . . , nd).
Proof of the claim. Let n = (n1, . . . , xd) be a set of positive integers. For short we
put Mj = M/(xn11 , . . . , x
nj
j )M , xj = (xj+1, . . . , xd), and nj = (nj+1, . . . , nd) for all
j = 1, . . . , d − 1. It follows by [C1, 3.4] and [CM, 2.5] that (0 :Mj−1 xnj ) <∞ for all j .j
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So by the Matlis duality (see [BS, 10.2.20]),
(
Ass
(
0 :Ki(Mj−1) x
nj
j
))
i
= (Att(Him(Mj−1))/xnjj H im(Mj−1))i = ∅.
Hence
dim
(
0 :Ki(Mj−1) x
nj
j
)
 i − 1 (1)
for all i = 1, . . . , d − j + 1. First, we prove by induction on j that Ki(Mj ) is either of
finite length or generalized Cohen–Macaulay of dimension i , for all i = 1, . . . , d − j . The
case where j = 0 follows by the hypothesis. Let j > 0. From the exact sequences
0→ 0 :Mj−1 xnjj →Mj−1 →Mj−1/0 :Mj−1 x
nj
j → 0,
0→Mj−1/0 :Mj−1 xnjj
x
nj
j−→Mj−1 →Mj → 0
with notice that (0 :Mj−1 x
nj
j ) < ∞, we get by the local duality the following exact
sequence:
0→Ki+1(Mj−1)
/
x
nj
j K
i+1(Mj−1)→Ki(Mj )→ 0 :Ki(Mj−1) x
nj
j → 0 (2)
for i = 1, . . . , d − j . By induction hypothesis, either (Ki(Mj−1)) <∞ or Ki(Mj−1) is
generalized Cohen–Macaulay of dimension i . Therefore any submodule of Ki(Mj−1) is
either of finite length or is of dimension i . It follows by (1) that (0 :Ki(Mj−1) x
nj
j ) <∞ and
therefore by the inductive hypothesis that Ki+1(Mj−1)/x
nj
j K
i+1(Mj−1) is generalized
Cohen–Macaulay. Hence Ki(Mj) is either of finite length or generalized Cohen–Macaulay
of dimension i for all i = 1, . . . , d − j by (2). On the other hand, since JMj ,xj (nj ) =
JMj/H 0m(Mj ),xj
(nj ), we can assume that xj+1 is non-zero-divisor of Mj . Therefore it can
be derived by [CM, 2.1] that
JMj ,xj (nj ) JMj+1,xj+1(nj+1)+Rl
(
H
d−j−1
m (Mj )
)
for all j = 0, . . . , d − 1. Note that JMd−1,(xd)(nd)= 0. Therefore we have
JM,x(n)
d−1∑
j=1
Rl
(
H
j
m(Md−j−1)
)
.
Next, since Rl(H im(Mj )) = (H 0m(Ki(Mj ))), the claim is proved if we can show that
(Hkm(K
i(Mj ))) is bounded above by a constant for all j = 1, . . . , d − 1, i = 1, . . . ,
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exact sequence:
Hkm
(
Ki+1(Mj−1)
/
x
nj
j K
j+1(Mj−1)
)→Hkm(Ki(Mj ))→Hkm(0 :Ki(Mj−1) xnjj ),
for all k = 0, . . . , i − 1. Since (0 :Ki(Mj−1) x
nj
j ) <∞, H km(0 :Ki(Mj−1) x
nj
j ) = 0 for all
k > 0 and
H 0m
(
0 :Ki(Mj−1) x
nj
j
)= (0 :Ki(Mj−1) xnjj )⊆H 0m(Ki(Mj−1)).
Therefore we obtain

(
Hkm
(
Ki(Mj)
))
 
(
Hkm
(
Ki+1(Mj−1)
/
x
nj
j K
i+1(Mj−1)
)) (3)
for k > 0 and

(
H 0m
(
Ki(Mj)
))
 
(
H 0m
(
Ki+1(Mj−1)
/
x
nj
j K
i+1(Mj−1)
))
+ (H 0m(Ki(Mj−1))). (4)
From the short exact sequence
0 → Ki+1(Mj−1)
/
0 :Ki(Mj−1) x
nj
j →Ki+1(Mj−1)
→ Ki+1(Mj−1)
/
x
nj
j K
i+1(Mj−1)→ 0
we get the following exact sequence:
Hkm
(
Ki+1(Mj−1)
)→Hkm(Ki+1(Mj−1)/xnjj Ki+1(Mj−1))→Hk+1m (Ki+1(Mj−1))
for all k = 0, . . . , i − 1. Thus, with the observation that (0 :Ki(Mj−1) x
nj
j ) < ∞ and
Ki+1(Mj−1) is generalized Cohen–Macaulay, we have by (3), (4) that

(
Hkm
(
Ki(Mj)
))
 
(
Hkm
(
Ki+1(Mj−1)
))+ (Hk+1m (Ki+1(Mj−1)))
+ (H 0m(Ki(Mj−1)))
for all j = 1, . . . , d − 1, i = 1, . . . , d − j − 1, and k = 0, . . . , i− 1. Then the result follows
easily by induction on j .
Now we continue to prove Theorem 5.3. We prove by induction on d that M is
sequentially generalized CM. If d = 1, it is trivial. Suppose d > 1. It follows by the claim
and Theorem 2.1(ii) that M is pseudo generalized CM. Therefore M/Mt−1 is generalized
Cohen–Macaulay by Theorem 3.1(ii). From the exact sequence
0→Mt−1 →M→M/Mt−1 → 0
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Kj(M/Mt−1)→Kj(M)→Kj(Mt−1)→Kj−1m (M/Mt−1)
for all j = 1, . . . , d − 1. Let Nj be the kernel of the map Kj(M/Mt−1)→ Ki(M) and
Pj be the image of the map Kj(Mt−1)→Kj−1(M/Mt−1) in the above exact sequences.
Then Nj and Pj are of finite length. Therefore from the exact sequence
0→Kj(M)/Nj →Kj(Mt−1)→ Pj → 0
for all i = 1, . . . , d−1, we can check that Mt−1 satisfies the hypothesis of (iv). By applying
the induction assumption to Mt−1, the modules Mi/Mi−1 is generalized Cohen–Macaulay
for all i = 1, . . . , t − 1. Therefore M is sequentially generalized CM. The statement (b)
follows similarly to the proof of Theorem 5.1(b). ✷
Analogous to Corollary 5.2, we get the following consequence about the local
cohomology modules of a sequentially generalized CM module.
Corollary 5.4. Suppose that M is a sequentially generalized CM module and 0 =
M0 ⊂ M1 ⊂ · · · ⊂ Mt = M the dimension filtration of M . Set di = dimMi and aj =
Ann(H jm(M)) for j = 0,1, . . . , d . Then (Hjm(M)) <∞ if and only if j /∈ {d1, . . . , dt }
and dimR/aj = j for all j ∈ {d1, . . . , dt }.
The following example show that Theorem 5.3 is not true in general if R does not admit
a dualizing complex.
Example 5.5. There exists a finitely generatedR-moduleM such that M is not sequentially
generalized CM, but the dimension filtration 0=M0 ⊂M1 ⊂ · · · ⊂Mt =M has properties
Mi is pseudo CM for all i = 1, . . . , t .
Proof. Denote by (A,m) the Noetherian local domain of dimension 2 constructed by
D. Ferrand and M. Raynaud in [FR] for which the m-adic completion Â of A has
an associated prime q of dimension 1 (see also [N, Appendix, Example 2]). Let R =
a❏x1, . . . , xd❑ be the ring of formal series of variables x1, . . . , xd over A. Let Mi =
R/(xi, . . . , xd)R, i = 1, . . . , d . Let M =M1 ⊕M2 ⊕ · · · ⊕Md ⊕ R and N0 = 0, Ni =
M1 ⊕M2 ⊕ · · · ⊕Mi for i = 1, . . . , d , and Nd+1 =M . Then dimM = d + 2 and
0=N0 ⊂N1 ⊂N2 ⊂ · · · ⊂Nd ⊂Nd+1 =M
is the dimension filtration of M . We have Ni/Ni−1 ∼=Mi ∼= A❏x1, . . . , xi−1❑. Let (f, g)
be a system of parameters of A. Then z = (f, g, x1, . . . , xi−1) is a system of parameters
of Mi . Since x1, . . . , xi−1, f is a regular sequence of Mi , it follows that JMi,z(n) = 0
for all n = (nf ,ng, n1, . . . , ni−1). Therefore Mi is pseudo CM for all i = 1, . . . , d + 1.
However,Ni/Ni−1 is never generalized Cohen–Macaulay. ThereforeM is not sequentially
generalized CM. ✷
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pseudo generalized CM modules.
Proposition 5.6. Suppose that R has a dualizing complex. Let p = p(M) be the polynomial
type of M . Then we have
(i) If M is pseudo CM then Kp(M) is unmixed.
(ii) If M is pseudo generalized CM then Kp(M) is unmixed up to an m-primary
component.
Proof. Let 0=M0 ⊂M1 ⊂ · · · ⊂Mt =M be the dimension filtration of M . We prove (i).
Since M is pseudo CM, it follows by Theorem 3.1(i) that M/Mt−1 is Cohen–Macaulay.
Therefore Ki(M) ∼= Ki(Mt−1) for all i < d . Therefore we get by Lemma 2.6(i) that
Ki(Mt−1)= 0 for all i = p+1, . . . , d−1. Hence dimMt−1  p. For i = 0, . . . , d−1, we
get by [Sch1, 2.2.4] that dimKi(M) i for all i = 0, . . . , d − 1. Therefore, by [C1, 1.1]
and Lemma 2.6(i), we have
p = max
i=0,...,d−1
dimKi(M)= max
i=0,...,p
dimK1(Mt−1) p.
It implies that dimMt−1 = p and hence Kp(Mt−1) is unmixed. Thus Kp(M) is unmixed.
We prove (ii). The case where p(M)  0 is trivial. Assume that p(M) > 0. Since
M is pseudo generalized CM, the module M/Mt−1 is generalized Cohen–Macaulay by
Theorem 3.1(ii). Therefore from the exact sequence 0 →Mt−1 →M →M/Mt−1 → 0,
we get the exact sequences
0→Ki(M)/Qi →Ki(Mt−1)→ Pi → 0
for all i < d , where (Qi) <∞ and (Pi) <∞. So, dimKi(M) = dimKi(Mt−1) for
all i < d . Therefore we have by Lemma 2.6(ii) that Ki(Mt−1) has finite length for all
i = p+ 1, . . . , d − 1. It follows that dimMt−1  p. Since p(M) > 0, it follows by [Sch1,
2.2.4] and [C1, 1.1] that dimMt−1 = p. Therefore Kp(Mt−1) is unmixed, and hence
Kp(M) is unmixed up to an m-primary component. ✷
The following result follows immediately by the proof of Proposition 5.6.
Corollary 5.7. Let M be pseudo generalized CM and N the largest submodule of M of
dimension at most d − 1. Then we have p(M)= dimN .
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