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Clustering is an important topic in data modeling. K-means Clustering is a well-known
partitional clustering algorithm, where a dataset is separated into groups sharing similar properties.
Clustering an unbalanced dataset is a challenging problem in data modeling, where some group
has a much larger number of data points than others. When a K-means clustering algorithm with
Euclidean distance is applied to such data, the algorithm fails to form good clusters. The standard
K-means tends to split data into smaller clusters during a clustering process evenly.
We propose a new K-means clustering algorithm to overcome the disadvantage by
introducing a different distance metric. The new metric is ignited by the Newton universal law of
gravity, where a smaller mass object is moved towards the larger mass object. Experiment results
show the effectiveness of the new metric with visual comparison to Euclidean distance.
Furthermore, quantitative comparisons using Davies-Bouldin Index also show the superiority of
the new metric.
Keywords: [Clustering, K-means, Euclidean distance, Gravity distance, Davies-Bouldin Index]
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Chapter 1: Introduction

Data modeling is a vital part of data mining [5]. Clustering is an important methodology
in data modeling. Clustering is valuable to solve big data problems. For example, the record of a
single Genome consumes four gigabytes of space [1]; the record of market transactions in one
day has billions of financial logs. Applying traditional analysis methods to big data will hinder
the standard statistical analysis method. In modern research and the rapidly increasing data
world, clustering algorithms play a prominent role.

1.1 Clustering and Classification

The process of grouping large data into smaller groups of data, where the smaller group
shares similar properties, is called clustering [2]. It is worth distinguishing clustering from
classification based on my personal experience. It is a supervised learning technique, i.e., when
the input data is labeled, there is a pairing of labels with the data features [3]. Clustering is
unsupervised learning in data mining. Unsupervised learning means the labeled training data is
not available, i.e., no training is available. It establishes the group of data based on the pattern's
statistical regularities [4].

There have been many proposals for different clustering methods, just like partitional
clustering: hierarchical clustering, density-based clustering, grid-based clustering, and others.
Firstly, partitional clustering divides data into non-overlapping groups so that each data instance
is assigned to exactly one group. [1]. Next, the big data creates small groups, and similarity
divides the data into small groups. Suppose the two data instances share similar features; in that
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case, similar feature data instances share one group, and data instances that do not share similar
features as the previous one share another group of a cluster.

1.2 K-means clustering

K-means clustering is a popular and well-known partitional clustering methodology.
With a K-means algorithm, the data objects or instances are classified into k different clusters
using iteration, bringing data instances to a local minimum. As per [6], a K-means clustering
algorithm works in two separate phases. In the first phase, the center is K, randomly selected, or
the K value is advanced specified. Then, in the second phase, the algorithm's objective is to take
the data object/ instance to the nearest center. The first phase is complete when all the data
objects/instances form some cluster. Then, the average of the early formed cluster is recalculated, and the iterative process executes until a criterion function gets close to the minimum
or reaches a tolerance value.
The criterion function previously mentioned is the distance metric used to bring the data
object/ instances close to the center. The distance metric is also known as the similarity metric.
The distance metric helps find the similarity between two data objects/instances, playing a vital
role. It helps determine how the two data objects or data instances are co-related to each other or
similar or dissimilar to each other [7]. The set with a metric is known as the metric space. Many
distances or similarity metrics like Euclidean distance, City Block distance, Cosine similarity,
and others, but Euclidean distance is the most well-known similarity metric used.
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Figure 1. Demonstration of K-means algorithm[8]
The first diagram describes the initialization of 'K'; in this case, the number 'K' is 3. First,
a random value as a 'K' is chosen. Then, the 'K' number of the cluster is formed in the second
figure, assigning every object/ instance to the nearest mean. The partition represents the voronoi
diagram generated by the means—the cluster's centroid is the new mean here. The above steps
were the first phase of the K-means. The above steps are executed repeatedly in the second phase
to bring similar features closer[8].
1.3 Imbalance data and uniform effect
As we saw the K-means clustering algorithm working, skewed data distribution –
imbalanced data impacts the performance of the K-means algorithm. It is affected because the Kmean clustering algorithm continually produces clusters of relatively uniform size, even though
the input data contains various cluster sizes, referred to as the "uniform effect." K-means
clustering algorithms perform poorly for skewed-distributed data, such as imbalance data, which
frequently partition a portion of objects belonging to the majority classes into minority classes.
Again, this results in clusters with relatively uniform sizes, even though the input data contains a
range of cluster sizes. Following is a figure that depicts the "uniform effect."
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Figure 2: Uniform effect when imbalanced dataset applied on K-means clustering.
K-means clustering is a well-known clustering technique. It typically employs the
Euclidean distance to determine the dissimilarity between two data points. Unfortunately, the
standard K-means algorithm fails in the presence of imbalanced data because it tends to split data
into smaller clusters during the clustering process. We propose a gravity-based distance measure
to address the clustering of imbalanced data. The basic idea is to estimate the gravity of a cluster
iteratively throughout its evolution. Then, the estimated gravity assigns the data points a cluster
identifier. Our extensive experiments demonstrate the proposed K-means' superiority over the
standard K-means.
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Chapter 2: Literature review
Data analysis is a significant part of big data. They found more meaningful insights into
the data and new techniques and patterns. The "uniform effect" of the imbalance dataset has
always been a challenge in supervised and unsupervised learning of data analysis. Multiple
methods were proposed to overcome the challenge of supervised and unsupervised learning.
Studies that focused on a single process using clustering or classification. The study allowed us
to compare the proposed similarity measure with the current one to overcome the "uniform
effect."
A two-class data set is imbalanced when one (minority) class is heavily underrepresented compared to the other (majority) class. The task of learning from imbalanced data
can be difficult when there is a lot of overlapping. Furthermore, the task becomes much more
complicated if the overall imbalance ratio differs from local imbalance ratios in overlap regions.
With this complex scenario, the behavior of the K nearest neighbor algorithm is investigated and
compared to that of other machine learning algorithms. The behavior of Knn appears to be more
dependent on changes in the local imbalance ratio in the overlap region than on changes in the
overlap region's size, leading to various conclusions. Experiments also show that the size of the
overlap region and the local imbalance ratio is more important than the overall imbalance ratio.
Finally, Knn compares to other machine learning algorithms, and the results show that methods
based on global learning are better at classifying classes more represented in overlapping
regions. Conversely, local methods better classify classes less defined in such regions [11].
Because many classifiers are sensitive to class distribution, their predictions favor the
majority class. Hellinger distance is skew-insensitive, and decision trees that use Hellinger
distance as a splitting criterion perform better than decision trees that use Information Gain.
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Ensemble trees independent of each other because each node's sub-optimal split point choose.
Because applying Hellinger distance to extra-trees improves the performance for imbalanced
datasets, it is skew-insensitive as a splitting criterion [12].
An Experiment was performed using the K-means clustering algorithm and three
different similarity measures: Euclidean, Minkowski, and Manhattan distance. The execution
time is used to compare the results of the similarity measures. The Manhattan distance performed
better than the rest of the other two, while the Euclidean distance performed better with six and
ten clusters [9]. In another paper, where the focus was initialization of problem and inability to
handle mixed data, experimental analysis on a half-dozen benchmark datasets shows how
different k-means variants perform. The empirical study revealed no universal solution to the kmeans algorithm's problems; instead, each algorithm's existing variants are either application- or
data-specific [10].
There have been several factors that seem to affect the K-means clustering data analysis.
Elements such as high dimensionality, the sparseness of the data, noise, and outliers, data scales,
types of attributes, the fuzzy index m, initial cluster centers, and the number of clusters. Many
studies on Imbalanced data concentrate on classification, "uniform effect" is one of the
limitations faced using K-means clustering, unsupervised learning. The effect of skewed data
distributions on hard k-means clustering in unsupervised learning was studied formally and
organized. On the other hand, theoretical analysis is limited to the complex K-means algorithm.
[13].
According to J. Liang et al. experiments, the fuzzy K-means clustering algorithm has a
more prominent "uniform effect" than the hard K-Means algorithm. The number of clusters, i.e.,
K, must be determined ahead of time as an input to these algorithms. In most real-world datasets,
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it is unknown. The defined separation measures between subclusters in these algorithms cannot
identify the complex boundary between two subclusters. To avoid the "uniform effect," a
multicenter (MC) clustering algorithm is used instead of a single single-center algorithm. The
new subcluster separation metric is selected. The GMC algorithm will be proposed based on
measures to group the cluster centers into K clusters. In this paper, they present a systematic
investigation of the impact of imbalanced data distributions on the performance of K-means-type
algorithms. They discovered that the fuzzy K-means algorithm is more likely to produce clusters
with relatively uniform sizes than the hard K-means algorithm, even when the input data has a
range of different "true" cluster sizes. As the fuzzy index m rises, the effect becomes more
noticeable. They proposed a multicenter algorithm to prevent the effect from occurring. The
proposed algorithm uses the FGFKM algorithm to obtain several reliable cluster centers and
partition the dataset into subclusters. The fuzzy index m and the max-min distances between the
selected cluster centers also determine the number of clusters. Finally, a proposal for separation
measure to determine how well two subclusters are separated—the agglomerative method used
multicenter with small separations rather than a single center to model each cluster. The
proposed algorithm only has two parameters to set, which are simple. In our tests, the algorithm
effectively clusters both balanced and imbalanced data [14].
There have been many different approaches to using gravity to find the best cluster
placement. However, in 1977, the gravitational force was used [16]. The Gravitational clustering
algorithm (GCA) used a non-Newtonian gravitational physical model reformed to create a
Markovian model for gravitational clustering. It can update the data points position with the
completion of each iteration.
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Gomez et al. [17] is another example. This method employs a modified version of
Newton's original universal gravitation equation. This change simplifies the calculation of
gravitational force, leaving an equation that also calculates the next position of each data point.
The value of the G constant is reduced after every iteration, removing the large crunch effect of
all data points and ensuring that there is not just one cluster. Long and Jin [18] propose a
simplified version of Newton's gravitational equation, in which the first step is to find a pair of
points that are most likely to meet and merge and then calculate their centroid to update their
position. With the help of the user-supplied parameter, the algorithm can find the number of
clusters.
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Chapter 3 Methodology and dataset.
3.1 Synthetic data generation.
K-means clustering depends primarily on datasets, Using synthetic data to conduct the
experiments. In addition, we have experimented with different cluster sizes and shapes. Python
provided us with the feasibility to generate the synthetic data, where we control aspect as the
number of data points in a cluster than the distance between the clusters. The Synthetic data
generated is a random dataset with Gaussian distribution. The experiments use the blob shape
cluster. The following figure is an example of the blob shape of the cluster.

Figure 3: Imbalance data of blob shape cluster
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In the above figure, we have created two clusters of blob shapes. One cluster is bigger
than the other, reflecting our imbalanced dataset problem. However, generating these clusters
without modification has equally distributed the same standard deviation and data points.

Figure 4: Synthetic dataset without any customization
The figure above is a synthetic dataset in a blob shape, the image above exhibit the
application of different standard deviation on the clusters. As the standard deviation increases,
the synthetic is spreading.
3.2 K-means clustering algorithms working with Euclidean distance
We experimented using a traditional K-means clustering algorithm and a modified Kmeans clustering algorithm. In the Traditional K-means clustering, we use the Euclidean
distance. However, when it comes to the modified K-means clustering, we used gravity as the
distance, a novel way to form the clusters, especially to overcome the uniform effect caused by
the traditional methodology.
As we know, traditional K-means clustering algorithms work by initializing the random
centroids to the cluster. K is the number of centroids initialized. Then the distance to the centroid
from every data point is calculated, and the data point is appended to a cluster when the distance
between the data point and centroid is minimum. Finally, the calculation to find the new centroid
10

is done by finding the average data points in the cluster; the above steps are repeated until the
centroid does not change or repeat a certain number of iterations.

Figure 5: K-means clustering algorithm Flowchart [15]
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The criterion function's distance is Euclidean distance, used to calculate the distance
between each data object and the cluster center. The Euclidean distance 𝑑(𝑥, 𝑦) between one
vector 𝑥 = (𝑥1 , 𝑥2 … 𝑥𝑛 ) and another vector 𝑦 = (𝑦1 , 𝑦2 … 𝑦𝑛 ) can be calculated as follows:
𝑛

1/2

𝑑(𝑥, 𝑦) = [∑(𝑥𝑖 −𝑦𝑖 )2 ]
𝑖=1

Equation 1: Euclidean Distance
3.3 Proposed method: K-means clustering algorithm working with gravity distance
We saw the working of a traditional K-means clustering; further, we will see how using
gravity distance works. The basic idea behind the improved K-means clustering is Newton's
universal law of gravity. According to Newton's law, every point mass attracts another mass via
a force acting along the line connecting the two points. The force is proportional to the product
of the two masses and inversely proportional to the square of their separation. In our experiment,
the cluster's mass is the number of data points of clusters.
The K-means clustering is an iterative algorithm; the first iteration executes the same as
traditional k-means clustering. The first iteration works the same way because initially, we do
not have any centroid or the mass of the cluster. The number of data points in a cluster is the
mass formed traditionally in the initial step. We apply the gravity distance iteratively from the
second iteration to create a proper cluster; this works fine for the imbalanced dataset. The
traditional way we face the "uniform effect."
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Now the following clusters are imbalanced, let us illustrate the working of K-means
clustering using gravity.

Figure 6: Demonstration of the proposed method on Imbalanced data.
When our hypothesis's first iteration is executed, we see clusters formed traditionally,
with new centroids for both clusters.

Figure 7: Clusters form after 1st iteration
We can see that there are two clusters: red and green. For the understanding purpose, we
kept a datapoint with no color. If we go traditionally, the distance will be calculated, and the
datapoint will converge in one cluster. Still, according to our hypothesis, the data point will be
added to a greater mass cluster. So the cluster red has 27 data points, and the green cluster has 11
data points, so the datapoint with no color will be added to the red cluster, which has a higher
mass of 27 than the other cluster with a mass of 11. This process will iteratively till the centroid
of the cluster is not changed.
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Figure 8: datapoint added to the cluster with greater mass
As we saw the criteria for traditional K-means clustering, the datapoint is added
using the Euclidean distance; we use gravity distance in this method. We can describe the gravity
distance mathematically as follow:
𝑚𝐶ⅇ
𝑔𝑟𝑎𝑣𝑖𝑡𝑦(𝐶, 𝑝) = 2
𝑑
𝑑 = 𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑(𝐶), 𝑝)
Equation 2: Gravity distance between a cluster and a data point.
𝐶: a cluster
𝑝 : a data point
𝑚𝐶 : mass of the cluster (that is simply defined as the number of points in a cluster in this study)
𝑒 : exponent that is used to tune the cluster's gravity
𝑑 : Euclidean distance between the cluster's centroid and a point p
𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑: center of cluster calculated by taking the mean of points
The mathematical formulation of the above equation 1 for the proposed method tells that
𝐶 is the cluster, the number of the cluster could be described as 𝐶 = 𝐶1, 𝐶2 , … 𝐶𝑛 . 𝑝 is the index
14

number of the datapoint in the cluster 𝑝 = 𝑝1 , 𝑝2 . . , 𝑝𝑘 , 𝑝𝑘 is the last index in the clusters
dataset. 𝑚𝑐 is the cluster's mass, it is defined as the number of index points in a cluster; e.g., If a
cluster has 20 data points, the mass of that particular cluster is 20. 𝑒 is the exponent used to
control the gravity of the cluster. 𝑑 calculates the Euclidean distance using equation 1. Centroid
is the average calculated of all the indices in cluster 𝐶. Following is the flowchart of the
proposed method.
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Figure 9: K-means clustering using Gravity flowchart
16

3.4 Davies-Boulding Index
We saw how K-means clustering workouts; the problem is the clusters are not
appropriately split, the goodness of cluster formation. So we can visually see the figures that
clusters are formed properly or the clusters are not formed properly. So David Davies and
Donald Bouldin came up with a solution of their own, which tells quantitatively about clusters
are split properly or the goodness of the cluster formation[19].
A cluster should have two characteristics: low variance in the data points assigned
to it and a large distance from other clusters. These will be referred to as the first intra-cluster
index and the second inter-cluster index. The intra-cluster index measures the variance of data
that has been assigned to a cluster. The lower this value, the higher our score. The inter-cluster
index is a metric for how dispersed the clusters are with one another. This index is always used
to compare two clusters. For all clusters, the final index combines inter-and intra-cluster scores.
The total score will be smaller if both intra-cluster scores are low and the inter-cluster score is
high. A low total score between them represents two good clusters.
The mathematical formulation of the Davies Bouldin index is defined as following the
index is defined as the average similarity between each cluster 𝐶𝑖 and its most similar cluster 𝐶𝑗
for 𝑖 = 1,2 … . 𝑘. The similarity is defined in the context of this index as a 𝑅𝑖𝑗 measure that trades
off:
•

𝑆𝑖 The average distance between each point of cluster 𝑖 and the cluster's centroid –
also known as cluster diameter.

•

𝑑𝑖𝑗 , the distance between cluster centroids 𝑖 and 𝑗.
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The non-negative and symmetric 𝑅𝑖𝑗 could be constructed as follow:
𝑠𝑖 + 𝑠𝑗
𝑑𝑖𝑗

𝑅𝑖𝑗 =

Equation 3: measures the similarity
The Davies-Bouldin Index is defined as follows:
𝑘

1
𝐷𝐵 = ∑ max 𝑅𝑖𝑗
𝑖 ≠𝑗
𝑘
𝑖=1

Equation 4: Davies-Bouldin Index
We see the gravity distance used is an elaborated form of what is discussed before. This
method is effective when used on bigger data and imbalanced data. We experimented with Kmeans clustering using the gravity distance; the gravity distance performed better than the
traditional K-means clustering. The Davies Bouldin index to validate the goodness of Cluster
formation. The following chapter compares the results with a bigger dataset to see the difference.
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Chapter 4: Experiments, results, and analysis
4.1 Different distances between two cluster shapes
We have compared various parameters in our experiments to show that our method works
better than the traditional K-means clustering. Initially, we experimented with the distance
between the two clusters. When we say distance, we mean when two clusters are "nonoverlapping" from each other, i.e., the cluster is far from each other. Secondly, we compared
when distance is "Not so far," in which the clusters overlap a little, and in the third comparison,
that is "Overlapping," the clusters overlap each other. The following figures and the table of a
Davies Bouldin index clearly show that using our method, clusters form better than the
traditional K-means algorithm and overcome the "uniform effect." There are 4000 data points in
one cluster and 1000 data points in the second cluster.
Overlapping

Not so Far

Non-overlapping

Euclidean Distance

0.56

0.47

0.38

Gravity Distance

0.51

0.44

0.37

Table 1: Davies Bouldin Index for different distances in cluster shapes

Figure 10: Clusters when distance is good and does not overlap.
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Figure11: Distance is close that clusters overlap each other.

Figure 12: Cluster distance is not far and close; they overlap very little.
If we observe figures 10,11 and 12, we can see that when gravity distance is applied to
the above setting, clusters formed by the K-means algorithm using gravity distance are more like
the ground truth than the K-means algorithm Euclidean distance.
4.2 Results of tuning in different exponent values
As we know, the exponent of the mass is used to control the cluster's gravity. So, the
exponent is used as the parameter to control the force. We also saw that clusters far away will
produce better results for obvious. But when the cluster overlaps, it is observed that small
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clusters' parts get into the larger cluster. So here, our purpose is to find a better force where the
clusters overlap and form a good cluster. We use the same data that generates clusters with 4000
and 1000 data points for the cluster, which overlap each other. After applying the traditional Kmeans algorithm and our method with different exponent values, we have the following
observations.

Euclidean

Exponent = 0.2

Exponent = 0.4

Exponent = 0.6

Exponent = 0.8

Exponent = 0.9

0.56

0.56

0.56

0.56

0.56

0.53

0.51

0.50

0.50

0.50

Distance
Gravity Distance

Table 2: Davies Bouldin Score with different exponent values.
As the exponent value increases, the cluster formed using our method gives better results.
The Davies Boulding score decreases, i.e., nearing zero as the exponent increases, which means
the clusters are formed better using gravity distance. We can also see the difference in the cluster
formation. The figure below shows gravity distance forms a good cluster compared to the
traditional way when the exponent value for the mass is 0.9.
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Figure 13: Cluster formation when exponent to mass value is 0.2

Figure 14: Cluster formation when exponent to mass value is 0.4

Figure 15: Cluster formation when exponent to mass value is 0.6
22

Figure 16: Cluster formation when exponent to mass value is 0.8

Figure 17: Cluster formation when exponent to mass value is 0.9
4.3 Different cluster sizes in a ratio of 3:1
When the exponent is 0.9, the gravity distance forms an impressive cluster compared to
the traditional method. To get more evidence, we used different mass, i.e., different numbers of
data points in the cluster; this leads us to observe that our method can work with vast data.
However, we used the same structure as a big cluster and a small cluster. We used a synthetic
dataset with a ratio of 3:1; for example, if the larger cluster consists of 1500 data points, the
smaller cluster comprises 500 data points.
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Euclidean

data set -

data set -

data set -

data set -

data set -

1500,500

3000,1000

4500,1500

6000,2000

10000-3000

0.53

0.53

0.53

0.53

0.54

0.50

0.49

0.50

0.50

0.50

Distance
Gravity
Distance

Table 3: Davies Bouldin Index for the dataset in different ratio
We observed from the above table that the larger the dataset, the better it works for the
proposed method. When the large dataset is 10000 in the larger cluster and 3000 in the smaller
cluster, the traditional methods fail and perform poorly; on the other hand; the proposed
methods work well. The figure below provides more evidence of that.

Figure 18: Clusters with 1500:500 hundred data points a ratio of 3:1
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Figure 19: Clusters with 3000:1000 hundred data points with a ratio of 3:1

Figure 20: Clusters with 4500:1500 hundred data points with a ratio of 3:1
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Figure 21: Clusters with 6000:2000 hundred data points with a ratio of 3:1

Figure 22: Clusters with 10000:3000 hundred data points.
4.4 Results when a smaller cluster is shrinking
We tested the clusters more, like what happens if the smaller cluster has a very small
mass, we kept on decreasing the mass of the smaller cluster to observe if the proposed method
works as well as before. We tested it initially with a larger cluster with 3000 data points and a
smaller cluster with 2000 data points and kept on reducing the smaller cluster, further reducing it
to half every time. The exponent we use is still the same.
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Figure 23: Large cluster with 3000 and small cluster with 2000 data points.

Figure 24: Large cluster with 3000 and small cluster with 1500 data points.

Figure 25: Large cluster with 3000 and small cluster with 1250 data points.
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Figure 26: Large cluster with 3000 and small cluster with 1000 data points.

Figure 27: Large cluster with 3000 and small with 750 data points.

Figure 28: Large cluster with 3000 and small cluster with 350 data points.
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Figure 29: Large cluster with 3000 and small cluster with 200 data points.

Cluster’s

Euclidean Distance

Gravity Distance

0.51

0.50

0.52

0.50

0.54

0.50

0.56

0.50

0.62

0.50

datapoints
3000-2000
Cluster’s
datapoints
3000-1500
Cluster’s
datapoints
3000-1250
Cluster’s
datapoints
3000-1000
Cluster’s
datapoints
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3000-750
Cluster’s

0.86

0.49

datapoints
3000-350

Table 4: Davies Bouldin Index for testing the lowest boundary
We understand a limit to reducing the cluster; that point came when we used a cluster
size of 3000 for the large and 200 data points for the smaller cluster. The Davies Bouldin index
indicates that as we reduce a smaller cluster's size, the Euclidean distance using K-means was
more ineffective. The DB score increased as we decreased the cluster size. We could further
overcome the limit by controlling the force that is the exponent of the mass. We tested the limit
using the exponent value 0.8,0.7 and 0.6 for the above dataset, i.e., a larger cluster with 3000 and
a smaller cluster with 200 data points.

Figure 30: Exponent changed to 0.8
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Figure 31: Exponent changed to 0.7

Figure 32: Exponent changed to 0.6
A good cluster is formed when exponent 0.6 is used, overcoming the previous barrier.
However, using the exponent 0.7 and 0.8 still showed the same abnormality if the cluster was not
forming well. We reduced the cluster further to encounter another limit of the smallest cluster.
We stopped at 50 data points for the smaller cluster as the algorithms' behavior changed.
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Figure 33: Exponent 0.6 with data points reduced to 150 for a smaller cluster.

Figure 34: Exponent 0.6 with data points reduced to 100 for a smaller cluster.

Figure 35: Exponent 0.6 with data points reduced to 90 for a smaller cluster.
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Figure 36: Exponent 0.6 with data points reduced to 80 for a smaller cluster.

Figure 37: Exponent 0.6 with data points reduced to 70 for a smaller cluster.

Figure 38: Exponent 0.6 with data points reduced to 60 for a smaller cluster.
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Figure 39: Exponent 0.6 with data points reduced to 50 for smaller cluster
In the above figure, we came across a new limitation: we can reduce the number of data
points to 50 with 0.6 as an exponent, i.e., the force of the mass.
4.5 Results: Adapting three clusters on the proposed method.
We have tested a lot with the two clusters for an imbalanced dataset using K-means
algorithms with Euclidean and gravity distance. We wanted to see if they get similar results
when clusters 3. When 3 clusters are used on K-means clustering using Euclidean distance, the
uniform effect still exists, and the behavior is quite the opposite when using gravity distance. The
settings of the clusters for three clusters are done as firstly, two small clusters on the left and
right of the big cluster. The second setting is one small cluster at the bottom of the big cluster
and another on the right of the cluster. The third setting we made is two small clusters on the
right of the big cluster.
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Left- Right

Bottom-Right

Right-Right

Euclidean Distance

0.51

0.44

0.4272

Gravity Distance

0.46

0.42

0.4255

Table 5: Davies Bouldin Index for a different set of three cluster
In the above table, "left-right" means two small clusters on the left and right of the big
cluster, same for "bottom-right" and "right-right." We can see from the above table that gravity
distance works better than for all the settings done for three clusters. We can visualize the cluster
in the figure further.

Figure 40: K-means clusters when small clusters are placed on the left and right sides of a
large cluster.
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Figure 41: K-means clusters when small clusters are placed on a large cluster's bottom
and right side.

Figure 42: Clusters when small clusters are placed on the right side of the large cluster.
We saw the behavior of two clusters with different settings upon them; we also saw the
behavior of different settings with three clusters. Finally, we made some conclusions in the next
chapter, plus what future studies could be done on this new method using gravity as distance.
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Chapter 5: Conclusion and future work
Our modified K-means clustering with gravity as an approach works effectively
compared to the Euclidean distance. Although initially, when the clusters overlapped each other,
we saw an evenly split cluster and an adequately formed cluster, K-means clustering with gravity
distance formed a better cluster. Next, we discovered that larger exponent values do not converge
the cluster, exponent values one and above.
As the number of data points in a cluster increases, cluster formation is way better using
gravity distance. For example, we could exploit the data points limit for a small cluster of 50 data
points when the exponent value is 0.6. To test the adaptability of the K-means clustering using
gravity distance, we also applied the algorithm to three clusters. The two small clusters were on
the right and left of the larger cluster, then one small cluster on the bottom of the larger and the
other on the right; it worked well for that compared to Euclidean distance. We observed and
concluded that K-means clustering with gravity distance has better consistency than K-means
clustering using Euclidean distance.
In the future, this algorithm could be applied to different cluster shapes, such as
anisotropic cluster that is sensitive to such algorithm and many other shapes that cause the
uniform effect using the traditional K-means clustering algorithm.
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