Abstract. We seek complex roots of a univariate polynomial P with real or complex coefficients. We address this problem based on recent algorithms that use subdivision and have a nearly optimal complexity. They are particularly efficient when only roots in a given Region Of Interest (ROI) are sought. We propose two improvements for root finders. The first one is applied to polynomials having only real coefficients; their roots are either real or appear in complex conjugate pairs. We show how to adapt the subdivision scheme to focus the computational effort on the imaginary positive part of the ROI. In our second improvement we deflate P to decrease its degree and the arithmetic cost of the subdivision.
Introduction
In this report we consider the problem of finding the complex roots of a univariate polynomial P with real or complex coefficients. To address this problem, methods using simultaneous Newton-like iterations (e.g. Erhlich-Aberth iterations) have demonstrated their superiority, in practice, over other approaches. Beside the known fact that the convergence of such iterations to solutions is not shown, methods based on this idea are global in the sense that all the roots are found.
In contrast, recent approaches based on the subdivision of an initial box (the ROI for Region Of Interest) of the complex plane find only roots in this ROI, which is relevant in many areas of computational sciences. These methods have also a proved nearly optimal complexity, and the implementation described in [IPY18] have shown that they are a little more efficient for the local task of computing the roots in a ROI containing only a small number of roots (which is important in many computational areas) than the best algorithms for global task of approximation of all roots, based on Erhlich-Aberth iterations. These local methods compute clusters of roots, and are robust even in the case of Rémi's work is supported by NSF Grants # CCF-1563942, # CCF-1564132 and # CCF-1708884. Victor's work is supported by NSF Grants # CCF-1116736 and # CCF-1563942 and by PSC CUNY Award 698130048. multiple roots. To define the Local Clustering Problem (LCP), let us introduce some definitions. For any complex set S, Zero(S, P ) stands for the roots of P in S, and #(S, P ) for the number of roots, counted with multiplicity, of P in S.
We consider square complex boxes and complex discs. If S is such a box (resp. disc) and δ is a positive real number, we denote by δS the box (resp. disc) with the same center than S but δ times its width (resp radius). A disc ∆ is called an isolator if #(∆, P ) > 0 and it is natural if in addition #(∆, P ) = #(3∆, P ). A set R of roots of P for which there exist a natural isolator ∆ with Zero(R, P ) = Zero(∆, P ) is called a natural cluster. The LCP is to compute natural isolators for natural clusters together with the sum of multiplicities of roots in the clusters:
We present here two practical improvements of an algorithm for solving the LCP based on subdivision. The first one is applied to polynomials having only real coefficients; these polynomials have either real roots or roots in complex conjugate pairs. In this case we approximate all roots that are real or imaginary positive. We obtain our second improvement by successively deflating P . Once a set S of #(S, P ) roots of P counted with multiplicities has been found, one can compute the factor Q of P that has exactly the roots Zero(C, P ) \ Zero(S, P ) with the same multiplicities, then compute clusters of roots of Q that has a smaller degree than P .
Previous works Univariate polynomial root finding is a long standing quest that is still actual; it is intrinsically linked to polynomial factorization for which the theoretical record upper bound, which differs from an information lower bound by at most a polylogarithmic factor in the input size has been achieved in [Pan02] . Root-finder supporting such bit complexity bounds are said nearly optimal. User's choice, however, has been for a while the package of subroutines MPsolve (see [BF00]and [BR14] ), based on simultaneous Newton-like (i.e. Ehrlich-Aberth iterations). These iterations converge to all roots simultaneously with cubic convergence rate, but only locally, that is, near the roots, and empirically converge very fast globally, with no formal support known for this empirical behavior. Furthermore they compute a small number of roots in a ROI not much faster than all roots.
In contrast, recent approaches based on subdivision compute the roots in a fixed ROI at the cost that decrease at least proportionally to the number of roots. In the case where only the real roots are sought, subdivision can be mixed with the Descartes rule of signs and Newton iterations ([SM16]) to achieve a near optimal complexity. The implementation described in [KRS16] demonstrated the practical efficiency of this approach.
In the complex case, a subdivision method with a nearly optimal complexity have also been proposed in [BSS + 16] . This method computes natural clusters and is robust in the case of multiple roots; its implementation ( [IPY18] ) is a little more efficient than MPsolve for ROI's containing only several roots; when all the roots are sought, MPsolve remains the user's choice.
A recent study of polynomial deflation can be found in [Pan18] .
Clustering roots of polynomials with real coefficients
In this section we consider the special case where P is a polynomial with real coefficients, i.e. P ∈ R[z], and show how to improve the efficiency of an algorithm for local root clustering based on subdivision for such a P . The improvement we propose leverages on the geometric structure of the roots of P , that are either real, or imaginary and come in complex conjugated pairs: if α ∈ C is such that P (α) = 0, then P (α) = 0, where α is the complex conjugate of α.
Our improvements rely on a very basic property of complex algebraic geometry. However, this property can hardly be used to improve root isolators that are not based on geometry, as are subdivision algorithms. For every polynomial P and its conjugate P , the product P P belongs to this class and has additional property that the multiplicity of its real roots is even, but we do not assume the latter restriction.
We describe a simple algorithm using complex box quadri-section and a test to count number of roots with multiplicity in a disc based on Pellet's theorem. We tested our improvement in Ccluster (see [IPY18] ), that implements the root clustering algorithm described in [BSS + 16]. It uses Newton iterations to ensure fast convergence towards clusters.
In what follows, B 0 is the ROI.
Counting the number of roots with multiplicity in a disc The fundamental tool for this purpose is the "Pellet test Applying recursively Quadrisect to B 0 and its children falls back to the construction of a tree rooted in B 0 . Hereafter we will refer to boxes obtained by applying recursively Quadrisect to B 0 and its children as the boxes of the subdivision tree of B 0 .
Remark 1 Let P be a polynomial with real coefficients, and B be a box of the subdivision tree of the ROI. If B is imaginary negative or imaginary positive and if there exist m such that m = #(∆ B , P ) = #(3∆ B , P ), then m = #(∆ B , P ) = #(3∆ B , P ).
We describe in Algo. 1 a procedure clean that transforms a set Q of boxes of the subdivision tree of B 0 into a set Q containing boxes with pairwise disjoint containing discs, and preserving roots of P in the containing discs of boxes of Q, i.e. Zero(∪ B∈Q ∆ B , P ) = Zero(∪ B∈Q ∆ B , P ). Its correctness is a direct consequence of the following remark:
Algorithm 1 clean(Q)
Input: A set Q of boxes so that for any B ∈ Q, Zero(∆B, P ) = Zero(3∆B, P ). Output: A subset Q of Q so that Zero(∪B∈Q∆B, P ) = Zero(∪ B∈Q ∆B, P ) and the ∆B's for B ∈ Q are pairwise disjoint. 1: Q ← ∅ 2: while Q is not empty do 3:
B ← pop the box in Q with the greatest radius.
4:
if for all boxes B in Q , B ∩ B = ∅ then 5:
Q .add(B) 6: return Q Solving the LCP for polynomials with real coefficients Our algorithm for solving the LCP for polynomials with real coefficients is presented in Algo. 2. The following proposition implies its correctness. 
Proof of Prop. 3
(i) the ∆ B i 's are pairwise disjoint discs, with radius less than . The ∆ B i 's are pairwise disjoint discs as a direct consequence of the specification of the procedure clean described in Algo. 1. The test in step 10 of Algo. 2 ensures that the radii are less than .
i is imaginary positive this is ensured by the test in step 10 of Algo. 2. Otherwise, one has T * (
The roots reported in j=1 Zero(
Let α ∈ Zero(B 0 , P ), and suppose first that Im(α) ≥ 0. α is in at least one not imaginary negative boxes of width less than of the subdivision tree of B 0 , and it is reported in Q out in step 11 of Algo. 2. Otherwise (Im(α) < 0), α is in at least one not imaginary negative boxes of width less than of the subdivision tree of B 0 , thus it is reported in Q out in step 11 of Algo. 2.
Algorithm 2 Local root clustering for polynomials with real coefficients
Input: A polynomial P , a ROI B0 ⊂ C, > 0 Output: Boxes in Qout representing natural -clusters of P in B0 1: Qout ← ∅ // Initialization 2: Q ← {B0} 3: while Q is not empty do // Main loop 4:
if B is imaginary negative then 6: break 7:
mB ← T * (∆B) 8:
if mB = 0 then 9: break 10:
if WB ≤ and mB > 0 and mB = T * (3∆B) then 11:
Qout.add((B, mB), (B, mB)) 12: else 13:
Q.add(Quadrisect(B)) 14: Qout ← clean(Qout) 15: return Qout Benchmarks We implemented the improvement described here in Ccluster. We will denote by CclusterR the version of Ccluster using this improvement.
We compare running times of Ccluster and CclusterR for finding -clusters of polynomials in R[z]. We used two families of polynomials:
About one third of the roots of the Bernoulli polynomials are real, (see leftmost part of fig. 1 ), while Mignotte polynomials of even degree have only 4 real roots (see rightmost part of fig. 1 ).
In table 1, the data in the columns (depth,size) show the depth and the size of the subdivision trees, while the columns (#Clus,#Sols) show the number of clusters and solutions found in both cases. Column t (s) shows the sequential times in seconds for Ccluster. Column ratio shows the running time of Ccluster divided by the one of CclusterR. Timings are obtained on a Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80GHz machine with Linux. For both Ccluster and CclusterR, we have chosen = 2 −53 and an ROI being [−150, 150] + √ −1[−150, 150]. Unsurprisingly, the ratio for Mignotte polynomials is close to two for highest values of d (see also the improvement in term of explored boxes in columns size). Concerning Bernoulli polynomials, the work spent for finding solutions on the real line is not avoided when we use our improvement, and this explains why the ratio does not approach two when the degree of polynomials increases.
Root clustering with explicit deflation
The base root clustering algorithm We rely here on a procedure clusterP ol(Q, D, , C, n) based on the reduction of a research domain D taking as input:
-a polynomial Q satisfying Zero(C, Q) ⊆ Zero(C, P ) given as an oracle, -the search domain D, -an > 0, -a list C of pairwise disjoint -clusters of roots of P in C \ D and -an integer n.
It finds at most n -clusters of roots of Q in D and reduces the search domain. More precisely, it returns a list C * of pairwise disjoint -clusters of roots of Q and a domain D * ⊂ D so that:
Such a procedure can be implemented for instance with an algorithm based on box quadri-section, in which case the search domain will be a queue of boxes that are leaves in the subdivision tree of B 0 .
Remark 4 Let C * , D * be the result of clusterP ol(Q, D, , C, n) where Q is such that Zero(C, Q) ⊆ Zero(C, P ). If D 0 is such that D ⊂ D 0 and C contains all the roots of P in D 0 \ D, then C ∪ C * contains all the roots of P in D 0 \ D * ; if in addition D * is empty, C ∪ C * is a solution for the LCP for P , D 0 , .
We also rely on a procedure
taking as an input a list C of pairwise disjoints natural -clusters of roots of P and an integer L > 1, and returning a list C * of pairwise disjoints natural 2 −Lclusters of roots of P so that Zero(C, P ) = Zero(C * , P ); ref ine(C, L) possibly splits clusters in C.
Root clustering with explicit deflation We present in Algo. 3 our main procedure for computing clusters of roots of P with explicit deflation. At each re-entrance in the while loop in step 2, C contains natural clusters of roots of P that are in D 0 \ D, and all the roots of P in D 0 \ D are in C. Let Q be the unique monic polynomial that has exactly the roots of P that are not in C, with the same multiplicities as in P . An oracle for Q is obtained in step 3 by specializing for arguments P, C the procedure OracleF orQ defined in Algo. 4. This procedure uses power sums of roots of P . Provided that OracleF orQ is correct, the correctness of Algo. 3 is a direct consequence of rem. 4.
Algorithm 3 ClusterW ithDef lation(P, D 0 , , n)
Input: An oracle for a polynomial P , a ROI D0, > 0, n ≥ 1. Output: Natural -clusters of P in D0.
1: C, D ← clusterP ol(P, D0, ∅, , n) 2: while D is not empty do 3:
C ← C ∪ C * 6: return C Power sums of roots For a polynomial P and a set S of roots (given with multiplicities) of P , the first n power sums of the roots in S are the n-dimensional vector (a 1 , . . . , a n ) where
In the case where P is given by its coefficients, one can compute the first n power sums of all its roots for n ≤ d P (where d P is the degree of P ), with Newton identities. Here we will assume the existence of a procedure
Coef f sT oP S(P, n, L)
taking as an input an oracle for a polynomial P , a precision L ≥ 1 and an integer n ≥ 1 and returning L-bit approximations for the first n power sums of all the roots of P . Conversely, given an n-dimensional vector (a 1 , . . . , a n ) whose i-th component is the i-th power sum of d complex numbers (α 1 , . . . , α d ) with d ≤ n, one can compute the unique monic polynomial Q of degree d having the α i 's as its roots. Then again, one can apply Newton identities. Here we assume the existence of a procedure
taking in input L-bit approximations ( a 1 , . . . , a n ) for the first n power sums of d complex numbers (α 1 , . . . , α d ) and returning a pair ( Q, L ) where Q is an L -bit approximation for the unique monic polynomial Q of degree d having (α 1 , . . . , α d ) as roots.
Polynomial deflation with power sums Given a set C of clusters of roots of P , we use power sums to compute an oracle for the unique monic polynomial Q whose set of roots is exactly Zero(C, P )\Zero(C, P ) with the same multiplicities than in P . First, the degree d of Q is d P − #(C, The procedure OracleF orQ(P, C, L) described in Algo. 4 turns this reasoning into an oracle for Q. The power sums of the roots of P and the roots of P in C are only known as oracles; one can increase the precision asked from those oracles until the computed polynomial Q has the precision L asked from an input.
In step 8, we suppose that error bounds are computed while carrying out the arithmetic operations that return the pair ( c s , L s ) meaning that c s is an L s -bit approximation of the result.
Algorithm 4 OracleF orQ(P, C, L)
Input: An oracle for a polynomial P , a set C of clusters of roots of P , a precision L ≥ 1. Output: An L-bit approximation for the unique monic polynomial Q of degree dP − #(C, P ) whose set of roots is exactly Zero(C, P ) \ Zero(C, P ) with the same multiplicities as in P . Implementation We implemented the procedures ClusterW ithDef lation and OracleF orQ in Julia. For the procedure clusterP ol, we used a modified version of Ccluster, implementing a depth first search in the subdivision tree. For the procedure ref ine, we used Ccluster. We will denote by CclusterD our prototype implementation of ClusterW ithDef lation. We also incorporated improvements described in previous section: for polynomials in R[z], Ccluster is CclusterR. . We used three families of polynomials:
-Bernoulli polynomials (see previous section) -Mandelbrot polynomials (see [BF00]); let P 1 (z) = 1 and consider the sequence of polynomials P k (z) = zP k−1 (z)P k−1 (z) + 1
We define Mand d (z) as P log2(d+1) (z),
The roots of Mandelbrot and Spiral polynomials of degrees 63 and 64 are drawn in fig. 2 . In table 2, column t 1 and t 2 give the sequential times in seconds for respectively Ccluster and CclusterD. Column t 3 gives the cumulative time spent in OracleF orQ. Column t 4 gives the cumulative time spent in ref ine and column t 5 the cumulative time spent in P ST oCoef f s. Column maxprec gives the maximum precision required for clusters of roots of P (i.e. minus the log 2 of the size of the isolating disk). Timings are obtained on a Intel(R) Xeon(R) CPU E5-2680 v2 @ 2.80GHz machine with Linux. For CclusterD, we choosed n = 
Future works
The present document reports our firt study of the practical use of deflation approaches for root finding. In the future we may experiment less naive uses of explicit deflation via power sums computation. Knowing a disc isolating roots of a factor, one can recover this factor (without computing the roots) by computing power sums of those roots, as described in [Pan18] , appendix A (see also [Sch82] ).
