Velocity measurements from drifter GPS records are used in an ensemble-based data assimilation technique to extract the river bathymetry. The method is tested on a deep meandering reach and a shallow braided reach of the Kootenai River in Idaho. The Regional Ocean Modeling System (ROMS) is used to model numerous statistically varied bathymetries to create an ensemble of hydrodynamic states. These states, the drifter observations, and the uncertainty of each are combined to form a cost function that is minimized to produce an estimated velocity field and bathymetry. The goals of this study are to assess whether ROMS can accurately reproduce the Kootenai River flow to an extent that depth estimation is feasible, to investigate if drifter paths are sensitive enough to bottom topography to make depth estimation possible, and to establish practical limitations of the present methodology. At both test sites, the depth estimation method produced a bathymetry that was more accurate than the prior estimate.
Introduction
In natural hydraulic environments, knowledge of water depth, or bathymetry, is essential to modeling their hydrodynamic properties. However, obtaining measurements of depth for modeling is not always easy. Bathymetric surveys are expensive, time intensive, and impractical in many environments. Conversely, velocity measurements are often easier to obtain and can be collected remotely. Hence, an attractive approach is to attempt to estimate depths from flow velocity and then combine measurements to form a bathymetry map.
Numerous authors have shown the usefulness of Lagrangian measurement of flow in data assimilation methods to improve simulations in a wide range of settings (Carter 1989; Kuznetsov et al. 2003; Salman et al. 2006; Honnorat et al. 2008; Rafiee et al. 2011) . Additionally, researchers have assimilated flow observations in either ensemble filtering or adjoint equations to estimate depth of shallow water environments (Tossavainen et al. 2008; Honnorat et al. 2009; Wilson et al. 2010; Zaron et al. 2011) .
The present work follows on that of Wilson and € OzkanHaller (2012) , who demonstrated an ensemble-based bathymetry estimation technique using numerically modeled (synthetic) velocity observations, that is, twin tests. Among other observation types, Wilson and € OzkanHaller (2012) tested synthetic drifter tracks as their velocity inputs. Drifters are slightly buoyant instruments that are designed to closely follow the mean flow and are used to provide Lagrangian measurements of position or speed. In general, drifters are durable, affordable, and informative data gatherers and play an important role in many fields of study. In their twin tests, Wilson and Denotes Open Access content. Ozkan-Haller (2012) showed that assimilating synthetic drifter observations improved estimates of bathymetry; however, it is yet to be seen whether the method will be successful with actual drifter measurements. The purpose of the present work, then, is to apply the method of Wilson and € Ozkan-Haller (2012) to actual field drifter data, and hence demonstrate the practical applicability of their method.
€
Herein, we will specifically examine the depth estimation problem using drifter data for the Kootenai River on both a deep meandering reach and a shallow braided reach near Bonners Ferry, Idaho. Our method uses the Regional Ocean Modeling System (ROMS; Shchepetkin and McWilliams 2005) to estimate the river hydrodynamics. Note that our technique is not dependent on the specific numerical code, so other models that capture the flow physics may be used. Our goals are to assess whether ROMS can accurately reproduce the Kootenai River flow, investigate if drifter paths are sensitive enough to bottom topography to make bathymetry estimation possible, and to establish practical limitations of the present methodology.
Study site
The Kootenai (or Kootenay) is a river that originates in British Columbia, Canada, flows south through Montana, west into Idaho and back north, returning to British Columbia. In British Columbia, the river collects in Kootenay Lake and then joins the Columbia River. In 1972 the Kootenai was dammed near Libby, Montana. The reservoir behind Libby Dam, Lake Koocanusa, extends north of the U.S. border into Canada. Our site is located near Bonners Ferry, Idaho. The flow at our site is controlled by two major hydraulic features, the Libby Dam and Kootenay Lake-about 70 river miles upstream and downstream, respectively. Libby Dam's regulated discharge contributes to the steady Kootenai River flow. Kootenay Lake creates a backwater flow that has been shown to transition to a free-flow regime within our study site (Berenbrock and Bennett 2005 ). The study region was divided into two sites, straddling Bonners Ferry: a meandering reach and a braided reach (Fig. 1) .
West of Bonners Ferry, the meandering reach (1.5 sinuosity) environment is characterized by large bends (1080-m average radius of curvature) with river widths between 120 and 190 m, a mean depth of 5.2 m, and pools as deep as 12 m (USACE 2012; Barton et al. 2009 ). The water surface slope under summer low-flow conditions is documented to be around 2 3 10 25 m m 21 (Barton et al. 2009 The riverbed is relatively smooth and is primarily composed of sands with some clays and silts in the thalweg (Barton et al. 2009 ). Two creeks, Deep Creek and Myrtle Creek, join the Kootenai in our study site. East of Bonners Ferry, the braided reach is characterized by anastomosing channels with the main channel varying in width from 80 to 130 m with a mean depth of 2.3 m (Barton et al. 2009 ). Note that the domain in the ''braided reach'' only captures the larger of the two flowing threads in this low-stage summer study period. The water surface slope under low-flow conditions is documented to be around 5 3 10 24 m m 21 , over 20 times steeper than the meandering reach (Barton et al. 2009 The braided riverbed consists of gravel, cobble, and some sand (Barton et al. 2009 ).
Water surface elevations and river flow rates were obtained from Tribal Hatchery and Bonners Ferry U.S. Geological Survey (USGS) gauging stations located within our project site (USGS gauges 12310100 and 12309500) (Fig. 1) . The bathymetries at both sites were measured by the U.S. Geological Survey (Barton et al. 2004 ) and updated by Swick (2011) . (2011) report, the drifters cost around $300 (in addition to the surveygrade base station). Over the course of the study, a total of 86 drifters were deployed on the meandering reach and 47 were deployed on the braided reach.
Drifter observations
Recorded flow rates and gauge heights on the Kootenai were nearly constant in time, and were nearly identical for the August 2009 and August 2010 deployments, allowing the full drifter dataset to be modeled using a single model setup for each reach. Hence, in our study we will assimilate multiple drifter data simultaneously, treating the observations as Eulerian velocity measurements in a steady flow (velocities are calculated from forward differencing of drifter positions). Ten drifter tracks were selected for assimilation for each of the two river reaches. For the meandering reach case, the 10 drifters travel nearly 8 km over 5.5 h with an average speed of 0.4 m s
21
, providing nearly 25 000 data points; to conserve memory, the data were downsampled to ;8300 observation points. For the braided reach case, the 10 selected drifters traveled nearly 2 km over 20 min with an average speed of 1.5 m s
, providing nearly 4000 observation points. Drifters were selected based on obtaining optimal coverage over the river domain. Additional drifters could have been used; however, more drifters' tracks would only marginally improve spatial coverage, would require considerations to work around computer memory limitations (due to the size of the resulting observational dataset), and would not likely have a significant effect on the assimilation results (see sensitivity tests in the discussion section). We found similar results using different sets of 10 drifters, indicating the specific choice was not a factor in our results. We also tested a case with 20 drifters on the braided reach, and again found similar results; a corresponding test was not performed for the meandering reach, because the size of the resulting observational dataset would have necessitated changes in the design of our assimilation code.
Bathymetry estimation method
The bathymetry estimation occurs in four major steps: Identification of the prior, or ''first guess,'' bathymetry, and its uncertainty; creation of an ensemble of bathymetries representing this prior knowledge; hydrodynamic modeling for each ensemble member; and assimilation of drifter observations to produce an updated estimate of bathymetry, or posterior. These steps are described in sequence in this section.
The prior serves as a baseline around which the depth estimate is linearized. At the very least, the creation of the prior requires estimates of three river attributes: a river bank outline, channel (terrain) slope, and mean depth. In practice, the latter could be specified using an estimated channel cross section, and/or using a simple lower-dimensional estimator (e.g., dividing the total discharge by the channel-averaged observed velocity times the river width). The ensemble of bathymetries is then created by applying Gaussian distributed perturbations (i.e., a parameterized representation of uncertainty) to the prior bathymetry.
The perturbations are specified following Evensen (2007) , using the following covariance matrix:
where L x and L y are the preferred length scales for the across-and along-channel directions, respectively; s 2 h is the perturbation variance; and Dx and Dy are separation distances (i.e., the perturbations are assumed spatially homogeneous). Ideally, the horizontal length scales L x and L y should mimic the nominal size of pools and bars that one hopes to replicate. For example, reasonable choices might be L x on the order of half the channel width and L y on the order of half the length of a typical river bend. Additionally, the choice of length scales should take into account the observational data density: if data are spatially sparse, then one should use a larger length in order to extrapolate and ''smooth out'' the FIG. 1. The Kootenai River modeling site is broken up into two reaches: the meandering and the braided reach. Also shown are the two USGS gauging sites used to estimate boundary forcings.
correction; based on synthetic tests, Wilson and € OzkanHaller (2012) recommended choosing the length scale to be at least 3 times the measurement sample spacing. The expected depth perturbation, or depth uncertainty (s h ), is an estimated parameter that should, ideally, be close to the root-mean-square error (RMSE) of the prior with respect to the actual bathymetry. The value of s h must also be small enough that perturbations do not tend to generate islands in the bathymetry (the prediction of islands is not in the capabilities of the present method). For that reason we recommended choosing s h to be at most 20% of the prior channel depth.
The forward numerical model, ROMS (described shortly), is then executed for each ensemble member, yielding a corresponding velocity ensemble. These ensembles of velocity fields and bathymetries are then used to assemble approximate covariance matrices characterizing the auto-and interrelationships between the velocity components and the bathymetry. In turn, those covariances are used to perform a statistical bathymetry estimation (as described below).
Our application of this method uses the open source numerical model ROMS (Shchepetkin and McWilliams 2005) to calculate the ensemble of velocity fields. ROMS can be used in both 3D and depth-averaged configurations (2DH), though here we operate the model in 2DH mode for the sake of computational efficiency. Our model boundaries were forced using a depth-uniform, cross-stream-parabolic velocity distribution prescribed using the USGS gauge flow rate and the prior channel depth. To allow the flow to develop into a more natural distribution and to allow a simpler assignment of ensemble member boundary conditions, a straight section of river was blended into the model bathymetry at both open boundaries. Our application of ROMS utilizes lateral eddy viscosity, quadratic drag, and wetting and drying. The Flather momentum boundary condition and Chapman free-surface boundary condition were used at both open boundaries (Palma and Matano 1998) .
Mathematically, the goal of our bathymetry estimation method is to minimize a cost function that combines the knowledge of both observed and modeled velocity, their uncertainty, and the covariance of velocity and depth. The cost function and the most-likely state that minimizes the cost function are (Evensen 2007; Wilson and € Ozkan-Haller 2012) , respectively:
As described in Wilson and € Ozkan-Haller (2012) , the model-state variable c is an augmented column vector consisting of velocity and depth:
T , where u, y and h are velocity and depth vectors, respectively, with M values representing each of the M model grid points. Column vector d contains K drifter velocity observations. The matrix L is a 3M 3 K measurement operator that is used to extract the model velocity at the drifter observation locations. The superscript f denotes the prior (''forecast'') model state and the superscript a denotes the posterior (analysis) state.
The observation error covariance matrix C dd is a diagonal matrix whose elements represent the sum of measurement error variance plus representation error variance. Measurement error refers to errors due to nonmodel factors, for example, instrument noise. Representation error refers to the ability of the forward model to reproduce the quantity that is being measured; in our case, the most likely source of representation error is the fact that the model predicts steady Eulerian flow, whereas the observations are instantaneous velocities derived from drifters. Representation error is generally very difficult to quantify a priori; hence, to some extent C dd should be viewed only as a system tuning parameter. Methods exist in the literature that attempt to estimate C dd based on statistical assumptions regarding model-data misfit, for example, using statistical consistency criteria as summarized by Desroziers et al. (2005) ; this is a possible avenue for future work. On the other hand, in the present case we will see that the exact choice of C dd does not have a strong influence on the overall results (see section 7). Finally, the model covariance C cc is defined as
When approximated using ensembles, the model covariance matrix has the potential to imply spurious correlation between distant points. Localization length scales are introduced to suppress the effect of distant locations on the point of interest and have been shown to improve system performance (Hamill et al. 2001; Oke et al. 2007 ). In general these localization length scales should correspond to the maximum distance that a point can still have an effect at another location. The optimal localization length has been found also to be a function of ensemble covariance, the ensemble size, and the observation density (Oke et al. 2007; Houtekamer and Mitchell 2001) . In our implementation, we use the method and equations given by Hamill et al. (2001) , and we test several possible choices for the localization length scale (section 7).
Application to a meandering reach a. Introduction
The method was first tested on the deeper, slower flowing meandering reach. The average spacing on the curvilinear model grid was 2 m in the cross stream and 8 m along stream (higher resolution in the cross stream is used to resolve the larger velocity shear in that direction), with over 80 000 grid points spanning nearly 7 km of river. The model employed quadratic drag and lateral eddy viscosity, which were tuned to 0.005 and 0.02 m 2 s
21
, respectively, and the water surface was forced at 1.1 3 10 25 m m
; these values of quadratic drag, lateral eddy viscosity, and water surface slope are consistent with other modeling efforts performed on this stretch of river (Barton et al. 2009; Berenbrock and Bennett 2005) . Tuning of these parameters helps account for the backwater conditions documented at this location (Barton et al. 2009; Berenbrock and Bennett 2005) . To assess the accuracy of the forward model, the drifter data points were treated as separate Eulerian velocity observations and compared against model predictions using the measured bathymetry. A model setup using the depth-averaged (2DH) configuration reproduced the complete dataset of 86 drifter tracks with a root-mean-square velocity magnitude error of 6.6 cm s 21 (16% of overall average velocity) and rootmean-square directional error of 9.78 (average directional error was 0.0658). A 3D model configuration was also tested; however, it did not significantly improve the modeled velocities. Based on these results, we selected a (conservative) value of 10 cm s 21 for the total observation error assumed during assimilation (i.e., square root of diagonal of C dd , including representation error). The prior bathymetry for the meandering section was created by fitting a quadratic polynomial to the alongchannel-average river cross section and then repeating this quadratic cross section uniformly along the channel. Hence, the goal of the bathymetry estimate is to detect unknown along-channel nonuniform features such as bars and pools. The bathymetry ensemble was created with 200 members, using a cross-stream perturbation length scale (L x ) of 70 m, an along-stream perturbation length scale (L y ) of 250 m, and 1.50-m-depth uncertainty, and a localization length of 300 m.
b. Results
The bathymetry estimation was successful, as shown by the comparison of the prior, posterior, and true bathymetry maps in Fig. 2 . Table 1 
skill statistics-for example, assimilation improved the RMSE by 27%, from 1.52 to 1.11 m, and the squared correlation (R 2 ) was improved from 0.57 to 0.80. In general, the posterior bathymetry correctly identifies most large-scale bumps and pools, particularly along the channel centerline as illustrated in Fig. 3 -for example, the centerline R 2 was improved from 0 to 0.68. There is some indication of a bias error (defined as the average of estimated minus true bathymetry), with the posterior bathymetry being biased toward shallow depths; this appears to be due to a tendency for the method to underpredict the depth of very deep pools (e.g., see Fig. 3 at the 3.75-and 5.5-km downstream locations). We note that a similar effect was observed by Honnorat et al. (2009) ; in their case, they found the error was due to vertical recirculations, which are not represented in a depth-averaged model.
Qualitatively, we found the method underpredicted and was generally less accurate along the outside of the river bends; and overpredicted and was relatively more accurate along the inside of the river bends. This would appear to be consistent with a model bias toward underprediction of velocity near the outside of river bends, which, in turn, could be symptomatic of neglected 3D processes (secondary circulation). However, we also note a comparison between a 2D and 3D model with measured bathymetry did not indicate this was a very strong effect; both 2D and 3D models tended to underpredict velocity along the outside of bends.
Application to a braided reach a. Introduction
Our objectives on the braided reach were to apply the same general methodology as above to a shallower, fasterflowing river stretch. The application of this method on the braided reach uses a configuration of ROMS similar to that on the meandering reach. ROMS is once again executed in 2DH mode. The grid spacing was approximately 1.6 m in the cross stream and 4.5 m along stream on a curvilinear grid with over 30 000 points total. On this reach, the bank limits were drawn conservatively, to allow ROMS (with wetting and drying enabled) to identify the river's edge. Water surface elevation and river flow rate were obtained from two USGS gauging stations located within our study region (USGS gauges 12310100 and 12309500). The model did not include the small channel to the south, which was measured at the time of the experiment to be flowing at 9 m 3 s 21 , so the model was forced with a flow that was 9 m 3 s 21 less than that measured at the downstream gauging station. Additionally, at this site, surface elevation was difficult to extrapolate to the model domain boundaries, since the total depth is small and the surface slope is large. When extrapolating from the USGS gauge to the domain boundary, small changes in estimated surface slope have a relatively large effect on the total water depth. The water surface slope was therefore optimized by reducing and levelling the along-channel bias between model output and drifter velocity measurements; the resulting optimized water surface slope was 4.4 3 10 24 m m 21 .
The quadratic drag coefficient was tuned to 0.0035 and the lateral eddy viscosity was tuned to 0.02 m 2 s
21
; these values are consistent with other modeling efforts performed on this stretch of river (Barton et al. 2009; Berenbrock and Bennett 2005) . The 2DH model reproduced 47 drifter tracks with a root-mean-square velocity magnitude error of 15 cm s 21 (10% of the overall average velocity) and a root-mean-square directional error of 4.58 (the average directional error was 0.0138). A value of 10 cm s 21 was chosen to represent observation error in C dd , the same value as used in the meandering reach case. Ensemble generation in shallow environments can be difficult because the perturbations to the prior can easily create negative depths or cause supercritical flow, creating impractical flow conditions and resulting in model failure. Hence, for the shallower braided reach we found it was useful to include a downstream slope of the riverbed in the prior bathymetry. One could presumably estimate this slope based on the subaerial river banks and surrounding terrain. If the bed slope were not included, then the prior total water depth at the downstream end of the reach would become unrealistically small (due to the dynamically forced slope of the free surface), resulting in the problems just described. An alternative would be to artificially reduce the uncertainty of the prior depth, hence reducing the magnitude of perturbations in the ensemble. We explored this alternative with some success, but ultimately we chose to focus on the sloping bed results. The prior bathymetry was chosen to have a rectangular channel cross section, whose depth varies from 1.5 m on the eastern edge down to 3 m at the west end (0.0095 slope). The elevations at the inflow and outflow were calculated by taking the mean depth of the first and last 50 m of the true bathymetry. Ensembles created using milder sloping priors had failure rates upward of 25%, as explained above, whereas the average failure rate for the present configuration was roughly 10%, and failed runs were replaced by new realizations. The configuration used for analysis of the braided reach used 200 ensemble members, a cross-stream perturbation length scale (L x ) of 50 m, an along-stream perturbation length scale (L y ) of 200 m, 0.28-m-depth uncertainty, and 300-m localization length scale.
b. Results
The bathymetry estimation was successful and reproduced the measured bathymetry with an RMSE of 59 cm-45 cm more accurate than the prior bathymetry. Figure 4 shows the results, and Table 2 summarizes the accuracy statistics. For this smaller-scale reach, it is possible to see how the posterior bathymetry captures not only the along-channel variability but also the cross-channel position of bars and pools. This variability was well predicted even in the absence of nearby observations; the method uses both the presumed scales of variability and the model dynamics to achieve this extrapolation. Overall, the spatial distribution of errors did not show a strong pattern, except for a tendency toward overprediction of depth near the steep river banks. Figure 5 shows a transect of the predicted bathymetry along the channel ''centerline'' (defined here as the centerline of the model grid, including dry cells; see the transect indicated in the lowermost plot in Fig. 4 ). This helps to illustrate the magnitude of correction from the assimilation of data-on this transect, the assimilation produced corrections of up to 40% of the prior depth, and even larger in other parts of the domain. It is worth noting a consistent underprediction of depth in the eastern (upstream) part of the channel. The fact that this error is so spatially uniform suggests it is not an isolated data problem but is more likely due to some systematic error in the hydrodynamic model. Perhaps if the complexity of the model were increased (e.g., including side channels and islands, and variable roughness elements), then this bias would be reduced. Note that Barton et al. (2009) tested the use of a spatially variable drag coefficient and found it to be potentially important in this stretch of the river. Finally, we also note that the eastern part of the reach involved relatively large depth corrections from the prior; as discussed by Wilson and € Ozkan-Haller (2012) , large-amplitude depth corrections are likely to be less accurate due to the inherent assumption of linearity in the assimilation method.
Discussion: Sensitivity to parameters
In addition to the above-mentioned baseline tests, we also investigated the response of the assimilation system to variations in several input parameters. In each of the following tests, we will vary one of the parameters in the system, keeping the other parameters fixed and equal to the values used in the preceding sections.
a. Size of observational dataset
First, we tested the sensitivity of the estimated bathymetry to the number of available observations, or more specifically the number of drifter deployments used for assimilation. Figures 6 and 7 repeat the experiments of sections 5 and 6, but using a subset of drifter tracks. Two subsets were considered for each reach: the first used only a single drifter deployed near the center of the channel; the second added two additional drifters deployed slightly off center to either side. In all cases, remarkably, even with a very limited dataset the system is capable of capturing significant information about bathymetry, and quantitatively improves the bathymetry estimate relative to the prior. Indeed, in the case of the meandering reach, the estimated bathymetry using only one drifter is almost indistinguishable from that using three drifters, and is only slightly less accurate than the result using 10 drifters. In the case of the braided reach, one drifter is also sufficient to capture much of the large-scale variability in depth, while additional drifters appear to reinforce or fine-tune the correction. Part of the success of the limited-data tests is the ability of the system to ''extrapolate'' corrections to bathymetry to locations that were not explicitly observed. In general, the estimated depths at regions nearest to the drifters were not definitively more or less accurate than the regions farther from the drifter tracks. This is especially apparent in the braided reach results, where observations near one bank of the river can affect skillful depth corrections at the opposite bank.
b. Observational error variance
An important input to the system is the magnitude of expected errors in the observational data, which is given by C dd . In our case, we specify C dd as a diagonal matrix, using a constant observation error variance s 2 d , which in turn is chosen based on assumptions regarding the scale of observational noise and model representation error. As stated previously, the latter is difficult to specify given that the model error cannot be known a priori. Hence, it is important to know how sensitive the assimilation results are to this parameter.
Equations (1) and (2) suggest that an increase in s 2 d
would shift emphasis back to the prior, in essence smoothing over the influence of the (presumed noisy) observations. Conversely, another interpretation is that rescaling of s Qualitatively, we found that a large increase in estimated observation error tended to diminish the magnitude of estimated bathymetric corrections, as expected. We also found that smaller estimates of observation error resulted in a better prediction of deep pools, at the expense of overestimating the height of bars, and this situation was reversed as the estimated observation error was increased. useful for the braided reach may be because the prior used an estimated depth uncertainty that was overly small compared to the actual RMSE of the prior bathymetry (this was mainly dictated by the need to avoid overly large perturbations, which can cause model instability). The resulting suboptimal nature of the prior may have been balanced by a correspondingly scaleddown estimate of observational error, as suggested above.
c. Localization length scale
Another input into the system is the choice of localization length. The reason for using localization, as noted previously, is to avoid the possibility of spurious long-range correlations in the bathymetry estimate, caused by the limitation of finite ensemble size. There is no systematic rule for choosing the localization scale, although the optimal choice is likely dependent on both the ensemble size and the observational array. Figure 9 shows the error of the predicted bathymetry, for a range of localization lengths. In general, the use of localization tends to improve the estimate. A broad range of acceptable localization lengths exists, indicating the results are not very sensitive to the choice of this parameter. The main limitation appears to be associated with using an unrealistically small localization length (less than about 150-200 m in this case). Again, this points to the success of the method for ''extrapolating'' depth corrections to locations that were not directly observed. If those extrapolations are suppressed via severe localization, then the results become less accurate.
d. Number of ensemble members
The choice of ensemble size is also an important consideration. Very small ensemble sizes would be expected to incur errors due to inaccurate modeling of the prior covariance. Large ensembles, on the other hand, are computationally burdensome. Figure 10 shows the error in the estimated bathymetry as a function of ensemble size. For these tests, we added additional ensemble members (300 additional members for the meandering reach, and 164 additional members for the braided reach) to the original 200-member ensembles of sections 5 and 6, and then randomly subsampled these expanded ensembles to produce the various results shown. As expected, the posterior bathymetry is less accurate and less reliable (broader range of error among different subsamples) when the size of the ensemble is small. We note, however, there is only a minor improvement in RMSE as the ensemble size is increased, and there is almost no improvement for ensemble sizes beyond about 100-150 members.
Conclusions
In order for our bathymetry estimation technique to be successful, our numerical model had to be able to replicate river drifter tracks. We investigated the accuracy of ROMS by comparing model velocity estimates with drifter velocity observations. The velocity estimations were calculated using a calibrated ROMS model and measured bathymetry. The model outputs were then compared against drifter velocity observations, calculated via forward differencing of the drifter tracks. On the meandering reach, ROMS replicated 86 drifter tracks (;170 000 observation points) with a root-meansquare velocity magnitude error of 6.6 cm s 21 (16% of the overall average velocity) and a root-mean-square directional error of 9.78 (average of 0.0658). On the braided reach, ROMS replicated 47 drifter tracks (;18 000 observation points) with a root-mean-square velocity magnitude error of 15 cm s 21 (10% of the overall average velocity) and a root-mean-square directional error of 4.58 (average directional error of 0.0138). The bathymetry estimation approach was successful in improving a simple prior estimate to more closely resemble the true bathymetry, and correctly detected the location and approximate magnitude of alongchannel nonuniform features (bars and pools). The success of this method indicates that drifters are sensitive enough to provide useful, extractable information about river bathymetry. On the meandering reach, an along-channel uniform (parabolic cross section) initial estimate was improved from a 1.52-to a 1.11-m root-mean-square error (RMSE), and from a 0.57 to a 0.80 squared correlation (R 2 ) ( Fig. 2; Table 1 ). On the braided reach, a sloping, rectangular channel initial estimate was improved from a 1.04-to a 0.59-m RMSE, with R 2 improving from 0.06 to 0.70 (Fig. 4, Table 2 ). These results were obtained using 10 drifter deployments (i.e., 10 separate trajectories covering much of the model domain), although tests with even one deployment also showed skill (Figs. 6 and 7).
The method was found to be only weakly sensitive over a broad range of various parameters (localization length scale, ensemble size, observation error/ uncertainty), indicating that it is robust to the choice of those parameters-that is, the method is capable of achieving good results without significant ''tuning.'' Errors were somewhat increased if the ensemble size was small (fewer than 100-150 members), if localization was not used or was too excessive (less than 100 m localization length scale), or if the observational error estimate was unreasonably large or small. However, even in those cases the RMSE of the posterior bathymetry was still less than that of the prior, and in that sense the method can still be considered skillful.
In summary, we found that a depth-averaged configuration of the ocean circulation model, ROMS, is capable of accurately replicating drifter observations; that surface velocity observations provide valuable, extractable information about river depth; and that our bathymetry estimation method is quite successful and only weakly sensitive to the evaluated parameters.
