Introduction
Ulam (see, e.g., [18, 19] ) asked to give conditions for the existence of a linear mapping near an approximately linear one. If f is a function from a normed linear space (X, · ) into a Banach space (Y , · ) which satisfies with some ε > 0 the inequality
then Hyers [7] proved that there exists a unique additive mapping a : X → Y such that
Moreover, if R t → f (tx) ∈ Y is continuous for any fixed x ∈ X, then a is linear. Rassias [11] generalized this problem introducing the inequality f (x + y) − f (x) − f (y) ≤ ε x p + y for ε ≥ 0, p ∈ R, and asking about a stability result in this situation. He proved that if p ∈ [0,1) (actually also for p < 0), then there exists an additive function a such that
(1.4)
Gajda [4] obtained a similar result for p > 1 and showed that in the case p = 1, there is no stability.
In what follows, we want to join the idea of stability with the investigation of functional equations postulated for orthogonal vectors only. We will consider different notions of orthogonality. Next to the classical orthogonality defined in an inner-product space, there are more general notions of orthogonality defined in normed linear spaces.
Given a real normed linear space (X, · ), dimX ≥ 2, and x, y ∈ X, we say that For many properties of these relations, the reader may refer to [1, [8] [9] [10] 12] .
Remark 1.1. In any real inner-product space, the usual notion of orthogonality coincides with Birkhoff-James orthogonality and with James orthogonality.
As mentioned before, we will consider functional equations defined only for orthogonal vectors and we will start with the Cauchy functional equation. A mapping f from an inner product space (X,(· | ·)) into a group (G,+) is termed orthogonally additive provided that for every x, y ∈ X, one has
(1.7)
For instance, the functional
is orthogonally additive (Pythagora's theorem). The notion of orthogonal additivity has intensively been studied by many authors (see, e.g., James [10] , Sundaresan [14] , Drewnowski and Orlicz [2] , Gudder and Strawther [6] , Rätz [12] , Szabó [15, 17] ). Ger and Sikorska [5] were studying the stability of orthogonally additive mappings considering the conditional inequality
(1.9)
It was shown that there exists an orthogonally additive mapping g :
, which means that the equation is stable.
In the present paper, we are going to study this problem for general stability introduced by Rassias [11] .
Throughout the paper, N and R denote the sets of all positive integers and all real numbers, respectively. By the notation X p , we mean X \ {0} provided that p < 0 and X otherwise. In order to avoid some definitional problems, we also assume for the sake of this paper that 0 0 := 1.
Cauchy functional equation
In this section, we show the stability result for Cauchy functional equation, assuming the condition
In the following two parts, we will deal with Birkhoff-James and with James othogonalities, respectively. 
Consequently,
From the definition of the orthogonality, since x ⊥ y, we derive x ≤ x + y and x ≤ x − y (for λ = 1 and λ = −1, resp.), and analogously, from x + y ⊥ x − y, we derive x + y ≤ 2x and x + y ≤ 2y . From these relations and the triangle inequality, we have additionally
4 Generalized orthogonal stability of some functional equations In case p is a nonnegative real number, we have the approximations
Then we obtain
Assume first that p < 1. Then from (2.8), we have
with α defined by (2.7). An easy induction shows that for an arbitrary positive integer n, we have
This implies that for every x ∈ X, the sequence ((1/2 n ) f (2 n x)) n∈N is a Cauchy sequence. Let
Relation (2.10) implies that
In order to show that a is orthogonally additive, choose arbitrarily x, y ∈ X, x ⊥ y. Then for any n ∈ N, one has 2 n x ⊥ 2 n y, whence
(2.13)
Letting n tend to infinity, we infer that
whenever x ⊥ y, which gives already our assertion.
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Finally, on account of Rätz's result (cf. [12, Theorem 5] ), each odd orthogonally additive mapping is additive, therefore so is a.
To prove the uniqueness, assume a 1 : X → Y to be another additive mapping such that
which implies a = a 1 and finishes the first part of the proof.
In the case p > 1, we start from the inequality
Consequently, for each x ∈ X, the sequence (2 n f (x/2 n )) n∈N is a Cauchy sequence and we may define
From (2.17), we get
The rest of the proof goes similarly to the adequate parts of the first part.
Remark 2.2. If (X,(·|·)
) is an inner-product space and f : X → Y is an odd function satisfying 20) then since the condition x ⊥ y is equivalent to x 2 + y 2 = x + y 2 , and since for a chosen y in the proof of Lemma 2.1 we have actually y = x , we get a much better approximation, namely 
As a consequence, we obtain
Using the same approximations as in the proof of Lemma 2.1 and denoting
we infer
Assume first that p < 2. From (2.27) we have
By induction we get
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Similarly to the considerations before, one must still prove that b is orthogonally additive, consequently quadratic (cf. [12, Theorem 6] ), and that it is unique.
Assume now that p > 2. Write (2.27) equivalently in the form 
Analogously as in the first part of the proof, we may define 
35)
where 
where A and B are suitable constants depending on p. Plainly, the function g := a + q is orthogonally additive and the estimation
with K obtained by summing up suitable constants holds true for all x ∈ X p . To prove the uniqueness, assume g 1 : X → Y to be another orthogonally additive function such that f (x) − g 1 (x) ≤ Kε x p , x ∈ X p . Then g 0 := g − g 1 is orthogonally additive as well and
Applying Rätz's result [12] once more, we get the representation g 0 = a 0 + q 0 , where a 0 : X → Y is additive and q 0 : X → Y is quadratic. Then, for all x ∈ X p and n ∈ N, we have for p < 2 that
This proves that q 0 = 0, whence g 0 = a 0 is a bounded additive mapping. Thus g 0 = 0, that is, g = g 1 . For p > 2, we have
that is,
This shows that a 0 = q 0 = 0, whence g 0 = 0, that is, g = g 1 , which was to be proved. The form of g in case the norm in Y does not come from an inner product follows from the results of Rätz [12] and Szabó [15] Remark 2.5. A special case for p = 0 in (2.1) was considered by Ger and Sikorska in the paper [5] , were the same approximation constants were obtained.
The values p = 1 and p = 2 were excluded in Theorem 2.4. We are going to show that in these cases, we do not have any stability result. Each of the following examples is a slight modification of a result of Gajda [4] .
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Example 2.6. Let ϕ : R 2 → R (we consider R 2 with the Euclidean norm) be given by the formula
for some μ > 0. Define the function f :
In what follows, we will show that
for all vectors x, y ∈ R 2 , and also for orthogonal ones.
Fix arbitrarily x, y ∈ R 2 . Assume first that 0 < x + y < 1. There exists
(2.48)
Let now x + y ≥ 1. Then
(2.49)
Suppose now that there exist an orthogonally additive function g : R 2 → R and a positive real number η such that
10 Generalized orthogonal stability of some functional equations Then since f is bounded, g is bounded on some neighbourhood of zero, so g has the form
for some continuous linear functional a : R 2 → R and a constant c ∈ R. Hence,
but since f is odd, we also have
whence |c| x 2 ≤ η x , x ∈ R 2 , which yields c = 0 and
Let N be a positive integer such that Nμ > η + a and let (x 1 ,0) ∈ R 2 be chosen so that x 1 ∈ (0,1/2 N−1 ). Then 0 < 2 n x 1 < 1 for all n ∈ {0, 1,...,N − 1} and we have
which gives the contradiction.
Remark 2.7. Function ϕ given in Example 2.6 is not continuous. It was given for the sake of simplicity, but there are also continuous functions for which the stability result fails to hold. Such a function can be given by
Example 2.8. Let ϕ : R 2 → R (we consider R 2 with the Euclidean norm) be given by the formula
(2.61)
Let now x 2 + y 2 ≥ 1. Then
(2.62)
Suppose that there exist an orthogonally additive function g : R 2 → R and a positive real number η such that
Then since f is bounded, g is bounded on some neighbourhood of zero, so g has the form
for some linear a : R 2 → R and a constant c ∈ R. Hence,
but since f is even, we also have
whence |a(x)| ≤ η x 2 , x ∈ R 2 , which yields that a = 0 and
Let N be a positive integer such that Nμ > η + |c| and let x ∈ R 2 be chosen so that x ∈ (0,1/2 N−1 ). Then 2 n x < 1 for all n ∈ {0, 1,...,N − 1} and we have
James orthogonality.
For the next results, assume that (X, · ) is a real normed linear space with dimension greater than 2 and (Y , · ) is a real Banach space. In the space X, we consider the orthogonality relation in the sense of James. In order to get the same kind of results to those obtained in the previous section, we have to show that for each x ∈ X, there exists a y ∈ Y such that x ⊥ y and x + y ⊥ x − y. For this aim, fix an x ∈ X. If x = 0, then it is enough to take y = 0. So, assume that x = 0. Consider a sphere S 0 (0, x ) with the center at the origin and with radius x , and a continuous function ϕ : S 0 (0, x ) → R given by the formula
It is an odd nonzero function which changes its sign and which is defined on the connected set. So, there exists a y ∈ S 0 (0, x ) such that ϕ(y) = 0, whence x + y = x − y and x = y , which means that x ⊥ y and x + y ⊥ x − y.
With the above result, we are able to go along the same lines as in the proofs of Lemmas 2.1 and 2.3. The only things we have to recalculate are the constants α and β.
As in Lemma 2.1 for an arbitrary odd function f : X → Y satisfying (2.1), we have the condition
Using the definition of the orthogonality, from x ⊥ y we derive x + y = x − y , and from x + y ⊥ x − y we derive x = y . On account of the triangle inequality, we have additionally
In case where p is a nonnegative real number, we have the approximations
otherwise, 
This allows us to define the constant β. Namely, we have
(2.75)
Now we are able to formulate our next theorem. 
76)
where
77)
and α 1 = 4 + 2 p+1 , α 2 = 6, β 1 = 6 + 2 p+1 , β 2 = 6 + 2 −p+1 . Moreover, if the norm in X does not come from an inner product, then g is unconditionally additive.
Proof. Proceeding along the same lines as in the proof of Theorem 2.4, we use the results of Szabó and Rätz telling that each odd orthogonally additive mapping in the space of dimension not smaller than 3 is additive (cf. [16] ) and each even orthogonally additive mapping in the space of dimension not smaller than 2 is quadratic (if X is an innerproduct space, then James orthogonality coincides with the natural orthogonality defined by means of the inner product [12] , if X is not an inner-product space, the mapping simply vanishes [17] ). Consequently, we reach our thesis.
Jensen functional equation
Since the results concerning James orthogonality differ from those concerning BirkhoffJames orthogonality only in constants, from now on we restrict ourself only to the later one. Then there exist an orthogonally additive function a : X → G and a constant γ ∈ G such that f is of the form f = a + γ.
Now we are able to formulate a stability result for the Jensen functional equation. 
