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Abstract
Ergodic Bellman’s (HJB) equation is proved for a 1D controlled diffusion
with variable diffusion and drift coefficients both depending on control, and
convergence of the iteration improvement algorithm to its (unique) solution is
established.
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1 Introduction
The paper is a full version of the short presentation in [1]. Links to reliability –
which was in the title of [1] – are not addressed here, only full proofs of the (slightly
extended) results from the cited article. However, applications to reliability seem
fruitful and they are one of the motivations for the present paper; a corresponding
remark about it can be found below. One more motivation is to allow diffusion
coefficient depending on control. Also, indirectly the main result below may be con-
sidered as a version of a rigorous realisation of the rather instructive and deliberately
non-rigorous example from [14, Ch. 1, §1] where the point was vanishing at infinity
of the expectation of a current cost. Beside a more detailed calculus, here we tackle
more precisely the issue of the HJB equation(s) everywhere and almost everywhere
in comparison to [1].
Given a standard filtered probability space (Ω,F , (Ft), P ) with a one-dimensional
(Ft) Wiener process B = (Bt)t≥0 on it, we consider a one-dimensional SDE with
coefficients b, σ and a feedback control function α described as follows:
dXαt = b(α(X
α
t ), X
α
t ) dt+ σ(α(X
α
t ), X
α
t ) dWt, t ≥ 0,
(1)
Xα0 = x.
Let a compact set U ⊂ R be a range of possible control values. Let b : U × R→
R, σ : U × R → R, α : R → U be given Borel functions; some more regularity
assumptions will be presented later on; the class of all such Borel functions α is
denoted by A.
Denote the (extended) generator, which corresponds to the equation (1) with a
fixed function α(·) by Lα :
Lα(x) = b(α(x), x)
∂
∂x
+
1
2
σ2(α(x), x)
∂2
∂x2
, x ∈ R.
Given a running cost function f : U × R → R from a suitable function class
K – which will be defined in the sequel – our goal is to choose an optimal, or, at
least, nearly-optimal Markov homogeneous control strategy α : R→ U such that the
corresponding solution Xα minimizes the averaged cost function
ρα(x) := lim sup
T→∞
1
T
∫ T
0
Exf(α(X
α
t ), X
α
t ) dt. (2)
The class of such strategies with a weak solution of the equation (1) will be denoted by
A; they will be called admissible. Later on assumptions will be imposed under which
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any Borel funciton with values in U belongs to A, i.e., is admissible. For convenience
for every α ∈ A we define the function fα : R → R, fα(x) = f(α(x), x), x ∈ R.
Now, instead of (2) we will be using the equivalent form,
ρα(x) = lim sup
T→∞
1
T
∫ T
0
Exf
α(Xαt ) dt. (3)
Finally, the “minimax” cost function is defined by the expression
ρ(x) := inf
α∈A
lim sup
T→∞
1
T
∫ T
0
Exf
α(Xαt ) dt. (4)
Suppose that for every α ∈ A the solution of the equation (1) Xα is an ergodic
process, that is, there exists a unique limiting distribution µα of Xαt , t → ∞, the
same for all initial conditions X0 = x ∈ R.
ρα(x) ≡ ρα :=
∫
fα(x)µα(dx) =: 〈fα, µα〉, (5)
and
ρ(x) ≡ ρ := inf
α∈A
∫
fα(x)µα(dx) = inf
α∈A
〈fα, µα〉. (6)
Note that under our assumptions below on the growth bounds of f and on the
ergodicity properties of the process with any strategy, the value of ρ will not depend
on x. Ergodicity requires special conditions on the characteristics b, σ, α; they will
be later specified. We also define
vα(x) :=
∫ ∞
0
Ex(f
α(Xαt )− ρα) dt, α ∈ A.
This integral will converge under the assumptions below.
As it was said earlier, solutions of the equation (1) will be understood as weak
ones, although, of course, the established ergodic HJB equation (7) – see the next
paragraph – will be valid for both settings, weak and strong. The main difference
is that in the strong setting, the optimal strategy may not exist, which may be
considered as a bit less convenient; one more closely related difference is another
choice of inductive strategy improvement which generally speaking cannot guarantee
precisely monotone convergence of RIA approximations. In any case, we postpone
the study of strong solution setting till further investigations.
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The first goal of this paper is to prove that the cost ρ – which is a constant in
the ergodic setting – is the component of the pair (V, ρ), which is a unique in the
appropriate class solution of the ergodic HJB or Bellman’s equation,
inf
u∈U
[LuV (x) + fu(x)− ρ] = 0, x ∈ R, (7)
where
Lu(x) := b(u, x)
∂
∂x
+
1
2
σ2(u, x)
∂2
∂x2
, x ∈ R,
and where uniqueness of the component V will be up to an additive constant, while
ρ will be unique in the standard sense. The meaning of the function V is that it
coincides with vα for the optimal strategy α if the latter exists. The class where
solution (V, ρ) will be studied is the family of all Borel functions V and constants
ρ ∈ R such that V has two Sobolev derivatives locally integrable in any power.
Respectively, the equation (7) is to be understood almost everywhere; yet, in the 1D
situation and under our assumptions it will follow straightforward that this equation,
actually, is satisfied for all x ∈ R. Note that the first derivative can be considered
continuous (due to the embedding theorems), and the second derivative will be always
taken Borel, as one of the Borel representatives of Lebesgue’s measurable function.
The second goal is to show that the “RIA” algorithm (“reward improvement
algorithm”, or, in some papers, “PIA” for “policy improvement algorithm”) provides
a sequence of convergent approximate costs, ρn → ρ, n → ∞. It is interesting that
under our minimal assumptions of regularity on strategies for the weak setting it is
yet possible to justify a monotonic convergence ρn ↓ ρ, n→∞, of the “exact” RIA,
unlike for the strong setting; compare to [14, ch.1, §4] where it was necessary to work
with “approximate” RIA (called Bellman–Howard’s iteration procedure there) and
with regularized Lipschitz strategies.
Concerning the equation (7), it may look like it lacks some boundary conditions:
indeed, 2nd order PDE normally does require some boundary conditions, which, for
example, in the considered 1D case simply means two boundary conditions at two
end-points if the equation is on a bounded interval. However, this is the equation
“in the whole space” and we are going to solve it in a specific class of functions V –
namely, bounded (if f is assumed boundeed), or, at most, moderately growing (if f
may admit some moderate growth), – which in some sense substitutes the (Dirichlet)
boundary conditions at ±∞. Note that a similar situation is in the theory of Poisson
equations in the whole space (cf., for example, [24, 30]). Also note that unlike in
the finite horizon case, here in the average ergodic control setting, solution of the
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HJB equation is a couple (V, ρ), where ρ is the desired cost while V is some auxiliary
function, which also admits a certain interpretation in terms of control theory.
Concerning uniqueness, as it was mentioned earlier, with any couple (V, ρ) and
any constant C, the couple (V +C, ρ) is also a solution. There are two close enough
options how to tackle this fact: either accept that uniqueness will be established up
to a constant, or to choose a certain “natural” constant satisfying some “centering
condition” as will be done below.
To guarantee ergodicity, we will assume so called “blanket” recurrence conditions
(see below), which provide in some sense a uniform recurrence for any strategy.
Conditions of this type are sometimes considered as too restrictive; however, they
do allow to include models and cases not covered earlier in this theory and by this
reason we regard this restriction as a reasonable price for the time being. It is likely
that such restrictions may be relaxed so as to include the “near monotonicity” type
conditions (cf. [5]).
Remark 1. If function f takes value 0 and 1, or, more generally, if it may take
any value from the interval [0, 1], then this f may be considered as a measure of
availability of the model, which is one of the basic notions in the theory of reliability.
Let us say just a few words about the history of the problem. More can be found
in the references provided below. Earlier results on ergodic control in continuous
time were obtained in [20], [23], [6], et al. In his book [20] Mandl established appar-
ently first results on ergodic (averaged) control for controlled 1D diffusion on a finite
interval with boundary conditions including jumps from the boundary. He estab-
lished the HJB equation and proved uniqueness of the couple (up to a constant for
the first component). Improvement of control was discussed, too, however, without
convergence.
Morton [23] considered 1D case (a multi-dimensional case as well under stronger
assertions: we do not touch it in this paper) with a price function defined by (6)
without any relation to (4). He proved ([23, Theorem 1]) that the optimal price
does satisfy ergodic Bellman’s equation; that the policy determined by argsup (in
our setting argmin) in Bellman’s equation is optimal within some rather special
class of Markov policies which are fixed functions outside some bounded interval; a
certain inequality for the optimal price and any solution of Bellman’s equation; a
remark about RIA; no uniqueness for Bellman’s equation solutions established nor
convergence of RIA towards a solution.
Discrete time controlled models were considered in the monographs [9], [10], [11],
[25], and others, and in the papers [2], [21], [26], etc.
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Continuous time controlled processes were treated in the 80s in a chapter of
the monograph [6] where ergodic control for stable diffusions was considered. Ara-
postathis and Borkar [4], Arapostathis [3], Arapostathis and Borkar and Ghosh [5]
treated 1D diffusion (among others) with “relaxed control” and diffusion coefficient
not depending on the control, under weaker recurrence assumptions (i.e., under two
types of condition, stable or near-monotone). In this setting, they establish Bell-
man’s equation, existence, uniqueness, and RIA convergence. In this paper we allow
diffusion coefficient depending on the control and we do not use relaxed control.
The latest works include [3], [5], [26], see also the references therein. Although
devoted to another type of models – piecewise-linear Markov ones – the monograph
[8] may also be mentioned here. In the very first papers and books compact cases
with some auxiliary boundary conditions – so as to simplify ergodicity – were studied;
convergence of the improvement control algorithms were studied only partially. In
the later investigations noncompact spaces are allowed; however, apparently, ergodic
control in the diffusion coefficient σ of the process was not tackled earlier. About
controlled diffusion processes on a finite horizon, or on infinite horizon with discount
(technically equivalent to killing) the reader may consult [6] and [14].
In most of the works on the topic, measurability of the optimal or improved
strategy (see below) is assumed. Yet, it is a subtle issue and in our case we give
references – the basic one is [27] – and verify the conditions which provide this
measurability.
The paper consists of four sections: 1 – Introduction, 2 – Assumptions and some
auxiliaries, 3 – Main result and its proof, 4 – Appendix. We will be using the
convention that arbitrary constants C in the calculus may change from line to line.
2 Assumptions and some auxiliaries
To ensure ergodicity of Xα under any feedback control strategy α ∈ A, we make the
following assumptions on the drift and diffusion coefficients.
(A1) The function b is bounded, |b(u, x)| ≤ Cb, of the class C1 in x for each u, and
lim
|x|→∞
sup
u∈U
x b(u, x) = −∞. (8)
(A2) The function σ is bounded, |σ(u, x)| ≤ Cσ, uniformly non-degenerate, |σ(u, x)|−1 ≤
Cσ, and of the class C
1 in x for each u.
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(A3) The function f belongs to the classK of functions which are Borel measurable in
x for each u and admit a uniform in u polynomial bound: there exist constants
C1, m1 > 0 such that for any x,
sup
u∈U
|fu(x)| ≤ C1(1 + |x|m1).
(A4) The functions σ(u, x), b(u, x), fu(x) are continuous in u for every x.
(A5) The set U is compact.
We will need the following three lemmata.
Lemma 1. Let the assumptions (A1) – (A4) be satisfied. Then the cost function vα
has the following properties:
1. For any strategy α the function vα is continuous as well as (vα)′, and there
exist C,m > 0 both depending only on the constants in (A1)–(A3) such that
sup
α
(|vα(x)| + |vα(x)′|) ≤ C(1 + |x|m). (9)
2. vα ∈ W 2p,loc for any p ≥ 1.
3. vα ∈ C1,Lip (i.e., (vα)′ is locally Lipschitz).
4. vα satisfies a Poisson equation in the whole space,
Lαvα + fα − 〈fα, µα〉 = 0, (10)
in the Sobolev sense; in particular, for almost every x ∈ R
Lα(x)vα(x) + fα(x)− 〈fα, µα〉 = 0, (11)
5. Solution of the equation (10) is unique up to an additive constant in the class
of Sobolev solutions W 2p,loc with any p > 1 with a no more than some (any)
polynomial growth of the solution vα.
6. 〈vα, µα〉 = 0.
Proof. The proof follows from [29] & [24]; see also [12, Lemma 4.13 and Remark
4.3].
7
Let us emphasize that some polynomial growth is required for the uniqueness.
Lemma 2. Let the assumptions (A1) – (A3) hold true. Then
• For any C1, m1 > 0 there exist C,m > 0 such that for any strategy α ∈ A and
for any function g growing no faster than C1(1 + |x|m1),
sup
t≥0
|Exg(Xαt )| ≤ C(1 + |x|m). (12)
• For any α ∈ A, the invariant measure µα integrates any polynomial and
sup
α∈A
∫
|x|k µα(dx) <∞, ∀ k > 0.
• For any strategy α ∈ A the function ρα is a constant, and
sup
α∈A
|ρα| ≤ C <∞; (13)
moreover, for any k > 0 and f ∈ K,
sup
α∈A
tk |Exfα(Xαt )− ρα| → 0, t→∞, (14)
and
sup
α∈A
∣∣∣∣ 1T
∫ T
0
Exf
α(Xαt ) dt− ρα
∣∣∣∣→ 0, T →∞. (15)
Proof follows from [29] and [24].
Corollary 1. Under the same assumptions,
sup
t≥0
|Ex1(|Xαt | > N)| ≤ sup
t≥0
|Ex |X
α
t |m
Nm
≤ C(1 + |x|
m)
Nm
. (16)
The proof is straightforward by Bienayme´ – Chebyshev –Markov’s inequality.
Remark 2. Note that because of D = 1, under the assumptions (A1)–(A2) for any
Borel function α with values in U there is a unique stationary measure µα, which is
equivalent to the Lebesgue measure Λ in the sense that each of the two measures µα
and Λ is absolutely continuous with respect to the other. The latter follows from the
formula for the unique stationary density
pα(x) :=
dµα(x)
dx
= Cα
1
σ2(α(x), x)
exp
(
2
∫ x
0
b(α(y), y)
σ2(α(y), y)
dy
)
, (17)
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where Cα is a normed constant. The fact that p
α is a stationary density can be
seen from a substitution to the equation of stationarity (Lα)∗p = 0 (see, for example,
[12, Lemma 4.16, equation (4.70)]); its uniqueness in the class of integrable functions
satisfying the normalizing condition
∫
p dx = 1 can be justified via the explicit solution
of the stationarity equation in the 1D case which the readers may check themselves.
Lemma 3. Let the assumptions (A1) – (A3) hold true. Then ∃ 0 < C1 < C2 such
that for any strategy α,
C1 ≤ Cα ≤ C2.
Also, for any k there is a constants C such that for every x uniformly in α
pα(x) ≤ C
1 + |x|k ,
and there exist constants c, κ > 0 such that uniformly in α
pα(x) ≥ c exp(−κ|x|).
Proof follows straightforward from the recurrence assumptions and the explicit
formula (17).
3 Main results
Recall that the state space dimension is D = 1. We accept in this section that
solution of the SDE with any Markov strategy may be weak; however, we want it to
be unique in distribution, strong Markov and ergodic. All of these follow from [15]
and from the assumptions (A1) and (A2) (see [29] about ergodicity).
The exact RIA reads as follows. We start with some homogeneous Markov strat-
egy α0, which uniquely determines ρ0 = ρ
α0 ≡ 〈fα0, µα0〉 and v0 = vα0 . Next, for
any couple (v, ρ) : v ∈ ⋂p>1W 2p,loc, ρ ∈ R, define
F [v, ρ](x) := inf
u∈U
[Luv(x) + fu(x)− ρ] , F1[x, v′, ρ] := inf
u∈U
[bˆuv′ + fˆu − ρˆ](x),
where
au(x) =
1
2
(σu(x))2, bˆu(x) = bu(x)/au(x),
fˆu(x) = fu(x)/au(x), ρˆu(x) = ρ/au(x).
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Of course, due to the embedding theorems (cf. [17]), we may consider v and v′
continuous and absolutely continuous; however, the same cannot be applied directly
to v′′. Respectively, the function F [v, ρ](·) is defined by the formula above as a func-
tion of the class Lp,loc for any p > 1; in particular, it is Lebesgue measurable and as
such it is defined only a.e. x. Further, we may and will take a (any) Borel measurable
version of this Lebesgue measurable function (e.g., it follows from Luzin’s Theorem
[19]). It will be shown in the sequel that the function F1[x, v
′, ρ] is continuous in x
and locally Lipschitz in the two other variables.
The RIA – Reward Improvement Algorithm – suggests by induction that given
αn, ρn and vn, the next “improved” strategy αn+1 is defined as follows: for a.e. x
the function αn+1 is chosen so that
Lαn+1vn(x) + f
αn+1(x)− ρn = inf
u∈U
[Luvn(x) + f
u(x)− ρn] , (18)
which is equivalent to
Lαn+1vn(x) + f
αn+1(x) = inf
u∈U
[Luvn(x) + f
u(x)] =: G[vn](x),
and also to saying that
αn+1(x) ∈ Argminu∈U [Luvn(x) + fu(x)] .
We assume that a Borel measurable version of such strategy may be chosen; see the
reference in the Appendix. The value ρn+1 is then defined as
ρn+1 := 〈fαn+1 , µαn+1〉,
where in turn, µαn+1 is the (unique) invariant measure, which corresponds to the
strategy αn+1. Note that this definition does not depend on a particular choice of
Borel measurable versions of F and αn+1.
Also, recall that
vn(x) =
∫ ∞
0
Ex(f
αn(Xαnt )− ρn) dt,
and
vn+1(x) =
∫ ∞
0
Ex(f
αn+1(X
αn+1
t )− ρn+1) dt.
Theorem 1. Let the assumptions (A1) – (A5) be satisfied. Then:
1. For any n, ρn+1 ≤ ρn, and there is a limit ρn ↓ ρ˜.
2. The sequence (vn) is compact in C
1[−N,N ] for each N > 0, and there exists a
bounded sequence of constants βn such that there is a limit limn(vn(x) + βn) =: v˜(x).
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3. The couple (v˜, ρ˜) solves the equation (7).
4. This solution (v˜, ρ˜) is unique – up to an additive constant for v˜ – in the class
of functions growing no faster than some (any) polynomial and belonging to the class
W 2p,loc for any p > 0 for the first component and for ρ˜ ∈ R.
5. The component ρ˜ in the couple (v˜, ρ˜) coincides with ρ.
6. v˜′′ ∈ Liploc.
In the short presentation [1], beside the restrictive assumption f ∈ [0, 1], a sketch
of the proof was offered with some details explained just briefly; uniqueness of v˜
was not addressed. Here the full proof is given. Note that we never compare the
trajectories of two SDE solutions in one formula, so that there is no confusion about
a probability space, although the processes corresponding to different strategies may
be defined on different probability spaces.
Proof. 1. Due to (18) and (10), for almost every (a.e.) x ∈ R,
ρn = ρ
αn = 〈fαn, µαn〉 = Lαnvn(x) + fαn(x)
≥ inf
u
[Luvn(x) + f
u(x)] = Lαn+1vn(x) + f
αn+1(x)
and also for a.e. x ∈ R,
ρn+1 = L
αn+1vn+1(x) + f
αn+1(x)
So,
ρn − ρn+1
a.e.≥ (Lαn+1vn + fαn+1)(x)− (Lαn+1vn+1 + fαn+1)(x)
(19)
= (Lαn+1vn − Lαn+1vn+1)(x).
Now let us apply Ito – Krylov’s formula (see [14]) with expectations (also known
as Dynkin’s formula) to (vn − vn+1)(Xαn+1t ): we have for any x ∈ R,
Exvn(X
αn+1
t )− Exvn+1(Xαn+1t )− vn(x) + vn+1(x)
= Ex
∫ t
0
(Lαn+1vn − Lαn+1vn+1)(Xαn+1s ) ds
≤ Ex
∫ t
0
(ρn − ρn+1) ds = (ρn − ρn+1) t. (20)
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Why for any x: since the functions vn ∈ C due to the embedding theorems [17] as
Sobolev solutions of Poisson equations, and because Exvn(X
αn+1
t ) and Exvn+1(X
αn+1
t )
as functions of x for each t > 0 are both Ho¨lder continuous, being solutions of non-
degenerate parabolic equations [16]. We also used the fact that the distribution of
Xαn+1s for almost all s > 0 is absolutely continuous with respect to the Lebesgue
measure due to the non-degeneracy and by virtue of Krylov’s estimates [14]; due to
this reason and because vn, vn+1 ∈ C, the a.e. inequality (19) implies (20) for every
x. Further, since the left hand side in (20) is bounded for a fixed x by virtue of the
Lemma 1, we divide all terms of the latter inequality by t and let t→∞ to get,
0 ≤ ρn − ρn+1,
as required.
Hence, ρn ≥ ρn+1, so that ρn ↓ ρ˜ (since the sequence ρn is bounded for f ∈ K,
see (13) in the Lemma 2) with some ρ˜. Thus, the RIA does converge, although, so
far we do not know whether ρ˜ = ρ.
Note that clearly ρ˜ ≥ ρ, since ρ is the inf over all Markov strategies, while ρ˜ is
the inf over some countable subset (a sequence) of them. We shall see later that they
do coincide: ρ˜ = ρ.
Recall that now we want to show that there is a bounded sequence of real values
(non-random!) {βn} such that vn + βn → v˜, so that the couple (v˜, ρ˜) satisfies the
HJB equation (7), and that ρ˜ here is unique, as well as v˜ in some sense. In the
first instance we will do it for some subsequence nj ; eventually the convergence of
the whole sequence vn will follow from the uniqueness of the solution of Bellman’s
equation, although, it is not important for the proof of the Theorem.
2. Let us show local compactness of the family of functions (vn) in C
1.
Denote
G[vn](x) := inf
u∈U
(Luvn + f
u)(x) (= Lαn+1vn(x) + f
αn+1(x)).
Now, note that the equation (7) is equivalent to the following:
v′′(x) + inf
u∈U
[
b(u, x)
a(u, x)
v′(x) +
f(u, x)
a(u, x)
− ρ
a(u, x)
]
= 0, (21)
while the equation
Lαn+1vn+1(x) + f
αn+1(x)− ρn+1 a.e.= 0, (22)
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is equivalent to
v′′n+1(x) +
b(αn+1(x), x)
a(αn+1(x), x)
v′n+1(x) +
f(αn+1(x), (x))
a(αn+1(x), x)
− ρn+1
a(αn+1(x), x)
= 0.
According to the Lemma 1, the functions v′n+1 are uniformly locally bounded. Since
the sequence ρn+1 is bounded and due to the uniform local boundedness of the
functions f(αn+1(x), x) and uniform nondegeneracy of a, it follows that (v
′′
n) are
locally uniformly bounded and satisfy the uniform in n growth bounds similar to (9)
for the function itself and for its first derivative due to the equation (e.g., due to
(21)). This guarantees compactness of (vn) in C
1 locally.
3. Due to the compactness property showed in the previous step, from any infinite
sub-family of functions vn it is possible to choose a converging in C
1
loc subsequence.
We want to show that up to a constant the limit is unique. For this aim, first of all
we shall see in a minute that if some vnj(x) has a limit, say, v˜(x) (locally in C) then
vnj+1(x)+βnj has the same limit, where βn is some bounded sequence of real values.
(In fact, what will be established is a little bit more complicated but still enough for
our purposes.) We have,
Lαn+1vn+1(x) + f
αn+1(x)− ρn+1 a.e.= 0,
and
Lαn+1vn(x) + f
αn+1(x)− ρn =: −ψn+1(x)
a.e.≤ 0. (23)
Let us rewrite it as follows,
Lαn+1vn(x) + f
αn+1(x)− ρn + ψn+1(x) a.e.= 0.
In other words, the function vn solves the Poisson equation with the second order
operator Lαn+1 and the “right hand side” −(fαn+1(x) + ψn+1(x) − ρn). This is only
possible if the expression fαn+1(x) + ψn+1(x)− ρn is centered with respect to the in-
variant measure µn+1 because Poisson equations in the whole space have no solutions
for non-centered right hand sides (cf., e.g., [24]). This implies that
〈fαn+1(x) + ψn+1 − ρn, µn+1〉 = 0
So,
〈ψn+1, µn+1〉 = ρn − ρn+1. (24)
Now denote
wn(x) := vn(x)− vn+1(x).
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We have,
Lαn+1wn(x) + ψn+1(x)− (ρn − ρn+1) a.e.= 0.
So, there is a constant βn = 〈wn, µn+1〉 such that
wn(x)− βn =
∫ ∞
0
Ex(ψn+1(X
n+1
t )− (ρn − ρn+1)) dt. (25)
Let us show that for any N > 0,
∫ N
−N
ψ2n(x) dx→ 0, n→∞. (26)
First of all, note that all functions ψn and, hence, ψ
2
n are uniformly locally bounded
and may only grow polynomially fast,
(0 ≤ ) ψn(x) ≤ C(1 + |x|m), (27)
with some C,m the same for all values of n. which follows from the definition (23),
and the properties of derivatives v′n and v
′′
n, and from the Lemma 3, and due to
〈ψn+1, µn+1〉 = ρn − ρn+1 → 0, n→∞.
Now let us rewrite the equation (25) via a stationary version of our diffusion, say,
X˜n+1t :
wn(x)− βn =
∫ ∞
0
Ex(ψn+1(X
n+1
t )− Eµn+1(ψn+1(X˜n+1t )) dt.
(Note that if we knew that wn were centered with respect to the invariant measure
µn+1 then we would have βn = 0; however, the functions vn and vn+1 are both centered
with respect to two different measures, and this is the reason why their difference is
not just small, but small up to some additive constant; this very constant is denoted
by βn.) Using the coupling idea (cf., e.g., [28]), let us consider the independent
processes Xn+1t and X˜
n+1
t on the same probability space (just considering the product
space) and denote the moment of the first meeting
τ := inf(t ≥ 0 : Xn+1t = X˜n+1t ).
It is known (see [28]) that under our recurrence assumptions for any k > 0 there are
some constants Ck, m such that uniformly with respect to n,
Ex,µn+1τ
k ≤ Ck(1 + |x|m).
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Denote
Xˆn+1t := 1(t < τ)X
n+1
t + 1(t ≥ τ)X˜n+1t .
Since τ is a stopping time and because the couple (Xn+1t , X˜
n+1
t ) is strong Markov
(see [13]), the process (Xˆn+1t ) is also strong Markov equivalent to (X
n+1
t ). Therefore,
it is possible to rewrite,
wn(x)− βn =
∫ ∞
0
Ex,µ(ψn+1(Xˆ
n+1
t )− ψn+1(X˜n+1t )) dt.
Hence, using the fact that after τ the processes Xˆn+1t and X˜
n+1
t coincide, we obtain
wn(x)− βn =
∫ ∞
0
Ex,µ1(t < τ)(ψn+1(Xˆ
n+1
t )− ψn+1(X˜n+1t )) dt
=
∫ ∞
0
Ex,µ
∞∑
i=0
1(i ≤ τ < i+ 1)1(t < τ)(ψn+1(Xˆn+1t )− ψn+1(X˜n+1t )) dt
=
∞∑
i=0
Ex,µ
∫ ∞
0
1(i ≤ τ < i+ 1)1(t < τ)(ψn+1(Xˆn+1t )− ψn+1(X˜n+1t )) dt.
15
Thus, using Cauchy-Buniakovsky-Schwarz inequality and Fubini Theorem, we have,
|wn(x)− βn| ≤
∞∑
i=0
Ex,µ
∫ i+1
0
1(τ > i)|ψn+1(Xˆn+1t )− ψn+1(X˜n+1t )| dt
≤
∞∑
i=0
∫ i+1
0
Ex,µ1(τ > i)(|ψn+1(Xˆn+1t )|+ |ψn+1(X˜n+1t )|) dt
≤
∞∑
i=0
∫ i+1
0
(Ex,µ1(τ > i))
1/2(Ex,µ(|ψn+1(Xˆn+1t )|+ |ψn+1(X˜n+1t )|)2)1/2 dt
≤ 2
∞∑
i=0
(Ex,µ1(τ > i))
1/2
∫ i+1
0
(Ex,µ|ψn+1(Xˆn+1t )|2 + Ex,µ|ψn+1(X˜n+1t )|2)1/2 dt
≤ 2
∞∑
i=0
(Ex,µ1(τ > i))
1/2
∫ i+1
0
[(Ex,µ(ψn+1(Xˆ
n+1
t ))
2)1/2 + (Ex,µ(ψn+1(X˜
n+1
t ))
2)1/2] dt.
Now, let us take any ǫ > 0 and use the inequality
√
a ≤ ǫ
2
+
a
2ǫ
.
So,
∫ i+1
0
[(Ex,µ(ψn+1(Xˆ
n+1
t ))
2)1/2 + (Ex,µ(ψn+1(X˜
n+1
t ))
2)1/2] dt
≤ ǫ(i+ 1) + 1
2ǫ
∫ i+1
0
[Ex,µψ
2
n+1(Xˆ
n+1
t ) + Ex,µψ
2
n+1(X˜
n+1
t )] dt.
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Let us consider the stationary term. We have,
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+1(X˜
n+1
t ) dt+
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+1(Xˆ
n+1
t ) dt
=
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11[−N,N ](X˜
n+1
t ) dt+
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11R\[−N,N ](X˜
n+1
t ) dt
+
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11[−N,N ](Xˆ
n+1
t ) dt+
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11R\[−N,N ](Xˆ
n+1
t ) dt.
Given (27) and because any stationary measure integrates uniformly any power
function, let us find such N that uniformly with respect to n,
〈C(1 + |x|2m)1R\[−N,N ], µn+1〉 < ǫ2/2, (28)
which is possible due to the Lemmata 2 and 3, and also such that
N > ǫ−2.
Then choose n(ǫ) such that
sup
n≥n(ǫ)
∫
|x|≤N
ψ2n(x) dx < ǫ
2/2.
Then we estimate for n ≥ n(ǫ) due to Krylov’s estimate [14, 15],
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11[−N,N ](X˜
n+1
t ) dt
=
1
2ǫ
i∑
k=0
Ex
∫ k+1
k
ψ2n+11[−N,N ](X˜
n+1
t ) dt ≤
i+ 1
2ǫ
K‖ψ2n+11[−N,N ]‖L2 ≤
(i+ 1)Kǫ
2
.
Without any change this argument works for the non-stationary process as well: due
to Krylov’s estimate,
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11[−N,N ](Xˆ
n+1
t ) dt
=
1
2ǫ
i∑
k=0
E
∫ k+1
k
ψ2n+11[−N,N ](Xˆ
n+1
t ) dt ≤
i+ 1
2ǫ
K‖ψ2n+11[−N,N ]‖)L2 ≤
(i+ 1)Kǫ
2
.
Further,
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11R\[−N,N ](X˜
n+1
t ) dt ≤
i+ 1
2ǫ
× ǫ
2
2
=
(i+ 1)ǫ
4
.
Finally, using (16), we obtain with some m,
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11R\[−N,N ](Xˆ
n+1
t ) dt =
1
2ǫ
∫ i+1
0
Ex,µψ
2
n+11R\[−N,N ](X
n+1
t ) dt
≤ C i+ 1
2ǫ
(1 + |x|m)
N
≤ C(i+ 1)(1 + |x|m)ǫ.
Overall, this shows that with the appropriately chosen (uniformly bounded) con-
stants βn,
|wn(x)− βn| ≤ C(1 + |x|2m)ǫ
∞∑
i=0
(i+ 1)(Ex,µ1(τ > i))
1/2, n ≥ n(ǫ). (29)
By virtue of the results in [28], for any k > 0 there are C,m > 0 such that
Px,µ1(τ > i) ≤ C 1 + |x|
m
1 + ik
.
Therefore, taking any k > 1, we have that the series in (29) converges providing us
an estimate
|wn(x)− βn| ≤ C(1 + |x|3m)ǫ, n ≥ n(ǫ). (30)
In other words, since ǫ > 0 is arbitrarily small, the difference wn(x) − βn =
vn − vn+1 − βn is locally uniformly converging to zero as n→ ∞. Naturally, it also
implies that for any subsequence nj such that vnj converges locally uniformly in C
1
we have that v′nj and v
′
nj+1
may only converge to the same limit, i.e., derivatives
v′nj −v′nj+1 → 0 (locally uniformly) as j →∞. Indeed, otherwise we just integrate to
show that the limits of vnj and vnj+1 + βnj are different, which contradicts to what
was established earlier.
4. What we want to do now is to pass to the limit in the equation
Lαnj+1vnj+1(x) + f
αnj+1(x)− ρnj+1 a.e.= 0, as j →∞,
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along with
G[vnj ](x)− ρnj ≤ 0,
where (nj , j →∞) is any sequence such that vnj converges (locally uniformly) in C1.
From
G[vnj ](x)− ρnj = Lαnj+1vnj (x) + fαnj+1(x)− ρnj
(= inf
u∈U
[Luvnj (x) + f
u(x)− ρnj ]
a.e.≤ 0),
by subtracting zero a.e. (22), we obtain a.e.,
G[vnj ](x)− ρnj = Lαnj+1(vnj(x)− vnj+1(x))− (ρnj − ρnj+1). (31)
Now we want to show that
v˜′(x)− v˜′(r) +
∫ x
r
F1[s, v˜
′(s), ρ˜] ds = 0, (32)
which in turn implies by differentiation the equation equivalent to (7),
v˜′′(x) + F1[x, v˜
′, ρ˜](x) = 0, (33)
for any x, with the note that v˜′ is absolutely continuous.
Let us show that (31) indeed, implies (32). Note that G[vnj ](x)− ρnj ≤ 0 (a.e.).
Let us divide (31) by anj+1 = a
αnj+1 and use δ := infu,x a
u(x) > 0: we get a.e. with
some K > 0,
0 ≥ (G[vnj ](x)− ρn)
anj+1
= (v′′nj (x)− v′′nj+1(x)) + (bˆαnj+1(v′nj − v′nj+1))−
(ρnj − ρnj+1)
anj+1
≥ (v′′nj(x)− v′′nj+1(x))−
K
δ
|v′nj (x)− v′nj+1(x)| −
1
δ
(ρnj − ρnj+1). (34)
So, we have just shown that a.e.,
0 ≥ (v′′nj (x)− v′′nj+1(x))−
K
δ
|v′nj(x)− v′nj+1(x)| −
ρnj − ρnj+1
δ
. (35)
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The next trick is to note that again due to (34) and ρnj ≥ ρnj+1, and since δ ≤ a ≤ C,
0
a.e.≥ G[vnj ](x)− ρnj ≥ anj+1(v′′nj − v′′nj+1)(x)− C ′|v′nj − v′nj+1|(x)− (ρnj − ρnj+1),
which implies that with some C, c > 0,
0
a.e.≥ v′′nj + F1[v′nj , ρnj ] ≥ ((v′′nj − v′′nj+1)− C|v′nj − v′nj+1|)− c(ρnj − ρnj+1). (36)
Now, since v′nj is absolutely continuous, we can integrate (36) so as to get the fol-
lowing: for any (not a.e.!) x and r with x > r,
0 ≥ v′nj (x)− v′nj (r) +
∫ x
r
F1[s, v
′
nj
(s), ρnj ] ds
=
∫ x
r
(
v′′nj(x) + F1[s, v
′
nj
(s), ρnj ]
)
ds
≥
∫ x
r
((v′′nj − v′′nj+1)(s)− C|v′nj − v′nj+1|(s)− c(ρnj − ρnj+1)) ds (37)
= v′nj(x)− v′nj (r)− v′nj+1(x) + v′nj+1(r)
−C
∫ x
r
|v′nj − v′nj+1|(s)ds− c(x− r)(ρnj − ρnj+1).
As it was explained earlier, due to the compactness in C1, we may assume that
vnj → v˜, v′nj → v˜′
in C locally, for some v˜ ∈ C1, and also
v′nj+1 → v˜′, j →∞,
in the same sense. Note that v˜′ is absolutely continuous which follows from the
uniform local boundedness of v′′n. Therefore, it is possible to get to the limit in the
inequality (37) as j →∞: for any x > r,
0 ≥ v˜′(x)− v˜′(r) + lim
j→∞
∫ x
r
F1[s, v
′
nj
(s), ρnj ] ds ≥ 0,
since the right hand side in (37) clearly goes to zero.
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Here
F1[s, v
′
nj
(s), ρnj ] = inf
u
[
bu
au
v′nj (s) +
fu
au
(s)− ρnj
au
(s)
]
→ inf
u∈U
[
bu
au
v˜′(s) +
fu
au
(s)− ρn
au
(s)
]
= F1[s, v˜
′(s), ρ˜], j →∞.
So, from (37) we obtain the desired equation (32)
v˜′(x)− v˜′(r) +
∫ x
r
F1[s, v˜
′(s), ρ˜] ds = 0.
In turn, since F1[s, v˜
′(s), ρ˜] is continuous and absolutely continuous in s, it implies
v˜ ∈ C2, and by (well-defined) differentiation we get the equation (33) for every x ∈ R.
It will be shown in the sequel that actually the whole sequence vn converges up
to an additive constant sequence locally uniformly in C1 to one single limit, which
follows from the uniqueness of solution of Bellman’s equation. However, we will not
use this fact in our proof.
5. Local Lipschitz for v˜′′. Indeed, we have from (33) and (9),
|v˜′′(x)| = |F1[x, v˜′(x), ρ˜]| ≤ C(1 + |v˜′(x)|) ≤ C(1 + |x|).
Therefore, it follows from the Cauchy Mean Value Theorem that
|v˜′(x)− v˜′(x′)| ≤ C(1 + |x|m + |x′|m)|x− x′|.
So, due to Lipschitz condition on b, a in x and in virtue of the nondegeneracy of a,
|v˜′′(x)− v˜′′(x′)| = |F1[x, v˜′(x), ρ˜]− F1[x′, v˜′(x), ρ˜]|
= | inf
u
[bˆu(x)v˜′(x) + fˆu(x)− ρ˜
au(x)
]− inf
u
[bˆu(x′)v˜′(x′) + fˆu(x′)− ρ˜
au(x′)
]|
≤ sup
u
|bˆu(x)v˜′(x) + fˆu(x)− ρ˜
au(x)
− bˆu(x′)v˜′(x′)− fˆu(x′) + ρ˜
au(x′)
|
≤ C|v˜′(x)− v˜′(x′)| ≤ C(1 + |x|m + |x′|m)|x− x′|.
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The required local Lipschitz property of the function v˜′′ has been verified.
6. Uniqueness for ρ in (7). Suppose there are two solutions of the (HJB) equation,
v1, ρ1 and v2, ρ2 with a polynomial growth for vi:
inf
u∈U
(Luv1(x) + fu(x)− ρ1) = inf
u∈U
(Luv2(x) + fu(x)− ρ2) = 0.
Earlier it was shown that both v1 and v2 are classical solutions with locally Lips-
chitz second derivatives. Denote w(x) := v1(x) − v2(x) and consider two strategies
α1(x) ∈ Argmaxu∈U(Luw(x)) and α2(x) ∈ Argminu∈U(Luw(x)), and let X it be a
(weak) solution of the SDE corresponding to each strategy αi, i = 1, 2. Note that
due to the measurable choice arguments – see the Appendix – such Borel strate-
gies exist; corresponding weak solutions also exist and are weakly unique given the
strategies.
Let us denote
h1(x) := sup
u∈U
(Luw(x)− ρ1 + ρ2), h2(x) := inf
u∈U
(Luw(x)− ρ1 + ρ2).
Then,
h2(x) = infu∈U(L
uv1(x) + fu(x)− ρ1 − (Luv2(x) + fu(x)− ρ2))
≤ inf
u∈U
(Luv1(x) + fu(x)− ρ1)− inf
u∈U
(Luv2(x) + fu(x)− ρ2) = 0.
Similarly,
h1(x) = − infu(Lu(−v2)(x)− ρ2 + ρ1)
= − infu(Luv2(x) + fu(x) + ρ2 − (Luv1(x) + fu(x) + ρ1))
≥ − [infu(Luv2(x) + fu(x)− ρ2)− infu(Luv1(x) + fu(x)− ρ1)] = 0.
We have,
Lα2w(x) = h2(x)− ρ2 + ρ1,
and
Lα1w(x) = h1(x)− ρ2 + ρ1.
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Further, Ito’s (Dynkin’s) formula is applicable. So,
Exw(X
1
t )− w(x) = Ex
∫ t
0
Lα1w(X1s ) ds
= Ex
∫ t
0
h1(X
1
s ) ds+ (ρ
1 − ρ2) t
(h1≥0)≥ (ρ1 − ρ2) t.
Here the left hand side is bounded (x fixed) due to the Lemma 2, so, we obtain,
ρ1 − ρ2 ≤ 0.
Similarly, considering α2 we conclude that
Exw(X
2
t )− w(x) = Ex
∫ t
0
Lα2w(X2s ) ds
= Ex
∫ t
0
h2(X
2
s ) ds+ (ρ
1 − ρ2) t.
From here, due to the boundedness of the left hand side (Lemma 2) we get,
ρ2 − ρ1 = lim inf
t→0
(t−1Ex
∫ t
0
h2(X
2
s ) ds)
(h2≤0)≤ 0.
Thus, ρ1 − ρ2 ≥ 0 and eventually,
ρ1 = ρ2.
7. Why ρ = ρ˜? We have seen that for any initial strategy α0, the sequence ρn
converges monotonically decreasing to ρ˜, which is a unique component of solution of
the equation (7). Hence, given some (any) ǫ > 0, let us take any initial strategy α0
such that
ρ0 = ρ
α0 < ρ+ ǫ.
Then, clearly, the corresponding limit ρ˜ will satisfy the same inequality,
ρ˜ = lim
n→∞
ρn < ρ+ ǫ.
Due to uniqueness of ρ˜ as a component of solution of the equation (7) and since ǫ > 0
is arbitrary, we conclude that
ρ˜ ≤ ρ.
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But also ρ˜ ≥ ρ since ρ˜ is the infimum of the cost function values over a smaller –
just countable – family of strategies. So,
ρ˜ = ρ.
8. Uniqueness for V . Let us have another look at the earlier equations in the step
6, replacing ρ2 − ρ1 by zero as we already know that the second component in the
solution is unique:
Exw(X
1
t )− w(x) = Ex
∫ t
0
h1(X
1
s ) ds.
Clearly, h1 ≥ 0 with h1 6= 0 – i.e., with Λ(x : h1(x) > 0) > 0 – would imply that
〈h1, µ1〉 > 0, which contradicts to the zero left hand side (after division by t with
t→∞). So, we conclude that
h1 = 0, µ1 − a.s.
Since µ1 ∼ Λ, then by virtue of Krylov’s estimate we have, 0 ≤ Ex
∫ t
0
h1(X
1
s ) ds ≤
N‖h1‖L1 = 0. So, in fact,
Exw(X
1
t )− w(x) = 0. (38)
Further, from (38) and due to the last statement of the Lemma 2 it follows that
w(x) = lim
t→∞
Exw(X
1
t ) = 〈w, µ1〉.
Hence, w(x) is a constant. Recall that uniqueness of the first component V is stated
up to a constant, and it was just established that
v1(x)− v2(x) = const.
9. Returning to the second statement of the Theorem, note that due to uniqueness of
solution of the HJB equation, convergence of the whole sequence (vn) up to additive
constants depending only on n is to the unique limit v.
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4 Appendix: on a measurable choice
For the reader’s convenience we repeat the arguments from [1] concerning the mea-
surable choice here. In the presentation of RIA (explained in the beginning of the
section 3) we have assumed existence of a Borel measurable version of such a strategy
to be chosen which maximizes some function for a fixed x. In our case existence of
such a Borel strategy follows from Stschegolkow’s (Shchegolkov’s) theorem [27] (see
also [18, Satz 39], or [7, Theorem 1]), which Theorem states that if any section of
a (nonempty) Borel set E in the direct product of two complete separable metric
spaces is sigma-compact (i.e., equals a countable sum of closed bounded sets) then
a Borel selection belonging to this set E exists.
In our case we have, F [v, ρ](x) = infu∈U [L
uv(x) + fu(x)− ρ]; denote χ(u, x) :=
Luv(x) + fu(x)− ρ, and χ¯(x) := F [v, ρ](x). Then let E = {(u, x) : χ(u, x) = χ¯(x)}.
This set is nonempty because the minima here are attained for each x. Its section
for any x ∈ R is Ex := {u : χ(u, x) = χ¯(x)}. Any such section is nonempty and
closed and, hence, Borel. Indeed, if Ex ∋ un → u, n → ∞, then χ(un, x) → χ(u, x)
due to continuity of χ(·, x).
Also, the whole set E itself is Borel, too. To show this, take any ǫ > 0 and denote
E(ǫ) := {(u, x) : χ(u, x)− χ¯(x) < ǫ}.
This set is Borel because the functions χ(u, x) and χ¯(x} are: the latter one since
the minimum in minu χ(u, x) can be taken over some countable dense subset of U .
Also, recall that we always choose a Borel version of the second derivative v′′n. Then
it remains to note that
E =
∞⋂
k=1
E(1/k),
so that E is also Borel.
Thus, Stschegolkow’s theorem is applicable in our case and, hence, Borel mea-
surable improved strategy αn+1 in the induction step of the RIA does exist for each
step n. By the same reason Borel strategies α1 and α2 exist in the steps 6 and 8.
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