IA (~, ~,p)l < ~lpl ~-~ + bill ~-~ +
provided the integrand obeys certain natural conditions (of. [2] ). In the case of quadratic variational problems, for example, Theorem 1 implies that the order of growth at a positive isolated singularity is r 2-" or log I/r, depending on whether n>2 or n=2. Earlier results of a similar nature are noted in the introductory paragraphs of [1] .
Theorem 1 is proved in the following two sections. In contrast with the simple statement of the theorem, the intricacy of the proof comes as something of a surprise, lending its own interest to the result. The method of proof furthermore shows that a solution with a positive isolated singularity has certain of the attributes of a /undamental solution (cf. Theorem 3). In Section 4 we show under suitable conditions that there exists a solution of (1) with precisely the asymptotic behavior (3) . This result is a generalization of Theorem 13 of [1] , both in the equation treated and in the weaker structure required. For linear equations
~x, O ( OUvx, )
OUc, x, a,j:--+ btu + e, = + du +/ (4) it is possible to obtain somewhat more detailed conclusions. In Section 5 we consider two results generalizing Theorems 14 and 15 of reference [1] . Although we shall not present the details here, it is also worth noting that the results of the paper may be used to construct a Green's function G(x,y) for (4), having the usual properties of positivity and symmetry, and yelding a representation formula for solutions of the Diriehlet problem with zero boundary data.
The final section of the paper is more or ~ .... ~|~r to the earlier part. Here we take the opportunity to correct an error in [1] occurring fia tJa~: ~t and proof of the maximum principle. We also point out several places in [1] where the results can be slightly improved.
It is assumed throughout that the reader is familiar with Chapters I and II of [1] . Moreover, the notation and terminology of that paper will be used as needed.
In particular, we recall that a continuous solution of (1) in a domain D is a function u which is continuous and has strong derivatives which are locally of class L~ over D, and is such that ~(r +r =0 A dx for any continously differentiable function ~b =~(x) with compact support in D.
Proof of Theorem First Part
We shall assume that the singularity at 0 is not removable. To prove the theorem it must therefore be shown that u has the asymptotic behavior (3)in the neighborhood of the origin. We shall restrict our discussion, in fact, to the ban s = {]xl < R} in D, where R is chosen so that the Lebesgue norms [Ibll, IIcI[, and I[dII over S are suitably small (how small will be determined in the course of th~ l~a~, la~t~ in any case will depend only on ~, n, and e). It may be assumed without less of generality that u < 0 on the circumference Ix/= R; indeed, if this is not already the case, it can be accomplished simply by the subtraction of a suitable constant from u, a device which affects the structure of (1) only by increasing the relatively unimportant coefficients e,/, and g. 
The second term on the right may be estimated by the H61der and Sobolev inequalities, thus (1) f~=d~ < I1~11~ II~ll:. < Co~t. Ildll. I1~=11:.
/x
The radius R introduced at the beginning of the proof can be chosen so small that the coefficient of Hv:}l~ is ~<~. Hence by (6) and (7) (1) This calcnlation is given for the case ~ < n. If ~ = n only slight changes are necessary.
V,
where C is an appropriate constant. Moreover, by Lemmas 9 and 10 of [1] , since v=--m for Ix 1~<o.
[n o~\ ~-1
Inequalities (8) and (9) serve to estimate the first term on the right hand side of (5) [ (log R/a) n-~, ot = n.
Since m~> 1 we obtain finally Proof. By the Harnaek principle (cf. Theorem 7 of [1] , and the corresponding remark in Section 6 of this paper) it is clear that for any fixed o less than %/4 one has (1) Wo shall frequently writo Sba instead of Sa<r<b. To complete the proof for the case ~< n, we observe that for some appropriate constant, and the required conclusion follows exactly as before.
This proves the lemma.
We may now return to inequality {12). Since B(a)is uniformly bounded, (12) implies
valid for any a <. ao. In the next section we shall complete the proof of Theorem 1
by showing that a certain reverse inequality is also valid.
Completion of the woof
We begin with a result analogous to Lemma 1 of the preceding section. 
valid for a<~ao. This should be compared with (11) in Section 1.
(1) Cf. (8). We assume ~ < n for simplicity here.
On the basis of (21) we assert that for some appropriate constant A ~> l,
re ( By application of the Harnaek principle, we have for any point x in this set,
provided 0 is chosen appropriately large (note that (17) was used at the second step in this chain of inequalities). It follows that the set S~ is contained in the union of the sets {0 < < o}, {0 < Ixl < 0 and {0.0/2 < < R}.
Since m-->c~ as a->0, there will be no points of S~ in the last of these sets when is small enough, say 0"~< %. By making ~1 even smaller, if necessary, the first set is contained in the second. In summary, then, if ~1 is chosen appropriately small, the set S 3 will be contained in {0<lxl<00" 1-~} whenever ~<~1. Thus for o~<~ 1, making use of Lemma 2, Substitution into (21) yields m ~ ~< Const. (m a ~-n +m-t) + a~-n).
Hence after a short calculation (cf. Lemma 2 of
(cf. the footnote below), the assertion follows for a~<al .
For a>a I it is clear that (22) holds for some constant A, whence in all cases (22) is verified. 
since V~ = ux almost everywhere in A and Vz = 0 almost everywhere in the complement of A. Supposing that R is suitably smaU, (25) implies
Substituting this into (24), and then using (2), yields
).
where B(0)= $2 IB(~, u, uz)ld~. We assert that 
By a similar calculation, which may be omitted here, we find also
M>~K"logR/a if a=n. (29')
The required asymptotic behavior of u is a consequence of inequalities (17) valid for all suitably small a. Thus (3) holds in a neighborhood of the origin, when < n. The result for a = n is obtained in the same way, and Theorem 1 is completed.
Further results
The conclusion of Theorem 1 may be augmented by several further results concerning the behavior of a solution in the neighborhood of a positive isolated singu.
larity. The required conclusion then follows from (17).
T~EOREM 2. Under the hypotheses o/ Theorem 1, i/ the singularity at 0 is not removable, then ]or all su]]iciently small values o] a.

COROLLARY 1. We have us e L~_~ (S), (S = {]~1 < R}), (30) where 0 = n(o~ -1)/(n-1) and O is any positive number. Moreover, i/0 > 1 (i.e. i/ a > 2 -1/n) then u e W~-o (S).
Proo[. By HSlder's inequality and Theorem 2
[u~F~d~ < Const..~(log 1/.) "-~, ~ = n.
Thus by the argument at the close of Lemma 2, lull ~ is integrable over S, and (30) is proved. 
Cu=)
Thus u E WI_o (S). (In fact, we have shown that u is in W~-6 over any proper subdomain of D.)
The following result should be compared with Lemma 2. Thus letting a-->0 in (33) we obtain (32), and the proof is complete.
Remark. Theorem 3 shows that every solution of (1) with a positive isolated singularity has the attributes of a fundamental solution, as in the case of linear equations.
Existence of solutions with isolated singularities
The very light hypotheses required for the proof of Theorem 1 do not seem strong enough to imply the general existence of solutions with isolated singularities. Accord- These conditions should be compared with the corresponding, but stronger, conditions imposed in [1] .
A general discussion of these properties is beyond the scope of the paper. We may remark, however, that P1 is satisfied for a wide variety of equations (including linear equations), provided that the domains in questions are suitably small. We believe, moreover, that P2 is a consequence of the general structure of (1). Since a proof of this apparently involves an effort at least comparable to that of the preceding sections of the paper, we shall rest content here with imposing P2 as an additional assumption on (1). 
T~oa~M 4. Let continuous data y~(x) be assigned on the boundary o/ a smooth domain D, it being assumed that D is small enouqh so that P1 and t)2 are valid, and also so that the maximum principle (Theorem 8) holds. Let 0 be a point o/ D. Then there exists a ]amily o[ aolutions G = G(x) in D-
Linear equations
The results of the preceding sections can be sharpened somewhat in case (1) is linear, that is, of the form
Here it is assumed that the coefficients a~j (x) are bounded measurable functions satis- Under these assumptions it follows from Theorem 8 that both u and G are nonnegative in D. The proof of Theorem 5, reference [4] , can now be taken over almost word for word (and indeed even simplifies a bit).
Remark. In view of Theorem 5, the family of solutions given by Theorem 4 is unique and depends continuously on a single multiplicative parameter.
The following result is a slight generalization of Theorem 5 in that the existence of a solution G is not required. 3. In the same way, Theorem 8 of [1] is not stated in as sharp a form as could be desired. The following version is preferable. 
