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1. Introduction and preliminaries
In 1980, BogdanRzepecki [1], introduced a generalizedmetric dE on a setX in away that dE : X×X → Swhere E is Banach
space and S is a normal cone with partial order . In that paper, the author generalized the fixed point theorems of Maia
type. Seven years later, Shy-Der Lin [2] considered the notion of K -metric spaces by replacing real numbers with cone K in
the metric function, that is, d : X × X → K . In that manuscript, some results of Khan and Imdad [3] on fixed point theorems
were considered for K -metric spaces. In 2007, Huang and Zhang [4] announced the notion of cone metric spaces (CMSs) by
replacing real numbers with an ordering Banach space. In that paper, they also discussed some properties of convergence of
sequences and proved the fixed point theorems of contractivemapping for conemetric spaces: anymapping T of a complete
cone metric space X into itself that satisfies, for some 0 ≤ k < 1, the inequality
d(Tx, Ty) ≤ kd(x, y) (1)
for all x, y ∈ X , has a unique fixed point. In this manuscript, some results of Lakshmikantham and Ćirić in [5], are extended
to the class of cone metric spaces.
Recently, many results on fixed point theorems have been extended to cone metric spaces (see e.g. [4,6–12]). In [4], the
authors extend these results to cone metric spaces over regular cones. In this article, some of the results will be proved in
metric spaces over normal cones without regularity.
Throughout this paper E stands for real Banach space. Let P := PE always be a closed subset of E. The set P is called a cone
if the following conditions are satisfied:
(C1) P 6= ∅,
(C2) ax+ by ∈ P for all x, y ∈ P and non-negative real numbers a, b,
(C3) P ∩ (−P) = {0} and P 6= {0}.
For a given cone P , one can define a partial ordering (denoted by ≤ or≤P ) with respect to P by x ≤ y if and only if y− x ∈ P .
The notation x < y indicates that x ≤ y and x 6= y, while x ywill show y− x ∈ int P , where int P denotes the interior of
P . It can be easily shown that int P + int P ⊂ int P and λ(int P) ⊂ int P where 0 < λ ∈ R. Throughout this manuscript, we
assume that int P 6= ∅.
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The cone P is called
(N) normal if there is a number K ≥ 1 such that for all x, y ∈ E:
0 ≤ x ≤ y⇒ ‖x‖ ≤ K‖y‖. (2)
(R) regular if every increasing sequence which is bounded from above is convergent. That is, if {xn}n≥1 is a sequence such
that x1 ≤ x2 ≤ · · · ≤ y for some y ∈ E, then there is x ∈ E such that limn→∞ ‖xn − x‖ = 0.
In (N), the least positive integer K satisfying the Eq. (2) is called the normal constant of a cone P . Note that, in [4,6], normal
constant K is considered a positive real number, (K > 0), although it is proved that there is no normal cone for K < 1
in [6, Lemma 2.1].
Lemma 1. (i) Every regular cone is normal.
(ii) For each k > 1, there is a normal cone with normal constant K > k.
(iii) The cone P is regular if every decreasing sequence which is bounded from below is convergent.
Proof of (i) and (ii) are given in [6] and the last one follows from the definition.
Definition 2. Let X be non-empty set. Suppose the mapping d : X × X → E satisfies:
(M1) 0 ≤ d(x, y) for all x, y ∈ X ,
(M2) d(x, y) = 0 if and only if x = y,
(M3) d(x, y) ≤ d(x, z)+ d(z, y), for all x, y ∈ X .
(M4) d(x, y) = d(y, x) for all x, y ∈ X
then d is called cone metric on X , and the pair (X, d) is called a cone metric space (CMS).
Example 3 (See [12]). Let E = R3 and P = {(x, y, z) ∈ E : x, y, z ≥ 0} and X = R. Define d : X × X → E by
d(x, x˜) = (α|x − x˜|, β|x − x˜|, γ |x − x˜|), where α, β, γ are positive constants. Then (X, d) is a CMS. Note that the cone
P is normal with the normal constant K = 1.
Definition 4. Let (X, d) be a CMS, x ∈ X and {xn}n≥1 a sequence in X . Then
(i) {xn}n≥1 converges to x whenever for every c ∈ E with 0  c there is a natural number N such that d(xn, x)  c for all
n ≥ N . It is denoted by limn→∞ xn = x or xn → x.
(ii) {xn}n≥1 is a Cauchy sequencewhenever for every c ∈ E with 0 c there is a natural number N such that d(xn, xm) c
for all n,m ≥ N .
(iii) (X, d) is a complete cone metric space if every Cauchy sequence is convergent.
Lemma 5 (See [4]). Let (X, d) be a CMS, P be a normal cone with normal constant K , and {xn} be a sequence in X. Then,
(i) the sequence {xn} converges to x if and only if d(xn, x)→ 0 (or equivalently ‖d(xn, x)‖ → 0),
(ii) the sequence {xn} Cauchy if and only if d(xn, xm)→ 0 (or equivalently ‖d(xn, xm)‖ → 0).
(iii) the sequence {xn} (respectively, {yn}) converges to x (respectively, y) then d(xn, yn)→ d(x, y).
2. Couple fixed theorems on cone metric spaces
Let (X, d) be a CMS and X2 := X × X . Then the mapping ρ := X2 × X2 :→ E such that ρ((x1, y1), (x2, y2)) :=
d(x1, x2)+d(y1, y2) forms a conemetric on X2. A sequence ({xn}, {yn}) ∈ X2 is said to be a double sequence of X . A sequence
({xn}, {yn}) ∈ X2 is convergent to (x, y) ∈ X2 if for every c ∈ int(P), there exists a natural number M > 0 such that
ρ((xn, yn), (x, y)) c for all n > M .
Lemma 6. Let zn = (xn, yn) ∈ X2 and z = (x, y) ∈ X2. Then, zn → z if and only if xn → x and yn → y.
Proof. Suppose zn → z. Thus, for any c ∈ int(P), there existM > 0 such that ρ((xn, yn), (x, y)) = d(xn, x)+ d(yn, y)  c
for all n > M . Hence, d(xn, x) c and d(yn, y) c for all n > M , that is, xn → x and yn → y.
Conversely, assume xn → x and yn → y. Thus, for any c ∈ int(P), there existM0,M1 > 0 such that d(xn, x)  c2 for all
n > M0, and also d(yn, y)  c2 for all n > M1. Hence, ρ((xn, yn), (x, y)) = d(xn, x) + d(yn, y)  c for all n > M , where
M := max{M0,M1}. 
Definition 7. Let (X, d) be a CMS. A function f : X → X is said be sequentially continuous if d(xn, x) → 0 implies that
d(f (xn), f (x)) → 0. Analogously, A function F : X × X :→ X is sequentially continuous if ρ((xn, yn), (x, y)) → 0 implies
that d(F(xn, yn), F(x, y))→ 0.
Lemma 8 (See [9]). Let (X, d) be a CMS. Then f : (X, d)→ (X, d) is continuous if and only if f is sequentially continuous.
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Definition 9 (See [13]). Let (X,) be partially ordered set and F : X × X → X . F is said to have mixed monotone property
if F(x, y) is monotone non-decreasing in x and is monotone non-increasing in y, that is, for any x, y ∈ X ,
x1  x2 ⇒ F(x1, y)  F(x2, y), for x1, x2 ∈ X, and
y1  y2 ⇒ F(x, y2)  F(x, y1), for y1, y2 ∈ X .
Note that this definition coincides with the notion of mixed monotone function on R2 where represents usual total order
≤ in R2.
Definition 10 (See [13]). An element (x, y) ∈ X × X is said to be a couple fixed point of the mapping F : X × X → X if
F(x, y) = x and F(y, x) = y.
Throughout this paper, let (X,) be partially ordered set and d be a cone metric on X such that (X, d) is a complete CMS
over the normal cone P with the normal constant K . Further, the product spaces X × X satisfy the following:
(u, v)  (x, y)⇔ u  x, y  v; for all (x, y), (u, v) ∈ X × X . (3)
The following two results of Bhaskar and Lakshmikantham in [13] were extended to class of cone metric spaces in [14]:
Theorem 11. Let F : X × X → X be a continuous mapping having the mixed monotone property on X. Assume that there exists
a k ∈ [0, 1) with
d(F(x, y), F(u, v)) ≤ k
2
[d(x, u)+ d(y, v)] , for all u  x, y  v. (4)
If there exists x0, y0 ∈ X such that x0  F(x0, y0) and F(y0, x0)  y0, then, there exists x, y ∈ X such that x = F(x, y) and
y = F(y, x).
Theorem 12. Let F : X × X → X be a mapping having the mixed monotone property on X. Suppose that X has the following
properties:
(i) if a non-decreasing sequence {xn} → x, then xn  x, ∀n;
(ii) if a non-increasing sequence {yn} → y, then y  yn, ∀n.
Assume that there exists a k ∈ [0, 1) with
d(F(x, y), F(u, v)) ≤ k
2
[d(x, u)+ d(y, v)] , for all u  x, y  v. (5)
If there exists x0, y0 ∈ X such that x0  F(x0, y0) and F(y0, x0)  y0, then, there exists x, y ∈ X such that x = F(x, y) and
y = F(y, x).
Inspired by Definition 9, the following concept of a g-mixed monotone mapping introduced by Lakshmikantham and
Ćirić [5].
Definition 13. Let (X,) be partially ordered set and F : X × X → X and g : X → X . F is said to have mixed g-monotone
property if F(x, y) is monotone g-non-decreasing in x and is monotone g-non-increasing in y, that is, for any x, y ∈ X ,
g(x1)  g(x2)⇒ F(x1, y)  F(x2, y), for x1, x2 ∈ X, and (6)
g(y1)  g(y2)⇒ F(x, y2)  F(x, y1), for y1, y2 ∈ X . (7)
It is clear that Definition 13 reduces to Definition 9 when g is the identity.
Definition 14. An element (x, y) ∈ X × X is called a couple point of a mapping F : X × X → X and g : X → X if
F(x, y) = g(x), F(y, x) = g(y).
Definition 15. Let F : X × X → X and g : X → X where X 6= ∅. The mappings F and g are said to commute if
g(F(x, y)) = F(g(x), g(y)), for all x, y ∈ X .
Theorem 16. Let (X,) be partially ordered set and (X, d) be a complete CMS and also F : X × X → X and g : X → X where
X 6= ∅. Suppose that F has the mixed g-monotone property and that there exists a k ∈ [0, 1) with
d(F(x, y), F(u, v)) ≤ k
2
[
d(g(x), g(u))+ d(g(y), g(v))
2
]
(8)
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for all x, y, u, v ∈ X for which g(x)  g(u) and g(v)  g(y). Suppose F(X × X) ⊂ g(X), g is sequentially continuous and
commutes with F and also suppose either F is continuous or X has the following property:
if a non-decreasing sequence {xn} → x, then xn  x, for all n, (9)
if a non-increasing sequence {yn} → y, then y  yn, for all n. (10)
If there exist x0, y0 ∈ X such that g(x0)  F(x0, y0) and g(y0)  F(y0, x0), then there exist x, y ∈ X such that g(x) = F(x, y)
and g(y) = F(y, x), that is, F and g have a couple coincidence.
Proof. Let x0, y0 ∈ X with g(x0)  F(x0, y0) and F(y0, x0)  g(y0). Regarding F(X × X) ⊂ g(X), one can find x1, y1 ∈ X
in a way that g(x1) = F(x0, y0) and F(y0, x0) = g(y1). Repeating the same arguments yields that g(x2) = F(x1, y1) and
F(y1, x1) = g(y2). Continuing this process, one can observe the constructive sequences {xn} and {yn} in X that satisfy
g(xn+1) = F(xn, yn) and F(yn, xn) = g(yn+1) for all n ≥ 0. (11)
It is asserted that for all n ≥ 0,
g(x)  g(xn+1), (12)
g(yn+1)  g(yn). (13)
The inequalities (12) and (13) follow from mathematical induction. Indeed, since g(x0)  F(x0, y0), F(y0, x0)  g(y0) and
g(x1) = F(x0, y0), F(y0, x0) = g(y1), then g(x0)  g(x1) and g(x1)  g(y0). That is, the inequalities (12) and (13) holds for
n = 0. Suppose that the inequalities (12) and (13) holds for fixed n ≥ 0. Taking account of (6) and (11) and the assumption
g(x)  g(xn+1) and g(yn+1)  g(yn), the mixed g-monotone property of F implies
g(xn+1) = F(xn, yn)  F(xn+1, yn), and F(yn+1, xn)  F(yn, xn) = g(yn+1) (14)
and considering (7) and (11) yield that
F(xn+1, yn)  F(xn+1, yn+1) = g(xn+2),
g(yn+2) = F(yn+1, xn+1)  F(yn+1, xn). (15)
The desired results g(xn+1)  g(xn+2) and g(yn+2)  g(yn+1) are direct consequence of (14) and (15).
The desired results g(xn+1)  g(xn+2) and g(yn+2)  g(yn+1) are direct consequence of (14) and (15). Thus, (12) and
(13) hold for all n ≥ 0, that is,
g(x0)  g(x1)  g(x2)  · · ·  g(xn)  g(xn+1)  · · · (16)
· · ·  g(yn+1)  g(yn)  · · ·  g(y2)  g(y1)  g(y0). (17)
Main part of this constructive proof is to show the sequences {g(xn)} and {g(yn)} are Cauchy. Claim, for k ∈ [0, 1),
d(g(xn), g(xn+1))+ d(g(yn), g(yn+1)) ≤ k[d(g(xn−1), g(xn))+ d(g(yn−1), g(yn))]. (18)
Regarding (8), one can observe
d(g(xn), g(xn+1)) = d(F(xn−1, yn−1), F(xn, yn))
≤ k
2
[d(g(xn−1), g(xn))+ d(g(yn−1), g(yn))]. (19)
Analogously,
d(g(yn), g(yn+1)) = d(F(yn−1, xn−1), F(yn, xn))
≤ k
2
[d(g(yn−1), g(yn))+ d(g(xn−1), g(xn))]. (20)
The assertion (18) follows from (19) and (20). By simple calculations, one can observe
d(g(xn), g(xn+1))+ d(g(yn), g(yn+1)) ≤ kn[d(g(x0), g(x1))+ d(g(y0), g(y1))]. (21)
For n > m, regarding triangle inequality and (21), one can obtain
d(g(xn), g(xm))+ d(g(yn), g(ym))
≤ d(g(xn), g(xn−1))+ d(g(yn), g(yn−1))+ · · · + d(g(xm), g(xm+1))+ d(g(ym), g(ym+1))
≤ (kn−1 + kn−1 + · · · + km)[d(g(x0), g(x1))+ d(g(y0), g(y1))]
≤ k
m
1− k [d(g(x0), g(x1))+ d(g(y0), g(y1))]. (22)
Let 0  c be given. Choose a natural number M such that km1−k [d(g(x0), g(x1)) + d(g(y0), g(y1))]  c for all m > M .
Thus, d(g(xn), g(xm))+ d(g(yn), g(ym)) c for n > m. Therefore, the sequences {g(xn)} and {g(yn)} are Cauchy.
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Since X is complete, these sequences have limits. Thus, there exists x, y ∈ X such that
lim
n→∞ g(xn) = x and limn→∞ g(yn) = y. (23)
By continuity of g and (58), one can get
lim
n→∞ g(g(xn)) = g(x) and limn→∞ g(g(yn)) = g(y). (24)
Due to (11), the commutativity of F and g imply
g(g(xn+1)) = g(F(xn, yn)) = F(g(xn), g(yn)), (25)
g(g(yn+1)) = g(F(yn, xn)) = F(g(yn), g(xn)). (26)
Now, to finalize proof, it is sufficient to show that
F(x, y) = g(x) and F(y, x) = g(y).
Consider the first case: Let F be continuous. Taking the limit as n→∞ in (25) and (26), by (23) and (24), and continuity of
F yield that
g(x) = lim
n→∞ g(g(xn+1)) = limn→∞ F(g(xn), g(yn)) = F
(
lim
n→∞ g(xn), limn→∞ g(yn)
)
= F(x, y)
g(y) = lim
n→∞ g(g(yn+1)) = limn→∞ F(g(yn), g(xn)) = F
(
lim
n→∞ g(yn), limn→∞ g(xn)
)
= F(y, x)
which conclude the result for the first case.
Now, suppose that (9) and (10) hold. Since g(xn)→ x, g(yn)→ y, then by (9) and (10), one can conclude g(xn)  x and
y  g(yn) for all n. Thus, by triangle inequality, (25), (26) and (8),
d(g(x), F(x, y)) ≤ d(g(x), g(g(xn+1)))+ d(g(g(xn+1)), F(x, y))
= d(g(x), g(g(xn+1)))+ d(F(g(xn), g(yn)), F(x, y))
≤ d
(
g(x), g(g(xn+1))+ k2 [d(g(g(xn)), g(x))+ d(g(g(yn)), g(y))]
)
.
Hence, take the limit of both sides as n → ∞, and Lemma 5 imply that d(g(x), F(x, y)) ≤ 0. Hence, g(x) = F(x, y). In
analogous way, g(y) = F(y, x) is observed. 
Regarding (3), the uniqueness theorem of a couple fixed point can be considered:
Theorem 17. Under the hypothesis of Theorem 16, suppose that for every (x, y), (x∗, y∗) ∈ X × X, there exists a couple
(u, v) ∈ X × X such that (F(u, v), F(v, u)) is comparable to (F(x, y), F(y, x)) and (F(x∗, y∗), F(y∗, x∗)). Then F and g have
a unique coupled common fixed point, that is, there exist a unique (x, y) ∈ X × X such that
x = g(x) = F(x, y), and y = g(y) = F(y, x). (27)
Proof. Existence of the set of coupled coincidence points is due to Theorem 16. Let (x, y), (x∗, y∗) ∈ X × X be the coupled
coincidence points, that is, g(x) = F(x, y), g(y) = F(y, x) and g(x∗) = F(x∗, y∗), g(y∗) = F(y∗, x∗).
By assumption, exists a couple (u, v) ∈ X × X such that (F(u, v), F(v, u)) is comparable to (F(x, y), F(y, x)) and
(F(x∗, y∗), F(y∗, x∗)). Set u0 := u, v0 := v and choose u1, v1 ∈ X in a way that g(u1) = F(u0, v0), g(v1) = F(v0, u0).
As in the proof of Theorem 16, one can inductively construct the sequences {g(un)} and {g(vn)} in a way that g(un+1) =
F(un, vn), g(vn+1) = F(vn, un). Analogously, we can construct the sequences {g(xn)}, {g(yn)}{g(x∗n)} and {g(y∗n)}:
x0 := x⇒ g(xn+1) = F(xn, yn)
y0 := y⇒ g(yn+1) = F(yn, xn)
x∗0 := x∗ ⇒ g(x∗n+1) = F(x∗n, y∗n)
y∗0 := y∗ ⇒ g(y∗n+1) = F(y∗n, x∗n).
Since (g(x), g(y)) = (F(x, y), F(y, x)) = (g(x1), g(y1)) and (F(u, v), F(v, u)) = (g(u1), g(v1)) are comparable, then
g(x)  g(u1) and g(v1)  g(y). By simple calculations, one can conclude that (g(x), g(y)) and (g(u1), g(v1)) are comparable,
that is, g(x)  g(un) and g(vn)  g(y), for n ≥ 1.
By (8),
d(g(x), g(un+1)) = d(F(x, y), F(un, vn)) ≤ k2 [d(g(x), g(un))+ d(g(y), d(vn))],
d(g(y), g(vn+1)) = d(F(y, x), F(vn, un)) ≤ k2 [d(g(y), d(vn))+ d(g(x), g(un))],
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which imply that
d(g(x), g(un+1))+ d(g(y), g(vn+1)) ≤ k[d(g(x), g(un))+ d(g(y), d(vn))].
Thus,
d(g(x), g(un+1))+ d(g(y), g(vn+1)) ≤ kn[d(g(x), g(u1))+ d(g(y), d(v1))].
Let 0  c be given. Choose a natural number M such that kn[d(g(x), g(u1)) + d(g(y), d(v1))]  c for all n > M . Thus,
d(g(x), g(un+1)) + d(g(y), g(vn+1))  c for n > M . By regarding Lemma 5 ‖d(g(x), g(un+1)) + d(g(y), g(vn+1))‖ → 0
which is equivalent to saying that
lim
n→∞ d(g(x), g(un+1)) = 0 and limn→∞ d(g(y), g(vn+1)) = 0. (28)
Analogously, one can obtain
lim
n→∞ d(g(x
∗), g(un+1)) = 0 and lim
n→∞ d(g(y
∗), g(vn+1)) = 0. (29)
Due to (28), (29) and triangle inequality
d(g(x), g(x∗)) ≤ d(g(x), g(un+1))+ d(g(un+1), g(x∗))→ 0 as n→∞,
d(g(y), g(y∗)) ≤ d(g(y), g(vn+1))+ d(g(vn+1), g(y∗))→ 0 as n→∞.
Thus,
g(x) = g(x∗) and g(y) = g(y∗). (30)
Taking account of commutativity of F and g with g(x) = F(x, y) and g(y) = F(y, x), one can get
g(g(x)) = g(F(x, y)) = F(g(x), g(y))
g(g(y)) = g(F(y, x)) = F(g(y), g(x)). (31)
Letting t := g(x) and s := g(y), the Eq. (31) turns into
g(t) = F(t, s) and g(s) = F(s, t) (32)
that means (t, s) is a coupled coincidence point. But, it is proved in (31) that, couple coincidence point, under the map g , are
equal. That is, g(x) = g(t) and g(y) = g(s), where t = x∗ and s = y∗ is taken. Since, t = g(x) and s = g(y), then
g(t) = t and g(s) = s. (33)
Thus, by (32) and (33), the desired result is observed, that is, t = g(t) = F(t, s) and s = g(s) = F(s, t). So, (t, s) is a coupled
common fixed point of F and g . Uniqueness follows from (30). Indeed, for another coupled common fixed point (t¯, s¯) of F
and g , (30) yields that t˜ = g(t˜) = g(t) = t and s˜ = g(s˜) = g(s) = s. 
Theorem 18. Let (X,) be partially ordered set and (X, d) be a complete CMS with a regular cone P and also F : X × X → X
and g : X → X where X 6= ∅. Assume that there is a continuous function φ : P → P such that s− φ(s) ∈ P, s 6= φ(s) for s > 0.
Suppose F has the mixed g-monotone property and satisfies the condition
d(F(x, y), F(u, v)) ≤ φ
(
d(g(x), g(u))+ d(g(y), g(v))
2
)
(34)
for all x, y, u, v ∈ X for which g(x)  g(u) and g(v)  g(y). Suppose F(X × X) ⊂ g(X), g is sequentially continuous and
commutes with F and also suppose either F is continuous or X has the following property:
if a non-decreasing sequence {xn} → x, then xn  x, for all n, (35)
if a non-increasing sequence {yn} → y, then y  yn, for all n. (36)
If there exist x0, y0 ∈ X such that g(x0)  F(x0, y0) and g(y0)  F(y0, x0), then there exist x, y ∈ X such that g(x) = F(x, y)
and g(y) = F(y, x), that is, F and g have a couple coincidence.
Proof. Let x0, y0 ∈ X with g(x0)  F(x0, y0) and F(y0, x0)  g(y0). Regarding F(X × X) ⊂ g(X), one can find x1, y1 ∈ X
in a way that g(x1) = F(x0, y0) and F(y0, x0) = g(y1). Repeating the same arguments yields that g(x2) = F(x1, y1) and
F(y1, x1) = g(y2). Continuing this process, one can observe the constructive sequences {xn} and {yn} in X that satisfy
g(xn+1) = F(xn, yn) and F(yn, xn) = g(yn+1) for all n ≥ 0. (37)
It is asserted that for all n ≥ 0,
g(x)  g(xn+1), (38)
g(yn+1)  g(yn). (39)
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The inequalities (38) and (39) follow from the mathematical induction. Indeed, Since g(x0)  F(x0, y0), F(y0, x0)  g(y0)
and g(x1) = F(x0, y0), F(y0, x0) = g(y1), then g(x0)  g(x1) and g(x1)  g(y0). That is, the inequalities (38) and (39)
holds for n = 0. Suppose that the inequalities (38) and (39) holds for fixed n ≥ 0. Taking account of (6) and (37) and the
assumption g(x)  g(xn+1) and g(yn+1)  g(yn), the mixed g-monotone property of F implies
g(xn+1) = F(xn, yn)  F(xn+1, yn),
F(yn+1, xn)  F(yn, xn) = g(yn+1) (40)
and considering (7) and (37) yield that
F(xn+1, yn)  F(xn+1, yn+1) = g(xn+2),
g(yn+2) = F(yn+1, xn+1)  F(yn+1, xn). (41)
The desired results g(xn+1)  g(xn+2) and g(yn+2)  g(yn+1) are direct consequence of (40) and (41).
The desired results g(xn+1)  g(xn+2) and g(yn+2)  g(yn+1) are direct consequence of (40) and (41). Thus, (38) and
(39) hold for all n ≥ 0, that is,
g(x0)  g(x1)  g(x2)  · · ·  g(xn)  g(xn+1)  · · · (42)
· · ·  g(yn+1)  g(yn)  · · ·  g(y2)  g(y1)  g(y0). (43)
Set tn = ρ
([
g(xn)
g(yn)
]
,
[
g(xn+1)
g(yn+1)
])
= d(g(xn), g(xn+1))+ d(g(yn), g(yn+1)). We claim that
tn ≤ 2φ
(
tn−1
2
)
. (44)
Regarding g(xn−1)  g(xn) and g(yn)  g(yn−1) and taking account of (34) and (37), one can get
d(g(xn), g(xn+1)) = d(F(xn−1, yn−1), F(xn, yn))
≤ φ
(
d(g(xn−1), g(xn))+ d(g(yn−1), g(yn))
2
)
= φ
(
tn−1
2
)
and also
d(g(yn+1), g(yn)) = d(F(yn, xn), F(yn−1, xn−1))
≤ φ
(
d(g(yn−1), g(yn))+ d(g(xn−1), g(xn))
2
)
= φ
(
tn−1
2
)
.
Thus, the inequality (44) is satisfied.
Since for s > 0, φ satisfies s− φ(s) ∈ P , s 6= φ(s), then φ(s) < s. Due to (44), φ(tn) < tn ≤ 2φ
( tn−1
2
)
< tn−1. That is, {tn}
is monotone decreasing sequence. By regularity of the cone P , the sequence {tn} is convergent some element of P , say t . In
other words, tn → t .
We assert that t = 0. Notice that t ∈ P means that t ≥ 0. To prove our assertion, we use the method of reductio ad
absurdum. Suppose t > 0. Take the limit of both side of (44):
t = lim
n→∞ tn ≤ limn→∞ 2φ
(
tn−1
2
)
. (45)
Due to the (sequential) continuity of φ, the right hand side of (45) turns into
lim
n→∞ 2φ
(
tn−1
2
)
= 2φ
(
t
2
)
< 2
t
2
= t.
It is a contradiction. Thus t = 0 which is equivalent to saying that
lim
n→∞[d(g(xn), g(xn+1))+ d(g(yn), g(yn+1))] = 0. (46)
In other words, for any c ∈ Int(P), there exist N0 such that
ρ
([
g(xn)
g(yn)
]
,
[
g(xn+1)
g(yn+1)
])
= d(g(xn), g(xn+1))+ d(g(yn), g(yn+1)) c (47)
for all n > N0.
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Main part of the proof is to show that double sequence {(g(xn), g(yn))} is Cauchy: The method of reductio ad absurdum
is used once more. Suppose that at least one of {g(xn)} or {g(yn)} is not a Cauchy sequence. Then by Lemma 5, there exists
ε > 0 and two subsequences of integers {k(i)} and {m(i)}, i ≤ k(i) < m(i) such that si := ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xm(i))
g(ym(i))
])
‖si‖ ≥ ε for i ∈ {1, 2, . . .}, (48)
and ∥∥∥∥ρ ([g(xk(i))g(yk(i))
]
,
[
g(xm(i)−1)
g(ym(i)−1)
])∥∥∥∥ < εK (49)
that is,m(i) is the smallest number exceeding k(i) that satisfies the (48).
Considering the triangle inequality
si = ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xm(i))
g(ym(i))
])
≤ ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xm(i)−1)
g(ym(i)−1)
])
+ ρ
([
g(xm(i)−1)
g(ym(i)−1)
]
,
[
g(xm(i))
g(ym(i))
])
= ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xm(i)−1)
g(ym(i)−1)
])
+ tm(i)−1. (50)
By using the normality of the cone P with the normal constant K , and regarding (48), (49) and (50) then one can get
ε ≤ ‖si‖ ≤ K
(∥∥∥∥ρ ([g(xk(i))g(yk(i))
]
,
[
g(xm(i)−1)
g(ym(i)−1)
])∥∥∥∥+ ‖tm(i)−1‖) < K ( εK + ‖tm(i)−1‖) .
Due to (46), taking limit of both sides as i→∞will yields that
lim
i→∞ ‖si‖ = ε. (51)
Again by the triangle inequality
si = ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xm(i))
g(ym(i))
])
≤ ρ
([
g(xk(i))
g(yk(i))
]
,
[
g(xk(i)+1)
g(yk(i)+1)
])
+ ρ
([
g(xk(i)+1)
g(yk(i)+1)
]
,
[
g(xm(i)+1)
g(ym(i)+1)
])
+ ρ
([
g(xm(i)+1)
g(ym(i)+1)
]
,
[
g(xm(i))
g(ym(i))
])
thus,
si ≤ tk(i) + ρ
([
g(xk(i)+1)
g(yk(i)+1)
]
,
[
g(xm(i)+1)
g(ym(i)+1)
])
+ tm(i) (52)
and by the normality of the cone and the definition of ρ,
‖si‖ ≤ K
(‖tk(i)‖ + ‖tm(i)‖ + ‖d(g(xk(i)+1), g(xm(i)+1))‖ + ‖d(g(yk(i)+1), g(ym(i)+1))‖) (53)
is inferred.
By (42) and (43), one has g(xk(i))  g(xm(i)) and g(ym(i))  g(yk(i)). Combining this with (34) and (37) imply that
d(g(xk(i)+1), g(xm(i)+1)) = d(F(g(xk(i)), g(yk(i))), F(g(xm(i)), g(ym(i))))
≤ φ
(
d(g(xk(i)), g(xm(i)))+ d(g(yk(i)), g(ym(i)))
2
)
.
Thus,
d(g(xk(i)+1), g(xm(i)+1)) ≤ φ
( si
2
)
. (54)
Analogously, one can observe that
d(g(yk(i)+1), g(ym(i)+1)) ≤ φ
( si
2
)
. (55)
Recall that for s > 0, φ satisfies s− φ(s) ∈ P with s 6= φ(s), then φ(s) < s. Thus,
φ
( si
2
)
<
si
2
. (56)
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Taking account of (54), (55) and (56), the inequality (52) turns into
si ≤
(
tk(i) + tm(i) + 2φ
( si
2
))
<
(
tk(i) + tm(i) + si
)
.
Taking the limit of both sides, as i→∞ and regarding lim tn = 0, one can obtain
lim
i→∞ si < limi→∞ si (57)
which is a contradiction.
Thus, the double sequence {(g(xn), g(yn))} is Cauchy sequence. Regarding Lemma 6 and X is complete, this sequences
have limits. Thus, there exists x, y ∈ X such that
lim
n→∞ g(xn) = x and limn→∞ g(yn) = y. (58)
By continuity of g and (58), one can get
lim
n→∞ g(g(xn)) = g(x) and limn→∞ g(g(yn)) = g(y). (59)
Due to (37), the commutativity of F and g imply
g(g(xn+1)) = g(F(xn, yn)) = F(g(xn), g(yn)), (60)
g(g(yn+1)) = g(F(yn, xn)) = F(g(yn), g(xn)). (61)
Now, to finalize proof, it is sufficient to show that
F(x, y) = g(x) and F(y, x) = g(y).
Consider the first case: Let F be continuous. Taking the limit as n→∞ in (60) and (61), by (58) and (59), and continuity of
F yield that
g(x) = lim
n→∞ g(g(xn+1)) = limn→∞ F(g(xn), g(yn)) = F
(
lim
n→∞ g(xn), limn→∞ g(yn)
)
= F(x, y)
g(y) = lim
n→∞ g(g(yn+1)) = limn→∞ F(g(yn), g(xn)) = F
(
lim
n→∞ g(yn), limn→∞ g(xn)
)
= F(y, x)
which conclude the result for the first case.
Now, suppose that (35) and (36) hold. Since g(xn) → x, g(yn) → y, then by (35) and (36), one can conclude g(xn)  x
and y  g(yn) for all n. Thus, by triangle inequality, (60), (61) and (34),
d(g(x), F(x, y)) ≤ d(g(x), g(g(xn+1)))+ d(g(g(xn+1)), F(x, y))
= d(g(x), g(g(xn+1)))+ d(F(g(xn), g(yn)), F(x, y))
≤ d(g(x), g(g(xn+1)))+ φ
(
d(g(g(xn)), g(x))+ d(g(g(yn)), g(y))
2
)
.
Hence, take the limit of both sides as n → ∞, and Lemma 5 imply that d(g(x), F(x, y)) ≤ 0. Hence, g(x) = F(x, y). In
analogous way, g(y) = F(y, x) is observed. 
Regarding (3), the uniqueness theorem of a couple fixed point can be considered:
Theorem 19. Under the hypothesis of Theorem 18, suppose that for every (x, y), (x∗, y∗) ∈ X × X, there exists a couple
(u, v) ∈ X × X such that (F(u, v), F(v, u)) is comparable to (F(x, y), F(y, x)) and (F(x∗, y∗), F(y∗, x∗)). Then F and g have
a unique coupled common fixed point, that is, there exists a unique (x, y) ∈ X × X such that
x = g(x) = F(x, y), and y = g(y) = F(y, x).
Proof. Existence of the set of coupled coincidence points is due to Theorem 18. Let (x, y), (x∗, y∗) ∈ X × X be coupled
coincidence points, that is, g(x) = F(x, y), g(y) = F(y, x) and g(x∗) = F(x∗, y∗), g(y∗) = F(y∗, x∗). We shall show that
g(x∗) = g(x) and g(y∗) = g(y). (62)
By assumption, there exists a couple (u, v) ∈ X × X such that (F(u, v), F(v, u)) is comparable to (F(x, y), F(y, x)) and
(F(x∗, y∗), F(y∗, x∗)). Set u0 = u, v0 = v and choose u1, v1 ∈ X in a way that g(u1) = F(u0, v0) and g(v1) = F(v0, u0). As
in the proof of Theorem 18, we construct a sequence {g(un)} and {g(vn)} in the following way:
g(un+1) = F(un, vn), g(vn+1) = F(vn, un).
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Regarding the analogy, set x0 = x, y0 = y, x∗0 = x∗ and y∗0 = y∗ and construct the sequences {g(xn)}, {g(yn)}, {g(x∗n)} and{g(y∗n)}. Due to Theorem 18, we have
g(xn) = F(x, y), g(yn) = F(y, x), g(x∗n) = F(x∗, y∗),
g(y∗n) = F(y∗, x∗), for all n ≥ 1.
(F(x, y), F(y, x)) = (g(x1), g(y1)) = (g(x), g(y)) and (F(u, v), F(v, u)) = (g(u1), g(u1)) are comparable. Thus, we
have g(x)  g(u1) and g(v1)  g(y). Repeating this process, one can easily get that (g(x), g(y)) and (g(un), g(un)) are
comparable, that is, g(x)  g(un) and g(vn)  g(y), for all n ≥ 1. Thus from (34),
d(g(x), g(un+1)) = d(F(x, y), F(un, vn)) ≤ φ
(
d(g(x), g(un))+ d(g(y), g(vn))
2
)
,
d(g(y), g(vn+1)) = d(F(y, x), F(vn, un)) ≤ φ
(
d(g(y), g(vn))+ d(g(x), g(un))
2
)
.
Adding these, we get
d(g(x), g(un+1))+ d(g(y), g(vn+1))
2
≤ φ
(
d(g(x), g(un))+ d(g(y), g(vn))
2
)
.
Thus, for each n ≥ 1, one can easily get,
d(g(x), g(un+1))+ d(g(y), g(vn+1))
2
≤ φn
(
d(g(x), g(u1))+ d(g(y), g(v1))
2
)
. (63)
From the proof of Theorem 18, since for s > 0, φ satisfies s − φ(s) ∈ P, s 6= φ(s), then φ(s) < s. Inductively,
φn(s) < · · · < φ(s) < s, that is, {φn(s)} is monotone decreasing sequence in P for any s > 0. By regularity of the cone
P , the sequence {φn(s)} is convergent some element of P , say L. In other words, φn(s)→ L. We assert that L = 0. Since L ∈ P
then either L = 0 or L > 0. Suppose L 6= 0, that is L > 0. By definition of φ, we have φ(L) < L and φn(L) < L. If we take the
limit, L = limn→∞ φn(L) < Lwhich is a contradiction. Thus, {φn(s)} → 0 as n→∞ and regarding (63),
d(g(x), g(un+1))→ 0, and d(g(y), g(vn+1))→ 0, as n→∞. (64)
Analogously, one can prove that
d(g(x∗), g(un+1))→ 0, and d(g(y∗), g(vn+1))→ 0, as n→∞. (65)
By (28), (29) and triangle inequality,
d(g(x), g(x∗)) ≤ d(g(x), g(un+1))+ d(g(x∗), g(un+1))→ 0, as n→∞,
d(g(y), g(y∗)) ≤ d(g(y), g(vn+1))+ d(g(y∗), g(vn+1))→ 0, as n→∞.
Thus we proved that g(x∗) = g(x) and g(y∗) = g(y).
Regarding g(x) = F(x, y) and g(y) = F(y, x), the commutativity of F and g implies that
g(g(x)) = g(F(x, y)) = F(g(x), g(y)) and g(g(y)) = g(F(y, x)) = F(g(y), g(x)). (66)
Set g(x) = a and g(y) = b and rewrite (31), as follow
g(a) = F(a, b) and g(b) = F(b, a). (67)
Thus, (a, b) is a coupled coincidence point. Due to (62), with x∗ = a and y∗ = b, one can have g(a) = g(x) and g(b) = g(y).
That is
g(a) = a and g(b) = b. (68)
Hence, by (32) and (33), we have a = g(a) = F(a, b) and b = g(b) = F(b, a). So, (a, b) is a coupled common fixed point of
F and g .
Suppose (c, d) is another coupled common fixed point of F and g . Then by (62), c = g(c) = g(a) = a and d = g(d) =
g(b) = a. Thus, coupled common fixed point of F and g is unique. 
3. Couple fixed point theorems with scalar weight of cone metric spaces
Definition 20. Let (X, d) be a CMS. The scalar weight of the cone metric d is defined by ds(x, y) := ‖d(x, y)‖.
Remark 21. Theorems 16 and 17, preserve the validity if one replace the cone metric dwith the scalar cone metric ds.
Theorem 22. Let (X,) be partially ordered set and (X, d) be a complete CMS with a normal constant K = 1 and also
F : X × X → X and g : X → X where X 6= ∅. Assume that there is a continuous function φ : [0,∞) → [0,∞) such
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that s < φ(s) and lims→t+ φ(s) < t for s > 0. Suppose F has the mixed g-monotone property and satisfies the condition
ds(F(x, y), F(u, v)) ≤ φ
(
ds(g(x), g(u))+ ds(g(y), g(v))
2
)
(69)
for all x, y, u, v ∈ X for which g(x)  g(u) and g(v)  g(y). Suppose F(X × X) ⊂ g(X), g is sequentially continuous and
commutes with F and also suppose either F is continuous or X has the following property:
if a non-decreasing sequence {xn} → x, then xn  x, for all n, (70)
if a non-increasing sequence {yn} → y, then y  yn, for all n. (71)
If there exist x0, y0 ∈ X such that g(x0)  F(x0, y0) and g(y0)  F(y0, x0), then there exist x, y ∈ X such that g(x) = F(x, y)
and g(y) = F(y, x), that is, F and g have a couple coincidence.
Proof. Regarding the analogy with the proof of Theorem 18, one can borrow the constructive sequences {g(xn)} and {g(yn)}
as in the proof of Theorem 18 and conclude that (42) and (43) hold.
Set tn =: [ds(g(xn), g(xn+1))+ ds(g(yn), g(yn+1))] and claim that
tn ≤ 2φ
(
tn−1
2
)
. (72)
Regarding g(xn−1)  g(xn) and g(yn)  g(yn−1) and taking account of (34) and (37), one can get
ds(g(xn), g(xn+1)) = ds(F(xn−1, yn−1), F(xn, yn))
≤ φ
(
ds(g(xn−1), g(xn))+ ds(g(yn−1), g(yn))
2
)
= φ
(
tn−1
2
)
and also
ds(g(yn+1), g(yn)) = ds(F(yn, xn), F(yn−1, xn−1))
≤ φ
(
ds(g(yn−1), g(yn))+ ds(g(xn−1), g(xn))
2
)
= φ
(
tn−1
2
)
.
Thus, the inequality (72) is satisfied.
Due to φ(s) < s, for s > 0 and (72), φ(tn) < tn ≤ 2φ
( tn−1
2
)
< tn−1. That is, {tn} is monotone decreasing sequence. Thus,
the sequence {tn} is convergent some element in [0,∞), say t . In other words, tn → t .
Assert that t = 0. To prove our assertion, we use the method of reductio ad absurdum. Suppose t > 0. Take the limit of
both side of (72):
t = lim
n→∞ tn ≤ limn→∞ 2φ
(
tn−1
2
)
. (73)
Due to the sequential continuity of φ, the right hand side of (73) turns into
lim
n→∞ 2φ
(
tn−1
2
)
= 2φ
(
t
2
)
< 2
t
2
= t.
It is a contradiction. Thus t = 0 which is equivalent to saying that
lim
n→∞[d(g(xn), g(xn+1))+ d(g(yn), g(yn+1))] = 0. (74)
Main assertion is that the sequences {g(xn)} and {g(yn)} are Cauchy. The method of reductio ad absurdum is used once
more. Suppose that at least one of {g(xn)} or {g(yn)} is not a Cauchy sequence. Then by Lemma 5, there exists ε > 0 and two
subsequences of integers {k(i)} and {m(i)}, i ≤ k(i) < m(i) such that si := ds(g(xk(i)), g(xm(i)))+ ds(g(yk(i)), g(ym(i)))
si ≥ ε for i ∈ {1, 2, . . .} (75)
and
‖ds(g(xk(i)), g(xm(i)−1))+ ds(g(yk(i)), g(ym(i)−1))‖ < εK (76)
that is,m(i) is the smallest number exceeding k(i) that satisfies the (75).
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Considering the triangle inequality
si = ds(g(xk(i)), g(xm(i)))+ ds(g(yk(i)), g(ym(i)))
≤ ds(g(xk(i)), g(xm(i)−1))+ ds(g(xm(i)−1), g(xm(i)))+ ds(g(ym(i)−1), g(yk(i)))+ ds(g(ym(i)−1), g(ym(i)))
= ds(g(xk(i)), g(xm(i)−1))+ ds(g(yk(i)), g(ym(i)−1))+ tm(i)−1.
By using the normality of the cone P with the normal constant K , and regarding (75) and (76), then one can get
ε ≤ si = ds(g(xk(i)), g(xm(i)))+ ds(g(yk(i)), g(ym(i))) < K
( ε
K
+ ‖tm(i)−1‖
)
.
Due to (74), taking limit of both sides as i→∞will yields that
lim
i→∞ si = ε. (77)
By the triangle inequality
si = ds(g(xk(i)), g(xm(i)))+ ds(g(yk(i)), g(ym(i)))
≤ ds(g(xk(i)), g(xk(i)+1))+ ds(g(xk(i)+1), g(xm(i)+1))+ ds(g(xm(i)+1), g(xm(i)))
+ ds(g(yk(i)), g(yk(i)+1))+ ds(g(yk(i)+1), g(ym(i)+1))+ ds(g(ym(i)+1), g(ym(i)))
= [ds(g(xk(i)), g(xk(i)+1))+ ds(g(yk(i)), g(yk(i)+1))] + [ds(g(xm(i)+1), g(xm(i)+1))+ ds(g(ym(i)), g(ym(i)+1))]
+ [ds(g(xk(i)+1), g(xm(i)+1))+ ds(g(yk(i)+1), g(ym(i)+1))]
thus,
si ≤
(
tk(i) + tm(i) + ds(g(xk(i)+1), g(xm(i)+1))+ ds(g(yk(i)+1), g(ym(i)+1))
)
(78)
and the normality of the cone
si ≤ K
(‖tk(i) + tm(i) + ds(g(xk(i)+1), g(xm(i)+1))+ ds(g(yk(i)+1), g(ym(i)+1))‖) (79)
is inferred. By (42) and (43), one has g(xk(i))  g(xm(i)) and g(ym(i))  g(yk(i)). Combining this with (34) and (37) imply that
ds(g(xk(i)+1), g(xm(i)+1)) = ds(F(g(xk(i)), g(yk(i))), F(g(xm(i)), g(ym(i))))
≤ φ
(
ds(g(xk(i)), g(xm(i)))+ ds(g(yk(i)), g(ym(i)))
2
)
.
Thus,
ds(g(xk(i)+1), g(xm(i)+1)) ≤ φ
( si
2
)
. (80)
Analogously, one can observe that
ds(g(yk(i)+1), g(ym(i)+1)) ≤ φ
( si
2
)
. (81)
Recall that for s > 0, φ(s) < s. Thus,
φ
( si
2
)
<
si
2
. (82)
Taking account of (80), (81) and (82), the inequality (78) turns into
si ≤
(
tk(i) + tm(i) + 2φ
( si
2
))
<
(
tk(i) + tm(i) + si
)
.
Normality of cone implies that
si < K
(‖tk(i) + tm(i) + si‖) .
Taking the limit of both sides, as i→∞ and using (74) and (77), one can obtain
ε = lim
i→∞ ‖si‖ < K limi→∞ ‖si‖ (83)
which is a contradiction for K = 1. Thus, {g(xn)} and {g(yn)} are Cauchy sequences. Since X is complete, this sequences have
limits. Thus, there exists x, y ∈ X such that
lim
n→∞ g(xn) = x and limn→∞ g(yn) = y. (84)
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By continuity of g and (58), one can get
lim
n→∞ g(g(xn)) = g(x) and limn→∞ g(g(yn)) = g(y). (85)
Due to (37), the commutativity of F and g imply
g(g(xn+1)) = g(F(xn, yn)) = F(g(xn), g(yn)), (86)
g(g(yn+1)) = g(F(yn, xn)) = F(g(yn), g(xn)). (87)
Now, to finalize proof, it is sufficient to show that
F(x, y) = g(x) and F(y, x) = g(y).
Consider the first case: Let F be continuous. Taking the limit as n→∞ in (86) and (87), by (84) and (85), and continuity of
F yield that
g(x) = lim
n→∞ g(g(xn+1)) = limn→∞ F(g(xn), g(yn)) = F
(
lim
n→∞ g(xn), limn→∞ g(yn)
)
= F(x, y)
g(y) = lim
n→∞ g(g(yn+1)) = limn→∞ F(g(yn), g(xn)) = F
(
lim
n→∞ g(yn), limn→∞ g(xn)
)
= F(y, x)
which conclude the result for the first case.
Now, suppose that (35) and (36) hold. Since g(xn) → x, g(yn) → y, then by (35) and (36), one can conclude g(xn)  x
and y  g(yn) for all n. Thus, by triangle inequality, (86), (87) and (34),
ds(g(x), F(x, y)) ≤ ds(g(x), g(g(xn+1)))+ ds(g(g(xn+1)), F(x, y))
= ds(g(x), g(g(xn+1)))+ ds(F(g(xn), g(yn)), F(x, y))
≤ ds(g(x), g(g(xn+1)))+ φ
(
ds(g(g(xn)), g(x))+ ds(g(g(yn)), g(y))
2
)
.
Hence, take the limit of both sides as n → ∞, and Lemma 5 imply that ds(g(x), F(x, y)) ≤ 0. Hence, g(x) = F(x, y). In
analogous way, g(y) = F(y, x) is observed. 
References
[1] B. Rzepecki, On fixed point theorems of Maia type, Publ. Inst. Math. 28 (1980) 179–186.
[2] Shy-Der Lin, A common fixed point theroem in abstract spaces, Indian J. Pure Appl. Math. 18 (8) (1987) 685–690.
[3] M.S. Khan, M.A. Imdad, A common fixed point theorem for a class of mappings, Indian J. Pure Appl. Math. 14 (1983) 1220–1227.
[4] Long-Guang Huang, Xian Zhang, Cone metric spaces and fixed point theorems of contractive mappings, J. Math. Anal. Appl. 332 (2007) 1468–1476.
[5] V. Lakshmikantham, L. Ćirić, Couple fixed point theorems for nonlinear contractions in partially ordered metric spaces, Nonlinear Anal. 70 (2009)
4341–4349.
[6] Sh. Rezapour, R. Hamlbarani, Some notes on the paper ‘‘Cone metric spaces and fixed point theorems of contractive mappings’’, J. Math. Anal. Appl.
347 (2008) 719–724.
[7] T. Abdeljawad, Completion of cone metric spaces, Hacet. J. Math. Stat. 39 (1) (2010) 67–74.
[8] T. Abdeljawad, E. Karapınar, Quasicone metric spaces and generalizations of Caristi Kirk’s theorem, Fixed Point Theory Appl. (2009)
doi:10.1155/2009/574387.
[9] D. Turkoglu, M. Abuloha, Conemetric spaces and fixed point theorems in diametrically contractivemappings, ActaMath. Sin. (Engl. Ser.) 26 (3) (2010)
489–496.
[10] D. Turkoglu, M. Abuloha, T. Abdeljawad, KKM mappings in cone metric spaces and some fixed point theorems, Nonlinear Anal. TMA 72 (1) (2010)
348–353.
[11] C. Di Bari, P. Vetro, φ-pairs and common fixed points in cone metric spaces, Rend. Circ. Mat. Palermo (2) 57 (2) (2008) 279–285.
[12] E. Karapınar, Fixed point theorems in cone Banach spaces, Fixed Point Theory Appl. 2009 (2009) 9 pages doi:10.1155/2009/609281. Article ID 609281.
[13] T.G. Bhaskar, V. Lakshmikantham, Fixed point theory in partially ordered metric spaces and applications, Nonlinear Anal. 65 (2006) 1379–1393.
[14] E. Karapınar, Couple fixed point on cone metric spaces, Gazi University J. Sci. (in press).
