Near-field imaging 1.1 Near-field spatial resolution and imaging artefacts
Scattering-type near-field scanning optical microscopy (s-NSOM) employs an atomic force microscope (AFM) tip to raster scan the sample surface. The spatial resolution of the near-field signal is thereby ultimately limited by the radius of curvature of the tip 33 . However, the finite size of the tip cone can affect this spatial resolution and artefacts can appear both in the AFM and the near-field scans, particularly for rough surfaces with steep edges. In the following, we discuss common artefacts that can occur in near-field measurements.
Geometrical considerations
The cone angle of the tips used in our experiments is about = 30 o . As can be seen in Supplementary  Fig. 1a and b, at a steep sample edge the tip cone can come into contact with the sample, leading to a topography image that is a convolution of the sharp edge and the tip shape. In this case, the measured topography is smeared, leading to a reduced spatial resolution. The highest achievable spatial resolution ∆ can be roughly estimated based on geometrical considerations using the shape of the tip and the height of the topography ∆ : ∆ = ∆ • tan ( 2 ) .
(1.1)
High surface irregularities (large ∆ ) result in strongly distorted topography and near-field images. As the tip loses contact with the surface while moving across rough samples, effects like edge darkening can occur, which is discussed in Supplementary Section 1.1.2. To measure the spatial resolution in our experiment we performed line scans over the nanowire ( Supplementary Fig. 2) and over a metal test sample (Fig. 1f) . The steepest edge observed in those scans is about ∆ = 40 − 50 nm. Based on our geometrical considerations, we therefore expect a spatial resolution of about ∆ = 10 − 13 nm, which is indeed what we observe in our experiments.
Edge darkening
When an AFM tip is scanned over a sharp edge (as depicted in Supplementary Fig. 1a and b) , an interesting artefact known as edge darkening can arise in the near-field image. Although the shaft of the tip is still in contact with the sample, the distance between the tip apex and the sample is increased.
Since the scattered near-field signal sensitively depends upon tip-sample distance, a significant reduction in the scattered intensity is observed. This effect is especially pronounced for blunt tips, large cone angles and steep edges 34 . Since we do not see a signature of edge darkening in our experiments (see Fig. 1e and f) we are confident that the spatial resolution of the scattered near-field signal is only limited by the radius of curvature of the tip (on the order of 10 nm).
Line scans over the indium arsenide nanowire
In addition to the line scans on a metal test sample shown in Fig. 1f , we demonstrate the spatial resolution of our microscope by extracting a near-field line scan over the indium arsenide (InAs) nanowire from Fig. 1d and e at a pump-probe delay time tpp = -2 ps. The third-order near-field-intensity line scans and the topography scans can be seen in Supplementary Fig. 2 (top and bottom, respectively) . The near-field intensity exhibits a sharp change over 10 nm at the edge of the nanowire indicated by the grey dashed line and black arrows. Our near-field spatial resolution in the InAs nanowire experiment is therefore 10 nm. 
Large-area image scans
A large-area topography scan (20 m × 20 m) of the sample surface reveals a number of isolated InAs nanowires, and even overlapping nanowires on the diamond substrate, as shown in Supplementary  Fig. 3a . The scattered near-field multi-terahertz (multi-THz) intensity I3 from unexcited nanowires is generally lower than from the substrate, as can be seen in the near-field image taken at tpp = -5 ps in Supplementary Fig. 3b . In contrast photoexcitation by a near-infrared pump pulse increases the scattered near-field multi-THz intensity at certain points on some of the nanowires beyond the signal level seen on the substrate. This can be seen in the near-field image recorded at tpp = 50 fs in Supplementary Fig.  3c . Near-field contrast between photoexcited nanowires is a direct consequence of different densities of photoexcited carriers in different nanowires. Far-field measurements would average over such variations, as well as over inhomogeneities in nanowire alignment and size (via e.g. surface plasmon resonances) within the ensemble. The particular nanowire explored in detail in this work is located in the center of the images. 
Differential scans: mapping the carrier density
Historically, ultrafast effects induced by an optical pump are measured in differential mode, where the sample excitation is modulated and the time-dependent change to the system is resolved at the modulation frequency. However, modulating (chopping) the pump pulses in our ultrafast near-field microscope would not only modulate the sample photoexcitation, but also the thermal load on the AFM tip/cantilever, which is operated in tapping mode. The scattered near-field signal could therefore be polluted due to changes of the cantilever resonance frequency. In our experiments the pump-pulse repetition rate is 40 MHz and the pulses are not chopped, while the tip oscillates at 270 kHz.
On the other hand, differential near-field images can be obtained by subtracting measurements taken with an unmodulated pump beam at different pump-probe delay times, as shown in Supplementary  Fig. 4 . We retrieve the relative change to the scattered near-field intensity for the InAs nanowire in Fig. 1e at tpp = 50 fs and tpp = 150 fs, where the image at tpp = -2 ps is used as the unpumped reference. By modelling the near-field spectra scattered from the nanowire as a function of time after photoexcitation, we find that the increase in scattered intensity results from a shift of the plasma frequency due to photogenerated free carriers (see Fig. 3 and Supplementary Sections 3 -5). In particular, an increase in near-field scattering is predicted when the plasma frequency surpasses the center wavelength of our probe bandwidth (~35 THz in these measurements). Since p 2 ∝ c , the relative change to the scattered near-field intensity provides a map of the photogenerated free carriers, albeit with a nonlinear scale. Hence, in Supplementary Fig. 4 spatial variations of ∆ 3 ( pp )/ 3 (−2 ps) are a result of local differences in photoinduced carrier density. The contrast at the ends of the nanowire is of particular interest. The low photocarrier density at the bottom left end of the nanowire directly following excitation (tpp = 50 fs) may indicate that this is the 'start' of the nanowire, where a gold catalyst droplet initialized growth. Conversely, while the carrier density immediately following photoexcitation is homogeneously distributed along the wire (except the bottom left), some areas decay faster within 100 fs. This could signify a thicker depletion layer in these areas, which may result from inhomogeneities in the selenium doping concentration or curvature of the nanowire surface at the edges.
Supplementary Figure 4 | Ultrafast maps of photoinduced carrier density. Normalized differential near-field images calculated from the raw near-field images in Fig. 1e , where ∆ 3 ( pp ) = 3 ( pp ) − 3 (−2 ps). Increases in the scattered multi-THz near-field intensity stimulated by the near-infrared pump pulse are directly related to the photoinduced carrier density: the near-field scattering efficiency increases with the plasma frequency as it passes through the bandwidth of the multi-THz probe. Normalized differential images therefore provide a map of the photoinduced carrier density, though with a nonlinear scale. Tapping amplitude: 130 nm. Pump fluence: 1.0 mJ/cm 2 .
Theory of two-time terahertz spectroscopy
Measuring the dielectric response of non-equilibrium systems is a key challenge in ultrafast science. Pump-probe experiments utilize a sequence of intense pump pulses that repeatedly prepare the sample in an excited state and weak probe pulses that monitor the quasi-instantaneous response of the system during its relaxation back into the equilibrium state. Conventional photodetectors integrate over the intensity envelope of the probe pulse. Therefore, the temporal resolution of such techniques is intrinsically limited to the probe pulse duration. However, when the system under study varies on a time scale comparable to the duration of the probe pulse an exact determination of the sample response is no longer feasible using this approach. In contrast, electro-optic sampling (EOS) allows one to directly access the oscillating electric field of the transmitted or reflected probe pulses in the time domain. This approach has been utilized to establish two-time THz spectroscopy that reaches an ultimate time resolution faster than a single oscillation cycle of the probe pulse 3,4,35 .
Let us start with an equilibrium system perturbed by an electromagnetic waveform, which creates a time-dependent polarization response P( ). The polarization response can be described as a convolution of the electric probe field ( ′) with the evolving dielectric function ( − ′):
(2.1)
Therefore, the polarization response at time t is calculated by integrating over all times prior to the time of observation. This situation is illustrated in Supplementary Fig. 5a for a delta-function-like probe pulse (Probe). If the probe field ( ′) is known, measuring P( ) is sufficient to extract the full complex dielectric function without Kramers-Kronig analysis. By the convolution theorem, the Fourier transformation yields precisely ( ) = 0 ( ( ) − 1) ( ). Electro-optic sampling provides the means to monitor the electric field of both P( ) and ( ′) with absolute phase and amplitude information, enabling a direct extraction of ( ).
We now introduce a pump pulse that excites the system and prepares a nonequilibrium state. The dielectric response of the photoexcited sample depends not only on the electric probe field ( ′), but also on the pump-induced dynamics of the sample itself. This is schematically depicted in Supplementary Fig. 5b for a delta-function-like excitation pulse at ′′ and a delta-function-like probe pulse at ′. In a dynamical system the polarization response cannot be correctly represented by a onetime-dependent dielectric function (i.e. P( )) because the system changes while the polarization evolves.
For a proper analysis we must introduce a two-time dielectric function ( − ′, − ′′), which results in a polarization response ( , ′′) expressed as
It is not possible to retrieve the dielectric function from Supplementary Eq. (2.2) by a simple deconvolution in Fourier space because both arguments of ( − ′, − ′′) depend explicitly on the time parameter . However, it has been shown 3,4,35 that this problem can be solved by measuring a set of data points at the same delay pg = − ′′ with respect to the pump pulse, rather than measuring a single polarization response ( , ′′) at a defined pump arrival time. Experimentally, this is achieved by keeping the delay time between pump and electro-optic gate pulse fixed while the THz probe transient is scanned in time. Within this scheme the polarization response can be defined as
Since the convolution theorem can be applied to Supplementary Eq. (2.3), a Fourier transformation of the measured electro-optic data allows us to extract the full, complex dielectric function at a particular pump-gate delay, ( , pg ). The highest achievable temporal resolution is therefore no longer limited by the probe pulse duration, but by the bandwidth of the electro-optic detector, and ultimately by the electro-optic gate pulse length. 
Theory of scattering response off a photoexcited dielectric

Point-dipole model
We employ the established point-dipole model 16, [36] [37] [38] [39] to describe our scattered spectra. We briefly summarize the derivation of the model below and provide details of how it is applied to scattered electric near-fields detected by EOS and scattered intensities detected using a mercury cadmium telluride (MCT) photodiode. An important technical aspect to s-NSOM measurements with high spatial resolution is demodulation detection, wherein the scattered signal is recorded at a harmonic of the tip tapping frequency . In our experiments we find that signals measured at the third harmonic of the tapping frequency (3) have high spatial resolution and disappear in less than 100 nm upon tip retraction, so we focus on the third demodulation order in our summary. Additionally, we outline the analysis for Fourier transform infrared (FTIR) spectroscopy measurements of near-field spectra and provide the equations for nanowire dielectric function used to produce the simulated scattered spectra shown in the paper and Supplementary Information.
The point-dipole model is based on elementary electrostatics, where the quasi-static field approximation is employed. The AFM tip is modeled as a small, metallic, polarizable sphere. When an electromagnetic wave is incident on the sphere (sphere radius << incident wavelength) the external electric field induces a dipole (ptip) by separating the electrons in the sphere from their ionic counterparts. The dipole moment is given by
where 0 is the polarizability of the sphere and Ein is the incident electric field. The polarizability of the sphere is given by 16,36-39
where tip is the dielectric function of the metallic tip (platinum/iridium), and tip is the radius of curvature of the tip apex (~ 10 nm). Bringing the probe close to a dielectric sample surface that spans the infinite half volume below the tip results in an interaction between the polarized sphere, which is approximated as a point-dipole, and the sample. Specifically, an image dipole is induced in the sample
This image dipole acts back on the tip dipole such that the total field exerted on the sphere is a combination of the external field and the field from the image dipole,
where tip + tip is the height of the point-dipole above the sample (and also the depth of the image charge below the sample surface). Hence, an effective polarizability ( eff ) can be defined when the tip is close to the sample,
(3.5)
Further details regarding the point-dipole model and extensions to more complicated tip geometries can be found in references 16, [36] [37] [38] [39] . We note that we tried fitting our data using the finite-dipole model 38, 39 in lieu of the point-dipole model, but did not see significant improvements, and therefore used the pointdipole model because it is has fewer free parameters and thus provides a clearer picture of the underlying physics.
The scattered radiation scat is proportional to the effective tip-sample polarizability, such that
Until recently, an additional sample-dependent term has been included in scat to account for radiation from the image dipole, such that
However, it has been pointed out 38 that as the probing frequency passes through a resonance in the sample,  (Supplementary Eq. (3.3)) diverges. In this case, Supplementary Eq. (3.7) predicts that the image dipole will radiate more strongly than the tip dipole, a scenario that is clearly unphysical.
Conversely, an alternate formula has been proposed 38, 39 that includes contributions to the total signal from light that has reflected off the sample before interacting with the tip, and light that has been reflected off the sample after interacting with the tip (on its way to the detector), given by
where rp is the Fresnel reflection coefficient for p-polarized light:
In Supplementary Eq. (3.9), θ i   is the incident angle of the radiation and θ t is the transmitted angle of the radiation calculated from Snell's Law. ( ) is the dielectic function of the reflecting surface, while the medium above the reflecting surface is air. We note that for nanoscale samples such as InAs nanowires, the Fresnel reflection coefficient in a subwavelength region of the surface may not provide an entirely accurate description of the locally scattered radiation. In reference 39 reflections are only considered off infinite plane surfaces, including both the sample-air interface and sample-substrate interface. In our modeling we used the Fresnel reflection coefficient at an InAs-air interface because the local reflections off the nanowire were deemed to have the most impact on the total scattered radiation. However, we also performed simulations using the Fresnel coefficient for a diamond-air interface, which would correspond to reflections off the substrate, and found that we could still reproduce the general trend of our data. We also tested simulations using the bare Supplementary Eq. (3.6) and even Supplementary Eq. (3.7) and found that we could describe the observed time-dependence of the scattered signals in both cases. Overall, the polarizability of the tip-sample system eff was determined to be the dominant term in the scattered spectra measured at the third demodulation order. Finally, we note that the model that we judged to best portray our experiment from a theoretical standpoint -Supplementary Eq. (3.8) used in conjunction with the Fresnel reflection off an InAs-air interfacealso provides the best fits to our data.
Electric near-field measurements
Here, we introduce a parameter, ( ), containing the full scattering information of our system, such that
where scat ( ) is the scattered electric field and
The parameter is a constant scaling factor. The effective polarizability eff calculated in the previous section (Supplementary Eq. (3.5)) depends on the height of the tip dipole above the substrate, tip . In our experiments the tip is operated in tapping mode, so the dipole height oscillates with frequency  and amplitude (see, e.g. reference 18-21,23-26, 33, 34, [36] [37] [38] [39] [40] . The time-dependent height can be written as tip (Ω, ) = 2
(1 + sin(Ω )) + 0 , (3.12)
where 0 ≈ 0 nm is the minimum height above the sample. The tapping amplitude is 130 nm unless otherwise specified, while the tapping frequency is typically ~270 kHz. As a result of the tip oscillation, eff is modulated at the tip frequency . However, because eff depends nonlinearly on tip , it is also modulated at frequencies nΩ , where n is an integer. In our experiment, we detect the electric field and intensity at the third demodulation order (n = 3).
The effective polarizability can be expressed as We now introduce the tip oscillation into eff ( ), which we expand as a Fourier series with respect to 
(3.16)
The third-order term is given by and thus the scattered electric field amplitude at the third demodulation order is
We directly simulate scat (3) ( ) using Supplementary Eq. (3.19) . The incident electric field in ( ) is known from EOS. Meanwhile, p ( ), 3 ( ), and 3 ( ) are completely determined by the dielectric function s ( ) used to model the sample. The factor is found by scaling the predicted scat (3) ( ) for the unexcited sample to match the measured scat (3) ( ) at negative pump-gate delay time. We model the unexcited sample using the Drude model with parameters given by the background doping density (see Materials and Methods) and a scattering rate from the literature 14 . The amplitude and absolute phase of all subsequent simulated spectra (at positive pump-gate delay times) are thus completely determined by just two parameters: the instantaneous carrier density and carrier scattering rate in the sample, as described in Supplementary Section 3.5. Finally, since EOS provides direct access to the oscillating electric field of the scattered light, we detect both the amplitude and absolute phase of the electric near field at the third demodulation order, and hence can compare the simulations directly to the measured data.
Near-field intensity measurements
Time-integrated measurements of the scattered near-field intensity at the third demodulation order (using e.g. an MCT photodiode) have a more complicated dependence on the local polarizability of the system than electric-field measurements via EOS. The total measured intensity scat is scat = ∫ | scat ( )| 2 = ∫ scat ( ) ⋅ scat * ( ) .
(3.20)
Making use of the Fourier expansion of eff ( ) with respect to , scat can be rewritten as
Isolating the intensity signal at the third demodulation order of the tapping frequency yields Therefore, the intensity measured at the third demodulation order depends not only on the third harmonic of the effective polarizability, but also on all other harmonics. This complication can usually be ignored for steady-state imaging for two reasons: (i) s 0 (ω) is much larger than the amplitudes at higher orders so all of the terms in the series beyond the first one are negligible; (ii) s 0 (ω) is relatively insensitive to tip position so changes to the scattered signal observed when scanning can be attributed to s 3 (ω). However, an additional issue arises for pump-probe measurements. If an extended region of the sample is photoexcited, the changes to s 0 (ω) may significantly impact the time dependence of scat (3) . This effect cannot be avoided by detecting at higher demodulation orders because the first term in the expansion will always contain s 0 (ω). In our experiments, the nanowire cross section is small compared to the spot sizes of the pump and probe pulses, and the surrounding substrate shows no pump-probe signal, so the intensity dynamics we observe can be attributed entirely to changes in s 3 (ω). The strong spatial contrast of our pump-probe signal supports this assertion. However, it should be noted that in general, samples that are more spatially extended may exhibit convoluted pump-probe intensity dynamics. Electro-optic sampling of the electric near-field, on the other hand, does not suffer from this drawback.
Near-field Fourier transform infrared spectroscopy
The MCT photodiode that measures the scattered intensity in our setup is also used to perform standard FTIR spectroscopy 26, 40 . Here, the scattered THz pulse is overlapped in time and space with a reference THz pulse on the MCT detector. The delay of the reference pulse is scanned relative to the probe pulse (FTIR spectroscopy stage, Fig. 1a ) and the resulting intensity interferogram is recorded. The reference THz waveform is, to a good approximation, the same as the waveform incident on the s-NSOM tip. Therefore, the electric field of the reference signal ref ( ) can be written as
where | in ( )| is the amplitude of the input waveform incident on the tip and in ( ) is the phase of the input waveform. The delay time is set by the FTIR spectroscopy delay stage. To simplify the equations that follow, we also write the scattered electric field as
where it should be noted that scat ( ) = scat ( , Ω ). The intensity measured by the MCT photodiode at a given delay time can be expressed as We note here that FTIR spectroscopy is only capable of measuring the phase of the scattered signal at a given frequency relative to the phase of the reference at the same frequency, and thus does not provide temporal information unless the absolute phase of one of the pulses is known. To simplify the discussion that follows we set in ( ) = 0, but it should be understood that the scat ( ) written in the rest of this subsection is a relative phase.
Only the third term in Supplementary Eq. (3.29) contains frequency information,
The Fourier transform of ′( ), which contains the amplitude and relative phase information of the scattered THz probe, is then
(3.31)
The Fourier transform can be rearranged such that
(3.32)
The expression above can be simplified using a representation of the Dirac delta distribution, namely 
] .
(3.34) Therefore,
Finally, making use of the fact that in ( ′) = in * (− ′) and scat ( ′) = scat * (− ′) for real ( ) we obtain
or equivalently
Inserting our expression for scat ( ′), namely
into Supplementary Eq. (3.37) results in
where 3 ( ′) is understood to be the relative phase at the third harmonic of the tapping frequency. Supplementary Eq. (3.39) reveals that in contrast to bare intensity measurements (see previous subsection) FTIR spectroscopy provides intensities at the third demodulation order that are unpolluted by 0 ( ′). FTIR spectroscopy can therefore be used to extract the InAs nanowire resonance frequency, albeit with a time resolution significantly slower than that provided by electro-optic detection. The result of this decreased time resolution is a smearing of the spectral response over the fast initial dynamics (< 100 fs), but a faithful representation of the slower dynamics (Supplementary Section 5). Finally, simulations of the time-dependent scattered spectra measured by FTIR spectroscopy can be performed by fitting the unpumped spectra and calculating the spectra at positive pump-probe delay times based on a photoinduced carrier density
where the dielectric function of the unpumped nanowire is described by the Drude model with a carrier density of 2 × 10 17 electrons/cm 3 (see Materials and Methods) and a carrier scattering rate of 14 THz taken from the literature 14 . We note that the simulation results are not sensitive to the precise values of the negative-time parameters. Simulations of this type are shown in Supplemental Section 5, but not in the main paper.
Drude model for InAs nanowire conductivity
The local dielectric function of the sample, be it the pumped or unpumped InAs nanowire or bulk InAs surface, is modeled by the Drude model, given by
where 0 is the permittivity of free space, p is the plasma frequency, is the carrier scattering time (1/ is the carrier scattering rate), and = 2 is the angular frequency of the probe light. The plasma frequency can be expressed in terms of the carrier density ( c ) as
where is the fundamental charge, * = 0.023 e is the electron effective mass in InAs 41 , and ∞ = 12.3 is the high frequency permittivity 41 . Two free parameters are used to simultaneously fit the amplitude and phase data after photoexcitation: c and . For the unpumped nanowire these parameters are set to c = 2 × 10 17 electrons/cm 3 (see Materials and Methods) and = 1/(14 ×10 12 s −1 ) = 71 fs 14 .
Carrier scattering rate in the photoexcited InAs nanowire
In addition to the carrier densities shown in Fig. 3f , our model of the multi-THz near-field response of the nanowire allows us to also extract the scattering rate of the photoexcited electrons as function of pump-probe delay time, as shown in Supplementary Fig. 6 . As the photon energy is a factor of two higher than the band gap, a highly energetic electron gas is present directly after photoexcitation, leading to a scattering rate of 45 THz. These photoexcited electrons are subjected to strong electric fields at the nanowire surface, introducing fast relaxation processes, potentially even by inter-valley scattering. After 200 fs the scattering rate decreases to 14 THz, which agrees with the literature value for the scattering rate of electrons in the -valley of InAs nanowires 14 .
In fitting the Drude model to the local nanowire response (via the point-dipole model), the scattering rate mainly changes the width of the resonance in the scattered spectrum. Conversely, altering the carrier density changes the frequency of the resonance, and hence the total scattered intensity. Scattering rate (THz)
Pump-gate delay t pg (fs)
Fourier transform infrared spectroscopy
In our setup, the time-integrated intensity of the scattered THz pulses is measured with an MCT photodiode. Pump-probe dynamics can be recorded by monitoring the signal as a function of pumpprobe delay tpp, as shown in Fig. 2a . We can also spectrally resolve the scattered pulses by FTIR spectroscopy at a given tpp by overlapping a reference THz waveform with the scattered THz transient on the MCT detector. Delaying the reference pulse with respect to the scattered pulse produces an intensity interferogram, which yields the amplitude and relative phase of the scattered pulse via the Fourier transform. As is the case in pump-probe intensity measurements, pump-probe FTIR spectroscopy has a time resolution that is limited to the width of the probe pulse (60 fs) at best. If the THz pulse excites a resonance that rings for multiple oscillation cycles this time resolution will be degraded. We find that pump-probe FTIR spectroscopy is capable of resolving the ultrafast depletion layer formation that occurs over < 100 fs in the InAs nanowires, but that the response is averaged over the probe-pulse duration. This results in lower resonance frequencies than those measured by EOS in the first 200 fs after photoexcitation, when the system is rapidly evolving. On the other hand, the crossover between the two characteristic decay rates occurs at the same delay observed in EOS measurements, and the resonance frequencies determined by FTIR spectroscopy and EOS match for all later times. In Supplementary Section 5.1 we provide pump-probe FTIR spectroscopy measurements on the InAs nanowire corroborating the EOS data shown in the main paper. In Supplementary Section 5.2 we show pump-probe FTIR spectroscopy on bulk InAs for comparison.
Pump-probe dynamics on indium arsenide nanowires
Pump-probe FTIR spectroscopy measurements in the centre of the InAs nanowire are summarized in Supplementary Fig. 7 . The amplitude of the intensity interferogram at the third demodulation order is shown in Supplementary Fig. 7a . Simulations based on the theory outlined in Supplementary Section 3.4, and in particular Supplementary Eqs. (3.39) and (3.40), are provided in Supplementary  Fig. 7b . The corresponding experimental and theoretical relative phases are shown in Supplementary  Fig. 7c and d , respectively. The time-dependent carrier densities extracted from the fits are shown in Supplementary Fig. 7e . As was the case in the EOS measurements ( Fig. 3) we observe two distinct time constants in the decay. The fast initial decay has a time constant of < 60 fs (resolution limited) corresponding to depletion layer formation. The longer decay constant is ~ 2.6 ps, which agrees with the decay constant determined from EOS measurements (~ 2 ps) within uncertainty. The carrier scattering rate extracted from the fits is shown in Supplementary Fig. 7f . 
Pump-probe dynamics on bulk indium arsenide
As a reference, we also performed time-resolved near-field microscopy experiments of a flat bulk InAs surface by pump-probe FTIR spectroscopy (nominal doping density ~10 16 electrons/cm 3 ) using the same near-field setup used to study the InAs nanowires. The parameters of the experiment, including the nearinfrared pump fluence, are identical to those used for pump-probe FTIR spectroscopy of the InAs nanowire ( Supplementary Section 5.1) . Similarly, the plots summarizing the bulk InAs data in Supplementary Fig. 8 echo the InAs nanowire graphs in Supplementary Fig. 7 . Supplementary Fig. 8a shows the scattered amplitude spectrum measured at the third demodulation order as a function of pumpprobe delay time. A dip appears in the amplitude spectrum following photoexcitation and moves through our bandwidth from high to low frequencies. As was the case for the InAs nanowire data, the dip is characteristic of a plasma resonance. One notable deviation from the nanowire behaviour arises in the time scale of the evolution of the plasma frequency; the dip moves through our bandwidth 10 times faster for the nanowire than for the bulk sample. We reproduce the amplitude progression of the bulk data using the point-dipole model, as shown in Supplementary Fig. 8b . The relative phase extracted from pump-probe FTIR spectroscopy is provided in Supplementary Fig. 8c . The simulated relative phases for the same fit parameters used in Supplementary Fig. 8b are shown in Supplementary Fig. 8d . Here, the simulation not only reproduces the general trend of the data, but also provides remarkably good quantitative fits at all pump-probe delays. The improved fits for bulk InAs compared to the InAs Pump-probe delay t p p (fs) nanowire ( Fig. 3 and Supplementary Fig. 7 ) may relate to the geometry of the nanowire. For the bulk InAs surface, the Fresnel reflection coefficient and image dipole is well defined because the sample is approximately an infinite half volume. For the nanowire this approximation is coarser, though still valid:
The top surface of the nanowire is flat along its axis (due to its hexagonal cross section) and large compared to the tip apex.
Only two fit parameters are used to obtain the simultaneous fits in Supplementary Fig. 8b and d , the carrier density Nc and scattering time . We plot Nc(tpp) in Supplementary Fig. 8e . Two distinct time constants are again observed in the decay, but with drastically different values than those seen in the InAs nanowire decay. For bulk InAs the first time constant is ~ 2 ps, which is approximately the same as the slow nanowire time constant. In both samples, the decay of the carrier density over a few picoseconds is attributed to carrier trapping into defect states close to the surface. On the other hand, the much longer decay constant of ~ 40 ps observed in the carrier dynamics of bulk InAs has no counterpart in the nanowire dynamics. It corresponds to carrier recombination in bulk InAs. The 2-ps decay dominates over this longer decay in the InAs nanowire. The carrier scattering rate extracted from the fits is shown in Supplementary Fig. 8f . Pump-probe delay t p p (ps) Scattering rate (THz)
Pump fluence dependence of carrier dynamics in the InAs nanowire
We investigated the influence of the pump fluence on the electron dynamics in the InAs nanowire by extracting the resonance position from the scattered spectra measured by FTIR spectroscopy as function of pump-probe delay time. The results are shown in Supplementary Fig. 9 for pump fluences of 0.5 mJ/cm 2 and 1.0 mJ/cm 2 . Since these measurements are taken with a temporal resolution > 60 fs using FTIR spectroscopy, a reliable estimation of the decay times can only be performed for the later (slower) dynamics. By fitting the decays of fo with single exponentials, we determined a decay time of 3.5 ± 0.3 ps for a pump fluence of 0.5 mJ/cm 2 and a decay time of 3.4 ± 0.5 ps for a pump fluence of 1.0 mJ/cm 2 . The decay times agree within error (and agree with the slow decay measured by electro-optic sampling in Fig. 3 ) and we therefore conclude that the dynamics do not depend on pump fluence in the fluence range used in our study. This finding is in accord with the suggested microscopic mechanism of carrier trapping at surface defect states.
On the other hand, we note that the carrier density immediately following photoexcitation does not depend linearly on the pump fluence. By increasing the pump fluence by a factor of 2, the carrier density only increases by a factor of about 1.3. This can be attributed to the high carrier concentration of > 4 × 10 18 electrons/cm 3 , which is close to the maximum density that can be photoexcited based on the density of states. It will be interesting to study the dynamics at strongly reduced fluences, in future work. Supplementary Figure 9 | Pump fluence dependence of the carrier dynamics. Fluence dependence of the carrier decay dynamics in the InAs nanowire on a semi-logarithmic graph. The resonance positions were extracted from the scattered spectra measured by FTIR spectroscopy. We determined an exponential decay time of 3.5 ± 0.3 ps for a pump fluence of 0.5 mJ/cm 2 (black dots) and a decay time of 3.4 ± 0.5 ps for a pump fluence of 1.0 mJ/cm 2 (red dots). 
Depletion layer formation
Theoretical estimate for depletion layer formation
Here, we provide rough estimates for the depletion-layer field and formation time. These calculations are based on the difference in average carrier density observed for low and high tapping amplitudes in Fig. 4d . The resonance frequency for 130 nm tapping amplitude 250 fs after photoexcitation is 31.3 THz, which corresponds to an average carrier density in the probing volume of c = 3.43 × 10 18 electrons/cm 3 ( Supplementary Eq. (3.42) ). At the same pump-probe delay time the resonance frequency is 32.6 THz for 50 nm tapping amplitude, giving c = 3.73 × 10 18 electrons/cm 3 . The difference in carrier density between the two probing volumes is Δ c = 3.0 × 10 17 electrons/cm 3 .
The surface field that creates the depletion layer d can be approximated as the field across a capacitor,
where the surface charge density of the capacitor is written as = Δ c , with being the charge separation. The probing depth for a given tapping amplitude is expected to be approximately the 1/e decay length of the signal in free space (Fig. 4a) where the charge separation distance d cancels. Thus, the expected formation time of the depletion layer is 25 fs. The result of this extremely rough calculation agrees remarkably well with the depletion layer formation rate measured by single-nanoparticle THz spectroscopy. We observe a decay time of 40 ± 10 fs in the dynamics of f0 (Fig. 3e) , which corresponds to a decay time in the dynamics of c of 20 fs (Fig. 3f ). Our results are also in good agreement with depletion layer formation times in bulk gallium arsenide measured by reflective electro-optic sampling in the far-field 32 .
Depletion layer formation at Position 3
To investigate how the formation of the surface depletion layer depends on the tip location on the nanowire we repeated the measurements shown in Fig. 4 (for Position 1) at Position 3, as indicated in Fig. 1d . The results can be seen in Supplementary Fig. 10a and b . In contrast to the measurements at Position 1, the electron density shows a fast decay for both high (135 nm) and low (55 nm) tapping amplitudes ( Supplementary Fig. 10b ) indicating that the formation of a depletion layer can be observed even for large probing depths. We attribute this phenomenon to a thicker depletion layer: even for large probing depths, the electrons are still accelerated out of our probing volume.
