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1. INTRODUCTION 
Let R and K denote the set of real numbers and the set of complex numbers, 
respectively. Let 8 be a real number such that 0 < S < 3. We set 
Rs = ij [n - 6, n + 61. 
Let X stand for either R or Rs and let y be a function (in general, complex- 
valued) defined on X. Let 9’ denote the class of all polynomials. 
We consider the following Banach spaces of functions. 
I. Supposey>1andxn/y(x)-+OasIxI-+co,xEX,n=1,2,....We 
denote by 
‘Z,,(X) = Banach space of continuous functions f on X such that 
f (x)/y(x) -+ 0 as 1 x 1 -+ co and normed by 
EY:,.-,(X) = class of all entire functions of exponential type zero whose 
restrictions to X belong to %JX). 
E,,,(X) = class of all entire functions of exponential type not greater 
than a, whose restrictions to X belong to V,,(X). 
II. Suppose 1 Q p < co and let y satisfy 
ja~gJdx<a, n=0,1,2 ,.... 
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We, define 
LPJX) = Banach space of functions f such that 
and normed by 
E:,,(X) = class of all entire functions of zero exponential type, whose 
restrictions to X belong to L=,,(X). 
E;,,(X) = class of all entire functions of exponential type not exceeding 
a and which are Fourier transforms of measures supported 
by interval (- a, a), and whose restrictions to X belong 
to D,(X). 
Here a is a nonnegative real number. 
The Bernstein problem consists in asking for necessary and sufficient 
conditions in order that B is dense in VJR). This problem was treated by 
various authors. A complete solution to this problem was given by Ahiezer 
and Bernstein [2, 151, Mergelyan [13] and Pollard [1.5]. Koosis [lo, 111 
obtained the conditions when R was replaced by X or Z, the set of integers. 
For p = 2, the analogous problem was treated by Levinson and McKean [12] 
and it was shown that Mergelyan’s approach was applicable even to the case 
when E:,,(X) is to be dense in L,,*(X). Akutowicz [3,4] further proved that 
the same sort of conditions hold also when E:,,(X) is to be dense in &g(X). 
Let U denote any one of the linear subspaces 9, E,,,(X), E,,,(X) and let V 
denote any one of 9, ET,,(X), E:,,(X). In this paper, we exploit the method 
of Mergelyan to investigate the conditions under which U (respectively I’) 
is dense in ‘Cl,(X) (respectively &p(X)). We shall also obtain results corre- 
sponding to Pollard’s theorem. HaEatryan [9] obtained a necessary and 
sufficient condition for B to be dense in E,,,(R). This result of HaEatryan 
is also extended in our case. 
The author is grateful to Professor K. R. Unni for his help and guidance 
in the preparation of this paper and to Professor Alladi Ramakrishnan, 
Director of the Institute, for providing excellent research facilities. 
2. PRELIMINARY LEMMAS 
Let D denote any one of the linear subspaces 9, E,,,,(X), E:,,(X), E,,,(X), 
Et,,(X). Then we have 
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LEMMA 2.1. Let z, E K such that Im z, # 0. If f E D, then g E D, where 
g(z) = f(Z) -fed . 
z - z(J 
LEMMA 2.2. Let z1 , z2 E K such that Im z1 f 0. If f E D, withf (x1) = 0, 
then g E D, where 
Let J&(D) denote the class of functions f E D such that I] f 1) < 1 and let 
MY(D) denote the class of functions g E D which have no zeros in the upper 
half plane and for which 1 g(x) j > 1 and ((g j( < 1 + (( 1 Ij . 
Set 
LEMMA 2.3. When X = R, or R, &(y, D) < co implies g(y, D) < co. 
PROOF. By definition 
a'(~, D) < 4U + II 1 II) Y, D) = A(Y, D) + Wl + II 1 11). 
LEMMA 2.4. When X = Rs or R, if AY(y, 9) < co, then d(y, 9) < ax 
PROOF. Let P E 8. There exists Q E 9’ which has no zeros in the upper 
half plane such that 1 + 1 P(x) I2 = 1 Q(X) 12, from which it follows that 
1 < I QW I d 1 + I P(x) I 9 so that )/ (211 < 1 + 1) 1 11 , if P E A$@‘). There- 
fore 
NY, 9:) < %Y, 9’). 
LEMMA 2.5. When X = R, then Sl(y, D) < co implies d(y, D) < co, 
where D = E,,, , EC,, or Ev,a . 
PROOF. Suppose 9(y, D) < co. Let f be an entire function of exponential 
type 7 which belongs to D. Without loss of generality, we can assume that f 
is real. Then 1 + f “(z) is an entire function of exponential type 27. By 
hypothesis 
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By Ahiezer’s theorem, there exists an entire function g of exponential type T 
with no zeros in the upper half plane such that 
I gw I2 = 1 +fw- 
Clearly g E D and Ilg II < 1 + llf II so that if f E -4$(D), then g E N,(D). 
Therefore &(y, D) < B(y, D). 
LEMMA 2.6. The function MJz, D) has the following properties. 
(a) log M&z, D) is nonnegatiere and subharmonic 
lb) F4(z~ Ql-’ is continuous in the half planes Im z > 0, Im z < 0 and 
M&z, D) = M,,(z, D). 
(4 If iKJ(% 9 4 = co at some point z, with Im z,, # 0, then there exists a 
continuum E, zu E E, disjointfrom the real axis such that M&z, D) = CO on E. 
PROOF. The arguments of Mergelyan are employed. 
(a) Since LED, M,(z,D)>l. The subharmonic property of 
log M,,(z, D) follows from the fact that log 1 f(z) 1 is subharmonic for each 
fED. 
(b) Let z1 , Z,EK with Imzi=bj>O forj=l,2. IffED, then 
considering the function 
g(z) = 1 + z - zz f (4 -f (4 
z - Zl f (4 ’ 
it follows that g E D, by Lemma 2.2 and 
llgll < 1% - Zl I b 
1 
II 1 II + (1 + ’ z2 ; z1 ’ ) & llf II 
so that choosing f E AI(D), with 1 f (zr) I very close to M,,(z, , D), arguing as 
in Mergelyan, we obtain 
1 1 I zz - Zl I (1 + II 1 II) 
M&a , D) - M&, 9 D> ’ min(h , h) 
from which continuity follows. 
(c) Follows as in Mergelyan [13]. 
NOTATION 
y,(x) = y(x) (1 + .y 
w(x) = y(x) (1 + xa)--l’a. 
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For each z,, E K, with Im z,, # 0, 
I,o(.v) x (.Y - z&l 
It is clear that IzO E ‘ZJX) and L,@(X). 
x E x. 
LEM~IA 2.7. If M,,(z, , D) = cc, for some point z,, , with Im z, # 0, then 
for every E :> 0, there exists f E D such that 
II Izo -f Ilw < l . (1) 
PROOF. Let N > 0. By hypothesis there exists fi E J&(D) such that 
Ifi I > iv. Let 
f@,) = f&4 -f&o) 
hl - 4fi(%) * 
Then f E D by Lemma 2.1. Further 
II A0 -f $0 < ( ‘sup 
di-pl 
Xcx 1 x - 2,I 1 TV 
and Lemma 2.7 is now trivial. 
LEMMA 2.8. If Imz,,#Oandifforevery~ > 0 thereexistsf satisfying(l), 
then M,,(z, , D) = 60. 
PROOF. Let l > 0 be given and set 
and let 
Then fi E D. This is trivial except when D = Et., . But it is easy to establish 
this. Further, jjfi [I < 1. Therefore fi E AY(D) and 1 f&J I = l/[&(z,)], 
which shows that M,,(z,, , D) = co. 
3. EXTENSION OF MERGELYAN'S RESULT 
PROPOSITION 3.1. Let X = R or R8 . Then any one of the following condi- 
tions is necessary and sujicient for 9 to be dense in WY(X). 
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4 M&9 9’) = 00, Ima#O (2) 
(4 i 
1% M&s 9’) dt = co 
X 1 +t2 
PROOF. The case X = Rs was proved by Mergeiyan. Set X = Rs . 
(a) is proved easily. 
We now prove (b). If P be a real polynomial, then there exists a constant 
C(6) which depends only on 6 such that 
s m log[l + P”(41 --m 1 + x2 dx < C(Q 1 loid1 + p2(x)l dx 1 +xs (5) Ra 
(See Koosis [lo]). 
Now suppose .01(y, ,8) < co. Let P E AV,(P). It is enough to consider 
real polynomials P. Let 1 Q(x) I2 = 1 + 1 P(x) 12. Then 11 P II < 1 implies 
I 4Q II Q 1 ami I log ’ ’ ‘@I I dt < &(rl ,9’), R,j 1+t2 
which implies that 
s R.5 log[; ; ;(‘)’ dx < 2&(~, ,9’) + (log 4) r. 
Then 
Hence MJi, 9) < co and B is not dense in %JR&. 
Conversely, 
s log 1 Q(t) 1 dt < m 1 + t2 ’ Ra I log 1 Q(t) 1 & = ~ log I Q(i) , -=, 1 + t2 
so that if &(yr , 9) = co, then MYl(i, 9) = a~ also. Hence B is dense in 
KO%). 
(c) is proved by the arguments in Mergelyan. 
PROPOSITION 3.2. Any one of the following conditions is necessary and 
st@cient for E,,,,(X) to be dense in G?,,(X) where X = R OY R, . 
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(4 
sup I E.//Y1(E.,l,O) . 
. log+ If@) I dt = o. 
x 1 +ta 
PROOF. (a) is proved easily. We shall prove the necessity of (b) and (c). 
It is enough to show that if 
log+ If@) I dt = K < co 
I +t2 , (6) 
then E,,, is not dense in 9??(X). It is even enough to assume (6) for the smaller 
set consisting of those functions which are real on the real axis, for any other 
can be written as the sum of two, one real and one purely imaginary on the 
real axis. If f is an entire function of exponential type zero, we can split it 
into an even part fi and an odd part f2 . First, we assert that there exists a 
constant C(6), which depends only on 6, such that 
-m I log’; ;;;‘“” d.x < C(6) 1, - 1 + x2 l"dl +f"k)l dx , - --x (7) 
where (7) is obvious with C(6) = 1, when X = R. We shall prove (7) only 
for even functions. The proof for odd functions is similar. The Hadamard 
factorization gives 
where 0 < h, ,< h, < *a* . As in [12] we can ignore the zero off at the origin, 
by considering the function 
f&z) = Pm (1 - $)” fg . 
fA is an even entire function of exponential type zero and ] fA(z)/f (z) 1 + 1 
as/zI-tcos~thatf,EE~,,andIlf,-ffjl~Oash~0. 
Following Levinson and McKean [12] we consider the function 
g(4 = ,,Y<, (1 - $) n (1 - 9) 
n n R>dA 
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depending upon a small positive number A and a large integral number d. 
It was asserted there that given X > 0, E > 0 and A < 00, there exists 
4 = d,(X, E, A) and a universal constant B such that for d >, dr 
(9 I.04 - g(x) I -c E 1.2’1 <A 
(4 I g(x) I < B If(x) I A<lX( <f 
(iii) I g(X) I < B 
(iv) g E Ls(Rl). 
Since the entire function g(z) differs from sin ?TAZ by a rational factor, it is 
of exponential type rrh and bounded on the real axis. Now the function 
G(z) = 1 + g’(x) 
is of exponential type 27rA, real and bounded on the real axis and satisfies the 
inequality G(x) > 1. Then there exists an entire function h(z) of exponential 
type ?TA having no zeros in the upper half plane and satisfying 
I h(x) I2 = 1 + g”(x) for -co<XX<. 
Now applying the technique of Koosis [lo] to h we obtain 
from which we deduce that 
(See Koosis [lo], p. 234) with C(6), a constant, depending only on 6. In terms 
of g, this gives 
I ca loEd + g”(41 ha + B2c41 -m 1 + xs dx G C(s) Ra 1 + xa dx - 27rh log sin $- ?r8 
409/25/2-15 
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Now, the application of (i), (ii), and (iii) yields 
sup <lsl<d/2 
If(x) - g(x) ! 
Y(X) 
-f sup If(x> - k?(X) I
lXl>d/Z Y(X) 
1 
sup @?+I)* 
A<lxl<d/Z 
sup 1 .iW I + sup i fb$ I 
Y(X) Y(X) 
and i?(x) -+-f(x) 
for all x under these conditions. Then, since (6) is satisfied, letting d -+ co, 
A -+ 03, and E + 0 and applying Lebesgue dominated convergence theorem, 
(8) gives 
Since the left-hand side is independent of A, we let h -+ 0 to obtain (7). Then, 
under the hypothesis (6), as in the proof of Proposition 3.1, we obtain 
J 
-X2 log+ If(x) I 
1 +x’s dx d 2C(6) [K + x log 21 --Ic 
provided Ilf llyl < I. Now it follows that 
1% If@) I G ; J‘Tm (x _ ;2 + y* log+ I f(t) I dt* z = x + iy, y > 0, 
(9) 
from Nevanlinna’s theorem, letting R-+ 03 and using 
so that 
lim sup R-l log /f(Re@) / < 0 
R+W 
which’implies that MYl(i, I?,,,,) < co and EY,O is not dense in VJX). This 
e&Jablishes the necessity of conditions (b) and (c). 
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To complete the proof, it is sufficient if we show that when &,(X) is not 
dense in gy(X), 
J 
log+ If(t) I dt , 
,y 1+ts Yx 1 
1% ~Yl(4 J%.o) dt < o. 
1 +t2 (10) 
for each f E Ayl(Eyl,s(X)). Th ere exists c of bounded variation over X such 
that 
I 
xf$!du(t) = 0 for allfE E,,,(X) 
and 
i 
( do(t) 1 = 1. 
X 
’ 1 
Since, if f E &,,,(X), then g E Z?,,,(X), where g(t) = [f(t) -f(41@ - 4, 
extending the above functional to the whole of G’,,(X), we obtain 
I fW 1 - - W) = f(z) jxg-g $1 W) x t - z YW :: 
(fg E,r,,(X), Im 2 # 0). Setting 
F(z) = j x&$)d”(t) 
we find that 
so that 
and 
Then 
and so 
‘og 
I 
m log A&& + i) 
dx < 00. 
-m 1 +X2 
I 
cc 1% W,(t) dt ( 
-02 1 + t2 
jm 
’ --m 
log M,# + 4 dt x $ j;m& 1 + (: _ q 
=2j 
m log M,,(t + 4 
dt < co. 
-co t2 + 4 
This completes the proof of Proposition 3.2. 
460 GEETHA 
PROPOSITION 3.3. Any one of the following conditions is necessary and suf- 
ficient for B to be dense in L,,qR) 
(a) MY,l(z, 9) = co Imz+O 
(b) ~+i ,9) = CXI 
(c) j’“, logyft;;)dt = co. 
PROOF. Since X, the class of continuous functions with compact support, 
is dense in L,P(R) and every function in X can be approximated by finite 
linear combinations of functions of the form 1, , Im z # 0, in Lyp also, 
(a) is immediate. (b) follows by verbatim proof of Proposition 3.1 (b). Since 
necessity of (c) follows. We shall now prove that if 9 is not dense in L,p(R) 
then 
I 
i” 1% Jc1t4 9’) 
1 +t2 
dt < 03. 
-02 
There exists g ED(R) with l/p + l/q = 1 such that 
I 
m t”g(t)dt=O 
-m At) 
n = 0, 1, 2,... 
and 
If we set 
Ilg IL, = 1 = ( jrm I g(t) I* dt)"*. 
then F is analytic in the half planes Im z > 0, Im z < 0 and is not identically 
zero. For each polynomial P, we have 
P(z) F(z) = jyrn $/ &g(t) dt- 
Let P E.J,,(~). Then 
I W f’(4 I d qg 
by Holder’s inequality so that 
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where M is a constant. The rest of the proof is the same as that of 
Proposition 3.1. 
Analogously, the following propositions hold (see Akutowicz [4]). 
PROPOSITION 3.4. Any one of the following conditions is necessary and 
su.cientfor E;,,(R) to be dense zk &p(R). 
(b) s J) sup log+ If@) 1 dt= co w& ,o) --m 1 +t* 
PROPOSITION 3.5. Any one of the following conditions is necessary and suf- 
ficient for E:,(R) to be dense in &p(R). 
4. CASE WHEN y IS CONTINUOUS 
PROPOSITION 4.1. Let y > 1 be continuous. Then D is dense in g,,(R) g 
and only tf 
..d(y, D) = co. (11) 
PROOF. Since Y(X) < n(x), it follows that XZ’(~, D) < z&Q1 , D), so that 
the sufficiency of (11) is clear. We shall now prove the necessity. Suppose that 
a+, D) < co. (12) 
We shall then show that closure of D in %JR) consists of at most functions 
of exponential type. It is enough to show that the set J&(D) constitutes a 
normal family. It is even enough to show this for the smaller set consisting 
of those elements which are real on the real axis, for any other can be written 
as the sum of two, one real and one purely imaginary on the real axis. 
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LetfE D such that /If 11 < 1. Set 
I g(4 I2 = 1 +f”w 
where g has no zeros in the upper half plane and g E D. In fact, this is trivial 
when D = 9, and in the case D = E,,, or Ev,a it follows that 
-n 
J 
1% lf(4 I 
1 + x2 ds < d(y, D) < 0~. --m 
By Poisson formula, we have, since log 1 g(z) 1 is subharmonic, 
where a = 0 when D = 9 or E,,, , 
Setting 
4(f) = 1% I g(t) 1 > 0 
1+t2 ’ ? 
we have 
1 a - 
7l s 
--ot C(t) dt < cc+, D) + log 2 = L. 
The rest of the proof is similar to the one in Ahiezer (pp. 11 l-l 12 [2]). Thus, 
we get 
If(z) I < &+a . e(5L+a)lzl forz g KS 
Now, we are in a position to complete the proof of our proposition. Assume 
that &(y, D) < co. Suppose that it is possible to approximate a function 
g E W?(R) with any desired degree of accuracy by means of elements of D, 
i.e., we assume that there exists a sequence of functions ( fn} in D for which 
Since 
lIfn II G Ilg II + lifn -g II , 
there exists a constant C such that 
I fn(4 I G w4 -al<<x<m. 
Then, by what has already been proved, letting A = eGLfa, B = 5L + a, we 
have 
Ifn(4 I < CA@'"' 12 = 1, 2,... 
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and thus (fn} forms a normal family. Therefore, it is possible to select a 
subsequence from { fn> which converges to an entire function G of exponential 
type < B uniformly in any finite part of the plane. At the same time 
for all n, whenever y is finite. By continuity of y it follows that g is the restric- 
tion to the real axis of an entire function G of exponential type not exceeding 
B and hence cannot be an arbitrary function of the class V?,,(R). Thus, D is 
not dense in Vy(R). This completes the proof. 
PROPOSITION 4.2. Let y > 1 be continuous. Then B is dense in %,,(RJ ifand 
only if 
J3+TY, 9’) = p2;q9) 1, lo; ‘yy ’ dx = CO. (13) 
- Y 
PROOF. We need to prove only the necessity of (13). Assume 
log 1 ‘(‘) 1 dx < to 
& 1 + X2 
, 
Then, for all polynomials P which are real on the real axis and with 11 P (( < 1, 
there exists a constant L, which depends only on 6 such that 
I m -m *Of y$’ ’ dx < L,(K + CT log 2). 
Then, using the formula 
log 1 P(z) 1 < k srn 
57 -co 
logI+ y$) ’ dt, 
the argument of Proposition 4.1 will show that the set of polynomials P 
satisfying 11 P 11 < 1 forms a normal family. The closure of P can only 
consist of analytic functions. Thus B is not dense in %?JR,). 
PROPOSITION 4.3. Suppose y 3 1 is continuous. If D is dense in 5?JR), then 
s 
m log Y(‘) dx = co 
-03 1+X” . 
This is a corollary to Proposition 4.1 I 
PROPOSITION 4.4. Let y > 1 be continuous. A necessary and su@ient condi- 
tion that B is dense in %‘,,(R,J is that the following hold: 
(4 *oft! Y(X) I,, 1 dx = 00 
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(b) there exists a sequence of polynomials {p,} such that for each real x, 
Ez I P,(X) I = Y(N) and I PA.9 I < MYW 
where M is a constant. 
PROOF. Necessity. (a) has been proved earlier. To prove (b), choose a 
continuous function F such that 
F -= 1 on 
Y 
Rdn[--n,nl 
= linear on [- n - 6, - n], [n, 12 + 81 
= 0 outside (- n - 6, n + 6). 
The proof is completed as in Ahiezer [2, Theorem 11, p. 1181. 
Suficiency. The proof is the same as in Ahiezer [2, Theorem 11, p. 1191, 
but now the integral 
is replaced by 
J 
PROPOSITION 4.5. Let y be continuous. Then B is dense in L,p(R) if and 
only if the following conditions hold. 
(4 
m log y(x) 
j-, m dx = a 
(b) there exists a sequence of polynomials (p,} such that 
II Pn II < M and Y(X) __-, ;z I P,(X) I = -Jl + x2 
PROOF. Necessity. We have to prove (b) only. Since X is dense in 
L,p(R), we choose F E L,,p(R) such that 
F(x) = p7 x E [- n, n] 
=o x $ [- n, n]. 
ON BERNSTEIN APPROXIMATION PROBLEM 465 
Now the proof of Proposition 4.4 is applied to obtain 
llpn II B M and 
By continuity of y, we obtain the desired result. 
Sz@iciency. Let {pJ be the given sequence of polynomials satisfying the 
conditions (a), (b). Let P, be defined by 
I P,(x) I2 = 1 + I P&> Y. 
Then, 1 < 1 Pn(x) 1 and /I P, I] G II 1 II + Mar, = C, where 
s 
m 
% p= --oo (1 +d:z)Die * 
Now the proof is completed if we can show that 
lim 
s 
c0 log I p74-4 I 
1 + x2 
dx= co. 
?v+cO --J) 
But this would imply as in the previous cases that 
s 
m log y(x) (1 + ‘v2)--l’2 dx = ;c) 
-co 1 +x2 
which contradicts condition (a). 
5. NON-DENSE CASE 
It was observed by Mergelyan [13] that fw any y > 1, there are two 
possibilities : Either 
M&, 9) = co, ImzfO 
or there is a function e(r) -+ 0 as r -+ a3 such that 
M.,(z, 9) < AerecT), 
where A is independent of I, j z ) = r, from which it follows that either B is 
dezse im G?,,(R) OY the closure of B is contained in E,,,(R). Levinson and McKean 
proved that if E,., is not dense in %YJR), then E,.,(R) is a closed subspace of 
WW- 
It is easy to prove analogously, 
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PROPOSITION 5.1. Either 9 is dense in L,,p(R) or the closure of B in L,p(R) 
is contained in E;,,(R). H&ztryan proved. 
PROPOSITION 5.2. Suppose that 9 is not dense in V,,(R). Then B is dense in 
E,,,(R) if and only if 
A natural extension to L,P is given by 
PROPOSITION 5.3. Suppose 9’ is not dense in LYp. Then 9 is dense in EF,, 
if and mly if 
PROOF. Suppose (15) holds. Let L E P. Then there exists 4 E LQ such 
that 
L(tn) = 0 = j-1, -$4(t) dt n = 0, 1,2,... 
with 11 L 11 = (1 r$ IIQ = 1. Therefore, for P E 8, 
We extend L to L,,P. Then (16) implies 
L[P(t) (t - z)-‘1 = P@)L[(t - 2)-l]. (17) 
The function F(z) = L[(t - z)-l] is holomorphic for Im z f 0. Further 
t w(t) (t - 4-11 I G 114 II~ II p hIvD 11 s Ijm = 41) as I 1m 2 I - ~0, 
for P E +9’). Therefore 
Let f E Ey”,,, . Then 
f@) -f(‘d EE,“O 
t-2 
for every 2. 
Then 
G(2) = L [ f(tt) I;@)] = L [fi] -f(2)F(2) (19) 
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is an entire function of zero exponential type and 
L[f(t) (t - ;u)-‘1 = o(1). 
Therefore 
I @(iy) I < $1) + If(i) I I Jlti) I 
(i.e.), 
1 @(iy) 1 = o(1) as lYl-+G= 
Hence @ = 0. Thus 
L f(t) -f(z) = 0 
I t-z 1 
which implies that L[f(t) (t - z&‘] = 0 when z,, is a zero off. Letf E Ep,O . 
Consider the function 
g(t) = II f IF1 0 - i>f (4. 
Then g(i) = 0, g E JIy,JE&,) and so 
0 =qg(t) (t - i)-l] = 11 f II-‘Llf(t)]. 
HenceL(f) = 0 f or all f E Eps, . Thus, the closure of B is Et,0 . 
6. A REMARK ON BEST APPROXIMATION 
Suppose y has the representation 
y(x) = y(O) exp [Jr’ $J fit) . 
Assume 
Then 
(20) 
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implies 
so that if 9 is dense in ‘F, , then .??’ is dense in LYp also. Thus, the 
condition (20) implies that the polynomials are dense in LYp, when 
I<p<m 
Setting p(x) = log y(x), q(x), the function inverse to p(w), 6 any number 
satisfying 0 < 0 < 1, K = 19”~~+~/(1 - e2) and 6 = log[l9h(O)]/eh(l), it is 
easy to prove from the theorem of Mergelyan [14] that 
PROPOSITION 6.1. There exists an absolute constant C > 0 such that the 
inequality 
X 
I 
e-‘mn-6) log y(x) dx’ 
0 1 + x2 I 
holds for all n satisfring the conditions K < 1 and n > 6, where EJy, 1 /(x - a)] 
denotes inf 11 I, - P /IY,9 for all polynomials of degree not exceeding n and a is a 
nonreal complex number. 
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