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Introduction
Quantifying spatial and/or temporal trends in environmental modelling data requires
that measurements be taken at multiple sites. The number of sites and duration of
measurement at each site must be balanced against costs of equipment and
availability of trained staff. The split panel design comprises short measurement
campaigns at multiple locations and continuous monitoring at reference sites [2].
Here we present a modelling approach for a spatio-temporal model of ultrafine
particle number concentration (PNC) recorded according to a split panel design.
The model describes the temporal trends and background levels at each site.
The data were measured as part of the “Ultrafine Particles from Transport Emissions
and Child Health” (UPTECH) project which aims to link air quality measurements,
child health outcomes and a questionnaire on the child’s history and demographics.
The UPTECH project involves measuring aerosol and particle counts and local
meteorology at each of 25 primary schools for two weeks and at three long term
monitoring stations, and health outcomes for a cohort of students at each school [3].
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Figure: Panel designs for UPTECH project. Sites 1 to 10 correspond to schools 1 to 10, site 11 to
Woolloongabba, 12 to Rocklea and 13 to QUT.
Three condensation particle counters (CPCs) are deployed at each school and one at
each reference site. Placement of CPCs at each school is approximately colinear
with the first closest to the upwind road, the second in the middle of the school and
the third furthest from the upwind road.
Methodology
Hourly averaged ultrafine PNC is modelled with the Generalised Additive Model in
INLA [7]. A daily trend may be included in the model with a second order random
walk model for hour of the day. A weekly trend may be included in the model with a
first order random walk penalty. The tensor product of these trends (and their
precision matrices) correspond to a joint daily and weekly trend, i.e. the daily trend
varies over the week. The precision matrices for the multivariate normal
distributions of the parameters for these terms are shown below.
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Figure: Prior precision matrices for modelling temporal trends
We assume that the mean at each site is independent and that the three locations
within each school may be treated either by pooling as repeated measures, by
assuming independence or explicitly assuming exchangeability.
Four competing regression models are fit, each with a different specification of the
spatial and temporal relationships, and choose with the DIC:
1. separable trends, CPCs at each site as repeated measures
2. tensor product of daily and weekly trends, repeated measures
3. separable trends, CPCs exchangeable
4. separable trends, CPCs independent
All models will include a temporal trend common to all sites. The general form for
the regression is, thus,
log yijk =β0 + β1jk + f0(houri,weekdayi) + fj
hourij,weekdayij
 + εij
εij ∼N
0, σ2

Methodology (cont’d)
where fj(·, ·) represents the temporal trends at site j and f0(·, ·) represents the
temporal trends at all sites. These may be additive functions of the hour of the day
and day of the week or a joint, non-separable trend. All terms in the regression
model are represented as Gaussian Markov Random Fields and are fit using
integrated, nested Laplace approximations [8] in R-INLA [7].
Here β0 is the overall mean across all sites, with a weakly informative normal prior,
and β1jk is the mean of device k at site j and may be modelled as a repeated
measure (β1jk ≡ β1j), or as exchangeable or independent. The exchangeable spatial
effect prior precision matrix is block diagonal matrix of ones where each block
consists of a Kj ×Kj matrix for Kj CPCs deployed at site j.
Results and Discussion
The models with exchangeable and independent priors for the spatial random effect
provide qualitatively similar inference and have the lowest DICs of the fitted models
(83349 and 88348, respectively, compared to 83817 for separable trends with
repeated measures and 84074 for joint trends).
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(a) Daily trends plus site means
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Figure: Summary of fitted terms from exchangeable spatial random effect model.
The all-site daily trend contains a morning to midday peak and a small evening
peak, corresponding to common traffic patterns and nucleation [6, 5]. The
site-specific daily trends differ from each other and represent the deviation from the
common daily trend, and contains the effect of local sources such as traffic and land
use [4]. The weekly trend has its minimum values on the weekend (days 1 and 7) in
the all-site term and this is reinforced at most schools.
The independent or exchangeable within-school spatial random effects provide the
best fit according to the DIC. This indicates that including spatial variability within
the school provides for a better fit. It is hoped that once the project is finished, a
continuous spatial random effect may be fitted to the data from all 25 schools.
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