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Chapitre 1
Introduction
La victoire appartient à celui qui y croît le plus, et moi
j’y crois !
Citation amiénoise
Les besoins en puissance de calcul vont en s’accroissant dans une multitude de
domaines (simulation et modélisation, traitement du signal, d’images, fouille de don-
nées, télé-immersion, etc.) et le parallélisme est une tentative de réponse toujours d’ac-
tualité. Partant du vieil adage selon lequel « l’union fait la force », dès les années
60, les premiers super-calculateurs ont fait leur apparition et ont connu leur heure
de gloire jusque dans les années 90. L’effondrement des sociétés commercialisant les
super-calculateurs s’est réalisé du fait de l’avènement d’architectures de type grappes
de stations, bien moins coûteuses. Cette évolution n’a été possible que grâce à des
efforts constants en terme de conception et de développement logiciel.
Les plates-formes de calcul parallèle ne se résument donc plus aux super-
calculateurs monolithiques de Cray, IBM ou SGI. Les réseaux hétérogènes de stations
(les machines parallèles du « pauvre » par excellence) sont monnaie courante dans
les universités ou les entreprises. Faire coopérer un grand nombre de processeurs du
commerce, agencés en grappes et reliés par un réseau plus ou moins rapide, s’avère
nettement moins onéreux mais aussi nettement plus délicat. Ajoutons à cela que la
tendance actuelle en matière de calcul distribué est à l’interconnexion de machines
parallèles classiques et de grappes, réparties à l’échelle d’un pays ou d’un continent,
par des liens rapides afin d’agréger leur puissance de calcul. Il apparaît donc claire-
ment que l’hétérogénéité est une caractéristique essentielle des plates-formes de calcul
d’aujourd’hui et de demain. La conception d’algorithmes adaptés – ou l’adaptation
d’algorithmes existants – à ces nouveaux environnements parallèles est donc néces-
saire et a motivé les travaux présentés dans cette thèse.
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Algorithmes itØratifs
« Un algorithme itératif a pour but de construire, à partir d’un vecteur initial, une
suite de vecteurs, dont la limite est la solution du problème considéré. L’avènement
des calculateurs parallèles a donné à ce domaine de recherche une nouvelle vitalité. Il
ne s’agit pas d’implanter naïvement, sur calculateurs parallèles, un algorithme itératif
séquentiellement convergent, mais d’étudier les problèmes de convergence de l’algo-
rithme parallèle, sa meilleure parallélisation et sa réelle efficacité » [18].
Les modèles itératifs
Les méthodes itératives résolvant les systèmes linéaires creux et de grande taille
gagnent du terrain dans de nombreux domaines de calcul scientifique. Jusqu’à pré-
sent, les méthodes directes étaient souvent préférées aux méthodes itératives pour les
applications réelles du fait de leur robustesse et de leur comportement prévisible. Ces
méthodes, bien que très performantes, utilisent une quantité de mémoire significative,
qui peut souvent dépasser la mémoire disponible sur la plate-forme considérée. De
plus, un nombre de solveurs efficaces itératifs ont été découverts et le besoin crois-
sant de résoudre des systèmes linéaires très grands a déclenché un décalage appa-
rent et rapide vers des techniques itératives dans de nombreuses applications. Elles
constituent donc une très bonne alternative lorsque les méthodes directes ne sont pas
envisageables compte tenu des limitations matérielles de la machine cible (mémoire,
puissance de calcul), et lorsque l’application visée ne nécessite pas une solution « très »
précise (itérations non linéaires, incertitude sur les données, etc.). Dans ce dernier cas,
le critère d’arrêt des méthodes itératives permet de contrôler le niveau de précision
souhaité. De plus, ces méthodes itératives gagnent du terrain parce qu’il est plus facile
de les implémenter efficacement sur des ordinateurs haute performance que les mé-
thodes directes. Parmi les méthodes itératives connues et très utilisées, il y a celle du
gradient conjugué. Elle présente l’avantage d’être facilement programmable (toute-
fois, il existe d’autres méthodes plus efficaces) et d’être susceptible d’une extension
au cas où l’équation de mesure n’est pas parfaitement linéaire. Un exemple d’uti-
lisation de la méthode du gradient conjugué peut être le couplage d’un algorithme
de type gradient conjugué préconditionné appliqué au champ de déplacement méca-
nique [23]. Dans cet article, les auteurs présentent un nouvel algorithme de couplage
entre l’écoulement des fluides en milieux poreux du simulateur de réservoir et le code
de géomécanique modélisant la compaction du milieu poreux. Ils concluent que l’al-
gorithme de gradient conjugué est bien plus robuste et converge plus rapidement que
l’algorithme décalé, avec un coût supplémentaire par itération qui reste négligeable
en pratique. Ce simple exemple, et il en existe de nombreux dans la littérature, nous
prouve l’efficacité des méthodes itératives.
3Les algorithmes itératifs et leurs applications
Intéressons nous de plus près aux méthodes itératives et plus particulièrement aux
algorithmes itératifs et à leurs applications.
Il existe deux types d’algorithmes itératifs : synchrone et asynchrone. Examinons
les différences entre ces deux catégories : pour les algorithmes itératifs synchrones, les
processeurs commencent la même itération au même moment alors que pour les al-
gorithmes itératifs asynchrones, les processeurs ne calculent pas forcément la même
itération à un instant t, ce qui permet de ne plus avoir de période d’inactivité. Consi-
dérons un exemple : le problème d’Akzo-Nobel médical. Il s’agit de la modélisation de
la pénétration d’anticorps dans un système cancéreux sur une dimension, décrit par
une équation aux dérivées partielles, où nous cherchons la concentration d’anticorps
dans le tissu (notée y). La modélisation de ce système se fait par une onde y, dépen-
dant au maximum des deux précédentes et des deux suivantes. À chaque itération de
l’algorithme (décrit dans [1]), un schéma « Euler implicite » est utilisé pour approcher
la dérivée partielle en temps, puis l’algorithme de Newton afin de résoudre le système
non-linéaire résultant ainsi que le calcul de chaque onde sur tout l’intervalle de temps.
Cette étape est appelé « solve » dans l’algorithme itératif global. Cet algorithme ité-
ratif est donc décrit de la manière suivante : pour chaque composante y indicée par
j, nous avons ynew[j] = solve(yold[j]). De plus, si le voisin de gauche existe, un envoi
asynchrone de deux premières ondes est effectué. Il en est de même pour le voisin de
droite avec les deux dernières ondes. Puis ynew devient yold. Ces étapes sont répétées
tant que la convergence globale n’est pas atteinte.
Une autre façon d’utiliser les algorithmes itératifs peut se faire sur des séquences
vidéo [3]. Prenons l’exemple de la construction d’un panorama à partir d’une séquence
vidéo provenant d’une caméra subissant un mouvement de rotation pure. La construc-
tion de panorama passe par le calcul du mouvement de la caméra entre images consé-
cutives de la séquence. Ce calcul est basé sur la minimisation d’une fonction de coût
pouvant être de deux types différents. Les méthodes denses sont basées sur une er-
reur exprimée en fonction de la différence d’intensité entre tous les pixels correspon-
dants des deux images. Les méthodes creuses sont basées sur une erreur exprimée
en fonction de la distance entre certains pixels correspondants. En ce qui concerne les
méthodes denses, des algorithmes sont proposés dans [42, 64].
Nous venons de voir sur un exemple l’utilité des algorithmes itératifs dans le do-
maine de la vidéo. Un autre secteur lui aussi assez parlant, où sont utilisés ces algo-
rithmes itératifs, est le domaine des communications numériques. Afin d’améliorer
les performances des récepteurs de télécommunications numériques, les systèmes de
transmission peuvent être développés à l’aide d’une optimisation conjointe [60] (par
exemple égalisation et décodage conjoints, modulation et décodage...) pour ne plus
optimiser séparément et de manière antagoniste les différents éléments de la chaîne
de transmission. Si le récepteur optimal associé au système conjoint est de complexité
trop importante, il existe une solution sous-optimale de complexité réduite maintenant
de bonnes performances. Les algorithmes itératifs ont été un des progrès majeurs en
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communications numériques ces dernières années. Leur principe consiste à itérer des
« estimations souples » des quantités à transmettre entre deux étapes de l’algorithme
de réception. Ceci est rendu nécessaire par l’impossibilité d’effectuer le traitement en
une seule étape (trop de complexité), ainsi que le besoin que chacun des blocs influence
le fonctionnement de l’autre (pour améliorer les performances). Cette procédure a été
étudiée tout d’abord dans le contexte du codage canal (on itère le décodage de deux
codes simples, combinés en un code produit), de la turbo-égalisation (on itère le déco-
dage canal et l’égalisation de type MAP), et a récemment été appliqué à une situation
de type turbo-détection des modulations à bits entrelacés (BICM) [28].
ModØlisation de plates-formes hØtØrogŁnes
La plupart des résultats d’ordonnancement que l’on peut trouver dans la littérature
sont obtenus grâce à des hypothèses assez restrictives et à des modèles assez simples :
les réseaux d’interconnexion sont souvent très simplistes en regard de la réalité ; les
ressources de calcul et de communication sont souvent supposées ne pas avoir de va-
riation de performances ; il est toujours possible d’obtenir des prédictions parfaites
des vitesses des ressources. Ces hypothèses simplificatrices sont nécessaires à la com-
préhension de certains phénomènes mais ne sont jamais vérifiées en pratique et les
heuristiques qui en découlent sont rarement confrontées à la réalité.
S’il est difficile de garantir les performances d’une heuristique, il est également dif-
ficile de valider expérimentalement son efficacité. Cette étape est pourtant souvent né-
cessaire pour pouvoir comparer objectivement ses algorithmes à ceux proposés dans
la littérature. S’il était possible de recourir à des expériences grandeur nature quand on
se plaçait dans un cadre homogène, ce n’est plus le cas dans un cadre hétérogène. En
effet, de telles expériences sont très délicates à mener en raison de l’instabilité latente
des plates-formes de calcul hétérogène et distribuée. Il est impossible de garantir que
l’état d’une plate-forme de calcul qui n’est pas entièrement dédiée à l’expérimentation
va rester le même entre deux expériences, ce qui empêche donc toute comparaison
rigoureuse. On utilise donc des simulations afin d’assurer la reproductibilité des ex-
périences, toute la difficulté étant alors d’arriver à simuler un tel environnement de
façon réaliste.
Pour parvenir à une comparaison honnête des algorithmes, une approche efficace
consiste à effectuer des simulations utilisant des traces, c’est-à-dire utilisant des en-
registrements de différents paramètres d’une plate-forme réelle pour obtenir un com-
portement réaliste. SIMGRID [54], le logiciel que nous avons utilisé, a été développé
par Arnaud Legrand, lorsqu’il était à l’École normale supérieure de Lyon, en colla-
boration avec Henri Casanova de l’Université de Californie, San Diego. C’est un si-
mulateur modulaire permettant de simuler une application distribuée où les décisions
d’ordonnancement peuvent être prises par différentes entités. La force de ce simula-
teur réside dans sa capacité à importer et simuler aisément des plates-formes réalistes
(du réseau de stations de travail à la grille de métacomputing).
5Contexte de la thŁse
La distribution des calculs (ainsi que des données associées) sur plate-forme paral-
lèle hétérogène peut être effectuée soit dynamiquement, soit statiquement. Une grande
partie de la littérature traite de stratégies dynamiques, qui nécessitent des phases pé-
riodiques de ré-allocation pour remédier au déséquilibre observé. De manière géné-
rale, il y a une difficulté certaine à déterminer un compromis entre les paramètres
de distribution des données et les politiques de génération de processus et de migra-
tion. Des calculs redondants peuvent être nécessaires pour utiliser une plate-forme
au meilleur de ses capacités. Si les caractéristiques de la plate-forme cible (vitesses des
processeurs et capacités des liens) et de l’application cible (coût des calculs et des com-
munications associés à chaque partition de données) sont connues avec suffisamment
de précision, alors un excellent niveau de performance peut être atteint par le biais
de stratégies statiques. Toutefois, des schémas sophistiqués de distribution de don-
nées sont indispensables pour atteindre ce niveau de performance. C’est suite à ces
observations qu’il nous est apparu nécessaire de revisiter les problèmes de placement,
d’allocation et de ré-allocation, entre autres.
Nous nous sommes donc intéressée à la mise en œuvre d’algorithmes itératifs sur
des grappes hétérogènes. Ces algorithmes fonctionnent avec un volume important de
données (calcul de matrices, traitement d’images, etc.), qui sera réparti sur l’ensemble
des processeurs. À chaque itération, des calculs indépendants sont effectués en pa-
rallèle et certaines communications ont lieu. Prenons l’exemple d’une matrice rectan-
gulaire de données : l’algorithme itératif fonctionne répétitivement sur cette matrice,
divisée en tranches verticales (ou horizontales) allouées aux processeurs. À chaque
étape de l’algorithme, les tranches sont mises à jour localement et les informations
frontières sont échangées entre tranches consécutives. Cette contrainte géométrique
implique que les processeurs soient organisés en anneau virtuel. Chaque processeur
communique seulement deux fois, une fois avec son prédécesseur (virtuel) dans l’an-
neau et une fois avec son successeur. Il n’existe pas de raison a priori de réduire le
partitionnement des données à une unique dimension et de ne l’appliquer que sur un
anneau de processeurs unidimensionnel. Cependant, un tel partitionnement est très
naturel et nous montrerons que trouver l’optimal est déjà très difficile.
Contribution et plan de la thŁse
Placement et équilibrage de charge
Dans un premier temps (chapitre 3), nous nous sommes intéressée à l’équilibrage
de charge sur plate-forme hétérogène. Nous nous sommes tout d’abord placée sur
un réseau hétérogène complet, composé de processeurs ayant des vitesses de calcul
différentes, communicant par des liens de bandes passantes différentes. Nous pouvons
alors nous placer dans le cas de figure « simple » où il n’y aura pas de partage de liens.
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Sans partage de liens
D’un point de vue architectural, le problème se décompose en deux parties : (i) sé-
lectionner les processeurs participant à la solution ; (ii) décider de leur position dans
l’anneau. Tout cela, de manière à ce que le temps total d’exécution soit minimal. Nous
avons ensuite montré que ce problème est un problème NP-complet (section 3.3.4).
Nous avons mis en œuvre une heuristique (l’heuristique gloutonne) qui commençe
par sélectionner le processeur le plus rapide, puis, qui itérativement ajoute un nou-
veau processeur dans la solution de manière à minimiser notre fonction objectif. Une
autre méthode est la résolution exacte par programmation linéaire en entiers (ILP) à
l’aide de pipMP [31]. Nous comparons alors nos deux méthodes, à savoir la résolution
linéaire en entiers et l’heuristique gloutonne.
Ces travaux ont fait l’objet de publications dans [A, C].
Avec partage de liens
La seconde partie de ce travail sur l’équilibrage de charge a consisté à considérer un
réseau totalement hétérogène, mais cette fois non complet. Nous sommes donc dans le
même cas de figure que précédemment mais sans l’hypothèse de complétude. Une dif-
ficulté majeure est alors que plusieurs communications peuvent utiliser le même lien
physique, les réseaux de communication de grappes hétérogènes n’étant pas totale-
ment connectés. Si plusieurs communications partagent le même lien physique, nous
décidons, dans notre heuristique, quelle sera la fraction de bande passante attribuée à
chaque communication.
Une fois l’anneau et le routage décidés, il reste à déterminer le meilleur partition-
nement des données. La qualité de la solution finale dépend alors d’un grand nombre
de paramètres de l’application ainsi que de l’architecture, et le problème d’optimisa-
tion est naturellement difficile à résoudre. Nous avons montré que ce problème est un
problème NP-complet. Nous avons alors développé et implémenté une heuristique
gloutonne qui prend en compte le partage des liens. Cette heuristique étant simpliste,
nous lui avons apporté deux améliorations : le Max-Min fairness [7] et la résolution
quadratique en utilisant le logiciel KINSOL [65].
L’impact du partage de liens
Pour évaluer l’impact du partage de la bande passante des liens, nous avons re-
travaillé avec la version simple du problème où nous voyions le réseau comme un
graphe complet : entre chaque paire de nœuds, le routage est fixé (plus court chemin
en terme de bande passante), et la bande passante est définie par le lien le plus lent
dans le chemin routé. Ce modèle simplifié nous permet d’obtenir un anneau de pro-
cesseurs en ne tenant pas compte du partage de liens (cet anneau étant trop optimiste)
ainsi qu’un temps d’exécution. Ce même anneau est alors donné à la seconde partie de
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nant en compte le partage de liens. Au final, nous obtenons un anneau dont les liens
sont partagés (anneau réaliste) et un nouveau temps d’exécution que nous comparons
au premier temps d’éxécution obtenu. Par ce biais, nous obtenons une manière com-
mode d’évaluer l’impact des différentes hypothèses faites sur les communications.
Les conclusions pouvant être tirées de ces expérimentations sont les suivantes :
– Lorsque l’impact du coût de communication est faible, le but principal est d’équi-
librer les calculs et les deux heuristiques (avec et sans partage de liens) sont équi-
valentes.
– Lorsque le rapport communication/travail devient plus important, l’effet de la
contention des liens devient évident et la solution retournée par l’heuristique
avec partage de liens est bien meilleure.
Ces travaux ont fait l’objet de publications dans [A, D, E, G].
Redistribution de données
Dans un deuxième temps, à cause des variations des ressources ou des besoins
de l’application, les données ont besoin d’être redistribuées sur l’ensemble des pro-
cesseurs participants afin que la charge de travail reste équilibrée (chapitre 4). C’est
pourquoi, nous nous sommes intéressée au problème de redistribution de données
sur des anneaux de processeurs homogènes et hétérogènes. Ce problème surgit dans
plusieurs applications, après chaque phase d’équilibrage de charge.
Nous nous sommes placée dans le cadre de travail suivant : nous supposons que
les processeurs participant à la solution sont organisés en anneau, unidirectionnel ou
bidirectionnel, et ayant des liens de communication homogènes ou hétérogènes (nous
avons donc traité quatre cadres de travail). Chaque processeur possède dès le départ
un certain nombre de données, puis le système (l’oracle) décide que chaque proces-
seur est surchargé ou sous-chargé. Le but est alors de déterminer les communications
nécessaires afin de rétablir l’équilibre (c’est ce que nous avons appelé la redistribution
de données) et d’effectuer ces communications en un temps minimal.
Anneau unidirectionnel
Dans un premier temps, nous nous sommes placée dans le cadre d’un anneau uni-
directionnel homogène ; c’est-à-dire qu’un processeur Pi ne peut envoyer des données
qu’à son successeur Pi+1 et les liens de communication ont une capacité constante.
Nous avons obtenu une borne inférieure du temps d’exécution de la redistribution de
données ainsi qu’un algorithme optimal. Nous avons mis en œuvre cet algorithme en
C afin de vérifier nos hypothèses puis nous avons prouvé son exactitude ainsi que son
optimalité.
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Dans un second temps, nous nous sommes placée dans le cadre d’un anneau unidi-
rectionnel hétérogène ; c’est-à-dire dont les liens de communication n’ont plus même
capacité. Nous avons, de la même manière que précédemment, obtenu un algorithme
optimal. Cependant, du fait de l’hétérogénéité des liens de communication, nous ob-
tenons un algorithme asynchrone. Cette dernière caractéristique implique l’exactitude
de notre algorithme par construction ; nous n’avons eu qu’à prouver son optimalité.
Le cas unidirectionnel a donc été complètement résolu grâce à nos algorithmes
optimaux et aux preuves que nous avons fournies.
Anneau bidirectionnel
La seconde étape a été de considérer les anneaux bidirectionnels. Nous avons tout
d’abord considéré un anneau bidirectionnel homogène, c’est-à-dire dont les liens ont
les mêmes capacités mais où un processeur peut envoyer des données à ses deux voi-
sins dans l’anneau. Nous avons procédé de la même manière que dans le cas de l’an-
neau unidirectionnel homogène : nous avons établi une borne inférieure du temps
d’exécution de la redistribution de données ainsi qu’un algorithme optimal qui atteint
cette borne. Nous avons mis en œuvre cet algorithme en C et nous l’avons testé inten-
sivement afin de vérifier nos hypothèses puis nous avons prouvé son exactitude ainsi
que son optimalité.
Nous nous sommes intéressée ensuite à un anneau bidirectionnel hétérogène, c’est-
à-dire, le cas général. Nous n’avons par contre pas obtenu d’algorithme optimal dans
ce cas de figure. Cependant, en supposant que chaque processeur possède initialement
les données nécessaires à envoyer pendant l’exécution de l’algorithme (principe de la
redistribution légère), nous sommes capable d’obtenir une solution optimale. Si par
contre, l’hypothèse de redistribution légère n’est pas réalisable, nous avons une borne
inférieure du temps d’exécution de la redistribution de données mais nous ne savons
pas si cette borne est toujours atteignable. Cependant, nous n’avons pas de contre-
exemple comme quoi cette borne n’est pas toujours atteignable. Le problème reste
donc ouvert dans le cas général et la complexité de la borne inférieure montre que ce
problème est ardu.
L’impact de la redistribution de données
Pour évaluer l’impact de la redistribution de données, nous avons utilisé le simu-
lateur SIMGRID [54] afin de modéliser une application itérative sur une plate-forme
générée par Tiers [13, 26]. Nous avons alors pu remarquer que plus la puissance de cal-
cul était grande, moins les redistributions étaient nécessaires. Et inversement, moins
la puissance de calcul est importante, plus les redistributions de données sont néces-
saires ; cependant, il ne faut pas non plus faire trop de redistributions.
Nous proposons donc des algorithmes qui visent à optimiser la redistribution de
données pour des anneaux unidirectionnels et bidirectionnels, et nous donnons toutes
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cette étude sur la redistribution de données est que nous pouvons prouver l’optimalité
des algorithmes proposés dans tous les cas, sauf dans le cas d’un anneau hétérogène
bidirectionnel, pour lequel le problème reste ouvert.
Ces travaux ont fait l’objet de publications dans [B, F, H].
Perspectives
Prise en compte des différentes variations : performances de la
plate-forme et nombre de nœuds de l’anneau solution
En dernier lieu (chapitre 5), dans cette thèse, nous nous sommes intéressée aux
différentes variations qui peuvent avoir lieu au cours du temps : variation de perfor-
mances des plates-formes hétérogènes et variation du nombre de nœuds de l’anneau
solution. Nous entendons par variations de performances de la plate-forme, le chan-
gement des caractéristiques de cette plate-forme (vitesses de calcul des processeurs
et capacités des bandes passantes). Cela va donc influer sur le nombre de nœuds de
l’anneau solution. Comme dans les chapitres précédents, à chaque itération, des cal-
culs indépendants sont effectués en parallèle, et des communications ont lieu entre
les processeurs consécutifs dans l’anneau. Lorsque les caractéristiques de plate-forme
changent, il peut être intéressant de mettre à jour la solution courante (attribution
d’anneau et de données). Nous avons commencé à étudier plusieurs stratégies pour
résoudre ce problème : en particulier nous avons discuté les mises à jour locales avec
ou sans la redistribution intermédiaire de données, et les changements globaux de la
solution.
L’objectif principal de ce travail est d’étudier un problème d’optimisation bien plus
complexe que précédemment puisque les paramètres de la plate-forme changent de
manière significative pendant l’exécution de l’algorithme itératif. La solution courante
(anneau virtuel, attribution de bande passante, distribution de données) peut ne plus
convenir aux nouveaux paramètres de la plate-forme. Le problème est alors de décider
quand et comment changer la solution courante.
Il existe plusieurs stratégies de transition possibles pour mettre à jour la solution
courante. Nous pouvons simplement garder la solution courante et chercher une
meilleure redistribution de données dans l’anneau. Si nous en trouvons une, nous
redistribuons les données. Nous pouvons aussi construire un nouvel anneau. Par
exemple il peut être nécessaire de remplacer un ou plusieurs processeurs qui sont
devenus trop lents.
Ce travail est pour l’instant théorique, il est en cours de validation expérimentale.
Mais les résultats obtenus dans les chapitres 3 et 4, nous conduisent à penser que notre
approche s’avèrera pertinente.
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Chapitre 2
Position du problème
L’ordinateur parfait a été inventé : on entre un pro-
blème et il n’en ressort jamais !
Al Goodman
La littérature étant très riche au niveau de l’équilibrage de charge (dynamique ou
bien statique) ainsi qu’au niveau redistribution de données et variation de perfor-
mances, nous allons nous contenter dans ce chapitre de citer quelques articles (liste
non exhaustive) afin de donner au lecteur une vue d’ensemble du problème.
2.1 Équilibrage de charge
Le problème de l’équilibrage de charge consiste à allouer des données au départ
(fractions d’une application donnée), puis éventuellement à les redistribuer sur un en-
semble de processeurs afin de minimiser leur temps de traitement. Ce problème peut
être classifié en deux sous-catégories : l’équilibrage de charge dynamique et l’équili-
brage de charge statique. Bien que nous étudierons principalement l’équilibrage de
charge statique dans cette thèse, nous commençons par résumer quelques travaux sur
l’équilibrage de charge dynamique.
2.1.1 Approche dynamique
La littérature étant vaste en ce qui concerne l’équilibrage de charge dynamique,
nous allons voir des approches différentes pour traiter ce problème.
Il faut, toutefois, commencer par préciser le sens de l’équilibrage de charge dyna-
mique dans la littérature, puisque de nombreuses interprétations sont possibles. Par
exemple, nous pouvons parler d’équilibrage de charge dynamique lorsque la charge
varie pendant le processus d’équilibrage de charge [22]. Nous parlerons aussi d’équi-
librage de charge dynamique lorsque la topologie de la plate-forme varie [2]. Dans ce
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dernier exemple, J. Bahi, R. Couturier et F. Vernier voient le réseau dynamique comme
un réseau ayant des liens dynamiques. Ils supposent qu’aucun ordinateur ne peut être
ajouté ou définitivement retiré de ce réseau et que chaque nœud connaît l’ensemble
des arêtes viables (des arêtes peuvent être perdues lors de l’exécution de l’algorithme
suite à des communications fautives ou bien encore des timeout). Avec ces considéra-
tions, les trois algorithmes qu’ils proposent sont synchrones et distribués. Leur pre-
mier algorithme est un algorithme d’équilibrage de charge par diffusion classique,
nécessitant quelques adaptations du fait de la dynamicité du réseau (la matrice de dif-
fusion intègre l’information lorsqu’un lien est manquant). Les deux autres (GAE et l’al-
gorithme de diffusion relaché accélérant la convergence de la diffusion classique) sont
des adaptations de cet algorithme. Le modèle de GAE peut être vu comme un modèle
de diffusion dans lequel, au temps t et pour chaque processeur, toutes les arêtes excep-
tée une sont inutilisables (le choix de l’unique voisin de chaque processeur s’effectue
à l’aide de stratégies arbitraires, aléatoires ou plus sophistiquées). Quant au dernier
algorithme, il est basé sur le schéma par diffusion, en introduisant un paramètre de
relaxation dans le but d’accélérer la convergence. Les auteurs simulent ensuite diffé-
rents réseaux avec un certain pourcentage d’arêtes inutilisables (de 0% à 50%) pour
illustrer le comportement de ces algorithmes et pour accentuer leur convergence vers
la distribution uniforme de la charge de travail. Les algorithmes de J. Bahi, R. Coutu-
rier et F. Vernier permettent donc d’équilibrer la charge sur un réseau dynamique dans
lequel les liens de communication ne sont pas fiables à 100%.
Une autre approche pour l’équilibrage de charge dynamique est d’ « utiliser le
passé pour prédire l’avenir », c’est-à-dire d’utiliser la vitesse de calcul observée pour
chaque processeur ou ressource afin de décider de la redistribution du travail. De nom-
breux auteurs [16, 17, 6] se sont intéressés à cette approche, et notamment dans [17]
où l’équilibrage de charge implique d’assigner à chaque processeur un travail propor-
tionnel à ses capacités, en minimisant le temps d’exécution du programme. Bien que
l’équilibrage de charge statique puisse résoudre beaucoup de problèmes (par exemple
ceux provoqués par l’hétérogénéité des processeurs) pour la plupart des applications
régulières, la charge passagère due aux utilisateurs multiples sur un réseau de stations
de travail nécessite une approche dynamique afin d’équilibrer la charge. Les auteurs
examinent les différents comportements des stratégies d’équilibrage de charge : glo-
bal contre local et centralisé contre distribué. Ils montrent ainsi que chaque stratégie
est la meilleure pour différentes applications données en fonction des variations des
paramètres du programme et du système. Par conséquent, un équilibrage de charge
personnalisé devient essentiel pour obtenir de bonnes performances. Un processus hy-
bride de modélisation et de décision, choisissant la meilleure méthode d’équilibrage
de charge est présenté. Ce processus fait appel à une génération automatique de code
parallèle et à une librairie d’exécution pour l’équilibrage de charge. Ainsi, les auteurs
montrent qu’il est possible de personnaliser un modèle d’équilibrage de charge pour
un programme avec différents paramètres.
Dans cette approche, tout est basé sur le « passé ». Il existe bien sûr d’autres moyens
de faire de l’équilibrage de charge dynamique et notamment en faisant d’autres sup-
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Une vision très particulière de l’équilibrage de charge dynamique est basée sur la
redistribution de données parmi les processeurs participants pendant l’exécution de
l’algorithme. Cette redistribution est faite en transférant des données des processeurs
les plus chargés vers les processeurs les moins chargés. Cette phase d’équilibrage de
charge peut être centralisée par un seul processeur ou être distribuée sur l’ensemble
des processeurs. Par exemple, dans [37], le problème principal est le changement per-
manent de la charge de chaque station de travail (les auteurs ont travaillé sur une
architecture organisée en clusters), ce qui rend imprévisible le temps d’exécution des
applications. En ce qui concerne le modèle de simulation, les auteurs ont utilisé le
schéma suivant : une seule file d’attente et un seul serveur.
Un autre exemple des nombreux modèles existants pour les stratégies d’équili-
brage de charge dynamiques dans [67] où H. Willebeeck-Lemair et P. Reeves pré-
sentent cinq approches de manière à illustrer la différence entre « connaissance »
(exactitude de chaque décision d’équilibrage) et « surcoût » (quantité de processus
et communication supplémentaires induite par la phase d’équilibrage). Une des cinq
approches se résume de la manière suivante : tous les processeurs informent leurs
voisins proches de leur niveau de charge et mettent à jour ces informations pendant
l’exécution de l’application. Ainsi, en définissant un certain seuil (seuil qui permet de
définir la surcharge ou sous-charge d’un processeur), les processeurs surchargés vont
pouvoir envoyer des données aux processeurs sous-chargés. Cette stratégie s’appelle
« Sender Initiated Diffusion (SID) ». Nous ne décrirons pas ici la RID « Receiver Ini-
tiated Diffusion » ; nous allons simplement énoncer les différences. La stratégie RID
diffère de la SID au niveau de la phase de migration de données : supposons qu’un
processeur sous-chargé envoie en premier des requêtes de demande de charge. Il re-
çoit alors les réponses à ses requêtes. Par conséquent, des messages supplémentaires
sont envoyés pour chaque transfert de donnée. La RID va alors nécessiter un nombre
de messages plus grand que la SID. Dans ces deux stratégies, le nombre total d’ité-
rations nécessaires pour atteindre l’équilibrage global dépend de l’application ainsi
que de la topologie. Les trois autres stratégies utilisées par les auteurs sont le modèle
gradient, qui utilise une carte de routage afin de faire migrer les données des pro-
cesseurs les plus chargés vers les processeurs les moins chargés et les plus proches,
la méthode d’équilibrage hiérarchique, qui organise le système en une hiérarchie de
sous-systèmes, et enfin, la méthode d’échange dans les différentes dimensions d’un
hypercube, qui nécessite une phase de synchronisation pour équilibrer la charge puis
équilibrer itérativement ensuite.
Revenons à une vision un peu plus généraliste de l’équilibrage de charge dy-
namique, c’est-à-dire avec des suppositions moins restrictives. Plusieurs auteurs
([16], [21]) s’intéressent à l’équilibrage de charge dynamique pour des applications
parallèles. Par exemple, J. Weissman examine dans [21] le problème de l’adaptation
d’applications parallèles de données dans un environnement dynamique de stations
de travail. Il développe un cadre de travail analytique pour comparer un large éven-
tail de stratégies : équilibrage de charge dynamique, déplacement de données, ajout
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ou suppression de processeurs. Ces stratégies ont été évaluées afin d’en déterminer
leur coût et bénéfice pour trois applications parallèles représentatives : un solveur ja-
cobien pour l’équation de Laplace, l’élimination gaussienne avec pivot partiel et une
application de comparaison de séquence de gènes. Il a trouvé que le coût et le bénéfice
de chaque méthode peuvent être prédit avec une grande précision (10%) pour toutes
ces applications. Cela montre que le cadre de travail est applicable à une large variété
d’applications parallèles. Il montre ensuite que cette prédiction permet la sélection dy-
namique de la méthode la plus appropriée. Grâce à la librairie développée, le gain de
performance pour les trois applications va de 25% à 45%. De plus, il va à l’encontre
de l’idée préconçue que le déplacement de données est coûteux et montre que celui-ci
peut être bénéfique même dans le cas d’applications parallèles impliquant des coûts
de communications non négligeables.
De même dans [16], où M. Cierniak, M. Zaki et W. Li s’attaquent au problème
d’ordonnancer des boucles parallèles pour des réseaux hétérogènes de stations de tra-
vail. Différents aspects de l’hétérogénéité dans la programmation parallèle, tels que le
programme, les processeurs, la mémoire ainsi que le réseau sont pris en compte. Un
programme hétérogène contient des boucles parallèles avec une quantité de travail
différente à chaque itération ; des processeurs hétérogènes ont des vitesses de calcul
différentes ; une mémoire hétérogène se rapporte à la quantité de mémoire utilisateur
disponible sur les machines ; et un réseau hétérogène a des coûts de communication
différents entre les processeurs. Les auteurs proposent un modèle simple mais pour-
tant complet pour l’utilisation en compilation dans un réseau de processeurs. De plus,
ils développent des algorithmes afin de produire des ordonnancements de boucles op-
timaux pour l’équilibrage de charge, les optimisations de communication, la conten-
tion des liens dans le réseau ainsi que l’hétérogénéité de la mémoire. Afin de modéliser
les processeurs hétérogènes, ils ont introduit un paramètre : la vitesse normalisée du
processeur, qui est étroitement liée aux paramètres de l’application. Leurs expériences
montrent que ces nouvelles techniques améliorent significativement l’exécution des
boucles parallèles par rapport aux méthodes existantes.
D’autres auteurs, comme Z. Lan et V. Taylor s’intéressent eux aussi à l’équilibrage
de charge dynamique mais cette fois sans l’hypothèse d’applications parallèles comme
précédemment. Ils proposent un modèle d’équilibrage de charge dynamique pour sys-
tèmes distribués dans [52]. Leur modèle prend en compte l’hétérogénéité des proces-
seurs ainsi que l’hétérogénéité et la charge dynamique du réseau. L’hétérogénéité des
processeurs est traitée en leur attribuant un poids relatif à leur vitesse de calcul. La
charge de travail est donc distribuée en fonction de ces poids. Afin de traiter l’hété-
rogénéité du réseau, le processus d’équilibrage de charge est divisé en deux phases :
une globale et une locale. Le premier objectif est de minimiser les communications
distantes ainsi que d’équilibrer efficacement la charge sur les processeurs. Une des
issues clé de la redistribution globale est de décider quand une action doit être ef-
fectuée et si c’est avantageux. La décision doit être rapide et basée sur des modèles
simples. Une heuristique est donc proposée par les auteurs pour évaluer le gain et
le coût de la redistribution lors de la phase globale. Leurs expériences illustrent les
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avantages de leur équilibrage de charge dynamique à manipuler l’hétérogénéité et la
charge dynamique du réseau. Elles montrent qu’en utilisant le modèle d’équilibrage
de charge dynamique distribué, le temps total d’exécution peut être réduit de 9% à
46% et l’amélioration en moyenne est de plus de 26% comparé à l’utilisation du mo-
dèle d’équilibrage de charge dynamique parallèle, qui ne prend pas en compte les
dispositfs dynamiques et hétérogènes des systèmes distribués.
Nous arrivons enfin, après différentes approches (hypothèses restrictives ou bien
encore applications parallèles de données) à des approches qui mèlent approche dy-
manique et statique ; ce qui nous permettra ensuite de faire le lien avec les approches
uniquement statiques. Dans [40], l’utilisation efficace des systèmes parallèles à mé-
moire distribuée exige que la charge sur chaque processeur soit bien équilibrée. Dans
les cas où la charge change de manière imprévisible pendant le calcul, une stratégie
d’équilibrage de charge dynamique est nécessaire. De nombreux problèmes d’équili-
brage de charge ont été étudiés, en particulier dans le contexte des applications sur
maille non structurée. L’équilibrage de charge statique peut être approximé par un
problème de partitionnement de graphes et beaucoup d’algorithmes efficaces ont été
développés. Un progrès significatif a été également accompli dans le développement
des algorithmes d’équilibrage de charge dynamiques. Cet article se penche sur l’his-
toire et la situation actuelle des deux classes d’algorithmes, avec une emphase particu-
lière pour les applications sur maillage. Cependant les algorithmes fondamentaux, y
compris ceux pour le partitionnement de graphes, sont suffisamment génériques pour
être applicables à d’autres applications.
2.1.2 Approche statique
L’équilibrage de charge statique, quant à lui est basé sur la distribution de données
parmi les processeurs participants, avant l’exécution de l’algorithme.
Les stratégies statiques sont plus spécifiques que les stratégies dynamiques mais
elles se révèlent utiles si suffisamment de connaissance peut être injectée dans le pro-
cessus décisionnel d’ordonnancement et d’application. En d’autres termes, si les carac-
téristiques de la plate-forme cible (vitesses des processeurs et capacités des liens) et de
l’application cible (coût des calculs et des communications associés à chaque partition
de données) sont connues avec suffisamment de précision, alors un excellent niveau
de performance peut être atteint par le biais de stratégies statiques. Toutefois, des sché-
mas sophistiqués de distribution de données sont indispensables pour atteindre ce ni-
veau de performance. De nombreux auteurs se sont intéressés à l’équilibrage de charge
statique dans le cadre de noyaux d’algèbre linéaire sur plates-formes hétérogènes. Ces
algorithmes ont, entre autres, été étudiés dans [43, 4]. Les principales conclusions de
ces articles s’appliquent pour trois types de problèmes :
– La distribution de tâches indépendantes sur un réseau unidimensionnel (li-
néaire) de processeurs hétérogènes est facile.
– La distribution de tâches indépendantes sur une grille bidimensionnelle de pro-
cesseurs est difficile. Nous devons rechercher la meilleure distribution du travail
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sur ladite grille pour chaque arrangement de processeurs, le nombre de tels ar-
rangements étant exponentiel en la taille de la grille.
– Ne pas prendre en compte les contraintes géométriques induites par les deux
dimensions de la grille conduit à des partitionnements irréguliers qui permettent
un bon équilibrage de charge mais sont bien plus difficiles à mettre en œuvre.
Dans cette perspective, nous montrerons que la distribution de tâches indépendantes
sur un réseau unidimensionnel de processeurs devient difficile lorsque l’on prend en
plus compte des communications.
Dans la littérature, nous allons trouver des articles traitant strictement de l’équili-
brage de charge mais aussi des articles traitant de l’équilibrage de charge combiné à
d’autres problèmes. Par exemple, A. Pinar et C. Aykanat ont étudié dans [58] la dé-
composition unidimensionnelle des tableaux non-uniformes de charge de travail pour
l’équilibrage de charge optimal. Le problème d’équilibrage de charge peut être mo-
délisé comme un problème de partitionnement de « chaînes-sur-chaînes » (PCC) avec
des poids de tâches positifs et non nuls ainsi que des arêtes sans poids entre les tâches
successives. L’objectif du problème PCC est de trouver une suite de P − 1 sépara-
teurs pour diviser une chaîne de N tâches en P parties consécutives et manière à ce
que la charge maximum sur les processeurs soit minimisée. Pour améliorer le temps
d’exécution de leurs algorithmes, les auteurs utilisent une heuristique efficace comme
étape de prétraitement pour trouver une borne supérieure de la charge maximum des
processeurs. Ils fournissent aussi des pseudo-codes détaillés de leurs algorithmes de
sorte que leurs résultats puissent être facilement reproduits. Par contre, A. Grimshaw
et J. Weissman présentent dans [34] un cadre de travail qui automatise le partitionne-
ment et le placement de calculs parallèles sur des systèmes hétérogènes. Ce partition-
nement est réalisé lorsque l’état du système est connu. Trois problèmes sont traités :
le choix du processeur, le placement de tâches et la répartition des données. La ré-
solution de chacun de ces problèmes contribue à la réduction du temps d’exécution.
En particulier, le choix du processeur détermine le meilleur découpage des données,
le placement des tâches réduit le coût de communication et la répartition des données
permet l’équilibrage de charge. Les auteurs commencent par décrire leur système ainsi
que les suppositions qu’ils font à propos des communications et des processeurs. Ils
discutent ensuite du placement des données, de la méthode de partionnement com-
portant trois phases d’exécution, et de l’implémentation en C++ qui montre comment
les informations provenant des ressources et du programme sont utilisées.
De nombreux auteurs se sont aussi placés dans le cas d’un environnement distribué
pour étudier les stratégies d’équilibrage de charge statiques. Tout d’abord, A. Hed-
daya et K. Park caractérisent et analysent dans [38] les conditions de communication
d’un grand nombre d’applications qui tombent dans la sous-catégorie des problèmes
de point fixe, résolvables par des méthodes itératives parallèles. Ceci a comme consé-
quence un ensemble d’interfaces et de dispositifs architecturaux suffisant pour l’exé-
cution efficace des applications au-dessus d’un système distribué à grande échelle.
Plus précisemment, ils proposent un lien direct entre l’application et la couche réseau.
Ils se sont concentrés en particulier sur des méthodes itératives asynchrones qui ad-
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mettent des communications non-bloquantes. Ceci augmente la réponse du système
à la congestion du réseau, tout en améliorant l’exécution. Ils ont aussi formalisé et
étendu leurs résultats aux systèmes distribués à mémoire partagée. De plus, ils réca-
pitulent les résultats préliminaires d’un système prototype, montrant ainsi l’efficacité
de leur modèle sur des calculs parallèles à grande échelle. Quant à S. Ichikawa et S.
Yamashita, ils décrivent dans [41] un modèle d’équilibrage de charge statique pour
des solveurs d’équations différentielles dans un environnement distribué. Bien qu’il
y ait eu beaucoup de recherches sur l’équilibrage de charge statique, un environne-
ment distribué est en terme de calculs une cible plus difficile du fait qu’il est composé
de processeurs variés de caractéristiques différentes. Leur méthode considère à la fois
les temps de calcul et de communication pour minimiser le temps total d’exécution
avec partitionnement automatique des données et allocation de proceseurs. Ce pro-
blème est énoncé comme une optimisation combinatoire et résolu par la méthode de «
branch-and-bound » jusqu’à 24 processeurs. Ils présentent également des algorithmes
d’approximation qui donnent de bons résultats pour l’allocation et le partitionnement.
La qualité de l’approximation est évaluée de manière quantitative en comparaison
avec la solution optimale ou avec les bornes inférieures théoriques.
Nous pouvons aussi parler d’équilibrage de charge statique en théorie des jeux,
notamment avec l’équilibre de Nash [35]. D. Grosu et A. T. Chronopoulos formulent
le problème d’équilibrage de charge dans les systèmes distribués comme un jeu non
coopératif parmi des utilisateurs, en utilisant l’équilibre de Nash (ici pour les stra-
tégies pures). Il faut entendre par équilibre de Nash en stratégies pures, un concept
de stabilité, une situation où aucun joueur n’a intérêt à dévier unilatéralement (in-
dividuellement) de sa stratégie ; c’est donc un ensemble d’actions tel que l’action de
chaque joueur est une meilleure réponse aux actions choisies par les autres joueurs.
Et donc, un équilibre de Nash pour le jeu d’équilibrage de charge de D. Grosu et
A. T. Chronopoulos est un ensemble de stratégies avec la propriété qu’aucun utilisa-
teur ne peut faire décoître son temps d’exécution en choisissant une stratégie d’équi-
librage de charge différente étant données les stratégies d’équilibrage de charge des
autres utilisateurs. Dans ce cas précis d’équilibrage de charge, il existe un unique équi-
libre de Nash. Le but des auteurs est alors de trouver un cadre de travail formel afin
de caractériser les schémas d’allocation optimaux du point de vue utilisateur dans des
systèmes distribués (chaque ordinateur du système étant modélisé comme une file
d’attente M/M/1). L’équilibre de Nash permet d’obtenir une solution optimale pour
l’utilisateur dans ce contexte. Les auteurs nous donnent une caractérisation de l’équi-
libre de Nash et un algorithme distribué pour le calculer. Afin de déterminer une solu-
tion pour leur jeu d’équilibrage de charge, ils considèrent une définition alternative de
l’équilibre de Nash. L’équilibre de Nash peut être défini comme un ensemble de stra-
tégies pour lequel la stratégie d’équilibrage de charge de chaque utilisateur est une
meilleure réponse aux stratégies des autres utilisateurs. Cette définition donne donc
une méthode pour déterminer la structure de l’équilibre de Nash pour le jeu de l’équi-
librage de charge. Tout d’abord, ils déterminent les meilleures stratégies pour chaque
joueur et trouvent un ensemble des stratégies. Le problème du calcul de la meilleure
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stratégie de réponse d’un utilisateur se réduit au calcul de la stratégie optimale pour
un sytème ayant un utilisateur et n ordinateurs. Le calcul de l’équilibre de Nash néces-
site certaines coordinations entre les utilisateurs. Dans le cas présent, il est nécessaire
que les utilisateurs obtiennent les informations relatives à la charge de chaque ordi-
nateur. Une fois l’équilibre de Nash atteint, les utilisateurs continueront à utiliser les
mêmes stratégies et le système restera équilibré. Cet équilibre sera maintenu jusqu’à ce
qu’une nouvelle exécution de l’algorithme soit lancée. Les auteurs comparent ensuite
les performances de leur algorithme avec trois algorithmes statiques existants (schéma
proportionnel [15], schéma optimal global [46], et shéma optimal individuel [45]). Les
principales conclusions qui résultent de ces comparaisons sont les avantages de leur
algorithme d’équilibrage de charge : une structure distribuée, une faible complexité et
une allocation optimale pour chaque utilisateur.
2.2 Redistribution
Les algorithmes de redistribution ont suscité une littérature abondante. Du côté
théorique, dans le cadre de travail de la compilation de HPF [50], Kremer [51] a mon-
tré la NP-complétude du problème de redistribution. Ce résultat négatif montre que
des algorithmes optimaux peuvent être conçus seulement pour des cas particuliers,
tels que l’architecture d’anneau. Plusieurs algorithmes efficaces ont été conçus pour
des anneaux [37, 53, 24], des arbres ou des hypercubes [68]. Notamment dans [24],
E. Deelman et B. Szymanski présentent un algorithme d’équilibrage de charge dyna-
mique. L’environnement de simulation est une grille 2D comportant des objets mo-
biles. Cette grille pourrait être découpée selon 2 dimensions mais cela pose des pro-
blèmes de rééquilibrage de charge. (Un avantage du partitionnement 2D serait d’avoir
des coûts de communication faibles entre les frontières.) La grille est donc découpée
selon une seule dimension, à savoir en tranches verticales ce qui permet d’équilibrer la
charge plus facilement. Afin d’évaluer la charge, le nombre d’objets peut être compté
et le nombre d’événements ayant eu lieu ou devant avoir lieu calculé. Les auteurs ont
pris en compte les événements planifiés avec un poids plus ou moins grand : plus le
poids est important, plus l’événement doit se produire rapidement. Tout le problème
se résume donc à un rééquilibrage de charge sur un anneau de processeurs.
Un cas proche de la redistribution de données sur un anneau est la distribution
cyclique des blocs de tableaux de données. Elle joue un rôle très important dans
les bibliothèques scientifiques [9]. Dans la redistribution CYCLIC(r) sur p proces-
seurs, des blocs de r éléments consécutifs d’un tableau sont distribués cycliquement,
et le paramètre r est choisi de manière à optimiser la granularité, c’est-à-dire le ratio
calcul-communication. Parce que cette granularité change d’un noyau à un autre, pas-
ser d’une distribution CYCLIC(r) sur p processeurs à une distribution CYCLIC(s)
sur q processeurs est un procédé de redistribution très utilisé qui a été implémenté
avec un algorithme de chenille dans ScaLAPACK [59]. Plusieurs articles, notam-
ment [44, 66, 25, 57, 32, 14, 49], ont traité de diverses optimisations de ce procédé de
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redistribution. Toujours dans cette optique, des outils automatiques de redistribution
de données sont présentés dans [32] par J. Garcia, E. Ayguadé et J. Labarta. Leur cadre
de travail est basé sur une nouvelle approche qui permet aux problèmes d’alignement,
de distribution, et de redistribution d’être résolus ensemble en utilisant une représen-
tation graphique simple. Comparé aux approches précédentes, leur algorithme com-
bine distribution de données et redistribution dynamique avec des informations sur le
parallélisme. Le graphe de parallélisme et de communication (CPG) est donc la struc-
ture qui contient les informations symboliques à propos du mouvement potentiel des
données et du parallélisme inhérent du programme. Toutes ces informations sont pon-
dérées en unités de temps et représentent le coût du déplacement de données ainsi que
le coût de calcul. Le CPG est alors personnalisé pour une taille de problème et un sys-
tème cible de données et est employé pour trouver un chemin de coût minimal dans
le graphe en utilisant un solveur de programmation linéaire en nombre entier 0-1, ce
qui garantie l’optimalité.
La redistribution de données permet aussi une grande adaptabilité au niveau lo-
giciel. Par exemple, l’algorithme d’équilibrage de charge élastique conçu dans [56, 8]
a mené à un logiciel de redistribution de données utilisé pour le traitement de re-
quêtes [12] et l’analyse d’images médicales [61].
Un autre exemple dans lequel la redistribution de données est utile au niveau logi-
ciel : dans [49], J. Knoop et E. Mehofer présentent une approche nouvelle et agressive
afin d’éviter les ré-allocations inutiles et ayant pour but d’éliminer les changements de
distribution partiellement redondants. Fondamentalement, cette approche évolue en
prolongeant et en combinant deux algorithmes atteignant chacun ses propres résultats
optimaux. La puissance et la flexibilité de cette nouvelle approche sont démontrées
par les divers exemples, qui s’étendent des fragments typiques de HPF (High Perfor-
mance Fortran) à de vrais programmes de la vie réelle. Les expériences soulignent son
importance et montrent son efficacité sur différentes plates-formes et différents arran-
gements.
En dernier lieu, nous mentionnons brièvement trois applications dont l’exécution
peut directement tirer bénéfice des stratégies de redistribution conçues dans le cha-
pitre 4 de cette thèse. L’analyse des impulsions se propageant dans un milieu non-
linéaire réclame des fenêtres de calcul, et la redistribution doit se produire fréquem-
ment pendant que le calcul progresse [10]. Un procédé à deux niveaux de redistribu-
tion est préconisé dans [52] pour l’amélioration de maillage. Une diffusion à multi-
niveaux est présentée dans [62, 63] pour des calculs irréguliers de grille et a été incor-
porée à la bibliothèque PARMETIS [47]. Naturellement, cette courte liste pourrait être
fortement allongée.
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Chapitre 3
Placement et équilibrage de charge
Kamitaz : J’ai un petit problème avec mon avion 3D :
je suis passé du pack d’accu 500 AR Ni-Cd sanyo
150 gr avec un bon équilibrage à un accu lipo 720
mAh 11,1V ; mon avion est extrêmement déséquilibré
à l’arrière, que dois-je faire ?
Buzz_l_éclair : La résistance au crash d’un avion est
inversement proportionnelle à la vitesse à laquelle il
percute le mur !
Forum «Modélisme »
3.1 Introduction
Nous nous intéressons à la mise en œuvre d’algorithmes itératifs sur des grappes
hétérogènes. Ces algorithmes fonctionnent avec un volume important de données,
qui sera réparti sur l’ensemble des processeurs. À chaque itération, des calculs indé-
pendants seront effectués en parallèle et certaines communications auront lieu. Nous
énonçons le problème comme suit : l’algorithme itératif fonctionne répétitivement sur
une matrice rectangulaire de données qui est divisée en tranches verticales (ou ho-
rizontales) allouées aux processeurs. Il n’existe pas de raison a priori de réduire le
partitionnement des données à une unique dimension. Cependant, un tel partition-
nement est très naturel et nous montrerons que trouver l’optimal, dans ce cas, est
déjà très difficile. Alors, à chaque étape de l’algorithme, les tranches sont mises à jour
localement et les informations frontières sont échangées entre tranches consécutives.
Cette contrainte géométrique (matrice découpée en tranches) implique que les pro-
cesseurs soient organisés en anneau virtuel. Chaque processeur communiquera seule-
ment deux fois, une fois avec son prédécesseur (virtuel) dans l’anneau et une fois avec
son successeur.
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Nous considérons une grappe totalement hétérogène, composée de processeurs de
vitesses de calculs différentes, communicant par des liens de bandes passantes diffé-
rentes. Du point de vue architectural, le problème se décompose en deux parties :
(i) sélectionner les processeurs participant à la solution et décider de leur position dans
l’anneau ; (ii) définir les chemins de communication pour aller d’un processeur à son
successeur. Une difficulté majeure est que certains chemins partageront des liens phy-
siques, les réseaux de communication de grappes hétérogènes n’étant pas totalement
connectés. Si plusieurs chemins de communication partagent le même lien physique,
nous décidons quelle fraction de bande passante sera attribuée à chaque route.
Une fois l’anneau et le routage décidés, il reste à déterminer le meilleur partition-
nement des données. La qualité de la solution finale dépend d’un grand nombre de
paramètres de l’application ainsi que de l’architecture, et il faut s’attendre à ce que le
problème d’optimisation soit difficile à résoudre.
Pour évaluer l’impact du partage de la bande passante des liens, nous travaillons
aussi avec la version simple du problème où nous voyons le réseau comme un graphe
complet : entre chaque paire de nœuds, le routage est fixé (plus court chemin en terme
de bande passante), et la bande passante est définie par le lien le plus lent dans le
chemin routé. Ce modèle simplifié n’est pas très réaliste car aucun partage de lien
n’est pris en compte, mais il mènera à un anneau solution qui pourra être comparé à
celui obtenu en tenant compte du partage des liens, fournissant de ce fait une manière
commode d’évaluer l’impact des différentes hypothèses faites sur les communications.
3.2 ModŁles
Dans cette section, nous présentons tout d’abord les spécificités communes des
deux problèmes d’optimisation que nous allons étudier : SLICERING et SHAREDRING.
Nous établissons ensuite les caractéristiques de SLICERING dans la section 3.2.2 ainsi
que les caractéristiques de SHAREDRING dans la section 3.2.3. Et nous discutons enfin
dans la section 3.2.4 plusieurs variantes de notre modèle.
3.2.1 Caractéristiques communes
Coûts de calcul. La plate-forme de calcul ciblée est représentée par un graphe
orienté G = (P, E). Chaque nœud Pi du graphe, 1 6 i 6 |P | = p, représente une
ressource de calcul, et est pondéré par son temps de cycle wi : Pi nécessite wi unités de
temps pour effectuer une tâche unitaire.
Coûts des communications. Les arêtes du graphe représentent les liens de com-
munication et sont étiquetées avec les bandes passantes disponibles. Si e ∈ E est un
lien orienté de Pi à Pj , notons be la bande passante du lien. Nous aurons besoin de
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Dc/be unités de temps pour transférer un message de taille Dc de Pi à Pj en utilisant le
lien e.
Paramètres de l’application : calculs. Soit Dw la taille totale du travail qui doit être
accompli à chaque itération de l’algorithme. Le processeur Pi effectuera une quantité
de travail αi.Dw de ce travail, où αi > 0 pour 1 6 i 6 p et
∑p
i=1 αi = 1. Notons que
αj = 0, pour un certain j, signifie que le processeur Pj ne participe pas au calcul. En
effet, il n’y a aucune raison a priori pour que toutes les ressources soient utilisées, sur-
tout lorsque le travail n’est pas très important : les communications supplémentaires
encourues en ajoutant plus de processeurs peuvent ralentir l’ensemble du processus
en dépit de l’augmentation de la vitesse de traitement cumulée.
Paramètres de l’application : communications. Les processeurs sont organisés le
long d’un anneau (qui n’est pas encore déterminé). Après avoir mis à jour ses données
de taille αiDw, chaque processeur Pi envoie un message de longueur Dc fixée (typique-
ment, la taille des données frontières) à son successeur. Pour illustrer la relation entre
Dw et Dc, nous pouvons voir la matrice de données comme un rectangle composé de
Dw colonnes de hauteur Dc, ainsi une seule colonne est échangée entre paire de pro-
cesseurs consécutifs dans l’anneau (le paramètre Dc peut être représenté comme un
volume fixe de communication).
Soit succ(i) et pred(i) le successeur et le prédécesseur de Pi dans l’anneau virtuel.
Le temps nécessaire pour transférer un message de taille Dc de Pi à Pj est Dc.ci,j où
ci,j est la capacité des liens de communication entre Pi à Pj. ci,j varie selon que l’on
suppose que les liens sont partagés ou non.
Fonction objective. Le coût total d’une seule étape de l’algorithme itératif est le




I{i}[αi.Dw.wi + Dc.(ci,pred(i) + ci,succ(i))] (3.1)
où I{i}[x] = x si Pi participe au calcul et 0 sinon. En résumé, le but est de déterminer
la meilleure méthode pour sélectionner q processeurs parmi les p disponibles, de leur
assigner des charges de travail, de les arranger le long d’un anneau et de partager la
bande passante du réseau, de telle sorte que le temps total d’exécution d’une itération
soit minimal.
3.2.2 Spécificités pour SLICERING
La plate-forme ciblée est modélisée par un graphe complet afin de simplifier le pro-
blème d’optimisation SHAREDRING (cf. section 3.4.5 pour un exemple dans lequel un
graphe complet est construit à partir d’une plate-forme réelle en utilisant l’algorithme
de plus court chemin en terme de bande passante.)
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Coûts des communications. Le temps nécessaire pour transférer un message de
taille Dc de Pi à Pj est égal à Dc.ci,j , où ci,j est la capacité du lien e, de Pi à Pj , c’est-à-
dire, l’inverse de sa bande passante be.
Paramètres de l’application : communications. Le processeur Pi a besoin de
Dc.ci,succ(i) unités de temps pour envoyer un message de taille Dc à son successeur,
ainsi que de Dc.ci,pred(i) unités de temps pour envoyer un message de même taille à
son prédécesseur.
3.2.3 Spécificités pour SHAREDRING
Les communications et le routage sont plus difficiles à traiter dans le cas du pro-
blème d’optimisation SHAREDRING qui est plus général.
Coûts des communications. Nous aurons besoin de Dc/be unités de temps pour
transférer un message de taille Dc de Pi à Pj en utilisant le lien e. Lorsque plusieurs
messages partagent le même lien, chacun reçoit une fraction de la bande passante dis-
ponible. Si deux messages partagent le même lien e et si le premier message utilise
deux tiers de la bande passante, c’est-à-dire 2be/3, alors le second message ne pourra
utiliser qu’au plus be/3. Les fractions de bandes passantes qui sont allouées aux mes-
sages peuvent être déterminées par l’utilisateur à la seule condition que la somme de
ces fractions ne dépasse pas la bande passante totale du lien. En pratique, un protocole
tel que celui décrit dans [48] nous offre une telle liberté pour la stratégie de routage.
Routage. Supposons que nous pouvons décider comment les messages sont routés
d’un processeur à un autre et que nous voulons router un message de taille Dc de Pi
à Pj , en passant par k arêtes e1, e2, . . . , ek. Pour chaque arête em, le message aura une
fraction fm de la bande passante bem . La vitesse globale de communication le long du
chemin sera limitée par la plus petite bande passante disponible : nous avons besoin
de Dc/b unités de temps pour router le message, où b = min16m6k fm : c’est comme
si nous avions un lien direct dédié au routage de ce message mais de bande passante
réduite b.
Paramètres de l’application : communications. Il existe un chemin de commu-
nication Si (S pour « successeur ») de Pi à Psucc(i) dans le réseau : soit si,m la frac-
tion de la bande passante bem du lien physique em qui a été allouée pour le chemin




: alors Pi a besoin de Dc.ci,succ(i) unités de temps pour envoyer
un message de taille Dc à son successeur Psucc(i). De même, nous définissons le chemin
de communication Pi (P pour « prédécesseur ») de Pi à Ppred(i) dans le réseau ; pi,m
est la fraction de la bande passante bem du lien physique em qui a été allouée pour le
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chemin Pi, et ci,pred(i) = 1minem∈Pi pi,m
. Alors Pi a besoin de Dc.ci,pred(i) unités de temps
pour envoyer un message de taille Dc à son prédécesseur Ppred(i).
3.2.4 Variations sur le modèle
Nous discutons ici de plusieurs variantes de notre précédent cadre de travail :
Surcoûts d’initialisation. La motivation à utiliser un modèle simple de coût linéaire,
plutôt qu’un modèle affine impliquant des surcoûts, pour les communications
et les calculs, est la suivante : seules des applications à grande échelle sont sus-
ceptibles d’être déployées sur les plates-formes hétérogènes. Les surcoûts d’ini-
tialisation peuvent donc être négligés. Quoi qu’il en soit, la plupart des résultats
présentés ici se prolongent à un modèle affine.
Liens bidirectionnels. Il est facile de modéliser un lien bidirectionnel entre deux pro-
cesseurs donnés Pi et Pj : indépendamment de leur orientation (de Pi à Pj ou
l’inverse), toutes les communications utilisant ce lien auront une partie de la
bande passante, de manière à ce que la bande passante totale disponible sur ce
lien ne soit pas dépassée. En d’autres termes, nous allouons une fraction fpath
de la bande passante à chaque chemin de communication passant par le lien de
bande passante b sans prendre en compte son orientation et nous établissons la
contrainte
∑
fpath 6 b ; la somme se prolonge à tous les chemins utilisant le lien,
indépendamment de leur orientation. En fait, les liens unidirectionnels et bidi-
rectionnels peuvent simultanément exister dans le réseau, et il est facile de les
modéliser tous les deux.
Liens multiples. De la même manière, les liens multiples entre une paire de proces-
seurs donnés peuvent être facilement pris en compte : il suffit de modéliser G
comme un graphe multiple plutôt que comme un graphe simple.
Liens centraux. Les liens de « backbones » peuvent fournir à plusieurs communica-
tions le même taux de bande passante b : pour modéliser un tel lien, nous al-
louons la même fraction fpath = b à chaque chemin passant par le lien, indé-
pendamment de leur nombre. En d’autres termes, nous remplaçons la contrainte∑
fpath 6 b par fpath 6 b pour chaque chemin utilisant le lien.
Pour conclure cette section, nous précisons que ce cadre n’est pas limité aux algo-
rithmes itératifs. En fait, notre approche s’applique aux problèmes où des calculs indé-
pendants sont répartis sur des ressources hétérogènes disposées le long d’un anneau,
et sont intercalés avec des communications entre des processeurs adjacents. L’hypo-
thèse principale est que les communications se produisent seulement entre les proces-
seurs adjacents, et que leur volume est indépendant de leur charge de travail relative.
Il existe d’autres modèles architecturaux qui seraient intéressants à étudier. Nous
employons un modèle où chaque processeur envoie séquentiellement des messages
à ses deux voisins, et nous supposons implicitement des réceptions asynchrones. En
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particulier, nous pourrions supposer que chaque processeur est capable d’envoyer les
deux messages en parallèle, ce qui mènerait à un opérateur Max au lieu d’une somme
dans les surcoûts de communication de l’équation 3.1.
3.3 Le problŁme d’optimisation SLICERING
3.3.1 Plan d’attaque
Dans cette section, nous établissons formellement le problème d’optimisation à ré-
soudre. Comme il a déjà été dit, la plate-forme ciblée est modélisée par un graphe
complet G. Chaque nœud Pi du graphe, 1 6 i 6 |P | = p représente une ressource
de calcul, et est pondéré par son temps de cycle relatif wi : Pi a besoin de wi unités
de temps pour effectuer une tâche unitaire. Les arêtes sont étiquetées avec les coûts
de communication : le temps nécessaire pour transférer un message de taille Dc de Pi
à Pj est égal à Dc.ci,j où ci,j est la capacité du lien de communication entre Pi et Pj ,
c’est-à-dire l’inverse de sa bande passante. Le but de notre problème est de minimiser
le maximum des coûts de calcul et de communication entre des processeurs voisins.
Le problème d’optimisation s’écrit de la manière suivante :
Définition 3.1 (SLICERING(p,wi ,ci,j,Dw,Dc)). Soient p processeurs de temps de cycle wi et
p(p− 1) liens de communication de capacité ci,j, soient Dw la charge totale de travail et Dc le









ασ(i).Dw.wσ(i) + Dc.(cσ(i),σ(i−1 mod q) + cσ(i),σ(i+1 mod q))
)}
(3.2)
Dans l’équation 3.2, Θq,p est l’ensemble des fonctions σ : [1..q] → [1..p] qui indexent
les q processeurs sélectionnés, pour toutes les valeurs de q comprises entre 1 et p. De
cette équation, il n’est pas clair, que tous les processeurs soient impliqués ou non. Ce
sera le cas seulement si le rapport Dw
Dc
est assez grand. Étant donné les valeurs des pa-
ramètres Dc et Dw, il existe une borne supérieure en ce qui concerne les q processeurs
participants : au-dessus de cette valeur, le coût relatif des communications devient trop
important devant la charge moyenne de calcul (ce que nous mettons en évidence sur
les figures 3.13 à 3.16). Dans tous les cas, après avoir décidé combien et quels proces-
seurs utiliser, nous devons encore décider comment les arranger en anneau. Extraire
le « meilleur » anneau du graphe d’interconnexion semble être un problème combi-
natoire difficile. Avant d’évaluer ce résultat (ce que nous montrons à la section 3.3.4),
nous traitons la situation beaucoup plus facile lorsque le réseau est homogène (cf. la
section 3.3.2).
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3.3.2 Plate-forme homogène
La solution du problème d’optimisation, c’est-à-dire, minimiser l’équation (3.2), est
facile quand tous les temps de communication sont égaux. Ceci correspond à un ré-
seau homogène où chaque paire de processeurs peut communiquer à la même vitesse,
par exemple via un bus ou un « backbone » Ethernet.
Supposons que ci,j = c pour tout i et j, où c est une constante. Il y a seulement deux
cas à considérer : (i) seul le processeur le plus rapide est actif ; (ii) tous les processeurs
participent. En effet, dès qu’une communication simple se produit, nous pouvons en
avoir plusieurs pour le même coût, et le meilleur est de diviser la charge de calcul
parmi toutes les ressources. Dans le premier cas, nous obtenons que Tstep = Dw.wmin,
où wmin est le plus petit temps de cycle. Dans le second cas, la charge est plus équilibrée
lorsque le temps d’exécution est le même pour tous les processeurs : sinon, enlever
une petite fraction de travail au processeur qui a le plus grand temps d’exécution et la
donner au processeur qui finit le plus tôt ferait diminuer le temps de calcul maximum.
Cela entraîne αi.wi = Constante pour tout i avec
∑p
i=1 αi = 1. Nous obtenons que




. Ces résultats sont résumés par :
Proposition 3.1. La solution optimale de SLICERING(p,wi ,c,Dw,Dc) est
Tstep = min {Dw.wmin, Dw.wcumul + 2Dc.c}





Si la plate-forme est donnée, il existe un seuil, qui est dépendant de l’application,
pour décider si seulement le processeur le plus rapide, par opposition à toutes les
ressources, doit être impliqué. Dc étant donné, le processeur le plus rapide fera tout
le travail pour des petites valeurs de Dw, à savoir Dw 6 Dc. 2cwmin−wcumul . Sinon, pour de
plus grandes valeurs de Dw, tous les processeurs doivent être inclus.
3.3.3 Plate-forme hétérogène
3.3.3.1 Programmation linéaire en entiers : introduction
Lorsque le réseau est hétérogène, nous nous retrouvons face à une situation com-
plexe : déterminer le nombre de processeurs qui doivent prendre part au calcul est déjà
une question difficile. Dans cette section, nous exprimons la solution du problème
d’optimisation SLICERING en termes de Programmation Linéaire en Entiers (PLE).
Bien sûr, la complexité de cette approche est exponentielle dans le pire cas, mais elle
fournira des idées utiles pour concevoir des heuristiques peu coûteuses. Nous com-
mençons par le cas où tous les processeurs sont impliqués dans la solution optimale.
Nous étendons cette approche au cas général ensuite.



















FIG. 3.1 – Résumé des temps de calcul et de communication avec p = 5 processeurs.
3.3.3.2 Solution avec implication de tous les processeurs
Supposons tout d’abord que tous les processeurs sont impliqués dans la solution
optimale. Tous les processeurs requièrent le même temps pour calculer et communi-
quer : sinon, nous pourrions sensiblement diminuer la charge de calcul du processeur
le plus lent et donner la charge supplémentaire à un autre processeur. Ainsi (cf fi-
gure 3.1 pour une illustration), nous obtenons :
Tstep = αi.Dw.wi + Dc.(ci,i−1 + ci,i+1) (3.3)
pour tout i (les indices dans les coûts de communication sont pris modulo p). Puisque∑p


























sera minimal. Cela sera atteint pour
l’anneau qui correspond au plus court cycle Hamiltonien dans le graphe G = (P, E),
où chaque arête ei,j est donnée par le poids di,j =
ci,j+cj,i
wi
. Une fois que nous avons
ce chemin, nous obtenons Tstep à partir de l’équation 3.4, et nous déterminons alors la
charge αi de chaque processeur en utilisant l’équation 3.3.
Afin de résumer, nous avons le résultat suivant :
Proposition 3.2. Lorsque tous les processeurs sont impliqués, trouver la solution optimale








Bien sûr, nous ne nous attendons pas à une solution en temps polynomial pour ce
résultat, puisque le problème de décision associé au problème du voyageur de com-
merce est NP-complet [33] (la distance d ne satisfait pas ici l’inégalité triangulaire,
3.3. LE PROBL¨ME D’OPTIMISATION SLICERING 29
il n’existe pas d’algorithme en temps polynomial [19]). Mais cette équivalence nous
donne deux directions :
– Pour des plates-formes de petite taille, la solution optimale peut être calculée en
utilisant un programme linéaire en entier, qui retourne la solution optimale du
problème de voyageur de commerce.
– Pour de très grandes plates-formes, nous pouvons utiliser des heuristiques qui
approchent la solution du problème du voyageur de commerce en temps poly-
nomial, comme l’heuristique de Lin-Kernighan [55, 39].
Dans la suite, nous rappelons brièvement la formulation classique du problème
du voyageur de commerce comme un problème de programmation linéaire en entier
(PLE). Cela permettra de résoudre notre problème lorsque tous les processeurs se-
ront inclus. Dans la sous-section 3.3.3.3 , nous étendrons la formulation PLE au cas où
seulement une partie des processeurs sont impliqués dans la solution optimale.
Considérons le graphe complet pondéré G = (P, E, d), où |P | = p, et supposons
que nous commençons le tour, c’est-à-dire l’anneau de processeurs, avec le processeur
P1. Soient xi,j les variables entières telles que xi,j = 1 lorsque Pj est le processeur
suivant Pi dans l’anneau, et xi,j = 0 sinon. Puisqu’un processeur exactement précède
Pj dans l’anneau, nous avons
∑p
i=1 xi,j = 1 pour chaque j. De manière similaire, nous
avons
∑p






Mais ces équations ne sont pas suffisantes : nous devons exclure le cas de deux
(ou plus) sous-tours disjoints. Dans cette optique, nous introduisons p − 1 nouvelles
variables entières u2, u3, . . . , up avec ui > 0 et (p−1)(p−2) nouvelles contraintes comme
suit :
ui − uj + p.xi,j 6 p− 1 pour 2 6 i, j 6 p, i 6= j.
Intuitivement, ui représente la position dans le tour de Pi, et les contraintes assurent
que le tour n’est pas découpé en sous-tours. En effet, suivons la preuve de [20]. Suppo-
sons tout d’abord que nous avons un cycle Hamiltonien (« commençant » à P1) : nous
allons prouver que le problème PLE possède une solution. Soit ui la position dans le
chemin de Pi (excluant P1, et comptant à partir de 0). (Par exemple, pour l’instance
avec p = 5 et le tour P1 → P4 → P2 → P3 → P5 → P1, alors nous avons u4 = 0, u2 = 1,
u3 = 2, et u5 = 3.) Revenons au cas général : nous avons toujours 0 6 ui 6 p − 2
pour i > 2. Par conséquent, si xi,j = 0, ui − uj + p.xi,j 6 p − 2 si i 6= j, et l’inégalité
tient. Ensuite, si xi,j = 1, Pj est visité immédiatement après Pi, alors uj = ui + 1, et
ui−uj +p.xi,j = p−1, et l’inégalité tient encore. Réciproquement, supposons que nous
avons une solution au problème PLE, et que le tour est découpé en au moins deux
sous-tours. Alors, il existe un sous-tour de r 6 p − 1 processeurs qui n’inclut pas P1.
Ajoutant les r équations pour les r valeurs non nulles de xi,j de ce sous-tour, cela nous
mène à r.p 6 r.(p−1) (toutes les variables ui apparaissent deux fois et s’annulent), une
contradiction. En conclusion, nous sommes amenée à la formulation PLE suivante :
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j=1 xi,j = 1 1 6 i 6 p
(2)
∑p
i=1 xi,j = 1 1 6 j 6 p
(3) xi,j ∈ {0, 1} 1 6 i, j 6 p
(4) ui − uj + p.xi,j 6 p− 1 2 6 i, j 6 p, i 6= j
(5) ui entier, ui > 0 2 6 i 6 p
Proposition 3.3. Lorsque tous les processeurs sont impliqués, trouver la solution optimale
revient à résoudre le programme linéaire précédent.
3.3.3.3 Solution dans le cas général
Comment étendre la formulation PLE au cas général ? Pour chaque valeur possible
de q, 1 6 q 6 p, nous énoncerons un problème PLE donnant la solution optimale avec
exactement q processeurs participant. En prenant la solution la plus petite parmi les p
valeurs retournées par ces problèmes PLE, nous obtiendrons la solution optimale.
Pour une valeur donnée de q, 1 6 q 6 p, nous utilisons une technique similaire à
celle de la section 3.3.3.2, mais nous avons besoin de variables supplémentaires.
Formulation en programmation linéaire en entier pour un anneau de taille q
MINIMISER T,
AVEC LES CONTRAINTES SUIVANTES :

(1) xi,j ∈ {0, 1} 1 6 i, j 6 p
(2)
∑p










i=1 xj,i 1 6 j 6 p
(5)
∑p
i=1 αi = 1
(6) αi 6
∑p





j=1(xi,jci,j + xj,icj,i) 6 T 1 6 i 6 p
(8)
∑p
i=1 yi = 1
(9) − p.yi − p.yj + ui − uj + q.xi,j 6 q − 1 1 6 i, j 6 p, i 6= j
(10) yi ∈ {0, 1} 1 6 i 6 p
(11) ui entier, ui > 0 1 6 i 6 p
Comme précédemment, l’idée intuitive est que xi,j = 1 si et seulement si Pj est
le successeur immédiat de Pi dans l’anneau de taille q. Les contraintes (2) et (4) éta-
blissent que le degré entrant de chaque nœud est le même que son degré sortant, et
sera égal à 0 ou 1. La contrainte (3) assure que l’anneau est bien composé de q pro-
cesseurs. La contrainte (5) assure que la quantité de travail allouée à l’ensemble des
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processeurs est bien égale à Dw. La contrainte (6) assure quant à elle que le travail est
bien réparti entre les processeurs faisant partie de l’anneau solution. La contrainte (7)
est la traduction du fait qu’on cherche à minimiser le temps des phases de calcul et de
communication dans l’anneau. À partir des contraintes (8) et (10), nous voyons qu’un
seul yi sera non nul, et qu’il représentera « l’origine » de l’anneau de taille q. Suppo-
sons que la valeur non nulle est y1. Pour i = 1 et pour toute valeur de j, la contrainte (9)
sera satisfaite à cause du terme −p.y1. Si ni i ni j n’est égal à l’origine P1, (9) se réduit
à la contrainte (1) du problème du voyageur de commerce, et assure que l’anneau de
taille q n’est pas découpé en sous-anneaux. Dans la solution, ui = 0 pour l’origine et
pour les processeurs ne participant pas à l’anneau solution, et ui est la position après
l’origine (numéroté de 0 à q − 2) du nœud Pi dans l’anneau.
Nous résumons ces résultats de la manière suivante :
Proposition 3.4. Le problème d’optimisation SLICERING peut être résolu en calculant la
solution de p programmes linéaires en entier, où p est le nombre total de ressources.
3.3.4 Complexité
Le problème de décision associé au problème d’optimisation SLICERING est :
Définition 3.2 (SLICERINGDEC(p,wi ,ci,j,Dw,Dc,K)). Étant donnés p processeurs de temps
de cycle wi et p(p− 1) liens de communication de capacité ci,j, étant donnés la charge de travail
totale Dw et Dc le volume de communication à chaque étape, et étant donnée une borne de temps
K, est-il possible de trouver un entier q 6 p, une application σ : [1..q] → [1..p], et des nombres
rationnels positifs αi avec
∑q




ασ(i).Dw.wσ(i) + Dc.(cσ(i),σ(i−1 mod q) + cσ(i),σ(i+1 mod q))
}
6 K?
Le résultat suivant énonce la difficulté intrinsèque du problème :
Théorème 3.1. SLICERINGDEC(p,wi ,ci,j,Dw,Dc,K) est NP-complet.
Démonstration. Clairement, SLICERINGDEC appartient à NP. Pour prouver qu’il est
NP-complet, nous utilisons une réduction de HAMPATH, le problème de cycle Hamil-
tonien qui est NP-complet [33]. Considérons une instance arbitraire I1 de HAMPATH :
étant donné un graphe Gh = (Vh, Eh), existe-t-il un cycle Hamiltonien dans Gh, c’est-
à-dire un cycle passant une et une seule fois par tous les sommets de G ?
Nous construisons l’instance suivante I2 de SLICERINGDEC : soit p = |Vh| (suppo-
sons p > 2 sans perte de généralité) et définissons un graphe complet d’interconnec-
tion G = (P, E), dont le coût des arêtes est donné par
ce =
{
ε si e ∈ Eh
2 sinon
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où 0 < ε < 1
2
est une constante. Soit Dw = Dc = 1 et wi = p pour 1 6 i 6 p. Clairement,
I2 peut être construit en temps polynomial à partir de I1. Finalement, soit K = 1 + 2ε.
Supposons premièrement que I1 a une solution, c’est-à-dire que Gh contient un
cycle Hamiltonien. Nous utilisons les arêtes de ce chemin pour construire l’anneau.
Tous les processeurs sont inclus, et soit αi = 1/p pour 1 6 i 6 p. Le temps d’exécu-
tion et le temps de communication sont les mêmes pour tous les processeurs et nous
obtenons que Tstep = 1p · p + 2ε = K, par conséquent une solution pour I2.
Supposons maintenant que I2 a une solution. Si un seul processeur participait à
cette solution, nous devrions avoir Tstep = 1.p > 2 > K, ce qui est une contradiction.
Par conséquent, il a q processeurs, avec q > 2, qui participent à la solution. Si l’an-
neau utilisait une arête de communication qui n’appartenait pas à Gh, alors le coût de
communication de cette arête devrait être de 2 et Tstep > Dc.2 = 2 > K, ce qui nous
donne encore une contradiction. Il reste à prouver que nous utilisons tous les p pro-
cesseurs dans la solution. Sinon, si q < p, une charge de travail serait au moins égale
à 1
q
.Dw.p > 1, ce qui impliquerait que Tstep > K. En conclusion, q = p, et les arêtes de
l’anneau solution permettent de construire un cycle Hamiltonien dans Gh, et de ce fait,
une solution à I1. 
3.3.5 Heuristiques
Après les résultats théoriques précédents, nous adoptons une approche plus pra-
tique dans cette section. Notre but est d’obtenir des heuristiques en temps polynomial
afin de résoudre le problème d’optimisation SLICERING.
Après avoir exprimé le problème en termes d’une collection de programmes li-
néaires en entier, nous sommes capable de calculer la solution optimale avec des ou-
tils tels que PIP [30, 29] ou LP_SOLVE [5] (au moins pour des tailles raisonnables des
plates-formes de calcul). Nous comparons cette solution optimale avec celles retour-
nées par les deux heuristiques en temps polynomial, une qui approxime le problème
du voyageur de commerce (mais qui retourne une solution seulement si tous les pro-
cesseurs sont impliqués dans le calcul), et l’autre, une heuristique gloutonne qui agran-
dit itérativement l’anneau solution.
3.3.5.1 Heuristique basée sur le principe du voyageur de commerce
La situation où tous les processeurs sont impliqués dans la solution optimale est
très importante en pratique. En effet, seules les très grandes applications sont dé-
ployées sur des plates-formes hétérogènes distribuées. Et quand Dw est suffisamment
grand, nous obtenons de l’équation 3.5 que tous les processeurs seront impliqués.
D’après la section 3.3.3.2, nous savons que la solution optimale, lorsque tous
les processeurs sont impliqués, correspond au plus court cycle Hamiltonien dans le






. Nous utilisons l’heuristique de Lin-Kernighan [55,
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39], afin d’approximer le plus court chemin. Par construction, l’heuristique basée sur
le problème du voyageur de commerce retourne toujours une solution où tous les
processeurs sont impliqués. Évidemment, si la solution optimale nécessite peu de pro-
cesseurs, l’heuristique basée sur le problème du voyageur de commerce donne une
solution de mauvaise qualité.
3.3.5.2 Heuristique gloutonne
L’heuristique gloutonne commence par sélectionner le processeur le plus rapide.
Puis, elle insère itérativement un nouveau nœud dans l’anneau solution en cours.
Supposons que nous avons déjà sélectionné un anneau de r processeurs. Pour chaque
processeur Pi restant, nous cherchons où l’insérer dans l’anneau courant. Donc, pour
chaque paire consécutive de processeurs (Pj, Pk) dans l’anneau et pour chaque pro-
cesseur Pi restant, nous calculons la nouvelle valeur de Tstep. Nous retenons alors le
processeur et la paire qui minimisent la valeur de Tstep et nous stockons cette valeur.
Cette étape de l’heuristique a une complexité proportionnelle à (p− r).r.
Ensuite, nous faisons grossir l’anneau jusqu’à avoir p processeurs et nous retour-
nons la valeur minimale obtenue pour Tstep. La complexité totale est
∑p
r=1(p − r)r =
O(p3). Notons qu’il est important d’essayer toutes les valeurs de r, parce que Tstep ne
varie pas de façon monotone en fonction de r.
3.3.6 Simulations
3.3.6.1 Description de la plate-forme
La figure 3.2 montre la plate-forme de Lyon, composée de 14 unités de calcul et 3
routeurs. Sur cette figure les nœuds 0 à 13, en forme de cercle, sont les processeurs,
alors que les nœuds 14 à 16, en forme de losange, sont les routeurs. Les temps de cycle
des processeurs (en secondes par mégaflop) sont rassemblés dans le tableau 3.1. De
façon similaire, la plate-forme de Strasbourg (figure 3.3) est composée de 13 unités
de calcul et de 6 routeurs. Les temps de cycle des processeurs sont rassemblés dans
le tableau 3.2. Il est à noter que les caractéristiques des deux plates-formes ont été
mesurées afin d’obtenir des simulations basées sur la « réalité ».
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16
0,0206 0,0206 0,0206 0,0206 0,0291 0,0206 0,0087 0,0206 0,0206 0,0206 0,0206 0,0206 0,0291 0,0451 0 0 0
TAB. 3.1 – Temps de cycle des processeurs (en secondes par mégaflop) pour la plate-
forme de Lyon.
















FIG. 3.2 – Topologie de la plate-forme de Lyon.
P0 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12 P13 P14 P15 P16 P17 P18
0,0087 0,0072 0,0087 0,0131 0,016 0,0058 0,0087 0,0262 0,0102 0,0131 0,0072 0,0058 0,0072 0 0 0 0 0 0
TAB. 3.2 – Temps de cycle des processeurs (en secondes par mégaflop) pour la plate-
forme de Strasbourg.
3.3.6.2 Résultats
Pour les deux topologies, nous comparons l’heuristique gloutonne et la solution
optimale obtenue par les logiciels de programmation linéaire en entier, lorsque cette
solution est disponible. Comme LP_SOLVE ne réussit pas à calculer le résultat lors-
qu’il y a plus de 5 processeurs dans la solution, nous reportons seulement les résultats
obtenu par le logiciel PIP. Les tableaux 3.3 et 3.4 montrent la différence entre l’heu-
ristique gloutonne et la solution optimale obtenue avec PIP sur les plates-formes de
Lyon et Strasbourg. Les nombres dans les tableaux représentent le coût d’un chemin
de longueur q sur la plate-forme, c’est-à-dire la valeur de la fonction objectif de la
programmation linéaire en entier de la section 3.3.3.3 (multipliée par un facteur 6000
puisque PIP a besoin de matrice d’entiers).
PIP est capable de calculer la solution optimale pour toutes les valeurs sur la plate-
forme de Strasbourg, mais échoue entre 9 et 13 processeurs sur la plate-forme de Lyon
(notez que nous avons utilisé une machine avec deux gigaoctets de RAM !) Lorsque
tous les processeurs sont impliqués, nous avons essayé l’heuristique LKH : pour les
deux plates-formes, elle retourne les résultats optimaux. Les conclusions qui se des-
sinent de ces expériences sont les suivantes :
– l’heuristique gloutonne est rapide et plus efficace, à 11.2% de l’optimal pour la
plate-forme de Lyon, et 6.8% pour la plate-forme de Strasbourg.
– l’heuristique LKH est vraiment très efficace mais son application est limitée au
cas où toutes les ressources sont impliquées.
– les logiciels de programmation linéaire en entiers échouent rapidement sur le












FIG. 3.3 – Topologie de la plate-forme de Strasbourg.




















3 4 5 6 7 8 9 10 11 12 13 14
Gloutonne 1202 556 1152 906 2240 3238 4236 5234 6232 7230 8228 10077
PIP hors hors hors hors hors878 556 1128 906 2075 3071 mémoire mémoire mémoire mémoire mémoire 9059
TAB. 3.3 – Comparaison entre l’heuristique gloutonne et PIP pour la plate-forme de
Lyon.
Sur les figures 3.4 et 3.5, nous avons tracé le nombre popt de processeurs dans la
solution optimale en fonction du ratio Dw/Dc. Comme prévu, lorsque le ratio croît (ce
qui signifie plus de calcul par rapport aux communications), de plus en plus de pro-
cesseurs sont utilisés dans la solution optimale et la valeur de popt augmente. Comme
les liens de la plate-forme de Lyon ont des capacités similaires, la valeur de popt passe
de 1 (solution séquentielle) à 14 (tous les processeurs participent) alors que l’heuris-
tique gloutonne trouve une solution à 6 processeurs entre temps. Le saut de 1 à 14 est
facile à expliquer : du fait que les communications coûtent plus ou moins le même
prix, même s’il y a peu de travail, autant partager la charge entre tous les processeurs.
Le réseau d’interconnexion de la plate-forme de Strasbourg est plus hétérogène
et donc, la valeur de popt passe de 1 (solution séquentielle), à 10, puis 11 et enfin 13
(tous les processeurs sont inclus), tout comme l’heuristique gloutonne qui suit le même
schéma.



















Processeurs 3 4 5 6 7 8 9 10 11 12 13
Gloutonne 1520 2112 3144 3736 4958 5668 7353 8505 10195 12490 15759
PIP 1517 2109 3141 3733 4955 5660 7348 8500 10188 12235 14757




































Comparaison entre la solution exacte et l’heuristique gloutonne sur la plate-forme de Lyon
Solution exacte
Heuristique gloutonne
FIG. 3.4 – Nombre optimal de processeurs pour la plate-forme de Lyon.
3.3.7 Conclusion
La principale limitation de la programmation sur plates-formes hétérogènes pro-
vient de la difficulté à équilibrer la charge. Les données et les calculs ne sont pas for-
cément distribués à l’ensemble des processeurs. Minimiser les surcoûts de communi-
cation devient alors une tâche ardue.
Le résultat majeur de cette section est la NP-complétude du problème d’optimi-
sation SLICERING. Plus que la preuve, le résultat lui-même est intéressant, puisqu’il
fournit une nouvelle preuve de la difficulté intrinsèque de la conception d’algorithmes
hétérogènes. Une autre avancée importante est la conception d’une heuristique effi-
cace qui fournit une ligne de conduite pragmatique au concepteur de calculs scienti-
fiques itératifs.



































Comparaison entre la solution exacte et l’heuristique gloutonne sur la plate-forme de Strabourg
Solution exacte
Heuristique gloutonne
FIG. 3.5 – Nombre optimal de processeurs pour la plate-forme de Strasbourg.
3.4 Le problŁme d’optimisation SHAREDRING
3.4.1 Plan d’attaque
Définition 3.3 (SHAREDRING(p,wi ,E,bem ,Dw,Dc)). Étant donnés p processeurs Pi de temps
de cycle wi et |E| liens de communication em de bande passante bem , étant donnés Dw la charge









ασ(i).Dw.wσ(i) + Dc.(cσ(i),σ(i−1 mod q) + cσ(i),σ(i+1 mod q))
)
(3.5)
Dans l’équation 3.5, Θq,p symbolise l’ensemble des fonctions injectives σ : [1..q] →
[1..p], lesquelles indexent les q processeurs sélectionnés pour l’anneau, pour tout q
compris entre 1 et p. Pour chaque anneau candidat représenté par une telle fonc-
tion σ, il existe des contraintes cachées par l’introduction des quantités cσ(i),σ(i−1 mod q)
et cσ(i),σ(i+1 mod q) : il existe 2q chemins de communication, le chemin Si de Pσ(i) à
son successeur Psucc(σ(i)) = Pσ(i+1 mod q) et le chemin Pi de Pσ(i) à son prédécesseur
Ppred(σ(i)) = Pσ(i−1 mod q), pour tout 1 6 i 6 q. Pour chaque lien em dans le réseau inter-
connecté, soit sσ(i),m (resp. pσ(i),m) la fraction de la bande passante bem qui est allouée
au chemin Sσ(i) (resp. Pσ(i)). Nous obtenons les équations suivantes :









1 6 i 6 q∑q
i=1(sσ(i),m + pσ(i),m) 6 bem 1 6 m 6 E











FIG. 3.6 – Un cluster de petite taille.
La dernière équation vient du fait que la bande passante du lien em ne doit pas être
dépassée. Puisque chaque chemin de communication Sσ(i) ou Pσ(i) n’impliquera que
peu d’arêtes, la plupart des quantités sσ(i),m et pσ(i),m seront égales à zéro. En fait, nous
avons écrit em ∈ Sσ(i) si l’arête em est utilisée dans le chemin Sσ(i), c’est-à-dire si si,m ne
vaut pas zéro (de même em ∈ Pσ(i) si pi,m ne vaut pas zéro).
Comme pour notre problème d’optimisation SLICERING, plus le ratio W
H
sera
grand, plus le nombre de processeurs augmentera dans la solution optimale. Mais
en plus, nous devons encore décider comment organiser les processeurs en anneau,
construire les routes de communication, assigner les fractions de bandes passantes et
finalement allouer les données.
3.4.2 Exemple
Considérons le réseau hétérogène représenté à la figure 3.6. Il contient 7 proces-
seurs et 8 liens de communication bidirectionnels. Pour simplifier, nous avons étiqueté
les processeurs P1 à P5 dans l’ordre dans lequel ils apparaissent dans l’anneau solution
de 5 processeurs que nous construisons, en laissant de côté les processeurs Q et R. Les
liens sont étiquetés par des lettres de a à h au lieu d’indices ; nous utilisons bx pour
noter la bande passante du lien x.
Pour le chemin de P1 à P2, nous choisissons d’utiliser les liens a et b et, donc, le
chemin de communication de P1 à son successeur P2 est S1 = {a, b}. Par contre, pour
le chemin de P2 à P1, nous utiliserons plutôt les liens b, g, et h et, donc, le chemin de
communication de P2 à son prédécesseur est P2 = {b, g, h}. Voici une liste complète
des chemins que nous avons décidé d’utiliser (à noter que de nombreux autres choix
peuvent être faits) :
– De P1 : vers P2, S1 = {a, b} et vers P5, P1 = {h}
– De P2 : vers P3, S2 = {c, d} et vers P1, P2 = {b, g, h}
– De P3 : vers P4, S3 = {d, e} et vers P2, P3 = {d, e, f}
– De P4 : vers P5, S4 = {f, b, g} et vers P3, P4 = {e, d}
– De P5 : vers P1, S5 = {h} et vers P4, P5 = {g, b, f}
Nous définissons ensuite les coûts des chemins. Pour P1, parce que S1 = {a, b}, nous
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procédons de la même manière de P2 à P5, et ainsi de suite. Nous aboutissons alors à
la liste de toutes les contraintes qui doivent être satisfaites :
Lien a : s1,a 6 ba
Lien b : s1,b + s4,b + p2,b + p5,b 6 bb
Lien c : s2,c 6 bc
Lien d : s2,d + s3,d + p3,d + p4,d 6 bd
Lien e : s3,e + p3,e + p4,e 6 be
Lien f : s4,f + p3,f + p5,f 6 bf
Lien g : s4,g + p2,g + p5,g 6 bg
Lien h : s5,h + p1,h + p2,h 6 bh
Maintenant que nous avons toutes ces contraintes, nous pouvons (essayer de) calculer
les αi, si,j et pi,j qui minimisent la fonction objective Tstep. L’équation 3.6 explicite le
système complet d’(in)équations qui est quadratique en les inconnues αi, si,j et pi,j 1.
La série d’inéquations sous la forme sσ(i),m.cσ(i),succ(σ(i)) > 1 est la traduction de la
série d’équations cσ(i),succ(σ(i)) = 1minem∈Sσ(i) sσ(i),m
. Cela nous permet donc de montrer de
manière explicite que le programme est quadratique du fait de la multiplication des
inconnues sσ(i),m et cσ(i),succ(σ(i)) entre elles.
Minimiser max16i65 (αi.Dw.wi + Dc.(ci,i−1 + ci,i+1)) avec les contraintes suivantes :

∑5
i=1 αi = 1
s1,a 6 ba s1,b + s4,b + p2,b + p5,b 6 bb s2,c 6 bc
s2,d + s3,d + p3,d + p4,d 6 bd s3,e + p3,e + p4,e 6 be s4,f + p3,f + p5,f 6 bf
s4,g + p2,g + p5,g 6 bg s5,h + p1,h + p2,h 6 bh
s1,a.c1,2 > 1 s1,b.c1,2 > 1 p1,h.c1,5 > 1
s2,c.c2,3 > 1 s2,d.c2,3 > 1 p2,b.c2,1 > 1
p2,g.c2,1 > 1 p2,h.c2,1 > 1 s3,d.c3,4 > 1
s3,e.c3,4 > 1 p3,d.c3,2 > 1 p3,e.c3,2 > 1
p3,f .c3,2 > 1 s4,f .c4,5 > 1 s4,b.c4,5 > 1
s4,g.c4,5 > 1 p4,e.c4,3 > 1 p4,d.c4,3 > 1
s5,h.c5,1 > 1 p5,g.c5,4 > 1 p5,b.c5,4 > 1
p5,f .c5,4 > 1
(3.6)
Pour construire l’équation 3.6, nous avons utilisé des chemins de communication
arbitraires, et il en existe beaucoup d’autres à essayer. De même pour les autres an-
neaux à construire, que ce soit avec les mêmes processeurs ou avec des processeurs
différents. Le nombre de processeurs q peut aussi varier. Sans aucune surprise, nous
montrons maintenant que le problème de décision associé au problème d’optimisation
SHAREDRING est NP-complet.
1Nous n’avons pas exprimé dans l’équation 3.6 les inéquations qui établissent que toutes les incon-
nues sont strictement positives.
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3.4.3 Complexité
Le problème de décision associé au problème d’optimisation SHAREDRING est le
suivant :
Définition 3.4 (SHAREDRINGDEC(p,wi ,E,bem ,Dw,Dc,K)). Étant donnés p processeurs Pi
de temps de cycle wi et E liens de communication em de bande passante bem , étant donnés la
charge totale de travail Dw et le volume de communication Dc à chaque étape, et étant donnée
une borne de temps K, est-il possible de trouver un sous-ensemble de q 6 p processeurs, une
application σ : [1..q] → [1..p], 2q chemins de communication Si et Pi tels que aucune bande
passante totale de lien ne soit pas dépassée, et des nombres rationnels strictement positifs αi
avec
∑q
i=1 ασ(i) = 1, tels que Tstep 6 K, où Tstep est donné par l’équation 3.5 ?
Le résultat suivant établit la difficulté intrinsèque du problème SHAREDRING :
Théorème 3.2. SHAREDRINGDEC(p,wi ,E,bem ,Dw,Dc,K) est NP-complet.
Démonstration. Clairement, SHAREDRINGDEC appartient à NP. Pour prouver qu’il est
NP-complet, nous utilisons une nouvelle fois une réduction de HAMPATH, le pro-
blème de chemin hamiltonien qui est NP-complet [33]. Considérons une instance ar-
bitraire I1 de HAMPATH : étant donné un graphe Gh = (Vh, Eh), existe-t-il un cycle
Hamiltonien dans Gh, c’est-à-dire un cycle passant une et une seule fois par tous les
sommets de G ?
Nous construisons l’instance suivante I2 de SHAREDRINGDEC : soit p = |Vh| (sup-
posons p > 2 sans perte de généralité) et définissons un graphe complet d’intercon-
nection G = (P, E). Dans G, toutes les arêtes sont unidirectionnelles : en particulier, de
chaque arête de Eh, nous obtenons deux arêtes de E. Les bandes passantes des arêtes
dans E sont données par :
be =
{
1/ε si e est obtenue à partir de e ∈ Eh
1/2 sinon
où 0 < ε < 1
2
est une constante. Soient Dw = Dc = 1 et wi = p pour 1 6 i 6 p.
Clairement, I2 peut être construit en temps polynomial à partir de I1. Finalement, soit
K = 1 + 2ε.
Supposons premièrement que I1 a une solution, c’est-à-dire que Gh contient un
chemin Hamiltonien. Nous utilisons les arêtes de ce chemin pour construire l’anneau.
Tous les processeurs sont inclus, et soit αi = 1/p pour 1 6 i 6 p. À partir de mainte-
nant, les indices sont pris modulo p. Nous ré-indexons les processeurs et les arêtes ; le
chemin Hamiltonien est alors e1, e2, . . . , ep où ei connecte Pi à Pi+1 ; de cette construc-
tion de G, il existe un chemin inverse, c’est-à-dire les arêtes ep+i de Pi+1 à Pi, vont dans
la direction opposée des ei. Pour 1 6 i 6 p, Si se réduit à ei, soient si,i+1 = 1/ε et
si,m = 0 pour m 6= i. De façon similaire, Pi se réduit à ep+i−1 (sauf pour P1 qui se réduit
à e2p) ; soient pi,p+i−1 = 1/ε et pi,m = 0 pour m 6= p+ i−1 (sauf pour i = 1 : pi,2p = 1/ε et
p1,m = 0 pour m 6= 2p). Chaque arête ei est utilisée une seule fois, et sa bande passante
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totale 1/ε n’est pas dépassée. Le temps d’exécution et le temps de communication sont
les mêmes pour tous les processeurs et égaux à Tstep = 1p · p + 2ε = K, par conséquent,
nous obtenons une solution pour I2.
Supposons maintenant que I2 a une solution. Si un seul processeur participait à
cette solution, nous devrions avoir Tstep = 1.p > 2 > K, ce qui est une contradiction.
Par conséquent, il a q processeurs, avec q > 2, qui participent à la solution. Si l’anneau
utilisait une arête de communication qui n’appartenait pas à Gh, alors son coût devrait
être au moins de 2 et Tstep > Dc.2 = 2 > K, ce qui nous donne encore une contradic-
tion. Il reste à prouver que nous utilisons tous les processeurs p dans la solution. Car
sinon, si q < p, une charge de calcul serait au moins égale à 1
q
.Dw.p > 1, ce qui impli-
querait que Tstep > K. En conclusion, q = p, et toutes les arêtes de l’anneau solution
permettent de trouver un chemin Hamiltonien dans Gh, et de ce fait, une solution à
I1. 
3.4.4 Heuristiques
Le problème d’optimisation SHAREDRING étant NP-complet, nous ne pouvons pas
le résoudre directement ; nous allons donc le résoudre grâce à une heuristique. De
plus, ce problème étant très complexe, nous allons procéder dans notre heuristique en
plusieurs étapes.
Nous décrivons dans cette section une heuristique en temps polynomial pour
construire un anneau solution et résoudre le problème d’optimisation SHAREDRING.
Nous décrivons l’heuristique en trois étapes : (i) l’algorithme glouton utilisé pour
construire un anneau solution ; (ii) la stratégie mise en œuvre pour assigner des frac-
tions de bande passante pendant la construction ; et (iii) des optimisations finales.
3.4.4.1 Construction de l’anneau
Le principe de base de notre heuristique pour le problème d’optimisation SHARED-
RING est le même que pour l’heuristique décrite en section 3.3.5.2.
Nous considérons un anneau solution impliquant q processeurs, numérotés de P1 à
Pq. Nous utiliserons l’équation 3.4 comme base pour un algorithme glouton générant
itérativement un anneau solution. L’algorithme glouton commence par sélectionner la
meilleure paire de processeurs. Ensuite, il inclut itérativement un nouveau processeur
dans l’anneau solution actuel. Supposons que nous avons déjà sélectionné un anneau
de r processeurs. Pour chaque processeur restant Pi, nous cherchons où l’insérer dans
l’anneau actuel.
Nous avons donc besoin de calculer le coût d’insertion du processeur Pk entre les
processeurs Pi et Pj, en d’autres termes calculer les nouveaux coûts ck,j (chemin de Pk
à son successeur Pj), cj,k (le chemin inverse), ck,i (chemin de Pk à son prédécesseur Pi),
et ci,k (chemin inverse). Pour cela, nous connaissons une heuristique qui construit les
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chemins de communication et alloue des fractions de bande passante (les détails de
l’allocation de bande passante sont en section 3.4.4.2). Une fois que nous avons calculé
ces coûts, nous calculons la nouvelle valeur de Tstep comme suit :
– Nous mettons à jour wcumul en ajoutant le nouveau processeur Pk, ce qui a pour
effet de diminuer wcumul.





, nous supprimons les deux termes cor-
respondant aux deux chemins entre Pi et Pj (par hypothèse, il existe un s tel que







L’étape de l’heuristique que nous avons décrit précédemment a une complexité
proportionnelle à (p−r).r fois le coût pour calculer quatre chemins de communication.
Pour finir, nous agrandissons l’anneau jusqu’à avoir p processeurs. Nous retournons
alors la valeur minimale obtenue pour Tstep. La complexité totale est
∑p
r=1(p− r)rC =
O(p3)C, où C est le coût de calcul de quatre chemins dans le réseau. Notons une fois
de plus qu’il est important de tester toutes les valeurs de r, car Tstep peut ne pas varier
de façon monotone avec r.
3.4.4.2 Allocation de bande passante
Dans cette section, nous supposons que nous avons déjà un anneau de r proces-
seurs, une paire (Pi, Pj) de processeurs successifs dans l’anneau et un nouveau pro-
cesseur Pk à insérer entre Pi et Pj . Parallèlement à l’anneau, nous avons construit 2r
chemins de communication et une certaine fraction des bandes passantes initiales ont
été allouées à chacun de ces chemins. Pour construire les quatre nouveaux chemins
impliquant Pk, nous raisonnons sur le graphe G = (V, E, b) où chaque arête est étique-
tée par la bande passante disponible restante : maintenant b(em) n’est plus la bande
passante initiale de l’arête em, mais ce qui a été laissé par les 2r chemins. La première
chose à faire est de ré-injecter dans le réseau les fractions de bande passante utilisées
par les deux chemins de communication entre Pi et Pj. Nous utilisons un algorithme
simple de calcul du plus court chemin (en termes de bande passante) pour détermi-
ner les quatre chemins, de Pk à Pi et Pj et vice-versa. Il y a ici une subtilité, car ces
quatre chemins peuvent partager certains liens. La stratégie que nous utilisons est la
suivante :
– Nous calculons indépendamment quatre chemins de bande passante maximale,
à l’aide d’un algorithme standard de calcul du plus court chemin [19] sur G.
– Si tous les chemins sont disjoints, alors la totalité de la bande passante disponible
leur est attribuée.
– Sinon, si certains chemins partagent des liens, nous ne changeons pas les che-
mins, mais nous employons une méthode (analytique) brutale pour calculer les
fractions de bande passante minimisant l’équation 3.4 devant être allouées à
chaque chemin, et nous mettons à jour les coûts des chemins en conséquence.
– Nous ré-injectons un peu de bande passante utilisée précédemment par les che-
mins de communication afin de ne pas pénaliser certains processeurs.
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Maintenant que nous avons les chemins et leurs coûts, nous calculons la nouvelle va-
leur de Tstep comme expliqué précédemment. Le coût C de calcul des quatre chemins
dans le réseau est O(p + E).
3.4.4.3 Optimisations
Un moyen concis de décrire l’heuristique est le suivant : nous construisons un an-
neau de façon gloutonne en fractionnant les bandes passantes afin d’insérer de nou-
veaux processeurs. Pour diminuer le coût de l’heuristique, nous ne recalculons jamais
les fractions de bande passante ayant été assignées aux précédents chemins de com-
munication. Quand l’heuristique se termine, nous avons un anneau de q processeurs,
2q chemins de communication, 2q fractions de bande passante, 2q coûts de communi-
cation pour ces chemins, q charges de travail, et une valeur réaliste de Tstep. Nous avons
mis en œuvre deux variantes destinées à affiner cette solution. L’idée des deux va-
riantes est de tout conserver, sauf les fractions de bande passante (et donc les charges
de travail), et de recalculer celles-ci chaque fois que l’on a inséré un nouveau proces-
seur dans l’anneau. En d’autres termes, une fois que nous avons sélectionné le pro-
cesseur et la paire de processeurs minimisant le coût d’insertion dans l’anneau, nous
effectuons l’insertion et nous recalculons toutes les fractions de bande passante et les
charges de travail. Nous gardons l’anneau (les processeurs ainsi que l’ordre dans le-
quel ils apparaissent) et les chemins de communication en tant que tels. Puisque nous
connaissons les 2q chemins, nous pouvons ré-évaluer les fractions de bande passante,
en utilisant une approche globale :
Méthode 1 : Max-min fairness. C’est l’algorithme traditionnel de partage de bande
passante [7], conçu pour maximiser la bande passante minimum allouée à un
chemin.
Méthode 2 : résolution quadratique à l’aide du logiciel KINSOL [65]. Une fois ob-
tenu un anneau ainsi que tous les chemins de communication, le programme
pour minimiser Tstep est quadratique en les inconnues αi, si,j et pi,j (même jus-
tification que pour l’exemple de la section 3.4.2). Nous utilisons la bibliothèque
KINSOL pour le résoudre.
3.4.5 Simulations
3.4.5.1 Générateur de topologie
Afin d’évaluer les heuristiques écrites pour SHAREDRING, nous avons fait des si-
mulations avec deux plates-formes générées par Tiers [13, 26]. Ce générateur produit
des graphes ayant trois niveaux de hiérarchie référencés comme LAN, MAN et WAN :
les LAN (« Local Area Network ») représentent un ensemble d’ordinateurs reliés entre
eux dans une petite aire géographique par un réseau, souvent à l’aide d’une même
technologie ; les MAN (« Metropolitan Area Network ») interconnectent plusieurs
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LAN géographiquement proches à des débits importants. Ainsi un MAN permet à
deux noeuds distants de communiquer comme si ils faisaient partie d’un même ré-
seau local ; un WAN («Wide Area Network ») interconnecte plusieurs LANs à travers
de grandes distances géographiques.






















































































































































































FIG. 3.7 – Première plate-forme. Les rectangles sont les machines sélectionnées. La
plate-forme est composée de 38 nœuds, connectés par 49 routeurs et 92 liens de com-
munication.
Les plates-formes sont générées en sélectionnant aléatoirement des nœuds LAN,
ensuite un plus court chemin en nombre de sauts est effectué, puis les nœuds induits
sont gardés. Ces nœuds sont représentés par des rectangles dans les figures 3.7 et 3.8.
Ces rectangles sont les nœuds qui participent au calcul. Ils représentent 30% des res-
sources initiales. Les autres nœuds sont de simples routeurs. La puissance de calcul
des machines sélectionnées est choisie aléatoirement dans une liste de valeurs corres-
pondant à des puissances de calcul (exprimées en Mflops et évaluées par un jeu de
tests provenant de LINPACK [11]) d’une grande variété de machines (Pentium Pro
200MHz, Pentium 2 350MHz, Céléron 400MHz, Athlon 1,4GHz, Pentium 4 1,7GHz,
. . .). Les capacités des arêtes sont attribuées en utilisant la classification du généra-
teur Tiers (liens LAN, LAN/MAN, MAN/WAN, . . .). Pour chaque type de lien, nous
utilisons des valeurs mesurées à l’aide de pathchar [27] entre des machines situées
à l’ENS Lyon et d’autres dispersées partout en France (Strasbourg, Lille, Grenoble et




































































































































































































































































































































































FIG. 3.8 – Deuxième plate-forme. Les rectangles sont les machines sélectionnées. La
plate-forme est composée de 90 nœuds, connectés par 43 routeurs et 136 liens de com-
munication.
Orsay), aux États-Unis (Knoxville, San Diego, et Argonne), et au Japon (Nagoya et
Tokyo). La seconde plate-forme est deux fois plus grande que la première.
3.4.5.3 Résultats
Nous avons fait varier le ratio Dc/Dw afin de voir quel était le nombre de proces-
seurs impliqués dans la solution optimale. Les figures 3.9 et 3.10 mettent en évidence
ce résultat. Les valeurs du ratio Dc/Dw ont été estimées de la manière suivante : suppo-
sons que nous avons une matrice carrée de taille n à laquelle nous voulons appliquer
quelques filtres. Dc est alors égal à n× 64/10242 Mflops et Dw à n2/10242 Mflops (s’il y
a une opération flottante par cellule) Dc/Dw est alors égal à 64/n et pour des valeurs
raisonnables de n, le ratio Dc/Dw est compris entre 0, 0064 (pour n = 10000) et 0, 64
(pour n = 100).
De manière prévisible, la taille de l’anneau augmente lorsque le ratio Dc/Dw dé-
croît. En d’autres termes, plus la quantité de travail est importante vis-à-vis du coût
des communications, plus il est intéressant de distribuer le travail. Toutefois, dans
les figures 3.11 à 3.16, nous représentons le temps d’exécution normalisé comme une
fonction de la taille de l’anneau solution. Pour les deux plates-formes, nous utilisons
différents ratio communication-calculs. Pour chaque ratio, il existe une taille optimale
d’anneau. Nous pouvons remarquer sur cette série de figures que la taille optimale
de l’anneau solution croît plus le ratio diminue. Lorsque Dc/Dw est petit, la forme
en « baignoire » des courbes s’explique de la manière suivante : le temps d’exécu-





















HG + max−min fairness
HG + résolution quadratique
FIG. 3.9 – Première plate-forme. Taille






















HG + max−min fairness
HG + résolution quadratique
FIG. 3.10 – Deuxième plate-forme.
Taille de l’anneau optimal en fonction
du ratio Dc/Dw.
tion commence par décroître lorsque le nombre de processeurs augmente, cela étant
dû à la charge de travail qui est répartie sur plus de ressources ; le coût relatif des
communications devient alors plus important, et ce n’est pas rentable d’utiliser plus
de ressources. Notons que lorsque le ratio Dc/Dw est très grand, il n’est pas bon de
distribuer le travail sur plusieurs processeurs.
Finalement, nous évaluons l’utilité de deux variantes (le « max-min fairness » et
la programmation quadratique), introduites afin d’améliorer l’heuristique. Étonnam-
ment, l’impact des deux variantes n’est pas très significatif (cf. figures 3.17 et 3.18). En
fait, elles s’avèrent être même moins efficaces dans la plupart des cas que la version
complète de l’heuristique, qui s’avère être peu coûteuse et très efficace.
3.4.6 Conclusion
Le résultat majeur de cette section est la NP-complétude du problème d’optimisa-
tion SHAREDRING. Les simulations effectuées sur les différentes plates-formes mettent
en évidence les résultats auxquels nous pouvions nous attendre, à savoir la variation
du nombre de processeurs dans la solution optimale en fonction du ratio Dc/Dw. Il est
alors maintenant intéressant d’évaluer la pertinence de notre heuristique.
3.5 Impact du partage des liens
Nous allons, dans cette section, évaluer l’impact que peut avoir le partage des liens,
c’est-à-dire montrer par des simulations que le partage des liens de communication a
un impact important sur les stratégies d’équilibrage de charge.



















HG + max−min fairness
HG + résolution quadratique
















HG + max−min fairness
HG + résolution quadratique
FIG. 3.12 – Deuxième plate-forme.
Figures 3.11 et 3.12 : valeur de Tstep normalisée par Dw comme une fonction de
la taille de l’anneau solution, avec un ratio communication/calcul : Dc/Dw =
0, 064. Dans les deux cas, l’anneau optimal est de taille 1 : il n’y a pas assez de
travail à distribuer, par conséquent ce n’est pas le bon ratio pour permettre de



















HG + max−min fairness
HG + résolution quadratique
FIG. 3.13 – Première plate-forme. L’an-





















HG + max−min fairness
HG + résolution quadratique
FIG. 3.14 – Deuxième plate-forme. L’an-
neau le plus efficace trouvé est de taille
13.
Figures 3.13 et 3.14 : valeur de Tstep normalisée par Dw comme une fonction de
la taille de l’anneau solution, avec un ratio communication/calcul : Dc/Dw =
0, 0064.

















HG + max−min fairness
HG + résolution quadratique
FIG. 3.15 – Première plate-forme. L’an-






















HG + max−min fairness
HG + résolution quadratique
FIG. 3.16 – Deuxième plate-forme. L’an-
neau le plus efficace trouvé est de taille
26.
Figures 3.15 et 3.16 : valeur de Tstep normalisée par Dw comme une fonction de

















HG + max−min fairness
HG + résolution quadratique

















HG + max−min fairness
HG + résolution quadratique
FIG. 3.18 – Deuxième plate-forme.
Figures 3.17 et 3.18 : impact des optimisations sur la qualité de la solution.
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3.5.1 Description des plates-formes
Nous avons simulé nos heuristiques sur deux plates-formes, dont les caractéris-
tiques correspondent respectivement aux plates-formes de l’ENS de Lyon et de l’uni-
versité de Strasbourg. Nous avons aussi utilisé ces deux plates-formes pour nos simu-
lations dans le problème d’optimisation SLICERING (section 3.3.6). Rappelons briève-
ment leurs caractéristiques. La figure 3.2 montre la plate-forme de Lyon, composée de
14 unités de calcul et 3 routeurs. Une vue abstraite de la plate-forme de Lyon est re-
présentée sur la figure 3.19. Sur cette figure les nœuds 0 à 13, en forme de cercle, sont
les processeurs, alors que les nœuds 14 à 16, en forme de losange, sont les routeurs.
Les arêtes sont étiquetées avec les bandes passantes des liens. Les temps de cycle des
processeurs (en secondes par mégaflop) sont rassemblés dans le tableau 3.1. De façon
similaire, la plate-forme de Strasbourg (figure 3.3) est composée de 13 unités de calcul
et de 6 routeurs. Une vue abstraite de la plate-forme de Strasbourg est représentée sur




















































FIG. 3.19 – Vue abstraite de la plate-forme de Lyon.
3.5.2 Simulations
Pour les deux topologies, nous évaluons l’impact du partage de liens de la ma-
nière suivante. La première heuristique construit un anneau solution sans prendre
en compte le partage de liens. En utilisant le graphe abstrait de la figure 3.19, nous
construisons un graphe totalement interconnecté à l’aide d’un algorithme de plus
court chemin qui détermine la bande passante entre chaque paire de processeurs. Puis



































53,566,78 20,79 6,646,49 53,56
FIG. 3.20 – Vue abstraite de la plate-forme de Strasbourg.
nous retournons l’anneau solution calculé par l’heuristique gloutonne pour le pro-
blème SLICERING décrite en Section 3.3.5. La valeur de Tstep obtenue par l’heuristique
peut très bien ne pas être réalisable du fait que le réseau réel n’est pas un graphe com-
plet. De ce fait, nous conservons :
– l’anneau,
– les chemins de communication entre les processeurs adjacents de cet anneau.
Nous évaluons ensuite cette solution en utilisant l’optimisation de programmation
quadratique.
La seconde heuristique est l’heuristique gloutonne conçue en Section 3.4.4 pour le
problème SHAREDRING, en utilisant l’optimisation de programmation quadratique.
La différence majeure entre les deux heuristiques est que la seconde prend en compte
la contention des liens lors de la construction de l’anneau.
Pour comparer la valeur de Tstep
Dw
retournée par les deux algorithmes nous utilisons
différents rapports des coûts de communication et de calcul (Dc/Dw). Les tableaux 3.5
et 3.6 montrent ces valeurs pour chaque plate-forme. Les conclusions pouvant être
tirées de ces expérimentations sont les suivantes :
– Lorsque l’impact du coût des communications est faible, le but principal est
d’équilibrer les calculs et les deux heuristiques sont équivalentes.
– Lorsque le rapport Dc/Dw devient plus important, l’effet de la contention des
liens devient évident et la solution retournée par la seconde heuristique est bien
meilleure.
Pour conclure, nous mettons en avant le fait qu’une modélisation précise des com-
munications a un impact important sur la performance des stratégies d’équilibrage de
charge.
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Ratio Dc/Dw H1 : slice-ring H2 : shared-ring Amélioration
0,1 3,17 3,15 0,63%
1 3,46 3,22 6,94%
10 10,39 3,9 62,46%
TAB. 3.5 – Tstep/Dw pour chaque heuristique sur la plate-forme de Lyon.
Ratio Dc/Dw H1 : slice-ring H2 : shared-ring Amélioration
0,1 7,32 7,26 0,82%
1 9,65 7,53 21,97%
10 19,24 10,26 46,67%
TAB. 3.6 – Tstep/Dw pour chaque heuristique sur la plate-forme de Strasbourg.
3.6 Conclusion
Nous nous sommes intéressée dans ce chapitre aux algorithmes itératifs, d’une part
sur une plate-forme homogène complète, et d’autre part sur une plate-forme hétéro-
gène complète puis quelconque. Notre but a été de modéliser de façon réaliste les com-
munications concourantes sur une station de travail et de mettre en évidence l’impor-
tance de la contention des liens de communication. Un des résultats est tout d’abord
la NP-complétude des problèmes d’optimisation SLICERING et SHAREDRING. Cepen-
dant, ce résultat peut apparaître de manière négative. Or, une contribution importante
de ce chapitre est la conception d’une heuristique efficace, qui prend pleinement en
compte les contentions lors des diverses communications. Cela est clairement mis en
évidence par les simulations, d’où l’importance d’une modélisation précise des com-
munications.
Du fait que nous supposons une certaine connaissance sur notre plate-forme hété-
rogène pour prendre les décisions d’équilibrage de charge, cela engendre une limita-
tion dans notre travail. En fait, les techniques d’équilibrage de charge peuvent être in-
troduites, soit dynamiquement, soit statiquement, soit par un mélange des deux. Il est
clair que sur les grandes plates-formes hétérogènes il sera préférable d’appliquer des
schémas dynamiques si les variations de performance s’effectuent très rapidement.
Cependant, dans un tel contexte, il est possible d’injecter quelques connaissances sta-
tiques et ainsi permettre l’obtention d’heuristiques efficaces lors des variations de per-
formance de la plate-forme hétérogène. Nous allons nous intéresser à ce problème
dans le chapitre suivant.
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Chapitre 4
Redistribution de données
Je vais m’occuper de la redistribution du revenu na-
tional à tous ! La foule reprend en choeur : Oui, redis-
tribution, redistribution... ! ...
4.1 Introduction
Nous nous intéressons au problème de redistribution de données sur des an-
neaux de processeurs homogènes et hétérogènes. Ce problème surgit lorsqu’une phase
d’équilibrage de charge doit avoir lieu. Du fait des variations de performances des res-
sources (puissance de calcul disponible des processeurs, capacité de la bande passante)
et des demandes du système (tâches terminées, nouvelles tâches, etc.), les données
doivent être redistribuées sur l’ensemble des processeurs participants afin de mieux
équilibrer la charge. Nous ne parlerons pas ici du mécanisme d’équilibrage de charge
lui-même (nous le considérons comme extérieur, pouvant être un système, un algo-
rithme, un oracle...) puisque cela a été traité dans le chapitre précédent (chapitre 3).
Nous visons seulement à optimiser la redistribution de données induite par le méca-
nisme d’équilibrage de charge.
Nous considérons un ensemble de n processeurs P1, P2, . . . , Pn. Chaque proces-
seur Pk possède initialement un nombre de données Lk. Le système (l’algorithme ou
l’oracle) d’équilibrage de charge décide que la nouvelle charge de Pk doit être Lk − δk.
Si δk > 0, Pk est surchargé et il devra envoyer δk données aux autres processeurs ;
par contre, si δk < 0, Pk n’est pas suffisamment chargé et il devra recevoir −δk don-
nées de la part des autres processeurs. Nous avons bien sûr la loi de conservation :∑n
k=1 δk = 0, qui se traduit par le fait que la charge de travail reste la même sur l’en-
semble de l’anneau malgré les variations de performances. Notre but est de déterminer
les communications nécessaires et de les réaliser (ce que nous appelons la redistribu-
tion de données) en un temps minimal.
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Nous supposons que les processeurs participant sont organisés en anneau. Celui-
ci peut être soit unidirectionnel, soit bidirectionnel, ce qui signifie qu’un processeur
pourra communiquer soit avec un seul de ses voisins, soit avec ses deux voisins dans
l’anneau. Par ailleurs les liens de communication seront soit homogènes soit hétéro-
gènes. Ceci impliquera donc quatre cadres de travail différents. Il existe deux prin-
cipaux contextes dans lesquels les anneaux de processeurs sont utiles : en ce qui
concerne le premier, l’ordre des processeurs doit être préservé. Considérons une ma-
trice dont les colonnes sont distribuées aux processeurs avec la condition que chaque
processeur travaille sur une tranche consécutive de colonnes. Un processeur surchargé
Pi envoie ses premières colonnes au processeur Pj ayant la tranche de colonnes pré-
cédant ses propres colonnes (et Pj ajoutera ces colonnes à l’extrémité de sa tranche).
De la même manière, Pi envoie ses dernières colonnes au processeur ayant la tranche
suivante de colonnes. Ce sont les seules possibilités. En d’autres termes, la distribu-
tion de données linéaire appelle à un arrangement des processeurs unidimensionnel,
c’est-à-dire à un arrangement en anneau.
Le second contexte qui peut amener à utiliser un anneau est la simplicité au ni-
veau de la programmation. En utilisant un anneau, unidirectionnel ou bidirection-
nel, la gestion des données à redistribuer est plus simple. Des intervalles de données
peuvent être maintenus et mis-à-jour pour caractériser la charge de chaque proces-
seur. Finalement, nous observons que les machines parallèles avec une topologie riche
mais fixe d’interconnexion (hypercubes, arbres, grilles, pour en citer quelques-uns)
sont sur le déclin. Les architectures de grappes hétérogènes, que nous utilisons dans
cet article, ont un large graphe d’interconnection inconnu possédant des backbones, des
passerelles et des commutateurs, et modéliser le graphe de communication comme un
anneau est un choix raisonnable.
Comme il a été dit précédemment, nous allons étudier quatre cas d’algorithmes
de redistribution. Dans le cas le plus simple, c’est-à-dire un anneau homogène unidi-
rectionnel, nous avons obtenu un algorithme optimal. Comme notre architecture est
simple, nous sommes en mesure de fournir des formules (analytiques) explicites du
nombre de données envoyées et reçues par chaque processeur. Le même résultat est
obtenu dans le cas d’un anneau homogène bidirectionnel mais l’algorithme devient
plus compliqué. En supposant les liens de communications hétérogènes, nous obte-
nons un algorithme optimal dans le cas unidirectionnel mais avec une formulation
asynchrone. Cependant, nous devons recourir à une heuristique basée sur la program-
mation linéaire pour le cas bidirectionnel hétérogène.
4.2 ModŁle
Nous considérons un ensemble de n processeurs P1, P2, . . . , Pn organisés en an-
neau. Le successeur de Pi dans l’anneau est Pi+1, et son prédécesseur est Pi−1, tous
les indices étant pris modulo n. Pour 1 6 k, l 6 n, Ck,l est la tranche de processeurs
consécutifs Ck,l = Pk, Pk+1, . . . , Pl−1, Pl.
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Comme auparavant, nous notons ci,i+1 la capacité du lien (logique) de communi-
cation de Pi à Pi+1. En d’autres termes, nous avons besoin de ci,i+1 unités de temps
pour envoyer une donnée du processeur Pi au processeur Pi+1. Dans le cas d’un an-
neau bidirectionnel, ci,i−1 est la capacité du lien de Pi à Pi−1. Nous utilisons le modèle
1-port pour les communications : à un instant donné, il y a au plus deux communica-
tions impliquant un processeur donné, un unique envoi et une unique réception. Ce
modèle permet une vue réaliste des plates-formes de calcul puisque les nœuds de ces
plates-formes ne sont pas capables d’envoyer (ou de recevoir) des données simultané-
ment. Un processeur peut à la fois envoyer et recevoir une donnée, ce qui n’implique
aucune restriction dans le cas unidirectionnel ; cependant, dans le cas bidirectionnel,
un processeur ne peut pas envoyer simultanément une donnée à son successeur et à
son prédécesseur ; ni recevoir simultanément une donnée de chaque voisin. Ceci est la
seule restriction induite par le modèle : n’importe quelle paire de communications qui
ne viole pas la contrainte du modèle 1-port peut avoir lieu en parallèle.
Chaque processeur Pk possède initialement Lk données. Après redistribution, Pk
possédera Lk − δk données. Nous appelons δk le déséquilibre de Pk. Nous notons δk,l le
déséquilibre total de la tranche de processeurs Ck,l : δk,l = δk + δk+1 + · · ·+ δl−1 + δl.
Du fait de la loi de conservation des données,
∑n
k=1 δk = 0. Évidemment le dés-
équilibre d’un processeur ne peut pas être plus grand que sa charge initiale : Lk > δk.
En fait, nous supposons que chaque processeur possède au moins une donnée initia-
lement (Lk > 1), et après redistribution (Lk > 1 + δk) : sinon, nous devrions construire
le nouvel anneau du sous-ensemble des processeurs toujours impliqués dans le calcul.
4.3 Anneau homogŁne unidirectionnel
Nous considérons ici le cas de l’anneau homogène unidirectionnel. Tout processeur
Pi peut seulement envoyer des données à son successeur Pi+1, et ci,i+1 = c pour tout
i ∈ [1, n]. Nous établissons d’abord une borne inférieure sur le temps d’exécution des
algorithmes de redistribution de données, puis nous présentons un algorithme (opti-
mal) atteignant cette borne, et nous prouvons son exactitude.
4.3.1 Borne inférieure du temps d’exécution








Démonstration. La tranche de processeurs Ck,k+l = Pk, Pk+1, . . . , Pk+l−1, Pk+l a un dés-
équilibre total de δk,k+l = δk+δk+1+· · ·+δk+l−1+δk+l. Si δk,k+l > 0, δk,k+l données doivent
être envoyées de Ck,k+l vers les autres processeurs. L’anneau est unidirectionnel, donc
Pk+l est le seul processeur dans Ck,k+l avec un lien sortant. Donc, Pk+l a besoin d’un
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temps égal à δk,k+l × c pour envoyer δk,k+l données. Par conséquent, une redistribu-
tion totale des données ne peut pas prendre moins de δk,k+l × c. Le raisonnement est
similaire pour le cas δk,k+l < 0. 
4.3.2 Algorithme optimal
Nous présentons l’algorithme suivant de redistribution qui commence par repé-
rer une tranche de processeurs définissant la borne inférieure du lemme 4.1 et dont
l’ensemble des envois est déterminé à partir de cette borne inférieure :
Algorithme 4.1 Algorithme de redistribution pour anneaux homogènes unidirection-
nels
1: Soit δmax = (max16k6n,06l6n−1 |δk,k+l|)
2: Soient start et end deux indices tels que la tranche Cstart,end est de déséquilibre
maximal : δstart,end = δmax.
3: Pour s = 1 à δmax :
4: Pour tout l = 0 à n− 1 :
5: Si δstart,start+l > s Alors
6: Pstart+l envoie à Pstart+l+1 une donnée pendant l’intervalle de temps [(s−
1)× c, s× c[
Nous commençons par prouver l’exactitude de l’algorithme 4.1 (lemme 4.3), puis
nous prouvons son optimalité (lemme 4.4). Intuitivement, si l’étape 6 est toujours fai-
sable, alors chaque exécution de l’étape 3 prend un temps c et l’algorithme atteint le
temps d’exécution du lemme 4.1.
Tout d’abord, nous vérifions que la tranche Cstart,end est bien définie à l’étape 2
de l’algorithme : pour toute tranche ayant un déséquilibre δ, la tranche composée des
processeurs restants a le déséquilibre opposé −δ. Ensuite, nous énonçons le rôle parti-
culier du processeur Pstart :
Lemme 4.2. Le processeur Pstart ne reçoit aucune donnée pendant le temps d’exécution de
l’algorithme 4.1.
Démonstration. Nous prouvons ce résultat par l’absurde. Supposons que pour une ité-
ration s donnée, le processeur Pstart reçoive une donnée. Alors, le prédécesseur de
Pstart dans l’anneau, Pstart−1, envoie au moins une donnée lors de cette itération.
Pstart−1 devient alors émetteur avec la condition de l’étape 5 de l’algorithme 4.1,∑n−1
j=0 δstart+j = δstart,start−1 > s. Cependant, avec la loi de conservation,
∑n
i=1 δi = 0
et donc 0 > s, ce qui nous permet d’obtenir la contradiction recherchée. 
Pour prouver l’exactitude de l’algorithme 4.1, nous devons montrer que pendant
chaque itération, n’importe quel processeur possède au moins une donnée à envoyer à
l’étape 6. En d’autres termes, nous devons prouver qu’aucun processeur n’envoie une
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donnée qu’il n’a pas en sa possession. Soit Lsi la charge de Pi à la fin de l’itération s de
l’algorithme 4.1 :
Lemme 4.3. Pendant l’itération s de la boucle 3, si Pi envoie une donnée, alors Ls−1i > 1.
Démonstration. Nous prouvons le lemme 4.3 par récurrence. Par définition du dé-
séquilibre (cf. section 4.2), nous savons que chaque processeur Pi possède initialement
L0i = Li > 1 données. Le résultat est vrai au rang 1 (s = 1). Supposons le résultat vrai
jusqu’à l’itération s inclue et démontrons qu’il est vrai à l’itération s + 1. Il faut consi-
dérer deux cas, suivant si le processeur Pi est supposé recevoir ou non une donnée
pendant l’itération s + 1 :
1. Si Pi est à la fois émetteur et récepteur pendant l’itération s + 1, alors Pi est
à la fois émetteur et récepteur pendant l’itération s à cause de la condition de
l’étape 5 de l’algorithme 4.1. La charge de Pi après l’itération s est alors la même
que précédemment et Lsi = L
s−1
i . Nous concluons en utilisant l’hypothèse de
récurrence.
2. Si Pi est émetteur mais pas récepteur pendant l’itération s + 1, nous devons véri-
fier que Pi n’envoie pas une donnée qu’il ne possède pas. Puisque Pi est émetteur,
nous avons par la condition de l’étape 5 de l’algorithme 4.1 :
δstart,i > s + 1. (4.2)
Donc, Pi a envoyé une donnée à chaque itération précédente.
Pendant l’itération s + 1, Pi n’est pas récepteur. Donc Pi−1 n’est pas émetteur
pendant cette itération, et, par la condition de l’étape 5 de l’algorithme 4.1, nous
avons : δstart,i−1 < s+1. Pendant chaque itération de 1 à δstart,i−1, Pi−1 a envoyé
une donnée (cf. ci-dessous pour la preuve que δstart,start+j > 0 pour tout j ∈
[0, n − 1]). Par conséquent, pendant chacune de ces itérations, Pi était à la fois
émetteur et récepteur, et ni sa charge ni son déséquilibre n’ont changé. Pendant
chaque itération de 1 + δstart,i−1 à s, le processeur Pi était émetteur mais pas
récepteur. Ainsi sa charge et son déséquilibre ont diminué d’un pendant chacune
de ces itérations. Par conséquent :
Lsi = Li − (s− δstart,i−1). (4.3)
Cependant, δi + δstart,i−1 = δstart,i. Donc, l’équation 4.3 est équivalente à : Lsi =
Li− δi + δstart,i− s. Par l’équation 4.2, nous obtenons que δstart,i− s > 1. Or, par
hypothèse (section 4.2), nous avons supposé que Li > 1 + δi. D’où Lsi > 2.
La preuve ci-dessus se base sur la propriété que pour toute valeur de j ∈ [0, n− 1],
δstart,start+j > 0. Nous allons prouver ce résultat par l’absurde. Supposons qu’il existe
une valeur j telle que δstart,start+j < 0. Il faut considérer deux cas :
1. j + start ∈ [start,end]. Alors δstart,end = δstart,start+j + δstart+j+1,end et
δstart,end < δstart+j+1,end ce qui contredit la maximalité de Cstart,end.
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2. j + start /∈ [start,end]. Alors δstart,j+start = δstart,end + δ1+end,j+start. Donc
δstart,end < −δ1+end,j+start. Or, la somme totale des déséquilibres étant nulle
par définition, la somme des déséquilibres de C1+end,j+start est égale à l’opposé
de la somme des déséquilibres de Cj+1+start,end. Par conséquent, δstart,end <
δj+1+start,end, ce qui contredit la maximalité de Cstart,end.

Nous avons prouvé l’exactitude de l’algorithme 4.1. Il nous reste à prouver que
lorsqu’il se termine, la redistribution entière a été effectuée :
Lemme 4.4. Lorsque l’algorithme 4.1 termine après l’itération δmax, c’est-à-dire au temps τ ,
la charge de tout processeur Pi est égale à Li − δi.
Démonstration. Nous prouvons par récurrence sur les indices de processeur, en com-
mençant au processeur Pstart, que tout processeur Pj a une charge Lj − δj pour toute
itération s > max06i6j δstart,start+i.
Comme il a été établi par le lemme 4.2, le processeur Pstart ne reçoit jamais de don-
nées au cours de l’exécution. Donc, après δstart,start = δstart itérations de la boucle 3,
Pstart n’est jamais le récepteur ni l’émetteur d’une donnée. Pstart possède exactement
Lstart − δstart données, c’est-à-dire sa charge initiale moins les données qu’il avait à
envoyer.
Nous supposons le résultat vrai jusqu’au processeur Pstart+l (avec l > 0) inclus.
Démontrons le résultat pour le processeur Pstart+l+1. En utilisant l’hypothèse de ré-
currence, nous savons que pour toute itération s > max06i6l δstart,start+i, la charge





Pendant l’exécution de l’algorithme, le processeur Pstart+l+1 a envoyé exacte-
ment δstart,start+l+1 données. Toutes ces opérations d’envoi ont lieu avant ou pen-
dant l’itération δstart,start+l+1. De plus, le lemme 4.2 établit que le processeur
Pstart ne reçoit jamais de données pendant l’exécution. Donc, la charge totale de la
tranche Cstart,start+l+1 ne change plus après l’itération δstart,start+l+1, et sa charge
totale est égale à sa charge initiale moins les données envoyées par le processeur
Pstart+l+1 : (
∑
06i6l+1 Li) − δstart,start+l+1. Donc, après toute itération s, où s >
max{max06i6l δstart,start+i, δstart,start+l+1} = max06i6l+1 δstart,start+i, nous connais-
sons la charge totale des deux tranches de processeurs Cstart,start+l et Cstart,start+l+1.















= Lstart+l+1 − δstart+l+1. (4.4)
Pour conclure, nous avons juste besoin de remarquer que δmax =
max06i6n−1 δstart,start+i. 
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L’optimalité de l’algorithme 4.1 est une conséquence directe des lemmes précé-
dents :
Théorème 4.1. L’algorithme 4.1 est optimal.
4.4 Anneau hØtØrogŁne unidirectionnel
Dans cette section, nous supposons que l’anneau est unidirectionnel mais nous
ne supposons plus que les chemins de communication ont la même capacité. Nous
nous sommes appuyée sur les résultats de la section précédente afin d’obtenir un algo-
rithme optimal (Algorithme 4.2). Dans cet algorithme, le nombre de données envoyées
par un processeur Pi est exactement le même que dans l’algorithme 4.1 (δstart,i) . Ce-
pendant, comme les liens de communication n’ont plus les mêmes capacités, nous
n’avons plus un comportement synchrone. Un processeur Pi envoie ses δstart,i don-
nées dès que possible, et de ce fait nous ne pouvons pas exprimer son temps d’exécu-
tion avec une formule simple. En effet, si Pi possède initialement plus de données qu’il
doit en envoyer, nous aurons le même comportement que précédemment : Pi envoie
ses données pendant l’intervalle de temps [0, δstart,i × ci,i+1[. Par contre, si Pi possède
moins de données que ce qu’il doit envoyer (Li < δstart,i), Pi commence à envoyer ses
données au temps 0 mais devra attendre d’avoir reçu d’autres données de Pi−1 pour
pouvoir les transmettre à Pi+1.
Algorithme 4.2 Algorithme de redistribution pour anneaux hétérogènes unidirection-
nels
1: Soit δmax = (max16k6n,06l6n−1 |δk,k+l|)
2: Soient start et end deux indices tels que la tranche Cstart,end est de déséquilibre
maximal : δstart,end = δmax.
3: Pour tout l = 0 à n− 1 :
4: Pstart+l envoie δstart,start+l données une par une et dès que possible au proces-
seur Pstart+l+1
Le fait que l’algorithme 4.2 soit asynchrone implique son exactitude par construc-
tion : nous attendons de recevoir une donnée avant de l’envoyer. Donc, lorsque l’algo-
rithme se termine, la redistribution est complète.




Le résultat du lemme 4.5 est surprenant. Intuitivement, il dit que le temps d’exécu-
tion de l’algorithme 4.2 est égal au maximum des temps de communication de tous les
processeurs, dans le cas où chacun d’eux aurait initialement en local toutes les don-
nées qu’il doit envoyer durant l’exécution de l’algorithme. En d’autres termes, il n’y
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a aucun délai dû à l’attente, par un processeur, de la réception des données qu’il doit
retransmettre.
Démonstration. Nous prouvons ce résultat par contradiction, en supposant que
le temps d’exécution de l’algorithme 4.2, noté tmax, est plus grand que
max06l6n−1 δstart,start+l × cstart+l,start+l+1 (nous supposons que l’algorithme com-
mence à s’exécuter au temps 0). Soit Pi un processeur dont le temps d’exécution est
tmax, c’est-à-dire que Pi est un processeur qui termine l’émission de sa dernière don-
née à la date tmax. Par hypothèse, tmax > δstart,i×ci,i+1. Il y a donc des périodes pendant
l’exécution de l’algorithme durant lesquelles le processeur Pi n’envoie pas de données
au processeur Pi+1. Soit ti la dernière date pendant à laquelle Pi n’envoie pas de don-
nées. Alors, par définition de ti, de la date ti jusqu’à la fin d’exécution de l’algorithme,
le processeur Pi envoie en continu de données à Pi+1. Soit ni le nombre de données que
Pi envoie pendant l’intervalle de temps. Notons que nous avons tmax = ti + ni × ci,i+1.
Nous prouvons par récurrence que pour toute valeur de j > 1 :




k=1 ci−k,i−k+1, ti −
∑j−1
k=1 ci−k,i−k+1].
2. Entre la date ti −
∑j
k=1 ci−k,i−k+1 et la fin de l’exécution de l’algorithme, le pro-
cesseur Pi−j envoie au moins j + ni données au processeur Pi−j+1.
3. ci−j,i−j+1 6 ci,i+1.
4. Juste avant la date ti−
∑j
k=1 ci−k,i−k+1, le processeur Pi−j n’envoie pas de données
au processeur Pi−j+1.
Une fois que nous avons prouvé ces propriétés, la contradiction que nous cherchons à
obtenir est obtenue grâce au processeur Pstart. Le processeur Pstart envoie seulement
des données qu’il possède initialement (δstart = δstart,start 6 Lstart), et ne reçoit
aucune donnée de son prédécesseur dans l’anneau. Cependant, en utilisant les pro-
priétés précédentes, il existe une valeur de j > 0 telle que start = i − j, et entre
la date ti −
∑j+1
k=1 ci−k,i−k+1 et la fin d’exécution de l’algorithme, le processeur Pi−j−1
envoie au moins j +1+ni données au processeur Pi−j = Pstart. D’où la contradiction.
La construction utilisée dans la preuve est illustrée par la figure 4.1. Nous commen-
çons par prouver les propriétés souhaitées pour j = 1.
1. Par définition de ti, le processeur Pi n’envoie pas de données au processeur Pi+1
juste avant la date ti. À cause de la nature « dès que possible » de l’algorithme,
le processeur Pi n’a pas en sa possession une seule donnée juste avant la date
ti et il attend que le processeur Pi−1 lui en envoie une. Ainsi, la donnée que le
processeur Pi commence à envoyer à la date ti lui est envoyée par le processeur
Pi−1 pendant l’interval de temps [ti − ci−1,i, ti].
2. Entre la date ti et la fin d’exécution de l’algorithme, le processeur Pi envoie ni
données au processeur Pi+1. Par hypothèse, le processeur Pi possède au moins
une donnée après l’exécution complète de l’algorithme. Comme Pi ne possède




   
   
   

   
   
   

   
   
   









   

   

   
   
   

   
   
   

   

   


   
   
   
   
ﬀﬀﬀﬀ
ﬁ ﬁ ﬁ ﬁ
ﬂﬂﬂﬂ
ﬂ ﬂ ﬂ ﬂ
ﬃ ﬃ ﬃ ﬃ
ﬃ ﬃ ﬃ ﬃ

    
!!!!
" " " "
####
####
$ $ $ $
$ $ $ $
Pi−1 → PiPi−2 → Pi−1Pi−3 → Pi−2 Pi → Pi+1
ti
ti − ci−1,i
ti − ci−1,i − ci−2,i−1
0
ti − ci−1,i − ci−2,i−1 − ci−3,i−2
tmax
Temps
FIG. 4.1 – La construction utilisée dans la preuve du lemme 4.5.
aucune donnée juste avant la date ti, alors entre les dates ti − ci−1,i et tmax, Pi−1
envoie au moins 1 + ni données à Pi.
3. De ce qui précède et en utilisant la relation entre ti, ni, et tmax, nous avons l’im-
plication suivante :
ti + ni × ci,i+1 = tmax > (ti − ci−1,i) + (1 + ni)× ci−1,i ⇒ ci,i+1 > ci−1,i
puisque ni est non nul par définition.
4. Supposons que le processeur Pi−1 envoie une donnée au processeur Pi juste
avant la date ti−ci−1,i. Alors, au plus tôt, cette donnée est reçue par le processeur
Pi à la date ti − ci−1,i. Du fait de la nature « dès que possible » de l’algorithme, Pi
transmet cette donnée au processeur Pi+1 (puisqu’il transmet des données reçues
plus tard). Pi termine de transmettre cette donnée à la date ti−ci−1,i+ci,i+1 > ti au
plus tôt. Ainsi, le processeur Pi n’a pas de raison de ne pas envoyer de données
à la date ti, ce qui contredit la définition de ti.
Nous allons maintenons traiter le cas général par récurrence. Nous supposons que
la propriété est vraie jusqu’au processeur Pi−j inclus (avec j > 1).
1. Par hypothèse de récurrence, le processeur Pi−j n’envoie pas de données au
processeur Pi−j+1 juste avant la date ti −
∑j
k=1 ci−k,i−k+1. À cause de la na-
ture « dès que possible » de l’algorithme, le processeur Pi−j ne possède pas
une seule donnée juste avant cette date et il en attend une du processeur
Pi−j−1. Ainsi, la donnée que le processeur Pi−j commence à envoyer à la date
ti−
∑j
k=1 ci−k,i−k+1 lui est envoyé par le processeur Pi−j−1 pendant l’intervalle de
temps [ti −
∑j+1
k=1 ci−k,i−k+1, ti −
∑j
k=1 ci−j,i−j+1].
2. Entre la date ti −
∑j
k=1 ci−k,i−k+1 et la fin de l’exécution de l’algorithme, le pro-
cesseur Pi−j envoie j + ni données au processeur Pi−j+1, par hypothèse de ré-
currence. Par hypothèse, le processeur Pi−j possède au moins une donnée après
l’exécution de l’algorithme. Comme Pi−j ne possède aucune donnée juste avant
la date ti −
∑j
k=1 ci−k,i−k+1, alors entre les dates ti −
∑j+1
k=1 ci−k,i−k+1 et tmax, Pi−j−1
envoie au moins 1 + j + ni données à Pi−j.
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3. De ce qui précède et en utilisant la relation entre ti, ni, et tmax, nous avons l’im-
plication suivante :







+ (1 + j + ni)× ci−j−1,i−j ⇒
ni × ci,i+1 +
j∑
k=1
ci−k,i−k+1 > (j + ni)× ci−j−1,i−j ⇒
ci,i+1 > ci−j−1,i−j
comme, par hypothèse de récurrence, pour tout k ∈ [1, j], ci,i+1 > ci−k,i−k+1.
4. Supposons que le processeur Pi−j−1 envoie une donnée au processeur Pi−j juste
avant la date ti −
∑j+1
k=1 ci−k,i−k+1. Alors, au plus tôt, cette donnée est reçue par le
processeur Pi−j à la date ti −
∑j+1
k=1 ci−k,i−k+1. Du fait de la nature « dès que pos-
sible » de l’algorithme, Pi−j transmet cette donnée au processeur Pi−j+1 (puis-
qu’il transmet des données reçues plus tard). Pi−j termine de transmettre cette
donnée à la date ti − ci−j−1,i−j −
∑j−1
k=1 ci−k,i−k+1 au plus tôt. Alors, en suivant le
même raisonnement, le processeur Pi−j+1 la transmet à Pi−j+2, qui la reçoit au
plus tôt à la date ti − ci−j−1,i−j −
∑j−2
k=1 ci−k,i−k+1, et ainsi de suite. Donc, le pro-
cesseur Pi reçoit cette donnée au plus tôt à la date ti − ci−j−1,i−j, et la transmet.
Alors, il termine de l’envoyer au plus tôt à la date ti − ci−j−1,i−j + ci,i+1 > ti,
comme nous avons vu que ci,i+1 > ci−j−1,i−j. Ainsi, le processeur Pi n’a pas de
raison de ne pas envoyer des données à la date ti, ce qui contredit la définition de
ti. Par conséquent, le processeur Pi−j−1 n’envoie pas de données au processeur




Théorème 4.2. L’algorithme 4.2 est optimal.
Démonstration. Soit τ le temps optimal de redistribution. En suivant les arguments





Nous concluons en utilisant le lemme 4.5. 
4.5 Anneau homogŁne bidirectionnel
Nous considérons ici le cas de l’anneau homogène bidirectionnel. Tous les liens ont
ici la même capacité mais un processeur peut envoyer des données à ses deux voisins
dans l’anneau : il existe une constante c telle que, pour tout i ∈ [1, n], ci,i+1 = ci,i−1 = c.
Nous procédons de la même manière que dans le cas de l’anneau homogène unidirec-
tionnel : nous obtenons une borne inférieure du temps d’exécution de la redistribution
de données ainsi qu’un algorithme optimal atteignant cette borne.
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4.5.1 Borne inférieure du temps d’exécution
La borne définie par le lemme 4.6 est basée sur la même intuition que celle du
lemme 4.1 en ce qui concerne la première partie. Pour la seconde partie, l’idée est
qu’au maximum une donnée peut être envoyée (ou reçue) par chacune des extrémités
d’une tranche de processeur.












Démonstration. Soit Pi un processeur ayant un déséquilibre positif (δi > 0). Même si
Pi peut envoyer des données à ses deux voisins, il ne peut pas le faire simultanément à
cause de la contrainte du modèle 1-port. Le temps nécessaire pour envoyer δi données
est donc δi × c quelles que soient les destinations de ces données. Un résultat similaire
est obtenu pour le cas δi < 0. Par conséquent, une première borne inférieure du temps








Considérons une tranche non triviale de processeurs consécutifs Ck,l. Par « non tri-
viale », nous entendons que la tranche ne peut pas être réduite à un seul processeur
et qu’elle ne contient pas tous les processeurs. Nous supposons que δk,l > 0. Donc,
dans un schéma de redistribution quelconque, au moins δk,l données doivent être en-
voyées par Ck,l. Comme cette chaîne n’est pas réduite à un seul processeur, les deux
processeurs des extrémités de la tranche, Pk et Pl, peuvent envoyer simultanément des
données à leurs voisins à l’extérieur de la tranche, respectivement Pk−1 et Pl+1. Ainsi,
pendant l’intervalle de temps c, au plus deux données peuvent être envoyées à l’exté-






× c. Le même résultat est bien sûr obtenu dans le cas de la réception de










Nous regroupons alors les deux bornes précédentes afin d’obtenir la borne désirée. 
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4.5.2 Algorithme optimal
Algorithme 4.3 Algorithme de redistribution pour anneaux homogènes bidirection-
nels (itération s)






2: Si δmax > 1 Alors
3: Si δmax 6= 2 Alors






5: Pk envoie une donnée à Pk−1 pendant l’intervalle de temps [(s−1)×c, s×c[.
6: Pl envoie une donnée à Pl+1 pendant l’intervalle de temps [(s−1)× c, s× c[.






8: Pk−1 envoie une donnée à Pk pendant l’intervalle de temps [(s−1)×c, s×c[.
9: Pl+1 envoie une donnée à Pl pendant l’intervalle de temps [(s−1)× c, s× c[.
10: Sinon Si δmax = 2 Alors
11: Pour tout tranche Ck,l telle que δk,l > 3 :
12: Pl envoie une donnée à Pl+1 pendant l’intervalle de temps [(s−1)× c, s× c[.
13: Pour tout tranche Ck,l telle que δk,l = 4 :
14: Pk envoie une donnée à Pk−1 pendant l’intervalle de temps [(s−1)×c, s×c[.
15: Pour tout tranche Ck,l telle que δk,l 6 −3 :
16: Pk−1 envoie une donnée à Pk pendant l’intervalle de temps [(s−1)×c, s×c[.
17: Pour tout tranche Ck,l telle que δk,l = −4 :
18: Pl+1 envoie une donnée à Pl pendant l’intervalle de temps [(s−1)× c, s× c[.
19: Pour tout processeur Pi tel que δi = δmax :
20: Si Pi n’est pas déjà en train d’envoyer une donnée pendant l’intervalle de
temps [(s− 1)× c, s× c[, à cause d’un des cas précédents Alors
21: Pi envoie une donnée à Pi+1 pendant l’intervalle de temps [(s−1)× c, s× c[.
22: Pour tout processeur Pi tel que δi = −(δmax) :
23: Si Pi n’est pas déjà en train de recevoir une donnée pendant l’intervalle de
temps [(s− 1)× c, s× c[ à cause d’un des cas précédents Alors
24: Pi reçoit une donnée de Pi−1 pendant l’intervalle de temps [(s−1)×c, s×c[.
25: Si δmax = 1 Alors
26: Pour tout processeur Pi tel que δi = 0 :
27: Si Pi−1 envoie une donnée à Pi pendant l’intervalle de temps [(s−1)×c, s×c[
Alors
28: Pi envoie une donnée à Pi+1 pendant l’intervalle de temps [(s−1)×c, s×c[.
29: Si Pi+1 envoie une donnée à Pi pendant l’intervalle de temps [(s−1)×c, s×c[
Alors
30: Pi envoie une donnée à Pi−1 pendant l’intervalle de temps [(s−1)×c, s×c[.
31: Appel récursif de l’algorithme 4.3 (s + 1)
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L’algorithme 4.3 (voir ci-dessus) est un algorithme récursif qui définit des schémas
de communication afin de diminuer la valeur de δmax (calculée à l’étape 1) par pas de
un à chaque appel de l’algorithme. L’intuition derrière l’algorithme 4.3 est la suivante :





= δmax et δk,l > 0 doit envoyer deux données
par appel récursif, une par chacune de ses extrémités.





= δmax et δk,l 6 0 doit recevoir deux données
par appel récursif, une par chacune de ses extrémités.
3. Une fois que les communications obligatoires indiquées par les deux cas précé-
dents sont définies, nous examinons tout processeur Pi tel que |δi| = δmax. Si Pi
est déjà impliqué dans une communication due aux cas précédents, tout est ar-
rangé. Sinon, nous avons la liberté de qui Pi recevra une donnée (cas δi < 0) ou
à qui Pi enverra une donnée (cas δi > 0). De manière à simplifier l’algorithme,
nous décidons que toutes ces communications ont lieu dans le sens des indices
croissants.
L’algorithme 4.3 est appelé la première fois avec le paramètre s = 1. Pour chaque
appel de l’algorithme 4.3, toutes les communications ont lieu en parallèle et au même
moment, puisque les chemins de communication sont homogènes par hypothèse. Un
point important de l’algorithme 4.3 est que cet algorithme est un ensemble de règles
indiquant seulement quel processeur Pi doit envoyer une donnée à quel processeur Pj ,
dans ses voisins immédiats. Par conséquent, quel que soit le nombre de règles décidant
que des données doivent être envoyées d’un processeur Pi à son voisin immédiat Pj ,
il suffit de l’envoi d’une seule donnée de Pi à Pj pour satisfaire toutes ces règles.
Lemme 4.7. L’algorithme 4.3 satisfait toutes les contraintes du modèle 1-port.
Démonstration. Nous appelons tranche maximale une tranche Ck,l de processeurs consé-
cutifs dont le déséquilibre total satisfait la condition : d |δk,l|
2
e = δmax. Nous appelons
processeur maximal un processeur Pi dont le déséquilibre est égal à δmax ou −δmax :
|δi| = δmax. Les tranches maximales sont régies par les règles définies aux étapes 4
à 18, tant que les processeurs maximaux sont traités par les règles des étapes 19 et 22.
Afin de prouver que l’ensemble des règles obéit au modèle 1-port, nous prou-
vons qu’aucun processeur ne reçoit simultanément une donnée de ses deux voisins,
et qu’aucun processeur n’envoie de données en même temps à ses deux voisins. Nous
étudions seulement les cas où un processeur reçoit des données de ses deux voisins
puisque l’algorithme est symétrique dans l’envoi et la réception de données.
Nous prouvons ce résultat par contradiction. Supposons qu’il existe un processeur
Pj qui reçoit simultanément une donnée de chacun de ses voisins Pj−1 et Pj+1. Il y a
quatre cas à considérer :
1. Pj−1 et Pj+1 envoient tous les deux une donnée à Pj du fait des étapes 4 à 18.
Alors Pj−1 et Pj+1 envoient une donnée à Pj soit parce qu’ils sont extrémités
d’une tranche maximale positive, soit parce que Pj est extrémité d’une tranche
négative. Nous avons ainsi trois sous-cas à étudier
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δj−2δmax + 1 2δmax − 2 Tranche maximale négative Ci,j
Tranche maximale négative Cj,k
Processeur Pj
FIG. 4.3 – Cas 1b dans la preuve du
lemme 4.7.
(a) Pj−1 et Pj+1 sont les extrémités de tranches maximales positives. Alors il
existe deux indices i et j tels que les tranches Ci,j−1 et Cj+1,k sont toutes les
deux des tranches positives maximales. Donc, par définition, il existe deux
valeurs 1 et 2, chacune étant égale à 0 ou 1, telles que δi,j−1 = 2δmax − 1 et
δj+1,k = 2δmax − 2. Ce cas est illustré par la figure 4.2.









4δmax + δj − 1 − 2 6 2δmax ⇔
δj 6 1 + 2 − 2δmax
Cependant, par définition de δmax, δj est supérieur ou égal à −δmax. Donc
nous arrivons à la contrainte :
−δmax 6 1 + 2 − 2δmax ⇔ δmax 6 1 + 2. (4.6)
Nous avons alors trois cas à considérer :
i. δmax = 0 : il n’y a rien à faire, comme l’indique l’étape 2. (Dans le restant
de la preuve, nous ne considérerons plus les cas où δmax = 0.)
ii. δmax = 1. Soit 1 = 1 et δi,j−1 = 1, soit 2 = 1 et δj+1,k = 1 : dans les deux
cas, cela contredit notre hypothèse comme quoi Pj−1 et Pj+1 ont envoyé
des données à Pj du fait des étapes 4 à 18.
iii. δmax = 2. Ce cas est illustré à la figure 4.4. L’équation 4.6 entraîne que
1 = 2 = 1. L’application du schéma général, défini par les étapes 4
à 6 mènerait à la violation du modèle 1-port (cf. figure 4.4(a)). Cepen-
dant, chacune des deux tranches Ci,j−1 et Cj+1,k a besoin seulement de
sortir trois données lors des deux appels récursifs de l’algorithme 4.3
(les appels avec δmax = 2 et δmax = 1). Donc, nous demandons seule-
ment à ces tranches de sortir une donnée pendant l’exécution de l’al-
gorithme avec δmax = 2, dans la direction Pi vers Pi+1 (cf. figures 4.4(b)
et 4.4(c)). Remarquons dans notre exemple que Pi sort une donnée à
l’étape δmax = 2 : ce n’est pas parce qu’il est extrémité de Ci,j−1 avec
δi,j−1 = 3 mais parce que δi,k = 4.
Ce cas particulier est l’une des raisons pour lesquelles nous introdui-
sons un traitement spécial aux étapes 10 à 18.
























Tranche avec un déséquilibre positif












(c) Traitement spécial : se-
conde étape
FIG. 4.4 – Cas 1(a)iii de la preuve du lemme 4.7. La figure 4.4(a) montre le pro-
blème : le modèle 1-port est violé si nous appliquons les règles générales à ce cas.
Les figures 4.4(b) et 4.4(c) décrivent les deux étapes du traitement spécial : dans la
première étape, seulement une donnée est sortie par le côté droit de la tranche maxi-
male ; et dans la seconde étape, seulement une donnée est sortie par le côté gauche de
la tranche maximale.
(b) Pj est l’extrémité des deux tranches maximales négatives Ci,j et Cj,k avec
i < j < k.
Donc, par définition, il existe deux valeurs 1 et 2, chacune étant égale à 0
ou 1, telle que δi,j = −2δmax + 1 et δj,k = −2δmax + 2. Ce cas est illustré par
la figure 4.3.
Considérons la tranche Ci,k :
δi,k = δi,j + δj,k − δj = −4δmax + 1 + 2 − δj
Par définition de δmax, nous avons : δi,k > −2δmax. Donc, δj 6 −2δmax +1+2.
Mais δj > −δmax. Par conséquent, δmax 6 1 + 2. Nous avons alors deux cas
à considérer :
i. δmax = 1. Soit 1 = 1 et δi,j = −1, soit 2 = 1 et δj,k = −1. Dans les deux
cas, cela contredit notre hypothèse comme quoi Pj−1 et Pj+1 ont envoyé
des données à Pj du fait des étapes 4 à 18.
ii. δmax = 2. Alors 1 = 2 = 1 et δi,j = δj,k = −3. Comme δj 6 −2δmax + 1 +
2 et comme, par définition de δmax, δj > −δmax, alors δj = −δmax = −2.
L’application du schéma général, défini par les étapes 4 à 6 mènerait
à la violation du modèle 1-port (cf. figure 4.5(a)). Cependant, chacune
des deux tranches Ci,j et Cj,k a besoin seulement de sortir trois données
lors des deux appels récursifs restants à l’algorithme 4.3 (les appels avec
δmax = 2 et δmax = 1). Donc, nous demandons seulement à ces tranches
de sortir une donnée pendant l’exécution de l’algorithme avec δmax = 2,




Tranche avec un déséquilibre positif





Tranche avec un déséquilibre négatif





(c) Traitement spécial : se-
conde étape
FIG. 4.5 – Cas 1(b)ii de la preuve du lemme 4.7. La figure 4.5(a) montre le problème :
le modèle 1-port est violé si nous appliquons les règles générales à ce cas. Les fi-
gures 4.5(b) et 4.5(c) décrivent les deux étapes du traitement spécial : dans la pre-
mière étape, seulement une donnée est entrée par le côté droit de la tranche maxi-
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FIG. 4.7 – Cas 1(c)ii de la preuve du
lemme 4.7.
dans la direction Pi vers Pi+1 (cf. figures 4.5(b) et 4.5(c)). Remarquons
dans notre exemple que Pi sort une donnée à l’étape δmax = 2 : ce n’est
pas parce qu’il est extrémité de Ci,j−1 avec δi,j−1 = −3 mais parce que
δi,k = −4.
Ce cas particulier est l’une des raisons pour lesquelles nous introdui-
sons un traitement spécial aux étapes 10 à 18.
(c) Pj est l’extrémité d’une tranche maximale négative et l’un de ses voisins
est l’extrémité d’une tranche maximale positive. Sans perte de généralité,
supposons que Pj+1 envoie une donnée à Pj car Ci,j est une tranche maxi-
male négative. Alors, Pj−1 envoie une donnée à Pj parce qu’il est extrémité
d’une tranche maximale positive Ck,j−1. Donc, par définition, il existe deux
valeurs 1 et 2, chacune étant égale à 0 ou 1, telle que δi,j = −2δmax + 1 et
δk,j−1 = 2δmax − 2. Nous avons deux cas à considérer, dépendant de si la
tranche Ck,j−1 est comprise dans la tranche Ci,j ou non :
i. k ∈ [i, j−2] (ce cas est illustré par la figure 4.6). δi,k−1+δj = δi,j−δk,j−1 =
(−2δmax + 1)− (2δmax− 2) = −4δmax + 1 + 2. Cependant, par définition
de δmax, δi,k−1 > −2δmax et δj > −δmax. Donc, δmax 6 1 + 2. Une nouvelle
fois, nous avons deux cas à considérer :
A. δmax = 1. Alors, comme toujours, soit 1 = 1 et δi,j = −1, soit 2 = 1










Tranche avec un déséquilibre négatif
(b) Traitement spécial :
première étape
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(c) Traitement spécial : se-
conde étape
FIG. 4.8 – Cas 1(c)iB de la preuve du lemme 4.7. La figure 4.8(a) montre le pro-
blème : le modèle 1-port est violé si nous appliquons les règles générales à ce cas.
Les figures 4.8(b) et 4.8(c) décrivent les deux étapes du traitement spécial : dans la
première étape, seulement une donnée est sortie par le côté droit de la tranche maxi-
male ; et dans la seconde étape, seulement une donnée est sortie par le côté gauche de
la tranche maximale.
et δj,k = 1. Dans les deux cas, cela contredit notre hypothèse sur Ci,j
et Ck,j−1.
B. δmax = 2. Alors 1 = 2 = 1, δi,j = −3 et δk,j−1 = 3. Ainsi, δi,k−1 + δj =
−6. Par définition de δmax, δj > −δmax = −2 et δi,k−1 > −2δmax = −4,
nous avons δj = −2 et δi,k−1 = −4.
De façon similaire aux cas 1(a)iii et 1(b)ii, l’application du schéma
général défini des étapes 4 à 9 mènerait à une violation du modèle
1-port (cf. figure 4.8(a)). Cependant, la tranche Ci,j a besoin seule-
ment de sortir trois données lors des deux appels récursifs de l’al-
gorithme 4.3 (les appels avec δmax = 2 et δmax = 1). Donc, nous
demandons seulement à la tranche Ci,j de faire entrer une donnée
et à la tranche Ck,j−1 de faire sortir une donnée pendant l’exécution
de l’algorithme avec δmax = 2, les communications étant dans la di-
rection Pi vers Pi+1 (cf. figures 4.8(b) et 4.8(c)). Remarquons dans
notre exemple que Pk sort une donnée à l’étape δmax = 2 : ce n’est
pas parce qu’il est extrémité de Ck,j−1 avec δk,j−1 = 3 mais parce que
δi,k−1 = −4.
Ce cas particulier est l’une des raisons pour lesquelles nous intro-
duisons un traitement spécial aux étapes 10 à 18.
ii. k < i (ce cas est illustré par la figure 4.7). Alors, δk,i−1 = δj +δk,j−1−δi,j =
δj + (2δmax − 2) − (2δmax + 1) = δj + 4δmax − 1 − 2. Cependant, par
définition de δmax, δk,i−1 6 2δmax et δj > −δmax. Donc, δj 6 −2δmax−1−2
et, donc, −δmax 6 −2δmax − 1 − 2. Par conséquent, δmax = 1 = 2 = 0,
ce qui est absurde.
2. Pj−1 et Pj+1 sont les deux processeurs qui envoient des données à Pj : l’un en-
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FIG. 4.10 – Cas 2b de la preuve du
lemme 4.7.
voie des données à cause des étapes 4 à 18 ; l’autre est un processeur maximal
envoyant des données à cause des étapes 19 et 24. Sans perte de généralité, sup-
posons que Pj−1 est le processeur maximal.
Nous avons deux cas à considérer, à savoir si Pj+1 envoie une donnée à Pj à cause
d’une tranche maximale positive ou négative.
(a) Pj+1 est l’extrémité d’une tranche maximale positive Cj+1,k. La figure 4.9
illustre ce cas. Ainsi, il existe  ∈ {0; 1}, tel que δj+1,k = 2δmax − . Par hypo-
thèse, Pj−1 envoie des données à cause des étapes 19 et 24, et donc la tranche
Cj−1,k n’est pas une tranche maximale, c’est-à-dire, d
δj−1,k
2






δmax + δj + 2δmax − 
2
⌉
6 δmax − 1
⇔ δmax + δj + 2δmax −  6 2δmax − 2
⇔ δj 6 − 2− δmax
⇒ δj 6 −1− δmax
ce qui contredit la définition de δmax.
(b) Pj est l’extrémité d’une tranche maximale négative Ci,j (la figure 4.10 illustre
ce cas). Alors il existe  ∈ {0; 1}, tel que δi,j = −2δmax + . Ainsi, δi,j−2 = δi,j−
δmax − δj = −3δmax + − δj . Par hypothèse, Pj−1 envoie des données à cause
des étapes 19 et 24, et donc, la tranche Ci,j−2 n’est pas une tranche maximale
négative, ce qui implique que δi,j−2 > −2δmax + 2. Ainsi, −3δmax +  − δj >
−2δmax+2 et donc δj 6 −δmax+−2 6 −δmax−1, ce qui contredit la définition
de δmax.
3. Pj−1 et Pj+1 sont les deux processeurs qui envoient des données à Pj car ils
sont tous les deux des processeurs maximaux envoyant des données du fait des
étapes 19 à 24. Ce cas est impossible car ces étapes définissent seulement l’envoi
de donnée dans le sens Pi à Pi+1 et jamais dans le sens inverse (de Pi à Pi−1).
4. Pj est un processeur maximal de déséquilibre négatif et c’est la raison pour la-
quelle Pj−1 envoie une donnée (suivant les étapes 19 à 24). Il y a plusieurs raisons
pour lesquelles Pj+1 enverrait une donnée à Pj :
(a) Pj+1 est extrémité d’une tranche maximale positive Cj+1,k et il envoie une
donnée à cause des étapes 4 à 18. Alors, le test à l’étape 23 contredit notre
hypothèse sur Pj−1.
(b) Pj+1 est un processeur maximal positif. Mais dans ce cas, Pj+1 envoie une
donnée à Pj+2 et pas à Pj.
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(c) Pj est extrémité d’une tranche maximale négative Ci,j et Pj+1 lui envoie une
donnée à cause des étapes 4 à 18. Alors le test à l’étape 23 contredit notre
hypothèse sur Pj.













Démonstration. Nous prouvons d’un appel récursif à l’autre de l’algorithme 4.3 que la
valeur de δmax (calculée à l’étape 1) décroît par pas de un. Par conséquent, nous consi-
dérons la façon dont les déséquilibres changent entre l’appel initial de l’algorithme 4.3
et l’appel récursif (exclu). Pour le cas général, nous avons quatre propriétés à prouver :
1. Si la tranche Ck,l non-triviale était initialement une tranche maximale, c’est-à-
dire, si d |δk,l|
2





Comme précédemment, nous nous focalisons sur le cas d’une tranche maximale
positive. Les règles de l’algorithme 4.3 sont écrites de sorte que la tranche Ck,l
envoie deux données (ou seulement une dans le cas dégénéré δmax = 2 et δk,l = 3)
pendant l’exécution de l’algorithme 4.3. C’est tout ce qu’il nous faut conclure, à
condition que cette tranche ne reçoive pas de données pendant cet appel.
Donc, supposons que Ck,l reçoit une donnée. Nous avons trois cas à considérer :
(a) La tranche maximale Ck,l reçoit une donnée du processeur qui est extrémité
d’une autre tranche maximale et qui envoie une donnée à cause des étapes 4
à 18. Comme l’autre tranche maximale envoie une donnée, son déséquilibre
est positif. Sans perte de généralité, nous supposons que c’est une tranche
maximale de la forme Cl+1,m. Alors, par définition des tranches maximales,
δk,l = 2δmax − 1 et δl+1,m = 2δmax − 2, avec 1 et 2 étant dans {0, 1}. Donc,
δk,m = 4δmax − 1 − 2. Cependant, par définition de δmax, δk,m 6 2δmax. Par
conséquent, nous obtenons 2δmax 6 1 + 2, ce qui implique que δmax = 1 et
1 = 2 = 1. Alors δl+1,m = 1 ce qui contredit l’hypothèse comme quoi Cl+1,m
envoie une donnée du fait des étapes 4 à18 (voir le test à l’étape 4).
(b) La tranche maximale Ck,l reçoit une donnée d’un processeur qui est maxi-
mal et qui envoie une donnée du fait des étapes 19 à 24. Ce cas peut seule-
ment arriver si ce processeur maximal a un déséquilibre positif. Sans perte
de généralité, nous supposons que Pk−1 a un déséquilibre δmax. Alors, par
définition de tranches maximales, δk,l > 2δmax−1 et δk−1,l > 3δmax−1. Cepen-
dant, par définition de δmax, δk−1,l 6 2δmax. Donc δmax = 1 et δk−1 = 1. Alors
nous avons δk,l = 1, et δk−1,l = 2. Par conséquent, Ck−1,l est une tranche
maximale et le processeur Pk−1 envoie une donnée au processeur Pk−2 plu-
tôt qu’au processeur Pk.
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(c) La tranche maximale Ck,l reçoit une donnée parce que l’une de ses ex-
trémités est aussi extrémité d’une tranche maximale négative. Sans perte
de généralité, nous supposons que la tranche maximale négative est de
la forme Ck,m (avec l ∈ [k; m]). Ck,l étant une tranche maximale positive,
δk,l = 2δmax − 1 avec 1 ∈ {0; 1}. Ck,m étant une tranche maximale négative,
δk,m = −2δmax + 2 avec 2 ∈ {0; 1}. Nous avons deux cas à considérer :
i. l < m. alors, δl+1,m = (−2δmax + 2)− (2δmax − 1) = −4δmax + 1 + 2. Par
définition de δmax, δl+1,m > −2δmax, et donc δmax = 1 et 1 = 2 = 1.
ii. l > m. Alors δm+1,l = (2δmax − 1)− (−2δmax + 2) = 4δmax − 1 − 2. Par
définition de δmax, δm+1,l 6 2δmax, et donc δmax = 1 et 1 = 2 = 1. D’où
Ck,m = −1.
Donc dans les deux cas, Ck,m = −1. D’où, à cause du test de l’étape 7, les
règles des étapes 8 et 9 ne s’appliquent pas, et la tranche maximale Ck,l ne
reçoit pas de donnée car l’une de ses extrémités est déjà extrémité d’une
tranche maximale négative.
2. Si le processeur Pi était initialement maximal, c’est-à-dire, si |δi| = δmax, alors,
après communications, nous avons |δi| = δmax − 1.
Comme précédemment, nous nous focalisons sur le cas δi = δmax. Si après com-
munications, nous n’avons pas |δi| = δmax − 1, alors Pi a reçu une donnée.
(a) Pi reçoit une donnée d’un processeur qui est l’extrémité d’une tranche maxi-
male et qui envoie une donnée du fait des étapes 19 à 24. Sans perte de gé-
néralité, nous supposons que ce processeur est Pi+1 et la tranche Ci+1,j. Par
définition des tranches maximales, il existe une valeur , égale à 0 ou 1 telle
que δi+1,j = 2δmax − . D’où δi,j = 3δmax − . Comme par définition de δmax,
δi,j 6 2δmax, cela mène à δmax =  = 1. Donc, δi+1,j = 1, ce qui contredit notre
hypothèse sur Pi+1.
(b) Pi reçoit une donnée, du fait des étapes 19 à 24, puisqu’il est extrémité
d’une tranche maximale négative. Sans perte de généralité, supposons que
la tranche est Ci,j. Par définition des tranches maximales, il existe une valeur
, égale à 0 ou 1 telle que δi,j = −2δmax +. Alors δi+1,j = (−2δmax +)−δmax =
−3δmax + . Comme par définition de δmax, δi+1,j > −2δmax, cela mène à
δmax =  = 1. Donc δi,j = −1, ce qui contredit notre hypothèse sur Pi.
(c) Pi reçoit une donnée d’un autre processeur maximal, disons Pi−1, qui envoie
des données du fait des étapes 19 et 24. Or, deux processeurs maximaux côte
à côte définissent une tranche maximale. Par conséquent une contradiction
puisque dans une tranche maximale δi−1,i, le processeur Pi−1 envoie une
donnée au processeur Pi−2 et pas à Pi.
3. Après que les communications aient eu lieu, aucun processeur Pi est tel que |δi| =
δmax.
Comme précédemment, considérons le cas δi = δmax après que les communica-
tions aient eu lieu. À cause du cas 2, un tel cas se présenterait seulement si le
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déséquilibre de Pi était égal à δmax − 1 avant les communications (en raison du
modèle 1-port garanti par le lemme 4.7) et si Pi recevait une donnée mais n’en
envoyait aucune.
Nous avons trois cas à considérer :
(a) Le processeur Pi reçoit une donnée d’un processeur qui est extrémité d’une
tranche maximale et qui envoie des données en raison des étapes 4 à 18.
Il n’existe pas de configuration dans laquelle la tranche maximale est né-
gative. Donc, la tranche maximale est positive. Sans perte de généralité,
supposons que c’est une tranche maximale de la forme Ci+1,j. Alors, par
définition des tranches maximales, δi+1,j = 2δmax − 1 et 1 est égal à 0 ou 1.
Donc, δi,j = 3δmax − 1 − 1. Cependant, Ci,j n’est pas une tranche maximale
(par hypothèse, Pi n’envoie pas de données). Ainsi, par définition de δmax,
δi,j 6 2δmax − 2. Par conséquent, nous obtenons δmax 6 1 − 1 qui n’a aucune
solution.
(b) Le processeur Pi reçoit une donnée d’un processeur qui est maximal et qui
envoie des données en raison des étapes 4 à 18. Ce cas arrive seulement
si ce processeur maximal a un déséquilibre positif. Sans perte de géné-
ralité, supposons que le processeur Pi−1 a un déséquilibre de δmax. Alors,
δi−1,i = 2δmax − 1. Donc, δi−1,i est une tranche maximale, ce qui contredit
notre hypothèse sur Pi−1.
(c) Le processeur Pi reçoit une donnée puisqu’il est extrémité d’une tranche
maximale négative, Ci,j par exemple. Alors, par définition de tranches maxi-
males, il existe  ∈ {0, 1} tel que δi,j = −2δmax + . Par définition de δmax nous
avons δi+1,j > −2δmax. Comme, δi+1,j = −3δmax + , nous obtenons δmax 6 .
D’où Ci,j = −1 et en raison du test 7 , les règles des étapes 8 et 9 ne s’ap-
pliquent pas, et Pi ne reçoit pas de donnée parce qu’il est extrémité d’une
tranche maximale négative.
4. Après que les communications ont eu lieu, aucune tranche non-triviale Ck,l est
telle que d |δk,l|
2
e = δmax.
Une nouvelle fois, considérons le cas des tranches positives. Nous pouvons sup-
poser que la tranche Ck,l n’était pas initialement une tranche maximale comme
dans le cas déjà traité. Donc, il existe une valeur 1 ∈ {0, 1} telle que δk,l =
2δmax − 2− 1 et nous avons trois cas à considérer :
(a) La tranche Ck,l reçoit une donnée d’un processeur qui est extrémité d’une
tranche maximale qui envoie des données en raison des étapes 4 à 18. Il
n’existe aucune configuration dans laquelle la tranche maximale est né-
gative. Sans perte de généralité, supposons qu’elle est de la forme Cj,k−1.
Alors, par définition des tranches maximales, δj,k−1 = 2δmax − 2, avec 2
dans {0, 1}. Donc, δj,l = 4δmax − 1 − 2 − 2. Cependant, par définition de
δmax, δj,l 6 2δmax. Par conséquent, nous obtenons 2δmax 6 1 + 2 + 2. Nous
avons deux sous-cas à considérer :
i. δmax = 2. Alors, 1 = 2 = 1. Cependant, dans le cas δj,l = 4, Cj,l est
une tranche maximale, et Pl envoie une donnée à Pl+1. Avant que les
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communications aient lieu, δk,l = 1. Lors des communications Ck,l reçoit
au plus deux données (puisqu’elle a deux extrémités) et en envoie au
moins une à partir de Pl. Donc, après que les communications aient eu
lieu, δk,l est égal à 0, 1 ou 2, et les trois cas sont bons.
ii. δmax = 1. Nous pouvons alors conclure en utilisant les résultats des cas 2
et 3.
(b) La tranche Ck,l reçoit une donnée car elle est encapsulée dans une tranche
maximale négative. Sans perte de généralité, supposons que cette tranche
maximale négative est de la forme Ck,m. Ck,m étant une tranche maximale
négative, δk,m = −2δmax + 2 avec 2 ∈ {0; 1}.
i. l < m. Alors δl+1,m = (−2δmax + 2) − (2δmax − 2 − 1) = −4δmax +
1 + 2 + 2. Par définition de δmax, δl+1,m > −2δmax. Le cas δmax = 1 est
résolu en utilisant le résultat du cas 3. Alors δmax = 2, 1 = 2 = 1,
δk,l = 1 et δl+1,m = −4. Donc, Cl+1,m est une tranche maximale négative
et Pl envoie une donnée à Pl+1. Donc le déséquilibre de Ck,l, qui était à
l’origine égale à 1 augmente tout au plus d’un entre avant et après que
les communications aient eu lieu, et il n’y a aucun problème.
ii. m < l. Alors δm+1,l = (2δmax − 2 − 1) − (−2δmax + 2) = 4δmax − 1 −
2 − 2. Par définition de δmax, δm+1,l 6 2δmax. Le cas δmax = 1 est résolu
en utilisant le résultat du cas 3. Alors δmax = 2, 1 = 2 = 1, δk,l =
1 et δm+1,l = −4. Donc, Cm+1,l est une tranche maximale négative et
Pm envoie des données à Pm+1. Donc le déséquilibre de Ck,l, qui était à
l’origine égal à 1 augmente tout au plus d’un entre avant et après que
les communications aient eu lieu, et il n’y a aucun problème.
(c) La tranche Ck,l reçoit seulement une donnée, et d’un processeur qui est
maximal et qui envoie des données en raison des étapes 19 à 24. Ce cas peut
se produire seulement si ce processeur maximal a un déséquilibre positif.
Alors, par l’étape 19, c’est le processeur Pk−1 qui a un déséquilibre de δmax.
Pour que la tranche Ck,l soit telle que d
|δk,l|
2
e = δmax après que les communi-
cations aient eu lieu, nécessairement, δk,l > 2δmax − 2 avant les communica-
tions. Alors δk−1,l > 3δmax − 2. Comme nous avons supposé que Pi−1 envoie
des données à cause des étapes 19 à 24, la tranche Ck−1,l n’est pas maximale
et donc δk−1,l 6 2δmax − 2. Par conséquent δmax 6 0, une contradiction.

L’optimalité de l’algorithme 4.3 est alors un simple corollaire du lemme 4.8 et de la
borne inférieure définie par l’équation 4.5.
Théorème 4.3. L’algorithme 4.3 est optimal.
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4.6 Anneau hØtØrogŁne bidirectionnel
Dans cette section, nous considérons le cas le plus général, c’est-à-dire l’anneau
hétérogène bidirectionnel. Nous ne connaissons pas d’algorithme optimal dans ce cas
de figure. Cependant, si nous supposons que chaque processeur possède initialement
plus de données que ce qu’il doit envoyer pendant l’exécution de l’algorithme (ce que
nous appelons une redistribution légère), alors nous réussissons à obtenir une solution
optimale.
4.6.1 Redistribution légère
Dans toute cette section, nous supposons que nous sommes dans le cas de figure
d’une redistribution légère : le nombre de données envoyées par n’importe quel pro-
cesseur dans tout l’algorithme de redistribution est inférieur ou égal à sa charge ori-
ginale. Il existe deux raisons pour qu’un processeur Pi envoie une donnée : (i) il est
surchargé (δi > 0) ; (ii) il propage des données à un autre processeur placé plus loin
dans l’anneau. Si Pi possède au départ au moins autant de données qu’il devra en en-
voyer pendant l’exécution de l’algorithme, alors Pi peut envoyer immédiatement tout
ce qu’il doit envoyer. Sinon, dans le cas général, certains processeurs doivent attendre
de recevoir des données d’un voisin avant de pouvoir les retransmettre à un autre
voisin.
4.6.1.1 Solution par programmation linéaire en entier
Sous l’hypothèse de « redistribution légère », nous pouvons construire un pro-
gramme linéaire en entiers pour résoudre notre problème (cf. système 4.7). Soit S une
solution et Si,i+1 le nombre de données qu’un processeur Pi envoie au processeur Pi+1.
De la même manière, Si,i−1 est le nombre de données que Pi envoie à Pi−1. Afin d’al-
léger l’écriture des équations, nous imposons dans les deux premières équations du
système 4.7 que Si,i+1 et Si,i−1 sont positifs pour tout i, ce qui impose d’utiliser d’autres
variables Si+1,i et Si−1,i pour les communications symétriques. La troisième équation
établit qu’après redistribution, il n’y a plus de déséquilibre. Nous notons τ le temps
d’exécution de la redistribution. Pour tout processeur Pi, du fait du modèle 1-port,
τ doit être plus grand que le temps passé par Pi à envoyer des données (quatrième
équation) ou passé par Pi à recevoir des données (cinquième équation). Notre but est
de minimiser τ , d’où le système :
MINIMISER τ AVEC LES CONTRAINTES SUIVANTES

Si,i+1 > 0 1 6 i 6 n
Si,i−1 > 0 1 6 i 6 n
Si,i+1 + Si,i−1 − Si+1,i − Si−1,i = δi 1 6 i 6 n
Si,i+1ci,i+1 + Si,i−1ci,i−1 6 τ 1 6 i 6 n
Si+1,ici+1,i + Si−1,ici−1,i 6 τ 1 6 i 6 n
(4.7)
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Lemme 4.9. N’importe quelle solution optimale du système 4.7 est réalisable, par exemple en
utilisant le schéma suivant : pour tout i ∈ [1, n], Pi commence à envoyer ses données à Pi+1
au temps 0 et, après la fin de cette communication, commence à envoyer ses données à Pi−1 dès
que possible sous les contraintes du modèle 1-port.
Démonstration. Nous avons à montrer que nous sommes capable d’ordonnancer les
communications définies par toute solution optimale (S, τ) du système 4.7 telle que
la redistribution ne prenne pas un temps plus grand que τ . Pour tout i ∈ [1, n], nous
ordonnançons au temps 0 toutes les communications de Pi vers Pi+1. Cette commu-
nication est faite en un temps Si,i+1ci,i+1 : du fait de l’hypothèse de « redistribution
légère », Pi possède déjà les données qu’il doit envoyer. Grâce à la quatrième équation
du système 4.7, cette communication se termine avant le temps τ .
Pour toute valeur de i ∈ [1, n], nous devons encore ordonnancer l’envoi des don-
nées de Pi à Pi−1. Nous ordonnançons cette communication dès que possible, donc au
temps max{Si,i+1ci,i+1, Si−2,i−1ci−2,i−1}, c’est-à-dire au temps le plus tôt auquel (i) Pi a
fini d’envoyer ses données à Pi+1, et (ii) Pi−1 a fini de recevoir des données de Pi−2. La
communication entre Pi et Pi−1 se termine à la date :
max{Si,i+1ci,i+1,Si−2,i−1ci−2,i−1}+ Si,i−1ci,i−1 =
max{Si,i+1ci,i+1 + Si,i−1ci,i−1,Si−2,i−1ci−2,i−1 + Si,i−1ci,i−1}. (4.8)
De nouveau, c’est vrai grâce à l’hypothèse de « redistribution légère » : aucun proces-
seur n’a besoin d’attendre pour recevoir des données avant de pouvoir en envoyer à
ses voisins.
Le premier terme de l’expression «max » est le temps nécessaire à Pi pour envoyer
des données à ses deux voisins Pi+1 et Pi−1. Ce terme est inférieur ou égal à τ du fait
de la quatrième équation du système 4.7. Le deuxième terme de l’expression « max »
est quant à lui le temps nécessaire à Pi−1 pour recevoir des données de Pi−2 et Pi. Ce
terme est inférieur ou égal à τ à cause de la cinquième équation du système 4.7. 
4.6.1.2 Solution par programmation linéaire en rationnel
Nous utilisons le système 4.7 pour trouver une solution optimale au problème. Si,
dans cette solution optimale, pour tout processeur Pi, le nombre total de données en-
voyées est inférieur ou égal à la charge initiale (Si,i+1 + Si,i−1 6 Li), nous sommes
sous l’hypothèse de « redistribution légère » et nous pouvons utiliser la solution du
système 4.7 sans risque. Mais même si l’hypothèse de « redistribution légère » est vé-
rifiée, on peut souhaiter résoudre le problème de redistribution avec une technique
moins coûteuse que la programmation linéaire en nombres entiers (qui est exponen-
tielle dans le pire cas). Une idée serait tout d’abord de résoudre le système 4.7 pour
trouver une solution optimale rationnelle, ce qui se fait toujours en temps polynomial,
et d’arrondir cette solution pour obtenir une bonne solution entière. En fait, le lemme
suivant montre que l’une des deux solutions rationnelles mène toujours à la solution
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(entière) optimale. Le problème de redistribution légère est donc de complexité poly-
nomiale.
Proposition 4.1. SoitR une solution optimale rationnelle du problème de redistribution. Pour
tout j dans [1, n],Rj représente le nombre de données que le processeur Pj envoie au processeur
Pj+1 (en utilisant les notations du système 4.7,Rj = Sj,j+1−Sj+1,j). SoitF la solution entière
définie par F1 = bR1c. Soit G la solution entière définie par G1 = dR1e. Alors :
(i) F et G sont bien définies par la condition ci-dessus,
(ii) F ou G est une solution entière optimale.
Démonstration. Le lemme 4.10 ci-dessous établit que F et G sont totalement définies.
Le lemme 4.11 établit qu’il existe au moins une solution entière optimale E telle que
|E1 − R1| < 1. Les deux seules solutions satisfaisant ces contraintes sont F et G. D’où
le résultat. 
Lemme 4.10. Pour définir totalement le nombre de données envoyées entre les processeurs
dans n’importe quel schéma de redistribution, nous avons besoin seulement de définir, pour
une valeur donnée, le nombre de données que le processeur Pj envoie au processeur Pj+1.
Démonstration. Sans perte de généralité, nous supposons que nous avons une valeur
fixée pour R1, le nombre de données envoyées par P1 à P2. (Notons que R1 peut être
négatif, ce qui signifie que P2 envoie des données au processeur P1.) Après redistribu-
tion, le déséquilibre de P2 doit être égal à zéro. Ainsi, δ2 +R1 −R2 = 0. Donc, comme
R1 est connu, la valeur de R2 est aussi connue. En utilisant une récurrence directe,
nous obtenons alors que, pour toute valeur de j ∈ [2, n], Rj = δj +Rj−1, et donc, que
Rj est connu. Comme
∑n
i=1 δi = 0, nous pouvons vérifier que δ1 +Rn −R1 = 0. 
Lemme 4.11. Soit R une solution optimale rationnelle du problème de redistribution : pour
tout j dans [1, n],Rj représente le nombre de données que le processeur Pj envoie au processeur
Pj+1. Il existe alors une solution entière optimale E telle que |E1 −R1| < 1.
Démonstration. Nous prouvons le lemme 4.11 par contradiction. Nous supposons
qu’aucune solution entière optimale E ne satisfait |E1 − R1| < 1. Prenons donc une
solution entière optimale E telle que |E1 − R1| > 1. Soit R1 = E1 + z + , où z ∈ Z et
 ∈]− 1; 1[ tels que E1 + z ∈ [E1;R1]. Donc
E1 6 E1 + z 6 E1 + z +  ou E1 > E1 + z > E1 + z + . (4.9)
Ainsi, en utilisant la construction utilisée dans la preuve du lemme 4.10, nous avons :
∀i ∈ [1, n], Ei 6 Ei + z 6 Ei + z +  ou ∀i ∈ [1, n], Ei > Ei + z > Ei + z + . (4.10)
Soit F une nouvelle solution entière de notre problème définie par : Fi = Ei + z, ∀i ∈
[1, n]. Alors, |F1 −R1| = |(E1 + z)− (E1 + z + )| = || < 1. Si nous prouvons que F est
une solution entière optimale, nous aurons atteint la contradiction voulue.
Considérons une valeur i dans [1, n]. Nous avons deux cas à traiter pour le proces-
seur Pi (sous la redistribution Fi) :
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1. Fi−1 · Fi > 0 : sous Fi, soit le processeur Pi communique seulement des don-
nées avec l’un de ses voisins, soit il envoie ses données à l’un d’eux et reçoit des
données de l’autre.
Sans perte de généralité, supposons que Fi−1 > 0 et Fi > 0. Nous devons alors
montrer que
max{Fi−1ci−1,i,Fici,i+1} 6 τint,
où τint est la durée de la solution entière optimale. Cependant,Fi−1ci−1,i = (Ei−1+
z)ci−1,i. Si Ei−1 + z est nul, Fi−1ci−1,i = 0 6 τint. Sinon, Ei−1 + z est non nul.
Comme Ei−1 + z est par définition un entier, et comme || < 1, Ei−1 + z et Ei−1 +
z +  ont le même signe, donc sont (strictement) positifs, et donc dans les deux
redistributions les données sont envoyées du processeur Pi−1 au processeur Pi.
– Si  > 0, alors
(Ei−1 + z)ci−1,i < (Ei−1 + z + )ci−1,i = Ri−1ci−1,i 6 τrat 6 τint,
comme R est par définition une solution optimale rationnelle, et comme les
solutions optimales rationnelles ne sont pas plus mauvaises que les solutions
entières optimales.
– Si  < 0, alors
(Ei−1 + z + )ci−1,i < (Ei−1 + z)ci−1,i < Ei−1ci−1,i 6 τint,
du fait de l’équation 4.10, et comme E est par définition une solution entière
optimale.
2. Fi−1 · Fi < 0 : soit Pi reçoit des données de ses deux voisins, soit Pi leur envoie
des données à tous les deux. Sans perte de généralité, supposons que Pi envoie
des données aux deux.
Nous devons alors montrer que
−Fi−1ci,i−1 + Fici,i+1 6 τint. (4.11)
Cependant,−Fi−1ci,i−1+Fici,i+1 = −(Ei−1+z)ci,i−1+(Ei+z)ci,i+1. Comme Ei−1+z
est par définition un entier et comme || < 1, Ei−1 + z et Ei−1 + z +  ont le même
signe, donc sont (strictement) négatifs, et donc des données sont envoyées du
processeur Pi au processeur Pi−1 dans les deux redistributions. De façon simi-
laire, des données sont envoyées du processeur Pi au processeur Pi+1 dans les
deux redistributions.
CommeR est par définition une solution optimale rationnelle, et comme les solu-
tions optimales rationnelles ne sont pas plus mauvaises que les solutions entières
optimales, alors :
−(Ei−1 + z + )ci,i−1 + (Ei + z + )ci,i+1 = −Ri−1ci,i−1 +Rici,i+1 6 τrat 6 τint.
Donc, si (ci,i+1− ci,i−1) > 0, l’équation 4.11 est vérifiée. Sinon, (ci,i+1− ci,i−1) < 0
et nous avons deux cas à considérer, dépendant de la redistribution E :
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– Ei−1 · Ei < 0 : alors Ei−1 < 0 et Ei > 0. En effet, quelle que soit la redistribution
S, nous avons toujours δi + Si−1 − Si = 0. Comme nous avons supposé que
Fi−1 < 0 et Fi > 0 alors δi > 0, lequel interdit d’avoir Ei−1 > 0 et Ei < 0.
Comme E est une solution entière optimale, nous avons :
−Ei−1ci,i−1 + Eici,i+1 6 τint.
L’équation 4.10 implique que z et  sont tous les deux de même signe. Donc,
z(ci,i+1 − ci,i−1) < 0. D’où
−Fi−1ci,i−1+Fici,i+1 = −(Ei−1+z)ci,i−1+(Ei+z)ci,i+1 < −Ei−1ci,i−1+Eici,i+1 6 τint.
– Ei−1·Ei > 0. Sans perte de généralité, supposons que  > 0. Alors, ci,i+1−ci,i−1 <
0. Du fait de l’équation 4.10, comme  > 0 et comme (Ei−1 + z) < 0, Ei−1 < 0, et
donc Ei 6 0.
−(Ei−1 + z)ci,i−1 + (Ei + z)ci,i+1 = −Ei−1ci,i−1 + Eici,i+1 + z(ci,i+1 − ci,i−1)
< −Ei−1ci,i−1 + Eici,i+1,
comme ci,i+1 − ci,i−1 < 0. Cependant, Ei 6 0, donc
−(Ei−1 + z)ci,i−1 + (Ei + z)ci,i+1 < −Ei−1ci,i−1 6 τint
comme E est une solution entière optimale.

4.7 Cas gØnØral
4.7.1 Borne inférieure du temps d’exécution
Nous obtenons la borne inférieure du temps de redistribution suivante :
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Démonstration. Considérons un processeur Pi avec un déséquilibre positif (δi > 0).
Même si le processeur Pi peut envoyer des données à ses deux voisins, du fait du
modèle 1-port, il ne peut leur envoyer des données simultanément. La meilleure so-
lution pour qu’un processeur Pi envoie δi données est de les envoyer par le plus ra-
pide de ses liens sortants. Cela demande alors au processeur Pi au moins un temps
δi × min{ci,i−1, ci,i+1} pour envoyer δi données, quelle que soit la destination de ces
données. Nous avons le résultat symétrique pour le cas δi < 0. Par conséquent, les
deux premières équations du système 4.12.
Considérons maintenant une tranche non triviale de processeurs consécutifs Ck,l.
Par « non triviale », nous entendons que la tranche n’est pas réduite à un seul proces-
seur (nous avons déjà traité ce cas) et qu’elle ne contient pas non plus l’ensemble des
processeurs. Supposons que δk,l > 0. Ainsi, dans n’importe quel schéma de redistribu-
tion, au moins δk,l données doivent être envoyées par Ck,l. Comme une tranche n’est
pas réduite à un seul processeur, les deux processeurs aux extrémités de la tranche, Pk
et Pl, peuvent envoyer simultanément des données à leurs voisins à l’extérieur de la
tranche, Pk−1 et Pl+1 respectivement. Ainsi, pendant la redistribution, le processeur Pk
envoie un certain nombre i ∈ [0, δk,l] de données au processeur Pk−1, dès que Pl envoie
le reste des données à Pl+1, ce qui prend un temps max{i · ck,k−1, (δk,l − i) · cl,l+1}. Nous
choisissons alors pour i une valeur qui minimise ce temps. Nous avons le résultat sy-
métrique pour le cas δk,l < 0. D’où les deux dernières équations du système 4.12. 
4.7.2 Une approche heuristique
Nous ne savons pas si la borne donnée par le lemme 4.12 peut toujours être atteinte,
mais nous n’avons pas de contre-exemple prouvant qu’elle ne l’est pas.
Lorsque la solution trouvée par le système 4.7 ne satisfait pas l’hypothèse de « re-
distribution légère », nous avons la possibilité de modifier le système pour la forcer :
nous obtenons le système 4.13 qui trouve une solution satisfaisant l’hypothèse de « re-
distribution légère » s’il en existe une. Mais il n’y a pas de raison a priori pour que la
solution du système 4.13 soit optimale.
MINIMISER τ, AVEC LES CONTRAINTES SUIVANTES :

Si,i+1 > 0 1 6 i 6 n
Si,i−1 > 0 1 6 i 6 n
Si,i+1 + Si,i−1 − Si+1,i − Si−1,i = δi 1 6 i 6 n
Si,i+1ci,i+1 + Si,i−1ci,i−1 6 τ 1 6 i 6 n
Si+1,ici+1,i + Si−1,ici−1,i 6 τ 1 6 i 6 n
Si,i+1 + Si,i−1 6 Li 1 6 i 6 n
(4.13)
Pour conclure cette section, nous précisons que la conception d’un algorithme opti-
mal dans le cas général reste ouvert. Étant donné la complexité de la borne inférieure,
le problème semble très difficile à résoudre.
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4.8 Simulations
Pour évaluer l’impact de la redistribution de données, nous avons utilisé le simu-
lateur SIMGRID [54] pour modéliser une application itérative sur une plate-forme gé-





































































































































FIG. 4.11 – La plate-forme est composée de 90 nœuds, connectés par 192 liens de com-
munication.
Nous utilisons la plate-forme représentée à la figure 4.11. Cette plate-forme est
générée de la même façon que les plates-formes de la section 3.4.5.2. Les capacités
des arêtes sont attribuées en utilisant la classification de Tiers (lien local LAN, lien
LAN/MAN, lien MAN/WAN, . . .). Pour chaque type de lien, nous utilisons les va-
leurs mesurées avec pathchar [27] entre plusieurs machines situées en France (Stras-
bourg, Lille, Grenoble et Orsay), aux États-Unis (Knoxville, San Diego et Argonne), et
au Japon (Nagoya et Tokyo).
Nous avons sélectionné aléatoirement des processeurs dans notre plate-forme afin
de construire un anneau. La vitesse de communication est donnée par le lien le plus
lent sur une route allant d’un processeur à son successeur (ou prédécesseur) dans
l’anneau. Les vitesses de calcul des processeurs sont tirées aléatoirement dans une
liste de valeurs correspondant à des puissances de calcul (en MFlops et évaluées grâce
à un jeu de tests de LINPACK [11]) d’une grande variété de machines (Pentium Pro
200 MHz, Pentium 2 350 MHz, Céléron 400 MHz, Athlon 1,4 GHz, Pentium 4 1,7 GHz,
. . .). Puis nous faisons varier ces vitesses pendant l’exécution de l’algorithme.
L’application exécute 100 itérations. À chaque itération, des données indépen-
dantes sont mises-à-jour par les processeurs. Nous pouvons penser à une matrice
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m × n de données dont les colonnes sont distribuées aux processeurs (nous utilisons
n = m = 1000 dans nos simulations). Dans l’idéal, chaque processeur devrait avoir un
nombre de colonnes proportionnel à sa puissance de calcul. C’est comme cela que la
distribution des colonnes aux processeurs est initialisée.
De manière à motiver une redistribution des données, nous avons fait varier les
vitesses de calcul des processeurs deux fois au cours de notre application itérative.
La puissance de calcul de chaque processeur change une première fois aléatoirement
entre les itérations 20 et 40, et une seconde fois entre les itérations 60 et 80 (cf. fi-





















FIG. 4.12 – Puissance de calcul de 2 machines.
Pour les simulations, nous utilisons l’algorithme hétérogène bidirectionnel de la
redistribution légère, et nous testons cinq schémas de redistribution différents sur 100
itérations. Les phases de redistributions ont eu lieu de la manière suivante :
– pas de redistribution ;
– une seule redistribution à la 50e itération ;
– 4 redistributions, aux 20e, 40e, 60e et 80e itérations ;
– 9 redistributions (une toutes les 10 itérations) ;
– 19 redistributions (une toutes les 5 itérations).
À chaque itération, deux schémas peuvent avoir lieu :
– une phase de calcul : chaque processeur exécute les données qu’il possède en
local.
– une phase de calcul et une phase de redistribution, donc une phase de commu-
nication au moment de la redistribution.
Nous avons pris en compte, afin de pouvoir comparer nos différentes phases de redis-
tribution, le ratio (puissance de calcul)/(vitesse de communication). Plus ce paramètre
































FIG. 4.13 – Temps d’exécution en fonction du quotient calcul-communication, pour un




























FIG. 4.14 – Temps d’exécution en fonction du quotient calcul-communication, pour un
anneau de 32 processeurs.
84 CHAPITRE 4. REDISTRIBUTION DE DONNÉES
Les figures 4.13 et 4.14 représentent le temps d’exécution des différents schémas de
redistribution pour des tailles d’anneaux différentes : 8 processeurs et 32 processeurs.
Comme prévu, lorsque la puissance de calcul est élevée (ratio tendant vers 10 dans
les figures), la meilleure stratégie est de n’employer aucune redistribution, car leur
coût est prohibitif. Réciproquement, plus la puissance de calcul est faible (ratio tendant
vers 1 dans les figures), plus les redistributions de données sont nécessaires, mais pas
en trop grand nombre !
4.9 Conclusion
Nous nous sommes intéressée au problème de redistribution de données sur un an-
neau de processeurs. En ce qui concerne les anneaux homogènes (unidirectionnels ou
bidirectionnels), le problème a été complètement résolu : nous avons des algorithmes
optimaux ainsi que les preuves de leur optimalité. L’algorithme bidirectionnel s’est
avéré complexe et a nécessité une longue preuve.
En ce qui concerne les anneaux hétérogènes, il reste un problème ouvert. Le cas
unidirectionnel a été assez simple à résoudre ; par contre, le cas bidirectionnel n’a pas
été totalement résolu : nous avons obtenu une solution optimale pour la redistribution
légère. Cependant, la complexité de la borne dans le cas général montre qu’obtenir un
algorithme optimal est une tâche ardue, si un tel algorithme existe.
Tous nos algorithmes ont été implémentés et intensivement testés. Nous avons re-
porté quelques résultats de simulation pour le cas le plus difficile, c’est-à-dire un an-
neau hétérogène bidirectionnel. Comme il était supposé, la redistribution de données
peut être très efficace dans certains cas comme inutile dans d’autres.
Jusqu’à présent nous avons travaillé sur des plates-formes hétérogènes en prenant
en compte la semi-dynamicité de ces plates-formes. Il serait donc intéressant de nous
orienter vers la dynamicité complète des plates-formes. Ce cas fait l’objet d’une dis-
cussion de plusieurs méthodes dans le chapitre suivant.
Chapitre 5
Perspectives et conclusion
Une belle idée qui n’aboutit pas vaut mieux qu’une
mauvaise qui voit le jour.
Pierre Dac
5.1 Variation de performances sur plates-formes hØtØ-
rogŁnes
L’objectif principal de cette section est d’étudier un problème d’optimisation plus
complexe, qui minimise Tstep lorsque les caractéristiques de la plate-forme varient de
façon significative pendant l’exécution de l’algorithme. Ces variations apparaissent
par exemple avec l’arrivée d’un autre utilisateur sur la plate-forme, ou bien encore à
cause de la maintenance système des nœuds, voire des pannes, etc. La solution cou-
rante (anneau virtuel, allocation de bande passante, distribution de données) peut ne
plus être efficace avec les nouvelles caractéristiques de la plate-forme. Le problème est
de décider quand et comment changer la solution courante.
Comme dans les chapitres précédents, nous allons nous intéresser aux algorithmes
itératifs sur plates-formes hétérogènes. Notre contrainte géométrique d’organiser les
processeurs en anneau virtuel reste bien sûr valable, et donc, nous avons comme pré-
cédemment, les notations suivantes :
– Tstep(i), le temps nécessaire au processeur Pi pour exécuter ses calculs en local et
échanger ses données avec ses voisins dans l’anneau.
– Tstep, la durée totale d’une itération, c’est-à-dire le maximum de Tstep(i) sur l’en-
semble des processeurs Pi.
Comme nous l’avons vu au chapitre 3, la minimisation de Tstep est déjà un problème
difficile lorsque les caractéristiques de la plate-forme de calcul sont stables.
Il existe plusieurs stratégies de transition possibles pour mettre à jour la solution
courante. Nous pouvons simplement garder la solution courante et chercher une
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meilleure redistribution de données dans l’anneau. Si nous en trouvons une, nous
redistribuons les données. Nous pouvons aussi construire un nouvel anneau. Par
exemple il peut être nécessaire de remplacer un ou plusieurs processeurs qui sont
devenus trop lents. Pour résumer, nous allons considérer les solutions suivantes :
Mises-à-jour locales– Nous pouvons essayer de remplacer le plus « mauvais » pro-
cesseur, par exemple Pi, c’est-à-dire le processeur d’indice i tel que Tstep(i) est
maximal. Nous insérons un nouveau processeur, par exemple Pj , dans l’anneau,
à la place de Pi, et nous transférons les données locales de Pi à Pj . Notons que
nous avons à calculer une nouvelle allocation des bandes passantes sur la totalité
de l’anneau, parce que les chemins entre Pj et ses voisins peuvent interférer avec
les autres chemins de l’anneau.
Redistribution de données– Nous pouvons calculer une nouvelle allocation de don-
nées sur l’anneau courant, ou à la fin de chaque mise-à-jour locale, ou seulement
lorsque toutes les mises-à-jour locales ont été effectuées. Nous arrêtons la procé-
dure de mise-à-jour dès qu’aucune amélioration ne peut être trouvée en rempla-
çant une ressource.
Changement global– Dans ce cas de figure, nous calculons une nouvelle solution (an-
neau et allocation de données) à partir de zéro, et nous faisons migrer les données
de l’ancien anneau vers le nouvel anneau.
Pour toutes les approches précédentes, nous avons besoin d’une évaluation précise
du coût encouru par tous les transferts de données requis pour migrer de la solution
courante à la nouvelle. En prenant en compte le coût de cette redistribution, le gain
atteint pour Tstep, et le nombre d’itérations restantes, nous serons capables de sélec-
tionner la meilleure alternative.
5.1.1 Stratégies de transition
Dans cette section, nous détaillons les différentes approches qui peuvent être uti-
lisées pour faire face aux changements des caractéristiques de la plate-forme. Nous
commençons par détailler le mécanisme de décision (quand modifier la solution cou-
rante) parce qu’il est basé sur l’analyse du coût pour toutes les stratégies de transition.
5.1.1.1 Évaluation d’une transition
Nous avons besoin de plusieurs notations afin d’expliquer comment nous calcu-
lons le coût d’un changement dans la solution courante. Nous caractérisons la solution
courante de la façon suivante :
– nous avons un anneau R = {P1, . . . , Pq},
– nous avons des données allouées α1, · · · , αq, où αi représente les données attri-
buées à Pi,
– nous avons Tstep, la durée d’une itération sur l’anneau R.
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S’il reste nstep itérations à exécuter, le temps total restant jusqu’à la fin de l’exécution
de l’algorithme est estimé être nstep × Tstep.
Nous supposons maintenant que nous avons l’opportunité d’utiliser une nouvelle
solution R′, α′, avec un temps T ′step par itération, qui serait calculée pour faire face aux
changements des caractéristiques de la plate-forme. Faire la transition de la solution
actuelle à la nouvelle, en considérant la redistribution des données ainsi que les itéra-
tions restantes, nécessite un temps total Tredistrib + nstep × T ′step, où Tredistrib est le temps
nécessaire pour redistribuer les données α1, · · · , αq de la solution courante à l’alloca-
tion de données α′1, · · · , α′p du nouvel anneau. Nous pouvons voir que ce changement
est valable seulement si
Tredistrib < nstep × (Tstep − T
′
step).
Nous avons montré au chapitre précédent que dans de nombreuses situations,
nous serons capables de calculer exactement Tredistrib, mais dans certains cas, nous ne
pourrons pas calculer Tredistrib et nous utiliserons alors une borne supérieure du temps
nécessaire pour redistribuer les données, c’est-à-dire en supposant que toutes les com-
munications impliquées dans la redistribution sont séquentielles. L’utilisation du pire
cas comme scénario garantit que toutes les décisions de mises-à-jour seront profitables.
5.1.1.2 Mises-à-jour locales
Dans l’approche locale, nous mettons à jour la solution courante de manière in-
crémentale. Étant donné un anneau R, nous sélectionnons un processeur Pi dont le
Tstep(i) est maximal. Pour chaque processeur Pj n’étant pas inclus dans l’anneau, nous
regardons s’il est profitable de remplacer Pi par Pj .
Il existe deux scénarios dans ce cas, un sans redistribution de données et un avec
redistribution de données. Dans les deux cas, remplacer Pi par Pj nécessite de calculer
les nouvelles allocations de bandes passantes pour l’anneau complet. Afin d’améliorer
ce calcul, nous utilisons toujours KINSOL. Il y a cependant deux variantes :
– Dans le cas sans redistribution, nous gardons l’allocation actuelle, c’est-à-dire les
valeurs des αi, lorsque nous faisons appel à KINSOL. L’idée est de minimiser
les mouvements de données. Nous payons seulement le coût de migration de αi
données de Pi à Pj, donc Tredistrib = αibi,j , où bi,j est la bande passante du chemin
Ci,j de Pi à Pj.
– Dans le cas avec redistribution, nous calculons les nouvelles valeurs α′i lorsque
nous faisons appel à KINSOL. L’idée est de minimiser Tstep. Le prix supplémen-
taire à payer est une redistribution sur le nouvel anneau R′. Nous utiliserons
alors les algorithmes détaillés dans le chapitre 4 pour effectuer la redistribution.
Lorsque nous avons trouvé (et inséré) un nouveau processeur, nous pouvons re-
commencer le processus et essayer de remplacer un autre processeur tant que la valeur
de Tstep décroît. Si nous utilisons le scénario sans redistribution, il serait préférable de
faire une redistribution après que plusieurs processeurs aient été remplacés.
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5.1.1.3 Changement global
C’est une méthode brutale qui consiste à calculer une nouvelle solution (anneau et
allocation des données) à partir de zéro. Lorsque cela est fait, il reste à migrer toutes les
données de l’ancien anneau vers le nouveau. Rappelons que la nouvelle solution est
construite de façon gloutonne, comme la première, donc que le premier processeur est
bien défini dans les deux anneaux. De façon arbitraire, ce premier processeur donne
l’origine de la redistribution. (Nous pourrions bien évidemment regarder les diffé-
rentes possibilités qui s’offrent à nous en changeant l’origine de l’anneau et prendre
celle qui nous donne le meilleur temps en considérant la redistribution de données
et les itérations restantes.) De plus, nous connaissons la répartition de la charge de
travail sur le nouvel anneau. Nous effectuons alors un calcul pour chaque processeur
de l’ancien anneau (resp. du nouvel anneau) afin de déterminer à qui (resp. de qui)
chaque processeur enverra (resp. recevra) des données. Une fois cette étape termi-
née, l’échange de données peut avoir lieu. Afin d’obtenir une première estimation du
coût de ce transfert, nous utilisons le pire cas comme scénario : nous supposons que
les transferts sont exécutés séquentiellement. Cependant, comme il vient d’être dit, il
s’agit du pire cas et nous sommes amenée à penser que le coût du transfert de don-
nées sera moins élevé, notamment si certaines communications ont lieu en parallèle.
Les communications ayant lieu en parallèle peuvent partager ou non certains liens de
communication. Nous avons alors plusieurs possibilités en ce qui concerne l’estima-
tion du coût de transfert des données :
1. Nous pourrions utiliser un algorithme calculant un maximum de chemins dis-
joints [36], c’est-à-dire trouver le maximum de couples de processeurs (Pj, Nk)
(où Pj est le je processeur de l’ancien anneau et Nk le ke processeur du nouvel
anneau) devant échanger des données, tels que les chemins entre ces couples
soient des chemins à arêtes disjointes. Mais un risque d’échec existe.
2. Nous pourrions aussi partager la bande passante. Dans ce cas de partage, plu-
sieurs possibilités s’offrent à nous :
• de façon gloutonne, réserver toute la bande passante disponible sur les che-
mins de communication entre chaque paire de processeurs de l’anneau ; les
liens de communication seront alors saturés et ne seront plus utilisables pour
d’autres chemins, ce qui peut avoir comme conséquence d’isoler certains pro-
cesseurs ; nous avons donc encore un risque d’échec ;
• réserver une fraction de la bande passante, équitable entre tous les chemins
qui partagent le lien de communication. Et donc dans ce cas, nous permettons
l’utilisation de tous les liens de communication sans saturation d’un lien en
particulier.
Ces deux premières méthodes ont cependant le désavantage de privilégier les
premiers processeurs de l’anneau puisque nous construisons les chemins deux
à deux en partant de la première paire de processeurs dans l’anneau. Afin de
palier à ce « privilège », une méthode serait de :
• résoudre un programme quadratique similaire au système quadratique 3.6 dé-
crit dans la section 3.4.2 à l’aide de KINSOL, afin de répartir au mieux la bande
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passante sur l’ensemble des chemins de communication.
3. Nous pourrions faire une simulation du transfert des données à l’aide de SIM-
GRID. La simulation des communications dans SIMGRID est basée sur les tra-
vaux de modélisation réaliste du partage de bande passante dans TCP, dévelop-
pés par H. Casanova et L. Marchal, et détaillés dans [54].
Nous obtenons donc, quelle que soit la méthode d’estimation employée (séquen-
tielle, résolution quadratique avec KINSOL, simulation à l’aide de SIMGRID) une esti-
mation de Tredistrib.
5.1.2 Perspectives
Il serait intéressant de simuler ces différentes approches afin de les comparer entre
elles. Une possibilité serait d’écrire ces différentes méthodes et, suivant le cas dans
lequel nous nous trouvons au moment de la prise de décision (par exemple, une va-
riation de performances importante s’est produite), choisir la meilleure en fonction de
son coût et du nombre d’itérations restantes.
5.2 Conclusion
Les différents chapitres de cette thèse ont permis de mesurer les difficultés algo-
rithmiques liées à l’introduction de l’hétérogénéité de la plate-forme dans les modèles
classiques. Les problèmes d’équilibrage de charge et de redistribution de données
étaient déjà difficiles en environnement homogène, il n’y a aucune raison qu’ils se
simplifient en environnement hétérogène. Ils ont nécessité la mise en œuvre d’algo-
rithmes sophistiqués.
Nos principales contributions sont les suivantes :
Placement et équilibrage de charge : nous nous sommes tout d’abord intéressée au
problème de l’équilibrage de charge en environnement homogène puis en envi-
ronnement hétérogène en incluant le problème de contention des liens de com-
munication. Nous avons montré en section 3.4.3 que le problème d’optimisation
associé SHAREDRING était NP-complet, et nous avons proposé en section 3.4.4
une heuristique en temps polynomial pour résoudre ce problème. La section 3.5
montre que le partage des liens de communication a un impact important sur les
stratégies d’équilibrage de charge.
Redistribution de données : nous nous sommes intéressée au problème de la redis-
tribution de données sur un anneau de processeurs. Nous avons proposé en sec-
tion 4.5.2 un algorithme de redistribution optimal pour anneaux homogènes bi-
directionnels. Nous n’avons pas trouvé d’algorithme optimal pour le cas d’un
anneau hétérogène bidirectionnel. Cependant, si nous supposons que chaque
processeur possède initialement plus de données que ce qu’il doit envoyer pen-
dant l’exécution de l’algorithme, alors nous réussissons à obtenir une solution
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optimale. Cette solution est décrite en section 4.6.1. De plus, nous avons mon-
tré en section 4.8 l’impact des redistributions qui peuvent s’avérer très efficaces
dans de nombreux cas.
La première étape à réaliser, selon nous, pour concevoir une application destinée
à un environnement fortement hétérogène, semble être de commencer par ignorer les
instabilités de la plate-forme et de développer des méthodes statiques dont nous pour-
rons essayer de garantir l’efficacité. Ensuite, en fonction de cette première étape, il
sera possible d’établir des algorithmes en mesure de s’adapter aux paramètres dyna-
miques, tels que les variations de charge, tout en exhibant les mêmes bonnes proprié-
tés d’optimalité que pour l’algorithme statique. Il existe bien sûr des cas où l’état de
la plate-forme est totalement imprévisible. Il devient alors impossible de garantir les
performances d’un algorithme et encore moins son optimalité. Il est donc important
qu’il soit efficace dès que l’état de la plate-forme est stabilisé et que l’on soit en me-
sure de quantifier son efficacité, d’où la préférence de l’utilisation de modèles simples.
Tous les algorithmes et heuristiques présentés dans cette thèse s’appuient justement
sur des modèles simples, mais suffisamment réalistes pour permettre une modélisa-
tion raisonnablement précise du comportement des applications élaborées.
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Résumé :
Dans cette thèse, nous nous sommes intéressée à la mise en œuvre d’algorithmes
itératifs sur des grappes hétérogènes. Ces algorithmes fonctionnent avec un volume
important de données (calcul de matrices, traitement d’images, etc.), qui sera réparti
sur l’ensemble des processeurs. À chaque itération, des calculs indépendants sont
effectués en parallèle et certaines communications ont lieu. Il n’existe pas de raison
a priori de réduire le partitionnement des données à une unique dimension et de ne
l’appliquer que sur un anneau de processeurs unidimensionnel. Cependant, un tel
partitionnement est très naturel et nous montrerons que trouver l’optimal est déjà
très difficile.
Après cette étude sur le placement et l’équilibrage de charge pour plates-formes hété-
rogènes, nous nous sommes intéressée à la redistribution de données sur ces mêmes
plates-formes, lorsque que les caractéristiques de ces dernières changent. En ce qui
concerne les anneaux de processeurs homogènes, nous avons totalement résolu le
problème : nous avons obtenu des algorithmes optimaux et prouvé leur exactitude
dans le cas homogène et dans le cas hétérogène. En ce qui concerne les anneaux hété-
rogènes, le cas unidirectionnel a été totalement résolu, alors que le cas bidirectionnel
reste ouvert. Cependant, sous l’hypothèse de redistribution légère, nous sommes ca-
pable de résoudre le problème de manière optimale.
Mots-clés :
Algorithmes itératifs, équilibrage de charge, plates-formes hétérogènes, partage de
liens de communication, algorithmes de redistribution de données, anneaux hétéro-
gènes, complexité.
Abstract:
In this thesis, we study iterative algorithms onto heterogeneous platforms. These it-
erative algorithms operate on large data samples (recursive convolution, image pro-
cessing algorithms, etc.). At each iteration, independent calculations are carried out
in parallel, and some communications take place. Note that there is no reason a priori
to restrict to a uni-dimensional partitioning of the data, and to map it onto a uni-
dimensional ring of processors. But uni-dimensional partitionings are very natural
for most applications, and, as will be shown in this thesis, the problem to find the
optimal one is already very difficult.
After dealing with the problems of mapping and load-balancing onto heterogeneous
platforms, we consider the problem of redistributing data onto these platforms, an
operation induced by possible variations in the resource performances (CPU speed,
communication bandwidth) or in the system/application requirements (completed
tasks, new tasks, migrated tasks, etc.). For homogeneous rings the problem has been
completely solved. Indeed, we have designed optimal algorithms, and provided for-
mal proofs of correctness, both for unidirectional and bidirectional rings. For hete-
rogeneous rings there remains further research to be conducted. The unidirectional
case was easily solved, but the bidirectional case remains open. Still, we have derived
an optimal solution for light redistributions, an important case in practice.
Keywords:
Iterative algorithms, load-balancing, heterogeneous platforms, shared communica-
tion links, data redistribution algorithms, heterogeneous rings, complexity.
