Abstract: This paper presents an extended polynomial dimensional decomposition method for solving stochastic problems subject to independent random input following an arbitrary probability distribution. The method involves Fourier-polynomial expansions of component functions by orthogonal polynomial bases, the Stieltjes procedure for generating the recursion coefficients of orthogonal polynomials and the Gauss quadrature rule for a specified probability measure, and dimension-reduction integration for calculating the expansion coefficients. The extension, which subsumes nonclassical orthogonal polynomials bases, generates a convergent sequence of lower-variate estimates of the probabilistic characteristics of a stochastic response. Numerical results indicate that the extended decomposition method provides accurate, convergent, and computationally efficient estimates of the tail probability of random mathematical functions or reliability of mechanical systems. The convergence of the extended method accelerates significantly when employing measure-consistent orthogonal polynomials.
Introduction
The dimensional decomposition is a promising concept for solving complex stochastic problems entailing high-dimensional input-output mapping in terms of input variables with increasing dimensions, where y 0 is a constant and y i 1 . . .i S : R S → R, 1Յ S Յ N, is an S-variate component function quantifying the cooperative effects of S input variables x i 1 , . . . ,x i S . A central task is to generate component functions embedded in the decomposition, for which there are basically two methods: ͑1͒ Lagrange interpolations derived from a reference point and surrounding sample points ͑Xu and Rahman 2005͒ and ͑2͒ Fourier-polynomial expansions employing orthonormal polynomial bases ͑Rahman 2008͒. Both methods require the same computational effort in providing convergent approximations of the component functions. However, the latter method, coined as polynomial dimensional decomposition ͑Rahman 2008͒, has one major advantage: the need for sample points in the former method, often selected arbitrarily, has been cleverly avoided. When input random variables follow well-known probability distributions, classical orthogonal polynomials can be employed for approximating the component functions. It is worth noting that a decomposition, known as random sampling-HDMR, adopting shifted Legendre polynomials of scaled variables as the orthonormal basis has been available for some time ͑Li et al. 2002͒ .
For input random variables with arbitrary probability measures ͑distributions͒, several possibilities exist in defining a complete set of orthogonal polynomials for the polynomial dimensional decomposition. An indirect approach is to transform all original random variables into new random variables for which classical orthogonal polynomials are readily available. For instance, if nonGaussian variables are transformed into all-Gaussian or alluniform variables, Hermite or Legendre polynomials can be used to approximate the mapped performance function in the Gaussian or uniform variable space. However, such transformation, albeit a standard practice in the stochastic mechanics community, is still arbitrary. Alternative transformations of original random variables into other types of random variables are quite possible. In contrast, a direct approach is to construct from scratch a set of orthogonal polynomials that is consistent with an arbitrarily defined probability measure of the random input. Therefore, methods need to be developed for generating nonclassical orthonormal polynomials, including cases when a random input comprises both discrete and continuous probability measures. Using these nonclassical orthonormal polynomials, one will then be able to determine how a choice of transformation in the indirect approach affects the smoothness of a performance function and evaluate the accuracy and convergence properties of a stochastic solution against those obtained from the direct approach. This paper presents an extended polynomial dimensional decomposition method for solving stochastic problems subject to independent random input following an arbitrary probability distribution. The method is based on ͑1͒ Fourier-polynomial expansions of component functions by orthonormal polynomial bases; ͑2͒ the Stieltjes procedure for generating the recursion coefficients of orthonormal polynomials and a Gauss-type quadrature rule for a specified probability measure; and ͑3͒ dimensionreduction integration for calculating the expansion coefficients. The following section formulates the extended decomposition method, including generation of recursion coefficients and the Gauss quadrature rule for an arbitrary probability measure. Subsequently, a numerical evaluation of the expansion coefficients incorporating dimension-reduction integration is described. Five numerical examples illustrate the Stieltjes procedure and examine the accuracy, convergence, and computational efficiency of the extended method. The conclusions and future work are presented at the end.
Extended Polynomial Dimensional Decomposition
Let ͑⍀ , F , P͒ be a complete probability space, where ⍀ is a sample space, F is a -field on ⍀, and P : F→͓0,1͔ is a probability measure. With B N representing the Borel -field on R N , consider an R N -valued independent random vector ͕X = ͕X 1 , . . . ,X N ͖ T : ͑⍀ , F͒ → ͑R N , B N ͖͒, which describes statistical uncertainties in all system and input parameters of a given stochastic problem. The probability law of X is completely defined by the joint probability density function f X ͑x͒ = ⌸ i=1 i=N f i ͑x i ͒, where f i ͑x i ͒ is the marginal probability density function of X i defined on the probability triple ͑⍀ i , F i , P i ͒. Let L 2 ͑⍀ i , F i , P i ͒ be a Hilbert space that is equipped with a set of complete orthonormal bases ͕ ij ͑x i ͒ ; j =0,1,...͖, which is consistent with the probability measure of X i . For example, classical orthonormal polynomials, including Hermite, Legendre, and Jacobi polynomials, can be used when X i follows Gaussian, uniform, and Beta probability distributions, respectively, ͑Abramowitz and Stegun 1972͒.
Fourier-Polynomial Expansion
Let y͑x͒, a real-valued, measurable transformation on ͑⍀ , F͒, define a relevant performance function of interest for a given stochastic problem. Defined on the product probability triple
which is also a Hilbert space. Since the joint probability density of ͕X i 1 , . . . ,X i S ͖ T is separable ͑independence͒, the tensor product
Therefore, there exists a Fourierpolynomial expansion
representing the expansion coefficient for the S-variate component function. By minimizing an error functional associated with a given y͑x͒ and the joint probability density of ͕X i 1 , . . . ,X i S ͖ T , the coefficients y 0 and C i 1 . . .i S j 1 . . .j S can be expressed by the N-dimensional integrals ͑Rahman 2008͒
and
Since the right hand side of Eq. ͑3͒ is an infinite series, it must be truncated, say, by m terms in each variable, yielding a Fourierpolynomial approximation
which approaches y i 1 . . .i S ͑x i 1 , . . . ,x i S ͒ in Eq. ͑3͒ in the mean square sense as m → ϱ. The Fourier-polynomial approximation is valid for any finitedimensional Hilbert space L 2 ͑ϫ k=1 k=S
In other words, Eq. ͑7͒ can represent all component functions of the multivariate function decomposition in Eq. ͑1͒. In particular, when S = 1, 2, and 3, Eq. ͑7͒ reduces to
where
are the corresponding expansion coefficients. Applying Eqs. ͑7͒-͑13͒ into an S-variate approximation of Eq. ͑1͒ yields
which, for S = N, converges to y͑X͒ in the mean square sense as m → ϱ. Once the embedded coefficients y 0 , ␣ ij , ␤ i 1 i 2 j 1 j 2 , and C i 1 . . .i S j 1 . . .j S are calculated, as described in a forthcoming section, Eq. ͑14͒ furnishes an approximate but explicit map ỹ S : R N → R that can be viewed as a surrogate of the exact map y : R N → R, which describes the input-output relation from a complex numerical simulation. Therefore, any probabilistic characteristic of y͑X͒, including its statistical moments and rare event probabilities, can be easily estimated by performing Monte Carlo simulation of ỹ S ͑X͒ rather than of y͑X͒. The simulation of ỹ S ͑X͒, which entails evaluation of simple analytical functions, can be performed for an arbitrarily large sample size. In contrast, the simulation of y͑X͒, referred to as crude Monte Carlo simulation in this paper, requires expensive numerical calculations and can therefore be prohibitive when estimating higher-order moments or small failure probabilities.
Orthogonal Polynomials and Three-Term Recurrence Relation
The Fourier-polynomial expansions in extended polynomial dimensional decomposition require orthonormal polynomial bases consistent with a specified probability measure of the random input. For an arbitrary probability measure, classical orthogonal polynomials do not exist; therefore, the three-term recurrence relation needs to be examined to generate from scratch measureconsistent orthogonal polynomials.
Let f͑x͒ be the probability density function of a random variable X, which has finite moments of orders up to 2m, m N. Let P be the space of real polynomials and P m ʚ P the space of polynomials of degreeՅ m. For any pair u͑x͒ , v͑x͒ in P, define an inner product
and an associated norm ʈuʈ dF ª ͱ ͑u , u͒ dF with respect to the probability measure dF͑x͒ = f͑x͒dx. Let j ͑x͒ , j =0,1,2,..., be a set of monic orthogonal polynomials with respect to the measure dF͑x͒.
Since the inner product fulfills the shift property, ͑xu , v͒ dF = ͑u , xv͒ dF , for all u , v P, they satisfy the three-term recurrence
are the recursion coefficients uniquely determined by the measure dF͑x͒. The index range is infinite ͑j Յϱ͒ or finite ͑j Յ m −1͒, depending on whether the inner product is positive definite on P or P m , but not on P m Ј , mЈ Ͼ m. Therefore, the first m recursion coefficient pairs are uniquely determined by the first 2m moments of X that must exist. In fact, much of the classical theory of orthogonal polynomials is based on moments. Table 1 presents exact recursion coefficients of orthogonal polynomials for select continuous measures, including a few classical ones ͑Fernandes and Atchley 2006; Gautschi 2004͒. A similar list exists for discrete measures and can be found elsewhere ͑Gautschi 2004͒. Unfortunately, obtaining these coefficients from moments in general becomes severely ill conditioned and thus is not useful even for well-behaved measures for which there are no classical orthogonal polynomials. As an alternative, approximate methods based on discretization of an arbitrary measure − for instance, the Stieltjes procedure ͑Stieltjes 1884͒ − can be employed to obtain the recursion coefficients.
Stieltjes Procedure
The Stieltjes procedure for generating recursion coefficients comprises three simple steps: ͑1͒ approximate the given measure dF by a discrete M-point measure dF M such that ͑1,1͒ dF M ª ͐ R dF M =1; ͑2͒ compute the recursion coefficients a j,M ª a j ͑dF M ͒ and b j,M ª b j ͑dF M ͒ of the discrete measure dF M ; and ͑3͒ increase M and iterate calculations of the discrete versions of the recursion coefficients until a desired accuracy is achieved. If the discretization is done in a meaningful manner, the process should converge in the sense that, for fixed j, lim M→ϱ a j,M = a j and lim M→ϱ b j,M = b j .
If j,M ͑x͒, j =0,1,2,..., denote the monic orthogonal polynomials for the discrete measure dF M , Eqs. ͑17͒ and ͑18͒ yield
providing a natural framework for computing the recursion coefficients. All inner products appearing in Eqs. ͑19͒ and ͑20͒ are finite sums and therefore trivial to compute. Gautschi ͑2004͒ gives further details on how these inner products are evaluated by an interpolatory quadrature rule, known as the Fejér quadrature rule. The only problem is the appearance of the polynomials j,M and j−1,M themselves, which are not known. However, they can be built up successively, and in tandem with the recursion coef- 
c If j = 0, the common factor ␣ + ␤ in the numerator and denominator of a 0 should be ͑must be, if ␣ + ␤ =0͒ canceled; if j = 1, the last factors in the numerator and denominator of b 1 should be ͑must be, if
ficients, by the three-term recurrence relation for the discrete measure
͑21͒
Inasmuch as 0,M = 1, the coefficient a 0,M indeed can be computed from Eq. ͑19͒ with j = 0, and so can b 0,M = ͑1,1͒ dF M = 1 from Eq. ͑20͒. This allows 1,M ͑x͒ to be computed by Eq. ͑21͒ with j =0. In possession of 1,M and 0,M , Eqs. ͑19͒ and ͑20͒ now become applicable, yielding a 1,M and b 1,M . This, in turn, can be used in Eq. ͑21͒ to generate 2,M ͑x͒. Therefore, by alternating between Eq. ͑21͒ and Eqs. ͑19͒ and ͑20͒, all desired recursion coefficients can be computed. Using these coefficients, the monic orthogonal polynomials j ͑x͒, j =0,1,2,..., and hence their orthonormal versions j ͑x͒ ª j ͑x͒ / ʈ j ʈ dF for any measure dF can be readily generated. If dF contains also a discrete component ͑probability mass function͒, it suffices to add this component to the discrete approximation of the continuous part of dF. This does not affect in any way the convergence properties of the discretization. In other words, probability measures from mixtures of continuous and discrete random variables can be accounted for by the Stieltjes procedure.
Gauss Quadrature Formulas
An important application of orthogonal polynomials is approximating integrals involving a positive measure by Gauss quadrature rules. For a given function g and measure dF with bounded or unbounded support, there exists, for each n N, an n-point quadrature rule
where the sum on the right provides an approximation to the integral on the left involving nodes or points x ͑i͒ , i = 1 , . . . ,n and weights w ͑i͒ , i = 1 , . . . ,n, and R n ͑g͒ is the respective error. The sum possesses an algebraic degree of exactness 2n − 1, i.e., zero error R n ͑g͒ = 0, when g P 2n−1 is a polynomial of degreeՅ 2n − 1. The nodes x ͑i͒ are zeros of n ͑x͒, and the corresponding weights w ͑i͒ can be expressed in terms of the same orthogonal polynomials as well ͑Gautschi 2004͒. However, there exists a deeper connection between the Gauss quadrature formula and an algebraic eigenvalue problem ͑Golub and Welsch 1969͒, enabling the nodes x ͑i͒ to be cleverly obtained as eigenvalues of an n ϫ n, symmetric, tridiagonal Jacobi matrix
comprising recursion coefficients ͕a j , j = 0 , . . . ,n −1͖ and ͕b j , j = 1 , . . . ,n −1͖ of j ͑x͒, j = 0 , . . . ,n that are associated with a prescribed n and measure dF. The associated weights, which are all positive, can be expressed by w
. . ,n, where v i,1 is the first component of the normalized eigenvector corresponding to the ith eigenvalue of J n . In summary, the Stieltjes procedure generates the recursion coefficients, thereby defining orthonormal polynomial bases ͕ ij ͑x i ͒ , i = 1 , . . . ,N ; j = 1 , . . . ,m͖ for an arbitrary probability measure of X i . Furthermore, the recursion coefficients lead to Gauss quadrature formulas, which can be employed to evaluate the expansion coefficients, also for an arbitrary measure. Since no response evaluations are involved, the computational effort associated with the Stieltjes procedure is trivial.
Dimension-Reduction Integration for Calculating Expansion Coefficients
The determination of the expansion coefficients, which involve N-dimensional integrals over R N , is computationally prohibitive when N is large. Instead, a dimension-reduction integration, presented as follows, can be applied to estimate the coefficients efficiently.
Let c = ͕c 1 , . . . ,c N ͖ T be the mean value of X and y͑c 1 , . . . ,
where S Յ R Ͻ N and k = 0 , . . . ,R. For example, when R = 1, the zerodimensional component function, which is a constant, is y͑c͒, and the one-dimensional component functions are
Using the multivariate function theorem of Xu and Rahman ͑2004͒, it can be shown that a special R-variate approximation of y͑x͒, defined by
consists of all terms of the Taylor series of y͑x͒ that have less than or equal to R variables. The expanded form of Eq. ͑24͒, when compared with the Taylor expansion of y͑x͒, indicates that the residual error in ŷ R ͑x͒ includes terms of dimensions R + 1 and higher. All higher-order R-and lower-variate terms of y͑x͒ are included in Eq. ͑24͒, which should generally provide a higherorder approximation of a multivariate function than equations derived from first-or second-order Taylor expansions. Therefore, for R Ͻ N, an N-dimensional integral can be efficiently estimated by at most R-dimensional integrations, if the contributions from terms of dimensions R + 1 and higher are negligible. Substituting y͑x͒ in Eqs. ͑5͒ and ͑6͒ by ŷ R ͑x͒, the coefficients can be estimated from
which require evaluating at most R-dimensional integrals. The proposed equations, Eqs. ͑25͒ and ͑26͒, are substantially simpler and more efficient than performing one N-dimensional integration, as in Eqs. ͑5͒ and ͑6͒, particularly when R N. Hence, the computational effort in calculating the coefficients is significantly lowered using the dimension-reduction integration. When R =1, 2, or 3, Eqs. ͑25͒ and ͑26͒ involve one-dimensional, at most twodimensional, and at most three-dimensional integrations, respectively. Nonetheless, numerical integration is still required for a general function y. The integration nodes and associated weights, which depend on the probability distribution of X i , can be obtained from the eigensolution of Jacobi matrix described in the preceding subsection. In performing the dimension-reduction integration, the value of R should be selected in such a way that it is either equal to or greater than the value of S, which defines the truncation of Eq. ͑1͒. Then all expansion coefficients of S-or lower-variate component functions of y͑x͒ will have nontrivial values.
Computational Effort
The S-variate approximation of the decomposition method requires evaluation of the deterministic coefficients y 0 and C i 1 . . .i S j 1 . . .j S . If these coefficients are estimated by at most R-dimensional ͑R Ն S Ն 1͒ numerical integration with an n-point quadrature rule in Eqs. ͑25͒ and ͑26͒, the following deterministic responses ͑function evaluations͒ are required: y͑c͒, y͑c 1 , . . . ,
. . . ,N and j 1 , . . . , j R = 1 , . . . ,n, where the superscripts on variables indicate corresponding integration points. Therefore, the total cost for an S-variate polynomial dimensional decomposition entails a maximum of ͚ k=0
For example, the univariate ͑S = R =1͒, bivariate ͑S = R =2͒, and trivariate ͑S = R =3͒ approximations require nN +1 ͑linear͒, N͑N −1͒n 2 / 2+nN +1 ͑quadratic͒, and N͑N −1͒͑N −2͒n 3 / 6+N͑N −1͒n 2 / 2+nN +1 ͑cubic͒ function evaluations, respectively.
Since the decomposition in Eq. ͑14͒ is structured with respect to the degree of cooperativity among a finite number of random variables, the exponential complexity associated with the curse of dimensionality has been reduced to a polynomic complexity with respect to N or n. Nonetheless, the numbers of expansion coefficients and resulting function evaluations increase rapidly, although not as fast as in response surface methods with exponential complexity, with higher-variate approximations. Therefore, the dimension-reduction integration proposed is limited to stochastic problems with a moderate number, say, less than a hundred, random variables. For higher-dimensional problems with hundreds or thousands of random variables, the decomposition in Eq. ͑14͒ is still useful, but more efficient methods are needed to calculate the expansion coefficients.
Numerical Examples
Five numerical examples demonstrating the Stieltjes procedure, the associated Gauss quadrature rule, and the extended polynomial dimensional decomposition method are presented. Classical orthogonal polynomials and Gauss quadrature formulas, if they exist, and crude Monte Carlo simulation were employed to evaluate the accuracy, convergence, and computational efficiency of the proposed methods. In Examples 2 and 3, the sample sizes for crude Monte Carlo simulation and the embedded Monte Carlo simulation of the decomposition method are the same, but they vary from 10 6 in Example 2 to 10 7 in Example 3. The respective sample sizes are 20,000 and 10 6 in Example 4 and 1,000 and 10 6 in Example 5. The expansion coefficients in Example 2 were exactly calculated by N-dimensional integrations. However, in Examples 3-5, the coefficients were estimated by dimensionreduction integration with R = S and n = m + 1, so that an S-variate decomposition method requires at most S-variate numerical integration. In Examples 3-5, the computational expense in generating measure-consistent orthogonal polynomials and associated Gauss quadrature formulas is negligible compared with the calculation of the expansion coefficients.
Example 1: Stieltjes Procedure
Consider three frequently encountered non-Gaussian probability density functions
under exponential, lognormal, and Weibull probability measures, respectively, which have the same mean = 1 and standard deviations = 1, 0.15, and 0.1, respectively. Based on these secondmoment statistics, =1, 2 =ln͓1+͑ / ͔͒ 2 = 0.0223, =ln − 2 / 2 = −0.0111, k = 12.1534, and = 1.0430. The objective of this example is to demonstrate the accuracy of the Stieltjes procedure in calculating the recursion coefficients of orthogonal polynomials for the three probability measures. The inner products involved in the Stieltjes procedure were evaluated by decomposing the support of f into four subintervals: ͓0,ϱ͔ = ͓0,3͔ ഫ ͓3,6͔ ഫ ͓6,9͔ ഫ ͓9,ϱ͔ and Fejér quadrature rule. Each subinterval was discretized by a maximum of M max = 400 equally spaced points. The iteration was terminated when the maximum relative error in calculating coefficients Յ2.2ϫ 10 −13 . Table 2 presents calculated values of a j and b j by the Stieltjes procedure for all three measures and 0 Յ j Յ 9. Since there exist classical orthogonal polynomials, known as Laguerre polynomials, for the exponential distribution, the associated recursion coefficients can be exactly calculated. No such classical orthogonal polynomials exist for lognormal and Weibull distributions; however, the associated recursion coefficients for the lognormal distribution can also be exactly determined from moments. Compared with the exact recursion coefficients, listed in Table 1 , the Stieltjes procedure generates convergent and accurate solutions up to at least 10 decimal points displayed. Table 3 displays the nodes and weights of the four-point Gauss quadrature formulas for all three probability measures. They were obtained from eigensolutions of the corresponding Jacobi matrices with the embedded recursion coefficients from Table 2 . A reference solution, the Gauss-Laguerre formula ͑Abramowitz and Stegun 1972͒, exists for the exponential distribution. The approximate quadrature results for the exponential distribution in Table 3 match the Gauss-Laguerre formula up to at least 10 decimal points. For lognormal and Weibull distributions, which do not have reference solutions, Gauss type quadrature rules are easily generated by employing the recursion coefficients from the Stieltjes procedure. Therefore, the Stiletjes procedure is useful not only for producing nonclassical orthogonal polynomials, but also for generating nonstandard Gauss quadrature formulas.
Example 2: Polynomial Function
The second example involves calculating the probability distribution of a cubic polynomial
where X i , i =1-4 are four independent and identically distributed exponential random variables with probability densities f i ͑x i ͒ = exp͑−x i ͒, means i = 1, and standard deviations i =1; i =1-4. The problem was solved by two approaches: ͑1͒ a direct approach employing measure-consistent Laguerre orthonormal polynomials as bases and the Gauss-Laguerre quadrature rule for calculating the expansion coefficients and ͑2͒ an indirect approach transforming original random variables into Gaussian or uniform random variables, followed by Hermite or Legendre orthonormal polynomials as bases and the Gauss-Hermite or Gauss-Legendre quadrature rule for calculating the expansion coefficients. Since Eq. ͑28͒ represents a third-order polynomial, the Laguerre polynomials with a value of m = 3 should exactly reproduce y. In that case, the highest order of integrands for calculating the expansion coefficients is six. A four-point Gauss-Laguerre quadrature should then provide the exact values of the coefficients. In the direct approach, the expansion coefficients were calculated using m =3 in Eq. ͑7͒ and then numerically integrating Eqs. ͑5͒ and ͑6͒ with n = 4. Therefore, the only source of error in a truncated polynomial dimensional decomposition is the selection of S. In the indirect approach, the transformation of y leads to nonpolynomials in the space of Gaussian or uniform variables; therefore, approximations in a truncated decomposition occur not only due to S, but also due to m and n. Hence, several values of 3 Յ m Յ 6 and 3 Յ m Յ 9 were employed for mappings into Gaussian and uniform variables, respectively. The coefficients in the indirect approach were calculated by the n-point Gauss-Hermite or Gauss-Legendre quadrature rule, where n = m +1. Fig. 1 shows the tail probability distributions of y͑X͒ calculated by the direct approach. It contains four plots: one obtained from crude Monte Carlo simulation and the remaining three generated from univariate ͑S =1͒, bivariate ͑S =2͒, and trivariate ͑S =3͒ polynomial dimensional decomposition methods. The tail distributions, all obtained for m = 3, converge rapidly with respect to S. Compared with crude Monte Carlo simulation, the univariate method is less accurate than others. This is due to the absence of cooperative effects of random variables in the univariate approximation. The bivariate solution, which captures cooperative effects of any two variables, is remarkably close to the crude Monte Carlo results. The results from the trivariate decomposition and crude Monte Carlo simulation are coincident, as ỹ 3 ͑X͒ is identical to y͑X͒, which itself is a trivariate function.
Using the indirect approach, Figs. 2͑a and b͒ present the tail distributions of y͑X͒ by univariate, bivariate, and trivariate decomposition methods for several values of m, calculated when the original variables are transformed into standard Gaussian ͓N͑0,1͔͒ and uniform ͓U͑−1,1͔͒ variables, respectively. According to Fig. 2͑a͒ , the tail probabilities obtained by all three decomposition methods from the indirect approach converge to the respective solutions from the direct approach when m and n increase. However, the lowest order of orthogonal polynomials required to converge in the indirect approach ͑Hermite͒ is six, a number twice that employed in the direct approach ͑Laguerre͒. This is due to higher nonlinearity of the mapped y induced by the transformation from exponential to Gaussian variables. The nonlinearity becomes too high for the transformation to uniform variables. In this case, the tail probabilities in Fig. 2͑b͒ fail to converge even when the order of Legendre polynomials is tripled from the value of three employed in the direct approach. Therefore, a direct approach entailing measure-consistent orthogonal polynomials and the associated Gauss quadrature rule-in this case, Laguerre polynomials and the Gauss-Laguerre quadrature rule-is desirable for generating both accurate and efficient solutions.
Example 3: 10-Bar Truss
A linear-elastic, 10-bar truss, shown in Fig. 3͑a͒ , is simply supported at Nodes 1 and 4, and is subjected to two concentrated random loads P at Nodes 2 and 3. The truss members, which have random cross-sectional areas A i , i − 1 -10, are made of an aluminum alloy with random Young's modulus E. The input vector X = ͕A 1 , . . . ,A 10 , E , P͖ T R 12 comprises 12 independent random variables with their statistical characteristics listed in Table 4 . From linear-elastic finite-element analysis ͑FEA͒, the maximum vertical displacement v max ͑X͒, which occurs at Node 3, is limited to v 0 = 1.9 in. ͑4.826 cm͒. Therefore, the performance function is y͑X͒ = v 0 − v max ͑X͒ with the corresponding probability of failure P F ª P͓y͑X͒ Ͻ 0͔. As in Example 2, orthogonal polynomials consistent with the input probability measure ͑direct approach͒ and Hermite orthogonal polynomials in the Gaussian space of transformed variables ͑indirect approach͒ were employed to calculate the failure probability. The expansion coefficients were estimated by respective Gauss quadrature rules and dimension-reduction integration with R = S and n = m + 1. Therefore, an S-variate decomposition method requires at most S-dimensional numerical integration for calculating the coefficients.
Since the performance function is nonpolynomial, a convergence study is required to calculate the truss failure probability accurately. Fig. 3͑b͒ presents how the failure probabilities, calculated using univariate ͑S =1͒, bivariate ͑S =2͒, and trivariate ͑S =3͒ decomposition methods, vary with respect to order 2 Յ m Յ 6. The results of both direct ͑proposed͒ and indirect ͑Hermite͒ approaches are displayed. All three decomposition methods adopting either the direct or indirect approach converge, but the converged ͑m =6͒ failure probabilities from the bivariate ͑4.59 ϫ 10 −5 for direct, 4.56ϫ 10 −5 for indirect͒ and trivariate ͑4.69 ϫ 10 −5 for direct, 4.66ϫ 10 −5 for indirect͒ methods match the crude Monte Carlo ͑10 7 samples or FEA͒ estimate of 4.64 ϫ 10 −5 extremely well. However, bivariate and trivariate methods employing the direct approach lead to the crude Monte Carlo result much faster than those using the indirect approach, a trend also exhibited in Example 2. In other words, the convergence of decomposition methods can be significantly accelerated when employing orthogonal polynomials and the Gauss quadrature rule consistent with the probability measure of the random input. Table 5 describes the computational effort in terms of numbers of FEA required to calculate the truss failure probability by various decomposition ͑direct approach͒ methods. The univariate method ͑S = R =1͒ is the most computationally inexpensive method, but it is also the least accurate among the three decomposition methods. The bivariate ͑S = R =2͒ and trivariate ͑S = R =3͒ methods are highly accurate, but their computational efforts, particularly the effort of the trivariate method, are much larger than that of the univariate method. Nonetheless, all three decomposition methods are far less expensive than crude Monte Carlo simulation.
Classical methods, such as the first-order reliability method ͑FORM͒ and second-order reliability method ͑SORM͒, can also 
Monte Carlo Univariate Bivariate Trivariate Fig. 1 . Tail probability distributions of a polynomial function by various methods using exponential probability measure be applied to solve this truss problem. Using gradients from a finite-difference approximation, the FORM and SORM estimates of the failure probability are 6.2ϫ 10 −5 and 4.9ϫ 10 −5 , respectively. These two estimates, requiring 248 and 685 function evaluations, respectively, for a convergence tolerance of 10 −4 are slightly larger than the crude Monte Carlo result, but given the low magnitude of the failure probability, both are reasonable. However, for more complex stochastic problems entailing nonlinear or three-dimensional stress analysis, locating the most probable points, vital for FORM/SORM, can be unwieldy and may not always succeed. Further complications arise if response gradients do not exist or their calculations are computationally intensive. Therefore, gradient-free methods, such as the one proposed here, provide an attractive alternative to classical methods.
Example 4: Double-Edged-Notched Tension Specimen
Consider a double-edged-notched tension ͓DE͑T͔͒ specimen under plane stress with width 2W = 40 in. ͑101.6 cm͒, length 2L = 200 in. ͑508 cm͒, and random crack length a, subject to a random far-field tensile stress ϱ , as shown in Fig. 4͑a͒ . The nonlinear constitutive equation under small-displacement condition is the well-known Ramberg-Osgood relation ͑Anderson 2005͒
where ij and ⑀ ij = stress and strain components, respectively; E = Young's modulus; = Poisson's ratio; 0 = reference stress; ␣ 0 = dimensionless material coefficient; m 0 = strain hardening expo- and e ª ͱ ͑3 / 2͒s ij s ij = von Mises equivalent stress. For elasticplastic cracked structures, the J-integral uniquely defines the asymptotic crack-tip stress and strain fields ͑Anderson 2005͒. The crack length a, material constants E, ␣ 0 , m 0 , and far-field stress ϱ were treated as five independent random variables with their statistical properties listed in Table 6 . The remaining deterministic parameters are as follows: 0 = 22, 450 psi ͑154.78 MPa͒, = 0.3. Due to the double symmetry in the DE͑T͒ problem, Fig. 4͑b͒ shows a finite element mesh at mean crack length of the 1/4 model. A total of 114 elements and 393 nodes were used in the mesh. Second-order elements from the element library of the ABAQUS commercial code ͑2008͒ were employed. Focused singular elements were deployed in the vicinity of the crack tip ͓see Fig. 4͑c͔͒ . A 2ϫ 2 Gaussian integration rule was employed in the FEA. The J-integral J͑X͒, which depends on the random input
was calculated by employing FEAgenerated stress and displacement fields in the domain form of the contour integration.
Since the J-integral characterizes a crack-driving force in nonlinear fracture mechanics, consider the probability of fracture initiation, defined by P͓J͑X͒ Ͼ J Ic ͔, where J Ic is the Mode-I fracture toughness of the material at crack initiation. A J-integral-based probabilistic analysis is commonly used for fracture evaluation of aerospace and nuclear engineering structures. Figs. 4͑d and e͒ present how the fracture-initiation probability, calculated by the bivariate decomposition method employing measure-consistent ͑direct͒ and Hermite ͑indirect͒ orthogonal polynomials, respectively, varies with respect to the fracture toughness of the material. The higher the fracture toughness, the lower the probability of fracture initiation. The results were generated for several values of m = 3, 4, 5, and 6, and the expansion coefficients were estimated by dimension-reduction integration with R = S = 2, requiring at most two-dimensional integrations. From Figs. 4͑d and e͒, the fracture-initiation probabilities from both approaches converge to the crude Monte Carlo estimate, obtained from 20,000 FEA that was feasible for this nonlinear problem. As exhibited in the previous two examples, measure-consistent orthogonal polynomials again lead to faster convergence of the fracture-initiation probabilities than Hermite orthogonal polynomials.
The numbers of FEA required by the bivariate decomposition method in conjunction with either direct or indirect approach are 181, 276, 391, and 526 when m = 3, 4, 5, and 6, respectively. Therefore, significant savings of the computational effort by crude Monte Carlo is possible for this and similar other examples. Application of classical FORM/SORM to solve this problem is less simple, as calculating analytical gradients of an elastic-plastic fracture response is not unduly easy, not to mention shape sensitivity analysis required to account for the random crack geometry.
Example 5: Leverarm
The final example illustrates the polynomial dimensional decomposition method in solving an industrial scale, stochastic mechanics problem. It involves probabilistic analysis of a leverarm in a wheel loader, depicted in Fig. 5͑a͒ , commonly used in the heavy construction industry. The loading and boundary conditions of a single leverarm are shown in Fig. 5͑b͒ . Fig. 5͑c͒ presents an undeformed leverarm mesh from the ABAQUS code ͑2008͒, which comprises 48,312 tetrahedral elements. Two random loads P H and P V acting at Pin E can be viewed as input loads due to other mechanical components of the wheel loader. The essential boundary conditions, sketched in Fig. 5͑b͒ , define random prescribed displacements Bivariate-Hermite Fig. 4 . DE͑T͒ specimen: ͑a͒ geometry and loads; ͑b͒ finite-element mesh at mean crack length; ͑c͒ singular elements at the crack tip; ͑d͒ probability of fracture initiation by direct approach; and ͑e͒ probability of fracture initiation by indirect approach Table 7 . The bivariate decomposition method with measure-consistent orthogonal polynomials and the associated Gauss quadrature rule was employed to obtain the probabilistic characteristics of several elastic responses generated by linear-elastic FEA of the leverarm. The expansion coefficients were estimated by dimension-reduction integration with R = S = 2, requiring at most two-dimensional integrations.
Figs. 6͑a-c͒ present probability densities of maximum von Mises stress ͑ e,max ͒, maximum largest principal strain ͑⑀ 1,max ͒, and maximum distortional energy density ͑U d,max ͒, respectively, of the entire leverarm by the bivariate decomposition method. The probabilistic characteristics of these elastic responses, commonly used for examining material yielding or fatigue damage, quantify the impact of input uncertainty on an output variable of interest. These probability densities, obtained by setting m = 3 and n =4, are judged to be converged responses, as their changes due to further increases in m and n are negligibly small. Therefore, only 481 ABAQUS-aided FEA were required in generating all three probability densities by the bivariate method. Due to expensive FEA, crude Monte Carlo simulation was feasible only up to 1,000 realizations, producing only rough estimates of the histograms. Given the low sample size, the histograms, plotted in Figs. 6͑a-c͒, are not expected to provide accurate tail characteristics. Nonetheless, the overall shapes of all three probability densities generated by the bivariate method match these histograms quite well. The accuracy of the decomposition method is further verified in Table  8 , which reveals excellent agreement between the second-moment properties of all three responses obtained by the bivariate method and crude Monte Carlo simulation. This example demonstrates the nonintrusive nature of the polynomial dimensional decomposition method, which can be easily integrated with external legacy codes for solving industrial-scale stochastic problems.
Conclusions
An extended polynomial dimensional decomposition method was developed for solving stochastic problems subject to independent random input following an arbitrary probability distribution. The method is based on Fourier-polynomial expansions of component functions by orthonormal polynomial bases, the Stieltjes procedure for generating the recursion coefficients of orthogonal polynomials and the Gauss quadrature rule for a specified probability measure, and dimension-reduction integration for calculating the expansion coefficients. Compared with the previous development, the extended method no longer depends on classical orthogonal polynomials or standard Gauss quadrature rules. Instead, nonclassical orthogonal polynomials for defining basis functions and non-standard Gauss quadrature rules for calculating the expansion coefficients are generated for arbitrary probability measures. Due to nonintrusive evaluation of the expansion coefficients, the method can be easily adapted to solving complex stochastic problems requiring external deterministic codes.
Five numerical problems were solved to demonstrate the Stieltjes procedure and evaluate the probabilistic characteristics of performance functions, which are simple mathematical constructs or complex responses from FEA. The Stieltjes procedure yields highly accurate nonclassical orthogonal polynomials and associated Gauss quadrature formulas with little additional effort. The probabilistic results indicate that the extended method developed, in particular the bivariate and trivariate versions, provides accurate and convergent estimates of the tail distribution of response uy=uyF, uz=0 uy=uyG, uz=0 ux=uxF, uz=0 ux=uxG, uz=0 (a)
(c) Fig. 5 . Structural analysis of a leverarm: ͑a͒ two leverarms in a wheel loader; ͑b͒ geometry, loading, and boundary conditions; and ͑c͒ undeformed mesh ͑48,312 elements͒ To be distributed equally ͑halved͒ on front and back sides of Pin E. b Uniformly distributed over ͓Ϫ10, 0͔ mm; to be applied on both sides. c Uniformly distributed over ͓0, 10͔ mm; to be applied on both sides.
and reliability. The convergence of the decomposition method accelerates significantly when employing orthogonal polynomials consistent with the probability measure of the random input. The computational effort by the decomposition method is polynomic with respect to the number of random variables or integration points. Therefore, the bivariate or trivariate method, which demands quadratic or cubic cost scaling, is more expensive than the univariate method with linearly varying cost. Nonetheless, the decomposition method is significantly more economical than crude Monte Carlo simulation.
Future Work
For statistically dependent random variables, a direct approach to polynomial dimensional decomposition requires constructing multivariate orthogonal polynomials for a general, multivariate joint density function. In that case, the tensor product invoked in this paper is no longer applicable. New, alternative methods avoiding nonlinear transformations will need to be developed for generating measure-consistent multivariate polynomials. In addition, all examples presented in this work consider only timeinvariant stochastic problems. Therefore, an examination or further extension of the proposed method for solving time-variant problems encountered in dynamic systems is in order. 
