We study the 1 -low rank approximation problem, where for a given n ×d matrix A and approximation factor α ≥ 1, the goal is to output a rank-k matrix A for which
log 1+γ (nd )
)-approximation, for γ > 0 an arbitrarily small constant, even when k = 1.
We give a number of additional results for 1 -low rank approximation: nearly tight upper and lower bounds for column subset selection, CUR decompositions, extensions to low rank approximation with respect to p -norms for 1 ≤ p < 2 and earthmover distance, low-communication distributed protocols and low-memory streaming algorithms, algorithms with limited randomness, and bicriteria algorithms. We also give a preliminary empirical evaluation.
INTRODUCTION
Two well-studied problems in numerical linear algebra are regression and low rank approximation. In regression, one is given an n × d matrix A, and an n × 1 vector b, and one seeks an x ∈ R d which minimizes Ax −b under some norm. For example, for least squares regression one minimizes Ax − b 2 . In low rank approximation, one is given an n × d matrix A, and one seeks a rank-k matrix A which minimizes A − A under some norm. For example, in Frobenius norm low rank approximation, one minimizes A − A F = i, j (A i, j − A i, j ) 2 1/2 . Algorithms for regression are often used as subroutines for low rank approximation. Indeed, one of the main insights of [23, [35] [36] [37] 81] was to use results for generalized least squares regression for Frobenius norm low rank approximation. Algorithms for 1 -regression, in which one minimizes Ax − b 1 = i |(Ax ) i − b i |, were also used [16, 83] to t a set of points to a hyperplane, which is a special case of entrywise 1 -low rank approximation, the more general problem being to nd a rank-k matrix A minimizing i, j |A i, j − A i, j |. Randomization and approximation were introduced to signicantly speed up algorithms for these problems, resulting in algorithms achieving relative error approximation with high probability. Such algorithms are based on sketching and sampling techniques; we refer to [90] for a survey. For least squares regression, a sequence of work [11, 24, 27, 60, 68, 71, 81] shows how to achieve algorithms running in nnz(A) + poly(d ) time. For Frobenius norm low rank approximation, using the advances for regression this resulted in nnz(A) + (n + d ) poly(k ) time algorithms. For 1 -regression, sketching and sampling-based methods [21, 22, 24, 26, 29, 60, 68, 83, 91] led to an nnz(A) + poly(d ) time algorithm.
Just like Frobenius norm low rank approximation is the analogue of least squares regression, entrywise 1 -low rank approximation is the analogue of 1 -regression. Despite this analogy, no non-trivial upper bounds with provable guarantees are known for 1 -low rank approximation. Unlike Frobenius norm low rank approximation, which can be solved exactly using the singular value decomposition, no such algorithm or closed-form solution is known for 1 -low rank approximation. Moreover, the problem was recently shown to be NP-hard [46] . A major open question is whether there exist approximation algorithms, sketching-based or otherwise, for 1low rank approximation. Indeed, the question of obtaining better algorithms was posed in Section 6 of [46] , in [38] , and as the second part of open question 2 in [90] , among other places. The earlier question of NP-hardness was posed in Section 1.4 of [52] , for which the question of obtaining approximation algorithms is a natural followup. The goal of our work is to answer this question.
We now formally de ne the 1 -low rank approximation problem: we are given an n ×d matrix A and approximation factor α ≥ 1, and we would like, with large constant probability, to output a rank-k matrix A for which
where for an n × d matrix C, we let C 1 = n i=1 d j=1 |C i, j |. This notion of low rank approximation has been proposed as a more robust alternative to Frobenius norm low rank approximation [16-18, 55, 56, 58, 59, 63-65, 67, 74, 97] , and is sometimes referred to as 1 -matrix factorization or robust PCA. 1 -low rank approximation gives improved results over Frobenius norm low rank approximation since outliers are less exaggerated, as one does not square their contribution in the objective. The outlier values are often erroneous values that are far away from the nominal data, appear only a few times in the data matrix, and would not appear again under normal system operation. These works also argue 1 -low rank approximation can better handle missing data, is appropriate in noise models for which the noise is not Gaussian, e.g., it produces the maximum likelihood estimator for Laplacian noise [44, 50, 87] , and can be used in image processing to prevent image occlusion [95] . To see that 1 -low rank approximation and Frobenius norm low rank approximation can give very di erent results, consider the n ×n matrix A = n 0 0 B , where B is any (n − 1) × (n − 1) matrix with B F < n. The best rank-1 approximation with Frobenius norm error is given by A = n · e 1 e 1 , where e 1 is the rst standard unit vector. Here A ignores all but the rst row and column of A, which may be undesirable in the case that this row and column represent an outlier. Note A − A 1 = B 1 . If, for example, B is the all 1s matrix, then A = [0, 0; 0, B] is a rank-1 approximation for which A − A 1 = n, and therefore this solution is a much better solution to the 1 -low rank approximation problem than n · e 1 e 1 , for which A − n · e 1 e 1 1 = (n − 1) 2 .
Despite the advantages of 1 -low rank approximation, its main disadvantage is its computational intractability. It is not rotationally invariant and most tools for Frobenius low rank approximation do not apply. To the best of our knowledge, all previous works only provide heuristics. We provide hard instances for previous work in Section 7, showing these algorithms at best give a poly(nd )approximation (though even this is not shown in these works). We also mention why a related objective function, robust PCA [19, 20, 72, 73, 93, 96] , does not give a provable approximation factor for 1low rank approximation. Using that for an n × d matrix C, C F ≤ C 1 ≤ √ nd C F , a Frobenius norm low rank approximation gives a √ nd approximation for 1 -low rank approximation. Alternatively, one can use algorithms for low rank approximation with respect to the sum of distances, i.e., to nd a rank-k matrix A minimizing A− A 1,2 , where for an n×d matrix C, [25, 33, 40, 41, 82] shows how to obtain an O (1)-approximation to this problem in nnz(A) + (n + d ) poly(k ) + exp(k ) time, and using that
There are also many variants of Frobenius norm low rank approximation for which nothing is known for 1 -low rank approximation, such as column subset selection and CUR decompositions, distributed and streaming algorithms, algorithms with limited randomness, and bicriteria algorithms. Other interesting questions include low rank approximation for related norms, such as p -low rank approximation in which one seeks a rank-k matrix A mini-
Note for 1 ≤ p < 2 these are also more robust than the SVD.
Our Results
We give the rst e cient algorithms for 1 -low rank approximation with provable approximation guarantees. By symmetry of the problem, we can assume d ≤ n. We rst give an algorithm which runs in O (nnz(A)) + n · poly(k ) time and solves the 1 -low rank approximation problem with approximation factor (log d ) · poly(k ). This is an exponential improvement over the previous approximation factor of O ( √ d ), provided k is not too large, and is polynomial time for every k. Moreover, provided nnz(A) ≥ n · poly(k ), our time is optimal up to a constant factor as any relative error algorithm must spend nnz(A) time. We also give a hard instance for our algorithm ruling out log d k log k + k 1/2−γ approximation for arbitrarily small constant γ > 0, and hard instances for a general class of algorithms based on linear sketches, ruling out k 1/2−γ approximation.
Via a di erent algorithm, we show how to achieve an O (k )approximation factor in poly(n)d O (k ) 2 O (k 2 ) time. This is useful for constant k, for which it gives an O (1)-approximation in poly(n) time, improving the O (log d )-approximation for constant k of our earlier algorithm. The approximation ratio of this algorithm, although O (1) for constant k, depends on k. We also show one can nd a rank-2k matrix A in poly(n) time for constant k for which
where C > 1 is an absolute constant independent of k. We refer to this as a bicriteria algorithm. Finally, one can output a rank-k matrix A, instead of a rank-2k matrix A, in poly(n) time with the same absolute constant C approximation factor, under an additional assumption that the entries of A are integers in the range {−b, −b + 1, . . . , b} for an integer b ≤ poly(n). Unlike our previous algorithms, this very last algorithm has a bit complexity assumption, and runs in poly(b) time instead of poly(log(b)) time.
Under the Exponential Time Hypothesis (ETH), we show there is no poly(n)-time algorithm achieving a (1+ 1 log 1+γ (n) )-approximation, for γ > 0 an arbitrarily small constant, even when k = 1. The latter strengthens the NP-hardness result of [46] .
We also give a number of results for variants of 1 -low rank approximation which are studied for Frobenius norm low rank approximation; prior to our work nothing was known about these problems.
Column Subset Selection and CUR Decomposition: In the column subset selection problem, one seeks a small subset C of columns of A for which there is a matrix X for which CX − A is small, under some norm. The matrix CX provides a low rank approximation to A which is often more interpretable, since it stores actual columns of A, preserves sparsity, etc. These have been extensively studied when the norm is the Frobenius or operator norm (see, e.g., [12, 13, 32] and the references therein). We initiate the study of this problem with respect to the 1 -norm. We rst prove an existence result, namely, that there exist matrices A for which any subset C of poly(k ) columns satis es min X CX −A 1 ≥ k 1/2−γ · min rank-k matrices A A−A 1 , where γ > 0 is an arbitrarily small constant. This result is in stark contrast to the Frobenius norm for which for every matrix there exist O ( k ϵ ) columns for which the approximation factor is 1 + ϵ. We also show that our bound is nearly optimal in this regime, by showing for every matrix there exists a subset of O (k log k ) columns providing an O ( k log k )approximation. One can nd such columns in poly(n)d O (k log k ) time by enumerating and evaluating the cost of each subset. Although this is exponential in k, we show it is possible to nd O (k log k ) columns providing an O ( k log k log d )-approximation in polynomial time for every k.
We extend these results to the CUR decomposition problem (see, e.g., [14, 37] ), in which one seeks a factorization CU R for which C is a subset of columns of A, R is a subset of rows of A, and CU R − A is as small as possible. In the case of Frobenius norm, one can choose O (k/ϵ ) columns and rows, have rank(U ) = k, have CU R − A F be at most (1 + ϵ ) times the optimal cost, and nd the factorization in nnz(A) log n + n · poly((log n)k/ϵ ) time [14] . Using our column subset selection results, we give an nnz(A) + n · poly(k ) time algorithm choosing O (k log k ) columns and rows, for which rank(U ) = k, and for which CU R − A 1 is poly(k ) log d times the cost of any rank-k approximation to A. p -Low Rank Approximation and EMD-Low Rank Approximation: We also give the rst algorithms with provable approximation guarantees for the p -low rank approximation problem, 1 ≤ p < 2, in which we are given an n × d matrix A and approximation factor α ≥ 1, and would like, with large constant probability, to output a rank-k matrix A for which
where for an n × d matrix C, C p p = n i=1 d j=1 |C i, j | p . We obtain similar algorithms for this problem as for 1 -low rank approximation. For instance, we obtain an nnz(A) + n · poly(k ) time algorithm with approximation ratio (log d ) · poly(k ). We also provide the rst low rank approximation with respect to sum of earthmover distances (of the n rows of A and A) with a (log 2 d ) poly(k ) approximation factor. This low rank error measure was used, e.g., in [80] . Sometimes such applications also require a non-negative factorization, which we do not provide. Distributed/Streaming Algorithms, and Algorithms with Limited Randomness: There is a growing body of work on low rank approximation in the distributed (see, e.g., [3-5, 10, 15, 39, 53, 62, 75, 76, 86, 92] ) and streaming models (see, e.g., [23, 45, 54, 57, 61, 66, 89] ), though almost exclusively for the Frobenius norm. One distributed model is the arbitrary partition model [53] in which there are s servers, each holding an n ×d matrix A i , and they would like to output a k × d matrix V for which min U UV − A is as small as possible (or, a centralized coordinator may want to output this). We give O (sdk ) + s poly(k )-communication algorithms achieving a poly(k, log(n))-approximation for 1 -low rank approximation in the arbitrary partition model, which is optimal for this approximation factor (see [15] where lower bounds for Frobenius norm approximation with poly(n) multiplicative approximation were shown -such lower bounds also apply to 1 low rank approximation). We also consider the turnstile streaming model [70] in which we receive positive or negative updates to its entries and wish to output a rank-k factorization at the end of the stream. We give an algorithm using O (dk ) + poly(k ) space to achieve a poly(k, log(n))-approximation, which is space-optimal for this approximation factor, up to the degree of the poly(k ) factor. To obtain these results, we show our algorithms can be implemented using O (dk ) random bits. We also give algorithms in these settings which can output both factors U and V .
We stress for all of our results, we do not make assumptions on A such as low coherence or condition number; our results hold for any n × d input matrix A.
We report a promising preliminary empirical evaluation of our algorithms in the full version of our paper [84] .
Technical Overview
Initial Algorithm and Optimizations: Let A * be a rank-k matrix for which A − A * 1 = min rank-k matrices A A − A 1 . Let A * = U * V * be a factorization for which U * is n × k and V * is k × d.
Suppose we somehow knew U * and consider the multi-response 1 
where V i , A i denote the i-th columns of V and A, respectively. We could solve this with linear programming though this is not helpful for our argument here.
Instead, inspired by recent advances in sketching for linear algebra (see, e.g., [90] for a survey), we could choose a random matrix S and solve min
If V is an approximate minimizer of the latter problem, we could hope V is an approximate minimizer of the former problem. If also S has a small number t of rows, then we could instead solve min V d i=1 (SU * )V i −SA i 2 , that is, minimize the sum of Euclidean norms rather than the sum of 1 
t-approximation to the problem min V SU * V − SA 1 . A crucial observation is that the solution to min V d i=1 (SU * )V i − SA i 2 is given by V = (SU * ) † SA, which implies that V is in the row span of SA. If also S were oblivious to U * , then we could compute SA without ever knowing U * . Having a low-dimensional space containing a good solution in its span is our starting point.
For this to work, we need a distribution on oblivious matrices S with a small number of rows, for which an approximate minimizer V to min V SU * V − SA 1 is also an approximate minimizer to min V U * V − A 1 . It is unknown if there exists a distribution on S with this property. What is known is that if S has O (d log d ) rows, then the Lewis weights (see, e.g., [29] and references therein) of the concatenated matrix [U * , A] give a distribution for which the optimal V for the latter problem is a (1+ϵ )-approximation to the former problem; see also earlier work on 1 -leverage scores [21, 31] which have poly(d ) rows and the same (1 + ϵ )-approximation guarantee. Such distributions are not helpful here as (1) they are not oblivious, and (2) the number O (d log d ) of rows gives an O ( d log d ) approximation factor, which is much larger than what we want.
There are a few oblivious distributions S which are useful for single-response 1 -regression min U * − a 1 for column vectors , a ∈ R k [22, 83, 91] . In particular, if S is an O (k log k ) ×n matrix of i.i.d. Cauchy random variables, then the solution to min SU * − Sa 1 is an O (k log k )-approximation to min U * −a 1 [83] . The important property of Cauchy random variables is that if X and Y are independent Cauchy random variables, then αX + βY is distributed as a Cauchy random variable times |α | + |β |, for any scalars α, β ∈ R.
The O (k log k ) approximation arises because all possible regression solutions are in the column span of [U * , a] which is (k + 1)dimensional, and the sketch S gives an approximation factor of O (k log k ) to preserve every vector norm in this subspace. If we instead had a multi-response regression problem min SU * V * − SA 1 the dimension of the column span of [U * , A] would be d +k, and this approach would give an O (d log d )-approximation. Unlike Frobenius norm multi-response regression min SU * V * − SA F , which can be bounded if S is a subspace embedding for U * and satis es an approximate matrix product theorem [81] , there is no convenient linear-algebraic analogue for the 1 -norm. We rst note that since regression is a minimization problem, to obtain an O (α )-approximation by solving the sketched version of the problem, it su ces that (1) for the optimal V * , we have
We show (1) holds for α = O (log d ) and any number of rows of S. Our analysis follows by truncating the Cauchy random vari-
, so that their expectation exists, and applying linearity of expectation across the d columns. This is inspired from an argument of Indyk [48] for embedding a vector into a lower-dimensional vector while preserving its 1 -norm; for single-response regression this is the statement that SU * * − Sa 1 = Θ(1) U * − a 1 , implied by [48] . However, for multi-response regression we have to work entirely with expectations, rather than the tail bounds in [48] , since the Cauchy random variables (SU * V j −SA j ) i , while independent across i, are dependent across j. Moreover, our O (log d )-approximation factor is not an artifact of our analysis -we show in Section 6 that there is an n × d input matrix A for which with probability 1 − 1/ poly(k ), there is no k-dimensional space in the span of SA achieving a log d t log t + k 1/2−γ -approximation, for S a Cauchy matrix with t rows, where γ > 0 is an arbitrarily small constant. This shows (k log d ) Ω(1) -inapproximability. Thus, the fact that we achieve O (log d )-approximation instead of O (1) is fundamental for a matrix S of Cauchy random variables or any scaling of it.
While we cannot show (2), we instead show for all V ,
rows. This su ces for regression, since the only matrices V for which the cost is much smaller in the sketch space are those providing an O (log d ) approximation in the original space. The guarantee follows from the triangle inequality: 1 and the fact that S is known to not contract any vector in the column span of U * if S has O (k log k ) rows [83] . Because of this, we have
where we again use the triangle inequality. We also bound the additive term
Given that SA contains a good rank-k approximation in its row span, our algorithm with a slightly worse poly(n) time and poly(k log(n))-approximation can be completely described here. Let S and T 1 be independent O (k log k ) × n matrices of i.i.d. Cauchy random variables, and let R and
where for a matrix C, C k is its best rank-k approximation in Frobenius norm. Output A = ARXSA as the solution to 1 -low rank approximation of A. We show with constant probability that A is a poly(k log(n))-approximation.
To improve the approximation factor, after computing SA, we 1 -project each of the rows of A onto SA using linear programming or fast algorithms for 1 -regression [24, 68] , obtaining an n × d matrix B of rank O (k log k ). We then apply the algorithm in the previous paragraph with A replaced by B. This ultimately leads to a log d · poly(k )-approximation.
To improve the running time from poly(n) to nnz(A) +n ·poly(k ), we show a similar analysis holds for the sparse Cauchy matrices of [68] ; see also the matrices in [91] .
CUR Decompositions:
To obtain a CUR decomposition, we rst nd a log d · poly(k )-approximate rank-k approximation A as above. Let B 1 be an n × k matrix whose columns span those of A, and consider the regression problem min V B 1 V − A 1 . Unlike the problem min V U * V − A 1 where U * was unknown, we know B 1 so can compute its Lewis weights e ciently, sample by them, and obtain a regression problem min V D 1 (B 1 V − A) 1 where D 1 is a sampling and rescaling matrix. Since
Markov bound. Note that
By switching to 2 as before, we see that V = (D 1 B 1 ) † D 1 A contains a (log d ) poly(k )-approximation in its span. Here D 1 A is an actual subset of rows of A, as required in a CUR decomposition. Moreover the subset size is O (k log k ). We can sample by the Lewis
Algorithm for Small k: Our CUR decomposition shows how we might obtain an O (1)-approximation for constant k in poly(n) time. If we knew the Lewis weights of U * , an α-approximate solution to the problem
by taking transposes at the beginning one can replace
. For each guess, we set up the problem
is a sampling and rescaling matrix according to the Lewis weights of D 1 A, then by a similar triangle inequality argument as for our CUR decomposition, minimiz-
one can sample from Lewis weights on the left and right to reduce this to a problem independent of n and d, after which one can use polynomial optimization to solve it in exp(poly(k )) time. One of our guesses D 1 A will be correct, and for this guess we obtain an O (k )-approximation. For each guess we can compute its cost and take the best one found. This gives an O (1)-approximation for constant k, removing the O (log d )-factor from the approximation of our earlier algorithm.
Existential Results for Subset Selection: In our algorithm for small k, the rst step was to show there exist O (k log k ) rows of A which contain a rank-k space which is an O ( k log k )-approximation.
While for Frobenius norm one can nd O (k ) rows with an O (1)approximation in their span, one of our main negative results for 1 -low rank approximation is that this is impossible, showing that the best approximation one can obtain with poly(k ) rows is k 1/2−γ for an arbitrarily small constant γ > 0. Our hard instance is an r × (r + k ) matrix A in which the rst k columns are i.i.d. Gaussian, and the remaining r columns are an identity matrix. Here, r can be twice the number of rows one is choosing. The optimal 1 -low rank approximation has cost at most r , obtained by choosing the rst k columns. Let R ∈ R r /2×k denote the rst k entries of the r /2 chosen rows, and let denote the rst k entries of an unchosen row. For r /2 > k, there exist many solutions x ∈ R r /2 for which x R = . However, we can show the following tradeo :
Then no matter which linear combination x of the rows of R one chooses to approximate by, either one incurs a √ k poly(log k ) cost on the rst k coordinates, or since A contains an identity matrix,
poly(log k ) on the last r coordinates of x R. To show the tradeo , consider an x ∈ R r /2 . We decompose
, and is zero otherwise. Here, c > 0 is a constant, and x 0 denotes the restriction of x to all coordinates of absolute value at least
log c k , as otherwise we are done. Hence, x 0 has small support. Thus, one can build a small net for all x 0 vectors by choosing the support, then placing a net on it. For x j for j > 0, the support sizes are increasing so the net size needed for all x j vectors is larger. However, since x j has all coordinates of roughly the same magnitude on its support, its 2 -norm is decreasing in j. Since (x j ) R ∼ N (0, x j 2 2 I k ), this makes it much less likely that individual coordinates of (x j ) R can be large. Since this probability goes down rapidly, we can a ord to union bound over the larger net size. What we show is that for any sum of the form j ≥1 x j , at most k 10 of its coordinates are at least 1 log k in magnitude.
100 . On these i, (x 0 ) R i must be in an interval of width 1 log k at distance at least 1 100 from the origin. Since (x 0 ) R ∼ N (0, x 0 2 2 I k ), for any value of x 0 2 2 the probability this happens on Ω(k ) coordinates is at most 2 −Θ(k ) . Since the net size for x 0 is small, we can union bound over every sequence x 0 , x 1 , . . . , coming from our nets.
Some care is needed to union bound over all possible subsets R of rows which can be chosen. We handle this by conditioning on a few events of A itself, which imply corresponding events for every subset of rows. These events are such that if R is the chosen set of half the rows, and S the remaining set of rows of A, then the event that a constant fraction of rows in S are close to the row span of R is 2 −Θ(kr ) , which is small enough to union bound over all choices of R.
Curiously, we also show there are some matrices A ∈ R n×d for which any 1 rank-k approximation in the entire row span of A cannot achieve better than a (2 − Θ(1/d ))-approximation.
Bicriteria Algorithm: Our algorithm for small k gives an O (1)approximation in poly(n) time for constant k, but the approximation factor depends on k. We show how one can nd a rank-2k matrix A for which A − A 1 ≤ C · OPT, where C is an absolute constant, and OPT = min rank-k matrices A A − A 1 . We rst nd a rank-k matrix B 1 for which A − B 1 1 ≤ p · OPT for a factor 1 ≤ p ≤ poly(n). We can use any of our algorithms above for this.
Next consider the problem min V ∈R k ×d U * V − (A − B 1 ) 1 , and let U * V * be a best 1 -low rank approximation to A − B 1 ; we later explain why we look at this problem. We can assume V * is an 1 well-conditioned basis [21, 31] , since we can replace U * with U * R −1 and V * with RV * for any invertible linear transformation R.
For any vector x we then have
. This implies all entries of U * are at most 2f A − B 1 , as otherwise one could replace U * with 0 n×k and reduce the cost. Also, any entry of U * smaller than A−B 1 100enkp can be replaced with 0 as this incurs additive error OPT 100 . If we round the entries of U * to integer multiples of A−B 1 100enkp , then we only have O (enkp f ) possibilities for each entry of U * , and still obtain an O (1)-approximation. We refer to the rounded U * as U * , abusing notation.
Let D be a sampling and rescaling matrix with O (k log k ) nonzero diagonal entries, corresponding to sampling by the Lewis weights of U * . We do not know D, but handle this below. By the triangle inequality, for any V ,
gives a xed constant factor approximation to the problem
The non-zero diagonal entries of D can be assumed to be integers between 1 and n 2 .
We guess the entries of DU * and note for each entry there are only O (enkp f log(n 2 )) possibilities. One of our guesses corresponds to Lewis weight sampling by U * . We solve for V and by the guarantees of Lewis weights, the row span of this V provides an O (1)-approximation. We can nd the corresponding U via linear programming. As mentioned above, we do not know D, but can enumerate over all D and all possible DU * . The total time is n poly(k ) .
After nding U , which has k columns, we output the rank-2k space formed by the column span of [U , B 1 ]. By including the column span of B 1 , we ensure our original transformation of the problem min V ∈R k ×d U * · V − A 1 to the problem min V ∈R k ×d U * · V − (A − B 1 ) 1 is valid, since we can rst use the column span of B 1 to replace A with A − B 1 . Replacing A with A − B 1 ultimately results in a rank-2k output. Had we used A instead of A − B 1 our output would have been rank k but would have additive error
If we assume the entries of A are in {−b, −b + 1, . . . , b}, then we can lower bound the cost U * V − A 1 , given that it is non-zero, by (ndb) −O (k ) (if it is zero then we output A) using Lemma 4.1 in [23] and relating entrywise 1 -norm to Frobenius norm. We can go through the same arguments above with A − B replaced by A and our running time will now be (ndb) poly(k ) .
Hard Instances for Cauchy Matrices and More General Sketches: We consider a d × d matrix A = I d + (log d )e 1 e, where e 1 = (1, 0, . . . , 0) and e = (1, 1, . . . , 1) and I d is the d × d identity.
For an O (k log k ) × d matrix S of i.i.d. Cauchy random variables, SA = S + (log d )S 1 e, where S 1 is the rst column of S. For a typical column of SA, all entries are at most poly(k ) log d in magnitude. Thus, in order to approximate the rst row of A, which is (log d )e, by x SA for an x ∈ R k log k , we need x 1 ≥ 1 poly(k ) . Also x S 1 = Ω( x 1 d log d ) with 1 − exp(−k log k ) probability, for d large enough, so by a net argument x 1 ≤ poly(k ) for all x.
However, there are entries of SA that are very large, i.e., about one which is r = Θ(dk log k ) in magnitude, and in general about 2 i entries about r 2 −i in magnitude. These entries typically occur in columns C j of SA for which all other entries in the column are bounded by poly(k ) in magnitude. Thus, |x C j | ≈ r 2 −i for about 2 i columns j. For each such column, if r 2 −i log d, then we incur cost r 2 −i poly(k ) in approximating the rst row of A. In total the cost is When k is large this bound deteriorates, but we also show a k 1/2−γ lower bound for arbitrarily small constant γ > 0. This bound applies to any oblivious sketching matrix. The idea is similar to our row subset selection lower bound. Let A be as in our row subset selection lower bound, consider SA, and write S = U ΣV in its full SVD. Then SA is in the row span of the top O (k log k ) rows of V A, since Σ only has O (k log k ) non-zero singular values. Since the rst k columns of A are rotationally invariant, V A has rst k columns i.i.d. Gaussian and remaining columns equal to V . Call the rst O (k log k ) rows of V A the matrix B. We now try to approximate a row of A by a vector in the row span of B. There are two issues that make this setting di erent from row subset selection: (1) B no longer contains an identity submatrix, and (2) the rows of B depend on the rows of A. We handle the rst issue by building nets for subsets of coordinates of x V rather than x as before; since x V 2 = x 2 similar arguments can be applied. We handle the second issue by observing that if the number of rows of B is considerably smaller than that of A, then the distribution of B had we replaced a random row of A with zeros would be statistically close to i.i.d. Gaussian. Hence, typical rows of A can be regarded as being independent of B.
Limited Independence, Distributed, and Streaming Algorithms: We show for an n × d matrix A, if we left-multiply by an O (k log k ) × n matrix S in which each row is an independent vector of O (d )-wise independent Cauchy random variables, SA contains a poly(k ) log d-approximation in its span. This allows players in a distributed model to share a common S by exchanging O (kd ) bits, independent of n. We use Lemma 2.2 of [51] which shows for a reasonably smooth approximation f to an indicator func- To show the row span of SA contains a good rank-k approximation, we argue S 1 = Ω( 1 ) for a xed ∈ R n with ϵ = Θ(1). We also need for an n × d matrix A with unit-1 columns, that SA 1 = O (kd ). We fool the expectation of a truncated Cauchy by taking a weighted sum of O (log(dk )) indicator functions and applying the above lemma with ϵ = Θ(1/d ). An issue is there are Θ(kd ) Cauchy random variables corresponding to the entries of SA, some of which can be as large as Θ(kd ), so to fool their expectation (after truncation) we need ϵ = Θ(1/(dk )), resulting in O (dk 2 ) seed length and ruining our optimal O (dk ) communication. We show we can instead pay a factor of k in our approximation and maintain O (dk )-wise independence. The distributed and streaming algorithms, given this, follow algorithms for Frobenius norm low rank approximation in [15, 53] .
Hardness Assuming Exponential Time Hypothesis:
By inspecting the proof of NP-hardness of [46] , it at best gives a (1 + 1 n γ )-inapproximability for an arbitrarily small constant γ > 0. We considerably strengthen this to (1 + 1 log 1+γ n )-inapproximability by taking a modi ed version of the n × n hard instance of [46] and planting it in a 2 o (n) × 2 o (n) matrix padded with tiny values. Under the ETH, the maximum cut problem that [46] and that we rely on cannot be solved in 2 o (n) time, so our transformation is e cient. Although we use the maximum cut problem as in [46] for our n × n hard instance, in order to achieve our inapproximability we need to use that under the ETH this problem is hard to approximate even if the input graph is sparse and even up to a constant factor; such additional conditions were not needed in [46] . p -Low Rank Approximation and EMD-Low Rank Approximation: Our algorithms for entrywise p -Norm Error are similar to our algorithms for 1 . We use p-stable random variables in place of Cauchy random variables, and note that the p-th power of a p-stable random variable has similar tails to that of a Cauchy, so many of the same arguments apply. Our algorithm for EMD low rank approximation immediately follows by embedding EMD into 1 .
Counterexamples to Heuristics: Let A = diag(n 2+γ , n 1.5+ϵ , B, B) ∈ R (2n+2)×(2n+2) where ϵ ∈ (0, .5), γ > 0, and B is the n×n all 1s matrix. For this A we show the four heuristic algorithms [17, 34, 56, 59] cannot achieve an n min(γ ,0.5−ϵ ) approximation ratio when the rank parameter k = 3.
NOTATION
Let N + denote the set of positive integers. For any n ∈ N + , let [n] denote the set {1, 2, · · · , n}. For any p ∈ [1, 2], the p -norm of a vector x ∈ R d is de ned as ∈ [1, 2) , the p -norm of a matrix A ∈ R n×d is de ned as
For any p
Let A F denote the Frobenius norm of matrix A. Let nnz(A) denote the number of nonzero entries of A. Let det(A) denote the determinant of a square matrix A. Let A denote the transpose of A. Let A † denote the Moore-Penrose pseudoinverse of A. Let A −1 denote the inverse of a full rank square matrix. We use A j to denote the j th column of A, and A i to denote the i th row of A. For an n × d matrix A, for S a subset of [n] and T a subset of [d], we let A S denote the |S | ×d submatrix of A with rows indexed by S, while A T denotes the n × |T | submatrix of A with columns indexed by T , and A S T denote the |S | × |T | submatrix A with rows in S and columns in T .
For any function f , we de ne O ( f ) to be f · log O (1) ( f ). In addition to O (·) notation, for two functions f , , we use the shorthand f (resp. ) to indicate that f ≤ C (resp. ≥) for an absolute constant C. We use f
to mean c f ≤ ≤ C f for constants c, C. We use OPT to denote min rank −k A k A k − A 1 , unless otherwise speci ed.
PRELIMINARIES 3.1 Polynomial System Veri er
Renegar [78, 79] and Basu et al . [8] independently provided an algorithm for the decision problem for the existential theory of the reals, which is to decide the truth or falsity of a sentence (x 1 , · · · , x )F ( f 1 , · · · , f m ) where F is a quanti er-free Boolean formula with atoms of the form sign( f i ) = σ with σ ∈ {0, 1, −1}. Note that this problem is equivalent to deciding if a given semi-algebraic set is empty or not. Here we formally state that theorem. For a full discussion of algorithms in real algebraic geometry, we refer the reader to [9] and [7] . T 3.1 (D P [8, 78, 79] ). Given a real polynomial system P (x 1 , x 2 , · · · , x ) having variables and m polynomial constraints f i (x 1 , x 2 , · · · , x )∆ i 0, ∀i ∈ [m], where ∆ i is any of the "standard relations": {>, ≥, =, , ≤, <}, let d denote the maximum degree of all the polynomial constraints and let H denote the maximum bitsize of the coe cients of all the polynomial constraints. Then in (md ) O ( ) poly(H ) time one can determine if there exists a solution to the polynomial system P.
Recently, this technique has been used to solve a number of low-rank approximation and matrix factorization problems [2, 6, 25, 69, 77] . Note that [49] provides a tool which is able to determine the minimum nonzero value of the absolute value of a polynomial evaluated on a semi-algebraic set, provided the polynomial is never 0 on that set. That tool does not allow the polynomial system to be de ned by , >, and < relations. However, one can handle such relations by intersecting the set with a large enough ball (see, e.g., [77] ), and replacing an f (x ) 0 constraint with the constraint f (x ) − 1 = 0 for a new variable with bounded value; one can further combine such not equal constraints together so as to not introduce too many variables.
Cauchy and p-stable Transform
De nition 3.2 (Dense Cauchy transform). Let S = σ · C ∈ R m×n where σ is a scalar, and each entry of C ∈ R m×n is chosen independently from the standard Cauchy distribution. For any matrix A ∈ R n×d , SA can be computed in O (m · nnz(A)) time.
De nition 3.3 (Sparse Cauchy transform). Let
where σ is a scalar, S ∈ R m×n has each column chosen independently and uniformly from the m standard basis vectors of R m , and C ∈ R n×n is a diagonal matrix with diagonals chosen independently from the standard Cauchy distribution. For any matrix A ∈ R n×d , ΠA can be computed in O (nnz(A)) time.
De nition 3.4 (Dense p-stable transform). Let p ∈ (1, 2) . Let S = σ · C ∈ R m×n where σ is a scalar, and each entry of C ∈ R m×n is chosen independently from the standard p-stable distribution. For any matrix A ∈ R n×d , SA can be computed in O (m nnz(A)) time.
De nition 3.5 (Sparse p-stable transform). Let p ∈ (1, 2). Let Π = σ · SC ∈ R m×n , where σ is a scalar, S ∈ R m×n has each column chosen independently and uniformly from the m standard basis vectors of R m , and C ∈ R n×n is a diagonal matrix with diagonals chosen independently from the standard p-stable distribution. For any matrix A ∈ R n×d , ΠA can be computed in O (nnz(A)) time.
Lewis Weights
We follow the exposition of Lewis weights from [29] .
De nition 3.6. For a matrix A, let a i denote i th row of A, and a i (= (A i ) ) is a column vector. The statistical leverage score of a row a i is
For a matrix A and norm p, the p Lewis weights w are the unique weights such that for each row i we have L 7 [28] ). Given a matrix A ∈ R n×d , n ≥ d, for any constant C > 0, 4 > p ≥ 1, there is an algorithm which can compute C-approximate p Lewis weights for every row i of A in O ((nnz(A) + d ω log d ) log n) time, where ω < 2.373 is the matrix multiplication exponent [30, 85, 88] . 3.8 (T 7.1 [29] ). Given matrix A ∈ R n×d (n ≥ d) with p (4 > p ≥ 1) Lewis weights w, for any set of sampling probabilities p i , i p i = N ,
if S ∈ R N ×n has each row chosen independently as the i th standard basis vector, times 1/p 1/p i , with probability p i /N , then with probability at least 0.999, 
Frobenius Norm and 2 Relaxation
is of rank at most k and denotes the best rank-k approximation to U B U B AV C V C ∈ R p×d in Frobenius norm. ∈ [1, 2) . For any A ∈ R n×d and b ∈ R n , de ne x * = arg min Then 
Converting Entry-wise 1 and p Objective Functions into Polynomials
min x ∈R ,σ ∈R m m i=1 σ i f i (x ) s.t. σ 2 i = 1, ∀i ∈ [m] f i (x )σ i ≥ 0, ∀i ∈ [m].min x ∈R ,σ ∈R m m i=1 i s.t. σ 2 i = 1, ∀i ∈ [m] f i (x )σ i ≥ 0, ∀i ∈ [m] (σ i f i (x )) a = b i , ∀i ∈ [m] i ≥ 0, ∀i ∈ [m].
Converting Entry-wise 1 Objective
Function into a Linear Program C 3.14. Given any matrix A ∈ R n×d and matrix B ∈ R k×d , the problem min U ∈R n×k U B − A 1 can be solved by solving the following linear program,
where the number of constraints is O (nd ) and the number of variables is O (nd ).
We note that that the time for solving such a linear program is poly(nd ) · L time, where L is the maximum bit complexity. For brevity we drop the dependence on L in the statements of the running times using this routine.
1 -LOW RANK APPROXIMATION
This section presents our main 1 -low rank approximation algorithms. Section 4.1 rst provides our three existence results. Section 4.2 then shows an input sparsity algorithm with approximation ratio poly(k ) log 2 d log n, and then improves the approximation ratio to poly(k ) log d by using our 1 -low rank approximation algorithm for a rank-r (where k ≤ r ≤ (n, d ) ) matrix as a black box (by setting r = poly(k )). Section 4.3 presents an algorithm with O (k ) approximation ratio, then another algorithm with approximation ratio as small as O (1) if one allows for outputting a rank-2k solution, and nally a CUR decomposition algorithm.
Existence Results via Dense Cauchy Transforms, Sparse Cauchy Transforms, Lewis Weights
The goal of this section is to present the existence results in Corollary 4.2. We rst provide several bicriteria algorithms in Theorem 4.1 which can be viewed as "warmups". Then, the proof of our bicriteria algorithm will actually imply our existence results. . Given matrix A ∈ R n×d , for any k ≥ 1, there exist bicriteria algorithms with running time T (speci ed below), which output two matrices U ∈ R n×m , V ∈ R m×d such that, with probability 9/10, (II). indicates the sparse Cauchy transform, then α = O (k 4.5 log 4.5 k log d ).
(III). indicates sampling by Lewis weights, then α = O ( k log k ).
Input Sparsity Time Algorithms
We present two input sparsity time algorithms in this section. The rst algorithm has poly(k, log n, log d ) approximation ratio. The second algorithm has poly(k ) log d approximation ratio. The rst algorithm (Theorem 4.3) in this section is actually worse than the second algorithm (Theorem 4.5) described in this section, in terms of approximation ratio. But this algorithm will be much easier to extend to distributed and streaming settings (we refer the reader to the full version for further details). 
holds with probability 9/10. Intuitively, our second algorithm has two stages. In the rst stage, we just want to nd a low rank matrix B which is a good approximation to A. Then, we can try to nd a rank-k approximation to B. Since now B is a low rank matrix, it is much easier to nd a rank-k approx- Given matrix A ∈ R n×d , for any k ≥ 1, there exists an algorithm which takes nnz(A) + (n + d ) · poly(k ) time to output two matrices U ∈ R n×k , V ∈ R k ×d such that
holds with probability 9/10.
Better Approximation Ratio Algorithms, and a CUR Decomposition Algorithm
This section presents two algorithms running in exp(k ) time. Both of these algorithms also use a technique called a polynomial system 
3:
Choose sparse Cauchy matrices S ∈ R s×n , R ∈ R d ×r , T 1 ∈ R t 1 ×n .
4:
Choose dense Cauchy matrices T 2 ∈ R d ×t 2 .
5:
Compute S · A, A · R and T 1 · A · T 2 . 6:
return ARX , YSA. 8: end procedure 9: procedure L1L R A P L (A, n, d, k) Theorem 4.5 10: Set s ← O (k 5 ).
11:
Choose sparse Cauchy matrices S ∈ R s×n and compute S · A. 12 : 
18:
Guess a diagonal matrix R ∈ R d ×d with only r 1s. R selects r columns of A ∈ R n×d .
19:
Compute a sampling and rescaling matrix D ∈ R n×n ,T 1 ∈ R n×n corresponding to the Lewis weights of AR, and let them have m, t 1 nonzero entries on the diagonals, respectively.
20:
Compute a sampling and rescaling matrix T 2 ∈ R d ×d according to the Lewis weights of (DA) , and let it have t 2 nonzero entries on the diagonal. 21: Solve min X,Y T 1 ARXY DAT 2 − T 1 AT 2 1 .
22:
Take the best solution X , Y over all guesses of R. 23: return ARX , Y DA. 24: end procedure veri er (see details in Section 3.1). At the end, we also provide a CUR decomposition algorithm for the 1 -norm. T 4.6. Given matrix A ∈ R n×d , there exists an algorithm that takes poly(n) · d O (k ) · 2 O (k 2 ) time and outputs two matrices
We present an algorithm which is able to output a rank-2k solution and achieve an O (1)-approximation. This algorithm also leverages a technique called "guessing a sketch" from [77] . 
Set r ← O (k log k ).
4:
Guess a diagonal matrix D ∈ R n×n with r nonzero entries.
5:
Guess matrix DU ∈ R r ×k .
6:
Find V A by solving min V DUV − D(A − B) 1 .
7:
Find U A by solving min U UV A − (A − B) 1 .
8:
Take the best solution U A U B , V A V B over all guesses. 9 :
10: end procedure 11: procedure L1L R A CUR(A, n, d, k) Theorem 4.8 12 :
13:
Let D 1 ∈ R n×n be the sampling and rescaling diagonal matrix corresponding to the Lewis weights of B 1 = U B ∈ R n×k , and let D 1 have d 1 = O (k log k ) nonzero entries. 14: Let D 2 ∈ R d ×d be the sampling and rescaling diagonal matrix corresponding to the Lewis weights of
16:
return C, U , R. 
20:
Choose dense Cauchy matrices S ∈ R s×n , R ∈ R d ×r , T 1 ∈ R t 1 ×n , T 2 ∈ R d ×t 2 .
21:
There is a long line of research on matrix CUR algorithms under the operator norm and Frobenius norm [12-14, 32, 37, 39] . Here, we provide the rst CUR algorithms under Entry-wise 1 norm. 
HARDNESS
This section presents our hardness result under the Exponential Time Hypothesis ETH. We rst introduce the de nition of 3-SAT and ETH. For further details and background on the 3-SAT problem, we refer the reader to [1] .
De nition 5.1 . Given an r variable and m clause conjunctive normal form CNF formula with the size of each clause at most 3, the goal is to decide whether there exists an assignment for the r Boolean variables to make the CNF formula satis ed.
We state the de nition of the Exponential Time Hypothesis: [47] ). There is a δ > 0 such that the 3-SAT problem de ned in De nition 5.1 cannot be solved in O (2 δ r ) running time.
Before we state our main lower bound, we introduce the de nition of MAX-CUT and known hardness results for MAX-CUT .
De nition 5.3 (MAX-CUT decision problem)
. Given a positive integer c * and an unweighted graph G = (V , E) where V is the set of vertices of G and E is the set of edges of G, the goal is to determine whether there is a cut of G that has at least c * edges.
T 5.4 (T 6.1 [42] ). There exist constants a, b ∈ (0, 1) and a > b, such that, for a given MAX-CUT (see De nition 5.3) instance graph G = (E, V ) which is an n-vertex 5-regular graph, if there is an algorithm in time 2 o (n) which can distinguish the following two cases:
(1) At least one cut of the instance has at least a|E| edges, (2) All cuts of the instance have at most b |E| edges, then ETH (see Hypothesis 5.2) fails.
By combining the hard instance in [46] with a padding argument, we obtain the following lower bound under the ETH: T 5.5. Unless ETH (see Hypothesis 5.2) fails, for arbitrarily small constant γ > 0, there is no algorithm, which given a matrix A ∈ {−1, +1} n×d , can compute x ∈ R n , ∈ R d such that
Finally, we reduce the rank-k case to the rank-1 case. The high level idea is that we construct a block diagonal matrix with k blocks where the rst block contains a rank-1 hard instance, and each of the remaining k − 1 blocks is just a single large number. The approximate best rank-k solution needs to use k − 1 dimensions to t these k − 1 large numbers, and has one dimension left to solve the rank-1 hard instance. Thus, we can obtain a lower bound for general k ≥ 1 under ETH.
T 5.6. For any constants c 1 > 0, c 2 > 0 and c 3 > 0, and any constant c 4 ≥ 10(c 1 + c 2 + c 3 + 1), given any matrix A ∈ R n×n with absolute value of each entry bounded by n c 1 , we de ne a block diagonal matrix A ∈ R (n+k −1)×(n+k −1) as
where B = n c 4 . If A is an 1 -norm rank-k C-approximation solution to A, i.e.,
, then there must exist j * ∈ [n] such that
i.e., the rst n coordinates of the column j * of A give an 1 -norm rank-1 C-approximation to A.
HARDNESS RESULTS FOR CAUCHY MATRICES, ROW SUBSET SELECTION, OSE
This section presents our inapproximability results. Theorem 6.1 presents inapproximability results if one uses random Cauchy matrices. Theorem 6.2 is then a warmup for our inapproximability result for row subset selection. Theorem 6.4 then shows inapproximability results for row subset selection. Theorem 6.6 shows general inapproximability results if one uses any linear oblivious subspace embedding (OSE). It is worth noting that all of our hard instances, except for Theorem 6.2, also give hard instances for bicriteria algorithms. Our hard instance for the Cauchy embedding is a matrix A = B+I , where I denotes an identity matrix. The entries of the rst row of B are all equal to Θ(log d ), and the entries elsewhere are all 0. We can prove that it is expensive to t the rst row of A after applying a Cauchy embedding. T 6.1. Let k ≥ 1. There exist matrices A ∈ R d ×d such that for any o(log d ) ≥ t ≥ 1, for a random Cauchy matrix S ∈ R t ×d where each entry is sampled from an i.i.d. Cauchy distribution C (0, γ ), where γ is an arbitrary real number, with probability at least .99 we have
In the following we show that even if we take the entire row span of A, there is no 2 − Θ(1/d ) rank-1 approximation in the row span of A, where A is a matrix obtained by concatenating an all 1s vector with an identity matrix. T 6.2. There exists a value k ≥ 1 and matrix A ∈ R (d −1)×d such that, there is no rank −k matrix B in the row span of A satisfying
In the following, we prove that there is a hard input distribution for any xed sketching matrix. The lower bound on the approximation ratio is at least √ k. Although not immediately useful, we will later combine it with Yao's minimax principle [94] in order to obtain lower bounds when the algorithm chooses a sketching matrix from a distribution. Figure 1 : Let A be (2n + 2) × (2n + 2) input matirx. (a) shows the performance of all the algorithms when the matrix dimensions are growing. The x-axis is n, and the -axis is A − A 1 where A is the rank-3 solution output by all the heuristic algorithms as well as ours. The 1 residual cost of all the other algorithms is growing much faster than ours, which is consistent with our theoretical results. (b) shows the running time (in seconds) of all the algorithms when the matrix dimension n is growing. The x-axis is n and the -axis is time (seconds). The running time of some of the algorithms is longer than 3 seconds. For most of the algorithms (including ours), the running time is always less than 3 seconds. T 6.3. For any k ≥ 1, and any constants c 1 , c 2 which satisfy c 2 − 2 > c 1 > 1, let r = Θ(k c 1 ), n = Θ(k c 2 ), and let A(k, n) denote a distribution over n × (k + n) matrices where each entry of the rst n ×k matrix is i.i.d. Gaussian N (0, 1) and the next n ×n matrix is an identity matrix. For any xed r × n matrix S and a random matrix A ∼ A(k, n), with probability at least 1−O (k 1+ c 1 −c 2 2 ) −2 −Θ(k ) , there is no matrix B ∈ R n×r such that
where ε > 0 is a constant which can be arbitrarily small.
We use the same hard instance in Theorem 6.3 to show hardness for row subset selection. Although one xed set of rows can be regarded as a xed sketching matrix, we need to (and show it is possible to) union bound over all subsets of rows to obtain hardness for row subset selection. T 6.4 (H ). For any k ≥ 1, any constant c ≥ 1, let n = O (k c ), and let A(k, n) denote the same distribution stated in Theorem 6.3. For matrix A ∼ A(k, n), with positive probability, there is no matrix B ∈ R n×(n+k ) in the row span of any r = n/2 rows of A for which
where α ∈ (0, 0.5) is a constant which can be arbitrarily small.
We need the following de nition.
De nition 6.5. Given a matrix A ∈ R n×d , a matrix S ∈ R r ×n , k ≥ 1 and γ ∈ (0, 1 2 ), we say that an algorithm M (A, S, k, γ ) which outputs a matrix B ∈ R n×r "succeeds", if
To prove Theorem 6.6, we apply the hard instance shown in Theorem 6.3 together with Yao's minimax principle. 
EXPERIMENTS 7.1 Setup
We provide some details of our experimental setup. We obtained the R package of [17, 56, 59] from https://cran.r-project.org/web/ packages/pcaL1/index.html. We also implemented our algorithm and the r1-pca algorithm [34] using the R language. The version of the R language is 3.0.2. We ran experiments on a machine with Intel X5550@2.67GHz CPU and 24G of memory. The operating system of that machine is Linux Ubuntu 14.04.5 LTS. All the experiments were done in single-threaded mode.
Counterexample for Previous Heuristics
For any ϵ ∈ (0, 0.5) and γ > 0, we construct the input matrix A ∈ R (2n+2)×(2n+2) as follows
where B is n × n all 1s matrix. We want to nd a rank k = 3 solution for A. Then any of the four heuristic algorithms [17, 34, 56, 59] is not able to achieve better than an n min(γ ,0.5−ϵ ) approximation ratio. We present our main experimental results in Figure 1 . Both [56] and [59] have two di erent ways of initialization. In Figure 1 we use KK05r (resp. Kwak08r) to denote the way that uses a random vector as initialization, and use KK05s (resp. Kwak08s) to denote the way that uses the top singular vector as initialization. Figure 1(a) shows the performance of all the algorithms and Figure 1(b) presents the running time. The 1 residual cost of all the other algorithm grows much faster than in our algorithm. Most of the algorithms (including ours) are pretty e cient, i.e., the running time is always below 3 seconds. The running times of [17, 56] increase rapidly when the matrix dimension n grows.
