I. INTRODUCTION
Close to the onset of a primary instability, systems possessing a large (potentially infinite) number of degrees of freedom often exhibit simple dynamical behavior in the sense that the long-term motion is characterized by a small phase space dimension. This is the case for transitional flows exhibiting periodic or chaotic oscillations, such as the complex geometry flows studied here. Modeling such flows results, after discretization, in large dynamical systems (typically of the order of 10' ODE's for a two-dimensional problem). It is sometimes possible to obtain low-dimensional representations of such large dynamical systems locally in the neighborhood of a particular state, using a center manifold reduction.le3 It has been recently shown rigorously for several PDE's, including models arising from flow instabilities (e.g., Foias et a1., 4 Constantin et al., ' and Ternam ) , that the dynamics is exponentially attracted onto a low-dimensional subset of phase space (an inertial manifold), which contains the global attractor. In principle, therefore, for systems known to possess low-dimensional dynamics, the behavior is obtainable by a small set of ordinary differential equations (e.g., Ref. 7 and references therein). In practice such a reduction is far from easy and often (particularly so for the Navier-Stokes equations) unavailable; such methods have sometimes been observed to yield accurate lowdimensional representations even when an inertial manifold is not formally known to exist (e.g., Ref. 8) .
Here we follow an alternative model reduction approach, based on the Karhunen-Loke expansion. This method has been developed in the context of meteorology as the "method of empirical orthogonal eigenfunctions" (e.g., " Program in Applied and Computational Mathematics. " Department of Chemical Engineering. " Department of Mechanical and Aerospace Engineering. Lorenz' ) and in the context of fluid mechanics as the "proper orthogonal decomposition (POD)" by Lumley.i"*" The method has been found to be useful and efficient in approximating the dynamics of flows characterized by large-scale spatially coherent structures. Consider the instantaneous spatial solution profiles of a PDE ("snapshots") . The basic premise of the POD (the orthogonal decomposition of the spatial covariance of these snapshots) is part of classical pattern recognition methodologies. '2s'3 In the context of timedependent flows and, in particular, turbulent hydrodynamics, Lumley'"'6 proposed to use this method on spatial velocity correlations to identify coherent spatial structures. A combination of this hierarchy of structures with a Galerkin weighted residual discretization of the fundamental model equations (the Navier-Stokes) then provides a spatially and temporally accurate model of the PDE dynamics, provided that a sufficient number of modes has been retained.
The straightforward application of this approach to highly resolved two-and three-dimensional flows can be a formidable computational task. Recently the "method of snapshots" introduced by Sirovich has made such calculations practical. '7-20 During the last few years there has been renewed interest in and extensive application of the POD methodology. It has been applied by Sirovich and his research group at Brown University to a number of examples (thermal convection,21-24 the Ginzburg-Landau equation2' ); it has also been applied by the Cornell group (to the wall region of a turbulent boundary layer26 ), and by other researchers (turbulence in a channe1,27-29 Burgers' equation,30 a mixing jet,3'-33 and a periodically forced mixing layer34 ) . These applications typically have simple geometries, while here we apply the technique to flows in complicated geometries that have only recently been simulated with a high order of accuracy. 35 These highly resolved nu-me&al simulations provide data for the application of the POD and have the advantage over experimental data that the entire spatial velocity and pressure fields are available. The global eigenfunctions constructed by the POD constitute an optimal set of orthogonal basis functions on which the full simulation data is projected. They are then used in a Galerkin projection to form a model set of dynamical equations. The resulting model system is kept low dimensional by retaining only a small number of POD modes (the most "energetic") in the Galerkin projection. That the first few modes provided by the POD hierarchy are sufficient, is corroborated by the fact that the temporal signature of the flows in the regime studied is comparatively simple. Further, the flow fields themselves can be seen to possess large-scale organized spatial structures, identified by the POD eigenmodes. Thus the POD not only provides insight into the nature of the flow and its instabilities, but also permits reduction of the PDE's. This reduction is crucial in allowing a detailed stability and bifurcation analysis to be performed; such analysis is virtually impossible for the size of the equivalent system of ODE's resulting from an accurate spectral element or any other high resolution simulations of tIows in complex geometries.
Other alternative strategies for obtaining a hierarchy of global modes satisfying the incompressibility and the boundary conditions include the construction of Stokes eigenfunctions and the use of eigenfunctions of the linearization around a particular (nonlinear) flow. Stokes eigenfunctions have been extensively used in function-analytic studies of the Navier-Stokes equations (e.g., T6mam36 and Constantin3' ) and recent studies have appeared on the relation between these and the POD modes. 38 The relation between POD modes and the eigenfunctions of linear or linearized systems has also been recently put forward.39*40 The computation of both the Stokes modes and the linearized eigenmodes close to a particular flow is, of course, feasible. Since the POD modes are by construction optimal in spanning the nonlinear attractor, they should account better for the dynamics close to it, especially in the actual parameter regime where they are obtained.
The flows we study in this work are first, two-dimensional flow in a periodically grooved channel; and second, two-dimensional flow past a single circular cylinder. A detailed stability analysis of the first flow has been performed41*42 and companion experimental results have been reported. 43 Groove flows serve as a prototype in which the multipIe interactions of free shear layers, steady or unsteady vortices, and driven wall-bounded shear flows can be investigated in great detail. On the other hand, the fiow past a cylinder has served for nearly a century now as a model for fundamental studies of external flows and has indeed provided a "kaleidoscope of challenging fluid phenomena."44 A quantification of all natural and forced states that the flow achieves in the Reynolds number regime (4O<Re$200) we examine here is given in Karniadakis and Triantafyllou.45 The application, therefore, of the POD technique to these flows will result first in a validation of the method in the low to modest Reynolds number range and complex geometries, and second in a better understanding of fundamental questions regarding these flows, i.e., frequency selection mechanism, transition, and bifurcation process.
The paper is organized as follows: In the next section we present the numerical simulations. Following this, in Sec. III we briefly describe the proper orthogonal decomposition procedure. In Sec. IV we present the resulting POD eigenfunctions for our prototype flows. In Sec. V the construction of a set of amplitude equations is described, and we conclude the paper with a discussion in Sec. VI. A comment on the notation: Superscripts refer to the Reynolds number while subscripts refer to the index of an eigenfunction. When there is no confusion about what Reynolds number is being referred to, the superscript is dropped.
II. DIRECT NUMERICAL SIMULATION OF FLOWS IN COMPLEX GEOMETRIES
In this section we briefly discuss the methodology employed to obtain the detailed databases for flow in a grooved channel and flow past a cylinder. We consider Newtonian fluids governed by the Navier-Stokes equations of motion and subject to the incompressibility condition m x+Re-'V'u+f in a, ot=-p (la) Vu = 0 in 0, (lb) wherep is the static pressure, and the Reynolds number Re is defined separately for the two cases we consider; here D denotes total derivative, while f includes all forcing contributions. The solution domain 0 considered here is two dimensional.
To numerically solve ( la) we employ a high-order fractional spectral element scheme, according to which the solution at every time step is obtained after three substeps as follows: Considering first the nonlinear terms we obtain e -I;J,&qy-q J--I ht =-q~op, [ -N(u"-'11, @a) where N( u") = 4 [ u"*Vu" + V*( u"u") ] represents the nonlinear contributions written in skew-symmetric form at time level n At, and CI, and 6, are implicit/explicit weight coefficients for the stiffly stable scheme of order J (see Karniadakis et aZ.46 ). The next substep incorporates the pressure equation and enforces the incompressibility constraint as follows:
(2b) Finally, the last substep includes the viscous corrections and imposes the boundary conditions, i.e.,
where y0 is a weight coefficient of the backward differentiation scheme employed." ' The above time treatment of the system of equations (2a)-( 2c) results in an efficient calculation procedure since it decouples the pressure and velocity equations as in (2b) and (2~). High-order time accuracy of this fractional scheme is achieved by solving the pressure equation (2b) in the form V2pn+ ' = V*(fi/At),
k-lo---
along with the consistent high-order pressure boundary condition46
where II denotes the unit normal to the boundary I'. Equation (3) is a Helmholtz equation with constant coefficients, which can be rewritten in the standard form
where we have defined + = p" + ', and g(x) = V*( B/At).
Spatial discretization of the Helmholtz equation in arbitrarily complex domains is obtained using the spectral element methodology.47V48 For a two-dimensional geometry the computational domain R is broken up into several quadrilaterals, which are mapped isoparametrically to canonical squares. Field unknowns and data are then expressed as tensor products in terms of Legendre-Lagrangian interpolants. The final system of discrete equations is then obtained using a Galerkin variational statement, while efficient iterative algorithms (preconditioned conjugate gradients or spectral multigrid techniques) are used for the discrete system inversion. The advantage of the method and its success in simulating highly unsteady flows derives from its flexibility to accurately represent nontrivial geometries while pre- serving the good resolution properties of spectral methods. Fast (exponential) convergence and parallel implementations of the method make it also computationally competitive with low-order discretization techniques.49
The spectral element meshes for the grooved channel and the cylinder geometries considered here are shown in Figs. 1 (a) and 1 (b), respectively. Spectral quadrilateral elements of arbitrary size can be selected according to resolution needs. In the former case 24 elements of order 8 are used, while in the latter 58 elements of order 6 are used. Typical computations require 0.1 CPU seconds per time step on a single processor CRAY-Y/MP, while the time integration proceeds for approximately 5000 time steps (Ar~O.02). Extensive validation ofthese spectral element codes has been performed for similar flows as the ones considered here. 4'p45 A. Grooved channel flow
The first geometry considered is the periodically grooved channel, a typical representative of a wall bounded flow with separation. The boundary conditions for the spectral element simulation therefore correspond to no slip at the rigid walls and periodicity in the streamwise direction. The flow is driven via a forcing term f = (2~,0). This is equivalent to the imposition of a constant mean pressure gradient, but leaves the pressure as written in (la) periodic in the horizontal direction. The equivalent pressure drop is scaled [Eqs. (6) and (7) Table I ) ; an empirical scaling of this flow rate variation as a function of the Reynolds number is given in Sec. V. The Reynolds number for this geometry is defined as Re = 3&/4~.
Since the mass flow is not known precisely apriuri, we find it convenient to use the inverse viscosity as a bifurcation parameter and think of it as a reduced or modified Reynolds number: r= l/v.
The stability properties of this flow have been studied in a series of papers. 4's42,50 Briefly summarizing the results, it was found that for Reynolds number above a critical value, Reo, the flow reaches a steady periodic state, the frequency of which is determined by the ourer stable channel flow. The shear layer at the groove lip assists in destabilizing this outer flow component at a Reynolds number significantly lower than that corresponding to plane Poiseuille flow. Moreover, the nonlinear flow structure very closely resembles the linear channel eigenstructure (Tollmien-Schlichting waves) in spatial form as revealed by detailed linear stability analysis and comparisons with the corresponding plane Poiseuille flow.
The critical Reynolds number for the appearance of the first (Hopf) bifurcation, Re,, depends on the dimensions of the groove, i.e., its depth and width as well as the streamwise periodicity length. For the dimensions considered here [ Fig.  1 (a) ] we found that Re, z 300. At a higher Reynolds number, Re, _ -400, three-dimensional modes become excited for a selected spectrum of spanwise wave numbers, which eventually lead to further bifurcations. Our interest here is in the two-dimensional flow evolution and thus we restrict the disect simulations to two dimensions only. In this case, a steady periodic solution is obtained even at high Reynolds number Rez 1000 with increasing amplitude of oscillation, but without any further apparent bifurcations.
B. Cylinder flow
Here Xi refers to each collocation point and N is their total number. The times t, are the discrete times at which the snapshots are taken. The flow past a circular cylinder is a classical example of The eigenvectors of this matrix #j have the property that a prototype external flow. Its most distinct feature is the they form a complete orthonormal set (when properly norvortex street that forms in the wake following the first super-malized) and have eigenvalues Aj that quantify the probabilcritical (Hopf) bifurcation and persisting to very high Reynity of their occurrence in the flow so that olds number in fully turbulent states. It has been determined both experimentally5' and numerically45 that this vortex street is sustained by the near wake absolute instability that appears at Reynolds number Re, =: 37. Here the Reynolds number is based on the cylinder diameter d and the freestream velocity U, ,
Above that Reynolds number a steady periodic state is established similar to the one described in the grooved channel flow. This monochromatic oscillation persists up to Reynolds number Re z 200; according to recent finding$' the flow then becomes three dimensional and reaches another stable state. Further increase of Reynolds number leads to a cascade of period doublings until the wake becomes chaotic at Rez 500.
This "fast" ordered transition suggests that this model flow can be represented faithfully using the POD methodology. As a first step, here we report on the two-dimensional states of the Row. The direct simulations are based again on spectral element discretizations [see Fig. 1 (b) 1. As regards boundary conditions, a uniform velocity profile is prescribed at the upstream boundary, while periodicity is imposed at the two side boundaries; finally, at the exit a fully developed profile is assumed corresponding to a modified Neumann/ viscous sponge boundary condition.46
Ill. PROPER ORTHC?GONAL DECOMPOSITION
A review of the method may be found in Preisendorfer.53 A more accessible discussion directed toward fluid mechanics is given by It is essentially a rational method for obtaining basis eigenfunctions for time-varying flows. We describe the procedure in the discrete time case, which is the relevant situation here. It is usual to invoke the ergodic hypothesis that time averages represent ensemble averages. In the parameter regimes and cases we study the flow is not deterministically chaotic. Therefore, to obtain a representative "coverage" of the low-dimensional manifold we wish to parametrize, at least in a neighborhood of the long-term flow (the attractor), we use several transients starting from several initial conditions to form an ensembie (this has been termed an "extended" POD, or EPOD34 ). Since the dara are obtained through direct numerical iritegration we have available the velocity and pressure fields at several (M) instants in time; these constitute the ensemble of data. If we separate the data into mean U and time-varying parts tl, e.g., v(x,t) = U(x) -i-u(x,t), then the velocity covariance matrix is obtained as (9) R, = L * 2 "(Wm )u(x&? 1, ij= 1,2 ,...) N. (10) m I a, = tbb+,Yh (11) where the parentheses denotes the inner product and the angle brackets denote ensemble averages. The sum of these eigenvalues gives the total "energy" E of the system, E= 2 a,. (12) m=l The eigenvectors are by construction incompressible, v*l$J, = 0, (13) and satisfy the boundary conditions. The velocity at any instant can be expanded in terms of these eigenvectors as u(x,t) = 2 a, to+, (xl,
m=l and forms the basis of a Galerkin expansion. The straightforward evaluation of the eigenstructure of the matrix ( 10) is a very large computational task (in our examples the dimension of the matrix is 104-105). Using the method of snapshots" (expanding the solutions not on the original basis functions, but on the snapshots themselves) the calculation reduces to a much more tractable eigenproblem (in our examples, of dimension -10'). A. Grooved channel flow t
IV. EXTRACTION OF EMPIRICAL EIGENFUNCTIONS
For the flow in the grooved channel we perform the decomposition at r = 350, where the long-term attractor of the flow is a limit cycle. A representative snapshot on this limit cycle, u( x,t = to ) is shown in Fig. 2 (a) and time traces of the horizontal (u ) and vertical (0) velocity as sampled at the point marked A in Fig. 1 (a) are shown in Fig. 2 (b) . As a consequence of the oscillatory instability, in the main body of the channel the flow develops a small oscillatory vertical component as compared to the unbifurcated steady flow for r < 300. We perform the decomposition using M = 52 snapshots from our simulation ensemble. Fewer ( -20) snapshots gave similar results for these temporally simple flows. As noted in the previous section we choose to decompose the time-varying part of the flow (9) . In Table II we show the six largest eigenvalues corresponding to the most energetic modes. The modes are found to occur in pairs of comparable magnitude eigenvalues down the stack. Clearly, the first two modes dominate, comprising more than 99% of the "energy" of the motion. The first four modes collectively contain more than 99.96% of the energy. Thus within these modes we have almost completely captured the spatial structure of the flow field "responsible" for the limit cycle behavior. Fig. 1 (a) . The dots refer to the instant of (a).
modes. The algebraic and geometric multiplicity 2 eigenvalue that would correspond to an "exact" traveling (Tollmien-Schlichting) wave for a plane channel flow is broken by the inhomogeneity in the geometry. This yields two disThe spatial structure of the mean flow U350 and that of the first four modes is shown in Figs. 3 (a) and 3 (b) . We note that the mean flow appears similar to the steady flow for r c 300. This underscores the advantage of performing the decomposition on the time-varying part. The structure of the eigenmodes represents the perturbation field. The eigenmodes have been normalized to have unit L, norm. The first two modes, + , and I&, appear virtually as phase-shifted versions of each other. The presence of the groove breaks the translational symmetry of a plane channel and hence the degeneracy of an infinite number of translationally shifted tinct "almost''-shifted eigenfunctions, corresponding to the "approximate" traveling nature of the solution in the body of the channel. The fact that the eigenvalues come in pairs of approximately equal magnitude (Table II) ; the corresponding wave number is a3,4 = 2.5 14. As regards temporal response of these modes, the second pair oscillates with twice the frequency of the first pair; the latter satisfies approximately the Orr-Sommerfeld dispersion relation for plane channel waves. The modes (b3 4, characterized by twice the wave number of $s,,*, oscillate'in time with twice the fundamental frequency so that modal phase velocity remains constant down the "mode stack." The structure of the higher modes reveals that the "action" centers around the shear layer that develops between the channel and the groove. Near the upper wall the structure seen is identified as the socalled wall modes observed in the linear stability analysis of channel flow,55 and seems to be a universal feature of ail wall-bounded flows. 42 Having obtained the eigenfunctions, their individual contribution to simulation data on the limit cycle is obtained by the projection (u,+) and is shown in Fig,  4 (a). This figure clearly shows how a particular realization ("snapshot") is comprised of the instantaneous sum of the What we have essentially accomplished up to this point is to represent the flow in terms of its most energetic components. The value of the procedure is based on the ability of the POD modes to serve with comparable accuracy in representing data obtained at Reynolds numbers different (either lower or higher) than the one used in obtaining them. To examine this, we show in Fig. 4 (b) similar projections for parameters away from that of the decomposition (r = 1000.) These projections were performed by obtaining M = 20 realizations along a single cycle of the oscillation at the new Reynolds number. Note that away from the decomposition conditions, the modes are no longer eigenvectors of the correlation tensor formed at the new Reynolds number.lR B. Cylinder flow Turning to the flow past a cylinder we see similar features. The decomposition was performed using data from M = 20 realizations selected from an ensemble of transients approaching a stable limit cycle. We performed the decomposition at three Reynolds numbers, Re = 100, 150, and 200. Table III shows the eigenvalues of the most energetic eight modes. Again the first two modes dominate the stack, and the modes appear in pairs. Concentrating on the decomposition at Re = 100, the spatial structure of the mean flow is shown in Fig. 5 (a) , while that of the eigenmodes is shown in Fig. 5 (b) . It has been shown both experimentally56 and numerically4' that vortex streets are nondispersive traveling waves. However, due to dissipation their amplitude decreases downstream and hence they are not translationally invariant. Thus, the observed proximity of the eigenvalue pairs (Table III) and the pairing of the eigenfunctions for the cylinder flow is analogous to that found in the grooved channel flow. As the index of the mode increases, the number of zero crossings in both the horizontal and vertical directions increases. As first pointed out by Sirovich,'8*2' it is useful in problems with geometric symmetries, like the symmetry around the centerline here, to augment the ensemble ofsnapshots by exploiting the symmetry; this would result in more accurate eigenfunction evaluation. The eigenfunctions we computed for the cylinder flow very closely respected those symmetry properties without resorting to such a procedure. This is because the limit cycle possesses the spatiotemporal symmetry that [u(x,y,t),v(x,y,t)] = [u(x, -y, c i-T/2), -U(X, -y,t + T/2)] where Tistheperiodofthe oscillation (Fig. 6 ), and our transient data were obtained very close to this cycle; therefore augmenting the data would essentially yield the same set. As a consequence of the geometric symmetry, the individual eigenfunctions themselves are seen to possess a certain structure (their u and u components are either odd or even) about the midplane (Sirovich'* ). This also implies that certain terms in the dynamical systems constructed using the POD modes will be identically zero. The role of symmetries in the POD methodology is currently being investigated by Aubry, Lian and Titi.57 If the u-component of a mode is odd in y (antisymmetric about the midplane) then its u component is even by continuity. This is shown in Fig. 7 , where "4, and '5~5~ are odd while "4, and "$2 are even. The components 5~5~ and "#4 are even while "& and "#4 are odd. It is, in general, not possible to a priori determine whether a particular mode will be even or odd. However, the reason that the primary two modes are odd in u and even in u is that individual snapshots appear approximately odd in u and even in v. The mean flow, on the other hand, is even in the xvelocity component and odd in the y-velocity component. Figure 8 shows the variation of the first four mode amplitudes when the flow is projected onto these modes. The Once the spatial and temporal parts have been separated in the flow, a dynamical system is obtained by the projection of the Navier-Stokes equations onto the space of the eigenmodes. The Navier-Stokes equations can be written as av -~"~o-v(p+~)+++f,
at where r is as defined in (7) and o = V Xv. For channel flow the Reynolds number is obtained through (6) while for the cylinder flow from (8). Expanding the velocity as in (9) we form evolution equations for the amplitudes in ( 14) through
at where the outer parentheses refer to the inner product. The term c+i, VP), (17) by using the Green's first identity, can be written (18) The first term on the right-hand side is zero because of incompressibility of the eigenmodes ( 13). The last term is zero along the rigid walls and vanishes under periodic boundary conditions. The channel flow is periodic in (v,p) and thus this term, and, in fact, the entire gradient term V(p + ]]~]]~/2), has no contribution.
The boundary conditions on the flow past the cylinder are periodic in the cross-flow direction and therefore there is 2345 no contribution at this boundary from the pressure in ( 18 ) . Furthermore, at the outflow boundary the pressure is zero,46 while at the inflow boundary the eigenvectors are zero by construction. Hence there is no contribution from the pressure in this geometry either. Note that there is a contribution from the gradient term V((]V](~/~), which we take into account. The reason that a model for pressure is needed in the work of Aubry et al. " and Zheng and Glauser'* is because there only part of the flow domain is analyzed, and additional information is needed from the adjacent domain for the nonzero pressure contributions.
The above procedure leads to a system of Nequations by retaining N modes in the Galerkin expansion da, -= cf + &a, + c:j,ka,a, dt + (l/r)(C4 + Cj,aj) + CT'f,, (19) where it has been assumed that a force, if present, acts only as a constant in the horizontal direction. The coefficients, c, in ( 19) are constants resulting from the various inner products. For the channel flow f, = 2/r while f, = 0 for the cylinder flow. Note that because the expansion treats the mean flow as a space-dependent constant, the equations have only quadratic nonlinearities. In (19) the constant terms arise from the contribution of the mean flow, the linear terms involve the time-varying part (including its interaction with the mean), and the quadratic terms are due to the interaction of the time-varying part with itself.
We are particularly interested in the ability of the model-reduction scheme to capture the long-term dynamics at Reynolds numbers different than those used for POD mode extraction ("model training") . Since the POD modes are used in a Galerkin projection of the Navier-Stokes equations, the resulting dynamical system dues contain a dependence on the Reynolds number and such predictions are, in principle, possible. We have not taken into account yet, however, the variation of the mean flow with the Reynolds number, as well as the possibility ofdestabilization of the flow in a phase-space direction not accurately spanned by the current set of empirical modes. We make a conscious effort to quantify these shortcomings below.
A. Grooved channel flow
We have studied the ODE's using both phase space analysis softwarem and continuation and bifurcation algorithms. 6' For the flow in the grooved channel, with training at r = 350 we find that four modes (N = 4) are the smallest set yielding stable oscillations at r = 350 [keeping more modes (N = 6, N = 8) gives very comparable results]. The result of an integration is shown in Fig. 9 . Both the solutions of the model and that of the full simulation are shown in the figure. The curves for the simulation are obtained by the projection u350+350. The two sets are virtually identical, with relative errors increasing with the index of the mode.
In Fig. 10 llall =+l,'@, a3t))"2,
where T is the period. In this four-equation system as r is increased from small values, a supercritical Hopf bifurcation occurs at Y = 320. Beyond this value, the system predicts a branch of stable limit cycles; this branch is accurate close to the decomposition Reynolds number of r, = 350; it can be 0.6 r,,,,,,,l,-l,l,, seen to pass close to the "exact" limit cycle observed by full simulations at r,. For values away from r, the agreement between the model and the full system can be seen to deteriorate. As Fig. 10(b) shows, the period of the model system remains virtually unchanged for r# 350. Thus this model is deficient in extrapolating the system behavior. We can identify a source of this deficiency by noting that the model described in ( 19) contains as a constant part the mean field evaluated at r = 350; this constant part does not vary with Reynolds number. At different values of r, the mean flow will be different from the mean flow at r, = 350. If this change can be accurately spanned by the c$~~', we may still expect the model to work without further modification; this is clearly not sufficient here. The issue of variation of the mean (constant part) of the flow as the parameters vary has been discussed by Sirovich. I9 Another solution is to perform system training using time series from several distinct parameter values, representing the entire regime of desired prediction validity. This would unfortunately mean that the derived eigenfunctions could not be identified with coherent structures at any particular parameter value. For the grooved channel flow problem, we chose to account for the variation in the mean flow with the Reynolds number forming an ad hoc modification of the system, by writing U(r) = yV50, where @la) y = a/r -I-8.
Here a and /? are chosen such that the flow rates at r = 350 and r = 1000 match those from the simulation ( Table I) . The model (21b) reflects the fact that the flow rate drops slightly with the Reynolds number in the flow regime we examine. From (2 la) the flow rate at r = 600 is found to be Q = 1.08, while the actual value from the simulations (Table  I) 
The system is explicitly written out in the Appendix (A 1).
Figures IO(a) and 10(b) (solid line) show the corresponding ampfitude and period for this model system. The amplitude is predicted very well for Reynolds numbers away from the decomposition value. The period is predicted with a maximum error of 15% (at r = 1000) away from the decomposition value. The Hopf bifurcation location is captured fairly accurately, being r, = 292 in the model as compared to approximately r, = 300 obtained by the full simulation. A simple procedure outlined by Sirovich" allows therefore possible to express these new 4 as linear combinations of the old +. We perform such an assessment for the grooved channel flow. Projecting the flow snapshots obtained at r = 1000 onto the first four +: '" and then extracting the eigenfunctions at r = 1000, $f" we find An inspection of the matrix elements shows that there has been some energy exchange between the first two modes (of the order of 10%) and between the third and fourth modes, the change in the latter being smaller (around 5% ). This exchange of energy, which can be thought of as a "rotation" of the coordinates of the +'s, is discernible in Fig. 11 , which shows 6, . Visual inspection of the primary eigenfunction shown in Fig. 3(b) shows the "phase shift" character this coordinate rotation has caused: The pattern has been approximately translated longitudinally along the body of the channel.
If the "old" set of eigenfunctions spans the data obtained at a new Reynolds number, this method of obtaining new eigenfunctions as rotations of the old ones should be equivalent to obtaining them directly (through a POD performed at the new parameter value). The new data, in practice, will not beperfectly spanned by the old eigenfunctions. (11u '"11 ) (23) We see that on the average there is about 7.9% not captured. With the inclusion of more modes, a greater fraction of energy is captured. For instance retaining six modes does not account for 7.5%. Even though the data at r = 1000 are not perfectly captured by the modes obtained at Y = 350, the -8% difference still yields a dynamical system with reasonable long-term properties. This is in marked contrast with the cylinder results discussed below, where extrapolation deteriorates very rapidly with the Reynolds number.
B. Short-term dynamics
The ultimate test of the low-dimensional models obtained through the POD procedure is their ability to accurately capture the stability and bifurcation behavior of the underlying detailed simulations. Nevertheless, even though the long-term dynamic predictions of such models may be sometimes inaccurate-i.e., they do not predict the correct attractors-their short-term prediction capabilities may still be useful, for example, in real-time flow control applications. For this purpose, in addition to the bifurcation diagrams presented above (quantifying the long-term predictive accuracy of the models), we also studied their short-term ability to represent the full simulations.
Figures 12(a) and 12(b) show the results for the grooved channel at r = 350. Two distinct phase-space projections of the four-dimensional reduced model space are shown; the solid line shows a transient away from the limit cycle, while the solid triangles denote the projections (in this space) of the full spectral element transient simulation. These points are recorded at constant time intervals Ar ( Ar is of the order of 30 times the simulation time step). It is obvious that, even for this transient away from (but approaching) the final limit cycle, the short-term prediction capabilities of the model are very satisfactory. The long-term attractor of the model is also shown in the figure and is practically indistinguishable from the projection of the full simulation attractor on the four-POD mode subspace. Figure  12 (c) illustrates the (almost linear) growth of the prediction error in time between the model integration and the full spectral element simulation along the same transient. The symbols have the same meaning as in the phase portrait pictures: squares indicate prediction error at Ar, and stars prediction error at.5 AT. Figure 13 shows the same situation at r = 1000. Here (because of the model shortcomings we discussed previously), the long-term attractor is well captured for the first two POD modes, but is not so accurate in the third and fourth modes [ Fig. 13(b) 1. Nevertheless, the short-term prediction (squares) ofthe model close to the full simulation attractor is obviously good, even though it dete- 
C. Cylinder flow
For the flow past a cylinder with training at Re = 100 we find that at least six modes need to be retained in order to obtain stable oscillations in ( 19). The system with four modes displays an oscillation, which, however, slowly grows without bound but with the addition of modes & and &, the oscillations stabilize. A comparison of the model system and the full system shows that the amplitude and the period are obtained quite well at the decomposition Reynolds number Re = 100 (Fig. 14) . Figure 15 compares model bifurcation calculations with the full simulation. As discussed, when the decomposition is performed at Re, = 100, the model correctly predicts a stable limit cycle at Re,. This limit cycle branch is predicted by the model to start at a (subcritical) Hopf bifurcation at Rez80, and persists until Rez 120, where it turns backward at a limit point (one Floquet multiplier equal to unity). Thus the accuracy of the model predictions rapidly deteriorates as we move away from the decomposition value. Figure  15 also shows the results of performing the decomposition at Re = 150 and 200: The predictions are excellent when the the model is integrated at the decompositional value Re, = 100, 150, and 200.
As noted in the previous paragraph the model obtained using decomposition data at Re, = 100 does not yield an (even inaccurate) attractor when integrated at Re = 150 (Fig. 16) . However, when the correct mean flow from the working Reynolds number is used along with the eigenfunctions at the decomposition value (Re, = 100) the range of predicted stable (not necessarily accurate) oscillations extends beyond the turning point at Re = 120. . (24) We see that on the average there is some 65% not captured. With the inclusion of 8, 14, and 20 modes from Re = 100 the corresponding fractions in the above are 0.6465, 0.6458, and 0.6403. Thus the flow changes with Reynolds number cannot be simply thought of as an "excitation ofthe next higher mode(s)" in the Re = 100 hierarchy.
In order to explore this rapid deterioration in the ability of the model to accurately extrapolate to nondecompositional Reynolds numbers we show in ai the changes are so pronounced (approximately 12% in the streamwise wave number, with some 9 1% of the energy lying out of the subspace spanned by the 4'") that even gross features of the predicted attractor (like the norm in Fig. 15 ) are inaccurate. The ability of the POD modes to effectively span the ensemble data does not necessarily imply that the PODbased dynamical system will accurately reproduce the attractor (long-term as opposed to just short-term dynamics) of the original simulation. Transients of this dynamical system starting on the projection of the attractor of the full simulation, could wander close to this projection for several periods, but eventually drift away. If transients in the process of approaching the full-simulation attractor are included in the original ensemble, this should allow the POD modes to span not only the attractor itself, but also the dynamics in its neighborhood in the full space. The stability and accuracy of the long-term attractor predicted by the POD-bused model is then also enhanced.
For most of the cases we studied (all grooved channel results, as well as the cylinder for Re = 100 and 150) the POD/Galerkin model attractors did not critically depend on our choice of transient simulation ensemble. Even when the simulation data lay on a single transient practically on the full attractor, the decomposition gave excellent shortterm predictions and satisfactory attractors in the resulting models. For the cylinder Row case of Re = 200, however, data on a single transient, while still yielding excellent shortterm predictions in the model, failed to predict a stable attractor close to the full-simulation one. An ensemble consisting of snapshots along several transients (five, shown in Fig.  18 ) in the neighborhood of the full attractor did yield the correct long-term dynamics (Fig. 19 , where 12 POD modes were retained in the Galerkin projection). This data at Re = 200 was also augmented by including data obtained tive bifurcation analysis of these flows; such analysis (for through use of the geometric symmetries of the flow. In most example, stability calculations for limit cycles) are not prac-POD applications in the literature it is assumed that the tical in the fully discretized systems. We also note that it was chaotic or noisy nature of the data helps sample enough of not necessary to resort to models of energy dissipation to the neighborhood of the full simulation attractor. In temporhigher modes (eddy viscosity24 or Heisenberg closure26 ). ally simple (laminar) flows, such as the ones considered This is due, perhaps, to the nonturbulent nature of the flows here, some care must be taken in constructing an ensemble we are considering, where the neglected energy is only a few that can capture the dynamics close to (and not only on) the tenths of one percent of the total at the decomposition valfull attractor.
ues.
VI. SUMMARY AND DISCUSSION
We have used the POD procedure to obtain low-order models describing two distinct two-dimensional flows in complicated geometries. We find that the resulting model dynamical systems are capable of capturing both the shortand long-term dynamics of the full simulations close to, and often away, from the parameter values at which they were obtained (and where, hence, they are strictly valid). This feature-the robustness of the POD modes-has not been previously explored in detail for the type of flows we have considered here. The reduction in dynamical system size resulting from the POD has allowed us to perform a quantitaOur results for the grooved channel flow show that eigenfunctions obtained at some reference parameter value can be fairly accurate in describing the system behavior at new parameter values, provided that some care is taken to account for the mean flow at the new conditions. Apparently this can sometimes be accomplished in an approximate manner; in some situations (e.g., wall-bounded flows) the mean flow does not significantly change its shape (spatial dependence) over the range of Reynolds numbers considered. In the grooved channel flow it remains fairly parabolic in the dynamically significant channel portion of the geometry. For this example, matching the flow rate by a simple Reynolds number model based on simulations at a few distinct condi- tions yields a more accurate dynamical system. Thus, it appears possible that methods to compute the mean flow at different Reynolds numbers (e.g., transport models for turbulent flows6'), coupled with the eigenmodes obtained at one representative base state, could significantly enhance the predictive capabilities of POD models. In other cases (e.g., external Bows), however, the flow may undergo significant change in shape away from the decomposition value. For the wake of the circular cylinder, for example, the length of the recirculation region as well as the streamwise wave number in the low Reynolds number regime depend strongly on the Reynolds number.45 This renders an ad hoc parametrization of the mean flow (based on simple amplitude scaling) useless. Furthermore, as discussed, even though the dynamics remain low dimensional, the POD eigenspaces change significantly with Reynolds number. It is not surprising therefore that the models we derived are so sensitive to the decomposition Reynolds number. We are investigating a systematic way of parametrizing the POD modes with the Reynolds number (smooth interpolation between sets of basis vectors).
The Galerkin procedure employed here is "flat," in the sense that a number of POD modes were retained and the remaining ones discarded. A particularly interesting direction is to combine the approximate inertial manifold methodology with the POD eigenmode hierarchy, and approximate the solution component on the higher POD modes as a function of its components on the lower, more energetic ones. It might, for example, be possible to use only four independent ODE's in the cylinder case with the same accuracy, if the (necessary) fifth and sixth modes were approximated as functions of the first four in a "nonlinear Galerkin-POD" model. This is currently being pursued.
In this paper we have restricted our attention to twodimensional flows that have simple temporal signature, exploring the POD model-reduction capability in complex geometries. The results presented here indicate that, with a well-approximated mean field, orthogonal eigenfunctions that are optimal at a particular parameter value (but less SO at other parameter values) are very useful in obtaining accurate reduced model systems. These systems can be used for short-and long-term prediction, as well as stability and bifurcation calculations, infeasible for traditional discretizations in such geometries. These properties, particularly the short-term prediction accuracy obtained at low computational cost make this approach a powerful tool for real-time flow control applications. As we mentioned above, the secondary instabilities in both of the flows considered are three dimensional; we are currently working toward application of the POD to these fully three-dimensional states.
Note added in proo$ M. Kwak has very recently proved J that the two-dimensional Navier-Stokes equations with periodic boundary conditions do possess an inertial manifold. 
