Abstract: Artificial neural network (ANN) has been well applied in pattern recognition, classification and machine learning thanks to its high performance. Most ANNs are designed by a static structure whose weights are trained during a learning process by supervised or unsupervised methods. These training methods require a set of initial weights values, which are normally randomly generated, with different initial sets of weight values leading to different convergent ANNs for the same training set. Dealing with these drawbacks, a trend of dynamic ANN was invoked in the past year. However, they are either too complex or far from practical applications such as in the pathology predictor in binary multi-input multioutput (MIMO) problems, when the role of a symptom is considered as an agent, a pathology predictor's outcome is formed by action of active agents while other agents' activities seem to be ignored or have mirror effects. In this paper, we propose a new dynamic structural ANN for MIMO problems based on the dependency graph, which gives clear cause and result relationships between inputs and outputs. The new ANN has the dynamic structure of hidden layer as a directed graph showing the relation between input, hidden and output nodes. The properties of the new dynamic structural ANN are experienced with a pathology problem and its learning methods' performances are compared on a real well known dataset. The result shows that both approaches for structural learning process improve the quality of ANNs during learning iteration.
INTRODUCTION
Artificial neural network (ANN) has been applied in numerous areas for a period of time. It has been widely studied and many ANN models have been introduced, which are normally categorized in terms of ANN architectures, activate functions and learning methods [32] .
Most ANNs are designed with a static structure whose weights are trained during a learning process by supervised or unsupervised methods [8] . These training methods require a set of initial weights values, which are normally randomly generated, with different initial sets of weight values leading to different convergence for the same training set [7] . Even though ANN is considered a black box that represents a complex functional relationship between outputs and inputs, inside information of relation or cross affection between them is not well comprehended [33] .
Let us consider pathology prediction (aka medical diagnosis), which is a binary multi-input multi-output (MIMO) problem, as an example to illustrate why static structure ANN should be enhanced. A remarkable area of application of ANN is pathological expert systems, particularly in predicting health problems of people from their precedent symptoms [6] . In this problem, the appearance or absence of a symptom is represented by a binary variable and the prediction result is a binary variable as well. A feed-forward ANN using back-propagation learning method is often used therein. Besides, Deep Neutral Network [6] , probability ANN
[27], neuro-fuzzy system [28], etc. have been utilized alternatively. However, these models require a large number of iterations in the training stage and there is no guarantee for its convergence, especially when using short training data and a small error is required [4] .
Moreover, traditional learning methods treat each instance of the training dataset the same and therefore the presence of exceptional inputs severely influences the ANN error and training rate [2] .
Dealing with these drawbacks, a trend of dynamic ANN was invoked in the past year.
The term 'dynamic' here involves the changes on the network's structure or changes on the edges' weights. Vanini et al. [31] proposed using dynamic neural networks for fault detection and isolation in aircraft jet engine. Wu et al. [34] Aczon et al. [1] proposed a recurrent neural network to learn the course of patient encounters.
Amozegar and Khorasani [3] developed an ensemble of dynamic neural network identifiers including a dynamic multi-layer perceptron, a dynamic radial-basis function neural network, and a dynamic support vector machine.
Gaunt et al. [9] 
DYNAMIC STRUCTURAL ANN
In this section, the new dynamic structural ANN will be presented and it will be applied to the pathology prediction problem for illustration 
Main ideas
Considering pathology prediction as a multiagent system, each of its symptoms has a different impact on a body and their insiders' activities influence a prediction result. An agent mimics the action of a symptom or a set of similar effect symptoms. In fact, the appearance of a symptom itself might not give an insight direction for any specific illness because that symptom may belong to many illnesses. This is the case with fever, which is a symptom of wide spread diseases. However, a set of co-appearance 
Design of the new ANN
From the above idea, we propose a new ANN that shares several important properties with the original ANN: the topology of a neuron; and three layers architecture. However, a dynamic structural ANN has the following key differences: every connection between nodes in the ANN has the same weight; and the hidden layer is represented by an acyclic directed graph.
Each neuron of a dynamic structural ANN has multiple inputs, a fixed weight w and one output with a bias, as depicted in Fig. 3 . -There is no cycle in a directed graph that represents the hidden layer.
Output layer:
-The output value depends on the active hidden nodes' output. Learning the structure of ANN is a new learning process without clear previous instructions [4] .
In this section, we propose two approaches for structural learning. The first one learns directly by calculating output errors and uses these errors to update the number of active hidden nodes based on the Greedy algorithm [5] .
Then, back propagation process is applied to calculate the active hidden nodes, output errors and update its income connections. This process repeats until an expected error or maximal iteration is reached. The second approach uses Genetic Algorithm (GA) as a key of structural learning. A set of ANN structures is initialized as a population, and then using the output errors as fitness function. The GA will lead to the best possible structure of the ANN even if it is not a global optimal structure.
Greedy algorithm
The structure of the hidden layer is learnt where n is the number of inputs,
MAX_INT is the maximum value for a Update one node is simple task by turning a selection connection on or off. Therefore, the complexity of the learning algorithm is
where N is the number of hidden nodes and | | is the number of output nodes.
Genetic algorithm
This section uses GA algorithm for learning the structure of the dynamic structural ANN. In In the learning method based on GA, the rate of convergence is depended on the characteristics of a problem where it is applied.
However, the complexity of algorithm in one iteration of GA depends on selection, crossover and mutation processes.
Advantages of the proposal
The proposed dynamic structure ANN differs from other dynamic ANNs mentioned in the surveyed literature by using a dependency graph to mapping between multi-inputs and multi-outputs. In the scope of this paper, we used 
Instance error during one iteration:
During the iterations of the learning process, the error of each instance in the training set varies to balance average errors for all instances.
For example, in the first three iterations, the errors of training input are shown in Fig.5 .
Fig. 5. Learning method performance

Average error vs. number of iteration:
The result shows that the greedy algorithm, even though designed to improve the quality for each instance in the training set separately, does not guarantee convergence to global optimum.
The different instance has affected the ANNs' structure in deferent ways and a structural updating improves for one input instance but reduces results of others (Fig.6) . 
The comparison of learning methods
In case of using 100 hidden nodes, the performance of both learning methods in the testing set is depicted below (Fig. 9) . The experimental results show that GA algorithm gives better prediction for most cases in the testing set. 
