Density Matrix Embedding from Broken Symmetry Lattice Mean-Fields by Bulik, Ireneusz W. et al.
ar
X
iv
:1
31
0.
00
51
v2
  [
co
nd
-m
at.
str
-el
]  
2 D
ec
 20
13
Density Matrix Embedding from Broken Symmetry Lattice Mean-Fields
Ireneusz W. Bulik,1 Gustavo E. Scuseria,1, 2 and Jorge Dukelsky3
1Department of Chemistry, Rice University, Houston, Texas 77005, USA
2Department of Physics and Astronomy, Rice University, Houston, Texas 77005, USA
3Instituto de Estructura de la Materia-CSIC, Serrano 123, 28006 Madrid, Spain
(Dated: July 5, 2018)
Several variants of the recently proposed Density Matrix Embedding Theory (DMET) [G. Knizia
and G. K-L. Chan, Phys. Rev. Lett. 109, 186404 (2012)] are formulated and tested. We show that
spin symmetry breaking of the lattice mean-field allows precise control of the lattice and fragment
filling while providing very good agreement between predicted properties and exact results. We
present a rigorous proof that at convergence this method is guaranteed to preserve lattice and
fragment filling. Differences arising from fitting the fragment one-particle density matrix alone
versus fitting fragment plus bath are scrutinized. We argue that it is important to restrict the density
matrix fitting to solely the fragment. Furthermore, in the proposed broken symmetry formalism,
it is possible to substantially simplify the embedding procedure without sacrificing its accuracy by
resorting to density instead of density matrix fitting. This simplified Density Embedding Theory
(DET) greatly improves the convergence properties of the algorithm.
PACS numbers: 71.10.Fd, 71.27.+a, 71.30.+h
I. INTRODUCTION
Strongly-correlated electron systems are currently of
great interest in the condensed matter physics and quan-
tum chemistry communities.1,2 Despite the differences,
for example, between frustrated lattices and chemical
bond breaking, the strong-correlation phenomenon in
these systems has similar roots which are manifested by
the breakdown of the mean-field picture. Regardless of
the details of the problem at hand, strong-correlation
has significant impact on many important aspects of the
physics of various systems and cannot be ignored.3–6 A
low computational cost, qualitatively correct description
of strongly-correlated materials would have great impact
on the quality of theoretical predictions. Hence, the quest
for developing novel, as well as improving existing ap-
proaches for strong-correlation continues unabated.
One of the reasons that robust methods for the treat-
ment of strong-correlation are so elusive is related to the
size of the systems of current interest. With increasing
number of electronic degrees of freedom, the numerical
complexity of exactly solving the problem quickly be-
comes prohibitively large; approximate methods must be
therefore employed. An ideal approximation should pro-
vide a systematic and qualitatively correct description
that is computationally accessible and does not deterio-
rate with system size. Such an ideal tool would be there-
fore applicable to a broad range of problems. From a
practical point of view, approximate methods should offer
a good compromise between accuracy and computational
cost. Many methods are available to tackle the strong-
correlation problem; they include Quantum and Varia-
tional Monte Carlo,7–12 Dynamical Mean-Field Theory
(DMFT),13–22 Density Matrix Renormalization Group
(DMRG)23–26, methods based on symmetry breaking and
restoration,27–32 and methods based on a Gutzwiller vari-
ational approach.33,34 This list is not, by any means, ex-
haustive. The effort to develop new approximations is
continuously undertaken.
Recently, Knizia and Chan introduced Density Matrix
Embedding Theory (DMET),35–37 a novel and promis-
ing tool as demonstrated by the high quality results ob-
tained on Hubbard lattices. DMET has its roots in the
embedding DMFT framework, where the complexity of
the entire system is reduced by partitioning the problem
into a fragment plus an entangled bath. Together, they
constitute an impurity model. As opposed to DMFT,
the DMET impurity model is frequency-independent and
therefore significantly simpler.35 DMET is designed to
reproduce the entanglement of the impurity rather than
its Green’s function. Moreover, the construction of the
effective bath is achieved in an algebraic way. In par-
ticular, if the impurity Hamiltonian is defined in a basis
derived from a product state, the complexity of the impu-
rity basis construction amounts to a rather small matrix
diagonalization.38
Density Matrix Embedding Theory has been bench-
marked for model 1D and 2D one-band Hubbard
lattices,35 and in chemical systems.36 In the present work,
we focus on the former in order to further investigate the
properties of this novel methodology. In particular, we
analyze the convergence criterion employed in the initial
study.35 We follow the alternative criterion, introduced
in Ref. 36 and prove that in periodic systems it allows
us to gain full control over the lattice filling. Addition-
ally, we investigate the impact of the effective bath basis
on the quality of results. The formalism here presented
allows for spin symmetry breaking in the underlying lat-
tice mean-field solution that is used to construct the key
ingredients of the DMET procedure.39 The only sym-
metry constraint retained is lattice translational symme-
try, although in the present work we understand it in an
extended cell formalism. This means that the adopted
translational unit cell is identical to the DMET fragment
2for which the calculations are performed. We also suggest
an approximation that substantially reduces the number
of parameters to be optimized. In particular, we show
that it is sufficient to limit the density matrix fitting to
diagonal elements, i.e., we propose, what we call density,
as opposed to density matrix embedding. We provide a
detailed numerical analysis of the results obtained with
this approach. In particular, we benchmark the afore-
mentioned approximation against high quality reference
data and exact solutions for energies, two-body correla-
tion functions, and compressibility. The latter allows us
to access the Mott gap in the Hubbard model.21
II. THEORY
The present section is organized as follows. First, for
clarity and to make this work self-contained, we review
the basic principles of DMET. We discuss the properties
of the embedding basis and sketch the algorithm. We
then proceed to discuss the convergence criterion, which
is by no means unique. The suggested route to incor-
porate broken symmetry embedding is described subse-
quently.
A. Density Matrix Embedding Theory
In order to outline the key ideas of DMET, let us as-
sume that we are given the exact ground state |Ψ〉 for
the system of interest. Then, it is possible to perform
a Schmidt decomposition of this wavefunction according
to40
|Ψ〉 =
∑
i
λi|αi〉|βi〉, (1)
where |αi〉 and |βi〉 can be chosen such that the former
represents a particular set of lattice site states, which we
call the fragment. The latter must then be the comple-
ment that spans all the sites excluded from |αi〉, and we
refer to it as the bath. The summation in the above equa-
tion is limited by the dimension of the smaller of these
two sets. These bases are then used to project the Hamil-
tonian into the Schmidt states of the fragment, |αi〉, and
bath, |βi〉35
Hˆ →
∑
ijkl
|αi〉|βj〉〈αi|〈βj |Hˆ |αk〉|βl〉〈αk|〈βl| = Hˆimp (2)
Details of matrix elements of the projected Hamiltonian,
usually refer to as impurity Hamiltonian, are not relevant
here. For a discussion regarding the impurity Hamilto-
nian, the reader is referred to Ref. 35. The key point
to notice is that the size of the new basis (though many-
body in principle) can be chosen much smaller than that
of the original problem, if formulated in a single particle
basis. As discussed in Ref. 35, the original Hamiltonian
Hˆ and the impurity Hamiltonian Hˆimp share the same
ground state |Ψ〉; information about the expectation val-
ues of Hˆ can be extracted by studying Hˆimp.
Unfortunately, in practical applications, we do not
have access to the exact solution. The embedding states
have to be approximated. The fundamental simplifica-
tion of DMET is to replace the exact solution with a
mean-field (here understood as Hartree-Fock) wavefunc-
tion, which is a simple product wavefunction ansatz. In
this case, the Schmidt fragment and bath bases can be
represented in terms of single particle states. This greatly
simplifies the computational treatment of the impurity
problem and, as we show in this section, provides an ef-
fective truncation of the dimension of single particle basis
for the problem at hand.
Let us follow the procedure more closely on a specific
example, a Hubbard Hamiltonian. In this case,
Hˆ =
∑
ij,σ
(
tij + vij
)
c†iσcjσ + U
∑
i
c†i↑ci↑c
†
i↓ci↓ (3)
where tij connects nearest neighbors, U is the on-site
repulsion parameter, and v is an effective one-body po-
tential that we wish to introduce; the rationale behind
this potential will become apparent in the following. At
this point, let us just notice that v is contained within the
fragment and it is periodically replicated over the lattice.
In the limit of vanishing potential v, the Hamiltonian re-
duces to the standard Hubbard model.
The first step in DMET is to solve the above problem
at the mean-field level. This procedure yields a single
Slater determinant |Φ〉 = Πpa†p|0〉, where a† creates a
hole (occupied) state |φ〉 and |0〉 is a bare vacuum. The
product runs from 1 to the number of electrons. The hole
creation operators are defined by the underlying Hartree-
Fock transformation D from physical fermions c†,41
a†p =
∑
µ
Dµpc
†
µ. (4)
The basis µ takes into account the position and the spin
degrees of freedom. In order to construct the fragment
and bath states needed to define the impurity Hamil-
tonian, we introduce the operator PˆF that projects the
hole levels onto the single particle basis contained within
the fragment. Additionally, we have the complement PˆB
such that PˆF + PˆB = Iˆ, where Iˆ is the identity operator.
Following Ref. 38, one can define an overlap matrix M,
Mpq = 〈φq|PˆF |φp〉, (5)
where the indices p and q run over hole states. This
hermitian matrix can be brought to diagonal form by a
unitary transformation V satisfying V†MV = d, where d
contains at most min(ne, nf) nonzero eigenvalues (here
ne is the number of electrons in the lattice whereas nf
is the size of the single particle fragment basis). In the
following, we will assume that ne ≥ nf and that all nf
eigenvalues are different from 1 and 0 (otherwise, special
care has to be taken while constructing the fragment and
3bath states). For each of the nonzero eigenvalues, one
may construct a fragment state
|fi〉 =
∑
p
V∗pi√
di
PˆF |φp〉 (6)
and a bath state
|bi〉 =
∑
p
V∗pi√
1− di
PˆB|φp〉. (7)
The single particle states that correspond to vanishing
eigenvalues of M are considered as the inert core states
|i〉. Following Ref. 40, the states corresponding to van-
ishing eigenvalues of M denote orbitals with zero proba-
bility of being in the fragment space. Similarly, one can
think of the inert core states as states with vanishing cou-
pling to the fragment states in the mean-field one-particle
density matrix. The reader is referred to Appendix 2 for
more details.
In DMET, the inert core single particle states are elim-
inated from the impurity problem (i.e. they are not in-
cluded while projecting the Hamiltonian onto the impu-
rity Hamiltonian). Therefore, DMET retains only a small
portion of the large number of single particle states con-
stituting the original Hilbert space of the problem. In
fact, the total dimension of the single particle basis is just
twice the dimension of the single particle basis spanned
by the fragment. This is clear from the particular prop-
erties of the spectrum of M (Eq. 5) for the mean-field
wavefunction. In other words, the Hilbert space of the
impurity model is significantly smaller than that of the
original problem. It is also determined by the size of the
fragment.
Armed with fragment and bath single particle states,
which we shall refer to as an embedding basis, one
can construct an impurity Hamiltonian (henceforth, for
brevity of notation, the indices in the impurity Hamilto-
nian denote spin and space coordinates),
Hˆimp =
∑
ij
t˜ijd
†
idj +
1
4
∑
ijkl
U˜ijkld
†
id
†
jdldk +
∑
ij
v˜ijb
†
i bj.
(8)
In the above, b† denotes bath creation operators whereas
d† denotes either fragment or bath ones. The t˜ and U˜
denote the one- and (antisymmetrized) two-body terms
of the Hubbard Hamiltonian projected onto the embed-
ding basis, respectively. Similarly, v˜ corresponds to the
additional effective potential. At this point, we would
like to point out that this potential, introduced in Eq. 3,
does not affect directly the one-body part of the impurity
Hamiltonian in the fragment space. In other words, the
fragment part of the impurity Hamiltonian corresponds
to the physical Hamiltonian. As the reader may no-
tice, the DMET impurity Hamiltonian derived from the
Schmidt decomposition of the mean-field wavefunction
is expressed in terms of single particle states and cor-
responding creation and annihilation operators of frag-
ment and bath states. This is to be compared with Eq.
2, which is more general and may include many-body
states as a basis.
The impurity Hamiltonian is the central part of the
approximation. As the dimension of the embedding ba-
sis is significantly reduced (by means of eliminating the
inert core |i〉 states), one is now in a position to employ
powerful ground state computational schemes for solving
it. In particular, exact diagonalization becomes compu-
tationally feasible for modest fragment sizes.
The goal of DMET is to find an optimal effective one-
body potential v by means of minimizing
|γ − γ0| = |〈Ψimp|d†d|Ψimp〉 − 〈Φ|d†d|Φ〉|. (9)
In the above, γ and γ0 are the one-particle density matrix
evaluated with the impurity and the mean-field wave-
function, respectively. The precise meaning of the con-
vergence criterion is discussed in the following section.
Once converged, the energy density e for the fragment
can be evaluated as
e =
∑
fj
t˜fjγjf +
1
4
∑
fjkl
U˜fjklΓklfj (10)
where Γklfj = 〈d†fd†jdldk〉 is the two particle density ma-
trix. The index f in the above summations implies that
at least one of the basis functions has to belong to the
fragment space. Clearly, the energy expression does not
correspond to the expectation value taken with respect to
the full lattice Hamiltonian. Because the above expres-
sion is not a true expectation value taken with respect
to the full Hamiltonian of the system, the DMET en-
ergy need not be an upper bound to the exact value. In
practice, we have observed a tendency of the procedure
to deliver ground state energies that are below the exact
ones.
The self consistency loop in DMET takes the following
form
1. Obtain an initial guess for v.
2. Find D of Eq. 4 and construct fragment and bath
states according to Eqs. 5-7.
3. Construct the impurity Hamiltonian (Eq. 8) and
solve it.
4. Update v by means of Eq. 9.
5. If the update is not negligible, replicate the frag-
ment potential v over the entire lattice and go to
step 2.
B. Convergence criterion
DMET provides a very good compromise between
accuracy and computational cost for the Hubbard
Hamiltonian.35 However, in the original formulation, the
authors chose to define a convergence criterion based on
4an effective one-body potential that minimizes the differ-
ence between the correlated and mean-field one-particle
density matrices over the full impurity space, i.e., frag-
ment and bath basis. In other words, the effective poten-
tial sought satisfies
minv
∑
ij
|γ − γ0|ij , (11)
where the indices i and j run over the fragment and the
bath states. This approach, despite its merits, introduces
a certain limitation to the model. Primarily, as shown in
Appendix 2, because the mean-field density matrix in the
embedding basis must be idempotent, it is not possible
to find v such that the fit between the mean-field (γ0)
and correlated one-particle density matrix (γ) is exact.
An accurate impurity solver yields γ with eigenvalues
different from 1 and 0, except for special cases, like for
example, a trivial system of noninteracting particles. One
therefore concludes that in general
∑
ij |γ − γ0|ij 6= 0.
This deficiency is not just a formal issue. In fact, since
the match between the density matrices cannot be per-
fect, the average number of particles that the impurity
Hamiltonian treats cannot be controlled and can devi-
ate from the desired value. As clear from Eq. 10, the
total energies for the physical system computed with
DMET are determined by the fragment energy. It fol-
lows then, that any error in the average number of parti-
cles in the fragment affects the predictions for the entire
system. This problem can be ameliorated by changing
the definition of the converged effective one-body poten-
tial. An alternative convergence criterion can be there-
fore formulated,36
minv
∑
ij∈f
|γ − γ0|ij . (12)
Henceforth, the block of the density matrix in the em-
bedding basis with two indices located on the fragment is
referred to as fragment one-particle density matrix. With
the above definition of the effective potential, provided
that the minimum corresponds to a perfect match, the
average number of electrons per fragment is correct. This
statement is particularly important from the viewpoint
of periodic systems, where the average particle density
per fragment is known. The proof of this statement is
presented in Appendix 4.
The above considerations narrow the choices for the
convergence criterion due to the constraint on the num-
ber of particles per fragment. Nonetheless, fitting only
the fragment one-particle density matrix is not a unique
choice. For this reason, our density embedding proposal
further simplifies the numerical procedure while impos-
ing control over the lattice filling. As shown in Appendix
4, an exact match between density matrices guarantees
that the trace of fragment γ will have the desired number
of particles. Since the trace is obviously determined by
the diagonal elements of the one-body density matrix, we
formulate the convergence criterion as
minv
∑
i∈f
|γ − γ0|ii. (13)
The decrease in the number of parameters that needs
to be optimized is accompanied by simplifications of the
effective lattice Hamiltonian that one should solve,
Hˆ =
∑
ij,σ
(
tij + vijδij
)
c†iσcjσ + U
∑
i
c†i↑ci↑c
†
i↓ci↓. (14)
We find that Eq. 13 greatly facilitates convergence while
delivering results quantitatively similar to those obtained
with the full method. For the purpose of the present
work, we shall denote the results obtained with the con-
vergence criterion defined by Eq. 13 as Density Embed-
ding Theory (DET). In this approach, the effective po-
tential has a clear physical meaning as an effective (site
dependent) chemical potential.
C. Spin symmetry broken formalism
Having discussed the convergence criterion in DMET,
let us turn our attention to possibilities for optimiz-
ing the embedding basis. The initial DMET calcula-
tions neglected the effect of two-body interactions in the
lattice.35 In other words, the two-body interactions were
suppressed both in the lattice Hamiltonian and bath por-
tions of the impurity Hamiltonian. Only particles in the
fragment states were subjected to the on-site repulsion.
Since in mean-field the entire system is approximated by
a set of non-interacting particles, the Hartree-Fock trans-
formation constitutes the exact solution; no symmetry
breaking can occur, with some exceptions (here we do
not consider explicit symmetry breaking via an effective
potential42). For example, due to lattice discretization
into a set of fragments, translational symmetry might
be violated; this, however, would again correspond to a
situation where one works in an extended unit cell frame-
work. Another possibility is degeneracy of the solution
where the wavefunction may be chosen to violate certain
symmetries of the Hamiltonian.
In the present work, we adopt a different procedure.
The full lattice Hamiltonian corresponds exactly, apart
from the effective one-body potential whose role has been
already discussed, to the Hubbard Hamiltonian. The
system is then treated with a spin-unrestricted formal-
ism, where the Hartree-Fock wavefunction need not be
an eigenfunction of the Sˆ2 operator. This procedure
leads to a spin-dependent embedding basis and an im-
purity Hamiltonian that does not need to commute with
the Sˆ2 operator. In order to retain the simplicity of a
spin-restricted formulation, we do not choose the effec-
tive one-body potential to be spin-dependent. As a direct
consequence, we define the effective one-body potential
by
minv|γc − γc0|. (15)
5Here, γc = 1/2(γ↑↑ + γ↓↓) is the charge density. The
fitted one-particle density matrix may be chosen either
as DMET or DET type. On the other hand, we note
that the broken spin symmetry formalism does not easily
support fitting of the entire one-particle density matrix
in the embedding basis as was done in Ref. 35. Let us
first stress that the transformation of the bare fermion
basis to the embedding basis is a projection and hence
cannot be inverted (unless, of course, one chooses to di-
vide the whole system into two equal fragments). Only
the transformation of the fragment states is unitary (and
hence invertible). Therefore, solely the ↑ and ↓ fragment
density matrices are expressible in the common basis that
defines a charge density matrix. For this reason, fitting of
the entire one-particle density matrix has no clear phys-
ical meaning, though it may be numerically performed.
We stress that the arguments outlined above regarding
correct filling are directly applicable to the charge den-
sity matrix. Indeed, in a spin-restricted formalism, the
charge density matrix and the one-particle density ma-
trix are equivalent.
Finally, let us note that away from half-filling, the spin
unrestricted mean-field solution can admit charge fluctu-
ations that are beyond the size of the fragment. In order
to maintain the mean-field calculations commensurate
with the chosen fragment size, we solve the Hartree-Fock
equations in momentum space assuming homogeneity of
the fragment superlattice.
III. RESULTS AND DISCUSSION
In the following sections, we benchmark all the em-
bedding schemes discussed above for the 1D Hubbard
model. For clarity, let us define acronyms that will be
used in the rest of this paper. Results labeled as BA
correspond to the exact Bethe ansatz solution.43 Calcu-
lations denoted as DMET(n) refer to calculations where
spin symmetry (Sˆ2) in the mean-field solution is allowed
to break and fitting of the one-particle density matrix is
performed over the entire fragment chosen to include n
sites. Similarly, DET(n) denotes calculations where the
fit is enforced only on the diagonal elements of the frag-
ment one-particle density matrix. In order to better illus-
trate the performance of the broken symmetry approach,
we also include data obtained with embeddings where
the two-body interaction is suppressed in the lattice. To
be more precise, in these schemes the Hamiltonian for
which the mean-field solution is obtained corresponds to
Eq. 3 with U = 0t, however, the impurity Hamiltonian
does include the on-site interaction but only in the frag-
ment space. These, as already discussed, correspond to
a Non-Interacting case and are denoted as NI and NIF .
The additional subscript F (for “Full” matrix ) implies
fitting of the full impurity one-particle density matrix
(this is the method introduced in Ref. 35). For conve-
nience, Table I includes the key qualities of all studied
embedding schemes.
TABLE I. Comparison of the key qualities of all studied em-
bedding schemes. Eq. 11, Eq. 12 and Eq. 13 correspond to
fitting of full impurity, fragment only, and the diagonal of the
fragment one-particle density matrix, respectively. Two-body
denotes inclusion of these terms in the lattice and the bath
portions of the impurity. Spin Symmetry denotes whether the
mean-field solution is required to be an eigenstate of the Sˆ2
operator.
Method Fitting Spin Symm. Two-body Ref.
DMET Eq. 12 NO YES This Work
DET Eq. 13 NO YES This Work
NI Eq. 12 YES NO This Work
NIF Eq. 11 YES NO Ref. 35
TABLE II. Energy per site (in units of t) for small Hubbard
rings at half-filling evaluated with DMET and DET when the
entire lattice is divided into two identical fragments. Exact
values are shown for comparison.
8 sites
U = 2 4 6 8 10
Exact -0.8210 -0.5754 -0.4261 -0.3333 -0.2721
DMET(4) -0.8382 -0.5609 -0.4118 -0.3210 -0.2616
DET(4) -0.8210 -0.5754 -0.4261 -0.3333 -0.2721
4 sites
U = 2 4 6 8 10
Exact -0.7071 -0.5257 -0.4087 -0.3301 -0.2750
DMET(2) -0.7262 -0.5090 -0.3860 -0.3091 -0.2568
DET(2) -0.7071 -0.5257 -0.4087 -0.3301 -0.2750
A. Half-lattice embedding
We now focus on a particular benchmark case where
the entire lattice consists of only two fragments. In such
a system, at half filling, the Schmidt decomposition is
just a unitary transformation of the bare fermion basis.
The inert core states are absent. Therefore, the com-
plexity of solving the impurity Hamiltonian is equivalent
to solving the original problem. Results in Table II con-
firms that the DMET embedding scheme is not exact in
this case. This is because the exact and mean-field one-
particle density matrices are not the same. In particular,
they differ in the fragment space. The DMET equations
are not immediately satisfied and the effective potential
has to be optimized. This leads to a slight but significant
deviation of total energies from the exact ones. The sit-
uation is different for the DET scheme. The mean-field
solution charge density does not break translational sym-
metry and carries proper filling. This is the case for the
exact answer as well. For this reason, the diagonal ele-
ments of both matrices agree. The optimal effective po-
tential vanishes and the impurity Hamiltonian coincides
with the Hubbard model. The DET embedding scheme
converges in one iteration and the computed energy is
equal to the exact one.
6B. Hubbard rings at half filling
In order to assess the performance of DMET and DET
formalisms, we study the 1D Hubbard model at half fill-
ing. In the present section, the calculations are per-
formed for a ring of 400 sites with periodic boundary
conditions. The exact solution for half filling was ob-
tained at the thermodynamic limit.43–46 Errors arising
from finite size effects are negligible for a ring of 400
sites.
In Fig. 1, we compare calculations performed with
DMET, DET, NI, and NIF . The calculations for NIF
were performed using the program published by Knizia
and Chan35 (we have verified that differences in bound-
ary conditions are negligible by performing the NI calcu-
lations using our current implementation and the one in
Ref. 35).
For a small fragment composed of just two sites, we
note that the spin unrestricted embedding scheme pro-
vides already a very good description of the energy for
a broad range of on-site interaction strengths. The dif-
ference between DMET and DET is insignificant within
the energy scale of the figure. This observation supports
our choice of determining the optimal fit between the
mean-field and correlated one-particle density matrices.
The performance of embedding methods based on non-
interacting lattice electrons is somewhat worse, although
they still provide an accurate description, especially for
smaller U values. The presented data indicates that NIF
is superior to NI. Similar results are obtained with a frag-
ment size of 4 sites. For this bigger fragment, we observe
a systematic improvement of all the embedding schemes.
In particular, broken spin DET and DMET are virtu-
ally indistinguishable from the exact answer within the
scale of the figure. The NIF data closely follows the BA
curve as well. Finally, we notice that all the embedding
schemes presented (apart from NI with large value of U)
constitute a significant improvement with respect to the
Hartree-Fock energy. As shown in Fig. 1, Hartree-Fock,
even without constraints to preserve Sˆ2 symmetry, devi-
ates significantly from BA, except for U → 0 and U →∞
limits.
In order to gain further insight into the 1D Hubbard
half-filled case, we investigate the two-body correlation
function 〈n↑n↓〉 (on-site double occupancy). Indeed, a
proper description of energetics combined with accurate
double occupancy expectation values implies that the in-
dividual components (one- and two-body contributions)
must be qualitatively correct. The correlation functions
for the various embedding schemes are computed accord-
ing to
〈n↑n↓〉 = 〈Uˆ〉
Unf
, (16)
where Uˆ is the two-body interaction operator in the frag-
ment (computed with the impurity wavefunction) and
nf is the fragment size. For the exact solution, the dou-
ble occupancy is computed using the Hellmann-Feynman
theorem45 as
〈n↑n↓〉 = ∂e
∂U
. (17)
Results are presented in Fig. 2. Once more, the broken
symmetry formalism, even with the smallest fragment, is
highly accurate in the whole range of U values investi-
gated. Just as in the case of the energy, fitting of the
entire fragment density matrix versus its diagonal pro-
vides very similar 〈n↑n↓〉. This implies that DMET and
DET yield not only similar total energies but also indi-
vidual components. The embedding schemes that neglect
two-body interactions at the mean-field level give rise to
double occupancy that departs significantly from exact
results. In particular, NI highly overestimates this cor-
relation function. This in turn translates into a notably
high energy, especially in the strong coupling regime. On
the other hand, NIF yields improved behavior of 〈n↑n↓〉
as a function of U in the strong coupling regime. How-
ever, the shape of the curve for intermediate couplings
reveals some discrepancies as compared to BA. Increas-
ing the size of the fragment, one notices an improvement
in the trends of double occupancy as a function of U .
DMET and DET results are virtually indistinguishable
form the exact answer over the whole studied region. Not
much worse are the NIF results. Only in the case of
NI, the overestimation of double occupancy in the strong
coupling regime is noticeable. This agrees well with the
underestimation of the correlation energy of the NI ap-
proach, which is not ameliorated by increasing the size
of the embedded fragment.
Finally, let us compare the ground state energy density
of DET and DMET with recent variational cluster ap-
proach (VCA)47 and cellular dynamical mean-field the-
ory (CDMFT)48 calculations. For the on-site interaction
U = 4t and U = 8t, the maximum relative error with
respect to Bethe anstatz for the 2 sites fragment DET or
DMET is 2.6% and 2.0% respectively, whereas for 4 sites
fragment DET or DMET 1.2% and 2.1%. In comparison,
VCA calculations for U = 4t become more accurate than
D(M)ET(2) for a cluster size of 6 sites, and achieve simi-
lar accuracy to D(M)ET(4) with a cluster size of 10. For
U = 8t, D(M)ET is as accurate as the VCA approach
with a cluster of 10 sites. The accuracy of D(M)ET is
also comparable with CDMFT with similar cluster sizes.
C. Hole-doped Hubbard rings
In this section, we investigate the behavior of the sym-
metry broken embedding formalism in the hole-doped
Hubbard lattice. Again, the calculations correspond to a
lattice composed of 400 sites.
In Fig. 3, we present the dependence of the energy per
site as a function of lattice filling for three values of the
on-site interaction, U = 4t, 6t, and 8t. Additionally, we
plot the relative error in the total energy as compared to
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FIG. 1. Energy per site of the 1D Hubbard model at half-
filling evaluated with various embedding approximations with
a fragment of 2 (top panel) and 4 sites (bottom panel). Bethe
ansatz (BA) and Hartree-Fock (HF) results are added for
comparison. The error with respect to BA is plotted in the
bottom panel. The HF wavefunction is not constrained to
preserve Sˆ2 symmetry.
exact values. The errors for NIF are not included because
the data was generated using the program of Ref. 35
where different periodic boundary conditions were used.
The calculations are performed with a fragment of 2, ex-
cept for the U = 4t curve evaluated with DET and a
fragment of 4. We do not present a more detailed in-
vestigation with larger fragments because of convergence
problems with DMET. Indeed, we find that inclusion of
two-body interactions in the lattice Hamiltonian intro-
duces significant problems in the potential optimization;
these problems, whatever their origin, do not appear in
the DET density embedding scheme. For instance, even
at U = 4t, we did not succeed in converging DMET equa-
tions for the entire e(〈n〉) curve.
As it is apparent from Fig. 3, all embedding schemes
provide a fairly accurate description of energetics with
the exception of NI. This embedding scheme quickly
breaks down in the strong-coupling limit. Whereas for
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FIG. 2. Comparison of double occupancy for the 1D Hub-
bard model at half-filling evaluated with various embedding
approximations with a fragment of 2 (top panel) and 4 sites
(bottom panel). Bethe ansatz (BA) results are added for com-
parison. The error with respect to BA is plotted in the bottom
panel.
U = 4t the computed energy does not bear an error of
more than around 4%, the situation drastically changes
for larger on-site interaction strengths. In particular, the
relative error compared to the exact answer easily goes
above 10%. Such a large error is in agreement with the
discussion in the previous section for the half-filed case.
The other embedding schemes, NIF , DMET, and DET
significantly ameliorate this deficiency. For all values of
U tested, DET does not deviate from the BA by more
than a few percent. Comparing broken symmetry meth-
ods to NIF , we notice that for U = 4t, the latter seems
to perform somewhat better, especially for large doping
fractions. Nonetheless, results obtained with the symme-
try broken formalism compares favorably with the BA
results.
For larger values of U , DMET and DET become more
accurate. Their difference is mostly pronounced for lat-
tice fillings above 0.9. Indeed, for relatively small doping
fractions and a fragment of 2 sites, the broken symmetry
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FIG. 3. Energy density of the 1D Hubbard model as a func-
tion of hole doping evaluated with various embedding approx-
imations for U = 4t (top panel), U = 6t (middle panel), and
U = 8t (bottom panel). Bethe ansatz (BA) results are added
for comparison. The error with respect to BA is plotted in
the bottom panel.
formalism seems to provide a very accurate description.
Finally, let us note that for all values of U studied, bro-
ken symmetry DMET and DET calculations yield very
similar results. Nevertheless, we would like to stress that
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FIG. 4. Lattice filling as a function of chemical potential
evaluated with various embedding approximations. The em-
bedded fragment consists of 2 sites in each case. Exact Bethe
ansatz (BA) values are shown for comparison.
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FIG. 5. Comparison of lattice filling as a function of chemical
potential between the DET embedding scheme with a frag-
ment composed of 4 sites and the exact Bethe ansatz (BA)
results. The data corresponds to U = 4t.
DET introduces significant simplifications to the DMET
numerical procedure. These simplifications translate di-
rectly into superior convergence for the nonlinear equa-
tions defining the embedding procedure.
Because of the large slope of the e(〈n〉) curve, we would
like to stress that the present DMET and DET schemes
have full control over the lattice filling. No error does
therefore arise from deviations between electron number
per fragment compared to lattice filling.
Increasing the size of the embedded fragment, we ob-
serve improvement with respect to 2 sites for U = 4t.
The correction is most visible for larger doping fractions
where the calculations with smaller fragments yield some-
what overcorrelated energies. Nonetheless, there is still
9room for improvement, especially at small doping frac-
tions. This is the regime where DET(4) differs from the
exact answer by around 3%. For lattice filling below 0.95,
the relative error drops and the calculations give answers
with errors within 1%. Finally, let us point out that
due to the fact that after a certain doping fraction, the
mean-field no longer breaks spin symmetry, there is a
slight discontinuity in the DMET and DET curves.
Let us now proceed to investigate the lattice density as
a function of chemical potential. Results are presented
in Fig. 4 and Fig. 5, and are obtained by minimizing
Hˆ = Hˆ0 − µNˆ (18)
with respect to electron number at a given chemical po-
tential µ. Here Hˆ0 corresponds to the Hubbard Hamil-
tonian and Nˆ is the number operator. In this work, we
compare data obtained with the symmetry broken em-
bedding formalism against the NI one. Analogous results
obtained with NIF can be found in Ref. 35.
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Whereas the NIF approach was shown to qualitatively
reproduce the Mott gap,35 we observe that fitting the
fragment only (NI procedure) does not predict a gap.
In the case of DET, the transition is clearly visible.
We note however, that calculations performed with a
fragment of 2 sites predict a somewhat abrupt jump in
the 〈n〉(µ) curve around the metal-insulator transition.
While this jump seems like an unfortunate consequence of
the approximations made in the embedding scheme, the
actual position of the Mott transition is rather well re-
produced. For U = 4t and U = 6t, the value of the chem-
ical potential is slightly underestimated compared to the
Bethe ansatz result. For U = 8t, DET(2) coincides very
well with the exact answer. In the highly doped regime,
the shape of 〈n〉(µ) is also well reproduced. The appar-
ent transitions observed at fillings of around 0.75, 0.60,
and 0.45 for U = 4t, 6t, and 8t, respectively, correspond
to filling fractions where the mean-field calculations no
longer break spin symmetry. This unsatisfactory behav-
ior does not however fundamentally change the overall
good performance of DET. In Fig. 5, we present an anal-
ogous 〈n〉(µ) curve for U = 4t obtained with DET and
a fragment size of 4. In this case, one observes improve-
ment of the overall results. The value of the chemical
potential at which the transition occurs, agrees better
with the exact results. Moreover, the description of the
highly doped part of the curve is ameliorated. We note,
again, that within the NI scheme, even with 4 sites, the
Mott transition is not observed.
D. Long-range properties
We now turn our attention to further study two-body
correlation functions. As shown in Section III B, the ex-
pectation value 〈n↑n↓〉 is reproduced very well by DET
embedding. No significant deviations from exact values
are observed. This is not completely surprising as this
two-body correlator is local. DMET is therefore partic-
ularly well suited to compute such local properties. The
question we now wish to address is whether one could
access long-range properties from an impurity model.
To this end, we study the spin-spin correlation function
(SSCF),
SSCF(j) = 〈Sˆ1 · Sˆj〉 (19)
where Sˆj is the spin operator at site j.
27 We trans-
form this two-body operator into the embedding basis
and evaluate it with the exact solution of the impurity
Hamiltonian. We denote the first site of the embedded
fragment as site 1. In Fig. 6, we present the SSCF eval-
uated for a lattice of 8 sites and a fragment of 4. Again,
we notice that in this case the dimension of the impu-
rity problem is equivalent to the full lattice. The DET
scheme is therefore exact. The DMET optimization of
the effective potential introduces a discrepancy between
the predicted and exact SSCF. Similarly to the energy
case, the departure from the exact answer is small but
non-negligible.
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FIG. 6. Spin-spin correlation function evaluated for a Hub-
bard ring of 8 sites with DMET and DET embedding. Com-
putations are performed with a fragment of 4 sites. DMRG
results (deemed exact) are provided for comparison. For clar-
ity, the results for U = 8t are shifted down by 0.2.
Proceeding to systems where the fragment constitutes
only a small fraction of the entire system, we compute the
SSCF for a lattice of 30 sites with 30, 26, and 22 elec-
trons. Results for the value of on-site interaction U = 4t
are presented in Fig. 7. The agreement between the em-
bedding schemes and DMRG results is less satisfactory
than for other properties. This discrepancy is expected
in embedding schemes where the impurity Hamiltonian
trades the complexity of the entire lattice by a small frag-
ment connected with bath states. The bath states, whose
number is limited by the size of the fragment itself, must
account for the rest of the lattice that is not included
in the fragment. In order to illustrate this point more
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clearly, we plot the partition of the embedding basis sin-
gle particle states into distinct sites. For a lattice site i,
this is defined as
1
2
∑
d
〈d|Pˆi|d〉 (20)
where the summation runs over embedding states. Pˆi is
the projector onto site i. The factor of one-half accounts
for the spin degrees of freedom. Clearly, the sites in-
cluded in the fragment are completely represented by the
impurity Hamiltonian. The contribution to bath states
decays rapidly with distance from the fragment. This is
particularly severe for the half-filled case. In other words,
the embedding basis gets screened and the information
about spatially distant sites is diminished. This results
in a very quick decay of the SSCF. On the other hand,
doping the lattice with holes yields a slower spatial de-
cay. As a consequence, the SSCF for doped systems has
a nontrivial structure. Indeed, we note that the general
trend for this correlator is in agreement with the DMRG
reference values, although the absolute values are under-
estimated. The problem of accounting for long range
correlations beyond the size of the embedded fragment is
not unique to DMET and also present in DMFT.50
Let us also note that one may consider evaluating long-
range properties by including the inert core states, ne-
glected in the impurity Hamiltonian. While this may
improve the description of long-range order (especially
when the mean-field is qualitatively correct), we here de-
cided not to include the core states because they are not
an explicit part of the correlated calculations.
E. Spin contamination
In this section, we investigate the expectation value of
Sˆ2 over the entire lattice. For the mean-field lattice solu-
tion, we evaluate it explicitly with the mean-field wave-
function. For the impurity Hamiltonian, we project the
lattice Sˆ2 operator onto the embedding basis and eval-
uate it with the impurity density matrices. The data is
shown in Table III. Here too, we exclude the contribution
from the inert core states.
The expectation value of Sˆ2 is quite similar for DET
and DMET. We also notice a significant decrease in spin
contamination –compared to mean-field values– when Sˆ2
is projected onto the embedding basis and evaluated with
the impurity wavefunction. Finally, let us notice that the
lowest filling beyond which we could no longer obtain a
symmetry broken solution for DMET and DET do not
coincide. In particular, for U = 4t spin contamination
disappears with DET at a filling of 22 electrons per 30
sites whereas for DMET, we can still obtain a symme-
try broken solution. However, its spin contamination is
rather small.
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FIG. 7. DET and DMET spin-spin correlation functions
(SSF) evaluated for a ring of 30 sites with 30, 26, and 22
electrons and U = 4t. Calculations are performed with a
fragment of 2 sites. DMRG results (deemed exact) are in-
cluded for reference. For clarity, data for 26 and 22 electrons
is shifted by -0.2 and -0.4, respectively. The bottom panel
presents the basis set coverage (see text for details).
TABLE III. Expectation values of Sˆ2 for a ring of 30 sites
evaluated with the mean-field (MF) and the impurity (imp)
wavefunction. The calculations are performed with a frag-
ment of 2 sites. See text for discussion.
NE
30 26 22
S
2
imp S
2
MF S
2
imp S
2
MF S
2
imp S
2
MF
DMET (U = 4t) 0.84 7.98 0.57 4.83 0.22 1.28
DET (U = 4t) 0.70 9.14 0.58 5.09 0.00 0.00
DMET (U = 8t) 0.98 12.3 1.06 9.65 1.09 6.80
DET (U = 8t) 0.71 13.2 1.12 10.7 1.17 7.77
IV. CONCLUSIONS
We have investigated several DMET variants within
a broken spin-symmetry formalism which includes two-
body interactions in the lattice mean-field. We have
shown that the numerical procedure can be simplified and
its convergence greatly improved by only fitting the diag-
onal of the fragment density matrix. The resulting DET
scheme here introduced shows satisfactory accuracy in
Hubbard 1D benchmarks. Additionally, we have demon-
strated that the DET scheme is exact when the half-filled
Hubbard lattice is split into two equal pieces. We deem
this property an important guiding principle for defining
a robust embedding approximation.
Our numerical DET data for half-filled lattices is in
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very good agreement with exact results obtained with the
Bethe ansatz. This is clear not only for total energies but
also for the two-body local correlation function 〈n↑n↓〉.
For hole doped systems, DET yields good Mott gaps
and density profiles. Moreover, DET retains full control
over the average number of particles, as opposed to the
original formulation of Ref. 35. Both procedures have
comparable computational cost except that inclusion of
lattice two-body interactions requires an iterative proce-
dure for solving the mean-field Hamiltonian.
As currently formulated, DMET cannot accurately de-
scribe long-range correlation functions beyond the frag-
ment size (or, in other words, provide an accurate de-
scription of fluctuations beyond the size of the fragment).
This is an expected shortcoming inherent to approxi-
mations defining an impurity model that is shared by
DMFT. We believe that this deficiency constitutes a ma-
jor challenge in the development of DMET.
Further work to improve and address the many
shortcomings discussed in this paper seems warranted.
Nonetheless, we believe that DMET is a valuable
and promising quantum embedding tool for studying
strongly-correlated systems, offering high quality results
at very low computational cost.
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Appendix: Properties of the Schmidt Basis
In this Appendix, we prove certain properties of the
embedding basis obtained via the Schmidt decomposi-
tion of a single Slater determinant. Einstein summation
convention is used.
1. Embedding basis
Let us recall that the embedding basis is obtained from
the Schmidt overlap matrix M
Mpq = 〈φq|PˆF |φp〉 (A.1)
(p and q are the hole states) which is diagonalized by a
unitary matrix V
V
†
MV = d (A.2)
where d is a diagonal matrix. Let us denote the Hartree-
Fock transformation as D. Then the ith fragment and
bath states, expressed in terms of the lattice basis take
the form
C
F
µi =
V∗piD
F
µp√
di
(A.3a)
C
B
µi =
V∗piD
B
µp√
1− di
, (A.3b)
where the superscript F and B denote the fragment and
the bath states, respectively.
2. Idempotency of mean-field density matrix in its
Schmidt basis
Let us consider the lattice density matrix γ0 that has
been obtained from the mean-field solution. Projected
onto the embedding basis, it will take the following form,
γ0 =
(
γFF0 γ
FB
0
γBF0 γ
BB
0
)
. (A.4)
Using Eqs. A.3, for the FF block one obtains,
(γFF0 )ij = C
F∗
µi DµrD
∗
νrC
F
νj
= VpiD
F∗
µpDµrD
∗
νrD
F
νqV
∗
qj
1√
didj
= VpiMrpMqrV
∗
qj
1√
didj
= diδij . (A.5)
In the above, indices p, q and r runs over HF hole states
while µ and ν denote the on-site lattice spin-orbital.
Analogous straightforward calculations follow for the
other blocks. Finally,
γ0 =
(
d
√
d(1 − d)√
d(1− d) 1− d
)
(A.6)
Similarly, one can easily verify that γ0 is idempotent
in the embedding basis and its trace is equal to the di-
mension of the fragment single particle basis. On the
other hand, the fragment-fragment block of the density
matrix need not be idempotent. Indeed, keeping in mind
that 0 ≤ di ≤ 1 (Ref. 38) and, as we show in Appendix
4,
∑
i di is the number of electrons per fragment, this
situation is highly unlikely. Furthermore, whenever the
eigenvalues d are either 0 or 1, one cannot construct an
orthonormal basis according to Eqs. A.3.
Additionally, let us stress that the inert core states cor-
responding to the zero eigenvalues of M would have van-
ishing off-diagonal coupling to the fragment states. This
is a consequence of the orthogonality of the eigenvectors
of M.
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3. Commutativity of the mean-field density matrix
and Fock matrix in the embedding basis
Let us consider the mean-field Fock matrix in the em-
bedding basis f = C†FC, where F is the lattice Fock
matrix. Since γ0 and f are Hermitian, they commute if
and only if their product, t = fγ0 is Hermitian. Since t
and f clearly have the same block structure as γ0 (Eq.
A.4), one can investigate separately each block of t. And
so,
tFFij = f
FF
ij dj + f
FB
ij
√
dj(1− dj)
=
√
dj
di
(
VpiD
F∗
µpFµνDνqV
∗
qj
)
=
√
didj
(
V
∗
qjǫqVqi
)
(A.7)
where ǫ is the eigenvalue of F. In the above, one uses the
relation that DF + DB = D. Similarly,
tBBij =
√
(1− di)(1 − dj)
(
V
∗
qjǫqVqi
)
. (A.8)
Both of these matrices are manifestly Hermitian. Finally,
tFBij =
√
(1 − dj)di
(
V
∗
qjǫqVqi
)
(A.9)
and
tBFij =
√
(1 − di)dj
(
V
∗
qjǫqVqi
)
(A.10)
Clearly t∗FBij = t
BF
ji , hence t is Hermitian and γ0 and f
commute.
4. Fragment states can be chosen as bare fermion
states
Let us denote the number of bare fermion single par-
ticle states as M and the number of fragment states as
N . The fragment basis can be now expressed as
C˜
F =
(
CF
0
)
(A.11)
which is aM×N matrix with CF being a N×N matrix.
Since CF is a linear transformation that preserves vectors
length, it is unitary,
C
F†
C = CCF† = IN×N . (A.12)
The full embedding basis takes the form
C
I =
(
CF 0
0 CB
)
(A.13)
which satisfies CI†CI = I2N×2N , but CC
I† 6= IM×M un-
less, of course N = M/2. We can now transform the
embedding basis with a unitary transformation
U =
(
CF† 0
0 I
)
, (A.14)
such that
C
I′ = UCI (A.15)
is expressed in the fragment bare fermion basis. We
note that such unitary transformation does not affect the
idempotency of γ0 and its commutativity with f .
Finally, let us note that this transformation does not
affect the trace of γ0 taken over the FF block. Since
the fragment basis is now equivalent to the bare fermion
basis, we see that the trace of γF0 (hence
∑
i di) must be
equal to the number of electrons per fragment, provided
that the mean-field solution does not break translational
symmetry (again, assuming that one works with an ex-
tended unit cell chosen as fragment).
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