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Abstract
Learning from data in the presence of outliers is a fundamental problem in statistics. In this
work, we study robust statistics in the presence of overwhelming outliers for the fundamental
problem of subspace recovery. Given a dataset where an α fraction (less than half) of the
data is distributed uniformly in an unknown k dimensional subspace in d dimensions, and
with no additional assumptions on the remaining data, the goal is to recover a succinct list
of O( 1α ) subspaces one of which is nontrivially correlated with the planted subspace. We
provide the first polynomial time algorithm for the ’list decodable subspace recovery’ problem,
and subsume it under a more general framework of list decoding over distributions that are
"certifiably resilient" capturing state of the art results for list decodable mean estimation and
regression.
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1 Introduction
A large hurdle for the deployment of algorithms in high dimensional statistics is their susceptibility
to outliers. The central paradigm of statistical inference is finding the parameters of a statistical
model given data. A long line of work in the robust statistics literature, models ’real world’ data as
a distributional perturbation of a parameterized generative modelD. Here robust estimators have
been designed for decades, see [Hub11]. Under the classic "Huber Contamination Model" data
X1, ..., XN is drawn i.i.d from a distribution that is a mixture of an inlier distributionD belonging
to a parameterized family, and an outlier distribution A which can be chosen adversarially.
X1, ..., XN ∼ αD + (1 − α)A
Here α is a constant in [0, 1] corresponding to the fraction of the dataset that is comprised of
inliers and is presumed to be known. The goal is to recover the relevant parameters of D such as
mean, covariance, etc. For α > 1/2 the inliers overwhelm the outliers, and we are in the setting
of classical robust statistics for which a recent flurry of computationally tractable algorithms have
been developed, see survey [DK19].
Less well understood are the settings in which high dimensional statistical inference is possible
in the presence of overwhelming outliers. For α < 1/2, we are in the setting of overwhelming
outliers, where returning a single estimator for relevant parameters of D is impossible as the
outlier distribution A can belong to the same distributional family as D but with wildly different
parameters. With the outliers outnumbering the inliers, there is no unique identification of
parameters, a problem we refer to as a "failure of identifiability". However, one could hope to
output a short list of estimators of length O( 1α ), one of which is guaranteed to be close to the true
parameters of D. [CSV17] introduced this relaxed notion of recovery under the umbrella of "list
decodable robust statistics".
A first observation is that list decoding is at least as hard as identifying the parameters of
mixture models. With nothing but a planted set of statistical inliers, the outliers can assume any
configuration. A remarkably benign configuration is for the outliers to be arranged as independent
mixtures. In this manner, the gaussian mixture model is a special case of list decodable mean esti-
mation, themixtures of linear regressions is a special case of list decodable regression, and likewise
subspace clustering is a special case of list decodable subspace recovery. Naturally, any theoretical
guarantee for list decodable robust statistics carries directly over to its mixture model counter-
part. Although the converse is evidently false, the chief intellectual thrust of list decodable robust
statistics is to establish the settings wherein statistical inference in the presence of overwhelming
adversarial outliers is computationally no harder than clustering, a remarkable assertion, espe-
cially in light of the settings where list decoding is information theoretically impossible (see eg.
[KKK19] [DKS18][KS17a]).
Results. In this paper we build on a series of works for list decoding of mean estimation [CSV17]
[DKS18] [KS17a], regression [KKK19] [RY20], and tackle the natural problem of subspace recovery.
Informally, given a dataset for which an α fraction is drawn uniformly in a k dimensional subspace
in d dimensions, denoted U, and with no additional assumptions on the remaining data, our
algorithm outputs a succinct list of O( 1α ) candidate subspaces one of which is close to the true
generative U. Our algorithm is computationaly tractable, runs in polynomial time in both d and
k. Furthermore, our algorithm is robust to additive noise, well conditioned linear transformations
of the underlying inlier distribution, and succeeds even under the substantially more demanding
corruption model where the adversary can simulate any (1− α) total variation distance corruption
of the data.
Our main algorithmic result is an algorithm for list-decodable subspace recovery.
Theorem 1.1. Suppose {X∗
i
}i∈[N] are drawn from N(0, Id) and let P be a projection to a k-dimensional
subspace of d . Let {Xi |i ∈ [N]} be generated by setting
Xi  PX
∗
i + γi
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for some additive noise γi satisfying
N∑
i1
‖γi ‖2  εN
Let {X˜i |i ∈ [N]} be a set of points such that there exists a subset S ∈ [N] of size |S| ≥ αN with X˜i  Xi
for all i ∈ S. For all η > 0, given N > dO(1/η4) samples, there is an algorithm running in time dO(1/η4) that
computes a list of O(1/α) projection matrices {Π1 , . . . ,Πℓ} such that
min
j
‖P −Π j ‖2 ≤ O
(
ε
η2α5
+
4ckη
α5
)
Note that the noise model is perhaps the strongest possible, in that the adversarial corruptions
can depend arbitrarily on the samples {Xi}i∈[N] and it also includes an additive noise of γi . For
concreteness, if we consider the case with no additive noise (ε  0) then the algorithm recovers a
projectionΠ j with ‖P−Π j ‖ ≤ O(
√
k) in time that is polynomial in k , d. More generally, theGaussian
distribution N(0, Id) can be replaced by a distribution whose anti-concentration can be efficiently
certified by sum-of-squares proofs (see Appendix for a formal definition). Specifically, our results
hold for any well conditioned linear transformation of a spherically symmetric distribution with
sub-exponential tails (see lemma 9.1 of [RY20]).
Conceptually, we formally state the notion of SoS certifiable resilience, and use it to derive
a general algorithm for list-decoding via SoS. While the ideas behind the general algorithm are
implicit in [KKK19], we believe the notion of SoS certifiable resilience gives conceptual clarity and
might be useful in further applications of the SoS SDPs. We apply the framework of SoS-certifiable
resilience in our presentation of the result for subspace recovery.
Finally we exhibit a lower bound showing that list decodable subspace recovery is impossible
even if the inlier distribution is the uniform over the boolean hypercube (see lemma 4.1).
1.1 Related Work
Subspace Recovery. Here we discuss related work for the problem of subspace recovery, and
highlight key similarities and differences with list decoding. The literature on subspace recovery
is vast and we do not attempt a full overview–for a survey, see [EV12]. Despite the vast literature,
the key takeaway is that existing methods for subspace recovery, to the best of our knowledge, fail
in the presence of overwhelming adversarial outliers.
In the worst case setting, [HM13] explore robust subspace recovery in a purely deterministic
model where inliers are arranged in general position within a subspace and outliers are in gen-
eral position in the ambient space. They provide an algorithm recovering the planted subspace
provided α ≥ kd . Their result is essentially optimal as it is Small Set Expansion Hard to recover
the subspace if the fraction of outliers is any larger. Although there is no direct comparison with
list decodable subspace recovery, the hardness result is solid evidence that subspace recovery in
the presence of overwhelming outliers is hard without additional statistical assumptions on the
inliers. Just as worst case assumptions are arguably overly pessimistic, average case assumptions
are arguably overly optimistic.
In the statistics literature, subspace clustering is a problemwhere data is distributed in a union
of subspaces in high dimensionswhere the distribution of pointswithin subspaces, and the relative
orientation of subspaces are subject to theoretical assumptions. The goal is to cluster points into
their respective subspaces. This is in contrast with the goals of list decoding, which is a parameter
estimation task.
Statistical approaches model the data according to a mixture of degenerate gaussians. In a
sense, this modeling assumption is necessary as subspace clustering is information theoretically
impossible even over natural distributional families (see 4.1).
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A representative approach is Sparse Subspace Clustering (SSC) [EV12] and its robust variant
(RSSC) [SEC13] which uses techniques from sparse and low rank recovery algorithms. RSSC
considers subspace clustering in the presence of outliers distributed uniformly on the unit sphere.
This stands in contrast with list decodable subspace recovery where the outliers are adversarially
introduced. An overview of spectral clustering algorithms can be found in [Vid11].
Finally, there are subspace clustering algorithms that either lack provable gaurantees or are
computationally intractable. We list a few notable examples. Generalized Principal Component
Analysis [VMS12] [OSLC10] is an algebraic geometric algorithm that treats subspace clustering as
a polynomial fitting problem. Although its recovery guarantees and assumptions are minimal, it’s
fragile to outliers and its runtime is exponential in k. K-Subspaces [Tse99] is a generalization of
K-means that approaches subspace clustering as a nonconvex optimization. As a consequence, it is
sensitive to initalization and fragile to outliers. Other iterative algorithms include [AM04] [BM00].
Examples of EM style statistical approaches includeMixtures of Probabilistic PCA [TB99] and other
nonconvex approaches include Agglomerative Lossy Compression [MDHW07]. Unfortunately, it
is notoriously difficult to prove the convergence of EM and other nonconvex methods to global
optima of the likelihood function.
List Decodable Learning, Resilience, and the Sum of Squares. The notion of list decodable
learning was introduced by Balcan et al. [BBV08] for clustering problems. List learning was
extended to small α robust statistics in [CSV17]. They obtained algorithms for list decodable mean
estimation, planted partition problems, subsumed under a general stochastic convex optimization
framework. (also see [SVC16, SKL17]). The same model of list-decodable learning has been studied
for the case of mean estimation [KS17b] and Gaussian mixture learning [KS17a, DKS18].
The notion of resilience was initialy defined in [SCV17] for robust estimation and extended in
[ZJS19]. Furthermore, there has been a sequence of works developing the sum of squares method
for robust statistics [KS17b, KS17a, KMR17, HL18].
2 List Decoding via SoS
Let Z1, . . . , ZN be samples from a distribution D over d . Often, parameters Θ∗ ∈ m associated
with the distribution D can be expressed as minima of a cost function associated with each data
point. Specifically, let Φ(Θ, Z) be a cost function such that the true parameters of the distribution
can be expressed as,
Θ∗  argmin
Θ∈V
1
N
∑
i∈[N]
Φ(Zi ,Θ) (2.1)
whereV ∈ m is the domain of the parameters.
Since the sum-of-squares proof system can certify facts about low-degree polynomials, we will
setup the problem of parameter estimation in this setting. First, we assume that Φ is specified by
a polynomial inΘ and Z. Second, we assume that the parametersΘ belong to a semi-algebraic set
that is specified by a set of polynomial inequalities,
V  {q j(Θ) ≥ 0|1 ≤ j ≤ |V|}
Notice that equalities q(Θ)  0 can be expressed using two inequalities q(Θ) ≥ 0 and −q(Θ) ≥ 0.
With this setup, the problem of estimating the parameters Θ∗ reduces to solving an optimization
problem with polynomial objective and polynomial constraints.
In this work, we will be interested in parameter estimation when an overwhelming fraction of
input data is adversarially corrupted. Let {Z˜1, . . . , Z˜N} be a corrupted data set wherein all but
1 − α-fraction of the samples are adversarially corrupted. Specifically, for some subset S ⊂ [N]
with |S| ≥ αN , we have that
Z˜i 
{
Zi if i ∈ S
arbitrary if i < S
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In the list-decodable recovery problem, we are to recover a small list of candidate assignments
{Θ1 , . . . ,Θt} for the parameter such that there exists at least one candidate Θi close to the true
value of the parameterΘ∗ on the original data {Z1 , . . . , ZN}.
Parameter estimation in presence of adversarially chosen outliers poses two challenges. First,
the algorithm needs to identify which subsetS of αN samples Z˜i are uncorrupted. Second, even if
the algorithm identifies the subset S of samples exactly, it is unclear if the surviving uncorrupted
samples still yield a good estimate for the parameters.
The problem of identifying the correct subset of samples S can also be posed as a polynomial
optimization problem. The idea is as follows, introduce variables wi for each sample Z˜i to indicate
whether the sample is corrupted or not. Each variable wi takes a boolean value, which can be
enforced by the polynomial constraint
(Booleanness) Pbool(wi) def w2i − wi  0
Furthermore, at least an α-fraction of the samples are uncorrupted yielding the constraint
(Sum) P(α)sum(w) def
∑
i∈[N]
wi ≥ αN
This formulation underlies all applications of SoS SDPs to robust statisics [HL18, KS17b, KS17a].
Given the subset S ⊂ {Z1 , . . . , ZN} of uncorrupted samples, a natural estimate of the param-
eters would be to minimize the total cost for samples within S. Specifically, one can construct an
estimateΘ|S
Θ∗|S  argmin
Θ∈V
1
|S| ·
∑
Z∈S
Φ(Z,Θ) (2.2)
This corresponds to a polynomial constraint of the form,
(Cost) P(ε)
cost
(w ,Θ) :
∑
i∈[N]
wiΦ(Z˜i ,Θ) ≤ εN
Here we use εN as a generic upper bound, the correct value for the upper bound would depend
on the application at hand.
The language of polynomials is very powerful in that a large number of robust parameter
estimation problems can be posed as multi-variate constrained polynomial optimization. On the
flipside, it is NP-hard to solve these polynomial optimization problems. The Sum-of-Squares
SDP hierarchy and associated sum-of-squares proofs provides a family of efficient algorithms to
imperfectly reason about such systems of polynomials.
2.1 Sum-of-Squares SDP hierarchy
Pseudoexpectations. The sum-of-squares SDP relaxations for a systemof polynomial inequalities
P are a sequence of increasingly stronger SDP relaxations. The degree ℓ SoS SDP relaxation is
intended to find the degree ℓ-moments of a “probability distribution" over solutions to the system
P. While the SDP relaxation returns a set of candidate "degree ℓ moments" of a distribution, the
moments are pseudo-moments in that there might exist no distribution over solutions to P with
those moments. It is notationally convenient to state the degree ℓ SoS SDP relaxation in terms of a
pseudo-expectation functional ˜.
Definition 2.1. A degree ℓ pseudoexpectation ˜ : [x]≤ℓ →  satisfying P is a linear functional
over polynomials of degree at most ℓ satisfying
1. (Normalization) ˜[1]  1,
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2. (Constraints of P) ˜[p(x)a2(x)] ≥ 0 for all p ∈ P and polynomials a with deg(a2 · p) ≤ ℓ,
3. (Non-negativity on square polynomials)˜[q(x)2] ≥ 0 whenever deg(q2) ≤ ℓ.
For any fixed D ∈ , given a polynomial system,one can efficiently compute a degree D
pseudo-expectation in polynomial time.
Fact 2.2. ([Nes00], [Par00], [Las01], [Sho87]). For any n, D ∈ +, let ˜ζ be degree D pseudoexpectation
satisfying a polynomial system P. Then the following set has a nO(D)-time weak separation oracle (in the
sense of [GLS81]):
{˜
ζ
(1, x1 , x2, ..., xn)⊗D | degree D pseudoexpectations ˜
ζ
satisfying P}
Armed with a separation oracle, the ellipsoid algorithm finds a degree D pseudoexpectation in time
nO(D), which we call the degree D sum-of-squares algorithm.
Roughly speaking, the degree D-pseudoexpectation functional yields the "degree D moments"
of a potential distribution over solutions to the polynomial system. However, there might not exist
any probability distribution with these moments. Although, the ˜ functional does not correspond
to an expectation over actual solutions in general, this intuition is useful to keep in mind, and we
will appeal to it whenever needed in this overview. To reason about the properties of pseudo-
expectations, one harnesses the dual object namely sum-of-squares proofs. We turn our attention
to sum-of-squares proofs now.
Sum-of-Squares Proofs. For any nonnegative polynomial p(x) : d → , one could hope to
prove its nonnegativity by writing p(x) as a sum of squares of polynomials p(x)  ∑mi1 qi(x)2
for a collection of polynomials {qi(x)}mi1. Such a proof would be succinct and easy to verify.
Unfortunately, there exist nonnegative polynomials with no sum of squares proof even for d  2.
Nevertheless, there is a generous class of nonnegative polynomials that admit a proof of positivity
via a proof in the form of a sum of squares. The key insight of the sum of squares algorithm, is
that these sum of squares proofs of nonnegativity can be found efficiently provided the degree of
the proof is not too large. We begin with a rough overview of sum of squares proofs, their dual
object pseudoexpectations, and then present the guarantees of the SoS algorithm.
Definition 2.3. (Sum of Squares Proof) Let A be a collection of polynomial inequalities {pi(x) ≥
0}m
i1. A sum of squares proof that a polynomial q(x) ≥ 0 for any x satisfying the inequalities inA
takes on the form
©­«1 +
∑
k∈[m′]
b2k(x)
ª®¬ · q(x) 
∑
j∈[m′′]
s2j (x) +
∑
i∈[m]
a2i (x) · pi(x) ,
where {s j(x)} j∈[m′′], {ai(x)}i∈[m] , {bk(x)}i∈[m′] are real polynomials. If such an expressionwere true,
then q(x) ≥ 0 for any x satisfyingA. We call these identities sum of squares proofs, and the degree
of the proof is the largest degree of the involved polynomials max{deg(s2
j
), deg(a2
i
pi)}i, j . Naturally,
one can capture polynomial equalities in A with pairs of inequalities. We denote a degree ℓ sum
of squares proof of the positivity of q(x) fromA asA ℓ
x {q(x) ≥ 0} where the superscript over the
turnstile denote the formal variable over which the proof is conducted. This is often unambiguous
and we drop the superscript unless otherwise specified.
Sum of squares proofs can also be strung together and composed according to the following
convenient rules.
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Fact 2.4. For polynomial systemsA andB, ifA
d
x {p(x) ≥ 0} andB
d′
x {q(x) ≥ 0} thenA∪B max(d ,d′)
x
{p(x) + q(x) ≥ 0}. AlsoA ∪ B
dd′
x {p(x)q(x) ≥ 0}
Sumof squares proofs yield a framework to reasonabout the properties of pseudo-expectations,
that are returned by the SoS SDP hierarchy.
Fact 2.5. (Informal Soundness) IfA rx {q(x) ≥ 0} and ˜ is a degree-ℓ pseudoexpectation operator for the
polynomial system defined byA, then ˜[q(x)] ≥ 0.
2.2 Certifiable Resilience
Returning back to our problem of parameter estimation from corrupted data, we need to address
the issue that the fragment of uncorrupted data left might be insufficient to faithfully recover the
parameter Θ. More precisely, we will need to make an assumption that the estimate Θ∗|S (in (2.2))
is close to the true estimateΘ∗ (in (2.1))).
The notion of resilience introduced by [SCV17] captures this idea. To exploit the power of
sum-of-squares SDP hierarchies, one needs a stronger notion of certifiable resilience. A data set is
certifiable resilience where the dataset is not only resilient, but there is also an efficiently verifiable
certificate/proof of its resilience. In particular, we will be define the notion of Sum-of-Squares
certifiable resilience. The formal definition of certifiable resilience is as follows.
Definition 2.6. (SoS certifiable resilience) Fix α ∈ (0, 1] and ε, δ > 0. A dataset {Z1 , . . . , ZN} ∈ d
is said to admit a degree D SoS proof of (α, ε, δ)-resilience if the following polynomial system:
P
(α)
sum(w) def
∑
i∈[N] wi − αN ≥ 0
Pbool(wi) def w2i − wi  0 ∀i ∈ [N]
P
(ε)
cost
(w) def εN −∑i∈[n] wiΦ(Zi ,Θ) ≥ 0
q(Θ) ≥ 0 ∀q ∈ V

can be used to show that (∑i wi) · ‖Θ −Θ∗‖2 ≤ δN using a sum-of-squares polynomial identity of
the form:
δN−
(∑
i
wi
)
‖Θ−Θ∗‖2  c(w ,Θ)·P(ε)
cost
(w ,Θ)+
∑
i∈[N]
bi(w ,Θ)·Pbool(wi)+
∑
q∈V
Aq(w ,Θ)·q(Θ)+λ·P(α)sum(w)+λ0
(2.3)
where λ, λ0 ∈ +, c(w ,Θ) and Aq(w ,Θ) are sum of squares polynomials and bi(w ,Θ) are
arbitrary polynomials in w ,Θ. Furthermore, the degree of all the terms in the equality are at most
D.
Remark 2.7. We wish to stress on the important distinction between the SoS certificate (2.3) and
the standard notion of SoS proofs. In (2.3), the coefficient of P(α)sum is necessarily a real number λ,
while a general SoS proof would allow the coefficient of P(α)sum to be an arbitrary SoS polynomial.
Operationally, if one is constructing the SoS certificate by a proof, this restriction translates to never
multiplying P(α)sum constraint with any polynomial.
2.3 List-decoding
Wewill nowpresent an SoS based algorithm for list-decoding the parametersΘ under the assump-
tion of certifiable resilience. The essential ingredients of the algorithm are implicit in [KKK19],
but we reformalize the ideas in generality, under the notion of certifiable resilience. The notion of
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certifiable resilience clarifies design of algorithms for list-decodable learning via SoS, and is also
useful in presenting our work on subspace recovery.
The general idea behind the algorithm is to solve a sufficiently high-degree SoS SDP relaxation
of the polynomial systemunderlying certifiable resilience. This yields a collection of pseudomoments
from which we will recover a list of assignments for the parameter Θ, of which one is close to the
true value Θ∗.
Frobenius Minimization. This program faces an immediate bottleneck. Even if the pseudo-
expectation functional corresponded to a true distribution over solutions to the polynomial system,
it is conceivable that the distribution does not include the solutionΘ∗. Specifically, the distribution
might completely ignore the αN uncorrupted data points, and instead return feasible solutions
among the rest. To overcome this issue, we need to find pseudo-expectations that are comprehensive
in that every valid solution is in their support. This is achieved by finding a pseudo-expectation
functional of maximum entropy or minimum Frobenius norm, among all pseudo-expectation
functionals that satisfy the constraints. This technique first used in the work of Hopkins and
Steurer [HS17], was also used in the two prior works on list-decoding via SoS SDP hierarchy
[RY20, KKK19]. In particular, both these works show that the pseudo-expectation functional that
minimizes the Frobenius norm necessarily has good correlationwith every possible solution to the
polynomial system. Formally, they show the following.
Lemma 2.8. (Comprehensive Pseudodistributions are Correlated with Inliers [RY20, KKK19]) Let P be
a polynomial system in variables w  {wi}i∈[N] and a set of indeterminates Θ, that contains the set of
inequalities:
P 

w2
i
 wi ∀i ∈ [N]
N∑
j1
w j  αN
Let ˜ζ : [{wi}i∈[N]]≤D →  denote a degree D pseudoexpectation that satisfies P and minimizes the
norm ‖˜ζ[w]‖. If w′  (w′1, . . . , w′N) ∈ {0, 1}N and Θ′ is a satisfying assignment to P then the ˜ζ has
non-negligible support on w′,
˜
ζ
[
1
αN
N∑
i1
wiw
′
i
]
≥ α (2.4)
Rounding. Assuming we have the moments of a distribution over solutions to the polynomial
system, the goal of rounding is to extract each of the solutions to the system. Both the previous
works [RY20, KKK19] employ the idea of conditioning SoS SDP relaxations towards rounding the
SDP solution. Intuitively, the idea is to pick a sample Zi , and condition the pseudoexpectation on
the sample Zi being an inlier, i.e., condition on the event that wi  1.
Formally, let ˜ :  [w ,Θ] →  denote the pseudo-expectation functional on polynomials
of degree at most D + 1 in variables w : {wi}i∈[N] and Θ. Pseudo-expectation functionals
(equivalently SoS SDP solutions), can be conditioned on low-degree events. For example, for any
i ∈ [N], the conditioned pseudoexpectation functional ˜[·|wi  1] is constructed as follows,
˜
[
p(w ,Θ)|wi  1
] def

˜[p(w ,Θ) · wi]
˜[wi]
for all polynomials p ∈ [w ,Θ]with deg(p) ≤ D (2.5)
For a degreeD+1 pseudoexpectation functional ˜, ˜[·|wi  1] is a degreeD pseudoexpectation
functional.
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The two works [RY20, KKK19] analyze the rounding schemes differently,
and we follow the simpler analysis in [KKK19]. We are now ready to for-
mally describe the list-decoding algorithm for certifiably resilient datasets.
Algorithm 1: list Decoding
Result: Θ ∈ m such that with probability atleast α, ‖Θ −Θ∗‖ ≤ δ
1 Inputs: Parameters α, ε and a corrupted data setD  {Z˜i}Ni1 with αN samples from a(α, ε, δ)-resilient dataset {Z1, . . . , ZN}, and it admits a degree D SoS certificate of resilience.
2 Compute the degree D + 1 pseudo-expectation functional ˜ζ : [w ,Θ] →  by solving the
following SDP.
minimize
degree D pseudoexpectations ˜
N∑
i1
˜[wi]2 (2.6)
such that ˜
satisfies the polynomial system
(w2i − wi)  0, i ∈ [N] (2.7)
N∑
i1
wi ≥ αN, i ∈ [N] (2.8)
N∑
i1
wiΦ(Z˜i ,Θ) ≤ ε ·
(
n∑
i1
wi
)
(2.9)
q(Θ) ≥ 0 ∀q ∈ V (2.10)
Rounding: Sample i ∈ [N]with probability proportional to ˜ζ[wi] and return ˜ζ[wiΘ]
˜ζ[wi]
We defer the proof of the following theorem to the appendix.
Theorem 2.9. Fix α ∈ (0, 1] and ε, δ > 0. Let Z1, . . . , ZN ∈ d be samples that were (α2 , ε, δ)-resilient,
and there is a SoS certificate of resilience of degree D. There is an algorithmA running in time O(NdO(D))
such that with probability at least Ω(α), the algorithm outputs Θ such that ‖Θ −Θ∗‖2 ≤ O(δ/α4)
3 Subspace Recovery
In this section, we will setup the list-decodable subspace recovery problem and use the framework
of certifiable resilience to devise an algorithm for it.
Let D be a probability distribution over d . For the sake of exposition, we will assume
D  N(0, Idd) but the discussion can be generalized to any SoS-anticoncentrated distribution over

d . Let P denote the projection to a k-dimensional subspace over d . The uncorrupted data
consists of points that are close to projection of D to the subspace P. Formally, the uncorrupted
data consists of examples Xi of the form, Xi  PX∗i + γi where X
∗
i
is drawn from D and γi is an
additive noise. We will assume that the additive noise is bounded variance in that
N∑
i1
‖γi ‖2 ≤ εN
The input to the algorithm consists of N samples {X˜i}i∈[N] ∈ d , an α-fraction of which are
equal to Xi. Specifically, there exists some subset S ∈ [N] such that, X˜i  Xi for all i ∈ [N]. The
goal of the list-decoding algorithm is to return a small list of k-dimensional subspaces {Π1 , . . . ,Πℓ}
such that at least one of them is close to P.
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The parameter being estimated here is the k-dimensional projection matrix Π. The set of k-
dimensional projections can be specified by the following set of polynomial equalities in d × k
matrix of . indeterminates U
UUT  Π
UTU  Idk
A natural estimator for the subspace P, if the data were completely uncorrupted would be
Π∗  argmin
Π
∑
i∈[N]
‖Xi −ΠXi ‖2
corresponding to the cost functionΦ(Xi ,Π)  ‖Xi−ΠXi ‖2. Thus the polynomial systemassociated
with subspace recovery is given by,
P
(α)
sum(w) def
∑
i∈[N] wi − αN ≥ 0
Pbool(wi) def w2i − wi  0 ∀i ∈ [N]
P
(ε)
cost
(w) def εN −∑i∈[N] wi ‖Xi −ΠXi ‖2 ≥ 0
Π  UUT
UTU  Idk

(3.1)
Through the framework of the previous section, devising an algorithm for subspace recovery
(proving Theorem 1.1) reduces to showing that the data set is certifiably resilient. We will sketch
the proof of certifiable resilience in this section, and defer the proof of Theorem 1.1 to theAppendix.
Theorem 3.1. (SoS certifiable resilience for subspace recovery) For all α ∈ (0, 1), η ∈ (0, 1/2) and ε > 0,
suppose D is a (c , D(η))-SoS anticoncentrated distribution over d then with high probability, the data
set {X1 , . . . , XN} can be certified to be (α, ε, δ)-resilient by a degree D(η) + 4 SoS certificate for δ (
4ε
η2α
+
4ckη
α
)
.
Proof. For a sample Xi  PX∗i + γi , we have Xi −ΠXi  (PX∗i −ΠPX∗i )+ (γi −Πγi). We can rewrite
it as,
PX∗i −ΠPX∗i  (Xi −ΠXi) − (γi −Πγi)
Using (a + b)2 ≤ 2a2 + 2b2 we get that,
‖PX∗i −ΠPX∗i ‖2  2‖Xi −ΠXi ‖2 + 2‖γi −Πγi ‖2 ≤ 2‖Xi −ΠXi ‖2 + 2‖γi ‖2
where the last inequality uses the fact that Π2  Π. Hence we get that,∑
i∈[N]
wi ‖PX∗i −ΠPX∗i ‖2 ≤ 2
∑
i∈[N]
wi ‖Xi −ΠXi ‖2 + wi ‖γi ‖2 ≤ 2εN + 2εN. (3.2)
where the second inequality uses P(ε)
cost
(w) ≥ 0, wi ≤ 1 for all i and
∑
i ‖γi ‖2 ≤ εN . Fix an
orthonormal basis e1 , . . . , ed such that Span{e1 , . . . , ek}  P.
‖(P −ΠP)X∗i ‖2 
d∑
ℓ1
〈(P − PΠ)eℓ , X∗i 〉2 ≥
k∑
j1
〈(P − PΠ)eℓ , X∗i 〉2
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Using (3.2) we get that, ∑
i∈[N]
wi
k∑
ℓ1
〈(P − PΠ)eℓ , X∗i 〉2 ≤ 4εN (3.3)
Suppose v j : (P−PΠ)e j, then its norm ‖v j ‖2  ‖(P−PΠ)e j‖2 ≤ 2‖Pe j ‖2+2‖PΠe j ‖2 ≤ 4. Since
X∗
i
is drawn from a (c , D(η))-anticoncentrated distribution, there is a degree D(η) SoS derivation
for ∑
j∈[N]
wi 〈v j , X∗i 〉2 ≥ η2
©­«
∑
i∈[N]
wi
ª®¬ ‖v j ‖2 − 4cη3N
Summing the above inequality over all j  1 . . . k we get that,
k∑
ℓ1
∑
i∈[N]
wi 〈(P − PΠ)eℓ , X∗i 〉2 ≥ η2
©­«
∑
i∈[N]
wi
ª®¬
(∑
ℓ
‖(P − PΠ)eℓ ‖2
)
− 4ckη3N
In conjunction with (3.3), this implies that,
©­«
∑
i∈[N]
wi
ª®¬
(∑
ℓ
‖(P − PΠ)eℓ ‖2
)
≤ 1
η2
k∑
ℓ1
∑
i∈[N]
wi 〈(P − PΠ)eℓ , X∗i 〉2 + 4ckηN ≤
(
4ε
η2
+ 4ckη
)
N
Note that
∑k
ℓ1‖(P − PΠ)eℓ ‖2  ‖P − PΠP‖2F . Using the constraint P
(α)
sum(w), we can rewrite the
above equation as,
©­«
∑
i∈[N]
wi
ª®¬ ‖P − PΠP‖2F ≤
(
4ε
η2α
+
4ckη
α
) ©­«
∑
i∈[N]
wi
ª®¬
By Lemma 3.2 (see Appendix for proof) this implies that,
©­«
∑
i∈[N]
wi
ª®¬ ‖P −Π‖2F ≤
(
4ε
η2α
+
4ckη
α
) ©­«
∑
i∈[N]
wi
ª®¬

Lemma 3.2. For a k-dimensional projection matrix P ∈ d×d and a d × k matrix of indeterminates U and
γ > 0, 
(∑i w2i ) · ‖P − PΠP‖2F ≤ kγ(∑i w2i )
Π  UUT
UTU  Idk
 4
(∑
i
w2i
)
· ‖P −Π‖2F ≤ kγ
(∑
i
w2i
)
The algorithm produced by the framework in previous sectionwill output amatrixΠi 
˜[wiΠ]
˜[wi] .
The output matrixΠi satisfies 0  Πi  I and Tr[Πi]  k, but is not necessarily a projection matrix.
In order to recover a projection matrix, we will have to round the matrix further into one. The
following lemma shows that just picking the projection onto the top k eigenvalues of Πi yields a
projection matrix with only a constant factor loss in the error.
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Lemma 3.3. Let Π be a matrix satisfying Tr(Π)  k and Π  I. Let P be a rank k projection. If
〈Π, P〉 ≥ k(1 − ε), then 〈Πk , P〉 ≥ k(1 − 2ε) where Πk is the top k eigenspace of Π. Equivalently
‖P −Πk ‖2F ≤ 4ε
Proof. Let λ1, ..., λd and v1, ..., vd be the eigenvalues and eigenvectors ofΠ. Then 〈Π, P〉 ≥ k(1− ε)
imlies
∑k
j1 λ j ≥ k(1 − ε) and therefore
∑d
jk+1 λ j ≤ εk. Thus we have the following series of
inequalities.
k(1 − ε) ≤ 〈Π, P〉 
d∑
j1
λ j 〈P, v jvTj 〉 
k∑
j1
λ j 〈P, v jvTj 〉 +
d∑
jk+1
λ j 〈P, v jvTj 〉
≤
k∑
j1
λ j 〈P, v jvTj 〉 +
d∑
jk+1
λ j ≤
k∑
j1
λ j 〈P, v jvTj 〉 + εk ≤
k∑
j1
〈P, v jvTj 〉 + εk  〈Πk , P〉 + εk.
Rearranging, we obtain, 〈Πk , P〉 ≥ k(1 − 2ε).

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4 Hardness of List Decodable Subspace Recovery over Hypercube
We construct a dataset for which list decodable subspace recovery is impossible. The argument
is straightforward and follows from a Gilbert-Varshamov style lower bound. Our inliers will be
distributed in a k dimensional subspace according to the uniform distribution over the boolean
hypercube. This innocuous setup turns out to be impossible to list decode even when the outliers
are arranged in a benign mixture model distributed uniformly over the boolean hypercube in
1
α orthogonal subspaces. For simplicity of presentation, we will assume that each corner of the
hypercube is populated by the same number of points. A key takeaway of our lower bound is
that modeling inliers as a standard normal over a planted subspace, in addition to being a popular
statistical choice, is in a sense necessary. Distributions that formdistinct clumpsofpoints are subject
to pathologies of interpolation, a problem that is mitigated for points that are anticoncentrated.
Lemma 4.1. Let α ∈ [0, 1/2] be a fixed constant. For any d ≥ kα , let r1, ..., rN ∼ {0, 1}
k
α be a set of
points such that there are an equal number on each corner of the kα dimensional hypercube. Then let the
dataset X1, ..., XN ∈ d be defined such that Xi : (ri , 0d−k/α) for all i ∈ [N] where each datapoint Xi is
formed by padding the end of its corresponding ri vector with zeros. Then there exists a list L  {Pi}qi1 of
projection matrices Pi onto k dimensional subspaces where each Pi ∈ L contains at least αN points; any
pair of projections Pi , P j ∈ L, satisfies ‖Pi − P j ‖F ≥
√
2εk for a constant ε ∈ [0, 1/2]; the length of |L |  q
is greater than ( 1
α2H(ε) )k where H(ε) is the binary entropy function. Thus for ε < 12 there exists a k such that
no list decoding algorithm can succeed with a fixed polynomial list length.
Proof. Let V : {e1 , ..., ek/α} be the first k/α basis vectors. There exists
( k
α
k
)
subspaces comprised of
k basis vectors from V . We can encode these subspaces as vectors over {0, 1} kα where a 1 indicates
the presence of a basis vector, and a zero indicates the absence. Proving the theorem then reduces
to proving that the maximum size of binary code C of length kα of hamming weight exactly k with
decoding radius εk is lower bounded by ( 1
α2H(ε) )k .
The proof follows from classical arguments. Since C is of maximum size, there does not exist
a boolean vector cx of hamming weight k that is further than εk away from its closest codeword
c ∈ C. Otherwise, it would be possible to add cx into C which is a contradiction. Since there are
exactly
( k
α
k
)
vectors of hamming weight exactly k, and the hamming ball of radius εk has exactly∑εk
i0
(k
i
)
the size of C is lower bounded by
|C | ≥
( k
α
k
)∑εk
i0
(k
i
)
we lower bound the numerator by ( 1α )k , andupper bound the denominator by the binomial theorem∑εk
i0
(k
i
) ≤ 2H(ε)k . Thus we have shown |C | ≥ ( 1
α2H(ε) )k as desired. 
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A SoS-Certifiable Anticoncentration
Herewe recall the notion of SoS-certifiable anti-concentration and the relevant results from [RY20].
Definition A.1. Let D : [0, 1/2] → . A probability distribution D over d is said to (c , D(η))-
SoS-anticoncentrated, If for any 0 < η < 12 there exists τ ≤ cη and there exists a constant k ∈ 
such that for all N > dk , with probability 1 − d−k , over samples x1, . . . , xN ∼ D the following
polynomial system
P 
{
w2
i
 wi i ∈ [N]
‖v‖2 ≤ ρ2
yields a degree D(η) SoS proof of the following inequality
P
D(η)
{ 1
N
N∑
i1
wi 〈Xi , v〉2 ≥ η2( 1
N
∑
i
wi)‖v‖2 − η2τρ2
}
Theorem A.2. (Sufficient conditions for SoS anti-concentration) If the degree D(η) empirical moments of
D converge to the corresponding true moments Mt of D, that is for all t ≤ D(η) 1N N∑
i1
X
⊗ t2
i
(X⊗
t
2
i
)T − Mt

F
≤ d−k
And if there exists a uni-variate polynomial Iη(z) ∈ [z] of degree at most D(η) such that
1. Iη(z) ≥ 1 − z2η2ρ2 for all z ∈ .
2. P
D(η)
{
‖v‖2 · x∈D [Iη(〈v , x〉)] ≤ cηρ2
}
.
Then D is (c , D(η)) certifiably anticoncentrated.
Lemma A.3. For every d ∈ , the standard Gaussian distribution N(0, Id) is (c , O( 1η4 ))-SoS-
anticoncentrated. In particular there exists a construction for c ≤ 2√e
B Sum-of-Squares Toolkit
Here we present some useful inequalities captured by the sum of squares proof system
Useful Inequalities.
Fact B.1. (Cauchy Schwarz) Let x1 , .., xn , y1, ..., yn be indeterminates, than
4
(∑
i≤n
xi yi
)2 ≤ (∑
i≤n
x2i
) (∑
i≤n
y2i
)
Fact B.2. (Triangle Inequality) Let x , y be n-length vectors of indeterminates, then
2 ‖x + y‖2 ≤ 2‖x‖2 + 2‖y‖2
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Fact B.3. (Pseudoexpectation Cauchy Schwarz). Let f (x) and 1(x) be degree at most ℓ ≤ D2 polynomial in
indeterminate x, then
˜[ f (x)1(x)]2 ≤ ˜[ f (x)2] ˜[1(x)2]
Fact B.4. (Spectral Bounds) Let A ∈ d×d be a positive semidefinite matrix with λmax and λmin being the
largest and smallest eigenvalues of A respectively. Let ˜ be a pseudoexpectation with degree greater than or
equal to 2 over indeterminates v  (v1 , ..., vd). Then we have
2 〈A, vvT〉 ≤ λmax ‖v‖2
and
2 〈A, vvT〉 ≥ λmin ‖v‖2
C Omitted Proofs
C.1 Proof of Theorem 1.1
Theorem C.1. Suppose {X∗
i
}i∈[N] are drawn from N(0, Idd) and let P be a projection to a k-dimensional
subspace of d . Let {Xi |i ∈ [N]} be generated by setting
Xi  PX
∗
i + γi
for some additive noise γi satisfying
N∑
i1
‖γi ‖2  εN
Let {X˜i |i ∈ [N]} be a set of points such that there exists a subset S ∈ [N] of size |S| ≥ αN with X˜i  Xi
for all i ∈ S. For all η > 0, there is an algorithm running in time dO(1/η4) that computes a list of O(1/α)
projection matrices {Π1 , . . . ,Πℓ} such that
min
j
‖P −Π j ‖2 ≤ O
(
ε
η2α5
+
4ckη
α5
)
Proof. The theorem is a consequence of applying the framework from Section 2.2 to the polynomial
system (3.1). Specifically, in Theorem 3.1 we show that for any (c , D(η))-SoS anticoncentrated
distribution, the data set {X1, . . . , XN} is SoS-certifiably (α, ε, δ)-resilient for δ 
(
4ε
η2α
+
4ckη
α
)
and degree D(η) + 4. Using the algorithm in Theorem 2.9, we can recover a matrix Π such that
‖P−Π‖2F  δ/α4. WhileΠ satisfiesΠ  Id and Tr(Π)  k, it is not necessarily a projectionmatrix. In
particular, Π can have eigenvalues that are not 0 or 1. However, we prove in Lemma 3.3 the matrix
Π can be rounded to a projection matrix with only a constant loss in the squared Frobenius norm
‖P −Π‖2F . Thus one can recover a subspace Π such that ‖P −Π‖2F ≤ O
(
ε
η2α5
+
4ckη
α5
)
. The running
time of the algorithm is dO(D(η)). By Lemma A.3, the Gaussian distribution is (2√e , O
(
1
η4
)
)-SoS
anticoncentrated, thus giving a runtime of dO(1/η4).

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C.2 Proof of Theorem 2.9
Proof. For sake of succinctness, we will denote
˜
i
def
 ˜[·|wi  1] and βi def ˜[wi] .
Define the pseudoexpectation operator ∗ by modifying ˜ to make w j  0 for all j < S. In
particular, for any j < S, pseudoexpectationof all monomials containing w j is set to 0. Formally, for
every monomial we set, It is easy to check that ∗[w2
i
]  ∗[wi], and that ∗ satisfies ∗[q(Θ)]  0
for all q ∈ V. Finally, the cost of the ∗ on true data {Z1, . . . , ZN} is not higher than the cost of ˜.
This is because,

∗

∑
j∈[N]
w jΦ(Z j ,Θ)
 
∑
j∈S
˜[w jΦ(Z j ,Θ)] ≤
∑
j∈[N]
˜[w jΦ(Z˜ j ,Θ)] ≤ εN (C.1)
where we used the fact that ˜[w jΦ(Z˜ j ,Θ)] ≥ 0 for all j ∈ [N] and the P(ε)cost constraint on the
corrupted data,
Notice that the rounding algorithm outputs ˜i[Θ]with probability proportional to βi  ˜[wi].
By Lemma 2.8, we have that that, ∑
i∈S
βi ≥ ˜
ζ
[
∑
i∈S
wi] ≥ α2N
while
∑
i∈[N] βi ≤ N . Therefore with probability at least α2, the rounding algorithm picks i ∈ S.
Conditioned on picking an element i ∈ S, the expected distance ‖Θ −Θ∗‖2 satisfies,(
i∼S[‖˜i[Θ] −Θ∗‖]
)2
 (i∼S[‖∗i[Θ] −Θ∗‖])2 Definition of ∗

(
1∑
i∈S βi
∑
i∈S βi ‖∗i[Θ −Θ∗]‖
)2
Definition of i∈S

(
1∑
i∈S βi
)2
· (∑i∈S ‖∗[wi(Θ −Θ∗)]‖)2 using ˜i[Θ]  ˜[wiΘ]˜[wi]
≤
(
1∑
i∈S βi
)2
· |S| ·∑i∈S ‖∗[wi(Θ −Θ∗)]‖2 using Cauchy-Schwartz
≤
(
1∑
i∈S βi
)2
· |S| ·∑i∈S ∗ [‖wi(Θ −Θ∗)‖2] using pseudo-expectation Cauchy-Schwartz

(
1∑
i∈S βi
)2
· |S| · ∗ [(∑i∈S wi) ‖Θ −Θ∗‖2] using w2i − wi  0

(
1∑
i∈S βi
)2
· |S| · ∗
[ (∑
i∈[N] wi
)
‖Θ −Θ∗‖2
]
using ∗[wi]  0 for i < S
≤ δ
α4
Finally, note that ∗ is a valid degree D pseudo-expectation functional that satisfies the con-
straints Pbool(wi) and P(ε)cost ((C.1)) on the original data {Z1, . . . , ZN}. Since the uncorrupted data{Z1, . . . , ZN} is (α, ε, δ)-resilient and admits a degree D SoS certificate, we can conclude that

∗
©­«
∑
i∈[N]
wi
ª®¬ ‖Θ −Θ∗‖2
 ≤ δN
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Along with the fact that
∑
i βi ≥ α2N , the above calculation implies that(

i∼S
[‖˜
i
[Θ] −Θ∗‖]
)2
≤ δ
α4
(C.2)

C.3 Proof of Lemma 3.2
Proof. For notational convenience, denote A
def

∑
i w
2
i
. Note that
2PΠP  P2 + (PΠP)2 − (P − PΠP)2 .
Thus
2A · Tr[PΠP]  A Tr[P2] + A Tr[(PΠP)2] − A Tr[(P − PΠP)2]
 Ak + Ak − A Tr[(P − PΠP)2] (Lemma C.2)
 Ak + Ak − Akγ (Lemma C.2)
 k(2 − γ) · A
Finally, we have
A · ‖P −Π‖2F  A(Tr[P2] + Tr[Π2] − 2Tr(PΠ))
 A (2k − 2Tr(PΠP)) ≤ kγ · A

Lemma C.2. Suppose U is a d × k matrix of indeterminates satisfying UTU  Idk . Suppose Π  UUT
and P ∈ d×d is a projection matrix then,
UTU  Idk 2 Tr[(PΠP)2] ≤ k (C.3)
Proof. Observe that for any positive semidefinite matrices A, B  0 and indeterminates U
Tr[UTAUUT BU]  Tr[UTA1/2A1/2UUT B1/2B1/2U]
 Tr[(A1/2UUT B1/2)(A1/2UUT B1/2)T]
 ‖A1/2UUT B1/2‖2F ≥ 0
Now we can write,
Tr[(PΠP)2]  Tr[PUUTPUUTP]
 Tr[UTPUUTPU]
≤ Tr[UTPUUT PU] + Tr[UTPUUT(Id−P)U] + Tr[UT(Id−P)UUTU]
 Tr[(UTU)2]
 Tr[Idk]  k using UTU  Idk

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