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ABSTRACT
RCW38 is a deeply embedded young (∼1 Myr), massive star cluster located at a
distance of 1.7 kpc. Twice as dense as the Orion Nebula Cluster, orders of magnitude
denser than other nearby star forming regions, and rich in massive stars, RCW38 is
an ideal place to look for potential differences in brown dwarf formation efficiency as
a function of environment. We present deep, high resolution adaptive optics data of
the central ∼ 0.5×0.5pc2 obtained with NACO at the Very Large Telescope. Through
comparison with evolutionary models we determine masses and extinction for ∼ 480
candidate members, and derive the first Initial Mass Function (IMF) of the cluster
extending into the substellar regime. Representing the IMF as a set of power laws in
the form dN/dM ∝ M−α , we derive the slope α = 1.60± 0.13 for the mass range 0.5
– 20M⊙ which is shallower than the Salpeter slope, but in agreement with results in
several other young massive clusters. At the low-mass side, we find α = 0.71± 0.11
for masses between 0.02 and 0.5M⊙, or α = 0.81± 0.08 for masses between 0.02 and
1M⊙. Our result is in agreement with the values found in other young star-forming
regions, revealing no evidence that a combination of high stellar densities and the
presence of numerous massive stars affect the formation efficiency of brown dwarfs
and very-low mass stars. We estimate that the Milky Way galaxy contains between 25
and 100 billion brown dwarfs (with masses > 0.03M⊙).
Key words: open clusters and associations: individual: RCW38 – stars: luminosity
function, mass function – stars: formation – stars: pre-main-sequence – brown dwarfs
1 INTRODUCTION
Stellar clusters born embedded in molecular clouds have long
been recognized as important laboratories for understanding
how star formation works. They give birth to stars across a
wide range of masses, from the most massive stars reaching
several tens of solar masses, to the substellar objects with
masses below 0.075M⊙. The distribution of masses in young
clusters, the initial mass function (IMF), is a fundamental
⋆ Based on observations collected at the European Southern Ob-
servatory under programmes 090.C-270 and 70.C-0400
† E-mail: kmuzic@sim.ul.pt
outcome of star formation, and therefore has been a topic
of extensive research. Measurements of the IMF have been
represented in the literature by various functional forms. On
the high mass side, the mass function can be described as a
power law dN/dM ∝ M−α with the Salpeter slope α = 2.35
(Salpeter 1955). As the studies of the Solar neighbourhood
and the Galactic disk show, the Salpeter slope seems to
be a good approximation of the mass function down to
∼0.5M⊙, but below this mass the distribution becomes sig-
nificantly flatter (by ∆α ∼1.5; Luhman 2012 and references
therein). This lead to updated descriptions of the IMF, such
as a log-normal distribution (Chabrier et al. 2005), a set of
power-law functions (Kroupa 2001), or a tapered power-law
c© 2017 The Authors
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(De Marchi et al. 2005). The flattening of the IMF at the
low masses is also seen in young clusters and star forming
regions, which in general yield slopes α < 1, for the masses
below ∼ 1M⊙ (e.g., Luhman 2004b, 2007; Bayo et al. 2011;
Pen˜a Ramı´rez et al. 2012; Scholz et al. 2012a; Lodieu 2013;
Muzˇic´ et al. 2015).
The low-mass end of the IMF is the focus of the SONYC
survey - short for Substellar Objects in Nearby Young Clus-
ters - our project aiming to provide a complete, unbiased
census of the substellar population in nearby star form-
ing regions. The survey is based on deep imaging on 4-8-
m-class telescopes, and followed up with extensive spectro-
scopic campaigns targeting candidate very-low mass objects
in four nearby star forming regions. We reach completeness
limits of 0.005 - 0.01M⊙ in NGC1333 and Cha-I, 0.1 -
0.2M⊙ in Lupus 3, and ∼0.03M⊙ in ρ-Oph. Thanks to
SONYC, and similar recent surveys by other groups, the
substellar IMF in nearby regions is now well characterized
down to ∼10MJup, and in a few selected regions even deeper
(∼5MJup). In SONYC, we find that for every formed brown
dwarf (BD), there are 2 - 6 stars, and the slope of the mass
function below 1M⊙ is α ∼ 0.7 (Scholz et al. 2012b, 2013;
Muzˇic´ et al. 2015). The relatively large range in the star
to BD number ratio does not necessarily reflect differences
between different regions, it is rather caused by uncertain-
ties due to incompleteness of the spectroscopic follow-up,
choice of isochrones used to derive masses, uncertainties in
distances, etc. The IMF in most star forming regions ap-
pears to be continuous across the hydrogen- and deuterium-
burning limits. In a comparative study of seven nearby star
forming regions, Andersen et al. (2008) find that the ratios
of stars to brown dwarfs are consistent with a single under-
lying IMF.
While strong IMF variations are excluded for most
nearby regions, there might a few notable exceptions, that
hint that the environment might after all influence the BD
production efficiency. In Scholz et al. (2013), we investigated
the mass functions in IC 348 and NGC1333, two young clus-
ters in Perseus. We find that, under plausible assumptions,
the cumulative mass distributions of the two clusters are
significantly different, resulting from an overabundance of
very-low-mass objects in NGC1333. In a recent analysis of
the same two clusters, Luhman et al. (2016) also report a
higher abundance of low-mass objects in NGC1333. This
suggests that the relative number of very-low-mass objects
in star forming regions might depend on stellar density, in
the sense that regions with higher densities produce more
objects with very low masses. Furthermore, in Lupus 3, we
find evidence for a turn-down of the IMF in the substellar
regime. This cluster seems to produce fewer BDs than other
clusters we have studied (Muzˇic´ et al. 2015; Comero´n 2011).
Most of the star forming regions where the substellar
content was studied in detail are relatively loose groups of
low mass stars, with no, or very few massive stars, and
mostly similar in their properties. An exception is the Orion
Nebula Cluster (ONC), the only massive star forming region
within 500 pc distance. The ONC low-mass IMF has been a
subject of several studies to date, yielding somewhat incon-
sistent results, from a steeply declining IMF (Da Rio et al.
2012), to an upturn in the low-mass regime Muench et al.
(2002). Most recently, based on the new photometric near-
infrared observations of the ONC, Drass et al. (2016) de-
rive a bimodal form of an IMF, with a dip around 0.1M⊙,
and two peaks at 0.25 and 0.025M⊙. A similar, although
shallower dip was previously reported in the analysis by
Lucas et al. (2005). Drass et al. (2016) interpret the substel-
lar peak as possibly formed by brown dwarfs ejected from
multiple systems or circumstellar disks at an early stage of
star formation.
Environmental difference is in fact theoretically ex-
pected, as most of the current BD formation theories pre-
dict an overproduction of substellar objects in dense en-
vironments, or close to very massive stars. Bonnell et al.
(2008) investigate the formation of BDs and very-low-mass
stars through the gravitational fragmentation of infalling
gas into stellar clusters, where these clusters provide the
gravitational focus that attracts gas from the surrounding
molecular cloud, and provide gas densities that are suffi-
ciently large to form BDs. BDs in this simulation are there-
fore preferentially formed in regions of high stellar densi-
ties. In the largest hydrodynamical simulation of cluster
formation to date (Bate 2012), very-low-mass objects are
formed by ejection from the reservoir of accretion material,
and the efficiency of their formation is expected to depend
on density, as higher stellar densities favor ejections. Fur-
thermore, the turbulent fragmentation framework also pre-
dicts that an enhancement in density should lead to an in-
crease in the numbers of BDs (Padoan & Nordlund 2002;
Hennebelle & Chabrier 2009). Finally, a viable channel for
BD formation is in the vicinity of OB stars, whose powerful
ionization fronts can erode the outer layers of a pre-stellar
core, leaving a small fragment that can only form a substel-
lar object (Whitworth & Zinnecker 2004).
After consolidating the shape of the IMF in most of the
nearby star forming regions, the next logical step to test po-
tential environmental differences in the production of very-
low mass stars and BDs is to analyze their content in some
of the massive, dense embedded clusters. The main chal-
lenges in studying these clusters are their distances, crowd-
ing (in some cases), and high extinctions due to the high
column density molecular clouds with which they are as-
sociated. As a result, most studies of the stellar content
in massive embedded clusters extend down to a few solar
masses, and only a few reach close to the hydrogen burning
limit. The recent study in Westerlund 1 by Andersen et al.
(2016) extends down to 0.15M⊙ in the outer parts of the
cluster, an unprecedented depth for such a distant cluster
(∼ 4kpc). Similar mass limits have been reached in Trum-
pler 14 (Rochau et al. 2011). The IMF has been charac-
terized in NGC3603 down to 0.4M⊙ (Stolte et al. 2006;
Harayama et al. 2008).
In this paper, we present new adaptive optics (AO)
observations of the central half parsec of the young em-
bedded cluster RCW38. Previous deep observations of the
core of this cluster reached down to the hydrogen-burning
limit (DeRose et al. 2009), and the present data extend this
dataset further down into the substellar regime. RCW38
is a young (< 1Myr), embedded cluster surrounding a pair
of early O stars, and located at the distance of 1700 pc
(Wolk et al. 2008). The distance to RCW38 has been de-
rived from the photometry of the OB stars candidates
(Muzzio 1979; Avedisova & Palous 1989), and from exam-
ining the CO structures in the Vela ridge, in addition to
the photometric data (Murphy 1985). The X-ray luminosity
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function is consistent with the 1700 pc estimate from these
works (Wolk et al. 2006). Several works have inferred the
very young age of the cluster. (Wolk et al. 2006) estimate the
age to be 0.5 Myr, with an upper limit of 1 Myr (older age
doubles the number of O stars, which the authors find un-
likely). Using the NIR and X-ray photometry, Getman et al.
(2014) estimate individual ages of several cluster members,
giving on average ∼ 1Myr. The disk fraction of ∼ 70% is also
consistent with the same age (Winston et al. 2011). The CO
maps of the region reveal that the stellar cluster is associ-
ated with two molecular clouds containing the total gas mass
of 2.3×104 M⊙, whose collision possibly triggered the recent
massive star formation (Fukui et al. 2016). The massive stel-
lar content and the structure of RCW38 have been charac-
terized as part of the MYStIX project (Kuhn et al. 2015a),
who find that this cluster has the highest projected core sur-
face density among all the clusters in their study (20 massive
young clusters within 4 kpc), and twice as high as that of
the ONC. The peak core surface density of RCW38 is found
to be ∼34,000 stars pc−21, compared to ∼17,000 stars pc−2
in the ONC (Kuhn et al. 2015a), 2000 pc−2 in ρ-Oph and
≤1000 pc−2 in the remaining star forming regions covered
by SONYC (Gutermuth et al. 2009). The analysis based on
the X-ray, near-, and mid-infrared data (Wolk et al. 2006;
Winston et al. 2011) identified more than 600 YSOs, as well
as about 60 O- and OB-star candidates located in four sub-
clusters, and distributed in the area around them. The total
extent of the cluster can be approximated by an ellipsoid
with semi-major and -minor axes of four times the cluster
core radius, ∼10 pc× 8 pc (Kuhn et al. 2014). Twelve of the
OB-star candidates are found in the central core of the clus-
ter studied in this work.
The left panel of Fig. 1 shows a large scale view
of RCW38, with the circles marking the identified YSOs
(filled) and YSO candidates (open) from Winston et al.
(2011), and the diamonds marking the OB-star candidates
(Wolk et al. 2006; Winston et al. 2011). The small square
close to the center marks the central half parsec of the clus-
ter studied in this work at high angular resolution. At least
an order of magnitude denser than the nearby star forming
regions, and rich in massive stars, RCW38 is an ideal en-
vironment to look for potential differences in BD formation
efficiency.
This paper is structured as follows. Section 2 contains
the details of the observations and data reduction. The data
analysis, including the PSF fitting, photometric calibration,
and completeness analysis, is presented in Section 3. In Sec-
tion 4, we discuss the cluster membership, derive the mass
distribution, test the influence of unresolved binaries on our
derivation of the IMF, and estimate BD frequencies. In the
same section we also present stellar densities in RCW38,
along with several other nearby star forming regions. Sum-
mary and conclusions are given in Section 5.
2 OBSERVATIONS AND DATA REDUCTION
2.1 NAOS-CONICA/VLT
Observations of RCW 38 were performed using the AO-
assisted imager NAOS-CONICA (NACO; Lenzen et al.
2003; Rousset et al. 2003) at the ESO’s Very Large Tele-
scope (VLT), under the program number 090.C-0270. We
also use the data available from the ESO archive (program
ID 70.C-0400), previously published in DeRose et al. (2009).
The observing setup in both programs includes the S54 cam-
era, with the pixel scale of 0.054′′ and 54× 54 arcsec2 field
of view. The S54 camera is accompanied by the instrument
mask FLM 100, which attenuates flux towards the edges of
the field. The effect is corrected for by the flat field, except in
the corners of the image where the transmission falls below
5%. The details of the observations, including filters and to-
tal on-source exposure times, are listed in Table 1. The AO
loop was locked on the central binary [FP74] RCW38 IRS
2. The binary separation is small enough (0.27′′) not to be
resolved by the NAOS Shack-Hartmann wavefront sensor.
The data from 090.C-0270 were obtained in service
mode, with various observing blocks executed at different
nights between November 2012 and January 2013, and were
later combined into a single deep mosaic for each band. The
data from 70.C-0400 were obtained in February 2003. For
more details about this data set please refer to DeRose et al.
(2009). In the remainder of the paper, we refer to these two
datasets as the “2003 dataset” and “2013 dataset”.
Standard near-infrared data reduction techniques were
applied using our house-brewed IDL routines, including sky
subtraction (obtained on a nearby dark field), flat fielding
and bad-pixel correction. The 2013 dataset is affected by
the so-called 50 Hz noise, which used to sporadically ap-
pear in the data taken with the Aladdin3 detector (opera-
tional until September 2014). The noise manifests itself as
a horizontal stripe pattern, variable in intensity and time.
The pattern was removed using the procedure described in
Hußmann et al. (2012). The shift between the individual ex-
posures was determined using the routine jitter from the
eclipse package (Devillard 1997), allowing the mosaic con-
struction by a simple shift-and-add.
The colour-composite image of the central region of
RCW38, constructed from the J-band (blue; 2003 dataset),
H-band (green; 2013 dataset), and Ks-band (red; 2013
dataset) images, is shown in the right panel of the Fig. 1.
2.2 ISAAC/VLT
To estimate the amount of contamination by field stars,
we observed a control field, using the near-infrared cam-
era ISAAC at the VLT (Moorwood et al. 1998). The Hawaii
short wavelength arm of the instrument was used to ob-
tain H- and Ks-band images, providing the field of view of
152×152 arcsec2 and pixel scale of 0.148′′ per pixel. A con-
trol field should be far enough from the cluster not to con-
tain any of its stars, but also close enough to trace the same
background population. Our control field was chosen to be
located about 1 degree away from the center of the RCW38
1 We will re-derive the surface densities for the cluster core in
Section 4.5.
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Figure 1. Left: Large scale view of RCW38. Circles mark the identified YSOs (filled) and YSO candidates (open) from Winston et al.
(2011), and the diamonds mark OB star candidates (Wolk et al. 2006; Winston et al. 2011). The field covered by the NACO data is
shown close to the center of the plot. Right: Colour-composite image of the central part of RCW38, from the NACO images in J (blue;
2003 dataset), H (green; 2013 dataset), and Ks-band (red; 2013 dataset). The brightest star in the center of the image is the binary IRS2;
the frame size is ∼ 53×51 arcsec2.
Table 1. Summary of the observations.
Object α (J2000) δ (J2000) date instrument pixel scale FoV filter total exp. time
RCW38 08:59:05.5 -47:30:43 2013-01-01, 01-12, 01-21, 01-26 NACO 0.054′′ 54′′ H 6880 s
RCW38 08:59:05.5 -47:30:43 2012-11-21, 12-31, 2013-01-01 NACO 0.054′′ 54′′ Ks 3648 s
RCW38 08:59:05.5 -47:30:43 2003-02-23 NACO 0.054′′ 54′′ J 448 s
RCW38 08:59:05.5 -47:30:43 2003-02-23 NACO 0.054′′ 54′′ H 420 s
RCW38 08:59:05.5 -47:30:43 2003-02-23 NACO 0.054′′ 54′′ Ks 480 s
control field 08:54:55.3 -46:46:24 2012-10-26 ISAAC 0.148′′ 152′′ H 2160 s
control field 08:54:55.3 -46:46:24 2012-10-29 ISAAC 0.148′′ 152′′ Ks 1890 s
cluster, along the galactic plane. This region is just outside
the region of significant CO emission of the Vela Molecu-
lar Ridge C (Yamaguchi et al. 1999), far from the dense CO
clumps. It is also free of Hα emitters distributed through-
out the Vela Molecular Ridge (Pettersson 2008). The con-
trol field does not contain sufficiently bright stars that could
provide good quality AO correction with NACO (the bright-
est star has KS = 12.0 and V = 14.1). However, the density
of stars in the control field images is only ∼0.04 stars per
arcsec2, around 4 times lower than in the cluster field. There-
fore, the seeing limited ISAAC data are suitable to estimate
the field star contamination in RCW38. Also, as we will
show in Section 3.4, the control field photometry is deeper
that the cluster photometry. The details of the observations
are included in Table 1.
Standard data reduction, including sky subtraction (de-
termined from dithered science exposures), flat-field and bad
pixel corrections, and creation of final mosaics was per-
formed using the ESO’s ISAAC pipeline, and our own IDL
scripts.
3 DATA ANALYSIS
3.1 PSF fitting photometry and astrometry
For the NACO mosaics, photometry and astrometry were
obtained using the StarFinder PSF-fitting algorithm
(Diolaiti et al. 2000), particularly suitable for the analysis of
AO-assisted data in crowded fields. StarFinder uses an em-
pirical PSF, extracted directly from the imaging data. This
is crucial in the case of the AO data, as the shape of the
PSF can be extremely complex, especially in the presence
of anisoplanatic effects. The method applied in this work is
described in detail in Scho¨del (2010), and we refer the inter-
ested reader to this work, containing a detailed justification
of the method and particular details of the StarFinder
setup.
In our data, we observe strong anisoplanatic effects to-
wards the edges of the detector, expected given the field of
view of ∼ 55′′, and the isoplanatic angle in the H-band of
the order 10′′ at 1′′ optical seeing. Stars at the edges of the
detector are strongly elongated, and using a single PSF in
the analysis of AO observations with a relatively large FOV
MNRAS 000, 1–16 (2017)
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inevitably results in systematic errors in both astrometry
and photometry, dependent on the radial distance from the
AO guide star (Scho¨del 2010). The effect is more strongly
pronounced in the 2013 dataset. We therefore implemented
the following approach:
(i) The images were rebinned (oversampled) by a factor of
2, which helps to deal with undersampling of the NACO S54
data. Having well-sampled data is a necessary requirement
for StarFinder. We then create a set of moving tiles, each
with the size 512×512 pixel2 (i.e. ∼ 13.8′′×13.8′′), and each
overlapping 75% with the previous one. This results in 13×
13 overlapping subfields. The size of the subfields was chosen
to be comparable to the size of the isoplanatic angle, while
still large enough to have several stars suitable for local PSF
extraction.
(ii) Optimal PSF extraction requires several bright, iso-
lated sources to be able to determine not only the central
core of the PSF, but also the faint seeing foot further away
from the center. In our case, the brightest stars are located
closer to the center of the image. However, the anisopla-
natism will have a much more important effect on the PSF
core than on the seeing foot which is caused by the light
not corrected by the AO. Therefore, we extracted an ini-
tial PSF with well defined wings, using several very bright,
isolated stars close to the cluster center. We then merged
the individual PSF cores extracted from each sub-image,
with the wings of the initial PSF. This step is important to
avoid strong systematic variations of the zero point across
the field-of-view.
(iii) About 200 stars brighter than H = 16.5, distributed
across the field of view were used for the local PSF extrac-
tion. Their positions were supplied to StarFinder, which
then performed the local PSF extraction, the merging of
each local PSF core with the faint-wing PSF, and finally the
PSF source extraction for each subfield. Since we designed
the fields to have a large overlap, the majority of the sources
will be represented in several sub-images. The slightly differ-
ent subset of stars used for PSF extraction between overlap-
ping sub-images will affect the photometry and astrometry
of each individual source. We use the values from the over-
lapping sub-images to calculate the final flux and position
(average), as well as their respective uncertainties. The un-
certainties have been derived combining in quadrature the
measurement errors supplied by StarFinder and the stan-
dard deviation of values derived from multiple fields. The
flux uncertainties given by StarFinder take into account
Gaussian and photon noise of the images. The corners of the
image (128×128 pix2) are represented only once, therefore
only the StafFinder errors could be taken into account.
However, they do not contain any stars due to the NACO
S54 camera’s field mask.
3.2 Photometric calibration
To calibrate our photometry, we use the catalog from As-
censo et al. (in prep.), extracted from the larger FoV images
of RCW38 obtained by ISAAC/VLT. The seeing-limited
ISAAC data suffer more from crowding effects than the
NACO data; we have therefore used only matching sources
without any neighbour within 0.5′′ having a luminosity con-
trast ∆H > 2mag. Furthermore, we have rejected objects
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Figure 2. Photometric calibration for the main 2013 dataset used
in this paper. Upper panels: Zero-point and colour-term fit.
Lower panels: Photometric uncertainties as a function of mag-
nitude.
with uncertainties larger than 0.05 mag in the ISAAC data,
and 0.1 mag in the NACO instrumental magnitudes, and
took into account only the objects brighter than Ks=15. We
fit the zero-points, as well as the colour terms using the fol-
lowing equations:
J = Jinstr +ZP1+c1 ∗colour
H = Hinstr +ZP2+c2 ∗colour
Ks = Ksinstr +ZP3 +c3 ∗colour,
(1)
where colour=J−Ks for the 2003 dataset, and colour=H−Ks
for the 2013 dataset (no J-band data). In the case of 2013
dataset, only the last two equations are valid. The derived
ZPs and colour terms are given in Table 2.
The photometric uncertainties were calculated by com-
bining the uncertainties of the zero-points, colour-terms, and
the uncertainties in StarFinder extraction due to PSF vari-
ation described in Section 3.1. Fig. 2 shows the ZP and
colour term fits for the 2013 dataset (upper panels), along
with the photometric uncertainties as a function of magni-
tude, for the H- and the Ks-band. The 2013 combined HKs
catalogue contains 507 objects; 309 of these match with the
JHKs catalogue from 2003. We note that in the analysis of
the common sources we adopt the 2003 J-band photometry,
combined with the 2013 photometry in H and Ks.
3.3 Completeness of the photometry
The completeness of our photometry was assessed with
an artificial star test. An image containing randomly posi-
tioned artificial stars was created with StarFinder’s func-
tion image model, taking into account the spatially variable
PSF. This image was added to the broad-band mosaic, and
the associated photon noise was added in quadrature to the
noise image. The resulting image and its noise were used as
the input for a routine identical to the one used to obtain
the photometry with the spatially variable PSF (described
in Section 3.2). We inserted only 100 stars at a time to avoid
crowding, and repeated the same procedure 10 times at each
MNRAS 000, 1–16 (2017)
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Table 2. Parameters of the NACO photometric calibration.
dataset ZP1 c1 ZP2 c2 ZP3 c3
2003 25.12±0.11 0.02±0.03 25.08±0.09 −0.02±0.03 24.08±0.09 −0.02±0.03
2013 ... ... 25.09±0.07 −0.08±0.06 24.16±0.06 −0.13±0.05
16 17 18 19 20 21 22
magnitude
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Figure 3. Completeness of the NACO photometry calculated
with an artificial star experiment, for the two datasets, with 2013
shown in black, and 2003 in red. Different line styles represent
different photometric bands: full, dashed, and dotted lines for Ks-
, H−, and J−bands, respectively.
magnitude (in steps of 0.25 mag) to improve statistics. The
ratio between the number of recovered and inserted artifi-
cial stars versus magnitude is shown in Fig. 3, for both 2003
(red lines) and 2013 datasets (black lines). The 90% com-
pleteness limits are H = 18.6mag and Ks = 17.2mag for the
2003 dataset, and H = 19.1mag and Ks = 17.8mag for the
deeper 2013 dataset. The completeness limits derived for
the 2003 dataset are deeper than those previously reported
by DeRose et al. (2009), likely due to our improved source
extraction technique taking into account spatial variability
of the PSF.
3.4 Control field photometry
The PSF photometry on the control field data was per-
formed using StarFinder, employing a single empirical
PSF extracted from stars across the field. The photomet-
ric zero points were calculated from the comparison with
the 2MASS catalogue (Skrutskie et al. 2006). Stars brighter
than H ∼ 14 and Ks∼ 13 might suffer from non-linearity ef-
fects and were excluded. We use the sources with 2MASS
quality flags C or better (SNR> 5 in all three bands), and
with 2MASS photometry errors ≤0.1mag. Finally, we keep
only the sources without a neighbour within a radius of 3′′, or
with one that is more than 2 mag fainter. Due to a relatively
small overlap range between the ISAAC and 2MASS cata-
logs for the control field, we only derive the zero points for
the photometric calibration, ignoring any potential colour
terms.
The completeness of the photometry was again assessed
using an artificial star test, inserting 100 stars at a time, and
repeating the procedure 10 times at each magnitude, in steps
of 0.2mag. The control field photometry is 90% complete at
H = 20.8, and Ks = 20.3. This is 1.7 and 2.5mag deeper than
the 2013 NACO dataset in the H- and Ks-band, respectively.
4 RESULTS AND DISCUSSION
4.1 Extinction and stellar masses
Fig. 4 shows the colour-magnitude diagrams, (CMD) and
the colour-colour diagram (CCD) used to derive the ex-
tinction of the sources in RCW38. Given the young age of
the cluster, many objects are expected to host circumstellar
disks or envelopes, which in turn can introduce some un-
known excess to the intrinsic near-infrared colours of cluster
members. As argued by Cieza et al. (2005), classical T-Tauri
stars (CTTSs) can present an excess already in the J-band,
and therefore a simple de-reddening of the photometry to
the model isochrones will overestimate the extinction, and
consequently also the stellar luminosity. To derive the ex-
tinction towards individual stars in the cluster, we therefore
develop the following procedure that takes into account a
possible intrinsic excess.
(i) Below 1M⊙, we employ the latest version of the BT-
Settl models (Baraffe et al. 2015), while for the more mas-
sive stars we use the PARSEC2 stellar tracks (Bressan et al.
2012; Chen et al. 2014). As can be appreciated from Fig. 4,
the transition at 1M⊙ between the two sets of models
is smooth. We assume a distance to the cluster of 1700
pc, an age of 1 Myr, and adopt the extinction law from
Cardelli et al. (1989) with the standard value of the total-
to-selective extinction ratio RV = 3.1, as well as RV = 5.0,
which might be more suitable for dust-rich environments.
To estimate the effect that the photometric uncertainties
have on our determination of extinction and mass, we apply
the Monte Carlo method: for each source we create a set
of 1000 magnitudes in each band, assuming a normal dis-
tribution with a standard deviation equal to the respective
photometric uncertainty. For each of the 1000 realizations
we then derive the mass and AV as described below. The
final mass and AV for each source are calculated as an aver-
age, and their uncertainties as the standard deviation of all
realizations.
(ii) For the sources with the full JHKs photometric in-
formation (309 objects out of 507 found in the 2013 HKs
catalogue), we first check the source’s position in the CCD
diagram. In Fig. 4 (c), the solid black line represents evo-
lutionary models, the dashed black and grey lines the lo-
cus of T-Tauri stars and the corresponding uncertainties
(Meyer et al. 1997), whereas the dash-dotted rectangle rep-
resents the locus of Herbig AeBe stars (Herna´ndez et al.
2005). The dotted red lines are the reddening vectors
(Cardelli et al. 1989), encompassing the regions where the
colours are consistent with reddened evolutionary models
(region A), CTTSs (region B), and Herbig AeBe stars (re-
gion C). If the star falls in the region A of the CCD, its ex-
tinction and corresponding mass are derived by de-reddening
2 http://stev.oapd.inaf.it/cgi-bin/cmd
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Figure 4. (a): H vs. H−Ks colour-magnitude diagram of the sources detected in RCW 38, with the green open circles marking all the
sources from the 2013 HKs catalogue, and the black dots marking those that also have the J-band photometry available. The blue line on
the left is the combined PARSEC - BT-Settl 1 Myr isochrone. Two reddening vectors are shown, for RV=3.1 (black) and RV=5.0 (orange).
(b): J vs. J−H colour-magnitude diagram, with the 1 Myr isochrone at AV=0 (blue) and AV=13 (average extinction of the cluster for
RV=3.1; red). Note that the isochrone reddened by AV=11.3 and RV=5.0 would be identical to the one shown here. (c): Colour-colour
diagram. The solid black line represents the evolutionary models (PARSEC - BT-Settl), the dashed black and grey lines represent the
locus of T-Tauri stars and the corresponding uncertainties (Meyer et al. 1997), whereas the dash-dotted rectangle represents the locus
of Herbig AeBe stars (Herna´ndez et al. 2005). The dotted red lines are the reddening vectors (Cardelli et al. 1989). The crosses mark
AV=10 and 20 mag for RV=3.1 (red) and RV=5.0 (blue).
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Figure 5. Colour-magnitude diagram of all the sources detected in RCW38 (a), and the control field (b). The panel (c) shows the
cluster sequence (de-)reddened to the average extinction of the cluster (black), and the control field sequence reddened to the same AV ,
and dispersed to match the photometric errors of the cluster field. The panel (d) shows the cluster field after the statistical removal of
the contaminants. The 1 Myr isochrones are shown at Av=0 (blue) and Av=13 (red; average value of the extinction in the cluster). The
grey lines are marking the 90% (dashed) and 50% (dash-dotted) completeness limits.
its photometry to the 1 Myr isochrone in the J,(J−H) CMD.
In region B, the extinction is derived by de-reddening the
colours to the CTTS locus (Meyer et al. 1997). We note
that the objects in the region A could also be part of the
CTTSs, however, the derived AV differences are typically
smaller than the derived uncertainties, and for simplicity we
decide to only consider the evolutionary models. The derived
extinction is then used to convert the J-band photometry to
the absolute J-band magnitude, which is in turn compared
to the models to derive the mass. For the stars in the region
B, in addition to the interstellar extinction, we also cor-
rect for an excess due to the circumstellar disk or envelope,
chosen randomly in the interval 0 - 0.7mag for the J-band
(Cieza et al. 2005). In case that the derived mass is larger
than 2M⊙ (upper mass limit for T-Tauri stars), the proce-
dure is repeated by de-reddening the colours to the Herbig
AeBe locus (Herna´ndez et al. 2005). The intrinsic colour in
this case is a randomly chosen value within the dash-dotted
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box shown in Fig. 4 (c), falling along the reddening line. The
same procedure is performed if the objects falls within the
region C. Finally, if the object falls to the left of the region
A, or to the right of the region C, the extinction and mass
cannot be derived.
(iii) For the sources without the J-band photometry, the
extinction is derived from the H vs (H −Ks) CMD. To ac-
count for a possible intrinsic infrared excess, in half of the
1000 realizations for each source, we allow for an intrinsic
(H −Ks) excess, as a randomly chosen value between 0.4
and 1mag, and the intrinsic H-band excess in the interval 0
– 1.2mag. The color span was chosen according to the intrin-
sic colours of the CTTSs (Fig. 4 c), and the H-band excess
of CTTSs given in Cieza et al. (2005). The 50% fraction is
chosen because about half of the JHKs sources are found left
of the region B in the CCD. The mass is then derived from
the absolute H−band magnitude.
We note that the spectral types explored in Cieza et al.
(2005) range between K0 and M4, while the least massive ob-
jects studied here are expected to roughly be ∼M8 (based on
the masses we derive). The CTTS sample of Downes et al.
(2008) includes 3 BDs, which show an H−Ks excess of 0.4 -
0.6mag. Since we are lacking more information on the near-
infrared excess at the substellar boundary, and since the
young BDs share several properties with the CTTSs (e.g.
the disk fractions; Dawson et al. 2013), we make an assump-
tion that the values would not be drastically different from
those of the low-mass stars.
(iv) The isochrones show a degeneracy at the (pre-) main
sequence transition region in the CMD, for the masses
roughly between 3 and 10M⊙. For stars whose de-reddened
photometry falls within this region, all the possible mass/AV
combinations that match the isochrones enter the final cal-
culation of the star’s mass and AV . As a consequence, stars
in this mass range have larger relative errors, and cause the
slight “kink” in the IMF at masses around 5-6M⊙.
The average extinction and the standard deviation for
RV = 3.1 are 13.1 mag and 7.4mag, respectively; for RV = 5.0
the average extinction is 11.3mag, with a standard devia-
tion of 6.4mag. It is worth noting that different values of
RV in the near infrared do not affect the slopes of the red-
dening vectors in the Cardelli et al. (1989) formulation of
the extinction law (see Fig. 4), but only their length. There-
fore, the choice between the two reddening laws affects the
estimate of the extinction for individual sources, but has no
significant impact on the derived masses.
4.2 Cluster membership
To assess the membership in RCW 38 and statistically cor-
rect for the field sources, we compare the cluster colour-
magnitude diagram (CMD) with that of the control field.
First, the difference in extinction between the two lines of
sight has to be taken into account.
The fact that the H −Ks colour has a relatively small
scatter for sources of all spectral types allows us to determine
an average extinction along any line of sight by assuming an
average intrinsic H−Ks for all the observed stars. To deter-
mine the average extinction in the control field, we use the
method outlined in Gutermuth et al. (2005). We consider
the H−Ks values of the nearest ∼20 stars at each point on
a uniform 2′′ grid. The extinction at each point of the grid
is derived as the 3σ -clipped average of the extinction values
derived assuming an average intrinsic H −Ks = 0.25± 0.07,
and the extinction law of Cardelli et al. (1989). The average
intrinsic colour was calculated using the colours of O9-M9
dwarfs from Pecaut & Mamajek (2013), and assuming the
underlying mass function from Chabrier et al. (2005). Since
we are not looking in the direction of the bulge (l ∼267o),
contamination by giants should be small; < 3% of the sources
along the control field line of sight are expected to be gi-
ants or subgiants, according to the Besanc¸on Galaxy model
(Robin et al. 2003). Taking into account only the dwarf
colours should therefore be a safe assumption.
The average extinction in the control field derived in
this way is AV = 2.1± 1.1mag for RV = 3.1, and AV =
1.9±1.0mag for RV=5.0. The difference between the average
extinctions of the cluster and the control field is therefore
AV ≃ 11 for RV = 3.1 or AV ≃ 9.5 for RV=5.0 (AKs = 1.3
in both cases), the amount by which the control field se-
quence has to be shifted in the CMD before comparison.
The panel (a) of Fig. 5 shows all the observed objects in the
direction of the cluster field. The grey lines mark the 90%
(dash-dotted), and 50% (dashed) completeness limits. The
control field CMD is shown in the panel (b), with the light
grey symbols showing the original photometry derived for
this field, and the red ones the same sequence reddened by
AV = 11.
The CMD is subdivided into grid cells with a step size
of 0.5mag in both axes. The number of field stars within
each cell is normalized to the ratio of the on-sky areas be-
tween the cluster and the control field, and corrected for
the completeness fractions of the cluster field photometry
(the reddened control field photometry is 100% complete
below the cluster faint end). The resulting number of ob-
jects corresponding to the field object population is then
randomly subtracted from corresponding cells of the cluster
CMD. However, before the correction, there are two effects
that have to be taken into account. The first is the fact that
the cluster suffers a significant differential reddening across
the field, which means that only the population with extinc-
tion close to the average one would be taken into account
for the correction. To avoid this, we should (de-)redden the
cluster population to the average cluster extinction (AV=13
for RV = 3.1). To take into account the uncertainties in AV ,
the photometry of each star is de-reddened to a random
value within ±1σ from the average cluster extinction, where
σ is the star’s AV uncertainty (black dots in panel (c) of
Fig. 5). The sources for which we could not derive the ex-
tinction in Section 4.1 have been removed prior to this step
(3 out of 507). The second effect is that the control field se-
quence has significantly lower uncertainties, especially at the
faint end, which again will cause some cells to be under- or
over-corrected. To fix this, we artificially disperse the con-
trol field sequence to match the photometric uncertainties
of the cluster field (red dots in panel (c) of Fig. 5). The
resulting field-subtracted cluster population is shown in the
righ-most panel of Fig. 5, along with the 1 Myr isochrones at
Av=0 (blue) and Av=13 (red). As evident from Fig. 5, only
a small fraction of the sources gets removed from the clus-
ter sequence by this method (∼ 5% of the detected objects).
As previously discussed by DeRose et al. (2009), the clus-
ter seems to be located in front of a dense molecular cloud
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Figure 6. Ks-band luminosity function. The white histogram
shows all the sources from the HKs catalogue, while the grey one
shows the probable member sample determined through compar-
ison of the cluster CMD with that of the control field. The blue
hatched histogram shows the extinction-corrected version of the
grey one. The dotted line marks the 90% completeness limit.
Table 3. Parametrization of the Initial Mass Function in RCW38
in the power-law form, for a selection of different mass break
points shown in Fig. 7.
mass range [M⊙] α α
RV=3.1 RV=5.0
0.2 - 20 1.48±0.08 1.49±0.09
0.02 - 0.2 0.42±0.18 0.45±0.18
0.5 - 20 1.60±0.13 1.60±0.13
0.02 - 0.5 0.71±0.11 0.72±0.11
0.02 - 1 0.81±0.08 0.83±0.09
whose high extinction screens out background sources. The
cleaned cluster sequence contains 476 candidate members.
Fig. 6 contains the Ks-band brightness distribution,
with the statistically cleaned cluster population shown in
grey. The hatched blue histogram contains the same data as
the grey one, corrected for extinction. Fitting a Gaussian to
the extinction-corrected histogram, we get the peak located
at Ks = 13.9, which at the distance of 1.7 kpc corresponds
to an absolute magnitude of MKs=2.75, or ∼ 0.4M⊙. This is
similar to what is seen in other young clusters, e.g., Trum-
pler 14 (0.4−0.5M⊙ at a distance 2.3 - 2.8 kpc and 〈AV 〉=
3; Ascenso et al. 2007; Rochau et al. 2011), or Trapezium
(∼ 0.5M⊙ for d= 0.4 kpc and 〈AV 〉 = 9.2; Muench et al.
2002). It is also in agreement with the simulated K-band
luminosity function for clusters of non-accreting PMS stars,
which peak at MK = 2.5 − 3 for the ages 0.7 - 1 Myr
(Zinnecker & McCaughrean 1991).
4.3 Initial Mass Function
To plot the IMF for RCW38 we take the statistically cleaned
probable member masses as derived in previous sections and
run a Monte Carlo simulation where each mass is moved by a
random offset within its respective ±1σ uncertainty. This is
performed 100 times, and for each of the 100 realizations we
do 100 bootstraps, i.e., random sampling with replacement.
In other words, starting from a sample with N members,
in each bootstrap we draw a new sample of N members,
allowing some members of the initial sample to be drawn
multiple times. This results in 104 mass distributions, which
are used to derive the final IMF and its uncertainties. In
Fig. 7 we show the IMF and the corresponding fits in the
power-law form dN/dM ∝ M−α . A Poisson uncertainty is as-
signed to each fitted data point, but is not shown in the plot
for clarity. The lowest masses derived for the objects in the
sample are ∼0.02M⊙, setting the lower limit for the IMF.
The data in the lowest-mass bins have been corrected for in-
completeness, according to the average Ks-band magnitude
of the sources belonging to it, and the curve shown in Fig. 3.
The blue diamonds mark the median of the uncorrected val-
ues for the two lowest mass bins, where the correction is
significant. We fit a two-segment power-law using the least-
square method, with the break masses at 0.2 (left panel in
Fig. 7) and 0.5 M⊙ (middle panel). For a comparison, we
overplot the Kroupa segmented power-law IMF, normalized
at 0.5M⊙ (dashed grey line), with the slopes α = 2.3 for
M> 0.5M⊙, α = 1.3 for 0.08 < M < 0.5M⊙, and α = 0.3 for
M< 0.08M⊙. In the right-most panel we show the fit only
below 1M⊙, to be able to compare it with the IMF fits in the
nearby young clusters from the SONYC survey. The sum-
mary of the resulting slopes is given in Table 3. The results
are largely insensitive to RV .
On the high-mass side, the slope of the power-law in
the central ∼ 0.45× 0.45 pc2 of RCW38 is found to be
α = 1.48±0.08, and 1.59±0.13, for the masses above 0.2M⊙,
and 0.5M⊙, respectively. This is lower than the Salpeter
slope (α=2.35). A similar slope has been reported in the cen-
tral regions of other massive clusters. In the central region
(r ≤ 0.2pc) of the Arches cluster, Habibi et al. (2013) find
the slope α = 1.5±0.35, while Andersen et al. (2016) report
a slope α = 1.32±0.16 in the inner 0.8 pc radius of Wester-
lund 1. In the inner 0.2 pc radius of NGC3603, the observed
IMF slope is α ≃ 1.3 (Harayama et al. 2008; Stolte et al.
2006). In σ Ori, Pen˜a Ramı´rez et al. (2012) measure a slope
α = 1.7±0.2 for masses above 0.35M⊙, while in Collinder 69
Bayo et al. (2011) report α ∼ 1.8 for the mass range 0.65 -
25M⊙. In Arches, Westerlund 1, and NGC3603, the above
mentioned works all report a steepening of the observed
slope at larger radii (to values from 1.8 to Salpeter), which is
interpreted as evidence for mass segregation. However, great
care should be taken when interpreting these results in dis-
tant, rich clusters, because incompleteness due to crowding
can produce a similar effect of radially changing slope, even
in a completely un-segregated cluster (Ascenso et al. 2009).
As the latter work shows, a rigorous study of completeness
(which is not always found in the literature) is a pre-requisite
when analyzing the radial properties in crowded regions.
In the case of RCW38, although the crowding does not
pose a real problem in the presence of the AO observations,
the present work does not allow us to judge whether the clus-
ter is mass segregated, simply because the mass function of
the wider RCW38 is yet to be derived. The combined X-ray
(Chandra) and mid-infrared (Spitzer) observations reveal a
presence of 4 sub-clusters (Winston et al. 2011). The cen-
tral sub-cluster surrounding the source IRS2 shows a higher
concentration of OB candidates than any of the other three
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Figure 7. Initial mass function of the central core of RCW38, represented in the equal-size bins of 0.2 dex in mass. We plot the points
(black) and the corresponding fits from 104 realizations of the performed Monte Carlo simulation (light blue and orange shaded area).
The dark blue/orange lines show the final IMF, with the slopes calculated as a weighted average of the slopes obtained in the simulation.
The IMF is represented as a two-segment power-law, with different break masses shown in the three panels. The blue diamonds mark
the median value of all the realizations without correcting for the completeness, for the bins where it has effect. The grey dashed line is
the Kroupa segmented power-law mass function normalized at 0.5M⊙.
sub-clusters, however, an even larger number of OB candi-
dates are found distributed throughout the extended cluster
region. Kuhn et al. (2014) describe the RCW38 morphology
as a “core-halo” structure, meaning that overall the cluster
structure appears unimodal with little substructure around
a main cluster, but with an excess of stars near the center.
In Kuhn et al. (2015b) the authors estimate the relaxation
time for the core, coinciding roughly with the regions studied
here, to be ∼ 5Myr. For the wider cluster area (∼ 4.5pc ra-
dius), the relaxation time is much longer, > 200Myr. Given
its very young age (. 1Myr), RCW38 is therefore likely not
a dynamically relaxed system.
On the low-mass side, we can compare the results in
RCW 38 given in Table 3 with the results of numerous sur-
veys dealing with the low-mass content in nearby star form-
ing regions and young clusters, including our SONYC sur-
vey. To facilitate the comparison, we compile a summary of
various results that extend into the BD regime, provided in
Table 4. We include mass ranges in the quoted power-law
fits, as well as the employed isochrones. The slope α is in
agreement between most of the listed star forming regions
and clusters. Our results in RCW38 are also similar to what
is found in other regions, i.e. our data leave no evidence for
an effect that a combination of high stellar densities and OB
star presence might have on efficiency of BD/very-low mass
star production.
The only cluster with comparable age and stellar den-
sity to RCW38, and studied in the substellar regime so
far is the ONC. Despite being one of the best studied
young clusters in general, its low-mass IMF remains con-
troversial. There have been several proposals of a bimodal
mass function, with a second peak, or a hint of it, in the
substellar regime (Muench et al. 2002; Slesnick et al. 2004;
Lucas et al. 2005; Drass et al. 2016), where only the work
of Slesnick et al. (2004) includes spectroscopic confirmation
of the substellar candidates. Da Rio et al. (2012) report an
IMF that declines steeply in the substellar regime, with
a negative α slope, in contrast to α ∼0.3 - 0.6 reported
by Muench et al. (2002); Weights et al. (2009). Possible ex-
planations for these discrepancies include membership is-
sues, issues with understanding survey completeness, dif-
ferent methodologies (optical vs infrared photometry, (non-
)existence of the spectroscopic follow-up, adoption of differ-
ent isochrones and extinction laws), as well as the distance
uncertainties (values between 400 and 480 pc assumed in the
mentioned works). Moreover, Andersen et al. (2011) report
a gradient in the number ratio of stars (0.08 - 1 M⊙) to BDs
(0.03 - 0.08 M⊙), suggesting that the low-mass content of the
cluster is mass segregated. Significantly different areas cov-
ered in some of the above mentioned surveys might therefore
influence the derived mass functions to some extent. Finally,
there might be an additional complication in the ONC, in
the form of a slightly older (4-5 Myrs) population located in
front of the Orion A cloud (Alves & Bouy 2012; Bouy et al.
2014). This population overlaps significantly with the ONC,
and can make up for more than 10-20% of the ONC pop-
ulation, and even 30-60% excluding the Trapezium cluster
(Alves & Bouy 2012). Given the youth of the foreground
population, and the similarity of its radial velocity to that
of the Trapezium population, the membership analysis is far
from trivial, and probably affects the IMF determination.
As evident from Table 4, the slope α of the mass func-
tion in the power-law form dN/dM ∝ M−α is larger than zero,
in contrast to the analysis by Andersen et al. (2008). Based
on the number ratios of stars to BDs in seven different star
forming regions, they conclude that the substellar IMF turns
over with a slope α < 0. The reason for this inconsistency
might be an overestimate of star-to-BD ratios for some of the
clusters, due to incompleteness and/or small number statis-
tics. For example, for IC 348, Andersen et al. (2008) quote
a ratio of ∼ 8, while the newer surveys yield the values 3-4
(Scholz et al. 2013).
Finally, it is worth mentioning that most mass func-
tions that we compare here are system mass functions, with
no correction for unresolved binaries, justifying a direct com-
parison with the RCW38 IMF. On the other hand, the dif-
ferences between the system and a single star IMF are defi-
nitely worth exploring, which is what we do in Section 4.6.
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Table 4. Power-law slope α of the low-mass IMF in various star forming regions (dN/dM ∝ M−α ).
Region Mass range [M⊙] α Isochrones Reference
NGC1333 0.005 – 0.60 0.6±0.1 NextGen + Dusty Scholz et al. (2012a)
0.030 – 1.00 0.9−1.0 BT-Settl, Dusty, NextGen Scholz et al. (2013)
Chamaeleon-I 0.005 – 1.00 0.78±0.08 BT-Settl Muzˇic´ et al. (2015)
Lupus 3 0.020 – 1.00 0.79±0.13 BT-Settl Muzˇic´ et al. (2015)
Collinder 69 0.010 – 0.65 0.18−0.38 Siess + Cond Bayo et al. (2011)
σ Ori 0.006 – 0.35 0.55±0.20 Dusty + Cond Pen˜a Ramı´rez et al. (2012)
0.006 – 0.35 0.68±0.23 Dusty + Cond + Siess Pen˜a Ramı´rez et al. (2012)
0.006 – 0.11 0.6±0.2 Dusty + Cond + NextGen Caballero et al. (2007)
0.012 – 0.10 0.7±0.3 Dusty + Cond + NextGen Be´jar et al. (2011)
IC 348 0.012 – 0.075 0.7±0.4 Dusty Alves de Oliveira et al. (2013)
0.030 – 1.00 0.7−0.8 BT-Settl, Dusty, NextGen Scholz et al. (2013)
ρ Oph 0.004 – 0.075 0.7±0.3 Dusty Alves de Oliveira et al. (2012)
ONC 0.030 – 0.30 −0.12±0.90 NextGen Da Rio et al. (2012)
0.020 – 0.17 −1.41±0.25 DM97 Da Rio et al. (2012)
0.006 – 0.10 0.31±0.11 NextGen + Dusty Lucas et al. (2005)
0.025 – 0.12 ≃ 0.3 DM97 Muench et al. (2002)
0.012 – 0.15 0.3−0.6 NextGen + Dusty Weights et al. (2009)
Upper Scorpius 0.009 – 0.2 0.45±0.11 BT-Settl Lodieu (2013)∗
BT-Settl: Allard et al. (2011); Siess: Siess et al. (2000); COND: Baraffe et al. (2003); DUSTY: Chabrier et al. (2000); NextGen:
Baraffe et al. (1998); DM97: D’Antona & Mazzitelli (1997)
∗ using the 5 Myr isochrone
4.4 Star/BD ratio
A useful quantity for the comparison of IMF measurements
from different surveys is the number ratio of stars to BDs.
To estimate the ratio, we use masses derived in Section 4.1,
and apply the same method as we did in deriving the IMF,
generating 104 mass distributions. For the stellar-substellar
mass boundary, we take the value at the solar metallicity,
0.075M⊙. The low mass limit on the BD side is fixed to
0.03M⊙, and the upper limit for the stellar mass range is
chosen to be 1M⊙. These limits have been chosen to match
those most commonly used in the literature. We derive the
star to BD number ratio in RCW38 of 2.1±0.6. The large
relative uncertainty of the ratio is mostly due to the incom-
pleteness levels on the low-mass side, and the photometric
uncertainties at the star-BD border. The star to BD ra-
tio in RCW38 is similar to that of NGC1333 (1.9− 2.4;
Scholz et al. 2013), somewhat lower than that of IC348
(2.9−4; Scholz et al. 2013), and overlaps with the lower val-
ues of the range calculated for Cha-I and Lupus 3 (2.5−6.0;
Muzˇic´ et al. 2015). However, as pointed out in Muzˇic´ et al.
(2015), the numbers in Cha-I and Lupus 3 might in reality
be on the lower side of the quoted span, as suggested by
the analysis based on the completeness levels of the spectro-
scopic follow-up.
4.5 Comparison of stellar densities
In Section 4.3 we compare the low-mass IMF in RCW38 to
the mass functions found in other (less dense) nearby star
forming regions. In this section we try to quantify the dif-
ferences in the stellar densities between several regions. We
calculate the stellar surface and volume densities in RCW38,
and three well studied nearby clusters, Chamaeleon-I, NGC
1333, and the ONC, representing the loose, intermediate and
dense stellar environments, respectively. The area for the
calculation has a radius of 0.2 pc, which is dictated by the
field-of-view of the RCW38 dataset. For the volume den-
sities, we assume a uniform, spherical distribution with the
radius of 0.2 pc. Given the relatively small radius used in the
calculation, the values derived here can be considered core
densities for each cluster.
We take into account only stars more massive than
0.1M⊙, to avoid errors due to incompleteness. For RCW38,
we use the masses calculated in this work. For Cha-I, we con-
sider the masses calculated in Muzˇic´ et al. (2015), which are
based on the census combined from several works (Luhman
2004a, 2007; Luhman & Muench 2008; Daemgen et al. 2013;
Muzˇic´ et al. 2015). For NGC1333 we take the census from
Luhman et al. (2016), and exclude all the objects with the
spectral type M7 or later. An M7 object should have the
Teff∼2900K (Muzˇic´ et al. 2014), equivalent to 0.1M⊙ at 1
Myr, according to the BT-Settl models. The NIR sources
without spectral classification brighter than Ks=12.2 are
kept, since they are expected to be more massive than
0.1M⊙ already at AV = 0. There are several YSOs detected
only in the MIR, which might be embedded protostars. Ex-
cluding, or including these sources gives us a range of den-
sities for NGC1333. For the ONC, we take the masses from
Da Rio et al. (2012), using the Baraffe et al. (1998) models.
For RCW38, the center is set to the brightest object,
the IRS2 binary. At the distance of 1700 pc, we obtain the
stellar surface density Σ∼2500 pc−2, and stellar volume den-
sity ρ ∼16500 pc−3. This is about 6 times lower than the
average surface density within the same region found by
(Kuhn et al. 2015a; Σ = 15 800 stars pc−2) The discrep-
ancy might be caused by the correction of the surface den-
sity maps with the spatially dependent detection fraction
in Kuhn et al. (2015a), which are derived from the X-ray
observation, and typically drop at the positions of cluster
cores. Cha-I has no obvious center looking at the overall re-
gion, and consists of two regions with stellar clustering. We
take the centers of the two parts as defined in King et al.
(2012a), and get Σ∼95 pc−2 and ρ ∼640 pc−3 for the north-
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ern component, and Σ ∼70 pc−2 and ρ ∼480 pc−3 for the
southern component, assuming the distance of 160 pc. Sim-
ilar to Cha-I, NGC1333 does not have a well defined center:
we consider two regions with the highest concentration of
members: the first one is center on the bright F-type star lo-
cated at 03:29:10.38, +31:21:59.2, while the other is centered
at 03:28:57,+31:16:50.9. We assume a distance of 300 pc, and
obtain Σ ∼180 - 220 pc−2 and ρ ∼1200 - 1450 pc−3. For the
ONC, we center the field to the center of the Trapezium clus-
ter, adopt the distance of 400 pc, and obtain Σ ∼1000 pc−2
and ρ ∼6800 pc−3. We note that the values for ONC are
in agreement with those calculated by King et al. (2012a),
while those in Cha-I are slightly higher due to the updated
census used here.
The central part of RCW38 is therefore more than two
times denser than the ONC, an order of magnitude denser
than NGC1333, and about 25 times denser than Cha-I.
4.6 Effect of the unresolved binaries on the IMF
A significant fraction of stars host one of more companions,
which, in the case they are unresolved, might affect our de-
termination of the IMF. In this section we model this effect
and the uncertainty it has on the IMF, assuming certain bi-
nary frequencies and mass ratios (described below), as well
as excluding the possibly resolved wide systems.
4.6.1 Binary frequencies
King et al. (2012a,b) collected binary statistics for seven
young star forming regions, with the separation range of
62− 620AU and primary mass range of 0.1− 3.0M⊙ being
directly comparable between five of them. In this separa-
tion range, the lowest density region, Taurus, has a binary
fraction of ∼ 21%, while the other 4 regions, with densities
greater than a few 100 stars pc−3 (including the ONC), show
a lower fraction of ∼ 10%. Since the density of RCW38 is
comparable to that of the ONC, and given that this is one of
the most thoroughly studied nearby regions, we will use the
available ONC statistics for our assumptions on the binary
properties of the RCW38 population.
Ko¨hler et al. (2006) studied the multiplicity properties
for 275 objects in the ONC, in the separation range 60-500
AU. In the core of the cluster, they find the binary frac-
tion of 2.3±3.0% in the mass range 0.1M⊙ ≤M≤ 2M⊙, and
21.1± 10.2% for M≥ 2M⊙. The most massive star in their
sample has a mass estimate of 16M⊙. Based on a sample of
∼ 780 ONC members, Reipurth et al. (2007) derive the bi-
nary fraction of 8.8±1.1%, in the separation range 67.5-675
AU. Although they give no information of the mass range
that was studied, almost all identified binaries with exist-
ing spectral type estimate have a spectral types K-M. In a
recent work based on the HST data, Kounkel et al. (2016b)
analyze 324 protostars and PMS stars in Orion (not only the
ONC), and find a companion fraction3 of 10.3±1.0% in the
separation range 100-1000 AU. Interestingly, they also find
a higher companion fraction in denser regions (∼ 13.5% vs
3 Given that only 2 out of 57 identified multiple systems are
higher order systems (triples), the binary and companion frac-
tions should be similar in this case.
∼ 8% for stellar surface density Σ> 45pc−2 and< 45pc−2, re-
spectively), in contrast to the results of Ko¨hler et al. (2006).
Considering binaries closer than the visual ones studied
in the works mentioned so far, there are several studies deal-
ing with spectroscopic binaries in Orion. Morrell & Levato
(1991) find the binary frequency for periods shorter than
100 days (. 1AU for a BV star) among the main-sequence
members of the association is 32%. The majority of the stud-
ied stars are massive, predominantly BV type. On the other
hand, Abt et al. (1991) find the binary frequency among the
26 brightest ONC members (spectral types O6-A1) to be
15%. Kounkel et al. (2016a), find the multiplicity frequency
of 5.8± 1.1%, for a sample of (typically) K-type stars, i.e.
on average lower mass than the previous two samples, and
up to 10AU separation. From the high resolution optical
interferometry of a small sample of 9 brightest stars in the
ONC (A0 - O5.5), Grellmann et al. (2013) find 6 multiple
systems, and conclude that the massive stars in the ONC
have a companion fraction 5 times higher than the low mass
stars. The separations probed in this work are ∼ 1−80AU,
filling the gap between the close binaries probed by the ra-
dial velocities and AO surveys.
We note that the works dealing with visual binaries nor-
mally assume that the the projected separation represents
the true semi-major axis, although this is statistically not
exactly correct (Kuiper 1935). Also, they typically do not
correct for the fact that at inclined orbits, a companion will
appear for a certain fraction of its period at projected sep-
arations shorter than the spatial resolution of the observa-
tions. However, as we will show in Section 4.6.3, for our
resolution limit of 270 AU, this correction should be around
10−15%. For the ONC surveys, which probe much shorter
separations, this number will be even smaller, therefore it is
probably safe to ignore it.
In summary, stars more massive than ∼ 2M⊙ have
binary frequency estimates varying between 15 and 60%.
On the low-mass side, both close (< 10AU) and wide (>
60AU) companions in the ONC appear with the frequency
of 5−10%. In the separation range of 10-60AU, however, we
have no available data for the ONC. For the main sequence
stars and field BDs, the orbital period distribution can be
approximated with a log-normal distribution that peaks at
∼5 AU for stars with the spectral type M or later, and at
∼45 AU for FGK stars (Ducheˆne & Kraus 2013). We might
therefore be missing a substantial number of binaries in the
separation range not covered by the current surveys. For this
reason, we also test the binary frequency of 20%.
4.6.2 Mass ratios
Given the uncertainties in mass determinations in young
clusters, mass ratio distribution q might be a more complex
parameter to probe than the binary frequency. In a review
paper on stellar multiplicity, Ducheˆne & Kraus (2013) show
that the distribution of mass ratios (in form dN/dq ∝ qγ ,)
down to q ∼0.1 for all masses above 0.3M⊙ is essentially
flat (γ ∼ 0), whereas below this limit it becomes increasingly
skewed towards high-q systems (γ ∼ 3).
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4.6.3 Resolved wide systems
The resolution of the NACO data is on average ∼160 mas
(calculated as 2×FWHM of the variable PSFs across the
field), which is equivalent to ∼270AU at the distance of
1.7 kpc. To determine how many wide multiple systems we
might have detected in our images, we searched for can-
didate companions within 0.5′′ (≈ 850AU) of each source
in the NACO images. We identify 32 potential binary and
triple systems (35 if we count the 3 triples as 2 binaries
each), with the separations between 290 and 820 AU, and
the median of 590 AU. Of the 32 systems, 20 have estimated
primary masses below 2M⊙. First, we have to explore the
possibility that these are line of sight pairs rather than gen-
uine binaries. To do so, we determine the stellar surface den-
sity Σ in an area with a radius of 10′′ (≈ 17000 AU) around
each candidate primary, and calculate the probability P of
finding an unrelated star within a distance θ from each pri-
mary by P = 1−e−piθ
2Σ (Correia et al. 2006; Reipurth et al.
2007), where θ = 0.5′′. We find a non-negligible probability
of chance alignment for all our candidates, between 7% and
26%, with an average of ∼ 20%. This means that ∼26 of
the detected pairs might be physical binaries. Since in this
analysis we deal with projected separations, rather than true
binary orbit sizes, we might also ask how many of the visual
binaries we miss due to inclination effects, where a compan-
ion appears, for a certain fraction of its period, at projected
separations shorter than the spatial resolution of the ob-
servations. To estimate how often this happens, we setup a
simple geometric simulation in which a set of circular orbits
with semi-major axis 270 - 1100 AU is run through a set
of inclinations. The upper limit comes from our chosen up-
per separation limit of 850 AU, multiplied by the average
ratio between the semi-major axis and its projected separa-
tion for an ensemble of binaries, which is 1.3 (Kuiper 1935).
We find that the probability of the two components being
at projected distances below 270 AU is ∼10%. Therefore,
∼ 18 low-mass and ∼ 11 high-mass visual binaries should be
excluded from our simulation. We can repeat the same anal-
ysis for the range of up to 620AU (useful for the comparison
with King et al. 2012b, see below): we find 20 multiple sys-
tems, of which ∼ 11% are chance alignments, and ∼15% are
missing due to the projection effects.
Comparing the separation distribution for 7 star form-
ing regions, King et al. (2012b) find that regions with higher
densities exhibit a similar proportion of wide (300-620AU)
relative to close (62-300AU) binaries, which might be un-
expected from the preferential destruction of wider pairs.
Binaries with separation 300-620AU comprise 10− 40% of
the total binary populations in the 7 regions studied in
King et al. (2012b), with the ONC value being ∼ 25%. In
RCW38, we detect 20 candidate multiple systems, of which
10 have primary masses > 2M⊙. Subtracting the probable
chance alignments, we get the multiplicity frequency in the
300-620AU range of 10/147 and 10/360, for the high- and
low-mass bins, respectively. Assuming that these comprise
25% of all the 60-620AU binaries, would imply total binary
frequencies in this mass range of ∼ 27% for masses > 2M⊙,
and ∼ 11% for masses < 2M⊙. This is roughly in agreement
with the binary frequencies in the ONC listed in the previous
section.
4.6.4 IMF simulation
We test the following cases in our simulation: for the low-
mass stars (< 2M⊙), we test binary fractions of 5, 10%, and
20%, whereas for the stars with masses > 2M⊙, we test bi-
nary fractions of 15%, 30%, and 60%. From our candidate
member catalogue of masses, we randomly select a fraction
that will be split into binaries. For the selected sources with
mass < 0.3M⊙, we generate a mass ratio distribution ac-
cording to dN/dq ∝ qγ , where γ = 3, which prefers equal-mass
binaries. For masses > 0.3M⊙, we assume a flat mass ratio
distribution (γ = 0). Mass ratios are assumed to have val-
ues in the range 0.1 - 1. The selected sources are then split
into binaries according to the corresponding mass ratio, with
a requirement that the sum of the expected fluxes for the
two components matches the flux of the observed unresolved
system. For simplicity, we keep the same AV as previously
derived. The next step is to exclude the detected wide bi-
nary systems, by removing 11 randomly selected binaries in
the high mass bin, and 18 in the low-mass one, as derived
in the previous section.
With this new set of masses, we repeat a similar Monte
Carlo simulation as the one described in Section 4.3. Starting
from the same catalogue as before, each mass is moved by a
random offset within its respective ±1σ uncertainty. This is
performed 100 times, and in each step a new subset of bina-
ries is generated as described above. For each of these 100
realizations, we do 100 bootstraps. The results for the same
mass intervals as those given for the system IMF (Table 3),
are shown in Table 5. By comparing the numbers derived for
the system IMF with the results of this simulation, we see
that unresolved binaries cause the slope on both high-mass
and low-mass side to appear flatter than if the binaries were
resolved. However, the effect is not very pronounced, with
the power-law indices of the single-star IMF and the system
IMF agreeing within the errors.
5 SUMMARY AND CONCLUSIONS
In this work we have presented new, deep AO observations of
the central ∼ 0.5pc of the young, embedded cluster RCW38,
taken with NACO/VLT. The depth of the data allowed us
to extend the analysis of the IMF to the substellar regime
for the first time in this cluster, and to our knowledge in any
other massive young cluster at the distance above 1 kpc. The
analysis is facilitated by the fact that the cluster sits in front
of a dense molecular cloud, which blocks the light from most
of the background sources. The comparison with the control
field shows that ∼ 96% of the observed objects are expected
to be cluster members.
The main goal of this work was to study the low-mass
part of the IMF, and compare it with the well studied mass
distributions in nearby star forming regions. According to
various BD formation theories, stellar density is expected to
affect the production of very-low mass objects (high den-
sities favor higher production rate of BDs), as well as the
presence of massive OB stars capable of stripping the mate-
rial around nearby pre-stellar cores until leaving an object
not massive enough to form another star. In addition to the
theoretical expectations, we discussed several observational
hints for environmental differences in the nearby star form-
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Table 5. Results of the single-star IMF simulation, for a set of different binary frequencies. The system IMF is shown for comparison.
Case Binary fraction α
0.02-0.2M⊙ 0.2-20M⊙ 0.02-0.5M⊙ 0.5-20M⊙ 0.02-1M⊙
system IMF 0.42±0.18 1.48±0.08 0.71±0.11 1.60±0.13 0.81±0.08
I
M< 2 M⊙
M≥ 2M⊙
0.05
0.15
0.42±0.19 1.50±0.08 0.69±0.11 1.62±0.13 0.80±0.09
II
M< 2M⊙
M≥ 2M⊙
0.10
0.15
0.45±0.17 1.50±0.08 0.73±0.11 1.62±0.12 0.83±0.09
III
M< 2M⊙
M≥ 2M⊙
0.10
0.30
0.46±0.17 1.57±0.09 0.73±0.10 1.76±0.13 0.83±0.08
IV
M< 2M⊙
M≥ 2M⊙
0.10
0.60
0.46±0.18 1.58±0.09 0.75±0.11 1.78±0.14 0.82±0.09
V
M< 2M⊙
M≥ 2M⊙
0.20
0.60
0.51±0.17 1.59±0.09 0.77±0.11 1.77±0.13 0.85±0.09
ing regions from the literature, which, however, require fur-
ther investigation. To that end, we choose to study a cluster
that is several orders of magnitude denser than any of the
nearby star forming regions (except for the ONC), and also,
unlike them, rich in massive stars.
Based on the sample of 476 candidate cluster members,
we derive the IMF in RCW38 between 0.2 and 20M⊙, and
fit a two-segment power-law. For the masses in the range 0.5
– 20M⊙, we find the slope α = 1.60± 0.13, shallower than
the Salpeter slope (α = 2.35), but in agreement with several
other works, mainly in the centers of the mass-segregated
cores of Milky Way’s starburst clusters. At the low-mass
side, we find α = 0.71± 0.11 for masses between 0.02 and
0.5M⊙, or α = 0.81± 0.08 for masses between 0.02 and
1M⊙. This is in agreement with the values found in other
young star forming regions, leaving no evidence for environ-
mental differences in the efficiency of the production of BDs
and very-low mass stars possibly caused by high stellar den-
sities or a presence of numerous massive stars.
We investigate the effects that the unresolved binaries
might have on the IMF slope, assuming the binary proper-
ties similar to the ONC, and excluding the resolved wide
multiple systems. Our Monte-Carlo simulation reveals that
the the unresolved binaries affect the resulting IMF slope,
by making the system IMF shallower. However, the effect
is not very pronounced, with the power-law indices of the
single-star IMF and the system IMF agreeing within the er-
rors.
With the inclusion of RCW38, star forming regions cov-
ering a wide range of initial conditions have now been inves-
tigated in the substellar domain. In all regions studied so
far, the star/BD ratio is between 2 and ∼ 5, i.e. for each
10 low-mass stars between 2 and 5 BDs are expected to be
formed. This is also consistent with estimates of the star/BD
ratio in the field (∼ 5; Bihain & Scholz 2016). The sum of
these results clearly shows that brown dwarf formation is a
universal process and accompanies star formation in diverse
star forming environments across the Galaxy.
By combining previous measurements from the litera-
ture, Licquia & Newman (2015) present improved estimates
of several global properties of the Milky Way, including its
current star formation rate (SFR) of 1.65± 0.19M⊙ yr
−1.
To do so, they assume an underlying Kroupa IMF (Kroupa
2001), which has an average stellar mass of ∼ 0.4M⊙
(Marks & Kroupa 2012). The Milky Way therefore forms
on average 4±0.5 stars each year, which yields the present
brown dwarf formation rate of 0.7 - 2.3 objects per year. As-
suming that the brown dwarf formation rate remained the
same through the age of the Galaxy yields the number of
brown dwarfs in the Milky Way between 10 and 30 billions.
However, as suggested by several works, the star formation
rate of the Galaxy seems to have been larger in the past.
Simulations from the latest version of the Besanc¸on Galaxy
model (Czekaj et al. 2014), in comparison to the Tycho-2
catalogue data, result in the SFR that decreases with time,
no matter which IMF is assumed. In their case, the best
fit to the data is provided by the exponentially decreas-
ing star formation rate SFR(t) ∝ exp(−γt); where γ = 0.12,
t is the time, and tmax=12.54Gyrs (Aumer & Binney 2009).
Snaith et al. (2015) developed a chemical evolution model
to reconstruct the star formation history of the Milky Way’s
disk. Their SFR shows two distinct phases that correspond
to the formation of the thick and the thin discs. The thick-
disc formation lasts 4–5 Gyr, during which the SFR reaches
10–15M⊙ yr
−1. After this first phase, star formation stalls
for about 1 Gyr and then resumes for the thin-disc phase at
a level of 2M⊙ yr
−1 for the remaining 7 Gyr.
If we assume the brown dwarf formation rate behav-
ing in the same way as the SFR, and again assuming the
star/BD ratio of 2 – 5, we arrive at the total number of
BDs in the Galaxy of 24 – 60 billions for the exponentially
decaying SFR, and 30–100 billions for the two-phase disk
formation model. These numbers should be considered as
a lower limit, because the star/BD ratio used in the cal-
culation was derived only for the BDs more massive than
0.03M⊙.
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