In this paper we investigate various third-order asymptotic properties of maximum likelihood estimators for Gaussian ARMA processes by the third-order Edgeworth expansions of the sampling distributions. We define a third-order asymptotic efficiency by the highest probability concentration around the true value with respect to the third-order Edgeworth expansion. Then we show that the maximum likelihood estimator is not always third-order asymptotically eflicient in the class A, of third-order asymptotically median unbiased estimators. But, if we confine our discussions to an appropriate class D (c A,) of estimators, we can show that appropriately modified maximum likelihood estimator is always third-order asymptotically efficient in D. ii>
I. INTRODUCTION
Recently some systematic studies of higher order asymptotic efficiency for stationary processes have been developed. For an AR( 1) process, Akahira [ 1 ] showed that appropriately modified least squares estimator of the first-order coefficient I3 is second-order asymptotically efficient in the class A2 of second order asymptotically median unbiased (AMU) estimators if efficiency is measured by the degree of concentration of the sampling distribution up to second order. This concept of efficiency was introduced by Akahira [l] and Akahira and Takeuchi [3] , and these results are briefly reviewed in Section 2. Also Akahira [2] showed the second-order asymptotic efficiency of a modified maximum likelihood estimator (MLE) of 8 for AR( 1) case.
MASANOBU TANIGUCHI
Now, let {X,; t = 0, f 1, *2,...,} be a Gaussian ARMA process with spectral density f@(n) which depends on an unknown parameter 19. In this case Taniguchi [lS] showed that appropriately modified MLE of 8 is second-order asymptotically efficient in the class A,. In this paper, furthermore we shall develop the results of Taniguchi [ 151 for third-order case, and investigate various third-order asymptotic properties of the MLE for Gaussian ARMA processes. Our results grasp many other works done for AR( 1) or MA( 1) processes as special cases.
In Section 5, we shall derive the third order-bound distribution for the class A, of third order AMU estimators. This bound distribution gives the highest probability concentration around the true value among estimators in A,. If an estimator in A, attains the third-order bound distribution we call it third order asymptotically efficient in A,.
In Section 6, we show that the maximum likelihood estimators for ARMA process are not always third order asymptotically efficient in A,. While we give the necessary and sufficient condition for the spectral density such that appropriately modified maximum likelihood estimator is third order asymptotically efficient in A,. Also we give the Edgeworth expansions and the mean square errors of the maximum likelihood estimators up to third order.
In Section 7, if we confine our discussions to an appropriate class DcA,, then we can show that appropriately modified maximum likelihood estimator is always third-order asymptotically efficient in the class D. In this section we shall develop our discussions by very general fashions. That is, we treat the ARMA( p, q) process with multivariate unknown parameter 8.
CONCEPTS OF HIGHER ORDER ASYMPTOTIC

EFFICIENCY
In this section we shall explain a higher order asymptotic efficiency in the sense of highest probability concentration around the true value by the Edgeworth expansion. This concept of efficiency was introduced by Akahira and Takeuchi [3] . Now we consider the approach of Akahira and Takeuchi [3] whose argument proceeds as follows. Let X, = (Xi ,..., X,)' denote a sequence of random variable forming a stochastic process, and possessing the probability measure Pr(. ), where 6' E 0, a subset of the real line. If an estimator 0, satisfies the equations lim T(k-1)'21PBT{~(gr-e)~O}-tI =O,
T-m then g, is called kth-order asymptotically median unbiased (kth-order AMU for short). We denote the set of kth-order AMU estimators by A,. for all x > 0,
for all x < 0. 
where CDx is the class of sets AT = { fi(gT-0) < x} with 8, kth order AMU. Then we have for x > 0, + T-"*F: (x, e,) + . . + Tp'kp ')"F;-,(X, 0,)
for all x > 0. (2.7) Also consider the problem of the testing hypothesis H ~ : e = e. + x/fi (x < 0) against alternative K : 8 = BO. Then we define H,(x, e,)+ Tp"2H,(~x, e,)+ ... + T +'MZH;p,(X, e,)
as follows
In the same way as for the case x>O, by (2.4) and (2. Thus we make the following definition. for all x < 0.
In the above discussion we can regard the bound distribution this bound distribution can be given by deriving the asymptotic expansion of the likelihood ratio test which tests the null hypothesis H+ : 8 = 8,, + XI,/'? (x > 0) against the alternative K : 0 = B0 at significance level f + 0( Tefkp 1'/2). In case of x < 0, we can proceed similarly.
DERIVATION OF ASYMPTOTIC EXPANSION
As we saw in the previous section we use asymptotic expansions of the concerned statistics in our discussions of higher order effkiency. Thus, in this section we explain a derivation of the asymptotic expansion. Let u,= (24, )...) up)' be a measurable function of a sample X1,..., X,. Suppose that all order of cumulants of U, exist and satisfy the following: 'gl:F (iti)(ilj)(itp)(itj')(ifk,)
Inverting (3.6) by the Fourier inverse transform we have P(u, <YIY., ql<Y,)
, (I) . ( -(y-6y;+3)
(1) cll) +c~(y~-10y~+'5~~,) I +o(T-'), (3.8) where
Fang and Krishnaiah (1982) gave the Edgeworth expansion for a function of sum of independent non-normal random vectors.
To derive the asymptotic expansions for some basic statistics, as we saw in Section 3, it is required to evaluate the asymptotic cumulants or moments of the statistics. Now we introduce D, and D,,,,, the spaces of functions on C--n, n];
for some positive integers r and s, where ,4(z) = c;=O aizi and B(z) = c;=O fijzj are bounded away from zero for 1 z I 6 1 }. We set down the following assumptions. 
Using Lemmas 1 and 2, it is not difficult to show the following lemma. Noting that (l/T) EC&B' XT= 0( 1) and Ml; < 03, and choosing a = Tp, in (4.27), we have the desired result. 1
THIRD-ORDER BOUND DISTRIBUTION FOR THE CLASS OF THIRD-ORDER AMU ESTIMATORS
In this section we shall give the third-order bound distribution given in (2.5) for third-order AMU estimators. Let X,= (X, ,..., X,)' be an observed stretch of the series {X,}. We denote the covariance matrix of X, by C,. The log-likelihood function based on X, is given by G(e)= -;log2n-;log ,z,,-;x;z;lx,, To give the bound distribution (see (2.5)) we shall derive the Edgeworth expansion of LR. Since the spectral density f,(n) is continuously five times differentiable we get where BO < 8' < 8,. Here we can express as (a5/a05) G(e) = X;B, X, + tr Bz, where B, and B, are the same type matrices given in Lemmas 4 and 5. Using Lemmas 2 and 5, it is easy to show that
The following lemma is essentially due to Chibisov [7] . Now we seek the bound distribution Fh3)( y) for concrete parameterization of the spectral density. Calculations for Z, J, K, etc, can be done by the residue theorem (see [ 151) . However direct calculations for d (8) are very troublesome (i.e., T-'-order term of T-'tr C;l~J~'~T). So we make the following device. The first part of the following lemma is given by differencing log det Z, twice. The second part is essentially due to Galbraith and Galbraith [ 111. LEMMA 7 . Suppose that the spectral density f@(A) of {X,> is given by Then we have tr~;l.fT~,lfT= -a210~~~tZT+tr~;LfT, 
THIRD-ORDER ASYMPTOTIC PROPERTIES OF MLE
In this section we shall investigate the third-order asymptotic properties of MLE. Here we shall get interesting results. That is, appropriately modified (to be third-order AMU) maximum likelihood estimators are not always third-order asymptotically efficient in A 3. Now we use the following notations throughout this section:
where G (8) is defined by (5.1). For simplicity we sometimes use Z('), Z"', Zc3) instead of Z(')(O), Z(')(O), Z(')(e), respectively. For a while we develop the discussion by using the argument similar to that of Bhattacharya and Ghosh [4] and Taniguchi [16] . Consider the equation 0 = T-' $ G(B,) + T-l(e-e,) -$ G(8,) (6.4) where RT(0) is the usual remainder in the Taylor expansion, for which it holds that w,(e)1 ~&TIe-e,~4 sup le'-elSls-eol I I g G(e') .
In view of (4.26) and (4.27) in Lemma 5, we can see that there exist positive constants d, and d2 such that 8) ii 1 >d,T" =o(T-'), (6.9) f'e,[I&(e)l > 1fl-8,14 {dz+d,T-"'+'}] =o(T-'), (6.10)
for any CI (0 < c( < 4). Therefore, on a set having P,,-probability at least 1 -o( T-'), for some constants d3 and d4 > 0 we can rewrite (6.4) as
le-e,ly, 1 , (6.11) where vr and 6, are random variables whose absolute values are less than d, T-"' +n and CT is a random variable whose absolute value is less than one. There exist a suffkiently large d, > 0 and an integer TO such that if T>T, and /8-801 <d5T-'12+a, the right-hand side of (6.11) is less than d5T-1/2+a. Applying the Brouwer fixed point theorem to the right-hand side of (6.11) we have the following proposition. where lo*-8,1 <I&,-OOl. We rewrite (6.13) as (6.13) (6.14)
Notice that
for VT in the right-hand side of (6.14), and using (6.6)-(6.10), (6.12), (6.15), (6.16), we have the following proposition: -2 +sT(xs10x3+ 15x)] +o(T-'), (6.22) where
In the special case of fH( where &2,,, flML, and oi,, are the maximum likelihood estimators of rs', p, and a, respectively.
Remark 3. In the special case of /I = 0, i.e., an autoregressive model of order 1, the right-hand side of (6.25) becomes
+2T(l -a2) 1 +o(T-'), (6.26) which coincides with the result of Fujikoshi and Ochi [lo] .
Also we can evaluate he mean square errors of estimators up to T-'-order. For i.i.d. multinomial case the evaluation of the type (6.27) for the variance of the maximum likelihood estimator has been studied earlier by Rao (1962) who introduced the concept of the second order efficiency which corresponds to our third order efficiency in a class D which will be defined in the next section. Now we shall discuss the third-order asymptotic efficiency of the maximum likelihood estimators. To do so we modify I!?,, to be third order AMU. That is, we put As the following two propositions will show, this class D is a natural one. In view of (7.6), if we modify &ED to be coordinate-wise third-order AMU, then II = (p ,,..., pp 6,~ Dn A, (in (7.6)) . )' is specified by pijk. Thus undetermined term for is only Cov( Qj, Q,). If we get an estimator in D n A3 which minimizes the matrix (Cov(Q,, Q,)}, then it maximizes the concentration probability. Here we have The stochastic expansion (7.8) is nothing but that of maximum likelihood estimator (see Proposition 3 for scalar case). Finally we get the followng theorem: THEOREM 7. If we modijj the maximum likelihood estimator of 0 to be third-order AMU, then it is third-order asymptotically efficient in the class D.
