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1. INTRODUCTION 
The classical inequality of Liapunov applies to the boundary value 
problem 
x” + p(t) x = 0, x(0) = x(u) = 0, x & 0, (1) 
with p(t) piecewise continuous in [0, a]. Liapunov proved that 
fa I Al dt > 4/a. 
‘0 
Moreover, van Kampen and Wintner showed that the constant 4 is best 
possible (cf. [ 5, p. 401 I). 
Using a simple but effective scaling technique suggested by G. Birkhoff 
(private communication), we generalized (2) to 
fa I p(t)jYdt > k,/aZY-’ 
Jo 
for any constant y > 1, where k, is best possible and is independent of p(t) 
and a. This was proved in [7]. 
In this paper, we obtain the optimizing coefficient functions p(t) and the 
corresponding solutions x(t) and constants k, for the special cases y = 2, 3 
and 312. 
This can be interpreted in several ways. 
We can consider this as a control problem with the control variable p(t) 
taking a solution x(t) initially at the origin in the (t, x)-plane to the point 
(a, 0) while minimizing J”: ] p(t)lY dt. 
We can also interpret this in terms of disconjugacy. Thus, in [0, a], the 
equation x” + p(t) x = 0 is disconjugate if, for some y > 1, p(t) is sufficiently 
“small” in terms of its norm as given by the integral in (3); i.e., we have 
disconjugacy in [0, a] if there is a y > 1 such that (3) is violated. 
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A less trivial application of our results is in demonstrating the stability of 
Hill’s equation with u-periodic coefficient p(t) whenever (3) is violated for 
y = 2, 3, 3/2, or indeed for any y > 1. The details are given in [7]. See the 
Corollary to Theorem 3. 
We remark that (3) is nontrivial in the sense that k, > 0. Indeed, we have 
the following bounds. 
LEMMA 1. For a, p > 1, the best possible constant k, in (3) satisfies 
In particular, when y > 1, 
22y< k,< n2Y 
Proof. This follows easily from (2), Holder’s inequality, and the example 
x” + (n/a)’ x = 0. 
However, in the y-interval (0, 1), (3) is no longer nontrivial, as shown by 
Nehari’s example for y = f [9, p. 791: p(t) = 0 in [0, a/2 -6) and 
(a/2 + E, a]; p(t) E const. in [a/2 - E, a/2 + E], whence k,,, = 0. 
2. THE EULER-LAGRANGE EQUATION 
To simplify the discussion, in the sequel we shall (without loss in 
generality) symmetrize the boundary value problem (1) and consider 
x” + q(t) x = 0, x(-b) = x(b) = 0. (4) 
We shall consider the class X* of all functions x(t) with an absolutely 
continuous first derivative on [-b, b] and # 0 almost everywhere there, with 
x(-b) = x(b) = 0. Then from (3), k’,,/b2y-’ is the inlimum of 
J[x] = j* jx”(t)/x(t)l’dt (5) 
-b 
on the class X*. 
We now ask: What is the solution x(t) of (4) which minimizes J[x], and 
what are the corresponding coefficient q(t) and constant k;? 
To answer these questions, we follow the analysis begun in [2]. 
Introducing the standard substitution u = --xl/x, we obtain q = -xl/x = 
U’ - u2. The integral in (5) becomes 
b 
-b Id - zqdt. (6) 
LIAPUNOV'S INEQUALITY 587 
Our tacit assumption is justified that there is a q(t) minimizing the integral 
in (5), for in the Appendix, E. J. McShane proves Lemmas 2 and 3. 
LEMMA 2. For any y > 1, there is a function x,,(t) which minimizes J[x] 
in the set X*. Moreover, this function is positive and concave on (-b, b). 
The function z+, = -x6/x0 satisfies the next lemma, in which the class U” 
is the set of all functions u on (-b, b) which are absolutely continuous on 
each subinterval [-b + E, b - E] and satisfy 
u(t) dr = 00. 
LEMMA 3. For any y > 1, there is a function u. which minimizes 
St’, (u’ - u2 (Ydt in the class U* and satisfies the Euler-Lagrange equation 
(y - 1) u” + 2(2 - y) UUI - 2u3 = 0. (7) 
(We remark that formally, the left side of (7) should have a factor 
(u’ - u~)~-‘, but this is extraneous since it corresponds to a solution 
u = a/(1 - at) which violates the boundary conditions.) 
The minimizing function is smooth, as shown in the following result 
contributed by a referee. 
LEMMA 4. If u. minimizes (6) in the class U*, then uh - ui # 0, and 
hence u. is a smooth extremal. 
Proof: Let u be a broken extremal for (6). Then the Weierstrass- 
Erdmann corner condition holds; i.e., F - u’F,,, is continuous (in fact, a 
constant), where F = F(u, u’) z / u’ - u2/Y [ 12, pp. 18, 631. But F - u/F,, = 
-/u’-u21qy- l)u’+u2]= const. = c. If c = 0, then the solution u 
violates the boundary values. If c # 0, then u’ - u2 is never zero, whence 
F U,U, # 0. Hence [ 12, p. 65 ] u(t) is a smooth solution to the Euler-Lagrange 
equation (7). 
It follows from this and Lemma 2 that x{/xo < 0 on (-b, b). 
Moreover, we have 
LEMMA 5. The minimizing solution u, of (7) for any y > 1, is odd. The 
corresponding x(t) is even. 
Proof: We observe as in [2] that if u(t) satisfies (7), then so does v(t) = 
cu(ct + d) for any constants c and d. Now let to be a zero of u. ; this 
certainly exists, from the continuity of u. and the fact that u,(rtb) = f~. 
Consider the solutions u,(t) = uo(to + t) and u2(t) - -uo(to - t). Since 
u,(O) = 0 = u,(O) and u;(O) = uh(t,) = u;(O), the solutions are identical, 
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whence uo(t, + t) = -~,(t, - t). Thus the graph of U,(C) in the (t, u,)-plane is 
symmetric about the point (to, 0). But since u,(+b) = fco, it follows that 
t, = 0, whence u,(t) = --u,(--t). From this we conclude that the 
corresponding x(t) is even. 
In the sequel, we shall restrict our attention to the cases y = 2, 3 and 3/2. 
The case y = 2 reduces the Euler-Lagrange equation (7) to an equation 
which can be solved by quadratures. The other two cases are just those 
which permit (7) to be put into the form of (modified) Eq. 6.32 in [6] by 
means of a substitution u = c, y(c$). 
3. THE CASE y=2 
When y = 2, (7) becomes 
u”-22u3 =o. (8) 
To obtain the function which satisfies (8) and minimizes (6), and whose 
existence is proved by McShane in the Appendix, we now multiply both sides 
of (8) by U’ and integrate twice, as in [2], to obtain 
t = I^ ’ du/(u4 + a’)“‘, a = du(O)/dt. (9) 0 
From [ 11, p. 4541, this yields 
-x’/x - u = -aP’(t)/(29”2(t) - a2/2), (10) 
where Y(t) = Y(t; a2, 0) is the Weierstrass elliptic .%function. Integrating 
again we obtain, to within a constant factor, 
x(t)= (;;;;;;J’;‘. 
The constant a is obtained by setting t = b in (9), whence the upper limit 
becomes co. This gives us, through use of the beta function, 
a = r4(a)/16nb2 
= (1.85407...)2/b2 (11) 
E v2/b2 
([ 11, pp. 254, 524; 1, p. 2551). Then from the homogeneity relations for .Y 
[ 1, p. 63 11, we can represent 9 in the “lemniscatic” case and express x(t) in 
the following more easily computable form: x(t) = 29(vt/b; 1,0) - 1 
2,7(vr/b; 1,0) + 1 
= (-2 .P(vt/b + w3 ; 1, O))“2. 
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For the last equation, we used the following special case of the addition 
theorem [ 11, Section 20.331: 
9(z + co3 ; 1,O) = -$P(z; 1,O) - ;)/(Y(z; 1,O) + +>, 
where w3 = iv is the primitive imaginary period of .P(z; 1,0) [ 1, p. 6581. 
To obtain q(t), we substitute the value of u from (10) in the equation 
q = u’ - u2. u . smg the equations .P” = 4.Y3 - a2.Y and .P” = 6,P2 - a2/2 
[ 1, p. 6401 where .P = .P(t; a2, 0), we obtain 
q(t) = a(29 - a)/(29 + a) = ax2 = -2a.Y(vt/b + iv; 1, 0). (12) 
It remains to determine ki which, from (5), (12) and symmetry, is 
2b3 I; q2 dt. But 
1: q2(t) dt = 4a2 1” .P2(vt/b + iv; 1,O) dt 
0 
= (4a2b/v) j: j Y2(t + iv; 1,0) dt 
= (4a2b/v)li (9”(z + iv; 1,0)/6 + l/12) dr 
= (4a2b/v)[(9’(v + iv; 1,0) - Y’(iv; 1,0))/6 + v/12] 
[l,p.658 I> = (4a2b/v)(v/12) (from 
= a2b/3 
= v4/(3b3) (from (11)). 
Thus, using the value 
v = T’(d)/4 fi = 1.85407... 
as in (1 l), we obtain 
k; = (2/3) v4 = 7.87803... . 
(13) 
Because of the symmetrization, a = 2b (via a translation in t) SO 
k, = 8k; = 63.024... . This is the same value as in [3, Eq. (25)], which is 
given by (64/3)(1:” dt/dl + sin2 t)“. The minimizing coefficient p(t) and 
the corresponding solution x(t) of the boundary value problem (1) can be 
obtained from the preceding results by the translation t I--+ t - a/2. This is 
summarized in the following. 
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THEOREM 1. For the boundary value problem (l), 
(p(t))” dt > r”(+)/(2” . 37r2a3) = 63.024.../a3, 
with equality holding if and only if 
p(t) = (r4(~)/47ru2) x2(t), 
where the corresponding solution x(t) of (1) is 
- x(t) ( 2Y(v(2t/a - 1); 1,O) 1 1’2 = = “’ - 
2Y(v(2t/a - 1); 
1 
1,O) 1 
1 -2[Y(v(2t/a + 
+ 
i); l,O)] 
(within a constant factor), with v given by (13). 
4. THE CASE y = 3 
We now obtain corresponding results for y = 3, which in some respects is 
simpler than the preceding case. The Euler-Lagrange equation (7) is now 
u” - uu’ - u3 = 0 (14) 
whose general solution (cf. [6, Eq. 6.321) is 
u(t) = -c,9’(c1t + c,; 0, 1)/Y@, t + co; 0, 1). (15) 
Since u = -x//x, this implies that the function x(t) which gives the 
minimizing integral in (5) for y = 3 is, for suitable c0 and cr , 
x(t)=Tyc,t+c,;O, 1) 
(except for a constant factor). From this and the previously established 
evenness of x(t) (Lemma 3), letting t = IC,/C, we find that c, is some half- 
period of 9(t; 0, 1). The conditions x(&) = 0 give 
x(t) = Y(w2 + iw, t/\/s b; 0, l), 
where 
co2 =r’(1/3)/47c = 1.52995... 
us [l, Section 18.131 
(16) 
(17) 
is a half-period of Y(t; 0, 1). By the addition theorem [ 10, p. 4441, this 
solution may also be expressed in the following form which is more suitable 
for computation: 
x(t) = 2 - 2’3 + 
3 . z-413 
Y(io,t/fib;O, 1)-2-2’3’ 
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The corresponding coefficient q(1) is now immediately obtained from (1) 
and the fundamental differential equation 
P2(t; 0, 1) = 4Y3(r; 0, 1) - 1 (18) 
[ 1, p. 6291 and its corollary 
9”(t; 0, 1) = 6Y2(t; 0, 1) 
Thus 
q(t) = (24/b?) x(t). 
It remains to find k;. From (5) and the evenness of q(f), 
b 
k+2bJ q3dt 
I 0 
=(16~~/b)~~b.Y3(w,+io,t/\/jb;0, l)dt 
(19) 
=(16\/5u$/i)~‘“~3(t;0, l)dr 
WI 
[ 1, p. 6521, where z. = 02( 1 + i/G) is a zero of Y(r; 0, 1) and the path of 
integration is the vertical line segment in the complex plane from o2 to zO. 
Then [l, Section 18.7.2] 
k; = (16 fi co~/i)[.Y”‘(r; 0, 1)/120 $ r/10] I:, 
= (8 fi o@i)[.P(r; 0, 1) P(r; 0, 1) + r] I:“, 
= (8/5) co; (since Y(zo ; 0, 1) = Y’(o, ; 0, 1) = 0) 
= P( 1/3)/(29 . 57~~) (from (17)) 
= 20.5206...  
However, in terms of the original boundary value problem (1) we have 
a = 26 and t h t + a/2, giving us k, = 25k; and finally 
THEOREM 2. For the boundary value problem (1) 
_ 11 p(r)13 dt > T18(1/3)/(24 . 5rr6aS) = (656.659...)/a5, 1 
with equality holding if and only if 
p(t) = (P( 1/3)/27c2a2) x(t), 
3OY/102/2-20 
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where the corresponding solution of (1) is 
x(t)=Y[(l-i/fi+(2i/fia)t)r3(1/3)/4n;0, l] 
(to within a constant factor). 
5. THE CASE y = 312 
We shall revert to the nonsymmetric boundary value problem (1) for the 
case y = 3/2, for which the Euler-Lagrange equation (7) is 
24” + 2UU’ - 4u3 = 0. (20) 
From (14)-(15) or [6, Eq. 6.321, it is easy to confirm that 
24 = -x’/x = (c,/2)9’(c, t + co; 0, l)lSP(C, t + c,; 0, 1) 
for suitable constants c, and c,. Consequently the function x(t) which gives 
the minimizing integral Ji[ p(t)]“” dt is, to within a constant factor, 
x=.9-“*(C1t+C0;0, 1). (21) 
Because of the periodicity of 9 and the fact that its only singularities are 
at points congruent to zero modulo a period, from the boundary values 
x(0) = x(a) = 0 we may conclude that 
x = 9-1’2 s 9-“2(2W,t/U; 0, l), 
where 202, given by (17), is the primitive real period of 9(t; 0, 1). Then by 
(17~(19)Y 
p(t) S -x”/X = -(W;/a2)(39-?9’* - 29-‘.F) 
= (30J;/a2) 9”-* 
= (3r6( 1/3)/(24n2a2)) 9-*. 
This now permits us to obtain 
k,,, = a2 1;~“~ dt 
= (3312w:/a)ja~-3(2w,t/n;0, 1)dt 
0 
= (33120:/2)j:~z~P--3(~;0, 1)dz. 
(22) 
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To evaluate the integral in (22), we first select a u satisfying 
,P(v; 0, 1) = 0 (there are two such v’s in the fundamental parallelogram) and 
define J3(u) as the indefinite integral 
J&d) = 1 du/(9(u) - 9”(u)>“, 
where Y(U) = Y(u; 0, 1). Then [ 10, Vol. IV, pp. 109-l lo] 
J3(u) = -+ [(9(u - v) - 9(u + u)) + P(u) u]/S’“(v). 
By the addition theorem [ 10, Vol. III, p. 921 (cf. [ 1, p. 6351) this becomes 
J,(u) = 9’(u)/2(S(u)>’ + u 
since Y”(v) = -1 from (18). Then from (22), (17) and the singular nature 
of Y(U) at 0 and 2wz, 
k,,, = 4 . 33’2w;J,(u) I;“’ 
= 3W03 
2 
= 33’2r9( 1/3)/(2%r3) 
= 18.608... 
This is summarized in 
THEOREM 3. For the boundary value problem (I), 
I : Ip(t)13’* dt > 33’2r9(1/3)/(26n3a2) = (18.608...)/a2, 
with equality holding if and only if 
p(t) = (3&/a*) 9”-*(2w, t/a; 0, l), 
where 
w* = l-3( 1/3)/4n. 
The corresponding solution x(t) of (1) is 
x(t) = 9-“*(2o~~t/a; 0, 1). 
As in [7], by an argument due to Borg [3] this theorem can be applied to 
proving the stability of the a-periodic Hill’s equation. 
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COROLLARY. Consider the equation 
x” + p(t) x = 0, p(t + a) = p(t) & 0 
with p(t) piecewise continuous, where 
(23) 
1 ‘p(t)dt>O 1 and 1: 1 p(t)l”” dt < 18.6/a*. 0 
Then (23) is stable; i.e., all solutions are bounded for all t. 
For other criteria of this sort, see [4, pp. 60-611. 
APPENDIX: AN EXTREMAL PROBLEM ASSOCIATED WITH 
LIAPUNOV'S INEQUALITY 
E.J. MCSHANE 
Charlottesville, Virginia 
In this Appendix, we prove Lemma 2 and 3. The notation is the same as in 
Section 2 except that we let b = 1 there; all other positive b can be obtained 
from this by a simple change of scale. 
We restate Lemma 2 with this new convention. 
LEMMA 2'. For any y > 1, there is a function x,(t) which minimizes J[x] 
in the set X*. Moreover, this function is positive and concave on (-1, 1). 
Proof. Let xi, x2, x3 ,... be a sequence of functions in X* such that 
J[x,] < k,+ l/n. Without loss of generality, we may assume that x,(t) is 
somewhere positive. Let y, be the concave cover of x, (the least concave 
function everywhere >x, on [0, 11). S ince the concave function y, vanishes 
at -1 and at 1 and is positive somewhere in (-1, l), it is positive everywhere 
in (-1, 1). The set K, on which y,(t) = x,(t) is closed; its complement 
G, = (-1, l)\K, is open, and consists of a finite or countable set of intervals 
(a;, bf). For each of these, 
and 
y&4 = &Ad3 Yn(bi) = xn(bi), 
Yi(ai) = Uai) unless ai = - 1, 
YA(bi) = xA(bi) unless bi = 1. 
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SO y, belongs to the class X*. Also y” = 0 on (ai, 6,), SO 
4Ynl = (jK” + J-J I Y:(t)/Y&)lYdt 
= I K” Ix::(O/x&)lYd~ 
< J[x,] < k, + l/n. 
Since y, is positive and concave, its maximum is positive and y,/max y, is 
also positive and concave and J[ y,/max y,] = J[ y,]. We may then assume 
that max y,(t) = 1. Let E be positive; define 
6~ [eY/(ky+ l)]“‘Y-“. 
If (c, , d,),..., (c,, d,,) are pairwise disjoint open subintervals of I-1, I] whose 
union U has measure mU < 6, then by Holder’s inequality 
h 
1 I YA(di) -Yk(ci)l < k di 
i=l 
i-, jc, I v:Wl dt 
= J 1, I YA’W/Y&)I dt 
/ y;(f)/y,(f)~Ydt; “‘ii,; ly’(y-‘) dt( 
(y ‘j/Y 
- 
-c (ky + l/n)l’y(mU)(yP’)‘y 
<E (24) 
for n sufficiently large. Since y; changes sign and therefore vanishes in 
(-1, I), from (24) we can deduce that the y; are uniformly bounded; it also 
implies that they are equicontinuous. By Ascoli’s theorem, we can select a 
subsequence that converges uniformly on [-I, 11. We can and shall suppose 
that the y, are already such a sequence. Since the y; converge uniformly and 
all y,(-1) are 0, the y, also converge uniformly. Let y, be their limit. It is 
concave and is positive on (-1, 1). Since (24) holds for each y, with n large 
enough, it holds for y0 also, so y; is absolutely continuous. Now y0 belongs 
to x*. 
Since y, is concave and its maximum is 1, y,(O) > i, and for every 
positive E < 1, the value of y,(t) for t in [--I + E, 1 - E] is at least s/2. The 
same holds for the limit y,,(f). Since y, and y; converge uniformly to y, and 
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y; respectively on [-1 + E, 1 - E], we can adapt a standard argument (see, 
for example, [8, p. 961) to show that for each positive E < 1, 
(25) 
If we let E tend to 0, we obtain 
But y0 is in X*, so J[ y,] > k,, and this proves that y,, gives the minimum 
value k, to J[x] in the class X *. We have thus shown that in the class X* 
there is a function y0 that is concave on I-1, 11, is positive on (- 1, l), and 
minimizes the integral J in the class X*. 
LEMMA 3’. For any y > 1, there is a function u, which minimizes 
l’, (u’- u’(Ydt in the class U* and satisfies the Euler-Lagrange 
equation (7). 
Proof. Let X* * consist of all functions in the class X* that are positive 
on (-1, 1). If X is in X* *, the function u defined by 
u(t) = -x’(t)/x(t) (-1 <t < 1) (26) 
belongs to U*. If we partition X** into equivalence classes, the members of 
each class being positive multiples of each other, all functions in any one 
such class have the same image U. Conversely, if u is in U*, and to is in 
(-1, 1) and c is positive, then the function x defined by 
x(t)=cexp (-jflu(r)dr) 
belongs to X**, and satisfies (26), and x(t,) = c. As in Eqs. (5) and (6), 
I ‘T1,iu! - u21ydt = ,‘,I Ix”(t)/x(t)l’dt. E 
Let u,-, correspond by (26) to yO, so that 
uo = -YUYo. (29) 
Then for any positive E < 1, u, gives to the left member of (28) its least value 
for all functions u absolutely continuous on I-1 + E, 1 - E] such that 
u(-1 + E) = u,(-1 + E), u(1 - E) = u,(l - E). 
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For suppose that a function U, exists that has these properties and is such 
that 
Outside (-1 + E, 1 - E) let U, = uO, and define 
x1(t) =y,(-1 + E) exp 
-1+c 
If 0 < c < E, 
The first and third integrals in the right member are 0 because U, = U, 
outside (-1 + E, 1 - E). The second integral is d, which is negative. If we let 
c tend to 0, we find that 
which is impossible because x, is in X**. Hence u0 minimizes the left 
member of (28) in the class of all functions absolutely continuous on 
1-l + E, 1 - E] with the same end values as uO. By the standard theorem 
about the Euler equation for unconditioned problems of the calculus of 
variations, u0 satisfies Eq. (7). Since each side of (28) is continuous at 
e = 0 + , taking limits we arrive at the desired conclusion. 
REFERENCES 
1. M. ABRAMOWITZ AND I. STEGUN, “Handbook of Mathematical Functions,” Dover, New 
York, 1965. 
2. G. BIRKHOFF AND L. KOTIN, Autonomous families of differential systems, J. Math. Anal. 
A&. 55 (1976), 466475. 
3. G. BORG, Uber die Stabilitlt gewisser Klassen von linearen Differentialgleichungen, Ark. 
Mat. Astr. Fys. 31A, No. 1 (1944), l-39. 
4. L. CESARI, “Asymptotic Behavior and Stability Problems in Ordinary Differential 
Equations,” 2nd ed., Academic Press, New York, 1963. 
5. P. HARTMAN, “Ordinary Differential Equations,” Wiley, New York, 1964. 
6. E. KAMKE, “Differentialgleichungen,” Vol. I, Akademische, Leipzig, 1943. 
7. L. KOTIN, A Liapunov inequality for nonlinear systems, in “Proceedings, International 
Conference on Differential Equations,” pp. 449-458, Academic Press, New York, 1975. 
598 LEON KOTIN 
8. M. MORSE, “Introduction to Analysis in the Large,” Inst. for Adv. Study, notes, 1946. 
9. Z. NEHARI, Some eigenvalue estimates, J. Analyse Math. 7 (1959), 79-88. 
10. J. TANNERY AND J. MOLK, “I?liments de la Thborie des Fonctions Elliptiques,” Vols III, 
IV, Chelsea, New York, 1972. 
Il. E. T. WHITTAKER AND G. N. WATSON, “A Course of Modern Analysis,” Macmillan, 
New York, 1948. 
12. I. M. GELFAND AND S. V. FOMIN, “Calculus of Variations,” Prentice-Hall, Englewood 
Cliffs, N.J., 1963. 
