SUMMARY
To capture the context of sensory information, neural networks must process input signals across multiple timescales. In the auditory system, a prominent change in temporal processing takes place at an inhibitory GABAergic synapse in the dorsal nucleus of the lateral lemniscus (DNLL). At this synapse, inhibition outlasts the stimulus by tens of milliseconds, such that it suppresses responses to lagging sounds, and is therefore implicated in echo suppression. Here, we untangle the cellular basis of this inhibition. We demonstrate with in vivo wholecell patch-clamp recordings in Mongolian gerbils that the duration of inhibition increases with sound intensity. Activity-dependent spillover and asynchronous release translate the high presynaptic firing rates found in vivo into a prolonged synaptic output in acute slice recordings. A key mechanism controlling the inhibitory time course is the passive integration of the hyperpolarizing inhibitory conductance. This prolongation depends on the synaptic conductance amplitude. Computational modeling shows that this prolongation is a general mechanism and relies on a non-linear effect caused by synaptic conductance saturation when approaching the GABA reversal potential. The resulting hyperpolarization generates an efficient activity-dependent suppression of action potentials without affecting the threshold or gain of the input-output function. Taken together, the GABAergic inhibition in the DNLL is adjusted to the physiologically relevant duration by passive integration of inhibition with activity-dependent synaptic kinetics. This change in processing timescale combined with the reciprocal connectivity between the DNLLs implements a mechanism to suppress the distracting localization cues of echoes and helps to localize the initial sound source reliably.
INTRODUCTION
Sensory information needs to be processed across multiple timescales to capture fast and fluctuating stimuli as well as slow changes in the sensory environment [1] [2] [3] . In the auditory system, temporal processing ranges from microseconds in the auditory brainstem to tens of seconds in the cortex [4, 5] . A particularly prominent change in processing timescales occurs between the first two stages of the binaural pathway. At the first stage, in the nuclei of the superior olivary complex (SOC), fast sub-millisecond integration is essential for sound localization [6] . At the next processing stage, the dorsal nucleus of the lateral lemniscus (DNLL), GABA A -receptor-mediated inhibition operates on a timescale of tens of milliseconds [7] [8] [9] [10] [11] [12] . Importantly, this persistent inhibition (PI) outlasts the sound stimulus by tens of milliseconds, such that it is suited to suppress responses to echoes, and has therefore been suggested to be a neural correlate of the precedence effect [9] [10] [11] [12] . Disruption of this inhibitory pathway impairs sound localization [13, 14] , emphasizing its behavioral relevance. However, the cellular mechanisms that generate the PI are largely unknown. Most likely, the GABA A -receptor-mediated synaptic transmission has to be effective for a sustained period after the last presynaptic action potential (AP), as presynaptic activity does not persist after the stimulus [12, [15] [16] [17] . However, both synaptic and membrane time constants in mature DNLL neurons are too fast to directly explain the duration of PI in vivo [18] .
Here, we identify the interaction of transmitter spillover and asynchronous release with passive integration of hyperpolarizing inhibition as a highly efficient mechanism to suppress APs for a duration that matches the PI in vivo. Thus, we propose that this activity-dependent interaction is the cellular mechanism of the PI and functions to suppress responses to echoes.
RESULTS

GABAergic Inhibition Is Ionotropic and Hyperpolarizing in the DNLL
GABAergic inhibition in the DNLL originates from the opposite DNLL via the commissure of Probst and opposes incoming excitation from the SOC [7, 8, 17, [19] [20] [21] [22] (Figure 1A) . We determined the GABAergic reversal potential (E GABA ) in the DNLL with gramicidin-mediated perforated-patch recordings ( Figures 1B-1D ). E GABA was À91.3 ± 2.4 mV (n = 8; Figure 1D ) and therefore 15 mV lower than the average membrane potential of À76.2 ± 0.8 mV (n = 55). Thus, similar to other mammalian auditory brainstem structures [23] , GABAergic inhibition is hyperpolarizing in the DNLL with an estimated chloride concentration of 4.5 mM ( Figure 1D ). Next, we verified that inhibition evoked through the commissure of Probst is indeed mediated exclusively through GABA A receptors [21, 24] . Inhibitory postsynaptic currents (IPSCs) had a fast weighted decay time constant (t w = 4.8 ± 0.6 ms; n = 9) and were blocked by SR95531 (10-30 mM; Figures  1E and 1F ). These IPSCs displayed no late component, similar to the evoked IPSPs ( Figure 1B) . Together, these findings exclude the activation of postsynaptic GABA B receptors. Thus, GABAergic inhibition in the DNLL is hyperpolarizing and mediated by ionotropic GABA receptors.
Time Course of Hyperpolarization In Vivo
In vivo, the GABAergic inhibition in the DNLL suppresses neuronal activity to lagging sounds in an intensity-dependent manner [10] [11] [12] . To test whether this activity-dependent regulation is reflected in the sound-evoked inhibition to the DNLL, we performed in vivo whole-cell current-clamp recordings. Ipsilateral sound stimulation led to a continuous hyperpolarization (n = 4; Figure 1G ). One cell additionally received strong excitation upon ipsilateral sound stimulation [17] and was therefore excluded from further analysis. In two of the three remaining cells, increasing the sound intensity resulted in a prolonged decaying phase of the hyperpolarization (maximal decay time constants: 36.9, 23.3, and 12.5 ms; Figures 1H and 1I) . Thus, together with previous extracellular in vivo recordings [10] [11] [12] , these results indicate that increasing sound intensity prolongs inhibition in the DNLL.
IPSC Decay Depends on Presynaptic Activity
One possible mechanism for the sound-intensity-dependent inhibition in vivo is a prolongation of the GABAergic IPSC decay following increased presynaptic activity [25] . To obtain an estimate of typical presynaptic firing rates, we recorded extracellular responses from DNLL neurons in vivo during monaural stimulation of the contralateral excitatory ear (Figures 2A and 2B) . DNLL neurons responded with high firing rates of up to 170 Hz averaged across the full duration of the 200-ms stimulus. Higher firing rates of up to 430 Hz occurred in the initial part of the response (Figures 2A and 2B) . Accordingly, we assessed whether presynaptic activity adjusts GABAergic decay kinetics in the mature DNLL in vitro by using in-vivo-like stimulation frequencies of 10-400 Hz (Figures 2C-2E) .
The weighted IPSC decay was similar for two pulses across all frequencies (4.4 ± 0.6 ms at 10 Hz to 5.5 ± 0.7 ms at 400 Hz; ANOVA; p = 0.95; n = 9; Figure 2F ), as well as for all pulse numbers tested at 10 Hz (4.4 ± 0.6 ms for 2 and 20 pulses at 10 Hz; ANOVA; p = 0.995; n = 9). However, an activity-dependent IPSC prolongation was observed with increasing pulse number at higher frequencies. At 400 Hz, the IPSC decay time constant increased 2-fold from 2 to 20 pulses (ANOVA; p = 0.004; n = 9). IPSCs did not sum at 10 Hz but displayed a 1.7-fold buildup during a 400-Hz train even though individual IPSC amplitudes showed depression during the stimulation trains ( Figures  2G and 2H) . Therefore, repetitive stimulation leads to IPSC summation and prolongation in an activity-dependent manner, thereby enhancing the inhibitory power at higher frequencies. At other inhibitory synapses, such a prolongation has been attributed to transmitter spillover [26] [27] [28] [29] [30] [31] , asynchronous release [30] [31] [32] [33] [34] [35] , and desensitization [36] .
Spillover and Asynchronous Release
If transmitter spillover between GABAergic synapses in the DNLL contributes to the IPSC prolongation, recruiting more presynaptic fibers should prolong the IPSC decay [29] . To test this prediction, we evoked IPSCs of different amplitudes for each cell ( Figure 3A ). The decay after single stimuli was unaffected by the increase in amplitude (Figures 3B-3D ). In contrast, IPSC decays following 400-Hz trains were prolonged with increasing final amplitude ( Figures 3B-3D ), indicating an activity-dependent induction of spillover.
Spillover can be pharmacologically verified by a change in IPSC decay upon application of a low-affinity antagonist [29, 30, 37] . 300 mM TPMPA, a low-affinity GABA A antagonist, reduced the IPSC amplitude of single pulses to $20% of control and following train stimulation to $40% of control (Figures 3E and 3F). In contrast to single pulses, the weighted decay following train stimuli was significantly accelerated (from 10.0 ± 1.1 to 8.7 ± 0.9 ms at 400 Hz; paired t test; p = 0.016; from 9.0 ± 0.9 to 7.9 ± 0.6 ms at 250 Hz; p = 0.04; Figure 3G ).
Conversely, low concentrations of a high-affinity antagonist should not influence the decay time constant in the case of spillover. Therefore, we applied sub-maximal concentrations of SR95531 (50-250 nM) as a control ( Figures 3H-3J ). As predicted, the weighted decay time constants remained unaffected although IPSC amplitudes were reduced to a similar extent (Figures 3I and 3J). Furthermore, the accelerating effect of TPMPA is not due to a possible weak agonistic effect on GABA B receptors as application of 5 mM baclofen resulted in similar final IPSC amplitudes following stimulation trains but did not affect the decay time constants ( Figure S1 ). Thus, we conclude that GABA spillover contributes to the prolongation of the ionotropic IPSC decay following train stimulations. Next, we tested the role of asynchronous release in the activity-dependent IPSC prolongation. To detect single asynchronous events more effectively, we used an internal solution with a high (50 mM) chloride concentration and repetitively evoked IPSCs with a 400-Hz stimulation ( Figure 4A ). We observed clear asynchronous events in all cells (n = 7). The probability of asynchronous events was significantly increased immediately after the stimulation (mean frequency in first 50 ms after stimulation: 95 ± 28 Hz; 200-250 ms after stimulation: 5 ± 1 Hz; paired t test; p = 0.016; Figures 4B and 4C) .
To interfere pharmacologically with asynchronous release, we applied the calcium chelator EGTA-AM to reduce the intracellular accumulation of calcium during trains [32] [33] [34] [38] [39] [40] . 200 mM EGTA-AM reduced IPSC amplitudes and accelerated weighted IPSC decays following train stimulation (from 7.4 ± 0.9 to 5.8 ± 0.7 ms at 250 Hz; paired t test; p = 0.054; and from 9.5 ± 1.4 to 6.7 ± 0.9 ms at 400 Hz; p = 0.011; Figures  4D-4F ). As EGTA-AM also reduces overall transmitter release and thus reduces both spillover and asynchronous release, we repeated the application of EGTA-AM with prior block of the spillover component by TPMPA (Figures 4G-4I) . Again, EGTA-AM decreased the IPSC amplitude ( Figure 4H ) and accelerated the weighted IPSC decay following train stimulations ( Figure 4I ; from 7.9 ± 1.0 to 7.1 ± 1.2 ms at 250 Hz; paired t test; p = 0.13; 8.2 ± 0.7 to 7.0 ± 0.9 at 400 Hz; paired t test; p = 0.04). From this additive effect of TPMPA and EGTA-AM, we conclude that both spillover and asynchronous release prolong the IPSC decay during increased presynaptic activity. In line with these activity-dependent mechanisms, the prolongation of IPSCs is even stronger when synaptic release probability is increased through elevation of the extracellular calcium concentration ( Figure S2 ).
Passive Integration Prolongs Inhibition
How synaptic inputs influence the output of a neuron depends on the translation of synaptic currents into postsynaptic potentials.
To investigate this translation, we recorded the same GABAergic input in voltage and current clamp in a given DNLL neuron (Figures 5A and 5B). IPSPs were generally slower than corresponding IPSCs ( Figure 5C ). This prolongation appeared stronger at higher stimulation frequencies ( Figure 5C ). Importantly, the difference between IPSP and IPSC decay correlated with the peak membrane potential of the IPSPs ( Figure 5D ). Thus, a larger peak magnitude of the IPSP causes a longer-lasting IPSP, which cannot be explained by the response properties of DNLL neurons to hyperpolarizing current pulses ( Figure S3 ).
To investigate the dependence of IPSP duration on the membrane potential more systematically, we injected simulated inhibitory conductances (IPSGs) with different amplitudes and decay time constants spanning the physiological parameter space. For the same maximal conductance, slower conductance waveforms caused slower IPSPs ( Figure 5E ). Strikingly, increasing the maximal conductance of IPSGs with the same decay time constant also prolonged the resulting IPSP (Figure 5F ), thereby leading to an equivalent relationship between IPSP prolongation and membrane potential as for the synaptic events ( Figures 5D and 5G) . Thus, the correlation between IPSP prolongation and membrane potential is caused by a conductance-amplitude-dependent mechanism ( Figure 5H ). This amplitude dependence was stronger for slower IPSGs (for t = 5 ms from 8.4 ± 0.3 ms at 10 nS to 11.7 ± 0.3 ms at 90 nS; Kruskal-Wallis; p = 2e-08; for t = 20 ms from 19.9 ± 0.8 ms at 10 nS to 36.7 ± 1.3 ms at 90 nS; Kruskal-Wallis; p = 2e-15; n = 14). Therefore, small differences in synaptic kinetics result in large differences in IPSP duration at large conductance amplitudes ( Figure 5I ). To understand the mechanism underlying the conductanceamplitude-dependent IPSP prolongation, we modeled a passive cell membrane with a capacitance, a leak conductance (g leak ), and a GABA conductance (g GABA ) based on our experimental data. This simple model reproduced the experimental results well ( Figure S3 ), implying that active membrane properties are not required for the IPSP prolongation, but the synaptic conductance amplitude determines the IPSP time course. An explanation could be synaptic saturation, which occurs for large conductances when the driving force for GABAergic current is lost near the peak of the IPSP as it approaches E GABA [41] . During the decay of the IPSP, the driving force increases again and together with the remaining g GABA generates a GABAergic current that delays the decay of the IPSP. To describe more quantitatively how the trajectory of the IPSP is controlled by the synaptic conductance, we applied an artificial conductance ramp that decayed linearly from 90 nS to 0 nS in 500 ms ( Figure 5J ). With such a slow decay, the contribution of the membrane time constant to the voltage response becomes minimal. Therefore, the voltage response at every time point reflects the steady-state potential determined by the opposing currents flowing through the neuron's leak channels and the artificial GABA A receptor channels. The rate of change in the voltage responses to the linear conductance ramp was slowest for the highest g GABA values and accelerated for lower values of g GABA ( Figure 5J) . Importantly, the resulting voltage responses were markedly non-linear due to synaptic saturation when approaching E GABA ( Figure 5K ) [41] . Thus, synaptic saturation not only controls the level of hyperpolarization but can control the speed of voltage responses. Therefore, we next assessed whether synaptic saturation prolongs IPSPs of the faster, physiological IPSG waveforms. To test this hypothesis, we calculated voltage responses to fast IPSGs with the steady-state potential (Equation 1; Figures 5L and 5M ). The IPSP decay was again slower for larger conductances, because it started in the shallow part of the steady-state potential. Taken together, the mechanism underlying the conductance-amplitude-dependent IPSP prolongation in the DNLL is passive and relies on synaptic saturation. These results depict a general mechanism by which IPSPs can be prolonged in neurons with fast-membrane time constants.
Inhibition In Vitro Matches PI Duration In Vivo
Next, we determined the functional relevance of the activitydependent prolongation of IPSPs. In the DNLL, GABAergic inhibition after a leading tone suppresses the response to a lagging tone that is excitatory when played alone [10] [11] [12] . Accordingly, we assessed whether such a long-lasting inhibitory effect can be achieved by synaptically evoked inhibition in our in vitro preparation. Evoked GABAergic IPSPs were paired with an injection of an excitatory conductance train that reliably evoked an AP with every pulse when presented alone ( Figure 6A ). On average, APs were suppressed for 22 ± 3 ms by a conductance of 44.9 ± 6.5 nS ( Figure S4 ) with a t w of 8. suppression of 13-38 ms matches the reported values of PI in vivo [10] [11] [12] .
To systematically dissect the contributions of the activitydependent conductance amplitude and decay on AP suppression, we injected artificial conductances resembling a typical IPSC train with variable decays (Figure 6B ). Increasing the conductance amplitude for a given decay caused longer and more-effective AP suppression (Figures 6B and 6C ; e.g., from 16.6 ± 2.7 at 10 nS to 56.7 ± 3.6 ms at 90 nS for t = 20 ms; n = 9; Kruskal-Wallis; p = 0.0000002). Slower decays generally produced longer AP suppression (e.g., 14.8 ± 1.6 for t = 5 ms versus 46.2 ± 3.4 ms for t = 20 ms at 50 nS; Kruskal-Wallis; p = 0.00005). The difference in the duration of AP suppression between the different underlying conductance decays was enhanced for large conductance amplitudes ( Figure 6D ). To evaluate the contribution of the membrane time constant to AP suppression, we applied a conductance waveform with instantaneous decay. This conductance waveform caused only very short AP suppression (4.8 ± 1.1 ms at 90 nS; Figure 6D ), suggesting that the membrane time constant alone plays a minor role in PI.
To decompose the contributions of spillover and asynchronous release to the PI, we compared the effect of conductance waveforms reflecting the IPSC kinetics under control, TPMPA, and EGTA-AM conditions ( Figure 6E ). The different waveforms produced similar AP suppression for a 10-nS conductance (siControl: 5.6 ± 1.0 ms; siTPMPA: 5.1 ± 1.0 ms; siEGTA: 5.1 ± 1.0 ms; Figure 6F ). For a 90-nS conductance, AP suppression differed significantly between conditions (siEGTA 29.0 ± 2.4 ms; siTPMPA 32.0 ± 2.7 ms; siControl 39.3 ± 2.5 ms; n = 10; Kruskal-Wallis; p = 0.036). The $3-ms difference in weighted decay time constants between siControl and siEGTA translated into an $10-ms difference in AP suppression. Thus, small differences in IPSC decay can have large effects on AP suppression. The activity-dependent prolongation of the IPSC mediated by spillover and asynchronous release is therefore ideally suited to gradually adjust the AP suppression time in the DNLL.
Next, we examined whether the prolonged hyperpolarization that results from synaptic saturation is crucial for the long inhibition in the DNLL or whether a shunting effect by the GABAergic conductance is sufficient to generate the long-lasting AP suppression ( Figures 6G and 6H) . For a 10-nS conductance, shunting inhibition failed to suppress APs effectively in 10 out of 11 cells. For 90 nS, shunting inhibition reduced AP suppression from 38.4 ± 1.3 ms to 20.4 ± 1.4 ms (n = 11; paired t test; p = 9e-07) compared with hyperpolarizing inhibition. Thus, the long-lasting hyperpolarizing IPSPs are essential to effectively suppress APs for a duration explaining PI in vivo.
PI Depends on the Level of Excitation and Inhibition
The level of incoming excitation from the SOC evoked by the lagging tone in vivo is expected to change depending on the contralateral sound level. As this might affect the duration of PI, we characterized the interaction of the GABAergic inhibition with variable levels of excitation (Figure 7 ). Varying the conductance amplitude for the excitatory conductance train (g Exc ) at a fixed value of inhibitory g GABA (siControl decay; Figure 7A ) strongly affected the duration of AP suppression ( Figures 7B and 7C) . Nevertheless, even for high values of g Exc , the initial APs were suppressed with realistic values of g GABA (11.8 ± 1.8 ms AP suppression for g Exc = 18 nS and g GABA = 90 nS). Thus, the effective duration of PI in vivo depends on how g GABA and g Exc co-vary upon auditory stimulation. The impact of inhibition is often described as a change in the neuronal input-output functions during steady-state inhibition [42] [43] [44] . Because the decaying phase of inhibition is the relevant part for the PI, we compared the effect of steady-state and dynamic inhibition on the DNLLs' input-output functions ( Figures  7A, 7D, and 7E) . During the decaying phase of inhibition, APs early in the train were strongly, whereas those late in the train were slightly inhibited ( Figure 7B) . As a consequence, the threshold of the input-output function was not altered and the gain only slightly affected ( Figures 7D and 7E) . In contrast, constant inhibition affected all APs in the train equally and therefore led to a large additive threshold shift and a change in gain ( Figures 7D and 7E ). Taken together, constant inhibition strongly affects the threshold and gain of the input-output function, whereas the decay of inhibition predominantly sets the time window during which APs are transmitted but barely impacts the input-output characteristics of DNLL neurons. In this way, the information about sound source location following the PI is preserved in the rate code generated in the SOC.
DISCUSSION
Here, we identify the cellular mechanisms that implement a stimulus-dependent prolongation of inhibition in the DNLL [9] [10] [11] [12] . We explain how synaptic and integrative properties of DNLL neurons in vitro lead to AP suppression in a graded, activity-dependent manner, matching the in vivo description of PI. These data strongly suggest that the interplay between the activity-dependent IPSC prolongation produced by spillover and asynchronous release and the non-linear integration of hyperpolarizing inhibition is crucial to achieve the physiologically relevant time course. This interplay is required as the fast kinetics of a single IPSC and the membrane time constants in the mature DNLL cannot explain the duration of PI in vivo [18] .
Both spillover and asynchronous release contribute to the long-lasting inhibition mediated via the commissure of Probst. At the synaptic level, these mechanisms could be linked by assuming a loose micro-domain coupling between calcium influx and vesicle release [45] in agreement with the IPSC amplitude reduction by EGTA-AM. Loose micro-domain coupling is ideal to support calcium buildup and an increase in release probability during train stimulation. In turn, an increase in release probability favors the generation of spillover and asynchronous release. Thus, micro-domain coupling might constitute a structural basis for the generation of the activity-dependent prolongation of GABAergic IPSCs in DNLL neurons.
The activity-dependent IPSC prolongation is a prerequisite for the effective prolongation of hyperpolarizing IPSPs by passive integration that is crucial to achieve long-lasting inhibition. This dynamic prolongation is caused by the non-linear effects introduced by synaptic saturation when the IPSP approaches E GABA . Through this process, the level of hyperpolarization is translated into the inhibitory time course and AP suppression. To our knowledge, this mechanism describes a novel non-linear synaptic computation in addition to the well-known non-linear effects of inhibitory conductance on the membrane time constant and amplitude of postsynaptic potentials [41] or multiplicative effects on the input-output functions [44] .
At the circuit level, this passive integration mechanism can be exploited in two ways. First, the number of simultaneously activated presynaptic inhibitory neurons defines the size of the compound inhibitory conductance and therefore prolongs the IPSP. Second, a frequency-dependent buildup in synaptic conductance of a single presynaptic neuron also prolongs the IPSP. Therefore, an increase in sound intensity, which recruits more presynaptic neurons and leads to higher firing rates [46, 47] , most efficiently exploits synaptic saturation to prolong the IPSP.
Through their impact on the IPSP shape, the decay and amplitude of g GABA control the suprathreshold responses in the DNLL. Spillover and asynchronous release add substantially to the activity-dependent AP suppression, despite their apparently small effects on the level of IPSC decays. Furthermore, hyperpolarizing inhibition generates far longer and more-effective AP suppression than mere shunting inhibition, indicating a vital function of the non-linear relaxation of the membrane potential caused by synaptic saturation. Taken together, inhibition in the DNLL is adjusted to the physiologically relevant duration by passive integration of hyperpolarizing inhibition with activity-dependent synaptic kinetics.
Together with previous work [18, 25] , our findings elucidate the cellular physiology of the neuronal circuitry generating PI. Excitatory signals of ascending binaural pathways are amplified in an NMDA-receptor-dependent manner generating high firing rates in DNLL neurons [18, 25, 48] . The high firing rates in turn prolong the synaptic output of these neurons by pre-and postsynaptic mechanisms, based on asynchronous release and spillover. This activity-dependent prolongation is enhanced by the passive integration of hyperpolarizing, GABA A receptormediated IPSCs in DNLL neurons. These interacting mechanisms help to slow sensory processing down from the microsecond to the millisecond timescale from the SOC to the DNLL and the inferior colliculus. Overall, the properties of this GABAergic input combined with the reciprocal inhibition between the two DNLLs implement a flexible gating mechanism for direct sounds and echoes [49, 50] .
EXPERIMENTAL PROCEDURES
All experiments were performed with protocols approved by the Regierung von Oberbayern in accordance with the German law (Tierschutzgesetz) governing animal welfare. In vitro recordings were performed in acute brain slices of Mongolian gerbils (Meriones unguiculatus) of postnatal day (P) 18 
