Abstract. The propagation of electromagnetic waves in general media is modeled by the time-dependent Maxwell's partial differential equations (PDEs), coupled with constitutive laws that describe the response of the media. In this work, we focus on nonlinear optical media whose response is modeled by a system of first order nonlinear ordinary differential equations (ODEs), which include a single resonance linear Lorentz dispersion, and the nonlinearity comes from the instantaneous electronic Kerr response and the residual Raman molecular vibrational response. To design efficient, accurate, and stable computational methods, we apply high order discontinuous Galerkin discretizations in space to the hybrid PDE-ODE Maxwell system with several choices of numerical fluxes, and the resulting semi-discrete methods are shown to be energy stable. Under some restrictions on the strength of the nonlinearity, error estimates are also established. When we turn to fully discrete methods, the challenge to achieve provable stability lies in the temporal discretizations of the nonlinear terms. To overcome this, novel strategies are proposed to treat the nonlinearity in our model within the framework of the second-order leap-frog and implicit trapezoidal time integrators. The performance of the overall algorithms are demonstrated through numerical simulations of kink and antikink waves, and third-harmonic generation in soliton propagation.
along with initial and boundary data in the domain Ω ⊂ R d , d = 1, 2, 3. The variable J s is the source current density, and ρ is the charge density. The electric flux density D and the magnetic induction B are related to the electric and magnetic field, respectively, via the constitutive laws D = 0 ( ∞ E + P), B = µ 0 H, (2.2) where P is the polarization. The dielectric parameters are 0 , the electric permittivity of free space, ∞ , the relative electric permittivity in the limit of the infinite frequency, and µ 0 , the magnetic permeability of free space. We will assume here that all model parameters are constant, and the material is isotropic. The term 0 ∞ E captures the linear instantaneous response of the material to the EM fields.
To model the linear and nonlinear dispersion in the material we use the auxiliary differential equation (ADE) approach as presented in [19, 40] . The linear (L) delayed or retarded response of the material to the EM field is captured in the polarization, P, via a linear single resonance Lorentz response, which, in the form of a second order ODE, is given as,
Here ω 0 and ω p are the resonance and plasma frequencies of the medium, respectively, and τ −1 is a damping constant. In addition, ω 2 p = ( s − ∞ )ω 2 0 , with s as the relative permittivity at zero frequency. For pulse widths that are sufficiently short (for e.g., shorter than 1 pico-second (ps) for Silica) [25] , the nonlinear response has an instantaneous as well as a delayed component. For the nonlinear (NL) response of the medium, we will consider a cubic Kerr-type instantaneous response, and a retarded Raman molecular vibrational response called Raman scattering. The Kerr effect is a phenomenon in which the refractive index of a material changes proportionally to the square of the applied electric field. Raman scattering arises from the electric field induced changes in the internal nuclear vibrations on time scales ≈ 1 to 100 femto-seconds (fs) [21] , and is modeled by a nonlinear single resonance Lorentz delayed response. The two nonlinear responses are given as
Here a is a third order coupling constant, θ parameterizes the relative strength of the instantaneous electronic Kerr and retarded Raman molecular vibrational responses, and Q describes the natural molecular vibrations within the dielectric material that has frequency many orders of magnitude less than the optical wave frequency, responding to the field intensity. The time evolution of Q is given by the following ODE, 4) where ω v is the resonance frequency of the vibration, and τ
−1 v
a damping constant. This is essentially a model for a simple linear oscillator, but coupled to the nonlinear field intensity |E| 2 .
Taking into account all the effects discussed above, the constitutive law for the electric flux density is given by
With this, the mathematical model for EM wave propagation in this nonlinear optical medium will be given as a PDE-ODE system (2.1)-(2.5).
In the present work, the first order form of the second order ODEs, (2.3) and (2.4), will be adopted, and we will focus our investigation on the model in one spatial dimension, as below,
6b) ∂ t P = J, (2.6c)
6d)
6e)
with the constitutive law D = 0 ( ∞ E + P + a(1 − θ)E 3 + aθQE), (2.7)
where P = P L delay . In this model, we assume uniformity of all the vector fields in the y and z directions. Thus, all derivatives with respect to y and z in the curl and divergence operators are set to zero. All field quantities are represented by a single scalar component. The scalar magnetic field H (hence B) represents the 2nd (or the 3rd) component of the vector magnetic field H, and the scalar electric flux density D (hence E) represents the 3rd (or the 2nd) component of D (hence E). Gauss's laws (2.1c) only involve the x derivatives of the 1st components of B and D, and therefore they are decoupled from the one-dimensional model (2.6)-(2.7) and become irrelevant. Under the assumption of periodic boundary conditions, the energy E = E(t) of the system (2.6), defined as . The mesh is assumed to be quasi-uniform, namely, there exists a positive constant δ, such that h minj hj < δ, as the mesh is refined. The semi-discrete DG method for the system (2.6) -(2.7) is formulated as follows: find H h (t, ·), D h (t, ·), E h (t, ·), P h (t, ·), J h (t, ·), Q h (t, ·), σ h (t, ·) ∈ V k h , such that ∀j,
2b)
2c)
2d)
∂ t Q h = σ h , (3.2e)
The constitutive law is imposed via the L 2 projection, namely,
is the discrete energy. Moreover, E h ≥ 0 when θ ∈ [0, 3 4 ].
Proof. Let φ = H h in (3.2a), φ = E h in (3.2b) and sum up the two equalities over all elements, we obtain
Note that with both central and alternating fluxes, (3.4) and (3.5), we have 9) and with the upwind flux (3.6), we have 10) while 
12) which is non-positive. Differentiating (3.3) with respect to time, and substituting it into the equation (3.11), we obtain 4. Semi-discrete Scheme: Error Estimates. In this section, we will establish the error estimates of the semidiscrete scheme, formulated in Section 3, up to a given time T < ∞. The following projections, π h (defined from
and (π
3. Gauss-Radau projection π
and (π + h w)
These projections are commonly used in analyzing DG methods, and the following approximation property and estimate can be easily established [9] :
with
, and
Here w − Π h w represents the projection error. In (4.4)-(4.5), · , · ∞ , and · H k+1 stand for the L 2 -norm, L ∞ -norm, and H k+1 -norm on Ω, respectively. And
. The constant C depends on k but not on h or w. Throughout the paper, C denotes a generic constant which may depend on k and mesh parameter δ. If we want to emphasize the sole dependence of k, this generic constant will be denoted by C k , which usually is computable. C is another generic constant, which is independent of h, but may depend on k, mesh parameter δ, and some Sobolev norms of the exact solution of (2.7) up to time T . There is one more generic constant C model , which depends on some or all model parameters. Each type of generic constants may take different values at different occurrences. In the analysis, the following inverse inequality will also be needed,
We start with decomposing the error in E into two parts,
Similarly, one can define the decomposition of errors in other quantities, namely u − u h = u − π u h − (u h − π u h ) = η u − ζ u , with u being H, P, Q, J, σ. In the analysis, π u h is taken to be π h , the L 2 -projection, for u = E, H, P, Q, J, σ, except for the following two cases: when the numerical fluxes are alternating, we take
while with the upwind flux, we use
See [6] (such as Lemma 2.4) for the properties of such vector-form projection operators. For the a priori error estimate in next theorem, we assume the following regularity for the exact solutions,
and
where the former is standard for error analysis of linear models, and the latter are needed to treat nonlinearity. THEOREM 4.1 (Error estimates of semi-discrete scheme). Assuming the periodic boundary condition and the exact solutions being as regular as (4.10)-(4.11), under the conditions that θ ∈ [0, 1 4 ) and the strength of nonlinearity is sufficiently small, the following error estimates hold for the semi-discrete DG scheme (3.2)-(3.3) with flux choices (3.4), (3.5) Proof. With the numerical fluxes being consistent, the proposed semi-discrete scheme is consistent. That is, (3.2) holds if the numerical solutions are replaced by the exact ones, while the test functions are still taken from V k h . From this, one can get the error equations,
Now we take φ = ζ H in (4.14a), φ = ζ E in (4.14b), φ = ζ σ in (4.14e). We then differentiate (4.15) in time t, and take φ = ζ E . Following similar steps as in the proof of Theorem 3.1, we get
Here the non-positive term M (·, ·) is defined in (3.12) . The four terms on the right are
17)
19)
Next we will take two steps to estimate the left and the right hand side of (4.16), respectively.
Step 1: Compared with the discrete energy in the stability analysis, the terms in the second row of the left hand side of (4.16) are new, and they arise from the discretizations of nonlinear terms. With arbitrarily chosen constant parameters ρ err ∈ (0, 1) and κ err ∈ (0, 1), we have
under the conditions:
with a computable constant C k from (4.5). Indeed, under Condition 1,
holds, while Condition 2 is to ensure
Step 2: Next we will estimate Λ j , j = 1, · · · , 4. Cauchy-Schwartz inequality, Young's inequality, as well as approxi-mation result and estimate in (4.4)-(4.5) will be used repeatedly. For Λ 1 ,
We here have used for alternating and upwind flux; while for central flux, we have
Using the approximation property and estimate in (4.4)-(4.5), as well as the boundedness of E, we have
Term Λ 4 is relatively subtle, and we will proceed as follows.
The constant parameters α j , j = 1, · · · , 7, are chosen so that
We then further restrict the strength of the nonlinearity such that 32) and this, with the estimate (4.5), can be ensured under the condition
Using (4.30)-(4.23) and applying (4.4)-(4.5), we are able to bound Λ 4
Now we can combine (4.16), (4.21), (4.24), (4.25), (4.26), (4.28), (4.34), and reach
where r is specified in (4.13). Finally, we apply Gronwall inequality and the estimation of projection errors in (4.4), and conclude that
under the Conditions 1-3. Note that ρ err is arbitrary in (0, 1), Condition 1 essentially implies θ ∈ [0, 1 4 ), while Conditions 2-3 require the smallness of the strength of the nonlinearity. In our final result (4.12), we no longer carry the two parameters κ err and ρ err .
Fully Discrete Scheme and Energy Analysis.
In this section, we focus on fully discrete schemes for the nonlinear PDE-ODE system (2.6). A particular focus will be on designing temporal discretizations, with which the fully discrete methods have provable energy stability. This turns out to be a nontrivial task for the nonlinear model examined in this work. Common choices, such as the second order leap-frog or implicit trapezoidal method, may not yield provable stability results as for the linear models. The main difficulties arise from the nonlinear Kerr and Raman terms. What we will develop in this section can be understood as novel modifications of leap-frog or implicit trapezoidal method, in the presence of these nonlinear effects. The proposed temporal discretizations are still of formal second order accuracy. We will establish the energy stability for the resulting fully discrete methods. The time discretizations developed here can be used not only in conjunction with DG spatial discretizations, but also with other type discretizations, and this will be addressed in our future work.
We design two second-order time schemes, both implicit in the ODE parts. The first scheme uses the leap-frog staggered in time for the PDE parts. Given u
The flux terms in the scheme have no ambiguity for the central and alternating fluxes (3.4)-(3.5) with E n h = E n h , and their expressions are omitted for brevity. For the upwind flux (3.6), the flux terms should be defined as
as in the standard leap-frog formulations. Notice that the scheme is implicit for the upwind flux, but for the alternating and central fluxes, the implicit part is only on the ODEs which can be locally solved in each element. In practice, we use a Newton's method to obtain
The main novelty of the formulation is the introduction of Y n h in (5.1d) as an auxiliary variable to approximate Y = E 3 . This is motivated by the fact that dY = 3E 2 dE and is defined to achieve energy stability of the fully discrete scheme as shown in Theorem 5.1. One does not need to store Y n h , instead only its temporal difference is needed to be substituted into (5.1b). Another change in the scheme for stability consideration is the discretization of
. This is motivated by theoretical analysis as shown in the proof of Theorem 5.1.
Similarly, our second formulation, which is a fully implicit scheme writes
The scheme is of second order accuracy in time. The flux terms are defined according to their semi-discrete counterparts. For example, with the upwind flux (3.6), the flux terms are
THEOREM 5.1 (Fully discrete stability). Assuming the periodic boundary condition, then the fully discrete scheme (5.1) with central and alternating fluxes, (3.4) and (3.5), satisfies
where
is the discrete energy. In addition, E h ≥ 0 if θ ∈ [0, 3 4 ] and the CFL condition
The fully discrete scheme (5.1) with the upwind flux (5.2) satisfies
is the discrete energy. In addition, 4 ] and the CFL condition
is satisfied.
Similarly, the fully discrete scheme (5.3) with central and alternating fluxes, (3.4) and (3.5), satisfies 9) and that with the upwind flux (5.4) satisfies
It is non-negative when θ ∈ [0, 3 4 ]. In other words, the scheme (5.3) is unconditionally stable for all three flux choices.
Proof. We will only prove the results for scheme (5.1), while the proof for the scheme (5.3) shares great similarity and is omitted.
Apply two time steps of (5.1a) and (5.1i), we have
in (5.12) and sum up the two equalities over all elements, we obtain
upwind flux by the identity (3.9) in the proof of Theorem 3.1. 15) and here (5.1d) is used. By (5.1g) and (5.1h),
On the other hand,
By (5.1f) and (5.1e), we have The final step is to find the conditions to guarantee the discrete energy to be non-negative. We define two operators 20) and similarly by (5.1i)
Therefore,
) .
In the last equality, (5.21) has been used.
With the alternating or central fluxes, the last term on the right of (5.22) vanishes, hence
On the other hand, using inverse inequality (4.6), one gets
In addition, we take φ = H n h − H n−1/2 h in (5.21), and reach 25) and therefore
This estimate guarantees E n h being non-negative if θ ∈ [0, With the upwind flux in (5.2), using the definitions of H and H, the last term on the right of (5.22) becomes
Now taking into account the jump terms in the discrete energy (5.8), and with (5.22)(5.26), we have
An analogue of (5.25) for the upwind flux can be obtained
).
We can choose ∆t small enough so that A = ∆tC 2µ0h satisfies
Combined with (5.27) and (5.8), we have shown that E n h in (5.8) is nonnegative, provided θ ∈ [0, 
is satisfied. This condition can also be written as
.
From the proof, one can see that the fully discrete scheme with the leap-frog temporal discretization is conditionally stable, under a CFL condition that is the same as the one for Maxwell's equations without Kerr, linear Lorentz and Raman effects; while the fully implicit scheme is unconditionally stable.
6. Numerical Results. In this section, we demonstrate the behavior of the fully discrete schemes through two numerical examples. The simulations are performed on the rescaled equations with the scaling chosen as follows: let the reference time scale be t 0 , and reference space scale be x 0 with x 0 = ct 0 and c = 1/ √ µ 0 0 . Henceforth, the rescaled fields and constants are defined based on a reference electric field E 0 as follows,
where for simplicity, we have used the same notation to denote the scaled and original variables. In summary, we arrive at the dimensionless Maxwell's equations
1a)
1b)
1c)
Correspondingly, the energy E(t)
For the rescaled system (6.1), all fluxes retain their original definition except for the upwind flux, which is modified to
We further refer to one alternating flux
, as alternating flux I, and
, as alternating flux II. For numerical simulations in this section, we use a uniform mesh with size h j = h = (x R − x L )/N for all j. When solving the nonlinear system, we employ a Jacobian-free Newton-Krylov solver [31] with absolute error threshold = 10 −10 .
6.1. Kink shape solutions. The first numerical test we consider is originally discussed in [39] , where a traveling wave solution was constructed for the instantaneous intensity-dependent Kerr response neglecting the influence of damping, i.e., θ = 0, τ = ∞ in (6.1). This yields a simplified system
We use this example as an accuracy test. As shown in [39] , we can find a traveling wave solution E(x, t) = E(ξ), where ξ = x − vt, and similarly for other variables H, D, P and J. Here, E(ξ) is comprised of a kink and antikink wave, and is solved based on the following ODE dE dξ = Φ, (6.4a)
The parameters are
Here, ω 0 and Φ(0) are carefully chosen such that E and Φ are both 6-periodic. The approximate solution of (6.4), as shown in Figure 6 .1 (a) , is obtained with 160000 grid points by a third order Runge-Kutta method. This serves as the initial condition for the electric field in the Maxwell's system (6.3). Furthermore, with the help of (6.3) and the property that all variables are traveling waves, we can obtain the initial conditions for other variables:
Numerical results are provided at t = 6/v, when the wave moves back to the same position as the initial condition. Time steps are chosen as ∆t = CF L × h to guarantee (k + 1)-th order accuracy in time, and the CFL numbers are listed in Table 6 .1. Since leap-frog scheme uses staggered time, we set CFL= 0.2/v for k = 1, such that the last time step has full length ∆t. This can help us avoid the influence on accuracy caused by time step changes. When k = 2 or 3, we do not need to do this because the time steps are already pretty small. Note that the time steps of the fully implicit scheme are taken to be much larger.
We list the errors and orders of accuracy of E in Tables 6.2-6.4. All calculations give the optimal (k + 1)-th order, except that for the central flux, if we use the leap-frog scheme, the order of accuracy will be suboptimal when k = 1.
Next, we investigate the numerical energy behaviors with N = 400 grid points. The results are listed in Figure  6 .2. Since θ = 0 and τ = ∞, following the proof in Theorem 5.1, we obtain that the discrete energy E n h with (a) Initial condition E(x, 0). 
for leap-frog scheme, and
for fully implicit scheme. Therefore, the schemes are energy-conserving. Figure 6 .2 shows that the numerical results are consistent with our analysis: the leap-frog scheme conserve discrete energy up to the machine error, while the fully implicit scheme has larger errors, which is caused by larger time steps and the error from the Newton solver (we set the tolerance as = 10 −10 ).
On the other hand, the upwind flux is dissipative. When employing the upwind flux and leap-frog scheme, we have
where the discrete energy is
For the fully implicit scheme with upwind flux, the discrete energy (6.6) will satisfy
We observe the predicted behavior numerically (Figure 6 .2). Note that for k = 3, the initial energy increase is caused by error from the Newton solver. 6.2. Soliton propagation. In this example, we will consider the soliton propagation in the full Maxwell model (6.1), similar to the setup in [19] . The computational domain is x ∈ [0, 45]. The coefficients in this example are chosen as
Initially, all fields are zero. The left boundary is injected with an incoming solitary wave, for which the electric field is prescribed as
where f (t) = M sech(t − 20). M is a constant to be specified later. Similar to [19] , the boundary condition of H can be approximated from the linearized dispersion relation. Assuming a space-time harmonic variation e i(ωt−kx) of all fields, the exact dispersion relation associated with the linear parts of the system (6.1) is The solution corresponding to the wave propagating to the right is
Then we take the approximate value of H as
where c.c. denotes the complex conjugate of the first term, f (m) (t) is the m-th derivative of f (t), and (
is the m-th derivative of Z = −ω/k with respect to ω.
We treat the right boundary as an absorbing wall corresponding to the linearized system, similar to the procedure performed in [25] . Neglecting the nonlinear effects and the delayed response in (6.1), we have
Because only waves that propagate to the right are allowed, the left going characteristic variable H + √ ∞ E is set to be zero at the right boundary x R = x N +1/2 . Therefore, for semi-discrete scheme, we require
. This corresponds to rewriting the central flux as 11) and rewriting the upwind flux as
To guarantee better stability results for the outflowing edge, when using alternating fluxes, we employ the central flux (6.11) at the right boundary instead. With this boundary condition, the energy relation such as those in Theorem 3.1 should be adjusted accordingly. For example, we can verify that the semi-discrete scheme with alternating and central fluxes satisfy
with energy (6.14) and the contribution from the inflow boundary
for alternating flux I,
for alternating flux II.
(6.15)
The scheme with the upwind flux satisfies
with the same energy definition as in (6.14) and
implying energy stability. For the fully discrete schemes, there is no ambiguity defining the fluxes (6.11), (6.12) for implicit scheme. While for the leap-frog formulations with the upwind flux (6.12), we use
While for the other fluxes (6.11),
Implementation-wise, with (6.18) , at the rightmost cell
, we need to solve the nonlinear system to obtain H h by Newton's method. The energy relation for the resulting fully discrete scheme is summarized in the appendix. We take N = 6400, and the time step ∆t = CF L × h. CFL numbers, listed in Table 6 .5, are chosen to ensure the convergence of Newton's method to the correct solution. We simulate the transient fundamental (M = 1) and second-order (M = 2) temporal soliton evolution using various schemes with different orders. The plots of the electric field at t = 40, 80 are provided in Figures 6.3-6 .6. As shown in [25, 19] , a daughter pulse travels ahead the soliton-like pulse, resulting from the third-harmonic generation. This daughter pulse is much smaller in amplitude than the soliton pulse, and the frequency is about 3 times as that of the soliton pulse. The daughter pulse is evident in all simulations except with the upwind flux and k = 1, where the numerical dissipation damps its magnitude significantly. Some reflections from the right boundary is present for the central flux. This is also observed in [25] for the finite difference scheme due to the approximate boundary conditions. As a consequence, there will be spurious oscillation near the right boundary, especially for higher order scheme. On the other hand, such oscillations are not observed for alternating fluxes or the upwind flux.
In Figures 6.7 -6 .10, we plot the transient evolution of the total energy and pulse area. Here, the pulse area is obtained by the composite trapezoidal rule between two extrema points of E. To distinguish the soliton pulse and the daughter pulse effectively, we only consider the soliton pulse area when |E| ≥ 0.01. Numerical results represent high agreement between the leap-frog scheme and the fully implicit scheme. Notice that we employ the approximation boundary condition H(x = 0, t), and the two alternating fluxes need different inflow information, which means one uses E(x = 0, t) and the other one uses H(x = 0, t). Hence, there is a slight discrepancy between the total energy with those two fluxes, as well as the pulse area. When using the central flux, both E(x = 0, t) and H(x = 0, t) are required, therefore the energy and pulse area calculated by the central flux stay in between the two alternating fluxes, which is consistent with our analysis in (6.15). In Figures 6.7 and 6.8, it is observed that the total energy decreases after the entire wave entering the domain, demonstrating the energy stability of the schemes. In particular, the energy calculated from upwind flux displays slightly more damping especially when t is large and k = 1.
7. Conclusions. In this paper, we propose fully discrete energy stable schemes for 1D Maxwell's equations in nonlinear optics. The schemes use novel treatments in temporal discretizations and discontinous Galerkin schemes in space with various choices of fluxes. We prove semi-discrete and fully discrete energy stability of the proposed methods, and provide error estimates of the semi-discrete schemes with conditions on the strength of the nonlinearity of the system. Numerical results validate the theoretical predictions, which show that the fully implicit scheme allow larger CFL numbers than the leap-frog schemes. The upwind flux exhibits more dissipation, which can damp the spurious oscillations from the boundary treatment, but also in the mean time affect the effective capturing of the daughter pulse for the soliton propagation example for low order polynomial spaces. From our experience, the alternating fluxes outperform the central and upwind fluxes in the numerical examples studied in terms of accuracy and resolution of the wave profiles. Future work includes extensions to higher dimensions, to finite difference schemes, and Fourier analysis of the semi-discrete and fully discrete DG methods for linearized Maxwell systems in dispersive media.
Appendix A. Energy relation for the fully discrete schemes with non-periodic boundary conditions in Section 6.2.
Here, we list the energy relation for the fully discrete schemes with boundary conditions as discussed in Section 6.2.
The results with fully implicit time discretizations are very similar to the semi-discrete case, i.e. we have that the fully implicit scheme with alternating and central fluxes satisfies
and that with the upwind flux satisfies
for central and alternating fluxes,
, for central flux,
, for alternating flux I,
, for alternating flux II,
for upwind flux.
Moreover, for the upwind flux, we have
Thus,
On the other hand, the leap-frog scheme with alternating and central fluxes satisfies , for central flux, Unlike the previous cases, (A.4) cannot be shown as non-negative, which means some energy may be injected at the right boundary in this case.
The leap-frog scheme with the upwind flux satisfies 
