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DIVERGENCE-FREE POLYNOMIAL DERIVATIONS
ANDRZEJ NOWICKI
Abstract. In this paper we present some new and old properties of diver-
gences and divergence-free derivations.
Throughout the paper all rings are commutative with unity. Let k be a ring and
let d be a k-derivation of the polynomial ring k[X] = k[x1, . . . , xn]. We denote by
d? the divergence of d, that is,
d? =
∂d(x1)
∂x1
+ · · ·+ ∂d(xn)
∂xn
.
The derivation d is said to be divergence-free if d? = 0.
1. Preliminaries
Let k be a ring, and let R be a k-algebra. A k-linear mapping d : R→ R is said
to be a k-derivation of R if
d(ab) = ad(b) + d(a)b,
for all a, b ∈ R. We denote by Derk(R) the set of all k-derivations of R. If d, d1, d2 ∈
Derk(R) and x ∈ R, then the mappings xd, d1 + d2 and [d1, d2] = d1d2 − d2d1 are
also k-derivations of R. Thus, the set Derk(R) is an R-module which is also a Lie
algebra.
We denote by Rd the kernel of d, that is,
Rd =
{
a ∈ R; d(a) = 0
}
This set is a subring of R, called the ring of constants of R (with respect to d). If
R is a field, then Rd is a subfield of R.
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Now let k[X] = k[x1, . . . , xn] be a polynomial ring in n variables over a ring k.
For each i ∈ {1, . . . , n} the partial derivative ∂∂xi is a k-derivation of k[X]. It is
a unique k-derivation d of k[X] such that d(xi) = 1 and d(xj) = 0 for all j 6= i. If
f1, . . . , fn are polynomials belonging to k[X], then the mapping
f1
∂
∂x1
+ · · ·+ fn ∂
∂xn
is a k-derivation of k[X]. It is a k-derivation d of k[X] such that d(xj) = fj for
all j = 1, . . . , n. It is not difficult to show that every k-derivation of k[X] is of
the above form. As a consequence of this fact we know that Derk(k[X]) is a free
k[X]-module on the basis ∂∂x1 , . . . ,
∂
∂xn
. If d ∈ Derk(k[X]) and f ∈ k[X], then
d(f) =
∂f
∂x1
d(x1) + · · ·+ ∂f
∂xn
d(xn).
Now assume that k is a domain containing Q and d is a k-derivation of k[X].
We say that F ∈ k[X] is a Darboux polynomial of d if F 6= 0 and d(F ) = ΛF,
for some Λ ∈ k[X]. In this case such Λ is unique and it is said to be the cofactor
of F . Every nonzero element belonging to the ring of constants k[X]d is of course
a Darboux polynomial. If F1, F2 ∈ k[X]r {0} are Darboux polynomials of d then
the product F1F2 is also a Darboux polynomial of d. The cofactor of F1F2 is in
this case the sum of the cofactors of F1 and F2. If F ∈ k[X] r k is a Darboux
polynomial of d, then all factors of F are also Darboux polynomials of d. Thus,
looking for Darboux polynomials of d reduces to looking for irreducible ones.
For a discussion of Darboux polynomial in a more general setting, the reader is
referred to [15], [19], [13], [14].
A k-derivation d of k[X] is called homogeneous of degree s if all the polynomials
d(x1), . . . , d(xn) are homogeneous of degree s. In particular, each partial derivative
∂
∂xi
is homogeneous of degree 0. The zero derivation is homogeneous of every
degree. The sum of homogeneous derivations of the same degree s is homogeneous
of degree s. Note some basic properties of homogeneous derivations (see [19] for
proofs and details).
Proposition 1.1. Let d be a homogeneous k-derivation of k[X] and let F ∈ k[X].
If F ∈ k[X]d, then each homogeneous component of F belongs also to k[X]d. In
particular, the ring k[X]d, is generated over k by homogeneous polynomials.
Proposition 1.2. Let d be a homogeneous k-derivation of k[X], where k is
a domain containing Q, and let 0 6= F ∈ k[X] be a Darboux polynomial of d with
the cofactor Λ ∈ k[X]. Then Λ is homogeneous, and all homogeneous components
of F are also Darboux polynomials with the common cofactor equal to Λ.
Note that Darboux polynomials of a homogeneous derivation are not necessarily
homogeneous. Indeed, let n = 2, d(x1) = x1, d(x2) = 2x2, and let F = x
2
1 + x2.
Then d is homogeneous, F is a Darboux polynomial of d (because d(F ) = 2F ), and
F is not homogeneous.
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2. Basic properties of divergences
Let k be a ring and let d be a k-derivation of the polynomial ring k[X] =
k[x1, . . . , xn]. Let us recall that we denote by d
? the divergence of d, that is,
d? =
∂d(x1)
∂x1
+ · · ·+ ∂d(xn)
∂xn
.
We say that the derivation d is divergence-free if d? = 0. For example, every
partial derivative ∂∂xi is a divergence-free k-derivation of k[X]. It is clear that
(d + δ)? = d? + δ? for all d, δ ∈ Derk(k[X]). Thus, the sum of divergence-free
derivations is also a divergence-free derivation.
Proposition 2.1. If d ∈ Derk(k[X]) and r ∈ k[X], then:
(rd)? = rd? + d(r).
Proof. (rd)? =
n∑
p=1
∂rd(xp)
∂xp
=
n∑
p=1
(
r
∂d(xp)
∂xp
+ ∂r∂xp d(xp)
)
= r
n∑
p=1
∂d(xp)
∂xp
+
n∑
p=1
∂r
∂xp
d(xp) = rd
? + d(r). 
Thus, if d is a divergence-free k-derivation of k[X] and r ∈ k[X]d, then the
derivation rd is divergence-free.
Proposition 2.2. Let d, δ ∈ Derk(k[X]) and let [d, δ] = dδ − δd. Then
[d, δ]? = d(δ?)− δ(d?).
Proof. Put fi = d(xi), gi = δ(xi) for i = 1, . . . , n, and observe that
n∑
p=1
n∑
i=1
∂gp
∂xi
∂fi
∂xp
=
n∑
p=1
n∑
i=1
∂fp
∂xi
∂gi
∂xp
.
Thus, we have
[d, δ]∗ =
n∑
p=1
∂
∂xp
(
(dδ − δd)(xp)
)
=
n∑
p=1
∂
∂xp
(
d(gp)− δ(fp)
)
=
n∑
p=1
∂
∂xp
(
n∑
i=1
∂gp
∂xi
fi −
n∑
i=1
∂fp
∂xi
gi
)
=
n∑
p=1
n∑
i=1
(
∂
∂xp
∂gp
∂xi
· fi + ∂gp∂xi
∂fi
∂xp
− ∂∂xp
∂fp
∂xi
· gi − ∂fp∂xi
∂gi
∂xp
)
=
n∑
p=1
n∑
i=1
(
∂
∂xp
∂gp
∂xi
· fi − ∂∂xp
∂fp
∂xi
· gi
)
=
n∑
p=1
n∑
i=1
(
∂
∂xi
∂gp
∂xp
· fi − ∂∂xi
∂fp
∂xp
· gi
)
=
n∑
p=1
(
d
(
∂gp
∂xp
)
− δ
(
∂fp
∂xp
))
= d
(
n∑
p=1
∂gp
∂xp
)
− δ
(
n∑
p=1
∂fp
∂xp
)
= d (δ?)− δ (d?) .
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This completes the proof. 
The above propositions imply that the set of all divergence-free derivations of
k[X] is closed under the sum and the Lie product.
Let d be a k-derivation of k[X]. Given a polynomial f ∈ k[X], we denote
by Vf , the k-submodule of k[X] generated by the set
{
f, d(f), d2(f), d3(f), . . .
}
.
The derivation d is called locally finite, if every module Vf , for all f ∈ k[X], is
a finitely generated over k. The derivation d is called locally nilpotent, if for every
f ∈ k[X] there exists a positive integer m such that dm(f) = 0. Every locally
nilpotent derivation is locally finite. There exist, of course, locally finite derivations
which are not locally nilpotent. Locally finite and locally nilpotent derivations was
intensively studied from a long time; see for example [7], [6], [12], [19], where many
references on this subject can be found.
The following result is due to H. Bass, G. Meisters [2] and B. Coomes,
V. Zurkowski [4]. Another its proof is given in [19] (Theorem 9.7.3).
Theorem 2.3. Let k be a reduced ring containing Q. If d is a locally finite k-
derivation of k[X] = k[x1, . . . , xn], then d
?, the divergence of d, is an element
of k.
Recall that a ring k is called reduced if k has no nonzero nilpotent elements. If
k is non-reduced then the above property does not hold, in general.
Example 2.4. Let k = Q[y]/(y2) and let d be the k derivation of k[x] (a polynomial
ring in a one variable) defined by d(x) = ax2, where a = y + (y2). Since d2(x) =
2a2x3 = 0, d is locally finite. But d? = 2ax 6∈ k.
Note the following important property of locally nilpotent derivations.
Theorem 2.5. ([19], [6]). If k is a reduced ring containing Q, then every locally
nilpotent k-derivation of k[X] is divergence-free.
The derivation d from Example 2.4 is locally nilpotent. This means that if k is
non-reduced then there exist locally nilpotent k-derivations of k[X] with a nonzero
divergence.
In the paper of Berson, van den Essen, and Maubach [3] is quoted the following
result, which is related to their investigation of the Jacobian Conjecture.
Theorem 2.6. ([3]). Let k be any commutative Q-algebra, and let d be a k-
derivation of k[x, y]. If d is surjective and divergence-free, then d is locally nilpotent.
This result was shown earlier by Stein [21] in the case k is a field.
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3. Divergences and jacobians
If h1, . . . , hn are polynomials belonging to k[X] = k[x1, . . . , xn], then we
denote by [h1, . . . , hn] the jacobian of h1, . . . , hn, that is,
[h1, . . . , hn] =
∣∣∣∣∣∣∣∣∣∣∣∣
∂h1
∂x1
∂h2
∂x1
· · · ∂hn∂x1
∂h1
∂x2
∂h2
∂x2
· · · ∂hn∂x2
...
...
...
∂h1
∂xn
∂h2
∂xn
· · · ∂hn∂xn
∣∣∣∣∣∣∣∣∣∣∣∣
.
Proposition 3.1. Let d be a k-derivation of k[X] and let h1, . . . , hn ∈ k[X]. Then
d
(
[h1, . . . , hn]
)
= − [h1, . . . , hn] d? +
n∑
p=1
[h1, . . . , d(hp), . . . , hn] .
Proof. Put fi = d(xi), fij =
∂fi
∂xj
, hij =
∂hi
∂xj
, for all i, j ∈ {1, . . . , n}, and let Sn
denote the group of all permutations of {1, . . . , n}. Observe that
(a) d(hσ(p)p) =
∂
∂xp
d(hσ(p))−
n∑
q=1
hσ(p)qfqp,
for all σ ∈ Sn and p ∈ {1, . . . , n}, and
(b)
∑
σ∈Sn
(−1)|σ|hσ(1)1 · · ·hσ(p−1)(p−1)hσ(p)qhσ(p+1)(p+1) · · ·hσ(n)n
= [h1, . . . , hn]δpq,
for all p, q ∈ {1, . . . , n}, where |σ| is the sign of σ, and δpq is the Kronecker delta.
The above determines that
d([h1, . . . , hn]) =
n∑
p=1
∑
σ∈Sn
(−1)|σ|hσ(1)1 · · · d(hσ(p)p) · · ·hσ(n)n
(a)
=
n∑
p=1
∑
σ∈Sn
(−1)|σ|hσ(1)1 · · · ( ∂
∂xp
d(hσ(p))−
n∑
q=1
hσ(p)qfpq) · · ·hσ(n)n
(b)
=
n∑
p=1
[h1, . . . , d(hp), . . . , hn]−
n∑
p=1
n∑
q=1
fpq[h1, . . . , hn]δpq
=
n∑
p=1
[h1, . . . , d(hp), . . . , hn]−
n∑
p=1
fpp[h1, . . . , hn]
=
n∑
p=1
[h1, . . . , d(hp), . . . , hn]− [h1, . . . , hn]d?.
This completes the proof. 
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As a consequence of the above proposition we obtain the following proposition
for divergence-free derivations.
Proposition 3.2. If d is a divergence-free k-derivation of k[X] and h1, . . . , hn are
polynomials belonging to k[X], then
d
(
[h1, . . . , hn]
)
=
n∑
p=1
[h1, . . . , d(hp), . . . , hn] .
Consider the case n = 2. Put x = x1 and y = x2. If f ∈ k[x, y], then we denote:
fx =
∂f
∂x , fy =
∂f
∂y . Observe that for every f ∈ k[x, y] we have the equality
[fx, x] + [fy, y] = 0.
In fact, [fx, x] + [fy, y] =
∣∣∣∣ fxx 1fxy 0
∣∣∣∣+ ∣∣∣∣ fyx 0fyy 1
∣∣∣∣ = −fxy + fyx = 0.
In the case n = 3 we have a similar equality. If f, g ∈ k[x, y, z], then
[fx, g, x] + [fy, g, y] + [fz, g, z] = 0.
Let us check: [fx, g, x] + [fy, g, y] + [fz, g, z]
=
∣∣∣∣∣∣
fxx gx 1
fxy gy 0
fxz gz 0
∣∣∣∣∣∣+
∣∣∣∣∣∣
fyx gx 0
fyy gy 1
fyz gz 0
∣∣∣∣∣∣+
∣∣∣∣∣∣
fzx gx 0
fzy gy 0
fzz gz 1
∣∣∣∣∣∣
=
∣∣∣∣ fxy gyfxz gz
∣∣∣∣− ∣∣∣∣ fyx gxfyz gz
∣∣∣∣+ ∣∣∣∣ fzx gxfzy gy
∣∣∣∣
= (fxygz − fxzgy)− (fyxgz − fyzgx) + (fzxgy − fzygx)
= fxy(gz − gz) + fxz(gy − gy) + fyz(gx − gx) = 0.
The same we have for every n > 2.
Proposition 3.3. If f, g1, g2, . . . , gn−2 are polynomials belonging to k[x1, . . . , xn],
then
n∑
p=1
[
∂f
∂xp
, g1, g2, . . . , gn−2, xp
]
= 0.
Proof. Put fp =
∂f
∂xp
, fp,j =
∂fp
∂xj
= ∂
2f
∂xpxj
, and
Ap = [fp, g1, g2, . . . , gn−2, xp] , Gj =
(
∂g1
∂xj
,
∂g2
∂xj
, . . . ,
∂gn−2
∂xj
)
,
for all p, j ∈ {1, . . . , n}. Note, that Ap is the jacobian of fp, g1, . . . , gn−2, xp, and Gj
is a sequence of n− 2 polynomials from k[X]. Observe that, for every p = 1, . . . , n,
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we have
Ap =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
fp,1 G1 0
...
...
...
fp,p−1 Gp−1 0
fp,p Gp 1
fp,p+1 Gp+1 0
...
...
...
fp,n Gn 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)n+pDp, where Dp =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
fp,1 G1
...
...
fp,p−1 Gp−1
fp,p+1 Gp+1
...
...
fp,n Gn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Consider the n× (n− 2) matrix
M =

G1
G2
...
Gn
 .
If p, q are different elements of {1, . . . , n}, then denote by Bp,q the determinant of
the (n − 2) × (n − 2) matrix that results from deleting the p-th row and the q-th
row of the matrix M . It is clear that Bp,q = Bq,p for all p 6= q.
Now consider the Laplace expansions with respect to the first column for all the
determinants D1, . . . , Dn. Let p, q ∈ {1, . . . , n}, p < q. We have
Dp =
p−1∑
i=1
(−1)i+1fp,iBp,i +
n∑
j=p+1
(−1)jfp,jBp,j ,
Dq =
q−1∑
i=1
(−1)i+1fq,iBq,i +
n∑
j=q+1
(−1)jfq,jBq,j .
In the first equality appears the component (−1)qfp,qBp,q, and in the second equal-
ity appears the component (−1)p+1fq,pBq,p. But fp,q = fq,p, Bp,q = Bq,p, and
moreover
n∑
r=1
Ar =
n∑
r=1
(−1)n+rDr.
Hence, in the sum
∑n
r=1Ar the polynomial fp,q appears exactly two times, and we
have
(−1)p+n(−1)qfp,qBp,q + (−1)q+n(−1)p+1fp,qBp,q
=
(
(−1)n+p+q + (−1)n+p+q+1
)
fp,qBp,q
= 0 · fp,qBp,q = 0.
Therefore,
n∑
p=1
[
∂f
∂xp
, g1, g2, . . . , gn−2, xp
]
=
n∑
p=1
Ap = 0. 
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4. Jacobian derivations in two variables
Now assume that n = 2. If f ∈ k[x, y], then we denote by ∆f the k-derivation
of k[x, y] defined by
∆f (g) = [f, g],
for all g ∈ k[x, y]. We say that a k-derivation d of k[x, y] is jacobian, if there exists
a polynomial f ∈ k[x, y] such that d = ∆f . Note, that
∆f (x) = −fy, ∆f (y) = fx.
If f ∈ k[x, y] is a homogeneous polynomial of degree m, then ∆f is a homogeneous
k-derivation of degree m− 1.
Proposition 4.1. Let f, g ∈ k[x, y], and a ∈ k. Then:
(1) ∆f+g = ∆f + ∆g;
(2) ∆af = a∆f ;
(3) ∆fg = f∆g + g∆f ;
(4) [∆f ,∆g] = ∆[f,g].
Proof. The conditions (1) and (2) are obvious. Let h ∈ k[x, y]. Then we have
∆fg(h) = [fg, h] = −[h, fg] = −∆h(fg) = − (f∆h(g) + g∆h(f))
= −f [h, g]− g[h, f ] = f [g, h] + g[f, h] = f∆g(h) + g∆f (h)
= (f∆g + g∆f ) (h).
Thus, we proved (3). We now check (4):
[∆f ,∆g] (x) = (∆f∆g −∆g∆f ) (x) = ∆f (−gy)−∆g (−fy)
= −gyx (−fy)− gyyfx + fyx (−gy) + fyygx
= (gyxfy + gxfyy)− (gyyfx + gyfyx)
= (gxfy)y − (fxgy)y = (gxfy − fxgy)y = −[f, g]y = ∆[f,g](x);
[∆f ,∆g] (y) = (∆f∆g −∆g∆f ) (y) = ∆f (gx)−∆g (fx)
= −gxxfy + gxyfx + fxxgy − fxygx
= (gxyfx + gyfxx)− (gxxfy + gxfxy)
= (gyfx)x − (fygx)x = (fxgy − fygx)x = [f, g]x = ∆[f,g](y).
Thus, we proved that [∆f ,∆g] and ∆[f,g] are k-derivations of k[x, y] such that
[∆f ,∆g] (x) = ∆[f,g](x), [∆f ,∆g] (y) = ∆[f,g](y).
This implies that [∆f ,∆g] = ∆[f,g]. 
Let us recall the following result of the author [18].
Theorem 4.2. Let k be a field of characteristic zero, and let f, g ∈ k[x, y]r k. If
[f, g] = 0, then there exist a polynomial h ∈ k[x, y] and polynomials u(t), v(t) ∈ k[t]
such that f = u(h) and g = v(h).
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If d and δ are k-derivations of k[x, y], then we write d ∼ δ in the case when ad =
bδ, for some nonzero a, b ∈ k[x, y]. It is clear that if d ∼ δ, then k[x, y]d = k[x, y]δ
and k(x, y)d = k(x, y)δ. As a consequence of Theorem 4.2 we get
Proposition 4.3. Let k be a field of characteristic zero, and let f, g ∈ k[x, y]r k.
Then [f, g] = 0 if and only if ∆f ∼ ∆g.
Proof. Let us observe that if u(t) ∈ k[t] r k, then ∂u∂t (f) 6= 0 and ∆f ∼ ∆u(f),
because
∆u(f) =
∂u
∂t
(f) ·∆f .
Assume that [f, g] = 0. It follows from Theorem 4.2 that f = u(h) and g = v(h),
for some u, v ∈ k[t] and some h ∈ k[x, y]. Since f 6∈ k and g 6∈ k, we have u 6∈ k
nad h 6∈ k. Hence, ∆f = ∆u(h) ∼ ∆h ∼ ∆v(h) = ∆g, and hence ∆f ∼ ∆g.
Now suppose that ∆f ∼ ∆g. Let a∆f = b∆g, for some nonzero a, b ∈ k[x, y].
Then we have afx = a∆f (y) = b∆g(y) = bgx and afy = −a∆f (x) = −b∆g(x) =
bgy. Hence, fx = ugx and fy = ugy, where u = b/a. Therefore,
[f, g] = fxgy − fygx = ugxgy − ugygx = 0.
This completes the proof. 
Every ∆f is a divergence-free k-derivation of k[x, y]. Indeed:
∆∗f = ∆f (x)x + ∆f (y)y = −fyx + fxy = 0.
We now show that if k contains Q, then the converse of this fact is also true. The
main role in our proof plays the following lemma.
Lemma 4.4. If Q ⊂ k and f, g ∈ k[x, y], then the following conditions are equiv-
alent:
(a) there exists H ∈ k[x, y] such that Hx = f and Hy = g;
(b) fy = gx.
Proof. (a) ⇒ (b) follows from the equality ∂x∂y = ∂y∂x.
(b) ⇒ (a). Let
f =
∑
α,β
a(α, β)xαyβ , g =
∑
α,β
b(α, β)xαyβ ,
where all a(α, β), b(α, β) belong to k. If α > 1 and β > 1, then 1αa(α − 1, β) =
1
β b(α, β − 1). Put
F =
∑
α,β
c(α, β)xαyβ ,
where c(0, 0) = 0 and, if α > 1 then c(α, β) = 1αa(α − 1, β), and if β > 1 then
c(α, β) = 1β b(α, β − 1). It is easy to check that Hx = f and Hy = g. 
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Proposition 4.5. If Q ⊂ k and d is a divergence-free k-derivation of k[x, y], then
there exists a polynomial h ∈ k[x, y] such that d = ∆h.
Proof. Let d(x) = P , d(y) = Q and suppose that Px + Qy = 0. Put f = Q
and g = −P . Then fy = gx and hence, by Lemma 4.4, there exists a polynomial
h ∈ k[x, y] such that hx = f and hy = g, that is, d = ∆h. 
Thus, we have
Proposition 4.6. Let Q ⊂ k, and let d be a k-derivation of k[x, y]. Then d is
jacobian if and only if d is divergence-free .
Theorem 4.7. If Q ⊂ k and d is a nonzero k-derivation of k[x, y] then the fol-
lowing two conditions are equivalent:
(1) k[x, y]d 6= k;
(2) d ∼ δ, where δ is a divergence-free k-derivation of k[x, y].
Proof. Since k[x, y]d = k[x, y]hd for every nonzero polynomial h in k[x, y], we may
assume that the polynomials d(x) and d(y) are relatively prime.
(1)⇒ (2). Suppose k[x, y]d 6= k and let F ∈ k[x, y]drk. Put d(x) = P , d(y) = Q
and h = gcd(Fx, Fy). Then PFx +QFy = 0, h 6= 0 and there exist relatively prime
polynomials A,B ∈ k[x, y] such that Fx = Ah and Fy = Bh. Hence AP = −BQ
and hence, A | Q, Q | A, B | P and P | B. This implies that there exists an
element a ∈ k r {0} such that aA = Q and aB = −P . Let δ = hd. Then d ∼ δ
and δ is divergence-free . Indeed,
δ? = (hP )x + (hQ)y = −(ahB)x + (ahA)y = −aFyx + aFxy = 0.
The implication (2) ⇒ (1) is obvious. 
Now it is easy to prove the following theorem (see [19] Theorem 7.2.13).
Theorem 4.8. Let Q ⊂ k, and let d and δ be k-derivations of k[x, y] such that
k[x, y]d 6= k and k[x, y]δ 6= k. Then k[x, y]d = k[x, y]δ if and only if d ∼ δ.
5. Jacobian derivations in n variables
Assume that n > 2. Let F = (f1, . . . , fn−1), where f1, . . . , fn−1 are polyno-
mials belonging to k[X] = k[x1, . . . , xn]. We denote by ∆F the mapping from k[X]
to k[X] defined by
∆F (h) = [f1, . . . , fn−1, h] ,
for all h ∈ k[X]. This mapping is a k-derivation of k[X]. We say that it is
a jacobian derivation of k[X]. If n = 2, then ∆F = ∆f1 is the jacobian k-derivation
from the previous section. If the polynomials f1, . . . , fn−1 are homogeneous of de-
grees m1, . . . ,mn−1, respectively, then the derivation ∆F is homogeneous of degree
(m1 + · · ·+mn−1)− (n− 1), provided rank
[
∂fi
∂xj
]
= n− 1.
“22˙Nowicki2” — 2017/12/1 — 20:47 — page 133 — #12
DIVERGENCE-FREE POLYNOMIAL DERIVATIONS 133
Now assume that n = 3. In this case F = (f, g) is a sequence of two polynomials
f, g from k[X] = k[x, y, z], and ∆(f,g) is a k-derivation of k[x, y, z] such that
∆(f,g)(x) = fygz − fzgy, ∆(f,g)(x) = fzgx − fxgz, ∆(f,g)(x) = fxgy − fygx.
It is easy to check that ∆(f,g) is a divergence-free k-derivation of k[x, y, z]. In
general, for any n > 2, we have the following theorem.
Theorem 5.1. Every jacobian k-derivation of k[x1, . . . , xn] is divergence-free .
Proof. Consider a jacobian k-derivation ∆F with F = (f1, . . . , fn−1), where f1, . . . ,
fn−1 are polynomials belonging to k[X] = k[x1, . . . , xn]. Since every partial deriv-
ative of k[X] is a divergence-free k-derivation, we have (see Proposition 3.2) the
equalities of the form
∂
∂xp
[f1, . . . , fn−1, xp] = [f1, . . . , fn−1, 1] +
n−1∑
i=1
[
f1, . . . ,
∂fi
∂xp
, . . . , fn−1, xp
]
,
for all p = 1, . . . , n. Note that [f1, . . . , fn−1, 1] = 0. Using Proposition 3.3 we
obtain also the equalities of the form
n∑
p=1
[
f1, . . . ,
∂fi
∂xp
, . . . , fn−1, xp
]
= 0,
for all i = 1, . . . , n− 1. We now have:
(∆F )
?
=
n∑
p=1
∂
∂xp
∆F (xp) =
n∑
p=1
∂
∂xp
[f1, . . . , fn−1, xp]
=
n∑
p=1
(
[f1, . . . , fn−1, 1] +
n−1∑
i=1
[
f1, . . . ,
∂fi
∂xp
, . . . , fn−1, xp
])
=
n∑
p=1
n−1∑
i=1
[
f1, . . . ,
∂fi
∂xp
, . . . , fn−1, xp
]
=
n−1∑
i=1
(
n∑
p=1
[
f1, . . . ,
∂fi
∂xp
, . . . , fn−1, xp
])
=
n−1∑
i=1
0 = 0.
Therefore, the derivation ∆F is divergence-free . 
Other proofs of the above theorem appear in Connell and Drost [5], Theorem
2.3; in Makar-Limanow [12]; and in Freudenburg’s book [7], Lemma 3.8.
Let k be a field of characteristic zero and let f1, . . . , fn be polynomials in k[X] =
k[x1, . . . , xn]. Denote by w the jacobian of (f1, . . . , fn), that is, w = [f1, . . . , fn].
It is well known and easy to be proved that if k[f1, . . . , fn] = k[X], then w is
a nonzero element of k. The famous Jacobian Conjecture states that the converse
of this fact is also true: if w ∈ k r {0} then k[f1, . . . , fn] = k[X]. The problem is
still open even for n = 2. There exists a long list of equivalent formulations of this
conjecture (see for example [22], [1], [6]). One of the equivalent formulations of the
Jacobian Conjecture is as follows.
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Conjecture 5.2. Let k be a field of characteristic zero, and let F = (f1, . . . , fn−1),
where f1, . . . , fn−1 are polynomials belonging to k[X] = k[x1, . . . , xn]. If there exists
g ∈ k[X] such that ∆F (g) = 1, then the jacobian derivation ∆F is locally nilpotent.
It is difficult to prove that the above ∆F is locally nilpotent. Let us recall (see
Theorem 2.5) that every locally nilpotent derivation is divergence-free. Thus, by
theorem 5.1 we already know that ∆F is divergence-free.
We know that Derk(k[X]) is a free k[X]-module on the basis
∂
∂x1
, . . . , ∂∂xn . This
basis is commutative. We say that a basis {d1, . . . , dn} is commutative, if di ◦ dj =
dj ◦ di for all i, j ∈ {1, . . . , n}. A basis {d1, . . . , dn} is called locally finite (resp.
locally nilpotent) if each di is locally finite (resp. locally nilpotent). Note the
following results of the author.
Theorem 5.3. ([17]). If k is a field of characteristic zero, then the following
conditions are equivalent.
(1) The Jacobian Conjecture is true in the n-variable case.
(2) Every commutative basis of the k[X]-module Derk(k[X]) is locally finite.
(3) Every commutative basis of the k[X]-module Derk(k[X]) is locally nilpotent.
Theorem 5.4. ([19] Theorem 2.5.5). Let k be a reduced ring containing Q. If
{d1, . . . , dn} is commutative basis of the k[X]-module Derk(k[X]), then each deriva-
tion di is divergence-free.
Note also some results of E. Connell, J. Drost [5] and L. Makar-Limanow [12].
Theorem 5.5. ([5]). Let D be a k-derivation of k[X] = k[x1, . . . , xn], where k is
a field of characteristic zero. If tr.degkk[X]
D = n − 1, then there exists g ∈ k[X]
such that the derivation gD is divergence-free.
A k-derivation D of k[X] is called irreducible, if gcd (D(x1), . . . , D(xn)) = 1.
Theorem 5.6. ([12]). Let D be an irreducible locally nilpotent k-derivation of
k[X] = k[x1, . . . , xn], where k is a field of characteristic zero. Let f1, . . . , fn−1 be
n − 1 algebraically independent elements of k[X]D, and set F = (f1, . . . , fn−1).
Then there exists g ∈ k[X]D such that ∆F = gD. In particular, the derivation ∆F
is locally nilpotent.
6. The ideal I(d) for homogeneous derivations
In this section k is a field of characteristic zero, k[X] = k[x1, . . . , xn] is
a polynomial ring over k, and d : k[X] → k[X] is a homogeneous k-derivation
of degree s > 0. Put
gij = xid(xj)− xjd(xi),
for all i, j ∈ {1, . . . , n}. Each gij is a homogeneous polynomial of degree s+ 1. In
particular, gii = 0 and gji = −gij for all i, j. Moreover, for all i, j, p ∈ {1, . . . , n},
xigjp + xjgpi + xpgij = 0.
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We denote by I(d) the ideal in k[X] generated by all the polynomials gij with
i, j ∈ {1, . . . , n}.
Proposition 6.1. The ideal I(d) is differential, that is, d(I(d)) ⊂ I(d).
Proof. Put f1 = d(x1), . . . , fn = d(xn). Since f1, . . . , fn are homogeneous polyno-
mials of degree s, we have the Euler formulas:
x1
∂fi
∂x1
+ · · ·+ xn ∂fi
∂xn
= sfi
for all i = 1, . . . , n. Thus, we have
d (gij) = d (xifj − xjfi)
= fifj + xid(fj)− fjfi − xjd(fi) = xid(fj)− xjd(fi)
= xi
(
∂fj
∂x1
f1 + · · ·+ ∂fj∂xn fn
)
− xj
(
∂fi
∂x1
f1 + · · ·+ ∂fi∂xn fn
)
=
(
x1
∂fj
∂x1
+ · · ·+ xn ∂fj∂xn
)
fi −
(
x1
∂fi
∂x1
+ · · ·+ xn ∂fi∂xn
)
fj + a
= (sfj) fi − (sfi) fj + a = a,
where a is a polynomial belonging to I(d). Thus, d (gij) ∈ I(d) for all i, j, and this
implies that d(I(d)) ⊂ I(d). 
We denote by E the Euler derivation of k[X], that is,
E = x1
∂
∂x1
+ x2
∂
∂x2
+ · · ·+ xn ∂
∂xn
.
This derivation is homogeneous of degree 1. If 0 6= F ∈ k[X] is a homogeneous
polynomial of degree s, then E(F ) = sF . Thus, every nonzero homogeneous
polynomial of degree s is a Darboux polynomial of E with cofactor s.
Proposition 6.2. The ideal I(d) is equal to 0 if and only if d = h · E for some
h ∈ k[X].
Proof. Suppose that d = hE with h ∈ k[X], Then d(xi) = xih for i = 1, . . . , n.
Thus, gij = xi(xjh) = xj(xih) = 0 and so, I(d) = 0.
Now let I(d) = 0. Put fi = d(xi) for all i. Then, for all i, j ∈ {1, . . . , n}, we have
the equality xifj = xjfi so, each xi divides fi. Thus, fi = uixi for i = 1, . . . , n,
where ui ∈ k[X]. Put h = u1. Observe that ui = h for all i = 1, . . . , n. Therefore,
d = hE. 
Proposition 6.3. Let d : k[X] → k[X] be a homogeneous k-derivation of degree
s > 1 and let h ∈ k[X] be a homogeneous polynomial of degree s − 1. Then
I(d) = I(d− hE).
Proof. Put δ = d− hE. Then, for all i, j ∈ {1, . . . , n}, we have
xiδ(xj)− xjδ(xi) = xi (d(xj)− xjh)− xj (d(xi)− xih) = xid(xj)− xjd(xi).
Thus, the ideals I(d) and I(δ) are generated by the same elements. 
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Proposition 6.4. Let d : k[X] → k[X] be a homogeneous derivation of degree s.
Then there exists a homogeneous k-derivation δ : k[X] → k[X], of degree s, such
that I(d) = I(δ) and δ(xn) ∈ k[x1, . . . , xn−1].
Proof. Let d(xn) = Axn + B, where A ∈ k[X] and B ∈ k[x1, . . . , xn−1]. Put
δ = d − AE. Then I(d) = I(δ) (by Proposition 6.3) and δ(xn) = d(xn) − Axn =
B ∈ k[x1, . . . , xn−1]. 
Let us recall that all the polynomials gij are homogeneous of degree s+1, gii = 0
and xigjp + xjgpi + xpgij = 0, for all i, j, p ∈ {1, . . . , n}.
Proposition 6.5. Let {wij ; i, j = 1, . . . , n} be a family of polynomials in k[X].
Suppose that:
(1) all the polynomials wij are homogeneous of degree s+ 1;
(2) wii = 0 for i = 1, . . . , n;
(3) xiwjp + xjwpi + xpwij = 0, for all i, j, p ∈ {1, . . . , n}.
Then there exist homogeneous of degree s polynomials f1, . . . , fn ∈ k[X] such that
wij = xifj − xjfi,
for all i, j ∈ {1, . . . , n}.
Proof. Let Yi =
n∑
j=1
∂wij
∂xj
, for i = 1, . . . , n. Then, for i, j,∈ {1, . . . , n}, we have:
xiYj − xjYi = xi
n∑
p=1
∂wjp
∂xp
− xj
n∑
p=1
∂wip
∂xp
= xi
∂wji
∂xi
− xj ∂wij∂xj + xi
∑
p 6=i
∂wjp
∂xp
− xj
∑
p 6=j
∂wip
∂xp
= xi
∂wji
∂xi
− xj ∂wij∂xj + xi
∑
p 6=i, p 6=j
∂wjp
∂xp
− xj
∑
p 6=j, p 6=i
∂wip
∂xp
= xi
∂wji
∂xi
− xj ∂wij∂xj +
∑
p 6=i, p 6=j
∂
∂xp
(xiwjp − xjwip)
= xi
∂wji
∂xi
− xj ∂wij∂xj +
∑
p 6=i, p 6=j
∂
∂xp
(−xpwij)
= xi
∂wji
∂xi
+ xj
∂wji
∂xj
− ∑
p 6=i, p 6=j
xp
∂wij
∂xp
− ∑
p 6=i, p 6=j
wij
= −∑np=1 xp ∂wij∂xp − (n− 2)wij = −(s+ 1)wij − (n− 2)wij
= −(s+ n− 1)wij .
Thus, xiYj − xjYi = −(s + n − 1)wij . Let fi = − 1s+n−1Yi, for i = 1, . . . , n. Then
we have
wij = xifj − xjfi,
for all i, j ∈ {1, . . . , }. It is clear that the polynomials f1, . . . , fn are homogeneous
of degree s. 
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Proposition 6.6. Let {wij ; i, j = 1, . . . , n} be a family of polynomials in k[X] such
as in Proposition 6.5, and let Yi =
n∑
j=1
∂wij
∂xj
, for i = 1, . . . , n. Then
n∑
i=1
∂Yi
∂xi
= 0.
Proof. Put A =
n∑
i=1
∂Yi
∂xi
. Then we have:
A =
n∑
i=1
∂
∂xi
(
n∑
j=1
∂wij
∂xj
)
=
n∑
i=1
n∑
j=1
∂2wjp
∂xi∂xj
= −
n∑
i=1
n∑
j=1
∂2wji
∂xj∂xi
= −A.
Thus, A = 0. 
Theorem 6.7. Let k be a field of characteristic zero, and let d : k[X] → k[X]
be a homogeneous k-derivation of degree s. Then there exists a divergence-free k-
derivation δ : k[X]→ k[X] such that δ is homogeneous of degree s and I(d) = I(δ).
Proof. Let wij = xid(xj) − xjd(xi) for i, j ∈ {1, . . . , n}. The polynomials wij
satisfy the properties (1)− (3) of Proposition 6.5. Put
Yi =
n∑
j=1
∂wij
∂xj
, fi = − 1
s+ n− 1Yi,
for i = 1, . . . , n. Then wij = xifj − xjfi (see the proof of Proposition 6.5). Let
δ : k[X]→ k[X] be the k-derivation defined by δ(xi) = fi, for i = 1, . . . , n. Then δ
is homogeneous of degree s and I(d) = I(δ). Moreover, it follows from Proposition
6.6 that the divergence δ∗ is equal to zero. 
7. Polynomials Md in two variables
In this section we assume that n = 2 and k is a field of characteristic zero.
Given a homogeneous k-derivation d of k[X] we studied in the previous section the
differential ideal generated by all polynomials of the form xid(xj)−xjd(xi). In the
case n = 2 this ideal is generated only by one polynomial
Md = xd(y)− yd(x).
If d is homogeneous derivation of degree s, then Md is a homogeneous polynomial
and degMd = s + 1. If d is the Euler derivation E, then Md = 0. It is easy to
check that Md = 0 if and only if d = h · E for some h ∈ k[x, y].
Proposition 7.1. If d is a homogeneous k-derivation of k[x, y] and Md 6= 0, then
Md is a Darboux polynomial of d and its cofactor is equal to the divergence d
∗, that
is,
d(Md) = d
∗Md.
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Proof. Put f = d(x), g = d(y). Since d is homogeneous, we have xfx + yfy = sf
and xgx + ygy = sg, where s is the degree of d. So, we have,
d(Md)− d∗Md = d(xg − yf)− (fx + gy)(xg − yf)
= fg + x(gxf + gyg)− gf − y(fxf + fyg)− (fx + gy)(xg − yf)
= xgxf + xgyg − yfxf − yfyg − xfxg + yfxf − xgyg + ygyf
= (xgx + ygy)f − (xfx + yfy)g
= sgf − sfg = 0,
and hence, Md is a Darboux polynomial with cofactor d
∗ 
The above property does not hold when d(x), d(y) are homogeneous of different
degrees. Let for example, d(x) = 1, d(y) = x. Then Md = x
2 − y, d∗ = 0 and
d(Md) = d(x
2−y) = 2x−x = x 6= 0·(x2−y). The above property also does not hold
when deg d(x) = deg d(y) and the polynomials d(x), d(y) are not homogeneous. Let
d(x) = x+ 1, d(y) = y. Then Md = −y, d∗ = 2, d(Md) = −y 6= −2y.
We say that a Darboux polynomial f is said to be essential if f 6∈ k.
Proposition 7.2. Every homogeneous k-derivation of k[x, y] has an essential Dar-
boux polynomial f ∈ k[x, y]r k.
Proof. If Md 6= 0 then, by the previous proposition, Md is a Darboux polynomial.
If Md = 0, then x− y is a Darboux polynomial. 
The following examples show that the above property does not hold when d is
not homogeneous, and when d is a homogeneous derivations in three variables. Let
us recall that k is a field of characteristic zero.
Example 7.3. ([10], [19], [20]). The derivation ∂x + (xy + 1)∂y has no essential
Darboux polynomial.
Example 7.4. ([8]). The derivation (1 − xy)∂x + x3∂y has no essential Darboux
polynomial.
Example 7.5. ([9]). Let d be the k-derivation of k[x, y, z] defined by:
d(x) = y2, d(y) = z2, d(z) = x2.
Then d is homogeneous, divergence-free , and d has no essential Darboux polyno-
mial.
Proposition 7.6. Let d : k[x, y] → k[x, y] be a homogeneous k-derivation, and
let f = d(x), g = d(y). If h, λ ∈ k[x, y] are homogeneous polynomials such that
d(h) = λh, then
Mdhx = (yλ−mg)h, Mdhy = (mf = xλ)h,
where m = deg h.
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Proof. We have the following sequences of equalities:
fhx + ghy = λh,
yfhx + yghy = yλh,
yfhx + g(mh− xhx) = yλh,
(xg − yf)hx = (yλ−mg)h,
Mdhx = (yλ−mg)h.
fhx + ghy = λh,
xfhx + xghy = xλh,
f(mh− yhy) + xghy = xλh,
(xg − yf)hy = (mf − xλ)h,Mdhy = (mf = xλ)h.
We used the Euler formula. 
Proposition 7.7. If d : k[x, y] → k[x, y] is a nonzero homogeneous k-derivation,
then every irreducible Darboux polynomial of d is a divisor of the polynomial Md.
Proof. Let h ∈ k[x, y] r k be an irreducible Darboux polynomial of d, and let
λ be its cofactor. Thus, d(h) = λh. We know, by Proposition 1.2, that λ is
homogeneous. Since h 6∈ k, we have either hx 6= 0 or hy 6= 0. Let us suppose that
hx 6= 0. Then the polynomials hx and h are relatively prime and (by Proposition
7.6) Mdhx = (yλ−mg)h. Thus, h divides Md. In the case hy 6= 0 we do the same
procedure, 
The Euler derivation E : k[x, y]→ k[x, y] is a nonzero homogeneous derivation,
and every nonzero homogeneous polynomial from k[x, y] is a Darboux polynomial
of E. Thus, E has infinitely many homogeneous irreducible Darboux polynomials,
The same property has every derivation hE with a nonzero homogeneous h ∈
k[x, y]. Let us recall that in this case the polynomial Md is equal to zero. The
following proposition states that other homogeneous derivations have only finitely
many homogeneous irreducible Darboux polynomials.
Theorem 7.8. Let k be a field of characteristic zero, and let d : k[x, y]→ k[x, y] be
a nonzero homogeneous k-derivation of degree s such that Md 6= 0. Then d has at
most s+ 1 pairwise nonassociated irreducible homogeneous Darboux polynomials.
Proof. It follows from Proposition 7.7, because Md is a nonzero homogeneous
polynomial of degree s+ 1. 
In the above theorem we were interested in irreducible homogeneous Darboux
polynomials. Without the word ”homogeneous” such property does not hold, in
general. Let for example, d = x∂x + 2y∂y. Then d(x
2 + ay) = 2(x2 + ay) for every
a ∈ k and hence, d is a nonzero homogeneous k-derivation and d has infinitely
many, pairwise nonassociated, irreducible Darboux polynomials,
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8. Sums of jacobian derivations
In this section k is always a commutative ring containing Q.
We know (see Proposition 4.6) that every divergence-free k-derivation of k[x, y]
is a jacobian derivation. A similar property for n > 3 variables does not hold in
general. Let, for example, d be the k-derivation of k[x, y, z], defined by: d(x) =
y2, d(y) = z2, d(z) = x2 (as in Example 7.5). Then d is divergence-free . It is
known that k[x, y, z]d = k (see [9] or [15], [19]) so, d is not jacobian. There exist
many similar examples for arbitrary n > 3 (see [11], [23], [19]). In this section we
will show that every divergence-free k-derivation of k[X] = k[x1, . . . , xn] is a finite
sum of some jacobian derivation.
Let f be a polynomial from k[X], and let i, j ∈ {1, . . . , n}. We denote by Ωfi,j
the k-derivation of k[X] defined by
Ωfi,j(g) =
∣∣∣∣∣
∂f
∂xi
∂g
∂xi
∂f
∂xj
∂g
∂xj
∣∣∣∣∣ = fxigxj − fxjgxi
for all g ∈ k[X]. It is clear that Ωfi,i = 0 and Ωfj,i = −Ωfi,j for all i, j ∈ {1, . . . , n}.
If i 6= j, then we have
Ωfi,j(xp) =

0, if p 6= i, p 6= j,
− ∂f∂xj , if p = i,
∂f
∂xi
, if p = j,
for all p = 1, . . . , n. Note the following obvious proposition.
Proposition 8.1. Every derivation of the form Ωfi,j is divergence-free .
Another common notation for Ωfi,j , is Ω
f
xi,xj . If n = 2 and f ∈ k[x, y], then
Ωfx,y = ∆f , where ∆f is the jacobian derivation of k[x, y] from a previous section.
If n = 3 and f ∈ k[x, y, z], then we have three k-derivations of the above forms:
Ωfx,y, Ω
f
x,z and Ω
f
y,z.
Proposition 8.2. Let d be a k-derivation of k[x, y, z], where k is a commutative
ring containing Q. If d is divergence-free , then there exist polynomials u, v ∈
k[x, y, z] such that
d = Ωux,y + Ω
v
y,z.
Proof. Put f = d(x), g = d(y), h = d(z) and R = k[x, y, z]. Since d is divergence-
free , we have the equality fx + gy + hz = 0. Since the partial derivative
∂
∂y is
a surjective mapping from R to R, there exists a polynomial H ∈ R such that
h = Hy. Let
f = f, g = g +Hz,
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and consider the k[z]-derivation d of R = k[z][x, y] defined by d(x) = f and d(y) =
g. Observe that the derivation d is divergence-free . Indeed,(
d
)∗
= fx + gy = fx + gy +Hzy = fx + gy +Hyz = fx + gy + hz = 0.
It follows from Proposition 4.5, that there exists a polynomial F ∈ R such that
d = ∆F . Hence, d(x) = −Fy and d(y) = Fx and hence, f = −Fy, g = Fx −Hz.
Put u = F , v = H and δ = Ωux,y + Ω
v
y,z. Then we have:
δ(x) =
∣∣∣∣ ux 1uy 0
∣∣∣∣ = −uy = −Fy = f,
δ(y) =
∣∣∣∣ ux 0uy 1
∣∣∣∣+ ∣∣∣∣ vy 1vz 1
∣∣∣∣ = ux − vz = Fx −Hz = g,
δ(z) =
∣∣∣∣ vy 0vz 1
∣∣∣∣ = vy = Hy = h.
Therefore, d = δ = Ωux,y + Ω
v
y,z. 
Example 8.3. Let d = ys ∂∂x + z
s ∂
∂y + x
s ∂
∂z , where s > 1. Then d = Ωux,y + Ωvy,z
for u = zsx− 1s+1ys+1 and v = xsy.
Proposition 8.4. Let d be a k-derivation of k[x, y, z], where k is a commutative
ring containing Q. If d is divergence-free , then there exist polynomials A,B,C ∈
k[x, y, z] such that
d = ΩAx,y + Ω
B
y,z + Ω
C
z,x.
In other words, there exist polynomials A,B,C ∈ k[x, y, z] such that
d(x) = Cz −Ay, d(y) = Ax −Bz, d(z) = By − Cx.
Proof. Let u, v ∈ k[x, y, z] as in Proposition 8.2. Put A = u, B = v and C = 0.
Then d = ΩAx,y + Ω
B
y,z + Ω
C
z,x. 
Example 8.5. Let d = ys ∂∂x + z
s ∂
∂y + x
s ∂
∂z , where s > 1. Then d = ΩAx,y +
ΩBy,z + Ω
C
z,x where A =
1
2
(
zsx− 1s+1ys+1
)
, B = 12
(
xsy − 1s+1zs+1
)
and C =
1
2
(
ysz − 1s+1xs+1
)
.
Example 8.6. If f, g ∈ k[x, y, z], then ∆(f,g) = ΩAx,y + ΩBy,z + ΩCz,x, where
A = fzg, B = fxg, C = fyg.
Quite recently, Piotr Je¸drzejewicz generalizes Propositions 8.2 and 8.4 for arbi-
trary n > 3. Such generalizations seem to be well-known, although we could not
find a reference.
Theorem 8.7 (Je¸drzejewicz). Let d be a k-derivation of k[X] = k[x1, . . . , xn],
where n > 3 and k is a commutative ring containing Q. If d is divergence-free,
then there exist polynomials u1, . . . , un−1 ∈ k[X] such that
d = Ωu11,2 + Ω
u2
2,3 + · · ·+ Ωun−1n−1,n.
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In particular, we have the following equalities
(∗)

d(x1) = −(u1)x2 ,
d(x2) = (u1)x1 − (u2)x3 ,
d(x3) = (u2)x2 − (u3)x4 ,
...
d(xn−1) = (un−2)xn−2 − (un−1)xn ,
d(xn) = (un−1)xn−1 .
Proof. By induction on n. For n = 3 it follows from Proposition 8.2. Let n > 3 and
suppose that our assertion is true for this n. Let d be a divergence-free k-derivation
of R = k [x1, . . . , xn+1]. Put fi = d(xi) for all i = 1, . . . , n+1. We have the equality∑n+1
i=1 (fi)xi = 0. Since the partial derivative
∂
∂xn
is a surjective mapping from R
to R, there exists a polynomial P ∈ R such that fn+1 = Pxn . Let
g1 = f1, g2 = f2, . . . , gn−1 = fn−1, gn = fn + Pxn+1 ,
and consider the k [xn+1]-derivation d of R defined by d(xi) = gi for all i = 1, . . . , n.
Observe that the derivation d is divergence-free . Indeed,
(
d
)∗
=
n∑
i=1
(gi)xi =
n−1∑
i=1
(fi)xi + (fn)xn + Pxnxn+1 =
n+1∑
i=1
(fi)xi = 0,
because Pxnxn+1 = (fn+1)xn+1 . By induction there exist polynomials v1, . . . , vn−1 ∈
R satisfying the equalities (∗) for the derivation d, that is,
g1 = d(x1) = − (v1)x2 , gn = d(xn) = (vn−1)xn−1
and gi = d(xi) = (vi−1)xi−1 − (vi)xi+1 for i = 2, . . . , n − 1. Let us recall that
gn = fn + Pxn+1 Put ui = vi for i = 1, . . . , n− 1, and un = P . Then d(x1) = f1 =
−(u1)x2 , and d(xi) = −(ui−1)xi−1 for i = 2, . . . , n− 1. Moreover,
d(xn) = fn = gn − Pxn+1 = (vn−1)xn−1 − Pxn+1 = (un−1)xn−1 − (un)xn+1
and d (xn+1) = fn+1 = Pxn = uxn . This means that d = Ω
u1
1,2+Ω
u2
2,3+ · · ·+Ωunn,n+1,
and this completes the proof. 
Theorem 8.8. Let d be a k-derivation of k[x1, . . . , xn], where n > 3 and k is
a commutative ring containing Q. If d is divergence-free, then there exist polyno-
mials A1, . . . , An ∈ k[x1, . . . , xn] such that
d = ΩA11,2 + Ω
A2
2,3 + · · ·+ ΩAn−1n−1,n + ΩAnn,1.
In particular, d(xi) = (Ai−1)xi−1 − (Ai)xi+1 for all i ∈ Zn.
Proof. Let u1, . . . , un−1 ∈ k[x1, . . . , xn] be as in Theorem 8.7. Put Ai = ui for
i = 1, . . . , n− 1 and An = 0. Then our assertion follows from Theorem 8.7. 
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Example 8.9. Let d be the k-derivation of k[x1, . . . , xn] defined by d(xi) = x
s
i+1 for
i = 1, . . . , n, where k is a commutative ring containing Q, s > 0, and xn+1 = x1,
x0 = xn. Then d is divergence-free, and d = Ω
A1
1,2 + Ω
u2
2,3 + · · ·+ ΩAn−1n−1,n+ ΩAnn,1. with
Ai =
1
2
(
xsi+2xi −
1
s+ 1
xs+1i+1
)
for all i = 1, . . . , n.
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