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Apoptosis is an important physiological process cru-
cially involved in development and homeostasis of mul-
ticellular organisms. Although the major signaling path-
ways have been unraveled, a detailed mechanistic
understanding of the complex underlying network re-
mains elusive. We have translated here the current
knowledge of the molecular mechanisms of the death-
receptor-activated caspase cascade into a mathematical
model. A reduction down to the apoptotic core machin-
ery enables the application of analytical mathematical
methods to evaluate the system behavior within a wide
range of parameters. Using parameter values from the
literature, the model reveals an unstable status of sur-
vival indicating the need for further control. Based on
recent publications we tested one additional regulatory
mechanism at the level of initiator caspase activation
and demonstrated that the resulting system displays
desired characteristics such as bistability. In addition,
the results from our model studies allowed us to recon-
cile the fast kinetics of caspase 3 activation observed at
the single cell level with the much slower kinetics found
at the level of a cell population.
Apoptosis is a genetically defined major form of programmed
cell death enabling the organism to remove unwanted cells, e.g.
during embryonal development and after immune responses, to
select educated immune cells and to eliminate virally infected
and transformed cells (1, 2). Enhanced or inhibited apoptotic
cell death can be involved in severe pathological alterations,
including developmental defects, autoimmune diseases, neuro-
degeneration, or cancer. Extrinsic and intrinsic apoptotic path-
ways can be distinguished, although partly employing overlap-
ping signal transduction pathways. A hallmark of the ongoing
apoptotic process is the activation of a family of aspartate-
directed cysteine proteases, the caspases. Caspases are pro-
duced as proenzymes and become activated upon cleavage (3).
Activation of caspases finally dismantles the cells via the cleav-
age of important regulatory and structural proteins and en-
ables phagocytic removal of the dying cell (4). A simplified
outline of the extrinsic pathway of apoptosis induction after
death receptor stimulation is depicted in Fig. 1.
Mathematical modeling and systems theory can provide val-
uable tools to get insight into complex dynamical systems, to
test hypotheses, and to identify weak points (5, 6). Previous
modeling approaches in apoptosis focused on the extrinsically
triggered pathways, resulting in complex models (7, 8). The
model parameters were fitted to data derived from cell popu-
lation studies showing caspase activation in a range from 30
min to several hours. These models can describe and nicely
illustrate certain aspects of the signal transduction pathway.
However, more recent experimental results performed at the
single cell level show that the majority of caspases are acti-
vated within a very short time interval (15 min) (9–12).
Obviously, the single cell level is relevant for a mechanistic
understanding. With the focus on receptor-induced apoptosis,
we used Monte Carlo methods to look for parameter domains
that enable an appropriate description of apoptosis induction in
a single cell (model based on Fig. 1, data not shown). The
obtained results revealed an unexpected responsiveness of the
system toward minute initiator caspase activation if required
to act rapidly. This behavior of the model was caused by the
caspase cascade that represents the main signaling route in
so-called type I cells (13) (see Fig. 1, yellow background). We
therefore translated the current picture of the extrinsically
triggered caspase cascade in a very elementary form into a
mathematical model enabling a thorough investigation
through the application of analytical methods. Our results
showed that within large parameter ranges, including values
from the literature, this straightforward model structure is
unable to appropriately describe the expected behavior that
can be deduced from experimental data. We then showed a way
of extending our model structure to reconcile these observed
differences and presented a model now able to describe key
characteristics like a fast execution phase and bistability. In
addition, results from our model studies show a way to recon-
cile the fast kinetics of caspase 3 activation observed at the
single cell level with the much slower kinetics found at the level
of a cell population in terms of understanding and modeling.
EXPERIMENTAL PROCEDURES
The Mathematical Model—For each reaction considered under “Re-
sults” one reaction rate can be deduced (v1–v13). The cleavage reactions
(1, 2, and 4) are treated as being irreversible, and it is assumed that the
intermediary cleavage products (“enzyme-substrate complexes”) only
achieve very low levels and can thus be eliminated as reasonable
estimations that have been confirmed by simulation experiments (data
not shown). The reaction rate equations are deduced according to the
law of mass action, which we here consider prior to other kinetic
approaches, like Michaelis-Menten kinetics, although theoretical con-
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siderations show that the results would be very similar in our case.
From this, molecular balances can be derived for each considered mo-
lecular species resulting in a system of ordinary differential equations
(see Equations 1–8). Two different model structures are considered in
greater detail during this study. The basic model includes the reactions
1–10 and translates into the Equations 1–6 (not including v11 in Equa-
tion 2). The extended model hypothesis includes all reactions and trans-
lates into the complete equation system where v1  k1[C8*][C3], v2 
k2[C3*][C8], v3  k3[C3*][IAP]  k3[iC3*  IAP], v4  k4[C3*][IAP],
v5  k5[C8*], v6  k6[C3*] v7  k7[iC3*  IAP], v8  k8[IAP]  k8, v9 
k9[C8]  k9, v10  k10[C3]  k10, v11  k11[C8*][BAR]  k11[iC8* 
BAR], v12  k12[BAR]  k12, and v13  k13[iC8*  BAR].
dC8
dt
  v2 v9 (Eq. 1)
dC8*
dt
 v2 v5 v11 (Eq. 2)
dC3
dt
  v1 v10 (Eq. 3)
dC3*
dt
 v1 v3 v6 (Eq. 4)
dIAP
dt
  v3 v4 v8 (Eq. 5)
dC3*  IAP
dt
 v3 v7 (Eq. 6)
dBAR
dt
  v11 v12 (Eq. 7)
dC8*  BAR
dt
 v11 v13 (Eq. 8)
The models were implemented in both Matlab (for simulation exper-
iments) and Mathematica (for analytical analysis).
Initial Conditions, Parameters, and Units—The average concentra-
tions in an unstimulated cell (i.e. initial conditions) of caspase 8 and 3
were quantified in HeLa cells to be 130,000 and 21,000 molecules/cell,
respectively, using quantitative Western blot analyses.1 The average
concentration of IAP(s)2 was estimated to be 40,000 molecules/cell.
Other reported concentrations are 30, 200, and 30 nM for caspase 8,
caspase 3, and XIAP, respectively (14, 15). Estimating a cell volume of
1 picoliter shows that 600 molecules/cell  1 nM. Accordingly, these
values are roughly in the same order of magnitude and were used as
initial concentrations. The other compounds were considered not to be
present in the absence of a stimulus. In the extended model, the con-
centration of the newly introduced molecule BAR was assumed to be
40,000 molecules/cell. We consider the unit molecules/cell more illus-
trative for cellular concentrations than the unit molar, but on the other
hand we prefer and use units such as M1 s1 for the Km/kcat ratios.
Table I lists the parameters as used in the “single set” simulations
(unless indicated otherwise). The respective values are also provided in
more common units (in brackets). For the reactions 3 and 5–10 the
parameter values were taken from literature as stated in the text. The
respective references are summarized in Table II. For the reactions 1, 2,
and 4 values were chosen that are in accordance with the desired
kinetics and the requirement for bistability (as deduced from bifurca-
tion analyses). The values for reaction 11 were fixed under the assump-
tion of a similar binding affinity as reported for reaction 3. The values
for the reactions 12 and 13 represent estimated turnover rates.
Steady State Derivation—The steady states were derived under the
steady state condition dy/dt  0 (for all compound concentrations y). A
consecutive elimination of variables leads to a polynomial in C3*, whose
solutions present the steady state concentrations of C3* from which the
steady state concentrations of the other molecular species can be de-
rived. The life steady state can be factored out leaving a quadratic
equation of the general form ax2 	 bx 	 c  0 for the basic model and
a fourth-order polynomial for the extended model. The quadratic for-
mula was used to construct the green (b2  4ac; saddle-node bifurcation
manifold) and the blue (b/a  0) area in Fig. 3. Interestingly, the
coefficient c is the same as the coefficient c derived in the stability
analysis (see below).
Stability Analysis—For the life steady state one can construct the
characteristic polynomial det(I  A)  0. Here, det refers to the
determinant,  represents the eigenvalues, I represents the identity
matrix, and A represents the Jacobian matrix evaluated at the life
steady state. For the non-linear ordinary differential equation system
to be locally (asymptotically) stable, all eigenvalues need to have neg-
ative real parts. The Hurwitz criterion provides conditions for stability
based on the coefficients of the characteristic polynomial. The most
restrictive for the basic model is that the coefficient c (below) is positive,
which was also used to construct the red area shown in Fig. 3 (tran-
scritical bifurcation manifold). The stability of the steady states other
than the life steady state were evaluated numerically, c  k5(IAP k3 k7 	
k6(k7 	 k3))  C3 C8 k1 k2(k7 	 k3).
Deriving an Input Distribution—We assume a population behavior
as depicted in Fig. 5A, which can be interpreted as a probability distri-
bution. We further assume that 100% of caspase activation corresponds
to 100% cell death, i.e. caspase 3 becomes significantly activated in
every cell within the population. Furthermore, based on the simulations
of the deterministic single cell model described in Fig. 4, we can de-
scribe the maximal caspase 3 activation as a function of C8* input.
Hereby we assume the maximal caspase activation to define the time point
of cell death. This correlates the stochastic time point of cell death to a
stochastic input signal for the single cells within a population. From the
original distribution of Fig. 5A we thus obtain a distribution of cell death
probability as a function of input activation. The corresponding probability
density function can be derived by differentiation as shown in Fig. 5B.
RESULTS
The Biology of the Model System—The type I cell-like (13)
model (called basic model hereafter) was constructed with the
purpose of being as uncomplicated as possible without neglect-
ing essential steps concerning our analyses (see below), i.e.
simplifications represent conservative estimations. As a model
input we use a pulse of activated caspase 8, which is produced
by the death-inducing signaling complex formed at the mem-
brane after death receptor stimulation (16) (although the ini-
tial steps seem to be more complex in the case of TNFR1 (17)).
The model is outlined in Fig. 1 (yellow background) and con-
tains the following reactions:
1 T. Eissing, H. Conzelmann, E. D. Gilles, F. Allgo¨wer, E. Bullinger,
and P. Scheurich, unpublished data.
2 The abbreviations used are: IAP, inhibitor of apoptosis protein;
BAR, bifunctional apoptosis regulator; CARP, caspase 8- and 10-asso-
ciated RING proteins; Cn, pro-caspase n; Cn*, activated caspase n.
FIG. 1. Outline of apoptotic pathways downstream of death
receptors. Initially, partial activation of caspase 8 (C8*, the active
status of caspases is indicated by an asterisk) is mediated by death
receptor stimulation. C8* can cleave and activate caspase 3 (C3) di-
rectly but also cleaves Bid to release t-Bid. Mitochondrial t-Bid (t-BidM)
leads to the release of cytochrome c (cytC) and Smac/DIABLO (Smac).
Caspase 9 (C9) is activated by cytC and activates C3. C3* can activate
residual C8 in a feedback loop. C9* and C3* can be inhibited by IAP
molecules and subsequently fed into proteasomal degradation. Mito-
chondrially released Smac competes with the caspases for IAP binding
and degradation.
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C8*  C33 C8*  C3*
REACTION 1
C8  C3*3 C8*  C3*
REACTION 2
C3*  IAP 7 iC3*  IAP
REACTION 3
C3*  IAP3 C3*
REACTION 4
Pro-caspase 3 (C3, standing for the executioner caspases in
general, e.g. caspases 3, 6, and 7) is cleaved and activated by
activated caspase 8 (14, 18) (C8*; standing for both initiator
caspases, caspases 8 and 10) (Reaction 1). Activated caspase 3
(C3*) acts in terms of a positive feedback loop onto pro-caspase
8 (C8) (19–21) (Reaction 2). Here we neglect the presumably
amplifying effect of caspase 6 within this feedback loop. Acti-
vated caspase 3 binds to and is inactivated by XIAP, here for
simplicity termed IAP, as cIAP-1 and cIAP-2 also have the
capacity to block caspase 3, although with less efficiency (22,
23). IAP-bound activated caspase 3 may form a pool (Reaction
3), but, in parallel, IAP molecules can be cleaved by the acti-
vated caspase 3 (Reaction 4). The cleavage products of XIAP
have been described to exert only minor effects on caspase 3
(24), so these are neglected. Also, the two cleaved forms of
caspase 3 are not distinguished, as both have been described to
possess similar catalytic activities (15). Furthermore, activated
caspases, as well as activated caspase 3 complexed with IAPs,
are continuously degraded and pro-caspases and IAPs are sub-
jected to a turnover (Reactions 5–10, degradation and turnover
reactions detailed under “Experimental Procedures”). We thus
obtain a system of six ordinary differential equations as de-
tailed under “Experimental Procedures.”
Bistability and Apoptosis—Several signal transduction path-
ways governing cell fate decisions have experimentally and
theoretically been shown to display a bistable behavior (25–27).
Bistability is also an obvious and mandatory property of the
apoptotic machinery, as the status “alive” must be stable and
resistant toward minor accidental trigger signals (i.e. “noise”)
(28). Also, caspases are known to possess zymogenicity (18) and
partial activation is observed in some physiological processes
(29). However, if the apoptotic initiation signal is beyond a
certain threshold, the cell must irreversibly enter the pathway
to develop apoptosis. In the following, we use this information
in a reverse engineering manner (6) and take bistability as an
“essential condition” to evaluate possible models with respect
to this expected behavior.
The Basic Model Shows an Unstable Life Steady State—
Solving the equation system of our basic model under steady
state conditions reveals three steady states. One of these, the
“life steady state,” corresponds to the initial conditions in which
the system remains without an external trigger, i.e. without
initial caspase 8 activation. This was expected because our
model parameters defining the new synthesis of molecules had
been chosen to balance their degradation, and additional influ-
ences were neglected. The stability of the steady state provides
information about the system behavior close to that steady
state, indicating the response to very minor activating input
signals. If the steady state is stable, the system will return to
its original steady state, provided the perturbations are small
enough, which is a situation expected for our model.
The stability of a steady state can be evaluated using the
Hurwitz criterion, which is well established in systems theory
(see “Experimental Procedures”). The point where the stability
properties change, i.e. the bifurcation point, provides insight
into the qualitative system behavior for certain parameter
ranges. We introduced fixed parameter values for all reaction
rates except for Reaction 1 (Table I) and found that the life
steady state is only stable for k1 values below 3.2 
 10
3 M1
s1, a value more than 300 times lower than reported in liter-
ature (14, 18) (the situation is illustrated in Fig. 2). Fig. 3
shows the bifurcation point (red area) in dependence of three
parameter classes with fixed ratios in each class. The param-
eter combination that can be deduced from literature (Fig. 3,
yellow dot) is far away from those combinations enabling a
stable life steady state (Fig. 3, below the red area). To further
confirm our results, we conducted several million simulations
with small inputs and random sets of parameters taken from
the parameter ranges shown in Table II. All combinations
resulted in significant caspase activation with very small input
signals (i.e. an unstable life steady state), although the onset
time varied greatly (data not shown).
Bistability within a Small Parameter Domain—The two ad-
ditional steady states besides the life steady state provide
further information. Theoretically, one additional steady state
within the positive concentration range is sufficient to achieve
bistability (because phenomena other than an unstable steady
state could separate the two stable steady states). However, in
our model this configuration is only possible above the red area
in Fig. 3 (see “Experimental Procedures”) and for that setting
the life steady state is unstable. Accordingly, bistability is only
possible if both additional steady states are within the positive
concentration range (Fig. 3, above the blue area). Another
restriction is imposed by our biological system, because the
solutions must contain real numbers (Fig. 3, above the green
TABLE I
Simulation parameters
Parameter values as used in the single set simulation experiments are given (mo  molecules). In parentheses the values are shown in more
common units to enable direct comparison with literature values presented in Table II. For further information see “Experimental Procedures.”
Value Unit Value Unit
k1 5.810
5 (5.8105) cellmin1mo1 (M1 s1) k1 0
k2 10
5 (105) cellmin1mo1 (M1 s1) k2 0
k3 510
4 (5106) cellmin1mo1 (M1 s1) k3 0.21 (0.035) min
1 (s1)
k4 310
4 (3106) cellmin1mo1 (M1 s1) k4 0
k5 5.810
3 (120) min1 (min) k5 0
k6 5.810
3 (120) min1 (min) k6 0
k7 1.7310
2 (40) min1 (min) k7 0
k8 1.1610
2 (60) min1 (min) k8 464 (1.310
11) mocell1min1 (Ms1)
k9 3.910
3 (180) min1 (min) k9 507 (1.410
11) mocell1min1 (Ms1)
k10 3.910
3 (180) min1 (min) k10 81.9 (2.310
12) mocell1min1 (Ms1)
k11 510
4 (5106) cellmin1mo1 (M1 s1) k11 0.21 (0.035) min
1 (s1)
k12 10
3 (693) min1 (min) k12 40 (1.110
12) mocell1min1 (Ms1)
k13 1.1610
2 (60) min1 (min) k13 0
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area). Thus, bistability is only possible in a very restricted
parameter area far away from values reported in literature
(Fig. 3, yellow dot). In accordance with general considerations
on this topic (25, 30) the feedback from caspase 3 onto caspase
8 is necessary for bistability (data not shown).
IAPs and Their Cleavage—Interestingly, by and large the
stability of the life steady state seems to be independent of the
IAP cleavage reaction (Fig. 3). This is not expected and indeed
dynamic simulations show that, upon faster IAP cleavage, the
onset of caspase activation is achieved more rapidly for parame-
ter combinations where the life steady state is unstable (data not
shown). However, for parameter combinations where the life
steady state is stable, a slower reaction stabilizes the life steady
state by enlargement of its area of attraction (globally stable
without this reaction). This can be explained by the fact that we
assumed higher concentrations of IAPs than that of caspase 3 to
make a conservative estimation concerning the stability of the
life steady state. If we assume lower numbers of IAP molecules,
we can achieve bistability (which would also require the turnover
of IAPs not to exceed that of caspases significantly) even in the
absence of this cleavage reaction. However, the parameters in
which a stable life steady state is possible would be even further
away from those values reported in literature (data not shown).
Together, the model indicates that the IAP cleavage reaction is
important for a decisive switching.
Further analysis of the model reveals that apoptosis can only
proceed after the IAP pool is exhausted, as otherwise most of
the active caspase 3 molecules become neutralized (data not
shown). As the binding of active caspase 3 to IAPs is a revers-
ible reaction, a slower degradation of the complexes would
elevate the levels of free active caspase 3 and therefore promote
apoptosis. Thus, our results also argue for the view of IAPs as
altruistic proteins sacrificing themselves to prevent cell death (31).
In our investigations we did not change the initial concentrations to
restrict the number of free parameters. However, in the mathemat-
ical formulas it can be seen that changing a parameter value has
similar effects as changing an initial concentration, and so we have
indirectly evaluated these influences as well.
Bistability through Model Extension—An inherent problem
of the described basic model of caspase activation is that rela-
tively fast activation kinetics must be realized to be consistent
with parameter values from literature and observations in
various experimental setups (9–12, 32, 33). On the other hand,
only if the kinetics are slow will the system display the desired
bistability. There are several possibilities explaining how a
model extension could reconcile those facts as described under
“Discussion.” One possibility is a mechanism to inhibit active
caspase 8. In fact, recent reports describe that activated
caspase 8 can be functionally inactivated in mitochondrial
membranes. There, the molecule BAR has been proposed to
bind activated caspase 8 via its pseudodeath effector domain
leading to effective neutralization of its proteolytic activity
(34–37). We therefore introduced the molecule BAR into our
model and assumed it to bind to activated caspase 8 with an
affinity similar to XIAP binding to activated caspase 3 (23, 38).
In addition, we introduced a normal turnover rate for the new
compounds (see “Experimental Procedures”).
The resulting system provides five steady states, two of
which contain negative concentrations for the evaluated area
and are thus not of interest. Importantly, stability of the life
steady state of this extended model is possible with kinetic
values close to those described in literature (illustrated in Fig.
2, bifurcation point at k1  5.910
5 M1 s1 for other parameters
as shown in Table I). We performed simulations with input
signals of different strength (Fig. 4), using a set of parameters
where the system displays a bistable behavior (Table I). In each
case, caspase activity remains low for a certain time, inversely
proportional to the stimulus strength, followed by a steep rise
in activity if the input exceeds the threshold (75 molecules of
activated caspase 8/cell). After reaching a maximum, caspase
activity ceases again because of, it is our assumption, higher
degradation rates for the activated caspases as compared with
the production rates of the pro-caspases. Similar to the model
without the molecule BAR, the IAPs again play a critical role.
Only after the IAP and BAR pools have been exhausted, apo-
ptosis can proceed (data not shown). Although the exact quan-
FIG. 2. Bifurcation illustration. A steady state implies that the con-
centrations of the compounds within the system do not change over time.
If we start at close by concentrations, the system will move back into the
steady state if it is stable but move away if it is unstable. Here the steady
states and their stability properties dependent on the reaction rate k1 are
illustrated schematically with the other parameters kept constant. The
third coordinate can be envisioned as energy and was introduced to add
plasticity. Solid lines indicate stable steady states, and dashed lines
indicate unstable steady states. For small values of k1 we find a landscape
of a bistable system with a stable life steady state (black line), a stable
apoptotic steady state (green line), and a third unstable steady state
separating the two areas of attraction (red line). When the parameter k1
increases, the landscape changes as the unstable separating steady state
meets with the stable life steady state. At this bifurcation point the two
steady states exchange their stability properties, and the formerly sepa-
rating steady state vanishes into the biologically irrelevant negative con-
centration area. Thus, for larger values of k1 the life steady state is
unstable and the apoptotic steady state is stable and attractive in the
whole positive concentration area.
FIG. 3. (Bi-)Stability analysis. Stability aspects of the basic model
were evaluated over wide parameter ranges. For the three-dimensional
visualization the following parameter ratios were chosen as axes, for
caspase activation, k1  2k2; for half-life time, k7  k8  2k5  2k6 
4k9  4k10; and for IAP cleavage, k4; v3 was fixed according to litera-
ture values. The yellow dot indicates values as expected from literature
data (although the IAP cleavage reaction parameter can only be esti-
mated, see Table II). Above the red area no stable life steady state
exists, below the blue area no second stable steady state within the
positive concentration range can exist and below the green area the
solutions are complex numbers. Thus, bistability requires parameter
combinations below the red and above the blue and above the green
areas.
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titative behavior depends on the choice of parameters, these
simulations display the desired characteristics like bistability
and fast activation kinetics combined with prolonged lag
phases, inversely related to the strength of the apoptotic trig-
ger, as observed in experiments (9).
Reconciling Single Cell and Population Studies—The model
derived here has the aim to reproduce certain aspects of apo-
ptosis induction at the single cell level. However, most experi-
mental studies have been performed using cell populations
where effector-caspase activation is typically observed within a
range of a few hours (13, 39, 40). Fig. 5A shows an example of
a slow time course of effector-caspase activation. As described
above, the strength of the apoptotic stimulus mainly trans-
lates into the delay between the apoptotic trigger and signif-
icant effector-caspase activation. Thus, different delay times
because of the stochastic nature of biological systems enable
small fast single-cell segments of caspase activation to inte-
grate, forming an overall slow caspase activation at the mac-
roscopic level. Fig. 5B shows the distribution of input signals
into the extended BAR model (as described above) required to
produce a population behavior as depicted in Fig. 5A (see
“Experimental Procedures”). Although this approach is very
simplified, it already reconciles single cell and population
data and shows a way of combing both in terms of under-
standing and modeling.
DISCUSSION
In the past, systems theory has been mainly used to under-
stand dynamic processes of technical structures, but recently it
has been increasingly applied in biology (5, 6). Many articles
focus on the mathematical modeling of aspects of the metabo-
lism, where (quasi) steady state approximations can be used
and the mere structure provides valuable information (41). The
initiation and development of apoptosis, however, is a highly
dynamic process where steady state approximations cannot be
easily applied. We employed a reduced model to evaluate the
principle behavior, but also took dynamic information into ac-
count using data from various sources trying to fuse them
together with the help of our model. The class of biological
systems exemplified here has not been evaluated previously
with respect to bistability, although bistability can be shown
for special classes of larger systems (30). Our results showed
that (partly) analytic approaches for additional classes are
feasible for larger systems than widely believed.
The present study analyzes the basic core reactions of
caspase activation as they are accepted widely as occurring
after death receptor activation (2, 3, 42). Because the molecular
events occurring at the level of the receptor-induced signaling
complex are only in part understood (13, 17), the input signal of
the model is represented by a given number of molecules of
activated initiator caspase (Fig. 1), excluding the pathways
mediating initial caspase activation. This model, however, re-
veals no stable steady state in the life status, mainly because of
the strong forward reaction of the caspase cleavage reactions,
as such, containing a positive feedback loop. We therefore re-
duced further analyses to the reactions depicted in Fig. 1 on the
yellow background, including the caspase activation reactions.
Bifurcation analyses of this basic model reveal that it is capable
of displaying the desired bistable behavior only within a nar-
row range of kinetic parameter values that are far from the
TABLE II
Unstability ranges
Parameter ranges that do not provide parameter combinations enabling a stable life steady state. The k column indicates whether a reaction
(see “Experimental Procedures”) is assumed to be reversible or not. If reversible, the values can be calculated with the help of the provided
explanations. The last column also provides literature parameter values and the respective references.
k	min k	max k Explanations and refs.
M1 s1 M1 s1 M1 s1
v1 310
4 5106 No In vitro KM/kcat  10
6 M1 s1 (14, 18)
v2 210
4 5106 No C3* faster than C8* using fluorogenic substrates (18, 21, 45)
v3 110
5 5106 Yes To obtain: in vitro Ki  0.7 nM (23, 38)
v4 110
3 5106 No Estimation
t1/2min (min) t1/2max (min) k (Ms
1) k	 (min
1)  ln2/t1/2
v5 30 300 No
v6 30 300 No t1/2  180 min for caspases; t1/2  30–40 min for DIAP (31, 46)
v7 30 300 No
v8 30 300 Yes
v9 60 500 Yes Production rate to establish the initial concentration
v10 60 500 Yes
FIG. 4. Bistable behavior of the extended model. Simulation
experiments with varying inputs (initial C8* concentrations) and C3*
over time as output are shown. Above a certain input threshold (75
molecules of C8*) the system becomes fully activated, whereas sub-
threshold activation results in recovery. The two stable steady states
can be envisioned, with the life steady state corresponding to the blue
area and the apoptotic steady state corresponding to the green area
achieved after longer time periods.
FIG. 5. Reconciling single cell and populations kinetics. A, an
idealized time course of caspase 3 activation as observed at the popu-
lation level. B, the density function of the input signal necessary to
achieve the population behavior depicted in A, based on single cells
behaving as described in the legend to Fig. 4.
Bistability in Caspase Activation36896
values reported in the literature. We thus considered possible
modifications in the model structure, capable of reconciling the
observed fast kinetics and tolerance to subthreshold stimuli. A
common way in cell biology to achieve such a behavior is
cooperativity (25), which could also be assumed to exist for
caspases, as they are known to act as heterodimers. However,
recent work (43) shows that the monomer is just as bioactive as
the dimer, arguing against this possibility. Alternatively, one
might suggest a mechanism where the kinetic constants are
not altered, but where the amount of free active caspase is
limited. Such mechanisms are well known to exist for caspases
3 and 9, where IAPs lower the effective concentration of active
proteases. In addition, more recent reports describe the inhib-
itory molecule BAR, acting at the caspase 8 level (34–37)(see
“Results”). Based on these data reported in the literature, we
extended our basic model to include BAR, and the resulting
model system displays the mandatory bistable behavior within
a wide parameter range close to the kinetic parameter values
reported in the literature. Moreover, this extended model now
easily describes the fast activation kinetics of caspase activa-
tion in individual cells, combined with prolonged lag phases in
agreement with experimental data (9). Although additional
explanations for these long lag phases have been proposed
recently (at least for tumor necrosis factor-induced apoptosis
(17)), our studies demonstrated that caspase 8 capture/inacti-
vation is a likely mechanistic explanation for the observed lag
period followed by fast effector-caspase activation. Whereas
this lag phase might be largely controlled at the level of the
mitochondria in type II cells (9, 10), a similar behavior was also
observed for type I cells, although initial activation of caspase
8 takes place immediately after stimulation (13, 16).
In fact, in a very recent publication (44) a new class of
molecules has been described, termed caspase 8- and 10-asso-
ciated RING proteins (CARPs), that are proposed to be novel
caspase 8 and 10 inhibitors, acting similarly to the IAP pro-
teins. In the light of the results from our studies, these exper-
imental data underscore the necessity for an effective regula-
tion at the level of initiator caspases in death-receptor-
mediated apoptosis. Regarding the model system, the effects of
direct caspase 8 inhibition and inactivation by CARPs or their
capture at the mitochondrial membranes by BAR proteins are
reasonably equivalent, as the mathematical model does not
take into account processes of diffusion, and both mechanisms
effectively lower the number of molecules of free active
initiator caspase.
In experimental studies the activation of effector caspases
both in type I as well as type II cell populations occurs gradu-
ally within a few hours (13, 39, 40), as schematically depicted in
Fig. 5A. However, at the single cell level, rapid caspase 3
activation has been observed after a lag phase in the very same
experimental setup (9–12). Using our extended model, we can
easily reconcile the observed fast kinetics at the single cell level
with the slower rates observed in cell populations. We showed
here that the variation of the input signal strength within
single cells, as depicted in Fig. 5B, results in slow kinetics at
the population level as shown in Fig. 5A. The required stochas-
tic input can be explained, for example, by different numbers of
death receptors expressed in different cells, but also in a sim-
ilar way by (or more likely in combination with) different num-
bers of BAR proteins, CARPs, and other molecules involved.
The number of caspase 8 inhibitors, for example, strongly in-
fluences the threshold, as also observed in siRNA experiments
against CARPs (44). Together, these results demonstrate that a
strongly reduced model of complex signaling networks like the
apoptotic machinery already allows testing and falsifying in
comparison with experimental data, leading to a deeper insight
into the control mechanisms of complex cellular responses.
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