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Introduction
Decades after its discussion in (Koenker and Bassett, 1978) , QR has been the topic of great practical applications in many areas: economics, ecology, biology and so on (Cade and Noon, 2003) . Suppose that we have a sample of observations where is a k × 1 vector of predictors. Then, the linear QR model for the τth quantile (0 < τ < 1) is , where is a k × 1 vector of regression coefficients and 's are independent with τth quantile equal to zero. According to Koenker and Bassett (1978) , QR estimation for proceeds by where ρ τ (.) is the empirical check function defined by ρ τ (z) = z{τ − I(z < 0)}, and I(.) denotes the usual indicator function. This empirical check function is not differentiable at 0. Thus, a closed-form solution is not available for the QR coefficients vector β (Koenker and Bassett, 1978) . However, the minimization of (1) can be achieved through an algorithm suggested by Koenker and D'Orey (1987) . Alternatively, Koenker and Machado (1999) observed that minimizing the empirical loss function of Koenker and Bassett (1978) is closely related to maximising the likelihood of the Asymmetric Laplace Distribution (ALD) and consequently the vector can be estimated through exploiting this link. Yu and Moyeed (2001) and Yu and Stander (2007) proposed a Bayesian formulation of QR using the ALD for the errors and sampling β from its posterior distribution using a random walk Metropolis-Hastings algorithm. Recently, Kozumi and Kobayashi (2011) developed a Gibbs sampler method to estimate the vector β. Specifically, by expressing the ALD as a location-scale mixture of normals and by data augmentation; they propose a Gibbs sampler algorithm which converges to the joint posterior distribution of all unknowns (parameters and latent variables). This approach has been used in a large number of studies (see for example, Li et al. According to Kozumi and Kobayashi (2011) , the joint density of y|X, β, σ in Eq (3) is given by:
where, is a mixing variable and = 1 − 2τ. In this paper, we present a Bayesian regression model and specify prior distributions that favor sparseness in terms of number of predictors used. Our model involves a zero mean normal prior distributions for the unknown regression coefficients β with unknown variances. Then we assign noninformative Jeffreys prior distributions for the variances assuming they are independent.
II. Methods

Priors
In this paper, we assume that the prior distribution of each β j is a zero mean normal prior distribution with unknown variance, i.e. β j ∼ N(0, σλ j ). Then, we assign a non informative Jeffreys prior for λ j takes the form of p(λ j ) 1/λ j . We further assign a non informative Jeffreys prior for the scale parameter σ takes the form of p(σ) 1/σ. To summarize, our Bayesian hierarchical formulation is provided below.
Gibbs sampler for Bayesian inference
, we can obtain a tractable and efficient Gibbs sampler algorithm that works as follows:
• Sample for i = 1, · · · , n. The full conditional distribution of each is an inverse Gaussian IG ( , where and .
• Sample λ j for j = 1, · · · , k. The full conditional distribution of each λ j is an inverse gamma with shape parameter 1/2 and rate parameter /(2σ).
• Sample σ The full conditional distribution of σ is an inverse gamma with shape parameter and rate parameter .
III. Simulation Studies
In this section, we carry out simulation studies to study the performance of the proposed method with comparison to some Bayesian and non-Bayesian approaches. The methods in the comparison include:
• The standard QR (referred to as "QR").
• Bayesian Lasso QR (referred to as "BLQR").
• Bayesian elastic net QR (referred to as "BENQR").
• The proposed method (referred to as "BQR").
The data in the simulations are simulated by . Predictors were generated independently from a multivariate normal distribution N(0, Σ), where the (i, j)th element of Σ is 0.75 |i−j| . We consider the following simulation studies: 1. β = (2, 1, 0, 0, 2, 0, 0, 0) , which corresponds to the sparse case. Tables 1, 2 and 3 . From the tables, it can be seen that the proposed method BQR performs reasonably well outperforming the others (QR, BLQR and BENQR). We can see that the proposed method tends to produce smaller MMAD compared with other methods. From the tables 1, 2 and 3, we can also see that the Bayesian approaches yield similar performance and outperform the frequentist QR. The results are summarized in Tables 1, 2 and 3 . From the tables, it can be seen that the proposed method BQR performs reasonably well outperforming the others (QR, BLQR and BENQR). We can see that the proposed method tends to produce smaller MMAD compared with other methods. From the tables 1, 2 and 3, we can also see that the Bayesian approaches yield similar performance and outperform the frequentist QR. 
Body dimensions data
Here, we consider a real dataset to investigate the performance of the proposed method. We use the dataset on body dimensions (Heinz et al., 2003) where there are 507 observations and 24 predictors. We use a sub sample of 9 predictors from this data set. The data is available in the R Package Brq (Alhamzawi, 2017) . The response of interest is the weight in kilogram. The 9 predictors are: Gender, Age in years (Age), Height in cm (Height), Biacromial diameter in cm (BiacSk), Biiliac diameter in cm (BiilSk), Bitrochanteric diameter in cm ( BitrSk), Chest depth in cm (CheDeSk ), Chest diameter in cm (CheDiSk), Elbow diameter in cm (ElbowSk) and Wrist diameter in cm (WristSk). We assume a QR model between the weight and the 9 regressors. We assume that the response variable to be centered to have mean 0, while the predictors have been standardized. We divided the data into a training set with 107 observations and a test set with 400 observations. The histograms of the body dimensions data predictors based on posterior samples of 11,000 iterations are illustrated in Figure 1 . These plots reveal that the conditional posterior distributions are the desired univariate normals. The Trace plot of the Gibbs sampler is shown in Figure 2 for this data set predictors. We can observe that for this benchmark dataset the samples traverse the posterior space very fast. Table 4 presents the mean squared prediction errors (MSE) based on a test set with 400 observations for τ ∈ {0.50, 0.75, 0.95}. We can see that the proposed method tends to produce smaller MMAD than the other methods. 
IV. Conclusion
We have proposed the Bayesian quantile regression using normal-Jeffreys prior distributions for the regression coefficients. Specifically, we assume that the prior distribution of each regression coefficient is a zero mean normal prior distribution with unknown variance. Then, we assign noninformative Jeffreys prior distributions for the variances assuming they are independent. We developed a new algorithm for Bayesian sampler from the posteriors. The proposed approach is then illustrated via simulations and a real dataset. Results show that the proposed approach performs very well.
