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Abstrak –Indikator kemiskinan merupakan masalah yang terjadi di semua negara yang tidak pernah 
dapat di selesaikan secara tuntas. Dampak tidak langsung dari aktifitas pembangunan yang hanya beriorentasi 
kepada pertumbuhan telah mengakibatkan terjadinya kesenjangan social. Sulitnya merancang program 
pengentasan kemiskinan apabila didasarkan pada skala kecil studi kualitatif , yang hasilnya tidak dapat dengan 
mudah divalidasi untuk kelompok yang lebih besar. Self Oragnizing map (SOM) jaringan saraf, disebut juga 
neural network Kohonen merupakan metode yang efektif  untuk menganalisis data multidimensi. Jaringan ini 
dapat digunakan untuk analisis cluster sambil mempertahankan data  struktur (topologi), SOM merupakan 
model atau metode yang tingkat akurat cukup baik untuk mengklasifikasi sebuah tempat, daerah, wilayah, 
benda.  Hasil akhir dalam penelitian ini adalah sistem informasi klasifikasi tingkat kemiskinan yang 
menghasilkan informasi pemetaan penduduk miskin berdasarkan karekteristik demografi, pendidikan, 
ketenagakerjaan, perumahan dan membantu pengambilan kebijakan dalam pemerataan program kemiskinan 
sehingga dapat melakukan pembangunan daerah secara prioritas.  
 




Luasnya negara kepulauan dan tidak 
meratanya penyebaran penduduk membuat Indonesia 
semakin banyak mengalami permasalahan terkait 
dengan  hal pembangunan yang tidak lepas dari 
kependudukan, faktor geografi, tingkat migrasi, dan 
struktur kependudukan di Indonesia yang dapat 
membuat masalah kependudukan semakin kompleks 
serta menjadi hal yang perlu mendapatkan perhatian 
khusus untuk kepentingan pembangunan kesejahtraan 
(Masri dan Singarimbun, 2006). Pemerintah daerah 
sulit merancang program pengentasan kemiskinan 
apabila hanya berdasarkan  melihat dari segi mata 
pencaharian, apabila didasarkan pada skala kecil studi 




divalidasi untuk kelompok yang lebih besar (Puri dan 
Sahay , 2003).  
Kesejahtraan rakyat meliputi  beberapa 
indikator seperti kependudukan, kesehatan dan gizi, 
pendidikan, ketenagakerjaan, taraf dan pola 
komsumsi, perumahan dan lingkungan, kemiskinan 
dan sosial lainnya. Indikator kemiskinan merupakan 
masalah yang terjadi di semua negara yang tidak 
pernah dapat di selesaikan secara tuntas. Dampak 
tidak langsung dari aktifitas pembangunan yang hanya 
beriorentasi kepada pertumbuhan telah mengakibatkan 
terjadinya kesenjangan sosial (Supriyono, 2011). 
Pentingnya pengurangan kemiskinan dalam 
agenda pembangunan dunia telah memotivasi lebih 
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besar dalam dimensi geografis kemiskinan dan 
ketahanan pangan (UNEP-GRID-Arendal, 1998). 
Pemetaan kemiskinan dapat meningkatkan 
pengetahuan kita tentang pola kesejahteraan dan  
Statistik spasial  memberikan pemahaman tentang 
efek geografis dan lingkungan terhadap kemiskinan 
dan ketahanan pangan. Pengembangan kebijakan yang 
efektif memerlukan peningkatan kerjasama antar 
pemangku kepentingan,  peneliti dan pembuat 
kebijakan dalam membangun dan menggunakan peta  
kemiskinan (Hyman dkk., 2005) 
Self Oragnizing map (SOM) jaringan saraf, 
disebut juga neural network Kohonen merupakan alat 
yang efektif  untuk analisis data multidimensi. 
Jaringan ini dapat digunakan untuk analisis cluster 
sambil mempertahankan data  struktur (topologi) 
sedemikian rupa karena masukan yang sama (data) 
tetap dekat bersama-sama di lapisan output jaringan. 
Penelitian sebelumnya mempunyai persepsi bahwa 
penggunaan metode Self Organizing Map (SOM) 
merupakan model atau metode yang tingkat akurat 
cukup baik untuk mengklasifikasi sebuah tempat, 
daerah, wilayah, benda, dll (Karami., 2011) 
Berdasarkan latar belakang dapat 
dirumuskan, apakah metode  SOM dapat 
mengklasifikasi penduduk berdasar tingkat 
kemiskinan di Makasar. Hasil akhir dalam 
penelitian ini adalah sistem informasi klasifikasi 
tingkat kemiskinan yang menghasilkan informasi 
pemetaan penduduk miskin berdasarkan 
karekteristik demografi, pendidikan, 
ketenagakerjaan, perumahan dan membantu 
pengambilan kebijakan dalam pemerataan 
program kemiskinan sehingga dapat melakukan 




Untuk mengumpulkan data  yang akurat, 
relevan, valid reliable maka dalam penelitian ini di 
lakukan dengan metode observasi yang dilakukan 
dengan cara mengamati dan mencatat secara 
sistematik gejala-gejala yang diselidiki dan pencatatan 
pada Badan Pusat Statistik (BPS) Kota Makasaar. 
Observasi dilakukan sehingga dapat diulangi kembali 
oleh peneliti dan hasil observasi memberikan 
kemungkinan untuk ditafsirkan secara ilmiah. 
Dalam penelitian yang akan dilakukan perlu 
disusun langkah-langkah prosedur penelitian untuk 
mencapai tujuan yang maksimal dan sistematis agar 
penelitian lebih terarah dan terstruktur dengan baik 
 
Gambar. Prosudeur penelelitian 
Indikator dalam menentukan sebuah 
penduduk miskin dilihat dari empat variabel yaitu 
karakteristik demografi, karakteristik ketenagakerjaan, 
karakteristik pendidikan dan karakeristik perumahan 
(BPS, 2011). Variabel tersebut dapat diklasifikasi 
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menjadi beberapa kluster.Dalam membangun jaringan 
Self Organizing Map digunakan data random untuk 
menguji keberhasilan algoritma. Berikaut data yang 
yang akan di uji. 
 
Gambar : Data random 
Error! Reference source not found.random  diatas 
menunjukkan 14 parameter dan 4 indikator. Data 
tersebut selanjutnya akan dilakukan proses cluster 
menggunakan metode SOM untuk melihat kedekatan 
tiap parameter 
Tahapan pemetaan dengan menggunakan 
Metode Self Organizing Map (SOM) akan di kluster 
menjadi tiga kelompok kemudian di kategorikan 
dalam berdasar tingkatannya. 
Data random di atas yang meliputi empat 
variabel dan 14 indikator dijadikan input nilai pada 
jaringan yang dibangun. Selanjutnya suatu lapisan 
yang berisi neuron-neuron akan menyusun dirinya 
sendiri (Self Organizing Maps) berdasarkan nilai input 
tersebut dalam cluster yang telah ditentukan. Selama 
proses penyusunan diri, cluster yang memiliki vektor 
bobot paling cocok dengan pola input (memiliki jarak 
yang paling dekat) akan terpilih sebagai pemenang. 
Neuron yang menjadi pemenang beserta neuron-





Gambar : Data random 
 
 
Gambar : bobot awal bias 
Salah satu algoritma pembelajaran untuk SOM adalah 
algoritma pembelajaran kompetitif dengan metode 
Kohonen. Untuk keperluan melatih jaringan ini 
digunkan perintah train disertai dengan MaxEpoh 
yaitu 1000, dan toleransi error yaitu 10-3 
Salah satu algoritma pembelajaran untuk 
SOM adalah algoritma pembelajaran kompetitif 
dengan metode Kohonen. Untuk keperluan melatih 
jaringan ini digunkan perintah train disertai dengan 
MaxEpoh yaitu 1000, dan toleransi error yaitu 10-3, 
listing instruksi lengkapnya adalah 
>> net.trainParam.epochs=1000; 
>> net.trainParam.goal=0.001; 
>> net=train(net,a);  
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Setelah enter maka menghasilkan: 
TRAINR, Epoch 0/1000 
TRAINR, Epoch 25/1000 
TRAINR, Epoch 50/1000 
TRAINR, Epoch 75/1000 
TRAINR, Epoch 100/1000 
TRAINR, Epoch 125/1000 
TRAINR, Epoch 150/1000 
TRAINR, Epoch 175/1000 
TRAINR, Epoch 200/1000 
TRAINR, Epoch 225/1000 
TRAINR, Epoch 250/1000 
TRAINR, Epoch 275/1000 
TRAINR, Epoch 300/1000 
TRAINR, Epoch 325/1000 
TRAINR, Epoch 350/1000 
TRAINR, Epoch 375/1000 
TRAINR, Epoch 400/1000 
TRAINR, Epoch 425/1000 
TRAINR, Epoch 450/1000 
TRAINR, Epoch 475/1000 
TRAINR, Epoch 500/1000 
Setelah jaringan dilatih, maka untuk melihat bobot 
akhir digunakan instruksi: 
>> net.IW{1,1} 
Setelah enter menghasilkan: 
ans = 
  Columns 1 through 9 
86.5000   85.0000   68.5000   82.0000   67.0000   
49.5000   70.0000   59.5000   63.5000 
86.5000   85.0000   68.5000   82.0000   67.0000   
49.5000   70.0000   59.5000   63.5000 
86.5000   85.0000   68.5000   82.0000   67.0000   
49.5000   70.0000   59.5000   63.5000 
Columns 10 through 14 
 51.5000   54.5000   64.5000   63.5000   55.0000 
 51.5000   54.5000   64.5000   63.5000   55.0000 
 51.5000   54.5000   64.5000   63.5000   55.0000 
 
Gambar:.Surf Bobot Akhir Input Bias 
 
Gambar. Diagram Bobot Akhir Input dan Bias 
 Untuk melihat hasil akhir yaitu berupa 
clustering seluruh data input, digunakan instruksi sim, 
dengan listing instruksi dan hasil adalah: 
Berdasarkan out put hasil di atas, maka hasil 
clustering ke-14 kecamata secara keseluruhan 
ditunjukkan oleh tabel berikut 
 
No  Cluster Kategori 
1 1 2 Sedang 
2 2 1 Rendah 
3 3 3 Tinggi 
4 4 3 Tinggi 
5 5 2 Sedang 
6 6 1 Rendah 
7 7 2 Sedang 
8 8 1 Rendah 
9 9 3 Tinggi 
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No  Cluster Kategori 
10 10 2 Sedang 
11 11 1 Rendah 
12 12 2 Sedang 
13 13 1 Rendah 
14 14 1 Rendah 
 
HASIL DAN PEMBAHASAN 
 Didalam pengujian algoritma dan Softrware 
ini menggunakan beberepa data sampel dalam 
pengujian, untuk melihat apakah hasil sudah sesuai 
dan berjalan dengan baik yang dapat menentukan 
klaster sesuai keinginan neuron yang di bentuk dan 
yang diperlukan. Adapun data sampel yang digunakan 
dalam pengujian  sistem tersebut adalah data Iris, data 
random, data persentase penguasaan materi  ujian 
nasional (UN), data BPS Indeks Pembanguna 
Manusia (IPM) 
User Interface Aplikasi Sistem   
Tampilan halaman utama terdapat beberapa 
menu yaitu browse, baca data,train,dan lihat peta. 
Tampilan halaman awal dapt dilihat pada gambar 4.1.  
 
 





1) User Interface Browse Data 
 
 
Gambar. Antar Muka Browse 
 
2) User Interface Baca Data 
Setelah data dipilih pada menu browse maka data 
yang ada diproses dengan menu baca data sehingga 
tampil seperti pada gambar 4.3 yang berisi keterangan 
baca data exel berhasil dibaca! Silahkan lanjutkan ke 
pelatihan. Dan apabilah data tidak bisa dibaca tidaka 
akan muncul perintah atau keterangan untuk 




Gambar.4 Baca Data 
 
3) User Interface Data Train 
Tampilan pada pelatihan data train ini 
meperlihatkan hasil dari proses train klasifikasi SOM 
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dengan membagi menjadi tiga kelasyang diberi sesuai 
dengan keterangan  tinggi,sedang dan rendahnya. 
Sperti yang di tunjukan pada gambar 4.4 data train 
 
 
Gambar.4 Data Train 
 
4) User Interface Plot Jaringan Self 
Organizing Map (SOM) 
Pada dasarnya dari hasil olahan algoritma Self 
Organing Map (SOM) pada Matlab mempunyai 
beberapa plot untuk menampilkan hasil akhir yaitu 
SOM topologi, SOM Neighbor Connections, SOM 
Form Input, SOM sample Hits, SOM Weight Position 
dari cluster yang dibentuk seperti pada gambar di 
bawah  
 
a) User Interface SOM Topologi  
Tampilan SOM Topologi menggambarkan pada hasil 
proses cluster yang di hasilkan terdapat tiga kelas, 






b) User Interface SOM Neighbor Connection 
Tampilan SOM Topologi menggambarkan pada hasil 
proses cluster yang di hasilkan terdapat tiga kelas, 
seperti pada gambar 4.5 terdapat tiga bentuk persegi 
enam sejajar di antarai dua persegi enam berwana 
putih yang menandakan berbeda kelas 
 
 
Gambar.SOM Neighbor Connection 
 
Tampilan SOM sample hits input 
menggambarkan dalam bentuk grafik dari hasil grafik 
dari hasil olahan SOM yang dapat dilihat pada gambar 
4.9 SOM Weight Position 
 
 
Gambar.SOM Weight Position 
 
KESIMPULAN  
Pada Bab ini dijelaskan kesimpulan dari 
pembahasan bab sebelumnya diatas dalam pengolahan 
data dengan menggunakan metode Self Organizing 
Map (SOM, maka dapat disimpulkan bahwa : 
a. Berdasarlan hasil analis Metode Self Organizing 
Map (SOM) baik digunakan dalam klaster data 
yang jumlah besar khsusnya data statistik untuk 
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menganalisa hasil dari visualisasi untuk 
mendapatkan informasi baru. 
b. Dalam penelitian ini menggunakan variabel 
kemiskinan dari Badan Pusat Statistik (BPS) 
Kota Makassar, dengan SOM dapat 
mengelompokkan tiap kecamatan berdasarkan 
kedekatan karateritiknya dari masing masing 
variabel 
c. SOM baik digunakan untuk pengolahan data 
untuk hasil dalam dua dimensi dan tiga dimensi  
d. Hasil visualisasi dari  SOM dapat dianalisis 
untuk dijadikan bahan pertimbangan keputusan 
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