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1 Contexte
L’optimisation baye´sienne consiste a` utiliser un mode`le probabiliste de la fonction objec-
tif afin de guider au mieux la recherche de l’optimum. Cette approche peut s’ave´rer par-
ticulie`rement pertinente lors de l’optimisation de fonctions couˆteuses, et trouve ainsi de
nombreuses applications dans l’industrie et l’inge´nierie en ge´ne´ral. Chaque nouveau point
d’e´valuation conside´re´ est celui correspondant a` l’optimum d’un crite`re d’e´chantillonage
construit a` l’aide des re´sultats d’e´valuation de´ja` disponibles.
2 Description de la communication
Le proble`me conside´re´ est la recherche du maximum global d’une fonction f : X→ R, avec
X ⊂ Rd, en utilisant le crite`re Expected Improvement ou EI (voir [1] et ses re´fe´rences). L’ide´e
principale de l’optimisation a` l’aide du crite`re EI est d’utiliser une approche baye´sienne :
f est vue comme une re´alisation d’un processus ale´atoire ξ de´fini sur Rd. Le processus ξ
est ge´ne´ralement conside´re´ gaussien conditionnellement a` un parame`tre θ ∈ Θ ⊆ Rs, ca-
racte´risant ses fonctions moyenne et de covariance. Par la suite, apre`s s’eˆtre donne´ un a
priori pi0 sur θ et quelques re´sultats d’e´valuations ξ(X1), . . . , ξ(Xn0) aux points X1, . . . , Xn0 ,







ρn(x; θ) dpin(θ) , (1)
avec pin la distribution a posteriori de θ, conditionnellement a` la σ-alge`bre Fn ge´ne´re´e par
X1, ξ(X1), . . . , Xn, ξ(Xn), et
ρn(x; θ) := En,θ((ξ(Xn+1)−Mn)+ |Xn+1 = x)
valeur de l’EI au point x sachant θ et Fn, avec Mn = ξ(X0)∨ · · · ∨ ξ(Xn) et En,θ l’espe´rance
conditionnelle a` Fn et θ. Si ξ est choisi gaussien, le crite`re ρn peut s’e´crire sous la forme
d’une expression analytique permettant de le calculer de fac¸on efficace. Cependant, deux
proble`mes concernant la complexite´, ainsi que les mises en œuvre possibles, se posent. a)
Comment calculer une approximation de l’inte´grale (1) ? b) De quelle fac¸on proce´der pour
optimiser ρ¯n a` chaque e´tape ?
Notre travail [2] apporte une re´ponse conjointe a` ces deux questions a` l’aide d’une ap-
proche SMC (sequential Monte Carlo) [3, 4]. L’ide´e ge´ne´rale est de conside´rer un ensemble
ponde´re´ Tn = {(θn,i, wn,i) ∈ Θ × R, 1 ≤ i ≤ I} e´chantillonne´ selon pin, afin de calculer une
approximation de ρ¯n de sorte que,
∑I
i=1 wn,i ρn(x; θn,i) →I ρ¯n(x). De plus, on associe a`
chaque ite´ration un ensemble de points candidats {xn,i,j , 1 ≤ j ≤ J}. L’ide´e est de re´partir
cet ensemble de points, pour chaque valeur de θ, tel que maxi,j ρ¯n (xn,i,j) ≈ maxx ρ¯n(x).
Concre`tement, nous construisons un ensemble de particules ponde´re´es a` chaque ite´ration n
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, γn,i,j = (θn,i, xn,i,j) ∈ Θ× X, w
′










dpi′n(γ) = g˜n(x | θ) dλ(x) dpin(θ) , x ∈ X , θ ∈ Θ , γ = (θ, x),
ou` λ correspond a` la mesure de Lebesgue, g˜n(x | θ) = gn(x | θ)/cn(θ), gn(x | θ) caracte´rise
l’inte´reˆt d’une e´valuation en x (sachant θ et les observations pre´ce´dentes), et cn(θ) est un
terme de normalisation valant
∫
X
gn(x | θ) dx.
A` l’initialisation, on ge´ne`re un e´chantillon ponde´re´ Tn0 = {(θn0,i, wn0,i), 1 ≤ i ≤ I} a`
partir de la loi pin0 , et on choisit une densite´ qn0 sur X (densite´ uniforme, par exemple).
Ensuite, pour n ≥ n0, l’algorithme proce`de en quatre e´tapes,














E´tape 2 : e´valuation — E´valuer ξ en Xn+1 = argmaxi,j
∑I
i′=1 wn,i′ ρn(xn,i,j ; θn,i′).
E´tape 3 : ponde´ration/e´chantillonnage/de´placement — Construire Tn+1 a` partir de Tn :
reponde´rer les θn,is avec wn+1,i ∝
pin+1(θn,i)
pin(θn,i)
wn,i, re´e´chantillonner, et de´placer les θn,is pour
obtenir les θn+1,is a` l’aide d’un noyau de Metropolis-Hastings inde´pendant.
E´tape 4 : construire qn+1 — Constuire une estimation qn+1 de la seconde loi marginale de pi
′
n
a` partir de Xn = {(xn,i,j , w
′
n,i,j), 1 ≤ i ≤ I, 1 ≤ j ≤ J}.
Les re´sultats obtenus a` partir d’une comparaison de notre algorithme avec un algorithme de
re´fe´rence (parame`tre θ estime´ par MLE sur un grand jeu de donne´es, et recherche des points
candidats sur un LHS fixe´) sont particulie`rement encourageants comme tendent a` le montrer
les Figures 1(a) et 1(b).



















nombre d’e´valuations de la fonction
ref EI
EI+SMC
(a) fonction Branin (dimension 2)






















nombre d’e´valuations de la fonction
ref EI
EI+SMC
(b) fonction Hartmann (dimension 6)
Figure 1 – Erreur moyenne a` l’optimum sur une se´rie de 100 tests
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