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Re´sume´ : Nous conside´rons ici un mode`le de´fini par des restrictions de moments condi-
tionnels dans lequel les valeurs de la variable dans le conditionnement ainsi que le pa-
rame`tre d’inte´reˆt sont des e´le´ments d’un espace fonctionnel. Pour estimer le parame`tre
d’inte´reˆt, nous utiliserons une technique de troncature afin d’appliquer et ge´ne´raliser la
the´orie existante dans les mode`les finies-dimensionnelles.
mots clefs : donne´es fonctionnelles, e´quations estimantes conditonnelles, me´thode de
moments ge´ne´ralise´s
Abstract : We consider a conditional moment restrictions model for functional data.
The response variable is a vector in a finite dimensional space while the conditioning
variable as well as the parameter to be estimated are elements of a functional space. To
estimate the parameter we first decompose the conditioning variable and the parameter in
a basis of the functional space. For a given sample size we truncate their decompositions to
a finite number of coefficients and we apply the classical approach for estimating equations.
For the asymptotic results we let this finite number of coefficients to grow to infinity at a
suitable rate.
keywords : functional data, conditional estimating equations, generalized method of
moments
1 Introduction
Plusieurs e´tudes impliquent des mesures e´troitement re´pe´te´s dans le temps sur le meˆme
individu ou un direct enregistrement d’une courbe. Si les mesures longitudinales sont faites
sur une grille suffisamment dense, ces donne´es sont souvent regarde´es comme une courbe
ou comme des donne´es fonctionnelles. Il est clairement d’inte´reˆt d’e´tendre la notion de
mode`les de´finis par des e´quations estimantes conditionnelles au cas de donne´es fonction-
nelles. L’extension des mode`les classiques de re´gression au cas des donne´es fonctionnelles
et des parame`tres fonctionnels implique des techniques d’estimation spe´cifiques. Voir par
exemple Cardot et Sarda (2009). Voir aussi le mode`le line´aire ge´ne´ralise´ fonctionnel e´tudie´
par Mu¨ller et Stadtmu¨ller (2005).
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Nous proposons ici un cadre plus ge´ne´ral d’un mode`le de´fini par des equations esti-
mantes conditonnelles dans lequel le vecteur X intervenant dans le conditionnement ainsi
que le parame`tre θ identifie´ par les e´quations sont de dimension infinie. Pour l’instant, nous
ne conside´rons que le cas ou` les e´quations estimantes font apparaˆıtre une seule variable
‘explicative’ Y et elle dependent de X et θ seulement a` travers le produit scalaire entre
X et θ. L’ide´e principale pour construire un estimateur du parame`tre fonctionnel θ suit
l’approche propose´e par Mu¨ller et Stadtmu¨ller qui consiste a` utiliser un de´velopement de
Karhunen et Loe`ve (d’autres type de decompositions dans une base orthonormale peuvent
eˆtre utilise´s) de la fonction ale´atoire X et du parame`tre θ avec le but de re´duire la di-
mension aux premie`res composantes de ces decompositions. Les decompositions sont ainsi
tronque´es a` un nombre fini de termes mais ce nombre croˆıt avec la taille de l’e´chantillon.
Une fois que pour une taille d’e´chantillon n la dimension de X et de θ est re´duite a` un
nombre fini de composantes pn, nous nous retrouvons dans le cas classique des e´quations
estimantes conditionnelles avec des vecteurs ale´atoires et de parame`tres de taille finie. On
peut alors appliquer l’approche habituelle par la me´thode des moments ge´ne´ralise´e (GMM
en anglais), voir par exemple Newey (1993). Ensuite il reste a` e´tudier le comportement de
l’estimateur ainsi obtenu lorque la dimension pn augmente avec la taille de l’e´chantillon
n.
2 Le mode`le
On dispose de n observations i.i.d. zi = (xi, yi) i = 1, ..., n ou` xi ∈ L2([0, 1]) sont des
courbes ale´atoires et yi ∈ Rd sont des vecteurs ale´atoires de taille fixe. Soit g une fonction
connue a` valeurs en Rs avec s ≥ 1. Notre objectif est d’estimer la vraie valeur θ0 d’un
parame`tre d’inte´reˆt θ ∈ L2([0, 1]) en supposant que
E[g(z, θ)|x] = 0 p.s. ⇐⇒ θ = θ0.
Pour l’instant, nous allons nous limitons au cas ou` la de´pendance par rapport a` θ est
line´aire, plus pre´cisement nous avons
E[g(y,
∫
[0,1]
x(t)θ(t)dt)|x] = 0 p.s. ⇐⇒ θ = θ0
Soit ρj , j = 1, 2, ..., une base orthonormale de l’espace L
2([0, 1]), on a donc
∫
[0,1]
ρj(t)ρk(t)dt = δjk, j, k = 1, 2, ...
Ainsi x(t) et θ(t), t ∈ [0, 1] peuvent se de´composer en :
x(t) =
∞∑
j=1
jρj(t) , θ(t) =
∞∑
j=1
θjρj(t)
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Les coefficients j et θj sont donne´es par j =
∫
x(t)ρj(t)dt et par θj =
∫
θ(t)ρj(t)dt
respectivement. L’orthonormalite´ de la base ρj a` pour conse´quence que
∫
x(t)θ(t)dt =
∞∑
j=1
jθj .
Pour contrer la difficulte´ cause´ par la dimension infinie, on approche le mode`le de´fini plus
haut par un mode`le avec troncature´ a` p = pn variables et parame`tres avec pn qui croit
quand n tend vers l’infini. On peut alors utiliser l’approche type GMM pour estimer les
vraies valeurs θ0,1...θ0,pn . Ayant un estimateur (θˆ1, ..., θˆpn) de (θ0,1...θ0,pn), on estime la
fonction θ0(t) par
θˆ(t) =
pn∑
j=1
θˆjρj(t), t ∈ [0, 1].
3 Estimation
Pour de´crire l’estimateur, introduisons une matrice de ‘variables instrumentales’ A(x)
de dimension pn × s. Alors E[A(x)g(z, θ0)] = 0. En fait, on utilise la matrice ‘optimale’
A(x) = D(x)′Ω(x)−1 qui est cependant inconnue, ou`
D(x) = E[
∂g
∂θ
(z, θ0)|x]
et Ω(x) est une matrice s× s donne´e par
Ω(x) = E[g(z, θ0)g(z, θ0)
′|x].
Ici l’e´criture ∂g/∂θ doit eˆtre comprise comme la matrice s× pn de de´rive´es partielles de
la fonction g par rapport aux pn premie`res composantes de θ. De meˆme θ0 n’est que θ0
arreˆte´ aux pn premie`res composantes. Soit Pˆ une matrice pn×pn semi-de´finie positive qui
peut-eˆtre ale´atoire ou e´ventuellement e´gale a` l’identite´, et conside´rons l’estimateur
θˆ = argmin
θ∈Θ
gˆn(θ)
′Pˆ gˆn(θ)
ou`
gˆn(θ) =
1
n
n∑
i=1
A(xi)g(yi,
pn∑
j=1
θj
i
j)
Par abus de notation on a e´crit A(xi) au lieu de A(
i
1, ..., 
i
pn) ou` 
i
j repre´sente le j
e`me
e´le´ment dans la de´composition de xi suivant la base {ρk, k = 1, 2...} et
∑pn
j=1 θj
i
j n’est
autre que le produit scalaire entre θ et xi tronque´ a` pn.
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Sous certaines hypothe`ses dont entre autre l’idenfiabilite´ du parame`tre θ0, la re´gularite´
de la fonction connue g, ainsi que pn →∞ et que pn = o(n1/4), nous obtenons la conver-
gence en loi
n(θˆ − θ0)′Λ−1(θˆ − θ0)− pn√
2pn
=⇒ N(0, 1),
quand n tend vers l’infini, avec Λ = Λpn = (E[D(x)
′
Ω(x)−1D(x)])−1, ici Λ e´tant une
matrice de taille pn × pn.
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