In this paper a family of spaces is introduced which seems well adapted for the study of a variety of questions related to harmonic analysis and its applications. These spaces are the "tent spaces." They provide the natural setting for the study of such things as maximal functions (the relevant space here is T~J, and also square functions (where the space Tf is relevant). As such these spaces lead to unifications and simplifications of some basic techniques in harmonic analysis. Thus they are closely related to LP and Hardy spaces, important parts of whose theory become corollaries of the description of tent spaces. Also, as ("Proc. Conf. Harmonic Analysis, Cortona," Lect. Notes in Math. Vol. 992, Springer-Verlag, BerlinjNew York, 1983), already indicated where these spaces first appeared explicitly, the tent spaces can be used to simplify some of the results related to the Cauchy integral on Lipschitz curves, and multilinear analysis. In retrospect one can recognize that various ideas important for tent spaces had been used, if only implicitly, for quite some time. Here one should mention Carles on's inequality, its simplifications and extensions, the theory of Hardy spaces, and atomic decompositions.
DEFINITIONS OF THE SPACES TP q
The first basic functional used below is the one mapping functions on lR:+ 1 to functions on IRn, given by when q= 00.
SOME NEW FUNCTION SPACES

Aq(f)(x)
= (f [fey, t)lq dy dt)l/q T(x)
tn+1
Aoo(f)(x) = sup If(y, t)1 (y,t)<:r(x)
if q< 00, and i.e., reX) = {(y, t) Ilx -yl < t}. Similarly for any li > 0, ra(x) = {(y, t) I (Ix -yl < lit}. For any closed set Fe lRn, f:3f(F) will be the union of the cones with vertices in F, i.e., !!ll(F) = UX<:Fr(X). Let 0 be the open set which is the complement of F, 0 = CF. Then the tent over 0, denoted by 0, is given asO = c!!ll (F) . Observe that if we take the Lipschitz graph = {x, t) It = dist (x, F)} c IR~+1, then 6 is the set lying below this graph.
The "tent space" T~is defined as the space of functions f, so that Aq(f) E LP(lRn), when both q and p < 00. The resulting equivalences classes are then equipped with a norm, Illflllq,p = IIAq(f)11 p'
The case q= 00 (withp< 00), requires a natural modification since (1.1/) is a "sup norm." The space T~will denote the class of all f which are continuous in lR:+1, for which Aoo(f)(X)ELP(lRn), and for which
Illfo-f[lloo,p~O, where s~O+, withfo(x, t)=f(x, t+s).
It will be easy to prove, on the basis of our remarks below that TP con-, 00
sists of exactly those f which are continuous in lR:+ 1, so that Aoo(f) E
LP(lRn),
and for which f(x, t) has non-tangential limits at the boundary almost everywhere.
Finally we reserve the definition of Tc; until later. It will be clear then why we do not define Tc; in the obvious way.
We observe next that when 1~p, and 1~q, then T: are Banach spaces.
The triangle inequality is a simple consequence of Minkowski's inequality.
Let us also see why T: is complete. Consider first the case of T~. The proof of the completeness follows from the following inequality. ElRn) with center x and radius t, then
In fact if B(x, t) is the ball (in
YEB(x, t) implies that (x, t)Er(y); so I/(x, t)1~infYEB(x,t) Aoo(f)(y).
The inequality (1.2) is then obtained by integration. For the completeness of T~, whenever u is the Poisson integral of an Co(lRn) function.!; also conversely, the condition (2.2) implies (2.1). (See [3J). Our starting point is the simplification and extension of the proof of the above given in [14, p. 236] . Stated in the notation used here the result is that whenever fl is a Carleson measure, then iff is continuous in iR:+ \
Ifl/{I!(x, y)1 >A} ::::;e/{ACXJ(!)(X»A}/
for each A > 0, (2.3 ) where 1'1 stands for Lebesgue measure in lRn. From (2.3) it is obvious that as an integration in A shows. All this can be restated as follows. 1 Note that there our Carles on measures are defined on the closed halfspace 1R"t+ 1, and the tents 13 are closed in iR~+ 1, contrary to the usual usage. We now come to the atomic decomposition of T~. It is by now a wellknown heuristic principle that duality for certain Banach spaces of "L1 type" is equivalent with "atomic decompositions" for these spaces. One could obtain the atomic decomposition for T~this way as a consequence of Proposition 1, but it is more enlightening to do it directly.
We define a T~atom to be a function a( 3 The analogue of this proposition for the space Tr:x, is simpler and was known previously, see [10, p. 
By the global y-density property, IFII B(x, at)1~yIB(x, at)l; thus IFnB(y, t)1 ;;: (y -cJIB(x, ext)l, and so if y is chosen sufficiently close to 1, we get (3.4). Lemma 2 is therefore proved.
We now turn to the proof of (3.3). Fix A> 0, and let where the supremum is taken over all non-negative Ij; which belong to the space Lr(!Rn) with r dual to pj2, and 1/1j;11r::::; 1. However
where Ms(Ij;)(y)
s>O. The crucial observation to make is that (3.8) with ljI* the maximal function of ljI. In fact one remarks first that if ljI~0, the above being nothing more than the fact that Taking the supremum over all allowable ljI gives us then II A (a)(f)" p ::::; cIIA(f)11 p with p < 00 (the limitation p < 00 arises since the maximal inequality IIljI * IIr ::::; cr IlljI IIr requires r> 1). The proof of the proposition is therefore complete.
Remark. The conclusions of the propositions break down when p = 00.
In fact it is easy to construct ani: so that
(See also the remark in Section 6.) This is the first indication that A(f) E L 00, may not, be the appropriate definition for f E TOO. These matters will be clarified when' we considerihe dual of T1, to which we return.
DUALITY AND ATOMIC DECOMPOSITION FOR TW
e shall now obtain the results on duality and atomic decomposition for
T~which are analogous to the easier resuls for T~presented in. Let us also recall the definition of the functional
We define Too = rf to be the class of f for which C(f) E L 00; the norm is
The following inequality holds, whenever f E T1 and Proof of (a). The idea of the proof is taken from [10, p. 148-149] . In this connection see also Deng [8] . We define the truncated cone rh(x), by
The pairing <f, g >~S Rn f(x, t) g(x, t) dx dt/t realizes
rh(x) = {(y, t) Ilx -yl < t, t < h} and set A(f I h)(x) = (f If(y, t)12 dy dt)1/2 rh(x) tn+ 1 •
Note that A(flh)(x) is increasing in h, and A(floo)(x)=A(f)(x).
For every g, we define the "stopping-time" h(x) as
Here M is a large constant; its size will be determined later and depends only on the dimension n. The key observation is that there exists a c = eM, so that whenever B is a ball of radius r (in IRn), then (4.2) From (4.2) we can prove that whenever ct>(y, t) is a non-negative function, then
(compare with the statement of Lemma 2, where F= F* = IRn). In any case the proof of (4.3) is a simple consequence of Fubini's theorem. Now take
which proves (4.1), assuming (4.2). Now let B be any ball of radius r, and let B be the ball of the same center as B of radius 3r. It is an easy matter to observe that
(4.4)
XEB
The first inequality is proved by Fubini's theorem; or if one wishes one can appeal to Lemma 1, with F= IRn, a= 1, and ct>(y, t)= Ig(y, t)12t-1-nXiJ ' The second inequality follows from the definition of C(g). From this it is clear that (4.2) holds as long as the constant M2 is strictly larger than the constant an appearing in (4.4).
Proof of (b). That every element gETOO (i.e., C(g) ELOO) induces Proof of (c). This conclusion is deducible from the duality statement (part (b)). However it is simpler to proceed directly, as in the proof of Proposition 2 in Section 2. We do this following the argument of [6] . Define Ok= {xIA(f»2k}, and using the notion of global y density (with y sufficiently close to 1), discussed in Section 3, we let 0: 
The result is that, SBkncOk+l and the proof of the theorem is concluded.
DUALITY OF TP SPACES
Thus T2 is a Hilbert space, with cn(-,'), the pairing given by its inner product. We now pass to p =f. 2, and observe that the above shows also
The results up to this point deal mainly with the spaces TP when p = 1 or p = 00. We now turn to the theory of these spaces when 1 < P < 00. Recall that here we are dealing with Ti = {f /A 2(f) E LP}; remarks about the applicability of these ideas to T~, 1 < q < 00, will be found in Section 8. 
Proof
Let us dispose of the case p = 2 first. Note that by Schwarz's inequality. Thus which can be viewed as simpler version of (4.1).
-- 1, we see that there exists a g, which is locally in L2(1R:+ I), so that I(f) = <f, g), whenever f E TP andfhas compact support (in IR:+ I). Let K denote an arbitrary compact subset of IR:+I; set gK= gXK; our main task will then be to prove that (5.2 ) where of course the constant will be independent of the compact set K. Let r denote the exponent dual to p'/2 (note that pi> 2); then as in (3.6) where the supremum is taken over all non-negative lj; which belong to The second of these quantities on the right side is bounded by 2£ (in view of (5.1)), and <fni-fnj' gK)~O, as ni, nj~00. This proves the weak-convergence, and concludes the proof of the theorem.
•••••••• < ----------------------------
We have seen in Sections 2 and 4 that the dual of T1 is characterized by the functional C, while the dual of TP, 1 < p < 00 (being TP'), is characterized by A. It is natural, therefore, to look more closely at the relations between A and C. We shall see that if 2 < p < 00,
thus the functional C can be used to give a uniform characterization of the spaces TP in the range 2 < p~00. The precise result is as follows:
Proof of (a o < y~1 and 0 < A < 00,
We now prove (6.1 
IBI B xeB
However, if the set appearing on the right side of (6.2) is non-empty there must be at least one x E Qk C B so that C(f)(x)~yA. The result of this is that Now take the supremum over all balls B containing x. The result is that
where M the standard maximal function, which then proves part (b) of the theorem. We turn to the theory of complex interpolation of our spaces. The first step is the following: 
9't(F*) F T(x)
and thus (7.2) is proved, and with it the lemma. Now it follows from our duality result (Theorem 2), and the duality for interpolation (see [1, Sect. 12 .J) that we have the reserve inclusion when at which in turn is dominated by eLk 22kp/poSAU»2k ljJ**(x) dx because of (7.7) applied to rjJ = ljJ*. In the last sum we interchange the order of sum notion and integration. The result is that
We now apply Holder's inequality with exponents Pol2 and r. (31(x) . Thus A (I{)(x)~A, and we then proceed as in the first term.
The restriction that PI < 00 is lifted by duality, and using Wolffs reiteration theorem as before. 
FURTHER REMARKS ABOUT T(
a) The results described above for T~and Tq go over, with little change, to cover the case of T;, with 1 < q. We list the main modifications needed. An T~atom is defined as a function a(x, t) , supported in B, and satisfying
The substitute for (4.1) is the inequality 
To prove the lemma we invoke the atomic decomposition for T( Propostion 2 in Sect. 2), which reduces matters to an obvious verification for atoms. In fact if a is an atom associated with the ball B, then a(x, t) is supported in fj and la(x, t)1~1/1BI.
Thus sup Ifl'(x, t) a(x, t)1~sup Ifl'(X, t)11/1BI
0<1 t<r and the conclusion follows for atoms, and hence by addition for arbitrary elements in T~. The sufficiency of (9.2) is then an immediate consequence of the lemma, when one takes fl'(X, t) = Ifl(X, t)1 P, F(x, t) = I/(x, t)1 P, and one observes that F E: T~by the Hardy-Littlewood maximal theorem.
The atomic decomposition for T~can be used also in other circumstances. Thus while Theorem 5 above deals essentially with the perpendicular approach, one can also use similar methods in treating approaches more extensive than the usual "non-tangential" one. For these matters, see [13] .
B. Hardy Spaces
The close connection between the T~spaces and the Hardy spaces HP is evidenced by the following theorem.
We fix a function ¢ which satisfies:
(i) ¢ has compact support (say in the unit ball)
for some 8>0,
Write ¢t=¢(X/t) t-n, t>O.
We shall consider the operator n¢; defined on T~by (1) from T~to LP(lRn), if 1 < p < 00, (2) from T1 to H1(lRn), (3) The proof of (4) [10] . These observations may be combined with Theorem 6, and in one form or another have been used previously in [2 and 4] . We shall say that a function cjJ, satisfying the conditions (i) to (iiiN) above is of special kind, if we have the following identity for all f E LP or HP:
where F(x, t) = t at ' u = P.I·(f)· (9.5) Notice that it is easy to construct many such ¢, even radial and in CO' (lRn), since the condition (9.5) is equivalent to all~# O.
The considerations lead to a quick proof of the atomic decompostion for Another simplification of the atomic decomposition of HP, using related ideas, has recently been found by Wilson [16] . By using Theorem 6 (and (9.5)) one can also prove the complex interpolation theorem for HP spaces:
Again this result is a simple consequence of the corresponding result for Ts 
C. Multilinear Operators
We now would like to describe a family of maximal operators; these operators arise naturally as multilinear terms obtained in the expansion of certain nonlinear analytic operator-valued functions (such as in the Kato problem [5J).
Let aELw,
be the smoothly truncated (at 00) Hilbert transform. Let 6 For the purposes of this statement we take HOO = BMO; for the detailed results see the survey [12] .
(9.6) The proof proceeds by induction on k and a reduction via Theorem 5 from k to k-1. This is the same general idea as in the treatment of the Kato problem in [5J where Carles on's theorem plays that role in the reduction.
Since the argument is quite involved we will explain the passage from k = 1 to k = 2, and sketch briefly the general argument. This lemma reduces the proof of (9.6) to the corresponding inequalities for M~) when i:::;;.k-l. 
