Exotic phases of matter can emerge from strong correlations in quantum many-body systems. Quantum gas microscopy affords the opportunity to study these correlations with unprecedented detail. Here we report site-resolved observations of antiferromagnetic correlations in a two-dimensional, Hubbard-regime optical lattice and demonstrate the ability to measure the spin-correlation function over any distance. We measure the in-situ distributions of the particle density and magnetic correlations, extract thermodynamic quantities from comparisons to theory, and observe statistically significant correlations over three lattice sites. The temperatures that we reach approach the limits of available numerical simulations. The direct access to many-body physics at the single-particle level demonstrated by our results will further our understanding of how the interplay of motion and magnetism gives rise to new states of matter.
Quantum many-body systems exhibiting magnetic correlations underlie a wide variety of phenomena. Hightemperature superconductivity, for example, can arise from the correlated motion of holes on an antiferromagnetic (AFM) Mott insulator [1, 2] . It is possible to probe physical analogs of such systems using ultracold atoms in lattices, which introduce a degree of control that is not available in conventional solid-state systems [3, 4] . Recent experiments exploring the Hubbard model with cold atoms are accessing temperatures where AFM correlations form, but have only observed these correlations via measurements that were averages over inhomogeneous systems [5, 6] . The recent development of site-resolved imaging for fermionic quantum gases [7] [8] [9] [10] [11] [12] [13] provides the ability to directly detect the correlations and fluctuations present in a fermionic quantum many-body state. As demonstrated in experiments with both bosons [14, 15] and fermions [12, 13, 16] , microscopy gives access to the spatial variation in observables that occurs in an inhomogeneous system, yielding precise comparisons with theory. The low energy scales in cold atom systems also allow for time-resolved observations of many-body dynamics, which typically occur on millisecond timescales. In bosonic systems temporal and spatial resolution have been combined to observe strongly correlated quantum walks [17] , to measure entanglement entropy [18] , and to study the dynamics of magnetic correlations [19, 20] .
Here we report the first trap-resolved observations of magnetic correlations in a Fermi-lattice system. Fermionic atoms in a two-dimensional optical lattice can be well described by the Hubbard Hamiltonian, a simple model in which there is a competition between the nearest-neighbor tunneling energy t and the on-site interaction energy U . Despite the apparent simplicity of the Hubbard model it has a rich phase diagram, containing for example the transition from a metal to a Mott insulator. AFM spin correlations begin to appear near half-filling when the temperature scale becomes comparable to the exchange energy, which in the strongly interacting regime is J = 4t 2 /U . While in three dimensions in the thermodynamic limit there is a finite-temperature phase transition to a state with long-range AFM order, a finite-temperature phase transition is prohibited in two dimensions by the Mermin-Wagner-Hohenberg theorem [21] . Nonetheless, AFM correlations do arise, decaying exponentially with a correlation length ξ that diverges as the temperature goes to zero. We use quantum gas microscopy to reveal precisely these correlations, which lead to long-range order at a finite temperature where ξ becomes comparable to the finite system size we investigate.
Our experiments begin with a low-temperature, twodimensional gas of fermionic 6 Li atoms in a mixture of the two lowest hyperfine states (|↑ and |↓ ) as described in [12] . By adjusting a magnetic bias field in the vicinity of the Feshbach resonance located at 832 G we set the s-wave scattering length to 210 a 0 , where a 0 is the Bohr radius [22] . Using a 30 ms linear ramp, the atoms are adiabatically loaded into an isotropic, square optical lattice with a depth of s 0 = 7.7(5) E r , where the recoil energy is E r /h = 25.6 kHz with Planck constant h. We detect magnetic correlations by removing atoms in either spin state and measuring the resulting charge correlations with site-resolved imaging [23] , as shown in Fig. 1 . Because our imaging technique removes doubly occupied sites, both doubly occupied and unoccupied sites show up as empty sites after imaging. However, proper linear combinations of the different particle and hole correlators (measured both with and without spin dependent removal) will account for the contribution of imperfect unity filling from the signal [23] . Denoting the observation of a particle (hole) on the site at r by p r (h r ), we determine the spin correlator [23] C a (r) = 4 S The nearest-neighbor, diagonal next-nearest-neighbor, straight next-nearest-neighbor, etc. correlators are given by C 1 (r), C 1.4 (r), and C 2 (r), etc. From images where neither spin was removed we directly obtain a spatial map of the single occupation probability n det (r) which also corresponds to the local moment C 0 (r). After loading atoms into the lattice we observe AFM correlations for nearest-neighbors and diagonal nextnearest-neighbors. These correlations are strongest in the cloud center where the local chemical potential is set to approximately half-filling. The spatial maps n det (r), C 1 (r), C 1.4 (r) for colder (top) and hotter (bottom) temperatures are shown in panels a, b, and c, respectively, of Fig. 2 . For these data the interaction is tuned to U/h = 6.82(10) kHz with t/h = 850(100) Hz (U/t = 8.0(1)). The chemical potential is tuned to approximately µ = U/2 in the center of the cloud for the colder data by adjusting the atom number to maximize n det in the center. In Fig. 2a the suppression of n det in the center of the cloud is due to the formation of doubly occupied sites and indicates that the chemical potential in the center of the cloud slightly exceeds U/2. To heat the cloud, we hold the atoms in the optical dipole trap for 4 s before loading the lattice. After heating, the maximum detected occupation decreases from 0.89(1) to 0.84(1) with a slight broadening of the density profile, while the largest magnitude of the nearest-neighbor correlator decreases from 0.154(3) to 0.052 (6) . In this regime, where the exchange energy is much smaller than both U and the bandwidth, an increase in temperature quickly saturates the entropy available in the spin degree of freedom while creating little entropy in the charge degree of freedom, making the nearest-neighbor correlator much more sensitive than the density to temperature changes. For the colder data, we observe significant negative correlations in C 1.4 (r) away from half-filling, which requires further theoretical investigation.
We take azimuthal averages along the equipotentials of the underlying harmonic trap to obtain n det (r) and C d (r). The resulting profiles are simultaneously fit to the results of a numerical linked-cluster expansion (NCLE) of the 2D Hubbard model under a local density approximation (LDA) [23] [24] [25] . From these fits we obtain a temperature k B T /t = 0.54(7) and chemical potential µ/U = 0.52(1) for the cooler data and k B T /t = 1.53 (18) and µ/U = 0.33 (1) for the hotter data. The excellent agreement with theory provides a strong indication that the local density approximation and the assumption of thermal equilibrium are valid.
By evaporatively cooling further prior to lattice loading, we are able to prepare samples with even larger nearest-neighbor correlations. However, for this data, the NLCE theory error is too large away from half-filling for the fit to converge, owing to the low temperature. Because the averaged correlator in the center may not be at exactly half-filling, by comparing this value for the coldest dataset to a quantum Monte Carlo (QMC) calculation at half-filling [26] , we can determine an upper bound on the temperature. The correlator value of 0.190 (8) gives k B T /t < 0.45(2), the lowest temperature reported for a Hubbard-regime cold atom system. The QMC calculation also predicts that the nearest-neighbor correlator settles as T → 0 to a value of −0.36. Our largest measured nearest-neighbor correlation is therefore 53% of the largest predicted value. In Fig. 2d we plot our largest measured value of the correlator for samples prepared at different temperatures, the temperature derived from the NLCE fits where they converge (x-axis), and the QMC upper bound. We find very good agreement between our data and theoretical prediction, which is consistent with half-filling at the cloud center.
We see statistically significant antiferromagnetic correlations to distances of three sites and the sign of every measured correlator value is consistent with antiferromagnetic ordering. Our ability to measure correlations at all length scales allows us to directly extract the correlation length, as shown in Fig. 2e . Samples are prepared at three different temperatures with the atom number
Local observation of density and spin correlations. (A-C) We show spatial maps and azimuthally averaged profiles (mirrored about r = 0 and corrected for ellipticity) of the detected density, nearest-neighbor correlator, and diagonal next-nearest neighbor correlator for a cold (top) and hot (bottom) cloud. A combined fit, as described in the text, determines the temperature T and chemical potential µ (solid lines). (D) We plot the nearest-neighbor correlator in the center of the cloud for samples prepared at different temperatures. We determine kBT fit /t from fits of a numerical linked-cluster expansion to the radial profile and kBTcorr/t by comparing the central correlator value to a quantum Monte Carlo calculation at half-filling (solid line) [26] . For the coldest data in panels (D) and (E) the NLCE theory error is too large for a fit and we report only the QMC result. (E) An exponential fit to the correlator in the center of the cloud versus d allows us to extract the correlation length for datasets at three different temperatures, giving 0.24(9), 0.39(2), and 0.51(4) sites for decreasing temperature. The asterisk denotes the nearest-neighbor correlator value from the QMC calculation in (D) as T → 0. Error bars on n det (r) and C d (r) are standard errors after averaging at least 20 sets of combined correlation maps and averaging azimuthally [23] . All data shown are at U/t = 8.0(1). Horizontal errors in d are fit errors.
optimized to achieve half-filling in the center of the cloud. Values for the correlator are taken by averaging the spatial maps over a region in the center of the cloud with a 6-site radius. To determine the correlation length we perform an exponential fit of (−1) i C d in the center of the cloud versus d, where i = 0 (1) if d is such that the two sites are on the same (a different) sublattice. The correlation lengths are 0.24(9), 0.39(2), and 0.51(4) sites for temperatures of k B T /t = 1.53(18), 0.54 (7), and 0.45 (2), respectively. The asterisk shows the QMC prediction of 0.36 for the nearest-neighbor correlator at half-filling as T → 0.
Quantum gas microscopy also allows for a detailed study of the thermalization of the atomic cloud when loading into the lattice. We investigate the formation of spin correlations and the thermalization of the density distribution for different lattice loading times in Fig. 3 . In these data the lattice is ramped on linearly with a varying duration t L . We determine the radius r max where n det (r) is maximized. For a cloud in thermal equilibrium with r max not in the center of the cloud, r max corresponds to half-filling (µ = U/2). Fig. 3a shows n det (r max ) and C d (r max ) as a function of loading time. The detected density grows from 0.6 at very short loading times and settles at about 0.9 for t L = 10 ms. The loading time required for the density to settle also corresponds to the maximum absolute values for both the nearest-neighbor and next-nearest-neighbor spin-correlators. The matching timescales suggest that the suppression of magnetic correlations at t L < 10 ms is due to the low initial density and not to exchange dynamics. The density at short loading times is determined by the confinement of the optical dipole trap preceding the lattice loading [12] . For loading times larger than 10 ms both (−1) i C d (r max ) and n det (r max ) decay, consistent with heating. The faster decay of (−1) i C d (r max ) is further indication that the spin correlators are much more sensitive than the density to temperature in this regime of parameters. We also study thermalization by fitting the data for different loading times to the NLCE theory and performing a reduced chi-squared (χ 
FIG. 4.
Varying the interaction strength. We plot the nearest-neighbor correlator at half-filling for varying scattering length. The top y-axis gives computed values of U/t for each scattering length [23] . The solid lines are isothermal theory curves from the NLCE theory.
While in Bose-Hubbard systems AFM correlations only appear in the Heisenberg limit U t, FermiHubbard systems exhibit AFM correlations at all U/t, with a maximum in the correlations occurring near U/t = 8. For large U/t, AFM correlations are suppressed because the exchange energy becomes small compared to the temperature. For U/t < 8, where the interaction energy is smaller than the bandwidth, charge fluctuations destroy the magnetic correlations. We study these effects by varying the scattering length for fixed t/h = 970(110) Hz. In Fig. 4 we plot C 1 (r max ) versus the scattering length, along with the predictions of the NLCE theory for three different temperatures. We show the calculated U/t from Wannier functions in the lowest band, while for our parameters corrections to this single-band approximation could play a role [27] . The data shows the expected dependence on U/t from the simple picture mentioned above. We also compare our data with theoretical isothermal curves at half-filling. In this comparison additional factors should be considered. First, the atom number number is fixed, and so the chemical potential in the center of the cloud varies with U/t. Second, we anticipate the loading entropy to be approximately fixed, as opposed to the temperature, and so the data are not expected to strictly follow a single isotherm. The comparison of data with the theory reflects differences between the thermodynamic preparation of atomic and conventional solid-state systems.
Our ability to observe the in-situ, site-resolved distribution of spin correlations at all distances has enabled high-precision comparison with numerical studies and detailed verification that the atomic sample behaves in a manner consistent with thermal equilibrium. These experimental benchmarks on thermal equilibrium affirm our understanding of the entropy distribution, paving the way for the implementation of entropy redistribution techniques to achieve finite-system-size long-range order [28, 29] . Implementation of such techniques would require precise trap-shaping protocols, which have been fruitfully demonstrated in bosonic quantum gas microscopes [30] . Numerical simulations provide evidence that a pseudogap phase in the hole-doped 2D Hubbard model arises in conjunction with long-range AFM correlations [31] and should therefore be accessible in our experiment in the near future. At lower temperatures of T /t ∼ 0.03 a d-wave superconductor is expected [32] . Further thought is required to understand how the real-space observables that we can measure might shed light on these low-temperature phases. Beyond equilibrium physics, we could also exploit our ability to take temporally resolved snapshots of the correlations in a many-body wavefunction, allowing for in-depth studies of non-equilibrium physics beyond the capability of existing theoretical tools [33] .
Methods

ATOMIC SAMPLE PREPARATION
The procedure used to create the low-temperature Fermi gas and details about the experimental set up can be found in [12] .
ANALYSIS OF SITE-RESOLVED IMAGES
In place of the kernel deconvolution method that we described in reference [12] , we are now using a Wiener deconvolution from the scikit-image toolbox [34] to generate the image from which we determine the site amplitudes for binarization. An example deconvolution, histograms for images with and without spin removal, and a binarized image can be found in Fig. S1 .
SPIN-REMOVAL TECHNIQUE
After loading the lattice, the lattice depth is ramped linearly to s 0 = 50 E r in 1 ms, where tunneling is suppressed. The magnetic bias field is then ramped to 500 G. To remove the atoms in |↑ (|↓ ) a 10 µs resonant pulse drives a nearly closed transition to the |m J = −3/2, m I = 1 (|m J = −3/2, m I = 0 ) state of the 2P 3/2 electronic manifold. During this pulse < 5% of the population leaks into the |5 (|4 ) state and remains in the lattice. A second 10 µs pulse drives a transition from |5 (|4 ) to |m J = 3/2, m I = 0 (|m J = −3/2, m I = −1 ), ejecting the remaining atoms that were originally in |↑ (|↓ ) from the trap. Here, we follow the usual convention of labeling the magnetic sublevels of the 2S 1/2 ground electronic manifold |1 through |6 in order of increasing energy.
To determine the appropriate pulse durations for removing atoms in |↑ (|↓ ) without removing atoms in |↓ (|↑ ), we ramp to 500 G and apply a resonant pulse as described above for variable time. The resulting loss in atom number follows the sum of two decaying exponentials, corresponding to the loss of the target and non-target spins (see Fig. S2 ). The characteristic decay times of these exponentials differ by a factor of approximately 1700, reflecting the ratio between resonant and off-resonant scattering rates. We choose the duration of the spinremoval pulse to be equal to ten times the resonant decay time. For this pulse duration, we remove 99.995% of atoms with the target spin while eliminating only 0.6% of the other spin.
CALCULATION OF THE SPIN CORRELATOR
As described in the main text, we measure the polarization-corrected two-point spin correlator, 4( S z S z − S z 2 ), where S z = 1 2 (n ↑ − n ↓ ) and lattice site labels for the two-point correlator expectation value entries have been dropped . Table S1 lists all of our observable two-point correlators using the spin-removal detection scheme, with d denoting a doubly occupied site, p a singly occupied site, and h an unoccupied site. The expectation value, NR , is over multiple images where neither spin was removed, and the expectation value, R↑ ( R↓ ), is over multiple images where the atoms in |↑ (|↓ ) were removed. In our observed charge correlations we cannot distinguish between unoccupied and doubly occupied sites, so both cases are denoted with h in the formulas below. By combining correlators in the table, we are able to calculate the polarization-corrected spin correlator in two independent ways:
These formulas are incorrect when p R↑ + p R↓ = p N R , as in the case of insufficently long or off-resonant removal pulses. The removal of spins is performed in a deep lattice and so is an uncorrelated process. As a result, we can correct for this systematic by removing the uncorrelated contribution to each two-point correlator. For example, the correlator pp is equal to p 2 in a sample with no particle correlations. In addition, we remove the polarization correction term ( p R↑ − p R↓ ) 2 to avoid double-counting it as it is part of the uncorrelated contribution to the correlators.
The following relation between the original and revised correlators holds:
As expected, these additional terms cancel when there is no spin-removal systematic. The effectiveness of these correction factors in removing spin-removal systematics is discussed in a later section. Calculating the spin-removal and polarization corrections requires estimating the square of expectation values. Unfortunately, directly squaring the mean estimators yields biased estimators for these terms. We can treat measurements of the various densities as independent and identically distributed Bernoulli random variables X i , ..., X n with success probability p and Y i , ..., Y n with success probability q. We calculate the expectation value of the estimators:
We can then construct bias-free estimators:
For our correlator maps, the bias correction for p 2 is maximally 0.0125 and for (p ± q) 2 is 0.025, which can be significant. When performing azimuthal averages the correction factor is at most 0.0005.
DATA ANALYSIS
After obtaining the site-resolved population for a set of images with a given spin-removal sequence, we calculate spatial maps of each two-point charge correlation function and the detected on-site density. We average between 20 and 125 spatial maps to calculate spatial maps of the average quantities pp , ph , hp , hh , and the average single-particle density p . We then combine these quantities, as described above, to determine C(r). To compute radial profiles of these quantities, we simultaneously average across images and across approximately-equal-area ellipsoidal annuli of similar chemical potential, as described in [12] . We use annuli containing 35-46 lattice sites for density calculations, and 82-92 sites for spin correlator calculations. During analysis, we scale the coordinate system by the square root of the ratio of the cloud widths along each lattice axis. Reported radii and harmonic trap frequencies are measured in this rotationally-symmetric coordinate system.
ERROR ANALYSIS
The singles densities are well-described by the mean value of repeated Bernoulli trials, so we use an AgrestiCoull interval to estimate their confidence intervals. Errors for measured densities away from zero and one asymptotically approach the normal approximation to the standard error of the mean. For the number of samples we use, their disagreement is less than 4% for mean values between 0.01 and 0.99, validating our use of the χ 2 red test statistic to describe goodness-of-fit. For site densities close to zero and one, the error distribution is no longer normal. For this reason, our calculations of χ 2 red exclude values of the density at radii larger than 18 lattice sites, ensuring that for all datasets the density remains larger than 1%.
The individual components of the spin correlator are well-described by the mean value of repeated Bernoulli trials. Since each point in the radial profiles is an average of more than 1000 data points, we use the central limit theorem to model the error on each component as normally distributed and use standard error propagation techniques to calculate the error on the correlator. For correlator values close to zero, the assumptions of the central limit theorem no longer hold. We show the normal standard error for these points in plots, but apply the same radial cutoff used in the density distributions to calculate the χ 2 red of our fits.
SPIN-REMOVAL SYSTEMATICS
We study systematic errors in the spin correlator caused by excessive or insufficient durations of the spinremoval pulse and also by an imperfect imaging fidelity. To obtain a systematic error on our spin correlator measurements due to fluctuations in the spin-removal efficiency, we measure how the spin correlator varies with spin-removal pulse duration. For fixed interactions and lattice depths, we vary the spin-removal pulse duration between 1.5τ and 185τ , where τ is the fast exponential decay time of the spin removal. We examine the resultant effect on C, C , C alt , and C alt for nearest-neighbor correlations in the center of the atomic sample (see Fig. S3 ). We find that the corrected correlators C and C alt agree for all spin-removal durations and exhibit a relatively small dependence on the spin-removal time. They are maximized around the chosen spin-removal time, and decrease away from that time because information about correlations is lost in the case of incomplete or offresonant removal. The uncorrected correlators C and C alt disagree significantly away from the chosen removal time, because of the systematic on the correlator described in an earlier section. When running the experiment, we measure the exponential decay time of the removal pulse regularly and find that it never varies by more than 20%. From the measured systematic variation in C with spin-removal duration, we estimate that the fluctuations in our reported correlations due to variation in the spin-removal timescale are at most 0.2%, well within statistical uncertainties. We also find that the two correlators agree for our chosen spin-removal pulse duration.
In areas of high filling, atoms which hop to neighboring sites during an imaging sequence may create correlated losses. To examine possible systematic errors on the spin correlator due to imperfect imaging fidelity, we vary the number of imaging pulses in our Raman imaging sequence (see [9] ) and observe the resulting systematic shifts in C and C alt in the center of the cloud (see Fig. S4 ). The number of pulses is varied between 2.4 × 10 4 and 2.56 × 10 5 , compared to the typical value of 3.2 × 10 4 pulses. For these pulse numbers, the imaging fidelity varies linearly between 99.3% and 92.0%, respectively. We find a small systematic shift in both correlators of 8.6(4.1)×10 − 8 per pulse. Given a typical imaging fidelity of 98% the fluctuations in the correlator due to imaging are at most 0.04%, which is negligible compared to our statistical uncertainties.
THEORY COMPARISON
The system is governed by the Hubbard Hamiltonian, a single band model that includes nearest-neighbor tunneling parameterized by the tunneling energy t, and an on-site interaction parametrized by the interaction energy U :Ĥ
(1)
Here,ĉ † iσ andĉ iσ are the fermionic creation and annihilation operators for a particle on site i with spin σ ∈ {↑, ↓}, n iσ =ĉ † iσĉ iσ is the density operator, V i denotes the trap energy offset, and µ is the chemical potential. To compare our measurements to theory we model our data within a local density approximation (LDA), which states that the entire atomic cloud can be considered as a locally homogeneous system with a spatially varying chemical potential µ LDA (r) as a function of distance r to the cloud center normalized in units of the lattice spacing l:
Here µ is the chemical potential in the center of the trap, m is the atomic mass of 6 Li and ω = √ ω x ω y is the geometric mean of the trap frequencies along the x and y directions. The confinement of the atomic cloud originates from the underlying Gaussian beam profile of the laser beams forming the optical lattice. As the beam waists in our experiment correspond to approximately 190 sites and typical cloud radii are about 20 sites, a harmonic confinement with a quadratic dependence with distance is an excellent approximation. We have verified that including the next order quartic term (which can be estimated from the respective beam waists) does not change any obtained fit parameter throughout the manuscript by more than its individual error bar. We compare the measured radial profiles of the site occupation n det (r) and nearest-neighbor spin correlator C 1 (r) to theoretical predictions of the single-band two-dimensional Hubbard model on a square lattice in the grand-canonical ensemble. The theoretical calculation is based on a NLCE, which includes terms up to ninth order that are resummed with Wynn and Euler resummation techniques [24] . The NLCE technique is a comparably powerful in our temperature regime away from half-filling, where quantum Monte Carlo techniques suffer from the sign problem. The NLCE data is given on a dense grid of (µ/t, k B T /t, U/t) values and we use a linear interpolation between points. For low temperatures and away from half-filling (µ = U/2) deviations in the theoretical predictions are observed between the different resummation techniques (mostly visible as oscillations in the data versus µ). For all fits and theory profiles shown in the manuscript we omit theory points with an absolute deviation larger than 0.02 in the occupation and spin correlator value. For U/t = 8 this typically restricts reliable fitting to temperatures k B T /t > 0.5.
We perform a simultaneous fit of the measured profiles n det (r) and C 1 (r) to theoretically calculated profiles n theory det (r) and C theory 1 (r), with the temperature T and chemical potential µ in the center of the harmonic trap as free parameters. The fitting algorithm minimizes the reduced chi-squared value
Here L is the number of degrees of freedom for the simultaneous fit and r i , r j denote the radial distances of the individual experimental data points for the site occupation and spin correlation with normal standard errors σ n det (ri) and σ C1(rj ) . If an experimental data point coincides with a point where the theoretical prediction becomes unreliable (which occurs for < 10% of the data points in all fits), the reduced chi-squared value is rescaled accordingly. In the main text we quantify the quality of the fit by the reduced chi-squared value at the optimal fit values for parameters T and µ.
SYSTEM CALIBRATIONS
We calibrate the lattice depth by performing lattice modulation spectroscopy with a non-interacting sample, as described in [12] . In brief, we determine inter-band resonance frequencies from the spatial widths of the atomic cloud after modulation and subsequent holding time. These resonance frequencies are then compared to band structure calculations to determine the lattice depths along the x and y directions. The nearest-neighbor tunneling matrix elements are calculated from Wannier function overlaps in the single-band approximation. This method is also used to calibrate the lattice depth along the z direction used for creating a single 2D layer.
A calibration of the underlying harmonic trap frequency can be obtained from breathing-mode oscillations, just as in [12] . After loading a non-interacting gas into the potential of a single-beam lattice, we rapidly decrease the lattice depth and measure the spatial width of the atomic cloud after variable oscillation times. We have verified that additional quartic terms originating from the underlying Gaussian beam profile of the laser beams have a negligible effect on the breathing frequency by varying the excitation amplitude. We repeat this measurement for different lattice depths to obtain a trap frequency calibration. For the lattice depth used in this work we find a geometric mean trap frequency of ω/2π = 0.420 (30) kHz, where the error bar is determined from the calibration uncertainty. As explained below, a more precise method based on minimizing the residual error from a theory comparison gives ω/2π = 0.439(5) kHz, which is well within error bars of the calibration. We use the latter value for all fits shown in the main manuscript.
For deep lattices the on-site interaction energy U can be directly calculated from Wannier functions in the lowest band, as the energy gap to the first excited band is much larger than all other Hubbard energy scales. For the lattice depths used in this work of 7.7(5) E r (7.2(4) E r for the data in Fig. 4 ), higher band contributions can play a role and change the value of the on-site interaction energy as compared to the simple lowest-band calculation, which gives U 0 /h = 6.79 kHz for the standard parameters [27] . When comparing our data to theory we find the best agreement (i.e. the smallest χ Histograms of lattice amplitudes for single images in which there was no spin removal, removal of |↑ , or removal of |↓ , respectively. The zero-atom peak is centered around amplitude zero, while the single atom peak is located near amplitude one. As expected, the spin removal process only decreases the height of the single atom peak and has little effect on the threshold value or average amplitude of occupied sites.
TAB S1
Measured Correlator
Corresponding Spin Correlator
Extended Data Table I . List of observable two-point correlators with the spin-removal detection method. This table lists all of the two-point correlators that can be observed with the spin-removal detection method. Here p refers to particle, h to hole, and d to doublon. The left column lists the correlators that can be directly observed. Due to parity imaging, we are unable to distinguish between holes and doublons, so the detection of either is denoted h. The expectation values N R, R↑ , and R↓ denote correlators in images after no spin removal, removing |↑ , and removing |↓ respectively. The right column shows the two-point spin correlators corresponding to each of the directly measured charge correlators. Extended Data Figure 4 . Measurement of systematic on correlation due to imaging. For both corrected methods used to measure the correlator, the correlator resulting from a varying number of imaging pulses is plotted. Across the entire range investigated, the two methods agree. Based on fluctuations in imaging efficiency, we estimate the systematic error due to imaging to be 4(2) × 10 −5 . Extended Data Figure 5 . Map (A) and profile (B) of difference in spin densities |↑ − |↓ over the entire cloud, for the colder data from Figure 2a in the main text. We find a constant polarization (|↑ − |↓ )/(|↑ + |↓ ) across the entirety of the cloud of about 6.5%, and no features in the polarization distribution. This polarization arises from our cloud preparation and loading, and remains the same for all of our data shown in the paper. Extended Data Figure 6 . Precision determination of the trap frequency and on-site interaction. We show the reduced chi-squared value obtained from simultaneous fits to radial profiles of the density and spin correlator for different pair values of ν and U . We use data shown in Fig. 3 of the main manuscript with two different lattice loading times that are expected to result in samples consistent with thermal equilibrium. Crosses mark the minimum and the red grid denotes the uncertainty region for the trap frequency calibration obtained from breathing oscillations. Using the data for the longest lattice loading time tL = 150 ms we determine ω/2π = 0.439(5) kHz and U/h = 6.82(10) kHz
