Future smart ocean applications require long distance and reliable communications to connect underwater sensors/robots with remote surface base stations. It is challenging to achieve such goal due to the harsh and dynamic underwater acoustic channel. While Multiple-Input and Multiple-Output (MIMO) technique can enhance reliability and transmission range, it is difficult to place multiple acoustic transducers on one single underwater device due to the large wavelength. Although the cooperative MIMO technique that let multiple underwater devices form a virtual MIMO system could solve the issue, it was impossible to synchronize the distributed underwater devices due to the extremely large and dynamic propagation delay of acoustic waves. To this end, this paper proposes an underwater cooperative MIMO communication mechanism, which is based on a hybrid acoustic and Magnetic Induction (MI) technique. The inter-node synchronization problem can be perfectly solved by using the MI technique so that the distributed acoustic transducers can cooperatively form narrow beams for long distance underwater communications.
I. Introduction
The underwater Internet of Things (IoT) have the potential to realize many new smart ocean applications, such as real-time pollution monitoring, deep sea mining, tsunami early warning, tracking underwater animals, and mapping the sea bottom [2] , [3] , [4] , [5] , [6] , [7] , [8] . Among various underwater IoTs, the Underwater Robotic Swarms (URSs) have attracted more and more attentions. Complex underwater monitoring tasks like recording oceans internal waves in three-dimensional motion are made possible using USRs [9] . USRs are also able to accomplish complex underwater exploration missions exploiting the collective intelligence that emerges from the local interactions among the robots [10] [11] [12] . This collective intelligence not only requires reliable and real-time communications among the robots within a swarm, but also the long-range, high-throughput, and reliable communication between the robot swarm and the remote surface base station. However, due to the harsh underwater environments, none of the existing wireless networking techniques can simultaneously satisfy the above requirements.
The underwater acoustic Multiple-Input and Multiple-Output (MIMO) system could be used to satisfy the longrange and high-throughput requirements [13] . However, the size of underwater robots is of the same order of the acoustic wavelength in water (tens of centimeters). As a result, it is impractical to place multiple acoustic transponders in the same underwater robots with enough interspace to guarantee spatial independence (usually more than half wavelength). Moreover, even with MIMO, a single robot still has limited communication range because of its limited onboard power source.
Although conventional MIMO is impractical in underwater acoustic communications, the cooperative/distributed MIMO can be utilized. By forming a virtual antenna array using multiple agents, both multiplexing and diversity gains can be achieved. Hence, a distributed MIMO can sufficiently increase the range of wireless links while saving the energy of each transmitting agent. As shown in Fig. 1 , instead of equipping multiple transmitters on one robot, each robot carries an antenna so that the distributed MIMO is realized by deploying a cluster of robots. As a result, the signal-to-noise ratio (SNR) as well as the channel capacity can be enhanced for the long-range and highthroughput communications. However, unlike conventional MIMO systems, each robot in the cooperative MIMO system has a separate local clock and oscillator. Therefore, the key challenge in realizing the underwater distributed MIMO systems is to synchronize the time and carrier frequency among the transmitters. The main sources of the frequency and time offsets include clock frequency mismatch and oscillator drift, doppler frequency shift, and slow propagation speeds. As a result, acoustic channels cannot satisfy the synchronization requirements since the low propagation speeds and high Doppler sensitivity results in longer synchronization time and larger synchronization errors.
To address the above problem, in this paper, we propose a cooperative MIMO communication mechanism using a hybrid acoustic and magnetic induction (MI) technique [14] . On the one hand, the MI communication is used for intra-swarm communications. More importantly, MI is also used to synchronize the distributed underwater robots within one swarm and form the virtual MIMO system. On the other hand, once the distributed transducers on each robot is synchronized, the cooperative MIMO acoustic communication is used for long-distance transmission to the remote surface Base Station (BS). MI signals have an underwater propagation speed of 3.33 × 10 7 m/s resulting in a negligible signal propagation delay. Compared with the underwater acoustic waves (propagation speed: 1.4 × 10 3 m/s), the extremely high-speed signal propagation of MI can significantly improve the delay performance while facilitating the synchronization of the distributed transmitters. In addition, the frequency offsets caused by the Doppler shift can also be greatly mitigated while using MI [14] . To allow sufficient underwater communication range between robots within one swarm, we also propose using the metamaterial-enhances magnetic induction (M 2 I) in URSs, where the MI transceiver is enclosed in a metamaterial shell (as used in our previous work [15] )
to provide power enhancement.
The major contributions of this paper can be summarized as follows.
• We propose the system architecture of the novel hybrid acoustic-MI-based underwater MIMO system, which consists of two modules, namely the M 2 I assisted synchronization module and the acoustic MIMO module. It is the first time that MI and acoustic techniques are optimally combined in the field of underwater communications.
• By considering the synchronization time and clock drift, the time and frequency synchronization errors of both MI and acoustic techniques are rigorously analyzed, which gives a clear comparison between the MI and acoustic techniques in terms of synchronization performance.
• The performance of the proposed underwater cooperative MIMO communication system is analytically evaluated under both beamforming and space-time coding schemes. The closed form expressions of the signalto-noise ratio (SNR), effective communication time, and throughput of the proposed system are rigorously derived, where the system and environmental constrains, such as the clock drift, synchronization errors, and doppler effects, are taken into consideration.
• Based on the theoretical analysis, we provide numerical evaluations to prove the significant advantages of the proposed hybrid acoustic-MI MIMO system over the conventional pure acoustic MIMO system.
• We implement the proposed hybrid acoustic-MI MIMO system in a software-defined testbed equipped with acoustic hydrophones and M 2 I transceivers. Two MIMO schemes, i.e., beamforming and space-time coding, are implemented and tested. The system is built in-house and tested in a real water environment (a 8 ft × 2.5 ft × 2 ft tank in our lab). Experiment results show that the proposed hybrid MIMO mechanism achieves much lower bit error rate and synchronization error than the conventional acoustic systems.
The remainder of the paper is organized as follows. The relate work is discussed in section II. Section III gives the system overview. The M 2 I-assisted synchronization module is developed in section IV wherein the synchronization protocol and time and frequency synchronization errors are calculated and analyzed. Then in section V, the acoustic MIMO module and performance analysis are presented, which is based on the synchronization errors found in the previous section. After that, the communication performance of the proposed hybrid system is numerically evaluated in section VI. Details of the software-defined testbed design, system implementations, and experimental results are provided in section VII. Finally, the paper is concluded in Section VIII.
II. Related Work
Underwater acoustic channels are band-limited and reverberant, which prevent underwater communication to achieve high throughput and data rate. Recently, the increasing demand of applications in underwater IoTs draws significant attentions to implement innovative communication techniques in the underwater acoustic networks so that reliable high throughput communications are realized, among which the acoustic MIMO technique is an important paradigm. In [16] , a MIMO acoustic communication system in shadow water environment was proposed and numerically analyzed. However, the paper is limited to theoretical concept without real-world implementation. The channel capacity and BER performances can be further improved due to inaccurate channel modeling and lack of coding and protocol design. In [17] , [18] , the Medium Access Control (MAC) scheme is designed specially for underwater acoustic MIMO system. The numerical results showed that the system throughput and the access delay can be significantly improved. However, the synchronization problem of the distributed MIMO is oversimplified and there is still no experimental evaluations. In [19] , a distributed SONAR MIMO system is designed for target detection and area surveillance. However, since the distributed system is connected using wires, it does not have the transmitter synchronization problem as we have in the robotic swarm system. The proposed distributed SONAR MIMO system is also limited to theoretical discussion and simulation evaluations.
All the above works focus on theoretical feasibility analysis on the underwater distributed acoustic MIMO communications. However, no practical implementation and real-world experiments are provided.
Real-world implementations of cooperative MIMO system based on electromagnetic (EM) waves have been intensively discussed in terrestrial scenarios [20] , [21] , [22] , [23] , [24] . However, the work on implementations of cooperative MIMO communications in underwater environments is very limited, since it is extremely difficult to synchronize the underwater transmitters due to the low acoustic propagation speed. In [25] , a distributed underwater MIMO system is implemented, where a MIMO receiver with multiple matched filters at each receiver are designed to counter the multiple carrier frequency offsets (CFO) and time offsets (TO) resulted due to the distributed transmitters.
However, the problem of the synchronization amongst the distributed transmitters is not considered at all, which could invalidate the reported promising results in the paper. In [26] , a MIMO receiver is designed and implemented to mitigate the different Doppler affected channel when distributed transmitters are used. However, the synchronization problem of the distributed transmitter is still ignored.
In summary, most of the existing work in this field focus on receiver design assuming very limited or no transceiver synchronization problem. Unless using wire connected distributed transmitters, the synchronization problem using slow acoustic underwater channel cannot be avoided. Therefore, this paper addresses an important issue in the cooperative MIMO underwater communications, where the M 2 I-based intra-swarm communication is used to synchronize the distributed underwater sensors or robots. By combining the M 2 I and acoustic technique, the long-awaited underwater distributed MIMO system can be truely realized. In addition, it is worth mentioning that our proposed solution synchronizes the transmitters before joint transmission, which can greatly mitigate the problem of multiple CFO and TO at the receiver as well as simplify the receiver design and provide better overall system performance.
III. System Overview
MIMO system can be used to get both multiplexing and diversity gains. In this paper, we mostly deal with achieving diversity gains. To this extent, a fixed surface Base Station (BS) is kept as the receiver. The proposed architecture can be extended to obtain multiplexing gains instead when using multiple receivers, i.e. transmitting to a remote robotic swarm.
The aim of the proposed Hybrid acoustic and M 2 I cooperative MIMO system is establishing long-range and high throughput links between a robot swarm cluster and the surface station. An overview of the system is shown in Fig.   1 . In Fig. 1 , a base station is located on the water surface for the data acquisition. The robot swarm is deployed for the detection and exploitation tasks in the underwater environment. The proposed hybrid MIMO system can be divided into two modules: the M 2 I-assisted synchronization module and the acoustic MIMO module.
A. M 2 I-assisted Synchronization Module 1) Introduction to Cooperative Synchronization: To facilitate synchronization and take control decisions amongst the transmitters, a master node is chosen from the robot swarm and the other nodes work as slave nodes. For example, to transmit using either maximum SNR beamforming or space-time coding scheme, all nodes need to agree on which data packets are sent concurrently in one frame. This control decision is taken by the master node after exchanging data packets with the slave nodes. Moreover, the local hardware clock of the master node is used as the reference to synchronize slave nodes. In order to achieve multiplexing gains in beamforming, the channel state information (CSI) of the master node also needs to be delivered to the slave nodes to compute the beamforming codebook 1 . Since MI signals have high propagation speed and large bandwidth in underwater channels, it is used for both these needs. Details on the proposed synchronization strategy and results will be discussed in section VII.
2) M 2 I-assisted Module: The M 2 I-assisted synchronization module is mainly based on the tri-dimensional MI transceivers [27] enclosed by the metamaterial shells, as shown in Fig. 1 . The MI communication using loop antennas utilizes the magnetic field to carry information. The tri-dimensional design of the MI transceivers ensures the omnidirectionality. These techniques have inherent advantages for wireless communications in lossy media, especially in underground and underwater environment. However, underwater robotic swarms require strict size limitation (within 10 cm) of wire-less transceivers on-board. The communication range of MI transceivers is limited since the efficiency becomes low when the size of antennas is much smaller than the MI wavelength (tens of meters). Thus, enabling wireless networking with longer communication range is desired in the aforementioned environment and an artificial meta-material is employed. The meta-material shell used here is developed by combining a number of small coils that are uniformly placed on the shell, which is shown in Fig. 15 . The meta-material shell can be treated as an array of split resonant ring (SRR) to enhance the magnetic field radiated by the loop antenna. When the small coils on the shell get resonant at the operating frequency of the loop antennas inside the shell, an negative permeability of metamaterial is achieved, which can enhance the magnetic field radiated by the loop antenna [28] , [29] . Comparing to MI transceivers without metamaterial shell, the M 2 I transceivers have larger power gain and a 20kHz bandwidth, which can provide low-delay long-range communication links among the robot swarms for the transmitters synchronization and CSI exchange process.
B. Acoustic MIMO Module
Two MIMO implementation schemes are considered in this paper. One is maximum SNR beamforming (BF) scheme and second is Space-time block coding (STBC) -Alamouti coding scheme.
1) Maximum SNR Beamforming:
In order for the nodes to beamform towards the base station (BS), each distributed antenna need to multiply the data symbols with a complex number corresponding to the inverse of the phase of the channel 2 , hence each source node has to estimate its channel with respect to the BS. To achieve this process, the BS broadcasts a beacon signal and a known training sequence as seen in Fig. 2 -(a). Using this signal, the source nodes computed the complex channel at every node. Assuming channel reciprocity in the distributed scenario as seen in [30] , the channel from each transmitter to the BS is found. Theoretical deductions and implementation details are discussed in section V and VII respectively.
2) Space-time Coding: Space-time block coding uses both spatial and temporal diversity to enable signal gains.
Just like BF, Space-time coding involves the transmission of multiple copies of data but instead of channel compensation at the transmitter, the data stream has to be encoded in blocks prior to transmission. Thus, there is no need for the transmitters to calculate the channel. Instead, the encoded data blocks are to be distributed amongst the multiple antennas and the data is spaced across time in a way such that the receivers/BSs are able to decode it effectively. MIMO Alamouti coding is a very popular and elegant scheme for MIMO STBC. Hence, we use it during the experimental evaluation of the paper discussed in section VII. 
IV. M 2 I-assisted Synchronization Module
In this section, we first discuss the proposed strategy for transmitter synchronization. Then, we analyze the accuracy for frequency and time synchronization using M 2 I and pure acoustic based communication.
A. Synchronization Protocol
As shown in Fig. 3 , the synchronization strategy works as follows: A master node is predetermined from the transmitting nodes and the other nodes use the master node as the reference. Since all the nodes have the same characteristics and M 2 I antennas used for synchronization have a relatively small time delay, the random assignment of the master will not have an impact on the overall system performance. The synchronization starts immediately after the BS broadcasts the initial beacon signal. The master node follows the initial BS broadcast with another broadcast to all the slave nodes using MI signals. This broadcast contains a beacon signal at a known frequency and a synchronization preamble which is used for carrier frequency synchronization at each slave node. After this, the time/phase synchronization happens in a time division duplexing (TDD) order utilizing M 2 I communication between the master and slave nodes as seen in Fig. 3 and based on the method described in [31] , [32] . The necessary data and CSI information needed for the generation of beamforming codebooks are also exchanged in this stage.
Compared to the acoustic channels, the M 2 I channels between the transmitting nodes have a very tiny delay.
As a result, the synchronization time can be reduced and therefore the synchronization accuracy is significantly increased. The numerical analysis is formulated in the following section.
B. Analysis of Synchronization Accuracy
First, we analyze the frequency synchronization error. Considering the difference of the independent crystal oscillators in the transmitter nodes, the average relative clock drift of the n-th node to the master node in the time ∆T can be presented asā
where a n (t) is the time-varying drift defined as the ratio of oscillator frequencies, we have
where f c,n (t) is the oscillator frequency of node n, the subscript n = 2, 3, ..., N indicates the slave nodes. The subscript 1 indicates the master node.
For a certain transmitting node, the operating frequency f s,i (t) is proportional to its hardware oscillator, which can be expressed as
where k is the frequency multiplier. The frequency of the beacon signal generated by the master node is f s,1 . After receiving the beacon signal at the slave node n, the frequency of beacon signal is estimated according to the local oscillator of the slave node asf
where s,n is the error of the frequency estimation. Obviously, the frequency estimated by the slave node n,f s,1,n is different from the transmitting frequency f s,1 due to the relative clock drift and the estimation error. Meanwhile, the slave node is told by the master node that the frequency of the beacon signal is f s,1 . Therefore, the difference of the frequency can be calculated asf
The frequency offset at the slave node n for the frequency synchronization can be determined as
According to (6) , the optimal frequency offset is (ā n − 1) f c,1 . Due to the estimation error s,n , the frequency cannot be perfectly synchronized and the frequency synchronization error can be defined as
Then, we analyze the time error of the synchronization. Due to the clock drift caused by the difference of oscillators, the accuracy of both time and frequency synchronization decreases as the drift bound increases. Once the master node generates its time stamp to slave node n, for the time synchronization process, the clocks of slave nods begin to relatively drift so that they will not start the beamforming at exactly the same time. According to the polling operation shown in Fig. 3 , the duration of the time slot for the n-th node is calculated by
where L n,1 and L 1,n are the total packet length delivered from the slave node to the master node and that from the master node to the slave node, respectively. B is the bandwidth, d 1,n is the distance between the master node and the slave node n, v is the propagation speed of the signals used for synchronization. Obviously, compared to the acoustic channel, the M 2 I channel has larger bandwidth and propagation speed. Hence, the duration of each time slot can be reduced if the M 2 I communication is utilized.
The total drifting time for the slave node n is computed from the timing that the master node generates the time stamp for node n to the earliest beamforming time t BF . Considering the time of the master node as the reference, the time synchronization error of slave node n can be derived according to (7) and (8) 
Then we evaluate the frequency and time synchronization error in Fig. 4 and Fig. 5 . The operating frequency is set to be 10 kHz for acoustic-assisted synchronization and 10 MHz for M 2 I-assisted synchronization. The frequency of the crystal oscillator is 100 kHz. The number of transmitting nodes including the master node is 10. The distance between the slave nodes and master node are set to be 20 meters. The packet length L n,1 = 100 bits and L 1,n = 200 bits. The bandwidth is set to be 10 kHz for acoustic channels and 20 kHz for M 2 I channels. As shown in Fig. 4 , the frequency error is evaluated by considering the variation of the frequency estimation errors. Since the M 2 I-assisted synchronization uses higher frequency to synchronize the local hardware clock with lower frequency, the value k is much larger, thus the error will be much lower than that of pure acoustic-based synchronization using low frequency acoustic waves. As shown in Fig. 5 , the time synchronization error by considering acoustic communications is extremely high since the delay of the acoustic signals enlarges the drifting time. Shown as the blue curve, the time synchronization error can be reduced significantly once the M 2 I-assisted synchronization is used.
V. Acoustic MIMO Module
The underwater distributed MIMO is developed for either maximum SNR beamforming or space-time coding scheme. The long distance acoustic data transmission in the system happens after the master-slave synchronization is completed. In this section, the performance of the acoustic MIMO system is analyzed considering the synchronization errors found in the previous section.
The transmitted baseband signal is a train of raised cosine, bearing modulated symbols m(t) [33] . The received signal through the acoustic channel from one transmitter can be expressed in time domain
where f is the carrier frequency and n(t) is the noise. The time-invariant channel is considered within the synchronization time interval. N pa is the number of paths. τ p is the propagation delay of the p-th path. P att ( f, d p ) is the channel attenuation depending on the distance d p and the frequency f , which can be expressed as
where ξ is the scattering loss. d β p is the geometric spreading loss determined by the distance d p and the spreading exponent β. α( f ) is the absorption coefficient. By considering the distributed MIMO with N perfectly synchronized transmitters, the received signal can be written as
where the subscript i indicates the i-th transmitter. By considering the uniform distributed channel delay τ p,i ∈ [−π, π), (12) can be simplified to
where A is the amplitude of the transmitted signal. h i is the channel envelope that follows the PDF below [34] :
where h p,i is the channel attenuation of the p-th path for the transmitter i that has
J 0 (x) is the Bessel function of the zeroth order and the first kind where
2π 0 e jxcosβ dβ.
By considering the perfect CSI information, the channel envelope h i and the delay τ i are known.
As mentioned before, the underwater distributed MIMO is developed for either maximum SNR beamforming or space-time coding scheme. First, we analyze the performance of the beamforming by considering M 2 I/acoustic-based synchronization. The received signal after the phase control process can be written as
where φ i is the phase control term at the i-th transmitter. The objective of the beamforming is to align the phase and maximize the SNR at the receiver side. The SNR can be expressed as SNR=
. Therefore, the optimal phase control vector v φ can be obtained by maximizing the SNR, which is
where
By considering the optimal phase control, the channel delay can be compensated by the phase control and the SNR at the received side can be maximized as
According to the synchronization error analysis presented in Section IV, the received signal can be expressed by considering the frequency and time errors
where the i,t and i, f are respectively the time and frequency error of the i-th node. i=1 indicates the master node.
Therefore we have 1,t = 0 and 1, f = 0. The phase controlled SNR by considering the time and frequency error can be written as
Similarly, the maximum SNR and error considered SNR for the space-time coding can be represented by
Due to the relative clock drift, the SNR presented in (20) and (23) will decrease with time. To maintain the communication, the SNR is required to be greater than a threshold η. Once the SNR is about to be lower than the threshold, another round of synchronization is required. The effective communication time is defined as the duration between two adjacent rounds of synchronization that can be used to transmit useful information. Therefore, the effective communication time for the beamforming and space-time coding t BF,S NR , t S T BC,S NR according to the SNR is constrained by
Since the channel model is assumed to be quasi-static, the effective communication time cannot be greater than the coherence time (the time that channel remains static) defined in [35] , which is
where f d is the Doppler shift and a is the Doppler scaling factor. For the underwater distributed MIMO system, the transmitters have to redo the synchronization and CSI estimation if either the S NR < η or the effective communication time oversteps the coherence time. Therefore, the effective communication time by considering both the SNR and the coherence time can be obtained by
and t S T BC = argmin{t S T BC,S NR , T c }.
The efficiency of the underwater distributed MIMO system can be evaluated by calculating the throughput of data.
By considering the CSI estimation time and synchronization time, the upper bound of the throughput by using beamforming and space-time coding can be respectively written as
where t CS I is the time of the broadcast from the base station for the CSI estimation calculated by:
L CS I is the total packet length delivered for the CSI estimation. B ac is the bandwidth of the acoustic channel and 
where N b is the number of the base stations. I N denotes the identity matrix of size N. H is the N × N b channel matrix.
VI. Numerical Evaluations
In this section, we evaluate the performance of the proposed underwater distributed MIMO systems by comparing the pure acoustic MIMO system and hybrid M 2 I-acoustic MIMO systems. The geometry of the underwater distributed MIMO system is considered as Fig. 6 . The transmitting power from each transmitter is set to be 10 mW. The power of the noise is 9.81 × 10 −3 mW [36] . The M 2 I transmitters operate at 10 MHz frequency with 20 kHz bandwidth. The acoustic transmitters operate at 10 kHz frequency with 10 kHz bandwidth.
The SNRs vs. time of using beamforming and space-time coding scheme are evaluated in Fig. 7 and Fig. 8 as the time increases and becomes random since the phases are not aligned after a certain time. Shown as the blue curve, the SNR of using pure acoustic-based synchronization randomly varies since the acoustic communication cannot provide accurate synchronization. The phases cannot be aligned even at the beginning of the communication.
The effective communication time in (27) and (28) is evaluated in Fig. 9 and Fig. 10 . The threshold of minimum SNR is set as η = 25 dB. When SNR is below 25 dB, another round of synchronization is required to maintain Finally, we calculate an upper bound of the throughput in Fig. 11 and Fig. 12 
VII. Testbed Implementation and Experimental Evaluations
The capabilities of the proposed system architecture are demonstrated using software-defined testbed in a labcontrolled tank environment. The setup is inspired by the platform established in [22] , [23] , [25] . Our proposed architecture is implemented in software-defined acoustic and M 2 I modems (SDAMM) that are built in-house. In this section, we analyze the performance of SDAMMs as well as the system implementing configuration. We use 3 SDAMMs in our experiments, two transmitters and one receiver to established an 2 × 1 hybrid acoustic and M 2 I MIMO System.
A. Software-Defined Testbed Setup
All three SDAMMs are based on the Universal Software Radio Peripheral (USRP) N210 platform and are equipped with LFTX and LFRX daughter-boards that can operate from 0 to 30 MHz, which is within the operating frequency band of M 2 I antennas. Experiment testbed setup is shown in Fig.13 .
The two transmitting SDAMMs are connected to a host-PC via a Gigabit Ethernet switch. Each SDAMM is then connected to one acoustic hydrophone and one M 2 I antenna in the following way: The LFTX daughter-board is connected to a linear wideband power amplifier, Benthowave BII-5002. Through the power amplifier, the SDAMM is connected to Teledyne RESON TC4013 acoustic transducer deployed in the water tank, which is shown in Fig. 14. As seen in Fig. 15 , the LFTX daughter-board on each transmitting SDAMM is also connected to a M 2 I antenna,
which is consist of an tri-directional MI antenna and a metamaterial shell.
The receiving side of the testbed can also be seen in Fig. 13 , the received signal from the Teledyne RESON TC4013 acoustic transducer is first passed through the voltage preamplifier and adjustable bandpass filter, Teledyne Fig. 17 . The packet structure for transmitter beamforming.
VP2000. Then the signal gets down-converted to the baseband for further processing by the LFRX daughterboard.
This USRP device is also connected to a host PC via Ethernet. GNU Radio companion and MATLAB R2018 are run on the host PCs for signal generation and processing. GNU Radio companion is an open source tool to create and analyze signal flow graphs used for baseband signal processing. On the transmitter side, the required signals and packets are generated using GNU Radio and MATLAB then transferred to the SDAMMs using Universal Hardware Driver (UHD). Similarly, at the receiver, the baseband signal from the LFTX daughterboard is given to GNU Radio for further signal processing which is done using custom digital signal processing blocks.
All the underwater MIMO experiments are conducted in a in-lab water tank of size 8 ft x 2.5 ft x 2 ft. The transmission gains and power for the transmitters is kept constant throughout the experiments, the carrier frequency ( f c ) of M 2 I antennas is set as 30MHz and of acoustic hydrophones is set as 100kHz.
B. Hybrid MIMO System Implementation
In this section, we discuss the proposed system implementation detail using GNU radio companion and MATLAB R2018. A complete overview of the system implementation can be seen in Fig.16 .
1) M 2 I-assisted Synchronization Module: The overview of synchronization process can be seen in Fig. 16 .
The master node sends data packets with synchronization preamble to the slave node using M 2 I antenna. Data is modulated using Binary Phase-shift Keying (BPSK) modulation scheme and the synchronization header consists of two repeated 127 bits short PN sequences and two repeated 1024 bit long PN sequences, these short and long sequences will be used for coarse and fine frequency offset estimation at the slave node. A chirp signal is also added as a header to the data packets. Chirp signals have excellent robustness against multipath, Doppler spread and also have useful correlation characteristics. Hence, a chirp signal is used for start of packet detection and time offset estimation at the slave node. The modulated data and synchronization headers also pass through a square-root-raised-cosine (SRRC) filter before transmission.
For frequency synchronization and Carrier Frequency Offset (CFO) estimation using the repeating preambles, a maximum likelihood method is utilized according to 802.11a short preamble method in [37] , [38] , where multiple small preambles are transmitted in order to estimate the CFO. On reception, cross correlation is performed and received packet detection is done using Chirp signal. For time synchronization, the initial time delay/time offset can be detected using cross correlation to find a rough alignment (within a sample) of two signals, which is accomplished with a custom "sample offset" block in GNU radio.
2) Acoustic MIMO Module: Beamforming Transmission: Block diagram for acoustic MIMO data transmission can also be seen in Fig.16 .
According to our discussion in section III-B, for the maximum SNR beamforming scheme, the BS transmits a beacon signal and a known preamble which is utilized at the transmitters for channel estimation. The preamble used here is a 127 bit PN sequence. For beamforming data towards the BS, the transmitters utilize BPSK modulation and data is multiplied by the phase inverse of their respective channels to the BS. The pack structure used for transmitter beamforming is shown in Fig. 17 . Synchronization is still needed between the transmitters and BS and hence Space Time Coding Transmission: Alamouti STBC can provide a full transmit diversity scheme for a system with two transmitting and M receiving antennas. The receiver decoding is provided by determining channel estimation matrix. Based on this concept, a cooperative MIMO system is implemented using the USRP N210 and GNU radio companion software. We have implemented a BPSK modulated Alamouti-STC system by developing Out-of Tree
Modules since the GNU-radio software does not have any default Alamouti encoding or decoding blocks. The packet structure used for Alamouti scheme implementation is shown in Fig. 18 . The Encoder block possesses a set of pilot symbols which is a random number of 1's and 0's of a fixed length which is used to calculate the CSI at the receiver based upon which the transmitted data can be decoded. Also, when a pilot is being transmitted from acoustic transmitter 1, the transmitter 2 remains silent. The same operation happens when transmissions occur from the second antenna. This is done so as to improve the efficiency in estimating the channel at the receiver.
The BPSK modulated data stream which acts as the input to the Alamouti encoder is then encoded such that its output is transmitted in different time slots. The encoded streams are further interpolated and pulse-shaped using a Root Raised Cosine (RRC) filter. Then the signal streams become band-limit and are being transmitted across TX1 and TX2 respectively. These individual data streams propagate through the complex underwater channel and are received at the base station. The band limited signals are then down sampled and pulse shaped using a matched filter. The decoding block initially estimates the channel that the signals have propagated through based on which the data stream is decoded.
The Alamouti encoder consists STBC Encoder as well as pilot signals (Random number generator) that are concatenated to the data streams and act as channel coefficients. The frame that is transmitted from each transmitter.
It indicates that when TX 1 is transmitting its pilot signal, TX 2 remains silent and its the same the other way around. In this way, different pilot signals are transmitted across the different transmitters at the same instant of time and channel estimation at the receiver with respect to the different transmitters are individually calculated.
For the decoding procedure, initially at the decoder, the state of the receiving end is set to accept the 1st pilot sequence based on which channel estimations are summed up over the entire length of the Symbol. When Pilot 1 is received the state is changed to Pilot 2 and the same procedure is carried out. Hence the mean of the entire pilot symbols is calculated and presented as the estimated channel to further decode the data streams. To improve the decoding accuracy, a maximum likelihood detector is used. The decoded stream is then demodulated to obtain the original stream of data. The matched filter used here is obtained by correlating a known delayed signal with an unknown signal to detect the presence of the template in the unknown signal. It is an optimal linear filter used for maximizing the SNR.
C. Experimental Performance Analysis
Experiment results for frequency and time synchronization error using pure acoustic-basic and M 2 I assisted synchronization scheme are seen in Fig. 19 and 20 respectively. For this experiment of synchronization, data are taken by changing the distance between the antennas in slave nodes from 20 cm to 80 cm, while keep the master node in the middle. Both acoustic antennas and M 2 I antennas are used for synchronization in order to compare their synchronization performance. It should be noticed that the distance between each slave node is much lager than half the wavelength (0.0075m) of acoustic wave to ensure channel independence. We can see that the Performance of the M 2 I-assisted synchronization technique out-compete the performance of pure acoustic synchronization even when the distance between the slave nodes is large, which means our proposed M 2 I-assisted synchronization scheme Then we evaluate the BER performance of both Maximum SNR beamforming scheme and Alamouti STBC scheme in the experiments. For the Maximum SNR beamforming technique, two transmit antennas and one receive antenna are used. The master-slave synchronization is done using acoustic antennas and M 2 I antennas mentioned above. Following the synchronization, beamforming is performed using the acoustic antennas. The Alamouti STBC experiments are also performed using a similar experimental setup. In this case, there is no need for feedback from the BS to do the channel estimation, but the data is encoded using the Alamouti scheme. The data packet is coded using MATLAB and then given to the transmitters from GNU Radio.
In Fig. 21 , it shows the BER performance comparison using beamforming scheme and Alamouti STBC scheme.
The data in Fig. 21 are taken by changing the distance between the transmitters and receiver from 20 cm to 80 cm and keeping the distance between the transmitters fixed at 30 cm. This scenario keeps the transmitter nodes fixed and change the distance between transmitter nodes and base station, which can evaluate the BER performance between transmitters and base station. Fig. 22 also shows the BER performance comparison using two different schemes, however, the data in Fig. 22 are taken by changing the distance between the transmitters and keeping the receiver approximately in the middle of the two transmitters. In this scenario, the master node is fixed while the distance between the slave nodes is changing. In this way, we can evaluate the BER performance between master node and slave node.
From the results shown in Fig. 21 and Fig. 22 , we can see that in two different scenarios and using different MIMO implementation schemes, the system using the M 2 I-assisted synchronization can always achieve better overall BER performance (one order magnitude) than the system using pure acoustic synchronization. These results demonstrate the effectiveness of our proposed hybrid M 2 I and acoustic MIMO system. And it should be noticed that no matter M 2 I-assisted or pure synchronization is used, the Alamouti STBC scheme can provide much flat BER performance than beamforming scheme. The reason is that when using the beamforming scheme, the channel estimation process is needed, so the BER performance is largely depended on how well we estimate the channel.
When the distance between two nodes becomes far, the precise channel estimation is hard to achieve so that the BER performance deteriorates and is no more better than using Alamouti STBC scheme. Thus, the Maximum SNR beamforming scheme is suitable in good channel condition while the Alamouti STBC scheme fits universal worse channel scenario. This finding gives us a hint about which MIMO scheme should be implemented for the hybrid MIMO system in real environment.
VIII. Conclusion
In this paper, we propose an underwater cooperative/distributed MIMO communication mechanism that is based on a novel hybrid M 2 I-acoustic technique, for underwater robot swarms (URSs) as well as other underwater IoTs.
The proposed cooperative MIMO system consists of two modules, i.e., the M 2 I-assisted synchronization module and the acoustic MIMO module. The performance of the M 2 I module is rigorously evaluated by analyzing the synchronization accuracy of the distributed transmitters and calculating the time and frequency errors. Based on the synchronization accuracy, the communication performance of the acoustic MIMO module is evaluated under both beamforming and space-time coding schemes. Compared with the pure acoustic underwater communications, the hybrid M 2 I-acoustic technique can truly realize the long-awaited distributed MIMO communications for small or mobile underwater devices, thanks to the much smaller propagation delay and the larger bandwidth of the MI techniques. The performance of the proposed hybrid system, including the SNR, BER, effective communication time, and the upper bound of the throughput, are evaluated through numerical analysis, and more importantly, through real-world experiments based on a software-defined testbed that is built in-house.
