INTRODUCTION
A major concern for computer designers is the development of formal procedures for the analysis of hardware and software systems. A model has been developed in which fundamental-mode flow tables are used to describe the operation of each system component [1] , [2] . Procedures for synthesizmg and analyzing sequential circuits are well known [13] .
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The author is with the Digital Systems Laboratory, Stanford University, Stanford, Calif. gram and circuit components in a computer system. This model is finite-state, that is, it can describe only programs and circuits that are equivalent to finite-state machines. When considering the interactions of program and circuit components, a finite-state model may not be overly restrictive. In this short note, a formal analysis procedure for systems described using the flow table model is presented. To illustrate the application of the procedure, a solution to the two-component mutual exclusion problem is analyzed.
The Mutual Exclusion Problem
In this problem, the system has two or more components that are operated concurrently and contain critical sections. Such components must be controlled so that the following two restrictions are always satisfied: 1) at most one component is in its critical section at any instant; and 2) if a component wants to enter its critical section, it is eventually allowed to do so. This definition of the mutual exclusioA problem is the one used by Knuth [10] . Dijkstra [5] , [6] has studied a slightly different version of the problem in which it is possible for a component to be blocked from its critical section indefinitely. The components in the mutual exclusion problem usually represent the process of executing a sequential program. In this short note, hardware processes are included as well. The parallel system solution for the two-component mutual exclusion problem is shown in Fig. 1 Proof: This proof also follows from the fact that line delays are of arbitrary duration. Suppose a parallel system has an output 1 hazard in line Ik = (Xk, Xk) which joins component Ci to component Cj. By Definition 2, it is possible for Ci to change Xk from 1 to 0 when Xk has the value 0. But since line delays are arbitrary, it is also possible that Xk momentarily has the value 1. As a consequence of the twophase cycle of operation defined for components, Cj does not monitor its inputs continuously. Therefore, it is possible that the 1 value for Xk will not be recognized. The possibility of the possibility of a 0 input that is not recognized and the proof is complete.
In general, there may be many connections from the component that recognizes a new input value back to the component that produced it. Furthermore, these connections may be through many other components and require many more hazard-free interactions. Thus it is difficult to specify efficient methods for testing for the presence of output hazards.
DESCRIPTION OF SYSTEM OPERATION
Given a parallel system, the following procedure detects all output hazards present in the system and, in the case when no such hazards exist, produces a directed graph description of the operation of the system. Fig. 1 is written (1-0, 1-0, 1-00 They are (2-0, 1-0, 1-00), (1-0, 2-0, 1-00), and (2-0, 2-0, 1-00).
In system state (2-0, 2-0, 1-00), line l1=(X1, xi) and component C2 are unstable. The immediate successors are (2-0, 2-0, 1-00), (2-0, 1-0, 1-10), and (2-0, 2-0, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] -(1-31, '0,1I [7] , [12] . We . Thus whenever the system enters a system state of the form (2-0, *, *-I*), that is, component C1 has requested access to its critical section and the request has propagated to the control input, every state sequence with such a state as its initial state must contain a state of the form (2-1, *, *). There are 16 system states that have the form (2-0, *, *-I*). Every state sequence from these states contains a state of the form (2-1, *, *). Therefore, when C1 requests access to its critical section, it must gain access. The argument that C2 must gain access to its critical section when it desires follows in a similar manner. We conclude that the parallel system of Fig. 1 is correct with respect to the mutual exclusion problem.
Other Concepts of Correct Operation
The notion of correct operation developed here for the flow table model can be compared with the concepts of correct operation proposed by Luconi [11] , Karp and Miller [8] , [9] , and Muller and Bartky [15] . The solution to the mutual exclusion problem is not determinate in the sense that the sequence of values for each system variable is unique. This follows because the values for the internalstate variable of the control component C3 depend on the order of arrival of requests from the components C1 and C2. It is also possible to construct correct (in the sense used in the flow table model) solutions to the mutual exclusion problem that are neither output functional as defined by Luconi nor speed independent as defined by Muller. Finally, it is possible to construct systems that are identical in their determinacy, output functionality, or speed independence to the correct solution of the mutual exclusion problem, but do not correctly solve this problem [4] .
CONCLUSIONS
An analysis procedure for parallel systems has been described. This analysis procedure can be applied to any finitestate system if restrictions on system operation can be stated in terms of forbidden states and forbidden state sequences.
This type of analysis is intended for use in the study of hardware and software interaction in computer systems.
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