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rules for the special cases are presented. © 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -F ract iona l  differences, Exponent law, Leibniz rule, Central difference. 
1. INTRODUCTION 
In [1], Diaz and Osler give the following definition for a fractional difference of order (~, A s of 
f(z): 
Aaf (z )  ----- E ( -1 )  k f (x  + c~ - k), (1) 
k=0 
where a is any real or complex number. Also, Hosking [2] employed the following definition for 
a fractional difference of order a, V a of f(z): 
v~f(z)  = ~( -1 )  k f (z  - k). (2) 
k=O 
I t  is easi ly verified that  A s and V a are based on the forward and backward differences, respec- 
tively. Then we are wondering if it is possible to establ ish a fractional difference based on the 
central  difference. It  is well known that  the central difference is more accurate than the forward 
and the backward differences in numerical  calculations. Therefore, it is expected that  a fract ional 
difference based on the central difference has a benefit with respect to numerical  accuracy and 
speed. 
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In this letter, we consider the following linear combination between forward and backward 
differences: 
OA 1 + (1 - O) V 1 = O(F -  I) + (1 - O) ( I -  B) ,  
where 0 E [0, 1], Ff(z) = f(z + 1), and Bf(z) = f(z - 1). Two fractional differences (0 ¢ 0 case 
and 0 ¢ 1 case) are defined, respectively. Also, the exponent laws for these fractional differences 
are established by simple calculations, and the exponent law proved by Isaacs [3] is given as 
a special case of these results. Finally, the simple proofs of Leibniz rules for the three cases 
(0 = 0, 1, 1/2) are presented. 
. TWO FRACTIONAL D IFFERENCES BASED 
ON A L INEAR COMBINAT ION 
OF FORWARD AND 
BACKWARD DIFFERENCES 
In this section, we give motivation for the concept of a fractional difference under the assump- 
tion 0 ~ 0. We denote this fractional difference by A~ because this case permits the forward 
difference (0 = 1). Consider the following: 
ANf(z) = (O(F- I) + (1 - O)(I-  B)) N f(z) 
N 
n=O 
N n(N) (F  I) N[( F I)-1( I -B ) ] '~f (z )  = EoN-n(1  -- O) n -- -- 
n=O 
N 
=Eog-n( l - -O)n(N) (F - - I )N f (z - -n )  
n=O 
= EoN-r~(1 -- O) n k=o 
n=O 
N n(N)  k (N) (_ l )k f ( z+N_n_k) ,  
n=O 
(3) 
where N' is a positive integer or zero and Ff(z) = f(z + 1), Bf(z) = f(z - 1). Equation (3) 
suggests that A~f(z) could be defined by the series 
oo 
Agf(z)  = E 
n=O 
n=O 
()(;) 0 '~ a ( -1 )k f (z+a-n -k )  EO~-~(1-  ) n 
k=0 
~ff'~oa-n(1 -Ü)n(°£k) ( °~ ) ( - - l )n -k f ( z+c~- -n )  
n-k  
k=O 
(4) 
where c~ is any real or complex number. When 0 = 1, it is easily shown that equation (4) comes 
to equation (1). 
Assuming 0 ¢ 1, we get the another fractional difference. We denote this by ~7~ since this case 
permits the backward ifference (0 = 0). Consider a linear combination of forward and backward 
difference Ü(F - I) + (1 - 0)(I - B). Then we obtain 
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vNf(z )  = (0 (F - I) + (1 - O) (I - B)) g :(z) 
N 
n~O 
= Eon(1 - -O)  N-n  [ (F - I ) ( I -B )  -1] ( I -B )  N f(z) 
n~O 
:EO '~(1- -o )N-n(N)  (- -1)kBkf(z+n) 
n=0 k=O 
n=O k=O 
(5) 
Substituting N into a, we get another fractional difference: 
V~f(z) = E E on (1 - o) ~-~ (-1)kf(z + n -  k). (6) 
n=O k=O 
When 0 = 1/2, we get two fractional differences based on the central difference from equa- 
tions (4) and (6): 
A~/2S(z) = ~ 2 ~ kn/  (-1)nf(z + a - 2n) 
n=0 \ / 
n=0 k=0 
It is a bit surprising that two differences A~/2 and V1~/2 have the basic discrepancy in the 
argument of f. One has the fractional order a in the argument of f and has single infinity series, 
but the other does not have it in the argument of f and has double infinity series. So, we cannot 
find any relation between these two. 
Nevertheless, the exponent laws for these two fractional differences can be proved, respectively. 
We state the exponent laws for these in the following. 
THEOREM 1. EXPONENT LAWS. If A~A~of(z ) and A~+~f(z) are summable, then 
Aa f(z) = f (z), (7) 
for 0 ¢ 0 and if V~V0~f(z) and V~+Zf(z) are summable, then 
(s) 
for O ¢1. 
PROOF. By definition, the LHS (left-hand side) of equation (7) yields this: 
oo 
k=0 
oo 0@ 
= E Eb~b~ f(z +a +/3-  n -k )  
n=0 k=0 
oo n 
= E E b~b~-kf(z + a +/3 - n), 
n=0 k=0 
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where 
(:)(:) bP ~ = E O'~-m(1-0)'~ (-1)P-m' 
m=O p m 
On the other hand, the RHS (right-hand side) of equation (7) yields 
O~3 
z~$+'f( ,)  = ~ b~+'f  (z + ~ + Z - ~). 
n=0 
Equating both sides, we have to show the following: 
E ~ z = b~+Z" bk bn- k 
k=0 
a It is easily known by binomial expansion that b k and bn_ k are the coefficient of x k in the 
expression (O+(1-O)x)a(1-x) ~ and the coefficient ofx n-k in the expression (O+(1-O)x)Z(1-x) ~, 
respectively. Also, the coefficient of x n in the expression (0+ (1 -  0)x)a+~(1-x)  a+z is just b~ +z. 
So we complete the proof of equation (7). 
Now we are in a position to prove equation (8). By similar argument as the above, the LHS of 
equation (8) can be expressed as 
v~v~f(z )  -- v~ ~ on(1 -- O) ~-~ ( - -1)V(z  + n -- s) 
n=O .s=O 
= E On(1 --O)#--n ( - -1 ) :  E 0k(1 - 0)a-k 
n=0 s=0 k=0 
E ( -1 ) t f (z  + n + k -  s -  t) 
t=0 
n - -  k s=O n=0 k=0 
~(t ) ( -1 ) t f ( z+n -s - t )  
t=0 
= E E0~(1  - 0)~+n-" a ( -1)~f(z  + n -  s) 
n k s=o t=o s - t n~0 k=0 
:E  E 0~(1-0)~+z-n( -1)~  13 ~ j3 f ( z*n -s ) .  
n=0 s=0 k=0 n - -  k t=0 8 - t  
~+n (~+n] The expression in the bracket is simplified into ( n ) ,  s ," Hence, the last expression on the 
LHS of equation (8) is just Vo+~f(z). Hence, it is completed. | 
When 0 = 1, Theorem 1 tells that A~A~lf(z ) = A~+~f(z), which was proved by Isaacs [3] 
with a different argument and some restrictions. Also, it holds that V~V0Zf(z) = V~+~f(z) for 
0 = 0. In [4], Gray and Zhang showed this case (0 = 0) as a special case (a --+ -oo)  of their 
result. 
Now we consider the Leibniz rule for equations (4) and (6). Unfortunately, the Leibniz rule for 
general 0 E [0, 1] could not hold. But we can show that for a certain value of 0 the Leibniz rule 
holds. Now we state the Leibniz rules for three cases (0 = 0, 1, 1/2). 
THEOREM 2.  
and 
Fractional Differences 
LEIBNIZ RULES. For 0 = 0 or 1, the following hold: 
~z~z~= ~ (~) i~o~z~l~ ~-~ 
k=O 
~ (~(z)~(z)) : ~ (~) t~(z)l ~ ~(~+ ~) 
k=O 
Furthermore, for 0 -- 1/2, then 
k=O 
holds. 
PROOF. 
The RHS of equation (10) can be expressed by 
~-]~(k) (ks) ~ (a-k) (-e)tg(z+a-t) ( - l )~f (z+k-s )E  t 
k=0 s=0 t=0 
~ ( ) (~)~(~)  =E (-1)t E a -k  t ( -1Fy(z  + k - s )g (z  + c~ - t) 
t=O k=0 s=0 
= 5 (:),-',~ [5 5 (°: ~) (~),-~,~,~ + ~- ~,] ~,~ + o- ~ , . ~ o  ~o ~o 
Simplifying the bracket expression of equation (12), we get 
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(9) 
(10) 
(11) 
Equation (9) was proved by Gray and Zhang. So, we consider equation (10) at first. 
EE c~ t (-1)Sf(z+k-s)-- 
s=0 k=0 
~-~(a- t )~-~(ks ) ( -1 )S f (z+k-s  ) 
k=o k s =o 
~(° ~)~z~ 
k=O k 
(1 + A1)a-tf(z) = FC'-tf(z) 
f(z + a - t). 
Hence, the RHS of equation (10) is 
(12) 
which equals A~[f(z)g(z)]. 
Secondly, we consider equation (11). By definition of A~/2 the RHS of equation (11) can be 
written by 
~ 1 ( -1 )~f (z  + ~-  2s) ~ k ( -1 ) 'g (z  + ~-  2(k + p)). 
k=0 k ~=0 p=0 
Rearranging two summations of index k and p, we get 
E E v (-1)Sf(z + (~ - 2s) (-1)k--g(z + c~ - 2k). 
k=0 n=0 = 
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Using the identity ( : ) (k - : )  = (~)(nk)' we obtain 
The bracket expression can be simplified into 
n=O s=O n=O s=O 
k 
n=0 
= [1 - (1 -B2) ]k f (z+c~)  
= B2kf (z  + a)  = f ( z  + a - 2k) .  
Hence, the RHS of equation (11) is 
~(-1)  k f ( z  + c~ - ek )g(z  + c~ - 2k) ,  
k=0 
which equals A~l 2[f(z)g(z)]. I 
The Leibniz rule for A~ was proved by Diaz and Osler, but the above argument is more simple. 
On the other hand, the Leibniz rule for Vl~/2 is still open. 
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