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Abstract 
Index-reduction may destabilize the asymptotic stability of stationary solutions. We analyze in some detail how index- 
reduction via an artificial Lagrangian multiplier as well as the Baumgarte method behaves. 
Keywords: DAE; Index reduction; Baumgarte stabilization 
1. Introduction 
Lower-index differential-algebraic equations (DAEs) are known to be somewhat easier to 
handle numerically. This is why index-reduction methods have been proposed by several authors 
to obtain index-l (and index-2) formulations. The best-known index-reduction methods appear to 
be those that differentiate the constraints, thereby replacing the derivatives such that the resulting 
DAE has index 1. Unfortunately, an “unstable” constraint equation may result. Baumgarte’s idea is 
to use a “stabilized” constraint instead of an “unstable” one. 
In order to reduce the index from 3 to 2, Gear et al. [S] proposed to introduce an artificial 
Lagrangian multiplier in equations of constrained mechanical motion. This approach is often 
called “stabilization” like e.g., Baumgarte’s stabilization (cf. [ll]). However, it is not yet clear 
how the asymptotic stability behaviour is affected by the various index-reduction methods. Un- 
doubtedly this question is a very timely one, also in mechanical engineering [lo]. 
The aim of the present paper is to contribute to the solution of this problem. The paper is 
organized as follows. In Section 2 we show that the introduction of an additional multiplier pre- 
serves the stability behaviour. In Section 3 we discuss the potentially different stability behaviour 
of Baumgarte’s approach. Finally, in the Appendix, we have collected some background material 
for the convenience of the reader. 
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There are some other papers dealing with the stability of the latter stabilization technique, 
notably [l]. We would like to point out, however, that our analysis more directly relates the 
stability of the (augmented) system to that of the original mechanical system and also shows this 
more explicitly. 
2. Equivalence of the stability behaviour of a system and the Lagrangian formulation 
Consider the simplified Lagrangian equation of the first kind 
u’ - u = 0, (2.1) 
u’ +f(u, V) + h’(U)TW = 0, (2.2) 
h(u) = 0, (2.3) 
which describes the motion of a multibody system in terms of the position and velocity coordinates 
u, u E Iw”, subjected to the holonomic constraints (2.3). Although we have used identity as a mass 
matrix, the analysis holds true for a general mass matrix (see Remark 2.2). The vector w E KY, r < n, 
represents the generalized constraint forces or Lagrangian multipliers. 
Assuming that h’(u) has full rank Y, the system (2.1)-(2.33 constitutes an index-3 differential- 
algebraic equation [6]. Since this index-3 equation may meet serious numerical difficulties [3], 
Gear et al. [S] proposed to solve, instead of (2.1)-(2.3), the extended system 
u’ - u + h’(U)TZ = 0, (2.4) 
0’ +f(u, v) + h’(U)TW = 0, (2.5) 
h(u) = 0, (2.6) 
h’(u)v = 0, (2.7) 
which is obtained by introducing the additional (artificial) Lagrangian multiplier z as well as the 
constraint on velocity level (2.7). 
Under the above assumption that h’(u) has full rank, the system (2.4))(2.7) represents an index-2 
differential algebraic equation. Moreover, (2.4)-(2.7) is equivalent o (2.1)-(2.3) in the sense that for 
each solution of (2.4)-(2.7) the z component vanishes identically. In [S] a fairly general theory for 
the existence, the uniqueness and the (asymptotic) stability of quasilinear systems is given; the 
relevant theorems can be found in the Appendix (see Theorems A.2 and A.5). In order to apply 
those results, we first write both systems into the form (cf. (A.4)): 
Ax’(t) + g(x(t)) = 0. 
More precisely, we define 
g(x):= (i(..Dj $)Tw ‘1 i 
u 
2 x:= v 
W 
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for (2.1)-(2.3) and similarly, with tildes, 
307 
for (2.4)-(2.7). Let x, = (u$, u$, w:)~ be a stationary solution of (2.1))(2.3) i.e. 
U* = 0, h(u*) = 0, Au*, v*) + h’(u*)TW* = 0. (2.8) 
Clearly, Z.+ = (uf, vi, wi, .zi)’ with z* = 0 is then a stationary solution of (2.4)-(2.7). 
Similarly as in the case of regular explicit differential equations, stability will be investigated by 
analyzing the linearized equations at x, and Z*, respectively. This is why we take a closer look at 
the matrix pencils {A,B) and {A”,B), 
0 -I 0 
B:= g/(x,) = F G HT , 
[ I HO 0 
ro -I 0 HTl 
(2.9) 
F G HT 0 
E:= g”‘(x”*) = H o o o ) (2.10) 
L 0 H 0 01 
where H:= h’(u,), F:=f:(u,,v,) + ~“(u.+_)~w*, G:=fi(u,,u,). 
Lemma 2.1. Let H have fill rank. 
(i) Then {A,B} 1s a regular index-3 pencil, while (A”, b) is regular with index 2. 
(ii) The pencil {A, B} has th e same eigenvalues as (A”,Z?} (with the same multiplicities). If x is an 
eigenuector (generalized eigenuector) of{ A, B), then 2 = (xT, zT)T with z = 0 becomes an eigenuector 
(generalized eigenvector) of {A, B”}. 
Proof. Part (i) is well known, thus we turn to (ii) immediately. Since H has full rank, HHT becomes 
nonsingular, and H ’ = HT(HHT)-’ is the Moore-Penrose inverse of H. Denote by PH:= HfH, 
QH:= Z - H+H th e orthoprojectors onto ker(H)’ and ker(H), respectively. Now, the relation 
+ B)x = 0 may be written as 
AA - v = 0, 
Au + Fu + Gu + HTw = 0, 
Hu=O. 
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or, equivalently, 
u= QHU, (2.1 la) 
v = Au, (2.11b) 
w = -(HH=)- ’ (HF + J.HG)u, (2.1 lc) 
(A21 + AQHG + QHF)u = 0. (2.1 Id) 
Therefore, A. E C appears to be an eigenvalue of (A, B) if and only if (2.11) is satisfied with 
a nontrivial u = QHu. 
On the other hand, (AA” + B”)? = 0 reads, in some detail, as 
AtA - v + HTz = 0, 
J-0 + Fu + Gv + H=w = 0, 
Hu=O, 
Hv=O, 
or, equivalently, 
u= QHU, 
v = h.4, 
w = -(HH=)- ’ (HF + AHG)u, (2.12) 
z = 0, 
(A21 + AQ,G + Q,r,F)u = 0. 
Now it becomes obvious that (A, B) and {A, B”} have the same eigenvalues. 
Similarly, generalized eigenvectors are determined by (AA + B)xj = Axj_ 1 resp. 
(AA + B)Zj = A”x”j_i, where Uj_1 = QHUj_1, “j-1 = QHUj_ 1 in both cases. This yields, again in 
both cases, 
Vj=jlUj-Uj_1, 
Wj = -(HHT)- ’ H(F + ~G)uj + (HHT)- ’ HGUj_ 1) 
(A21 + 3bQ,G + QHF)Uj = AUj- 1 + Uj- 1 + QHGuj- 1. 
The fourth component in ~j is zj = 0. 0 
(2.13) 
Remark 2.2. (1) Note that degree (det(AA + B)} = degree{det(Ad + B)} = 2 rank QH = 2r. 
(2) If we consider (2.2) with a general mass matrix M = MT > 0 we have 
Mu’ +f(u,u) + h’(u)=w = 0. (2.14) 
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By premultiplying (2.14) with M-i and using the projector PH:= M-‘HT(HM-lHT)-lH we 
obtain matrices like B, B” (see (2.9), (2.10)) with the second block row premultiplied by M-‘. From 
this it can be seen that the proof and the results of Lemma 2.1 remain valid. A similar thing can be 
said about the stability results of Section 3. 
Theorem 2.3. Let f be a C2 function, and h be C 3. L,et u*, v*, w.+ form a stationary solution of 
(2.1)-(2.3), i.e. (2.8) is satisjied. Let h’(u) have full rank and, moreover, a constant nullspace for all 
u belonging to a neighbourhood of u.+. Then, the stationary solution u*,v*, w* of (2.1)-(2.3) is 
asymptotically stable if and only if u,, v,, w,, z* = 0 form an asymptotically stable solution of 
(2.4)-(2.7). 
Proof. Since f is C2 and h is C3, the resulting functions g and g belong to the class C2. 
For the index-3 equation Ax’ + g(x) = 0 representing the original system (2.1)-(2.3) it is shown 
in [S] that the conditions (A.6),(A.7) are indeed satisfied, so that Theorem A.5 may be applied 
immediately. On the other hand, the index-2 equation &’ + i(Z) = 0 representing the enlarged 
system (2.4)-(2.7) fulfils the condition (A.4) trivially, because the derivative-free part (2.6), (2.7) does 
not depend explicitly on the variables z, w. 
Finally, Lemma 2.1 completes the proof. 0 
Remark 2.4. (1) In particular, assuming all eigenvalues of {A, B} have negative real parts, any 
initial value problem for (2.1)-(2.3) and (2.4)-(2.7), respectively, with the initial conditions 
QH(u(O) -u") = 0, Qd40) - ~'1 = 0, (2.15) 
and IQdu" - u*)l, IQH(v 0 - v,)l sufficiently small, is uniquely solvable in C’ [O, co]. 
For such a solution we have 
u(t) + u*, v(t) + v,, w(t) + w, (t -+ a), 
and z(t) = 0 (cf. Theorems A.2 and A.5). 
(2) The initial values of the solution of the initial value problem (2.1)-(2.3) and (2.15) satisfy the 
consistency conditions 
h(u(0)) = 0, &z)(O) = 0, PHf (u(o), v(o)) + h’(4WT~(~) = 0, (2.16) 
i.e., for a given u”, v”, the system (2.15),(2.16) uniquely determines the complete initial values 
u(O), v(O), w(O). 
(3) By differentiating the constraint (2.3) three times and replacing the derivatives, we find 
(2.1)-(2.3) to represent the vector field 
u’ = 21, 
v’ = -f (u, v) - h’(u)Tw, 
w’ = (h’(u)h’(u)T)- ’ & (h”(u)vv - h’(u) f (u, v) - h’(u)h’(u)Tw)v 
+ $ (h”(u)vv - h’(u) f (u, v))( -f (u, v) - h’(u)Tw) 
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Fig. 1. 
on the manifold 
JzZ:= {(UT,UT,WT)T: h(u) = 0, h’(u)0 = 0, h”(u)vv - h’(u)(f(u,v) + h’(U)TW) = O} G R”. 
In this context, Lyapunov stability is related to the solutions that evolve in the manifold 
A! (Fig. 1). 
The manifold related to (2.4)-(2.7) is simply 
%A?:= {(UT,UT,WT,ZT)T:(uT,UT,WT)E~, z =o>; 
the vector field has the same first three components, the fourth one satisfies z’ = 0. 
(4) The initial condition (2.15) allows one to treat any neighbouring solution of the stationary 
one (which all lie on the manifold A), without knowing respectively using the manifold A expli- 
citly. 
(5) It should be mentioned that in order to apply related results shown for vector fields on 
manifolds, we would have to require more smoothness off and h, since f~ C2, h E C3 lead to 
a vector field that is only continuous. 
3. Index-reduction by differentiation and Baumgarte’s approach 
Differentiating the constraints (2.3) and replacing the derivatives leads to the index-l differen- 
tial-algebraic equation 
U’-u=o, (3.1) 
0’ +f(u,u) + h’(U)TW = 0, (3.2) 
h”(u)vv - h’(u){ f(u, u) + h’(U)TW} = 0. (3.3) 
The matrix pencil that is “responsible” for the Lyapunov stability behaviour of the equilibrium 
solution u.+, u*, w* (cf. (2.8) and th e 1 inearizations in Section 2) of (3.1)-(3.3) is formed by 
(3.4) 
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with the notations used in Section 2. 
Recall that {A,, &} is a regular index-l pencil. Instead of (3.3), Baumgarte [2] proposed to use 
the modified term 
$(u) + 2&(u) + p%(u) = 0, (3.5) 
that is 
h”(U)?X - h’(u){f(u,v) + h’(U)TW} + 2crh’(u)u + f12Zl(u) = 0, 
with suitably chosen positive parameters CC, j3. 
By virtue of the initial conditions 
(3.6) 
h’(u(O))u(O) = 0, Mu(O)) = 0, 
the relation (3.6) is equivalent to h(u) = 0. 
(3.7) 
Baumgarte pointed out that the original equation (d*/dt*)h” = 0, h”:= h(u), is unstable, and that 
the aggregate 2cc(d/dt)h” + /?‘R in Eq. (3.5) should play the role of a control term, stabilizing the 
differential equation (3.5). Often the choice 
p=a>o, 
which describes a critically damped motion (cf. [2]), is preferred. However, this does not necessarily 
mean that the complete system (3.1), (3.2), (3.6) is also stable. This question will be investigated next. 
In the present context, this system is well known to be an index-l differential-algebraic equation. 
Denote the matrix pencil that contains the information about the stability of the equilibrium 
solution u,, u,, w* by {A(cc, p), B(a, b)}, where 
A(olJ?):= 0 I 0 [ 11:I? w?):=[ ,,,*;_,, H(2jl G) _iHj. (3.8) 
As an index-l pencil, (A(a, @),&a, p)} has 2n eigenvalues, ince degree{det(lA(cc, j?)+ @cc, p))} = 
rank(A(x,P)) = 2n (cf. [4]). 
Lemma 3.1. Let H have full rank. Then the eigenvalues of {A, B} are also eigenvalues of 
{A(@, /3), &cc, f~)} with the same algebraic structure. {A(a, /?), &cc, p)} has the additional eigenualues 
1 1.2 = -o! f $zjF. 
AI,* may have their own Jordan block and/or they lengthen an existing main vector chain. 
Proof. We consider the relation (LA(c(,~) + B(Lx,~)) x0 = 0 with x0 := (u,‘, vi, w:)~. This means 
(Ii* + 1QHG + QHF)uO + (21~ + p*)Z%uo = 0, (3.9a) 
vg = /1u(), (3.9b) 
w. = (HHT)-‘H{(P*I - F)uo + (2~~1 - G)vo}. (3.9c) 
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Multiplying (3.9a) by QH and PH we have 
(Ii2 + AQHG + QHF)Q HUO = -(AQHG + QHFIPHUO (3.10a) 
and 
(i2 + 21@ + fi’)&,uO = 0. (3.10b) 
Let A (2) denote the spectrum of {A, B} ({ A(or, /3), B(a, p)}). First, we show that A c A. 
Let x, Z. = (fi,‘, I$, 6:)’ be an eigenvalue and eigenvector of (2.11), respectively. Then 
P,&,=O (soH&=O) 
and (3.10) (3.9b), (3.9~) represent the same equations as (2.11). This also means that the (algebraic) 
structure of these eigenvalues of (3.9) is the same. 
Next, we investigate the eigenvalues ;1 1, 2. We have to consider two different cases: 
(a) Ai$A, i = 1,2, 
(b) Ai E A, i = 1 and/or 2. 
(a) We know that (ZA2 + /lQHG + QHF) is nonsingular for A # 0. Therefore, (3.10a) gives for 
;1=&c$A,i= 1,2, 
QHuO=-(~J.~ +AQHG +QHF)-~(~Q~~G+QHF)PHu~. 
For 1 = 0 (i.e., p = 0) Eqs. (3.9) have the representation 
QHF~o = 0, 
uo = 0, 
wg = -(HIIT)-‘HFuo. 
(3.11) 
(3.12) 
However, (3.12) has only a nontrivial solution with PHuo # 0 when Ai = 0, i = 1 and/or 2. 
For A1 = A2 (i.e., CI = /I) the following generalized main chain vector equation has to be satisfied: 
(A21 + AQHG + QHF)u~ + (2ict + p2)PHu1 = 2(A + tl)PH~o, (3.13a) 
V , - I&~ = 210, (3.13b) 
w1 = (HIIT)-‘H{(P21 - F)u, + (2x1 - G)v,}, (3.13c) 
where x0 = (u,‘, vz, w:)~ denotes an eigenvector corresponding to ;1r. Multiplying (3.13a) by 
QH yields 
QHu~ = -(A21 + AQHG + QHF)-~(AQHG + QHF)PHul. 
Summarizing, we see that the eigenvectors corresponding to the eigenvalues &g/1, i = 1,2, are 
given by 
Q HUO + zo Q HUl + Zl 
x1 := 
i 
Al UO 1 9 x2 := i i &(uo + Ul) 9 if A1 # A2. w 0 Wl 
(b) Ai E A, i = 1 and/or 2. We assume that li = 1 E A and ;1. is an eigenvalue of (2.11b)-(2.11d) 
with algebraic multiplicity k but geometric multiplicity 1. If we denote by x0. . . xk_ 1 the vector 
chain of this eigenvalue, then Eq. (2.13), forj = k 
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with zs E Im(P,), z.6 # 0, Q,t& calculated by (3.11) (if 1-i # 0) or (3.12) (if Ai = 0) and wi calculated 
by (3.9~) and the vector chain is given by 
vk = A& - t&l, (3.14a) 
wk = -(fiHT)- ‘H(Fnk + GVk), (3.14b) 
(A21 + AQHG + QHF)Uk = 2&- 1 + ok-2 + QHGUk-l, (3.14c) 
does not have a solution with pHuk = 0. (We set Uj = 0, j < 0.) 
The equation for vector chains of generalized eigenvalues of a Baumgarte’s case is given by 
Vi = /lUi - Ui_1, 
Wi = (HHT)-’ {H(fi21 - F)Ui + H(2~l - G)Ui}(A21 + AQHG + QHF)Ui 
+ (2jLU + p2)PHUi, 
= 2(A + a)PH~i-i + QH(211 + G)ni-1 + Ui-2. 
We consider (3.15) for i = k and we distinguish between two cases for (3.14). 
(I) (3.14) has only a solution with PHuk # 0, 
(II) (3.14) has no solution. 
(I) In this case (3.15) has a nontrivial solution. We multiply (3.15~) by PH: 
(1’ + 2k + p’)&& = 0 
which gives A2 + 2Ac( + p2 = 0 and on multiplying (3.15~) by QH: 
(i2Q* + AQHG + QHF)& = Q,(2AZ + G)Uk-l + &r&-2. 
(3.15a) 
(3.15b) 
(3.1%) 
(3.16) 
(3.17) 
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(3.17) is identical to (3.14~) multiplied by QH, which means (3.17) has a solution but with PHuk # 0, 
and the chain vector is given by 
and ok, wk calculated by (3.15a), (3.15b), respectively. 
(II) If (3.14) is inconsistent, then the eigenvector equation (2.11b)-(2.11d) also has to have 
a solution with PHu # 0. In this case the additional eigenvalues Ai have their own Jordan block. 
In summary the following possibilities may occur: 
Does (3.14) have solutions with PHu # O? 
Do (2.11b)-(2.11d) have 
solutions with PHu # O? 
yes 
no 
Own Jordan block and 
lengthening of the chain 
Lengthening of the 
existing chain by two 
Own Jordan block of 
dimension 2 
Impossible 
Remark 3.2. For the case of 01 = p = 0, Lemma 3.1 specifies the results of Mrziglod [9]. The worst 
case is when the two additional eigenvalues lengthen an existing chain. It is very difficult to discover 
this case in advance. We want to illustrate this case by two simple examples. 
In the first example (2.11b)-(2.11d) have solutions with PHu # 0, but (3.14) does not. The second 
example represents the opposite case. 
Example 3.3. Consider the index-3 equation 
u; - v1 = 0, 
u; - v2 = 0, 
v;+w =o, 
v; + w = 0, 
u1 + u2 = 0. 
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The matrix pencil is given by 
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The dimension of the eigenspace is one and the vector chain is given by 
The matrix pencil is given by 
I LO-1 0 O\ 
det(lA(a,P) + B(cr,P)} = det 
The dimension of the eigenspace for CI = p = 0 is two and, in addition to (3.18), we have the vector 
chain 
Example 3.4. Consider 
2.4; - II1 = 0, 
2.4; - v2 = 0, 
u; + u2 + u2 + w = 0, 
II; - u1 - 01 + w = 0 > 
Ul + u2 = 0. 
0 
0 
1 . 
0 
0 I 
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The matrix pencil is given by 
The dimension of the eigenspace is one and the vector chain is given by 
x0 = 
1’ 
-1 1 
0, x1= 
0 
1 
0 
0 
-1 
1 
-1 
The matrix pencil for o! = fi = 0 is given by 
det (AA(cr, p) + B(cr, 8)) = det 
and the additional eigenvalues A1 = A2 = 0 lengthen the chain x0, x1 with the chain vectors 
x2 = 
0 
-2 
0, x3= 
0 
1 I 
0 
-2 
0 . 
2 
0 I 
Theorem 3.5. Let all the assumptions of Theorem 2.3 hold. Then, the stationary solution u*, v*, w* of 
(3.1), (3.2), (3.6) is asymptotically stable iff u*, II*, w* form an asymptotical solution of (2.1)-(2.3) and 
the polynomial 
(/I2 + 2aI” + fi’) 
has only roots with negative real part (a > 0, /I # 0). 
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Proof. The theorm is a direct consequence of [12, Lemma 3.31 and Lemma 3.1. 0 
Remark 3.6. (1) It now becomes clear that reducing the index by Baumgarte’s approach improves 
the numerical behaviour, but it does not improve the stability qualities of the solution. In the 
normal case the stability is left as it is. 
(2) Unstable components of the solution are relevant in BVPs also. From this point of view the 
choice of the Baumgarte parameters may not be a wise choice as damping may occur in specific 
components, where one rather has increasing modes to follow. 
Appendix. On stable stationary solutions of autonomous differential-algebraic equations 
Consider the constant coefficient linear system 
Ax’(t) + Bx(t) = 0, (A.1) 
where the matrices A,B E J!@“‘) form a regular matrix pencil (A,B}, that is, the polynomial 
~(1”) := det(3,A + 9) is assumed not to be identically zero. The eigenvalues of the pencil appear to be 
the roots of the polynomial p(k). 
Assume A to be singular. Transforming the DAE (A.l) into the Kronecker normal form (see [3]) 
where J denotes a nilpotent block, we know u(t) vanishes identically, and 
u’(t) + Wu(t) = 0. (A.2) 
It can be shown that the eigenstructure of the pencil determines that of the matrix W. In particular, 
the eigenvalues of (A, B) are at the same time eigenvalues of - W and conversely. 
Clearly, the eigenstructure of the pencil determines the stability respectively boundedness 
behaviour of the solutions of (A.l) in an analogous way as is known for the case A = I. 
Note that initial conditions should be formulated in terms of A, B, but they should be related to 
the component u (cf. (A.2)) only. 
Next, consider the quasilinear differential-algebraic equation 
Ax’(t) + g(x(t)) = 0, (A.3) 
where the leading coefficient matrix A E L(Rm) is singular and g : $3 c R” --f IR”’ is a C2 function. 
By decoupling the linear part of (A.3) one obtains an inherent local state equation similar to 
(A.2); the classical Lyapunov Theorem on the asymptotical stability of stationary solutions can 
then be generalized to (A.3) [7, S]. For this purpose, special projectors are constructed in order to 
make the decoupling constructive and, moreover, to formulate the initial conditions appropriately. 
We quote the related results on projectors and stability for index-2 and index-3 problems for the 
convenience of the reader. 
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Lemma A.1 (MG-z [7, Lemma 2.11). Let A, Z3 E L(Rm)fornz a regular matrix pencil {A, B} having 
index 2. Then, there are projectors 
Q,QI EWV 
onto ker(A) and ker(A,), AI := A + BQ, respectiuely, such that 
Q = QPIAilB, 
QI = QvGIW 
P:= I - Q, PI:= I - Q1, 
where A2 := AI + BPQl is nonsingular. 
Theorem A.2 (Marz [S, Theorem 4.31). Let x, E 9 be an equilibrium of(A.3), i.e., g(x,) = 0. Let 
{A,B}, B:= g’(x*), b e a regular index-2 pencil, and let all its eigenvalues have negative real part. Let 
R E L([W”‘) denote any projector onto Im(A), let 
(I- R){g(y) - g(Py)) E W(L - RPQL Y E W,, e). (A.4) 
Then, there is a z > 0 and a 6(c) > 0 for each E > 0 such that 
(i) all IVPs 
Ax’(t) + g(x(t)) = 0, PPl(X(GJ) - x0) = 0, IPPl(X 0 - x*)1 < 7 
have unique C’ solutions that may be continued onto [to, GO), 
(ii) IPP,(xO - x*)1 d 6(s) implies Ix(t;x”,to) - x*( < &for t 2 to, 
(iii) x(t; x0, to) + x, (t -+ co). 
64.5) 
Remark A.3. Condition (A.4) ensures that Eq. (A.3) is index-2-tractable in an open neighbourhood 
of x*. Note that the index-2 property of {A, B} does not imply this. 
Lemma A.4 (M%rz [S, Lemma 4.31). Let A, B E L(FY)f orm a regular matrix pencil {A, B} having 
index 3. Then, projectors Q, Q1, Q2 E L(EV) onto ker(A), ker(A,), ker(Az), 
Al := A + BQ, P:= I- Q, 
AZ:= AI + BPQ1, P1:= I -Q,, 
may be chosen in such a way that 
Q = QP,P,A;‘B, 
QI =QJ'PG~W 
Qz=QAIBPh, 
where P2:= I - Q2, AS:= AZ + BPPIQZ. 
Theorem A.5 (MSrz [S, Theorem 3.21). Let x* E 9 be an equilibrium of(A.3) i.e., g(x,) = 0. Let 
{A,B}, B:= g’(x*), b e a regular index-3 pencil, and let all its eigenvalues have negative real part. Let 
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the conditions 
Qz~31{dy)--SW'~y)) =O, YEN-G,@), 64.6) 
(QI + PW’,~S’(g(y) -g(W) = 0, Y E NK+A 64.7) 
be satisjed. Then, there is a z > 0 and a B(E) > 0 for each E > 0 such that 
(i) all ZVPs 
Ax’(t) + g(x(t)) = 0, PP1 Pz(x(to) - x0) = 0, )PP,P2(x0 - x*)1 d T 
have unique C’ solutions that may be continued onto [to, CXI), 
(ii) IPP1P2(xo - x*)1 d S(E) implies Jx(t;x”,to) - x*1 d 8 for t 3 to, 
(iii) x(t; x0, to) + x* (t -+ co). 
(A.@ 
Remark A.6. (1) If, additionally, Q2A3 ‘g belongs to the class C3, then the solutions of (A.8) are 
c’. 
(2) (A.6) is equivalent to 
(1 - W{g(y) - sWW) E ImW - WNQ + PQA Y E Nx,,e). (A.9) 
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