We state a self-similar tiling principle which shows that any open subset of a self-similar set with open set condition may be tiled without loss of measure by copies under similitudes of any closed subset with positive measure. We use this method to get the optimal coverings and packings which give the exact value of the Hausdorff-type and packing measures. In particular, we show that the exact value of these measures coincides with the supremum or with the infimum of the inverse of the density of the natural probability measure on suitable classes of sets. This gives criteria for the numerical analysis of the measures, and allows us to compare their complexity in terms of computability.
Introduction
This paper analyses the behaviour of the Hausdorff and packing measures on a self-similar set E with open set condition. To this end we use a self-similar tiling principle: any open subset U of E can be tiled by a countable set of similar copies of an arbitrarily given closed set with positive Hausdorff or packing measure. This tiling is exact in the sense that the part of U which cannot be covered by the tiles is of null measure.
To get the exact value of the Hausdorff measure of a set of dimension s, we need coverings of minimal s-dimensional volume, and the packing measure is based on packings by disjointed balls of maximal s-dimensional volume. The self-similar tiling principle enables us to construct explicitly the minimal coverings that give the Hausdorff measure, and the maximal packings that give the packing measure of E. These are tilings of E by sets of maximal density, for the Hausdorff measure, and of minimal density for the packing measure. The task of finding M Morán the optimal coverings or packings reduces to finding a unique set of maximal density or a ball centred at E with minimal density, and then tiling E with copies of it. The Hausdorff and packing measures coincide with the inverses of the extreme values of the density. These measures can be understood as the amount of s-volume contained in a set, when this is measured in terms of sets of optimal density.
We work on self-similar sets with open set condition. This is a canonical class of fractals which has played a relevant role in the development of fractal geometry. The open set condition (see section 2, definition 1) stands for totally disconnected self-similar sets such as the classical Cantor set, and for connected self-similar sets, such as the Koch and other self-similar curves, or the Sierpinski gasket, with a small overlapping among the various similar pieces into which the fractal decomposes.
The determination of the exact measure of self-similar sets is an area of active research [1, 7, 9, [16] [17] [18] 21] . In these papers and the references therein the interested reader can find the analysis of the exact Hausdorff measure of some particular self-similar constructions. Reference [18] is a recent review of relevant open questions in this area, some of them closely related to those discussed in this paper. The computation of the packing measure of a fractal set is achieved for the first time in [4, 8] . So far all this research has been mainly addressed to the determination of the upper or lower local density, for the analysed measure, of balls with radius tending to zero. The values of these densities for a measure allow us to get estimates of the measure through the classical theorems of geometric measure theory, stated for arbitrary subsets of Euclidean space [11, theorems 6.9 and 6.11] . In this general setting, the Besicovitch and Vitali covering theorems give the existence of optimal coverings and packings, but they cannot be explicitly constructed. By contrast, we can easily obtain the optimal coverings and packings, in a self-similar setting. It is likely that the method, and the results derived from it, also work for fractal sets that display self-similarity, such as sofic systems, random selfsimilar constructions and fractals of stochastic generation mechanism displaying statistical self-similarity, such as Brownian motion and other mathematical fractal models for natural phenomena.
With regard to the determination of the exact values of the standard measures, we show that local densities may be replaced with sets of optimal density. This holds for any scaling Hausdorff-type measure, such as the spherical Hausdorff measure, and for the packing measure. In some cases there is an obvious candidate for a set of optimal density. We show in example 12 how this can be used to obtain in just a few lines the packing measure of the classical Cantor set (compare with the recently obtained computation via lower density in [4] ). In [1, 17] , convex sets of maximal density were related for the first time to the determination of the standard Hausdorff measure of self-similar sets, but unfortunately the construction of convex sets of maximal density is beyond our reach, unless the dimension of the measured self-similar set is no greater than 1 (see [19, 20] for examples in Sierpinski carpets).
The results in this paper lead to computable criteria. If the measure is based on coverings or packings by balls as in the case of the spherical Hausdorff measure or the packing measure, the search for a ball of optimal density reduces to finding an extreme value of a continuous function: the density as a function of the radius and the centre of the balls. The density of a given ball may be computed by adding up the natural probability measure of all cylinder sets of the kth generation contained in the ball for increasing k. In some cases, such as the Koch curve or the Sierpinski gasket, properties of symmetry may cause the existence of balls, natural candidates to optimal density sets. If the self-similar set is totally disconnected, the extreme values are attained, since the domain of the density of balls may be taken to be a compact set, ignoring the balls of small radius. These are exact self-similar sets in the sense that there exists a set of optimal density, and the exact value of the relevant Hausdorff-type measure is attained by a tiling that covers almost all the set. Zhou and Feng [18] have called the best covering of a self-similar set E one that gives the exact Hausdorff measure of E. The coverings obtained from tilings with tiles of optimal density may be called best almost coverings, and it would be nice to have a precise characterization of which fractals are exact with respect to each measure and admit such coverings.
Another consequence of these results is the conclusion that the packing measure could be easier than the Hausdorff measure from a computational point of view. A little known result by De-Jun Feng [3] shows that the packing measure can be computed directly from optimal packings, getting around the second step which is needed in the definition of this measure (see definition 3). This eases the work with the packing measure in any setting, and in particular, as we show below, in the self-similar setting. The packing measure has proven to be useful in the dimensional analysis of Brownian paths, and this could also stand for other fractal sets of stochastic generation. Sullivan showed that the natural measure of the limit sets of Kleinian groups is sometimes given by packing measures, and sometimes by Hausdorff measures. The packing measure has also been shown to be useful in dynamical systems. See [11] for references on these applications of the packing measure.
The task of determination of the standard Hausdorff measure H s is difficult because we must find a set of maximal density on the class of convex sets, which is the narrowest class of covering sets that gives the Hausdorff measure. The exhaustive class of covering sets used by this measure gives it a special place as the smallest among all measures based on coverings. The price to be paid for such a privilege is that the research on the exact Hausdorff measure of a self-similar set leads, with a few exceptions, to the computation of bounds, but the exact Hausdorff measure of most fractal sets will remain unknown for some time. So far, the unit n-dimensional cubes, n = 2, 3, . . . , are the only exception of sets with dimension larger than 1 and with known Hausdorff measure.
The packing measure can be more easily computed, since the search for sets of optimal density is restricted to balls centred at E. The other measure we consider is the spherical Hausdorff measure, based on coverings by balls, instead of by arbitrary sets. This measure is less complex than the standard Hausdorff measure, but more complex than the packing measure since the class to be explored is still that of balls, although with centres in R n , instead of balls centred at E, as in the case of packing measure. Thus, the spherical Hausdorff measure is easier to compute than the standard Hausdorff measure, although both of them describe the covering properties of the measured set. 
Preliminaries on self-similar sets
The self-similar set generated by is the unique non-empty compact set [6] which satisfies
We shall assume throughout the paper that a system of similitudes as above is given, and we shall work on the self-similar set E generated by .
Assumption A1 ensures that the Hausdorff dimension of E (see [6] ) is given by the unique real number s such that m i=1 r s i = 1, where r i is the contraction ratio of the similarity f i , i ∈ M. Moreover, the Hausdorff measure of E is finite and positive. In this paper we shall restrict our attention to s-dimensional measures.
The open set condition affords a separating set O. It plays a relevant role in understanding the packing measure (see section 4.2). In Euclidean spaces, the open set condition is equivalent to the strong open set condition [13] . This means that we may assume that O ∩ E = ∅. Furthermore, if ∂ denotes the boundary topological operator on R n , it may be proved (see [12, theorem 3.3] ) that the Hausdorff dimension of E ∩ ∂O is strictly smaller than s, and therefore, H s (E ∩ ∂O) = 0. We shall write G for E − O. It is easy to see that E ⊂ adhO, where adh stands for the closure operator in R n [6] . Hence
from which it follows that
Assumption A2 avoids, without any loss of generality, the case when the self-similar set reduces to a singleton, and ensures that the smooth n − 1 dimensional manifolds intersect E in sets of null Hausdorff measure [10] .
We now introduce the basic notation used below. We write M for the set of finite sequences of indices in M plus the empty sequence φ.
We denote by i ∨ j the sequence i 1 i 2 · · · i k j 1 j 2 · · · j p and, for I, J ⊂ M, we write I ∨ J for the set of indices {i ∨ j : i ∈ I, j ∈ J }. Lastly, for I ⊂ M and A ⊂ R n , we abbreviate to IA the union i∈I A i , or in words, IA is the set covered by all copies of A under similitudes with indices in I.
Iterating the basic equality (1) the k times gives
Let |A| denote the diameter of A ⊂ R n . Since, for i ∈ M k ,
we see that any x ∈ E belongs to arbitrarily small sets E i . These are the basic pieces into which the self-similar set decomposes, and they are called cylinder sets.
Scaling measures on a self-similar set
We introduce in this section Hausdorff-type scaling measures, defined through the Caratheodory process. The premeasure is asked to be scaling under the similitudes in the generating system of the self-similar set and the covering class is invariant for such similitudes. This guarantees that the Hausdorff measure is scaling.
C is a class of closed subsets of R n such that, for any δ > 0, there exists some F ∈ C with τ F < δ and C provides δ-coverings of E, i.e. countable coverings {F k } of E with F k ∈ C and |F k | < δ for all k.
(c) There exists a δ > 0 such that for any F ∈ C with |F | < δ and for all i ∈ M, f i F ∈ C and f
with the infimum taken over all δ-coverings of A by sets in C.
The measure H s C is known to be a Borel regular measure [11] . In particular, if The methods used in this paper allow us to study several more Hausdorff-type measures of interest, such as the cylindric Hausdorff measure, whose class of coverings is that of cylinder sets, the centred Hausdorff measure, with balls centred in the measured set as covering class, or the spherical intrinsic Hausdorff measure, that uses balls of E as metric subspace of R n . We shall focus our attention only on the measures H s sph and H s which are the most frequently used in the literature.
It is easy to see that, as a consequence of the scaling property of the premeasure τ and the invariance of C under similitudes f i , i ∈ M, the measure H 
. This well-known relationship holds because it holds trivially for E, and the scaling property implies then that it holds for the ring of cylinder sets, which generates the σ -algebra of Borel subsets of E.
A useful measure on a self-similar set is sometimes called natural probability measure, or Hausdorff normalized measure µ, defined on the ring of cylinder sets by µ(E i ) = r s i , and then extended to Borel subsets of E. This is a probability measure which scales on cylinder sets, and the above argument shows that H s E = H s (E)µ, where H s E(A) := H (A ∩ E) (we shall keep this notation for the restriction of a measure). It is easy to see that the open set condition implies H s (E i ∩ E j ) = 0 for any pair i, j ∈ M with i = j , and from this it follows
The same is true for µ and for any scaling measure. We call a collection C of cylinders almost disjointed if i ∧ j / ∈ {i, j} for each pair of indices i, j with i = j and
Recall the definition of packing measure, introduced by Taylor and Tricot [14] . [15] . We then define the packing measure P
where the infimum is taken over all countable coverings {F i } of A by closed sets.
The packing measure is scaling, so P s E = P s (E)µ. In [3] it is shown that premeasure p s and measure P s coincide on compact subsets with finite packing measure. This applies to any compact subset of E, and in particular to E itself, thus the second step in the above definition can be ignored for these sets, and the packing measure can be computed directly from tight packings.
Self-similar tiling principle
We start now with the most simple example of the self-similar tiling principle.
By (4) we know that any x ∈ E belongs to cylinder sets E i of arbitrarily small diameter. Therefore, given an open set U ⊂ E, there exists a set of indices I ⊂ M such that U = i∈I E i , or using the notation in section 2,
We may regard E in equality (5) as a factor of U , and write
By deleting redundant cylinders, we may select I in such a way that the collection of cylinders {E i } i∈I is almost disjointed, i.e. ν(E i ∩E j ) = 0 for i, j ∈ I, i = j and for any scaling measure ν.
In this case we say that IE (or, sometimes, I) is a tiling of U by E. Furthermore, given an arbitrary δ > 0 we may require that |E i | < δ for all i ∈ I, and then we say that IE is a δ-tiling of U by E. The self-similar tiling principle states that this construction can be generalized if we replace E by any closed set F ⊂ E with non-null scaling measure.
Lemma 4. Let ν and µ be respectively a scaling measure and the natural probability measure on E. Let F ⊂ E be a closed set such that µF > 0, and let U be an open set. Then there exists a subset of indices J ⊂ M such that
Furthermore, i∈J r s i = µU/µF holds, and given any δ > 0, we may require that |E i | < δ for all i ∈ J .
Proof. Let I, K ⊂ M be δ-tilings by E of U and E −F , respectively. We now define a process that completes U (in ν-measure) as a union of copies of F . Set J 0 = I, J k+1 = J k ∨ K, k = 0, 1, 2, . . . , and J = ∞ k=0 J k . At a first stage, J 0 F = IF is the part of U filled in by copies of F and, using that E = F ∪ KE
We continue splitting J 1 E as a union of J 1 F and (J 1 ∨ K)E = J 2 E. At the kth stage, the part of U filled in by copies of F is ( k q=0 J q )F , which, together with the collection of cylinders (J k ∨ K)E = J k+1 E completes the whole set U . At the next stage we split the part J k+1 E, still uncovered by copies of F , into the collection J k+1 F of copies of F and the collection of cylinder sets J k+2 E, which is the part of U still uncovered. We now check that this process exhausts U in ν-measure. We shall compute the amount of measure ν(J k F ) that the process aggregates to each stage. From the disjointedness of the cylinders E i , i ∈ I it easily follows that i∈I r If U , F and J are as is lemma 4 we write J ∈ U : F , and we say that J F (or, sometimes, J ) is a tiling of U by F .
Minimal coverings and Hausdorff-type measures of self-similar sets with open set condition
We now show how the self-similar tiling principle can be used to obtain the exact value of Hausdorff-type measures, and to construct minimal coverings. The construction is very natural. First, we seek efficient elements in the class C which provides the covering sets. The criterion for efficiency, given in part (iii) below, is that of maximal density of the natural probability measure, or equivalently, a minimal inverse of that density. Once an efficient element F in C has been selected, the optimal coverings are δ-tilings of E by F . If we use an element F with non-minimal inverse density α, the δ-tilings of E by F provide non-optimal coverings, that nevertheless give α as an upper bound of the Hausdorff-type measure. This is the content of part (ii). Part (iii) is known to hold for the Hausdorff measure of self-similar sets in the real line [1] , and for the Hausdorff measure in R n [17] .
Theorem 5.
Let µ be the natural probability measure on E. Let τ : P(R n ) → R + be a premeasure, and C a class of subsets of R n satisfying the hypotheses in definition 2. Then 
This gives the upper bound
C . To get the lower bound we consider an arbitrary countable covering {W k } of E by sets in C. Let k i , i = 1, 2, 3, . . . , be the subsequence of indices corresponding to sets in {W k } with positive µ-measure. Then
This gives the required lower bound, and part (iii) is proved.
Remark 6. Note that, once H s
C E is known, we can also get the measure of any measurable A ⊂ E from its natural probability measure by the formula H s
Applying this lemma we get the following corollary. 
Maximal packings and packing measure of a self-similar set with open set condition
In this section we undertake the analysis of the packing measure. The method used is as follows: we seek balls B centred at E and with minimal density µ(B)/|B| s . We then construct δ-tilings J of E by B E := B ∩ E. For these tilings f i B E ∩ f j B E = ∅ holds for all i, j ∈ J with i = j. This affords packings by balls of E as metric subspace of R n , but we want to work with packings by ordinary (Euclidean) balls. In the following proposition we show that if B is an Euclidean ball centred at E and contained in O (recall: O is the open set satisfying the strong open set condition), the self-similar tiling principle can be modified so that not only the tiles f i B E , but also the balls B i , i ∈ J are disjointed. 
We proceed to construct a tiling of E by B E as in lemma 4, taking now U = E and F = B E . The set I which tiles U by cylinder sets in lemma 4 is now the empty sequence, since in our case U coincides with E. We select a set K of indices that tiles E − B E by almost disjointed cylinders such that (6) holds for all i ∈ K. Note that if i, j ∈ K and i = j then, since the cylinders E i and E j are almost disjointed,
and by the property (6) for indices i ∈ K,
As in lemma 4, let 2, 3 , . . . , and i = j then there is some integer t, 0 t < k, and some l ∈ K t (with K 0 = {φ}) such that i = l ∨ p ∨ r and j = l ∨ q ∨ s with p, q ∈ K and p = q (r and s could be the empty index here). Then, by (7)
If i ∈ J k and j ∈ J l with k = l then either i ∧ j ∈ {i, j} or the above argument works and B i ∩ B j = ∅. Assume that i ∧ j = i and j = i ∨ r ∨ s with r ∈ K (here s could be the empty index). Then, by (8) ,
We are now ready to state and prove the main result in this section. The next theorem for packing measures parallels theorem 5 for Hausdorff-type measures. 
Proof. Let B = B(x, r) ⊂ O with x ∈ E, and let J ∈ E : B E be a B-separating δ-tiling of E. By lemma 4 i∈J
By proposition 9 we know that J B is a δ-packing of E. Since δ is arbitrarily small, definition 3 gives p s (E) |B| s /µB. In [3] it is proved that the packing premeasure p s coincides with P s for compact subsets with finite P s -measure. Thus they coincide for E, and parts (i) and (ii) are proved. To get (iii), we first consider tilings of E by closed balls B centred at E, contained in O and with |B| s /µB smaller than but arbitrarily close to d −1 . Part (ii) gives the lower bound P s (E) d −1 . To get the opposite inequality, given an arbitrarily small ε > 0 we can find, by
and letting ε go to zero part (iii) follows.
) is a ball of minimal density in B and therefore in the family of all admissible balls. The exact packing measure of the Cantor set is then 
Final comments on computability
The results in this paper leave some work for the computer. For totally disjointed self-similar sets the measures H s sph and P s can be computed as suggested in the introduction. Another example: the spherical Hausdorff measure of the Koch curve seems to be given by the inverse µ-density of the circle determined by the three endpoints of the two middle segments of the second stage of construction of the curve (the first stage being the unit interval).
In the general case (with some overlapping and no obvious candidate), we need to test the densities of balls with an arbitrarily small diameter. A limitation derived from this stems from the exponential growth of the cardinality of the collection of cylinders in the kth generation. Once the greatest possible generation k has been decided, a grid is created with the centres of mass of all cylinders of the kth generation. In computing the packing measure, a box assisted algorithm can efficiently select all the δ-neighbours in the grid for each of its nodes (see [5] for details on the algorithm). All this information is stored in a 'box matrix', and from there we may readily recover the ε-neighbours of any point in the grid for ε < δ. In computing H sph , an additional grid with the centres of the balls whose densities are to be computed must be created with points of R n in a neighbourhood of E. From this the µ-measure of the balls for every scale in a given range and the extreme values of the density can be estimated. The Euclidean balls have smooth manifolds as boundaries, and assumption A2 guarantees then that the density is a continuous function of the centre and the radius of the balls. This will ease the computation of the extreme values of the density.
Although the method presents obvious limitations, it seems more robust than those methods based upon the computation of local asymptotic densities, because these are given by (upper or lower) limits when the radius of the balls tends to zero. The limit for a ball with a randomly chosen centre converges almost surely to the exact value of the measure, but it may take some generations to approach this limit value, and we know that in practice the number of such generations is limited by the same argument given earlier. Typically, the density will oscillate at each scale, and there will be a significant variance in the estimates of asymptotic densities randomly chosen (see [1] for a numerical analysis of densities of self-similar sets in the line). Our method tests all the balls centred at the grid and with a diameter in a range of values, and chooses the extreme value of the density. This should provide, at a higher computational price, a robust estimate of the exact value of the relevant measure.
