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Abstract
Trotignon and Vusˇkovic´ completely characterized graphs that do
not contain cycles with exactly one chord. In particular, they show
that such a graph G has chromatic number at most max(3, ω(G)). We
generalize this result to the class of graphs that do not contain cycles
with exactly two chords and the class of graphs that do not contain
cycles with exactly three chords.
More precisely we prove that graphs with no cycle with exactly two
chords have chromatic number at most 6. And a graph G with
no cycle with exactly three chords have chromatic number at most
max(96, ω(G) + 1).
1 Introduction
The chromatic number of a graph G, denoted by χ(G), is the minimum
number of colors needed to vertex-color G such that two adjacent vertices
receive distinct colors. A clique is a graph such that every two vertices are
adjacent. The clique number of a graph G, denoted by ω(G), is the number
of vertices of the largest clique in G. A class of graphs is hereditary if, for
any graph G in the class, every subgraph of G is in the class. We say that a
graph G isH-free if G does not contain the graph H as an induced subgraph.
If H is a class of graphs we say that a graph G is H-free if for any H ∈ H, G
is H-free. Classes of graphs defined by forbidding some graphs as induced
subgraphs are clearly hereditary.
It is clear that ω(G) is a lower bound of χ(G) since vertices of a clique
are colored with pairwise distinct colors. Gya´rfa´s introduced the following
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notion [6]: a graph is said to be χ-bounded if there exists a function f such
that for every subgraph H of G, χ(H) ≤ f(ω(H)). A class of graphs C
is said to be χ-bounded is every graph in the class is χ-bounded. Observe
that, in order to prove that a hereditary class C is χ-bounded by a function
f , it is enough to prove that for any graph G in C, χ(G) ≤ f(ω(G)). For
instance, graphs χ-bounded by the function f(x) = x are known as perfect
graphs. M. Chudnovsky, N. Robertson, P. Seymour, and R. Thomas proved
[4] that perfect graphs are exactly the graphs that do not admit odd cycles
of length at least 5 nor complement of odd cycles of length at least 5, solving
the famous strong perfect graph conjecture proposed by C. Berge [2]. So, a
natural question arises:
Question 1.1 What kind of induced structure is needed to be forbidden in
order to get a χ-bounded class?
Let us now survey some results on χ-boundedness by emphasizing on
what different meanings “structure” can take.
If H is a graph, we denote by Forb(H) the class of H-free graphs. A first
way to tackle the problem is to determine for which graphs H, Forb(H) is χ-
bounded. For example, it is proved in [6] that Forb(Pk) is χ-bounded (where
Pk denotes the chordless path of length k). In [7], Erdo˝s proved that there
exists graphs with arbitrarily large chromatic number and arbitrarily large
girth. So, if H contains a cycle, Forb(H) is not χ-bounded. It is actually
conjectured in [6] that Forb(H) is χ-bounded if and only if H is a forest. The
deeper results concerning this conjecture are certainly results of Kierstead
and Penrice [8] and Kierstead and Zhu [9] proving that the conjecture holds
for every tree of radius at most 2 and several trees of radius 3. To get
out from this conjecture, we need to forbid a class of graph H such that H
contains graphs with arbitrarily large girth.
A second way to forbid induced structures is the following: fix a graph
H, and forbid every induced subdivision of H. We denote by Forb*(H) the
class of graphs that do not contain induced subdivisions of H. The class
Forb*(H) has been proved to be χ-bounded for a number of examples. The
most beautiful one is certainly the proof by Scott [12] that for any forest
F , Forb*(F ) is χ-bounded. In the same paper he conjectured that, for
any graph H, Forb*(H) is χ-bounded. Unfortunately, this conjecture has
recently been disproved by Kozik et al. [10]. Based on this work, Chalopin
et al. [3] gave a precise description of a number of graphs H for which
Forb*(H) is not χ-bounded. There is no general conjecture on which H has
to be forbidden in order to ensure Forb*(H) is χ-bounded.
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A third way is to forbid a graph H for which some edges can be sub-
divided but some cannot. More generally, to forbid a class of graphs H
such that, for each H ∈ H, some edges can be subdivided and some can-
not. A few classes defined this way has been studied (see [1] and [11] for
instance). In [11], Trotignon and Vusˇkovic´ proved that the class of graphs
that do not contain cycles with a unique chord is χ-bounded by the function
max(3, ω(G)). Forbidding cycles with a unique chord is equivalent to forbid
a diamond (a diamond is a cycle of length 4 with a diagonal) such that every
edge but the diagonal can be subdivided.
A k-cycle is a chordless cycle with exactly k chords. We call Ck the class
of k-cycle-free graphs i.e. the class of graphs that do not contain cycles with
exactly k chords. So, the cited result on the class of graphs that do not
contain a cycle with a unique chord may be rephrased as follows : C1 is
χ-bounded.
The two main results of this paper are that both C2 (see Theorem 4.1)
and C3 (see Theorem 5.3) are χ-bounded. The statement of Theorem 4.1
deals with a super-class of C2, see Section 4 for more details. Since graphs
which do not contain a 2-cycle do not contain K4 as an induced subgraph,
proving χ-boundedness is equivalent to prove that the chromatic number is
bounded. We actually prove that the chromatic number in this case is at
most 6. An immediate lower bound on the chromatic number is 3, given by
odd cycles. Close the gap between these two values can be an interesting
point.
The class C3, contrary to C2 that does not admit graphs with cliques
larger than the triangle (because K4 is a 2-cycle), admits graphs containing
arbitrarily large cliques. We prove that the chromatic number of a graph
G ∈ C3 is at most max(96, ω(G) + 1). In addition we provide examples of
graphs G with arbitrarily large clique such that χ(G) = ω(G) + 1, showing
that our bound is asymptotically tight. Nevertheless, lower bound of 96 is
surely far away from an optimal bound for graphs in C3 that do not contain
large cliques.
Here is an outline of the paper. In Section 2, we give some terminologies
and in Section 3 we describe the general method used in the proofs. Section
4 is concerned with the class C2 and Section 5 is concerned with the class
C3. We also propose the following conjecture suggested by our results:
Conjecture 1.2 For any integer k ≥ 4, Ck is χ-bounded.
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2 Terminologies and notations
For standard definition on graphs, the reader should refer to classical books
of graph theory, such as [5]. Let G be a graph, x a vertex of G and S a subset
of vertices of G. We denote by N(x) the set of neighbors of x, by NS(x) the
set of neighbors of x in S, and by N(S) the set of vertices of V (G) \ S that
have a neighbor in S. We denote by d(x) the degree of x and by dS(x) the
degree of x in S, i.e. the number of neighbors of x in S. We denote by G[S]
the subgraph of G induced by S, and G \ S denotes G[V (G) \ S]. S is a
cutset of G if G\S has more than one connected component. If S induces a
clique, then S is a clique cutset. If {x} is a cutset of G, then x is a cutvertex.
Note that a cutvertex is a clique cutset.
A path P is a sequence of distinct vertices p1p2 . . . pk, k ≥ 1, such that
pipi+1 is an edge for every 1 ≤ i < k. For every 1 ≤ i < k, the edge pipi+1
is an edges of P . Vertices p1 and pk are the endpoints of P , and p2 . . . pk−1
is the interior of P . P is referred to as a p1pk-path. For 1 ≤ i ≤ j ≤ k, we
write pjPpi := pj . . . pi, P˚ := p2 . . . pk−1, p˚jP p˚i := pj+1 . . . pi−1.
A cycle C is a sequence of vertices p1p2 . . . pkp1, k ≥ 3, such that p1 . . . pk
is a path and p1pk is an edge. Edges pipi+1, for 1 ≤ i < k, and edge p1pk
are called the edges of C. Let Q be a path or a cycle. The length of Q is the
number of its edges. An edge e = uv of G is a chord of Q if u, v ∈ V (Q),
but uv is not an edge of Q. A path or a cycle Q in a graph G is chordless
if no edge of G is a chord of Q.
A graph G is a complete k-partite if V (G) can be partitioned into k
non-empty subsets A1, . . . , Ak such that, for i = 1, . . . , k, Ai is a stable set
and, for any {i, j} ⊆ {1, . . . , k}, there is all possible edges between Ai and
Aj . Sets Ai are called the partitions’ set of G. G is noted Ka1,...,ak where
ai = |Ai| for i = 1, . . . , k. If k = 2 then G is said to be a complete bipartite
graph and if k = 3, G is said to be a complete tripartite graph. The graph
K1,1,2 is called a diamond.
3 Preliminaries
We mentioned that C1 was already proved to be χ-bounded, we use this
result for graphs in C1 that contain no K4, which formally give:
Theorem 3.1 (Trotignon and Vusˇkovic´ [11]) If G ∈ C1 and ω(G) ≤ 3,
then χ(G) ≤ 3.
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Let us now explain a classical tool to prove χ-boundedness results for
classes of graphs defined by forbidding induced structure and that is exten-
sively use in this paper.
Let G be a graph. The distance between two vertices x, y of G is the
length of a shortest xy-path. Let z be a vertex of G and let i be an integer.
The i-th level of z is the set of vertices, denoted by Si(z,G), that are at
distance exactly i from z in G. If no confusion is possible, we denote it by
Si(z) in order to avoid too heavy notations. A father of a vertex x ∈ Si(z) is
a vertex in Si−1(z) adjacent to x. For every pair of vertices x, y in Si(z), it
is easy to see that there exists a chordless xy-path Q with internal vertices
included in z ∪ S1(z) ∪ · · · ∪ Si−1(z) such that only the endpoints of Q˚ are
in Si−1(z). Note that, as a consequence, the endpoints of Q˚ are the only
vertices that have neighbors in Si(z). Such paths are called unimodal paths
and are a key tool to find particular induced structures in a graph. In the
remaining of the paper, the letter Q is reserved to denote unimodal paths
and the following convention is followed: if x and y are two vertices in Si(z),
Qxy denotes a unimodal path with endvertices x and y.
The following general remark explains the reason why decomposing a
graph into levels (as described above) is a very powerful tool to bound its
chromatic number.
Remark 3.2 (Folklore) Let G be a graph and let z be a vertex of G.
There exists an integer k such that G[Sk(z)] has chromatic number at least
⌈χ(G)/2⌉.
proof — For any i 6= j, there is no edges between a vertex of S2i (resp. of
S2i+1) and of S2j (resp. of S2j+1). Indeed adjacent vertices are at distance
one, so their level differ by at most one. So,
χ(G) ≤ maxi evenχ(G[Si]) +maxj oddχ(G[Sj ]).
The result follows.
✷
4 Graphs that do not contain a cycle with exactly
two chords as induced subgraph
Let C be a cycle with exactly two chords e1 = a1a2 and e2 = b1b2. If e1
and e2 share an extremity, then e1 and e2 are said to be V-chords of C. If
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a1, a2, b1, b2 are pairwise distinct and appear in the following order along
C : ai, bj , ak, bl with {i, k} = {j, l} = {1, 2}, then e1 and e2 are said to
be crossing chords of C. A 2-cycle with V-chords (resp. crossing chords) is
called a V-cycle (resp. an X-cycle) (see Figure 1). A 2-cycle that is not a
V-cycle nor an X-cycle is a parallel cycle.
Figure 1: A V -cycle and an X-cycle.
The main result of this section is concerned with the class of (X-cycle,
V-cycle)-free graphs that of course strictly contains the class of graphs with
no 2-cycles. Indeed if a graph is (X-cycle, V-cycle)-free, it can contains a
2-cycle if the two chords of the cycle are parallel.
Theorem 4.1 Every (X-cycle, V-cycle)-free graph G satisfies χ(G) ≤ 6.
Note that we can bound the chromatic number by a constant here be-
cause K4 is an X-cycle. The proof is built on two steps: Lemmas 4.2 and
4.3.
The first step consists in showing that we can decompose an (X-cycle,
V-cycle)-free graph around a complete multipartite graph. More precisely
we prove that if a graph is (X-cycle, V-cycle)-free then either it has a clique
cutset, or it is a complete tripartite graph, or it is diamond-free. In the
second part, we prove that (diamond, V-cycle, X-cycle)-free graphs have
chromatic number at most 6 using Remark 3.2. The proof is somehow
based on an induction on the number of chords. The induction is based
on the result of Trotignon and Vusˇkovic´ about C1 (Lemma 3.1). We finally
combine these two lemmas to prove Theorem 4.1.
Note that the first step actually gives us a decomposition theorem for (X-
cycle, V-cycle)-free graphs, where the basic classes are complete multipartite
graphs and (diamond, X-cycle, V-cycle)-free graphs. Anyway, to get a usable
decomposition theorem, one should decompose (diamond, X-cycle, V-cycle)-
free graphs that is a too complex class to be a basic class.
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Lemma 4.2 If G is an (X-cycle, V-cycle)-free graph, then either G has a
clique cutset, or G is isomorphic to a complete tripartite graph, or G is
diamond-free.
proof — Assume by way of contradiction that G does not admit a clique
cutset, G is not isomorphic to a complete tripartite graph and G contains a
diamond. Since G has no clique cutsets, G is 2-connected. Let H = Ki,j,k be
a maximum (subject to its number of vertices) complete tripartite subgraph
of G. Note A = {a1, . . . , ai} (resp. B = {b1, . . . , bj}, resp. C = {c1, . . . , ck})
the set of the partition of H of cardinality i (resp. j, resp. k). Note that
since G contains a diamond, one of the integers i, j, k is strictly greater
than 1. Moreover, since G is K4-free, H is an induced subgraph of G i.e. A,
B and C are stable sets.
(1) A vertex u /∈ V (H) has at most one neighbor in H.
Assume by way of contradiction that some vertex u /∈ V (H) satisfies
dH(u) ≥ 2. If u has a neighbor in A, B and C, say a1, b1 and c1, then
ua1b1c1 is a K4, a contradiction. So we may assume w.l.o.g. that u does not
have any neighbor in C. Assume that u has a neighbor in A and a neighbor
in B, say a1 and b1. By maximality of H, u has at least one non-neighbor
in A ∪B. Assume w.l.o.g. that a2 is a non-neighbor of u. Then ua1c1a2b1u
is a V-cycle with chords b1a1 and b1c1, a contradiction. So we may assume
w.l.o.g. that u does not have any neighbor in B and thus have at least two
neighbors in A, say a1 and a2. Then ua1b1c1a2u is an X-cycle with chords
a1c1 and a2b2, a contradiction. This proves (1).
Note that G 6= H since otherwise G is a complete tripartite graph. Let
K be a connected component of G \ H. By (1), vertices of K that have
a neighbor in H, have a unique neighbor in H. Since G does not contain
clique cutsets, NH(K) must contain two non-adjacent vertices. Therefore,
K contains a chordless path P = p1 . . . pk such that the neighbors of p1
and pk in H are two non-adjacent vertices. Among all such paths, let P be
minimal. Assume w.l.o.g. that a1 and a2 are the neighbors of respectively
p1 and pk in H. By minimality of P , no interior vertex of P has a neighbor
in A.
If no interior vertex of P is adjacent to a vertex in B or C, then
a1Pa2b1c1a1 is an X-cycle with chords a1b1 and a2c1, a contradiction. Let
i be the smallest integer such that pi has a neighbor in B or C, say pi is
adjacent to b1. Then no interior vertices of p1 . . . pi is adjacent to any ver-
tices of H and thus a1p1Ppib1a2c1a1 is a V-cycle with chords b1a1 and b1c1,
a contradiction. ✷
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Lemma 4.3 If G is a (diamond, X-cycle, V-cycle)-free graph, then for any
z ∈ V (G) and for every integer k, Sk(z) ∈ C1.
proof — Let G be a (diamond, X-cycle, V-cycle)-free graph and let z ∈
V (G). Assume by way of contradiction that there exists an integer k such
that Sk(z) contains a 1-cycle C as an induced subgraph. Name a, b the
extremities of the unique chord of C. The cycle C is edge-wise partitioned
in two ab-path: P l and P r (for left and right path, see Figure 2).
a
b
•
•
P l P r
Sk(z,G)
Figure 2: In S(z,G), the cycle C with a unique chord ab and the paths P
r
and P l
Observe that, since G is V-cycle-free, no vertex of G has four neighbors
on an induced path. Moreover, no vertex x of G has four neighbors on an
induced cycle. Indeed, either two consecutive neighbors are non adjacent,
and then x has four neighbors on an induced path, or the cycle is a C4 and
then, G contains a diamond.
(1) For any x /∈ V (C), dC(x) ≤ 3 and, if x is adjacent to a or b, then
dC(x) ≤ 2.
Let x /∈ V (C).
Suppose first that x is adjacent to a and that dC(x) ≥ 3. First assume
that xb is an edge. Since dC(x) ≥ 3, x has another neighbor x1 in C. We
can assume w.l.o.g. that x1 is on P
l. If x has no other neighbors on P l, then
axbP la is an X-cycle with chords xx1 and ab. So x has another neighbor
x2 on P
l and then it has four neighbors in the chordless cycle aP lba, a
contradiction.
So xb is not an edge. Since C\{b} is an induced path, dC(x) = 3. Denote
by x1 and x2 the two other neighbors of x on C distinct from a. If x1, x2
are on P l, then aP lx1xx2P
lbP ra (resp. aP lx1xx2P
lba) is a V-cycle (resp.
an X-cycle) if x1x2 is not an edge (resp. is an edge) on a (resp. with chords
ax and x1x2), a contradiction. Hence, by symmetry, we may assume that
x1 ∈ P
l and x2 ∈ P
r. Since G is diamond-free, a is not adjacent to both
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x1 and x2. Assume w.l.o.g. x1a is not an edge. Thus x1xaP
rbP lx1 is an
X-cycle with chords xx2 and ab, a contradiction.
So the second outcome of the claim holds. Now, if x has at least 4
neighbors in C, then x is adjacent neither to a nor to b, and thus it has four
neighbors on an chordless path, a contradiction. This proves (1).
(2) Vertices a and b do not have a common father.
Recall that, given two vertices x, y in Sk−1(z), Qxy denotes a unimodal path
from x to y. And interior vertices of Qxy are not adjacent to any vertex of
C.
Assume by way of contradiction that there exists a vertex x ∈ Sk−1(z)
that is a common father to a and b. Let c be the neighbor of a on P r and
d be a father of c. By (1), d 6= x and, since G is diamond-free, P l and P r
have length at least 3 i.e. bc is not an edge.
If d is adjacent to a then cdQdxxbac is a V-cycle on a. If d is adjacent
to b then cdQdxbac is an X-cycle with chords ax and bd. So d is adjacent
neither to a nor to b.
Vertex d has at least one neighbor d1 on P˚
l, otherwise cdQdxbP
lac is a V-
cycle on a. Moreover, d has a neighbor d2 6= c on P˚
r otherwise cdQdxabP
rc
is an X-cycle with chords ac and xb. By Claim 1, dC(x) ≤ 3, so NC(d) =
{c, d1, d2}.
If d1b is not an edge, then d1dcP
rbaP ld1 is an X-cycle with chords ac
and dd2. Otherwise abxQxdd1P
la is an X-cycle with chords bd1 and ax, a
contradiction. This proves (2).
a
b
y1
x1
•
•
•
•
x
y
•
•
Sk(z,G) Sk−1(z,G)
Figure 3: The particular graph of Claim 3, note that P r = ay1x1b.
(3) Both a and b have a father of degree 1.
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Let x and y be respectively a father of a and a father of b. By (2), x 6= y.
Assume by way of contradiction that say x has a neighbor x1 6= x in P˚ r. By
(1), NC(x) = {a, x1}. If y has no neighbor in P˚
r, then axQxyybP
ra is an
X-cycle with chords ab and xx1, a contradiction. So y has a neighbor, say
y1, in P˚
r and, by (1), NC(y) = {b, y1}.
Suppose first that x1 = y1. Since G is diamond-free, bx1 and ax1 cannot
both be edges. So we may assume w.l.o.g. that bx1 is not an edge. Then,
aP rx1xQxyyba is an X-cycle with chords ax and x1y, a contradiction. So
x1 6= y1.
Now, if a, x1, y1 appear in this order along P
r, then axQxyy1P
rbP la is
a V-cycle on b, a contradiction. So a, y1, x1 appear in this order along P
r.
If ay1 is not an edge, then axQxyyy1P
rba is an X-cycle with chords xx1 and
by, a contradiction. So ay1 is an edge and, symmetrically, bx1 is an edge. If
y1x1 is not an edge, then ay1yQyxx1ba is an X-cycle with chords ax and by,
a contradiction. So x1y1 is an edge (i.e. ax1y1x1b is a square). If xy is not
an edge, then abyy1x1xa is an X-cycle. So xy is an edge (see Figure 3).
Let c be the neighbor of a on Pl and let d a father of c. First assume
that cb is an edge. Since G is diamond-free, d is adjacent neither to a nor to
b. If x1d is not an edge then cdQdxxx1bac is a X-cycle with chords cb and
xa, a contradiction. Hence, by symmetry, d is adjacent to both x1 and y1
and then axQxddx1y1a is an X-cycle with chords dy1 and xx1.
Hence cb is not an edge. If d is adjacent to both x1 and y1, then
axQxddx1y1a is an X-cycle with chords dy1 and xx1. If d is adjacent neither
to x1 nor to y1, cdQdyybx1y1ac is a X-cycle with chords ab and yy1. If d is
adjacent to x1 and not to y1 then cdQdxxx1bac is a X-cycle with chords ax
and dx1. If d is adjacent to y1 and not to x1 then cdQdxxx1y1ac is a X-cycle
with chords yy1 and xa This proves (3).
By (3), there exist two vertices x and y such that x is a father of a, y is
a father of b and dC(x) = dC(y) = 1. Since G is diamond-free, P
r and P l
cannot be both of length two, so we may assume w.l.o.g. that P l has length
at least 3. Let c be the neighbor of a on P l and d be a father of c. Note
that d 6= x and d 6= y. If dC(d) = 1, then axQxddcP
lbP ra is a V-cycle on a,
a contradiction. Hence dC(d) ≥ 2.
Assume first d has a neighbor d1 in P
r. If d1 is the unique neighbor of
d in P r, then cdQdyybP
rac is an X-cycle with chords ab and dd1 if a 6= d1,
or is a V-cycle on a if d = a or d = b. So d has a second neighbor d2 in P
r
and thus, by (1), NC(d) = {c, d1, d2} and {d1, d2} ⊆ P˚
r. Assume w.l.o.g.
that a, d1 and d2 appear in this order along P
r. Now, axQxddd2P
rbP la is
an X-cycle with chords cd and ab, a contradiction. So d has no neighbors in
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P r and thus has some neighbors in P˚ l.
If d has exactly one neighbor d1 in P˚
l, then axQxddcP
lba is an X-cycle
with chords dd1 and ac, a contradiction. So d has at least two neighbors in P˚
l
and, by (1), it has exactly two. Put NC(d) = {c, d1, d2}. Now, cdQdyybP
lc
is a V-cycle with chords dd1 and dd2, a contradiction. ✷
We are now ready to prove Theorem 4.1, recall that this theorem states
that every (X-cycle, V-cycle)-free graph is 6-colorable.
proof — Assume by way of contradiction that there is some (X-cycle,
V-cycle)-free graphs that are not 6-colorable. Let G be minimal with this
property. Suppose first that G contains a diamond. Since a complete tri-
partite graph is 3-colourable, by Lemma 4.2, G admits a clique cutset K.
Let C1 be a connected component of G \K, and C2 the union of all other
components of G \ K. Put G1 = G[C1 ∪ K)] and G2 = G[C2 ∪ K)]. If
G1 and G2 are both 6-colourable, then G is 6-colourable, a contradiction.
Therefore G1 or G2 is not 6-colourable, a contradiction to the minimality of
G. So we may assume that G is diamond-free i.e., G is (diamond, X-cycle,
V-cycle)-free.
Let z be a vertex of G. Since χ(G) = 7, by Remark 3.2, there is an
integer k such that χ(Sk(z)) ≥ 4. So, by Theorem 3.1, Sk(z) contains a
1-cycle as an induced subgraph, a contradiction to Lemma 4.3. ✷
5 Graphs that do not contain a cycle with exactly
three chords as induced subgraph
The aim of this section is to prove that C3 is χ-bounded (Theorem 5.3).
The proof is divided into three parts, according to the clique number.
First of all, we prove that every (triangle, 3-cycle)-free graph has chromatic
number at most 24. Below, the constant 24 is denoted by c.
For graphs with clique number exactly 3, we prove that the chromatic
number is at most 4c. When the clique number is at least 4, then the chro-
matic number is close to the clique number. We prove that asymptotically
the difference between them is at most one.
Let us state now the exacts statements of these 3 theorems. They are
prove in Subsections 5.1, 5.2 and 5.3 respectively.
Theorem 5.1 A (triangle, 3-cycle)-free graph has chromatic number at
most c.
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Theorem 5.2 A (K4, 3-cycle)-free graph has chromatic number at most 4c.
Theorem 5.3 A (3-cycle)-free graph has chromatic number at most
max(4c, ω(G) + 1).
Note that Theorem 5.3 says that, if a 3-cycle-free graph has a large
enough clique (of size at least 96), then χ(G) ≤ ω(G) + 1. Moreover the
Hajo´s join of two cliques shows this bound is tight. Let us recall what the
Hajo´s join of two cliques is and prove it is 3-cycle-free.
Let us now describe the construction of the Hajo´s join of two Kk. Take
two disjoint copies H1 and H2 of Kk−1, add a vertex x complete to H1 and
H2 and two adjacent vertices a and b, such that a is complete to H1 and b
is complete to H2. The obtained graph is the Hajo´s join of Kk and Kk and
it is easy to check that it has clique number k and chromatic number k+1.
Now, let us show it is 3-cycle-free. An ax-path with interior vertices in H1 is
either chordless or has at least two chords. Similarly, a bx-path with interior
vertices in H2 is either chordless or has at least two chords. So a cycle going
through both H1 and H2 is either chordless, or has exactly two chords, or
has more than four chords. Hence the graph is 3-cycle-free.
5.1 Clique number 2: proof of Theorem 5.1
Recall that Theorem 5.1 states that a (triangle, 3-cycle)-free graph has chro-
matic number at most c = 24.
To prove this result, we need the two following lemmas.
Lemma 5.4 Let G be a (triangle, 3-cycle)-free graph. For every z ∈ V (G)
and every integer k, Sk(z) is (V-cycle, triangle, 3-cycle)-free.
Lemma 5.5 Let G be a (V-cycle, triangle, 3-cycle)-free graph. For every
z ∈ V (G) and every integer k, Sk(z) is (X-cycle, V-cycle, triangle, 3-cycle)-
free.
Before we prove these two lemmas, let us explain how they imply
Theorem 5.1. Suppose there exists a (triangle, 3-cycle)-free graph G with
χ(G) ≥ 25. Let z be a vertex of G. By Remark 3.2, there exists an integer
k such that χ(G[Sk(z,G)]) ≥ 13. Put H = G[Sk(z,G)]. By Lemma 5.4, H
is (V-cycle, triangle, 3-cycle)-free.
Let x be a vertex of H. By Remark 3.2, there exists an integer ℓ such
χ(G[Sℓ(x,H)]) ≥ 7. So, by Theorem 4.1, G[Sℓ(x,H)] contains an X-cycle
as an induced subgraph (it cannot contain a V-cycle since it is an induced
subgraph of H that is V-cycle-free) which contradicts 5.5.
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5.1.1 Proof of Lemma 5.4
Recall that Lemma 5.4 states that, if G is a (triangle, 3-cycle)-free graph and
z is a vertex of G, then for every integer k, Sk(z,G) is (V-cycle, triangle,
3-cycle)-free.
proof — Let G be a (triangle, 3-cycle)-free graph and z a vertex of G.
Assume by way of contradiction that there exists an integer k such that
Sk(z,G) contains an induced V-cycle C.
a
b c
•
• •
Pab
Pbc
Pca
Sk(z,G)
Figure 4: The V-cycle C in Sk(z,G).
Let a be the unique vertex of C of degree 4 and let b, c be the two vertices
of C of degree 3. Vertices a, b and c are called the important vertices of C.
We denote by Pab the path from a to b contained in C\{ab, ac} that avoids c.
Paths Pbc and Pca are defined similarly (see Figure 4). Pab, Pbc and Pca are
called the intervals of C. By abuse of notation, Pab will sometimes denote
V (Pab). Also, Pab can be referred to as Pba (and analogously for Pbc and
Pca). Moreover, if a vertex x is in V (Pab), then the path xPabb (resp. xPaba)
can be referred to as Pxb or Pbx (resp. Pxa or Pax). Given two vertices x and
y in the same interval, the external path from x to y consists in the path
from x to y in C \ {ab, ac} passing through a, b and c. If x1 and x2 are two
vertices of a path P that have a common father u, we say that x1 and x2
are consecutive neighbors of u along P if u has no neighbors in x˚1Px˚2.
Note that adjacent vertices of C cannot have a common father otherwise
G would contain a triangle. Also note that if a vertex has 5 neighbors on
an induced path, there is a 3-cycle.
The proof consists in studying how a vertex not in C can attach on C
and then using unimodal paths to get contradictions.
(1) If a vertex u /∈ V (C) satisfies dC(u) ≥ 3 and all but at most one neighbors
of u are contained in an interval of C, then G contains a 3-cycle.
13
Let u be a vertex not in V (C) such that: dC(u) ≥ 3 and all but at most one
neighbor of u is contained in an interval of C. So, there exists two vertices
u1 and u2 in NC(u) such that u1 and u2 are in the same interval of C and
u has exactly one neighbor u3 on the external path P from u1 to u2. Then
u2uu1Pu2 is a 3-cycle with chords ab, ac and uu3 (note that, since G is
triangle-free, u1u2 is not an edge). This proves (1).
(2) If u /∈ V (C) and dC(u) = 3, then u has exactly one neighbor in each
interval i.e. it has one neighbor in each of P˚ab, P˚bc and P˚ac.
This is immediate by (1). This proves (2).
(3) If u /∈ V (C), then u has at most 3 neighbors on aPabbPbcc.
Since G is triangle-free, either a or b is not a neighbor of u. If u has at least
5 neighbors in aPabbPbcc, then u has 5 neighbors on one of the chordless
paths a˚PabbPbcc or aPabbPbcc˚ which provides a 3-cycle, a contradiction.
So we may assume that u has exactly 4 neighbors in aPabbPbcc and
w.l.o.g. that u has at least two neighbors in Pab. Let u1 and u2 be two
consecutive neighbors of u along Pab such that a, u1, u2 appear in this order
along Pab. Then u1uu2Pu2bbPbccaPau1u1 is a 3-cycle (recall that u1u2 is not
an edge since G is triangle-free). This proves (3).
Note that by symmetry (3) also holds for bPbccPcaa.
The next claim states the only way a vertex can have at least four neigh-
bors in C.
(4) If u /∈ V (C) and dC(u) ≥ 4, then dC(u) = 4 and NC(u) = {b, c, y1, y2}
where y1 is the neighbor of a in Pab and y2 is the neighbor of a in Pca.
Let u /∈ V (C) and suppose dC(u) ≥ 4.
If u has at least three neighbors in Pbc, then it has at least four neighbors
either in PabPbc or in PbcPac, which contradicts (4). So u has at most two
neighbor in Pbc.
Case 1 : u has exactly two neighbors, u1, u2 say, on Pbc.
Assume w.l.o.g. that b, u1, u2, c appear in this order along Pbc. By (3),
u has at most one neighbor on aPab˚b and at most one neighbor on c˚Pcaa.
Since dC(u) ≥ 4, both neighbors exists. Moreover both are distinct from a
otherwise there would be 4 neighbors on PabPbc or PbcPca, contradicting (3).
Denote by y1 (resp. y2) the neighbor of u in Pab˚b (resp. in c˚Pca).
If u1 6= b then y1uu1Pu1ccPcaPay1y1 has 3 chords, namely uy2, uu2 and
ac. So u1 = b and, by symmetry, u2 = c. If y2a is not an edge then
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y2uu1Pu1aacPcy2y2 is a 3-cycle with chords ab, uy1 and uc. So ay2, and by
symmetry ay1, are edges, so the outcome holds.
Case 2 : u has exactly one neighbor, u3 say on Pbc.
Since dC(u) ≥ 4, u has at least 3 neighbors on b˚PbaPacc˚. W.l.o.g. u has at
least two neighbors in Pab˚b. By (3), u has exactly two neighbors, u1, u2 say,
in Pab˚b. Assume that a, u1, u2 appear in this order along Pab˚b. Let u4 be
the neighbor of u that is closest from a in P˚ca (u4 exists since dC(u) ≥ 4).
If u3 6= c then u4uu3Pu3bbPbaPacu4 is a 3-cycle with chords ab, uu1 and uu2.
So u3 = c.
Note that a is not a neighbor of u otherwise a, c, u would be a triangle. So
NC(u) = {u1, u2, c, u4}, otherwise u would have 5 neighbors on the chordless
path V (C) \ {a}, i.e. there would be 3-cycle. Hence u2ucPcaPau2u2 is a 3-
cycle with chords uu1, ac and uu4, a contradiction.
Case 3 : u no neighbor on Pbc.
Since dC(u) ≥ 4, we may assume w.l.o.g. that u has at least two neighbors,
u1, u2 say, on Pab˚b. By (1), u has at least two other neighbors u3, u4 on
c˚Pca. Moreover u has no other neighbors in C since otherwise u would
have 5 neighbors on the chordless path V (C)\Pbc. By (1), u1, u2, u3, u4 are
distinct from a. Assume w.l.o.g. that u2, u1, a, u3, u4 appear in this order
along b˚PbaPacc˚.
If au3 is an edge then u3uu2Pu2aacPca is a 3-cycle with chords au3, uu4
and uu1. So we may assume au3 is not an edge. If u2b is an edge then
u2uu4Pu4ccPcbbaPauu2 is a 3-ycle with chords uu1, ac and u2b. So u2b is not
an edge and hence, u2uu3Pu3ccPcbbaPau2u2 is a 3-cycle with chords uu1, uu4
and ac, a contradiction.
This proves (4).
(5) Let y be a father of a vertex of C. Then dC(y) ≤ 3.
Let y1 be the neighbor of a in Pab and y2 be the neighbor of a in Pca. Let
y be the father of a vertex in C. Suppose for contradiction that dC(y) ≥ 4
By (4), NC(y) = {b, c, y1, y2}.
Let e be the neighbor of b on Pab. Note that e 6= y1 since otherwise aby1
is a triangle. Let f be a father of e. By (4), dC(f) ≤ 3. If f has no neighbor
in Pac ∪ Pab \ {e, b}, then efQfyycPcaPabe is a 3-cycle with chords yy1, yy2
and ac. So f has at least one neighbor in Pac ∪ Pab \ {e, b}.
Assume that f has at least one neighbor f1 in Pab \{e, b}. Then it is the
only one, otherwise dC(f) = 3 and all neighbors of f are in the same interval
contradicting (2). Then efQfybaPaee is a 3-cycle with chords eb, yy1 and
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ff1. So f has no neighbors in Pab \ {e, b}.
Hence f has at least one neighbor f1 in Pca \ {a} and it is the only one
by (2). If f has no neighbor on P˚bc then efQfyyy2PacPcee has chords yb, yc
and ff1. So, f has at least one neighbor f2 in P˚bc, and it is the only one by
(2).
If fy is an edge then f2fePey1y1yy2Py2cPcf2 is a 3-cycle with chords
fy, ff1 and yc. Otherwise eff2Pf2bbyy2aPae is a 3-cycle with chords, eb, ab
and yy1. This proves (5).
(6) If x is a father of an important vertex of C, then dC(x) ≤ 2.
Let x be a father of an important vertex of C. By (5), dC(x) ≤ 3. By (2),
the father of an important vertex cannot have exactly three neighbors in C.
So dC(x) ≤ 2. This proves (6).
(7) Let e be the neighbor of a on Pab and let f be a father of e. Then
dC(f) ≤ 2.
Assume for contradiction that dC(f) = 3. By (5), f has a exactly one
neighbor, f1 say, in P˚bc and exactly one, f2 say, in P˚ca. All of them are
distinct from important vertices since fathers of important vertices have at
most two neighbors on C.
Let x be a father of a. If x has no neighbor on a˚PabPbc, then
efQfxacPcbPbee is a 3-cycle with chords ab, ae and ff1. So x has a neigh-
bor, x1 say in a˚PabPbc and, by (6), NC(x) = {a, x1}. If x1 ∈ P˚abPbf1 , then
axQxff1Pf1bPbaa is a 3-cycle with chords ab, ef and xx1. So x1 ∈ f1Pf1cc
and then axQxfff1Pf1cPcaa is a 3-cycle with chords ac, ff2 and xx1 a con-
tradiction. This proves (7).
(8) Let x be a father of a. Then dC(x) = 2.
By (6), dC(x) ≤ 2. So we may assume by way of contradiction that dC(x) =
1. Let e be the neighbor of a on Pab and let f be a father of e. Finally let
y be a father of b.
If dC(f) = 1, then axPxfePebPbcPcaa is a 3-cycle with chords ae, ab, ac.
So dC(f) ≥ 2 and thus, by (7), dC(f) = 2. If the second neighbor f1 of f is
on PabPbc, then axQxfePebPbcca is a 3-cycle with chords ae, ab and ff1. So
f1 ∈ P˚ca.
Note that eb is not an edge since otherwise aeb is a triangle. If y has a
neighbor in b˚PbcPcae, then byQyffeaPacPcbb is a 3-cycle with chords ab, ac
and ff1. So y has a neighbor, say y1, in b˚PbcPcae and by (6), NC(y) = {b, y1}.
If y1 6= e, then axQxybPbcPca is a 3-cycle with chords ab, ac and yy1. Hence
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y1 = e which contradicts (7). This proves (8).
We now have proved enough claims to finish the proof. Let x be a father
of a. By (8), dC(x) = 2. Let x1 be the neighbor of x distinct from a on C.
Let e be the neighbor of a on Pab and let f be a father of e. Finally let y
be a father of b. By symmetry we may assume that x1 ∈ PbcPca˚a.
If dC(y) = 1, then axQxybPbcPca would be 3-cycle with chords ab, ac and
xx1. So dC(y) ≥ 2 and by (6), dC(y) = 2. Let y1 be the neighbor of y
distinct from b on C.
Assume that both x1, y1 are on Pca. If a, y1, x1 appears in this order along
Pac then x1Px1aPabyQyxx1 is a 3-cycle with chords ax, ab and yy1 (x1 6= c
since otherwise acx is a triangle). So a, x1, y1 appear in this order along Pac
and x1 6= y1. In particular y1a is not an edge and so axQxyyy1Py1cPcbPbaa is
a 3-cycle with chords ab, ac and yb. Moreover, if both x1, y1 are on Pbc then
axQxybPbca is a 3-cycle with chords ab, xx1 and yy1. So, either x1 ∈ P˚bc
and y1 ∈ P˚ca or x1 ∈ P˚ca and y1 ∈ P˚bc.
If x1 ∈ P˚bc and y1 ∈ P˚ca and then x1xQxyy1Py1aPabPbx1 is a 3-cycle
with chords ax, by and ab. Thus x1 ∈ P˚ca and y1 ∈ P˚bc and then
x1xQxyy1Py1bPbaPbx1 is a 3-cycle with chords ax, by and ab, a contradic-
tion that put an end to the proof. ✷
5.1.2 Proof of Lemma 5.5
Recall that Lemma 5.5 states that, if G is a (triangle, 3-cycle, V-cycle)-free
graph and z is a vertex of G, then for every integer k, Sk(z,G) is X-cycle-
free.
proof — Let G be a (triangle, 3-cycle, V-cycle)-free graph, z a vertex of
G and suppose for contradiction that there exists an integer k such that
Sk(z,G) contain an X-cycle C as an induced subgraph.
Let ac and bd be the two chords of C and assume that a, b, c, d, appear
in this order along C. Vertices a, b, c, and d are called important vertices
of C. Two important vertices that do not form a chord of C are said to
be consecutive. An interval is an induced path on C \ {ac, bd} between two
consecutive important vertices. They are denoted by Pab, Pbc, Pcd and Pda
(see Fig. 5.1.2). Note that two intervals share at most one vertex. By abuse
of notation, Pab will sometimes denotes V (Pab). Also, Pab can ve referred to
as Pba (and analogously for Pcb, Pdc and Pda). Given two vertices x and y
in the same interval, the external path from x to y consists in the path from
x to y in C \ {ac, bd} passing through a, b, c and d.
17
ab c
d
•
• •
•
Pab
Pbc
Pcd
Pda
Sk(z,G)
Figure 5: The X-cycle C in Sk(z,G).
The proof is divided in two parts. First we prove that no neighbor of
the graph has degree larger than 3 on C. We then study more specifically
fathers of important vertices and prove that they are neither of degree 3,
nor 2 nor 1.
(1) If a vertex u /∈ V (C) satisfies dC(u) ≥ 3 and all but at most one neighbors
of u are contained in an interval of C, then G contains a 3-cycle.
Let u be a vertex not in V (C) such that: dC(u) ≥ 3 and all but at most
one neighbors of u are contained in an interval of C. So, there exists two
vertices u1 and u2 in NC(u) such that u1 and u2 are in the same interval of
C and u has exactly one neighbor u3 on the external path P from u1 to u2.
Then u2uu1Pu2 is a 3-cycle with chords ab, ac and uu3 (note that, since G
is triangle-free, u1u2 is not an edge). This proves (1).
(2) Every vertex of u /∈ V (C), satisfies dC(u) ≤ 3. Moreover, if dC(u) = 3,
then no interval contains at least two neighbors of u.
Let us first prove a fact. If a vertex v has (at least) 4 neighbors on a path P
that has at most one chord, then G contains a V-cycle or a 3-cycle. Indeed
let v1, v2, v3, v4 be consecutive neighbors of v on P . Then C
′ = vv1Pv4v has
chords vv2 and vv3. If v1Pv4 is chordless then C
′ is a V-cycle otherwise C ′
is a 3-cycle.
Assume that a vertex u /∈ C satisfies dC(u) ≥ 4. Since G is triangle free,
u is not adjacent to both a and c. By symmetry we can assume that u is
not adjacent to a, then u has 4 neighbors on the path a˚PabPbcPcdPdaa˚ with
at most one chord, contradicting the fact proved above.
If dC(u) = 3, then (1) ensures that the neighbors of u are in distinct
intervals. This proves (2).
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So any vertex x /∈ V (C) satisfying dC(x) = 3 is adjacent to at most
one important vertex. Indeed two important vertices either are opposite
(which would create a triangle), or are in a same interval (which would
contradict (2)).
(3) Two adjacent vertices of C do not both have a father of degree one on
C.
Let u and v be two adjacent vertices of C. Suppose for contradiction that u (
resp. v) admits a father u′ (resp. v′) such that dC(u
′) = 1 (resp. dC(v
′) = 1).
We denote by P the external path from v to u. Then uu′Qu′v′vuP is a
3-cycle with chords, uv, ac and bd. This proves (3).
(4) Let x be a father of an important vertex. Then dC(x) ≤ 2.
Assume by contradiction that a father x of a satisfies dC(x) = 3. By (2), x
has exactly one neighbor, x1 say, on P˚bc, and exactly one neighbor, x2 say,
on P˚cd. Indeed a is in both Pab and Pda and (2) ensures that there is no two
neighbors of x in the same interval. Note that it implies that neither bc nor
cd are edges.
First assume that ab is an edge. Let y be a father of c. If dC(y) = 1,
then axQxycPcbdPda is a 3-cycle with chords ab, ac and xx1. So dC(y) ≥ 2.
If dC(y) ≥ 3, then by (2), dC(y) = 3 and y must have a vertex in P˚ab which
is impossible since we assumed that ab is an edge. So dC(y) = 2. If y1
is on PabPbc, then axQxycPcbPbaa is a 3-cycle with chords ac, xx1 and yy1,
and if y1 is on PadPdc, then axQxycPcdPdaa is a 3-cycle with chords ac, xx2
and yy1, a contradiction. So in the following we assume that ab, and by
symmetry ad, are not edges.
If bx1 is an edge then axx1Px1cPcdbPbaa is a 3-cycle with chords bx1, xx2
and ac. So bx1, and by symmetry dx2, are not edges.
Let e be the neighbor of a on Pab and f be a father of e. The cycle
C ′ = efQfxx2Px2caPadbPbee has chords xa and xe so it must admit other
chords otherwise it is a V-cycle. We already showed that dx2 nor bc are edges
and that the only neighbors of x in C are a, x1 and x2. So others chords are
due to neighbors of f . Moreover, f must have at least two neighbors that
create chords in C ′, otherwise C ′ would be a 3-cycle. So, by (2), f has one
neighbor on Pcdd˚ and one neighbor on d˚Pda. Let f1 be the neighbor of f in
Pcdd˚. Then axQxfePebdPdca is a 3-cycle with chords ae, xx2 and ff1 (note
that ad is not an edge since f has a neighbor on P˚a). This proves (4).
(5) If ab is an edge, fathers of a have degree exactly two.
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Assume by contradiction that a father x of a satisfies dC(x) 6= 2. So, by (4),
dC(x) = 1 . Let z be a father of c. The cycle C
′ = axQxzcPcbdPda has chords
ac, ab which, with no additional chords, provides a V-cycle. By (4), dC(z) ≤
2, so C ′ has at most one other chord due to neighbors of z. Moreover, if cd
is an edge, it is a chord of C ′. Since C ′ cannot be a V-cycle nor a 3-cycle,
cd is an edge and z has another neighbor z1 on C
′. Since both ab and cd
are edges, z1 ∈ Pbc or in z1 ∈ Pda.
Assume first that z1 ∈ Pbc. If z1 6= b, then axQxzz1Pz1cdPda is a V-
cycle with chords zc and ac. So z1 = b. Let e be the neighbor of a in Pad
(note that e 6= d otherwise abd is a triangle) and let f be a father of e.
Since dC(x) = 1, dC(f) ≥ 2 by (3). Such a neighbor, called f1, is unique,
otherwise, since ab and cd are edges, at least two neighbors of f would be
in the same interval, contradicting (2). Note that f1 6= a otherwise aef1 is
a triangle. Then efQfzbPbcdPde is a 3-cycle with chords ff1, zc and bd. So
z1 /∈ Pbc.
Thus, z1 ∈ Pad. Note that z1 6= a since otherwise acz is a triangle. If az1
is not an edge then axQxzz1Pz1dcPcba is a 3-cycle with chords ac, bd and
cz. So az1 is an edge. Let y be a father of b. We have dC(y) ≤ 2 by (4).
Then dC(y) = 2 by (3) since dC(x) = 1 and ab is an edge. Moreover, ay is
not an edge otherwise aby is a triangle. So y has a neighbor y1 in b˚PbcdPdz1 .
Therefore byQyzz1Pz1dcPcb is a 3-cycle with chords zc, bd and yy1. This
proves (5).
(6) If an important vertex has a father of degree one on C, then every father
of every important vertex has degree one on C.
Assume w.l.o.g. that a father x of a satisfies dC(x) = 1. We show that it
implies that every father of b are of degree one in C which, by symmetry,
prove the claim.
Let y be father of b and assume for contradiction that dC(y) 6= 1. Note
that by (5), neither ab nor ad are edges. By (4), dC(y) = 2. Let y1 be the
neighbor of y on C distinct from b. Let b1 be the element of {y1, b} that is
nearest from a in Pab and which is distinct from a and let b2 the other one.
Such a vertex exists since b satisfies the conditions. If ab1 is not an edge,
then axQxyb1Pb1bPbcPcdPda has 3 chords ac, bd and yb2. So we may assume
that ab1 is an edge, since ab is not an edge, b1 = y1.
Let z be a father of d. The cycle C ′ = dzQzyy1Py1bPbcPcd is, with no
additionnal chord, a V-cycle with chords yb, bd. Since dC(z) ≤ 2 by (4),
there is at most one chord with extremity z, which provides a 3-cycle. This
proves (6).
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(7) Fathers of important vertices have degree exactly two on C.
Let us prove it by contradiction. By (6), we can assume that all fathers of
all important vertices have degree one on C. And by (5), none of ab, bc, cd
and da are edges. Let u be a neighbor of a in Pab. Let x be a father of a
and y be a father of u. By (3), dC(y) 6= 1 since dC(x) = 1.
By (2), dC(y) ≤ 3. If dC(y) = 3 then, by (2) and (6), the neighbors
of y are in the interior of distinct intervals. Assume that y has a neighbor
in P˚cd and in P˚da. Let y1 be the neighbor of y on P˚cd. By (6), a father
y′ of b satisfies dC(y
′) = 1. Hence by′Qy′yy1Py1dPdaPab has 3 chords: bd
and two chords with extremity y. It is easy to see that, since fathers of
every important vertex are of degree one in C, we get a contradiction when
dC(y) = 3. So dC(y) = 2.
Let u′ be the other neighbor of a and let z be a father of u′. Assume
first that u′ has a father z distinct from y. By symmetry with y, dC(z) = 2.
So u′zQzyuPubPbcPcdPdu′u
′ has 3 chords: two chords are given by the other
neighbors of y and z and the third one is bd. So y is adjacent to u′.
Let w be the neighbor of c in Pdc and w
′ the neighbor of c on Pcb. For
symmetric reason why y is a father of both u and u′, there exists a vertex
f that is the father of both w and w′. and that is of degree 2 in C. Then
wfQfyu
′aPabPbcw is a 3-cycle with chords fw
′, yu and ac (recall that both
v and w are distinct from d since none of ad, cd are edges). This proves (7).
We are now armed to finish the proof! By (7), we may assume that
fathers of every important vertex have exactly degree 2 on C. Let x and y
be some fathers of a and c respectively. Since G is triangle-free, x 6= y. Let
us denote by x1 and y1 the other neighbors of respectively x and y. If x1 and
y1 are on PabPbc, then axQxycPcbPba is a 3-cycle with chords ac, xx1 and yy1,
a contradiction. So x1 and y1 cannot both be on PabPbc and, symmetrically,
they cannot be on PcdPda.
So, we may assume w.l.o.g. that x1 is on PabPbc and that y1 is on PcdPda.
If x1 ∈ P˚ab then x1xQxycPcdPdaPax1 is a 3-cycle with chords ac, ax and yy1.
Thus x1 is on Pbc and by symmetry y1 is on Pda. More generally, we showed
that no father of an important vertex has its second neighbor on the interior
of and interval adjacent containing it. If ab and cd are both not edges, then
axPxycPcbdPda is a 3-cycle with chords ac, xx1, yy1. So either ab is an edge,
or cd is an edge, or both are edges.
Assume w.l.o.g. that ab is an edge. A father w of d has it second neighbor
w1 neither in Pcd nor in Pda since no father of an important vertex has its
second neighbor on the interior of intervals adjacent to it. Since ab is an
edge, w1 ∈ Pbc. Now, a father z of b has a unique second neighbor z1 on P˚ad
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(by applying the first part of the proof on b, d instead of a, c). If a, y1, z1
appears in this order along Pad then bzQzyy1Py1dPdcPcb is a 3-cycle with
chords bd, zz1 and yc. So a, z1, y1 appear in this order along Pad and, in
particular, z1d is not an edge. Symmetrically, b, x1, w1 appear in this order
along Pcb and cx1 is not an edge. Finnaly x1xQxzz1Pz1acPcdbPbx1 is a 3-cycle
with chords ab, xa and zc, a contradiction. ✷
5.2 Clique number 3 : proof of Theorem 5.2
Recall that Theorem 5.2 ensures that, if G is a (K4, 3-cycle)-free graph then
χ(H) ≤ 4c.
The proof of Theorem 5.2 is organized as follows. First of all, we prove
(see Lemma 5.6) that any (K4, 3-cycle)-free graph with chromatic number at
least 2c contains either an butterfly as an induced subgraph or a dragonfly
as an induced subgraph (see Figure 6). Note that the proof is based on
Theorem 5.1.
We then prove that if a graph G is (K4, 3-cycle)-free and x is a vertex of
G, then for any integer k, Sk(z,G) is (dragonfly,butterfly)-free (see Lemmas
5.7 and 5.8).
At the very end, we combine these two result to get the proof of Lemma
5.2.
X1 X2 X3 X4
X5 X6 X7
Dragonfly
Y1 Y2 Y3
Y4 Y5
Butterfly
Figure 6: The dragonfly and the butterfly
Lemma 5.6 Let G be a (K4, 3-cycle)-free graph with χ(G) > 2c. Then G
contains a dragonfly or a butterfly as an induced subgraph.
proof — All along the proof, the notations of the vertices of dragonfly and
butterfly will fit with notations of Figure 6. We first prove that G admits a
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dragonfly or a butterfly as a subgraph. We then prove that it is induced.
(1) G admits a dragonfly as a subgraph.
Let T ⊆ V (G) be a minimal (by inclusion) subset of vertices such that G\T
is triangle-free. By Theorem 5.1, G \ T is c-colorable. If G[T ] is triangle-
free, then G[T ] is c-colorable and thus G is 2c-colorable, a contradiction.
Thus, we may assume that G[T ] admits a triangle x2x3x6. By minimality
of T , (G \ T ) ∪ {x2} admits a triangle containing x2, say x1x2x5. Similarly,
(G \ T ) ∪ {x3} contains a triangle containing b, say x3x4x7.
If {x1, x5} = {x4, x7}, then x1x2x3x5 = K4, a contradiction. So
{x1, x5} 6= {x4, x7}.
Assume now that |{x1, x5} ∩ {x4, x7}| = 1 and, w.l.o.g., assume that
x1 = x7 (see Figure 5.2). The cycle C = x1x5x2x6x3x4x1 is, if no additional
chords exist, a 3-cycle with chords x1x2, x1x3 and x2x3. So C must have at
least one more chord. Since G is K4-free, x1x6, x2x4 and x3x5 are not edges.
There remains only 3 possible chords, namely x4x5, x5x6 and x4x6. If say
x4x5 ∈ E(G), then x1x2x5x4x3x1 is a 3-cycle, a contradiction. So x4x5 is
not an edge and, by symmetry, x5x6 and x4x6 are not edges.
X1
X2 X3
X4X5
X6
Figure 7: Figure in the proof of Claim (1).
So, {x1, x5}∩{x4, x7} = ∅ and thus G[{x1, x2, x3, x4, x5, x6, x7}] contains
a dragonfly as a subgraph. This proves (1).
(2) G contains either a dragonfly or a butterfly as an induced subgraph.
Observe first that, if G contains a butterfly (see Figure 6 for the name of its
vertices), then it is induced. Indeed, since G is K4-free, if it is not induced
then y1y3 ∈ E(G) and then y1y4y5y3y2y1 is a 3-cycle, a contradiction.
By (1), G admits a dragonfly as a subgraph, name it H and refer to
Figure 6 for the name of its vertices. We may assume that H is not induced,
otherwise we are done. If there exists an edge with one extremity in {x1, x5}
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and the other one in {x3, x6}, then G[{x1, x2, x3, x5, x6}] contains a butterfly
as a subgraph and thus as an induced subgraph. So there is no edges with
one extremity in {x1, x5} and the other one in {x3, x6} and, by symmetry,
there is no edges with extremities in {x4, x7} and the other one in {x2, x6}.
So there exists some edges with one extremity in {x1, x5} and one extrem-
ity in {x4, x7}. By symmetry, we may assume w.l.o.g. that x5x7 ∈ E(G).
If it is the only one then, x1x2x6x3x4x7x5x1 is a 3-cycle, a contradiction.
So it is not the only one and thus, some of x1x4, x1x7 or x4x5 are edges of
G. If there is exactly one more, then in the three cases x1x2x3x4x7x5x1 is a
3-cycle, a contradiction. So, there is at least two more and there is actually
exactly two more, otherwise x1x4x5x7 = K4. By symmetry between x1x7
and x4x5, we may assume w.l.o.g. that x4x5 ∈ E(G). So one of the edges
x1x4 or x1x7 exists, but in both cases the cycle x2x6x3x4x7x5x2 is a 3-cycle,
a contradiction. This proves (2). ✷
Lemma 5.7 Let G be a (K4, 3-cycle)-free graph and let z be a vertex of H.
Then, for every integer i, G[Si(z)] is dragonfly-free.
proof — Assume by way of contradiction that there exists an integer i
such that G[Si(z)] contains a dragonfly as an induced subgraph. Name it
H and refer to Figure 6 for the name of its vertices. Let u be a father of x5
and v be a father of x7.
The two next claims examine what are the possible neighborhoods of u
and v in H.
(1) NH(u) ∈ {{x5}, {x5, x1}, {x5, x2}, {x5, x3}, {x5, x6}, {x1, x3, x5, x6}}.
First note that u cannot have exactly two neighbors in {x1, x2, x3, x6}. In-
deed, u cannot see both x1 and x2 since otherwise there is a K4. Thus
w.l.o.g. x6 is a neighbor of u and then ux5x1x2x3x6u is a 3-cycle.
Assume now that ux2 is an edge. Since G is K4-free, ux1 is not an edge.
Both ux3, ux6 are not edges since G is K4-free. So none of ux3, ux6 is an
edge since otherwise u has exactly two neighbors in {x1, x2, x3, x6}. If ux7
is an edge then ux5x1x2x6x3x7u is a 3-cycle. So ux7 and by symmetry ux4
are not edges. So if ux2 is an edge, then NH(u) = {x5, x2} and one of the
outcome holds. So, we may assume from now on that ux2 is not an edge.
Assume that ux7 is an edge. By symmetry between x5, x2 and x7, x3,
we can assume that ux3 is not an edge. Let S = {x1, x4, x6}. If u has no
neighbor on S then ux5x1x2x6x3x4x7u is a 3-cycle. If u has exactly one
neighbor in S, then by symmetry between x1 and x6 we may assume that
ux6 is not an edge and thus ux5x1x2x6x3x7u is a 3-cycle. So u has at least
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two neighbors in S. If u has three neighbors in S, then u has exactly two
neighbors on {x1, x2, x3, x6}, a contradiction. So u has exactly two neighbors
in S. If ux1 and ux4 are edges, then ux5x1x2x6x3x7u is a 3-cycle. So, by
symmetry between x1 and x4, we may assume that the two neighbors of u
in S are x4 and x6. So then ux5x1x2x6x3x7u is a 3-cycle, a contradiction.
So we may assume that ux7, and by symmetry ux4 are not an edge..
So, NH(u) ⊆ {x5, x1, x3, x6} and, since we already proved that u does
not have exactly two neighbors in {x1, x2, x3, x6}, one of the outcome holds.
This proves (1).
(2) NH(v) ∈ {{x7}, {x4, x7}, {x3, x7}, {x2, x7}, {x6, x7}, {x2, x4, x6, x7}}.
By obvious symmetries in H, the proof is the same as the proof of (1). This
proves (2).
Note that by claims (1) and (2), u 6= v. In the rest of the proof we show
that, whatever the neighborhoods of u and v are, one can find a 3-cycle in
H ∪Quv (recall that Quv denote a unimodal path linking u and v).
Suppose first that dH(u) ≤ 2 and dH(v) ≤ 2.
If dH(u) = dH(v) = 1, then ux5x1x2x6x3x4x7vQvuu is a 3-cycle. So we
may assume that dH(u) = 2 and thus, by (1), u has exactly one neighbors
in {x1, x3, x6}. Note that by (2), vx1 is not en edge. If dH(v) = 1, then
ux5x1x2x6x3x7vQuvu is a 3-cycle. Moreover, it is still a 3-cycle if vx4 is an
edge. So dH(v) = 2 and vx4 is not an edge. Similarly, if ux1 is an edge,
then vx7x4x3x6x2x5uQuvv is a 3-cycle. So ux1 is not an edge. Now, by
(1) and (2), both u and v has exactly one neighbor in {x2, x3, x6} and thus
ux5x2x6x3x7vQuvu is a 3-cycle, a contradiction.
So, from now on, we assume that dH(u) and dH(v) are not both inferior
to 2. Hence we may assume w.l.o.g. that dH(u) > 2, and thus, by (1),
NH(u) = {x1, x3, x5, x6}.
Recall that by (2), vx1 is not an edge. If v has no neighbor in
{x2, x3}, then x5x1x2x3x7vQvuu is a 3-cycle. So v has at least one neigh-
bor in {x1, x2, x3} and by (2). If NH(v) ⊆ {{x2, x7}, {x3, x7}}, then
ux5x2x3x4x7vQuvu is a 3-cycle. So by (2), NH(v) = {x2, x4, x6, x7}
If uv is not an edge, then ux5x2vx7x4x3u is a 3-cycle with chords x2x3,
x3x7 and vx4, a contradiction. So we may assume that uv is an edge. Let u
′
and v′ be fathers of respectively u and v and note that, since u′ and v′ are
in Si−2(z), they have no neighbors in H. Therefore u
′ux5x2x3x7vv
′Qv′u′u
′
is a 3-cycle, with chords uv, ux3 and vx2, a contradiction. ✷
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Lemma 5.8 Let G be a (K4, 3-cycle)-free graph and let z be a vertex of H.
Then, for every integer i, G[Si(z)] is butterfly-free.
proof — Assume by way of contradiction that there exists an integer i
such that G[Si(z)] contains a butterfly as an induced subgraph. Name it H
and refer to Figure 6 for the name of its vertices. Let u be a father of y4
and v be a father of y5.
The two next claims examine what are the possible neighborhoods of u
and v in H.
(1) NH(u) ∈ {{y4}, {y2, y4}, {y1, y3, y4}}
Assume first that |NH(u)| = 2. If NH(u) = {y1, y4}, then uy1y2y3y5y4u is
a 3-cycle, a contradiction. If NH(u) = {y3, y4}, then uy4y1y2y5y3u is a 3-
cycle, a contradiction. If NH(u) = {y4, y5}, then uy4y1y2y3y5u is a 3-cycle,
a contradiction. So, if |NH(u)| = 2, then NH(u) = {y2, y4} and one of the
outcome of the theorem holds.
Assume now that |NH(u)| = 3. If NH(u) = {y2, y3, y4}, then uy4y2y5y3u
is a 3-cycle, a contradiction. IfNH(u) = {y1, y3, y4}, then one of the outcome
of the theorem holds. So, since G is K4-free, u has to see y5. The third
neighbor of u is thus y1 or y3 and, by symmetry, we may assume that it is
y1. Therefore uy4y1y2y5u is a 3-cycle, a contradiction.
So we may assume that |NH(u)| ≥ 4. Since G is K4-free, |NH(u)| = 4
and NH(u) = {y1, y3, y4, y5}. Thus uy1y4y2y5u is a 3-cycle, a contradiction.
This proves (1).
(2) NH(v) ∈ {{y5}, {y2, y5}, {y1, y3, y5}}
By obvious symmetries in H, the proof is the same as the proof of (1). This
proves (2).
Note that by claims (1) and (2), u 6= v. In the rest of the proof we show
that, whatever the neighborhoods of u and v are, one can find a 3-cycle in
H ∪Quv (recall that Quv denote a unimodal path linking u and v).
Case 1 : NH(v) = {y5}.
If NH(u) = {y4} then uy4y1y2y3y5vQvuu is a 3-cycle, a contradiction. So
NH(u) ∈ {{y2, y4}, {y1, y3, y4}} and thus uy4y2y3y5vQvuu is a 3-cycle, a
contradiction. This completes the proof in case 1.
So from now on, we may assume that NH(v) 6= {y5} and, by symmetry,
that NH(u) 6= {y4}.
Case 2 : NH(v) = {y2, y5}.
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If NH(u) = {y2, y4} then uy4y2y5vQvuu is a 3-cycle. Otherwise, we may
assume that NH(u) = {y1, y3, y4} and then uy1y2y3y5vQvu is a 3-cycle, a
contradiction.
So from now on, we may assume thatNH(v) 6= {y2, y5} and by symmetry,
NH(u) 6= {y2, y4}. This leads to the following last case.
Case 3 : NH(v) = {y1, y3, y5} and NH(u) = {y1, y3, y4}.
If uv is not an edge then uy1y4y5vy3u is a 3-cycle, with chords uy4, vy1
and y3y5, a contradiction. So uv is an edge. Let u
′ and v′ be fathers of
respectively u and v. If u′ (or v′) is adjacent to both u and v we assume
that u′ = v′. Note that since u′ and v′ are in Sk−2 they have no neighbors
in H. Therefore u′uy1y2y3vv
′Qu′v′u
′ is a 3-cycle, with chords uv, uy3 and
vy1, a contradiction. This completes the proof in Case 3.
✷
We can now give the proof of Theorem 5.2 recall that it states that every
(K4,3-cycle)-free graph has chromatic number at most 4c.
proof — Assume by contradiction that there exists a (K4, 3-cycle)-free
graph G that satisfies χ(G) ≥ 4c + 1 and let z be a vertex of G. By
Remark 3.2, there exists an integer k such that Sk(z,G) has chromatic
number at least 2c+1. So, by Lemma 5.6, it must contain a dragonfly or a
butterfly, which is a contradiction with Lemma 5.7 or Lemma 5.8. ✷
5.3 Clique number at least 4 : proof of Theorem 5.3
Recall that Theorem 5.2 states that every (3-cycle)-free graph has chromatic
number at most max(4c, ω(G) + 1).
proof — Consider by contradiction the smallest (in number of vertices)
graph G ∈ C3 such that χ(G) > max(ω(G)+1, 4c). By Theorem 5.1 and 5.2,
we have ω(G) ≥ 4. Put ω(G) = ω. LetK be a largest clique of G and denote
by x1, . . . , xω the vertices of K.
(1) Every vertex of G is of degree at least ω + 1.
If a vertex v of G is of degree at most ω, then by minimality of G we can
color G \ {v} with max(ω(G) + 1, 4c) colors and extend the coloring to G,
a contradiction. This proves (1).
(2) G does not admit clique cutsets.
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Assume by contradiction that G has a clique cutset A. Let C1 be a con-
nected component of G \A, and C2 the union of all others components. By
minimality of G, we may color G[Ci ∪K] with max(ω(G) + 1, 4c) colors for
i = 1, 2. By using the same colors for the vertices of A in the coloring of
G[C1 ∪K] and G[C2 ∪K], we can extend the coloring to G, a contradiction.
This proves (2).
(3) If u ∈ N(K), then dK(u) = 1 or ω − 1.
Assume by way of contradiction that u has at least two neighbors in K, say
x1 and x2, and at least two non-neighbors, say x3 and x4. Then ux1x3x4x2u
is a 3-cycle, with chords x1x2, x1x4 and x2x3, a contradiction. This
proves (3).
Define Si = {u ∈ N(K)|NK(u) = {xi}}, Ti = {u ∈ N(K)|NK(u) =
V (K) \ {xi}} and, for all i = 1, . . . , ω, Ui = Si ∪ Ti.
An uv-path P is an N(K)-connection if no vertex of P is in K and
N(K) ∩ P = {u, v}. Note that vertices of P˚ have no neighbors on K and
that an N(K)-connection can be an edge.
(4) Let P be an N(K)-connection with endvertices u and v. Then there
exists an integer i such that {u, v} ⊆ Ui and {u, v} 6⊆ Ti.
Let i, j, k and l be 4 distinct integers in {1, . . . , ω}. Such integers exist since
ω ≥ 4.
If u ∈ Ti and v ∈ Tj, then uxjxkxivPu is a 3-cycle, with chords uxk, vxk
and xixj .
If u ∈ Si and v ∈ Tj, then uxixkxlvPu is a 3-cycle, with chords vxi, vxk
and xixl.
If u ∈ Si and v ∈ Sj , then uxixkxlxjvPu is a 3-cycle, with chords xixj , xixl
and xjxk.
If u ∈ Ti and v ∈ Ti, then uxjxixkvPu is a 3-cycle, with chords uxj , vxk
and xjxk. This proves (4).
(5) There is a unique i ∈ {1, . . . , ω} for which Ui 6= ∅.
Let us argue by way of contradiction. By (2), G \K is connected, so there
exists a path P in G \K from Ui to Uj such that i 6= j. Choose P subject
to its minimality. It is clear that P is an N(K)-connection and thus it
contradicts (4). This proves (5).
By (5), we may assume w.l.o.g. that U1 6= ∅ and, for any i 6= 1, Ui = ∅.
Moreover, S1 and T1 both contain at least two vertices, otherwise x1 or x2
have degree at most ω, a contradiction to (1).
28
We say that a vertex x is complete to a set of vertex S is x is adjacent
to every vertex in S.
(6) If there exists an N(K)-connection from a vertex of T1 to a vertex s1 ∈
S1, then s1 is complete to T1.
Let P be a minimal N(K)-connection from s1 to T1. Denote by t1 ∈ T1 the
second endvertex of P . Assume by way of contradiction that there exists a
vertex t2 ∈ T1 \{t1} that is not adjacent to s1. Then there is no edge linking
t2 with a vertex of P , otherwise there would be an N(K)-connection from t1
to t2, contradicting (4). So, s1Pt1x2t2x3x1s1 is a 3-cycle with chords x1x2,
t1x3 and x2x3, a contradiction.
So s1 is complete to T1 \ {t1} and, by minimality of P , s1 is adjacent to
t1. This proves (6).
(7) N(T1) ⊆ S1 ∪K.
Assume by contradiction that there exists t1 ∈ T1 such that N(t1) * S1 ∪
K. Since t1 is not a cutvertex by (2), consider a minimal path P
′ from
N(t1) \ (S1 ∪K) to N(K) in G \ {t1}. Call t
′
1 and x the extremities of P
with t′1 ∈ N(t1) \ (S1 ∪K) and put P = t1Px. Observe that if t1x is not an
edge, then t1Px is an N(K)-connection and that in both cases there exists
an N(K)-connection linking t1 and x. So, by (4), x /∈ T1. Hence, by (6), x
is complete to T1 and in particular xt1 is an edge. Finally t1Ps1x1x2x3t1 is
a 3-cycle with chords s1t1, x1x3 and t1x2, a contradiction. This proves (7).
(8) For any vertex t ∈ T1, N(t) = S1 ∪K \ {x1}.
Let t ∈ T1. By (4), T1 is a stable set. So if t is not adjacent to any vertex
of S1, N(t) = K \ {x1}, a contradiction to (1). So t is adjacent to at least
one vertex in S1 and thus, by (6), t is complete to S1. This proves (8).
Let t1 and t2 be two distinct vertices in T1 (remind that they exist
because if |T1| = 1, then d(x2) = ω, contradicting (1)). By (8), N(t1) =
N(t2) = S1∪K\{x1}. By minimality of G, G\{t2} admits a proper coloring
γ with max(4c, ω + 1) colors. Since t1t2 /∈ E(G) and N(t1) = N(t2), γ can
be extended to G by giving to t2 the same color as t1. ✷
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