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DIFUSION DE ARNOL'D
Carles Simó
Abstract .- A description is made of the behaviour of hamiltonian systems
near integrable ones . Besides invariant tori of the perturbed systemsthere
is the posibility of slow escape if the system has more than two degrees
of freedom . The classical example of Arnol'd [2] is presented . We remark
the multiple special features that it presents . A.n analysis of the passa-
ge through ressonance's [3]
	
leads in a natural way to the estimates of
Nekhorosev of the rate of escape [15] . The role of transition chains and
heteroclinic points is stressed . The channels of superconductivity of Nek-
horosev are related to previous work of the author [lB] . Some open problems
and the difficulties encountered in solving them end the paper .
§l . Introducción .- Los sistemas hamiltonianos juegan un papel fundamental
en la descripción de la mecánica clásica . Consideremos una función real
H(x,y) (hamiltoniano) definida en el fibrado cotangente T*C (espacio de
las fases de posiciones y momentos) .de una variedad diferenciable C (es
pacio de configuraciones) . De manera más general podemos considerar H(z)
definida en una variedad simpléctica M (esto es, una v . diferenciable
2n-dimensional provista de una 2-forma cerrada, a , tal que sea no dege-
nerada, esto es, a n .`L n a sea un elemento de volumen) . Dado v, vec-
tor tangente a M en z, le asociamos una forma vb mediante a(v,w) = vb(w)
v w e TzM . Esta aplicación es un isomorfismo si a es no degenerada . Sea.
n e TZM n# e T ZM el isomorfismo inverso . Entonces las ecuacio-
nes de Hamilton se escriben i = (DH)# , siendo DH la diferencial de H . '
Si M = R2n , z =
\ p/
, q,p e R n	y a = dq ndp, se obtiene
q = DpH , p = - DqH (i)
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ya que, identificando vectores con formas mediante la métrica euclídea,
viene dado por
	
J =
C',
I ) donde I es la matriz identidad en Rn . Obvia
mente H es integral primera de (1) (teorema de Liouville [4]) .
Un hamiltoniano H se dice íntegnable si existen n integrales pri-
meras F 1 , . . . ,F , funcionalmente independientes, en involución (esto es,
-«DFi )# , (DFj ) ) = 0) . Entonces, si N(C1 - -Cn ) = ;xeM IF i (x)=C i ,cte,i=l:n)
es una variedad compacta (puede dejar de ser variedad para ciertos valores
de C i dando lugar a sepaAa Aíce¿), es un toro n-dimensional Tn (teorema
de Liouville-Arnol'd [5]) . Si no es compacta es Td x Rn-d , d < n .
En variables (I, (P) adecuadas (variables de acción-ángulo, equivalen-
tes a momentos y posiciones) un hamiltoniano integrable depende sólo de las
variables de acción H = H 0 (I) . Las ecuaciones de Hamilton son
Í = 0 , _ (D 1 Ho )T = >(I) (vector de frecuencias)
y por tanto I = I (o) , ~P= w(o) + wt . Las funciones I 1 , . . . ,I n	s n las in
tegrales primeras independientes en involución . A cada valor de I (o) corres
ponde un T n invariante . La parte del espacio de fases para laque N(C 1 , .
. . ., Cn ) es compacta está foliada por toros n-dimensionales invariantes . Un
toro asociado a I . (o) se llama racional o n.uonante si 3 k e Zn	 que
(k, w(I (o) )) = 0 e irracional o no kuonante en caso contrario . Por supues
to un toro puede tener diversas resonancias independientes . El flujo en un
toro resonante es periódico y en uno no resonante es quasiperiódico y ergó-
dico .
Consideremos una perturbación hamiltonriana de un sistema integrable
H = Ho(1) + E H 1 (I, W, E ) (2)
siendo H1	u afunción 2n-periódica respecto a w . Supondremos en _ toda la
exposición que las funciones manejadas son analíticas aunque las técnicas
de filtro pasa baja permiten trabajar con funciones suficientemente diferen
ciables (véase [13], [22], [17]) .
Un resultado fundamental relativo a sistemas próximos a integrables
es el obtenido por Kolmogorov, Arnol'd y Moser ([111, [11 , [13]),
TEOREMA KAM .- Dado el ham.í,ltonc:ano (2) con E sulící.entemente pequeña cum-
pUendo una de las dos eondc:ec:ones :
	
a) ID I ó l = ID 2I Ho l 0,
D I <,lo w0
b)
~ 0
wT
0
I 0 con ó = (D I Ho ) T , pana .todos Dos w satalacc:endo
la condíaí.6n dío dntí.ca ¡(k,-)¡ > c(r'
E .
n
6 (donde r o n+1, Ikl = Y Ik .l ),
¡k ir í=1
ex,íste T,, tono .ínvan,ían te de (2), ceAcano al tono .ínvaxía rete Tú, del
s.í,stema no pefitutbado, sobre el que el Mujo es conjugado del que se tenía
en T, . Dado un compacto golíado pon -tonos de Ho el conjunto de puntos
de U no peAtenecc:entea a algún Tw .tiene medida nelatí.va que tc:ende a ce
no sí E lo hace .
Es claro que la condición a) significa que el Hessiano de Ho es
no degenerado . Toda variación del punto I provoca una variación de la
frecuencia w . La condición b) signfica que el sistema Ho es,isoener
géticamente no degenerado, esto es, sobre la variedad Ho = h una varia-
ción del punto I provoca una variación de la relación de frecuencias .En
D2Ho 'AI ~ A
010
9efecto, para todo aI tal que
dA e R . Esto equivale a que el sistema
que la nula, es decir I DIwo o # 0 .
ó 0
DH -oI = 0 debe cumplirse
o /D2H- w ' no tenga otra solución
La demostración del teorema utiliza dos ideas fundamentales : En lu-
gar de cambiar la frecuencia en las sucesivas aproximaciones a la solu-
ción como en la teoría clásica de perturbaciones, se busca un .tono .ínva
n.íante manteniendo fijas las frecuencias que verifiquen las desigualda-
des diofánticas . Para ello se utiliza una sucesión de cambios de varia-
ble de convergencia rápida (análogos al método de Newton en Análisis Nu-
mérico) variando de toro a cada paso . Ello es posible por la condición
de no degeneración impuesta . Los dominios en los que la sucesión de cam-
bios es convergente se van estrechando y en el limite se reducen al pro-
pio toro invariante . Es decir, el cambio de variables global pasa del t_o
ro invariante de Ho al de H con la misma cu y z6lo es vá,Eida en d¿--
cho .tono .
La teoría de KAM tiene consecuencias básicas sobre la estabilidad de
sistemas hamiltonianos . Tomemos un problema con n=2 grados de libertad .
La variedad H = cte . e s 3-dimensional y en ella hay toros invariantes 2-
dimensionales encajados que, si bien no llenan todo el espacio de -onfigu-
ración, si que sepaAan la variedad de energía constante en parte interior
y exterior al toro . Los puntos inicialmente situados entre dos toros inva-
riantes no pueden escapar del recinto que los tiene por frontera .
La situación es distinta si
	
n > 3 . Entonces en una variedad
(2n-1)-dimensional los toros Tn	 6epatan H = cte . y para puntos que no
estén en toros invariantes puede producirse un alejamiento de la variable 1
respecto al I (o) inicial . Este posible alejamiento es el que se conoce
como d.íbu.íon de Atnot'd .
Resultados paralelos se tienen en el caso de sustituir un sistema
hamiltoniano por un difeomorfismo canónico y no entramos en detalles [41 .
§2 . Cadenas de transición .- Para explicar la manera de escapar de entre t_o
ros invariantes dados por la teoría KAM Arnol'd [21 propuso el mecanismo
de las cadenas de transición .
Sea T un toro invariante por un flujo ~t . Diremos que T es un
Loto bigotudo si existen dos variedades invariantes WST, WuT ( .ó
WS, WU si
no hay peligro de confusión) tales que vy e WS se tiene ~ty - T cuan
do t - +Oo (b,igote de entrada), vy E Wu se tiene ~ty T cuando
t -co (bigote de salida) y T es una componente de Wu 11 Ws . Es cla-
ro que WuT, W ST son las variedades invariantes inestable y estable de T
(véase [211) .
Consideremos el ejemplo llamado .tono 6tandaxd . En Rds+d u
+d c x Sdt
un punto descrito por las componentes (x,y,z,,p), x e Rd s, etc ., se mueve
sometido a las ecuaciones ic = - Ax, .v = py, z = 0, O=-, siendo IueR+
y we Rdt racionalmente independiente (esto es (k,w) =0, k e Zd t - k=0) .
Entonces los puntos de la forma (x =O ; y =0 ; z =01 constituyen un toro bi
gotudo con Ws = I y =O ; z =0) y Wu = Ix =O ; z =01 . Este toro se Tlama el
toro standard .
Sea M una subvariedad diferenciable de una variedad X . Diremos que
oba.thuye a M en x e M si toda variedad transversal a M en x . :cor
ta a S2 .
LEMA .- En el -tono standard sea
	
U entorno de 1 e WS y S2 = Uo ~t U . En-
tonces i2 obs.tuiye a Wu en todo punto de Wu .
Si la afirmación del lema es cierta v I e Ws , para todo entorno del
y v y e Wu	diremos que T es un .tono de .tnaneíci,6n . Este es el caso pa-
ra el toro standard .
La demostración del lema usa de manera esencial ¡la hipótesis de no
resonancia . Si w es resonante entonces i2 sólo obstruye delgadas bandas
alrededor de subvariedades lineales de Wu cuya codimensión es la multi-
plicidad de la resonancia de w .
Si existen toros de transición T 1 , . . .,Tk tales que WuTk E WSTk+1
(intersección transversal) diremos que esos toros forman una cadenakde tAan
síc t6n .
TEOREMA .- Sean 1 6 WST1 y 11 e W uT k anb.ítAanlos . Entonces pana todo U
entonno de 1 y pana todo V entorno de q el {lujo ~t conecta ambos
entornos, esto ee, tuo ot U n v # o.
La demostración es inmediata usando la definición de toro de transi-
ción y la continuidad respecto a las condiciones iniciales .
La existencia de cadenas de transición permite cierta inestabilidad
al conectar entornos de toros alejados . Si dt = 0 los toros invariantes
se reducen a puntos . Si dt = 1 se tienen órbitas periódicas . Tomando una
sección de Poincaré conveniente una órbita periódica se traduce en un pun-
to fijo o una órbita periódica . En este caso para tener una cadena de tran
sición es suficiente tener una cadena de puntos heteAoclíníeos tJCansvMa-
les (también llamados doblemente asintóticos [16] ) .
En el caso de difeomorfismos del plano la existencia de puntos hete-
roclínicos transversales pone fin a la existencia de curvas invariantes .
Un ejemplo numérico de tal cadena puede verse en [20] . El inicio de la exis
tercia de puntos heteroclínicos transversales es una cuestión delicada y no
resuelta . Una descripción heurística se halla en [71 bajo el nombre de .so-
.Cape de hezonanc,c:az .
Destaquemos que la no existencia (global ) de integrales primeras an_a
líticas (además de las clásicas) que fue probada por Poincaré se debe esen-
cialmente a la existencia de puntos heteroclínicos (y homoclínicos) trans
versales . En otro lenguaje esta no existencia es lo que Wintner [231 llama-
ba presencia de ¿itegnalee no a,íz1antez . En un lenguaje moderno diriamos
que la citada transversalidad implica que las variedades invariantes WuT ,
W ST no son subvariedades de la variedad total . Se tiene un plegado de las
mismas que provoca que cortes transversales adecuados de las variedades ten
gan canaeterc cantohí.ano .
§3 . El ejemplo clásico .- El único ejemplo rigurosamente estudiado de difu-
sión entre toros invariantes fue dado por Arnol'd
	
[21 . Sean Ho=2 (1 2 +12),
EH, = Ecos (pl - 1)(1+pB), donde- B =sin <p2 + cos t . Destaquemos que el
sistema tiene dos pequeños parámetros E y M y que cuenta con 2 g .d .l . y
el tiempo . Equivalentemente puede convertirse en sistema autónomo de 3 g .d .
1 . mediante H 1 (1~+I2)+13, B=sin w2 + cos (p3 .
Las ecuaciones de Hamilton son
"2 =12 ,
1 1 =Esin fp1 (1+'uB) , 12 =E(1- coswl )pcos (P2 .
Si E=0 todo toro con I= w e R 2	esinvariante y no resonante si (n,w)1N .
Consideramos el caso 0 < Ep, « E « 1 . A partir de la teoría KAM se tiene
que para la mayoría de las condiciones iniciales I varía poco al añadir
la perturbación . Sin embargo se tiene el siguiente resultado .
TEOREMA .- Sean O< A< B . Pa a todo E > 0 "te %>0 tal que vp e(0,po )
"te una tcayeetw,ía del z.í,stema (3) que conecta 1 2< A con 1 2 > B .
Demoztcací.6n .- Consideramos ya de partida E no nulo fijo . Si ~t= 0 se tie
ne H = 2 11 + E (cos w1 - 1) + 2_ 1
2
2 con lo que los dos grados de liber-
tad están desacoplados . El sistema equivale a i 2 = 0, ~2 = 12 (oscila--
dor armónico) y a un péndulo en las variables I I , ~p l . Destaquemos que esas
variables no son acc,í.6n-ángulo .
Es inmediato que T'112 = 1I I ='0I =0, I2=w2 1
que los bigotes son tridimensionales dados por I I = ±
las variedades invariantes las trayectorias sonSobre
es un toro bigotudo
sin 2
	
, 1 2 =°'2'
II (t) =±2\/7/Ch T, Pl (t) =±2arcctg (-Sh T), 92 (t) = w2 + w2(t_to)
donde T=,,/7(t-to) e
En realidad la teoría
espacio de fases está
ahora consideramos no
ro 2-dimensional (variables (p2 , t) por el punto crítico hiperbólico del
péndulo y sus variedades invariantes son el producto del toro 2-dimensio-
nal por las separatrices del péndulo .
Es claro que WuT 2
--_ WsT
2
teniendo así órbitas homoclínicas no
thanbveuales . La idea clave es que al hacer p ¢ 0 Wu, WS dejarán de
coincidir y serán tucanbveualeb, y por tanto si w' está suficientemente
cerca de w (precisairemos cuánto luego) también será WuTw2
;F WST a,~ dando
así las órbitas het"ocl.í.nc:cas t ansveláaleb que originarán la cadena de
transición, si los toros Tw2 son toros de transición .
Tomemos, pues, p t 0 . Los toros Tw2 continuan siendo invariantes
por el sistema perturbado, esto es, la pentunbac,í6n se anula en las .tonos
.ínvaA,íantee . Esa es otra idea clave en la elección de la perturbación por
Arnol'd . Equivalentemente podemos decir que 91 se encuentra bloqueada en
cero .
Un razonamiento standard mediante iteración funcional usando la hi-
perbolicidad de T,,, 2 permite probar que WuTw2 y WSTw2 continuan exis-
tiendo al hacer p~ 0 suficientemente pequeño y que dichas variedades de-
penden analíticamente de u . Si en T,2 tenemos un flujo irracional, para
lo que bastará que w2 1 Q, el toro será de transición, lo que se prueba
por analogía con el toro standard .
y
inicialmente II(to)=±2»'íE' wl (to ) =±n, <° 2 (to ) = 'P 2'
KAM se aplica a la región en la que, con m = 0, el
foliado por toros invariantes . El toro bigotudo que
penteneee a Bata neg.í6n pues es el producto de un to
La cuestión delicada se encuentra en la transversalidad . Veamos las
ecuaciones de las variedades perturbadas . Sean H (1) = 2 11
+ e(cos~p1
H(2 ) =2 I2 = 2
u,2
	
los bigotes no perturbados . Escribimos
para las variedades inestable y estable, respectivamente, con a = 0(N), á
funciones 2n-periódicas en t y pudiendo limitarnos (para tener perturba
ciones pequeñas) a 19,1 < 3n/2 (o, si se prefiere, kp1 1< 3n/2 para Wu	y
12n - <P1 1 < 3n/2 para Ws ) .
Como una órbita heteroclínica conectará (P1 =0 con '02 = 2n, pode-
mos buscarla en 9, = n . Debemos calcular (P2 , t solución del sistema :
= fuP ,s + 0(u 2 ), quedará (hasta primer orden en p) : 81 = 0, x` 8 2 =
_ _
2
(
2
_ w~2) , donde Si	 ,u - &i .
y
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que (H (2) ) = 2 w2EM cos 92 / Ch2 -r, de donde
H( 1 ) -_
O1 (W1 ;W2 , t ;col )
H(2) = 2 w2 + o2' s (w1 ; ,P2 , t ;co2)
á1 (n ; W 2 , t ;
col) _ A1 (n ;
'P2 , t ; w2)
2 w2 + A2 (n ; 92' t ; w2
) = 2 w22 + A2 (n ; 'P2 , t, w2)
Usando ccuacíone~s vatíací.onaleó de pn,ímeA orden respecto a ,u :
Es inmediato que (H (1). ) = , e 1 1 B, de donde
8 = _ 2 F ó B / a t dt,
1 ,1R Ch2 (Nff(t_t o))
aB/aw2
= 2 cw f dt .82 2 Ch 2jJR
Un cálculo por el método de residuos suministra los valores
S1 = 2n sin to / Sh(n/2-,4) ,
82
= 27r2 cos ~2 / Sh(w2n/2,y/E) .
Notemos que las integrales se han hecho con el mí.emo valora de w2 y no to-
mando w2 para Su y w2 para Si, ya que si Iw2-w21 es pequeño el
error relativo lo es .
Las condiciones de heteroclínico exigen
	
t0=0 y por tanto hallare--
mos un valor adecuado de W2 si
1(»2 _'22 1 <4n,a_2/Sh(w2n/2N) = 0(ye
Escogiendo, entre los valores de 12 inicial y final deseados, valores de w2
irracionales cumpliendo la condición anterior obtendremos la cadena de tran
sición buscada .
Notemos aquí algunas .ídea.e e~sencíalu para la obtención de difusión
de Arnol'd :
a) Se han empleado dos parámetros pequeños, uno de los cuales ya es-
tá incorporado al sistema no perturbado (E) y el otro se utiliza para los
cómputos variacionales (p) . El motivo de hacerlo así es que la transversa-
]¡dad (o, cuantitativamente, el ángulo que la mide) es de orden exponencíal
negatc:vo respecto a E . Por tanto n.ínguna teox& de pehtunbacíonu, por ele
vado que sea su orden, detectaA.ía 2.a .tAanhveualídad . Este hecho ha sido
detectado de manera explícita en el problema restringido circular de tres
cuerpos [121, donde los parámetros E y m se ven reemplazados por el in-
verso de la constante de Jacobi y el parámetro de masas . Un fenómeno pare-
cido se tiene en el problema de Hénon-Heiles [101, donde la detección del
carácter de cadena heteroclínica transversal relativa a las tres órbitas
periódicas hiperbólicas es numéricamente inviable para energías pequeñas .
b) El problema es más arduo en el caso de tbcaW onmacc:onu can6nícae
ya que en este caso las ecuaciones variacionales son del tipo sumatorio
que sólo pueden ser apxoxímadas mecííante íntegx~e.a . En los ejemplos numé
ricos de que se dispone, no ya de difusión de Arnol'd (de la que propiamen
te no tenemos ejemplos explícitos), sino de transversálidad de homoclíni--
cos, el ángulo de las variedades invariantes decrece rápidamente con los
parámetros del difeomorfismo (véase [61 ) . En el caso más sencillo posible
de las aplicaciones cuadráticas conservando area [91 el autor realizó al-
gunos experimentos [191 . Convenientemente completados muestran que la apli
cación (x,y)- (x cos a- (y-x2 ) sin a, x sin a + (y-x 2 ) cosa ) tiene un pun-
to hiperbólico cuyas variedades invariantes se cortan con un ángulo del or
den de e-5/a2 . Si esta apreciación (correcta para a alrededor de [0 .5,
1 .5]) es válida para a=0 .1, se tendría un ángulo, absolutamente indetec-
table por métodos numéricos, de
	
10-21', y de 10-21715 para a = 0 .01 .
§4 . Acotaciones de la velocidad de difusión . Teoría de Nekhorosev .- Hemos
visto en el ejemplo anterior una expresión de la velocidad con que se dí-
óundí.a 1 2 en función de
e . En general, si H = H0(I) +eH1 (I,(p) se tie
ne de manera trivial que I= O(e) y por tanto 11(t)-I(o)I =0 .(c1tl) .Sin
embargo bajo condiciones adecuadas (que explicaremos posteriormente) pue
den darse mejores acotaciones [2] , [14] , [18] , [15] . Exponemos aquí . el
resultado de Nekhorosev y una idea de sus técnicas (usadas ya en [2] ,
[181 ) .
TEOREMA .- Sí Ho z" 6ace Caz "condícionez de ezeaApamíento" ex,í,6ten a,b,
eo ta .Cez que vee (0, £o ) toda ¿olucí,6n de Ho
+EH1 zatí,asace I1(t)-I(o)I< Eb,
v t e [O,T] con T = É exp(1/ea ) .
Sea 'ni una funciónfmunción dcf .iá en un abierto C de Rs S Y Ci T c (;o Wlu ,
y A es una variedad lineal que contiene a I, dim A ~ 0 definimos
Diremos que Ho es eacanpada en I sobne A si 3 C,á>O, a y 0 ta-
les que
Las constantes C y a se llaman, respectivamente, coeficiente e ín-
dice de escarpamiento .
Sea J(I) la grassmaniana r-dimensional en RS pasando por I . Dire-
mos que Ho es ezcanpada en I si :
1) IID H0 (I)II > 9 >O .
m (n) = min 11D(H I )0111 ,
I 'EA, 111 1 -111 =a
a
v1 e (0,S] , max m1,A(n)
> C
oopQ1
2)
	
vr e [l,s) , 3 Cr	Sr>O, ar > 1 tales que H0 es escarpada en I so
bre todo A e Ar(I) que sea ortogonal a D H 0(I) .
Por último se dice que Ho
es ebcanpada en G con coeficientes g, C i ,
S. e índice al , i = 1 : s - 1, si lo es en cada I e G . ,
De manera intuitiva la condición de escarpamiento en un punto signifi
ca que por toda variedad lineal que pase por él al movernos a una distancia
d < S debemos superar "pendientes" mayores que C da .
Destaquemos que si = s-a + s-2, ¡3 .= R. -a +s-j (j=3-s-1)2 s-2 J ,7-1 s-j
y 1 Rs-1-1 (~=
1 si s =2) las constantes a y. b del teorema pueden to
marse a = 2/(12 5 + 3s + 14), b = 3a/2 as-1'
Veamos ejemplos de funciones cumpliendo la condición de escarpamiento .
H se dice quasiconvexa en G si v I e G se tiene DH (I)~ 0 y el sistema
DH0 (I) .v =0 , v
T
D
2
H
0(I)v
= 0 sólo tiene la solución ov = 0 (entonces las cu_r
vas de nivel de H
0
son convexas) . Trivialmente se tiene que quasiconvexa im
plica escarpada con todos los índices iguales a la unidad y no quasiconvexa
implica que si es escarpada alguno de los índices debe ser mayor que la un¡
dad .
h h
Si s = 2 y DHO = (9 1 92)
debe ser v
92
, y si D2H0
	h 1 h12
- 91/ - ( 12 22
entonces vTD2HOv = 0 equivale a que
hllg2 - 2h 12g1Q2 + h22 9 1 = 0 .
Si H
o
D2H
o
(DH
)T
es quasiconvexa no debe existir el tal v, luego 1 DH 0 # 0 ,
que es
0
precisamente la cond.ícíón de no degeneAací.ón .c6oenelcgétíca. Si s=3 se tiene
D2H (DH )T
que H0 quasiconvexa equivale a DH 0 ~ < 0 .
0
Condiciones más débiles de escarpamiento (verificables algorítmicamen-
te) son que DH0 ~ 0 y que el sistema DH0'
v = 0 , D
2
H
0 (v)
2
= 0 , . . .,DkHO(v)k = 0,
no tenga soluciones reales . El no ser escarpada significa que los coeficien
tes de Taylor deberán cumplir una .cns.í.ní.dad de cond.íac:oneb a1gebna,íc" .índe-
pend.íentea .
Demos a continuación una idea de la demostración del teorema de Nekho-
rosev .
Diremos que
	
keZs es P-resonante en U si I(k,w)I< v con w= (DH0 )
T y de
orden Ikl = o -~' Ik i 1, para algún IeU . SeaA 0 la envoltura lineal de los vecto
res v-resonantes en U de orden menor o igual que N y r = dim ao .
Si H = X hk(I) exp(i(k,w)) hacemos un cambio canónico (I,9) --(J,O)
k
tal que se tenga H = H(J,d5) + R(J,O) , siendo H = Y_ h k(J) exp(i(k,O))
k eAóZs
y con IIDRII< eexp(-N1- ") para algún K > 0 (lo cual es posible por la anali-
ticidad de H) . Considerando H en lugar de H es claro que el sistema tiene
s-r qua,síí.n.tegnal?es . El movimiento de J tiene lugar sobre variedades linea-
les A obtenidas por translación de Ao . Por tanto existen r vah íablu ndp.í-
das y s-r van,íableb lentas .
Por supuesto que r depende de U . Si r = 0 las A degeneran a puntos y . 1
prácticamente está en reposo (H =0) . Si r > 0, I puede moverse con velocidad
e dentro de las variedades rápidas, pero si Ho es ucanpada las quasiinte-
grales atrapan I en un conjunto de diámetro pequeño . Dentro de G el conjun-
to (I e G 1 (kM I)) = 0 I se llama 9(k) , h.ípeuupeA6.ícíe de tesoncule í.a aso--
c.íada a k e Zs	y.9 _ .~(k 1 ) n . . .n .W (kr ) es la zupen6 .íc.íe tesonante de
mu-P-tí.pG:c.ídad r .
Consideremos las resonancias definidas por vectores de orden menor o
igual que N . En el upac.ío de 6necuencínb vienen dadas por
coe Rs 1 3k . Zs , IkI<N, k Y 0, (k,w) =0) . Con cada superficie resonante .
se tiene una zona resonante dada por condiciones del tipo »,-')J< u para
cada resonancia y un bloque que es la parte de .9 que no pertenece a la
unión de todas las zonas resonantes de los otros .~' tales que .~¢' .
Es claro que G menos la unión de las zonas resonantes forma el bloque no re
sonante .
Dentro de una superficie o zona podemos tener resonancia (o casi reso-
nancia) para díatc:ntos valores de k . No así en un bloque . Todos los vecto-
res v-resonantes en un bloque son de la envoltura de los vectores que definen
el bloque y por tanto I varía poco, cruzando variedades lineales paralelas a
con velocidad casi nula . La idea enueíal es que en cada bloque el movimien
to tiene lugar prácticamente sobre las variedades lineales A y la condícc:6n
de ueanpam,íento cueguna que dejahemos 2a nesonancía (véase §5) . Entramos así
(con relativa rapidez) en el bloque no resonante en el que permanecemos (re-
lativamente) mucho tiempo .
Si
	
W = ; II-(I) e<k" . . .kr>l! es claro que I e,Wn i bD(Ho ~ )( I)=0 .
Si W nA no es puntual puede haber canalu de supeAconduct¿v.ídad .
Veamos qué puede decirse de JI(t) - I(o)J si Ho no u escalpada (al me-
nos para ciertas clases de funciones) .
Una variedad lineal A se llama %ací.onal si su s .e .v . está engendrado
por una base de componentes enteras . Sea .~ = { H0 :R S - R 1 3 A racional c R s ,
3 ycurvac ., D(Ho l,)(I) =0 v I ey, 3 V :Rs -- Rs tal que I= V(I) tiene por so-
lución y J .
TEOREMA [15] .-YHoe /, 3H 1 (I,9) y 1 : [0,1]-Rs tal que vc>0 el ham,ílton.¿a
no Ho +EH 1 tiene una solucí6n dej.ín,ída en [0,1/E] con I E (t) = J(Et) .
La trayectoria de I E coincide con y que se convierte en canal de 6upet-
conduc tc:v.ídad .
§5 . Bloqueo de resonancias .- Un tratamiento semejante al expuesto en el apa_r
tado anterior fue dado por Arnol'd [3] utilizando teoría de promedios (no fo_r
zosamente para sistemas hamiltonianos) para 2 grados de libertad . Una exten-
sión que contiene parte de las ideas de §4 para un número cualquiera de gra-
dos de libertad fue dada por Simó en [18] .
Sea m e Zs . Definimos como antes una vaxc:edad nesonante Vr =m
(I, p) e G 1 (m,D 1H) =0l . Sea 0m la ónecuencía asociada a la nemnancí.a
0,= (m,w) . Diremos que 0m está sometida a desbloqueo de ondee k en D k m c Vrmdj~, d k+10	
si
~
= 0 , j<k ,
d m
~ 0 v (1, (P) e Dk m . Si
~(j) =  una condící6n
dt , d tJ
su6.íc.íente de desbloqueo de orden < p es que, si p >s, 1a matriz
(w,~(1), . . .,w(p-1)) tenga rango s .
Notemos que si s = 1 en el problema de resonancia ideal de Garfinkel [8]
con hamiltoniano H = B(I) + 2EA(I)sin2(p
	
y centro de libración (1 0) la condi
ción B"A ~ 0 en Io no es más que un desbloqueo de primer orden . Si s= 2 y ces
pequeño la condición de desbloqueo es det(D I H o ,-02H o, D
(P
H l +D,pD IH1 *D I H o ) ¢ 0 .
Diremos que se cumple la condící6n geomUX¿ca si Vme Zs , 3 C 1 >O tal que
Omi >ClE si lomi <C=0(1) . Si s=2 la condición de desbloqueo de ptimen
orden .ímplíca la geométA,íca . Esto es falso para s > 2 y desbloqueo de orden
s - 1 (véase [18]) . Debido a la existencia de resonancias múltiples es difí-
cil de verificar la condición geométrica si s >2 . Una idea clave en los tra-
bajos de Nekhorosev es que el ucanpamíento ee una manera de .únponen la con-
díc.í6n geomUA,íca .
3-r
TEOREMA [18] .- La cond.ící6n geomUhíca ímpEíca que iI(t)-J(t)l<Cc 2 (ln(É))
a
,si Iti<E-r , donde a vale 2 sí s=2 ya= 321 ~s .í s>2 y J(t) e3 la solucí6n
de la eeuac.í6n pn.omedíada J = J D9 H 1 ( I , (G) d9 . Sí H1 = Ak ( I) exp( i (k, <p) ) 6e
.tiene J=0 y J(t) =J(0) = I(0) . k
La demostración se basa en acotar el número de regiones resonantes (de
orden menor qué un, orden dado
niJ quec atra;ii,óca el fl -o y en estudiar la sepa-
ración producida entre el sistema real y el promediado en la región resonante
y en la no resonante . Una acotación de la separación producida en regiones re-
sonantes de orden superior completa la prueba . Destaquemos que la acotación o_b
tenida es mejor que la dada en 54 respecto a II(t) -I(O)J . No así en cuanto al
intervalo de tiempo para el que se tienen acotaciones .
Veamos un ejemplo sencillo de,,supexconductc:v.ídad en el que no se cumplirá
la condición de desbloqueo . Sea H = z(I 2
_1 2 )
+csin(91 -9
2 )
, que tiene la so
lución particular 1
2
=
-I1
= Et , (P l = IP 2
= -EtZ/2 . Se tiene det( ; ) =(I1+I2) X
Xcos(9l -'p2 ) . Luego para
I1+I2 =
0, wl = IP2 estamos en una nehonancía bloqueada .
Puede ser sorprendente la consideración de las dúneu.íoneh en ése ejemplo
02Ho	(DH
o)
T
\ /1 0 I1
OH 0 i i 0 1 -12 1 cuyo
determinante no es
I1-I2
0
nulo si 11 + 12 ~ 0 . Por lo tanto se aplica la teoría KAM y en principio los
toros invariantes 2-dimensionales en cada H = cte ., variedad tridimensional,
ya que
44
02H = /1
0) yo ' 0 -1
deberían impedir la superconductividad . Sin embargo lo que para
	
E = 0 era H = 0
está formado por toros que son todos nesonantu destruyéndose al perturbar y
por lo tanto no impidiendo la difusión de Arnol'd . Ejemplos de superconductivi-
dad para s=3 se dan en [18] . Se tiene difusión sin existir resonancia bloquea
da . Es un fenómeno más lento que está relacionado con resonancias dobles y no
sólo con problemas de racionalidad .
Por último destaquemos que el escarpamiento de Ho depende de la d,Ucecc.ián .
Esto juega un papel importante, como se ha dicho en §4, sobre la dirección de
la difusión .
§6 . Problemas abiertos .- A continuación ofrecemos una lista de cuestiones
abiertas (alguna ya propuesta en [15]) que creemos que puede estimular al
lector .
D2H (DH )T
a) Si s = 3 y Ho es quasiconvexa se tiene A =
DH o
~ <O . Sin
( o
embargo la teoría KAM se aplica si A ~ 0 . ¿Qué sucede cuando A >O?
b) Las acotaciones dadas en §§ 4,5 se han obtenido suponiendo que la
separación I(t) -1(0) 6 I(t) - J(t) se produce siempre de la peor manera posi-
ble . De hecho, si existe una cadena de transición y estamos cerca de las va
riedades invariantes, el movimiento es mucho más lento . ¿Cómo intervienen las
v .i . en las acotaciones dadas?
c) Para detectar numéricamente una cadena de transición (para transfo_r
mociones canónicas, s=2) pueden tomarse dos aplicaciones R2_ R2 preservando
medida no lineales y débilmente acopladas de manera que puntos heteroclínicos
de una de las APM originen puntos heteroclínicos de la aplicación global (fue
ra de la región KAM) . Disminuyendo la no linealidad crece la región KAM . ¿Es
posible seguir la evolución del heteroclínico y obtener que está asociado a
puntos periódicos hiperbólicos contenidos en la región KAM?
d) Generalizar el ejemplo de Arnol'd a dimensión cualquiera admitiendo
que la perturbación se anula sobre los toros invariantes del sistema no per-
turbado y que éstos tienen cierto carácter hiperbólico (esto es, son toros
con bigotes) . Si sus frecuencias son racionalmente independientes, ¿son de
transición?
e) Generalizar el ejemplo anterior al caso en que la perturbación no
se anula sobre los toros bigotudos del sistema no perturbado .
f) Si partimos de un hamiltoniano integrable fuera de la región de se-
paratrices los toros invariantes no son bigotudos . Para los toros resonantes
(que se destruyen al perturbar) las órbitas periódicas dan, en una aplicación
de Poincaré conveniente, puntos parabólicos con parte lineal no diagonal . De-
terminar la existencia de variedades invariantes al perturbar dichos puntos
parabólicos (véase [201 para s=2) .
g) Toros resonantes quedan destruidos, pero subsisten toros de dimen-
sión inferior . Dar criterios que permitan localizarlos (angularmente, por su-
puesto) y computar las Wu, Ws asociadas .
h) ¿Qué obstrucciones de dimensión o transversalidad pueden impedir la
existencia de cadenas de transición si existen toros como los indicados en g)?
i) Para aplicaciones canónicas con s=1 o hamiltonianos con s=2, la exis
tencia de puntos heteroclínicos es prueba de la desaparición de la región KAM .
¿Cómo detectar anal ítirnmonte y en, fiinriñn de F el
	
inirin de heterocl inicos?
j) ¿Qué puede afirmarse de la genericidad de la difusión de Arnol'd?
k) Admitiendo que existe difusión de Arnol'd para la "mayoría" de las
perturbaciones de un sistema integrable, ¿qué puede decirse de la dimensión
del espacio de las perturbaciones para las que dicha difusión no aparece?
(Por supuesto, dentro de una clase dada de hamiltonianos) .
1) La existencia de la difusión de Arnol'd prueba la no integrabilidad
del sistema perturbado . ¿Cual es, genéricamente, el número de integrales pri-
meras que subsisten además de H?
El autor está convencido de que si el lector intenta seriamente contes
tar a las preguntas anteriores, estará en condiciones de suministrar una lis
ta mucho más larga .
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