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ABSTRACT
The clustering of active galactic nuclei (AGN) sheds light on their typical large (Mpc-scale) environ-
ments, which can constrain the growth and evolution of supermassive black holes. Here we measure the
clustering of luminous X-ray-selected AGN in the Stripe 82X and XMM-XXL-north surveys around
the peak epoch of black hole growth, in order to investigate the dependence of luminosity on large-
scale AGN environment. We compute the auto-correlation function of AGN in two luminosity bins,
1043 ≤ LX < 1044.5 erg s−1 at z ∼ 0.8 and LX ≥ 1044.5 erg s−1 at z ∼ 1.8, and calculate the AGN bias
taking into account the redshift distribution of the sources using three different methods. Our results
show that while the less luminous sample has an inferred typical halo mass that is smaller than for
the more luminous AGN, the host halo mass may be less dependent on luminosity than suggested in
previous work. Focusing on the luminous sample, we calculate a typical host halo mass of ∼ 1013 M
h−1, which is similar to previous measurements of moderate-luminosity X-ray AGN and significantly
larger than the values found for optical quasars of similar luminosities and redshifts. We suggest that
the clustering differences between different AGN selection techniques are dominated by selection bi-
ases, and not due to a dependence on AGN luminosity. We discuss the limitations of inferring AGN
triggering mechanisms from halo masses derived by large-scale bias.
Keywords: AGN
1. INTRODUCTION
The clustering statistics of active galactic nuclei
(AGN) can provide insight into the relationship between
accreting supermassive black holes and their host dark
matter halos. By comparing the spatial distribution of
an AGN sample to the well-understood clustering of
halos, the typical AGN host halo mass can be inferred.
This allows for the characterization of AGN large-scale
environments, which constrains the assembly and evo-
lution of supermassive black holes.
Wide-area optical surveys such as the Sloan Digital
Sky Survey (SDSS; Paˆris et al. 2018) have detected tens
of thousands of powerful quasars (Lbol > 10
45 erg s−1)
across a wide range of redshifts. The resulting clustering
amplitudes have constrained these quasars to reside in
dark matter halos of a few ×1012 M h−1, largely inde-
pendent of redshift (Croom et al. 2005; Coil et al. 2007;
Ross et al. 2009; Shen et al. 2009; White et al. 2012;
Eftekharzadeh et al. 2015; Laurent et al. 2017; He et al.
2018; Timlin et al. 2018). This is consistent with what is
expected for predominantly major merger-driven black
hole accretion (Hopkins et al. 2008), since galaxy ma-
jor mergers are most probable in galaxy group environ-
ments. However, popular scenarios of quasar/galaxy co-
evolution predict an extended period of obscured black
hole growth (e.g., Hopkins et al. 2006; Hickox et al.
2009), which is strongly selected against in optical sur-
veys. The potentially large fraction of the luminous
AGN missed in the optical limits the full picture. X-ray
selection is a less biased AGN detection method, as high-
energy photons can more easily penetrate the obscuring
material and there is little contamination from the host
galaxy. Wide-area, shallow surveys like Swift/BAT and
ROSAT have provided the host halo mass estimates for
low-redshift obscured AGN (Krumpe et al. 2012, 2018;
Powell et al. 2018). But until recently, only deep pencil-
beam X-ray surveys that detect low-to-moderate lumi-
nosity AGN (e.g., COSMOS; Civano et al. 2016; March-
ar
X
iv
:2
00
1.
07
73
0v
3 
 [a
str
o-
ph
.G
A]
  9
 M
ar 
20
20
2 Powell et al.
esi et al. 2016) have been able to constrain the higher
redshift environments closer to the peak of supermas-
sive black hole accretion (z ∼ 1−3; Allevato et al. 2011,
2014, 2016). Previous clustering studies of moderate-
luminosity X-ray AGN have found these AGN to reside
in halos of ∼ 1013 M h−1 up to z ∼ 2, statistically
higher masses than found for optical quasars (see also,
Allevato et al. 2011; Starikova et al. 2011; Cappelluti
et al. 2012; Mountrichas & Georgakakis 2012). It re-
mains to be seen whether this difference is because of
a luminosity dependence in AGN clustering statistics
(due to disparate triggering processes), or because of bi-
ases resulting from the different AGN selection methods
(Mendez et al. 2016).
In this study, we combine two of the largest-area deep
X-ray surveys to probe the environments of the most lu-
minous X-ray-selected AGN. The Stripe 82X (LaMassa
et al. 2013b, 2016) and XMM-XXL-north (Pierre et al.
2016) surveys have a combined area of ∼ 38 deg2, de-
tecting AGN radiating up to Lbol ∼ 1047 erg s−1 at
redshifts z ∼ 1 − 3. This fills the missing tier be-
tween the wide/shallow X-ray surveys like BASS (Koss
et al. 2017) and the deep pencil-beam X-ray surveys
like COSMOS, and provides a link between the X-ray
AGN and optically-selected quasars with similar lumi-
nosities and redshifts. Defining two bins of luminosity,
we compare the derived halo masses of each AGN sub-
sample with previous studies in the literature in order
to investigate the luminosity dependence of AGN clus-
tering. Throughout this paper, we assume Planck 2015
cosmology (Planck Collaboration et al. 2016; H0 = 100h
km/s/Mpc, h = 0.677, Ωm,0 = 0.307, Ωb,0 = 0.0486).
2. DATA
2.1. Stripe 82X
The Stripe 82 X-ray survey (S82X) comprises several
fields of X-ray coverage in the Sloan Digital Sky Survey
(SDSS) Stripe 82 Legacy field. This includes three re-
gions observed with XMM-Newton observations in cycles
10 and 13; two 2.3 deg2 patches (AO10) and one 15.6
deg2 patch (AO13) of contiguous area. The details of
the data analysis are given by LaMassa et al. (2013a,b,
2016). The area covered as a function of the flux limit is
shown in Fig. 1. In addition to X-ray coverage, there is
an abundance of multiwavelength data in this field span-
ning the entire electromagnetic spectrum: ultraviolet
(GALEX), optical (SDSS), near-infrared (VHS, UKIRT,
WISE), mid-infrared (WISE, Spitzer), far-infrared (Her-
schel), millimeter (ACT), and radio (FIRST, VLA). The
counterparts were matched using a Maximum Likeli-
hood Estimator and unique identifications were verified
by eye (Ananna et al. 2017).
At present, 54% of the X-ray sources have spectro-
scopic redshifts, obtained both from publicly available
catalogs (Strauss et al. 2002; Jones et al. 2004; Gar-
illi et al. 2008; Croom et al. 2009; Drinkwater et al.
2010; Coil et al. 2011; Ahn et al. 2012; Newman et al.
2013; Alam et al. 2015), follow-up programs at fa-
cilities on Palomar, WIYN, and Keck by our team
(LaMassa et al. 2016), and through a dedicated SDSS-
IV eBOSS follow-up survey (LaMassa et al. 2019). For
objects without spectroscopy, high-quality photometric
redshifts have been calculated from the multi-epoch pho-
tometry (σz = 0.06, with an outlier fraction of 13.7%)
using the LePhare software (Arnouts et al. 1999; Ilbert
et al. 2006), as discussed in detail in Ananna et al.
(2017).
For the fraction of S82X AGN with spectroscopic red-
shifts, we used the publicly available Cigale code (Bur-
garella et al. 2005; Noll et al. 2009; Serra et al. 2011;
Ciesla et al. 2015; Boquien et al. 2019) to fit the full spec-
tral energy distributions and estimate the host galaxy
stellar masses. We assumed Maraston 2005 stellar pop-
ulation libraries with a Salpeter (1955) IMF, and used
the Calzetti et al. (2000) dust attenuation law. The
Fritz et al. (2006) templates were used to model the
AGN component. More details are located in the Ap-
pendix. This resulted in stellar masses estimates and
their uncertainties for 2757 total AGN.
We selected AGN in the AO10 and AO13 regions of
Stripe82X with det ml > 15, corresponding to being
detected with a significance over 5σ (det ml≡ − ln P,
where P is the Poissonian probability that the detection
is due to a random background fluctuation). We further
selected the sources that have either a spectroscopic red-
shift or a firm photo-z, defined as the integrated proba-
bility within ±1σ of the best−fit redshift exceeding 90%
(i.e., ‘PDZ BEST’ > 90; see Ananna et al. 2017). We
utilized the full photo-z probability distribution func-
tions in our clustering analysis (see Section 3.2). This
‘PDZ BEST’ threshold was chosen empirically to mini-
mize the uncertainty on the measurement, balancing the
inclusion of more photo-z objects against smoothing out
the line-of-sight clustering signal. There are 2337 total
AGN meeting these criteria (344 with photo-z’s only).
2.2. XMM-XXL
This work uses the XMM-XXL catalogue presented
by Liu et al. (2016) based on the X-ray reduction
pipeline described by Georgakakis & Nandra (2011).
The XMM-XXL-north field is an ∼18 deg2 region ob-
served by XMM-Newton (Pierre et al. 2016) with over-
lapping spectroscopic coverage from the BOSS program
(Alam et al. 2015). X-ray detections are defined as hav-
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Figure 1. Full-band (0.5-10 keV) sensitivity curves for S82X
(purple, from LaMassa et al. 2016, detection threshold det ml
> 15), XMM-XXL-north (red, from Liu et al. 2016, detection
threshold det ml > 12.42), and combined (black).
ing det ml > 12.42, and 2578 of those have optical clas-
sifications and reliable spectroscopic redshift measure-
ments (33%; Menzel et al. 2016). In addition, X-ray
spectral analysis has been performed to obtain column
densities for each AGN, as detailed in Liu et al. (2016).
We selected the AGN in XMM-XXL-north with spec-
troscopic redshifts in the DR12 BOSS footprint. While
the incompleteness of the spectroscopic redshifts affects
the clustering on small angular scales (< 0.03 deg;
Mountrichas et al. 2016), this effect is small for the pro-
jected scales that we are interested in at the effective red-
shifts of our samples (z ∼ 0.7 and z ∼ 1.8, corresponding
to 0.9 and 1.2 Mpc h−1, respectively). The integrated
sensitivity curves are shown in Figure 1 (Georgakakis
et al. 2008).
2.3. Luminosity Selection
The observed full-band X-ray luminosities (0.5 − 10
keV) were calculated for the AGN from fluxes (fX) in
both surveys (LaMassa et al. 2016; Liu et al. 2016) via
LX = 4pid
2
LfX , where dL is the luminosity distance.
Γ = 2 was assumed for the k−correction, which is the
median spectral index of the XXL AGN (Liu et al. 2016).
This does not change the fluxes since the correction
scales as (1 + z)Γ−2. While column densities have been
measured for the XMM-XXL-north sample from their
X-ray spectral fitting, this is still in progress for the
S82X sample. We verified that our calculated luminosi-
ties were similar to the rest-frame intrinsic luminosities
measured in Liu et al. (2016). We defined our high-
luminosity bin as AGN with logLX [erg s
−1]> 44.5, and
our lower-luminosity bin as 43 < logLX [erg s
−1]< 44.5.
To see whether obscuration could significantly change
the sample by underestimating the intrinsic luminosi-
Field Area N 〈z〉 log〈LX〉
(deg2) (erg s−1)
High−L S82X-AO10 4.6 169 1.81 45.06
S82X-AO13 15.6 732 1.75 45.04
XMM-XXL-N 18.1 1003 1.84 45.03
Total 38.3 1904 1.80 45.04
Low−L S82X-AO10 4.6 236 0.72 44.06
S82X-AO13 15.6 967 0.76 44.06
XMM-XXL-N 18.1 1137 0.84 44.06
Total 38.3 2335 0.80 44.06
Table 1. Characteristics of the AGN samples used in this
work for each contiguous field, including the S82X areas
(AO10 and AO13) and the XMM-XXL-north area. The
high−L sample is defined as log L0.5−10 keV ≥ 44.5 [erg
s−1] and the low−L bin is 43 ≤ log L0.5−10 keV < 44.5 [erg
s−1].
ties, we estimated how many additional AGN would be
included in our high−L selection by assuming an NH
distribution matching the XXL AGN. After estimating
the correction to the observed LX , we find that only
. 4% of the sample would change.
The redshifts vs. luminosities of the AGN are shown
in Figure 2, and their spatial coordinates are shown in
Figure 3 for each field. The weighted average redshift
(including the full photo−z PDFs; see Section 3.2) of
our high−L (low−L) bin is 1.80 (0.80), with a weighted
average LX of ∼ 1045 (∼ 1044) erg s−1. The character-
istics of the catalog disaggregated by field are given in
Table 1. Note that for some objects on the luminosity
thresholds, only parts of their photo−z probability dis-
tribution functions were used (only the parts that satisfy
the luminosity requirements based on the redshifts and
flux of the object). Although we count each such ob-
ject as 1 in the numbers given in Table 1, they count as
fractional objects in the clustering analysis.
3. CLUSTERING METHODOLOGY
The spatial 2-pt correlation function ξ(r) quantifies
the excess probability that a pair of objects are sepa-
rated by distance r. A larger amplitude of ξ corresponds
to a more clustered sample, while ξ = 0 suggests that it
is randomly distributed in space.
The galaxy correlation function is a superposition of
two terms; the 1-halo term, which dominates on scales
. 1 Mpc h−1 and measures the clustering of galaxies
within the same dark matter halo, and the 2-halo term,
which dominates on scales > 1 Mpc h−1 and measures
the clustering of galaxies in distinct dark matter halos.
The amplitude of the latter gives an estimate of the host
halo mass of the sample (see Section 4).
4 Powell et al.
redshift
Lo
g 
L X
[e
rg
 s
-1
]
Figure 2. Observed 0.5-10 keV X-ray luminosity vs. red-
shift for our combined sample of AGN from the Stripe 82X
(filled circles) and XMM-XXL-North (open circles) surveys.
The dark blue points correspond to the high−L bin and the
light blue points correspond to low−L bin.
We use the Davis & Peebles estimator (Davis & Pee-
bles 1983) to compute the weighted correlation function
in bins perpendicular (rp) and parallel (pi) to the line of
sight:
ξ(rp, pi) =
AA
AR
− 1 , (1)
where AA and AR are the weighted numbers of AGN-
AGN and AGN-random pairs in a bin of rp and pi, re-
spectively:
AA =
∑
i,j
ωi × ωj
W 2
, (2)
AR =
∑
i,j
ωi
W ×Nrandom . (3)
ω refers to the redshift weight assigned to each AGN
(see section 3.2) and W is the total sum of the weights.
Indices are summed over all AGN pairs. We use the
CorrFunc software for the weighted pair counting (Sinha
& Garrison 2017).
To eliminate redshift-space distortions, we integrate
the pi dimension to obtain the projected correlation func-
tion wp:
wp = 2
∫ pimax
0
ξ(rp, pi)dpi . (4)
pimax is chosen as the value in which the 2-halo term of
wp, averaged over scales from 1−10 Mpc h−1, converges
and only gets noisier for any higher value. We empiri-
cally determined this value to be roughly 60 Mpc h−1.
This is large enough to integrate over the higher average
redshift smearing caused by including ∼ 10% photo−z
sources.
3.1. Random Catalog Generation
We constructed four random AGN catalogs, one for
each contiguous field in our sample. Working with each
field separately, we first smoothed the redshift distribu-
tion of the data by a Gaussian kernel with σz = 0.2, and
chose a redshift for each random AGN by drawing from
the smoothed distribution. The smoothing scale σz cor-
responds to scales & 100 Mpc h−1 throughout our red-
shift range, so that large-scale structures are smoothed
over and not reflected in the redshift distribution of the
random catalog.
For the angular coordinates of the random sample, the
sensitivity maps of each survey were utilized. For XMM-
XXL-north, we used the available sensitivity map that
was constructed from the method described in Geor-
gakakis et al. (2008). We produced the S82X sensitivity
maps by the same method from the survey’s background
and exposure maps, calculating the limiting flux for a
5.1σ detection in bins of size 32′′ × 32′′.
We first randomized RA and DEC for the random
catalog in the footprints of each field, and then assigned
each a flux drawn from the Log N−Log S distribution
from LaMassa et al. (2016). Derived from simulations
using fits to deeper data, the Log N−Log S distribu-
tion describes the number counts of the data folded into
the survey’s area-flux curve. We then kept the random
sources whose flux values were larger than the sensitivity
at their respective positions.
With the resulting fluxes and redshifts of the randoms,
we then imposed the same luminosity limits for each de-
fined luminosity bin and downsampled the catalogs to
ensure that the overall redshift distributions of each lu-
minosity bin matched that of the smoothed distributions
of the data. We verified that the final flux distributions,
as well as the relations between redshift and luminos-
ity, were similar between the randoms and data for each
bin. The resulting catalogs were constructed to be∼ 100
times larger than the data catalogs in order to minimize
Poisson noise.
3.2. Utilizing Full Photo-z PDFs
While 54% of the sources in S82X currently have spec-
troscopic redshifts, nearly all remaining objects have
photometric redshifts (Ananna et al. 2017). In order
to maximize the information we extract from those pho-
tometric redshifts, we utilize the full PDFs following the
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Figure 3. Positions of the high−L (blue) and low−L (light blue) AGN samples used in this work, including those from the
contiguous A010 and A013 regions of S82X (left and top) and those from the XMM-XXL-north field (right).
method in Allevato et al. (2016); each galaxy is essen-
tially ‘spread out’ through redshift space and sampled by
its normalized PDF. One AGN therefore becomes many
(depending on the PDF sampling) with associated red-
shift weights, which equal the PDF value at their red-
shift. Each AGN photo−z PDF is normalized such that∑
i PDF(zi) = 1.
3.3. Error Estimation
The correlation function uncertainties were estimated
via the jackknife re-sampling technique. We divided the
AGN sample into 25 patches on the sky (e.g., Powell
et al. 2018), each containing 2 − 6% of the data, and
repeated the measurement when excluding each patch
(wk). The scales of the patches are larger than the scales
of the 2-halo term at these redshifts, and so each patch
is assumed to be independent. The covariance matrix is
estimated by:
Ci,j =
M
M − 1
M∑
k
[
wp,k(rp,i)− 〈wp(rp,i)〉
]
×
[
wp,k(rp,j)− 〈wp(rp,j)〉
]
,
(5)
where M is the number of jackknife samples (25). The
errors on wp for each rp bin are the square roots of the
diagonals: σi =
√
Ci,i.
4. HALO MASS ESTIMATION
In the standard halo model approach, galaxies reside
in dark matter halos that have collapsed and virialized
at the peaks of the underlying dark matter distribution.
The galaxy halo occupation distribution (HOD) refers
to the probability P (N |Mh) that N galaxies reside in a
halo with mass Mh (e.g., Cooray & Sheth 2002). The
clustering statistics of galaxies therefore depend only on
cosmology (governing how halos cluster) and the asso-
ciated HOD. On scales greater than ∼ 1 Mpc h−1, the
clustering of galaxies in separate halos dominates the
correlation function (the 2-halo term). The amplitude
of this term relative to that of dark matter halos, defined
as the bias, can estimate the typical halo mass that the
sample resides in (e.g., Tinker et al. 2010).
The AGN bias is estimated by taking the ratio be-
tween the 2-halo terms of the AGN and dark matter
correlation functions, averaged over scales from 1 − 10
Mpc h−1:
bAGN =
√
wp,AGN
wp,DM
. (6)
The projected dark matter correlation function,
wp,DM , is calculated from integrating the real space cor-
relation function, obtained by (Davis & Peebles 1983):
wp,DM (rp) = 2
∫ rmax
rp
ξDM (r)rdr√
r2 − r2p
, (7)
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where rmax =
√
pi2max + r
2
p and ξDM is the Fourier trans-
form of the matter power spectrum P (k):
ξDM (r) =
1
2pi2
∫ ∞
rp
P (k)k2
(
sin(kr)
kr
)
dk . (8)
P (k) is calculated assuming a spectral index n = 1 with
the transfer function from Eisenstein & Hu (1998), using
the publicly available hmf software (Murray et al. 2013;
Murray 2014). This software also includes the nonlin-
ear corrections to the power spectrum from Smith et al.
(2003) and Takahashi et al. (2012).
We derive the typical halo mass of the AGN in our
sample using three methods: (1) we calculate the AGN
bias at the weighted average redshift of the sample; (2)
similar to (1) but at the effective redshift of the sam-
ple; and (3) we take the full redshift distribution into
account and compute the weighted bias. We describe
each method below.
For methods (1) and (2), the typical halo mass is
inferred from the AGN bias using the analytic halo
bias function bT10(ν) from Tinker et al. (2010) with
δhalo = 200, where ν = δc/σ(M). The quantity σ(M) is
the root-mean square of mass density fluctuations within
a sphere containing mass M , given by:
σ2(M) =
∫
P (k, z)Wˆ (k,R)k2dk (9)
We use a spherical top-hat window function for
Wˆ (k,R), and R = (3Mh/4piρ¯)
1/3 is the radius enclosing
mass M , where ρ¯ is mean density of the universe. The
typical AGN host halo mass is the value that satisfies
bAGN = bT10(M, z) , (10)
where z is either the weighted average (〈z〉) or effective
redshift (zeff ) of the sample. These are defined as the
following:
〈z〉 =
∑
i ωi zi∑
i ωi
, (11)
zeff =
∑
i,j ωi ωj zpair∑
i,j ωi ωj
, (12)
where zpair = (zi+zj)/2 and i and j sum over the AGN
pairs.
For the third method, we take into account the full
redshift range of the sample as well as the growth of
structure throughout that range, following the method
in Allevato et al. (2011) to compute the weighted AGN
bias. This method assumes that the HOD of the AGN
is a delta function, such that all AGN reside in halos of
a given mass. While this is not physical, the halo mass
obtained from this method would be comparable to the
average host halo mass of the sample assuming a some-
what narrow distribution of host halo masses. This is
expected if major mergers predominantly trigger AGN,
as major mergers are most efficient in group environ-
ments. The limited range of luminosity of our sample
may also satisfy this assumption, and the little evolu-
tion of host halo masses with redshift seen in previous
studies is consistent with this. However, we discuss the
limitations and caveats of this assumption in Section 6.
Nevertheless, this method is a good test to see whether
methods (1) or (2) can be valid for samples spanning a
broad range of redshifts.
Each pair is weighted by the bias, bi = bT10(M, zi),
and growth factor (gi) at its redshift. The AGN pairs
are then summed over and normalized:
b¯(M) =
√∑
i,j bi(M) bj(M) gi gj ωi ωj
W 2AGN
, (13)
z¯(M) =
∑
i,j bi(M) bj(M) gi gj ωi ωj zpair∑
i,j bi(M) bj(M) gi gj ωi ωj
. (14)
The AGN host halo mass Mh,AGN is then the value that
satisfies
b¯(Mh,AGN ) =
√
wp,AGN
wp,DM (z = 0)
. (15)
The AGN bias (bAGN ) quoted is then the value
bT10(Mh,AGN , z¯) for the resulting halo mass and
weighted redshift calculated.
4.1. Modeling the predictions for similar inactive
galaxies
In this section we describe the process of utilizing the
stellar mass estimates of the AGN host galaxies in our
sample to compute the predicted clustering based on
this property alone. This was done via the approach
presented in Powell et al. (2018), in which we populate
dark matter halos from N−body simulation snapshots
with halotools (Hearin et al. 2017) and forward model
the stellar mass incompleteness to match our data selec-
tion.
We used snapshot Rockstar halo catalogs from the
Consuelo simulation (Behroozi et al. 2013a,b) near the
effective redshifts of each AGN bin (z = 0.65 and
z = 1.77). The Consuelo simulation has a simulation
box size of 420 Mpc h−1, and a particle resolution of
∼ 109 M h−1 (complete for halos & 1011 M h−1). At
the center of each halo and subhalo, we placed a mock
AGN clustering 7
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Figure 4. Bias values for our AGN sample calculated by
the three different methods described in the text (colored
points). The biases calculated by method 3 using only AGN
with spectroscopic redshifts are shown in gray. The various
methods are consistent with each other. Lines of constant
halo mass are shown for reference by the labeled dotted lines
(in units of M h−1).
galaxy. Using the stellar mass-halo mass relation from
Behroozi et al. (2010), we assigned each mock a stellar
mass, and then subsampled the full mock catalog such
that its stellar mass distribution matched that of our
AGN.
The stellar mass distributions of each luminosity bin
of our AGN hosts were obtained from the Cigale esti-
mates of the S82X spectroscopic sample. Two subsam-
ples of 500 AGN were chosen from this stellar mass cat-
alog that satisfied the same luminosity thresholds and
had the same redshift distributions as each of our lumi-
nosity bins. The stellar mass distributions of the 500
AGN were then assumed to represent that of the full
Stripe82X+XMM-XXL-north samples.
The averaged scale-dependent clustering of 20 mock
realizations was then compared to the AGN clustering
results. This checked for consistency with the prediction
for inactive galaxies, where stellar mass primarily drives
the clustering statistics. Uncertainties on this predic-
tion were obtained by assuming ±0.25 dex offsets of the
stellar mass distributions. The magnitude of the offsets
represent typical errors on the estimates according to
Cigale.
5. RESULTS
The bias values and corresponding assumed redshifts
from each method are shown in Figure 4 for both lu-
minosity bins. The luminous X-ray-selected quasars at
z ∼ 1.8 were calculated to have biases of 3.64+0.37−0.42,
3.49+0.36−0.40, and 3.69
+0.38
−0.43 for methods 1, 2, and 3, respec-
tively. This corresponds to halo masses of 12.93+0.13−0.17,
Method bias redshift logMh
[M h−1]
High-L 1 3.64+0.37−0.42 1.80 12.93
+0.13
−0.17
2 3.49+0.36−0.40 1.64 13.01
+0.13
−0.16
3 3.69+0.38−0.43 1.76 12.98
+0.13
−0.17
Spec-z only 3.79+0.39−0.44 1.74 13.03
+0.13
−0.16
Low-L 1 1.37+0.25−0.31 0.80 12.39
+0.33
−0.65
2 1.25+0.23−0.29 0.61 12.44
+0.35
−0.71
3 1.27+0.24−0.30 0.62 12.42
+0.35
−0.74
Spec-z only 1.56+0.24−0.28 0.65 12.83
+0.25
−0.41
Table 2. Bias and halo mass measurements of X-ray-
selected quasars, using the 3 different methods described in
the text. Also shown are the results when using the sample
with spectroscopic redshifts only (using method 3).
13.01+0.13−0.16, and 12.98
+0.13
−0.17 in log units of M h
−1. For
the lower-luminosity bin at z ∼ 0.7, biases of 1.37+0.25−0.31,
1.25+0.23−0.29, and 1.27
+0.24
−0.30 were found, which corresponds
to halo masses of 12.39+0.33−0.65, 12.44
+0.35
−0.71 and 12.42
+0.35
−0.74 in
log units of M h−1. Consistent halo masses are found
when only using AGN with spectroscopic redshifts via
method 3, verifying that the use of the photo−z distri-
bution functions did not significantly shift the measure-
ments. However, it should be noted that the spectro-
scopic sample is biased toward including brighter, un-
obscured objects, and so an exact match in halo mass is
not expected. The results are summarized in Table 2.
The three methods used to calculate the typical halo
masses are consistent with each other. This indicates
that using the median redshift of a sample with a broad
redshift range for the halo mass calculation does not
systematically skew results when assuming a somewhat
narrow distribution of host halo masses across the entire
redshift range. While this assumption may not be valid
(the implications of which are discussed in the following
section), it allows us to compare with previous measure-
ments from the literature that have used narrower red-
shift ranges and assumed one redshift value (as opposed
to the full distribution) for their bias calculations.
The luminous quasars were calculated to reside in
halos of ∼ 1013 M h−1, slightly higher than the
value found for the lower-luminosity/lower-redshift sam-
ple (3 × 1012 M h−1). We note that the value for the
lower-luminosity bin is also consistent with what was
reported for the overlapping AGN in the redshift range
0.5 < z < 1.2 from XMM-XXL-north field alone, which
was calculated via cross-correlating with galaxies for im-
proved statistics (Mountrichas et al. 2016). When tak-
ing each field separately, the variance between the fields
were within error of each other.
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Figure 5. Projected correlation functions of the high-luminosity AGN bin (left) and lower-luminosity AGN bin (right) with
associated models. The black lines show b2AGN × wp,DM using the bias values calculated via method 3, and the shaded regions
correspond to the one-sigma uncertainties on the bias measurements. The projected correlation functions of the mock samples
that have the same stellar mass distributions of the AGN are shown by the blue lines. The bounds of the shaded blue areas
assume ±0.25 dex offsets of stellar mass distributions.
Figure 5 shows the measured projected correlation
functions of both luminosity samples in several bins of
rp, with the resulting scale-dependent linear bias mod-
els. The models were calculated via b2AGN × wp,DM (z¯)
using the bias and redshift values obtained from our
third method. Also shown are the correlation function
predictions from the generated stellar mass-matched
mock samples. We find consistency with the prediction
based on stellar mass alone for both AGN samples, al-
though the prediction is marginally higher for the lower
luminosity bin (left-hand panel). More data is needed
to determine whether or not this becomes a significant
difference.
6. DISCUSSION
The halo masses calculated for each luminosity/redshift
bin of our sample agrees with previous studies that
found marginal or insignificant luminosity and/or red-
shift dependencies of the AGN clustering amplitude
within the same sample of objects (e.g., Ross et al. 2009;
Allevato et al. 2011; Eftekharzadeh et al. 2015; Starikova
et al. 2011; Laurent et al. 2017). While the halo masses
of each bin differ by ∼ 0.5 M h−1 the large errors
on the low-L measurement render this difference uncer-
tain. Additionally, the dependencies on luminosity that
have been previously found within a survey typically
go in the other direction, where the higher luminosity
objects have smaller halo masses (Krumpe et al. 2012;
Allevato et al. 2011, 2014, 2016; Mendez et al. 2016).
There are similar differences between separate surveys
as well (Mountrichas et al. 2016), including the typical
disparity of halo masses found for moderate-luminosity
X-ray AGN and luminous quasars at moderate redshifts
(e.g., Cappelluti et al. 2012).
Figure 6 shows the comparison of our measurement
with recent, previous projected clustering measurements
from the literature for both X-ray and optical samples,
as a function of average bolometric luminosity. The halo
masses were calculated from the reported bias measure-
ments using the Tinker et al. (2010) halo bias relation,
and we assume bolometric corrections for the various
wavebands given: 27 for 0.5-2 keV, and 20 for 2-10 keV
(Lusso et al. 2012)1. In the previous measurements,
there seems to be a slight luminosity dependence, where
moderate luminosity AGN typically reside in larger ha-
los than luminous quasars. However, we find that the
halo mass of our X-ray quasars are significantly higher
than those found for optical quasars, by ∼ 0.5 dex.
This mass scale is more consistent with the halo masses
of lower-luminosity X-ray-selected AGN; in particular,
AGN at similar redshifts but with an order of magnitude
lower luminosities from the COSMOS survey have simi-
lar estimated host halo masses as our high−L bin (Alle-
vato et al. 2011). Meanwhile, optical quasars with com-
parable luminosities and redshifts (e.g., Lbol ∼ 1046 erg
s−1 BOSS quasars at z ∼ 2.4 erg s−1 and Lbol ∼ 3×1045
erg s−1 eBOSS quasars at z ∼ 1.7; Eftekharzadeh et al.
2015; Laurent et al. 2017) have significantly lower host
halo masses. This suggests that biases in the different
AGN/quasar selection methods, rather than luminosity
differences, are the likely reason for the clustering dif-
ferences between X-ray AGN and optical quasars. The
1 While the soft and hard band bolometric corrections are
functions of luminosity, we use the empirically found values for
∼ 1012 L from Lusso et al. (2012) for simplicity. Using single
bolometric corrections is fairly insensitive to lower luminosities,
and results in conservative bolometric luminosity estimates for
the luminous (> 1045.5 erg s−1) sources.
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Figure 6. AGN host halo mass as a function of bolometric luminosity for X-ray (filled squares, COSMOS, Allevato et al.
2011, 2014, 2016; filled triangles, Primus fields, Mendez et al. 2016; filled diamonds, RASS, Krumpe et al. 2012; filled circles,
XMM-XXL, Mountrichas et al. 2016) and optical (x’s, BOSS, White et al. 2012; Eftekharzadeh et al. 2015; thin crosses, eBOSS
Laurent et al. 2017) AGN. The color of the data points correspond to the effective redshift of the sample (right-hand colorbar).
The results from this work are shown by the red-outlined circles.
potential causes for this bias are discussed in the follow-
ing section.
Our lower-luminosity bin, on the other hand, resides
in lower-mass halos consistent with the quasar and other
X-ray AGN samples at similar luminosities and redshifts
(e.g., quasars at z ∼ 1, log Lbol ∼ 45; Laurent et al.
2017; X-ray AGN at z ∼ 0.8, log Lbol ∼ 44.9 and
z ∼ 0.42, log Lbol ∼ 45.2; Mountrichas et al. 2016;
Krumpe et al. 2012), although the errors on our mea-
surement are large. This indicates that there are also
redshift and luminosity dependencies on the effective
host halo masses found for AGN, due to both the growth
of structure over cosmic time, as well as the scaling rela-
tions between supermassive black holes and their galax-
ies. This is the likely reason that the typical host halo
mass found for quasars in the COSMOS field (Allevato
et al. 2016), which have similar luminosities to our sam-
ple but are at higher redshifts (z ∼ 3.4), are closer in
mass to to the optical quasar hosts rather than other
X-ray samples at z = 1− 2; there are far fewer halos of
1013 M h−1 at z = 3.4 than at z = 1.8.
Recently, Jones et al. (2019) investigated the average
AGN host halo masses as a function of bolometric (or X-
ray) luminosity and redshift in a semi-numerical model
of galaxy and black hole formation. They found that,
for moderate luminosity-limited samples, there is a flat
relation with halo mass due to the broad distribution of
Eddington ratios. The relation steepens at high lumi-
nosities (i.e., halo mass increases with luminosity) since
most of those objects are accreting at their Eddington
limits. The halo masses also decrease with redshift at
a given luminosity, since massive halos are rarer toward
higher redshifts. These two competing effects dictate
the relations between luminosity and redshift observed.
Their findings at similar redshifts and luminosities are
consistent with our results, to within error.
6.1. Selection biases
Luminous quasars from optical surveys have been
found to reside in lower-mass halos than X-ray-selected
AGN at z = 1 − 2. If not because of luminosity de-
pendencies, what are the other possible causes of this
difference?
All AGN selection techniques are more likely to find
AGN in higher-mass host galaxies for a given Eddington
ratio distribution function, due to the scaling relations
between black hole mass and stellar mass (Aird et al.
2012; Jones et al. 2017; Azadi et al. 2017). If, for the
same bolometric luminosity, X-ray AGN are more bi-
ased toward being detected in large galaxies, then the
clustering differences between X-ray AGN and optical
quasars could be explained by the relationship between
stellar mass and halo mass (e.g., Behroozi et al. 2013a).
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This is feasible because optically-selected quasars typi-
cally require a higher contrast between the AGN point
source and their host galaxy for detection, since the
galaxy can more easily contaminate the AGN signal
in the optical waveband. On the other hand, there is
much less host galaxy contamination for AGN selected
by X-rays, and so X-ray selection should be less sensitive
to host galaxy stellar mass. Whether this is the case
for this high-luminosity sample remains unclear, how-
ever, as stellar mass is difficult to estimate for luminous
quasars. Recent work looking at AGN host galaxies se-
lected by different techniques in the MOSDEF survey
showed that optical and X-ray selections are similarly
biased toward high stellar masses (Azadi et al. 2017),
although that study was based on two orders of mag-
nitude fewer AGN than in the present work and used
lower-luminosity sources. Using stellar mass estimates
of the spectroscopic AGN sample in Stripe82X, we found
that the clustering of our AGN were consistent with the
prediction based on their stellar masses alone (see Fig-
ure 5). Comparing the X-ray-detected AGN in S82X
with the fraction that were detected in SDSS (∼ 20%),
the median stellar mass of the X-ray AGN were indeed
higher, but only by ∼ 0.1 dex. It should be noted, how-
ever, that disentangling the host galaxy from the lumi-
nous quasar component is difficult, making the stellar
mass estimates for those objects extremely uncertain.
Galaxy clustering also depends strongly on star for-
mation rate (Coil et al. 2017) for a given stellar mass.
Due to emission-line selection, optically-selected AGN
are biased toward relatively lower star formation rates
(Trump et al. 2015; Azadi et al. 2017) with older stellar
populations. However, since blue star-forming galaxies
are less clustered than older, red galaxies, this would
bias the clustering differences between optical and X-
ray AGN in the opposite way as observed. Therefore,
this bias is not the cause of the clustering differences
between X-ray and optical AGN.
Lastly, it has been observed that AGN clustering de-
pends on the obscuration of the nucleus, estimated ei-
ther by absorbing column density (Krumpe et al. 2018;
Powell et al. 2018) measured from X-rays, or by IR color
(DiPompeo et al. 2014, 2017). Obscured AGN are typ-
ically found to be slightly more clustered than unob-
scured AGN, the reason for which is still not clear. Op-
tical detection is less effective at finding absorbed AGN
than X-rays, and so this could contribute to the observed
difference. However, only ∼ 6% of the high-luminosity
XXM-XXL-north subsample have column densities over
1022 atoms/cm2 (measured by their X-ray spectra). The
majority of the S82X AGN also show broad lines in their
optical spectra (∼ 99% for the high-luminosity bin) in-
dicative of little nuclear obscuration, and therefore this
may not be a large effect for this AGN sample, though
we note that optical spectroscopy is biased toward bright
(i.e., unobscured) AGN.
To summarize, the flux-limited samples typically used
in X-ray AGN clustering analyses have different incom-
pleteness compared to optical quasar samples. This in-
completeness may vary over the redshift range, and af-
fect the clustering amplitude found for a sample of a
given luminosity. Selection effects driving the observed
clustering differences was also concluded in Georgakakis
et al. (2019), which reproduced the correlation functions
of optical and X-ray AGN using semi-empirical simula-
tions. This was done by assuming a single HOD and
replicating the selections of each sample. Observation-
ally, larger multiwavelength surveys are needed to fully
characterize these selection effects. Only with larger,
homogeneous samples can luminosity, redshift, and ob-
scuration be independently controlled.
6.2. Limitations of interpreting halo masses from
large-scale bias
The methods used for inferring a typical halo mass
from the large-scale clustering strength of a sample of
AGN rely on several assumptions. The first assump-
tion is that the distribution of host halo masses is nar-
row. This could be valid if major mergers predom-
inantly trigger AGN, as mergers prefer environments
where the number density of galaxies is high, but where
the relative velocities between them are sufficiently low
(Hopkins et al. 2007). However, many recent investi-
gations have argued against major mergers being the
main AGN triggering mechanism up to moderate red-
shifts for moderate-luminosity sources (e.g., Simmons
et al. 2012; Kocevski et al. 2012; Rosario et al. 2015;
Powell et al. 2017; Hewlett et al. 2017), and even for
the most luminous quasars (Villforth et al. 2014, 2017).
Additionally, investigations that have interpreted AGN
clustering by forward modeling the AGN samples, by
making simple assumptions and populating halo cata-
logs from N−body simulations, have argued that AGN
reside in a wide range of environments with a broad dis-
tribution of host halo masses (Powell et al. 2018; Geor-
gakakis et al. 2019; Jones et al. 2019). Studies of black
hole halo occupation in hydrodynamic simulations agree
(DeGraf & Sijacki 2017). If this is the case, then the typ-
ical halo mass obtained from the bias may not represent
the median halo mass hosting the AGN population due
to incompleteness of the sample (DeGraf & Sijacki 2017;
Powell et al. 2018). Therefore, we caution against infer-
ences made from host halo mass estimates derived from
clustering bias.
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An additional assumption is that halo clustering only
depends on halo mass. From simulations it has been
shown that there is an effect known as assembly bias
(Dalal et al. 2008), in which halos of the same mass
cluster differently based on their formation epochs. Ha-
los that have assembled their mass earlier in cosmic time
cluster more strongly than halos formed later (which is
related to the dependence of star formation rate/color
on galaxy clustering; e.g., Hearin & Watson 2013). If
any AGN property depends upon the halo assembly his-
tory, then the estimated halo mass from the AGN bias
could be systematically incorrect. The clustering differ-
ences between obscured and unobscured AGN that have
the same stellar mass distributions (and therefore pre-
sumably similar host halo mass distributions) have been
suggested to be explained by this effect (Powell et al.
2018). However, more investigation is needed to con-
strain the magnitude of assembly bias on observational
AGN clustering measurements.
6.3. Implications for the triggering mechanisms of
X-ray luminous quasars
Major mergers have been proposed to be a signifi-
cant player in galaxy-AGN coevolution, especially for
the most luminous quasars at moderate to high redshifts
(e.g., Hopkins et al. 2006). Theoretical models assuming
major mergers are the dominant mechanism for igniting
black hole accretion predict quasars to reside in halos of
∼ 4× 1012 M h−1, corresponding to small group envi-
ronments (Hopkins et al. 2008). While this is typically
found for luminous quasars (Lbol = 10
45− 1047 erg s−1)
detected in optical bands from their large-scale clus-
tering amplitude (e.g., Ross et al. 2009; Eftekharzadeh
et al. 2015; Laurent et al. 2017), we found higher halo
masses for X-ray selected AGN with luminosities Lbol ∼
1046 erg s−1. If the host halo mass distribution of our
sample is indeed narrow, then this typical halo mass
value is inconsistent with triggering by predominantly
major mergers. If instead the halo mass distribution
is broad, such that this estimate is not representative
of the typical halo mass in our sample, this also weak-
ens the argument for major merger triggering since ma-
jor mergers are most efficient in a narrow range of halo
masses (Hopkins et al. 2007). It is thus likely that sec-
ular, internal processes are still important even in high-
luminosity AGN, although more studies of the clustering
properties of merging galaxies are needed.
7. SUMMARY
In this study we measured the clustering of X-ray-
selected quasars in the Stripe 82X and XMM-XXL-north
surveys, which span a combined area of 38 deg2 (includ-
ing large contiguous areas only). We specifically looked
for any luminosity dependence in the inferred host halo
masses of accreting supermassive black holes.
We found that the AGN in our higher-luminosity/redshift
bin (logLX ≥ 44.5 [erg s−1]) reside in larger-mass halos
(logMh = 13.0 ± 0.2 [M h−1]) than for our lower-
luminosity/redshift AGN (logMh = 12.4
+0.4
−0.8 [M h
−1];
43 ≤ logLX < 44.5 [erg s−1]), inferred from their large-
scale clustering bias. While not very significant, this
goes in the opposite direction than found in several
previous studies.
The typical host halo mass of ∼ 1013 M h−1 mea-
sured for the LX ∼ 1045 erg s−1AGN at z ∼ 1.8 is con-
sistent with previously estimated halo masses hosting
less luminous X-ray-selected AGN at similar redshifts,
while being larger than those hosting optically-selected
quasars of similar luminosities and/or redshifts. We ar-
gue that selection biases drive the differences in the clus-
tering bias found for various AGN samples, as well as
more complicated dependencies on luminosity and red-
shift; differences of this magnitude are easy to bridge
depending on systematics that are not presently con-
trolled for. Larger homogeneous samples across wide
ranges of redshift and luminosity are needed to disen-
tangle these effects, which will be possible with future
surveys like eROSITA. Future work characterizing the
host galaxy and AGN properties of this high-luminosity
AGN sample will also elucidate these biases, and will
help determine the dominant parameters on which AGN
clustering depends.
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APPENDIX
We used the Cigale software (Code Investigating GALaxy Emission; Burgarella et al. 2005; Noll et al. 2009; Serra
et al. 2011; Ciesla et al. 2015; Boquien et al. 2019) to fit the spectral energy distributions of the AGN in S82X with
spectroscopic redshifts. We input the fluxes of the multiwavelength data (see Ananna et al. 2017) and their redshifts
to obtain the estimated host galaxy stellar masses and their uncertainties. The parameters and their ranges assumed
for the fitting procedure are given in Table 3.
Table 3. Models and parameter ranges used in the Cigale SED fitting.
Parameter Model/values
Maraston (2005) stellar population synthesis model
initial mass function Salpeter
metallicity 0.02
Delayed Star Formation History model
τ of stellar population models (Myr) 500, 1000, 3000, 5000, 10000
Age (Myr) 4000, 5000, 5500
Calzetti et al. (2000) dust extinction
reddening E(B-V) young 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.5, 0.6
E(B-V) reduction factor between old and young stellar population 0.44
Dale et al. (2014) dust template
IR powerlaw slope 1.5,2.0,2.5
Fritz et al. (2006) model for AGN emission
ratio between outer and inner dust torus radii 30, 100
9.7 µm equatorial optical depth 0.3, 3.0, 6.0, 10.0
Parameter for radial dust distribution in torus (β) -0.5
Parameter for angular dust distribution in torus (γ) 0.0, 2.0, 6.0
Opening angle of the torus (Θ) 100
Line of sight angle (Ψ) 0.001, 50.100, 89.990
LIR AGN fraction 0.0, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8
