Abstract. The new inertia weight based on periodic linear change, repeat the change process from 0.9226 to 0.6226 until it reaches the maximum generation. At the beginning, the position of the particle change fast, when the given value is reached, the particle's position change with a fuzzy formula. Using the new algorithm, the global and local searching ability of the particle swarm optimization algorithm are improved obviously, the searching accuracy is also improved. To a certain extent, the premature convergence problem of particle swarm algorithm is solved. The algorithm also could be used to solve some complex computational problems in many fields.
Introduction
Particle swarm optimization algorithm is proposed by Dr Eberhart and Kennedy. It originated from the birds preying behavior [1] . In order to control the particle's convergence and search ability, Shi et al introduced inertia weight [2] in the algorithm. Particle swarm optimization algorithm has been successfully applied to calculate complex functions' result, system identification.
In the past, many people had some new ideas to improve the performance of the PSO algorithm, but they often tend to change the operator very complex. So the new algorithm they have proposed often increased the complexity of the PSO algorithm. This paper presents a new particle swarm optimization algorithm based on Periodic changing Inertia weight (PIPSO), the inertia weight changes with series linear cycle. With the new method, particles can better adjust their flight direction and speed. The results of test functions show that the algorithm is a simple algorithm that with fast convergence speed, and has good convergence precision.
Particle Swarm Optimization Algorithm
The standard particle swarm algorithm is assumed to contain m particles in a D dimension space., mainly described in Eq. 1 [3] , Each particle adjusts their flight speed and direction according to the current speed, current location, personal best solution and the global optimal solution, there's the adjustment formula(Eq. 2 and Eq. 3) [4] , is random number in the range of (0,1); are learning factors. 
3 A new Particle Swarm Optimization Algorithm based on Periodic Changing Inertia Weight
Periodic changing inertia weight is proposed
The inertia weight plays a key role in the particle swarm algorithm, its size in relation to the whole group of search range [5] . In some paper, although authors have proposed a lot of new method to change inertia weight, but some of them made the inertia weight monotone decreasing or monotone increasing, some other people made the inertia weight first increasing then decreasing, or first decreasing then increasing.
This paper takes advantage of the principle of searching things in our daily life. When someone search something, if he or she cannot find it in one place after a period of time , he or she maybe goes to another place and search it in this place. What is called turning to another place is that through a big mutation probability, obtaining some new individual from a new region that is far from the ancestor of them. The specific operation process is as follows: 's maximum value is 0.9226, minimum value is 0.6226, in the beginning, its value is 0.9226, then it begins to decline until 0.6226, decreasing unit is 0.003. repeat the linear change process that from 0.9226 to 0.6226 until it reaches the maximum generation. The change process is shown in Fig. 1 . Figure. 1 change process of inertia weight
Fuzzy update position by stages
A new method is used to update the position of the particle, which is "fuzzy update position by stages". When is decreasing, the position of the particle also fuzzy update by stages. In every decreasing stage, when the evolutional generation is relatively small, degree of membership is 1; the position of the particle changes consistent with ; when the evolutional generation is
greater than a given threshold, the degree of membership decrease to a given value, the position of the particle changes slowly; When the evolutional generation arrive another given threshold, the degree of membership increase to a new value. The change is very simple, but it can effectively improve the speed of algorithm. Fuzzy control formulas are as follows (Eq. 4 and Eq. 5):
Among Eq. 5, is a piecewise function, are given threshold. Instead of using Gaussian, Bell, Sigmoid, Triangle etc membership function, in this paper, the membership function is changing with a periodic linear process. It's simple and feasible, the initial value decreasing unit and the lower limit value , all can be flexibly transform and validate according to specific target function. This could save the time for choosing membership function, simplify the calculation process, improve the calculation accuracy significantly and accelerate convergence speed.
The new particle swarm optimization algorithm process based on periodic change
(1)Set the parameter like the evolving algebra, the dimensions of the problem etc. Random initialize of the particle's position and speed [6] .
(2)According to the problem needed to be optimized, calculate the fitness of each particle, sort them, thus get the most optimal pbest, gbest is set to the best particle's position of the current group.
(3)Update the inertia weight and the particle's position according to the new calculation method; get the new speed and the position of the particle.
(4)To get a new global optimal value judgment, observe whether meet the accuracy requirement, or whether the iteration algorithm has reached the setup evolving algebra. If yes, the iteration process is over; If not, continue the arithmetic, repeat the step (2)-(4).
The analysis of new particle swarm optimization algorithm based on periodic change
To verify the performance of the algorithm, contrast test the new particle swarm optimization algorithm based on periodic change and the algorithm of the reference [3] . The test functions' expressions are in Table I:  Table I test 

This experiment is mainly to test the minimum value of the four typical functions. The experiment parameter is set to: the particle population size is 100, the maximum number of evolution is 1000; In PSO, is 0.9226; In WPSO, linear decreases to 0.6 with the increase of evolution algebra; In AFPSO, is fuzzy changed according to the given membership function; In PIPSO, the maximum value is 0.9226, the minimum value is 0.6226, starts from 0.9226 to 0.003 monotone decreasing for the unit decreases to 0.6226, will repeat the process from 0.9226 to 0.6226 until reaching to the maximum evolving algebra. Each function test runs 50 times, their average is as the final result of the algorithm optimization. The average value is shown in Table II . Table II As shown in Table II , the PIPSO algorithm referenced in this file, has improved the performance greatly than that of the other three algorithms, minimum value is more close to 0, which is the typical function theory of optimal value. Fig. 2 is the iterative process's tracking of four typical test functions, through the relation schema between the four typical function algebra's evolving algebra and the average fitness of the best diagram, using the PIPSO, Individual toward the optimal position moving faster and it could effectively avoid the algorithm into local optimum during the initial stage and final stage, this could demonstrate the superiority of the fuzzy position update. At the same time, we could also find out that in the process of particle movement, there will be a step towards the optimal position of the larger mobile long, this greatly accelerate the convergence speed of the algorithm and improve the convergence precision. 
Conclusions
Present a particle swarm optimization algorithm-PIPSO, Propose simulation 'losing thingslooking for things' of inertia weight change method and the particle position fuzzy updating method, through the study of the test of typical function, PIPSO improve the convergence precision more than other algorithm, and it avoid algorithm trapped in local optimum.
