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Abstract
This work introduces the high-order Boris-SDC method for integrating the equations of motion for electrically
charged particles in an electric and magnetic field. Boris-SDC relies on a combination of the Boris-integrator
with spectral deferred corrections (SDC). SDC can be considered as preconditioned Picard iteration to com-
pute the stages of a collocation method. In this interpretation, inverting the preconditioner corresponds to
a sweep with a low-order method. In Boris-SDC, the Boris method, a second-order Lorentz force integrator
based on velocity-Verlet, is used as a sweeper/preconditioner. The presented method provides a generic way
to extend the classical Boris integrator, which is widely used in essentially all particle-based plasma physics
simulations involving magnetic fields, to a high-order method. Stability, convergence order and conserva-
tion properties of the method are demonstrated for different simulation setups. Boris-SDC reproduces the
expected high order of convergence for a single particle and for the center-of-mass of a particle cloud in a
Penning trap and shows good long-term energy stability.
Keywords: Boris integrator, time integration, magnetic field, high-order, spectral deferred corrections
(SDC), collocation method
1. Introduction
Often when modeling phenomena in plasma physics, for example particle dynamics in fusion vessels or
particle accelerators, an externally applied magnetic field is vital to confine the particles in the physical
device [1, 2]. In many cases, such as instabilities [3] and high-intensity laser plasma interaction [4], the
magnetic field even governs the microscopic evolution and drives the phenomena to be studied. Movement
of electrically charged particles in an electric and magnetic field is described by the following equations of
motion
dv
dt
= f(x,v) = α [E(x, t) + v ×B(x, t)] , (1a)
dx
dt
= v (1b)
with the particle position x ∈ Rd, its velocity v ∈ Rd, the magnetic field B(x, t) ∈ Rd, electric field
E(x, t) ∈ Rd and the charge to mass ratio α ∈ R. In (1a), the well-known Lorentz force f depends on x and
v so that a discretizing (1) with a standard velocity-Verlet scheme [5, 6] reads
xn+1 = xn + ∆t
(
vn +
∆t
2
f(xn,vn)
)
(2a)
vn+1 = vn +
∆t
2
(f(xn,vn) + f(xn+1,vn+1)) . (2b)
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with an implicit velocity update step (2b). The Boris integration method [6, 7] provides a clever way to
evaluate (2b) without having to actually solve an implicit system. It has thus become a de-facto standard
for the numerical solution of (2) and allows to cheaply integrate the particle trajectory in the presence of
electric and magnetic fields.
Being based on the velocity-Verlet scheme, the Boris approach is a second-order method [6]. Whether it
is also symplectic is controversial: In [8] it is claimed that it is while [9] claim that it is not, but nevertheless
shows excellent long term energy stability due to being phase-space volume preserving. Furthermore, it only
requires a single evaluation of the right-hand side f per time step, making it a cheap numerical method
in terms of computational cost [10]. For these reasons, the Boris method is widely used in many Particle-
In-Cell-codes (see e. g. [11]), grid-free methods (e. g. [12]) and Monte-Carlo simulations (e. g. [13]). Several
explicit alternatives to the Boris method have been proposed, compare [10] and references therein. All of
them are second-order accurate and apparently no higher-order methods based on the original Boris approach
exist. Especially for applications such as trajectory integration in particle accelerators [14], space-weather
studies [15], high-intensity laser-plasma interaction [4], and fusion vessel simulations [13, 16], where high
precision has to be maintained over long physical simulation times, these are desirable, though. In addition,
the current development of high-performance computing systems towards high floating point operation rates
at stagnating memory data transfer speed favors the use of higher-order methods in essentially all fields of
computer simulation [17]. Furthermore, the ability of tuning the order of an integration algorithm adds a
new dimension to its parameter space that allows for balancing precision versus runtime.
A number of other high-precision or higher-order methods for (1) have been developed. Examples are
methods that use a spatial coordinate instead of time as the independent variable which showed better per-
formance than a fourth-order Runge-Kutta method in beam propagation simulations [18], a quasi-symplectic
Trotter-factorization based scheme that builds upon an explicit-implicit mixture of leap-frog, Verlet, expo-
nential differencing and Boris rotations with a sixth-order rotation angle approximation [16] or a Taylor
series-based explicit approach with an up to sixth-order replacement for the Boris method using a complex
differential operator for the Maxwell fields [19, 20]. Essentially, none of these methods are easily tunable for
arbitrary order but are formulated for a very specific case. Only the latter, Taylor series-based approach
offers this feature but requires a complicated set of appropriate differential operators to be constructed for
every order.
In this work, we introduce the high-order Boris-SDC integration method for (1), which is a combination
of the classical Boris integrator with the spectral deferred corrections method (SDC). The resulting Boris-
SDC method retains much of the simplicity of the Boris integrator (in terms of implementation, alas not
derivation) while allowing to easily generate a method of essentially arbitrary order. Based on classical
defect correction, SDC has originally been introduced for first-order ODEs as an iterative approach for the
generic construction of high-order integration schemes using a low-order base propagator (the “sweeper”)
such as implicit or explicit Euler for the correction “sweeps” [21]. Several modifications and extensions
exist e. g. semi-implicit SDC [22], GMRES-accelerated SDC [23], inexact SDC [24], multi-level SDC [25],
SDC based on DIRK methods [26] or the parallel full approximation scheme in space and time (PFASST),
a parallel-in-time integrator which exploits the iterative structure of SDC [27]. Recently, SDC has been
formulated for second-order problems with the standard Verlet integrator as sweeper [28]. Here, we combine
this particular approach with the classical Boris integrator and extend it to a velocity-dependent force of
the form (1a).
The derivation of Boris-SDC relies on the interpretation of SDC as a preconditioned Picard iteration
for the solution of a collocation problem, see e. g. [23, 29]. Collocation methods are based on the integral
formulation of an ODE, the approximation of the exact trajectory over a time step by a polynomial and
evaluation of the integrals by quadrature. They are a special class of implicit Runge-Kutta methods and,
depending on the chosen quadrature nodes, have a number of attractive properties, particularly symplec-
ticness, see e. g. [30, 31]. The disadvantage of collocation methods is that they require the solution of a
very large, possibly nonlinear system of equations to compute the stages. Picard iteration can be used to
solve this system, but often requires a too small time step for convergence. SDC can be considered as a
preconditioned Picard iteration, where inverting the preconditioner corresponds to ”sweeping” through the
quadrature nodes with a low-order method. If sufficiently many sweeps are performed, the advantageous
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properties of the underlying collocation method are recovered. For e. g. a first-order method such as the
implicit Euler as sweeper, SDC formally gains one order per sweep [32], so fixing the number of iterations
allows to easily generate a scheme of higher order, up to the order provided by the underlying quadrature.
Here, we describe how the classical Boris integrator can be used as a preconditioner to derive an iterative
solver for a collocation approximation of (1).
This paper is organized as follows: Section 2 describes collocation methods, briefly discusses their prop-
erties and introduces the required notation. In Section 3, we start with spectral deferred corrections based
on the velocity-Verlet scheme as base integrator in matrix from. The matrix formulation itself is derived
in Appendix A. Concentrating on this rather formal notation, these parts are sufficiently general to also
be utilized for force expressions other than the Lorentz force in (1a). In the second part of Section 3
we then specialize the formalism to the case of the Lorentz force as the ODE’s right-hand side and derive
ready-to-implement expressions for the Boris-SDC method, specifically tailored for problems of the form (1).
Section 4 illustrates the properties of Boris-SDC by numerical examples and compares Boris-SDC to the
classical Boris integrator. Finally, Section 5 gives a summary and an outlook on possible future directions
of research.
2. Collocation formulation
In this section, we briefly describe collocation methods and introduce the notation required for the
spectral deferred correction approach of Section 3. Note that the notation below is loosely based on the
discussion of collocation methods and SDC with a velocity-Verlet integrator as base method for second-order
problems in [28].
Rewriting equations (1) in Picard formulation for an arbitrary interval [tn, tn+1] with starting value
x0 = x(tn), v0 = v(tn), x,v ∈ Rd, we obtain1
v(t) = v0 +
∫ t
tn
f(x(s),v(s)) ds, (3a)
x(t) = x0 +
∫ t
tn
v(s) ds. (3b)
Collocation methods are based on the introduction of intermediate nodes
tn ≤ τ1 < . . . < τM ≤ tn+1, M ≥ 1 (4)
and approximating the integrals using quadrature. Details can be found e. g. in [30, II.7]. To allow for a more
convenient notation below, we set τ0 := tn. The quadrature weights are collected in a matrix Q¯ ∈ RM×M
with entries
q¯m,j :=
∫ τm
tn
`j(s) ds, m, j = 1, . . . ,M (5)
where `j(s), j = 1, . . . ,M are Lagrange polynomials. Then, in order to account for the initial values x0, v0,
we further define
Q :=
(
0 0
0 Q¯
)
∈ R(M+1)×(M+1). (6)
1We use the following notation here: Vectors and matrices in normal font refer to scalar values at a single node in time.
Bold-faced variables indicate aggregation over spatial variables (e. g. particles in more than one dimensions and/or multiple
particles). Vectors with capitals are used to denote aggregation over all intermediate steps. Matrices are always denoted
with capital letters, slightly abusing our own convention. All matrices in this context, however, refer to aggregated quantities
anyway.
3
For quadrature nodes with τ0 = τ1, e. g. Gauss-Lobatto nodes, the second row of Q is zero as well, because
tn = τ0 = τ1.
Let V = (v0,v1, . . . ,vM )
T
, X = (x0,x1, . . . ,xM )
T ∈ R(M+1)d be vectors with approximate values for
x and v at the nodes τm and F(X,V) = (f0, f1, , . . . , fM )
T ∈ R(M+1)d with fm = f(xm,vm) the vector
containing the corresponding right-hand side values. Then, the matrix Q := Q⊗Id provides approximations
of the integral in (3a) with t = τm, that is
QF(X,V) = (Q⊗ Id)F(X,V) ≈
(∫ τm
tn
f(x(s),v(s)) ds
)
m=0,1,...,M
(7)
with Id ∈ Rd×d being the identity matrix and ⊗ the standard Kronecker product. Similarly, the term QV
approximates the integrals over v. The discrete version of (3) is then given by the collocation formulation
V = V0 +QF(X,V) (8a)
X = X0 +QV = X0 +QV0 +QQF(X,V). (8b)
for
X0 := (x0,x0, . . . ,x0)
T
,V0 := (v0,v0, . . . ,v0)
T ∈ R(M+1)d. (9)
We note that QQ = (Q⊗ Id)(Q⊗ Id) = QQ⊗ Id.
2.1. Collocation system
In order to combine both equations into a single, closed expression, we first note that F depends on
both X and V, or, more precisely, each component fm depends on the tuple (xm,vm) ∈ R2d. The ordering
of Equations (8) (first all the vm, then all the xm), however, is not compatible with the sorting in F,
where the first entry is depends on (x1,v1), the second on (x2,v2) etc. Thus, we need to resort the matrix
formulation (8) so that the degrees-of-freedom are ordered as
U = (u0,u1, . . . ,uM )
T := (x0,v0, . . . ,xm,vm, . . . ,xM ,vM )
T ∈ R(M+1)2d. (10)
To this end, we introduce permutation operators Ix, Iv and Ixv with
Ix =
(
1
0
)
, Iv =
(
0
1
)
and Ixv =
(
0 1
0 0
)
(11)
so that um = (Id ⊗ Ix)xm + (Id ⊗ Iv)vm for m = 0, . . . ,M . The permutation operators Ix and Iv redis-
tribute the entries of xm and vm to match the sorting of the degrees of freedom in U while the operator
Ixv reflects the action of a velocity component (entry in the second column) on a position component (first
row).
For a matrix R ∈ Rn×n we now use for abbreviation Rx := R⊗ Ix ∈ R2n×n, Rv := R⊗ Iv ∈ R2n×n, and
Rxv := R⊗ Ixv ∈ R2n×2n. Then, the redistributed version of (8) reads
U = U0 +Q
xvU0 +QQ
xF(U) +QvF(U) (12)
with U0 = (u0, . . . ,u0)
T ∈ R(M+1)2d, F(U) := F(X,V) and
Qv := Qv ⊗ Id = Q⊗ Iv ⊗ Id (13a)
QQx := QQ⊗ Ix ⊗ Id (13b)
Equation (12) can be compactly written as a possibly non-linear system of equations
Mcoll(U) = CcollU0. (14)
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with
Ccoll := I(M+1)2d +Q
xv, Qcoll := QQ
x +Qv, Mcoll(·) :=
(
I(M+1)2d −QcollF
)
(·). (15)
Here, Ccoll and Qcoll are matrices, while Mcoll can in general be a non-linear operator. Setting
Pcoll := M
−1
collCcoll, (16)
the formal update for U simply reads U = PcollU0. We note that this formalism can be easily extended for
higher-order ODEs: For an Lth-order ODE formulated as first-order system (as done here for L = 2), the
permutation operators (11) are simply the unit vectors and Ixv is replaced by at set of matrices that couple
the components accordingly.
Evaluating Pcoll requires the inversion of Mcoll. Only for the sake of notational simplicity, we now focus
on linear right-hand side functions f , so that Mcoll is a matrix with
Mcoll(·) = Mcoll = I(M+1)2d −QcollF (17)
and inverse M−1coll. However, we emphasize that the very same ideas and formulas described in the following
apply for the case of non-linear functions, too, as e. g. shown in Section 4. Then, operators like M−1coll have
to be interpreted accordingly, c. f. the discussion at the end of Appendix A. For clarity, arguments of the
(now linear) mapping F are still shown with brackets.
In order to obtain a closed update formula which directly maps the initial data u0 to the final value
un+1 = (xn+1,vn+1), we define the linear transfer operators TP ∈ R(M+1)2d×2d and TR ∈ R2d×(M+1)2d via
TPu0 = U0 and TRU = uM . (18)
Since τM is not necessarily the final step (if τM < tn+1 as e. g. for Gauss-Legendre nodes), we make use of
the collocation formulation again to obtain approximations vn+1,xn+1 to the final values v(tn+1),x(tn+1)
from the full vector U or F, respectively. We define by q := (0, q¯) = (0, q¯1, . . . , q¯M ) ∈ R1×(M+1) the extended
vector of quadrature weights over the full interval [tn, tn+1], where
q¯m =
∫ tn+1
tn
`m(τ) dτ. (19)
Then we obtain
vn+1 = v0 + qF(U), (20)
xn+1 = x0 + qV = x0 + qV0 + qQF(U), (21)
which can be combined into a single equation again using
un+1 = C˜collU0 + Q˜collF(U) (22)
with
C˜coll := TR + q
xv and Q˜coll := qQ
x + qv. (23)
Note that if τM = tn+1, the vector q is equal to the last row of the matrix Q and computing xn+1,vn+1 is
equivalent to computing xM ,vM . Now, the complete update formula for u reads
un+1 = P˜coll(u0) := C˜collTPu0 + Q˜collF (PcollTPu0) . (24)
The subsequent parts of this section deal with the numerical properties of this formulation and point towards
strategies for efficiently inverting Mcoll, i. e. solving (14) by an iterative method.
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2.2. Properties of collocation methods
A collocation method with M nodes is equivalent to an M -stage implicit Runge Kutta method (IRKM)
with a Butcher tableau
c Q¯
q¯
(25)
with c being the vector of nodes τm scaled to the unit interval, see e. g. [30, Theorem 7.7]. In this interpre-
tation, equation (14) is a system of equations to be solved for the M stages of an IRKM while (22) is the
actual update step to be performed once the stages are known.
Collocation methods have a number of attractive numerical properties: They are of optimal order, 2M
for Legendre and 2M − 2 for Lobatto nodes. For both Gauss-Legendre and Gauss-Lobatto nodes, the
resulting method is symmetric because the corresponding nodes are symmetric [33, Theorem 8.9]. Also,
for Gauss-Legendre nodes, the resulting method is always symplectic [30, Theorem 16.5] as well as B- and
A-stable [31, Theorem 12.9]. In Section 4, we show that collocation methods with Lobatto nodes also have
excellent stability properties for the Penning trap example considered there. For Lobatto nodes, however,
the method is not necessarily symplectic [30, Table 16.2]. Nevertheless, for the cases studied here, the
Hamiltonian is given as a quadratic form with a symmetric real matrix for which symmetric methods are
also symplectic and vice versa [33, Theorem 4.9]. Hence, for the problems in Section 4, Gauss-Lobatto nodes
also yield a symplectic collocation method and because they do not require an additional step to compute
the final value at the end of the interval, we focus on Lobatto nodes here. For other cases, Legendre nodes
might have to be used to obtain a symplectic method. Note that despite the collocation method being
symplectic, energy drift can still emerge due to accumulation of round-off errors, see [34].
2.3. Picard iteration and preconditioning
Even in the linear case, the dense structure of Mcoll calls for an an iterative approach to solve (14). The
simplest iteration procedure is a Richardson iteration, see e. g. [35], reading
U0 = U0 (26a)
Uk+1 =
(
I(M+1)2d −Mcoll
)
Uk +CcollU0 = CcollU0 +QcollF(U
k). (26b)
for k = 0, . . . ,K. Here, superscript k denotes the iteration steps. As a measure for convergence, the norm
r = ||Rk|| of the residual
Rk := CcollU0 −McollUk (27)
can be monitored, where Rk ∈ RM2d. We note that (26) is equivalent to a discretized Picard iteration.
Convergence depends on the eigenvalues of the iteration matrix Kpic := QcollF. In the non-linear case,
i. e. where Kpic is an operator, convergence properties are given by some adequate norm of this operator.
Picard iteration typically converges only for very small time steps and is thus usually not an efficient
approach, so that more advanced methods based on preconditioners are necessary. For a concise overview of
iterative methods including the concept of preconditioning we refer to [35]. Introduction of a preconditioner
Mpc ≈Mcoll leads to the preconditioned Richardson iteration
MpcU
k+1 = (Mpc −Mcoll)Uk +CcollU0. (28)
Here, each iteration requires to solve a linear or nonlinear system of equations determined by the precondi-
tioner Mpc. The key is to find a good preconditioner: It has to be easy to invert so that computing (28)
is cheap but still provides a sufficiently good approximation of Mcoll to lead to robust and rapid conver-
gence. In the next section, we will construct such a preconditioner out of the well-known Boris integrator
for problems of the form (1).
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3. Spectral deferred corrections based on the Boris-integrator (Boris-SDC)
The idea to interpret spectral deferred corrections as a preconditioned iterative scheme has been used for
different purposes e. g. in [23, 26]. Here, we employ it to derive a problem-specific formulation of SDC based
on the Boris integration method. The formulation follows the derivation of SDC for second-order problems
in [28], using the standard velocity-Verlet integrator as preconditioner. There, problems are considered
with a force field f that depends only on the position x. This corresponds to a separable Hamiltonian of a
specific form. In general, an f that also depends on the velocity v leads to an implicit update for v in the
velocity-Verlet integrator, cf. (2). For the specific form of f in (1), however, the Boris integrator provides a
trick that essentially allows for a very efficient solution of the implicit system.
In order to use the Boris integrator as a preconditioner, we need a formulation of the velocity-Verlet
scheme in matrix form, similar to (14). A concise summary of this rather tedious derivation is given
in Appendix A.
3.1. Velocity-Verlet-based spectral deferred corrections
The standard velocity-Verlet integrator (2) for time steps τ0, τ1, . . . , τM , M ≥ 1, can be written as system
of equations
MvvU = CvvU0, (29)
with system matrix
Mvv := I(M+1)2d −QvvF, (30)
see Appendix A, in particular (A.12) and (A.13), for details (we assume linear right-hand side here as
well for notational simplicity). Since both I(M+1)2d and Qvv are lower block-diagonal matrices, (29) can
easily be solved by forward substitution. Note that for non-linear functions f , Mvv = Mvv(·) can no longer
be compactly written in matrix form, but the system itself is still straightforward to solve. Hence, Mvv
satisfies the conditions necessary for a suitable preconditioner: It can be easily inverted and approximates
the original action of Mcoll, as both systems correspond to equations for approximations of the values of
x and v at the quadrature nodes, a high-order approximation in case of (14) and a composite low-order
approximation in case of (29).
In order to precondition the iteration (26), we therefore apply the splitting
Mcoll = Mcoll −Mvv +Mvv. (31)
Using Mpc := Mvv ≈Mcoll as a preconditioner in (28) results in the iteration
U0 = U0 (32a)
(I(M+1)2d −QvvF)(Uk+1) = (Qcoll −Qvv)F(Uk) +CcollU0 (32b)
for k = 0, . . . ,K with iteration matrix
Ksdc :=
(
I(M+1)2d −QvvF
)−1
(Qcoll −Qvv)F. (33)
As the name suggests, this particular choice of preconditioner leads to the method of spectral deferred
corrections (SDC) with velocity-Verlet as base integrator. The “direct” update matrix Pcoll of (16) is then
replaced by the sum of the updates given by the preconditioned iteration, i. e. we have
Pksdc := K
k
sdc +
k−1∑
l=0
KlsdcM
−1
vv Ccoll (34)
so that an approximation ukn+1 to un+1 with k SDC iterations can be computed through
ukn+1 = P˜
k
sdcu0 := C˜collTPu0 + Q˜collF
(
PksdcTPu0
)
. (35)
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Convergence of the SDC iteration can be monitored via the residual (27).
While the formulation with iteration and update matrices is convenient to analyze, a different approach
is needed for an actual implementation to avoid the explicit use and storage of the full right-hand side vector
F(U). To this end, Mcoll is again split according to (31), but the components X and V are then treated
separately, so that (32) becomes
Xk+1 −QxF(Uk+1) = (QQ−Qx)F(Uk) +QV0 +X0, (36a)
Vk+1 −QTF(Uk+1) = (Q−QT )F(Uk) +V0, (36b)
using the definitions of QT and Qx of (A.6) and (A.9) in Appendix A. For a component-wise notation (in
terms of nodes τ1, . . . , τM ), we define
Q =: (qm,l)m,l=0,...,M , QQ =: (qqm,l)m,l=0,...,M , Qx =: (q
x
m,l)m,l=0,...,M , QT =: (q
T
m,l)m,l=0,...,M (37)
and obtain
vk+1m+1 = v0 +
M∑
l=0
qTm+1,l
(
f(xk+1l ,v
k+1
l )− f(xkl ,vkl )
)
+
M∑
l=0
qm+1,lf(x
k
l ,v
k
l ), (38a)
xk+1m+1 = x0 +
M∑
l=0
qm+1,lv0 +
M∑
l=0
qxm+1,l
(
f(xk+1l ,v
k+1
l )− f(xkl ,vkl )
)
+
M∑
l=0
qqm+1,lf(x
k
l ,v
k
l ) (38b)
for m = 0, . . . ,M−1 and k = 0, . . . ,K. These variables are still vectors, i. e. we have vkm,xkm, f(xkl ,vkl ) ∈ Rd.
Note that the storage required for the (M + 1)× (M + 1)-matrices (37) is usually negligible with respect to
the size of d. The following observations are useful to simplify these formulas:
• The matrix QT is a lower diagonal matrix, while Qx is even strictly lower diagonal. Thus, the sum
over the difference of the function values can be terminated at m + 1 in (38a) and m in (38b). The
formula for xk+1m+1 is therefore fully explicit, the formula v
k+1
m+1 is semi-implicit. In the following section,
this semi-implicit update will be reformulated in an explicit way for problems of the form (1) using
the Boris ”trick”.
• Since τ0 = tn, the first row as well as the first column of Q is zero. The last sum in both formulas can
therefore start at l = 1, which is also true for the sum over the initial values v0 in (38b).
• Independently of qTm+1,0 and qxm+1,0, the first term in the summation over the difference of the function
values is always zeros, because xk0 = x
k+1
0 = x0 and v
k
0 = v
k+1
0 = v0. Thus, these sums can start at
l = 1, too.
• The formulations using the initial conditions x0,v0 for each node are called “0-to-node” formulations.
More conveniently, this can be reformulated in “node-to-node” form using the matrix S instead of
Q, where the mth row of S = (sm,j)m,j=0,...,M is defined as the difference between the mth and
the (m − 1)th row of Q (starting with a row of zeros). The matrices Sx = (sxm,j)m,j=0,...,M and
SQ = (sqm,j)m,j=0,...,M are defined analogously to Qx and QQ. Note that the sum over the (m+1)th
row of S is equal to ∆τm := τm − τm−1, which defines the factor in front of v0.
Based on the comments above, taking the difference between (38) for m+ 1 and m gives
vk+1m+1 = v
k+1
m +
∆τm+1
2
(
f(xk+1m+1,v
k+1
m+1)− f(xkm+1,vkm+1)
)
+
∆τm+1
2
(
f(xk+1m ,v
k+1
m )− f(xkm,vkm)
)
+
M∑
l=1
sm+1,lf(x
k
l ,v
k
l ), (39a)
xk+1m+1 = x
k+1
m + ∆τm+1v0 +
m∑
l=1
sxm+1,l
(
f(xk+1l ,v
k+1
l )− f(xkl ,vkl )
)
+
M∑
l=1
sqm+1,lf(x
k
l ,v
k
l ), (39b)
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for m = 0, . . . ,M − 1 and k = 0, . . . ,K. This is the “node-to-node” formulation of SDC with velocity-Verlet
integrator as base method. Equation (39) provides the formulation of Boris-SDC that would actually be
implemented: Once values from iteration k are known, the sums involving the quadrature weights can be
computed and the step from m to m + 1 is then essentially a velocity-Verlet step with additional known
terms on the right-hand side.
For (39), values for k = 0 are provided by a simple copy of the initial value to all nodes, see (32). A
k-times application of these formulas provides approximations Vk and Xk to V and X. Both are then used
to form F(Uk), which in turn serves as input for the collocation formulation to approximate ukn+1 via
ukn+1 = C˜collTPu0 + Q˜collF(U
k), (40)
see Eqs. (22) and (35). Using M = 2 Gauss-Lobatto nodes, i. e. tn = τ0 = τ1 and τM = τ2 = tn+1, and only
a single iteration, the formulas (39) yield the standard velocity-Verlet scheme (2): A brief calculation shows
that for this case
S =
0 0 00 0 0
0 ∆τ22
∆τ2
2
 , Sx =
0 0 00 0 0
0 (∆τ2)
2
2 0
 , SQ =
0 0 00 0 0
0 (∆τ2)
2
4
(∆τ2)
2
4
 (41)
and ∆τ1 = 0. The collocation formula (40) is obsolete here (since τM = tn+1) but nevertheless valid with
q =
(
0,
∆τ2
2
,
∆τ2
2
)
, and Q = S, (42)
see the definitions in (23), so that update and iteration formula result in the same expression. Hence, the
first iteration of SDC with velocity-Verlet as base integrator on M Gauss-Lobatto nodes is equivalent to
applying velocity-Verlet on each node, as long as the initial value at each node is a copy of the initial value.
3.2. Boris-SDC
For the specific equations of motion under investigation in this work, the right-hand side f as stated
in (1a) is given by
f(x,v) = α [E(x, t) + v ×B] (43)
with a constant magnetic field B(x, t) = B for simplicity (see note on non-constant B-fields at the end
of this section). Thus, the update formulas for the velocity component v in the standard velocity-Verlet
integrator (2b) as well as in the SDC iteration (39a) seem to require the solution of an implicit system. For
velocity-Verlet integration, the state-of-the-art approach is the Boris integration method [6, 7]. Here, (2b)
is rewritten as
vn+1 − vn
∆t
= α
[
En+ 12 +
vn+1 + vn
2
×B
]
. (44)
The half-step subscript corresponds to the average electric field at times tn and tn+1, i. e. En+ 12
:=
1
2 (E(xn, tn) +E(xn+1, tn+1)). The idea of the Boris integrator is to separate the electric and magnetic
forces. To this end, we define
v− := vn +
α∆t
2
En+ 12 and v
+ := vn+1 − α∆t
2
En+ 12 , (45)
so that
v+ − v−
∆t
=
α
2
(v+ + v−)×B, (46)
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which can be shown to correspond to a simple rotation, i. e. |v+| = |v−| and can be solved for v+ explicitly
(cf. [6]) using v+ = v− + (v− + v− × t) × s with t = αB · ∆t/2 and s = 2t/ (1 + |t|2). Using (45), the
new velocity vn+1 can therefore be computed explicitly. A relativistic generalization of this method is
straightforward [6, Chapter 15–4].
We can use and extend this idea to resolve the implicit dependency in the SDC iteration (39a). More
precisely, we rewrite the (seemingly implicit) update for the (m+ 1)th component of V as
vk+1m+1 − vk+1m
∆τm+1
=
1
2
(
f(xk+1m+1,v
k+1
m+1) + f(x
k+1
m ,v
k+1
m )
)− 1
2
(
f(xkm+1,v
k
m+1) + f(x
k
m,v
k
m)
)
+
1
∆τm+1
M∑
l=1
sm+1,lf(x
k
l ,v
k
l ).
(47)
Note that the second and third summand of the right-hand side of this equation only depend on values at
iteration k, i. e. these summands have been computed in the previous iteration. We define
∆τm+1c
k := −∆τm+1
2
(
f(xkm+1,v
k
m+1) + f(x
k
m,v
k
m)
)
+
M∑
l=1
sm+1,lf(x
k
l ,v
k
l ), (48)
so that
vk+1m+1 − vk+1m
∆τm+1
=
f(xk+1m+1,v
k+1
m+1) + f(x
k+1
m ,v
k+1
m )
2
+ ck. (49)
With the particular right hand side (43), this yields
vk+1m+1 − vk+1m
∆τm+1
= α
[
Ek+1
m+ 12
+
vk+1m+1 + v
k+1
m
2
×B
]
+ ck, (50)
Except for the ck-term (which is known from the previous iteration) this has the very same structure as
Equation (44). Extending the idea of (45), we define
v− := vk+1m +
∆τm+1
2
(
αEk+1
m+ 12
+ ck
)
and v+ := vk+1m+1 −
∆τm+1
2
(
αEk+1
m+ 12
+ ck
)
(51)
to obtain
v+ − v−
∆τm+1
=
α
2
(v+ + v−)×B, (52)
which is precisely of the type of (46). As noted before, this can be solved explicitly for v+, so that (51) can
be used to determine vk+1m+1. This gives us an explicit solver for the seemingly implicit SDC update (39a)
and can be implemented directly into an existing SDC algorithm without further modifications.
We note that this approach can be easily extended to non-constant magnetic fields B(x, t) as follows.
Instead of Eq. (44) we now have
vn+1 − vn
∆t
= α
[
En+ 12 +
1
2
vn+1 ×Bn+1 + 1
2
vn ×Bn
]
(53)
= α
[
En+ 12 +
vn+1 + vn
2
×Bn+1
]
+
α
2
vn × (Bn −Bn+1). (54)
The first part has again the same structure as Eq. (44), while the last part does not depend on vn+1 and
can thus be treated separately, i. e. as part of the ck-term in (51).
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4. Numerical results
To evaluate the numerical properties of the Boris-SDC integrator, we study particles in a standard
Penning trap [36]. Being confined to a limited volume due to an external magnetic and electric field, the
particles’ characteristic properties, such as trajectories in real and phase space, energy conservation, and
stability of the integration scheme, can conveniently be analyzed. We consider both the case of a single
particle, where an analytic reference solution for the particle’s trajectory is available, as well as the case of
many particles. All Boris-SDC runs use Gauss-Lobatto quadrature nodes, see the discussion in 2.2.
We follow the analysis in [10] and choose a constant magnetic field B = ωBα · eˆz along the z-axis with
the particle’s charge-to-mass ratio α = q/m so that
v ×B = ωB
α
 0 1 0−1 0 0
0 0 0
v. (55)
The electric field E(xi) = Eext(xi) + Eint(xi) experienced by a particle at position xi is composed of an
ideal quadrupole potential distribution leading to
Eext(xi) = −ω
2
E
α
1 0 00 1 0
0 0 −2
xi (56)
and the inter-particle Coulomb interaction (cgs units)
Eint(xi) =
Nparticles∑
k=1
k 6=i
Qk
xi − xk
(|xi − xk|2 + λ2)3/2 . (57)
To avoid numerical heating due to spurious close encounters, we follow the standard approach and regularize
the Coulomb pole here by means of the smoothing parameter λ > 0.
In the case  = −1, particles are confined in z-direction due to the attractive nature of the potential.
This setup corresponds to a Penning trap configuration. For  = +1, the particle will escape along the z-axis
but – due to the magnetic field – will still be confined to a limited orbit in x- and y-direction.
4.1. Single particle in a Penning trap
Solving the equations of motion (1) with the magnetic field (55) and the electric field (56) for a single
particle inside the Penning trap is a standard textbook task, see e. g. [37, 38]. Movement in z direction is a
harmonic oscillation, decoupled from the other coordinates,
z(t) = z(0) cos(ω˜t) +
vz(0)
ω˜
sin(ω˜t), ω˜ :=
√−2 · ωE . (58)
Here, the role of  stated before becomes obvious: For  = +1, the frequency ω˜ is purely imaginary and the
z-trajectory diverges, for  = −1 the frequency ω˜ ∈ R and the trajectory z(t) corresponds to a harmonic
oscillation. With the definition w(t) := x(t) + iy(t), the particle movement in the x-y plane is given by
w(t) = (R+ + iI+)e−iΩ+t + (R− + iI−)e−iΩ−t Ω± := 1
2
(
ωB ±
√
ω2B + 4ω
2
E
)
(59)
R− := Ω+x(0) + vy(0)
Ω+ − Ω− , R+
:= x(0)−R−, I− := Ω+y(0)− vx(0)
Ω+ − Ω− , I+
:= y(0)− I−. (60)
Note that for ω2B < −4ω2E (which can only happen for  = −1), we have Ω± /∈ R for the revolution
frequency. In this case, the physical setup is unstable and the particle escapes from the trap due to a too
weak magnetic or too strong electric field. Table 1 lists the physical parameters used in this section; Figure 1
shows a visualization of the particle’s analytical trajectory.
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α 1.0
tend 16.0
~x(t = 0) (10, 0, 0)T
~v(t = 0) (100, 0, 100)T
ωE 4.9
ωB 25.0
Nsteps variable
Table 1: Setup parameters chosen for the case of a
single classical particle in the Penning trap.
Figure 1: Particle trajectory for the parameters of Table 1.
Evolution in time is indicated by the line’s changing shade
from light (t = 0) to dark (t = tend).
4.1.1. Stability
As a first study, we analyze the stability of the classical Boris integrator, the collocation method, and
Boris-SDC for the Penning trap and discuss the relation of the stability of Boris-SDC to the convergence
of the corresponding SDC iteration. Note that the numerical stability of SDC has been extensively studied
for the generic test equation with a single complex eigenvalue in [21]. For a modified version of the original
Boris scheme, a numerical stability analysis for an ideal Penning trap has been performed in [10].
We assess stability by the largest absolute value of the eigenvalues, that is the spectral radius, of the
method’s update matrix. For Boris-SDC this is the matrix P˜ksdc defined in (35) and for the collocation
method P˜coll defined in (24). A method is stable for a specific configuration, if and only if the spectral
radius is smaller than or equal to unity.
Figure 2 shows the resulting stability region for the classical Boris integrator and a collocation method
with M = 3. The hatched, dark gray area on the left indicates the physical instability of the system, where
ω2B < −4ω2E so that the magnetic field is too weak to confine the particle. For the classical Boris integrator,
there is in addition a zone of numerical instability (light gray), where the method is not stable although the
physical problem already is. Furthermore, a significant area of numerical instability is present for values
of εωE∆t > 2 on the right side. In contrast, the stability domain of the collocation method is identical to
the domain where the physical setup is stable: There is no region of additional numerical instability. For
M = 5, the stability domain of the collocation method is identical (not shown). The collocation method is
hence stable for every physically stable configuration of the single-particle Penning trap.
Convergence of Boris-SDC iteration. For Boris-SDC, the convergence properties of the iteration computing
the collocation solution have significant impact on the stability: In cases where the iteration converges poorly
or not all, we cannot expect to recover the stability properties of the collocation solution. Convergence of the
SDC iteration is governed by the spectral radius of the SDC iteration matrix Ksdc (not to be confused with
the Boris-SDC update matrix). If and only if the spectral radius sp(Ksdc) < 1, the iteration will ultimately
converge and the norm of the residual (27) will go to zero. For values close to unity, however, convergence can
be unfeasibly slow, resulting in a very large number of required iterations. Figure 3 shows the spectral radius
of Ksdc for M = 3 and M = 5 collocation nodes. Small values (blue) indicate fast convergence, values close
to unity (yellow and light red) slow convergence and values larger than unity (dark red) indicate divergence
of the SDC iteration. For M = 3, the area where Boris-SDC shows good convergence does roughly coincide
with the stability domain of the classical Boris integrator. Interestingly, for small values of ωB∆t, Boris-SDC
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Classical Boris Collocation, M = 3
Figure 2: Stability regions for the single-particle system in an ideal Penning trap. The dark gray, hatched regions denote the
trap’s physical instability region ω2B < −4ω2E while light gray areas indicate numerical instability. For M = 5 nodes (not
shown), the plot for the collocation method is identical to the one with M = 3.
M = 3 M = 5
Figure 3: Convergence regions for the single-particle system in an ideal Penning trap. Colors encode the spectral radius of the
SDC iteration matrix Ksdc with M = 3, 5 nodes and sufficiently many iterations to reach a residual tolerance of 10
−12. The
dark gray, hatched region denotes the trap’s physical instability region ω2B < −4ω2E .
M = 3 M = 5
Figure 4: Stability regions for Boris-SDC for the single-particle system in an ideal Penning trap. Sufficiently many iterations
are performed to reach a residual tolerance of 10−12. Light gray color indicates numerical instability of the method using Psdc
with M = 3, 5 nodes. The dark gray, hatched region denotes the trap’s physical instability region ω2B < −4ω2E .
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Figure 5: Relative error ∆x(rel), see (61), for the x coordinate of the particle’s final position in the Penning trap as a function
of time step size for 3 and 5 Gauss-Lobatto collocation nodes per time step and different fixed numbers of iterations per SDC
sweep. As a guide to the eye, dashed lines indicate second, fourth and eighth order and for comparison, the classical Boris
method’s convergence is shown.
also converges well in the region of physical instability. For M = 5 nodes, the picture is quite different. Here,
Boris-SDC has a somewhat larger convergence domain than with three nodes for small values of ωB∆t. As
ωB∆t increases, however, independently of the value for ωE∆t, convergence eventually starts to deteriorate.
This suggests that if the particle motion induced by the magnetic field becomes strongly under-resolved,
Boris-SDC fails to converge for larger values of M . Strategies exist to improve convergence of SDC, see
e. g. [23, 26], but studying their effect on the convergence of Boris-SDC is left for future work. Preliminary
tests suggest that these strategies can be applied here as well.
Stability of Boris-SDC. Figure 4 shows the stability domain of Boris-SDC, that is the region where the
spectral radius of the update matrix P˜ksdc is less or equal than one. The iteration count k is chosen to satisfy
a residual tolerance of r ≤ 10−12. Thus, in the regions where Boris-SDC is converging slowly according
to Figure 3, more iterations are performed. Because the underlying collocation method is stable outside
the region of physical instability, numerical instabilities of Boris-SDC can only arise due to failure of the
iteration to converge. The regions of numerical instability (light gray) for Boris-SDC at the right and on
the upper left in Figure 4 correspond to the dark red regions in Figure 3 where sp(Ksdc) > 1. For a spectral
radius smaller than one, the iteration will converge, although probably slowly, and eventually recover the
stability of the underlying collocation scheme. Although Boris-SDC does not fully maintain the stability
properties of the underlying collocation method, the stability regions for both M = 3 and M = 5 are larger
than for the classical Boris-integrator.
4.1.2. Order of convergence
A key advantage of SDC-based integration methods is their ability to easily generate methods of high
order. Typically, for an Euler base method, each iteration or sweep increases the order by one, up to the order
of the underlying collocation method, see e. g. [32]. If an order-p base method is used in combination with
equidistant quadrature nodes, each iteration increases the overall order by p [39]. This property, however,
does not necessarily hold if non-equidistant nodes like e. g. Gauss nodes are used. In the examples presented
here, however, we generally observe an increase of the overall order by two with each sweep of the second
order Boris integrator.
Figure 5 shows the relative error
∆x(rel) :=
∣∣x− x(analyt)∣∣∣∣x(analyt)∣∣ (61)
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Figure 6: Relative error ∆x(rel), see (61), for the x coordinate of the particle’s final position in the Penning trap as a function
of time step for 3 and 5 collocation nodes per time step and different tolerances for the residual of the SDC iteration.
at t = tend in the x coordinate of the Boris-SDC method against the analytical solution depending on the
length of the time step for M = 3 and M = 5 Gauss-Lobatto nodes and different numbers of iterations.
Below, we always report the error in the x coordinate of the position, but the y and z components as well
as the velocities show analogous behavior.
The order of the underlying quadrature rule is 2M − 2, i. e. four for M = 3 and eight for M = 5. As a
guide to the eye, lines indicating second, fourth and eighth order are included. For M = 3, a single sweep
already yields a second-order method. Two or more sweeps are sufficient to reproduce the convergence
order of the underlying fourth order collocation method: The lines for two and more sweeps are essentially
identical. Also for M = 5, each iteration raises the order by two. With four iterations, the eighth order of
the underlying collocation method is reached, but going to eight sweeps still yields a small improvement.
Note that the classical Boris integrator corresponds to Boris-SDC with a single iteration (provided the initial
values are set adequately as discussed in 3.1). Since the step size ∆t is the same for Boris-SDC and the
classical integrator, the use of three and five nodes leads to better accuracies for Boris-SDC with k = 1,
though.
4.1.3. Residual Control
Considering SDC as an iterative solver for the collocation problems allows to prescribe some tolerance
and to iterate until the norm of the residual r defined in (27) is below this tolerance instead of prescribing
a fixed number of iterations. This allows for easy tuning of precision against performance instead of just
fixing a specific convergence order.
Figure 6 shows the relative error ∆x(rel) of Boris-SDC depending on the time step, again for M = 3 and
M = 5 Gauss-Lobatto nodes. Instead of a fixed number of iterations as for Figure 5, the runs here use a
prescribed tolerance for the residual of SDC: On each time step, sweeps are performed until the requested
tolerance is met, see also [25]. As the time step is decreased, ∆x(rel) first decreases with the order of the
underlying collocation method unless saturating at a level determined by the prescribed tolerance. The
smaller the tolerance is set, the later the error is saturating. For a sufficiently large number of quadrature
nodes, the error can essentially be brought down to almost machine precision, if desired.
Note that although the residual condition is a per time step measure, in the case studied here the
tolerance set for the residual gives a decent indication of the actual final error. The values where the error
saturates in all experiments closely match the set residual tolerance: An r ≤ 10−2 tolerance for the residual
also results in approximately a ∆x(rel) ≈ 10−2 final error for example, with the notable exception of a 10−4
tolerance which results in a significantly smaller error.
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Figure 7: Relative error ∆x(rel), see (61), for the x coordinate of the particle’s final position in the Penning trap as a function
of the number of right-hand side evaluations performed for 3 and 5 Gauss-Lobatto collocation nodes and different numbers of
SDC iterations per time step. The curves for the different runs result from varying the number of time steps for fixed tend.
The classical Boris integrator’s convergence is shown for comparison.
4.1.4. Work–precision
Boris-SDC requires substantially more work per time step than the original Boris integrator, but can
in return provide high-order accuracy. Figure 7 shows the error for the classical Boris integrator as well as
different configurations of Boris-SDC against the number of evaluations of the right hand side.
For a single iteration and M = 3, Boris-SDC shows similar precision as the classical Boris solver, because
for k = 1, Boris-SDC corresponds to the classical Boris integrator with smaller time steps, as the time step
[tn, tn+1] is sub-divided by the quadrature nodes. Increasing the number of right-hand side evaluations
by reducing the time step improves accuracy. For small accuracies, the lower-order methods are the most
efficient, that is either the classical Boris integrator or Boris-SDC with one or two iterations only. For
medium to very high accuracy, using more sweeps and thus higher order pays off and requires significantly
less right-hand side evaluations than the lower-order versions to reach the same accuracy.
4.1.5. Energy conservation and symplecticness
As discussed in Section 2.2, the underlying collocation method is symplectic for an appropriate choice
of quadrature nodes. In order to avoid energy drift due the accumulation of round-off errors, see [34], the
computations here have been performed in quadruple precision.
Figure 8 shows the relative error in the total energy over Nsteps = 16
′777′216 time steps (tend = 262′144.0)
for M = 3 and M = 5 Gauss-Lobatto nodes and different iteration numbers. All other simulation parameters
are identical to those in Table 1. If only a single sweep is performed, Boris-SDC reduces to the classical
Boris-integrator. Accordingly, the energy error remains bounded over all time steps for both M = 3 and
M = 5 in this case. However, because the Boris integrator is only second order accurate, its energy error
is comparatively large. For Boris-SDC, using more iterations increases the method’s accuracy, but at the
cost of introducing a slow energy drift: For small iteration numbers, where Boris-SDC has not yet fully
converged, the method is not symplectic and the energy error increases over time. It grows, however, very
slowly: For four iterations, after 16 million time steps, the energy error is still smaller than for the symplectic
second order Boris method for both M = 3 and M = 5. For M = 5 and eight iterations, although the
method is not yet symplectic, the final energy error is still several orders of magnitudes smaller than for
the classical Boris. Moreover, once the number of iterations is set sufficiently large for Boris-SDC to fully
converge to the underlying collocation method, symplecticness is retrieved. For eight iterations for M = 3
and sixteen iterations for M = 5, Boris-SDC no longer shows an energy drift.
Instead of fixing the number of iterations, we can, as discussed above, also set a tolerance for the residual
and perform sweeps until this tolerance is met. In this case, a tolerance of r ≤ 10−10 for M = 3 and
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Figure 8: Relative error of the total energy over 16 million time steps for 3 and 5 Gauss-Lobatto collocation nodes and different
(but fixed) numbers of SDC iterations per time step. All cases were run with quadruple precision to avoid secular drift due to
round-off error accumulation, see [34]. Since for a single-iteration, Boris-SDC is identical to the classical symplectic velocity-
Verlet, the error of the total energy is bounded for long-term simulations there. For a small number of iterations but more
than one, Boris-SDC has not yet recovered the symplecticness of the underlying collocation method and shows a mild secular
drift in the error. Once enough SDC iterations have been performed to fully converge to the collocation solution, Boris-SDC
retrieves the symplecticness of the collocation method and the energy drift vanishes. In addition, due to the high order of
Boris-SDC, the energy error is several orders of magnitude smaller than for the classical Boris.
r ≤ 10−18 for M = 5 is required to avoid energy drift. This illustrates again the point made in [34] that
for implicit symplectic methods, accumulating round-off errors in the implicit solver procedure can still lead
to energy drift in double precision computations. The required error tolerance to retrieve symplecticness
for M = 5 here is smaller than machine precision in standard double precision arithmetic. As completely
switching to quadruple precision is computationally expensive on most computers, in [34] other approaches
for avoiding this phenomenon are demonstrated.
For the simple linear case studied here, the issue of energy conservation of Boris-SDC can also be studied
by analyzing the Boris-SDC update matrix P˜ksdc. To this end, we write the system’s total energy
H = T + U = m
2
v2 +QΦ(x) (62)
with particle’s mass m and charge Q, the kinetic energy T , the potential energy U and the external potential
Φ (note that the electric field E = −∇Φ) as a quadratic form H = uTHu with the matrix
H =
m
2

ω2E 0 0 0 0 0
0 ω2E 0 0 0 0
0 0 −2ω2E 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
 (63)
that acts on the particle’s phase space configuration u = (x, y, z, vx, vy, vz)
T . To achieve energy conservation,
uTnHun = u
T
n+1Hun+1 (64)
must hold for all time steps n, where the individual steps are linked via the update matrix: un+1 = P˜
k
sdcun.
Note that the iteration count k can be determined via the residual convergence (compare Section 4.1.3) and
is thus in general a function of n. As in Figure 3, we use sufficiently many iterations to reach a residual
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M = 3 M = 5
Figure 9: Analysis of the step-to-step energy conservation of Boris-SDC using the update matrix P˜ksdc for M = 3 and M = 5
Gauss-Lobatto nodes. Colors encode log10(maxi=1...6 |Hˆii|), compare (65). Poor energy conservation is obtained in red, good
conservation in blue regions. These regions essentially correspond to the convergence regions of Figure 3: Where Boris-SDC
converges, the conservatory properties of the underlying collocation method are reproduced. The dark gray, hatched region
denotes the trap’s physical instability region ω2B < −4ω2E .
tolerance of r ≤ 10−12. Now, (64) is fulfilled if
uT
((
P˜ksdc
)T
H P˜ksdc −H
)
︸ ︷︷ ︸
=:Hˆ
u = 0 (65)
for all points u in phase space that are reachable by regular particle dynamics. Writing u as a linear
combination of the standard orthonormal basis in R6 shows that this condition is fulfilled in particular if all
diagonal elements of Hˆ are zero.
For the same configuration as in Figure 3, Figure 9 shows log10(maxi=1...6 |Hˆii|) for M = 3 and M = 5
nodes. Small values (blue regions) correspond to small energy error accumulation between time steps while
red colors denote bad energy conservation. The emerging structure is again similar to the convergence
regions show in Figure 3. The area of good energy conservation in the parameter space of ωE and ωB
is therefore primarily dominated by the convergence properties of the Boris-SDC iteration towards the
collocation solution: In regions of divergence, energy conservation is violated, while in regions of convergence,
the conservatory properties of the underlying collocation are retained.
4.2. Multiple particles
In this example, instead of a single particle we study a cloud of 100 particles inside the trap. The setup
parameters are identical to those in Table 1. However, the individual particle’s initial positions and velocities
are distorted by random vectors |~xshift| ≤ 0.001 and |~vshift| ≤ 5.0, respectively. To ensure comparability, the
same random distortions are applied across runs with different methods. Because no analytical solution is
available for the particle cloud, a reference solution is computed with a high-order run using a very fine time
step.
Instead of the error in position and velocity of individual particles, we track the relative error of the
position of the center-of-mass
xcm =
∑Nparticles
i=1 mixi∑Nparticles
i=1 mi
(66)
of the particle cloud. Figure 10 shows this error versus the number of right-hand side evaluations for Boris-
SDC with different numbers of iterations. As in the single particle case, each sweep increases the order of
convergence by about two, although for N = 5 with four sweeps, the result is rather seventh than eighth
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Figure 10: Relative error vs. reference solution for the x coordinate of the particle clouds’s centre-of-mass final position in the
Penning trap as a function of the number of r.h.s evaluations performed for 3 and 5 Gauss-Lobatto collocation nodes per time
step and different number of SDC iterations. The curves for the different runs result from varying the total number of time
steps for fixed tend. The classical Boris integrator’s convergence is shown for comparison.
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Figure 11: Study on long-term energy stability for the multi-particle setup. To avoid the effects of the initial non-equilibrium
(random) setup, the ratio of the total energy to a reference value after an initial relaxation phase of 2560 time steps is shown.
Over Nsteps = 16′777′216 simulation steps (tend = 262′144.0) a noticeable energy drift is observed due to under-resolving close
encounters between the simulated particles. This effect is significantly less pronounced for Boris-SDC.
order accurate. The higher order of Boris-SDC also pays off for the particle cloud: For a medium to high
precision simulation of the center-of-mass, it requires significantly fewer evaluations of the right hand side
than the classical Boris integrator to achieve the same accuracy.
For a molecular dynamics simulations with Coulomb interaction, significant numerical heating occurs in
the beginning due to close encounters of particles. To assess energy conservation, we therefore compute in
every run first an initial relaxation phase of 2’560 time steps and use the energy at the end of the initial
phase as reference. Figure 11 shows the ratio of the systems total energy (62) to this reference value for the
same simulation time step and total runtime as used for Figure 8. Because of the rather coarse time step,
the original Boris method exhibits a significant energy drift from under-resolved Coulomb collisions. The
increased complexity of Boris-SDC, which evaluates forces on particles at several intermediate steps, results
in improved energy stability due to improved trajectory resolution: The energy drift for Boris-SDC sets in
much later than for the classical Boris integrator, leading to a reduction of numerical heating.
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5. Conclusions and Outlook
The Boris integration method is the de-facto standard approach for computing trajectories of particles
in electric and magnetic fields and is widely used in a large variety of applications. While it is easy to
implement and lightweight in computational cost, it is only second-order accurate in time and an extension
to higher orders is not straightforward.
In this work, we introduced Boris-SDC, which combines the classical Boris method with a flexible,
iterative, spectral deferred corrections solver for the collocation formulation of second-order ODEs. The
derivation extended the SDC approach for Newtonian equations of motion to the case of velocity-dependent
forces. It also showed that the arising implicit system can be cast into the same form as in the Boris
method and therefore be solved in an analogue way. Boris-SDC is thus specifically tailored for simulations
of particles in electric and magnetic fields; it maintains the advantage of the Boris integrator to be essentially
explicit while allowing to generically construct a method of arbitrary order by varying the number of SDC
iterations and the number of quadrature nodes. Whether Boris-SDC performs better than fully implicit
methods remains to be seen and is not a straightforward question to answer: This will depend on the chosen
problem and on the used nonlinear and linear solver for the implicit method. Corresponding comparisons
are left for future work.
The properties of Boris-SDC were studied through numerical examples and compared to the classical
Boris method for different particle setups in a classical Penning trap. It was shown that Boris-SDC has a
larger stability region and provides high-order accuracy for a single particle trajectory and the center-of-
mass of a particle cloud. In particular, we observe that in general each SDC iteration with the second-order
velocity-Verlet method also increases the order of Boris-SDC by two. For medium to high accuracies,
Boris-SDC requires significantly fewer force evaluations because of the higher order. For sufficiently many
iterations, Boris-SDC replicates the excellent conservation properties of the underlying collocation method.
We also demonstrated that the properties of Boris-SDC as a time stepping method are intimately linked to
the convergence behavior of the SDC iteration as a preconditioned Picard iteration to solve the collocation
equation.
This work provides an illustrative example how the interpretation of SDC as preconditioned Picard
iteration can be used to incorporate new and rather complex base methods which exploit specific features
of a certain problem. As a next step, Boris-SDC can be incorporated and tested in a legacy code for a
realistic, real-world application. The fields of high-intensity laser plasma interaction, particle trajectory
integration in accelerators and space-weather studies are generic candidates. The non-intrusive nature of
our approach facilitates the augmentation of an existing Boris integrator, e. g. in a legacy Particle-In-Cell
code, with Boris-SDC. A comparison of Boris-SDC with other high order methods would be an interesting
direction of future research as well.
Furthermore, the Boris-SDC method we introduced can provide the foundation for the development
of a new variant of the time-parallel PFASST method (see [27, 40]), optimized for particle simulations in
plasma physics. Thus, the integration of Boris-SDC into the novel PFASST++ framework [41] is planned
for future work. This requires extending Boris-SDC to multiple levels in space and time with adequate
coarsening strategies, see [25] for a description of multi-level SDC and [42, 43] for a first idea for particle-
based coarsening. An efficient time-parallel method tailored for particle simulations could greatly aid in
better exploiting the computational resources of massively parallel high-performance computing systems
for plasma physics applications. Extending Boris-SDC to Boris-PFASST could provide the keystone for
large-scale space-time parallel particle simulations in plasma physics.
Appendix A. Velocity-Verlet integration in matrix formulation
The notation discussed here is based on the ideas presented in [28]. In addition, we make use of the
definitions introduced in Section 2. We consider a particle with position x ∈ Rd and velocity v ∈ Rd at time
t > 0. Note, that the dimension of space d is just a formal notation. It can also be extended to represent the
coordinates of a multitude of individual particles. Newton’s equations of motion for the particle are then
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given by
dv
dt
= f(x,v),
dx
dt
= v (A.1)
with a suitable right-hand side f ∈ Rd. Using standard velocity-Verlet integration with time steps τ0, . . . , τM ,
M ≥ 1, with ∆τm+1 = τm+1 − τm, m = 0, . . . ,M − 1, this can be discretized as
vm+1 = vm +
∆τm+1
2
(fm + fm+1) (A.2a)
xm+1 = xm + ∆τm+1
(
vm +
∆τm+1
2
fm
)
(A.2b)
where xm ≈ x(τm), vm ≈ v(tm) and fm = f(xm,vm). The update formula for x consists of an Euler
half-step for v plus an Euler full-step for x and is explicit. The update formula for v, however, is given by
a trapezoidal rule, which is implicit due to the v-dependency of f and second-order accurate.
To describe the process of velocity-Verlet integration from τ0 to τM , we take Eqs. (A.2) and apply these
formulas recursively, obtaining
vm+1 = v0 +
1
2
m+1∑
l=1
∆τl (fl−1 + fl) (A.3)
xm+1 = x0 +
m+1∑
l=1
∆τlvl−1 +
1
2
m+1∑
l=1
(∆τl)
2fl−1. (A.4)
We now introduce matrices
QE :=

0 0 0 · · · 0
∆τ1 0 0
∆τ1 ∆τ2 0
...
...
...
. . .
. . .
∆τ1 ∆τ2 · · · ∆τM 0
 , QI :=

0 0 0 · · · 0
0 ∆τ1 0
0 ∆τ1 ∆τ2
...
...
...
. . .
. . .
0 ∆τ1 ∆τ2 · · · ∆τM
 (A.5)
and
QT :=
1
2
(QE +QI), (A.6)
representing the propagation matrices for the explicit Euler, the implicit Euler and the trapezoidal rule. We
have QE , QI , QT ∈ R(M+1)×(M+1). Furthermore, we gather the values vm,xm, f(xm,vm) ∈ Rd into vectors
V,X,F(X,V) as in Section 2. Then, Eqs. (A.3) and (A.4) with the notation defined in Section 2 read
V = V0 +QTF(X,V) (A.7a)
X = X0 +QEV +
1
2
(QE ◦QE)F(X,V) (A.7b)
with the Hadamard product ◦ (entry-wise multiplication of two matrices) and identity matrix Id ∈ Rd×d.
We can now use (A.7a) to rewrite (A.7b) as
X = X0 +QEV0 +QxF(X,V) (A.8)
with matrix
Qx := QEQT +
1
2
(QE ◦QE). (A.9)
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With (A.7a) and (A.8), both V and X solely depend on the initial vectors V0 and X0 as well as the function
vector F(X,V).
In order to combine both equations into a single formula based on U (see Section 2), we make again use
of the permutation operators Ix, Iv and Ixv of (11) and define
Qvv := Q
x
x +Q
v
T =
(
QEQT +
1
2
(QE ◦QE)
)
⊗ Ix ⊗ Id +QT ⊗ Iv ⊗ Id. (A.10)
Then, the combined formulation of the velocity-Verlet scheme for M substeps in matrix formulation is given
by
U = U0 +Q
xv
E U0 +QvvF(U) := CvvU0 +QvvF(U) (A.11)
with Cvv := I(M+1)2d +Q
xv
E . Formally, we write this as (probably non-linear) system
Mvv(U) = CvvU0 (A.12)
with
Mvv(·) :=
(
I(M+1)2d −QvvF
)
(·), (A.13)
so that the solution vector U is formally given by U = M−1vv (CvvU0). Using the linear transfer operators
TP ∈ R(M+1)2d×2d and TR ∈ R2d×(M+1)2d of (18), we finally obtain the formal update formulation for the
velocity-Verlet scheme over M substeps with
uM = Pvv(u0) := TRM
−1
vv (CvvTP u0). (A.14)
Applying M−1vv corresponds to solving the non-linear system (A.12). The special lower block-diagonal struc-
ture of Mvv (containing diagonal elements due to the implicit dependency in QT ) makes inversion easy:
As for the classical velocity-Verlet notation, each solution um is obtained from the previous ones. Thus,
applying M−1vv simply means stepping from τ0 to τM using standard velocity-Verlet integration.
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