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Abstract
Each individual cell is a highly dynamic and complex system. Characterizing dy-
namics of gene expression and signal transduction is essential to understand what
underlie the behavior of the cell and has stimulated much interest in systems biology.
However, traditional techniques based on population averages 'wash out' crucial dy-
namics that are either out of phase among cells or are driven by stochastic cellular
components[34].
In this work, we combined time-lapse microscopy, quantitative image analysis and
fluorescent protein reporters, which allowed us to directly observe multiple cellular
components over time in individual cells. In conjunction with mathematical models,
we have investigated three dynamical systems, two of which are based on a long-term
genealogical tracking method.
First, we found that stochastic switching between different gene expression states
in budding yeast is heritable[29]. This striking behavior only became evident using
genealogical information from growing colonies. Our model based on burst induced
correlation can explain the bulk of our results. In the next system investigated,
we explored the interaction between biological oscillators. Especially, we used an
abstract model to describe and predict the synchronization of cell cycles by the cir-
cadian clock. Simultaneous measurement of both circadian dynamics and cell cycle
dynamics in individual cyanobacteria cells revealed the direct relationships between
these two biological clocks and thus provided a clear evidence of 'circadian gating', in
which circadian rhythms regulate the timing of cell divisions. Lastly, we studied the
robustness of the network dynamics to the sequence changes and the changes of gene
expression levels of embedding proteins by characterizing dynamic response of the
well-conserved mitogen-activated protein kinase (MAPK) cascade to osmotic shock,
combining experimental measurements and theoretical models.
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Title: Professor of Physics and Professor of Biology
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Chapter 1
Introduction
Cells rely on gene regulatory networks and signaling pathways to interactively adapt
to its outside environment. One major goal for systems biology is to understand these
dynamics of cells with integrated experimental and theoretical approaches. The work
presented in this thesis combined live cell fluorescent time lapse microscopy techniques
and mathematical models to characterize dynamics of both gene expression and signal
transduction in single cells, which are otherwise 'washed-out' by traditional ensemble
measurements. In specific, these include the stochastic switches of budding yeast
galactose network, coupled circadian and cell cycle oscillators in cyanobacteria and
HOG1 signaling transduction pathways in yeast, which I will describe in detail in the
following chapters.
Chapter two shows that stochastic switching between different gene expression
states in budding yeast is heritable[29]. This striking behavior only became evident
using genealogical information from growing colonies. Our model based on burst
induced correlation can explain the bulk of our results.
Chapter three studies biological oscillators in cyanobacteria. In specific, the cou-
pling between two important biological clocks, the circadian clock and the cell cycle
clock is examined. A general model was set up to understand the circadian gating
phenomena, which is common in many organisms. Using single cell time lapse mi-
croscopy, we have provided the experimental evidence of the relationship between
these two clocks. We further studied the molecular bases that link the clocks.
Chapter four explores robustness and tunability of signaling dynamics to changes
in the coding sequence and expression level of each individual protein in the Saccha-
romyces cerevisiae High Osmolarity Glycerol (HOG) Pathway. The HOG pathway
is a well-conserved mitogen-activated protein kinase (MAPK) cascade responsible for
mediating the cellular response to osmotic shock in the budding yeast. The role of
the network context has been especially examined.
Chapter five concludes what we have achieved so far in understanding the cellular
dynamics at the single cell level and discusses what we can extend from the current
work to future studies. Single molecule imaging can take further steps to detect
individual biological processes in cells. As an example for future work, we discuss
using three-color single molecule RNA FISH to study stochastic mRNA synthesis in
mammalian cells.
1.1 Single Cell Method
1.1.1 Motivations for single cell studies
Heterogeneity among cells, a universal phenomenon in the noisy biological world, has
stimulated much interest in systems biology. Traditional bulk measurements, how-
ever, are insufficient to understand such important phenomenon. Researchers have
realized that many such complex biological systems need higher-resolution informa-
tion than just ensemble average. Single cell approaches, instead, can reveal important
information about how these complex systems function.
1.1.2 Description of single cell fluorescence microscopy
Here we describe the basic set up for a typical time lapse fluorescence microscopy,
an important single cell technique performed for all the projects presented in this
thesis. To begin, we need to design a desirable fluorescent reporter that will be
integrated into cells under investigation. In order to observe the dynamics in live
cells, we also need a chamber device that allows cells to grow under microscope,
ideally in two dimension. During the observation, a software(such as MetaMorph)
controls automated fluorescence microscope to acquire both phase and fluorescent
images once every time interval. After all the acquisitions are completed, we analyze
the obtained videos with customized MATLAB imaging processing programs.
Reporter design Since the green fluorescent protein(GFP) was originally discov-
ered in jellyfish several decades ago, many GFP derivatives, such as YFP, RFP, CFP,
etc, have been engineered. They together are frequently used as reporters for genes of
interest. There are two ways to introduce a reporter to a cell, it can either be fused to
a endogenous protein under investigation (protein fusion), or inserted directly down-
stream of a natural promoter (promoter fusion). The former fusion is often used when
we want to observe protein localization. For example, we quantify the signaling activ-
ity of HOG pathway, by monitoring the nuclear translocation of Hogi which is fused
to yellow fluorescent protein(refer to Chapter 4 for more details). The latter fusion
is more widely used to investigate the promoter strength or network performance. In
Chapter 2, we use YFP driven by the promoter Gall to detect the bistable switch in
the galactose network. In Chapter 3, we fuse YFP under a rhythmic promoter KaiBC
to describe the circadian oscillations in individual cyanobacteria. However, dynamics
like oscillations will not be obvious if such protein is not degraded fast enough. Given
that fluorescent proteins are in general stable, we have to force them to degrade faster
by using genetic tags, such as those derived from ssrA in bacteria(refer to Chapter 3
and [9]).
Growth chamber It's crucial to keep cells grow in two dimension while observing
them for a long time under microscope. For that purpose, fluidic chambers have been
one of the widely used devices, in which cells are confined in some micro channels
formed by PDMS. Alternatively, we can use a 2% agarose pad and put it on top of
cells so that it forces cells to grow in two dimension.
Image analysis The most difficult part for image analysis is segmentation. Often
times, cells developed in a colony are clumped together, making their edges hard
Figure 1-1: An example of marker controlled segmentation with interactive
correction. Left: The program automatically detected all makers (green dots), and
reported one unexpected marker (in white circle). Middle: User deleted the wrong
marker by clicking on it (blue star). Right: User added two correct markers by
clicking on the figure (blue star).
to detect. We hereby overcome the problems, using our MATLAB programs based
on the marker-controlled watershed algorithm. The software performs segmentation
on phase contrast images. The segmented images will then be overlaid onto the
fluorescent images to obtain the specific dynamic properties that we are interested
(such as fluorescent intensity, protein localization, etc) in single cells. In order to
confidentially track the family history or genealogy of each cell, the markers identified
(as central positions of the segmented cells) in one image are then passed on to the
next image and thus assist the following segmentation. This method can make the
lineage tracking much more efficient.
Even though the automated tracking method above is robust, it tends to over-
segment or under-segment images with bad quality or with abnormal cell morpholo-
gies. In this case, we allow interactive corrections by hand. These corrections include
adding or deleting markers by simple clicks, or renaming cells based on its correct
history 1.
'More examples can be found in the methods of http://sites.google.com/site/qiongy/methods
.............
............
1.2 Quantitative Approaches to Several Cellular
Dynamic Systems
With the single cell fluorescence microscopy and time-series analysis described in
the previous section, we are now able to extract information about dynamics of a
variety of biological processes. To fully understand the complex cellular behaviors
such as signaling process and decision-making in single cells requires mathematical
models. These models should not only take into account individual components but
also consider their interactions and when necessary, the entire network.
In systems biology, the combination of single cell measurements and theoretical
models has turned out to be an extremely powerful approach to understand a va-
riety of biological phenomena at system level[34, 36, 39]. As examples, we will go
through several widely studied dynamic processes that require the integrated single
cell experimental and computational method.
1.2.1 Bistable Switches
Definition of stability Let's first consider a simple dynamic system that can be
described by a one-dimensional macroscopic rate equation
S= f(x)(1.1)
where x describes some macroscopic variable and f(x) is some function that rules the
rate of x. The stationary solutions of equation 1.1 are hence the roots of
f (x) = 0. (1.2)
The stability of a solution can be easily checked from a hodogram of (±,x). By
plottingi = f(x) versus x, we identify the stationary solutions to be the intersections
of f(x) with x-axis. We also know x must increase in the points above the x-axis and
decrease in the points below the axis. The arrows in Figure 1-2 represent the directions
f(x) f(x)
X ss us
(a) Stable stationary solution. (b) Unstable stationary solution.
Figure 1-2: Stability for a stationary state.
that a point takes when it is deviated from the stationary position. We see that a
stationary solution in Figure 1-2(a) satisfies f'(x,,) < 0 and is approached by all
solutions in its neighborhood. Hence, it is a stable solution. In contrary, stationary
solution in Figure 1-2(b) is unstable. Here, we define the more general condition for
a stable stationary solution[27]. Suppose there exists a positive constant c such that
2 = f'(x) < -c < 0, for all x, (1.3)
then all solutions of equation 1.1 approach to x, at least as fast as e -C.
Bistability With the basic stability condition defined in the above, we are able
to describe a bistable situation. Consider the evolution in a dynamic process as in
Figure 1-3. There are three stationary macro-states xi, X2 and X3, where x1 and X3
are locally stable and x2 is not stable. A bistable system is one with the macroscopic
situation as in Figure 1-3. We see from the arrows pointing in Figure 1-3 that X2
cannot be a realizable state, as it would be caused to move into either x1 or x 3 given
the smallest perturbation. This will be more obvious when we visualize the process
as a random walk or diffusion in a potential V(x) defined by V'(x) = -f(x). The
potential wells are corresponding to the two stable positions. If a ball is initially
placed at the potential hill (local maximum), the fluctuations will let the ball fall into
either of the wells (Figure 1-4).
f(x)
Figure 1-3: Stationary solutions of the macroscopic rate equation for a
bistable system. x1 and X3 are stable stationary solutions and x2 is unstable.
V(x)
2 X3
Figure 1-4: Bistability illustrated by potential wells. The two
x1 and x3 are stable stationary points and the local maximum x2 is
local minimums
unstable.
Bistable switches and hysteresis in biology In biology, as genes or proteins are
often nested in complex networks that involve multiple feedbacks, it is not surprising
that bistability is a common phenomenon found in numerous systems. The simplest
and core motif to generate a bistable behavior is a positive feedback loop (Figure 1-5).
This type of network allows cells to perform a bistable switch between two stationary
states.
Unlike a deterministic system where it is possible to predict the system's output at
an instant in time, given only its input at that instant in time, the bistable switching
system exhibits hysteresis. As shown in Figure 1-5, cells initially prepared in the
........... -:::::  -:A ... .
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Figure 1-5: Motifs to generate bistable systems.
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Figure 1-6: Hysteresis of a bistable system..
ON/OFF state with a high/low concentration of inducer will remain in the state
when the inducer concentration is slowly decreased/increased into the bistable region,
where two stable stationary states exist for a single value of concentration of inducer.
Since these states are stable, cells will only leave these states as directed by the
arrows if the concentration is low/high enough so that the states are no longer stable,
or if stochastic effects drive a rare transition between the states[1]. The latter is
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comparable to thermal noise driving transitions between local minima in an energy
landscape like the one shown in Figure 1-4. Here the local minima correspond to
the two stable states and the local maxima to the unstable steady state. Thermal
noise is similar to the noise introduced by stochasticity of some regulatory factors or
components.
A system with hysteresis has memory, which is important for cells to live in the
noisy biological world. Cells with bistable motifs can quickly respond and then stably
lock into a noise-resistant state. After a transient stimulus removed, a cell remains
in the state. As we will see later in chapter 2, the memory can persist for several
generations. The ability of a cell to pass down its current state into its next generation
is also beneficial to colony fitness.
1.2.2 Biological Oscillations
Biological oscillations are the other popular dynamic processes that have received
much attention in quantitative systems biology, partly because they are universal
phenomena that exist in almost any organisms on earth. At the same time, the
ability to directly measure relevant dynamic variables in live cells together with the
established theories from other disciplines have allowed researchers to decipher the
oscillators quantitatively. There are many different types of oscillatory processes in
biological organisms. The ones that occur most often in the literature are the rhyth-
mic changes in calcium concentration, periodic cAMP signals, glycolytic oscillations,
sleep-wake cycles and MIN oscillations in bacteria, etc.
Overview of oscillators
Linear oscillators The simplest linear oscillator can be described as an un-
damped, unforced harmonic motion.
;z + kx= 0, (1.4)
where k is the spring constant normalized by mass. The solution is simply a sinusoidal
wave with constant amplitude and period. The general phase portrait (i, x) shows
the closed ellipse, representing point moving continuously round and round a closed
orbit as the time goes to infinity. The linear oscillator describes many basic physical
systems in an approximate manner. For example, the behavior of a pendulum with
a small deflection angle can be approximated as an linear oscillator using the small
angle approximation sin 0 ~ 0.
Nonlinear oscillators However, all real systems will have some degree of non-
linearity[62], which by itself modifies the system behavior in important ways. For
example, a pendulum cannot be viewed as a linearized oscillator anymore when its
angle of deflection is large enough. The differential equation that governs the pendu-
lum is thus
d20 g
dt 2 + sin(0) 0. (1.5)
In general, it is hard to obtain analytical solutions for nonlinear systems. They are
normally solved by numerical time integration (such as a 4th-order Runge-Kutta
method).
Nonlinear dynamics is often associated with three core concepts - bifurcations,
limit-cycle oscillations and chaos[16]. Bifurcations are changes in qualitative prop-
erties of dynamics, when a small smooth change made to the parameter values of a
system. They occur in both continuous systems and discrete systems. A limit-cycle
is a closed trajectory on a phase space. It is stable or attractive if all neighboring
trajectories approach the limit-cycle orbit as time t -- c0. Limit-cycles are unique
for non-linear oscillations as a perturbation to a linear oscillator may lead to a new
amplitude of oscillation but some nonlinear system re-establishes itself against the
fluctuation. Chaos refer to aperiodic dynamics in deterministic equations. The
chaotic systems are sensitive to initial conditions.
There are many types of limit cycle oscillations in biology and nonlinear theories
have been widely applied to these processes. The first work accomplished may be the
electrical model of heart beats presented by Van der Pol and Van der Mark[64] in
1929. Since then, more studies such as Hodgkin-Huxley model and Duffing oscillators
become well known and widely applied.
Forced oscillators In molecular systems biology, we have to also realize that
most cellular oscillators are not independent. They either interact with the exter-
nal/internal environment or couple with each other in cells. In this context, most
cellular cyclic processes should be described as forced oscillators.
In general, a driven harmonic oscillator with external force F(t) satisfies the second
order linear differential equation
d2x dx
dt2 + 2-ywo + w x = F(t). (1.6)dt2 dt 0
-y is the damping constant. A system is over-damped or under-damped when the
value of y is larger or smaller than 1. wo is the undamped angular frequency for the
oscillator.
If the forcing is coming from another oscillator which has angular frequency as W,
we should consider the force is the coupling between the two oscillators. When their
frequencies are comparable, wo = w, the two systems exhibit resonance. The simple
analog example is like AC driving RLC circuits
d~x dx 2S+ 2wo + ox = Fo sin(wt). (1.7)dt2 dt
Synchronization of biological oscillators Biological oscillators are autonomous
and self-sustaining limit cycles with distinct innate frequencies and amplitudes, though
they coordinate with each other to generate proper dynamics in cells. Coupling be-
tween oscillators generates a variety of behaviors including synchronization and phase
transitions[8]. To explore how coupled oscillators achieve synchrony is important to
understand various cellular rhythmic behaviors, given that synchronization phenom-
ena are widely observed in the living world. The interactions between clocks in general
can be depicted as a set of first order equations such as
=x Fi(zi, ... , zN) - (1.8)dt
with a N-dimensional phase space (xi, ..., XN). Fi(Xi, ... , XN) describes the rate dy-
namics of xi.
In careful descriptions, we also need to consider fluctuations for all physiological
oscillators. These fluctuations come from the stochastic nature of biological systems
and account for phase diffusions for free oscillators. A simple form to describe the
coupling between two oscillators are
Y1 = F1 (Xi, X2) + E21,{ ~: 2{~  + Xi~(1.9)
X2 =F2 (X1, X2) + ex2,
where ex1 and ex2 are constants to represent noise terms. The couplings between
biological oscillators in cyanobacteria will be described in detail in chapter 3.
Chapter 2
Heritable Stochastic Switching
Revealed by Single Cell Genealogy
in Budding Yeast
Heterogeneity among cells are a universal phenomenon in the noisy biological world.
The divergent phenotypes of cells with identical genotypes can rise from the un-
derlying gene stochasticity. For example, when the expression levels of specific genes
fluctuate above or below some thresholds, the changes are sufficient to switch the net-
work behaviors and induce the downstream phenotypic changes. Such phenotypes,
in turn, can be temporally inherited due to the nature of cell divisions. When cells
divide, an entire pattern of gene expression can be passed from mother to daughter.
Once cell division is complete, stochastic processes within cells cause this pattern to
change, with closely related cells growing less similar over time as a result. Here' we
measure inheritance of a dynamic gene-expression state, and its subsequent decor-
relation, in single yeast cells. To accomplish this, we use an engineered network
where individual cells stochastically transition between two semi-stable states (ON
and OFF) even in a constant environment. We demonstrate that the switch times
from the OFF to ON states are well described by a constant-rate stochastic process.
At the same time, we find that even several generations after cells have physically
'This work was published and can be referred to in Plos Biology[29].
separated many pairs of closely related cells switch in near synchrony. We quantify
this effect by measuring how likely a mother cell is to have switched given that the
daughter cell has already switched. This yields a conditional probability distribution
very different from the exponential one found in the entire population of switching
cells. We measure the extent to which this correlation between switching cells per-
sists by comparing our results with a model Poisson process. Together, these findings
demonstrate the inheritance of a dynamic gene expression state whose post-division
changes include both random factors arising from noise as well as correlated factors
that originate in two related cells shared history. Finally, we construct a stochastic
Monte Carlo model that demonstrates that our major findings can be explained by
burst-like fluctuations in a single regulatory protein.
2.1 Introduction
A unique cell phenotype can rise from many different sources. In general, genotypes
that underlie the phenotype are considered to be the most important one. In addi-
tion, gene expressions are in nature stochastic. The upstream transcription factors,
once fluctuate across some thresholds, can regulate some important downstream genes
or networks, which in turn switch cells from one phenotype to the other during the
development of cell growth. Given that cell division can pass both genetic and cy-
toplasmic information from one generation to the next, the switched phenotype can
also be inherited as long as the network switching rate is lower than the cell prolif-
eration rate. Compared with the widely known genetic inheritance, such non-genetic
inheritance, however, is much less studied. Inheritance is more than the faithful copy-
ing and partitioning of genomic information. When cells divide, the mother passes
numerous other cellular components to the freshly born daughter, including nucleo-
somes, transcription factors, mitochondria, and substantial fractions of her proteome
and transcriptome. In this way, an entire pattern of gene expression can be passed
from mother to daughter, a phenomenon known as epigenetic or non-Mendelian in-
heritance. Classic examples permeate the literature and include the sex-ratio disorder
in drosophila [10], the telomere position effect in yeast [20]and mouse [50], and pri-
ons such as Psi+ in yeast [49]. The timescale over which epigenetic phenotypes
may persist spans many orders of magnitude and depends strongly on the physical
mechanism employed by the cell [57][6]. In general, however, epigenetic phenotypes
are significantly less stable than chromosomally inherited ones [57], and can change
reversibly in single cells [20] [7] [48], during development [23], or even in mature organ-
isms [11]. Beginning with landmark studies on the lac operon in the 1950s, positive
transcriptional feedback loops have emerged as a means to store cellular memory [12-
14]. Such epigenetic inheritance systems are frequently described as bistable, meaning
that transcriptional activity of genes in the network tends to become fixed in single
cells around one of two stable levels (ON and OFF), each of which is able to stably
persist for many generations [7,15,16]. Stochastic fluctuations in the creation or decay
of the proteins involved [17-33], or changes in external cues (e.g., a changing environ-
ment) are responsible for causing transitions between the two states [7,12,15,16]. This
flexible strategy, present in both prokaryotes and eukaryotes, shows an exceptional
range of stability; depending on the strength of the feedback loops, cells may display
memory of a previous expression state as short as a single generation to many thou-
sands of generations [16]. However, quantitative measurements of phenotype stability,
switching, and heritability are rare, both because detailed genealogical relationships
are challenging to produce in single cells [34] and because reporters indicating degree
of inheritance are not always available. To measure how a dynamic gene expression
state is inherited, we focused on an engineered version of the galactose utilization
(GAL) pathway in the yeast Saccharomyces cerevisiae. We disrupted the pathways
major negative feedback loop, and grew cells in conditions where only a single positive
feedback loop was operational (see Methods in section 2.4). Under these conditions,
cells stochastically transition between these two expression states even in the absence
of an extracellular trigger. These infrequent switching events therefore likely arise
from fluctuations in concentrations of regulatory proteins within the individual cells
[35]. We are able to monitor transitions between activation states using a fluorescent
reporter (see Methods in section 2.4). Together, these attributes make our network
an ideal model system well suited to study the heritability of an entire dynamic gene
expression state. In this work, we find that not only the epigenetic phenotype is itself
heritable, but that the stability of this phenotype is likewise a heritable quantity. In
other words, when cells divide, the nascent daughter cell assumes both the expres-
sion state of the mother cell as well as her tendency to switch epigenetic states at a
similar time in the future. This is surprising, especially considering that individual
cells viewed outside their genealogical context appear to switch at random, consistent
with simply a constant rate stochastic process. We resolve this apparent contradiction
using a simple stochastic model.
2.2 A Thought Experiment
First, to illustrate the idea underline our experiment design, let us go through a
thought experiment depicted in Figure 2-1. From this imaginary conduct, we are
interested to explore and demonstrate what are the sources for the divergent pheno-
types to show up in a growing cell population with identical genetic background, and
what are the important factors that determine the unique cell phenotype. Let's begin
with a single mother cell with some genetic information represented as a piece of DNA
and some non-genetic information represented as some proteins diffusing inside the
cell. When this cell divide, it gives birth to two daughter cells with identical genetic
information and also divides its proteins into these daughters. Due to the binomial
partitioning, one of the daughters will get more proteins than the other. These two
daughter cells now can grow larger over time. During the growth, genes in one of
the daughters may experience a burst event, which will generate bunch proteins in a
short random time. When this cell in turn give birth to its own daughter cells, it will
also pass the not-yet-degraded proteins into these daughters. Now up to the third
generation, you will find totally distinct phenotypes in these cell population. Inter-
estingly, cells in the branch of the first daughter in average have more proteins than
those for the second daughter cell. To trace back, you can see that this divergence is
first generated by the random bursts of mRNA and proteins as well as the binomial
partition events, then established in the next several generations through non-genetic
inheritance.
daughter 1rim
time
daughter 1
mother
cell division
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Figure 2-1: Illustration of a thought experiment. In the 'experiment', a single
mother cell is growing and propagating up to in total four generations. Each division
results in the passing-down of genetic information from previous generation to next
generation as well as the binomial partition of non-genetic information such as pro-
teins. Eventually, we get a family population with identical genetic background but
divergent phenotypes.
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In order to understand the dynamics of non-genetic inheritance and how stable
of such inheritance, we have designed a real experiment that follows a cell growing
into a population using time-lapse microscopy, during which we have monitored a
stochastic switching behaviors of a modified GAL network that each cell bears. In
the following, I will first describe the network design.
2.3 Network Design
2.3.1 A Description for Endogenous Galactose Network
Elaborate regulatory machinery has evolved to help cells focus on the carbon sources
that maximize their growth rate in a particular environment. The much studied galac-
tose utilization network (GAL) is a model for such decision/metabolic pathways. The
network, comprising roughly a dozen genes, contains two positive and one negative
transcriptionally-mediated feedback loops nested one within the next. The positive
loops make possible a two-state all-or-nothing arrangement, while the negative loop
is thought to stabilize cells in one of these two states, called ON and OFF.
The ON states defining characteristic is high activity of Gal4p, a transcriptional
activator constitutively bound to the promoter of many GAL genes[30). Gal4p activity
occurs only in the absence of a dominant repressor Gal80p, which becomes sequestered
to the cytoplasm in the presence of active Gal3p[51]. GAL3, in turn, is positively
regulated by the level of active Gal4p, closing the first positive feedback. Thus Gal3
presents something of a chicken-or-the-egg situation: high expression of Gal3p leads
to the activation of the GAL network, and activation of the GAL network leads to
high expression of Gal3p.
A membrane protein Gal2p, whose expression is also regulated by Gal4p, forms a
second positive feedback loop by importing galactose into the cell and consequently
activating Gal3p. Finally, GAL80 negatively regulates its own production, again by
suppressing the activity of Gal4p. For cells in the OFF state, the situation is reversed
with low Gal4p activity, presence of repressor Gal8Op at the GAL promoters, and a
depletion of (active) Gal3p and Gal2p in the cytoplasm.
In wild-type cells, transitions between the OFF and ON states can be forced
by changing levels of inducers (e.g., galactose) or repressors (e.g., glucose) in the
surrounding environment. At intermediate levels of inducer, the OFF or ON status of
the cell depends on the history of the media in which their ancestors grew, indicating
significant hysteresis. This hysteretic behavior buffers against switching too rapidly
between states, perhaps to avoid the metabolic cost incurred.
C
Galactose
Gal2p
Figure 2-2: The endogenous galactose network in budding yeast. Red arrows
denote the four-stage signalling cascade in which the external galactose signal controls
the transcriptional activity of the GAL genes. The galactose-bound state of Gal3p
is denoted by Gal3p*. Pointed and blunt arrows reflect activation and inhibition,
respectively. The double red arrows represent shuttling of Gal80p between the cyto-
plasm and the nucleus. The blue arrows denote feedback loops established by Gal2p,
Gal3p and Gal8Op. (Figure citing from [1]).
..............
0 feedback
feedback
2.3.2 Engineered destabilization of the GAL network
To study stochastic switching and inheritance, we destabilize this network in two
ways. First, we remove the negative feedback loop altogether by replacing the en-
dogenous GAL80 promoter with a weakly-expressing, tetracycline inducible one. Sec-
ond, we grow the cells in the absence of galactose, which fully eliminates the GAL2
mediated positive feedback and weakens the GAL3 feedback. Even in the absence of
galactose, Gal3p has constitutive activity and in sufficient quantities can activate the
network[51]. Considering the lower levels of Gal80p in our construct, this constitutive
activity is likely a significant factor. Finally, the state of the network is read with
PGAL1-YFP, with fluorescing cells considered ON. The modified network is shown in
Figure 2-3.
FGAL2 GAL2
I GAL3 GAL3
P TET GAL80 PGAL1 YFP (the reporter for the network)
Figure 2-3: Modified GAL network. We have utilized the endogenous GAL net-
work shown in Figure 2-2 and generated a modified version(see footnote) by replacing
the endogenous GAL80 promoter with tetracycline inducible promoter PTET and by
placing YFP after PGAL1-
Cells2 engineered in this way transition between ON and OFF states in a seemingly
2We thank M. Acar for construction and initial characterization of yeast strains.
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stochastic fashion. Cells with this genotype exhibit an extremely broad steady-state
expression histogram with fluorescence values that span more than two orders of
magnitude and has peaks on both the high and low expression limits, suggesting a
bistable system with relatively infrequent transitions between the two states.
2.4 Experimental Description
2.4.1 Strain Description
We used the well-characterized galactose utilization (GAL) network as our model
genetic network. In wild-type cells, transitions between the ON (galactose metaboliz-
ing) and OFF (unable to metabolize galactose) states is largely determined levels of
inducers (e.g., galactose) or repressors (e.g., glucose) in the surrounding environment.
To generate a switching phenotype with large dynamic range, we destabilize this in
two ways. First, we remove the negative feedback loop altogether by replacing the
endogenous GAL80 promoter with a weakly-expressing, tetracycline inducible one,
PTETO2. Second, we grow the cells in the absence of galactose, which fully eliminates
the GAL2 mediated positive feedback and weakens the GAL3 feedback. Even in the
absence of galactose, Gal3p has constitutive activity and in sufficient quantities can
activate the network [391. Considering the lower levels of Gal8Op in our construct,
this constitutive activity is likely a significant factor. Finally, the state of the network
is read with PGAL1-YFP, with fluorescing cells considered ON. Cells engineered in this
way transition between ON and OFF states in a seemingly stochastic fashion. Cells
with this genotype exhibit an extremely broad steady-state expression histogram with
fluorescence values that span more than two orders of magnitude and has peaks on
both the high and low expression limits, suggesting a bistable system with relatively
infrequent transitions between the two states.
2.4.2 Growth conditions
Prior to imaging, cells were grown at low optical density overnight in a 30 C shaker
in synthetic dropout media with 2% raffinose as the sole carbon source. This neutral
sugar is thought to neither actively repress nor induce the GAL genes [40]. We grew
our cells in the absence of tetracycline so levels of Gal80p were determined by the
basal expression level of PTETO2. Approximately 12 hours later cells were harvested
while still in exponential phase, spun down, and resuspended in SD media. Next
cells were transferred to a chamber consisting of a thick agar pad (composed of the
appropriate dropout media and 4% agarose) sandwiched between a cover glass and
slide. The high agarose density constrains cells to grow largely in a two-dimensional
plane.
Figure 2-4: Tracing of single cell genealogy. This is to illustrate how we have
tracked the cell lineages over generations. Starting from a single mother cell labeled
as '1', we have labeled its first and second daughter cells as '1-1' and '1-2' following
the arrows, ordered by when they are born. Similarly, following the arrow from '1-1',
we labeled the granddaughter cell '1-1-1', etc.
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2.4.3 Microscopy
Fluorescent and phase contrast images of growing cells were taken at intervals of 20-35
minutes on 10 different days for over 100 initial progenitor cells. Image collection was
performed at room temperature (22 'C) using a Nikon TE-2000E inverted microscope
with an automated state (Prior) and a cooled back-thinned CCD camera (Micromax,
Roper Scientific). Acquisition was performed with Metamorph (Universal Imaging).
2.4.4 Single Cell Genealogical Tracking
A single mother cell was chosen under microscope at the beginning of each experiment
and its propagation followed by taking both phase contrast and fluorescent images
every 20-35 minutes, lasting for about one day. The video stack was collected after the
whole experiment and segmented by imaging processing. For genealogical tracking,
the mother cell was named as '1', its first daughter '1-1', its second daughter '1-2',
while its first granddaughter was named as '1-1-1', etc. As shown in Figure 2-4,
following the arrows, all the cells in this cell population can be traced based on their
genealogical orders.
2.5 Results
2.5.1 Heterogeneous Populations Are Generated from Single
Progenitors that Spontaneously Switch between Two
Phenotypes
We first set out to quantify the infrequent switching events that occur at random
times using fluorescence microscopy. All experiments began with a single cell confined
between a cover slip and a thick agar pad. Over a period of about 920 minutes (> 15
hours) each cell grows and divides to eventually form a small colony of between 50-100
cells. Throughout the measurement period, these cells diverge in behavior with some
increasing in fluorescence and others decreasing. We repeated this process with more
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Figure 2-5: Cells switch between expressing and non-expressing states. Im-
ages are phase contrast micrographs (black and white) overlaid with background-
subtracted fluorescent signal (purple).(A) Over 750 min, or between 4 and 5 genera-
tions, an initially ON cell of strain MA0188 develops into a small variegated colony
with subpopulations of ON and OFF cells.(B) An initially OFF cell likewise grows
into a mixed colony with both ON and OFF cells. The sharp interface between ON
and OFF cells in both (A,B) indicates that cell-cell communication does not play a
major role in defining cell expression state. a.u., arbitrary units.
than 100 progenitor cells, so in sum our data represent many thousand single-cell
trajectories. We present two examples of the experimental procedure in Figure 2-5.
In the top panel, an initially bright cell develops into a small colony with distinct
subpopulations. The dim cells in the lower subpopulation continue to diminish in
fluorescence with each successive cell division as the remaining molecules of GFP
dilute. In the bottom panel, an initially faint cell likewise gives rise to a variegated
colony with cells both dim and bright. Together, these two processes generate a broad
bimodal steady-state distribution.
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2.5.2 Individual Cells Have Exponentially Distributed Switch-
ing Times
Narrowing our focus to initially OFF progenitor cells, we allowed each to grow, divide,
and give birth to other initially OFF cells. We then recorded instances when cells
switched into the ON state shown in Figure 2-6 .
1-2 1-2 1-2
t =30 min t =570 min t 600 min t =690 min
Figure 2-6: A genealogical switching history. We designate the first cell in each
movie cell 1 and sequential daughters of that cell 1-1, 1-2, 1-3. These daughter cells
bud in turn, giving rise to cells 1-1-1, 1-1-2, 1-2-1, etc. As in Figure 2-5, an initially
OFF cell grows into a variegated micro-colony. Beginning at 600 min, or 4 generations,
several cells fluoresce almost simultaneously. This includes the mother-daughter pairs
(1,1-2) and (1-1-1,1-1-1-1). Conspicuously, cell 1-1 does not switch for the duration
of our observation, even though its mother, daughter, and closest sibling all do.
Because cellular auto-fluorescence is uniformly small throughout the population of
OFF cells, these fluorescing events were generally distinguished unambiguously from
background. Using these data we generated, for each colony, a family tree where
the detailed genealogical relationships and gene-expression histories of correspond-
ing family members are shown in Figure 2-7. Because cells are continuously born
throughout the experiment, we aligned them in silico so that their birth times were
identical. In this context, it is natural to define the marginal switch time, rX, a
parameter that describes the interval between the birth of a cell X and the moment
it eventually becomes fluorescent as shown in Figure 2-8 . We normalized each mea-
surement according to its expected likelihood of being observed (see Figure A-4 and
Figure A-5 , and Appendix A) to account for any biases caused by the cells expo-
nentially dividing throughout our measurement period. The resulting data fit well to
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Figure 2-7: The family tree for colony in Figure 2-6. Black lines indicate cells
in the OFF state, whereas pink lines represent cells after they have switched to the
ON state..
an exponential curve with an effective transition rate of 0.12 switches per generation
(Figure 2-9 , cyan line). The slight discrepancy between data and exponential fit is
likely the result of some cells growing out of the focal plane.
2.5.3 Apparently Random Switches are Heritable
This exponentially distributed switching pattern applies to cells chosen at random
without regard to genealogy. However, measuring cells instead on the basis of their
family history paints a very different picture. To demonstrate this, we selected all
daughter cells with marginal switch times below some value T. Out of this subset, we
then asked what percent of their mothers had also switched at or before that time.
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Figure 2-8: Definition of switching times. Fluorescent time courses for mother
cell X1 and her daughter X2, showing each as they switch into the ON state. The
marginal switch times TX1 and TX2, run from cell birth until the beginning of the
increase in fluorescence and do not depend on any other cells. The period labeled
Txlx2 runs between the birth of cell X2 and the fluorescence of cell X1 and is an
example of a conditional switch time.
The results, summarized in Figure 2-9B (open circles), show that when a daughter
switches shortly after cell division, its mother cell is overwhelmingly likely to do the
same. For example, of the daughters who switch within 400 minutes of cell division
(about two generations), their mothers have approximately a 50 percent chance of
switching in that same period. This represents a two-fold increase in the switching
rate for a typical unrelated cell. As T grows to encompass an ever larger fraction of
all daughter cells, the corresponding percent of switching mother cells asymptotically
approaches the marginal switch distribution of Figure 2-9A (reproduced in black),
which represents the limit of no genealogical information. As in the marginal switch
case, we are careful to weigh each of these mother-daughter pairs according to how
likely we were to observe them.
To measure the underlying rates governing this process, we examined the possible
switching events diagrammed in Figure 2-9A. In this simplified view, we assume cell
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Figure 2-9: Single cell fate. (A) The cumulative percentage of cells that have
switched is plotted against their marginal switch time. The black squares represent
251 switching cells, and the blue line is an exponential fit. The cyan dashed line
is a result of our stochastic simulation (see Figure 2-13 ). Error bars are derived
from a bootstrap analysis. The fits are consistent with the idea that a constant-rate
process may underlie the network. The inset shows ways that mother-daughter pairs
may switch, either dependently via the center route or independently of one another
via the outer routes.(B) Gray circles describe the likelihood that a mother cell has
switched given that its daughter cell is known to have switched before this time.
The solid red line describes a two-parameter least-squares fit simultaneously to both
curves with parameters described in the inset and main text. The dashed dark red
line shows the fit resulting from the stochastic simulation. Black squares and blue
lines are reproduced from (A) for comparison.
pairs can either switch together into the ON state together at a rate c(t), or inde-
pendently of one another at a rate r - c(t). In this way, the total switch rate for
any given cell sums to r at all times, as required by the marginal switch distribution.
max(t-20,0)
We assume that the correlations decay with a rate c(t) - r - e n , which is
reminiscent of an Ornstein-Uhlenbeck process [15,27] (see Figure 2-9A). The fixed
delay of 20 minutes is included to account for slow chromophore (YFP) maturation
as observed in our data (daughters that switch within the first 20 minutes after cell
division have mothers that always switch). This model includes two free parameters:
r, the overall switch rate, and Tc, the characteristic time for the correlation to decay.
A global least-squares fit to both curves (Figure 2-9A red and blue curves) simultane-
ously yields (r = (7.0 ±0.5) . 10- 4min- 1 = 0.12±0.01gen-1 and (Tc = 197 54min).
This decorrelation rate is quite similar to the average cell doubling time of 177 min,
and similar connections between doubling time and decorrelation have been found in
other protein regulatory networks [27].
2.5.4 Correlations of Switching Times Between Cell Pairs
Varies by Genealogical Relationship
The above analysis suggests that when cell pairs do switch they will do so in synchrony.
To demonstrate that this is indeed the case, we turned our focus to the further subset
of cell pairs where both cells are observed to switch during the experiment (and
therefore ignoring cases where only one cell in a pair switches). More specifically,
we concentrated on three cell relationships: mothers with daughters (henceforth M-
D), grandmothers with granddaughters (GM-GD), or older siblings with younger
siblings (S1-S2). Instead of marginal switching times, which we measure relative to
each individual cells time of birth, we chose to compute the switch times of both cells
relative to the moment when their two respective branches of the family tree first broke
apart. For M-D pairs, that time is simply the birth of the daughter, but for GM-GD
pairs it is the birth of the intervening daughter, and for S1-S2 pairs, it is the older
siblings birth. In other words, this quantifies the amount of time between a switching
event and the last moment that these cell lines shared cytoplasm. Formally we define
the conditional switch time, TxIy, as the time elapsed between the fluorescing of cell
X and the birth of cell Y. When X and Y both refer to the same cell, we recover the
marginal switch time (i.e., TxIx = TX).
Comparing M-D conditional switch times seen in Figure 2-10A, we observe nearly
synchronous switching that extends at least 300 minutes and yields a correlation
coefficient of TID = 0.87(p < 10 - 45). GM-GD and S1-S2 pairs (Figure 2-10B and
Figure 2-10C ) show somewhat lower correlation coefficients of TGMGD= 0.74(p <
10 - 9) and Tss = 0.60(p < 10 - 7) respectively, although the overall coefficient for
all data combined remains a robust TTOT = 0.8(p < 10 - 62). The strength and
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Figure 2-10: Correlations of switching times between cell pairs of varied
genealogical relationship. The conditional switch times for closely related cells
are compared.(A) The daughter switch time is compared to the mother switch times
for 141 cell pairs. For times extending past 350 min (about two cell divisions), a
strong correlation in times is observed. The other cell pair relationships, shown again
in (B, C), are shadowed in grey. (B, C) The more distant relationships of GM-GD
(n = 55) continue to show significant correlation, while the S1-S2 relationships (n =
74) shows somewhat less. The notable asymmetry of the S1-S2 distribution reflects
the tendency for older siblings to sometimes switch before the younger sibling is even
born.
duration of these correlations are surprising, and were not found in bacterial [15,24]
and mammalian [36] studies, except in context of morphological traits [37]. Like the
marginal switch data, these scatter plots should be viewed in the context of finite
experimental viewing times (see Appendix A, Figure A-6 and Figure A-7).
2.5.5 Memory of Switching Persists for Several Generations
From the previous section, we learned that close relative cells tend to switch with
a highly correlated manner. The correlations of switch times seem to decay down
as their relationships separate further. For example, among the three relationship
cases listed in Figure 2-10, M-D with one generation apart has highest correlation
of switch times and GM-GD with two generations apart has slightly less correlation,
while S1-S2 has the least correlation in them, given that they can be more than two
generations apart. Here, we need a way to quantitatively measure the decay of these
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Figure 2-11: Persistence of correlation in switch times. (A) The scatter plot of
aggregated data is obtained from all observed M-D, GM-GD, and S1-S2 switch pairs
(Figure 2-10A-C), so that obtain more statistics. Navy blue bar is an example bin that
centers at S = tjt2 = 550min (B) Scatter plot of switch times overlaid from the same
cell pairs in the Gillespie-Based Model, only in the model we assign no correlations
between each pair such as the events happen in a Poisson manner. (D) In black,
the mean squared difference of the switch times from the combined relationships in
(A), binned according to their average switch time. In green, a computer-generated
Poisson simulation sets a bound for switching correlation in the limit of correlation
tends to zero. The mean cell doubling time is labeled tdoub. (C) Black squares show
the ratio of the two curves in (D), demonstrating the persistence of a correlation for
at least hundreds of minutes after cell division, or about 4 generations, where tdobling
is the mean doubling time.
correlations, i.e. the rising of randomization.
For the purpose of increasing statistical power, we first combined all observed
M-D, GM-GD, and S1-S2 switch pairs (Figure 2-10A-C) into a single data set (Fig-
........ .... ..
ure 2-11A). These data sets consisted of two columns, ti and t2 , representing the
older and younger cell switch times for 274 cell pairs. One dynamic measure for the
randomness associated with the distribution is the average square difference of switch
times, compared to the mean switch time (Figure 2-11D, black curve).
To generate the mean squared deviation, we used the bootstrap technique (draw
with replacement) on this data set to generate 1000 alternate samples. Then, using
each of these generated samples in turn, we transformed the data in the following
way:
S = t1+t 2
2 (2.1)
D = Iti -- t2 1.
We next binned the transformed data according to S, using bins of sizes 25, 50, 100,
and 150 min, with centers staggered by 75 min. At each center point, we calculated
for all bootstrap samples and all bin sizes the average of the quantity D. Thus for
each bin center we had four thousand estimates for the mean squared deviation (4
bin sizes times 1000 bootstraps). The mean and standard deviation of these four
thousand estimates gives the mean and error shown in Figure 2-11D.
This curve rises rapidly at first, but at longer times it flattens out. This flattening
is due at least in part to the limited duration of our experiments (on average 920
minutes), which constrains the scatter distribution to reside in the box shown in
Figures 2-10A-C.
To understand what this means, it is helpful to compare it to a stochastic Poisson
model [38] shown in Figure 2-11B where closely related cells switch independently of
one another and with constant probability in time. If cells in this Poisson model were
given an infinite time to switch and only mother-daughter pairs were considered, the
mean squared deviation would simply scale linearly with the mean. However running
the simulation for the same duration as our experiment and including all cell pair
relationships gives the more complicated curve shown in Figure 2-11D (green curve).
The ratio of the datas mean square variation to that of the Poisson simulation (Fig-
ure 2-11C, black curve) is a measure for how correlated it remains. Points below the
dashed line represent correlated switching behavior, whereas points above it would
signify anti-correlated behavior. For over 600 minutes, the distribution remains dis-
tinctly sub-Poissonian. Only for the longest measured times are there indications that
the cells become independent of their history, and even this is with large uncertainty.
Put another way, pairs of cells often remain on approximately the same trajectory
for several cell divisions, even though cell growth has diluted many of the relevant
proteins to a fraction of their original level.
2.6 Stochastic Model
To examine our results at a microscopic level, we constructed a simple model that
allows us to probe how the rich correlated switching dynamics arises from a simple
regulatory network.
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Figure 2-12: One example time course of simulated Gal80 protein dynam-
ics. An example time course of Gal80p dynamics has been simulated based on the
stochastic model described in section 2.6. From the time course, we have illustrated
the three parameters that we used in the model. Purple double head arrow repre-
sents the average burst size of protein. Red dotted line represents the average level
of Gal80p in cell. Blue solid line is the threshold of protein level below which a cell
switches on.
Specifically, we asked whether the stochastic fluctuations of a single regulatory
protein in our system could simultaneously explain the observed Poisson switching
behavior and subsequent long-timescale correlations. A key protein, Gal80p, func-
..... ................ ........................................................................................................... ... .. ................
tions to regulate the expression of all other genes in the network (See section 2.3).
When present in the nucleus, Gal80p binds in a highly cooperative manner to the
transcription factor Gal4p and represses the expression of Gal2p, Gal3p, and YFP
(Volfson et al, for example, assume a Hill number of 8 between Gal4p and transcrip-
tion at the GALl promoter [32]). Such high levels of cooperativity frequently give
rise to steep transfer functions, which can result in switch-like behavior. This means
that even a small decrease in the concentration of Gal80p can cause the transcription
rate of downstream genes to increase dramatically from a very small basal rate to a
large maximal rate. Once the downstream protein, Gal3p, begins to be produced, it
will lead to sequestering of Gal80p to the cytoplasm, completing the feedback loop
and causing the cell to completely switch from the OFF to the ON state.
We constructed a simple model that captures the essential properties of this pro-
cess. In our cells, Gal80p is present in very low numbers, and we therefore account for
the effects of stochastic production and degradation for this protein. Protein bursting
invariably increases noise levels by amplifying rare events such as changes in promoter
activation or mRNA creation and destruction [17,21]. We assumed that the burst-size
distribution was exponential in shape with a mean consistent with the results of Bar-
Even et al., who found an average of 1200 proteins per burst [29]. We further assumed
that the decay rate of the protein is dominated by dilution and therefore set by the
division time of the cell. Finally, we included in our model a nonzero chromophore
maturation time of 20 minutes, as observed in our data. To account for cooperativity
between Gal80p and Gal4p, we assume that when Gal80p levels drop below a thresh-
old value a cell rapidly activates gene expression and enters the ON fluorescent state.
In total, the model has only three parameters: 1) mean number of Gal80p molecules
present per cell, 2) the switching threshold, and 3) the Gal80p burst size estimated
from literature. Figure 2-12 demonstrated each parameter associated with the simu-
lated time course of Gal80p. We estimated the first two of these parameters by fitting
the model to the marginal and conditional switching distributions shown in Figure 2-
9B. Once the theoretical switching rates were fit to the experimental data, we asked
if the model explained the highly correlated switching times observed between related
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Figure 2-13: Burst-induced correlations. Results of our stochastic simula-
tion. (AC) Fluctuations of protein concentration as a function of time are shown (gray
lines). Several selected realizations are highlighted for emphasis. Proteins are created
in bursts of size < b > = 12, 120, and 1,200 respectively for the three panels, with
the average protein level held fixed. Thresholds (solid black lines) are chosen to re-
sult in an average switching rate equal to our experimentally measured value. When
protein levels drop below a threshold, that cell is considered to have switched. (DF)
The resulting M-D scatter plots. As the burst size increases, the pattern becomes
markedly more correlated. Gray circles in (F) are the experimental data reproduced
from Figure ??
cells. Without any additional fitting parameters, we predicted the mother-daughter,
tMID, and daughter-daughter, tDID, switching times (Figure 2-13F, brown squares) as
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Figure 2-14: Prediction of the persistence of correlation in switch times.
Black squares show the ratio of the two curves in Figure 2-11(D), demonstrating the
persistence of a correlation for at least hundreds of minutes after cell division. In red
solid line, the predicted fit from our stochastic simulation after fitting to the curves
in Figure 2-9.
well as their mean squared deviation (Figure 2-14, red solid line). These predictions
matched remarkably well with the experimental data (Figure 2-14, black boxes; Fig-
ure 2-13F, grey circles). The model therefore predicts that related cells will remain
highly correlated in their switching times even though switching events seem to occur
in a Poisson manner. A robustness analysis (see Appendix A, Figure A-9) suggested
a narrow range of possible values with an optimum centered around (average, thresh-
old) - (2400 proteins, 670 proteins). A counter-intuitive aspect of our model is that
the correlation observed in cell pairs comes as a consequence of stochastic bursting.
Bursting events in protein production are often associated with increases of noise in
protein levels [17,21]. As the burst size is ratcheted up from 12 to the experimentally
observed value of 1200, for example, keeping average protein level and switch rate
constant, correlations begin to emerge in the cell-cell scatter plots (see Figure 2-13).
The reason for this effect is that the periods between bursting events are dominated
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by dilution of proteins, a relatively low noise process. As the burst size is increased
the time between bursts increases dramatically, leading to long periods of correlated
behavior between cells. Two cells that start with the same amount of protein will
therefore dilute that protein at a similar rate and switch ON (Figure 2-13C, black
arrows) at similar times. Decorrelations can arise when one of the cells experiences
a burst of new protein during this decay period. However, the cell experiencing the
burst has a greatly reduced probability of switching ON in a short period of time. In
this event, the cell will generally not be observed to switch at all over the duration
of the experiment and consequently does not appear as a significantly decorrelated
time-point in the tMM/tMD scatter plot.
2.7 Conclusion
The partitioning and subsequent inheritance of cellular factors like proteins and RNAs
is a ubiquitous feature of cell division. However, direct quantitative measures of
how such non-genetic inheritance affects subsequent changes in gene expression have
been lacking. We tracked families of the yeast Saccharomyces cerevisiae as they
switch between two semi-stable epigenetic states. We found that long after two cells
have divided they continued to switch in a synchronized manner, whereas individual
cells have exponentially distributed switching times. By comparing these results to
a Poisson process, we show that the time-evolution of an epigenetic state depends
initially on inherited factors, with stochastic processes requiring several generations
to decorrelate closely related cells. Finally, a simple stochastic model demonstrates
that a single fluctuating regulatory protein that is synthesized in large bursts can
explain the bulk of our results.
In recent years, cells within isogenic populations have become increasingly scru-
tinized as individuals, each with its own original behaviors and gene expression pat-
terns. What make single cells distinctive, however, are not only the stochastic chem-
ical reactions taking place within them, but also their unique family histories. Here
we have shown that a cells decision to dramatically change expression states can
hinge directly on this familial background. In doing so, we have separated what on
its face appears to be an exponentially distributed random process into stochastic
and genealogically-determined subcomponents. It will be interesting to see how far
such analyses can be taken in the future, with perhaps important features of a cells
future dynamical behavior being confidently predicted knowing only the fate of its
immediate family.
Chapter 3
Interactions between Biological
Oscillators in Cyanobacteria
3.1 Summary
Biological rhythms are ubiquitous phenomena found at almost all levels of the tree
of life and essential in many physiological processes including glycolytic oscillations,
periodic cAMP signals, rhythmic changes in intracellular Ca2+ concentrations, and
sleep-wake cycles, with periods ranging from sub-second to years. What underlie and
govern the robustness and precision of cellular rhythms are endogenous biological
clocks formed by complex internal molecular networks. Comprehensive studies have
been done to understand the detailed machinery of these molecular clocks in a large
variety of biological contexts[17] [37] [2] [48] [5] [14] [18] [40]. The uncovered molecular de-
tails for individual clocks have now allowed researchers to explore further intriguing
questions - whether and how clocks with distinct time scales coordinate each other
to control the right temporal order of complex biological processes in cells and en-
sure the fitness of organisms. Interestingly, many recent studies have experimentally
observed the dependencies between different clocks. Examples are the gating of cell
division by the circadian clock found in several unicellular organisms and higher
vertebrates [45] [44] [38] [11] [60] and the gating of the cell cycle by the metabolic cycle
first found in yeast[63]. Even in the same cyclic process like circadian oscillation,
there may be multiple clocks that couple together to reinforce the precision of the
rhythm. Figure 3-1 use the interlocking gears to illustrate such ideas in which dif-
ferent biological cyclic processes are linked together to coordinate and control the
correct dynamic state of cells and organisms. Each gear represents individual clock
with its characteristic frequency and direction, where the arrow follows the direction
of its phase progression. Even though each clock can tick with its own frequency,
they are coupled together through molecular linkages similar to the 'teeth' or 'cogs'
of gears that mesh with other gear teeth.
S
Figure 3-1: Couplings among intercellular biological clocks with different
frequencies. The sketched gears illustrate interlocking ideas in which different bi-
ological cyclic processes are linked together to coordinate and control the correct
dynamic state of cells and organisms. Each gear represents individual clock with
its characteristic frequency and direction, where the arrow follow the direction of its
phase progression. Even though each clock can tick with its own frequency, they are
coupled together through molecular linkages like the interaction of gears.
To approach such problems, we have first investigated the interaction between the
circadian and cell cycle clocks, two important biological clocks in most organisms,
under the context of gating. In this context, one question of interest is how the in-
Clockl
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teraction synchronizes cell divisions throughout the day and it has been previously
observed that cells subject to circadian gating divide following a nontrivial periodic
pattern throughout the day[45] [44] [38] [11][60][63]. These experiments, however, indi-
cate the couplings of clocks only with in vitro or bulk measurements and are hard
to give quantitative and direct interpretation about how clocks interact exactly. We
hereby explore this question in individual cells, starting with mathematical models
and numerical simulations followed by experimental evidences.
Next, characterization of the correlation between the two biological clocks helped
us to understand further the molecular details that linked them. We then utilized
the biochemical tools and imaging techniques to explore the underlying machinery of
circadian gating phenomena.
Last, we have explored the possible coupling between the protein circadian oscil-
lators and gene regulatory oscillators, which is thought to underlie the precision and
robustness of circadian clocks in cyanobacteria.
3.2 Spontaneous Synchronization of Cell Cycle States
by Circadian Gating in Individual Cyanobac-
teria
Many dynamical processes in biology are cyclic. These processes span a wide dynamic
range from the sub-second periods of neural spike trains to annual rhythms associated
with animal and plant reproduction. Even an individual cell exposed to a constant en-
vironment may exhibit many parallel periodic activities with widely different frequen-
cies such as glycolytic, cell cycle, and circadian oscillations. Although major progress
has been made in uncovering the molecular machinery underlying these individual bi-
ological clocks[17] [37] [2] [48] [5] [14] [18] [40], much less is known about how these clocks
coordinate their oscillations. In several unicellular organisms and higher vertebrates
it has been shown that cell division is gated by the circadian clock[45] [44] [38] [11] [60]
and similarly the yeast metabolic cycle constrains when the cell divides[63]. Here we
develop a general theoretical framework to quantitatively describe two coupled cyclic
processes in single cells. In the context of gating, this framework predicts that a
population with initially uniformly sampled cell cycle states will synchronize to the
circadian signal as cells progress through their cycles and shows that this leads to
different multimodal distributions of the timing of cell division events throughout the
day as the relative speed of the cell cycle clock is changed. We experimentally con-
firm these predictions by exploring the gating of the cell cycle by the circadian clock
in individual cyanobacterial cells and quantitatively determine the coupling function
between the cell and circadian cycles. This approach is generally applicable to any
coupled cyclic processes and will lead to a deeper understanding of how multiple
periodic cellular processes coordinate to properly control the dynamic state of the
cell.
3.2.1 Introduction
Circadian Clock Cell Cycle Clock
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Figure 3-2: Interaction between circadian clock and cell cycle clock. The
sketch is to illustrate the coupling between circadian and cell cycle clocks. Circadian
clock tick precisely over day and night cycle. It is robust against different environ-
ments such as light intensities. In contrary, cell cycle clock progress through each cell
generation and changes its speeds due to different light intensities in cells' growth
environment. The goal is to understand the couplings between these two clocks at
different conditions.
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Circadian clock and cell cycle clock form two important biological clocks in most
organisms. Both clocks have been comprehensively studied with genetic, biochemical
and physiological approaches in different model systems ranging from prokaryotes to
vertebrates. However, the linkages between these two clocks are less studied and still
not well characterized. The existing literatures have suggested that the circadian clock
directs the timing of many cellular processes including cell proliferation in several
unicellular organisms and higher vertebrates [45][44][38][11][60]. These studies have
provided an indirect evidence of the crosstalk between the circadian clock and the
cell cycle clock, based on the observations of the daily rhythms in cell divisions. How
these two clocks coordinate with each other to control the right temporal order of
complex biological processes in individual cells is interesting and remains an unsolved
question, and the direct measurement of their relationships is missing.
Population studies have indicated that cell density of cyanobacteria in bulk is not
increased exponentially over time as normally considered bacteria growth, in stead, it
increases periodically with a piece of time stopped growing every circadian cycle[44].
Such rhythmic growth that matches circadian oscillation have suggested that cell
cycle and circadian rhythm are coupled together. We hereby explore further how
they interact with each other with single cell studies. We first set up a generalized
model to predict how one cycling process can affect the other, then confirm the theory
with quantitative measurements of single cells.
3.2.2 An Abstract Model
In order to quantify how one clock couples to the other, we developed an abstract
model by describing each cell with two cyclic variables: its circadian phase 0(t) and
its cell cycle phase #(t), both ranging from 0 to 27r. Figure 3-2 depicts both clocks
with the phase progression indicated by arrows. In the context of circadian gating
it is believed that the circadian phase affects cell cycle progression but not the other
way around[44]. The interaction is thus uni-directional.
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Figure 3-3: Monte Carlo simulation illustrate the abstract model. (A) With
no gating, the two clocks are uncorrelated and the distribution of division phases
along the day is flat. (B) With gating and cell cycle speeds comparable to that of
circadian cycle, the distribution of division phases along the day show one dip, unfavor
of specific time for divisions. (C) With gating and cell cycle speeds faster than that
of circadian cycle, the distribution of division phases along the day show two dip,
unfavor of specific time for divisions.
except for some noise and where the speed of progression through the cell cycle dt
dt
is dependent on the cell cycle and circadian phase. Normalizing time to the average
period of the circadian clock, we can describe the time evolution of the cyclic phases
of a cell by the following two Langevin equations:
S= 3) + C
4 = vr(4, 0) + E4,1
(3.1)
(3.2)
where e~and eo represent noise terms that are inherent to each subsystem, F(4, 0)
is a positive function of order ~1 that describes the coupling, i.e., how the cell cycle
speed is affected by the state of the two clocks. v is a parameter that roughly describes
the average speed of cell cycle progression relative to the circadian period.
If one considers an population of cells that grow and divide in succession, this
model can be simulated using Monte Carlo techniques or can be numerically solved
by using Fokker-Planck equations(refer to appendix B) to answer different questions
about the structure of a population of cells that grow and divide in succession.
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Figure 3-4: Synchronization of cell divisions by circadian gating. (A) Time
evolution of circadian phase, represented as sinusoidal curve. (B) With no gating and
F = 1, the two clocks are uncorrelated and cells are equally likely to divide at any hour
during the day. (C,D) With a nontrivial gate,the coupling leads to synchronization
of cell cycle states to the circadian signal. For cell cycle speeds comparable to that of
the circadian clock cells tend to divide at a single specific circadian phase(such as in
(C)); as v is incremented the number of times of the day at which division is likely to
take place also increases, leading to multimodal distributions of division phases(such
as in(D)).
In particular it is of interest to understand whether cell cycle gets synchronized to
the circadian signal and how cell divisions (an easily accessible experimental quantity
which, in the model at hand, we identify with the 4 variable crossing the 27r boundary)
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Figure 3-5: The number of cell division dynamics change in response to
relative speed of progression through cell cycle.
are distributed throughout the day. If no gating exists, i.e. if IF = 1, the two clocks are
uncorrelated and cells are equally likely to divide at any hour during the day (Figure 3-
................ 
4A,B), and the distribution of division phases along the day is flat (Figure 3-3A): a
cell has the same probability of dividing at any hour during the day and this fact is
independent of the value of v.
However, if one considers a nontrivial gate,the coupling leads to synchronization
of cell cycle states to the circadian signal (Figure 3-4C,D) in a manner analogous to
how nonlinear oscillators lock into periodic forcings[16]. Such interaction between the
two clocks leads to synchronization of the population and the distribution of division
times becomes non uniform: cells become more likely to divide at specific times of
the day also seen in Figure 3-3B,C.
For cell cycle speeds comparable to that of the circadian clock cells tend to divide
at a single specific circadian phase (Figure 3-4C, Figure 3-3B) but as v is incremented
the number of times of the day at which division is likely to take place also increases,
leading to multimodal distributions of division phases (Figure 3-4D and Figure 3-
7a,b) and 'resonances' in the division profile(Figure 3-3C). Furthermore, if the noise
is relatively low, the number of cell divisions per day stays locked into integer numbers
for finite ranges of v (Figure 3-7c).
3.2.3 Experimental Design and Results
The previous session has provided a general model to describe the interaction between
two cycling processes in cells. It has suggested that the relative speeds between these
two clocks are essential to the synchronization manners of one clock by the other,
i.e., the gating under different conditions where the relative speeds are changed will
generate distinct distributions of cycling phases. We hereby aim to use single cell time
lapse approach to confirm this theory and further understand such phenomenon.
3.2.3.1 Description of System under Investigation
We focused on circadian clock and cell cycle clock, since they form two important
biological clocks in most organisms. Both clocks have been comprehensively studied
with genetic, biochemical and physiological approaches in different model systems
ranging from prokaryotes to vertebrates. The existing literatures have suggested
that the circadian clock directs the timing of many cellular processes including cell
proliferation in several unicellular organisms and higher vertebrates [45] [44] [38] [11] [60].
These studies have provided an indirect evidence of the crosstalk between the
circadian clock and the cell cycle clock, based on the observations of the daily rhythms
in cell divisions. How these two clocks coordinate with each other to control the right
temporal order of complex biological processes in individual cells is interesting and
remains an unsolved question, and the direct measurement of their relationships is
missing.
Figure 3-6: Single cell time-lapse microscopy. The top row is the phase image
series. Starting from one single cell at time 0, we have monitored and tracked the
cells grow and divide continuously over 65 hours. The circled cell with red oval is
an example lineage. The bottom row are the corresponding fluorescent images and
circadian rhythms are reported by an SsrA-tagged yellow fluorescent protein, YFP-
SsrA(LVA)that is driven by the S.elongatus kaiBC promoter.
As a single-celled and well established organism, the cyanobacterium Synechococ-
cus elongates PCC 7942 can be a valuable system for studying the links between the
cell proliferation and the circadian clock. While its circadian clock is precise and ro-
bust against different growth conditions, the cell cycle clock is sensitive to the outside
environment. At different light intensities, the cell growth rates change accordingly,
with a large span of their corresponding doubling times from less than 10 hours to
more than one day. This property provides an extra knob to further probe the clock
couplings with their period lengths changing relative to each other. It is especially
........... ......
valuable for us to design experiments and test the model for the changing profiles of
the phase distributions under different conditions due to the changes of their relative
speeds.
3.2.3.2 Simultaneous Measurements of Circadian and Cell Cycle Clock
Dynamics with Single Cell Time-Lapse Microscopy
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Figure 3-7: Simultaneous measurements of circadian and cell cycle dynamics
in an single cell trace(The traced cell lineage is circled in Figure 3-6).
To find a direct evidence of the interaction between the two biological clocks, we
have tracked both the circadian dynamics and cell cycle dynamics simultaneously in
individual cyanobacteria as they grow and divide under constant light sources, using
fluorescent time lapse microscopy (Figure 3-6).
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Shown in Figure 3-6, the top row is the phase image series. Starting from one single
cell at time 0, we have monitored and tracked the cells grow and divide continuously
over 65 hours. As an example of tracking, one single cell lineage was circled by a red
oval in each image. The bottom row are the corresponding fluorescent images. Here,
circadian rhythms are reported by an SsrA-tagged yellow fluorescent protein, YFP-
SsrA(LVA) that is driven by the S.elongatus kaiBC promoter[9], while individual cell
divisions are detected automatically with a customized MATLAB program.
With such experimental set up, the dynamics of both clocks can thus be tracked
simultaneously in single cells. As an example, we have chosen one of the many cell
lineages that we have traced down over time. The measurements for one single cell
lineage are shown in Figure 3-7b. We recorded the associated cell length (1) and the
circadian phase (<D) at each time point, where <b was the time relative to each YFP
peak and was then normalized into one period of 0 to 27. Top panel is to measure
circadian dynamics represented by the rhythmic YFP intensity. Period T is defined
as peak to peak time difference of YFP intensity. Bottom panel is to measure the
cell cycle dynamics by tracking the cell length over time. Raw data points(red dots)
have been fitted by exponential growth Ifinal linitialc'y(tfinal-tinitial) (solid black line),
where -y is the growth rate and If al is the final cell length right before division and
linitial is the initial cell length right at birth. The time span between two adjacent cell
divisions is defined as the generation time (T) associated with each cell. Distribution
of period T and fitting parameter growth rate y are also shown in Figure 3-7c.
3.2.3.3 Distributions of Dynamical Variables
We found that within several generations, close family cells maintain the same cir-
cadian phases with each other[42] (Figure 3-6a) after divisions regardless of the cell
doubling frequency suggesting that cell divisions make no effect on the circadian
clock. On the other hand, we expected to see the circadian gating, in which circadian
rhythms regulate the timing of cell division, as suggested by a rhythmic cell density
in a synchronized population study[44]. To gain a closer insight into such regulation,
we have directly correlated these two clock dynamics at the single cell level.
With all data collected from the single cell measurements described in section ref-
sec: 3singlecell, we are able to explore the gating phenomenon and test the theory
presented in section 3.2.2.
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Figure 3-8: Distributions of clock variables. (a) (b) Low light intensity data. (a) is
circular scatter plot of circadian phases and cell generation times for all cell divisions.
(b) is one dimensional distributions of either cell division phases or generation times.
(c) (d) The same data for high light intensity condition.
Evidence of circadian gating at different light intensities. We first generated
the distribution of circadian phases for all individual cell divisions (Figure 3-8b:left).
If there no gating exist, this should be a trivial flat distribution. What we obtained,
instead, has shown a clear peak around the middle position of the whole circadian
....  . ... ............... ..................
cycle, which indicate the favored circadian phase for cells to divide, while the dip
at other phase position corresponded to the forbidden phase where cell divisions
have been inhibited. Hence, this data has provided a clear experimental evidence
for circadian gating, in which circadian rhythms regulate the timing of cell divisions.
Next, we generated the distribution of the life span each cell spend, or the generation
time r. Instead of the Gaussian distribution with one peak, we see in Figure 3-8b:right
a two-peak distribution. This has also supported the circadian gating hypothesis,
given that the cells with higher generation time T are the cells that have been gated
and spend extra time in the forbidden phase. To see more clearly the correlation
between these two cycling processes, we also generated the two dimensional scatter
plot for both circadian phases at cell divisions # and cell generation times T, in a
circular phase plane.
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Figure 3-9: Gating function from fitting. Distributions of clock variables from
both high and low light intensity data(Figure 3-8) are fitted with the model described
in section 3.2.2. The fitting parameters give gating function in phase plane (6, #).
Confirmation of synchronization of cell cycles by circadian gating. The
observation above is at the constant light intensity of ~ 25 pEm-2s-1 . Since from
the general model presented in section 3.2.2, we expect the synchronization by gating
should change its pattern at different speeds of cell cycle relative to the circadian
cycle. Hereby, we have replicated the whole measurements at higher light intensity
of - 50pEm-2 -1, in order to speed up the cell cycle progression.
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Figure 3-10: Synchronization of cell cycles by circadian clock confirmed by
low light intensity experimental measurements. (a) YFP intensity for all cell
traces progressed over about 3 circadian cycles. (b) Cell length over time in circadian
cycles. Lengths have been normalized so that initial cell lengths are 0, and final cell
lengths are 1. (c) Number of division events observed over about 3 circadian cycles.
Interestingly, we found this time a multi-peak distribution of phases at individual
cell divisions. This is not an obvious observation. However, it is consistent with the
prediction from the abstract model, in which the synchronization of cell divisions by
the circadian gating results in non-uniform distributions of phases at cell divisions.
If the speed of cell cycle is comparable to that of circadian speed, cells likely to
divide at one specific time of the day. This has been shown in the case at low
light intensity(refer to paragraph). If the speed of cell cycle increases, the number
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Figure 3-11: Synchronization of cell cycles by circadian clock by high light
intensity experimental measurements. Analysis is the same as in Figure 3-10.
of times of the day at which division is likely to take place also increases, leading
to multimodal distributions of division phases, as we have seen in Figure 3-8d:left.
The cell generation times, on the other hand, showed a bimodal distribution with
an average generation time around 10 hrs, still indicating that part of the cells was
gated and their doubling times elongated(Figure 3-8d:right). As a comparison, a
kaiC knocked out mutant strain in which the circadian clocks have been destroyed
seemed to have no gating with a mono-modal distribution of their generation times
(supplementary data). The circular scatter plot of circadian phases at cell divisions #
and cell generation times r in Figure 3-8c has similar pattern as in low light intensity
case, that is, two subgroup are distinct with different generation times at specific
circadian phase positions indicating the synchronization effect. Data presented in
Figure 3-8 has given strong evidence of circadian gating. To confirm that the gating
indeed synchronize cell cycles as predicted in our model in section 3.2.2. We also
generate the experimental measurements(Figure 3-10 and Figure 3-11) similar to the
simulated data in Figure 3-4.
3.2.3.4 Materials and Methods
Time-lapse microscopy All time-lapse microscopy experiments were performed
on strains that were grown at 30 C in BG-11 media (supplemented with appropriate
antibiotics) at a light intensity of 25 pEm- 2s . Cell cultures were diluted three
days before acquisition so that their optical densities at 750 nm were lower than 0.2
(HITACHI U-1800 Spectrophotometer). For each sample, 1.5 pl of cells were loaded
in one of two wells of a glass chamber (LAB-TEK) and covered with a square pad of
2% low-melting agarose. Next, a liquid 2% low-melting agarose was poured on top of
the first solid pad and the chamber was loaded on the microscope for imaging. Phase
constrast and YFP images were taken every 40 minutes for a total of 16 positions for
each sample. The whole acquisition period lasted three days for a typical experiment,
during which a constant cool-white fluorescent light source illuminated the sample
with an intensity of 30,~ 50 pEm- 2 s 1 and was only shut off during image acquistiion.
The acquired images were analyzed with the custom-written MATLAB software to
track each single cell as it divides and oscillates.
3.2.4 A Detailed Model: An Alternative Way to View Cir-
cadian Gating
Up to now, we have built a general model to understand the coupling between two
cyclic processes in biological systems. This model has provided some interesting pre-
dictions about two clock interactions, which then was confirmed by the quantitative
measurements of the correlations between circadian and cell cycle clocks in single
cyanobacterial cells.
Such abstract model is generalized and applicable for other similar systems which
contain two interacting biological clocks. It does not describe and depend on molec-
ular details. Now, we present an alternative model that is based on the existing
gating hypothesis and hence provides more direct and intuitive explanation of gating
phenomenon. Through this different view angle, we hope to further understand the
circadian gating in cyanobacteria.
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Figure 3-12: Illustration of Circadian Gating.
In this model, we take into account the gating hypothesis. As illustrated in Fig-
ure 3-12, cell cycles are inhibited in specific phase of circadian cycle, or 'forbidden
phase'. Inside the forbidden phase, cells are still able to grow but only the cytokinasis
is inhibited.
3.2.4.1 Description of the Detailed Model
We consider a cell that was born at phase # with a length 1 and that will grow for a
time T until its division event. The idea of incorporating the length of a cell into the
description is something that has to do with the "observation" that when a cell enters
the gate growth and DNA replication continue; it is therefore possible for the cell to
have enough genetic material and body mass to account for 4 cells when it exits the
gate, which will produce two consecutive division events. So, the first question is to
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come up with a model that would allow us to compute the triple (#k, lk+1, Tk+1) given
the corresponding values, (#k, 1k, Tk), for the previous cell. Two of these quantities
are easy to compute given that Tk represents the time between the kth cell was born
and its division; so, we have
0k+ = k +
2 WrTk
Tcire (3.3)
where we have assumed that all cells grow at a rate y and that after division a cell
is cut exactly in half. We are left with the task of devising a way to compute Tk+1,
which is determined solely by qk+1 and 1k+1 . In the determination of this quantity
is where the information about the gate enters the model. The intuitive notions
that we would like to formalize are: (a) cells can divide only after having reached a
certain length, (b) when inside the gate (which is determined by the instantaneous
circadian phase) division is inhibited. Additionally we would like to incorporate some
sort of stochasticity into the model as so far what we have described is completely
deterministic. One alternative is to consider that there is a probability of division
per unit time k(T) that has the following functional form
k(T) = IA[l(r)<(#(T))], (3.4)
where A and <b are modulating functions that take values in [0, 1] and that shape
the probability of division per unit time depending on the current state of a cell
(i.e., its length and its circadian phase). r is a parameter that sets the natural scale
of 'waiting times' when the conditions for division are optimal and in some sense
encodes some stochasticity. Once we know the shape of the modulating functions we
can compute the probability density of getting a certain division time T given that a
cell was born at phase 4 and with length I as
p(T|$,l)= kA(TlCT r [( + 2T/ (35)
= x Ale?'<b($+ 217r /Tere e-x K~e f <o+,r'rir~
Even though this expression might not be simple for some choice of modulating
aV
00
-4n -2nE 0 2n 4nE
Circadian Phase
(a) If no circadian gating exists, cell divisions are only decided by one criteria, the critical
cell length ith. Simulated cell cycle pattern follows normal bacteria exponential growth.
9
E
-5 5 eth
2
1 Z.
0
-4nE -2n 0 2n 4n
(b) If circadian gating is added, a cell needs to meet both
above the critical threshold and cell circadian phase outside
Simulated results show a non-trivial pattern. Elongated cells
cytokinasis has been suppressed.
criteria, namely cell length
the gate, in order to divide.
show up inside gate because
Figure 3-13: Stochastic simulation of cell growth dynamics.
functions we can always compute numerically or simulate the underlying process by
diving time into steps of length At and considering that at time T' the probability
of division is rA[l(T)<D(<(T))]At; if at a given time the stochastic simulation does
............. ... ...... :::: .......... : ..............  ................................. ::::::::::::::::::::::::::::::::::: ::::.  .......
not yield a division then both the length and the phase are updated according to
their corresponding dynamics. To first order we can consider the following simple
modulating functions
A(l) = 8(l - 1*) ' (3.6)
1 + cos(# - *) (37)
2
namely we consider that cells can only divide above a certain threshold 1* and that
the gating function is a low order periodic function centered at #*. One interesting
thing about this choice of the modulating function A is that the outcome of the model
depends trivially on 1* given that we can always use it as our unit of length and there
are no other lengths involved in the model. So this formulation of the model has
only four parameters: Teci, -y, K and #*. The first two in principle we can measure
and the last two we could fit to the data. Note that the dependence on #* is also
trivial: changing #* only amounts to a translation in phase, and so once we know the
distribution for a given #* we essentially know it for all. So, the main difficulty is
to study how the model behaves for different choices of K and to choose the one that
best describes the experimental situation. We already have code that simulates this
simple model but there are a few details that we have overlooked: (a) the fact that the
data represents a genealogy of growing cells and not a single line, (b) each 'family' is
observed for only a few generations and (c) there are several families, each one starting
from a potentially different initial condition. It's not a problem to incorporate these
extra details into the simulation scheme that we already have running and we are
currently working on this. Figure 3-13 show the simulated results.
Simulation Based on the model described above, we simulated the cell growth
dynamics either with or without gate. A cell is born at the circadian phase # with
the cell length 1 and grows for time -r until its next division, where the cell division
is only allowed when it agrees with both criteria, i.e., passing a critical length and
sitting outside of the forbidden phase.
100
00  0 (Day Start)
% 75 dT-17.5hr T ~ 5 hrs
a 50
u- 25
>_ s single cell
--- average over
the colonry
0
0 24 48 72 96
Time (hr)
Figure 3-14: YFP dynamics for synchronized culture entrained with three
days of 12:12 LD cycle.
3.2.4.2 Fitting the Model to Experimental Data
To explore when in the day-night cycle the cell division is suppressed, we have to
relate our experimentally measured circadian phase to the day-night time. Given
that we have observed about 7 hr lag of phase for YFP signal in cells synchronized by
three 12:12 LD cycles (Figure 3-14), we have shifted the previously defined circadian
phase #(see section 3.2.3.3) correspondingly to match the day-night cycle phase.
To investigate whether the circadian regulations are ubiquitous regardless of cell
growth rates, we have performed the described experiments under variant light inten-
sities, which have changed the average cell doubling times dramatically from 9 hrs at
low high light intensity to 19 hrs at low light intensity, whereas the circadian periods
remained robustly around 24 hrs. We first examined the distributions of circadian
phases for all individual cell divisions as the evidences for circadian gating, similarly
as in section 3.2.3.3, only now we use the shifted phases. We found that, under the
low light intensities, a clear forbidden phase exist in the distribution as a dip that
centered around 18 hr of the circadian time, indicating the cell divisions are allowed
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Figure 3-15: Distributions of circadian phases # at both low and high light
intensities.
most of the day but forbidden in the middle of the night. Interestingly, as we in-
creased the light intensity, one more dip showed up that centered around 6 hr of the
whole period (Figure 3-15).
We then examined the dependence of the next generation times on the given
circadian phases, the 2D distribution (#, T). The inconsistency shown in the 1D
distributions between different intensities becomes less visible in these 2D scatter
plots. In fact, both high light and low light intensity show a common pattern with
two subpopulations, where the gated cells had the elongated generation times and
separated themselves from the ungated cells (Figure 3-16).
In order to understand the gating phenomena at different light intensities, we now
do stochastic simulation using the model described in section 3.2.4.1. In this model,
a cell is born at the circadian phase # with the cell length 1 and grows for time T
until its next division, where the cell division is only allowed when it agrees with both
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Figure 3-17: Simulated data after fitting the 2D scatter plot of Figure 3-16.
criteria, i.e., passing a critical length and sitting outside of the forbidden phase. This
model can fit well for both the 1D and 2D distributions(Figure 3-17). It suggests
that the second dip with high light intensity is not due to two forbidden phases;
instead, it exists like an echo for the real forbidden phase. Unlike in the low light
intensity case, where one circadian cycle can only fit in one cell cycle, the high light
intensity allows one circadian cycle to fit in two cell cycles. Hence, the loss of cell
divisions resulting from the physical forbidden phase will project itself into another
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phase position, which generates the corresponding fake dip, although not as deep as
the real one.
3.2.5 Discussion
Circadian gating has been widely observed but no studies to our notice have di-
rectly mapped the relationships between cell cycle phase and circadian phase at the
single cell level. In this study, we have closely examined the cell division behavior
in the coupled phase space of circadian cycle and cell cycle, with the combination of
experiment and theory. This has helped us to better understand this phenomenon.
Since gating phenomenon seems to be universally conserved from prokaryotes to
mammals, we may ask why this regulation is so important. In most cases, it is
the entry to the M phase of the cell cycle to be suppressed[38]. There have been
studies suggesting that this mechanism may serve to maintain genome stability[4]
and protect DNA from ultraviolet radiation or insulate the circadian clocks from
perturbations induced by transcriptional inhibition during the M phase of the cell
cycle[28]. After shifting the YFP signal phase relative to the day-night cycle, our data
(supplementary data) suggested that the forbidden phase of cell divisions centered
around CT 18hr. This time is comparable with the time that the clock protein KaiC
complex were localized into one of the cell poles and when the monomer shuffling
occurs to synchronize dephosphorylation phase of KaiC[261. It is hence reasonable to
argue the forbidden phase during this time as a way to prevent the disturbance from
cell division to the circadian rhythm.
Our phenomenological modal cannot predict which specific cell cycle stage was
suppressed by circadian clock, due to the difficulty of corresponding each cell cycle
phase in the model to the physical cell cycle phase in reality. However, we can gain
useful information from our single cell method in terms of the cell lengths. We have
observed cells that grew much longer than normal which indicated that inside the
gate, cell growth might perform as normal but only the cytokinasis was blocked.
This is also consistent with most other gating studies[44][38][11].
3.3 Molecular Linkages between Cell Cycle and
Circadian Clocks
Elevated ATPase Activity of KaiC Closes the Circadian Gate of Cell Di-
vision in Synechococcus elongatus PCC 7942
Previous models together with time lapse microscopic experiments have allowed
us to explore the interactions between biological clocks in single cells. Especially,
we have focused on the 'circadian gating', in which the cell cycles are regulated by
the circadian clocks. By investing gating in individual cyanobacteria under different
growing conditions, we learned that cell divisions are synchronized by the circadian
process, with the distributions of phases at cell division showing single or double peaks
depending on the speeds of cell cycles comparable or not to that of the circadian cycle.
The synchronization of cell cycles to the circadian oscillations likely comes from
the interactions between these two clocks at the molecular level. To better understand
the coupling, however, we need to further discover the underlying molecular linkages.
In the following section, we are going to re-investigate circadian gating and reveal
the underlying molecular machinery by taking a 'closer' look. We know that the cell
cycle is regulated by the circadian clock in the few cases where linkage of these cycles
has been studied. In the cyanobacterium Synechococcus elongatus, the circadian
clock gates cell division by an unknown mechanism. Using time-lapse microscopy, we
were able to confirm the gating of cell division in the wild type, and report for the first
time the regulation of cell division by key clock components. Specifically, elevated
ATPase activity of the central oscillator protein KaiC appears to close the gate by
acting through a known clock output pathway, where it most likely inhibits FtsZ
localization at the division site. An activity that stimulates KaiC phosphorylation
independently of the KaiA protein was also uncovered.
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Figure 3-18: Molecular basis for circadian clocks in cyanobacteria.
3.3.1 Introduction
In a wide range of organisms, from microscopic cyanobacteria and fungi to plants
and animals, genetically programmed daily cycles, known as circadian rhythms, are
evident in various aspects of physiology and behavior [3]. In the cyanobacterium
Synechococcus elongatus PCC 7942, the timing of cell division[44], global patterns of
gene expression, and compaction of the chromosome are all controlled by a circadian
clock that exhibits the same properties as those of eukaryotic organisms[12]. However,
extensive studies in S. elongatus have revealed details of a clock that is distinct in
mechanism, protein components, and evolutionary history from the eukaryotic clock
systems[12]. In S. elongatus, three neighboring genes, kaiA, kaiB, and kaiC, code
for proteins of the circadian central oscillator. Inactivation of any of them abolishes
.. . ..... ........ .. ..... ...... ......
the circadian clock, as does the overexpression of either KaiA or KaiC. KaiC is an
autokinase, autophosphatase, and ATPase; complexing with KaiA and KaiB, KaiC
displays a daily rhythm of autophosphorylation at residues serine 431 and threonine
432[31] both in vivo and in vitro[26]. KaiA stimulates KaiC autophosphorylation
and KaiB blocks KaiAs activity at a point later in the oscillation to initiate KaiC
autodephosphorylation [59]. The oscillation of KaiC phosphorylation in a simple in
vitro mixture of the three Kai proteins and ATP prompted the idea that the Phospho-
rylation cycle is the fundamental timekeeping mechanism in cyanobacteria. However,
it was recently discovered that the ATPase activity of KaiC also oscillates in a cir-
cadian manner, is intrinsically temperature compensated, and determines circadian
period length, suggestive of a basic role in timekeeping that is independent of the
phosphorylation cycle.
More recently, a transcription/translation rhythm was shown to persist in the
absence of a KaiC phosphorylation rhythm[31]; thus, other aspects of KaiC, such
as the ATPase activity, could underlie the basic timing mechanism instead of, or in
addition to, KaiC phosphorylation. In the cyanobacterium, temporal information
from the oscillator is broadcast to downstream genes via the histidine protein kinase
SasA, whose autophosphorylation is stimulated by interaction with KaiC. SasA then
transfers the phosphoryl group to RpaA, a response regulator with a DNA binding
domain. Disruption of either sasA or rpaA results in severely damped rhythms or
arrhythmia, depending on growth conditions. The input pathway composed of CikA,
LdpA, and Pex relays environmental information to the oscillator for synchronization.
Both CikA and LdpA sense light indirectly through cofactors that perceive changes
in the cellular redox state, which varies with photosynthetic activity[13]. CikA is
found in the same protein complex with LdpA, KaiA, KaiC, and SasA in vivo, but
no direct biochemical interaction has been detected between CikA and the central
oscillator proteins. A null mutant of cikA exhibits a short period with low amplitude
of gene expression rhythms, and fails to reset the phase after an environmental cue.
Additional to these notable circadian phenotypes, it is also defective in cell division
control, resulting in elongated cells.
Cell division is a cyclic biological event that is tightly regulated by and coordinated
with other cellular events. Only a few studies to date have focused on the interaction
between the cell and circadian cycles, with even fewer molecular details. For example,
in regenerating liver cells of mice, circadian clock proteins directly control the expres-
sion of Weel protein, a kinase that inhibits the entry into mitosis; in contrast, the
circadian clock oscillates independently of the cell cycle[38]. Similarly in S. elongatus,
the cell cycle is gated by the circadian clock, i.e., there are circadian phases in which
cell division is inhibited and others when it is allowed, whereas the circadian cycle
is unaffected by the cell cycle[44]. Additionally, the rate of DNA synthesis remains
constant throughout the circadian cycle; thus, the gating of cell division must occur
at a later stage of the cell cycle such as cytokinesis[44]. The mechanism of circadian
gating of the cell cycle in this organism has remained completely unknown in the face
of rich molecular details of the cyanobacterial circadian clock. Elucidation of this
pathway would tie the oscillator to a key fitness component of cell physiology. In
this study, we show that elevated ATPase activity of KaiC is the signal that closes
the cell division gate, and demonstrate a linear signal transduction pathway from
the input pathway to the central oscillator and then to the output pathway in the
regulation of cell division. The data are consistent with the localization of the FtsZ
protein as the likely target of clock control. This work also revealed the surprising
presence of a KaiA-independent, but CikA-suppressed, activity that stimulates KaiC
autophosphorylation.
3.3.2 Results
3.3.2.1 Cell Division Is Gated in the WT and cikA Mutant
A previous report showed the gating of cell division in S. elongatus based on measuring
the rate of cell division in a group of synchronized cells over several circadian cycles
[44]. However, that work preceded the identification of any molecular components of
the clock in cyanobacteria, and the method reflects the dynamics at the population
level, rather than in individual cells. The cikA mutant, which has an altered circadian
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Figure 3-19: Distributions of circadian periods for WT (red) and cikA mu-
tant (blue).Periods are defined as peak-to-peak time differences of individual cell
traces. Curves (red for WT and blue for cikA mutant) are obtained by Gaussian
kernel smooth with a kernel width of 0.5 h.
period and decreased amplitude of gene expression rhythms, also has a cell division
defect; thus, we tested to see whether this gene is required for gating of cell division.
We used time-lapse microscopy to directly monitor actively growing cells for three
days. Circadian rhythms of gene expression for individual cells were reported by an
SsrA-tagged (destabilized) yellow fluorescent protein, YFP-SsrA(LVA), driven by the
kaiBC promoter [9], and cell division events were recorded at the same time.
As shown in Figure3-19, individual cikA mutant cells show rhythmic gene expres-
sion, with a period of 22.0 ± 1.1 h, whereas the WT cells oscillate with a period of 24.9
±1.0 h, consistent with previous results using luciferase as the reporter (Schmitz et
al., 2000). To address whether and how the circadian clock gates cell division, all the
division events were assigned to their corresponding circadian phases, normalized into
one circadian period 0 ~ 21r and plotted as a histogram. To avoid any bias from the
initial sampling, we ensured that the initial circadian phases were evenly distributed;
i.e. the cells examined are unsynchronized (data not shown). As predicted by the
previous report, the occurrence of cell division in the WT is apparently suppressed
around the peak of fluorescence, which corresponds to the subjective day-night transi-
tion (Figure3-20), indicating that cell division is gated. In the cikA mutant, a similar
dip in the histogram was also seen, although the overall occurrences of cell division
during this window are higher and the duration of the inhibition is longer.
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Figure 3-20: Histograms of phases for WT and cikA mutant. Phases are
normalized to one period of [0 2], where 0 starts at each YFP peak position. Averaged
YFP signals (blue curves) were plotted on top of the histograms to indicate the gating
position relative to kaiBC promoter activity. In order to highlight the periodicity of
circadian cycles, data were copied (light pink) and shown adjacent to the original
data (dark pink).
As a negative control, we monitored cell division in a kaiC null mutant. In the
absence of a functional clock it was impossible to assign the division events to specific
phases. However, when we analyzed the data by plotting the distribution of doubling
times of all cells monitored (Figure3-21), it was clear that the kaiC mutant had only a
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Figure 3-2 1: Distributions of doubling times for the WT and three clock
mutants. Curves are obtained by Gaussian kernel smooth with a kernel width of
1.85 h.
single peak in contrast to two peaks in both the WT and cikA mutant. We reasoned
that when gating is active, the doubling time of cells whose life span covers the
window of gating is significantly prolonged compared to those whose spans do not,
resulting in two populations of cells with distinct doubling times. On the other hand,
the doubling time of arrhythmic mutants follows a Poisson distribution pattern in the
absence of a gate. Both types of analysis are able to detect gating of cell division and
complement each other well. In conclusion, even though the cikA mutation causes
elongated cells and affects certain characteristics of the gating of cell division, it does
not abolish the gate.
. .. ....  ...........................
3.3.2.2 Constitutive Phosphorylation of KaiC Inhibits Cell Division
The only known function of KaiB is to trap KaiA on a specific KaiC phosphoform and
thus allow KaiC to dephosphorylate [59]. Loss of kaiB abolishes circadian rhythms
and results in constitutively phosphorylated KaiC both in vivo and in vitro.CikA
also affects the phosphorylation state of KaiC, although the molecular mechanism
is unknown. Because the kaiB mutant is elongated, we asked whether constitutively
phosphorylated KaiC inhibits cell division inhibition. We overexpressed KaiA from an
IPTG (isopropyl-/-D-thiogalactopyranoside)-inducible trc promoter in a WT back-
ground, in which it would stimulate KaiC phosphorylation, or in a kaiC null back-
ground, to test this hypothesis. Cells overexpressing KaiA in the presence of KaiC
are significantly longer than those in the kaiC null background and WT cells after
IPTG induction, whereas no difference was observed among the three strains before
induction. Note that, during the 5-day induction period, WT cells also lengthened;
this degree of lengthening in denser cultures, as a result of reduced light penetration,
is normal and not related to IPTG 1. We confirmed KaiC phosphorylation status after
induction, showing that it remains highly phosphorylated under KaiA-overexpressing
conditions.
In a separate experiment, we fused KaiA to YFP genetically and expressed it
from the trc promoter in the WT background. The KaiA-YFP fusion protein is
fully functional, complements a kaiA null mutant when expressed without IPTG, and
stimulates constitutive KaiC phosphorylation with the addition of IPTG (data not
shown). This fusion allows us to monitor the relative expression level of KaiA-YFP
and cell length at the same time using time-lapse microscopy. We induced expression
with 1 mM IPTG for 15 hours, washed off IPTG, and started monitoring a group
'We reasoned that if constitutive phosphorylation of KaiC were indeed the cause of cell elongation,
then overexpression of KaiA would block cell division and the return of KaiA to pre-induction levels
would then unlock KaiC from its hyperphosphorylated state and initiate new rounds of cell division.
To test this hypothesis, we fused KaiA to YFP genetically and expressed it from the trc promoter
in a WT background. The KaiA-YFP fusion protein is fully functional, complements a kaiA null
mutant when expressed without IPTG, and stimulates constitutive KaiC phosphorylation with the
addition of IPTG (data not shown). This fusion allows us to monitor the relative expression level
of KaiA-YFP and cell length at the same time using time-lapse microscopy. We induced expression
with 1 mM IPTG for 7 days, washed off IPTG, and started monitoring a group of cells continuously.
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Figure 3-22: Cell elongation caused by KaiA-YFP over-expression is re-
versible.(A) Snapshots of cells at 8 time points after IPTG washoff. Cells continued
to grow without dividing for about 3 days after IPTG was washed off, after which
many rounds of cell division quickly occurred within a 30 h-period, restoring WT
cell length. (B) Quantification of cell length over time after IPTG washoff of one
representative cell and its daughter cells. (C) Quantification of KaiA-YFP intensity
over time from the cell depicted in (B). KaiA-YFP remained at elevated levels for
more than 60 h after IPTG washoff, and cells continued to grow without dividing for
an additional 10 h after basal levels of KaiA-YFP were achieved; thereafter, many
rounds of cell division quickly occurred to restore normal cell length. The 10 h lag
between basal KaiA- YFP level and cell division is likely due to the slow process of
KaiC de- phosphorylation[59].
of cells continuously. We reasoned that if constitutive phosphorylation of KaiC were
indeed the cause of cell elongation, then overexpression of KaiA would block cell
division and the return of KaiA to pre-induction levels would then unlock KaiC from
its hyperphosphorylated state and initiate new rounds of cell division. As shown
in Figures 3-22 cells were greatly elongated after Kai overexpression, with no cell
division occurring. It took almost 90 hours for KaiA-YFP to return to the basal
level after the induction, and cells kept growing without dividing for an additional
10 hours after basal levels of KaiA were achieved, after which many rounds of cell
.............
division quickly occurred to bring cell length close to normal. The 10 h lag between
basal KaiA-YFP level and cell division is likely due to the slow process of KaiC de-
phosphorylation[59]. Notably, multiple septation events occurred in single cells once
cell division reinitiated, reducing cell size more efficiently than it would with binary
fission.
3.3.3 Discussion
3.3.3.1 KaiC Is the Gatekeeper
In S. elongatus, cell division is gated by the circadian clock such that it is repressed for
several hours around circadian time (CT) 12, the subjective day-night transition[44].
Using time-lapse microscopy, we confirmed the presence of such a gate by monitoring
single cells continuously (Figure 3-20), and reported for the first time the presence
of a circadian gate of cell division in the cikA mutant and its absence in the sasA
mutant. Furthermore, our work provides a molecular explanation for the gating
phenomenon. The circadian clock has an active negative effect on cell division; i.e.,
the absence of a clock does not affect cell division. Based on previous studies and our
own findings, we propose a model in which the default state of the gate is open so that
cell division operates independently of the circadian clock: when a critical phase of the
circadian clock is reached, which is marked by elevated ATPase activity of KaiC, the
information is transmitted through the SasA-RpaA two-component system to target
FtsZ localization, cytokinesis of cell division is blocked, and thus the gate is closed.
Our data show that elevated ATPase activity of KaiC correlates with the closing of the
gate, consistent with measurements from previous studies. The strongest inhibition
of cell division occurs at CT 12[44], which is when KaiC ATPase activity reaches
its peak as calculated from available in vivo and in vitro data. Phosphorylation of
KaiC in vivo peaks 4 hours later, further supporting the idea that ATPase activity,
not KaiC phosphorylation, is the signal that inhibits cell division. We propose that
instead of a simple on/off switch mechanism, the inhibitory effect of the circadian
clock on cell division is proportional to KaiC ATPase activity above a certain level,
below which there is no observable effect. As the ATPase activity of KaiC increases,
it gradually slows down rate of cell division by inhibiting proper localization of FtsZ
and eventually blocking cell division for a short period of time. KaiC mutants with
higher overall ATPase activities would spend more time per day in the inhibitory
zone, resulting in longer cells. We speculate that even at the peak of KaiC ATPase
activity, the inhibition is not 100%, i.e., cell division still occurs, albeit at a much
lower frequency, which could explain the non-lethal phenotype observed in mutants
such as AkaiB. KaiC possesses such an unusually low ATPase activity that it is highly
unlikely to affect the intracellular ATP pool, or do any significant mechanical work
such as unwinding DNA, unless it hydrolyzes several orders of magnitude more ATP
molecules in vivo than is observed in vitro. Terauchi et al. suggested that the energy
coupled with ATP hydrolysis may be used to drive conformational changes in KaiC.
We propose that the specific conformation of KaiC associated with elevated ATPase
activity determines the autokinase activity of SasA, which relays its information to
the response regulator RpaA.
3.3.3.2 Why Does the Circadian Clock Gate Cell Division?
The biological significance of cell division gating by the circadian clock remains un-
known. One hypothesis is that a closed gate protects the circadian clock from malfunc-
tioning; e.g., clock protein complexes may have an asymmetric cellular localization
or may be in the process of monomer shuffling at some points in the circadian cycle,
and cell division would result in uneven distribution of clock protein complexes in the
daughter cells, which would cause phase differences among cells in the population. It
is known that the S. elongatus clock is inherited with exceptional fidelity[42], and it
stands to reason that a checkpoint exists to safeguard this accuracy. Alternatively,
the circadian clock gates cell division to protect other cellular events from damage
that might result from cytokinesis at a vulnerable time, such as when the chromosome
is in a particular compaction state. Another hypothesis is based on the observation
that cell division is repressed in the dark in S. elongatus 7942, and the presence of the
gate at the day-night transition is simply to prevent cells from initiating new rounds
of cell division that they cannot finish in the dark in the natural environment. To
test some of these hypotheses, one could break the gate, while keeping a functional
clock, and look for defects in either the circadian clock or other aspects of the cells,
such as shape and physiology. In summary, our work provides mechanistic insight
into the gating of cell division and multiple aspects of the circadian clock. Moreover,
this study provides evidence for an unprecedented linear flow of information from
known components of the input (CikA), oscillator (KaiC), and output (SasA/RpaA)
divisions of the clock. Future studies on the gating mechanism will likely deepen our
knowledge of the interaction between the circadian clock and critical cellular events,
such as the cell cycle and metabolism.
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Chapter 4
Network Context Establishes
Robust versus Tunable Signalling
Dynamics in the Saccharomyces
cerevisiae High Osmolarity
Glycerol Pathway
The cell relies on a complex set of protein and gene networks in order to respond
to and interact with its surrounding environment. These networks are constantly
subjected to a variety of random forces over evolutionary timescales. Changes in cis-
regulatory element sequences and copy number variations can affect the levels of the
network constituents inside a given cell. Simultaneously, changes in protein coding
sequences can affect biochemical parameters such as kinetic rate constants. We take
an integrated experimental and theoretical approach to explore the robustness and
tunability of network dynamics to changes in the sequence and expression level of
an individual protein. We use the well-conserved mitogen-activated protein kinase
(MAPK) cascade responsible for mediating the cellular response to osmotic shock in
the budding yeast Saccharomyces cerevisiae as a model system[25]. We generated
a systematic series of hybrid signalling cascades in which one of the S. cerevisiae
components has been replaced by its ortholog from several different yeast species.
Furthermore we generated two yeast strains in which pathway proteins are placed
under inducible control. We found that while large-scale sequence variation and
expression level changes are tolerated in phosphotransfer elements of the cascade,
MAPK components display significantly reduced robustness to these perturbations.
These experimental findings are consistent with a model that points to the role of
biochemical context in determining the robustness of the pathway to changes in its
components.
4.1 Introduction
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Figure 4-1: Schematic diagram of the yeast HOG osmoregulatory signal
transduction pathway.(Also refer to [53]).
MAP kinase cascades are common signaling pathways found in almost all eu-
karyotic cells including single celled eukaryotes like yeast and higher multi-celled
eukaryotes. MAPK cascades in yeast have been especially well studied. In general,
they have several cascades that transduce distinct extracellular stimuli, including
mating pheromone, high osmolarity, low osmolarity and nitrogen starvation. These
signals are then passed down to the MAPK cascade modules that are well conserved
and composed of a MAP kinase(MAPK), a MAPK kinase(MAPKK) and a MAPKK
kinase(MAPKKK) [53].
Shown in figure 4-1 is the schematic diagram of the yeast HOG(High Osmolarity
Glycerol response) osmoregulatory signal transduction pathway, which is the one of
the highly conserved cascade and essential for yeast cells to respond to increases in
extracellular osmolarity by activating it. Extracellular hyper-osmolarity in yeast is
detected by two independent transmembrane osmo-sensors, SHO1 and SLN1, where
the SLN1 osmosensor is a homolog of prokaryotic two component signal transducers
and SLN1 branch has also been comprehensively studied and detailed molecular bases
and models resolved as shown in figure 4-2.
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Figure 4-2: Overview of the response of yeast to hyperosmotic stress. (Also
refer to [32]).
Such studies give us a great platform for exploring robustness and tunability
of signalling dynamics with respect of network context in the budding yeast HOG
pathway. To monitor the HOG1 dynamics, we have fused YFP after HOG1 protein
as our reporter system. In order to prevent the cross talk effect from SHO1 branch, we
have also knocked out SHO1. The basic experimental structure is shown in figure 4-3.
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Figure 4-3: Schematic diagram of the yeast HOG osmoregulatory signal
transduction pathway specific for our experiments. YFP is fused after HOG1
to provide us a fluorescent reporter for monitoring HOG pathway dynamics. SHO1
branch has been knocked out to prevent cross talk and ensure we get pure signal from
SLN1.
4.2 Results
As a signal transduction cascade represented in organisms from fungi to mammals [25] [33],
the high osmolarity glycerol (HOG) pathway in S. cerevisiae is an informative system
in which to explore how a network is able, or unable, to cope with changes in the
sequence and expression level of its constituent proteins. The wildtype pathway in S.
cerevisiae consists of at least two branches activated by the membrane proteins Shol
and Sln1 [6] [46]. In this study we focus on the Sln1 branch because it has been charac-
terised in greater detail both experimentally[35][54] and computationally[32]. Under
non-stressed conditions Sln1 autophosphorylates itself and passes the captured phos-
phate group to the histidine phosphotransfer protein Ypdl, which then passes the
phosphate group to the final protein in the phosphorelay module, Sskl (Figure 4-4).
Upon hyperosmotic shock, the osmotic pressure difference across the cell mem-
brane decreases and Slnl autophosphorylation is reduced, resulting in the dephos-
phorylation of Sskl. The Sskl protein serves as the interface between phosphotrans-
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Figure 4-4: Introducing sequence variation in S. cerevisiae HOG pathway
proteins via ortholog substitution. To explore the effect of sequence variation
on HOG pathway signaling, we knocked out a wildtype pathway protein (depicted
as a black dot) and substituted in an ortholog (depicted as a red dot) in its place,
systematically repeating this procedure for each protein in the cascade. The changes
in sequence can manifest themselves as altered protein-protein interactions (depicted
as red arrows) compared to wildtype interactions (depicted as black arrows).
fer signaling and kinase signaling. Dephosphorylated Ssk1 binds to and causes the
phosphorylation of the MAPKKK Ssk2, which phosphorylates the MAPKK Pbs2,
which in turn phosphorylates the MAPK Hog1. Phosphorylated Hog1 translocates
to the nucleus and triggers the genetic response to the osmotic shock[52][47]. To
experimentally quantify the signalling activity of the HOG pathway we monitored,
in single cells, the nuclear translocation of Hog1 which is fused to yellow fluorescent
protein[15, 58, 41, 24].
In order to explore whether protein sequence changes can tune signalling dynamics,
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Figure 4-5: Quantification of final HOG1 pathway signal. a, In order to isolate
the dynamics of the Sln1 branch of the HOG pathway from other possible pathways
that activate Hog1, we constructed strains lacking each of the Sln1 branch pathway
proteins and measured signaling activity in the knockout strains. Even with the
canonical HOG pathway inactivated, there is a slight (20% of the wildtype level) ac-
cumulation of Hog1 in the nucleus following osmotic shock. Importantly the signaling
dynamics in each of the knockout strains is similar, confirming that the complemen-
tation by the substituted orthologs in our hybrid cascades is in fact accomplished by
the orthologs and not by factors outside the Slnl branch of the HOG pathway. b,
The knockout signals were individually normalized in the same way as the hybrid
signals. c, averaged together to construct a master knockout signal that represents
all Hog1 nuclear localization driven by processes outside the Sln1 branch of the HOG
pathway. d, The raw signal from the hybrid cascades was also e, normalized and the
master knockout signal was subtracted from this to yield f, the final corrected signal.
we replaced each S. cerevisiae HOG pathway component, except for our readout Hog1
itself, with its ortholog from the evolutionarily diverged yeasts Candida glabrata and
Candida albicans (Figure 4-4) and measured the ability of the ortholog-substitutions
to recapitulate wildtype signal propagation.
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Figure 4-6: Signaling dynamics of hybrid HOG pathways following osmotic
shock. The nuclear localization of Hog1-YFP as a function of time for each of the
hybrid cascades (red data points) and for the wildtype cascade (black data points).
The time series is constructed by taking the raw ratio of nuclear to cytoplasmic
Hog1-YFP for each timepoint, averaged over roughly 200-500 cells, subtracting the
raw ratio at t = 0 min and normalizing by the raw ratio at t = 0 min. The 0.4 M NaCl
osmotic shock is applied at t = 2 min. In each trace all processes external to the Sln1
branch of the HOG pathway that can stimulate Hog1 activation have been subtracted
(Figure 4-5). Shown in the upper right corner of each plot is the ClustalW alignment
score of the assayed ortholog with its corresponding wildtype protein. Shown in blue,
as a guide to the eye, is the Hog1 nuclear localization at t = 0 min. Error bars reflect
standard deviations computed from day-to-day reproductions.
By using presumably functional orthologs[22, 43] in these exploratory experiments
rather than randomly mutated sequences generated by methods such as error-prone
PCR, we more efficiently searched the space of sequences that had a reasonable chance
of complementing wildtype behavior. The divergence we introduced in the sequences
ranged from C.albicans Sskl at the high end (which has a ClustalW[61] alignment
... ........ ..........
score of 22 when aligned with its S. cerevisiae ortholog) to C. glabrata Pbs2 at the low
end (ClustalW alignment score of 63 with its S. cerevisiae ortholog). To isolate our
system from all possible compensatory effects from outside the system, we measured
signalling in strains lacking each of the pathway proteins and subtracted this basal
signal (Figure 4-5).
To quantify the signalling potential of the hybrid cascades (red circles, Figure 4-
6) we monitored the ratio of nuclear Hog1 to total cellular Hog1 with high temporal
resolution in many single cells[41] (Figure 4-6). We found that the Hog1 translocation
dynamics of the Sln1-hybrid and Ypd1-hybrid cascades are indistinguishable from
the wildtype dynamics (black solid lines, Figure 4-6). However, the Ssk2-hybrid
and Pbs2-hybrid cascades display defective signalling. While the C. glabrata and
C. albicans phosphotransfer module proteins achieved virtually identical Hog1 initial
phosphorylation rates, peak Hog1 nuclear localization, and adaptation time compared
to wildtype (black solid lines, Figure 4-6), their kinase protein counterparts displayed
signalling changes such as decreased initial Hog1 phosphorylation rate and peak Hog1
nuclear localization. C. albicans Ssk2 was unable to propagate the osmotic shock
signal in any appreciable fashion at all. Importantly, the ability of the hybrid cascades
to approach wildtype signalling did not correlate in any simple way to sequence
conservation. For example, the C. albicans proteins Sln1, Ypdl, Ssk2, and Pbs2 have
similar average ClustalW alignment scores but exhibit dramatically different patterns
of interoperability. These data suggests that the sensitivity of the HOG pathway to
osmotic stress could be tuned through sequence changes in the downstream MAPK
proteins but not in the upstream phosphotransfer proteins.
Since sequence conservation seemed not to be correlated to the signalling ability
of the hybrid cascades (Figure 4-6), we examined if network context might be a
key determinant. To calculate the importance of context on system robustness, we
considered a computational model of the HOG pathway[54] and assumed that changes
in sequence cause changes in the rate constants parameterizing the model, similar to
an approach used to study the segmentation polarity network in fruit flies[21]. We
performed a computational sensitivity analysis on key dynamical properties of the
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Figure 4-7: Sensitivity analysis recapitulates experimental pattern of evolv-
ability. a, Surface plot of initial rate of Hogi phosphorylation as a function of
Slnl-to-Ypdl phosphotransfer rate constant and Ypdl-to-Slnl phosphotransfer rate
constant. b, Surface plot of initial rate of Hog1 phosphorylation as a function of
the Pbs2 phosphorylation rate constant and Pbs2 dephosphorylation rate constant.
Note that each ortholog substitution can change 3 rate constants simultaneously; for
visual clarity (a) and (b) show 2D slices of the full 3D functions by holding 1 of the 3
parameters constant. c, Sensitivity of initial rate of Hog1 phosphorylation to changes
in rate constants for each protein in the HOG pathway as calculated by the magni-
tude of the local logarithmic gradient at the wildtype rate constants (section 4.4). d,
Sensitivity of the peak Hog1 phosphorylation level to changes in rate constants.
HOG network including the steady-state Hog1 phosphorylation level MHogi and the
initial rate of Hog1 phosphorylation rHog1. We modelled the potential effects of each
ortholog substitution by simultaneously varying all three rate constants associated
with the ortholog over 2 orders of magnitude about the wildtype values and calculate
the predicted MHog1 and rHog1.
As an example, Figure 4-7a shows how THogl varies as two of three rate constants
corresponding to Ypd1 are varied about the wildtype values. The sensitivity was
defined as the local logarithmic gradient of this surface evaluated at wildtype values
(section 4.4, Figure 4-8). For example, the sensitivity of rHogl to changes in the rate
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Figure 4-8: Sensitivity analysis using modified standard deviation. Unlike
the local logarithmic gradient, the modified standard deviation makes use of the full
distribution of model outputs upon variations of the rate constants. a, Sensitivity
of initial rate of Hog1 phosphorylation associated with rate constant changes in the
different HOG pathway proteins. b, Sensitivity of peak Hog1 phosphorylation level
associated with the different HOG pathway proteins.
constants of Ypdl (Figure 4-7a) is smaller than that of Pbs2 reflected in the steeper
surface for Pbs2 (Figure 4-7b). Figure 4-7c and Figure 4-7d summarise the sensitiv-
ities of rHo9 1 and MHog1 respectively for all cascade components upstream of Hog1.
Both rHog1 and MHog1 are least affected by variations in Slnl and Ypdl rates and most
sensitive to variations in Ssk2 and Pbs2 rates (Figure 4-7c-d). This computational
analysis is qualitatively consistent with our experimental data (Figure 4-6).
In order to examine the role of network context in producing the observed sen-
sitivities, we chose to focus on the most architecturally distinct proteins: Ypdl and
Pbs2. Ypdl is a phosphotransfer protein sandwiched between phosphotransfer pro-
teins, while Pbs2 is a kinase protein sandwiched between kinase proteins. To proceed
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we need a way to calculate how Ypd1-dependent and Pbs2-dependent parameters
affect signal transduction. To this end we make two simplifications to the model un-
derlying the simulations. First, we assume that signal propagation through the HOG
pathway is fast compared to changes in the osmotic pressure variable that drives
pathway activity. Second, as in vitro studies show that the phosphotransfer reactions
favor rapid product formation and thus limit the pool of phosphorylated Sln1, we
assume that the concentration of unphosphorylated SIn1 can be approximated by the
total concentration of Sln1. Under these simplifications, we can analytically calculate
the dependence of phosphorylated Hog1 on the parameters in the model. In the case
of catalytic signalling, we see that the phosphorylated Hog1 depends on numerous
Pbs2-dependent parameters. Surprisingly, with respect to the effects of phospho-
transfer signalling, we see that phosphorylated Hog1 depends only on the rate that
phosphate groups enter and exit the phosphotransfer module, thus governed only by
Sln1 and Sskl. The rate constants and total concentration of Ypdl, as long as they
are high enough to be consistent with the assumption of rapid phosphate flow to Sskl,
play no role in establishing the quasi-steady state level of phosphorylated Sskl and
thus phosphorylated Hog1 (see section 4.4). A very similar mechanism has been used
to describe robustness in the Escherichia coli EnvZ/OmpR two component system by
Shinar, et al.
We proceeded to map out the dependence of signalling dynamics on sequence
conservation for the differing architectures by generating new strains that contained
ortholog substitutions for Pbs2 and Ypdl from 3 additional yeast species. We found
that no matter how distant the orthologous Ypdl genes are in sequence space they
complement the network performance, as measured by the peak ratio of nuclear to
cytoplasmic Hogl-YFP, of the native S. cerevisiae Ypdl with little deviation (Fig-
ure 4-9a). This result exactly mimics the observation that Ypdl mutants with defined
changes in phosphotransfer rate constants can transfer phosphate groups from Sln1
to Sskl in vitro exactly as the wildtype Ypdl protein is able to (Janiak-Spens, et al.).
The cascade, however, does not tolerate variations in Pbs2 sequence: as we substituted
orthologs of decreasing similarity with the S. cerevisiae Pbs2 we observe a gradual
103
a b
1.5 0.0
1.0ypd
Ypd1
0.5- Pbs2
.. G -0.2
E Pbs2'j x
0.0 -
100 80 60 40 20 0 100 80 60 40 20 0
Sequence similarity (%) Sequence similarity (%)
Figure 4-9: Ypdl, unlike Pbs2, exhibits robustness to changes in sequence
as well as expression level. a, Peak Hog1 nuclear localization as a function of the
sequence similarity of the ortholog substituted. Substituting additional orthologs of
Ypdl shows virtually unchanged signal transduction as sequence similarity diverges
from the S. cerevisiae sequence (red triangles). Substitution of Pbs2 orthologs shows
a gradual diminishment of Hogi nuclear localization as the substituted sequence di-
verges from the S. cerevisiae sequence (black dots), suggesting that the Pbs2 sequence
can be acted upon by natural selection to change the sensitivity of the pathway to a
given osmotic shock. Data is normalized to the wildtype peak Hog1 nuclear localiza-
tion. b, Growth rate deficit in 1 M NaCl as a function of the sequence similarity of
the ortholog substituted (Ypdl ortholog data are red triangles, Pbs2 ortholog data
are black dots). Data was obtained by growing the strains containing hybrid cascades
in minimal media and minimal media + 1 M NaCl, calculating the growth rates of
the strains in both conditions, and subtracting the growth rate in the minimal media
+ 1 M NaCl from the growth rate in minimal media alone. For (a) and (b) the
data points at sequence similarity = 100 are wildtype peak signaling and growth rate
difference, respectively, while the data points at sequence similarity = 0 are peak
signalling and growth rate difference for strains lacking a functional Sln1 branch of
the HOG pathway. Error bars reflect standard deviations computed from day-to-day
reproductions.
decrease in network performance. Furthermore, we note that the impaired signalling
due to exploration in Pbs2 sequence space has greater fitness consequences for the
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yeast cells when compared to exploration in Ypdl sequence space. This is readily
observed when comparing the defects in the growth rates of cells in an osmostressed
environment compared to cells in an unstressed environment (Figure 4-9b). Finally we
also mapped out the dependence of signalling on Ypdl and Pbs2 expression levels by
generating strains in which these two pathway proteins are placed under doxycycline-
inducible control. We find that while varying the Pbs2 expression level allows us to
tune the peak nuclear Hog1 level, the peak nuclear Hog1 level is robust to 20-fold
changes in Ypdl expression levels and displays all-or-nothing signal propagation (Fig-
ure 4-9c). Comparative genomic studies linked with functional analysis have proven
to be powerful tools in uncovering how the forces of evolution have shaped complex
biological networks. Our results suggest that there is an additional dimension to con-
sider when evaluating the evolvability of a network the detailed functional context in
which its constituent genes operate. We suggest that network context plays a critical
role in shaping whether evolvability at the individual gene or protein level can impact
system behavior.
4.3 Methods
4.3.1 Strain construction
All strains in this study are derived from strain DMO17[41]. Endogenous copies
of the genes coding for the proteins in the Sln1 branch of the HOG pathway were
knocked out from DM017 using the Candida albicans URA3 gene from plasmid pAG60
(Euroscarf). Sln1 and Ypdl knockouts are lethal due to constitutive phosphorylation
of Hog1. To circumvent this these genes were knocked out using a cassette containing
the Hogi phosphatase Ptp2 under control of the ADH1 promoter in addition to
C. albicans URA3. For each gene in the pathway, the orthologous ORFs from the
various yeast species as well as 500 bp of the S. cerevisiae genome upstream and
downstream of the gene were PCR amplified. The 500 bp regions were then attached
to the orthologous ORF via overlap extension PCR (oePCR). The final constructs
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thus consist of 500 bp of DNA homologous to the S. cerevisiae genome upstream of
the gene to be substituted for, followed by the orthologous ORF and 500 bp of DNA
homologous to the S. cerevisiae genome downstream of the gene to be substituted for.
These oePCR products were used to knockout the C. albicans URA3 marker, and the
PADH1 : PTP2 construct in the Sln1 and Ypdl hybrid strains, via standard PCR
integration, leaving the hybrid cascade strains free of any newly introduced markers.
Cells with the insert were selected for absence of Ura3 expression on 5-FOA selective
plates. Insertions were confirmed via sequencing.
4.3.2 Growth conditions and sample preparation for microscopy
Cells were grown overnight at 30 C in minimal media lacking histidine and harvested
by centrifugation at mid-log phase. Cells were then loaded onto a flow chamber[41].
Following 2 minutes of taking images to establish the baseline nuclear localization of
Hog1, cells were exposed to a 0.4 M NaCl osmotic shock.
4.3.3 Image acquisition and data analysis
Phase contrast, YFP, and RFP images were taken every 40 seconds. Timelapse movies
were segmented and processed with custom software written in MATLAB. The Hog1
nuclear localization was averaged over all cells (100-300) in the field of view. The
reported signal represents the percentage increase of Hog1 nuclear localization from
the baseline level following osmotic shock.
4.4 Models
4.4.1 Scaling of mutational robustness with topological dis-
tance
One possible mechanism explaining the observed pattern of mutational robustness
is that the effects of changes in kinetic rate constants are attenuated by topological
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distance away from the protein whose rates have changed. Under this mechanism, for
example, changes in Ypdl sequence do not exert as much influence on Hogi phospho-
rylation as changes in Pbs2 sequence because Ypd1 is topologically farther away from
Hog1 than Pbs2. The most straightforward way to gauge how the variation in signal-
ing due to changes in kinetic rates can be attenuated by topological distance alone is
to consider a class of models of cascades whose proteins are identical in their kinetic
properties and total concentration. Then we can vary the kinetic rate constants, to
model changes in sequence, of just the first protein in the cascade and see how the
variations propagate down the cascade as a function of topological distance from the
first protein. The basic reason behind why topological distance buffers downstream
signaling events from upstream rate variations is that the signaling proteins are ex-
pressed at finite amounts and thus each step results in attenuation of signal. Let us
consider a concrete model signaling chain of just 2 proteins to illustrate this. Let x1
and x2 denote the phosphorylated forms of the two proteins, let them have phospho-
rylation and dephosphorylation rates k+ and k-, let them have total concentrations
of xtot, and let a signal S activate the system. A simple model of the dynamics of this
system holds that:
1 k+S(xtot - x 1) - kx 1  (4.1)
:2= k+S(xtot- x 2 ) - kx 2  (4.2)
We quantify the signaling by calculating the steady states of x1 and x2 by setting
the equations in equation array 4.1 to 0:
xkS _+S (4.3)k+S +k-xto'
k+x1 k2SxtOt
2 k+x 1 + k- k 2SxtOt + k+k S + k
Comparing the coefficients of x" and x"j from equations 4.3 one can show that
in the limit of saturating amounts of activating signal (S -> oc, which represents
the maximum output of the signaling chain) xs > xis . Since the dynamics for pro-
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teins downstream of X2 are by assumption identical by induction we conclude that
XzS > xis for all i. Analysis of a signaling chain of identical kinases thus shows
gradual attenuation of steady state phosphorylation levels with increased topological
distance from the first protein in the cascade. The attenuation limits the responsive-
ness of downstream kinases to upstream activity and is thus responsible for insulating
downstream steady states from variations in upstream rate constants.
4.4.2 Relating mutational robustness to local biochemistry
via throughput analysis
Another possible mechanism that can explain the pattern of mutational robustness
we observe experimentally is that the biochemistry of a phosphotransfer protein, par-
ticularly if placed in a network context where it is sandwiched by phosphotransfer
proteins, result in insensitivity to changes in kinetic parameters. To quantify how
biochemistry can have such an effect we need to construct a mathematical quantifier
that captures how changes in the rate constants of a protein can be felt by their imme-
diate network neighbours. To construct such a quantifier consider a chain of signaling
proteins. The steady state phosphorylation level of any protein in the cascade can
be broken into two parts: a basal part that is phosphorylated regardless of pathway
activity and an additional part that is responsive to the activity of the steady state
phosphorylation level of its immediate upstream activator:
'2 =2+ ('X - zi), (4.5)
where x1 and x2 are the basal phosphorylated level of the 1st and 2nd proteins in
the cascade, primed quantities are the total phosphorylated levels of the proteins,
and the partial derivative is the amount of phosphorylated 2nd proteins derived from
every phosphorylated 1st protein. Extending these equations for the 3rd protein in
the cascade yields:
Ox3 XX' = X3 (2 - x 2 ). (4.6)
X2
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Substituting equation 4.5 into 4.6 we obtain:
' = OXX3 + ' X 2 -( i). (4.7)3OX 2 OX1
By performing similar substitutions all the way down the chain for the jth protein
in the cascade, we obtain:
X =X + Hj 2  (x1 - Xi). (4.8)
oxi-1
From equation 4.8 it is clear that all the biochemical details of signal transmission
are buried in the chain of derivatives the chain of derivatives encodes how the activity
of the cascade protein furthest upstream is transduced into changing the activity of
the jth cascade protein. In order to see how changes in the rate constants of an
intermediate protein affect signaling, one must merely see how those changed rates
affect the chain of derivatives. In particular, for the kth protein in the cascade the
contribution to the chain of derivatives comes in two factors: how much the (k-1)th
protein activates the kth protein and how much the kth protein activates the (k+1)th
protein. We can write this out formally:
OXk+1 OXk 
- k+1 (4.9)
OXk OXk-1 OXk-1
where we term (k the steady state throughput of the kth protein.
The central claim of the throughput analysis is that the sensitivity of (k to changes
in parameters describing the kth protein can predict to what extent sequence changes
of the kth protein will be tolerated by the system. An important corollary to this
claim is that if k is invariant under parameter variations, then sequence changes
in the kth protein will not affect signaling unless the sequence changes completely
inactivate the protein altogether. To put the theory into effect, we must rely on a
model of the dynamics of the pathway from which to calculate the derivatives required
in the analysis. We used the following set of equations to describe the HOG pathway
(refer to [32]):
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d[SlriP] = k1( )2 [Sin1] + k- 2[YpdlP][Snl] - k2 [Ypdl] [SlinlP],dt U10(t)
d[YpdlP] = k2[Ypdl][SIn1P] 
- k- 2[YpdlP][Slnl] - k3 [YpdlP] [Ssk1],dt
d[SsklP] ks[Ypd1P][Ssk1] 
- k- 3 [Ssk1P],dt (4.10)
dSsk2P] 
-=k4[Ssk2][Sskl] 
- k 4 [Ssk2P],dt
d[Pbs2P- k5[Pbs2] [Ssk2P] 
- k- 5 [Pbs2P],dt
d[HoglP- k6[ Hog1][Pbs2P] 
- k-6[Hog1P],
dt
Since the dynamics of the pathway are fast compared to the osmotic pressure variable,
it is possible to use separation of timescales to treat the signaling chain as it were in
steady state at every moment in time (the signaling chain adiabatically follows the
osmotic pressure dynamics, readjusting itself to the osmotic pressure variable at every
moment in time). To highlight the effect of local biochemistry on 4k, we examined
the two most architecturally distinct proteins: Pbs2 and Ypdl. Pbs2 is a kinase
protein sandwiched by kinase proteins. Setting the relevant differential equations to
zero allows us to calculate:
Pbs2 [ Hog1P] _ k5k- 5 k6k-6Pbs2to0 Hog1totP [Ssk2P2 [k5k6ESsk2P]Pbs2t0 t k-6(k 5[Ssk2P] + k- 5 )] 2
What we conclude from this expression for(Pb,2 is that it depends on the inter-
action parameters that are governed by Pbs2s sequence, such as the phosphorylation
rate of Pbs2, the phosphorylation rate of Hogi, etc. Changes in Pbs2 sequence can
change these rates and thus can change the steady state throughput, which can affect
the phosphorylation level of Hogi (Figure 4-10).
Experimentally we see that indeed as the sequence of Pbs2 diverges from the
wildtype sequence the performance of the signaling cascade gradually diminishes
(Figure 4-9). Ypdl, on the other hand, is a phosphotransfer protein sandwiched
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Figure 4-10: Throughput sensitivities. Using the local logarithmic gradient
method, we calculate the sensitivity of the throughput of each protein. The through-
put sensitivities are consistent with our experimental results; of particular interest
are the sensitivities of Ypdl and Pbs2, which are experimentally probed in Fig. 4 of
the main text. Results are qualitatively the same when using the modified standard
deviation metric (data not shown).
by phosphotransfer proteins. Calculating the throughput for Ypdl gives us:
Y = [Sskl] _ ki(1(t)/110 (t)) 2
Y [Slinl] k- . (4.12)
Remarkably, ,Ypd1 is independent of parameters that depend on the sequence of
Ypdl. Changes in rates associated with changes in Ypdl sequence thus do not affect
Ypd1; potential changes in rates are thus hidden from Hog1 phosphorylation by the
local architecture of the network of biochemical reactions (Figure 4-10). Experimen-
tally we observe that, unlike Pbs2, signaling is virtually unchanged over the entire
range of sequence variation we introduced via ortholog substitutions (Figure 4-9). The
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throughput analysis puts forward the idea that the capacity for a system to exhibit
mutational robustness with respect to changes in a particular constituent proteins
sequence is not necessarily a property intrinsic to the protein but can be the result
of the local architecture of the network of biochemical reactions.
4.4.3 Sensitivity analysis of a model of the HOG pathway
In order to calculate the capacity for evolvable behavior at each step in the HOG
pathway, we implemented the following strategy: i) model changes in sequence as
changes in kinetic rate constants, ii) use a sensitivity metric to captures how fea-
tures of HOG signaling change as kinetic rate constants are changed. In order to
implement step (i), we used the simplified model of the HOG pathway presented in
equation 4.10 to simulate the dynamics of the pathway and extract the initial rate
of Hog1 phosphorylation (which we estimate using amount of Hog1 phosphorylated
in the first 80 seconds following osmotic shock) using the MATLAB ode45 solver.
Furthermore we used Mathematica 8.0 to solve for the steady states of the pathway
as a function of the rate constants and total concentrations of the pathway proteins
(which we assume are held fixed over the timescale of the experiment and unchanged
by our ortholog substitutions). With these tools in hand we began to examine how
changes in rate constants affect these two model outputs describing the performance
of the signaling network. We examined several methods to implement step (ii), which
all yielded the same qualitative answer: changes in rate constants of the upstream
phosphotransfer proteins are more likely to leave the behavior of the signaling path-
way unaffected than changes in rate constants of the downstream MAPK proteins.
The first analysis involved calculating the magnitude of the local logarithmic gradient
around the wildtype parameter set from the model outputs depicted in Figure 4-7a-b
in the main text. The magnitude of the gradient formalizes the intuitive notion that
model outputs that are flat with respect to changes in equation 4.8 rate constants
(like for Ypdl as shown in Figure 4-7a) should be less sensitive to changes in rates
(and thus, by assumption, changes in sequence) while model outputs that are not flat
(such as for Pbs2 as shown in Figure 4-7b) should be more sensitive to changes in rate
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constants. In order to compare the different model outputs on an equal footing we
calculated logarithmic gradients to make the analysis dimensionless. The definition
of logarithmic gradient we use is:
VO 1  ln 2  (4.13)
where # is the model output whose sensitivity we are calculating and the ks
represent the rate constants that are being varied. The wildtype parameter set is
obtained from Klipp et al. (refer to [32]), although the sensitivity results are also
recapitulated in a toy model that sets all the rate constants equal to each other. The
results of this analysis for # as the initial rate of Hog1 phosphorylation and the peak
Hog1 phosphorylation are presented in Figure 4-7c-d. Given the difficulty of actually
knowing whether or not the wildtype parameters we are using in the analysis given
in equation 4.13, we formulated a different metric that is not tied so heavily to a
particular set of parameters labeled as wildtype. The second method utilizes the full
distribution of # , not just the region surrounding the purported wildtype value, and
measures the relative spread of this distribution to quantify how greatly changes in
rate constants can affect # . Using the same model outputs illustrated by Fig. 3a
and b, we calculated the following modified standard deviation metric: wildtype
12
-Eg(#(k) - #wt) 2 , (4.14)
where V is the phase space volume over which the parameters are swept. Like with
the local logarithmic gradient, large values of the modified standard deviation indi-
cate greater sensitivity to parameter variations, while smaller values indicate greater
robustness to parameter variations. The results of this analysis are shown in 4-8.
4.5 Conclusion
Comparative genomic studies linked with functional analysis have proven to be pow-
erful tools in uncovering how the forces of evolution have shaped complex biological
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networks. Our results suggest that there is an additional dimension to consider when
evaluating the evolvability of a network the detailed functional context in which its
constituent genes operate. We suggest that network context plays a critical role in
shaping whether evolvability at the individual gene or protein level can impact system
behavior.
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Chapter 5
Conclusion and Future Work
Up to now, the work focuses on understanding dynamic and stochastic cellular pro-
cesses in single cells with a combination of experiment and theory. In specific, we have
studied dynamics of gene expression and signal transduction in different systems.
The development of a live cell imaging method with a reliable single-cell geneal-
ogy tracking algorithm allows us to confidentially track the dynamics of individ-
ual live cells. Its successful application on exploring the epigenetic inheritance in
yeast(chapter 2) has proved the unique power of the single cell approach that has
been integrated with mathematical modeling. We further extended this approach in
a variety of systems, including investigating the impact of network topology on the
evolvability of a cascade in yeast(chapter 4), and studying the circadian and cell cycle
rhythmics in cyanobacteria(chapter 3).
We learned from all previous chapters that single cell approaches have revealed
surprising behaviors that are often hidden in traditional ensemble measurements.
Recently, the fast development of 'super-resolution' microscopy techniques such as
STORM and PALM, has began to allow researchers to obtain information at the
single molecule level. These techniques have successfully applied in many biological
contexts in vitro. The biggest challenge for now is to view single molecule events
in vivo and in live cells. I will spend the rest of this chapter to discuss about some
future work, that is, to examine cellular processes at the single molecule level in living
organisms. As an example, we propose to characterize the mRNA burst-like synthesis
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in mammalian cells, with the newly developed single molecule RNA FISH technique.
Future work: to study stochastic mRNA synthesis in mammalian cells
using three-color single molecule RNA FISH technique.
Introduction Heterogeneity among cells, a universal phenomenon in the noisy bi-
ological world, has stimulated much interest in systems biology. One source of this
heterogeneity is stochastic effects in the process of gene expression. In particular, re-
cent studies have shown that mRNA synthesis is a key contributor to gene expression
variability, with mRNAs being produced in short, random bursts interspersed between
longer periods when no mRNAs are produced[19][56]. In eukaryotes, chromatin re-
modeling is thought to underlie this burst-like mRNA production. With a newly
developed RNA FISH technique[56] that allows one to count individual molecules of
specific mRNAs in single cells, we are examining variability in mRNA synthesis in
mammalian cells to try and understand the basic kinetics of RNA production and the
origins of transcriptional bursts. The principle advantage of this method is that it al-
lows one to label endogenous transcripts, thus allowing for very direct measurements
of transcription in mammalian cells, which are otherwise very hard to manipulate
genetically.
System Description The major goal for this work is to use the three-color single-
molecule RNA FISH technique and understand the basic kinetics of stochastic mRNA
production and the origins of such transcriptional bursts in higher eukaryotic cells.
A549 human lung adenocarcinoma cell line is used for this study.
We chose three clucocorticoid-responsive genes that have been identified as pri-
mary GR (glucocorticoid receptor) targe genes, FKBP5 and FLJ1112 up-regulated
by GR binding while COX-2 down-regulated.
The regulation machinery can be as follows: When the hormone corticosteroid
binds to GR, the GR-corticosteroid complex will relocate from cytoplasm into nu-
cleus. The activated GR complex can either trans-activate the anti-inflammatory
target genes FKBP5 and FLJ1112 by binding on the GREs (glucocorticoid response
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elements) located in their promoters or trans-repress the inflammatory gene COX-2
by sequesting its own transcription factor NF-kB.
In this study, dexamethasone(Dex) is used as a glucocorticoid agonist that regu-
lates GR transcriptional activity by modulating the steady-state protein complexes
associated with the target promoter. Due to the rather low expression of COX-2 event
in the absence of Dex, we also use IL-1/3 that is supposed to boost COX-2 expression
level (adding IL-1# will sequest GR-cort and relief COX-2).
Experimental Design
1). Single molecule RNA FISH technique We utilized a variant of flu-
orescence in situ hybridization (FISH) capable of detecting individual molecules of
the target mRNA. The procedure involves preparing a large number (at least 25,
preferably more) of individual 20mer oligonucleotides, each singly labeled with a flu-
orophore, that each bind to a different region of the target mRNA. The binding of so
many fluorophores to an individual mRNA renders it sufficiently fluorescent that one
can detect the molecule as a diffraction limited spot using conventional fluorescence
microscopy.
Figure 5-1: Simultaneously imaging three endogenous gene transcripts in a
single A549 cell, with single molecule resolution. (A) Merged DIC and DAPI
image of a single A549 cell. (B) Single mRNA molecules of three endogenous genes
from the same cell shown in Fig.A. The individual transcripts are shown as distinct
dots in pseudo-colors (COX-2 in red, FLJ1112 in green and FKBP5 in blue). (C)
Zoom in of the yellow squared region in (B).
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2). Experimental Set Up Dex dose response experiment: induce A549 cells
with four different Dex concentrations for 24 hrs. Dex time points experiment: induce
cells with full Dex concentration for variant time periods. IL1/3 + Dex: induce COX-2
expression in cells with different IL1/3 and Dex combinations.
Perspective In the study proposed, we chose three genes that are either up-regulated
or down-regulated by the Glucocorticoid Receptor (GR) and labeled the transcripts
from these genes with three distinct fluorescent colors. With multi-channel fluores-
cence microscopy, we can simultaneously detect the mRNA numbers of three genes
in single A549 cells, enabling us to not only measure fluctuations in the expres-
sion of individual genes but also the correlations in these fluctuations between cells.
We will generate time-course and dose-response data for three genes with dexam-
ethasone induction and extract the kinetic parameters based on models of burst-like
transcription [55]. Correlations in transcription should also be considered in our anal-
ysis. In summary, we expect to obtain extremely rich information from the single
molecule study. It is important for us to approach challenging problems like search-
ing for the origin of stochasticity in gene expression.
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Appendix A
Supplementary Information for
Heritable Stochastic Switching
Dynamics
A.1 Additional Measurements
A.1.1 A Growth rate for colonies
To calculate the effective bulk growth rate for the cell population, we measured the
total area of micro-colonies as they grew from one cell to several hundred. This area
grew exponentially with an average doubling time of 177 ± 24 min and remained
constant over 24 hours (Figure A-1 ), although slight day-to-day variations were
observed (CV=0.14). For times longer than about 30-35 hours, the slide becomes
confluent with cells. Typically we cease experiments after about 17 hours when cells
become densely packed or begin to get pushed out of the focal plane and into the
agar pad.
A.1.2 Doubling times for individual measured cells
As cells grew and divided, we recorded the times when each cell septated from its
daughter cell. Newly born cells took on average 205 ± 58 minutes to give birth to their
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Figure A-1: Growth for Selected Cell Colony in Measurement Chamber Remains
Constant for Longer than our Typical Measurement Period.
first daughter cell. Subsequent buddings, however, require only 157 ± 51 minutes for
the subsequent 2-4 divisions, consistent with measurements others have madel.
A.1.3 Demonstration of rapid fluorophore maturation
Once the PGAL1YFP gene becomes active, the delay until fluorescence is detected
is limited by rates of transcription, translation and chromophore maturation. To
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Figure A-2: Histograms of Doubling Times as a Function of Previous Cell Divisions.
measure the duration of this process, and in particular to be certain that slow YFP
maturation was not the reason for the long correlations, we grew cells (MA182) with
the endogenous GAL3 gene removed and replaced by a doxycycline-inducible one,
tuned (at 0.05pg/ml dox) so that Gal3p levels were approximately the same as those
in induced wild type cells. This strain was selected because the constitutive presence
of Gal3p in the cytoplasm would enable the rapid activation of the GAL genes when
galactose was added. We first grew these cells overnight in media with doxycycline,
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Figure A-3: Rapid Maturation of YFP.
2% raffinose and no galactose. About 20 hours later, we spun down the cells and
resuspended them in 2% raffinose and 1% galactose. Immediately we transferred the
cells into our chamber and waited until cells settled in place (27 min). Then, at
intervals of 15 minutes, we imaged their fluorescence. Between the first two planes,
at 27 and 42 min respectively, we already see an increase in fluorescence, which
from that point on continues to rise. A conservative estimate then of the time from
activatedPGALlYFP gene to observable signal is about 75 minutes, far less than the
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177 minute doubling time of a typical cell.
The opposite transitions, from ON to OFF, are difficult to localize temporally
because at the instant the cell goes into the OFF state fluorescence levels are still
high. Only by diluting or degrading the YFP can the OFF state be ascertained.
However, because doubling times, and therefore growth rates, vary from cell to cell,
conclusively proving a cells network is OFF requires repeated measurements over long
times. In contrast, switches from OFF to ON become rapidly apparent.
A.2 Data Analysis
A.2.1 Corrections to the 1-D data required from finite view-
ing window
The raw distribution of rx over our entire population (N=251 switched cells), ex-
cluding original progenitor cells because no birth time is known, fits an exponential
(Figure A-4 , triangles and green line) with a time constant of 208 min. However, only
16% of cells were observed to switch. To interpret these results, we must account for
the fact that cells exponentially divide throughout our measurement period. While
this greatly expands the total number of observed cells, it inevitably means that some
cells will be observed for longer periods than others. Thus very long switching events
that span many cell generations, whenever they are observed, deserve special weight.
There are at least two ways to do this. The simplest way to correct for this
variation in cell observation time is to measure the bulk growth rate (Figure A-1). An
exponential curve decaying with that time constant (Figure A-5, red) approximates
the relative likelihood of viewing a cell for a given duration. An exponential curve with
that time constant is a reasonable estimate in the limit of a large number of division
events (Figure A-5, red). Applying this corrective factor to the marginal switch times
provides an estimate of what the switch time distribution would look like had we
collected data for an unlimited amount of time (Figure A-3A, squares). Further
assuming that all cells eventually would switch, we fit the data to an exponential and
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Figure A-4: The Cumulative Percent of Cells That Have Switched Is Plotted against
Their Marginal Switch Time.
arrive at an effective transition rate of 0.14 switches per generation (Figure A-3A,
violet dashed). The slight discrepancy between data and exponential fit is likely the
result of some cells growing out of the focal plane. An alternative strategy is to use
the actual doubling times for single cells. Drawing randomly from these distributions
(N=361), we generate an ensemble of simulated family trees. To get the weighting
factor for a switching event of length T, we count the number of cells in the simulated
family trees that had times equal to or greater than T, and then divide that by the
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Figure A-5: Corrective Factors Used to Weigh Data Points According to Their Sig-
nificance.
total number of cells. When very numerous (or very large) simulated family trees are
used, this curve will closely approximate the exponential curve (Figure A-5, black).
However, as explained in the following section, this latter strategy has the advantage
of being easily extended to two dimensions.
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A.2.2 Corrections to the 2-D scatter data required from fi-
nite viewing window
Like the one dimensional marginal switch data, the 2-D scatter plots must also be
viewed in the context of finite experimental viewing times. Because not all regions in
the x-y plane are sampled with the same frequency, points from infrequently sampled
regions must be given special emphasis. Drawing from the measured doubling times
(N=361), we generated an ensemble of simulated family trees. An example of one of
these family trees is shown below (Figure A-6a).
In the figure, cell 1 (the GM) gives birth to cell 1-1 at time TD. Then, at time
TGD, cell 1-1 in turn gives birth to 1-1-1 (the GD). The experiment then ends at
some time Tend. In order to observe GM-GD switch pair (cells 1 and 1-1-1), each
of these cells much switch before Tend. Cell 1 can switch anywhere in the range
(TD,Tend) [Note: if cell 1 switched before TD then it gives birth to ON cells which,
by our definition, cannot switch.] Cell 1-1-1, on the other hand, can switch in the
range from its birth to the end of the experiment (TGD,Tend). These two ranges
define the rectangle of Figure S6b.
To generate the full weighing distribution for all points, the process is then re-
peated for all possible GM-GD pairs. The resulting rectangles are added together
and the result is Figure A-7. The inverse of these values is then used as the weigh-
ing factor. This strategy ensures that a pair of cells switching simultaneously in the
microscope will always receive equal conditional switch times.
A.2.3 Calculation of the cumulative percent switched
Our measurement of the cumulative percent switched (see Figure 2-9a main text)
requires an estimate of the fraction of cells that switch within our measurement
period. However, when the colonies grow to a large size, the cells crowd together and
can sometimes be difficult to measure. We therefore focused our attention on all cells
born at or before the sixth generation (e.g., cells 1-2, 1-1-1-1-1-1 and 1-3-1-1 were
included, but 1-7 was not). In addition, we excluded all original progenitor cells (i.e.,
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Figure A-6: Schematic for Weighing the GM-GD Opportunity Windows and the
Corresponding Window of Available Switch Times for the Example Family Tree.
cell 1) because these cells may act differently as a result of having been spun down in
the centrifuge prior to placement in our chamber (this condition changes our result
by less than 2%). From this large subpopulation, which comprises most of the cells,
we counted the percentage (15.8%) of observed switching cells.
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Figure A-7: Opportunity Windows for M-D, GM-GD, and S1-S2 Cell Pairs.
A.2.4 Calculation of the conditional percent switched
The conditional percent switched is calculated in the following way: First, we select
all daughter cells that were found to switch before some time T. Second, we divide
this population of daughter cells in to two groups, one with mothers who also switched
at or before time T and another with mothers who switched after time T or did not
switch. For each Mother-Daughter switch pair, a weight is assigned (as described Text
S3) to take into account the likelihood of having viewed it. (In cases where the mother
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Figure A-8: Overlay of Switching Patterns for all M-D, GM-GD, and S1-S2 Cell Pairs
and Overlay of the Same in the Gillespie-Based Model.
does not switch, the daughters switch time is used to generate this weight.) Next, the
weights of all the cells in the two groups are added together. The conditional percent
switched is defined as the sum of the weights of the cell pairs that switched before T,
divided by the sum of all the weights of all cell pairs.
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A.2.5 Calculation of mean squared deviation
To generate the mean squared deviation of main text Figure A-4d, we first combined
all observed MD, GMGD, and SS switch pairs (Figure A-4a-c) into a single data set.
This was done to increase statistical power. These data sets consisted of two columns,
and , representing the older and younger cell switch times for 274 cell pairs. From
this data set we used the bootstrap technique (draw with replacement) to generate
1000 alternate samples. Then, using each of these generated samples in turn, we
transformed the data in the following way:
We next binned the transformed data according to , using bins of sizes 25, 50, 100,
and 150 min, with centers staggered by 75 min. At each center point, we calculated
for all bootstrap samples and all bin sizes the average of the quantity . Thus for
each bin center we had four thousand estimates for the mean squared deviation (4
bin sizes times 1000 bootstraps). The mean and standard deviation of these four
thousand estimates gives the mean and error shown on main text Figure A-4d.
A.2.6 Generation of the Poisson model
In our MATLAB (MathWorks, Natick, MA) simulation, cells are made to virtually
grow and divide according to the measured single-cell doubling times (Figure A-2).
These virtual cells are assumed to begin OFF and then allowed to switch to the ON
state with constant probability. To calculate the wait time for these switches, we used
the Gillespie algorithm [1]. Once a cell makes a switch, its time is recorded and the
remaining OFF cells continue to divide in the simulation. Like data collection at the
microscope, we run several hundred of these simulations, each for fixed periods of 920
simulation minutes (the median experimental run time). Our simulated data therefore
contain the same sampling artifacts (see Figure A-7) as our measured data. The
simulation produces switch data in the same form as the microscopy data, and is then
processed identically (Figure A-8). A similar scatter plot can be obtained by randomly
drawing from the marginal switching distributions and in that way generating an
uncorrelated scatter plot. This method is less accurate however because the resulting
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distribution will not be consistent with the opportunity windows described in Text
S3.B (above).
A.2.6.1 Confidence intervals for Monte Carlo model
There are two free parameters in our stochastic model (see Stochastic Model in main
text): the average protein level and the switching threshold. Chi-squared values
were computed for different combinations of these values, yielding a best-fit value
of (average, threshold) (2400 proteins, 670 proteins) and corresponding confidence
intervals (see Figure A-9).
[1] Gillespie, D. T. Exact Stochastic Simulation of Coupled Chemical Reactions.
The Journal of Physical Chemistry 81, 2340-2361 (1977).
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Figure A-9: Monte-Carlo Model Confidence Intervals.
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Appendix B
Descriptions of the Abstract Model
for Circadian Gating
B.1 Dynamics of One Cell
First, let's consider the dynamics of one cell, which at a given time t can be described
by two variables: its circadian phases, 0(t), and its cell cycle phase, #(t). The first
variable represents when during the day the cell is being observed and the second
one describes at what point during the cell cycle the observation took place. Both
quantities are cyclic and can be rescaled so that they run over the [0, 27r) interval
without loss of generality. In principle, the circadian phase of a cell only ticks forward
at a constant rate as time passes, though we are going to consider that it is subject
to some noise. For the experimental situation, we are interested in describing the
noise is going to be small. If we rescale time so that variable completes one cycle in
one unit of time we get the following stochastic differential equation for the circadian
phase of a cell:
0 = (B.1)
where es represents a noise term.
In order to describe the gating phenomenon we will say that the cell cycle phase
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will obey the following equation
v#O ,6) + 64 (B.2)
In this expression, vF(4, 0) is the gating function, which describes how progression
through cell cycle is modulated at different parts of the day and different parts of the
cell life. This function must be positive since we consider that a cell cycle moves only
forward. We also assume, as you will see later, that it should be close to zero inside
the gate where progression through cell cycle is stalled.
In order to compare different experimental conditions where we suspect that the
shape of this gating function does not change but the overall speed of progression
through cell cycle is changed, we have parametrized this function in the form of
vF(#, 0), where v describes the average speed of progression trhough cell cycle and
F is a modulating function of order one. In this definition, v would carry units of
inverse time and F would be just a dimensionless function that describes the shape
of the gate. In Figure 3-3A-C, we have illustrated the idea of the model. The color
represents the strength of the gating function with darker corresponding to a stronger
gate and therefore a smaller speed of progression through cell cycle. With this, we
have indicated in what regions of phase space progression through cell cycle is stalled
and we show on top of the gating fuction the stochastic trajectories for cells that were
born at different circadian phases.
B.2 Computation of the Distribution of Measured
Quantities
B.2.1 Fokker-Planck Equations for the Distribution of State
Variables
Given the dynamics described in the section B.1, the probability density p(4, 0, t|4', 0', t')
of finding a cell in state (4, 0) at time t given that it was in (#', 0') state at time t'
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satisfies the following Fokker-Planck equations with appropriate boundary and initial
conditions
6 0p + 62- -2 [ F ( 0 ] 0
op _92 (92 0(B.3)
at, 0/2 00/2 00')~
where 64 and 6o quantify the strength of the noise on each variable. These equa-
tions form the basis of the calculations that we perform in order to get the distribu-
tions of the quantities measured in the experiment, namely, the cell cycle duration,
T, and either the phase at which a cell is born, Ob, or the phase at which a cell di-
vides, 6d. One interesting feature of the forward Fokker-Planck equation is that for
the probability distribution to depend on 0 in steady state, the gating function must
depend on both 9 and #. To see this let's first note that in steady state the probability
distribution satisfies
0 = 994 - r(#, 6)ps8] + aO - pS]
20 J j 2 0 (9 0 9 (B .4 )
1 = J 27 7 p,, (#, 0)d~d6.
It is subject to periodic boundary conditions on both # and 9. If F(4, 0) = F(O)
then ps(#, 9) = ( satisfies the equations above. If F(#, 9) = F(#), then the solution
is of the form pss(#, 9) = q8s(#), where qs, satisfies
0 = [6q 8  - (4)q],
20 0 (B.5)
1= q -(,0)qd4.
So, in order to be able to obtain a non-trivial distribution of circadian phases in
stead state the gating function must depend on both 9 and #, i.e., the gating should
act not only at a specific time during the day but it should only affect cells that are in
a particular cell cycle state. Note that this is consistent with the idea of considering
the gate as inhibiting cell cytokinasis during specific circadian time: in this case the
gate is acting only during partial period of one day-night cycle and only on the cells
135
that are about to divide.
B.2.2 Distribution of Cell Cycle Durations Conditioned on
the Circadian Phase at Which A Cell Was Born
In order to attack the problem of computing the distribution of cell cycle du-
rations let's consider a cell that at t=O is described by the variables of # and 0, and
let's ask what is the probability G(#, 0, t) that it would not have completed its cell
cycle by time t. If we consider the situation in which we erect an absorbing boundary
at # = 27, i.e. at the end of a cell cycle we consider that a cell has left our system ,
and a reflecting boundary2 at # 0 we can write this probability as
27r 27r
G(2, , t ) f p(, 0, t|#, 0, 0)d d ,
JO JO(B)
where in the last equality we used the fact that the process in homogeneous in time.
Taking the derivative of this equation with respect to t and using the corresponding
Fokker-Planck equation we obtain the following system of equations describing the
dynamics of G.
OG 02 G 02 G OG OG
-~ =-d 6 02+600 2  00FO,0
OG
4I(0,4,t>=0,
G(27, 0, t) = 0, (B.7)
G(#, 0, t) = G(#, 27, t),
lim G(#, 0, t) = 1.
This PDE can be solved numerically for example by considering a finite differences
'Note that for this calculation we don't want to consider steps that cross the = 0 line as
indicative as cell divisions, we are thinking that a cell divides only when it crosses the #= 27 line.
2 This boundary condition might seem a bit artificial but its only point is to restrict the domain
to a finite interval so as to make numerical computations possible. In principle one could consider
a system that extends out to < = -oc which no incoming flux from that region.
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schemes. Let's note that the probility that a cell that was born at circadian phase 0b
would have divided at some time before time r is Pio,(r|6b) = 1 - G(O, Ob, T), from
where we can get the probability density of this quantity:
pTIOb (TOb) = -Gatl|(0, Ob, T). (B.8)
B.2.3 Joint Distributions
B.2.3.1 Joint Distribution of Birth Phases and Cell Cycle Durations
The joint distribution of birth phases and cell cycle durations satisfies
POb,T ( 0b, r) = pT io (TIOb)pob (0b), (B.9)
where POb (0b) is the marginal distribution of birth phases
Pob (0) = jPob,T (T Ob)dr. (B.10)
The problem is that so far we don't have this quantity, but we can compute it in
steady state by noting that once equilibrium is reached the marginal distribution of
diivsion phases should be equal to the distribution of birth phases POb = pod and that
there is a relationship between these quantities 0 d = 0b + T(mod27r), so that we can
write pOd,T(0, r) = Po,,(0 - T, r) where the difference in the first argument is to be
understood module 27r. So we have that
Pob(O) = pod(6 ) =(T) ) ,=,)dT = jPob,(T0 -T)dr = jPTIob(T0-T)Pob(0)d,
(B.11)
i.e., the marginal distribution of birth phases satisfies the integral equation
POb( 0 ) = j PrI1b (TIO - T)POb(O)dT, (B.12)
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which we can solve iteratively starting from an uniform distribution
pT (6 0b(TIO - T)p' (6)dT. (B.13)
One possible way of gaining intuition about this equation is to think that it 'evolves' a
given distribution of birth phases for one cell cycle, i.e., if we have population of cells
that were born at different circadian phases this equation describes the distribution of
birth phases of the next generation. Once pob (0) is computed, we can readily compute
the joint distribution of 6b and r using equation B.9.
B.2.3.2 Joint Distribution of Division Phases and Cell Cycle Durations
From the previous section, we have the joint distribution of birth distribution of birth
phases and cell cycle durations. Now we just need to use the relation
POd, T (0 T) = Por ( 0 - r, T). (B.14)
B.3 Fits to The Experimental Observations
B.3.1 Parameterization of The Gating Function
The main free 'parameter' in this model is the gating function, which in prin-
ciple, as any function has an infinite number of degrees of freedom. Hence,we need
to restrict the possible forms of gating functions in order to get a model with a finite
number of parameters. The idea that we watnt to capture is that of a gate that acts
only during some part of the day and during some part of the cell cycle by reduc-
ing the speed of progression through cell cycle. One further restriction is that this
function must be periodic in # and 0. We have chosen the parameterization to be
F(#, 0) = v 1 - A[ cos( 2 0)|I1 cos(o 2O)1 - Na 3]. (B.15)
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In this equation A represents the amplitude of the gate, that is, how strong the effect
of the gate is in relative terms. #0 E [0, 27] and 00 E [0, 27] are the coordinates where
the effect of the gate is strongest and the coefficients a,#3 > 0 describe the "width"
of the gate in each direction (smaller values indicate wider gates). Finally, v > 0 is
the speed of progression through cell cycle outside the gate.
The normalization factor Nog is to decouple the effects of v and A by choosing
it so that the average speed of progression through cell cycle in a population that is
uniformly distributed in (4, 0) is just v; the explicit expression for this quantity is
1 F(1 + a) ) F(1i + )
' 2c+)3 (1 + a/2)2 1(1 + /32)2
By doing this, however, we have to have the range of A that allows one to explore all
possible amplitudes now depends on a and #: A E [0, 1 ].
B.3.2 Parameters and Order of Magnitude Estimates
The model is then described by the parameters 64, 6o, v/, A, #o, Oo, a and (. In
the previous section we indicated the possible ranges for A, 0 and 00; in this section,
we are going to estimate these parameters. If we think about a strong gate that
acts by inhibiting cell division during the night we would expect A ~ 1, #o - 0 and
00 ~ 0. For a and # we don't have a priori estimates either but it is reasonable to
assume that they should be 0(1). The parameter v, which describes the un-gated
speed of progression through cell cycle, is the parameter that are able to change
between experiments performed under different light intensities. Considering that we
have rescaled time so that one circadian cycle takes place in one unit of time, we
can estimate this parameter as v ~ Tcirc/ < r > where Tcirc is the duration of a
circadian cycle and < T > represents an estimate of the mean cell cycle duration
in the experimental condition under consideration. For a rather rough estimation,
we would expect v250fc ~1 and V500fc ~ 2. If we consider an average dephasing of
the circadian clock of o-o = 2w ~ t 2w lh after t ~ 3 days, we can estimate the
ftith n Tcirc
diffusion coefficient associated with noise in the circadian clock by considering that
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o- = 27, ~ v2Dot = 2S 96 , from which we get
2(7At) 2  27 2 (1h) 2
tTcirc (72h)(24h)
Finally, for the noise relate to cell cycle progression we can estimate it in a similar
way but by considering the typical dispersion of cell cycle durations. We now have
o- 27AT/T ~V'2gr/Tirc and so
2(4 AT) 2 Tcc ~ 2 2 (AT) 2 Tirc , 2 w2(10/100)224h '' 0.5. (B.18)
r
3  T T 18h
B.3.3 Fitting Scheme
The numerical computations described in section B.2 produce the joint distri-
bution, for example, p(Od, TIrl) of circadian phases at which cell division took place
and cell cycle duration for a set of model parameters H. Assuming independent obser-
vations the log-likelihood of obtaining a set of observations of these quantities given
a particular set of model parameters is given by
N
L = [ log[p(Od,,, Tn|H)], (B.19)
n=O
where the subindex n runs through all the experimental observations. The goal of the
fitting scheme is to find the set of model parameters that maximizes this quantity.
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