Abstract. Recently, Pálfia introduced a generalized Karcher mean as a solution of an operator equation. In this article, we present several relations for this new mean.
Introduction
Let M n be the set of all n × n matrices over the complex number field C and I stands for the identity matrix. For Hermitian matrices A, B we write A ≥ B or B ≤ A to mean that A − B is positive semidefinite. In particular, A ≥ 0 indicates that A is positive semidefinite. If A is positive definite, that is, positive semidefinite and invertible, we write A > 0.
For a positive probability vector w = (w 1 , . . . , w n ) and positive definite matrices A = (A 1 , . . . , A n ), the Karcher mean Λ(w; A) is the unique positive solution of (1.1)
We call (1.1) the Karcher equation (see [11] ).
In [8] , Lim and Pálfia introduced the notion of matrix power mean of positive definite matrices of some fixed dimension. The matrix power mean P t (w, A) is defined by the unique positive definite solution of the following non-linear equation:
where A♯ t B = A 1/2 A −1/2 BA −1/2 t A 1/2 is the t-weighted geometric mean of A and B. For t ∈ [−1, 0), it is defined by P t (w; A) = P −t (w; A −1 ) −1 , where A −1 = A Pálfia [13] generalized the operator equation (1.2) to the following form
where w is a probability vector and g is an operator monotone function on (0, ∞) with g (1) = 0 and g ′ (1) = 1.
Of course, the Karcher and the power means can be obtained by setting g (x) = log x and
respectively. In what follows σ g (w; A) denotes the solution X of (1.3).
Let M denote the set of all operator monotone functions on (0, ∞), and let
Very recently, Yamazaki [14, Lemma 4] showed the following order among σ g (w; A), weighted harmonic and arithmetic means
The proof of (1.4) is based on the observation that when g ∈ L , it follows that
In the same paper, the following extension of Ando-Hiai inequality has been shown: Let g ∈ L , A = (A 1 , . . . , A n ) be an n-tuple of positive definite matrices and w = (w 1 , . . . , w n ) be a weight vector. Then the implication
holds for all p ≥ 1, where g p (x) = pg x 1 p . Throughout this paper we assume that g ∈ L . Our target in this article is to present generalizations and counterparts of (1.4) and (1.
In applications, we give an analogous result of [7] for n-tuple of positive definite matrices. Our results extend the results appearing in [6] to the context of the solution of the generalized Karcher equation (GKE) and present new generalizations that reflect the behavior of these means under positive linear maps and operator monotone functions.
Further, we present a natural extension of the inequality [5] (
valid for any vector x ∈ H, 0 ≤ v ≤ 1 and positive definite matrices A, B. Many other results generalizing the action of operator monotone functions on two matrices will be presented too.
Reverses of (1.4) and their refinements
In this section we present the reversed versions of (1.4) first, then we prove refinements using the well known Kantorovich inequality and its refinement.
Proposition 2.1. Let A = (A 1 , . . . , A n ) be an n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M and w = (w 1 , . . . , w n ) be a weight vector.
Proof. The celebrated Kantorovich inequality asserts that, for a positive matrix A satisfying 
where we have used the LHS of (1.4) to obtain the last inequality. This proves (2.1).
The inequality (2.2) follows from RHS of (1.4) and the inequality (2.4).
Next, we use the improvement of the Kantorovich inequality to deduce refinements of both inequalities (2.1) and (2.2).
Proposition 2.2. Let A = (A 1 , . . . , A n ) be a n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M, and w = (w 1 , . . . , w n ) be a weight vector.
Now, if we apply the same argument presented in the proof of Proposition 2.1, we reach the desired results. We omit the details.
In the following, we complement the inequality (1.5).
Theorem 2.1. Let A = (A 1 , . . . , A n ) be a n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M and w = (w 1 , . . . , w n ) be a weight vector. Then for all p ≥ 1 and every unitarily invariant norm ||| · |||,
In particular, if σ g (w; A) ≤ I, we have
Proof. We have (2.8)
where the first inequality is due to RHS of (1.4) and the fact that m
, the second one is due to [9, Remark 4.14] , and the last inequality follows from (2.1) and the fact that for two positive definite matrices X, Y with X ≤ Y there exists a unitary matrix U, such that
One can infer from the above discussion
The assumption σ g (w; A) ≤ I, implies (2.7).
inequalities involving positive linear maps
In this section we present several relations that describe the behavior of the solution of the GKE under poisitive linear maps. This study is usually referred to as information monotonicity.
The following lemma is needed to prove our results.
. . , A n ) be an n-tuple of positive definite matrices and w = (w 1 , . . . , w n ) be a weight vector.
Our first result in this direction is the study of information monotonicity of σ g . This result extends the corresponding result of [6] , where the power mean P t was studied.
Theorem 3.1. Let A = (A 1 , . . . , A n ) be a n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M and w = (w 1 , . . . , w n ) be a weight vector. Then, for the normalized positive linear map Φ,
Proof. For the first inequality, let X = σ g (w; A). Then
where
where we used the well known Ando's inequality. Whence
Applying Lemma 3.1, we get
That is
which is equivalent to w; A) ) .
This proves the first desired inequality. For the second inequality, noting the RHS of (1.4) and the inequality (2.1), respectively, we obtain
This completes the proof of the second inequality.
Now we show how the inequalities in Proposition 2.2 could be squared. 
where we used the weighted arithmetic-geometric mean inequality. On account of (3.3), we infer that
where m ≤ A i ≤ M (i = 1, . . . , n). Now, we can write
Thus, we have shown
, which is equivalent to the desired inequality (3.1).
Now to prove (3.2), we proceed similarly noting that for t ∈ [m, M], we have
where we have used (1.4) and the fact that the function f (t) = t −1 is operator convex to obtain (3.7), then (3.6) to obtain the last inequality.
As a complementary result to Theorem 3.2 we have:
Proposition 3.1. Let all assumptions as in Theorem 3.2. Then
and
Then the desired inequality follows immediately. The second inequality follows similarly.
Following the same steps as Theorem 3.2 and Proposition 3.1, we obtain the following squared versions of Theorem 3.1.
Corollary 3.1. Let A = (A 1 , . . . , A n ) be an n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M and w = (w 1 , . . . , w n ) be a weight vector. Then, for the normalized positive linear map Φ and p ≥ 2,
Related to positive linear maps, the inequality (1.6) was shown in [5] as a main tool to prove a reversed version of the inequality Φ(A♯B) ≤ Φ(A)♯Φ(B). Our next result is the natural extension of (1.6) to the context of the solution of the GKE.
Theorem 3.3. Let A = (A 1 , · · · , A n ) be an n-tuple of positive definite matrices and let w = (w 1 , · · · , w n ) be a weight vector. Then, for any x ∈ C n ,
Proof. If x = 0, the result holds trivially, hence we may assume x = 0. Let X = σ g (w; A). Then
Therefore, if x ∈ C n is any nonzero vector, so that Xx = 0, then
Applying Lemma 3.1, we infer that
That is σ g (w; A)x, x ≤ σ g (w; Ax, x ) .
Inequalities for operator monotone functions
Given an operator monotone function f , we discuss the relation between σ g (w; f (A)) and f (σ g (w; A)) in the following theorem.
Theorem 4.1. Let A = (A 1 , . . . , A n ) be a n-tuple of positive definite matrices with m ≤ A i ≤ M (i = 1, . . . , n) for some scalars 0 < m < M and w = (w 1 , . . . , w n ) be a weight vector.
(I) If f is an operator monotone function, then
(II) If f is an operator monotone decreasing function, then
where, to obtain the last inequality, we have used the fact that if f (t) is operator monotone and α ≥ 1, then f (αt) ≤ αf (t). This proves the first inequality.
For the second inequality, notice first that when f is operator monotone decreasing, we have
where we have used [1, Remark 2.7 ] to obtain the third inequality.
As a counterpart of (4.1), we have the following reversed version. The notation ∇ n A will be used for the arithmetic mean .
Proof. Noting operator concavity and monotonicity of f , we have
≤ K (h, 2) σ g (w; f (A)) + nw max (f (∇ n A) − ∇ n f (A))
where, to obtain the second inequality, we have used an argument similar to that used in [10] .
Notice that the function f (t) = t −1 is operator monotone decreasing. Therefore, Inequality In the following result, we present a counterpart of this inequality.
For this, notice that when g(x) = x − 1, we have σ g (w; A) = n i=1 w i A i , while we obtain σ g (w, A) = (by (1.4) ).
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