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Abstract
Real PCF (RPCF) was proposed by Mart´ın Escardo´ [8] as a language for Real number computation.
One of the key — and most controversial — constants is parallel-if (pifI ), the existence of which
causes a serious ineﬃciency in the language leading to RPCF being impractical. While search is
being undertaken to replace pifI with a more eﬃcient operator, one needs to be assured of the
segment of RPCF without pifI being sequential. A positive answer to this question is the main
result of this paper. On the other hand, we show that non-aﬃne functions — such as f(x) := x2
— are not deﬁnable in RPCF without pifI .
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1 A Reminder of the Deﬁnitions
1.1 PCF
In one of his seminal works [13], Plotkin introduced PCF— Programming lan-
guage for Computable Functions. Here we give a description of the language,
taken almost entirely from Plotkin’s original paper [13], slightly modiﬁed to
match our framework.
The set
 
of types of PCF is generated by the following grammar:
σ ::= bool | nat | σ → σ
bool and nat are the ground types of truth values and natural numbers, re-
spectively.
For each type σ we assume the existence of denumerably many variables
xσi (i ≥ 0). C0, the set of standard constants of PCF, consists of the following:
true : bool
false : bool
ifbool : bool→ bool→ bool→ bool
ifnat : bool→ nat → nat → nat
Yσ : ((σ → σ)→ σ) (one for each σ)
To perform arithmetic computations, we also add the following constants
to C0, and call the new set of constants CA:
n : nat (one for each natural number n)
succ : (nat→ nat)
pred : (nat→ nat)
Zero : (nat→ bool)
The set of terms of PCF is the least set T containing the following:
(1) Every variable xσi is a term of type σ.
(2) Every constant c ∈ CA of type σ is a term of type σ.
(3) If M and N are terms of types (σ → τ) and σ, respectively, then
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(MN) is a term of type τ .
(4) If M is a term of type τ then (λxσi .M) is a term of type (σ → τ).
As the above rules impose an inductive structure on the set of terms T ,
we can deﬁne functions over T using recursion. For instance, take:
Var := {xσi | i ≥ 0 and σ ∈
  }
to be the set of PCF variables, and:
Pﬁn(Var) := {A ⊆ Var | A is ﬁnite}
then the function FV: T → Pﬁn(Var) which returns the set of free variables
of any term M ∈ T can be deﬁned by:
FV(xσi ) = {xσi } (xσi ∈ Var)
FV(c) = ∅ (c ∈ CA)
FV((MN)) = FV(M) ∪ FV(N)
FV((λxσi .M)) = FV(M) \ {xσi }
where \ is the relative complement symbol:
Notation 1.1 (relative complement (set diﬀerence) : A \B) For any two
sets A and B we denote the relative complement of B in A by A \B, i.e.
A \B := {x ∈ A | x /∈ B}
A term M ∈ T is said to be closed if FV(M) = ∅ and open otherwise.
Terms of the form (MN) are called applications 2 and sometimes the brack-
ets are dropped, when they are understood as associating to the left. Terms
of the form (λxσi .M) are called abstractions.
M [Nσ/x
σ
i ] is the result of substituting the term Nσ (of type σ) for all free
occurrences of xσi in M , making appropriate changes in the bound variables
of M so that no free variables of N become bound.
Programs are closed terms of ground type. The idea is that the ground
types are the datatypes, and programs produce data via operational semantics.
1.1.1 Operational Semantics of PCF
We ﬁrst deﬁne an immediate reduction relation → between terms:
2 Plotkin called them combinations.
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Deﬁnition 1.2 [Immediate Reduction Relation →]
(i)
⎧⎨
⎩
ifσ true M N → M
ifσ false M N → N
(σ ground).
(ii) succ m→ m + 1 (m ≥ 0)
(iii) pred m + 1→ m (m ≥ 0)
(iv)
⎧⎨
⎩
Zero 0→ true
Zero m + 1→ false (m ≥ 0)
(v) YσM → M(YσM)
(vi) ((λxσi .M)N) → M [N/xσi ]
(vii)
M → M ′
(MN)→ (M ′N)
(viii)
N → N ′
(MN)→ (MN ′)
(M ∈ {if, succ, pred,Zero})
Let
→ denote the reﬂexive and transitive closure of →. Then we can deﬁne
the operational semantics by a partial function Eval which gives constants
from programs:
Deﬁnition 1.3 [operational semantics for PCF : Eval]
Eval(M) = c iﬀ M
→ c, for any program M and constant c
A closer look at the rules for → reveals that for each term there is at most
one immediate reduction rule applicable. In particular → is a partial function
which is undeﬁned on constants. This implies that Eval is well-deﬁned, i.e.
M
→ c and M → c′ implies that c and c′ are identical.
1.1.2 Denotational Semantics of PCF
We will use some mathematical structures called cpo’s in our treatment of the
denotational semantics. Let us brieﬂy go through some deﬁnitions and facts.
For a more comprehensive account of cpo’s, see [2].
Let D be a set and  ⊆ D ×D a binary relation over D. (D,) is called
a partial order if it satisﬁes the following:
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• reﬂexivity ∀x ∈ D : x  x
• anti symmetry ∀x, y ∈ D : x  y and y  x⇒ x = y
• transitivity ∀x, y, z ∈ D : x  y  z ⇒ x  z
Where there is no confusion, we simply write D instead of (D,).
Notation 1.4 Throughout this paper a  b means a is strictly less than b,
i.e:
a  b⇔ a  b and a = b
Deﬁnition 1.5 [bounded (consistent) subsets] Let (D,) be a partial order.
Then B ⊆ D is bounded (or consistent) if it has an upper bound, i.e.:
∃d ∈ D : ∀b ∈ B : b  d
We use the abbreviation a ↑ b for “{a, b} is bounded”.
Deﬁnition 1.6 [bounded complete] A partial order (D,) is said to be bounded
complete if any of its bounded subsets has a least upper bound in D.
For X ⊆ D we write unionsqX for the least upper bound (l.u.b.) of X, and
X for the greatest lower bound (g.l.b.) of X provided they exist. In
case X has only two elements, we use the inﬁx notation, i.e. we write aunionsqb for
unionsq{a, b} and ab for {a, b}.
A subset X of D is said to be directed if it is non-empty and every pair of
its elements have an upper bound in X itself, i.e:
∀x, y ∈ X : ∃z ∈ X : x  z ∧ y  z
We often write X ⊆dirD to abbreviate ‘X is a directed subset of D’.
Deﬁnition 1.7 [cpo] A partial order (D,) is said to be a complete partial
order (cpo for short) if it satisﬁes the following:
1. D has a least element ⊥D under .
2. Every directed subset X of D has a least upper bound which we
denote by unionsqDX or just unionsqX where there is no confusion.
Deﬁnition 1.8 [ﬁnite element] Let (D,) be a cpo and a, b ∈ D. a is said
to be way-below b (or a approximates b) — written as a  b — if the
following is true:
∀X ⊆dirD : b  unionsqDX ⇒ ∃x ∈ X : a  x
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An element d ∈ D is called ﬁnite (or compact) if d d.
Deﬁnition 1.9 [basis] Let (D,) be a cpo. B ⊆ D is a basis for D if:
∀x ∈ D : ({y ∈ B | y  x} ⊆dir D) and ( x = unionsq{y ∈ B | y  x} )
A cpo (D,) is called continuous if D is a basis for itself. Throughout
this paper, by domain we mean continuous cpo. 3
Deﬁnition 1.10 [algebraic cpo] A cpo (D,) is called algebraic if the col-
lection of its ﬁnite elements forms a basis. In that case, we denote the basis
by K(D).
Deﬁnition 1.11 [ω-continuous, ω-algebraic cpo] A cpo is called ω-continuous
if it has a countable basis. If (D,) is algebraic and K(D) is countable, then
(D,) is said to be ω-algebraic.
Deﬁnition 1.12 [continuous function between cpo’s] A function f : (D,D)→
(E,E) is continuous if:
1. f is monotone:
∀x, y ∈ D : xDy ⇒ f(x)Ef(y)
2. f preserves the suprema of directed sets:
∀X ⊆dirD : f(unionsqDX) = unionsqEf(X)
The collection of all the continuous functions from D to E under the
induced pointwise ordering forms a cpo which is often written as [D → E].
Of special interest are the two so-called ﬂat cpo’s of truth values and
natural numbers,   ⊥ and N⊥ respectively, deﬁned as follows:
Example 1.13 (i) Let N⊥ = {⊥}∪{0, 1, 2, ...}, partially ordered as follows:
x  y ⇔ (x = y or x = ⊥)




 

     
⊥
0 1 2 n
N⊥ is a cpo which is often called the ﬂat domain of natural numbers.
3 Note that diﬀerent people use diﬀerent deﬁnitions for the concept of a domain.
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(ii) Let   ⊥ = {⊥, tt ,ﬀ } partially ordered as follows:
x  y ⇔ (x = y or x = ⊥)
 		
⊥
tt ﬀ
  ⊥ is also a cpo which is often called the ﬂat Boolean domain.
By a standard collection of domains for PCF we mean a family {Dσ} of
cpo’s, one for each PCF-type σ ∈   such that:
• Dbool =  ⊥
• Dnat = N⊥
• Dσ→τ = [Dσ → Dτ ]
The aim is to take {Dσ}— the standard collection of domains for PCF —
as a model and interpret the terms of PCF inside that model. Let us proceed
step by step in order to make things clear. First we show how the constants
are going to be interpreted via the function A which is type-respecting, i.e:
∀cσ ∈ CA : A(c) ∈ Dσ
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Deﬁnition 1.14 A : CA → ∪{Dσ} is deﬁned by:
A(true) = tt
A(false) = ﬀ
A(n) = n (n ≥ 0)
A(ifσ)(p)(x)(y) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x (if p = tt)
y (if p = ﬀ )
⊥ (if p = ⊥)
(p ∈   ⊥, x, y ∈ Dσ and σ ground)
A(succ)(x) =
⎧⎨
⎩
x + 1 (x ≥ 0)
⊥ (x = ⊥)
(x ∈ N⊥)
A(pred)(x) =
⎧⎨
⎩
x− 1 (x ≥ 1)
⊥ (x ∈ {⊥, 0})
(x ∈ N⊥)
A(Zero)(x) =
⎧⎪⎪⎨
⎪⎪⎩
tt (x = 0)
ﬀ (x > 0)
⊥ (x = ⊥)
(x ∈ N⊥)
A(Yσ)(f) = unionsq{fn(⊥) | n ≥ 0} (f ∈ Dσ→σ)
Terms are interpreted with respect to environments. An environment
is simply a type-respecting function from the set of variables to the model
∪{Dσ}. We let Env be the set of all the environments, ranged over by ρ.
Hence for any ρ ∈ Env:
ρ : Var → ∪{Dσ}
ρ(xσi ) ∈ Dσ
For any ρ ∈ Env, xσi ∈ Var , d ∈ Dσ we let ρxσi →d denote the environment ρ′
such that:
ρ′(x) =
⎧⎨
⎩
d (x = xσi )
ρ(x) (x = xσi )
Now we have all the necessary material to deﬁne the denotational semantics
. : T → (Env → ∪{Dσ}) by:
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Deﬁnition 1.15 [denotational semantics of PCF]
xσi (ρ) = ρ(x
σ
i ) (x
σ
i ∈ Var)
c(ρ) = A(c) (c ∈ CA)
(MN)(ρ) = M(ρ)(N(ρ))
(λxσi .M)(ρ)(d) = M(ρxσi →d) (d ∈ Dσ)
1.1.3 Matching Operational and Denotational Semantics: the necessity of
parallel operators
Having both operational and denotational semantics side-by-side gives us a
handy tool for studying properties of objects in one area by analysing the
corresponding objects in the other. One such case — indeed an important
one — is proving properties of programs via their corresponding object in
the model. For instance, if M and N are programs written in PCF, one can
prove their “equivalence” via their interpretation in the model. This in turn
necessitates the two semantics to match up to a certain degree. This is an
important subject with a rich literature available. Here we discuss this issue
as far as needed for our own purposes. For a thorough treatment together
with the proofs and details, again see [13] from which we will take much of
our material, unless stated otherwise.
Perhaps the following theorem ( [13]) is a good place to start with. Here,
⊥ˆ denotes the environment which maps every variable to the bottom element
of the corresponding cpo, i.e.
∀xσi ∈ Var : ⊥ˆ(xσi ) = ⊥Dσ
Theorem 1.16 For any PCF-program M : σ and constant c : σ:
Eval(M) = c⇔ M(⊥ˆ) = A(c)
To prove (⇒) direction, one needs to observe the so-called soundness of
the operational semantics with respect to the denotational one, i.e:
if M → N then M(ρ) = N(ρ)
For (⇐) direction, see [13].
This theorem demonstrates how the behaviour of a program regarding its
termination and the constant it evaluates to is reﬂected in the denotational
semantics. Now let us investigate the equivalence of programs. For that matter
we need the following deﬁnition:
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Deﬁnition 1.17 The set C of contexts of PCF with numbered holes —
ranged over by C — is generated by the grammar:
C ::= [ ]j | xσi | c | CC | λxσi .C
where j ∈ N, xσi ∈ Var and c ∈ CA.
If all the occurrences of the holes bear the same subscript in a term, we
denote them [ ] for short.
In other words, contexts are just terms with holes in them. We usually
write a context C as C[., . . . , .] not to get confused with ordinary terms. These
holes can be ﬁlled with terms of appropriate type to give a term. We denote a
context C[., . . . , .] ﬁlled with the terms M1, . . . ,Mk by C[M1, . . . ,Mk]. Below
we deﬁne the operation of ﬁlling the holes of a context. We abbreviate a vector
of the form [N1, . . . , Nn] simply as [
−→
N ]:
[ ]j [N1, . . . , Nn] = Nj
xσi [
−→
N ] = xσi
c[
−→
N ] = c
(C1C2)[
−→
N ] = C1[
−→
N ] C2[
−→
N ]
(λxσi .C)[
−→
N ] = λxσi .(C[
−→
N ])
As our main objects of interest are programs, we regard two terms M
and N as operationally equivalent — written as M ∼= N — if they can be
substituted for each other in any program without aﬀecting its behaviour:
Deﬁnition 1.18 [operational equivalence] M ∼= N if and only if for any con-
text C[., . . . , .] such that C[M, . . . ,M ] and C[N, . . . , N ] are programs either
both of Eval(C[M, . . . ,M ]) and Eval(C[N, . . . , N ]) are undeﬁned or else both
are deﬁned and equal.
It is easy to check that ∼= is an equivalence relation.
One of the reasons we deﬁne a denotational semantics for a language is
to be able to resort to it as an easier alternative to the (usually) tedious op-
erational semantics when it comes to proving the equivalence of programs,
provided the equivalence is reﬂected in the denotational semantics. Unfortu-
nately this is not the case with PCF and its model as we have deﬁned it.
Take the two terms M0 and M1 deﬁned as:
4
Mi = λx.ifnat(x true Ωbool){ifnat(x Ωbool true) [ifnat(x false false) Ωnat i ] [Ωnat]} {Ωnat}
4 taken from [13].
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where i ∈ {0, 1}. Here x is of type bool → (bool → bool), Ωbool and Ωnat are
non-terminating terms of types bool and nat respectively. They could be:
Ωbool = Ybool(λx
bool.x)
Ωnat = Ynat(λx
nat.x)
It needs quite some eﬀort to grasp what the Mi’s do in the ﬁrst place,
and then the proof that they are operationally equivalent is a bit involved
(see [13]). Anyway the important fact for us is that:
M0 ∼= M1
On the other hand:
M0(⊥ˆ) = M1(⊥ˆ) (1)
The best way to verify the above inequality is to ﬁnd and argument in the
model over which Mi(⊥ˆ), (i ∈ {0, 1}) disagree.
Deﬁnition 1.19 The function p̂or :   ⊥ → (   ⊥ →   ⊥) is deﬁned by:
p̂or x y :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
tt (x = tt ∨ y = tt)
ﬀ (x = y = ﬀ )
⊥ otherwise
It is not diﬃcult to see that p̂or ∈ Dbool→(bool→bool), and to verify that:
M0(⊥ˆ)(p̂or) = 0
M1(⊥ˆ)(p̂or) = 1
hence the inequality (1).
Observing this mismatch, we say that the model is not fully abstract for
the language. Full abstraction is an important criterion regarding the relation
between a language and its model, and in our case in order to achieve full
abstraction there could be two alternative ways ahead: either to purge the
model from troublesome objects like p̂or or otherwise enrich the language.
Both possibilities have been pursued but here we follow Plotkin’s direction of
enriching the language [13] in order to get to the parallelism issues.
Let us ﬁrst add constants:
pifo : bool→ o→ o→ o (o ∈ {bool, nat})
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to the set CA to get the extended set of constants CA+ and call the extended
language based on that PCF+. Then in order to get an operational semantics
for PCF+ we extend the relation→ of Deﬁnition 1.2 (see page 4) by the follow-
ing rules for pifo, (o ∈ {bool, nat}), and denote the new immediate reduction
relation by →+:
(ix)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pifo P M M →+ M
pifo true M N →+ M
pifo false M N →+ N
(x)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
P →+ P ′
pifo P →+ pifo P ′
M →+ M ′
pifo P M →+ pifo P M ′
N →+ N ′
pifo P M N →+ pifo P M N ′
Let us mention some notes about the constants pifo, (o ∈ {bool, nat}). As
you might have guessed, the preﬁx p stands for parallel, hence we read pif as
“parallel-if”. A closer look at the rules (ix) and (x) reveals the parallelism as
pifo looks at its three arguments at the same time. Rule (x) consists of three
rows, with the ﬁrst one being the only one having a counterpart for if, see rule
(viii), Deﬁnition 1.2, page 4.
The extension of
→ to →+ and Eval to Eval+ is straightforward and left
to the reader. Although →+ is non-deterministic, still it can be proved that
→+ has the so-called Church-Rosser property, i.e.
∀M1,M2,M3 : M1 →+ M2 and M1 →+ M3
⇒ ∃M,M ′ : M ∼=αM ′ and (M2 →+ M and M3 →+ M ′)
where ∼=α is the α-equivalence between terms, i.e. equivalence up to renaming
of bound variables.
This implies that Eval+ is again well-deﬁned.
We extend A of Deﬁnition 1.14 (page 7) to A+ : CA+ → ∪{Dσ} by:
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A+(c) = A(c) (c ∈ CA)
(A)+(pifo)(p)(x)(y) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x (p = tt)
y (p = ﬀ )
x (p = ⊥ and x = y)
⊥o (p = ⊥ and x = y)
(p ∈   ⊥ and x, y ∈ Do)
The deﬁnition of the denotational semantics .+ for PCF
+ based onA+ should
be straightforward.
Remark 1.20 Here we tried to follow Plotkin’s original deﬁnitions and there-
fore added both pifbool and pifnat where any of the two would suﬃce. In fact
we could have just as well added a constant por : bool → (bool → bool) with
the following immediate reduction rule:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
por true P → true
por P true → true
por false false → false
and extended A to A+ by:
A+(por) = p̂or
where p̂or is the function deﬁned in Deﬁnition 1.19, page 11. For a proof of
the interdeﬁnability of pifbool, pifnat and por in PCF, see [15].
Now the relation between the operational and denotational semantics is
much better as the following theorem shows:
Theorem 1.21 [13]
For any PCF+-terms Mσ and Nσ:
Mσ ∼= Nσ ⇔ ∀ρ ∈ Env : Mσ+(ρ) = Nσ+(ρ)
In fact we have more:
Theorem 1.22 [13]
Every ﬁnite element (see Deﬁnition 1.8, page 5) of any Dσ is deﬁnable by
a PCF+-term.
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It seems intuitively reasonable to take the l.u.b.’s of recursively enumerable
sets of ﬁnite elements of the model as the collection of computable elements.
Any element deﬁned by a PCF+-term is computable (see [13]) and as Theorem
1.22 says, any ﬁnite element of the model is captured by the language PCF+.
But it turns out that there are computable objects of the model not accounted
for in the language. One such object is ∃̂ ∈ D(nat→bool)→bool deﬁned by:
Deﬁnition 1.23 [continuous existential quantiﬁer : ∃̂]
∃̂(g) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ﬀ (g(⊥) = ﬀ )
tt (g(n) = tt for some n ≥ 0)
⊥ (otherwise)
We then proceed by adding a constant ∃ : (nat → bool) → bool to CA+
and denote the new set of constants as CA++. We call the language based on
this set PCF++. The following reduction rule is added to →+ to obtain →++.
Note that
→++ is the transitive-reﬂexive closure of →++:
(xi)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
FΩnat
→++ false
∃F →++ false
Fm
→++ true
∃F →++ true
(m ≥ 0)
It can be shown that ∃F →++ true and ∃F →++ false cannot both hold at the
same time, moreover
→++ satisﬁes Church-Rosser. Therefore Eval++ deﬁned
over PCF++ programs by:
Eval++(M) = c iﬀ M
→++c
is well-deﬁned.
Finally we deﬁne A++ : CA++ → ∪{Dσ} by:
A++(c) = A+(c), (c ∈ CA+)
A++(∃) = ∃̂
Again extending .+ to a denotational semantics .++ for PCF
++ using A++
is straightforward.
Now the language is rich enough to deﬁne all computable elements of the
model:
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Theorem 1.24 ( [13]) An element of Dσ is computable if and only if it is
deﬁnable by a PCF++-term.
1.1.4 Theory versus Practice
Designing a language and its operational semantics, presenting a model, in-
terpreting the language inside it and studying the relation between the oper-
ational and denotational semantics — one might like to categorize them as
theoretical issues — are just part of a bigger challenge, though quite an im-
portant one. In practice other issues arise such as eﬃciency regarding time
and/or space. Though in Part 1.1.3 we tried to summarize the theoretical
issues and demonstrate the success in that regard, we never cared about the
eﬃciency of computations. Whenever we felt a deﬁciency, we did not hesitate
to remedy by any means.
First consider PCF and the immediate reduction rules over its terms (Deﬁ-
nition 1.2, page 4). For any term, there is at most one rule that applies. Hence
the operational semantics is deterministic. Imagine a machine implementing
PCF, in the middle of a computation, reducing a term C[M1, . . . ,Mi, . . . ,Mk].
If Mi is the subterm being worked on at the moment, there is no way the pro-
cess will jump to another subterm Mj (j = i) unless the computation on Mi is
ﬁnished oﬀ with Mi being evaluated to a constant. We try to formulate a prop-
erty that captures this intuition and call a language satisfying this property
sequential.
Sequentiality can be studied both syntactically and semantically. Plotkin’s
activity lemma [13] is an example of a syntactic formulation, Berry’s syntactic
sequentiality theorem [4] 5 is another, which for the reader can serve as a good
motivation for a semantic investigation of sequentiality ﬁrst introduced by
Vuillemin [16], though in reality Vuillemin’s work preceded that of Berry’s.
Here in this paper we pursue Vuillemin’s semantic approach originally de-
ﬁned for functions over ﬂat cpo’s:
Deﬁnition 1.25 [ﬂat cpo] Given any nonempty set X, (X⊥,) deﬁned by:
X⊥ = X ∪ {⊥} (where ⊥ /∈ X)
and
∀x, y ∈ X⊥ : x  y ⇔ (x = ⊥ ∨ x = y)
is a cpo. We call cpo’s of this shape ﬂat cpo’s.
Examples of ﬂat cpo’s we use are   ⊥ and N⊥ (Example 1.13, page 6) and
 
(Deﬁnition 3.2, page 33).
5 see [1, section 2.4, page 41] for an English version.
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Deﬁnition 1.26 [sequential function (Vuillemin)] Let D,D1, . . . , Dn be ﬂat
cpo’s, and let f : D1 × · · · ×Dn → D be continuous. Let −→x = (x1, . . . , xn) ∈
D1 × · · · × Dn, and suppose that f(−→x ) = ⊥. We say that f is sequential at−→x if either f(−→z ) = ⊥ for all −→z  −→x , or there exists i such that xi = ⊥ and:
∀−→y = (y1, . . . , yn) : (−→y  −→x and f(−→y ) = ⊥)⇒ yi = ⊥
We say then that i is a sequentiality index for f at −→x .
f is sequential if it is sequential at all −→x in its domain.
Note that Vuillemin-sequentiality is deﬁned only for ﬁrst order functions
over ﬂat cpo’s. In fact the deﬁnition as it is cannot be generalized to higher
types because a function like ∃̂ which is intuitively of an inﬁnite parallel nature
would become Vuillemin-sequential. But at ﬁrst order the deﬁnition works
well as it can be shown that for compact ﬁrst order functions f in ∪{Dσ},
Vuillemin-sequentiality coincides with PCF-deﬁnability (Theorem 1.31, page
18).
Also of interest is the Vuillemin-sequentiality of all unary ﬁrst order func-
tions over ﬂat cpo’s. This can be used to show that although all ﬁrst order
PCF-deﬁnable functions in ∪{Dσ} are Vuillemin-sequential [1, Exercise 6.5.5,
page 137], the converse is not true as there are uncountably many elements in
Dnat→nat, all of which are Vuillemin-sequential, while there are only countably
many PCF-deﬁnable elements in there.
Equally interesting, at least for our purposes, is Sieber’s approach [14]
which proves to have a tight relation to Vuillemin’s deﬁnition, as we shall see
in Theorem 1.31, page 18. But before that, we need to take a look at an
important tool called logical relations.
1.2 Logical Relations
Notation 1.27 Throughout this paper, by Λ(C) we mean the extension of the
simply-typed λ-calculus with a set of constants C.
Deﬁnition 1.28 [Logical Relations] Let Mi, (1 ≤ i ≤ k) be k models of
Λ(C), and Dσi = σMi (where σ ranges over types), and for any ground type
o, Rok ⊆ Do1×· · ·×Dok. Then a k-ary logical relation Rk between M1, . . . ,Mk
can be built up from Rok’s by the following deﬁnition for function type cases:
for any f1, . . . , fk ∈ Dσ→τ :
(f1, . . . , fk) ∈ Rσ→τk ⇔
∀(x1, . . . , xk) ∈ Rσk : (f1(x1), . . . , fk(xk)) ∈ Rτk
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f ∈ Dσ is said to preserve the logical relation Rk if and only if:
(f, . . . , f) ∈ Rσk
R is said to be a C-logical relation if for any c : σ in C:
(cM1 , . . . , cMk) ∈ Rσk
Logical relations are useful especially when it comes to establishing links
between syntax and semantics as in Jung-Tiuryn’s theorem on lambda-deﬁnability [11].
Of course Jung and Tiuryn used a more powerful class of logical relations called
Kripke logical relations which unlike our deﬁnition, have varying arities.
Anyway Deﬁnition 1.28 is enough for our purposes. The important part
of deﬁning a logical relation is over the ground types, as that is the part over
which we have control. Then having deﬁned a suitable logical relation, we
make extensive use of the following important lemma:
Lemma 1.29 (Fundamental lemma of logical relations) Let R be a k-
ary C-logical relation, C a set of constants, between k models of Λ(C), namely
M1, . . . ,Mk. Then for any closed Λ(C)-term M of type σ we have:
(MM1 , . . . , MMk) ∈ Rσ
Note 1 To ﬁnd out more about logical relations as presented here, including
a proof of Lemma 1.29, see [1, chapter 4, section 5].
For an example of logical relations, let us mention an important class of
logical relations known as Sieber-sequential relations:
Deﬁnition 1.30 [Sieber-sequential relations] Let A ⊆ B ⊆ {1, . . . , n} and
consider the following n-ary relations SnA,B over ground types o ∈ {nat, bool}:
(d1, . . . , dn) ∈ SnA,B ⇔ (∃i ∈ A : di = ⊥) or (∀i, j ∈ B : di = dj)
A Sieber-sequential relation is an n-ary logical relation S such that So is
an intersection of relations of the form SnA,B.
It can be shown that C-logical relations, where C is the set of all PCF con-
stants CA (see page 2) are exactly the Sieber-sequential relations of Deﬁnition
1.30 (see [1, Exercise 6.5.3, page 136]).
Now let us take some special cases of Sieber-sequential relations, namely
Sk+1 := Sk+1{1,...,k},{1,...,k+1}, (k ≥ 1):
(x1, . . . , xk+1) ∈ Sk+1 ⇔ (∃j ≤ k : xj = ⊥) or (x1 = · · · = xk+1 = ⊥)
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which help us demonstrate the relation between Sieber’s and Vuillemin’s ap-
proaches to sequentiality:
Theorem 1.31 For a compact ﬁrst order function f in ∪{Dσ}, the following
are equivalent:
(1) f is Vuillemin-sequential.
(2) f is deﬁnable in PCF.
(3) f is invariant under all k + 1-ary relations Sk+1.
For a proof of this theorem the reader can refer to [1, Theorem 6.5.4, page
137].
1.3 Computation on Real Numbers: Real-PCF
PCF-programs are meant to output constants of the ground types bool or nat.
Of course it is obvious that there are many more collection of objects over
which we like to do computation. One such important case is the set of real
numbers.
Traditionally we are used to computation on real numbers via ﬂoating point
approximations which is satisfactory for everyday business but can prove to
be extremely unreliable in special circumstances. Floating point computa-
tion carries the problem of round-oﬀ errors with it, which we try to ignore in
everyday life applications for a variety of reasons. In [12] this subject is ex-
plored together with two interesting examples demonstrating the unreliability
of ﬂoating point approach. Accordingly the idea of exact real number computa-
tion has been put forward which is, as opposed to ﬂoating point computation,
reliable, i.e. the output produced is guaranteed to be correct. Moreover the
results can be computed eﬀectively (e.g. as opposed to BSS approach [5]) to
within any desired degree of accuracy.
Exact real number computation itself can be approached in two ways. At
ﬁrst people focused on representation while neglecting the issue of datatypes
for real numbers, among which [3] is considered seminal. On the other hand,
perhaps [10] is among the earliest works where there is a clear distinction be-
tween a representation-dependent operational semantics and a representation-
independent denotational semantics. Di Gianantonio added to PCF a ground
type which is interpreted as a domain of real numbers. This domain turns
out to be algebraic (see Deﬁnition 1.10, page 6) and therefore cannot have the
real line as its subspace of maximal elements. This creates the possibility of
deﬁning functions not extensional over real numbers ( [10, page 62] 6 ).
6 Of course on the same page, Di Gianantonio himself claims to have ﬁxed the problem,
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Mart´ın Escardo´ introduced Real-PCF following similar ideas [8]. He added
to PCF a ground type for real numbers interpreted as the so-called unit in-
terval domain (see Deﬁnition 1.34, page 20) which has the interval [0, 1] as its
subspace of maximal elements. Also the problem of non-extensionality with Di
Gianantonio’s approach is avoided in Real-PCF. Of course there is much more
to both Di Gianantonio’s and Escardo´’s works. Here we present an overview
of Real-PCF as it is the necessary background to the rest of the paper.
Deﬁnition 1.32 [Real-PCF] The set of Real-PCF types is generated by the
grammar:
σ ::= bool | nat | I | σ → σ
and the set of Real-PCF constants RCA is the extension of CA (see page 2)
with the following constants:
consa : I → I
taila : I → I
headr : I → bool
pifI : bool→ I → I → I
The aim is to take the ground type I as the type of real numbers in the
unit interval, i.e. [0, 1] and use the constants introduced in the deﬁnition for
computation over them. In the above deﬁnition a ranges over intervals with
rational end-points in [0, 1], i.e.
a ∈ {[p, q] | p, q ∈ Q ∩ [0, 1], p ≤ q}
These end-points must be distinct when a is a subscript for tail, i.e:
p < q
and
r ∈ Q ∩ (0, 1)
Notation 1.33 We freely use the abbreviation RPCF for Real-PCF.
The deﬁnition of the following terms for RPCF setting should be straight-
forward now and we omit them here. Moreover we abuse the notation where
there is no confusion and use these terms for the meanings mentioned below:
but the author still believes that is not the case.
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1. T : the set of RPCF-terms.
2. Var : the set of RPCF-variables.
3. FV(M) : the set of the free variables of the RPCF-term M .
1.3.1 Denotational Semantics: Interval Domain Model
Let us begin with the ground type I whose denotation DI we take to be:
Deﬁnition 1.34 [unit interval domain] The cpo (I, I) deﬁned by:
I = {[r, s] | r, s ∈ R, 0 ≤ r ≤ s ≤ 1}
and
∀a, b ∈ I : a Ib⇔ a ⊇ b
is called the unit interval domain.
For simplicity, we denote [r, r] by r, and in the other direction as well we
talk about an element like r ∈ [0, 1] where we really mean [r, r] ∈ I.
We want the elements of [0, 1] to be maximal, and use the rational intervals
to approximate them. To make a proper distinction, we refer to the maximal
elements as total real numbers whereas we call the others partial real numbers.
As a smaller interval is a better approximation to a number than a bigger one,
we want to have the superset relation to be the order on the intervals, hence
the deﬁnition of I .
It is not diﬃcult to show that (I, I) is a cpo where supremum operation
is simply deﬁned to be the set-theoretic intersection, i.e.
∀X ⊆dirI : unionsqX = ∩X
In fact (I, I) is bounded complete as well:
∀X ⊆ I : X bounded ⇒ l .u.b. X = ∩X
Moreover the countable set:
Io := {[r, s] ∈ I | r, s ∈ Q}
forms a basis (Deﬁnition 1.9, page 6) for I and makes it an ω-continuous cpo
(Deﬁnition 1.11, page 6).
We let I denote the datatype I , hence:
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Deﬁnition 1.35 [collection of domains for RPCF] {Dσ} is a collection of
domains for RPCF if:
Dbool =   ⊥
Dnat = N⊥
DI = I
Dσ→τ = [Dσ → Dτ ]
As we did for PCF (Part 1.1.2) we ﬁrst try to interpret the constants
via a function RA : RCA → ∪{Dσ} and then extend it in a natural way
to a denotational semantics. For any constant c ∈ CA, we simply deﬁne
RA(c) := A(c), where A is deﬁned as in Deﬁnition 1.14, page 7.
Remark 1.36 With each RPCF-type σ which is not a PCF-type, a new ﬁx-
point combinator Yσ is added to the language, often without our notice!.
Anyway, the interpretation is formulated as in Deﬁnition 1.14, page 7 for
PCF-types, i.e.
RA(Yσ)(f) = unionsq{fn(⊥) | n ≥ 0} (f ∈ Dσ→σ)
For the proper RPCF-constants, let us present their denotations in a more
intuitive fashion. From a geometric point of view, it does not matter if we
choose two other numbers r < s, rather than 0 and 1, and build our interval
domain upon it. Let us suppose 0 ≤ r ≤ s ≤ 1 and denote the interval [r, s]
by a, and the interval domain built upon it by aI, bearing in mind that aI is
the singleton domain in the case r = s . If r < s then RA(consa) is deﬁned to
be the scaling isomorphism — denoted by Consa — from I to aI, otherwise
(i.e. r = s) it is simply the unique constant function available. We can simply
consider the codomain to be the whole of I, hence say RA(consa) : I → I.
There is apparently another scaling isomorphism from aI back to I (if r = s)
that we call Taila : aI → I. We can extend the domain of the function from
aI to I so that it remains a morphism in the category CPO. In fact we
consider the maximal extension (under the order relation on [I → I]) and for
simplicity denote it by the same name Taila, hence Taila : I → I, and we put
RA(taila) = Taila. The following ﬁgure may give a better intuition:
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Now perhaps the following formulae are easier to follow:
RA(consa)(b)= [r + (s− r)x, r + (s− r)y] (2)
RA(taila)(b)= [(x′ − r)/(s− r), 1− (s− y′)/(s− r)] (3)
where:
a = [r, s]
b = [x, y]⎧⎨
⎩
x′ = min(max(r, x), s)
y′ = max(min(s, y), r)
The denotation of the constants headr and pifI can be easily described
explicitly while their corresponding immediate reduction rule (see Deﬁnition
1.37, page 24) tells all about their expected behaviour. Let r be a rational
number 0 < r < 1:
∀x ∈ I : [RA(headr)](x) =
⎧⎪⎪⎨
⎪⎪⎩
tt if (x = [x1, x2] ∧ x2 < r)
ﬀ if (x = [x1, x2] ∧ r < x1)
⊥ otherwise i.e r ∈ x
∀p ∈   ⊥, ∀x, y ∈ I : [RA(pifI )](p)(x)(y) =
⎧⎪⎪⎨
⎪⎪⎩
x if p = tt
y if p = ﬀ
xy if p = ⊥
Having deﬁned RA it is straightforward to deﬁne a denotational semantics
. : T → (Env → ∪{Dσ})
for RPCF, following the same style as we did for PCF in Deﬁnition 1.15, page
9. Note that we have not modiﬁed any symbol from PCF to RPCF (except A
to RA) as we are only dealing with RPCF throughout the rest of the paper,
hence there should be no confusion.
Consider any two intervals a, b ∈ I, where a = [a1, a2] and b = [b1, b2] and
deﬁne:
ab = [a1 + (a2 − a1)b1, a1 + (a2 − a1)b2]
It is easy to verify that:
RA(consab) = RA(consa).RA(consb)
where . is just functional composition.
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Also, consider a, b ∈ I, where a = [a1, a2] and b = [b1, b2] and this time
subject to the conditions:
a1 = a2 and a  b
then there exists a unique c ∈ I such that ac = b, which we denote by b \ a.
In fact:
c = [(b1 − a1)/(a2 − a1), (b2 − a1)/(a2 − a1)]
Now it seems reasonable to use consa’s (a ∈ I , with rational end-points)
as digits in order to represent real numbers in the interval [0, 1]. The idea is
to represent any shrinking sequence of intervals with rational end-points by a
sequence of the form:
(consa1 , consa1consa2 , ..., consa1 ...consan , ...)
This sequence of intervals converges to an element a ∈ I which can be partial
or total depending on the nature of the sequence. We simply represent this
element a by:
consa1consa2 ...consan . . .
1.3.2 Operational Semantics
We extend the immediate reduction relation for PCF (Deﬁnition 1.2, page 4)
to one for RPCF and still denote it by→. The aim is to reduce any Real-PCF
program M of type I to some consaM
′ — where a has rational end-points —
and then continue reducing M ′ to consa′M ′′, and so on. This way we produce
a stream of digits.
Before presenting the deﬁnition, take note of the following:
(i) There are RPCF-types σ that are not PCF-types, correspondingly there
are new ﬁx-point combinators Yσ : (σ → σ) → σ that are not PCF-
constants. But still the reduction rule is the same as clause (v) of Deﬁ-
nition 1.2, page 4, i.e.
YσM = M(YσM)
in particular:
YI cons[0,1/2] = 0, YI cons[1/2,1] = 1
(ii) For intervals a, b ∈ I where a = [a1, a2] and b = [b1, b2] we deﬁne:
a ≤ b := a2 ≤ b1
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(iii) Similarly for real number r and the interval a = [a1, a2] we deﬁne:
a < r := a2 < r
Deﬁnition 1.37 [immediate reduction relation for RPCF] The immediate
reduction relation → is the extension of the corresponding relation from PCF
(Deﬁnition 1.2, page 4) to Real-PCF by the following rules:
1. consa(consbM) → consabM
2. taila(consbM) → YI cons[0,1/2] (if b ≤ a)
3. taila(consbM) → YI cons[1/2,1] (if a ≤ b)
4. taila(consbM) → consb\aM (if a  b and a = b)
5. taila(consbM) → cons(aunionsqb)\a(tail(aunionsqb)\bM)
(if a ↑ b, a  b, b  a, a ≤ b, b ≤ a)
6. headr(consaM) → true (if a < r)
7. headr(consaM) → false (if a > r)
8. pif true M N → M, pif false M N → N
9. pif L (consaM) (consbN) →
consab(pif L (consa\(ab)M) (consb\(ab)N))
(if ab = ⊥)
10.
N → N ′
MN →MN ′
(M ∈ {consa, taila, headr, pifI})
11.
M →M ′
pifI L M → pifI L M ′
N → N ′
pifI L M N → pifI L M N ′
We denote the reﬂexive and transitive closure of → by →∗.
Deﬁnition 1.38 [operational semantics for RPCF] The map Eval (Deﬁnition
1.3, page 4) can be extended to a partial map over RPCF-programs (which
we still denote by Eval) by the following case for programs M of type I :
Eval(M) := {a ∈ I |M→∗ consaM ′, for some M ′}
Note 2 For a more precise and also comprehensive treatment of Real-PCF,
see [8].
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2 Sequentiality and Parallelism in RPCF
Unlike PCF, RPCF has a parallel operator as a constant, i.e. pif I . By the
time Mart´ın Escardo´ put forward RPCF [8], it was already speculated that
representation-independent real number computation needs parallel operators
( [3,10]). Therefore pifI was included in RPCF right from the beginning. In [8]
Escardo´ shows that all computable elements of type at most 1 in the interval
domain model are deﬁnable in RPCF. Of course, like PCF, there are higher
order objects such as ∃̂ (Deﬁnition 1.23, page 14) not deﬁnable in RPCF. But
by adding a constant ∃ for existential quantiﬁcation, the language becomes
universal for the model, i.e. all computable objects of any order in the interval
domain model are deﬁnable ( [7]).
Though adding parallel operators to the language solves the deﬁnability
problems, they come at a heavy cost, i.e. the issue of eﬃciency in practice.
Therefore we would rather have a more eﬃcient substitute for pif I . We need
to analyze the language and its model more carefully to have a better view of
our choices. One might think of getting rid of any kind of parallelism in the
language. This idea was ruled out by Escardo´, Hofmann and Streicher in [6]
where they proved that even if functions as basic as any continuous extension
of mediation ⊕ : [0, 1]→ [0, 1]→ [0, 1] deﬁned by:
∀x, y ∈ [0, 1] : x ⊕ y := x + y
2
(4)
to the whole interval domain I, are going to be deﬁnable in the language,
then the existence of some parallel mechanism is necessary. Of course this
result crucially depends on some speciﬁc conditions, some of which need not
necessarily hold in an ideal setting. For example, in the interval domain model
— the model in which this result was studied — all functions on real numbers
are extensional at both partial and total real numbers, i.e. for any RPCF-type
σ:
∀f ∈ DI→σ, x ∈ I, y1, y2 ∈ Dσ : f(x) = y1 ∧ f(x) = y2 ⇒ y1=Dσy2
where =Dσ is the equality on Dσ. In practice, we generally do not care whether
such a function is extensional at partial real numbers or not.
While there is a search for more eﬃcient substitutes for pif I one needs to
be assured of the segment of RPCF without pif I being sequential. Let wRCA
denote the set of RPCF-constants with pif I removed:
Deﬁnition 2.1 [wRCA]
wRCA := RCA \ {pifI}
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where RCA is as in Deﬁnition 1.32, page 19.
Deﬁnition 2.2 [weak-RPCF (wRPCF)] By wRPCF we mean the segment
of RPCF built upon the set of constants wRCA (Deﬁnition 2.1). In other
words wRPCF is RPCF without pif I .
Remark 2.3 Note that the set of wRPCF-types is the same as the set of
RPCF-types.
First we need to ﬁx a criterion for sequentiality and test wRPCF against it.
The one we consider in this paper is a generalization of Vuillemin-sequentiality
(Deﬁnition 1.26, page 16) to functions over the interval domain. This way we
will show that the ﬁrst order wRPCF-deﬁnable functions are sequential. 7
Deﬁnition 2.4 [generalized Vuillemin-sequentiality] Suppose
∀j ∈ {0, . . . , n} : Dj ∈ {   ⊥,N⊥, I}
then
f : D1 × · · · ×Dn → D0
is said to beVuillemin-sequential (or simply sequential) at−→x = (x1, . . . , xn) ∈
D1 × · · · ×Dn if either:
1.f(−→z ) = f(−→x ) for all −→z  −→x
or otherwise
2. ∃i ∈ {1, . . . , n} : ∀−→z = (z1, . . . , zn) ∈ D1 × · · · ×Dn :
if −→z  −→x and f(−→z )  f(−→x ) then zi  xi
This i is called a sequentiality index for f at −→x .
f is sequential if it is sequential at all −→x in its domain.
Remark 2.5 Note that by the above deﬁnition, all unary ﬁrst order functions
of the interval domain model are trivially sequential.
Although as discussed before (page 16) Vuillemin-sequentiality cannot be
freely generalized to any domain, our generalization can be made legitimate
on the following accounts:
Intuition : Think of a ﬁrst-order function f of k arguments as a black-box
with k channels of input. The intuition behind sequentiality is that we
want f to be called sequential if at any time and any stage of computation
process, f is “looking at” only one of its arguments. If this argument is
the i-th one we like to call i the index of sequentiality (at this stage in the
7 In [9] we considered another criteria, i.e. conservativity over PCF.
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process). Now if the information from any other channel is increased, it
cannot improve the output of f as f is focusing only on the i-th argument.
Matching the expectations : As we shall see (from Remark 2.6 on page 27
and Lemma 2.8 on page 29) any function with intuitive parallel behaviour
is not Vuillemin-sequential. In particular, constants like pif I or por are not
Vuillemin-sequential.
We prove that any ﬁrst order wRPCF-deﬁnable function is sequential. Our
proof is a generalization of the proof of Theorem 1.31 (page 18) as presented
in [1, Theorem 6.5.4, page 137], which can give a much better idea as to why
we deﬁne the logical relation Sk+1 as in equation (5), page 27. Also, it is worth
mentioning that both proofs are crucially based on the so-called fundamental
lemma of logical relations (Lemma 1.29, page 17).
Let us suppose that for any RPCF-type σ, Dσ is the interpretation of type
σ in the interval domain model (see Deﬁnition 1.35, page 21). Now for any
k ≥ 1, we deﬁne a relation Sok+1 of arity k + 1 over the elements of Do, where
o is a ground type, i.e bool, nat or I :
(x1, . . . , xk, xk+1) ∈ Sok+1 ⇔ ∃j ≤ k : (∀i ≤ k + 1: xj  xi) (5)
We build up logical relations Sk+1 for each k ≥ 1 over these basic cases,
as in Deﬁnition 1.28, page 16. It is pretty easy to show that each Sk+1 is
in fact a wRCA-logical relation. If c is a unary constant in wRCA, then the
Sk+1’s are preserved as a result of RA(c) being monotone (in fact continuous).
If c ∈ {ifbool, ifnat}, then it can be veriﬁed by case analysis over the boolean
argument.
Remark 2.6 It is also worth mentioning that the so-called parallel operators
do not preserve all Sk+1’s. As an example, take p̂or (see Deﬁnition 1.19, page
11) and k = 2. The following ﬁgure can give a better picture of why this is the
case. The ﬁrst two left columns are elements of Sbool3 whereas the rightmost
column, which is the result of applying p̂or over the elements of the ﬁrst two,
is not in Sbool3 :
 ⊥ dpor→ 
⊥  dpor→ 
⊥ ⊥ dpor→ ⊥
The only non-trivial case may be the so-called ﬁx-point operators Yσ.
Remember (Remark 1.36, page 21) that for each wRPCF-type σ there is a
wRPCF-constant Yσ : (σ → σ) → σ, with the denotation Yσ ∈ D(σ→σ)→σ
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deﬁned by:
∀f ∈ Dσ→σ : Yσ(f) = unionsq{f (n)(⊥Dσ) | n ≥ 0} (6)
So, to prove that Yσ preserves all Sk+1’s, we ﬁrst show that the set of Sk+1
invariant elements of any Dσ forms a so-called inclusive predicate. That is, we
have to verify two properties at each type σ:
(i) (⊥Dσ1 , . . . ,⊥Dσk+1) ∈ Sσk+1, where Dσi is the denotation of the type σ in
the model Mi, for each i ∈ {1, . . . , k + 1}.
(ii) If {xi = (xi1, . . . , xik+1) ∈ Sσk+1 | i ∈ N} is an ascending chain in Sσk+1,
then unionsq{xi} ∈ Sσk+1.
We prove this two-fold fact by induction over the type σ:
• If σ is a ground type then (i) holds by the deﬁnition of Sσk+1 at ground
types. To prove (ii), suppose the sequence {xi} is given. For each i ≥ 0,
there exists an index ji ≤ k, such that ∀m ≤ k + 1: xiji  xim, because
xi ∈ Sσk+1 and σ is ground. So, in particular, there must be an index l ≤ k
for which there are inﬁnitely many i’s — e.g. elements of an inﬁnite set
A ⊆ N — with ∀m ≤ k + 1: xil  xim. Hence we have:
∀m ≤ k+1: unionsq{xil | i ∈ N} = unionsq{xil | i ∈ A}  unionsq{xim | i ∈ A} = unionsq{xim | i ∈ N}
which means unionsq{xi | i ∈ N} ∈ Sσk+1.
• If σ = σ1 → σ2 then both (i) and (ii) hold by induction hypothesis on σ2.
Proposition 2.7 For any k ≥ 1, Sk+1 (as deﬁned in (5), page 27) is a C-
logical relation, where C is the set of wRPCF-constants wRCA (Deﬁnition
2.1, page 25).
Proof. It remains to show the proof for the constants Yσ : (σ → σ) → σ.
To prove that Yσ preserves S
σ
k+1, by (6) (page 28) it suﬃces to show three
properties at each type σ:
(i) (⊥Dσ1 , . . . ,⊥Dσk+1) ∈ Sσk+1, where Dσi is the denotation of the type σ in
the model Mi, for each i ∈ {1, . . . , k + 1}.
(ii) If (x1, . . . , xk+1) ∈ Sσk+1 and (F1, . . . , Fk+1) ∈ Sσ→σk+1 , then (F1x1, . . . , Fk+1xk+1) ∈
Sσk+1.
(iii) If {xi = (xi1, . . . , xik+1) ∈ Sσk+1 | i ∈ N} is an ascending chain in Sσk+1,
then unionsq{xi} ∈ Sσk+1.
We have already shown that (i) and (iii) hold at each type σ, and (ii) holds
by deﬁnition of logical relations. 
It is possible to embark on proving the sequentiality of ﬁrst order wRPCF-
deﬁnable function of the interval domain model right now. But perhaps pre-
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senting the relation between Sk+1’s and sequentiality as a separate result would
give a better understanding of why Sk+1’s were chosen in the ﬁrst place:
Lemma 2.8 Let
f : D1 × · · · ×Dn → D0
where
∀j ∈ {0, . . . , n} : Dj ∈ {   ⊥,N⊥, I}
be a ﬁrst order function in the interval domain model of RPCF. Then f is
Vuillemin-sequential if and only if it preserves all Sk+1’s, (k ≥ 1).
Proof.
(⇐) : Suppose f is as in the statement of the theorem, and preserves all
Sk+1’s, (k ≥ 1). We prove that f is Vuillemin-sequential by contradiction:
Suppose f is not Vuillemin-sequential at a point x = (x1, . . . , xn) in its
domain. Deﬁne:
A = {j | 1 ≤ j ≤ n, xj is not maximal}
As A = ∅ 8 , without loss of generality let us suppose A = {1, . . . , k}, k ≤ n.
For any j ∈ A, there must exist an xj = (xj1, . . . , xjn) such that:
(i) xjj = xj
(ii) xji = xi, for all i > k, if any
9 .
(iii) xj  x
(iv) f(xj)  f(x)
Now consider the (k + 1)× n matrix X deﬁned by:
Xi,j =
⎧⎨
⎩
xij if i ≤ k
xj if i = k + 1⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11 x
1
2 . . . x
1
k x
1
k+1 . . . x
1
n
x21 x
2
2 . . . x
2
k x
2
k+1 . . . x
2
n
...
...
...
...
...
xk1 x
k
2 . . . x
k
k x
k
k+1 . . . x
k
n
x1 x2 . . . xk xk+1 . . . xn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
8 In fact A has at least two elements, otherwise f would be vacuously sequential at x.
9 Notice that these are the maximal elements.
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It is easy to see that for any j ≤ n, the j-th column of X is an element of
S
σj
k+1, because:
• If j ≤ k then ∀m ≤ k + 1: Xj,j = xjj = xj  xmj = Xm,j
• If j > k, then X1,j = X2,j = · · · = Xk+1,j
Applying f to all the rows of X results in the vector :⎡
⎢⎢⎢⎢⎢⎢⎣
f(x1)
...
f(xk)
f(x)
⎤
⎥⎥⎥⎥⎥⎥⎦
As f is supposed to preserve Sk+1, for an index i0 ≤ k, f(xi0) is the min-
imum element of the above vector (under ). In particular f(xi0)  f(x).
On the other hand, by (iv) above, we have f(xi0)  f(x), a contradiction.
(⇒) : Assume f is Vuillemin-sequential, and for any i ∈ {1, . . . , n}, a k + 1-
dimensional vector xi = (xi1, . . . , x
i
k+1) is given such that:
∃j ≤ k : ∀m ≤ k + 1: xij  xim
We denote the least such j as j(i). Take i0 ∈ {1, . . . , n} to be an index of
sequentiality for f at (x1j(1), . . . , x
n
j(n)). Then we have:
f(x1j(1), . . . , x
i0
j(i0)
, . . . , xnj(n)) = f(x
1
j(i0), . . . , x
i0
j(i0)
, . . . , xnj(i0))
because
(x1j(1), . . . , x
i0
j(i0)
, . . . , xnj(n))  (x1j(i0), . . . , xi0j(i0), . . . , xnj(i0))
and the two vectors agree on their i0-th components. On the other hand
for any i = i0 we have:
f(x1i , . . . , x
n
i )  f(x1j(1), . . . , xnj(n))
because
(x1i , . . . , x
n
i )  (x1j(1), . . . , xnj(n))
therefore, for all i ≤ k + 1:
f(x1j(i0), . . . , x
n
j(i0)
)  f(x1i , . . . , xni )
which shows that f preserves the logical relation Sk+1 (with j(i0) being the
required index of the minimum element).
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Combining proposition 2.7 (page 28) and Lemma 2.8 (page 29), we obtain
the main result of the paper:
Theorem 2.9 Let
f : D1 × · · · ×Dn → D0
where
∀j ∈ {0, . . . , n} : Dj ∈ {   ⊥,N⊥, I}
be a ﬁrst order wRPCF-deﬁnable function in the interval domain model of
RPCF. Then f is Vuillemin-sequential.
Therefore, by virtue of this theorem, functions like parallel-or are ruled
out from being deﬁnable in wRPCF (see Remark 2.6, page 27).
Although we will show that not all unary ﬁrst order functions of the interval
domain model are deﬁnable in wRPCF (see Lemma 3.9, page 36 and Part 3.1,
page 38), they are Vuillemin-sequential (see Remark 2.5, page 26) and adding
them to the language does not aﬀect the sequentiality:
Corollary 2.10 Let Γ = wRCA + C, where ∀c ∈ C : (c : D1 → D2 is a
computable unary ﬁrst order function, i.e : D1, D2 ∈ {   ⊥,N⊥, I}), and denote
the segment of RPCF built upon the constants in Γ by wRPCF Γ. Then any
ﬁrst order wRPCF Γ-deﬁnable function is Vuillemin-sequential.
Proof. [(Sketch)] For any c ∈ C, c is monotone (because it is computable),
hence preserves Sk+1 for any k. Now Lemma 2.8 (page 29) is applicable. 
Remark 2.11 Generally logical relations are helpful for studying the be-
haviour of (ﬁrst order) functions deﬁnable in extensions of λ-calculus. As
a simple example, one can show that excluding ifbool and ifnat from wRPCF,
leaves us with a language in which all functions are essentially unary. Let
∆ := wRCA \ {ifbool, ifnat}, and wRPCF∆ be the segment of wRPCF built
upon the set of constants ∆. For any k ≥ 1, let Tk+1 be the k + 1-ary logical
relation deﬁned at the ground types o ∈ {bool, nat, I } by:
T ok+1 = {(x1, . . . , xk+1) ∈ (Do)k+1 | ∃j ≤ k : xj = xk+1}
then similar to the proof of the main theorem, it can be shown that wRPCF∆-
deﬁnable functions preserve Tk+1 for any k ≥ 1. The following counter-
example shows how ifnat does not preserve T3, where the ﬁrst three columns
on the left are elements of T3, while the rightmost column — the result of
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applying ifnat to the elements of the ﬁrst three — is not:
tt 0 1
ifnat→ 0
ﬀ 1 0
ifnat→ 0
tt 1 0
ifnat→ 1
Now using this, one can get a model theoretic proof of the following simple
fact:
Let f : D1 × · · · × Dn → D0 (where Dj ∈ {   ⊥,N⊥, I} for all 0 ≤ j ≤ n)
be a ﬁrst order wRPCF∆-deﬁnable function. Then for some i ∈ {1, . . . , n},
there exists a wRPCF∆-deﬁnable fi : Di → D0 such that :
f = fi ◦ πi (πi : D1 × · · · ×Dn → Di projection)
In words, ﬁrst order wRPCF∆-deﬁnable functions are essentially functions
of one argument.
3 Piece-wise aﬃnity
In this section we derive another non-deﬁnability result in a segment of RPCF
which contains wRPCF (Deﬁnition 2.2, page 26) as a sub-segment. For that
we need to clarify some terms and deﬁnitions:
Deﬁnition 3.1 [piece-wise aﬃne] Let −∞ ≤ p ≤ q ≤ +∞ and f : [p, q]→ R.
We say that f is aﬃne if and only if:
∃m,n ∈ R : ∀x ∈ [p, q] : f(x) = mx + n (7)
A continuous function f is said to be piece-wise aﬃne if and only if for
some:
{p0, . . . , pi, pi+1, . . . , pn} ⊆ [p, q]
such that:
p = p0 ≤ · · · ≤ pi ≤ pi+1 ≤ · · · ≤ pn = q
f  [pi, pi+1], i.e. the restriction of f to [pi, pi+1], is aﬃne for all 0 ≤ i ≤ n− 1.
Now take a = [r, s] ∈ I and consider consa acting on the maximal ele-
ments of I, i.e. [0, 1]. By equation (2) (page 22) we have:
∀x ∈ I : consa(x) = (s− r)x + r
therefore by taking:
m := s− r n := r
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in equation (7), we observe that consa acts as an aﬃne (hence trivially piece-
wise aﬃne) function over the maximal elements of I.
Assuming r = s let us take a look at how taila acts over [0, 1]. According
to equation (3) (page 22), and by taking:
(p0 := 0) ≤ (p1 := r) ≤ (p2 := s) ≤ (p3 := 1)
we see that substituting:
(i)
m := 0 n := 0
in equation (7) makes taila aﬃne over [po, p1] = [0, r].
(ii)
m := 1/(s− r) n := 0
in equation (7) makes taila aﬃne over [p1, p2] = [r, s].
(iii)
m := 0 n := 1
in equation (7) makes taila aﬃne over [p2, p3] = [s, 1].
hence taila is piece-wise aﬃne over [0, 1].
Observing the constants consa and taila being interpreted as piece-wise
aﬃne functions over [0, 1], one might guess this property can be preserved
by all wRPCF constructions on the basis that wRPCF is in fact weak when
it comes to deﬁning total functions over real types using deﬁnition by cases.
With a suitable choice of logical relations, we can prove this guess for a lan-
guage slightly more powerful than wRPCF.
Deﬁnition 3.2 [Sierpinski space] We call the ﬂat cpo (
 
,) where:
 
= {⊥,}
∀x, y ∈   : x  y ⇔ (x = y ∨ x = ⊥)
the Sierpinski space. In picture:
⊥

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Deﬁnition 3.3 [ŵpor ] ŵpor :
  ×   →   is deﬁned by:
∀a, b ∈   : ŵpor(a, b) =
⎧⎨
⎩
 if a =  or b = 
⊥ otherwise
Deﬁnition 3.4 [weakly-parallel RPCF (wPR)] The set of wPR-types are gen-
erated by the grammar:
σ ::= S | bool | nat | I | σ → σ
{Dσ} is a collection of domains for wPR if:
DS =
 
Dbool =   ⊥
Dnat = N⊥
DI = I
Dσ→τ = [Dσ → Dτ ]
The set wPRCA of wPR-constants is deﬁned as:
wPRCA := wRCA ∪ { : S, wpor : S → S→ S}
where wRCA is the set of wRPCF-constants as in Deﬁnition 2.1, page 25.
By wPR we mean the extension of wRPCF built upon wPRCA, the imme-
diate reduction rules of which are those of wRPCF extended with the following
rules: ⎧⎨
⎩
wpor  N → 
wpor M  → 
M →M ′
wpor M → wpor M ′
N → N ′
wpor M N → wpor M N ′
and whose denotational semantics is that of wRPCF extended with the fol-
lowing interpretations of the new constants: 10
10 There are new ﬁx-point operators due to the existence of types not-present in wRPCF,
but the formula for their interpretation is the same, so we omit it!
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wpor = ŵpor
 = 
where ŵpor is the function deﬁned in Deﬁnition 3.3, page 34.
Note 3 In the previous deﬁnition (i.e. Deﬁnition 3.4) we mentioned the ba-
sics of wPR, so we leave the exact deﬁnition to the reader, as we believe with
the material presented here, a method similar to that of deﬁning RPCF (Part
1.3) would lead to a complete deﬁnition for wPR in a straightforward manner.
Remark 3.5 wPR as it is cannot be regarded as a segment of RPCF due to
the presence of
 
and the constants that come with it.
For each k ≥ 1, we deﬁne a k-ary logical relation Rk which — to some
extent — carries the meaning of piece-wise aﬃnity on ﬁrst order functions.
When o ∈ {S, bool, nat}, Rok is simply deﬁned as:
∀(x1, . . . , xk) ∈ (Do)k : (x1, . . . , xk) ∈ Rok ⇔ ∃i ≤ k : ∀j ≤ k : xi  xj
To deﬁne Rok when o = I , we should be more cautious as aﬃnity is essen-
tially a concept used for total functions over reals considering their eﬀect on
total real numbers. Bearing that in mind we deﬁne RIk as follows:
Notation 3.6 When x ∈ I, by x and x we mean the left and right end-points
of x respectively. More concisely x = [x, x].
For any −→x = (x1, . . . , xk) ∈ Ik :
−→x ∈ RIk ⇔ P1(−→x ) ∨ (P2a(−→x ) ∧ P2b(−→x ))
where P1, P2a and P2b are deﬁned as follows:
P1(x1, . . . , xk) ⇔ ∃i ∈ {1, . . . , k} : ∀j ∈ {1, . . . , k} : xi  xj
P2a(x1, . . . , xk) ⇔ ∀i ∈ {1, . . . , k − 1} : xi = xi+1
P2b(x1, . . . , xk) ⇔ ∃−→y = (y1, . . . , yk) : (−→y  −→x )
∧ (∀i ≤ k : yi is maximal in I)
∧ [∃d > 0: (∀i ∈ {2, . . . , k − 2} :
If none of xi−1, xi, xi+1, xi+2 is maximal in I then
yi+1 − yi = d)]
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Deﬁnition 3.7 [Rk] Rk is the logical relation generated by the above ground
type cases.
The aim is to show that Rk is C-logical, where C is the set wPRCA. As
before the tricky part is to show that the set of Rk invariant elements of the
ground type I forms an inclusive predicate.
Lemma 3.8 If {xi = (xi1, . . . , xik) ∈ RIk | i ∈ N} is an ascending chain then−→x = (unionsq↑
i∈N
xi) ∈ RIk.
Proof. There are two cases to consider, which might overlap but nevertheless
are exhaustive:
case (a) For an inﬁnite subset N1 ⊆ N of natural numbers, we have ∀i ∈
N1 : P1(xi). In this case for all i ∈ N1 there is an index j(i) ∈ {1, . . . , k}
such that ∀m ∈ {1, . . . , k} : xij(i)  xim. This implies that there is an index
l ∈ {1, . . . , k} for which there are inﬁnitely many i’s with j(i) = l. As
{xi | i ∈ N} is ascending we have:
∀m ∈ {1, . . . , k} : unionsq↑{xil | i ∈ N}  unionsq↑{xim | i ∈ N}
So P1(unionsq↑{xi | i ∈ N}).
case (b) ∃n0 ∈ N : ∀i ≥ n0 : P2a(xi) ∧ P2b(xi). In this case for any i ≥ n0,
there is a vector yi = (yi1, . . . , y
i
k) and a real number di > 0 that make
P2b(x
i) true. Now take −→x = (x1, . . . , xk) := unionsq{xi}. As {xi} is ascending
and for each i ≥ no : P2a(xi), we have:
∀j ∈ {2, . . . , k − 1}, ∀i ≥ n0 : xj = xij
therefore, for arbitrary y1 ∈ x1 and yk ∈ xk the vector:
(y1, y
n0
2 , . . . , y
n0
k−1, yk)
and dn0 will make P2b(
−→x ) true. To ﬁnish we notice that :
∀j ≤ k − 1: xj = xn0j = xn0j+1 = xj+1
hence P2a(
−→x ).

Lemma 3.9 Rk as deﬁned in Deﬁnition 3.7 is C-logical, where C is the set
of wPR constants wPRCA.
Proof. We check out the more interesting constants:
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(i) c ∈ C is the constant taila : I → I for some non-maximal a ∈ I and
(x1, . . . , xk) ∈ RIk. There are two cases:
(a) P1(x1, . . . , xk): then as taila is monotone we have
P1(taila(x1), . . . , taila(xk))
(b) P2a(x1, . . . , xk)∧P2b(x1, . . . , xk) : Assume a = [a, a] and that a ∈ xi1 ,
a ∈ xi2 for some 1 ≤ i1 ≤ i2 ≤ k (other cases are more or less similar).
In this case we have:
∀j < i1 : taila(xj) = [0, 0]
∀j > i2 : taila(xj) = [1, 1]
If −→y = (y1, . . . , yk) and d make P2b(x1, . . . , xk) true, then
(0, . . . , 0
↑
i1
, taila(yi1+1), . . . , taila(yi2−1), 1↑
i2
, . . . , 1)
and d
a−a will make P2b(taila(x1), . . . , taila(xk)) true (see equation (3),
page 22). P2a(taila(x1), . . . , taila(xk)) holds trivially.
(ii) c ∈ C is the constant headr : I → bool for some r ∈ Q ∩ (0, 1) :
Let −→x = (x1, . . . , xk) ∈ RIk and consider the two cases:
(a) P1(x1, . . . , xk): then as headr is monotone we have
P1(headr(x1), . . . , headr(xk))
(b) P2a(x1, . . . , xk) ∧ P2b(x1, . . . , xk) : There are three cases:
• xk < r: in this case
(headr(x1), . . . , headr(xk)) = (tt , . . . , tt) ∈ Rboolk
• r < x1: we have
(headr(x1), . . . , headr(xk)) = (ﬀ , . . . ,ﬀ ) ∈ Rboolk
• ∃i ≤ k : r ∈ xi: in this case headr(xi) = ⊥ so ∀j ≤ k : headr(xi) 
headr(xj) which implies
(headr(x1), . . . , headr(xk)) ∈ Rboolk
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(iii) c ∈ C is a ﬁx point constant Yσ : Using Lemma 3.8, page 36 the proof
in this case is by induction over σ as was done before in proposition 2.7,
page 28 for Sk+1’s.
(iv) c ∈ C is any other constant : These are straightforward and left to the
reader.

3.1 Discussion
There are certain issues to be addressed regarding Lemma 3.9. The logical
relations Rk do not by any means characterize piecewise aﬃnity, as functions
such as neg : I → I:
neg([r, s]) := [1− s, 1− r]
which are obviously aﬃne do not preserve all Rk’s. On the other hand, non-
aﬃne functions are highly unlikely to preserve all Rk’s. Take f : I → I deﬁned
by:
f([r, s]) := [r2, s2]
and consider:
−→a = (a1, . . . , a20) ∈ RI20
where
∀1 ≤ i ≤ 20: ai = [(i− 1)/20, i/20]
Under f , this element of RI20 is sent to:
−→
b = (b1, . . . , b20)
where
∀1 ≤ i ≤ 20: bi = [(i− 1)2/400, i2/400]
Claim 3.10
−→
b = (b1, . . . , b20) /∈ RI20
Proof. Take any arbitrary −→y = (y1, . . . , y20) such that:
(i) yi’s are maximal in I (1 ≤ i ≤ 20)
(ii)
−→
b ≤ −→y
Then we have:
(i) y3 − y2 ≤ 8/400
(ii) max{y19 − y18, y18 − y17} > 17/400
therefore it is impossible to ﬁnd any −→y and d > 0 such that P2b(−→b ). 
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Although we picked a special case, it suggests a uniform approach to show-
ing non-aﬃne functions not preserving some Rk, which is part of the future
work (see Part 4. page 39).
Remark 3.11 None of the following constants:
por : bool× bool→ bool
pifbool : bool× bool× bool→ bool
pifnat : bool× nat× nat → nat
pifI : bool× I × I → I
preserves all the logical relations Rk. Take pifI for example. In the following
ﬁgure, the left three columns are elements of R3, whereas the rightmost column
— the result of applying pifI over the elements of the ﬁrst three — is not:
tt [0, 1/3] [0, 1/4]
pifI→ [0, 1/3]
⊥ [1/3, 2/3] [1/4, 3/4] pifI→ [1/4, 3/4]
tt [2/3, 1] [3/4, 1]
pifI→ [2/3, 1]
hence none of them is deﬁnable in wPR. As a minor result, we have another
conﬁrmation of the fact that wpor is strictly weaker than por.
Remark 3.12 Take wRPCF+, the extension of wRPCF with a constant
+: I → I → I , interpreted as the maximal continuous extension of the medi-
ation operator (equation (4), page 25). Escardo´, Hofmann and Streicher in [6]
show that wpor is wRPCF+-deﬁnable. On the other hand, it is easy to show
that wRPCF+-deﬁnable functions preserve all Rk’s, which proves that none of
the four parallel operations mentioned in Remark 3.11 is wRPCF+-deﬁnable.
4 Summary of the results and possible future investi-
gations
The results of this paper have a general non-deﬁnability ﬂavour, in the sense
that we have presented criteria against which functions can be tested to see if
they are not deﬁnable in certain segments of RPCF. Theorem 2.9 (page 31)
assures us that pifI is the only source of parallelism in RPCF. The logical
relations Sk presented in equation (5), page 27 might give an inspiration as
to how to characterize the logical relations preserved by wRPCF terms, i.e. a
result similar to that of Sieber’s for PCF (see [1, Exercise 6.5.3, page 136]).
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Also we have shown that wRPCF-deﬁnable functions are piecewise aﬃne (
Deﬁnition 3.1, page 32), though our result is slightly more powerful. Of course
the language we studied is really weak so it does not come as a surprise that
the functions deﬁnable in that language are so limited, one witness being their
piecewise aﬃnity. The logical relations Rk we presented (Deﬁnition 3.7, page
36) by themselves do not characterize piecewise aﬃnity. But as we discussed
in Part 3.1, page 38, the whole framework could give an inspiration for further
studies, specially of the following problem:
Problem 4.1 Having Rk’s as deﬁned in Deﬁnition 3.7, page 36, how can we
characterize piecewise aﬃnity?
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