We study in the framework of Orlicz Sobolev spaces W 1 0 L M (Ω), the existence of entropic solutions to the nonlinear elliptic problems: − div a(x, u, ∇u) + div φ(u) = f in Ω, for the case where the second member of the equation f ∈ L 1 (Ω), and φ ∈ (C 0 (R)) N .
Introduction
Let Ω be a bounded open subset of R N and let A(u) = − div a(x, u, ∇u) be a Leray-Lions operator defined on W 1,p 0 (Ω), 1 < p < ∞. We consider the nonlinear elliptic problem − div a(x, u, ∇u) = f − div φ (u) inΩ,
where
Note that no growth hypothesis is assumed on the function φ, which implies that the term div φ(u) may be meaningless, even as a distribution. The notion of entropy solution, used in [8] , allows us to give a meaning to a possible solution of (1.1).
In fact Boccardo proved in [8] , for p such that 2 − 1/N < p < N, the existence and regularity of an entropy solution u of problem (1.1) , that is, For the case φ = 0 and f is a bounded measure, Bénilan et al. proved in [3] the existence and uniqueness of entropy solutions. We mention as a parallel development, the work of Lions and Murat [14] who consider similar problems in the context of the renormalized solutions introduced by Diperna and Lions [10] for the study of the Boltzmann equations. They can prove existence and uniqueness of renormalized solution.
The functional setting in these works is that of the usual Sobolev space W 1,p . Accordingly, the function a is supposed to satisfy polynomial growth conditions with respect to u and its derivatives ∇u. When trying to generalize the growth condition on a, one is led to replace It is our purpose, in this paper, to prove the existence of entropy solution for problem (1.1) in the setting of the Orlicz Sobolev space W For some existence results for strongly nonlinear elliptic equations in Orlicz spaces [4, 5, 6 ].
Preliminaries

Let
Equivalently, M admits the representation M(t) = t 0 a(τ) dτ, where a : R + → R + is nondecreasing, right continuous, with a(0) = 0, a(t) > 0 for t > 0 and a(t) → ∞ as t → ∞.
In the following, we assume, for convenience, that all N-functions are twice continuously differentiable, see Benkirane and Gossez [7] .
The N-functionM conjugate to M is defined byM(t) = t 0ā (τ) dτ, wherē a : R + → R + is given byā(t) = sup{s : a(s) ≤ t}, see [1, 13] .
The N-function M is said to satisfy the ∆ 2 -condition (resp., near infinity) if for some k and for every t ≥ 0,
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Let M and P be two N-functions. The notation P M means that P grows essentially less rapidly than M, that is, for each > 0, P(t)/M( t) → 0 as t → ∞. This is the case if and only if lim t→∞ M −1 (t)/P −1 (t) = 0. We will extend all Nfunctions into even functions on all R.
2.2.
Let Ω be an open subset of R N . The Orlicz class K M (Ω) (resp., the Orlicz space L M (Ω)) is defined as the set of (equivalence classes of) real-valued measurable functions u on Ω such that
and 
If M satisfies the ∆ 2 -condition, then the modular convergence coincide with the norm convergence.
The
is the space of all functions u such that u and its distributional derivatives up to order one lie in L M (Ω) (resp., E M (Ω)). It is a Banach space under the norm 
Entropy solutions in Orlicz spaces
We say that u n converges to u for the modular convergence in
This implies the convergence σ( L M , LM). 
Let
W −1 LM(Ω) (resp., W −1 EM(Ω)) denote
2.5.
We recall the following lemmas.
Lemma 2.1 (see [5] 
(2.8)
Lemma 2.3 (see [11] ). Let Ω have the segment property.
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Definition 2.4. Let M be an N-function, and define the following set:
(2.10)
Remark 2.5. Let M(t) = t p and Q(t) = t q , then the condition Q ∈ Ꮽ M is equivalent to the following conditions:
Remark 2.6. We can give some examples of N-functions M for which the set Ꮽ M is not empty. Here, the N-functions M are defined only at infinity.
(1) For M(t) = t 2 log t and Q(t) = t log t, we have H(t) = t log t and H −1 (t) = t(log t) −1 at infinity, see [13] . Then the N-function Q belongs to
2 t at infinity and Q(t) = t log 2 t, we have H(t) = t log 2 t and H −1 (t) = t(log t) −2 at infinity, see [13] . Then the N-function Q belongs to Ꮽ M .
Definition and existence of entropy solutions
Let Ω be a bounded open subset of R N with the segment property. Let M, P be two N-functions such that P M.
Carathéodory function satisfying for a.e. x ∈ Ω and all t ∈ R, ξ,ξ with ξ =ξ,
and φ = (φ 1 ,...,φ N ) satisfies
As in [8] , we define the following notion of an entropy solution, which gives a meaning to a possible solution of (1.1). 
We cannot use the solution u as a test function in (1.1), because u does not belong to W 
because both belong to W 
Proof of Lemma 3.2. It is sufficient to use an approximation of u.
We recall the following lemma (see [15, Lemma 2] ).
where C is the function defined as
The function C N is the measure of the unit ball of R N , and µ(t) = meas{|u| > t}. 1)N/N −1) ). In fact, by Theorem 3.5,
Proof of Theorem 3. 5 Step 1. Define, for each n > 0, the approximations
Consider the nonlinear elliptic problem
From Gossez and Mustonen [12, Proposition 1, Remark 2], problem (3.13) has at least one solution.
Step 2. We will prove that (
Let ϕ be the truncation defined, for each t, h > 0, by
We claim now that
where 
We prove the following inequality, which allows us to obtain the boundedness
where H(r) = M(r)/r and H
By Lemma 3.3 we have, with µ n (t) = meas{|u n | > t},
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which gives
, D is then convex, and the Jensen's inequality gives
which gives (3.22). By (3.21) and (3.22) and since the function
is absolutely continuous (see [15] ), we have
Entropy solutions in Orlicz spaces which implies that (∇u
Passing to a subsequence if necessary, we can assume that
Step 3. We prove that
which proves the claim.
On the other hand, (3.33) can be written as
Step 4. We will prove that ∇u n → ∇u a.e. in Ω. Let λ > 0, > 0. For B > 1, k > 0, we consider as in [9] for n, m ∈ N,
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(3.39)
Then meas E 1 ≤ for B sufficiently large enough, independently of n, m. Thus we fix B in order to have
Now we claim that meas E 3 ≤ for n and m large. Let C 1 be such that u n 1 ≤ C 1 and ∇u n 1 ≤ C 1 . As in [9] , the assumption (3.2) gives the existence of a measurable function γ(x) such that
Using the test function T k (u n − u m ) in (3.13) and integrating on E 3 , we obtain
with
(3.44)
Let n 0 ≥ B, then for n, m ≥ n 0 we have T n (u n ) = u n and T m (u m ) = u m on E 3 , which implies that the first and the third integral of the last inequality vanish. The second integral of (3.42) is bounded for n, m ≥ n 0 by
For a.e. x ∈ Ω and 1 > 0 there exist
We use now the continuity of φ, to obtain for a.e. x ∈ Ω and 2 > 0,
(3.48)
By using for the first integral the definition of E 3 and condition (3.1), for the second integral the definition of E 3 and (3.46), for the fourth integral the definition of E 3 and |φ(u n )| ≤ C(B) (since |u n | ≤ B and φ continuous), and for the last integral the definition of E 3 and (3.47), we obtain
(3.49)
We have meas{x ∈ Ω : η(x) < k} → 0 when k → 0, and meas{x ∈ Ω : η 1 (x) < k} → 0 when k → 0. Let > 0 and let δ be the real, in Lemma 3.4, corresponding to , we choose 1 , 2 such that
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and k such that
(3.51)
Then E 3 γ(x) dx < δ and Lemma 3.4 implies that
This completes the proof of the claim. Let the last k be fixed, u n a Cauchy sequence in measure, we choose n 1 such that
and ∇u n → ∇u in measure, consequently
Step 5.
. From Lemma 2.3, there exists a sequence (ϕ j ) ∈ Ᏸ(Ω) such that ϕ j converges to ϕ for the modular convergence in
where we have used Fatou lemma for the first integral, and for the second the convergences
we have used the convergences
where we have used Fatou lemma for the first integral, and for the second the 
On the other hand, since
(3.65)
Since f ∈ L 1 (Ω) and 
