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Abstrak 
 
Sasaran penyelidikan ini ialah untuk mengenalpasti dan mencadangkan satu 
kerangka penyenggaraan jangkaan baharu yang boleh digunapakai dalam 
menghasilkan satu model ramalan untuk ragam sifat-sifat bahan pemprosesan. Data 
kadar produksi sebenar yang diperoleh daripada Fuji Electric Malaysia telah 
digunapakai dalam penyelidikan ini. Penyelidikan ini menggunakan kaedah yang 
telah diubahsuai daripada konsep prapemprosesan data dan kaedah klasifikasi yang 
sedia ada. Elemen-elemen kerangka cadangan ialah; membina satu kaedah untuk 
mengkorelasikan kecacatan bahan pemprosesan, membina satu kaedah untuk 
mewakili ciri atribut data, menganalisis pelbagai nisbah dan jenis persampelan 
semula, menganalisis kesan pengurangan dimensi data pada pelbagai saiz data, saiz 
pembahagian data dan juga skema algoritma terhadap prestasi ramalan. Hasil 
eksperimen mencadangkan bahawa taburan kebarangkalian kelas untuk model 
ramalan perlu hampir pada data latihan. Sekitaran kelas data seimbang membolehkan 
skema algoritma menemukan fungsi F yang lebih baik daripada ruang Fall yang lebih 
besar di dalam ruangan ciri berdimensi tinggi, dan precision dan recall tampak 
meningkat secara berkadar terus dengan saiz persampelan dan pembahagian data jika 
nisbah taburan kelas adalah seimbang. Hasil kajian perbandingan yang telah 
dijalankan juga menunjukkan kaedah yang dicadangkan berprestasi lebih baik. 
Penyelidikan ini telah dijalankan berdasarkan pada jumlah set data, set data ujian dan 
pembolehubah yang terhad. Oleh itu, hasil yang diperolehi hanyalah boleh 
digunapakai pada domain kajian dengan set data yang dikumpul. Penyelidikan ini 
telah memperkenalkan satu kerangka penyenggaraan jangkaan baharu yang boleh 
digunapakai oleh industri pembuatan dalam menghasilkan satu model ramalan 
berdasarkan pada ragam sifat-sifat bahan pemprosesan. Dengan ini, ia membolehkan 
industri pembuatan menjalankan aktiviti-aktiviti penyelengaraan jangkaan tidak 
hanya untuk alatan sahaja tetapi untuk bahan-bahan pemprosesan juga. Sumbangan 
utama penyelidikan ini ialah garis panduan yang terdiri daripada langkah-langkah 
kaedah/pendekatan dalam menghasilkan satu model ramalan untuk bahan-bahan 
pemprosesan.  
 
Kata kunci: Penyelenggaraan rangka kerja ramalan, Ketidakseimbangan klasifikasi 
set data, Pensampelan semula data, Prapemprosesan data, Rangka kerja ramalan. 
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Abstract 
 
The purpose of this research is to seek and propose a new predictive maintenance 
framework which can be used to generate a prediction model for deterioration of 
process materials. Real yield data which was obtained from Fuji Electric Malaysia 
has been used in this research. The existing data pre-processing and classification 
methodologies have been adapted in this research. Properties of the proposed 
framework include; developing an approach to correlate materials defects, 
developing an approach to represent data attributes features, analyzing various ratio 
and types of data re-sampling, analyzing the impact of data dimension reduction for 
various data size, and partitioning data size and algorithmic schemes against the 
prediction performance. Experimental results suggested that the class probability 
distribution function of a prediction model has to be closer to a training dataset; less 
skewed environment enable learning schemes to discover better function F in a 
bigger Fall space within a higher dimensional feature space, data sampling and 
partition size is appear to proportionally improve the precision and recall if class 
distribution ratios are balanced. A comparative study was also conducted and 
showed that the proposed approaches have performed better. This research was 
conducted based on limited number of datasets, test sets and variables.  Thus, the 
obtained results are applicable only to the study domain with selected datasets. This 
research has introduced a new predictive maintenance framework which can be used 
in manufacturing industries to generate a prediction model based on the deterioration 
of process materials. Consequently, this may allow manufactures to conduct 
predictive maintenance not only for equipments but also process materials. The 
major contribution of this research is a step by step guideline which consists of 
methods/approaches in generating a prediction for process materials.   
 
 
Keywords: Predictive maintenance framework, Imbalanced dataset classification, 
Data re-sampling, Data pre-processing, Predictive framework 
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1 
CHAPTER ONE 
INTRODUCTION 
1.1 Research Background 
Technology based manufacturers such as hard disk media and semiconductor have 
been putting efforts to reduce an operation cost in manufacturing process (Gardner & 
Bieker, 2000; Halevi, 2006). For instance, hard disk media manufacturers are facing 
challenges to produce higher densities disk media with a cheaper operation cost 
(Ricker, 2007). In line with this fact, the trend of implementing predictive 
maintenance has become one of an important option for manufacturers to increase 
their business competitiveness (Yang, Djurdjanovic, & Ni, 2007; Zhou, et al., 2005; 
Zeng, et al., 2006; Lin & Tseng, 2005). This has led to a need of predictive 
maintenance framework. 
 
Various efforts have being done by many researchers to produce prediction models 
(Tse P. W., 2002; Zhou, et al., 2005; Sodiya, 2005; Himmel, Kim, Krauss, Kamen, 
& May, 1995; Choi & Kim, 1999; Kim, et al., 2000; Dupret & Kielbasa, 2004; 
Rietman, 1997; Hughes, Murray, Kreutz D., & Elkan, 2002; Pinheiro, Weber, & 
Barroso, 2007). However, most of the mentioned researchers have focused on issues 
such as vibration, temperature or other machine health nature of data analysis that 
are logged from equipments to produce prediction model. These models have been 
developed using two approaches, learning from equipments’ mechanism behaviours 
and process parameters. The former approach is intended to predict equipment 
failures, and the latter is to determine optimal process settings. In the context of 
The contents of 
the thesis is for 
internal user 
only 
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