The eigenvector is p(1) = -2V > d 2 ) = -which satisfies 2u p ( k ) = 1 as it must and
In multiresolution analysis, a crucial role is played by periodic k functions m,( {) satisfying the Smith-Barnwell conditions
which has no zeros except when U = 0. For U < 0, we see that 
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given by (3, as well as other improvements. From the results a) and b), it readily follows that any nonnegative scaling function p ( t ) with orthogonal integer translates is of the form x [~,~+~) .
Note that this type of functions is not continuous.
DERIVATIONS
We shall present in this section proofs of somewhat more detailed 
when p(t) 2 0 everywhere. For the proof of Proposition lb) we just note that the iteration scheme q r ( t ) = 2;C,hnq,(2t-n ) , t E R ; I = 1 , 2 ; . -, (2.2a) Theorem 11. Only the second half of the next result is needed for this note; we include the first half because we consider it an interesting result in its own right. Since all a, 2 0, it follows that only one term in either series in (2.6) can be unequal to zero. This proves the result.
Note: Proposition 2 shows that the nonnegative requirement on the Fourier coefficients is very restrictive: requiring (1. la) and (l.lb) for { = 0 only already implies the Smith-Barnwell inequality (2.3). Under this nonnegativity condition it can also be shown that validity of (l.la) and (1. lb) for { = 0 and for a { E R with {/ a $ Q implies validity of (1.1 b) for all {.
We finally prove the claim made at the end of Section I1 on the special form of nonnegative scaling functions. It follows from Propositions 1 and 2 that such a function cp(t) satisfies (1.2) with h, = h , = 2-'/' for exactly one even p and one odd q while all 
I. INTRODUCTION
An important innovation in the area of signal processing in the recent past has been the realization that conventional Fourier analysis techniques do not offer the ease of interpretation that is desired when wide-band signals are considered. Indeed conventionally, wide-band analysis techniques have been limited to the time domain, with the fundamental processing techniques being those based essentially around correlation methods. Recently, the use of time-scale decompositions or wavelet transforms has attracted much attention. The success of these methods when applied in seismic and acoustic applications [ 11 -131 has provided strong motivation for signal analysts to regard wavelet methods to be of more than purely mathematical interest. The analysis of transient phenomena is one area that has benefited from decomposing the signal into time shifted and scaled basis functions since such methods yield superior resolution at high frequencies. The higher frequency components contain much important information about the signal which can be used for detection and classification purposes.
One important wideband signal representation has been part of the radar and sonar knowledge for some time, namely the wide-band ambiguity function (WBAF). This function (of scale and delay) represents the (ideal) output of a matched filter correlator receiver. The target motion introduces a time compression, whilst the distance from the target to the transmitter introduces a time delay. The WBAF is peaked in the delay-scale domain at the point corresponding to the target motion and distance. were examined and bandwidth constraints were able to be included. This correspondence rigourises the method and considers the constrained WBAF synthesis procedure in a more detailed manner.
In the narrow-band case, the AF is closely related (via two-dimensional Fourier transform) to another bilinear signal form, namely the Wigner distribution (WD). The WD possesses several important properties for signal analysis, in particular its invariance to time and frequency shifts, and its ability to illustrate some frequency modulation information in an effective manner. The WD forms the basis for a wider range of techniques loosely referred to as time-frequency distribution (TFD) methods. A good review of these methods is given in [16]. Since the WD can illustrate signal information which is not evident in the time or frequency domains alone, it permits more general signal processing operations to be performed by modifications of the signal's WD. These modification operations can include masking out undesirable components and noise, amplitude clipping and linear filtering operations. All these operations are examples of constraints on the resulting function of time and frequency that are also closed convex sets. In order to recover an "enhanced" version of the original signal, the closest WD to the modified WD (which will in general no longer be a WD) needs to be found. The solution to this constrained least squares approximation problem may be found using the same methods as presented in [ 111. In recent years, some consideration has been given to the determination of analogous signal distributions which represent wide-band signals effectively. As in the general TFD case, these distributions 
