The approach to the consideration of the ordinary differential equations with distributions in the classical space D ′ of distributions with continuous test functions has certain insufficiencies: the notations are incorrect from the point of view of distribution theory, the right-hand side has to satisfy the restrictive conditions of equality type. In the present paper we consider an initial value problem for the ordinary differential equation with distributions in the space of distributions with dynamic test functions T ′ , where the continuous operation of multiplication of distributions by discontinuous functions is defined [DK06], and show that this approach does not have the aforementioned insufficiencies. We provide the sufficient conditions for viability of solutions of the ordinary differential equations with distributions (a generalization of Nagumo Theorem), and show that the consideration of the distributional (impulse) controls in the problem for avoidance of encounters with the set (the maximal viability time problem) allows us to provide the existence of solution, which may not exist for the ordinary controls.
Introduction
In the end of the nineteenth century K. Weierstrass pointed out the existence of certain problems of calculus of variations where the minimum can not be achieved on any smooth function, and the minimizing sequence converges to a discontinuous function (e.g., Goldschmidt solution of the surface of revolution area minimization problem [Akh62] ). As it was further observed, the existence of the discontinuous solutions is not a special, but a general situation for a large class of problems of optimal control theory (viewed as generalizations of the problems of calculus of variations [Cla83] ) with one-sided phase constraints on control [War65, Kra68] . The necessity of extension of these problems in order to provide the existence of solution leads to ordinary differential equations with distributions or, equivalently, ordinary differential equations with measures [AJP03, ADP05, SV97, SZ97, Mil93] .
Example 1 ( [DS03] ). The ordinary differential equation with distributions arises in the following optimal control theory problem
where x is the coordinate of the space shuttle, v is the current charge of fuel, J determines the total charge of fuel. Problem (1) does not have a solution among the pairs (v, x) of summable controls v and absolutely-continuous x, and the minimizing sequences converge to the elements (2) v * = 1 2 δ 0 , x * (t) = 0, t < 0, e t−1 , t > 0, where δ 0 is the delta-function concentrated at point t = 0.
Let us consider the following ordinary differential equation
where v is a distribution, which was studied, in particular, in [SV97, SZ97, BR94, AJP03, ADP05, DS03, Mil93] , in the classical space of distributions with continuous test functions D ′ [Shi84] . Since v ∈ D ′ can be represented as the limit of a sequence of ordinary functions {v k } ∞ k=1 ⊂ L loc , the solution of (3) can be viewed as the limit (4)
where x k ∈ AC loc is the solution of the ordinary differential equation
so, the solution of (3) is a function of locally bounded variation, in general case discontinuous [SV97, SZ97, BR94, AJP03, ADP05, DS03, Mil93] . However, the consideration of the equation (3) in the space D ′ leads to certain problems. Namely, notations in (3) are incorrect from the point of view of distribution theory, since (3) contains the product of a discontinuous function g ·, x(·) and a distribution v ∈ D ′ , which is undefined in D ′ .
Further, let n be the dimension of the system (3). If n ≥ 2, then the solution (4) is invariant on the choice of {v k } ∞ k=1 if and only if the condition of equality type (Frobenius condition) for the right-hand side of (3) is satisfied [Mil93] . However, this condition can not be satisfied for a large class of problems of optimal control theory, e.g., see [BR94, Mil93] . The approach to consideration of the sequence {v k } ∞ k=1 as the part of the system (3) is not new (e.g., see [BR94, Mil93] ), however, it was not studied from the point of view of distribution theory, since the choice of a particular sequence {v k } ∞ k=1 is not motivated by any properties of the space D ′ . Let us note that since D ′ is isomorphic to the space of Borel measures [Shi84] on R, the problems described above can be reformulated for the ordinary differential equations with measures.
The insufficiencies described above are due to the absence in D ′ of the continuous operation of multiplication of distributions by discontinuous functions. In the present paper we overcome the aforementioned insufficiencies by consideration of the ordinary differential equation with distributions (3) in the space of distributions with dynamic test functions T ′ [DK06] , where the continuous operation of multiplication by discontinuous functions is defined (see the discussion on the problem of multiplication of distributions by discontinuous functions in the classical space D ′ and in other approached, in particular, in the Colombeau generalized functions algebra [Col85, CLNP89, HO97] therein).
Also, we study the property of viability of solutions of the ordinary differential equations with distributions in T ′ . The notion of a viable solution was introduced by J.-P. Aubin [AC84, Aub91] for the following ordinary differential equation
where f is continuous in t ∈ I and locally Lipschitz in x ∈ R n . Let M ⊂ R n be a closed subset, t 0 ∈ I, Ω = (t 0 , T ) ⊂ I is an open interval, in general case unbounded. Following [AC84] , we give the next definition. D e f i n i t i o n 1. A solution of (6) such that x(t 0 ) ∈ M and (7)
x(t) ∈ M for all t ∈ Ω is said to be viable in M (on Ω). The set M is said to have the property of viability (on Ω) for (6), if any solution of (6) such that
The property of viability is closely related to the problems of existence of equilibria, construction of nonsmooth Liapunov functionals, and the problems of optimal control theory [Aub90], in particular, the problem of construction of the admissible control v * ∈ V for a controlled system
such that for v = v * the solution of (8) is viable in M on Ω = (t 0 , T * ), where T * = max v∈V T (the problem for avoidance of encounters with the set R n \ M , or the maximal viability time problem [Faz97] ).
For the ordinary differential equations the sufficient condition for the set M to have the property of viability (the necessary and sufficient condition in the autonomous case) was given in [Nag42] . D e f i n i t i o n 2 ([AC84]). Let ρ M : R n → R be the distance function, ρ M (x) . = min c∈M {|x − c|}. The set
is called the contingent cone to the set M at the point x ∈ R n .
Theorem 1 (Nagumo Theorem). Let M ⊂ R n be closed. If
for all t ∈ Ω, x ∈ ∂M , where ∂M is the boundary of M , then M has the property of viability for (6) on Ω.
If the system (6) is autonomous, then (10) is a necessary and sufficient condition for M to have the property of viability for (6) (on Ω). After the ordinary differential equations, the conditions for viability were obtained for the differential inclusions [AC84, Aub01], stochastic differential equations [AD95, AD03], differential equations and differential inclusions with aftereffect [Had84, Bar03] . In the present paper we consider the property of viability for the systems with distributions
and provide the sufficient condition for a closed set M which is given by the analytic constraints
where η i : R n → R are continuously differentiable functions (1 ≤ i ≤ m), to have the property of viability for the system (11) (a generalization of Nagumo Theorem). The consideration of the property of viability for the system (11) is motivated by the problem for avoidance of encounters with the set R n \ M . Namely, the problem for avoidance of encounters may have no solution for the system with the ordinary controls
which might be viewed as the restriction of the system (11) to the set of regular controls v, and have solution for the extended system (11), i.e., when control is allowed to be distributional (impulse). Furthermore, the optimal solution of (11) has the natural interpretation as the limit of a sequence of solutions of (13). Also, let us mention that the consideration of the property of viability for the system (11) in the space T ′ allows us to consider the trajectory at the moment of discontinuity (i.e., at the moment of the concentration of the delta-function at v), which is important for the definition of the property of viability.
1.1. Notations. Let I = (a, b) ⊂ R be an open interval, in general unbounded. We denote by R n and R n×n the spaces of the vectors and the square matrices of order n ∈ N, respectively, with the elements from R, endowed with the max-norms | · |. Further (·, ·) ∈ R stands for the inner product, ·, · ∈ R n stands for the componentwise product in R n . For any p, q ∈ R n we have | p, q | ≤ |p||q|. In what follows, we denote by ֒→ the embedding, i.e., the map preserving the linear and the topological structure.
LetĜ be the algebra of bounded functions g : I → R possessing the one-sided limits
for all t ∈ I. We identify the elements ofĜ having the same one-sided limits, and denote the algebra of functions (i.e., the equivalence classes of such functions) obtained by G = G(I). We define a norm
so G is a Banach algebra [Der02] . Following [Die69] , we call the elements of G the regulated functions. Let T (g) . = {t ∈ I : σ τ (g) . = g(τ +) − g(τ −) = 0} be set of points of discontinuity of a regulated function g ∈ G.
Lemma 1 ([Der02]). Let g ∈ G. Then T (g) is at most countable.
Given g ∈ G let us consider a partition d = {τ i } n i=1 , a < τ 1 < · · · < τ n < b. We define
(the total variation). If var I (g) < ∞, then we call g the function of bounded variation. We denote the algebra of functions of bounded variation by BV = BV(I). We define
so BV is the Banach algebra.
Let C = C(I) be the subalgebra of the continuous elements of G. Clearly, C consists of the bouned continuous functions on I.
Let CBV be the subalgebra of continuous elements of BV. If g ∈ BV, then we denote by g c ∈ CBV the continuous part of g [Der02] .
We denote by L = L(I) the Banach algebra of functions which are Lebesgue summable on I. Let us denote by AC = AC(I) the Banach algebra of functions which are absolutely continuous on I. By AC loc and L loc we denote the algebras of locally absolutely continuous functions and locally summable functions, respectively [DS62] . We denote by BV loc and CBV loc the algebras of functions of locally bounded variation.
Let us denote by F = F(I) the algebra of functions I → R. We call the elements of F the ordinary functions.
The definitions given above can be transferred without significant changes to the case of the finite closed interval. We denote the set of dynamic functions by dF = dF(I), and define in dF the pointwise operations of addition, multiplication by the element of R and multiplication, so dF form an algebra.
Distributions
For a given f ∈ dF we call f (t)(·) a dynamic value of f at t. If f (t)(·) is identically equal to a constant, then we call f (t)(·) an ordinary value, and denote it by f (t).
We define the embedding F ֒→ dF as follows. For a givenf ∈ F we associate f ∈ dF such that f (t)(·) ≡f (t) for all t ∈ I.
Let us denote
For a given dynamic function f ∈ dF and an ordinary function g ∈ F we define the composition g • f ∈ dF by the formula
for all t ∈ I. Let us define the support of a dynamic function f ∈ dF by
A dynamic function f ∈ dF is said to be bounded on K ⊂ I, if sup K |f | < ∞. A dynamic function f ∈ dF is said to be nonnegative on K (denote f ≥ 0 on K), if inf K f ≥ 0 (analogously define a nonpositive dynamic function). A constant c ∈ R is called the right-sided limit of f at τ ∈ I (denote f (τ +) = c), if for any ε > 0 there exists η > 0 such that sup t∈(τ,τ +η) |f − c| ≤ ε (analogously define the left-sided limit at τ ∈ I = (a, b), and the one-sided limits at points a, b). A dynamic function f ∈ dF is said to be continuous at τ ∈ I, if τ ∈ U (f ) and f (τ ) = f (τ +) = f (τ −) (otherwise we say that f is discontinuous at τ ∈ I, denote the set of points of discontinuity of f by
Notice that if the dynamic functions in the definitions given above are the ordinary ones, then these definitions coincide with the ordinary definitions.
For the purpose of construction of the space of distributions, we are mainly interested in the following algebras of dynamic functions. Suppose that g ∈ dF is such that g(t)(·) ∈ G(J) (t ∈ I), g possesses one-sided limits g(a+), g(b−), g(t+), g(t−) for any t ∈ I. The algebra of such dynamic functions (the regulated dynamic functions) is denoted by dG, and endowed with the norm
so dG is the Banach algebra.
Then T (g) is at most countable.
Since D(g) ⊂ T (g), we have that any g ∈ dG possesses the ordinary values everywhere on I except for certain at most countable set. For a given g ∈ dG, we define an ordinary functionĝ bŷ g(t) . = g(t) (t ∈ U (g)). We callĝ the ordinary part of g ∈ dG, and denote ord(g) . =ĝ.
Lemma 3 ([DK06]
). Let g ∈ dG. Thenĝ = ord(g) is defined everywhere on I for except for certain at most countable set, is an element of G and
We denote the algebra of such dynamic functions by sG. Then C ֒→ sG ֒→ dG. Let us note that for any g ∈ sG we have D(g) = T (g).
Let g ∈ sG be such that ord(g) ∈ BV and
We denote the Banach algebra of such dynamic functions (the dynamic functions of bounded variation) by sBV, and endow it with the norm
where g c ∈ CBV is the continuous part of ord(g) ∈ BV. We have that CBV ֒→ sBV. We define analogously the algebra sBV loc of dynamic functions of locally bounded variation.
Example 2. The Heaviside function θ β τ ∈ sBV is defined by
Let G n , AC n , BV n , L n and sG n , sBV n be the spaces of vector-valued functions and dynamic functions, respectively, with the operations defined componentwise, and the norms agreed with the norm in R n .
Distributions.
We denote by D the space of the continuous test functions, i.e., the space of the elements of C having compact support in I, and endowed with the standard locally-convex topology [Shi84] . We denote by T the space of the elements ϕ ∈ dG having compact support supp(ϕ) ⊂ I. The space T is called the space of dynamic test functions [DK06] . The sequence {ϕ} ∞ k=1 is said to be convergent to ϕ in T , if ϕ k → ϕ in dG and there exists a compact set K ⊂ I such that supp(ϕ k ) ⊂ K for all k ∈ N. Clearly, we have the embedding D ֒→ T .
In what follows notation D ′ stands the space of classical distributions, i.e., the space of continuous linear functionals D → R [Shi84] . We denote by T the space of distributions with dynamic test functions, i.e., the space of continuous linear functionals T → R [DK06] . The value of a distribution f ∈ T ′ on a test function ϕ ∈ T is denoted by (f, ϕ) ∈ R. The linear operations in T ′ are defined in a standard way, the space T ′ is endowed with the weak topology, so f k → f in T ′ if and only if for any ϕ ∈ T (f k , ϕ) → (f, ϕ).
Theorem 2 ([DK06]). Any distribution in D ′ admits an extension from D to T .
Example 3. Given f ∈ L loc , let us define a regular distribution by the formula
where ϕ ∈ T ,φ = ord(ϕ). Since D ֒→ T , and the linear manifold of the regular distributions in D ′ is isomorphic to L loc [Shi84] , we may identify the elements of L loc and the corresponding regular distributions in T ′ .
is called the shape of the delta-function. Notice, that for any ϕ ∈ D we have
which is called the delta-sequence having the shape α.
We define the product of f ∈ T ′ and g ∈ dG by the formula
where gϕ ∈ T . The operation of multiplication defined by (23) is continuous, commutative and associative in the sense that
Example 5. As follows from (23), the product of the Heaviside function θ β τ ∈ sG and the delta-
Let f ∈ T ′ . Let us define the support supp(f ) ⊂ I to be the minimal closed set such that for
For a given distribution f ∈ T ′ let us define the value of the integral over [t 0 , t 1 ] ⊂ I by the formula
where ϕ t0,t1 (t) = 1 if t 0 ≤ t ≤ t 1 , and ϕ t0,t1 = 0 otherwise, so ϕ t0,t1 ∈ T . The operator of integration in T ′ which is given by (24) is linear and continuous [DK06] .
Let g ∈ sBV loc , we define the derivativeġ ∈ T ′ by the formula
where ϕ ∈ T , g c ∈ CBV loc , the set of points of discontinuity T (g) is at most countable. If for any
In what follows the notations D ′ n and T ′ n stand for the spaces of the vector-valued distributions with the convergence and the operations defined componentwise.
Systems with distributions
where u ∈ sBV loc n , we assume that for any τ ∈ T (u) σ τ (u) = 0, so according to the definition of the derivative in T ′
where δ ατ τ ∈ T ′ n is the vector-valued delta-function, (δ ατ τ , ϕ)
A solution of the initial value problem (27) on Ω ⊂ I is the dynamic function x ∈ sBV loc n (Ω) such that x(t)(s) ∈ D (t ∈ Ω, s ∈ J) and (27) is satisfied in T ′ n (Ω). An ordinary partx ∈ BV loc n (Ω) of the solution x is called the ordinary solution of (27). Let us note that in contrast to the approach based on the space of distributions D ′ the operations of multiplication, differentiation and composition arising in (27) are correctly defined in the sense of the distribution theory in T ′ n (Ω) (see the Introduction).
In the formulation of the next theorem we put Ω = I.
Theorem 3. Let x ∈ sBV loc n be the solution of (27),x ∈ BV loc n be thet ordinary solution of (27). Then Proof. Observe that the solution of the problem (30) exists and unique. Let us show that the second statement holds. Suppose that there exists a solutionx ∈ BV loc n of the integral equation (29). Then we may define x ∈ sBV loc as in the formulation of the theorem. First, show that x ∈ sBV loc satisfies the initial condition in (27). We have that x(t 0 −) =x(t 0 −), the limitx(t 0 −) exists sincex ∈ BV loc n . Since all the integrals in (29) are continuous in t, we have lim t→t0− t t0 f (r,x(r))dr = 0, lim t→t0− t t0 g(r,x(r))du c (r) = 0, so the limit of the step part in (29) is
i.e., x(t 0 −) = x 0 . Second, show that x ∈ sBV loc n satisfies the differential equation in (27) in T ′ n . According to the definition of the derivative, we have
where x(τ )(s) = γ τ (s), so differential equation (27) is equivalent to
Let us show that the equality Indeed, the equality (32) follows from (30), where x(τ )(s) = γ τ (s) (τ ∈ T (u)). Further, by the definition of the regular distribution in T ′ n , the equality (33) is equivalent to the equality
for any ϕ ∈ T n . Then the last equality is equivalent to
for all t ∈ I. As follows from the construction of x ∈ sBV loc in the statement of the theorem, the value of the jump of the solution x(τ +) − x(τ −) can be found from the dynamic value x(τ )(·) = γ τ (·). Consequently, the equality of the continuous parts (34) implies (29). Since the equalities obtained are equivalent to the equalities (32)(33) in T ′ n , the dynamic function x ∈ sBV loc n is a solution of the initial value problem (27).
Let us show that the first statement holds. Let x ∈ sBV loc n be the solution of the problem (27). Then (32) and (33) holds true. Further, the equality (33) is equivalent to Theorem 4. There is a constant h > 0 such that there exists a solution x ∈ sBV n (t 0 − h, t 0 + h) of the problem (27) , which is unique in the sense that it coincides with any other solution of (27) on the common interval of the definition in (t 0 − h, t 0 + h), and depends continuously on
Proof. Let us denote I h .
). Let us consider in BV n (I + h ) the following integral equation 
where τ ∈ T (u) ⊂ I + h , and the dynamic function u is assumed to be restricted to I + h . Clearly, if the solutionx ∈ BV n (I + h ) of (36),(37) exists, thenx(t 0 +) = x 0 . Let us show the existence of solution of (36)(37) in BV n (I + h ) for some h > 0. Let N > 0. We define (38)
h is a complete metric subspace. We define a map P on Q + h by the formula 
where v =u ∈ D ′ n , u ∈ BV loc n , was considered, in particular, in [Mil93, SZ97, SV97, AJP03, ADP05, DS03]. The solution x ∈ BV loc n of the initial value problem (43) is defined by
where x k ∈ AC loc is the solution of the initial value problem for the differential equation with the ordinary right-hand side,ẋ
. If the function g is continuously differentiable in (t, x) ∈ D, then the necessary and sufficient condition for the uniqueness of the solution of (27), i.e., its independence on the choice of the approximating sequence {v k } ∞ k=1 , is the Frobenius condition
where g m is an m-th column of g, and [·, ·] x is the Lie bracket in the variable x [SZ97] . If the condition (44) is satisfied, then the solution x ∈ BV loc n of the initial value problem (43) satisfies (45)
As is well konwn, the condition (44) is a necessary and sufficient condition for the invariance of the value γ(1/2) ∈ R n with respect to the choice of the function α ∈ L n (J) satisfying (21), where γ is a solution of the problem Let us note that if the condition (44) is satisfied, then (46) coincides with (30) for α k ≡ (1, . . . , 1) ⊤ .
Example 7. Let I = (−1, 1), D = I × R. Let us consider in T ′ the initial value problem,
According to Theorem 3 the solution x ∈ sBV of the problem (48) is given by
where J = [−1/2, 1/2]. Note that the same value of the jump of the solution at t = 0 can be obtained if the deltafunction δ α 0 in (48) is replaced by the terms of the delta-sequence (22) having the shape α. Also note that the value of the jump of the solution at t = 0 is independent of choice of the shape α since for n = 1 the Frobenius condition (44) is always statified.
Viability theorem
Let Suppose that the set M ⊂ R n is given by
Clearly, for each 1 ≤ i ≤ m if x ∈ R n is such that η i (x) = 0,η i (x) = 0, then
Then according to [AC84, p.224] for any x ∈ ∂M such thatη i (x) ∈ R n (i ∈ L x = {i : η i (x) = 0}) are linearly independent, the contingent cone K M (x) is given by
The following theorem follows immediately from the Nagumo Theorem.
Theorem 5. Letη i (x) ∈ R n (i ∈ L x ) be linearly independent for any x ∈ ∂M . If
for all t ∈ Ω, x ∈ ∂M , then M has the the property of viability for (6) (on Ω).
Let us consider in T ′ n the following differential equation with distributions of the form (27),
where the function w :
, the functions f , g satisfy 1)
, 2) and f is also continuous in t ∈ Ω. We suppose that for any x 0 ∈ D there exists an non-continuable solution of the initial value problem for (51) in D with the initial value x(t 0 −) = x 0 .
The following statement generalizes Theorem 5.
Theorem 6. Letη i (x) ∈ R n (i ∈ L x ) be linearly independent for any x ∈ ∂M . If
in T ′ (Ω) for all x ∈ ∂M , then M has the property of viability for (51) (on Ω).
The definition of a nonpositive distribution in T ′ was given in Section 2. As follows from (52) and the examples below, the property of viability depends on the choice of the shapes of the delta-function in v, including the case where Frobenius condition (44) is satisfied.
Let us show that if the inequality (52) holds, then
for all s ∈ J, k ∈ N. According to the definition of a nonpositive distribution in T ′ , the inequality (52) implies that
for any ϕ ∈ T , ϕ ≥ 0, whereφ = ord(ϕ), i.e., by the definition of the delta-function (55)
Due to the linearity of the integral, the inequality (56) is equivalent to
for any ϕ(τ k0 )(·) ≥ 0. Then due to the continuity of the functions in (57) we have
for all s ∈ J. Since k 0 ∈ N was chosen arbitrarily, we obtain (54). Let ϕ ∈ T , ϕ ≥ 0. Since the change of the dynamic values of ϕ in finitely many points τ k does not changeφ = ord(ϕ), and the series in the right-hand side of (55) converges, we obtain that
for all ϕ ∈ T , ϕ ≥ 0, which implies (53). Since x ∈ ∂M , i ∈ L x were chosen arbitrarily, according to Theorem 5 we obtain that the conditions (53) and (54) imply that M has the property of viability for (58)ẋ = f (t, x) + g(t, x)w(t), and for the system (30) (for any k ∈ N), respectively.
2) Consider first the particular case where there exists l > 0 such that τ k+1 − τ k ≥ l for all k ∈ N. Let Ω = (0, ∞).
Let τ 1 > 0. Then x(0) = x 0 and by Theorem 3 since τ k+1 − τ k ≥ l > 0 for all k ∈ N there exists η > 0 such that x has the ordinary values x(t) and
for all t ∈ [0, η). As is mentioned above, M has the property of viability (59) on (0, η), so x(t) ∈ M for all t ∈ [0, η).
Now suppose that τ 1 = 0. Then by Theorem 3 the value of the jump of the solution x at τ 1 = 0 can be found from (30) at point τ 1 . Due to remark above we have that M has the property of viability for (30) at the point τ 1 , so since γ 1 (−1/2) = x(0−) ∈ M we have that γ 1 (s) ∈ M for all s ∈ J. Consequently, x(0+) = γ(1/2) ∈ M . Analogously to the first case we obtain that there exists η > 0 such that
We show that x(t)(s) ∈ M for all t ≥ 0, s ∈ J. By the change of the independent variable t we obtain that the inclusion x(t 0 −) ∈ M implies that there exists η = η(t 0 , x(t 0 −)) > t 0 such that (60)
Thus, we obtain a strongly monotonically increasing sequence {t k } ∞ k=1 such that M has the property of viability on (0, t k ) Suppose that the sequence {t k } ∞ k=1 is bounded from above. Consequently, t k → t * from the left, where 0 < t * < ∞. By our assumption the solution x is defined for all t ≥ 0. Since M is closed, the limit x(t * −) ∈ M . Thus, we may change the independent variable t, and apply the same arguments for t 0 = t * . As a result, we obtain a contradiction with the assumption that t * is the maximal possible, so (60) holds for all t ∈ (0, ∞), s ∈ J.
The case of bounded Ω is treated similarly.
3) Consider the general case. Without loss of generality we give a proof for the case Ω = (0, ∞).
where q : I → R n is continuously differentiable, w =q, β k ∈ AC n (J), α k =β k (k ∈ N), and without loss of generality τ k ∈ (c, d) (k ∈ N). Let us define
where v l =u l ∈ T ′ n (c, d) contains the linear combination of delta-functions. Since
→ 0 (l → ∞), by Theorem 4 we have the convergence x l → x in sBV n (c, d) of the sequence of solutions x l ∈ sBV n (c, d) of the initial value problems (51) for v l =u l . We apply the results obtained above to the initial value problems (51) corresponding to v l ∈ T ′ n , so, any solution x l is viable in M on (c, d), i.e., x l (t)(s) ∈ M for all t ∈ (c, d), s ∈ J. Convergence x l → x in sBV n (c, d) implies that
Since M is closed, we have x(t)(s) ∈ M for all t ∈ (c, d), s ∈ J. Since [c, d] ⊂ Ω was chosen arbitrarily, we obtain that x(t)(s) ∈ M for all t ≥ t 0 , s ∈ J.
Corollary 1. Letη i (x) ∈ R n (i ∈ L x ) be linearly independent for any x ∈ ∂M . If
for all s ∈ J, k ∈ N, x ∈ ∂M , then M has the property of viability for (51) (on Ω).
Proof. The proof follows from the proof of Theorem 6.
Let us consider in T ′ the following ordinary differential equation with distributions of the form (51), where f , g satisfy conditions 1), 2), the function f is continuous in t, and the set of admissible ordinary controls V is given by
where Ω = (t 0 , T ) ⊂ I, V > 0 is given, v = (v i ) n i=1 . Let V M (T ) ⊂ V be the maximal set of admissible controls such that v ∈ V M (T ) implies that x is viable in M on Ω = (t 0 , T ) ⊂ I, where x ∈ AC n is the solution of system (64). According to [Faz97] , we call the following maximization problem
the problem for avoidance of encounters with the set R n \ M . Along with the system (64), let us consider in T ′ n the following controlled system (67)ẋ = f (t, x) + g(t, x)v, x(t 0 −) = x 0 , v ∈ V ′ , where f , g satisfy 1), 2), the function f is continuous in t, and the set of admissible distributional (i.e., impulse) controls V ′ is given by
where V > 0 is given, v = (v i ) n i=1 (the definitions of a non-negative distribution and integral of a distribution were given in Section 2). Notice that V ⊂ V ′ , where the elements of V are viewed as the regular distributions in T ′ n . Thus, system (67)(68) is an extension of system (64)(65). We define V ′ M (T ) ⊂ V ′ to be the maximal set of admissible controls such that v ∈ V ′ M (T ) implies that x is viable in M on Ω = (t 0 , T ) ⊂ I, where x ∈ sBV n is a solution of system (67). Analogously to [Faz97] , we call the maximization problem
the impulse problem for avoidance of encounters with the set R n \ M .
As follows from the next example, the problem for avoidance of encounters may have no solution (T * , v * ) for the system (64)(65), but may have a solution for the extended system (67)(68). for all t > 0. As follows from the obtained representation, there exists ξ > 0 such that x(t) ≥ e t − e t e −ξ 2 for all t ≥ 0. Thus, T < ln 1 1 − e −ξ 2 < ln(2), so T * = ln(2) is the maximal viability time.
In the subsequent paper we provide the necessary conditions for optimality in the impulse problem for avoidance of encounters with the set R n \ M .
