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Introduction
This thesis is located at the interface between analysis, differential geometry and
probability theory just after recent developments including optimal transport
as a significant tool in the study of metric measure spaces. We will especially
examine the subRiemannian Heisenberg group Hn for n a positive integer and
report new results in this area.
The generalization of geometric analysis theorems – such as functional in-
equalities – from the Euclidean or Riemannian setting to metric spaces is an
ambitious program. A lot of people with different mathematical background
working on this generalization. Consequently, the type of metric spaces they
consider differ a lot because there are very few things that can be done with-
out special assumptions. In metric geometry the considered spaces are often
geodesic spaces because they partially recover the structure of the Rieman-
nian manifolds. Geometers consider specific versions of them as CAT spaces,
Alexandrov spaces or δ-hyperbolic spaces (see [21, 51]). Another example of
metric spaces are the ones satisfying a weak (1, 1)-local Poincare´ inequality for
a measure that is assumed to be doubling. These spaces are not necessarily
geodesic but they contain “a lot of curves”. They provide a minimal setting for
quasiconformal geometry [55, 57], present a first-order calculus [102, 57] as well
as Sobolev spaces and even have their own differential structures [24]. A last
example are the countably rectifiable metric spaces, initially defined by Federer
in [39] and better understood since [67] and [5]. Although progresses on the
theory of abstract metric spaces are interesting on their own, it is an essen-
tial problem to recognize examples of metric spaces satisfying these theories.
It is one of the goals of this thesis to classify the position of the Heisenberg
groups Hn with respect to the recent theories of Lott, Sturm and Villani. These
authors used optimal transport in order to define a second-order calculus on
metric spaces. They established a definition and a theory of metric measure
spaces with a “lower Ricci curvature bound”.
The wide class of metric spaces that is targeted in this thesis are the sub-
Riemannian manifolds (see [84]) and particularly the Carnot groups (stratified
nilpotent Lie group) with the Carnot-Carathe´odory distance (see [52, 56]). The
last ones present a rich structure with dilations and invariance under transla-
tion. However, in this thesis we will restrict the study to the Heisenberg group
(and some related spaces) that is in some sense the easiest Carnot group. The
study of its particular geometry gives an insight of possible behaviors for the
other Carnot groups. But it is not certain that our results hold in greater gen-
erality. Indeed, our approach relies too much on the knowledge of the geodesics
of Hn while currently the geodesics in subRiemannian geometry (also of Carnot
group) are really problematic and bad-known. In a famous paper of 1995, Mont-
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gomery [82] (see also [84, 83]) proved that the geodesics (meaning the curves of
shortest length) of a subRiemannian manifold can be abnormal geodesics: not
every geodesic of a subRiemannian manifold is a normal Pontryagin extremal
as it was thought (and even stated) before.
We would like to review some of the numerous perspectives on the Carnot
and Heisenberg groups. The Carnot groups have first been studied with respect
to their subelliptic operator. The Lie algebra of Carnot groups have a graded
basis and the Lie algebra is Lie bracket-generated by vectors fields on the first
grade. This condition on manifolds with vector fields is known as Ho¨rmander
condition after his famous paper [58] of 1967. Ho¨rmander proved that under this
condition the subelliptic operator ∆G =
∑k
i=1X
2
i is hypoelliptic if the vector
fields (X1, . . . , Xk) and finitely many bracket-generated vector fields span the
whole tangent space in each point. Hypoellipticity means for ∆G that if g is
a smooth function, f solving ∆Gf = g is smooth as well. This result aroused
of great interest among the mathematical community. For instance, new proofs
of this theorem created new perspectives: Kohn [68] used pseudodifferential
operators and Malliavin [79] inaugurated what is now called Malliavin calculus
(see also [87]). Starting from the Ho¨rmander theorem, the subelliptic operator
∆G (called Kohn operator for the Heisenberg group) has been considered in
term of evolution equations and harmonic analysis as the natural replacement
of the Laplace operator for Carnot groups. The book of Folland and Stein [45]
proposed to study Hardy spaces in this setting recovering the classical theorems
on Hardy spaces. The program was continued by Rothschild and Stein [95].
Jerison [60] proved the local Poincare´ inequality for Rn with bracket generating
vector fields (see also [106]). In his paper as in [95], the Carnot groups play the
role of local approximating models of the general spaces. The last chapters of
Stein’s book [103] give a nice overview on these developments.
After Malliavin [79] worked on the general case of vector fields with the
Ho¨rmander condition, Gaveau [49] studied the subelliptic diffusion in the Heisen-
berg group with stochastic methods. He obtained an explicit expression for the
density of the fundamental solutions and for the solutions of the equation using
a computation of the Le´vy area (see [112]). Furthermore, he developed esti-
mates for these functions. Other estimates appear later as in [13]. A stochastic
treatment of the subelliptic diffusion can also be found in [31] where a central
limit theorem for Carnot groups is proved (see also [53] where the theorem is
proved for dynamic random walks).
Another trend on Carnot groups is represented by the seminal paper of Gro-
mov “Carnot-Carathate´odory spaces seen from within” [52] where the author
presents geometric ideas in the intrinsic point of view. In this approach one does
not deduce results from the definition with vector fields of the natural distance
but from the distance itself via its own metric properties. One can suppose
that it was the kind of philosophy adopted previously by Pansu in another very
important paper [93]. In this paper it is proved that every quasi-isometry of
quaternionic or the Cayley hyperbolic spaces has bounded distance from an
isometry. One of the tools developed in this paper is a (Pansu-)Rademacher
theorem proving that Lipschitz maps between Carnot groups are almost ev-
erywhere Pansu-differentiable. Here, the definition of Pansu-differentiability is
inspired by the intrinsic geometry of Carnot groups and their dilations. As
noticed by Semmes [101], this Pansu-Rademacher theorem applied to maps be-
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tween Euclidean spaces and the Heisenberg group has a terrific consequence:
the range of a Lipschitz map defined on Rd for d ≥ 2 to Hn has d-dimensional
Hausdorff measure 0. Actually this result has a counterpart for the discrete
Heisenberg group and his Cayley graph in computer science since the paper
by Cheeger and Kleiner [28]. These authors proved a conjecture in relation to
problems of biLipschitz embeddings of graphs in Banach spaces. The remark of
Semmes implies that Hn is not rectifiable in the sense of Federer in [39] that has
been later studied by Ambrosio and Kirchheim [67, 5]. More generally, Carnot
groups seem to require a specific rectifiability theory and a geometric measure
theory. The first significant step has been done by Franchi, Serapioni and Serra
Cassano for the Heisenberg group [46]. These authors extends this setting to
the classical De Giorgi’s rectifiability divergence theorems [33]: the sets of finite
perimeter have a countably rectifiable border in a sense specific to Hn. It opened
the door to a theory of rectifiability of codimension 1 that has been continued
in [47] and [6] for Carnot groups of step 2 and general Carnot groups. As far as
we know, no special definition or work has been found for rectifiability of other
dimensions (or codimensions) except for dimension 1. Indeed, Ferrari, Franchi
and Pajot have generalized a Theorem of Peter Jones [62] about the so-called
geometric traveling salesman problem to H1. This theory has relations to the
analysis of singular integrals defined on 1-dimensional sets [61].
Before we present our main results, we would like to introduce the use of
optimal transport in metric geometry. Optimal transport is well-adapted to the
poor structure of a general Polish metric space (X, d) because the formulation
of this theory is essentially metric (or even more general) and the weak topol-
ogy of the measures on these spaces does not require a rich structure on X .
This space of measures is called the Wasserstein space P2(X) in the modern
terminology and optimal transport permits to give a distance –the Wasserstein
distance– to this topology. Most of the time in the recent development in ge-
ometry, X is geodesic which implies that P2(X) is geodesic as well. Moreover,
if X has a special differential structure P2(X) might also have a nice tangent
structure. The breakthrough on this topic are the papers of Otto ([63, 92] the
first one with Jordan and Kinderlehrer) where the Wasserstein space P2(Rn)
is considered for the first time formally as an infinite dimensional Riemannian
manifold. Otto realized that the solutions of the heat equation are densities of
measures describing a special curve on P2(Rn). The relative entropy
∫
ρ lnρ
can be regarded as a function on this formal manifold and the diffusion curve
moves with a speed and direction determined by the gradient of this function
(the vector field −∇ρρ ). This discovery initiated the study of the gradient flow of
different functionals in the Wasserstein spaces starting with the Re´nyi entropy
recovering the porous medium equation [92]. People continued this approach in
various spaces X , following various definitions of the gradient flow on P2(X),
sometimes with numerical aspirations. Nowadays, the most documented book
on this subject is probably the book by Ambrosio, Gigli and Savare´ [4] where
this theory is developed in fine analysis for Hilbert spaces.
As P2(Rn) is a kind of Riemannian manifold, one should by regard the
geodesics of this manifold and consider the behavior of functionals along the
geodesics of the Wasserstein space. It turns out that on Riemannian mani-
folds the concavity of certain functionals, namely the entropies of Re´nyi and
Bolzmann, are in some sense equivalent to the fact that the Ricci curvature of
these manifolds has a lower bound. Cordero-Erausquin, McCann and Schmuck-
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enschla¨ger proved in [29] that the entropy is (roughly speaking) convex for
Riemannian manifolds with a bound. Sturm and von Renesse [111] proved the
converse implication. The previous concordance between these properties led
to a very exciting treatment of Ricci curvature of metric measure spaces. Lott
and Villani [77, 78] and Sturm [104, 105] independently proposed very similar
definitions of a metric measure space with curvature bounded below by K. One
of the essential points of this theory is the stability of these bounds with respect
to the measured Gromov-Hausdorff topology (see [50]). This result resonates
with the sequence of papers by Cheeger and Colding [25, 26, 27]. These authors
show that a limit of Riemannian manifolds with a uniform bound on the Ricci
curvature provides similar results as the Riemannian manifolds with the same
bound. The limit metric space shall now be understood not only as a limit
but as a space with an intrinsic synthetic curvature bounded below. A second
important part of this theory is the coherence with the Bakry-E´mery theory
[11] (see also [10]). Indeed, a Riemannian manifold with an elliptic operator
satisfies the Bakry-E´mery condition CD(K,N) if and only if this manifold with
the invariant measure satisfies CD(K,N) in the sense of optimal transport (this
is the reason why the name Curvature-Dimension is used in this theory). More-
over one can recover log-Sobolev inequalities (which is one of the initial aims
of the Bakry-E´mery theory) using the new synthetic Ricci curvature bounds.
Although the Bakry-E´mery theory provides a calculus that makes sense in many
settings, it must be formulated correctly for each example. This provokes that
a comparison with the Ricci bounds obtained by optimal transport can not sys-
tematically be done. However, it makes sense to consider Bakry-E´mery calculus
in the subRiemannian setting.
The Curvature-Dimension condition is also coherent with the theorems on
the growth of balls such as the Bishop-Gromov theorem or the Bonnet-Myers
theorem. The growth satisfies the same estimates as manifolds with the same
bounds. Actually the conclusion of an angular variant of the Bishop-Gromov
theorem can be turned into an alternative definition for a metric measure space
with a lower bound on the Ricci curvature. This has been done by Ohta [89] and
Sturm [105] where it is called “Measure Contraction Property (MCP )”. These
papers were the first systematic studies of this property in the general setting.
However, MCP (K,N) has already been considered in the special setting of
Alexandrov spaces (as in [71]) and also briefly proposed by Gromov [50] and by
Cheeger and Colding [25]. Unfortunately, MCP (K,N) is not really significant
if the dimension parameter N is different from the topological dimension of the
considered space (MCP (K,∞) does not even exist). In particular, it seems
that one can not recover functional inequalities such as log-Sobolev inequalities
from MCP .
At the beginning of this thesis, there were so far we know essentially two
works at the intersection between optimal transport and subRiemannian geom-
etry, namely the one by Ambrosio and Rigot [7] and the extension by Rigot
[94]. Ambrosio and Rigot proved the existence and uniqueness of the solutions
to the Monge problem in the Heisenberg groups for the Carnot-Carathe´odory
distance and the Kora´nyi distance. The paper is an extension of this work to
the H-type groups. These results are nice and satisfactory because they are
intrinsic (using the Pansu-differentiablity) and correspond faithfully to the the-
orems of Brenier [19] and McCann [80] obtained for Rn and compact manifolds.
During the thesis, Agrachev and Lee [2] and Figalli and Rifford [43] obtained
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important generalizations to several classes of subRiemannian mannifolds where
the abnormal geodesics do play a very significant role. Maybe unfortunately,
their proofs rely on an extrinsic point of view. Except for the Monge problem,
we recently learnt from a paper by Khesin and Lee [66] about the possibility to
represent the subelliptic diffusion on compact manifolds with bracket generating
vector fields by a Wasserstein gradient flow. The quite algebraic proof is carried
out in a “smooth” Wasserstein space. In [42] Figalli and the author answered
an open problem about the absolute continuity of the measure interpolated by
optimal transport in the Heisenberg groups (a second proof by Figalli and Rif-
ford appeared later in [43]). It will be presented in this thesis. We will also
report on the results of [64] where we deal with the synthetic Ricci curvature
bounds MCP and CD.
Let us now review the main author’s results of this thesis:
• Theorem 2.3.6 established in a joint work with Figalli [42], positively an-
swers an open question [7, Section 7 (c)] by Ambrosio and Rigot. Actu-
ally, if (µs)s∈[0,1] is a geodesic segment of P2(Hn) and µ1 is absolutely
continuous, then the intermediate measures µs (s ∈]0, 1[) are absolutely
continuous as well. Theorem 2.3.6 also provides an above estimate on the
density of these measures. The specificity of this proof is based on the fact
that it is different from the classical proof on manifolds that can not be
adapted. The two main ingredients for this new proof are a contraction
estimate (essentially equivalent to MCP (0, 2n + 3)) and the uniqueness
of the geodesics proved by Ambrosio and Rigot.
• Theorem 3.4.5 and Theorem 3.5.12 specify for which parameters (K,N)
the Curvature-Dimension condition CD and the Measure Contraction
Property MCP are satisfied. It appears that CD does not hold for any
pair (K,N) while MCP (K,N) holds only for K ≤ 0 and N ∈ [1,+∞[
greater than the critical value 2n + 3. This dimension 2n + 3 is quite
unexpected because it is neither the topological dimension of Hn nor its
Hausdorff dimension, that are 2n + 1 and 2n + 2. It is also surprising
that no condition CD holds while MCP (0, 2n+ 3) is satisfied. Actually,
the mismatch between the topological and the “contraction” dimensions
permit us to prove that the geodesic Brunn-Minkowski inequality BM is
false in Hn which is enough for the proof because BM is an intermediate
property between CD and MCP .
• In Section 1.8, Theorem 4.5.1 presents the solutions of the subelliptic equa-
tion ∆Hρs = ∂sρs as a Wasserstein gradient flow of the relative entropy
Ent∞. Conversely, Theorem 4.5.2 shows that some gradient flows satisfy-
ing a particular condition are solutions of the subelliptic equation. The
nice aspect of these results is that the classical proof making use of the
convexity of the entropy functional along the geodesics can not hold here
because CD(K,∞) does not hold in Hn. The proof is based on the infor-
mation about the gradient flow of Ent∞ on the manifolds approximating
Hn.
• Section 1.8 provides an example of a compact subset Ω of H1 that does
not satisfy the geometric traveling salesman problem criterion by Ferrari,
Franchi and Pajot. This condition on compact sets E ⊂ H1 is known to be
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sufficient for covering E by a rectifiable curve. But Ω is precisely defined
as the support of a rectifiable curve ω. This implies that the criterion by
Ferrari, Franchi and Pajot is not a necessary condition for a compact set
to be covered by a rectifiable curve.
In this thesis, we also make some remarks extending the main results to
other metric spaces such as the Grusˇin plane (Theorem 3.5.13), Alexandrov
spaces (Theorem 3.2.9) or the Albanese torus (Theorem 4.5.5). An extension
of the method permits us to deny a multiplicative Brunn-Minkowski inequality
in Hn for the exponents N > 2n+ 1 (extensions of Theorem 3.5.12). However,
all the possible easy extensions have not been considered. Beside these main
results and related results, there are some examples, remarks or calculations in
this thesis that are either new or have not been written to our knowledge.
We are now in a position to comment on the plane of this report. In Chap-
ter 1 we define Hn and some related spaces and specify their basic geometric
features and estimates (especially of H1). We determine the geodesics of these
spaces which permits us to prepare the MCP results of Chapter 3 by comput-
ing contraction estimates for Hn and the Grusˇin plane. In the last section of
this chapter, section 1.8, we present the set Ω = ω([0, 1]) related to the geo-
metric traveling salesman problem in H1. In Chapter 2 we present the theory
of optimal transport for general metric spaces, for Rn and finally for Hn. We
give some exotic examples of transport plans and answer the open question
by Ambrosio and Rigot by using the estimates of Chapter 1. Chapter 3 is
devoted to different definitions of curvature lower bounds for metric measure
spaces, including Alexandrov spaces, the Bakry-E´mery criterion, the Measure
Contraction Property and the Curvature-Dimension condition by Lott-Villani
and Sturm. It turns out that MCP is the only one of these properties that
holds for the Heisenberg group. The proof that CD is not satisfied is based
on the contradiction of the generalized “geodesic” Brunn-Minkowski inequality.
Almost at the end of Chapter 3 we state the critical dimension for the “multi-
plicative” Brunn-Minkowski inequality to hold in Hn. Finally, in Chapter 4 we
prove the equivalence (under certain conditions) of subelliptic diffusions in H1
and Wasserstein gradient flows of the entropy in P2(H1).
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Chapter 1
The Heisenberg group and
other related metric spaces
In this chapter we first introduce the Heisenberg group and some related spaces
(Section 1.1 and Section 1.2). Then try to get an intuition on the horizontal
curves and the dimension of the subspaces of H1 (Section 1.3 and Section 1.4).
Then we compute the geodesics and state estimates on the contraction of sets
along the geodesics (Section 1.5, 1.6 and 1.7). In particular we state Theorem
1.7.7 that is a key estimate for the main results of Chapter 2 and Chapter 3.
Section 1.8 is devoted to the geometric traveling salesman problem in H1. We
prove one of our main theorems, namely Theorem 1.8.4 about the couterexample
curve ω.
In this chapter we often consider Hn with n = 1. Nevertheless we also state
the corresponding results for n > 1 that we need in the next chapters.
1.1 The Heisenberg group Hn
Let n be a non-negative integer. As a set Hn can be written in the form R
2n+1 =
Cn×R and an element of Hn can also be written as (z; t) = (z1, · · · , zn; t) where
zk := xk + iyk ∈ Cn for 1 ≤ k ≤ n and t ∈ R. The group structure of Hn is
given by
(z1, · · · , zn; t) · (z′1, · · · , z′n; t′) =
(
z1 + z
′
1, · · · , zn + z′n; t+ t′ −
1
2
n∑
k=1
=(zkz′k)
)
where = denotes the imaginary part of a complex number. The Heisenberg
group Hn is then a Lie group with neutral element 0H := (0; 0). The inverse
element of (z; t) is (−z;−t). Throughout this report, tranp : Hn → Hn will be
the left translation
tranp(q) = p · q.
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This map is affine. Indeed
(x1, y1, · · · , xn, yn, t) · (x′1, y′1, · · · , x′n, y′n, t′) =
x1
y1
...
xn
yn
t

+

1 0 · · · · · · 0 0
0 1
. . .
...
...
...
. . .
. . .
. . .
...
...
...
. . . 1 0
...
0 · · · · · · 0 1 0
− 12y1 12x1 · · · − 12yn 12xn 1


x′1
y′1
...
x′n
y′n
t′

(1.1)
and the determinant of the linear part is 1. 1. It follows that the Haar measure
of Hn is the Lebesgue measure L2n+1 of R2n+1 which is left (and actually also
right) invariant. For λ > 0, we denote by dilλ the dilation
dilλ(z; t) = (λz;λ
2t)
where λ ≥ 0. The measure behaves also well under dilations:
L2n+1(dilλ(E)) = λ2n+2L2n+1(E) (1.2)
if λ ≥ 0 and E ⊂ R2n+1 is a measurable set.
In order to define the Carnot-Carathe´odory metric (or Carnot-Carathe´odory
distance, see (1.8)), we consider the Lie algebra associated to Hn. This is the
vector space of left-invariant vector fields. A basis for this vector space is given
by (X1, · · · ,Xn,Y1, · · · ,Yn,T) where
Xk = ∂xk −
1
2
yk∂t
Yk = ∂yk +
1
2
xk∂t
T = ∂t.
For n = 1 we will write X and Y instead of X1 and Y1. Roughly speaking, the
Carnot-Carathe´odory distance between two points p and q is the infimum of the
lengths of the horizontal curves connecting p and q. By a horizontal curve we
mean an absolutely continuous curve γ from an interval I ⊂ R to R2n+1 ' Hn
whose derivative γ′(s) is spanned by
{X1(γ(s)), · · · ,Xn(γ(s)),Y1(γ(s)), · · · ,Yn(γ(s))}
in almost every point s ∈ I. The length of this curve is then
lengthc(γ) =
∫ r
0
‖γ′(s)‖H ds (1.3)
where ‖∑nk=1(akXk + bkYk)‖2H = ∑nk=1(a2k + b2k). By convention the length of
a non-horizontal curve is +∞.
Example 1.1.1 (An horizontal curve). We exhibit an horizontal curve γx,t of
finite length between 0H and (x, 0, t) ∈ H1. It is made of five line segments of
R3. We will not specify the parametrization (take any absolutely continuous
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one). For this example we will note
√
t = ±√|t| the real number of square |t|
that have the same sign as t. The first of the five segments goes from 0H to
(x, 0, 0) and is tangent to X. On this segment the vector field X is actually
constant and equal to ∂∂x − 02 ∂∂t . The second segment goes from (x, 0, 0) to
(x,−√t,−√tx2 ). This segment is tangent to Y and this vector field is constant
along the line and equals ∂∂y +
x
2
∂
∂t . The next three segments connect the
points (x +
√
t,−√t,√t
√
t−x
2 ), (x +
√
t, 0, t) and eventually (x, 0, t). They are
respectively tangent to X, Y and X and these vector fields are constant along
the three segments. The trajectory of the z = x+ iy coordinate in C is in fact
quite easy: it goes along a line segment from 0C to (x, 0), and from there draw
a square of side
√|t|.
A computation yields lengthc(γ) = |x| + 4
√|t|. It is exactly the length of
the projected curve in C. We will explain his phenomenon in 1.3.
1.1.1 Some geometric transformations
We will become more familiar with the Heisenberg group by considering its
symmetries. In this subsection, we see that some transformations preserve the
length of the horizontal curves and that some other scale it.
For simplicity we will sometime (as in this subsection) only consider Hn in
the case n = 1. However, all the main results of this report are true (with the
correct adaptation) in higher dimensions (see for instance Remark 4.5.3). It
should also be noticed that some of the result of this thesis are only stated in
the special case of H1 (for instance in Section 1.8 because the reference paper
[40] is written for H1, or in Chapter 4 for simplicity and because initially in [75]
the estimates of the fundamental solution h in are considered in H1 (but see
Remark 4.5.3) ).
The Carnot-Carathe´odory metric (as defined in Subsection 1.1.2) and also
the Lebesgue have a good behavior under the action of translations tranp and
dilations dilλ. It is due to the symmetries of the horizontal distribution. From
the fact that X and Y are left-invariant, we get that
lengthc(tranp(γ)) = lengthc(γ).
From the identities
D dilλ(p).X = λX(dilλ(p)) and D dilλ(p).Y = λY(dilλ(p)), (1.4)
where D is the operator giving the total derivative of a map, we get
lengthc(dilλ(γ)) = λ lengthc(γ).
Define now sym by
sym(x, y, t) = (x,−y,−t).
Then
D sym(p).X = X(sym(p)) and D sym(p).Y = −Y(sym(p)). (1.5)
Therefore for any horizontal curve
lengthc(sym(γ)) = lengthc(γ).
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We finally introduce the rotations
rotθ(z; t) = (e
iθz; t) (1.6)
for any θ ∈ R. We have still
lengthc(rotθ(γ)) = lengthc(γ)
since
D rotθ(p).X = cos(θ)X(rotθ(p)) + sin(θ)Y(rotθ(p))
D rotθ(p).Y = cos(θ)Y(rotθ(p))− sin(θ)X(rotθ(p)).
Hence we have
‖D rotθ(p).X‖H = ‖X(p)‖H = 1
and the corresponding equation for Y.
However, the horizontal vector fields X and Y are not invariant under rota-
tions. So for |z| > 0, we introduce
R(z; t) = cos(θ)X+ sin(θ)Y =
x
|z|
∂
∂x
+
y
|z|
∂
∂y
Θ(z; t) = sin(−θ)X+ cos(θ)Y = x|z|
∂
∂y
− y|z|
∂
∂x
+
|z|
2
T
where z = |z|eiθ. As one can easily check ‖aR+ bΘ‖H =
√
a2 + b2 and we have
the nice relations
D rotθ(R) = R and D rotθ(Θ) = Θ. (1.7)
Example 1.1.2 (Connectivity of H1). We show that there is an horizontal curve
of finite length between any two points p and q of the Heisenberg group. Assume
first that p = 0H and consider the horizontal curve γ|z|,t of Example 1.1.1 where
q = (z; t). If =(z) = 0 we are done. Otherwise we consider rotθ(γ|z|,t) where
z = |z|eiθ. If p 6= 0H, there is a horizontal curve between 0H and p−1 · q. Just
translate it with tranp. Because rotθ and tranp preserve the length, the curves
we have built have length |Z|+ 4√T where (Z;T ) = p−1 · q.
Remark 1.1.3. For n > 1 the geometric transformations tranp and dilλ have the
same properties. The rotation rotθ must be defined for θ = (θ1, . . . , θn) ∈ Rn by
rotθ(z1, . . . , zn; t) = (e
iθ1z1, . . . , e
iθnzn; t) and the length is still invariant under
this transformation. The same remark holds for symk(z1, . . . , zk, . . . , z, n; t) =
(z1, . . . , zk, . . . , zn;−t).
Examples 1.1.1 and 1.1.2 can be adapted to Hn. If p and q are in Hn and
p−1 · q = (Z;T ) ∈ Hn, there is an horizontal curve between p and q of length
|Z|+ 4√T .
1.1.2 Carnot-Carathe´odory distance
The Carnot-Carathe´odory distance between p and q of Hn is
dc(p, q) := inf
∫
‖γ′(s)‖H ds = inf lengthc(γ) (1.8)
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where the infimum is taken over all horizontal curve (on some real interval)
connecting p and q. As we have seen in Example 1.1.2 and Remark 1.1.3, there
is at least one horizontal curve of finite length between any two points such that
dc is finite. The axioms of a distance are not difficult to prove. From relations
(1.5), (1.7) and (1.4) we get
Proposition 1.1.4. For p ∈ H1, λ > 0 and θ ∈ R, the transformations sym,
tranp and rotθ are isometries of (H1, dc). The dilation dilλ multiplies the dis-
tance by λ.
Remark 1.1.5. Proposition 1.1.4 also holds in dimension n > 1 for the transfor-
mation of Remark 1.1.3.
We compare now the distance to the Euclidean one.
Proposition 1.1.6. For any set Ω ⊂ R3 bounded with respect to the Euclidean
norm, there exists two positive constants c < C (depending only on Ω) such that
if (p, q) ∈ Ω2
c|p− q| < dc(p, q) < C|p− q|1/2.
Proof. We first suppose that for any (z; t) ∈ Ω, max(|z|, |t|) < 1. Then for
p = (z; t) and q = (z′; t′) in Ω thanks to Example 1.1.2 we know that:
dc((z; t), (z
′; t′)) ≤ dc(0H, (z′ − z; t′ − t+ 1
2
=(zz′))
≤ |z − z′|+ 4
√
|t− t′|+ |1
2
=(zz′)|.
In Ω, |z′ − z| ≤ √2|z − z′|1/2 and |=(zz′)| = |=(z(z′ − z))| ≤ |z − z′|. We have
eventually on Ω
dc(p, q) ≤ 5
√
2|p− q|1/2.
The proof of the other estimate is a little more tricky. Let γ(s) = (x, y, t)(s)
be a horizontal curve from p ∈ Ω to q ∈ Ω. Because |p − q| < 2√2, we know
from the first part of this proof that dc(p, q) < 10 · 21/4. Thus we can assume
lengthc(γ) < 12. We will now estimate the Euclidean length of γ (as a curve of
R3) that we denote by lengthR3 . For almost every time s
γ˙ = a(s)X+ b(s)Y = a(s)
∂
∂x
+ b(s)
∂
∂y
− 1
2
(a(s)y(s) − b(s)x(s)) ∂
∂t
.
Then
lengthR3(γ) =
∫ √
a2 + b2 +
(ay − bx)2
4
(1.9)
≤
∫ √
(a2 + b2)(1 + max
s
(|z(s)|2)) (1.10)
≤
√
1 + max
s
(|z(s)|2) lengthc(γ). (1.11)
But we can estimate |z(s)| because
|z(s)| ≤ 1 +
∫ s
s0
√
γ˙x
2 + γ˙y
2 ≤ 1 + lengthc(γ) < 13.
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It follows that
|p− q| ≤
√
1 + 132 lengthc γ.
For c1 = 1/
√
170, C1 = 5
√
2 and for any curve short enough we can write
c1|p− q| < dc(p, q) < C1|p− q|1/2.
If Ω is now bounded with max{(z,t)∈Ω}(|z|, |t|1/2) ≤M where M ≥ 1, we use
the dilation dil1/M and prove that c(Ω) = c1/M and C(Ω) =
√
MC1 satisfy the
desired conclusion.
From these estimates, we get more information about the topology of H1.
Because Proposition 1.1.6 also holds with a similar proof for Hn, we state the
next corollary for a general n.
Corollary 1.1.7. The Heisenberg group with the Carnot-Carathe´odory distance
(Hn, dc) has the same topology as (R
2n+1, |. − .|). In particular it is locally
compact. Moreover, Hn is a Polish space (that is complete and separable).
1.1.3 Equivalent distances and estimates of d
c
The geometry provided by the Carnot-Carathe´odory distance has a rich struc-
ture but it is unfortunately possible to compute dc(p, q) only for special pairs
(p, q). However, there are some more easy-to-work equivalent metric that are
carrying the same ideas: left-translation invariance and good dilation behavior.
The standard way to make these metric is to define their from a homogeneous
norm. It is function ‖.‖ that satisfies the following
• ‖.‖ is a continuous function (of R2n+1) vanishing only in 0H.
• ‖ dilλ p‖ = λ‖p‖.
• ‖p−1‖ = ‖p‖.
Then the metric can be refund as d(p, q) := ‖p−1 · q‖. It is left invariant, vanish
uniquely when p = q verify d(dilλ p, dilλq) = d(p, q) but does not generally
satisfy the triangle inequality. A weak-triangle inequality does occur.
Proposition 1.1.8. For a map d constructed from an homogeneous norm, we
can find a constant C > 0 such that
d(p, r) ≤ C(d(p, q) + d(q, r)). (1.12)
Such a function d is called a quasi-metric.
Proof. We have to show that the map (a, b) → ‖a−1b‖‖a‖+‖b‖ has a maximum on
(H1)
2\{0H}. We can use dilations to reduce this set to the compact set {‖a‖+
‖b‖ = 1}. On this set there is a maximum because the map is continuous.
Proposition 1.1.9. All quasi-metric constructed from homogeneous norm as
above are equivalent. The Carnot-Carathe´odory metric is a representantative of
this equivalence class.
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Proof. The proof is very similar to the equivalence of the norms of the real
vector space R2n+1. We consider two homogeneous norm ‖.‖ and ‖.‖′ and the
sphere SH = {p ∈ Hn, ‖p‖ = 1}. On this compact set the continuous map ‖.‖′
has a minimum m and a maximum M . With obvious notation we have
md(p, q) ≤ d′(p, q) ≤Md(p, q)
which achieve the proof of the equivalence.
We now want to prove that ‖.‖c = dc(0H, .) is an homogeneous norm. The
dilation property is certainly true (Proposition 1.1.4 and Remark 1.1.3). Using
the isometries rotθ and sym1 and choosing θ such that
rotθ ◦ sym1 ◦ rot−1θ (z; t) = (−z;−t)
we obtain that ‖p‖ = ‖p−1‖. The norm ‖.‖c is continuous because of the
continuity of dc in the R
2n+1 topology (Corollary 1.1.7).
Example 1.1.10. The function e(z; t) = |z|+ 4|t|1/2 is an homogeneous norm. It
is the estimate of the Carnot-Carathe´odory distance provided in Example 1.1.2.
Example 1.1.11. The homogeneous norm ‖(z; t)‖∞ := max
(|z|, |t|1/2) provide
a true distance d∞, that is a quasi-metric with C = 1 in (1.12).
Proof. For this we have to prove ‖(z; t) · (z′; t′)‖∞ ≤ ‖(z; t)‖∞‖(z′; t′)‖∞. We
call m := ‖(z; t)‖∞ and m′ = ‖(z′; t′)‖∞. Thus |z + z′| ≤ m + m′ is obvious.
The second estimate is
|t+ t′ − 1
2
n∑
k=1
=(zkz′k)|1/2 ≤ |m2 +m′2 + 2mm′|1/2 ≤ m+m′.
Example 1.1.12. The Kora´nyi-Reimann distance constructed from ‖(z; t)‖KR =(|z|4 + 16t2)1/4 is a true distance (a quasi-metric with constant C = 1 in (1.12)).
The proof of this fact is quite tricky. We repeat the proof that we found in [70].
Proof. Here, |.| is the complex norm, so ‖(a, b)‖2KR = ||a|2 + 4ib|.
‖(z; t) · (z′; t′)‖2KR = ‖(z + z′; t+ t′ −
1
2
n∑
k=1
=(zkz′k)‖2KR
=
∣∣∣∣∣|z + z′|2 + i(4t+ 4t′ − 2
n∑
k=1
=(zkz′k))
∣∣∣∣∣
≤ ∣∣|z|2 + 4it∣∣+ ∣∣|z′|2 + 4it′∣∣+ 2 n∑
k=1
∣∣∣<(zkz′k)− i=(zkz′k)∣∣∣
≤ ‖(z; t)‖2KR + ‖(z′; t′)‖2KR + 2‖(z; t)‖KR‖(z; t)‖KR
≤ (‖(z; t)‖KR + ‖(z′; t′)‖KR)2 .
In fact
2
n∑
k=1
∣∣∣<(zkz′k)− i=(zkz′k)∣∣∣ = 2 n∑
k=1
|<(z¯kz′k) + i=(z¯kz′k)| = 2
n∑
k=1
|z¯kz′k| ≤ 2|z||z′|
as a consequence of the Cauchy-Schwarz inequality.
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1.2 Subgroups and quotients of H1
We give here the definition of some spaces related to H1 that we will be used in
the sequel.
1.2.1 Linear subgroups
The multiplicative law of H1 is not so far from being the classical addition of
R3. In fact (z; t) ·(z′; t′) = (z+z′; t+t′) if and only if =(zz′) = 0, which happens
exactly when z and z′ are real collinear. It is also the only situation where (z; t)
and (z′; t′) commutate.
The only linear 2-planes that are also subgroups are the ones that contain T.
We call them vertical planes. The restriction of dc on these planes is equivalent
to the restriction of d∞ (Example 1.1.11), so it is simply equivalent to max(|z−
z′|, |t− t′|1/2).
The linear lines of R3 are all contained in some linear vertical plane. Then
the restriction of the product on them is just + of R3. If (z; t) is a non-zero
vector, the distance between (λz;λt) and (µz;µt) depends only on |λ − µ| and
is equal to dc(0, |λ− µ|(z; t)).
1.2.2 The Euclidean plane
The center of Hn is
L = {(z; t) ∈ Hn | z = 0}.
It will play an important role in the cut locus problem for instance in Section
1.5. It is obviously a normal group and the quotient H1/L is simply R
2. The
map Z : (z; t) ∈ H1 → z ∈ R2 gives a way to represent this quotient. We will
get much information on the metric of H1 (for example in Section 1.3) just by
this projection.
1.2.3 The discrete Heisenberg group HZ1
Another subgroup is the discrete Heisenberg group
H
Z
1 = span{(1, 0, 0), (0, 1, 0)}.
We adopt the same multiplicative notation as for H1 such that for k ∈ Z and
an element p ∈ HZ1 , the element pk is p · . . . · p︸ ︷︷ ︸
k
if k is positive. Otherwise it is
the inverse element of p−k.
Lemma 1.2.1. The discrete Heisenberg group HZ1 is the subset of the points
(x, y, t) such that x, y and t+ xy2 are integers.
Proof. First of all (0, 0, 1) is in HZ1 because it is the commutator of (1, 0, 0) and
(0, 1, 0). Because (0, 0, 1) is in the center L of H1, any element of H
Z
1 can be
written {(1, 0, 0)x · (0, 1, 0)y · (0, 0, 1)t} = (x, y, t + xy2 ) where x, y and t are in
Z. Then x, y and
(
t+ xy2
)
+ xy2 = t+ xy are in Z as we wish.
Conversely consider (x, y, t) such that x, y and t + xy2 are integers. Then
t − xy2 = t + xy2 − xy ∈ Z and the element is spanned by (1, 0, 0) and (0, 1, 0).
Namely (x, y, t) = (1, 0, 0)x · (0, 1, 0)y · (0, 0, 1)t−xy2
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On HZ1 , we will consider the graph length dHZ on the Cayley graph. Two
points p and q have distance one if and only if
p−1 · q ∈ {(1, 0, 0), (0, 1, 0), (−1, 0, 0), (0,−1, 0)}.
They are said to be neighbour. The distance dHZ(p, q) is recursively defined to
be 1 plus the distance between p and the closest neighbour of q.
1.2.4 The Albanese torus T
The Albanese torus T is obtained as the space H1/H
Z
1 of left cosets p˙ = p ·HZ1 .
A fundamental domain for the action is [0, 1[3. Because the discrete Heisen-
berg group is not normal (for example (13 , 0, 0) ·HZ1 6= HZ1 · (13 , 0, 0)), this torus
will not inherit a group structure. However, the structure of vector space in-
duced by X,Y and T is preserved because these fields are invariant under
left-translations. As a consequence, the distance induced by the quotient, that
is
dT(p˜, q˜) = min
p′∈p·HZ1
dc(p
′, q) (1.13)
can also be seen as the sub-Riemannian distance induced by the quotient dis-
tribution (XT,YT)
dT(p˜, q˜) = inf
γ′=a(s)XT+b(s)YT
∫ √
a2 + b2(s)ds.
Because the Lebesgue measure is invariant under left translation of the Heisen-
berg group, its quotient LT is the natural measure on T. It is a probability
measure and up to a constant it is the Hausdorff measure of (T, dT). For con-
venience, we may avoid to write the indices T. Note that T is compact which is
an advantage over H1.
1.2.5 The Grusˇin plane G
We consider the action of S1 on H1 by the family of isometries {rotθ}θ∈[−pi,pi[.
The topological quotient is the half-plane G+ = R+ × R. The cylindrical pro-
jection Υ : (z; t) ∈ H1 → (|z|; t) allows us to investigate this projection class
in an easy way. The distance between two elements of G+ is the minimum of
the distances between two representatatives of these classes. Note that these
classes are Euclidean circles of R3 centered in L and orthogonal to this line.
There is a way to see this distance as the distance induced continuously from a
Riemannian metric on G+∗ =]0,+∞[×R. For that we will use the (R,Θ) frame
of subsection 1.1.1. Remind that it is only defined out of L (for points (z; t)
with |z| > 0).
Because DΥR(z; t) = ∂∂r and DΥΘ(z; t) =
|z|
2
∂
∂t , the length of a curve γ
staying in H1 \ L that goes from one circle to another is equal to the length of
its projection Υ(γ) in G+ computed in the orthonormal frame
(
∂
∂r
,
r
2
∂
∂t
).
It will be obvious after Section 1.5.2, that the geodesics of H1 can be approach by
other curves that don’t cross L. That is why the distance on G+∗ =]0,+∞[×R
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induced by the cylindrical projection Υ corresponds to the Riemannian metric
with orthonormal basis
(
∂
∂r
,
r
2
∂
∂t
).
The Grusˇin plane is the metric space that we obtain by gluing two copies
of G+ along r = 0. It is then R2 equipped with the subRiemannian metric
computed in the frame (RG,TG) where
(RG,TG)(r, t) = (
∂
∂r
, r
∂
∂t
)
on the whole R2. We did not choose r2
∂
∂t (both choices are isometric. To see
this consider, the isometry IG : (r, t) → (r, 2t)) as suggested above because the
equations and the parametrization of the geodesics are less convenient in this
way (especially in Subsection 1.6.3).
1.2.6 Approximating manifolds
It is possible to define Riemannian manifolds that approximate in a reasonable
sense the Heisenberg group. Hence we will denote Hε1 the space R
3 with the
orthonormal frame (X,Y, εT). The scalar product is therefore defined by
〈aX(p) + bY(p) + cT(p), a′X(p) + b′(p)Y + c′T(p)〉ε = aa′ + bb′ + 1
ε2
cc′.
In this expression, we can see that the part in ε degenerates when ε → 0. In
fact
‖aX(p)+bY(p)+cT(p)‖2H = lim
ε→0
‖aX(p)+bY(p)+cT(p)‖2ε = lim
ε→0
(a2+b2+c2/ε2).
The Laplace-Beltrami operator (we will say Laplace operator) of Hε1 is ∆ε =
X2 + Y2 + (εT)2 while the standard subelliptic operator associated to H1 is
∆H = X
2 + Y2. We denote the gradients of a function with the same index
convention by ∇εf = XfX + YfY + (εT)f(εT) and ∇Hf = XfX + YfY.
Similarly the divergence operator is divε(aX + bY + cεT) = Xa + Yb + εTc
while divH(aX + bY) = Xa + Yb. Note that divH only acts on the so-called
horizontal vector fields. For these fields it equals divε independently of ε > 0.
The Riemannian volume volε is left-invariant with respect to translation. So up
to a constant it is the Lebesgue measure of R3.
The same definitions make also sense for Tε approximating the Albanese
torus and for the approximating manifolds Hεn of Hn. In Chapter 3 we will see
that basically when ε > 0 tends to 0, (Hεn, dε) tends to (Hn, dc) in a special
topology of metric spaces, namely the Gromov-Hausdorff topology.
1.3 A na¨ıve understanding of H1
In this section, we insist on the link between H1 and R
2 and the role played by
the complex projection Z. (The similar link exists between Hn and R
2n).
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1.3.1 Horizontal curves, lengths and distances
We defined in Section 1.1 an horizontal curve of H1 as an absolutely continuous
curve γ of R3 whose derivative γ′(s) can be written for almost every s as
γ˙(s) = a(s)X(γ(s)) + b(s)Y(γ(s)).
In the Euclidean basis this becomes
γ˙(s) = a(s)
∂
∂x
+ b(s)
∂
∂y
+
1
2
(x(s)b(s)− y(s)a(s))
where γ(s) = (x(s), y(s), t(s)). Then for almost every s
a(s) = x˙
b(s) = y˙
t˙ =
xy˙ − yx˙
2
and for an horizontal curve and for s < s′
t(s′) = t(s) +
∫ s′
s
dA(γ) (1.14)
Figure 1.1: Horizontal lift of a planar curve
where dA = xdy−ydx2 is the algebraic area differential form. Alternatively
we could define an horizontal curve of H1 as an absolutely continuous curve
verifying (1.14). Now, we observe that it is enough to know γ(s0) at some time
s0 and the projected curve γ
C = Z(γ) to characterize an horizontal curve. We
use for that (1.14) where γ is replaced by γC. If α is an absolutely continuous
curve of R2 (we will say planar curve), we will denote by Liftp(α) the horizontal
curve with projection α such that Liftp(α)(s0) = p for some initial time s0 and
p satisfying α(s0) = Z(p). The map Lift will be called horizontal lift or H-lift
Lemma 1.3.1. Let γ be an horizontal curve. Then
lengthc(γ) = length
C(Z(γ))
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where lengthC is the usual Euclidean length of R2.
Similarly for a planar curve α,
lengthC(α) = lengthc(Lift(α)).
Proof. If γ˙(s) = a(s)X+ b(s)Y then ˙Z(γ)(s) = a(s) ∂∂x + b(s)
∂
∂y . The length of
both is
∫ √
a2 + b2.
1.3.2 Commutation relations
Figure 1.2: Lift of an arc of circle
The complex projection Z almost commutates with dilλ, tranp, rotθ and
sym. In fact we have the following rules:
Z(dilλ(z; t)) = dil
C
λ(z) and Z(tranp(z; t)) = tran
C
Z(p)(z)
Z(rotθ(z; t)) = rot
C
θ (z) and Z(sym(z; t)) = sym
C(z)
where
dilCλ(z) = λz
tranCa+ib(z) = a+ ib+ z
rotCθ (z) = e
iθz
and symC is the complex conjugation z → z¯. As a consequence we have similar
relations for Liftp (defined just above):
dilλ(Liftp(α)) = Liftdilλ(p)(dil
C
λ(α))
tranq(Liftp(α)) = Liftq·p(tranCZ(p)(α))
rotθ(Liftp(α)) = Liftrotθ(p)(rot
C
θ (α))
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1.3.3 Parallelogram rule
Now, we give a na¨ıve interpretation of the product of H1 written on the form
(x, y, t) · (x′, y′, t′) = (z + z′; t+ t′ + xy
′ − yx′
2
).
In this subsection we try to see it as a the parallelogram rule. For that, we first
consider the set of planar curves starting from 0H and defined on segments [0, τ ]
for some τ ≥ 0. We denote this set by PC and consider it with the catenation
of curves ∗. The catenated curve α1 ∗ α2 is obtained as the catenation of α1
with the translated curve α1(τ1) + α2. Then if α1 and α2 are defined on [0, τ1]
and [0, τ2] respectively, α1 ∗α2 is defined on [0, τ1 + τ2]. Observe that the curve
s ∈ [0, 0] → 0 is the unique neutral element. But (PC, ∗) is not a group yet.
We obtain a group when we identify the curves with the same two ends. The
quotient is commutative and just isomorphic to (R2,+). Another equivalence
will bring something more interesting : the relation α1 ∼ α2 will be
α1(τ1) = α2(τ2)∫ τ1
0
(x1y˙1 − y1x˙1)ds =
∫ τ2
0
(x2y˙2 − y2x˙2)ds
(1.15)
where αi = (xi, yi) for i ∈ {1, 2}. Then F : α ∈ PC → (α(τ), 12
∫ τ
0
(xy˙ − yx˙))
is onto and two curves have the same image if and only if they are equivalent.
The point F (α) is actually Lift0H(α)(τ), that is the end point of the horizontal
lift starting from 0H and F induces a bijection between the equivalence classes
and H1.
Proposition 1.3.2. The equivalence relation ∼ is compatible with the catena-
tion ∗ and (PC, ∗)/ ∼ that we denote by (P˜C, ∗˜) is isomorphic to (H1, ·).
Proof. We compute now the equivalence class of α1 ∗ α2 for α1 and α2 two
elements of PC. The third coordinate of F (α1 ∗ α2) is the half of∫ τ1+τ2
0
(α1 ∗ α2)x ˙(α1 ∗ α2)y − (α1 ∗ α2)y ˙(α1 ∗ α2)x =∫ τ1
0
(x1y˙1 − y1x˙1)ds+
∫ τ2
0
[(x1(τ1) + x2(s))y˙2(s)− (y1(τ1) + y2(s))x˙2(s)] ds =∫ τ1
0
(x1y˙1 − y1x˙1)ds+
∫ τ2
0
(x2y˙2 − y2x˙2)ds+ [x1(τ1)y2(τ2)− x2(τ2)y1(τ1)]
Then for F (α1) = (X1, Y1, T1) and F (α2) = (X2, Y2, T2), we have proved that
F (α1 ∗ α2) = (X1 +X2, Y1 + Y2, T1 + T2 + 1
2
(X1Y2 −X2Y1)).
This expression only depends on F (α1) and F (α2) which means only on the
classes of α1 and α2. Then the equivalence relation is compatible with ∗ and
the quotient multiplicative structure is isomorphic to (H1, ·).
On the figure 1.3 we see that the algebraic area swept by α1 ∗ α2 is the
one swept by each curve plus the algebraic area of the triangle 0α1(τ1)(α(τ1) +
α2(τ2)) that is
(x1(τ1)y2(τ2)−x2(τ2)y1(τ1))
2 .
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0H0H0H
=
Area: t
Area: t′
Area: t+ t′ − =(zz′)2
z
z′
z + z′(Here negative)
Figure 1.3: The area swept by the catenation of two curves
We continue now our na¨ıve interpretation of H1 and are now interested in
the metric aspect. As we explained R2 can be seen as a quotient of PC. Then
we recover the Euclidean norm by taking the minimum of the length of the
curves in an equivalence class : the length of the straight line is the norm of the
class. For the Heisenberg group, it is exactly the same : the homogeneous norm
(Subsection 1.1.3) ‖.‖c = dc(0H, ·) of F (α) = Lift0H(α)(τ) is the shortest length
in C for an equivalent curve β in the class of α. Indeed any horizontal curve γ
starting in 0H goes to F (α) if and only if its complex projection β = Z(γ) is in
the class of α and the planar length of β is lengthc(γ). In Subsection 1.5.2, we
will see that the β of minimizing length is an arc of circle.
More generally the Carnot-Carathe´odory distance between the classes of α1
and α2 is the minimum length for an horizontal curve γ from F (α1) to F (α2).
If we denote the planar projection by β = Z(γ), the horizontal lift Lift0(α1 ∗ β)
starts from 0H goes by F (α1) at time τ1 and finishes in F (α2). Actually we
want F (α1 ∗ β) = F (α2) which is also
F (β) = F (α)−1 · F (α2) = F (α¯1 ∗ α2)
where α¯ : s ∈ [0, τ ] → α(τ − s)− α(τ). The distance between F (α1) and F (α2)
is then the minimum length of a curve β in the class of α¯1 ∗ α2.
Remark 1.3.3. The action on PC of the planar transformations of Subsection
1.3.2 has the expected interpretation on (P˜C, ∗˜) = (H1, ·). For example if you
dilate a planar curve α with λ = 1/2, the curve you obtain will sweep an
algebraic area four time smaller than the first one. Then this transformation
leaves the equivalence ∼ invariant and the quotient map is given by dil1/2.
Generally for α ∈ PC, λ > 0 and θ ∈ R:
F (dilCλ(α)) = dilλ(F (α))
F (rotCθ (α)) = rotθ(F (α))
F (symC(α)) = sym(F (α)).
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1.4 Hausdorff dimensions of some subsets of H1.
In order to give a better idea of the strange geometry of the Heisenberg group,
we will compute the Hausdorff dimension of the affine subspaces of H1 and of
some other sets.
The Hausdorff measures (Hmd )m∈[0,∞[ of a metric space (X, d) are a family
of outer measure what are defined by
Hmd (E) = sup
ε>0
inf
{∑
i∈N
diam(Ei)
m : E ⊂
⋃
i∈N
Ei and diam(Bi) ≤ ε
}
where diam(Bi) is the diameter of Bi. The function m→ Hmd (E) is decreasing
and take the values +∞ and 0 except maybe at the critical point m0 where
Hm0d (E) can be +∞, 0 or a finite value. This critical value m0 is the Hausdorff
dimension of E. It is invariant in a equivalence class of distances. For the
Heisenberg group, a good distance is d∞ of Example 1.1.11 because it makes
the computations of the dimension easier.
One can compute the Hausdorff by using measures (actually outer measures
that are nonnegative countably subadditive set function defined on all subsets
of a metric space). The next lemma sometime called Moran lemma will involve
the so-called local Ahlfors n-regularity of a metric space. It can be defined as
follow : there is a constant C ≥ 1 and a constant T > 0 such that for every ball
B(p,R) whose radius R satisfies 0 < R < T we have
C−1Rn ≤ µ(B(p,R)) ≤ CRn.
We also explain what is Borel regularity : the open set are measurable and every
set is contained in a Borel set with the same measure. Let us now state the
lemma.
Lemma 1.4.1 (Moran). If µ is a Borel regular measure on a metric space X
satisfying the local Ahlfors n-regular property then the Hausdorff dimension of
X is n.
A proof of this lemma can be found in [57]. It essentially require some
covering theorems. Let us now look at some computations of the dimension.
Example 1.4.2. The Hausdorff dimension of H1 is 4.
Proof. We use for this the Lebesgue outer measure. It is Borel regular thanks to
corollary 1.1.7. We have already observed that the translations do not change
the Lebesgue measure and that a dilation dilλ multiplies it by λ
4. Then
L3(B(p,R)) = L3(tranp ◦ dilR(B(0, 1))) = R4L3(B(0, 1)).
But L3(B(0, 1)) is finite and non-zero (dc is equivalent to d∞ whose balls are
cylinders). Then the Hausdorff dimension of H1 is 4.
For the same reason Hn has dimension 2n+ 2.
Before we begin the computation of the Hausdorff of the not trivial linear
subspaces, we will reduce the computation to some representative cases. We
already stressed that the translations of H1 are affine maps with maximal rank.
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Then H1 acts by left translations on the affine subspaces of R
3 of given rank (1
or 2). Each translation is also an isometry such that in an orbit the Hausdorff
dimension does not change. The rotations rotθ are other maps that are both
linear diffeomorphism and isometries of H1.
Let H1 (respectively H2) the set of the lines and H2 (respectively the planes)
of R3. We denote the orbit of a set E (line or plane) under the action of
translations by Orbtran(E) and under translations and rotations by Orb
rot
tran(E).
Lemma 1.4.3. Let l, l′ ∈ H1, (p, p′) ∈ l×l′ and aX(p)+bY(p)+cT(p) directing
the line l in p (respectively a′X(p′) + b′Y(p′) + c′T(p′) directing l′ in p′). then
l′ ∈ Orbtran(l) if and only if (a, b, c) and (a′, b′, c′) are collinear. Moreover, in
this case tranp·p′−1(l′) = l.
Proof. Consider l0 = tranp−1(l) and l
′
0 = tranp′−1(l
′). Both lines are going
through 0H. They are directed in this point by aX(0) + bY(0) + cT(0) and
a′X(0)+b′Y(0)+c′T(0) because the vector fields X, Y and T are left-invariant.
Then if (a, b, c) and (a′, b′, c′) are collinear, the lines are on the same orbit.
Assume by contradiction that l0 and l
′
0 are not collinear and that nevertheless
there is a q ∈ H1 such that tranq(l) = l′. Then for q0 = p′0 ·q·p−10 , tranq0(l0) = l′0.
Since 0H is in l
′
0, we know that q
−1
0 is in l0. Hence q0 ∈ l0 because l0 is a subgroup
of H1. Finally l
′
0 = tranq0(l0) = l0 which is a contradiction of our assumption
that l0 and l
′
0 are not collinear.
Remark 1.4.4. Apply this lemma to l = l′ and p 6= p′ : you see that on a line
the coordinates of a tangent vector in the frame (X,Y,T) are all collinear. In
particular a line whose direction has a T coordinate equal to 0 is horizontal.
We call it a H-line. The H-line are horizontal lifts of the lines of R2 because
they are horizontal and their Z-projections are planar lines. Conversely one can
easily check that there is a H-line going through any point p in any direction
aX(p) + bY(p). Hence by using the uniqueness, the horizontal lift of a planar
line is a H-line.
Therefore it is possible to represent the orbits of H1 under the action of H1
by the lines going through 0H. If one add now the action of the rotations, a
set of representantatives are the lines going through 0H that are spanned by
aX+ bT with a ≥ 0 and a2 + b2 = 1 (and b = 1 if a = 0).
We recall that a vertical plane is a plane that contains a line directed by T.
Lemma 1.4.5. A plane P is in Orbtran(C×{0}) or it is vertical. Two vertical
planes are in the same orbit if and only if they are parallel in R3 but all vertical
planes are in Orbrottran(R× {0} × R).
Proof. Let P be a non vertical plane and p ∈ P . Then there are a and b
such that X(p) + aT(p) and Y(p) + bT(p) span P in p. In q = (−2b, 2a, 0),
the plane C × {0} is tangent to ( ∂∂x − a ∂∂t ) + aT = X(q) + aT(q) and to
∂
∂y − b ∂∂t + bT = Y(q) + bT(q). Then tranq·p−1(P ) = C× {0}.
A translation of H1 is a translation of C for the two first coordinates and
something more intricate for the t-coordinate. Two parallel vertical plane are
then obviously in the same orbit.
We can translate any two vertical planes to two other containing the center
L. A rotation of one of them on the second finish the proof.
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Proposition 1.4.6. Every plane P ∈ H2 has Hausdorff dimension 3. The
H-lines have dimension 1 and the other lines have dimension 2.
Proof. Because of Lemma 1.4.5, for the planes it is enough to compute the
dimensions of C×{0} and R×{0}×R. For the lines Lemma 1.4.3 it is enough
to make it for the one going through 0H and directed by aX + bT. For a = 0,
we are considering L. For b = 0, it is a H-line. In what follows, we will often
use the Hausdorff dimension of a set with respect to the distance d∞ defined in
example 1.1.11. It does not change anything because this distance is equivalent
to dc.
R× {0} × R As explained in Subsection 1.2.1, this set is isomorphic to R2 and for
points (x; t) and (x′; t′) of this vertical plane,
d∞((x; t), (x′; t′)) = ‖(x− x′, t− t′)‖∞ = max(|x− x′|, |t− t|1/2).
Any ball of radius R is then a rectangle of area 2R · 2R2 = 4R3
C× {0} We prove that the dimension is 3 because for all 0 < r < R, the usual
Lebesgue measure on C × {0} is local Ahlfors 3-regular on the annulus
{(z; 0) ∈ H1, r ≥ |z| ≥ R}. We use one more time the metric d∞. What
is the ball with center (z; 0) and radius R?
d∞((z; 0), (z′; 0)) = ‖(z − z′; 1
2
=(zz′)‖∞ ≤ R⇐⇒

|z − z′| ≤ R
1
2
=(zz′) ≤ R2.
Then this ball is the intersection of the Euclidean circle of radius R and a
band (intersection of two half-plane) with center (z; 0) and of width R
2
|z| .
With the Moran lemma we conclude that the dimension of C× {0} is 3.
Lines As explained in Subsection 1.2.1 the distance d∞ between λ(a, 0, b) and
µ(a, 0, b) is ‖(λ− µ)(a, 0, b)‖∞. But
d∞(ν(a, 0, b)) = max(|νa|, |νb|1/2) =
{
|νa| if |ν| ≥ |b/a2|
|νb|1/2 if |ν| ≤ |b/a2|
Thus if b 6= 0 the balls of radius R ≤ |b||a| have a one dimensional Lebesgue
measure L1 equal to 2√a2 + b2R2|b| . With the Moran lemma, we conclude
that the dimension is 2.
In the case of H-lines (b = 0), the restriction of d∞ is isometric to the
distance on R and the dimension is 1.
Remark 1.4.7. As a consequence of Proposition 1.4.6, the dimension of L, that
is the center of H1 is 2. A more direct proof is to consider that d∞ restricted to
L is of the form d1/2 where (L, d) is isomorphic to R with the classical distance.
It follows from the general theory that the Hausdorff dimension of (L, dc) is
2 = 1/(1/2), that is the dimension of R through the exponent 1/2.
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Remark 1.4.8. Any line {(µz;µt) ∈ Hn | µ ∈ R} of the n-th Heisenberg group is
also a subgroup of Hn. For t = 0 it is isometric to R because dc((µz; 0), (λz; 0)) =
|t− t′| · |z|. Else
dc((µz;µt), (λz;λt)) =dc(0H, ((µ− λ)z; (µ− λ)t))
∼2
√
pi|µ− λ| · |t| (1.16)
when |µ− λ| tends to 0. Actually we will see in Section 1.5 that dc(0H, (0; t)) =
2
√
pi|t| and dc((0; t), (z; t)) = |z| what proves (1.16).
Let us compute the dimension for a last surface that is different from the
planes.
Example 1.4.9. We consider {(z; t) ∈ H1, |z| = 1}. We take the d∞ metric so
that the distance between (eiθ, t) and (eiθ
′
, t′) is
max
(
|eiθ′ − eiθ|, |t′ − t+ 1
2
sin(θ − θ′)|1/2
)
.
Now, we will prove that the Hausdorff dimension of this set is 3 using on the
cylinder the surface volume µ defined for any C2-submanifold of R3. That
measure is Borel regular. Let us consider now the ball BR with center (e
iθ, t)
and radius R < 1. Thus
BR =
{
(eiθ
′
, t′), |eiθ − eiθ′ | ≤ R
}⋂
{
(eiθ
′
, t′), t−R2 − 1
2
sin(θ − θ′) ≤ t′ ≤ t+R2 − 1
2
sin(θ − θ′)
}
By puzzling, we find that BR have the same area as{
(eiθ
′
, t′), |eiθ − eiθ′ | ≤ R
}⋂{
(eiθ
′
, t′), t−R2 ≤ t′ ≤ t+R2
}
so that µcy(BR) = 8R
2 · arcsin(R/2). Finally, we have for R < 1,
4R3 ≤ µ(BR) ≤ 2piR3.
There is a result of Gromov in [52] saying that every set in H1 with topo-
logical dimension 2 has Hausdorff dimension greater or equal to 3. In fact every
embedded smooth surface of R3 has exactly dimension 3 as suggests the follow-
ing coarea formula that can be found in [56]
Proposition 1.4.10. Let f be a smooth function and u a nonnegative measur-
able function f of Hn. Then∫
Hn
u(p)‖∇Hf(p)‖HdH2n+2 =
∫ +∞
0
∫
{f=t}
u(q)dH2n+1(q)dt.
In a recent paper [12], Balogh, Tyson and Warhurst solve the problem to
know what are the possible pairs (α, β) where α is the Euclidean and β the
subRiemannian Hausdorff dimension of a subset of Hn. They solved actually
more generally the problem in the setting of Carnot groups. But the original
open problem of Gromov to describe the pairs (α, β) for smooth submanifolds
of a Carnot group is still open.
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1.5 Geodesics
We begin with some definitions. A geodesic in a metric space (X, d) is a curve
γ defined on an interval I ⊂ R such that for any four points s, t, s′, t′ of I,
|t′ − s′|d(γ(s), γ(t)) = |t− s|d(γ(s′), γ(t′)).
If I is [0, 1], this definition is equivalent to the following : for any s and t,
d(γ(s), γ(t)) = |t− s|d(γ(0), γ(1)).
A metric space is called geodesic if there is a geodesic γ connecting each pair of
points (p, q). In a geodesic metric space a s-intermediate point between p and
q is any point γ(s) such that γ is a geodesic with γ(0) = p and γ(1) = q.
A curve such that in the neighbourhood of every time s the restriction of the
curve is a geodesic is called a local geodesic. It is sometime just called geodesic.
Continuous non-decreasing reparametrizations of such curves as before are
often called geodesics too. In particular in a geodesic space, if γ˜ is a reparame-
trization, then the distance d(γ˜(a), γ˜(b)) is not only smaller than but it is equal
to the metric length of γ˜. This metric length is defined by
lim
ε→0
inf
σ
∑
d(γ˜(σi), γ˜(σi+1)) (1.17)
where (σi)0≤i≤n is a partition starting in σ0 = a and ending in σn = b such
that |σi+1 − σi| ≤ ε for every i < n. As is proved by Kora´nyi in [69], in the
Heisenberg group the length of an absolutely continuous curve of R3 is the same
if you compute it with the metric formula (1.17) or with the subRiemannian
one (1.3). In particular, if the curve is not horizontal, the length is infinite.
Actually it is also the length of a curve computed with the Koranyi-Reimann
distance dKR of Subsection 1.1.3.
In this section, we will prove that the metric space (Hn, dc) is geodesic.
Metric geodesics of Hn (as defined in the begining of this section) are certainly
absolutely continuous because of metric estimates such as Proposition 1.1.6.
Because of the above definitions and results, the length of these geodesics is
dc(p, q). Therefore the infimum in the definition of the Carnot-Carthe´odory
distance (1.8) is in fact a minimum.
1.5.1 Dido’s problem
In this subsection, we suppose that we know the planar isoperimetric problem
and that its solutions are circles. We consider now a very old variant of this
problem called Dido’s problem [107]. It is related to the foundation of Carthage
in Tunisia. It is written that Queen Dido and her followers arrived on a coast by
the sea and that the local inhabitant allow her to stay in as much land as can be
encompassed in an oxhide. Then Dido made a rope by cutting the oxhide into
fine strips and encircle a wide domain of land. Finding the way to limit this piece
of land is a variant of the isoperimetric problem and the optimal way is to make
an arc of circle. However, the full circle is not optimal because it does not take
advantage of the fact that the coast is a natural border. This classical problem
of calculus of variation can be reformulated in the following way: consider the
curves α : [0, 1] → R2 of given length l such that α(0) = 0C and = (α(1)) = 0.
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Then the problem is to maximize the algebraic area 12
∫ 1
0
α˙×α. Actually in our
problem of geodesics in the Heisenberg group we will be interested in the dual
problem : find the shortest curve enclosing a given area. We can formulate the
dual problem in this way: a curve α starts in 0 ∈ C is defined on [0, 1], ends on
the real axis (=(α(1)) = 0) and has the algebraic area 12
∫ 1
0 α˙× α. Under these
constraints we want to minimize
∫ 1
0
|α′|, that is the length of the curve.
We present here the solutions of Dido’s problem and we will see one variant
in the next paragraph. The key idea is to close the curve α by connecting it
with its symmetric curve with respect to the real line. We obtain a closed curve
whose swept area is two times the initial one.
1
2
∫ 1
0
α˙× α+ 1
2
∫ 0
1
α˙× α¯ = 2 · 1
2
∫ 1
0
α˙× α
(Here, α¯ is the complex conjugated curve. It is not a curve with inverse
parametrization as in Subsection 1.3.3.) The length of this curve is also twice
the initial one. If the new curve is a circle, its length is the minimum among
all the curve enclosing the same area. This fact is in particular true among
the curves symmetric with respect to y = 0. It follows that the solution of the
authentic Dido’s problem is an half of circle. If we now consider the sign of the
algebraic area, there are for a given starting point and a given area (positive or
negative) exactly two solutions to the problem. These solutions are symmetric
with respect to the starting point 0C.
In the second version, we fix the two ends of the curve. Let us assume for
example α(0) = 0C and α(1) = x for a given x ∈ R∗. There is an unique arc
of circle from the first to the second point that encloses the given algebraic
area: for a positive area, the area between the line and the arc of circle is a
strictly increasing and continuous function of the radius, for a negative area,
it is strictly decreasing. We will prove now that this unique arc of circle is
the shortest possible curve. Compare our candidate with another curve and
connect both of them with the rest of the circle. Hence we have two closed
curves enclosing the same area and one of them is a circle. The length of the
circle is smaller. The arc of circle is then also shorter that the curve. We
proved that the arc of circle of given area is the shortest curve in this restrictive
version of Dido’s problem. In the critical case x = 0, the problem is the classical
isoperimetric problem. An infinity of circles are solution.
1.5.2 Geodesics of H1
The problem of the geodesics in H1 is very similar to Dido’s problem. Let us
first explicit what is the relation between geodesics and the minimizing curves
in (1.8). After we will see the link with Dido’s problem.
We have already explain that geodesics minimize the length in (1.8). Take it
now in the other sense and reparametrize with constant speed on [0, 1] a curve
γ that shall minimize the length. This new curve γ˜ has the same length and is
minimizing too. It is even a geodesic. Actually any restriction of γ˜ to [a, b] ⊂
[0, 1] minimizes the length between its ends. If it does not, neither does the initial
curve! With the constant speed parametrization, the distance dc(γ˜(a), γ˜(b)) is
also the time difference |b − a| multiplied with the speed dc(γ˜(0), γ˜(0)) which
is the definition of a geodesic. Then the curves minimizing the length in the
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definition of the Carnot-Carathe´odory distance are the absolutely continuous
reparametrizations of geodesics between the same end points.
Finally we want to find a minimum in (1.8). In order to exhibit the relation
with Dido’s problem, we will use the complex projection Z, the horizontal lift
Lift and the general philosophy of Section 1.3. The horizontal curves from
p = (z; t) to q = (z′; t′) are exactly the H-lifts starting in p of those of the
absolutely continuous planar curves connecting z = Z(p) to z′ = Z(q) that
enclose an algebraic area t′ − t. Minimizing the length of these curves is the
same as minimizing the length in this family of planar curves. This variational
problem is strongly related to Dido’s problem. In fact if α is a planar curve
defined on [a, b] from z to z′, the area constraint is
t′ − t = 1
2
∫ b
a
α˙× α = 1
2
∫ b
a
˙(α− α(a)) × (α− α(a)) + 1
2
(α(b)− α(a)) × α(a)
which is equivalent to
1
2
∫ b
a
˙(α − α(a))× (α− α(a)) = t− t′ − (1
2
α(b)× α(a)).
We made this change of origin by translation in order to see that just as in Dido’s
problem, the area between the curve α and the segment [α(a), α(b)] represented
by the left-hand side is a given area just depending on the ends p and q of the
lifted curve Liftp(α). This area is exactly t
′ − t − 12=(zz′), that is the third
coordinate of p−1 · q because up to a translation, connecting p to q is the same
as connecting 0H to p
−1 · q. We can then claim after Subsection 1.5.1:
Proposition 1.5.1. The geodesics of H1 are the horizontal lifts of the arc of
circles parametrized with constant speed. These are just local geodesics if and
only if the arc makes more than a full circle. The H-lines are also geodesics and
correspond to the degenerated case of the horizontal lift of a line.
Let us say more about this proposition : the arc of circle we have considered
in Dido’s problem are part of a circle. Observe that if you turn two time on a
circle of radius R, you have an area equal to 2 · piR2 and the length squared is
(2piR)2. The quotient is 1/2pi. A circle of radius
√
2R has the same area but its
optimal isoperimetric quotient is 1/pi. A similar phenomenon occurs each time
you consider an arc of circle making more than a full circle.
In Dido’s problem, the case of an area equal to zero is solved by a segment.
The horizontal lift of these solutions is a H-line as explained in Remark 1.4.4.
Now, we will give the equations of these geodesics. Because translations are
isometries, it is enough to make it for the geodesics starting from 0H. If v ∈ C
and ϕ ∈ R,
αv,ϕ(s) =
{
v e
iϕs−1
iϕ if ϕ 6= 0
sv else
is the only constant speed parametrization of an arc of circle with tangent vector
v in 0 and that draw an angle equal to ϕ on the time interval [0, 1]. It is not
difficult to see that the algebraic area swept on [0, s] is
1
2
∫ s
0
αv,ϕ × ˙αv,ϕ = |v|2
(
ϕs− sin(ϕs)
2ϕ2
)
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or 0 if ϕ = 0 because it is the area of an angular sector plus the area of a
triangle. Then we can parametrize the geodesics (local or global) starting in 0
with the two parameters v ∈ C and ϕ ∈ R (see Figure 1.4).
γv,ϕ(s) =
{
(v e
iϕs−1
iϕ , |v|2
(
ϕs−sin(ϕs)
2ϕ2
)
) if ϕ 6= 0
(sv, 0) otherwise.
(1.18)
A geodesic γv,ϕ is global on a segment [a, b] if and only if |b − a| ≤ 2pi/|ϕ|
because on these intervals the projected curve Z(γv,ϕ) makes less than a circle.
In particular H-lines are global because they are done with ϕ = 0.
We define now the H-exponential expH map thanks to the point attained at
time 1 by the geodesic γv,ϕ.
expH(v, ϕ) =
{
(v e
iϕ−1
iϕ , |v|2
(
ϕ−sin(ϕ)
2ϕ2
)
) if ϕ 6= 0
(v, 0) otherwise.
(1.19)
The notation exp is inspired from the Riemannian geometry where expp(
−→v )
is the end point of the unique constant-speed geodesic, parametrized on [0, 1],
starting in p with velocity vector −→v . In the case of the Heisenberg group, for
any p ∈ H1 and any v ∈ C, the curve p · γv,ϕ is geodesic tangent to <(v)X(p) +
=(v)Y(p) at time 0 and its end-point is p · expH(v, ϕ). However, there is not
an unique geodesic tangent to <(v)X(p) + =(v)Y(p) in 0 such that one have
to parametrize these geodesics with ϕ. We write expH and not expH as in [7]
where it appears for the first time, in relation to Theorem 2.2.4 because our
convention about the definition of H1 is somewhat different. The same remark
holds for expH on Hn that will be defined in the next subsection.
1.5.3 Geodesics of H
n
We prove now that Hn have also geodesics. For that we will not try to minimize
the length but the energy of the curve :
E(γ) =
∫ 1
0
‖γ˙‖2c .
Because of the Cauchy-Schwarz inequality we have
E(γ) ·
∫ 1
0
12 ≥ length2c(γ)
with equality if 1 and ‖γ˙‖ are collinear what happens exactly when γ has a
constant speed. Then a curve minimizing the energy for two fixed ends also
minimizes the length and minimizing curves for the length can minimize the
energy if you reparametrize them with constant speed. With our terminology
curves minimizing the energy are exactly geodesics because they have constant
speed. The energy is then the square of the length.
The projected curve on the n first coordinates is now a curve in Cn between
some points of Cn that for simplicity we assume equal to 0 and some other
(z1, · · · , zn) ∈ Cn. This projected curve α = (α1, · · · , αn) allows us to know the
original γ by using the horizontal lift.
γ(s) = Lift0H(α)(s) =
(
α1(s), · · · , αn(s),
n∑
i=1
1
2
∫ s
0
αi × α˙i
)
.
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××
x
y
v
ϕ
γv,ϕ(s) = exp
H
s (v, ϕ) = exp
H(sv, sϕ)
expH(v, ϕ)
arc of length |v|
Figure 1.4: The exponential map expH
Moreover, ‖γ˙‖2
H
= |α˙|2
Cn
=
∑n
i=1 |α˙i|2 so that the length and the energy of a
horizontal curve γ are simply the ones of α = Z(γ). Thus our new problem is
for fixed ends (0, zi)0≤i≤n and a given area
t =
n∑
i=1
A(αi)
to minimize the energy of γ which is
E(γ) =
n∑
i=1
E(αi).
For a given n-tuple of areas (A1, · · · ,An) whose A is equal to t, we know from
the subsection 1.5.2 that there is an optimal curve. It is the curve α whose
coordinates αi are arc of circles with the correct end and algebraic area Ai,
parametrized with constant speed on [0, 1]. These coordinates are αvi,ϕi for
some (vi, ϕi) ∈ C × R and each zi is then Z
(
expH(vi, αi)
)
. This curve α has
the minimum energy for a given n-tuple (A1, · · · ,An). This energy is
n∑
i=1
|vi|2
because |vi| is the length of αi (vi is the initial speed and the curve is defined
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on [0, 1]). But zi = vi
eiϕi−1
iϕi
, so
|vi|2 = |zi|2 ϕ
2
i
2(1− cos(ϕ)) .
Now, we write also A as a function of |zi| and ϕi.
A =
n∑
i=1
Ai =
n∑
i=1
|vi|2ϕi − sin(ϕi)
2ϕ2i
=
n∑
i=1
|zi|2 ϕ− sin(ϕ)
4(1− cos(ϕ)) .
Hence we have a global energy E depending only on (ϕ1, · · · , ϕn) and we want
to minimize it under the constraint A(ϕ1, · · · , ϕn) = t. Actually for the indices
i such that zi = 0, αi is constant equal to 0. Without loss of generality, we can
assume that zi 6= 0 for any i ∈ {1, . . . , n} and t > 0. Then it is enough to study
the variation of E on ]0,+∞[n because the Ai(ϕi) are even and non negative
on ]0,∞[. Hence there are two Lagrange multipliers λ and µ with (λ, ν) 6= (0, 0)
such that for every ϕi
λ
∂E
∂ϕi
= µ
∂A
∂ϕi
.
Thus
ϕi
(
λ
2
)
2(1− cosϕi)− ϕi sinϕi
(1− cosϕi)2 =
(µ
4
) 2(1− cosϕi)− ϕi sinϕi
(1− cosϕi)2 .
We obtain then ϕ1 = · · · = ϕn. Eventually we get geodesics of the form
γv,ϕ(s) =
(
eiϕs − 1
iϕ
v, |v|2
(
ϕs− sin(ϕs)
2ϕ2
))
∈ Cn × R (1.20)
and (sv, 0) if ϕ = 0 where v = (v1, · · · , vn) ∈ Cn and a H-exponential map
expH(v, ϕ) =
{
( e
iϕ−1
iϕ v, |v|2
(
ϕ−sin(ϕ)
2ϕ2
)
) if ϕ 6= 0
(v, 0) otherwise.
(1.21)
We define expHs (v, ϕ) as exp
H(sv, sϕ) = γv,ϕ(s).
As in the case n = 1 illustrated by Figure 1.4, the curve γv,ϕ is in 0H at time
s = 0 and it is tangent to v ∈ Cn. The angle ϕ indicates the circular angle that
each complex coordinate zi draw in C on the time interval [0, 1].
We set D1 := (C
n\{0})×] − 2pi, 2pi[ and similarly Ds := (Cn\{0})×] −
2spi, 2spi[. From the results of this section, we know that expH is one-to-one on
D1 and exp
H(D1) = Hn\L. Moreover, for any s ∈ [−1, 0[∪]0, 1], the map expHs
is one-to-one from D1 to exp
H(D|s|). Note also that expH is an analytic map
on D1. We will see in Section 1.7 that exp
H is actually a diffeomorphism by
computing the Jacobian determinant of expH.
We state now Proposition 1.5.1 in a more formal and general way.
Proposition 1.5.2. The geodesics of Hn are the curves p · γv,ϕ. On [a, b] with
b > a, the geodesic is global and unique if (b − a)|ϕ| < 2pi. It is global but not
unique if (b − a)|ϕ| = 2pi (change v in any v′ with |vi| = |v′i| for each i) and it
is just locally geodesic if (b− a)|ϕ| > 2pi.
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1.6 Geodesics in other spaces
We report the reader to Subsection 1.2 for the definitions of the spaces consid-
ered in this section.
1.6.1 Geodesics in the discrete Heisenberg group
We consider here the discrete Heisenberg group with the distance dHZ . There
are projections and horizontal lift relations between HZ1 and Z
2 exactly as be-
tween H1 and R
2 (Section 1.3). The geodesics in the discrete case are sequences
of points, but one can recover the exact definition of geodesic by adding vertices
(of length 1) between the neighbours (the points at distance 1).
We will consider the geodesics between 0H and a point (m,n, t) ∈ HZ1 for
m,n and t non-negative. The other cases follow immediately from this one.
Because the length in the graph Z2 between (0, 0) and (m,n) is m + n and
because the projection Z : (m,n, t) → (m,n) is 1-Lipschitz from HZ1 to Z2, any
path of length m + n from 0H to some point (m,n, t) is a geodesic. In fact if
t ≤ mn2 there is such a path and the critical case t = mn2 is obtained as the
horizontal lift of the path that goes m time on the right and then n time up.
If t > mn2 , we can identify some other geodesics, namely pieces of square.
These curves correspond to the solution of the discrete Dido’s problem just
as arcs of circle are solutions of the usual Dido’s problem. In the discrete
isoperimetric problem, one try to minimize A/l2 where A is the algebraic area
of closed curve and l its length. The solutions are squares with isoperimetric
constant 1/16. Suppose that m ≥ n and that t = c2 − mn2 for some c ≥ m.
Then the geodesic is unique from 0H to (x, y, t) and it is a piece of square of side
length c. The displacement in HZ1 is the horizontal lift of the following sequence
in Z2. We have to go c− n down then c right, then c up and finally c−m left.
If t is not of the type discussed above, the geodesics from 0H to (m,n, t)
are not unique but it is possible to know the distance to zero. For instance for
t = c(c + 1) − mn2 where c ≥ m ≥ n, pieces of rectangles whose side lengths
are c and c + 1 are geodesics. Some geodesics are little variation close to such
rectangle paths.
It turns out that the distance of (m,n, t) to 0H is equal to
f (max(|m|, |n|),min(|m|, |n|), |t|)
where
f(m,n, t) =

m+ n if t ≤ mn2
2(m+ c)− (m+ n) if mn2 ≤ mc2 < t+ mn2 ≤ m(c+1)2 ≤ m
2
2
4c+ 2− (m+ n) if m22 ≤ c
2
2 < t+
mn
2 ≤ c(c+1)2
4(c+ 1)− (m+ n) if m22 ≤ c(c+1)2 < t+ mn2 ≤ (c+1)
2
2
1.6.2 Geodesics on the Albanese torus
We give here two estimates on the length of the geodesics of T. From equation
(1.13), and the observation that the distance between two points of HZ1 is greater
than 1, we see that if dc(p, q) <
1
2 , the distance between the cosets p˜ and q˜ of
p and q is exactly dc(p, q). Then the projections of the geodesics of length |v|
starting from p on T are minimizing geodesics at least if |v| < 1/2.
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It is possible from any point p of H1 to roughly reach some point of HZ
with a curve of length smaller than
√
2/2 +
√
2pi < 3. For that we can reach a
point of Z2×R and then lift a circle of C with area smaller than 1/2. Then the
projection on T of any geodesic of length greater than 3 is no longer a minimizing
geodesic of T. Indeed we just have proved that if p and q are the end points of
a geodesic of H1 of length greater that 3, there is an element p
′ ∈ p · HZ1 such
that dc(p
′, q) < 3. Then dc(p˜, q˜) = dc(p˜′, q˜) < 3 and the projection in T of the
geodesic is not globally minimal.
1.6.3 Geodesics in the Grusˇin plane
Recall Subsection 1.2.5 for the notations. The motivation for this subsection
arises partially from the paper of Agrachev, Boscain and Sigalotti [1] where the
authors give for the Grusˇin plane the equations of the geodesics and determine
the cut locus. In this paper the computations are left to the reader and the
authors investigate more general cases. Nevertheless the graphics in [1] are very
useful for the understanding of G and its geodesics.
We will then compute the geodesics of the Grusˇin plane using a very powerful
tool of optimal control: the Pontryagin Maximum Principle (PMP). It is a very
much evolved theorem of calculus of variations. In particular it is a way to obtain
symplectic differential equations in the cotangent bundle for those curves whose
energy variation is equal to zero. The theorem works actually for a wide class of
problems and its specification to differential geometry allows to study distances
defined from vector fields, such as the Grusˇin plane and the Heisenberg group.
The Pontryagin Maximum Principle (PMP) is quite difficult to enunciate.
We will not do it, see for example [15]. Sometime like in the Heisenberg group,
it is possible to find the geodesics with some special arguments of geometry
and without too much computations. For example we obtained the geodesics of
H1 through the projection Z and thanks to the isoperimetric geometry of R
2.
Here, we could do the same and find the geodesics of G+ and G through the
cylindrical projection Υ and the fact that we know the geodesics of H1. Instead
of that we will just guess them with basic geometry and check after our guess
with the PMP.
Let us start with G+. We know that this space is geodesic because of the
following facts. The distance between two points p and q is the one between the
two circle classes Υ−1(p) and Υ−1(q) of H1. These circles are compact and dc
is continuous in the topology of R3 so that there are two points whose distance
is the distances between the circles. We consider the geodesic γ between them,
we project it and we obtain a geodesic of G+, that is Υ(γ). So the geodesics of
G+ are projections of geodesics of H1 but one should notice that all projections
of geodesics of H1 are not necessarily geodesics in G
+.
Some projections of curves by Υ are certainly geodesics, namely the one of
the geodesics of H1 that go through L. All geodesics γ of H1 from (0; t) ∈ L to
a point of the circle class Υ−1(p) have the same length since the circle S1 acts
by rotation under these geodesics. As the cylindrical projection Υ(γ) does not
depend on the geodesic γ we choose, and as {(0; t)} is a circle class, this curve,
that is Υ(γ) is a geodesic of G+.
We will now explain that each geodesic of G+ is in fact part of a curve
Υ(γ) where γ is a geodesic of H1 going through L. We consider two circle
classes Υ−1(p) and Υ−1(q) on the one hand and on the other hand a geodesic
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going through L. The planar projection of them on R2 are three circles. Two
have center 0C and the other goes through 0C. If we now change the radius of
the third circle (still going through 0), we also change the algebraic area that
it sweeps between its intersections with the first and the second circle. This
area can be chosen as the difference between the third coordinates of Υ−1(p)
and Υ−1(q). Hence the construction we have suggested just proves that it is
possible to connect any p and q of G+ with a geodesic of the type we have
described, that is the projection of a geodesic going through L.
Let us now give an idea of what are the geodesics in G between two points
that lie in different copies of G+. Suppose for instance that we start on G− =
]−∞, 0]× R and consider a curve connecting p ∈ G+. Once we have attained
a point (0, t) of the midline {r = 0}, by using symG define just below, we can
symmetrize any part of the curve in G− to a part in G+ without changing the
length. Hence the minimal geodesics of G between points in different half-plane
will be the catenation of two geodesics each one being (up to symmetry) of the
type described for G+.
It is quite difficult to make this argument rigorous. That is why we will
rather find the geodesics of G with our analytic tool, that is the PMP.
We will compute the local geodesics starting from (0, 0) or from (−1, 0). It
is enough to compute the geodesics from these points because usuals transfor-
mations send (0, 0) on the points of {r = 0} (translation) and (−1, 0) on the
other points (symmetry, translation, dilation). These transformations are the
isometries
symG : (r, t) 7→ (−r, t)
symG2 : (r, t) 7→ (r,−t)
transGτ : (r, t) 7→ (r, t+ τ)
and the dilation
dilGλ : (r, t) 7→ (λr, λ2t)
that is a isometry between G and (G, λ−1dG).
In our case the Pontryagin theorem just states that the local geodesics are
the solutions of the usual Hamiltonian gradient, extending the case of the Rie-
mannian manifolds. Actually G is locally Riemannian in almost every point and
the singular set is quite small because it is just {r = 0}. In this sense the PMP
is almost a too powerful tool. The Hamiltonian is defined on the cotangent
bundle by
H(ζ, λ) =
1
2
[(λ(ζ)(RG)
2 + (λ(ζ)(TG))
2)]
=
1
2
(λ2r + (rλt)
2)
where λ = (λr(ζ), λt(ζ)) is a linear form defined on T
∗R2ζ and ζ = (r, t) ∈
R2. From the book [84] by Montgomory or from the introduction by Boscain
and Piccoli [15] on optimal control we know that the symplectic equations are
satisfied by the locally minimal geodesics. This result is classic for manifolds.
There are other locally minimal geodesics (called abnormal geodesics, see [82])
that appear in subRiemannian geometry. It is not the case for the Grusˇin plane
or the Heisenberg group where all locally minimal geodesics (with constant
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speed) satisfies the symplectic equation. The system of equations is given in the
chart T ∗R2 = R2 × R2 by 
r˙ = ∂H∂λr
t˙ = ∂H∂λt
λ˙r = −∂H∂r
λ˙t = −∂H∂t
In our case, this yields 
r˙ = λr
t˙ = r2λt
λ˙r = −rλ2t
λ˙t = 0
(1.22)
Geodesics from a non-singular point
Here, we will compute the equations of the local minimal geodesics starting
from (−1, 0). The Hamiltonian H is constant along the geodesics. For the
choice H = 12 , we obtain the geodesics with arc-length parametrization. For
this choice −rλt and λr are the sine and the cosine of some angle because the
sum of their square is 1. We denote this angle at the initial time s = 0 by ϕ.{
−(−1)λt(0) = sin(ϕ)
λr(0) = cos(ϕ).
Because of (1.22), we have also λt(s) = sin(ϕ) for every time s. The differential
system (1.22) is trivial in the cases ϕ = 0, pi. The solution is given by
r = −1± s; t = 0 (1.23)
Let us then consider the general case ϕ ∈]− pi, 0[∪]0, pi[. From the first and the
third equation of the symplectic system (1.22) we get the harmonic differential
equation
r¨ = −λ2t r
that we solve by r(s) = A sin(λts− ϑ) where the integration constants satisfies
the initial conditions {
r(0) = −1
r˙(0) = λr(0) = cos(ϕ).
We then have A = 1sin(ϑ) and cotan(ϑ) = cotan(ϕ). It follows
r(s) =
sin(λts− ϑ)
sin(ϑ)
and ϑ = ϕ + kpi for some integer k. Because the expression of r(t, ϑ) does not
depend on k, we can assume ϑ = ϕ. We get
r(s) =
sin(λts− ϕ)
sin(ϕ)
λt = sin(ϕ)
t˙ = λtr
2.
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After linearization, integration and taking account the fact that y(0) = 0, we
have
t(s) =
s
2λt
− sin(2λts− 2ϕ) + sin(2ϕ)
4λ2t
.
The locally minimal geodesics starting from (−1, 0) with arc-length parametriza-
tion are then given by{
r(s) = sin(αs−ϕ)α
t(s) = s2α − sin(2αs−2ϕ)+sin(2ϕ)4α2 .
(1.24)
where α = sin(ϕ) and α 6= 0 (α is just a new notation for λt). The parameter
ϕ very nicely corresponds to the angle that makes the tangent vector ζ˙(0) with
the x-axis in R2. On the critical set ϕ ∈ {kpi | k ∈ Z}, the equations (1.23)
continue differentially in ϕ and s the equations of (1.24). More synthetically,
(1.23) and (1.24) provide a map EG,1 from (ϕ, s) ∈ R× [0,+∞[ in the Grusˇin
plane, C∞ on R×]0,+∞[ such that for every ϕ ∈ R, the curve EG,1ϕ = EG,1(ϕ, ·)
is the only arc-length locally minimal geodesic starting from (−1, 0) and making
an angle ϕ with {t = 0} at time s = 0.
Geodesics from a singular point
With a similar calculus we compute the locally minimal geodesics starting from
(0, 0). Their equations are {
r(s) = ± sin(βs)β
t(s) = s2β − sin(2βs)4β2 .
(1.25)
where β is a parameter. For β = 0 we interpret the system as
r(s) = ±s and t = 0.
Similarly to EG,1, we define EG,2,+(β, s) and EG,2,−(β, s) as the solutions of
(1.25) for (β, s) ∈ R×]0,+∞[. Note that if v ∈ C has modulus 1, the curve
EG,2,+β : s ∈ [0, pi/|β|] → G is exactly the cylindrical projection of the geodesic
γv,2β of H1 defined in (1.18). More precisely with IG defined in Subsection 1.2.5,
on this interval EG,2,+β (s) = IG ◦Υ(γv,2β)(s). We will see in the next paragraph
that as γv,2β , the Grusˇin curve is no longer globally geodesic for s ≥ pi/|β|.
For a calculation of the geodesics starting from (0, 0) without using optimal
control and more about the link with the Heisenberg group, see [37].
Cut locus
We study now how long the geodesics are minimal. For that we start with an
exception: from the equations of the locally minimal geodesics we could compute
that when α 6= 0 (or β 6= 0) the t-coordinate is strictly monotone. It follows that
the only way to link two points with the same t-coordinate is to use a geodesic
with equation r(s) = r(0)±s; t(s) = t(0). The locally minimal geodesics with
α = 0 or β = 0 are globally minimal. Nevertheless we define the cut locus of
a given point (r, t) ∈ G as the set of the points (r′, t′) for which there exists a
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local geodesic starting from (r, t) that stops to be the unique minimal geodesic
when it goes through (r′, t′).
Let us consider now the geodesic starting from (0, 0). For a given β 6= 0
(for simplicity we suppose β > 0). The curve reaches (0, pi2β2 ) at time
pi
β . We
can quickly find all the other geodesics that reaches this point. These are the
geodesics with parameter
√
kβ for k ∈ N\{0}. They arrive in (0, pi2β2 ) at time√
k piβ . It proves that the geodesic with parameter β is globally minimal at least
until s =
√
kβ. We prove now that it is no longer true for greater times s. The
important remark is that in (1.25), both signs + and − arrive on (0, pi2β2 ) at
the time piβ . Then a curve from [0, s] in R
2 obtained with the parameter β by
changing the sign on the time piβ has the same length like the ones with parameter
β keeping the same sign. But the first curve is not even locally minimal. It is
then also not a global geodesic and all curves with the same length between the
same ends are also not global geodesics. We have proved that the cut locus of
a curve starting from (0, 0) with parameter β 6= 0 is the point (0, pi2β2 ).
The discussion for the geodesics starting from (−1, 0) is the same but the
computations are a little more intricate. We want to show that for sin(ϕ) =
α 6= 0 the locally minimal geodesic parametrized by ϕ is globally minimal until
s = pi|α| but not for greater times. For simplicity and because of the symmetries,
we can assume 0 < ϕ < pi and then α > 0. At time piα , the geodesic arrives
in (1, pi2α2 ). The other geodesics with parameter ϕ
′ cross the line r = 1 each
time when sin(α′s − ϕ′) = sin(ϕ′) which happens exactly if α′s = (2k + 1)pi
or α′s − ϕ′ = ϕ′ + 2kpi for some integer k. We will consider the intersection
case ϕ′ = pi2 as a third case. We begin with the first case. The equality on the
t-coordinate yields
pi
2α2
=
s
2α′
− sin(2α
′s− 2ϕ′) + sin(2ϕ′)
4α′2
for a time s verifying 2α′s = (4k + 2)pi. It implies pi2α2 =
(2k+1)pi
2α′2 and further
sin(ϕ′) =
√
2k + 1 sin(ϕ) (like for ϕ, we also suppose that ϕ′ have a non-negative
sine). Then with these curves we reach the point of coordinates (1, pi2α2 ) at time
s =
√
2k + 1piα . The shortest locally minimal geodesic is given for k = 0. This
parameter k is the one of the curve of parameter ϕ and also that of the curve of
parameter pi − ϕ. Note that these locally minimal geodesic are different except
in the special (third) case ϕ = pi2 . In the first case, combining the two geodesics
of same length, we know that the geodesic in no longer minimal for s > piα .
For the second case (α′s = 2ϕ′ + 2kpi), assuming also 0 < ϕ′ < pi, when the
curve crosses r = 1 the t-coordinate is
s
2α′
− sin(2α
′s− 2ϕ′) + sin(2ϕ′)
4α′2
=
ϕ′ + kpi
α′2
− 2 sin(2ϕ
′)
4α′2
≤ 2ϕ
′ + 2kpi
α′2
.
If the t-coordinate is pi2α2 , then α
′ ≤ α
√
2ϕ′+2kpi
pi/2 . It follows
s ≥
√
pi/2
√
2ϕ′ + 2kpi
α
=
pi
α
√
ϕ′
pi
+ k. (1.26)
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The time s is just possibly shorter than piα if k = 0. But, as we will see, it is
still longer.
The t-coordinate equality provides
pi
2α2
=
2ϕ′ − sin(2ϕ′)
2α′2
.
For ϕ′ < pi/2, a precise study of the right-hand term shows that it is non-
decreasing and then smaller than pi/2 (this proves also that expH(v, ·) has a
increasing t-coordinate on [0, pi], see (1.19)). It follows that pi/2 ≤ ϕ′ < pi. But
for ϕ′ > pi/2, the curve we are considering is EG,1ϕ′ (σ) for σ ∈ [0, s]. It is not
globally geodesic because s > 2ϕ
′
α′ >
pi
α′ and we prove in the first case that the
cut locus is attained for σ ≤ piα′ .
Then we have proved that for 0 < α < 1, both Eα,+ and Eα,− are global
geodesics on [0, piα ] and that
pi
2α2 = E
G,1
ϕ (
pi
α ) = E
G,1
pi−ϕ(
pi
α ) is in the cut locus of
(−1, 0)
In the third case ϕ = pi/2 there is a unique global geodesic to (1, pi/2).
However, it is not globally geodesic on [0, s] for any fixed s > pi/2. The reason
is simply that using dilGλ and tran
G
τ , one can observe that E
G,1
pi/2(s) is in the
cut locus of EG,1pi/2(s − pi/2). The segment [s − pi/2, s] is then maximal for the
geodesic minimality. Hence the curve is not a global geodesic on [0, s] for any
fixed s > pi/2, but it is a global geodesic on [0, pi/2].
1.6.4 Geodesics on the approximating manifolds.
Here, as for the geodesics in the Heisenberg group Hn, a geodesic minimizes the
energy of the curves with fixed ends. Let us take a curve γ with
γ˙ = a(s)X(γ(s)) + b(s)Y(γ(s)) + c(s)T(γ(s))
in almost every s ∈ [0, 1], γ(0) = 0H and γ(1) = (z; t). In Hε1 it has energy∫ 1
0
a(s)2 + b(s)2 +
1
ε2
c(s)2ds.
Because X and Y are invariant under the third direction, the curves with
γ˙ = a(s)X(γ(s)) + b(s)Y(γ(s)) +
(∫ 1
0
c
)
T(γ(s))
have a smaller energy and the same ends as the former one. The next step in
minimizing the energy is to chose a(s) and b(s) in such a way that the horizontal
curve with these controls is a geodesic from 0H to (x, y, t − ε
∫ 1
0 c). Then the
energy of this last curve is
dc(0H, (z; t
′))2 +
|t− t′|2
ε2
where t′ = t − ∫ 10 c(s)ds. It is then a one parameter problem to minimize the
energy. We will solve it for z = 0 and without loss of generality we can suppose
t ≥ 0. Then the function to minimize is
4pi|t′|+ (t− t
′)2
ε2
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The minimizing t′ is certainly positive, it is t′ = 0 if t ≤ 2piε2 and t − 2piε2 in
the other case. The distance to (0, 0, t), the square root of the energy is
dε(0H, (0; t)) =
{ |t|
ε if | − t| ≤ 2piε2
2
√
pi(|t| − piε2) if | − t| ≥ 2piε2
and the geodesics starting from 0H are defined as
s→ expε(s(aX+ bY + cT))
where expε is the usual Riemannian exponential map. Here, it is precisely
expε(aX+ bY + cT) = exp
H(aX+ bY,
c
ε2
) · (0; c).
As we saw before, the geodesics of the manifold have two components. The first
one is a geodesic of H1 and the second is a constant growth on the third coor-
dinate. One can see that the cut locus of the manifold is {0}× (]−∞,−2piε2]∪
[2piε2∞[) and that it is attained for c = ±2piε2.
1.7 Contraction along geodesics
In this section we will consider the contractions of the Heisenberg group and
the Grusˇin plane. Contractions are maps that, for a given fixed point c, called
the center of contraction, and a given ratio s between 0 and 1, map any point p
connected to c by a unique geodesic, to a point ps on this geodesic. The ratio
s sets that the distance between ps and c is s time the distance from ps to c,
which determine uniquely ps. For instance a ratio equal to 1/2 means that we
take the midpoint of p and c. In Rn, the contractions are simply dilations but
the dilations dilλ of Hn are not contractions.
1.7.1 Contraction in H
n
We introduce two helpful maps for this thesis: the intermediate-points map
M and the geodesic-inversion map I. We know from Subsection 1.5.2 (and
Proposition 1.5.2 for Hn) that there is a unique geodesic from p to q if and only
if Z(p) 6= Z(q) or p = q where Z(z; t) = z as before. We will denote the open
set {(p, q) ∈ (Hn)2 | Z(p) 6= Z(q)} = {(p, q) ∈ (Hn)2 | p−1 · q /∈ L} by U . On
this set we define our first map.
Definition 1.7.1. We define the intermediate-points map M from the set U ×
[0, 1] to Hn by
M(p, q, s) = tranp ◦ expHs ◦(expH)−1 ◦ tranp−1(q).
We will use now the notations on the geodesics, maps and domains of Hn that
were introduced just before Proposition 1.5.2. The point M(p, q, s) is actually
the unique s-intermediate point between p and q. It is a s-intermediate point
when p = 0H because exp
H
s ◦(expH)−1(γv,ϕ(1)) is γv,ϕ(s) for (v, ϕ) ∈ D1. The
general case follows from the left-invariance of the Carnot-Carathe´odory metric.
Moreover, M(p, q, s) is the unique s-intermediate point between p and q because
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there is a unique geodesic from p to q (the pair (p, q) is in U) and because the
s-intermediate points in a geodesic space lie on the geodesics connecting two
points.
Thanks to the regularity of expH and recalling that tranp is affine, we have
the following regularity lemma.
Lemma 1.7.2. The map M is measurable. It is C∞ on U×]0, 1[. The curve
s ∈ [0, 1] →M(p, q, s) is the unique geodesic from p to q.
Let us now introduce the geodesic-inversion map I.
Definition 1.7.3. We define the geodesic-inversion map I on Hn\L by I(p) =
expH−1 ◦(expH)−1(p).
The name comes from the fact that using the fact that expH is one-to-one
on D1, for (v, ϕ) ∈ D1 and s ∈ [−1, 1] :
I(γv,ϕ(s)) = I(expHs (v, ϕ))
= expH−1 ◦(expH)−1(expH(sv, sϕ))
= expH−1(sv, sϕ)
= γv,ϕ(−s)
It follows that I ◦ I is the identity on Hn\L. Note that γv,ϕ is a local geodesic
on [−s, s] with γv,ϕ(0) = 0H. That is why for any p ∈ Hn we will call (p, I(p))
a pair of I-conjugate points. We now establish the connection between M and
I.
Lemma 1.7.4. Let p be in Hn\L. Then M(I(p), p, 1/2) is well defined and is
the point 0H if and only if the ϕ-coordinate of (exp
H)−1(p) verifies |ϕ| < pi , i.e
when p ∈ expH(D1/2).
Proof. Therefore we have to see when M(I(p), p, 1/2) exists and is the point
0H. The point p is exp
H(v, ϕ) for some |ϕ| < 2pi. Moreover, the defini-
tion of I implies that I(p) = expH−1(v, ϕ). Therefore we have to say when
M(γv,ϕ(−1), γv,ϕ(1), 1/2) exists and if it is 0H.
It follows from equation (1.20) that the z-coordinates of γv,ϕ(−1) and γv,ϕ(1)
are equal if and only if |ϕ| = pi. Therefore (γv,ϕ(−1), γv,ϕ(1)) ∈ U if and only
if |ϕ| 6= pi. In this case there is a unique geodesic δ defined on [−1, 1] between
the two points and we can define the midpoint
δ(0) = M(δ(−1), δ(1), 1/2) = M(γv,ϕ(−1), γv,ϕ(1), 1/2).
We only know that on this interval γv,ϕ is a local geodesic.
If |ϕ| < pi then 2|ϕ| < 2pi. In this case the curve δ is the restriction of γv,ϕ to
[−1, 1] because by Proposition 1.5.2 both maps are the unique geodesic defined
on [−1, 1] that goes from I(p) to p. The midpoint is then δ(0) = γv,ϕ(0) = 0H.
If pi < |ϕ| < 2pi we make a proof by contradiction. Assume that δ(0) = 0H.
Then by Proposition 1.5.2, the curve δ |[0,1] is the unique geodesic from 0H
to p = γv,ϕ(1) and s ∈ [0, 1] → δ(−s) is the unique geodesic between 0H and
I(p) = γv,ϕ(−1) (both have a Z projection making an absolute angle |ϕ| smaller
than 2pi). It follows that δ is γv,ϕ on [0, 1] and [−1, 0]. This contradicts the fact
that |ϕ| > pi: for 2|ϕ| > 2pi, the restriction to [−1, 1] of γv,ϕ is not a geodesic
because its complex projection makes more than one full circle and consequently
it can not be δ. Hence M(p, I(p), 1/2) is not 0H.
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As mentioned at the end of Section 1.5, we present the computation of the
Jacobian determinant. To prove that expH is a diffeomorphism from D1 to
Hn \ L, we only need to prove that the Jacobian of expH does not vanish. This
fact is mentioned in [7] where the authors state that expH is a diffeomorphism
and the result of the calculation is given for H1 in the paper of Monti (see [85]).
We now give all the details of this computation for every n ∈ N\{0} because for
the next chapters we do not only need the fact that the Jacobian determinant
does not vanish, but also its exact value.
Proposition 1.7.5. The Jacobian determinant of expH is given by
Jac(expH)(v, ϕ) =
22n|v|2
(
sin(ϕ/2)
ϕ
)2n−1
sin(ϕ/2)−(ϕ/2) cos(ϕ/2)
ϕ3 for ϕ 6= 0,
|v|2/12 otherwise.
It does not vanish on D1.
Proof. We recall the expression of expH:
expH(v, ϕ) =
{
( e
iϕ−1
iϕ v; |v|2
(
ϕ−sin(ϕ)
2ϕ2
)
) if ϕ 6= 0
(v; 0) else.
where |v|2 = |v1|2+· · ·+|vn|2. We start by calculating Jac(expH) = det(D expH)
for ϕ 6= 0. The case ϕ = 0 is obtained as a limit.
We first have to compute the real derivative of expH, i.e. the derivative of
expH as a map from R2n+1 to R2n+1. We write D expH as a matrix
(
P C
R q
)
where the block P is made of the 2n first rows and columns. If we iden-
tify complex numbers with 2 × 2 matrices (a + ib is ( a −bb a )), we can write
P as an n × n complex matrix eiϕ−1iϕ In where In is the identity matrix of
Mn(C). The column C is (
eiϕ
ϕ + i
eiϕ−1
ϕ2 )v seen as a R
2n vector, the row R
is (x1
ϕ−sin(ϕ)
ϕ2 , y1
ϕ−sin(ϕ)
ϕ2 , · · · , xn ϕ−sin(ϕ)ϕ2 , yn ϕ−sin(ϕ)ϕ2 ), and the real number q is
|v|2
(
sin(ϕ)
ϕ3 − 1+cos(ϕ)2ϕ2
)
.
It is difficult to compute directly the determinant of
(
P C
R q
)
in any point.
Because of this we now prove that if |v| = |v′|, the determinants Jac(expH)(v, ϕ)
and Jac(expH)(v′, ϕ) are also the same. Let T be a unitary C-linear map so
that T (v) = v′. Consider now T ′ defined by T ′(v, ϕ) = (T (v), ϕ). Then it
is not difficult to see that expH ◦T ′ = T ′ ◦ expH. It follows that (Jac(expH) ◦
T ′) · detR(T ′) = detR(T ′) · Jac(expH) and hence we have Jac(expH)(v, ϕ) =
Jac(expH)(v′, ϕ). We use this relation to simplify the computation by choosing
v′ = (0, · · · , 0, |v|). With this new vector v′, most of the entries of C and R
are equal to zero, so we can calculate the determinant of D expH =
(
P C
R q
)
by
blocks. We get that Jac(expH)(v, ϕ) is the product of∣∣∣∣ sin(ϕ)/ϕ (cos(ϕ)− 1)/ϕ(1− cos(ϕ))/ϕ sin(ϕ)/ϕ
∣∣∣∣n−1
with ∣∣∣∣∣∣∣∣
sin(ϕ)/ϕ (cos(ϕ)− 1)/ϕ |v|( cos(ϕ)ϕ − sin(ϕ)ϕ2 )
(1− cos(ϕ))/ϕ sin(ϕ)/ϕ |v|( sin(ϕ)ϕ + cos(ϕ)−1ϕ2 )
|v|ϕ−sin(ϕ)ϕ2 0 |v|2
(
sin(ϕ)
ϕ3 − 1+cos(ϕ)2ϕ2
)
∣∣∣∣∣∣∣∣ .
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This is just
2n−1
(
2 sin2(ϕ/2)
ϕ2
)n−1
|v|2
∣∣∣∣∣∣∣
sin(ϕ)/ϕ (cos(ϕ) − 1)/ϕ cos(ϕ)ϕ
(1 − cos(ϕ))/ϕ sin(ϕ)/ϕ sin(ϕ)ϕ
ϕ−sin(ϕ)
ϕ2 0
1−cos(ϕ)
2ϕ2
∣∣∣∣∣∣∣
which is
22n|v|2
(
sin(ϕ/2)
ϕ
)2n−1
sin(ϕ/2)− (ϕ/2) cos(ϕ/2)
ϕ3
.
The continuous limit at ϕ = 0 is |v|2/12.
It remains to show that Jac(expH) does not vanish on D1. This is clear for
ϕ = 0. Otherwise we have to prove that the odd function f(u) := sin(u) −
u cos(u) does not vanish for u ∈]0, pi[. f(0) = 0. The first derivative of f
is the map f ′(u) = u sin(u) which is positive on ]0, pi[. On this interval f is
non-decreasing and does not vanish.
We recall that for 0 < |s| ≤ 1 we have expHs (v, ϕ) = expH(sv, sϕ), so we get
the following corollary.
Corollary 1.7.6. Let 0 < |s| ≤ 1. The Jacobian determinant of expHs on D1 is
Jac(expHs )(v, ϕ) =
22ns|v|2
(
sin sϕ2
ϕ
)2n−1
sin sϕ2 − sϕ2 cos sϕ2
ϕ3 for ϕ 6= 0,
s2n+3|v|2/12 otherwise.
We now state a key estimate for this thesis. It first appeared in [64] and we
will use for proving the main results of Chapter 2 and Chapter 3. Indeed, in
Theorem 2.3.6 it will replace the Monge-Mather shortening principle and this
estimate is essentially equivalent to MCP (0, 2n+ 3) that we prove in Theorem
3.4.5. The critical exponent is also one of the main ingredient in the proof of
Theorem 3.5.12.
Theorem 1.7.7. Let p ∈ Hn and E a measurable set. Then Ms(p,E \ p ·L) is
measurable and for any s ∈ [0, 1],
L2n+1(Ms(p, (E \ p · L))) ≥ s2n+3L2n+1(E).
Moreover, the exponent 2n + 3 in the right-hand side term is optimal, in the
sense that it can not be replaced by a smaller exponent N .
Proof. Let E be a measurable set with non-zero measure and s ∈]0, 1[. We set
N = 2n + 3. It should be noticed that Ms(p, q) is not defined for q ∈ p · L.
That is not a problem because the set that we want to contract is E \ p · L.
Because of the left-invariance of dc and L we only need to prove the estimate
for p = 0H. The map Ms0H := M(0H, ·, s) is one-to-one on Hn\L and it equals
expHs ◦(expH)−1. If we denote F := Ms0H(E \ L), then we have:
L2n+1(F ) =
∫
E\L
Jac(M0H,s)(q)dL2n+1(q). (1.27)
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From the expression of Ms0H on Hn\L we get that Jac(Ms0H) = Jac(exp
H
s )
Jac(expH)
◦
(expH)−1. But we know the expression of these Jacobian determinants by Propo-
sition 1.7.5 and Corollary 1.7.6. Hence it is enough to prove that
Jac(expHs )
Jac(expH)
(v, ϕ) = s
(
sin(sϕ/2)
sinϕ/2
)2n−1(
sin(sϕ/2)− (sϕ/2) cos(sϕ/2)
sin(ϕ/2)− (ϕ/2) cos(ϕ/2)
)
≥ sN
(1.28)
when (v, ϕ) ∈ D1. However, for ϕ = 0 this relation must be replaced to
Jac(expHs )
Jac(expH)
(v, 0) = s2n+3 ≥ sN (1.29)
which is obviously true. Both sides of (1.28) are 0 at 0 and 1 at 1. It is the same
if we raise these expressions to the power of 1/N . Hence, we want to prove that
s→
(
Jac(expHs )
Jac(expH)
)1/N
(v, ϕ) lies above the diagonal between (0, 0) and (1, 1). That
is in particular true if this function is concave in s for each (v, ϕ) ∈ D1. This last
assertion is equivalent to the 1/N -concavity (1/N -concavity means positivity
and concavity when raised to the power of 1/N) on ]0, pi[ of the function g2n−1
defined for k ∈ N by
gk(u) = u sin
k(u)(sin(u)− u cos(u)).
In the next lemma, we will prove a stronger statement: gk is 1/(k+ 4)-concave.
It follows that g2n−1 is 1/N -concave because N = 2n+ 3.
Lemma 1.7.8. For all k ∈ N the function gk is (k + 4)−1-concave on ]0, pi[.
Proof. We will prove this lemma by induction. We begin by proving that g0
is 1/4-concave. For simplicity we will denote g = g0. This function is positive
because it is the product of Id : u → u with the function f that we met in the
proof of Proposition 1.7.5. Its first derivative is g′(u) = (1+u2) sin(u)−u cos(u)
and its second derivative is g′′(u) = 3u sin(u) + u2 cos(u). After differentiating
one more time it follows that g is concave on [α, pi] where α can be calculated
to be smaller than 2.46. It is true that 1/4-concavity is a weaker statement
than concavity but we want it on all [0, pi]. It is equivalent to the negativity of
(g′′g − g′2) + 14g′2. A first step is to prove the weaker relation g′′g − g′2 ≤ 0
which is the differential version of log-concavity (g positive and log(g) concave).
Both factors of g are log-concave : Id is concave and
f ′′f − f ′2 = (sinu+ u cosu) (sinu− u cosu)− (u sinu)2 = sin2 u− u2 ≤ 0.
It follows that g is log-concave. Alternatively we can write
g′′g − g′2 = (Id)2(f ′′f − f ′2) + (Id′′ Id− Id′2)f2
where both terms of the sum are negative on ]0, pi[. For 1/4-concavity, we have
to prove the negativity of (g′′g − g′2) + 14g′2, which is
u2
[
sin2(u)− u2]+ [0− 1] (sin(u)− u cos(u))2
+
1
4
[
(1 + u2) sin(u)− u cos(u)]2 (1.30)
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for u ∈ [0, pi]. It is quite difficult to prove that this expression is negative. We
replace the previous expression by a pointwise greater polynomial. To do this,
we replace cos and sin in each term by the begining of their Taylor series. We
start with 14g
′2(u). It is constructed from g′ which is positive for u ∈ [0, pi]. On
this interval, we have:
0 ≤ (1 + u2) sin(u)− u cos(u) ≤ (1 + u2)(u − u3/6 + u5/120)− u(1− u2/2).
For 0 ≤ u ≤ 2√2, we have
sin(u)− u cos(u) ≥ (u− u3/6)− u(1− u2/2 + u4/24) = u3/3− u5/24 ≥ 0
and finally, for u ∈ [0, pi] we have
0 ≤ sin(u) ≤ u− u3/6 + u5/120.
We can then estimate (1.30) for u ≤ 2√2:
u2
[
sin2(u)− u2]− (sin(u)− u cos(u))2
+
1
4
[
(1 + u2) sin(u)− u cos(u)]2
=u2
[
(u− u3/6 + u5/120)2 − u2]− (u3/3− u5/24)2
+
1
4
((1 + u2)(u − u3/6 + u5/120)− u(1− u2/2))2
=− 1
30
u8 +
421
57600
u10 − 17
28800
u12 +
1
57600
u14
≤u8
((
8
57600
− 17
28800
)
(u2)2 +
421
57600
u2 − 1
30
)
≤ 0.
So we have 1/4-concavity of g on [0, 2
√
2]. But we already proved that g is
concave on [2.46, pi]. Thus g is 1/4-concave on [0, pi] which is the reunion of the
two intervals.
Let us now prove by induction that gk+1 is 1/(k + 5)-concave. For this let
us assume that gk is 1/(k+ 4)-concave for some integer k. Then gk+1 = gk · sin.
We have now to prove the negativity of(
(gk sin)
′′(gk sin)− (gk sin)′2
)
+
1
k + 5
(gk sin)
′2
=(g′′kgk − g′2k ) sin2 +(− sin sin− cos2)g2k +
1
k + 5
(gk sin)
′2
=(g′′kgk − g′2k ) sin2−g2k +
g′2k sin
2 +2gkg
′
k sin cos +g
2
k cos
2
k + 5
=(g′′kgk − g′2k +
g′2k
k + 4
) sin2−g
′2
k sin
2
k + 4
− g2k +
g′2k sin
2 +2gkg
′
k sin cos +g
2
k cos
2
k + 5
=(g′′kgk − g′2k +
g′2k
k + 4
) sin2 +
−g′2k sin2
(k + 4)(k + 5)
+ g2k
(
cos2
k + 5
− 1
)
+
2gkg
′
k sin cos
k + 5
.
The first term T1 in the previous sum is negative because of the 1/(k + 4)-
concavity of gk. The second term T2 is clearly negative. The third term T3 is
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also negative. It remains to prove that |T4| ≤ |T2| + |T3| where T4 is the last
term. We compare |T4|2 and (2
√|T2||T3|)2 ≤ (|T2|+ |T3|)2:
4|T2||T3| − T 24
=4
[
g′2k sin
2
(k + 4)(k + 5)
] [
g2k
(
1− cos
2
k + 5
)]
−
[
2gkg
′
k sin cos
k + 5
]2
=4g2kg
′2
k
[
k+5−cos2
k+4 − cos2
(k + 5)2
]
sin2 ≥ 0.
For the optimality of 2n + 3, we set now N < 2n + 3. Let p be the point
(1, 0, · · · , 0; 0) = expH((1, 0, · · · , 0), 0) and Er the (Euclidian) ball B(p, r) with
center p and radius r < 1. For a fixed s in ]0, 1[, we define the set Fr by
Ms0H(Er). As Er ∩ L = ∅ we have still the change of variable (1.27). But
Jac(M0H,s)(p) < sN and by continuity, we can find a radius r > 0 small enough
such that Jac(M0H,s)(q) < sN holds for every q ∈ Er. For this choice of r we
get that sNL2n+1(Er) > L2n+1(Fr) which contradicts the estimate.
Remark 1.7.9. The exponent 2n+ 3 in Theorem 1.7.7 can appear surprising be-
cause we should have expected the topological dimension (2n+ 1) or the Haus-
dorff dimension (2n+ 2) instead of 2n+ 3. We now illustrate how this exponent
arises for the unit ball BH1 , of H1. For 0 < s < 1, the contraction M0H,s(BH1 ) is
certainly contained in the Heisenberg ball BHs with center 0H and radius s. This
ball is the dilatation δs(BH1 ) of the unit ball and its volume is s4L(BH1 ). Never-
theless, the best relation in H1 says that L(M0H,s(BH1 )) ≥ s5L(BH1 ). Rescaling,
we get L(δ1/s(M0H,s(BH1 ))) ≥ sL(BH1 ) where δ1/s(M0H,s(BH1 )) is a subset of BH1 .
It is possible to interpret the factor s appearing in this expression by writing
down an explicit expression for this subset. It is actually the subset of points
whose angle ϕ in the (v, ϕ)-coordinate is between −s2pi and s2pi. Indeed ϕ is
linearly increasing on geodesic paths starting from 0H. Moreover, the dilation
δ1/s does not change the value of ϕ. It is possible to calculate that the Lebesgue
measure of L(δ1/s(M0H,s(BH1 )) is equivalent to spi
2
12 for s close to 0, which jus-
tifies the factor s. See the figure 1.5 which shows the set {y = 0}. The sets BH1
and δ1/s(M0H,s(BH1 )) are then obtained by rotating this figure around the axe
L = {(0, 0)} × R.
1.7.2 Contraction in the Grusˇin plane
Before we estimate the rate of contraction from center (−1, 0), we need to com-
pute Jac(EG,1). See the system (1.24) for the expression of EG,1.
Proposition 1.7.10. The value of the Jacobian determinant is
Jac(EG,1)(ϕ, s) =
sin(αs)− cos(ϕ) cos(αs− ϕ)αs
sin3(ϕ)
where α = sin(ϕ) as before.
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Figure 1.5: The sets BH1 and δ1/s(M0H,s(BH1 )).
Proof. First of all, we write EG,1(ϕ, s) as the composition of e : (ϕ, τ) 7→(
sin(τ)
sin(ϕ) ,
(2τ−sin(2τ))+(2ϕ−sin(2ϕ))
4 sin2(ϕ)
)
and R(ϕ, s) = (ϕ, sin(ϕ)s − ϕ). The deter-
minant of EG,1 is then sin(ϕ) times the value of the Jacobian determinant of e
at the point R(ϕ, s). We will compute it and start writing De(ϕ, τ):( − cos(ϕ) sin(τ)
sin2(ϕ)
cos(τ)
sin(ϕ)
1− cos(ϕ)[(2τ−sin(2τ))+(2ϕ−sin(2ϕ))]2 sin3(ϕ) sin
2(τ)
sin2(ϕ)
)
The useful fact in this computation is the fact that the partial derivative of
2h− sin(2h) under h is 4 sin2(h). Then the determinant of the last matrix is
cos(τ) cos(ϕ)[(2τ − sin(2τ)) + (2ϕ− sin(2ϕ))]
2 sin4(ϕ)
− cos(τ) sin
3 ϕ+ cos(ϕ) sin3(τ)
sin4(ϕ)
.
But in the second term
cos(τ) sin3 ϕ+ cos(ϕ) sin3(τ)
= sin(τ + ϕ)− [cos(τ) sin(ϕ) cos2(ϕ) + cos(ϕ) sin(τ) cos2(τ)]
= sin(τ + ϕ)− cos(τ) cos(ϕ)
[
sin(2ϕ)
2
+
sin(2τ)
2
]
.
We achieve the calculation of Jac(e). It is
Jac(e) =
cos(ϕ) cos(τ)[τ + ϕ]− sin(τ + ϕ)
sin4(ϕ)
.
It simply follows that
Jac(EG,1)(ϕ, s) =
cos(ϕ) cos(αs− ϕ)[αs] − sin(αs)
sin3(ϕ)
.
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The question is now to determine when Jac(EG,1) is 0 and what is its sign
in function of ϕ and s. The sign of the denominator is the one of α = sin(ϕ).
The numerator can be written u cos(ϕ) cos(u− ϕ)− sin(u) with u = αs. But
cos(ϕ) cos(u− ϕ) = cos(u) + cos(2ϕ− u)
2
=
(1 + cos(u))− (1− cos(2ϕ− u))
2
= cos2(u/2)− sin2(ϕ− u/2).
Then
Jac(EG,1)(ϕ, s) =
2 cos(u/2)[(u/2) cos(u/2)− sin(u/2)]− u sin2(u/2− ϕ)
α3
where α = sin(ϕ) and u = sin(ϕ)s = αs. We observe that this function is even
in ϕ because α and u are odd. It follows that we can restrict our study to
α = sin(ϕ) > 0.
For a fixed ϕ the smaller s > 0 such that Jac(EG,1)(ϕ, ·) vanish is the time
for the so-called first conjugate point.
Proposition 1.7.11. The Jacobian determinant Jac(EG,1)(ϕ, ·) is non-positive
for s < pi|α| . The first conjugate point corresponds to a time s ∈ [ pi|α| , 2pi|α| ]. For
|α| = 1, the first conjugate point is (1, pi2α ) = EG,1(arcsin(α), pi|α|).
Remark 1.7.12. As in Riemannian geometry, in the Grusˇin plane the first con-
jugate point happens after the geodesic met the cut locus at time s = pi|α| . For
|α| = 1, both locus collapse, i.e the time for the first conjugate point is exactly
pi
|α| .
Proof. Assume α > 0. For 0 < u < pi, cos(u/2) is non-negative and the function
(u/2) cos(u/2) − sin(u/2) is non-positive. Then Jac(EG,1)(ϕ, ·) is non-positive
for 0 < s < piα .
For s = piα it is the same except for a special case : if ϕ = pi/2 + kpi, we
have sin2(u/2− ϕ) = 0 because u/2− ϕ = −kpi and the Jacobian determinant
vanishes.
Take now the value of Jac(EG,1) for u = αs = 2pi. It is 2pi cos(ϕ)
3
α3 . It is
non-negative except if α = sin(ϕ) = 1. In this case the value of Jac(EG,1) is
non-negative for s ∈]piα , 2piα [ because it is equal to sin(αs)α3 . We conclude for α > 0
with the intermediate value theorem.
We can easily deduce the corresponding results for α < 0 because of the
parity of the Jacobian determinant.
We want to consider now the contraction maps Fq. It is a family of maps
with one quotient parameter q ∈ [0, 1] so that F0 is identically equal to (0, 1).
More precisely Fq is defined by
Fq = E
G,1 ◦ δq ◦ (EG,1)−1
where δq(s, ϕ) = (qs, ϕ) and the map E
G,1 is restricted to the domain where it
parametrizes G (for s smaller as the cut locus time). The map Fq is just taking
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a point on the geodesic between (−1, 0) and the point we map. This point is
obtained after walking on this geodesic with a time quotient q. Hence a point
(r, t) ∈ G the curve q → Fq(r, t) is a constant-speed geodesic parametrized
on [0, 1]. Such a map is defined for any (r, t) except on the cut locus {1} ×
([pi2 ,+∞[∪[−pi2 ,−∞[) of (−1, 0). For a given point we want to estimate the map
q 7→ Jac(Fq) from below. In comparison to Rn, we would like this function to
be estimated by q 7→ qn. This comparison of the volume has recently inspired
the definition of the Measure Contraction Property that we will introduce in
Chapter 3 in relation with Ricci curvature. As we will see, it is possible to find
a dimension parameter N such that every point (r, t) not being in the cut locus
verifies for every q ∈ [0, 1]
Jac(Fq)(r, t) ≥ qN .
It what follows, the smaller admissible dimension will be determined as the
maximum of a certain function of two variables.
The Jacobian determinant of Fq in E
G,1(ϕ, s) is actually simply
q Jac(EG,1)(ϕ, qs)
Jac(EG,1)(ϕ, s)
.
Now we observe for N ≥ 1.
q Jac(EG,1)(ϕ, qs)
Jac(EG,1)(ϕ, s)
≥ qN
⇔Jac(E
G,1)(ϕ, qs)
(qs)N−1
≤ Jac(E
G,1)(ϕ, s)
sN−1
Our goal is then to find the smaller N such that Jac(E
G,1)(ϕ,s)
sN−1 increases on [0,
pi
α [.
By taking the logarithm of the opposite of this function (that should decrease)
and by derivating, we obtain that all N that bounds from above the function
1 +
s∂ Jac(E
G,1)(ϕ,s)
∂s
Jac(EG,1)(ϕ, s)
are admissible. Then the supremum (we will prove it exists) of this function is
the optimal exponent we are looking for. With the notation u = αs (used in
order to have a rectangular domain (ϕ, u) ∈]0, pi[×]0, pi[) the function is
h(ϕ, u) = 1 +
u cos(u)− u cos(ϕ)[cos(u− ϕ)− u sin(u − ϕ)]
sin(u)− u cos(ϕ) cos(u− ϕ)
that can rewrite as
h(ϕ, u) = 2 +
u cos(u)− sin(u) + u2 sin(u − ϕ) cos(ϕ)
sin(u)− u cos(ϕ) cos(u − ϕ)
= 2 +
u cos(u)− sin(u) + u2 sin(u)+sin(u−2ϕ)2
2 cos(u/2)[sin(u/2)− (u/2) cos(u/2)] + u sin2(u/2− ϕ)
Lemma 1.7.13. The function h is bounded from above.
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Proof. The quotient h − 2 is made of two functions that are continuous on
]0, pi[×]0, pi[, and the denominator is strictly positive on this domain (see the
proof of Proposition 1.7.11). However, the problem is that the denominator of
h vanishes on the border for u = 0 and for (ϕ, u) = (pi/2, pi). This point does
not matter because the numerator is non-positive, such that around (pi/2, pi)
the function h is locally bounded from above.
We split the locus u = 0 in (ϕ, u) ∈]0, pi]× {0} and (ϕ, u) = (0, 0). Close to
each point (0, ϕ), with ϕ 6= 0 the numerator is equivalent to −u2 sin(2ϕ)/2 and
the denominator decreases like u. We can then extend the function in this point
with the value 2+0. The real problem is around (0, 0). In fact h has no limit in
this point. We will show that it has a limit superior and it will be enough for the
proof. When (u, ϕ) tends to (0, 0), u cos(u) − sin(u) + u2 sin(u)2 is equivalent to
u3/6 and 2 cos(u/2)[sin(u/2)− (u/2) cos(u/2)] to u3/12. Moreover, u2 sin(u−2ϕ)2
in the numerator of h − 2 is equivalent to u2(u/2 − ϕ) and u sin2(u/2 − ϕ) to
u(u/2−ϕ)2. Generally it is not allowed to sum equivalence relations, However,
if we assume u ≥ 2ϕ, all terms are positive and we can make this addition. If
contrarily u < 2ϕ, we observe that around (0, 0), h(u, u − ϕ) is smaller than
h(u, ϕ). Hence it is enough to estimate the function on the cone 0 ≤ 2ϕ ≤ u.
Under this constraint when (ϕ, u) tends to (0, 0), the function h−2 is equivalent
to
2 + 12(1− 2ϕu )
1 + 6(1− 2ϕu )2
.
This is a function of 2ϕu )
2 ∈ [0, 1]. The maximum is achieved for u = 3ϕ and it
is 3. Then the limit superior of h around (0, 0) is 5 and the function is bounded
above.
Remark 1.7.14. It seems, looking at the graph of h that the limit superior
5 in (0, 0) is also the sharpest bound for h. We make the conjecture that
the Grusˇin plane equipped with the Lebesgue measure satisfies MCP (0, 5) and
does not satisfy MCP (0, N) for N < 5 (for the definition of MCP see Chapter
3). Actually it would be interesting to find (if it exists) a geometric metric
space with a lot of isometries and invariant measure (for example the Hausdorff
measure) such that the sharpest contraction exponent is not an integer.
Using the transformations of the Grusˇin plan that we introduced in Sub-
section 1.6.3, we can define contractions from any point. Actually if f is a
composition of maps dilG, tranG, symG1 and sym
G
2 , then the map F
f(−1,0)
q =
f ◦ Fq ◦ f−1 is the contraction map of center f(q) : it is not defined on
f
({1} × (]−∞,−pi2 ] ∪ [pi2 ,+∞[)) because on there is more than one minimal
geodesic between f(q) and any point of this set. However, out of this set F
f(−1,0)
q
maps a point (r, t) to the intermediate point on the geodesic between f(q) and
(r, t), respecting the distance ratio q. Then the Jacobian determinant of F
f(−1,0)
q
in (r, t) is Jac(Fq)(f
−1(r, t)). It is uniformly greater than qN for the same N .
Remark 1.7.15. We will not estimate the Jacobian determinant of F
(0,0)
q =
EG,2 ◦ δq ◦ (EG,2)−1, the contraction of center (0, 0). However, we directly know
from the relation between H1 and G and Theorem 1.7.7 that
|rq| Jac(F (0,0)q )(r, t) ≥ q5|r| (1.31)
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where rq is the r-coordinate of F
(0,0)
q (r, t). Actually Lr = |r|L is up to a constant
the push-forward measure of the Lebesgue measure L3 under the cylindrical
projection Υ. For sets E and F := F
(0,0)
q (E), inequality (1.31) writes simply
Lr(F ) ≥ q5Lr(E).
1.7.3 Local Poincare´ inequality
We report here a proof of the Poincare´ inequality on some manifolds with a
bounded Ricci curvature that we adapt from [96, 5.6.3] to the Heisenberg group
Hn. The proof make use of the contraction estimate of this section.
Proposition 1.7.16. In the Heisenberg group Hn, the following Poincare´ in-
equality holds:∫
B(p,r)
|f(q)− fB| dL(q) ≤ 2
2n+3
n
r
∫
B(p,2r)
|∇Hf(q)|H dL(q)
where B(p, r) is a Carnot-Carathe´odory ball of center p and radius r and fB =
1
L(B)
∫
B f(q) dL(q).
Proof. We will need here the intermediate-points map M(p, q, s). It is well
defined for any (p, q, s) ∈ U × [0, 1], i.e. if q /∈ p ·L. Note that L((Hn)2\U) = 0.
For (p, q) ∈ U , the curve s ∈ [0, 1] 7→ M(p, q, s) is the unique geodesic
between p and q defined on [0, 1]. An easy consequence is that
M(p, q, s) = M(q, p, 1− s). (1.32)
We now fix a ball B of radius r and f a smooth function. We start by estimating:∫
B
|f(p)− fB| dL(p) ≤ 1L(B)
∫
B
∫
B\p·L
|f(p)− f(q)| dL(p, q)
≤ 1L(B)
∫
B
∫
B\p·L
∫ 1
0
dc(p, q)|∇Hf(M(p, q, s))| ds dL(p, q)
≤ 2L(B)
∫
B
∫
B\p·L
∫ 1
1/2
dc(p, q)|∇Hf(M(p, q, s))| ds dL(p, q)
To obtain the previous inequality we break the set U × [0, 1] into two pieces
U × [0, 1/2[ and U × [1/2, 1]. The integrals on these pieces are the same. For
this we just have to use the change of variable (p, q, s) → (q, p, 1 − s) and the
relation (1.32). Saloff-Coste write in [96] that this trick is taken from [55].
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Applying the contraction estimate Jac(Mx,s(y)) ≥ s2n+3, we can write:∫
B
∫
B\p·L
∫ 1
1/2
dc(p, q)|∇Hf(M(p, q, s))| ds dL(p, q)
≤
∫ 1
1/2
1
s2n+3
∫
B
∫
B\p·L
dc(p, q)|∇Hf(Mp,s(q))| Jac(Mp,s(q))dL(p, q) ds
≤
∫ 1
1/2
1
s2n+3
∫
B
∫
Mp,s(B\p·L)
2r|∇Hf(m)|dL(m) dL(p) ds
≤
∫ 1
1/2
1
s2n+3
∫
B
∫
B2r
2r|∇Hf(m)|dL(m) dL(p) ds
≤2
2n+2 − 1
2n+ 2
2rL(B)
∫
B2r
|∇Hf(m)|dL(m)
≤2
2n+2
n
rL(B)
∫
B2r
|∇Hf(m)|dL(m).
In this calculation, we use the fact that m = Mp,s(q) is included in the ball B2r
with the same center as B but with radius 2r instead of r. It is impossible that
m /∈ B2r because we would have d(p, q) = d(p,m)+d(m, q) > (2r−r)+(2r−r) =
diam(B).
If we now come back to the beginning of the proof, we have∫
B
|f(p)− fB| dL(p) ≤ 2
2n+3r
n
∫
B2r
|∇Hf(m)|dL(m)
which is the proposition we want.
Remark 1.7.17. Thanks to the contraction estimate of Subsection 1.7.2, a similar
proof also works for the Grusˇin plane with the Lebesgue measure L2, so a local
Poincare´ inequality holds in this space too.
We reproduct now a second proof taken from [55, 11.3] where the authors
write (for Carnot groups) a ameliorated version of the first proof of a Poincare´
inequality in the Heisenberg group that was initially found (also for Carnot
groups) by Varopoulos (see [106]).
Proof. As above f is a smooth function and B a ball with radius r. We still
denote by B2r the ball with same center and radius 2r. For every q /∈ L we
denote by γq the geodesic between 0H and q. For q ∈ L, γq will also be defined
as a fixed geodesic between 0H and q, but the choice will not be unique (such
a simplification could also have been done for the first proof). As the Carnot-
Carthe´odory metric is left-invariant, p · γq is a geodesic between p and p · q. It
follows that
|f(p)− f(p · q)| ≤ |q|c
∫ 1
0
|∇Hf(p · γq(s))| ds
where we recall that |q|c = dc(0H, q). Then by the left invariance of the Lebesgue
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measure and denoting χB the characteristic function of B∫
B
|f(p)− fB| dL(p) ≤ 1L(B)
∫
B
∫
B
|f(p)− f(w)| dL(p, w)
≤
∫
H
∫
H
χB(p)χB(p · q)|f(p)− f(p · q)| dL(p, q)
≤
∫
H
∫
H
χB(p)χB(p · q)|q|c
∫ 1
0
|∇Hf(p · γq(s))| ds dL(p, q).
Invoking the right invariance of the Lebesgue measure and denoting by Bh the
right translation of B by h (it is not a ball) we obtain∫
H
χB(p)χB(p · q)|∇Hf(p · γz(s))| dL(p)
=
∫
H
χBγq(s)(p · γq(s))χBq−1·γq(s)(p · q · q−1 · γq(s))|∇Hf(p · γq(s))| dL(p)
=
∫
H
χBγq(s)(m)χBq−1·γq(s)(ζ)|∇Hf(m)| dL(m)
≤χB2r (q)
∫
B2r
|∇Hf(m)| dL(m)
because Bγq(s) ⊂ B2r and if |q|c > 2r then Bγq(s) ∩ Bq−1 · γq(s) = ∅.∫
B
|f(p)− fB| dL(p) ≤ 1L(B)
∫
H
|q|c
∫ 1
0
(
χB2r (q)
∫
B2r
|∇Hf(m)| dm
)
ds dL(q)
=
1
L(B)
∫
B2r
∫
B2r
|q|c · |∇Hf(m)| dL(m) dL(q)
= Cr
∫
B2r
|∇Hf(m)| dL(m).
The proof is complete.
Remark 1.7.18. Here, we discuss about the value of C = 1rL(B)
∫
B2r |q| dL(q)
appearing in the previous proof with |q|c = dc(0, q). This constant is not com-
puted in [55]. Before this, we insist on the fact that neither this constant nor
the constant 2
2n+3
n of the first proof is optimal. The dilation dilr acts on the
measure and the distance in such a way that C is independent of r and equals
22n+3
L(B1)
∫
B1 |q|c dL(q) (the Jacobian determinant of dilr is r2n+2 in each point and
it multiplies the distances by r). We remind the coarea formula of the Heisen-
berg group (Proposition 1.4.10)∫
H
u(q)|∇HF (q)| dH2n+2(q) =
∫ +∞
0
∫
{F=t}
u(q) dH2n+1(q) dt (1.33)
where Hk is the k-dimensional Hausdorff measure associated to dc, F is smooth
and u non-negative and measurable. Here, we first choose F (q) = d(0, q) (that
is not smooth in 0H but verify (1.33) by approximation) and u = χB1 . As it is
proved in [85], we have |∇HF (q)| = 1 for every q 6= 0H. We obtain∫
B1
1 dH2n+2(q) =
∫ 1
0
H2n+1(SH(t)) dt
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where SH(t) is the Carnot-Carathe´odory sphere of radius t. Its 2n+1-dimensional
measure is t2n+1 times the measure of SH(1). It follows that
H2n+2(B1) = H
2n+1(SH(1))
2n+ 2
.
We now apply a second time the coarea formula to G(q) = F 2(q)/2 whose
gradient’s norm is F (q). Then∫
B1
|q|c dH2n+2(q) =
∫ 1
2
0
H2n+1(SH(√2t)) dt
=
H2n+1(SH(1))
2n+ 3
.
As H2n+2 and L are equal up to a real factor, we obtain the constant
C =
22n+3
L(B1)
∫
B1
|q|c dL(q)
=
22n+3
H2n+2(B1)
∫
B1
|q|c dH2n+2(q)
=
(2n+ 2)22n+3
2n+ 3
=
(n+ 1)22n+4
2n+ 3
.
We just made this computation for sake of completeness. Again, these con-
stants are not optimal. Nevertheless when n grows, the constant given using the
contraction map is better than the classical one when n goes to infinity. The
first one is 2
2n+3
n while the second is
(n+1)22n+4
2n+3 .
1.8 The geometric traveling salesman problem
in the Heisenberg group
In this section, we will define a counterexample to the converse statement of
the main result in [40]. It will be a curve ω[0, 1] whose Z projection looks like
a fractal limit of the doted curves in Figure 1.6.
For a given metric space (X, d), the geometric traveling salesman problem
is the attempt to characterize compact subsets E ⊂ X that are contained in a
rectifiable curve of X , i.e. a curve of finite length as in (1.17). The character-
ization arises as the finiteness of a double summation over balls with different
centers and radius (see below). This theory has been introduced in R2 by Peter
Jones [62] and it has been completed by Okikiolu [91] who gave the reverse
implication for the Euclidean spaces of greater dimension. In order to give the
characterization of Jones, we must first define what is a dyadic net of a com-
pact subset E in a metric space (X, d). It is an increasing sequence (∆k)k∈Z of
subsets of E such that for any k ∈ Z,
• for all x1, x2 ∈ ∆k, the points are the same or d(x1, x2) > 2−k,
• for any x ∈ E there exists y ∈ ∆k such that d(x, y) ≤ 2−k.
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Figure 1.6: The counter-example curve.
Actually for any compact set E, there exists such a dyadic net (∆k)k∈Z. In this
section it will not matter what is the choice for the dyadic net. We define
B∆X(E) =
∑
k∈Z
2−k
∑
x∈∆k
β2X(x,A · 2−k)(E) (1.34)
where A > 1 is a constant to be specified (it will be 5) and βX(x, r)(E) depends
on the ambient space. For Rn, it is
min
l is a line
maxy∈E∩B(x,r) d(y, l)
r
.
Here, we consider in fact the maximum distance to Euclidean lines of the points
of E that are included in B(x, r). The minimum of this quantity over l is
βRn(x, r)(E). A set that is “flat” around x at scale r will have a small β
number. We give a version of Peter Jones’ theorem formulated in the survey
[98]. The original theorem is given for dyadic squares instead of a dyadic net.
Theorem 1.8.1. There exists a constant C > 0 (independent of the dyadic net
∆) such that for any compact subset E ⊂ Rn with B∆
Rn
(E) < +∞, there is a
Lipschitz curve Γ = γ([0, 1]) ⊃ E satisfying the following inequality
H1(Γ) ≤ C (diam(E) +B∆Rn(E))
and whatever Γ is,
B∆Rn(E) ≤ CH1(Γ).
In [99] Schul proved that the constant C in the previous result is independent
of the dimension n while in the original proof of Theorem 1.8.1 C depends
exponentially on the dimension. It permitted him to prove a similar theorem
for separable Hilbert spaces. From there it is natural to try to prove the same
type of result in other metric spaces. In general metric spaces (X, d) their is
an article by Haolama [54] where the author uses the Menger curvature in the
definition of the βX numbers. There is namely no definitely good definition
of lines in (X, d) for the geometric traveling salesman problem. In the case of
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the first Heisenberg group H1, Ferrari, Franchi and Pajot [40] obtain the exact
counterpart of the beginning of Theorem 1.8.1 by using H-lines (see Remark
1.4.4) in the definition of βH(x, r). Precisely
βH(x, r)(E) = min
H-line
maxy∈E∩BH(x,r) dc(y, l)
r
where the balls BH(x, r) are the balls of H1. It is observed in [40] that the
H-lines are the left-translations tranp(l0) of the lines l0 going through 0H in the
plane C× {0R}, that is the H-line going through 0H.
The authors show that if the quantity B∆
H
(E) of (1.34) is finite, there is
a rectifiable curve δ covering E. Equivalently there is Lipschitz curve δ2 that
reparametrizes δ and satisfies δ2([0, 1]) ⊂ E. We give here a discrete version of
this theorem – In the original theorem BH is defined by integrating the β
2
H
on
H1 × R+.
Theorem 1.8.2 ([40]). Let E be a compact subset of H1 and ∆ a dyadic net.
Then if B∆
H
(K) < +∞ there is a Lipschitz curve Γ = γ([0, 1]) such that E ⊂ Γ.
Moreover, Γ can satisfy
H1(Γ) ≤ C (diam(E) +B∆H (E))
where the constant C is independent of E and of its the dyadic net.
They also prove that for regular enough curves of finite length, B∆
H
is finite.
Proposition 1.8.3 ([40]). Let δ : [0, 1] → H1 be C1,α-curve, i.e. δ is an
horizontal curve and Z(δ) is a C1,α planar curve of C. Then
B∆H (δ([0, 1])) < +∞.
The previous theorem suggests that it should be possible to characterize any
compact set K included in a rectifiable curve with BH(K) < +∞. This would
in particular happen for for rectifiable curves themselves. Our curve ω([0, 1]) is
a counter-example to this statement.
Theorem 1.8.4. There is a Lispchitz curve ω : [0, 1] → H1 such that for any
dyadic net ∆ of Ω = ω([0, 1]),
B∆H (Ω) = +∞.
In the first part of this section, we complete our point of view on curves
of H1 that we explained in 1.3 and we state two useful lemmas. The second
part is the construction of the curve and in the third one we use the lemmas
for proving Theorem 1.8.4: the curve is really a counterexample to the Jones’
result adapted to the Heisenberg group.
1.8.1 Closed horizontal curves
If α and β are two curves such that the end point of α is the starting point
of β, we defined in Subsection 1.3 α ∗ β as the catenation of the two curves.
The curve α ∗ β is defined on [0, b + b′] if b and b′ are the end times of α and
β respectively. In what follows we will be more permissive: the intervals will
possibly be [a, b] with a 6= 0 and we will write αβ instead of α∗β. For α defined
on [a, b] let moreover α¯ be defined on [−b,−a] by α¯(s) = α(−s).
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Lemma 1.8.5. Let z ∈ C, z′ ∈ C and (α1, α2) two planar curves going from z
to z′, defined respectively on [a1, b1] and [a2, b2]. Then the algebraic area swept
by the catenation α2α1 is equal to the third coordinate of
[Lift(α1)(b1)− Lift(α2)(b2)]− [Lift(α1)(a1)− Lift(α2)(a2)]
for any H-lift Lift(α1) and Lift(α2) of α1 and α2 respectively.
Proof. We first assume that both lifts Lift(α1) and Lift(α2) start in a same point
p with Z(p) = z. Then Lift(α2) Lift(α1) is a lift of α2α1 and it follows that it
encloses an algebraic area equal to the third coordinate of
[Lift(α1)(b1)− Lift(α2)(b2)]− [0] =[Lift(α1)(b1)− Lift(α2)(b2)]
− [Lift(α1)(a1)− Lift(α2)(a2)].
The third coordinate difference between two H-lifts of a same planar curve is a
constant because of equation (1.14). The conclusion follows by making a vertical
translation of Lift(α1) or Lift(α2).
1.8.2 Geometric Lemmas
In this subsection we will often use the exponent C for Z(·). For example, we
will write lC and qC for the complex projections of l and q respectively.
The orthogonal projection on a line of C has no obvious horizontally lifted
counterpart in H1 as we will see now.
Definition 1.8.6. Let p ∈ H1 and l be a H-line. The C-projection of p on l is
the only point pl ∈ l such that pl,C := (pl)C is the orthogonal projection of pC
on lC.
Now, let ζ be a planar line. The lifted-C-projection of p on ζ is the only
point pζ ∈ H1 such that
• pζ,C := (pζ)C is the orthogonal projection of pC on the line ζ
• p and pζ are on a H-line
We give an example. The line of equation
x = 2 and t = 3 + y
is a H-line. Its complex projection is x = 2. The C-projection of the origin
0H = (0, 0, 0) on this line is (2, 0, 3). The lifted-C-projection on x = 2 is (2, 0, 0)
because y = t = 0 is a H-line and its complex projection is orthogonal to x = 2.
Notice that like in the previous example, for a given H-line l and a point
p ∈ H1, the point plC is a well-defined point of H1 and that it is not always on
l. If it is then pl
C
= pl and this point also realizes the distance of p to l. In
the next lemma, we give pieces of information about the metric projection of a
point to a H-line in the general case.
Lemma 1.8.7. Let p be a point of H1 an l a H-line. There is a point q on l
that minimizes the distance to p. In qC the Z-projection of the unique geodesic
between p and q make a right angle with lC.
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Proof. It is easier to understand this proof with a look at Figure 1.7. It rep-
resents the situation seen from above, which is equivalent to the planar figure
obtained by Z-projection. Nevertheless the names of the points and curves are
the names of the figure in H1. There are many analytical or geometric ways
to convince that the distance of p to a point of the H-line tends to ∞ at the
ends of this line. With a standard compactness argument, we find a point q on
l that minimizes the distance to p and let γ be the geodesic from p to q. We
will apply now Lemma 1.8.5. For the first curve α1, we connect α := γ
C with a
part of lC going from qC to pl,C = pl
C,C ∈ lC, the orthogonal projection of pC on
lC. The second curve (α2 in Lemma 1.8.5) is the segment line from p
C to pl,C.
The lemma brings us the following information: our closed curve α2α1 encloses
an algebraic area whose value T is the difference between the third coordinates
of pl and pl
C
. The Euclidean transposition to our minimizing problem is then
equivalent to finding the shortest curve from pC to lC such that the algebraic
area covered by a moving radius centered in pl,C is exactly the given quantity
T .
The following symmetrization argument using the symmetry with respect
to the line lC and Dido’s problem conclude the proof: the shortest symmetric
curve from pC to its symmetric point with respect to lC that covers the area 2T
is an arc of circle. The solution is unique if pC /∈ lC and the curve makes a right
angle with lC.
l
p
pl q
T
γ
η1
η2
T
Figure 1.7: Projection lemmas
Remark 1.8.8. Another proof could use the Heisenberg gradient of the distance
[7, 85].
We estimate now the distance of a point to a H-line.
Lemma 1.8.9. Let p be a point of H1 and l a H-line. Then the distance of p
to the line l is comparable to the Euclidean distance between the projections pC
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and lC plus the distance of the point pl
C
obtained by lifted-C-projected to l. In
fact
max
(
dc(p
C, lC),
dc(p
lC , l)√
2
)
≤ dc(p, l) ≤ dc(pC, lC) + dc(plC , l).
Proof. We use the same notations as in Lemma 1.8.7. We have in fact to
compare the length of γ to the sum of the lengths of two curves: η1, the H-line
segment from p to pl
C
and η2 one of the two possible shortest curves from p
lC to
l. The connexion η of the two previous curves goes from p to l. It follows that
the length of η is greater than the one of γ. For the other estimate, we just need
to remark than each of the ηi is up to a constant smaller than γ. It is obvious
for η1 with constant 1. For η2 we require one more time Lemma 1.8.5 and the
Dido’s problem with a symmetrization in a similar way as in Lemma 1.8.7. We
observe that ηC2 describes an half circle and enclose an algebraic area T as it
is represented on Figure 1.7. We obtain that η2 has a length smaller than
√
2
the one of α: when we symmetrize ηC2 we obtain a circle of area 2T . The curve
αC connected with its symmetrization enclose the same area. It minimizes the
length if it is an half of circle. The quotient of the lengths of a circle and an
half circle with the same area is
√
2.
We estimate the distance of two points to a H-line.
Lemma 1.8.10. Let p1 and p2 be two points being on a same H-line and denote
another H-line by l. Then
d(p1, l) + d(p2, l) ≥
d(pC1 , l
C) + d(pC2 , l
C) +
√
|U(pC1 pl,C1 pl,C2 pC2 )|
2
where U(pC1 pl,C1 pl,C2 pC2 ) is the algebraic area of the trapezoid pC1 pl,C1 pl,C2 pC2 .
Proof. First of all d(pCi , l
C) ≤ d(pi, l) for i ∈ {1, 2} and we can sum these two
relations. It is then enough to prove dc(p1, l) + dc(p2, l) ≥
√
|U(pC1 pl,C1 pl,C2 pC2 )|.
For that we use Lemma 1.8.5 where we consider the two following curves (in fact
their complex projections): On the one hand the H-line segment of l from pl1 to
pl2 and on the other hand the H-polygonal line from p
lC
1 to p
lC
2 going through p1
and p2. Then the algebraic area of the trapezoid is the third coordinate of
[pl
C
1 − pl1]− [pl
C
2 − pl2]
where the sign minus is the difference between two vectors of R3. Let Ti be
the third coordinate of [pl
C
i − pli] for i ∈ {1, 2} and write simply U instead of
U(pC1 pl,C1 pl,C2 pC2 ). Then there is a i such that |Ti| ≥ |U|2 . For this i we know
exactly that the distance of pl
C
i to l is
√
2pi|Ti| (Dido’s problem or see the end
of Lemma 1.8.9). Therefore and because of Lemma 1.8.9, we have dc(pi, l) ≥
dc(p
lC
i ,l)√
2
and finally
dc(p1, l) + dc(p2, l) ≥ 1√
2
√
2pi
|U|
2
≥
√
|U|.
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1.8.3 Construction of ω([0, 1])
As we saw in section 1.3, the absolutely continuous curves of H1 are exactly the
horizontal lifts of the absolutely continuous curves of C. We will describe our
curve ω as the H-lift starting in ω(0) = (−1, 0, 0) of a planar curve ωC. This
curve is a Von-Koch-like fractal with finite length that we obtain as a limit of
certain polygonal lines (ωCn)n∈N (see Figure 1.6 for a representation of ω
C
0 , ω
C
1
and ωC2 ). Before we explain the recursive way to build the curves, we precise
that ω and the ωn will go from (−1, 0, 0) to (1, 0, 0). The direct consequence is
that ωC and the ωCn go from −1 to 1 in C.
For the construction of (ωCn)n∈N, we require a sequence (θn)n≥1 of non-
negative angles that tends to 0. We start from the simple line segment ωC0 :
s ∈ [0, 1] 7→ (−1 + 2s, 0, 0) and we obtain ωCn+1 from ωCn in the way we describe
below. The curve ωCn is made of 4
n segments having the same length. Let us
denote this length by ln and the total length by Ln = 4
n · ln. On the n + 1
step we change every segment line by a polygonal line made of 4 segments,
having the same beginning and the same end. These four segments have length
ln
4 cos θn+1
and all make with the former line segment an angle θn+1 (see Figure
1.6). There are two ways to respect these conditions. However, the construction
is unique if we precise the orientation: when the time grows the first of the 4
small segments make a negative angle with respect to the segment of length ln.
The important remark is that replacing the segment by the polygonal line
of 4 segments, we do not change the swept algebraic area.
Let us define the value of the angles θn. In all this construction, it will be
θn =
C
n where C = 0.2. We prove now that ω
C is well-defined as the limit of(
ωCn
)
n∈N where each ω
C
n is parametrized with constant speed on [0, 1].
Proposition 1.8.11. The sequence of curves (ωCn)n∈N tends to a rectifiable
curve ωC : [0, 1] → H1 parametrized with constant speed.
Proof. The speed of the curves ωCn is exactly the length Ln and this quantity is
also the best Lipschitz constant of ωC. Let us prove the uniform convergence.
The curves ωCn and ω
C
n+1 meet at every time
σ
4n ∈ [0, 1] where σ = 0, · · · , 4n. Be-
tween two subsequent meetings the curve ωn+1 always repeats the same motion
pattern while ωn is a segment. On [
σ
4n ,
σ+1
4n ] the curves are the more distant
when the first of the four segments is done, exactly at time σ4n +
1
4n+1 . The
maximum distance is also attained at time σ4n +
3
4n+1 . From this observation we
deduce
‖ωCn − ωCn+1‖ = (sin θn)ln+1.
The quotient between ln and ln+1 is
1
4 cos(θn+1)
. Because all θn have a cosine
greater than 0.5, this quotient is smaller than 1/2. We conclude that the series
+∞∑
n=0
‖ωCn+1 − ωCn‖ ≤
+∞∑
n=0
(sin θn)l0 · 2−n
converge.
In the next lemma we prove that L := lim supn→+∞ Ln < +∞. As a direct
consequence ωC will be L-Lipschitz. We recall that θn =
C
n where C = 0.2 and
with a few trigonometry we see that Ln =
2∏
n
m=1 cos θm
.
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Lemma 1.8.12. We have L ≤ 2.4 = 1.2 · L0. Moreover, L is the optimal
Lipschitz constant and the length of ωC.
Proof. Because of the convexity of log, if (1− x) ∈ [e−1, 1], then
log(1− x) ≥ −x
1− e−1 ≥ −2x.
It is possible to apply it to x = θ2/2 because θ ≤ C ≤ √2− 2e−1. Then we
have
log
(
1∏N
n=1 cos θn
)
= −
N∑
n=1
log(cos θn)
≤ −
N∑
n=1
ln(1 − θ
2
n
2
)
≤
N∑
n=1
θ2n
≤ C2pi
2
6
≤ 0.08.
Then we have L ≤ L0 exp(0.08) ≤ 1.2 · L0.
Thus L is the optimal Lipschitz constant for ωC. Indeed for m ≥ n the
distance between ωC( σ4n ) and ω
C(σ+14n) is Ln/4
n because
ωC(
σ
4n
) = ωCm(
σ
4n
) = ωCn(
σ
4n
).
It follows also from the same observation that L is the length of ωC.
We defined ω as the lift of ωC starting from (−1, 0, 0) and ωn the one of ωCn
starting from (−1, 0, 0). All these curves are parametrized with constant speed
on [0, 1].
Lemma 1.8.13. The curves ωn and ωn+1 exactly meet on the points
σ
4n for
σ = 0, · · · , 4n.
Proof. The property is surely true for σ = 0 because ωn+1(0) = ωn(0) =
(−1, 0, 0). Let σ be an integer smaller than 4n − 1. We assume that on [0, σ4n ]
the curves ωn and ωn+1 only meet at the times
σ′
4n for σ
′ = 0, · · · , σ. Let
us now exam what happen on [ σ4n ,
σ+1
4n ]. The curves are both starting from
ωn(
σ
4n ) = ωn+1(
σ
4n ) and respectively lift ω
C
n and ω
C
n+1. The previous planar
curves meet at σ4n , at
σ+1
4n and at the mid point
σ
4n +
1
2·4n . Then these are the
only possible meeting points for ωn and ωn+1 on [
σ
4n ,
σ+1
4n ]. Now, We consider
two H-lift, starting from ωn+1(
σ
4n ) and we will use Lemma 1.8.5 for them. On
the one hand we lift horizontally ωCn+1 on
[
σ
4n ,
σ
4n +
1
2·4n
]
and on the other hand
we lift ωCn on the same interval. Both planar curves arrive in the same point
and the associated closed planar curve sweeps the positive area (
l2n·tan(θn+1)
4 ) of
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a triangle. This quantity is the difference for the third coordinate of the end
points of the lifts. We have
ωn+1(
σ
4n
+
1
2 · 4n ) 6= ωn(
σ
4n
+
1
2 · 4n ).
If we make the similar operation lifting ωCn+1 and ω
C
n on
[
σ
4n ,
σ+1
4n
]
, we contrarily
obtain an algebraic area equal to zero and can conclude that
ωn+1(
σ + 1
4n
) = ωn(
σ + 1
4n
).
A corollary of this lemma is that for any integer m ≥ n, ω( σ4n ) = ωm( σ4n ).
Remark 1.8.14. In the previous lemma, we remarked that ωn+1(
σ
4n +
1
2·4n ) has
the same first coordinates as ωn(
σ
4n +
1
2·4n ) but the t-coordinate difference is
l2n·tan(θn+1)
42 . Then the Carnot-Caratheodory distance between them is greater
than K
4n·√n for some constant K. It is an indication that the linear segments of
ωn are not such a good approximation of ω where a good approximation would
have been to be smaller than K
′
4n·n for some constant K
′. This is a decisive
observation and a good reason for believing in Theorem 1.8.4.
Remark 1.8.15. An amazing observation is that ωC is not derivable in any point
σ
4n for any n and σ ≤ 4n. Around these points, the curve is making a spiral
because
∑+∞
m=n θm = +∞. However, ωC is a Lipschitz curve and is then al-
most everywhere derivable. In fact it seems that for a time s ∈ [0, 1], written
0, a1a2 · · ·4 in basis 4, the curve ωC is derivable in s if and only if the series∑+∞
m=1
ε(am
4)
m converge. Here, ε is defined by
ε(0) = ε(3) = 1 and ε(1) = ε(2) = −1.
1.8.4 Counterexample for the inverse implication in [40]
We prove in this subsection that B∆
H
(ω([0, 1])) is infinite. With the notations of
the beginning of this section, the first step will consist in estimating the cardinal
of ∆k. In the second step, we will estimate from below the value of βH(x,A·2−k)
for a x ∈ ∆k. For this we will require the geometric lemmas of Section 1.8.2.
Because of the second property of the net, ω ⊂ ⋃x∈∆k BH(x, 2−k). The
projection of a ball for the Heisenberg metric on the complex plane is a ball of
R2 with the same radius. That is why
ωC ⊂
⋃
x∈∆k
BC(xC, 2−k).
If we perform a second projection on the real axis, we obtain that the segment
[−1, 1] is covered by a family of segments of length 2−k+1 which is indexed by
∆k. We conclude that the cardinal of ∆k is greater than 2
k.
In this paragraph, we examine what is the right fractal scale of the portion
of ω([0, 1]) intercepted a ball BH(x,A · 2−k) with center in ∆k. Let us compare
A · 2−k to L∞4n ≤ 2.44n and assume A = 5 for the rest of this proof. We observe
66
that for every k > 0 and n = dk/2e, 2.44n is smaller than A · 2−k. It follows that
there is a σ ∈ {0, 1, · · · , 4n − 1} such that ω ([ σ4n , σ+14n ]) ⊂ B(x,A · 2−k).
If we rescale correctly the last portion of curve using the similitudes of the
Heisenberg group (Subsection 1.1.1), we obtain a curve that could have been
ω if we had chosen the sequence of angle (θn+m)
+∞
m=1. In particular this curve
includes the set Λθ made of the five points{
(−1; 0), (−1 + i tan(θ)
2
;
tan(θ)
2
), (0;
tan(θ)
2
), (
1 + i tan(θ)
2
;
tan(θ)
2
), (1; 0)
}
for θ = θn+1. We are interested in the maximal distance of one point of Λθ to
a given H-line l. We denote this distance by dθ(l) and Dθ is the minimum of
dθ(l) over all the H-lines l. We noticed that there is a similitude mapping Λθ on
a part of ω ∩ B(x,A · 2−k). This map multiplies the distances by ln2 where we
recall that ln is the length of the 4
n segments composing ωn. Then the distance
of ω ∩ B(x,A · 2−k) to the closest H-line is greater than ln2 Dθ and
βH(x,A · 2−k) ≥ ln
2
· Dθ
A · 2−k
≥ 2.4 ·Dθ
4n · A · 2−k
≥ Dθ
A
. (1.35)
Proposition 1.8.16. Let θ < 0.2 be a positive angle and l a H-line. Then the
maximum distance of one of the five points of Λθ to l is greater than K ·
√
θ for
some constant K independent of l and θ. In other words
Dθ ≥ K
√
θ.
b
A
b
C
b
B
b
D
b E
ϕ
Figure 1.8: The five points are far from a H-line.
Proof. In this proof the points of H1 will be denoted with capital letters. We
will write A,B,C,D,E where we would have wrote a, b, c, d, e before (and A is
different from the real constant A = 5 introduced before). Let us first denote
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the five points by A,B,C,D,E where A = (−1, 0, 0) and E = (1, 0, 0) like on
Figure 1.8. Thanks to the two geometric lemmata, Lemma 1.8.9 and Lemma
1.8.10, we will just have to consider the projections
AC = −1
BC = −1
2
− i tan(θ)
2
CC = 0
DC =
1
2
+ i
tan(θ)
2
EC = 1
and a planar line lC together with the fact that some points are on a same H-
line. It is the case of the couples (A,B), (D,E) and (A,E). The three points
B, C and D are also on a same H-line.
In this proof, we will sort the possible planar lines lC by the geometric angle
ϕ ∈ [0, pi2 ] they make with the line (BCDC). If ϕ ≥
√
θ, then one of the point
BC or DC is more distant than lθ sin
√
θ to the line lC where lθ is the distance
between BC and CC (it is also the distance between B and C in H1 or between
AC and BC for example in C). Then because of Lemma 1.8.9, the distance of
the line l to the farest point is greater than 12 · (
√
θ 2pi ).
If ϕ ∈ [ θ4 ,
√
θ], we consider one of the segment [BCCC] or [CCDC] that the
line lC does not intersect. Let assume for example, lC does not intersect [BCCC].
Then the area of the trapezoid obtained when we project BC and CC on lC is
greater that
l2θ sin(ϕ)·cos(ϕ)
2 ≥ sin(2ϕ)16 . But 2ϕ ≤ 2
√
0.2 ≤ pi2 . It follows that
sin(2ϕ) ≥ 2·2ϕpi and√
|U(BC, BC,l, CC,l, CC)| ≥
√
ϕ
4pi
≥
√
θ
16pi
,
which thanks to Lemma 1.8.10 provides a lower bound for the distance to l with
the right exponent of θ.
The last case, ϕ ∈ [0, θ4 ] is the more intricate. Here, the line lC can be very
close to (BCDC). We will prove that it composes a great enough area when
projecting orthogonally one of the segments [ACBC] or [DCEC] on lC. Unlike
in the previous case, lC can intersect both [ACBC] and [CCDC]. Let assume
for a while that lC can not intersect the central segment of [ACBC] and the
central segment of [DCEC] where we mean by central segment the points on
the segment obtained as barycenter of the ends with coefficients between 14 and
3
4 . This assumption is true and we postpone it to Lemma 1.8.17. Assume
for example that lC does not intercept the central segment of [ACBC]. Then
projecting AC and BC on lC, we compose a trapezoid (self-intersecting in the
more difficult case as on Figure 1.8). The angle ψ between lC and (ACBC) is
included in [2θ − ϕ, 2θ + ϕ]. This angle ψ is then greater than 7θ4 and smaller
than pi4 . Hence we can estimate the algebraic area of the trapezoid in a similar
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way as in the previous case.
|U(ACBCBC,lAC,l)| ≥
(
3 · lθ
4
)2
sin(2ψ)
4
−
(
lθ
4
)2
sin(2ψ)
4
≥ sin(2ψ)
32
≥ 2 · (2ψ)
pi · 32 ≥
7θ
32pi
.
Then we have
√|U(ACBCBC,lAC,l)| ≥√θ 732pi and Lemma 1.8.10 concludes the
proof.
Lemma 1.8.17. A planar line lC that makes an angle ϕ < θ4 with (B
CDC) can
not intercept both the central segments of [ACBC] and the one of [DCEC].
Proof. We argue by contradiction and assume that lC intercepts both the central
segment of [ACBC] and the central segment of [DCEC]. We can suppose that
lC goes through CC. Actually as [ACBC] is the image of [DCEC] by central
symmetry, the image l′C of lC by the same symmetry has the same property
as lC. Namely it goes through the central segments. Moreover, because both
central segments of [ACBC] and [DCEC] are convex, the parallel lines between lC
and l′C also intercept these two sets. That is why we can assume that lC is one
of the two lines making an angle ϕ with (BCDC) and going through CC. It’s not
difficult to convince oneself that lC can not cross the central segment of [ACBC].
Indeed, assume that we divide uniformly [ACBC] in four equal parts and join
the five points with CC, the greatest of the four angles is the one involving the
line (BCCC). Then it is greater than θ/4 which is the angle average and it is
also greater than ϕ. This implies a contradiction.
By (1.35) and Proposition 1.8.16, we finally get
B∆H (ω([0, 1])) ≥
∑
k∈N
2−k
∑
x∈∆k
β2H(x,A · 2−k)(ω([0, 1]))
≥
∑
k∈N
2−k2k
(
Dθdk/2e+1
A
)2
≥C
∑
k∈N
1
dk/2e+ 1 ≥ +∞.
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Chapter 2
Optimal transport
Optimal transport is appeared on the XVIII century with the very applied
problem of Monge for master builder: Find the best way to minimize the mean
distance resulting from the displacement of an amount of soil (de´blais) to a given
construction (remblais). Nowadays the developments starting from this question
have found a very wide field of application e.g. in economy, statistics, analysis
and geometry. The “de´blais” and “remblais” have become probability measure
in special metric spaces and a particular interest occurs on the probability mea-
sure interpolated by optimal transport. The question stated by Ambrosio and
Rigot in [7, Section 7 (c)] attests of this interest: are the measures interpo-
lated between an absolutely continuous probability measure of Hn and another
probability measure, also absolutely continuous measures? This chapter is an
extensive version of [42] where Figalli and the author solved this problem, an-
swering with yes. With respect to [42], there will be more introducing definitions
and examples.
2.1 Monge and Kantorovich problems
In this section we present the two problems at the origin of mass transport in
the context of metric spaces (X, d). We give some examples when X is the
Euclidean space and state the Brenier-McCann theorem about existence and
uniqueness of an optimal transport map in Rn.
2.1.1 Statement of the problems
Let (X, d) be a Polish metric space. The L2 Monge optimal transport problem
is to find for two given probability measures µ0 and µ1 a map T satisfying
T#µ0 = µ1 and that minimizes
CM2 (T ) =
1
2
∫
X
d2(p, T (p))dµ0(p) (2.1)
where M stands for “Monge”. We will denote by CM2 (µ0, µ1) = infT C
M
2 (T ) the
infimum of this problem. If T satisfies the push-forward condition T#µ0 = µ1 it
is called a transport map. If it minimizes the cost CM2 , it is an optimal transport
map. The existence of an optimal map strongly relies on the geometry of X
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and on the probability measures µ0 and µ1. Note that if µ0 has an atomic part
and µ1 does not give any mass to the points of X , it does not even exist any
transport map between the two measures.
Remark 2.1.1. The original problem of Monge [81] was actually a L1 problem (in
(2.1) replace the distance squared by the distance) but the L2 is more adapted to
the the modern developments begining with Brenier [18, 19] where d is a geodesic
distance of a special space. It is also more suitable for dual formulations. In
the rest of this thesis, we will most of time simply write “the Monge problem”
instead of “L2 Monge’s optimal transport problem”.
The usual approach for solving the Monge problem has been to consider the
relaxed version due to Kantorovich [65] (more than 150 years after Monge). As
we will see the Kantorovich’s optimal transport problem is more linear. The
space of candidates to be a minimizer is never empty and it is convex. Moreover,
the new problem has a more symmetric formulation. The starting observation
is that (2.1) can be rewritten as
1
2
∫
X×X
d2(p, q))dpiT (p, q) (2.2)
where piT = (Id⊗T )#µ0 is the plan associated to the map T . Here, and generally
in optimal transport, a plan is a probability measure on the product space X2.
Roughly speaking , in the Kantorovich’s problem, plans replace the maps of
Monge’s problem. Therefore it consists in finding an optimal transport plan
which is a plan that would realize the minimum of
C2(pi) =
1
2
∫
X×X
d2(p, q))dpi(p, q) (2.3)
under the transport constraints p#pi = µ0 and q#pi = µ1 where p and q are
taken for the first and second coordinates map of X × X . We call C2(µ0, µ1)
the infimum of (2.3) under this constraint. For two measurable sets A and B,
pi(A × B) has to be interpreted as the mass that leaves A and arrives on B.
Then the first marginal equality p#pi = µ0 means that the mass that leaves X
and goes somewhere is distributed following the law of µ0. The second marginal
equality means that the mass arriving from somewhere to X is distributed under
the law of ν.
As one can easily check piT is a transport plan if and only if T is a transport
map. It is then a plan such that the mass starting from p does not “split”
and µ0-almost certainly go to T (p). The tensorial product µ0 ⊗ µ1 is always
a transport map. For this transport plan, the mass in p split and is mapped
in X following the distribution µ1 independently of p. Moreover, any convex
combination of two transport maps is a transport map too.
It can happen that any transport map pi between two probability measures
µ0 and µ1 provides an infinite cost C2(pi). Then every transport plan is optimal
and C2(µ0, µ1) = +∞. In order to avoid this degenerate situation, one can
assume that µ0 and µ1 are in the space
P2(X) =
{
µ ∈ P(X) |
∫
d2(p, p0)dµ(p) < +∞
}
for some p0 ∈ X where P(X) is the space of the probability measures of X .
In fact as µ is a probability measure, if the integral in the definition is finite
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for some p0 it is finite for any p
′
0 ∈ X such that the definition of P2(X) does
not depend on p0 . The space P2(X) is the so-called “Wasserstein space” or
“L2-Wasserstein space” relatively to the exponent in the definition. We will
use this wide-accepted appellation although there is discussion about the name
“Wasserstein”. See e.g. the bibliographical notes in Chapter 6 of [109]. Let us
now show why C2(µ0, µ1) < +∞ when the measures are in P2(X). In fact
C2(µ0 ⊗ µ1) =
∫
d(p, q)2
2
dµ0(p)dµ1(q)
≤
∫ (
d(p, p0)
2 + d(p0, q)
2
)
dµ0(p)dµ1(q) < +∞.
Usual strategy for the existence and uniqueness of solutions
The problem of existence and uniqueness of solutions of the Monge problem
has been considered in the setting of Euclidean spaces (Brenier, [18]), compact
Riemannian manifolds (McCann , [80]), the Wiener space (Feyel and U¨stu¨nel,
[41]), loop groups (Fang and Shao, [38]), Alexandrov spaces (Bertrand, [14]) and
Finsler manifolds (Ohta, [90]). The common strategy of proof may be divided
into three steps.
• There is an optimal transport plan. It is most of the time a consequence
of the topology of the probability space P(X). Particularly, in the case
of Polish spaces, Prokhorov’s theorem, a theorem of weak compactness
permits to prove
Proposition 2.1.2. Let (X, d) be a Polish metric space and µ0 and µ1
two probability measures. Then there is a transport plan pi that minimizes
the cost C2 of the Kantorovich problem.
This proposition appears for instance in [108, Theorem 4.1].
• Prove that pi is concentrated on the graph of a measurable map T . Because
of the transport constraint, there is a unique possible way to concentrate
a probability measure such as pi on graph(T ) = {(p, T (p)) ∈ X2}. This
unique plan is piT defined above. This step relies on the following theorem
(see [109, Theorem 5.9(ii)]):
Theorem 2.1.3. With the notations of Proposition 2.1.2, if C2(µ0, µ1) is
finite, there exists a c-convex function φ : X → R such pi-almost certainly,
the inequality
φ(p) + φc(q) +
d2(p, q)
2
≥ 0 (2.4)
is an equality.
For a definition of c-convex function see the end of this subsection. Theo-
rem 2.1.3 tells that pi is concentrated on the c-subdifferential of φ, namely
on the set ∂φ = {(p, q) ∈ X2 | (2.4) is an equality}. If (p, q) is in the
c-subdifferential of φ, the function fq = φ(·) + d
2(·,q)
2 has a minimum in p.
The derivate of fq in p, if it exists must be 0. The general hope is that it
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is possible from this information to determinate q as a function of p. More
precisely it is enough to prove that there is a map T such that µ0-almost
surely the intersection ({p} ×X) ∩ ∂φ is the single set {(p, T (p))}.
The technical difficulty of this central step depends on the possibility of a
metric differentiable structure on X and also on the differentiability of fq
that can result of the differentiabily properties of the distance squared d2
and of the c-convex function φ.
• We can now prove the uniqueness. Let us take two optimal transport maps
from µ0 and µ1. Thanks to the linearity of C2, the cost associated to the
plan pi = piT+piT ′2 equals C2(piT ) and C2(piT ′). Because of the last item, it
must be concentrated in the graph of a map T1. But a decomposition of
the measure pi with respect to µ0 is
pi =
∫
X
δT (p) + δT ′(p)
2
dµ0(p),
so µ0-almost surely
δT (p)+δT ′(p)
2 is a Dirac mass of X . It follows that µ0-
almost surely T1(p) = T (p) = T (p
′) and the optimal plan pi = piT = pi′T is
unique.
The paper of Ambrosio and Rigot [7] started the study of existence and
uniqueness of solutions to the Monge problem in subRiemannian geometry with
the Heisenberg group and its Carnot-Carathe´odory distance using the Pansu
differentiability [93] of Lipschitz maps defined on Hn. More recently Agrachev
and Lee [2] and Figalli and Rifford [43] succeeded in extending the theorem of
existence and uniqueness of solutions to more general subRiemannian manifolds.
There approach use the differentiability of the subRiemannian distance for the
extrinsic Riemannian geometry (see Subsection 2.3.5).
c-convex functions
Before we define the c-convex functions, we should explain that in the appella-
tions c-convex, c-transform and c-subdifferential, c stand for the cost function
of the problem, indeed
c(p, q) =
d(p, q)2
2
so that C2(pi) =
∫
X×X c(p, q)dpi(p, q). Theorem 2.1.3 where appears a c-convex
function φ is in fact part of the more general duality theory of Kantorovich where
the cost functions c can be functions on product measure spaces (X,µ0)×(Y, µ1)
(see [108, Chapter 1]).
Let FX be the set of the functions from X to R ∪ {+∞} that are not
identically infinite. We set Dom(φ) = {p ∈ X | φ(p) < +∞} and call it the
domain of φ. Thus the domain of a function of FX is not empty.
The c-transform of a function ψ ∈ FX is
ψc(p) = sup
q∈X
(−c(p, q)− ψ(q)) = − inf
q∈X
(
d(p, q)2
2
+ ψ(q)
)
.
A function φ ∈ FX is said to be c-convex if it is the c-transform ψc of a
function of ψ ∈ FX . One can prove that if φ is c-convex, then φcc = φ. There
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is between a c-convex function φ and its c-transform φc a special relation
φ(p) + φc(q) + c(p, q) ≥ 0.
The set of pairs (p, q) such that φ(p) + φc(q) + c(p, q) = 0 is called the c-
subdifferential ∂cφ of φ. It is a subset of X×X but we can see it as a multivalued
map and we introduce consequently the following notation
∂cφ(p) =
{
(p, q) ∈ X2 | φ(p) + φc(q) + c(p, q) = 0} = ∂cφ ∩ ({p} ×X) .
2.1.2 Optimal transport in Rn
In Rn, the Brenier-McCann theorem (Theorem 2.1.10) states that the Monge-
Kantorovich problem has a unique solution if we suppose µ0 absolutely contin-
uous (and in the easiest version µ0 and µ1 concentrated on a compact set).
Some exotic examples of optimal transport in Rn
Here we give some simple examples of pairs (µ0, µ1) for which an optimal trans-
port plan is known but such that the Brenier-McCann hypothesis are not satis-
fied.
Example 2.1.4 (Contraction on a point). Suppose that µ0 is a Dirac mass δp
and µ1 is any measure. The transport plan δp ⊗ µ1 is optimal because it the
unique possible one. It is not inherited from a map T transporting µ0 on µ1
(except if µ1 is a Dirac mass too). Then the Monge problem has not a solution
in this case.
Example 2.1.5 (Orthogonal spaces). Suppose that µ0 is concentrated on R
m ×
{0Rn−m} and µ1 is concentrated on {0Rm} × Rn−m. Let pi be a transport plan
between µ0 and µ1. Then because of the Pythagorean theorem, pi(p, q)-almost
surely |p− q|2 = |p|2 + |q|2 such that
C2(pi) =
1
2
∫
X×X
|p|2dpi(p, q) + 1
2
∫
X×X
|q|2dpi(p, q)
1
2
∫
X
|p|2dµ0(p) + 1
2
∫
X
|q|2dµ1(q).
The cost does not depend on the coupling pi. Every transport plan is optimal
Example 2.1.6 (Translation). Consider µ0 a measure on R
n (non necessarily
absolutely continuous) and v ∈ Rn. We will prove that τv(p) = p + v is the
unique optimal map between µ0 and µ1 = τ#µ0 (and piτv is the unique optimal
plan). The cost associated to τv is C
M
2 (τv) =
1
2
∫ |v|2dµ0 = |v|2/2. Let now pi
be a transport plan between µ0 and µ1. Then
∫
(q−p)dpi(p, q), that is the mean
deplacement vector is v. Indeed∫
(q − p)dpi(p, q) =
∫
qd(τv#µ0)(q) −
∫
pdµ0(p) =
∫
vdµ0 = v.
Moreover, c0(v) =
|v|2
2 is a convex function of R
n. Hence because of the Jensen
theorem
C2(pi) =
∫
c0(q − p)dpi(p, q) ≥ c0(
∫
(q − p)dpi(p, q)) = c0(v) = CM2 (τv).
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It follows that τv and piτv are optimal. For the uniqueness of these optimal map
and plan, we consider the equality case in the Jensen inequality : q−p has to be
constant pi(p, q)-almost surely because c0 is strictly convex. Then this constant
vector must be v.
c-convex functions of Rn
It’s generally not possible to determinate if a function is c-convex. In the special
setting of c(p, q) = |p− q|2/2 in Rn, there an easiest statement equivalent to the
definition of c-convex functions.
Lemma 2.1.7. The c-convex functions of Rn are the functions φ ∈ FRn such
that |p|
2
2 + φ(p) is l.s.c. (lower semi-continuous) and convex on R
n.
Proof. We consider the basic bijection τ on the space of functions FRn defined
by
F (φ)(p) =
|p|2
2
+ φ(p).
Then from the definition of a c-transform, we observe that
F (ψc)(p) =
|p|2
2
− inf( |p− q|
2
2
+ ψ(q))
= − inf
q∈X
(
|p− q|2
2
+ ψ(q)− |p|
2
2
)
= − inf
q∈X
(−〈p | q〉+ F (ψ)(q))
= sup
q∈X
(〈p | q〉 − F (ψ)(q)).
Thus we recognize that in FRn seen as the image set under the transformation
F , the c-transform becomes the Legendre transformation. A function φ is then
exactly c-convex, if F (φ) is the Legendre transformation of some function of
FRn . It is well-known that the set of Legendre transformated functions is in
fact the set of l.s.c. (i.e. the preimage of any ]x,+∞] is open) convex functions
of FRn (see [20] or [108, Proposition 2.5]). Hence φFRn is c-convex if and only
if φ(p) + |p|
2
2 is l.s.c. and convex.
The functions of FRn such that φ(p)+λ |p|
2
2 is convex for some real λ are called
semiconvex functions with constant λ. Of course convex function are semiconvex
with any constant λ ≥ 0. The linear definition of semiconvex functions of
constant λ is then
φ(sp+ (1− s)q) ≤ sφ(p) + (1− s)φ(q) + λ|p− q|
2
2
s(1− s)
for all (p, q, s) ∈ Rn×Rn×[0, 1]. A differential definition for enough differentiable
functions is
D2φ ≥ −λ Idn .
As a consequence of Lemma 2.1.7 above, a c-convex function of Rn is a l.s.c.
semiconvex function with constant 1 that is not identically +∞.
The λ-convex functions of Rn are locally Lipschitz and the Rademacher
Theorem apply
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Theorem 2.1.8 (Rademacher). A locally Lipschitz function f : Rn → R is
Lebesgue-almost everywhere differentiable.
The λ-convex functions have even good differentiability properties at order
2 as the Alexandrov theorem states:
Theorem 2.1.9 (Alexandrov). Let f : Rn → R be a locally λ-convex function.
Then at almost every point p, the function f is differentiable and there exists a
symmetric linear map Ap : R
n → Rn such that
f(p+ v) = f(p) + 〈∇f(p) | v〉+ 〈Apv | v〉
2
+ o(|v|2)
as v → 0.
The detailed proofs of both previous theorems can be found in [36].
Brenier-McCann Theorem
We are now able to state and prove the theorem.
Theorem 2.1.10 (Brenier-McCann). Let µ0 and µ1 be two probability measures
of Rn. We suppose that µ0 is absolutely continuous and that
C2(µ0, µ1) < +∞.
Then there is a c-convex function φ ∈ FRn such that
T (p) = p+∇φ(p)
is an optimal transport map from µ0 to µ1. Moreover, piT is the unique optimal
transport plan.
Conversely assume that φ ∈ FRn is a c-convex function and µ0 ∈ P2(Rn)
is an absolutely continuous probability measure with µ0(Domφ) = 1. Assume
furthermore ∫ |∇(φ)|2
2
dµ0 < +∞.
Then T : p→ p+∇φ(p) is the optimal transport map from µ0 to T#µ0.
Remark 2.1.11. We give for this theorem the names of Brenier and McCann
because Brenier [18] proved the existence of a “monotone” transport map (in
Theorem 2.1.10 T is the monotone map) and McCann stated the theorem in
context of optimal transport and gave it a more geometrical aspect. In particular
he stated the theorem on compact Riemannian manifolds [80]. For a more
complete statement of the theorem see [108].
Proof. Let pi be an optimal plan between µ0 and µ1 and φ ∈ FRn a c-convex
function such that pi is concentrated on ∂cφ. Thanks to Theorem 2.1.8 as a
semiconvex function with constant 1, φ is almost everywhere differentiable on
◦
Dom(φ). The cost cq =
|·−q|2
2 is smooth and can be differentiate in every p. Let
A be the set of differentiation of φ. Therefore on A we can differentiate every
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fq = φ(·) + |·−q|
2
2 . If p ∈ A and q ∈ ∂cφ(p) the derivative of fq in p has to be 0.
Then for q ∈ ∂cφ(p), we obtain
∇φ(p) + p− q = 0 (2.5)
or more simply q = p+∇φ(p). Note that
µ0(A) = µ0(
◦
Dom(φ)) = µ0(Dom(φ)) − µ0(∂(Dom(φ))) = 1− 0.
We have on the one hand µ0(Dom(φ)) = 1 because ∂
cφ ⊂ Domφ × Rn, thus
µ0 = p#pi is concentrated on Domφ. On the other hand Dom(φ) is a convex
set as the domain of a semiconvex function, so the measure of the absolutely
continuous mass µ0 of the border ∂(Dom(φ)) is 0. Then pi is concentrated on
(A × Rn) ∩ ∂cφ which is as we proved above exactly the graph of the function
T (p) = p + ∇φ(p). Then the scheme proposed in Subsection 2.1.1 about the
existence and uniqueness of a solution to the Monge problem applies to the plan
pi. It equals piT and T is the unique solution of the Monge problem.
For the converse part, let µ1 be the push-forward measure T#µ0 where
T (p) = p+∇φ(p). Then the cost C2(µ0, µ1) is finite because
CM2 (T ) =
1
2
∫
|∇φ(p)|2dµ0(p) < +∞.
We have also µ1 ∈ P2(Rn) because∫ |q − p0|2
2
dµ1(q) =
∫ |p+∇φ(p)− p0|2
2
dµ0(p) < +∞.
Suppose that pi is a transport plan from µ0 to µ1. We can assume that
C2(pi) < +∞. In a first time we also assume that φ and φc are integrable with
respect to µ0 and µ1 respectively and that the integrals are not −∞, which we
will prove after. Thus from
φ(p) + φc(q) +
|p− q|2
2
≥ 0
we obtain
C2(pi) ≥ −
∫
φ(p)dµ0(p)−
∫
φc(q)d(µ1)(q).
Our goal is to prove that the lower bound on the right-hand left is finite and is
C2(piT ). It is in fact enough to prove that µ0(p)-almost surely
φ(p) + φc(T (p)) +
|p− T (p)|2
2
= 0 (2.6)
and integrate the relation with respect to µ0.
We know from the definition of the c-transform that
φcc(p) = φ(p) = sup
q
(
−|p− q|
2
2
− φc(q)
)
.
In fact if p ∈
◦
Dom(φ) this sup is attained by some point q. It is a consequence of
the bijection shown in Lemma 2.1.7 and the fact that this property holds for the
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Legendre transformation (see [108, 2.1.3.]). Moreover, because µ0(
◦
Domφ) = 0,
the Rademacher Theorem implies that φ is derivable µ0-almost surely. Then
µ0(p)-almost surely∇φ(p) exists and there is a q that maximizes − |p−q|
2
2 −φc(q).
For this q the derivative of p→ φ(p)+φc(q)+ |p−q|22 vanishes such that q = T (p).
Then relation (2.6) is satisfied as we wanted and after integrating it with respect
to µ0, the result follows.
It remains to prove that φ and φc are integrable. Let (p0, q0) be in Dom(φ)×
Dom(φc). Then
|p− q|2
2
≤ |p|2 + |q|2.
It follows
φ(p) = sup
q
(
−|p− q|
2
2
− φc(q)
)
= sup
q
(−(|p|2 + |q|2)− φc(q))
=
(−|q0|2 − φc(q0))− |p|2
and φ(p) is µ0-integrable with
∫
φ(p)dµ0(p) ∈ R ∪ +∞. By interchanging the
roles of φ and φc, we have also
∫
φc(q)dµ1(q) ∈ R ∪+∞.
Let us illustrate the second part of Theorem 2.1.10 with some examples.
Before that, we make two remarks
Remark 2.1.12. Note that T (p) = p + ∇φ(p) in Theorem 2.1.10 can be seen
as the gradient of φ(p) + |p|
2
2 , indeed a proper l.s.c. convex function as proved
in Lemma 2.1.7. For example the converse implication in Theorem 2.1.10 is
roughly speaking, that the gradient of any convex function pushes forward op-
timally any absolutely continuous measure. This presentation may look like
easier. Nevertheless we chosen to present the result in this way because it is
more geometric and closer to Theorem 2.2.4, the corresponding theorem in the
Heisenberg group. In this theorem appears the exponential map expH that ac-
tually also appear in the Brenier-McCann theorem because T can be written
T (p) = expp(∇φ(p)) where expp(v) is the exponential map of Riemannian ge-
ometry (in Rn simply p+ v). This expression T (p) = expp(∇φ(p)) is also what
appear in [80] for compact Riemannian manifolds.
Remark 2.1.13. In the converse part of Theorem 2.1.10, the condition µ0 ∈
P2(Rn) is not necessary and can be replace by “µ0 ∈ P(Rn) is absolutely con-
tinuous”. In fact for any k ∈ N, the theorem applies to µk0 defined by
µk0(A) = µ0(A ∩ [−k, k]n)/µ0([−k, k]n),
so T is optimal between µk0 and µ
k
1 = T#µ
k
0 . But (µ
k
i )k∈N weakly converges to
µi for every i ∈ {0, 1}. Therefore because of the stability theorem of optimal
plan (see [109, Theorem 5.19]), the optimal plans ((Id⊗T )#µk0)k∈N up to a
subsequence, weakly converge to an optimal plan between µ0 and µ1. But this
limit is piT . This proves that piT is an optimal plan.
Example 2.1.14. In R, the derivative of a convex function is non-decreasing
and conversely, any locally integrable non-decreasing function has a convex in-
tegral. Then the optimal transport from µ0 absolutely continuous to µ1 is a
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non-decreasing map T . Conversely if µ0 is absolutely continuous and T is non-
decreasing T is an optimal map from µ0 to µ1. Actually as one can see for
example in [108], this monotone map is still optimal if µ0({p}) = 0 for any
p ∈ R even if it is not absolutely continuous .
One can also prove that for a non-decreasing map T , the optimal plan piT is
also optimal for the original Monge problem in R (see Remark 2.1.1) where the
cost to minimize is
CM1 (T ) =
∫
|T (p)− p|dµ0(p).
We will actually meet the original Monge problem in the next section and
we will need the following observation: if for all (p, q) ∈ suppµ0 ⊗ µ1 we have
q ≥ p (that is supp(µ0) is totally “on the left” of supp(µ1)) then every plan is
optimal. Let pi be a coupling of µ0 and µ1. Then C1(pi) =
∫ |q − p|dpi(p, q) =∫
(q−p)dpi(p, q) = ∫ qdµ1(q)−∫ pdµ0(p) independently of pi. Every pi is optimal
as we said.
Example 2.1.15 (Translations on Rn). We have already proved the optimality
of the translation maps T (p) = p + v in Example 2.1.6 but we can recover
it from Theorem 2.1.10 using the linear (and then c-convex) function φ(p) =
〈v | p〉 whose derivative is the constant map p → v. The geometric argument
of Example 2.1.6 is in fact better in this case because it also apply to non
absolutely-continuous measures µ0. Nevertheless it is also possible to recover
the optimality for non-absolutely continuous measures directly from Proposition
2.1.3 and the elements of the proof of Theorem 2.1.10 because φ = 〈v | ·〉 is
smooth.
Example 2.1.16 (Dilations). Consider φ(p) = s |p|
2
2 − |p|
2
2 . This function is semi-
convex with constant 1 if and only if s ≥ 0. Then ∇φ(p) = p(s−1) what means
that T is the dilation T (p) = sp. As a consequence of the Brenier-McCann
theorem T is optimal. Particularly if s = 0, we recover the obvious fact that
constant maps to a point are optimal (Example 2.1.4). We will see in Section
2.3, that the optimality of the dilation for s ∈ [0, 1] can be recovered as a geo-
metric consequence of the optimality of the contraction to 0. Let us insist on the
fact that T is not optimal for s = −1. For example if µ0 is the uniform measure
on a ball B(c, r) of Rn, T#µ0 is the uniform measure on the ball B(−c, r) and
the optimal transport is not T but simply the translation p → p− 2c. With a
similar argument, we see that the optimal transport maps between a measure
and another measure obtained by a rotation is a priori not this rotation.
The dilation with center m and quotient s is also optimal. It is associated
to the c-convex function s |p−m|
2
2 − |p−m|
2
2 .
2.2 Optimal transport in the Heisenberg group
2.2.1 Examples of optimal transport in H
n
As we did in subsection 2.1.2 for Rn, we give some examples of optimal trans-
port maps or plan in Hn that does not require theory but just little geometric
arguments.
Example 2.2.1 (Contraction). If µ1 is a Dirac mass, there is a unique transport
plan and it is optimal.
80
Example 2.2.2 (One dimensional transport on L). As we already mentioned
in Chapter 1, the center L = {(z; t) ∈ Hn | z = 0} with the restriction
of dc is isometric to (R,
√
dEuc). Thus the L
2 Monge problem for measures
concentrated on L (or on some (z; t) · L) isometrically consists on minimiz-
ing
∫
R×R
√|t− t′|2dpi(t, t′) for pi a transport plan between two given proba-
bility measures of R. This optimization problem is exactly the original L1
Monge problem on R. As a consequence of what we said in Example 2.1.14,
if there is a z ∈ Cn such that {z} = Z(suppµ0) = Z(suppµ1), that is µ0
and µ1 are concentrated on (z; 0) · L and if there is a transport plan pi such
that pi((z; t), (z; t′))-almost surely t′ ≥ t, pi is optimal. In particular if for all
((z; t), (z; t′)) ∈ (suppµ0) × (suppµ1) we have t′ ≥ t, any transport plan from
µ0 to µ1 is optimal.
Example 2.2.3 (Lifts of optimal transports on R2n). Let µ0 a probability mea-
sure of Hn and let m0 be the projection Z#µ0 on C
n = R2n. Consider now
a map TC : C
n → Cn that is an optimal transport map between m0 and
m1 = (TC)#m0. Then we can lift the optimal transport. More precisely there is
a map T of Hn which is optimal between µ0 and T#µ0 such that Z(T ) = TC(Z).
In other words we have the commutation relation TC(z) = Z(T (z; t)). We now
define T and will after check the assumption.
T (z; t) = (z; t). expH(TC(z)− z, 0).
Because expH(z, 0) = (z; 0) it is also T (z; t) = (z; t).(TC(z)−z; 0) and if TC(z) =
z+∇φ(z) for some c-convex function φ, we can write T (z; t) = (z; t) ·(∇φ(z); 0).
Actually dc((z; t), T (z; t)) = |z − TC(z)|. It follows that
CM2 (T ) = C
M
2 (TC)
Suppose that pi is a transport plan between µ0 and T#µ0. Then (Z ⊗ Z)#pi is
a coupling between m0 = Z#µ0 and Z#(T#µ0). This second measure is simply
(Z ◦ T )#µ0 = (TC ◦ Z)#µ0 = m1. The cost associated to the coupling pi is
greater than the one of (Z ⊗ Z)#pi because Z is 1-Lipschitz (Lemma 1.3.1).
Hence it is also greater than CM2 (TC) = C
M
2 (T ).
A similar optimal transport plan of Hn can be built from an optimal plan pi
of Cn too (not just for optimal plans of the form piT ).
2.2.2 The theorem of Ambrosio and Rigot
Before we state the theorem of Ambrosio and Rigot, we define the approximate
differentiability of a function. A function f : R2n+1 → R has an approximate
differential at p ∈ R2n+1 if there exists a function h : R2n+1 → R differentiable
at p such that the set {f = h} has density 1 at p with respect to the Lebesgue
measure. In this case the approximate derivatives of f at p are defined as
(X˜f(p) + iY˜f(p), T˜f(p)) := (Xh(p) + iYh(p),Th(p))
=(X1h(p) + iY1h(p), . . . ,Xnh(p) + iYnh(p),Th(p)).
It is not difficult to show that this definition makes sense. Note that X an Y.
stand for the n-vector (X1, . . . ,Xn) and (Y1, . . . ,Yn) (and note as X1 and Y1
of H1 as sometime in this thesis).
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Theorem 2.2.4. [7, Theorem 5.1 and Remark 5.9] Let µ0 and µ1 be two Borel
probability measures on Hn. Assume that µ is absolutely continuous with respect
to L2n+1 and that∫
dc(p, 0H)
2dµ0(p) +
∫
dc(0H, q)
2dµ1(q) < +∞.
Then there exists a unique optimal transport plan from µ0 to µ1, and this plan
is induced by a map T . If supp(µ1) is compact, T is given by
T (p) := p · expH(Xφ(p) + iYφ(p),Tφ(p)) for µ0-a.e. x ∈ Hn (2.7)
for some (d2c/2)-convex and locally Lipschitz map φ. Whatever without any as-
sumption on supp(µ1) there exists a function c-convex φ which is approximately
differentiable µ0-a.e. such that the optimal transport plan is concentrated on the
graph of
T (p) := p · expH(X˜φ(p) + iY˜φ(p), T˜φ(p)).
Conversely, if T is representable as in (2.7) for some map φ such that
Xφ(p),Yφ(p),Tφ(p) exist
φ(p) = max
q∈Hn
−d
2
c(p, q)
2
− φc(q) for µ0-a.e p ∈ Hn
(2.8)
and if ∫
Hn
dc(p, 0H)
2 + dc(0H, T (p))
2dµ0(p) < +∞
then T is the optimal transport map between µ0 and µ1 = T#µ0.
Remark 2.2.5. This formulation of the theorem is slightly different from the
original statement by Ambrosio and Rigot because we are using different nota-
tions. In particular the angles in the map expH of [7] are parametrized between
−pi/2 and pi/2 while the map expH of this report is defined on [−2pi, 2pi]. More-
over, in their convention the basis of the Lie Algebra appears another way such
that
[Xk,Yk] = −4T
for any k ∈ {1, . . . , n}. Another difference is that in this paper the important
functions are the opposite of the c-convex functions, namely the c-concave maps.
Notice that the curve s ∈ [0, 1] → p · expHs (Xφ(p) + iYφ(p),Tφ(p)) is a
curve starting in p and tangent to the horizontal vector ∇Hφ(p) in this point.
Actually on the one side expHs (Xφ(p)+iYφ(p),Tφ(p)) starts in 0H and is tangent
to
∑n
i=1Xiφ(p)Xi(0H) +Yiφ(p)Yi(0H). On the other side the vector fields Xi
and Yi are left invariant under tranp. See also Remark 2.1.12
The strategy of the proof is the same as the one exposed in Subsection
2.1.1. It relies on the Pansu-Rademacher theorem on Pansu-differentiability
of Lipschitz functions [93]. A phenomenon occurs that make the proof more
intricate than in Rn: the distance squared to 0H in not differentiable on L (but
see Lemma 2.3.4). Unlike Rn there is no result like Lemma 2.1.7 the permit
to identify easily c-convex functions. Using Theorem 2.2.4, we give now an
example of optimal transport map that is different from the ones we presented
before.
82
Example 2.2.6 (Non-intuitive optimal transport map). For simplicity we take
n = 1 and consider the map
T (z; t) = (0, t+
|z|2
2pi
) = (z; t) · expH(ipi
2
z, pi).
The range of this map is L but p and T (p) ∈ L are not on a H-line as in Example
2.2.3. In fact T (z; t) = (z; t) · expH(ipi2 z, pi) means that the geodesic between p
and T (p) is the horizontal lift of an half circle spanned between Z(p) and 0H.
As one can verify (ipi2 z, pi) = (Xφ + iYφ,Tφ) for φ(z; t) = pit. We want to
prove that T and φ satisfy the converse part in Theorem 2.2.4. The function
pit is differentiable. Let us now prove that it is c-convex. For that we will first
compute φc and then check that φcc = φ with the supremum in the definition
of φcc achieved as in equation (2.8).
−φc(z′; t′) = inf
(z;t)
(
d2c((z; t), (z
′; t′))
2
+ pit
)
(2.9)
If z′ 6= 0, we take (z; t) = (z′; t′) · exp(Cz′,−pi) (we go down in the third
coordinate thanks to an half circle). Then d((z; t), (z′; t′)) = C|z′| and t =
t′− C2|z′|22 − C|z
′|2
pi which correspond to t
′ minus the area of the half circle minus
the area of a triangle. Then letting C → +∞ we see that φc(z′; t′) = +∞.
If z′ = 0, we try first to minimize (d
2
c((z;t),(z
′;t′))
2 + pit) for a fixed distance
d = dc((z; t), (z
′; 0)). Then we want to minimize t starting from (z′; t′). In planar
formulation, we search a curve starting in 0C with length d that maximizes the
algebraic area (with a minus coefficient). The solution is given by the Dido
problem and is a half circle. Then the area is −d2/(2pi) and t = t′ − d2/(2pi).
The infimum in (2.9) is then the infimum under d = dc((z; t), (z
′; 0)) of
pi
(
t′ − d2((z; t), (z′; t′))/(2pi))+ d2((z; t), (z′; t′))
2
which is simply pit′ independently of d. It follows that
φc(z; t) =
{
−pit′ if z′ = 0
+∞ if z′ 6= 0
Hence we can now try to compute
φcc(z; t) = − inf
t′∈R
(
d2c((z; t), (0; t
′))
2
− pit′
)
.
For z 6= 0, the associated planar question is : what is the best way to reach 0C
starting from z when one want to minimize
d2c
2 −pi(t′−t) where dc is the length of
the curve and t′−t the algebraic area. In fact the best way is to draw a half circle
and we will obtain 0. For other curves the quotient between d2 and the area is
greater than the Dido isoperimetric constant 2pi. Then φcc(z; t) = φ(z, t) = pit
for z 6= 0. If z = 0, t = t′ is the minimum so φcc = φ and φ satisfies the
conditions of the Theorem 2.2.4.
2.2.3 Some examples of c-convex functions of H
n
In this subsection we describe two special types of c-convex functions of Hn: on
the one hand some c-convex functions in relation with the c-convex functions of
Cn, on the other hand some smooth c-convex functions.
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About c-convex functions obtained from c-convex functions of Cn
We use the letter c˜ for c˜(z, z′) = |z− z′|2/2 if the points are in Cn and c(p, q) =
dc(p, q)
2/2 for points of Hn. Let ψC be a function of C
n and ψ the function
defined on Hn by ψ(z; t) = ψC(z). We would like to compute the c-transform of
ψ. We can estimate it as follows
ψc(q) = sup
p∈Hn
(−ψ(p)− dc(p, q)
2
2
)
≤ sup
q∈Hn
(−ψC(Z(p))− |Z(p)− Z(q)|
2
2
)
≤ sup
z∈Cn
(−ψC(Z(p))− |Z(p)− z|
2
2
) = ψc˜C(Z(q))
because of the definition of ψ and because Z is 1-Lipschitz (Lemma 1.3.1).
Therefore ψc(q) is smaller than ψc
C
(Z(q)). Actually both functions are the same
because for a fixed q ∈ H and any z ∈ Cn, there is a (unique) p = (z; t) such
that dc(q, p) = |Z(q) − z|. In fact this point is the one that is obtained when
one lifts horizontally the segment [Z(q), z] with by a H-line starting from q. We
have p = q · expH(z − Z(q), 0).
So it is easy to obtain conjugated functions φ and φc of Hn from c-convex
functions of C and two points (p, q) are in the c-subdifferential ∂cφ if and only
if (Z(p), Z(q)) ∈ ∂cφC and q = p · expH(Z(q)− Z(p), 0) (p and q are on a same
H-line). The optimal transport that are concentrated on such subdifferentials
are in fact the one we described in Example 2.2.3.
Let us just illustrate the situation for the easy example of µ0 a probability
measure of H1 and T the 1/2-dilation of C. As we already saw in Example 2.1.16
T is associated to the c-convex function φC(z) = −|z|2/4, so T (z) = z − z/2 =
z/2. Then the function φ(z; t) = −|z|2/4 is a c-concave function of H1 and
T (p) = p · expH(Xφ(p) + iYφ(p),Tφ(p)) = p · expH( ∂
∂z
φC(Z(p)), 0)
is the optimal transport between µ0 and T#µ0. But the H-line starting from
(z; t) in direction −z/2 is s ∈ R → (sz; t) (the projection on C sweeps a 0
algebraic area). Then T (z; t) = (z/2; t) is the optimal transport map between
µ0 and T#µ0.
Some smooth c-convex functions
It is not known so much about the regularity of the c-convex functions. However,
it is possible to prove the following
Proposition 2.2.7. If ψ is smooth function of Hn with a compact support, then
for s > 0 small enough, the function sψ is c-convex.
Before we prove it we will need a lemma
Lemma 2.2.8. Let ζ be a function from Hn to C
n and θ a real function. We
assume that both are smooth with a compact support. Then for s > 0 small
enough the function Fs : p→ p · expHs (ζ, θ) is a diffeomorphism on its range.
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Proof. For s small, the map Fs is not far from identity. With relation (1.1) one
can check easily that it is also the case for the differential DFs. The determinant
of this map is then close to 1. For s small enough it does not vanish.
We will explain a little longer why Fs is one-to-one for s small enough. In this
proof it will be useful to consider Hn with the distance dε of the approximating
manifold Hεn. Here ε > 0 is fixed (not necessarily small). Notice that the
differentiable structure of Hεn is the one of R
2n+1 such that ζ and θ are smooth
and supported on a compact set of Hεn. We get on the one hand
|ζ(p)− ζ(p′)|+ |θ(p)− θ(p′)| ≤ C1dε(p, p′)
where C1 is a constant, p and p
′ are any points of Hn. On the other hand the
exponential map expH is smooth from R2n+1 to Hεn. Then for vectors v, v
′ ∈ Cn
and numbers ϕ,ϕ′ ∈ R included in a bounded set we have
dε(exp
H(v, ϕ), expH(v′, ϕ′)) ≤ C2 (|v − v′|+ |ϕ− ϕ′|)
for some constant C2. Suppose now that Fs(p) = Fs(p
′). Then from the defini-
tion p′−1 · p = expHs (ζ′, θ′) ·
(
expHs (ζ, θ)
)−1
such that
dε(p, p
′) = dε(expH(sζ, sθ), expH(sζ′, sθ′))
≤ sC2 (|ζ − ζ′|+ |θ − θ′|)
≤ sC2C1dε(p, p′).
It follows that for s < (C1C2)
−1 the map Fs is one-to-one.
We make now the proof of Proposition 2.2.7.
Proof. Let s small enough in the sense of Lemma 2.2.8 where ζ = Xψ+ iYψ :=
(X1ψ + iY1ψ · · ·Xnψ + iYnψ) and θ = Tψ. The function sψ will be c-convex
if
sψ(p) = sup
q∈Hn
(−c(p, q)− (sψ)c(q))
where
(sψ)c(q) = sup
p∈Hn
(−c(p, q)− sψ(p))
The previous supremum is achieved because ψ is smooth with a compact sup-
port. If p maximizes the quantity on the right-hand side then the same analy-
sis as the one of Ambrosio and Rigot in [7] provides q = p · expH(sXψ(p) +
isYψ(p), sTψ(p)). Hence from Lemma 2.2.8, there a unique maximizer p.
Therefore the map Fs of Lemma 2.2.8 is a bijection of Hn and the inequal-
ity
(sψ)c(q) + sψ(p) + c(p, q) ≥ 0
is an equality if and only if q = Fs(p). For p ∈ Hn fixed we compute now
(sψ)cc(p) = sup
q∈Hn
(−c(p, q)− (sψ)c(q)) .
For any q ∈ Hn we have the above estimate
−c(p, q)− (sψ)c(q) ≤ sψ(p)
with equality if q = Fs(p). It follows (sψ)
cc = sψ and sψ is c-convex.
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Remark 2.2.9. For s small enough, the kind of c-convex functions sψ as in
Proposition 2.2.7 satisfies condition (2.8) in Theorem 2.2.4. Indeed, we saw in
the proof that the max is achieved. It follows that sψ can be used in order to
build an optimal transport map starting from any given absolutely continuous
measure of P2(Hn). This map will be Fs of the proof defined by p → p ·
expH(s∇Hψ(p), sTψ(p)).
2.3 A problem by Ambrosio and Rigot
For a Polish metric space (X, d), the so-called Wasserstein distance W (or L2-
Wasserstein distance) is a distance on P2(X) that is directly related to optimal
transport. We will now say more about the geometry it provides. The Wasser-
stein distance is defined by W (µ0, µ1) =
√
2C2(µ0, µ1), so
W (µ0, µ1)
2 = inf
pi
∫
d2(p, q)dpi(p, q)
where pi is a optimal transport. The function W : P(X)×P(X) → R∪{+∞} is
symmetric, W (µ0, µ1) ≥ 0 with equality if and only if µ0 = µ1 and the triangle
inequality holds. The previous property is a consequence of a coupling technic
called gluing lemma (see [108, Chapter 7]). Moreover, W is finite on P2(X)
because this set was exactly defined as the set of probability measures µ such
that W (µ, δp0), that is the distance to a Dirac measure δp0 is finite. With the
triangle inequality, the distance between two measures of P2(X) is finite.
If the Polish space (X, d) is a geodesic space (remain Section 1.5), there is
a nice way for building geodesics in X using the following lemma. From this it
follows that P2(X) is geodesic if X itself is geodesic.
Lemma 2.3.1. [109, Proposition 7.16] Let (X, d) be a Polish geodesic space and
pi a Borel probability measure on X×X. Then there is a Borel probability mea-
sure Π on the set of geodesics of X (with the uniform distance on C([0, 1], X))
such that
(e0,1)#Π = pi
where e0,1(γ) = (γ(0), γ(1)).
The letter e in e0,1 is the first letter of “evaluation map”. For s, t ∈ [0, 1] we
will also use es and es,t defined by es,t(γ) = (es(γ), et(γ)) = (γ(s), γ(t)). Lemma
2.3.1 is useful for geodesics when pi is an optimal transport map between µ0 and
µ1. Then the curve (µs)s∈[0,1] defined as µs = (es)#Π is a geodesic of P2(X)
and the transport map pis,t := (es,t)#Π are optimal. We have for 0 ≤ s ≤ t ≤ 1
W (µs, µt)
2 ≤
∫
d2(p, q)dpis,t
≤
∫
d2(p, q)d(es,t)#Π
≤
∫
d2(γ(s), γ(t))dΠ(γ)
≤
∫
(t− s)2d2(γ(0), γ(1))dΠ(γ)
≤ (t− s)2W 2(µ0, µ1).
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Then W (µs, µt) ≤ |t − s|W (µ0, µ1) and similarly W (µ0, µ, s) ≤ |s|W (µ0, µ1)
and W (µt, µ1) ≤ |s|W (µt, µ1). It follows from this and the triangle inequality
W (µ0, µ1) ≤W (µ0, µs) +W (µs, µt) +W (µt, µ1)
≤ sW (µ0, µ1) + (t− s)W (µ0, µ1) + (1− t)W (µ0, µ1)
≤W (µ0, µ1).
The previous inequality is in fact an equality so that
W (µs, µ, t) = |t− s|W (µ0, µ1)
for every s, t ∈ [0, 1] which is the definition of a geodesic. All geodesics of
P2(X) have in fact the previous form as is proved in [109, Chapter 7] in a
greater generality.
Proposition 2.3.2. Let (µs)s∈[0,1] be a geodesic of a Polish space X. Then
there is a measure Π on the Polish space C([0, 1], X) such that µs = (es)#Π and
(es,t)#Π is optimal between µs and µt. Moreover, Π is concentrated on the set
of geodesics.
An easy way to remember this proposition is “ a geodesic of measures is a
measure on the geodesics ”.
2.3.1 Examples of geodesics of P2(Hn)
In this subsection, we present examples of geodesics of P2(Hn) thanks to some
optimal plans of the Heisenberg group presented in Section 2.2. We insist on the
fact that there are possibly several geodesics between two measures and explain
that it is not the case under the assumption of absolutely continuity
Example 2.3.3 (A first example). The measures Π with (e0,1)#pi in Lemma
2.3.1 are often unique. It happens when pi(p, q)-almost surely there is a unique
geodesic between p and q. Let us give a very simple example. If µ0 is a measure
of P2(Hn) and v ∈ Cn then T : p → p · expH(v, 0) is an optimal transport
map as we have seen in Example 2.2.3. But s ∈ [0, 1] → p · expH(sv, 0) is
the unique geodesic between p and T (p) so that ((Ts)#µ0)s∈[0,1] for Ts(p) =
p · expH(sv, 0) is the unique possible geodesic corresponding to the optimal plan
piT . The measure on geodesics Π is therefore (γv)#µ0 where γv(p) is the curve
s ∈ [0, 1] → p ·expH(sv, 0). Moreover, we exhibited the unique geodesic between
the two ends because (Id⊗T )#µ0 is the unique optimal plan between them.
Example of two measures connected by infinitely many geodesics and
other remarks
The second example is related to the transport between measures concentrated
on L as presented in Example 2.2.2. What are the geodesics and intermediate
measures in this case? Let as before µ0 ∈ P2(H1) be concentrated on L and T
a measurable map such that T (t) ≥ t (we identify L with R as before). Then
T is an optimal transport plan between µ0 and µ1 = T#µ0. The geodesics be-
tween p and T (p) are horizontal lifts of circles of radius
√
T (t)−t
pi (and perimeter
2
√
(T (t)− t)pi) and the mass transported from p to T (p) will travel along these
geodesics.
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A possible choice for a geodesic between µ0 and µ1 is to take a unique
geodesic for each starting point (0; t). For example
Ts((0; t)) = (0; t) · expH(2
√
(T (t)− t)pieiθ(t), 2pi)
where θ is a measurable function from R to R that indicates the direction of
the geodesic starting from (0; t). Thus ((Ts)#µ0)s∈[0,1]) is a geodesic. Another
possibility is to transport the mass starting from (0; t) according to an angular
distribution independent of t. For this role take u ∈ P(S1), a probability mea-
sure on the set of complex numbers of modulus 1 and define Π as f#(µ0⊗u) with
f(t, eiθ) the geodesic starting from (0; t) and being tangent to 2
√
(T (t)− t)pieiθ.
Finally any probability measure on R × S1 with first marginal µ0 provides ac-
tually a geodesic between µ0 and µ1. Note that for any optimal transport plan
different from piT = (Id⊗T ) there will be other geodesics.
Let us continue with this example and the optimal transport provided by T .
Take a convenient Π, possibly one those presented before. Thus the transport
plan pi1/2,1 = (e1/2,1)#Π is optimal between µ1/2 and µ1. The restriction to
[1/2, 1] of (es)#Π is a geodesic between these two measures but it is possible to
make it more precise and recover what is Π. Actually µ1/2(p)-almost surely, p is
the midpoint of a geodesic between (0; t) and (0;T (t)). It means that z = Z(p)
is the midpoint of a full circle beginning in 0C of area T (t) − t. From this
information, we know that T (t) − t = pi4 |z|2 and we can localize t, T (t) and
the geodesic going through p. Let call it γ(p). It follows that Π = γ#µ1/2.
Furthermore we have pi1/2,1 = (e1/2,1)#γ#µ1/2. But e1/2 ◦ γ(p) = p and writing
U(p) = e1 ◦ γ(p) it follows that U is an optimal transport map from µ1/2 to µ1.
In fact we can write the expression of U . It is U(z; t) = (0; t+ |z|
2
2pi ) and we met
it in Example 2.2.6.
This is an illustration of the fact that it is possible to find some non-intuitive
optimal transport plans as interpolated transport plans between two interme-
diate measures. With the same transport as before we learn for example that
the map U1 : (z; t) → (iz; t + |z|2(2+pi4 )) is an optimal transport map between
µ1/4 and µ3/4. An additional remark about this fact is that contrarily to R
n
the optimal transport maps of H1 have not all the differential with positive
eigenvalues (These are i, −i and 1 for U1) that makes it impossible to apply
in Hn the arithmetico-geometric inequality for matrices as is done in [30] for
example. This type of transport maps (differential with positive eigenvalues),
called monotone happens in Rn (the gradient of a convex function is monotone,
see also Remark 2.1.11) and permits to state nicely functional inequalities.
Uniqueness of the geodesics starting from an absolutely continuous
measure
In the proof of [7], Ambrosio and Rigot have to compute the differential of dc.
Unfortunately dc is not smooth, possibly not in (p, q) where p 6= q. Actually
dc(0H, ·) is not differentiable in any point of L. However, there are left and right
derivatives along vectors Xj . The left and right derivatives X
−
j φ and X
+
j φ are
defined to be the left and right derivatives of s→ φ(p ·(0, · · · , 0, s+ i0, · · · , 0; 0))
in 0. In [7] Ambrosio and Rigot prove
Lemma 2.3.4. For any q ∈ L∗ and j ∈ {1, · · · , n} we have
X+j (q) = −1 and X−j (q) = 1.
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It applies to the following lemma that is a simple variant of [7, Lemma 4.7].
Lemma 2.3.5. Let φ ∈ FHn be approximately differentiable in p ∈ Dom(φ).
Then ∂cφ(p) ∩ (p · L∗) = ∅.
In this lemma L∗ denotes {(0; t) | t 6= 0}. Approximate differentiability is
defined just before Theorem 2.2.4.
Proof. Let φ and p be as in the statement and φ2 differentiable in p be such
that A = {φ = φ2} has density 1 in p. We assume by contradiction that one
can find q ∈ ∂cφ(p) ∩ p · L∗. By definition of the c-subdifferential we have
φ(p · h)− φ(p) ≥ dc(p, q)
2 − dc(p · h, q)2
2
for all h ∈ Hn. We suppose now that p · h ∈ A \ {p} and we let it go (in fact
a sequence (hj)j∈N) to 0 such that h = ‖h‖(1, 0, · · · , 0; 0) + o(‖h‖) where ‖h‖
is the Euclidean norm of R2n+1. This phenomenon may occur because A has
density 1 in p. As a consequence there is a sequence of points tending to p in
any half-cone centred in p. We get
φ(p · h)− φ(p)
‖h‖ ≥
dc(q
−1 · p, 0H)2 − dc(q−1 · p · h, 0H)2
2‖h‖ . (2.10)
The left hand side goes to X˜1φ(p) = X1φ2(p) when ‖h‖ goes to 0. We have
q−1 · p ∈ L∗ by assumption and it follows from [7, Lemma 3.16] that the right
hand side goes to dc(q
−1 · p)X+1 dc(q−1 · p) = −dc(q−1 · p) where dc is here used
for dc(0H, ·). We now assume that h = ‖h‖(−1, 0, · · · , 0; 0) + o(‖h‖) when h ∈
A\{0H} tend to 0H. We have again inequality (2.10) but this time h is moving in
the direction of −X1 so the right hand side goes to dc(q−1 ·p)(−X−1 )dc(y−1 ·x) =
−dc(q−1 · p) and the other side to −X˜1φ(p) = −X1φ2(p). Hence both X1φ2(p)
and −X1φ2(p) are smaller than the non-positive −dc(q−1 · p) which implies a
contradiction to the fact that q ∈ ∂c(c) ∩ p · L∗.
Under the hypotheses of Theorem 2.2.4, in µ0(p)-almost every p the function
φ is approximately differentiable and (p, T (p)) ∈ ∂c(φ) where T is the optimal
transport map. Then the previous lemma shows that µ0-almost surely T (p) /∈
p ·L∗ which brings that there is almost surely an unique geodesic between p and
T (p) (Section 1.5). Because of the uniqueness of the transport plan under the
hypothesis of Theorem 2.2.4, it follows that (µs)s∈[0,1] with µs = (Ts)#µ0 and
Ts(p) = p · expH(sX˜1φ(p) + isY˜1φ(p), · · · , sX˜nφ(p) + isY˜nφ(p); sT˜φ(p))
is the unique geodesic in P2(Hn) between µ0 and µ1.
2.3.2 Statement of the problem
Take µ0 ∈ P2(Hn) an absolutely continuous measure and µ1 ∈ P2(Hn). Let
(µs)s∈[0,1] be a geodesic. Then with the notations of Theorem 2.2.4 we have
µs := Ts#µ with Ts(x) := x · expH(sX˜ϕ(x) + isY˜ϕ(x), sT˜ϕ(x)).
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In [7, Section 7 (c)] the following open problem is raised: are all measures µs
absolutely continuous for s ∈ [0, 1[?
This question is motivated by the fact that the above property holds in the
Euclidean and the Riemannian setting (see [109, Chapter 8]). A positive answer
to the above question is given in [42]. Subsequently, except some variations, we
reproduct in this chapter the content of this paper.
By [109, Theorem 7.29] we know that for any time s ∈ [0, 1) the map Ts
is µ0-essentially injective (i.e. its restriction to a set with full µ0-measure is
injective), and there exists an inverse transport map Ss uniquely defined up to
µs-negligible sets such that Ss ◦ Ts = Id µ0-a.e. (and so Ss#µs = µ0). Actually
Theorem 7.29 in [109] holds because Hn is non-branching which means that
there is a unique way to continue pieces of geodesics to longer geodesic (see
Section 1.5).
Our main result is the following:
Theorem 2.3.6. Let (µs)s∈[0,1] be a geodesic of the Wasserstein space P2(Hn)
and assume that µ0 has density ρ with respect to L2n+1. Then for any s ∈ [0, 1)
the measure µs is absolutely continuous with respect to the Lebesgue measure
L2n+1, and its density is bounded by
1
(1− s)2n+3 ρ ◦ T
−1
s |Ts(A), (2.11)
where Ts is the (µ0-almost uniquely defined) optimal transport map from µ0 to
µs, and A is any set of full µ0-measure on which Ts is injective.
We remark that the usual way to prove the absolute continuity of the in-
termediate measures is to use the Monge-Mather shortening principle (see [109,
Chapter 8]). In Subsection 2.3.3 we will see that this approach cannot work for
the Heisenberg group. We will also give an example of an optimal transport
(µt)t∈[0,1] such that the measure at time 1/2 is concentrated on a set of Haus-
dorff dimension 1, while the sets of dimension 1 are negligible for µ0 and µ1.
These “bad” results show that strange phenomena can occur in the Heisenberg
case, and this made less clear the answer to the absolute continuity question.
However, in Subsection 2.3.4 we will see that the absolutely continuity is a
consequence of the following two properties: the contraction estimate (Theorem
1.7.7), and the fact that the optimal transport map exists and the Wasserstein
geodesic is unique (paragraph after Lemma 2.3.5).
2.3.3 Failure of the Monge-Mather shortening principle
A good presentation of the Monge-Mather shortening principle can be found in
[109, Chapter 8]. For what follows we just need to consider is in the case of
geodesic spaces.
Let (X, d) be a geodesic space, and denote by Hd the Hausdorff measure for
d. The idea of the shortening lemma is the following: fix a Borel set K, and
take 4 points a, b, p, q ∈ K. Suppose that we want to transport a and b on p
and q (this is an informal way to say that we want to transport the measure
1
2 (δa + δb) onto
1
2 (δp + δq)), and assume that for the quadratic cost it is optimal
to send a on p and b on q, that is
d2(a, p) + d2(b, q) ≤ d2(a, q) + d2(b, p). (2.12)
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Consider now two constant-speed geodesics α, β : [0, 1] → X from a to p and
from b to q respectively, and suppose that we can prove the following estimate:
there is a constant C(K, s) (depending only on K and on the time s ∈ [0, 1])
such that
C(K, s)d(α(s), β(s)) ≥ d(a, b). (2.13)
Then, given any Wasserstein geodesic (µs)s∈[0,1] such that µ0(K) = µ1(K) = 1,
if µ0 is absolutely continuous with respect to Hd one can easily prove that also
µs is absolutely continuous with respect to Hd. Actually if T is optimal, for
µ0⊗µ0-almost every (a, b), the inequality (2.12) holds for p = T (a) and q = T (b)
([109, Theorem 5.9 (ii)]), then almost surely C(K, s)d(Ts(a), Ts(b)) ≥ d(a, b) and
there is a set A ⊂ K with µ0(A) = 1 such that Ts is injective on A and T−1s
is C(K, s)−1-Lipschitz from Ts(A) to A. Then if a Borel set B has Hausdorff
measure 0, the set Ss(B) = T
−1
s (B) has also Hausdorff measure 0. But µ0 is
absolutely continuous with respect to the Hausdorff measure. It follows that
µs(B) = µ0(T
−1
s (B)) = 0 and µs is absolutely continuous.
We will now just prove the estimate (2.13) for optimal transport in Rn. Here
α(s) = sp+ (1− s)a and β(s) = sq + (1− s)b. It follows that
|α(s) − β(s)|2 ≤ |s(p− q) + (1− s)(a− b)|2
≥ s2|p− q|2 + (1− s)2|a− b|2 + 2s(1− s)〈p− q | a− b〉
≥ (1 − s)2|a− b|2
The previous inequality follows from condition (2.12). Actually
2〈p− q | a− b〉 = 2〈(p− a) + (a− b) + (b− q) | a− b〉
= (|a− b|2 + 2〈p− a | a− b〉) + (|a− b|2 + 2〈b− q | a− b〉)
= (|p− b|2 − |p− a|2) + (|a− q|2 − |b− q|2) ≥ 0.
The Heisenberg group (Hn, dc) with the Lebesgue measure satisfy the above
framework because as we mentioned in Chapter 1 the 2n+ 2-dimensional Haus-
dorff measure H2n+2dc and the Lebesgue measure L2n+1 are the same up to a
constant (both are the Haar measure of the group). In particular absolute con-
tinuity with respect to L2n+1 or with respect to H2n+2dc are the same.
Horizontal right translation
We saw in Example 2.1.6 that right translations by an horizontal vector provide
an optimal transport in the Heisenberg group.
Let µ0 be the restriction of L2n+1 to ]0, 1[2n+1, and consider the horizontal
vector u = (1, 0, . . . , 0; 0). The intermediate map Ts is given for any s ∈ [0, 1] by
the map a 7→ a ·(s, 0, . . . , 0; 0). More precisely, writing a as (x+ iy, z2, . . . , zn; t),
we have
Ts(a) = ((x+ s) + iy, z2, . . . , zn; t− sy
2
). (2.14)
We observe that Ts is affine on R
2n+1 with Jacobian determinant 1, so the
measure µs = Ts#µ0 is absolutely continuous. However, as we will show, the
shortening principle does not hold.
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Fix a ∈]0, 1[2n+1, and let
aε := a+ ε(i, 0, . . . , 0;
x
2
+ s) = (x+ i(y + ε), z2, . . . , zn; t+
εx
2
+ εs)
with ε small enough so that aε ∈]0, 1[2n+1. Then, using (2.14) twice,
Ts(aε) = aε · (s, . . . , 0; 0)
= ((x+ s) + i(y + ε), z2, . . . , zn; (t+
εx
2
+ εs)− s(y + ε)
2
)
= ((x+ s) + i(y + ε), z2, . . . , zn; (t− sy
2
) +
ε(x+ s)
2
)
= Ts(a) · vε
where vε is the horizontal vector (iε, 0, . . . , 0; 0). Therefore as in Remark 1.4.8
dc(a, aε) = dc(0H, a
−1 · aε) = dc (0H, (iε, 0, . . . , 0; εs)) ∼ 2
√
pi|ε|s
as ε→ 0, while
dc(Ts(a), Ts(aε)) = dc(0, vε) = |ε|.
Thus we see that the shortening principle cannot hold. Moreover, from this ex-
ample one can also see that there is no hope to find a decomposition of ]0, 1[2n+1
into a family of countable Borel sets such that on each set the shortening prin-
ciple holds, possibly with a different constant (if such a weaker condition holds,
one can still prove quite easily the absolute continuity of the interpolation).
Dimension of the support of a special optimal transport
We consider the following transportation problem: the two measures µ0 and µ1
are concentrated on the vertical line
L := {(z; t) ∈ Hn | z = 0Cn)},
with µ0 concentrated on the negative part L
− = L ∩ {t ≤ 0} and µ1 on the
positive one L+ = L∩{t ≥ 0}. Recall from Example 2.2.2 that in this situation
all transport plans are optimal.
Let us investigate a concrete example: identifying L = {0Cn}×R with R, let
µ0 and µ1 be L1b[−1,0] and L1b[0,1] respectively. An optimal transport plan is
given by piT = (Id, T )#µ0, where the transport map is T : (0Cn ; t) 7→ (0Cn ;−t).
There is a multiple choice of geodesics between (0Cn ; t) and T (0Cn ; t) as we
saw in Section 2.3.1. To construct a Wasserstein geodesic, we select the unique
geodesic between (0Cn ; t) and (0Cn ;−t) whose midpoint is on the horizontal half-
line {(r, 0, . . . , 0; 0) | r ∈ [0,+∞)}. This midpoint is exactly (2
√
2|t|
pi , 0, . . . , 0; 0)
because it is obtain after lifting an half-circle of radius
√
2|t|
pi .
Using these geodesics of Hn, we have actually defined a Wasserstein geodesic
(µs)s∈[0,1] between µ0 and µ1 which satisfies the following property: although
µ0 and µ1 are absolutely continuous with respect to the 2-dimensional Haus-
dorff measure (induced by the distance dc), the intermediate measure µ1/2 is
concentrated on the horizontal line {(r, 0, . . . , 0; 0) | r ∈ R} whose dimension is 1
(Proposition 1.4.6). This observation could suggest that one can find a measure
µ0 absolutely continuous with respect to the Lebesgue measure such that µ1/2
is not absolutely continuous because concentrated on a set of lower dimension.
As announced before, we will prove in Section 2.3.4 that this cannot happen.
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2.3.4 Proof of Theorem 2.3.6
The starting point for the proof of the theorem is Theorem 1.7.7. Given p, q ∈
Hn and s ∈]0, 1[, recall that Ms(x, y) is the set of points m such that
dc(p,m) = sdc(p, q), dc(m, q) = (1 − s)dc(p, q).
For E ⊂ Hn, we denote by Ms(E, q) the set
Ms(E, q) :=
⋃
p∈E
Ms(p, q).
We remark that, for fixed q, for L2n+1-a.e. p is not in q · L∗ such that the set
Ms(p, q) is a single point and the curve s 7→ Ms(p, q) is the unique geodesic
between p and q defined on [0, 1].
Proposition 2.3.7. [64, Section 2] Let q ∈ Hn and E a measurable set. Then
Ms(E, q) is measurable and for any s ∈ [0, 1],
L2n+1(Ms(E, q)) ≥ (1− s)2n+3L2n+1(E).
Remark 2.3.8. The very little difference between the previous proposition and
Theorem 1.7.7 is the fact that we consider Ms(E, y) and not Ms(E \(q ·L∗), q).
In fact Ms(q · L∗, q) has measure 0. If we suppose up to a translation q = 0H,
it is the set {(z; t) ∈ H∗n | |z1|2 = · · · = |zn|2 = C(n, s) · t} where C(n, s) only
depends on n and s. This set has Hausdorff dimension 2n + 1 and not 2n + 2
as explained in Section 1.4.
The idea of the proof is now the following: first we approximate the target
measure µ1 by a sequence of discrete measures, and using Proposition 2.3.7 we
prove the absolute continuity of the interpolation in the case of a discrete target
measure. Then we pass to the limit, and we finally get the upper bound on the
density of the interpolation.
Let µk1 =
1
k
∑k
i=1 δqi be a sequence weakly converging to µ1, and denote
by T k the optimal transport map between µ0 = ρL2n+1 and µk1 . As in the
begining of Subsection 2.3.2 for (µs)s∈[0,1] and Ts, the curve (µks)s∈[0,1] denotes
the unique Wasserstein geodesic between µ0 and µ
k
1 , and T
k
s is the transport
map from µ0 to µ
k
s .
We remark that, if we prove the estimate in (2.11) with a certain set A of full
µ0-measure, then the bound will obviously be true also for any set containing
A. Thus, up to a replacement of A with A ∩ {ρ > 0}, we can assume that
A ⊂ {ρ > 0}, so that µ0 and L2n+1 are equivalent on A.
For each i = 1, . . . , k, let Ai ⊂ A be the set of points x ∈ A such that
T k(p) = qi. The sets Ai are mutually disjoint and µ0
(
Hn\ ∪ki=1 Ai
)
= 0.
Let us fix i. Since T k(Ai) = qi, the curve s 7→ T ks (p) is the unique geodesic
from p to qi for L2n+1-a.e. p ∈ Ai. Therefore there exists Bi ⊂ Ai such that
L2n+1(Ai \ Bi) = 0 and s 7→ T ks (p) is the unique geodesic from p to qi for all
p ∈ Bi. Consider now E ⊂ Bi. By the uniqueness of the geodesics from E to qi
we have
Ms(E, qi) = T ks (E).
We can therefore apply Proposition 2.3.7 to obtain that, for any E ⊂ Bi
L2n+1(T ks (E)) ≥ (1− s)2n+3L2n+1(E).
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Since L2n+1(Ai \ Bi) = 0, the above estimate is still true if E ⊂ Ai. Recalling
now that the sets Ai are disjoint and T
k
s is essentially injective, we easily obtain
∀E ⊂ A, L2n+1(T ks (E)) ≥ (1− s)2n+3L2n+1(E).
Indeed it suffices to take E ⊂ A, split it as Ei = E ∩Ai, write the estimate for
Ei and add all the estimates for i = 1, . . . , k. The above property can also be
stated by saying that, for any F ⊂ T ks (A),
L2n+1(F ) ≥ (1 − s)2n+3L2n+1((T ks )−1(F ) ∩A),
or equivalently∫
A
g(T ks (p)) dL2n+1(p) ≤
1
(1− s)2n+3
∫
Hn
g(q) dL2n+1(q) (2.15)
for all g ∈ Cc(Hn), with g ≥ 0. Since the Wasserstein geodesic between µ0 and
µ1 is unique, by the stability of the optimal transport we have that, for any fixed
s, the sequence µks weakly converges to µs, and the optimal transport maps T
k
s
from µ0 to µ
k
s converge in µ0-measure to Ts from µ0 to µs (see [109, Chapter 7
and Corollary 5.21]).
Thus, up to a subsequence, we can assume that T ks → Ts µ0-a.e., which in
particular implies that T ks → Ts for L2n+1-a.e. p ∈ A. We can therefore pass to
the limit in (2.15), obtaining∫
A
g(Ts(x)) dL2n+1(p) ≤ 1
(1− s)2n+3
∫
Hn
g(y) dL2n+1(q) (2.16)
for all g ∈ Cc(Hn), g ≥ 0. Moreover, arguing by approximation and using the
monotone convergence theorem, we obtain that (2.16) holds for any measurable
function g ≥ 0 (in this case, both sides of the equation can be infinite).
From this fact we can directly conclude that Ts sends a set with positive
Lebesgue measure into a set with positive Lebesgue measure, which implies
that µs is absolutely continuous.
In order to prove the bound on the density of µs, we consider in (2.16)
g(q) := χTs(A)(y)h(y)ρ ◦ T−1s (y),
with h ≥ 0. In this way we get∫
Ts(A)
h(q) dµs(q) =
∫
A
h(Ts(p)) dµ0(p)
=
∫
A
h(Ts(p))ρ(p) dL2n+1(p)
≤ 1
(1 − s)2n+3
∫
Hn
h(q)ρ ◦ T−1s (q)) dL2n+1(q).
From the arbitrariness of h and the fact that µs is concentrated on Ts(A) the
bound follows.
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2.3.5 A possible rehabilitation of the Monge-Mather prin-
ciple
There is a variant of the Monge-Mather shortening principle that could be useful
to prove the absolute continuity of the intermediate measures. A proof, by
Figalli and Rifford [43] written after [42] treats of more general spaces than
Hn and uses arguments that are close to this possible variant. We describe it
now: the distance dc play actually two roles in the Monge-Mather shortening
principle. On the one hand it is involved in the cost comparison (2.12) and the
geodesics, on the other hand and it appears in the Lipschitz estimate (2.13).
It is actually possible to replace dc by another distance d
′ for the second role
and the new estimate would imply the absolute continuity of µs with respect
to Hd′ , provided µ0 is Hd′ -absolutely continuous. But in our case the (2n+ 1)-
dimensional Hausdorff distance obtained from the Riemannian approximating
distance dε for some ε > 0 (see Subsection 1.2.6) is exactly the Lebesgue measure
of R2n+1. So it would be enough to prove
C(K, s)dε(α(s), β(s)) ≥ dε(a, b) (2.17)
for four end-points a, b, p, q in K where (2.12) holds for dc. The problem of
different dimensions for the H-lines and other lines that we have met before
for the horizontal translation, will then no longer exist: the restriction of dε to
any line of R2n+1 is locally equivalent to the Euclidean distance. However, we
begin to give an example showing that it does not work so easily and that this
variant is false if nothing is changed. We will give afterward an insight in the
proof of Figalli and Rifford and propose, as a conjecture a second variant of the
Monge-Mather shortening principle that could prove the absolute continuity of
the intermediate measures.
So we show that the first variant of the Monge-Mather shortening princi-
ple does not immediately work, as long as the geodesics have different lengths.
Again, it consists in proving (2.13) for two geodesics of Hn with the four ends
in K such that the cost condition (2.12) is satisfied. Up to geometric transfor-
mations, what follows is a counterexample for any open set K because it take
place in a ball (BH(0H, 4) for example)
Consider the one-parameter family of quadruple (aλ, bλ, pλ, qλ)λ∈(0,1], with
aλ = (−λ, 0, · · · , 0; 0) = dilλ(a1)
bλ = (−iλ, 0, · · · , 0; 2λ2) = dilλ(b1)
pλ = (λ, 0, · · · , 0; 0) = dilλ(x1)
qλ = (iλ, 0, · · · , 0; 2λ2) = dilλ(y1)
Under the dilation dilλ, the distance between points is just multiplied by λ:
dc(dilλ(m), dilλ(n)) = λdc(m,n).
Since we can verify d2c(a1, p1) + d
2
c(b1, q1) ≤ d2c(a1, q1) + d2c(b1, p1), the similar
relation holds for any λ > 0 and the optimal transport send aλ on pλ and bλ on
qλ. The corresponding geodesics are
α(s) = (−λ+ 2sλ, 0 · · · , 0; 0),
β(s) = (i(−λ+ 2sλ), 0 · · · , 0; 2λ2),
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with midpoints α(1/2) = (0, · · · , 0; 0) and β(1/2) = (0, · · · , 0; 2λ2). Thus, as
λ→ 0, the Riemannian distance dε between the midpoints is equivalent to Cλ2
for some constant C, while dε(aλ, bλ) is equivalent to C
′λ because it is also the
distance of a−1λ · bλ = (λ+ iλ, 0, · · · , 0; 52λ2) to 0H.
Although this fact shows that we cannot hope to prove a shortening principle
with dε and geodesics on an open set, the following statement could however be
true: fix 0 < m < M , and let α and β be two geodesics with length between m
and M such that
d2c(α(0), α(1)) + d
2
c(β(0), β(1)) ≤ d2c(α(0), β(1)) + d2c(β(0), α(1)).
Then the estimate (2.13) holds for dε and a constant C(K, s,m,M).
In [43] the authors prove a statement close to the previous conjecture. For
an optimal transport under the hypothesis of Theorem 2.2.4, a measure Π as
in Lemma 2.3.1 is concentrated on a set S of geodesics such that for every
(α, β) ∈ S2 the cost estimate (2.12). Then they obtain that on Sk = S ∩
{lengthc α > 1/k} the Lipschitz estimate (2.13) is locally satisfied for dε. It is
not clear if the previous variant of the shortening lemma really holds or if the
result of Figalli and Rifford only works because α and β are part of an “optimal”
bunch of geodesics. It is not sure that any two geodesics of length greater than
1/k will satisfy a Lipschitz estimate (2.13) for dε.
Very briefly, the proof of Figalli and Rifford relies on the semiconcavity of
the distance squared outside of the diagonal set {(p, q) ∈ Hn ×Hn | p = q} and
on differentiability properties of the semiconcave functions. They are able to
recognize the optimal transport from µs to µ0 as a map F (dφk,s(x)) where φk,s
is semiconcave and the maps dφk,s and F are locally Lipschitz on es(Sk) and
T ∗(Rn+1) respectively. In the last sentence es is the evaluation map as before
and the distance on Hn is dε.
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Chapter 3
Curvature bounds for the
Heisenberg group
In this chapter we treat of different notions of synthetic curvature bounds in
metric spaces and confront them with the Heisenberg group. Basically a syn-
thetic curvature bound for a metric space is a property that is equivalent in
the Riemannian case to having a lower or an upper bound on one of the cur-
vature tensors. While the sectional curvature or the Ricci curvature can not
be computed in non-smooth settings, this property must make sense in the
metric setting too. One also expect a synthetic curvature bound to provide the-
orems that are similar to the classical theorems of Riemannian geometry. We
will consider the Alexandrov spaces (the generic name for two classes of metric
spaces with a synthetic sectional curvature bounded from below or from above),
the criterion of Bakry-E´mery, the Measure Contraction Property (MCP ) and
the Curvature-Dimension CD (three synthetic Ricci curvatures bounded from
below). A part of the results satisfied by a Riemannian manifold as the local
Poincare´ inequality or growth estimates on the balls also hold for the Heisenberg
group. However, it turns out that the Heisenberg group only satisfy a Measure
Contraction Property (Theorem 3.4.5) whose definition relies on the contraction
maps along geodesic (see Section 1.7). The main result of this chapter is the
fact that the curvature-dimension condition CD does not hold in the Heisenberg
group (Theorem 3.5.12), which with Theorem 3.4.5 has been proved in [64]. In
this chapter we will also detailed the known facts that Hn is not an Alexandrov
space and does not satisfy the Bakry-E´mery criterion.
3.1 Ricci curvature of manifolds
We make here a short reminder about the definitions of sectional and Ricci
curvature. Although they are defined in each textbook in differential geometry
([48, 34]) it is not really easy to have a precise intuition of what it is (especially
the Ricci curvature). That is why we begin with a rough presentation and
will give precise formulas afterward. The sectional curvature Secp(σ) has been
introduced by Riemann as the Gauss curvature of the submanifolds of dimension
2 that are obtained when one consider in p the geodesics that are tangent to a
given subspace σ ⊂ TpM . It only depends on p and σ and Secp(v, w) is defined
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as Secp(span(v, w)). The Ricci curvature Ricp(v) is a quadratic tensor that
associate a tangential direction v with roughly speaking the mean of the scalar
curvatures Secp(σ) for v ∈ σ ⊂ TpM . More precisely if ( v‖v‖g , e2, . . . , en) is an
orthonormal basis of (TMp, g),
Ricp(v) = ‖v‖2g
n∑
j=2
Secp(
v
‖v‖g , ej).
Notice that Ricp(v) can be positive even if Secp(
v
‖v‖g , ej) ≤ 0 for some j. We
precise that Ricp(v) does not depend on the choice of the orthonormal base
(ej)
n
j=1.
A lot of results in Riemannian geometry and geometric analysis have been ob-
tained under the assumption that Secp is negative or Ricp is positive. More gen-
erally for any real number κ it can be supposed that Secp−κ (resp. Ricp( v‖v‖g )−
(n−1)κ Id) is negative (resp. is a positive quadratic form). Because of its defini-
tion the assumptions concerning Ric are always weaker than some assumptions
on Sec. For example if the sectional curvature is uniformly greater that κ, the
Ricci curvature Ricp(v) = ‖v‖2g Ric( v‖v‖g ) is greater than
∑n
j=2 κ = (n− 1)κ.
The more usual way to compute explicitly the scalar and Ricci curvatures is
to consider the Riemann tensor
Riemp(u, v, w, z) = gp(∇v∇uw −∇u∇vw +∇[u,v]w, z) (3.1)
where ∇ is the Levi-Civita connection. Then the definition of the scalar curva-
ture of the plane σ is
Secp(e1, e2) = Riemp(e1, e2, e1, e2) (3.2)
where e1(p), e2(p) are any two spanning vectors (span(e1(p), e2(p)) = σ ⊂ TMp)
such that gp(ei, ej) = δi,j for any i, j ∈ {1, 2}. Note that the definitions of Riemp
uses vector fields u, v, w and z but Secp is a function on the 2-planes included in
TMp for a fixed p. Actually the differential form Riemp is a tensor, which means
that it only depends on the vectors u(p), v(p), w(p) and z(p) of TMp. However,
for four vectors u, v, w, z ∈ TMp, if one want to compute Riemp(u, v, w, z) in
the formula (3.1), one first have to extend the vectors to vector fields of TM .
The value of Riemp(u, v, w, z) will not depend on the way it is done.
If ( v‖v‖g , e2, . . . , en) is an orthonormal basis of (TMp, gp), Ricp is defined as
Ricp(v) =
n∑
j=2
‖v‖2g Riem(
v
‖v‖g , ej,
v
‖v‖g , ej).
3.1.1 Ricci curvature of the approximating manifolds
We will now apply these definitions to the approximating manifolds Hε1 of Sec-
tion 1.2.6. Basically the idea is that if these manifolds have a lower bound for
the Ricci curvature it shall be also true for H1. We will see that such a lower
bound does not exist uniformly in ε. As in a large part of this thesis X (resp. Y)
will stand for X1 (resp. Y1). We first fix ε > 0. Because of the left-invariance
of the metric Ricp(X), Ricp(Y) and Ricp(εT) do not depend on p and it suffices
to determine what is Ric in 0H.
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We already know the Lie brackets between the vectors. Hence the first step
is to compute the Levi-Civita connection between them, namely ∇XY, ∇XεT
and ∇YεT. For that we recall the relation defining the Levi-Civita connection
(called Kozul identity in [23] where the computation is also made).
〈∇V U,W 〉 = 1
2
(U〈V,W 〉+ V 〈W,U〉 −W 〈U, V 〉
−〈[U,W ], V 〉 − 〈[V,W ], U〉 − 〈[U, V ],W 〉) .
For three vectors of (X,Y, εT), the first line in the previous identity vanish
because the scalar products are constant. Let us index the frame (X,Y, εT) as
(U1, U2, U3) and denote 〈[Ui, Uj ], Uk〉 by αijk. Then 〈∇UiUj, Uk〉 = − 12 (αjki +
αikj + αjik). The only non zero brackets are [X,Y] and [Y,X] so that all α’s
are 0 except α123 =
1
ε and α213 = − 1ε . Then the non-zero connections are
∇XY = −∇YX = 1
2ε
εT
and
∇X(εT) = ∇(εT)X = − 1
2ε
Y and ∇Y(εT) = ∇(εT)Y = 1
2ε
X.
Then
Sec(X,Y) = 〈∇Y∇XX−∇X∇YX+∇[X,Y]X | Y〉
= 〈0 +∇X( 1
2ε
εT) +
1
ε
∇(εT)X | Y〉
= − 1
4ε2
− 1
4ε2
= − 3
4ε2
.
Similar computations shows that
Sec(X, εT) =
1
4ε2
and Sec(Y, εT) =
1
4ε2
.
Then
Ric(X) = Ric(Y) = − 1
2ε2
and Ric(εT) =
1
2ε2
.
Moreover X, Y and εT are eigenvectors of Ric seen as symmetric operator
on (TM0H , g0H) because for all θ, D(rotθ)0H is an isometry such that the only
possible eigenspaces are R3, {t = 0} and {x = y = 0}. It follows that the Ricci
tensor has matrix
1
2ε2
−1 0 00 −1 0
0 0 1

in the (X,Y, εT) frame.
Observe that when ε goes to 0, the Ricci curvature lower bound − 12ε2 tends
to −∞. It is not a proof that H1 has not a synthetic Ricci curvature lower bound
but this is quite coherent with this evidence. In Subsection 3.5.2 we will make
this observation again in the more theoretical background of the Curvature-
Dimension CD.
Remark 3.1.1. for Hn the frame (X1,Y1, . . . ,Xn,Yn,T) is also made of eigen-
vectors of Ric. The associated eigenvalues are, independently of n, 12ε2 for T
and − 12ε2 for the other vectors.
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3.2 Alexandrov spaces
In [3] Alexandrov (or Aleksandrov) found a way to deal with some metric spaces
as if they were manifolds with a lower (resp. an upper) bound. These spaces
were called after the name of this mathematician, Alexandrov space of curvature
≥ κ (resp. Alexandrov space of curvature ≤ κ). Note that some variants of the
second ones are also called CAT (κ) spaces (where A stand for Alexandrov).
However, in this thesis, we are essentially interested in the spaces with lower
bounds for some curvature, so under them the Alexandrov space of curvature
≥ κ. A milestone on this subject is the long and intricate article [22] by Burago,
Gromov and Perelman. The book on metric geometry [21] is an easier intro-
duction. In the first part of this section we will prove in a very basic way that
H1 is not an Alexandrov space. This result is certainly well-know but to our
knowledge there is no reference for it in the mathematical literature. Moreover
it make it clear that the only case to really check is κ = 0, which will also be
the case for CD in Section 3.5.
In Chapter 2 we already mentioned the theorem of Bertrand [14] about op-
timal transportation on Alexandrov spaces that we will state in this section. In
Subsection 3.2.2, we will show that it is possible to state the absolute continuity
of the intermediate measures as we have done in Theorem 2.3.6 for Hn. These
results rely on lower curvature bounds because it makes use of contraction esti-
mates (similar to the ones of Section 1.7), which will be interpreted as positive
curvature with MCP in Section 3.4. In the special case of positive synthetic
sectional curvature (Alexandrov space with curvature ≥ 0) a easier proof by
Figalli only relies on the definition of these spaces. Therefore it seems that it
is an essential assumption to have a curvature bounded from below for proving
the absolute continuity of measures interpolated by optimal transport.
3.2.1 Definition
The definition of Alexandrov spaces is based on the model spaces of Riemannian
geometry. The functions σ and τ associated to the contraction maps of the
model space are interesting for this whole chapter because they also appear in
the definitions of MCP and CD (see Section 3.4).
Model spaces
The model spaces are manifolds with constant sectional curvature. They are
described in any textbook in Riemannian geometry (e.g. [48, 34]). The model
space of curvature 0 and dimension n is the Euclidean space Rn. We introduce
for the model spaces contractions along geodesics as we did in Section 1.7 for
the Heisenberg group and the Grusˇin plane with Msp and the two maps EG. In
Rn the contraction of center 0Rn and ratio s are simply the dilations x → sx.
These are diffeormophisms with constant Jacobian determinant equal to sn. For
the other model space, the Jacobian determinant of the contraction maps are
no longer constant but depends on the distance to the contraction center.
The other model spaces are the scaled hyperbolic plane (Hn, (−κ)−1/2dH)
(Hn is not the Heisenberg group Hn) with constant sectional curvature κ (for
some κ < 0) and for κ > 0 the scaled sphere (Sn, κ−1/2dS). We denote the
model spaces of dimension n and sectional curvature κ ∈ R by Snκ and simply
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by Sκ if n = 2. Let moreover dκ be the distance of S
n
κ and E
κ,n
p,s the contraction
of center p ∈ Snκ and ratio s. The behaviour of these contractions is well-known.
If p ∈ Sκ is a given fixed point and expp the Riemannian exponential in p then
the contraction map Eκ,np,s (q) = expp ◦(s exp−1p )(q) is defined everywhere except
on the cut-locus of p. This cut locus is just a point for the sphere and the empty
set for the other model spaces. If q = expp(v) and w ∈ (TSnκ )q is orthogonal to
D expp(v).v, then
‖DEκ,np,s (q).w‖κ =
σκ(sdκ(p, q))
σκ(dκ(p, q))
‖w‖κ
with
σκ(d) =

(1/
√
κ) sin(
√
κd) if κ > 0
d if κ = 0
(1/
√−κ) sinh(√−κd) if κ < 0
. (3.3)
With the same notations if now w is D expp(v).v, then ‖DEκ,np,s (q).w‖κ is simply
s‖w‖. Let us now establish the Jacobian determinant of the contraction maps of
Snκ . It does not depend on the center of contraction p but only on the distance
dκ(p, q) to the center of contraction p. For the Euclidean case (κ = 0), as said
before, it is sn = s
(
σκ(sdκ(p,q))
σκ(dκ(p,q))
)n−1
. More generally this formula holds so that
the contraction Jacobian is
τκ,n(sdκ(p,q))
τκ,n(dκ(p,q))
for
τκ,n(d) =

d
(
(1/
√
κ) sin(
√
κd)
)n−1
if κ > 0
dn if κ = 0
d
(
(1/
√−κ) sinh(√−κd))n−1 if κ < 0 . (3.4)
The definition of Alexandrov spaces uses the notion of comparison triangle
in the model spaces Sκ. A comparison triangle of a triangle {a, b, c} ⊂ X in X˜
is a triangle a˜b˜c˜ with the same sidelengths as abc. If X˜ is a model space Sκ,
every metric embedding is the same up to global isometries of Sκ. Moreover for
κ > 0 only small enough triangle have a comparison triangle in the sphere Sκ.
A geodesic metric space (X, d) is an Alexandrov space of curvature ≥ κ if
for every point p there is a neighborhood Up with the following properties
1. Every triangle included in (Up, d) has a comparison triangle a˜b˜c˜ in Sκ.
2. For every triangle abc of (Up, d) and a comparison triangle a˜b˜c˜, if α is a
geodesic from b to c and α˜ is a geodesic from b˜ to c˜, both parametrized
with constant speed, for every s ∈ [0, 1],
d(a, α(s)) ≥ dκ(a˜, α˜(s)).
A first fact is that any model space Snκ is an Alexandrov space of curvature
≥ κ′ for any κ′ ≤ κ. In fact any triangle of Snκ is included in a geodesically
embedded copy of Sκ in S
n
κ and it can be easily proved thanks to the cosine
formula that this space is an Alexandrov space of curvature ≥ κ′. Actually a
Riemannian manifold M is an Alexandrov space of curvature ≥ κ if and only if
for any p ∈M and any plane σ ⊂ TMp, we have Secp(σ) ≥ κ.
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About the Heisenberg group
The Heisenberg group H1 is not an Alexandrov space with curvature ≥ 0 as
prove the following triangle a = (0; 0), b = (0;A) and c = (0;−A). The com-
parison triangle of abc in R2 is a isosceles right triangle because the geodesic
between the points have squared length equal (up to the constant 4pi) to the
caught areas which are A, A and 2A. The point m = (
√
8A
pi ; 0) correspond to
α(1/2) for one of the geodesic between b and c. Then d(a,m) =
√
8A
pi while
d0(a˜, m˜) = d0(b˜, m˜) = d0(c˜, m˜) =
d(b,c)
2 =
√
2piA is greater.
For any κ ∈ R, the Heisenberg group is also not an Alexandrov spaces with
curvature ≥ κ. In the case κ ≥ 0, it is a direct consequence of the previous
paragraph. If κ < 0 (let say κ = −1) we have to observe that small triangles of
the Heisenberg group are compared to small triangles of the hyperbolic space
and that these triangles have almost Euclidean ratios. When the parameter A
goes to 0 in the last example and with the same notations, dκ(a˜, m˜) is equivalent
to d(b, c)/2 =
√
2piA while d(a,m) is still
√
8A
pi .
The definition of Alexandrov spaces of curvature bounded from above (or
CAT spaces) is similar to the other one. Here in point 2. of the definition,
distances to the opposite side have to be smaller than the corresponding ones in
the comparison triangle. The Heisenberg space is also not an Alexandrov space
of curvature bounded above because of the triangle a = (0; 0), b = (2, pi/2) and
c = (−2, pi/2). The points b and c are reached from a thanks to the H-lifts of
two half circles of length pi. The midpoint of the side [bc] is m = (0;pi/2). It
has distance
√
2pi to a. It is easy to check that it is greater that the distance
d0(a˜, m˜) in the Euclidean comparison triangle. Scaling the triangle abc with
the dilations dilλ for small λ’s, we obtain counterexamples for the other model
spaces.
Remark 3.2.1. Argument using scaling with the dilations dilλ will also be used
in the extensions of Theorem 3.5.12 where we will prove that CD(K,N) is not
satisfied for K 6= 0.
Remark 3.2.2. A more theoretical way to prove that the Heisenberg group is
not an Alexandrov space is to mention the well-known fact (see [21]) that for
Alexandrov spaces the Hausdorff dimension equals the topological dimension.
The topological dimension of Hn is 2n+1 and the Haudorff dimension is 2n+2.
Then the Heisenberg group is not an Alexandrov space.
Globalization theorem
A theorem due to Toponogov states that for any Alexandrov space (X, d) with
curvature ≥ κ, the whole space realizes the conditions 1. and 2. of the defi-
nition. Precisely every triangle abc of X has a comparison triangle in Sκ and
the comparison inequality of the distances 2. holds for every s ∈ [0, 1]. It is
particularly true when the model space is a sphere (S, κ−1dS) such that the
Alexandrov spaces with strictly lower bound κ are bounded (if it were not the
case, some triangles would not have a comparison triangle in (S, κ−1dS)).
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3.2.2 Transport in Alexandrov spaces and problem of ab-
solute continuity
In [14], Bertrand proves for Alexandrov spaces the existence and uniqueness of
solutions to the Monge problem. Bertrand follows the scheme explained in Sub-
section 2.1.1 and his proof relies on the fact that the structure of the Alexandrov
spaces is close to the one of the Riemannian manifolds in the sense of the paper
[22] by Burago, Gromov and Perelman. In his paper Bertrand does not address
the problem of absolute continuity for the intermediate measures. Nevertheless
in the book [109, Open problem 8.21], Villani asks whether it is possible to follow
the Monge-Mather shortening principle and find a Lipschitz estimate as (2.13)
for the Alexandrov spaces. As shown in Subsection 2.3.3, the absolute continu-
ity would follow. In the bibliographic notes of [109, Chapter 8] Villani mentions
a direct method by Figalli showing that the answer is yes when the lower bound
κ is positive. We will explain in detail this computation in Lemma 3.2.5. In the
case of a non-positive κ the problem is still open. However, in Remark 3.2.6 we
propose a sufficient geometric inequality that would imply a positive answer.
Whatever κ is, as explained by Figalli and the author in [42, Theorem 1.3] it
is possible to exactly follow the proof of Theorem 2.3.6 (Theorem 1.2 in [42])
that was stated for Hn in the same paper and obtain the absolute continuity
of the intermediate measures. Indeed, as Hn the Alexandrov spaces satisfy the
two following properties: on the one hand estimates on the contraction maps
and on the other hand if T is the optimal transport map between an absolutely
continuous measure µ0 and another measure µ1 the geodesic between p and T (p)
is µ0(p)-almost surely unique. The proof of [42, Theorem 1.3] has been written
by Schulte in his master thesis.
Now reproduct now the theorem of Bertrand.
Theorem 3.2.3. Let (X, d) be a finite dimensional Alexandrov space of dimen-
sion n and Hn be the corresponding Hausdorff measure. Let µ0, µ1 be probability
measures on X with compact supports such that µ0 is absolutely continuous with
respect to Hn.
Under these assumptions, Kantorovitch problem admits a solution, and any
optimal plan is supported in the graph of a Borel function T . This map T is
also a minimizer of Monge’s problem and satisfies for µ-almost every p ∈ X,
T (x) = exp(∇φ(p)),
where φ is a d2-convex function.
Moreover, up to modifications on negligible sets, the map ∇φ is unique, and
hence so is the optimal map T .
Remark 3.2.4. In this theorem appear functions like ∇ and exp. They are
allowed by the fact that an Alexandrov space with lower curvature is “almost-
everywhere a Riemannian manifold”. We refer the reader to [14] for more details.
The Monge-Mahter shortening principle
We state some easy estimates of the Alexandrov spaces. The next lemma is
attributed to Figalli in the notes of Chapter 8 of [109].
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Lemma 3.2.5. Let (X, d) be an Alexandrov space with curvature ≥ 0 and a, b,
p, q four points. Let α (resp. β) be a geodesic from a to p (resp. from b to q).
Then
d(α(s), β(s))2 ≥ (1− s)2d(a, b)2 + s2d(p, q)2 + s(1− s){a : b : p : q}
where {a : b : p : q} := [d2(a, q) + d2(b, p)] − [d2(a, p) + d2(b, q)]. It follows for
{a : b : p : q} positive that d(α(s), β(s)) ≥ (1 − s)d(a, b) and d(α(s), β(s)) ≥
sd(p, q).
Proof. On the triangles of R2, the median equality is an equality between the
square length of the median and the square length of the sides. It can be
generalized for a segment between a vertices and any point of the opposite side
and become an inequality on Alexandrov spaces with positive curvature. We
consider the median inequality for the points αs = α(s) and βs = β(s) on the
triangles apβs with αs ∈ [ap] and on the triangles bqa and bqp with βs ∈ [bq].
One have then
d(αs, βs)
2 ≥ (1− s)d(a, βs)2 + sd(p, βs)2 − s(1− s)d(a, p)2 (3.5)
d(βs, a)
2 ≥ (1− s)d(b, a)2 + sd(q, a)2 − s(1− s)d(b, q)2 (3.6)
d(βs, p)
2 ≥ (1− s)d(b, p)2 + sd(q, p)2 − s(1− s)d(b, q)2 (3.7)
The result follows from (3.5)+(1− s)×(3.6)+s×(3.7).
This estimate and the Monge-Mather shortening principle presented in Sub-
section 2.3.3 provide that in an Alexandrov space with positive curvature the
transport interpolated measures µs between two measures µ0 and µ1, one of
them being absolutely continuous is also absolutely continuous for s ∈]0, 1[.
This result applies in particular to the Alexandrov spaces of Lemma 3.2.5.
Remark 3.2.6. For non-positive κ, it may be difficult to do a similar computation
as in Lemma 3.2.5 and it is quite clear that inequality (2.13) can not hold on
the whole hyperbolic space. Open problem 8.21 of [109] asks if it is possible
to get it on bounded parts of Alexandrov spaces of curvature ≥ κ (especially if
κ < 0). In particular we would like to stress that the answer is yes if for each
bounded domain of the hyperbolic plane S−1, there exists positive functions f
and g defined on [0, 1] such that the system of equations
d(a,m)2 ≥ f(1− s)d(a, b)2 + f(s)d(a, c)2 − g(s)d(b, c)2
g(s) ≤ f(s)f(1− s)
f(s) + f(1− s) ≤ 1
is satisfied for any triangle abc of the domain. Indeed, with the notation of
Lemma 3.2.5 we obtain in this case
d(α(s), β(s))2 ≥f(1− s)2d(a, b)2 + f(s)2d(p, q)2
+ f(s)f(1− s)[d2(a, q) + d2(b, p)]
− g(s)d2(a, p)− g(s)(f(s) + f(1− s))d2(b, q)
which is enough for a Lipschitz estimate because the sum of the two last lines
is positive. A possibility may be to choose f(s) = s/C and g(s) = s(1− s)/C2.
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Proof using an estimate on the contraction map
Even for κ < 0 it is possible to get an interesting estimate when a = b in the
shortening principle. We have then two points p and q related to a common
point a = b.
Lemma 3.2.7. In an Alexandrov space (X, d) with curvature ≥ κ, let a, p and
q be three points and α, β two geodesics from a to p and q respectively. Then
d(α(s), β(s)) is greater than d(α˜(s), β˜(s)) where a˜p˜q˜ is a comparison triangle of
apq and α˜ and β˜ are the curves parameterizing the sides.
Proof. In the triangle apq we have d(α(s), q) ≥ dκ(α˜(s), q˜). We take now a
comparison triangle of aα(s)q and observe that d(α(s), β(s)) is greater than
the comparative distance. This distance is taken in the comparative triangle of
aα(s)q whose side lengths are d(a, α(s)), d(a, q) and d(α(s), q). It is then greater
than dκ(α˜(s), β˜(s)) because this distance is taken with a comparison triangle
with lengths d(a, α(s)), d(a, q) and dκ(α˜(s), q˜). Actually we use two times the
fact that for a triangle of a model space with two fixed sides, the length of the
third side is a monotone function of the angle which is a consequence of the sine
theorem on the model spaces.
From there Kuwae and Shioya [71] get an interesting estimate on the volume
of contracted sets
Proposition 3.2.8. Let A be a measurable set and p a point of an Alexandrov
space (X, d) of curvature ≥ κ and Hausdorff dimension n. Then
Hnd (Es,pκ,n(A)) =
∫
A
τκ,n(sd(p, q))
τκ,n(d(p, q))
dHnd (q)
The proof relies on the fact that Es,pκ,n is injective almost everywhere on X
and that at almost every a the space X is locally close to be isometric to Rn.
Proposition 3.2.8 is one of the two elements for the next theorem, the coun-
terpart of Theorem 2.3.6 for Alexandrov spaces. The second element is that un-
der the hypothesis of Theorem 3.2.3, there is µ0-almost surely a unique geodesic
between x and T (x) which together with Proposition 2.3.2 prove the assump-
tion. For more details on this uniqueness see the paper of Bertrand [14] or [100,
Corollary 3.1.9].
Theorem 3.2.9 (Theorem 1.3 in [42]). Let (X, d) be an n-dimensional, com-
plete Alexandrov space with curvature ≥ κ. Let µ0 and µ1 be two compactly
supported probability measures, with µ0 absolutely continuous with respect to
the n-dimensional Hausdorff measure Hnd . Denote by µs the unique Wasser-
stein geodesic between µ0 and µ1. Then, for any s ∈ [0, 1[, the measure µs is
absolutely continuous with respect to Hnd , and its density is bounded by
τκ,n
(
d(x,T−1s (x))
s
)
τκ,n
(
(1− s)d(x,T−1s (x))s
)ρ ◦ T−1s (x)|Ts(B).
Here Ts is the (µ0-almost uniquely defined) optimal transport map from µ0 to
µs, B is any set of full µ0-measure on which Ts is injective and ρ is the density
of µ0.
Remark 3.2.10. In [100] is explained how to relax the assumption on the support
of µ0 and µ1.
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3.3 The Bakry-E´mery criterion
On Riemannian manifolds (M, g) of dimension n it is usual to consider certain
elliptic operators L = ∆ − ∇V · ∇ where ∆ is the Laplace-Beltrami operator
and V is a regular function on M called potential. Then e−V (p)d vol(p) is an
invariant measure of the L-diffusion. While some properties of the heat semi-
group depend on the Ricci tensor lower bounds (for example for a compact
manifold), the similar properties remains true if we consider a modified Ricci
tensor adapted to this diffusion. This tensor implicates a dimension factor
N ≥ n and it is defined as
RicN,V = Ric +∇2V − ∇V ⊗∇V
N − n .
The lower bound condition RicN,V ≥ K writes then
Ric(v) + (∇2V )(v, v)− 〈∇V | v〉
2
N − n ≥ Kgp(v, v)
for any point p ∈M and any vector v ∈ TMp. This assumption is equivalent to
the Bakry-E´mery criterion
Γ2(f, f) ≥ (Lf)
2
N
+K|∇f |2 (3.8)
exposed (the first time) in [11] and explained in detail in [10] (see also [109]).
In this criterion, Γ2 is indirectly defined from the operator L through
Γ1(f, g) =
1
2
(L(fg)− fL(g)− L(f)g) .
In fact Γ2 is obtained by replacing in the formulas of Γ1 the products of type
fL(g) by Γ1(f, L(g)). Thus
Γ2(f, g) =
1
2
(L(Γ1(f, g))− Γ1(f, L(g))− Γ1(L(f), g)) .
Note that for the elliptic operator we consider (L = ∆−∇V · ∇), the so-called
“carre´ du champ” operator Γ1(f, g)(p) is simply 〈∇f | ∇g〉p. Actually the more
general Bakry-E´mery criterion for other elliptic operators L uses Γ1(f, f) in
(3.8) at the place of |∇f |2. Under our hypothesis on the form of L, the “carre´
du champs ite´re´” is
Γ2(f, f)(p) = L
|∇f |2
2
− 〈∇f | ∇(Lf)〉p.
In the case of Hn, it is possible to consider the subelliptic (and hypoelliptic)
operator LH = ∆H−〈∇V | ∇H·〉H with a smooth potential V . In this sections we
will first consider V ≡ 0 and then V = VH related to the subelliptic diffusion at
time 1 by h1 = h(1, ·) = e−VH where h will be presented in Subsection 3.3.2. This
second choice is quite natural because it generalizes the classical feature of the
Ornstein-Uhlenbeck operator on Rn whose invariant distribution is a Gaussian
mass.
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3.3.1 Computation of Γ2
We can then compute Γ1 and Γ2 of ∆H. We get Γ1 = 〈∇Hf | ∇Hg〉. Now
2Γ2(f, f) = ∆H(〈∇Hf | ∇Hf〉)− 2〈∇Hf | ∇H∆Hf〉
=∆H(Xf)
2 − 2(XfX∆f) + ∆H(Yf)2 − 2(YfY∆Hf)
=2(∆HXf)(Xf) + 2(X
2f)2 + 2(YXf)2 − 2[X3fXf + (XY2fXf)]
+ 2(∆HYf)(Yf) + 2(Y
2f)2 + 2(XYf)2 − 2[Y3fYf + (YX2fYf)]
=2(X2f)2 + 2(Y2f)2 + 2(XYf)2 + 2(YXf)2
+ 2(X2YfYf − (YX2fYf) +Y2XfXf − (XY2fXf))
=2(X2f)2 + 2(Y2f)2 + (XY +YXf)2 + (XY −YXf)2
+ 2(X2YfYf − (YX2fYf) +Y2XfXf − (XY2fXf))
=2(X2f)2 + 2(Y2f)2 + (XY +YX)2(f) + (Tf)2 + 4XTfYf − 4YTfXf
We examine the Bakry-E´mery criterion. As explained in [32], there is no
K ∈ R such that Γ2(f, f) ≥ KΓ1(f, f). We give for that the counterexample of
a function f that is C∞, with compact support with f(z; t) = t2 locally around
0H. Then in the neighborhood of 0H, we have X(f) = −yt and
TXf = −y and YXf = −t− xy
2
and X2f =
y2
2
.
from Yf = xt we also have
TY = x and XY = t− xy
2
and Y2f =
x2
2
.
Then the criterion Γ2(f, f) ≥ KΓ1(f, f) around 0H becomes
(
x4
4
+
y4
4
) +
1
2
x2y2 +
1
2
4t2 − 4xyt ≥ K(x2 + y2)t2. (3.9)
Take now x = y and t = xy such that 2t2 − 4xyt is −2x4. It follows that that
the left-hand side is −x4 while the right-hand side is 2Kx6. Thus the condition
is not satisfied around 0H for any K ∈ R.
3.3.2 The “carre´ du champs ite´re´” Γ2 for another operator
Consider now L=∆H − 〈∇V | ∇H·〉H with a smooth potential V . We will first
prove that the Bakry-E´mery criterion is not satisfied for this operator. We will
introduce a special potential V = VH related to the subelliptic heat equation
on Hn. This potential will permit us to equip Hn with a canonical probability
measure e−VHL. We will meet this metric measure space and the subelliptic
diffusion later in Section 3.5 and Chapter 4.
For the operator L=∆H − 〈∇V | ∇H〉H the “carre´ du champs” operator Γ1
is the same as the one of ∆H. But we have
2Γ2(f, f) =L(〈∇Hf | ∇Hf〉)− 2〈∇Hf | ∇HLf〉
=∆H(〈∇Hf | ∇Hf〉)− 2〈∇Hf | ∇H∆Hf〉+ 2A(f)
107
where
A(f) = 〈∇Hf | ∇H〈∇Hf | ∇HV 〉〉 − 〈∇HV | ∇H〈∇Hf | ∇Hf〉〉
is the difference between the function Γ2(L) and Γ2(∆H). Let us justify that
the same counterexample f(z; t) = t2 as in Subsection 3.3.1 also works when
one adds A(f) on the left-hand side of 3.9. We have
A(f) =XfX (XfXV +Yf +YV ) +YfY (XfXV +Yf +YV )
+XVX
(
(Xf)2 + (Yf)2
)
+YVX
(
(Xf)2 + (Yf)2
)
=(−yt)X (−ytXV + xtYV ) + (xt)Y (−ytXV + xtYV )
+XVX(t2(x2 + y2)) +YVY(t2(x2 + y2))
=(−yt) (−ytX2V + xtXYV )+ (xt) (−ytYXV + xtY2V )
+ (−yt)
(
y2
2
XV + (t− xy
2
)YV
)
+ (xt)
(
−xy
2
− tXV + x
2
2
YV
)
+XV (−yt(x2 + y2) + 2t2x) +YV (xt(x2 + y2) + 2t2y).
Hence for x = y and t = xy as in Subsection 3.3.1, A(f) = O(|x|5) when (x, y, t)
tends to 0. Then if we add A(f) in the left-hand side of (3.9) it is still equivalent
to −x4 and the Bakry-E´mery criterion is not satisfied by L.
We want now to introduce a special potential VH obtained from the subellip-
tic diffusion of the operator ∆H. It is defined by e
−VH = h(1, ·) where hs = h(s, ·)
is the solution of the subelliptic heat equation
∂
∂s
fs = ∆Hfs (3.10)
starting from a Dirac measure in 0H at time 0. This equation is one of the
more basic examples of the Ho¨rmander [58] theory operator built as the sum of
squared vector field. Then h1 is smooth strictly positive and VH is smooth too.
The potential VH is then of the type considered before and LH = ∆H − 〈∇V |
∇H·〉H does not satisfy the Bakry-E´mery criterion. However, Hong-Quan Li
proved that a log-Sobolev inequality holds in (H1, e
−VHL) as we will see in
Section 3.5. We will now say more about equation 3.10 and the associated
stochastic equation. We will also consider the corresponding equations for the
approximating manifolds.
The usual stochastic process associated to the Heisenberg group has been
studied for more than fifty years beginning with Paul Le´vy and his Le´vy area.
However, the relation with the diffusion on the Heisenberg group has been no-
ticed only later. A founding article on this subject is the paper by Gaveau [49]
in 1977. The stochastic equation
dXs =
n∑
i=1
(X(Xs)dB1,i +Y(Xs)dB2,i) .
corresponds to the subelliptic heat equation (3.10). The stochastic process
(Xs)s≥0 can be described without special knowledges on stochastic differential
equation by considering the Le´vy area of a Brownian motion and the solution
of (3.10) are explicitly given by intricate formulas.
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We first describe what is (Xs)s≥0 for initial value X0 = 0H and begin with
n = 1. The projection Z(Xs) is a Wiener process (up to a time scaling) on C and
the t-coordinate t(Xs) is the algebraic algebra swept by this Brownian motion,
Z(Xs) at time s > 0. Actually because almost surely a Brownian path is not
absolutely continuous, it seems (and it is) not possible to apply formula (1.14)
for the algebraic area. Le´vy approach to this problem has been to consider
a stochastic integral extending the definition of the algebraic area. It is the
so-called Le´vy area. Therefore it make sense to say that Xs is the coupling
of a Brownian motion and of its Le´vy area. For n > 1, the Brownian motion
(X1, · · · , Xn) takes place in Cn and the Le´vy area is simply the sum of the Le´vy
area of each X i.
The law of Xs with initial value X0 = 0H is absolutely continuous. The
formula for its density h(s, ·) is states in [49], using the Le´vy formula (see [112]):
h(s, (z; t)) =
1
8pi2s2
∫
R
exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ.
One can check that h is a C∞ function on ]0,+∞[×(Cn × R) which is not
surprising because h(s, (z; t)) is the solution to the associated subelliptic partial
differential equation
∂
∂s
fs = ∆Hfs
and the theorem of Ho¨rmander [58] explains that the solution are smooth for
non-negative times. Here the function h satisfies moreover some symmetry prop-
erties {
h(s, (eiθ1z1, . . . , e
iθnzn; t)) = h(s, (z; t))
h(λs, (
√
λz, λt)) = λ−2h(s, (z; t))
(3.11)
due to the invariant actions of the rotations and dilations, and
h(s+ s′, q) =
∫
h(s, p)× h(s′, p−1 · q)dL(p).
Because of the group structure the solutions for other initial distributions are
obtain thanks to the Heisenberg convolution defined by
f ∗H g(q) =
∫
f(p−1 · q)g(p)dL(p).
In fact h is a solution of (3.10) exactly like the Gaussian functions are in Rn
solution of the heat equation.
The diffusion on the approximating manifolds Hεn is paradoxically more dif-
ficult to describe. The stochastic equation is
dXs = εT(Xs)dB3 +
n∑
i=1
(X(Xs)dB1,i +Y(Xs)dB2,i) ,
and it is associated to the heat equation
∂
∂s
f = ∆εf := ∆Hf + (εT)
2f (3.12)
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where ∆ε is the Laplace-Beltrami operator of Hε. It is direct to check that h
ε =
uε ∗H h is the solution of this equation, where ∗H is the Heisenberg convolution
as before and uε(s, ·) a degenerated Gaussian measure concentrated on L =
{0H} × R. An expression for the density of uε at time s is
uε(s) =
1√
4pisε2
exp(
−t2
4sε2
) (3.13)
Note that if f and g are regular enough we have X(f ∗H g)(q) = (Xf) ∗H g(q) =
(f ∗H (Xg))(q) and the same rule with Y and T because of the left-invariance
of these vector fields with respect to the product. The convolution does not
implicate the time parameter s, so
∂
∂s
(f ∗H g) = ( ∂
∂s
f ∗H g) + (f ∗H ∂
∂s
g).
Then at least formally equation 3.12 holds for hε and even if uε is not smooth,
it can be made true. A process which is solution of the stochastic version is
actually the Heisenberg product (in this case just a Euclidean vector sum on
the t-coordinate) of Xs with a Brownian motion U
ε
s . This last one is normalized
such that Var(Uεs ) = 2sε
2 where Var is the usual variance of R that we identify
with L.
Remark 3.3.1. Exactly as it is possible to approximate the Gaussian distribution
on Rn by random walks on Zn, it is possible to approximate h(1, ·) by random
walks on the discrete Heisenberg group HZ1 . The scaling is made by using the
dilations dilλ of Subsection 1.1.1. See [31, 53] and the references therein.
3.4 The Measure contraction property MCP
We have seen that Alexandrov spaces are a nice generalization of Rieman-
nian manifolds with a lower bound on the sectional curvature. In general
metric measure spaces, there are two conditions which can be thought of as
replacements for the Ricci curvature bounds of differential geometry: the ge-
ometric curvature-dimension CD(K,N) and the measure contraction property
MCP (K,N). In our case where the geodesic between two points is almost
surely unique, curvature-dimension CD(K,N) is more restrictive than the mea-
sure contraction property MCP (K,N), although it was not clear for a long
time whether the two properties are equivalent. Moreover, in this situation
(when there is almost surely a unique normal geodesic between two points), the
measure contraction property implies a Poincare´ inequality and the doubling
property for metric measure spaces. This is shown in [110] and [78]. Metric
measure spaces verifying a weak Poincare´ inequality and the doubling property
have proved to be a perfect setting for analysis with minimal hypotheses. A
good reference on this new theory is the book by Heinonen (see [57]). It is pos-
sible to define a differentiable structure on such space, as proved in the Cheeger’s
paper [24] or to define Sobolev spaces with interesting properties (see [24],[55]
and [102]). Another area of application of the Poincare´ inequality is conformal
geometry where it enables to analyze the quasi-conformal maps between metric
spaces (see the survey article [17]). Some of the more famous examples of dou-
bling metric measure spaces with a Poincare´ inequality are Euclidean spaces and
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more generally complete manifolds with non-negative Ricci curvature, Carnot
groups including Hn (see [106]), the boundary of hyperbolic buildings (see [16]),
some Cantor-like sets with worm-holes (see [72] and the erratum [73]).
We now give the definition of the curvature-dimension CD(K,N) and of
the measure contraction property MCP (K,N). In Sections 3.4 and 3.5 we will
prove that Hn does not satisfy CD(K,N) (Theorem 3.5.12) for any K,N but
satisfies MCP (0, 2n+3) where the bound 2n+3 is sharp (Theorem 3.4.5). The
case where K 6= 0 in not really interesting in the Heisenberg group. We will see
why and which properties hold after the proof of Theorem 3.5.12. Let (X, d, µ)
be a metric measure space. The curvature-dimension condition CD(K,N) is a
geometric condition on the optimal transportation of mass between any pair of
absolutely continuous probability measures on (X, d, µ).
The definition of CD(K,N) in [105] uses special functions of the geometry
of the model space SNκ where (N − 1)κ = K. These functions τκ,n have been
defined in (3.4).
Before we define the curvature-dimension condition, we also need to explain
what is the relative Re´nyi entropy functional EntN . For a measure µ with
density ρ with respect to ν, it is:
EntN (µ | ν) = −
∫
X
ρ1−1/Ndν.
The functional EntN is a relative entropy because it is defined with respect to ν.
When it is clear what the reference measure is, we will possibly write EntN (µ)
instead of EntN (µ | ν). For N = +∞, we denote the relative Bolzmann entropy
by Ent∞. It is defined as
Ent∞(µ | ν) =
∫
X
ρ ln(ρ)ν. (3.14)
Standard Hypothesis 3.4.1. In the next two sections about the Measure con-
traction property MCP and the Curvature-dimension condition CD, all the
metric measure spaces (X, d, ν) will be Polish, locally compact, geodesic with
(ν ⊗ ν)(p, q)-almost surely unique between p and q. We suppose also that the
space is non-branching which means that two geodesics with a common part
are both included in a same local geodesic. Moreover ν is not identically 0, it is
finite on the balls and is defined on the Borel σ-algebra. Although the original
definitions in [89, 104, 105, 77, 78] are given for more general hypothesis, we will
in this report give equivalent definitions for metric measure spaces as explained
here. First the spaces we are considering in this report are all of this form,
second these definitions will be easier to understand.
Definition 3.4.2. Let K ∈ R and N ∈ [1,+∞[ and set κ = K/(N − 1).
We say that a metric measure space (X, d, ν) as in Standard Hypothesis 3.4.1
satisfies the curvature-dimension condition CD(K,N) if and only if for each pair
µ0, µ1 ∈ P2(X) of absolutely continuous measures with respect to ν, there exists
an optimal transport plan pi and a geodesic (µs)s∈[0,1] of absolutely continuous
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measures of P2(X) such that
EntN (µs) ≤
∫ (
τκ,N ((1 − s)d(p, q))
τκ,N (d(p, q))
)1/N
(−ρ−1/N0 (p))dpi(p, q)
+
∫ (
τκ,N (sd(p, q))
τκ,N(d(p, q))
)1/N
(−ρ−1/N1 (q))dpi(p, q)
for all s ∈ [0, 1]. Here we denoted the density of µs with respect to ν by ρs.
For N = +∞ the relation has to be changed in
Ent∞(µs) ≤ (1− s) Ent∞(µ0) + sEnt∞(µ1)−K s(1− s)
2
W 2(µ0, µ1)
where (µs)s∈[0,1] is a geodesic of P2(X).
The property CD(0, N) is easier to understand than the general case because
for κ = 0 the coefficient
(
τκ,N (sd(p,q))
τκ,N (d(p,q))
)1/N
is simply s independently of d(p, q).
Thus in the particular case K = 0 the definition becomes :
The curvature-dimension condition CD(0, N) holds in (X, d, µ) (as in Stan-
dard Hypothesis 3.4.1) if for every pair (µ0, µ1) of absolutely continuous measure
of P2(X), there is a geodesic (µs)s∈[0,1] connecting µ0 and µ1 such that EntN (µs)
is a convex function of [0, 1] → R.
Remark 3.4.3. A faithful transcription of Definition 3.4.2 would be “for any s ∈
[0, 1], there is a geodesic” and not “There is a geodesic such that any s ∈ [0, 1]”.
In fact Figalli and Villani [44] proved that under Standard Hypothesis 3.4.1, the
definitions are the same.
We will see in Theorem 3.5.12 that this property does not hold in the Heisen-
berg group and in Theorem 3.5.13 that it does not hold for the Grusˇin plane.
The measure contraction property MCP (K,N) (see [105], [78], [89]) is a
condition on metric measure spaces (X,µ, d). Its formulation is much simpler
if there exists a measurable map
N : (p, q, s) ∈ X ×X × [0, 1] → X
such that for every p ∈ X and µ-a.e q ∈ X , the curve s ∈ [0, 1] → N (p, q, s)
is the unique normal geodesic from p to q. Then the space (X, d, µ) satisfies
MCP (K,N) if and only if for almost every p ∈ X , every s ∈ [0, 1] and every
µ-measurable set E ∫
τκ,N (sd(p, q))
τκ,N (d(p, q))
N−1p,s (q)dµ(q) ≤ µ(E) (3.15)
where Np,s(q) := N (p, q, s) and κ = K/(N − 1) as before.
In the special case K = 0, the coefficient
τκ,N (sd(p,q))
τκ,N (d(p,q))
is simply sN and the
estimate becomes
sNµ(N−1p,s (E)) ≤ µ(E).
The following proposition proved in [89] and [105] is the main property that is
expected for a synthetic Ricci curvature bound for metric spaces: the coherence
with the Riemannian case.
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Proposition 3.4.4. Let M be a Riemannian manifold of dimension n. Then
MCP (K,n) holds for this manifold with its Riemannian volume if and only if
the Ricci curvature of M is uniformly greater than K on M .
Let us enunciate some spaces with a MCP . The next theorems are simply
the consequence of contraction estimates that we have stated before in this
report.
Theorem 3.4.5. The measure contraction property MCP (K,N) holds in Hn
if and only if N ≥ 2n+ 3 and K ≤ 0.
Proof. It is proved in [89, 105] that MCP (0, N) implies MCP (K,N) for any
negative K and this result can also be proved directly from the definition. Fur-
thermore in these papers is proved that spaces satisfying MCP (K,N) for a
non-negative K are bounded. It is not the case of the Heisenberg group. From
there the theorem is a direct consequence of Theorem 1.7.7.
As we explained in the introduction of this section, the measure contraction
property implicates a weak local Poincare´ inequality as in [57]. For a proof see
[78, 110]. These proofs essentially use the same approach as in Subsection 1.7.3
where we proved the Poincare´ inequality for the Heisenberg group.
Theorem 3.4.6. The measure contraction property MCP (0, N) holds in G for
some N ≥ 1.
Proof. This a direct consequence of the definition of MCP and of the results of
1.7.2.
Theorem 3.4.7. The measure contraction property MCP ((N − 1)κ,N) holds
for any Alexandrov space of curvature ≥ κ.
Proof. This a direct consequence of the estimate of Kuwae and Shioya in Propo-
sition 3.2.8.
Theorem 3.4.7 is very comforting because it exactly correspond to the Rie-
mannian relations between the different curvatures. As explained in Section 3.1
any Riemannian manifold of dimension n with sectional curvature greater than
κ has Ricci curvature greater than (n− 1)κ. The previous theorem is the right
counterpart of it for metric geometry because Alexandrov spaces are considered
as spaces with a lower bound on the sectional curvature. This result strengthens
the interpretation of MCP as a synthetic Ricci curvature bound.
3.5 The Curvature-Dimension CD(K, N)
The definition of this condition has been given in Section 3.4. Here we will
examine it for the Heisenberg group and the Grusˇin plane. They are some
reason to think that this condition could hold in these spaces and some other to
think that it does not for any K and N . Before proving in Theorem 3.5.12 and
Theorem 3.5.13 that the second alternative is true, we expose these arguments.
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3.5.1 Arguments for CD(K, N)
The first argument is that CD and MCP are the same type of properties based
on measures or sets displaced along geodesic. If MCP is true, one can reason-
ably suppose the CD holds too as it is the case for Riemannian manifolds.
Proposition 3.5.1. Let M be a Riemannian manifold of dimension n with its
Riemannian volume. Then the following statements are equivalent
(i) The Ricci curvature is uniformly bounded below by K,
(ii) the Measure contraction property MCP (K,n) holds,
(iii) the Curvature-Dimension condition CD(K,n) holds.
Moreover for N ≥ 1, the two further statements are equivalent
(i’) The Ricci curvature is uniformly bounded below by K and N ≥ n,
(ii’) the Curvature-Dimension condition CD(K,N) holds.
The second argument is a sort of continuation of the first one. We restrict
for a while our question to CD(0, N) on Hn and will consider the geodesics of
Examples 2.2.1 and 2.2.3. Remind that in Example 2.2.1 µ1 is a Dirac measure.
Without loss of generality we assume that µ1 = δ0H . We may suppose moreover
that µ0 is an absolutely continuous measure of the Wasserstein spaceP2(Hn) and
denote by (µs)s∈[0,1] the unique geodesic between the two measures. Although
µ1 is not absolutely continuous, in a space with CD(K,N) the functional EntN
is supposed to be convex on each [0, s1] for s1 < 1 because on such segments,
the extremities are absolutely continuous and the geodesic is unique. Let ρs be
the density of µs and Ts the optimal transport map between µ0 and µs. Then
Ent2n+3(ρs | L) = −
∫
Ms0H (H1)
ρ1−1/(2n+3)s (y) dq
= −
∫
H1
(ρs ◦ Ts)1−1/5(p) Jac(Ts)(x) dp
= −
∫
(ρs ◦ Ts Jac(Ts))1−1/(2n+3) Jac(Ts)1/(2n+3)
= −
∫
ρ
1−1/(2n+3)
0 (Jac(Ts))
1/(2n+3).
But Ts is µ0 almost everywhere Ms0H and we already computed the Jacobian
determinant of this map in the proof of Theorem 1.7.7. We proved that it is
concave in Lemma 1.7.8. It follows that Ent2n+3 is convex along (µs)s∈[0,1[. The
concavity of the contraction map is actually a stronger property than MCP .
Notice that the previous computation can be made for any geodesic (µs)s∈[0,1]
with optimal transport maps Ts. It shows that CD(0, N) is related to the
1/N -concavity of s→ Jac(Ts) for the geodesics.
The relative entropy Ent2n+3 is also convex along the geodesics of the type
presented in Example 2.2.3. Surprisingly the property even holds for Ent2n.
Here µC0 and µ
C
1 are two absolutely continuous measures of P2(Cn). Let TC be
the optimal transport map between µC0 and µ
C
1 and (µ
C
s ) the unique geodesic
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between them with optimal transport map TCs . Then for an absolutely contin-
uous measure µ0 ∈ P2(Hn) such that Z#µ0 = µC0 , we have seen that Ts(p) =
p ·expH(TCs (p)−p, 0) = is an optimal transport map between µ0 and µ1 = T#µ0.
But in Hn seen as C
n × R,
Ts(z; t) = (T
C
s (z), t−
1
2
n∑
k=1
zk(TCs (z))k − zk).
In the Euclidean case the optimal transport map is µC0 almost everywhere dif-
ferentiable (see [108]). Because of the previous relation it also holds for Ts and
µ0-almost surely, Jac(Ts)(z; t) = Jac(T
C
s )(z). The Euclidean space C
n satisfies
CD(0, 2n) because it is a manifold with curvature 0 so that s → Jac(TCs )(z) is
1/(2n)-convex (see last paragraph). So s→ Jac(Ts(z) is also 1/(2n)-convex and
we conclude that Ent2n is convex along all the lifted geodesics.
We now mention that some spaces satisfying the CD(K,N) condition satisfy
a logarithmic Sobolev inequality (log-Sobolev inequality) and that it is also the
case of H1 and G. A definition for log-Sobolev inequalities in metric spaces can
be found in [109, Chapter 30]. For the Heisenberg group H1 with a measure
reference ν the log-Sobolev inequality is satisfied if for any smooth non-negative
function f with
∫
f2dν = 1, the inequality∫
f2 ln(f2)dν ≤ C
∫
‖∇Hf‖2Hdν
is satisfied for a fixed constant C.
Proposition 3.5.2. Let (X, d, ν) be a space as in Standard Hypothesis 3.4.1
such that CD(K,N) is satisfied for a non-negative K, then a log-Sobolev in-
equality holds in X.
Li recently proved in [75] (see also [32])
Theorem 3.5.3. Let f a smooth function of H1 with compact support. Then
there is constant C such that
Ps‖∇Hf‖H ≤ C‖∇H(Psf)‖H
for any s and any point of H1. Here Ps is the subelliptic heat semigroup obtained
thanks to the convolution ∗Hhs as in Subsection 3.3.2 and with hs = h(s, ·).
As a consequence, a log-Sobolev inequality holds in Hn with the measure
h1 = e
−VHdL defined in Subsection 3.3.2.
From Theorem 3.5.3 follows a corollary on the Grusˇin plane G. See Section
1.2 for the notations.
Corollary 3.5.4. The following log-Sobolev inequality holds for G∫
f2 ln(f2)dνG ≤ C
∫
‖∇Gf‖2GdLr
where f is any smooth non negative function with
∫
f2dνG = 1, the measure νG
is specified in Remark 3.5.5 and C is independent of the function f .
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Remind from Section 1.2 that G is the plane R2 with coordinates (r, t)
equipped with the subRiemannian frame (∂r,
r
2∂t). The subRiemannian gra-
dient of H1 can be decomposed on the horizontal polar frame (Θ,R) defined in
Subsection 1.1.1.
∇Hf = (Xf)X+ (Yf)Y = (Rf)R+ (Θf)Θ
Its squared norm is
‖∇Hf‖2H = (Xf)2 + (Yf)2 = (Rf)2 + (Θf)2.
In the Grusˇin plane with a given measure νG, let f be a function as in the
statement of the corollary. The log-Sobolev inequality is∫
f2 ln(f2) ≤ C
∫
‖∇Gf‖2G
where
∇Gf = (∂rf)∂r + (r
2
∂tf)
r
2
∂t
and
‖∇Gf‖2 = (∂rf)2 + (r
2
∂tf)
2.
We remind that Υ is the map (x, y, t) 7→ (
√
x2 + y2, t) from H1\L onto the
half Grusˇin plan G+∗. Then
DΥ(x, y, t).(R) = ∂r(r, t)
DΥ(x, y, t).(Θ) =
r
2
∂t(r, t)
where r =
√
x2 + y2. As we noticed in Subsection 1.6.3, Υ preserves the length
of the horizontal curves in H1 because the lengths can be calculated thanks to
the “orthonormal” frames (R,Θ) in the Heisenberg group and equivalently with
(∂r,
r
2∂t) of the Grusˇin plane for the projected curve. Another consequence is
that for a given curve γ of the half Grusˇin plane G+∗, there is a unique horizontal
lift of this curve in the Heisenberg group.
Let now fG be a function on G. We assume it is smooth non negative and∫
G+∗
f2G(x)dΥ#(e
−VHL)(x) +
∫
G−∗
f2G(x)dΥ
′
#(e
−VHL)(x) = 2
where Υ′(x, y, t) := (−r, t) maps on the left half Grusˇin plane G−∗. Let νG
be the measure
Υ#(e
−VHL)+Υ′#(e−VHL)
2 on G. We prove now the log-Sobolev
inequality with this measure.
Let f+ and f− be two functions of H1 defined with a cylindrical symmetry
by f1(x, y, t) = fG(
√
x2 + y2, t) and f2(x, y, t) = fG(−
√
x2 + y2, t). Although
these functions are not smooth on L, the log-Sobolev inequality can be applied
for their normalized form f+/
√∫
G+∗ f
2
+ and f−/
√∫
G−∗ f
2− by using approxi-
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mation arguments. Thus∫
G+∗
f2G ln(f
2
G)dΥ#(e
−VHL) =
∫
f2+ ln(f
2
+)d(e
−VHL)
≤ C
∫
‖∇H1f+‖2H1d(e−VHL) +
∫
H1
f2+ ln
(∫
H1
f2+
)
= C
∫
‖∇GfG‖2GdΥ#(e−VHL) +
∫
H1
f2+ ln
(∫
H1
f2+
)
.
It is true because Rf+(x, y, t) = ∂rfG(r, t) and Θf+ = 0 +
r
2∂tf+ =
r
2∂tfG. In
the same way we obtain∫
G−∗
f2G ln(f
2
G)dΥ
′
#(e
−VHL) ≤ C
∫
‖∇GfG‖2GdΥ′#(e−VHL)+
∫
H1
f2− ln
(∫
H1
f2−
)
and finally ∫
f2G ln(f
2
G)dνG ≤ C
∫
‖∇GfG‖2GdνG.
It means that we have for G and νG a log-Sobolev inequality with the same
constant as for H1 and e
−VHL.
Remark 3.5.5. The measure νG of Corollary 3.5.4 is symmetric with respect to
{r = 0}. The measure on the right side is the law at time 1 of the coupled
process (R,L) where R and L are respectively the Le´vy area and the Bessel
process associated to a 2-dimensional Brownian motion (up to a time scaling
constant). Actually we have seen in Subsection 3.3.2 that e−VHdL is the law
of the coupling of a Brownian motion and its Le´vy area at time 1. The 2-
dimensional Bessel process is the norm of a two dimensional Brownian motion.
Hence one can consider the log-Sobolev inequalities on H1 (see [32] for the
greater dimensions) and G as a positive evidence for the synthetic Ricci curva-
ture CD(K,N) in these spaces (with the modified reference measures e−VH or
νG).
3.5.2 Arguments against CD(K, N)
Contrarily to MCP , the synthetic Ricci curvature CD is well-adapted to the
theory of Bakry-E´mery as shows the following proposition. See Section 3.3 for
the notations.
Proposition 3.5.6. Let (M, g) be a Riemannian manifold of dimension n with
the measure e−V volg where V is smooth . Let L = ∆− 〈∇HV | ·〉 and consider
the operators Γ1 and Γ2 Then for N ≥ 1 and K ∈ R the two statements are
equivalent
• (i) For any smooth function with compact support
Γ2(f) ≥ K‖∇gf‖2 − 1
N
(Lf)2.
• (ii) the metric measure space (M,dg, volg) satisfies CD(K,N).
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The Heisenberg group is certainly not a Riemannian manifold but the for-
malism of Bakry-e´mery make sense on it. We have proved in Section 3.3 that
the criterion of Bakry-E´mery ((i) in the proposition) is not satisfied. Although
the relation between the Bakry-E´mery and the synthetic Ricci curvature the-
ories is not established for general metric measure spaces, this remark tend to
prove that no CD condition holds in Hn.
Approximation of Hn by H
ε
n.
A great advantage of CD is the stability under convergence. Basically for a
certain topology on metric measure spaces introduced by Gromov (see [50]), the
limit of a sequence of metric measure spaces with a synthetic curvature bound
CD satisfies CD too. This gives a precise sense to the computation we have
made in Subsection 3.1.1 where we observed that approximating manifolds Hεn
have a Ricci curvature lower bounds tending to −∞ when ε goes to 0. For
this argument again CD in the Heisenberg groups we will present the distance
D introduced by Sturm in [104]. We will then show that the approximating
manifolds converge to Hn in this sense. But before that we state the convergence
theorem.
They are different versions of this result depending on the authors (Lott and
Villani or Sturm) and on the exact definition of CD. It is not really a problem
because we will not need to apply any of these theorems. We reproduct here
Theorem 3.1 of Sturm in [105]. For other related results, see [109, Chapter 29]
Theorem 3.5.7. Let ((Mi, di, νi))i∈N be a sequence of normalized metric mea-
sure spaces, where for each i ∈ N the space (Mi, di, νi) satisfies the curvature-
dimension condition CD(Ki, Ni) and has diameter ≤ Li. Assume that, as
i→ +∞,
(Mi, di, νi) → (M,d, ν)
for the D distance and (Ki, Ni, Li) → (K,N,L) for some (K,N,L) ∈ R3 satisfy-
ing KL2 < (N−1)pi2. Then the space (M,d, ν) satisfies the curvature-dimension
condition CD(K,N) and has diameter ≤ L.
As the previous theorem happens for bounded spaces we will prove in Propo-
sition 3.5.8 the convergence of the approximating Albanese torus Tε to T. These
torus Tε satisfy CD(− 12ε2 , 3) which would imply that T satisfy CD(−∞, 3). But
this property does not exist (alternatively is satisfied by any space). For sake of
completeness and although Theorem 3.5.7 does not apply to unbounded spaces,
we will also prove the convergence for the Heisenberg group (see Proposition
3.5.9).
We now define now the distance D. Let (X, d, ν) and (X ′, d′, ν′) be two
metric measure spaces. We assume that they are bounded. Then the distance
D between them is defined by
D ((X, d, ν), (X ′, d′, ν′)) = inf
(Z,dZ)
W (νZ , ν′Z)
where (X, d) and (X ′, d′) are isometrically embedded in (Z, dZ) and W (νZ , ν′Z)
stands for the Wassertein distance of P2(Z) between the embedded measures
obtained as push-forward of ν and ν′.
Inspired by the ideas of Gromov exposed in his book [50], in [104, Theorem
3.16], Sturm proved that the set of compact metric probability measure spaces
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with an uniform bound on the diameter and a common doubling constant is a
compact set for D. In particular it is complete: every Cauchy sequence of these
metric spaces has a limit.
Recall that we defined the Albanese torus (T, dT) and the approximating
manifolds (Tε, dTε) in Section 1.2. Both are compact. A fundamental domain
for these space is [0, 1[3. As reference measure, we take L3 on [0, 1[3 because
the Lebesgue measure is the Haar measure of H1 and L3([0, 1[3) = 1.
Proposition 3.5.8. For any ε > 0 we have
D(Tε,T) ≤ piε
where the spaces are taken with their usual distances and the Lebesgue measure.
Before the proof we make a comparison of the distances of H1 and H
ε
1. From
the definition in Subsection 1.2.6 we get dε ≤ dc. The second estimate use the
fact established in Section 1.6.4 that for (v, ϕ) ∈ C × [−2pi, 2pi] the following
“Pythagorean” equality holds:
dε(0H, exp
H(v, ϕ) · (0H;ϕε2))2 = dc(0H, expH(v, ϕ))2 + dε(0H, (0;ϕε2))2.
But
dε(0H, exp
H(v, ϕ) · (0;ϕε2)) ≤ dε(0H, expH(v, ϕ)) + dε(0H, (0;ϕε2))
so
dc(0H, exp
H(v, ϕ))2 ≤ dε(0H, expH(v, ϕ)2 + 2dε(0H, expH(v, ϕ))dε(0H, (0;ϕε2)
But dε(0H, (0;ϕε
2) is ε|ϕ| and one get the following estimate that is independent
from the coordinates
dc ≤
√
dε(dε + 2piε).
The two previous estimates are also available for Hn and H
ε
n. It is also the case
for the distances dT and dTε on the Albanese torus T and its approximating
manifold Tε. We now give the proof of Proposition 3.5.8
Proof. We have dTε ≤ dT ≤ dTε
√
1 + 2piεdTε ≤ dTε +piε. Then we define a distance
dZ on Z = T unionsq Tε as follow
dZ(p, q) =

dT(p, q) if (p, q) ∈ T× T
dTε(p, q) if (p, q) ∈ Tε × Tε
dTε(p
′, q) + piε if (p, q) ∈ T× Tε
dTε(p, q
′) + piε if (p, q) ∈ Tε × T
where p′ and q′ are the copies in Tε of p ∈ T and q ∈ T respectively. We
check that the function dZ is a distance of Z. The triangle inequality dZ(p, q) ≤
dZ(p,m) + dZ(m, q) is the only difficult point. It holds for points p, m and q
all in T or all in Tε. We have to see that it holds if m or q are in another part
of Z than the two other points. If p, q ∈ T and m ∈ Tε and m′′ is the point
corresponding to m in T,
dZ(p, q) = dT(p, q) ≤ dT(p,m′′) + dT(m′′, q)
≤ (dTε(p′,m) + piε) + (dTε(m, q′) + piε)
≤ dZ(p,m) + dZ(m, q).
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he proof is easier if p, q ∈ Tε and m ∈ T. Let then m′ the point corresponding
to m in Tε. Then
dZ(p, q) = dTε(p, q) ≤ dTε(p,m′) + dTε(m′, q) ≤ dZ(p,m) + dZ(m, q).
We suppose now p,m ∈ T and q ∈ Tε. Then
dZ(p, q) = dTε(p
′, q) + piε ≤ dTε(p′,m′) + dTε(m′, q) + piε
≤ dT(p,m) + dTε(m′, q) + piε
≤ dZ(p,m) + dZ(m, q).
If p,m ∈ Tε and q ∈ T, the proof is easier. Let q′ be the point corresponding to
q in Tε. Then
dZ(p, q) ≤ dTε(p, q′) + piε ≤ dTε(p,m) + dTε(m, q′) + piε
≤ dZ(p,m) + dZ(m, q)
We take now the trivial deterministic transport plan p→ p′ between T and
Tε. This is the best coupling for this (Z, dZ) because piε = dZ(p, p′) is the
shortest distance between two points of T and Tε. Then
D(T,Tε) ≤
√∫
(piε)2 = piε.
In this context of a distance between metric spaces with probability measure,
it can be useful to change the usual Haar measure of the group Hn for the
diffusion probability measures h1 = e
−VH defined in Subsection 3.3.2. Indeed
D is only defined between spaces with a probability measures. This change of
measure enables to compare Hn and the H
ε
n directly without considering the
quotient torus T and Tε. The distance D makes still sense for non-compact
metric spaces but it is a distance that takes infinite values.
Proposition 3.5.9. For any ε > 0, we have
D((Hεn, h
ε
1L), (Hn, h1L)) ≤
√
8ε
√
pi + piε
where Hn and H
ε
n have the Carnot-Carathe´odory distance dc and the approxi-
mating distance dε.
Proof. We introduce an intermediate space (Hn, h
ε
1) made of the Heisenberg
group with dc and h
ε
1 the diffusion distribution of H
ε at time 1. First this space
is close to (Hn, h1). Indeed, e embed the two Heisenberg groups into themselves
with the identity map and we have to estimate a classical Wasserstein distance
of two measures h1 and h
ε
1. We noticed that h
ε
1 is the law of X ·Uε where X and
Uε are two independent random variables, the law of X1 is h1 and the one of
Uε is uε described in Subsection 3.13. Then the law of (X,X ·Uε) is a coupling
of h1 and h
ε
1. The cost related to this coupling is√
E [dc(0, Uε)2] =
√
8ε
√
pi.
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We now estimate the second part. Exactly as in Proposition 3.5.8
D((Hεn, h
ε
1), (Hn, h
ε
1)) ≤ piε
and we have proved the proposition.
3.5.3 The generalized Brunn-Minkowski inequalities, Fail-
ure of CD in H
n
The classical Brunn-Minkowski inequality in Rn (see [39, 3.2.41] for instance) is
a very useful geometric lower bound on the measure of the Minkowski sum (i.e
the usual sum of two sets in Rn) of two compact sets in Rn. This inequality is
equivalent to the following statement: given two compact sets K0 and K1, in
Rn and s ∈ [0, 1] then
(Ln)1/n(sK1 + (1− s)K0) ≥ s(Ln)1/n(K1) + (1− s)(Ln)1/n(K0) (3.16)
with sK1 + (1 − s)K0 = {sk1 + (1 − s)k0 ∈ Rn | k1 ∈ K1 k0 ∈ K0}. The
generalization of sK1 + (1 − s)K0 to geodesic metric space use the geodesics
from K0 to K1. We consider the set of the s-intermediate points from a point
k0 in K0 to a point k1 in K1. We call this set the s-intermediate set and denote
it by “sK1+(1−s)K0”. The s-intermediate points were defined in the begining
of Section 1.5.
Let (X, d, µ) be a geodesic metric measure space and N be greater than 1.
We say that the generalized Brunn-Minkowski inequality BM(0, N) holds in
(X, d, µ) if the inequality
µ1/N (“sK1 + (1− s)K0”) ≥ sµ1/N (K1) + (1− s)µ1/N (K0) (3.17)
is true for every pair (K0,K1) of compact sets of non-zero measure (where
µ(“sK1 + (1− s)K0”) will denote the outer measure of “sK1 + (1− s)K0” if the
latter is not measurable).
The following statement is a consequence of [105, Proposition 2.1, Theorem
5.4].
Proposition 3.5.10. In a metric measure space (X, d, ν) satisfying Standard
Hypothesis 3.4.1, the two following implications hold
CD(0, N) ⇒ BM(0, N) ⇒MCP (0, N).
Therefore in order to prove that CD(0, N) does not hold in Hn, it is enough
to prove that no Brunn-Minkowski inequality holds in this space. That is what
we will do
In Hn it is useful to interpret the s-intermediate set using the intermediate-
points map M. Suppose that K0 and K1 are two compact sets such that K ×
K1 ⊂ U . We recall that U = {(p, q) ∈ Hn | p−1 ·q /∈ L}. Then “sK1+(1−s)K0”
is simply
Ms(K0,K1) = {Ms(p, q) ∈ Hn | (p, q) ∈ K0 ×K1}.
Lemma 3.5.11. There are two compact sets K and K ′ of Hn such that
L2n+1(K) = L2n+1(K ′) > L2n+1(M1/2(K,K ′)).
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Figure 3.2: Steps of an heuristic proof–2
Let N be a dimension greater than 1. We can raise the inequality in
Lemma 3.5.11 to the power 1/N and using (3.17) we obtain as a corollary
the following theorem.
Theorem 3.5.12. The generalized Brunn-Minkowski inequality BM(0, N) and
the curvature-dimension CD(0, N) do not hold for any N .
We now give a proof of Lemma 3.5.11.
Proof. On Figures 3.1 3.2 and 3.3 are schemed the different steps of the proof.
First on Figure 3.1 one can see the construction of the sets: K is a small ball
and its geodesic inverse K ′ has the same size. Then on Figure 3.2 appears
the fact that the contracted sets with different contraction centers in K ′ look
like an ellipsoid containing 0H. Finally on Figure 3.3 is represented the midset
M1/2(K ′,K) as the reunion of these contracted sets. It looks like one of these
ellipsoid but with double size.
Let us start the rigorous proof and firstly consider a part of H-line of Hn:
the curve of parameter ((x, · · · , 0), 0) on the interval x ∈ [−1, 1]. On the H-lines
the ϕ parameter is 0 such that p′ = (−1, 0, · · · , 0) and p = (1, 0, · · · , 0) is a pair
of I-conjugate point (the geodesic-inversion I is defined in Section 1.7.1). On U
the midpoint map M1/2 is single and smooth as explained in Lemma 1.7.2. We
recall that Lemma 1.7.4 exactly tells us when the midpoint of two I-conjugate
points is 0H: it is the case for p and p
′ and for any pair of I-conjugate points
with one element in expH(D1/2). Our counterexample consists on the one hand
of a small compact ball Kr := B(p, r) with center p and (Euclidian) radius r
and on the other hand of
K ′r = I(Kr) = {I(a) ∈ Hn | a ∈ Kr}.
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We then consider the set M1/2(K ′r,Kr) of midpoints between Kr and K ′r.
By continuity we can choose r small enough such that Kr ⊂ expH(D1/2) and
Kr ×K ′r ⊂ U . Hence because of Lemma 1.7.4, for any a ∈ Kr, the midpoint
M1/2(I(a), a) is 0H.
We have to show that K ′r has the same measure as Kr and this measure is
greater than the measure of M1/2(K ′r,Kr). The first claim is actually straight-
forward: expH and expH−1 are diffeomorphisms and have the same Jacobian
determinant up to sign (Corollary 1.7.6) on (expH)−1(Kr). Hence
L2n+1(K ′r) = L2n+1(expH−1((expH)−1(Kr)))
= L2n+1(expH((expH)−1(Kr))) = L2n+1(Kr).
The key to the second claim is the fact that
M1/2(K ′r,Kr) =
⋃
a,b∈Kr
M1/2(I(a), b) =
⋃
a,b∈Kr
M1/2(I(a), a+ (b− a)).
(3.18)
The mid-set M1/2(K ′r,Kr) shall have a small measure because each mid-point
M1/2(I(a), a+(b−a)) is close to 0H = M1/2(I(a), a). We will use differentiation
tools to quantify this idea. By Lemma 1.7.2, M1/2 is C∞-differentiable on U .
For any q ∈ Hn\L let M1/2q be the map M(q, ·, 1/2). We now write
M1/2(I(a), a+ (b− a)) (3.19)
=0 +DM1/2I(a)(a).(b − a)
+
[
M1/2 (I(a), a + (b− a))−DM1/2I(a)(a).(b − a)
]
=DM1/2p′ (p).(b − a) +
[(
DM1/2I(a)(a)−DM1/2p′ (p)
)
.(b− a)
]
+
[
M1/2 (I(a), a + (b− a))−DM1/2I(a)(a).(b − a)
]
.
For a and b close to p, the two last terms of the previous sum are small and can
be bounded using the continuity of DM1/2I(a)(a) and the Taylor development of
order two of M1/2(·, ·) on K ′r ×Kr. When r tends to zero,
sup
a,b∈Kr
∣∣∣(DM1/2I(a)(a)−DM1/2p′ (p)) .(b− a)
+ M1/2(I(a), a+ (b − a))−DM1/2I(a)(a).(b − a)
∣∣∣ = o(r).
Therefore, as Kr −Kr = {q ∈ R2n+1 | q = a− b a, b ∈ B(p, r)} = B(0, 2r), the
relations (3.18) and (3.19) give the following set inclusion
M1/2(K ′r,Kr) ⊂ DM1/2p′ (p).(B(0, 2r)) + B(0, ε(r)r) (3.20)
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where ε(r) is a non-negative function which tends to zero when r tends to zero.
We observe now that the measure of the right-hand set is equivalent to the
measure of DM1/2p′ (p).(B(0, 2r)). Because of the left-invariance of the whole
setting of the Heisenberg group, the contraction along a H-line does not de-
pend on the contraction center (Here p′). Here Jac(M1/2p′ )(p) has the same
value as Jac(M1/20H ) = Jac(expH1/2 ◦(expH)−1) taken at the point p′−1 ·p which is
((2, 0, · · · , 0), 0) = expH((2, 0, · · · , 0), 0). This Jacobian determinant was calcu-
lated on equation (1.29). On the H-line the ϕ-coordinate of expH−1(p
′−1 · p) is 0
such that the Jacobian determinant is s2n+3 = 122n+3 (the worth concentration
in Theorem 1.7.7). It follows that
L2n+1(DM1/2p′ (p).(B(0, 2r))) =
22n+1
22n+3
L2n+1(B(p, r)) = 1
4
L2n+1(Kr).
Hence by (3.20) and the remark that follows it, we get that
L2n+1(M1/2(K ′r,Kr)) ≤
1
4
L2n+1(Kr)(1 + o(r))
when r tends to zero. Choosing now a small enough r, the lemma is proved.
Extensions of Theorem 3.5.12
The same argument also prove that CD(0,+∞) is not satisfied by the Heisen-
berg group because this condition provides a special infinite dimensional Brunn-
Minkowski inequality
ν(Ms(A,B)) ≥ ν(A)1−s × ν(B)s
which is false for the same sets K and K ′ as in Lemma 3.5.11.
For a fixed N , Lemma 3.5.11 does not only yield that CD(0, N) does not
hold. This also implies that CD(K,N) does not hold for any K > 0 because
this condition is less demanding than CD(0, N). Alternatively, spaces verifying
CD(K,N) with K > 0 are bounded.
Also for any K < 0, the curvature-dimension bound CD(K,N) does not
hold. We argue by contradiction. Assume that CD(K,N) holds in the space
(Hn, dc,L2n+1) for some K < 0. Then the “scaled space” property from [105]
tells us that (Hn, λ
−1dc, λ−(2n+2)L2n+1) verifies CD(λ2K,N) for all λ > 0. But
this space is exactly isomorphic to our metric measure space via the dilation
dilλ. Hence CD(K,N) would hold in (Hn, dc,L2n+1) for every non-positive
K. In Theorem 3.5.12 we proved that the Heisenberg group does not satisfy
CD(0, N). Therefore there are µ0 and µ1 two absolutely continuous measures
of P2(Hn) and (µs)s∈[0,1] the geodesic between them such that EntN (µs) >
(1− s′) EntN (µ0) + s′ EntN (µ1) for a fixed s′ ∈]0, 1[. Because of Theorem 2.2.4
and Subsection 2.3.1 the optimal transportation map pi between µ0 and µ1
is unique and the geodesic (µs)s∈[0,1] is unique too. In Definition 3.4.2, the
coefficient
(
τK,N (s
′d)
τK,N (d)
)1/N
converges to s′ when K goes to 0. Thus Lebesgue’s
theorem provides that∫ (
τK,N ((1− s′)d(p, q))
τK,N (d(p, q))
)1/N
(−ρ−1/N0 (p))dpi(p, q)
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tends to (1 − s′) ∫ (−ρ−1/N0 (p))dpi(p, q) = (1− s′) EntN (µ0) while∫ (
τK,N (s
′d(p, q))
τK,N (d(p, q))
)1/N
(−ρ−1/N1 (q))dpi(p, q)
tends to s′ EntN (µ1). Then from our assumption that CD(K,N) holds for any
K < 0, letting K tend to 0 we get EntN (µs′) ≤ (1− s′) EntN (µ0) + s′ EntN (µ1)
which is a contradiction. It follows that CD(K,N) does not hold in Hn for any
K. Moreover the same argument of scaling works for N = +∞ as well.
We now consider the Heisenberg group with another reference measure ν.
We assume for instance that ν is a probability measure, absolutely continuous
with respect to L2n+1 and with a continuous density η. Note that the diffusion
measure e−VHL2n+1 of Subsection 3.3.2 is of this type. We can still prove that
CD(0, N) is false. We can assume without loss of generality (up to translate)
that η(0H) > 0 and we take the sets Kr and K
′
r that we dilate thanks to dilλ.
As η is continuous we have
ν(M1/2(dilλ(Kr), dilλ(K ′r)) = ν(dilλ(M1/2(Kr,K ′r)) < ν(dilλ(Kr))
for λ small enough such that BM(0, N) and CD(0, N) don’t hold. Moreover,
CD(K,N) is also not satisfied for K 6= 0. A way to prove it is to consider
the restricted probability measures νA defined by νA(B) = ν(A ∩ B)/ν(A) for
A = dilλ(Kr) and A = dilλ(K
′
r) and introduce the entropy of the midpoint
between them. For λ small enough the inequality in Definition 3.4.2 will not
hold because η is continuous and non-zero in 0H such that the metric measure
space (Hn, dc, ν) is locally close to (Hn, dc, η(0H)L2n+1).
The generalized Brunn-Minkowski inequality is a geodesic generalization (we
interpreted “(1− s)K0 + sK ′′1 as the set of the s-intermediate points). An other
version of the Brunn-Minkowski inequality in Rn, equivalent to (3.16) provides
a multiplicative Brunn-Minkowski inequality
Ln(F + F ′)1/n ≥ Ln(F )1/n + Ln(F ′)1/n. (3.21)
The method in Lemma 3.5.11 also apply to the multiplicative Brunn-Minkowski
inequality of Hn defined replacing F +F
′ in (3.21) by F ·F ′ = {a · b ∈ Hn | a ∈
F b ∈ F ′}. About this inequality [86], Monti proves that
L3(F · F ′)1/4 ≥ L3(F )1/4 + L3(F ′)1/4
does not hold in H1 (4 is the Hausdorff dimension of H1) using an argument
based on the non-optimality of the unit ball in the isoperimetric inequality for
H1 (on this subject, see the book [23]). Another proof for Hn of Hausdorff
dimension 2n+ 2 is the following: Take F to be the set Kr defined above and
denote by F ′ the set {b ∈ Hn | ∃c ∈ F, c · b = 0H} of inverse elements (it
is simply −F because (z, t)−1 = (−z,−t)). Using the methods of this section
we get that F · F ′ is very close to D tranp′(p).(B(0, 2r)). The measure of the
previous set is 22n+1L2n+1(F ) because, as we said just in the beginning of the
thesis, Jac(tranp′) = 1 in every point. As L2n+1(F ) = L2n+1(F ′) it follows that
for r small enough
L2n+1(F · F ′) 12n+2 < L2n+1(F ) 12n+2 + L2n+1(F ′) 12n+2 (3.22)
125
and the multiplicative Brunn-Minkowski inequality is false for Hausdorff dimen-
sion (i.e. 2n+ 2). In the paper by Leonardi and Masnou (see [74]), the authors
show that the multiplicative Brunn-Minkowski inequality is true for the topo-
logical dimension (i.e. 2n + 1). They explain that there could be in principle
a N ∈]2n+ 1, 2n+ 2[ such that the multiplicative Brunn-Minkowski inequality
holds in Hn: in fact if this equality holds for N , then it holds for N ′ < N . We
proved in (3.22) that the sets F and F ′ defined here are a counterexample to the
multiplicative Brunn-Minkowski inequality with dimension N = 2n + 2. They
are actually also counterexamples for any N > 2n+ 1. It follows that 2n+ 1 is
the largest dimension for which the multiplicative Brunn-Minkowski inequality
is true.
Failure of CD in the Grusˇin plane
It is possible to make a similar argument as in Lemma 3.5.11 for the Grusˇin
plane G with the same consequence on the curvature-dimension condition.
Theorem 3.5.13. The curvature-dimension CD(K,N) does not hold for any
N ≥ 1 and K ∈ R in the Grusˇin plane.
Proof. Just as before for the Heisenberg group, it is enough to prove that
CD(0, N) is not satisfied. Indeed, the Grusˇin plane has dilations dilGλ play-
ing the same role as dilλ for Hn.
We want to estimate the Lebesgue measure of “sA + (1 − s)B” for two
sets A and B with a known Lebesgue measure and prove that this midset is
small. We will prove that the weakest Brunn-Minkowski inequality BM(0,+∞)
– corresponding to CD(0,+∞)– does not hold. More precisely, we will find two
sets A and B such that√
L2(A)L2(B) > L2
(
“
A+B
2
”
)
where “A+B2 ” is the set of the points in the middle of a geodesic from a point
of A to of point of B. Here we suppose A and B compact in order to avoid
measurability problems for “A+B2 ”. We define the map F−1 exactly as we did
in Subsection 1.7.2 for Fq with q ∈ [0, 1]. This map plays the role played by I
in Hn. It takes a point in the (r, t)-coordinates and maps it to the other end of
a local geodesic with midpoint (−1, 0). More precisely
F−1(EG,1(ϕ, s)) = EG,1(ϕ,−s) = EG,1(pi + ϕ, s).
About the minimality of the geodesics, using the geometric transformations of
G and Subsection 1.7.2, it is not difficult to prove the next lemma.
Lemma 3.5.14. Let s0 ans s1 be two real numbers with s1 − s0 ≥ 0. Then
the map s ∈ [s0, s1] 7→ EG,1(ϕ, s) is a globally minimal geodesic if and only if
s1 − s0 ≤ pi|α| where α = sin(ϕ). For α = 0, the geodesic is always globally
minimal
Therefore for p = EG,1(ϕ, s) close to (0, 0), i.e. for (ϕ, s) close to (0, 1),
there is a unique geodesic between p and F−1(p) = (−2, 0) and the midpoint
is (−1, 0). Let ε > 0 be a small parameter. We denote now the Euclidean ball
with center (−2, 0) and radius ε > 0 by A and let B be F−1(A). Using the
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Jacobian determinant of EG,1 in Proposition 1.7.10 we find that the Jacobian
determinant of F−1 has a norm equivalent to
sϕϕ
2+(1−s)2ϕ2
2 − (sϕ)
3
6
sϕϕ
2+(1+s)2ϕ2
2 − (sϕ)
3
6
in EG,1(pi + ϕ, 1) when (ϕ, s) tends to (0, 1). Therefore the measure of B is
equivalent to L
2(A)
7 when ε tends to zero. In a similar way like in the Heisenberg
group, we obtain that “A+B2 ” is included in a set whose measure is equivalent
(when ε tends to 0) to the one of the following set : the set you obtain when
you contract with quotient 1/2 and center (0, 0) = F−1(−2, 0) the Euclidian
ball with center (−2, 0) and radius 2ε. The measure of this set is equivalent
to a product : 4L2(A) (the volume of B((−2, 0), 2ε)) times 1/24 (the Jacobian
determinant of the contraction because (1.31) is an equality in the contraction
direction we consider).
Then
√L2(A)L2(B) ∼ L2(A)√
7
and L2 (“A+B2 ”) is smaller to a function equiv-
alent to 2−2L2(A) when ε goes to 0, the radius of A tends to zero. It follows
that the infinite dimensional geodesic Brunn-Minkowski inequality does not hold
when we consider the Grusˇin plane with the Lebesgue measure.
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Chapter 4
Gradient flow in the
Heisenberg group
This chapter is devoted to a new approach of the subelliptic heat diffusion in the
Heisenberg group. It is now well-known that the heat diffusion on manifolds M
with a lower bound on the Ricci curvature can be represented by a special curve
in the Wasserstein space P2(M). Roughly speaking this curve tends to move in
directions minimizing the entropy functional Ent∞ defined in 3.14. Conversely
the so-called gradient flows of the entropy are one-parameter families of measures
whose density evolves in a way solving the heat equation. In this chapter we
prove that in the case of the Heisenberg group with the Carnot-Carathe´odory
distance this concordance still remain whereas we replace the heat equation
by the subelliptic “heat equation” ∆Hρs = ∂sρs (Theorem 4.5.1 and Theorem
4.5.2). However, in Theorem 4.5.2, we were not able to get rid of a strange
assumption on the weak differentiability with respect to the vector field T.
The interesting point in these results is the fact that contrarily to the case of
manifolds with a lower Ricci bound, in the Heisenberg group Ent∞ has no con-
vexity properties along the optimal transport. Indeed, we proved it in Chapter
3 when we considered CD(K,+∞).
4.1 Definitions
4.1.1 Absolutely continuous curves
A curve (γs)s∈I in a metric space (X, d) is said to be absolutely continuous on
I if there exists a m ∈ L1(R) such that for any a < b in I,
d(γ(a), γ(b)) ≤
∫ b
a
m(s)ds.
It is proved in [9] that if γ is absolutely continuous, for almost every s ∈ I the
metric derivative
|γ˙s| := lim|h|→0
d(γs+h, γs)
|h|
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exists and
l(γ) =
∫ b
a
|γ˙s|ds (4.1)
equals the metric length of the curve γ between a and b defined at the beginning
of Section 1.5. In a geodesic space l(γ) ≥ d(a, b). If l(γ) = d(a, b), some
reparametrizations of γ are (constant-speed) geodesics. We denote the space of
absolutely continuous curv by AC(X). Let AC2(X) ⊂ AC(X) be the subspace
of absolutely continuous curves such that |γ˙s|2 is locally integrable.
4.1.2 Gradient flow
In this chapter, curves will move in Wassertein spaces (P2,W ) and we will study
the slope of the functional entropy Ent∞ introduced in (3.14). It is defined as
Slope(Ent∞)(µ) = max
(
0, lim sup
ν→µ
Ent∞(µ)− Ent∞(ν)
W (µ, ν)
)
.
This quantity is positive and quantify how much the entropy can locally de-
crease. For the slope in the Wasserstein space P2(Hn) we will write Slope and
for the Wasserstein spaces P2(Hεn) it will be Slopeε. As dc ≥ dε we have for
the Wasserstein spaces W ≥ W ε where W ε is the distance of P2(Hεn). So
Slopeε(Ent∞)(µ) ≥ Slope(Ent∞)(µ) in every µ of finite entropy.
We will use in this chapter a very metric definition for the gradient flow of
the entropy. It refers to v) in Theorem 5.3 of [8] or to ii) of Proposition 23.2 of
[109]. A curve of the Wasserstein space (µs)s∈I is said to be a gradient flow of
the entropy if
• it is an absolutely continuous curve of P2(X) and for almost every s ∈ I,
|µ˙s| = Slope(Ent∞)(µs),
• the function E(s) = Ent∞(µs) is absolutely continuous and for almost
every s ∈ I,
E˙(s) = − Slope(Ent∞)(µs) · |µ˙s|.
Remark 4.1.1. Of course then E˙(s) = −|µ˙s|2 for almost every s, but in the first
formulation it is easier to recognize a chain rule derivation where it appears that
the curve falls off in the direction of the slope. Nevertheless it follows from this
remark that (µs)s∈I is in AC2(X).
4.1.3 Functional spaces, Tangent spaces
Our approach of the gradient flow is based on the approximation of our space
by the Wasserstein spaces, P2(Hεn), of the approximating manifolds defined in
Subsection 1.2.6. There are known results on the gradient flow in this case
because each manifold Hεn has a lower bound for the Ricci curvature, indeed
( −12ε2 ) (see Subsection 3.1.1) and the case of manifolds with a lower bound on
the Ricci curvature has been studied by Erbar [35], Savare´ [97] and Villani [109].
Roughly speaking, they showed under some conditions that the density ρs of the
measures evolving as a gradient flow of Ent∞ is solution of the heat equation
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∆ερs =
∂
∂sρs or the conversely that solutions of the heat equation are gradient
flows.
We will show in Section 4.5 that under certain assumptions on the regularity
of µs, the gradient flows of Ent∞ in P2(Hn) are solution of the subelliptic heat
equation and that the converse statement is also true. The essential fact in
this result is that Hn has no lower curvature bound whereas this condition is
generally useful in the case of Riemannian manifolds. In Section 4.2, we will
state some known results for manifold with an uniform lower bound for the Ricci
curvature applied to the approximating manifolds Hε1.
The vector spaces we will introduce now are defined using weak formulations
that require test functions. In the sequel the space of test functions will be
C+∞c (R2n+1), the space of smooth functions of R2n+1 with a compact support.
The next definitions are done for functions of H1 = R
3 and X (resp. Y) is
written instead of X1 (resp. Y1). Nevertheless if one understand X as the
sum over k of the vector fields Xk and the same for Y, it is easy to deduce
the corresponding definitions for Hn which also make sense. Similarly L is the
Lebesgue measure L3 but it can be understood as L2n+1 as well.
Let f be a function of L1loc(H1) (a L-locally integrable function on H1). If a
function u of L1loc satisfies ∫
uψdL+
∫
fXψdL = 0
for any ψ ∈ C+∞c (R3), it will be the weak X-derivative of f and we will write
it Xf . Note that these notations are coherent with the the usual ones when f
is smooth. Actually in this case, fψ is a test function (smooth with compact
support). Then∫
X(fψ)dL =
∫
(∂x − 1
2
y∂t)(fψ)dL
=
∫
(∂x(fψ)dL − 1
2
∫ (∫ ∫
(y∂t)(fψ)dtdx
)
dy = 0
But the first integral is also
∫
(Xf)ψdL+ ∫ f(Xψ)dL as we want. We define in
the same way the weak derivatives Yf and Tf .
A test horizontal vector field will be a field ξH = ψXX + ψYY where both
coordinates are test functions. Let C+∞c (TH1) be the space of these vector fields.
For any measurable horizontal vector fields we use the norms
‖u‖L2
H
=
√∫
‖u‖2
H
dL and ‖u‖L1
H
=
∫
‖u‖HdL
of the Lebesgue spaces L2
H
= L2(TH1) and L
1
H
= L1(TH1) and similarly, further
Lebesgue spaces, L2
H
(µ) and L1
H
(µ) are defined with respect to the measure µ.
Then if for a given function f ∈ L1loc there exists an horizontal vector field
u ∈ L1
H,loc such that for any horizontal test vector field ξH,∫
f divH ξH :=
∫
f(XψX +YψY) = −
∫
〈u | ξH〉H, (4.2)
we will call it a local integrable weak horizontal gradient of f and denote u by
∇Hf . Then the weak derivativesXf andYf exist and∇Hf = XfX+YfY. We
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note furthermore W 1,1loc (H1) the space of locally integrable functions functions f
with a locally integrable weak horizontal gradient ∇Hf . Note that in (4.2), the
operator div can be chosen as divε instead of divH because for ξH ∈ C+∞c (TH1)
divH(ξH) = divε(ξH).
Fix now some ε > 0. A test vector field is a field ξ = ξH + ψε(εT) where
ξH ∈ C+∞c (TH1) and ψε ∈ C+∞c (R3). Test vector fields are in fact simply smooth
vector fields with compact support in H1 = R
3 but we write them in the basis
(X,Y, εT) because the interesting spaces are L2ε = L
2(Hε1) and L
1
ε = L
1(Hε1)
with norms
‖u‖L2ε =
√∫
(ψ2
X
+ ψ2
Y
+ ψ2ε)dL and ‖u‖L1ε =
∫
‖u‖εdL
and the corresponding Lebesgue spaces L2ε(µ) and L
1
ε(µ) where the measure
has changed. Then if for a given function f ∈ L1loc there exists a vector field
u ∈ L1ε,loc such that for any test vector field ξ∫
f divε ξ :=
∫
f(XψX +YψY + εTψε) = −
∫
〈u | ψ〉ε,
u is called a locally integrable weak gradient of f and we denote it by ∇εf .
Let W 1,1loc (H
ε
1) be the space of the functions f with a locally integrable weak
gradient ∇εf . If f ∈W 1,1loc (Hε1), the weak derivatives Xf and Yf and Tf exist
and ∇εf = ∇Hf + εTfεT. Conversely if Xf , Yf and Tf exist and are locally
integrable, f is in W 1,1loc (H
ε
1). Observe that if f has a weak gradient ∇εf for
some ε, Tf is well-defined and integrable, so there is also a weak gradient ∇ε′f
for ε′ 6= ε. It is simply ∇Hf + (ε′T)f(ε′T). Then W 1,1loc (Hε1) = W 1,1loc (Hε
′
1 ) and
we will simply denote this space by W 1,1loc . Moreover, note that
W 1,1loc = W
1,1
loc (H1) ∩ {f | Tf exists and is locally integrable.}
This remark is at the origin of the assumption we make in Theorem 4.5.2 about
the weak T-derivability of the measures. Indeed, for the proof we need the
measures to be in W 1,1loc .
For a given absolutely continuous measure µ, we define now the tangent
space of P2(Hε1) at µ, the Hilbert space Tanε(µ) as the space of the vector fields
∇εψ where ψ is a test function, completed in the Hilbert space L2ε(µ). More
formally
Tanε(µ) = {∇εψ | ψ ∈ C∞c }
L2ε(µ)
.
Similarly the tangent space TanH(µ) of P2(H1) at µ is defined by
TanH(µ) = {∇Hψ | ψ ∈ C∞c }
L2
H
(µ)
.
4.2 Some results concerning the approximating
manifolds and their Wasserstein spaces
We state here, for the approximating manifolds Hε1 a proposition that Erbar
[35, Proposition 3.2.2] proved for Riemannian manifolds. It is the translation of
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the same statement for Euclidean spaces by Ambrosio and Savare´ [8, Theorem
4.16]. The proof of Erbar also strongly relies on Theorem 23.13 of [109] whose
proof is long and difficult.
Proposition 4.2.1. Let ε > 0 and dµ = ρdL a probability measure. Then the
following statement are equivalent:
(i) Slopeε(Ent∞)(µ) < +∞
(ii) ρ ∈W 1,1
loc
(Hε1), ∇ερ = ρwε L-almost surely for some wε ∈ L2ε(µ).
In this case wε ∈ Tanε(µ) and Slope(Ent∞)(µ) = ‖wε‖L2ε(µ).
Remark 4.2.2. The vector field wε is sometime simply written “∇ερ/ρ”. Actu-
ally as µ = ρL, the function ρ is µ-almost surely non-zero such that ∇ερ/ρ make
sense in L2ε(µ). It shows that there is a unique possible w
ε ∈ L2ε(µ). However,
in order to avoid bad interpretations of this quotient we will rather use wε.
Remark 4.2.3. If statement (ii) is true for some ε, it also holds for other ε′ > 0.
It follows that if the slope is finite in P2(Hε1), it is also finite in the other
Wasserstein spaces P2(Hε′1 ) even for ε′ > ε.
We state now a mixing of a propositions by Villani [109, Theorem 23.13] and
by Erbar [35]. In fact the second point (4.4) is not in [109, Theorem 23.13]. It
is obtained from it, approximating vεs′ by the gradient of c-convex functions and
using [35, Lemma 2.1.3]. The first point is a mixing of Proposition 2.5 of [35]
and [109, Theorem 13.8]. It is proved exactly in the same way as we will prove
Proposition 4.3.1.
Proposition 4.2.4. Let ε > 0 and (µs)s∈I an AC2-curve of P2(Hε1). Assume
that for almost every s ∈ I, the slope Slopeε(Ent∞)(µs) is finite. Let wεs ∈
L2ε(µs) be the corresponding vector with respect to Proposition 4.2.1. Then there
is a subset I ′ε ⊂ I of full-measure such that for any s′ ∈ I ′ε there is a vector field
vεs′ ∈ Tanε(µs′) satisfying the two following statements
• For every test function ψ ∈ C∞c ,
∂
∂s
µs(ψ)(s
′) =
∫
〈vεs′ | ∇εψ〉εdµs′ , (4.3)
• the entropy evolves in a way such that
Ent∞(µs) ≥ Ent∞(µs′) +
∫
〈(s− s′)vεs′ | wεs′〉εdµs′ + o(|s− s′|)s (4.4)
when s goes to s′.
Moreover for any µ and ν in P2(Hε1) such that Slopeε(Ent∞)(µ) < +∞,
Ent∞(ν) ≥ Ent∞(µ)−W ε(µ, ν)
√∫
‖wε‖2εdµ−
1
2 · 2ε2W
ε(µ, ν)2. (4.5)
Remark 4.2.5. Here dµs = ρsdL. In the proposition it is possible to change L
in volε, the Riemannian volume of H
ε
1 and ρs in ρ
ε
s, the density with respect to
this volume. Then vεs′ must be multiplied by the same constant. This form is
closer to the standard statement for the Riemannian manifolds.
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Remark 4.2.6. It was the idea of Jordan, Kinderlehrer and Otto [63] to con-
sider the Wasserstein space as if it were a Riemannian manifold with infinite
dimension. The vector field wεs has to be understood as the gradient of Ent∞
(a function on this manifold) and vεs as the velocity vector of the curve (µs)s∈I .
Then
∫ 〈vεs′ | wεs′〉εdµs′ is the scalar product in the tangent space of P2 at µ. It
should be the derivative of Ent∞ in direction vεs . But in P2, singular measures
with infinite entropy are dense. It is a basic reason why we have in (4.4) a
subgradient inequality instead of a gradient equality.
Remark 4.2.7. For Riemannian manifolds M for which K is a lower bound of
Ric(p) for any p ∈M , the bound −12·2ε2 in (4.5) should be replaced by 12K.
In Proposition 4.3.1 we will prove a similar statement to (4.3) for the “true”
Heisenberg group H1. In Section 4.4 we will let ε go to zero in (4.5) and get
a result on the slope of the entropy in P2(H1), the Wasserstein space of the
“true” Heisenberg group. Inequality (4.4) will also be interpreted in the context
of P2(H1).
4.3 Speed and velocity
Equality (4.3) in Proposition 4.2.4 shows that for the AC2-curves (µs)s∈I of the
Wasserstein spaces P2(Hε1) (where it is known that there is a metric speed |µ˙s|)
it is possible to define a velocity (speed and direction) thanks to a vector field
vεs . We show that there is a similar velocity for P2(H1), the Wasserstein space
of the Heisenberg group.
Proposition 4.3.1. Let (µs)s∈I be an AC2-curve of (P2(H1),W ). Then there
is a subset I ′ ⊂ I of full measure such that in any s′ ∈ I ′ there is a vector field
vs′ ∈ Tan(µs′ ) so that
∂s′µs′ + divH(vs′µs′) = 0 (4.6)
in a the weak sense. It means that for every function ψ ∈ C+∞c ,(
∂
∂s
∫
ψdµs
)
|s′=
∫
〈∇Hψ|vs′〉Hdµs′ .
Moreover, ‖vs′‖L2(µs′) ≤ |µ˙s′ | for any s′ ∈ I ′.
Proof. Let ψ ∈ C+∞c . We assume also that ψ it is a 1-Lipschitz function of
(H1, dc). Then for s < t in I, by using an optimal transport plan with respect
to the 1-Wasserstein cost, we get∣∣∣∣∫
H
ψdµs −
∫
H
ψdµt
∣∣∣∣ ≤W1(µs, µt) ≤W (µs, µt).
Then ζψ(s) :=
∫
H
ψdµs is an absolutely continuous function. It is derivable for
almost every s ∈ I. Let pis,t be an optimal transport plan between µs and µt.
We define now Ψ by
Ψ(x, y) =
{ |ψ(p)−ψ(q)|
dc(p,q)
if p 6= q
‖∇Hψ(p)‖H else.
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Then Ψ is bounded above by 1 and it is upper semi-continuous. Let s′ ∈ I such
that ζψ is differentiable and the metric derivative |µ˙s′ | exists. We get∣∣∣∣ dds
∫
ψdµs
∣∣∣∣ (s′) ≤ lim infε↓0 1ε
∣∣∣∣∫ ψdµ′s − ∫ ψdµs′+ε∣∣∣∣
≤ lim inf
ε↓0
1
ε
∫
|ψ(q)− ψ(p)|dpis′,s′+ε(p, q)
≤
lim inf
ε↓0
√∫
Ψ(p, q)2dpis′,s′+ε(p, q)
√∫
d(p, q)2dpis′,s′+ε
ε

≤
(
lim inf
ε↓0
√∫
Ψ(p, q)2dpis′,s′+ε(x, y)
W (µs′ , µs′+ε)
ε
)
≤
(
|µ˙s′ | lim inf
ε↓0
√∫
Ψ(p, q)2dpis′,s′+ε(p, q)
)
.
Since Ψ is upper semi-continuous and pis′,s′+ε weakly converges to (Id⊗ Id)#µs′
(see [109, Theorem 5.19]) when ε ↓ 0, we get∣∣∣∣ dds
∫
ψdµs
∣∣∣∣ ≤ |µ˙s|
√∫
|Ψ(x, x)|2dµs(x)
= |µ˙s|
√∫
‖∇Hψ(x)‖2Hdµs(x). (4.7)
This is the key estimate of the proof. We have assumed that ψ is 1-Lipschitz.
The estimate also hold without this assumption.
We already know that for any ψ ∈ C+∞c , the function ζψ is differentiable
at almost every s ∈ I. We will now prove that for almost every s ∈ I, every
function ζψ is differentiable. We use the fact that there is sequence (ψk)k∈N
of test functions such that ∇Hψk is dense in Tan(µs). Moreover, one assume
that the sequence (∇Hψk)k∈N is dense in {∇Hψ | ψ ∈ C+∞c } for the norm of
L∞(TH1). The functions ζk =
∫
ψkdµs are countable and derivable in almost
every s ∈ I. Thus there is a set I ′1 ⊂ I with full measure in I such that in each
s′ ∈ I ′, the metric derivative |µ˙s′ | exists and the ζk are differentiable.
For s′ ∈ I ′1 we define the bounded operator Ts′ on {∇Hψk | k ∈ N} by
Ts′(∇Hψk) = ddsζk(s′). This set is dense in Tan(µs′ ) so that we can extend
Ts′ on Tan(µs′) and represent it by a vector field vs′ ∈ Tan(µs′):
Ts′(w) =
∫
〈w|vs′ 〉Hdµs′ .
We will show that for any ψ ∈ C+∞c
Ts′(∇Hψ) = lim
ε→0
ζψ(s′ + ε)− ζψ(s′)
|ε| .
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For every k ∈ N
lim sup
ε→0
∥∥∥∥Ts′(∇Hψ)− ζs′+ε − ζs′ε
∥∥∥∥ ≤‖Ts′(∇Hψ)− Ts′(∇Hψk)‖
+
∥∥∥∥∥Ts′(∇Hψk)− ζks′+ε − ζks′ε
∥∥∥∥∥+
∥∥∥∥ζ(ψk−ψ)(s′ + ε)− ζ(ψk−ψ)(s′)ε
∥∥∥∥ .
As the curves ζ(ψk−ψ)(s′) are absolutely continuous, by using the estimate (4.7)
its differentiability set we can estimate the previous expression by
‖Ts′(∇Hψ)− Ts′(∇Hψk)‖ +
∥∥∥∥∥Ts′(∇Hψk)− ζks′+ε − ζks′ε
∥∥∥∥∥
+
1
ε
√∫ s′+ε
s′
|µ˙s|2ds
√∫ s′+ε
s′
‖∇H(ψk − ψ)‖2L2(µu)du.
For a given k, we let ε go to 0 and we obtain
lim sup
ε→0
∥∥∥∥Ts′(∇Hψ)− ζs′+ε − ζs′ε
∥∥∥∥ ≤ 2|µ˙s′ | · ‖∇H(ψk − ψ)‖∞
on the s′ ∈ I ′1 that are also Lebesgue points of τ → |µ˙τ |2. Using the density of
the ∇Hψk in L∞(TH1), we have the first part of the proposition.
We will now prove ‖vs′‖L2(µs′ ) ≤ |µ˙s′ |. For s′ ∈ I ′, we consider Ts′(∇′Hψk)
where (∇Hψ′k)k∈N is a sequence tending to vs′ in Tan(µs′). On the one hand
this sequence tends to
lim
k→∞
∫
〈vs′ | ∇Hψ′k〉Hdµs′ =
∫
‖vs′‖2Hdµs′ .
On the other hand, from estimate (4.7) it is smaller than
|µ˙s′ | lim
k→∞
√∫
‖∇Hψ′k‖2Hdµs′ = |µ˙s′ |
√∫
‖vs′‖2Hdµs′ .
Then ‖vs′‖L2(µs′ ) is smaller than |µ˙s′ |.
Remark 4.3.2. If one carefully read the proof, the set I ′ in Proposition 4.3.1 can
be chosen as the intersection of the following sets: the set where |µ˙s| exists, the
differentiation set of the functions ζk and the Lebesgue points of τ → |µ˙s|2.
4.4 Slope
After the previous Section we can represent the velocity of (µs)s∈I by a vector
field of Tan(µs′ ). Proposition 4.4.1 makes the picture more precise and permits
to identify “the gradient of the entropy” as a vector field. For this proof we will
not only assume that the slope of the entropy in P2(H1) is finite but also that
the slope of Ent∞ is finite in P2(Hε1) for some ε. Proposition 4.4.1 has to be
read in relation with Proposition 4.2.1.
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Proposition 4.4.1. Let µ be an absolutely continuous probability measure of
density ρ and ε > 0. Assume that Slope(Ent∞)(µ) < +∞. Then there is
an horizontal vector field wH ∈ L2
H
(µ) such that ∇Hρ = ρwH L-almost surely.
Moreover, the two followings statement are equivalent
(i) Slopeε(Ent∞)(µ) < +∞,
(ii) The weak gradient Tρ exists and there is wT ∈ L2(µ) such that Tρ = ρwT
(L-almost everywhere).
If these assumptions hold, there is actually as in Proposition 4.2.1 a vector
field wε ∈ Tanε(µ) such that ∇ερ = ρwε and Slopeε(Ent∞)(µ) = ‖wε‖L2ε(µ).
Moreover, wH ∈ TanH(µ), wH + εwT(εT) = wε and
Slope(Ent∞)(µ) = ‖wH‖L2
H
(µ).
Remark 4.4.2. As in Remark 4.2.2, wH could be written “∇Hρ/ρ” and wT should
be understood as “Tρ/ρ”.
Proof. We will first compute the slope of the entropy in some smooth directions.
Let ψ ∈ C+∞c and µ be an absolutely continuous probability measure of density
ρ. Let Fs(p) = p · expH(sXψ(p) + siYψ(p), sTψ(p)) as in Proposition 2.2.7 and
Lemma 2.2.8. For s small enough we proved in this lemma that Fs is smooth,
one-to-one and that Js = Jac(Fs) does not vanish, In Remark 2.2.9 we noticed
that if µ ∈ P2(H1) is absolutely continuous, Fs is the optimal transport map
between µ and µs = (Fs)#µ. Furthermore (µs)s∈]0,s′[ is a geodesic in P2(H1)
for s′ small enough and the speed of this curve is ‖∇Hψ‖L2
H
(µ). The density of
µs = (Fs)#µ in Fs(p) is ρ(p)Js(p)−1 and the entropy of this measure is then
Ent∞((Fs)#µ) =
∫
H
ρ(p)Js(p)−1 ln(ρJs(p)−1)Js(p)dL(p)
=
∫
H
ρ(p) ln(ρJs(p)−1)dL(p)
= Ent∞(µ)−
∫
H
ρ(p) ln(Js(p))dL(p).
One can differentiate under the integral sign because J˙sJs is a smooth function
on a compact set, so it is bounded. Therefore dds Ent∞((Fs)#µ) =
∫ −ρ J˙sJs dL.
In s = 0 we have J = 1 and for ε > 0 we have J˙ = divε(∇Hψ). This is also
divH(∇Hψ) as we noticed Subsection 4.1.3. Then we get
d
ds
Ent∞(µs) |s=0= −
∫
ρ divH∇HψdL.
Thus we know exactly the speed of (µs)s>0 and how the entropy decreases
with respect to time. It follows that we know the slope of the entropy along
this curve:
lim
s→0
|Ent∞(Fs)#µ− Ent∞(µ)|
d(µ, (Fs)#µ)
=
d
ds Ent∞((Fs)#µ)
| ˙(Fs)#µ|
=
| ∫ ρ divH∇Hψ|
‖∇Hψ‖L2
H
(µ)
.
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It is possible to make a similar computation for Us(p) = p·expH(sζ(p), sθ(p))
where as in Lemma 2.2.8, ζ is a smooth C-valued function with compact support
and θ ∈ C+∞c . Indeed, because of this lemma the map Us is also smooth, one-to-
one and Jac(Us) does not vanish. Let ξH(p) be <(ζ)X + i=(ζ)Y ∈ C+∞c (TH1).
In each p, ξH(p) is the speed vector of the curve Us(p) of H1. Then the metric
speed of ((Us)#µ)s>0 is smaller than ‖ξH‖L2
H
(µ) (contrarily to the previous case,
here we have only an inequality). As before the derivate in time of Ent∞(µs)
is − ∫ ρ divH(ξH)dL. Note that if the entropy grows, which we want to avoid,
we can replace ζ by −ζ and ξH by −ξH. Therefore the following inequality with
slope and speed on the right hand-side holds:∣∣∣∣∫ ρ divH(ξH)dL∣∣∣∣ ≤ Slope(Ent∞)(µ) · ‖ξH‖L2H(µ).
Because the slope Slope(Ent∞)(µ) is finite, the Riesz representation theorem
provides an horizontal vector field wH ∈ L2
H
(µ) with ‖wH‖L2
H
(µ) ≤ Slope(Ent∞)(µ)
such that for any ξH ∈ C+∞c (TH1),
−
∫
ρ divH(ξH)dL =
∫
〈wH | ξH〉Hdµ.
From there, one observes that ρ ∈ W 1,1loc (H1) with ∇Hρ = ρwH.
For the second part of the proposition it is clear from Proposition 4.2.1 that
(ii) is a consequence of (i). Then we assume that the weak gradient Tρ exists
and that there is wT ∈ L2(µ) such that Tρ = ρwT. With the first part of the
proposition, ρ ∈W 1,1loc (Hε) and wε := wH + εwT(εT) ∈ L2ε(µ) satisfy
ρwε = ρwH + ρεwT(εT) = ∇Hρ+ εTρ(εT) = ∇ερ.
Then Proposition 4.2.1 states that Slopeε(Ent∞)(µ) < +∞ and wε ∈ Tanε(µ).
Therefore it is possible to approach this vector field in L2(Hε1) by a sequence
(∇εψk)k∈N where every ψk ∈ C+∞c . It follows that (∇Hψk)k∈N tends to the
horizontal part of wε. Hence wH is in the tangent space TanH(µ).
We already know the inequality ‖wH‖L2
H
(µ) ≤ Slope(Ent∞)(µ), we will prove
the opposite inequality thanks to inequality (4.5) in Proposition 4.2.4. In this
inequality, we first replace every W ε(µ, ν) by W (µ, ν). It is allowed because the
second is greater. Then we write ε as a function of W ε(µ, ν), actually we state
ε = W (µ, ν)1/3. But
‖wH‖L2
H
≤ ‖wε‖L2ε ≤
√
‖wε‖2L2ε + (ε‖wT‖L2(µ))2 ≤ ‖w
H‖L2
H
+
1
2
(ε‖wT‖L2(µ))2
‖wH‖L2
H
because the graph of
√
is under the tangent line in ‖wH‖2L2
H
. It follows
Ent∞(ν) ≥ Ent∞(µ)−W (µ, ν)
[
‖wH‖L2
H
+
W (µ, ν)2/3
2‖w‖L2
H
‖wT‖2L2(µ)
]
−W (µ, ν)4/3
≥ Ent∞(µ)−W (µ, ν)‖wH‖L2
H
−O(W (µ, ν)4/3).
Thus Slope(Ent∞)(µ) ≤ ‖wH‖L2
H
and the equality follows.
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4.5 Heat equations on the Heisenberg group
In this section we prove two theorems that justify the belief that the gradient
flows of the entropy in the Heisenberg group are exactly the solutions of the
subelliptic diffusion
∆Hρs = ∂sρs.
Actually Gaveau [49] proved that there is a fundamental solution hs such that
the solutions of the equation on ]0,+∞[ are given by a convolution
ρs(p) = (ρ0 ∗H hs) (p) =
∫
H
hs(q
−1 · p)ρ0(q)dL(q). (4.8)
We already introduced hs in Chapter 2 with a little different notation h(s, ·).
Note that h depends on the dimension of Hn, which does not appear in this
notation (we should write hn).
The density of probability of hs is non negative, smooth in time s and space
p. In H1 it is simply the law of (Bs, Ls) where (Bs)s≥0 is a scaled Brownian
motion starting in 0C and Ls =
1
2
∫
Bs × dBs is the Le´vy area “the algebraic
area swept by the Brownian motion” (there is a stochastic meaning although
the algebraic area only exists for smooth enough paths). An expression for hs
is:
hs(z, t) =
1
8pi2s2
∫
R
exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ. (4.9)
As we already mentioned, hs is real and non-negative. Because of the rapid
decay we can justify the differentiation under the integral sign and obtain
Xhs =
1
16pi2s3
∫
R
(λ(−iy − x cothλ)) exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ
Yhs =
1
16pi2s3
∫
R
(λ(ix − y cothλ)) exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ
Ths =
1
8pi2s3
∫
R
iλ exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ
∆Hhs =
1
32pi2s4
∫
R
(|z|2λ2(coth2(λ) − 1)) exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ
− 1
16pi2s3
∫
R
λ coth(λ) exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ = ∂shs.
In [13], Beals, Greiner and Gaveau obtain a fine estimate of the decay of hs
(also in Hn):
hs(z, t) ≤ C
exp
(
− d2c(z,t)4s
)
s3/2
√
s+ |z|dc(z, t)
. (4.10)
Actually a similar estimate has already been obtained for H1 by Hueber and
Mu¨ller in [59] and they proved that the reverse inequality also holds with another
constant C. For estimate (4.10) these authors use a contour in C obtaining that
is possible to replace in (4.9) the integration over λ by the integration over λ+iτ
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where |τ | < pi is fixed and λ goes on R. From there, they examine the minimum
of <(exp(fz,t)) for τ fixed and λ ∈ R where fz,t(λ+iτ) = λ(it− |z|
2
4 coth(λ+iτ))
is the phase appearing in h1 (and the derivatives of h1) and |τ | < pi a well-chosen
parameter chosen in function of the ratio t/|z|2. They deduce then the estimate
on hs from the special relations (3.11). With the same method they proved the
estimate ∣∣∣∣ 1sn+1
∫
R
exp
(
λ
s
(it− |z|
2
4
cothλ)
)(
λ
sinhλ
)n
dλ
∣∣∣∣ ≤ (4.11)
C min
(
dc(z, t)
|z| , 1 +
dc(z, t)
2
s
)n−1
exp(− d2c(z,t)4s )
sn+1/2
√
s+ |z|dc(z, t)
.
As Hong-Quan Li noticed in [75, Lemma 3.2], it is possible to use the same
technic for estimating the integrals∫
R
λ exp
(
λ
s
(it− |z|
2
4
cothλ)
)
λ
sinhλ
dλ
and ∫
R
(coshλ) exp
(
λ
s
(it− |z|
2
4
cothλ)
)(
λ
sinhλ
)2
dλ
where the holomorphic factors λ and cosh(λ) appear in addition to the factors
in (4.9) or (4.11). These factors don’t change the analysis of Beals, Gaveau and
Greiner that essentially relies on the phase fz,t. Therefore the upper bound
is the same up to the constant C and from the expression of Xhs and Yhs,
Hong-Quan Li obtains then
|∇Hhs| ≤ Cdc(z, t)
exp(− d2c(z,t)4s )
s5/2
√
s+ |z|dc(z, t)
.
Actually this remark extends to ∆Hhs and we have
|∆Hhs| ≤C
( |z|2
s4
∣∣∣∣∫
R
λ2 exp(
λ
s
(it− |z|
2
4
cothλ))
λ
sinh λ
dλ
∣∣∣∣
+
|z|2
s4
∣∣∣∣∣
∫
R
cosh2(λ) exp(
λ
s
(it− |z|
2
4
cothλ))
(
λ
sinhλ
)3
dλ
∣∣∣∣∣
+
1
s3
∣∣∣∣∣
∫
R
cosh(λ) exp(
λ
s
(it− |z|
2
4
cothλ))
(
λ
sinhλ
)2
dλ
∣∣∣∣∣
)
≤C
(
|z2|dc(z, t)
2
|z|2
exp(− d2c(z,t)4s )
s7/2
√
s+ |z|dc(z, t)
+
|z|2
s
exp(− d2c(z,t)4s )
s5/2
√
s+ |z|dc(z, t)
+ min
(
1 +
dc(z, t)
2
s
,
dc(z, t)
|z|
)
exp(− d2c(z,t)4s )
s5/2
√
s+ |z|dc(z, t)
)
≤C (dc(z, t)2 + s) exp(− d2c(z,t)4s )
s7/2
√
s+ |z|dc(z, t)
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where dc is the dc distance to 0H.
If we now assume that the support of ρ0 is compact and included in a ball
of center 0H and radius d0 we get new (rough) estimates for the decays of ρs,
|∇Hρs| and |∆Hρs| simply considering the definition of the convolution (4.8),
the following decay of hs and its derivatives. For s greater that some s0 > 0 and
η > 0 there is a constant Cη depending on η and s0 and a constant C depending
on s0 such that
C−1η exp
(
− (dc(z, t) + d0)
2
4s
(1 + η)
)
s−2 ≤ |ρs|
≤ C exp
(
− (dc(z, t)− d0)
2
4s
)
s−2,
(4.12)
|Tρs| = |ρ0 ∗H (Ths)| ≤ ρ0 ∗H |Ths| ≤ C exp
(
− (dc(z, t)− d0)
2
4s
)
s−3,
(4.13)
|∇Hρs| = |ρ0 ∗H (∇Hhs)| ≤ ρ0 ∗H |∇Hhs|
≤ Cη exp
(
− (dc(z, t)− d0)
2
4s
(1− η)
)
s−5/2, (4.14)
|∆Hρs| = |ρ0 ∗H (∆Hhs)| ≤ ρ0 ∗H |∆Hhs|
≤ Cη exp
(
− (dc(z, t)− d0)
2
4s
(1− η)
)
s−3. (4.15)
Theorem 4.5.1. Let (ρs)s∈]0,+∞[ be a solution of the subelliptic heat equation{
∆Hρs = ∂sρs
ρ0dL = µ0
in H1 where µ0 has a compact support. The curve (µs)s≥0 of measures ρsdL =
µs is a gradient flow of the entropy Ent∞.
Proof. Let ψ ∈ C+∞c . We recall that ρs is smooth in space and time for s > 0.
Moreover, ψρs is in C+∞c and its support is in the support of ψ. Then
d
ds
∫
H
ψρsdL =
∫
H
ψ∂sρsdL =
∫
H
ψ∆HρsdL
=
∫
H
〈∇Hψ | −∇Hρs〉HdL =
∫
H
〈∇Hψ | −∇Hρs
ρs
〉Hdµs. (4.16)
Hence
∂s(µs) + divH
(
−∇Hρs
ρs
µs
)
= 0 (4.17)
holds for every s. We prove now that −∇Hρsρs is in L2H(µs). Indeed the integral∫ ‖∇Hρs‖2H
ρs
dµs is finite because we can estimate the numerator from above with
(4.14) and the denominator from below with (4.12). Moreover, the domination
is such that ‖∇Hρsρs ‖L2H(µs) is continuous on I.
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Starting from (4.17) because of the Mass Conservation Formula [109, Chap-
ter 1] there is a probability measure Π on C(I,H1), the space of curves over H1
with the Borel sigma-field, satisfying two conditions:
• the curve γ is Π(γ)-almost certainly is an integral curve of the smooth
vector field −∇Hρs/ρs,
γ˙s = −∇Hρs
ρs
• the law of the point γ(s) with respect to Π is µs.
Then
W 2(µs, µt) ≤
∫
C(I,H1)
d2c(γs, γt)dΠ(γ)
≤
∫
C(I,H1)
(
(t− s)
∫ t
s
∥∥∥∥∇Hρτρτ (γτ )
∥∥∥∥2
H
dτ
)
dΠ(γ)
≤ (t− s)
∫ t
s
(∫
H1
∥∥∥∥∇Hρτρτ
∥∥∥∥2
H
dµτ
)
dτ
≤ (t− s)2 sup
{τ∈[s,t]}
‖∇Hρτ/ρτ‖2L2
H
(µτ )
.
Hence (µs)s∈I is locally Lipschitz and therefore this curve is absolutely contin-
uous. The norm ‖∇Hρs/ρs‖L2
H
(µτ ) is continuous such that letting t go to s we
get
|µ˙s| ≤ ‖∇Hρs/ρs‖L2
H
(µs)
at every time s where |µ˙s| exists.
We can identify the Slope of Ent∞. Actually by using (4.12) and (4.13) one
get that
‖∇ερs/ρs‖L2ε(µs) =
√
‖∇Hρs/ρs‖2L2
H
(µs)
+ ε2
∫ (
Tρs
ρs
)2
ρsdL
is finite. But this quantity is Slopeε(Ent∞)(µs) such that condition (ii) of
Proposition 4.4.1 is satisfied and as ρs does not vanish the vector field w
H
s of
Proposition 4.4.1 is ∇Hρs/ρs. From there in the Wasserstein space of the “true”
Heisenberg group we have Slope(Ent∞)(µs) = ‖∇Hρs/ρs‖L2
H
(µs).
We compute now E˙(s) where E(s) = Ent∞(µs) as in Section 4.1. Firstly
∂s(ρs ln(ρs)) = (1 + ln(ρs))∂sρs = (1 + ln(ρs))∆Hρs. (4.18)
Using (4.12) and (4.15) we see that about every time s0 > 0, (4.18) is dominated
independently of s by a function of L1(H1) (use for instance X → |1 + ln(X)| <
X +X−1/2). Therefore it is allowed to derivate under the integral sign and we
obtain
E˙(s) =
∫
(1 + ln(ρs))∆Hρs.
We want now to justify the partial integration
E˙(s) = −
∫
〈∇H(1 + ln(ρs)) | ∇Hρs〉 (4.19)
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which is less certain as the one in (4.16) because the supports of 1 + ln(ρs),
Xρs and Yρs are infinite. However, if for a smooth function f we integrate
Xf = ∂xf − y2∂tf on [−R,R]3, we get∣∣∣∣∣
∫
[−R,R]3
XfdL
∣∣∣∣∣ =
∣∣∣∣∣
∫
{x=R}×[−R,R]2
f −
∫
{x=R}×[−R,R]2
f
−1
2
∫
[−R,R]2×{t=R}
yf +
1
2
∫
[−R,R]2×{t=−R}
yf
∣∣∣∣∣
≤
∫
∂[−R,R]3
|f |
where ∂[−R,R]3 is the border of [−R,R]3. We are interested in f = (1 +
ln(ρs))Xρs. As we have (4.14) and because dc is Lipschitz-equivalent to dKR
(see Subsection 1.1.3), the previous integral tends to zero as R goes to infinity.
A similar computation holds for
∣∣∣∫[−R,R]3 Y((1 + ln(ρs))Yρs)∣∣∣. It also tends to
zero when R goes to infinity. From there the partial integration in (4.19) is
justified. It follows
E˙s =
∫ 〈∇Hρs
ρs
| ∇Hρs
ρs
〉
H
ρsdL =
∫ ∥∥∥∥∇Hρsρs
∥∥∥∥2 dµs = ∥∥∥∥∇Hρsρs
∥∥∥∥2
L2
H
(µs)
.
Because of the differentiability properties of the gradient flow, we have
E˙s ≤ Slope(Ent∞)(µs) · |µ˙s| (4.20)
in almost every s ∈ I. However, in this proof we have shown that is almost
every s ∈ I 
|µ˙s| ≤
∥∥∥∥∇Hρsρs
∥∥∥∥
L2
H
(µs)
Slope(µs) =
∥∥∥∥∇Hρsρs
∥∥∥∥
L2
H
(µs)
E˙(s) =
∥∥∥∥∇Hρsρs
∥∥∥∥2
L2
H
(µs)
such that inequality (4.20) is an equality for almost every s ∈ I. Thus (µs)s∈I
is a gradient flow of Ent∞.
Theorem 4.5.2. Let (µs)s∈I be a gradient flow of Ent∞ in P2(H1) as defined in
Section 4.1. Assume that for almost every s ∈ I, there exists a weak derivative
Tρs and a function w
T
s ∈ L2(µs) such that Tρs = wTs ρs. Then the density
(ρs)s∈I satisfies the “subelliptic heat equation”
∂sρs = ∆Hρs.
Proof. Let (µs)s∈I be a gradient flow of the entropy in P2(H1). This curve is
absolutely continuous (even in AC2). Hence Slope(Ent∞)(µs) = |µ˙s| is finite in
almost every s ∈ I. With the assumption about wT we get that Proposition
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4.4.1 applies, in particular for any ε > 0 we have ρs ∈ W 1,1loc (Hε1) in almost
every s. Therefore Proposition 4.2.1 and Proposition 4.2.4 apply too. Actually
(µs)s∈I is a gradient flow of Ent∞ such that with Remark 4.1.1 it is a AC2-curve
of P2(H1). Consequently it is a AC2-curve of P2(Hε1) too.
From Proposition 4.4.1, we know that Slope(Ent∞)(µs) = ‖wHs ‖L2
H
in almost
every s where wHs ∈ TanH(µs) is the horizontal part of wεs ∈ Tanε(µs) with
Slopeε(Ent∞)(µs) = ‖wεs‖L2ε . We fix now some s′ ∈ I ′ε ∩ I ′ with the notation
of Proposition 4.2.4 and Proposition 4.3.1. Then we would like to interpret
the scalar product
∫ 〈vεs′ | wεs′〉εdµs′ appearing in (4.4) of Proposition 4.2.4
in terms of the Wasserstein space P2(H1). First of all in the tangent space
Tanε(µs) we approach the vector field w
ε
s′ by a sequence (∇εψk)k∈N. Then
because of in Proposition 4.2.4, we see that
∫ 〈wεs′ | vεs′〉εdµs′ is the limit of
∂
∂sµs(ψk)(s
′). But we know from Proposition 4.3.1 that the previous derivative
is also
∫ 〈∇Hψk|vs′〉Hdµs′ such that the limit is simply ∫ 〈wHs′ | vs′ 〉Hdµs′ . Indeed
(∇Hψk)k∈N tends to to the horizontal part wεs.
Then in almost every s′ ∈ I, (4.4) writes
Ent∞(µs)− Ent∞(µs′ ) ≥ (s− s′)
∫
〈wHs′ |vs′ 〉Hdµs′ + o(|s− s′|).
But (µs)s∈I is a gradient flow. It satisfies E˙s′ = − (Slope(Ent∞)(µs′)) · |µ˙s′ |
where |µ˙s′ | ≥ ‖vs′‖L2
H
(µs′ )
and Slope(Ent∞)(µs′ ) = ‖wHs′‖L2H(µs). Then be-
cause of the Cauchy-Schwarz inequality, the only possibility is that vs′ and w
H
s′
are negatively collinear in TanH(µs′). Moreover, as the gradient flows satisfy
Slope(Ent∞)(µs′ ) = |µ˙s′ |, we have simply vs′ = −wHs′ in almost every s′ ∈ I.
Replacing vs′ , one can therefore rewrite the continuity equation of Proposition
4.3.1:
∂s′µs′ + divH(−wHs′µs′).
Because of relation ∇Hρs′ = ρs′wHs′ it is also
∂sµs + divH(−∇Hρs′dL) (4.21)
where ∇Hρs′ is the weak gradient of ρs′ . Remind that (4.21) means that for any
ψ ∈ C+∞c , (
∂
∂s
∫
ψdµs
)
|s′=
∫
〈∇Hψ| − ∇Hρs′〉HdL. (4.22)
We know from the proof of Proposition 4.3.1 that the integral on the left-hand
side, namely ζψ is absolutely continuous in s. It follows that we can integrate
(4.22) on an intervall [σ, τ ] and obtain∫
ψρτdL −
∫
ψρσdL = −
∫ τ
σ
∫
〈∇Hψ|∇Hρs′〉HdLds′
for any ψ ∈ C+∞c . We recognize a weak formulation of the “subelliptic heat
equation”. By using classical references about hypoelliptic operator as [95] or
[103] and the references therein, this concludes the proof.
Remark 4.5.3. As we already mentioned, Theorem 4.5.1 and Theorem 4.5.2 are
also true in Hn. In order to make the proofs clearer, we made the proof for
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H1 writing X and Y for the horizontal vectors. However, these vector can be
changed by a sum of Xk or of Yk each time one need it. The only possible
problem concern the decay of hs and of its derivative for dimension n. Also in
this case, there is an expression of hs these satisfies analogous estimates (see
[76]). These estimates are sufficient for the proof.
Remark 4.5.4. It is also possible to make the proofs in the Albanese torus T
approximating it by Tε (see Section 1.2). The fact that T is compact change
small elements in the proofs. The partial integration are still right in this case
and one does not require rapid decay. Furthermore the assumption on the
support of µ0 in Theorem 4.5.1 is unnecessary. It follows that one can mix
Theorem 4.5.1 and Theorem 4.5.2 in the following way
Theorem 4.5.5. Let (µs)s∈I be a curve of P2(T) and ρs the density curve of µs
with respect to LT. Both statements are equivalent
• The density curve (ρs)s∈]0,+∞[ is a solution of the subelliptic heat equation
of T,
∆Tρs = ∂sρs,
where ∆T = X
2
T
+Y2
T
.
• The curve (µs)s∈I of measures with density ρs = dµs/dL is a gradient flow
of the entropy Ent∞ and the weak derivative Tρs exists with wT defined
by wTs ρs = Tρs in L
2
T
.
Remark 4.5.6. In [66, Section 6], Khesin and Lee prove a similar result to
Theorem 4.5.1. There paper takes place in the wide class of bracket-generating
distribution τ on a connected and compact manifold M (it includes the Albanese
torus). They also approximate their metric space by Riemannian manifolds
completing the horizontal tangent space by the other directions. However, they
does not prove Theorem 4.5.1 for the Heisenberg group that is not compact.
Their proof is more algebraic than the proofs of this section and the Wasserstein
space they are considering is a “smooth” Wassersein space. It is restricted to
smooth measure and the distance is possibly different because the authors begin
to give a tangential structure to P2(Mτ ) defining the length of curves on the
Wasserstein space and then defining the distance. From there the definition of
the gradient flow is different: the solution of the subelliptic equation goes in
the “smooth” direction with the greatest slope but a rough Slope(Ent∞) is not
defined. In their paper, there is no analogous result to Theorem 4.5.2.
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Appendix A
Re´sume´ en franc¸ais
Introduction
Le groupe de Heisenberg Hn apparaˆıt dans de divers domaines mathe´matiques
ou plus ge´ne´ralement scientifiques et techniques. Il s’agit en effet d’un espace de
re´fe´rence en the´orie du controˆle et en ge´ome´trie sous-riemannienne tout comme
Rn est l’espace de re´fe´rence de la ge´ome´trie riemannienne. Ces espaces ont entre
autres choses, en commun le fait de ve´rifier une ine´galite´ de Poincare´ locale
avec une mesure canonique doublante. Ceci constitue un cadre tre`s appre´cie´
pour l’analyse dans les espaces me´triques mesure´s (voir [57]). Plus que cela,
le groupe de Heisenberg permet de mesurer le degre´ de ge´ne´ralite´ des the´ories
sur les espaces me´triques car il se preˆte assez bien aux calculs. Dans cette
veine Ambrosio et Rigot [7] ont e´tendu a` Hn, une grande part des re´sultats
connus dans le cas riemannien au sujet du transport de mesure. En particulier
il existe un unique transport optimal d’une mesure absolument continue sur
une deuxie`me mesure et ce plan de transport est donne´ par une application.
Dans ce re´sume´ de the`se, nous allons donner des re´sultats comple´mentaires
correspondants aux (quatre) re´sultats principaux de la the`se ou a` des versions
simplifie´es de ceux-ci.
Nous ferons tout d’abord l’analyse de certaines courbes du groupe de Heisen-
berg. D’une part on verra ce que sont les ge´ode´siques de cet espace (en partic-
ulier les H-droites) et d’autre part on pre´sentera une courbe horizontale curieuse,
ω qui constitue un contre-exemple au sujet du proble`me du voyageur de com-
merce ge´ome´trique dans le groupe de Heisenberg. En effet la ge´ne´ralisation
initie´e par Ferrari, Franchi et Pajot [40] d’un the´ore`me euclidien de Jones [62]
n’est valable que dans le sens direct. La re´ciproque est fausse car ω est de
longueur finie alors que l’inte´grale des nombres βH(x, r) diverge. Ces nombres
βH(x, r) mesurent l’e´loignement de ω dans la boule de centre x et rayon r par
rapport a` la H-droite la plus proche.
La proprie´te´ MCP (Measure Contraction Property) de´montre´e a` partir
de l’analyse des ge´ode´siques sera de premie`re importance pour deux des trois
re´sultats relatifs au transport de mesure dans le groupe de Heisenberg. Figalli
et l’auteur ont re´solu dans [42] une question pose´e par Ambrosio et Rigot a` la
fin de leur article [7, partie 7] : tout comme sur les varie´te´s riemanniennes, les
mesures qu’interpolent les transports optimaux partant d’une mesure absolu-
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ment continue, sont aussi absolument continus. L’estime´e des contractions joue
un roˆle central dans cette de´monstration.
Par ailleurs il sera question de l’application re´cente qui a e´te´ faite du trans-
port de mesure pour de´finir ce qu’est un espace me´trique mesure´ dont la cour-
bure est minore´e. On doit ce de´veloppement passionnant a` Lott et Villani
[77, 78] ainsi qu’a` Sturm [104, 105]. Ces auteurs ont tire´ parti de l’e´quivalence
qui existe pour les varie´te´s riemanniennes de dimension infe´rieure a` N en-
tre, avoir une courbure de Ricci uniforme´ment supe´rieure a` K, et avoir une
fonctionnelle entropie convexe dans un certain sens le long du transport de
mesure. Cette seconde proprie´te´ porte le nom de courbure-dimension CD(K,N)
(nom emprunte´ a` Bakry et E´mery [11] de´signant une proprie´te´ apparente´e mais
diffe´rente) et a un sens dans les espaces me´triques mesure´s. Rien n’indique de
fac¸on directe que Hn doive ou ne doive pas ve´rifier la condition de courbure-
dimension. On a montre´ dans [64] que cette proprie´te´ est fausse pour Hn quels
que soient les parame`tres K et N . La proprie´te´ MCP (K,N) de´ja` mentionne´e
auparavant est tout comme CD(K,N), une ine´galite´ ge´ome´trique qu’un espace
me´trique mesure´ peut ve´rifier ou non et qu’on interpre`te comme une courbure
de Ricci minore´e par K. Dans le cas de H1, la proprie´te´ sera vraie si et seule-
ment si K ≤ 0 et N ≥ 5. De fac¸on surprenante, alors que la de´finition de
MCP engage des ide´es proche du transport de mesure, cette proprie´te´ peut
eˆtre vraie, tandis que CD ne l’est pas (MCP est ge´ne´ralement plus faible). Par
ailleurs la dimension 5, optimale, est assez inattendue : ce n’est ni la dimension
topologique (qui est 3) ni la dimension de Hausdorff (qui est 4) du groupe de
Heisenberg.
Le dernier re´sultat de ce re´sume´ concerne la diffusion sous-elliptique dans
H1 et sa pre´sentation comme flot du gradient dans l’espace de Wasserstein
P2(H1). Celui-ci est l’espace des mesures de H1 conside´re´ avec la distance du
transport de mesure, dite distance de Wasserstein. Il apparaˆıt qu’en se de´plac¸ant
continument dans cet espace de manie`re a` abaisser aux mieux l’entropie de
Bolzmann Ent∞ des mesures conside´re´es, on trouve une courbe de mesures
dont la densite´ est solution de l’e´quation de la chaleur sous-elliptique.
Les re´sultats mentionne´s se trouvent aux emplacements suivants dans la
the`se. La courbe ω et sa qualite´ de contre-exemple sont pre´sente´s en la sous-
section 1.8. La re´solution de la question d’Ambrosio et Rigot dans Hn ap-
paraˆıt au The´ore`me 2.3.6 ou` on utilise une ine´galite´ essentiellement e´quivalente a`
MCP (0, 2n+3). Le traitement des courbures de Ricci CD(K,N) etMCP (K,N)
dans Hn est faite au chapitre 3 (voir Theorem 3.4.5 et Theorem 3.5.12 avec les
extensions). On y examine tout les K ∈ R et N ∈ [0,+∞] au contraire de ce
re´sume´ ou` on s’est restreint a` K = 0 pour H1. Le dernier re´sultat principal
au sujet du flot de gradient de l’entropie se trouve divise´ en deux the´ore`mes
(Theorem 3.5.12 et Theorem 3.5.13) au chapitre 4.
Ce re´sume´ comporte quatre parties chacune d’entre elles avec un des re´sultats
principaux. Dans la premie`re partie apre`s avoir de´fini H1, on verra quelles sont
ses ge´ode´siques et on pre´sentera la courbe ω relative au proble`me du voyageur
de commerce ge´ome´trique. On donnera aussi des indications sur la preuve de
MCP (0, 5). Dans la deuxie`me partie il sera question des de´finitions du trans-
port de mesure et de CD. On citera le the´ore`me de Ambrosio et de Rigot sur
le transport de mesure dans le groupe de Heisenberg, puis on expliquera com-
ment montrer l’absolue continuite´ des mesures interpole´es lors de ce transport.
La troisie`me partie continuera avec une comparaison des courbures de Ricci
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synthe´tiques MCP et CD dans le groupe de Heisenberg et une de´monstration
de ce que CD(0, N) n’est pas vraie dans H1. On finira avec la correspondance
entre flot de gradient de l’entropie et la diffusion sous-elliptique dans la dernie`re
partie.
A.1 Le groupe de Heisenberg, courbes
et ge´ode´siques
A.1.1 Premiers contacts avec H1
A` H1 sont associe´s la distance de Carnot-Carathe´odory dc ainsi que L, la mesure
de Lebesgue de R3. On peut en effet pre´senter H1 comme R
3 = C × R si bien
qu’un e´le´ment courant sera note´ (z; t) avec z = x + iy. Le produit du groupe
est le suivant:
(z; t) · (z′; t′) = (z + z′; t+ t′ − 1
2
=(zz′))
ou` = est la fonction partie imaginaire. Avec ce produit H1 est un groupe de Lie
d’e´le´ment neutre (0C; 0R) et l’inverse de (z; t) est (−z;−t). Dans l’alge`bre de
Lie des vecteurs invariants par translation a` gauche on utilisera la base
X = ∂x − 1
2
y∂t , Y = ∂y +
1
2
x∂t , T = ∂t.
L’ensemble L = {(z; t) ∈ H1 | z = 0} est a` la fois sous-groupe de´rive´ et centre
du groupe. Comme nous le verrons, L joue aussi un roˆle important pour la
ge´ome´trie de (H1, dc).
Soit maintenant τp(q) = p·q la translation a` gauche par p. On remarque qu’il
s’agit d’une transformation affine qui pre´serve le volume de R3. Son de´terminant
vaut en effet 1. Cela fait de L la mesure de Haar du groupe. La distance dc que
nous allons de´finir maintenant est elle aussi invariante par translation a` gauche.
Entre deux points, dc est de´finie comme l’infimum des longueurs des courbes
reliant ces deux points. La fonctionnelle longueur dont il est question a une
de´finition spe´cifique que nous allons donner par la suite et qui s’exprime pour
les courbes absolument continues de R3 qui ve´rifient la condition d’horizontalite´
γ′t =
1
2
(γxγ
′
y − γyγ′y) pour presque tout s ∈ [s0, s1] (A.1)
ou` (γx, γy, γt) sont les coordonne´es de γ. Cette condition exprime le fait que
la troisie`me coordonne´e doit croˆıtre proportionnellement a` l’aire balaye´e par le
vecteur
−−→
0Cg ou` g = (γx, γy) de´signe la projection de la courbe γ sur C. On
a g = Z(γ) ou` Z : (z; t) → z est la projection complexe. Plus classiquement,
on pre´sente habituellement de fac¸on e´quivalente les courbes horizontales comme
celles qui sont tangentes en presque tout temps s au sous-espace engendre´ par
X(γ(s)) etY(γ(s)).
La longueur d’une courbe horizontale est alors pre´cisemment
∫ s1
s0
√
γ′2x + γ′2y ,
a` savoir la longueur euclidienne de la courbe projete´e g(s). Une courbe non-
horizontale sera conside´re´e de longueur infinie. Re´capitulons:
dc(p, q) = inf
(γ(s0),γ(s1))=(p,q)
{∫ s1
s0
√
γ′2x + γ′2y si (A.1)
+∞ sinon.
(A.2)
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L’infimum dans la formule (A.2) est en fait atteint par au moins une courbe.
Une telle courbe sera appele´e ge´ode´sique dans ce qui suivra et le nom ne sera
pas donne´ abusivement puisque quitte a` la reparame´trer, la courbe conside´re´e
sera un plongement isome´trique d’un segment de R dans (H1, dc). Le fait qu’il
existe des courbes qui minimisent la longueur peut se de´duire de la connaissance
des solutions au proble`me de Didon, une variante du proble`me isope´rime´trique
plan. Il s’agit de comparer pour une courbe g(s) ∈ C non ferme´e, la longueur
de la courbe a` l’aire alge´brique qu’elle entoure : les solutions sont uniques et
sont des arcs de cercles (voir figure A.1). Dans le proble`me d’infimum (A.2), on
cherche a` minimiser la longueur des courbes allant de p = (zp; tp) a` q = (zq; tq)
et satisfaisant la condition d’horizontalite´ (A.1). Alors on peut repre´senter
bijectivement les courbes γ par leurs projections complexes g a` partir du moment
ou` :
• γ(0) = p
• La courbe projete´e g joint zp a` zq.
• Cette courbe balaie une aire alge´brique de valeur tq − tp.
Minimiser la longueur de γ ou de fac¸on e´quivalente celle de g revient donc
exactement a` re´soudre le proble`me de Didon : la courbe g de plus petite longueur
est un arc de cercle. En menant de p le releve´ horizontal de cette courbe, on
arrive en q (du fait de la condition sur l’aire alge´brique) et la courbe releve´e γ
est une ge´ode´sique de H1.
b
b
b
0H1
zp
zq
Figure A.1: Parmi les courbes balayant une aire donne´e, l’arc de cercle est la
plus courte.
Suite a` ces explications rapides, nous pouvons donner les e´quations explicites
des ge´ode´siques partant de l’origine 0H = (0; 0). Nous parame´trons ces courbes
par longueur d’arc sur le segment [0, 1]. Suivant le principe indique´ a` la fig-
ure A.2, on obtient tous les arcs de cercle en spe´cifiant leur vecteur tangent a`
l’origine (c’est le vecteur v ∈ C) ainsi que leur angle d’ouverture ϕ ∈ [−pi, pi].
Il y a une certaine diversite´ dans les arcs de cercle : parmi les cas particuliers
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××
x
y
v
ϕ
γv,ϕ(s) = exp
H
s (v, ϕ) = exp
H(sv, sϕ)
expH(v, ϕ)
arc de longueur |v|
Figure A.2: Projection de γv,ϕ sur C× {0} dans H1.
on trouve les cercles entiers dont l’ouverture d’angle est de 2pi ou −2pi (selon le
sens de rotation), les demi-cercles qui sont tels que |ϕ| = pi ou encore les seg-
ments de droite dont l’ouverture d’angle est 0. On appe`le ces derniers segments
ge´ode´siques et leur prolongations ge´ode´siques sont appele´es H-droites ou droites
horizontales. Ces dernie`res ont la particularite´ d’eˆtre globalement minimales.
Ce sont par ailleurs de ve´ritables droites de R3. Au contraire des H-droites les
autres ge´ode´siques sont seulement localement minimales. Pour |ϕ| > 2pi, les arcs
de cercle considr´e´s font plus d’un tour et, parmi les courbes balayant la meˆme
aire alge´brique ils ne sont pas de longueur minimale : L’arc ge´ode´sique minimal
est alors obtenu a` comme le releve´ d’un arc de cercle de rayon plus grand. On
a finalement les e´quations des ge´ode´siques en fonction des parame`tres v et ϕ.
γv,ϕ(s) =
{(
v e
iϕs−1
iϕ , |v|2
(
ϕs−sin(ϕs)
2ϕ2
))
si ϕ 6= 0
(sv, 0) si ϕ = 0.
La coordonne´e complexe suit une parame´trisation d’arc de cercle tandis que la
troisie`me coordonne´e se de´duit du calcul de l’aire alge´brique balaye´e par cet arc
en fonction de s.
Les ge´ode´siques partant du point p sont simplement les courbes γpv,ϕ :=
p · γv,ϕ. La raison en est que la translation a` gauche τp conserve l’horizontalite´
des courbes (comme on peut le ve´rifier) et ne fait que translater dans C la
projection complexe de ces-dernie`res. Il s’en suit que τp pre´serve les longueurs
et la distance de H1.
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Cette parame´trisation des ge´ode´siques partant de l’origine est similaire a`
la de´marche qu’on a lorsqu’on de´finit les coordone´es sphe´riques d’un point. En
s’en inspirant on peut donc conside´rer (v, ϕ) comme des coordonne´es sphe´riques
de H1 et l’application
expH(v, ϕ) := γv,ϕ(1) =
{(
v e
iϕ−1
iϕ , |v|2 ϕ−sin(ϕ)2ϕ2
)
si ϕ 6= 0
(sv, 0) si ϕ = 0.
comme une application de changement de coordonne´es sphe´rique-carthe´sien. On
a alors la proposition:
Proposition A.1.1. L’application expH est un diffe´omorphisme de classe C∞
de C∗×]− 2pi, 2pi[=: D sur H1 \ L.
Dans cette proposition on a exclu les releve´s horizontaux des cercles complets
(ϕ = ±2pi) car pour une longueur |v| donne´e, ils atteignent tous le meˆme point
de L quel que soit l’argument du complexe v. On rappelle que L = {(z; t) ∈
H1 | z = 0} et que C∗ est une notation pour C\ {0C}. La lettre D est mise pour
domaine des coordonne´es sphe´riques.
De fac¸on analogue, pour tout s ∈]0, 1], l’application expHs de´finie par
expHs (v, ϕ, ·) = γv,ϕ(s) = expH(sv, sϕ)
est un diffe´omorphisme de D sur son image.
A.1.2 Proble`me du voyageur de commerce ge´ome´trique
Dans cette sous-section nous allons brie`vement pre´senter ω([0, 1]). C’est une
courbe horizontale de H1 de longueur finie mais qui se laisse difficilement ap-
procher par les H-droites dans un sens que nous allons pre´ciser, celui du voyageur
de commerce ge´ome´trique [40].
b
O
b
P0
b
P1
b
A1
b
A2
θ1θ2
Figure A.3: La courbe ω([0, 1])
La courbe est en fait une courbe “fractale” obtenue a` chaque e´tape par
remplacements successifs des segments horizontaux par une ligne brise´e faite de
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quatre segments horizontaux. Sur la Figure A.3 sont repre´sente´es les projections
sur C des trois premie`res courbes (ω0, ω1 et ω2) de la suite (ωn)n∈N qui converge
vers ω. Rappelons que Z est la projection complexe (z; t) → z. A partir de
ω0, le simple segment horizontal de P0 a` P1, on construit ω1 une ligne brise´e
pame´tre´e a` vitesse contante dont la projection sur C fait constamment avec celle
de ω0 un angle θ1 = 0.2. Il faut observer que Z(ω1) de´limite avec le segment
Z(ω0) deux triangles isoce`les, chacun d’un coˆte´ du segment et dont les aires sont
e´gales. Cela se traduit dans H1 par le fait que pour ω0(0) = ω1(0) on a aussi
ω0(1) = ω1(1). De la meˆme fac¸on Z(ωn+1) se construit a` partir de Z(ωn) en
formant des triangles d’aires e´gales a` gauche et a` droite de chacun des segments
de Z(ωn) et dont l’angle isoce`le vaut θn =
0.2
n . Il s’en suit qu’en adoptant une
parame´trisation a` vitesse constante sur [0, 1] on a pour tout σ ∈ {0, 1, . . . , 4n}
ωn(
σ
4n
) = ωn+1(
σ
4n
).
Il s’ave`re que cette construction converge et que la courbe limite est de
longueur finie. En effet de l’e´tape n a` n + 1 on multiplie la longueur par
cos(θn)
−1. Puisque cos(θ) = 1− θ22 + o(θ2) au voisinage de 0, la convergence de
la suite des longueurs re´sulte de celle de la se´rie
∑
1
n2 .
Voici quelques de´finitions avant d’e´noncer le re´sultat principal de [40]. Les
nombres βH(p, r)(E) sont de´finis par
min
l H-droite
maxq∈E∩B(p,r) dc(q, l)
r
.
On conside`re donc la distance maximale entre une droite horizontale et les points
q de E contenus dans B(p, r). Le minimum de cette quantite´ (apre`s normalisa-
tion) prise sur toutes les droites horizontales est βH(p, r)(E). On de´finit alors
BH(E) =
∫
p∈H1
∫
r>0
β2
H
(p, r)(E)
r4
drdL(p).
On peut donc maintenant formuler le the´ore`me de Ferrari, Franchi et Pajot.
The´ore`me A.1.2. (i) Soit E ⊂ H1 compact. Alors E est contenu dans une
courbe Γ de longueur finie l(Γ) si
BH(E) < +∞.
De plus, infΓ⊃E l(Γ) < C(diam(E) + βH(E)) (ou` l est la longueur et C est une
constante absolue).
(ii) Si Γ est une ge´ode´sique de H1, alors
βH(Γ) < l(Γ)
ou` C est une constante absolue.
Ce the´ore`me est la re´plique dans le groupe de Heisenberg d’un the´ore`me eu-
clidien du a` Peter Jones [62] (voir aussi [91, 99]). Cependant dans ce the´ore`me
la partie re´ciproque (ii) est valable pour toute les courbes rectifiables Γ. Notre
courbe Ω = ω([0, 1]) de´montre que cette re´ciproque n’est pas vraie dans la
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meˆme ge´ne´ralite´ pour H1. Cela re´sulte d’une minoration minutieuse des nom-
bres β(p, r)(Ω). Si cette analyse est fastidueuse, il est assez facile d’estimer
grossie`rement la grandeur de ces nombres.
Pour des boules de rayon fixe´ r, les premie`res courbes ωn semble eˆtre des
droites et c’est pour n de l’ordre de − ln4(r) que ωn approche raisonablement
les virages effectue´s par ω. On imagine alors que la boule intercepte pre´cise´ment
un des segments de ωn−1. Ce segment horizontal de taille r semble alors assez
raisonnable comme H-droite approchant ωn dans B(p, r). On prend alors comme
distance caracte´ristique celle prise entre les points a` mis-parcours sur chacune
des courbes : le milieu du segment pour ωn−1 et le points obtenu apre`s le premier
triangle isoce`le pour ωn. Ces points on la meˆme cordonne´e complexe. On les
note (z; t) et (z; t′) et on remarque que |t − t′| est l’aire des triangles isoce`les,
de l’ordre de r2θn. Ainsi la distance entre les points est de l’ordre de r
√
θn et
β2
H
(p, r) de celui de θn. En estimant que les p concerne´ par cette estimation
balaient une volume d’ordre r3, on arrive a l’inte´grale∫
1>r>0
1
r ln4(1/r)
dr
qui diverge.
A.1.3 Deux applications auxiliaires
Nous de´finissons ici deux applications qui nous seront utiles dans les prochaines
parties. Il s’agit de l’application point-interme´diaireM et de l’inverse ge´ode´sique
I.
L’application M a pour argument (p, q, s) un e´le´ment de H1×H1×[0, 1] mais
on utilisera aussi pour M(p, q, s) l’e´criture Ms(p, q) ou encore Msp(q). Lorsque
zp et zq sont distincts, Ms(p, q) sera de´fini de fac¸on univoque comme le point m
pris sur la ge´ode´sique de p a` q en respectant les proportions dc(p,m) = sdc(p, q)
et dc(m, q) = (1− s)dc(p, q). Il s’en suit que
M(p, q, s) = τp ◦ expHs ◦
(
expH
)−1 ◦ τ−1p (q)
ou bien encore
M(p, q, s) = γp
(expH)−1(p−1·q)(s)
ou` on reconnaˆıtra dans γp
(expH)−1(p−1·q) la ge´ode´sique normalise´e allant de p a` q.
Remarque A.1.3. L’application M n’est pas de´finie quand zp = zq car dans ce
cas, il y a une infinite´ de ge´ode´siques entre p et q (autant que de cercles d’aire
tq − tp passant par zp) d’ou` une inde´termination.
L’inverse ge´ode´sique I est pour ainsi dire l’application qui a` un point p
associe I(p) de fac¸on a` ce que la ge´ode´sique de p a` I(p) ait pour milieu le point
origine 0H. Ainsi lorsque I est bien de´finie, on a l’identite´
I(p) = expH(− (expH)−1 (v, ϕ)).
C’est a` dire que pour p = expH(v, ϕ) on aura I(p) = expH(−v,−ϕ).
Remarque A.1.4. Concre`tement cette application n’est bien de´finie que sur
expH1/2(C×[−2pi, 2pi]) = expH(C×[−pi, pi]). On peut en fait voir que cet ensemble
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est le ferme´ constitue´ des point compris entre les deux parabolo¨ıdes d’e´quations
|z|2 = ±2|t|/pi : en dehors, il n’y a pas de courbe d’extre´mite´ p et de milieu 0H
qui soit globalement ge´ode´sique.
Le dernier point que nous voudrions e´voquer dans cette partie est le calcul
du de´terminant jacobien de expH. C’est en fait un e´le´ment de la de´monstration
de la proposition A.1.1 car on y voit que Jac(expH) ne s’annule pas. Mais la
valeur exacte de ce de´terminant nous importe aussi beaucoup pour la suite.
Proposition A.1.5. Le jacobien de expH vaut
Jac(expH)(v, ϕ) =
{
4|v|2
(
sin(ϕ/2)
ϕ
)
sin(ϕ/2)−(ϕ/2) cos(ϕ/2)
ϕ3 pour ϕ 6= 0,
|v|2/12 sinon.
Pour 0 < s < 1, celui de expHs est
Jac(expHs )(v, ϕ) =
{
4s|v|2
(
sin sϕ2
ϕ
)
sin sϕ2 − sϕ2 cos sϕ2
ϕ3 pour ϕ 6= 0,
s5|v|2/12 sinon.
A.1.4 Proprie´te´ de Contraction de Mesure MCP
Nous allons maintenant de´finir la Proprie´te´ de Contraction de Mesure pour
certains espaces me´triques dont fait partie le groupe de Heisenberg. Par la suite
nous donnerons les e´tapes du calcul qui permet d’e´tablir MCP (0, 5) pour H1.
La proprie´te´ MCP n’a e´te´ effectivement conside´re´e comme prolongement de la
courbure de Ricci dans les espaces me´triques mesure´s qu’a` partir des articles
de Sturm [105] et de Ohta [89]. Leurs de´finitions sont presque identiques mais
diffe´rentes et ont l’avantage d’inclure a priori des espaces pour lesquels le nombre
de ge´ode´siques entre deux points est illimite´. Cependant les espaces connus
ve´rifiants une MCP (K,N) sont moins sophistique´s. La de´finition exacte e´tant
difficile a` s’approprier, nous donnons ici une formulation plus simple dans le cas
ou` on peut associer a` (X, d, ν) une application mesurable
N : X ×X × [0, 1] → X
telle que pour ν ⊗ ν-presque tout couple de points (p, q), la ge´ode´sique de p
a` q est unique et correspond a` (N (p, q, s))s∈[0,1] (l’application M est bien suˆr
une telle application dans le cas de H1). L’espace me´trique mesure´ ve´rifie alors
MCP (0, N) si et seulement si pour presque tout point p, on a pour tout ensemble
ν-mesurable E et pour s parcourant [0, 1] :
sNν(N−1p,s (E)) ≤ ν(E)
ou` Np,s = N (p, q, s). Lorsque l’inverse de Np,s est mesurable, on peut opter
pour une formulation plus directe du type
ν(Np,s(F )) ≥ sNν(F )
qui met tre`s clairement en e´vidence que RN ve´rifie MCP (0, N) (dans ce cas
on a e´galite´). Cette formulation est en particulier possible sur H1 car Msp est
un home´omorphisme de {(zq; tq) ∈ H1 | zq 6= zp} sur son image et car p · L,
l’ensemble comple´mentaire est de mesure nulle. Dans le groupe de Heisenberg,
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on peut e´galement tirer parti de la de´rivabilite´ de la contraction et du bon accord
de la structure diffe´rentielle avec la mesure de re´fe´rence de l’espace me´trique
mesure´. Il est en effet suffisant de ve´rifier une minoration du Jacobien de Msp
: pour presque tout couple de points (p, q) et pour tout s ∈ [0, 1] on souhaite
avoir
Jac(Msp)(q) ≥ sN .
Enfin l’invariance de la mesure et des distances par translation a` gauche permet
une dernie`re simplification de l’e´nonce´. Pour montrer MCP (0, 5) dans H1, il
suffit de prouver la dernie`re ine´galite´ pour p = 0H1 et N = 5 ce que nous allons
faire maintenant. On connaˆıt sur H1 \ L une expression interessante de M0Hs a`
savoir expHs ◦
(
expH
)−1
. Le de´terminant jacobien de la contraction de rapport s
au point expH(v, ϕ) est ainsi (
Jac(expHs )
Jac(expH)
)
(v, ϕ)
et c’est cette quantite´ que l’on voudrait eˆtre supe´rieure a` s5 pour tout s et tout
point de coordonne´e sphe´rique (v, ϕ) ∈ D. De fac¸on e´quivalente on voudrait
montrer que Jac(expHs )
1/5 est supe´rieure a` la fonction affine s Jac(expH)1/5.
Puisque les deux fonctions sont e´gales en 0 et en 1 il est suffisant de prouver
que
Jac(expHs )
1/5(v, ϕ) =
(
4s|v|2
(
sin sϕ2
ϕ
)
sin sϕ2 − sϕ2 cos sϕ2
ϕ3
)1/5
est concave en s et ce bien suˆr pour tout (v, ϕ) ∈ D. Du fait que ϕ de´crit
]− 2pi, 2pi[ et de par la syme´trie de la fonction en ϕ, la de´monstration se re´duit
a` montrer que
F (x) = x sin(x)(sin(x)− x cos(x))
est 1/5-concave sur [0, pi]. On sait que pour des fonctions suffisamment de´rivables,
eˆtre 1/5-concave e´quivaut a` ce que F ′′F − F ′2 + F ′25 ≤ 0 tandis que la log-
concavite´ (concavite´ du logarithme de la fonction) e´quivaut seulement a` F ′′F −
F ′2 ≤ 0. Or cette log-concavite´ est aussi une simple conse´quence des log-
concavite´s de a(x) = x, de b = sin et de c(x) = sin(x) − x cos(x) sur [0, pi] car
ln(abc) = ln(a) + ln(b) + ln(c). Cela nous incite a` e´crire F ′′F − F ′2 + F ′25 sous
la forme : [
(a′′a− a′2)b2c2 + a2(b′′b− b′2)c2 + a2b2(c′′c− c2)]+ F ′2
5
.
ou` on a remplace´
F ′′F − F ′2
par l’expression entre crochets (ce qui permet une deuxie`me fois de de´duire
la log-concavite´ de F a` partir de celle de ces facteurs). On est donc re´duit a`
montrer que dans l’expression
F ′2
5
− [(bc)2 + (ac)2 + (x2 − sin2(x))(ab)2] ,
le terme positif F
′2
5 ne parvient pas a` compenser le terme relatif a` la log-concavite´
de F . On obtient apre`s une e´tude approfondie des deux termes de signes op-
pose´s la ne´gativite´ recherche´e (voir [64]). Plus aise´ment, on peut ve´rifier par
un de´veloppement limite´ en s = 0 que l’exposant 5 est la plus petite puissance
pour laquelle on peut obtenir la ne´gativite´ de l’expression.
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A.2 Transport optimal de mesure dans H1
A.2.1 Ge´ne´ralite´s et de´finitions
Le transport optimal de masse connaˆıt un regain d’inte´reˆt depuis une ving-
taine d’anne´e car son utilisation a de´bouche´ sur de nouvelles applications dans
divers domaines. Dans cet expose´ nous parlerons de l’emploi qui en est fait
en ge´ome´trie depuis les travaux de Lott et Villani [77, 78] ainsi que de Sturm
[104, 105]. Ces auteurs ont re´ussi a` de´finir pour les espaces me´triques mesure´s
une proprie´te´ qui prolonge de fac¸on convaincante celle d’avoir une courbure
de Ricci uniforme´ment borne´e infe´rieurement, proprie´te´ qui elle n’a de sens
que pour les varie´te´s riemanniennes. Il s’agit de la courbure-dimension que
l’on note CD(K,N) ou` K ∈ R est la courbure et N ≥ 1 est un parame`tre-
dimension. Nous allons re´pe´ter les arguments de [64] ou` il est montre´ que le
triplet (H1, dc,L) ne ve´rifie aucun CD(K,N) quels que soit les parame`tres K et
N . La partie principale du travail qui consiste a` montrer CD(0, N) n’est vraie
pour aucun N est obtenue par la ne´gation d’une ine´galite´ de Brunn-Minkowski
ge´ne´ralise´e (voir partie A.3 et [64]). Cependant nous allons tout d’abord de´finir
correctement le transport de masse et e´voquer sa re´alisation dans le groupe de
Heisenberg. Les re´sultats connus a` ce sujet sont dus a` Ambrosio et Rigot [7] et
ont e´te´ re´cemment comple´te´s par Figalli et l’auteur de ce re´sume´ dans [42].
Le point de de´part habituel pour expliquer le transport optimal de masse est
le proble`me de Monge-Kantorovich. Il s’agit, s’e´tant donne´ un espace me´trique
(X, d) et deux mesures de probabilite´ bore´liennes µ0 et µ1 sur X , de conside´rer
le proble`me d’optimisation:
inf
pi
∫
X×X
d2(p, q)dpi(p, q). (A.3)
L’infimum est pris sur les mesures pi de X×X qui sont des couplages de µ0 et µ1,
c’est a` dire dont les marginales (les projections sur X) sont µ0 et µ1. La fonction
couˆt d2(p, q) est celle qui apparaˆıt le plus souvent dans l’inte´grale lorsque il s’agit
de ge´ome´trie ; elle peut prendre d’autres valeurs c(p, q) dans le cas de la the´orie
ge´ne´rale. La racine carre´ de (A.3) est appele´e distance de Wasserstein ; on
la notera W (µ0, µ1). Le nom de distance est justifie´ lorsqu’on se restreint a`
l’espace P2(X) dit de Wasserstein, constitue´ des mesures de probabilite´ dont
le second moment est fini (
∫
X d
2(o, p)dµ(p) < +∞ pour un o ∈ X ou de fac¸on
e´quivalente pour tout o): en effet si les deux mesures sont dans cet espace,
W (µ0, µ1) sera ne´cessairement finie. Il s’ave`re par ailleurs que lorsque l’espace
(X, d) est ge´ode´sique, il en va de meˆme de (P2(X),W ). Nous allons de´crire
maintenant plus en de´tail comment cela se re´alise dans H1 en commenc¸ant
par un the´ore`me d’Ambrosio et Rigot (voir [7] et aussi [42]). Ce re´sultat fait
intervenir la diffe´rentiabilite´ approximative dont on peut trouver une description
dans [4]. Il n’est cependant pas ne´cessaire pour la suite de comprendre cette
notion en de´tail. On pourra se contenter de savoir qu’il s’agit d’une extension
de la diffe´rentiabilite´ ordinaire.
Proposition A.2.1. Soit µ0, µ1 ∈ P2(H1). On suppose par ailleurs que ces
deux mesures sont absolument continues par rapport a` L. Alors il existe un
unique couplage optimal pi entre µ0 et µ1 et ce couplage est induit par une
application de transport T , i.e. pi = (Id⊗T )#µ0. Si µ0 est a` support compact,
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on sait de plus qu’il existe une fonction ψ diffe´rentiable en µ0-presque tout point
p telle que
T (p) := p · expH(Xψ(p) + iYψ(p),Tψ(p)).
Meˆme si µ0 n’est pas a` support compact, il existe une fonction ψ approxima-
tivement diffe´rentiable en µ0-presque tout point telle que
T (p) := p · expH(X˜ψ(p) + iY˜ψ(p), T˜ψ(p)).
A` partir de la` on peut construire une courbe de mesures qui est ge´ode´sique
dans P2(H1). Illustrons cela par une image : on peut comparer les mesures µ0 et
µ1 a` deux nids de fourmis (vivant dans le groupe de Heisenberg!) pour lesquels
la densite´ en fourmi repre´senterait la densite´ des mesures et ou` les fourmis sont
indistinctes. Le plan de transport pi correspond a` la fac¸on optimale pour les
fourmis de passer d’une configuration a` une autre : il minimise la somme des
carre´s des distances parcourues par les insectes. Comme on l’a dit dans la
proposition pre´ce´dente, ce plan est unique ce qui signifie que le nid n’a qu’un
seul choix de de´placement global ; chaque fourmi de µ0 sait exactement ou` elle
doit se rendre au temps 1. Entre les temps 0 et 1 chaque insecte se rend a`
vitesse constante de son point de de´part a` son point d’arrive´e. Si on arreˆte le
mouvement a` l’instant s ∈ [0, 1], on peut observer une nouvelle configuration
µs. En terme mathe´matique nous sommes en train de parler de Ts#µ0 ou`
Ts(p) := x · expHs (X˜ψ(p) + iY˜ψ(p), T˜ψ(p)).
On vient de mettre en e´vidence des plans de transport entre µ0 et µs d’une part,
entre µs et µ1 d’autre part : on prend ceux induits par la trajectoire des fourmis.
Le premier engendre un couˆt de s2W 2(µ0, µ1) et le second de (1−s)2W 2(µ0, µ1).
Du fait de l’ine´galite´ triangulaire W (µ0, µ1) ≤ W (µ0, µs) + W (µs, µ1), on en
de´duit que les deux transports signale´s sont optimaux et que la courbe (µs)s∈[0,1]
est ge´ode´sique dans l’espace de Wasserstein P2(H1).
En adaptant [7, Lemme 4.7] on peut voir que pour µ0-presque tout point
la courbe γp
X˜ϕ(p)+iY˜ϕ(p),T˜ϕ(p)
qui relie p a` T (p) est l’unique ge´ode´sique possible
entre ces deux points. Ainsi, les fourmis qui comme on l’a dit ont un but
de´fini de fac¸on unique, ne peuvent-elles emprunter qu’un seul chemin chacune.
A` l’e´chelle globale, cela signifie que entre les deux mesures la ge´ode´sique est
unique dans l’espace de Wasserstein. Cette unicite´ est a priori une proprie´te´
fausse si on part d’une mesure µ0 qui n’est pas absolument continue. On peut
s’en convaincre en conside´rant le transport entre deux mesures concentre´es sur
L. Entre deux points distincts de L, il y a en effet une infinite´ de ge´ode´siques
et cela se re´percute a` l’e´chelle des mesures.
Remarque A.2.2. On sait depuis [42] que les mesures µs pour s < 1 sont elles-
meˆme absolument continue ce qui fait du sous-espace Pac2 (H1) ⊂ P2(H1) des
mesures absolument continues un espace ge´ode´siquement complet. Cette ques-
tion concernant l’absolue continuite´ avait e´te´ pose´e dans [7]. Comme on verra
dans la sous-partie A.2.2, on ne pouvait pas y re´pondre en utilisant la technique
utilise´e sur les varie´te´ riemanniennes ou` la` aussi les mesures interpole´es par le
transport sont absolument continues.
Expliquons maintenant ce qu’on entend par la proprie´te´ CD(0, N). Pour
une varie´te´ riemannienne de dimension N e´quipe´e de son volume riemannien,
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cette proprie´te´ est e´quivalente au fait que la courbure de Ricci est positive en
tout point. Pour la de´finition on prend un espace me´trique mesure´ (X, d, ν),
on conside`re de nouveau le transport entre mesures absolument continues et on
analyse la fac¸on dont l’entropie de Re´nyi de ces mesures e´volue au cours du
temps. Cette entropie est une fonctionnelle de´finie par
EntN (µ | ν) =
{
− ∫
X
ρ1−1/Ndν si dµ = ρdν
+∞ si µ n’est pas absolument continue .
Pour N = +∞ on conside`re l’entropie de Bolzmann:
Ent∞(µ | ν) =
{∫
X
ρ ln(ρ)dν si dµ = ρdν
+∞ si µ n’est pas absolument continue .
L’entropie est une fac¸on de mesurer la re´partition de la mesure : une mesure µs
qui est re´partie de fac¸on plutoˆt uniforme par rapport a` ν a` une entropie petite
tandis que une mesure tre`s concentre´e autour de certain points a une grande
entropie. Un calcul simple illustre et quantifie cela : pour un ensemble de ν-
mesure V , la mesure uniforme´ment re´partie sur cet ensemble a une entropie qui
vaut −V 1/N . La de´finition de la courbure dimension s’exprime alors ainsi :
De´finition A.2.3. Soit N ∈ [1,+∞]. On dit que l’espace me´trique (X, d, ν)
ve´rifie CD(0, N) si pour tout couple (µ0, µ1) de mesures absolument continues,
il existe une ge´ode´sique (µs)s∈[0,1] de Pac2 , parame´tre´e a` vitesse constante, telle
que pour tout s,
EntN (µs | ν) ≤ (1 − s) EntN (µ0 | ν) + sEntN (µ1 | ν).
En terme de fourmis se de´plac¸ant dans un espace avec courbure-dimension
CD(0, N), on s’attend a` ce qu’au cours du trajet la fourmilie`re se re´partisse de
fac¸on plus uniforme et plus large qu’elle ne l’est dans ses positions initiales et
finales. Les fourmis s’e´loignent les unes des autres pour que relativement a` cet
e´loignement certaines se regroupent de nouveau a` la fin, peut-eˆtre a` diffe´rents
endroits.
Comme nous l’annonc¸ons depuis tout a` l’heure, ce comportement n’est pas
celui qui a cours dans le groupe de Heisenberg. Nous en ferons la preuve dans
la partie A.3.
Remarque A.2.4. Dans le cas de H1 ou` il y a unicite´ de la ge´ode´sique dans
Pac2 (H1), on voit assez vite que CD(0, N) est e´quivalente a` la convexite´ de la
fonctionnelle entropie le long des ge´ode´siques. Contrairement a` ce qui semble,
la condition CD(0, N) est plus faible dans le cas ge´ne´ral. Prenons l’exemple des
mesures interpole´es au temps 1/2 par µ1/4 et µ3/4 : pour le transport apparent, il
s’agit de µ1/2 mais ce qu’impose CD(0, N) est que il existe une ge´ode´sique (non
ne´cessairement celle qu’on connaˆıt) avec les bonnes interpolations sur l’entropie.
A.2.2 Absolue continuite´ au cours du transport
Le principe de raccourcissement de Monge-Mather est de´crit de fac¸on de´taille´e
dans le livre de Ce´dric Villani [109, Chapitre 8]. On utilise ce principe pour mon-
trer une ine´galite´ sur un transport de mesure (Ts#µ0)s∈[0,1]. De cette ine´galite´
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de racourcissement et sous l’hypothe`se que µ0 est absolument continue par rap-
port a` la mesure de Hausdorff de l’espace, on peut conclure a` l’absolue continuite´
des mesures interme´diaires. On part du constat suivant: pour µ0 ⊗ µ0-presque
tout couple de point (a, b), les courbes Ts(a) et Ts(b) ne peuvent pas se rencon-
trer a` un temps s < 1 fixe´. Si cela arrivait on pourrait racourcir le transport
en “ me´langeant” les courbes : la fin de chacune des courbes (pour les temps
supe´rieurs a` s) serait remplace´e par celle de l’autre courbe. Une version quan-
titative de l’injectivite´ qu’on e´voque, du type
d(Ts(a), Ts(b)) ≥ Cd(a, b) (A.4)
permettrait de de´duire
Hnd (Ts(E)) ≥ CnHnd (E) (A.5)
ou` Hnd de´signe la mesure de Hausdorff n-dimensionelle pour la distance d.
A` partir de la`, si on suppose qu’un ensemble F a une mesure de Hausdorff
nulle, celle de T−1s (F ) est tout autant nulle car F = Ts(T
−1
s (F )). Par absolue
continuite´ de µ0 par rapport a` Hnd , on de´duit µ0(T−1s (F )) = 0. L’application Ts
e´tant une application de transport de µ0 sur µs, il s’en suit finalement µs(F ) = 0.
On conside`re de´sormais les bouts de cette chaˆıne logique on reconnaˆıt que µs
est absolument continue par rapport a` Hnd .
Dans le groupe de Heisenberg cette argumentation base´e sur l’ine´galite´ lip-
schitzienne (A.4) re´pondrait positivement a` la question d’Ambrosio et Rigot :
on pourrait de´duire que µs est absolument continue par rapport a` la mesure
de Lebesgue car celle-ci est a` une contante pre`s e´gale a` la mesure de Haus-
dorff 4-dimensionnelle de (H1, dc). En fait contrairement a` ce qui se passe dans
le cas riemannien, il est montre´ dans [42] que l’ine´galite´ (A.4) est tout a` fait
fausse pour le groupe de Heisenberg : un transport optimal aussi simple que la
multiplication a` droite par le vecteur (1, 0, 0) suffit a` nier la majoration (A.4).
Il faut donc trouver autre chose pour H1. La de´monstration de [42] reprend
le sche´ma pre´ce´dent au niveau de l’ine´galite´ (A.5) qu’elle de´montre a` cela pre`s
que C est remplace´e par la constante (1 − s)5. On obtient cette majoration
graˆce a` la souplesse du transport de mesure qui permet un passage a` la limite
opportun. On envisage en fait la mesure µ1 comme la limite faible d’une suite
de mesures discre`tes µk1 =
1
k
∑k
i=1 δyi . Pour chacun des transports optimaux
(T ks #µ0)s∈[0,1] de µ0 a` µ
k
1 on peut montrer comme nous allons le voir l’ine´galite´
L(T ks (E)) ≥ (1− s)5L(E), (A.6)
comme une conse´quence de MCP (0, 5) et de l’injectivite´ du transport T ks . En
invoquant la compacite´ des plans de transport et l’unicite´ du transport de µ0 a`
µ1, la minoration de L(T ks (E)) dans (A.6) passe a` la limite et on peut ainsi rem-
placer T ks par Ts et avoir (A.5). Comme on l’a explique´ auparavant, cela suffit
pour montrer l’absolue continuite´ des mesures pour s < 1. Nous rapportons le
lecteur a` la lecture des the´ore`mes de ([109, Chapitre 7 et Corollaire 5.21]) pour
la justification de ce passage a` la limite.
Revenons cependant a` l’ine´galite´ (A.6) et voyons son rapport avec MCP .
C’est pour k = 1 que le lien est le plus apparent : on conside`re le transport
de µ0 sur la mesure µ
1
1 = δy1 . Il n’y a qu’un seul plan de transport possible et
celui-ci est ne´cessairement optimal ; on transporte chaque e´lement de volume
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sur y1 et cela se fait µ0-presque suˆrement le long de la µ0-presque suˆrement
unique ge´ode´sique qui me`ne a` y1. De fait on a donc presque suˆrement
T 1s (q) = M1−sy1 (q)
et l’estimation sur les volumes re´sulte de MCP (0, 5).
Pour k > 1, on peut de´montrer (A.6) en se rappelant l’injectivite´ du trans-
port. On commence par e´crire E comme la re´union disjointes d’ensembles
(Ej)
k
j=1 sur lesquels l’application T
k
s est la contraction Msyj . Alors on doit com-
parer la mesure de la re´union des Msyj(Ej) a` L(E) =
∑L(Ej). Puisque MCP
fournit pour chaque Ej une ine´galite´ du type (A.6), il suffit de souligner que l’on
peut sommer ces ine´galite´s. Le transport e´tant injectif, les T sk (Ej) = Msyj(Ej)
sont en effet disjoints et on a la majoration de´sire´e.
A.3 Courbure-dimension dans H1 : espoirs et
de´ception
Comme nous l’avons explique´ dans l’introduction, les proprie´te´s CD et MCP
prolongent les bornes sur la courbure de Ricci en ce sens qu’elles sont e´quivalentes
avec les proprie´te´s de courbure de Ricci uniforme´ment minore´e dans le cas ou`
l’espace conside´re´ est une varie´te´ riemannienne de dimension N , e´quipe´e du vol-
ume riemannien. Cela ne serait pas suffisant si c’e´tait la seule chose : pourquoi
sinon, ne pas proclamer qu’un espace me´trique qui n’est pas une varie´te´ ne
ve´rifie pas de borne de Ricci synthe´tique? Lott, Sturm et Villani ont de´montre´
bien plus que l’e´quivalence, a` commencer par des the´ore`mes qui sont usuellement
obtenus pour les meˆmes hypothe`ses de courbure sur les varie´te´s riemannienne
: the´ore`me de Bishop-Gromov, the´ore`me de Bonnet-Myers mais aussi ine´galite´
de Poincare´ locale (sous l’hypothe`se d’unicite´ presque certaine des ge´ode´siques
entre deux points) en particulier. Un autre point fort de la the´orie est la com-
patibilite´ avec les distances entre espaces me´triques mesure´s. En particulier
pour la distance de´crite par Sturm [104], une distance me´langeant les ide´es de
la distance de Gromov-Hausdorff et celles du transport de masse, une suite con-
vergente de varie´te´s riemanniennes ve´rifiant uniforme´ment CD(K,N) et dont le
diame`tre est majore´, aura pour limite un triplet (X, d, ν) qui satisfaira le meˆme
CD(K,N) et la meˆme borne sur le diame`tre. Pour plus de renseignement sur
les proprie´te´s de CD et MCP , on pourra se reporter aux articles fondateurs de
la the´orie [77, 78, 104, 105] ou au livre formidablement de´taille´ de Villani [109].
Nous allons maintenant comparer les proprie´te´s MCP (0, 5) et CD(0, 5).
Tout d’abord, si l’on suppose la presque sure existence et unicite´ d’une ge´ode´sique
entre deux points, MCP (K,N) est toujours une conse´quence de CD(K,N).
Nous allons re´ciproquement voir pourquoi il est raisonnable de penser qu’un
espace ve´rifiant MCP (0, 5) puisse aussi satisfaire CD(0, 5). Si on reprend la
de´finition A.2.3, on voit qu’avec CD, il s’agit de la convexite´ de l’entropie Ent5
le long des ge´ode´siques de P2(H1). Le fait est que dans H1, des familles im-
portantes de transport de mesure s’effectue avec la convexitite´ de cette entropie
: la premie`re est celle des transports par contraction. Pour la convexite´ de
l’entropie, on exploite une proprie´te´ de contraction de mesure renforce´e. La sec-
onde famille de transport est celle des transports de mesure qui sont les releve´s
horizontaux du transport optimaux du plan R2.
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Nous sommes tout d’abord a` meˆme de prouver la convexite´ de l’entropie,
pour ces ge´ode´siques particulie`res qui se terminent par une mesure de Dirac δy
et que nous avons de´ja` rencontre´es dans la partie A.2.2. L’argument de´cisif ne
sera pas a` proprement MCP mais la 1/5 concavite´ du jacobien de la contraction
sur y, une proprie´te´ plus forte qui nous a permis de de´montrerMCP . Reprenons
donc les notations pre´ce´dentes : (µs)s∈[0,1[ est une ge´ode´sique d’extre´mite´ µ11 =
δy1 . Toutes les mesures sont absolument continues sauf δy1 dont l’entropie est
infinie. On calcule donc l’entropie pour s < 1
Ent5(ρs | L) = −
∫
Mys (H1)
ρ1−1/5s (y) dy
= −
∫
H1
(ρs ◦ Ts)1−1/5(x) Jac(Ts)(x) dx
= −
∫
(ρs ◦ Ts Jac(Ts))1−1/5 Jac(Ts)1/5
= −
∫
ρ
1−1/5
0 (Jac(Ts))
1/5.
Avant de conclure, justifions ces e´galite´s. On obtient la deuxie`me ligne de la
premie`re par un changement de variable possible du fait que Ts est C∞ sur
H1 \ qL. On passe ensuite a` la troisie`me ligne par une manipulation alge´brique
et on conclut graˆce a` l’identite´ ρ0 = ρs(Ts(x)) Jac(Ts) qui de´rive de la relation de
mesure image µs = Ts#µ0. A` partir de cette expression de ρs et de la concavite´
de Jac(Ts)
1/5 que l’on connaˆıt depuis la partie A.1.4, on voit donc que l’entropie
de Re´nyi de dimension 5 est convexe le long des ge´ode´siques “de contraction”.
Rien ne s’oppose a` faire la meˆme de´monstration pour les mesures discre`tes
µk1 de tout a` l’heure ce qui laisse envisager qu’on puisse de nouveau passer
l’ine´galite´ a` la limite et conclure a` la proprie´te´ CD(0, 5). Mais cette fois-la` la
de´monstration ne peut pas se faire faute de passage a` la limite valide. Nous
allons d’ailleurs montrer au the´ore`me A.3.1 qu’aucune relation CD(0, N) ne se
ve´rifie dans H1.
La deuxie`me classe de transport optimal d’entropie convexe ne repose pas sur
les proprie´te´s du type MCP mais sur l’essence particulie`re de H1. Le the´ore`me
de Ambrosio et Rigot contient en fait une seconde partie que nous n’avons
pas cite´ dans la proposition A.2.1. On y apprend quelles sont les fonctions
ψ qui donnent lieu a` un transport optimal. On peut en particulier montrer
que les fonctions ψ(z; t) = θ(z) pour lesquelles θ(z) + |z|
2
2 est convexe sur C
sont de celles-la`. Or dans le transport de mesure sur les espaces euclidiens, le
transport de Brenier [18], ce sont pre´cise´ment de telles fonctions θ qui indiquent
les transports optimaux : les applications de transport sont alors en effet de la
forme T (x) = x+∇θ. Par ailleurs la courbure de Ricci de Rd e´tant 0, l’espace
euclidien ve´rifie CD(0, N) pour N ≥ d et donc l’entropie est convexe le long du
transport optimal.
Ainsi donc en notant comme pre´ce´demment Z : (z; t) → z la projection sur
C, les transports optimaux (µs)s∈[0,1] de H1 he´rite´s des fonctions ψ(z, t) dont on
vient de donner la forme, se projettent en des transports optimaux (Z]µs)s∈[0,1]
de R2 dont l’application de transport est donne´e par θ. On a meˆme plus car la
convexite´ de l’entropie EntN quand N ≥ 2 pour ces transports de H1 est he´rite´e
de celle qu’on sait ve´rifie´e pour des transport de mesure donne´s par l’application
T (x) = x+∇θ. Ainsi pour la classe de transport optimaux pre´sente´ ici, on a la
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convexite´ de l’entropie 2-dimensionnelle ce qui est beaucoup mieux que ce que
nous laisse espe´rer MCP (0, 5).
Cependant bien que large, les deux familles de transports pre´sente´e ici sont
loins de constituer l’ensemble des transports optimaux de H1. Dans le the´ore`me
suivant, nous pre´sentons un transport particulier pour lequel l’entropie n’est pas
convexe quelle que soit sa dimension N .
The´ore`me A.3.1. Quelle que soit la dimension N ∈ [1,+∞], la proprie´te´
CD(0, N) est fausse dans le groupe de Heisenberg.
Fixons N ≥ 1. Nous allons donc conside´rer un transport de mesure pour
lequel l’entropie EntN n’est pas convexe. Cet exemple ne de´pendra en fait
meˆme pas de la dimension N . Soit r > 0 un parame`tre re´el qui a vocation a`
eˆtre petit. on conside`re Br la boule euclidienne (de R
3) centre´e en (1, 0, 0) et
Ir := I(Br) son conjugue´ ge´ode´sique. Les deux ensembles ont un meˆme volume
Vr =
4
3pir
3 car les parame`tres sphe´riques (v, ϕ) de D qui de´crivent ces ensembles
sont oppose´s et car Jac(expH)(−v,−ϕ) = Jac(expH)(v, ϕ). Le mesures que nous
nous proposons de transporter l’une sur l’autre sont simplement les mesures
uniforme´ment distribue´es sur ces ensembles:
µ0 = 1Br/Vr , µ1 = 1Ir/Vr.
Les entropies de µ0 et µ1 sont e´gales et valent −(Vr)1/N (− ln(Vr) pour N =
+∞). Nous allons montrer que EntN (µ1/2) > −(Vr)1/n pour r suffisamment
petit, ce qui suffira a` nier la convexite´ de la fonctionnelle EntN . De part la
structure du transport de mesure, µ1/2 se concentre sur Mr = M1/2(Br, Ir),
l’ensemble des milieux des ge´ode´siques reliant les points de Br a` ceux de son
conjugue´ ge´ode´sique :
Mr = {M(p, I(q)) | (p, q) ∈ (Br)2}.
On a donc
EntN (µ1/2) = −
∫
Mr
ρ
1−1/N
1/2
= L(Mr)
∫
Mr
−ρ1−1/N1/2 (x)
dx
L(Mr)
≥ L(Mr)
(
−
(∫
Mr
ρ1/2(x)
dx
L(Mr)
)1−1/N)
≥ −(L(Mr))1/N
Pour N = +∞ on trouve de meˆme EntN (µ1/2) ≥ − ln (L(Mr)). Ce calcul
base´ sur l’ine´galite´ de Jensen nous apprend qu’entre les diffe´rentes mesures de
probabilite´ concentre´es sur un ensemble, celle dont l’entropie est la plus faible
est la mesure uniforme. Cela est en accord avec notre pre´sentation utilisant les
fourmis: plus le nid est bien re´parti et plus les fourmis prennent de la place,
plus l’entropie est basse.
Il suffit donc pour terminer la preuve de montrer que L(Mr) < Vr .
Essayons de comprendre ce qu’est l’ensemble Mr. C’est la superposition
(mathe´matiquement parlant la re´union) des ensembles M1/2(I(p), Br) lorsque
p de´crit Br. Cette re´union est loin d’eˆtre disjointe et c’est aussi pourquoi
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l’ensemble Mr est relativement petit. En fait 0H est contenu dans chacun
des M1/2(I(p), Br) en temps que milieu de p et I(p). Avec un peu de cal-
cul diffe´rentiel (voir [64]), on a plus pre´cise´ment
M1/2(I(p), Br) ⊂ DM1/2I(p)(p).(Br − p) +B(0H, o(r)). (A.7)
Ici les ope´rations + et − sont prises au sens de R3 et B(0, o(r)) est une boule
euclidienne centre´e en 0H dont le rayon est ne´gligeable devant r. Cette inclusion
est en fait e´galement vraie lorsqu’on remplace uniforme´ment DM1/2I(p)(p) par
DM1/2(−1,0,0)(1, 0, 0) qui lui est proche et correspond a` p = (1, 0, 0), le centre de
la boule Br. Le o(r) dans (A.7) est certes remplace´ par une fonction plus grande,
mais cette grandeur est encore ne´gligeable par rapport a` r, uniforme´ment en p.
On peut de´sormais faire la re´union de des relations ensemblistes et obtenir
Mr ⊂ DM1/2(−1,0,0)(1, 0, 0).(Br −Br) +B(0, o(r)).
L’ensemble Br−Br n’est rien d’autre que la boule euclidienne de rayon 2r et son
volume est tout simplement 8Vr. Si on prend l’image de cet ensemble par une
application affine de de´terminant 1/25 (voir la proposition A.1.5) on obtient un
ellipso¨ıde de volume Vr/4. L’ensemble qui nous inte´resse et qui contient Mr est
le o(r)-voisinage tubulaire d’un ellipso¨ıde de cette sorte. Son volume e´quivaut
ainsi a` Vr/4. On conclut alors au fait que L(Mr) < Vr pour r suffisamment
petit ce qui, comme on l’a de´ja` souligne´, suffit a` la de´monstration.
A.4 Flot de gradient dans le groupe
de Heisenberg
Les ge´ode´siques ne sont pas les seules courbes inte´ressantes de l’espace de
Wasserstein. Jordan, Kinderlehrer et Otto [63] ont eu les premiers l’intuition
de conside´rer le flot de la chaleur de Rn comme une courbe l’espace de Wasser-
stein euclidien, P2(Rn). Ils ont constate´ que de fac¸on formelle, P2(Rn) e´tait une
varie´te´ de dimension infinie et que la trajectoire de la chaleur dans l’espace des
mesures e´tait une courbe inte´grale du champs de gradient (formel) de −Ent∞
(malgre´ le signe, on parle du flot de gradient de l’entropie ou flot de gradient de
Ent∞). En effet la fonctionnelle entropie est une fonction re´elle de P2(Rn) et il
apparaˆıt que la chaleur diffuse de fac¸on a` minimiser au mieux l’entropie a` tout
instant.
De`s lors on a cherche´ a` justifier rigoureusement cette approche et a` e´tendre
cette observation a` d’autres fonctionnelles ou classes de fonctionnelles. Ce
faisant il est apparu que l’on pouvait traiter plus facilement les fonctionnelles
pre´sentant des proprie´te´s de convexite´s le long des ge´ode´sique de le l’espace de
Wasserstein (voir par exemple [8]). Comme nous le savons pour les entropies
et dans le cas des varie´te´s riemanniennes, cette convexite´ traduit une courbure
de Ricci minore´e. Alors qu’il est par exemple possible de de´finir le flot de gra-
dient de Ent∞ sur les varie´te´s a` courbure de Ricci minore´e [35], les espaces
d’Alexandrov [88] et les espace de Hilbert [4], il semblait de´licat d’envisager un
meˆme travail pour le groupe de Heisenberg qui ne ve´rifie pas CD. Cependant en
approchant H1 par des varie´te´s riemanniennes H
ε
1 (celle de la sous-section 1.2.6)
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pour ε > 0 tendant vers 0 on obtient tout de meˆme des re´sultats inte´ressants.
Il est a` noter que la courbure de Ricci de Hε1 peut eˆtre au mieux minore´e par
− 12ε2 , une quantite´ qui tend vers −∞.
L’ope´rateur de diffusion naturellement associe´ a` la ge´ome´trie de H1 est
∆H = X
2 +Y2.
C’est un ope´rateur hypoelliptique carX etY ve´rifient la condition de Ho¨rmander
[58]: X, Y et leur crochet de Lie T engendre l’alge`bre de Lie entie`re. Ainsi la
diffusion sous-elliptique de ∆H est bien maˆıtrise´e. Le semi-groupe de la chaleur
s’obtient par la convolution avec une gaussienne ge´ne´ralise´e dont on connaˆıt une
expression et des estime´es depuis l’article de Gaveau [49].
La de´finition de flot de gradient que nous avons adopte´e est particulie`rement
ge´ne´rale. Elle stipule qu’un flot de gradient (µs)s∈I doit avoir une vitesse
me´trique |µ˙s| (un re´el positif) au sens de [4] en tout temps et que celle-ci doit
eˆtre e´gale a` la pente de l’entropie Slope(Ent∞), de´finie par
Slope(Ent∞)(µ) = max
(
0, lim sup
ν→µ
Ent∞(µ)− Ent∞(ν)
W (µ, ν)
)
.
De plus en presque tout temps s la de´rive´ de Ent∞(µs) (qu’on suppose absolu-
ment continue) doit valoir − Slope(Ent∞)(µs) · |µ˙s|.
Avec cette de´finition et en approchant H1 par les varie´te´s H
ε
1 on obtient
la correspondance entre flot de gradient et diffusion sous-elliptique dans les
deux sens. Cependant la de´monstration du the´ore`me ne´cessite des hypothe`ses
supple´mentaires: compacite´ du support a` un instant initial et existence d’une
de´rive´e faible pour ρ dans la direction T.
The´ore`me A.4.1. Soit (ρs)s∈]0,+∞[ la solution de l’e´quation de la chaleur sous-
elliptique {
∆Hρs = ∂sρs
ρ0dL = µ0
dans H1 pour µ0 a` support compact. Alors la courbe (µs)s≥0 des mesures ρsdL =
µs est un flot de gradient de l’entropie Ent∞ dans P2(H1).
Re´ciproquement soit (µs)s∈I un flot de gradient de Ent∞ dans P2(H1). On
suppose que pour s ∈ I, il existe une de´rive´e faible Tρs telle que∫
(Tρs)
2
ρs
< +∞.
Alors la fonction (ρs)s∈I est solution de l’e´quation de la chaleur sous-elliptique.
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Appendix B
Zusammenfassung auf
Deutsch
Einleitung
Die Heisenberg-Gruppe Hn taucht in mehreren mathematischen oder allge-
mein wissenschaftlichen und technischen Gebieten auf. Es handelt sich hierbei
na¨mlich um einen Referenzraum der Kontrolltheorie und der Sub-Riemmanschen
Geometrie, so wie auch RN ein Referenzraum der Riemannschen Geometrie ist.
Den genannten Ra¨umen ist unter anderem gemein, dass sie eine lokale Poincare´
Ungleichung mit einer kanonischen Doubling-Eigenschaft erfu¨llen. Dies erlaubt
uns, Analysis mit mo¨glichst wenig Struktur zu betreiben(siehe [57]). Daru¨ber
hinaus ermo¨glicht uns die Heisenberg-Gruppe, die Allgemeingu¨ltigkeit der The-
orien u¨ber die metrischen Maßra¨ume einzuscha¨tzen, da sie sich relativ gut fu¨r
explizite Rechnungen eignet. Auf diese Weise konnten Ambrosio und Rigot
einen großen Teil der Resultate zum Massentransport auf Riemmannschen Man-
nigfaltigkeiten auf Hn erweitern. Speziell gibt es einen eindeutigen optimalen
Transport von einem absolutstetigem Maß zu einem zweiten Maß; die Abbil-
dung dieses Massentransports ist durch eine Abbildung gegeben. In dieser
Zusammenfassung geben wir erga¨nzende Ergebnisse zum Massentransport in
der Heisenberg-Gruppe, welche den vier Hauptresultate der Doktorarbeit, bzw.
vereinfachten Versionen der selbigen entsprechen.
Zuerst werden wir einige Kurven der Heisenberg-Gruppe analysieren. Zum
einen werden wir sehen, was die Geoda¨ten dieses Raumes (besonders die H-
Geraden) sind, und zum anderen untersuchen wir eine eigenartige horizon-
tale Kurve, ω, welche in der Heisenberg-Gruppe ein Gegenbeispiel zum ge-
ometrischen Problem des Handlungsreisenden darstellt. Tatsa¨chlich gilt die von
Ferrari, Franchi und Pajot eingefu¨hrte Verallgemeinerung [40] eines euklidis-
chen Theorems von Jones nur im direkten Sinne. Die Reziproke ist falsch, da
ω endlicher La¨nge ist, wa¨hrend das Integral der Zahlen βH(p, r) divergiert. Die
Zahlen βH(p, r) messen in der Kugel mit Zentrum p und Radius r die Entfernung
von ω zur na¨chsten H-Geraden.
Die MCP -Eigenschaft (Measure Contraction Property), welche ausgehend
von der Analyse der Geoda¨ten bewiesen wird, wird von großer Bedeutung fu¨r
zwei der drei Ergebnisse zum Massentransport in der Heisenberg-Gruppe sein.
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Figalli und der Autor haben in [42] eine von Ambrosio und Rigot am Ende ihres
Artikels [7, partie 7] gestellte Frage gelo¨st: Wie auch auf den Riemannschen
Mannigfaltigkeiten sind die Maße, welche die von einem absolutstetigen Maß
ausgehenden optimalen Transporte interpolieren, ebenfalls absolutstetig. Die
Abscha¨tzung der Verzerrungen spielt eine zentrale Rolle in diesem Beweis.
Außerdem wird es um die seit kurzem bekannte Anwendung des Massen-
transports gehen, die ermo¨glicht, einen metrischen Maßraum mit von unten
beschra¨nkter Kru¨mmung zu definieren. Diese u¨beraus interessante Ausfu¨hrung
verdanken wir Lott und Villani [77, 78], sowie Sturm [104, 105]. Im Rie-
mannschen Fall ist es bekannt das N -Dimensionale Mannigfaltigkeiten genau
dann eine untere Ricci Schranke aufweisen, wenn ein Entropiefunktional wa¨hrend
des Massentransports konvex wird. Diese zweite Eigenschaft tra¨gt die Bezeich-
nung Kru¨mmungs-Dimension CD(K,N) (urspru¨nglich genutzt von Bakry und
E´mery [11] um eine a¨hnliche aber andere Eigenschaft zu benennen) und erha¨lt
ihren Sinn in den metrischen Maßra¨umen. Nichts weist direkt darauf hin, dass
Hn die Kru¨mmungs-Dimension erfu¨llen muss oder nicht erfu¨llen kann. Wir
haben in [64] gezeigt, dass diese Eigenschaft fu¨r Hn unabha¨ngig von den Pa-
rametern K und N falsch ist.
Die schon zuvor genannte Eigenschaft MCP (K,N) ist, so wie auch die Be-
dingung CD(K,N), eine geometrische Ungleichung, die ein metrischer Maßraum
erfu¨llt oder nicht und die man wie eine nach unten durch K beschra¨nkte Ricci-
Kru¨mmung interpretieren kann. Im Fall der H1 ist die Eigenschaft genau
dann erfu¨llt wenn K ≤ 0 und N ≥ 5. Obwohl die Definition von MCP der
des Massentransports sehr a¨hnlich ist, kann diese Eigenschaft erstaunlicher-
weise erfu¨llt sein, wa¨hrend sie bei CD nicht gilt (MCP ist generell schwa¨cher).
Außerdem ist die optimale Dimension 5 ziemlich unerwartet, denn es ist weder
die topologische Dimension 3, noch die Hausdorff Dimension 4 der Heisenberg-
Gruppe.
Das letzte Ergebnis dieser Zusammenfassung betrifft die subelliptische Diffu-
sion in H1 und ihre Abbildung als Gradientenfluss im Wasserstein Raum P2(H1).
Dies ist der Raum der Wahrscheinlichkeitsmaße mit dem Abstand des Massen-
transports, dem sogenannten Wasserstein Abstand. Es scheint, dass man bei
stetiger Bewegung in diesem Raum, bei welcher man die Bolzmann-Entropie
Ent∞ der betrachteten Maße so weit wie mo¨glich senkt, eine Maß-Kurve findet,
deren Dichte die Lo¨sung der subelliptischen Wa¨rmeleitungsgleichung ist.
Die genannten Resultate situieren sich wie folgt in der Doktorarbeit. Die
Kurve ω und ihre Eigenschaft als Gegenbeispiel werden in dem Unterpunkt 1.8
dargestellt. Die Lo¨sung der Frage von Ambrosio und Rigot in Hn erscheint
im Theorem 2.3.6, wo wir eine im Wesentlichen zu MCP (0, 2n+ 3) a¨quivalente
Ungleichung benutzen. Die Behandlung der Ricci-Kru¨mmungen CD(K,N) und
MCP (K,N) in Hn erfolgt im Kapitel 3 (siehe Theorem 3.4.5 und Theorem
3.5.12 mit den Erweiterungen). Wir untersuchen dort, im Gegensatz zu der
Zusammenfassung, wo wir uns auf K = 0 fu¨r H1 beschra¨nkt haben, alle K ∈ R
und N ∈ [0,+∞]. Das letzte wesentliche Ergebnis zum Gradientenfluss der
Entropie ist in zwei Sa¨tze geteilt: (Theorem 3.5.12 und Theorem 3.5.13), welche
beide im Kapitel 4 aufgefu¨hrt sind.
Diese Zusammenfassung besteht aus vier Teilen, von denen jeder eines der
zentralen Ergebnisse beinhaltet. Im ersten Teil definieren wir zuna¨chst H1.
Anschließend betrachten wir ihre Geoda¨ten und stellen die Kurve ω im Hinblick
auf des geometrische Problem des Handlungsreisenden vor. Zudem geben wir
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Hinweise auf den MCP (0, 5)-Beweis. Im zweiten Teil behandelt die Definitionen
des Massentransports und von CD. Wir fu¨hren das Theorem von Ambrosio
und Rigot zum Massentransport in der Heisenberg-Gruppe an und erkla¨ren
im Folgenden, wie man die Absolutstetigkeit der im Laufe dieses Transportes
interpolierten Maße zeigen kann. Der dritte Teil fa¨hrt mit einem Vergleich der
synthetischen Ricci-Kru¨mmungenMCP und CD in der Heisenberg-Gruppe und
einem Beweis, dass CD(0, N) in H1 nicht gilt, fort. Wir schließen im letzten
Teil mit der U¨bereinstimmung zwischen dem Gradientenfluss der Entropie und
der subellipischen Diffusion ab.
B.1 Die Heisenberg-Gruppe,
Kurven und Geoda¨ten
B.1.1 Erste Eigenschaften von H1
Sei H1 die Heisenberg-Gruppe versehen mit dem Carnot-Carathe´odory Abstand
dc, sowie L das R3 Lebesgue Maß. Betrachte H1 als R3 = C×R. Dann wird ein
Element (z; t) ∈ H1 durch z = x + iy beschrieben. Das Gruppenprodukt wird
durch
(z; t) · (z′; t′) = (z + z′; t+ t′ − 1
2
=(zz′))
gegeben, wobei = dem Imagina¨rteil entspricht. Hiermit ist H1 eine Lie Gruppe
mit neutralem Element (0C, 0R) und inversem Element (−z;−t). Fu¨r die Lie
Algebra der linksinvarianten Vektorfelder benutzt man
X = ∂x − 1
2
y∂t , Y = ∂y +
1
2
x∂t , T = ∂t
als Basis. Die Menge L = {(z; t) ∈ H1 | z = 0} ist gleichzeitig die Kommu-
tatorgruppe und das Zentrum der Gruppe. Im Folgenden wird L auch in der
Geometrie von (H1, dc) eine wichtige Rolle spielen.
Sei nun τp(q) = p · q die Linkstranslation um p. Man bemerkt, dass es
sich um eine affine Transformation mit Determinante 1 handelt, die folglich das
Volumen von R3 erha¨lt. Dann ist L das Haar Maßder Gruppe. Auch der im
folgenden definierte Abstand dc ist linksinvariant.
Der Abstand dc zwischen zwei Punkte wird als das Infimum der La¨nge der
diese Punkte verbindenden Kurven definiert. Diese La¨nge wird nur fu¨r in R3
absolutstetigen Kurven definiert, die folgende Bedingung erfu¨llen:
γ′t = 2(γyγ
′
x − γxγ′y) fu¨r fast alle s ∈ [s0, s1], (B.1)
wobei (γx, γy, γt) die Koordinaten von γ sind. Diese Bedingung bedeutet, daßdie
dritte Koordinate proportial zu der durch
−−→
0Cg u¨berstrichene algebraische Fla¨che
ist, wobei g = (γx, γy) die Projektion von γ auf C ist. Fu¨r Z : (z; t) → z gilt
weiterhin g = Z(γ). Kurven mit der Eigenschaft (B.1) werden horizontale Kur-
ven genannt. Gewo¨hnlicherweise sind die horizontalen Kurven diejenigen, die
in fast jeder Zeit s zu dem durch X(γ(s)) und Y(γ(s)) erzeugten Untervek-
torraum tangential sind. Die La¨nge einer horizontalen Kurve ist dann genau∫ s1
s0
√
γ′2x + γ′2y , und folglich die La¨nge der in C projizierten Kurve g. Die La¨nge
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einer nicht horizontalen Kurve kann man als unendlich definieren. Zusammenge-
fasst
dc(p, q) = inf
(γ(s0),γ(s1))=(p,q)
{∫ s1
s0
√
γ′2x + γ′2y wenn (B.1)
+∞ sonst.
(B.2)
Das Infimum wird mindestens von eine Kurve angenommen. Eine solche Kurve
wird im folgenden Geoda¨te genannt. Es wird dadurch gerechtfertigt, dass es sich
um eine isometrische Einbettung von R in (H1, dc) handelt. Die Existenz von
Geoda¨ten in H1 kann man aus dem Dido Problem folgern, das eine Erweiterung
des isoperimetischen Problems ist. Es geht darum fu¨r eine nicht abgeschlossene
Komplexe Kurve g, die La¨nge und die u¨bergtrichene algebraische Fla¨che zu
vergleichen. Die eindeutigen Lo¨sungen sind Kreisbo¨gen (siehe Figur B.1). In
dem Variationsproblem (B.2) versucht man, die La¨nge von Kurven zwischen
p = (zp; tp) und q = (zq; tq) zu minimieren, wobei die Bedingung (B.1) erfu¨llt
sein muss. Notwendige und hinreichende Bedingungen, um solche Kurven γ
durch ihre komplexen Projektionen g darzustellen sind
• γ(0) = p
• Die projizierte Kurve g verbindet zp mit zq.
• Die u¨berstrichene algebraische Fla¨che dieser Kurve ist tq − tp.
Die La¨nge von γ oder a¨quivalenterweise die von g zu minimieren fu¨hrt genau
darauf zuru¨ck, das Dido Problem zu lo¨sen. Die Kurve g mit der kleinsten La¨nge
ist ein Kreisbogen. Wenn man aus p die horizontale Aufhebung dieser Kurve
nimmt, kommt man in q an (wegen der Fla¨chengleichung) und die aufgehobene
Kurve γ ist eine Geoda¨te von H1.
b
b
b
0H1
zp
zq
Figure B.1: Unter den Kurven, die eine gegebene Fla¨che u¨berstreichen ist der
Kreisbogen die Ku¨rzeste.
Nach diesen kurzen Erkla¨rungen, ko¨nnen wir die expliziten Gleichungen der
Geoda¨ten angeben, die von 0H = (0, 0) ausgehen. Wir parametrisieren diese
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××
x
y
v
ϕ
γv,ϕ(s) = exp
H
s (v, ϕ) = exp
H(sv, sϕ)
expH(v, ϕ)
Kreisbogen von La¨nge |v|
Figure B.2: Projektion von γv,ϕ auf C× {0} in H1.
Kurven mit konstanter Geschwindigkeit auf [0, 1]. Nach dem Prinzip von Figur
B.2, werden alle Kreisbo¨gen beschrieben, indem man den Tangentialvektor in 0
(v ∈ C) und die Winkelo¨ffnung ϕ ∈ [−pi, pi] angibt. Unter allen verschiedenen
Kreisbo¨gen gibt es als Spezialfall die Kreislinien mit Winkelo¨ffnung −2pi oder
2pi (je nach Rotationrichtung), die Halbkreislinien fu¨r die |ϕ| = pi gilt und die
Segmente mit Winkelo¨ffnung 0. Letztere nennt man horizontale Segmente und
ihre Verla¨ngerungen als Geoda¨ten horizontale Geraden oder H-Geraden.
Wenn |ϕ| > 2pi, machen die Kreissegmente mehr als eine Runde und sind
nicht die ku¨rzesten Kreissegmente unter denen, die dieselbe algebraische Fla¨che
umfangen. Letztlich hat man die Geoda¨tengleichungen als Funktion von v und
ϕ.
γv,ϕ(s) =
{(
v e
iϕs−1
iϕ , |v|2 ϕs−sin(ϕs)2ϕ2
)
wenn ϕ 6= 0
(sv, 0) wenn ϕ = 0.
Die komplexe Koordinate ist die Kurve einer Kreislinie, wa¨hrend die dritte
Koordinate la¨sst sich als umfangene algebreaische Fla¨che als eine Funktion von
s berechnen.
Die Geoda¨ten, die aus p gehen sind einfach die Kurven (γpv,ϕ = p ·γv,ϕ). Der
Grund darum ist, dass die Linkstranslation τp die horizontaligkeit der Kurven
(wie man es u¨berpru¨fen kann) beha¨lt und, dass es fu¨r die projektierte Kurve in
C nur eine Translation ist. Es folgt daraus, dass τp die La¨ngen beha¨lt und, dass
eine Isometrie von H1 ist.
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Diese Parametrisierung der Geoda¨ten, die aus 0H gehen a¨hnelt sich an der
Weise, wie man die spha¨rischen Koordinaten eines Punktes findet. Aus diesem
Vergleich kann man (v, ϕ) als die spha¨rischen Koordinaten eines Punktes von
H1 betrachten und die Abbildung
expH(v, ϕ) := γv,ϕ(1) =
{(
i e
−iϕ−1
ϕ v, 2
ϕ−sin(ϕ)
ϕ2 |v|2
)
wenn ϕ 6= 0
(sv, 0) wenn ϕ = 0.
wa¨re eine Koordinatenwechsel Abbildung von den sphra¨rischen zu den karte-
sianischen Koordinaten. Es gilt dann die Proposition
Proposition B.1.1. Die Abbildung expH ist ein C∞-Diffeomorphismus von
D := C∗×]− 2pi, 2pi[ zu H1 \ L.
Entsprechend, die fu¨r jede s ∈]0, 1] durch
expHs (v, ϕ, ·) = γv,ϕ(s) = expH(sv, sϕ)
definierte Abbildung expHs ist ein Diffeomorphismus von D auf seinem Abbild.
B.1.2 Das geometrische Problem des Handlungsreisenden
In diesem Absatz pra¨sentieren wir kurz die Kurve ω([0, 1]). Das ist eine hori-
zontale Kurve in H1 mit endlicher La¨nge, die sich im Sinne des geometrischen
Handlungsreisenden Problems nur schwer von H1-Geraden approximieren la¨sst
[40].
b
O
b
P0
b
P1
b
A1
b
A2
θ1θ2
Figure B.3: Die Kurve ω([0, 1])
Es handelt sich um eine fraktale Kurve, die man iterativ konstruiert. In
jedem Schritt wird ein horizontales Segment durch eine Linie ersetzt, die aus
vier horizontalen Segmenten besteht. In Figur B.3 sind die Projektionen in die
komplexe Ebene der ersten drei approximierenden Kurven (ω1, ω2, ω3) der Folge
(ωn)n∈N, die gegen ω konvergiert, dargestellt. Sei von nun an Z die Projektion
auf die Komplexe Ebene (z, t) 7→ t. Ausgehend von ω0, der Strecke von P0 nach
P1 konstruiert man ω1 als stu¨ckweise lineare Kurve mit denselben Endpunkten
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und konstanter Geschwindigkeit auf [0, 1], so dass die komplexen Projektionen
von ω0 und ω1 in jedem Punkt einen Winkel θ1 = 0, 2 einschließen. Die Kurven
Z(ω1) und Z(ω2) schließen zwei gleichschenklige Dreiecke ein, deren Fla¨chen
u¨bereinstimmen. In die Geometrie von H1 u¨bersetzt bedeuted das, dass sobald
ω0(0) = ω1(0) gilt, auch ω0(1) = ω1(1) gilt. Iterativ konstruiert man dann ωn+1
aus ωn, indem man fu¨r jedes Segment der Z(ωn) zwei gleichschenklige Dreiecke
gleicher Fla¨che bildet, die einen Winkel θn =
0,2
n einschließen. Daraus folgt,
dass sobald man konstante Geschwindigkeit auf [0, 1] voraussetzt, dass fu¨r alle
σ ∈ {0, 1, . . . , 4n} gilt
ωn(
σ
4n
) = ωn+1(
σ
4n
).
Man zeigt dann, dass die so konstruierte Folge konvergiert, und dass die Gren-
zkurve ω von endlicher La¨nge ist. Bei jedem Schritt vera¨ndert sich na¨mlich die
La¨nge der Kurve um einen Faktor cos(θn)
−1. Weil cos(θ) = 1− θ22 + o(θ2), folgt
die Konvergenz der La¨ngen aus der Konvergenz der Reihe
∑ 1
n2 .
Es folgen einige Definitionen, bevor wir zum Hauptresultat aus [40] kommen.
Die Zahlen βH(p, r)(E) sind definiert als
βH(p, r)(E) = inf
l H-gerade
(
maxp∈B(p,r)∩E dc(p, l)
r
)
.
Man betrachtet also den maximalen Abstand zwischen einer horizontalen Ger-
ade und den Punkten aus E, die in B(p, r) enthalten sind. Das Minimum
dieser Gro¨sse (nach einer Normalisierung) u¨ber alle horizontalen Geraden ist
βH(p, r)(E). Man definiert also
B(p, r)(E) =
∫
p∈H1
∫
r>0
β2
H
(p, r)
r4
drdL(p).
Jetzt ko¨nnen wir den Satz von Ferrari, Franchi und Pajot formulieren:
Satz B.1.2. (i) Sei E ⊂ H1 kompakt. Dann ist E enthalten in einer Kurve Γ
endlicher La¨nge l(Γ), wenn
B(E) ≤ +∞.
Außerdem infΓ⊃E l(Γ) ≤ C(diam(E) + B(E)) (wobei C eine feste Konstante
ist).
(ii) Falls γ eine Geoda¨te in H1 ist, dann B(E) < Cl(Γ), wobei C wieder
eine feste Konstante ist.
Dieser Satz ist das Analogon eines euklidischen Satzes von Peter Jones [62]
(siehe auch [91, 99]) in der Heisenberg-Gruppe. In dem Eulidischen Rahmen
gilt die zweite Aussage (ii) fu¨r alle rektifieziertbaren Kurven Γ. Unsere Kurve
Ω = ω([0, 1]) zeigt dass diese Aussage in dieser Allgemeinheit in der Heisenberg-
Gruppe nicht gilt. Das folgt aus eine genauen Analyse unterer Schranken
der Zahlen βH(p, r). Wenn auch die genaue Analyse etwas schwerfa¨llig ist,
so sind grobere Abscha¨tzungen recht einfach zu verstehen. In Kugeln der
Gro¨ssenordnung r sind die ersten ωn recht grobe Approximationen von ω. Eine
vernu¨nftige Anna¨herung erfolgt erst for n von der Gro¨ssenordnung − log4(r).
Nehmen wir also an, dass die Kugel genau eins der Segmente von ωn−1 un-
terteilt. Das horizontale Segment der La¨nge r ist dann eine recht gute Aprox-
imation von ωn durch eine H1-Gerade. Man nimmt also als charakteristischen
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Abstand zwischen ωn und der Approximation den Abstand der Mittelpunkte
der Kurven. Diese haben dieselben komplexen Projektionen, liegen aber auf
verschiedenen Ho¨hen, weil ωn eine zusa¨tzliche Fla¨che umschließt. Wenn wir
die unterschiedlichen Ho¨hen mit t und t′ bezeichnen, ist der Abstand |t − t′|
durch die Fla¨che eines der gleichschenkligen Dreiecke gegeben. Diese ist von
der Gro¨ssenordnung r2θn. Also ist der Abstand in H1 zwischen diesen Punkten
von der Gro¨ssenordnung r
√
θn und βH(p, r) ist folglich von der Gro¨ßenordunung
θn. Wenn man nun beachtet, dass die Punkte p, fu¨r die diese Abscha¨tzung gilt,
eine Fla¨che der Gro¨ssenordnung r3 u¨berstreichen, bekommt man das folgende
divergente Integral: ∫
1>r>0
1
r ln4(1/r)
.
B.1.3 Zwei nu¨tzliche Abbildungen
Hier definieren wir zwei Abbildungen, die nu¨tzlich in den na¨chsten Teilen sein
werden. Es handelt sich um die ZwischenpunktabbildungM und das geoda¨tische
Inverse I.
Die Abbildung M ist fu¨r (p, q, s) = H1×H1× [0, 1] definiert. Wir verwenden
aber auch die BezeichnungenMs(p, q) sowieMsp(q) fu¨r M(p, q, s). Wenn zp und
zq verschieden sind, ist M(p, q, s) eindeutig als ein Punkt m auf der Geoda¨ten
von p bis q bestimmt, wobei die Absta¨nde die Relationen dc(p,m) = sdc(p, q)
und dc(m, q) = (1− s)dc(p, q) erfu¨llen mu¨ssen. Es folgt dann, dass
M(p, q, s) = τp ◦ expHs ◦
(
expH
)−1 ◦ τ−1p (q)
und
M(p, q, s) = γp
(expH)−1(p−1·q)(s).
Hier erkennt man in γp
(expH)−1(p−1·q) die normalisierte Geoda¨te von p bis q.
Bemerkung B.1.3. Die Abbildung M in nicht wohldefiniert, wenn zp = zq, denn
es gibt in diesem Fall unendlich viele Geoda¨ten zwischen p und q (eine fu¨r jede
Kreislinie mit Fla¨che tq − tp durch zp).
Das geoda¨tische Inverse I ist die Abbildung, die einen Punkt p auf I(p)
abbildet, so dass 0H der Mittelpunkt der Geoda¨ten zwischen p und I(p) ist. Die
Abbildung I ist wohldefiniert und es gilt
I(p) = expH(− (expH)−1 (p)).
Dann wenn p = expH(v, ϕ), hat man I(p) = expH(−v,−ϕ).
Bemerkung B.1.4. Genauer gesagt ist diese Abbildung nur auf expH1/2(C ×
[−2pi, 2pi]) = expH(C × [−pi, pi]) wohl definiert. Man kann sehen, dass dies die
abgeschlossene Menge zwischen den zwei Parabolo¨ıden, die durch die Gleichung
|z|2 = ±2|t|/pi gegeben sind, ist. Außerhalb dieser Menge gibt es keine Kurven
mit Ende p und Mittelpunkt 0H, die globale Geoda¨ten sind.
Zuletzt geben wir noch die explizite Form der Jacobi Determinante von expH.
Es ist ein Teil des Beweises von Proposition B.1.1. Dort wird gezeigt, dass
Jac(expH) nirgendwo verschwindet.
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Proposition B.1.5. Die Jacobi-Determinante von expH ist
Jac(expH1 )(v, ϕ) =
{
4|v|2
(
sin(ϕ/2)
ϕ
)
sin(ϕ/2)−(ϕ/2) cos(ϕ/2)
ϕ3 fu¨r ϕ 6= 0,
|v|2/12 sonst.
Fu¨r 0 < s < 1 ist die Jacobi-Determinante von expHs gegeben durch
Jac(expHs )(v, ϕ) =
{
4s|v|2
(
sin sϕ2
ϕ
)
sin sϕ2 − sϕ2 cos sϕ2
ϕ3 fu¨r ϕ 6= 0,
s5|v|2/12 sonst.
B.1.4 Massenkontraktionseigenschaft MCP
Wir definieren die Maßkontraktionseigenschaft fu¨r einige metrische Maßra¨ume,
wie unter anderem die Heisenberg-Gruppe. Im Folgenden werden wir die Rech-
nungsschritte angeben, die ermo¨glichen MCP (0, 5) in H1 zu beweisen.
Die Maßkontraktionseigenschaft MCP wird erst seit dem Erscheinen der
Artikel von Sturm [105] und Ohta [89] als Erweiterung der Ricci Kru¨mmung
in metrischen Maßra¨umen betrachtet. Sie fu¨hren beide auf eine sehr a¨hnliche
Art eine solche Massenkontraktionseigenschaft ein, die den Vorteil hat fu¨r eine
sehr allgemeine Klasse von Ra¨umen wohldefiniert zu sein. Insbesondere macht
die Eigenschaft auch dann Sinn, wenn zwischen zwei Punkten immer unendlich
viele Geoda¨ten existieren. Die Ra¨ume, von denen man weiß, dass sie diese
Eigenschaft erfu¨llen sind aber meistens weit weniger kompliziert.
Da die allgemeine Definition schwerer zu formulieren ist, geben wir hier eine
einfachere Formulierung fu¨r den Fall, in dem eine messbare Abbildung
N : X ×X × [0, 1] → X
existiert, so dass es fu¨r ν⊗ν-fast jedes Punktepaar (p, q) eine eindeutige Geoda¨te
von p bis q gibt, die durch (N (p, q, s))s∈[0,1] gegeben ist (Fu¨r die Heisenberg-
Gruppe ist natu¨rlich M eine passende Abbildung). Dann erfu¨llt der metrische
Maßraum (X, d, ν) die Eigenschaft MCP (0, N) genau dann, wenn fu¨r fast jeden
Punkt p, fu¨r jede ν-messbare Menge E und fu¨r alle s ∈ [0, 1] gilt:
sNν(N−1p,s (E)) ≤ ν(E),
wobei Np,s = N (p, q, s). Wenn die Inverse Abbildung Np,s messbar ist, kann
man auch die direktere Formulierung
ν(Np,s(F )) ≥ sNν(F )
benutzen, die anschaulischer zeigt, dass RN die Eigenschaft MCP (0, N) erfu¨llt
(man hat dann eine Gleichheit). Diese Formulierung ist insbesondere im Fall
von H1 mo¨glich, weil Msp ein Homeomorphismus von {(zq; tq) ∈ H1 | zq 6= zp}
auf sein Bild ist und, weil die komplementa¨re Menge Maß null hat.
In der Heisenberg-Gruppe, kann man auch die Differenzierbarkeit der Kon-
traktionabbildung benutzen. Es ist na¨mlich hinreichend, eine unterere Schranke
fu¨r die Jacobi-Determinante von Msp zu haben. Fu¨r fast jedes Paar (p, q) und
fu¨r jede Zeit s ∈ [0, 1] will man
Jac(Msp)(q) ≥ sN
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haben. Die Invarianz unter Linkstranslationen macht hier einige Rechnungen
einfacher. Um MCP (0, 5) in H1 zu beweisen, genu¨gt es, die letzte Ungleichung
fu¨r p = 0H1 und N = 5 zu beweisen. Das ist genau der Ansatz, den wir
verfolgen werden. Man kennt fu¨r M0Hs auf H1 \ L den expliziten Ausdruck
expHs ◦
(
expH
)−1
. Die Jacobi-Determinante der s-Mittelpunkt Abbildung ist
dann fu¨r s ∈ (0, 1) im Punkt expH(v, ϕ) gegeben durch:(
Jac(expHs )
Jac(expH)
)
(v, ϕ).
Wir wollen zeigen, dass diese Funktion fu¨r alle s und jeden Punkt mit spha¨rischen
Koordinaten (v, ϕ) ∈ D gro¨sser als s5 ist. Es ist a¨quivalent zu zeigen, dass
Jac(expHs )
1/5 gro¨sser als die affine Funktion s Jac(expH)1/5 ist. Da beide gleich
in 0 und 1 sind, reicht es hierfu¨r zu zeigen, dass
Jac(expHs )
1/5(v, ϕ) = 4s|v|2
(
sin sϕ2
ϕ
)
sin sϕ2 − sϕ2 cos sϕ2
ϕ3
konkav in s ist und, dass es fu¨r jede (v, ϕ) ∈ D gilt. Da ϕ das Interval ]−2pi, 2pi[
durchla¨uft, und die Funktion in ϕ symmetrisch ist, besteht der Beweis darin zu
zeigen, dass
F (x) = x sin(x)(sin(x)− x cos(x))
1/5-konkav auf [0, pi] ist. Bei hinreichend oft differenzierbaren Funktionen weiß
man, dass eine Funktion F genau dann 1/5-konkav ist, wenn F ′′F−F ′2+F ′25 ≤ 0
gilt. Bei log-konkaven Funktionen ist die Bedingung F ′′F −F ′2 ≤ 0. Diese Log-
Konkavita¨t ist aber hier eine einfache Folge der Log-Konkavita¨t der Faktoren
a(x) = x, b = sin und c(x) = sin(x) − x cos(x) auf [0, pi]. Die Log-Konkavita¨t
eines Produkts, folgt leicht aus der Log-Konkavita¨t der Faktoren, denn ln(abc) =
ln(a) + ln(b) + ln(c). Wenn man also dies in den Ausdruck F ′′F − F ′2 + F ′25
einsetzt, erha¨lt man:
[
(a′′a− a′2)b2c2 + a2(b′′b− b′2)c2 + a2b2(c′′c− c2)]+ F ′2
5
.
Um die 1/5-Konkavita¨t zu zeigen, genu¨gt es also zu beweisen, dass in dem
Ausdruck
F ′2
5
− [(bc)2 + (ac)2 + (x2 − sin2(x))(ab)2] ,
der positive Term F
′2
5 nicht groß genug ist, um die Summe positiv zu machen.
Dieses Resultat erha¨lt man durch eine detaillierte Untersuchung der beiden
Terme (siehe [64]). Umgekehrt erha¨lt man durch eine Reihenentwicklung um
den Punkt s = 0, dass 5 tatsa¨chlich der optimale Exponent ist.
B.2 Optimaler Massentransport in H1
B.2.1 Definitionen
Die Theorie des optimalen Massentransport hat seit etwa zwanzig Jahren eine
gesteigerte Aufmerksamkeit genossen, seit neue Anwendungen in diversen Feldern
der Mathematik entdeckt wurden. In dieser Zusammenfassung beschreiben wir
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die Anwendung in der Geometrie, wie sie in den Arbeiten von Lott und Villani
[77, 78] sowie Sturm [104, 105] beschrieben werden. Diesen Autoren ist es gelun-
gen auf eine u¨berzeugende Art die Eigenschaft einer unteren Ricci-Schranke zu
haben, fu¨r metrische Maßrau¨me zu definieren - eine Eigenschaft, die bis dahin
nur fu¨r Riemannsche Mannigfaltigkeiten definiert war. Es handelt sich hierbei
um die Kru¨mmungs-Dimensions-Bedingung CD(K,N), wobei K ∈ R fu¨r die
Kru¨mmung und N ∈ [1,+∞] fu¨r die Dimension steht. Wir geben außerdem die
Argumente aus [64], die zeigen, dass fu¨r das Tripel (H1, dc,L) fu¨r kein Paar von
Parametern K und N eine solche Bedingung erfu¨llt ist. Der wichtigste Schritt,
der darin besteht CD(0, N) zu wiederlegen, ist vollzogen indem man zeigt, dass
eine generalisierte Brunn-Minkowski Ungleichung nicht gilt (siehe Abschnitt
B.3 sowie [64]). Dennoch wollen wir zuna¨chst den Massentransport allgemein
definieren und seine Realisierung in der Heisenberg-Gruppe besprechen. Die
bekannten Resultate stammen von Ambrosio und Rigot [7] und wurden in [42]
von Figalli und dem Autor vervollsta¨ndigt.
Als Startpunkt wa¨hlen wir das optimale Transportproblem von Monge-Kan-
torovich. Gegeben einen metrischen Raum (X, d) sowie zwei borelsche Wahrschein-
lichkeitsmaße µ0 und µ1 auf X betrachtet man das folgende Variationsproblem:
inf
pi
∫
X×X
d2(p, q)dpi(p, q). (B.3)
Hier nimmt man das Infimum u¨ber alle Wahrscheinlichkeitsmaße pi auf X ×X ,
deren Marginale µ0 und µ1 sind. Solche Maße nennt man auch Kopplun-
gen. In geometrischen Anwendungen ist die Kostenfunktion d2(p, q) die am
ha¨ufigsten betrachtete. Andere Kostenfunktionen c(p, q) spielen aber durchaus
auch eine Rolle in der allgemeinen Theorie. Die Wurzel von (B.3) nennt man
Wasserstein-Abstand und bezeichnet sie mit W (µ0, µ1). Der Wasserstein Ab-
stand ist tatsa¨chlich eine Metrik, wenn man ihn auf den Wasserstein-Raum
P2(X), der aus den Wahrscheinlichkeitsmaßen mit endlichem zweiten Moment
besteht, beschra¨nkt (ein Maß hat endliches zweites Moment, wenn das Intergral∫
X
d2(o, p)dµ(p) < +∞ fu¨r ein o ∈ X oder a¨quivalent fu¨r alle o). Fu¨r solche
Maße ist der Wasserstein-Abstand automatisch endlich. Es zeigt sich, dass dieser
Wasserstein Raum mit der Wasserstein-Metrik ein geoda¨tischer Raum ist, wenn
das fu¨r den Grundraum X gilt.
Wir stellen nun die Theorie im Spezialfall von X = H1 vor, wie in der Arbeit
von Ambrosio und Rigot (siehe [7] und [42]). Diese Resultate beno¨tigen den
Begriff der approximativen Differenzierbarkeit, wie er etwa in [4] beschrieben
wird. Fu¨r das Folgende ist es aber nicht unbedingt notwendig diesen Begriff
genau zu verstehen – man sollte nur beachten, dass es sich um eine Erweiterung
des gewo¨hnlichen Differenzierbarkeitsbegriffs handelt.
Proposition B.2.1. Sei µ0, µ1 ∈ P2(H1). Wir nehmen außerdem an, dass
dieses Maß absolutstetig bezu¨glich des Lebesgue-Maßes sind. Dann existiert eine
eindeutige optimale Kopplung pi von µ0 und µ1, und diese Kopplung ist durch
eine Abbildung T gegeben, d.h. pi = (Id⊗T )#µ0. Falls µ kompakten Tra¨ger hat,
dann existiert außerdem eine in µ0 fast jedem Punkt differenzierbare Funktion
ψ, so dass
T (p) := p · expH(Xψ(p) + iYψ(p),Tψ(p)).
Auch in dem Fall, wo µ0 keinen kompakten Tra¨ger hat, existiert ein Abbildung
ψ, die allerdings nur approximativ differenzierbar in µ0 fast jedem Punkt sein
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muss, so dass
T (p) := p · expH(X˜ψ(p) + iY˜ψ(p), T˜ψ(p)).
Ausgehend von diesem Resultat, kann man eine geoda¨tische Kurve von
Maßen in P2(H1) konstruieren. Illustrieren wir das an folgendem Bild: Ver-
gleichen wir die beiden Maße µ0 und µ1 mit zwei Ameisenhaufen (die in der
Heisenberg-Gruppe leben!). Die Dichte der Maße entspricht hierbei der Dichte
an Ameisen (die wir als ununterscheidbar annehmen). Der optimale Transport-
plan pi entspricht nun der optimalen Wanderung der Ameisen von der einen Kon-
figuration in die andere: Er minimiert die Summe der quadratischen Absta¨nde,
die die Insekten zuru¨cklegen mu¨ssen. Die Proposition besagt also, dass ein
solcher minimierender Plan der globalen Bewegung existiert und eindeutig ist,
jede einzelne Ameise weiß schon zum Zeitpunkt 0 genau, wo sie sich zum Zeit-
punkg 1 befinden wird. Zwischen den Zeitpunkten 0 und 1 bewegt sich jedes
Insekt mit gleichfo¨rmiger Geschwindigkeit entlang einer Geoda¨ten von seinem
Start- zu seinem Zielpunkt. Wenn man diese Bewegung zu einem Zwischenzeit-
punkt s ∈ [0, 1] anha¨lt, ergibt sich eine weitere Konfiguration µs. Mathematisch
ausgedru¨ckt handelt es sich um Ts#µ0, wobei
Ts(p) := x · expHs (X˜ψ(p) + iY˜ψ(p), T˜ψ(p)).
Auf diese Weise sind zwei weitere Transportpla¨ne zwischen µ0 und µs bzw.
zwischen µs und µ1 beschrieben: Man folgt einfach den Pfaden der Ameisen.
Der erste Transport hat Transportkosten s2W 2(µ0, µ1) und der zweite Trans-
portkosten (1 − s)2W 2(µ0, µ1). Aus der Tatsache, dass wegen der Dreieck-
sungleichung gilt W (µ0, µ1) ≤ W (µ0, µs) + W (µs, µ1) folgt, dass diese beiden
Transportpla¨ne wieder optimal sind und dass die Kurve (µs)s∈[0,1] eine Geoda¨te
des Wassersteinraums P2(H1) darstellt.
Mit einem a¨hnlichen Argument wie [7, Lemme 4.7] kann man sehen, dass fu¨r
µ fast jeden Punkt p die Kurve γp
X˜ϕ(p)+iY˜ϕ(p),T˜ϕ(p)
, die p mit T (p) verbindet, die
einzige Geoda¨te zwischen diesen beiden Punkten ist. Das heißt fu¨r die Ameisen,
die ja ein eindeutiges Ziel vor Augen haben, dass sie nur einen einzigen Weg
wa¨hlen ko¨nnen. Auf dem Niveau der Maße bedeuted diese Beobachtung, dass
es nur diese Geoda¨te zwischen µ0 und µ1 gibt. Diese Aussage ist im Allgemeinen
nicht richtig, wenn das Startmaß µ0 nicht absolutstetig ist. Als Gegenbeispiel
kann man etwa den Transport zwischen zwei auf L konzentrierten Maßen be-
trachten. Zwischen zwei verschiedenen Punkten auf L gibt es immer unendlich
viele Geoda¨ten und diese Eigenschaft u¨bertra¨gt sich auf das Niveau der Maße.
Bemerkung B.2.2. In dem Artikel [42] wird gezeigt, dass die Zwischenmaße µs
fu¨r 0 < s < 1 auch absolutstetig sind. Diese Beobachtung zeigt, dass der Unter-
raum Pac2 (H1) ⊂ P2(H1) der absolutstetigen Maße in P2(H1) ein vollsta¨ndiger
geoda¨tischer Raum ist. Die Frage bezu¨glich der Absolutstetigkeit war in [7]
gestellt worden. Im Absatz B.2.2 werden wir sehen, dass die Techniken, die
man verwendet um diese Aussage im Riemannschen Fall zu zeigen, sich nicht
auf die Heisenberg-Gruppe anwenden lassen.
Wir erkla¨ren nun, was man unter der Bedingung CD(0, N) versteht. Fu¨r
eine N -dimensionale Riemannsche Mannigfaltigkeit mit dem Volumenmaß gilt
diese Eigenschaft genau dann, wenn die Ricci-Kru¨mmung in jedem Punkt nicht-
negativ ist. Fu¨r die allgemeine Definition betrachte einen metrischen Maßraum
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(X, d, ν). Wir betrachten wieder den optimalen Transport zwischen absolut-
stetigen Maßen und man analysiert wie die Re´nyi Entropie dieser Maße sich im
Laufe der Zeit vera¨ndern. Dieses Entropiefunktional ist definiert durch
EntN (µ | ν) =
{
− ∫X ρ1−1/Ndν wenn dµ = ρdν
+∞ wenn µ nicht absolutstetig ist .
Fu¨r N = +∞ nimmt man die Boltzmann-Entropie:
Ent∞(µ | ν) =
{∫
X
ρ ln(ρ)dν wenn dµ = ρdν
+∞ wenn µ nicht absolutstetig ist .
Grob gesprochen misst die Entropie, wie sehr die Masse eines Maßes auf den
Raum verteilt ist: Ein Maß, dass die Masse recht gleichma¨ßig bezu¨glich ν
verteilt, hat eine eher kleine Entropie, wa¨hrend ein Maß, dass die Masse um
wenige Punkte konzentriert, eine große Entropie hat. Folgende einfache Rech-
nung macht diese Aussage quantitativer: Fu¨r eine Menge vom ν-Maß V ergibt
sich fu¨r die Entropie −V 1/N . Die Definition der Kru¨mmungs-Dimension Bedin-
gung lautet dann wie folgt:
Definition B.2.3. Sei N ∈ [1,+∞]. Der metrische Maßraum (X, d, ν) erfu¨llt
CD(0, N), wenn fu¨r jedes Paar (µ0, µ1) absolutstetiger Maße eine Geoda¨te
(µs)s∈[0,1] in Pac2 mit konstanter Geschwindigkeit existiert, so dass fu¨r jedes
s gilt
EntN (µs | ν) ≤ (1 − s) EntN (µ0 | ν) + sEntN (µ1 | ν).
Fu¨r die Ameisen, die sich auf dem Raum bewegen heißt diese Bedingung,
dass entlang ihres Weges die Ameisen gleichma¨ssiger u¨ber den Raum verteilt
sind als zu Beginn und Ende ihrer Reise. Entlang des Weges entfernen sie sich
voneinander und kommen erst gegen Ende des Weges an anderen Orten wieder
Na¨her zueinander.
Unser Resultat u¨ber die Heisenberg-Gruppe sagt nun, dass dieses Verhalten
in der Heisenberg-Gruppe nicht auftritt. Der Beweis findet sich im Abschnitt
B.3.
Bemerkung B.2.4. Da in der Heisenberg-Gruppe die Eindeutigkeit der Geoda¨ten
in Pac2 (H1) gilt, kann man sich schnell davon u¨berzeugen, dass die Bedingung
CD(0, N) a¨quivalent zur Konvexita¨t der Entropie entlang dieser Geoda¨ten ist.
Das bedeutet, dass die Bedingung CD(0, N) hier etwas schwa¨cher ist als im
allgemeinen Fall. Wenn man zum Beispiel den Mittelpunkt der Maße µ1/4 und
µ3/4: fu¨r den betrachteten Transport handelt es sich hierbei offenbar um µ1/2.
Die allgemeine Bedingung CD(0, N) fordert aber nur, dass eine Geoda¨te ex-
istiert, die die richtigen Interpolationseigenschaften hat - nicht unbedingt aber,
dass es sich dabei um die Geoda¨te handelt, die man kennt.
B.2.2 Absolutstetigkeit entlang des Transports
Das Verku¨rzungsprinzip von Monge-Mather ist detailliert im Buch von Ce´dric
Villani [109, Chapitre 8] beschrieben. Wir benutzen dieses Prinzip um eine
Ungleichung u¨ber den Massentransport in (Ts#µ0)s∈[0,1] zu zeigen. Aus dieser
Ungleichung kann man unter der Hypothese, dass das Startmaß absolutstetig
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bezu¨glich des Hausdorff-Maßes des Raums ist die Absolutstetigkeit der Zwis-
chenmaße folgern. Wir beginnen mit folgender Beobachtung: Fu¨r µ0 ⊗ µ0 fast
alle Punkt-Paare (a, b) treffen sich die Kurven Ts(a) und Ts(b) fast sicher nicht
zu einem fixierten Zeitpunkt s < 1. Wu¨rde dies na¨mlich passieren, so ko¨nnte
man den Transport verku¨rzen indem man die Kurven mischt: Das Ende jeder
Kurve ko¨nnte durch das Ende der anderen ersetzt werden. Auf diese Weise
entstu¨nde ein besserer Transportplan. Nehmen wir fu¨r den Moment an, es gilt
eine Quantitative Version dieser Beobachtung vom Typ
d(Ts(a), Ts(b)) ≥ Cd(a, b). (B.4)
Daraus ko¨nnen wir schlussfolgern, dass
dHnd (Ts(E)) ≥ CnHnd (E). (B.5)
Hierbei bezeichnet Hnd das n-dimensionale Hausdorff-Maß fu¨r den Abstand d.
Davon ausgehend gilt fu¨r jede Menge F vom Hausdorff-Massß 0, dass au-
tomatisch auch T−1s (F ) Hausdorff-Massß 0 hat, denn F = Ts(T
−1
s (F )). Aus
der Absolutstetigkeit von µ bezu¨glich Hnd folgt dann µ0(T−1s (F )) = 0. Da die
Abbildung Ts einen optimalen Transportplan zwischen µ0 und µs erzeugt folgt
also µs(F ) = 0. Insgesamt ko¨nnen wir also festhalten, dass µs absolutstetig
bezu¨glichHnd ist. Insbesondere wu¨rde eine Ungleichung vom Typ (B.4) die Frage
von Ambrosio und Rigot positiv beantworten, da fu¨r die Heisenberg-Gruppe das
Lebesgue-Maß mit dem vierdimensionalen Hausdorff-Maß u¨bereinstimmt. In
[42] wird aber gezeigt, das die Ungleichung (B.4), im Gegensatz zum klassischen
Fall einer Riemannschen Mannigfaltigkeit, in der Heisenberg-Gruppe nicht gilt:
Die Rechtsmultiplikation mit dem Vektor (1, 0, 0) genu¨gt als einfaches Gegen-
beispiel.
Fu¨r H1 muss man also einen anderen Ansatz finden. Die Beweisidee in [42]
greift die vorherigie Strategie auf dem Niveau der Ungleichung (B.5) auf. Eine
a¨hnliche Version, in der nur die Konstante C durch (1 − s)5 erstzt ist, wird
gezeigt. Das ist wegen der Stabilita¨t der Massentransport Techniken mo¨glich,
die es erlauben den notwendigen Grenzu¨bergang zu rechtfertigen. Das Maß µ1
wird als schwacher Limes einer Folge diskreter Maße µk1 =
1
k
∑k
i=1 δyi betrachtet.
Fu¨r jeden einzelnen dieser optimalen Transportpla¨ne (T ks #µ0)s∈[0,1] von µ0 nach
µk1 kann man, wie unten erkla¨rt, eine Ungleichung
L(T ks (E)) ≥ (1− s)5L(E), (B.6)
als Konsequenz von MCP (0, 5) und der Injektivita¨t der Transportungleichung
folgern.
Es wird dann mit Hilfe einiger Standart-Resultate u¨ber Massentransport
gezeigt, dass diese untere Abscha¨tzung fu¨r L(T ks (E)) auch im Limes gilt. Genau
wie vorher zeigt das dann die Absolutstetigkeit der Maße fu¨r s < 1. Wir ver-
weisen den interessierten Leser fu¨r die detaillierte Rechtfertigung dies Grenz-
u¨bergangs zu ([109, Chapitre 7 et Corollaire 5.21]).
Kommen wir dennoch noch einmal zu der Ungleichung (B.6) zuru¨ck, um den
Zusammenhang zu der Bedingung MCP darzustellen. Am einfachsten geht das
im Fall k = 1: Betrachten wir dafu¨r den Transport von µ0 zu µ
1
1 = δy1 . Offen-
bar gibt es nur einen mo¨glichen Transportplan und dieser ist notwendigerweise
optimal: Jedes Volumenelement wird zu y1 transportiert und dieser Transport
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verla¨uft entlang von µ0-fast sicher eindeutigen Geoda¨ten. Man erha¨lt also µ1
fast sicher
T 1s (q) = M1−sy1 (q)
und die Volumenabscha¨tzung folgt somit aus MCP (0, 5).
Im allgemeinen Fall k > 1 kann man die Ungleichung (B.6) zeigen, indem
man sich an die Injektivita¨t des Transports erinnert. Schreibe dafu¨r zuna¨chst E
als disjunkte Vereinigung von Mengen (Ej)
k
j=1 auf denen die Abbildung T
k
s mit
der Mittelpunktabbildung Msyj u¨bereinstimmt. Da MCP fu¨r jede der Mengen
Ej eine Ungleichung vom Typ (B.6) liefert, genu¨gt es, sich davon zu u¨berzeugen,
dass man diese Ungleichungen summieren kann. Da aber der Transport injektiv
ist, sind die Mittelmengen T sk (Ej) = Msyj (Ej) disjunkt und man erha¨lt die
gewu¨nschte Abscha¨tzung.
B.3 Kru¨mmungsdimension in H1 : Hoffnungen
und Entta¨uschungen
Wie wir bereits oben erkla¨rt haben, generalisieren die Kru¨mmungs-Bedingungen
CD und MCP Kru¨mmungsschranken im Sinne, dass die definierenden Krite-
rien im Fall Riemannscher Mannigfaltigkeiten a¨quivalent zu solchen Schranken
sind. Allerdings ist dies nicht die einzige Rechtfertigung fu¨r die Aussage, dass
dieses Konzept eine sinnvolle Verallgemeinerung von Kru¨mmungsschranken fu¨r
metrischen Maßra¨ume ist. Lott, Sturm und Villani haben gezeigt, dass metrische
Maßra¨ume, die diese Bedingungen erfu¨llen, auch automatisch weitere Eigen-
schaften besitzen, die im Riemannschen Rahmen von Kru¨mmungsschranken im-
pliziert werden. Unter diesen Eigenschaften sind der Satz von Bishop-Gromov,
der Satz von Bonnet-Myers aber auch insbesondere eine lokale Poincare´ Ungle-
ichung (zumindest, wenn die Zusatzforderung nach fast sicherer Eindeutigkeit
der Geoda¨ten erfu¨llt ist).
Ein weiterer wesentlicher Punkt ist das Stabilita¨tsverhalten dieser Eigen-
schaften unter der Konvergenz von metrischen Maßra¨ume. Insbesondere gilt fu¨r
die Abstandsfunktion, die von Sturm in [104] beschrieben wird –ein Abstandsbe-
griff, der die Idee des Gromov-Hausdorff Abstands mit der des Massentransports
verbindet– dass eine konvergente Folge Riemannscher Mannigfaltigkeiten, die
gleichma¨ßigCD(K,N) erfu¨llt und außerdem beschra¨nkte Durchmesser aufweist,
gegen einen metrischen Maßraum (X, d, ν) konvergiert, ebenfalls CD(K,N)
erfu¨llt und derselben Schranke fu¨r den Durchmesser genu¨gt. Fu¨r mehr Details zu
dieser Theorie verweisen wir auf die urspru¨nglichen Arbeiten [77, 78, 104, 105]
oder das sehr detaillierte Buch von Villani [109]. Wir werden nun die bei-
den Eigenschaften MCP (0, 5) und CD(05) vergleichen. Zuna¨chst ist hierbei
festzuhalten, dass falls fast sicher eindeutige Geoda¨ten zwischen zwei Punk-
ten existieren, CD(K,N) immer MCP (K,N) impliziert. Zuna¨chst scheint es
vernu¨nftig anzunehmen, dass auch die Umkehrung gu¨ltig ist. Die Definition
B.2.3 von CD fordert die Konvexita¨t der Entropie Ent5 entlang der Geoda¨ten
von P2(H1). Tatsa¨chlich ist es so, das in H1 wichtige Beispiele fu¨r Trans-
portpla¨ne diese Eigenschaft erfu¨llen: Das erste Beispiel hierfu¨r ist Transport
durch Kontraktion. Um hier die Konvexita¨t der Entropie zu sehen, verwen-
det man eine Versta¨rkte Maß-Kontraktionseigenschaft. Eine zweite Klasse von
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Beispielen umfasst alle Transportpla¨ne die Hochhebungen von optimalen Trans-
portpla¨nen in der Ebene R2 sind.
Wir sind in der Lage die Konvexita¨t der Entropie fu¨r diejenigen Trans-
portpla¨ne zu zeigen, die in einem Dirac-Maß δy enden, die wir ja schon im
Absatz B.2.2 kennengelernt haben. Das Argument ist nicht genau MCP son-
dern die 1/5 Konkavita¨t der Jacobi-Determinante der Kontraktion zu y, eine
etwas sta¨rke Eigenschaft, die uns erlaubt hat MCP zu beweisen. Widerholen
wir die Notation von oben: (µs)s∈[0,1[ ist eine Geoda¨te mit einem Ende µ11 = δy1 .
Alle Maße sind absolutstetig mit Ausnahme von µ11, was eine unendliche En-
tropie aufweist. Berechnen wir also die Entropie fu¨r s < 1:
Ent5(ρs | L) = −
∫
Mys (H1)
ρ1−1/5s (y) dy
= −
∫
H1
(ρs ◦ Ts)1−1/5(x) Jac(Ts)(x) dx
= −
∫
(ρs ◦ Ts Jac(Ts))1−1/5 Jac(Ts)1/5
= −
∫
ρ
1−1/5
0 (Jac(Ts))
1/5.
Bevor wir zum Resultat kommen, diskutieren wir kurz die Rechtfertigung dieser
Rechnung. Die zweite Zeile folgt aus der der ersten durch eine Variablensubsti-
tution, die gilt, weil Ts auf H1 \ qL C∞ ist. Die dritte Zeile folgt durch einige
algebraische Umformungen aus der zweiten und die Schlussfolgerung folgt aus
der Gleichung ρ0 = ρs(Ts(x)) Jac(Ts), die aus der Defintion des Bildmaßes folgt
µs = Ts#µ0. Ausgehend von dieser Beziehung und von der Konkavita¨t von
Jac(Ts)
1/5, die wir ja schon im Absatz B.1.4 gezeigt hatten, sieht man dann,
dass die 5-dimensionale Renyi Entropie entlang dieser Kontraktions-Geoda¨ten
konvex ist.
Dieselbe Beweisfu¨hrung bleibt auch im Falle diskreter Maße µk1 gu¨ltig und
man ko¨nnte annehmen, dass sich die allgemeine Aussage wie eben durch Approx-
imation mit solchen diskreten Maßen gewinnen ließe. Allerdings scheitert dieser
Beweisversuch an dem Fehlen eines gu¨ltigen Arguments fu¨r den Grenzu¨bergang.
Wir werden insbesonder im Satz B.3.1 zeigen, dass in H1 keine Eigenschaft
CD(0, N) gilt.
Die zweite Klasse von optimalen Transportpla¨nen, entlang derer die En-
tropie konvex ist, ha¨ngt nicht direkt mit MCP zusammen sondern mit den
besonderen Eigenschaften von H1. Der Satz von Ambrosio und Rigot entha¨lt
noch eine weitere Aussage, die wir oben in B.2.1 noch nicht erwa¨hnt hatten. Es
handelt sich hierbei um eine Klassifikation derjenigen Abbildungen, die als opti-
male Transport Abbildungen in Frage kommen. Insbesonder kann man zeigen,
dass die Funktionen von der Form ψ(z; t) = θ(z) fu¨r die θ(z) + |z|
2
2 konvex auf
C ist, solche Abbildungen sind. Im euklidischen Fall ist bekannt, dass diese
Abbildungen θ schon alle optimalen Transportpla¨ne umfassen [18]: Alle opti-
malen Transportabbildung aus einem absolutstetigen Maß sind von der Form
T (x) = x + ∇θ. Da nun die Ricci Kru¨mmung der Rd u¨berall 0 ist, erfu¨llt der
euklidische Raum auch CD(0, N) fu¨r N ≥ d und somit ist die Entropie entlang
eines optimalen Transports konvex.
Daher werden die optimalen Transportpla¨ne (µs)s∈[0,1] dieser Form in H1
von der Projektionsabbildung Z : (z; t) → z auf optimale Transportpla¨ne
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(Z]µs)s∈[0,1] von R2 in C abgebildet, die gegeben sind durch die Abbildung
θ. Man weiß sogar mehr, weil die Konvexita¨t der Entropie EntN fu¨r N ≥ 2 fu¨r
Transportpla¨ne der Form T (x) = x + ∇θ zeigen la¨sst. Daher hat man fu¨r die
optimalen Transportpla¨ne f¨r ψ(z; t) = θ(z) sogar die Konvexita¨t der zweidimen-
sionalen Entropie – ein viel sta¨rkeres Resultat als MCP (0, 5) vermuten lassen
wu¨rde.
Trotzdem beinhalten diese beiden großen Klassen von Transportpla¨nen bei
Weitem nicht alle optimalen Transportpla¨ne in H1. Im folgenden Satz stellen
wir einen bestimmten Massentransport vor, fu¨r den die Entropie fu¨r keine Di-
mension N konvex ist.
Satz B.3.1. Die Eigenschaft CD(0, N) gilt in der Heisenberg-Gruppe fu¨r kein
N ∈ [1,+∞].
Halten wir hierfu¨r ein N ≥ 1 fest. Wir konstruieren nun einen Transport fu¨r
den die Entropie EntN nicht konvex ist. Dieses Beispiel ha¨ngt nicht einmal von
der Dimension ab.
Sei r > 0 hierfu¨r ein (kleiner) Parameter. Betrachte Br, den euklidis-
chen Ball vom Radius (in R3) mit Mittelpunkt (1, 0, 0) und Ir := I(Br) seine
geoda¨tische Konjugierte. Diese beiden Mengen haben dasselbe Volumen Vr =
4
3pir
3, denn die spha¨rischen Koordinaten, die diese beiden Mengen beschreiben
stimmen bis auf Vorzeichen u¨berein und es gilt die Gleichheit der Jacobi Deter-
minanten Jac(expH)(−v,−ϕ) = Jac(expH)(v, ϕ). Die Maße die wir nun betra-
chten, sind einfach die uniformen Verteilungen auf diesen beiden Mengen.
µ0 = 1Br/Vr , µ1 = 1Ir/Vr.
Fu¨r alle N stimmt die Entropie EntN von µ0 und µ1 u¨berein und nimmt den
Wert −(Vr)1/N beziehungsweise − ln(Vr) fu¨r N = +∞ an. Wir zeigen nun, dass
EntN (µ1/2) > −(Vr)1/n fu¨r hinreichend kleine r, was genu¨gt um die Konvexita¨t
von EntN zu widerlegen. Die Konstruktion der Maße µ0 und µ1 ergibt sofort,
dass µ1/2 in Mr = M1/2(Br, Ir), der Menge der Mittelpunkte zwischen den
Punkten in Br und den geoda¨tisch konjugierten konzentriert ist.
Mr = {M(p, I(q)) | (p, q) ∈ (Br)2}.
Daher gilt
EntN (µ1/2) = −
∫
Mr
ρ
1−1/N
1/2
= L(Mr)
∫
Mr
−ρ1−1/N1/2 (x)
dx
L(Mr)
≥ L(Mr)
(
−
(∫
Mr
ρ1/2(x)
dx
L(Mr)
)1−1/N)
≥ −(L(Mr))1/N
Fu¨r N = +∞ findet man außerdem EntN (µ1/2) ≥ − ln (L(Mr)). Diese Rech-
nung auf Grundlage der Jensen’schen Ungleichung zeigt, dass unter den Wahrschein-
lichkeitsmaßen, die auf einer gegebenen Menge konzentriert sind, die unifor-
men Verteilungen diejenigen mit der schwa¨chsten Entropie sind. Das stimmt
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auch mit unserem Bild der Ameisen u¨berein: Je gleichma¨ßiger sich die Ameisen
verteilen und je weiter sie sich ausbreiten, umso kleiner wird die Entropie. Um
den Beweis zu beenden genu¨gt es nun zu zeigen, dass L(Mr) < Vr.
Analysieren wir hierfu¨r noch einmal genauer die Menge Mr. Das ist die
U¨berlagerung (mathematisch gesprochen die Vereinigung) von Mittelmengen
M1/2(I(p), Br), wenn p den Ball Br durchla¨uft Diese Vereinigung ist bei weitem
nicht disjunkt und daher ist die Menge Mr auch relativ klein.
Genauer gesagt ist 0H in jeder Menge M1/2(I(p), Br) enthalten, wenn der
Zeitpunkt in der Mitte von p und I(p) liegt. Mit ein wenig Analysis (siehe [64])
erha¨lt man genauer gesagt:
M1/2(I(p), Br) ⊂ DM1/2I(p)(p).(Br − p) +B(0H, o(r)). (B.7)
Hier sind die Operationen + und − im Sinne von R3 zu verstehen und
B(0, o(r)) ist eine euklidische Kugel mit Mittelpunkt 0H und einem Radius, der
klein gegen r ist. Diese Inklusion bleibt wahr, wenn man gleichma¨ßigDM1/2I(p)(p)
durch DM1/2(−1,0,0)(1, 0, 0) ersetzt, was wiederum nahe bei p = (1, 0, 0) liegt, dem
Mittelpunkt der Kugel Br. In diesem Fall ist bleibt das o(r) in (B.7) wahr,
sobald man den Rest durch eine gro¨ßere Funktion ersetzt, die trotzdem uniform
in p klein gegen den Radius bleibt. Jedoch kann man die Inklusionen vereinigen
und bekommt
Mr ⊂ DM1/2(−1,0,0)(1, 0, 0).(Br −Br) +B(0, o(r)).
Die Menge Br − Br ist einfach die euklidische Kugel mit Radius 2r. Folglich
ihr sein Volumen 8Vr. Man erha¨lt ein Ellipsoid mit Volumen Vr/4 indem man
das Bild von eine affine Abbildung mit Determinante 1/25 nimmt. Die Mr
enthaltende Menge, die wir betrachten ist der o(r)-Schlauch um so ein Ellipsoid
mit Volumen a¨quivalent zu Vr/4. Fu¨r r klein genug folgt daraus L(Mr) < Vr,
was fu¨r den Beweis genu¨gt, wie schon aufgewiesen.
B.4 Gradientenfluss in der Heisenberg-Gruppe
Die Geoda¨ten sind nicht die einzigen interessanten Kurven des Wasserstein-
Raumes. Als erster haben Jordan, Kinderlehrer und Otto [63], die Idee gehabt,
den Wa¨rmeleitungsfluss als eine Kurve des euklidischen Wasserstein-Raumes,
P2(Rn) zu betrachten. Sie haben festgestellt, dass es sich formal bei P2(Rn) um
eine unendlichdimensionale Mannigfaltigkeit handelt und, dass die Evolution
der Wa¨rme in diesem Maßraum eine Integralkurve des formalen Gradienten von
−Ent∞ entspricht. Trotz des Vorzeichnens bezeichnet man diese Entwicklung
als Gradientenfluss der Entropie. Das Entropiefunktionnal ist na¨mlich eine reale
Funktion vo P2(Rn) und es scheint, dass die Wa¨rme auf die Weise verteilt, dass
sie zu jedem Zeitpunkt die Entropie am besten minimiert.
Seitdem wurden Versuch unternommen, diese Beobachtung rigoros zu machen,
und sie auf weitere Funktionale bzw. weitere Klassen von Funktionalen zu er-
weitern. Hierbei hat es sich als einfacher erwiesen, Funktionale zu betrachten,
die entlang der Massentransporten Konvexita¨tseigenschaften aufweisen (siehe
etwa [4]). Wie schon erwa¨hnt, ist diese Konvexita¨t fu¨r die Entropien auf eine
nach unten beschra¨nkte Ricci Kru¨mmung zuru¨ckzufu¨hren. Wa¨hrend es mo¨glich
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ist, den Gradientenfluss von Ent∞ zum Beispiel fu¨r Mannigfaltigkeiten mit einer
unteren Schranke [35, 96], Alexandrov Ra¨ume [88] und Hilber Ra¨ume [4] zu
definieren, scheint es schwieriger zu sein, dieselbe Arbeit fu¨r die Heisenberg-
Gruppe zu beabsichtigen. Trotzdem kann man interessante Resultate finden
indem die H1 durch Manigfaltigkeiten H
ε
1 approximiert wird, wobei ε > 0 gegen
Null geht. Diese Manigfaltigkeiten haben konstante unteren Ricci Kru¨mmung
Schranke −12ε2 , die gegen −∞ divergiert.
Der natu¨rliche Operator zu H1 wird durch
∆H = X
2 +Y2
definiert. Es handelt sich um einem hypoelliptischen Operator, weil X und Y
die sogenannte Ho¨rmander-Bedingung erfu¨llen : X, Yund ihrer Lie Klammer
T erzeugen die ganze Lie Algebra. Diese subelliptische Diffusion ist gut ver-
standen. Die Wa¨rmeleitungshalbgruppe erha¨lt man durch die Faltung mit einer
generalisierten Gaußschen Verteilung, deren explizite Form und einige damit
verbundene Abscha¨tzungen seit dem Artikel von Gaveau [49] bekannt sind.
Die Definition, die wir fu¨r den Gradientenfluss angenommen haben ist beson-
ders allgemein. Diese Definition fordert, dass der Fluss (µs)s∈I in fast jeden
Zeitpunkt eine metrische Geschwindigkeit |µ˙s| (im Sinne von [9]) haben muss
und, dass diese Geschwindigkeit mit der Steigung der Entropie u¨bereinstimmen
muss, welche wie folgt definiert ist:
Slope(Ent∞)(µ) = max
(
0, lim sup
ν→µ
Ent∞(µ)− Ent∞(ν)
W (µ, ν)
)
.
Außerdem muss die Ableitung von Ent∞(µs) –die absolutstetig sein muss– gleich
− Slope(Ent∞)(µs) · |µ˙s| sein.
Mit dieser Definition und durch die Approximation von H1 durch H
ε
1 erha¨lt
man den Zusammmenhang zwischen Gradientenfluss und subelliptische Diffu-
sion in beide Richtungen. Dennoch beno¨tigt der Beweis dieses Satzes zwei
zusa¨tzlichen Voraussetzungen: einerseits die Kompaktheit des Tra¨gers zum Zeit-
punkt 0, anderseits die Existenz eine Ableitung in der dritten Koordinate.
Satz B.4.1. Sei (ρs)s∈]0,+∞[ die Lo¨sung der subelliptischen Wa¨rmeleitungs-
gleichung: {
∆Hρs = ∂sρs
ρ0dL = µ0
(B.8)
in H1, wobei µ0 einen kompakten Tra¨ger habe. Dann ist die Kurve (µs)s≥0
der Maße mit Dichte (ρs)s≥0 ein Gradientenfluss der Entropie Ent∞.
Umgekehrt sei (µs)s∈I ein Gradientenfluss der Entropie in P2(H1). Angenom-
men es gibt fu¨r jede s ∈ I eine schwache Ableitung Tρs mit∫
(Tρs)
2
ρs
< +∞,
dann ist ρs Lo¨sung der elliptischen Wa¨rmeleitungsgleichung.
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Abstracts
In dieser Doktorarbeit betrachten wir die Heisenberg-Gruppe Hn = R
2n+1 mit
dem Carnot-Carate´odory Abstand dc und dem Lebesgue Maß L2n+1. In Kapitel
1, im Zusammenhang mit dem geometrischen Problem des Handlungsreisenden,
konstruieren wir eine Kurve ω endlicher La¨nge, die jedoch nicht das Kriterium
von Ferrari, Franchi und Pajot erfu¨llt, das sicher stellt, dass eine Menge im
Bild einer rektifizierbaren Kurve enthalten ist. Wir erhalten des Weiteren eine
feine Abbscha¨tzung der Jacobi-Determinante fu¨r diejenigen Abbildungen, die
eine Menge entlang von Geoda¨ten zu einem Punkt kontrahieren. Dies ist im
Wesentlichen a¨quivalent zu der MassenkontraktionseigenschaftMCP (0, 2n+3).
Mit Hilfe dieser Abscha¨tzung beantworten wir eine Frage von Ambrosio und
Rigot zum Optimaltransport in Hn positiv. Wir beweisen na¨mlich im Kapitel
2, dass die Maße auf einer Geoda¨te des Wasserstein-Raumes absolutstetig ist,
sobald ein Ende dieser Kurve absolutstetig ist. In Kapitel 3 zeigen wir, dass die
Kru¨mmungs-Dimension-Bedingung CD(K,N) durch kein K ∈ R und kein N ∈
[1,+∞] erfu¨llt wird. Wir betrachten außerdem fu¨r Hn andere metrische Defini-
tionen der Kru¨mmung. Abschließend weisen wir in Kapitel 4 auf den Zusammen-
hang zwischen dem Wasserstein-Gradientenfluss der Bolzmann-Entropie und
subelliptischer Diffusion hin.
Schlu¨sselwo¨rter: Heisenberg-Gruppe, Optimaltransport, Ricci Kru¨mmung,
Problem des Handlungdreisenden, Gradientenfluss
Klassifikation: 28A33, 28A75, 28A80, 32Q10, 53C17, 60J60
On conside`re le groupe de Heisenberg Hn = R
2n+1 avec la distance de
Carnot-Carathe´odory dc et la mesure de Lebegue L2n+1. Dans le premier
chapitre, dans le cadre du proble`me du voyageur de commerce ge´ome´trique
de H1, on construit une courbe de longueur finie qui pourtant ne ve´rifie pas le
crite`re de Ferrari, Franchi et Pajot e´tablissant qu’un ensemble est contenu dans
une courbe rectifiable. On montre aussi une ine´galite´ sur le de´terminant jaco-
bien des applications de contraction sur un point qui suivent les ge´ode´siques.
Cette ine´galite´ est essentiellement e´quivalente a` la Proprie´te´ de Contraction de
Mesure MCP (0, 2n + 3). Graˆce a` cette proprie´te´ on re´pond positivement au
Chapitre 2 a` une question d’Ambrosio et Rigot a` propos du transport de mesure
dans Hn (travail en commun avec Figalli). Il s’ave`re en effet que les mesures
traverse´es par une ge´ode´sique de l’espace de Wasserstein sont absolument con-
tinues de`s qu’une extre´mite´ de la ge´ode´sique l’est. Au Chapitre 3 on de´montre
que la Courbure-Dimension CD(K,N) de´finie par transport de mesure n’est
pas ve´rifie´e pour Hn et que cela vaut quels que soient les parame`tres K ∈ R
et N ∈ [1,+∞]. On discute aussi d’autres proprie´te´s de courbures dans le cas
du groupe de Heisenberg. Le Chapitre 4 est de´die´ a` la correspondance entre
l’e´quation de la chaleur sous-elliptique et le flot de gradient de l’entropie de
Bolzmann dans l’espace de Wasserstein.
Mot-Clefs: Groupe de Heisenberg, transport optimal, courbure de Ricci,
proble`me du voyageur de commerce, flot de gradient
Classification: 28A33, 28A75, 28A80, 32Q10, 53C17, 60J60
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Abstract
In this thesis we consider the Heisenberg group Hn = R
2n+1 with its Carnot-
Carathe´odory distance dc and the Lebesgue measure L2n+1. In Chapter 1, in
relation with the geometric traveling salesman problem in H1, we construct
a curve of finite length that does not satisfy the criterion of Ferrari, Franchi
and Pajot about sets contained in the range of a rectifiable curve. We also
prove a sharp Jacobian estimate of that maps that contract sets to a point
going along geodesics. This is essentially equivalent to the Measure Contraction
Property MCP (0, 2n+ 3). With this estimate we answer positively a question
by Ambrosio and Rigot about optimal transport in Hn (common work with
Figalli). Indeed, in Chapter 2 we prove the absolute continuity of the measure of
Hn on a Wasserstein geodesic starting from an absolutely continuous measure.
In Chapter 3, we prove that the Curvature-Dimension CD(K,N) condition
defined by optimal transport does not hold for any K ∈ R and N ∈ [1,+∞].
We also discuss other metric curvature properties in the case of Hn. Finally
Chapter 4 is devoted to the concordance of the subelliptic “heat” equation and
the Wasserstein gradient flow of the Bolzmann entropy.
Keywords
Heisenberg group, optimal transport, Ricci curvature, traveling salesman prob-
lem, gradient flow
Classification
28A33, 28A75, 28A80, 32Q10, 53C17, 60J60
