Using Genetic Algorithms to Improve Support Vector Regression in the Analysis of Atomic Spectra of Lubricant Oils by Fernández-Lozano, Carlos et al.
Engineering Computations. 2016; 33(4): 995-1005 
Using genetic algorithms to improve support vector regression in 
the analysis of atomic spectra of lubricant oils 
Carlos Fernandez-Lozano, Francisco Cedrón, Daniel Rivero and Julian Dorado 
Information and Communications Technologies Department, University of A Coruña, A Coruña, Spain 
José Manuel Andrade-Garda 
Analytical Chemistry Department, University of A Coruña, A Coruña, Spain, and 
Alejandro Pazos and Marcos Gestal 
Information and Communications Technologies Department, University of A Coruña, A Coruña, Spain 
Abstract 
Purpose. – The purpose of this paper is to assess the quality of commercial lubricant oils. A spectroscopic method 
was used in combination with multivariate regression techniques (ordinary multivariate multiple regression, principal 
components analysis, partial least squares, and support vector regression (SVR)).  
Design/methodology/approach. – The rationale behind the use of SVR was the fuzzy characteristics of the signal and 
its inherent ability to find nonlinear, global solutions in highly complex dimensional input spaces. Thus, SVR allows 
extracting useful information from calibration samples that makes it possible to characterize physical-chemical 
properties of the lubricant oils.  
Findings. – A dataset of 42 spectra measured from oil standards was studied to assess the concentration of copper 
into the oils and, thus, evaluate the wearing of the machinery. It was found that the use of SVR was very 
advantageous to get a regression model.  
Originality/value. – The use of genetic algorithms coupled to SVR was considered in order to reduce the time needed 
to find the optimal parameters required to get a suitable prediction model. 
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1. Introduction 
The use of lubricant oils whenever moving metallic pieces get in close contact is mandatory to avoid 
the deterioration of the metal surfaces and to avoid mechanical and thermal stress that may result in 
structural damage. Lubricant oils create a protective layer over the metallic surfaces so that friction is 
diminished and premature wearing of the moving parts is prevented, augmenting the useful lifetime of the 
machinery. Lubricants are complex mixtures of hydrocarbons made up of several mineral and synthetic 
base oils and additives. Although the use of lubricants reduces friction, this does not prevent the metallic 
surfaces from releasing metal particles in the oil. Hence, if it were possible to quantify a particular 
metallic element in the liquid phase of the lubricants it would be possible, in principle, to evaluate the 
wearing of the machines. 
In order to measure the concentration of a given metal (e.g. copper, iron, titanium, etc.) in a 
lubricating oil a chemical analytical methodology known as electrothermal atomic spectrometry can be 
employed. Roughly, spectrometry is about the differential reflection and/or absorption of light (radiation). 
Besides, a sample will respond differently to distinct wavelengths due to the chemical composition of the 
molecules or atoms that constitute it. The graphical representation of the amount of energy (light or 
radiation) absorbed (reflected) by the sample as a function of the wavelength of the radiation focused over 
it is called a spectrum. If only a particular kind of atom is determined, an atomic spectrum is obtained; 
otherwise a molecular spectrum is measured.   
Establishing a functional numerical relationship between the atomic spectrum of a lubricant oil and 
the total amount of a metal (which was considered relevant to evaluate machine wearing by technicians) 
dissolved or suspended in the oil is the first step in assessing the degree of wearing of a machine. The 
high difficulty in modelling such a relationship makes this problem a perfect candidate to be addressed by 
means of advanced, multivariate regression techniques. In this paper we compare some popular ones: 
ordinary multivariate multiple regression (MLR), principal components regression (PCR) and support 
vector regression (SVR). In this work, SVR seemed particularly suited for this task because of their 
ability to model non-linear relations and yield global models when complex input information is handled, 
and also because it is capable of dealing with high-dimensional input spaces.  
In this paper a SVR model is proposed to measure the content of a metal (copper) in 42 standard oils 
whose atomic spectra were registered following a dedicated analytical protocol (Carballo et al., 2013). In 
addition, the use of genetic algorithms (GA) to automatically and objectively optimize the SVR 
parameters required to get a suitable predictive model is presented as well.  
The current paper is organized as follows: the theoretical background section describes the particular 
methods used in this work; the materials and methods section describes the methodology; the results and 
discussion section includes a comparison of the proposed algorithm with some state-of-the-art regression 
algorithms; finally, the conclusions are presented.  
Hence, the aim of this paper is to evaluate the capability of a hybrid approach using GA to optimize a 
SVR model.  
2. Theoretical background  
In empirical data modelling a process of induction is used to build up a model of the system. This is 
expected to yield responses of the system that have not yet been observed. It is worth recalling here that 
experimental (observed) data are finite and will form a sparse distribution in the input space according to 
the high-dimensional nature of the non-uniform sampling of the data. Therefore, this might compromise 
the correct optimization of the model and, so, GA appears as a superb tool to ameliorate the experimental 
workload in the laboratories.  
Here, a hybridization among GA (Holland, 1975) and support vector machines (SVM) (Vapnik, 1979) 
is presented. More specifically SVM for function estimation, SVR (Smola and Schölkopf, 2004), are a 
non-linear generalization of the original algorithm. In this section, the main techniques used are 
introduced and explained briefly. This approach may constitute an alternative to other three well-known 
ways of controlling the performance of SVR; namely, the loss function, the kernel and the so-called 
additional capacity model (Brereton and Lloyd, 2010; Gunn, 1998).  
2.1 SVM  
Vapnik introduced SVMs in the late 1970s on the foundation of statistical learning theory (Vapnik, 
1979). Its basic implementation dealt with two-class problems in which data were separated by a 
hyperplane defined by a number of support vectors. The hyperplane separates the “positive” from the 
“negative” examples, so that the distance between the boundary and the nearest data point in each class is 
maximal; these data points are used to define the margins, and are called support vectors (Burges, 1998). 
SVMs have proved to be exceptionally efficient in classification problems of higher dimensionality 
(Moulin et al., 2004; Chapelle et al., 1999; Fernandez-Lozano et al., 2013a), because of their ability to 
generalize in high-dimensional spaces. SVM uses different non-linear kernel functions, like polynomial, 
sigmoid and radial basis function, where the non-linear SVM maps the training samples from the input 
spaces into a higher-dimensional feature space via a mapping function (Burges, 1998). The key idea 
behind SVMs is to use a non-linear mapping function that transforms the input data space in such a way 
as to render a problem linearly separable.  
The SVM formulation embodies the structural risk minimisation (SRM) principle which has been 
shown to be superior than the traditional empirical risk minimisation (ERM) principle (employed, e.g. for 
neural networks) (Gunn et al., 1997). Following, SVM generalizes better than conventional neural 
networks, which is the final goal in statistical learning, because SRM minimizes an upper bound on the 
expected risk whilst ERM minimizes the error on the training data.  
In the beginning, SVMs were developed for classification problem solving but they have been 
extended to the domain of regression and estimation problems. A SVM for solving regression problems is 
called SVR. In addition to the method proposed by Vapnik (1979) an alternative loss function is proposed 
(Smola and Schölkopf, 2004) to include a distance measure. This loss function could produce no 
sparseness in the support vectors (i.e. least squares error, Laplacian or Huber) or sparseness with an 
approximation to Huber’s loss function. Instead of minimizing the observed training error, SVR attempts 
to minimize the generalization error bound to achieve improved general performance.  
As we previously noted, there are three general methods for controlling the performance of the SVR 
model: the loss function, the kernel and the additional capacity control (Brereton and Lloyd, 2010; Gunn, 
1998). These aspects present different parameters that should be established with correct values (usually 
from an expert in the field of study) to provide the desired results. At this point, GA (Goldberg, 1989; 
Holland, 1975) can provide excellent results in order to find the correct parameters by means of a 
“guided” search. This kind of algorithms can also perform a previous phase of feature selection to 
determine how variables are more important or provides more information among the whole dataset (Hu 
et al., 2014) and improve in that way the regression results.  
SVRs have been compared against other regression models on benchmark time series prediction tests 
(Mukherjee et al., 1997), the Boston housing problem and the PET operator inversion problem, with 
either similar or significantly best performance (Burges, 1998) than other usual methodologies. However, 
to the best of our knowledge there are not comparisons with common regression methods in analytical 
laboratory environments.  
2.2 GA  
GAs are exhaustive and intensive search techniques inspired by Darwinian evolution and developed 
by Holland in the 1970s (Holland, 1975). In a GA, an initial population of individuals, each one a 
possible solution to the problem, is evolved by means of genetic operators: selection, crossover and 
mutation (see Figure 1 for a general scheme of their functioning). Prior to the implementation of the GA-
based optimization process, it is necessary to determine how to represent the solutions (encoding, usually 
by means of binary or real values) and how to measure how good is the proposed solution (fitness 
function). Thus, the goodness of every individual solution is measured by means of a fitness function, 
indicating a real value representing this value. As in nature, the selection operator ensures the survival of 
the fittest, while the crossover represents the mating between individuals, and the mutation operator 
introduces random modifications.  
There are several options for every of those algorithms. Selection algorithms pick up two individuals 
from the population, usually related with their fitness value. Most used selection algorithms are the 
roulette wheel selection (probability of selection for one individual is proportional to the individual 
fitness) or the tournament selection (it performs “tournaments” among a few individuals chosen at 
random from the population and the finally selected individual will be the one with the best fitness among 
the selected for the “tournaments”. This algorithm allows to change the selection pressure by changing 
the tournament size.  
Among the crossover algorithms the most used are the one-point crossover, two-point crossover or 
uniform crossover. All of them merge information from two parents to generate the offspring. Crossover 
rates are usually around 95 per cent.  
Mutation algorithm is the responsible to keep the genetic diversity in a population introducing new 
values for the genes as generations advance, like the biological mutation. Most used mutation algorithms 
are the bit inversion (that changes the value of a bit from 0 to 1 or vice versa) or the 
replacement/swapping (that interchanges the values of two genes within the genetic individual). Mutation 
rates are usually very low in comparison with crossover rates, about 1-2 per cent.  
At the end of every generation GA offspring should be inserted in the population. Another time, there 
are several options, with or without the use of temporal populations, but in all of them some of the actual 
individuals (a random individual, the parents, the worst individuals, etc.) in the population, are replaced 
with the generated offspring by means of the crossover and mutation algorithms.  
  
 
 
 
Figure 1. Genetic algorithm: general schema 
GA possesses effective exploration and exploitation capabilities to explore the search space in 
parallel, exploiting the information about the quality of the individuals evaluated so far (Goldberg, 1989). 
A chromosome in the population represents a candidate solution to the particular problem. It is commonly 
represented by a string of binary numbers where each set of binary values represents a feature measure 
(Goldberg, 1990), although that real representations are also available.  
The power of GA-based approaches lies in the massively parallel exploration of the input space. It is 
mainly due to the fact that several possible solutions can occur for a particular problem, each exploring an 
area of the input space. The set of solutions (genetic population) is randomly initialized.  
By means of the crossover operator, GA combines the features of the parents to produce new and 
usually better solutions, if the parent’s best characteristics are preserved. The selection algorithms will be 
responsible for choosing the best individuals to reproduce (the selection of the individual is related to its 
fitness value). By using the mutation operator, new information is introduced in the population in order to 
explore new and promising areas of the search space (the value of one of its genes varies randomly). 
Mutation is often used together with the crossover operator. Another strategy known as elitism, which is a 
variant of the general process of constructing a new population, is used to allow best organisms from the 
current generation to be carried out to the next one, unaltered. At the end of the process, it is expected that 
the population of solutions converge to the global optimum guided by the fitness function. Thus, GA 
refine solutions which will gradually be closer to obtaining a good overall solution of the problem.  
The crossover operator combines the features of two parents to form two offsprings; it means that this 
operator is a method for sharing information. In binary-coded GA the classical crossover operator is the 
simple crossover, but there are also more powerful operators such as the multi-point and uniform 
crossover (Picado et al., 2009). There are other approaches that use several populations, specific 
crossover or mutation algorithms and so on with the aim to improve some of the GAs characteristics.  
This is mainly an iterative process and therefore, it should be necessary to specify a criterion that 
allows establishing when this process is complete. There are several different approaches but the most 
common are that the fittest individual is good enough for solving this problem, more than the 95 per cent 
of the population has the same value (the population has converged), the difference of the best individual 
and the rest of the population is reduced or the maximum number of generations have been reached.  
The most important aspect in the GAs is the aforementioned fitness function. This function measures 
the relative importance of a specific solution or individual, that is, how good is the individual providing a 
final solution to the problem. At this step is common to use hybrid approaches or getting that measure by 
means of the use of techniques that usually offers a good approximation to solve problems in the field of 
study. It can include the use of artificial neural networks, SVM as well as other classifiers.  
  
3. Materials and methods  
As mentioned above, to quantify copper in lubricant oils it is necessary to register the atomic spectrum 
of the samples. Unfortunately, when measuring such complex samples strong interferences on the 
required signal appear due to the sample concomitants. Hence, the information gathered from the atomic 
analyses has usually some fuzzy characteristics (random noise, slight signal displacements, chemical 
interferences, etc.), which make it not suitable to get a direct, simple solution. Therefore, it is of most 
importance to develop, from the recorded spectroscopic data, regression models that allow an indirect 
quantification of the amount of copper in the oils and, thus, indirectly evaluate the wearing of a machine. 
A calibration process with synthetic oils developed into the laboratory was undergone. The calibration 
process used 34 lubricants, whereas the validation group consisted of eight oils.  
The hybrid approach proposed in this work makes use of the LibSVM (Chang and Lin, 2011) nu-SVR 
implementation within the fitness function to measure how good is each one of the solutions provided by 
the GA, developed with the GAlib library (Wall, 1996). In our method, both GA and SVR are combined 
in order to avoid the limitations derived from the need to optimize manually the SVR parameters. In this 
particular implementation, LibSVM uses a parameter, called nu, to control the number of support vectors 
used within the process. LibSVM was coupled to both a standard GA developed previously for 
classification (Fernandez-Lozano et al., 2013b) and a multimodal GA (Gómez-Carracedo et al., 2007a, b). 
A regularization parameter, C, controls the trade-off between the classifier complexity and the number of 
non-separable points. This common approach was preferred here instead of other new ones (e.g. those 
based on firefly and memetic algorithms (Hu et al., 2013) or particle swarm optimization (Alwee et al., 
2013)).  
The LibSVM kernel implementation required three additional parameters to be optimized: the degree 
of the polynomial (whether a polynomial kernel is used), a γ factor (when the polynomial, radial basis 
function or sigmoid kernels are considered), and a c coefficient (in the polynomial and sigmoid kernels).  
Due to the high number of individual parameters and the wide range of possible values for each, it is 
not possible to test all parameter combinations to search for the best model. Following, this work 
proposes the use of GA to address this problem. GA is aimed at finding the best combination of the SVR 
parameters to generate the most suitable regression model. Each individual in the genetic population is 
described using binary encoding and with non-fixed length. This means that, in the same population, 
individuals that represent different kernel functions will coexist and, according with their particular 
kernels, the number of genes will be different (see Table I for some examples).  
Table I. GA individual lengths 
Kernel function  Individual length 
  
Linear  44 
Radial basis  61 
Sigmoid  82 
Polynomial  103 
  
 
This option was initially considered the best because it avoids an overload of the number of 
parameters that GA should optimize so the computational requirements and time needed to get the results 
were reduced without penalize too much the quality of the solutions provided. Once this approach seems 
valid to provide good results, another option that should be studied more in depth is the inclusion of the 
kernel function as other of the parameters optimized within the GA.  
The genetic population uses a binary codification in order to represent different kernel parameters, 
which can be either integer or a float number. The latter is represented in binary-code using three 
different parts and with different precision; sign, exponent and mantissa. In Table II the different 
parameters optimized by the GA-SVR approach are shown. The final values were extracted among the 
most used values in the related works and after several tests that determined the most promising ranges.  
  
Table II. List of parameter setting 
Parameter  Format Precision/decimal places Range 
    
Nu Float  7 [0,1] 
C Float 3 [0,1023] 
Degree Integer – [0,31] 
γ Float 5 [0,1] 
c Float 3 [−1023,1023] 
    
 
4. Results and discussion  
The overall set of samples was composed of 42 synthetic lubricant oil standards separated in a 
calibration group (34 standards) and a validation group (eight ones, not used at all for calibration 
purposes). The experimental measurement of each atomic spectrum (Bordé, 1989; Corney, 2006) yielded 
216 measures of the absorbance signal (at the same wavelength), each at a different time (from 0 to 2.5 s) 
(Figure 2). Data are normalized between values [0, 1] in pre-process step.  
 
 
 
Figure 2. Atomic spectra of the oils 
In this case, the absorvance signal will show us the level of presence of copper in the sample. This 
value will give us information about of the probability of fail of one engine, for example, so it will be 
higher in engines with more friction and/or wear.  
These are an own-purpose samples build from synthetic lubricant oil standards used as input for an 
atomic spectra tool, but there is wide number of works related with the assessment of the quality of 
commercial lubricant oils using different approaches to get the indicators: optical fibre spectroscopy 
(Mignani et al., 2009), X-ray (Pouzar et al., 2001) or infrared spectroscopy (Caneca et al., 2006). These 
woks offers different approaches to measure the quality of the oil and, in a future could be used to test the 
proposed method with different input data in order to check the goodness of the proposed technique.  
The parameters domains for the SVR optimization were set as indicated in Table III. They were 
adjusted initially according to a previous search of the most common values in literature.  
  
Table III. GA parameters domain 
Item  Domain 
  
Population size  From 40 to 100 
Crossover probability From 90 to 99% 
Mutation probability From 0 to 5% 
Crossover operators  One-point crossover, two-point crossover, uniform 
Selection function Roulette, deterministic and probabilistic tournament (tournament size, 2-4) 
Mutation function Bit inversion, bit swapping 
Replacement algorithm Parents, worst individuals 
  
 
A series of trials were carried out to optimize the values of the parameters. The most satisfactory 
combination included a population size of 60 individuals, with a tournament selection function, bit 
inversion mutation with probability 0.03, and uniform crossover operation with probability 0.94. The 
fitness function to guide the search can be expressed as follows:  
 
𝐹𝑖𝑡𝑛𝑒𝑠𝑠 = (1 − 𝑅2).𝑀𝑆𝐸 
 
 
where MSE is the mean square error and R2 is the coefficient of determination that measures how close 
the data are to the fitted regression line. The best results are shown in Table IV for polynomial and 
sigmoid kernels, differentiating between the calibration and the validation data. We included also results 
for a simple linear regression implementation in WEKA (Hall et al., 2009). Ferre-Baldrich and Boque-
Marti (2013) applied a PCR and MLR approaches with this dataset and are included as a baseline for 
comparison purposes with our approach.  
As results of Table IV showed, we achieved the better results in validation with the polynomial and 
the sigmoid kernels.  
Table IV. Results 
  Linear Polynomial Sigmoid RBF PCR MLR SLR 
         
Calibration MSEC 0.043 0.097 0.455 0.034 0.137 0.902 0.067 
Validation MSEP 0.217 0.205 0.199 0.238 0.216 0.562 0.421 
         
5. Conclusions  
In this work a method to relate the atomic spectra of a lubricant oil and its content in copper was 
developed. It was found that the use of SVR was very advantageous to get a regression model because it 
can perform both linear and non-linear regression very accurately and its solution is global (Thissen et al., 
2004). The proposed method is based on a hybrid approach that combines GA and SVR to get the fitness 
values. To avoid the high number of valid parameter combinations and the excessive time if manual trials 
are done, GA will guide the SVR process. Several studies were performed in order to measure the 
behaviour of the system and to achieve the most adequate model to solve the regression problem.  
With the aim of demonstrating the effectiveness of the proposed hybrid model a dataset of 42 spectra 
measured from oil standards was studied to assess the concentration of copper into the oils and, thus, 
evaluate the wearing of the machinery. According with our results, we can come to the conclusion that 
our approach improves the results obtained by other state-of-the-art regression models in both calibration 
and validation.  
In this first preliminary approach only one complex fitness function was tested to evaluate whether the 
proposed methodology worked correctly with the particular dataset considered. Despite the results were 
quite good it was studied whether the use of other fitness functions might improve the final results. It will 
be also interesting in future work to perform some experiments following a feature selection approach in 
order to select from the original 216 measures of the absorbance signal (at the same wavelength) which 
are the most informative or even to separate measures by collection time in order to evaluate the real 
influence of the time in the concentration of copper.  
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