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Abstract
We classify the singular loci of surfaces in the 3-sphere that are
the pointwise Euclidean sum or Hamiltonian product of circles. Such
surfaces are the union of circles in at least two ways. As an application
we classify surfaces that are covered by both great circles and little
circles up to homeomorphism.
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Figure 1: See Corollary 4. The two shapes at I are equal in S3.
1 Introduction
A nonplanar surface in Euclidean space, that is a union of lines in two differ-
ent ways, must be a doubly ruled quadric and has the shape of either a horse
saddle or a cooling tower. A doubly ruled quadric is smooth and projectively
equivalent to a hyperboloid of one sheet. What about surfaces that are the
union of circles in more than one way? In Euclidean space we obtain ex-
amples of such surfaces by translating a circle along another circle (see right
figure at Table 7). Algebraically, this Euclidean construction amounts to the
pointwise sum of two circles in R3. We obtain its elliptic counterpart by tak-
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ing the pointwise Hamiltonian product of two circles in the unit-quaternions
(see Figure 1). Unlike doubly ruled surfaces, singularities may occur. We
investigate such singularities and obtain in Theorem 1 and Theorem 2 a clas-
sification of surfaces in 3-space that are covered by two families of circles.
To my mind, William Kingdon Clifford taught us that by combining most
elementary curves we gain essential insights into the geometry of space.
As circles play a central role, it is natural to consider the Mo¨bius quadric for
our space:
S3 := { x ∈ P4 | − x20 + x21 + x22 + x23 + x24 = 0 }.
The Mo¨bius transformations are defined as Aut(S3) ⊂ Aut(P4). In the spirit
of Felix Klein’s Erlangen program we will consider S3 as a compactification
of both Euclidean 3-space and elliptic 3-space such that the Mo¨bius trans-
formations form the largest group that preserves circles. In order to make
this precise we will work in the category of algebraic varieties. A real va-
riety X is a complex variety together with an antiholomorphic involution
σ : X −→ X [23, Proposition 1.3]. In this article real varieties are defined
by equations with real coefficients and we will be interested in both real and
complex points in the zeroset. However, when we consider the topology of
X, we mean the topology of its real points { p ∈ X | σ(p) = p }.
In our setting, Euclidean 3-space is a complex inner product space E3 with
the usual dot product as inner product and complex conjugation as antiholo-
morphic involution. Thus we recover R3 from E3 by restricting to the real
points of E3 and choosing a basis. Via an inverse stereographic projection
(see §2) we obtain an embedding E3 ∼=−→ U3 ⊂ S3 such that U3 inherits the
Euclidean structure of E3 and S3 is the projective closure of U3. We find
that S3 = U3 ∪˙U where the boundary U of the compactification is a tangent
hyperplane section of S3:
U := { x ∈ S3 | x0 − x4 = 0 }.
The subgroup { ϕ ∈ Aut(S3) | ϕ(U) = U } restrict to Euclidean similarities
of U3. The vertex of the quadric U is the center of the chosen stereographic
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projection and the unique real point in the boundary of the compactification.
Informally, it may be useful to think of U3 as a copy of R3 inside S3. We
define the Euclidean sum of curves A,B ⊂ S3 as
A+B := { a+ b ∈ U3 ⊂ S3 | a ∈ A ∩ U3, b ∈ B ∩ U3 }−,
where − denotes the Zariski closure. Although S3 does not contain real
lines, we will see that the Zariski closure adds complex lines in the boundary
A+B∩U. Instead of considering these complex points at infinity as unwanted
artifacts, we will consider them as our main invariant for classification.
For the elliptic counterpart of the above construction we define elliptic 3-
space as S3 := { y ∈ C4 | − 1 + y21 + y22 + y23 + y24 = 0 }. Notice that the
real points of S3 can be identified with the unit quaternions and that the
Hamiltonian product extends to the complex points of S3. We find that S3
is the projective closure of S3 so that S3 = S3 ∪˙E where the boundary E of
the compactification is a hyperplane section of S3 without real points:
E := { x ∈ S3 | x0 = 0 }.
The subgroup { ϕ ∈ Aut(S3) | ϕ(E) = E } restrict to elliptic transformations
of S3. We define the Hamiltonian product of curves A,B ⊂ S3 as
A ? B := { a ? b ∈ S3 ⊂ S3 | a ∈ A ∩ S3, b ∈ B ∩ S3 }−,
where ? denotes the Hamiltonian product. As in the Euclidean counterpart,
the complex lines in A ? B ∩ E will play a crucial role in our classification.
Clifford investigated such intersections with the boundary and in Remark 4
we argue that our results can be seen as a continuation his research. The
Hamiltonian product is a Mo¨bius version of the Hadamard product [8].
A circle in S3 is an irreducible conic that contains real points. A great circle
is a circle whose spanning 2-plane meets (1 : 0 : 0 : 0 : 0) ∈ P4. A little circle
is a circle that is not great. A special circle is a circle that passes through the
vertex of U. A λ-circled surface contains exactly λ circles through a general
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real point in the surface. A celestial surface is a λ-circled surface such that
λ ≥ 2. A great surface is covered by great circles. A little surface is not a
great surface and covered by little circles.
Suppose that X ⊆ Sn is a λ-circled celestial surface of degree d that is not
contained in a hyperplane section. If n = 3 and X is enveloped by spheres
in two different ways, then (λ, d) ∈ {(2, 4), (4, 4)} [7, 1822][28, 1848]. If
(d, n) = (4, 3), then λ ≤ 10 [5, 1880]. This bound has been improved a
century later: if n = 3 and λ 6= ∞, then λ ≤ 6 [3, 1980][26, 1987]. If n = 3
and { p ∈ X | σ(p) = p } is a manifold that is covered by orthogonal families
of circles, then (λ, d) = (4, 4) [11, 1995]. If (d, n) = (4, 3), then X is either the
inverse stereographic projection of a quadric surface or { p ∈ X | σ(p) = p }
is homeomorphic to either a torus, a sphere or the union of two spheres [27,
2000]. A surface that is covered by two analytic families of circular arcs
is contained in a celestial surface X such that λ ≤ 10 and d, n ≤ 8 [22,
2000]. If λ = ∞ and n 6= 2, then n = 4 and X is unique up to Mo¨bius
equivalence [13, 2018]. Hexagonal webs of circles on X are classified in [21,
2012] and [17, 2018] for n = 3 and n > 3 respectively. All possible values for
(λ, d, n) and isolated singularities of X are classified in [17]. Constructions
of celestial surfaces are of interest in geometric modelling and discussed in
[1, 13, 17, 21, 24, 27].
Notice that if A,B ⊂ S3 are circles, then A+B and A?B are either curves or
celestial surfaces; see Table 8 and Figure 1 for examples of A+B and A ?B
respectively. The following theorem follows from [24, Main Theorem 1.1].
Theorem A. [Skopenkov-Krasauskas, 2018]
If X ⊂ S3 is a celestial surface, then either degX = 4 or there exists circles
A,B ⊂ S3 such that X is Mo¨bius equivalent to A+B or A ? B.
In [17, Theorem 3] we classified quartic celestial surfaces into 14 disjoint
classes. In Theorem 1 and Theorem 2 we classify Euclidean sums and Hamil-
tonian products of circles into 11 classes such that celestial surfaces in dif-
ferent classes are not Mo¨bius equivalent. The results in this paper do not
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depend on Theorem A and the following four results are corollaries of Theo-
rem 1 and Theorem 2.
We denote the singular locus of a surface by Sing(X). We call C ⊆ Sing(X)
a double curve if C is an irreducible curve that has multiplicity two in X. A
double point p ∈ Sing(X) is an isolated singularity of multiplicity two.
Corollary 1. (singular loci)
If X = A + B or X = A ? B is a surface for circles A,B ⊂ S3, then
the number of great circles in A ? B through a general point, the number
of complex lines in X and the number of components of Sing(X) of given
degree are characterized by a row in Table 3 and each row is realized by some
A,B ⊂ S3. Moreover, a curve component C ⊂ Sing(X) is a double curve
such that degC ∈ {1, 2, 4} and isolated singularities of X are double points.
Corollary 2. (sum is not Mo¨bius equivalent to product)
There do not exist circles A,B,D,E ⊂ S3 such that surface A+B is Mo¨bius
equivalent to D ? E.
The following corollary provides conditions for a celestial surface to be a
Hamiltonian product of circles. See Definition 3 for the “EH1 cyclide”, “ring
cyclide”, “Clifford torus” and “spindle cyclide”, which are of degree 4 and
special cases of “Darboux cyclides”.
Corollary 3. (recognition of products of circles)
a) Surface X ⊂ S3 is 4-circled if and only if X is either an EH1 cyclide,
or X is Mo¨bius equivalent to A ? B for some great circles A,B ⊂ S3
and degX = 4. In particular, a ring cyclide is Mo¨bius equivalent to a
Clifford torus.
b) If X ⊂ S3 is a great 2-circled surface, then X is either a spindle cyclide
or there exists circles A,B ⊂ S3 such that X = A ? B and degX = 8.
What are the possible shapes of the real points of celestial surfaces in S3?
The topology of celestial surfaces of degree ≤ 4 is characterized in [27] and
[21, Figure 12].
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Corollary 4. (shapes of products of great and little circles)
If X ⊂ S3 is a great celestial surface of degree > 4, then X is of degree 8
and the set of real points of X is homeomorphic to one of the following three
normal forms:
• Figure 1I: A?B1 consist of two tori that touch along a Villarceau circle,
• Figure 1II: A ? B2 is a torus, or
• Figure 1III: A ? B3 is the disjoint union of a torus and a circle,
where A := {(1 : cosα : sinα : 0 : 0) | 0 ≤ α < 2pi} with
B1 := {(17 + 12 cos β : 12 + 8 cos β : 8 sin β : 0 : 9 + 12 cos β) | 0 ≤ β < 2pi},
B2 := {(3 + 2 cos β : 2 + cos β : sin β : 0 : 2 + 2 cos β) | 0 ≤ β < 2pi}, and
B3 := {(11 + 6 cos β : 6 + 2 cos β : 2 sin β : 0 : 9 + 6 cos β) | 0 ≤ β < 2pi}.
See Example 2 for details about the construction of the normal forms.
Before we can state Theorem 1 and Theorem 2 we need to introduce more ter-
minology. The smooth model of X is defined as a smooth surface Y together
with a birational morphism ϕ : Y −→ X that does not contract exceptional
curves. Such Y exists by Hironaka theorem.
Definition 1. (Neron-Severi lattice)
Data of the Neron-Severi lattice N(X) of surface X ⊂ Pn consists of:
• A unimodular latticeN(X) defined by divisor classes on smooth model Y
up to numerical equivalence [14, Definition 1.1.15].
• A unimodular involution σ∗ : N(X) −→ N(X) induced by the real
structure of X. If X is non-real, then we assume that σ∗ = id.
• A function h0 : N(X) −→ Z≥0 assigning the dimension of global sec-
tions of the line bundle associated to a class.
• Two distinguished elements h, k ∈ N(X) corresponding to the class of
a hyperplane sections and canonical class respectively. C
The class [C] ∈ N(X) of a curve C ⊂ X is defined as the divisor class of its
strict transform via ϕ. An unmovable curve is defined as an irreducible curve
7
whose strict transform C on smooth model Y do not move in an algebraic
family so that h0([C]) = 1. The following definition will be completed in
Definition 8.
Definition 2. (singular diagram)
The singular diagram of X ⊂ Pn consists of the following data:
1. Neron-Severi lattice. Neron-Severi lattice N(X). If X is a surface
in this article, then
N(X) ⊆ 〈`0, `1, ε1, ε2, ε3, ε4〉Z,
where the non-zero intersections of the generators of the free Abelian
group are `0 · `1 = 1 and ε2i = −1 for 1 ≤ i ≤ 4. Table 15 lists
Neron-Severi lattices N(X) that are considered in this article together
with subsets B(X), G(X), E∗(X) ⊂ N(X). These three subsets will
be defined in §3, but their geometric meaning will be clarified shortly.
Data h0 : N(X) −→ Z≥0 for N(X) in any row of Table 15, is uniquely
determined by B(X) ⊂ N(X) (see Theorem Ca). Notice that degX =
h2, where h ∈ N(X) denotes the class of hyperplane sections.
2. Classes of minimal families. The set of divisor classes of rational
curves that move in an algebraic family such that the curves are of
minimal degree with respect to the given embedding ofX. If degX 6= 2,
then this set is specified by G(X) in Table 15 and h · c for c ∈ G(X) is
the degree of such curves.
3a. Graph of singular components and unmovable curves. A la-
beled multigraph G(X) with three types of vertices:
• Each irreducible curve C ⊆ Sing(X) corresponds to a vertex with
label [C] : ζ(C), where [C] ∈ N(X) and ζ(C) is defined in Defini-
tion 8. We remark that if ζ(C) is 1 or 2, then general hyperplane
sections of X have nodes or cusps at C respectively. If C is a
double curve, then degC = 1
2
h · [C].
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• Each unmovable curve C ⊂ X corresponds to a vertex with label
[C] ∈ N(X). Notice that the degree of an unmovable curve C ⊂ X
is h · [C]. The set of classes of unmovable curves is specified by
E∗(X) in Table 15.
• Each isolated singularity p ∈ X corresponds to a vertex that is
labeled with the algebraic multiplicity of p in X. If p is a double
point, then in addition we label the vertex with the class of p. The
class of a double point is the divisor class of a curve on smooth
model Y that is contracted by ϕ : Y −→ X to this singular point.
The set of classes of irreducible components of such contracted
curves are given by B(X) in Table 15.
Each edge between a pair of vertices corresponds to one set-theoretic
intersection point p ∈ X of the corresponding curves or points in X
provided that p is not an isolated singularity. An edge is labeled with
the algebraic multiplicity of p in X.
3b. Diagram of singular components and unmovable curves. In
order to reveal the geometry underlying G(X) we will represent this
graph by a diagram in 3-space that consists of labeled curve segments
and disks. Each irreducible curve C ⊆ Sing(X) corresponds to a solid
curve segment in the diagram. Each unmovable curve C ⊂ X corre-
sponds to a dashed curve segment. Isolated singularities correspond to
filled disks in the diagram. A disk at an intersection of curve segments
corresponds to one set-theoretical intersection point of the correspond-
ing curves in X. Curve segments and disks are labeled as the corre-
sponding vertices and edges of G(X). See Table 1 for a legend. Notice
that the diagram uniquely defines G(X). We consider two diagrams
equivalent if they determine the same graph G(X). Thus data 3a and
data 3b are different representations of the same data. In this article,
we will mainly represent singular diagrams using data 3b. See Table 2
for examples of graphs and their associated diagrams.
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4. Curves that are contained in U or E. If X ⊂ S3 is an Euclidean
sum of circles, then curve segments of data 3b that correspond to curves
in U are drawn as thick red curve segments. Similarly, if X ⊂ S3 is
a Hamiltonian product of circles, then curve segments of data 3b that
correspond to curves in E are drawn as thick red curve segments. See
also Table 1. In both cases the corresponding vertices of data 3a are
labeled with U or E accordingly.
Singular diagrams of X and X ′ in Pn are equivalent if and only if
• there is an isomorphism ψ : N(X) −→ N(X ′) for data 1 that is com-
patible with data 2: ψ(G(X)) = G(X ′), and
• there exists a graph isomorphism G(X) ∼= G(X ′) for data 3a such that
corresponding integer labels are the same, the corresponding divisor
class labels are related via ψ and corresponding (U/E)-labels of data 4
are the same.
Notice that data 1, 2 and 3 of the singular diagram of a surface in S3 is a
Mo¨bius invariant, since it is invariant under Aut(P4) as a direct consequence
of the definitions. For data 4 we remark that X ∩U and X ∩E are invariant
under the Euclidean- and elliptic- transformations respectively. We will see
in §4 that data 2 and 3 of a celestial surface that contains at most isolated
points is uniquely determined by data 1, as classified in [17, Theorem 3]. The
main motivation for the singular diagram is therefore to investigate surfaces
that are singular along curves. C
Example 1. (singular diagram)
Suppose that X ⊂ S3 is a great celestial surface of degree 8. By Corollary 3b,
X is the Hamiltonian product of circles. We know from Corollary 4 that X
is homeomorphic to one of the three normal forms in Figure 1. It will follow
from Theorem 2 that the singular diagram of X is defined by Table 14. The
Neron-Severi lattice N(X) for data 1 is defined by Table 15a and thus the
class of hyperplane sections h is defined by 2(`0 + `1). Data 2 specifies that
G(X) = {`0, `1}, where `0 and `1 is the class of a circle in the first and
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second family respectively. The two horizontal line segments in data 3b of
Table 14 correspond, according to Table 1, to double curves in E. These
double curves with class `1 must be double lines as
1
2
h · `1 = 1. Since S3
does not contain real lines and σ∗(`1) = `1, we find that the double lines are
complex conjugate. Similarly, the two vertical line segments correspond to
complex conjugate double lines. The double lines intersect in complex points
that have multiplicity three in X. The double conic in X intersects two of the
four double lines in complex conjugate points of multiplicity two. Suppose
thatH ⊂ X is a general hyperplane section. The curveH is singular at points
in Sing(X) and smooth outside Sing(X) (see Lemma 8[a,b]). In particular,
H has two complex conjugate cusps at the two double lines with label `1 : 2.
The remaining singular locus of H consists of four complex conjugate nodes.
Each cusp has delta invariant 2 and each node has delta invariant 1. Data
4 of the singular diagram of X specifies that the double lines are contained
in E. A circle C ⊂ X with class [C] = `1 meets E at two complex conjugate
double lines each with class `0. Indeed, recall that `0 · `1 = 1. Moreover, we
find that C meets the double conic with class 2`0 in two points when counted
with multiplicity. Thus C meets the double conic in either two real points,
two complex conjugate points or tangentially in a real point. We will see in
§6 that each of these three cases for singular diagram Table 14, results in a
different shape for X as depicted in Figure 1. The surface X ⊂ S3 is a linear
projection of the anticanonical embedding P1 × P1 ↪→ P8 and in Remark 6
we observe remarkable phenomena concerning such linear projections. C
We follow the convention of [17, Remark 1] and give coordinate free defini-
tions for some classical surfaces. We remark that an “elliptic” quadric surface
is by our definition not “circular”; for example, a circular cylinder is not a
special case of an elliptic cylinder.
Definition 3. (classic surfaces)
A dome is a surface of the form A + B where A,B ⊂ S3 are both non-
special circles. A Bohemian dome is quartic surface that is the stereographic
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projection of a dome. A Darboux cyclide is a quartic surface in S3. A spindle
cyclide is a Darboux cyclide that stereographically projects to a circular
cone. A horn cyclide is a Darboux cyclide that stereographically projects to
a circular cylinder. An EY cyclide is a Darboux cyclide that stereographically
projects to an Elliptic cYlinder. An EH1 cyclide is a Darboux cyclide that
stereographically projects to a Elliptic Hyperboloid of one sheet. A CH1
cyclide is a Darboux cyclide that stereographically projects to a Circular
Hyperboloid of one sheet. A Perseus cyclide is a 5-circled Darboux cyclide.
A ring cyclide is a 4-circled Darboux cyclide without real singularities (see
Remark 5 for an alternative definition). A Clifford torus is of the form A?B
where A,B ⊂ S3 are great circles. Notice that by Corollary 3a a ring cyclide
is Mo¨bius equivalent to a Clifford torus. C
In order to classify celestial surfaces X ⊂ S3 we classify the singular dia-
grams of such surfaces. Each singular diagram represents a family of Mo¨bius
equivalence classes of celestial surfaces. We obtain the Euclidean model of a
surface via the stereographic projection with center at the vertex of U.
Theorem 1. (Euclidean sums of circles)
If X = A + B is a surface for circles A,B ⊂ S3, then its Euclidean model
S ⊂ R3 and singular diagram are one of the following where degX = 2 degS:
a. A plane. The singular diagram of X is in Table 4.
b. An elliptic cylinder. The singular diagram of X is in Table 5.
c. A circular cylinder. The singular diagram of X is in Table 6.
d. A Bohemian dome that contains a irreducible double conic. The singu-
lar diagram of X is in Table 7.
e. A Bohemian dome that contains a reducible double conic. The singular
diagram of X is in Table 8.
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Theorem 2. (Hamiltonian products of circles)
If X = A?B is a surface for circles A,B ⊂ S3, then it is one of the following:
a. A Perseus cyclide with singular diagram in Table 9.
b. A CH1 cyclide with singular diagram in Table 10.
c. A ring cyclide with singular diagram in Table 11.
d. A little 2-circled surface of degree 8 that contains a double quartic. Its
singular diagram is in Table 12.
e. A little 2-circled surface of degree 8 that contains two double circles.
Its singular diagram is in Table 13.
f. A great 2-circled surface of degree 8 that contains one great double
circle. Its singular diagram is in Table 14.
Remark 1. (open problem)
Notice that Corollary 4 classifies celestials that belong to Theorem 2f up to
homeomorphism. The classification up to homeomorphism of celestials that
belong to Theorem 2[d,e] would solve the following open problem:
Classify celestial surfaces in S3 up to homeomorphism.
See §6 for more information. C
2 Projections and translations
We define the stereographic projection with center (1 : 0 : 0 : 0 : 1) ∈ U as
pi : S3 99K P3, x 7→ (x0 − x4 : x1 : x2 : x3).
The conic pi(U \ Sing(U))) ⊂ P3 is called the Euclidean absolute and will be
denoted with pi(U) by abuse of notation. The central projection with center
(1 : 0 : 0 : 0 : 0) ∈ P4 identifies antipodal points and is defined as
τ : S3 −→ P3, x 7→ (x1 : x2 : x3 : x4).
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The quadratic branching locus τ(E) ⊂ P3 is called the elliptic absolute. Recall
that we consider S3 as a compactification of both R3 and S3. The Euclidean
translations are defined as
U := { ϕ ∈ Aut(S3) | ϕ|U3 : a 7→ a+ b for some b ∈ U3 }.
The left/right Clifford translations are defined as
EL := { ϕ ∈ Aut(S3) | ϕ|S3 : b 7→ a ? b for some a ∈ S3 },
ER := { ϕ ∈ Aut(S3) | ϕ|S3 : a 7→ a ? b for some b ∈ S3 }.
We refer to the complex lines in U as generators. The smooth quadric E
admits two families of lines, which we refer to as the left generators and right
generators respectively. Notice that E does not contain real points and that
the complex conjugate of a left generator is again a left generator.
Remark 2. (isoclinic rotations)
The left Clifford translations are automorphisms of S3 that induce so called
isoclinic rotations of S3 ⊂ S3. These are rotations such that every real point
of S3 rotates with the same angle. C
Remark 3. (dictionary for alternative model of elliptic geometry)
Coxeter proposes { ϕ ∈ Aut(P3) | ϕ(τ(E)) = τ(E) } as an alternative model
for elliptic geometry in [4, Section 7.9]. The antipodal points of S3 ⊂ S3 are
in this model identified, since P3 = τ(S3). In [4, Chapter VII], “congruent
transformations” correspond to elliptic transformations, “real collineations”
correspond to Mo¨bius transformations, “lines” correspond to great circles,
the “Absolute” corresponds to E, “(left/right) generators” correspond to
(right/left) generators of E and “Clifford surfaces” correspond to Clifford
tori. C
Lemma 1. (Euclidean translations and Clifford translations)
The Euclidean translations preserve the generators of U. The left- and right-
Clifford translations preserve the left- and right- generators respectively.
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Proof. For the first statement we consider R3 ⊂ P3 = pi(S3) as the real points
of an affine chart. The isometries R3 −→ R3 of the form a 7→ a+ b for some
b ∈ R3 are induced by automorphisms of P3 that preserve pi(U). Moreover,
the images of a plane under these isometries are all parallel and thus meet
some fixed line L ⊂ P3 at infinity. Therefore L ∩ pi(U) and thus pi(U) is
pointwise fixed by such isometries. Each point of pi(U) has a generator in U
as preimage. Thus the generators are preserved by Euclidean translations as
asserted. The elliptic counterpart follows from [4, 7.93] and Remark 3.
Proposition 1. (intersection with boundaries)
Let A,B ⊂ S3 be curves such that A,B * U∪E. We count with multiplicity.
• If the family of curves defined by ({a} + B)
a∈A has no basepoints on
U, then (A+B) ∩ U contains degB complex conjugate generators.
• If ({a}?B)
a∈A has no basepoints on E, then (A?B)∩E contains degB
complex conjugate left generators.
• If (A?{b})
b∈B has no basepoints on E, then (A?B)∩E contains degA
complex conjugate right generators.
Proof. By Bezout’s theorem, a curve C ⊂ S3 intersects U and E in degC
points. The intersections A + B ∩ U and A ? B ∩ E are hyperplane sections
and thus real curves. This lemma is now a straightforward consequence of
Lemma 1.
Definition 4. (complex setting)
The complex stereographic projection piC : S3 99K P3 is a linear projection
whose point center lies in S3, but is not necessarily real. The tangent hy-
perplane section of S3 at the center of piC is denoted by UC. In the complex
setting, we will assume that σ∗ = id in Definition 1 as the real structure is
not preserved. C
Definition 5. (P3 model for Euclidean space)
An Euclidean circle in P3 is an irreducible conic that intersects the Euclidean
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absolute piC(UC) in two points counted with multiplicity. If X ⊂ P3 is a
surface of degree d, then the multiplicity c of the conic piC(UC) in X is called
the cyclicity of X. The Euclidean type of X is defined as the tuple (d, c).
The hyperplane at infinity H∞ ⊂ P3 is the plane spanned by piC(UC). C
Lemma 2. (Hipparchus, 190-120 BC)
The complex stereographic projection piC sends a circle in S3 to either an
Euclidean circle or a line in P3.
Proof. A non-special circle C ⊂ S3 meets UC in two points by Bezout’s
theorem. It follows that piC(C) meets pi(UC) in two points as well. If C ⊂ S3
is a special circle, then piC(C) is a line as C passes through the projection
center of piC.
The following theorem follows from [17, Theorems 1, 2 and 3].
Theorem B. (2018)
Suppose that X ⊂ S3 is a celestial surface. We have degX ∈ {2, 4, 8},
piC(X) has Euclidean type in {(4, 0), (5, 1), (6, 2), (7, 3)} and deg pi(X) 6= 5.
If degX = 8, then X is a linear projection of the anticanonical embedding of
P1×P1 into P8. If degX = 4 and X is R-rational, then X is the anticanonical
embedding of P1 × P1 blown up in four points.
3 Neron-Severi lattices
For convenience of the reader, we summarize in this section the required
classification results on Neron-Severi lattices from [16] and [17].
Suppose that X is a surface with Neron-Severi lattice N(X). The class of a
family of curves is the class of a curve in this family. We call a class c ∈ N(X)
indecomposable if h0(c) > 0 and there do not exists nonzero a, b ∈ N(X) such
that c = a+ b with both h0(a) > 0 and h0(b) > 0.
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Let us consider the following subsets of N(X) where k ∈ N(X) denotes the
canonical class of X:
B(X) := { c ∈ N(X) | c2 = −2, −k · c = 0 and c is indecomposable },
E∗(X):= { c ∈ N(X) | c2 = −1, −k · c = 1 and c · b ≥ 0 for all b ∈ B(X) },
G(X) := { c ∈ N(X) | c2 = 0, −k · c = 2, σ∗(c) = c and
c · b ≥ 0 for all b ∈ B(X) },
The incidence graph D(B(X)) of B(X) is a graph whose vertices are defined
by the classes in B(X). There is an edge between classes if and only if
their intersection product is nonzero. We call W ⊆ B(X) a component if its
elements define the vertices of a connected subgraph of D(B(X)).
Definition 6. (linear normalization)
Suppose that Y is the smooth model of algebraic surface X ⊂ Pn. The linear
normalization XN ⊂ Pm of X with m ≥ n is defined as the image of Y via
the map associated to the complete linear series of hyperplane sections of X.
Thus there exists a linear projection η : XN ⊂ Pm 99K X ⊂ Pn and XN is
unique up to Aut(Pm). We denote η−1(C) by CN for curves C ⊂ X. C
For classes a, b ∈ N(X) we define
a b := |a · b|+
∑
component
W⊆B(X)
∑
v,w∈W
|a · v||b · w|.
A restricted conical surface contains 2 ≤ λ <∞ conics and no lines through
a general point.
Lemma 3. (geometry of X captured by N(X))
Suppose that X ⊂ Pn is a restricted conical surface of degree 3 ≤ d ≤ 8.
a) X is a weak del Pezzo surface, −k is its class of hyperplane sections
and XN has at most isolated singularities. If degX = 4 and X ⊂ P4,
then X is projectively isomorphic to XN .
b) Isolated singularities of X correspond to components of B(X). Base-
points of families of conics on X are projections of isolated singularities
in XN .
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c) Curve C ⊂ XN is a line if and only if [C] ∈ E∗(XN). Unmovable
curves in XN are exactly the lines.
d) A class in G(X) is the class of a single conical family on X.
e) For curves C,C ′ ⊂ XN we have C∩C ′ 6= ∅ if and only if [C] [C ′] 6= 0.
Proof. Assertion a) follows from [22, Theorem 5, Theorem 8 and Proposi-
tion 1] (see also [19, Corollary 2]). Assertions c) and d) now follow from [16,
Proposition 3].
b) The first part follows from [16, Proposition 3a]. By d), the classes of conics
on X have self-intersection zero. Thus if a family of conics has a basepoint,
then the preimage of this basepoint on the smooth model Y of X, must be
a curve C ⊂ Y . The class of C is orthogonal to the anticanonical class of Y .
Therefore C is the union of (-2)-curves that are contracted, via the birational
morphism ϕ : Y −→ X, to isolated singularities as asserted.
e) If C,C ′ ⊂ X are curves, then C∩C ′ 6= ∅ if and only if either [C]·[C ′] 6= 0 —
or — there exist a component W ⊂ B(X) and v, w ∈ W such that [C] ·v > 0
and [C ′] · w > 0.
The following theorem extracts results from [16, Theorem 4] and [17, Lemma 4]
concerning the classification of Neron-Severi lattices. The classification can
be queried automatically with [18, ns lattice] (see also [17, Remark 3]).
Theorem C. (2018)
Suppose that X ⊂ Pn is a restricted conical surface of degree 3 ≤ d ≤ 8.
a) If either
• degX = 4, or 5 ≤ degX ≤ 7 and σ∗ = id,
then N(X) is up to isomorphism uniquely determined by a row in Ta-
ble 16. For each row we have N(X) ∼= 〈`0, `1, ε1, . . . , εr〉Z with r :=
8−degX, h = −k = 2(`0 +`1)−ε1− . . .−εr and σ∗ : N(X) −→ N(X)
is defined in Table 17. Moreover,
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• B(X) ⊂ ΛB,
• E∗(X) = { c ∈ ΛE | c · b ≥ 0 for all b ∈ B(X) } ∩N(X), and
• G(X) = { c ∈ ΛG | c · b ≥ 0 for all b ∈ B(X) } ∩N(X),
where
• ΛB := { εi− εj, `k− εi− εj, `0 + `1− ε1− ε2− ε3− ε4, `0− `1 | 1 ≤
i < j ≤ r, 0 ≤ k ≤ 1 },
• ΛE := { εi, `0−εi, `1−εi, `0+`1−εi−εj−εk | 1 ≤ i < j < k ≤ r },
• ΛG := { `0, `1, `0 + `1 − εi − εj, 2`0 + `1 − ε1 − ε2 − ε3 − ε4, `0 +
2`1 − ε1 − ε2 − ε3 − ε4 | 1 ≤ i < j ≤ r }.
The function h0 : N(X) −→ Z≥0 is uniquely determined by B(X).
b) If degX = 4 and either X ⊂ S3 or #ER(X) = 0, then N(X) together
with B(X), E∗(X) and G(X) is up to isomorphism uniquely determined
by a row in Table 19.
c) If 5 ≤ degX ≤ 7 and σ∗ = id, then N(X) together with B(X), E∗(X)
and G(X) is up to isomorphism uniquely determined by a row in Ta-
ble 18.
d) If X ⊂ S3 is a EH1 cyclide, Perseus cyclide, CH1 cyclide, EY cyclide,
ring cyclide, spindle cyclide or horn cyclide, then N(X) is isomorphic
to row 55, 57, 62, 63, 66, 67 and 70 in Table 16 respectively.
Proof. a) We know from Lemma 3a and [16, Theorem 4] that N(X) is iso-
morphic to a Neron-Severi lattice characterized by a row in the table of [16,
§8.4: rows 0 until 78]. We simply omitted rows that do not satisfy the stated
hypothesis, while keeping the row numbers consistent. We recover σ∗ and
B(X) from [16, §8.2 and §8.3]. It follows from [16, Lemma 1] and its proof
that B(X) determines h0 uniquely. In order to transform to the generators
in this article we may use [16, Algorithm 2]. The sets ΓB, ΓE and ΓG are
computed with [16, Algorithm A] and stated in [17, Lemma 2] for r = 4.
b) Notice that S3 does not contain real lines. Table 19 follows from [17,
Lemma 4] and [17, Remark 3].
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c) We computed Table 18 using a) for convenience of the reader.
d) Direct consequence of [17, Lemma 4].
4 Sums and products of degree ≤ 4
The goal of this section is to proof Proposition 2, Proposition 3, Corollary 3a
and Proposition 4. Proposition 4 is needed for the proof of Corollary 3b in
§5. We will also need Lemma 4 and Example 2 in §5 for the proof of Lemma 9
and Theorem 2 respectively.
If X ⊂ S3 is a sum or product of circles of degree ≤ 4, then the geometry
of X is to a large extend determined by its Neron-Severi lattice N(X). This
enables us to classify the possible singular diagrams of X.
Lemma 4. (Neron-Severi lattice of ring cyclides)
Suppose that X ⊂ Pn is a restricted conical surface of degree 4. If either
• X is covered by two families of conics that each have two complex con-
jugate basepoints, or
• X is covered by exactly four families of conics and X has no real isolated
singularities,
then N(X) is defined by Table 15l and isomorphic to the Neron-Severi lattice
of a ring cyclide.
Proof. First suppose that the hypothesis of the first bullet holds. We know
from Lemma 3b that there exists components T, U, V,W,⊂ B(X) such that
σ∗(T ) = U and σ∗(V ) = W . A priori we do not exclude the case that
T = U and V = W . Two classes in G(X) should have nonzero intersection
with T, U ⊂ B(X) and V,W ⊂ B(X) respectively. In any case we require
that σ∗ 6= id. It follows from Theorem C[a,b] that the isomorphism class
of N(X) is uniquely determined by row r in Table 16 such that r > 41. If
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#E∗(X) = 0, then it follows from Table 19 that r = 66. If #E∗(X) 6= 0, then
we immediately see that r ∈ {46, 47, 49, 59, 60, 68} as B(X) must have two
complex conjugate components. Each of these cases can be excluded, as the
remaining requirements are not satisfied. Thus N(X) is uniquely determined
by row 66 in Table 16.
Finally we suppose that the hypothesis of the second bullet holds. By
Lemma 3[b,d] there exists no component W ⊂ B(X) such that σ∗(W ) = W
and |G(X)| = 4. As before it follows from Theorem C[a,b] that the iso-
morphism class of N(X) is uniquely determined by row 66 in Table 16.
Theorem Cd concludes the proof.
Definition 7. (Clifford quartet and Clifford criterion)
A Clifford quartet is defined as {a, b, c, d} ⊂ E∗(X) such that σ∗(a) = b,
σ∗(c) = d, a b = c d = 0 and a c, b c, a d, b d > 0.
Let G˜q(X) for q ∈ N(X) denote the set of classes g ∈ G(X) such that g ·q 6= 0
and such that g is the class of a family that does not have complex conjugate
basepoints. Let E˜q,Q(X) for q ∈ N(X) and Q ⊂ N(X) denote the set of
classes e in E∗(X) such that e · q 6= 0 and { e · r | r ∈ Q \ {q} } = {0}.
The Clifford criterion is defined as follows:
There exists a Clifford quartet Q ⊂ E∗(X), q ∈ Q and g ∈ G˜q(X) such that
for all e ∈ E˜q,Q(X) we have that e · g 6= 0. C
Remark 4. (William Kingdon Clifford)
Lemma 5 stated below can be seen as a generalization of [4, 7.94] (see Re-
mark 3). Coxeter refers to [12, Chapter X] and Klein attributes these insights
to Clifford. Clifford passed away at an early age and his theories in elliptic
geometry were only partially published. Klein saw it as a duty to workout
and disseminate these theories [12, page 238]. C
Lemma 5. (Clifford criterion)
If X = A ? B is a quartic surface for circles A,B ⊂ S3, then it satisfies the
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Clifford criterion. Moreover, X ∩ E consist of two left generators and two
right generators whose classes form a Clifford quartet.
Proof. The circles A,B ⊂ S3 define families of conics on X, which we will
denote by FA :=
(
A ? {b})
b∈B and FB :=
({a} ? B)
a∈A. It follows from
Lemma 3a that without loss of generality X = XN .
If both FA and FB have basepoints on E, then N(X) is characterized in
Lemma 4. See Table 11 for the singular diagram of X. We verify that the
Clifford criterion holds in this case and we conclude from Lemma 3[b,c,e]
that each of the four lines in X meet two of the four complex basepoints in
E. Thus in this case the lemma is proven.
In the remainder of the proof we assume without loss of generality that FB
has no basepoints on E.
First we suppose that FA has no basepoint on E. It follows from Proposition 1
and Bezout’s theorem that X ∩E consist of two left generators and two right
generators. By Lemma 3[c,e] the classes of these generators form a Clifford
quartet Q ⊂ E∗(X).
Next we suppose that FA has a basepoint on E. Since E has no real points,
there are two complex conjugate basepoints {p, p}. The family of conics FA
covers X so that each point q ∈ X ∩ E such that q /∈ {p, p} is reached. By
Bezout’s theorem the conic C in FA that passes through {p, p, q} must be
contained in the hyperplane section E ⊂ S3. Each point in C is covered
by some conic C ′ in FB. It follows from Lemma 1 that the C ′ traces out
two left generators. From this we deduce that C can only be a reducible
conic. Since C is coplanar it must consist of a left- and a right- generator.
Their complex conjugate generators must also be contained in E, as X ∩E is
real. By Lemma 3[c,e] the classes of these generators form a Clifford quartet
Q ⊂ E∗(X).
We constructed for both cases a Clifford quartet Q ⊂ E∗(X) that consists of
classes of two left generators L,L ⊂ E and two right generators R,R ⊂ E.
22
We set {u, v} := (L ∩R) ∪ (L ∩R) and {s, t} := A ∩ E. Let us consider the
map
γ : A \ {s, t} −→ L \ {u, v}, a 7→ ({a} ? B) ∩ L.
This map is algebraic as it is defined in terms of algebraic operations. The
curves in FB cover X and FB has no basepoints on E. It follows that γ is a
dominant morphism. Since L ∼= A ∼= P1 it follows that γ extends uniquely
to γ : A −→ L such that γ(A) = L and γ({s, t}) = {u, v}. We therefore
conclude that each point in L \ {u, v} is reached by an irreducible curve in
FB. In other words, the Clifford translations of B trace out L \ {u, v}.
Suppose that M ⊂ X is any line such that [M ] · [L] 6= 0 and { [M ] · r | r ∈
Q \ {q} } = {0}. In this case, M ∩ L = {m} and m ∈ L \ {u, v}. Moreover,
there exists a curve C in FB such that m ∈ C and thus we require that
[FB] · [M ] 6= 0. We conclude that the Clifford criterion must hold as we have
q := [L], g := [FB] and e := [M ] in its formulation.
Proposition 2. (products of circles of degree ≤ 4)
If X = A ? B is a surface for circles A,B ⊂ S3 such that degX ≤ 4, then
the conclusion of Theorem 2 holds.
Proof. Suppose by contradiction that degX = 2. We may assume up to
Mo¨bius equivalence that X ∩S3 is the unit sphere S2. Recall from Remark 2
that left Clifford translations are isoclinic rotations. Thus the infinitesimal
Clifford translations of points on B define a nowhere vanishing vector field
on S2. We arrived at a contradiction, since S2 does not admit such a vector
field by the hairy ball theorem.
It follows from Theorem B that degX = 4. We know from Lemma 5 that the
Clifford criterion must hold for X. We apply Theorem Cb and verify for each
of the 14 cases in Table 19 whether the Clifford criterion holds. In particular,
we find that a Clifford quartet exists only for rows 53, 55, 57, 61, 62, 66 and
71. Of these cases the Clifford criterion only holds for rows 57, 62 and 66.
Thus, by Theorem Cd, X must be either a CH1 cyclide, Perseus cyclide
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or ring cyclide and all of these cyclides are realized in Example 2 below. It
follows from Lemma 3 that X is projectively equivalent to XN so that data 1,
2 and 3 of the singular diagrams of these cyclides are uniquely determined by
their Neron-Severi lattices. For data 4 we know from Lemma 5 that a Clifford
quartet is contained in E and this quartet is unique up to automorphisms of
N(X). Thus we concluded the proof as all the data of the singular diagrams
is accounted for.
Example 2. (products of circles)
We construct parametrizations of products of circles. Let µ(t) := (1 : cos(t) :
sin(t) : 0 : 0) for 0 ≤ t < 2pi parametrize a fixed circle in S3. Automorphism
ϕi : S3 −→ S3 is defined by matrix Mi in Table 20 for indices 1 ≤ i, j ≤ 11.
Now we suppose that ~a := (ϕi◦µ)(α) and ~b := (ϕj ◦µ)(β) parametrize circles
A ⊂ S3 and B ⊂ S3 respectively. Thus ~a and ~b are vector valued functions in
α and β respectively. The Hamiltonian product A ? B has parametrization
~a ? ~b = (a0b0 : a1b1 − a2b2 − a3b3 − a4b4 : a1b2 + a2b1 + a3b4 − a4b3 : a1b3 +
a3b1 + a4b2− a2b4 : a1b4 + a4b1 + a2b3− a3b2) with parameters 0 ≤ α, β < 2pi.
We can implicitize the surface and compute its degree and singular locus. If
the resulting surface is of degree 4, then its singular locus consists of double
points. We use Lemma 3b and Theorem Cb to assign quartic products of
circles to an entry in Table 19. We list in Table 21 examples of products of
circles. See [15, orbital] for an implementation of these methods. C
Lemma 6. (ring cyclide look-alikes)
There is at most a 1-dimensional family of Mo¨bius equivalence classes of
surfaces in S3 whose Neron-Severi lattice is isomorphic to the Neron-Severi
lattice of a ring cyclide.
Proof. Recall from Lemma 4 that the Neron-Severi lattice of a ring cyclide
is defined by Table 15l so that X ⊂ S3 is a celestial surface by Lemma 3d.
By Theorem B, X is the blowup of P1×P1 in four complex conjugate points
p1, p2, p3, p4 ∈ P1×P1. Let pi1, pi2 : P1×P1 −→ P1 denote the projections to the
first and second factor respectively. We may assume without loss of generality
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pi1(p1) = pi1(p3), pi1(p2) = pi1(p4), pi2(p1) = pi2(p4) and pi2(p2) = pi2(p3) (see
[17, Table 4]). The fibers that pass through two basepoints pullback to
(−2)-curves on the smooth model Y of X. These (−2)-curves are contracted
via ϕ : Y −→ X to the four isolated singularities with classes `0 − ε1 − ε3,
`0−ε2−ε4, `1−ε1−ε4 and `1−ε2−ε3. Notice that C? ∼= P1\{pi1(p1), pi1(p2)}
and C? ∼= P1 \ {pi2(p1), pi2(p2)} so that (C?)2 ⊂ X. Moreover, Aut(C?)2
extends to Aut(X), since these are the automorphisms of P1×P1 that preserve
p1, . . . p4. It follows that X is a toric surface and the boundary consists of
four lines that meet at isolated singularities. All toric surfaces as contructed
above are unique up to Aut(P4). Thus if X,X ′ ⊂ S3 ⊂ P4 both satisfy
the hypothesis of this lemma, then there exists a projective isomorphism
α ∈ Aut(P4) such that α(X ′) = X. We can represent X and X ′ instead as the
pairs (X, S3) and (X,α(S3)) respectively. Notice that X,X ′ ⊂ S3 are Mo¨bius
equivalent if and only if there exists µ ∈ Aut(X) so that µ(S3) = α(S3).
We know from [6, Theorem 8.6.2] that the ideal I(X) of X consists of two
quadratic forms. Thus there is at most a 1-dimensional family of spheres
with signature (4, 1) that contain X. This is a reformulation of the main
assertion and therefore we concluded the proof.
Proof of Corollary 3a. Since X ⊂ S3 is 4-circled, it follows from Theorem B
that degX = 4. It follows from Theorem Cb and Lemma 3d that N(X)
is defined by either row 55 or row 66 in Table 19. Thus X is either a EH1
cyclide or ring cyclide by Theorem Cd. There is at least a 1-dimensional
family of Mo¨bius inequivalent Clifford tori, since the angle between great
circles A,B ⊂ S3 is a Mo¨bius invariant. A Clifford torus is 4-circled and
has no real singularities and therefore is a ring cyclide by definition. By
Lemma 6 and dimension counting we conclude that a ring cyclide must be
Mo¨bius equivalent to a Clifford torus.
Remark 5. (ring cyclide)
An alternative definition for a ring cyclide (see Definition 3) is a surface
that, up to Mo¨bius equivalence, can be constructed by revolving a circle in
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R3 (or U3 ⊂ S3) about an axis such that this axis of revolution is copla-
nar with the circle and does not meet the circle in real points. Indeed the
constructed surface does not admit real singularities and it was discovered
by Yvon Villarceau that this surface is 4-circled [28, 1848]. The angle be-
tween the Villarceau circles is a Mo¨bius invariant and defines the ring cyclide
uniquely up to Mo¨bius equivalence. C
Lemma 7. (conjugate intersecting lines)
Suppose that X ⊂ S3 is a quartic surface that contains two circles through
a general point such that these circles do not meet in two points. If complex
conjugate lines in X intersect, then these lines meet at an isolated singularity.
Proof. We apply Lemma 3d with Theorem Cb and determine for which of
rows in Table 19 there exists f, g ∈ G(X) such that f · g = 1. For each
of the remaining 10 cases we verify that e · σ∗(e) = 0 for all e ∈ E∗(X).
By the hypothesis and Lemma 3[c,e] we know that e  σ∗(e) > 0 for e ∈
E∗(X). Thus there exists a component W ⊂ B(X) and v, w ∈ W such that
([L] · v)([L] · w) > 0. The conclusion now follows from Lemma 3b.
Proposition 3. (sums of circles of degree ≤ 4)
If X = A + B is a surface for circles A,B ⊂ S3 such that degX ≤ 4, then
the conclusion of Theorem 1 holds.
Proof. Notice that pi(X) defines the Euclidean model S ⊂ R3 as asserted by
Theorem 1. It follows from Theorem B that degX ∈ {2, 4}. If degX = 2,
then pi(X) is the pointwise sum of coplanar lines in R3 ⊂ S3 as asserted in
Theorem 1a. We assume in the remainder of the proof that degX = 4.
First suppose that deg pi(X) = 2. We go through the well-known classifica-
tion of quadrics (see for example [17, Proposition 2]) and verify that pi(X) is
either a circular cylinder or an elliptic cyclinder as asserted in Theorem 1[b,c].
In both cases, the singular diagram of X is completely determined by the
Neron-Severi lattice N(X) as referenced in Theorem Cd.
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Finally, we assume by contradiction that deg pi(X) 6= 2.
The circles A,B ⊂ S3 define families of circles on X, which we will denote by
FA :=
(
A+{b})
b∈B and FB :=
({a}+B)
a∈A. Basepoints of families of conics
are isolated singularities in X, by Lemma 3b. The vertex of U is the center of
stereographic projection and the only real point in U. We find that neither
FA nor FB have real basepoints, otherwise deg pi(X) = 2. It follows from
elementary geometric arguments in Euclidean 3-space that general circles in
FA and FB interect in one point.
Suppose that by contradiction that FA is basepoint free. By Proposition 1,
(A + B) ∩ U contains two generators that intersect at the vertex of U. We
arrived at a contradiction, since it follows from Lemma 7 that these com-
plex conjugate lines must intersect in an isolated singularity of X so that
deg pi(X) = 2.
Thus both families of conics FA and FB must have complex conjugate base-
points on U. Let p, p ∈ U denote the complex conjugate basepoints of FA.
The family FA of conics cover the surface X and thus a general complex
point r ∈ U ∩X is reached by a conic in A′ in FA. By Bezout’s theorem, A′
is contained in U. Moreover, A′ is the unique conic that contains {p, p, r}.
This conic is irreducible, otherwise deg pi(X) = 2 by Lemma 7. By the same
argument a conic B′ in FB is contained in U such that r ∈ B′. Since FB
covers X and r was chosen general, it follows that B′ = A′. We again arrived
at a contradiction, since all conics in a family are algebraic equivalent and
thus FA and FB must define the same family.
Proposition 4. (great spindle cyclide)
If X ⊂ S3 is 2-circled and great, then either degX = 8 or X is a spindle
cyclide.
Proof. Suppose that degX 6= 8. It follows from Theorem B that degX = 4.
As |G(X)| = 2 by Lemma 3d, we know from Theorem Cb that N(X) is
defined by either row 61, 67, 70, 71, 72, 74 or 77 in Table 19. Recall that
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central projection τ : S3 −→ P3 is a 2:1 covering with ramification locus E
that sends antipodal points to the same point.
Suppose by contradiction that N(X) is defined by row 71 or 77. In this
case B(X) = ∅ so that X is smooth by Lemma 3[a,b]. Since X is great
by hypothesis, we observe that τ(X) must be a double ruled quadric. Thus
complex conjugate lines in τ(X) belong to the same family of lines. Therefore
complex conjugate lines in X do not intersect. We arrived at a contradiction,
as we require that σ∗(e) · e = 0 for all e ∈ E∗(X) by Lemma 3[c,e].
Suppose by contradiction that N(X) is defined by row 61, 70, 72 or 74. In this
case B(X) has exactly one component W ⊆ B(X) such that σ∗(W ) = W .
By Lemma 3b, W corresponds to the unique real double point. We arrived
at a contradiction as the ramification locus E does not contain real points
and thus the antipodal of the double point is missing.
It follows that N(X) is defined by row 67 and thus a spindle cyclide by
Theorem Cd. For example, W := τ−1({ x ∈ P3 | x21 +x22−x23 = 0 }) ⊂ S3 is a
great spindle cyclide. Indeed we verify that W = { x ∈ S3 | x21+x22−x23 = 0 }
and pi(W ) = { x ∈ P3 | x21 + x22 − x23 = 0 } is a circular cone.
5 Sums and products of degree > 4
In this section we prove Theorem 1, Theorem 2, Corollary 1, Corollary 2 and
Corollary 3b.
Suppose that X ⊂ S3 is a sum or product of circles of degree > 4. Unlike in
§4, the Neron-Severi lattice N(X) does in this case not reveal enough geome-
try of X so that its possible singular diagrams can be classified. In particular,
N(X) does not detect the singular curve components of X. To remedie this,
we investigate singular diagrams of carefully chosen (complex) linear projec-
tions (Zi ⊂ P3)i of X. In particular, we characterize
(
N(X),∆(X)
)
and(
N(Zi),∆(Zi)
)
i
in Lemma 9 and Lemma 10 where ∆(X) is the “total delta
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invariant” as defined below.
Definition 8. (delta invariants)
The delta invariant δp(C) of a point p in curve C ⊂ Pn with structure sheaf
O, is defined as δp(C) = length(O˜p/Op) where O˜p is the integral closure of Op
[9, Exercise IV.1.8]. If n = 2, then the delta invariant intuitively measures
the number of double points concentrated at p [20, page 85].
The sectional delta invariant ζX(C) of an irreducible curve C ⊂ X is defined
as δp(H) where H ⊂ X is a general hyperplane section and p ∈ H∩C. Notice
that since H is general and C is irreducible, ζX(C) does not depend on the
choice of p ∈ H ∩ C. We write ζ(C) instead of ζX(C) when it is clear from
the context that C ⊂ X.
The total delta invariant of a curve C ⊂ X is defined as,
∆(C,X) :=
∑
p∈H∩C
δp(H),
where H ⊂ X is a general hyperplane section. We use the shorthand notation
∆(X) for ∆(Sing(X), X). C
The following lemma summarizes the properties of ∆(X) that are needed in
this section.
Lemma 8. (delta invariants)
Let X ⊂ Pn be a surface.
a) If H ⊂ X is a general hyperplane section and δp(H) > 0 for p ∈ H,
then p ∈ H ∩ Sing(X).
b) If p ∈ H ∩ Sing(X) for a hyperplane section H ⊂ X, then δp(H) > 0.
c) If C ⊂ X is an irreducible curve, then ∆(C,X) = ζ(C) · degC.
d) The sectional delta invariant is an analytic invariant and invariant
under complex conjugation.
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e) Suppose that XN contains at most isolated singularities and let
Ψ := 1
2
(h2+h ·k)+1, where h, k ∈ N(X) denote the class of hyperplane
sections and the canonical class respectively.
If X ⊂ P3, then ∆(X) = 1
2
(degX − 1)(degX − 2)−Ψ.
If X ⊂ S3, then ∆(X) = 1
4
(degX)2 − degX + 1−Ψ.
Proof. Let ϕ : Y −→ X denote the smooth model of X.
a) The pullback of hyperplane sections of X define a basepoint free linear
series of curves on Y . By Bertini’s theorem the general curve in this linear
series is smooth. The map ϕ is an isomorphism outside the preimage of
Sing(X). It follows that the general hyperplane section H ⊂ X is smooth
outside Sing(X). Thus if δp(H) > 0, then p ∈ H ∩ Sing(X).
b) We follow the notation of Definition 6 and consider the linear projection
η : XN ⊂ Pm −→ X ⊂ Pn. Let V := Sing(X) and pN = ϕ−1(p) so that
pN ⊆ VN ∩ HN . If HN is singular at pN , then we are finished. If |pN | > 1,
then local analytic branches of HN with respective centers in pN are mapped
to branches of H each centered at p. If |pN | = 1, then pN is a ramification
point of η|VN so that H must have a cuspidal singularity at p. In both cases,
δp(H) > 0 as asserted.
c) Direct consequence of Bezout’s theorem.
d) Analytic invariance and follows from [9, Exercise IV.1.8]. Invariance under
σ : X −→ X is a straightforward consequence of [23, I.(1.2)].
e) Let pa(H) and pg(H) denote the arithmetic genus and geometric genus of a
general hyperplane section H ⊂ X respectively. It follows from a), b) and the
geometric genus formula that ∆(X) = pa(H)−pg(H) [9, Proposition 1.1 and
Excercise 1.8.a]. In accordance with the notation of Definition 6, let HN ⊂
XN denote the pullback of H. Since HN ⊂ XN is smooth by assumption and
since the geometric genus is a birational invariant we find that pa(HN) =
pg(H). By the arithmetic genus formula, one has pa(HN) = Ψ. If X ⊂ P3,
then H is a planar curve so that pa(H) =
1
2
(degX − 1)(degX − 2). Now
30
suppose that X ⊂ S3. We observe that H is a curve of degree eight that
is contained in a two-sphere Q ⊂ S3 so that hQ, kQ ∈ N(Q) are defined by
Table 15b. We make an ansatz [H]Q = α`0 + α`1 in N(Q) with α ∈ Z so
that σ∗[H]Q = [H]Q. From (`0 + `1)(α`0 + α`1) = 2α = degX we find that
α = 1
2
degX so that pa(H) =
1
2
([H]2Q+kQ · [H]Q)+1 = 14(degX)2−degX+1
by the arithmetic genus formula. We conclude that ∆(X) is as asserted.
In the lemma below we follow the notation of Definition 4 and Definition 5.
Lemma 9. (Neron-Severi lattices of projections)
Suppose that X ⊂ S3 is a celestial surface of degree 8.
a) N(X) is defined by Table 15a, ∆(X) = 8 and 4 ≤ deg piC(X) ≤ 7.
b) The two families of circles of X are basepoint free and X does not
contain isolated singularities. If L ⊂ X is a line, then L ⊂ Sing(X)
is a complex double line, which is the projection of a conic in XN . A
point b ∈ piC(X) defines a basepoint of a family of conics of piC(X) if
and only if b ∈ H∞ and b = piC(L) for some double line L ⊂ Sing(X).
c) If deg piC(X) = 7, then N(piC(X)) is defined by Table 15d.
d) If deg piC(X) = 6, then N(piC(X)) is defined by Table 15e or Table 15f,
∆(piC(X)) = 9, and piC(X) ∩H∞ is characterized by Table 22.
e) If deg piC(X) = 5, then N(piC(X)) is defined by Table 15g, ∆(piC(X)) =
5, and piC(X) ∩H∞ is characterized by Table 23.
f) If deg piC(X) = 4, then after a Mo¨bius transformation we have deg pi(X) =
4 and the singular diagram of pi(X) is in either Table 24a or Table 24b.
g) If deg τ(X) = 4, then N(τ(X)) is defined by Table 15c, ∆(τ(X)) = 3
and X is covered by both great circles and little circles.
Proof. We set Z := piC(X) ⊂ P3, H := Z ∩ H∞ and U := piC(UC). We
assume that σ∗ = id, since the real structure σ is not preserved by piC.
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a) It follows from Theorem B that N(X) is defined by Table 15a and that
4 ≤ deg piC(X) ≤ 7. We know from Lemma 8e and Lemma 3a that ∆(X) = 8.
b) By Lemma 3c and Table 15a, a line L ⊂ X must be a double line and the
projection of a conic in XN ⊂ P8 so that [L] ∈ {`0, `1}. Since the two families
of conics on XN are basepoint free, the projected families on X are basepoint
free as well. Thus if b ∈ Z is a basepoint, it can only be the projection of a
double line as is asserted. Through a general point in a double line L ⊂ X
passes a circle C ⊂ X with [C] 6= [L] and [C] ∈ {`0, `1}. It follows that
piC(L) ∈ H is a basepoint of a family of conics in Z with class [piC(C)].
c) Follows from Theorem C[a,c] and row 0 in Table 16 and Table 18.
d) By Lemma 8e and Lemma 3a we have ∆(Z) = 9.
We show that N(Z) is defined by either Table 15e or Table 15f and that H is
characterized by scenarios 1-7 in Table 22. We know from Theorem B that
Z has Euclidean type (6, 2). There are three different cases:
H = U ∪ L ∪ L′, H = U ∪M or H = U ∪ C,
where U ⊂ Sing(Z) is a double conic, L,L′ ⊂ Z are lines, C ⊂ Z is an
irreducible conic, and M ⊂ Sing(Z) is a double line. Let F, F ′ ⊂ Z denote
projections of general circles in each family of X. By b) we may assume
that F and F ′ are not lines. It follows from Lemma 2 that F and F ′ are
Euclidean circles and thus meet U in two points. By Lemma 3[c,d] we know
that [F ], [F ′], [C] ∈ G(Z) and [L], [L′] ∈ E∗(Z). Recall from Theorem Ca
that G(Z) ⊆ {`0, `1, `0 + `1 − ε1 − ε2}. If H = U ∪ C, then [F ] · [C] 6= 0
or [F ′] · [C] 6= 0 so that F or F ′ meets U in at most one point by Bezout’s
theorem, which is impossible. If H = U∪M and M is the linear projection of
a conic in the linear normalization ZN , then we again arrive at a contradiction
as F or F ′ meets U in at most one point. It follows that H = U ∪ L ∪ L′
where either L 6= L′ or L = L′ = M with [M ] = [L] + [L′]. Notice that
either ([F ], [F ′]) = (`0, `1), ([F ], [F ′]) = (`0, `0 + `1 − ε1 − ε2) or ([F ], [F ′]) =
(`1, `0 + `1 − ε1 − ε2). Since |U ∩ F | = |U ∩ F ′| = 2 we require that [F ] ·
[L] = [F ] · [L′] = [F ′] · [L] = [F ′] · [L′] = 0. If ([F ], [F ′]) = (`0, `1), then
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([L], [L′]) = ([ε1], [ε2]) and N(X) is defined by row 3 or 5 in Table 18. If
([F ], [F ′]) = (`0, `0 + `1 − ε1 − ε2), then ([L], [L′]) = ([`0 − ε1], [`0 − ε2]) and
N(Z) is defined by row 3 in Table 18. If ([F ], [F ′]) = (`1, `0+`1−ε1−ε2), then
([L], [L′]) = ([`1 − ε1], [`1 − ε2]) and N(Z) is defined by row 3 in Table 18.
Notice that if N(Z) is defined by row 5 in Table 18, then one family of
Euclidean circles has a basepoint on U by Lemma 3b. By Theorem Ca we
require that [H] = h = 2(`0+`1)−ε1−ε2. From this we deduce that Table 22
lists, up to Aut(N(Z)), all possible scenarios together with [U ], [L], [L′] and
[M ]. Moreover, we find that N(Z) is defined by either Table 15e or Table 15f
as was to be shown.
It is left to show that the last statement in the caption of Table 22 holds. In
scenario 5 of Table 22 there are two lines T, T ′ ⊂ Z such that T, T ′ * H∞,
[T ] = `1−ε1 and [T ′] = `1−ε2. Moreover, we have [L] = ε1 and [L′] = ε2 with
L,L′ ⊂ H∞. We follow the notation of Definition 6 and consider irreducible
curves UN , LN , L
′
N , TN , T
′
N ⊂ ZN that project via η : ZN ⊂ P6 −→ Z ⊂ P3
surjectively onto U,L, L′, T, T ′ ⊂ Z respectively. We apply Lemma 3[b,c,e]
and obtain the intersections of the curves in ZN from their classes. See
Figure 2 for diagrammatic depiction. It follows that L and T intersect outside
U . Similarly, L′ and T ′ intersect outside U . Notice in particular, that the
lines TN , T
′
N ⊂ ZN are not projected onto each other.
e) By Lemma 8e and Lemma 3a we have ∆(Z) = 5. We know from Theo-
rem B that Z has Euclidean type (5, 1) so that [U ] ∈ G(Z). By Theorem Ca
we have that 0 ≤ f · g ≤ 1 for all f, g ∈ G(Z). It follows from Lemma 2
that Z is covered by two families of complex circles. Thus a general circle
in either one of these families should intersect U in two points. It follows
from Lemma 3e that two families should each have a basepoint on U so that
we obtain the following necessary criterion: There exists a, b ∈ B(Z) and
f, g ∈ G(Z) such that f 6= g and a · f, b · g > 0. It follows from Theo-
rem C[a,c] that N(Z) = 〈`0, `1, ε1, ε2, ε3〉Z is defined by one of rows 15-20 in
Table 18. From the criterion we know that N(Z) is defined by row 17, which
coincides with Table 15g as was asserted. Let M ⊂ Z denote the projection
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of a line in ZN with class ε1. Notice that M passes through the two base-
points that lie on U . It follows that H is, up to Aut(N(Z)), characterized
by either Table 23a, Table 23b or M ⊂ Sing(Z).
Suppose by contradiction that M ⊂ Sing(Z). We deduce from b) that exactly
two complex double lines L,L′ ⊂ X meet at the center of projection piC.
These two lines are projected to two basepoints that lie on U ⊂ Z. We
observe that each basepoint in Z belongs to another family and that a double
line in X is the projection of a conic in XN . It follows without loss of
generality that [L] = `0 and [L
′] = `1 in N(X) as defined in Table 15a. Thus
the two double lines are not complex conjugate (indeed recall that pi(X) 6= 5
by Theorem B). Moreover, their complex conjugate double lines L,L′ ⊂ X
have class [L] = `0 and [L] = `1 in N(X). It follows that piC(L), piC(L′) ⊂
Z are coplanar double lines such that [piC(L)] = `0 and [piC(L′)] = `1 in
N(Z). These double lines intersect outside H and meet H exactly at the two
basepoints. The plane through the double lines also contains M . We arrived
at a contradiction as Z must be of degree at least 6 by Bezout’s theorem.
f) We know from Theorem B that Z has Euclidean type (4, 0). It follows
from Lemma 2 and b) that if C ⊂ X is a general circle, then piC(C) is an
Euclidean circle which meets U in two points. Therefore Z has two families
of conics that each have two basepoints in Z ∩ U . These basepoints are the
projection of four double lines in UC ∩X. By Lemma 8e and Lemma 3a we
have ∆(Z) = 2 so that 1 ≤ deg(Sing(Z)) ≤ 2.
Suppose by contradiction that UC ∩X is not real. In this case Sing(X) con-
sists of four additional double lines whose union form the complex conjugate
of UC ∩X. The image via piC of these additional four lines in Z are compo-
nents of Sing(Z). We arrived at a contradiction as Sing(Z) is of degree at
most 2. It follows that the four double lines in X meet at a real point c ∈ S3.
After a Mo¨bius transformation we may assume that that c is the center of pi
so that Z = pi(X). Notice that pi preserves the real structure.
Since U does not contain real points, we find that the first hypothesis of
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Lemma 4 is satisfied so that N(Z) is defined by Table 15l. It follows from
Lemma 3 that H consists of four lines that intersect at four double points
that lie in U . By Bezout’s theorem the lines with classes ε1 and ε3 intersect
their complex conjugate lines with classes ε2 and ε4 respectively. These real
intersection points lie outside U and must be contained in Sing(Z). We
find that Sing(Z) is not a line, otherwise this line would pass through the
two intersection points, contradicting that degZ = 4. We established that
Sing(Z) is of degree 2 and that the diagram of the components in H is given
by the dashed lines in Table 24[a,b].
Suppose by contradiction that Sing(Z) consists of two skew double lines.
The planes through the first double line defines a family of conics that covers
Z. However, by Lemma 8b, these conics must be singular at the second
double line. It follows that Z is covered by lines and thus we arrived at a
contradiction. We established that Sing(Z) is a conic so that [Sing(Z)] is
equal to the class of hyperplane sections h.
The plane sections of Z that contain a double line define a family of conics
on Z that are not Euclidean circles. We verify from G(X) in Table 15l
and Lemma 3 that the labels of the components of Sing(Z) are as stated
in Table 24b. We conclude that Sing(Z) consists of either a double conic
as in singular diagram Table 24a or two double lines as in singular diagram
Table 24b. The double conic is an hyperbola as it meets two real points in
H∞.
g) Recall that the degree of a q : 1 linear projection of a surface X is equal
to 1
q
degX. Since degX = 2 · deg τ(X) it follows that τ |
X
: X −→ τ(X)
is a linear 2:1 projection. Notice that X is not covered by two families of
great circles as τ(X) would in this case be a doubly ruled quadric. Thus X is
covered by a family of great circles and a family of little circles. These families
of circles form pencils by Theorem B. It follows that τ(X) is covered by a
pencil of lines and a pencil of conics. By Noether’s theorem, τ(X) is a rational
surface. In particular, τ(X) is a geometrically ruled surface over P1 so that
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N(τ(X)) ∼= 〈h, `0〉 by [2, Proposition III.18], where h2 = deg τ(X) = 4,
h · `0 = 1, k = −2h + 2`0 and `0 is the class of the fiber. It follows from
[2, Proposition IV.1.(ii)] that B(X) = E∗(X) = 0. We set `1 := h − 2`0 so
that N(τ(X)) is defined by Table 15c. Moreover, we have ∆(τ(X)) = 3 by
Lemma 8e.
Lemma 10. (projection center on lines)
Suppose that X ⊂ S3 is a celestial surface of degree 8. Suppose that c ∈ X
is the (complex) center of piC and suppose that µ lines contained in X pass
through c.
a) If µ = 1, then deg piC(X) = 6. If in addition to µ = 1 one has
∆
(
piC
(
Sing(X)
)
, piC
(
X
))
= 7, then there exists exactly two irreducible
conics C,C ′ ⊂ X outside Sing(X) such that c ∈ C ∩ C ′.
b) We have µ = 2 if and only if deg piC(X) = 5, ∆(piC(X)) = 5 and
∆
(
piC
(
Sing(X)
)
, piC
(
X
))
= 5.
c) If µ > 2, then deg piC(X) = 4, µ = 4 and the singular diagram of X is
either in Table 7 or Table 8.
Proof. Let Z := piC(X), H := Z ∩ H∞ and U := piC(UC). Recall from
Lemma 9b that the µ lines in X that pass through c are double lines. More-
over, each of the µ lines is projected to a basepoint that lies in H. If µ > 0,
then 4 ≤ degZ ≤ 6 by Lemma 9a.
a) Since µ = 1, hyperplane section H contains exactly one basepoint. It
follows from Lemma 9[d,e,f] that H is characterized by scenario 5, 6 or
7 in Table 22 and that Z is of Euclidean type (6, 2). Now suppose that
∆
(
piC
(
Sing(X)
)
, Z
)
= 7. By Lemma 9d, ∆(Z) = 9 and thus ∆(U,Z) = 2
by Lemma 8[a,b]. Notice that piC is an isomorphism outside UC and H∞.
It follows that H \ U does not contain singular components. Thus H must
be characterized by scenario 5 in Table 22 so that Z contains two lines with
classes `1 − ε1 and `1 − ε2 that are not singular components. As a conse-
quence of Lemma 9b, these lines must be projections of conics in X that pass
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through the center of projection c as was asserted.
b) First suppose that µ = 2. In this case hyperplane section H contains ex-
actly two basepoints. It follows from Lemma 9[d,e,f] that H is characterized
by Table 23a or Table 23b. In particular, we find that degZ = 5, ∆(Z) = 5
and H does not contain singular curve components. Since piC is an isomor-
phism outside UC and H∞ we conclude that ∆
(
piC
(
Sing(X)
)
, piC
(
X
))
= 5.
Conversely, suppose that degZ = 5. It follows from Lemma 9e that H
contains exactly two basepoints so that µ = 2 by Lemma 9b.
c) Since µ > 2 we find that hyperplane section H contains at least three
basepoints. It follows from Lemma 9[d,e,f] that degZ = 4 and µ = 4.
Thus by Lemma 9f the center c is real so that without loss of generality
pi(X) = Z. Moreover, the singular diagram of Z is defined by either Table 24a
or Table 24b.
We first suppose that the singular diagram of Z is defined by Table 24b. Let
V0, V1 ⊂ Sing(X) such that pi(V0) and pi(V1) are the double line components
of Sing(Z). By Lemma 2, V0 and V1 are double conics in X that intersect at
the vertex of U and another point of multiplicity 2. Since pi is an isomorphism
outside U and H∞, we know from Lemma 8[c,d] that ζ(V0) = ζ(V1) = 1 and
∆(V0∪V1, X) = 4. By Lemma 9b, X∩U = L∪L∪R∪R where L, L and R, R
are pairs of complex double lines such that [L] = [L] = `0 and [R] = [R] = `1.
Since ∆(X) = ∆(V0 ∪ V1, X) + ∆(X ∩ U, X) = 8 by Lemma 9a, it follows
that ζ(L) = ζ(L) = ζ(R) = ζ(R) = 1. We assume without loss of generality
that [pi(V0)] = `0 + `1 − ε1 − ε2 and [pi(V1)] = `0 + `1 − ε3 − ε4 in Table 24b.
Suppose that C ⊂ X is a general circle so that pi(C) ⊂ Z is an Euclidean
circle by Lemma 2. Recall from Lemma 9f that [pi(C)] ∈ {`0, `1} ⊂ N(Z).
It follows that pi(C) meets pi(V0) and pi(V1) each in one point. Since pi is
almost everywhere an isomorphism we require that [C] · [V0] = [C] · [V1] = 1
where [C] ∈ {`0, `1} ⊂ N(X). Since V0 ∪ V1 is the pullback of a hyperplane
section we deduce from Lemma 9a that [V0 ∪ V1] = h = 2(`0 + `1). It
follows that [V0] = [V1] = `0 + `1. Notice that the vertex has multiplicity
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degX − degZ = 4 in X. We established that if the singular diagram of Z is
defined by Table 24b, then the singular diagram of X is defined by Table 8.
Using similar arguments we find that if the singular diagram of Z is defined
by Table 24a, then the singular diagram of X is defined by Table 7.
Lemma 11. (singular diagrams)
Suppose that X ⊂ S3 is a celestial surface of degree 8. If X ∩ E consists of
two double left generators and two double right generators, then the singular
diagram of X is defined by either Table 12, Table 13, Table 14 or Table 25b.
Proof. We start by introducing some notation. Let E := X∩E = L∪L∪R∪R
where L, L and R, R are pairs of complex conjugate double lines. Let
I := {p, p, q, q} denote the union of pairwise intersections of the four double
lines so that I = (L∩R)∪ (L∩R)∪ (L∩R)∪ (L∩R). Let V := Sing(X)\E
denote the remaining components of the singular locus and let (Vi)i denote
the irreducible components of V . We denote the complex projection center
of piC : S3 99K P3 by c ∈ S3.
It is a straightforward consequence of Lemma 10c that through each point in
X pass at most two lines that are contained in X. Thus through each point in
I pass exactly two lines. Observe that piC is an analytic isomorphism outside
UC and the hyperplane at infinity H∞ ⊂ P3. It follows from Lemma 8[c,d],
Lemma 9a and Lemma 10b that
∆(X) = ∆(E,X) +
∑
i
ζ(Vi) · deg Vi = 8, and (1)
c ∈ I =⇒ deg piC(X) = 12∆(E,X) +
∑
i
ζ(Vi) · deg piC(Vi) = 5, (2)
where
∑
i ζ(Vi) · deg Vi = ∆(V,X), 12∆(E,X) = ∆
(
piC(E), piC(X)
)
,∑
i ζ(Vi) · deg piC(Vi) = ∆(piC(V ), piC(X)). Notice that piC(Vi) ⊂ piC(X) must
be a curve. It follows from (1) and (2) that
Ψ ∈ {(4| 1; 4), (4| 1; 2, 1; 2), (6| 1; 2), (6| 1; 1, 1; 1)},
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where Ψ :=
(
∆(E,X)| ζ(V0); deg V0, ζ(V1); deg V1, . . .
)
. In particular, we
find that deg V ∈ {2, 4}.
Before we make a case distinction on deg V and Ψ we gather some results that
implicitly will be used in the remainder of this proof. Recall from Lemma 9a
that N(X) is defined by Table 15a, where h denotes the class of hyperplane
sections. We assume without loss of generality that [L] = [L] = `0 and
[R] = [R] = `1. It follows from (2) that a point in I has multiplicity 3 in X.
Recall that through each point in X pass at most two lines that are contained
in X. We know from Lemma 9a that if c ∈ Sing(X), then 4 ≤ deg piC(X) ≤ 6.
It follows from Lemma 10 that V has multiplicity 2 in X.
First we suppose that deg V = 4 so that Ψ ∈ {(4| 1; 4), (4| 1; 2, 1; 2)}.
It follows from (2) that if c ∈ I, then deg piC(V ) = 3. Thus we require that V
is a quartic curve that passes through each point in I. We use the notation
of Definition 6 and find that deg VN = 8, since V has multiplicity 2 in X.
We consider the projection η|EN : EN −→ E as schematically depicted in
Figure 3. Thus hyperplane section EN ⊂ XN is the pullback of hyperplane
section E ⊂ X. We set [V ] = [VN ] = α`0 + β`1. As h · [V ] = 8 we find that
without loss of generality (α, β) ∈ {(2, 2), (3, 1), (4, 0)}.
Suppose by contradiction that (α, β) = (3, 1) so that [V ] = 3`0 + `1. In this
case we find up to symmetry that VN∩EN = {p0, p1, p0, p1, q1, q1} in Figure 3.
It follows that p0, p1 ∈ VN are projected 2:1 to p ∈ V and thus V is singular
at p. We arrived at a contradiction, since if c = p, then deg piC(V ) < 3.
Suppose by contradiction that (α, β) = (4, 0) so that [V ] = 4`0. As [LN ] =
[L] = `0 and [RN ] = [R] = `1, we find that VN meets conic RN in four
points that correspond to circled points in Figure 3. However, we see that
VN must intersect LN as well. We arrived at a contradiction with Lemma 3e
as [L] [V ] = [L] · [V ] = 0 by assumption.
We establised that [V ] = 2`0 + 2`1. Moreover, if Ψ = (4| 1; 4), then the
singular diagram is defined by Table 12.
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Now suppose that Ψ = (4| 1; 2, 1; 2) so that V = V0∪V1 and h·[V0] = h·[V0] =
2. In this case, either [V0] = [V1] = `0 + `1 or [V0] = 2`0 and [V1] = 2`1.
Suppose by contradiction that [V0] = 2`0 and [V1] = 2`1. Since arithmetic
genera pa(V0), pa(V1) < 0 it follows that VN = W0 ∪W1 ∪W2 ∪W3 where
[W0] = [W1] = `0 and [W2] = [W3] = `1. We consider Figure 3 and find
that η(W0) 6= η(W1) and η(W2) 6= η(W3). We arrived at a contradiction as
η(W0) = η(W1) = V0 and η(W2) = η(W3) = V1 by assumption.
We established that [V0] = [V1] = 2(`0 + `1). Assume by contradiction that
the singular diagram of X is as in Table 25a. If we choose c ∈ V0 ∩ V1, then
piC(V ∪E) consists of 6 coplanar double lines. We arrived at a contradiction
with Bezout’s theorem, since deg piC(X) < 12. It follows that the singular
diagram of X is defined by Table 13. This concludes the proof for the case
that deg V = 4.
Finally, suppose that deg V = 2 so that Ψ ∈ {(6| 1; 2), (6| 1; 1, 1; 1)}.
We may assume without loss of generality that ∆(R,X) ≥ ∆(L,X). Since
∆(E,X) = 6, we find that ζ(L) = ζ(L) = 1 and ζ(R) = ζ(R) = 2. It follows
from (2) that V ∩ I = ∅.
Suppose by contradiction that Ψ = (6| 1; 1, 1; 1). In this case V = V0 ∪ V1
with V0 and V1 complex conjugate double lines. It follows from Lemma 9a
that without loss of generality [V0] = `0 so that |V0 ∩ R| = |V0 ∩ R| = 1 by
Lemma 3e. We arrived at a contradiction since |V0 ∩ E| = 1 by Bezout’s
theorem.
We establised that Ψ = (6| 1; 2). It follows from Lemma 10 with c ∈ V ∩ E,
that points in V ∩ E are of multiplicity two. We conclude that the singular
diagram of X is therefore defined by either Table 14 or Table 25b.
Lemma 12. (intersection with boundaries)
Suppose that X ⊂ S3 is a celestial surface of degree 8. Let A,B ⊂ S3 be
circles.
a) If X = A + B, then X ∩ U consists of four complex conjugate double
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lines that meet at the vertex of U.
b) If X = A ? B or X is great, then X ∩ E consists of two complex
conjugate double left generators and two complex conjugate double right
generators.
Proof. If X = A+ B or X = A ? B for circles A,B ⊂ S3, then assertions a)
and b) are straightforward consequences of Proposition 1 and Lemma 9b. It
remains to show b) with the hypothesis that X ⊂ S3 is great.
Recall that τ : S3 −→ P3 is the central projection with ramification locus
E. We find that deg τ(X) = 4 as the great circles that cover X are 2:1
projected to lines in τ(X). By Lemma 9g, X is also covered by a family of
little circles. Pairs of antipodal little circles in X are 2:1 projected to conics
in τ(X). A conic in τ(X) intersects the branching locus τ(E) tangentially at
complex conjugate points. Recall from Lemma 9g that N(τ(X)) is defined
by Table 15c so that `0 and `1 are the classes of lines and conics respectively.
The families of conics and lines in τ(X) are basepoint free by Lemma 9b.
Let E := X ∩ E. Suppose that C ⊂ X is a general little circle and let
p ∈ E ∩C. As C is a real conic and since E does not contain real points, we
find that C meets E in two complex conjugate points by Bezout’s theorem.
It follows that C meets E transversally at p. Notice that τ |X is a 2:1 covering
and locally at τ(p) an analytic isomorphism on each of the two sheets. Thus
τ(C) meets τ(E) tranversally at τ(p) as well. We deduce that the tangent
lines of τ(E) and τ(C) at τ(p) span the tangent plane of τ(X) at τ(p).
Both tangent lines are tangent to τ(E). Therefore τ(X) is tangent along
the (not necessarily irreducible) component F ⊆ τ(E) that is traced out by
conics in τ(X). Let F ′ denote the remaining component of τ(E) such that
τ(E) = F ∪ F ′.
We want to consider τ(E) as a scheme-theoretic intersection of the quadric
τ(E) with τ(X). With “scheme-theoretic” we mean that the underlying ring
structure of τ(E) is taken into account so that [τ(E)] = 2h = 4`0 + 2`1. Let
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[F ] = α`0 + β`1 in N(τ(X)) for some α, β ∈ Z. A general line or conic in
τ(X) has positive intersection product with the components of τ(E) so that
[F ] · `0, [F ] · `1 ≥ 0 and thus α, β ∈ Z≥0. As [F ′] · [τ(C)] = 0 and [F ′] · `0 ≥ 0
we find that [F ′] = γ`1 for some γ ∈ Z≥0. Recall that F contributes with
multiplicity two to τ(E) so that [τ(E)] = 2[F ] + [F ′] = 2(α`0 + β`1) + γ`1 =
4`0 + 2`1. It follows that (α, β; γ) ∈ {(2, 1; 0), (2, 0; 2)}.
Assume by contradiction that (α, β; γ) = (2, 1; 0). In this case τ(X) intersects
τ(E) tangentially along the curve F so that F is set-theoretically equal to
τ(E). Since h · [F ] = 4, we find that F is the linear projection of a quartic
curve FN ⊂ τ(X)N in the linear normalization. The curve F does not contain
real points and therefore is not the union of a line and a cubic. Moreover,
F does not define a double conic in τ(X), since each line in τ(X) meets F
in complex conjugate points. As a consequence of the definitions, F has no
conic as component. Indeed conics in τ(X) would not intersect a conic in F
outside Sing(τ(X)). It follows that F is an irreducible quartic and through
a general point p ∈ F passes a real conic and a real line. The conic meets
p and its complex conjugate p ∈ F tangentially and the line meets p and p
transversally. Thus the tangent plane of τ(X) at p is not uniquely defined so
that F ⊆ Sing(τ(X)). By Lemma 8b we find that ∆(τ(E), τ(X)) ≥ 4. We
arrived at a contradiction as ∆(τ(X)) = 3 by Lemma 9g.
We established that (α, β; γ) = (2, 0; 2). It follows that τ(E) = τ(L̂) ∪ τ(R̂)
where 1
2
[τ(L̂)] = 2`0 and [τ(R̂)] = 2`1. By the arithmetic genus formula
we have pa(2`0) = pa(2`1) < 0 so that both L̂ and R̂ are reducible. Thus
τ(L̂) = τ(L)∪ τ(L), where τ(L) and τ(L) are complex conjugate lines along
which conics in τ(X) meet tangentially. Moreover, τ(R̂) = τ(R)∪τ(R) where
τ(R) and τ(R) are complex conjugate. Notice that the lines in τ(X) meet
τ(R) and τ(R) transversally in complex conjugate points. We find that τ(R)
is either a double line or an irreducible conic.
Assume by contradiction that τ(R) is an irreducible conic. It follows from
Lemma 9b that lines in X are double lines. Thus X ∩ E consists of double
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lines L, L and conics R, R such that [L] = [L] = `0 and [R] = [R] = `1
in N(X). Now suppose that p ∈ L ∩ R. Notice that double line L is the
projection of an irreducible conic LN ⊂ XN in the linear normalization. If
p would be a branching point with respect to this projection LN → L, then
R ⊂ X is the unique conic in X such that p ∈ R. Otherwise there are exactly
two irreducible conics R,R′ ⊂ X such that p ∈ R ∩ R′. In any case, L is
the only line in X and the only component in Sing(X) that passes through
p. As ∆(X) = 8 by Lemma 9a, we find that ∆
(
piC
(
Sing(X)
)
, piC
(
X
))
= 7,
where p is the center of piC. It follows from Lemma 10a that aside R there
passes another conic R′ ⊂ X through p such that R′ * E. Recall that the
central projection τ maps pairs of antipodal little circles to conics in τ(X).
Moreover, such antipodal little circles meet at complex conjugate points in
the ramification locus E. We arrived at a contradiction, since the antipodal
counterpart of R′ can only be R and is contained in the ramification locus.
This concludes the proof for b) as we established that X ∩ E consists of two
double lines L, L and two double lines R, R.
Lemma 13. (great circles and little circles)
Suppose that X = A ? B is a surface of degree 8 for circles A,B ⊂ S3.
a) The singular diagram of X is defined by Table 14 if and only if either
A or B is a great circle.
b) The singular diagram of X is not defined by Table 25b.
Proof. We first show the ⇐ direction for a).
Recall from Lemma 9a that N(X) is defined by Table 15a and that τ : S3 −→
P3 denotes the central projection. We assume without loss of generality that
A is a great circle such that [A] = `0 and [B] = `1. Notice that B must a
little circle, otherwise τ(X) would be a double ruled quadric although X is
of degree 8 by assumption. Indeed we find that deg τ(X) = 4. We observe
that great circles with class `0 are centrally projected to lines and pairs of
antipodal little circles with class `1 are centrally projected to conics. We
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know from Lemma 12b that X ∩E consist of two pairs of complex conjugate
double lines L, L and R, R such that [L] = [L] = `0 and [R] = [R] = `1.
We know from Lemma 9g that N(τ(X)) is defined by Table 15c so that
`0, `1 ∈ N(τ(X)) are the classes lines and conics respectively. It follows that
[τ(L)] = [τ(L)] = `0 and [τ(R)] = [τ(R)] = `1. In particular, we find that
τ(L), τ(L) * Sing τ(X). Let V := Sing(X)\E. The 2:1 covering τ is, outside
ramification locus E, an analytic isomorphism on each of its two sheets. Thus
∆(V,X) = 2 ·∆(τ(V ), τ(X)) by Lemma 8d. It follows from Lemma 11 that
∆(V,X) ∈ {2, 4} so that ∆(τ(V ), τ(X)) ∈ {1, 2}. If τ(R) and τ(R) are not
double lines, then ∆(τ(X)) = ∆(τ(V ), τ(X)). We know from Lemma 9g that
∆(τ(X)) = 3 and thus τ(R) and τ(R) are double lines so that ζ(τ(R)) = 1
and ∆(R,X) ≥ ∆(L,X). The remaining component τ(V ) ⊂ Sing τ(X) is a
double line and thus V ⊂ Sing(X) must be a double great circle such that
[V ] = 2`0. It follows that the singular diagram is defined by Table 14 as was
to be shown.
Recall the linear projection η : XN −→ X from Definition 6.
Claim 1: If A and B are both little circles, then there do not exists circles
C,C ′ ⊂ XN such that [C] = [C ′] and η(C) = η(C ′).
Suppose that X ′ ⊂ S3 ⊂ R4 is the affine chart of X ⊂ S3 ⊂ P4 such that
x0 6= 0. Recall from Remark 2 that the left Clifford translations induced
by circle A induce rotations of S3. The Clifford translations of B are little
circles whose centers trace out a circle D ⊂ R4\S3. It follows that none of the
translations of B coincide before a full revolution. This observation remains
true after we projectivize and complexify as each point in PC(D) defines a
unique conic in X. We may assume without loss of generality that C and
C ′ are preimages of Clifford translations of B in XN . We conclude that the
claim holds as [C] = [C ′] with η(C) = η(C ′) would imply that translations
of B coincide before a full revolution.
We remark that the centers of the translations of a great circle would trace
out a single point: the origin of R4. In this case it is possible (and unavoidable
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as we will see) that two conics in XN are projected to a double circle in X.
We show the ⇒ direction for a).
As Table 14 is the singular diagram of X by assumption, we find that there
exists circles C,C ′ ⊂ XN such that [C] = [C ′] = `0, η(C) = η(C ′) and
[η(C)] = 2`0. It follows from claim 1 that either A or B must be a great
circle.
b) Assume by contradiction that Table 25b defines the singular diagram of
X. In this case there exists circles C,C ′ ⊂ XN such that [C] = [C ′] = `1,
η(C) = η(C ′) and [η(C)] = 2`1. It follows from claim 1 that either A or B
must be a great circle. We arrived at a contradiction as the singular diagram
of X is defined by Table 14 by a).
Proof of Theorem 1. We observe that X = A+B ⊂ S3 is a celestial surface.
We know from Theorem B that degX ∈ {2, 4, 8}. If degX ≤ 4, then the
assertion follows from Proposition 3. So we may assume without loss of
generality that degX = 8. It follows from Lemma 12a that X ∩ U consists
of four double lines pass through the vertex c of U, where c is the projection
center of pi. We know from Lemma 9f and Lemma 10c that the singular
diagram of X is defined by Table 7 or Table 8 respectively. In both cases,
the surface pi(X) is realized by a Bohemian dome.
Proof of Theorem 2. We observe that X = A ? B ⊂ S3 is a celestial surface.
We know from Theorem B that degX ∈ {2, 4, 8}. If degX ≤ 4, then the
assertion follows from Proposition 2. If degX = 8, then Theorem 2 is a
direct consequence of Lemma 12b, Lemma 11 and Lemma 13. Each singular
diagram is realized by a celestial surface constructed in Example 2.
Proof of Corollary 1. Straightforward consequence of Theorem 1 and Theo-
rem 2.
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Proof of Corollary 2. Recall from Definition 2 that data 1, 2 and 3 of the
singular diagram is invariant under Mo¨bius transformations. Data 1, 2 and
3 of the singular diagrams in Theorem 1 are different than the corresponding
data of singular diagrams in Theorem 2.
Proof of Corollary 3b. Suppose that X is not a spindle cyclide, otherwise the
proof is completed. It follows from Proposition 4 that degX = 8. We choose
an arbitrary great circle A ⊂ X and circle B ⊂ X such that A and B meet
in a point. We may assume up to Clifford translation that A and B meet
at the identity quaternion in S3 ⊂ S3. By Bezout’s theorem, great circle A
meets E in two points. Let R,R ⊂ E denote the two right generators such
that A ∩ R,A ∩ R 6= ∅. It follows from Lemma 12b that all great circles in
X meet double lines R and R in two complex conjugate points. We consider
the family of great circles defined by F :=
(
A ? {b})
b∈B. Since A contains
the identity quaternion, each great circle in this family meets B. Suppose
by contradiction that family F does not cover X. In this case there exists
a great circle A′ in F that is not contained in X. Moreover, there exists
a point b ∈ A′ ∩ B. Let C ⊂ X be the great circle that passes through b
and meets both R and R. We know from Lemma 1 that great circle A′ also
meets both R and R. See Figure 4 for a schematic depiction of the described
scenario. The lines τ(A′) and τ(C) both meet the lines τ(R) and τ(R) in
the branching locus τ(E) of the central projection τ : S3 −→ P3. Moreover,
we have that τ(A′) ∩ τ(C) = {τ(b)}. Notice that τ(E) is a smooth quadric
surface, since it is a linear projection of E ⊂ P4 from a point not contained
in the hyperplane of the quadric. In particular, we find that the lines τ(R)
and τ(R) are skew. We arrived at a contradiction as τ(A′) and τ(C) span
a plane so that τ(R) and τ(R) cannot be skew. Thus F covers X so that
X = A ? B as was to be shown.
Remark 6. (analysis of projection of linear normalization)
Suppose that X ⊂ P3 is defined by Theorem 2f. We follow the notation in
Definition 6 and consider the linear projection η : XN ⊂ P8 −→ X ⊂ S3.
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Notice that X ∩E consists of two pairs of complex conjugate double lines L,
L and R, R such that [L] = [L] = `0 and [R] = [R] = `1. The pullback of a
general hyperplane section H ⊂ X along η is a hyperplane section HN ⊂ XN .
We find that HN ∩ LN = {p, q} and the two conics with class `1 that pass
through p ∈ XN and q ∈ XN are projected to two little circles in X that meet
at η(p) = η(q) in L ⊂ E. These two little circles are mapped 2:1 by central
projection τ : S3 −→ P3 to single conic in τ(X). An interesting observation is
that the general hyperplane spanned by HN intersects RN tangentially at a
single point r ∈ XN . The conic with class `0 that passes through r is send to
a great circle. Indeed the 2-plane spanned by η(r) ∈ R, complex conjugate
η(r) ∈ R, and (1 : 0 : 0 : 0 : 0) ∈ P4 defines a unique great circle in S3. This
great circle is mapped by τ 2:1 to a line in τ(X). C
6 Shapes
We conjecture that up to homeomorphism there are only finitely many ce-
lestial surfaces with equivalent singular diagrams. For celestial surfaces of
degree 2 or 4 this conjecture is known to be true. We support the conjecture
for higher degree surfaces by classifying the possible shapes of a great celes-
tial surface X ⊂ S3 (see Theorem 2f). Its linear normalization XN ⊂ P8 is
homeomorphic to a topological torus by the Poincare´-Hopf theorem, as the
families of conics in XN define non-vanishing vector fields. Thus X is the
linear projection of a topological torus. But what is the shape of X itself?
Proof of Corollary 4. It follows from Corollary 3b and Lemma 13a that the
singular diagram of X is defined by Table 14. Thus V := Sing(X) \ E is a
great double circle such that [V ] = 2`0. The hyperplane sections of central
projection τ(X) that contain the line τ(V ) pull via τ back to hyperplane
sections of X that consists of V together with two antipodal little circles
C,C ′ ⊂ X so that [C] = [C ′] = `1. Recall the notation of Definition 6.
Notice that there exists conics V ′, V ′′ ⊂ XN such that η(V ′) = η(V ′′) = V
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and [V ′] = [V ′′] = `0. Since `0 · `1 = 1 we find that {p1} = V ′ ∩ CN and
{p2} = V ′′ ∩ CN for points p1, p2 ∈ P8. Let c ∈ S3 denote the center of
stereographic projection pi : S3 99K P3. Either one of the following holds:
i. η(p1) = η(p2). In this case C intersects V in one real point tangentially
at η(p1). If c ∈ V , then pi(X) is depicted in Figure 5a.
ii. η(p1) 6= η(p2) such that p1 and p2 are complex conjugate. In this case
C does not intersect V in real points. If c ∈ V , then pi(X) is depicted
in Figure 5c.
iii. η(p1) 6= η(p2) such that p1 and p2 are both real. In this case C intersects
V in two real points η(p1) and η(p2). If c ∈ V , then pi(X) is depicted
in Figure 5b. If c /∈ X lies in the 2-sphere that contains both C and
C ′, then pi(X) is depicted in Figure 5f.
By Corollary 3b, we may assume without loss of generality that X = A ? C
where A is a great circle. We show that X is homeomorphic to one of the
normal forms in Figure 1. Recall from Remark 2 that left Clifford translations
of little circle C are rotations of C in S3. We make a case distinction.
Suppose that case (i) holds. We consider Figure 5a with c ∈ V and observe
that pi(C) goes around pi(V ) before pointwise coinciding with itself. Thus, if
c /∈ X, then pi(X) is homeomorphic to Figure 1II.
Suppose that case (ii) holds. We consider Figure 5c with c ∈ V and use a
similar argument as for case (i). Thus, if c /∈ X, then pi(X) is homeomorphic
to Figure 1III where the isolated circle is V .
Finally, suppose that case (iii) holds. We claim that Clifford translations
of C divide X into two different compartments G and O. The boundaries
of these compartments are illustrated in Figure 1I (left) in gray and orange
respectively. Imagine that we Clifford translate little circle C along a small
neighborhood of double circle V as is illustrated in Figure 5[d,e]. Locally, the
boundaries of the compartments are only connected via V . Thus locally we
can only move between the compartments by crossing boundaries. The two
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compartments also do not connect globally with each other, as little circle
C coincides with one of its translations only after a full revolution. From
the local construction it follows that the translations of the great circle V
first traces out the first compartment then coincides — not pointwise but
as a whole — with V , and finally traces out the second compartment. In
Figure 5[g,h] we illustrate how the compartments of the shape at Figure 1I
are traced out by the great circles and little circles. From this analysis it
follows that each compartment must be homeomorphic to a torus and both
tori touch each other along the Villarceau circle V . If c /∈ X lies outside both
tori, then pi(X) is as in Figure 1I (left). If c /∈ X lies inside one of these tori,
then pi(X) consists of two inclusive tori as in Figure 1I (right).
7 Tables and figures
Table 1: Legend for singular diagram of surface X ⊂ S3.
Double curve C ⊆ Sing(X) such that C ⊂ U or C ⊂ E.
Double curve C ⊆ Sing(X) such that C * U and C * E.
Double curve C ⊆ Sing(X) such that C * U and C * E.
2 Double point in Sing(X).
m Intersection point that has multiplity m in X.
Unmovable curve C ⊂ X such that C ⊂ U or C ⊂ E.
Unmovable curve C ⊂ X such that C * U and C * E.
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Table 2: Data 3a for singular diagrams of a CH1 cyclide (top) and a little
octic celestial (bottom). Data 1 and 2 are provided by Table 15[a,k]. The
associated diagrams for data 3b of the top and bottom graph are in Table 10
and Table 13 respectively. Notice that the antiholomorphic involution σ de-
fines an involution on the graphs and associated diagrams. In particular, a
pair of horizontal (vertical) line segments correspond to complex conjugate
lines in S3. For vertices (curve segments) that are labeled with classes, such
that σ∗ as defined in Table 15 does not act trivially on these classes, we can
recover the involution of σ acting on these vertices (curve segments).
2
2
2
2
2 2
2 2
1 12
`1 − ε1 − ε2
2
`0 − ε1 − ε3
2
`0 − ε2 − ε4
ε1
ε2
ε3
`1 − ε3
`1 − ε4
ε4
Table 15k
3
3
3 3
3 3
3 3
3 3
3 3
2
`0 : 1
`1 : 1
`1 : 1
`0 : 1
`0 + `1 : 1
`0 + `1 : 1
Table 15a
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Table 3: Classification of sums and products of circles as stated in Corol-
lary 1.
degX +/? #g #` #P #L #C #Q Name Figure
2 + 0 0 0 0 0 2-sphere Table 4
4 + 4 1 0 0 0 EY cyclide Table 5
4 + 2 3 0 0 0 horn cyclide Table 6
8 + 0 0 4 0 1 dome Table 7
8 + 0 0 4 2 0 dome Table 8
4 ? 0 8 2 0 0 0 Perseus cyclide Table 9
4 ? 0 6 3 0 0 0 CH1 cyclide Table 10
4 ? 2 4 4 0 0 0 ring cyclide Table 11
8 ? 0 0 0 4 0 1 Table 12
8 ? 0 0 0 4 2 0 Table 13
8 ? 1 0 0 4 1 0 Table 14
• +/? denotes whether X = A+B or X = A ? B for circles A,B ⊂ S3,
• #g denotes the number of great circles in X through a general point,
• #` denotes the number of complex lines ` ⊂ X such that ` * Sing(X),
• #P denotes the number of (complex/real) double points in Sing(X),
• #L denotes the number of complex double lines in Sing(X),
• #C denotes the number of double circles in Sing(X),
• #Q denotes the number of double quartics in Sing(X), and
• Name denotes the name of the surface as defined in Definition 3.
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Table 4: Singular diagram of the 2-sphere in S3. The class of circles is
`0 + `1.
∅
Table 15b
Table 5: Singular diagram of EY cyclide in S3. The classes of circles are
{`0, `1, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
`1 − ε1
`1 − ε2
ε4
ε3
2
`0 − ε3 − ε4
Table 15h
Table 6: Singular diagram of horn cyclide in S3. The classes of circles are
{`0, `1}.
ε4
ε3
2 `0 − ε1 − ε2
2 `1 − ε1 − ε3
2 `1 − ε2 − ε4
Table 15i
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Table 7: Singular diagram of a dome in S3. Classes of circles are {`0, `1}.
2`0 + 2`1 : 1
`1 : 1
`1 : 1
`0 : 1`0 : 1
4
Table 15a
Table 8: Singular diagram of a dome in S3. Classes of circles are {`0, `1}.
`0 + `1 : 1
`0 + `1 : 1
`1 : 1
`1 : 1
`0 : 1`0 : 1
4
2 Table 15a
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Table 9: Singular diagram of Perseus cyclide in S3. The classes of circles
are {`0, `1, `0+`1−ε1−ε2, 2`0+`1−ε1−ε2−ε3−ε4, `0+2`1−ε1−ε2−ε3−ε4}.
ε4
ε3
`0 + `1 − ε1 − ε2 − ε3
`0 + `1 − ε1 − ε2 − ε4
1
1
1
1
2
ε1 − ε3
2
ε2 − ε4
`0 − ε2
`1 − ε1
`0 − ε1
`1 − ε2
Table 15j
Table 10: Singular diagram of CH1 cyclide in S3. The classes of circles are
{`0, `1, `0 + `1 − ε3 − ε4}.
ε3
ε4
`1 − ε3 `1 − ε4
ε1
ε2
1
1
2
`1 − ε1 − ε2
2
`0 − ε1 − ε32
`0 − ε2 − ε4
Table 15k
54
Table 11: Singular diagram of ring cyclide in S3. The classes of circles are
{`0, `1, `0 + `1 − ε1 − ε2, `0 + `1 − ε3 − ε4}.
ε1
ε2
ε3 ε4
2
`0 − ε1 − ε3
2
`1 − ε1 − ε4
2
`1 − ε2 − ε3
2
`0 − ε2 − ε4
Table 15l
Table 12: Singular diagram of little celestial of degree eight that contains a
double quartic. The classes of circles are {`0, `1}.
`1 : 1
`1 : 1
`0 : 1 `0 : 1
2`0 + 2`1 : 1
3 3
3 3
Table 15a
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Table 13: Singular diagram of little celestial of degree eight that contains
two double circles. The classes of circles are {`0, `1}.
`1 : 1
`1 : 1
`0 : 1 `0 : 1
2
3 3
3 3
`0 + `1 : 1
`0 + `1 : 1
Table 15a
Table 14: Singular diagram of great celestial of degree eight that contains
one great double circle. The classes of circles are {`0, `1}.
`1 : 2
`1 : 2
`0 : 1 `0 : 1
2`0 : 1
3 3
3 3
2
2
Table 15a
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Table 15: Neron-Severi lattices considered in this article. See Definition 2
and §3. Recall that h0 : N(X) −→ Z≥0 is uniquely determined by B(X).
a. N(X) = 〈`0, `1〉Z, σ∗ = id, h = −k = 2(`0 + `1), B(X) = E∗(X) = ∅,
G(X) = {`0, `1}.
b. N(X) = 〈`0, `1〉Z, σ∗(`0) = `1, h = `0+`1, k = −2(`0+`1), B(X) = E∗(X) =
G(X) = ∅.
c. N(X) = 〈`0, `1〉Z, σ∗ = id, h = 2`0+`1, k = −2(`0+`1), B(X) = E∗(X) = ∅,
G(X) = {`0}.
d. N(X) = 〈`0, `1, ε1〉Z, σ∗ = id, h = −k = 2(`0 + `1)− ε1, B(X) = ∅,
E∗(X) = {ε1, `0 − ε1, `1 − ε1}, G(X) = {`0, `1}.
e. N(X) = 〈`0, `1, ε1, ε2〉Z, σ∗ = id, h = −k = 2(`0 + `1) − ε1 − ε2, B(X) = ∅,
E∗(X) = {ε1, ε2, `0−ε1, `0−ε2, `1−ε1, `1−ε2}, G(X) = {`0, `1, `0+`1−ε1−ε2}.
f. N(X) = 〈`0, `1, ε1, ε2〉Z, σ∗ = id, h = −k = 2(`0 + `1)− ε1 − ε2,
B(X) = {`0 − ε1 − ε2}, E∗(X) = {ε1, ε2, `1 − ε1, `1 − ε2}, G(X) = {`0, `1}.
g. N(X) = 〈`0, `1, ε1, ε2, ε3〉Z, σ∗ = id, h = −k = 2(`0 + `1)− ε1 − ε2 − ε3,
B(X) = {`0 − ε1 − ε2, `1 − ε1 − ε3}, E∗(X) = {ε1, ε2, ε3, `0 − ε3, `1 − ε2},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2}.
h. N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z, σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4,
h = −k = 2(`0 + `1)− ε1 − ε2 − ε3 − ε4, B(X) = {`0 − ε1 − ε2, ε1 − ε3, ε2 − ε4},
E∗(X) = {ε3, ε4, `1 − ε1, `1 − ε2}, G(X) = {`0, `1, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
i. N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z, σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4,
B(X) = {`0−ε1−ε2, ε1−ε3, ε2−ε4, `1−ε1−ε3, `1−ε2−ε4}, E∗(X) = {ε3, ε4},
G(X) = {`0, `1}.
j. N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z, σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4,
h = −k = 2(`0 + `1)−ε1−ε2−ε3−ε4, B(X) = {ε1−ε3, ε2−ε4}, E∗(X) = {ε3,
ε4, `0 − ε1, `0 − ε2, `1 − ε1, `1 − ε2, `0 + `1 − ε1 − ε2 − ε3, `0 + `1 − ε1 − ε2 − ε4},
G(X) = {`0, `1, `0+`1−ε1−ε2, 2`0+`1−ε1−ε2−ε3−ε4, `0+2`1−ε1−ε2−ε3−ε4}.
k. N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z, σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4,
h = −k = 2(`0+`1)−ε1−ε2−ε3−ε4, B(X) = {`0−ε1−ε3, `0−ε2−ε4, `1−ε1−ε2},
E∗(X) = {ε1, ε2, ε3, ε4, `1 − ε3, `1 − ε4}, G(X) = {`0, `1, `0 + `1 − ε3 − ε4}.
l. N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z, σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4,
h = −k = 2(`0 + `1) − ε1 − ε2 − ε3 − ε4, B(X) = {`0 − ε1 − ε3, `0 − ε2 − ε4,
`1 − ε1 − ε4, `1 − ε2 − ε3}, E∗(X) = {ε1, ε2, ε3, ε4},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2, `0 + `1 − ε3 − ε4}.
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Table 16: See Theorem C. Each row defines uniquely the isomorphism class
of a Neron-Severi lattice N(X) and ER(X) := { c ∈ E∗(X) | σ∗(c) = c }.
The row numbers are consistent with [16, §8.4].
deg(X) σ∗ D(B(X)) #E∗(X) #ER(X) #G(X)
0 7 A0 A0 3 3 2
3 6 A0 A0 6 6 3
4 6 A0 A1 3 3 3
5 6 A0 A1 4 4 2
6 6 A0 2A1 2 2 2
15 5 A0 A0 10 10 5
16 5 A0 A1 7 7 4
17 5 A0 2A1 5 5 3
18 5 A0 A2 4 4 3
19 5 A0 A1 + A2 3 3 2
20 5 A0 A3 2 2 2
27 4 A0 A0 16 16 10
28 4 A0 A1 12 12 8
29 4 A0 2A1 8 8 7
30 4 A0 2A1 9 9 6
31 4 A0 A2 8 8 6
32 4 A0 3A1 6 6 5
33 4 A0 A1 + A2 6 6 4
34 4 A0 A3 4 4 5
35 4 A0 A3 5 5 4
36 4 A0 2A1 + A2 4 4 3
37 4 A0 4A1 4 4 4
38 4 A0 A1 + A3 3 3 3
39 4 A0 A4 3 3 2
40 4 A0 D4 2 2 3
41 4 A0 2A1 + A3 2 2 2
43 4 A1 A0 16 8 6
44 4 A1 A1 12 4 6
45 4 A1 A1 12 6 4
46 4 A1 2A1 9 3 4
47 4 A1 2A1 8 4 3
48 4 A1 A2 8 4 2
49 4 A1 3A1 6 2 3
50 4 A1 A1 + A2 6 2 2
53 4 2A′1 A0 16 0 6
54 4 2A1 A0 16 4 2
55 4 2A′1 A1 12 0 4
56 4 2A1 A1 12 2 2
57 4 2A′1 2A1 8 0 5
58 4 2A′1 2A1 8 0 3
59 4 2A1 2A1 9 3 2
60 4 2A1 2A1 9 1 2
61 4 2A′1 A2 8 0 2
62 4 2A′1 3A1 6 0 3
63 4 2A′1 A3 4 0 3
64 4 2A1 A3 5 1 2
66 4 2A′1 4A1 4 0 4
67 4 2A′1 4A1 4 0 2
68 4 2A1 4A1 4 2 2
70 4 2A′1 2A1 + A3 2 0 2
71 4 3A1 A0 16 0 2
72 4 3A1 A1 12 0 2
74 4 3A1 A2 8 0 2
77 4 D4 A0 16 0 2
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Table 17: Involution σ∗ : N(X) −→ N(X) with
N(X) = 〈`0, `1, ε1, ε2, ε3, ε4〉Z for Table 16 and Table 19.
• A1: σ∗(`0) = `1, σ∗(εi) = εi for 1 ≤ i ≤ 4.
• 2A1: σ∗(`0) = `1, σ∗(ε1) = ε2, σ∗(εi) = εi for 3 ≤ i ≤ 4.
• 2A′1: σ∗(`0) = `0, σ∗(`1) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4.
• 3A1: σ∗(`0) = `1, σ∗(ε1) = ε2, σ∗(ε3) = ε4.
• D4: σ∗(`0) = `0+2`1−ε1−ε2−ε3−ε4, σ∗(`1) = `1, σ∗(εi) = `1−εi for 1 ≤ i ≤ 4.
Table 18: B(X), E∗(X) and G(X) for corresponding rows in Table 16.
0. (A0, A0), B(X) = ∅, E∗(X) = {ε1, `0 − ε1, `1 − ε1}, G(X) = {`0, `1}.
3. (A0, A0), B(X) = ∅, E∗(X) = {ε1, ε2, `0 − ε1, `0 − ε2, `1 − ε1, `1 − ε2},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2}.
4. (A0, A1), B(X) = {ε1 − ε2}, E∗(X) = {ε2, `0 − ε1, `1 − ε1},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2}.
5. (A0, A1), B(X) = {`0 − ε1 − ε2}, E∗(X) = {ε1, ε2, `1 − ε1, `1 − ε2},
G(X) = {`0, `1}.
6. (A0, 2A1), B(X) = {`0 − ε1 − ε2, ε1 − ε2}, E∗(X) = {ε2, `1 − ε1},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2}.
15. (A0, A0), B(X) = ∅, E∗(X) = {ε1, ε2, ε3, `0 − ε1, `0 − ε2, `0 − ε3, `1 − ε1,
`1 − ε2, `1 − ε3 `0 + `1 − ε1 − ε2 − ε3},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2, `0 + `1 − ε1 − ε3, `0 + `1 − ε2 − ε3}.
16. (A0, A1), B(X) = {`0 − ε1 − ε2}, E∗(X) = {ε1, ε2, ε3, `0 − ε3, `1 − ε1, `1 − ε2,
`1 − ε3}, G(X) = {`0, `1, `0 + `1 − ε1 − ε3, `0 + `1 − ε2 − ε3}.
17. (A0, 2A1), B(X) = {`0 − ε1 − ε2 `1 − ε1 − ε3},
E∗(X) = {ε1, ε2, ε3, `0 − ε3, `1 − ε2}, G(X) = {`0, `1, `0 + `1 − ε2 − ε3}.
18. (A0, A2), B(X) = {`1 − ε1 − ε3, ε1 − ε2}, E∗(X) = {ε2, ε3, `0 − ε1, `0 − ε3},
G(X) = {`0, `1, `0 + `1 − ε1 − ε2}.
19. (A0, A1 +A2), B(X) = {`0 − ε1 − ε2, `1 − ε1 − ε3, ε1 − ε2},
E∗(X) = {ε2, ε3, `0 − ε3}, G(X) = {`0, `1}.
20. (A0, A3), B(X) = {`1 − ε1 − ε3, ε1 − ε2, `0 − `1}, E∗(X) = {ε2, ε3},
G(X) = {`1, `0 + `1 − ε1 − ε2}.
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Table 19: B(X), E∗(X) and G(X) for corresponding rows in Table 16.
Underlined classes in B(X) are preserved by σ∗ as defined in Table 17.
• Λ := {εi, `0 − εi, `1 − εi, `0 + `1 − εi − εj − εk | 1 ≤ i < j < k ≤ 4}.
53. (2A′1, A0), B(X) = ∅, E∗(X) = Λ, G(X) = {`0, `1, `0+`1−ε1−ε2, `0+`1−ε3−ε4,
2`0 + `1 − ε1 − ε2 − ε3 − ε4, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
55. (2A′1, A1), B(X) = {`0 − ε1 − ε2}, E∗(X) = {ε1, ε2, ε3, ε4, `0−ε3, `0−ε4, `1−ε1,
`1− ε2, `1− ε3, `1− ε4, `0 + `1− ε1− ε3− ε4, `0 + `1− ε2− ε3− ε4}, G(X) = {`0,
`1, `0 + `1 − ε3 − ε4, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
57. (2A′1, 2A1), B(X) = {ε1 − ε3, ε2 − ε4}, E∗(X) = {ε3, ε4, `0 − ε1, `0 − ε2, `1 − ε1,
`1−ε2, `0+`1−ε1−ε2−ε3, `0+`1−ε1−ε2−ε4}, G(X) = {`0, `1, `0+`1−ε1−ε2,
2`0 + `1 − ε1 − ε2 − ε3 − ε4, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
58. (2A′1, 2A1), B(X) = {`0 − ε1 − ε2, `0 − ε3 − ε4}, E∗(X) = {ε1, ε2, ε3, ε4, `1 − ε1,
`1 − ε2, `1 − ε3, `1 − ε4}, G(X) = {`0, `1, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
61. (2A′1, A2), B(X) = {`0 − ε1 − ε2, `1 − ε3 − ε4}, E∗(X) = {ε1, ε2, ε3, ε4, `0 − ε3,
`0 − ε4, `1 − ε1, `1 − ε2}, G(X) = {`0, `1}.
62. (2A′1, A1 + 2A1), B(X) = {`0 − ε1 − ε3, `0 − ε2 − ε4, `1 − ε1 − ε2}, E∗(X) = {ε1,
ε2, ε3, ε4, `1 − ε3, `1 − ε4}, G(X) = {`0, `1, `0 + `1 − ε3 − ε4}.
63. (2A′1, A3), B(X) = {`0 − ε1 − ε2, ε1 − ε3, ε2 − ε4}, E∗(X) = {ε3, ε4, `1 − ε1,
`1 − ε2}, G(X) = {`0, `1, `0 + 2`1 − ε1 − ε2 − ε3 − ε4}.
66. (2A′1, 4A1), B(X) = {`0−ε1−ε3, `0−ε2−ε4, `1−ε1−ε4, `1−ε2−ε3}, E∗(X) = {ε1,
ε2, ε3, ε4}, G(X) = {`0, `1, `0 + `1 − ε1 − ε2, `0 + `1 − ε3 − ε4}.
67. (2A′1, 2A1 + 2A1), B(X) = {`0 − ε1 − ε2, `0 − ε3 − ε4, `1 − ε1 − ε3, `1 − ε2 − ε4},
E∗(X) = {ε1, ε2, ε3, ε4}, G(X) = {`0, `1}.
70. (2A′1, A3 + 2A1), B(X) = {`0 − ε1 − ε2, ε1− ε3, ε2− ε4 `1− ε1− ε3, `1− ε2− ε4},
E∗(X) = {ε3, ε4}, G(X) = {`0, `1}.
71. (3A1, A0), B(X) = ∅, E∗(X) = Λ, G(X) = {`0 + `1 − ε1 − ε2, `0 + `1 − ε3 − ε4}.
72. (3A1, A1), B(X) = {`0 + `1 − ε1 − ε2 − ε3 − ε4}, E∗(X) = {ε1, ε2, ε3, ε4, `0 − ε1,
`1−ε2, `0−ε2, `1−ε1, `0−ε3, `1−ε4, `0−ε4, `1−ε3}, G(X) = {`0 + `1−ε1−ε2,
`0 + `1 − ε3 − ε4}.
74. (3A1, A2), B(X) = {`0 − ε1 − ε3, `1 − ε2 − ε4}, E∗(X) = {ε1, ε2, ε3, ε4, `0 − ε2,
`1 − ε1, `0 − ε4, `1 − ε3}, G(X) = {`0 + `1 − ε1 − ε2, `0 + `1 − ε3 − ε4}.
77. (D4, A0), B(X) = ∅, E∗ = Λ, G(X) = {`1, 2`0 + `1 − ε1 − ε2 − ε3 − ε4}.
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Table 20: Matrices which define elements of Aut(S3). Thus there exists
λ ∈ Q such that M>i · J ·Mi = λJ for all 1 ≤ i ≤ 11.
M0 = [(1,0,0,0,0),(0,1,0,0,0),(0,0,1,0,0),(0,0,0,1,0),(0,0,0,0,1)]
M1 = [(17,12,0,0,-9),(12,8,0,0,-12),(0,0,8,0,0),(0,0,0,8,0),(9,12,0,0,-1)]
M2 = [(41,0,24,0,-9),(0,32,0,0,0),(24,0,32,0,-24),(0,0,0,32,0),(9,0,24,0,23)]
M3 = [(3,2,0,0,-2),(2,1,0,0,-2),(0,0,1,0,0),(0,0,0,1,0),(2,2,0,0,-1)]
M4 = [(11,6,0,0,-9),(6,2,0,0,-6),(0,0,2,0,0),(0,0,0,2,0),(9,6,0,0,-7)]
M5 = [(169,0,0,0,0),(0,169,0,0,0),(0,0,119,-120,0),(0,0,120,119,0),(0,0,0,0,169)]
M6 = [(3,0,0,-2,-2),(0,1,0,0,0),(0,0,1,0,0),(-2,0,0,1,2),(2,0,0,-2,-1)]
M7 = [(3,0,0,2,-1),(0,2,0,0,0),(0,0,2,0,0),(2,0,0,2,-2),(1,0,0,2,1)]
M8 = [(3,-2,0,0,-1),(-2,2,0,0,2),(0,0,2,0,0),(0,0,0,2,0),(1,-2,0,0,1)]
M9 = [(3,2,0,0,-1),(2,2,0,0,-2),(0,0,2,0,0),(0,0,0,2,0),(1,2,0,0,1)]
M10 = [(3,2,0,0,-2),(2,1,0,0,-2),(0,0,1,0,0),(0,0,0,1,0),(2,2,0,0,-1)]
M11 = [(3,-2,0,0,-1),(2,-2,0,0,-2),(0,0,-2,0,0),(0,0,0,2,0),(1,-2,0,0,1)]
M12 = [(3,2,0,0,-1),(2,2,0,0,-2),(0,0,2,0,0),(0,0,0,2,0),(1,2,0,0,1)]
J = [(-1,0,0,0,0),(0,1,0,0,0),(0,0,1,0,0),(0,0,0,1,0),(0,0,0,0,1)]
Table 21: See Example 2 for instructions how to construct for each row the
corresponding surface. The matrices Mi for indices 1 ≤ i ≤ 11 are defined
in Table 20.
Description X = A ? B degX A B matrix:A matrix:B
Table 9: Perseus cyclide 4 little little M6 M7
Table 10: CH1 cyclide 4 little little M8 M9
Table 11: ring cyclide 4 great great M0 M5
Table 12: 1 double quartic 8 little little M8 M10
Table 13: 2 double circles 8 little little M11 M12
Table 14: 1 double circle 8 great little M0 M1
Figure 1I (left) 8 great little M0 M1
Figure 1I (right) 8 great little M0 M2
Figure 1II 8 great little M0 M3
Figure 1III 8 great little M0 M4
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Table 22: See Lemma 9d. All possible scenarios for classes of components
of H∞ ∩ piC(X) in case piC(X) is of Euclidean type (6,2). We include mul-
tiplicities at intersection points and classes of double points. In scenario 5,
the lines in piC(X) with classes `1− ε1 and `1− ε2 meet the lines with classes
ε1 and ε2 respectively, outside piC(UC).
piC(UC)
a.
ε1 ε2
2
2 2
2 2
piC(UC)
b.
ε1 ε2
N
2 2
piC(UC)
c.
ε1 + ε2
N
2
piC(UC)
d.
ε1 + ε2
N
Scenario Diagram N(X) [piC(UC)] label of N
1 a. Table 15e 2(`0 + `1 − ε1 − ε2)
2 b. Table 15e 2(`0 + `1 − ε1 − ε2) 2
3 c. Table 15e 2(`0 + `1 − ε1 − ε2) 2
4 d. Table 15e 2(`0 + `1 − ε1 − ε2) 2
5 b. Table 15f `0 + 2`1 − ε1 − ε2 `0 − ε1 − ε2
6 c. Table 15f `0 + 2`1 − ε1 − ε2 `0 − ε1 − ε2
7 d. Table 15f `0 + 2`1 − ε1 − ε2 `0 − ε1 − ε2
Table 23: See Lemma 9e. All possible scenarios for classes of components
of H∞ ∩ piC(X) in case piC(X) is of Euclidean type (5,1). We include mul-
tiplicities at intersection points and classes of double points, where N(X) is
defined by Table 15g.
piC(UC)
ε1
ε2ε3
a b
c
1 1
a.
piC(UC)
ε1
ε2ε3
a b
c
b.
[piC(UC)] = `0 + `1− ε2− ε3, a : `0− ε1− ε2, b : `1− ε1− ε3, c : mult.>1.
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Table 24: See Lemma 9f. All possible singular diagrams of pi(X) in case
pi(X) is of Euclidean type (4,0). The four isolated double points are contained
in pi(U) so that conics with class `0 and `1 are Euclidean circles. The double
conic in diagram a is a hyperbola.
ε1
ε2
ε3ε4
2
2
2
2
2
2
`0 − ε1 − ε3 `1 − ε1 − ε4
`1 − ε2 − ε3
`0 − ε2 − ε4
2(`0 + `1)− ε1 − ε2 − ε3 − ε4 : 1
Table 15l
a.
ε1
ε2
ε3ε4
2
2
2
2
`0 + `1 − ε3 − ε4 : 1
`0 + `1 − ε1 − ε2 : 1
2
2
2
`0 − ε1 − ε3 `1 − ε1 − ε4
`1 − ε2 − ε3
`0 − ε2 − ε4
Table 15l
b.
UN
LN
L′N
T ′N
TN
U
L
L′
T ′
T
Figure 2: η|JN : JN ⊂ ZN −→ J ⊂ Z where J := H ∪ T ∪ T ′. See proof of
Lemma 9d and scenario 5 of Table 22. The curve UN is projected 2:1 to the
double conic U . The classes of the curves are [UN ] = [U ] = `0 +2`1−ε1−ε2,
[LN ] = [L] = ε1, [L
′
N ] = [L
′] = ε2, [TN ] = [T ] = `1 − ε1 and [T ′N ] = [T ′] =
`1 − ε2. The lines LN and L′N meet at a double point with class `0 − ε1 − ε2.
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`0
`0
`1 `1
`0 : 1
`0 : 1
`1 : 1 `1 : 1
p0p1
p2
q0 q1
q2
q0q1
q2
p0 p1
p2
p0 q0
q0 p0
Figure 3: η|EN : EN ⊂ XN −→ E ⊂ X. See proof of Lemma 11.
Table 25: Singular diagrams where the classes of circles are {`0, `1}.
`1 : 1
`1 : 1
`0 : 1 `0 : 1
`0 + `1 : 1
`0 + `1 : 12
2
3 3
3 3
Table 15a
a.
`1 : 2
`1 : 2
`0 : 1 `0 : 1
2`1 : 1
3 3
3 3
22
Table 15a
b.
R
R
A A′ C
Bb
id
Figure 4: See proof of Corollary 3b.
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a. b. c.
d. e. f.
great circles little circles
g. h.
Figure 5: See the proof of Corollary 4.
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