Abstract: This paper uses Bayesian techniques to compare three definitions of optimality for the basic job search model: the standard income-maximizing definition, an approximation to the standard definition, and a simple alternative. The important role of prior choice in these comparisons is illustrated. Using natural conjugate priors to represent hypothetical samples of data, we find that the simple alternative is preferred to the standard definition of optimality. However, using priors constructed from findings in the literature, we are able to find some evidence in favor of the standard definition of optimality.
Introduction
Job search models have always assumed that people behave optimally. This assumption leads to the existence of a reservation wage such that any wage offer above it is accepted and any offer below it is rejected. Efforts to determine that people had a reservation wage have been inconclusive (see Lancaster and Chesher (1983) ). Despite the lack of evidence in its favor, the optimally determined reservation wage has survived due to its simplicity, its appeal to basic intuition, and the form it gives to the choice of the unemployed person. As job search models have progressed, therefore, the question has turned away from whether people have reservation wages and focused more on determining the definition of optimality that people searching for a job use when choosing among various offers.
Unfortunately, testing reservation wages or definitions of optimality to determine which one is the most accurate representation of reality is difficult, if not impossible, using classical techniques. However, using Bayesian methods and current simulation techniques, it is now possible to determine which, among a competing set of definitions of optimality, is preferred.
Recent work done by Lancaster (1997) , Steel (1998), and Schindler (2000) showed that the application of Bayesian techniques to job search models was feasible under a broad range of circumstances, and each paper presented the necessary algorithms for sampling from the posterior distribution of a job search model. Following up on that work are papers by , Koop and Poirier (1999) , and Schindler (2001) , in which Bayesian techniques are used to compare different job search models. This paper demonstrates how Bayesian techniques can be used to compare different definitions of optimality and illustrates how the choice of prior distribution can be used to aid in the analysis. Specifically, the paper uses the simplest one-sided job search model to examine two definitions of optimality --the traditional income-maximizing definition and an approximation to the traditional definition--and a simple alternative. 1 The most important part of the paper, however, is the specification of the prior distributions. Three types of priors are used. The first type, natural conjugate priors, is used to represent hypothetical samples of data. This allows us to look at the definitions of optimality in different pre-selected job market scenarios, even when we do not have data from a particular scenario. The second type of prior used is a literature-based prior. These are priors constructed from findings in the literature, and hence they represent, in some ways, the best thinking about the various parameters to which priors are assigned. These priors are used to combat the notion that prior choice is completely subjective. Finally, noninformative priors are used in some situations to represent ignorance over the values of the parameters and to "let the data speak for themselves."
With the definitions of optimality and the priors specified, samples are drawn from the posterior distribution of each combination of optimality definition and prior, and Bayes factors are calculated. The Bayes factors are then interpreted for their evidence for or against the various definitions of optimality in the scenarios represented by the prior distributions.
The results show that the economic conditions in which job search takes place, can affect the definition of optimality that is preferred, and this suggests that people who are looking for a job behave differently in different economic conditions. Interestingly, the traditional incomemaximizing definition of optimality is seldom preferred to the other definitions. However, when literature-based priors are used, the evidence against the traditional definition is weaker. The results illustrate the usefulness of Bayesian techniques and the choice of prior distribution for analyzing job search models.
In the next section of the paper, the simple job search model used throughout this paper is described, and the definitions of optimality that will be compared are also outlined. In the third section, the basic Bayesian model and the construction of the various types of prior distributions are discussed. Section four describes the methodology used to compare the definitions of optimality. Section five discusses the results of the comparisons, and the final section concludes.
The Basic Job Search Model
The goal of the basic job search model is to model the process that an unemployed worker faces when attempting to get a job. We begin with a few simple assumptions. First, wage offers, w, come from a distribution known to the worker, call it f(w), although the worker is not assumed to know which firms are offering which wages. The model we will use is an infinite horizon model, without layoffs or quits. Hence, once a worker accepts a job, they hold that job forever.
On the other hand, if they do not accept a job in a given period, they still have an infinite number of periods in which to receive and accept an offer. So the model we are using is stationary. Each period that the worker is unemployed, we assume that they receive income, b, which can be considered to be unemployment benefits net of search costs. 2 In addition, we will assume that the worker discounts the future at a rate of β∈ [0, 1) . There is, however, no guarantee that a worker will receive a job offer in each period, so let p be the probability that an offer is received in any given period.
Optimal Reservation Wage
2 Unemployment benefits net of search costs, b, is set equal to 1 throughout this paper. Changing this has little effect on the results unless b is set equal to a value close to the minimum accepted wage in the sample.
Using these basic assumptions allows us to derive the optimal search strategy of an unemployed worker who attempts to maximize the expected present value of their future income stream. The result is a reservation wage strategy, whereby the job searcher accepts any wage above the reservation wage, call it ξ, and rejects any offer below it. If we make the additional assumption that wages are distributed according to the exponential distribution with parameter, γ, 
Numerically solving this equation for the reservation wage results in what we will refer to as the optimal reservation wage, and we will refer to a job searcher who has this reservation wage as behaving according to an exactly optimal strategy.
Approximately Optimal Reservation Wage
Some researchers have been critical of the definition of the optimal reservation wage and, in fact, few people believe that people behave according to the exact definition of optimality given above. However, within the context of the simple job search model, few alternatives have been proposed.
There are, of course, many reasons why the exact definition may fail in practice, including the job searcher's ignorance over the values of the specific parameters, its assumption of worker homogeneity, and its assumptions about the function that searchers attempt to maximize.
3 Because the focus of this paper is on illustrating the Bayesian techniques and the use of different types of priors, the use of this simple wage offer distribution is not seen as a problem. The exponential distribution is used for the simplification of calculation, but the techniques illustrated in this paper do not rely upon its use.
Therefore, since we are testing the imposition of optimality in job search models, it makes sense to include some definition of optimality that acknowledges these weaknesses in its definition.
One way of doing this is to take the exact reservation wage and add a random error term to it.
The error term would represent the unknown misspecification of the reservation wage equation.
The new reservation wage that results would represent a wage that is approximately optimal according to the implicit equation, but which tries to account for the fact that the equation is too simple to account for all of the considerations of a worker searching for a job. Such an approximately optimal reservation wage would be represented by: Many different values of σ could be chosen to represent different levels of departure from exact optimality. For the purposes of this paper, two different levels of σ were chosen. For every model (i.e., for each choice of prior distribution), the first value of σ chosen is set equal to onethird the standard deviation of the distribution of the reservation wage when the reservation wage is determined exactly. The second level of σ was then set equal to two-thirds of the standard deviation of the distribution of the reservation wage when the reservation wage is determined exactly. 
Simple Alternative Reservation Wage
The simple alternative, against which the exact and approximate definitions of optimality will be compared, does not propose a new definition of optimality and it does not alter the previous definition. Rather, the simple alternative is an estimate of the reservation wage obtained from the data. The estimate used will be the lowest accepted wage offer, w min , and will be denoted ξ simp . 
The Bayesian Model
Since the techniques used to compare the different definitions of optimality are Bayesian, we must specify the likelihood and the prior distributions that will be used. Given the likelihood function and the prior, then using Bayes' rule we can determine the posterior, ( ) 
Likelihood Function
The assumptions of the basic job search model outlined earlier lead to the following likelihood function:
where N is the sample size, T is the sum of the unemployment durations for all individuals in the sample, w is the average accepted wage, and ξ is the reservation wage, which could be ξ opt , ξ 5 For discussion of this estimate, see Christensen and Kiefer (1996) . The remaining part of the Bayesian model is a description of the prior distributions used.
Much of the contribution of this paper lies in the prior distributions that are constructed and the way in which they are used in the analysis. There will be three types of prior distributions used:
noninformative, natural conjugate, and literature-based. Each of these types is used with a specific purpose in mind, as explained below.
Noninformative Priors
Noninformative priors, also called ignorance priors, are used when the researcher does not wish to incorporate any prior knowledge of certain parameters into the model. All possible values of the parameters are considered equally likely. These priors are used to "let the data speak for themselves." Noninformative priors are used in this paper to represent a baseline model against which other models can be compared. This is particularly important because Bayesian analysis is frequently criticized for the subjectivity of the choice of prior. Using a noninformative prior gives results that are asymptotically equivalent to likelihood results, and hence less open to criticism by researchers who prefer the classical approach. 6 For a derivation of the likelihood function, see Appendix B. 7 Since this paper is focused on illustrating the uses of the Bayesian techniques and different priors, and because Bayesian econometrics do not suffer the same small-sample problems that classical econometrics do, this data set is useful. Its key advantage is the homogeneity of the small sample. For more details, see Devine (1988) . 8 See Appendix C for a complete accounting of the form of each type of prior under the various optimality assumptions, as well as listings of the posteriors. 9 Noninformative priors are not without controversy. Even amongst Bayesians there is debate about their use. For a discussion of these issues, see Poirier (1995) .
Natural Conjugate Priors
The heart of this paper lies in the use of natural conjugate priors. These priors are unique among types of prior distributions because the information they contain can be interpreted as arising from a hypothetical sample of data. This is due to the fact that the functional form of the prior is identical to that of the likelihood function. 10 Thus, natural conjugate priors can be used to conduct experiments along the lines of, e.g., "What if the data indicated that the average unemployment durations was 10 weeks?" or "What if the data indicated that the average accepted wage was only $2.50?" or some combination of statements about the data.
For the purpose of this paper, the natural conjugate priors will look like: Hence, the range covered by the natural conjugate priors is considerable relative to the data set. 
Literature-Based Priors
One of the primary criticisms of Bayesian analysis centers on the subjectivity of the choice of prior distributions. Someone who disagrees with the investigator's choice of prior distributions, for example, may question a particular set of results. Frequently, an investigator using Bayesian techniques is asked to justify their choice of prior distribution as reasonable.
Natural conjugate priors are typically good priors for their convenience and tractability, but some critics may not think the hyperparameters of the natural conjugate prior distribution that were chosen were reasonable. In order to attempt to answer this criticism, we have used a wide range of natural conjugate priors and, in addition, we have constructed a set of prior distributions for the parameters, which we refer to as literature-based priors. These priors were constructed by collecting results from papers in the job search literature. In that sense, we have taken advantage of the accumulated knowledge and results to date to construct prior distributions. While priors value of 0 min w < min w makes little sense unless you have a strong belief that wage offers are substantially above the reservation wage, thus making the minimum accepted wage offer a poor estimate of the reservation wage. 13 Models using other values of T 0 and 0 w did not yield results that were significantly different, and hence results from those models are not presented.
are typically taken to represent the prior beliefs of the investigator, the literature-based priors constructed here could be interpreted as reflecting the collective prior beliefs of those who have contributed to the job search literature.
In particular, literature-based priors have been constructed for the discount factor and the probability of receiving an offer. Literature-based priors have not been constructed for the mean of the wage offer arrival distribution or the reservation wage. Doing so would be almost impossible due to the fact that those parameters depend very heavily on the particular data set used. The other parameters are more universal (though admittedly not completely so), in that they tend to have very similar values across a wide variety of data sets and are more independent over time. The values of the discount factor and the offer probability that were collected are presented in Table 1 . Notes on the particulars of the data sets from which they were taken are also included with the table.
14 Having used the literature to get reasonable values for these two parameters, it was still necessary to choose a distributional form with which to represent them.
The obvious choice for the prior distribution of the discount factor, β, is the beta distribution, because of the distribution's support. Thus, we assume β ~ Beta (a,b) . Two things, then, need to be determined: the parameters of the beta distribution and the quality of the fit of the beta distribution to the prior beliefs collected from the literature. The parameters of the beta distribution are determined using the mean and standard deviation of the selected sample values.
These are 0.98 and 0.03 respectively. Using the formulas for the mean and standard deviation of a beta distribution, it is easy to determine that a = 12.2 and b = 0.2. 15 The question, then, is how well does Beta (12.2, 0. 2) fit the data that were collected. The data is graphed in Figure 1 along with the beta distribution with the parameters just determined. Visual inspection shows that the two distributions have roughly the same shape, and we know that they have the same mean and variance. Hence, this looks like a good fit, at least for the purposes of this paper. So, overall this appears to be an acceptable choice for the prior distribution of the discount factor.
For the probability of receiving an offer, p, we again used a beta distribution to represent the prior beliefs. The mean of the values selected from the job search literature was 0.13, and the standard deviation was 0.22. The values of the parameters of the beta distribution that matched these two moments are a = 0.2 and b = 1.2. The comparison of the collected values and the appropriate beta distribution appear in Figure 2 . Again, the fitted distribution fits the sampled data reasonably well. The literature-based priors constructed for β and p as just described will be referred to hereafter as the LB-1 priors.
While the literature that was sampled in order to get these prior distributions was quite extensive, some may still object that a particular value that they feel is relevant has been assigned a very low probability. To combat this objection, another set of priors have been constructed that are centered around the same mean as the literature-based priors, but which have a greater variance, and hence give greater probability to other possible values of the discount factor and the offer probability. 15 The formula for the mean of a beta distribution with parameters a and b, is: b a a + . The formula for the standard deviation is :
In order to construct these additional literature-based priors, the parameters of the beta distribution were chosen to match the mean of the values selected from the literature, but not the standard deviation. For each parameter, two alternative standard deviation values were used.
These standard deviations were chosen to be larger than the standard deviation obtained by sampling from the literature, but not so large as to make the beta distribution bimodal. 16 So, the first alternative was chosen roughly half way between the standard deviation of the values sampled from the literature and the standard deviation that would cause the prior distribution to be bimodal. The second alternative standard deviation was chosen to be as large as possible, with the constraint that the beta distribution remain unimodal for the discount factor prior. For the offer probability, p, the second alternative standard deviation used causes the prior distribution to be slightly bimodal. This was done because a number of researchers have found very high values for the offer probability. This suggests that the collective prior distribution may be bimodal. The literature-based priors constructed with these alternative standard deviations will be referred to hereafter as the LB-2 and LB-3 priors, where LB-3 corresponds to the prior with the largest standard deviation. Table 2 summarizes the literature-based prior distributions.
The literature-based priors will obviously all have the same basic functional form, but will differ in the values of the parameters chosen. For the models in which the optimal or approximately optimal definitions are used, the form of the prior distribution will be:
For the models in which the simple alternative is used, the form of the prior will be: 
The values of a, b, c, d, e, and f for the each of the literature-based priors can be found in Table   3 .
Methodology
In order to compare the definitions of optimality for the job search model, we will calculate Bayes factors. The Bayes factor is defined as the ratio of the marginalized likelihood function of two models. In order to calculate the Bayes factors, a sample from the posterior distribution is required. A number of different algorithms can be used to simulate from the posterior distributions of job search models, including those used in Lancaster (1997) , Kiefer and Steel (1998) , Koop (1998), and Schindler (2000) . The algorithm used in this paper consists of a Gibbs sampler with a rejection sampler built into the iterations to sample from conditional distributions from which observations are not easily drawn. The algorithm is described in detail in Schindler (2000) .
Once a sample has been drawn, calculating estimates of the marginalized likelihood is straightforward, and there are several formulas that can be used. The formula for the marginalized likelihood used in this paper is given by:
where H is the model for which you are calculating the marginalized likelihood and θ are the simulated parameter values from the posterior distribution. 18 The Bayes factor is then calculated as the ratio of the estimates of the marginalized likelihood for the two models.
18 More about the various ways to calculate marginalized likelihoods and details about this method can be found in Kass and Raftery (1995 parameter, the discount factor. Note that the discount factor does not appear in the likelihood function, and hence the data does not tell us anything directly about it. However, the reservation wage does appear in the likelihood function, and our beliefs about it are updated based upon information in the data. Since the reservation wage is a function of the discount factor, we can learn about the discount factor indirectly through the posterior distribution of the reservation wage. 20 Furthermore, since the likelihood function will be the same regardless of the definition of optimality that we apply, the only difference between the various models will be the way in which the reservation wage is determined. Koop and Poirier (2000) explain how to interpret Bayes factors for comparing models with different definitions of optimality. 21 They point out that
given any γ, p, and ξ, you can solve for the value of the discount factor that ensures that the reservation wage was determined according to a given definition of optimality. Hence, every reservation wage can be considered optimal given the right discount factor. The question, then, is 19 In fact, a Bayes factor greater than one is typically not considered enough evidence in favor of either model. Scales have been suggested for how large a Bayes factor should be before one model is truly to be preferred to another. In this paper, Jeffrey's scale will be made use of, although it should be noted that the results presented in this paper do not depend crucially on this choice of scale. For details, see Jeffrey (1961) . 20 This type of indirect learning about non-identified parameters is the subject of Poirier (1998) .
whether the choice of discount factor required to make the reservation wage optimal is a reasonable one. Clearly a discount factor greater than one or less than zero would be unreasonable. However, we can say even more because "reasonable", in the Bayesian sense, is determined in relation to our priors. So, if the discount factors implied by the other parameters lie far out in the tail of the prior distribution, that value would be considered "unreasonable". The models whose implied discount factors are more unreasonable relative to their priors would most likely not be chosen by Bayes factors. Therefore, it should be kept in mind that when the Bayes factors prefer one model over another, this can be interpreted in terms of the implications of the reservation wage distribution for the discount factors and how those implications compare to the prior beliefs for the discount factors.
Comparing Definitions of Optimality
While there are only four variations of optimality examined in this paper (exact, two levels of approximation, and the simple alternative), there are in fact a total of 116 models simulated. Alternative versus Exact Optimality" is evidence in favor of the simple alternative model.).
Comparing Exact Optimality and the Simple Alternative
The Bayes factors for this comparison are in Table 8 . Looking first at the natural conjugate priors, the evidence against the exact optimality definition is quite compelling. All told, 22 of the 25 comparisons made using natural conjugate priors indicate that the simple alternative model is preferred. As mentioned above, that means that the posterior distribution of the discount factor is more reasonable under the simple alternative, then under exact optimality, given the prior beliefs about the distribution. The exceptions to this preference for the alternative model are found in the lower left-hand corner of the table. Here there are three models, each with a combination of high wages and short unemployment durations, which show a preference for the exactly optimal models. Hence, in economic scenarios that represent good conditions for job searchers, there is a notable preference for the exactly optimal model.
The preference for the exactly optimal model in the scenarios that represent the best conditions for job searchers suggests that perhaps in those situations people who are searching for jobs are more likely to behave like lifetime income maximizers. One could argue that when conditions are bad, a job searcher is more willing to accept any job that is offered, perhaps at a wage below the one that will maximize expected future income. This could be done in the hopes that conditions would improve later, and a new job could be found. When conditions are good, however, the job searcher can hold out for the income-maximizing offer, knowing that conditions are favorable. In fact, there are many possible explanations, but most of them lie outside the scope of the simple model. and Poirier (2000) for details.
When we look at the literature-based priors, the results are less overwhelming. The Bayes factor in favor of the simple alternative optimality for the LB-1 prior is just 15.8. While this is still strong evidence, according to the Jeffrey's scale, it indicates that an exactly optimal model that uses reasonably chosen priors may be closer to the truth than one whose priors are chosen by different means. The LB-2 and LB-3 priors, however, quickly revert to decisive evidence in favor of the simple alternative model.
Comparing Approximate Optimality and the Simple Alternative
When we compare the approximately optimal models to the simple alternative, a similar pattern emerges. Looking at the natural conjugate priors, the two levels of approximate optimality performed similarly to each other, but with some slight differences. We again find that the simple alternative is preferred in the majority of the cases, 23 out of 25 for the first level of approximation and 24 out of 25 for the second level of approximation. As with exact optimality, the exceptions to the preference for the simple alternative are the models found in the lower lefthand corner of the table, where wages are high and unemployment durations are low.
For the literature-based priors, the preference is not as clear. There is some evidence that the simple alternative model is more likely than the first level of approximate optimality for the LB-1 prior, but the Bayes factor is only 2.3. This is not very strong evidence. The second level of approximate optimality, however, is clearly not preferred to the alternative optimality for any of the literature-based priors.
Comparing Exact Optimality and Approximate Optimality
While the evidence in favor of the simple alternative model is quite strong, another interesting question is which type of optimality, exact or approximate, is preferred. Bayes factors comparing those models are presented in Tables 11 and 12 . Beginning with the non-informative priors, it appears that the approximately optimal models are preferred over the exactly optimal models. The Bayes factor comparing the optimal model to the first level of approximate optimality is 0.36, and the Bayes factor comparing the optimal model to the second level of approximate optimality is 1.2e-6. The former represents weak evidence in favor of approximate optimality, while the latter represents decisive evidence in favor of approximate optimality. This suggests that a reformulation of the definition of optimality to incorporate job searchers' uncertainty over market conditions and unaccounted factors would be helpful
When we look at the literature-based priors, the evidence in favor of approximate optimality grows. For example, there is very strong evidence that the first approximately optimal model is more likely than the exactly optimal model for the LB-1 and LB-2 priors, although the opposite is true for the LB-3 prior. When the optimal model is compared to the second approximately optimal model, however, the opposite pattern holds --the exactly optimal model is more likely than the second approximately optimal model for the LB-1 and LB-2 priors, but not for the LB-3 priors.
For the natural conjugate priors, the exactly optimal models are always preferred to the approximately optimal models, although the evidence is weakest for the priors with the highest values of the average accepted wage and unemployment durations. These priors are found in the lower right-hand corner of the tables. This may reflect the fact that when unemployment durations and average accepted wages are highest, we are dealing with the 'choosiest' of job searchers. Those searchers appear willing to remain unemployed for long stretches of time in order to get the wage that they want. In that case then, it seems less likely that they are strictly following the optimal reservation wage profile, because it seems as though they must have turned down wages which were higher than the reservation wage in order for the average accepted wage to be so high. Thus, while the optimal model is still preferred, perhaps in those situations, job searcher's behavior becomes more approximate in the sense that they are not as concerned with the wages they lose when searching as they are with the wages they earn when working. This would be the profile of a risk-loving, as opposed to risk-neutral, job searcher, and optimality can easily be redefined to incorporate different utility functions.
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Comparing Levels of Approximate Optimality
Finally, when comparing the levels of approximate optimality, the evidence is mixed. For the noninformative priors, the higher level of approximation model is clearly preferred. That is also true for the LB-3 prior. That suggests that the greater the dispersion of the prior parameters, the more likely the second level of approximate optimality. The LB-1 and LB-2 prior models, 
Conclusions
The comparisons made in this paper led to some interesting results, and those results illustrate the effectiveness of both the Bayesian approach and, more specifically, the use of different types of prior distributions. Both the hypothetical samples that the natural conjugate priors represent and the literature-based priors give researchers new tools to examine job search 22 Risk neutrality has been assumed throughout this paper, and, hence, other risk preferences are outside of the scope of the simple model examined in this paper. However, this assumption can be easily relaxed, as in Koop and Poirier (2000) . Using priors that are constructed based upon findings and assumptions from the job search literature, the results were somewhat different. The standard definition of optimality performed better when the priors were chosen in this way. That suggests that the traditional definition of optimality is better than the natural conjugate prior results would lead one to believe. However, one could argue that the logic here is circular in the sense that the results used to construct the literature-based priors were from papers that assumed the standard definition of optimality.
Hence, those priors would be biased towards the optimal models. That notwithstanding, the use of the literature-based priors is still illustrative of the way in which a Bayesian model could be constructed that answers some people's objections to the choice of prior.
In addition to using different types of priors to illustrate some of the power of the Bayesian approach, this paper examined what the possible shortcomings of the traditional definition of optimality might be with respect to the simple job search model. The approximation to the traditional definition of optimality was compared to the simple alternative to see how it performed. The results were mixed but did indicate that the approximation to optimality was preferred in some cases. That suggests that while people may be behaving optimally, the 21 assumptions of the traditional definition may be too rigid. In particular, the approximation used suggests that assuming unemployed people know all of the characteristics of the job market in which they are searching is unrealistic. However, these results are not definitive in and of themselves. Rather, the results suggest that there is room for improvement to the traditional definition.
Finally, the results in this paper should by no means be considered the final word on this issue. The primary purpose of this paper was to illustrate how Bayesian techniques and the choice of priors could be taken advantage of in the job search literature. Further work is being done to look at models that are more interesting than the simple job search model examined here.
Koop (2000) and Schindler (2001) are both attempts to look at more complex models.
Appendix A Derivation of the Optimal Reservation Wage
The optimal strategy of the worker is determined by looking at the decision that the worker faces each period. In any given period, V(w) gives the value to the unemployed worker, where w is the current wage offer. Note that V(w) can be zero because you are not guaranteed to receive an offer in every period. A person following an optimal strategy will have a value in each period equal to:
is the value of being employed at wage w, and is monotonically increasing in w, as can clearly be seen from the rightmost part of the equality. V u is the value of being unemployed and it, on the other hand, is not a function of w. EV is the expected value of searching for a job in a given period. Therefore the optimal strategy for a person to follow is a reservation wage policy. Define ξ to be that wage such that V e (w) = V u , and call it the reservation wage. Hence the reservation wage is the wage that makes the person indifferent between employment at that wage and unemployment. Then, the optimal strategy will be to accept any wage offer that is greater than ξ, and reject all other offers. This reservation wage is defined implicitly by the equation:
Through some manipulation and the assumption that wages are distributed according to the exponential distribution with parameter, γ, we obtain the following expression:
, gives us the optimal reservation wage, ξ opt .
Appendix B Derivation of the Likelihood Function
In our simple model, where offers are received based on a Bernoulli process, durations have a geometric distribution with parameter:
where F is the CDF of f(w), and F(ξ) is the CDF evaluated at ξ.
Therefore, the distribution of durations is given by:
Next, we need the distribution of wages given that the spell of unemployment is ended, or in other words, the distribution of accepted wages. This is denoted by p(w|t), which is the same as the distribution of wages, w, such that w is greater than ξ. This looks like: 
Appendix C Models
Having outlined the different priors (noninformative, natural conjugate, smart, and semi-smart) that will be used and having explained the different types of optimality (exactly optimal, approximately optimal, and the simple alternative) that will be used, each model can now be written out in terms of its uniquely determined posterior distribution.
Noninformative Priors
For the simple alternative model, the noninformative prior will take the form:
This gives the posterior distribution the following form:
For the optimal and approximately optimal models, the priors have the following form: 
Natural Conjugate Priors
The natural conjugate prior will take the form: 23 If the optimal or approximately optimal definitions are used, then ξ should not appear as a parameter in the prior distribution (i.e., it should be ( ) For the simple alternative model, the literature-based prior will take the following form: The Kaplan-Meier hazards are from the 1979 NLS Youth Cohort, white males subsample, while the other values were estimated using his models.
8. Ridder and Gorter (1986) .99798 .0281
Netherlands Institute for Public Opinion, 1983, Amsterdam male population, 30-55yrs old, 428 workers.
9. Narendranathan, et al. (1985) . Wolpin (1995) .99874
School and Home Parameters taken from Lecture Notes 12. Mortensen (1986) . 99923 Assumed values of parameters.
13. Kiefer and Neumann (1979) .99808
Trade Adjustment Assistance Program, 517 male workers in 14 states, October 1975, who experienced permanent layoffs, accepted wages observed for 327 workers.
14. Holzer (1986) . 99444 Estimated values, NBER Survey of Inner City Black Youth, 1979 Youth, -1980 Youth, , 2400 15. Devine (1988) .0465 (avg.), .14 (avg.)
Survey of Income and Program Participation, 1984, 5214 workers 16. Khanker (1988) .0375 EOPP Survey, 1980, 12-14yrs of schooling, 1285 observations, people in their 20s. 
