We describe how machine learning and decision theory is combined in an application that supports control room operators of a combined heating and power plant to cope with the overwhelming complexity of situations when severe plant disturbancies occur. The application is designed as an assistant, rather than as an automatic system that intervenes directly in the operator/plant loop. The application is required to handle vague and numerically imprecise background information in the construction of classifier committees. A classifier committee (or ensemble) is a classifier created by combining the predictions of multiple sub-classifiers. The presented method combines classifiers into a committee by using computational methods for decision analysis that are designed to work when the information at hand is imprecise. The application evaluates and make priorities between classified alarms according to credibilities that depend on the current context. Machine learning techniques are used to construct classifiers that recognize various malfunctions in a process, determine whether a situation is normal or not, and make priorities among alarms.
Introduction
The modern society has become more and more dependent on complex systems for control and support of basic services like heating, electricity, and water. While most such operations are, under normal circumstances, well goverened by algorithms from control theory, unexpected situations are often not handled with the desired precision. This paper describes an application dealing with the handling of unexpected events in a combined heat and power plant in a major populated area in Sweden. The plant has a capacity of 135 MW electricity and 230 MW heat and supplies a major part of the surrounding urban area with approximately 28000 GWh of heat and 500 GWh of electricity annualy.
1 Several unscheduled halts during an operational season were due to the personnel not being able to interpret and handle incoming information caused by some malfunctioning sub-system. The cost of a halt exceeds $ 15,000 per hour. If the halt extends over a longer period, it 1 might become critical to the service level of the city. Thus, it was found to be an important task to try and minimise the unscheduled plant halts by developing an application with the ability to recognise and evaluate severe problems as they arise in run-time. No single computer science technique seemed appropriate, which led to the current design involving machine learning and computational decision theory.
We describe how machine learning techniques where combined with decision theory to handle vague and numerically imprecise background information in the construction of classifier committees. We present how the predictions of several sub-classifiers were combined into a committe. This was guided by a measure of confidence in each sub-classifier that was expressed as an interval. The reason for expressing the confidence measure as an interval rather than a point-value is to increase the robustness of the committee. The resulting committee then evaluated the combined predictions of the sub-classifiers and decided on response to the current situation with respect to a set of available actions.
Process control in today's power plants is most often handled by a computer system, which ensures that the processes are kept within given limits and that the entities in a process (pumps, engines, valves etc.) are stable w.r.t. parameters and directions given by operators or by the control system itself. When deviations from a normal situation occur, the control system sends alarm messages to the operators, who pursue the necessary actions based on given recommendations or their own experience. When large deviations occur, the safety routines in the control system might stop some or all of the subsystems of the process.
In normal run-time situations, the level of communication between the control system and the operators is satisfactory, with few alarms occurring infrequently. However, when a large disturbance occurs, the communication is far from satisfactory. For example, after a short power failure, the control system may stop pumps and sub-processes or the position of rolls may change. In such situations, the safety routines normally start to interfere, and a huge stream of alarm messages will follow. Instead of being helped by the messages, the operators become swamped by the information flow, and they often have to make more or less informed guesses of what causes the abnormal situation. Furthermore, such decisions have to be made under severe time pressure. Large monetary values are at stake, both if the plant is unnecessarily shut down and if it is left running resulting in severe damage to the equipment. It would therefore be of great help to the operators if an amended control system could discriminate between normal and abnormal situations. In the former case, the system would act in one mode, resulting in few alarms being sent every now and then, while in the latter case, the system would recognize, evaluate, and give priority to some alarms that are sent to the operators.
Consider a scenario where a control room operator is in charge of running a highly complex process. The control system is partly based on a rule-based alarm system. When alarms occur, the operator (which might be a human or a software component) needs to respond, either by ignoring the alarm or by some action based on the current state of the process. More formally, the operator faces a situation involving a choice between a finite set of strategies (e.g. actions) having access to a finite set of triggered alarms.
In a situation involving committees of classifiers, modelled as in Section 4, several kinds of data are present. Given a set of alarms, these are interpreted by the classifiers who provide probabilities for the possible causes of the alarms. Some of the classifiers may also be more reliable than others in a certain context. Furthermore, the operator may have access to assessments expressing the costs of the various causes depending of which actions could be performed.
The operator is determined to select strategies from this information. However, for the operator to carry out his tasks and to acquire sufficient and reliable knowledge, it is fundamental that he is able to evaluate information gathered from different classifiers, some of which might be quite unreliable. The dynamic adaptation taking place over time as the operators interact with their environment, and with the classifiers, is affected by the means available to assess and evaluate imprecise information. We will now consider this problem in some more detail.
In the remainder of the article we will first, in Section 2, give a brief introduction to classifier committees. In section 3, we describe how classifiers are constructed while in Section 4, we describe how the classifiers are combined based on a measure of confidence in each classifier, and finally in Section 5, we will present some concluding remarks.
Classifier Committees
A popular method for creating an accurate classifier from a set of training data is to train several different classifiers on the training data and then combine the predictions of these classifiers into a single prediction. 2, 3, 4 The resulting classifier is generally referred to as an ensemble or a committee because it is made up of several component sub-classifiers.
A number of researchers have demonstrated that classifier committees are generally more accurate than any of their component classifiers.
2,5,6,4,7 Using a committee, the class of an example is predicted by first classifying the example with each of the component classifiers and then combining the resulting predictions into a single classification. To create a classifier committee, a user generally must focus on two aspects: (1) which classifiers to use as components of the committee; and (2) how to combine their individual predictions into one. Hansen and Salamon demonstrated that under certain assumptions, the accuracy of a committee increases with the number of classifiers combined. 8 For each example where the average error rate is less than 50% for the distribution of possible classifiers, they show that in the limit the expected error on that example can be reduced to zero. Since not all patterns will necessarily share this characteristic (e.g., outliers may be predicted at more than 50% error), the error rate over all the patterns cannot always be reduced to zero. But if we assume that a significant percentage of the patterns are predicted with less than 50% average error, gains in generalization will be achieved. A key assumption of Hansen and Salamon's analysis is that the classifiers combined should be independent in their production of errors. Krogh and Vedelsby expanded on this notion to show that the error for a committee is related to the generalization error of the classifiers plus how much disagreement there is between the different classifiers.
10 Thus much research on selecting appropriate classifiers to combine has focused on selecting classifiers that are accurate in the predictions, but differ in where they are accurate. Methods for approaching this problem include using different classification methods, training on subsets of the data set, training on different sets of input features, and using different subsets of the training set for training the classifiers. 2, 3, 8, 9, 10, 11, 12 In our application, we achieve the desired variation between classifiers by varying the input features. Each set of input features are generated by projecting example descriptions onto a low-dimensional sub-space of the feature space that is found by performing principal component analysis of the training examples from different classes (one component classifier is trained for each class).
The second aspect of creating a committee is the choice of the particular function for combining the predictions of the component classifiers. 13 Examples of combination functions include voting schemes, simple averages, weighted average schemes, ranking methods, and schemes for training combiners. 8, 14, 15, 16, 17, 18, 4, 7 Clemen demonstrated that in the absence of knowledge concerning a specific problem, almost any reasonable method, including simple ones such as voting or using a weighted average, could result in an effective ensemble. 5 Our application combines component classifiers by deriving a confidence measure expressed as an interval, for each component classifier. The confidence measures are then used as input to a systems for decision analysis that combines their predictions.
To some extent, our application can be considered as being related to the hierarchical mixture of experts approach. 19, 20, 21 In a mixture of experts approach a group of subclassifiers is trained so that each subclassifier will become an expert on a different portion of the input space. The application differs in that our training mechanism is simpler (each classifier simply trains on the entire database but with different input features) and as a result our component classifiers may have significant overlap in their expertise. Another difference is the use of confidence measures expressed as intervals.
Producing Classifiers
In this section, we present the techniques required to produce a set of classifiers with associated weights and confidence measures.
Preliminaries
In general, supervised classification techniques create classifiers from labelled training examples. Examples can be represented as attribute vectors. In our application, a classifier takes an example and produces a probability estimate for the example belonging to each of a set of predefined classes.
Definition 1â is a vector of attributes
A vector is classified by a set of classifiers. Such a classification procedure results in the actual classifications of the vector and values expressing the classifier's belief in these statements.
Definition 2 Let {ω j } s 1 be a set of classes. Then C i is a classifier, such that
is a set of n classifiers. The classifier's belief that a vector is a member of a certain class is expressed by a probability measure, i.e. the values in the intervals [0, 1] are restricted by the following:
Ci is a probability measure such that
Thus, the classifier has an opinion on every possible vector, should that particular vector be present in the set of vectors under consideration. The probability that a vectorâ is a member of the class ω j according to the classifier C i is denoted p Ci (ω j |â).
Principal component analysis
In general, the number of attributes can be intractable for most real-world applications. In order to handle examples that are described in terms of a large number of attributes, principal component analysis (PCA) was used to reduce the dimensionality of the representation. The goal of PCA is to find a q-dimensional subspace such that the projected data is closest by a norm (mean square error) to the original data. This q-dimensional subspace is spanned by the eigenvectors of the data covariance matrix with the highest eigenvalues. One way to find the approximate highest eigenvalue basis vectors is through a technique called singular value decomposition (SVD).
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In our case, each training exampleâ is placed as a column in an r × s matrix X, where r is the number of attributes and s is the number of positive examples. The SVD produces a factorization of X so that:
If s is less than r then SVD computes only the first s columns of Z and S is s by s and diagonal with nonnegative diagonal elements (the singular values) in decreasing order. Each example (the columns of X) can then be approximated using linear combinations of only the first few columns of Z. In this way, the qdimensional subspace onto where to project the set of examples is spanned by the first q columns of Z. An example is projected in the following way:
whereâ is the example represented as an r-dimensional vector of attribute values, z i is the i-th column of Z, andŷ is the projected q-dimensional vector.
In our application, we use the training examples of each class separately as input to SVD. All examples are then projected onto the q-dimensional feature space to produce vectors of independent measured featuresŷ. These in turn, are presented as input to a Gaussian quadratic classifier (see below). This also has the effect that the requirement for the Gaussian classifier that attributes must be continous and normally distributed, can be met. We used training examples from only one class at a time to find this q-dimensional subspace. This resulted in a set of features (basis functions) specific to the class from which the training examples were taken. By carrying out the PCA with examples from each of our concept classes, and then train a classifier with examples represented in terms of the different feature sets, we obtained a set of classifiers that vary in their predictions but were still accurate for different regions of the attribute space.
Gaussian quadratic classifiers
This subsection discusses how to determine the probability that a particular vector belongs to a certain class. The probability estimates of the classifiers can be calculated in a variety of ways, from naive approaches to more elaborated ones.
For the quadratic classifier, the posterior probabilities were estimated by assuming that the class-conditional densities are multivariate normal. Hence p(ŷ|ω i ) can be estimated from the mean and covariance matrix for each class (µ i and Σ i ). These, in turn, are estimated from labelled training data. 23 In our approach, the probability estimates were given individually to each attribute. By the assumption that the attributes are independent, the probability that a vector of attributes belongs to a class is the product of the probabilities that the respective attributes are components of a vector having this attribute.
Definition 5 Letŷ be a vector of attributes and ω k be a class. Then p Ci : U → [0, 1] is the combined probability measure, such that
The predictions from all classifiers produced in this way were then combined in a standard fashion. Letting {ω i } n 1 be the set of classes, we have the following from Bayes' rule (for mass functions):
where
and whereŷ is the projected feature vector. The probability p(ŷ i |ω i ) was derived by interval discretisation from the probability P (ŷ i −δ <Ŷ i <ŷ i +δ) for the continuous normally distributed stochastic variableŶ i .
Importance and weights
Different classifiers are not equally able to classify given input material. The event triggering the activation of a committee emanates from some context. Within each context, the classifiers are assigned importance weights. Between contexts, however, the weights for a classifier need not be the same. Thus, for each context a classifier is assigned a value expressing the confidence in the ability of the classifier to perform adequate classifications. These values are normalized over the set of classifiers.
Definition 6 w : Γ → R is a weight function over the set of classifiers, such that
The weight function can be estimated in a variety of ways. It can be considered a reliability measure. A general way is to use statistical regression theory. 29 Within machine learning, alternative methods have been developed. For instance, one method is the ROC convex hull method introduced by Provost and Fawcett as a means to manage, analyze, and compare two-class classifiers. 24, 25, 26 Opitz and Shavlik proposes a method to assign weight to classifiers based on an estimation of each classifiers performance on a validation set. In their approach, each classifier gets more weight as its estimated performance increases relative to the estimated cumulative performance of the other classifiers.
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For the presented multi-class application, we used a technique that takes into account the mean squared error of the predictions made by the classifier, thus penalizing gross errors and preferring consistency.
28 This is a common error measure for such cases and renders it possible to assess and quantify the performance of each classifier as described below. To combine the predictions of k Gaussian quadratic classifiers trained on n examples that each belong to one of m possible classes, we assume that each classifier C i produces m probability estimates so that C i (x) returns m probability estimates that x is an instance of each of the m concept classes ω j . The weights of the classifiers are calculated using the following definitions.
Definition 7
The importance v(C i ) of a classifier C i with respect to a set of training examples is
where m is the number of classes, |ω k | is the number of training examples belonging to class ω k , and p Ci (â k j ) is the probability assigned to the j-th training exampleŷ of class ω k .
Thus, the importance reflects an effort to minimise the mean square error obtained over all positive examples in the test set. It is then normalized over all classifiers involved to yield the weights.
Definition 8 Given a set {C i } n 1 of classifiers, the weight function is
Consequently, consistent performers do better in the sense that they are assigned higher weight values and will eventually influence the decision to a higher degree.
Estimating a confidence measure for each classifier
Noisy and unreliable data combined with limited access to training data tends to make the measure in Eq. 8 somewhat unstable. In order to improve on this measure, bootstrapping or cross validation, can be used. These are techniques that can improve an estimate of some statistic when a limited set of training data is available. This is done by combining multiple estimates of the statistic generated by sub-sampling or re-sampling of the available data set.
30,31
The idea behind the bootstrap method is to generate several data sets from an original data set by sampling randomly with replacement. These new data sets are then used to generate multiple estimates for the selected statistic.
In cross-validation, the available training data is divided into x subsets or folds. All subsets exept one are then used to generate an estimate of the selceted statistic while the remaining subset is used to test this estimate. This is repeated x times (one for each of the folds) and the results are combined to generate a more more reliable estimate of the selected statistic.
In our application, the confidence measure for each classifier was obtained by re-sampling training sets using the techniques described above, calculating the classifiers' weights from the examples in each sample, and using these to estimate the mean and standard deviation for the weights from all samples. The classifier's confidence measure is then, in our application, set to be 2 standard deviations (1.96 to be more precise) around the mean to achieve a 95% confidence interval. This could, however, have been done in a number of alternative ways (the interval could e.g. be ranging between the extremes of the obtained weight values). It should also be noted that qualitative information can be handled. This might be necessary when the confidence measures are of low quality, e.g., when the intervals are too wide. Therefore, methods for ranking the credibility of the classifiers have a role in this context.
Combining Classifiers
Costs and class distributions can rarely be precisely specified for real-world problems 24 such as our plant control problem. Thus, a method for handling the problem of evaluating imprecise information in the alarm handling process ought to allow imprecise or comparative estimates. Estimates could, for example, be represented in a numerical format. With respect to this, the situations should be possible to evaluate using some set of decision rules. The model we used is an extension of earlier work on handling probabilistic decision problems involving a number of alternatives and consequences when the background information is vague or numerically imprecise. 32, 33, 34 The aim of this part of the paper is to describe the adaption of that work into the realm of alarm handling, while still conforming to classical statistical theory rather than to, for instance, fuzzy set theory. 35, 36 By doing so, we try to avoid problems emanating from difficulties in providing set membership functions and in defining set operators having a satisfying intuitive correspondence. 37 In working with the domain, we found it unnatural or impossible to obtain estimates on forms other than standard probability. Resampling techniques for weights gave confidence intervals and process experts gave their information as a mixture of intervals (reflecting both values and confidence) and relations (e.g. "it is much more likely that event A occurs than event B" or "it takes a lot longer to repair damage C than damage D).
Representing information from different classifiers
There are several kinds of impreciseness involved in the situation described above. The credibility of a classifier is represented by weight estimates, which are expressed as intervals, w i ∈ [a k , b k ], as discussed above. Therefore, each weight estimate is represented by one or more constraints, w i ≤ b k and w i ≥ a k . In addition, ranking methods were also considered, when the quantitative information is insufficient. For example, when the intervals are too wide, the method allows for additional qualitative estimates stating partial relations between the classifiers. An inequality, such as w i ≥ w k , can then be used to represent statements on the form: "The credibility of classifier C i is greater than the credibility of classifier C k ". We call the conjunction of such constraints, together with the normalization constraint in Eq. 6, the credibility base (S). Thus, a credibility base reflects the possible values of the weights. Each assignment of weights to the classifiers corresponds to a weight vector that is consistent with the constraints in the credibility base.
The run-time probability estimates of the classifiers on given input data are numerically precise as output by each classifier. It is therefore straightforward to represent them as equalities. The set of such statements is called the probability base (P ). For instance, according to the classifier C i , the probability p Ci (ω j |ŷ) of a vector belonging to class ω j is 30%. This is represented as p ji = 0.3.
The last aspect is the utility (or value) of a situation given a particular classification. For instance, an alarm signal might indicate a situation where a particular pump is malfunctioning. An action, such as continuing to run a process despite the possibility of a potentially severe situation occurring, can then be evaluated with respect to the utilities of the possible situations given the alarm signal. Utilities were assigned to each situation by a process expert, a plant manager, or both, with respect to a data set containing estimated costs for different scenarios. This means that an operator has access to estimates of what the cost incurred by a certain situation would be when continuing the process as well as intervening, e.g., abort it.
A collection of such estimates given m classes (or situations) is expressed in utility variables {u 1 , . . . , u m } stating the assumed utilities of the classes, where the variable u i denotes the utility of class ω i .
1 As in the credibility base, a statement such as "The utility of class ω i lies between the numbers a k and b k " is translated into u i ∈ [a k , b k ]. This was needed for two reasons: some experts or managers gave intervals as answers to introspective queries, and even if they gave precise numbers, they did not always agree. The solution was then to incorporate their respective replies into an interval.
Qualitative assessments needed to be represented also in this case. For instance, a statement such as "The utility of class ω i is greater than the utility of class ω k ." can be translated into an inequality u i ≥ u k . This was a necessity since some statements from experts or managers were of this kind. The set of utility translations is called the utility base (K).
The collection of weight, probability, and utility estimates constitutes the information frame. It is assumed that the variables' respective ranges are real numbers in the interval [0, 1]. Below, we will refer to an information frame as a structure (S, P, K).
Aggregation
The aggregation principle was based on a weighted sum of the various estimates of probability and utility. The intuition is that all assessments concerning the utilities of the different classes are taken into account, each of which is balanced with the probability assessments. The probabilities, expressing the assessments of the classifiers, in turn, are balanced by the weights, expressing assessments of the classifiers' reliability. The following notation will be used with respect to an information frame (S, P, K) representing n classifiers and m classes.
Definition 9
Given an information frame (S, P, K), the expected utility E(â) of a vectorâ is
where w k , p ik and u i are variables in S, P , and K respectively.
It should be observed that the aggregation principle is not always the most preferred candidate, and the use of Eq. 9 is not a necessary restriction: If other principles are preferred, they can as well be incorporated in a method such as the above. 38 However, the suggestion of Eq. 9 seems to be reasonable, at least in this context. It is based on, but not identical, to the commonly used expected utility. 39 An application of the usual form of the expected utility would mean that each utility estimate for a class is multiplied with the assumed probability that a particular vector belongs to the class. Thereafter these factors are summarised over the set of classes. The only requirement in this case would be the existence of a utility function over the classes. In the present context, several classifiers are involved. Therefore, we have to take many probability estimates into account for each class considered. As can be seen from Eq. 9, the suggestion for incorporating all classifiers is to balance each probability estimate with respect to the relative credibilities of the classifiers, i.e., the providers of the probability estimates. The validity of this formula can of course be discussed from several viewpoints, but no other formula was found significantly better for our application. This is a prima facie way of weighting the various probability estimates with the actual reliability of the classifier that provides them. Furthermore, an expected mean in this respect is quantitatively meaningful. Since the weights are normalized by Eq. 6 and the p ik 's denote probabilities, the weights as well as the probability estimates (provided in run-time by a classifier) sum up to 1. Thus, we have the constraint
Furthermore, obviously
This implies that the weight/probability factors in Eq. 11 can be used as coefficients for evaluating the expected utility in the new sense, i.e., these can be used as new weight factors. Using precise numbers for evaluating E(â) is then straightforward. However, since numerically imprecise information is involved, the situation is a lot more intricate. The assessments involved are not necessarily even consistent. The first step of the evaluation procedure must be to determine the solution sets to the bases.
Definition 10
The solution vector to a base B is a vector [x 1 , . . . , x n ] such that each x i in the vector satisfies the constraints in the base. The solution set to the base is the set of solution vectors to that base. The solution set to a base B is denoted γ(B).
For instance, the solution set to the credibility base {w 1 + w 2 + w 3 = 1, w 1 ≥ 0, w 1 ≤ 0.6, w 2 ≥ 0.3, w 2 ≤ 0.5, w 3 ≥ 0.1, w 3 ≤ 0.5} is a polytope. Each vector in the polytope corresponds to a credibility function over the set {w 1 , w 2 , w 3 }.
Thus, the polytope is a subset of the set of all possible weight distributions over {w 1 , w 2 , w 3 }.
Similarly, the solution set to the utility base is a polytope defined by the constraints in the utility base. Thus, a vector in γ(K) represents a possible utility function.
The consistency of the bases can be determined by using ordinary linear programming techniques. Thereafter, a generalisation of the expected utility can be evaluated with respect to the solution sets to S, P , and K. Definition 11 Given an information frame (S, P, K), let a, b, and c be three vectors of real numbers (a 1 , ..., a n ), (b 11 , ..., b mn ) and (c 1 , ..., c m ) , respectively. Then
Definition 12 Given an information frame (S, P, K), the generalized expected utility (GEU) G(â) of a vectorâ is an interval:
Under the assumption that no further information is available other than what is provided in the information frame (S, P, K), the set G contains all possible expected utilities with respect to Eq. 9, i.e., all pointwise evaluated expected utilities with respect to feasible values given the three bases S, P and K. However, in non-trivial situations, when an information frame contains numerically imprecise information, the maximisation of the GEU is sometimes too weak to yield a conclusive result, i.e., the GEUs are overlapping. A way to refine the analysis is to investigate how much the different intervals in the bases can be contracted before an expression, for instance E(â) < 0.1, ceases to be consistent. This contraction is suggested by Danielson and Ekenberg and avoids the complexity inherent in combinatorial sensitivity analyses, but it is still possible to study the stability of a result by the interval boundary points.
32 By co-varying the contractions of an arbitrary set of intervals, it is possible to gain insight into the influence of the structure of the information frame on the solutions. Contrary to volume estimates, contractions are not measures of the sizes of the solution sets but rather of the strength of statements when the original solution sets are modified in various ways. Both the set of intervals under investigation and the scale of individual contractions can be varied. Ekenberg et al further introduce a variety of discriminating principles in the case of decisions under risk.
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In our application, there was sometimes a situation when there were two conflicting alarms and an action to be taken. These were often assumed to be conflicting in the sense that it was not possible to act in accordance with both of them at the same time. The operator had to make a choice as to which was the most prioritised action. Most often, time was a critical factor, and the result of comparing (or prioritising) the actions available must be fast and unambigiuously presented. The idea behind contractions is to investigate how much the intervals in the base (S, P, K) can be modified before one of the alarms becomes the dominant one in the entire base, i.e. that there exists no remaining consistent assignment of values that renders the other one the most preferable. Because the intervals were wide from the outset, this procedure gives an overview over the strenghts of the respective alternatives in the decision situation. Note that the contraction is not linear, since at different points in the contraction procedure, inactive constraints become active, thus cutting off parts of the solution space.
Definition 13
Given an information frame (S, P, K), the difference in expected utility d ij between two alarm signalsα i andα j are
where w k , p ik , p jk , u ik , and u jk are variables in S, P , and K, respectively. As above, this difference is evaluated with respect to the information frame.
Definition 14
Given an information frame (S, P, K), let a, b, c, and e be four vectors of real numbers a ∈ σ(S), b ∈ σ(P ), e ∈ σ(P ), and c ∈ σ(K). Then
With respect to these definitions, we express the concept of admissibility in the sense of Lehmann. 41 The concept is computationally meaningful in our method as demonstrated in earlier work. 32 However, even the admissibility can be too weak to form a decision rule by itself, and we again used contractions as above. For instance, the method investigates how much the different intervals can be contracted before an expression such as d ij > 0 ceases to be consistent with the restrictions in the information frame. Those and similar evaluations are investigated more thoroughly in related work.
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Using this method, different alarm scenarios were analyzed. The various estimates of the reliability of the classifiers, the run-time probability estimates of the classifiers, and the utility estimates were aggregated into a computationally meaningful formula that is evaluated with respect to the feasible solutions of the information frames. From the evaluations, a process operator, be it a human or a computer, can perform well-qualified actions in a determined order, thereby making the most out of often inconclusive evidence under time pressure.
Concluding remarks
We have shown in an application how a set of vague and numerically imprecise information can be used to evaluate potentially critical situations arising in complex alarm systems by using a set of classifiers. The classifiers are trained using machine learning techniques and their relative performances are measured in relevant contexts, resulting in a weight ranking. The application considers the problem with respect to the different classifiers as well as the analysis of the different situations involved. These aspects are modelled into information frames consisting of systems of linear expressions stating inequalities and interval assessments. The situations may be evaluated relative to a variety of principles, for example generalizations of the principle of maximizing the expected utility. Contractions are introduced as an automated sensitivity analysis. This concept allows us to investigate critical variables and the stability of the solutions. Although this systems was originally designed to be used at a combined heating and power plant, the results from this application will be applied to a similar case in the paper and pulp industry in order to further develop and generalise the methods and demonstrate their more general applicability.
