ABSTRACT. The purpose of this article is to study the hydrodynamic limit of the symmetric exclusion process with long jumps and in contact with infinitely extended reservoirs for a particular critical regime. The jumps are given in terms of a transition probability that can have finite or infinite variance and the hydrodynamic equation is a diffusive equation, in the former case, or a fractional equation, in the latter case. In this work we treat the critical case, that is, when the variance is infinite but of logarithm order wrt the system size. This is the case in which there is a transition from diffusive to super-diffusive behavior.
INTRODUCTION
Exclusion processes were introduced by [12] in the mathematics community, but they were used before by physicists, and they consist of a collection of particles that evolve in a discrete space according to some probabilistic dynamics. For example, the exclusion rule dictates that the jump occurs if and only if the destination site is empty, otherwise nothing happens. Mathematically speaking, these systems belong to the class of Markov processes and therefore, the prediction of the future condition in the past depends only on the present state of the system. In the same work (and in others), there were introduced other types of interacting particle systems, like the so-called zero range processes, for which more than one particle can occupy the same site (see [12] or [11] ). We are interested in analyzing the case when particles are allowed to perform long jumps (see [10] ). Another important feature that was introduced in the study of this type of model is the presence of stochastic reservoirs, which makes these models become toy models for the heat conduction. These reservoirs can have an impact everywhere in the discrete space where the particles evolve and they can change the nature of the PDE or bring additional boundary conditions to it. We are interested in analyzing the case where the reservoirs have an impact on the whole discrete space and their impact will depend on a certain number of parameters that we will explain in detail below. The case where the exclusion process is considered with a transition probability that is symmetric and only allows nearest neighbor jumps was studied in [1] .
In [3] , it was considered for the first time, an exclusion process with a symmetric transition probability that allows long jumps and in the presence of stochastic reservoirs. In this work, it was considered a 1-d finite discrete set where particles evolve and reservoirs (placed both at the left and at the right of this set) can inject or extract particles everywhere in the discrete set. In that article, the authors considered that the transition probability depends only on the length of the jump and such that it decreases as the size of the jump increases. More precisely, in [3] the authors studied the hydrodynamic limit of these exclusion processes when the variance of the transition probability is finite. In [2] and [4] , it is studied the same model in the case when the variance is infinite.
In all the aforementioned works, the central question under investigation was the hydrodynamic limit of the model. This is nothing but a law of large numbers for the density of particles of the system. More precisely, the hydrodynamic limit states that the (random) density of particles, when we take the system's size to infinite, can be approximated by a deterministic function, which is a solution (in the weak sense) of some PDE, called the hydrodynamic equation. For more details on this result see, for example, [11] . There is a big difference between the nature of the PDEs involved in this hydrodynamic limit. For example, for the exclusion process with symmetric transition probability that has finite variance (see [3] ) the PDE is given in terms of the classical Laplacian, so the solutions have a diffusive behavior; while in the case in which the transition probability has infinite variance (see [4] and [2] ), the PDE is given in terms of the regional fractional Laplacian, which is the generator of processes like the censored process and/or the reflected Levy flight process (see [6] for a review about this operator). This last operator is non-local, contrarily to the usual Laplacian operator, and it has a similar definition to the usual fractional Laplacian but it is restricted to a finite domain. The stochastic reservoirs will have a macroscopic effect of two types: when the reservoirs are strong the nature of the PDE changes and a reaction term appears, while when the reservoirs are weak the equation loses the reaction term but gets different boundary conditions. This will be made clear below.
In this article we deduce the hydrodynamic limit in the case connecting [2] (finite variance) and [4] and [3] (infinite variance). We study here the critical point between these two cases, which was left open in those works. Before introducing the model in detail, we present the results that we have obtained and we compare them with the results of [2, 3, 4] . All the results of the aforementioned articles and the ones we prove here in this article are resumed in Figure 1 . First we observe that the choice for the symmetric transition probability, is the one defined on x, y ∈ by
and p(0) = 0, so that all the results will depend on the value of γ; when γ > 2 (resp. γ ≤ 2) we are in the case of finite (resp. infinite) variance. Above c γ is a normalizing constant, making p a probability. Moreover, from this choice of p, the higher the value of γ the lower is the probability that a particle performs a long jump. Another parameter that will have an impact at the macroscopic level is the one ruling the strength of the reservoirs. This parameter is θ , so that the higher the value of θ the weaker is the action of the reservoirs. Now we observe that, whatever is the regime of γ, when θ is small but comparable to γ, the PDE will have a reaction term (coming from the fact that the reservoirs act in all the discrete set where particles evolve), and when θ is very small so that the reservoirs become very strong, the diffusion or the fractional diffusion operators completely disappear from the PDE and we obtain a reaction equation. This is because in this regime the action of the reservoirs (the creation and annihilation of particles) is much stronger compared to the action of the jumping dynamics. On the other hand, as the value of θ increases, both in the case 1
, the boundary conditions on the PDE changes. Indeed, in both these regimes, the boundary conditions pass from Dirichlet to Robin (or fractional Robin) and then to Neumann (or fractional Neumann) as the value of θ increases. The case 0 < γ < 1 is a bit different, since when the reaction term disappears from the equation, then it becomes immediately a regional fractional diffusion equation with Neumann boundary conditions. This is due to the particular properties of the regional fractional operator, but we do not explore this fact here and we refer the interested reader to [4] and [8] .
In this article, we look at the transition case corresponding to γ = 2 and we prove the hydrodynamic limit for all the regimes of θ , see the black line in the figure below for the results. The hydrodynamic equation is the heat equation for θ > 0, a reactiondiffusion equation when θ = 0 and a reaction equation when θ < 0. The boundary conditions also change, for θ < 1 we get Dirichlet boundary conditions, for θ = 1 we get linear Robin and for θ > 1 we get Neumann boundary conditions. Now, we highlight two important issues. The first one is that letting N denote the system's size, in the case γ > 2, we consider the diffusive time scale, i.e. we accelerate the time by a factor N 2 , so that we get a diffusive equation; and in the case γ < 2 we take a subdiffusive time scale, i.e. we accelerate the time by a factor N γ , so that we get a fractional diffusion equation. In the case γ = 2, since the variance of p is infinite but of order log(N ) we need to take the time scale N 2 / log(N ). The second issue that we want to highlight is that in the cases θ ∈ {0, 1} we need to scale the strength of the reservoirs in a very precise way to get the reaction-diffusion equation with Dirichlet boundary conditions or the heat equation with Robin boundary conditions. There is one case left for exploration which corresponds to γ = 1, the white dashed line in the figure. That case seems to be much more complicated since most of the results that we use are not suitable for that choice of γ.
Outline: This paper is structured as follows. In Section 2 we present in detail the model that we analyze. In Section 3 we introduce all the notations that we need throughout the work and we present our result. Sections 4.1, 5, 4 and 4.2 are devoted to the proof of the hydrodynamic limit. Finally, in Section 6 we prove some useful technical lemmas that are needed in the proof of hydrodynamics.
THE MODEL
We are going to analyze one of the critical regimes of the model first introduced in [3] which is a symmetric exclusion process with long jumps given in terms of a symmetric . In this work we treat the case γ = 2 and we recovered the same equations (with a different constant in front of the Laplacian operator) as the ones for γ > 2 obtained in [3] . transition probability, defined on x, y ∈ by (1) . In this work we consider γ = 2, so that
and the normalizing constant c 2 is defined by c 2 = z∈ |z| −γ−1 −1 . Let us now explain the dynamics of the process. Fix T > 0. For N > 1, we consider particles moving in the discrete set Λ N = {1, . . . , N − 1} and we add infinitely many reservoirs at each site of
Λ N , so that for x ∈ Λ N , we say that the site x is occupied (resp. empty) at time t if η t (x) = 1 (resp. η t (x) = 0). Fix four parameters θ ∈ , α, β ∈ [0, 1] and κ N (θ ) defined in (5) . The dynamics can be described as follows:
• to any couple of sites (x, y) ∈ Λ N we associate a Poisson process of rate 1, any time there is an occurrence in this process, we exchange the value of η(x) and η( y) with probability p(x − y); • to any couple (x, y), with x ∈ Λ N and an integer y ≤ 0, (resp. y ≥ N ) we associate a Poisson process of rate 1, any time that there is an occurrence we exchange the value of η(x) with 1 − η(x) with probability
where, for δ ∈ {α, β },
The generator of the Markov process
and
for a fixed constant κ > 0. Above,
We are interested in analysing the space-time evolution of the density of particles. In order to have a non-trivial limit at the macroscopic level, we need to accelerate the time of the process by a factor Θ(N ) (defined in (15)). Note that the infinitesimal generator of the process
Remark 2.1. The macroscopic behavior of the system depends on the exponent γ > 0 of the probability defined in (1) . Indeed, if γ > 2 the variance of p(·) is finite and the behavior of the system is diffusive (this case was completely studied in [3] ) and there were obtained five different phases for the hydrodynamic limit (see Figure 1 for [4] and [2] apart the case γ = 1. Therefore, two cases of γ are left to explore, the case γ = 2 for which there is a transition from the case when p(·) has finite/infinite variance which corresponds to diffusive/super-diffusive behavior (which is the case we analyze here) and the case γ = 1 for which there is a transition from the case when p(·) has finite/infinite mean which corresponds to γ ∈ (1, 2)/γ ∈ (0, 1). We are interested now in studying what happens in the critical regime γ = 2, for which the transition probability is given as in (2).
STATEMENT OF RESULTS
3.1. Hydrodynamic equations. In order to define properly the notion of weak solutions of the several PDEs that we find out, we need to introduce some notation. For any T > 0, I ⊆ and m, n ∈ ∪ {∞} we denote by
) the space of functions defined on [0, T ] × I which are m times continuously differentiable in the time variable (the one in [0, T ]) and n times in the space variable (resp. such that, if we fix the time variable, they have compact support contained in I ). In addition, for any Polish space E, we consider the Skorokhod space (I , E) which is the space of right continuous functions with left limits, defined from I to E. Analogously, we denote by C(I , E) the space of continuous functions from I to E.
, and ∂ t G (or ∂ s G) resp. the first, the second, the d-th order derivative of G wrt the space variable, and the first derivative wrt the time variable.
The space L 2 (I ) denotes the usual L 2 space with the Lebesgue measure, i.e. the space of functions G such that I G(u) 2 du < ∞. This is the norm induced by the inner
Analogously we denote by L 1 (I ) the space of functions G such that I |G(u)|du < ∞. We also use the space 1 (I ) (resp. 1 0 (I )) which is the classical Sobolev space 1,2 (I ) defined as the closure of C 1 (I ) (resp. C 1 c (I )) with respect to the norm defined by ||G||
we will omit the space in the notation and we just write L 2 ,
and L 1 . Now we give the exact definitions of the weak solutions of the PDEs that we derive. Below for u ∈ (0, 1)
where
] is a weak solution of the reaction-diffusion equation with inhomogeneous Dirichlet boundary conditions and initial condition g:
if : 
] is a weak solution of the diffusion equation with inhomogeneous Robin boundary conditions and initial condition g:
where δ a is a Dirac mass on a ∈ [0, 1]. We use the notation π 
The next statement is the main theorem of this work. 
where the time scale Θ(N ) is given by
and ρ is the unique weak solution of:
The strategy of the proof of this theorem is by means of the entropy method, first introduced in [9] , and is divided in two fundamental steps. The first one consists in showing that the sequence {Q N } N >1 admits limit points (Section 5). The second consists in characterizing uniquely this limit point, by showing that the limit point is a delta measure supported on the trajectories of measures that are absolutely continuous wrt the Lebesgue measure and whose density is the unique weak solution of the PDE (the hydrodynamic equation). This program is achieved here in Section 4, where we prove that the density satisfies the integral formulation of the respective hydrodynamic equation, and, finally, in Section 4.2, we prove that the density satisfies item i) of the definition of weak solution. The uniqueness of the weak solutions of the hydrodynamic equations is a key part of the proof. It can be proved exactly as in Appendix A of [3] and for that reason it is omitted.
CHARACTERIZATION OF LIMIT POINTS
We start assuming that the sequence of measures {Q N } N >1 has a subsequence converging weakly to some measure Q. In fact, this is true and it will be a consequence of the results of Section 5. Moreover, since we work with an exclusion process, the limiting measure Q is concentrated on a trajectory of measures that are absolutely continuous with respect to the Lebesgue measure, that is, of the form π · (du) = ρ · (u)du. The proof of this result is quite standard so that we do not repeat it here, and we refer the interested reader to, for example, to Section 2.10 of [7] . Therefore, we want to show that the limit point Q is concentrated on measures whose density ρ is a weak solution of the respective hydrodynamic equation. This is the content of the next proposition. • for θ ≤ 0:
whereĉ 2 = c 2 for θ = 0 andĉ 2 = 0 for θ < 0.
• for θ ∈ (0, 1):
• for θ ≥ 1:
where for θ = 1,m = m and for θ > 1,m = 0.
The proof of last proposition can be easily adapted from the one in [3] (see Proposition 7.1 there) by using the results presented in the next sections. 
is a martingale with respect to the natural filtration { t = σ(η s : s ≤ t)} t∈ [0,T ] . Above the notation 〈π N t , G〉 means the integral of the function G wrt the measure π N t (du) given in (14). The main term to develop now is the integral term of the previous display, which is the one relying on the specific form of the dynamics. Using the computations of [3] (see equation (3.2) in there), we have that
where 
Now, we analyze each regime of θ ∈ separately by taking the corresponding space of test functions and the respective time scale given in (15). These computations do not imply directly the proof of Proposition 4.1, but with them, we can follow the proof of Proposition 7.1 of [3] to conclude. The first term on the RHS of (17) can be studied using the fact that 
and by a Taylor expansion on G last term is bounded from above by a constant times
plus a term that vanishes, as N → ∞. Observe that last display also vanishes, as N → ∞, since θ < 0. The last two terms on the RHS of (17) are analyzed in the same way as it is done in Section 3.1 of 
From a Taylor expansion on G last expression (recall that G ′ (0) = 0 since G has compact support) can be bounded from above by a constant times
, plus a term that vanishes, as N → ∞. By taking N → ∞, last display also vanishes.
To treat the second term on the RHS of (17), we have to be a bit careful. Recall that κ N (0) = κ log(N ). Therefore, since G ∈ C is uniformly bounded, we can rewrite it as a constant times κN
for some ξ ∈ (0, x N ). Note that the first term on the RHS of the previous display is of order N −θ and the second one is of order (N θ log(N )) −1 , hence the whole term vanishes, as N → ∞.
4.1.4.
Case θ = 1. Recall from (13) that in this case we take test functions G ∈ C ∞ ([0, 1]) and recall from (15) that Θ(N ) = N 2 / log(N ). The first term on the RHS of (17) can be analyzed using Lemma 6.2. So, that term is equal to
plus a term that vanishes, as N → ∞. Let us focus on the term on the RHS of the previous display. By extending the sum in y to the whole set , and observing that, by the symmetry of p we have that y∈ ( y − x)p( y − x) = 0, we can rewrite that term as
Let us now introduce the following quantities. 
where ρ is the density profile that we want to characterize. Then, by taking the limit as ε → 0 we obtain that 〈π s , ι 
plus some terms vanishing in L 1 , as N → ∞. Now we are going to analyze in detail just the term on the LHS of the last display, since the other one can be analyzed analogously. By a Taylor expansion on G ′ around 0, we can rewrite this term as
for some ξ ∈ (0, x N ). From Lemma 6.1, the term on the LHS of last display can be rewritten as c 2 G ′ (0) − → η εN s (0) plus a term vanishing, as N → ∞. Clearly, since G ′′ is uniformly bounded, reasoning in the same way we can conclude that the term on the RHS of the previous display vanishes, as N → ∞. Analogously, it is possible to show that the term on the RHS of (27) can be written as −c 2 G
Finally, we analyze the last term on the RHS of (17). We will focus on the part involving r − N , since the other one can be analyzed in an analogous way. Recall that in this regime κ N (1) = κ log(N ). Then the term we need to study is
Using Remark 6.4, the time integral from 0 to t of this term can be replaced by the same time integral of
plus a term vanishing in L 1 , as N → ∞. Then, by a Taylor expansion on G around 0 we can rewrite the last display as
for some ξ ∈ (0, x N ). Observe that, since r − N is of order x −2 , the second term on the RHS of the previous display can be bounded by: It remains to study the last term on the RHS of (17). We focus on the part involving r − N , since the other one can be studied in an analogous way. Recall that in this regime κ N (θ ) = κ. By using the fact that the sum x∈Λ N r
are uniformly bounded, we have that
which vanishes, as N → ∞.
Energy Estimates.
In this section we prove the regularity condition that is needed in item 1. of the definition of weak solution of each PDE that we derive, that is, we prove, in all the regimes of θ , that ρ ∈ L 2 (0, T ; 1 ). Moreover, when θ ≤ 0, we also show the second part of item 1. of Definition 3.1.
4.3. Dirichlet form and relative entropy. For a probability measure µ on Ω N and a density function f with respect to µ, we introduce the carré du champ operator given by
In [3] it was obtained a relation between D N ( f , µ) and the Dirichlet form
is the Bernoulli product measure defined by its marginals
with h :
If h is a constant function then
We state now a relative entropy estimate which is fundamental in the proof of the next results. First we introduce the relative entropy between two measures µ andμ both defined in Ω N , which is denoted by H(µ|μ) and is defined by H(µ|μ) :=
µ(η) . In the case of an exclusion process evolving on a finite state space, it is easy to show that, for any product measure ν h(·) and any probability measure µ N on Ω N , the following estimate holds
where K 0 is a positive constant depending only on α and β . The proof of the previous estimate can be found, for example, in Section 5 of [3] .
4.3.1.
Case θ ≥ 0. In order to prove that ρ ∈ L 2 (0, T ; 1 ), let us define the linear func- 
There exist positive constants C and c such that
Proof. The proof is very similar to the one of Proposition 6.1 of [3] and so, we will omit many details. Following the proof of Proposition 6.1 of [3] , it is enough to prove the result for a countable dense subset 0, 1) ). Moreover, by Monotone's Convergence Theorem it is enough to prove that
for fixed m and for a positive K independent of m. 
Last expectation can be bounded from above using entropy's and Jensen's inequalities and then the Feynman-Kac formula, as it is explained in the proof of Proposition 6.1 of [3] . The bound we get is a constant K 0 > 0 plus
where the supremum is carried over the densities f with respect to ν h(·) , the Bernoulli product measure on Ω N associated to a Lipschitz profile h : . Now note that, the first term inside the supremum in (38) can be rewritten as (39) and the term on the RHS of last display is of order O(1), so it can be bounded by a positive constant. By using the fact that G has compact support so that ∂ u G s (
, plus lower order terms wrt N , we can write the term on the LHS of last display, as
plus lower order terms which vanish, as N → ∞. The second term of the previous display is of order O(1), so we can bound it by a positive constant as well.
In order of having a lighter notation, we will omit the domain of integration in the next equations since it is always Ω N . Hence, following the proof of Proposition 6.1 of [3] , we can bound the first term inside the supremum in (38) by a positive constant K 1 plus 1 2
Then, we use the inequality a b ≤ Aa 
Above we used the definition of D
) given in (30). So, the sum of this term with the last term inside the supremum in (38) can be bounded, using (34), by some term that vanishes, as N → ∞.
By using the inequality a b a 2 + b 2 , we can bound the last term of (41) by
It is not difficult to see that the second term of the previous display vanishes, as N → ∞. Moreover, as observed in the proof of Lemma 5.2 of
Hence, last display can be written, for some positive constant C, as
2 plus some term that vanishes, as N → ∞. Concluding, [Φ] is bounded from above by some constant plus lim sup 
Proof. This proof follows Section 6.2 of [3] , so we omit many details. Observe that
is bounded from above, using the entropy estimate, Jensen's inequality and FeynmanKac formula by a positive constant K 0 plus
where the supremum is carried over all the density functions wrt ν h(·) . As above, K 0 comes from (36). As in the previous proof, we can rewrite the first term inside the supremum above as
On the first term of the last display, using a b ≤
, we bound it from above by a constant times
Recall (30) and observe that the last term above can be rewritten as
So, this term summed with the last one inside the supremum in (44), thanks to (34), is equal to some term that vanishes, as N → ∞. Observe now that there exists a constant C > 0 such that the first term of (46) is equal to
because (α − η(x)) 2 is uniformly bounded and f is a density wrt ν h(·) . Then, thanks to Lemma 3.3 of [5] , in the limit N → ∞, we can bound from above the first term of (46) by C Summarizing, when we pass to the limit N → ∞, in (43) we get
for some positive constant C ′ which depends on C. The rest of the proof is completely analogous to the one given in Section 6.2 of [3] so we omit it and we ask the reader to fill in the details.
TIGHTNESS
Here we show that the sequence of measures {Q N } N >1 is tight and so, in particular, it has limit points. Proof. Here we follow the proof of Proposition 4.1 of [3] and for that reason many details are omitted. The proof follows from two observations. The first one is that there exists a constant C > 0 such that, for any θ ∈ and any
Let us start bounding the term on the LHS of last display. By a Taylor expansion on G, we can bound that term from above by a constant times 
and this concludes the proof of the first observation. The second one is that
is a martingale with respect to the natural filtration { t } t∈ [0,T ] , and the integrand function in last display can be bounded from above by a constant times
The term on the LHS of the previous display is of order O
, so, for any value of Θ(N ), it is of lower order than O (1) . To treat the term on the RHS of last display, we perform a Taylor expansion on G around 0 and using the fact that r
, that term can be bounded from above by
for any value of θ < 1 (because in these regimes the test function vanishes at 0). Nevertheless, for θ ≥ 1, we can bound it from above by a constant times
This concludes the proof.
TECHNICAL LEMMAS
In this section we collect all the results that are needed in the previous arguments.
6.1. Convergence of discrete operators.
Lemma 6.1. Recall (25). Then,
Proof. We give in details the proof in the case of Θ − x , the case with Θ + x is analogous. Observe that
where the last equality is due to Fubini's theorem. The term on the RHS of the previous display can be bounded by 
where N was defined in (18).
Proof. By a Taylor expansion on G we can bound from above the term inside the supremum by ∆G(
which vanishes, as N → ∞. Above, the first inequality follows from ∆G being uniformly bounded and the second one from the inequality
6.2. Replacement lemmas. The replacement lemmas are technical results which are used to close the equations coming from the Dynkin's formula in terms of the empirical measure. To properly state them we need to introduce the following quantities. 
where the supremum is carried over all the densities functions with respect to ν h . Now, we rewrite the sum inside the supremum as follows where the first inequality comes from the fact that f is a density wrt ν h and from the inequality (a + b) 2 a 2 + b 2 . So, when passing to the limit ε → 0, this term vanishes. This concludes the proof of (52). 
