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A` LA RECHERCHE DU TORE PERDU
THOMAS BLOSSIER, AMADOR MARTIN-PIZARRO ET FRANK O. WAGNER
Re´sume´. Un groupe interpre´table dans le mauvais corps vert est isoge`ne a`
un quotient d’un sous-groupe de´finissable d’un groupe alge´brique par une
puissance du groupe vert. Un sous-groupe de´finissable d’un groupe alge´brique
dans un corps vert ou rouge est une extension des points colore´s d’un groupe
alge´brique multiplicatif ou additif par un groupe alge´brique. En particulier,
tout groupe simple de´finissable dans un corps colore´ est alge´brique.
Introduction
La conjecture de l’alge´bricite´ des groupes simples infinis ℵ1-cate´goriques e´nonce´e
par Cherlin et Zilber affirme qu’un tel groupe s’interpre`te comme un groupe alge´-
brique sur un corps alge´briquement clos. Cette conjecture a donne´ naissance a` une
interaction entre la the´orie des mode`les et la the´orie des groupes.
Un mauvais groupe serait un contre-exemple de dimension minimale a` la conjec-
ture. La dimension en question est le rang de Morley, c’est-a`-dire le rang de Cantor-
Bendixon de l’espace des types sur un mode`le suffisamment sature´. Un des pre-
miers obstacles pour la caracte´risation alge´brique des sous-groupes de Borel (sous-
groupes de´finissables connexes re´solubles maximaux) d’un groupe infini simple ℵ1-
cate´gorique est l’existence e´ventuelle d’un mauvais corps : un corps infini de rang
de Morley fini muni d’un pre´dicat pour un sous-groupe multiplicatif divisible non
trivial. Rappelons qu’un corps infini de rang de Morley fini est alge´briquement clos
et que, dans le langage pur des anneaux, le rang de Morley e´quivaut a` la dimension
de Zariski.
L’existence d’un mauvais corps en caracte´ristique positive est improbable [20]. En
caracte´ristique nulle, Poizat [16] a utilise´ la construction par amalgamation de´velop-
pe´e par Hrushovski [10, 11] pour introduire un corps de rang ω · 2 avec un pre´dicat
pour un sous-groupe multiplicatif de rang ω. Ce corps a e´te´ ensuite collapse´ pour
obtenir un mauvais corps [2]. Dans le meˆme article, Poizat a e´galement construit
un corps de caracte´ristique positive avec un pre´dicat pour un sous-groupe additif
infini d’indice infini, collapse´ dans [3]. Ce travail faisait suite a` sa construction [15]
d’un corps avec un pre´dicat pour un sous-ensemble alge´briquement inde´pendant,
collapse´ dans [1]. Poizat nomme les pre´dicats vert, rouge et noir respectivement.
Les corps ainsi obtenus (collapse´s ou non) s’appellent donc les corps colore´s.
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L’e´tude syste´matique des groupes de´finissables dans les corps colore´s a e´te´ en-
tame´e dans [6]. Il de´coule du [6, The´ore`me 5.7] que tout groupe de´finissable connexe
G dans un corps colore´ s’envoie par un morphisme de´finissable φ dans un groupe
alge´brique, tel que la composante connexe du noyau est incluse dans le centre
de G. Tout groupe simple de´finissable est ainsi line´aire. Par [17], aucun mau-
vais groupe n’est de´finissable dans un corps rouge collapse´ et un mauvais groupe
de´finissable dans un corps vert collapse´ serait un groupe line´aire constitue´ unique-
ment d’e´le´ments semi-simples.
Puisque les corps de rang de Morley fini e´liminent les imaginaires, on peut rem-
placer de´finissable par interpre´table pour les corps collapse´s. Ne´anmoins, le re´sultat
pre´ce´dent ne donne aucune information sur les groupes abe´liens. En particulier, on
ne peut traiter ainsi le quotient du groupe multiplicatif par le sous groupe colore´.
Dans la troisie`me partie de cet article (the´ore`me 3.14), nous donnons une ca-
racte´risation des groupes de´finissables dans les corps verts collapse´s.
The´ore`me A. Un groupe interpre´table dans un corps vert collapse´ est isoge`ne a`
un quotient d’un sous-groupe de´finissable d’un groupe alge´brique par un sous-groupe
central qui est lui isoge`ne a` une puissance carte´sienne du sous-groupe multiplicatif
vert.
On utilise a` plusieurs reprises le fait que les sous-groupes multiplicatifs de´finis-
sables connexes sont des tores, qui sont de´finissables sans parame`tres. La preuve de
ce the´ore`me ne s’applique donc pas directement au cas rouge collapse´, ou` l’on doit
traiter les sous-groupes additifs donne´s par des p-polynoˆmes.
Le the´ore`me A nous ame`ne naturellement a` e´tudier, dans les corps colore´s, les
sous-groupes de´finissables d’un groupe alge´brique. Dans le cas du corps noir non-
collapse´, Poizat montre que tout groupe de´finissable est alge´brique [15, Proposition
2.4]. Ceci reste vrai (voir la conclusion du meˆme article page 1354) pour les sous-
groupes de´finissables de groupes alge´briques dans le cas collapse´. Dans la quatrie`me
partie, qui est inde´pendante du the´ore`me A, nous caracte´risons les sous-groupes
d’un groupe alge´brique, de´finissables dans un corps vert (the´ore`me 4.2) ou rouge
(the´ore`me 4.3), collapse´ ou non.
The´ore`me B. Dans un corps vert (resp. rouge), tout sous-groupe de´finissable
connexe G d’un groupe alge´brique a un sous-groupe normal alge´brique N , tel que
le quotient G/N est de´finissablement isomorphe (resp. de´finissablement isoge`ne) a`
une puissance carte´sienne du sous-groupe multiplicatif vert (resp. au sous-groupe
rouge d’un groupe alge´brique additif).
Ainsi, tout groupe simple de´finissable dans un corps colore´ est alge´brique (corol-
laire 4.4). En particulier, par e´limination des imaginaires, le mauvais corps construit
dans [2] n’interpre`te pas de mauvais groupe.
Dans la dernie`re partie, on e´tudie les groupes de´finissables dans une fusion de
deux the´ories fortement minimales avec la proprie´te´ de la multiplicite´ de´finissable
(DMP) par amalgame de Hrushovski [10]. Cette construction a e´te´ ge´ne´ralise´e [22]
au cas de structures de rang fini avec la DMP. Notons qu’un corps colore´ peut aussi
eˆtre conside´re´ comme une telle fusion. Hrushovski a construit ces fusions pour deux
the´ories fortement minimales ayant comme re´duit commun l’e´galite´ (cas du corps
noir) ; dans le cas ou` le re´duit commun est un espace vectoriel sur un corps fini (cas
du corps rouge), cette construction a e´te´ re´alise´e dans [4]. Dans le cas ou` le re´duit
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commun est un espace vectoriel sur Q (celui du corps vert), une telle fusion n’a pas
encore e´te´ construite en ge´ne´ral.
Hrushovski a affirme´ que tout groupe de´finissable dans la fusion fortement mi-
nimale de deux the´ories fortement minimales sur l’e´galite´ est isoge`ne a` un produit
direct de deux groupes, chacun de´finissable dans l’une des the´ories initiales. Il n’en
a pas donne´ de preuve, et seulement une esquisse se trouve dans [8, Claim 3.1].
En nous inspirant de la preuve qu’aucun groupe infini n’est de´finissable dans une
the´orie plate [10, Section 4.2], nous donnons (the´ore`me 5.5) une de´monstration
comple`te de ce re´sultat, valable pour la fusion libre ou collapse´e.
The´ore`me C. Dans une fusion sur l’e´galite´ de deux the´ories fortement minimales
avec la DMP, tout groupe de´finissable est, modulo un noyau fini, isomorphe a` un
produit direct de groupes interpre´tables dans les the´ories de base.
1. Pre´liminaires
Dans cette partie, nous rappelons des re´sultats portant sur les groupes stables
qui seront utilise´s par la suite. Nous renvoyons le lecteur a` [14] ou [13, Chapter 1
Part 6] pour une introduction aux groupes stables.
De´finition 1.1. Soit G un groupe stable. E´tant donne´s un ensemble A de pa-
rame`tres et un e´le´ment g de G, le stabilisateur (a` gauche) de g dans G sur A est le
sous-groupe de´fini par
Stab(g/A) = {h ∈ G : ∃x |= stp(g/A) (hx |= stp(g/A) ∧ x |⌣
A
h )}.
Notons que Stab(g/A) = Stab(g/B) si g |⌣AB. De plus, si h ∈ Stab(g/A) et
g′ |= stp(g/A) avec g′ |⌣A h, par stationnarite´ on conclut que hg
′ |= stp(g/A) et
hg′ |⌣A h.
Le lemme suivant est duˆ a` Ziegler dans le cas abe´lien [21, Theorem 1].
Lemme 1.2. Soit H un groupe type-de´finissable dans une the´orie stable et h, h′
dans H tels que h, h′ et hh′ sont deux-a`-deux inde´pendants sur un ensemble A.
Alors les stabilisateurs a` gauche satisfont
Stab(h/A) = Stab(hh′/A) = h Stab(h′)h−1 ;
ils sont connexes, et h est ge´ne´rique dans le translate´ Stab(h/A)h, qui est de´finissable
sur acleq(A) ; de meˆme pour h′ et hh′.
De´monstration. Nous travaillons sur acleq(A). En remplac¸ant le rang de Morley par
chaque rang local stratifie´ D [18, Definition 2.1.6 et Corollary 2.2.5] dans la preuve
de [14, Lemme 2.3], il suffit d’abord de ve´rifier l’ine´galite´ D(Stab(h)) ≥ D(h).
Remarquons que
D(h′) = D(h′/h) = D(hh′/h) = D(hh′) = D(hh′/h′) = D(h/h′) = D(h).
Soit h2 |= tp(h′/hh′) avec h2 |⌣hh′ h. Puisque h
′ |⌣ hh
′, on a h2 |⌣ hh
′ et donc
h2 |⌣ h, h
′ ; alors h |⌣ h
′ donne h |⌣ h
′, h2 et
h |⌣ h
′h−12 .
Comme h′, hh′ ≡ h2, hh′, on a h′, h ≡ h2, hh′h
−1
2 . En particulier,
hh′h−12 ≡ h.
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On a donc h′h−12 ∈ Stab(h). Ainsi
D(Stab(h)) ≥ D(h′h−12 ) ≥ D(h
′h−12 /h2) = D(h
′/h2) = D(h
′) = D(h).
On voit facilement que
Stab(hh′) = Stab(hh′/h′) = Stab(h/h′) = Stab(h)
et
Stab(hh′) = Stab(hh′/h) = h Stab(h′/h)h−1 = h Stab(h′)h−1. 
Remarque 1.3. Ce lemme se ge´ne´ralise au cas ou`H est hyperde´finissable dans une
the´orie simple, avec la notion de stabilisateur correspondante aux the´ories simples
sur la cloˆture borne´e bdd(A). On obtient que Stab(hh′) = Stab(h) est commensu-
rable a` un conjugue´ de Stab(h′).
De´finition 1.4. Soient G et H deux groupes type-de´finissables. Un sous-groupe
type-de´finissable S de G×H est une endoge´nie de G dans H si
– la projection sur G est un sous-groupe GS d’indice borne´, et
– le co-noyau coker(S) = {h ∈ H : (1, h) ∈ S} est fini.
Une endoge´nie induit donc un morphisme de GS dans NH(coker(S))/coker(S). Une
isoge´nie de G vers H est une endoge´nie de noyau ker(S) = {g ∈ G : (g, 1) ∈ S} fini
et dont l’image (la projection sur H) est d’indice borne´ dans H .
Lemme 1.5. Soient G et H deux groupes type-de´finissables dans une the´orie stable
et C un translate´ type-de´finissable sur A d’un sous-groupe S ≤ G ×H. Supposons
qu’il existe un ge´ne´rique (g, h) sur A du translate´ C tel que h ∈ acl(A, g). Alors
S de´finit une endoge´nie de π1(S) dans H, ou` π1 de´note la projection sur G. Si de
plus g et h sont interalge´briques sur A, alors l’endoge´nie est une isoge´nie de π1(S)
vers π2(S), ou` π2 de´note la projection sur H.
De´monstration. Supposons que C est un translate´ a` droite de S. Soit (g′, h′) |=
stp(g, h/A) avec g′, h′ |⌣A g, h. Alors (g
′g−1, h′h−1) est ge´ne´rique dans S et inde´-
pendant de g′, h′ sur A. Comme h′h−1 ∈ acl(A, g, g′), on a h′h−1 ∈ acl(A, g′g−1, g′)
et donc h′h−1 ∈ acl(A, g′g−1) car h′h−1 |⌣A,g′g−1 g
′. En particulier, le co-noyau
coker(S) est fini et S est une endoge´nie de π1(S) vers π2(S). Si g ∈ acl(A, h), on
obtient par syme´trie que ker(S) est fini. 
Remarque 1.6. Si g est ge´ne´rique dans un sous-groupe G1 ≤ G type-de´finissable
sur A, alors π1(S) est d’indice borne´ dans G1 et S de´finit une endoge´nie de G1 dans
π2(S). Enfin si h est ge´ne´rique dans un sous-groupe H1 ≤ H , alors π2(S) a indice
borne´ dans H1.
Remarque 1.7. Si G, H et S sont hyperde´finissables dans une the´orie simple,
on obtient un re´sultat analogue en remplac¸ant, dans les de´finitions d’endoge´nie et
d’isoge´nie, fini par borne´.
Jusqu’a` la fin de cette partie, on conside`re une the´orie stable T avec un re´duit
T0, ce re´duit ayant e´limination ge´ome´trique des imaginaires. On utilisera l’indice
0 pour indiquer des notions mode`le-the´oriques prises au sens du re´duit T0, comme
la cloˆture alge´brique ou l’inde´pendance. Puisque l’on travaille avec un re´duit, la
cloˆture alge´brique dans T sera prise au sens re´el. Rappelons que l’inde´pendance
au-dessus d’un ensemble A alge´briquement clos implique la 0-inde´pendance sur A
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[6, Lemme 2.1]. La proposition suivante donne un crite`re pour montrer qu’un sous-
groupe connexe type-de´finissable d’un groupe T0-type-de´finissable est lui-meˆme T0-
type-de´finissable.
Proposition 1.8. A` l’inte´rieur d’un groupe T0-type-de´finissable, on conside`re un
translate´ C d’un sous-groupe connexe type-de´finissable S sur un ensemble alge´-
briquement clos de parame`tres re´els A. Soit p le type ge´ne´rique de C sur A et
notons p0 son T0-re´duit. Si p est de rang maximal (par rapport au rang de Morley,
de Lascar ou aux rangs locaux stratifie´s) parmi les comple´tions de p0 (vu comme T -
type partiel), alors S est d’indice borne´ dans le 0-stabilisateur Stab0(p0), qui est son
enveloppe T0-type-de´finissable. Si p est l’unique comple´tion de p0 de rang maximal
et est stationnaire, alors S est T0-type-de´finissable.
De´monstration. Comme les hypothe`ses de la proposition se pre´servent par exten-
sion des parame`tres, en prenant un repre´sentant du translate´ de S, on peut se
re´duire au cas ou` p est le ge´ne´rique de S.
Remarquons que S = Stab(p) ⊆ Stab0(p0), puisque l’inde´pendance implique la
0-inde´pendance. Comme S est un sous-groupe connexe A-invariant qui contient p,
l’enveloppe T0-type-de´finissable S¯ est aussi un sous-groupe connexe A-invariant et
contient p0. Donc, il contient Stab0(p0) ⊆ p0p
−1
0 . Il suit que S¯ = Stab0(p0), qui est
alors 0-connexe. En particulier, le type p0 est l’unique 0-type ge´ne´rique de S¯.
Rappelons qu’une formule est ge´ne´rique dans un groupe stable si un nombre fini
de ses translate´s recouvre ce groupe. Ainsi, une 0-formule est ge´ne´rique pour S¯ (au
sens de T0 comme au sens de T ) si et seulement si elle l’est dans p0. Les types
ge´ne´riques de S¯ sont donc pre´cise´ment les comple´tions de p0 de rang maximal.
Ainsi, si p est de rang maximal parmi les comple´tions de p0, alors p est ge´ne´rique
pour S¯, ce qui entraˆıne que l’indice de S dans S¯ est borne´. Si de plus p est l’unique
comple´tion de rang maximal de p0, alors p est l’unique type ge´ne´rique de S¯, qui est
donc connexe (au sens de T ) et e´gal a` S. 
Pour terminer ces pre´liminaires, on rappelle un fait qui sera utilise´ a` plusieurs
reprises par la suite. Soient G un groupe connexe type-de´finissable sur ∅ dans T , et
a et b deux ge´ne´riques inde´pendants de G.
Fait 1.9. [6, Lemme 3.4 et Remarque 3.5] Apre`s adjonction au langage des e´le´ments
d’une suite de Morley D du ge´ne´rique de G au-dessus de a, b, on pose
a1 = acl0(acl(b), acl(ab)) ∩ acl(a),
b1 = acl0(acl(a), acl(ab)) ∩ acl(b),
(ab)1 = acl0(acl(a), acl(b)) ∩ acl(ab).
Alors a1, b1 et (ab)1 sont inde´pendants deux-a`-deux, chacun est 0-alge´brique sur
les deux autres, et de plus
acl(b), acl(ab) |0⌣
a1
acl(a).
Nous allons en de´duire une variante de [6, Theorem 3.1] qui est plus explicite
sur l’image du morphisme. Rappelons que le pre´fixe ∗ indique que le nombre de
variables est infini.
The´ore`me 1.10. Soit G un groupe connexe type-de´finissable sur ∅ dans une the´orie
stable T qui a un re´duit T0 e´liminant ge´ome´triquement les imaginaires. Alors il
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existe un ensemble A de parame`tres alge´briquement clos et un homomorphisme
de´finissable φ∗ de G vers un groupe T0-∗-interpre´table H∗ sur A, tel que pour chaque
couple de ge´ne´riques inde´pendants a et b de G sur A on ait
acl(b, A), acl(ab,A) |0⌣
φ∗(a),A
acl(a,A).
De plus, s’il existe un homomorphisme de´finissable φ de G dans un groupe T0-inter-
pre´table sur un ensemble B alge´briquement clos tel que pour un ge´ne´rique a de G
sur B, le 0-rang de Lascar U0(φ(a)/B) est maximal et fini, alors pour tout C ⊇ B
alge´briquement clos, on a
acl(b, C), acl(ab, C) |0⌣
φ(a),C
acl(a, C),
pour chaque couple de ge´ne´riques inde´pendants a et b de G au dessus de C.
De´monstration. Prenons trois ge´ne´riques inde´pendants a, b et c de G sur une suite
D de Morley du ge´ne´rique de G et posons
a1 = acl0(acl(b,D), acl(ab,D)) ∩ acl(a,D).
Comme a, b, ab ≡stpD a
−1, c−1, (ca)−1, on a
a1 = acl0(acl(c,D), acl(ca,D)) ∩ acl(a,D).
Pour b1, (ab)1, c1, (ca)1 et (cab)1 de´finis de manie`re analogue, le fait 1.9 implique que
le 6-uple (a1, b1, c1, (ab)1, (ca)1, (cab)1) est un quadrangle 0-alge´brique ; le the´ore`me
de configuration de groupe [9] (voir aussi [7] ou [13, Theorem 5.4.5 et Remark 5.4.9]),
dont la preuve reste valable pour les uples infinis, donne l’existence d’un groupe
T0-∗-interpre´table 0-connexe H∗0 sur un ensemble alge´briquement clos A0 ⊇ D de
parame`tres inde´pendant de a, b, c sur D. Par transitivite´, on a a, b, c,D |⌣A0. De
plus, les uples a1 et b1 sont respectivement 0-interalge´briques avec des 0-ge´ne´riques
h et h′ de H∗0 sur A0, et (ab)1 est 0-interalge´brique avec hh
′ sur A0. Comme a, b
et ab sont deux-a`-deux inde´pendants sur A0, les couples
(a, h), (b, h′) et (ab, hh′)
les sont aussi. D’apre`s le lemme 1.5 et la remarque 1.6, le stabilisateur Stab(a, h/A0)
de´finit une endoge´nie φ∗0 de G dans H
∗
0 . On peut supposer que φ
∗
0 est un homo-
morphisme, en remplac¸ant H∗0 par NH∗0 (coker(φ
∗
0))/coker(φ
∗
0), qui est e´galement
T0-∗-interpre´table. Notons que les trois couples ont meˆme type sur A0. Ainsi (a, h)
est ge´ne´rique dans Stab(a, h/A0), et φ
∗
0(a) = h.
Comme A0 |⌣ a, b, c,D implique A0 |
0
⌣ acl(a, b, c,D) d’apre`s [6, lemme 2.1], et
donc A0 |
0
⌣ a1
acl(a, b, c), l’inde´pendance
acl(b), acl(ab) |0⌣
a1
acl(a) donne acl(b), acl(ab) |0⌣
a1,A0
acl(a).
Par 0-interalge´bricite´, on obtient
acl(b), acl(ab) |0⌣
φ∗
0
(a),A0
acl(a).
Par re´currence, on construit une suite (An, H
∗
n, φ
∗
n : n < ω) avec les proprie´te´s
suivantes (en posant A−1 = ∅) :
– l’ensemble An ⊇ An−1 est alge´briquement clos et inde´pendant de a, b, c,
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– le groupe H∗n et l’homomorphisme φ
∗
n : G → H
∗
n sont T0-∗-interpre´tables sur
An,
– on a l’inde´pendance
acl(b, An−1), acl(ab,An−1) |
0
⌣
φ∗
n
(a),An
acl(a,An−1).
Posons A =
⋃
n<ω An, H
∗ =
∏
n<ωH
∗
n et φ
∗ =
∏
n<ω φ
∗
n : G → H
∗. Puisque
chaque formule dans tp(acl(b, A), acl(ab,A)/ acl(a,A)) n’utilise qu’un nombre fini
de parame`tres et ne de´vie donc pas sur φ∗n(a), An pour n suffisamment grand, on
conclut que
(†) acl(b, A), acl(ab,A) |0⌣
φ∗(a),A
acl(a,A).
Supposons maintenant que φ soit un homomorphisme interpre´table de G vers un
groupe T0-interpre´table H sur un ensemble B alge´briquement clos tel que pour a
ge´ne´rique dans G sur B le 0-rang de Lascar U0(φ(a)/B) soit maximal et fini. Pour
C ⊇ B alge´briquement clos, construisons, comme pre´ce´demment et au-dessus de C,
un homomorphisme de´finissable φ∗ de G vers un groupe T0-∗-interpre´table H
∗ sur
A (⊇ C). Par stabilite´, le groupe H∗ est une limite projective lim
←−
πi(H
∗), ou` chaque
πi(H
∗) est un groupe T0-interpre´table. Si a, b sont deux ge´ne´riques inde´pendants
de G sur A, alors φ(a) ∈ acl(a,A), φ(b) ∈ acl(b, A) et φ(ab) ∈ acl(ab,A). Ainsi
l’inde´pendance (†) donne
φ(a) = φ(ab) · φ(b)−1 ∈ acl(a,A) ∩ acl0(acl(b, A), acl(ab,A)) = acl0(φ
∗(a), A).
Il existe donc i tel que φ(a) ∈ acl0((πj ◦ φ∗)(a), A) pour tout j ≥ i. Inversement,
comme (φ, πj ◦φ∗) est aussi un homomorphisme interpre´table de G vers un groupe
T0-interpre´table, on a
U0(φ(a)/A) ≤ U0(φ(a), (πj ◦ φ
∗)(a)/A) ≤ U0(φ(a)/A)
par maximalite´ du rang. Ainsi U0((πj ◦ φ∗)(a)/φ(a), A) = 0 pour tout j ≥ i, et
φ∗(a) ∈ acl0(φ(a), A), ce qui donne
acl(b, A), acl(ab,A) |0⌣
φ(a),A
acl(a,A).
Puisque A |⌣ a on a A |⌣C acl(a, C), et donc A |
0
⌣C acl(a, C) par [6, lemme 2.1].
Alors φ(a) ∈ acl(a,B) ⊆ acl(a, C) implique
φ(a), A |0⌣
φ(a),C
acl(a, C),
et par transitivite´
acl(a, C) |0⌣
φ(a),C
acl(b, C), acl(ab, C). 
2. Die liebe Farbe
Dans cette partie nous rappelons quelques proprie´te´s du mauvais corps obtenu
dans [2] qui seront utilise´es pour la de´monstration du the´ore`me A. Il s’agit d’un
corps K alge´briquement clos de caracte´ristique nulle muni d’un sous-groupe propre
multiplicatif divisible et sans torsion, note´ U¨ et colore´ en vert, tel que RM(K) = 2
et RM(U¨) = 1 (ou` RM(X) de´signe le rang de Morley de X , qui dans tout groupe
de rang de Morley fini est e´gal au rang de Lascar). On peut alors voir U¨ comme un
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Q-espace vectoriel qui est fortement minimal avec toute la structure induite. Nous
travaillons dans un langage relationnel, a` l’exception de la loi du groupe multiplicatif
et, pour chaque q ∈ Q, de la multiplication line´aire par q sur les e´le´ments verts. A`
l’e´le´ment ze´ro pre`s, nos structures sont donc des sous-groupes multiplicatifs d’un
corps de caracte´ristique nulle dont le sous-groupe vert est divisible sans torsion.
Pour deux structures A et B, on note A∗B la structure engendre´e, qui est, modulo
l’e´le´ment 0, le plus petit sous-groupe multiplicatif les contenant et clos par racines
vertes.
Pour deux structures A ⊆ B avec B finiment engendre´e sur A, on de´finit une
pre´dimension relative
δ(B/A) = 2 degtr(B/A) − dimlinQ(U¨(B)/U¨(A)) ;
lorsque A est vide, on l’omet. On dit que A est autosuffisante dans B, note´ A ≤ B,
si δ(B0/A) ≥ 0 pour tout A ⊆ B0 ⊆ B. Une extension autosuffisante A ≤ B est
minimale s’il n’y a pas de structure interme´diaire propre autosuffisante dans B.
Le corps K est caracte´rise´ par les conditions suivantes :
– δ(A) ≥ 0 pour tout A ⊂ K finiment engendre´.
– Si A ≤ K et A ≤ B est une extension minimale , alors il existe un plongement
de B dans K sur A avec image autosuffisante.
– Si A ≤ K et A ≤ B avec δ(B/A) = 0, alors il n’y a qu’un nombre fini de
plongements de B dans K sur A.
Rappelons que δ est sous-modulaire : pour A et B dans K finiment engendre´es,
δ(A ∗B) + δ(A ∩B) ≤ δ(A) + δ(B).
En particulier, l’intersection de deux sous-structures autosuffisantes l’est aussi.
Donc pour tout A ⊆ K, il existe une plus petite sous-structure autosuffisante
de K contenant A, sa cloˆture autosuffisante 〈A〉, qui est alge´brique sur A dans
la the´orie T du mauvais corps K et A-invariante en tant qu’ensemble. Si A est
finiment engendre´, alors 〈A〉 l’est aussi. De plus,
RM(b/A) = δ(〈Ab〉/〈A〉).
L’inde´pendance a |⌣C b au sens de T pour deux uples a et b au-dessus de C =
〈aC〉 ∩ 〈bC〉 est caracte´rise´e par les proprie´te´s e´quivalentes suivantes :
– δ(〈abC〉/〈bC〉) = δ(〈aC〉/C)
– 〈aC〉 |0⌣C〈bC〉, 〈abC〉 = 〈aC〉 ∗ 〈bC〉 et U¨(〈abC〉) = U¨(〈aC〉) · U¨(〈bC〉),
ou` l’indice 0 fait re´fe´rence au re´duit au pur langage des anneaux, donc a` la the´orie
T0 des corps alge´briquement clos de caracte´ristique 0. Notons que T0 e´limine les
imaginaires, ce qui nous permet d’utiliser les re´sultats de la section pre´ce´dente. De
plus, si A et B sont autosuffisants et inde´pendants sur leur intersection, alors la
structure engendre´eA∗B est, modulo 0, le produit des groupes A et B. La the´orie T
est relativement CM-triviale au-dessus de T0 par rapport a` la cloˆture autosuffisante
[6, The´ore`me 6.4].
Remarque 2.1. Soient A ⊆ B autosuffisants et C ⊆ acl(A) autosuffisant tel que
B ∩ C = A. Alors, on a B |0⌣A C.
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De´monstration. Par le caracte`re local de la de´viation, on peut supposer que C est
finiment engendre´ au-dessus de A. Comme C est T -alge´brique sur A, on a B |⌣A C ;
la caracte´risation de l’inde´pendance implique alors B |0⌣A C. 
Pour deux structures A ⊆ B, on appelle une base verte de B sur A tout uple
de U¨(B) qui comple`te une base line´aire de U¨(A) en une base line´aire de U¨(B) ;
notons qu’elle sera line´airement inde´pendante sur A car toute combinaison line´aire
de points verts est verte. En particulier, une base verte de B est une base line´aire
de U¨(B).
Terminons par quelques remarques utiles sur le corps K :
Remarque 2.2. Supposons que la sous-structure A est autosuffisante.
(1) La sous-structure acl0(A) est a` nouveau autosuffisante et elle ne contient
pas de nouveaux points colore´s.
(2) L’e´le´ment b est alge´brique sur A si et seulement s’il existe B ⊇ Ab finiment
engendre´ sur A tel que δ(B/A) = 0. Si x¯ est une base verte de B sur A
alors degtr(B/A) = degtr(x¯/A) = |x¯|/2. En particulier, l’ensemble B est
inclus dans acl0(A, U¨(B)) ; si A est vert, on a meˆme B ⊆ acl0(U¨(B)).
(3) Tout point blanc est somme de deux points verts et chacun de ces couples est
alge´brique sur ce point blanc. Par compacite´, l’ensemble de ces couples est
fini. Supposons que A est engendre´e par un ensemble fini Θ et conside´rons la
sous-structure B (finiment) engendre´e par une base verte de A et l’ensemble
des couples verts dont la somme est un e´le´ment blanc de Θ. Alors B est
autosuffisante et contenue dans acl(A) : la sous-structure A ∗ B l’est car
δ(A ∗ B) = δ(A). Puisque U¨(A ∗ B) = U¨(B), on en de´duit l’autosuffisance
de B.
3. Cherchez le tore
Dans cette partie, nous allons de´montrer le the´ore`me A e´nonce´ dans l’introduc-
tion. Pour ce faire, nous allons de´composer le groupe en une partie 0-alge´brique
et une partie 0-transcendante (ou` l’indice 0 fait toujours re´fe´rence au re´duit de
pur corps alge´briquement clos). En utilisant cette de´composition, on construira
un groupe alge´brique. Finalement, on exhibera une isoge´nie non triviale de notre
groupe vers une section du groupe alge´brique construit.
Rappelons qu’un corps de rang de Morley fini e´limine les imaginaires [19] et donc
tout groupe interpre´table est de´finissablement isomorphe a` un groupe de´finissable.
En particulier, le quotientK∗/U¨ est de´finissablement isomorphe a` un groupe de´finis-
sable. He´las, pour deux uples re´els a et b en bijection avec deux ge´ne´riques inde´pen-
dants de K∗/U¨ , l’e´le´ment a1 de´crit dans le fait 1.9 est vide. Cet exemple sera notre
fil conducteur pour faire une analyse plus pre´cise des groupes de´finissables.
Fixons donc un groupe infini connexe G de´finissable dans un corps vert collapse´
(K, U¨). Nous ajoutons aux parame`tres de la the´orie ceux ne´cessaires pour de´finir
G ainsi que la cloˆture alge´brique d’une suite de Morley D du ge´ne´rique de G. Nous
supposons en particulier que G est de´finissable sur ∅.
Prenons a, b et c trois points ge´ne´riques de G inde´pendants, et posons
a1 = acl(a) ∩ acl0(acl(b), acl(ab)).
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Alors a1 est autosuffisant comme intersection de deux sous-structures autosuf-
fisantes. Notons que acl(a) et a1 peuvent avoir degre´ de transcendance infini. Par
ailleurs, on a e´galement a1 = acl(a) ∩ acl0(acl(c), acl(ca)) par [6, Lemme 3.4].
Le fait 1.9 donne
acl(a) |0⌣
a1
acl(b), acl(ab) ainsi que acl(a) |0⌣
a1
acl0(acl(c), acl(ca)).
Lemme 3.1. Il existe un uple autosuffisant 0-alge´briquement clos a tel que :
– a contient a, a−1 et a1,
– a est alge´brique sur a,
– a est 0-alge´brique sur sa base verte,
– le degre´ de transcendance degtr(a/a1) est fini.
On obtient de meˆme des uples b, ab, c, ca et cab, et le diagramme suivant :
 
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
ab ca
a
b c
cab
• •
•
•
• •
A1 A2
A4 A3
ou` A1 est l’ensemble autosuffisant acl0(〈a, b, ab〉) (et de meˆme pour les autres droites
Ai). De plus :
– a = A1 ∩ A2 et A1 |⌣aA2,
– A1 |0⌣ aA2,
– la structure A1 ∗ A2 est autosuffisante et U¨(A1 ∗ A2) = U¨(A1) · U¨(A2), ou`
U¨(A1) et U¨(A2) sont en somme directe au-dessus de U¨(a) en tant que Q-
espaces vectoriels.
De´monstration. Conside´rons un uple re´el aE repre´sentant l’ensemble {a, a−1}, ou`
l’e´le´ment a−1 est l’inverse de a au sens du groupe G. Alors a, a−1 et aE sont tous
interalge´briques au sens de la the´orie T .
La cloˆture autosuffisante 〈a, a−1〉 est une sous-structure finiment engendre´e et
alge´brique sur aE . Soit Θ un ensemble fini aE-de´finissable contenu dans 〈a, a−1〉 et
contenant a, a−1 ainsi qu’une base verte de 〈a, a−1〉. Alors la structure engendre´e
par Θ est e´gale a` 〈a, a−1〉. Soit a′2 l’ensemble fini aE-de´finissable constitue´ de U¨(Θ)
ainsi que tous les couples de points verts dont la somme est un point blanc de
Θ. Par la remarque 2.2(3), l’uple vert fini a′2 engendre une sous-structure verte
autosuffisante incluse dans acl(a). De plus, les e´le´ments a et a−1 sont 0-alge´briques
sur a′2.
En utilisant la de´finissabilite´ de a′2 sur aE et le fait que tous les points ont le
meˆme type, on de´compose de la meˆme fac¸on les points b, ab, c, ca et cab.
Posons
A1 = acl0(〈a1, a′2, b1, b
′
2, ab1, ab
′
2〉), A2 = acl0(〈a1, a
′
2, c1, c
′
2, ca1, ca
′
2〉),
A3 = acl0(〈b1, b′2, ca1, ca
′
2, cab1, cab
′
2〉), A4 = acl0(〈ab1, ab
′
2, c1, c
′
2, cab1, cab
′
2〉),
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ou` la multiplication est prioritaire sur les indices : par exemple cab1 signifie (cab)1
et ab′2 signifie (ab)
′
2.
Par la remarque 2.2(1), les sous-structures A1, A2, A3 et A4 sont toutes auto-
suffisantes.
Si l’on pose
a = acl(a) ∩ A1, b = acl(b) ∩ A1 et ab = acl(ab) ∩A1,
qui sont autosuffisants et 0-alge´briquement clos, alors a1, a
′
2 ⊆ a = acl0(a), donc
a ⊆ a ⊆ acl(a). Il suit que A1 = acl0(〈a, b, ab〉). De plus, on a a = acl(a) ∩ A2, car
(b, ab) et (c−1, (ca)−1) ont le meˆme type sur aE , donc A1 ≡aE A2. On de´finit c, ca
et cab de fac¸on analogue.
La remarque 2.1 donne A1 |
0
⌣ a acl(a). Puisque a
′
2 ⊆ a ⊆ acl(a) = acl(a
′
2), on a
δ(a/a′2) = 0. Donc a = acl0(U¨(a)) d’apre`s la remarque 2.2 (2).
Le fait 1.9 donne que acl0(a1, b1, ab1) = acl0(a1, b1), qui est autosuffisant. Comme
a′2, b
′
2, ab
′
2 sont finis, le de´gre´ de transcendance degtr(A1/a1, b1) est fini. Puisque
acl(a) |0⌣
a1
acl(b), acl(ab),
on conclut que le degre´ de transcendance
degtr(a/a1) = degtr(a/a1, b1, b
′
2, ab1, ab
′
2) ≤ degtr(A1/a1, b1),
est aussi fini.
Puisque b et c sont inde´pendants sur a, on a A1 |⌣aA2. Donc
a ⊆ A1 ∩A2 ⊆ A1 ∩ acl(a) = a.
Ainsi A1 ∩ A2 = a et
A1 |⌣
a
A2,
car a et a sont interalge´briques (au sens T ). Il suit de la caracte´risation de l’inde´-
pendance que A1 ∗A2 est autosuffisante,
A1 |0⌣
a
A2 et U¨(A1 ∗A2) = U¨(A1) · U¨(A2),
ou` U¨(A1) et U¨(A2) sont en somme directe au-dessus de U¨(a) en tant que Q-espaces
vectoriels. 
Nous venons donc de remplacer les points ge´ne´riques du groupe G par des uples
autosuffisants interalge´briques, qui sont 0-alge´briques sur leurs bases vertes. Cela
nous permettra de construire une 0-configuration de groupe a` partir de points co-
lore´s. Quoique le diagramme pre´ce´dent ne donne pas une 0-configuration de groupe,
les droites sont inde´pendantes sur leurs intersections communes.
Lemme 3.2.
A1 |
0
⌣
a,b
A2, A3.
De´monstration. Ve´rifions d’abord que
A1 |0⌣
a∗b
acl(a) ∗ acl(b).
Comme a et b sont inde´pendants, les structures a ∗ b et acl(a) ∗ acl(b) sont autosuf-
fisantes. Puisque acl(a) ∗ acl(b) ⊆ acl(a, b), il suffit de montrer que A1 ∩ (acl(a) ∗
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acl(b)) = acl0(a, b), par la remarque 2.1. L’ensemble A1 ∩ (acl(a) ∗ acl(b)) est 0-
alge´brique sur ses points verts et a ∗ b par la remarque 2.2(2). Or, son degre´ de
transcendance sur a ∗ b est fini, donc une (toute) base verte e de cet ensemble sur
a ∗ b est finie. Par hypothe`se, elle s’e´crit comme e = ea · eb, avec ea ∈ acl(a) et
eb ∈ acl(b), tous les deux verts, ou` le produit est pris coordonne´e par coordonne´e.
Notons que
e |0⌣ a,b ea car A1 |
0
⌣ a acl(a),
e |0⌣ a,b eb car A1 |
0
⌣ b acl(b), et
ea |0⌣ a,b eb car acl(a) |
0
⌣ acl(b) par inde´pendance au sens de T .
Donc, d’apre`s le lemme 1.2, l’e´le´ment e est 0-ge´ne´rique dans un translate´ d’un
sous-groupe alge´brique connexe multiplicatif. Un tel sous-groupe de (K∗)n est un
tore, de´fini par des relations Q-line´aires. La dimension line´aire d’un point ge´ne´rique
co¨ıncide donc avec le degre´ de transcendance [12].
Notons que
δ(e/ acl0(a, b)) = δ(A1 ∩ (acl(a) ∗ acl(b))/ acl0(a, b)) = 0.
Ainsi
0 = δ(e/ acl0(a, b)) = 2 degtr(e/a, b)− dimlinQ(e/ acl0(a, b)) = degtr(e/a, b),
et donc e ∈ acl0(a, b). Alors,
A1 ∩ (acl(a) ∗ acl(b)) ⊆ acl0(e, a ∗ b) ⊆ acl0(a, b).
Pour terminer, observons que l’on travaille depuis le de´but de cette partie au-
dessus d’une suite de Morley D du ge´ne´rique de G utilise´e pour le fait 1.9. Une
relation 0-alge´brique entre A1 et A2, A3 n’utilise qu’une partie infinie propre D
′ de
D, c’est-a`-dire entre les ensembles A′1 et A
′
2, A
′
3 correspondants a` la meˆme construc-
tion au-dessus de la suite de Morley D′. On peut envoyer c sur un e´le´ment de D\D′
sur D′, a, b pour obtenir une copie de A′2 ∗A
′
3 dans acl(a) ∗ acl(b) au-dessus de A
′
1.
Donc cette relation 0-alge´brique se produit de´ja` entre A1 et acl(a) ∗ acl(b) et, par
transitivite´, entre A1 et a ∗ b. 
Corollaire 3.3. La structure A1 ∗A2 ∗A3 est autosuffisante. On a
U¨(A1 ∗A2 ∗A3) = U¨(A1) · U¨(A2) · U¨(A3).
En outre, ces sous-espaces sont en somme directe au-dessus de U¨(a) · U¨(b) · U¨(ca).
De´monstration. Puisque
a ∗ b ⊆ A1 ∩ (A2 ∗A3) ⊆ A1 ⊆ acl(a, b)
sont tous des ensembles autosuffisants, on obtient
0 ≤ δ(A1/A1 ∩ (A2 ∗A3)) ≤ δ(acl(a, b)/a ∗ b) = 0.
On a donc e´galite´ ; par sous-modularite´ et autosuffisance de A2 ∗A3 on obtient
0 ≤ δ(A1 ∗A2 ∗A3/A2 ∗A3) ≤ δ(A1/A1 ∩ (A2 ∗A3)) = 0.
Comme la structure A2 ∗A3 est autosuffisante, on en de´duit que A1 ∗A2 ∗A3 l’est
e´galement.
Puisque a∗b est autosuffisant, la remarque 2.2(1) donne U¨(acl0(a, b)) = U¨(a∗b).
Enfin, comme
δ(A1 ∗A2 ∗A3/a ∗ b) = RM(G) = δ(A1/a ∗ b) + δ(A2 ∗A3/a ∗ b)
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et
A1 |0⌣
a,b
A2, A3 ,
on conclut que
U¨(A1 ∗A2 ∗A3) = U¨(A1) · U¨(A2 ∗A3),
et que U¨(A1) et U¨(A2∗A3) sont en somme directe au-dessus de U¨(a∗b) = U¨(a)·U¨(b).
Le fait que U¨(A2 ∗A3) est la somme directe de U¨(A2) et U¨(A3) au-dessus de U¨(ca)
nous permet de conclure. 
Le degre´ de transcendance degtr(a¯/a1) est fini d’apre`s le lemme 3.1. Conside´rons
alors un uple fini a2 de points verts de a maximal 0-transcendant sur a1. Comme
a¯ = acl0(U¨(a¯)), on a a = acl0(a1a2) = acl0(〈a1a2〉), car a est autosuffisant. La
remarque 2.2(1) donne que U¨(a) = U¨(〈a1a2〉).
Nous allons maintenant comple´ter a2 en une base verte de a sur a1 de la fac¸on
la plus transcendante possible.
Lemme 3.4. Il existe un uple vert ta fini et 0-transcendant sur a1 qui comple`te a2
en une base verte de a sur a1.
De´monstration. Soit ta comple´tant a2 en une base verte de a sur a1. Comme a1 est
autosuffisant, toute sous-structure de a engendre´e sur a1 par n e´le´ments de a2, ta a
degre´ de transcendance au moins n/2 sur a1. En particulier,
|a2| = degtr(a/a1) ≥ |ta|.
On peut alors transformer line´airement les e´le´ments de ta avec les points de a2 pour
que ta soit e´galement 0-transcendant sur a1. 
Remarque 3.5. Rappelons que ta est 0-alge´brique sur a1a2. Nous obtenons des
bases vertes comme ci-dessus pour chaque point du diagramme. Les inde´pendances
acl(b) |0⌣ acl(ab) et acl(a) |
0
⌣
a1
acl(b), acl(ab)
impliquent que a2, b2, ab2, ta, tb, tab est une base line´aire de U¨(a) · U¨(b) · U¨(ab) au-
dessus de U¨(acl0(a1, b1, ab1)) = U¨(acl0(a1, b1)) = U¨(a1) · U¨(b1).
Lemme 3.6. Les uples
t′a =
tc
tca
, t′b =
tca
tcab
, et t′ab =
tc
tcab
(ou` la division est coordonne´e par coordonne´e) satisfont :
(1) t′a · t
′
b = t
′
ab ;
(2) t′a est 0-transcendant sur a, ca et de meˆme sur a, c.
De´monstration. L’e´galite´ est e´vidente. Le fait 1.9 entraˆıne que
tc |0⌣
c1
a, ca.
Comme tc est 0-transcendant sur c1, il l’est aussi sur a, ca. Puisque tca ∈ acl0(ca),
on voit que t′a est 0-transcendant sur a, ca. 
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Soit t1 une base line´aire de U¨(A1) sur U¨(a) · U¨(b) · U¨(ab), et de meˆme pour les
autres droites. Notons que t1 est fini car degtr(A1/a1, b1) l’est. Alors
a2, b2, ab2, ta, tb, tab, t1
est une base verte de A1 sur acl0(a1, b1). Nous allons transformer ces bases afin
qu’elles satisfassent les conditions du lemme 1.2.
Proposition 3.7. Apre`s une e´ventuelle transformation line´aire des uples ti, on a :
(1) t1 · t4 = t2 · t3,
(2) ti et Ai sont 0-alge´briques sur les trois points de la droite Ai,
(3) |t2|+ |tc| = |c2| et RM(c/c1) = δ(c/c1) = |t2|.
(4) t2 est 0-transcendant sur a, c, t
′
a et sur a, ca, t
′
a (et de meˆme pour t3 et t4
sur les points correspondants), et t1 est 0-transcendant sur a, ab.
(5) t2 est un uple vert T -ge´ne´rique sur a.
Ainsi, les uples a, c, t′a et t2, tout comme a, ca, t
′
a et t2, sont 0-inde´pendants.
De´monstration. Par le corollaire 3.3, la structure A1 ∗A2 ∗A3 est autosuffisante et
t1, t2, t3 est une base line´aire de X = U¨(A1 ∗A2 ∗A3) sur
Y = U¨(a) · U¨(b) · U¨(c) · U¨(ab) · U¨(ca) · U¨(cab).
Comme A1 ∗ A2 ∗ A3 contient ab, c et cab, elle contient e´galement 〈ab, c, cab〉. En
particulier,
t4 ∈ U¨(A4) = U¨(〈ab, c, cab〉) ⊆ A1 ∗A2 ∗A3,
donc ils existent t′i ∈ U¨(Ai) pour 1 ≤ i ≤ 3, tels que t4 = t
′
1·t
′
2 ·t
′
3. Par syme´trie, pour
tout i < j ≤ 3, l’uple ti, tj , t4 est aussi une base line´aire de X sur Y . Ceci implique
que dimlin(t′i/Y ) = dimlin(ti/Y ) pour chaque 1 ≤ i ≤ 4. A` transformation line´aire
pre`s de t1, t2 et t3, on peut donc supposer que t1 · t4 = t2 · t3, ce qui montre (1).
Par le lemme 3.2, pour tous i, j, k ∈ {1, 2, 3, 4} distincts, l’uple ti est 0-inde´pendant
de tj , tk au-dessus de a, b, ab, cab, c, ca. Le lemme 1.2 applique´ a` t1, t2 ·t3 et t4 donne
que
tp0(t1/ acl0(a, b, ab, cab, c, ca))
est 0-ge´ne´rique dans un translate´ V de´finissable sur acl0(a, b, ab, cab, c, ca) d’un tore
de (K∗)|t1|. Puisque
t1 |0⌣
a,b,ab
cab, c, ca,
le translate´ V est de´finissable sur acl0(a, b, ab). Or, pour tout translate´ d’un tore,
sa dimension de Zariski correspond a` la dimension line´aire multiplicative du point
ge´ne´rique. Donc
degtr(t1/a, b, ab) = dimlinQ(t1/ acl0(a, b, ab)) = δ(t1/ acl0(a, b, ab)) ≤ 0,
puisque t1 ∈ A1 = acl0(〈a, b, ab〉). Ainsi t1 est 0-alge´brique sur a, b, ab, et A1 l’est
aussi car
A1 = acl0(〈a, b ab〉) = acl0(a, b, ab, t1) = acl0(a, b, ab),
ce qui montre (2).
Pour (3), posons n = degtr(A2/a, ca). Du fait que δ(A2/a ∗ ca) = 0 et que a ∗ ca
est autosuffisant, la base verte c2, t2, tc de A2 sur a∗ ca est de longueur 2n. Par (2),
on a
A2 = acl0(c, a, ca) = acl0(c2, a, ca).
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Puisque c |0⌣ c1
a, ca, l’uple c2 reste 0-transcendant sur a, ca. Un calcul de pre´di-
mension donne que
0 = δ(c2, t2, tc/a, ca) = 2 degtr(c2/a, ca)− |c2| − |t2| − |tc|.
Ainsi |t2|+ |tc| = |c2|. Comme c est autosuffisant, on en de´duit
RM(c/c1) = δ(c/c1) = 2 degtr(c/c1)− dimlinQ(c/c1) = 2|c2| − |c2| − |tc| = |t2|.
Pour (4), supposons que les j−1 premie`res coordonne´es t2,1, . . . , t2,j−1 de l’uple t2
sont 0-transcendantes sur a, ca, t′a et sur a, c, t
′
a. Rappelons que c2 est 0-transcendant
sur a, ca et que |c2| = |t2| + |tc| = |t2| + |t′a|. L’une des coordonne´es z de c2
est donc 0-transcendante sur a, ca, t′a, t2,1, . . . , t2,j−1. Si t2,j est 0-alge´brique sur
a, ca, t′a, t2,1, . . . , t2,j−1 alors t2,jz est lui 0-transcendant. De plus, si t2,j e´tait 0-
transcendant sur a, c, t′a, t2,1, . . . , t2,j−1, l’e´le´ment t2,jz l’est toujours.
Afin de conserver l’e´galite´ t1 · t4 = t2 · t3, on multiplie t4,j par z. Notons que
si t4,j e´tait 0-transcendant sur ab, c, t
′
ab, t4,1, . . . , t4,j−1, alors t4,jz l’est toujours.
Enfin, si t4,j e´tait 0-transcendant sur ab, cab, t
′
ab, t4,1, . . . , t4,j−1 mais t4,jz devient
0-alge´brique, alors t4,jz
2 est a` nouveau 0-transcendant, ainsi que t2,jz
2 sur les points
correspondants (z2 de´note ici le carre´ de z au sens du corps). Le re´sultat suit par
re´currence et syme´trie.
Pour (5), comme a et c sont inde´pendants, on a
c2 |⌣
c1
a.
Par (3), l’une des coordonne´es z de c2 est T -transcendante sur a, t2,1, . . . , t2,j−1
pour j ≤ |t2|. Si t2,j est alge´brique sur a, t2,1, . . . , t2,j−1, l’e´le´ment t2,jzn est T -
transcendant sur a, t2,1, . . . , t2,j−1 pour tout n > 0 (ou` z
n de´note la puissance n-
ie`me de z au sens du corps). Comme t2,j est 0-transcendant sur a, ca, t
′
a, (t2,i : i 6= j),
il y a au plus un n pour lequel t2,jz
n est 0-alge´brique sur a, ca, t′a, (t2,i : i 6= j). De
meˆme pour t4,jz
n au-dessus de ab, cab, t′ab, (t4,i : i 6= j). Il existe donc un n commun
permettant de pre´server (1) et (4). On conclut par re´currence.
La dernie`re remarque suit du lemme 3.6 et du point (4). 
Corollaire 3.8. La droite A2 est 0-alge´brique sur a, c, t
′
a, t2. Les points c et ca sont
0-interalge´briques sur a, t′a, t2.
De´monstration. D’apre`s la proposition 3.7, la droite A2 est 0-alge´brique sur a, c, ca
et donc sur a, c, ca2, car ca = acl0(ca1, ca2) et ca1 ∈ acl0(a1, c1). De plus, l’uple
t′a, t2 est 0-transcendant sur a, c. A` partir du lemme 3.6 et de la proposition 3.7, on
obtient
degtr(A2/a, c) = degtr(ca2/a, c) = |ca2| = |t
′
a|+ |t2| = degtr(t
′
a, t2/a, c),
d’ou` A2 = acl0(a, c, t
′
a, t2). En particulier, on a ca ∈ acl0(a, c, t
′
a, t2) et, par syme´trie,
c ∈ acl0(a, ca, t′a, t2). 
On pose
α = acl0(c, ca) ∩ acl0(a, t
′
a, t2),
β = acl0(ca, cab) ∩ acl0(b, t
′
b, t3) et
γ = acl0(cab, c) ∩ acl0(ab, t
′
ab, t4).
Remarquons que a1, t
′
a ∈ α et b1, t
′
b ∈ β, ainsi que ab1, t
′
ab ∈ γ.
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Proposition 3.9. Le diagramme
 
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
γ ca
α
β c
cab
• •
•
•
• •
est un quadrangle 0-alge´brique. De plus,
c, ca |0⌣
α
a, t′a, t2.
L’e´le´ment α et la 0-base canonique Cb0(c, ca/a, t
′
a, t2) sont donc 0-interalge´briques.
De´monstration. Montrons d’abord que
(⋆) A2 |0⌣
α
b, t′b, t3, ab, t
′
ab, t4.
Le lemme 3.2 donne l’inde´pendance A3, A4 |0⌣ c,caA2. Celle-ci entraˆıne
b, t′b, t3, ab, t
′
ab, t4 |
0
⌣
c,ca
A2
et donc Cb0(b, t
′
b, t3, ab, t
′
ab, t4/A2) ∈ acl0(c, ca).
Il reste a` montrer que Cb0(b, t
′
b, t3, ab, t
′
ab, t4/A2) ∈ acl0(a, t
′
a, t2), c’est-a`-dire
b, t′b, t3, ab, t
′
ab, t4 |
0
⌣
a,t′
a
,t2
A2.
Comme A3 |0⌣ bA1, on a ca, t
′
b, t3 |
0
⌣ bA1. Puisque b, ca et t
′
b, t3 sont 0-inde´pendants
par la proposition 3.7, il suit que ca, t′b, t3 |
0
⌣ A1 et
(†) ca |0⌣
A1
t′b, t3.
L’inde´pendance A3 |0⌣ b,caA1, A2 entraˆıne t
′
b, t3 |
0
⌣A1,ca
c, t′a, t2 ; cette inde´pendance
et (†) donnent par transitivite´ t′b, t3 |
0
⌣A1
c, t′a, t2 et donc
t′b, t3 |
0
⌣
A1,t′a,t2
c.
Comme t1 · t4 = t2 · t3 et t′a · t
′
b = t
′
ab, on a
(‡) t′ab, t4 |
0
⌣
A1,t′a,t2
c.
Ensuite A2 |0⌣ aA1 implique c |
0
⌣ a,t′
a
,t2
A1, ce qui avec (‡) entraˆıne
c |0⌣
a,t′
a
,t2
A1, t
′
ab, t4.
Comme A2 ⊆ acl0(a, c, t′a, t2) d’apre`s le corollaire 3.8,
A2 |0⌣
a,t′
a
,t2
A1, t
′
ab, t4.
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A` nouveau les identite´s t1 · t4 = t2 · t3 et t′a · t
′
b = t
′
ab donnent
b, t′b, t3, ab, t
′
ab, t4 |
0
⌣
a,t′
a
,t2
A2,
ce qui entraˆıne (⋆).
Nous allons maintenant ve´rifier que les points et les droites du diagramme satis-
font les relations d’un quadrangle 0-alge´brique.
L’inde´pendance (⋆) entraˆıne
c, ca |0⌣
α
b, t′b, t3, ab, t
′
ab, t4,
ce qui implique
(♯) c, ca |0⌣
α
β, γ.
Alors, les droites (α, β, γ) et (α, c, ca) sont 0-inde´pendants sur leur intersection α.
Par syme´trie, chaque autre droite est 0-inde´pendante de (α, β, γ) sur leur intersec-
tion. La 0-inde´pendance de deux droites diffe´rentes de (α, β, γ) sur leur intersection
de´coule de l’inde´pendance des droites Ai.
Par la proposition 3.7,
a, t′a, t2 |
0
⌣ c et a, t
′
a, t2 |
0
⌣ ca.
Ainsi α, c et ca sont deux a` deux 0-inde´pendants. D’apre`s le corollaire 3.8 applique´
aux droites A3 et A4, on a ca ∈ acl0(b, cab, t′b, t3) et cab ∈ acl0(ab, c, t
′
ab, t4), ce qui
implique ca ∈ acl0(b, t
′
b, t3, ab, c, t
′
ab, t4). Par (⋆), on conclut
ca ∈ acl0(α, c).
On a de meˆme c ∈ acl0(α, ca). Donc chaque point de la droite (α, c, ca) est 0-alge´-
brique sur les deux autres.
Par syme´trie, on obtient les meˆmes proprie´te´s pour les droites (β, cab, ca) et
(γ, cab, c).
Pour la droite (α, β, γ), l’inde´pendance A2 |0⌣ caA3 implique α |
0
⌣ ca β. Comme
α |0⌣ ca on a α |
0
⌣ β. Puisque cab ∈ acl0(β, ca), l’inde´pendance (♯) implique
γ |0⌣
α,β
c, ca, cab,
et donc γ ∈ acl0(α, β). Par syme´trie, les points α, β et γ sont deux-a`-deux 0-
inde´pendants et chacun est 0-alge´brique sur les deux autres.
Il s’agit bien d’un quadrangle 0-alge´brique.
Pour la dernie`re affirmation, notons que l’uple α est dans acl0(a, t
′
a, t2), par
de´finition. Or, la proposition 3.7 entraˆıne c |0⌣ a, t
′
a, t2, α, ce qui donne c |
0
⌣ α a, t
′
a, t2,
d’ou`
c, ca |0⌣
α
a, t′a, t2 ,
car ca ∈ acl0(c, α). 
Le the´ore`me de la configuration de groupe donne, sur des parame`tresB = acl(B)
inde´pendants de a, b, c, un groupe T0-∗-de´finissable 0-connexe H , et des e´le´ments
0-ge´ne´riques 0-inde´pendants h et h′ dans H sur B, tels que α est 0-interalge´brique
avec h sur B, ainsi que β avec h′ et γ avec hh′. Notons que les e´le´ments h et h′
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ne sont pas force´ment inde´pendants et que leur T -type n’est pas ge´ne´rique dans H
sur B.
Comme B est inde´pendant de acl(a, b, c), toutes les inde´pendances et 0-inde´pen-
dances obtenues a` ce point sont pre´serve´es par l’adjonction de B a` la base.
Corollaire 3.10. Les uples h et (t′a, t2) sont 0-interalge´briques sur a,B.
De´monstration. Par l’interalge´bricite´ de α et h sur B, il suffit de le de´montrer pour
α a` la place de h. Notons d’abord que l’uple α est dans acl0(a, t
′
a, t2) par de´finition.
Re´ciproquement, la proposition pre´ce´dente donne
c, ca |0⌣
α
a, t′a, t2,
d’ou` c, ca |0⌣ a,α t
′
a, t2. Comme t
′
a, t2 ∈ acl0(a, c, ca), on conclut que
t′a, t2 ∈ acl0(a, α). 
Pour la suite, on pose r = |t′a| et s = |t2|.
Proposition 3.11. Soit S = Stab0(h, t
′
a, t2/a,B) le 0-stabilisateur de (h, t
′
a, t2)
dans H × (K∗)r+s et N sa projection sur H. Alors S et N sont 0-connexes et
T0-de´finissables sur B, et (h, t
′
a, t2) est 0-ge´ne´rique sur a,B dans le translate´ S ·
(h, t′a, t2), qui est aussi T0-de´finissable sur acl0(a,B). Le sous-groupe N est central
dans H, et S induit une isoge´nie entre N et (K∗)r+s.
De plus, l’uple a1 est 0-alge´brique sur B et le parame`tre canonique pNhq du
translate´ Nh.
De´monstration. Puisque h ∈ acl0(A2, B), l’inde´pendance A2 |0⌣ a,B A1 implique
(†) h, t′a, t2 |
0
⌣
a,B
b, ab ,
et S = Stab0(h, t
′
a, t2/a, b, ab, B).
Ve´rifions d’abord que
(h, t′a, t2), (h
′, t′b, t3) et (hh
′, t′ab, t1 · t4) = (h, t
′
a, t2) · (h
′, t′b, t3)
sont deux-a`-deux 0-inde´pendants au-dessus de a, b, ab, B.
L’inde´pendance A2 |0⌣ a,B A1 donne t
′
a, t2 |
0
⌣ a,ca,B b, ab. Comme t
′
a, t2 |
0
⌣ a,B ca
par la proposition 3.7, on a que t′a, t2 |
0
⌣ a,B b, ab, ca. Puisque h est 0-alge´brique sur
a, t′a, t2, B, on obtient
h, t′a, t2 |
0
⌣
a,b,ab,B
ca.
Enfin, l’inde´pendance A1A2 |0⌣ b,ca,B A3 implique
h, t′a, t2 |
0
⌣
a,b,ab,ca,B
h′, t′b, t3 ,
et donc par transitivite´
h, t′a, t2 |
0
⌣
a,b,ab,B
h′, t′b, t3.
Par syme´trie, puisque t1 ∈ acl0(a, b, ab), on obtient e´galement
hh′, t′ab, t1 · t4 |
0
⌣
a,b,ab,B
h′, t′b, t3 et hh
′, t′ab, t1 · t4 |
0
⌣
a,b,ab,B
h, t′a, t2.
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D’apre`s le lemme 1.2, le groupe S est 0-connexe, et le point (h, t′a, t2) est 0-
ge´ne´rique sur acl0(a, b, ab, B) dans le translate´ S · (h, t′a, t2), qui est T0-de´finissable
sur acl0(a, b, ab, B). Notons que N doit eˆtre aussi 0-connexe.
Puisque S = Stab0(h, t
′
a, t2/a,B), il est T0-de´finissable sur acl0(a,B). Le trans-
late´ S · (h, t′a, t2) est T0-de´finissable sur
acl0(h, t
′
a, t2, a, B) ∩ acl0(a, b, ab, B) = acl0(a,B),
par l’inde´pendance (†). En particulier, sa projectionNh est e´galement T0-de´finissable
sur acl0(a,B), et pNhq ∈ acl0(a,B).
D’apre`s le lemme 1.2, on a aussi
S = Stab0(hh
′, t′ab, t1 · t4/a, b, ab, B).
Or, l’inde´pendance A4 |⌣ab,B A1 et hh
′ ∈ acl0(A4, B) impliquent
hh′, t′ab, t4 |
0
⌣
ab,t1,B
a, b ;
donc S est T0-de´finissable sur acl0(ab, t1, B). Comme a, ab et t1 sont 0-inde´pendants
sur B d’apre`s la proposition 3.7, on a acl0(a,B) ∩ acl0(ab, t1, B) = B. On conclut
que S, ainsi que N , sont T0-de´finissables sur B.
Puisque h est 0-ge´ne´rique dans H sur B, il est 0-ge´ne´rique dans le translate´ Nh
sur acl0(pNhq, B). Notons que
a1 ∈ a ∩ α ⊆ a ∩ acl0(h,B).
Soit (n, t′, t) un 0-ge´ne´rique de S sur B, a, h. Alors n ∈ Stab0(h/a,B), d’ou`
nh ≡0acl0(a,B) h
et a1 ∈ acl0(nh,B). Comme n est 0-ge´ne´rique dansN surB, a, h, on a nh |0⌣ pNhq,B h.
Alors
a1 ∈ acl0(nh,B) ∩ acl0(h,B) = acl0(pNhq, B).
De plus, l’e´le´ment h est 0-ge´ne´rique dans Nh sur a,B.
D’apre`s la proposition 3.7, la paire (t′a, t2) est 0-ge´ne´rique sur a,B. La 0-interal-
ge´bricite´ entre h et (t′a, t2) sur a,B entraˆıne, par le lemme 1.5, que le stabilisateur
S est une isoge´nie T0-de´finissable sur B entre N et (K
∗)r+s. En particulier, le
sous-groupe N est l’enveloppe T0-de´finissable de sa torsion, et sa n-torsion est finie
pour chaque n, car c’est le cas de (K∗)r+s et N est 0-connexe. Pour montrer que
N est central dans H , il suffit donc de ve´rifier que N est normal dans H : ainsi sa
n-torsion est H-invariante pour tout n ; comme elle est finie et H est connexe, elle
est centrale.
On conside`re le 0-stabilisateur S1 = Stab0(h
′, t′b, t3/a, b, ab, B) et sa projection
N1 sur H . Par syme´trie, les groupes S1 et N1 sont T0-de´finissables sur acl0(b, B).
D’apre`s le lemme 1.2 on a N1 = h
−1Nh, donc N1 est e´galement T0-de´finissable sur
acl0(h,B). Comme h |
0
⌣B b, le groupe N1 est T0-de´finissable sur B, et h
−1Nh ne
de´pend pas du 0-ge´ne´rique h de H sur B. Si h1 est un deuxie`me 0-ge´ne´rique de H
sur B inde´pendant de h, on a h−11 Nh1 = h
−1Nh. Ainsi hh−11 est un 0-ge´ne´rique de
H sur B qui normalise N ; par connexite´ tout H normalise N . 
Le lemme 1.2 applique´ aux uples (h, t′a, t2), (h
′, t′b, t3t
−1
1 ) et (hh
′, t′ab, t4) sur
acl0(a, b, ab, B), qui contient t1, entraˆıne e´galement le re´sultat suivant :
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Remarque 3.12. On a
S = Stab0(h, t
′
a, t2/a,B) = Stab0(hh
′, t′ab, t4/ab,B)
et le translate´ S · (hh′, t′ab, t4) est T0-de´finissable sur acl0(ab,B).
Avec les notations pre´ce´dentes, l’uple t2 est un uple vert ge´ne´rique de (K
∗)s sur
a, par la proposition 3.7. Or, quoique l’uple (t2, t
′
a) est 0-ge´ne´rique dans (K
∗)r+s
sur a,B, il ne l’est pas forcement au sens de T . Cependant, nous allons modifier h
pour supprimer t′a.
Par connexite´ de K∗, l’isoge´nie S est surjective. Il y a donc h0 et h
′
0 dans N avec
(h0, t
′
a, 1¯) et (h
′
0, t
′
b, 1¯) dans S, et leur produit (h0h
′
0, t
′
ab, 1¯) est e´galement dans S.
Posons k = h−10 h et k
′ = h′−10 h
′.
Lemme 3.13. On a
acl0(c, ca,B) ∩ acl0(a, t2, B) = acl0(k,B) et c, ca |0⌣
k,B
a, t2 .
Les uples k et t2 sont 0-interalge´briques sur a,B, et a est alge´brique sur k,B.
De´monstration. Le translate´ S · (h, t′a, t2) = S · (k, 1¯, t2) est T0-de´finissable sur
acl0(a,B). Comme S est une isoge´nie, il suit que k et t2 sont 0-interalge´briques sur
a,B. Puisque h0 ∈ acl0(t′a, B) et t
′
a, h ∈ acl0(c, ca,B), on a
k ∈ acl0(c, ca,B) ∩ acl0(a, t2, B).
Puisque Nh = Nk, la proposition 3.11 entraˆıne que
a1 ∈ acl0(pNhq, B) = acl0(pNkq, B) ⊆ acl0(k,B).
Le fait 1.9 donne c, ca |0⌣ a1,B
a, donc
c, ca |0⌣
k,B
a, t2,
ce qui entraˆıne en particulier
acl0(c, ca,B) ∩ acl0(a, t2, B) = acl0(k,B).
Enfin, puisque c ∗ ca ∗B est autosuffisant, la cloˆture autosuffisante 〈k,B〉 est dans
acl0(c, ca,B). Ainsi,
c, ca |0⌣
〈k,B〉
a2, ta, t2.
Comme a2, ta, t2 est line´airement inde´pendant sur U¨(c ∗ ca ∗B), on obtient
δ(a2, ta, t2/〈k,B〉) = δ(a2, ta, t2/c ∗ ca ∗B) = δ(A2/c ∗ ca ∗B) = 0,
ce qui permet de conclure que a2 est alge´brique sur 〈k,B〉 et donc sur k,B. Comme
a ∈ acl(a1, a2), on conclut que a est aussi alge´brique sur k,B. 
On obtient ainsi le the´ore`me A de l’introduction.
The´ore`me 3.14. Un groupe interpre´table dans un corps vert collapse´ est isoge`ne a`
un quotient d’un sous-groupe de´finissable d’un groupe alge´brique par un sous-groupe
central, qui est lui isoge`ne a` une puissance du sous-groupe colore´ U¨ .
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De´monstration. Avec les de´finitions et notations pre´ce´dentes, on conside`re le groupe
Γ = {n ∈ H : ∃ t ∈ U¨s (n, 1¯, t) ∈ S}.
Notons que Γ ≤ N est e´galement central dans H , et RM(Γ) = RM(U¨s) = s comme
S est une isoge´nie.
Puisque S induit une isoge´nie entreN et (K∗)r+s, l’intersection S∩(H×{1¯}×U¨s)
induit une isoge´nie entre Γ et U¨s. Comme t2 est vert, la projection sur la premie`re
coordonne´e de
S · (k, 1¯, t2) ∩ (H × {1¯} × U¨
s)
est Γk = kΓ. Puisque S · (k, 1¯, t2) = S · (h, t
′
a, t2) est de´finissable sur acl(a,B),
la projection kΓ l’est aussi ; comme t2 est un uple vert ge´ne´rique sur a,B, on a
RM(k/a,B) = RM(t2/a,B) = s et k est ge´ne´rique dans kΓ. De meˆme, le translate´
k′Γ est de´finissable sur acl(b, B), et kk′Γ est de´finissable sur acl(ab,B), par la
remarque 3.12.
Les uples (a, kΓ), (b, k′Γ) et (ab, kk′Γ) = (a, kΓ) · (b, k′Γ) sont deux a` deux
inde´pendants sur B. Par le lemme 1.2, le point (a, kΓ) est ge´ne´rique dans un trans-
late´, de´finissable sur B, de son stabilisateur
Stab(a, kΓ/B),
dans G× (H/Γ).
Le lemme 1.5 et la remarque 1.6 donnent une endoge´nie de G dans H/Γ, car a
est ge´ne´rique dans G sur B.
Pour ve´rifier que le noyau de cette endoge´nie est fini, il suffit de montrer que a
et kΓ sont interalge´briques sur B, c’est-a`-dire RM(a/B) ≤ RM(kΓ/B). D’apre`s le
lemme 3.13, on obtient
RM(k/B) = RM(k/a,B)+RM(a/B) = RM(t2/a,B)+RM(a/B) = s+RM(a/B).
Comme k est ge´ne´rique dans kΓ, on a par ailleurs
RM(kΓ/B) ≥ RM(k/B)− RM(k/kΓ, B) = RM(k/B)− s.
Ainsi RM(kΓ/B) ≥ RM(a/B), comme souhaite´.
Par stabilite´, le groupe H est une limite projective lim
←−
πi(H), ou` chaque πi(H)
est un groupe T0-de´finissable et donc alge´brique. Par compacite´ il existe i0 tel que
U¨s est isoge`ne a` πi0(Γ), donc G est isoge`ne a` son image dans πi0(H)/πi0(Γ).

4. Sous-groupes colore´s
Rappelons que tout groupe simple de´finissable dans un corps colore´ se plonge
dans un groupe alge´brique d’apre`s [6, Corollaire 5.10]. Ceci et le the´ore`me A nous
ame`nent a` e´tudier les sous-groupes de´finissables d’un groupe alge´brique.
Comme dans les parties 2 et 3, on notera T la the´orie d’un corps colore´ K et
l’indice 0 fera re´fe´rence au re´duit du pur corps alge´briquement clos. Ainsi un groupe
T0-de´finissable est un groupe alge´brique.
Nous commenc¸ons par une conse´quence de la proposition 1.8, dans le cadre des
corps colore´s.
Remarque 4.1. A` l’inte´rieur d’un groupe alge´brique, on conside`re un translate´
C d’un sous-groupe connexe de´finissable S, le tout de´fini sur un ensemble alge´bri-
quement clos A. Si le ge´ne´rique b de C ve´rifie U¨(〈Ab〉) = U¨(A), alors S est un
sous-groupe alge´brique.
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De´monstration. Dans tout amalgame de Hrushovski, un type sur un ensemble
alge´briquement clos est stationnaire, puisque sa seule extension non-de´viante cor-
respond a` l’amalgame libre. Donc p = tp(b/A) est stationnaire. Par la proposition
1.8, il suffit de montrer que p est l’unique comple´tion de rang maximal du 0-type
p0 = tp0(b/A).
Notons que 〈Ab〉 co¨ıncide avec la 0-sous-structureB engendre´ parA et b, puisqu’il
n’y a pas de points colore´s en dehors de A.
Si x |= p0, la 0-sous-structure X engendre´e par A et x est T0-isomorphe a` B.
Si X = 〈X〉 et U¨(X) = U¨(A), alors x |= p, car le diagramme d’une sous-structure
autosuffisante de´termine son type. Sinon, on a U¨(X) ) U¨(A) ou X ( 〈X〉. Dans
ces deux cas,
δ(〈X〉/A) ≤ δ(X/A) ≤ δ(B/A) = δ(〈Ab〉/A),
avec au moins une ine´galite´ stricte, ce qui implique RM(x/A) < RM(b/A). 
The´ore`me 4.2. Dans un corps vert, tout sous-groupe de´finissable connexe G d’un
groupe alge´brique a un sous groupe normal alge´brique N , tel que le quotient G/N est
de´finissablement isomorphe a` une puissance carte´sienne du sous-groupe multiplicatif
vert.
De´monstration. Dans un corps vert, conside´rons un sous-groupe connexe de´finissable
G d’un groupe alge´brique. On suppose que G est de´finissable sur ∅.
Soient a et b deux ge´ne´riques inde´pendants de G et notons c = ab leur produit.
Alors 〈a〉 et 〈b〉 sont en amalgame libre, et la structure 〈a〉 ∗ 〈b〉 est autosuffi-
sante. L’e´le´ment c est 0-alge´brique sur cette structure, car la loi de groupe est
T0-de´finissable. Ainsi
〈c〉 ⊆ acl0(〈a〉 ∗ 〈b〉),
par la remarque 2.2(1), qui est e´galement valable dans le cas non-collapse´.
En particulier, la base verte t de 〈c〉 est une combinaison line´aire des bases
vertes r et s de 〈a〉 et 〈b〉, respectivement. Par le meˆme argument qu’au de´but
de la preuve de la proposition 3.7, on peut supposer que t = r · s. Comme r, s
et t sont deux a` deux inde´pendants, ils sont e´galement 0-inde´pendants [6, Lemme
2.1]. Par le lemme 1.2, l’uple r est 0-ge´ne´rique dans un translate´ T0-de´finissable
sur ∅ de son 0-stabilisateur dans (K∗)|r|, qui de plus est 0-connexe. Or, les seuls
sous-groupes alge´briques 0-connexes de (K∗)|r| sont des tores, dont la dimension
de Zariski correspond a` la dimension line´aire du point ge´ne´rique. On conclut que r
est un uple 0-transcendant. Comme la structure engendre´e par r est autosuffisante
dans 〈a〉 et donc autosuffisante, l’uple vert r est ge´ne´rique dans U¨ |r|.
Puisque (a, r), (b, s) et (c, t) sont deux a` deux inde´pendants et que r est alge´brique
sur a, les lemmes 1.2, 1.5 et la remarque 1.6 entraˆınent que le stabilisateur Stab(a, r)
induit une endoge´nie de´finissable φ de G sur (U¨∗)|r|. Le conoyau de cette endoge´nie
est trivial, car U¨ n’a pas de torsion et donc pas de sous-groupes finis non-triviaux.
Pour montrer que le noyau ker(φ) est un groupe alge´brique, il suffit de le faire
pour sa composante connexeN , car nous sommes a` l’inte´rieur d’un groupe alge´brique.
Le parame`tre canonique de ker(φ)a est interde´finissable avec φ(a) = r, et donc le
parame`tre canonique de Na est alge´brique sur r. Si n est ge´ne´rique dans N sur a,
alors il l’est aussi sur r, donc na est un ge´ne´rique de Na sur acl(r). La remarque
4.1 permet de conclure si l’on ve´rifie que
U¨(〈na, acl(r)〉) = U¨(acl(r)).
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Puisque (n, 1¯) ∈ Stab(a, r), les points a et na ont meˆme type sur acl(r), ce qui
donne l’e´galite´ U¨(〈na, acl(r)〉) = U¨(〈a, acl(r)〉).
Posons C = acl(r) ∩ 〈a〉. Alors a et acl(r) sont trivialement inde´pendants au-
dessus de C, car r ∈ C. La caracte´risation de l’inde´pendance nous donne que
〈a, acl(r)〉 est l’amalgame libre de 〈a〉 et acl(r) au-dessus de C. De plus, puisque
U¨(〈a〉) = 〈r〉 est le sous-groupe engendre´ par r, on obtient
U¨(〈a, acl(r)〉) = U¨(acl(r)). 
Dans le cas des corps rouges, les sous-groupes alge´briques de (K+)|r| sont donne´s
par des syste`mes de p-polynoˆmes, dont la dimension de Zariski ne correspond pas
forcement a` la dimension line´aire sur le corps premier. De plus, il y a des sous-
groupes rouges finis. Ne´anmoins, la preuve pre´ce´dente s’adapte, nous permettant
d’obtenir le re´sultat suivant :
The´ore`me 4.3. Dans un corps rouge, tout sous-groupe de´finissable connexe G d’un
groupe alge´brique a un sous groupe normal alge´brique N tel que le quotient G/N est
de´finissablement isoge`ne au groupe des points rouges d’un sous-groupe alge´brique de
(K+)n.
Corollaire 4.4. Tout groupe simple de´finissable dans un corps colore´ est de´finis-
sablement isomorphe a` un groupe alge´brique. En particulier, aucun mauvais groupe
n’est de´finissable dans un corps colore´.
De´monstration. On peut supposer que le groupe simple G est infini. D’apre`s [6,
The´ore`me 6.4 et Corollaire 5.10], le groupe G est de´finissablement isomorphe a` un
groupe line´aire. Dans le cas noir, il est alge´brique [15, Proposition 2.4 et conclusion
p.1354]. Dans les cas rouge et vert, d’apre`s les the´ore`mes 4.2 et 4.3, il existe un
sous-groupe alge´brique normal N de G, tel que le quotient est isoge`ne a` un groupe
abe´lien. Par simplicite´, le groupe G = N est alge´brique. 
5. La fusion au dessus de l’e´galite´
Une the´orie ω-stable a la proprie´te´ de la multiplicite´ de´finissable (DMP) si, pour
toute formule ϕ(x, y), tout ordinal α et entier n < ω, l’ensemble des parame`tres a
tels que ϕ(x, a) a rang de Morley α et multiplicite´ n est de´finissable.
Dans cette partie, nous de´crirons comple`tement les groupes de´finissables dans
une fusion T (libre ou collapse´e) de deux the´ories fortement minimales T1 et T2
avec la DMP, a` langages disjoints [10, 5]. Comme dans les parties pre´ce´dentes, les
notions mode`le-the´oriques seront prises au sens de T ; l’indice i, pour i = 1, 2, fera
re´fe´rence a` la the´orie Ti.
Rappelons que la fusion T est obtenue en utilisant la pre´dimension
δ(X) = dim1(X) + dim2(X)− |X |,
ou` dim1 et dim2 sont les rangs de Morley respectifs de T1 et T2. Comme dans la
partie 2, cette pre´dimension induit un ope´rateur, la cloˆture autosuffisante 〈.〉, ainsi
qu’une dimension, note´e dim : la pre´dimension de la cloˆture autosuffisante. Alors
a¯ ∈ acl(B) implique dim(a¯/B) = 0 ; la re´ciproque est vraie dans le cas collapse´. En
particulier, deux uples interalge´briques ont meˆme dimension.
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Pour deux uples a¯, b¯ et un ensemble C tel que 〈aC〉 ∩ 〈bC〉 = C, l’inde´pendance
est caracte´rise´e de la manie`re suivante :
a¯ |⌣
C
b¯ si et seulement si
{
〈a¯, C〉 |i⌣
C
〈b¯, C〉 pour i = 1, 2 , et
〈a¯, b¯, C〉 = 〈a¯, C〉 ∪ 〈b¯, C〉.
Apre`s adjonction de constantes au langage, on peut supposer que chaque the´orie
fortement minimale Ti a e´limination faible des imaginaires. Nous pouvons ainsi
parler de la dimension d’uples d’imaginaires des the´ories T1 et T2.
E´tant donne´es deux sortes imaginaires S1 de T1 et S2 de T2, on entend par un
ensemble interpre´table dans S1 × S2 la projection d’un ensemble de´finissable re´el.
Nous commenc¸ons par e´tudier les sous-groupes interpre´tables dans un produit de
groupes Ti-interpre´tables. La de´monstration du lemme suivant s’inspire de la preuve
de la platitude dans l’amalgame ab initio [11].
Lemme 5.1. Soient Hi des groupes Ti-interpre´tables pour i = 1, 2. Tout sous-
groupe interpre´table connexe K de H1 ×H2 est de la forme K1 ×K2, ou` Ki ≤ Hi
est Ti-interpre´table. Un ge´ne´rique g = (g
1, g2) de K consiste en un couple inde´-
pendant de ge´ne´riques de chaque Ki. De plus, au-dessus de la cloˆture alge´brique
des parame`tres ne´cessaires, on a dim(gi) = dimi(g
i) et dim(K) = dim1(K1) +
dim2(K2).
De´monstration. On peut supposer que le langage est relationnel et que les groupes
H1, H2 et K sont interpre´tables sur ∅. Nous allons ve´rifier d’abord que g1 et g2
sont T -inde´pendants pour un ge´ne´rique g = (g1, g2) de K. Par e´limination faible
des imaginaires, fixons un uple re´el fini a = (a1, a2) tel que ai est i-alge´brique sur
l’imaginaire gi, qui est lui Ti-de´finissable sur a
i. Posons X = 〈a〉 ∩ acl(∅), qui est
autosuffisant comme intersection de deux ensembles autosuffisants.
CommeX ⊂ acl(∅), il suffit de montrer que a1 |⌣X a
2, ce qui par la caracte´risation
pre´ce´dente e´quivaut a` montrer que les cloˆtures 〈X, a1〉 et 〈X, a2〉 sont i-inde´pendants
pour chaque i = 1, 2 et que 〈X, a〉 est la re´union de ces deux cloˆtures.
Conside´rons une suite de Morley (gi)i<ω du type tp(g). Pour i 6= j, l’e´le´ment
gigj
−1 est aussi ge´ne´rique avec meˆme type que g sur acl(∅), par connexite´ de K. On
choisit alors bi,j = (b
1
i,j , b
2
i,j) tel que (gig
−1
j , bi,j) a meˆme type que (g, a) sur acl(∅).
Comme gig
−1
j et gkg
−1
l sont inde´pendants pour (i, j) 6= (k, l), on a
〈bi,j〉 ∩ 〈bk,l〉 = 〈bi,j〉 ∩ acl(∅) = 〈a〉 ∩ acl(∅) = X.
Fixons n > 0. Puisque b1i,j ∈ acl1(b
1
0,i, b
1
0,j) pour i, j > 0, on obtient
dim1((b
1
i,j)i<j<n/X) ≤ dim1((b
1
0,k)k<n/X) ≤ n dim1(a
1/X).
Si
Y =
⋃
i<j<n
〈bi,j〉,
alors
dim1(Y/X) = dim1((b
1
i,j)i<j<n/X) + dim1(Y/X, (b
1
i,j)i<j<n)
≤ n dim1(a
1/X) +
∑
i<j<n
dim1(〈bi,j〉/X, b
1
i,j)
≤ n dim1(a
1/X) +
(
n
2
)
dim1(〈a〉/X, a
1).
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De meˆme,
dim2(Y/X) ≤ n dim2(a
2/X) +
(
n
2
)
dim2(〈a〉/X, a
2).
Puisque Y est la re´union d’ensembles deux a` deux disjoints au-dessus de X , qui est
autosuffisant, on obtient :
0 ≤ δ(Y/X) = dim1(Y/X) + dim2(Y/X)− |Y \X |
≤ n
(
dim1(a
1/X) + dim2(a
2/X)
)
+
(
n
2
)(
dim1(〈a〉/X, a
1) + dim2(〈a〉/X, a
2)− |〈a〉 \X |
)
.
En faisant tendre n vers l’infini, on obtient
(⋆)
0 ≤ dim1(〈a〉/X, a
1) + dim2(〈a〉/X, a
2)− |〈a〉 \X |
= δ(〈a〉/X, a) + dim1(a/X, a
1) + dim2(a/X, a
2)− |a \X |.
Notons que
dim1(a/X, a
1) ≤ |a2 \ (X ∪ a1)|,
avec e´galite´ si et seulement si a2 \ (X ∪ a1) est un uple de points 1-inde´pendants
sur X, a1. De meˆme pour dim2(a/X, a
2). Comme
|a \X | = |a1 \ (X ∪ a2)|+ |a2 \ (X ∪ a1)|+ |(a1 ∩ a2) \X |,
on en de´duit que
dim1(a/X, a
1) + dim2(a/X, a
2)− |a \X | ≤ −|(a1 ∩ a2) \X |.
La pre´dimension δ(〈a〉/X, a) ≤ 0. Donc, par (⋆), on a
(a1 ∩ a2) ⊆ X,
δ(〈a〉/X, a) = 0,
dim1(a/X, a
1) = |a2 \X |, et
dim2(a/X, a
2) = |a1 \X |.
Ceci entraˆıne que a1 et a2 sont i-inde´pendants pour chaque i au-dessus de X . De
plus, comme l’uple a2 \X est un uple de points 1-inde´pendants sur X ∪ a1, il suit
que X ∪ a1 est autosuffisant dans X ∪ a. Puisque X ⊆ 〈a〉 et δ(〈a〉/X, a) = 0, on
a que 〈a〉 = X ∪ a, qui est autosuffisant. Donc X ∪ ai est aussi autosuffisant pour
i = 1, 2, ce qui entraˆıne que g1 et g2 sont inde´pendants.
Soit maintenant Ki la projection de K sur Hi. Le groupe Ki est aussi connexe et
interpre´table sur ∅. De plus, l’e´le´ment gi est ge´ne´rique dans Ki. Puisque g1 |⌣ g
2,
l’uple g = (g1, g2) est alors ge´ne´rique dans K1 × K2. Ainsi, l’indice de K dans
K1 × K2 est fini. Or, la connexite´ de chaque Ki donne celle de K1 × K2, donc
K = K1 ×K2.
Ve´rifions maintenant que dim(g1) = dim1(g
1/ acl(∅) : comme X ∪ a1 est auto-
suffisant,
(X ∪ a1) ∩ acl(∅) = X et a1 |⌣
X
acl(∅),
on obtient que acl(∅)∪ a1 est autosuffisant, et a1 |2⌣X acl(∅). Ainsi a
1 \ acl(∅) reste
2-inde´pendant sur acl(∅), et dim(a1) = dim1(a
1/X) = dim1(a
1/ acl(∅)).
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Pour terminer, voyons que K1 est T1-interpre´table. Puisque dans ce contexte,
tout type sur un ensemble alge´briquement clos est stationnaire, il suffit de mon-
trer, par la proposition 1.8, que le type tp(g1/ acl(∅)) est l’unique comple´tion de
rang de Morley maximal du 1-type tp1(g
1/ acl(∅)). Prenons (h, b) une re´alisation
de tp1(g
1, a1/ acl(∅)). Si b \ acl(∅) n’est pas 2-inde´pendant sur acl(∅), alors sa
pre´dimension chute et le rang de Morley de h est strictement infe´rieur a` celui de
g1. Sinon, les ensembles autosuffisants acl(∅) ∪ a1 et acl(∅) ∪ b sont isomorphes, et
donc b et a ont le meˆme type. Puisque g1 est T1-de´finissable sur a
1, il suit que h et
g1 ont e´galement meˆme type. 
Remarque 5.2. En particulier, tout sous-groupe interpre´table connexe d’un groupe
Ti-interpre´table est e´galement Ti-interpre´table, et sa dimension est e´gale a` sa i-
dimension. Notons que l’e´galite´ entre ces deux dimensions pour des ensembles Ti-
interpre´tables apparaˆıt dans [10, Theorem 2(i)].
La condition supple´mentaire du the´ore`me 1.10 est donc ve´rifie´e dans ce cadre :
Lemme 5.3. Si G est un groupe connexe de´finissable, alors pour tout homomor-
phisme de´finissable ψ : G → H sur un ensemble A alge´briquement clos vers un
groupe Ti-interpre´table, on a dimi(ψ(a)/A) ≤ dim(a/A), pour a un ge´ne´rique de G
sur A. En particulier, il existe un tel homomorphisme avec dimi(ψ(a)/A) maximal
et fini.
De´monstration. Notons que ψ(G) est un sous-groupe interpre´table connexe de H ,
et est donc Ti-interpre´table, par la remarque pre´ce´dente. Si a est ge´ne´rique dans G
sur A, alors ψ(a) est ge´ne´rique dans ψ(G) sur A, et
dimi(ψ(a)/A) = dim(ψ(a)/A) ≤ dim(a/A) 
La proposition suivante est e´vidente dans le cas d’une fusion collapse´e.
Proposition 5.4. Dans une fusion libre de deux the´ories fortement minimales avec
la DMP au dessus de l’e´galite´, tout groupe de´finissable de dimension 0 est fini.
De´monstration. Soit G un groupe connexe de´finissable sur ∅ de dimension 0. Sur
un ensemble alge´briquement clos de parame`tres inde´pendants que l’on ajoute au
langage, le the´ore`me 1.10 et le lemme 5.3 donnent pour k = 1, 2 des morphismes in-
terpre´tables φk : G→ Hk ou` Hk est Tk-interpre´table, tels que pour deux ge´ne´riques
inde´pendants a et b on a
(†) acl(b), acl(ab) |k⌣
φk(a)
acl(a).
Par la remarque 5.2, on peut supposer chaque morphisme surjectif en remplac¸ant
Hk par φk(G). De plus, comme G est de dimension nulle, chaque Hk l’est aussi,
donc φk(a) est k-alge´brique. L’inde´pendance (†) donne ainsi
〈b〉, 〈ab〉 |k⌣ 〈a〉.
Comme a, b et ab sont deux a` deux inde´pendants, on a
(〈b〉 ∪ 〈ab〉) ∩ 〈a〉 = (〈b〉 ∩ 〈a〉) ∪ (〈ab〉 ∩ 〈a〉) = acl(∅).
Par sous-modularite´,
δ(〈a〉/〈b〉 ∪ 〈ab〉) ≤ δ(〈a〉/ acl(∅)) = dim(a/ acl(∅)) = dim(a) = 0.
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Ainsi, puisque 〈b, ab〉 = 〈b〉 ∪ 〈ab〉 est autosuffisant, l’ensemble
〈b〉 ∪ 〈ab〉 ∪ 〈a〉
l’est aussi. La caracte´risation de l’inde´pendance implique que
b, ab |⌣ a.
Donc a est alge´brique, ce qui montre le re´sultat. 
Graˆce aux re´sultats pre´ce´dents, nous sommes maintenant en mesure de montrer
le the´ore`me C de l’introduction : les groupes de´finissables dans la fusion sur l’e´galite´
(libre ou collapse´e) sont essentiellement des produits de groupes interpre´tables dans
chacune des the´ories de base.
The´ore`me 5.5. Tout groupe connexe de´finissable dans une fusion (libre ou col-
lapse´e) au-dessus de l’e´galite´ de deux the´ories fortement minimales avec la DMP
est, modulo un noyau fini, isomorphe a` un produit de groupes interpre´tables dans
chacune des the´ories.
De´monstration. Soit G un groupe infini connexe T -de´finissable sur ∅. Sur un en-
semble alge´briquement clos de parame`tres inde´pendants que l’on ajoute au langage,
le the´ore`me 1.10, la remarque 5.2 et le lemme 5.3 donnent des morphismes surjec-
tifs interpre´tables φk : G → Hk ou` Hk est Tk-interpre´table, tels que pour deux
ge´ne´riques inde´pendants a et b on a
(†) acl(a), acl(b) |k⌣
φk(ab)
acl(ab).
On pose φ = (φ1, φ2) : G → H1 ×H2. Comme φ1 et φ2 sont surjectifs et φ(G) est
connexe, le lemme 5.1 donne que φ est e´galement surjectif. De plus,
(‡) dim1(φ1(a)) + dim2(φ2(a)) = dim(φ(a)) ≤ dim(a).
Conside´rons un troisie`me e´le´ment ge´ne´rique c inde´pendant de a, b, et le diagramme
suivant :
 
 
 
 
 
 
 
 
 
 
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
✦✦
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
❛❛
ab ca
a
b c
cab
• •
•
•
• •
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De manie`re analogue au [11, Lemma 15], on conside`re des ensembles autosuffisants
finiment engendre´s :
A1 = 〈a, φ(a), b, φ(b), ab, φ(ab)〉 ⊆ acl(a, b, ab),
A2 = 〈a, φ(a), c, φ(c), ca, φ(ca)〉 ⊆ acl(a, c, ca),
A3 = 〈ca, φ(ca), cab, φ(cab), b, φ(b)〉 ⊆ acl(ca, cab, c),
A4 = 〈ab, φ(ab), c, φ(c), cab, φ(cab)〉 ⊆ acl(ab, c, cab),
A∅ =
4⋃
i=1
Ai, et As =
⋂
i∈s
Ai pour s ⊆ {1, 2, 3, 4}.
Alors les As sont des extensions finies de acl(∅), et
〈a, φ(a)〉 ⊆ A12 ⊆ acl(a), 〈b, φ(b)〉 ⊆ A13 ⊆ acl(b),
〈ab, φ(ab)〉 ⊆ A14 ⊆ acl(ab), 〈ca, φ(ca)〉 ⊆ A23 ⊆ acl(ca),
〈c, φ(c)〉 ⊆ A24 ⊆ acl(c), 〈cab, φ(cab)〉 ⊆ A34 ⊆ acl(cab).
Notons que As = acl(∅) pour |s| ≥ 3, et
δ(A∅) ≥ dim(A∅) = 3 dim(a),
δ(Ai) = dim(Ai) = 2 dim(a), pour i ∈ {1, 2, 3, 4}
δ(Aij) = dim(Aij) = dim(a) pour i 6= j,
δ(As) = dim(As) = 0 pour |s| ≥ 3.
Remarquons que :
(⋆)
dim(a) = 3 dim(a)− 4 · 2 dim(a) + 6 dim(a)
=
∑
s⊆{1,2,3,4}
(−1)|s| dim(As) ≤
∑
s⊂{1,2,3,4}
(−1)|s|δ(As)
=
∑
s⊆{1,2,3,4}
|s|≤2
(−1)|s| dim1(As) +
∑
s⊆{1,2,3,4}
|s|≤2
(−1)|s| dim2(As),
ou` l’e´galite´ finale provient de la modularite´ de la cardinalite´.
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Pour k = 1 , 2, on obtient par sous-modularite´ :
dimk(A∅) = dimk(A1) + dimk(A2A3A4/A1)
≤ dimk(A1) + dimk(A2A3A4/A12A13A14)
= dimk(A1) + dimk(A2A3A4)− dimk(A12A13A14)
= dimk(A1) + dimk(A2) + dimk(A3A4/A2)− dimk(A12A13/A14)
− dimk(A14)
≤ dimk(A1) + dimk(A2) + dimk(A3A4/A23A24)− dimk(A12A13/A14)
− dimk(A14)
= dimk(A1) + dimk(A2) + dimk(A3A4)− dimk(A23A24)
− dimk(A12A13/A14)− dimk(A14)
= dimk(A1) + dimk(A2) + dimk(A3) + dimk(A4/A3)− dimk(A23A24)
− dimk(A12A13/A14)− dimk(A14)
≤ dimk(A1) + dimk(A2) + dimk(A3) + dimk(A4/A34)− dimk(A23A24)
− dimk(A12A13/A14)− dimk(A14)
= dimk(A1) + dimk(A2) + dimk(A3) + dimk(A4)− dimk(A34)
− dimk(A23A24)− dimk(A12A13/A14)− dimk(A14).
Comme A23 |⌣A24 implique A23 |
k
⌣ A24, nous avons
dimk(A∅) ≤ dimk(A1) + dimk(A2) + dimk(A3) + dimk(A4)− dimk(A34)
− dimk(A14)− dimk(A23)− dimk(A24)− dimk(A12A13/A14).
En de´veloppant les se´ries alterne´es dans (⋆), on obtient
dim(a) ≤
2∑
k=1
(
dimk(A12) + dimk(A13)− dimk(A12A13/A14)
)
= ∆1 +∆2,
ou` ∆k = dimk(A12A13) − dimk(A12A13/A14). Puisque A12 ⊆ acl(a), A13 ⊆ acl(b)
et A14 ⊆ acl(ab), l’inde´pendance (†) donne
A12A13 |k⌣
φk(ab)
A14.
Ainsi,
∆k = dimk(A12A13)− dimk(A12A13/A14)
= dimk(A12A13)− dimk(A12A13/φk(ab))
= dimk(φk(ab))− dimk(φk(ab)/A12A13)
= dimk(φk(ab)),
car φk(ab) ∈ A14 est k-alge´brique sur φk(a) ∈ A12 et φk(b) ∈ A13. D’ou`,
dim(a) ≤ ∆1 +∆2 = dim1(φ1(ab)) + dim2(φ2(ab)) = dim1(φ1(a)) + dim2(φ2(a)).
Ceci entraˆıne par l’ine´galite´ (‡) que
dim(a) = dim(φ(a)).
Comme φ(a) est alge´brique sur a, on conclut que dim(a/φ(a)) = 0.
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Or, l’e´le´ment a est ge´ne´rique dans a · kerφ sur son parame`tre canonique, qui est
φ(a). Comme la dimension ne de´pend pas du translate´, le noyau de φ a dimension
0. Il est donc fini d’apre`s la proposition 5.4. 
Question. Peut-on aussi de´crire les groupes interpre´tables dans la fusion au-dessus
de l’e´galite´ ?
Existe-t-il une caracte´risation analogue pour les groupes de´finissables dans la
fusion fortement minimale au-dessus d’un espace vectoriel sur un corps fini ?
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