This paper proposes new estimators for single and multiple regressions when the data are persistent and possibly non-stationary. The estimators are √ T rather than super-consistent, but the asymptotic distributions are normal even when there is an autoregressive unit root in the data. There is no longer a discontinuity in the limiting distribution as the persistence parameter changes. The same critical values from the normal distribution can be used for hypothesis testing whether the regression is cointegrated or spurious, and irrespective of the treatment of the deterministic terms. The point of departure is that the estimators are based on moments of the errors, and these are stationary processes even if the data are non-stationary. Simulations show that the estimates are approximately median unbiased and tests have good size even in three hard to solve problems: (i) testing the value of the autoregressive parameter when the series is highly persistent but not non-stationary, (iii) regressions with a highly persistent predictor, and (iii) regressions that are nearly spurious. The framework is extended to systems estimation such as DSGE models. The estimates are precise without assuming a priori whether the shocks are permanent or transitory.
Introduction
Since the seminal work of Nelson and Plosser (1982) who reported that many macroeconomic time series are better characterized as differenced stationary, many tests for non-stationarity have been developed. It is now more or less accepted that the least squares estimator α OLS of the autoregressive parameter α is super-consistent under the null hypothesis of a unit root (ie. α 0 = 1), but the asymptotic distribution is non-standard. Similarly, in multiple regressions with non-stationary data, least squares estimation of the coitegrating vector is super-consistent but the estimator has a non-standard asymptotic distribution. Furthermore, classical (normal) inference tends to be inaccurate when the regressors are highly persistent but not necessarily non-stationary. Tests for predictability of asset returns are known to be vulnerable, as predictors such as the dividends-price and earnings-price ratio are borderline non-stationary in the data. The main problem for inference is that the asymptotic distribution of α OLS is not continuous at α 0 = 1. The so-called local-tounity framework which parametrizes α = 1 + c T is often used to yield an asymptotic distribution that is continuous in α. As the resulting distribution is not pivotal (because c is not consistently estimable), inference remains non-standard under the local-to-unity framework.
We consider estimating a K × 1 vector of parameters θ in the regression model y t = z t θ + η t where z t is a vector of regressors and η t is an error process. We propose √ T consistent estimators of θ that permit classical inference whether η t and z t are mildly, strongly persistent, and even non-stationary. This means in the case of the AR(1) model (where z t is the trend function and η t = αη t−1 + e t ) that the t test for α is asymptotically standard normal not just when |α 0 | < 1, but also α 0 = 1. For predictability tests, this means that inference can be made in the same way whether the regressor z t is I(1) or I(0), and even in the spurious regression case when η t is I(1).
Because our estimators are not super consistent when the regressors are truly non-stationary, not surprisingly, this slower rate of convergence translates into power loss. However, testing if α = .95 when α 0 is in fact .98 using α OLS is highly imprecise. It is in such situations that even a less powerful test may have some appeal.
The primary reason for the classical properties our estimators is that the moments evaluated at the true parameter vector are stationary, and a central limit theorem applies. When the regressors are stationary, the asymptotic distribution of the estimators have the usual Gaussian properties.
When the regressors are non-stationary, the normalized estimator is mixed normal. That is, it converges in distribution to the product of a normal random variable and a random variance.
However, the t statistic is asymptotically standard normal. Thus one can conduct inference without deciding a priori whether the regressors are non-stationary. The same set of critical values can also be used whether or not deterministic terms are in the regression. When the number of moments exceeds the number of parameters to be estimated, a test of overidentifying restrictions permits the lag length to be chosen to simultaneously.
There are only few estimators in the literature that are √ T consistent and asymptotically normal when the data are non-stationary. Estimators developed in So and Shin (1999) 1 and Phillips and Han (2006) are both confined to estimation of the linear autoregressive model, while the latter is further restricted to the case without deterministic terms. For cointegration regressions, Laroque and Salanie (1997) used two OLS regressions in stationary variables to obtain a √ T consistent estimate of the cointegrating vector. The estimators we consider can be applied to both univariate and multivariate models. Our estimators adopt a method of moments setup with an identity weighting matrix. Let w t = (y t , z t ) be the data and let and θ 0 denote the true parameter vector.
Consider a vector of L × 1 moments g(w t ; θ) = g t (θ). Letḡ(θ) = 1 T T t=1 g t (θ) be the vector of sample moments evaluated at an arbitrary θ. The generalized methods of moments of estimator is
LetḠ T (θ) =
T T t=∂gt(θ) ∂θ
be the L × K matrix of derivatives.
Assumption A: (i) θ is in a compact parameter space Θ; (ii) g t (θ) is continuously differentiable in θ for all w t ; (iii) Eg(θ) = 0 for all θ = θ 0 (iv)
θ=θ 0 is non-singular; (ii) θ 0 is in the interior of Θ and minimizes Q(θ) = Eg(θ) Eg(θ).
Under Assumptions A and B, Q T (θ) converges to Q(θ) uniformly in θ. Mean-value expansion ofḡ(θ) around θ 0 leads to the result that
where Avar(ḡ( θ C )) is the generalized inverse of (
1 The So and Shin estimator is defined as b α = P T t=1 xy t P T t=1 x t y t−1 with xt = sign(yt−1) as instrument. The Phillips and
Han estimator is b α = P T t=1 ∆y t−1 (2∆y t +∆y t−1 ) P T t=1 (∆y t−1 ) 2
Whereas the standard theory assumes w t is stationary, we allow w t to be possibly non-stationary.
We will show how to find moments such that estimators that are √ T consistent and asymptotically normal can be obtained. To be clear on the idea, we first focus on the univariate autoregression.
We begin in Section 2 by first abstracting from deterministic terms and serial correlation in the errors to permit a clear exposition of how the estimators work. The general AR(p) case will then be discussed in Section 3. Simulations are presented to illustrate the finite sample properties of the estimators. Extensions to multiple regressions and systems are then discussed in Section 4.
The AR(1) Model
We consider the data generating process
The non-normalized spectral density at frequency zero of u t is given by ω 2 = σ 2 (1 − β(1)) −2 . The deterministic terms are captured by d t = r j=0 δ j t j where r is the order of the deterministic trend function. We focus on the intercept only case with d t = δ 0 and the linear trend case with d t = δ 0 + δ 1 t. Hereafter, we let θ = (α, σ 2 , β 1 , . . . , β p ) be the K × 1 vector of parameters of the model. The true parameter vector is denoted θ 0 and the correct lag length is denoted p 0 .
To motivate, consider the simple case without deterministic terms and so y t = x t . Suppose further that β(L) = 1 and so u t = e t . The DGP is then
When α 0 = 1, the functional central limit theorem holds so that
t=1 u t ⇒ ωW (r) and thus T −2 T t=1 y 2 t−1 ⇒ ω 2 1 0 W (r) 2 dr, where ⇒ denotes weak convergence in distribution and W (r) is a Wiener process defined on C[0, 1], the space of continuous functions on [0, 1] . In contrast, the process y t is stationary when α 0 < 1. In that case, T −1 T t=1 y 2
. That the sample moments have different properties when α 0 < 1 and when α 0 = 1 have been the basis of many unit root tests, and most of these moments are linear in the parameter of interest, α. We now consider a different approach.
The QD Estimator
Define e t (α) = y t − αy t−1 and let
be the autocovariance of e t at lag k. For |α 0 | ≤ 1, the population moment condition
holds for k ≥ 1. As e t is the quasi-difference of the y t , we use 'QD' to distinguish this moment from the ones that will be discussed subsequently. The sample analog expressed in terms of observed variables isḡ
. When the parameter space is restricted to be far away from the boundary of one, Assumptions A and B hold and α QD is consistent for α 0 . However, when α 0 is at or close to one,Ḡ QD (α 0 ) converges to a random variable and Eg t (α) may not be well behaved when α = α 0 . Moon and Schorfheide (2002) encountered a similar problem when analyzing minimum distance estimation of restricted non-stationary time series models. However, consistency and the limit distribution can still be established from a quadratic approximation of the objective function.
Using the sample autocorrelation to define the moments ensure that the objective function is always bounded. The estimator has classical properties when |α 0 | is strictly bounded away from the unit circle, but is less efficient than the least squares estimator whose asymptotic variance is 1 − α 2 0 .
The estimator has a Student t distribution with one degree of freedom (and hence Cauchy). However, for all |α 0 | ≤ 1,
Classical normal inference is therefore valid even when α 0 is in the neighborhood of 1, a parameter region for which accurate hypothesis testing has proved difficult.
A disadvantage of the QD estimator in this unviariate AR(1) setting is that the standard error is a χ 2 1 which can take on values close to zero with non-zero probability, making the t statistic ill-behaved. Adding additional moments will alleviate the problem. We consider an estimator that exploits the same moment condition but whose asymptotic properties are more stable and have intuitive interpretation.
A Linear QD Estimator
The starting point is to view the QD estimator as IV estimator using e t−k (α) as an instrument.
Instead of using y t−1 y t−k to instrument y t−1 as in OLS and IV respectively, consider using e t−k (α)
as an instrument. Notably, (i) e t−k (α) is not observed, but (ii) e t−k (α 0 ) is stationary even when y t−k is not stationary for any k ≥ 0. As we will see, stationarity of the instrument is crucial for asymptotic normality of the QD estimator.
To resolve the problem that e t−k is a latent instrument, we use the fact that the least squares estimator α OLS is always consistent for α. Thus, let e t−1 = y t − α OLS y t−1 . Conveniently, generated instruments thus not require special treatment of the standard errors subsequently. Treating e t−1 as known, let α A be such thatḡ
If k = 1 and the model is exactly identified, α A is nothing more than a simple IV estimator:
.
Consistency of α A follows from the fact that e t−1 = e t−1 + O p (T −δ ) where δ = 1 if α 0 = 1 and δ = 1/2 when |α 0 | < 1/2, and E(e t (α 0 )e t−1 (α 0 )) = 0 by assumption. The asymptotic distribution
2 (W (1) 2 + 1). As S = σ 4 in this case, we have that
The distribution of α A is symmetrically distributed, and the estimator is median unbiased. Although the distribution α A is only mixed normal when α 0 = 1,
and classical normal inference is valid even at |α 0 | = 1. The usual critical value of -1.64 and -2.32
can be used when the significance level of the test is 5 and 1 percent, respectively.
Additional moments can easily be used. Consider the feasible moment conditions:
and G A t = −y t−1 e t−1 −y t−1 e t−2 .
which again is random in view of W (1) 2 . The standardized test is still is asymptotically normal.
As α A is a instrumental variable estimator, bias increases with the number of instruments but the variance is lower.
A Modified Moment
Estimator α A is a two-step IV estimator. Consider yet another estimator
The estimator cannot be motivated from a regression context, but it is clear that if y t = α 0 y t−1 +e t , then for any |α 0 | ≤ 1 and k > 0,
For the assumed DGP, E(e t ∆y t−k ) = 0 only when E(e t e t−k ) = 0, which the same condition that underlies α A . The estimator is consistent and is again asymptotically mixed normal. Estimator α B is of course nothing more than a GMM estimator using as moments
On the other hand, when evaluated at
where
and σ 2 is a consistent estimate of σ 2 . It should be emphasized that α B is consistent when the moment condition that underlies α A is satisfied.
Estimators A and B replace e t−1 (α) by a stationary term that is no longer a function of α.
The estimators are thus fact linear. As well,Ḡ
A,B
T (α 0 ) has a limit that is bounded away from zero. Estimators A and B can be expected to be more stable than G QD 0 . All three estimators permit classical inference for all |α 0 | ≤ 1 at the cost of having a slower convergence rate, and are less efficient than OLS. However, testing if α = .95 when α 0 = .98 using α OLS is highly imprecise. It is in these situations that the proposed estimators will be of interest.
The General AR(p) Model
Both estimators above achieve asymptotic normality by using moments defined in terms of stationary variables. So far, there is no deterministic term and e t is serially uncorrelated. These assumptions will now be relaxed.
Deterministic Terms
Dealing with deterministic terms is straightforward in our setup.
GLS and recursive detrending can easily be accommodated. The population condition
where e t is the least squares residual from a regression of y t on y t−1 plus the deterministic compo-
remains normally distributed as T → ∞. Estimator α B can obtained using the moment
The extension to the linear trend case is similar, with the obvious replacement ofW (r) by W (r),
ds is a detrended standard Brownian motion.
Higher Order Autoregressive Processes
Recall that the model is (1 − αL)x t = u t , β(L)u t = e t and we have so far assumed β(L) = 1. When β(L) is a finite p-th order polynomial in L, we can rewrite the model as in Said and Dickey (1984) :
where e t is serially uncorrelated by assumption.
Notably, the parameters ρ 0 , b 0 are functions of α 0 , β 0 . Furthermore, ρ 0 < 1 when α 0 < 1. Testing if α 0 = 1 is then the same as testing ρ 0 − 1 = 0. For arbitrary ρ, b, and p,
Notice that e t depends on p. If p < p 0 , e tp will be serially correlated. Let θ = (ρ, b 1 , . . . b p ). Let e t be the least squares residual from a regression of y t on the deterministic terms and p lags of y t .
Define the sample moments used in estimation as
The interpretation of Estimators QD and A are straightforward. To better understand ρ B , define
to rewrite
Notice the dependence of e tp on p. If we know b j , then we can define the estimator
Clearly,
The estimator is consistent if it can be shown that T −1 T t=1 e tp ∆x t−k p −→0. But e tp is serially uncorrelated when p ≥ p 0 , where p 0 is the true lag length. Furthermore, ∆x t−k for any k > 0 is driven by innovations prior to t and thus uncorrelated with e tp . The estimator exploits the same property that e t (ρ, b, p 0 ) is uncorrelated with e t−k for k ≥ p 0 . In practice, b j have to be estimated.
The GMM estimator essentially performs joint estimation of ρ and b j . The result is θ B .
Proposition 2 Let y t be generated as in (2).
for some pre-specified pmax. Then as T → ∞ with
is evaluated at θ = θ 0 . In consequence, the distribution of ρ is mixed normal and classical inference is valid for all 0 ≤ |ρ 0 | ≤ 1. The practical appeal of the three estimators is that the standardized asymptotic distributions are continuous in ρ 0 . This provides a convenient way to test H 0 at various values of ρ 0 .
To illustrate the properties of the estimators, we simulate y t , as a Gaussian random walk. The data are demeaned to yield x t . We let L = 2. Notably, α B is more spread out than α A . Figure   1 presents the distribution for the ρ − 1 scaled by √ T , along with OLS (scaled by T ). The QD has Cauchy type features, but that for A and B are not far from the normal distribution. The normality approximation is quite precise when T = 1000. Figure 2 shows the t statistic corresponding to Figure 1 with the normal distribution superimposed. The problem that the t OLS is left skewed is evident. The t QD statistic has more mass at zero and is more dispersed than the normal distribution. On the other hand, t A and t B are quite closer to the normal distribution.
Lag Length Selection As with any estimator of the autoregressive model, our proposed estimators depend our choice of the lag length, p. To see how p affects inference, suppose p 0 = 2, x t = y t , so that the DGP is
Suppose that the researcher (wrongly) assumes p = 1 and uses the condition
to estimate ρ. But Eg QD t (ρ 0 ) = 0 since the error term ∆x t − ρ 0 x t−1 = e t (ρ 0 ) − b 1 ∆x t−1 is serially correlated even though e t (ρ 0 , p ) ) is an innovation. Accordingly, the parameter estimate associated with these sample moments cannot not be the minimum over all possible values of p. In this sense, p is no longer a nuisance parameter but is chosen to satisfy the moment conditions. The J test of overidentifying restrictions provides a natural guide to the selection of p. Estimates corresponding to a J test that rejects the moment conditions should be disregarded.
MA(p) Errors
So far, we have assume that e t is serially uncorrelated. Suppose
In such a case, x t does not have a finite order autoregressive representation. One approach is to take an AR(p) approximation to the AR(∞) model and then define the moments from the approximate model. But one can use the fact that if e t is an MA(q 0 ), it should be uncorrelated with e t−q 0 −k for k > 0. This suggests a more general set of moment conditions. For
One can therefore choose between using a large p to approximate the autoregressive model, or a more parsimonious ARMA process. For processes with close to moving-average unit-roots, allowing q > 0 may yield more precise estimates.
Adding Covariates
One way to improve the power of unit root test is to exploit the correlation between the error term u t and some stationary process, say ∆z t . The CADF regression, due to Hansen (1995) , is
Hansen showed that if the parameters in (10) are estimated by OLS, the t statistic for testing ρ = 0 is a mixture of a standard normal distribution (due to the regressor ∆z t ) and a Dickey-Fuller distribution (due to the regressor y t−1 ), with weights measured by the relative contribution of ∆z t to u t . Elliott and Jansson (2003) showed that tests that exploit information in the covariates are much closer to the power envelope than tests that do not, but that tests in this class tend to have a non-Gaussian component. The Dickey-Fuller piece is a consequence of least squares estimation.
Covariates is straightforward to implement in our framework. Let e t be the least squares residuals from a regression of y t on p lags of y t , r lags of ∆z t , and the deterministic terms. Let
Define the estimator as
Let Avar( θ A ) be defined as in Proposition 2, and let
Estimators B can analogously be defined from E(e t ∆y t−k ) = 0 for k = 1, . . . L. But now, we need L ≥ p + s for identification.
Simulations
To illustrate the finite sample properties of estimators, we simulate data as follows:
or equivalently, Table 1a reports the mean estimates along with the J test for overidentifying restrictions for the intercept model. The negative bias in OLS when the data are highly persistent is well known, but our proposed estimators are not immune to this problem. The bias in α B at α 0 = 1 is in fact larger than OLS. The QD upward biased when p = p 0 = 1 but is actually more accurate when p is assumed to be two. The last panel of Table 1 reports the J statistic. The test has the correct size when the correct lag length is assumed, and remains so if p > p 0 = 1.
The true lag length under DGP 2 is two. Interestingly, the J tests reject the model and favor an AR(3) model. This suggests that in finite samples, the correct lag length does not necessarily imply more precise estimates. We use four moments to estimate the parameters of an AR(3) model. The model is correctly specified, the J tests do not reject the model, and the estimated sum of the autoregressive parameters are very precise. The model is then wrongly assumed to be an AR(1).
The estimates are upward biased, the J tests reject the moment, showing that the J test can serve as a lag length selection device.
For DGP 3, we first use an AR(2) model to approximate the AR(∞) model, which will be inadequate when ψ is large. The J tests strongly reject the model when ψ = .5, and less strongly when ψ = −.5. We then set p = 1, q = 2, L = 1 to allow for moving average errors. The J test now (correctly) fails to reject the moment conditions defined byḡ QD andḡ A . These moments provide quite precise point estimates of λ 1 (being 1 or .8) is quite accurate. However, Estimator B, which is not specifically designed for moving-average errors, gives inaccurate estimates.
We consider three hypothesis. The t statistic will be denoted t 0 , t 1 , t 2 respectively. The asymptotic 5% critical value is used in all cases except when the least squares estimator is used in t 3 . In that case the critical value is -2.86 in the intercept only case and -3.41 when a trend is also allowed. We denote this case as the ADF. The results for the intercept model are reported in Table   2 . We only report results when the model is not rejected by the J tests.
The rejection rates for t 1 correspond to the finite sample size for testing ρ = ρ 0 . The well documented size distortion due to OLS when ρ 0 is close to 1 is evident. All three estimators lead to much improved size. When ρ 0 is between .9 and 1, estimators QD and A still lead to tests with distorted sizes, but Estimator B yields accurate inference. The rejection rates for t 3 correspond to the size of a unit root test. Estimator B again yields the most accurate inference. Not surprisingly, its power is lower than the Dickey-Fuller test. The ADF/OLS and B have rejection rates of .35 and .13 respectively at ρ 0 = .95. The apparent cost of being able to perform inference robust to α 0 being on the unit circle is a loss of power.
The rejection rates for t 2 indicate the power of a one-sided test of ρ = .95 against the alternative that ρ > .95. Because α QD is upward biased, t QD is distorted even in large samples. The rejection rates for t 3 correspond to the size and power of unit root tests. Here, the power loss of the proposed estimators compared to OLS is evident. Autoregression based unit root tests have distorted size in this parameter range. See Schwert (1989) , Ng and Perron (2001) . Yet, t A and especially t B have good size and power even when θ = −.5. Explicitly modeling the moving-average error structure appears to be a promising approach. Table 3 report results for the time trend model. In this case, estimators QD and A have size distortion at T = 200, while B remains quite accurate. We have not experimented with GLS detrending, which might make the tests more accurate. All things considered, we find Estimator B to yield the most precise inference but that A is more powerful. Both yield tests with smaller size distortion than the QD and certainly OLS when hypothesis about ρ near unity.
Ultimately, the proposed estimators are useful only if the potential for a more accurate size when the data are highly persistent does not come at the cost of power low outside of the persistent range. Table 4 reports the finite sample power for one sided tests at α 0 − .05 and α 0 − .10, for values of α 0 ranging fro -.5 to 1 . Notice that when ρ 0 is far from 1, such as .5, the power of OLS, QD, and A are quite similar, though the power of B is somewhat lower. As there does not exist a test in the literature that can yield correct inference both when ρ 0 is close to 1 and when ρ 0 = 1, the proposed estimators can be useful in testing if α is .95 or .98 to supplement information from unit root tests.
Consider the regression model with K regressors y t = x t−1 β + u yt (11)
where e yt ∼ (0, σ 2 y ), e xt ∼ (0, σ 2 x ) cov(e xt , e yt ) = σ xy , cov(e xt−j , e yt−k ) = 0∀j, k = 0. If |α y | < 1 and |α x | < 1, (y t , x t ) are both stationary, √ T consistent and asymptotically normal estimates can be obtained if u yt is uncorrelated with x t−1 . If α x = 1 and u yt is stationary, (y t , x t ) are both I(1).
Then (1 − β) is a cointegrating vector, and least squares provide super-consistent estimates but inference is non-standard. If x t is I(1) and u yt is also I(1), the regression is spurious. The challenge facing practitioners is that it is not easy to establish if any of these variables are strictly I(1) or I(0). The question is how to do inference that is robust to the dynamic properties of the data.
Single Equation Approach
Suppose u yt is known to be serially uncorrelated so that u yt = e yt , but u xt is serially uncorrelated.
OLS uses the moments

Eg
OLS t
(β) = E(x t−1 e yt (β)) = 0.
As is well known, the asymptotic distribution of β OLS is non-standard if x t is highly persistent and possibly non-stationary. Consider instead
Stationarity of e t enables an application of central limit theorem so that some hope remains for achieving asymptotic normality. As in the univariate AR(p) model, we also consider g A kt (β) = e xt−k e yt and g B kt = ∆x t−k e yt where e xt is the least squares residual from a regression of y t on x t−1 , and e xt = e xt + O p (T −1/2 ).
Using arguments analogous to the AR(1) model, one can show that
where s A and s B = are the asymptotic variance ofḡ A (β 0 ) andḡ B (β 0 ) respectively, K A and K B are random if α x = 1. However, the t statistic is
where Avar( β A,B ) are the estimated asymptotic variances. Estimation of the nuisance parameters such as the long-run variance is not necessary. These are all implicit inḠ A,B (β).
The QD estimator is also valid when u y is possibly non-stationary, in which case the regression is spurious. Define ∆ αy = (1 − α y L). We have ∆ αy y t = ∆ αy x t−1 β + e yt .
Let θ = (α y , β) and
where e yt = ∆ e αy u t , u t = y t − βx t−1 , β is obtained from least squares regression of ∆y t on ∆x t−1 , and α y is obtained by least squares from a regression of u t on u t−1 . When L = 1, it is easy to see
is consistent for β whenever ∆ e αy is evaluated at a consistent estimate of α y0 . The moment conditions g B enables joint estimation of α y and β.
So far, the estimators of β have not exploited information in the marginal distribution of x. This is because the dynamic relation between e yt and e xt are often unknown a priori. We now consider a more versatile approach that exploits more information.
Systems Estimation
Consider again the model defined by (11) where α x is possibly on the unit circle but α y is known to be zero a priori. Then θ = (β, α x , σ 2 x , σ 2 y , σ 2 xy ) . Let w t = (∆ αx y t , ∆ αy x t ) and Ω(j) = E(w t w t−j ) be the autocovariance of the quasi-differenced variables at lag j as implied by the model. In the present example,
and Ω(1) = β 2 σ 2 xy 0 0 0 .
Let Ω d (j) be j-th sample autocovariance of the data quasi differenced at α x . We need at least five moments for identification. Let ω(θ) ⊂ (vech(Ω(0)(θ), vech(Ω(1)(θ)) and ω d (α x ) be the corresponding sample autocovariances. Let
. This is nothing more than a GMM estimator, but has the important feature that even if the observed data are non-stationary, g t (w t ; θ 0 ) is stationary and √ Tḡ(θ 0 ) obeys a central limit theorem. If the data are stationary andḠ QD T (θ 0 ) converges to a non-random matrix G QD 0 , and θ QD has the usual large sample properties of GMM as derived in Hansen (1982) . When one or more components of (y t , x t ) are non-stationary,Ḡ QD T (theta 0 ) will have a random limit, and hence θ QD is mixed normal. But so long as
The t statistic is asymptotic normal.
An important feature of the moments is that they are defined by w t , the quasi-differenced data. The AR(1) model considered in Section 2 is just a special case. Quasi-differencing has a long tradition in econometrics and underlies GLS estimation. Canjels and Watson (1997) found that quasi-differencing gives more precise estimates of the trend parameters when the errors are highly persistent. Pesavento and Rossi (2005) suggest that for such data, quasi-differencing can improve the coverage of impulse response functions. In both studies, the data are quasi-differenced at α =ᾱ which is fixed at the value as suggested by the local to unity framework. In our analysis, this parameter is itself being estimated.
The QD estimator can be made robust to possible non-stationarity in the regressors and the errors of the model. In the above example, we would quasi-differenced the data by
More generally, let Θ be a K × 1 vector of parameters of interest. If the model has state space representation
the autocovariances are defined by
These autocovariances are functions of Θ to the extent that Π depends on Θ.
In DSGE models, (12) would emerge after solving the model, such as by the QZ decomposition.
We want to estimate some or all of the Θ parameters in (11) while being agnostic as to whether shocks are permanent or transitory. A slight variation of the quasi-differenced framework makes this possible. Let α 1 , . . . , α n be the largest autoregressive root of the n shocks in the structural
The QD Estimator: Initialize α j , j = 1, . . . n to yield ∆ α .
1: Compute ω d (α), the unique sample covariances of the data quasi-differenced by ∆ α .
2 For a given Θ, compute ω(Θ), the analytical covariances and autocovariances implied by the quasi-differenced representation of the model.
Again, G QD T (Θ 0 ) will converge to a random matrix when α j = 1 for some j. But so long as ∆ α 0 Y t is stationary whether or not Y t is stationary,ḡ(Θ 0 ) will obey a central limit theorem and √ T consistent estimates of Θ whose t statistics are normally distributed can be obtained.
Simulations
We consider two examples. The first is a regression with one possibly non-stationary regressor (as in predictive regressions). The second is a system of three equations driving by a possibly non-stationary common shock (as in DSGE models).
Example 1
The data are generated as in Jansson and Moreira (2006) .
with e yt ∼ N (0, 1), e xt ∼ N (0, 1). The objective is to test H 0 : β = 0. For estimator A, e xt are the least squares residuals from a regression of x t on x t−1 . We consider two sets of instruments.
Estimator A 1 uses e t t − 1 and e t−2 as instruments, while A 2 also uses e t−3 . For estimator Bm we use ∆y t−j and ∆x t−j as instruments, with j = 1, 2 in B 1 , and j = 1, 2, 3 in B 2 . Figure 5 shows the distribution of the t statistic for T = 200 at α x = 1. Evidently, the normal distribution is a reasonably good approximation to the finite sample distribution of all tests except OLS. 2 Table 5 shows that OLS exhibit substantial bias when α is close to but not equal to one, while the QD as well as estimators A and B are quite well behaved. Power is evidently increasing in the number of moments, and tests based on A are significantly more powerful than B. Estimator A with a suitable choice of the number of moments can thus achieve a good size with limited loss of power.
Example 2 To assess the properties of the QD estimator, we consider one sector stochastic growth model with inelastic labor supply. The problem facing the central planner is to maximize
(1−α)
where Y t is output, C t is consumption, K t is capital, L t is labor input, Z t is the level of technology, and Q t is a labor supply shock. We allow ρ z to be on the unit circle.
Additional results can be found in Gorodnichenko and Ng (2007) , where we used the covariance structure of quasi-differenced data to estimate parameters of various DSGE model when it is not known a priori whether shocks are permanent and transitory. The results suggest that the estimates are precisely estimated and the normal distribution is a reasonable approximation to the finite sample distribution of the estimator even when the shocks are strongly persistent.
Summarizing, the classical properties of our estimator comes from the use of quasi-differenced data since ∆ α Y t and such data are stationary for all |α j | ≤ 1, j = 1, . . . n. This avoids or at least substantially alleviates inferential problems that usually complicate inference when the data are persistent. Expressing the moments in terms of e yt enables conditionally normal inference even if
x t is non-stationary. In effect, we can obtain √ T consistent and asymptotically normal estimates of the cointegrating vector when x t is I(1), and we can conduct classical preference on β when x t is nearly I(1).
Conclusion
In this paper, we suggest that moments based on quasi-differenced data can be used to derive estimators with classical properties. Quasi-differencing renders possibly non-stationary processes stationary so that classical limit theorems can be applied. But it is also because of this that the estimates are √ T consistent and not super-consistent as would be the case when the level of the data are used. The advantage of this slower convergence rate is the asymptotic normality. The inconvenience of non-standard inference that is characteristic of analysis associated with integrated data can be avoided.
Appendix
We begin with the following Lemma, taken from Wu (1981) :
Lemma 1 Let θ be the parameter of interest and θ 0 denote the true value of θ. Suppose that for any δ > 0 lim inf
Then θ T a.s.
−→θ 0 (or in probability) as T → ∞.
Without loss of generality, let L = 1 with j = 1.
Note that when α = α 0 < 1, G T (α) = O p (1) for all |α 0 | ≤ 1 even thoughR T (α) and γ(j) are both
p −→γ(0) when |α 0 | < 1, and when α 0 = 1,
Proof of Proposition 1
When α 0 is strictly bounded away from 1, Assumptions A and B hold and consistency follows by standard arguments. For the limit distribution, √ Tḡ 1 (α 0 ) ∼ N (0, 1) and G 0 = 1. We have
When α 0 = 1, we consider the quadratic approximation Q T (α):
The condition for Lemma 1 is satisfied and α p −→α.
To obtain the limit distribution, consider a sequence of local neighborhoods s such that α = α 0 + T −1/2 s. Then given consistency,
The limit objective function is
and depends on α via s only through the last term. The distribution of
. The stated result follows by noting that
Proof of Proposition 2
Consider Estimator B:
Since ∆y −1 = e t−1 when α 0 = 1, the numerator satisfies
nator is y t−1 e t−1 = (y t−2 +e t−1 )e t−1 . Now
Thus, the denominator converges to σ 2 2 (W (1) 2 + 1). To show that the t statistic is asymptotically normal even though α is only conditionally normal, we need to show that the numerator and the denominator of the t statistic are independent. For this, we need to consider the joint distribution of T −1/2 T t=1 e t−1 e t T −1 T t=1 y t−1 e t−1 .
Their covariance is
e s−1 e s T t=1 y t−1 e t−1 .
Since y t−1 = t j=1 e j−1 , this covariance is non-zero only if s = t. In this case,
The two terms are asymptotically uncorrelated.By the Brownian motion property of the denominator and asymptotic property of the numerator, the two terms are also asymptotically independent.
By continuous mapping, the ratio has a limit 2(1 + W (1) 2 ) −1 N (0, 1).
When |α 0 | ≤ 1, the denominator is
Consider now the numerator. Now T −1 T t=1 e t ∆y t−1 p −→E(e t ∆y t−1 ) = 0 by the law of iterated projection and var(∆y t ) = 2Γ y (0) − 2Γ y (1) = 2 σ 2 (1+α 0 ) . It follows that var(e t ∆y t−1 ) = 2σ 4 /(1 + α 0 ). Combining the results, Table 2 Rejection Rates Using 5% Asymptotic Critical Values (Intercept Only). y t = βx t−1 + e yt e yt ∼ N (0, 1) x t = αx t−1 + e xt e yt ∼ N (0, 1) α = 1 + c/T, cov(e yt , e xt ) = ρ.σ x σ y . T ρ α OLS QD A 1 A 2 B 1 B 2 H 0 : β = 0, H 1 : β < 0 
