ABSTRACT Exchanged hypercube EH (s, t) is a typical hypercube variant, which is built up by systematically removing a range of edges from hypercube Q s+t+1 . EH (s, t) preserves several advantages of hypercube and has better properties in terms of diameter and cost. Diagnosability and conditional diagnosability have been two important measures of self-diagnostic capability. Normally, conditional diagnosability is several times higher than its diagnosability because conditional diagnosability neglects the occurrence of low probability. In this paper, we study the properties of EH (s, t) and present some elementary topological and connectivity theorems. Then, based on the above results, we determine its conditional diagnosability under the MM* model.
I. INTRODUCTION
With the continuous advances in VLSI, a multi-processor computer system may possess a large plurality of processors. Obviously, working in such a multi-processor system the occurrence of processor faults is unavoidable. Therefore, it is important and necessary to make a systemlevel diagnosis [1] . Several preliminary studies have been published in [1] - [4] .
Several models of diagnosis have been proposed, of which the two most well-known are the PMC (Preparata, Metze, Chien) model [1] and the MM* (Maeng, Malek*) model [5] . In the PMC model, each processor can test its neighbors and classify them as correct (fault-free) or not. As a new generalization of the PMC model, the MM model has better operability for comparisons can be made easily [6] . In the MM model, each processor (called a comparator) has the capacity to send the same testing task to its two neighbors and then compares their feedbacks. A disagreement over a comparison by a fault-free processor implies that there exists at least one fault between the comparator and its two neighbors, otherwise the outcome is unreliable. In 1992, Sengupta and Dahbura [6] proposed a new generation special MM model, known as the MM* model. In the MM* model, all the tests must be carried out as necessary.
It is generally known that hypercube Q n is a powerful parallel architectures for its interconnection features. The exchanged hypercube EH (s, t) is a hypercube variant, which is obtained from Q s+t+1 by systematically removing some edges [7] . Therefore, EH (s, t) is a subgraph of Q s+t+1 and retains better properties of the hypercube in terms of lower diameter, better cost effectiveness, and lower interconnection complexity. More desired properties of EH (s, t) were studied in [8] - [11] .
Given a syndrome, all of the faults can be detected without replacement in a t-diagnosable system, where total number of faults is not more than t. Let t(S) be the diagnosability of system S. t(S) is the maximum value of t such that S is t-diagnosable. In almost all large-scale multi-processor computer systems, it is reasonable to suppose that each processor containing no less than one fault-free neighbor. Motivated by this, Lai et al. [12] presented a new measure named conditional diagnosability for diagnosis. The conditional diagnosability of hypercube and its variant networks has been investigated [12] - [30] , such as hypercube, balanced hypercube, folded hypercube, Bijective Connection(BC) networks, matching composition networks(MCNs), etc.
In this paper, we explore some structural features of EH (s, t) and prove some important connectivity properties of EH (s, t). Based on these results, we discusses its conditional diagnosability. We determine the conditional diagnosability of EH (s, t) under the MM* model is 3s − 2 for t ≥ s > 2.
In the next section, we introduce some useful preliminaries. Then, section 3 presents some elementary topological and connectivity properties of EH (s, t). In section 4, our main result is given and proved. Finally, in the last section, we make a conclusion.
II. PRELIMINARIES
A multi-processor system is often represented by G(V , E) with vertex set V and edge set E. Let deg(x) be the degree of vertex x. δ(G) is the minimum degree of G. For a vertex x ∈ V , N (x) denotes all its neighbors, and
where G−F is disconnected and classical vertex connectivity k(G) = min{|F|}, F is a vertex cut of G. It is common knowledge that k(G) ≤ δ(G). The hamming distance is used to evaluate the similarity between two vertices, hamming distance H (x, y) is the number of places in which they disagree.
A. THE MM* MODEL
In this model, a system is represented as M (V , L) with vertex set V and labeled edge set L. A labeled edge (x, y) z ∈ L is a comparison of two tests (z, x), (z, y) ∈ E(G). The test result of (x, y) z , written as σ ((x, y) z ), is 1 if the two test results are not consistent; otherwise, is 0. The set of all comparison results is called a syndrome σ . The outcome matrix of MM* model are summarized in Table 1 . 
B. CONDITIONAL DIAGNOSABILITY
A faulty set is a set of all the faulty vertices. For a faulty set F, σ (F) denotes all the possible syndromes that could be produced by F. Lemma 1 [6] :
Under the MM* model, (F 0 , F 1 ) is distinguishable iff one of the following holds(see Figure 1 ):
(1) There exists one vertex y ∈ F 0 F 1 and x, z ∈ V (G)
(2) There exists one vertex z ∈ V (G)
It is common knowledge that the diagnosability is impossible to be more than its minimum degree. In order to improve diagnosability, a new measure named conditional diagnosability was introduced, which implies that all neighbors of any vertex do not fail simultaneously [12] . Faulty set F is a conditional faulty set if N (w) ⊆ F for any w ∈ V . A system is conditionally t-diagnosable if each pair of distinct conditional faulty sets (F 0 , F 1 ) is distinguishable, for |F i | ≤ t, i = 0, 1. The conditional diagnosability of G, written as t c (G), is the maximum number of t such that G is conditionally t-diagnosable [12] .
Lemma 2 [32] : Given a graph G with δ(G) ≥ 2, let F 0 and F 1 be two arbitrary distinct conditional faulty sets with F 0 ⊂ F 1 , then (F 0 ,F 1 ) is distinguishable under the MM* model. Some important topological properties of EH (s, t) are as follows:
C. EXCHANGED HYPERCUBE

Exchanged hypercube EH
Lemma 3 [7] : For a vertex x ∈ V (EH (s, t)), Lemma 4 [7] : An EH (s, t) can be partitioned into two
By Lemma 4, it is easy to decompose an
There are 2 s+t−1 edges between L and R. V (L) can be further divided into two subsets A and B, where
Similarly, V (R) can be further divided into two subsets C and D, where
Therefore, Table 2 summarizes the rules of "what type of edge does (u, v) belong to". As shown in Figure 5 , There are three perfect matchings in EH (s, t) induced by A ∪ B, A ∪ C, and C ∪ D. A path x 1 -x 2 -x 3 -x 4 of length 4 with x 1 ∈ B, x 2 ∈ A, x 3 ∈ C, and x 4 ∈ D, such that (x 1 , x 2 ), (x 2 , x 3 ), (x 3 , x 4 ) ∈ E(EH (s, t)), is a horizontal straight line(see Figure 5 ). Hence, we have 2 s+t−1 disjoint horizontal straight lines in an EH (s, t). Lemma 5 [7] : EH (s, t) ∼ = EH (t, s), where ∼ = denotes the isomorphic operator.
Lemma 6 [10] : k(EH (s, t)) = s + 1, t ≥ s ≥ 1.
III. TOPOLOGICAL AND CONNECTIVITY PROPERTIES OF EXCHANGED HYPERCUBE
In order to study EH (s, t)), we present the following important topological and connectivity properties that are used in the rest of the paper. 
Proof: For any two distinct vertices of hypercube share at most two common neighbors [12] and EH (s, t) is a subgraph of Q s+t+1 , we have
Theorem 5: For any vertex
, where x 1 ∈ A, x 2 ∈ B, x 3 ∈ B, and x 4 ∈ A, x 1 -x 2 -x 3 -x 4 -x 1 is not a cycle of length 4. Proof: Assume that x 1 -x 2 -x 3 -x 4 -x 1 is a cycle in EH (s, t), as shown in Figure 6 . Let Proof:
As shown in Figure 7 Proof: Theorem 8:
Proof:
Therefore, there exists a cycle of length 5 (x − x − z − y − y − x)(see Figure 9) , which contradict the fact that there are no cycles of odd length in EH (s, t) (see Theorem 3). Then, 
IV. THE CONDITIONAL DIAGNOSABILITY OF EXCHANGED HYPERCUBE UNDER THE MM* MODEL
In this section, we explore our main result.
Hence, the result holds for t = s = 2. Assume that the result holds for
Exactly the same as before, we decompose an
Case 1. |F 0 | = s − 2 and |F 1 | = 0 (similarly, |F 0 | = 0 and Since 
− F 1 are both connected. As shown in Figure 5 , there are 2 s+t−1 edges between L and R. Therefore, there are at least
Theorem 10:
Proof: Figure 5) . Hence, the result holds for t = s = 2. Assume that it is true for EH (s − 1, t), we need to prove that
Exactly the same as before, we may partition an
Since (x, y) ∈ E(EH (s, t)), x ∈ A and y ∈ C. By The- 
and R − {x c }. 
Case 2.2.
Case 2.2.2. z ∈ B Without loss of generality, there are the following possibilities: 
Therefore, for any z ∈ V (L)−N [x, y]−F 0 , z is connected to R−(N (x)∩C)−(N (y)∩C). This implies that L −N [x, y]−F 0 is connected to R−(N (x)∩C)−(N (y)∩C). Then, EH (s, t)−
For F ⊂ V (EH (s, t)), there are some useful results on EH (s, t) − F as follows: Theorem 11: For any vertex set S ⊂ V (EH (s, t)) with |S| ≤ 2s − 1, at least one of the following holds:
(
1) EH (s, t) − S is connected; (2) EH (s, t) − S has exactly two connected components, one is trivial and the other is nontrivial.
Proof: Exactly the same as before, We decompose an
Let y be an arbitrary vertex of V (L) − S 0 − {x}. then each horizontal straight line in subgraph P(see Figure 16 ) has at least one vertex in S. There are t −1+1+t −1+1 = 2t horizontal straight lines in subgraph P. Hence, |S| ≥ 2t ≥ 2s, a contradiction. So, y is connected to R − S 1 .
Hence
∈ S, then similar to Case 1.1.1, we obtain |S| ≥ 2s, a contradiction. Otherwise x ∈ S, since N (x) ⊂ S and x ∈ S, we have N (x) ∩ A ⊂ S. Similar to Case 1.1.2, we can conclude |S| ≥ 2s, a contradiction. Therefore, x is connected to R − S 1 . Case 2.2. x ∈ B If N (x) ∩ A / ∈ S, then similar to Case 1.1.1, we have |S| ≥ 2s, a contradiction. Otherwise, N (x)∩A ∈ S, since N (x) ⊂ S, we have N (x) ∩ B ⊂ S. Similar to the proofs of Case 1.2, we can conclude |S| ≥ 2s, a contradiction. Therefore, x is connected to R − S 1 .
Consequently, EH (s, t) − S is connected. Condition (1) is true.
The theorem holds. Theorem 12: If S is a conditional faulty set of EH (s, t) with |S| ≤ 3s − 3 and t ≥ s > 2, then EH (s, t) − S satisfies one of the following:
(1) EH (s, t) − S is connected; (2) EH (s, t) − S has exactly two connected components, one is a edge of EH (s, t) and the other has 2 s+t+1 − |S| − 2 vertices.
Proof: Exactly the same as before, we decompose an
Without loss of generality, let |S 0 | ≥ 2s−2. Then, we have 
, as shown in subgraph P(see Figure 17) . If u is disconnected from R − S 1 , then each horizontal straight line in subgraph P has at least one vertex in S. Therefore, |S| ≥ 3s−1, a contradiction. So, u is connected to R − S 1 . EH (s, t) − S is connected and condition (1) holds. 
Therefore, there are at least 3(t − 2) + 1 + 3 ≥ 3t − 2 ≥ 3s − 2 horizontal straight lines which pass through a vertex of N [u, v, w] , as shown in subgraph P(see Figure 20) . If u is disconnected from R − S 1 , then each horizontal straight line in subgraph P has at least one vertex in S. Therefore, |S| ≥ 3s − 2, a contradiction. If u ∈ B, since {u} is a trivial component of L − S 0 , we have N (u) ⊂ S, which contradicts the condition that S is a conditional faulty set of EH (s, t). Therefore, u ∈ A. Similarly,
∈ S 1 and v a / ∈ S 0 because S is a conditional faulty set of EH (s, t). Since R−S 1 has exactly two connected components:
− 2 edges between L − {u} and R − {v}. Since 2 s+t−1 − 2 > 3s − 1 ≥ |S| for t ≥ s > 2, there exists a edge {x, x} such that x ∈ L − S 0 − {u} and x ∈ R − S 1 − {v}. So, EH (s, t) − S is connected. Condition (1) is true.
Case 2. There exists a edge (u, v) ∈ E(EH (s, t)), such that N (u, v) ) is connected, which implies that EH (s, t) − {u, v} − S is connected. So, EH (s, t) − S has exactly two connected components, one is an edge (u, v) and the other is EH (s, t) − {u, v} − S, such that EH (s, t) − {u, v} − S has 2 s+t+1 − |S| − 2 vertices. Condition (2) holds.
Let F 0 and F 1 be any two distinct conditional faulty sets of EH (s, t), There are two important distinguishable properties as follows:
Theorem 13:
Proof: Since F 0 and F 1 are distinct, we have |F 0 −F 1 | > 0 or |F 1 − F 0 | > 0. Without loss of generality, let |F 0 − F 1 | > 0 and x be an arbitrary vertex of F 0 − F 1 .
Since F 1 is a conditional faulty set, N (x) ⊂ F 1 . We have a vertex y ∈ N (x) − F 1 , which implies (x, y) ∈ E(EH (s, t)). Suppose x / ∈ H , then y / ∈ H . Since F 0 and F 1 are distinct, |F 0 ∩ F 1 | ≤ 3s − 3. By Theorem 12 and x, y / ∈ H , EH (s, t) − (F 0 ∩ F 1 ) has exactly two connected components, one is edge (x, y) the other is EH (s, t)
Therefore, only need to consider the case that |F 0 − F 1 | ≥ 1 and |F 1 − F 0 | ≥ 1. Let X = F 0 ∩ F 1 , then X is also a conditional faulty set of EH (s, t). Since F 0 = F 1 , we have |X | ≤ 3s − 3. We assume that H be the maximum component of EH (s, t) − (F 0 ∩ F 1 ). By Theorem 12, at most two vertices of EH (s, t) − X may not belong to H . So, |H | ≥ |V (EH (s, t) This completes the proof.
In the following, we shall explore t c (EH (s, t) ). Theorem 15: t c (EH (s, t)) ≤ 3s − 2, t ≥ s > 2
Proof: By Theorem 2, let x 1 − x 2 − x 3 − x 4 − x 1 be a cycle of length 4 where x 1 , x 2 ∈ A and x 3 , x 4 ∈ C(see Figure 22 ). Let F = N (x 1 )∪N (x 2 )∪N (x 3 ), F 0 = F −{x 2 , x 3 }, and F 1 = F − {x 1 , x 3 }, we have |F 0 | = |F 1 | = 3s − 1 and |F 0 − F 1 | = |F 1 − F 0 | = 1. By Lemma 1, F 0 and F 1 are two distinct and indistinguishable conditional faulty sets. Then, EH (s, t) is not conditionally t(t = 3s−1)-diagnosable. Hence, t c (EH (s, t) (EH (s, t) ) ≥ 3s − 2 for t ≥ s > 2.
By Theorem 15 and 16, our main contribution is as follows: Theorem 17:t c (EH (s, t)) = 3s − 2 for t ≥ s ≥ 2.
V. CONCLUSIONS
Compared to hypercubes, exchanged hypercube EH (s, t) possesses some properties superior to the hypercube, such as diameter, links and cost. In this paper, the conditional diagnosability of EH (s, t) is studied. By exploring some structural and connectivity properties of EH (s, t), we have obtained several important connectivity theorems. Then, apply those technical theorems, we have proved that t c (EH (s, t)) = 3s−2 for t ≥ s > 2
