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Resumo
A proliferação dos meios de comunicação social na Web, tais como blogs, fóruns de dis-
cussões, sites de avaliação de produtos, microblogs e redes sociais, proporcionou um volume
de dados opinativos armazenados em formato digital nunca visto na história da humanidade.
Esta quantidade de dados, em sua grande maioria não estruturados, tem trazido vários de-
safios e oportunidades para a comunidade acadêmica e o mundo dos negócios, haja vista a ne-
cessidade de compreender, de forma automática, os sentimentos das pessoas a respeito de um
produto, um serviço ou mesmo sobre pessoas ou fatos, para auxiliar no processo de tomada
de decisão. Nos últimos anos, surgiram várias contribuições científicas para resolver proble-
mas relacionados à análise de sentimentos. No entanto, poucas propostas consideram o fator
espaço-temporal, isto é, a localização geográfica da fonte de informação ou da própria infor-
mação, bem como as possíveis mudanças de opinião ao longo do tempo. Os trabalhos que
consideram o fator espacial tomam como base mensagens já geocodificadas, contudo, são
poucas as fontes de informações que dispõem de mensagens georeferenciadas. Neste con-
texto, este trabalho propõe uma abordagem de análise de sentimentos que explora os fatores
espaço-temporal para melhor sumarizar o sentimento detectado em uma grande quantidade
de microtextos obtidos da Web. A abordagem utiliza técnicas de Recuperação da Informação
Geográfica (GIR) e técnicas de Análise de Sentimentos para detectar localizações geográfi-
cas e a polaridade dos sentimentos através de evidências textuais contidas nos microtextos,
oferecendo mecanismos de visualização espacial do sentimento em diversas regiões geográ-
ficas. A análise espaço-temporal possibilita visualizar mudanças de sentimento ocorridas em
diversas regiões geográficas ao longo do período analisado.
ii
Abstract
The dissemination of social communication means on the Web, such as blogs, discussion
forums, product evaluation sites, microblogs and social networks, provides a never before
seen volume of opinionative data in digital format. Not structured in its majority, this amount
of data, has brought several challenges and opportunities for the academic community and
the business world, considering the need for understanding, in an automatic form, people’s
sentiments concerning a product, a service or even other people or facts, in order to facilitate
the decision making process. In the recent years, several scientific contributions to solve
sentiment analysis related problems were suggested. However, only a few of them consider
the spatial-temporal factor, which is the geographical location of the information source
or even of the information itself, as well as the possible opinion changes throughout time.
The works that consider the spatial factor often assume the messages are already geocoded.
However, it could be a problem, since only a few information sources provide georeferenced
messages. In this context, this work proposes a sentiment analysis approach which explores
the spatial-temporal factor in order to better summarize the sentiments detected in a great
amount of microtexts obtained from the Web. The approach uses Geographic Information
Retrieval (GIR) and Sentiment Analysis techniques for the detection of geographic locations
and sentiment polarity through textual evidences contained in the microtexts. The spatial-
temporal analysis enables the visualization of sentiment changes which occurred in several
geographic regions throughout the analyzed time period.
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Capítulo 1
Introdução
Com a rápida evolução da Web ocorrida nos últimos anos, o conteúdo digital não estruturado
também cresceu drasticamente devido à quantidade de usuários e à forma interativa com a
qual estão utilizando a Internet. Somente no Brasil, já são mais de 94,2 milhões1 de pessoas
que usam a Internet. Considerando o acesso à Internet no mundo, estatísticas apontam mais
de 2,4 bilhões2 de pessoas. O fato é que estamos vivenciando uma era de conectividade
social, onde as pessoas estão ficando cada vez mais entusiasmadas com a forma de interagir,
compartilhar e colaborar através de redes sociais, comunidades on-line, blogs, wikis e outras
mídias colaborativas on-line.
A crescente interatividade entre os serviços oferecidos na Web e os seus usuários gera
uma enorme quantidade de informação. Com esta nova forma de usar a Web, chamada de
Web 2.0, os usuários não navegam simplesmente na Web, eles contribuem ativamente com o
seu conteúdo através das aplicações [1], colaborando assim para a formação de uma inteli-
gência coletiva [2]. A Web 2.0 proporcionou uma proliferação de informação não estruturada
através de blogs, fóruns de discussões, sites de avaliação de produtos on-line, microblogs e
redes sociais das mais diversas, trazendo assim novos desafios e oportunidades na busca e
na recuperação da informação [3]. Essa inteligência coletiva se espalhou para diversas áreas,
especialmente nas relacionadas com a vida cotidiana, tais como comércio, turismo, educação
1Pesquisa realizada pelo IBOPE Media, realizada no terceiro trimestre de 2012. Fonte:
http://www.ibope.com.br/
2Dado referente ao ano de 2012 divulgado pelo Internet World Stats. Disponível em:
http://www.internetworldstats.com/stats.htm
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2e saúde, fazendo com que a Web Social expanda exponencialmente [4]. Deste modo, com-
preender o que as pessoas estão pensando ou suas opiniões é fundamental para as tomadas
de decisões, principalmente neste contexto em que as pessoas expressam seus comentários
de forma voluntária no intuito de cooperar umas com as outras.
No contexto do comércio eletrônico, muitas pessoas utilizam a Internet para verificar
opiniões ou avaliações de outras pessoas antes de comprar um produto. A procura por co-
mentários e avaliações de produtos em sites é uma prática muito comum, uma vez que essas
opiniões, sejam positivas ou negativas, influenciam muito na decisão do comprador. Neste
sentido, do ponto de vista do comprador, os comentários positivos lhe deixam mais confor-
tável na decisão da compra; por outro lado, do ponto de vista do vendedor ou fabricante,
os comentários negativos o direcionam no melhoramento do seu produto ou serviço [5]. O
fato é que as opiniões têm um fator decisivo na hora da compra. No entanto, a quantidade
de comentários tem crescido rapidamente, tornando impossível a análise manual de todos
os dados. Em alguns produtos mais populares, o número de comentários/avaliações chega
a centenas ou mesmo milhares. Tanto os clientes quanto os fabricantes e vendedores cor-
rem o risco de deduzir conclusões equivocadas mediante leituras reduzidas de comentários,
proporcionando assim alguma decisão tendenciosa [6]. Desse modo, a automatização da
descoberta de opinião e sumarização é extremamente necessária.
Compreender os sentimentos das informações produzidas na Web de forma automática
não é uma tarefa trivial, tratando-se de um problema de Processamento de Linguagem Na-
tural [7]. As informações normalmente não estão estruturadas, pois foram produzidas por
humanos para a interpretação humana. Então, para extrair o sentimento de um texto é ne-
cessário compreender a maioria das regras explícitas e implícitas, regulares e irregulares,
sintáticas e semânticas da própria língua/idioma.
Segundo Liu [8], a análise de sentimentos3, também conhecida na literatura por mine-
ração de opinião, é o campo de estudo que analisa as opiniões das pessoas, sentimentos,
avaliações, atitudes, e emoções a favor das entidades, tais como produtos, serviços, organi-
zações, indivíduos, questões, eventos, tópicos e seus atributos. Liu [7] destaca que é possível
categorizar informações de texto como fatos ou opiniões [7]. Um fato pode ser dito como
3Na literatura científica a análise de sentimentos é conhecida também por outros termos, tais como extração
de opinião, mineração de sentimento, análise de subjetividade, análise da emoção e mineração da revisão
3uma informação com caráter objetivo sobre alguma entidade, algum evento, algum dado ou
alguma de suas propriedades. Já a opinião apresenta um sentido subjetivo expresso por al-
gum indivíduo ou grupo. Na maioria das aplicações, é preciso analisar as opiniões de um
grande número de pessoas. Desta forma, a sumarização das opiniões é desejada. Uma forma
comum de realizar a sumarização é através da classificação da opinião do objeto em positiva,
negativa ou neutra. Este tipo de classificação é conhecido na literatura por classificação da
polaridade do sentimento ou classificação da polaridade [9]. Assim, para obter a sumari-
zação de um conjunto de opiniões acerca de um objeto basta quantificar as polaridades das
opiniões analisadas, obtendo, desta forma, uma orientação sobre o sentimento geral daquele
objeto avaliado.
Sabe-se que já há diversas aplicações que realizam análise de sentimentos, contudo ainda
não há uma solução de análise de sentimentos que considere o fator espaço-temporal, isto
é, considerar a localização geográfica da fonte da informação ou da informação e possíveis
mudanças de opinião ao longo do tempo.
O fator temporal é utilizado para acompanhar as mudanças de opinião, pois, em algumas
aplicações, a detecção de mudança de opinião pode auxiliar nas tomadas de decisões em
tempo hábil, como no caso das campanhas político-partidárias, cujas alterações de opinião
possibilitam mudança de estratégias de marketing. Outra aplicação pode ser em empresas
que desejam saber se uma determinada campanha publicitária realizada obteve os resultados
esperados.
No caso do fator espacial, a utilização de mineração de opinião georreferenciada pode
ser muito importante em aplicações que necessitem compreender o sentimento das opiniões
segmentadas de acordo com a localização geográfica da opinião. Por exemplo, um partido
político poderia adaptar suas campanhas eleitorais focando em determinadas regiões cuja
análise constatou fragilidade. Portanto, este tipo de análise de sentimento espacial possibilita
que o agente tomador de decisão considere as demandas regionais.
O objetivo deste trabalho é propor uma abordagem de análise de sentimentos que consi-
dera os fatores temporal e espacial em microtextos. Para demonstrar como esses dois fatores
podem ser utilizados em uma análise de sentimentos, foram coletadas cerca de 300 mil men-
sagens do Twitter4 (tweets) relacionadas com a Copa das Confederações de 2013 no Brasil.
4www.twitter.com
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Para a realização de análise de sentimentos nos textos, foram implementados e avaliados três
algoritmos de análise de sentimentos. O algoritmo que obteve a melhor índice no reconheci-
mento da polaridade foi utilizado na ferramenta proposta neste trabalho. No âmbito do fator
espacial, foram utilizados técnicas de Recuperação de Informação Geográfica (Geographic
Information Retrieval - GIR) para detecção de referências geográficas nos tweets através das
evidências textuais.
Assim, mediante a detecção das polaridades dos sentimentos e a inferência geográfica
realizada nos tweets, foi possível gerar mapas de calor que possibilitem uma análise mais
precisa, espacial e temporal, quanto ao sentimento expresso pela população em relação ao
tema coletado. Técnicas de Extração e Recuperação da Informação são utilizadas para suma-
rizar os sentimentos detectadas em microtextos, oferecendo suporte ao tomador de decisão.
As principais contribuições desta pesquisa são:
• Implementação e comparação de técnicas de classificação de sentimentos, que quando
aplicadas em microtextos escritos no idioma português, apresentaram resultados de
acurácia, precisão e revocação considerados satisfatórios;
• Proposta de sumarização dos sentimentos explorando a dimensão espacial e temporal;
• Utilização de mapas de calor para sumarizar o sentimento através da visualização es-
pacial nas regiões geográficas. Esta é uma ma alternativa de sumarização que ainda
não foi explorada na literatura;
1.1 Objetivos
1.1.1 Objetivo Geral
O objetivo geral desta pesquisa é desenvolver uma técnica de análise de sentimentos consi-
derando as dimensões espacial e temporal.
1.1.2 Objetivos Específicos
Os objetivos específicos são:
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• implementar e avaliar técnicas de mineração de opinião aplicadas em microtextos es-
critos em português;
• utilizar técnicas de Recuperação de Informação Geográfica para identificar as regiões
geográficas nos microtextos;
• possibilitar a sumarização da polaridade do sentimento detectado, explorando as di-
mensões espacial e temporal;
1.2 Relevância
Desde o início do ano de 2000, pesquisas envolvendo análise de sentimentos tem sido a
área de pesquisa mais ativa no campo de Processamento de Linguagem Natural (Natural
Language Processing- NLP) [10]. Além disso, a análise de sentimentos está sendo também
amplamente estudada em mineração de dados, mineração da Web e mineração de texto [8].
O interesse nesta área de pesquisa deve-se ao crescimento dos meios de comunicação so-
cial na Web, como os comentários/revisões, discussões em fóruns, blogs, microblogs e redes
sociais, como o Twitter e Facebook, que proporcionou um volume de dados opinativos ar-
mazenados em formato digital nunca visto na história da humanidade. Assim, a análise de
sentimentos realizada sobre estes dados constitui uma fonte importante e rica para se en-
tender e se antecipar às expectativas e frustrações das pessoas a respeito de um produto, um
serviço ou mesmo sobre pessoas e fatos. É importante observar que as opiniões sobre os mais
diversos temas expressos pelos usuários da Web são feitas de forma espontânea, gratuita e
em tempo real.
Haja vista a oportunidade de capturar as opiniões do público em geral sobre algum tema,
a análise de sentimentos tem despertado o interesse crescente, tanto no seio da comunidade
científica, ainda com muitos desafios abertos, como também no mundo dos negócios, devido
aos benefícios de compreender o sentimento das pessoas de forma automática para as toma-
das de decisões. A análise de sentimentos tem sido usada para diversas aplicações e diversos
propósitos:
• análise de empresas na bolsa de valores [11; 12], cujo objetivo é identificar o humor do
mercado em relação às empresas negociadas na bolsa de valores baseado nas opiniões
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dos analistas (jornais e bloggers), com o intuito de identificar a tendência dos preços
das mesmas;
• análise de produtos [3; 6], na qual uma empresa ou mesmo usuários têm interesse na
opinião dos consumidores sobre um determinado produto. Esta análise pode ser feita
de uma forma geral sobre os comentários ou através da extração e sumarização das
características do produto;
• análise de lugares [13], onde um turista pretende viajar pode utilizar as opiniões de
terceiros para planejar o roteiro da viagem, evitando assim passeios desinteressantes;
• análise de políticos [14; 15] ou assuntos de política [16], em que os eleitores podem
identificar qual a opinião de outros eleitores sobre um determinado candidato;
• análise de filmes [17] e jogos, onde também é possível realizar a mineração de opinião
[6];
Em Bjørkelund et al. [13], a utilização de mapas dá-se apenas para auxiliar os usuários na
detecção da região de seus interesses. Não há possibilidade de realizar operações espaciais
para detectar, por exemplo, quais os hotéis ou regiões que sofreram mudanças de opinião em
um determinado período. Já em Dias [18], a informação temporal não é considerada na aná-
lise, sendo inclusive uma das sugestões de trabalhos futuros do autor. A análise de opinião
temporal é relativamente um campo de pesquisa recente, sendo conhecida por outras nomen-
claturas como mineração de opinião temporal, análise de opinião time-aware, mineração de
mudança de opinião e rastreamento de opinião. Trata-se de um processo de monitoramento
e possível detecção de mudanças de opiniões sobre um determinado tema em um período de
tempo específico, e pode ser visto como uma extensão à mineração de opinião [19]. Desta
forma, esta pesquisa trata de temas recentes no campo de análise de sentimentos ao explorar
as dimensões espacial e temporal em microtextos, contribuindo para a compreensão do sen-
timento detectado na Web de forma automática através dos mecanismos de sumarização da
opinião propostos neste trabalho.
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1.3 Trabalhos Publicados
As seguintes publicações resultaram diretamente desta pesquisa:
• Temporal Analysis of Sentiment in Tweets: a Case Study with FIFA Confederations
Cup in Brazil.
Conferência: DEXA 2014 - 25th International Conference on Database and Expert
Systems Applications
Local: Munich, Germany
• A comparison of SVM versus Naive-Bayes Techniques for Sentiment Analysis in Twe-
ets: a Case Study with the 2013 FIFA Confederations Cup
WebMedia 2014 - XX Simpósio Brasileiro de Sistemas Multimídia e Web
Local: João Pessoa, Paraíba
1.4 Organização Estrutural
O restante desta dissertação está organizado da seguinte forma: no Capítulo 2, é apresentada
a fundamentação teórica desta pesquisa, que aborda os temas Análise de Sentimentos, Re-
cuperação de Informações Geográficas e Métricas de Avaliação em Sistema de Recuperação
da Informação. No Capítulo 3, são mostrados os trabalhos relacionados a esta pesquisa. A
abordagem de análise de sentimentos espaço-temporal em microtexto é apresentada no Capí-
tulo 4. No Capítulo 5, são descritos os experimentos realizados através de um estudo de caso
e as validações das técnicas de análise de sentimentos e georeferenciamento. Finalmente, no
Capítulo 6, estão descritas as conclusões e proposições para trabalhos futuros.
Capítulo 2
Fundamentação Teórica
O objetivo deste capítulo é abordar os principais conceitos e tecnologias utilizadas nesta pes-
quisa. Para tanto, ele está subdividido em duas grandes seções, que tratam, respectivamente,
sobre Análise de Sentimentos e Recuperação de Informações Geográficas. A última seção
trata das métricas de avaliação utilizadas em sistemas de RI.
2.1 Análise de Sentimentos
Liu [8] define a análise de sentimento como o campo de estudo que analisa a opinião das
pessoas, sentimentos, avaliações, atitudes e emoções em entidades como produtos, serviços,
organizações, indivíduos, questões, eventos, tópicos e seus atributos. Na literatura, outros
termos são encontrados para referir-se a análise de sentimentos, como mineração de opinião,
extração de opinião, mineração de sentimento, análise de subjetividade, análise da emoção,
mineração da revisão [8; 9; 20].
Devido a possibilidade de capturar as opiniões das pessoas sobre algum tema de forma
automática, a análise de sentimento têm despertado bastante interesse, tanto da comunidade
científica, devido aos problemas ainda em aberto, quanto das empresas, devido aos benefícios
em compreender os sentimentos das pessoas em tempo real e de forma automática, para
auxiliar nas tomadas de decisões.
Comercialmente, a mineração de opinião têm se tornado cada vez mais popular no am-
biente empresarial impactando os negócios das através das aplicações conhecidas por Busi-
ness Intelligence(BI). Business Intelligence pode ser definido como um conjunto de técnicas
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computacionais utilizadas para extrair inteligência a partir de dados sobre um determinado
negócio. Um dos objetivos incluem a compreensão e análise dos pontos positivos e negativos
das empresas e sua relação com os clientes. Analisar parâmetros objetivos, como peso de um
produto, tamanho ou custo é uma tarefa bem mais simples de ser realizada. No entanto, ana-
lisar aspectos subjetivos dos produtos como o design do produto ou a sua usabilidade envolve
compreender as opiniões dos clientes. A análise de sentimentos pode ajudar a responder a
esses tipos de preferências subjetivas dos clientes [19].
A análise de sentimentos é uma área de pesquisa recente, que utiliza técnicas avançadas
de mineração de texto, aprendizagem de máquina, recuperação de informação e Processa-
mento de Linguagem Natural (NLP) para processar grandes quantidades de conteúdos não
estruturados gerados por usuários, principalmente nas mídias sociais [21]. Dessa forma, o
objetivo da análise de sentimentos é extrair a opinião e o conhecimento subjetivo de textos
on-line, formalizar esse conhecimento descoberto e analisá-lo para uso específico [7].
2.1.1 Definição de Opinião
Uma opinião é composta por pelo menos dois elementos chave: um alvo e e um sentimento
s sobre a entidade e. Algebricamente, uma opinião é definida como uma tupla [8]
O = (e, s),
onde o alvo e pode ser qualquer entidade ou aspecto/característica da entidade, como por
exemplo uma pessoa, evento ou produto que deseja-se expressar o sentimento s. Já o senti-
mento s representa a opinião expressa sobre e, podendo ser um sentimento positivo, negativo
ou neutro, ou ainda um ponto de escala que expressa a intensidade do sentimento sobre a en-
tidade, como por exemplo uma escala de 1 a 5, onde 1 representa um sentimento muito
negativo e 5 representa um sentimento muito positivo.
Considerando que:
• a opinião é expressa por emissor de opinião h, que representa a fonte de opinião ou o
detentor do sentimento;
• a opinião é realizada em um instante de tempo t;
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• a entidade e pode ser considerada por diferentes propriedades/perspectivas, caracterís-
ticas (feature), ou simplesmente aspectos a;
uma definição formal de opinião mais completa pode ser dada pela quíntupla [8]:
O = (ei, aij, sijkl, hk, tl), (2.1)
onde:
• ei representa o nome de uma entidade;
• aij é um aspecto/característica da entidade ei, sendo um elemento opcional utilizado
apenas quando deseja-se um nível de detalhamento maior das entidades;
• sijkl é a polaridade do sentimento sobre o aspecto aij da entidade ei;
• hk é um emissor da opinião; e
• tl é um instante que a opinião foi expressa por hk.
Em muitas aplicações, a utilização do conceito de aspectos é necessária para detalhar os
sentimentos sobre os diversos aspectos avaliados. Por exemplo, no âmbito do e-commerce
os clientes necessitam conhecer opinião de outros clientes não apenas sobre o produto em
geral, mas das características do produto avaliado [6]. Considere a seguinte avaliação de uma
câmera digital realizada em um site de e-commerce pelo usuário Y no dia 09 de junho de
2014: “O Smartphone X apresenta uma câmera com excelente qualidade de imagem, além
de um design sofisticado. No entanto, o visor é bastante pequeno”. Neste caso, informar
se o sentimento sobre a câmera é positivo ou negativo, depende muito do ponto de vista ou
simplesmente do aspecto considerado. Assim, o sentimento pode ser analisado conforme o
aspecto considerado, ou seja,
• (Smartphone X , câmera, positivo, Y , 09/06/2014)
• (Smartphone X , design, positivo, Y , 09/06/2014)
• (Smartphone X , visor, negativo, Y , 09/06/2014)
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Ao considerar os aspectos na análise de sentimento deve-se observar também os aspectos
implícitos, como por exemplo “A câmera é muito cara”, cujo aspecto avaliado é o “preço” da
câmera. Outro fator a ser considerado são os adjetivos utilizados para descrever os aspectos
dos produtos, como por exemplo “A câmera tem uma ótima resolução” onde o aspecto ava-
liado é a imagem da câmera. A atividade de detectar automaticamente os aspectos de uma
entidade e é também objeto de pesquisa [6; 8].
A polaridade de um sentimento, ou simplesmente a orientação do sentimento, refere-se
à classificação do sentimento em positivo, negativo ou neutro. Muitos trabalhos de classifi-
cação de sentimento preferem a classificação binária, que consideram apenas os sentimentos
positivos e negativos dos documentos opinativos avaliados [9]; no entanto, a polaridade de
um sentimento ou polaridade da classificação não necessariamente está associada a classifi-
cação binária. Na literatura, o termo polaridade do sentimento pode também estar associado
à categorização multi-classe que descreve o grau de positividade ou negatividade do sen-
timento avaliado (intensidade do sentimento). A classificação “neutra” de um sentimento
é utilizada para indicar que não há um sentimento expresso no documento/texto avaliado,
tratando assim de um texto objetivo/informativo.
2.1.2 Tarefa de Análise de Sentimentos
Dado um conjunto de documentos D, têm-se que o objetivo da análise de sentimento é
descobrir todas as quíntuplas (ei, aij, sijkl, hk, tl) em um dado documento d ∈ D. Desta
forma, a principal atividade da classificação do sentimento é obter a opinião predominante
sobre as expressões textuais do documento d [7].
O processo de análise de sentimento pode ser definido em três grandes tarefas [8; 20],
conforme ilustra a Figura 2.1.
A tarefa de Identificação pode incluir além do reconhecimento das entidades e seus as-
pectos (quando necessário), também o reconhecimento de sentenças subjetivas/opinativas. A
identificação de entidades e seus aspectos é um problema de Reconhecimento de Entidades
Nomeadas (NER) [22; 23]. Reconhecer as entidades e seus aspectos por si só representa um
grande problema a ser resolvido, dependendo do documento a ser considerado e de seu nível
de estruturação, pois pessoas podem escrever sobre as mesmas entidades, mas de formas
diferentes. Um outro problema no reconhecimento de entidades, está relacionado com as
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Coleta
Base de Dados
1- Identificação
2 - Classificação
3 - Sumarização
Figura 2.1: Processo de análise de sentimentos.
co-referências e utilização de pronomes relacionados com as entidades. Desta forma, uma
correta análise de sentimentos precede de um correto processamento da linguagem natural
(NLP). O reconhecimento de entidades em documentos do tipo jornais, blogs e posts requer
um maior esforço, uma vez que as entidades avaliadas são desconhecidas. Algumas aplica-
ções de análise de sentimentos utilizam-se de documentos cujas entidades avaliadas já são
conhecidas/pré-definidas, como por exemplo, a utilização de documentos que contêm as ava-
liações de produtos; e neste caso o esforço está exclusivamente na identificação dos aspectos
(características dos produtos) [6].
Outra tarefa relacionada com a identificação e que pode ser realizada antes da atividade
de classificação da polaridade do sentimento, visando inclusive uma melhor performance
na análise do sentimento, é o discernimento entre um conteúdo objetivo (descreve fatos) e
subjetivo (contém opinião) [24].
A segunda tarefa da análise de sentimento está relacionada à classificação da polaridade
do sentimento, ou simplesmente classificação do sentimento. A classificação da polaridade é
a principal atividade em aplicações de análise de sentimentos, representando vários desafios
a serem tratados, tais como:
• identificação de ironias/sarcasmos, uma vez que estas invertem o sentido do sentimento
exposto;
• as opiniões podem ser explícitas ou implícitas (através de comparações ou citações
indiretas);
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• subjetividade das opiniões: pontos de vistas diferentes quanto as opiniões. Seres hu-
manos divergem quanto a polaridade do sentimento (dificilmente o consenso é maior
que 75%) [9];
• adjetivos ou termos que expressam uma polaridade em um determinado contexto pode
representar a polaridade oposta em outro contexto;
Para classificação da polaridade várias abordagens já foram propostas. Na seção 2.1.4, as
principais técnicas e que foram utilizadas neste trabalho para identificação da polaridade de
sentimentos são abordadas;
Na maioria das aplicações, que utilizam-se da análise de sentimento, estão interessadas
na opinião de várias pessoas, pois analisar a opinião de apenas uma pessoa não é suficiente
para a tomada de decisões [8]. Neste caso, as aplicações de análise de sentimentos utilizam-
se da terceira atividade, que é a de sumarização da opinião. Esta etapa é responsável pela
criação de métricas e sumários que representam o sentimento geral ou de um grupo de pes-
soas sobre uma determinada entidade ou aspectos aspectos da entidade. Para aplicações que
utilizam-se de aspectos das entidades avaliadas, como revisões de produtos, é comum a exi-
bição do sentimento detectado em cada aspecto, seja de forma gráfica (exemplos Google
Shopping ou Bing), como ilustra a Figura 2.2, ou de forma quantitativa, como ilustra a Fi-
gura 2.3. Em ambos os casos, através da detecção dos termos mais citados, exibi-se também
as principais opiniões de acordo com um ranking das opiniões mais citadas [6].
Figura 2.2: Exemplo de sumarização de opinião realizada pelas ferramentas de busca do
Google e Bing, respectivamente (Figura retirada de [20]).
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Feature: picture quality
Positive:  253
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<individual review sentences>
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…
Figure 1: An example summary
Figura 2.3: Exemplo de sumarização de opinião baseada em aspectos (Figura retirada de
[6]).
Outra forma de sumarizar a opinião é através de uma análise temporal que associa os
sentimentos positivos e negativos ao longo do tempo. Quando existe uma localização geo-
gráfica da opinão detectada é possível ainda apresentar o sentimento de forma geográfica,
como ilustra as Figuras 2.4 e 2.5.
Figura 2.4: Exemplo de sumarização do sentimento geográfico (Figura retirada de [25]).
Assim, a tarefa de sumarização da opinião, objetiva identificar a opinião média ou preva-
lecente detectada [20], facilitando a tomada de decisão.
2.1.3 Arquitetura de um Sistema de Análise de Sentimentos
A Figura 2.6 ilustra uma arquitetura genérica de um sistema de análise de sentimentos.
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Figura 2.5: Exemplo de sumarização do sentimento geográfico com cluster. Figura retirada
de [13]
Recursos Linguísticos e Léxicos 
Sumarização do sentimento
Corpus
Processamento de 
Documentos
Analise dos Documentos
Figura 2.6: Exemplo de sumarização do sentimento geográfico com cluster (Adaptado de
[10]).
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A entrada do sistema é o conjunto de textos contidos nos documentos em algum for-
mato digital (PDF, HTML, XML, Doc, etc). Assim como os sistemas de Processamento de
Linguagem Natural (NLP), os textos passam na fase de pré-processamento utilizando uma
variedade de arcabouços linguísticos como:
Stemming: método para redução de um termo ao seu radical, removendo as desinências,
afixos, e vogais temáticas;
Part Of Speech Tagging: identificação das classes gramaticais das palavras do texto;
Filtragem: Remoção de stopwords e de termos que não interferem na identificação da po-
laridade. Em tweets, por exemplo, pode-se remover URL’s, nomes de usuários do
Twitter (inicia com @) e palavras especiais do Twitter (RT, via);
Tokenização dividir o texto em uma lista de termos que o compõe;
A depender do idioma do texto, o sistema poderá utilizar dos recursos linguísticos e léxi-
cos do idioma para facilitar a identificação dos elementos textuais. O principal componente e
objeto de estudo de várias pesquisas da área de análise de sentimentos é o módulo de Análise,
cujo objetivo é a identificação dos sentimentos contidos nos textos. Por fim, o componente
de sumarização é o componente que agrega valor às ferramentas de análise de sentimentos,
sendo este módulo responsável por prover mecanismos de compreensão do sentimento geral
detectado nos documentos.
2.1.4 Abordagens para detecção da polaridade do sentimento
Basicamente, as pesquisas envolvendo análise de sentimentos considera três níveis de gra-
nularidade:
• Nível de Documentos: considera que o documento inteiro trata sobre a opinião de uma
única entidade. Desta forma o documento expressa um sentimento positivo ou negativo
sobre a entidade considerada. Esta tem sido a forma mais amplamente analisada na
literatura [10; 9; 6; 26; 13; 8].
• Nível de Sentenças: Neste nível de análise, a classificação do sentimento é realizada
por sentenças, nas quais o documento é dividido [27]. Neste caso, considera-se que há
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várias entidades a serem avaliadas e assume-se que há sentenças que são opinativas e
sentenças não opinativas.
• Nível de Aspectos: A análise em nível de aspecto permite detalhar o alvo do senti-
mento, de tal forma que possam ser detectados seus pontos fortes e fracos, analisando
os aspectos da entidade avaliada. Assim, a análise da entidade é obtida através da
análise dos aspectos/características da entidade.
Quanto às abordagens utilizadas para detecção do sentimento, as principais estão divi-
didas em quatro técnicas: aprendizagem de máquina (classificação ou regressão); análise
léxica (análise linguísticas ou baseadas em dicionários), que utilizam dicionários de pala-
vras com sentimentos já identificados; estatísticas que avaliam a co-ocorrência de termos; e
semânticas, que definem a polaridade de palavras em função de sua proximidade semântica
com outras de polaridade conhecidas. As diferentes técnicas podem ser combinadas para
obter melhores resultados.
A seguir serão descritas as duas primeiras abordagens que, além de serem predominan-
tes nas aplicações da literatura [20], também foram utilizadas neste trabalho. Para maiores
detalhes sobre as abordagens consultar [8; 9; 20; 28].
Abordagem Léxica
A abordagem baseada em dicionário é também denominada de léxica ou linguística. O
aspecto central desta abordagem é o uso de léxicos (dicionários) de sentimentos, que são
compilações de palavras ou expressões de sentimento associadas à respectiva polaridade [8;
29]. Um dos métodos mais utilizados na abordagem linguística é o da co-ocorrência entre
alvo e sentimento, que não leva em consideração nem a ordem dos termos dentro de um
documento (bag of words), nem suas relações léxico-sintáticas.
Para a classificação do sentimento em um texto, basta que exista uma palavra de senti-
mento, onde sua polaridade é dada por um léxico de sentimentos. Esse método é bastante
utilizado quando as sentenças avaliadas contêm apenas uma entidade a ser avaliada. O mé-
todo por co-ocorrência apresenta bons resultados quando o nível de análise textual é de
granularidade pequena, pois a palavra detentora do sentimento está próxima à entidade.
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Abordagem baseada em Aprendizado de máquina
Aprendizado de Máquina é uma área de Inteligência Artificial cujo objetivo é a construção
de sistemas capazes de adquirir conhecimento de forma automática. O conhecimento é ad-
quirido através de experiências acumuladas baseado da solução bem sucedida de problemas
anteriores. Dentre as técnicas de aprendizado, destacam-se as técnicas de aprendizado su-
pervisionado, as quais utilizam-se de dados rotulados previamente. No aprendizado supervi-
sionado, os modelos de classificação são bastantes utilizados em problemas de classificação
da polaridade do sentimento, especialmente os classificadores de Naive-Bayes e o SVM,
abordados neste trabalho.
Naive-Bayes: O classificador Naive-Bayes utiliza técnicas que trabalham com a mode-
lagem da incerteza através de probabilidades, considerando as entradas indepen-
dentes entre si. No entanto, mesmo para classes de problemas que tenham atri-
butos altamente dependentes, o Naive-Bayes apresenta ótimos resultados [9; 30;
31]. Isso ocorre devido ao fato de que a independência condicional dos atributos não
é uma condição necessária para a otimalidade do Naive-Bayes [32].
O algoritmo Naive-Bayes basicamente traz consigo o mesmo fundamento matemático
do Teorema de Bayes [33]. Aplicando esse teorema ao contexto de classificadores
de textos, pode-se calcular a probabilidade de um texto pertencer a uma categoria,
conforme descrito na equação 2.2:
P (c|t) = P (c)P (t|c)
P (t)
(2.2)
onde:
P (c) = Probabilidade da categoria ocorrer.
P (t) = Probabilidade do texto ocorrer.
P (t|c) = Probabilidade do texto ocorrer, dado que a categoria ocorreu.
P (c|t) = Probabilidade do texto pertencer a categoria, dado que ele ocorreu.
O termo P (t|c) é calculado levando em consideração a probabilidade condicional de
cada palavra que compõe o tweet ocorrer, dado que a categoria ocorreu. Esse termo
poderia ser escrito da seguinte forma:
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P (t|c) = ∏
1≤k≤n
P (tk|c) (2.3)
onde:
P (tk|c) = = Probabilidade do termo k ocorrer, dado que a categoria ocorreu.
n = Quantidade de termos do tweet.
Suporte Vector Machine: SVM [34] é um método de aprendizagem de máquina com base
na minimização do risco estrutural envolvido na criação do hiperplano de alta dimen-
são para a separação de classes, sendo altamente eficaz para categorização de textos
[21]. SVM procura um hiper-plano representado por vetores que divide os vetores de
treinamento nas classes desejadas (ex. positiva e negativa). A ideia básica por trás
do algoritmo de treinamento é encontrar um hiper-plano, representado pelo vetor −→w
que separa os vetores de documentos em classes por um espaço claro que seja tão am-
plo quanto possível. Isso faz com que cj ∈ C categorize corretamente o documento
−→
d j . O problema de encontrar este hiperplano pode ser traduzido em um problema de
otimização, apresentando a seguinte solução [21]:
−→w =∑
j
αjcj
−→
d j, αj ≥ 0,
onde αj é obtido através da solução do problema de otimização. Para os casos em que
αj é maior que zero, os
−→
dj são chamados de vetores de suporte, pois eles são os únicos
vetores de documento que contribuem para −→w . Com relação às instâncias de testes, a
classificação se restringe a determinar em qual lado do hiperplano −→w elas irão ficar.
2.2 Recuperação de Informação Geográfica
Recuperação de Informação Geográfica (Geographic Information Retrieval - GIR) pode ser
vista como um ramo especializado da tradicional Recuperação da Informação (Information
Retrieval - RI), incluindo todas suas áreas de pesquisa. A ênfase está na indexação de dados
geográficos e espaciais [35] e as principais atividades envolvem a extração e resolução de
nomes de locais em textos não estruturados. Uma das atividades de um sistema de GIR é
inferir de forma automatizada localizações geográficas associadas em documentos.
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Ignorando a existência de metadados contidos am alguns documentos, há várias manei-
ras de deduzir informações geográficas com base, por exemplo, no conteúdo do documento e
links da Web. O processo de detectar localizações geográficas pode ser dividido em duas eta-
pas [36]: extração e mapeamento. Na etapa de extração, são identificados os elementos que
fazem referências a localidades geográficas, como por exemplo, nomes de lugares e códigos
postais. Na etapa de mapeamento cada referência detectada é associada a uma localidade
geográfica válida.
2.2.1 Desafios
A recuperação da informação geográfica requer que nomes de lugares e frases com refe-
rências, diretamente ou indiretamente, sejam resolvidos e traduzidos dentro de footprints1.
No entanto, existem alguns problemas em associar os footprints dos nomes de lugares com
identificadores únicos em documentos, pois as referências textuais podem ser ambíguas e im-
precisas, induzindo erros nas referências geográficas. Dentre os diversos problemas, pode-se
destacar [35]:
• Ambiguidade: diversos lugares podem ter o mesmo nome ou objetos com nomes de
lugares;
• Caráter temporal ou convenção cultural: Alguns nomes de lugares mudam de nome o
tempo;
• A extensão do território pode ser alterada, como os desmembramentos de regiões ou a
unificação de territórios;
• A fronteira da localização pode ser confusa;
• Alguns nomes ou designador espacial denotam uma área ou localização bastante dife-
rente da área atual definida oficialmente;
• Multiplicidade de nomes: O mesmo nome de um lugar pode ser escrito de forma
diferente em um texto (alguns de forma oficial e outros usa consenso popular - termo
mais conhecido)
1footprints são as localizações geográficos que podem ser representadas pelas coordenadas de latitude e
longitude, incluindo a extensão geográfica caso necessário.
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Segundo Leidner e Lieberman [37], as ambiguidades presentes na linguagem natural e os
erros ortográficos nos documentos são as principais dificuldades na detecção de referências
geográficas. O tipo de ambiguidade mais relevante é quando muitas entidades não espaciais
compartilham os mesmos nomes de entidades espaciais, como por exemplo "Paris"que pode
designar uma cidade (Capital da França) ou uma pessoa (Paris Hilton). Ainda de acordo
com Leidner e Lieberman [37], detectar referências geográficas não está associado apenas a
reconhecer uma localização através de um nome, mas também reconhecer frases geográficas
complexas a exemplo de "30 km de Campina Grande".
2.2.2 Detecção de Referências geográficas
O processo de detecção de referências geográficas é composto de forma geral, pelas fases de
Pré-processamento, Geoparsing e Geocoding.
Na fase de Pré-processamento as informações textuais são separadas de informações
adicionais como metadados, formatação e layouts. Dependendo da origem do documento
esta etapa pode abranger desde a simples coleta da informação textual até o tratamento de
ruídos textuais, como correção automática da ortografia para facilitar a identificação dos
elementos geográficos.
O componente do geoparsing compreende a identificação das referências (diretas e indi-
retas) geográficas, como os nomes de lugares ou outros termos relacionados com o espaço
geográfico. As principais técnicas utilizadas no geoparsing baseiam-se em heurísticas (Ga-
zetter Lookup Based) ou em técnicas de Inteligência Artificial (Rule Based, Reconhecimento
de Entidades Nomeadas e Aprendizado de Máquina) [37].
A etapa de geocoding, conhecida também como a resolução de topônimos, é responsável
por obter a representação geográfica das referências identificadas, buscando desambiguar as
localidades recuperadas, ou seja, associar cada localidade a apenas uma única localização
geográfica (footprint). Um algoritmo de ranking dos footprints identificados faz-se necessá-
rio para melhor qualificar as localidades segundo o grau de associação com o texto, uma vez
que um mesmo nome de uma localização pode estar associado com diversas regiões.
Para converter os lugares geográficos em coordenadas geográficas, no processo de geo-
coding, são utilizados os serviços de um ou mais gazetteers (ou ontologias geográficas), os
quais integram técnicas de representação do conhecimento e ajudam a estabelecer corres-
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pondências e relações entre os diferentes domínios de entidades espaciais [38]. O Gazeetter
provê um esquema de organização hierárquica, possibilitando alguns tipos de inferências (i.e
topológicas ou relações hierárquicas). Gazeetter é considerado uma das melhores formas de
representar o mundo geográfico [39].
O reconhecimento correto do contexto geográfico de um documento requer que as tarefas
de geoparsing e geocoding sejam feitas corretamente. Devido as constantes modificações em
nomes de lugares, seja de forma oficial ou informal, é importante a utilização de Gazetters
dinâmicos capazes de abranger as especificidades das localidades [40].
A seguir será apresentada uma ferramenta que, dentre outras atividades relacionadas a
GIR, realiza o processo de detectar referências geográficas em documentos textuais.
GeoSEn: GEOgraphic Search ENgine
O GeoSEn é um motor de busca com enfoque geográfico que realiza a indexação geográfica
de documentos extraídos da Web, possibilitando a detecção de referências geográficas dos
documentos baseado em um conjunto de heurísticas, que atribui um índice de confiança
nas localizações detectadas. Este índice de confiança além de ser utilizado para rejeitar a
referência caso apresente um índice inferior a um limiar, ele é utilizado também no processo
de desambiguação. A Figura 2.7 ilustra a arquitetura do GeoSen.
O processo de reconhecimento de localizações geográficas é composto principalmente
pelos módulos de detecção de lugares (geoparsing) e modelagem do escopo geográfico dos
documentos (georeferencing). Utilizando esses dois módulos, é possível inferir localiza-
ções geográficas citadas em um texto escrito em língua portuguesa numa hierarquia de di-
visão política, partindo desde o nível menos preciso (países) até um mais preciso (muni-
cípios). O GeoSEn trabalha com o escopo geográfico definido pela hierarquia geográfica
cidade 7→ microrregião 7→ mesorregião 7→ estado 7→ região, a qual é utilizada para mensu-
rar o grau de relevância de cada localidade geográfica detectada em relação ao documento.
Além de reconhecer os nomes de lugares, o GeoSen trabalha com outros tipos de referências
geográficas como CEP e Códigos de Telefone.
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Figura 2.7: Arquitetura do GeoSEn (Imagem extraída [41])
2.3 Avaliação em Sistema de Recuperação de Informação
Na literatura, sistemas de RI, são normalmente avaliados pelas métricas de acurácia, precisão
(precision), revocação (recall) e F-Measure [42], definidas, respectivamente, pelas equações
2.4, 2.5, 2.6, e 2.7.
• TP (verdadeiro positivo) indica os verdadeiros positivos, que é definido como o nú-
mero de pares tweet-sentimento que o sistema identifica corretamente como positivos;
• TN (verdadeiro negativo) vindica os verdadeiros negativos, que é definido como o nú-
mero de pares tweet-sentimento que o sistema identifica corretamente como negativos;
• FP (falso positivo)indica os falsos positivos, que é definido como como o número de
pares tweet-sentimento que o sistema identifica falsamente como positivos; e
• FN (falso negativo) indica os falsos negativos, que é definido como o número de pares
tweet-sentimento que o sistema identifica falsamente como negativos.
Acurácia =
TP + TN
TP + FP + TN + FN
(2.4)
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Precisão =
TP
TP + FP
(2.5)
Revocação =
TP
TP + FN
(2.6)
F −Measure = 2× Precision×Recall
Precision+Recal
(2.7)
Especificamente, na área de Análise de Sentimentos, são as métricas utilizadas na lite-
ratura para avaliação dos algoritmos de detecção de polaridade dos a sentimentos e serão
utilizadas para avaliação dos algoritmos implementados neste trabalho.
A acurácia refere-se a porcentagem de amostras positivas e negativas classificadas corre-
tamente sobre a soma de amostras positivas e negativas. A precisão refere-se a porcentagem
de amostras positivas classificadas corretamente sobre o total de amostras classificadas como
positivas. Já a revocação (sensibilidade) refere-se a porcentagem de amostras positivas clas-
sificadas corretamente sobre o total de amostras positivas. E por fim, a F-measure, também
chamada F-score, é uma média ponderada de precisão e revocação.
2.4 Considerações do Capítulo
Este capítulo apresentou a fundamentação teórica deste trabalho. Foram apresentadas os
principais conceitos relacionados com análise de sentimentos e aspectos relacionados recu-
peração de informações geográficas. No próximo capítulo, serão apresentados alguns traba-
lhos relacionados à pesquisa realizada nesta dissertação.
Capítulo 3
Trabalhos Relacionados
Neste capítulo, serão apresentados os principais trabalhos relacionados a esta pesquisa. A se-
ção 3.1 apresenta os trabalhos que utilizam técnicas de análise de sentimentos. Em seguida,
na seção 3.2, são apresentados os trabalhos de análise de sentimentos realizados no idioma
português. Na seção 3.2, são apresentados os trabalhos que utilizam sumarização espacial
nas abordagens de análise de sentimentos. E, finalmente, na seção 3.4, é apresentado um
quadro comparativo contendo as principais características apresentadas nos trabalhos relaci-
onados.
3.1 Abordagens de Análise de Sentimentos
Desde o início do ano de 2000, a análise de sentimentos tem sido uma das áreas mais pes-
quisadas no campo de Natural Language Processing [8]. A análise de sentimentos tem sido
utilizada em diversas aplicações e propósitos: em empresas de bolsa de valores, identifi-
cando o humor do mercado baseado nas opiniões de especialistas [11; 12]; em análise de
revisões dos consumidores de produtos ou serviços [3; 6]; análise de lugares ou regiões
turísticas realizadas através dos comentários dos viajantes [13]; análise de políticos [14;
15] ou assuntos relacionados a política [16].
Descobrir o que as pessoas pensam, segundo Pang e Lee [9], sempre foi objeto de inte-
resse. No contexto da Web Social, através da popularização de plataformas que fornecem
acesso a grande quantidade de dados subjetivos, compreender de forma automática a opinião
das pessoas sobre algum tema, serviço ou produto tem sido um fator essencial para a tomada
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de decisões. Para as organizações, analisar as opiniões das pessoas por meio das mídias so-
ciais significa ampliar as fontes de opinião, tornar mais barata a coleta dos dados e reduzir o
tempo de processamento da informação [29].
Atividades relacionadas com a análise de sentimentos envolvem a detecção de con-
teúdo subjetivo ou opinativo, classificação da polaridade do conteúdo e sumarização dos
resultados do sentimento geral das entidades avaliadas. A detecção do sentimento em um
texto ocorre em diferentes granularidades: nível de documento, nível de sentença e nível
de entidade ou aspectos. Vários métodos já foram propostos para classificar a polaridade
do sentimento de um texto, e as principais abordagens utilizadas são baseadas em técni-
cas de aprendizado de máquina, técnicas de análise semântica, técnicas estatísticas e téc-
nicas baseadas em análise léxica ou dicionário. No entanto, na literatura há uma predo-
minância de utilização das técnicas baseadas em dicionários e as de aprendizado de má-
quina, sendo que esta última tem se destacado por apresentar melhores resultados [21; 10;
29].
As abordagens em análise de sentimentos que utilizam aprendizagem de máquina im-
plementam algoritmos de classificação como o Naïve-Bayes, Máquina de Vetores de Su-
porte (SVM), Entropia Máxima, Árvores de Decisões (C4.5), KNN (K-nearest neighbour)e
Condition Random Field (CRF) [33]. Uma das principais limitações no uso de apren-
dizado supervisionado é a necessidade de dados rotulados para treino e testes. No idi-
oma inglês existem vários dados disponíveis já rotulados referentes a comentários de fil-
mes [21], produtos [6] e hotéis [13], e que podem ser utilizados para treinamento e tes-
tes nestes domínios específicos. No entanto, outros idiomas e domínios carecem de da-
dos rotulados para treinamento dos modelos de classificação [29]. Alguns trabalhos utili-
zam técnicas automáticas para coleta de dados rotulados, tomando como ponto de partida
termos conhecidos que expressam sentimentos positivos e negativos [43]. Em microtex-
tos, algumas abordagens utilizam hashtags (#) conhecidas [44; 45] ou emoticons [31; 30;
46] para coletar dados rotulados automaticamente. No Twitter, as hashtags são utilizadas
para criação de tópicos que são comentados também por outros usuários. Já os emoticons
são caracteres que transmitem emoções. Em Li & Li [47], 87% dos tweets contendo emo-
ticons possuem os mesmos sentimentos representados pelos emoticons no texto. Trabalhos
que utilizam emoticons para treinamento dos classificadores têm apresentado excelentes re-
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sultados de acurácia (acima de 80%).
Embora os emoticons apresentem uma ótima correlação com os sentimentos expressos
nas mensagens dos tweets, estes estão presentes em menos de 10% dos tweets [48]. As-
sim, considerar uma análise de sentimentos que utiliza apenas os emoticons para determinar
as polaridades dos sentimentos seria limitar as mensagens avaliadas, ignorando uma grande
quantidade de tweets. O trabalho de Pak & Paroubek [31] utiliza a estratégia de emoticons
para construir o conjunto de dados capaz de treinar um classificador Naïve-Bayes categori-
zando tweets opinativos em positivo ou negativo com base em N-gramas. Utilizando POS
Taggers, os autores estudaram a distribuição das classes gramaticais contidas nos textos para
diferenciar sentenças objetivas e sentenças subjetivas. A Figura 3.1 indica as frequências das
classes gramaticais mais utilizadas em sentenças objetivas e subjetivas.
Figura 3.1: Classes gramaticais indicadoras de subjetividade e objetividade. Figura retirada
de [31].
Para categorizar a polaridade do sentimento, Pak & Paroubek [31] utilizaram um classi-
ficador Naïve-Bayes. Outros trabalhos como o de Go et al. [30] e Read [46] relatam bons
resultados utilizando o Naïve-Bayes para a classificação de sentimentos.
A tarefa de classificar o sentimento de um texto não é trivial, mesmo para seres humanos.
O trabalho de Pang et al. [49] relata a dificuldade que as pessoas têm em distinguir palavras
que expressam sentimentos positivos e negativos, ilustrando desta forma, a subjetividade na
classificação do sentimento. O consenso na definição de polaridade do sentimento, quando
realizado por seres humanos, dificilmente atinge 75%. Ao analisar comentários sobre filmes,
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os autores avaliaram técnicas de aprendizado de máquina como, Naive Bayes, Entropia Má-
xima e SVM. Os autores utilizaram o Bag-Of-Words como característica dos classificadores
e avaliaram ainda que os melhores resultados na classificação são obtidos com a utilização
de unigrama. O classificador SVM obteve a acurácia de 82,9%.
No trabalho desenvolvido por Hu e Liu [6] é realizada uma análise de sentimentos em
comentários sobre produtos em nível de aspectos. O trabalho dos autores caracteriza-se por:
a) utilizar POS Tagging para identificar as características mais comentadas e as palavras de
sentimento (adjetivos); b) aplicar uma abordagem semântica para classificação da polaridade
do sentimento; e c) realizar a sumarização do sentimento tanto de forma global sobre produto
quanto das suas características. Para definir a polaridade de uma sentença, uma lista inicial
de palavras (seed) com a polaridade definida manualmente é utilizada e com o auxílio do
WordNet 1 novas palavras de sentimento são adicionadas na lista dinamicamente através dos
sinônimos (mesma polaridade) e antônimos (polaridade inversa), resultando assim em um
dicionário específico de sentimentos para o domínio das revisões de produtos. O algoritmo
também realiza um tratamento específico para palavras com sentidos de negação de sentença.
Se a palavra de negação aparece perto de uma palavra de opinião (de acordo com um limite
definido), a polaridade da palavra de opinião é invertida. A sumarização do sentimento do
produto é realizada através da contagem do número de características positivas e negativas de
cada revisão. Para testar o método, os autores extraíram 500 comentários de cinco produtos
eletrônicos dos sites Amazon.com e Cnet.com. Na orientação semântica do sentimento das
sentenças, o método obteve uma acurácia média de 0,84.
3.2 Trabalhos de Análise de Sentimentos Aplicados ao Idi-
oma Português
Há poucos trabalhos na literatura que realizam análise de sentimentos com resultados utili-
zando um corpus em português. Os trabalhos de Chaves et al. [50], Sarmento et al. [51]
e Tumitan & Becker [52] utilizam técnicas de análise léxica baseada em dicionários. Em
Chaves et al. [50] é apresentado um algoritmo denominado de PIRPO (Polarity Recognizer
1um dicionário de palavras que contém sinônimos e antônimos. Mais informações em:
http://wordnet.princeton.edu/
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in Portuguese) que utiliza ontologias e lista de adjetivos polarizados (positivo, negativo e
neutro), através do dicionários de sentimentos OpLexicon [53], para definir a orientação se-
mântica dos textos analisados. Os resultados do PIRPO obtidos indicam uma F-Measure de
apenas 0,32 no reconhecimento da polaridade. Em Tumitan & Becker [52], os autores ana-
lisam os sentimentos dos comentários sobre políticos realizados em jornais e correlacionam
os sentimentos expressos com as pesquisas de intenção de votos realizadas por institutos.
O algoritmo de identificação de polaridade utiliza o dicionário de sentimentos SentiLex-PT
[54]. Os resultados iniciais (baseline) de Tumitan & Becker [52] indicam uma acurácia de
35,54%, mas para melhorar este índice, obtendo uma acurácia de 58,52%, os autores adi-
cionam no dicionário de sentimentos novas palavras e expressões idiomáticas utilizas nos
próprios comentários, tornando o dicionário dependente do contexto.
Em Nascimento et al. [55] são utilizadas técnicas de aprendizado de máquina e os clas-
sificadores de sentimento são utilizados para avaliar as reações das pessoas no Twitter em
relação as notícias vinculadas na mídia. Os resultados alcançados em termos de acurácia va-
riaram de 70% a 80% de acordo com o tipo de notícia e classificador utilizado. No entanto,
no trabalho não é abordado mecanismos de sumarização do sentimento.
Em Gomide et al. [56] foi proposto um aplicação computacional para realizar análise de
sentimento em tempo real no Twitter através do monitoramento de mensagens relacionadas
a casos de dengue no Brasil. Um modelo de regressão linear foi construído para prever o
número de de casos de dengue através da correlação de tweets postados com as estatísticas
oficiais dos casos reportados. Os autores mostraram que o Twitter pode ser usado para prever
surtos de epidemias de dengue realizando agrupamento espaço-temporal dos tweets relaci-
onados a casos da doença no Brasil. A análise de sentimentos neste trabalho foi utilizada
apenas para filtrar as mensagens que expressam sentimentos relacionados com a dengue.
3.3 Sumarização do Sentimento Espacial-Temporal
Dentre vários trabalhos publicados na área de análise de sentimentos, há dois recentes que,
combinados, convergem para a proposta desta pesquisa, a saber: Bjørkelund et al. [13] e
Dias [18]. O trabalho de Bjørkelund et al. [13] foca na análise de sentimentos aplicada aos
comentários de viajantes para auxiliar na escolha de hotéis através da extração das caracte-
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rísticas das regiões e hotéis visitados, tendo como principais contribuições a utilização do
aspecto temporal para auxiliar a identificação de mudança de opinião e a visualização em
mapas da sumarização da análise de sentimentos das regiões. Os comentários dos hotéis
são coletados dos sites TripAdvisor e Booking.com, sendo estes já geocodificados com a lo-
calização geográfica do hotel. Para a classificação do sentimento os autores utilizaram duas
abordagens de classificação: o SentiWordNet2, para obter uma classificação binária, e o clas-
sificador Naive-Bayes, para obter graus de classificação contendo cinco categorias. A Figura
3.2 ilustra o protótipo desenvolvido que possibilita usuários realizar consultas sobre os hotéis
de acordo com a análise de sentimentos realizadas sobre os comentários, identificando facil-
mente regiões geográficas que contêm os melhores ou piores hotéis. Além do mais, ao clicar
no mapa em um determinado hotel, é possível visualizar o histórico do sentimento detectado
sobre o mesmo. No trabalho de Bjørkelund et al. [13] o aspecto espacial é utilizado apenas
para prover uma visualização geográfica no estado atual da análise do sentimento, não sendo
possível visualizar através de mapas a mudança de opinião ao longo do tempo.
Figura 3.2: Protótipo da visualização em mapas da análise do sentimento. Figura adaptada
de [13]
Já no trabalho de Dias [18] são utilizadas técnicas de Recuperação de Informações Geo-
gráficas (Geographical Information Retrieval - GIR) para georreferenciar documentos a par-
tir de evidências textuais e realizar análise de sentimentos, gerando assim mapas temáticos
através da sumarização dos resultados. Para validar as técnicas de geocodificação, documen-
2Framework para análise de sentimentos em textos no idioma inglês através de uma abordagem léxica [57]
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tos georeferenciados da Wikipedia são utilizados. A detecção da polaridade do sentimento
é realizada através de um modelo de classificação de textos fornecido pela ferramenta Ling-
Pipe3 utilizando duas escalas de polaridade: uma de dois pontos (positivo ou negativo) e
outra de cinco pontos, onde 1 significa um sentimento muito negativo e 5 corresponde ao
sentimento muito positivo. Para validar as técnicas de detecção de polaridade, foram coleta-
dos comentários do website Yelp.com sobre diversas áreas, incluindo restaurantes, hotéis e
diversas lojas próximas a algumas universidades dos Estados Unidos. Para a escala de dois
pontos, o método obteve uma acurácia de 80% e para a escala de cinco pontos foi de 50%.
A Figura 3.3 apresenta um mapa contendo a distribuição dos sentimentos realizadas com a
escala de polaridade em cinco pontos sobre os documentos georeferenciados.
Figura 3.3: Distribuição espacial do sentimento em uma escala de 5 pontos. Figura retirada
de [18]
3.4 Comparativo dos Trabalhos Relacionados
A Tabela 3.1 apresenta um comparativo contendo as principais características dos trabalhos
relacionados. Para comparar os diversos trabalhos pesquisados, as características escolhidas
foram:
• Abordagem da Análise de Sentimento: refere-se às técnicas utilizadas para a detecção
3http://alias-i.com/lingpipe/
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do sentimento, conforme descritas na seção 2.1.4 do capítulo 2 ;
• Fonte de Dados: tipos de dados utilizados no estudo para realizar a análise de senti-
mento;
• Idioma: refere-se ao idioma da fonte de dados;
• Análise Temporal: indica se o trabalho realizava sumarização através de uma análise
temporal dos dados;
• Análise Espacial: indica se o trabalho explorava a dimensão espacial dos dados, seja
através da sumarização dos dados em mapas ou utilizando alguma técnica de GIR para
georeferenciar os dados;
• Acurácia: indica a faixa dos resultados obtidos, em termos de acurácia, da técnica
utilizada para detectar a polaridade do sentimento.
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Tabela 3.1: Quadro Comparativo dos trabalhos relacionados 
 
Autores 
 
Abordagem de Análise de 
Sentimentos 
 
Fonte de Dados 
 
Idioma 
 
Análise 
Temporal 
Análise Espacial  
Acurácia (%) Visualização Geocoding 
Pang et al [50] Aprendizado de Máquina (Naive-Bayes, Entropia Máxima, SVM) 
Comentários sobre 
ﬁlmes Inglês não não não 77,0 - 82,9 
Bjørkelund et 
al. [4] SentiWordNet e Naive-Bayes 
Comentários sobre 
hotéis Inglês sim sim não 68,0 - 84,0 
Dias [8] LingPipe Comentários diversos (Yelp.com) Inglês não sim sim 50,0 – 80,0 
Pak e Paroubek 
[7] Naive-Bayes + Pos Tagger Tweets Inglês não não não 75,0 – 85,0 
Hu e Liu [2] Pos Tagger + Análise Léxico (WordNet) 
Comentários sobre 
Produtos Inglês não não não 84,0 
Chaves et 
al.[51] Análise Léxico 
Comentários sobre 
hotéis Português não não não 
F-Measure de 
0,32 
Sarmento et 
al.[52] 
Análise Léxico + Regras 
Semânticas 
Comentários sobre 
políticos Português não não não 77,0 
Tumitan e 
Becker [53] 
Análise Léxica (Lexicon-PT 
adaptado ao domínio) 
Comentários sobre 
políticos Português sim não não 35,5 – 52,1 
Nascimento et 
al. [56] Naive-Bayes + N-Grama Tweets Português não não não 70,0 – 80,0 
Alves (2014) Naive-Bayes e SVM Tweets Português sim sim sim 65,0 – 88,0 
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3.5 Considerações do Capítulo
Diante deste cenário, esse trabalho difere, no que tange a classificação de sentimentos, das
abordagens estudadas pela utilização de dois classificadores que elimina a necessidade de
realizar PosTagger (Part-of-Speach) na identificação de um conteúdo opinativo. Assim, o
primeiro classificador identifica se um conteúdo é subjetivo ou objetivo; e o segundo classi-
ficador identifica a polaridade (positiva ou negativa) do conteúdo já identificado como opi-
nativo. Em relação à sumarização da opinião, este trabalho utiliza técnicas de GIR para
geocodificar microtexto e explorar uma análise de sentimento espaço-temporal para visuali-
zar os sentimentos detectados em mapas geográficos, incluindo a visualização de mudanças
de sentimentos detectadas em diferentes períodos de tempo.
No próximo capítulo, será descrito em detalhes a abordagem de análise de sentimentos
proposta neste trabalho.
Capítulo 4
Abordagem de Análise de Sentimento
Espaço-Temporal
Este capítulo descreve a abordagem de análise de sentimentos desenvolvida neste trabalho
que utiliza técnicas de Extração e Recuperação da Informação para sumarizar os sentimen-
tos detectadas em microtextos. A abordagem de análise de sentimentos está dividida ba-
sicamente em quatro fases: extração dos dados, detecção da polaridade do sentimento em
textos, detecção da região geográfica (geocoding) e a sumarização da opinião. Na seção 4.1,
é apresentada a visão geral da abordagem de análise de sentimento proposta neste trabalho.
Em seguida, na seção 4.2, é abordado o processo de extração de dados. Na seção 4.3, são
apresentados os algoritmos implementados para a detecção da polaridade do sentimento. Na
seção 4.4, é descrito o método utilizado no processo de georeferencimento dos microtextos.
Finalmente, na seção 4.5, são descritas as formas de sumarização dos sentimentos realizadas
através das dimensões espacial e temporal.
4.1 Visão Geral
A abordagem de análise de sentimento proposta neste trabalho é caracterizada pela utiliza-
ção de técnicas de Recuperação da Informação (RI) para prover suporte à tomada de decisões
através da mineração de informações contidas em microtextos, como os de microblogging e
de redes sociais. Especificamente, este trabalho utiliza técnicas de Análise de Sentimentos
para determinar a polaridade da opinião (positiva ou negativa) expressa em microtextos e
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técnicas de Recuperação de Informação Geográfica (GIR) para inferir localizações geográ-
ficas a partir de evidências textuais. Os resultados obtidos através das técnicas mencionadas
são utilizados para prover mecanismos de sumarização das informações, através de uma vi-
sualização espacial do sentimento em diversas regiões geográficas, incluindo também uma
análise da variação do sentimento ao longo do tempo. O objetivo da sumarização é permitir
uma melhor análise dos dados incluindo também o contexto geográfico.
A abordagem proposta neste trabalho é composta por quatro etapas, conforme ilustra a
Figura 4.1. As seções 4.2, 4.3, 4.4 e 4.5 descrevem em detalhes essas etapas.
CLASSIFICAÇÃO
Twitter
Base de Dados
Pré-processamento
SUMARIZAÇÃO
EXTRAÇÃO
Pré-processamento
GEOCODINGIdentificação de tweets
opinativos
Classificação da polaridade 
do sentimento
Indexação da 
polaridade
Indexação Espacial
Geração de 
Mapas
Gráficos da orientação 
semântica do sentimento
Geração Nuvens 
de Palavras
Figura 4.1: Visão geral da proposta de análise de sentimentos.
Após a coleta e armazenamento dos dados que serão analisados, a abordagem utiliza dois
processos essenciais para obtenção dos resultados: detecção da polaridade do sentimento e
geocodificação dos dados através das evidências textuais. Ambos utilizam técnicas de NLP
para extrair e recuperar a informação em microtextos não estruturados, a exemplo dos twe-
ets. O módulo de sumarização dos dados utiliza os resultados dos módulos de classificação
do sentimento e geocodificação para prover mecanismos de visualização do sentimento de-
tectado.
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4.1.1 Definições
O escopo deste trabalho refere-se a microtextos relacionados a temas predefinidos. Assim, a
análise de sentimento abordada é a nível de documento, não havendo necessidade de utilizar
técnicas de Reconhecimento de Entidades Nomeadas (NER) para detectar a entidade ava-
liada. Portanto, considera-se que os sentimentos expressos nos microtextos, caso existam,
sejam relativos aos temas predefinidos na coleta de dados.
Os microtextos explorados nesta pesquisa foram oriundos do microblogging Twitter1,
embora a proposta desta dissertação seja aplicável a outros tipos de microtextos, como os de
redes sociais.
Eliminado o problema de NER, uma vez as entidades ou temas dos microtextos são
previamente conhecidos, há basicamente dois problemas a serem resolvidos: detecção da
polaridade do sentimento e geocodificação dos microtextos coletados.
O problema de detecção de polaridade do sentimento pode ser tratado como uma ta-
refa de categorização de textos. Mais formalmente, uma tarefa de classificação é encontrar
uma função que aproxima a uma função de classificação f : T → C com f(ti) = cj
tal que C = {c1, ..cn} representa um conjunto de n categorias predefinidas. A função f
descreve como os textos são associados às classes, atribuindo um texto ti ∈ T para sua
categoria cj ∈ C. Neste trabalho, o conjunto T representa todos os textos coletados e
cj ∈ C = {positivo, negativo, neutro} é a polaridade predominante (orientação semân-
tica do sentimento) relacionada ao tweet ti. Para definir a função de detecção de polaridade
f , três algoritmos foram estudados e implementados conforme descrito na seção 4.3.
O processo de pré-processamento dos textos é realizado através de técnicas de NLP obje-
tivando tratamento textual dos tweets para melhorar a detecção da polaridade. Formalmente,
o pré-processamento pode ser definido como a aplicação de uma função p : T → T ′ tal que
p(ti) = t
′
i e f(t
′
i) = f(ti) = cj , onde t
′
i ∈ T ′ = (t′1, ..., t′n) representa os tweets após realizar
os tratamentos textuais.
Já o problema de geocodificação pode ser visto como um problema de encontrar uma
função g : T → L tal que:
1www.twitter.com
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g(ti) =
 lm se ti apresenta referências geográficas0 caso contrário,
onde lm representa a referência geográfica referenciada no texto ti, com lm ∈ L =
(l1, .., lm).
Desta forma, adicionando o contexto geográfico na definição formal de opinião[8] des-
crita pela equação 2.1, mencionada no Capítulo 2, seção 2.1, têm-se que, nesta abordagem
de análise de sentimentos, a definição de opinião é representada através da sextupla abaixo:
Oti = (eti , a
ti
j , cj, hti , d, lm), (4.1)
onde:
• eti representa a entidade relacionada ao microtexto ti coletado, tal que ti ∈ T =
(t1, ..., tn);
• atij é um aspecto/característica da entidade eti , com atij ∈ A = (ati1 , ..., atim), onde A
representa o conjunto dos aspectos da entidade eti . Este elemento é opcional, sendo
utilizado apenas quando deseja-se um nível de detalhamento maior das entidades;
• cj é a categoria que define a polaridade do sentimento sobre entidade eti , ou o aspecto
atij quando este for considerado. Esta categoria é obtida através da função f descrita
acima;
• hti é um emissor da mensagem ti. Nesse contexto é o usuário do Twitter;
• d é a data e horário (instante) que a opinião foi expressa por hti; e
• lm representa a localização geográfica associada a ti e que foi obtida através da função
g(ti) descrita acima.
A equação 4.1 descreve todos os elementos necessários para uma análise de sentimen-
tos que utiliza os aspectos espacial (lm) e temporal (d). Neste trabalho, os elementos que
representam os aspectos (atij ) e usuários hti não foram utilizados nas implementações. A
exploração destes elementos são encorajadas em trabalhos futuros para realização de uma
análise de sentimentos mais detalhada.
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4.2 Extração dos dados
O módulo de Extração dos dados é responsável por coletar os microtextos pesquisados
armazenando-os de forma estruturada em um banco de dados para serem analisados pelos
módulos de detecção de polaridade e geocodificação. O SGBD utilizado para armazena-
mento foi o PostgreSQL2, com a extensão PostGIS3 para realizar operações e processamen-
tos espaciais.
Para a coleta dos dados, a fonte escolhida foi o Twitter. E, para tanto, foi desenvol-
vido um crawler na linguagem de programação Java, utilizando a biblioteca Twitter4J4 que
encapsula os serviços oferecidos na API5 (Application Programming Interface) do Twitter,
possibilitando a integração dos serviços com a aplicação Java.
A API do Twitter trabalha com quatro tipos de objetos6:
• Tweets (status updates): objeto básico do Twitter, sendo criado por usuários, podendo
ser embarcado em sites, respondido, marcado como favorito e encaminhado (retwee-
tado).
• Usuários: podem enviar tweets, seguir os tweets de outros usuários, criar listas de
usuários, ser mencionados em outros tweets e monitorados por aplicações ou outros
usuários.
• Entidades: são metadados e informações adicionais de contexto sobre os tweets, como
por exemplo urls, hashtags e multimídia (fotos, videos, etc);
• Lugares: são localizações nomeadas que contêm coordenadas geográficas e podem
ser associadas a tweets. Os lugares não necessariamente são de localizações geográfi-
cas dos usuários nos momentos de envios dos tweets, mas também podem ser outras
localizações mencionadas nos tweets.
A API do Twitter oferece basicamente dois serviços: REST e Streaming. A API REST
oferece as interfaces para a maioria das funcionalidades do Twitter e a API Streaming ofe-
2http://www.postgresql.org/
3http://postgis.net/
4http://twitter4j.org/
5https://dev.twitter.com/docs
6https://dev.twitter.com/docs/platform-objects
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rece serviços em tempo real com o Twitter, mantendo uma conexão HTTP aberta com o
microblog.
Neste trabalho, utilizou-se da API REST do Twitter, especificamente nos serviços de
busca de tweets (GET search/tweets). No serviço de busca, há vários parâmetros que podem
ser utilizados, mas o crawler desenvolvido utilizou os seguintes:
• Query (q): para obter tweets relacionados com as entidades de interesse para realizar
a análise de sentimentos;
• Language(lang): para obter tweets apenas no idioma português (pt);
• Since e Until: especificar que os os tweets a serem recuperados foram criados entre as
datas delimitadas: início (since) e fim (until);
Como o Twitter limita a quantidade de requisições da API dentro de uma janela de tempo,
o crawler utilizou o serviço de forma autenticada, que garante maior quantidade de requisi-
ções, e quando esta janela é preenchida o crawler entra no modo de espera, respeitando o
tempo limitado, para então continuar a busca dos tweets. Desta forma, todos os tweets que
foram criados na data especificada são recuperados e armazenados no banco de dados.
Os resultados da busca na API Search do Twitter estão no formato JSON7 (JavaScript
Object Notation) contendo dados dos quatro tipos objetos do Twitter. No entanto, os prin-
cipais dados utilizados neste trabalho foram: texto do tweet, data de criação, coordenadas
de latitude e longitude, autor do tweet (usuário). Todos os dados obtidos no formato JSON
também foram armazenados para realização de futuros trabalhos que visam explorar as en-
tidades do Twitter e seus relacionamentos. A Figura 4.2 apresenta o esquema relacional do
banco de dados utilizado para armazenar os dados coletados.
As entidades representadas pelas tabelas “tweets” e “tweets_json” são utilizadas para
armazenamento das informações coletadas pelo crawler desenvolvido. As entidades “usuá-
rio”, “opinião” e “cidade” são utilizadas no sistema desenvolvido para formação do conjunto
de dados de teste e treinamento, conforme será descrito na subseção 4.3.2 deste capítulo.
Por fim, a entidade “classificação” é utilizada no processo de indexação da polaridade do
sentimento.
7http://www.json.org
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Figura 4.2: Esquema relacional do banco de dados.
4.3 Detecção da polaridade do sentimento
Nesta seção são descritas as técnicas implementadas para a detecção da polaridade do senti-
mento nos microtextos. O objetivo em avaliar e implementar técnicas diferentes de detecção
de polaridade foi escolher a técnica que melhor detecta o sentimento em microtextos. As
abordagens de análise de sentimento mais exploradas na literatura são: Análise Léxica, com
base em dicionários de sentimentos, e Aprendizagem de Máquina Supervisionado. Ambas
foram implementadas neste trabalho.
4.3.1 Análise Léxica
O aspecto central desta abordagem léxica é a utilização de dicionários de sentimentos, que
são listas de palavras ou expressões de sentimento associadas a uma polaridade de senti-
mento, normalmente positiva ou negativa [8]. Embora os dicionários de palavras possam
conter algumas informações adicionais, como por exemplo classe gramatical (adjetivos, ad-
vérbios, etc) e stemming (apenas o radical) das palavras, que auxiliam no processo de Part-
Of-Speech, a informação essencial para a realização de análise de sentimento é a polaridade
das palavras. A Tabela 4.1 apresenta um exemplo de alguns termos contidos em um dicioná-
rio de sentimento.
O algoritmo exibido no Código Fonte 4.1 ilustra a abordagem léxica implementada para a
definição de polaridade. A ideia básica do algoritmo é obter as sentenças de um tweet (linha
4) e, através do processo de tokenização (linha 7), verificar a co-ocorrência das palavras do
tweet com as palavras de sentimentos do dicionário (linha 11) e assim obter a orientação
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Tabela 4.1: Exemplo de termos de um dicionário de sentimentos
Termo Classe Gramatical polaridade
abarrotado adjetivo -1
aberração substantivo -1
fértil adjetivo +1
fidedigno adjetivo +1
insinuante adjetivo 0
semântica. Se na sentença apresentar uma palavra com sentido de negação, o sentido da
polaridade do sentimento é invertido (linha 8).
Código Fonte 4.1: Orientação Semântica
1 g e t O r i e n t a c a o S e m a n t i c a ( t w e e t ) {
2 t = p r e p r o c e s s a r ( t w e e t ) ;
3 o r i e n t a c a o S e m a n t i c a = 0 ;
4 f o r ( s e n t e n c a : g e t S e n t e n c a s ( t ) ) {
5 negacao = f a l s e ;
6 s e n t S e n t e n c a =0;
7 f o r ( t o k e n : ge tTokens ( s e n t e n c a ) ) {
8 i f ( t o k e n i n ( ’ não ’ , ’ nao ’ ) ) {
9 negacao = t r u e ;
10 }
11 i f ( t o k e n i n d i c i o n a r i o S e n t i m e n t o ) {
12 s e n t S e n t e n c a += g e t S e n t i m e n t o D i c i o n a r i o ( t o k e n ) ;
13 }
14 }
15 i f ( negacao ) {
16 s e n t S e n t e n c a = −1∗ s e n t S e n t e n c a ;
17 }
18 o r i e n t a c a o S e m a n t i c a += s e n t S e n t e n c a ;
19 }
20 r e t u r n o r i e n t a c a o S e m a n t i c a ;
21 }
No processo de pré-processamento, termos que não contribuem para identificação da
polaridade do sentimento são removidos, como stopwords, links e menções a usuários. Um
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tratamento de HashTag é realizado, removendo o simbolo de “#” e desmembrando palavras
compostas através da identificação de capitalização de letras. Por exemplo, “#foiMuitoBom”
após o pré-processamento fica “foi Muito Bom”.
A função “getSentimentoDicionario(token)” retorna um valor positivo (+1) caso a pala-
vra (token) apresente um sentimento positivo, caso contrário, irá retornar um valor negativo
(-1). Ao final do processamento, a variável o algoritmo resultará em uma valor positivo,
neutro, ou negativo, indicando, desta forma, a orientação semântica do texto.
O tratamento de negação também foi realizado (linhas 16) invertendo o sentido da pola-
ridade do sentimento obtido através do dicionário do sentimento. Por exemplo, na sentença
“O jogo não foi bom”, apenas a palavra “bom” é identificada com o sentido positivo (+) no
dicionário de palavras, mas como uma palavra com o sentido de negação foi identificada, há
uma inversão da polaridade do sentimento.
Segundo Bech e Tumitan [29], o método de co-ocorrência utilizado na abordagem léxica
apresenta bons resultados quando o nível de análise textual é de granularidade pequena (aná-
lise em nível de sentença), a exemplo dos tweets que possuem no máximo 140 caracteres.
Quanto aos dicionários de sentimentos utilizados, no idioma português há apenas dois
disponíveis: OpLexicon [53], para o português do Brasil e SentiLex-PT [54] para o português
de Portugal. Nesta implementação optou-se por avaliar os dois dicionários.
4.3.2 Aprendizado de máquina
Em problemas de classificação de textos, a abordagem de aprendizagem de máquina super-
visionado tem sido a mais explorada na literatura [58; 10]. Com a utilização de técnicas de
aprendizagem de máquina supervisionada, faz-se necessário a formação de dois conjuntos
disjuntos: treinamento e validação (teste). Então, dado dois conjuntos Tt e Tv, respectiva-
mente de treinamento e validação, tem-se que Tt∩Tv = . Assim, a classificação supervisio-
nada começa com o conjunto de treinamento Tv = (t1, ..., tn) com os textos já marcados com
as categorias cj ∈ C = (c1, ..., cn) e a tarefa é determinar o modelo de classificação capaz de
correlacionar corretamente um novo texto tw ∈ Tv à sua categoria, ou seja, f : T → C com
f(tw) = cj . Neste caso, o conjunto de treinamento é utilizado para a construção de um clas-
sificador que aprenderá automaticamente as regras e características gerais dos documentos
classificados. Já o conjunto de teste faz-se necessário para validar o classificador treinado.
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Na tarefa de classificação, deve-se considerar as características (features) que o modelo
de classificação deve observar nos dados de treinamento no processo de aprendizagem. Na
classificação de textos, as porções (tokens) dos textos são extraídas e analisadas, e o clas-
sificador seleciona as características relevantes, representando-as na forma de um vetor de
termos, ou bag of words, como é conhecido na literatura. Na Tabela 4.3, é ilustrado um
exemplo de um vetor de termos binário de uma classificação de texto obtida pelo conjunto
de treinamento da Tabela 4.2. O vetor de termos binário indica a ocorrência de termos nas
classes, possibilitando a construção de modelos de classificação.
Tweet Rótulo
Gostei do jogo do Brasil. Positivo
Esse time do Brasil é muito ruim. Negativo
Este não é um grande time. Negativo
Tabela 4.2: Conjunto de Treinamento contendo a rotulação de tweets
gostei jogo Brasil não vai grande time muito ruim classificacao
1 1 1 0 0 0 0 0 0 Positivo
0 0 1 0 0 0 0 1 1 Negativo
0 0 0 1 0 1 1 0 0 Negativo
Tabela 4.3: Exemplo de um vetor de termos
Em problemas de classificação de texto, especificamente de classificação de polaridade
do sentimento, os tipos de características utilizados na literatura [8; 49; 20; 29] são:
Palavras de sentimento: utiliza dicionários de sentimentos para caracterizar de forma bi-
nária se as palavras de sentimentos estão presentes ou ausentes no texto;
Frequências de termos: utiliza-se n-gramas juntamente com a frequência absoluta ou rela-
tiva dos termos (TF-IDF);
Part-of-Speech: considera a classe morfológica (adjetivos, verbos, advérbios, etc) das pa-
lavras;
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Neste trabalho, apenas a característica de frequência de termos foi utilizada nos classifi-
cadores implementados.
Construção dos conjuntos de dados para treinamento e validação
Um dos grandes problemas na utilização de aprendizado supervisionado para classificar a
polaridade do sentimento é a necessidade de dados rotulados para treinamento do modelo que
sejam apropriados para o domínio específico, uma vez que o desempenho do modelo treinado
está fortemente relacionado com a qualidade e representatividade dos dados utilizados no
treinamento.
Em trabalhos que tratam de revisões de produtos [26; 49] é comum a utilização da clas-
sificação realizada pelos usuários sobre os produtos na forma de notas ou estrelas, e nestes
casos a rotulação das revisões para a formação do conjunto de treinamento pode ser realizada
através desta classificação.
Para a criação dos conjuntos de dados (treinamento e validação) utilizados pelos classifi-
cadores através de técnicas de aprendizado supervisionado de máquina, neste trabalho foram
utilizadas duas metodologias distintas: rotulação manual, através de auxílios de voluntários
para classificação da polaridade, e rotulação automática através da presença de emoticons
nos textos dos tweets.
Na rotulação manual, um sistema web, conforme ilustra a Figura 4.3, foi criado para
possibilitar que usuários autenticados indicassem as polaridades dos sentimentos de uma
amostra de tweets selecionados de forma randômica. Na indicação da polaridade, os usuá-
rios poderiam indicar as polaridades positiva, negativa e neutra. A polaridade neutra indica
que através das evidências textuais (sintática e semântica) não há sentimentos expressos no
tweet. O sentimento neutro pode indicar também a ausência de sentenças opinativas, tratando
apenas de fatos ou acontecimentos. A utilização do voto majoritário é utilizada para tratar a
detecção de sentimentos discrepantes entre as opiniões dos diversos usuários e, neste caso,
somente a presença de um sentimento dominante valida a marcação do tweet no conjunto de
dados. Desta forma, na hipótese de empate na indicação da polaridade do sentimento nos
textos dos tweets, estes são descartados do conjunto da amostra (treinamento e validação).
Ainda nesta abordagem de rotulação manual, o usuário poderia indicar se o tweet con-
tinha referências a cidades do Brasil, criando assim um conjunto de dados também para a
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validação da geocodificação do tweet que é tratado na seção 4.4.
Figura 4.3: Sistema para rotulação dos conjuntos de dados (treinamento e validação).
Na rotulação automática, o processo de identificação de polaridade baseia-se na análise
de emoticons8. Nesta abordagem, assume-se que todas as palavras contidas no tweet têm os
mesmos sentimentos expressado pelo emoticon. Assim, se um tweet apresenta um emoticon
que transmite felicidade, por exemplo, a polaridade do tweet é considerada positiva. A utili-
zação de emoticons tem sido adotada em outros trabalhos, como o de Pak & Paroubek [31],
Read [46] e Go et al. [30]. A Tabela 4.4 apresenta os emoticons utilizados neste trabalho
para rotulação automática na construção de dados para treinamento e validação.
Abordagens de Classificação
As abordagens de análise de sentimentos usualmente utilizam técnicas avançadas de NLP,
como POS Tagging, para identificação de sentenças opinativas. Neste caso, o POS Tag-
ging é utilizado para detectar mensagens subjetivas através da identificação da classes gra-
maticais das palavras contidas no texto. Em Pak e Pakoubek [31] foi verificado que em
conteúdos subjetivos textuais há uma tendência de maior frequência de pronomes pessoais,
adjetivos, adjetivos superlativos e comparativos, enquanto que textos objetivos ocorrem com
mais frequência os nomes próprios e comuns. A tarefa de POS Tagging em textos informais,
8Um emoticon trata-se de uma sequência de caracteres tipográficos que transmite emoção, podendo expres-
sar, por exemplo, sentimentos de felicidade ou tristeza.
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Tabela 4.4: Conjunto de Emoticons utilizados na rotulação automática.
como os tweets, não é uma tarefa fácil considerando problemas como: excesso de abrevia-
ções usadas nos textos ocasionado pela limitação de caracteres; palavras com letras repetidas
para enfatizar termos; ausência de consoantes em palavras. Em textos escritos em português
esses problemas são agravados, devido à complexidade gramatical inerente à linguagem.
Neste contexto, objetivando eliminar o uso de POS Tagging, esta pesquisa explorou o
problema de análise de sentimento através de classificadores de texto, considerando apenas
as palavras contidas no texto. Duas abordagens que utilizam técnicas de aprendizado de
máquina supervisionado foram implementadas, conforme ilustra a Figura 4.4. Na primeira
abordagem, nomeada de classificação simples, o modelo treinado é capaz de classificar as
sentenças em três classes possíveis: positiva, negativa e neutra. Na segunda abordagem, o
processo de classificação da polaridade é realizado com a utilização de múltiplos classifica-
dores, mais precisamente com dois classificadores. O primeiro classificador é utilizado para
classificar os textos em objetivos e subjetivos (opinativos), funcionando como um espécie de
filtro para o próximo classificador. Já o segundo classificador foi treinado para classificar as
polaridades das mensagens subjetivas em apenas duas classes: Positiva e Negativa.
Em detrimento de outros classificadores disponíveis, como KNN , Entropia Máxima,
Árvores de Decisões e CRF, esta pesquisa utilizou os classificadores Naive Bayes e SVM
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1 - Classificação Simples (ternária)
Classificação da polaridade do sentimento
(Positivo, Negativo, Neutro)
2 - Dupla Classificação (binária)
Classificação de tweets
opinativos
(Subjetivo, Objetivo)
Classificação da polaridade 
do sentimento
(Positivo, Negativo)
Figura 4.4: Abordagens de classifcadores.
para avaliar as abordagens de classificação do sentimento nos tweets, uma vez que estes
classificadores são os mais explorados pela comunidade científica [28; 10; 31; 26; 49; 8].
Para construir os classificadores Naive Bayes e SVM, a API9 do Weka [59] foi utilizada
e incorporada na aplicação Java desenvolvida para avaliar os métodos de detecção de po-
laridade do sentimento. Na API do Weka, as classes que implementam os classificadores
de Naive Bayes e SVM são, respectivamente, NaiveBayes.java e SMO.java. O classificador
SMO (Otimização Minimal Sequencial) [60] é uma variante do SVM. Em ambos os clas-
sificadores, as frequências das palavras (Bag Of Word) foram utilizadas para representar as
características dos textos no processo de treinamento dos modelos.
4.4 Identificação de Referências Geográficas
No processo de identificação das referências geográficas realizado neste trabalho, foi o uti-
lizado o módulo do geoparsing do GeoSEn (Geographic Search Engine) [41]. A escolha de
módulos do GeoSEn para realizar o processo de geocodificação neste trabalho deu-se em
função de:
• Bons resultados no processo de geocodificação de documentos baseados na Web [61]:
– 71% de referências válidas detectadas corretamente;
– 92% de referências inválidas ignoradas corretamente;
– 84% de acertos no processo de desambiguação;
• Base de dados geográfica de várias localizações do Brasil (Módulo do Geo Database)
• Aplicável em microtextos;
9http://weka.sourceforge.net/doc.dev/index.html
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Para utilizar a API do GeoSEn com os microtextos que foram armazenados no banco de
dados, foi necessário no processo de detecção de localização geográfica, converter cada a
mensagem do tweet em uma página HTML (HyperText Markup Language), uma vez que o
GeoSEn foi planejado para trabalhar com documentos Web. Então, após converter os mi-
crotextos para o formato adequado, os documentos Web são encaminhados para o módulo
do Geoparser do GeoSEn, que é responsável pela detecção de termos geográficos dos tex-
tos analisados escritos em língua portuguesa. Nesta etapa, todos os locais candidatos são
identificados e então encaminhados para a etapa seguinte, onde será aplicada a georeferência
do texto. A Figura 4.5 ilustra um microtexto após a fase de Geoparsing, onde os termos
candidatos à referências geográficas são detectados.
Figura 4.5: Exemplo do resultado do processo de Geoparsing sobre um microtexto (Figura
retirada de [62]).
O Geoparser considera informações como a posição do termo em todo o texto e o seu
comprimento, ou seja, a quantidade de palavras que formam o termo. Caso não seja de-
tectado termos candidatos em um microtexto, este é considerado como microtexto que não
possui referências geográficas, considerando as evidências textuais.
Após a identificação dos termos candidatos, estes são submetidos a uma avaliação de
relevância para definição do escopo geográfico do microtexto. Nesta etapa, o Geo Scope
Modeler do GeoSEn é utilizado, considerando a hierarquia geográfica de cidade 7→ micror-
região 7→mesorregião 7→ estado 7→ região para definir o escopo geográfico obtido através do
cálculo da relevância que é realizado por meio dos níveis da hierarquia. A Figura 4.6 ilustra
o resultado da etapa de Geocoding realizada sobre um microtexto.
Na Figura 4.6 é possível perceber que apenas um dos termos identificados na fase do
Geoparser foi escolhido para georeferenciamento do microtexto. Isto ocorre devido as heu-
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Figura 4.6: Exemplo do resultado do processo de Geocoding sobre um microtexto (Figura
retirada de [62]).
rísticas do cálculo de escopo geográfico do GeoSEn, que considera o local geográfico mais
preciso, que neste caso é o município.
4.5 Sumarização da opinião
Uma vez que os processos de detecção da polaridade de opinião e geocodificação dos textos
dos tweets foram realizados, os resultados foram indexados no banco de dados para utiliza-
ção na fase de sumarização da opinião, que é realizada através do módulo de sumarização
dos dados. A análise visual é uma tarefa realizada com muita facilidade pelos humanos.
A visualização é o meio pelo qual os seres humanos e os computadores cooperam com as
suas capacidades distintas para obtenção de resultados mais eficazes [63]. Partindo deste
princípio, a proposta de sumarização desta dissertação explora três opções, a saber:
1. Análise Temporal do Sentimento: associa os sentimentos positivos e negativos ao
longo do tempo;
2. Word Clouds do Sentimento: gera nuvens de palavras através dos termos mais fre-
quentemente citados nos tweets de acordo com o período e sentimento detectado;
3. Visualização Espacial do Sentimento: gera mapas associados aos sentimentos de-
tectados, incluindo mapas de calor do sentimento;
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Esta seção descreve em detalhes as abordagens de sumarização do sentimento implemen-
tadas nesta pesquisa.
4.5.1 Análise Temporal do Sentimento
A abordagem de análise temporal do sentimento, nesta pesquisa, é realizada através de gráfi-
cos de distribuição temporal, que agrupam a quantidade de mensagens por data, permitindo
desta forma traçar o comportamento do sentimento geral detectado, auxiliando a detecção
de momentos em que houve mudanças de opinião. A Figura 4.7 ilustra um gráfico distribui-
ção temporal contendo o comportamento da quantidade de sentimentos positivos e negativos
detectado no período analisado. A quantidade de sentimentos negativos foi plotada no semi-
eixo negativo para evitar sobreposições com a do sentimentos positivos. Por exemplo, a
partir do gráfico percebe-se que no dia 14/05/2014 foi detectado cerca de 3000 (três mil)
tweets com polaridade negativa e cerca de 2000 (dois mil) tweets com polaridade positiva.
-4000
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
12
/0
4/
20
13
20
/0
4/
20
13
28
/0
4/
20
13
06
/0
5/
20
13
14
/0
5/
20
13
22
/0
5/
20
13
30
/0
5/
20
13
07
/0
6/
20
13
15
/0
6/
20
13
23
/0
6/
20
13
01
/0
7/
20
13
09
/0
7/
20
13
17
/0
7/
20
13
25
/0
7/
20
13
02
/0
8/
20
13
10
/0
8/
20
13
Quantidade Positivo Quantidade Negativo
Figura 4.7: Análise do comportamento do sentimento detectado.
Outra alternativa de visualizar o comportamento da variação de tweets com polaridades
positiva e negativa é através da fração (percentual) de tweets positivos e negativos por dia.
Esta alternativa possibilita analisar a variação do sentimento, independente de quantidade
de tweets com sentimentos, possibilitando a percepção da orientação do sentimento por dia
em todo o período observado. Os gráficos contidos na Figura 4.8 ilustram as proporções de
tweets positivos e negativos por dia. Por exemplo, percebe-se que no dia 14/05/2013, cerca
de 40% de tweets com sentimentos positivos e 60% com sentimentos negativos.
Comparando com o gráfico da Figura 4.7, pode-se perceber que os gráficos da Figura 4.8
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Figura 4.8: Análise da proporção de sentimentos positivos e negativos por dia.
auxilia na análise de sentimentos em períodos cuja a quantidade de tweets positivos e nega-
tivos seja pequena. Por exemplo, analisando o período dos dias 01/07/2013 à 10/08/2013,
é possível afirmar que os gráficos da Figura 4.8 representa melhor a variação de sentimento
ocorrida, possibilitando compreender o comportamento do sentimento neste período.
Uma forma de obter a orientação semântica geral do sentimento expresso nos microtextos
é através da subtração do número de mensagens com sentimentos positivos pela quantidade
de mensagens com sentimento negativo, ou seja, dado Qp = (p1, ..pn) e Qn = (q1, ..qn) com
pi ∈ Qp e qi ∈ Qn representando, respectivamente a quantidade de mensagens com senti-
mentos positivos e negativos no tempo i, têm-se que a orientação semântica do sentimento
geral pode ser obtido por Qorientacao = ((p1− q1), ..(pn− qn)). A Figura 4.9 apresenta um
gráfico que ilustra a orientação semântica do sentimento geral.
A proposta deste trabalho foi criar uma forma interativa para que o tomador de decisão
possa escolher qual o período que deseja analisar o comportamento do sentimento analisado,
possibilitando inclusive exibir ou ocultar cada sentimento individualmente. A Figura 4.10
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Figura 4.9: Análise do comportamento da orientação semântica do sentimento.
ilustra os resultados obtidos pela ferramenta desenvolvida que possibilita a visualização dos
sentimentos detectados de forma interativa.
a) Distribuição Temporal dos Sentimentos b) Apenas Orientação Semântica
c) Apenas Positivos d) Apenas Negativos
Figura 4.10: Ferramenta interativa para análise temporal do sentimento detectado em micro-
textos.
A Figura 4.11 ilustra o resultado de outro gráfico que possibilita a visualização dos senti-
mentos especificando o período de análise. A especificação de datas possibilita visualizar em
detalhes o comportamento do sentimento em um período desejado e, em alguns casos, tam-
bém é possível eliminar os efeitos causados pelos dados com outliers (quantidade de tweets
atípicas), possibilitando a percepção de oscilações na tendência dos sentimentos com maior
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eficácia, uma vez que os dados de outliers ofuscam visualmente essa percepção.
Figura 4.11: Análise do comportamento do sentimento obtida através da especificação do
período.
4.5.2 Word Clouds do Sentimento
World cloud (Tag Word) é uma forma de visualização de dados textuais bastante popular, na
qual ênfases são dadas em palavras chaves da fonte da informação. Normalmente, as pala-
vras mais importantes são definidas através de critérios de ponderação, como por exemplo,
frequências de ocorrência nos textos. A palavras são dispostas/arranjadas em uma “nuvem”
de palavras, alternando o tamanho ou cor da fonte segundo o critério de importância. As
nuvens de palavras possibilitam a compreensão gráfica de uma visão geral dos dados anali-
sados.
Neste trabalho, a proposta de utilização de Word Cloud é através da exploração dos dados
de outliers obtidos através da análise temporal, ou seja, permitir geração de word cloud nos
dias em que as quantidade de tweets gerados estão fora dos quartis do gráfico de boxplot,
conforme destacado na Figura 4.12.
A visualização das nuvens de palavras geradas em dias que houve quantidades atípicas
de sentimentos detectados, sejam positivos ou negativos, pode possibilitar uma melhor com-
preensão dos acontecimentos que geraram os sentimentos, auxiliando o tomador de decisões
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Figura 4.12: Destaque dos outliers dos dados quantitativos relacionados a orientação semân-
tica do sentimento.
sobre os aspectos que contribuíram para a expressão da opinião. A Figura 4.13 ilustra word
clouds geradas em dias cujos os sentimentos predominantes foram, respectivamente, negati-
vos(a) e positivos(b).
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Figura 4.13: WordClouds geradas através de termos mais frequentes.
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4.5.3 Visualização Espacial do Sentimento
Neste trabalho, a proposta de gerar mapas de sentimentos é através mapas de calor, conhe-
cidos também como mapas de densidades. Um mapa de calor geográfico é um mapa de
bits mostrando a densidade ou magnitude das informações analisadas relacionadas com as
localidades geográficas. Com a geração de mapas de calor do sentimento é possível reali-
zar uma análise geográfica do comportamento do sentimento detectado em diversas regiões
geográficas.
Para a geração de mapa de calor, foi utilizado o GeoServer10. O GeoServer é um ser-
vidor gratuito baseado em Java que permite usuários visualizar e editar dados geoespaciais.
Para geração dos mapas, utilizou-se uma camada de dados espaciais contendo a geografia
de todos os estados brasileiros obtida junto ao Instituto Brasileiro de Geografia e Estatística
(IBGE). Para gerar o efeito da distribuição da densidade (calor) no mapa, foi utilizada a ex-
tensão SLD11 (Styled Layer Descriptor) do GeoServer que se encarrega de aplicar funções
de renderização de acordo com os estilos de cores definidos e o conjunto de dados (senti-
mentos) georeferenciado. Uma transformação típica calcula a agregação a ser realizada de
acordo com os dados de entrada, permitindo os efeitos visualização no mapa.
Para gerar mapas de calor, o GeoServer aplica uma função de renderização conhecida
por “Vector-to-Raster” que gera uma superfície de “calor” no mapa através de um conjunto
de pontos geográficos ponderados.
Neste trabalho, para gerar o conjunto de pontos ponderados no mapa, foram criados
visões no banco de dados a partir da indexação do sentimento geográfico obtida no módulo
gecoding, contendo cada localização geográfica detectada com os devidos quantitativos de
sentimentos positivos e negativos detectados no módulo de classificação da polaridade do
sentimento. Desta forma, a ponderação dos dados geográficos foram obtidas através de
uma escala que define a proporção do sentimento positivo e negativo em cada localização
detectada. Formalmente, a influência de cada localização geográfica no mapa de calor, é
definida pela função m : L→ E definida por:
mli =
quantlipos − quantlineg
(quantlipos + quant
li
neg)
,
10GeoServer - OpenGeo. Mais informações em: http://geoserver.org/
11http://docs.geoserver.org/stable/en/user/styling/sld-extensions/index.html
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onde li ∈ L representa uma localização geográfica, E = [−1, 1] é o peso da localização
geográfica no mapa de calor obtido pelas quantidades de sentimentos positivos quantlipos e
negativos quantlineg referente localização geográfica li.
Após obter o peso de cada região geográfica, o estilo para o SLD foi definido seguindo a
escala de cores da Tabela 4.5.
Peso Cor
-1 Vermelho
-0,5 Laranja
0 Amarelo (Branco)
0,5 Verde Claro
1,0 Verde Escuro
Tabela 4.5: Cores utilizadas no mapa de calor segundo o critério de ponderação
O estilo de cores (Tabela 4.5) é utilizado pela função de rasterização do GeoServer para
que, através do peso de cada região geográfica e do agrupamento geográfico realizado no
mapa, obter a escala de cores ilustrada pela Figura4.14.
Figura 4.14: Legenda de cores utilizadas no mapa de calor de sentimentos
Assim, a obtenção do mapa de calor é realizada pelo GeoServer através de uma consulta
no banco de dados que retorna todos os mli referentes as localizações geográficas e o Geo-
Server através dos agrupamentos realizados gera os efeitos de densidades apropriados para
visualização. As Figuras 4.15 e 4.16 ilustram mapas de calor gerados em períodos distintos
em que foram realizadas a análise de sentimentos.
Na Figura 4.15, percebe-se que o período que a análise de sentimentos foi realizado a
orientação semântica do sentimento, de forma geral, apresenta sentimentos positivos. Já na
Figura 4.15, percebe-se que há algumas localizações geográficas cuja orientação semântica
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Figura 4.15: Mapas de calor: predominância de sentimentos positivos em todas as localiza-
ções
Figura 4.16: Mapas de calor: algumas localizações com a polaridade negativa
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apresenta a polaridade negativa.
4.6 Considerações do Capítulo
Este capítulo apresentou a abordagem de análise de sentimentos que explora técnicas de su-
marização do sentimento incluindo as dimensões espacial e temporal. Dentre as técnicas uti-
lizadas nesta abordagem, como pré-requisitos para a sumarização do sentimento, destacam-
se as técnicas analisadas para realizar a detecção da polaridade do sentimento e a aplicação de
um módulo do GeoSEn para inferência de localizações geográficas em microtextos. Também
foram abordadas as formas de sumarização dos sentimentos realizadas através das dimensões
espacial e temporal, a saber: gráficos de distribuição temporal, word cloud e mapas de calor
(densidade). No próximo capítulo, serão descritos os experimentos realizados através de um
estudo de caso e as validações das técnicas de análise de sentimentos e georeferenciamento
descritas neste capítulo.
Capítulo 5
Experimentos e Validação
Neste capítulo serão apresentados os resultados dos experimentos realizados com um caso
de estudo sobre a Copa das Confederações de 2013 no Brasil, utilizando a abordagem de
análise de sentimentos descrita no Capítulo 4. Na Seção 5, será realizada uma análise dos
dados coletados. Em seguida, na Seção 5.1, os algoritmos implementados de detecção de
sentimentos serão avaliados quanto a sua eficácia na detecção de polaridade e na Seção
5.2.3, o módulo de geoparsing do GeoSEn aplicado aos tweets coletados será avaliado. Por
fim, na Seção 5.3.2 serão discutidos os resultados obtidos através da abordagem de análise
de sentimentos proposta neste trabalho.
5.1 Coleta de Dados
Para execução dos experimentos relacionados com a proposta de análise de sentimentos desta
dissertação, a API do Twitter1 foi utilizada, conforme mencionado no Capítulo 4, para a cria-
ção do crawler que coletou aproximadamente 300.000 tweets no idioma português relaciona-
dos ao tema da Copa das Confederações da FIFA, realizada no Brasil em 2013. O crawler foi
executado automaticamente todos os dias para coletar os tweets enviados no dia anterior ao
do dia da execução cujos textos continham pelo menos um dos seguintes termos: #copa2014,
#Brasil2014, Copa do Mundo de 2014, Copa das Confederações e #copadasconfederacoes.
Embora existam termos que não tratam diretamente da Copa das Confederações, eles foram
utilizados devido à forte relação com a Copa do Mundo, uma vez que a Copa das Confedera-
1https://dev.twitter.com/docs
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ções é considerada também uma prévia da Copa do Mundo. Na Figura 5.1, é apresentado um
gráfico contendo a quantidade de tweets obtidos através dos termos utilizado pelo crawler.
Claramente, percebe-se que através do termo ‘Copa das Confederações’ foi obtido a maior
quantidade de tweets.
220,259 (75%) 
3,214 (1%) 
35,567 (12%) 
24,455 (8%) 
10,408 (4%) 
Copa das Confederações
#Brasil2014
#copadasconfederacoes
Copa do Mundo de 2014
#copa2014
Figura 5.1: Números de tweets obtidos de acordo com os termos da coleta
O período de coleta de dados foi entre 12 de abril e 12 agosto de 2013, aproximadamente
dois meses antes do início e dois meses após o término da competição, que ocorreu no Brasil
no período entre 15 e 30 de junho de 2013. Compreender o período da coleta é importante
para perceber o comportamento do sentimento expresso pelos brasileiros relacionadas ao
tema. A Figura 5.2 ilustra a quantidade de tweets enviados diariamente durante o período
coletado.
O pré-processamento dos textos foi realizado utilizando técnicas de NLP com o intuito
de identificar e eliminar termos que não contribuem com a identificação da polaridade do
sentimento tais como stopwords, links e menções a usuários. Para auxiliar este processo, foi
utilizado o Apache OpenNLP2 que é uma API Java utilizada em processamento de linguagem
natural.
É possível observar (Figura 5.2) que no período da competição há uma maior quanti-
dade de tweets enviados, como já era esperado. Percebe-se também que, no dia 14 de maio
de 2013, houve uma quantidade atípica de tweets coletados, chegando a aproximadamente
17.000 tweets. A explicação para este acontecimento dá-se em função da divulgação da
lista de jogadores convocados pela seleção brasileira de futebol e supõe-se que a maioria
2http://incubator.apache.org/opennlp
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Figura 5.2: Número de tweets coletados por dia
destes tweets são opinativos, devendo retratar a opinião popular em relação aos jogadores
selecionados para a formação do time na competição.
5.2 Avaliação dos algoritmos de detecção de opinião imple-
mentados
Nesta seção serão descritos os experimentos relacionados com a avaliação dos algoritmos
de detecção de polaridade implementados nesta pesquisa. Inicialmente será abordada a me-
todologia utilizada para avaliação dos algoritmos; em seguida, será descrita a criação do
conjunto de dados rotulados que foram utilizados para treinamentos e validação dos algorit-
mos de aprendizagem de máquina. Por fim, serão expostos os resultados dos algoritmos.
5.2.1 Metodologia da avaliação
As métricas utilizadas para avaliação dos resultados dos algoritmos de detecção de polari-
dade foram as tratadas no capítulo 2: acurácia, precisão, revocação e F-Measure. Para a
avaliação dos algoritmos que utilizam técnicas de aprendizado de máquina supervisionado,
uma fração dos tweets rotulados é reservada para treinar o modelo, não sendo utilizada para
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a obtenção das métricas. A outra fração é utilizada para aplicar o classificador de sentimento
e comparar os resultados com os rótulos marcados. A esses conjuntos denomina-se, respec-
tivamente, dados de treinamento e dados de validação. Para avaliar a capacidade de genera-
lização dos modelos de classificação, foi utilizado o método de validação cruzada k − fold,
com k = 10, ou simplesmente 10− fold. O método k− fold consiste em dividir o conjunto
total de dados rotulados em k subconjuntos mutuamente exclusivos do mesmo tamanho e, a
partir desta subdivisão, um subconjunto é utilizado para treinamento e os k− 1 restantes são
utilizados para estimação das métricas utilizadas. Desta forma, o processo treina o modelo
10 vezes com dados de treinamentos distintos, avaliando as métricas com dados de testes
também distintos a cada execução. Assim, as métricas são computadas utilizando a média
das k execuções.
Já no processo de avaliação do algoritmo que utiliza uma abordagem baseada em dici-
onários (léxica) não há necessidade de realizar repetições, uma vez que o algoritmo é de-
terminístico e não depende do conjunto de treinamento. Desta forma, as métricas foram
computadas com apenas uma execução do algoritmo aplicado com o conjunto de tweets de
testes.
5.2.2 Criação do Conjunto de Dados
Para avaliar os algoritmos implementados, fez-se necessário separar um conjunto para testes
contendo os tweets já rotulados com as polaridades dos sentimentos. Para os treinamen-
tos dos algoritmos de aprendizado de máquina supervisionado, fez-se necessário também
separar um outro conjunto de tweets.
A rotulação do sentimento do tweet para obtenção do conjunto de dados, conforme men-
cionado no capítulo anterior, deu-se de duas formas: rotulação automática, através da utiliza-
ção de emoticons, e rotulação manual, onde voluntários indicavam o sentimento nos tweets.
Na rotulação automática, todos os tweets que apresentaram emoticons foram separados para
formação do conjunto de dados. Já na rotulação manual, foram separados 1500 tweets de
forma aleatória para que voluntários informassem os sentimentos dos tweets, utilizando o
sistema online ilustrado na Figura 4.3 apresentado no capítulo 4.
As duas formas de rotulagem foram utilizadas, tanto para verificar se os modelos cons-
truídos através da rotulação automática podem ser considerados confiáveis, quanto para au-
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Tabela 5.1: Número de tweets rotulados
Abordagem Positivo Negativo Neutro Total
Rotulação Automática 1.468 492 - 1960
Rotulação Manual 461 333 353 1227
mentar a quantidade de dados rotulados. A Tabela 5.1 apresenta o número de tweets rotula-
dos com o sentimento segundo a forma de rotulação.
Observa-se, neste estudo de caso, que a utilização de emoticons que representam senti-
mentos positivos ou negativos (Tabela 4.4) em tweets estão presentes em menos de 1% do
total de tweets coletados, sendo que dentre os tweets que apresentam emoticons, cerca de
75% apresentam emoticons relacionados com sentimentos positivos.
Na rotulação manual, dos 1500 tweets escolhidos aleatoriamente para formação do con-
junto de dados, 80 tweets não foram rotulados por voluntários e 193 foram descartados por
apresentarem divergência na identificação da polaridade do sentimento entre os voluntários.
Desta forma, efetivamente foram considerados apenas 1227 tweets rotulados manualmente,
e destes, considerando apenas aqueles tweets opinativos (positivos e negativos), cerca 58%
são tweets que apresentaram sentimentos positivos. Comparado com a rotulação automática,
percebe-se que a rotulação manual apresentou um melhor equilíbrio entre os quantitativos
dos sentimentos detectados pelos voluntários.
5.2.3 Avaliação dos Algoritmos de Detecção de Polaridade
Algoritmos Baseados em Dicionários (Análise Léxica)
O algoritmo baseado em dicionários, exposto no capítulo anterior (4.1), foi o primeiro a ser
implementado neste trabalho com o intuito de verificar a eficácia da abordagem nos tweets
coletados. Como mencionado no capítulo anterior, há dois dicionários de sentimentos no
idioma português e ambos foram utilizados no algoritmo implementado para comparação
dos resultados. A Tabela 5.2 ilustra os resultados obtidos.
Como pode-se observar, os resultados alcançados não são satisfatórios, especialmente se
considerar que o estado da arte em relação à detecção de polaridade do sentimento aponta
para uma acurácia em torno de 90% [21]. Observando apenas a precisão de 91% na classe
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Tabela 5.2: Resultados do algoritmo baseado no dicionário sentimentos
Dicionário Dados
de Teste
Acurácia Polaridade Precisão Revocação F-
Measure
OpLexicon
Rotulação
Manual
0.36
Positive 0.10 0.11 0.10
Negative 0.20 0.25 0.22
Neutra 0.91 0.90 0.91
Média 0.40 0.42 0.41
SentiLex-PT
Rotulação
Manual
0.37
Positive 0.29 0.40 0.33
Negative 0.27 0.37 0.31
Neutra 0.60 0.65 0.62
Média 0.39 0.47 0.42
Neutra com a utilização do dicionário OpLexicon, inicialmente poderia representar um re-
sultado muito bom. Mas a polaridade Neutra, conforme explicado no capítulo anterior, sig-
nifica que não foi possível identificar o sentimento expresso no texto ou simplesmente que o
texto não é opinativo (subjetivo). Este resultado acontece devido ao fato do algoritmo tentar
localizar cada palavra do tweet no dicionário e, quando as palavras não estão contidas no
dicionário, o algoritmo indica que o tweet é Neutro. Portanto, a precisão na classe neutra é
mais alta com o dicionário OpLexicon porque este contém uma quantidade de termos maior
que o SentiLex-PT.
Os resultados alcançados com a abordagem de dicionário (Léxica) são semelhantes a de
outros trabalhos publicados que analisaram tweets no idioma Português utilizando a abor-
dagem de dicionários, como o de Chaves et. al [50] e Becker e Tumitan [52]. No trabalho
de Becker e Tumitan [52], o melhor resultado obtido, também utilizando a abordagem lé-
xica, obteve uma acurácia em torno de 52%, mas que para isso, os autores adicionaram
cerca de 268 novas palavras e expressões idiomáticas no dicionário de sentimentos utili-
zado (Lexicon-PT) após verificar os termos opinativos mais citados nos tweets analisados,
tornando desta forma o detector de polaridade ainda mais dependente do contexto abordado.
Assim, diante dos resultados obtidos e considerando os de outros trabalhos que utilizam
a abordagem de dicionários de sentimentos em tweets no idioma português, este trabalho
explorou técnicas de aprendizado de máquina para realizar a classificação da polaridade do
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sentimento.
Algoritmos Baseados em Aprendizado de Máquina
Como mencionado no capítulo anterior, para a classificação da polaridade dos tweets, duas
abordagens foram utilizadas:
• Classificação Simples: modelo treinado é capaz de classificar os tweets com senti-
mento em positiva, negativa ou neutra.
• Dupla Classificação: o processo de classificação do sentimento é realizado em duas
etapas, onde na primeira etapa os tweets são classificados em objetivos e subjetivos
(opinativos) e na segunda etapa os tweets subjetivos são classificados nas polaridades
positiva ou negativa.
A Tabela 5.3 contém os resultados obtidos pelos modelos de classificação SVM e Naive-
Bayes quando aplicado na abordagem de classificação simples. No processo de validação
cruzada k − fold (Tabela 5.3), o conjunto de dados utilizados para treinamento e testes foi
através da junção de todos os tweets rotulados. Ou seja, neste experimento o DataSet foi
formado pela união dos dados obtidos através dos Emoticons (rotulação automática) com os
da Rotulação Manual. A ideia inicial foi fornecer a maior quantidade de dados rotulados dis-
poníveis para comparar os resultados dos classificadores SVM e Naive-Bayes. Os resultados
indicam que, nesse processo de classificação, os dois classificadores apresentam resultados
estatisticamente semelhantes, considerando um erro de 5%. O destaque está na precisão
do modelo Naive-Bayes que apresenta um melhor resultado na polaridade positiva. Já em
relação à métrica de revocação na classe positiva, o SVM apresenta melhores resultados.
Buscando especializar melhor o classificador de sentimentos para obter melhores resul-
tados, a abordagem de classificação dupla que utiliza dois classificadores binários distintos,
conforme já mencionado, foi também avaliada e os resultados constam na Tabela 5.4.
Ambos classificadores, Naive-Bayes e SVM, através da abordagem de classificação du-
pla, melhoraram bastante os resultados. No classificador SVM, a acurácia foi de 62,7% e
80,5%, utilizando as abordagens de classificação simples e dupla, respectivamente. Já no
classificador Naive-Bayes a acurácia observada foi de 61,0% e 77,7%, respectivamente.
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Tabela 5.3: Comparação dos Classificadores de Sentimentos - Classificação Simples
Classificador DataSet) Acurácia Polaridade Precisão Revocação F-
Measure
SVM - Simples
Emoticons
+ Rotu-
lação
Manual
0.627
Positiva 0.665 0.822 0.735
Negativa 0.651 0.542 0.592
Neutra 0.431 0.286 0.344
Média
Ponderada
0.610 0.628 0.610
Naive-Bayes -
Simples
Emoticons
+
Rotulação
Manual
0.610
Positiva 0.804 0.607 0.692
Negativa 0.535 0.706 0.608
Neutra 0.427 0.498 0.460
Média
Ponderada
0.647 0.610 0.618
Tabela 5.4: Comparação dos Classificadores de Sentimentos - Classificação Dupla
Classificador DataSet) Acurácia Polaridade Precisão Revocação F-
Measure
SVM -
Classificação
Dupla
Emoticons
+ Rotulação
Manual
0.805
Positive 0.839 0.873 0.856
Negative 0.715 0.657 0.685
Média
Ponderada
0.799 0.802 0.800
Naive-Bayes -
Classificação
Dupla
Emoticons
+ Rotulação
Manual
0.777
Positive 0.91 0.742 0.817
Negative 0.616 0.849 0.714
Média
Ponderada
0.813 0.777 0.783
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Embora o resultado com o classificador SVM seja ligeiramente melhor que o classifi-
cador Naive-Bayes, os resultados de ambos são considerados satisfatórios para Tweets no
idioma português, e representam os melhores resultados dentre os trabalhos pesquisados na
literatura.
Já para avaliar a influência do conjunto de dados, a Tabela 5.5 apresenta os resultados dos
classificadores utilizando diferentes conjuntos de dados para treinamento e testes. Observa-
se que, de fato, a utilização de emoticons para rotulação automática dos sentimentos nos
tweets possibilita uma forma eficiente e rápida para construção de conjunto de dados para
treinar os modelos de classificação de sentimentos, conforme indicado em Pak e Paroubek
[31].
Tabela 5.5: Comparação do Conjunto de Dados (Treinamento e Testes.)
Classificador DataSe) Acurácia Polaridade Precisão Revocação F-
Measure
SVM -
Classificação
Dupla
Emoticons 0.870
Positiva 0.953 0.847 0.897
Negativa 0.748 0.916 0.824
Rotulação
Manual
0.656
Positiva 0.762 0.716 0.738
Negativa 0.469 0.529 0.497
Naive-Bayes
Classificação
Dupla
Emoticons 0.727
Positiva 0.820 0.765 0.791
Negativa 0.569 0.649 0.606
Rotulação
Manual
0.650
Positive 0.805 0.636 0.710
Negative 0.472 0.678 0.556
Com o objetivo de melhorar os resultados dos classificadores, alguns tratamentos textuais
dos tweets foram realizados, como por exemplo:
• Filtragem: remoção de URL’s, nomes de usuários do Twitter (inicia com @) e palavras
especiais do Twitter (RT e via);
• Remoção de stopwords;
• Tratamento dos termos compostos que estejam com Hashtags. Normalmente é rea-
lizado a separação dos termos seguindo a orientação de capitalização das letras. Por
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exemplo: #BomDemais tratado fica “Bom Demais” (adiciona-se um espaço entre as
palavras);
• Remoção de letras repetidas: Por exemplo, a frase “O time do Brasil é muito boooo-
ommmm” é substituído por “O time do Brasil é muito bom”.
No entanto, os resultados dos classificadores não apresentaram melhorias significativas.
O melhor resultado foi um aumento na acurácia de 0,2% para o tratamento de Hash Tag.
Acredita-se que um estudo mais detalhado através de uma conjunto de dados maior para
testes no processamento dos textos possa contribuir para melhorar os resultados obtidos.
5.3 Avaliação da Detecção de Referências Geográficas em
Microtextos
Embora o módulos de detecção de lugares (geoparsing) e modelagem do escopo geográfico
dos documentos (georeferencing) do GeoSEn já tenham sido avaliados quanto a eficiência
na inferência geográfica em documentos baseados na WEB [41], faz-se necessário verifi-
car os resultados no contexto deste trabalho, ou seja, quando os módulos são aplicados a
microtextos, como os dos tweets coletados. A validação da sumarização espacial depende
diretamente da eficiência do processo que envolve a detecção das localidades geográficas nos
microtextos.
5.3.1 Construção e Análise do Conjunto de Tweets Georeferenciados
Embora os tweets contenham um atributo que possibilita ao o usuário georeferenciar suas
mensagens, este é opcional e não há garantias que o texto abordado na mensagem tenha
relação com o conteúdo do tweet. Por ser opcional, são poucos usuários que utilizam os
atributos de referências geográficas. Dos cerca de 300.000 tweets coletados, apenas 5245
apresentaram esta informação, o que representa menos que 2% do total de tweets. A pre-
missa deste trabalho é que é possível aumentar a quantidade de tweets, incluindo o correto
georeferenciamento das mensagens através técnicas de GIR.
No sistema de rotulagem manual da polaridade de tweets manual desenvolvido, conforme
ilustrado no capítulo anterior, o usuário também poderia rotular as mensagens do tweet no
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que tange a localização geográfica. No entanto, da amostra dos 1500 tweets escolhidos
aleatoriamente, dos quais 227 foram descartados do conjunto de testes porque os voluntários
não emitiram opinião sobre localização geográfica, apenas uma quantidade de 137 tweets
continham evidências textuais suficientes para serem georeferenciados. Embora a quantidade
de tweets georeferenciados da amostra seja pequena, as inferências estatísticas podem ser
realizadas, desde que se considere um erro amostral de 5% com um nível de confiança de
95%, dado que o tamanho da amostra é bastante representativo, considerando os parâmetros
do erro amostral e do nível de confiança com o tamanho da população (total de tweets) e o
fato de que a amostra foi obtida de forma aleatória.
A Figura 5.3 ilustra a quantidade de tweets da amostra georeferenciada por cidade.
Observa-se que as cidades sede dos jogos da Copa das Confederações de 2013 são aque-
las cujos tweets apresentaram maior quantidade georeferenciados, conforme ilustra Tabela
5.6 3. Embora em Brasília tenha ocorrido apenas um jogo, na amostra de tweets com re-
ferências geográficas detectadas, ela é a segunda cidade com mais tweets georeferenciados.
Isto deve-se ao fato de que foi em Brasília onde ocorreu a abertura da competição. Já com
relação ao Rio de Janeiro, que tem quase 50% da amostra, a explicação se dá pelo fato de que
ela foi a cidade onde ocorreu o último jogo da competição, que define o time campeão. Esta
análise é importante de ser realizada, porque dado que a amostra é significativa, o resultado
do processo de identificação das referências geográficas realizado de forma automática deve
refletir o comportamento desta análise.
Tabela 5.6: Quantidade de Jogos nas Cidades Sede.
Cidade Quantidade de Jogos
Rio de Janeiro - RJ 3
Brasília - DF 1
Belo Horizonte - MG 3
Fortaleza - CE 3
Salvador - BA 3
Recife - PE 3
3Dados obtido da WikiPedia. Disponível em http://pt.wikipedia.org/wiki/Copa_das_Confederações_FIFA_de_2013.
Acessado em 25/07/2014.
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Brasília - DF; 26 ; 15%
Belo Horizonte - MG; 
16 ; 9%
Fortaleza - CE; 16 ; 9%
Salvador - BA; 12 ; 7%
Recife - PE; 11 ; 6%
São Paulo - SP; 4 ; 2% Outros; 7 ; 4%
Figura 5.3: Quantidade de tweets georeferenciados da amostra por cidade
5.3.2 Validação da Técnica de Detecção de Referências Geográficas
Considerando a amostra validada pelos voluntários com relação as referências geográficas
contidas nos tweets e o resultado do processo de identificação de localizações geográficas
realizado pelos módulos do GeoSEN, a Tabela 5.7 apresenta a Matriz de Confusão pela
qual as métricas de Acurácia, Precisão, Revocação e F-Measure são obtidas. Na Tabela
5.8 constam os resultados dos quais permitem uma análise da eficiência do processo de
identificação de regiões geográficas.
Tabela 5.7: Matriz de Confusão da Análise das Referências Geográficas nos Tweets.
Localização Geográfica Rotulada Manualmente
Sim Não
Localização Geográfica Processada
Sim 72 6
Não 65 131
Na Matriz de Confusão (Tabela 5.7), dado que foram processados 274 tweets, têm-se
que:
• houve 72 tweets com a localização geográfica identificada corretamente(verdadeiros
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positivos);
• foram detectados 6 tweets com a localização geográfica identificada incorretamente
(falsos positivos);
• foram detectados 131 tweets sem identificação de referências geográficas por de fato
não haver evidências textuais (verdadeiros negativos); e
• houve 65 tweets com a localização geográfica que não foi identificada (falso negati-
vos).
Tabela 5.8: Métricas do Resultado da Identificação de Referências Geográficas
Resultados
Acurácia Precisão Revocação F-Measure
74,08% 92,30% 52,55% 66,97%
Das métricas analisadas, conclui-se que os módulos de detecção de referências geográfi-
cas do GeoSEn apresentam como resultado um baixo índice de revocação, ou seja, existem
47,45% de tweets com referências geográficas (documentos relevantes) que não foram iden-
tificadas as referências (documentos recuperados). Tal resultado já era esperado, uma vez
que o escopo geográfico considerado no GeoSEn segue a hierarquia de país até município,
desconsiderando outras referências geográficas dentro dos municípios, como os Estádios de
Futebol e os Aeroportos (ambos bastantes citados neste contexto). Por outro lado, a preci-
são apresenta um excelente resultado, ou seja, a quantidade de referências válidas detectadas
apresenta um índice de acerto de 92,3%.
5.4 Análise do Sentimento Espaço-Temporal
Nesta seção, os dados numéricos, já validados nas seções anteriores deste capítulo, serão ana-
lisados com os resultados gráficos obtidos através da análise de sentimento espaço-temporal.
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5.4.1 Distribuição Espacial dos Tweets Coletados
Após a realização do processo de detecção de referências geográficas aplicado a todo o con-
junto de tweets coletados (cerca de 300.000), foram realizadas inferências geográficas em
aproximadamente 7560 tweets, por intermédio dos módulos de geocodificação do GeoSEn.
A Figura 5.4(a) ilustra a distribuição espacial dos tweets que tiveram localizações geográficas
detectadas. No entanto, utilizando apenas este mapa, não possível conhecer os quantitativos
dos tweets em cada localidade. Mas, com o auxílio do mapa de calor 5.4(b), o qual evi-
dencia a densidade de tweets enviados, pode-se perceber as localizações em que mais houve
detecção de localizações nos tweets coletados.
a) Localidades geocodificadas em tweets
b) Mapas de calor contendo a distribuição
de tweets georeferenciados
Figura 5.4: Visualização do quantitativo dos tweets georeferenciados
Desta forma, utilizando o mapa de calor da Figura 5.4(b), pode-se confirmar a inferên-
cia estatística realizada na seção 5.3 através da amostra, que indicava uma concentração de
tweets com as referências geográficas nas cidades sede da Copa das Confederações. Esta
informação têm índice de precisão em torno de 92%, conforme analisado na subseção 5.3.2
deste capítulo.
Comparando ainda os dois mapas da Figura 5.4, pode-se observar que as localizações
geográficas detectadas nos tweets na região norte (Amazonas, Acre, Rondônia e Roraima)
não evidenciam-se no mapa de calor. Isto ocorre devido ao fato de que a quantidade de
tweets com essas referências geográficas é insignificante, comparado com a região nordeste
5.4 Análise do Sentimento Espaço-Temporal 74
e sudeste.
5.4.2 Análise Espaço-Temporal
A proposta desta dissertação é a realização de uma abordagem de análise de sentimento
espaço-temporal que possibilita ao tomador de decisão, compreender a distribuição do senti-
mento detectado em microtextos considerando os aspectos espacial e temporal. Nesta abor-
dagem, é possível escolher o período sobre o qual pretende-se visualizar os mapas de calor,
tornando viável a identificação de comportamentos relacionados aos sentimentos nas diver-
sas localizações geográficas. Para exemplificar, a análise espaço-temporal, quatro períodos
de tempo foram escolhidos para análise, conforme ilustra a Figura 5.5.
T1 T2 T3
T4
Figura 5.5: Análise do Sentimento Espaço-Temporal: Períodos Analisados
Os períodos T1, T2 e T3 foram escolhidos por corresponderem, respectivamente, às fa-
ses que antecederam a competição, que a compreendiam e que sucederam à mesma. Já o
período T4 foi escolhido por dois motivos: 1) compreender um dia em que houve muitos
tweets enviados relacionados convocação dos jogadores da seleção do Brasil; 2) compreen-
der um período com maior números de tweets com sentimentos negativos. Assim, analisar
as polaridades dos sentimentos nestes períodos, considerando o fator espacial, possibilita a
identificação do comportamento das pessoas no tempo e espaço. A Figura 5.6 ilustra o re-
sultado da análise de sentimento espaço-temporal realizada sobre os períodos de tempo T1,
T2, T3 e T4.
A Figura 5.6 (a) ilustra que, no período que antecedeu a competição, o sentimento ex-
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a) Período T1 b) Período T2
a) Período T3 b) Período T4
Figura 5.6: Análise do Sentimento Espaço-Temporal: Mapas de Calor dos Períodos Anali-
sados
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presso nos tweets referentes a alguns estados do nordeste havia uma orientação semântica
negativa e que, durante o jogos, houve mudança na polaridade do sentimento, conforme
apresenta o mapa de calor da Figura 5.6 (b). Analisando exclusivamente o gráfico da Fi-
gura 5.5, percebe-se que, durante a competição (T2), a orientação semântica do sentimento
foi predominantemente positiva, e este sentimento positivo foi expresso por quase todas as
localizações geográficas. Já no período pós competição (T3), percebe-se divergências em re-
lação a polaridade do sentimento em vários estados, onde a maioria dos estados do nordeste
apresentou uma orientação semântica do sentimento positiva e nos estados do sul e sudeste
apresentaram uma orientação semântica negativa.
5.5 Considerações do Capítulo
Este capítulo apresentou o estudo de caso realizado sobre a Copa das Confederações de 2013
no Brasil, utilizando a abordagem de análise de sentimentos desta pesquisa e teve, como prin-
cipal objetivo, validar as técnicas utilizadas na abordagem. Os resultados obtidos mostraram
que a sumarização espaço-temporal oferece suporte ao tomador de decisões, ao utilizar-se
das abordagens de sumarização do sentimento propostas nesta dissertação. Além do mais,
os resultados obtidos referentes às técnicas de detecção de polaridade do sentimento foram
satisfatórios, considerando o estudo realizado em microtextos escritos no idioma português.
No próximo capítulo, serão apresentadas as considerações finais sobre o trabalho desen-
volvido nesta pesquisa, suas contribuições e os trabalhos futuros.
Capítulo 6
Conclusões e Trabalhos Futuros
O volume crescente de conteúdo subjetivo proporcionado pela Web 2.0 através das diversas
mídias sociais, tem tornado a análise de sentimentos um campo de pesquisa cada vez mais
atrativo, principalmente pela possibilidade de oferecer para as organizações a habilidade
de monitorar as opiniões das pessoas em tempo real nas mídias sociais, dando suporte nas
tomadas de decisões. Neste trabalho, foi proposta uma abordagem de análise de sentimentos
espaço-temporal em microtextos para que, através de técnicas de detecção de polaridade de
sentimento e técnicas de GIR, sejam oferecidas possibilidades de sumarização e visualização
do sentimento, incluindo as dimensões espacial e temporal.
Para detecção da polaridade de sentimentos foram implementados algoritmos com abor-
dagens léxica e com aprendizado de máquina supervisionado. Na abordagem léxica, dois di-
cionários de sentimentos disponíveis para o idioma português foram analisados no algoritmo
desenvolvido, no entanto, assim como em outros trabalhos semelhantes, as abordagens léxi-
cas foram consideradas inadequadas para textos informais, como os encontrados em tweets.
Com relação à abordagem de aprendizado de máquina supervisionado, foram implementadas
e comparadas duas abordagens de classificação de texto: Classificação Simples e Classifica-
ção Dupla. Em ambas as abordagens a ideia foi eliminar uso de POS Tagging. A realização
de POS Tagging aplicado em textos informais é um problema ainda em aberto e seu estudo
não fez parte do escopo desta pesquisa. A abordagem de Classificação Dupla mostrou-se
mais eficiente quanto ao processo de detecção de polaridade. Isto ocorreu devido à utiliza-
ção de dois classificadores, onde o primeiro classifica os textos em objetivos e subjetivos
(opinativos), funcionando como uma espécie de filtro, e o segundo classifica as polaridades
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nas classes Positiva ou Negativa.
Nas abordagens de aprendizado de máquina foram comparados os resultados de dois
classificadores: Naive-Bayes e SVM. Considerando os tweets coletados referentes a Copa
das Confederações da FIFA, realizada no Brasil em 2013, o melhor resultado da classificação
do sentimento foi obtido utilizando o modelo de classificação SVM, resultando em uma F-
Measure de 0,873 e precisão de 80%. Estes valores representam bons resultados para os
tweets em Português, especialmente se considerar que a polaridade do conteúdo subjetivo
nem sempre é consensual. Outros estudos de análise de sentimento aplicados ao idioma
inglês, considerando os melhores cenários, atingem uma precisão de cerca de 95% para
detecção da polaridade do sentimento.
Além da detecção da polaridade do sentimento, esta pesquisa requereu a utilização de
técnicas de Recuperação da Informação Geográfica (GIR) para inferir localizações geográ-
ficas através das evidências textuais contidas nos microtextos. Neste sentido, esta pesquisa
avaliou a utilização de módulos do GeoSEn para realizar os processos de geoparser (detecção
de lugares) e geocoding (avaliação de relevância para definição do escopo geográfico) nos
microtextos. Os resultados da avaliação indicaram uma precisão de 92,3% e uma revocação
de 47,45%. Do resultado da revocação, têm-se a necessidade de aumentar o escopo geo-
gráfico do GeoSEn para considerar níveis abaixo de municípios, como Pontos de Interesse
(POI), bairro e ruas, melhorando assim o mecanismo de definição do escopo geográfico.
Nesta abordagem de análise de sentimento, foram utilizadas três formas de sumarização
do sentimento: Análise Temporal do Sentimento, Word Clouds do Sentimento e Visualização
Espacial do Sentimento. Na Análise Temporal do Sentimento, o objetivo foi gerar gráficos
que possibilitem traçar o sentimento ao longo do período escolhido, através dos quantitativos
de microtextos com sentimentos positivos e negativos. Estes gráficos permitem compreen-
der a orientação semântica do sentimento geral expresso pela população. Neste sentido, uma
ferramenta interativa foi desenvolvida permitindo que os usuários visualizassem os senti-
mentos em um período de tempo especificado. Ainda no processo de sumarizar o sentimento
detectado, este trabalho abordou a geração de Word Clouds (Nuvens de palavras) para auxi-
liar na compressão do sentimento detectado em um certo período ou data especificada. Foi
proposto ainda que a geração da Word Cloud fosse realizada em datas cujas quantidades de
mensagens opinativas foram atípicas (outliers) para o período observado, visto que a word
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cloud pode auxiliar na visualização dos termos mais frequentemente citados, permitindo a
compreensão dos fatos. Por fim, esta pesquisa abordou a geração de mapas geográficos do
sentimento, nos quais o quantitativo dos sentimentos detectados nas localizações geográficas
são gerados através dos indicadores de intensidades no mapa de calor. Com esta aborda-
gem, é possível visualizar, graficamente em mapas, as mudanças de opiniões ocorridas nas
localizações geográficas ao longo do tempo.
6.1 Contribuições
As principais contribuições desta pesquisa são:
• Implementação de técnicas de classificação de sentimentos, que quando aplicadas em
microtextos escritos no idioma português, apresentaram resultados de acurácia, preci-
são e revocação considerados satisfatórios;
• Comparação de abordagens de técnicas de análise de sentimentos utilizando-se de mi-
crotextos escritos no idioma português;
• Avaliação de técnicas de GIR para inferir referências geográficas em microtextos;
• Proposta de sumarização dos sentimentos explorando a dimensão espacial e temporal;
– A utilização de mapas de calor para sumarizar o sentimento é uma alternativa de
sumarização que ainda não foi explorada na literatura;
6.2 Trabalhos Futuros
Através dos resultados obtidos nesta pesquisa, observaram-se os seguintes trabalhos futuros:
• Implementar uma técnica de visualização espacial para destacar as mudanças de opi-
niões ocorridas sobre o espaço e tempo, incluindo os usuários dos tweets hti;
• Explorar outras entidades dos tweets além da mensagem textual, tanto para prover
melhorias na acurácia da polaridade do sentimento quanto na detecção de regiões ge-
ográficas. A exploração pode ser feita, por exemplo, utilizando-se informações dos
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seguidores de usuários ou do histórico de outros tweets enviados, bem como a utiliza-
ção das informações geográficas contidas em alguns tweets;
• Explorar séries temporais para prever os sentimentos nas diversas regiões geográficas;
• Utilizar uma abordagem de análise de sentimentos em nível de aspectos (atij ), para
através do Reconhecimento de Entidades Nomeadas (NER) possibilitar a detecção da
polaridade no nível das características da entidade analisada;
• Aprimorar as heurísticas de georeferenciamento do GeoSEn para melhorar os índices
de revocação.
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