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UNIQUENESS OF LIMIT FLOW FOR A CLASS
OF QUASI-LINEAR PARABOLIC EQUATIONS
MARCO SQUASSINA AND TATSUYA WATANABE
Abstract. We investigate the issue of uniqueness of the limit flow for a relevant class of quasi-
linear parabolic equations defined on the whole space. More precisely, we shall investigate
conditions which guarantee that the global solutions decay at infinity uniformly in time and
their entire trajectory approaches a single steady state as time goes to infinity. Finally, we
obtain a characterization of solutions which blow-up, vanish or converge to a stationary state
for initial data of the form λϕ0 while λ > 0 crosses a bifurcation value λ0.
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1. Introduction and main results
1.1. Overview. In the last decades, a considerable attention has been devoted to the study
of solutions to the quasi-linear Schro¨dinger equation
(1.1) iut +∆u+ u∆u
2 − u+ |u|p−1u = 0 in RN × (0,∞).
In fact, this equation arises in superfluid film equation in plasma physics, see [5,6], and it is also
a more accurate model in a many physical phenomena compared with the classical semi-linear
Schro¨dinger equation iut+∆u−u+ |u|p−1u = 0. In particular, local well-posedness, regularity,
existence and properties of ground states as well as stability of standing wave solutions were
investigated, see e.g. [8] and the references therein. The problem raised the attention also in
the framework of non-smooth critical point theory, since the functional associated with the
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standing wave solutions of (1.1)
u 7→ 1
2
ˆ
RN
(1 + 2u2)|∇u|2dx+ 1
2
ˆ
RN
u2dx− 1
p+ 1
ˆ
RN
|u|p+1 dx,
is merely lower semi-continuous on the Sobolev space H1(RN ) and it turns out that it is
differentiable only along bounded directions. Hence on H1(RN ), the existence of critical points
required the development of new tools and ideas, see e.g. [22, 30] and [19].
In this paper, motivated by the results obtained in [9,10] for a class of semi-linear parabolic
equations, we aim to investigate the asymptotic behavior for the quasi-linear parabolic problem
ut −∆u− u∆u2 + u = |u|p−1u in RN × (0,∞),(1.2)
u(x, 0) = u0(x) in R
N ,(1.3)
whose corresponding stationary problem is
−∆u− u∆u2 + u = |u|p−1u in RN ,(1.4)
u(x)→ 0 as |x| → ∞.
More precisely, we deal with the problem of uniqueness of the limit of bounded trajectories of
(1.2)-(1.3). Since the problem is invariant under translations, even knowing that (1.4) admits a
unique solution up to translations in general does not prevent from having different positively
diverging sequences {tn}n∈N, {τn}n∈N, such that {u(·, tn)}n∈N and {u(·, τn)}n∈N converge to
different solutions to (1.4). As proved by L. Simon in a celebrated paper [29] (see also [16]),
in the case of variational parabolic problems such as ut + E ′(u,∇u) = 0 where the associated
Lagrangian E(s, ξ) depends analytically on its variables (s, ξ), then it is always the case that
the full flow u(t) converges to a stationary solution of E ′(u,∇u) = 0 and oscillatory behavior is
thus ruled out. The argument is essentially based upon Lojasiewicz inequality [20] and a series
of additional estimates. On the other hand for (1.2), the assumptions of [29] are not fulfilled
due to the presence of the non-analytical nonlinearity u→ |u|p−1u, unless p is an odd integer.
In general, without the analyticity assumption, the ω-limit set corresponding to a suitable sub-
manifold of initial data is a continuum of H1 which is homeomorphic to the sphere, see [24,25].
However, equation (1.4) has been object of various investigations for what concerns uniqueness
and non-degeneracy of solutions. By working on the linearized operator L around a stationary
solution w, namely
(1.5) Lφ = −(1 + 2w2)∆φ− 4w∇w · ∇φ− (4w∆w + 2|∇w|2)φ+ φ− p|w|p−1φ,
and by exploiting the non-degeneracy [2, 28] of the positive radial solutions to (1.4), i.e.
Ker(L) = span
{ ∂w
∂x1
, . . . ,
∂w
∂xN
}
,
inspired by the ideas of [9] where the semi-linear case is considered, we will be able to prove that,
in fact, the flow of (1.2)-(1.3) enjoys uniqueness. As to similar results for semi-linear parabolic
problems, see [7, 10,11] and references therein. Throughout the paper we shall assume that
3 ≤ p < 3N + 2
N − 2 if N ≥ 3, 3 ≤ p <∞ if N = 1, 2.
We will deal with classical solutions u ∈ C([0, T0), C2(RN ))∩C1((0, T0), C(RN )) to (1.2)-(1.3),
whose local existence and additional properties will be established in Section 2. The uniqueness
of positive solutions of (1.4) has been investigated in [1, 15], while the non-degeneracy of the
unique positive solution has been also obtained in [2, 3, 28]. We also note that the unique
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positive solution w of (1.4) is radially symmetric with respect to a point x0 ∈ RN and decays
exponentially at infinity. For a good source of references for the issue of long term behavior of
semi-linear parabolic equations, we refer the reader to [12].
1.2. Main results. The followings are the main results of the paper.
Theorem 1.1 (Decaying solutions). Let N ≥ 2 and let u0 ∈ C∞0 (RN ) be non-negative and
radially non-increasing. Let u be the corresponding solution to (1.2)-(1.3) and assume that it
is globally defined. Then u is positive, bounded, radially decreasing and
(1.6) lim
|x|→∞
sup
t>0
u(x, t) = 0.
Theorem 1.2 (Uniqueness of limit). Let N ≥ 1 and let u be a non-negative, bounded, globally
defined solution to (1.2)-(1.3) which satisfies (1.6). Then either u(x, t) → 0 uniformly in RN
as t→∞ or there is a positive solution w of (1.4) such that u(x, t)→ w(x) uniformly in RN .
In addition,
(1.7) lim
t→∞
ˆ K
0
‖u(·, t+ s)− w(·)‖2H1(RN ) ds = 0,
for every K > 0.
Theorem 1.3 (Bifurcation). Let N ≥ 2 and let ϕ0 ∈ C∞0 (RN ) be non-negative, radially non-
increasing and not identically equal to zero. If p = 3, assume furthermore thatˆ
RN
(
ϕ20|∇ϕ0|2 −
1
4
|ϕ0|4
)
dx < 0.
Then there exists λ0 > 0 such that the solution u to (1.2)-(1.3) with u0 = λϕ0 satisfies
(i) If λ < λ0, then u(x, t) goes to zero as t→∞ uniformly in RN .
(ii) If λ = λ0, then u(x, t) converges to a positive solution w of (1.4) uniformly in R
N .
(iii) If λ > λ0, then u(x, t) blows up in finite time.
Remark. Here we collect some remarks on the main results.
(i) In Theorem 1.2, we don’t need any symmetric assumptions on the solution. However by the
result in [23], we can show that our global solution is asymptotically symmetric, that is, it has
a common center of symmetry for the elements of the ω-limit. See [7, 21] for related results.
(ii) To prove the uniform decay condition (1.6) in Theorem 1.1, we have to assume that u0 is
radially non-increasing. This assumption is used to obtain a universal bound near infinity, see
Remark 2.14. We believe that this is technical, but we don’t know how to remove it at present.
(iii) By a recent result in [3], the non-degeneracy of the positive radial solution to (1.4) holds
even if 1 < p < 3. On the other hand, the condition p ≥ 3 appears in various situations,
especially in the proof of Theorem 1.1. Although the nonlinear term |u|p−1u is superlinear
even when 1 < p < 3, problem (1.2) has a sublinear structure due to the term u∆u2, causing
our arguments to completely fail.
(iv) In the proof of Theorem 1.1, we also require that N ≥ 2. This is to construct a suitable
supersolution, see Remark 2.16.
As we will see in Section 2, our problem is uniformly parabolic, yielding that basic tools (energy
estimate, Schauder estimate, Comparison Principle, etc) are available. Especially some proofs
work in the spirit of those of [9] for semi-linear problems. However quite often the semi-
linear techniques fail to work, especially in the construction of suitable sub-solutions (see e.g.
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Lemma 2.13). To compare the dynamical behavior of solutions for our quasi-linear parabolic
problem with that for the corresponding semi-linear one, for κ > 0, we consider the problem
(1.8)
{
ut −∆u− κu∆u2 + u = |u|p−1u in RN × (0,∞),
u(x, 0) = λϕ0(x) in R
N
and the corresponding semi-linear parabolic problem:
(1.9)
{
ut −∆u+ u = |u|p−1u in RN × (0,∞),
u(x, 0) = λϕ0(x) in R
N .
The stationary problem associated with (1.9) is given by
(1.10) −∆w + w = |w|p−1w in RN , w(x)→ 0 as |x| → ∞.
It is well-known that problem (1.10) has a unique positive solution for 1 < p < (N+2)/(N −2)
if N ≥ 3 and 1 < p < ∞ if N = 1, 2. Now let λ0(κ) > 0 be a constant obtained by applying
Theorem 1.3 to (1.8). When 3 ≤ p < (N + 2)/(N − 2), both λ0(κ) and λ0(0) are defined and
(1.11) λ0(0) < λ0(κ) for all κ > 0.
In fact we claim that λ0(κ0) < λ0(κ1) for all κ0 < κ1. Defining Iκ by
Iκ(u) =
1
2
ˆ
RN
(
(1 + 2κu2)|∇u|2 + u2) dx− 1
p+ 1
ˆ
RN
|u|p+1 dx,
it follows that if Iκ0(u) ≥ 0 for all u ∈ C∞0 (RN ), then Iκ1(u) ≥ 0 for all u ∈ C∞0 (RN ). Thus by
Lemmas 2.17-2.18 and by the definition of λ0(κ), the claim follows. Inequality (1.11) shows that
there exist initial values u0 such that the corresponding solution to (1.8) is globally defined, but
that of the semi-linear problem (1.9) blows up in finite time. In other words, the quasi-linear
term u∆u2 prevents blow-up of solutions. This kind of stabilizing effects has been observed for
the quasi-linear Schro¨dinger equation (1.1), see e.g. [6, 8].
Plan of the paper. In Section 2, we state several preparatory results. In Subsection 2.1,
we establish the local existence of classical solutions of (1.2) and give qualitative properties of
classical solutions. Subsection 2.2 concerns with stability estimates for global solutions. We
prove uniform estimates of global solutions in Subsection 2.3. We state technical results about
uniqueness of limit in Subsection 2.4. In Section 3, we will prove the main results of the paper.
Notations. For any p ∈ [1,∞) and a domain U ⊂ RN , the space Lp(U) is endowed with the norm
‖u‖Lp(U) =
(ˆ
U
|u|p dx
)1/p
.
(·, ·)L2(U) denotes the standard inner product in L2(U). The Sobolev space H1(U) is endowed with the
standard norm
‖u‖H1(U) =
( ˆ
U
(|∇u|2 + |u|2) dx)1/2.
The higher order spaces Hm(U) are endowed with the standard norm. The space Ck
(
(0, T ), Hm(U)
)
denotes the functions with k time derivatives which belong to Hm(U). When U = RN , we may write
‖·‖Hm(RN ) = ‖·‖Hm . The symbols ∂u/∂xi, ∂2u/∂xi∂xj and ut denote, respectively, the first and second
order space derivatives and the time derivative of u. For non-negative integerm, Dmu denotes the set of
all partial derivatives of order m. C∞0 (R
N ) denotes the space of compactly supported smooth functions.
The notation span{w1, . . . , wk} denotes the vector space generated by the vectors {w1, . . . , wk}. We
denote by Ω(u) the ω-limit set of u, namely the set
Ω(u) :=
{
w ∈ H1(RN ) : u(·, tn)→ w uniformly in RN as n→∞, for some tn →∞
}
.
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The symbol B(x0, R) denotes a ball in R
N of center x0 and with radius R. The complement of a
measurable set E ⊂ RN will be denoted by Ec.
2. Preparatory results
2.1. Local existence and basic properties. In this subsection, we prove the local existence
of classical solutions of (1.2)-(1.3) and provide also some qualitative properties. First we
observe that (1.2) can be written as L(u) = 0 where
L(u) = (1 + 2u2)∆u+ 2u|∇u|2 − u+ |u|p−1u− ut =: F
(
u,
∂u
∂xi
,
∂2u
∂xi∂xj
)
− ut,
where we have set
F (u, pi, rij) =
N∑
i,j=1
(1 + 2u2)δijrij + 2u
N∑
i=1
p2i − u+ |u|p−1u.
Then one has ∂F∂rij = (1 + 2u
2)δij and hence
N∑
i,j=1
∂F
∂rij
(
u,
∂u
∂xi
,
∂2u
∂xi∂xj
)
ξiξj = (1 + 2u
2)|ξ|2 ≥ |ξ|2,
for all ξ ∈ RN \ {0} and u ∈ R. This implies that F is uniformly elliptic and the nonlinear
operator L is (strongly) parabolic with respect to any u. We also note that L can be written
by the divergence form
L(u) = divA(u,∇u) +B(u,∇u)− ut,
(2.1) A(u,p) = (1 + 2u2)p, B(u,p) = −(1 + 2|p|2)u+ |u|p−1u.
Then we have the following result on the local existence of classical solutions whose proof is
based on a modified Galerkin method as in [31].
Lemma 2.1 (Local existence). Let u0 ∈ C∞0 (RN ). Then there exist T0 = T0(u0) ∈ (0,∞] and
a unique classical solution u(x, t) of (1.2)-(1.3) satisfying
sup
t∈(0,T0)
‖Dku(·, t)‖L∞(RN ) <∞ for |k| ≤ 2,(2.2)
u(x, t)→ 0 as |x| → ∞ for each t ∈ (0, T0).(2.3)
Proof. Since the operator L is strongly parabolic, for any u0 ∈ C∞0 (RN ), there exist a (small)
positive number T0 = T0(u0) and a unique solution u(x, t) of (1.2)-(1.3) satisfying
u ∈ C ([0, T0),Hm(RN )) ∩ C1 ((0, T0),Hm−2(RN )) for any m ∈ N with m > N
2
+ 2
by using a suitable approximation and applying the energy estimate, see [31, Proposition 7.5].
Then by the Sobolev embeddingHm(RN ) →֒ C2(RN ) andHm−2(RN ) →֒ C(RN ) form > N2 +2,
u is a classical solution of (1.2)-(1.3). Moreover by the Sobolev and Morrey inequalities, (2.2)
and (2.3) also hold. 
From (2.1), we can also obtain the local existence of classical solutions by applying the Schauder
estimate, see [17, Theorem 8.1, p.495]. We note that T0 is not the maximal existence lifes-
pan, but the local solution u(x, t) can be extended beyond T0 as long as sup ‖u(·, t)‖C2(RN ) is
bounded. Next we prepare the following Comparison Principle for later use. For this statement,
we refer the reader to [26, Section 7, Theorem 12, p.187].
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Lemma 2.2 (Comparison principle). Let U be a bounded domain in RN and T > 0. Suppose
that u is a solution of L(u) = f(x, t) in U × (0, T ] satisfying the initial boundary conditions:
u(x, t) = g1(x, t) on ∂U × (0, T ),
u(x, 0) = g2(x) in U.
Assume that z(x, t) and Z(x, t) satisfy the inequalities:
L(Z) ≤ f(x, t) ≤ L(z) in U × (0, T ],
z(x, t) ≤ g1(x, t) ≤ Z(x, t) on ∂U × (0, T ),
z(x, 0) ≤ g2(x) ≤ Z(x, 0) in U.
If L is parabolic with respect to the functions θu+(1− θ)z and θu+(1− θ)Z for any θ ∈ [0, 1],
then it follows that
z(x, t) ≤ u(x, t) ≤ Z(x, t) in U × (0, T ].
We recall that z and Z are called a subsolution and a supersolution of L(u) = f respectively.
By applying Lemma 2.2, we provide some qualitative properties for solutions of (1.2)-(1.3).
Lemma 2.3 (Radially decreasing flows). Suppose that u0 ∈ C∞0 (RN ) is non-negative and not
identically zero. Then the corresponding solution u is positive for all x ∈ RN and t ∈ (0, T0).
Moreover if u0(x) = u0(|x|) and u′0(r) ≤ 0 for all r ≥ 0, then u(x, t) is also radial and
ur(r, t) < 0 for all r ≥ 0 and t ∈ (0, T0).
Proof. First since z ≡ 0 is a subsolution of L(u) = 0, it follows by Lemma 2.2 that u ≥ 0.
Moreover from (2.1), we can see that the structural assumptions for quasi-linear parabolic
equations in [32] are fulfilled. Then we can use the time-dependent Harnack inequality for
L(u) = 0, see [32, Theorem 1.1]. Thus we have u > 0. Next we suppose that u0 is radial.
Then by the local uniqueness and the rotation invariance of problem (1.2), it follows that u is
radially symmetric. Let us assume that u′0(r) ≤ 0 for all r ≥ 0. We show that ur ≤ 0. To this
end, we follow an idea in [27, Section 52.5]. Now we differentiate (1.2) with respect to r and
write u′ = ur for simplicity. Then by a direct calculation, one has
u′t − (1 + 2u2)u′′′ −
(
8uu′ +
N − 1
r
(1 + 2u2)
)
u′′
−
(4(N − 1)
r
uu′ − N − 1
r2
(1 + 2u2) + 2(u′)2 + pup−1 − 1
)
u′ = 0.
We put φ(r, t) = ur(r, t)e
−Kt for K > 0. Then φ satisfies the following parabolic problem:
L˜(φ) := (1 + 2u2)φ′′ + aφ′ + bφ− φt = 0,(2.4)
a(r, t) = 8uu′ +
N − 1
r
(1 + 2u2),
b(r, t) =
4(N − 1)
r
uu′ − N − 1
r2
(1 + 2u2) + 2(u′)2 + pup−1 − 1−K.
Moreover choosing sufficiently large K > 0, we may assume that b(r, t) ≤ 0 in (0,∞)× (0, T0).
Hereafter we write Q = (0,∞) × (0, T0) for simplicity. Next we suppose that
sup
Q
φ(r, t) > 0.
Then we can take
M :=
1
2
sup
Q
φ(r, t) > 0
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and put Φ(r, t) = φ(r, t) −M . We observe that Φ(0, t) = ur(0, t)e−Kt −M = −M for ev-
ery t ∈ (0, T0). Moreover Φ(r, t) → −M as r → ∞ for each t ∈ (0, T0). In fact since
‖∇u(·, t)‖Hm−1(RN ) <∞ for any m > N2 +2, it follows by the Morrey embedding theorem that
|∇u(x, t)| → 0 as |x| → ∞ and hence
lim
r→∞
Φ(r, t) = lim
r→∞
ur(r, t)e
−Kt −M = −M.
Now since
sup
t∈(0,T0)
Φ(0, t) = lim
r→∞
sup
t∈(0,T0)
Φ(r, t) = −M,
there exist (r0, r1) ⊂ (0,∞) such that Φ(r, t) ≤ 0 for r ∈ (0, r0) ∪ (r1,∞) and t ∈ (0, T0),
(2.5) Φ(r0, t) = Φ(r1, t) = 0 for t ∈ (0, T0).
Moreover by the definition of Φ and from u′0(r) ≤ 0, it follows that
(2.6) Φ(r, 0) = φ(r, 0) −M = ur(r, 0) −M = u′0(r)−M < 0 for r ∈ (r0, r1).
Finally from (2.4), Φ = φ−M and b ≤ 0, we also have
(2.7) L˜(Φ) = L˜(φ)− bM = −bM ≥ 0 in (r0, r1)× (0, T0).
Since the operator L˜ is parabolic, we can apply the Comparison Principle. Thus from (2.5)-
(2.7), it follows that Φ is a subsolution of L˜(u) = 0 and hence Φ ≤ 0 in (0,∞) × (0, T0). On
the other hand by the definition of M , one has
sup
Q
Φ(r, t) = sup
Q
φ(r, t) −M =M > 0.
This is a contradiction. Thus supQ φ ≤ 0 and hence ur(r, t) = eKtφ(r, t) ≤ 0 for all r ≥ 0 and
t ∈ (0, T0). This completes the radial non-increase of u as required. Finally the radial decrease
of u follows by the Hopf lemma, see [26, Theorem 6, P. 174]. 
2.2. Energy stabilization. In this subsection, we prove several stability estimates. Let u(x, t)
be a non-negative bounded, globally defined solution of (1.2)-(1.3) satisfying (1.6) and denote
by Ω(u) the ω-limit set of u. We also suppose that ‖∇u(·, t)‖L∞(RN ) is uniformly bounded. We
define the functional
I(u) :=
1
2
ˆ
RN
(
(1 + 2u2)|∇u|2 + u2) dx− 1
p+ 1
ˆ
RN
|u|p+1 dx.
Notice that I is well defined on the set of functions u ∈ H1(RN ) such that u2 ∈ H1(RN ) from
3 ≤ p < 3N+2N−2 , via the Sobolev embedding (cf. [8]). Moreover we have the following.
Lemma 2.4 (Energy identity). There holds
d
dt
I
(
u(·, t)) = − ˆ
RN
ut(x, t)
2 dx.
Proof. It is possible to prove that I is differentiable along smooth bounded directions. By the
proof of Lemma 2.1, we know that u ∈ C1((0, T0),Hm−2(RN )) for any m > N/2 + 2. Since
Hm−2(RN ) →֒ L∞(RN ) for m > N/2+2, it follows that u ∈ C1((0, T0), L∞(RN )) and hence I
is differentiable with respect to t at u along the smooth direction ut. By a direct computation
and from (1.2), we have
d
dt
I
(
u(·, t)) = I ′(u(·, t))(ut(·, t)) = −
ˆ
RN
u2t (x, t) dx.
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This completes the proof. 
Lemma 2.4 implies that I is decreasing in t and hence I is a Lyapunov function associated with
the problem (1.2)-(1.3).
Lemma 2.5 (Flow stabilization). For every K > 0 we have
lim
t→∞
sup
τ∈[0,K]
‖u(·, t+ τ)− u(·, t)‖L2(RN ) = 0,
lim
t→∞
sup
τ∈[0,K]
‖u(·, t+ τ)− u(·, τ)‖C1(RN ) = 0.
In particular if u(·, tn) → w uniformly in RN , then u(·, tn + ρn) → w in C1(RN ) for any
bounded sequence {ρn}n∈N ⊂ R+.
Proof. We fix τ ∈ [0,K]. For every t > 0 we have
ˆ
RN
|u(·, t+ τ)− u(·, t)|2 dx =
ˆ
RN
∣∣∣∣
ˆ t+τ
t
ut(·, s) ds
∣∣∣∣
2
dx ≤ τ
ˆ
RN
ˆ t+τ
t
|ut(·, s)|2 ds dx
= τ
ˆ t+τ
t
ˆ
RN
|ut(·, s)|2 dx ds = τ
(
I(t)− I(t+ τ)).
Since I(t) is non-increasing and bounded from below, it has finite limit as t→∞, which yields
the assertion. For the second claim, since {u(·, t), t > 1} is relatively compact in C1(RN ) (see
the argument in the proof of Lemma 2.20), one can argue as in [21, Lemma 3.1]. 
By Lemma 2.5, we have the following basic result.
Lemma 2.6 (ω limit structure). Ω(u) is either {0} or consists of positive solutions of (1.4).
Proof. For every ϕ ∈ C∞0 (RN ) and τ > 0, we haveˆ tn+τ
tn
ˆ
RN
utϕdx ds +
ˆ tn+τ
tn
ˆ
RN
∇u · ∇ϕdx ds + 2
ˆ tn+τ
tn
ˆ
RN
uϕ|∇u|2 dx ds
+ 2
ˆ tn+τ
tn
ˆ
RN
u2∇u · ∇ϕdx ds +
ˆ tn+τ
tn
ˆ
RN
uϕdx ds =
ˆ tn+τ
tn
ˆ
RN
upϕdx ds.
This yields for some ξn ∈ [tn, tn + τ ]ˆ
RN
(
u(x, tn + τ)− u(x, tn)
)
ϕ(x) dx +
ˆ
RN
∇u(x, ξn) · ∇ϕ(x) dx
+ 2
ˆ
RN
u(x, ξn)ϕ(x)|∇u(x, ξn)|2 dx+ 2
ˆ
RN
u2(x, ξn)∇u(x, ξn) · ∇ϕ(x) dx
+
ˆ
RN
u(x, ξn)ϕ(x) dx =
ˆ
RN
up(x, ξn)ϕ(x) dx.
Since u(·, tn)→ w uniformly in RN , by virtue of Lemma 2.5 it follows that u(·, tn + τ)→ w in
L2(RN ) and u(·, ξn)→ w in C1(RN ), which yieldsˆ
RN
∇w · ∇ϕdx+ 2
ˆ
RN
wϕ|∇w|2 dx+ 2
ˆ
RN
w2∇w · ∇ϕdx+
ˆ
RN
wϕdx =
ˆ
RN
wpϕdx,
for every ϕ ∈ C∞0 (RN ), namely w is a non-negative solution of (1.4). 
Lemma 2.7 (Energy bounds). The following properties hold.
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(i) There exists C > 0 such that
sup
t>0
ˆ
RN
(
(1 + 2|u(x, t)|2)|∇u(x, t)|2 + |u(x, t)|2) dx ≤ C.
(ii) If w ∈ Ω(u), then w ∈ H1(RN ). Moreover
sup
w∈Ω(u)
(‖w‖H1(RN ) + ‖w‖L∞(RN )) <∞.
Proof. We prove (i). Since I is decreasing in t, it follows that for t > 0
1
2
ˆ
RN
(
(1 + 2u2)|∇u|2 + u2
)
dx− 1
p+ 1
ˆ
RN
|u|p+1 dx ≤ I(u0).
Moreover for every R > 0, one has
1
p+ 1
ˆ
RN
|u|p+1 dx ≤ 1
p+ 1
(
sup
|x|≥R, t>0
|u(x, t)|
)p−1 ˆ
Bc(0,R)
|u|2 dx+
ˆ
B(0,R)
|u|p+1 dx.
Finally from (1.6), by taking R large enough, we have
1
p+ 1
(
sup
|x|≥R, t>0
|u(x, t)|
)p−1
≤ 1
4
,
which yields
sup
t>0
ˆ
RN
(
(1 + 2|u(x, t)|2)|∇u(x, t)|2 + |u(x, t)|2
)
dx ≤ 4M |B(0, R)| + 4I(u0),
where we have set M = ‖u‖p+1
L∞(RN×[0,∞))
.
(ii) Suppose that
‖u(·, tn)− w(·)‖L∞(RN ) → 0 for some tn →∞.
Then from (i), it follows that {u(·, tn)} is bounded in H1(RN ). Thus, up to a subsequence,
we have u(·, tn) ⇀ w˜ in H1(RN ) and u(·, tn) → w˜ a.e. in RN for some w˜ ∈ H1(RN ). Since
u(·, tn) converges to w uniformly, it follows that w ≡ w˜, which implies that w ∈ H1(RN ). By
the boundedness of u(x, t) in H1(RN ) and L∞(RN ), the last assertion of (ii) follows. 
Lemma 2.8 (Lipschitzianity controls). Let 0 < t1 < t2. Then there exists C > 0 independent
of t1 and t2 such that the following properties hold.
(i) ‖u(·, t2)− w(·)‖L2(RN ) ≤ eC(t2−t1)‖u(·, t1)− w(·)‖L2(RN ).
(ii)
ˆ t2
t1
‖u(·, s) − w(·)‖2H1(RN ) ds ≤ CeC(t2−t1)‖u(·, t1)− w(·)‖2L2(RN).
Proof. (i) The proof is based on the standard energy estimate. We put φ(x, t) = u(x, t)−w(x).
From (1.2), (1.4) and by the mean value theorem, one has
(2.8) φt−(1+2u2)∆φ−2w∇(u+w)·∇φ−2(u+w)∆wφ−2|∇u|2φ+φ−p
(
κu+(1−κ)w)p−1φ = 0,
for some κ ∈ (0, 1). Multiplying (2.8) by φ and integrating it over RN , we get
1
2
∂
∂t
‖φ‖2L2 −
ˆ
RN
(
(1 + 2u2)φ∆φ+ 2wφ∇(u + w) · ∇φ+ 2(u+ w)φ2∆w + 2φ2|∇u|2
)
dx
+
ˆ
RN
φ2 dx− p
ˆ
RN
(
κu+ (1− κ)w)p−1φ2 dx = 0.
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Using the integration by parts, we have
−
ˆ
RN
(1 + 2u2)φ∆φdx =
ˆ
RN
(1 + 2u2)|∇φ|2 + 4uφ∇u · ∇φdx,
−
ˆ
RN
2(u+ w)φ2∆w dx =
ˆ
RN
2φ2∇w · ∇(u+w) + 4(u+ w)φ∇w · ∇φdx.
Thus one has
1
2
∂
∂t
‖φ‖2L2 +
ˆ
RN
{
(1 + 2u2)|∇φ|2 + 4uφ∇u · ∇φ− 2wφ∇(u + w) · ∇φ
+ 2φ2∇w · ∇(u+ w) + 4(u+ w)φ∇w · ∇φ− 2φ2|∇u|2
}
dx
+
ˆ
RN
φ2 dx− p
ˆ
RN
(
κu+ (1− κ)w)p−1φ2 dx = 0.
Since u, w, ∇u and ∇w are bounded, we obtain
1
2
∂
∂t
‖φ‖2L2 + ‖φ‖2H1 ≤ C‖φ‖L2‖∇φ‖L2 + C‖φ‖2L2 .
Thus by the Young inequality, it follows that
(2.9)
∂
∂t
‖φ(·, t)‖2L2 + ‖φ(·, t)‖2H1 ≤ C‖φ(·, t)‖2L2 .
Now let ζ(t) := ‖φ(·, t)‖2L2 . Then one has ζ ′(t) ≤ Cζ(t). By the Gronwall inequality, it follows
that ζ(t2) ≤ eC(t2−t1)ζ(t1) and hence the claim holds.
(ii) Integrating (2.9) over [t1, t2], one hasˆ t2
t1
‖φ(·, s)‖2H1 ds ≤ ‖φ(·, t1)‖2L2 + C
ˆ t2
t1
‖φ(·, s)‖2L2 ds.
Thus from (i), we get
ˆ t2
t1
‖φ(·, s)‖2H1 ds ≤
(
1 +
1
2C
)
e2C(t2−t1)‖φ(·, s)‖2L2 .
This completes the proof. 
Lemma 2.9 (Further stability estimates). Let K > 1 be arbitrarily given and {tn}n∈N be a
sequence such that tn → ∞ as n → ∞. If ‖u(·, tn) − w(·)‖L∞(RN ) → 0 as n → ∞, then the
following properties hold.
(i) lim
n→∞
ˆ K
0
‖u(·, s + tn)− w(·)‖2H1(RN ) ds = 0.
(ii) lim
n→∞
‖u(·, t+ tn)− w(·)‖L∞(RN×[0,K]) = 0.
Proof. Arguing as in the proof of Lemma 2.7 (ii), we may assume that u(·, tn)⇀ w in H1(RN ).
Moreover by the uniform decay condition (1.6), one can show that supn≥1 u(x, tn) decays expo-
nentially at infinity, see Lemma 2.15. Thus by the exponential decay of w and the embedding
H1(RN ) →֒ L2loc(RN ), it follows that
(2.10) lim
n→∞
‖u(·, tn)−w(·)‖L2(RN ) = 0.
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Next applying Lemma 2.8 (ii) with t1 = tn and t2 = tn +K, one hasˆ tn+K
tn
‖u(·, s) −w(·)‖2H1 ds ≤ CeCK‖u(·, tn)−w(·)‖2L2 .
Thus from (2.10), the claim holds.
(ii) We argue as in [17, Theorem 2.5, P. 18]. Let φn(x, t) = u(x, t+ tn)−w(x) and define
L˜(φn) = (1 + 2u
2)∆φn + 2w∇(u+ w) · ∇φn + a(x)φn − (φn)t,
a(x) = 2(u+ w)∆w + 2|∇u|2 − 1 + p(κu+ (1− κ)w)p−1.
Then from (2.8), it follows that L˜(φn) = 0. We put
(2.11) ‖u‖
L∞
(
RN×[0,K]
) + ‖∇u‖
L∞
(
RN×[0,K]
) =M, ‖a‖L∞(RN ) = A, ‖φn(·, 0)‖L∞(RN ) = B.
For ε > 0, R > 0 and c > 0, we define
Z(x, t) = φn(x, t)e
−(A+ε)t −B − M
R2
(x2 + ct), |x| ≤ R, t ∈ [0,K].
Then by a direct calculation, one has
(L˜−A− ε)Z = B(A+ ε− a(x))
+
M
R2
(
c+
(
A+ ε− a(x))(x2 + ct)− 2(1 + 2u2)− 4w∇(u+ w) · ∇x)
=: F (x, t).
From (2.11) and the boundedness of u, w, ∇u, ∇w, we can choose large c independent of ε, R
and n ∈ N so that F ≥ 0. Moreover from (2.11), we also have
Z(x, t) = φne
−(A+ε)t −B −M − M
R2
ct ≤ 0 on |x| = R, t ∈ [0,K],
Z(x, 0) = φn(x, 0) −B − M
R2
x2 ≤ 0 for |x| ≤ R.
Thus by applying the Comparison Principle to L˜ − A − ε, we obtain Z ≤ 0 for |x| ≤ R and
t ∈ [0,K]. Defining
z(x, t) = φn(x, t)e
−(A+ε)t +B +
M
R2
(x2 + ct)
for same c > 0, one can see that
(L˜−A− ε)z = f ≤ 0, z ≥ 0 on |x| = R, t ∈ [0,K], z(x, 0) ≥ 0 for |x| ≤ R.
Thus by the Comparison Principle, we get z ≥ 0 and hence
|φn(x, t)| ≤ e(A+ε)t
(
B +
M
R2
(x2 + ct)
)
for |x| ≤ R, t ∈ [0,K].
Since c is independent of ε and R, we can take R→∞, ε→ 0 to obtain
‖φn(·, t)‖L∞(RN×[0,K]) ≤ BeAK = eAK‖φn(·, 0)‖L∞(RN ).
Then by the assumption ‖φn(·, 0)‖L∞ = ‖u(·, tn)− w(·)‖L∞ → 0, it follows that
‖φn(·, t)‖L∞(RN×[0,K]) → 0 as n→∞.
This completes the proof. 
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Lemma 2.10 (Further stability estimates). Let K > 1. Then there exists C = C(K) > 0 withˆ K
0
‖u(·, s + τ + t)− w(·)‖2H1(RN ) ds ≤ C
ˆ K
0
‖u(·, s + t)−w(·)‖2H1(RN ) ds
for any t > 0 and τ ∈ [0,K].
Proof. Although the proof proceeds as in [10, Proposition 4.2], we will sketch it for the sake of
completeness. By the mean value theorem and Schwarz inequality, there is s0 ∈ [0,K] with
‖u(·, t + s0)−w(·)‖L2 ≤ ‖u(·, t + s0)− w(·)‖H1
≤ C
ˆ t+K
t
‖u(·, s)− w(·)‖H1 ds
≤ C
(ˆ t+K
t
‖u(·, s) − w(·)‖2H1 ds
) 1
2
.
Thus by applying Lemma 2.8 (ii) with t1 = t+ s0 and t2 = t+ s0 + 2K, it follows thatˆ t+s0+2K
t+s0
‖u(·, s) −w(·)‖2H1 ds ≤ CeCK‖u(·, t+ s0)− w(·)‖2L2
≤ CeCK
ˆ t+K
t
‖u(·, s)− w(·)‖2H1 ds.
Let τ ∈ [0,K]. Since [t+ τ, t+ τ +K] ⊂ [t, t+2K] ⊂ [t, t+K]∪ [t+ s0, t+ s0+2K], we obtainˆ t+τ+K
t+τ
‖u(·, s) − w(·)‖2H1 ds ≤ (1 + CeCK)
ˆ t+K
t
‖u(·, s) − w(·)‖2H1 ds.
This completes the proof. 
Lemma 2.11. Let {zn}n∈N ⊂ RN be a sequence with |zn| ≤ 1 for all n ∈ N. Then there exists
C > 0 independent of n ∈ N such that the following properties hold.
(i) ‖w(· + zn)− w(·) −∇w(·) · zn‖H1(RN ) ≤ C|zn|2.
(ii) ‖w(· + zn)− w(·)‖H1(RN ) ≤ C|zn|.
Proof. (i) By the Taylor expansion, one has
|w(x+ zn)− w(x)−∇w(x) · zn| ≤ C|zn|2
N∑
i,j=1
∣∣∣ ∂2w
∂xi∂xj
(x+ κnzn)
∣∣∣,
for some κn ∈ (0, 1). From (1.4) and by the exponential decay of w, we can show that ∂3w∂xi∂xj∂xk
also decays exponentially at infinity for all i, j, k = 1, · · · , N . Thus, we get
‖w(· + zn)− w(·)−∇w(·) · zn‖H1 ≤ C|zn|2
N∑
i,j=1
∥∥∥ ∂2w
∂xi∂xj
(·+ κnzn)
∥∥∥
H1
≤ C|zn|2.
(ii) We differentiate (1.4) w.r.t to xi. Then multiplying by
∂w
∂xi
and integrating on RN , yields
ˆ
RN
{
(1 + 2w2)
∣∣∣∣∇ ∂w∂xi
∣∣∣∣
2
+ 2
(
∂w
∂xi
)2
|∇w|2
+ 8w
∂w
∂xi
∇w · ∇ ∂w
∂xi
+
(
∂w
∂xi
)2
− pwp−1
(
∂w
∂xi
)2 }
dx = 0.
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Then by the Schwarz inequality, Young inequality and from the boundedness of w, ∇w, we get
(2.12)
ˆ
RN
∣∣∣∣∇ ∂w∂xi
∣∣∣∣
2
dx ≤ C
ˆ
RN
∣∣∣∣ ∂w∂xi
∣∣∣∣
2
dx ≤ C‖w‖2H1 .
Thus from (i), (2.12) and |zn| ≤ 1, it follows that
‖w(·+ zn)− w(·)‖H1 ≤ ‖w(· + zn)− w(·) −∇w(·) · zn‖H1 + ‖∇w(·) · zn‖H1
≤ C|zn|2 + C|zn| ≤ C|zn|.
This completes the proof. 
2.3. Decay estimates. In this subsection, we show uniform estimates for global solutions of
(1.2)-(1.3). Our goal of this subsection is to prove the following proposition.
Proposition 2.12 (Uniform decay). Let u(x, t) be a non-negative, radially non-increasing and
globally defined solution of (1.2)-(1.3). Then the following properties hold.
(i) sup
t>0
‖u(·, t)‖L∞(RN ) <∞.
(ii) lim
|x|→∞
sup
t>0
u(x, t) = 0.
The proof of Proposition 2.12 consists of several lemmas. First, we prove that u is uniformly
bounded near infinity.
Lemma 2.13 (Universal bound near infinity). Let u(x, t) be a non-negative globally defined
solution of (1.2)-(1.3) and assume that u is radially non-increasing with respect to the origin.
Then for any
K >
(p+ 1
2
) 1
p−1
,
there exists RK > 0 such that
(2.13) u(x, t) ≤ K for all |x| ≥ RK and t > 0.
Proof. Suppose by contradiction that the claim fails. Then we find K0 > ((p + 1)/2)
1/(p−1)
such that for all R > 0, u(xR, tR) > K0 for some |xR| ≥ R and tR > 0. For simplicity, we write
|xR| = R˜. Since u is radially non-increasing, it follows that
(2.14) u(x, tR) > K0 for all x ∈ B(0, R˜).
We claim that u(x, t) must blow-up in finite time. We define a functional IR by
(2.15) IR(u) :=
1
2
ˆ
B(0,R)
(
(1 + 2u2)|∇u|2 + u2) dx− 1
p+ 1
ˆ
B(0,R)
|u|p+1 dx.
First, for sufficiently large R > 1, we show that there exists a function vR ∈ C∞0 (RN ) such that
(2.16) IR(vR) < 0, vR ≤ K0 in B(0, R), vR = 0 on ∂B(0, R).
To this aim, let
(2.17)
(p+ 1
2
) 1
p−1
< ζ < K0
be arbitrarily given and choose vR ∈ C∞0 (RN ) so that 0 ≤ vR(x) ≤ ζ for all x ∈ RN ,
vR(x) = ζ for |x| ≤ R− 1, vR(x) = 0 for |x| ≥ R, |∇vR(x)| ≤ Cζ.
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Then we have
IR(vR) ≤
ˆ
{R−1≤|x|≤R}
(C2ζ2
2
(1 + 2v2R) +
v2R
2
− v
p+1
R
p+ 1
)
dx+ |B(0, R − 1)|
(ζ2
2
− ζ
p+1
p+ 1
)
≤ (RN − (R− 1)N)C2|B(0, 1)|ζ2(1 + ζ2) + (R − 1)N |B(0, 1)|( ζ2
2
− ζ
p+1
p+ 1
)
.
By (2.17), it follows that ζ2/2− ζp+1/(p+1) < 0 and hence IR(vR)→ −∞, as R→∞. Thus,
by taking large R > 1, we obtain IR(vR) < 0. Moreover, by the construction, we also have
vR ≤ K0 in B(0, R) and vR = 0 on ∂B(0, R). Finally since R˜ ≥ R, we can replace R by R˜.
Next we consider the following auxiliary problem:
vt = (1 + 2v
2)∆v + 2v|∇v|2 − v + vp in B(0, R˜)× [tR,∞),(2.18)
v = 0 on ∂B(0, R˜)× [tR,∞),
v(x, tR) = vR˜(x) in B(0, R˜).
We claim that v(x, t) blows up in finite time in a similar argument as [14]. Indeed by a direct
calculation, ddtIR˜
(
v(·, t)) ≤ 0 for t ≥ tR. Next from (2.18), we obtain
∂
∂t
(1
2
ˆ
B(0,R˜)
v2(x, t) dx
)
= −
ˆ
B(0,R˜)
(
(1 + 4v2)|∇v|2 + v2 − vp+1
)
dx
= −4IR˜
(
v(·, t)) + (1− 4
p+ 1
) ˆ
B(0,R˜)
vp+1 dx
≥ −4IR˜(vR˜) +
p− 3
p+ 1
ˆ
B(0,R˜)
vp+1 dx.
By the Ho¨lder inequality, we also have
|B(0, R˜)|− p−12
( ˆ
B(0,R˜)
v2 dx
) p+1
2 ≤
ˆ
B(0,R˜)
vp+1 dx.
Thus from IR˜(vR˜) < 0 and p ≥ 3, we obtain
∂
∂t
(ˆ
B(0,R˜)
v2(x, t) dx
)
≥ C
(ˆ
B(0,R˜)
v2(x, t) dx
) p+1
2
for all t ≥ tR.
This implies that v(x, t) blows up in finite time. Now from (2.14) and (2.16), one has
L(v) ≥ 0 in B(0, R˜)×[tR,∞), v ≤ u on ∂B(0, R˜)×[tR,∞), v(·, tR) ≤ u(·, tR) in B(0, R˜).
Then by Lemma 2.2, it follows that u(x, t) ≥ v(x, t) for all x ∈ B(0, R˜) and t ≥ tR. Thus u(x, t)
must blow-up in finite time, contradicting the assumption that u(x, t) is globally defined. 
Remark 2.14. Lemma 2.13 is the only part where the radial non-increase of u(x, t) is needed.
We can remove this assumption if we could show that
max
x∈∂B(0,R+2)
u(x, t) ≤ inf
x∈B(0,R)
u(x, t) for t ∈ [0, T ] and large R > 0.
This type of estimates were obtained for porous medium equations, see [4, Proposition 2.1].
However we don’t know whether this estimate holds true for our quasi-linear parabolic problem.
Once we have the uniform boundedness near infinity, we can get the decay estimate at infinity.
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Lemma 2.15 (Exponential decays). Suppose N ≥ 2 and let u(x, t) be a non-negative global
solution of (1.2)-(1.3) which satisfies the uniform boundedness property (2.13). Then there
exist δ > 0, C > 0 and R0 > 0 such that
sup
t>0
|Dku(x, t)| ≤ Ce−δ|x| for all |x| ≥ R0 and |k| ≤ 2.
Proof. By standard linear parabolic estimates, it suffices to consider the case k = 0. Let w be
a positive solution of (1.4). Then w is radially decreasing and decays exponentially at infinity.
Moreover we claim that w(0) > ((p+ 1)/2)1/(p−1) . Indeed, w satisfies the Pohoˇzaev identity
0 ≤ N − 2
2N
ˆ
RN
(1 + 2w2)|∇w|2 dx =
ˆ
RN
(wp+1
p+ 1
− w
2
2
)
dx.
For the proof, see [8, Lemma 3.1]. If the claim fails, then w(x) < ((p + 1)/2)1/(p−1) for all
x ∈ RN \ {0} by the monotonicity of w, which impliesˆ
RN
(
wp+1
p+ 1
− w
2
2
)
dx < 0,
which is impossible. Now applying Lemma 2.13 with(p+ 1
2
) 1
p−1
< K < w(0),
there exists R0 = R(K) such that
(2.19) u(x, t) ≤ K for |x| ≥ R0 and t > 0.
Moreover choosing R0 larger if necessary, we may assume supp(u0) ⊂ B(0, R0). Next, we put
Z(x, t) := Z(x) = w(|x| −R0), for |x| ≥ R0 and t > 0.
Then there exists ε0 > 0 such that Z(x) ≥ K for R0 ≤ |x| ≤ R0 + ε0. From (2.19), we get
L(Z) ≤ 0 for R0 ≤ |x| ≤ R0 + ε0 and t > 0,
Z ≥ u for |x| = R0, R0 + ε0 and t > 0,
Z(·, 0) ≥ u0 for R0 ≤ |x| ≤ R0 + ε0.
Thus by Lemma 2.2, we obtain u(x, t) ≤ U(x) for R0 ≤ |x| ≤ R0 + ε0 and t > 0. Applying the
Comparison Principle again, we have u(x, t) ≤ U(x) for all |x| ≥ R0 and t > 0. This completes
the proof. 
Remark 2.16. In the proof of Lemma 2.15, our construction of a supersolution Z fails when
N = 1. In fact in this case, we claim that
w(0) =
(p+ 1
2
) 1
p−1
.
To see this, we multiply w′ by the one-dimensional version of equation (1.4)
(1 + 2w2)w′′ + 2w(w′)2 − w + wp = 0.
Integrating it over [0, r], since w′(0) = 0, we have
1
2
(
1 + 2w2(r)
)(
w′(r)
)2
+
wp+1(r)
p+ 1
− w
2(r)
2
=
wp+1(0)
p+ 1
− w
2(0)
2
for r > 0.
Passing to a limit r → ∞, the claim is proved. Since there is no gap between w(0) and ((p +
1)/2)1/(p−1), we cannot apply Lemma 2.13 for N = 1. But if we could replace ((p+1)/2)1/(p−1)
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by 1 in Lemma 2.13, we could construct a decaying supersolution Z in the same way. More
precisely, instead of (2.13), let us assume that for any K > 1, there exists RK > 0 such that
u(x, t) ≤ K, for all |x| ≥ RK and t > 0.
Then the same conclusion as Lemma 2.15 holds. On the other hand, replacing ((p+1)/2)1/(p−1)
by 1, our construction of a blow up subsolution v in the proof of Lemma 2.13 fails. Thus we need
another argument when N = 1. We also remark that a construction of blowing up subsolutions
for semi-linear problems as in [9] does not work for our problem.
Lemma 2.17 (Global existence and energy sign I). Let u be a global solution of (1.2)-(1.3).
Then I
(
u(·, t)) ≥ 0 for every t > 0.
Proof. We use the concavity method as in [18]. It suffices to show that if I
(
u(·, t0)
)
< 0 for
some t0 > 0, then u(x, t) must blow-up in finite time. To this end, suppose by contradiction
that I
(
u(·, t0)
)
< 0 but u is globally defined. First multiplying (1.2) by u and integrating it
over RN , one hasˆ
RN
uut dx+
ˆ
RN
(
(1 + 4u2)|∇u|2 + u2)dx− ˆ
RN
|u|p+1 dx = 0.
Thus by the definition of I(u), it follows that
p− 1
2
ˆ
RN
(|∇u|2 + u2)dx+ (p− 3)ˆ
RN
u2|∇u|2 dx = (p + 1)I(u) +
ˆ
RN
uut dx.
We put
M(t) :=
1
2
ˆ t
t0
‖u(·, s)‖2L2(RN ) ds.
Then one has M ′(t) = 12‖u(·, t)‖2L2 . Moreover by Lemma 2.4 and from p ≥ 3, we also have
M ′′(t) =
ˆ
RN
uut dx
= −(p+ 1)I(u(·, t)) + p− 1
2
ˆ
RN
(∇u|2 + u2) dx+ (p− 3)ˆ
RN
u2|∇u|2 dx
≥ −(p+ 1)I(u(·, t0)) > 0 for t ≥ t0.
This implies that M ′(t)→∞ and M(t)→∞ as t→∞. Next by Lemma 2.4, it follows thatˆ t
t0
‖ut(·, s)‖2L2 ds = I
(
u(·, t0)
)− I(u(·, t)) < −I(u(·, t)),
which implies that
M ′′(t) ≥ −(p+ 1)I(u(·, t)) > (p+ 1)ˆ t
t0
‖ut(·, s)‖2L2 ds.
Thus we get
M(t)M ′′(t) ≥ p+ 1
2
(ˆ t
t0
‖u(·, s)‖2L2 ds
)(ˆ t
t0
‖ut(·, s)‖2L2 ds
)
≥ p+ 1
2
(ˆ t
t0
u(x, s)ut(x, s) dx ds
)2
=
p+ 1
2
(
M ′(t)−M ′(t0)
)2
.
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Since M ′(t)→∞ as t→∞, there exists α > 0 and t1 ≥ t0 such that
M(t)M ′′(t) ≥ (1 + α)M ′(t)2 for t ≥ t1.
This shows that M−α(t) is concave on [t1,∞), contradicting to M−α(t)→ 0 as t→∞. Thus,
the assertion holds. 
Finally we show the following lemma.
Lemma 2.18 (Global existence and energy sign II). Let 0 < T ≤ ∞. Let u be a non-negative
solution of (1.2)-(1.3) and assume that I
(
u(·, t)) ≥ 0 for all t ∈ (0, L). Then then there exists
C > 0 such that
sup
t∈(0,L)
‖u(·, t)‖L∞(RN ) ≤ C.
Proof. Suppose that there exists a sequence {tn}n∈N ⊂ (0, L) converging to L such that
Mn := ‖u(·, tn)‖L∞(RN ) →∞.
We derive a contradiction by using a blow-up type argument. Let {xn}n∈N ⊂ RN be such that
Mn
2
≤ u(xn, tn) ≤Mn,
and consider the sequence
vn(y, τ) :=
1
Mn
u
(
xn +
y
M
p−3
2
n
, tn +
τ
Mp−1n
)
.
Then by a direct calculation, one has
∂vn
∂τ
=
1
M2n
∆vn + vn∆v
2
n −
1
Mp−1n
vn + v
p
n in R
N × (−Mp−1n tn, 0].
Passing to a subsequence and using a diagonal argument as in [13], we have
vn → v in C2,1loc (RN × (−∞, 0]),
where v is a non-negative solution of the following parabolic problem
∂v
∂τ
= v∆v2 + vp in RN × (−∞, 0].
Now we claim that vτ ≡ 0. To this end, we observe that by Lemma 2.4 thatˆ t0
0
ˆ
RN
|ut(x, t)|2 dx dt ≤ I
(
u(·, 0)) − I(u(·, t0)) for any t0 > 0.
Since I
(
u(·, t)) ≥ 0 for all t > 0, we have
ˆ 0
−∞
ˆ
RN
∣∣∣∣ ∂∂τ vn(y, τ)
∣∣∣∣
2
dy dτ =
1
M2pn
ˆ 0
−∞
ˆ
RN
∣∣∣∣∣ut
(
xn +
y
M
p−3
2
n
, tn +
τ
Mp−1n
)∣∣∣∣∣
2
dy dτ
≤M
(N−2)p−3N−2
2
n
ˆ ∞
0
ˆ
RN
|ut(x, t)|2 dx dt
≤M
(N−2)p−3N−2
2
n I
(
u(·, 0)).
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Since p < (3N + 2)/(N − 2) and Mn → ∞, it follows that vτ ≡ 0. Now since vτ ≡ 0, v is a
nontrivial, non-negative bounded solution of the following nonlinear elliptic problem
(2.20) − v∆v2 = vp in RN .
If 3 < p < (3N + 2)/(N − 2), it follows that v ≡ 0 by applying the Liouville theorem to v2.
This contradicts to the fact v(0) ≥ 1/2. On the other hand if p = 3, it follows that v2 is a
nontrivial bounded eigenfunction of −∆ in RN associated with the eigenvalue 1. But this is
impossible. Thus in both cases, we obtain a contradiction and hence the proof is complete. 
Remark 2.19. We note that in the proof of Lemma 2.18, we need the assumption 3 ≤ p
to obtain the non-existence of nontrivial, non-negative bounded solutions of (2.20). We also
observe that if we adopt the scaling
vn(y, τ) :=
1
Mn
u
(
xn +
y
M
p−1
2
n
, tn +
τ
Mp−1n
)
as in [9], then we obtain the following rescaled problem
∂vn
∂τ
= ∆vn +M
2
nvn∆v
2
n −
1
Mp−1n
vn + v
p
n in R
N × (−Mp−1n tn, 0].
Hence this scaling does not work in our case due to the term M2nvn∆v
2
n.
Now we can see that Proposition 2.12 follows from Lemmas 2.3, 2.15, 2.17 and 2.18.
2.4. Some technical results. In this subsection, we prepare some technical lemmas to prove
Theorem 1.2. First we shall need the following result.
Lemma 2.20 (ω-limit). Let u be a non-negative, bounded and globally defined solution of (1.2)-
(1.3) satisfying the uniform decay condition (1.6). Then {u(·, tn)} has a uniformly convergent
subsequence in RN for any sequence {tn}n∈N with tn →∞. In particular, the ω-limit set Ω(u)
is well-defined. Furthermore, the set {u(·, tn)} is relatively compact in C1(RN ).
Proof. We know that ‖u(·, t)‖L∞(RN ) is uniformly bounded. Moreover by assumption (1.6), we
can show that the function supt>0 |Dku(x, t)| decay exponentially for |k| ≤ 2 (cf. the proof
of Lemma 2.15). Applying the Schauder estimate, we also have the uniform boundedness of
‖∇u(·, t)‖L∞(RN ). Let {tn}n∈N be a sequence such that tn →∞. Then by (i) of Lemma 2.7, it
follows that ‖u(·, tn)‖H1 ≤ C. Passing to a subsequence, we may assume that u(·, tn) ⇀ w in
H1(RN ) for some w ∈ H1(RN ). Then arguing as in Lemma 2.6, one can see that either w = 0
or w is a positive solution of (1.4). In particular, w decays exponentially at infinity. Arguing
as for the proof of (i) of Lemma 2.9, we have ‖u(·, tn)− w(·)‖L2 → 0. Let U be any bounded
domain. Then applying higher order regularity theory, we get
‖u(·, tn)− w(·)‖Hm(V ) ≤ C‖u(·, tn)− w(·)‖L2(U)
for any V ⊂⊂ U and m ≥ N2 + 1. By the Sobolev embedding Hm(V ) →֒ C0(V ), passing to
a subsequence, we have that u(·, tn) → w uniformly on V . Since U is arbitrary and u(x, tn)
decays uniformly at infinity, it follows that u(·, tn) → w(·) uniformly in RN . Finally since
m ≥ N2 + 1, we have the continuous embedding Hmloc(RN ) →֒ C1loc(RN ). Together with the
uniform exponential decay of |Dk(u(·, tn)| for |k| ≤ 2, passing to a subsequence if necessary, it
follows that u(·, tn)→ w in C1(RN ). This completes the proof. 
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To finish the proof of Theorem 1.2, we have to prove (1.7) and show that the limit w ∈ Ω(u)
is independent of the choice of the sequence {tn}. To this end, we put
η(y, t) :=
(ˆ T
0
‖u(·, s + t)−w(· + y)‖2H1(RN ) ds
) 1
2
,
where w is a fixed element in the ω-limit set Ω(u). First we state the following proposition
whose proof will be given later.
Proposition 2.21. There exist M > 0 and T > 1 such that the following properties hold. For
every sequence {(yn, tn)}n∈N ⊂ RN ×R+ satisfying |yn| ≤ 1, tn →∞ and
η(yn, tn) =
(ˆ T
0
‖u(·, s + tn)− w(· + yn)‖2H1 ds
) 1
2
→ 0,
there exist a subsequence {(ynj , tnj )} and {zj} ⊂ RN such that |zj | ≤Mη(ynj , tnj ) and
η
(
znj + ynj , tnj + T
) ≤ 1
2
η(ynj , tnj ).
By Proposition 2.21, we obtain the following Corollary.
Corollary 2.22 (Uniform stability). There exist M > 0, T > 1, t0 > 0 and η0 > 0 such
that the following property hold. For every (y, t) ∈ RN × R+ satisfying |y| ≤ 1, t ≥ t0 and
η(y, t) ≤ η0, there exists z ∈ RN such that |z| ≤Mη(y, t) and
η(z + y, t+ T ) ≤ 1
2
η(y, t).
Proof. Let M > 0, T > 1 be the constants provided in Proposition 2.21. We assume by
contradiction that Corollary 2.22 does not hold. Then there exists {(yn, tn)}n∈N ⊂ RN × R+
such that η(yn, tn)→ 0, |yn| ≤ 1, tn →∞ and
η(z + yn, tn + T ) >
1
2
η(yn, tn)
for all z ∈ RN with |z| ≤Mη(yn, tn). This contradicts Proposition 2.21. 
Lemma 2.23. Let M > 0, T > 1 and t0 > 0 be constants provided by Corollary 2.22. Then
there exists η¯ > 0 such that the following property hold. For every k ∈ N and t∗ > t0 with
η(0, t∗) ≤ η¯, there exists {xi}ki=1 ⊂ RN such that |xi| ≤Mη
(
x1 + · · ·+ xi−1, t∗ + (i− 1)T
)
and
η
(
x1 + · · ·+ xk, t∗ + kT
) ≤ 1
2
η
(
x1 + · · ·+ xk−1, t∗ + (k − 1)T
)
.
Here we put x0 = 0.
Proof. If M > 0, T > 1, t0 > 0 and η0 > 0 denote the constants by Corollary 2.22, we define
η¯ :=
1
2
min
{
η0,
1
2M
}
and claim that for each k ∈ N, there exists xk ∈ RN such that
(2.21)


η
(
x1 + · · ·+ xk, t∗ + kT
) ≤ 1
2
η
(
x1 + · · ·+ xk−1, t∗ + (k − 1)T
)
,
|xk| ≤Mη
(
x1 + · · ·+ xk−1, t∗ + (k − 1)T
)
,
|x1 + · · · + xk| ≤ 1,
η
(
x1 + · · ·+ xk, t∗ + kT
)
< η¯.
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This will be proved by an induction argument. Suppose that η(0, t∗) ≤ η¯. Then by applying
Corollary 2.22 with y := 0 and t := t∗, there exists z =: x1 ∈ RN such that
|x1| ≤Mη(0, t∗) ≤Mη¯ ≤ 1
4
and η(x1, t
∗ + T ) ≤ 1
2
η(0, t∗) < η¯.
This implies that (2.21) holds for k = 1. Next we assume that (2.21) holds for k ∈ N. Using
Corollary 2.22 with y := x1 + · · · + xk and t := t∗ + kT , there exists xk+1 ∈ RN such that
|xk+1| ≤Mη(x1 + · · ·+ xk, t∗ + kT ) and
(2.22) η
(
x1 + · · · + xk + xk+1, t∗ + (k + 1)T
) ≤ 1
2
η
(
x1 + · · ·+ xk, t∗ + kT
)
.
To finish the inductive step, it suffices to show that
|x1 + · · ·+ xk + xk+1| ≤ 1 and η
(
x1 + · · ·+ xk + xk+1, t∗ + (k + 1)T
)
< η¯.
Now by the induction hypothesis, it follows that
k+1∑
i=2
|xi| ≤M
k+1∑
i=2
η
(
x1 + · · ·+ xi−1, t∗ + (i− 1)T
)
,
(2.23) η
(
x1 + · · ·+ xi−1, t∗ + (i− 1)T
) ≤ 1
2
η
(
x1 + · · · + xi−2, t∗ + (i− 2)T
) ≤ 1
2i−1
η(0, t∗),
for every 2 ≤ i ≤ k + 1. Thus one has
|x1 + · · ·+ xk + xk+1| ≤ 2Mη(0, t∗) ≤ 2Mη¯ ≤ 1
2
.
Finally from (2.21) and (2.22), we also have
η
(
x1 + · · ·+ xk + xk+1, t∗ + (k + 1)T
) ≤ 1
2
η¯.
Thus by induction, Lemma 2.23 holds. 
Lemma 2.24. Let T > 1, t0 > 0 and η0 > 0 be constants in Corollary 2.22 and Lemma 2.23.
Then there exists C˜ > 0 such that the following properties hold. For every k ∈ N and t∗ > t0
with η(0, t∗) ≤ η¯, it follows that
η(0, t∗ + kT ) ≤ C˜η(0, t∗).
Proof. Let M > 0, T > 1, t0 > 0, η¯ > 0 and {xi}ki=1 ⊂ RN be as in Lemma 2.23. Then by the
triangular inequality and (ii) of Lemma 2.11, one has∣∣η(x1 + · · ·+ xk, t∗ + kT )− η(0, t∗ + kT )∣∣
≤
∣∣∣∣∣
(ˆ T
0
‖u(·, s + t∗ + kT )− w(·+ x1 + · · ·+ xk)‖2H1 ds
) 1
2
−
(ˆ T
0
‖u(·, s + t∗ + kT )−w(·)‖2H1 ds
) 1
2
∣∣∣∣∣
≤
(ˆ T
0
‖w(· + x1 + · · ·+ xk)− w(·)‖2H1 ds
) 1
2
≤ CT 12
k∑
i=1
|xi| ≤ CT
1
2M
k∑
i=1
η
(
x1 + · · ·+ xi−1, t∗ + (i− 1)T
)
.
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Thus from (2.23), we obtain
η(0, t∗ + kT ) ≤ (1 + CT 12M)
k∑
i=1
η
(
x1 + · · ·+ xi−1, t∗ + (i− 1)T
)
≤ 2(1 + CT 12M)η(0, t∗).
Taking C˜ = 2(1 + CT
1
2M), the claim holds. 
We shall now prove Proposition 2.21. Let T > 1 be a constant which will be chosen later and
suppose that a sequence {(yn, tn)}n∈N ⊂ RN × R+ satisfies |yn| ≤ 1, tn →∞ and
η(yn, tn) =
(ˆ T
0
‖u(·, s + tn)− w(·+ yn)‖2H1(RN ) ds
) 1
2
→ 0.
Then passing to a subsequence, we may assume that yn → y0 as n → ∞. Moreover since
tn →∞ as n→∞, we may also assume that u(·, tn)→ w˜ uniformly for some w˜ ∈ Ω(u). Thus
for any K > 1, we have by (ii) of Lemma 2.9 that
lim
n→∞
‖u(·, t + tn)− w˜(·)‖L∞(RN×[0,K]) = 0.
On the other hand, it follows that w(·+ yn)→ w(·+ y0) in H1(RN ). Thus from η(yn, tn)→ 0,
(2.24) lim
n→∞
ˆ T
0
‖u(·, s + tn)− w(· + y0)‖2H1(RN ) ds = 0.
This implies that w˜(·) = w(·+ y0) and hence
(2.25) lim
n→∞
‖u(·, t + tn)− w(·+ y0)‖L∞(RN×[0,K]) = 0.
Moreover by Lemma 2.20, we know that {u(·, t + tn)} is relatively compact in C1(RN ). Thus
by the uniform convergence of u(·, t+ tn)→ w(·+ y0), one also has
(2.26) lim
n→∞
‖∇u(·, t+ tn)−∇w(·+ y0)‖L∞(RN×[0,K]) = 0.
Hereafter, we write for simplicity
ηn := η(yn, tn), un(x, t) := u(x, t+ tn), wn(x) := w(x+ yn), w0(x) := w(x+ y0).
We also note that up to translation, w0 is radially symmetric with respect to y0. Now we set
φn(x, t) :=
un(x, t)− wn(x)
ηn
.
Since ˆ 1
1
2
‖φ(·, s)‖2H1 ds ≤
ˆ T
0
‖φn(·, s)‖2H1 ds = 1,
we have ‖φn(·, τn)‖H1 ≤ 2 for some {τn} ⊂ [12 , 1] by the mean value theorem. Thus, passing to
a subsequence, we may assume that
(2.27) τn → τ0 ∈
[1
2
, 1
]
and φn(·, τn)⇀ φ0 in H1(RN ),
for some φ0 ∈ H1(RN ). Moreover by the compact embedding H1loc(RN ) →֒ L2loc(RN ), we have
φn(·, τn)→ φ0 in L2loc(RN ) and ‖φ0‖L2(RN ) ≤ 2.
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Lemma 2.25. Let K > 1 be given. Then there exists C > 0 such that
sup
n∈N
ˆ K
0
‖φn(·, s)‖2H1(RN ) ds ≤ C.
Proof. By applying (ii) of Lemma 2.8 with t1 = τn + tn and t2 = K + tn, one hasˆ K
τn
‖φn(·, s)‖2H1 ds ≤ Ce2C(K−τn)‖φn(·, τn)‖2L2 .
Since τn ∈ [12 , 1] and ‖φn(·, τn)‖L2(RN ) ≤ 2, we getˆ K
τn
‖φn(·, s)‖2H1 ds ≤ C,
where C > 0 is independent of n ∈ N. Since ´ T0 ‖φn(·, s)‖2H1 ds = 1, we also haveˆ τn
0
‖φn(·, s)‖2H1 ds ≤
ˆ T
0
‖φn(·, s)‖H1 ds = 1.
Thus the claim holds. 
Lemma 2.26 (Convergence to the linearized problem). Let K > 1 be arbitrarily given. Then
there exists a subsequence of {φn}, still denoted by {φn}, such that φn ⇀ φ in L2([0,K),H1(RN )).
Moreover φ ∈ C((0,∞), L2(RN )) and satisfies the following linear parabolic problem
(2.28)
{
φt + L0φ = 0 in RN × (0,∞),
φ(x, τ0) = φ0(x) in R
N .
Here L0 is the linearized operator around w0, which is defined by
L0φ := −(1 + 2w20)∆φ− 4w0∇w0 · ∇φ− (4w0∆w0 + 2|∇w0|2)φ+ φ− pwp−10 φ.
Proof. The weak convergence of φn follows by Lemma 2.25. We show that the weak limit φ
satisfies (2.28). Now from (1.2) and (1.4) and by the definition of φn, one has
(2.29) (φn)t −∆φn + φn − η−1n
(
un∆u
2
n − wn∆w2n
)− η−1n (upn − wpn) = 0.
Fix ϕ ∈ C∞0
(
RN × [0,K]). Multiplying (2.29) by ϕ and integrating over [τn,K]× RN , we getˆ K
τn
ˆ
RN
(
− φnϕt +∇φn · ∇ϕ+ φnϕ− 1
ηn
(
un∆u
2
n − wn∆w2n
)
ϕ− 1
ηn
(upn − wpn)ϕ
)
dx ds
=
ˆ
RN
φn(x, τn)ϕ(x, τn) dx.
Now from the integration by parts, it follows that
− 1
ηn
ˆ
RN
(
un∆u
2
n − wn∆w2n
)
ϕdx = 2
ˆ
RN
(un∇(un + wn) · ∇φn + |∇wn|2φn)ϕdx
+ 2
ˆ
RN
(
(un + wn)φn∇un + w2n∇φn
) · ∇ϕdx.(2.30)
Moreover by the mean value theorem, we also have
(2.31) − 1
ηn
ˆ
RN
(upn − wpn)ϕdx = −p
ˆ
RN
(κnun + (1− κn)wn)p−1φnϕdx
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for some κn ∈ (0, 1). Thus, we obtain
(2.32)
ˆ K
τ0
ˆ
RN
(−φnϕt + L0φn · ϕ) dx ds −
ˆ
RN
φ0(x)ϕ(x, τ0) dx =
4∑
i=1
I
n
i ,
where we have set
I
n
1 :=
ˆ τn
τ0
ˆ
RN
{
− φnϕt +∇φn · ∇ϕ+ φnϕ+ 2
(
(un + wn)φn∇un + w2n∇φn
) · ∇ϕ
+ 2(un∇(un + wn) · ∇φn + |∇wn|2φn)ϕ− p(κnun + (1− κn)wn)p−1φnϕ
}
dx ds,
I
n
2 :=
ˆ
RN
(
φn(x, τn)ϕ(x, τn)− φ0(x)ϕ(x, τ0)
)
dx,
I
n
3 :=
ˆ K
τ0
ˆ
RN
p
(
(κnun + (1− κn)wn)p−1 − wp−10
)
φnϕdx ds,
I
n
4 := −
ˆ K
τ0
ˆ
RN
{
2φn
(
(un + wn)∇un − 2w0∇w0
) · ∇ϕ+ 2(w2n − w20)∇φn · ∇ϕ
+ 2ϕ
(
un∇(un + wn)− 2w0∇w0
) · ∇φn + 2(|∇wn|2 − |∇w0|2)φnϕ} dx ds.
Now by virtue of Lemma 2.25, as n→∞ one has
|In1 | ≤ C
ˆ τn
τ0
ˆ
RN
(
|φn|
(|ϕt|+ |ϕ|+ |∇ϕ|) + |∇φn|(|∇ϕ|+ |ϕ|)) dx ds
≤ C
(ˆ τn
τ0
ˆ
RN
(|ϕt|2 + |ϕ|2 + |∇ϕ|2)dx ds) 12(
ˆ τn
τ0
ˆ
RN
(|∇φn|2 + |φn|2) dx ds) 12
≤ C|τn − τ0|
1
2
( ˆ K
0
‖φn(·, s)‖2H1 ds
) 1
2 ≤ C|τn − τ0|
1
2 → 0.
Moreover since φn(·, τn)→ φ0 in L2loc(RN ), we also have |In2 | → 0 as n→∞. Next from (2.25)
and by the uniform convergence of wn to w0, it follows that
lim
n→∞
(
sup
RN×[0,K]
∣∣wp−10 − (κnun + (1− κn)wn)p−1∣∣) = 0.
Thus by Lemma 2.25, one has |In3 | → 0. Similarly by the uniform convergences of ∇un → ∇w0,
∇wn → ∇w0 and from (2.24), we also have |In4 | → 0. Letting n→∞ in (2.32), we obtainˆ K
τ0
ˆ
RN
(−φϕt + L0φ · ϕ) dx ds −
ˆ
RN
φ0(x)ϕ(x, τ0) dx = 0.
This implies that φ is a weak solution of (2.28). Then by the linear parabolic theory, it follows
that φ is a classical solution and φ ∈ C((0,∞), L2(RN )). 
Lemma 2.27. Let θn(x, t) := φn(x, t)− φ(x, t). Then the following facts hold.
(i) Let K > 1. Then there exist n1 = n1(K) ∈ N and a positive constant Cˆ independent of
n ∈ N and K such that
sup
n≥n1
ˆ K
1
‖θn(·, s)‖2H1(RN ) ds ≤ Cˆ.
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(ii) For any ε > 0, there exist Tε > 1 and n2 = n2(Tε) ∈ N such that
sup
n≥n2
ˆ 2Tε
Tε
‖θn(·, s)‖2H1(RN ) ds < ε.
Proof. (i) Let R > 0 be given. First, we claim that
(2.33) lim
n→∞
sup
t∈[τn,K]
‖θn(·, t)‖L2(B(0,R)) = 0.
Now from (2.28) and (2.29), one has
(θn)t −∆θn + θn − 1
ηn
(
un∆u
2
n − wn∆w2n
)− 1
ηn
(upn − wpn)
+ 2w20∆φ+ 4w0∇w0 · ∇φ+ 4w0∆w0φ+ 2|∇w0|2φ+ pwp−10 φ = 0.(2.34)
Let ξ ∈ C∞0 (RN ) be a cut-off function satisfying ξ ≡ 1 on B(0, R). We multiply (2.34) by ξ2θn
and integrate it over RN . Then, from (2.30), (2.31) and the integration by parts, we get
(2.35)
ˆ
RN
(1
2
∂
∂t
(ξ2θ2n) + (1 + 2w
2
0)|∇θn|2ξ2 + θ2nξ2 + 2ξθn∇θn · ∇ξ
)
dx = −
5∑
i=1
I
n
i ,
where we have set
I
n
1 :=
ˆ
RN
(
2un∇(un +wn) · ∇φn − 4w0∇w0 · ∇φ
)
ξ2θn dx,
I
n
2 :=
ˆ
RN
(
2|∇wn|2φn − 2|∇w0|2φ
)
ξ2θn dx,
I
n
3 :=
ˆ
RN
(
2(un + wn)φn∇un − 4w0φ∇w0
)
· ∇(ξ2θn) dx,
I
n
4 :=
ˆ
RN
(
2(w2n − w20)ξ2∇φn · ∇θn + 2(w2n∇φn − w20∇φ) · ∇(ξ2)θn
)
dx,
I
n
5 :=
ˆ
RN
p
(
wp−10 φ− (κnun + (1− κn)wn)p−1φn
)
ξ2 θn dx.
Now by the Schwarz and the Young inequalities, it follows that
2
ˆ
RN
ξθn∇θn · ∇ξ dx ≥ −1
2
ˆ
RN
|∇θn|2|ξ|2 dx− 2
ˆ
RN
|θn|2|∇ξ|2 dx.
Next by the Schwarz inequality, one has
|In1 | ≤ 2‖un∇(un + wn)‖L∞(RN×[0,K])‖ξ∇θn‖L2‖ξθn‖L2
+ 2‖un∇(un +wn)− 2w0∇w0‖L∞(RN×[0,K])‖ξ∇φ‖L2‖ξθn‖L2 .
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Similarly we have
|In2 | ≤ 2
∥∥|∇wn|2 − |∇w0|2∥∥L∞ ‖ξθn‖L2‖φn‖L2 + 2‖∇w0‖2L∞‖ξθn‖2L2 ,
|In3 | ≤ 2‖(un + wn)∇un − 2w0∇w0‖L∞‖φn‖L2‖ξ∇θn‖L2
+ 4‖(un + wn)∇un − 2w0∇w0‖L∞‖ξθn‖L2‖φn∇ξ‖L2 ,
+ 4‖w0∇w0‖L∞‖ξθn‖L2‖ξ∇θn‖L2 + 8‖w0∇w0‖L∞‖ξθn‖L2‖θn∇ξ‖L2
|In4 | ≤ 2‖w2n − w20‖L∞‖ξ∇φ‖L2‖ξ∇θn‖L2 + 2‖w2n − w20‖L∞‖ξ∇θn‖2L2
+ 4‖w2n − w20‖L∞‖ξ∇φ‖L2‖θn∇ξ‖L2 + 4‖wn‖2L∞‖ξ∇θn‖L2‖θn∇ξ‖L2 ,
|In5 | ≤ p‖wp−10 − (κnun + (1− κn)wn)p−1‖L∞‖φn‖L2‖ξθn‖L2 + p‖w0‖p−1L∞ ‖ξθn‖2L2 .
Next applying (i) of Lemma 2.8 with t1 = τn + tn and t2 = t+ tn, we get
‖φn(·, t)‖L2 ≤ eC(t−τn)‖φn(·, τn)‖L2 ≤ CeCK for t ∈ [τn,K]
and hence ‖θn(·, t)‖L2 ≤ C. Thus from (2.35), the uniform decays of un, wn, ∇un, ∇wn and
by the Young inequality, we obtain
∂
∂t
‖ξθn‖2L2 +
ˆ
RN
(|∇θn|2 + |θn|2)|ξ|2 dx
≤ C‖ξθn‖2L2 + C‖θn∇ξ‖2L2
+ 2‖w2n − w20‖L∞‖ξ∇θn‖2L2 + C‖θn∇ξ‖L2 + hn,
where C and hn are positive constants with hn → 0. Now let ε > 0. We choose ξ so that
C‖θn∇ξ‖2L2 + C‖θn∇ξ‖L2 ≤ C sup
RN
|∇ξ|(1 + |∇ξ|) < ε
2
.
Next we take large n0 ∈ N so that
2‖w2n − w20‖L∞ ≤
1
2
and hn <
ε
2
for n ≥ n0.
Then we obtain
(2.36)
∂
∂t
‖ξθn(·, t)‖2L2 ≤ C‖ξθn(·, t)‖2L2 + ε.
Let ζn(t) := ‖ξθn(·, t)‖2L2 . From (2.36), it follows that ζ ′n ≤ Cζn + ε. Thus by the Gronwall
inequality, one has
ζn(t) ≤ eC(t−τn)ζn(τn) + eCt
ˆ t
τn
εe−Cs ds ≤ eCK
(
ζn(τn) +
ε
C
)
for t ∈ [τn,K].
Since φn(·, τn)→ φ(·, τ0) in L2loc(RN ), we have ζn(τn) = ‖ξθn(·, τn)‖2L2 → 0. Thus,
lim sup
n→∞
(
sup
t∈[τn,K]
‖θn(·, t)‖L2(B(0,R)
)
≤ ε
C
eCK .
Since ε is arbitrarily, (2.33) holds. Next we show that
´K
1 ‖θn(·, s)‖2H1(RN ) ds ≤ Cˆ. To this aim,
we multiply (2.34) by θn and integrate it over R
N . Then arguing as above, one has
ˆ
RN
(1
2
∂
∂t
(θn)
2 + (1 + 2w20)|∇θn|2 + |θn|2
)
dx = −
4∑
i=1
J
n
i ,
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where we have set
J
n
1 :=
ˆ
RN
(
2un∇(un +wn) · ∇φn − 4w0∇w0 · ∇φ
)
θn dx,
J
n
2 :=
ˆ
RN
(
2(un + wn)φn∇un − 4w0φ∇w0
)
· ∇θn dx,
J
n
3 :=
ˆ
RN
(2|∇wn|2φn − 2|∇w0|2φ)θn + 2(w2n − w20)∇φn · ∇θn dx,
J
n
4 :=
ˆ
RN
p
(
wp−10 φ− (κnun + (1− κn)wn)p−1φn
)
θn dx.
Now, we fix δ > 0 arbitrarily. By the Young inequality, it follows that
|Jn1 | ≤ 2
ˆ
RN
|un∇(un + wn)||θn||∇θn|+ |un∇(un + wn)− 2w0∇w0||∇φ||θn| dx
≤ 1
8
‖∇θn‖2L2 + C
ˆ
RN
|un∇(un + wn)|2|θn|2 dx
+ δ‖θn‖2L2 + Cδ‖un∇(un + wn)− 2w0∇w0‖2L∞‖∇φ‖2L2
≤ 1
8
‖∇θn‖2L2 + C sup
|x|≥R
|un(x, t)|
ˆ
Bc(0,R)
|θn|2 dx+ C
ˆ
B(0,R)
|θn|2 dx
+ δ‖θn‖2L2 + Cδ‖un∇(un + wn)− 2w0∇w0‖2L∞‖∇φ‖2L2 .
From (1.6), there exists Rδ > 0 such that
C sup
|x|≥Rδ
|un(x, t)| < δ,
for all n ∈ N and t ∈ [1,K]. Thus we obtain
|Jn1 | ≤
1
8
‖∇θn‖2L2 + 2δ‖θn‖2L2 + Cδ
ˆ
B(0,Rδ)
|θn|2 dx+ Cδhˆn,
where Cδ is a positive constant independent of n ∈ N and K, and hˆn is a positive constant
satisfying hˆn → 0 as n→∞. Estimating Jn2 , Jn3 , Jn4 similarly, we have
∂
∂t
‖θn‖2L2 + ‖θn‖2H1 ≤
(
1
2
+ ‖w2n − w20‖L∞
)
‖∇θn‖2L2
+ 5δ‖θn‖2L2 + Cδ
ˆ
B(0,Rδ)
|θn|2 dx+ Cδhˆn.
Now we choose δ = 1/10. Taking n ∈ N larger if necessary, we have ‖w2n−w20‖L∞ ≤ 1/4. Then
we obtain
(2.37)
∂
∂t
‖θn(·, t)‖2L2 + ‖θn(·, t)‖2H1 ≤ Cδ
ˆ
B(0,Rδ)
|θn(x, t)|2 dx+ Cδhˆn.
Integrating (2.37) over [τn,K], we getˆ K
τn
‖θn(·, s)‖2H1 ds ≤ ‖θn(·, τn)‖2L2 + Cδ
ˆ K
τn
ˆ
B(0,Rδ)
|θn(x, s)|2 dx ds + Cδhˆn(K − τn).
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From (2.33) and hˆn → 0, there exists n1 = n1(K) ∈ N such that
Cδ
ˆ K
τn
ˆ
B(0,Rδ)
|θn(x, s)|2 dx ds ≤ 2 and Cδhˆn(K − τn) ≤ 2 for n ≥ n1.
Moreover from ‖φn(·, τn)‖L2 ≤ 2, ‖φ(·, τ0)‖L2 ≤ 2 and by the continuity of φ, we also have
sup
n≥n1
‖θn(·, τn)‖2L2 ≤
(‖φn(·, τn)‖L2 + ‖φ(·, τn)− φ(·, τ0)‖L2 + ‖φ(·, τ0)‖L2)2 ≤ 36.
Since τn ≤ 1, we obtain
sup
n≥n1
ˆ K
1
‖θn(·, s)‖2H1 ds ≤ 40 for n ≥ n1.
This completes the proof of (i).
(ii) We fix ε > 0 arbitrarily and let T > 1. First we observe from (i) thatˆ T
1
‖θn(·, s)‖2H1 ds ≤ Cˆ for n ≥ n1(T ).
Thus by the mean value theorem, there exists sn ∈ [1, T ] such that ‖θn(·, sn)‖2L2 ≤ CˆT−1 . Next
we integrate (2.37) over [sn, 2T ]. Then from τn ≤ 1 ≤ sn ≤ T , it follows thatˆ 2T
T
‖θn(·, s)‖2H1 ds ≤
ˆ 2T
sn
‖θn(·, s)‖2H1 ds
≤ ‖θn(·, sn)‖2L2 + C
ˆ 2T
sn
ˆ
B(0,Rδ)
|θn|2 dx ds
≤ Cˆ
T − 1 + C
ˆ 2T
τn
ˆ
B(0,Rδ)
|θn|2 dx ds + Chˆn(2T − sn).
Now we choose Tε > 1 so that
Cˆ
Tε−1
< ε3 . Next from formula (2.33) and hˆn → 0, we can take
large n2 = n2(Tε) ∈ N so that
C
ˆ 2Tε
τn
ˆ
B(0,Rδ)
|θn|2 dx ds < ε
3
and Chˆn(2Tε − sn) < ε
3
for n ≥ n2.
Then it follows that
sup
n≥n2
ˆ 2Tε
Tε
‖θn(·, s)‖2H1 ds < ε
and hence the proof is complete. 
Now we consider the following eigenvalue problem
L0ψ = µψ, ψ ∈ L2(RN ) and ψ(x)→ 0 as |x| → ∞.
Then the first eigenvalue µ1 is negative. We denote by ψ1 the associated eigenfunction with
‖ψ1‖L2(RN ) = 1. Moreover we know that the second eigenvalue µ2 is zero and the corresponding
eigenspace is spanned by {∂w0∂xi }Ni=1 (See [3], Remark 4.10). Let τ0 ∈ [12 , 1] be as in (2.27) and
decompose
(2.38) φ0(x) = φ(x, τ0) = C0e
−µ1τ0ψ1(x) +
N∑
i=1
Ci
∂w0
∂xi
(x) + θ˜(x, τ0),
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where C0, Ci ∈ R and ψ1, ∂w0∂xi , θ˜ are mutually orthogonal in L2(RN ). Finally we set
(2.39) θ˜(x, t) := φ(x, t)− C0e−µ1tψ1(x)−
N∑
i=1
Ci
∂w0
∂xi
(x).
Then by direct calculations, one can see that θ˜ satisfies
(2.40) θ˜t + L0θ˜ = 0 in RN × (0,∞).
Moreover by the definition of θ˜, we also have
(2.41)
ˆ
RN
θ˜(·, τ0)ψ1 dx =
ˆ
RN
θ˜(·, τ0)∂w0
∂xi
dx = 0 for i = 1, · · · , N.
In the next result, we shall use the crucial information of non-degeneracy of stationary solutions.
Lemma 2.28 (Non-degeneracy and stability). There exist α > 0 and T˜ > 0 such that e−αT˜ < 1
and ˆ 2T
T
‖θ˜(·, s)‖2H1(RN ) ds ≤ e−αT for all T ≥ T˜ .
Proof. First we claim that
(2.42)
ˆ
RN
θ˜(·, t)ψ1 dx =
ˆ
RN
θ˜(·, t)∂w0
∂xi
dx = 0 for i = 1, · · · , N and t ≥ τ0.
To this aim, we put η(t) :=
´
RN
θ˜(·, t)ψ1 dx. Then from (2.40), one has
η′(t) = (θ˜t, ψ1)L2 = −(L0θ˜, ψ1)L2 = −(θ˜,L0ψ1)L2 = −µ1(θ˜, ψ1)L2 = −µ1η.
Thus from (2.41), it follows that η(t) = η(τ0)e
−µ1(t−τ0) = 0 for all t ≥ τ0. We can prove the
second equality in a similar way. Next we define
µ¯ := inf
{
(L0ψ,ψ)L2 : ψ ∈ H1(RN ), ‖ψ‖L2 = 1,
(ψ,ψ1)L2 =
(
ψ,
∂w0
∂xi
)
L2
= 0 for i = 1, · · · , N
}
and suppose that µ¯ > 0 for the present. Then from (2.40) and (2.42), we get
(2.43)
d
dt
ˆ
RN
θ˜2(·, t) dx = −2(L0θ˜, θ˜)L2 ≤ −2µ¯
ˆ
RN
θ˜2(·, t) dx
and hence
(2.44)
ˆ
RN
θ˜2(·, t) dx ≤ e−2µ¯(t−τ0)
ˆ
RN
θ˜2(·, τ0) dx for t ≥ τ0.
Now let T˜ > 1 be a constant which will be chosen later and take T ≥ T˜ arbitrarily. Integrating
(2.43) over [T, 2T ], one has
ˆ
RN
θ˜2(·, 2T ) dx + 2
ˆ 2T
T
(L0θ˜, θ˜)L2 ds =
ˆ
RN
θ˜2(·, T ) dx.
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Moreover by the Young inequality, we also have
(L0θ˜, θ˜)L2 =
ˆ
RN
(
(1 + 2w20)|∇θ˜|2 + 8w0θ˜∇w0 · ∇θ˜ + 2θ˜2|∇w0|2 + θ˜2 − pwp−10 θ˜2
)
dx
≥
ˆ
RN
(
|∇θ˜|2 + θ˜2 − 8w0|θ˜||∇w0||∇θ˜| − pwp−10 θ˜2
)
dx
≥ 1
2
ˆ
RN
|∇θ˜|2 + θ˜2 dx−
ˆ
RN
(
pwp−10 + 32w
2
0 |∇w0|2
)
θ˜2 dx(2.45)
≥ 1
2
‖θ˜(·, t)‖2H1 − C‖θ˜(·, t)‖2L2 .
Thus from (2.44), we obtain
ˆ 2T
T
‖θ˜(·, s)‖2H1 ds ≤ C
ˆ 2T
T
‖θ˜(·, s)‖2L2 ds+ ‖θ˜(·, T )‖2L2
≤ Ce2µ¯τ0‖θ˜(·, τ0)‖2L2
ˆ 2T
T
e−2µ¯s ds+ e2µ¯τ0‖θ˜(·, τ0)‖2L2e−2µ¯T
≤ C
µ¯
e2µ¯τ0‖θ˜(·, τ0)‖2L2e−2µ¯T + e2µ¯τ0‖θ˜(·, τ0)‖2L2e−2µ¯T
≤ C¯e−2µ¯T for all T ≥ T˜ ,
where C¯ > 0 is independent of T and T˜ . Putting α := µ¯ > 0 and taking T˜ > 1 larger so that
C¯e−αT˜ ≤ 1, the claim holds. We now show that µ¯ > 0. By the definition of µ¯ and µ2 = 0, it
follows that µ¯ ≥ 0. Suppose by contradiction that µ¯ = 0. Then there exists {ψn} ⊂ H1(RN )
such that ‖ψn‖L2 = 1, (ψn, ψ1)L2 = (ψn, ∂w0∂xi )L2 = 0 for i = 1, · · · , N and (L0ψn, ψn)L2 → 0 as
n→∞. Since (L0ψn, ψn)L2 → 0 and ‖ψn‖L2 = 1, one can show that ‖ψn‖H1 is bounded. Thus
passing to a subsequence, we may assume that ψn ⇀ ψ¯ in H
1(RN ) and ψn → ψ¯ in L2loc(RN )
for some ψ¯ ∈ H1(RN ). Moreover arguing as (2.45), we have
(2.46)
1
2
‖ψn‖2H1 ≤ (L0ψn, ψn)L2 +
ˆ
RN
(
pwp−10 + 32w
2
0 |∇w0|2
)
ψ2n dx.
Since w0 decays exponentially at infinity and ‖ψn‖L2 = 1, there exists R > 0 such thatˆ
Bc(0,R)
(
pwp−10 + 32w
2
0 |∇w0|2
)
ψ2n dx ≤
1
4
.
Thus from (2.46), we get
1
4
≤ C
ˆ
B(0,R)
ψ2n dx+ on(1).
This implies that ψ¯ 6≡ 0. Moreover by the Fatou lemma, the weak convergence of ψn ⇀ ψ¯, the
strong convergence in L2loc(R
N ) and by the exponential decay of w0, one can show that
(L0ψ¯, ψ¯)L2 ≤ 0, (ψ¯, ψ1)L2 =
(
ψ¯,
∂w0
∂xi
)
L2
= 0 for i = 1, · · · , N.
Since µ¯ = 0, it follows by the definition of µ¯ that (L0ψ¯, ψ¯)L2 = 0. By the Lagrange multiplier
rule, using ψ¯, ψ1 and ∂w0/∂xi as test functions, one can prove that L0ψ¯ = 0, which contradicts
Ker(L0) = span{∂w0∂xi }. Thus µ¯ > 0 and the proof is complete. 
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Lemma 2.29. It follows that C0 = 0 and hence it holds
φ(x, t) =
N∑
i=1
Ci
∂w0
∂xi
(x) + θ˜(x, t).
Proof. First we observe by Lemma 2.4 that
(2.47) I(u)(t+ tn)− I(u)(t+ τ) ≤ 0, for any 0 < τ ≤ tn.
Let t0 > 1 be given. From (2.25), (2.26) and uniform exponential decay of supt>0 |Dku(·, t)|
for |k| ≤ 1, one has
I(u)(t+ tn)→ I(w0) as n→∞ on [1, t0].
Thus integrating (2.47) over [1, t0] and passing a limit n→∞, we get
(2.48)
ˆ t0
1
(
I(u)(s + τ)− I(w0)
)
ds ≥ 0 for any t0 > 1.
Next since un = wn + ηnφn, I
′(wn) = 0 and I(w0) = I(wn), by Taylor expansion, we haveˆ t0
1
(
I(u)(s + tn)− I(w0)
)
ds
=
ˆ t0
1
(
I(wn + ηnφn)− I(wn)
)
ds
=
η2n
2
ˆ t0
1
〈
I ′′(wn + κnηnφn)φn, φn
〉
ds
=
η2n
2
ˆ t0
1
〈
I ′′(w0)φn, φn
〉
ds+
η2n
2
ˆ t0
1
〈(
I ′′(wn)− I ′′(w0)
)
φn, φn
〉
ds
+
η2n
2
ˆ t0
1
〈(
I ′′(wn + κnηnφn)− I ′′(wn)
)
φn, φn
〉
ds,(2.49)
for some κn ∈ (0, 1). Now from wn + κnηnφn = κnun + (1 − κn)wn, one has〈(
I ′′(wn + κnηnφn)− I ′′(wn)
)
φn, φn
〉
=
ˆ
RN
{
2φ2n
(
|∇(κnun + (1− κn)wn)|2 − |∇wn|2)+ 2|∇φn|2((κnun + (1− κn)wn)2 − w2n)
+ 8φn∇φn ·
((
κnun + (1− κn)wn
)∇(κnun + (1− κn)wn)− wn∇wn)
− pφ2n
(∣∣κnun + (1− κn)wn∣∣p−1 − |wn|p−1)} dx.
Since un and wn converge to w0 in L
∞
(
RN × [1, t0]
)
by (2.25) and (2.26), it follows that〈(
I ′′(wn + κnηnφn)− I ′′(wn)
)
φn, φn
〉
≤ o(1)‖φn(·, t)‖2H1(RN ).
Thus by Lemma 2.25, there exists n0 = n0(t0) ∈ N such that for n ≥ n0,
(2.50)
ˆ t0
1
〈(
I ′′(wn + κnηnφn)− I ′′(wn)
)
φn, φn
〉
ds ≤ 1.
Similarly one gets for n ≥ n1,
(2.51)
ˆ t0
1
〈(
I ′′(wn)− I ′′(w0)
)
φn, φn
〉
ds ≤ 1.
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Next since θn = φn − φ, it follows thatˆ t0
1
〈
I ′′(w0)φn, φn
〉
ds =
ˆ t0
1
(〈
I ′′(w0)φ, φ
〉
+ 2
〈
I ′′(w0)φ, θn
〉
+
〈
I ′′(w0)θn, θn
〉)
ds.
By (i) of Lemma 2.27, there exists n1 = n1(t0) ∈ N such that for n ≥ n1,ˆ t0
1
〈
I ′′(w0)θn, θn
〉
ds =
ˆ t0
1
ˆ
RN
{
(1 + 2w20)|∇θn|2 + 8w0θn∇w0 · ∇θn
+ 2θ2n|∇w0|2 + θ2n − pwp−10 θ2n
}
dx ds
≤ C
ˆ t0
1
‖θn(·, s)‖2H1 ds ≤ C˜,(2.52)
ˆ t0
1
〈
I ′′(w0)φ, θn
〉
ds =
ˆ t0
1
ˆ
RN
{
(1 + 2w20)∇φ · ∇θn + 4w0φ∇w0 · ∇θn
+ 4w0θn∇w0 · ∇φ+ 2φθn|∇w0|2 + φθn − pwp−10 φθn
}
dx ds
≤ C
(ˆ t0
1
‖φ(·, s)‖2H1 ds
) 1
2
(ˆ t0
1
‖θn(·, s)‖2H1 ds
) 1
2
≤ C˜,(2.53)
where C˜ is independent of n ∈ N and t0. Finally from (2.39), it follows thatˆ t0
1
〈
I ′′(w0)φ, φ
〉
ds =
〈
I ′′(w0)ψ1, ψ1
〉ˆ t0
1
(C0)
2e−2µ1s ds
+ 2
ˆ t0
1
C0e
−µ1s
〈
I ′′(w0)ψ1,
N∑
i=1
Ci
∂w0
∂xi
+ θ˜
〉
ds
+
ˆ t0
1
〈
I ′′(w0)
( N∑
i=1
Ci
∂w0
∂xi
+ θ˜
)
,
N∑
i=1
Ci
∂w0
∂xi
+ θ˜
〉
ds.
Noticing that
〈
I ′′(w0)ψ1, ·
〉
= (L0ψ1, · )L2 = µ1(ψ1, · )L2 ,〈
I ′′(w0)
∂w0
∂xi
, ·
〉
=
(
L0
(∂w0
∂xi
)
, ·
)
L2
= 0,
and that ψ1,
∂w0
∂xi
are orthogonal in L2, we have
ˆ t0
1
〈
I ′′(w0)φ, φ
〉
ds
= −(C0)
2
2
(e−2µ1t0 − e−2µ1) + 2µ1C0
ˆ t0
1
e−µ1s(ψ1, θ˜)L2 ds+
ˆ t0
1
〈
I ′′(w0)θ˜, θ˜
〉
ds.(2.54)
Next by the Schwarz inequality, one has
2µ1C0
ˆ t0
1
e−µ1s(ψ1, θ˜)L2 ds ≤ 2|µ1||C0|e−µ1t0‖ψ1‖L2
ˆ t0
1
‖θ˜(·, s)‖L2 ds
≤ 2|µ1||C0|
√
t0e
−µ1t0
(ˆ t0
1
‖θ˜(·, s)‖2H1 ds
) 1
2
.
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Let T˜ > 0 be as in Lemma 2.28 and suppose ℓT˜ ≤ t0 ≤ (ℓ+ 1)T˜ for some ℓ ∈ N ∪ {0}. Then
ˆ t0
1
‖θ˜(·, s)‖2H1 ds ≤
ˆ T˜
1
‖θ˜(·, s)‖2H1 ds+
ℓ∑
k=1
ˆ (k+1)T˜
kT˜
‖θ˜(·, s)‖2H1 ds
≤
ˆ T˜
1
‖θ˜(·, s)‖2H1 ds+
ℓ∑
k=1
e−αkT˜
≤
ˆ T˜
1
‖θ˜(·, s)‖2H1 ds+
e−αT˜
1− e−αT˜
.
Thus there exists L > 0 independent of t0 such that
(2.55) 2µ1C0
ˆ t0
1
e−µ1s(ψ1, θ˜)L2 ds ≤ L|C0|
√
t0e
−µ1t0 .
Similarly one has
(2.56)
ˆ t0
1
〈
I ′′(w0)θ˜, θ˜
〉
ds ≤ L.
From (2.49)-(2.56), we obtain
ˆ t0
1
(
I(u)(s + tn)− I(w0)
)
ds
≤ η
2
n
2
(
2 + 2C˜ + L+
(C0)
2
2
e−2µ1 + L|C0|
√
t0e
−µ1t0 − (C0)
2
2
e−2µ1t0
)
for n ≥ max{n0, n1}. Now suppose by contradiction that C0 6= 0. Then since µ1 < 0, one has
2 + 2C˜ + L+
(C0)
2
2
e−2µ1 + L|C0|
√
t0e
−µ1t0 − (C0)
2
2
e−2µ1t0 → −∞ as t0 →∞.
This contradicts to (2.48). Thus it follows that C0 = 0 and hence the proof is complete. 
Proof of Proposition 2.21 concluded. Let C1, · · · , CN be as defined in (2.38) and T˜ > 0,
α > 0 be as in Lemma 2.28. We put C = (C1, · · · , CN ) and zn := ηnC ∈ RN . Since ηn → 0,
we may assume |zn| ≤ 1. By Lemma 2.29, the orthogonality of ∂w0∂xi , θ˜(·, τ0) in L2(RN ) and
from ‖φ0‖L2 ≤ 2, one has
4 ≥ ‖φ0‖2L2 =
∥∥∥∥∥
N∑
i=1
Ci
∂w0
∂xi
+ θ˜(·, τ0)
∥∥∥∥∥
2
L2
= |C|2‖∇w0‖2L2 + ‖θ˜(·, τ0)‖2L2 .
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Since ‖∇w0‖L2 = ‖∇w‖L2 , it follows that |C| ≤ 2‖∇w‖
L2
=:M and hence |zn| ≤Mηn. Next by
the definitions of φn, θn and from Lemma 2.29, we get
u(x, t+ tn)− w(x+ yn + zn)
= ηnφn(x, t) + w(x+ yn)−w(x + yn + zn)
= ηnθn(x, t) + ηnφ(x, t) + w(x+ yn)− w(x+ yn + zn)
= ηnθn(x, t) +
N∑
i=1
ηnCi
∂w0
∂xi
(x) + ηnθ˜(x, t) + w(x+ yn)− w(x+ yn + zn)
= ηnθn(x, t) + ηnθ˜n(x, t) +
(∇w0(x) · zn +w(x+ yn)− w(x+ yn + zn))
= ηnθn(x, t) + ηnθ˜n(x, t) +
(∇w(x+ yn) · zn + w(x+ yn)− w(x+ yn + zn))
+
(∇w0(x)−∇w(x+ yn)) · zn.
By Lemma 2.11 (i), one has
‖w(· + yn + zn)− w(· + yn)−∇w(·+ yn) · zn‖2H1 ≤ C|zn|4.
Moreover since w(· + yn)→ w(·+ y0) = w0(·) in C2(RN ), we also have
‖(∇w0(·) −∇w(· + yn)) · zn‖2H1 = o(1)|zn|2.
Thus by the Triangular inequality, we obtain
η2(yn + zn, tn + T ) =
ˆ 2T
T
‖u(·, s + tn)− w(·+ yn + zn)‖2H1 ds
≤ η2n
(ˆ 2T
T
(
16‖θn(·, s)‖2H1 + 16‖θ˜(·, s)‖2H1
)
ds +CT
(|zn|2 + o(1))
)
.
By Lemma 2.27 (ii), there exist T > 1 and n2 = n2(T ) ∈ N such thatˆ 2T
T
‖θn(·, s)‖2H1 ds ≤
1
256
and CT
(|zn|2 + o(1)) ≤ 1
8
for n ≥ n2.
Taking T > 1 large if necessary, we may assume T > T˜ and e−αT ≤ 1256 . Then by Lemma 2.28,ˆ 2T
T
‖θ˜(·, s)‖2H1 ds ≤
1
256
.
Thus we obtain η2(yn + zn, tn + T ) ≤ 14η2(yn, tn). This completes the proof. 
3. Proof of the main results
In this section, we will prove the main results of the paper.
3.1. Proof of Theorem 1.1. Let u0 ∈ C∞0 (RN ) be non-negative, radially non-increasing and
not identically zero. Then, by means of Lemma 2.3, we know that
u(x, t) > 0, u(x, t) = v(|x|, t), vr(|x|, t) < 0 for any x ∈ RN and t ∈ (0, Tmax).
If u is globally defined, we have that Tmax =∞. Then by Proposition 2.12, we learn that u is
uniformly bounded in space and time, and it satisfies the decay condition (1.6). 
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3.2. Proof of Theorem 1.2. Let w ∈ Ω(u). Then there exists a diverging sequence {tn}n∈N
such that u(·, tn) → w(·) uniformly in RN as n → ∞. Let T > 1, η0 > 0, t0 > 0 be as in
Lemma 2.24 and fix ε > 0. Then by (i) of Lemma 2.9, there exists n0 ∈ N such that tn0 ≥ t0,
η(0, tn0) =
(ˆ T
0
‖u(·, s + tn0)− w(·)‖2H1(RN ) ds
) 1
2
< min{η0, ε}.
Thus from Lemma 2.24, one has
(3.1) η(0, tn0 + kT ) ≤ C˜ε for every k ∈ N.
Let t ≥ tn0 be given. Then it follows that tn0 + kT ≤ t ≤ tn0 + (k+ 1)T for some k ∈ N. Thus
we can write t = tn0 + kT + τ with τ ∈ [0, T ]. Then by Lemma 2.10 and from (3.1), there
exists C > 0 independent of t such that
(3.2) η(0, t) = η(0, tn0 + kT + τ) ≤ Cη(0, tn0 + kT ) ≤ Cε.
Now let K > 0 be arbitrary. Then ℓT ≤ K < (ℓ+ 1)T for some ℓ ∈ N. Then from (3.2),ˆ K
0
‖u(·, s + t)− w(·)‖2H1 ds ≤
ˆ (ℓ+1)T
0
‖u(·, s + t)− w(·)‖2H1 ds
=
ℓ∑
j=0
η2(0, t+ jT ) ≤ (ℓ+ 1)C2ε2.
This implies that (1.7) holds. Finally we show that the limit w ∈ Ω(u) is independent of the
choice of the sequence {tn}n∈N. Indeed suppose that there exists another sequence {t˜n}n∈N
such that u(·, t˜n)→ w˜ uniformly for some w˜ ∈ Ω(u). Then by the previous argument, one hasˆ K
0
‖u(·, s + t)− w˜(·)‖2H1 ds ≤ (ℓ+ 1)C2ε2.
This implies that w ≡ w˜ and hence the proof is complete. 
3.3. Proof of Theorem 1.3. Let ϕ0 ∈ C∞0 (RN ) be a function which is non-negative, radially
non-increasing and not-identically equal to zero. For λ > 0, we denote by uλ the solution of
(1.2)-(1.3) with the initial condition u0 = λϕ0. Then two cases may occur, either uλ blows up
in finite time or it is globally defined. In the second case, uλ is positive, radially decreasing and
satisfies the uniform decay condition (1.6) by Lemma 2.3 and Theorem 1.1. Thus by Theorem
1.2, uλ converges to 0 or a positive solution of (1.4) uniformly in R
N . Now we define
A := {λ ∈ (0,∞) : uλ blows up in finite time}.
B := {λ ∈ (0,∞) : uλ converges to a positive solution of (1.4) uniformly in RN}.
C := {λ ∈ (0,∞) : uλ converges to zero uniformly in RN}.
One can see that A,B, C are intervals and A ∪ B ∪ C = (0,∞). The proof of Theorem 1.3
consists of four steps.
Step 1: A is open.
By using standard parabolic estimates, one can prove that, for fixed t0 > 0, the mapping
λ→ I(uλ(·, t0))
is continuous. On the other hand, it follows from Lemmas 2.17 and 2.18 that uλ blows up in
finite time iff there is t0 > 0 such that I
(
uλ(·, t0)
)
< 0. These facts imply that A is open. ✷
Step 2: C is open and not empty.
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We observe that any constant less than 1 is a super-solution of (1.2). Moreover as we have
observed in the proof of Lemma 2.15, any positive solutions of (1.4) have maximum values
strictly larger than 1. Finally for fixed t > 0, uλ(·, t) is continuous with respect to λ uniformly
in x ∈ RN . From these facts, one can show that C is open and not empty. ✷
Step 3: A is not empty.
We choose R > 0 so that supp ϕ0 ⊂ B(0, R). Then, taking into account Lemma 2.17, it
suffices to show that I(λϕ0) < 0 for large λ > 0. It follows that
I(λϕ0) =
λ2
2
ˆ
B(0,R)
(|∇ϕ0|2 + ϕ20) dx+ λ4
ˆ
B(0,R)
ϕ20|∇ϕ0|2 dx−
λp+1
p+ 1
ˆ
B(0,R)
|ϕ0|p+1 dx.
If p > 3, or p = 3 and
´
RN
ϕ20|∇ϕ0|2 − 14 |ϕ0|4 dx < 0, then we have I(λϕ0) → −∞ as λ→ ∞.
Thus we have I(λϕ0) < 0 for large λ > 0 and A is not empty. ✷
Now since (0,∞) is connected, it follows that B is not empty.
Step 4: B consists of a single point λ0.
Suppose by contraction that the set B has at least two elements λ0 < λ1. We claim that
(λ0, λ1) ⊂ A. Now let λ ∈ (λ0, λ1) be arbitrarily given. First we show that
(3.3) lim
t→Tλ
I
(
uλ(·, t)
)
< 0,
where Tλ > 0 is the maximal existence time for uλ. To this end, we suppose by contradiction
that I
(
uλ(·, t)
) ≥ 0 for all t ∈ (0, Tλ]. Then by Lemmas 2.17-2.18, uλ is globally defined.
Moreover since uλ0(·, 0) < uλ(·, 0), we have uλ0(x, t) ≤ uλ(x, t) for all x ∈ RN and t > 0 by
the Comparison Principle. Finally since uλ0(x, t)→ w(x) as t→∞, it follows that λ ∈ B and
hence uλ(x, t)→ w(x) as t→∞ by the radial symmetry of uλ and the uniqueness of positive
radial solution of (1.4). Next we put φ = uλ − uλ0 . Then from (1.2), one has
0 = φt + Lφ+ 2(u2λ − w2)∆φ+
(
4w∆w − 2(uλ + uλ0)∆uλ0
)
φ
+ 2(|∇uλ|2 − |∇w|2)φ+
(
4w∇w − 2uλ0∇(uλ + uλ0)
) · ∇φ(3.4)
+ p
(
wp−1 − (κuλ + (1− κ)uλ0)p−1)φ,
where κ ∈ (0, 1) and L is the linearized operator which is defined in (1.5). Let µ1 < 0 be the
first eigenvalue of L0 and ψ1 be the corresponding eigenfunction. Multiplying ψ1 by (3.4) and
integrating it over RN , one can obtain as in the proof of Lemma 2.26 that
∂
∂t
ˆ
RN
φψ1 dx−
(
µ1 + ε(t)
) ˆ
RN
φψ1 dx ≥ 0 for all t > 0,
where ε(t) → 0 as t → ∞. Since µ1 < 0, it follows that
´
RN
φ(·, t)ψ1 dx → ∞ as t → ∞.
But this contradicts to φ(·, t) → 0 as t → ∞. Thus inequality (3.3) holds. Now from (3.3)
and by the continuity of I
(
uλ(·, t)
)
with respect to t, we have I
(
uλ(·, t)
)
< 0 for t sufficiently
close to Tλ. Then one can show that uλ(x, t) blows up in finite time and hence λ ∈ A. Since
λ ∈ (λ0, λ1) is arbitrarily, we obtain (λ0, λ1) ⊂ A as claimed. Next for λ ∈ (λ0, λ1), we have
uλ(x, t) ≤ uλ1(x, t) for all x ∈ RN and t > 0 by the Comparison Principle. Since λ ∈ A and
λ1 ∈ B, it follows that uλ1(·, t) → w as t → ∞ but uλ blows up in finite time. This is a
contradiction and hence the set B consists of a single point λ0. Finally, by Steps 1-4, it follows
that A = (λ0,∞), B = {λ0} and C = (0, λ0). This completes the proof. 
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