ABSTRACT A vast amount of pictures are taken every day by using cameras mounted on various mobile devices. Even though the clarity of such acquired images has been significantly improved due to the advance of the image sensor technology, the visual quality is hardly guaranteed under varying illumination conditions. In this paper, a novel yet simple method for low-light image enhancement is proposed via the maximal diffusion value. The key idea of the proposed method is to estimate the illumination component, which is likely to appear as the bright pixel even under the low-light condition, by exploring multiple diffusion spaces. Specifically, the illumination component can be accurately separated from the scene reflectance by selecting the maximal value at each pixel position of those diffusion spaces, and thus independently adjusted for the visual quality enhancement. That is, we propose to adopt the maximal value among diffused intensities at each pixel position, so-called maximal diffusion value, as the illumination component since illumination components buried in the dark tend to be revealed with bright intensities through the iterative diffusion process. In contrast to previous approaches that still pose difficulties to balance between over-saturated and conservative restorations, the proposed method improves the image quality without any significant distortion while successfully suppressing the problem of noise amplification. Experimental results on benchmark datasets show the efficiency and robustness of the proposed method compared to previous approaches introduced in literature.
I. INTRODUCTION
The low-light condition in everyday photos often occurs due to various environmental factors, e.g., night time, uneven illumination, and structured shadow. This leads to loss of details and surface changes of underlying structures in a given scene, which significantly deteriorate the image quality and degrade the viewing experience. Moreover, such distorted inputs make a dramatic performance drop in many algorithms of computer vision, e.g., object detection [1] and recognition [2] , stereo matching [3] , etc. Even though the latest mobile devices, especially smartphones, have equipped with camera modules including the relevant solution, it still works under limited situations.
To efficiently improve the visual quality of low-light images, various methods have been developed. In the The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan.
beginning, many researchers attempted to directly amplify the buried structure to be visible based on the statistical information of the original input image, which can be regarded as the most intuitive and simplest approach for this task. However, relatively bright regions tend to be oversaturated in restoration results of those algorithms and thus the textural features belonging to the corresponding region probably becomes invisible. Histogram equalization and its variants [4] , [5] are capable of alleviating this problem by somewhat flattening the distribution of pixel intensities over the whole range. Further, they can be easily combined with several optimization techniques, which give a great help to adaptively adjust the dynamic range by regularizing the histogram of the original image. However, most histogrambased methods only concentrate on improving the contrast without estimating the illumination component in a given scene and thus frequently fail to moderately recover the underlying structure buried in the dark (e.g., under-or over-enhanced in uneven illuminations). On the other hand, the assumption of the Retinex theory [6] that the image can be decomposed into scene reflectance and its illumination has been widely employed for low-light image enhancement. Many studies belonging to this category, i.e., decompositionbased approach, attempted to firstly estimate the illumination component and separate it from the reflectance one, which is directly utilized as the enhanced result in the early stage. Even though textural details are well revealed in the reflectance component, over-highlights of edge-like regions make visually unnatural effects in the enhancement result. Furthermore, defects of halo artifacts around edge structures often occur due to such excessive emphasis.
In this paper, a novel and simple method for low-light image enhancement is proposed. The heart of the proposed method lies on our observation that the bright-light property included in the illumination component is well revealed through the diffusion process even in the dark region. Accordingly, we propose to select the maximal value at each pixel position of multiple diffusion spaces as the illumination component. This scheme is significantly different from previous approaches utilizing the maximal value among RGB channels or the relationship with neighbor pixels for estimating the illumination component, and the corresponding results of illumination estimation are notably different as shown in Fig. 1(c) and (d), for example. It is noteworthy that our pixel-wise pooling operation has a good ability to reduce the blur artifact driven by aggregation in the local window, which has been widely considered for the local consistency of illumination in previous approaches [7] , [8] . To avoid the problem of color inconsistency during the enhancement procedure, selecting the maximal diffusion value is only conducted in the intensity channel. Note that the estimated illumination component is adjusted in terms of both global and local stretching schemes as adopted in previous approaches [9] , [10] . The main contributions of this paper can be summarized as follows:
• The proposed method attempts to realize the principle that illuminations tend to appear with the bright intensity even in the dark [6] , [11] . To this end, we propose to adopt the maximal value at each pixel position of multiple diffusion spaces as the illumination component. By maintaining the maximal value during the diffusion process, the estimated illumination space can be efficiently represented as the piecewise constant form without amplifying unnecessary noise, which still gives difficulties to clearly reveal the illumination space in previous methods, while preserving the underlying structure. This is fairly desirable to achieve the balanced adjustment for the estimated illumination component.
• In contrast to previous approaches that allow for the relationship between color channels or neighbor pixels, the proposed method considers the relationship across diffusion spaces in a pixel-wise manner and thus successfully avoids the problem of color and blur artifacts. This also brings a significant improvement by accurately restoring pixel-level surface details. Moreover, the proposed method does not require any complicated optimization process employed in recent approaches, which is mostly resolved based on the local relationship. The reminder of this paper is organized as follows. The brief review of previous methods for low-light image enhancement is provided in Section II. The technical details of the proposed method is introduced in Section III. Experimental results on benchmark datasets are demonstrated in Section IV. The conclusions are finally summarized in Section V.
II. RELATED WORK
Since the visual quality of acquired images has a great influence on the performance of various algorithms in computer vision, many researchers have devoted their efforts to improve the visibility regardless of lighting conditions. In this Section, we give a brief review of previous methods for lowlight image enhancement.
Most representatively, the histogram equalization [12] , which makes the distribution of pixel intensities as flat as possible for improving the dynamic range over the whole image, has been widely employed as a prerequisite for various applications, e.g., object detection and recognition [13] . In particular, its locally-clipped version, called CLAHE [14] , provides the outstanding performance by efficiently suppressing over-saturated pixels and thus has been widely employed for enhancing the visual quality of medical images as well as natural ones. On the other hand, several studies attempted to adopt the optimization technique for adaptively adjusting the dynamic range by forcing various regularization effects to the histogram of the original input image. For example, Arici et al. [15] conducted adaptive histogram equalization by minimizing a weighted distance between counts of the original histogram and the target one. Celik and Tjahjadi [16] proposed to enhance the contrast by mapping diagonal elements between the 2-D histogram of the original image and its smoothed version, which is obtained by the variational method. Authors of [17] also achieved contrast enhancement by seeking a layered difference in the 2-D histogram constructed via the relationship of neighboring pixels. Raju and Nair [18] proposed to utilize the fuzzy membership to adaptively stretch the dynamic range of intensity values in the original histogram. Apart from this, the quality assessment has been used to derive the optimal histogram mapping for the automatic contrast change [38] . Even though such histogram-based approaches are quite effective to the globally degraded image and computationally efficient, most approaches are vulnerable to nonlinear lighting conditions due to lack of the spatial information.
More recently, inspired by the Retinex theory [6] , which tells us a simple principle that the image can be decomposed into two components, i.e., illumination and reflectance, and each pixel value can be represented as a product by those two factors, diverse methods for separating illumination components from a given image have been actively explored. Specifically, the reflectance, which is often estimated by Gaussian filtering and logarithmic operation both in a single scale [20] and multiple scales [21] , has been popularly adopted as the enhancement result without any modification [22] , [23] . Even though illuminationinvariant features are successfully extracted in the estimated reflectance, the visual unnaturalness (e.g., color inconsistency and over-highlighted edges) often degrades the viewing experience significantly. To resolve this problem, many researchers have begun to focus their attention on stretching the dynamic range of the estimated illumination component and eventually combining it with the separated reflectance for generating the enhancement result. Dong et al. [8] proposed to apply the dehazing algorithm, which represents the illumination component as the transition map, to the inverted low-light image. The enhancement result is obtained by inverting the unrealistic estimated result once again. Wang et al. [24] attempted to improve the visual quality while keeping the naturalness of a given scene by exploiting the bilog transformation of the estimated illumination component. Their enhancement results basically provide the visual comfort without over-saturation, however, the phenomenon of the conservative restoration often occurs in our experiments. Fu et al. [25] extracted the illumination component by utilizing morphological closing and fused two enhanced illumination maps, which are driven by the sigmoid function and the adaptive histogram equalization. Although their fusing scheme provides the promising enhancement result, it suffers from loss of textural details across multiple scales. To supplement this limitation, they further proposed a weighted variational model for simultaneous reflectance and illumination estimation (SRIE) [26] . Guo et al. [27] started with the initial illumination map generated by simply selecting the maximal value among RGB channels. Such initial status is consistently refined by imposing a structural prior in the optimization framework, which is effective to prevent the blur artifact in the enhancement result. The method introduced in [9] proposed to separately handle illumination and reflectance layers by regularizing the color similarity and the spatial smoothness. In [10] , the principal energy in a small local region is used as the illumination component, which is simply implemented by applying the orthogonal transform (e.g., singular value decomposition (SVD)) to the intensity lattice.
Even though diverse methods have been steadily studied for low-light image enhancement, they are still struggling to a risk yielding under-or over-enhancement results due to the blindness of illumination structures. Most of recently proposed methods tend to preserve the underlying structure instead of exaggerating color effects, however, it often leads to loss of textural details, e.g., textural features on the surface of objects are smoothed out. Furthermore, several methods require complicated optimization techniques, which are timeconsuming on mobile devices. In this paper, a simple and novel method for low-light image enhancement is proposed. Compared to previous approaches, the proposed method concentrates on exploring the brightness property by using the max pooling scheme with multiple diffusion spaces in a pixel-wise manner, which is useful for preventing loss of the textural information. Technical descriptions of the proposed method will be explained in the following Section.
III. PROPOSED METHOD
The principle behind the proposed method is that the illumination component at each pixel position is likely to appear bright even in the dark. In order to robustly extract such ''buried'' illuminations for low-light image enhancement, we propose to exploit the maximal value obtained from the diffusion process of the intensity channel, which efficiently reveals the illumination structure of a given scene in a piecewise constant manner. In contrast to previous approaches, the proposed method has a good ability to suppress noise as well as blur artifacts by the pixel-wise pooling operation (i.e., selecting the maximal value at each pixel position) on diffusion spaces. The estimated illumination component is adjusted via the global stretching scheme, e.g., conventional Gamma correction, and subsequently combined with the reflectance component, which is estimated according to the Retinex theory. The corresponding result follows by the local refinement for generation of the final enhancement result.
A. ILLUMINATION ESTIMATION USING MAXIMAL DIFFUSION VALUES
Several methods have attempted to extract and represent the bright attribute of the illumination component as introduced above. Most notably, seeking the maximal value of the RGB color channel shows the promising result, which can be simply formulated as follows [25] , [27] :
where I c denotes the color channel of a given image and x denotes the pixel position, respectively. Most of such pooling-based improvements essentially require to allow for the local consistency, for example, L(x) ← max y∈ (x) max c∈{R,G,B} I c (y) where (x) indicates the local patch centered at the pixel position x. Even though this scheme efficiently improves the local consistency of the illumination component, aggregation within the local patch often makes the estimation result include unwanted blur and blocky artifacts as shown in Fig. 1(c) . To cope with this limitation, we propose to exploit the maximal value of multiple diffusion spaces. Since the illumination component is apt to maintain the bright attribute during the diffusion process, our pooling operation across the scale spaces of the intensity channel is expected to successfully reveal the illumination component, which is defined as follows:
where u k denotes the diffusion space generated with the iteration number of k ∈ {0, 1, . . . , P}. Note that u 0 = I (i.e., no iteration) denotes the intensity channel of the original image. P is the maximal number of iterations, which is set to P = 10 in our implementation. An example of the estimated illumination component driven by (2) is shown in Fig. 2 . As can be seen, lighting properties are well revealed while preserving the underlying structure (e.g., salient edges) of a given scene. Moreover, the proposed method does not yield blocky artifacts in terms of patch-based operations and thus the scene reflectance can be accurately separated from the given scene without any severe distortion. It should be emphasized again that the piecewise constant result is desirable for illumination estimation since illumination can be regarded as the lighting component and therefore does not contain textural details of a fine scale. In this viewpoint, the diffusion result shown in Fig. 2(b) shows a good performance of edge-aware smoothing, however, fine-scale textural details (e.g., boundaries of eyes and lip) are not suppressed enough. Compared to this, the proposed method yields the piecewise constant result while preserving the boundaries between different surfaces as shown in Fig. 2(d) . Therefore, it is thought that the proposed max pooling scheme is more suitable for estimating the illumination space and leads to the reliable performance of image enhancement. Now, the next task is to construct the diffusion space u k (x) in an efficiency way. To this end, the nonlinear diffusion equation [28] , which has been most widely employed in this field, is adopted as follows:
where g is the conductance function for controlling the diffusivity and τ denotes the time step, i.e., evolution rate. In our implementation, the total iteration number is adaptively determined by considering the contextual information of a given scene. More specifically, it is thought that the nonlinear diffusion is converged when the difference between diffusion spaces becomes sufficiently small, which can be formulated as follows: c = 1 HW
| where H and W denote height and width of the input image, respectively, and the diffusion process stops when c < 1.0 for the proposed method. Note that the maximal number of iterations is limited to 10 (i.e., P = 10) as introduced. The original diffusion model in (3) provides quite reliable results for selective smoothing, however, it is theoretically ill-posed [29] , [30] , i.e., it cannot discriminate textural edges, which need to be smoothed out during the diffusion process, from salient ones (e.g., object boundaries). Therefore, this property gives a difficulty to simultaneously satisfy both conditions, i.e., suppression of textural edges and preservation of surface boundaries, which is highly required for our illumination estimation. To resolve this problem, the total variation flow [31] is employed for the conductance function in the proposed method, which is simply computed as follows:
where is a small positive number to avoid the problem of zero gradients. According to the property of the total variation flow, relatively small-scale elements in the intensity channel are efficiently smoothed out while preserving the boundary across different structures [32] . This is fairly desirable for excluding textural features on the surface from the illumination component as shown in Fig. 2(d) .
In general, the nonlinear diffusion of (3) has been solved in a numerical manner, which requires quite a lot iterations with the small time step for the stability. To alleviate this hard constraint, the additive splitting operator (AOS) scheme [33] can be regarded as a good alternative due to its semi-implicit nature. That is, the AOS scheme guarantees the stability of the diffusion process even with the arbitrary large value for the time step τ . The original version of the nonlinear diffusion can be reformulated with the AOS scheme as follows:
where A d is a diffusive matrix whose elements are related to derivatives with respect to horizontal (x ← d) and vertical (y ← d) directions, respectively. For more details about the diffusive matrix, see [33] . τ denotes the time step as mentioned above, and it now can be set to the relatively large value, e.g., τ = 10.0, for the fast operation. In summary, the intensity channel of the input image is diffused by utilizing the AOS scheme with the adaptive stopping criteria (i.e., c < 1.0), and the maximal value at each pixel position is selected during this diffusion process for estimating the illumination component. :
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B. IMAGE ENHANCEMENT
According to the Retinex theory, the scene reflectance can be easily extracted from a given scene as follows:
where I (x) and L(x) denote the intensity channel and the estimated illumination by using (2), respectively. is the small positive number to avoid the zero division as mentioned. An example of the reflectance estimation R(x) is shown in Fig. 3(c) . As can be seen, underlying structures, for example, shaded eyes of a boy, are well revealed in the scene reflectance. On the other hand, the estimated illumination is now ready to be adjusted for improving the visual quality of the original low-light image. Similar to previous methods, we first apply the Gamma function to stretch the dynamic range in a global sense as follows:
where Z is a scaling factor that makes the result to be the form of an image, which is set to 5.0 in our implementation. γ is also set to the conventional level, i.e., γ = 2.2. After that, the intensity image is newly restored by a product of illumination and reflectance components at each pixel position as follows:
To allow for the local adjustment as well as global stretching conducted in (7), the CLAHE [14] method is applied to the restored intensity image for the final result, which is shown in Fig. 3(d) . It is noteworthy that nonuniformly lighted regions are successfully adjusted without yielding the oversaturated effect. Finally, the enhanced color image can be obtained from the conversion of HSV→RGB via our restored intensity channel shown in Fig. 3(d) . The comparison of the visual quality between the original input and the enhancement result by the proposed method is provided in Fig. 4 . The shaded eye in the original image (see x) is successfully restored in the enhancement result and the surface details are clearly revealed as well (see y) due to the balanced lighting effect. Along with low-light images, the hyper-reflective effects often occur in daily-life photos. Even though the key idea of the proposed method, i.e., the concept of the maximal diffusion value, for estimating illumination components from a given scene is still valid for such high-light conditions, the other procedures need to be additionally refined and optimized to achieve the best performance for high-light conditions, which are beyond the scope of this paper. For the sake of completeness, the summary of the proposed method is shown in Algorithm 1.
IV. EXPERIMENTAL RESULTS
In this Section, various experimental results are demonstrated based on two benchmark datasets, i.e., NASA [34] and HDR [35] datasets, which have been most widely employed for the performance evaluation of low-light image enhancement. The samples from the NASA dataset (25 images) contain various low-light conditions, e.g., backlighting, casting shadows, cloudy weather, etc., while those of the HDR dataset [14] . (c) CVC [16] . (d) LDR [17] . (e) NPEA [24] . (f) SRIE [26] . (g) FUN [36] . (h) LIME [27] . (i) PPEA [10] . (j) Proposed method. [36] , PPEA [10] , and the proposed method (from left to right) in each sub-figure. Note that textural details are well revealed even in the dark by the proposed enhancement scheme.
FIGURE 6. Enlarged regions of enhancement results by FUN
(seven images) are mostly acquired under backlighting environments. The sizes of images are generally set to 2000 × 1312 (or 1312 × 2000) pixels and 1350 × 900 (or 900 × 1350) pixels in NASA and HDR datasets, respectively. Details of experiments will be explained in the following subsections.
A. QUALITATIVE ANALYSIS
For the performance comparison, we employ some representative methods for low-light image enhancement, which are CLAHE [14] , CVC [16] , LDR [17] , NPEA [24] , SRIE [26] , FUN [36] , LIME [27] , and PPEA [10] . First of all, enhancement results for the previous sample provided in Fig. 1(a) are shown in Fig. 5 . Specifically, several methods, e.g., CLAHE, CVC, and LDR, show somewhat conservative results whereas attribute and saturation of the original color are pretty changed in NPEA and SRIE methods. Even though FUN yields the moderately enhanced result, textural details are relatively less restored compared to PPEA and the proposed method. In the result of CLAHE and PPEA, the shaded area is adversely emphasized, for example, the left eye of a boy. Note that LIME shows the visually impressive result, however, it still suffers from the over-saturation problem. In contrast to previous approaches, the proposed method has a good ability to successfully stretch the dynamic range of lowlighted regions while revealing the surface details as well.
To support the corresponding analysis, some enlarged regions from the enhancement results are compared in Fig. 6 . As can be seen, the shape of iris, which is buried in the dark of the original input, is most accurately revealed in the result of the proposed method (see the rightmost image), and textural details are clearly restored as well.
Comparison results based on the NASA dataset whose samples are acquired under various low-light environments are shown in Fig. 7 . Overall, results by the proposed method are reliably restored without under-or over-enhancement, and efficiently highlight textural details as well as local contrast compared to previous approaches. More concretely, CLAHE, CVC, and LDR tend to conduct conservative restoration while LIME shows some results of over-enhancement, e.g., the second and the fifth rows in Fig. 7(h) . In particular, the last row of Fig. 7 shows an example of the medical image, which is generally captured under the skin (i.e., very low-light condition with the existence of light scattering). Most previous approaches fail to accurately represent textural details buried in the dark of the mammography image, for example, SRIE and FUN yield the low contrast whereas the result by LIME is extremely over-saturated. In contrast, PPEA and the proposed method provide quite a good enhancement result, which efficiently reveal textural details while keeping the relative contrast as well. To show details of the difference between enhancement results by previous models and the proposed method, enlarged regions of several samples are shown in Fig. 10 . Specifically, the contrast of the picture in the T-shirt is successfully improved by the proposed method, which gives better viewing experience to users. In the second example, facial structures are clearly restored with relatively high contrast in the result of the proposed method. Moreover, surface textures, which belong to the bright area (see the white rectangle in the bottom), are well preserved during the enhancement procedure without over-saturation compared to previous approaches. More examples of enhancement results by the proposed method are shown in Figs. 8 and 9 . It can be seen that the proposed method yields good overall results, and improves the image quality successfully even under the low-light environment in terms of the existence of the haze as shown in the last example of Fig. 8 .
In the following, enhancement results for the HDR dataset are also shown in Fig. 11 . First of all, most samples from the HDR dataset are taken under the backlight condition and thus the image is globally dark. In this case, LIME shows the visually impressive results, however, it sometimes fails to make a balance of the contrast in foreground and background, for example, the tree outside the window is over-saturated in the first sample, whereas LDR shows the result of the under-enhancement. NPEA and SRIE yield loss of surface details with slight distortions of color attributes as shown in Fig. 11 (e) and (f). Compared to previous approaches, the proposed method moderately improves the contrast while efficiently revealing textural details on the surface. To highlight the difference between the performance of PPEA and the proposed method, enhancement results for several local regions, which are obtained from Figs.7 and 11, are shown in Fig. 12 . As can be seen, the proposed method efficiently restores details of textures while maintaining the high contrast VOLUME 7, 2019 FIGURE 7. (a) Test samples from the NASA dataset. Enhancement results of test samples in the NASA dataset by (b) CLAHE [14] , (c) CVC [16] , (d) LDR [17] , (e) NPEA [24] , (f) SRIE [26] , (g) FUN [36] , (h) LIME [27] , (i) PPEA [10] , and (j) the proposed method. compared to PPEA. In addition, more enhancement results for images acquired by the smartphone under various realworld scenarios are shown in Fig. 13 . It is noteworthy that the proposed method provides visually comfortable results without any significant distortion both in the color attribute and the contrast. However, the proposed method sometimes yields halo artifacts around strong edges on the flat background, e.g., second example in Fig. 8 and fourth example TABLE 1. Performance comparison using the NASA dataset (concerning each metric, the best results are shown in bold).
TABLE 2.
Performance comparison using the HDR dataset (concerning each metric, the best results are shown in bold).
FIGURE 9.
More enhancement results for the NASA dataset by the proposed method. Top : original input images. Bottom : enhancement results by the proposed method. Note that the proposed method works well even under various lighting conditions, e.g., structured shadows and uneven lighting.
in Fig. 13 . This is because the reflectance (i.e., textural surface) is computed by dividing the original intensity image with the piecewise constant illumination space, which is estimated by using our maximal diffusion values, according to the Retinex theory. Therefore, small-scale components (e.g., strong edges or highly textured regions), which make relatively large changes of pixel values during the diffusion process, tend to be excessively emphasized in the enhancement result. This probably leads to the performance drop even though the proposed method successfully suppresses such artifacts in most cases.
B. QUANTITATIVE ANALYSIS
To compare the enhancement performance quantitatively, the visual quality metric (VQM) has been popularly employed in literature. In our experiments, we also adopt four representative VQMs, which are NIQE [37] , BTMQI [38] , NIQMC [39] , and C-PCQI [40] . The first three metrics are defined in a no-reference manner, i.e., they do not require distortion-free images (ground truth) whereas the last one is based on the full-reference scheme, utilizing the difference between the ground truth and the input image. Specifically, NIQE [37] works based on the quality-aware collection of the [26] . (c) FUN [36] . (d) LIME [27] . (e) PPEA [10] . (f) Proposed method.
natural scene statistics (NSS) model, which enables to provide the perceptual quality of a given image. The performance of color tone mapping can be measured by BTMQI [38] while the difference of the color attribute between the original input and the enhancement result is efficiently estimated by using the C-PCQI [40] metric. NIQMC [39] computes the entropy for informative areas predicted by visual saliency and combines local and global properties to estimate the image quality. It is noteworthy that such VQMs are useful to evaluate the performance of image enhancement at various viewpoints. The results of the performance evaluation in each dataset are shown in Table 1 and 2, respectively. Note that lower values are more desirable in NIQE and BTMQI metrics whereas the higher values indicate the better performance in NIQMC and C-PCQI. As shown in Table 1 , the proposed method is able to provide the visually acceptable result even with diverse lowlight conditions in the NASA dataset. Regarding the backlight environment mostly contained in the HDR dataset, color [14] , (c) CVC [16] , (d) LDR [17] , (e) NPEA [24] , (f) SRIE [26] , (g) FUN [36] , (h) LIME [27] , (i) PPEA [10] , and (j) the proposed method.
attributes and textures are well preserved in the enhancement result of the proposed method compared to previous models as shown in Table 2 . Therefore, it is thought that the proposed method is fairly desirable to be applied for diverse applications, which require the high-visibility in the dark. For more detailed analysis, metric values for all the samples from both datasets are also shown in Fig. 14 . Note that the image index follows that of the original dataset. Based on this, we analyzed the performance drop of the proposed method occurring in NIQMC or BTMQI metrics. Specifically, highly textured areas in the eighth image (see Fig. 15(a) ) of the NASA dataset are excessively emphasized by the proposed method, which probably leads to the performance drop of the NIQMC value compared to approaches yielding the conservative restoration. Since the NIQMC metric takes account the maximum-information region for estimating the visual quality, distortions of such textured regions give negative effects to calculate a score. That is the reason why the proposed method shows the lower performance compared to CVC for the NIQMC metric. On the other hand, the BTMQI values of the proposed method are mostly higher than those of PPEA for samples from the HDR dataset. This is because the color tends to slightly darken compared to those of PPEA (see Fig. 15(b) ) even though the structural information (e.g., edges and textures) is efficiently restored with high contrast in the result of the proposed method.
Furthermore Table 3 . Specifically, all the methods employed for our experiments are devised to particularly improve the visibility of low-light images, and thus the performance of the certain method is not dominant for standard images, i.e., images acquired under the normal lighting condition. Since methods conducting conservative restorations for low-light images, e.g., CVC and LDR, do not make significant changes, they provide relatively stable performance in normal environments. Note that the proposed method consistently shows a good ability to preserve the color attribute (see results of the C-PCQI metric). Some enhancement results by the proposed method for these datasets are shown in Fig. 16 .
The proposed method is further compared with tonemapping methods, which also improve the visibility of lowlight images efficiently by reproducing the standard dynamic range while preserving the visual information. To do this, we employed three tone-mapping methods, i.e., MST [45] , CRM [46] , and LD [47] , and the comparison results are shown in Table 4 and Fig. 17 , respectively. As can be seen, models, which are based on the multiscale decomposition via edge-aware smoothing [45] and the camera response [46] , basically restore the structural information as well as color attributes from low-light conditions, however, they are apt to yield hazy-like results as shown in Fig. 17(b) and (c) . In particular, the layer decomposition-based approach [47] shows a good performance in the metric considering tone mapping, i.e., BTMQI. From Table 4 and Fig. 17 , it is thought that the proposed method still provides the competitive performance for low-light image enhancement compared to tone-mapping approaches.
For optimization of the proposed method, the performance according to various parameter settings is also evaluated. Specifically, two main parameters, i.e., the stopping criteria c and the time step t for the nonlinear diffusion, are tuned to achieve the best performance as shown in Table 5 and 6, respectively. In particular, the performance for the BTMQI metric is significantly improved when the threshold value for stopping the diffusion process is set to 1.5. The overall performance is relatively stable with various setting conditions of the time step. For more improvement, the parameter of Gamma correction, i.e., γ , also can be tuned and we checked that the performance for the NIQMC metric is successfully improved (e.g., 5.394 → 5.417 for the HDR dataset) without the significant performance drop for other metrics when γ is set to 3.2. Note that the default setting is given as c = 1.0 and t = 10.0, and a parameter is fixed as the default value when the other one is in the test. The comparison of the average processing speed is also shown in Table 7 . All the methods are run on a single PC with Intel Xeon 2.2GHz CPU and 64 GB of RAM. Note the source codes for previous methods, which are written by using Matlab, are available on their websites and adopted for our experiments without any change. As shown in Table 7 , histogram-based approaches, e.g., CLAHE, CVC, and LDR, work very fast even with the high resolution image. LIME also shows the fast operation since it employs various speed-up techniques, e.g., FFT (fast Fourier transform) and quadratic approximation, for implementation. In contrast, NPEA and SRIE take quite a lot of times due to the regionbased computation and the complicated optimization process, which seriously make the algorithm slow when the image size increases. Since PPEA conducts the subspace analysis at every pixel position, it also takes some time with the high resolution image. As introduced in the previous Section, the proposed method requires the iterative operation, and it thus runs relatively slow compared to several fast algorithms. To improve the processing speed, the proposed method is also implemented with the C language, which accelerates the average processing speed up to 5.27sec and 2.38sec for NASA and HDR datasets, respectively. For further improvement, the spectral domain-based implementation [44] can be applied to the adaptive diffusion process of the proposed method. [45] , (c) CRM [46] , (d) LD [47] , and (e) the proposed method.
V. CONCLUSION
In this paper, a novel and simple method for low-light image enhancement is proposed. The key idea of the proposed method is to exploit the maximal value obtained from the diffusion process as the illumination component, which greatly complies with the illumination property in the dark. The estimated illumination component is subsequently separated from the scene reflectance according to the Retinex theory and efficiently stretched by global and local adjustment schemes. One important advantage of the proposed method is that the pixel-wise operation for illumination estimation is effective to suppress blurry artifacts while successfully revealing the underlying structure of a given scene. Based on various experimental results, it is thought that the proposed method can be applied to efficiently improve the visual quality of images acquired under various low-light environments.
