Abstract. In this paper, we establish the global C 2,α and W 2,p regularity for the MongeAmpère equation subject to a natural boundary condition arising in optimal transportation.
Introduction
In this paper we establish the global C 2,α and W 2,p regularity for the Monge-Ampere equation
subject to the boundary condition (1.2) Du(Ω) = Ω * .
We assume that Ω, Ω * are bounded convex domains in R n with C 1,1 boundary, f is a positive function, and that f ∈ C 0 (Ω) for the global W 2,p estimate (1 ≤ p < ∞), f ∈ C α (Ω) for the global C 2,α estimate (α ∈ (0, 1)).
uniformly convex and C 3,1 smooth, and f ∈ C 1,1 (Ω), the global smooth solution was first obtained by Delanoë [11] in 1991 for dimension two and later extended to high dimensions by Urbas [24] . The results of Cafarelli, Delanoë, and Urbas were used by Brendle and Warren [1, 2] to study the minimal Lagrangian graphs. These results may also be applied to the problem of convex hypersurfaces with prescribed spherical map [19] .
The uniform convexity of domains is a natural condition for the regularity of solutions to boundary value problems of the Monge-Ampere equation. In fact, the uniform convexity is a necessary condition for the global regularity of solutions to the Dirichlet problem [9, 21, 23] . It was used extensively and played a critical role in the proof for both the Dirichlet problem and the second boundary value problem (1.1), (1.2) in the above mentioned papers [7, 9, 11, 21, 23, 24] , and also in the paper on the Neumann problem [17] . Surprisingly, we found that for the boundary value problem (1.1) and (1.2), the uniform convexity of the domain can be dropped. In this paper we provide a different proof for the global C 2,α regularity, assuming the domains Ω and Ω * are convex only (instead of uniformly convex). From [18, §7.3] it is known that for arbitrary positive and smooth functions f , the convexity of domains is necessary for the global C 1 regularity.
Not only the uniform convexity of domains can be dropped, we also prove that the boundary smoothness can be reduced to C 1,1 . Note that if the boundaries are C 2 and uniformly convex, they will become quadratic polynomials after blowing-up, but if the boundaries are only C 1,1 , they may not be C 1 after the blowing-up. Moreover, we obtain the sharp boundary C 2,α regularity when f ∈ C α (Ω) and f > 0, for the same α ∈ (0, 1). Furthermore, when f is Dini continuous, we also prove that the second derivatives are continuous up to the boundary. For the Dirichlet problem, the sharp boundary C 2,α estimate was obtained in [23, 21] , and the interior C 2,α estimate was obtained in [4] . Theorem 1.1. Assume that Ω and Ω * are bounded convex domains in R n with C 1,1 boundary, and assume that f ∈ C α (Ω) is positive, for some α ∈ (0, 1). Let u be a convex solution to (1.1) and (1.2). Then we have the estimate
where C is a constant depending only n, α, f, Ω, and Ω * .
Our argument also leads to the global W 2,p estimate for the solution.
Theorem 1.2. Assume that Ω and Ω * are bounded convex domains in R n with C 1,1 boundary, and assume that f ∈ C 0 (Ω) is positive. Let u be a convex solution to (1.1) and (1.2).
Then we have the estimate
for all p ≥ 1, where C is a constant depending only n, p, f, Ω, and Ω * .
The interior W 2,p estimate for the Monge-Ampère equation was proved by Caffarelli [4] . The W 2,p estimate at the boundary was obtained by Savin [22] for the Dirichlet problem, and by Figalli and the first author [10] for the boundary condition (1.2). The proof in [10] uses the estimates in [7] and assume that the domains are C 2 smooth and uniformly convex. In this paper we assume that the domains are convex with C 1,1 boundary.
Our proof is based on delicate analysis on sub-level sets of the solution near the boundary and uses various techniques on the Monge-Ampère equation [13, 15] , in particular those from Caffarelli's papers [4, 5, 7] . But for the key estimate, namely the uniform obliqueness, we will introduce a complete different and new idea. We also provide different proofs for the uniform density in §2 and the C 2,α estimate in §5, assuming that Ω and Ω * are convex with C 1,1 boundary only. These new techniques may apply to different problems related to Monge-Ampère type equations, such as the regularity of the free boundary problem in optimal transportation in dimension two [8] , which is currently under investigations by the authors.
This paper is organised as follows. In §2, we introduce some properties on the sub-level sets of solutions to the problem (1.1) and (1.2), and prove the uniform density property. In §3, we obtain the tangential C 1,α regularity for any given α ∈ (0, 1). In §4, we prove the uniform obliqueness, which is the key ingredient for the proof of the global C 2,α and W 2,p regularity. Finally in §5 we complete the proof of Theorems 1.1 and 1.2.
Uniform density
Consider the optimal transportation from Ω to Ω * with positive densities f ∈ C α (Ω) and g ∈ C α (Ω * ) and cost function 1 2 |x − y| 2 . To prove the global C 2,α and W 2,p regularity of the potential functions, by the global C 1,δ regularity [5] , there is no loss of generality in assuming that g ≡ 1. Let u and v be the potential functions in Ω and Ω * , respectively. Then u is a solution to (1.1) and (1.2). We extend u, v to convex functions in R n as follows, u(x) := sup{ℓ(x) : ℓ is affine, ℓ ≤ u in Ω, ∇ℓ ∈ Ω * }, for x ∈ R n ; v(y) := sup{ℓ(y) : ℓ is affine, ℓ ≤ v in Ω * , ∇ℓ ∈ Ω}, for y ∈ R n .
For simplicity of notations, we denote the extended functionsũ,ṽ as u, v. Let 0 ∈ ∂Ω be a boundary point. By subtracting a linear function, we assume that u(0) = 0 and u ≥ 0.
Correspondingly, one has 0 ∈ ∂Ω * , v(0) = 0 and v ≥ 0 as well.
We introduce two different sub-level sets of u. One is S h [u](x 0 ) = x ∈ Ω : u(x) < ℓ x 0 (x) + h , which may be abbreviated as S h [u] or S h (x 0 ) when no confusion arises, where ℓ x 0 is a support function of u at x 0 . The other one is
or simply denoted as S c h [u] or S c h (x 0 ). The former is the sub-level set of u at x 0 of height h. The latter is called the centred sub-level set of u at x 0 , wherel is a linear function, which is chosen such thatl(x 0 ) = u(x 0 ), and x 0 is the mass centre for S c h [u](x 0 ). The existence of such a linear function is proved in [5] . Note that S h (x 0 ) is contained in Ω, but S c h (x 0 ) may contain both points in and out of Ω.
The following lemma was established by Caffarelli [7, Corollary 2.2] .
Lemma 2.1. Given a centered sub-level set S c h (x 0 ), let T be a linear transform such that
where ℓ is the linear function such that u = ℓ on ∂S c h (x 0 ). Scaling back, there is an ellipsoid E centered at ∇ℓ such that
where αE denotes the α-dilation of E with respect to its centre, and r is a constant independent of h and u.
Lemma 2.1 implies that ∇ℓ is a true interior point of ∇u(S c h (x 0 )), namely it has a positive distance from the boundary after normalization. The first inclusion in (2.1) also follows from the strict convexity of u [7, Corollary 2.3], namely
where c 0 is a constant independent of h and u. The last inclusion in (2.1) is due to the doubling condition of µũ, where µũ denotes the Monge-Ampère measure ofũ.
Let us describe a geometric implication of (2.2). Denote w = u − ℓ and assume that w attains its minimum at p 0 . Let φ be a convex function whose graph is a convex cone with vertex at (p 0 , w(p 0 )) and satisfies φ = w in ∂S c h (0). Then we have
The first inequality is due to the convexity of w and the second one is due to (2.1).
Let p ∈ ∂S c h (0) such that p · e 1 = sup{x · e 1 : x ∈ S c h (0)}, where e k denotes the unit vector on the x k -axis, for k = 1, 2, · · · , n. Then ∇w(p) = |∇w(p)|e 1 and (2.4) implies that
By the convexity, one sees that (2.5) holds if p 0 is replaced by any point in 1 2 S c h (0). In particular it holds when p 0 = 0. (2.5) will be used in the proof of Lemma 2.3 below.
In this paper we use the notation a ≈ b if there exists a constant β independent of u and h such that β −1 a ≤ b ≤ βa. For a convex set A, we also use the notation A ∼ B if diam(A) ≤ βdiam(B) and Vol(A) ≥ β −1 Vol(B), for a ball B. For two convex sets A 1 and A 2 , we denote A 1 ∼ A 2 if there is a ball B such that A 1 ∼ B and A 2 ∼ B. If A ∼ B we also say that A has a good shape.
The following lemma shows an equivalence relation between these two sub-level sets.
Lemma 2.2. There exists a constant b ≥ 1, independent of u and h, such that
for all small h > 0.
Proof. To prove the first inclusion, it suffices to prove that for any x ∈ S c h (0), we have u(x) ≤ Ch for a constant C > 0 depending only on n. Indeed, assume that sup{u(x) : x ∈ S c h (0)} is attained at p ∈ ∂S c h (0). Let q = −βp, where β > 0, be a point on ∂S c h (0) such that p, q, 0 stay on a line segment. Since 0 is the centre of S c h (0), we have c −1 n ≤ β ≤ c n for a constant c n depending only on n. Noting that u = ℓ on ∂S c h (0) for a linear function ℓ, we have
If ℓ(p) = u(p) > Ch for a large C, we have u(q) = ℓ(q) < 0, which is a contradiction.
The second inclusion follows readily from the strict convexity, (2.3).
The following uniform density was introduced and proved by Caffarelli in [7] , assuming that Ω is polynomially convex. In dimension two, a bounded convex domain is polynomially convex. In higher dimensions, in the following lemma we relax the polynomial convexity to the convexity of domains with C 1,1 boundary. Lemma 2.3. Assume that Ω, Ω * are bounded convex domains with C 1,1 boundary, and that 0 ∈ ∂Ω. Then
for some positive constant δ 0 , independent of u and h.
Proof. Assume that {x n = 0} is the tangential plane of ∂Ω at 0 and Ω ⊂ {x n > 0}. Let S ′ h and S ′ Ω,h be respectively the projections of S c h and S c h ∩ Ω on {x n = 0}. To prove (2.7), it suffices to prove
For any unit vector e ∈ {x n = 0}, denote
Note that λ e is the width of projection of S ′ Ω,h in the direction e, and r e is the distance from 0 to the boundary ∂S ′ h in the direction e. We claim that if there is a positive constant C such that (2.9) λ e r e ≥ C ∀ e ∈ B 1 (0) ∩ {x n = 0}, then (2.8) holds.
To prove this claim, we use induction on dimensions. Let E be the minimum ellipsoid of S ′ h with principal radii r 1 ≤ · · · ≤ r n−1 and principal axes e 1 , · · · , e n−1 . Let p ∈ ∂S ′ Ω,h be a point satisfying p · e n−1 = sup{x · e n−1 : x ∈ S ′ Ω,h }, and e p := p |p| . By (2.9), p · e n−1 ≥ Cr n−1 . Let S ′′ Ω,h be the projection of S ′ Ω,h on {x : x · e p = 0}, and
for any unit vector e ∈ span(e 1 , · · · , e n−1 ) and e ⊥ e p , we still have Therefore, to prove (2.8) it suffices to prove
By induction we can reduce it to one-dimensional case, in which the claim is trivial.
Let e 1 be the direction in which inf{ λe re : e ∈ {x n = 0}} is attained. By the above claim, it suffices to prove that λe 1 re 1 ≥ C. Let ℓ be the linear function such that u = ℓ on ∂S c h (0). By subtracting a linear function we assume that ℓ = 0 (namely we write u − ℓ as u). Assume u attains its minimum at p 0 . Let p l and p r be the left and right ends of S c h , namely
Denote q l = Du(p l ) and q r = Du(p r ). By definition, r e 1 e 1 ∈ ∂S ′ h , and there exists y ∈ ∂S c h (0) such that the projection of y on {x n = 0} is r e 1 e 1 . Since S c h (0) is balanced with respect to 0, we may assume y n = y · e n ≥ 0. Observe that p r · e 1 ≥ y · e 1 = r e 1 . Figure 1 o If the ratio λ e 1 /r e 1 is sufficiently small, we have a) δy ∈ Ω for some small δ > 0. b) δp r , δp l ∈ Ω. c) q l , q r ∈ ∂Ω * .
d) The segment q l q r is parallel to e 1 . e) The point q 0 := Du(p 0 ) lies on the segment q l q r , and by (2.1), |q 0 − q l | ≈ |q 0 − q r |. f) By the convexity of S c h , there is a unique number r n > 0 such that p =: r n e n ∈ ∂S c h . The line segment py intersects with ∂Ω at a point z = (z 1 , · · · , z n ). Since both points p, y ∈ ∂S c h , we have z ∈ S c h . By definition we have λ e 1 ≥ |z ′ |, where z ′ = (z 1 , · · · , z n−1 ). Hence by property a) above and since y n ≥ 0, we infer that
g) By the C 1,δ regularity of u, we have r n ≥ Ch . By the C 1,1 regularity of ∂Ω and property f) above, we then have
Let q * ∈ ∂Ω * be the point such that
Assume that q * = q 0 + σe * for a unit vector e * . Note that |p l − p r | is small if h is small. Hence by the C 1,1 smoothness of ∂Ω * and property e) above, we see that
By (2.5) (note that (2.5) holds when p 0 is replaced by any point in
But by (2.5) again, we also have
Hence
This is apparently a contradiction, because d e * → 0 as h → 0, by the strict convexity of the solution.
From Lemma 2.3, we then have [7] ,
for any h > 0 small. By Lemma 2.2, we also have
The following duality result can be found in [7, Corollary3.2] .
Corollary 2.1 (Duality). Let T be a unimodular linear transform such that
where T * = (T ′ ) −1 is the inverse of the transpose of T .
Proof. As the inner product x · y is invariant under the transform T and T * , to prove (2.13) one may assume directly that T is the identity mapping. Then (2.13) follows from (2.11) and (2.1).
From Corollary 2.1, we also have the following corollary, which will be used in §4.2.
Corollary 2.2. For any h > 0 small, we have
where C is a constant independent of u and h.
3. Tangential C 1,α regularity
The tangential C 1,α regularity of u, for any given α ∈ (0, 1), was established in [7] , where Ω is assumed to be uniformly convex domain with C 2 boundary. But the same strategy applies to convex domains with C 1,1 boundary. To see this let us outline the proof here.
Let 0 ∈ ∂Ω be a boundary point. We assume that locally ∂Ω is given by {x n = ρ(x ′ )} for some convex function ρ ∈ C 1,1 satisfying
where
Assume that f is a positive continuous function and f (0) = 1.
To prove the tangential C 1,α , it suffices to prove Lemma 3.1. For any given α ∈ (0, 1), there exists a small constant C = C α > 0, independent of h, such that for the centred sub-level set S c h (0), we have
The idea of the proof is as follows. For each h > 0, there is an ellipsoid E h such that
where a 1 ≤ · · · ≤ a n−1 , namely βE h ⊂ S c h (0) ⊂ β −1 E h for some constant β depending only on n. Let be n be the intersection of the positive x n -axis and E h .
We first make a linear transform
This transformation T 1 moves the centre of E h ∩ {x n = b} to the point be n . Hence, the "slope" k i is bounded by
If the inclusion (3.1) does not hold, let h 0 > 0 be the largest constant such that (3.1) holds for h > h 0 and ∂S c h 0
, where the constant C 0 is chosen small so that h 0 is also small. Then
.
By the C 1,δ regularity of u [5] , we have
Next we make the linear transform (3.6) T 2 :
The next lemma shows that near the origin, the T (Ω) tends to be flat in e 1 direction as h 0 → 0.
Proof. Let p ′ = (h γ 0 , 0, · · · , 0) be a point on the x 1 -axis, where γ is chosen so that
. By direct computation we have
, 
where the last inequality is due to the choice of γ. Hence q 1 → ∞ as h 0 → 0. It is also easy to verify that
, and q n → 0, as h 0 → 0. Note that the above computation still works if p ′ = (−h γ 0 , 0, · · · , 0). Therefore the limit of T (∂Ω) (as h 0 → 0) contains the x 1 axis. By convexity, we see that the limit of T (Ω) is independent of the e 1 direction.
. By the above discussion, the boundary part T {∂Ω ∩ S c M h (0)} becomes flat in direction e 1 as h → 0. As in [7] , we denote
and near the origin, ∂D h is flat in the x 1 -direction.
by erasing the dependence on x 1 in T (Ω). Let w be the solution to
. A key observation in this proof is that Pogorelov's interior second derivative estimate applies to w 11 , even though the right hand side of (3.7) is discontinuous in (z 2 , · · · , z n ), and no regularity of T (∂Ω) in (z 2 , · · · , z n ) is assumed. Therefore w is C 1,1 in z 1 . By the maximum principle one can give an estimate for |w −ũ|:
. Changing back one obtains an estimate for u from the estimate ∂ 2 1 w ≤ C, from which one infers the tangential C 1,α for any given α ∈ (0, 1). For details see [7] .
Corollary 3.1. Assume that f is a positive constant, and both ∂Ω and ∂Ω * are flat near the origin in a direction e. Then near the origin, u is C 1,1 and uniformly convex in the direction e.
Proof. From the assumption, one can see that δ 0 and V h 0 vanish in estimate (3.8), thus u ∈ C 1,1 in the direction e. Since ∂Ω * is also flat in direction e, by Corollaries 2.1 and
Hence u is uniformly convex in the direction e.
Uniform obliqueness
In this section we prove the following uniform obliqueness, which is a key ingredient in proving the boundary C 2,α and W 2,p estimates. Lemma 4.1. Assume that Ω, Ω * are two convex domains with C 1,1 boundaries, and that f is positive and continuous. Let 0 ∈ ∂Ω and the image Du(0) = 0 ∈ ∂Ω * . Then there exists a positive constant µ such that
where ν and ν * are the unit inner normal of Ω and Ω * , respectively.
The uniform obliqueness was proved by Caffarelli [7] for uniformly convex domains with C 2 boundary, and by Delanoë [11] and Urbas [24] for uniformly convex domains with C 3,1 boundary. Both the uniform convexity and smoothness of the boundary play a critical role in their proofs. Here we give a completely different proof. We remove the uniform convexity condition and assume that ∂Ω, ∂Ω * ∈ C 1,1 .
For reader's convenience we first prove Lemma 4.1 in dimension two in §4.1, and then extend it in higher dimensions in §4.2.
4.1.
Uniform obliqueness in dimension two. Assume that 0 ∈ ∂Ω and Ω ⊂ {x 2 > 0}. To prove the uniform obliqueness, by the global C 1,δ regularity [5] and using approximation, we suppose to the contrary that Du(0) = 0 and Ω * ⊂ {x 1 > 0}. Then we have the following two properties:
is the sub-level set of u, introduced in §2.
Before proceeding, we first specify the conditions needed in proving the uniform obliqueness. Let the boundary ∂Ω and ∂Ω * be locally given by
respectively. We assume that (H 1 ) ρ, ρ * ≥ 0 are convex functions defined in an interval (−r 0 , r 0 ) and satisfying ρ(0) = 0 and ρ * (0) = 0, where r 0 > 0 is a constant. (H 2 ) There is an even function σ ∈ C 0 [−r 0 , r 0 ], which is monotone increasing for t > 0, and satisfies
We will derive a contradiction under conditions (H 1 ) and (H 2 ). Note that a) We do not assume that ρ is C 1 smooth at 0. However, by Lemma 4.2 below, we can actually prove that (4.2) holds for t > 0 as well. Hence ρ must be C 1 at 0, and the same to ρ * .
b)
For any boundary point p ∈ ∂Ω, since the angle between ν(p) and ν * (Du(p)) cannot exceed π 2 , we see that condition (4.2) implies that
c) By duality, we can also exchange ρ and ρ * in the assumptions (H 1 ) and (H 2 ). d) Typically we may assume that σ(t) = |t| 1+α , for some α > 0.
Let q = (q 1 , q 2 ) and ξ = (ξ 1 , ξ 2 ) be two points on ∂S h (0) ∩ Ω such that
ξ, e 1 = inf{ x, e 1 : x ∈ S h (0)}.
Apparently q 1 > 0 and ξ 1 < 0, see Figure 2 below. Note that u x 2 (p) < 0 for any boundary point p ∈ ∂Ω ∩ {x 1 > 0}. Hence q is an interior point of Ω.
Proof. For a fixed h and the level set S h (0),
can be regarded as the centre of S h (0).
Moreover, by (4.2) and the property (i), we have
We may assume that x c 1 < 0 for h small, otherwise (4.4) holds with δ 0 = 1. We make the change (4.7)
and accordingly,
From (4.5), the sub-level set S h (0) is of good shape after change (4.7) (recall that we say a convex domain D has a good shape if D ∼ B for a ball B, see §2). By Lemma 2.2 and Lemma 2.3, the centred sub-level set S c h [u] also has a good shape after the changes. Hence by Lemma 2.2 and Caffarelli's global C 1,δ regularity, we have
for a constant C independent of u and h.
We now use u h , q h , ξ h , Ω h to denote u, q, ξ, Ω after the above change (4.8), and let the boundary ∂Ω h be given by x 2 = ρ h (x 1 ) near the origin. To prove (4.4), suppose to the contrary that (4.10)
for a sequence h → 0. Taking limits q h → q 0 = (q 0,1 , q 0,2 ), u h → u 0 as h → 0. By (4.10) we have q 0,1 = 0, namely q 0 is on the x 2 -axis. On the other hand, by our choice of q h , the line
at q h , and thus u h (x) ≥ 1 for all x ∈ {x 1 ≥ q h,1 }. Passing to the limit we have u 0 (x) ≥ 1 for x ∈ {x 1 ≥ 0} and u 0 (0) = lim h→0 u h (0) = 0, which is a contradiction by (4.9).
Corollary 4.1. For t > 0, denote
Under the assumption (4.2) we have the asymptotic behaviour
Proof. By the strict convexity of u, the sub-level set S h (0) shrinks to the origin as h → 0. Hence, for any t > 0, there exists a unique h > 0 such that {x 1 = t} is tangential to ∂S h (0) at the point q. This implies that q 1 = t and u(t) = h.
From (4.4),
for some constant C independent of h. Then from (4.6) and (4.5) we have
Hence by (2.12) we obtain that
Corollary 4.2. For t > 0, denote
Then we have the asymptotic behaviour for t > 0 small,
Proof. This is a direct consequence of (4.11). In fact, by the convexity of u, for t > 0 small
Then taking the infimum in x 2 and using (4.11) we obtain that
Notice that by (4.11), the limit lim t→0 u(t)/tσ(t) < ∞. Hence there is a sequence t j → 0 (t j > 0) such that (for some fixed small ε > 0),
, Ω h be as in the proof of Lemma 4.2 with h = h j (defined after (4.9)), and let u 0 , ρ 0 , Ω 0 denote the limits as h j → 0, where Ω h → Ω 0 is in the sense of Hausdorff. Then the limit function u 0 satisfies the equation
for a positive constant c 1 (there is no loss of generally in assuming that c 1 = 1), where ρ 0 is a convex function defined on R 1 (or maybe on R 1 ∩ {x 1 ≥ 0} only, see Remark 4.2 below), satisfying ρ 0 (0) = 0 and ρ 0 ≥ 0. By our choice of the sequence h j in (4.13), asymptotic behaviours (4.11) and (4.12) hold for the limit u 0 .
Corollary 4.3. We have
Proof. For any given h > 0 small, as in (4.3) we introduce two points ξ and q for the sublevel set S h [u 0 ]. Let z = βe 2 be the point on the x 2 -axis such that u 0 (z) = h. By Lemma 4.2 and (4.11) we have
Hence β ≤ Cσ(q 1 ). Noting that ∂ x 1 u 0 ≥ 0, we infer that q 2 ≤ β ≤ Cσ(q 1 ), and so (4.15) follows.
Remark 4.1. The right hand side of equation (4.14) is a positive constant, which enables us to apply the maximum principle to the function w given in (4.22) below. In the case f ≡ 1, we may apply the argument below directly to the original solution u, with no need to take the limit u 0 = lim h→0 u h .
Note that we assume that the boundary ∂Ω ∈ C 1,1 only, so the function ρ 0 may not be C 1 smooth. In comparison, if ∂Ω ∈ C 2 and is uniformly convex, then ρ 0 is a quadratic polynomial [7] . Remark 4.2. In Lemma 4.2, we proved that |ξ 1 | ≤ Cq 1 , but the possibility |ξ 1 | = o(q 1 ) as h → 0 has not been ruled out. Therefore, the case Ω 0 ⊂ {x 1 > 0}, or the case Ω * 0 ⊂ {y 2 > 0}, may occur. In the former case, the function ρ 0 is defined in the half-axis {x 1 > 0} only. This is not a problem for our proof, as our argument below will be restricted to {x 1 ≥ 0}. In the latter case, the function ρ * 0 is defined in the half-line {y 2 > 0} only. In this case we need to make the following change of coordinates:
such that the set {y 1 > |y 2 | : y 2 < 0} is contained in Ω * 0 , and so ρ * 0 is defined on an open interval (−r 0 , r 0 ), for some constant r 0 > 0.
Under the change (4.16) for the coordinates y, we need to make the change for the coordinates x accordingly to keep the duality between Ω 0 and Ω * 0 , namely (4.17)
Under the change (4.17), we have
From Corollary 4.3, we know that ρ 0 (x 1 ) < x 1 when x 1 > 0 is small.
To derive a contradiction, we need to compute the second derivatives of u 0 on the boundary and work on smooth solutions. So we will construct a smooth approximation sequence. For this purpose we assume that the obliqueness holds at all boundary points p ∈ ∂Ω 0 ∩ {0 < x 1 < r 0 }, namely ν(p) · ν * (Du 0 (p)) > 0. (In fact, it suffices to have (4.19).) We will verify this assumption at the end of this subsection.
Under the above assumption, we can now construct a smooth approximation sequence {u k } → u 0 as follows.
(i) Let V = B r ∩ Ω * 0 for a small constant r, and
k be smooth domains converging to U, V , respectively. Locally, for
}, where ρ * k is smooth, convex and converges to ρ * 0 . (iii) Let u k be the potential function for the optimal transportation problem from (Ω k , 1) to (Ω * k , g k ), where the density g k = |Ω k | |Ω * k | is a constant. As before we can extend u k to R 2 by
By subtracting a constant if necessary, we may assume u k (0) = 0 and u 12 (t, ρ(t)) < 0, for t > a small.
Proof. By the boundary condition Du(∂Ω) = ∂Ω * , we have
Differentiating the above equation we have
Namely,
By the above approximation, D 2 u is positive definite and continuous on the boundary. Note that for t > a small, one has ρ ′ > 0 and correspondingly (ρ * ) ′ < 0 (As u k is smooth, the uniform obliqueness holds for u k . As a result by ρ ′ > 0 we have (ρ * ) ′ < 0 at the dual point).
Hence, the LHS of (4.21) is always positive, and the coefficient on the RHS, (ρ * ) ′ − ρ ′ < 0. Therefore, we obtain (4.20).
Introduce the function
By the construction (iii), u satisfies a Monge-Ampère equation with a constant RHS. Consequently, w satisfies the equation
where {U ij } is the cofactor matrix of D 2 u.
Corollary 4.4. For any given t > a small, the function w(t, ·) has an interior local minimum.
Proof. From Lemma 4.3 we have u 12 (t, ρ(t)) < 0. Hence
for all t > a small.
On the other hand, by our assumption Ω * ⊂ {x 1 > 0}, u 1 ≥ 0. Hence by the regularity and strict convexity of u, for any small δ 0 > 0, there exists ǫ 0 > 0 such that
. Hence for all t > a small, w(t, ·) has a local minimum that is smaller than the boundary value w(t, ρ(t)).
Hence we can define the following function w(t) = inf{w(t, x 2 ) : x 2 > ρ(t) is a local minimum point of w(t, ·)}, t ∈ (a, 1).
From Corollary 4.4, the infimum cannot be attained on the boundary x 2 = ρ(x 1 ). As noted above, w(x) > δ 0 if |x| > ǫ 0 , thus w is well defined for all t > a small, say t ∈ (a, r 0 ). Lemma 4.4. w is concave for t ∈ (a, r 0 ).
Proof. If w is not concave, then there is a point t 0 > 0 and an affine function L(t) such that the set {t ∈ (a, r 0 ) : w(t) < L(t)} is an interval compactly contained in the interval (a, r 0 ). Extend L to an affine functionL defined in R 2 , such thatL(t, s) = L(t). Then we can make (4.24) {x ∈ Ω : w(x) <L(x)} ⊂⊂ Ω.
Note that by Corollary 4.4 we can always achieve (4.24), by replacingL byL − ε for some small ε > 0 if necessary. We reach a contradiction by (4.23) and the maximum principle.
We have now established Lemmas 4.3 and 4.4 for the approximation sequence u k , where w = w k depends on k and is defined in (a k , r 0 ), with a k → 0 as k → ∞. Denote
From (4.11) and (4.12), we have w 0 (t) → 0 as t → 0. More precisely, w 0 (t) ≤ Cσ(t) for t > 0 small.
Then by the concavity of w 0 (Lemma 4.4), we conclude that w 0 (t) ≤ 0 for all t ∈ (0, r 0 ). Hence w 0 (t) ≡ 0 for all t ∈ (0, r 0 ). However, we have u 0 (x) > 0, ∂ x 1 u 0 (x) ≥ 0 for all x = 0, which is a contradiction. Hence the uniform obliqueness in dimension two is proved.
Finally it remains to verify the obliqueness condition (4.19). If (4.19) does not hold, we claim that there is a pointp = (t, ρ k (t)) ∈ ∂Ω k ,t ≥ 0, such that the obliqueness is violated atp, while the obliqueness holds for all points p ∈ ∂Ω k ∩ {t < x 1 <t + ε}, for a constant ε > 0.
By Remark 4.1, we can apply the above argument directly to u k at the pointp, with no need to use the blow-up (4.13) nor to take the limit. Therefore, by the obliqueness condition and using the above argument, we reach a contradiction atp, which finishes the proof of the uniform obliqueness (Lemma 4.1) in dimension two.
Our claim is proved in the lemma below, and note that we deal with smooth domains Ω k , Ω * k . For simplicity we drop the subscript k. Bear in mind that we may assume there is a point at which the obliqueness is violated, otherwise (4.19) holds and we are through.
Lemma 4.5. Denote by ν, ν * the unit inner normals of ∂Ω, ∂Ω * at p, p * , where p * = Du(p). Then there is a boundary pointp = (t, ρ(t)) ∈ ∂Ω, wheret ≥ 0, such that the obliqueness is violated atp, while the obliqueness holds for all points p ∈ ∂Ω ∩ {t < x 1 <t + ε}, for a constant ε > 0, namely
Proof. Assume the obliqueness is violated at 0. Assume ρ(0) = 0, ρ ≥ 0, and ρ * (0) = 0, ρ * ≥ 0. For any boundary point p = (t, ρ(t)) ∈ ∂Ω, let ζ = ζ(p) denote the unit tangential vector of ∂Ω at p. Denote by τ 1 and η the tangential and normal vectors of ∂S h [u] at p, respectively. Let α be the angle between η and ν, and let β be the angle between ν * and τ 1 (see Figure  3 below). Then,
We claim that β > 0. Indeed, since ρ * is smooth, (ρ * ) ′ (0) = 0. Noticing that p * = Du(p), we see that op * is parallel to η. Hence by the convexity of ∂Ω * ,
It is easy to see that α ≥ 0 if and only if ∂ ζ u(p) ≥ 0. Since u(0) = 0 and u(p) > 0 for p ∈ Ω, there exists a point p 0 = (t 0 , ρ(t 0 )) ∈ ∂Ω such that ∂ ζ u(p 0 ) > 0. Hence there exists ε > 0 such that
That means α ≥ 0 and so the obliqueness holds for p = (t, ρ(t)) ∈ ∂Ω with t ∈ (t 0 −ε, t 0 +ε). Let (4.29)t = inf{t : the obliqueness holds at p = (s, ρ(s)) ∈ ∂Ω for all s ∈ (t, t 0 + ε)}.
By the global C 1,δ regularity [5] ,t ≥ 0 is well defined and the obliqueness holds for t ∈ (t, t 0 ) but not atp = (t, ρ(t)). Hence (4.26) is proved. Figure 3 In Figure 3 , ζ, ζ * are tangential vectors, and ν, ν * are inner unit normals, of ∂Ω, ∂Ω * at p, p * = Du(p), respectively. η and τ 1 are the normal and tangential vectors of S h [u] at p. Hence we have cos α = η, ν = τ 1 , ζ .
Remark 4.3. In dimension two, Lemma 4.5 is not necessary, because we can assume the domains Ω k , Ω * k are uniformly convex, and use the result in [11] to obtain a sequence of globally smooth solutions to approximate u 0 . Nevertheless, Lemma 4.5 makes our proof self-contained.
On the other hand, an analogue of Lemma 4.5 will be crucial in higher dimensions, because the limits Ω 0 , Ω * 0 are flat in x 2 , · · · , x n−1 , and the approximating sequences Ω k , Ω * k are also required to be locally flat in x 2 , · · · , x n−1 near the origin (due to Lemma 4.3), we cannot apply the global regularity result in [7, 24] directly.
4.2.
Uniform obliqueness in higher dimensions. Suppose the obliqueness fails at the point 0 ∈ ∂Ω and 0 = Du(0) ∈ ∂Ω * . The main task in this subsection is to understand the geometry of the sub-level set S h [u](0). We prove that the sub-level set S h [u] is contained in a cuboid Q whose volume |Q| ≤ C|S h [u]|. Therefore by a rescaling of the coordinates such that Q becomes a cube, the sub-level set S h [u] will accordingly change to a convex set of good shape. In particular the boundary ∂Ω near the origin tends to be flat in the directions orthogonal to ν and ν * as h → 0, where ν, ν * are the unit inner normals of Ω, Ω * at the origin, respectively. This property enables us to reduce the problem to the two-dimensional space span{ν, ν * }.
To prove the uniform obliqueness, by the C 1,δ regularity [5] and using approximation, we may suppose to the contrary that locally
, where x ′ = (x 1 , · · · , x n−1 ),
In (4.30) the boundary ∂Ω and ∂Ω * are assumed to be convex and C 1,1 . We need the C 1,1 regularity in proving that the boundary ∂Ω is asymptotically flat in the directions e 2 , · · · e n−1 in the blow-up argument.
Corresponding to properties (i) and (ii) in §4.1, we have the following properties.
(i) u 1 > 0 in Ω and v n > 0 in Ω * ; (ii) Denote S + h = {x ∈ R n : u(x) < h, x n > 0}, and S
For property (ii) note that the function u has been extended to the whole R n at the beginning of §2. Since S h;1 := S h ∩ {x 1 = 0} ⊂ S + h;1 , property (ii) implies that the sub-level set S h [u] is contained in a cylinder in the x 1 -direction. Indeed by (4.36), or (4.37), below, it is easy to see that
as h → 0, where | · | H n−1 denotes the (n − 1)-dimensional Hausdorff measure. In Lemmas 4.7-4.9 we will prove more precise information for S h [u].
First we prove a lemma which strengthens Lemma 4.2. Lemma 4.6. For any interior point p ∈ ∂S h [u] ∩ Ω, let H be the tangential plane of S h [u] at p. Assume H = {x ∈ R n : x · γ = a} for a unit vector γ, where a is a positive constant. Then we have
where C > 0 is a constant independent of h (h > 0 small) and u.
Proof. Denote b = inf{x · γ : x ∈ S h [u]} and denote H 1 = {x ∈ R n : x · γ = b}. Suppose to the contrary that the ratio a |b| → 0 as h → 0. For each h, there is an affine transformation A h such that A h (S h [u]) ∼ B 1 (z) for some point z, and it does not change the ratio a |b| . Let u h = u/h accordingly. Thanks to the uniform density and property (2.6), u h satisfies the Monge-Ampère equation with the inhomogeneous term bounded away from 0 and infinity, uniformly in h. Hence by the C 1,δ regularity in [5] , we have the limit u 0 = lim h→0 u h and u 0 ∈ C 1,δ (B 1/2 (0)) (see (4.9) ). Assume that
Hence H * passes through the origin. Therefore u 0 (0) = 0 but u 0 ≥ 1 on one side of H * , which is in contradiction with (4.9).
Similarly as in (4.3), let q, ξ ∈ ∂S h (0) such that q 1 = q, e 1 = sup{ x, e 1 : x ∈ S h (0)},
Obviously q 1 > 0 and ξ 1 < 0. From Lemma 4.6 we have 
Lemma 4.7. For any given ε > 0 small, we have 
. We obtain the second inclusion of (4.34).
Apparently S c h [u] ⊂ {−βq 1 ≤ x 1 ≤ βq 1 }, for a constant β independent of h, u and ε. Therefore to prove (4.33), it suffices to prove
By the uniform density,
By (2.6) and Corollary 4.5, Proof. Letx = (0, x ′′ , x n ) ∈ S ′ h;1 , where x ′′ = (x 2 , · · · , x n−1 ). By definition, there is t > 0 such that x = (t, x ′′ , x n ) ∈ S h [u] and u(x) < h.
Ifx /
∈ Ω, as z is the centre of S h;1 [u] , by the C 1,δ regularity of u, we have z n = z·e n ≥ h ∈ Ω and ∂Ω ∈ C 1,1 , (4.37)
from which one easily obtains (4.36).
For the sub-level set S h [u] in the half space {x 1 < 0}, we introduce a cone with vertex q and passing through S h,1 [u] , namely
By the convexity of S h [u], we have S h [u] ∩ {x 1 < 0} ⊂ V. Hence by Corollaries 4.5 and 4.6,
where βS h;1 [u] denotes the β-dilation with respect to the centre of S h;1 [u] , and the constant β > 0 is independent of h. +ε , provided h is sufficiently small.
Proof. By (4.38),
Since u 1 > 0, we see that sup{e n · x : x ∈ S h [u]} must be attained on the boundary ∂Ω.
Since ∂Ω ∈ C 1,1 , by Corollary 4.5 and (4.34) we have
Since S c h [u] is centred at 0, we see that the volume (4.40)
By (2.6), we have q 1 ≈q 1 and by the uniform density,
+ε , for any given ε > 0 small.
From Lemma 4.8, similarly to (4.11) and (4.12), we have the following corollary.
Corollary 4.7. For t > 0 small, denote
We have the asymptotic behaviour
for t > 0 small, where ε > 0 is any given small constant.
. Let P h be the projection of S h;1 [u] on {x n = 0} and P ′ h be the projection of ∂S h;1 [u] ∩ ∂Ω on {x n = 0}. Then we have (4.42)
for a constant β independent of h and u.
Proof. Let T be a unimodular linear transformation such that T (P ′ h ) ∼ B r , namely the minimum ellipsoid of T (P ′ h ) is a ball of radius r in R n−2 = span(e 2 · · · , e n−1 ). Then to prove (4.42), it suffices to show that R/r is uniformly bounded, where (4.43) R = sup x · e : x ∈ T (P h ), e ∈ span(e 2 , · · · , e n−1 ) is a unit vector .
As the ratio R/r is invariant under the transform T , there is no loss of generality in assuming that T is the identity mapping. Assume that the supremum R is achieved at e = e 2 and
If p is a boundary point of Ω, then R = r and (4.42) holds with β = 1. If p is an interior point of Ω, then u β (p) = 0 for β = 3, · · · , n.
Moreover, by Corollary 2.1 we have h * := v(p * ) ≈ h, and −ǫ for ǫ as small as we want.
Applying Lemma 4.6 to v, we have
Hence from (4.44), we obtain
This finishes the proof.
Let R h be a cylinder given by
where E ′ h ⊂ R n−2 is the minimum ellipsoid of S c h;1,0 = S c h;1 ∩ {x n = 0}. By (4.33), we have S c h [u] ⊂ βR h . Moreover, by (4.42), the volume (4.47)
Now we make a linear transform T = T 2 • T 1 such that the sub-level set S h [u] has a good shape, where T 1 is a linear transform such that E ′ h becomes the unit ball in R n−2 = span(e 2 , · · · , e n−1 ) but leaves x 1 and x n unchanged; and (4.48) T 2 :
It is easy to see that
After the transform T , the sub-level set S ) also has a good shape. Having made the transform T , we also make the change u → u/h accordingly. To be specific, recall that in Corollary 4.7 u(t) := inf{u(x) : x, e 1 = t} t > 0.
Similarly to (4.13), we choose a sequence {t j } → 0 such that
and let
where h j = u(t j ), and T j is the affine transformation normalising the cylinder R h j given in (4.46). Let u 0 be the limit of u j as h j → 0. Then u 0 satisfies the Monge-Ampère equation (4.14) where the RHS is a positive constant, and the asymptotic behaviours (4.41) due to our choice of the sequence in (4.49).
We now use u h , q h , ξ h , Ω h to denote u, q, ξ, Ω after the above changes, and let the boundary ∂Ω h be given by x n = ρ h (x ′ ) near the origin. The following lemma shows that in the limit, the boundary is flat in x 2 , · · · , x n−1 . Lemma 4.10. For any sub-sequence of h → 0, assume Ω h converges in the sense of Hausdorff to a convex domain Ω 0 . Then Ω 0 = R n−2 × ω 0 , where ω 0 is a convex set in the 2-dim space span{e 1 , e n }. When 0 < ε < δ/4, we find that
[u] is becoming flat and its limit is the (n − 2)-dimensional plane span(e 2 , · · · , e n−1 ). Namely ∂Ω ∩ B R (0) ∩ {x 1 = 0} becomes flat as h → 0, ∀R > 0.
It is well known that if a convex set G contains a straight line ℓ, then G can be expressed as a product G = G ′ × ℓ. The lemma is proved.
. Applying Lemma 4.10 to v, we see that Ω * h converges to a convex domain Ω * 0 = R n−2 × ω * 0 , and ω * 0 ⊂ span{e 1 , e n }. Locally near the origin, ∂Ω 0 = {x n = ρ 0 (x 1 )} for x 1 ≥ 0 and ∂Ω * 0 = {y 1 = ρ * 0 (y n )} for y n < 0, where ρ 0 , ρ * 0 are convex functions (see Remark 4.2).
Similarly to the two-dimensional case in §4.1, a smooth approximation sequence can be constructed following the obliqueness in Lemma 4.11 (an analogue of Lemma 4.5). To be specific, let ρ k , ρ * k be smooth, uniformly convex functions converging to ρ 0 , ρ * 0 , respectively. Let Ω k , Ω * k be two smooth domains constructed similarly to §4.1, satisfying that locally near the origin, Ω k = {x n = ρ k (x 1 )}, Ω * k = {y 1 = ρ * k (y n )}. Let u k be the potential function of the optimal mapping from (Ω k , 1) to (Ω * k ,
, which satisfies the Monge-Ampère equation with a constant RHS. Then for any δ > 0 small, by Lemma 4.11, we have
for all x ∈ ∂Ω k with x 1 > δ, provided k is sufficiently large. Consequently, we have a smooth sequence {u k } converging to {u 0 } as k → ∞.
As remarked in the two-dimensional case, Du k (0) = 0 in general. Let a k ≥ 0 and
For simplicity, we will write {u k , a k , ρ k , Ω k } as {u, a, ρ, Ω} by dropping the subscript k in the following proof. Now, we can prove Lemma 4.1 in a similar way as in §4.1.
(i) By the computation as in Lemma 4.3, we have
(ii) Define the auxiliary function
(iii) By (4.51), similarly to Corollary 4.4, we see that for any given t > a small, the function w(t, ·) has an interior local minimum. Hence we can define
for t > a small. Note that by (4.51), the infimum cannot be attained on the boundary ∂Ω.
(iv) Similarly to Lemma 4.4, we can prove that w is concave in (a, r 0 ), where r 0 is a constant. (v) By letting k → ∞, we have now obtained the function w which satisfies a) w ≥ 0, and w(t) → 0 as t → 0. b) w is concave. c) w(t) ≤ Ct 2−ε for t > 0 small (by (4.41)).
Therefore w ≡ 0, and we reach a contradiction. This competes the proof of Lemma 4.1.
Finally we prove the obliqueness Lemma 4.11, which was used in the above approximation. The proof uses Lemmas 4.7 and 4.8, which implies that for any x = (t, x ′′ , ρ(t)) ∈ ∂Ω with |t| ≤ |x ′′ | 3/2 , we have
Note that in Lemma 4.11 below, the boundary ∂Ω is flat in x ′′ = (x 2 , · · · , x n−1 ). Hence we can choose ε = 0 in Lemmas 4.7 and 4.8 (similarly as in Corollary 3.1).
Lemma 4.11. Let Ω = R n−2 × ω, Ω * = R n−2 × ω * , where ω, ω * are two smooth, uniformly convex domains in span{e 1 , e n }. If f be a positive constant, then ν(x) · ν * (Du(x)) > 0 for x ∈ ∂Ω.
Proof. Suppose to the contrary, ν(0) · ν(Du(0)) = 0 for 0 ∈ ∂Ω. By subtracting a linear function we may assume that Du(0) = 0, and locally near the origin, ∂Ω = {x n = ρ(x 1 )} and ∂Ω * = {x 1 = ρ * (x n )}, where ρ, ρ * are smooth, uniformly convex, and ρ ≥ 0, ρ * ≥ 0.
Consider the restriction of ∂Ω in span{e 1 , e n }. For a boundary point p = (t, 0, · · · , 0, ρ(t)) ∈ ∂Ω and h = u(p), denote by η the unit inner normal of S h [u] at p, and η ′ the projection of η on span{e 1 , e n }. Denote by ν the unit inner normal of ∂Ω at p, and α the angle between ν and η ′ (see Figure 3) . By the strict convexity of u and the proof of Lemma 4.5, there exists a small t 0 > 0 such that α > 0 at p 0 = (t 0 , 0, ρ(t 0 )), which implies the obliqueness holds at p 0 . Hence by the global C 1,δ regularity, there is a small constant ǫ 0 > 0 such that
For any t ∈ (0, t 0 ), denote
which is a round open cone in the hyperplane {x n = 0} with vertex at (t, 0, 0) and base on the disk {(t 0 , x ′′ , 0) :
where p − p n e n is the projection of p on the plane {x n = 0}. Obviouslyt ≥ 0, and there is a point (x 1 ,x ′′ , 0) ∈ ∂Ct, withx 1 < t 0 , such that the obliqueness fails at (x 1 ,x ′′ , ρ(x 1 )) but it holds in the cone {(
Therefore, by a translation of coordinates, we may assume that the obliqueness fails at the origin but it holds for all x ∈ ∂Ω whose projection (x − x n e n ) ∈ C 0 , where C 0 = C t | t=0 was the cone defined above. Now, we introduce the auxiliary function (4.54)
where K is a large constant to be determined. Let w be the function given in (4.52) (for the new w given in (4.54)). We claim that the infimum in (4.52) cannot be attained on the boundary ∂Ω for t > 0 small.
Indeed, for any given t ∈ (0, t 0 ), let us denote
where ∂ in (t) contains the boundary points x ∈ ∂Ω whose projection (x − x n e n ) ∈ C 0 , and
By our choice of the cone C 0 , the obliqueness holds at all points x ∈ ∂ in (t). Hence u is smooth up to the boundary ∂ in (t). Similarly to Lemma 4.3 and Corollary 4.4, we then infer that u 1n < 0 and w n < 0 on ∂ in (t). Hence the infimum in (4.52) cannot be attained on ∂ in (t).
Next we show that the infimum cannot be attained on ∂ out (t) either. For each t > 0 small, by Lemma 4.8 we have u(t, 0, ρ(t)) ≤ Ct 3 . Hence similarly to (4.41) we have (4.55) w(t, 0, ρ(t)) ≤ Ct 2 + Kt 3 .
Therefore it suffices to prove
from which our claim follows for sufficiently small t > 0.
For any point x = (t, x ′′ , ρ(t)) ∈ ∂ out (t), we have |x ′′ | > tε 0 . Hence by (4.53), we have u(x) ≥ ε 2 0 t 2 . Note that u 1 ≥ 0. Hence (4.56) holds if K is chosen sufficiently large. Once the Claim is proved, we can show that w in concave by the argument (iv) and reach a contradiction as in argument (v). This completes the proof of the Lemma.
Proof of Theorems 1.1 and 1.2
In this section we prove Theorems 1.1 and 1.2, namely the global C 2,α and W 2,p estimates for the problem (1.1), (1.2). In [7] , Caffarelli established the global C 2,α ′ estimate for some α ′ ∈ (0, α). We found that the exponent α ′ can be improved to α, using the global C 2,α estimate for the Dirichlet problem in [23, 21] . But later we found a direct proof, which is given below. By this proof we also obtain the continuity of D 2 u for Dini continuous and positive f .
Assume that 0 ∈ ∂Ω, u(0) = 0 and Du(0) = 0 ∈ ∂Ω * . By the uniform obliqueness (4.1) and a linear transform of the coordinates, we may assume that locally
where ρ, ρ * ∈ C 1,1 satisfying ρ, ρ * ≥ 0 and ρ(0) = ρ * (0) = 0. Note that this expression implies that u xn > 0 in Ω.
Extending u to R n as at the beginning of Section 2. Denote
where a ≥ 0 is a small constant. Let a h be the smallest number such that D Lemma 5.1. The shape of D h is close to a ball of radius h 1/2 , in the sense that
, for any given small ǫ > 0, where the centre x h = a h e n .
Proof. First we show the centred sub-level set S c h [u] is close to a ball of radius h 1/2 , namely
for any small ǫ > 0. Indeed, from Lemma 3.1,
for any small ǫ > 0. Similarly, this also holds for centred sub-level sets S c h [v] , for the dual potential v.
Let e ′ be a unit tangential vector with e ′ ⊥ e n , and let t > 0 such that te ′ ∈ ∂S c h [v] . Applying (5.4) to v, we have t ≥ Ch 1 2 +ǫ . For any x ∈ S c h [u], from (2.14)
which implies that S c h [u] is contained in a vertical cylinder centred at the origin with radius r ′ ≤ Ch −ǫ , for any given small ǫ > 0. Hence we have proved that
. By the convexity of u and noticing that u n ≥ 0,
where for the last equality we use (2.11). By (5.5),
−ǫ) , and thus we obtain (5.6) r n ≥ Ch −ǫ in S c h . Hence
and (5.8) follows. The second inclusion of (5.8) also follows from (2.6).
We are ready to prove (5.2). Combining (5.3) and (5.8), there exists a constant C independent of u and h such that
for any given small ǫ > 0. Since ∂Ω ∈ C 1,1 , by the definition of a h (after (5.1)), one has a h < Ch 1−ǫ , for some ǫ > 0 as small as we want. Recall that
is an even extension of D + h,a h with respect to {x n = a h }. We obtain (5.2) from (5.9).
By (5.2), we infer that Corollary 5.1. For any given small ε > 0, u ∈ C 1,1−ε (Ω).
From the above C 1,α regularity for all α < 1, we can prove the global W 2,p regularity (Theorem 1.2). As mentioned in the introduction, the global W 2,p estimate for the problem (1.1) (1.2) was obtained in [10] , using the estimates of Caffarelli in [7] . Hence the domains are the uniform convexity with C 2 boundaries in [10] . By our estimates above, we can remove the uniform convexity condition and reduce the smoothness assumption on domains.
Proof of Theorem 1.2. The proof is based on the estimate (5.2) and uses the argument of Savin [22] , see also [10] . For completeness, let us outline the main steps. Given x ∈ Ω, let h x be the maximal value of h such that
. By (5.2), one has T , T −1 h −ε x , for any small ε > 0. Hence, whenh x is small (5.10)
for any small ε > 0.
By subtracting a linear function we may assume that x = 0, u(0) = 0 and Du(0) = 0.
where x ∈S 1 (0) =h −1/2 T (Sh(0)). The interior W 2,p estimate forũ inS 1 (0) gives
From Vitali covering lemma, there exists a sequence of disjoint sub-level sets
, where δ > 0 is a small universal constant, (see [22, Lemma 2.3] Note that it suffices to consider thoseh i ≤ c 1 for a small constant c 1 > 0. We can adopt the argument of Savin [22] : Consider the family For any p ≥ 1, as ε is arbitrarily small so that 3εp < Denote byũ the even extension of u with respect to {x n = 0}, namelỹ
For simplicity, we still denoteũ by u. The following lemma gives an estimate on the difference between the "original" solution u and the "good" solution w.
Lemma 5.2. Assume |f − 1| ≤ h δ in D h for some δ ∈ (0, 1/2). We have
where the constant C is independent of h, δ.
Proof. Divide ∂D + h = C 1 ∪ C 2 into two parts, where C 1 ⊂ {x n > a h } and C 2 ⊂ {x n = a h }. On C 1 we have u = w. On C 2 , by symmetry we have D n w = 0. As a h < Ch 1−ǫ , by Corollary 5.1 we have 0 ≤ D n u ≤ C 1 h 1−ǫ on C 2 , for any given small ǫ > 0.
By comparison principle we haveŵ ≥ u in D + h .
On the other hand, leť
Hence by comparison principle,w ≤ u in D + h . Since h > 0 is small, δ < 1/2, and ǫ > 0 is small, we obtain We are now in position to prove the global C 2,α estimate. We will adopt the argument in [16] . Note that when f is Hölder continuous with exponent α ∈ (0, 1) and f (0) = 1, from where ε > 0 is a small constant arising in (5.2). We point out that if ε = 0 in (5.2), then δ = α/2. We first quote two lemmas from [16] .
Lemma 5.3. Let u ∈ C 2 be a convex solution of det D 2 u = 1 in Ω, vanishing on ∂Ω. Suppose u attains its minimum at the origin, and |D 2 u(0)| ≤ C 0 for some universal constant C 0 > 0. Then the domain Ω is of good shape. Proof of Theorem 1.1. We sketch the proof here as it is similar to that in [16] . Denote Remark 5.2. Checking the proof of the uniform density (Lemma 2.3), the tangential C 1,α regularity (Lemma 3.1), the uniform obliqueness (Lemma 4.1), we find that the C 1,1 regularity of the boundaries ∂Ω and ∂Ω * can be weakened to C 1,1−θ for some θ > 0 depending on the constant δ, provided u is globally C 1,δ smooth [5] . Therefore our main result, Theorem 1.1, holds for C 1,1−θ convex domains Ω, Ω * .
Remark 5.3. From [18, §7.3] it is known that for arbitrary positive and smooth functions f , the convexity of domains is necessary for the global C 1 regularity. However, for a fixed function f > 0, by Theorem 1.1 and a perturbation argument, one can show that the solution is smooth up to the boundary, if the domains Ω and Ω * are smooth perturbations of convex ones, even though they are not convex themselves. However the proof of this result is quite involved and will be treated separately.
