In this paper, we give a new numerical method for solving a linear system of fractional integro-differential equations. The fractional derivative is considered in the Caputo sense. The proposed method is least squares method aid of Hermite polynomials. The suggested method reduces this type of systems to the solution of systems of linear algebraic equations. To demonstrate the accuracy and applicability of the presented method some test examples are provided. Numerical results show that this approach is easy to implement and accurate when applied to integro-differential equations. We show that the solutions approach to classical solutions as the order of the fractional derivatives approach.
Introduction
In this paper, least squares method with the aid of the Hermite collocation method is applied to solving system of fractional integrals-differential equations [1] [2] [3] [4] [5] [6] [19] [20] [21] . Least squares the method has been studied in [ 4 ] .
In this paper, we present a numerical solution of the system of integral-differential equation with fractional derivative of the type [2] :
With initial conditions
n ( y 0 ) = u n j n = 1 , 2, ..., i, Where D α u n ( y ) indicates the αth Caputo fractional derivative of u n ( y ). φ n ( y ) and k n ( y , r ) are given functions, y , r are real varying in the interval [0, 1] and u n ( y ) is the unknown functions to be determined.
Preliminaries and notations
In this section, we present some necessary definitions and mathematical preliminaries on the fractional calculus theory required for our subsequent development. Definition 2.1. The Caputo fractional derivative operator D ν of order ν is defined in the following form [7] [8] [9] :
dr, y > 0,
Similar to integer-order differentiation, the Caputo fractional derivative operator is a linear operation:
Where, λ and μare constants. For the Caputo's derivative we have [10, 19 ]
We use the ceiling function [ ν] to denote the smallest integer greater than or equal to ν, and N 0 = { 0, 1 , 2, ... } . that for ν ∈ N, the Caputo differential operator coincides with the usual differential operator of integer order. [10, 19] 3. Some properties of the Hermite polynomials Definition 3.1. The Hermite polynomials are given by [11] [12] [13] [14] [15] [16] [17] [18] :-
Some main properties of these polynomials are:
The Hermite polynomials evaluated at zero argument H i (0) and have called Hermite number as follows [12, 13] :-
The polynomials H i ( y ) are orthogonal with respect to the weight function ω(y) = e −y 2 with the following condition [12] :-
An approximate formula of the integral derivative
The Hermite polynomials are defined on R and can be determined with the aid of the following recurrence formula [12, 13] 
The analytic form of the Hermite polynomials of degree i is given by [19] 
In consequence, for the p th derivatives of Hermite polynomials the following relation hold:
The function u(y) ∈ L 2 ω(y) (R) , may be expressed in terms of Hermite polynomials as follows:
Where the coefficients c i are given by
In practice, only the first ( m + 1 ) − terms of Hermite polynomials are considered. Then we have [13] 
Theorem 4.1. [13] Let u ( y ) be approximated by Hermite polynomials as ( 9 ) and also suppose α > 0, then
.
Solution of system of linear fractional integro-differential equation
In this section, the least squares method with the aid of Hermite polynomial is applied to study the numerical solution of these systems of fractional integro-differential ( 1 ) .
The method is based on approximating the unknown functions u n ( y ) as
Where H j ( y ) is Hermite polynomial, and α
Substituting ( 11 ) into ( 1 ), we obtain in [4]
Hence the residual equation is defined as
Let
where w ( y ) is the positive weight function defined on the interval [0, 1], in this work we take, then w(y) = 1 , then
So finding the values of α n j , j = 0, 1 , ..., m which minimize S n is equivalent to finding the best approximation for the solution of the SLFIDE ( 1 ).
The minimum value is S n is obtained by setting [4] 
By evaluating the above equation for j = 0, 1 , ..., i we can obtain a system of ( i + 1 ) linear equations with ( i + 1 ) unknown coefficients α n j . This system can be formed by using matrices form as follows:
Where
By solving the above system we obtain the values of the unknown coefficients and the approximate solutions of ( 1 ).
Numerical examples
In this section, we have applied Hermite polynomials for solving system of linear fractional integro-differential equations with known exact solution. All results are obtained by using Maple 15 prgramming. 
First By assuming the approximate of the solution of u ( y ) with m = 3 as: 
Hence the residual equation is defined as: 
By substituting H i ( y ), H i ( r ) and Eq. (3) in Eq. (25) and second let
where ω( y ) is the positive weight function defined on the interval [0, 1]. In this work we take ω(y) = 1 for simplicity. Thus 
The minimum value of S is obtained by setting
From the initial condition u 1 (0) = 0, u 2 (0) = 0 and from Eq. (4) we get
By solving the Equations produced from ( 28 ) with ( 29 ) we get the constants c 0 , c 1 , c 2 , c 3 , a 0 , a 1 , a 2 , a 3 fig. 1 , we obtain a system of linear equations with unknown coefficients. The solution obtained using the suggested method is in excellent agreement with the already exact solution and show that this approach can be solved the problem effectively. It is evident that the overall errors can be made smaller by adding new terms from the series ( 11 ) . Comparisons are made between approximate solutions and exact solutions to illustrate the validity and the great potential of the proposed technique. Also, from our numerical results, we can see that these solutions are in more accuracy of those obtained in [2] 
Subject to initial conditions
By assuming the approximate of the solution of u ( y ) with m = 3 as: Hence the residual equation is defined as: 
By substituting H i ( y ), H i ( r ) and Eq. (3) in Eq. (33) and second let
Where ω( y ) is the positive weight function defined on the interval [0, 1] . In this work we take ω(y) = 1 for simplicity. Thus
The minimum value is S is obtained by setting
By solving the Equations produced from ( 36 ) with ( 37 ) we get the constants c 0 , c 1 , c 2 , c 3 , a 0 , a 1 , a 2 , a 3 Fig. 2 , we obtain a system of linear equations with unknown coefficients The solution obtained using the suggested method is in excellent agreement with the already exact solution and show that this approach can be solved the problem effectively. It is evident that the overall errors can be made smaller by adding new terms from the series ( 11 ) . Comparisons are made between approximate solutions and exact solutions to illustrate the validity and the great potential of the proposed technique. Also, from our numerical results, we can see that these solutions are in more accuracy of those obtained in [2] .
Conclusion and remarks
In this article, we introduced an accurate numerical technique for solving a system of linear fractional integrodifferential equations. We have introduced an approximate formula for the Caputo fractional derivative of the Hermite polynomials in terms of classical Hermite polynomials. The results show that the proposed algorithm converges as the number of terms is increased. Some numerical examples are presented to illustrate the theoretical results, and compared with the results obtained by other numerical methods. We have computed the numerical results using the Mathematica programming 10.
