Abstract. We consider the initial boundary value problem for the inhomogeneous time-fractional diffusion equation with a homogeneous Dirichlet boundary condition and a nonsmooth right hand side data in a bounded convex polyhedral domain. We analyze two semidiscrete schemes based on the standard Galerkin and lumped mass finite element methods. Almost optimal error estimates are obtained for right hand side data f (x, t) ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1, for both semidiscrete schemes. For lumped mass method, the optimal L 2 (Ω)-norm error estimate requires symmetric meshes. Finally, numerical experiments for one-and two-dimensional examples are presented to verify our theoretical results.
Introduction
We consider the model initial-boundary value problem for the fractional-order parabolic differential equation (FPDE) for u(x, t):
where Ω is a bounded convex polygonal domain in R d (d = 1, 2, 3) with a boundary ∂Ω, v and f are given functions and T > 0 is a fixed value. In the model (1.1), ∂ α t u refers to the Caputo fractional derivative of order α (0 < α < 1) of the function u(t), and it is defined by [12, pp. It is known that for the fractional order α = 1, the fractional derivative ∂ α t u recovers the canonical firstorder derivative u (t) [12, pp. 92, eq. (2.4.14)], and accordingly the model (1.1) reduces to the classical time-dependent diffusion problem. Therefore, the model (1.1) can be regarded as a fractional counterpart of the standard diffusion problem.
The interest in (1.1) is mainly motivated by anomalous diffusion processes, known as subdiffusion, in which the mean square variance grows slower than that in a Gaussian process. At a microscopic level, the diffusion process results from random motion of particles. In a subdiffusion process, the waiting time between consecutive random particle motion can be very large, and thus the mean waiting time diverges. Thus, the underlying stochastic process deviates significantly from the Brownian motion, and instead it can only be more adequately described by the continuous time random walk (CTRW) [17] . This microscopic explanation has been frequently exploited in applications. For example, Adams and Gelhar [1] observed that field data show anomalous diffusion in a highly heterogeneous aquifer, and Hatano and Hatano [7] applied the CTRW to model anomalous diffusion in an underground environmental problem. The macroscopic counterpart of the CTRW is a diffusion equation with a time fractional derivative ∂ α t u(t), i.e. model (1.1). It has been successfully applied to many practical problems, including diffusion in media with fractal geometry [19] , the dynamics of viscoelastic materials [6] , and contaminant transport within underground water flow [3] .
The modeling capabilities of FPDEs have generated considerable interest in deriving, analyzing, and testing numerical methods for such problems. As a result, a number of numerical techniques were developed, and their stability and convergence properties were investigated. Yuste and Acedo [25] presented a numerical scheme by combining the forward time centered space method for the ordinary diffusion equation and Grunwald-Letnikov discretization of the (Riemann-Liouville type) fractional-derivative and provided a von Neumann type stability analysis. Lin and Xu [14] proposed a numerical method based a finite difference scheme in time and Legendre spectral method in space, showed its unconditional stability, and provided error estimates. Li and Xu [13] developed a spectral method in both temporal and spatial variables and established various a priori error estimates. Mustapha [18] studied semidiscrete in time and fully discrete schemes and derived error bounds for smooth initial data [18, Theorem 4.3] . In all these useful studies, the error analysis was carried out under the assumption that the solution is sufficiently smooth. The optimality of the estimates with respect to the solution smoothness expressed through the problem data, i.e., the right hand side f and the initial data v, was not considered.
Thus, these useful studies do not cover the interesting case of solutions with limited regularity due to low regularity of the data, a typical case for related inverse problems; see, e.g., [5] and also [11] and [24] for its parabolic counterpart. In our earlier work [9] , we have analyzed the semidiscrete Galerkin finite element method (FEM) and lumped mass method for problem (1.1) with a zero right hand side. In particular, almost optimal error estimates were established for both smooth and nonsmooth initial data, i.e., v ∈Ḣ q (Ω), 0 ≤ q ≤ 1. (See section 2.2 for the definitions of the spaceḢ q (Ω).) More recently in [8] , the results were generalized to the case of very weak initial data, i.e., v ∈Ḣ q (Ω), −1 < q < 0 . We also refer interested readers to [15, 16] for related studies on FPDEs with a Riemann-Liouville fractional derivative and non-smooth initial data.
In this work, we analyze the case of a non-smooth right hand side, i.e., f ∈ L r (0, T ;Ḣ q (Ω)), −1 < q ≤ 1, r > 1. Such problems occur in many practical applications, e.g., optimal control problems and inverse problems [10] . Thus, it is of immense interest to develop and to analyze related numerical schemes. However, with such weak data it might be difficult to define a proper weak solution. In Remark 2.2 below, we note that a function u(x, t) expressed by the representation (2.4) satisfies the differential equation for 1 < r, but it satisfies (in generalized sense) the initial condition u(x, 0) = 0 for r > 1/α only. Therefore, the natural class of weak data would be f ∈ L r (0, T ;Ḣ q (Ω)), −1 < q ≤ 1, r > 1/α. In fact, all results (upon minor modifications) in this paper are valid for problem (1.1) with such data. However, for the ease of exposition, we shall assume that f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1, which guarantees that the representation formula (2.4) does give a legitimate solution weak solution u(x, t) for all 0 < α < 1.
The goal of this paper is to develop an error analysis with optimal with respect to the regularity of the right hand side estimates for the semidiscrete Galerkin and the lumped mass Galerkin FEM for problem (1.1) on convex polygonal domains. Now we describe the numerical schemes, using the standard notation from [23] . Let {T h }, 0 < h < 1, be a family of shape regular and quasi-uniform partitions of the domain Ω into d-simplices, called finite elements, with h denoting the maximum diameter. The approximate solution u h will be sought in the finite element space X h = X h (Ω) of continuous piecewise linear functions over the triangulation
χ is a linear function over τ ∀τ ∈ T h }. The semidiscrete Galerkin FEM for problem (1.1) reads: find u h (t) ∈ X h such that
with u h (0) = 0, and a(u, w) = (∇u, ∇w) for u, w ∈ H 1 0 (Ω). We shall study the convergence of the semidiscrete Galerkin FEM for the case of a right hand side f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1. The main difficulty in the analysis stems from limited smoothing properties of the solution operator, cf. Lemma 2.2. This difficulty is overcome by exploiting the mapping property of discrete solution operators established in Lemma 3.2. Our main results are as follows. First in Theorem 3.1, we derive an optimal L 2 (0, T ;Ḣ p (Ω))-norm, p = 0, 1, error bound:
for −1 < q ≤ 1. Second, we derive an almost optimal L ∞ (0, T ;Ḣ p (Ω))-norm estimate of the error with an additional log-factor h :
. Further, we study the more practical lumped mass scheme, and show the same convergence rates for the gradient. For right hand side f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q < 1, on general quasi-uniform meshes, we are only able to establish a suboptimal L 2 -error bound of order O(h 1+q 2 h ). For a class of special triangulations satisfying condition (4.11), (almost) optimal estimates of order O(h 2+min(q,0) ) and O(h
(Ω))-norm, respectively, cf. Theorems 4.2 and 4.4. These results extend related results for nonsmooth initial data obtained in our earlier works [8, 9] .
The rest of the paper is organized as follows. In Section 2, we recall some preliminaries for the convergence analysis, including basic properties of the Mittag-Leffler function, the smoothing property of (1.1), and basic estimates for finite element projection operators. In Sections 3 and 4, we derive error estimates for the standard Galerkin FEM and lumped mass FEM, respectively. Finally, in Section 5 we present numerical results for both one-and two-dimensional examples, including non-smooth and very weak data, which confirm our theoretical study. Throughout, we shall denote by C a generic constant, which may differ at different occurrences and may depend on T , but it is always independent of the solution u and the mesh size h.
preliminaries
In this part, we recall preliminaries for the convergence analysis, including the Mittag-Leffler function, solution representation, stability estimates, and basic properties of the finite element projection operators.
The function E α,β (z) generalizes the exponential function in that E1,1(z) = e z . The variant Eα,α(z), appears in the kernel of the solution representation of problem (1.1); see (2.3) and (2.4) below. The following properties are essential in our analysis.
Lemma 2.1. Let 0 < α < 2 and β ∈ R be arbitrary, and
Moreover, for λ > 0, α > 0, and t > 0 we have
Proof. For a Banach space B, we define the space L r (0, T ; B) = {u(t) ∈ B for a.e. t ∈ (0, T ) and u L r (0,T ;B) < ∞}, for any r ≥ 1, and the norm · L r (0,T ;B) is defined by
Now we give a representation of the solution to problem (1.1) using the eigenpairs {(λj, ϕj)}
Then by separation of variables we get the following representation of the solution u(x, t) to problem (1.1) for initial data v = 0:
Our first task is to find the weakest class of right hand side data f (x, t) so that (2.4) is indeed a solution to the problem (1.1). As we see below, for any f ∈ L 2 (0, T ;Ḣ s (Ω)), −1 < s ≤ 1 the function u(x, t) from (2.4) satisfies the differential equation as an element in the space L 2 (0, T ;Ḣ s+2 (Ω)). However, it may not satisfy the homogeneous initial condition u(x, 0) = 0. In Remark 2.2 we argue that the weakest class of source term that produces a legitimate weak solution of (1.1) is f ∈ L r (0, T ;Ḣ s (Ω)) with r > 1/α and −1 < s ≤ 1. Obviously, for 1/2 < α < 1, the representation (2.4) does give a solution u(x, t) ∈ L 2 (0, T ;Ḣ s+2 (Ω)). We begin with the following important smoothing property of the solution operatorĒ.
Proof. The definition ofĒ in (2.3) and Lemma 2.1 yield
where in the last line we have used the inequality sup j
From this inequality the desired estimate follows immediately.
Next we state some stability estimates for the solution u to problem (1.1) for f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1. These estimates will be essential for the convergence analysis of the standard Galerkin FEM in Section 3. The first estimate in Theorem 2.1 in the case q = 0 was already established in [21, Theorem 2.1, part (i)]. Below it is extended for the whole range of q.
(Ω)) which satisfies the differential equation in (1.1) and the estimate:
Hence, (2.4) is a solution to the initial value problem (1.1) with a homogeneous initial data v = 0.
Proof. By the complete monotonicity of the function Eα,1(−t α ) (with α ∈ (0, 1)) [21, Lemma 3.3], i.e.,
and the differentiation formula in Lemma 2.1, we deduce Eα,α(−η) ≥ 0, η ≥ 0. Therefore, for t > 0 (2.7)
Meanwhile, by the differentiation formula [12, pp. 140-141], we get
Now by means of Young's inequality for convolution, we deduce
Thus there holds
Now using equation (1.1) and the triangle inequality, we also get ∆u
This shows the first assertion. By Lemma 2.2 we have
which shows estimate (2.6). Finally, it is follows directly from this that the representation u satisfies also the initial condition u(0) = 0, i.e., for any > 0, limt→0 u(·, t) Ḣq+2− (Ω) = 0, and thus it is indeed a solution of the initial value problem (1.1).
Remark 2.1. The first estimate in Theorem 2.1 can be improved to
for any r ∈ (1, ∞). The proof is essentially identical. The factor in the second estimate reflects the limited smoothing property of the fractional differential operator, resulting from the slow decay of the Mittag-Leffler function Eα,α(−z).
) with r > 1/α. This follows from Lemma 2.2 and the Cauchy-Schwarz inequality with r , 1/r + 1/r = 1
where 1 + r (α − 1) > 0 by the condition r > 1/α. It follows from this that the initial condition u(x, 0) = 0 holds in the following sense: lim t→0 + u(t) Ḣq (Ω) = 0. Hence for any α ∈ (1/2, 1) the representation formula (2.4) remains a legitimate solution under the weaker condition f ∈ L 2 (0, T ;Ḣ q (Ω)).
Remark 2.3. For the ease of exposition, in the error analysis we shall restrict our discussion to the case f ∈ L ∞ (0, T ;Ḣ q (Ω)). Nonetheless, we note that for p = 0, 1 the L 2 (0, T ;Ḣ p (Ω))-norm estimate of the error below remain valid under the weakened regularity condition on the source term f .
Ritz and L
2 -orthogonal projections. In our analysis we shall also use the
We shall need some properties of the Ritz projection R h and the
Lemma 2.3. Let the mesh be quasi-uniform. Then the operator R h satisfies:
Further, for s ∈ [0, 1] we have
In addition, by duality P h is stable onḢ
3. Semidiscrete Galerkin FEM 3.1. Finite element method. The semidiscrete Galerkin FEM for problem (1.1) with v = 0 is: find
Upon introducing the discrete Laplace operator ∆ h :
the spatial discrete problem can be written as
where the discrete source term f h = P h f . Then the solution of (3.3) can be represented by the eigenpairs
of the discrete Laplacian −∆ h . Now we introduce the discrete analogueĒ h of the solution operatorĒ defined in (2.3) for t > 0:
Then the solution u h (x, t) of the discrete problem (3.3) can be expressed by:
Analogously, we introduce the associated spaces ||| · ||| L r (0,T ;Ḣ p (Ω)) , r ∈ [1, ∞], on the space X h . We have the following norm equivalence and inverse inequality.
Lemma 3.1. For all ψ ∈ X h and any real l > s
For any s ∈ [−1, 1], the norms ||| · |||Ḣs (Ω) and · Ḣs (Ω) are equivalent on X h .
Proof. The inverse estimate was shown in [9, Lemma 3.3] . By the definition of the ||| · |||Ḣs (Ω) -norm and the discrete Laplace operator, it is easy to show ||| · |||Ḣs (Ω) is equivalent to · Ḣs (Ω) with s = 0, 1. Then the assertion for 0 ≤ s ≤ 1 follows by interpolation, and by duality it is also equivalent to · Ḣs (Ω) for −1 ≤ s ≤ 0.
3.2.
Properties of the discrete solution. Next, analogous to Lemma 2.2, we introduce some smoothing properties ofĒ h (t). The proof is identical with that for Lemma 2.2, and hence omitted.
Lemma 3.2. LetĒ h be defined by (3.4) and ψ ∈ X h . Then we have for all t > 0,
The following estimate is the discrete analogue of Theorem 2.1. It is essential for the analysis of the lumped mass method in Section 4. Lemma 3.3. Let u h be the solution of (3.3). Then for arbitrary p > −1
Proof. The solution u h (t) of (3.3) can be represented by (3.5), and hence
Then by Young's inequality for convolution, we deduce
where the last line follows from the identity
. Now the first estimate follows from this and the triangle inequality and equation (3.3) .
The second estimate follows from Lemma 3.2
This completes the proof of the lemma.
The rest of this part is devoted to the error analysis for the semi-discrete Galerkin scheme for a nonsmooth source term f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1. To this end, we employ the L 2 -projection P h u, and split the error u h − u into two terms as:
and using the identity ∆ h R h = P h ∆, we get the following equation for ϑ:
Then in view of the representation formula (3.5), ϑ(t) can be represented by
Next we shall treat the L 2 -and L ∞ -in time error estimates separately, due to the different stability estimates in the two cases, cf. Theorem 2.1.
Error estimates for solutions in
. In this part, we establish error estimates in L 2 -norm in time. The case −1 < q ≤ 0 is stated in the next theorem, while the case 0 < q ≤ 1 follows directly and is commented in Remark 3.1 below.
, and u and u h be the solutions of (1.1) and (3.3) with f h = P h f , respectively. Then
Proof. We use the splitting (3.9). By Theorem 2.1 and Lemma 2.3
By (3.5), (3.10) and Lemmas 3.3 and 2.3, we have for p = 0, 1:
. Combing the preceding two estimates yields the desired assertion.
Remark 3.1. Theorem 2.1 implies that for 0 < q ≤ 1, there holds
). Now we turn to error estimates in L ∞ -norm in time. Like before, we first consider the case −1 < q ≤ 0. By Theorem 2.1 and Lemma 2.3, the following estimate holds for :
Thus, it suffices to bound the term ϑ, which is shown in the following lemma.
Proof. By (3.5) and Lemmas 3.1 and 3.2, we deduce that for p = 0, 1
Further, we apply the inverse estimate from Lemma 3.1 for R h u − P h u and the bounds in Lemma 2.3, for P h u − u and R h u − u, respectively, to deduce
Further, by applying estimate (2.6) and choosing = 1/ h we get
Now we can state the main result of this part, namely, an almost optimal error estimate of the Galerkin approximation u h for solutions u ∈ L ∞ (0, T ;Ḣ p (Ω)).
, and u and u h be the solutions of (1.1) and (3.3) with f h = P h f , respectively. Then with h = | ln h|, there holds
3.5. Problems with more general elliptic operators. We can study problem (3.1) with a more general bilinear form a(·, ·) : V × V → R of the form:
where k(x) is a symmetric d × d matrix-valued measurable function on the domain Ω with smooth entries and q(x) is an L ∞ (Ω)-function. We assume that
where c0, c1 > 0 are constants, and the bilinear form a(·, ·) is coercive on V ≡ H 1 0 (Ω). Further, we assume that the problem a(u, χ) = (f, χ), ∀χ ∈ V has a unique solution u ∈ V , with the fully regularity
Under these conditions we can define a positive definite operator A :
, which has a complete set of eigenfunctions ϕj(x) and respective eigenvalues λj(A) > 0. Then we can define the spaceṡ H q (Ω) as in Section 2.2 and all the equivalent properties are satisfied. Further, we define the discrete operator
Then all results for problem (1.1) can be easily extended to fractional-order problems with an elliptic part of this more general form.
Lumped mass method
In this section, we consider the semidiscrete scheme based on the more practical lumped mass FEM (see, e.g. 
We then define an approximation of the L 2 (Ω)-inner product in X h by
Then the lumped mass Galerkin FEM is: findū h (t) ∈ X h such that
The lumped mass method leads to a diagonal mass matrix, and thus enhances the computational efficiency.
We now introduce the discrete Laplace operator −∆ h : X h → X h , corresponding to the approximate
Also, we introduce a projection operatorP h :
Similarly as in Section 3, we introduce the discrete solution operatorF h by
where {λ 
We need the following modification of the discrete norm (3.6), still denoted by ||| · |||Ḣp (Ω) , on the space
The following norm equivalence result and inverse estimate are useful for our analysis Lemma 4.1. The norm ||| · |||Ḣp (Ω) defined in (4.7) is equivalent to the norm · Ḣp (Ω) on the space X h for −1 ≤ p ≤ 1. Further for all ψ ∈ X h we have for any real l > s
Proof. The norm equivalence for q = 0, 1 is well known. The interpolation and duality arguments show ||| · |||Ḣp (Ω) defined in (4.7) is equivalent to · Ḣp (Ω) on the space X h for −1 ≤ p ≤ 1.
Lemma 4.2. LetF h be defined by (4.5).
Then we have for ψ ∈ X h and all t > 0,
We also need the quadrature error operator Q h : X h → X h defined by
The operator Q h , introduced in [4] , represents the quadrature error (due to mass lumping) in a special way. It satisfies the following error estimate [4, Lemma 2.4].
Lemma 4.3. Let∆ h and Q h be defined by (4.4) and (4.9), respectively. Then
The rest of this section is devoted to the error analysis of the lumped mass method for the case f ∈ L ∞ (0, T ;Ḣ q (Ω)), −1 < q ≤ 1. The errorū h (t) − u(t) can be split asū h (t) − u(t) = u h (t) − u(t) + δ(t) with δ(t) =ū h (t) − u h (t) and u h (t) being the standard Galerkin approximation, i.e., the solution of (3.3). Thus it suffices to establish proper error bounds for δ(t). By the definitions of u h (t),ū h (t), and Q h the function δ(t) satisfies ∂ α t δ(t) −∆ h δ(t) =∆ h Q h ∂ α t u h (t) for T ≥ t > 0 and δ(0) = 0. By Duhamel's principle (4.6), δ(t) can be expressed as
Like before, now we discuss the L 2 -and L ∞ -norm in time error estimates separately. In the error analysis, the quadrature error operator Q h and the inverse estimate play essential role.
Error estimates for solutions in L
2 (0, T ;Ḣ p (Ω)). In this part, we derive an L 2 (0, T ;Ḣ p (Ω))-error estimate, p = 0, 1, for the lumped mass method. The main result is stated in the following theorem.
, and u and u h be the solutions of (1.1) and (4.3) with f h =P h f , respectively. Then there holds
Proof. By repeating the proof of Lemma 3.3, we deduce from (4.10) and Lemmas 4.1 and 4.3 that
The desired assertion for the case q ≥ 0 now follows immediately from Lemma 3.3. For −1 < q < 0 we use the inverse estimate of Lemma 3.1, the stability of the Galerkin solution u h established in Lemma 3.3 and the stability of P h from Lemma 2.3 to get
Now we turn to the L 2 -estimate. By repeating the preceding arguments, we arrive at
where the second line follows from the trivial inequality χ L 2 (Ω) ≤ C ∇χ L 2 (Ω) for χ ∈ X h and the norm equivalence in Lemma 4.1. The rest of the proof is identical with that in the preceding part, and hence omitted.
The estimate in L 2 (0, T ; L 2 (Ω))-norm of Theorem 4.1 is suboptimal for any q < 1. An optimal estimate can be obtained under an additional condition on the mesh. Theorem 4.2. Let the assumptions in Theorem 4.1 be fulfilled and the operator Q h satisfy
Proof. It follows from the condition on the operator Q h that
The rest of the proof is identical with that of Theorem 4.1, and this completes the proof. 
Error estimates for solutions in
and u andū h be the solutions of (1.1) and (4.3), respectively, withf h =P h f . Then with h = | ln h|, the following estimates are valid for t > 0:
Proof. We first note that by the smoothing property ofF h in Lemma 4.2 and the inverse inequality (4.8), we have for χ ∈ X h , > 0, and p = 0, 1
We first prove estimate (4.12). Setting χ = ∂ α t u h (t) in (4.14) and Lemma 4.3 yield
. Then it follows from relation (3.1) of Galerkin approximation u h and the triangle and inverse inequalities that
Further, using the discrete stability estimate in Lemma 3.3 and the estimate of P h in Lemma 2.3 we further get for
, where in the last inequality we have chosen = 1/ h . Now (4.12) follows from this and Theorem 3.2.
Next we derive the L 2 -error estimate. Similar to the derivation of (4.14), we get
. Consequently, by the triangle inequality, inverse estimate in Lemma 3.1 and the discrete stability estimate in Lemma 3.3, there holds
The L 2 -estimate follows directly from Theorem 3.2 and setting = 1/ h in the above inequality.
h and the error cannot be improved even if the function f is smoother. In view of Remark 3.3, for 0 < q ≤ 1, the following slightly improved estimate holds
. We record this observation in a remark. Remark 4.3. In the case of a right hand side of intermediate smoothness, i.e., f ∈ L ∞ (0, T ;Ḣ q (Ω)), 0 < q ≤ 1, the gradient estimate ∇δ(t) L 2 (Ω) can be improved to (1 + q)th-order at the expense of an extra factor h :
) estimate is suboptimal for any q ∈ (−1, 1), and can be improved to an almost optimal one by imposing condition (4.11).
Theorem 4.4. Let the conditions in Theorem 4.3 be fulfilled and the operator Q h satisfy (4.11), i.e.,
Then there holds (with h = | ln h|)
Proof. If (4.11) holds, then applying (4.14) with p = 0 we get
. Consequently, this together with the inverse estimate from Lemma 3.1, the discrete stability estimate in Lemma 3.3, and the stability of P h in Lemma 2.3, yields
, where the last line follows from the choice = 1/ h . Now the desired assertion follows immediately from this and Theorem 3.2.
Numerical results
In this section, we present numerical results to verify the theoretical error estimates in Sections 3 and 4. We present the errors u −ū h L ∞ (0,T ;L 2 (Ω)) and ∇(u −ū h ) L ∞ (0,T ;L 2 (Ω)) for the lumped mass method only, since the errors for the Galerkin FEM are almost identical. In the tables and figures below, we use the following notation convention: u(t) −ū h (t) Ḣp (Ω) for p = 0 and p = 1 is simply referred to as L 2 -norm and H 1 -norm error, respectively.
1-d examples.
First, we consider (1.1) for d = 1 on the unit interval Ω = (0, 1) and perform numerical tests on the following three data sets: (1a) Nonsmooth data:
, where χS is the characteristic function of the set S. The jump at x = 1/2 leads to f (t, ·) / ∈Ḣ 1 (Ω); nonetheless, for any
q(x) = 0. The exact solution for examples (1a) and (1b) can be explicitly expressed by an infinite series involving the Mittag-Leffler function Eα,α(z) as (2.4). To accurately evaluate the Mittag-Leffler functions, we employ the algorithm developed in [22] , which is based on three different approximations of the function, i.e., Taylor series, integral representations and exponential asymptotics, in different regions of the domain.
In our computation, we divide the unit interval (0, 1) into N + 1 equally spaced subintervals, with a mesh size h = 1/(N + 1). The finite element space X h consists of continuous piecewise linear functions. The eigenpairs (λ 
Here (w, v) and (w, v) h refer to the standard L 2 -inner product and the approximate L 2 -inner product (cf. eq. (4.2)) on the space X h , respectively. Then for j = 1, . . . , N , there hold
, and ϕ
for x k being a mesh point and ϕ h j andφ h j linear over the finite elements. Then the solutions of the standard Galerkin method and lumped mass method can be computed by (3.5) and (4.6), respectively.
In the case of (1c), there is no convenient solution representation. To compute the semidiscrete solution, we have used a direct numerical technique by first discretizing the time interval, tn = nτ , n = 0, 1, . . . , with τ being the time step size, and then using a weighted finite difference approximation of the fractional derivative ∂ α t u(x, tn) developed in [14] :
where the weights {bj} are given by bj = (j + 1)
If the solution u(x, t) is sufficiently smooth, then the local truncation error of the finite difference approximation is bounded by Cτ 2−α for some C depending only on u [14, equation (3.3)]. Hence with a small τ , the fully discrete solution can approximate the semidiscrete solution well.
Numerical results for example (1a).
In Tables 1 and 2 Figure 1 , we show the plot of the results from Table 2 in a log-log scale. The errors are almost independent of the fractional order α, and hence the three curves nearly coincide with each other. The numerical results fully confirm our theoretical predictions, i.e., O(h 2 ) and O(h) convergence rates for the L 2 (Ω)-and H 1 (Ω)-norms of the error, respectively. (0, 1) with > 0 embeds continuously into C0(0, 1), we have Table 3 we show the error and convergence rates for the lumped mass method for three different α values. Here the mesh size is chosen to be h = 1/(2 k + 1), and thus the Dirac δ function is not aligned with the grid. The results indicate an O(h 1/2 ) and O(h 3/2 ) convergence rate for the H 1 (Ω)-and L 2 (Ω)-norm of the error, respectively, which agrees well with the theoretical prediction. In Table 4 , we report the results for the case that the δ-function is supported at a grid point. We observe that the method converges at the expected rate in H 1 (Ω)-norm, while the convergence rate in the L 2 (Ω)-norm is O(h 2 ), i.e., the method exhibits a superconvergence of one Figure 1 . Numerical results, i.e., errors u(t)−ū h (t) Ḣp (Ω) , p = 0, 1 at t = 1, for example (1a) (nonsmooth data) with α = 0.5.
half order, which theoretically remains to be established. The plots of the results for α = 0.5 in Tables 3  and 4 are shown respectively in Figures 2 and 3 in a log-log scale. Table 5 at t = 1 for α = 0.5. The results confirm the discussions in Section 3.5. Figure 3 . Numerical results, i.e., errors u(t) −ū h (t) Ḣp (Ω) , p = 0, 1, t = 1, for example (1b) (Dirac δ-function) with α = 0.5. The Dirac δ-function is aligned with grid points. 
To discretize the problem, we divide (0, 1) into N = 2 k equally spaced subintervals with a mesh size h = 1/N so that unit square (0, 1) 2 is divided into N 2 small squares. We get a symmetric triangulation of the domain (0, 1)
2 by connecting the diagonal of each small square. Therefore, the lumped mass method and standard Galerkin method have the same convergence rates. On these meshes,λ respectively, where (xi, yj), i, j = 1, . . . , N − 1, is a mesh point. Then the semidiscrete approximation can be computed via the explicit representation (4.6).
5.2.1.
Numerical results for example (2a) . In this example the right hand side data f (x, t) is in the space L ∞ (0, 1;Ḣ 1/2− (Ω)) with > 0, and the numerical results were computed at t = 1 for α = 0.1, 0.5 and 0.95; see Table 6 and Figure 4 . The slopes of the error curves in a log-log scale are 2 and 1, respectively, for L 2 (Ω)-and H 1 (Ω)-norm of the errors, which agrees well with the theoretical results for the nonsmooth case. Table 6 . Numerical results, i.e., errors u(t)−ū h (t) Ḣp (Ω) , p = 0, 1 at t = 1, for example (2a) (nonsmooth data) with mesh sizes h = 1/2 k in either direction. Figure 4 . Numerical results, i.e., errors u(t) −ū h (t) Ḣp (Ω) , p = 0, 1, at t = 1, for example (2a) (nonsmooth data) with α = 0.5.
Numerical results for example (2b).
In Table 7 , we present the L 2 (Ω)-and H 1 (Ω)-norms of the error for this example. The H 1 (Ω)-norm of the error decays at the theoretical rate, however the L 2 (Ω)-norm of the error exhibits superconvergence. This is attributed to the fact that the boundary Γ is fully aligned with element edges. In contrast, if we choose P h f as the discrete right hand side for the lumped mass semidiscrete problem instead ofP h f , then the L 2 (Ω)-norm of the error converges only at the standard order; see Table 8 . Table 7 . Numerical results, i.e., errors u(t)−ū h (t) Ḣp (Ω) , p = 0, 1 at t = 1, for example (2b) (Dirac δ-function) with mesh sizes h = 1/2 k in either direction. 
conclusion
In this paper, we have studied two semidiscrete finite element schemes, i.e., the semidiscrete Galerkin method and the lumped mass method, for the time-fractional diffusion problem with a nonsmooth right hand side f ∈ L ∞ (0, T ;Ḣ q (Ω)), with −1 < q ≤ 1. We derived almost optimal estimates of the error and its gradient for the Galerkin method, and also almost optimal estimates of the gradient of the error for the lumped mass method. Optimal estimates for the L 2 (Ω)-norm of the error can only be shown under certain restrictions on the mesh such that condition (4.11) is fulfilled. There are several possible extensions of the work. First, the error estimates are expected to be useful for analyzing relevant inverse problems, which will be studied in a future work. Second, it is natural to study the fully discrete scheme, e.g., with finite difference or discontinuous Galerkin method in time.
