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A multiplicative magic square is a square array of numbers such that the product of the 
numbers in each row, column or main diagonal is equal to a constant. We give various methods 
for the construction of multiplicative magic squares with a special interest in those with small 
product constants. 
1. Introduction 
A magic square is defined as a square array of numbers which has the property 
that the sum of the elements in each row, column, or main diagonal is equal to a 
constant. We define a multiplicative magic square (MMS) as a square array of 
numbers which has the property that the product of the elements in any row, 
column, or main diagonal is equal to a constant. In this paper we restrict the 
entries of MMS to be distinct positive integers. 
Although additive magic squares (AMS) have been widely studied, MMS have 
not. Horner [3,4] studied the case when a square is both an AMS and an MMS. It 
appears that other than Horner’s work, MMS haven’t been researched. 
In this paper, we give methods of construction for MMS of any order n (n > 2). 
We consider the problem of finding the MMS of order n with the smallest 
constant product. From this problem, several other interesting problems in a 
variety of subjects arise. 
2.somceeolulrtnaetionmethods 
In this section we give four ways to construct MM. 
(i) The method of power transformation 
Let A = [+I denote an AMS and let p denote any positive integer. Then 
M = [pagil is clearly an MMS. Since it is well known [S] that an AMS using 
numbers 1,2, . ., . , n* exists for each n > 2, the power transformation method 
constructs MMS for all n > 2. 
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(ii) The method of orthogonal constant-sum squares 
A constant-sum square of order n is an n x n square whose entries are elements 
from the set (0, 1, . . . , n - 1) such that the sum of the elements in each row, 
column, and main diagonal is equal to a constant. Two constant-sum squares [qi] 
and [bij] (of the same order) are orthogonal if the n* ordered pairs (ej, bij) are all 
distinct. 
Let [qj] and C&j] be two orthogonal constant-sum squares. Define mj = pqi * $‘G 
where p and q are integers greater than one such that p”ij = qbc implies p = q. 
Then [tP$j] is clearly an MMS. 
We now demonstrate the existence of two orthogonal constant-sum squares for 
every odd order n > 2. 
For n odd let hj = +(n - 1) + i - j (the sums in this paragraph are all reduced 
modulo n). It can be easily shown that {qj} is a semi-pandiagonal lath square, 
i.e., every right-to-left diagonal (qj, q+,,j-l,. . . , a_l,j+l) is latin (contains 
every element exactly once). Furthermore, every left-to-right diagonal (qi, 
q+l,j+l, - - - 9 q_l,j_l) consists of copies of the element $(n - 1) - i + j. Define 
6ii = Qi,,_l_j. Then the left-to-right diagonals of [aii] become the right-to left 
diagonals of [bij] and the right-to-left diagonals of [qj] become the left-to-right 
diagonals Of (bij}* Therefore if &j = akh (they are in the same left-to-right 
diagonal), then bij # &h. Similarly, if bij = bkh, then qj # a&. Hence [qj] and [bij] 
are orthogonal. 
There also exist two orthogonal constant-sum squares for every even order 
n > 2. However, the construction and analysis are much more complicated and are 
left to the Appendix. 
(iii) The method of factorization 
A constant-sum square is called normal if the elements in each row, each 
column and each main diagonal are symmetric with respect to the center number 
$(n - 1) i.e., the number i and the number n - 1 - i always occur in pairs. Let (qj} 
and {bij} be two normal orthogonal constant-sum squares and let nY1 fi be a 
factorization of n where the fi are not necessarily distinct. A set of integers 
M,, - - . , d,}, 4 > 1 for all i, will be called a product-free set, with respect to 
(fi, * * . , fm) if for any two integers qi, qj where qi >O and fi > qj > 0, d? = dp 
implies C& =G. Let D={&, , . . ,&,dl,. . . , d&} be a product free set with respect 
to (fi, * * * 9 f,, fl, - - . , f,,.,). Represent each Qij (hii) uniquely by an m-digit number 
aijl, aij2, - - - 9 ejrn t&j,, bij2, - * - 3 bijm) where &jk (bijk) iS a dk- (d;-)q number. 
Define Wij to be the concatenation of the two m-digit numbers from qj and bii. 
Then wij is a number with 2m digits. Furthermore since C&j] and [bij] are normal, 
it is straightforward to verify that we have a constant-sum square with respect to 
every digit. Define 
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Then clearly [mj] is an MMS. Note that method 
factorization method with m = 1. 
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(ii) is a special case of the 
Since the constant-sum squares constructed in this paper are all normal, the 
factorizaton method is applicable for any order n > 2. 
(iv) The method of bi-factors 
A cross-product free pair (CPFP) or order n is a pair of two sets of positive 
integers P={p,, . . . ,p,J, Q=h.. . , q,,} with the same cardinal@ such that the 
cross products, pi%, are all distinct. Note that a CPFP exists for every n since all pi 
and % can be distinct primes. Let P and Q be a CPFP of order n and let A, B be 
two orthogonal diagonal Latin squares of order n, i.e., both main diagonals of A 
(B) are latin, where A has entries from P and B has entries from Q. Define 
mij = Gjbij. Then [ mij] is clearly an MMS. 
Since two orthogonal diagonal latin squares exist for all orders n except when 
n = 2, 3,6, 10, 12, 14, 15, 18 and 26 [2], the bi-factor method is applicable except 
for these orders of n. 
3. M ?? ?? ?? g the MMS product 
We will discuss the methods given in Section 2 with the aim of minimizing the 
MMS product, i.e., the constant product of any row, column or main diagional. 
Let C denote the MMS product. Using the power transformation method, the 
best we can do is to choose p = 2. Since the least constant sum of an AMS of 
order n is i(n + l)n(n- l), we have 
Using the method of orthogonal constant-sum squares, the best we can do is to 
choose p = 2 and q = 3. Since the row sum of a latin square of order n is $r(n - l), 
we have 
Using the factorization method we need to construct a product-free set with 
small numbers as elements. We give a recursive algorithm to construct a product 
free set PFS(k) (which depends on the fi’s). Define PFS(2) ={2,3}. Suppose 
PFS(k) has been obtained. Then PF’S(k + 1) = PI%(k) U {t} where t is the smallest 
integer whose addition does not violate the product-free requirement. Suppose n 
is broken down into m factors fi, . . . , fm. Let PPS(2m) = {d,, . . . , d2,,,}. Since 
CfLi j = &cfi - l), we have 
i=l 
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Therefore it seems advantageous to break down n into as many factors as 
possible, i.e., to use the prime factorization of n. 
For the bi-factor method we need to construct a CPFP, again trying to use small 
numbers as elements. We give a heuristic algorithm to construct such a pair 
(F,, Qn). 
Let P = IpI, ~2, . - .I and Q =&I, q2, . . .} be defined in the following manner. 
(i) p1 = q1 = 1. Then we determine for each integer 2,3, . . . in that order 
whether it should join P, join Q or join neither. 
(ii) Suppose k is the next number to be considered. If k is a prime, include k in 
whichever of P and Q currently has fewer members, breaking ties in favor of P. 
(iii) If k is not a prime, include k in whichever of P and Q contains all the 
prime factors of k, or neither if neither contains all such prime factors. 
P, and Q,, consist of the first n members of P and Q, respectively. 
Example. The fnst 20 members of P and Q are 
P20 = {1,2,4,7,8,13,14,16,23,26,28,31,32,41,46,47,49,52,56,59} 
Q20 = {1,3,5,9,11,15,17,19,25,27,29,33,37,43,45,51,53,55,57,61). 
To prove that (Pk, Qk) is indeed a CPFP, note that pXqY = p,,a implies pJp,, = 
q,,/q,, which is impossible since pX and qV have no factor in common. 
The constant product for the bi-factor method using a CPFP (P,, Q,,) is 
c= n Pi n qia(2n-l)! 
c, ) EPll eeQ, 
(Recently Lagarias [6] informed us that if we assign numbers which can be 
factored into primes all of the form 4k + 1 of P,,, and assign numbers which can be 
factored into primes all of the form 4k + 3 to Qn, then the largest number in F,, 
and Q,, is of order O(n(log n)t) which achieves the lower bound as proven by 
Erdos and Szemeredi [l]. Our method uses smaller numbers than this method 
when n is small, and is expected to achieve the same lower bound asymptotically, 
though a proof is still lacking.) 
Determination of the minimum MMS products for general n seems to be a 
difficult problem. In this section we give solutions for the two simplest cases n = 3 
and 4. 
Theorem 1. 77ze minimum MMS product for order 3 is 63. 
Proof. Let mj, 2 3 i 2 0,2 a j 3 0, denote the (i, j) elements of an MMS of order 3 
which 
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has the minimum product C. Then 
moml~l2 = c, 
mo1m1m21 = c, 
mxm11m22=c, 
~20mlmo2 = c. 
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Therefore 
t?2:1 n Wlij = c4, 
i, i 
or equivalently, 
ml1 = C. 
It is clear that C cannot equal 23, 33, 43 or S3 since there are not enough distinct 
factors to G.ll the square. However, an MMS with C = 63 can be constructed by the 
method of orthogonal constant-sum squares (see next section for such a construc- 
tion). Theorem 1 is proven. 0 
The case for n = 4 is much more difhcult. We need to develop some preliminary 
results. 
Let C = nk pp denote the prime factorization of a minimum MMS product. 
Lentuta 1. pu > pv implies ar, Sat, in C. 
Proof. Suppose the contrary that M = [mj] is an MMS achieving C with PU >I?! 
and ar, > G. Let fij denote the prime factorization of mi. If we interchange the 
power of pU and the power of pu in every fij, the resultant square is clearly an 
MMS having a smaller product, a contradiction to the assumption that C is 
minimal. 0 
Let M = [wj] denote an MMS with product C = mzl pp. Since our discussion 
will depend only on & but not on pk, we will represent the product by the vector 
b19 . . . , a,,,) and represent each member mij by a similar vector (a?, . . . , &). 
Lemma 2. For given k, [arz] is a constant-sum square with sum ak. 
Proof. Obvious. 
Therefore [mj J can be viewed as the union of the m constant-sum squares [&I. 
Let M’ = [mfj] denote the square obtained from [mj] by deleting [&J. Then M’ is 
a constant-product square but not necessarily an MMS. Typically, some entries of 
M’ are no longer distinct. Consider the partition of entries in M’ into classes 
where two entries are in the same class if they are identical. Then the entries in 
* 
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the same class must be associated with distinct ari so that the entries are distinct 
in M. Let S =-{sl,. . . , s,} denote the set of cardinalities of the classes. The 
minimum sum of cr$, to be used to distinguish q entries in a class is 
O+l+- si ’ *+(Si-I)= 2 0 s 
Therefore the minimum total sum of at to be used for S is 
T(S)= f (2”). 
i=l 
If M is of order n, then CY,,, a T(S)/n. 
Since our purpose is to find a lower bound for cx,,, given al,. . . , G.-~, we must 
determine the minimum T(S). This may be too difhcult a task if we have to 
compare T(S) for all possible constant-sum squares with product vector 
6% . . . , a,,,_J. Instead, we will impose the constraints (arr, . . . , CY,,,_~) only on the 
rows and not worry whether the columns and the main diagonals also satisfy 
them. Let T,(S) denote the minimum of such S. Then a,,, 2 T,(S)/n is certainly a 
valid conclusion, though possibly weaker than what it could be. In Lemma 3, we 
list a table of values for T,(S) which are to be used later (S, denotes the S which 
achieves T,(S)). 
Lemma 3. For n = 4, we have the following Table 1. 
Table 1 
Product vector S, 
(Ib) 06) 
(1) (12,4) 
(2) (9,6,1) 
(1, 1) @,4,4) 
(3) @,5,2,1) 
(1,2) (6,6,2,2) 
(4) (6,5,4,1) 
(1, 1, 1) (4,4,4,4) 
(1,3) (5,4,3,2,1,1) 
(232) (5,3,3,3,1,1) 
or (4,4,4,2,1,1) 
(1, 1,2) (4,3,3,2,2,1,1) 
(1, 1, 171) (3,3,3,3,1,1,1,1) 
T,(S) 
120 
72 
51 
40 
39 
32 
31 
24 
20 
19 
14 
12 
Proof. Since the proof is straightforward once the basic argument is understood, 
we will only illustrate a few cases. For the product vector (2), each row can either 
have one entry of 2 or two entries of 1. If we have four rows of 2, then there are 
four entries of 2 and twelve entries of zero, hence the partition is (12,4); if we 
have three rows of 2 and one row of two l’s, then there are three entries of 2, two 
entries of 1, and eleven entries of zero, and so on. T,(S) is achieved by one row of 
2 and three rows of two 1’s. 
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For the product vector (l,l), we must distinguish the entry (i, j) from the entry 
(j, i). S, is achieved by having four entries each of (1,O) and (0,l) and eight 
entries of (0,O). El 
We are now ready to prove 
Theorem 2. The minimum MMS product for order 4 is 7! 
Proof. First we note that an MMS of order 4 with C = 7! can be constructed by 
the bi-factor method (see next section for a construction). We now prove that no 
MMS of order 4 can have a smaller product. 
Suppose to the contrary that there exists an MMS with product C’< 7!. Let 
npEI pp be the prime factorization of C’ and without loss of generality assume 
Pl’P2’. - +Pr?l- Then p1 < 13 since p1 2 13 implies that the primes 11, 7, 5, 3, 2 
must also be in C’ by Lemma 1 and 
Cal3 - 11 ?? 7 - 5 - 3 - 2>7!. 
We may also assume that C’ is ‘maximum’ in the sense that the product of C’ with 
any integer greater than one wiJl exceed 7!. The following is a list of all such 
C’<7! satisfying Lemma 1: 
(11 - 7 * 5 * 3 - 22), (7 * 5 - 32 - 23), (7 - 5 ’ 3 * 29, 
(52 * 32 - 23), (5 - 33 * 25), (5 - 32 * 29, (5 * 3 * 28), 
(34 * 29, (33 - 27), (32 - 2% (3 * 210), (212). 
By taking pm = 2, we note that cu, as required by Lemma 3 exceeds &,, for each 
of the above products except the product (5 - 33 - 25) for which CK,,, 2 T,(S)/n = 
20/4 = &,,. Since the bound is tight in this case, the set of powers of 2 used must 
consist of the lowest possible numbers. Namely, S, = (5,4,3,2,1,1) and the 16 
powers of 2 must be the set (4, 3, 2, 1, 0, 3, 2, 1, 0, 2, 1, 0, 1, 0, 0, 0). But it is 
straightforward to verify that there does not exist a constant sum square on this 
set of numbers. Therefore, this product is also ruled out by Lemma 2. 0 
5. Examples 
(i) Method using orthogonal constant-sum squares. Let p = 2 and 4 = 3 
1 0 2 2 0 1 
r&j]=2 1 0, [bij]=O 1 2. 
0 2 1 120 . 
[wj]= /ZJZJZJ = ml. Product = 216. 
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(ii) Method using factorization. By replacing the entries of D3 (see Appendix) 
with entries from 0 to n - 1 we obtain the orthogonal constant sum squares [qj] 
and ChjI 
055050 012345 
114414 512340 
[@jl 223332 543210 = 
332223’ 
C&j I= 
043215 
441141 513240 
500505 042315 
Let base dI = 3 and base d2 = 2. For this case, the representations in bases dl 
and d2 USA the numbers 00, 01, 10, 11, 20, and 21. We convert [Gj] and [&I to 
bases dl and dz, and form [Wij], the concatenation of [aj] and [bij]. 
00 21 21 00 21 00 00 01 10 11 20 21 
01 01 20 20 01 20 21 01 10 11 20 00 
[ail’= 10 10 11 11 11 10 21 20 11 10 01 00 
11 11 10 10 10 11’ k]= 00 20 11 10 01 21 
20 20 01 01 20 01 21 01 11 10 20 00 
21 00 00 21 00 21 00 20 10 11 01 21 
Lwijl =
TWO obtain [qj]y we now replace every entry, (a, b, C, d), of [Wi,j] by 2a3c5b7d. 
By assigning bases in this way, we minimize the product for this method. 
CWjl = Product = 2 000 376 000. 
(iii) Bi-factor method. Let 
a b c d e h f g 
A=C d a b 
d c b a’ 
fJ=g f h e 
h e g f 
b a d c f g e h 
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and P={l,2,3,6}, Q=(l,4,5,7). Let a=l, b=2, c=3, d=6, e=l, f=4, 
g=5, and h=7, Then 
1 
A 3 = 
6 
2 
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Construction of two orthogonal constant-sum squares of even order 
A method credited to Devedec for constructing AMS for all even order n > 2 
was given in [S]. We show that a pair of orthogonal constant-sum squares can be 
derived from a Devedec square of order n. We first give an explicit account of 
Devedec’s construction since this was not done in [S]. 
Let D(m) = [Gj] denote a Devedec square of order n = 2m. Let M= 
F-m, -m+l,..., -1,1,2 ,..., m}. Then, in order to take full advantage of 
symmetry, it is best to label the rows and columns of D(m) by elements of M (in 
natural order) and to represent & by a pair (P,, qij), pij, qij EM. Define 
c-2, --a c&l), (2, -4, c-292) 
D 21, e-1, -0, t-1, 11, (1, -2) 
* 
=(l, 
(-La, (1, --a (1, 11, C-1, -2) 
(2, -3, t-2, 0, (-2, -4, (292) 
10 
and 
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(-3, -3), (3, --a, (3, -I), (-390, (3, a, (-3,3) 
(-29 3), (-2, --a (2, -0, (290, (-29 a, (2, -3) 
D =(-L3), (-La, (1, I), (1, -I), (1, -a (-1, -3) 
3 (1,-3),(1,2),(-1,1),(-1,-1),(-1,-2),(1,3) 
c&3), (2, -a (-2, I), (-2, -0, c&2), (-2, -3) 
(3, -3), (-3, a, (-3, -0, (3, I), (-3, -a, (3,3). 
Then it is easy to check that for D2 and 03, [pii] and [qij] are a pair of orthogonal 
normal constant-sum squares. 
Let I,,, denote the set of hj with either Ii1 = m or lit = m, (the mth layer) and let 
x = y be the short notation for x having the same parity as y. Then the elements 
in L, are 
‘(i, i), Ii1 = m, ljl = m, 
(-i, j), i = -m, if m, lil # 1, 
6i, -i), i = -m, ljl = 1 +m, 
(i, -j), i = -m, j = m, ljl # 1, m, 
d,=4 (-i,j), i=-m,j=-ISm, 
(i,j), i= -m,j=l=m, 
(-i, -j), i = m, j+m, 
(i,j), i=m,j=m,j#-1 
,(-i,j), i=m,j=-l=m. 
Furthermore for x = *m, (Iry = (u, U) implies dyx = (v, u). Finally we define D,,, = 
D,,,-2UL,,,-1UL, for m 24. 
It is straightforward to verify that the elements in Lk are all distinct (as ordered 
pairs). Moreover, since no element in I& i < k, can contain the value *k in the 
ordered pair, no element in L k can coincide with any element in &, i < k. 
Therefore [pii] and Cs,] are orthogonal. We next check the constant sum property. 
We first check [pii3. 
Note that for i = km, half of the pij, m 2i a -m, carry plus signs and half minus 
signs, hence the row i sum is zero. For m 7 i 7 -m, Ii1 # 1, we have Pi,-m = -pimp 
hence the contribution from the mth layer elements towards the row-i sum is 
again zero. For I iI= 1 we have 
Pi,-m + Pi,-m+l = Pi,m-1+ Pi,m = 0. 
Therefore the total contribution from elements in layers m and m - 1 towards the 
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row i sum remains zero. We have shown that 
c &j = 0 for all i. 
i 
Furthermore, since P-i,j = -pi,j, we have 
c pij = 0 for all j. 
i 
Finally, since dxy = (x, y) for 1x1= Iyl> 3, the two main diagonals must be latin 
and hence sum to zero. 
Due to the symmetry between [pij] and [qij], a sidles proof shows that [qij] is a 
constant-sum square. 
