The stabilization of periodic control systems using time scales is studied. Time scale is a model of time. The language of time scales seems to be an ideal tool to unify the continuous-time and the discrete-time theories. In this work we suggest an alternative way to solve stabilization problems. This method is based on a combination of the Lyapunov functions method with local controllability conditions. In many situations this method admits a rigorous mathematical justification and leads to effective numerical methods. Applications to mechanical problems are provided here.
Introduction.
The calculus on time scales has been initiated by Aulbach and Hilger in order to create a theory that can unify and extend discrete and continuous analysis [1] , [2] . One of the main concepts is the delta derivative, which is a generalization of ordinary (time) derivative. If the time scale is the real set, we get ordinary derivative. In the case of integer set, delta derivative of a function is the difference of its values at subsequent points. Since Aulbach and Hilger (1988) , many results of calculus on time scales have been developed and applied in linear control systems (see, e.g., [3] - [10] ), where were studied conditions of controllability, observability, realizability, and stability. However, there are few studies related nonlinear control systems. These studies included the references [11] - [15] . The work [13] developed algebraic formalism of differential one-forms, associated with the nonlinear control system defined on homogeneous time scales. The problem of dynamic feedback equivalence of nonlinear control systems on time scales, and necessary and sufficient conditions for an abstract input/output map to have a realization as a nonlinear system of a specific class on the time scale * This work was supported by the Portuguese Foundation for Science and Technology (FCT), the Portuguese Operational Programme for Competitiveness Factors (COMPETE), the Portuguese Strategic Reference Framework (QREN), and the European Regional Development Fund (FEDER).
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were studied in [14] , [15] . In [11] , [12] the observability of nonlinear control systems was treated. The proposal of this work is to develop a unified approach to stabilization problems for discrete-time and continuous-time periodic control systems based on a combination of the Lyapunov functions method with local controllability. This work give us a generalization of results obtained in the works [16] , [17] to time scales. For this generalization/unification we use the calculus on time scales. In many situations the method developed in this work admits a rigorous mathematical justification and leads to effective numerical methods. The stabilizability is understood in a general sense. We will use ε-strategies introduced by Pontryagin in the frame of differential games theory [18] . According to this approach and using an optimal control problem (we can see studies of optimal control problems on time scales in [19] - [31] ), the stabilizing control is constructed as a function of time defined in a small time interval and not as a feedback. From the practical point of view, ε-strategy is similar to stabilizer which depends on the time and position only, because it usually is implemented as a generator of piecewise constant controls. However, the use of this approach helps to overcome serious mathematical difficulties and is more effective in applications. Controllability and high-order Lyapunov asymptotic stability conditions used in this work eliminate the problem of construction of the Lyapunov function and the approach developed using ε-strategies eliminates the problem of the non-existence of solutions.
In §2 we briefly review the necessary definitions and calculus on time scales. The generalized approach is given in §3 and to illustrate the possibility of the developed techniques we consider some examples of mechanical problems in §4.
Throughout this paper we denote by N, Z and R the set of positive integers, the set of integers, and the set of real numbers, respectively. By R n we denote the usual n-dimensional space of vectors x = (x 1 , . . . , x n ), where x i ∈ R, i = 1, . . . , n. The norm of a vector x ∈ R n is defined by |x| = ⟨x, x⟩ 1/2 , where the inner square ⟨x, x⟩ of the vector x is equal to x 2 Time Scales Preliminaries.
In this section we introduce basic definitions and results from the theory of calculus on time scales. These and more material on time scales can be found in [32] . A nonempty closed subset of R is called a time scale and is denoted by T. A subset of T, S∩T, S ⊆ R, is represented by S T . The forward jump operator σ : T → T is defined by σ (t) = inf {s ∈ T : s > t} for all t ∈ T, while the backward jump operator ρ : T → T is defined by ρ (t) = sup {s ∈ T : s < t} for all t ∈ T.
The delta graininess function µ :
We say that the function f is continuous on T if it is continuous for all t ∈ T and we write f ∈ C(T, R).
We define the set T κ as follows:
Useful relationships concerning the delta derivative and its properties are given in the next theorems. 
(ii) If f is continuous at t and t is right-scattered, then f is ∆-differentiable at t with 
(ii) For any constant α, αf :
g(t)g(σ(t)) .
The proof of Theorems 2.1 and 2.2 can be found in [32] . If T = R, then Theorem 2.1 (iii) yields that f : R → R is ∆-differentiable at t ∈ R if and only if
exists, that is, if and only if f is differentiable (in the ordinary sense) at t. In this case we then have
where ∆f is the usual forward difference operator defined by the last equation above.
Using the delta derivative we can unify the discretetime and continuous-time control systems. Let U be the set of admissible controls. For the continuoustime we haveẋ (t) = f 1 (t, x (t) , u (t)), where t ∈ R,
. Therefore we can study both cases using the general control system Σ defined on a time scale T
where t ∈ T κ , x (t) ∈ R n and f is a map from T×R n ×U into R n . We define higher-order delta derivatives of functions on time scales in the usual way.
, n ∈ N \ {1}, and we say that f is n-delta
In order to describe the integral of a function f and to other important considerations in §3, we introduce the following concepts. [32] 
Definition 2.6. ( [32] ) A function f : T → R is called regulated provided its right-sided limits exist (finite) at all right-dense points in T and its left-sided limits exist (finite) at all left-dense points in T.
Definition 2.7. (e.g. [3] ) A function f : T → R is piecewise rd-continuous, denoted by f ∈ C prd (T, R), if it is regulated and if it is rd-continuous at all, except possibly at finitely many, right-dense points t ∈ T.
Similarly to classical calculus, we say that f :
The set of all such functions is denoted by C rd (T, R n ). The sets C n rd (T, R n ) and C prd (T, R n ) are defined in the same way.
It is known [32] that if f is rd-continuous, then there is a function F , called an antiderivative of f , such that F ∆ (t) = f (t). In this case, we define the Cauchy integral by
The properties of Cauchy integral can be found in [32] .
where the integral on the right hand side is the Riemann integral.
The notions of ∆-measurable set and ∆-measurable function are studied in [33] - [36] . Let us consider a set
If a = b, the interval reduces to the empty set. Let m 1 :
Using the pair (F 1 ; m 1 ), one can generate an outer measure m * 1 on the family of all subsets of T as follows.
Definition 2.8. ( [35] , [36] ) Let E be any subset of T. If there exists at least one finite or countable system of intervals
, where the infimum is taken over all coverings of E by a finite or countable system of intervals I j ⊂ F 1 .
If there is no such covering of E, then we put m *
All intervals of the family F 1 including the empty set are ∆-measurable. From the definition it is obvious that T is also ∆-measurable. Suppose that T has a finite maximum t 0 . Obviously, the set X = T \ {t 0 } can be represented as a finite or countable union of intervals of the family F 1 , and therefore is ∆-measurable. Consequently, the single-point set {t 0 } = T \ X is ∆-measurable as the difference of two measurable sets T and X. Evidently, the single-point set {t 0 } does not have a finite or countable covering by intervals of F 1 . Therefore, the single-point set {t 0 } and also any ∆-measurable subset of T containing t 0 have ∆-measure infinity.
Let 
Theorem 2.5. ([33]) The set of all right-scattered points of T is at most countable, that is, there are I ⊂ N and {t i } i∈I ⊂ T such that
Given E ⊂ T, we define I E = {i ∈ I : t i ∈ E ∩ R}, with I ⊂ N and R = {t i } i∈I given in (2.2).
Proposition 2.1. ([33]) Let A ⊂ T and denote by µ L the Lebesgue measure. Then A is ∆-measurable if and only if A is Lebesgue measurable. In such a case, the following properties hold for every ∆-measurable set A:
(i) If max T ̸ ∈ A, then µ ∆ (A) = ∑ i∈I A (σ(t i ) − t i ) + µ L (A). (ii) µ ∆ (A) = µ L (A) if
and only if max T ̸ ∈ A and A
has no right-scattered points.
Definition 2.11. ([33]) Let R ≡ [−∞, +∞]
. We say that a function f : T → R is ∆-measurable if for every α ∈ R, the set f −1 ([−∞, α)) = {t ∈ T : f (t) < α} is ∆-measurable.
Proposition 2.2. ([34]) If f is rd-continuous, then f is ∆-measurable.
Finally, we need to introduce a Taylor's formula for functions on a general time scale. For that, we first set the Taylor monomials or generalized polynomials as defined originally by Agarwal and Bohner [37] and are also in the book by Bohner and Peterson [32] . The Taylor monomials h k : T × T → R, k ∈ N 0 = N ∪ {0}, are defined recursively as follows. The function h 0 is defined by h 0 (t, s) = 1 for all s, t ∈ T, and, given h k for k ∈ N 0 , the function h k+1 is defined by
for k ∈ N and t ∈ T κ . Obviously, we have h 1 (t, s) = t−s for all s, t ∈ T. However, in general, finding h k for k ≥ 2 is very difficult. But for a particular given time scale it might be easy to find these functions. If T = R, then
where the factorial function (see Kelley and Peterson [38]) (t − s) k (read as t − s to the k falling) is defined by (t − s)
Theorem 2.6. (Taylor's Formula, [39] 
s ∈ T κ n and t ∈ T. Then we have
Suppose that T = R, f : R → R is n + 1 times differentiable on R and s ∈ R. Then, for t ∈ R, we have
where f (k) denotes as usual the kth derivative of f . If T = Z, let f : Z → R be a function, and let s ∈ Z. Then, for t ∈ Z with t > s, we have
where ∆ k f is the usual k times iterated forward difference operator.
Stabilization Process.
Let max T = ∞ and consider control system (2.1), where the set of admissible controls is defined like [3] 
n ) for an n ∈ N needed in our considerations with respect to the first variable and continuously differentiable with respect to the other variables x ∈ R n and u ∈ R k , f (t, 0, 0
Let t 0 , t 1 ∈ T. We say that a rd-continuous function g : [t 0 , t 1 ] T → R n is absolutely rd-continuous if for every ε > 0 there exists δ > 0 such that the following holds (cf. [40] 
, with t 0,k , t 1,k ∈ T, is a finite pairwise disjoint family of time scale intervals such that
× Ω, and if there exists a measurable control u, taking values inside U , such that x ∆ (t) = f (t, x (t) , u (t)) for almost every t ∈ [t 0 , t 1 ] T . Let us recall that by trajectory of system (2.1) from x 0 corresponding to the control u ∈ U we mean the function
is the open maximal interval of existence (see [32] ). We denote the set of all solutions by B (t 0 , x 0 , Σ x0 ). Let V : R n → R be a sufficiently smooth function, that is, there exist all derivatives needed in our considerations, satisfying the conditions V (0) = 0 and V (x) > 0, x ̸ = 0. Its Lipschitz constant is denoted by L V .
We define the function ζ(t) as follows: ζ(t) = t if t ∈ T and ζ(t) =σ(t) if t / ∈ T, whereσ is a variant of the forward jump operator. In this operatorσ we consider the domain equal to R. To generate a piecewise constant controls we use ε-strategies introduced by Pontryagin in the frame of differential games theory [18] . By ε-strategy ξ we mean a map ξ :
Consider an optimal control problem
and suppose that it has a solution.
Theorem 3.1. Let Ω i be neighborhoods of the point
where t i+1 = ζ (t i + ε i ). Then there exist a neighborhood Ω 0 of the point x = 0 and an ε-strategy ξ defined in T × Ω 0 , such that for any t 0 ∈ T, the equality lim t→+∞ x(t, t 0 , x 0 , ξ) = 0, t ∈ T, holds.
Proof. Consider a monotone decreasing sequence V i which tends to zero when i goes to infinity.
) is a solution to optimal control problem (3.3). Obviously, the solution (
Indeed, since the sequence V (x(t p )) is decreasing and ) converges to B(t p ′ , x ∞ , Σ x∞ ) in the sense of the Fell metrics (see [41] , [42] ). There exists
Therefore, we see that there exists a control
This contradicts the choose of ε p k . Thus (3.6) holds. From inequality (3.5) we get
Combining this with (3.6), we obtain lim t→∞x (t) = 0, t ∈ T, whenever V 0 is sufficiently small.
The following simple results give us the possibility to verify conditions (3.4).
Theorem 3.2.
Suppose that for all (t i , x i ), i ∈ N 0 , where t i ∈ T and x i ∈ R n , there exist a control t → u i (t) and P i ∈ N such that there exists
where x (·, t i , x i ) is the solution to the initial value problem
Then, conditions (3.4) are satisfied.
Proof. From Theorem 2.6, we have
(see [32] ), then we obtain This results immediately from the following definition of local controllability. Definition 3.1. System (2.1) is locally controllable along the trajectoryx(·) in the interval [t 0 , t 1 ] T , for t 0 , t 1 ∈ T, if there exists δ > 0 such that for x 1 ∈ x(t 1 ) + δB n arbitrary, there is a control u(·) defined in
Applications to the Mechanical Stabilization
Problems.
To illustrate the possibility of the developed techniques consider some examples of mechanical problems.
Example 4.1. Consider the control system x 1 (t + 1) = x 2 (t), x 2 (t + 1) = −x 1 (t) + u(t), (4.8) where t ∈ Z and u(t) is an admissible control, and take the Lyapunov function V (x 1 (t), x 2 (t)) = x 2 1 (t) + x 2 2 (t). System (4.8) can be rewrite as:
x ∆ 1 (t) = −x 1 (t) + x 2 (t), (4.9) x ∆ 2 (t) = −x 1 (t) − x 2 (t) + u(t). ) ∆ = (x 1 (t) + x 1 (σ(t)))x ∆ 1 (t) +(x 2 (t) + x 2 (σ(t)))x ∆ 2 (t).
Using Theorem 2.1 (iv) and (4.9)-(4.10) we obtain ∆ ∆t V (x 1 (t), x 2 (t)) = −2x 2 1 (t) − 2x 2 2 (t) + 2x 2 (t)u(t) +µ(t)(2x 2 1 (t) + 2x 2 2 (t) − 2x 1 (t)u(t) −2x 2 (t)u(t) + u 2 (t)).
Consider µ(t) ≡ 1. If x 1 (t) ̸ = 0, then we make u(t) = x 1 (t) and obtain ∆ ∆t V (x 1 (t), x 2 (t)) = −x 2 1 (t) < 0.
However, if x 1 (t) = 0 and x 2 (t) ̸ = 0, we get (∆/∆t)V (x 1 (t), x 2 (t)) = 0. The second derivative is equal to ∆ 2 ∆t 2 V (x 1 (t), x 2 (t)) = 2u ∆ (t)(2u(t) + u ∆ (t) − x 2 (t))
−2u(t)x 2 (t).
Then, taking u(t) = x 2 (t), we obtain ∆ 2 ∆t 2 V (x 1 (t), x 2 (t)) = −2x 2 2 (t) < 0.
Therefore, by Theorem 3.2, conditions (3.4) are satisfied. As in system (4.8) the delta graininess is µ(t) ≡ 1 then, by Theorem 3.1, there exists an ε-strategy ξ such that for any t 0 ∈ Z, system (4.8) is stabilizable.
Example 4.2. Consider the control systeṁ x 1 (t) = x 2 (t), x 2 (t) = − sin(x 1 (t)) − cos(x 1 (t))u(t), (4.11) where t ∈ R and u(t) is an admissible control. System (4.11) can be rewrite as:
x ∆ 1 (t) = x 2 (t), x ∆ 2 (t) = − sin(x 1 (t)) − cos(x 1 (t))u(t).
(4.12) System (4.12) has an equilibrium point (x 1 , x 2 ) = (0, 0). Linearizing system (4.12) in the neighborhood of this equilibrium point we obtain 
