We apply the mu n-tin e ective medium approximation to calculate the temperature dependence of the resistivity and thermopower of amorphous and liquid metals.
I. INTRODUCTION
The in uence of a disordered potential on the motion of electrons remains an interesting problem despite of decades of work. The aim of solving this problem is to elucidate the properties, if not the existence, of a whole range of materials, such as doped semi-conductors, doped Mott insulators, amorphous and liquid metals, to quote a few. The classes of materials are not only distinguished by the state of their parent compounds, but also by the type of disorder and the in uence of the electron-electron interaction. Even if the latter does certainly play a key role for the doped Mott insulators, it is commonly accepted that its role is much reduced in most amorphous and liquid metal systems. Types of disorder can be, among others, \diagonal" as in conventional modeling of doped semi-conductors, which can lead to the localization transition 1] (for a recent review see 2]), or topological, or both. The strength of the disorder is an equally important characterization of a physical system. In amorphous, and liquid, metals the disorder is by far not extreme. Instead, neutron scattering data reveal distinct short ranged order (for a review, see 3, 4] ) and the ionic structure factor displays a series of peaks. Nevertheless, those metals exhibit a whole range of anomalous properties; especially transport properties exhibit peculiar behavior, and even the electronic structure poses a challenge to the theoretician. How to explain the minimum in the Density of States in noble metal-polyvalent metal glasses 5] or even the true gap in the spectrum of liquid Bi, Tl, Hg 6] . What is the in uence of the electronic structure on the transport? On the experimental side, detailed analysis of noble metal-polyvalent simple element glasses 7] have revealed a strong in uence of both the ionic structure on the electronic one, and of the electronic structure on the ionic one. Namely when K p (the location of the rst peak of the structure factor) is about 2k F (the diameter of the Fermi-sphere), a minimum develops in the electronic density of states, which is best seen in these particular alloys. In turn it causes the Friedel oscillations of the e ective electron-electron interaction to match the ionic potential (at least as far as the rst few minima are concerned), thus tending to stabilize the amorphous structure 8, 9] in a manner similar to the crystalline Hume-Rothery phases 10, 11] . Recently Kroha et al. 12] obtained an instability of the Fermi see towards density oscillations which causes a phase shift of the Friedel oscillations, as well as an enhancement of their amplitude. This instability occurs when the transport time is substantially smaller than the quasi-particle life-time and is consistent with experiment. Experimentally this behavior is best seen when the valence of the glass Z is close to 1:8 el/atom. In these glasses transport coe cients have been systematically investigated too. As a function of valence, the electrical resistivity is maximum for Z 1:8. At that valence it decreases with temperature, while the thermopower grows with the temperature at low temperatures. The correlation between the minimum in the density of states, the negative temperature coe cient of the resistivity and the positive thermopower has not yet found a de nite theoretical explanation.
To tackle this problem we apply the Mu n-Tin E ective Medium Approximation (MT-EMA) 13{16], to an ensemble of atoms, distributed according to the hard sphere structure factor. Having the electrons moving in the mu n-tin potential created by the atoms is an appealing description of those all-in-all rather good metals. The MT-EMA is a selfconsistent scheme which is re-summing the disorder-averaged multiple scattering series and addresses the one-particle and two-particle quantities on an equal footing, so as to ful ll the Ward identities. It precisely allows for a detailed discussion of the interplay of multiple scattering and short ranged order e ects. A rst study exists 17], and we shall refer to it as I. Here we extend it to provide the rst complete discussion of the temperature dependence of the electrical resistivity and of the thermopower at xed charge carrier density. Namely we rst determine how the temperature a ects the chemical potential at xed density. To that purpose we t a set of experimental data to extract the temperature dependence of the height of the rst peak of the structure factor that we convert into the temperature dependence of the packing fraction of the Percus-Yevick structure factor that we are using as a model. Using these as inputs, we then determine the temperature dependence of the transport coe cients. This represents a much more involved task as compared to 17] where such contributions had been neglected.
II. SUMMARY OF THE FORMULATION
In this work we investigate the e ect of short ranged order (SRO) in an otherwise topologically disordered system, on the electronic structure and transport properties of the medium. Such a question is relevant to metallic glasses and liquid metals, where the periodic arrangement of the ions is replaced by a structure characterized by SRO only. In this case a series of properties of the metals are anomalous. Most striking is the behavior of the electrical conductivity as a function of the temperature. A compilation of experimental data by Mooij 18, 19] leads to the "Mooij rule\ and separates the alloys into two classes of behaviors: rst if the low-temperature resistivity ( 0 ) exceeds a certain threshold value c (about 150 cm), then increasing the temperature leads to a decrease of the resistivity, and second if 0 < c the more common behavior of seeing the resistivity increasing upon an increase of the temperature is restored. In the meantime, a series of exceptions to the second class of behavior has been discovered 20], and only the rst behavior holds for good. Quite remarkably c is not particularly large, not even two orders of magnitude larger than in good metals such as Cu at room temperature. It nevertheless corresponds to a strong reduction of the mean free path down to several atomic spacings. In this regime weak scattering approaches are thus expected to be inappropriate.
Another interesting quantity is the thermopower S. While at low temperature a simple estimate using Boltzmann equation yields S=T = ?k b 2 2 =jejE F , experimental evidence points towards a very di erent situation. Not only the magnitude, but even the sign of S=T are not universal. They strongly depend on the density of charge carriers. The Hall conductivity and the magneto-resistance are anomalous, too, but their investigation is left for future work.
Given the short mean free path, the elucidation of these anomalies is not expected to follow from a simple weak scattering approach, such as Ziman formula for the resistivity 21]. Indeed, as noted by J ackle, 22], the amplitude of S=T can be too large to be obtained out of the Ziman formula, even though the general features can be understood in this framework.
Moreover the experimental nding of a structure induced minimum in the density of states of noble metal-polyvalent metal glasses by H aussler et al. forces us to abandon the nearly free electron model. Instead we resort to the MT-EMA, which we brie y review in Appendix A. In this framework free electrons are scattered by the potential of the ions, and the selfenergy (which allows for interpreting the results in terms of an e ective dispersion relation) is determined by a self-consistent scheme which takes SRO e ects into account, by re-summing approximately the disorder-averaged multiple scattering series. This scheme becomes exact in the limit of large coordination number, provided the Kirkwood superposition principle holds 23]. In real systems the coordination is fairly large (about 11), and allows us to conclude that we have quite a reliable approximation. In turn transport coe cients are determined self-consistently, such as to ful ll Ward identities.
We restrict ourselves to the case of s-scattering only. Of course the MT-EMA is not restricted to s-scattering, and higher phase-shifts can be included. This has been done by Huisman et al. 24 ] who included d-wave scattering to the calculation of the electronic structure and even the resistivity 25]. However in the latter work the vertex corrections have been neglected. In sum, we rst determine the (disorder-averaged) Green's Function:
in terms of the o -shell part of the disorder-averaged T-matrix Q k (k; k). The latter is determined by solving the set of equations (10) . The temperature dependence of the chemical potential is obtained by solving:
at xed electronic density n e .
The DC conductivity is calculated as:
with the di erential conductivity (E) given by Eq. (14) 
III. RESULTS
We rst describe how the atomic structure is taken into account. Here we resort to the Percus-Yevick solution of the hard sphere liquid to model the ionic structure. The resulting structure factor is well known (see for instance Ziman 34] ). For packing fractions ranging from = :38 to = :42, which are reasonable values in order to account for at least liquid simple metals, the height of the rst peak is varying from 1.90 to 2.20. Even though merely a model structure factor, it is expected to capture the main features of the structure, and has been favorably compared to the one of liquid simple metals 27]. It also has the advantage of substantially reducing the numerical e ort since h(k) has an analytical expression. Here the height of the rst peak of the structure factor can be varied by tuning the packing fraction, in order to mimic a change in temperature. In order to model the dependence of on T, we have reported the height of the rst peak of the structure factor S(k p ) as a function of temperature for various systems 35] in g. 1. Applying a best t procedure reveals that S T (k p ) obeys a law:
aT + b : (6) Sticking to liquid Rb for the sake of de niteness yields a=5.09 10 ?4 K ?1 and b = 0:23378. We can then model the temperature dependence of (T), listed in table I. Eq. (6) is meant as a convenient way to parameterize the temperature dependence of the rst maximum of the structure factor, and indirectly of the packing fraction. For more precise values of the packing fraction for a given system we direct the reader to the compilation of experimental data by Waseda 4] . We use the square well potential to model the screened Coulomb potential of the ions. In atomic units it is described by the parameter V z = V a 2 , where V is the depth of the potential and 2a its range. Throughout this work we use V z = 1:4 and the unit h = 2m = e 2 = 1.
A. Electronic structure
We now proceed to solve the set of equations (10), determining the electronic structure. To some extent these equations have been solved by Fr esard et al. 17 ]. Here we solve them in order to rst determine the parameter range where the theory is analytic. Indeed the breakdown of analyticity of the MT-EMA has been observed for the delta-function potential by Singh and Roth 28] possibly yielding negative spectral functions especially for large packing fractions, and no proof of analyticity of the approximation has been found 29, 30] . It turns out that the analyticity breaks down for low Fermi energies, when > 0:44, namely a value which is above those we are dealing with in this work. For 0:42, the theory is analytic for all values of the potential and of the Fermi energy. The main result concerns the density of states and is displayed in g. 2. Two features appear clearly.
First a deep minimum, and second quite a sizeable peak just below it. The minimum is becoming deeper and deeper as is growing and occurs at E m , with E m (k p =2) 2 with little dependence on the potential strength. It is thus fair to say that it results from quasi Bragg scattering on a quasi zone boundary. It replaces the energy gap which opens when the lattice periodicity is restored. As a result breaking the periodicity of the lattice does not invalidate the concept of zone boundary as a whole: even though the latter cannot be de ned as the inverse of the lattice spacing but is rather given in an e ective way by about k p =2, it still locates the region in k-space where a pseudo-gap opens due to strong back-scattering. Experimentally such a minimum in the density of states has been observed in noble metalpolyvalent metal glasses by H aussler et al. 5], while theoretically it appears as an intrinsic property of the model, as can be established by exact calculations of small clusters 32]. At E m , and below it, the e ective dispersion attens. This leads to the maximum in the density of states. Such a maximum leads to a decrease in the total energy making it very likely to nd most real liquid and amorphous metals with a Fermi energy close to E m , in agreement with the argument of Nagel and Tauc 33]. We nd that the density of states is very sensitive to the packing fraction, particularly the enhancement of the DOS at Ea 2 12. Actually this enhancement is quite sizeable for = 0:42 while it nearly vanishes for = 0:38. Given that this change in corresponds to an increase in temperature of about 150K, this gives a generic scenario for the relatively low crystallization temperature of all metallic glasses. Varying the potential strength changes the position of the minimum. We nd that the latter is not very sensitive to the potential strength. Indeed if we discuss it as a function of the valence, varying the potential strength within reasonable values leads to a change of E m of at most .2 el/atom. This does not change the result that the enhancement of the DOS decreases with decreasing . The dependence of the charge carrier density on the Fermi energy is displayed in g. 3 , and it appears that E m corresponds to n m = 1:78. This value is not universal, and depends on both V z (clearly) and (weakly). It will typically be shifted down to lower densities by reducing V z , or increasing . Note that the lower band edge is shifted down from 0 due to the averaged attractive potential. More details concerning the spectral function, the self-energy and the e ective dispersion can be found in 17,26].
B. Electrical Resistivity
We now proceed to the solution of the transport equations Eq. (14) and Eq. (I.1.12) to (I.1.15). The result is displayed in g. 4, where we display the conductivity as a function of the electronic density for several temperatures. For each temperature the conductivity has a deep minimum at n e 1:8, corresponding to E m (see above). This minimum does not only follow from the short life time of the quasi-particles, but from large vertex corrections too. It becomes deeper and deeper as the temperature is lowered. Note that the bundle of curves crosses at n e 1:5 and n e 2:5, namely where the bundle of density of states crosses too. This is the root of the Mooij rule. Due to strong multiple scattering at the pseudo zone boundary, a pseudo-gap opens in the one-particle spectrum, which becomes deeper and deeper as SRO grows. In turn it induces a minimum in the conductivity which itself is getting deeper and deeper as SRO grows, namely as the temperature decreases. It thus turns out that the resistivity decreases as the temperature increases, when the resistivity is large. Contrary to that, left from the minimum, the e ect of the pseudo-gap results into the attening of the e ective dispersion, leading to the maximum in the density of states, which becomes higher and higher as SRO grows, and so does the conductivity. It works however in the opposite direction right from the minimum, and as a result the resistivity can both increase or decrease as the temperature increases, when the resistivity is small. The contributions to the conductivity (see Eq. (14) and (I.1.12)) are consisting of a contribution from the spectral function and a series of vertex corrections. It turns out that the latter are very important, and can increase the contribution from the spectral function by as much as a factor 2. For a more detailed discussion see 17, 26] .
The temperature dependence of the resistivity is displayed in g. 5 for several values of the electronic density. In the regime of low electronic density (n e 1:7) where E F < E m , the resistivity increases with temperature at a moderate rate. When the electronic density n e approaches n m then the resistivity decreases with increasing temperature T at a higher rate. It is maximum at n m . A further increase in the density leads to a decrease of this rate, for n e up to 2:4 where it changes its sign. Those data can be summarized by reporting the temperature coe cient of the resistivity :
as a function of the resistivity. Calculating at the lowest temperature leads to g. 6.
The data scatter onto two lines which represent the two regimes where the Fermi energy is either smaller or larger than E m . Not only the sign of , but its amplitude as well, compare favorably with the experiment 18, 19] . In contrast to ref. 17] we have calculated the temperature dependence of the resistivity for xed density. There are three contributions to : (i) the -dependence of the resistivity as such, (ii) the smearing of the Fermi surface together with a strong E-dependence of (E), (iii) the change in the Fermi energy (at xed density) following from a change in and T.
The rst contribution to is dominated by one-particle e ects and has been discussed above. This is the leading one. The second one results from the curvature of (E) as one can infer it from the Sommerfeld expansion, and is contributing to in much the same way as the rst one; namely the curvature of (E) is positive in the vicinity of E m , negative below it, and very small above it. This is the second leading one. The third contribution, however, works in the opposite direction, and reduces the value of at E m . The magnitude of depends on the potential strength. It is smaller for weaker potentials, and larger for stronger potentials, but that does not a ect the qualitative behavior that we discussed above. We believe that this holds when using other pseudo-potentials or including higher phase-shifts since the underlying mechanism is parallel to the opening of a band gap in band structure calculations. The location and the magnitude of the band gap depend on the parameters, but not the fact that it opens. Since all what matters for our explanation of the behavior of is precisely a pseudo-gap that opens (and becomes deeper and deeper as SRO grows) we conclude that our scenario is quite general. Traditionally one explains the behavior of using the Ziman formula. But since it is based on the free electron dispersion it neglects the structure induced minimum in the DOS, which has a strong in uence on the resistivity and its temperature dependence.
C. Thermopower
We now evaluate the thermopower according to Eq. (5) and we display it in g. 7 where it is compared to the results obtained out of the Ziman formula.
As compared to the results obtained out of the Ziman formula, we obtain much larger values, either positive if E F < E m or negative if E F > E m . Again the position of the Fermi energy with respect to E m plays the key role for assessing the sign of the thermopower. It changes its sign when the resistivity reaches its maximum value. Thus phononic mechanisms are not required to explain the experimentally observed large values of S, even though they are certainly going to play an important role as well, especially around the Debye temperature. Another important contribution, namely the phonon drag e ect, is however small in metallic glasses 22], because the scattering of the phonons by the high degree of disorder keeps them essentially in local thermal equilibrium.
We turn to the T-dependence of S and display it on g. 8. It is typically growing with the temperature when the Fermi energy is smaller than E m , whereas it is decreasing when E F > E m . If E F is within k B T of E m , there is a crossover region where @S=@T can have either sign. Namely, if E F < E m , we have @S=@T > 0 if k B T < E F ? E m and @S=@T < 0 if k B T > E F ? E m . On the other hand, if E F < E m , we have @S=@T < 0 if k B T < E F ? E m and @S=@T > 0 if k B T > E F ? E m . Such a behavior has been observed in noble metalspolyvalent metals alloys such as (Au, Ag, Cu) -Sn. Indeed increasing the content of Sn (i.e. the density of charge carriers) changes the sign of the thermopower at low temperature from positive to negative while the resistivity decreases as reviewed by H aussler 31]. We nally note that the values of S are too large to t the experiments. This follows from the relatively sharp E-dependence of the density of states, which is strongly re ected in the thermopower. The situation should improve by including multiple occupancy corrections to the theory, but this is beyond the scope of this work.
IV. SUMMARY AND ACKNOWLEDGMENT
In summary we have solved the MT-EMA equations for a system of s-scatterers and applied it to the calculation of the resistivity and the thermopower. The results lead us to a consistent interpretation of the anomalous transport properties of amorphous metals, which correlates the negative temperature coe cient of the resistivity and a positive (possibly large) low-temperature thermopower to a minimum in the density of states. Especially we found that if the resistivity exceeds a certain threshold, then it decreases with increasing temperature, while otherwise the temperature coe cient of the resistivity can have either signs, in agreement with the experimental situation. This behavior follows from the opening of a pseudo-gap at the quasi zone boundary. The pseudo-gap is responsible for a large resistivity, as well as for a large thermopower (which can be positive or negative) and its non-trivial temperature dependence. As a function of the charge carrier density, the low temperature thermopower changes its sign when the resistivity reaches its maximum as observed experimentally.
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V. APPENDIX A
In this appendix we brie y review the Mu n-Tin E ective Medium Approximation and summarize the formulas yielding the Green's function and the di erential conductivity. Here we restrict ourselves to s-wave scattering, but the expressions for the general case can be found in Ref. 16 ]. The MT-EMA is based on a self-consistent determination of the fully o -shell disorder-averaged T-matrix Q k (p; p 0 ). The latter is obtained by determining selfconsistently its on-shell part Q k ( ; ) ( p E), a renormalized diagonal (local) T-matrixstructure factor. The strict application of the Kirkwood superposition principle is not feasible in practice, and further approximations have to be done. Introducing the total correlation function h by: g (2) (R 1 ;R 2 ) = g (2) (jR 1 ?R 2 j) 1 + h(jR 1 ?R 2 j) ; (9) we neglect all diagrams containing crossed h-lines. Using geometrical arguments it can be shown 36] that those terms containing crossed h-lines are necessarily smaller than the ones which do not, because they put strict conditions on the locations of the ions. It is worth noting that these terms have nothing in common with the maximally-crossed diagrams which contain the weak localization contributions. Under these approximations, and working in the spirit of single-site theories, one obtains:
In the above expressions t(p; p 0 ) is the ionic T-matrix, while the quantities B andB are de ned as follows:
The function a 0 (k; k 0 ) is de ned as the l = 0 component of the following expansion: ? signs stem from the sign of the in nitesimal imaginary part of the energy argument). In both channels, any diagram to G containing n G 0 -lines contributes to n diagrams to the vertex function where (term by term) one of the n G 0 -lines is replaced by the bare vertex G 0 (E + )jG 0 (E ), thus ensuring a consistent disorder-averaging procedure for both the oneelectron Green's function and the conductivity. Doing so systematically yields 15, 16] :
The X +?
term represents the vertex function for the electron-hole pair and is given by Eq. (I.1.12) and the solutions of the Eqns. (I.1.13) to (I.1.15).
VI. APPENDIX B
In order to solve the set of equations Eq.(10) numerically we use a set of transformations in order to make the task tractable. First we solve the equations for complex energies with Im(E) = 1 which turns out to be easy to solve. We then gradually reduce Im(E) down to 10 ?4 , a value that is typically smaller than ?Im( (k F )) which has thus very little in uence on the result. The equations will be solved by iteration. Even though we use a linear combination of the previous three iterations to improve the convergence, the combination being chosen so as to optimize the di erence between the input and the output, the task turn out to be very tedious and require as much as 10 which obeys the equations: (16) Nevertheless, even though the new equation is now smooth on-shell, it will develop a singular behavior at the renormalized quasi-particle peak through the T-matrix. The di erence is that the location of the pole is not known beforehand, and lies in the complex plane. Thus some additional manipulations of the equations are required. They are inspired by considering the integral: Z f(x)
x ? z dx :
The integrand is singular at z, z being complex. If Im(z) is large, the resulting integrand is smooth and such an integral can be evaluated as such. But when Im(z) is small, it is best to transform the integral Eq. (17) according to Z f(x)
x ? z dx (18) and evaluate the second term analytically. Obviously the resulting integrand is smooth. This generalizes the traditional way of handling integrals of a function having a pole " o the real axis to strongly peaked functions because of a pole close to the real axis. Applying this principle to Eq.(16) allowed us to greatly improve the numerical stability of the scheme. Another di culty arises because the integrands in Eq. (16) 
