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Résumé
Transition d’Anderson avec des ondes de matière atomiques
En dimension trois, les états propres d’une particule quantique soumise à un potentiel
désordonné présentent une transition, appelée transition d’Anderson, entre un régime dé-
localisé à faible désordre et un régime localisé à fort désordre. Cette localisation étant due
aux interférences, elle est facilement perturbée par des eﬀets de décohérence ou d’interac-
tion entre particules, et est donc délicate à observer. Dans ce mémoire, nous rapportons
nos travaux théoriques ayant permis la première observation expérimentale de la transition
d’Anderson avec des ondes de matière atomiques.
Un nuage d’atomes froids soumis à une onde stationnaire pulsée de façon quasi-périodique
réalise une variante du Kicked Rotor (paradigme du chaos quantique) analogue à un modèle
d’Anderson 3D. Cependant, la limite thermodynamique n’est pas accessible expérimen-
talement. Interprétant ces contraintes comme similaires à des eﬀets de taille ﬁnie, nous
construisons une méthode de “ﬁnite-time scaling” permettant de caractériser la transition
expérimentalement, de donner la première détermination expérimentale non-ambigüe de
l’exposant critique ν de la transition, et de conﬁrmer que le Kicked Rotor quasi-périodique
appartient à la même classe d’universalité que le modèle d’Anderson. À partir de la théo-
rie auto-cohérente de la localisation, nous calculons l’état critique du système, prédiction
trouvée en très bon accord avec les données expérimentales et numériques.
Mots-clefs : localisation, transition d’Anderson, ondes de matière atomiques, chaos quan-




The Anderson transition with atomic matter waves
In three dimensions, the eigenstates of a quantum particle subject to a disordered potential
have a transition, called the Anderson transition, between a delocalized regime at low
disorder and a localized regime at high disorder. This localization being due to interference,
it is easily perturbed by decoherence or interaction between particles, and is therefore
diﬃcult to observe. In this paper, we report our theoretical work which has enabled the
ﬁrst experimental observation of the Anderson transition with atomic matter waves.
A cloud of cold atoms exposed to a quasi-periodically pulsed standing-wave realizes a
variant of the Kicked Rotor (a paradigm of quantum chaos), analogous to a 3D Anderson
model. However, the thermodynamic limit is not accessible experimentally. Interpreting
these constraints as similar to ﬁnite size eﬀects, we construct a ﬁnite-time scaling method to
characterize the transition, giving the ﬁrst unambiguous experimental determination of the
critical exponent ν of the transition, and to conﬁrm that the quasiperiodic Kicked Rotor
belongs to the same universality class as the Anderson model. From the self-consistent
theory of localization, we calculate the critical state of the system, prediction found in
very good agreement with experimental and numerical data.
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es eﬀets quantiques en présence de désordre ont été étudiés de façon soutenue pen-
dant quelques décennies, à la fois théoriquement et expérimentalement. De fait,
ils jouent un rôle particulièrement important en physique de la matière condensée,
où, en première approximation, un cristal est modélisé comme des électrons indépendants
interagissant avec un réseau parfaitement périodique. Les travaux pionniers de Bloch et
Zener [1, 2] ont cependant montré que la plupart des prévisions fondées sur ce modèle
ne sont pas vériﬁées dans les vrais cristaux. Par exemple, la théorie de Bloch prédit des
fonctions d’onde électroniques entièrement délocalisées impliquant un transport balistique
des électrons à travers le cristal. En outre, en présence d’un biais de potentiel, Zener
prédit un mouvement oscillatoire (les oscillations de Bloch-Zener) due à des eﬀets d’inter-
férence quantique. Cela contredit des faits expérimentaux bien connus, au moins dans les
conditions habituelles.
Une possible explication de ces contradictions est le fait que, d’évidence, il n’y a pas de
cristaux parfaits : dans un véritable cristal, certains sites peuvent être occupés par des
ions d’une nature diﬀérente, de manière aléatoire, ceci brisant la périodicité du réseau.
En 1958, Anderson a considéré cette approche et postulé que l’eﬀet dominant du désordre
est de changer de façon aléatoire les énergies sur site. A partir de cette hypothèse, il a
construit un modèle simple [3] d’un unique électron interagissant avec un réseau dans







tij |j〉〈i| . (1.1)
Ici, Vi sont les énergies associées aux états indexés liés aux sites j du réseau, et les élé-
ments non-diagonaux tij désignent les éléments de matrice entre ces états. La diagonale
de l’Hamiltonien correspond à l’énergie potentielle et la partie non-diagonale à l’énergie
cinétique dans la description continue de l’espace. Le désordre est introduit en donnant
aux énergies sur sites une distribution aléatoire. À partir de là, Anderson a montré que la
fonction d’onde électronique peut être localisée par le désordre. Ceci contraste fortement
avec les prévisions déduites du modèle de Bloch.
1
2 Chapitre 1. Introduction
Le phénomène de localisation a sa manifestation la plus frappante dans les propriétés de
transport des milieux désordonnés. Si les interactions entre particules sont négligeables, les
états exponentiellement localisés ne peuvent pas contribuer au transport, à température
nulle, puisque le couplage avec les phonons est négligeable. La localisation d’Anderson, en
tant que conséquence de la présence de désordre, est l’un des ingrédients fondamentaux
pour la compréhension de l’existence d’isolants et de métaux, et, en particulier, la transi-
tion entre les états isolant et métallique de la matière. Un isolant est associé à des états
localisés du système alors qu’un métal aﬃche en général un transport diﬀusif associé à des
états délocalisés.
Il a ensuite été montré que le modèle d’Anderson 3D présentait une transition de phase
entre un régime localisé et un régime diﬀusif, bien connue sous le nom de transition métal-
isolant d’Anderson [4]. Le lien entre la transition de phase métal-isolant induite par le
désordre et les transitions de phase thermodynamiques du second-ordre a été établi, en
reformulant le problème en termes du groupe de renormalisation [5, 6]. Sur la base de
travaux de Wegner et d’idées de Thouless et Landauer [5–7], il a été possible de formuler
ce que l’on appelle la théorie d’échelle à un paramètre de la localisation [8], l’une des
approches les plus fructueuses de la transition d’Anderson. L’hypothèse essentielle de la
théorie est que, près de la transition, une seule variable d’échelle suﬃt pour décrire le
comportement critique.
Un résultat essentiel de la théorie d’échelle à un paramètre est que la transition d’An-
derson n’existe qu’en dimension plus grande que deux. À une dimension, tous les états
électroniques sont localisés, quel que soit le degré de désordre. En dimension deux, ils
sont tous localisés, mais de façon marginale, c’est-à-dire avec une longueur de localisa-
tion exponentiellement grande (donc pouvant être beaucoup plus grande que la taille de
l’échantillon) dans la limite de faible désordre. En dimension trois, si le désordre est en
dessous d’un niveau critique, la localisation disparaît et l’on récupère un comportement
métallique (conducteur). Par analogie avec les transitions de phase du second-ordre habi-
tuelles, la longueur de localisation ℓ est supposée diverger au régime critique, suivant une
loi de puissance :
ℓ ∼ (W −Wc)−ν , (1.2)
avec ν l’exposant critique de la longueur de localisation,W l’amplitude du désordre etWc le
désordre critique. L’hypothèse la plus fondamentale de cette théorie, l’hypothèse d’échelle
à un paramètre, a été validée numériquement en utilisant une méthode de finite-size scaling
développée dans [9, 10]. Cette technique, qui met en oeuvre une renormalisation spatiale
eﬀective, a permis d’établir numériquement l’existence d’une fonction d’échelle pour la lon-
gueur de localisation. Toutefois, les exposants critiques mesurés à l’aide de cette méthode,
ν ≃ 1.57 [11, 12], ne sont pas compatibles avec le résultat ν = 1 obtenu à partir d’une
approche auto-cohérente de la localisation basée sur des techniques diagrammatiques, telle
que développée dans [13].
Dans le demi-siècle suivant sa naissance, le modèle d’Anderson est devenu un paradigme
pour l’étude des eﬀets quantiques en présence de désordre. Malgré cela, relativement peu
de résultats expérimentaux sont disponibles, pour les raisons suivantes :
– Les sources de décohérence (collisions avec les phonons, etc.) sont diﬃciles à maîtriser.
Or elles tuent les eﬀets interférentiels, donc la localisation d’Anderson [14].
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– Les électrons dans un cristal présentent des interactions mutuelles qui ne peuvent être,
généralement, négligées. Ces interactions aﬀectent la localisation de façon absolument
non-triviale [15–17].
En outre, les fonctions d’onde électroniques ne sont pas directement observables et le
phénomène de localisation ne peut être caractérisé expérimentalement qu’à partir de pro-
priétés de transport des échantillons telles que leur conductance [18].
Il est donc intéressant de rechercher d’autres systèmes, qui peuvent présenter le phénomène
de localisation d’Anderson, mais qui sont plus favorables à des études expérimentales. De
fait, le concept de localisation d’Anderson n’est pas propre aux solides désordonnés mais
peut s’appliquer à tout une gamme de systèmes où une onde se propage dans un mi-
lieu (suﬃsamment) désordonné. Un exemple typique est le cas des ondes classiques, telles
que les rayonnements électromagnétiques [19–21], les ondes acoustiques [22,23], les ondes
élastiques [24], etc. Ces systèmes sont intéressants du fait qu’ils ne sont pas soumis aux
eﬀets d’interactions entre particules, et qu’ils permettent d’étudier d’autres caractérisa-
tions de la localisation : la dynamique [20, 24], la distribution spatiale de la probabilité
de transmission (localisation transverse) [21,24]. Malheureusement, dans le cas de ce type
d’expériences de propagation d’ondes classiques, il est extrêmement diﬃcile de parvenir
à la condition de désordre suﬃsamment fort permettant l’observation de la localisation :
l’on ne peut pas simplement augmenter indéﬁniment la fraction volumique des diﬀuseurs
(disposés de façon aléatoire) et la section eﬃcace de collision est limitée. En outre, le trans-
port des ondes classiques est aﬀecté par le phénomène d’absorption, dont la signature est
très diﬃcile à distinguer de celle de la localisation.
Récemment, un autre type de système expérimental a été considéré : celui constitué
d’atomes froids soumis à un potentiel lumineux. C’est ce type de système que nous consi-
dérons dans cette thèse.
A Atomes froids soumis à un potentiel lumineux
Depuis une quinzaine d’années, la physique des atomes froids a progressé de façon si
brillante, qu’elle est maintenant en mesure de traiter de problèmes fondamentaux de la
physique de la matière condensée, permettant un point de vue original sur les phénomènes
considérés [25,26]. De nombreuses avancées d’importance ont permis cela :
– Premièrement, la physique atomique et l’optique quantique ont développé au ﬁl des ans
une ingéniérie quantique très utile : préparation, manipulation, contrôle et détection de
systèmes quantiques.
– Le refroidissement et le piègeage d’atomes, d’ions et de molécules a atteint des régimes
de température très basse (nanoKelvin) et de précision extrême.
– Le refroidissement laser, combiné à la technique de refroidissement évaporatif, a permis
l’observation de la condensation de Bose-Einstein en 1995.
– La force des interactions dans les nuages d’atomes froids peut être contrôlée via des
résonances de Feshbach.
– Il est possible, avec des potentiels optiques, de changer la dimensionnalité de l’espace
dans lequel les atomes froids se meuvent.
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Dans la plupart des études récentes de la physique de la matière condensée avec des atomes
froids, des potentiels optiques périodiques ont été considérés (voir par exemple [27]). Ceci
est, de fait, la démarche la plus naturelle d’un point de vue expérimental, puisque de tels
potentiels peuvent être générés de façon simple à l’aide de deux faisceaux lasers contre-
propageants, formant une onde stationnaire qui agit comme un potentiel sinusoïdal pour les
atomes froids. Ce n’est que très récemment que des potentiels luminueux désordonnés ont
pu être mis au point issus de champs de tavelures (speckle). Soumettant des atomes froids
(condensat de Bose-Einstein suﬃsamment dilué de façon à ce que les interactions soient
négligeables) à un tel potentiel uni-dimensionnel, la localisation d’Anderson 1D a pu être
observée [28]. La diﬃculté majeure dans cette expérience réside dans le caractère corrélé du
potentiel aléatoire généré par le speckle. Ceci pose des contraintes expérimentales sérieuses
rendant l’observation de la localisation délicate. À ce jour, il n’a pas été produit de potentiel
optique aléatoire 2D ou 3D permettant la caractérisation des propriétés de localisation en
dimension supérieure à un (voir [29] pour une étude théorique).
Nous présentons dans cette thèse un autre type de système constitué d’atomes froids
soumis à un potentiel lumineux, permettant, entre autres, l’observation de la transition
d’Anderson (qui a lieu en dimension trois). Notre système est très intéressant sur le plan
expérimental, il permet en eﬀet :
– de se placer dans des conditions où la décohérence et les interactions entre particules
sont négligeables ;
– un contrôle ﬁn du degré de désordre ;
– une étude in situ des propriétés de localisation, la localisation exponentielle de la fonc-
tion d’onde étant, par exemple, directement observable ;
– une caractérisation complète de la dynamique temporelle de la localisation.
B Chaos quantique et désordre
Le système que nous considérons n’est pas, à proprement parlé, un système désordonné.
C’est un système quantique chaotique, i.e. qui a sa dynamique classique chaotique (dans
un certain régime de paramètres). Ce type de système a été considéré avec une grande
attention à partir des années 80. Le phénomène de chaos quantique s’est avéré assez géné-
ral. Il a été découvert que les statistiques de niveaux de billards balistiques, par exemple,
dépendaient fortement de ce que la dynamique classique était chaotique ou régulière. Il
a été montré dans de nombreuses simulations numériques que les fonctions de corrélation
de systèmes chaotiques sont parfaitement décrites par la théorie des matrices aléatoires,
alors que la statistique des niveaux de billards réguliers (intégrables) obéissent à la loi de
Poisson [30].
Ainsi, l’on vient à conclure que les problèmes de désordre et les problèmes de chaos quan-
tique sont équivalents, comme cela a été montré de façon rigoureuse dans certains cas (via
la théorie de super-symétrie). En outre, ces problèmes sont très populaires, en ce moment,
du fait du développement de la physique des objets mésoscopiques. Les récents succès de la
nanotechnologie ont permis de créer de très petits dispositifs, et les modèles théoriques des
billards quantiques peuvent être appliqués directement pour décrire des objets directement
accessibles expérimentalement (points quantiques).
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δ(t− n) , (1.3)
où p représente le moment angulaire du rotateur (le moment d’inertie étant pris égal à
l’unité), θ sa position, t le temps et K l’amplitude du forçage temporel. Ce système est
des plus simples, puisqu’il n’a qu’un seul degré de liberté. Mais, on sait depuis la ﬁn du
XIXe siècle qu’une dynamique d’une grande complexité peut résulter d’un système simple
possédant un très petit nombre de degrés de liberté, pourvu qu’il possède la propriété de
sensibilité aux conditions initiales. Le Kicked Rotor possède cette propriété, et bien plus
encore : sa dynamique est, dans un certain régime de paramètres, une diﬀusion chaotique,
i.e. est une marche pseudo-aléatoire (pseudo au sens où elle est déterministe), en tous
points semblable à celle d’une particule classique dans un milieu désordonné. En un sens,
le chaos joue dans ce système le rôle d’un désordre dynamique, et l’amplitude du forçage
K contrôle le degré du désordre. Le Kicked Rotor a été montré formellement équivalent
à un système désordonné, ce de façon parfaitement rigoureuse [32]. Il présente, dans le
régime quantique, un phénomène de localisation, appelé “localisation dynamique”, qui est
l’analogue de la localisation d’Anderson à une dimension pour les système désordonnés [33]
Le Kicked Rotor est tout à fait propice aux études expérimentales avec des atomes froids
soumis à un potentiel lumineux. Le potentiel sinusoïdal K cos θ [voir équation (1.3)] est un
potentiel lumineux “naturel” souvent utilisé dans les expériences avec atomes froids (on
parle généralement de réseau optique) : deux faisceaux lasers contre-propageants suﬃsent
à créer une onde stationnaire qui est perçue par les atomes comme un potentiel eﬀectif.
Les impulsions temporelles d’onde stationnaire, i.e. les impulsions lasers, sont simplement
générées grâce à des modulateurs acousto-optiques. Ainsi, ce système a pu être réalisé très
tôt, en 1995, par le groupe de M. Raizen (Austin, Texas), avec des atomes de Césium
froids (le nuage n’étant pas condensé, mais suﬃsamment dilué pour que les interactions
soient négligeables). L’observation expérimentale de la localisation dynamique dans ce
système qui a suivi cette réalisation [34] constitue la première observation de la localisation
d’Anderson avec des ondes de matière atomiques.
C Quasi-périodicité temporelle et dimensionnalité effective
Un autre grand intérêt de ce type de système dynamique est qu’il semble que la dimen-
sionnalité puisse y être “réglée” de façon très simple. Ainsi, il ne serait point nécessaire de
réaliser un Kicked Rotor 3D pour observer les propriétés de localisation tri-dimensionnelle.
Il suﬃrait seulement de considérer une généralisation quasi-périodique à trois fréquences




+K[1 + ε cos(ω1t) cos(ω2t)] cos θ
∑
n
δ(t− n) , (1.4)
où ω1 et ω2 sont les fréquences de modulation temporelle de l’amplitude du forçage, vé-
riﬁant une certaine condition d’incommensurabilité. Ceci a été suggéré par des études
théoriques et numériques [35] qui remontent à plus de vingt ans, et qui ont conduit à
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l’observation numérique d’une transition métal-isolant du type de celle d’Anderson. Cette
correspondence entre localisation dynamique dans un système quasi-périodique à d fré-
quences incommensurables et localisation d’Anderson en dimension d a pu être démontrée
de façon rigoureuse dans le régime dit de localisation faible, i.e. à faible désordre et à
temps pas trop long [36].
D Limitations expérimentales
Malgré le fait que le Kicked Rotor quasi-périodique soit très facile à réaliser à partir du
dispositif expérimental correspondant au Kicked Rotor périodique avec atomes froids, la
transition d’Anderson n’a pu, jusqu’à présent, être observée expérimentalement avec ce
système. De fait, les simulations numériques précédemment rapportées dans [35] semblent
montrer qu’il faille attendre des temps très longs avant de pouvoir observer un passage
“net” d’un régime exponentiellement localisé à un régime diﬀusif, signature de la transition
métal-isolant. Ces temps extrêmement longs dépassent de loin les limites expérimentales,
limites imposées, entre autres, par un temps de cohérence de phase ﬁni dans le cas expéri-
mental. Ceci semble rendre caduque toute tentative d’étude expérimentale de la transition
avec ce système.
Il n’en est rien, comme nous le montrons dans cette thèse. Comment dépasser la né-
cessité des temps longs qui rendent l’observation expérimentale de la transition inenvi-
sageable ? D’abord en cherchant la signiﬁcation physique profonde des eﬀets de temps
ﬁnis qui aﬀectent les phénomènes de transport/localisation observés avec le Kicked Rotor
quasi-périodique : ils sont analogues à des eﬀets de taille ﬁnie bien connus des numériciens
étudiant les transitions de phase, en particulier celle d’Anderson [9,10]. Dès lors, l’on com-
prend assez facilement l’origine des diﬃcultés d’observation de la transition à temps ﬁnis.
Une transition de phase n’est, de fait, observable qu’à la limite thermodynamique, soit,
dans notre cas, lorsque t→∞ (correspondant à L→∞ où L la dimension caractéristique
de l’échantillon simulé).
E Caractérisation de la transition d’Anderson
Les eﬀets de temps ﬁni empêchent, certes, l’observation directe (“naïve”) de la transition
de phase, cependant ils vont nous permettre une caractérisation beaucoup plus profonde
et complète de la transition. La transition de phase d’Anderson étant du second ordre, ses
propriétés sont extrêmement riches, et ne se limitent pas à la divergence de la longueur de
localisation en loi de puissance [voir Eq. (1.2)] :
ℓ ∼ |Kc −K|−ν , (1.5)
où Kc est la valeur critique du paramètre Kc qui sépare le régime localisé K < Kc du
régime diﬀusif K > Kc. Dans le régime critique, la théorie de la renormalisation prédit
l’existence de lois d’échelle caractéristiques de la transition, qui, dans le cas de la transition
d’Anderson, sont sensées être à un paramètre [8–10]. Nous montrons dans cette thèse que
ces lois d’échelle peuvent être observées en considérant la dynamique temporelle de notre
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système en fonction du désordre. Ceci a permis de donner la première vériﬁcation expéri-
mentale directe de la théorie d’échelle à un paramètre, ainsi que la première détermination
expérimentale non-ambigüe de l’exposant critique de la longueur de localisation ν. Cette
caractérisation expérimentale complète de la transition d’Anderson (voir notre article [37]
reproduit en section D du chapitre 5) est trouvée compatible avec celle eﬀectuée à partir
de simulations numériques du véritable modèle d’Anderson 3D [12].
F Classe d’universalité du Kicked rotor quasi-périodique
À ce stade, l’équivalence entre le Kicked Rotor quasi-périodique et les conducteurs 3D
désordonnés a encore le statut d’une conjecture (voir [36]). Une réponse rigoureuse à la
question de savoir si ce système dynamique présente les mêmes phénomènes critiques -
c’est-à-dire appartient à la même classe d’université - que le véritable modèle d’Anderson
3D n’a pas encore été donnée. Est-ce qu’un simple système dynamique à trois fréquences
peut imiter exactement le comportement critique de conducteurs électroniques 3D désor-
donnés ? Dans cette thèse, nous montrons que la réponse est aﬃrmative. Pour ce faire,
une étude numérique ﬁne et précise du comportement critique du Kicked Rotor quasi-
périodique est nécessaire. Nous avons mené une telle étude, avec le même soin que celui
accordé aux études les plus élaborées du comportement critique du véritable modèle d’An-
derson 3D [12,38,39]. Le fait que les deux modèles donnent le même exposant critique de
la longueur de localisation ν avec de très faibles incertitudes comparables implique qu’ils
appartiennent à la même classe d’universalité (orthogonale) [40].
G Fonction d’onde critique
Une des spéciﬁcités du Kicked Rotor quasi-périodique est qu’il permet une étude ﬁne,
tant sur le plan expérimental que numérique, de la dynamique des fonctions d’onde (de
leur modules carrés) dans les diﬀérents régimes de la transition. Ceci ouvre des perspec-
tives très intéressantes, particulièrement dans le cas du régime critique de la transition
d’Anderson où la fonction d’onde aurait des propriétés tout-à-fait non triviales et jusqu’ici
imparfaitement explorées [41,42]. Des études numériques de la dynamique critique ont été
menées dans des systèmes désordonnés 3D [42, 43], cependant elles ont été très limitées
par les longs temps de calcul nécessaires à la simulation d’échantillons 3D. Les simulations
numériques du Kicked Rotor quasi-périodique, système uni-dimensionnel, ne sont pas su-
jettes à ce problème. En outre, aucune étude expérimentale de la dynamique de la fonction
d’onde critique n’a été menée à ce jour.
Nous présentons dans cette thèse une étude théorique analytique, numérique et expérimen-
tale, de la fonction d’onde critique à la transition d’Anderson. Nous donnons sa forme et
sa dynamique, telle que déduite de la théorie auto-cohérente de la localisation de Vollhardt
et Wölﬂe [44], théorie transposée au cas du Kicked Rotor. Nos prédictions sont vériﬁées
dans une très bonne approximation par les données numériques et expérimentales. Des
déviations à la théorie auto-cohérente sont observées, numériquement, dans la limite des
temps longs. Nous montrons que c’est une des caractéristiques attendues de la dynamique
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critique, qui reﬂète le caractère multifractal du régime critique. La mutifractalité n’est pas
contenue dans la théorie auto-cohérente.
Cette dernière étude montre encore une fois la parfaite analogie du Kicked Rotor (1D et 3D
périodiques ou quasi-périodique) avec les systèmes désordonnés usuels. La théorie auto-
cohérente [44], une des théories les plus fondamentales de la localisation, non seulement
se transpose au cas du Kicked Rotor, mais permet également de très bien rendre compte
des phénomènes observés dans ce système.
H Plan de la thèse
Cette thèse tente d’établir un lien entre diﬀérents domaines de la physique : la physique
mésoscopique des systèmes désordonnés, le chaos quantique, et la physique des atomes
froids soumis à un potentiel lumineux. Nous croyons utile, de ce fait, de rappeler, en
premier lieu, les éléments clés de ces domaines qui ont une implication dans notre étude.
Ces rappels sont essentiellement contenus dans les chapitres 2, 3 et 4.
Dans un premier temps, nous donnons un bref aperçu de la transition d’Anderson dans
son contexte original, celui des systèmes désordonnés : ceci constitue le chapitre 2 de
notre thèse. Nous décrivons les modèles théoriques les plus simples et les plus fondamen-
taux, c’est-à-dire ceux incorporant uniquement les ingrédients nécessaires au développe-
ment des théories de la localisation. Ensuite, nous donnons, sans prétention à l’exhaus-
tivité, quelques caractérisations utiles de la localisation qui conviennent mieux dans le
cas d’une étude théorique, numérique ou expérimentale. Puis, nous rappelons les deux ap-
proches théoriques fondamentales de la localisation, la théorie auto-cohérente, et la théorie
d’échelle. Enﬁn, nous dressons un état de l’art des observations de la transition d’Ander-
son, concluant que ces observations sont, à tout le moins, imparfaites, ce qui motive notre
étude.
Au chapitre 3 suivant, nous présentons le système paradigmatique du chaos quantique
à la base de notre étude : le Kicked Rotor, dans sa version originale, i.e. périodique,
uni-dimensionnel, atomique. Nous discutons de sa dynamique classique chaotique, et du
phénomène de localisation dynamique observé dans le régime quantique. Nous rappelons
l’équivalence formelle de ce système avec le modèle d’Anderson 1D. Puis nous discutons de
certains aspects de transport/localisation spéciﬁques à ce système : résonance quantique et
corrélations à courte portée du potentiel pseudo-désordonné. Enﬁn, nous montrons à quelle
classe de symétrie appartient ce système : celle des systèmes invariants par renversement
du temps. Toutes ces discussions théoriques sont d’importance pour la suite.
Au chapitre 4, nous décrivons le dispositif expérimental mis en place par l’équipe de J.-
C. Garreau et P. Szriftgiser du laboratoire PHLAM à Lille, permettant de réaliser un
Kicked Rotor avec des atomes froids soumis à un potentiel lumineux en onde stationnaire
pulsée. Nous insistons sur les imperfections et les limitations du dispositif expérimental
et précisons sous quelles conditions la localisation dynamique peut être observée avec ce
dispositif. Ces contraintes expérimentales ont une importance fondamentale dans le travail
présenté dans la suite.
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Le chapitre 5 représente la contribution majeure de notre travail de thèse : contribu-
tion à l’observation expérimentale de la transition d’Anderson avec des ondes de matière
atomique. Nous décrivons le système considéré dans cette étude, le Kicked Rotor quasi-
périodique à trois fréquences, et explicitons sa relation avec les systèmes désordonnés 3D.
Nous donnons l’interprétation physique profonde des limitations de durée ﬁnie de l’ex-
périence. Nous décrivons la méthode de ﬁnite-time scaling, méthode de renormalisation
temporelle eﬀective, que nous avons mise en oeuvre pour dépasser les limitations expé-
rimentales. Les caractérisations expérimentale et numérique complètes de la transition
sont ensuite rapportées, qui sont trouvées compatibles entre elles. Nous donnons la déter-
mination expérimentale de l’exposant critique de la longueur de localisation, quantité la
plus fondamentale caractérisant la transition d’Anderson. La valeur mesurée expérimen-
talement est en accord avec la valeur obtenue par des simulations numériques du modèle
d’Anderson 3D.
Au chapitre 6, nous montrons que le Kicked Rotor quasi-périodique à trois fréquences,
considéré au chapitre précédent, appartient à la même classe d’universalité que le modèle
d’Anderson 3D symétrique par renversement du temps. Nous rapportons une étude numé-
rique ﬁne de son comportement critique, nous permettant de caractériser si, eﬀectivement,
il ne dépend pas des paramètres déterminant le pseudo-désordre. Nos conclusions sont po-
sitives : la valeur de l’exposant critique ν est universelle, i.e. ne dépend pas des détails
microscopiques du pseudo-désordre, et est identique à celle du modèle d’Anderson 3D.
Le chapitre 7 décrit notre étude théorique analytique et numérique de la fonction d’onde
critique à la transition d’Anderson, cette étude étant accompagnée d’une étude expéri-
mentale eﬀectuée par l’équipe de J.-C. Garreau et P. Szriftgiser. En annexe, nous donnons
une théorie diagrammatique perturbative du transport quantique dans le Kicked Rotor au
régime de faible désordre, prolongée par une théorie auto-cohérente permettant de décrire
le régime de fort désordre, i.e. la localisation d’Anderson et la transition d’Anderson. Nous
déduisons de cette théorie la forme et la dynamique de la fonction d’onde critique pour
le Kicked Rotor quasi-périodique à la transition d’Anderson. Nos prédictions théoriques
vériﬁent la propriété d’invariance d’échelle attendue à la transition, qui se traduit par une
loi d’échelle pour la fonction d’onde critique. Les données expérimentales et numériques
sont trouvées en excellent accord avec nos formes analytiques. Néanmoins, à temps longs,
des déviations à la théorie auto-cohérente sont observées, numériquement, qui reﬂètent le
caractère multi-fractal du régime critique, propriété caractéristique de ce régime.
Le chapitre 8 conclut cette thèse. Nous y donnons quelques perspectives de recherches
futures, tant au point de vue théorique et numérique, qu’expérimental.
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CHAPITRE 2




ans ce mémoire de thèse, nous rapportons l’observation, avec des atomes froids,
d’une transition de phase quantique métal-isolant, la transition d’Anderson, pré-
dite à l’origine pour les système électroniques désordonnés. Nous croyons utile de
replacer notre étude dans son contexte original.
Le désordre joue un rôle particulièrement important en physique de l’état condensé. En
première approximation, les solides sont modélisés par des électrons indépendants plongés
dans un potentiel créé par le réseau cristallin. Cette formulation en termes d’électrons
indépendants peut paraître à première vue injustiﬁée, l’énergie d’interaction de Coulomb
des électrons étant en eﬀet du même ordre que leur énergie cinétique. Néanmoins, comme
formulé par Landau dans sa théorie des liquides de Fermi, on peut repenser ce système
d’électrons avec interactions mutuelles comme constitué de quasi-particules (excitations
collectives) n’interagissant pas entre elles, ces particules ayant toutes les caractéristiques
des électrons, excepté une masse eﬀective diﬀérente. On peut donc considérer les (quasi)
électrons comme indépendants. S’ils sont plongés dans un potentiel parfaitement pério-
dique formant un cristal, alors leur fonction d’onde électronique est une onde de Bloch
parfaitement délocalisée. Ceci implique que ces électrons ont un mouvement balistique le
long du cristal : un cristal parfait est ainsi, le plus souvent (i.e. lorsque la bande n’est
pas complètement remplie), un métal. Qu’advient-il si le réseau n’est pas parfaitement
ordonné ?
Soit le cas d’une particule classique se mouvant dans un potentiel aléatoire V (x) à une
dimension (ﬁgure 2.1). Pour faire simple, prenons le potentiel restreint à des valeurs in-
férieures à E0. Dans ce cas, l’on peut aﬃrmer simplement, à partir de considérations
énergétiques, si la particule classique est localisée ou non : Si l’énergie totale de la parti-
cule E est inférieure à E0, alors la particule est conﬁnée dans un interval ﬁni, au sein d’un
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Fig. 2.1: Particule classique dans un potentiel 1D désordonné. Le mouvement de la particule est
restreint à des intervals finis lorsque E1 < E0. Pour E2 > E0 le mouvement n’est pas
restreint.
des puits de potentiel. Dans l’autre cas, E > E0, la particule peut se mouvoir librement
sur tout l’ensemble de l’axe des x.
Pour une particule quantique telle qu’un électron, il est plus compliqué de distinguer les
états possibles. D’un côté, les barrières de potentiel ne peuvent pas conﬁner de façon ab-
solue la particule dans un puits de potentiel du fait de l’eﬀet tunnel. Cet eﬀet peut même
conduire à une délocalisation complète de particules classiquement localisées. D’un autre
côté, pour E > E0, des diﬀusions successives sur les ﬂuctuations du potentiel peuvent
éventuellement conduire à des interférences destructives telles que la particule classique-
ment délocalisée devienne localisée. Au delà de la localisation dans le potentiel, c’est la
compétition entre les eﬀets tunnel et d’interférence qui détermine si oui ou non un état est
localisé. Un exemple de délocalisation par eﬀet tunnel, bien que ne correspondant pas à un
système désordonné, sont les états de Bloch d’un cristal parfait. Un exemple de localisation
par interférence quantique est la localisation d’Anderson.
La localisation d’Anderson traite de la nature de la fonction d’onde d’un unique électron
plongé dans un potentiel désordonné. En 1958, Anderson montra [3] que cette fonction
d’onde peut être fortement altérée si le désordre est suﬃsamment important. La vision
traditionnelle de ce problème était alors que les diﬀractions causées par le potentiel désor-
donné causaient la perte de la cohérence de phase des ondes de Bloch sur une longueur
caractéristique égale au libre parcours moyen. Néanmoins, les fonctions d’onde restaient
délocalisées tout le long de l’échantillon. Anderson montra que, si le désordre est très
fort, les fonctions d’onde peuvent être localisées, en ce sens que l’enveloppe de la fonction
d’onde décroît exponentiellement depuis un certain point de l’espace, i.e. :
|ψ(r)| ∼ exp(−|r − r0|/ℓ) , (2.1)
où ℓ est la longueur de localisation.
Quels sont les ingrédients nécessaires à la localisation d’Anderson ? Quelles observables
permettent de la caractériser ? Quels en sont les mécanismes ? Et qu’en est-il des observa-
tions expérimentales ? Ce sont ces questions auxquelles nous tentons de répondre dans ce
chapitre.
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(a) (b) (c)
Fig. 2.2: Différentes sortes de désordre qui peuvent être modélisées en partant du cas limite parfai-
tement ordonné (a). Des atomes identiques situés en des positions aléatoires représente un
désordre structurel (b). Deux types d’atomes différents positionnés sur les sites d’un réseau
parfaitement ordonné représente le cas le plus simple d’un désordre compositionnel (c).
A Modèles simples de systèmes désordonnés
Il n’existe pas de cristal parfaitement ordonné. Il apparaît toujours des altérations dûes
à la présence d’impuretés, de dislocations, et autres défauts. Tant que leur concentration
est faible, on peut continuer à utiliser les concepts développés pour les systèmes inva-
riants par translation comme point de départ. Néanmoins, lorsque la concentration de ces
défauts est grande, il est nécessaire de laisser cette invariance par translation et de déve-
lopper de nouvelles méthodes. Pour ce faire, on a intérêt à considérer des modèles les plus
simples possibles, incorporant seulement les ingrédients nécessaires. Ce sont ces modèles
de systèmes désordonnés que nous présentons dans cette section.
Considérons un électron interagissant avec un ensemble d’atomes positionnés (i.e. ﬁxes)







Vj(rˆ −Rj) , (2.2)
où pˆ est l’opérateur impulsion, m la masse (eﬀective) de l’électron et Vj le potentiel
d’interaction de l’électron avec l’atome j situé en Rj . Un cristal parfait correspond au
cas où les positions Rj et les potentiels Vj forment un réseau parfaitement périodique.
Partant du cristal parfait, des modèles de désordre peuvent être élaborés de diﬀérentes
façons, comme illustré en ﬁgure 2.2.
A.1 Modèle de désordre structurel
Des modèles de systèmes vitreux ou de semi-conducteurs amorphes, peuvent être obtenus
en relaxant la structure du réseau (désordre structurel), tout en prenant Vj = V (les







V (rˆ −Rj) . (2.3)
La distribution spatiale des atomes est aléatoire, donnée par une distribution de probabilité
P({Rj}), qui, dans le cas le plus simple de N atomes statistiquement indépendants, dans
un volume Ω, s’écrit :
P({Rj}) = Ω−N . (2.4)
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Ce modèle, particulièrement simple, est très utile dans le cadre de la théorie de la locali-
sation faible, qui décrit, dans la limite perturbative de faible désordre, les premiers eﬀets
interférentiels quantiques sur le transport diﬀusif (voir [45] et section C.1.1 de ce chapitre).
Il permet également de décrire la localisation d’Anderson via la théorie auto-cohérente de
Vollhadt et Wölﬂe [44].
A.2 Modèle d’Anderson
Les alliages aléatoires de diﬀérents composants sont un autre exemple de solide désor-
donné. Ils peuvent être modélisés en considérant les composants diﬀérents comme placés
de façon aléatoire sur un réseau régulier : dans ce cas, les potentiels Vj sont tirés au hasard
parmi l’ensemble {VA, VB , ...} des potentiels d’interaction de l’électron avec les composants
A,B, ....
Un tel modèle se formule simplement dans l’approximation des liaisons fortes. Cette ap-
proximation considère la limite où l’électron est fortement lié aux sites. Au voisinage d’un
de ces sites, l’électron est caractérisé par une certaine fonction d’onde que nous notons
|i〉. L’énergie associée à cette fonction d’onde attachée au site i est notée Vi. Si l’élec-
tron est fortement lié aux sites, alors les fonctions d’ondes attachées à diﬀérents sites ont
un recouvrement négligeable. Le recouvrement le moins faible est bien sûr entre des plus
proches voisins. Ce recouvrement implique que les fonctions d’ondes ne sont pas ortho-
gonales, i.e. ne sont pas des états propres de l’Hamilonien Hˆ (2.2), soit encore, que les
éléments tij = 〈j|Hˆ |i〉 sont non nuls. L’approximation des liaisons fortes consiste à retenir
ces éléments de matrice tout en considérant que le recouvrement direct entre les fonctions
d’onde est nul. Physiquement, tij représente l’amplitude de transition par eﬀet tunnel







tij |j〉〈i| . (2.5)






et des transitions possibles uniquement vers les plus proches voisins :
tij =

t si i et j sont plus proches voisins0 sinon . (2.7)




[δ(Vi − VA) + δ(Vi − VB)] , (2.8)











où Θ est la fonction de Heaviside. Ce modèle, considéré par Anderson dans son article
fondateur [3], décrit un alliage d’une inﬁnité de composants. D’autres distributions p(Vi)
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sont souvent considérées telles que les distribution Gaussienne ou Lorentzienne. Dans tous
les cas, le ratio W/t de la largeur W de ces distributions sur l’amplitude de transition t,
caractérise à lui seul le degré de désordre du modèle.
Ces modèles discrets tels que le modèle d’Anderson sont particulièrement pratiques pour les
simulations numériques des systèmes désordonnés [46]. Le désordre est généralement consi-
déré comme décorrélé et isotrope. Les eﬀets des corrélations et de l’anisotropie peuvent
être étudiés dans un second temps.
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B Différentes caractérisations de la localisation
Maintenant que nous avons déﬁni les modèles les plus simples, et avant de traiter de fa-
çon théorique des mécanismes conduisant au phénomène de localisation, nous souhaitons
aborder la question suivante : Comment caractériser l’état localisé d’un système ? Cette
question est importante du fait que, en quelque sorte, chacun a sa propre “déﬁnition” de
la localisation, suivant qu’il travaille dans une perspective théorique, numérique ou expéri-
mentale. Les points de vue sur ce phénomène qu’est la localisation sont souvent diﬀérents,
du fait que toutes les observables ne sont pas accessibles, en particulier expérimenta-
lement. Ainsi, il est diﬃcile d’observer directement la localisation des fonctions d’onde
électroniques dans les solides (notons néanmoins que des états localisés et délocalisés de
l’eﬀet Hall quantique ont pu être observés par microscopie à eﬀet tunnel en dimension
deux [47]). En revanche, les propriétés de transport électronique peuvent être sondées, qui
sont aﬀectées par la localisation. Nous croyons important de préciser quelques unes de ces
caractérisations également parce que l’étude que nous présentons dans ce mémoire permet
un point de vue original sur la localisation.
Avant de donner quelques caractérisations utiles de la localisation, une remarque s’impose.
Comme nous avons remplacé le système considéré par un ensemble statistique en introdui-
sant des densités de probabilité, toutes les quantités physiques caractérisant la localisation
considérées doivent être moyennées sur les diﬀérentes conﬁgurations du désordre. Néan-
moins, cela ne peut donner des résultats qui ont une signiﬁcation physique simple que si




où Ω est le volume du système considéré. Dans le cas du problème de localisation, cette
propriété n’est pas vériﬁée de façon triviale (voir l’article de revue [18]). Si la quantité
n’est pas auto-moyennante, on peut certes déﬁnir et mesurer sa moyenne, mais elle ne
représentera pas la valeur typique, i.e. la plus probable, de cette quantité ; il faut, dans ce
cas, en principe considérer la distribution entière de la quantité considérée.
Les fonctions d’onde dans un milieu désordonné peuvent être caractérisées par diﬀérents
paramètres tels que leur extension moyenne, la fraction du volume du système qu’elles
occupent, les corrélations spatiales entre leurs amplitudes et phases, et, indirectement, par
leurs propriétés de transport. Comme expliqué par la suite, ces propriétés de transport
sont intimement reliées aux corrélations spatiales des amplitudes et de leur comportement
asymptotique.
B.1 Comportement asymptotique des états propres
D’un point de vue théorique ou numérique, on peut considérer tout d’abord les états
propres de l’Hamiltonien d’un système désordonné.
Le comportement asymptotique d’un état propre |ΨE〉 localisé peut être décrit par la
longueur de décroissance exponentielle de son enveloppe, i.e. la longueur de localisation ℓ,
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telle que :
|ΨE(r − r0)| ∼ e−|r−r0|/ℓ , (2.11)
où r0 est le site au voisinage duquel l’état est localisé. ℓ→∞ correspond au cas d’un état
délocalisé.
Il faut ici prendre garde aux ﬂuctuations spatiales des états propres [48]. En outre, cette
déﬁnition n’est pas très pratique, puisque son application nécessite le calcul des états
propres par diagonalisation de Hˆ, ce qui n’est pas aisé numériquement, surtout lorsque
l’on considère un système de dimensionalité d ≥ 3.
Diagonalisant directement Hˆ, on peut également considérer les propriétés du spectre de
Hˆ. La localisation d’Anderson est associée à un spectre dense et discret (“pure point spec-
trum”), alors qu’un spectre continu (“absolutely continuous spectrum”) est la signature
d’un régime délocalisé [49]. D’un point de vue statistique, la localisation peut être caracté-
risée par une distribution Poissonienne de l’écart entre niveaux voisins (voir section E du
chapitre 3 et [33]) : deux états exponentiellement localisés en des sites distants de plus de
ℓ ont des corrélations spatiales exponentiellement faibles, ils montrent ainsi une répulsion
de leurs niveaux également exponentiellement faible.
Il est plus utile de déﬁnir la longueur de localisation en rapport avec les propriétés de
transport, comme nous allons le faire dans la suite.
B.2 Probabilité de diffusion quantique
La localisation se reﬂète sur la “probabilité de diﬀusion quantique” :
P (r, r′;E) = |〈r′|GR(E)|r〉|2 , (2.12)




E + i0− Hˆ . (2.13)
Il faut noter que la moyenne sur le désordre se fait sur l’intensité (module carré de la
fonction de Green) et non sur la fonction de Green elle-meˆme. Ceci a une importance
capitale, et nous reviendrons là-dessus par la suite (en section C.1 de ce chapitre). La
probabilité de diﬀusion quantique P (r, r′;E) donne la distribution spatiale à t→∞ d’un
état initialement piqué en r et d’énergie E.
La longueur de localisation peut eˆtre déterminée à partir de la décroissance exponentielle






|r′ − r| . (2.14)
Le facteur deux dans la déﬁnition de la longueur de localisation vient du fait que l’on
considère ici les propriétés de localisation sur la distribution spatiale :
|ψ(r′, t→∞)|2 ∼ exp(−2|r′ − r|/ℓ) , (2.15)
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U1 U2
I
Fig. 2.3: Vue schématique d’une étude expérimentale des propriétés de conductance d’un conducteur
désordonné.
que l’on souhaite faire correspondre aux propriétés de localisation sur les états propres,
équation (2.11).
Cette caractéristique du transport qu’est la probabilité de diﬀusion quantique reveˆt une
importance fondamentale dans la théorie de localisation faible. Elle peut en outre eˆtre
généralisée de manière à décrire les eﬀets de la dynamique de la localisation (voir [45] et
section C.1.1 de ce chapitre). Néanmoins, elle n’est pas directement observable dans les
solides désordonnés.
B.3 Conductance
Lorsque l’on considère le cas d’un solide désordonné, on n’a pas accès direct à la quantité
de transport précédemment déﬁnie, la probabilité de diﬀusion quantique : ceci nécessiterait
d’avoir des sondes locales du transport quantique. Le transport des électrons au travers
d’un échantillon désordonné est généralement caractérisé par des quantités de transport
globales telles que la résistance R ou la conductance G :
G = I/U = R−1 , (2.16)
où U est égal à la diﬀérence des potentiels électro-chimiques des contacts 1 et 2, U = U1−U2
et I est le courant injecté de 1 vers 2 (voir ﬁgure 2.3).
La conductance G est simplement reliée à la conductivité σ par la loi d’Ohm, qui s’exprime
sous la forme :
G = σ Ld−1⊥ /L , (2.17)
dans le cas où l’échantillon de solide désordonné a la forme d’un barreau de longueur L
et de section Ld−1⊥ . Or la conductivité s’exprime directement comme la variance de la




ddr x2 P (r, r′;E) , (2.18)
Ainsi, la conductance permet de sonder le caractère localisé : elle décroît exponentiellement
en fonction de la longueur du barreau L :
G(L)∼e−2L/ℓ . (2.19)
Il faut noter que l’on a considéré ici la limite de température nulle.
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B.4 Exposant de Lyapunov
Il existe une caractérisation de la localisation qui est extrêmement utile dans les simulations
numériques. Pour des systèmes 1D et quasi-1D (e.g. un barreau de longueur L et de section
Ld−1⊥ avec L≫ L⊥), les propriétés de localisation peuvent être calculées très eﬃcacement
à partir du comportement limite de produits de matrices aléatoires [50].
Considérons l’équation aux valeurs propres Hˆ|ΨE〉 = E|ΨE〉 pour un modèle d’Anderon
1D d’Hamiltonien Hˆ donné par l’équation (2.5). Cette équation peut se mettre sous la
forme :
(E − Vi)ai = (ai+1 + ai−1) , (2.20)
où ai représente l’amplitude de la fonction d’onde |ΨE〉 au site i, ai = 〈i|ΨE〉 du réseau. On
a pris, sans perte de généralité, l’amplitude de transition entre plus proches voinsins t égale










où la matrice de transfert Ti s’écrit :(




Ainsi reformulé, le problème est celui d’un système dynamique décrit par la matrice aléa-
toire Ti (aléatoire du fait de la présence de Vi qui est distribué de façon aléatoire et
décorrélée).
Partant d’un état initial (a1, a0), la méthode de la matrice de transfert permet de calculer















Une propriété fondamentale est que le produit Q†iQi obéit à une loi des grands nombres
lorsque la longueur i tend vers l’inﬁni. Le théorème d’Oseledec [51] généralise la loi des










ayant pour valeurs propres exp γ et exp(−γ) où γ > 0 [52] est l’exposant de Lyapunov
(ceci est vériﬁé sous des conditions très générales [53]). Ceci exprime le caractère auto-
moyennant du produit Q†iQi. Cette propriété est particulièrement intéressante du fait que
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Il faut noter que la conductance typique, i.e. la valeur de la conductance la plus probable,
n’est pas la conductance moyenne. La conductance est une quantité ﬂuctuante en fonction
des réalisations du désordre, et la valeur moyenne de cette quantité ne donne pas nécessai-
rement une bonne image de ce que l’on obtiendrait à partir d’une réalisation particulière
du désordre [18,54,55]. La moyenne d’une grandeur dépendant additivement de variables
aléatoires a toutes les chances de se comparer au résultat de la mesure sur un échantillon
(loi des grands nombres usuelle), tandis que c’est l’exponentielle de la moyenne du lo-
garithme qui doit être considérée pour une grandeur dépendant de façon multiplicative
des variables aléatoires (loi des grands nombres pour les produits de matrices aléatoires).
Ainsi, la conductance typique s’écrit comme l’exponentielle de la moyenne sur le désordre
du logarithme de la conductance. Le caractère auto-moyennant se traduit par le fait que la
limite de gL obtenue en faisant tendre L→∞ est identique à celle obtenue en moyennant
sur les conﬁgurations du désordre le logarithme de gL et en prenant son exponentielle.





cosh(2Lγ)− 1 . (2.27)
En conséquence, la décroissance exponentielle de la conductance découle très simplement
de la formule précédente, à condition que la longueur L soit plus grande que la longueur
de localisation ℓ = 1/γ.
Cette formulation du problème de localisation en terme de matrice de transfert aléa-
toire permet de montrer que presque tous les états propres d’un système désordonné uni-
dimensionnel sont localisés, et ce quelque soit l’amplitude du désordre W 6= 0 (2.8) [50].
La méthode de la matrice de transfert est particulièrement pratique pour l’étude nu-
mérique des propriétés de localisation des systèmes désordonnés, non seulement uni-
dimmensionnels, mais aussi de dimensions supérieures via l’étude de barreaux de longueur
L et de section transverse Ld−1⊥ avec L⊥ ≪ L [9, 10] (voir discussion de ce type d’étude
dans la suite).
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C Théories de la localisation
Nous avons présenté quelques modèles simples de systèmes désordonnés et nous avons vu
comment, éventuellement, caractériser le phénomène de localisation dans ces systèmes.
Quels sont les mécanismes physiques conduisant à la localisation ? Nous présentons ici,
quelques développements théoriques de la localisation d’Anderson. Deux approches, qui ne
sont pas complètement inaccessibles, et qui ont donné des prédictions remarquables, sont
la théorie auto-cohérente [44] et la théorie d’échelle [4, 6, 8]. La théorie auto-cohérente est
fondée sur une approche perturbative du phénomène de localisation dans le régime de faible
désordre. Les corrections au transport classique diﬀusif, dûes aux eﬀets interférentiels,
divergent dans la limite de fort désordre, i.e. dans le régime de localisation forte. La
méthode auto-cohérente permet de dépasser cet obstacle. La théorie d’échelle se base sur
des idées de renormalisation phénoménologique et notamment sur une hypothèse de loi
d’échelle à un paramètre, validée par de nombreuses études numériques. Les deux théories
prédisent l’existence d’une transition de phase métal-isolant en dimension strictement
supérieure à deux, les états de systèmes uni- et bi-dimensionnels de système désordonnés
invariant par renversement du temps étant localisés. Ces deux théories sont à la base de
nos travaux présentés dans ce mémoire, c’est pourquoi nous les introduisons ici, dans ce
chapitre, dans leur contexte original.
C.1 Théorie auto-cohérente
Ici, nous suivons la discussion par Vollhardt et al. [44].
La théorie auto-cohérente [44] donne une description simple et assez précise du phénomène
de localisation dans les systèmes désordonnés. En particulier, l’approche perturbative, sur
laquelle cette théorie se fonde, permet une compréhension particulièrement intuitive des
eﬀets interférentiels sur la dynamique classique diﬀusive dans le régime de faible désordre
(voir [45]).
C.1.1 Localisation faible et interférences quantiques
Considérons la dynamique d’électrons indépendants dans un système désordonné tel que
modélisé par (2.3) : ces électrons sont diﬀusés par des impuretés ponctuelles, statiques,
et distribuées spatialement aléatoirement. Pour décrire la physique d’un tel système, nous
pouvons étudier sa constante de diﬀusion D. À vrai dire, la dynamique de particules
dans un milieu (faiblement) désordonné est diﬀusive, caractérisée par une distribution de
probabilité P (r, r′;ω) vériﬁant une équation de diﬀusion :
(−iω −D∆r′) P (r, r′;ω) = δ(r′ − r) . (2.28)
Dans un système 3D faiblement désordonné par des impuretés, la diﬀusion des particules à
température nulle peut être caractérisée par un libre parcours moyen ℓe, qui est la distance
moyenne au bout de laquelle a lieu un événement de diﬀusion. Ceci déﬁnit le temps de
collision τe via ℓe = vτe où v est la vitesse caractéristique, par exemple la vitesse de Fermi
dans le cas d’électrons. La constante de diﬀusion vaut dans ce cas : D0 = v2F τe/3.







Fig. 2.4: Deux trajectoires typiques d’un électron diffusant d’un point r à r′. Les événements de
collision sont représentés par des points noirs.
Nous allons aborder le problème de la localisation du côté de ce régime métallique diﬀusif.
Ce régime est observé dans la limite de faible désordre. Faible désordre signiﬁe que le libre
parcours moyen ℓe est très grand devant la longueur d’onde k−1F de la particule, kF ℓe ≫ 1,
où kF est le nombre d’onde de Fermi. Partant de ce régime métallique diﬀusif, nous
voulons étudier les eﬀets précurseurs de la localisation, i.e. les corrections à la constante
de diﬀusion :
D = D0 − δD . (2.29)
Dans cette expression, D0 est la constante de diﬀusion classique et δD est une correction
dûe à des eﬀets d’interférences quantiques, comme nous allons le voir.
Pour comprendre la diﬀérence entre le comportement diﬀusif de particules classiques et
celui de particules quantiques, considérons le chemin d’une particule diﬀusant d’un point r
à un point r′ (voir ﬁgure 2.4). Diﬀérentes trajectoires peuvent être empruntées, qui ont une
certaine largeur (ce sont des tubes) donnée par la longueur d’onde de Fermi λF = h/vFm.
Dans le cas classique (h = 0), ces “chemins de Feynman” sont arbitrairement étroits
λF = 0. Dans le cas quantique, néanmoins, les tubes ont un diamètre ﬁni λF = 2πk−1F .
Supposons maintenant que λF est très petit, λF /ℓe ≪ 1 et que la température est nulle (les
événements de collision inélastique sont supposés très rares, et leurs eﬀets négligeables ici).
Puisque le transport de r vers r′ peut se faire via diﬀérentes trajectoires, il faut associer
à chaque chemin i une amplitude de probabilité Ai. D’après la formulation de Feynman
de la mécanique quantique, la probabilité totale d’aller du point r au point r′ est donnée
par le module carré de la somme des amplitudes :














Le premier terme dans l’équation (2.30) consiste en des chemins apariés exactement iden-
tiques, et ainsi subsiste dans le cas classique où les chemins sont arbitrairement étroits.
Le second terme décrit lui les eﬀets d’interférence entre les diﬀérents chemins, et est ainsi
un terme purement quantique. Dans la théorie du transport de Boltzmann, ces termes
d’interférence sont négligés. Dans la plupart des cas, c’est, à vrai dire, justiﬁé : puisque les
trajectoires ont des longueurs diﬀérentes, les amplitudes Ai ont des phases diﬀérentes. En
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(b)(a)
r = r′r = r′
Fig. 2.5: Contributions (a) classique et (b) interférentielle à la probabilité de retour à l’origine. (a) Le
chemin est parcouru dans le même sens par 1 (traits pleins) et 2 (traits pointillés). (b) Le
chemin est parcouru en des sens opposés par 1 et 2.
moyenne, ceci conduit à des interférences destructives. Ainsi, les interférences quantiques
représentées en ﬁgure 2.4 sont généralement peu importantes.
Néanmoins, lorsque le système est invariant par renversement du temps, il existe un conﬁ-
guration de chemins faisant exception : si les points r et r′ coïncident (ﬁgure 2.5). Alors,
le point de départ et le point d’arrivée sont identiques, si bien que le chemin peut être par-
couru de façon équivalent dans les deux sens opposés. La probabilité P (r, r′ = r) d’aller
de r à r′ est ainsi la probabilité de retour à l’origine. Puisque les deux chemins 1 et 2 de
la ﬁgure 2.5 sont symétriques l’un de l’autre par renversement du temps, les amplitudes
A1 et A2 ont des phases cohérentes entre elles. Ceci conduit à une interférence construc-
tive, et la contribution purement quantique à P (r, r′ = r) devient très importante. Pour
A1 = A2 ≡ A, la probabilité de retour à l’origine classique est donnée par Pclass(r, r′ =
r) = 2|A|2 alors que celle quantique est Pquant(r, r′ = r) = 2|A|2+2A1A∗2 = 4|A|2. Ainsi,
l’on obtient :
Pquant(r, r′ = r) = 2Pclass(r, r′ = r) . (2.31)
La probabilité qu’une particule quantique retourne à son point de départ est ainsi deux
fois celle correspondant à une particule classique. L’on peut de ce fait dire que la “diﬀusion
quantique” est plus lente que celle classique, ceci étant dû à ce que la rétrodiﬀusion est
plus eﬃcace dans le cas quantique. En d’autres termes : des particules quantiques dans un
système désordonné sont moins mobiles (à température nulle) que des particules classiques.
Ceci conduit à un abaissement de la constante de diﬀusion D.
Il faut noter que le doublement de la probabilité de retour à l’origine est simplement une
conséquence d’une interférence constructive entre deux chemins symétriques par renverse-
ment du temps. Dans le cas d’électrons, son origine est quantique seulement du fait que
le caractère ondulatoire des électrons est un eﬀet intrinsèquement quantique. En général,
toute propagation d’onde dans un milieu désordonné a un résultat similaire (voir section
D.3 de ce chapitre).
La correction δD dûe aux eﬀets d’interférence est proportionnelle à la probabilité d’occu-
rence de chemins qui s’intersectent avec eux-mêmes pendant la diﬀusion(comme en ﬁgure
2.6). C’est la probabilité de trouver une particule dans un tube diﬀusant formant une
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Fig. 2.6: Trajectoire d’un électron intersectant avec elle même. Au sein de la boucle formée, les
chemins sont contre-propageants. Le croisement a un volume caractéristique λd−1F ℓe. Cette
contribution restreint le transport diffusif, prémisse de la localisation d’Anderson : on parle
de localisation faible.
boucle. Considérons donc un tube de diamètre λF , i.e. de section transverse λd−1F . Pen-
dant l’intervalle dt, la particule se déplace sur une distance dl = vFdt, si bien que l’élément
de volume du tube correspondant est donné par dV = λd−1F vFdt. Également, le volume
maximal accessible à la particule est celui exploré par la particule ayant une marche dif-
fusive, soit 1/P (r, r; t). La probabilité pour une particule d’être dans un tube formant




dt′ P (r, r; t′).
C’est bien ainsi que l’on peut interpréter la formule suivante donnant les corrections de
localisation faible D = D0 − δD :






−iω +D0Q2 , (2.32)
où ρ0 est la densité d’états. En eﬀet, 1/πρ0 ∝ λd−1F vF et l’intégrale sur Q du pôle diﬀusif
donne P (r, r;ω).
Lorsque ω décroît vers 0, la constante de diﬀusionD(ω) est de plus en plus faible. C’est bien
ce à quoi l’on s’attend : à temps court (i.e. pour les grandes valeurs de ω), le comportement
est diﬀusif avec coeﬃcient de diﬀusion ≈ D0, mais au fur et à mesure que le temps
passe, le mouvement diﬀusif est de plus en plus restreint, ceci étant caractérisé par un
coeﬃcient de diﬀusion de plus en plus faible. Il faut noter que le comportement de D(ω)
dépend fortement de la dimensionnalité d du système désordonné. La correction δD(ω)
au coeﬃcient de diﬀusion classique D0 diverge dans la limite où ω → 0, en dimension
d ≤ 2 [44]. En dimension un, ce n’est pas étonnant. En eﬀet, dans la limite des temps
longs, la dynamique est localisée (voir B.4) et ainsi, D(ω) →
ω→0
0, ce qui veut dire que la
correction est de l’ordre de D0. On est sorti du régime perturbatif.
C. Théories de la localisation 25
Fig. 2.7: Boucles imbriquées les unes dans les autres à la manière de poupées russes. La méthode
auto-cohérente consiste à ne retenir que des contributions comme celle représentée, et non à
sommer sur tous les diagrammes interférentiels. Il est délicat de justifier pourquoi l’on peut
se restreindre à de tels diagrammes dans le régime localisé.
C.1.2 Description du régime de localisation forte et de la transition d’Ander-
son
L’approche précédemment évoquée, qui ne retient que le premier ordre d’un développement
en faible désordre (on n’a retenu qu’un seul type de contributions interférentielles qui
domine à faible désordre), ne permet pas de décrire le régime de localisation forte. Dans
le régime fortement désordonné où le libre parcours moyen est petit devant la longueur
d’onde, il faudrait, en toute rigueur, tenir compte de tous les termes interférentiels.
Puisque la méthode perturbative échoue, il faut essayer une autre approche. Ici nous
considérons l’approche auto-cohérente de Vollhardt et Wölﬂe [44]. Précédemment, nous
avons considéré que le transport au sein des boucles se faisaient avec la constante de
diﬀusion D0 [ceci se reﬂète dans la somme sur le pôle de diﬀusion 1/(−iω+D0Q2)]. Cette
approximation n’est plus valable dès lors que le transport se fait à un D(ω) très diﬀérent
de D0, soit au voisinage du régime de localisation forte : l’auto-cohérence revient à dire
que le transport au sein des boucles devrait dépendre de D(ω) et non de D0. Dans un
langage diagrammatique, ceci équivaut à habiller les boucles de boucles, i.e. à considérer
des contributions où des boucles sont imbriquées les unes dans les autres (voir ﬁgure 2.7).
Suivant ces idées, on aboutit à une équation auto-cohérente pour la constante de diﬀusion
D(ω) [44] :






−iω +D(ω)Q2 . (2.33)
On ne trouve pas de justiﬁcation rigoureuse de cette équation dans la littérature. Néan-
moins, cette équation rend compte de nombreux phénomènes prédits par d’autres théories
(par exemple celle d’échelle, voir la sous-section suivante) et observés au moins numérique-
ment (nous présentons une validation expérimentale de quelques unes de ces prédictions
dans ce manuscrit). Nous donnons ici les prédictions de la théorie auto-cohérente qui nous
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semblent les plus remarquables [44] :
– En dimension une et deux, les systèmes désordonnés symétriques par renversement du
temps sont localisés.
– En dimension trois, une transition métal-isolant a lieu lorsque kF ℓe, qui caractérise
l’amplitude du désordre (un faible désordre correspond à kF ℓe ≫ 1), atteint la valeur
critique (kF ℓe)c ≈ 1, critère de Ioﬀe-Regel [56]. Cette transition de phase est continue
(i.e. du second ordre). Au régime critique, la longueur de localisation ℓ diverge en loi de
puissance :
ℓ ∼ [kℓe − (kℓe)c]−ν , (2.34)
où ν = 1 est l’exposant critique associé à la longueur de localisation ; la constante de
diﬀusion D(0) = lim
ω→0
D(ω) tend vers 0 suivant :
D(0) ∼ [(kℓe)c − kℓe]s , (2.35)
avec s = 1 l’exposant critique associé à la constante de diﬀusion. On note que s = ν, qui
n’est autre que la loi de Wegner, reliant les exposants critiques entre eux, en dimension
trois : s = (d− 2)ν [6].
– Dans le cas d’un système de taille ﬁnie L, dans le régime localisé, la constante de
diﬀusion D(0) multipliée par Ld−2 n’est fonction que du rapport ℓ/L de la longueur
de localisation sur la taille du système. Ceci implique que le phénomène de localisation
vériﬁe une loi d’échelle à un paramètre. Ce paramètre peut être pris directement comme
le rapport ℓ/L où encore comme la conductance adimensionnée en unité e2/~, g =
G/(e2/~) = σLd−2(e2/~) puisque la constante de diﬀusion et la conductivité sont reliées
par la relation d’Einstein σ = ρ0e2D, où ρ0 est la densité d’états.
– Pour un système inﬁni L→∞, une loi d’échelle à un paramètre similaire à la précédente
est trouvée dans le domaine fréquentiel, où, en quelque sorte, L est remplacée par ω−1/d
(voir section A du chapitre 7 de ce manuscrit).
C.2 Théorie d’échelle
La théorie d’échelle [4,6,8], dont le développement est antérieur à la théorie auto-cohérente,
a permis des prédictions tout à fait remarquables concernant le transport quantique dans
les systèmes désordonnés, notamment la prédiction d’une transition de phase métal-isolant
en dimension strictement supérieure à deux dans le cas de systèmes invariants par renver-
sement du temps. L’hypothèse de loi d’échelle à un paramètre invoquée sous-tend l’idée
que la transition d’Anderson peut être décrite comme une transition de phase du second-
ordre. Cette idée est justiﬁée de façon rigoureuse en faisant correspondre le problème de
localisation avec un modèle sigma non-linéaire [57], modèle de comportement critique bien
connu des théoriciens des champs.
Les études numériques de la transition d’Anderson ont montré la pertinence de ces idées
de théorie d’échelle [9,10,12]. Le problème principal rencontré dans l’évaluation des com-
portements critiques à la transition d’Anderson est que plus on approche du point critique,
plus on doit choisir la taille du système grande, de manière à obtenir des résultats ayant
un sens. Plus précisément, le calcul des propriétés critiques requiert de procéder à la limite
thermodynamique de façon contrôlée. Une possibilité est d’appliquer des lois d’échelles.
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Puisque nous envisageons une description de la transition d’Anderson comme comporte-
ment critique, rappelons très brièvement quelques aspects de ces derniers.
C.2.1 Invariance d’échelle
Le régime critique d’une transition de phase du second ordre est caractérisé par une
propriété fondamentale : l’invariance d’échelle. Au seuil de la transition, il n’existe pas de
quantité caractéristique telle qu’une longueur ou une énergie. C’est très diﬀérent du cas
d’une transition de phase du premier ordre où le potentiel thermodynamique est discontinu,
discontinuité déﬁnissant une chaleur latente.
L’invariance d’échelle implique des comportements critiques pour les quantités thermody-
namiques en lois de puissance. Ceci peut se voir très simplement : supposons que la fonction































où α est une constante. L’équation diﬀérentielle précédente se résout simplement en loi de
puissance :
f(x) ∝ xα . (2.39)
C.2.2 Renormalisation
La discussion suivante est inspirée du cours de théorie statistique des champs donné par
J. B. Fournier aux étudiants du master “Physique théorique des systèmes complexes”, à
l’Université Pierre et Marie Curie, durant l’année scolaire 2005-2006.
L’invariance d’échelle implique des lois d’échelle comme démontré par la théorie de renor-
malisation. De façon imagée, renormaliser consiste à regarder le système considéré avec un
mégascope, qui agit de façon inverse à celle d’un microscope. Un mégascope a deux “bou-
tons” : un bouton permettant de réduire les échelles b, et un bouton permettant d’ampliﬁer
le contraste c (voir ﬁgure 2.8). Son action Tb consiste en trois points :
– “Coarse graining” : moyenne de l’image sur des zones de b pixels, donnant des “méga-
pixels” (voir ﬁgure 2.9).
– Amplification : multiplier les valeurs des méga-pixels par un facteur bc aﬁn que ceux-ci
soient autant contrastés que les pixels d’origine.
– Réduction d’échelle : réduire les échelles d’un facteur b de sorte que le méga-pixel soit
de la taille a du pixel d’origine (voir ﬁgure 2.10).







Fig. 2.8: Le mégascope est un outil de renormalisation, i.e. d’observation de systèmes critiques d’une
manière inverse de celle d’un microscope : on s’éloigne du système au lieu de s’en rapprocher,
et l’on considère ce système de loin.
b
a
Fig. 2.9: Procédure de “Coarse-graining” qui consiste à moyenner l’image sur b pixels de taille a
donnant ainsi des “méga-pixels”. Ici, b = 3 et l’image représentée correspond par exemple à
un modèle d’Ising où l’on a associé un pixel noir aux sites de spin +1 et un pixel blanc aux
sites −1.
Fig. 2.10: Procédure de réduction d’échelle de manière à ce que les méga-pixels soit de la taille a du
pixel d’orgine.
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trop de contraste c > c∗
c = c∗
pas assez de contraste c < c∗
b
1
“Image” au régime critique
Fig. 2.11: Réglage du contraste c tel qu’au régime critique on observe avec le mégascope l’invariance
d’échelle, i.e. l’invariance de l’image par rapport à b.
Une procédure de renormalisation consiste à itérer ces trois points une inﬁnité de fois.
Cette procédure a la structure d’un groupe : TbTb′ = Tbb′ . Ainsi, augmenter le paramètre
de réduction d’échelle b revient à faire plus d’itérations à b > 1 ﬁxé.
Comment utilise-t-on le mégascope ? Il faut d’abord régler le contraste c puis faire varier
b → ∞. On regarde ensuite “l’image” obtenue. Le contraste est réglé de telle sorte qu’au
régime critique, on observe l’invariance d’échelle, i.e. l’invariance de l’image par rapport
à b (voir ﬁgure 2.11). Lorsque le contraste est réglé, c = c∗, le mégascope permet de
caractériser simplement le régime critique comme une variété asymptotique instable (voir
ﬁgure 2.12).
Plus précisément, une “image” est associée à un Hamiltonien H, i.e. à un ensemble de
paramètres {α, β, γ, ...} caractérisant cet Hamiltonien : H(α, β, γ, ...). Plaçons-nous dans
l’espace E de ces paramètres ({α, β, γ, ...}). Un point de cet espace représente une “ima-
ge” au mégascope. Lorsque l’on fait agir le groupe de renormalisation, on observe une
trajectoire dans cet espace appelée ﬂot de renormalisation (voir ﬁgure 2.13).
Les équations de ce ﬂot sont des équations non-linéaires. Elles peuvent avoir un point ﬁxe
I, si le contraste est choisi de façon adéquate ; ce point ﬁxe est généralement de nature
hyperbolique, cas que l’on considère ici. Au voisinage du point ﬁxe, on peut linéariser les
équations du ﬂot. On se place ensuite dans le repère diagonal, centré au point ﬁxe. Partant
d’une condition initiale (x0, y0, z0, ...) voisine du point ﬁxe I = (0, 0, 0, ...), la trajectoire
évolue suivant :
x = x0 bµx ,
y = y0 bµy , (2.40)
z = z0 bµz ,
...
où eµx,y,z sont les valeurs propres du Jacobien. Les variables pertinentes sont celles qui






“Image” pour c = c∗
Fig. 2.12: Représentation imagée du flot de renormalisation. La trajectoire critique est rapidement
invariante d’échelle ; elle ne dépend plus de b. Au dessus T > Tc (en rouge) et au dessous








Fig. 2.13: Représentation du flot de renormalisation dans l’espace des paramètres {α, β, γ, ...}. Le cas
d’un point fixe hyperpolique avec une seule direction instable est représenté. Ceci conduit à
une théorie d’échelle à un paramètre.
C. Théories de la localisation 31
s’éloignent du point ﬁxe, i.e. celles associées à une valeur µ positive. Comme elles s’éloignent,
elles divergent. Les variables non-pertinentes sont celles qui tendent vers 0, i.e. celles as-
sociées à une valeur µ négative. Dans le cas où une seule direction est instable (voir ﬁgure
2.13), on peut formuler une théorie d’échelle à un paramètre.
Les lois d’échelle se déduisent simplement du comportement du ﬂot de renormalisation
au voisinage du point ﬁxe. Ainsi, considérons la longueur de corrélation ξ. Cette longueur
ξ est déﬁnie à partir du paramètre d’ordre de la transition m = 〈φ(r)〉, paramètre qui
s’annule en loi de puissance à la transition, est non nul dans une phase et nul dans l’autre.
ξ est la longueur caractéristique associée à la décroissance des corrélations du champ local
associé au paramètre d’ordre φ(r) : 〈φ(0)φ(r)〉 ∼ exp(−r/ξ), avec r = |r|.
Au voisinage du point ﬁxe, la longueur de corrélation vaut ξ(x0, y0, z0, ...). Vue au mé-
gascope, la longueur de corrélation est plutôt ξ(x0 bµx , y0 bµy , ...). Cependant, le système
physique vu au mégascope est identique à lui-même, si bien que l’on doit avoir :
ξ(x0, y0, ...) = b ξ(x0 bµx , y0 bµy , ...) , (2.41)
où le préfacteur b du second membre est dû à la réduction des échelles. Supposons main-
tenant que seule la variable x soit pertinente : µx > 0 et tous les autres exposants µy,z,...
sont négatifs. Alors, y0 bµy → 0 lorsque b → ∞. En partant du voisinage du point ﬁxe :
x0 ∼ t = T−TcTc . Appliquons la procédure de renormalisation jusqu’à ce que x0 bµx = x˜ où
x˜ est une constante. On a alors b ∼ t−1/µx . Ainsi, dans la limite des grands b, la longueur
de corrélation se comporte suivant :
ξ ∼ t−1/µxξ(x˜, 0, ...) , (2.42)
où ξ(x˜, 0, ...) est une constante puisque les variables non-pertinentes sont nulles. Ceci
implique une divergence de la longueur de corrélation ξ avec un exposant critique ν = 1/µx
à la transition :
ξ ∼
T→Tc
|T − Tc|−ν . (2.43)
Tous les systèmes physiques qui ont des points ﬁxes font apparaître des lois d’échelle.
L’existence d’un point ﬁxe signiﬁe l’invariance d’échelle : au seuil de la transition, le ﬂot
converge vers ce point ﬁxe, autrement dit l’image ne dépend pas de b. Des systèmes diﬀé-
rents peuvent avoir même point ﬁxe, i.e. appartenir au même bassin d’attraction. C’est ce
qui explique le phénomène d’universalité. De manière générale, les exposants critiques sont
insensibles aux détails microscopiques mais dépendent seulement de la dimensionnalité et
des symétries du système. Les diﬀérences dans ces détails microscopiques sont atténuées et
rendues négligeables par la procédure de renormalisation. En revanche, la dimensionnalité
et les symétries ont des conséquences macroscopiques qui survivent à la renormalisation.
C.2.3 Finite-size scaling et transition d’Anderson
Interprétant la transition d’Anderson comme transition de phase du second ordre, on peut
considérer la longueur de localisation ℓ comme l’analogue de la longueur de corrélation
d’un système thermodynamique, et le degré de désordre W [voir équation (2.9)] comme
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l’équivalent de la température T . Au régime critique W ≈ Wc et à la limite thermo-
dynamique L → ∞, ℓ est donc supposée diverger en loi de puissance (conséquence de
l’invariance d’échelle) :
ℓ ∼ |W −Wc|−ν . (2.44)
Considérant un système de taille ﬁnie L (ce qui est toujours le cas dans les études numé-
riques), il est clair que la longueur de localisation ℓ(L) ne peut pas diverger suivant cette
loi. La taille du système agit en eﬀet comme une limitation à ℓ(L). Ceci semble rendre
caduque toute tentative d’étude numérique de la transition d’Anderson. Il n’en est rien,
comme on va le voir.
Étudier l’évolution des propriétés critiques d’un système en fonction de sa taille ﬁnie L
consiste à eﬀectuer une renormalisation phénoménologique du système [58]. La renor-
malisation d’un système de taille inﬁnie au voisinage du point critique implique [voir
Eq. (2.41)] :
ℓ(W ) = b ℓ(W ′) , (2.45)
où ℓ à gauche et à droite sont les mêmes fonctions, b est le facteur de réduction d’échelle,
et W et W ′ sont reliés par :
(W ′ −Wc) = (W −Wc) b1/ν . (2.46)
Ceci équivaut à une divergence de la longueur de localisation en loi de puissance (2.44)
avec exposant critique associé ν.








avec b = L/L′ le facteur de réduction d’échelle ; ceci impliquant que la longueur de locali-
sation ℓ(L) vériﬁe la loi d’échelle :





Il faut noter que la relation précédente n’est certainement valable qu’au voisinage du
point critique (W − Wc)L1/ν ≪ 1, et dans la limite L → ∞ où les variables d’échelle
non pertinentes sont négligeables (cf. discussion de la renormalisation en C.2.2). Lorsque
L n’est pas suﬃsamment grande, il faut tenir compte, entre autres, des variables non
pertinentes comme corrections à la loi d’échelle, en écrivant [voir Eq. (2.41)] :
ℓ(L) = L F
[
(W −Wc)L1/ν , y0Lµy
]
, (2.49)
avec µy < 0 [12].
Suivant cette analyse, on peut procéder à une étude numérique des propriétés de transport
dans les systèmes désordonnés en dimension d. La loi d’échelle (2.48) est vériﬁée s’il existe














|W −Wc|−ν . (2.51)
La fonction F est dans ce cas simplement reliée à la fonction d’échelle F et le paramètre
d’échelle ξ(W ) varie, dans le régime localisé, comme la longueur de localisation du système
de taille inﬁnie ℓ.
Ce type d’étude entrepris en dimensions deux et trois [9, 10] montre que :
– Un système désordonné en dimension deux invariant par renversement du temps est
toujours localisé, mais avec une longueur de localisation exponentiellement grande à
mesure que le degré de désordre W diminue.
– En dimension trois, une transition de phase métal-isolant est observée. L’exposant cri-
tique ν détéreminé numériquement est diﬀérent de ce qui est prévu par la théorie auto-
cohérente (ν = 1) : ν = 1.57 ± 0.02 [12]. Cette valeur est universelle, i.e. ne dépend pas
des détails microscopiques du modèle (distribution de probabilité du désordre, anisotro-
pie) mais seulement de la classe de symétrie [38–40].
C.2.4 Lois d’échelle à un paramètre pour le phénomène de localisation
Il faut noter qu’en dimension deux, de façon surprenante, la quantité Λ = ℓ(L)/L vériﬁe
une loi d’échelle à un paramètre (2.50). Or, dans cette dimension, il n’y a pas de transition
de phase observée, si bien que l’on ne peut appliquer une analyse des propriétés de locali-
sation en comportement critique. Comment, donc, justiﬁer la loi d’échelle à un paramètre
observée dans ce cas ?
Historiquement, l’existence, en dimension quelconque, de lois d’échelle à un paramètre,
a été prédite en raisonnant sur la conductance adimensionnée g = Gh/e2 [4, 6–8]. Nous
suivons ici l’analyse de Landauer [7] du problème de localisation en termes de matrice de
transfert (voir section B.4 du présent chapitre). Le transport de charge au travers d’un
système désordonné uni-dimensionnel peut être vu comme un problème de mécanique
quantique de transmission. Considérons un tel système, i.e. un ﬁl désordonné, connecté,
en ses deux extrémités, à deux conducteurs parfaits. La tension est générée par la diﬀérence
des densités de charges à droite et à gauche du ﬁl désordonné. Le courant est donné par
le nombre total de particules chargées transmises au travers du ﬁl désordonné à la vitesse




où T est le coeﬃcient de transmission.
Soit deux échantillons de ce système désordonné de taille L et L′ mis en série. La matrice
de transfert du “méga-bloc” ainsi formé est égale au produit des matrices de transfert
des blocs de taille L et L′. Ceci implique que le coeﬃcient de transmission T vériﬁe un
loi de composition multiplicative. Lorsqu’on applique un facteur de réduction d’échelle b,
L→ bL, T évolue suivant [18] :
T (bL) = [T (L)]b . (2.53)
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Ceci se traduit pour la résistance R par la loi d’échelle :
R(bL) = [1 +R(L)]b − 1 . (2.54)
Dans le cas où la résistivité de chaque bloc de taille L est faible, R(L) ≪ 1, la relation
précédente redonne l’additivité de résistances classiques mises en série : R(bL) = bR(L).
Néanmoins, dans le cas d’une grande résistivité de chaque bloc, on trouve une loi mul-
tiplicative : R(bL) = R(L)b qui conduit à la localisation forte, exponentielle. L’équation
(2.54) démontre l’existence d’une loi d’échelle à un paramètre R (ou encore g = R−1) en
dimension un.
La loi d’échelle (2.54) peut d’ailleurs se mettre sous la forme d’une fonction β [8] qui
permet d’exprimer, sous forme diﬀérentielle, l’évolution locale de la variable d’échelle R
lorsque L varie :
d lnR
d lnL
= β(lnR) . (2.55)
Nous nous restreignons à des facteurs de réduction d’échelle très petits b = 1 + δL/L ,
δL/L≪ 1, et nous développons au premier ordre en δL/L≪ 1 la loi d’échelle (2.54) :
R(L+ δL) = [1 +R(L)]1+δL/L − 1















≈ R(L) + δL
L
[1 +R(L)] ln[1 +R(L)] . (2.57)
Par conséquent :




















ln[1 +R] . (2.59)





= −(1 + g) ln(1 + g−1) . (2.60)
La fonction β(ln g) est toujours négative en dimension un et dans la limite des grandes
conductances, g ≫ 1, β(ln g) ≈ −1− 1/2g et dans la limite opposée g ≪ 1, β(ln g) ≈ ln g.
Suivant [8], nous supposons l’existence d’une fonction βd(ln g) en dimension d quelconque.
Que ceci ait un sens peut être vu en considérant la fonction βd dans les cas limites g ≫ 1 et
g ≪ 1. Dans un bon métal où la conductivité est une constante, la loi d’Ohm G = σLd−2
[voir Eq. (2.17) avec L⊥ = L] conduit à :
βd(ln g) ∼
g→∞
d− 2 , (2.61)







Fig. 2.14: Comportement qualitatif de la fonction β pour le problème de localisation dans les systèmes
désordonnés. En dimension d = 3 a lieu une transition métal-isolant à un seuil critique gc
qui forme un point fixe instable du flot déterminé par la fonction β.
alors que dans la phase exponentiellement localisée, G ∼ e−2L/ℓ, on obtient :
βd(ln g) ∼
g→0
ln g . (2.62)
Supposons que βd(ln g) soit une fonction régulière. Alors on peut tenter d’interpoler entre
les deux branches asymptotiques. Ce faisant, on aboutit aux conclusions suivantes (voir
ﬁgure 2.14) :
– En dimension un, les états sont toujours localisés. La fonction β1 est en eﬀet toujours
négative, ce qui implique que lorsque la taille L augmente, la conductance adimensionnée
g tend vers 0.
– En dimension deux, la situation dépend du signe des corrections de localisation faible
pour des grandes valeurs de g (voir section C.1.1 du présent chapitre). Lorsque le sys-
tème est invariant par renversement du temps, les eﬀets de localisation faible tendent à
restreindre le transport, ainsi, la fonction β2 est toujours négative, et l’ état est localisé
à la limite thermodynamique L→∞.
– En dimension trois, une transition métal-isolant a lieu du fait que la fonction β3 change
de signe en une valeur critique gc de la conductance. Pour g < gc, β3 < 0 et le système
tend vers un état localisé lorsque L augmente, alors que pour g > gc, β3 > 0 et la limite
thermodynamique L→∞ est métallique.
Ces prédictions, fondées sur l’hypothèse de loi d’échelle à un paramètre [8], ont été vériﬁées
numériquement [59]. Il faut noter que l’approche en fonction β(ln g) des propriétés d’échelle
de la localisation est équivalente à celle dite de “Finite-Size Scaling”, résumée par l’équa-
tion (2.50). Ceci se comprend aisément en considérent que la conductance g = T /(1− T )
est réliée à Λ = ℓ(L)/L via T = exp[−2L/ℓ(L)] [59].
La théorie précédente pose néanmoins problème car elle considère la conductance qui n’est
pas une quantité auto-moyennante (voir section B du présent chapitre). La conductance
d’un système mésoscopique dépend fortement des propriétés individuelles du système (en
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particulier de la conﬁguration du désordre). Il s’ensuit qu’un ensemble de systèmes diﬀé-
rents présente des ﬂuctuations de conductance qui peuvent être si fortes que l’on ne peut
pas caractériser la distribution correspondante par sa valeur moyenne [18]. Cette incom-
patibilité apparente de la théorie d’échelle et des ﬂuctuations a été résolue dans [60] où la
distribution de conductance est montrée vériﬁer une loi d’échelle à un paramètre.
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D Études expérimentales de la transition d’Anderson
Nous avons vu quelles prédictions théoriques ont été faîtes sur les modèles simples (2.3) et
(2.5). Qu’en est-il des observations expérimentales ? Quelles sont les déviations majeures
des systèmes expérimentaux aux modèles ? Ces déviations empêchent-elles d’observer les
phénomènes prédits ? En outre, étant donné que les théories de la localisation sont incom-
plètes (la valeur de l’exposant critique ν = 1 donnée par la théorie auto-cohérente n’est pas
compatible avec les résultats de simulations numériques), les expériences permettent-elles
de poser de nouveaux jalons, d’observer des phénomènes pas encore parfaitement compris ?
Ici, nous insistons sur la transition d’Anderson, qui est notre sujet d’étude. Nous passons en
revue les études expérimentales de la transition d’Anderson dans les systèmes désordonnés
électroniques et d’ondes classiques dans les milieux désordonnés (nous avons en eﬀet vu
que le phénomène de localisation peut être observé avec n’importe quelle onde, en théorie
du moins) en dimension trois. La discussion suivante n’entend pas être exhaustive ni
respecter l’ordre historique des observations, mais seulement souligner les limites physiques
fondamentales de ces expériences, aﬁn de motiver notre étude de la transition d’Anderson
avec des atomes froids.
Pour les systèmes électroniques, la transition métal-isolant a été observée de façon non-
ambigue. Cependant, l’interprétation théorique du comportement critique observé est com-
pliqué par la présence de l’interaction Coulombienne qui aﬀecte de façon non-triviale les
propriétés de localisation [15–17]. Si bien que l’on ne peut pas faire correspondre les expo-
sants critiques mesurés expérimentalement avec ceux issus de simulations numériques du
problème sans interactions. Sur ce point, la localisation de la lumière a l’avantage de ce que
les intéractions photon-photon sont négligeables. Néanmoins, il ressort que la réalisation
d’un désordre suﬃsamment grand et décorrélé pour atteindre la transition d’Anderson et
la localisation forte de la lumière en dimension trois est particulièrement diﬃcile. L’obs-
tacle principal à l’observation de la localisation d’Anderson dans ce type de système est
posé par le phénomène d’absorption. Dans ces deux approches, seules des propriétés de
transport globales telles que la conductivité ou la transmission peuvent être mesurées. En
particulier, l’accès direct à la probabilité de diﬀusion quantique n’est pas possible.
D.1 Longueur de cohérence de phase
Considérant des systèmes expérimentaux réels, le phénomène de décohérence ne peut pas
toujours être négligé et introduit une nouvelle longueur caractéristique dans le problème
considéré, la longueur de cohérence de phase Lφ, qui est la distance moyenne qu’une
particule quantique telle qu’un électron parcourt avant que ses phases initiales et ﬁnales
ne deviennent incohérentes. La décohérence est dûe à un certain nombre d’événements
de collision inélastique qui imposent à la phase des sauts aléatoires. La distance moyenne
entre deux événements de collision inélastique peut être identiﬁée à Lφ. La longueur de
cohérence de phase dépend entre autres de la température.
La longueur de cohérence de phase joue un rôle fondamental dans l’observation expéri-
mentale des eﬀets interférentiels sur le transport quantique et notamment sur les eﬀets de
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localisation. Pour des systèmes de taille L inférieure à la longueur de cohérence de phase
Lφ, le système peut être considéré idéal au sens où les eﬀets de décohérence sont négli-
geables et seule la taille du système est le facteur limitant, qui peut être responsable d’eﬀets
de taille ﬁnie. En revanche, lorsque Lφ < L, c’est la longueur de cohérence de phase qui
limite les eﬀets interférentiels (les lois d’échelle s’écrivent en fonction de Lφ et non plus de
L [14]). L’ordre de grandeur de la longueur de cohérence de phase est de quelques microns
pour des métaux et semi-conducteurs à des températures inférieures à celle de l’Hélium
liquide. C’est la raison pour laquelle il a fallu des avancées technologiques importantes,
dans les années 80, pour permettre l’étude systématique des conducteurs mésoscopiques.
D.2 Observation de la transition métal-isolant dans les solides désor-
donnés
Certains eﬀets de localisation faible ont pu être observés dans des ﬁlms ﬁns de métaux
faiblement désordonnés [14]. À faible température, le comportement observé de la résis-
tance électrique ne peut être compris qu’en prenant en compte les eﬀets quantiques en
présence de désordre déjà mentionnés (voir section C.1.1 de ce chapitre). Des “anomalies”
à la théorie de transport de Boltzmann sont trouvées dans la dépendance en température
(loi d’échelle en fonction de Lφ) et en champ magnétique (le couplage spin-orbite peut
annuler les eﬀets de localisation) de la résistance.
L’expérience la plus claire montrant l’existence d’une transition métal-isolant est l’eﬀet
Hall quantique découvert par von Klitzing [61]. L’eﬀet Hall quantique, qui se produit dans
des gaz d’électrons bi-dimensionels en présence de forts champs magnétiques perpendicu-
laires, se caractérise par une fonction en marche d’escalier pour le comportement de la
résistance de Hall (résistance transverse) ρxy en fonction de ce qu’on appelle le facteur
de remplissage (une quantité sans dimension proportionnelle à la densité électronique et
à l’inverse du champ magnétique) et par une annulation de la résistance dissipative (ré-
sistance longitudinale) ρxx dans les régimes de plateaux de Hall. Les pics de résistance
dissipative fonctions du facteur de remplissage ont une interprétation claire en termes de
transition de phase métal-isolant. En particulier, les lois d’échelle en taille d’échantillon
prédites par la théorie d’échelle de l’eﬀet Hall quantique entier ont pu être observées ex-
périmentalement en faisant varier la température, i.e. la longueur de cohérence de phase
Lφ(T ) [62,63].
Cependant, pour atteindre (en l’absence de fort champ magnétique perpendiculaire) le
régime de localisation forte où la longueur de localisation est inférieure à la taille du
système ℓ < L < Lφ, on doit utiliser des systèmes fortement désordonnés. Le problème
majeur rendant diﬃcile la comparaison des prédictions théoriques avec les expériences
vient du fait que l’interaction de Coulomb entre électrons devient essentielle, cependant
la plupart des modèles théoriques sont basés sur une description en termes d’électrons
indépendants (voir [17] pour une description théorique des eﬀets des interactions sur le
phénomène de localisation). Le fait que les interactions mutuelles entre électrons ne soient
pas négligeables en présence de désordre, contrairement à ce à quoi l’on s’attend de par
la théorie des liquides de Fermi, peut se comprendre via la nature diﬀusive et non pas
ballistique des électrons soumis à un potentiel faiblement désordonné. Cette dynamique
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diﬀusive est beaucoup plus “lente” que celle balistique d’électrons libres (ou encore soumis
à un potentiel périodique) et ceci accroît d’autant les eﬀets des interactions entre électrons.
La transition métal-isolant a été étudiée de façon extensive dans les semi-conducteurs
dopés tels que Si : P , Si : B, Si : As, Ge : Sb. Dans la plupart de ces travaux, des
échantillons avec un degré substantiel de compensation [i.e. des accepteurs en plus des
donneurs, e.g. Si : (P,B)] ont été utilisés, ce qui permet de varier le degré de désordre et
la concentration en électrons de façons indépendantes. Dans ces échantillons, la valeur de
l’exposant critique s pour la conductivité (i.e. pour la constante de diﬀusion D) mesurée
est au voisinage de s ≈ 1 (voir par exemple [64]) avec une dispersion et une incertitude de
l’ordre de 10%. Un résultat similaire a été obtenu pour un matériau amorphe NbxSi1−x.
On rappelle qu’en dimension trois, les exposants critiques s et ν sont reliés par la loi de
Wegner s = ν(d−2). Ainsi, la mesure d’un seul des deux exposants suﬃt pour caractériser
la transition.
D’un autre côté, l’étude antérieure aux précédentes de la transition dans Si : P non
compensé a donné pour résultat s ≈ 0.5 (voir par exmple [65]). Suivant [66] cette diﬀérence
est liée au fait que le régime critique pour Si : P non compensé est très étroit ; si l’on se
restreint à ce domaine, alors l’exposant s trouvé est plutôt de l’ordre de s ≈ 1.3. Une autre
étude plus récente [67] a conﬁrmé cette analyse et donne s = 1.0 ± 0.1 en accord avec les
valeurs mesurées dans les échantillons compensés.
Les valeurs expérimentales s ≈ 1 trouvées dans la plupart de ces travaux diﬀèrent no-
tablement de la valeur mesurée à partir de simulations numériques pour des systèmes
non-intéragissants s = ν ≈ 1.6 [12] : l’interaction de Coulomb aﬀecte les exposants cri-
tiques [16].
D.3 Observation de la transition d’Anderson avec des ondes classiques
Depuis l’observation du cône de rétro-diﬀusion en intensité [68–70], signature de la locali-
sation faible (même si le phénomène de localisation faible s’avère plus riche que la simple
rétro-diﬀusion cohérente [71]), des eﬀorts considérables ont été faits aﬁn d’observer la loca-
lisation forte de la lumière, et plus généralement d’ondes classiques. La motivation initiale
était que la lumière devrait être un très bon candidat pour l’observation de ce phénomène,
les photons n’interagissant pas entre eux. Néanmoins, le régime de localisation forte s’est
avéré très diﬃcile à atteindre d’un point de vue technique du fait que pour vériﬁer le critère
de Ioﬀe-Regel kℓe . 1, des particules très diﬀusantes doivent être utilisées (ayant grande
section eﬃcace), et le libre parcours moyen doit être faible. Or ces conditions sont diﬃciles
à réaliser expérimentalement avec des ondes classiques : on ne peut pas continuellement
augmenter la fraction volumique des diﬀuseurs et la section eﬃcace est limitée. En outre,
l’étude de la localisation est grandement compliquée par le fait que de nombreuses carac-
térisations de la localisation d’ondes classiques sont ambigües. En particulier, la mesure
de l’intensité totale transmise ne permet pas de distinguer entre les eﬀets de la localisation
forte de ceux de l’absorption, ceux-ci conduisant chacun à une décroissance exponentielle
du nombre de photons transmis. Ainsi, l’observation de la localisation de la lumière rap-
portée dans [19], qui présente toutes les caractéristiques attendues pour le phénomène de
localisation, comme le fait que la transmission de la lumière au voisinage de la transi-
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tion d’Anderson devrait varier comme l’inverse du carré de l’épaisseur de l’échantillon 3D
désordonné, a été contestée sur la base de ce que ces phénomènes peuvent être observés
avec de la lumière diﬀusante avec absorption non nulle [72].
Un moyen de dépasser cet obstacle est de mesurer la dépendance temporelle de l’intensité
transmise, la source utilisée étant une impulsion temporelle courte de lumière. La signa-
ture temporelle des eﬀets de la localisation est en eﬀet diﬀérente de celle d’une évolution
classique diﬀusive avec absorption : elle ne décroît pas exponentiellement aux temps longs.
Les boucles interférentielles prolifèrent aux temps longs et ceci restreint le transport, i.e.
ralentit la lumière, plus que de normal. Se basant sur une telle caractérisation de la locali-
sation, la transition d’Anderson a pu être observée [20]. Cependant, l’exposant critique de
la longueur de localisation ν mesuré, ν = 0.5±0.1 [73], n’est pas compatible avec la mesure
numérique à partir du modèle d’Anderson, ν = 1.57 ± 0.2 [12]. En outre, les propriétés
spatiales des eﬀets de localisation n’ont pu être observées avec ce dispositif.
Un concept extrêmement intéressant dans ce contexte est celui de localisation trans-
verse [74]. La propagation de la lumière dans un milieu présentant un désordre transverse
à la direction de propagation présente une localisation forte 2D : le faisceau s’étend jusqu’à
ce que la longueur de localisation soit atteinte, comme récemment observé expérimenta-
lement [75]. Ceci permet la caractérisation expérimentale des propriétés spatiales de la
localisation. La pertinence de cette approche a été démontrée de façon remarquable très
récemment [24,76] : la localisation transverse d’ondes classiques dans un milieu désordonné
3D a été observée (le désordre est présent même dans la direction “longitudinale”) qui per-
met de s’aﬀranchir du problème de l’absorption, et d’étudier la dynamique et les propriétés
spatiales des eﬀets de localisation. Un résulat des plus marquants est l’observation de la
multifractalité au seuil de la transition d’Anderson [76]. Cependant, le comportement cri-
tique n’a pu être (encore) caractérisé : une mesure des exposants critiques de la transition
n’a pas été donnée utilisant cette méthode.
CHAPITRE 3
Le Kicked Rotor périodique et sa relation
avec le modèle d’Anderson 1D
Sommaire
L
es observations expérimentales de la transition d’Anderson prédite pour le modèle
d’Anderson sont à tout le moins imparfaites, au sens où elles diﬀèrent notablement
des résultats des simulations numériques du comportement critique [12]. La raison
réside sans aucun doute dans les déviations des systèmes expérimentaux considérés au
modèle théorique d’Anderson, soit de par les interactions entre électrons dans le cas de
solides désordonnés, soit du fait de l’absorption dans le cas des ondes classiques dans
les milieux désordonnés. En outre, les dispositifs présentés ne permettent pas vraiment
d’observer les eﬀets de localisation in-situ, par exemple la localisation exponentielle de la
fonction d’onde.
Les atomes froids apparaissent comme un très bon candidat pour l’observation des eﬀets
de localisation d’Anderson. De fait, l’ingéniérie quantique développée ces dernières années
permet de contrôler les interactions, la décohérence et de soumettre les particules à des po-
tentiels lumineux qui se sont avérés de très bonnes réalisations de modèles théoriques de la
matière condensée (modèle de Bose-Hubbard par exemple [77]). Récemment, la réalisation
d’un potentiel lumineux désordonné à partir de ﬁgures de tavelure (“speckle”) a permis
l’observation directe de la localisation exponentielle d’Anderson 1D avec un condensat de
Bose-Einstein dilué [28]. Cependant, le potentiel réalisé est un potentiel corrélé rendant
l’observation de ces phénomènes délicate. Il n’a pas été à ce jour produit de potentiel
lumineux désordonné 3D permettant l’observation de la transition d’Anderson.
Nous présentons ici le système qui a permis la première observation expérimentale de
la localisation d’Anderson avec des ondes de matière atomique [34], système qui n’est
pas à strictement parler désordonné, mais dont la dynamique classique est chaotique.
Ce système, le Kicked Rotor périodique, est un paradigme du chaos quantique qui est
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parfaitement équivalent à un modèle d’Anderson 1D : le chaos y réalise un désordre pseudo-
aléatoire ne présentant pas de corrélations. Ce modèle est à la base de notre étude car il
est réalisable simplement avec des atomes froids [34], dont une variante quasi-périodique
devrait permettre l’observation de la transition d’Anderson [78].
A Le Kicked Rotor périodique atomique
Considérons un atome à deux niveaux soumis à une onde stationnaire formée par deux
lasers contre-propageants de fréquence ωL = kLc, la valeur de cette fréquence étant décalée
de celle de la transition atomique ω0 de la quantité ∆L = ωL − ω0. Il est bien connu que
l’atome et le rayonnement peuvent interagir de deux façons diﬀérentes [79] :
– Premièrement, l’atome, absorbant un photon du laser, peut le ré-émettre de façon spon-
tanée dans une direction aléatoire. Ce processus est dissipatif, il donne lieu à une force
de pression de radiation, dont le taux est ΓΩ2/4∆2L, où Γ est la largeur naturelle et Ω
la fréquence de Rabi (on suppose que |∆L| ≫ Γ,Ω).
– Deuxièmement, l’atome peut absorber un photon du laser et le ré-émettre dans le même
(ou un autre) mode du laser par émission stimulée. Ce processus conservatif est associé à
un potentiel agissant sur le mouvement du centre de masse de l’atome, appelé potentiel





où X est la position du centre de masse de l’atome le long de l’onde stationnaire. Il
est clair que cette intéraction est uni-dimensionnelle, puisque les échanges d’impulsion
entre l’atome et le rayonnement se font toujours le long de l’onde stationnaire : l’atome
absorbe un photon de l’un des faisceaux pour le ré-émettre dans le faisceau contre-
propageant, ceci conduisant à un échange d’impulsion quantiﬁé par 2~kL le long de
l’axe des X.
Un point important à noter est que l’amplitude du potentiel optique est de l’ordre de
Ω2/∆L alors que le taux d’émission spontanée varie suivant ΓΩ2/∆2L. Dans le régime
où Γ ≪ |∆L|, le potentiel optique est la contribution dominante à la dynamique, avec
des événements d’émission spontanée rares. En outre, le taux d’émission spontanée peut
être réduit en augmentant le décalage en fréquence ∆L (à condition que le laser soit
suﬃsamment puissant pour maintenir l’amplitude du potentiel au niveau requis).
Supposons maintenant qu’au lieu de soumettre l’atome à l’onde stationnaire de façon
pemanente, nous modulions l’intensité du rayonnement de façon périodique, avec période
T1, de telle sorte que le laser soit allumé pendant un court instant τ (en comparaison du
temps caractéristique de la dynamique externe de l’atome) et éteint le reste de la période.












δτ (t′ − nT1) (3.2)
où δτ (t) = 1/τ si |t| ≤ τ/2 et zéro sinon. Cette fonction converge vers la distribution
de Dirac δ lorsque τ → 0. Il est utile à ce stade d’introduire un ensemble de variables
A. Le Kicked Rotor périodique atomique 43
adimensionnées :
θ = 2kLX (3.3)
p = 2kLT1P/M (3.4)

















qui n’est autre que l’Hamiltonien du Kicked Rotor [33,80]. Ce faisant, on a réalisé un Kicked




= Hψ . (3.9)
La constante k¯ = 8ωRT1, où ωR est la pulsation de recul, joue le rôle d’une constante de
Planck eﬀective, qui peut être changée “à volonté”, caractéristique tout à fait remarquable
de ce système, par exemple en modiﬁant la période T1. Comme expliqué dans la suite, la
physique la plus intéressante se déroule dans l’espace des impulsions. Les équations déﬁnis-
sant les variables adimensionnées (3.3) sont telles que P/2~kL = p/k¯. Si l’atome considéré
est suﬃsamment froid, tel que son impulsion est comparable avec 2~kL (le quantum d’im-
pulsion introduit par le potentiel optique - ~kL/M est la vitesse de recul, typiquement de
l’ordre de quelques mm/s), des eﬀets quantiques peuvent être observés dans ce système.
Heureusement, les pièges magnéto-optiques produisent des atomes froids dont l’impulsion
typique est de l’ordre de ~kL.
A.1 Dynamique classique
Considérons tout d’abord le pendant classique du modèle considéré (3.8). Nous rappelons







δ(t− n) , (3.10)
décrit un pendule soumis à des impulsions de champ gravitationnel. p est son moment
angulaire, variable conjuguée à l’angle θ, le moment d’inertie est pris égal à l’unité et
K représente l’amplitude des impulsions. La forme spéciﬁque du forçage temporel nous
permet de passer des équations diﬀérentielles du mouvement (équations d’Hamilton) à une
application discrète en temps reliant les valeurs (θn, pn) de l’angle et du moment angulaire
juste avant la nième impulsion à celles (θn+1, pn+1) une période après :
pn+1 = pn +K sin θn ,
θn+1 = θn + pn+1 . (3.11)
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Fig. 3.1: Transition vers le chaos du Kicked Rotor à mesure que le coefficient de stochasticité K
augmente. L’Application Standard est périodique en θ et p de période 2π, la cellule (θ, p) ∈
[0, 2π]2 représentée est donc un tore. Les évolutions temporelles, jusqu’à t = 1000 kicks, de
50 conditions initiales, uniformément distribuées sur [0, 2π]2, sont représentées par différentes
couleurs.
Cette application, communément appelée “Application Standard”, constitue une des pierres
angulaires de la théorie du chaos dynamique [31, 81]. Ses propriétés ont été étudiées de
façon extensive, tant sur le plan théorique que numérique.
Du fait que le forçage temporel en (3.10) est périodique en θ, l’espace des phases du Kicked
Rotor est un cylindre (il n’est pas restreint suivant l’axe des p). On peut néanmoins se
contenter de l’étude de la structure de l’espace des phases sur la cellule (θ, p) ∈ [0, 2π]2,
l’application standard étant également périodique en p de période 2π.
La transition vers le chaos du Kicked Rotor, à mesure que le paramètre de stochasticité
K augmente (voir ﬁgure 3.1), est représentative de celle de systèmes Hamiltoniens inté-
grables soumis à une perturbation les rendant non-intégrables. Les concepts clés sont ici :
orbites (quasi-) périodiques, théorème de Poincaré-Birkhoﬀ et KAM [81]. En l’absence de
perturbation, K = 0, les trajectoires du mouvement sont des lignes droites p = const et
θn = θ0 + 2πωRn où ωR est la “pulsation de rotation libre”. Lorsque la perturbation est
non-nulle, K > 0, ces trajectoires commencent à s’incurver. Certaines sont détruites, qui
correspondent à des pulsations de rotation libre ωR rationnelles (orbites périodiques), alors
que les orbites quasi-périodiques associées à des ωR suﬃsamment irrationnels sont préser-
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Fig. 3.2: Pour une orbite périodique du Kicked Rotor non-perturbé (K = 0) associée à une pulsation de
rotation libre ωR rationnelle, seul un nombre pair de points fixes subsistent à la perturbation.
Ces points fixes sont alternativement stables (elliptiques) et instables (hyperboliques). Au
voisinage de chaque point fixe, on peut appliquer de façon simultanée le théorème de Poincaré-
Birkhoff et le théorème KAM, ceci conduisant à une structure auto-similaire. Cette structure
est clairement visible dans la portion de l’espace des phases représentée.
vées (théorème KAM). La destruction des orbites périodiques à pulsations rationnelles se
fait suivant le scénario de Poincaré-Birkhoﬀ : l’orbite périodique fait place à une succession
de points ﬁxes elliptiques et hyperboliques ; au voisinage des points ﬁxes hyperboliques la
dynamique est stochastique (voir ﬁgure 3.2). Néanmoins, tant que l’amplitude de la per-
turbation K est faible, le mouvement suivant p est restreint par des tores non-résonants
qui subsistent.
Finalement, lorsque la perturbation dépasse la borne critique K > Kcr ≈ 0.97 [31], le
dernier tore non-résonant est détruit (le tore associé à une fréquence égale au nombre
d’or) ; le mouvement suivant p n’est plus restreint. A mesure que K > Kcr augmente, les
régions de l’espace des phases où le mouvement est régulier sont de tailles de plus en plus
faibles si bien qu’il n’est plus nécessaire de tenir compte de leur inﬂuence sur le mouvement
du système : dans la limite où K ≫ 1, l’aire totale de ces régions est exponentiellement
faible. Dans ce cas, la dynamique du système se trouve être complètement chaotique
révélant des propriétés statistiques fondamentales telles que l’instabilité locale, le mélange
(du fait du repliement suivant la direction θ), une décroissance rapide des corrélations
et une entropie de Kolmogorov-Sinai positive [31]. La simulation numérique du système
montre que même pour des valeursK & 5, notre modèle a toutes ces propriétés et peut être
considéré comme complètement chaotique. Du fait de l’importance que revêt l’ensemble
de ces caractéristiques pour la discussion de l’analogie de ce système avec les systèmes
désordonnés usuels, nous commentons un peu plus en détail ces points dans la suite [voir
pour plus de détails [31]].
A.1.1 Instabilité locale
Quelle est la nature de l’instabilité apparaîssant dans le Kicked Rotor pour K > Kcr ?
Ici nous considérons le concept d’instabilité locale qui caractérise le comportement de
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deux trajectoires initialement proches l’une de l’autre. Considérons le vecteur (δθ0, δp0)
décrivant la position mutuelle de conditions initiales voisines. L’évolution temporelle de ce
vecteur est donnée par la diﬀérentielle de l’Application Standard (3.11) par rapport aux
variables p et θ :
δpn+1 = δpn +K cos(θn) δθn
δθn+1 = δθn + δpn+1 . (3.12)
où la dépendance temporelle de θn est donnée par l’Application Standard (3.11). Bien
que cette “application tangente” soit linéaire, ses coeﬃcients dépendent du temps (suivant
θn) ; son traitement est presque aussi compliqué que celui de l’Application Standard.
Pour avoir une idée du comportement de l’application tangente (3.12), on peut considérer
dans un premier temps les propriétés de la version simpliﬁée :
δpn+1 = δpn +K δθn
δθn+1 = δθn + δpn+1 , (3.13)
où K est une constante. Les trajectoires de cette dernière application peuvent être déter-
minées en diagonalisant la matrice de transfert correspondante. Les valeurs propres λ±
associées aux vecteurs propres e± vériﬁent :
λ± = 1 +K/2 ±
√
K +K2/4 . (3.14)
Décomposant le vecteur (δθ, δp) sur la base propre {e±}, (δθ, δp) = ue++ve−, l’évolution
de l’application tangente se reformule simplement :
un = u0λn+
vn = v0λn− . (3.15)
Dans le cas où K ≥ 0 ou K ≤ −4, les valeurs propres λ±, appelées exposants de Lyapunov,
sont réelles et inverses l’une de l’autre. Supposons |λ+| > 1, alors un → ∞ quand n →
∞. Autrement dit, les trajectoires divergent exponentiellement l’une vis-à-vis de l’autre.
L’entropie de Kolmogorov-Sinai h caractérise cette divergence exponentielle :
h = ln |λ+| . (3.16)
Dans le cas du Kicked Rotor, λ+ dépend de θ : λ+(θ). L’entropie de Kolmogorov-Sinai est
dans ce cas déﬁnie en considérant la moyenne sur les régions stochastiques de ln |λ+(θ)| [31].
Lorsque K ≫ 1, l’espace des phases est complètement chaotique, la moyenne peut donc







ln (K| cos θ|) ≈ ln K
2
. (3.17)
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Fig. 3.3: Évolution temporelle de différentes conditions initiales (représentées par différentes couleurs)
où p0 = 0 et θ0 est uniformément distribué suivant [0, 2π]. Le paramètre de stochasticité est
K = 10. L’espace des phases n’est plus replié suivant p, mais forme un cylindre de hauteur
infinie. Le système explore des régions de plus en plus grandes de l’espace des phases à mesure
que le temps passe. La dynamique ressemble à une marche aléatoire, bien que parfaitement
déterministe.
A.1.2 Comportement stochastique
La forte instabilité locale du mouvement (la divergence exponentielle de trajectoires ini-
tialement voisines) n’est pas seulement une caractéristique fondamentale du Kicked Rotor,
elle a également des conséquences d’une extrême importance. Cette instabilité conduit à
un mouvement irrégulier qui peut être assimilé à un mouvement stochastique.
Comment se fait-il que cette instabilité résulte en un comportement en marche aléatoire ?
C’est le “mélange” conjugué à la sensibilité aux conditions initiales qui induit le compor-
tement stochastique. Lorsque l’instabilité locale a fait diverger les trajectoires initialement
voisines d’une quantité δθ ≈ 2π, un repliement a lieu (les phases sont déﬁnies modulo
2π) qui tue les corrélations temporelles avec les conditions initiales. En d’autres termes, la
dynamique du Kicked Rotor est une processus à mémoire courte ≈ 1/h. En comparaison,
une marche aléatoire est un processus sans mémoire.
A.1.3 Diffusion chaotique
Une des propriétés les plus fondamentales du Kicked Rotor est le caractère diﬀusif du
mouvement en impulsion p, qui résulte de son comportement stochastique pour K > Kcr
(voire ﬁgure 3.3). La dépendance temporelle de l’impulsion p peut être exprimée sous la
forme [voir Eq. 3.11] :
(pn − p0)2 = K2
n−1∑
j,m
sin θj sin θm . (3.18)
Du fait que les corrélations entre les phases décroissent rapidement (de façon exponen-
tielle), le temps caractéristique associé étant ≈ 1/h, la variation de l’impulsion est de
forme diﬀusive (voir ﬁgure 3.4). Dans la limite où K ≫ 1, on peut négliger complètement
les corrélations entre phases, et, considérant un ensemble de trajectoires dont l’impulsion
initiale est p0 = 0 et la phase initiale θ0 distribuée de façon uniforme sur l’intervalle [0, 2π],
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Fig. 3.4: (a) La distribution en impulsion du Kicked Rotor classique P (p, t = 103) (représentée en noir)
est très bien approximée par une gaussienne (courbe rouge), caractéristique d’un transport
diffusif. (b) L’évolution temporelle de la moyenne du carré de l’impulsion 〈p2〉, i.e. la variance
de la distribution P (p, t), est manifestement linéaire, i.e. évolue suivant une loi de diffusion.
Le paramètre de stochasticité est grand K = 10 et une moyenne sur 105 conditions initiales,
p0 = 0 et θ0 uniformément distribué sur [0, 2π], a été effectuée.











Fig. 3.5: Oscillations du coefficient de diffusion Dcl (3.20) en fonction de K (points noirs) autour
de Dql = K2/4, du fait des corrélations entre kicks résiduelles décrites par l’équation (3.21)
dont la courbe est représentée en rouge.
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où t est mesuré en nombre de “kicks” n (dans la suite, nous continuerons à appeler une
impulsion gravitationnelle “kick”).
De façon remarquable, les corrélations temporelles, “entre kicks”, ne cassent pas le carac-
tère diﬀusif mais conduisent seulement à une renormalisation du coeﬃcient de diﬀusion
Dcl (déﬁni sur l’énergie cinétique) [82] :
〈p2〉(t) = 2Dclt . (3.20)
La diﬀérence entre Dcl et la valeur Dql = K2/4 obtenue en négligeant les corrélations entre









où la fonction de corrélation Cn = 〈sin θn sin θ0〉 décroît très vite lorsque K ≥ 4.5. La
contribution principale est donnée par C2 = −J2(K)/2 où J est la fonction de Bessel











∼ K−1 . (3.22)
Ainsi, pour K ≥ 4.5, la constante de diﬀusion Dcl varie de façon quadratique en K avec




{1− 2J2(K) [1− J2(K)]} . (3.23)
A.2 Dynamique quantique
Quels sont les eﬀets quantiques sur la dynamique classique chaotique du Kicked Rotor ?
Pour traiter ce problème, nous revenons à l’expression de l’Hamiltonien quantique (3.8)
décrivant le Kicked Rotor atomique. Le comportement de ce système est déterminé par












δ(t − n)ψ . (3.24)
La forme du forçage temporel permet de formuler la dynamique de façon analogue à celle
classique, i.e. d’adopter un point de vue stroboscopique, en ne considérant que les états
|ψ(t)〉 précédant le tième kick, qui vériﬁent :
|ψ(t+ 1)〉 = Uˆ |ψ(t)〉 . (3.25)
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L’opérateur d’évolution sur une période Uˆ , opérateur unitaire, s’écrit comme le produit
de deux opérateurs,
Uˆ = e−ipˆ
2/2k¯ e−iK cos θˆ/k¯ , (3.26)
le premier décrivant le kick :
Jˆ = e−iK cos θˆ/k¯ , (3.27)




La forme que revêt l’opérateur d’évolution Uˆ permet une simulation numérique simple et
rapide du Kicked Rotor atomique. L’opérateur Vˆ est en eﬀet diagonal en représentation
p et l’opérateur Jˆ diagonal en représentation θ. Or l’on peut passer facilement d’une
représentation à l’autre par transformée de Fourier rapide.
Le fait que l’opérateur Jˆ soit périodique en θ de période 2π facilite également la tâche,
puisque ceci implique que l’on peut se restreindre à une base discrète en impulsion. L’opé-
rateur kick Jˆ ne couple en eﬀet que des impulsions séparées d’un nombre entier du quantum










ilJl(K/k¯)δ(p′ − p = k¯l) . (3.29)
Ainsi, considérant l’évolution d’une onde plane initiale |βk¯〉 avec β ∈ [0, 1), la quantité βk¯,
communément appelée “quasi-impulsion”, est conservée.
Par conséquent, l’unique approximation faîte dans le cas d’une simulation numérique du
Kicked Rotor atomique utilisant des transformées de Fourier rapide est la discrétisation
des valeurs de θ ∈ [0, 2π), θl = 2πl/L avec l = 1, ..., L, qui correspond à la restriction que
la base discrète en impulsion |p〉 = |(l+β)k¯〉 est de taille ﬁnie L. Cette approximation peut
être considérée comme bonne à partir du moment où la dynamique observée ne dépend
pas de la taille de la base L.
Une simulation numérique typique du Kicked Rotor atomique consiste à itérer le calcul des
composantes 〈(l+β)k¯|ψ(t)〉 d’une fonction d’onde initialement plane |ψ(t = 0)〉 = |p = βk¯〉.
Généralement, les propriétés de transport sont moyennées (de façon incohérente) sur la
condition initiale |ψ(t = 0)〉, i.e. sur la quasi-impulsion βk¯ ∈ [0, k¯). Ceci permet de simuler
le cas expérimental (voir chapitre 4) dont la distribution en impulsion initiale, celle d’un
nuage d’atomes froids issu d’un piège magnéto-optique, peut être considérée comme une
somme incohérente d’ondes planes |ψ(t = 0)〉 = |p = βk¯〉, avec βk¯ uniformément distribué
sur toute la zone de Brillouin [0, k¯) (voir section A.1 du chapitre 4 pour plus de précisions).
Du fait des propriétés énoncées ci-dessus, le transport quantique dans le Kicked Rotor
peut être étudié en considérant la variable entière l plutôt que p = k¯(l+β). Dans la suite,
nous adoptons cette démarche. Par exemple, nous considérons l’évolution temporelle de la
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quantité 〈l2〉 où la moyenne se fait sur les conditions initiales |ψ(t = 0)〉 = | p = βk¯〉 spé-
ciﬁées par β ∈ [0, 1). Également, nous étudions la forme et la dynamique de la probabilité
de diﬀusion quantique (voir section B.2 du chapitre 2) :
P (l, t) = |ψ [p = (l + β)k¯, t]|2 , (3.30)
moyennée de la même façon sur les conditions initiales. Dans l’équation précédente, X
dénote la moyenne de X sur la quasi-impulsion β.
A.2.2 Localisation dynamique
La dynamique quantique du Kicked Rotor atomique, telle que simulée numériquement
(voir ﬁgure 3.6), est de nature très diﬀérente de celle classique. Une diﬀusion chaotique
n’est observée que pour des temps inférieurs à un temps caractéristique dit “temps de
localisation” tℓ, après quoi la dynamique est gelée, ceci dans le cas où k¯/π est suﬃsam-
ment irrationnel (nous reviendrons sur cette condition dans la suite). La variance de la
probabilité de diﬀusion quantique (3.30) 〈l2〉 tend alors vers une constante :




où la longueur caractéristique ℓ est la longueur de localisation associée à la décroissance
exponentielle de la probabilité de diﬀusion quantique (3.30) [voir Eq. (2.14)]
P (l, t≫ tℓ) ≈ 1
ℓ
e−2l/ℓ , (3.32)
dans la limite des temps longs t ≫ tℓ. Cette suppression quantique de la diﬀusion quan-
tique, dont l’observation a pour la première fois été rapportée dans [80], est communé-
ment appelée “localisation dynamique”, le terme dynamique faisant référence au fait que
la localisation a lieu dans l’espace des impulsions. De fait, comme démontré dans [83], la
localisation dynamique est intimement reliée à la localisation d’Anderson, avec néanmoins
une diﬀérence majeure : la localisation dynamique a lieu dans l’espace des impulsions alors
que la localisation d’Anderson a lieu dans l’espace réel.
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Fig. 3.6: Évolution temporelle du Kicked Rotor atomique (3.26) correspondant aux paramètresK = 22
et k¯ = 2.85. (a) La probabilité de diffusion quantique P (l, t = 103) (3.30) est représentée en
échelle semi-log. Elle est clairement exponentiellement localisée pour t ≫ tℓ. (b) 〈l2〉 croît
d’abord de manière diffusive (voir l’asymptote représentée en rouge) puis sature pour t≫ tℓ.
B Equivalence formelle entre le Kicked Rotor et le modèle
d’Anderson
Les états propres de l’opérateur d’évolution Uˆ (3.26) forment une base permettant de cal-
culer l’évolution temporelle du Kicked Rotor. Ces états de Floquet |Ψω〉 sont entièrement
caractérisés par leur quasi-énergie ω, déﬁnie modulo 2π :
Uˆ |Ψω〉 = e−iω|Ψω〉 . (3.33)
L’Hamiltonien, Eq. (3.8), est périodique en θ de période 2π, et de même pour l’opérateur
d’évolution Uˆ (3.26). Ainsi, d’après le théorème de Bloch, un état propre de Floquet |Ψω〉
s’écrit comme produit d’une fonction périodique en θ et d’une onde plane exp iβθ avec
βk¯ ∈ [0, k¯) la quasi-impulsion. Une transformation triviale montre que l’on peut de façon
équivalente considérer des fonctions périodiques en θ dont le comportement est gouverné
par l’Hamiltonien (3.8), où p est remplacé par p+ βk¯. C’est cette démarche que adoptons







δ(t− n) , (3.34)
et son opérateur d’évolution associé, Uˆβ.
B.1 Opérateur d’évolution et modèle d’Anderson unitaire
Remarquons tout d’abord que l’opérateur d’évolution Uˆβ est similaire à un modèle d’An-











qui a une structure de bande et d’un opérateur de multiplication





, où δl,l′ est le symbole de Kronecker. La
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est dûe à ce que la fonction de




(K/k¯)∆l+1 , pour ∆l≫ K/k¯ . (3.35)
Dans le cas où k¯/π est “suﬃsamment irrationnel” (i.e. si la fraction continue de ce ratio





sont distribuées de façon pseudo-aléatoire [voir ci-dessous et [88,89]].
Le modèle d’Anderson unitaire est localisé, comme démontré de façon rigoureuse [voir par
exemple [86]].
B.2 Equation aux valeurs propres et modèle de Loyd
Une analogie formelle peut être établie entre le Kicked Rotor et un modèle d’Anderson 1D
(standard, i.e. non unitaire) en reformulant l’équation aux valeurs propres pour les états
de Floquet (3.33) (la dérivation originale de ce résultat dans [83]).
– Premièrement, on réécrit l’opérateur kick Jˆ sous la forme :




tˆ = tan(K cos θˆ/2k¯) . (3.38)














1 + iVˆ , (3.40)
où Vˆ est diagonal dans la base impulsionnelle |l〉 = |p = lk¯〉.






al |l〉 . (3.41)




tl′ al−l′ = −t0 al . (3.42)
Ceci est l’équation d’un modèle d’Anderson [voir section A.2 du chapitre 2] avec désordre





[ω − (l + β)2k¯/2]
}
, (3.43)
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sont distribuées de façon pseudo-aléatoire [88, 89]. Puisque la quantité φ˜l = 12 [ω − (l +
β)2k¯/2] entre dans Vl comme argument de la fonction tangente, elle est déﬁnie de façon
eﬀective modulo π. Suivant un théorème de Weyl [90], la séquence φ˜l = 12 [ω− (l+β)2k¯/2]
modulo[π] est ergodique dans l’interval [0, π] et recouvre cet interval avec une densité
de probabilité uniforme lorsque ±l = 0, 1, 2, .... Il s’ensuit que les Vl ont une densité
P(V)dV = dφ˜/π. Puisque dV/dφ˜ = 1 + V2, le désordre associé au Kicked Rotor est
distribué suivant une Lorentzienne :
P (Vl) = 1
π(1 + V2l )
. (3.44)
Le potentiel associé au Kicked Rotor présente des propriétés fondamentales des potentiels
aléatoires : il est ergodique, et ses corrélations sont à courte portée (dans [88, 89], il est
montré que la fonction de corrélation de paire Cl′ = 〈V˜l+l′ V˜l〉l du potentiel V˜l = cos k¯l2 est
C ′l = δl′,0). Ainsi, le Kicked Rotor est formellement équivalent à un modèle de Loyd [91].
Les éléments de transition tl′ ne sont pas restreints aux premiers voisins, mais ils décroissent
exponentiellement avec l′. À vrai dire, t(θ) est singulier lorsque K/k¯ > π et le compor-
tement de tl′ est compliqué. Néanmoins, cette singularité non-physique peut être évitée
en faisant correspondre le Kicked Rotor avec un autre modèle sur site pseudo-désordonné
(voir [92]).
Le caractère pseudo-aléatoire (avec corrélations à courte portée) du désordre et la décrois-
sance exponentielle des amplitudes de transition sont des conditions suﬃsantes pour que
la localisation d’Anderson se produise [88,89].
B.3 Localisation des états de Floquet de l’opérateur d’évolution
Ainsi, tous les états de Floquet sont localisés exponentiellement. La longueur de localisa-
tion ℓ associée à la décroissance exponentielle des états suivant les sites l (voir section B.1
du chapitre 2) dépend des paramètres K et k¯, mais est similaire pour tous les états (voir
ﬁgure 3.7). De fait, les amplitudes de transition tl′ augmentent en fonction du ratio de
l’amplitude des kicks K sur k¯, si bien que K/k¯ joue le rôle d’un paramètre de désordre.
Lorsque K ≈ 0, la partie diagonale désordonnée de (3.42) domine, et les états sont “trivia-
lement” localisés, alors que dans la limite où K/k¯ ≫ 1, c’est le transport qui domine et la
localisation des états est dûe à des eﬀets interférentiels non-triviaux. Il faut prendre garde
du fait que la correspondence entre le degré de chaos et le degré de désordre est contre-
intuitive : le Kicked Rotor peu chaotique (faibles valeurs de K) correspond au modèle
d’Anderson très désordonné, et le Kicked Rotor très chaotique (très diﬀusif) correspond
au modèle d’Anderson faiblement désordonné.
L’analogie avec le modèle de Loyd permet, dans certaines limites, une expression simple
de la longueur de localisation ℓ des états de Floquet en fonction des paramètres K et
k¯. Faisant une hypothèse de loi d’échelle à un paramètre, en tout point similaire à celle
formulée pour des échantillons du modèle d’Anderson de taille ﬁnie L (voir section C.2.4
du chapitre 2), une relation entre la longueur de localisation ℓ et le coeﬃcient de diﬀusion
DAnd du modèle d’Anderson pseudo-désordonné (3.42) est obtenue [93] :
ℓ = αDAnd , (3.45)
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Fig. 3.7: Deux états de Floquets du Kicked Rotor atomique (3.26) correspondants aux paramètres
K = 15, k¯ = 2.85. (b) Les densités de probabilité |Ψω(p = lk¯)|2 sont représentées en
échelle semi-log et montrent clairement une localisation exponentielle avec des longueurs de
localisation ℓ similaires.
où α = 1 du fait que le désordre Vl (3.43) est distribué de façon Lorentzienne. Les sites
du solide considéré (3.42) correspondent à des états d’impulsions p = lk¯ du Kicked Rotor.
Ils sont séparés de k¯ ; ainsi le coeﬃcient de diﬀusion correspondant dans l’espace des
impulsions p est Dini = k¯2DAnd. Nous avons noté Dini ce coeﬃcient de diﬀusion car
il détermine l’expansion, aux temps courts, d’un paquet d’onde initialement piqué. Par
temps courts, nous entendons, temps t ≪ tℓ où les eﬀets interférentiels jouent un rôle
encore négligeable (voir section A du chapitre 7). Le comportement de Dini en fonction de
K et k¯ est, de façon générale, non trivial, du fait des corrélations du désordre Vl (3.43),
comme rappelé dans la suite.
Néanmoins, dans les limites semi-classique k¯ ≪ 1 et de grande stochasticité K ≫ 1, on
peut faire l’approximation Dini ≈ K2/4. Dans ce cas, la longueur de localisation vériﬁe
ℓ ≈ K2/4k¯2 . (3.46)
Cette valeur est celle que l’on trouve si l’on néglige les corrélations du désordre, par exemple
en considérant les phases φl (3.36) distribuées de façon complètement aléatoire sur [0, 2π)
(voir section A du chapitre 7).
La relation ℓ = Dini/k¯2 ainsi que l’hypothèse de loi d’échelle à un paramètre ont été
vériﬁées numériquement [48,92,94].
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C De la localisation des états de Floquet à la localisation
dynamique
Aﬁn de comprendre comment un état initialement piqué, e.g. |ψ(t = 0)〉 = |p = βk¯〉, peut
d’abord s’étendre de façon diﬀusive, puis se “geler” dans une fonction d’onde localisée,
nous utilisons les états de Floquet, base permettant de calculer l’évolution temporelle
d’un état initial arbitraire |ψ(t = 0)〉 =∑i ci|Ψi〉 :





Il faut noter que, dans la somme précédente (3.47), seuls les états de Floquet localisés au
voisinage de l’état initial |ψ(t = 0)〉 contribuent de façon signiﬁcative, puisqu’autrement
|ci| = |〈Ψi|ψ(t = 0)〉| ≪ 1. Néanmoins, il faut toute une constellation de phases initiales
{arg(ci)} pour permettre à ce que ces états, décroissant exponentiellement sur une longueur
ℓ beaucoup plus grande que la taille de l’état initial piqué, puissent, par superposition,
former cet état initial très étroit.
Considérons le comportement temporel de la moyenne (quantique) du carré de l’impulsion
〈pˆ2〉 = 〈ψ(t)|pˆ2|ψ(t)〉 (à ne pas confondre avec la moyenne statistique sur les états initiaux,








−i(ωi−ωj)t〈Ψj |pˆ2|Ψi〉 . (3.48)
L’expansion diﬀusive peut être interprétée comme une destruction progressive de la constel-
lation de phases relatives arg(ci) − arg(cj) à mesure que le temps passe, du fait de la
présence des facteurs exp[−i (ωi − ωj) t] dans l’équation (3.48) précédente [95]. Deux états
de Floquet cessent de contribuer de façon constructive dès lors qu’ils ont accumulé une
phase relative (ωi − ωj) t de l’ordre de π. Ce processus est déterminé par la distribution
d’espacement entre deux niveaux de quasi-énergie η = ωi − ωj , tenant compte des poids
respectifs des états de Floquet correspondants dans la décomposition de l’état initial, soit






|〈Ψi|ψ(t = 0)〉|2|〈Ψj |ψ(t = 0)〉|2δ(ω − η/2− ωi)δ(ω + η/2 − ωj) . (3.49)
Une caractéristique fondamentale est l’espacement moyen ∆ entre niveaux consécutifs.
Dès lors que cet espacement a été atteint, t & π/∆, l’état quantique ne s’étend plus
de façon diﬀusive mais plutôt ﬂuctue de façon quasi-périodique autour des enveloppes
décroissant exponentiellement des états de Floquet (ceux participant de façon signiﬁcative
à la décomposition de l’état initial).
Cette analyse [voir [95] pour une étude détaillée de la fonction de corrélation du spectre
local (3.49)] corrobore l’argument heuristique suivant, du type de celui de Thouless (voir
section C.2.4 du chapitre 2 et [96]) : à mesure que le temps passe, la dynamique est
inﬂuencée par des détails du spectre local d’une ﬁnesse de plus en plus grande. La ﬁnesse
de résolution du spectre local, 1/∆ω, est en eﬀet donnée par le principe d’incertitude
temps-énergie :
t∆ω & 2π . (3.50)
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Ce n’est qu’à temps suﬃsamment long, tel que ∆ω . ∆, que la nature discrète du spectre
local est résolue, révélant ainsi le caractère localisé du système.
Un point fondamental est que la dynamique quasi-périodique de l’état quantique faisant
suite à son expansion diﬀusive est spéciﬁque à l’état initial et à l’ensemble des paramètres
caractérisant le système. De ce fait, ces ﬂuctuations quasi-périodiques s’annulent si on les
moyenne de façon incohérente suivant un large ensemble d’états initiaux, comme on le fait
ici (voir section A.2.1 de ce chapitre). Ainsi, aux temps t & π/∆, la dynamique moyenne,
caractérisée par 〈l2〉(t) ou P (l, t), est stationnaire et localisée. On peut interpréter π/∆
comme le temps de localisation tℓ. Celui-ci peut être relié à la longueur de localisation,
comme expliqué par la suite.
De l’ordre de ℓ états de Floquet ont un poids signiﬁcatif dans la décomposition de l’état
initial piqué. Les quasi-énergies associées à ces états étant uniformément réparties sur
l’intervalle [0, 2π], l’espacement moyen entre deux niveaux consécutifs ∆ est de l’odre de
∆ ∼ 2π/ℓ. Ainsi, le temps de localisation tℓ, qui est tel que ∆ω(tℓ) (3.50) est de l’ordre
de ∆, soit tℓ ∼ 2π/∆, varie comme la longueur de localisation (application du critère de
Thouless [96]) :
tℓ ∼ ℓ . (3.51)
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D Effets des résonances quantiques
L’évolution temporelle déterminée par l’opérateur d’évolution Uˆ (3.26) peut, dans certains
cas très particuliers [97], diﬀérer grandement de celle précedemment décrite (i.e. de celle
d’un système pseudo-désordonné).






(s et L étant des entiers premiers entre eux), et où la quasi-impulsion βk¯ est telle que β





avec m un entier tel que 0 ≤ m < 2s. Nous nous intéressons à la dynamique gouvernée
par l’opérateur :
Uˆβ = e−iK cos θˆ/k¯e−ik¯(lˆ+β)
2/2 , (3.54)
où lˆ est l’opérateur de moment angulaire tel qu’en représentation θ, lˆ = −id/dθ avec
conditions aux bords périodiques (voir section B.1 du présent chapitre). Si les conditions
de resonance quantique (3.52) et (3.53) sont vériﬁées, le potentiel Vl (3.43) est périodique
de période L ; les états de Floquet sont par conséquent des ondes de Bloch de période
L, délocalisées. Ceci peut se voir directement en considérant l’opérateur Uˆβ (3.54), qui,
dans ce cas, commute avec des translations de multiples de L dans l’espace des l, ceci
conduisant à des bandes dans son spectre de quasi-énergie. De façon générale, ces bandes
ne sont pas plates, ceci impliquant un spectre parfaitement continu qui conduit à une
évolution balistique de l’impulsion.
Néanmoins, la largeur des bandes décroît rapidement à mesure que l’ordre L de la réso-
nance augmente, si bien que l’évolution balistique n’est observable qu’à des temps suﬃ-
samment longs. En particulier, dans le cas où (K/k¯)2 ≪ L, la largeur des bandes décroît de
façon exponentielle à mesure que L augmente [33]. Une telle propriété est en accord avec le
fait que le spectre de quasi-énergie est discret dans le cas non-résonnant (k¯ ≈ const. avec
s→∞ et L→∞). Cette prédiction apparaît de façon encore plus claire si l’on considère
l’analogie du Kicked Rotor avec le modèle d’Anderson (voir section B du présent chapitre).
De fait, pour un solide désordonné, une relation entre la longueur de localisation ℓ et la
taille de la bande ∆˜ est bien connue, qui apparaît lorsque les conditions aux bords du
cristal sont changées [4] :
∆˜ ∼ exp(−L/ℓ) . (3.55)
Ici, L est la taille du cristal et ℓ est la longueur de localisation déﬁnie à partir de la
décroissance des états propres [voir Eq. (2.11)], pour ℓ ≪ L. Il est intéressant de noter,
qu’en dépit du fait que tous les états de Floquet sont, strictement parlant, délocalisés
dans le cas d’une résonance quantique (ce sont des ondes de Bloch), ils peuvent apparaître
localisés sur une échelle de taille petite devant L. Ceci est le cas lorsque (K/k¯)2 ≪ L,
comme vériﬁé numériquement [94].
Cette observation numérique peut être rendue compte, de façon rigoureuse, en formulant
la dynamique du Kicked Rotor résonant en termes de théorie des champs [32]. Ceci permet
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de faire correpondre le Kicked Rotor résonant à un modèle σ non linéaire identique à celui
décrivant la physique des solides désordonnés [98]. Cette théorie des champs hérite de la
topologie en anneau due à la condition de périodicité en l imposée par la résonance, i.e.
le modèle σ non linéaire obéit à une condition de périodicité l + L ≡ l. Quelles en sont
les conséquences ? La réponse dépend de la taille L en comparaison de la longueur de
localisation ℓ ∼ K2/4k¯2. Lorsque L≫ ℓ, la dynamique diﬀusive est stoppée par les eﬀets
interférentiels impliquant le phénomène de localisation. Néanmois, les fonctions d’onde
vériﬁent la condition de périodicité Ψ(l + L) = Ψ(l). L’émergence de la localisation pour
L > ℓ n’est pas incompatible avec le fait que les ondes sont des fonctions de Bloch. Bien
sûr, une véritable localisation n’est possible qu’à la limite où k¯ est irrationnel, i.e. L→∞.
Aﬁn d’observer le phénomène de localisation dynamique, il faut donc se placer loin des
résonances quantiques simples. Dans ce cas, les résonances ont pour seul eﬀet résiduel
de décaler les oscillations du coeﬃcient de diﬀusion classique Dcl (voir section A.1.3 du
présent chapitre). De fait, la même méthode de calcul de la constante de diﬀusion que dans
le cas classique peut être utilisée pour le modèle quantique avec K ≫ 1 et k¯ & 1. Utilisant
la représentation d’Heisenberg de la dynamique quantique, il est clair que la relation (3.18)
est également vériﬁée dans le régime quantique. Les premières corrélations (3.22) ont été
calculées par Shepelyansky [48] et il s’avère qu’elles sont en très bon accord avec celles
du cas classique avec K remplacé par [(2/k¯) sin(k¯/2)]K. Le coeﬃcient de diﬀusion initial













où Dcl(K) est donnée par l’équation (3.21). Dans la limite semi-classique, k¯ → 0, on
retrouve Dini ≈ Dcl. Ainsi, dans le cas général, les résonances ont pour eﬀet mineur de
renormaliser les propriétés de localisation (tℓ ∼ ℓ ∼ Dini/k¯2), mais ne brisent pas ce
phénomène.
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E Classes de symétrie
Les propriétés de localisation dépendent, de façon cruciale, des symétries anti-unitaires
du système désordonné. Au contraire des symétries unitaires, elles ne conduisent pas à
des nombres quantiques conservés. Mais la présence ou l’absence d’une symétrie anti-
unitaire peut avoir des conséquences profondes et mesurables sur les observables d’un
système quantique. En particulier, casser une symétrie anti-unitaire modiﬁe grandement
la probabilité de retour à l’origine [14] et la longueur de localisation [99].
Une symétrie anti-unitaire fondamentale est la symétrie par renversement du temps :
T : t→ −t, x→ x, p→ −p , (3.57)
qui autorise la contre-propagation, ce qui conduit au doublement de la probabilité de
retour à l’origine (voir section C.1.1 du chapitre 2). Lorsque la symétrie T est cassée,
du fait, dans le cas d’un système désordonné électronique, d’un champ magnétique, par
exemple, ceci n’est pas possible. La localisation est en un sens moins forte. L’eﬀet de cette
symétrie anti-unitaire est universel, i.e. il ne dépend pas des détails microscopique du
désordre (distribution de probabilité du désordre, voir section A du chapitre 2).
Dans le cas du Kicked Rotor, où le phénomène de localisation a lieu dans l’espace des
impulsions plutôt que dans celui des positions, la symétrie T (3.57) n’est pas pertinente.
Néanmoins, la transformation :
Tc : t→ −t, θ → −θ, p→ p , (3.58)
produit du renversement du temps et de la parité, joue un rôle équivalent à celui de T
pour les systèmes désordonnés [100–102]. Il faut noter que Tc ne diﬀère de T que par un
échange des impulsions et des positions.
Une manière eﬀective de caractériser la symétrie de l’Hamiltonien Hˆ du Kicked Rotor
(3.8) est d’étudier les propriétés de symétrie de l’opérateur d’évolution associé, Uˆ (3.26),
qui se reﬂètent dans les statistiques des quasi-énergies ω (voir section B de ce chapitre).
Puisque la dynamique peut être obtenue à partir de l’opérateur d’évolution Uˆ , toutes les
informations pertinentes sur la dynamique sont en fait contenues dans Uˆ . En particulier,
Uˆ et Hˆ partagent la même classe d’universalité. Les classes d’universalité pour décrire
les statistiques des quasi-énergies ω du système quantique complexe (chaotique) que l’on
considère, sont les ensembles circulaires de Dyson, notamment l’ensemble circulaire or-
thogonal (COE) et l’ensemble circulaire unitaire (CUE) (nous nous restreignons ici au cas
d’un système sans spin) [30]. Ces ensembles décrivent les propriétés statistiques de matrices
aléatoires unitaires symétriques (COE) ou non (CUE) par renversement du temps.
Il existe de nombreuses prédictions de la théorie des matrices aléatoires [103] auxquelles
les données peuvent être comparées [33]. Une quantité souvent utilisée est la distribution
P˜ (s) d’espacement s de niveaux voisins, s étant exprimé en unité de l’espacement moyen.
Une des prédictions les plus importantes de la théorie des matrices aléatoires est la forme
approchée de P˜ (s) :
P˜ (s) = Asβ˜e−Bs
2
. (3.59)
E. Classes de symétrie 61



















Fig. 3.8: (a) Histogramme : Distribution statistique des niveaux de quasi-énergie pour le Kicked Rotor
d’opérateur d’évolution associé Uˆ (3.26) avec k¯ = 4π
√
5 et K/k¯ = 100. La taille de la base
discrète l est limitée à L = 64 < ℓ. Une moyenne de la distribution de l’espacement des
niveaux voisins P˜ (s) a été effectuée suivant 1000 valeurs de la quasi-impulsion βk¯ tirées au
hasard entre [0, k¯). Les données sont en très bon accord avec la statistique COE donnée par
l’équation (3.59) avec β˜ = 1 (courbe représentée en bleue). (b) Histogramme : Distribution
statistique des niveaux de quasi-énergie pour un Kicked Rotor modifié (3.61) ne présentant
pas la symétrie Tc. Les paramètres sont identiques à ceux de (a) hormis K/k¯ = 50. La phase





sont en très bon accord avec la statistique CUE donnée par l’équation (3.59) avec β˜ = 2
(courbe représentée en rouge)
Ici, les coeﬃcients A et B sont des paramètres de normalisation déterminés par les condi-
tions : ∫ ∞
0
ds P˜ (s) = 1
∫ ∞
0
ds sP˜ (s) = 1 , (3.60)
et β˜ est un paramètre relié à la symétrie des matrices aléatoires : β˜ = 1 pour COE
et β˜ = 2 pour CUE. Le paramètre β˜, connu sous le nom de “paramètre de répulsion”,
caractérise le degré de répulsion de niveaux voisins et est d’une importance fondamentale
pour caractériser les propriétés de symétrie.
En présence de localisation, la classiﬁcation que nous venons de donner des propriétés
statistiques des spectres ne peut être valable que dans la mesure où la taille L de la base
en l choisie (voir sections A.2.1 et D de ce chapitre) est plus petite que la longueur de
localisation ℓ : L < ℓ. C’est seulement dans ce cas que les états de Floquet sont fortement
corrélés entre eux et montrent une répulsion des niveaux. Dans l’autre cas, L≫ ℓ, il existe
des états propres localisés en des centres éloignés de plus de la longueur de localisation
ℓ. Les corrélations entre ces états sont exponentiellement faibles, ils montrent ainsi une
répulsion de leurs niveaux également exponentiellement faible. On s’attend alors à une
distribution statistique Poissonienne des niveaux, et ce indépendamment de la classe de
symétrie considérée [33, 102]. Il n’y a pas de problème à prendre L < ℓ ici, puisque nous
entendons uniquement déterminer une procédure eﬀective de caractérisation des propriétés
de symétrie de l’Hamiltonien Hˆ plutôt que d’obtenir une représentation réaliste de la
dynamique du Kicked Rotor.
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Le spectre des quasi-énergies du Kicked Rotor vériﬁe, dans la limite où ℓ > L, une loi
du type (3.59) avec pour paramètre de répulsion β˜ = 1 [voir ﬁgure 3.8 (a)]. Ceci indique
l’appartenance du Kicked Rotor à la classe d’universalité COE.
Dans le cas où la symétrie Tc est brisée, la répulsion des niveaux voisins n’est plus linéaire,
mais quadratique : β˜ = 2 [voir ﬁgure 3.8 (b)]. La symétrie Tc peut être brisée de diﬀérentes
façons [32,100–102,104], par exemple en déphasant le potentiel K cos θ un kick sur deux,







δ(t − 2n) +K cos(θˆ + ϕ)
∑
n
δ(t− 2n + 1) , (3.61)
avec ϕ un multiple irrationnel de π. L’opérateur d’évolution associé à HˆCUE est le produit
de l’opérateur faisant évoluer le système du kick 2n à 2n+1 et de celui faisant évoluer du
kick 2n + 1 au kick 2n + 2. Notons que la phase ϕ a le même eﬀet qu’un champ magné-
tique pour les systèmes désordonnés électroniques et que cette façon de briser la symétrie
semble pouvoir être réalisée expérimentalement. Lorsque la symétrie anti-unitaire Tc est
brisée, la longueur de localisation est doublée, comme dans le cas des systèmes désordonnés
électroniques soumis à un champ magnétique (voir les observations numériques [101,102]).
Un point important est que les propriétés statistiques des spectres sont insensibles aux
détails microscopiques du désordre Vl (3.43), i.e. des valeurs (irrationnelles) de k¯ et de la
quasi-impulsion βk¯. Autrement dit, ces propriétés sont universelles.
CHAPITRE 4
Réalisation expérimentale du Kicked Rotor
périodique avec des ondes de matière
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L
a réalisation expérimentale du Kicked Rotor atomique par l’équipe de J. C. Garreau
et P. Szriftgiser à Lille a permis l’observation de la transition d’Anderson, comme
exposé dans le chapitre suivant. Ici, nous rappellons succintement le montage ex-
périmental mis au point par cette équipe, puis mettons l’accent sur les limitations que ce
montage implique.
A Montage expérimental
Cette section est inspirée des thèses de Hans Lignier [105] et Julien Chabé [106].
La réalisation du Kicked Rotor atomique revient à appliquer une séquence d’impulsions lu-
mineuses sur un nuage d’atomes de césium froids obtenu grâce à un piége magnéto-optique
(PMO). La distribution en impulsion ﬁnale est la quantité fondamentale caractérisant le
transport quantique dans ce système. Elle est mesurée par spectroscopie Raman.
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Fig. 4.1: À gauche, vue schématique du piège magnéto-optique. Les trois faisceaux (chacun constitués
d’une radiation piège et d’une radiation repompeuse) sont rétro-réfléchis sur des miroirs. Le
nuage d’atomes froids se forme au voisinage de leur intersection commune, qui coïncide avec
le zéro du champ magnétique créé par les bobines. À droite, photographie en couleurs fausses
du piège. Le gradient de couleur (du bleu vers le rouge) représente l’intensité de fluorescence :
on distingue clairement les trois paires de faisceaux et au centre le nuage d’atome froids.









P (l, t = 0)
l
Fig. 4.2: La distribution en impulsion du nuage issu du piège magnéto-optique (représentée en noir)
a, de façon approchée, une forme Gaussienne P (l, t = 0) ≈ exp(−l2/2σl2)/
√
2πσl. La
température du nuage, déterminée à partir de la largeur de cette distribution (σl ≈ 2), est
d’environ ≈ 3.2µK.
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A.1 Piège magnéto-optique
La technique du piègeage magnéto-optique [107] permet d’obtenir un nuage de petite taille
(∼ 1 mm3), constitué de quelques 107 atomes dont la température mesurée est de 3.2µK
(voir ﬁgure 4.2). Ceci est particulièrement pratique. En eﬀet, il est facile de faire interagir
ce nuage avec des faisceaux lasers de diamètre ordinaire (∼ 1mm). En outre, la distribution
en impulsion du nuage est très bien modélisée par une somme incohérente d’ondes planes
formant une Gaussienne de largeur à mi-hauteur égale de l’ordre de quelques ~kL, soit
de taille généralement bien inférieure à la longueur de localisation, condition nécessaire à
l’observation de la localisation dynamique.
Le double processus de refroidissement et de piégeage se déroule dans une cellule de verre
contenant une vapeur de césium à très basse pression (10−8mbar) placée dans un champ
magnétique créé par deux bobines, et irradiée par trois paires de faisceaux laser rétro-
réﬂéchis (dits lasers PMO), orthogonaux entre eux et se croisant en son centre (voir le
schéma ﬁgure 4.1).
Plus précisément, les bras du PMO sont constitués chacun de deux faisceaux lasers super-
posés, accordés sur la transition D2 du césium. Le premier est accordé sur une fréquence
légèrement inférieure à la transition Ff = 4→ Fe = 5. Il permet de “refroidir” les atomes
par eﬀet Doppler et de les piéger au zéro du champ magnétique. Le second, dit repompeur,
recycle les atomes ayant eﬀectué une transition vers Ff = 3 vers les cycles de ﬂuorescence
induits par le laser PMO. Il est accordé sur la transition Ff = 3→ Fe = 4. Sans ce faisceau,
les atomes s’accumuleraient dans l’état Ff = 3, échappant au processus de refroidissement.
La température du nuage ainsi obtenu est de quelques dizaines de micro-Kelvin. Faisant
suite à cette séquence de refroidissement Doppler, une longue phase Sisyphe (25 ms) où
le champ magnétique est coupé [108] permet d’abaisser la température jusqu’à une valeur
de 3.2µK.
Une fois ce refroidissement eﬀectué, les faisceaux lasers sont coupés via des modulateurs
acousto-optiques et des obturateurs (minimisant d’éventuelles fuites).
A.2 Onde stationnaire pulsée
La phase suivante consiste en l’interaction du nuage d’atomes froids avec des impulsions
courtes de l’onde stationnaire. Bien que le césium présente de nombreux niveaux d’énergie,
il peut être considéré, lorsque soumis à l’onde stationnaire désaccordée décrite dans la
suite, comme un atome à deux niveaux Ff = 4, Fe = 5. L’onde stationnaire désaccordée
agit alors principalement comme un potentiel sinusoïdal que l’on peut pulser, réalisant le
Kicked Rotor atomique (voir section A du chapitre 3).
Le montage utilisé pour réaliser les impulsions courtes d’onde stationnaire est représenté en
ﬁgure 4.3. La fréquence ωL/2π de l’onde stationnaire est ﬁxée par une diode laser “maître”
dont la puissance du faisceau, d’environ 6mW, est ampliﬁée par un ampliﬁcateur optique
jusqu’à 375mW. Le faisceau ampliﬁé subit ensuite deux ﬁltrages de types diﬀérents. Le
premier consiste en une absorption des composantes spectrales résonantes avec le césium
par un passage dans une cellule de 10 cm de long contenant une vapeur de césium (une










































Fig. 4.3: Schéma du dispositif générant l’onde stationnaire pulsée. Un amplificateur laser à semi-
conducteur est injecté par un laser maître (diode montée en cavité externe de fréquence
centrale désaccordée (δL/2π) par rapport à la transition |Ff = 4〉 → |Fe = 5〉 ; puissance
égale à 6mW). En jouant sur la température de la diode (réglage grossier) et sur la longueur
de la cavité externe (réglage fin), δL est ajustable (de quelques unités à plusieurs centaines
de GHz). Sa fréquence est aux alentours de 352THz et sa finesse est de l’ordre du MHz.
Elle est stabilisée sur une plage inférieure à 75MHz grâce à une boucle de rétroaction uti-
lisant le signal de transmission d’une cavité Pérot-Fabry confocale (∼ 750MHz d’intervalle
spectral libre et une finesse de 10 au minimum). Parallèlement, la fréquence est contrôlée
par un mesureur commercial de fréquence optique. Quant à la puissance laser à la sortie de
l’amplificateur optique, celle-ci s’élève à 375mW. Ce faisceau, filtré par une cellule contenant
une vapeur de césium, est conduit vers la cellule via une fibre optique dont l’injection est
pilotée par un modulateur acousto-optique permettant de réaliser des impulsions d’une durée
minimum de 60 ns. A la sortie de la fibre, le faisceau traverse la cellule à l’endroit du PMO
puis est rétro-réfléchi par un miroir, créant ainsi une onde stationnaire (pulsée).
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Fig. 4.4: Deux vues comparant la taille du nuage d’atomes froids avec la distribution d’intensité trans-
verse de l’onde stationnaire Les dimensions du nuage d’atomes froids sont bien inférieures
à celle de l’onde stationnaire : largeur σR ≈ 0.15mm de la distribution spatiale Gaussienne
des atomes froids contre 1, 5mm de largeur à mi-hauteur du profil Gaussien en intensité
lumineuse.





















Fig. 4.5: L’impulsion de radio-fréquence appliquée au modulateur acousto-optique et l’impulsion laser
en sortie de fibre qui en résulte. La durée de ces impulsions est de 600 ns. Les temps de
montée et de descente de l’impulsion optique (25 ns) sont limités par l’esclave.
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estimation donne une absorption de puissance d’un ordre de grandeur à ces fréquences).
Le second ﬁltrage sélectionne un seul mode transverse du faisceau, le mode fondamental
gaussien, par injection dans une ﬁbre optique mono-mode (qui a pour autre fonction
de transporter le faisceau jusqu’à la cellule). La perte de puissance entre la sortie de
l’ampliﬁcateur optique et la sortie de la ﬁbre s’élève alors à 75 %. A la sortie de la ﬁbre,
le champ laser est collimaté (utilisation d’un télescope) de telle sorte que les dimensions
transverses du faisceau soient plus importantes que celle du nuage d’atomes (voir ﬁgure
4.4). En ﬁn de compte, à la sortie du télescope, le faisceau possède les caractéristiques
suivantes :
– un proﬁl gaussien en intensité d’une largeur à mi-hauteur de 1490 ± 10µm ;
– une puissance de 92, 0 ± 2, 0 mW.
L’onde stationnaire est construite par rétro-réﬂexion à l’aide d’un miroir placé de l’autre
côté de la cellule.
Deux modulateurs acousto-optiques sont utilisés pour générer des impulsions courtes
d’onde stationnaire. Le premier dévie le trajet du faisceau laser maître vers l’ampliﬁcateur
optique. Déclenché quelques centaines de microsecondes avant la séquence des impulsions,
il a pour fonction de laisser le temps au laser ampliﬁé de relaxer (cela permet de diminuer
les ﬂuctuations de puissance des impulsions et d’améliorer l’isolation optique). En aval
de l’ampliﬁcateur, le second modulateur acousto-optique pilote l’injection de la ﬁbre ; il
génère ainsi des impulsions d’une durée minimale de 60 ns – mais est généralement ﬁxée
entre 0, 6µs et 1µs – avec des temps de montée et de chute d’environ ∼ 25 ns chacun
(voir ﬁgure 4.5). Le signal radio-fréquence qui pilote ce modulateur acousto-optique est
donc à la source de la séquence des impulsions. Dans le cas où il s’agit d’une séquence
d’impulsions périodique, un simple commutateur actionné par un signal TTL généré par
un monostable se charge de bloquer (temps de vol) ou de laisser passer (impulsion) la
radio-fréquence. En position bloquante, la coupure est d’au moins 60 dB.
A.3 Vélocimétrie Raman
Une caractéristique particulièrement intéressante de l’expérience ici présentée est la pos-
sibilité de mesurer, “in situ”, la fonction d’onde (ou à tout le moins son module carré). La
distribution de vitesses des atomes est mesurée au moyen de transitions Raman sélectives
en vitesse via l’eﬀet Doppler (voir schéma de principe représenté en ﬁgure 4.6), permettant
une résolution de l’ordre de 2 mm/s.
Le transfert de population est réalisé en soumettant le nuage d’atomes à une impulsion laser
Raman, de durée τR, composée de deux faisceaux contre-propageants de fréquences ωR1
et ωR2 désaccordées des fréquences des transitions respectives Ff = 4→ e et Ff = 3→ e
[e ≡ (Fe = 3, 4, 5)] d’une valeur δR ≫ Γ ( Γ/2π ≈ 5, 3MHz est la largeur des niveaux
composant e). Si la condition de résonance
ω′R2 − ω′R1 = ωH , (4.1)
est vériﬁée, alors la population de l’état Ff = 4 est couplée, de façon cohérente, par une
transition stimulée à deux photons, à l’état Ff = 3 (distants de ωH/2π = 9, 2 GHz). Cette
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Fig. 4.6: Principe de la vélocimétrie Raman. (a) L’ensemble des atomes se trouve dans une superpo-
sition d’états d’impulsion (états externes) et dans l’état interne Ff = 4. (b) Une impulsion
Raman sélectionne une classe d’impulsion en la transférant dans l’état Ff = 3. (c) Un faisceau
pousseur expulse alors les atomes non-sélectionnés, se trouvant encore dans l’état Ff = 4,
hors de la zone de détection. (d) Le faisceau repompeur replace les atomes de Ff = 3 dans
Ff = 4 afin qu’ils puissent interagir avec le faisceau sonde.
Fig. 4.7: Configuration des faisceaux lasers impliqués dans le processus de vélocimétrie Raman. Les
faisceaux Raman (représentés en orange) sélectionnent une certaine classe de vitesse. Puis
le faisceau “Pousseur” (en jaune) expulse les atomes non sélectionnés hors de la zone de
détection. Enfin, les atomes restant (chutant librement) passent au travers du faisceau sonde
(en beige). Le signal d’absorption est recueilli sur la photodiode à l’arrière plan qui fournit un
signal de temps de vol.
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Fig. 4.8: Schéma du montage de détection Raman. Le spectre de la diode laser maître (1) dont le cou-
rant d’alimentation est modulé par un signal micro-onde est composé de trois raies séparées
de 4, 6 GHz. La fréquence centrale est contrôlée par un mesureur commercial de longueur
d’onde optique (2). Deux diodes lasers, Raman 1 (3a) et Raman 2 (3b) sont injectées sur les
bandes latérales. Afin de faciliter cette injection, ce faisceau est dispersé angulairement en
passant deux fois, grâce à un miroir, sur un réseau de diffraction (4) de 1800 traits/mm et
d’une longueur de 5 cm, et optimisé pour favoriser l’ordre 2. Les deux faisceaux Raman sont
transportés vers la cellule grâce à des fibres optiques monomodes dont l’injection est contrô-
lée par des modulateurs acousto-optiques (5a, 5b, 5c). Deux configurations sont possibles :
contre-propageante et co-propageante. A la sortie des fibres (6), la puissance de chacun des
faisceaux est de 13, 5 mW. Parallèlement, nous nous assurons que les faisceaux laser Raman
sont bien injectés sur les bandes latérales du laser maître en mesurant leur battement au
moyen d’une photo-diode rapide (7).
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condition de résonance s’exprime dans le repère mobile associé aux atomes de vitesse
p/m = p/m ez.
Dans le repère lié au laboratoire, cette condition s’écrit
ωR2 − ωR1 = ωH + δp, (4.2)
où le terme
δp = (kR2 − kR1) p
m




est la somme du décalage de fréquence dû à l’eﬀet Doppler (premier terme) et du décalage
correspondant à l’impulsion de recul acquise après absorption et émission des deux photons
(deuxième terme).
L’expression (4.3) s’exprime simplement en fonction de l’impulsion de recul pr = ~kL
(kL ≈ |kR1| ≈ |kR2|) :
δp = −2kL
m
(p + pr) , (4.4)





δR − pr , (4.5)
où δR est le désaccord Raman :
δR = (ωR2 − ωR1)− ωH . (4.6)
Par ailleurs, le temps d’interaction τR du nuage d’atomes avec les radiations Raman joue
un rôle important : la population de la classe d’impulsion ps est entièrement transférée






est la pulsation de Rabi eﬀective moyennée dans le temps (ΩR1,R2 = −dE1,2/~ sont les
pulsations de Rabi de chacun des deux faisceaux constituant le dispositif). Ainsi pour une





Les étapes qui suivent ont pour objet la mesure d’un signal proportionnel à la classe
d’impulsion sélectionnée (voir ﬁgure 4.7). Un faisceau laser accordé sur la transition Ff =
3→ Ff = 4 irradie d’abord le nuage aﬁn de briser les cohérences qui lient les états Ff = 3
etFf = 4 (c’est-à-dire de transformer la superposition d’états internes en un mélange
statistique) et de pousser (spatialement) les atomes qui se trouvent dans l’état Ff = 4. Il
ne reste alors dans cette région de la cellule que les atomes sélectionnés, ayant impulsion
ps et état interne Ff = 3. Finalement, le faisceau repompeur replace ces atomes dans
l’état Ff = 4, et un faisceau accordé sur la transition Ff = 3 → Ff = 4 sonde le nuage
des atomes restants par absorption. Le signal d’absorption est mesuré au moyen d’une
photo-diode.
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La séquence entière (comprenant également le forçage par l’onde stationnaire pulsée) est
répétée, où le désaccord Raman est réglé de façon à sélectionner une nouvelle classe de
vitesse, permettant la reconstruction de la distribution de vitesse.
Le schéma du dispositif expérimental utilisé pour générer les faisceaux Raman est repré-
senté sur la ﬁgure 4.8.
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B Déviations du dispositif expérimental au modèle théo-
rique
Nous décrivons ici les déviations les plus importantes de l’expérience au modèle théorique
(3.8).
B.1 Durée finie des impulsions d’onde stationnaire
Les kicks d’onde stationnaire ont une durée ﬁnie τ (3.2) (voir ﬁgure 4.5). Ce n’est que
dans la limite où cette durée τ est très petite devant la période T1 du forçage temporel
que l’approximation de forçage en impulsions de Dirac peut être faîte ; cette limite n’est
généralement pas accessible expérimentalement. Néanmoins, le phénomène de localisation
dynamique est observable avec le forçage temporel expérimental, dans certains régimes de
paramètres que nous allons préciser. Une propriété cruciale est que la localisation dyna-
mique est un phénomène robuste, universel, qui ne dépend pas des détails microscopiques,
du moment qu’on a une évolution Hamiltonienne périodique.
Dans le régime classique, l’eﬀet de la durée ﬁnie des kicks est remarquable : la région
stochastique ne recouvre plus l’ensemble de l’espace des phases mais une région de taille
ﬁnie en impulsion [34, 109]. Ceci peut se comprendre via l’argument heuristique suivant.
Pendant la durée τ du kick, une particule d’impulsion P parcours la distance τP/m. Si
le chemin parcouru est égal à une période spatiale de potentiel sinusoïdal, l’énergie reçue









avec α = τ/T1, ne ressent pas le forçage (voir ﬁgure 4.9). Ainsi, la durée ﬁnie des pulses
implique que des atomes rapides p ≤ pmax perçoivent un forçage d’amplitude Keff(p)
inférieure à celle du forçage perçu par les atomes lents. Pour des impulsions p telles que
l’amplitude du forçage ressentie Keff est inférieure à Kcr ≈ 0.97 (voir section A.1 du
chapitre 3), la dynamique classique peut ne plus être stochastique, mais régulière, formant
des tores de KAM. Ces tores constituent les limites d’une “boîte classique”.
Dans le régime quantique, les propriétés de transport sont déterminées par l’opérateur
d’évolution sur une période associé aux kicks expérimentaux, de durée ﬁnie τ , Uˆτ , et en




non diagonaux. Nous suivons ici l’analyse
par Blümel et al. [109] des eﬀets de kicks de durée ﬁnie (kicks ayant une forme diﬀérente
mais similaire à celle des kicks expérimentaux). La dépendance de |Uτl,l+∆l |2 suivant l est
caractérisée par un changement abrupte qui a lieu en l ≈ lmax = pmax/k¯. |Uτl,l+∆l |2 est
à peu près constant pour l ≤ lmax et vaut |Uτl,l+∆l |2 ≈ J2∆l(K/k¯) en bon accord avec les
valeurs correspondant au Kicked Rotor (voir section A.2.1 du chapitre 3). En revanche
lorsque |l| > lmax, |Uτl,l+∆l |2 tombe à zéro très rapidement si bien que les états |l〉 avec
|l| > lmax sont presque complètement découplés des états |l| < lmax. Cette claire distinction
entre les deux régions partitionne les états de Floquet en deux ensembles : ceux qui ont un
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Fig. 4.9: Dépendance en impulsion du coefficient de diffusion classique pour K = 10 et trois valeurs
du paramètre α = τ/T1 : α = 0 (ligne tiretée), α = 0.015 (ligne pointillée), α = 0.03
(ligne pleine). Les courbes résultent de simulations numériques de l’évolution temporelle de
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Fig. 4.10: Observation expérimentale de l’effet de durée finie des kicks d’onde stationnaire sur les
distributions en impulsion, obtenues après 100 kicks d’onde stationnaire où K ≃ 7 et k¯ =
3.46, correspondant à quatre valeurs différentes de la durée des pulses :τ = 0.5, 1.0, 2.0
et 5.0µs, soit, α = 0.015, 0.03, 0.06 et 0.15. Les deux distributions associées aux valeurs
les plus faibles de α, correspondant aux conditions des expériences présentées aux chapitres
5 et 7 suivants, figurées par des carrés gris clairs et des étoiles noires, sont confondues et
exponentiellement localisées. La taille finie de la boîte classique n’a pas d’incidence sur la
localisation dynamique dans ces deux cas, puisque ℓ≪ lmax avec lmax ≈ 120 pour α = 0.015
et lmax ≈ 60 pour α = 0.03. En revanche, la distribution correspondant à α = 0.06,
représentée en diamants gris, a sa forme altérée : ses ailes chutent brutalement à zéro au
voisinage de lmax ≈ 30. La dernière distribution, correspondant à α = 0.15 et représentée
avec des cercles gris, est notablement différente d’une distribution exponentielle (lmax ≈ 12
dans ce cas). Ce phénomène ne joue pas dans les expériences décrites aux chapitres 5 et 7
suivants, correspondant à α ≈ 0.03.
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grand recouvrement avec les états |l| > lmax ressemblent aux états non perturbés |l〉 du fait





. Ces états sont trivialement localisés. L’autre ensemble regroupe les
états qui ont un grand recouvrement avec les états |l| < lmax. Ici, l’on s’attend à ce que la
localisation d’Anderson ait lieu (si k¯ est un multiple irrationnel de π). Des états localisés en
des sites l éloignés des bords de la “boîte classique” de plus de la longueur de localisation
ℓ seront exponentiellement localisés. Des états localisés en des sites voisins des bords de
la boîte classique seront encore plus localisés du fait de la “localisation triviale” au delà
des bords. Ceci est analogue à une localisation d’Anderson dans un échantillon de solide
de taille ﬁnie.
Conclusion, c’est seulement dans le cas où la taille ≈ pmax de la boîte classique est grande
devant la longueur de localisation pℓ que la localisation dynamique peut être observée (voir
ﬁgure 4.10). Pour ce qui est des observations expérimentales présentées dans cette thèse,
la durée des impulsions τ ≈ 900ns est suﬃsamment petite en comparaison de la période
1/T1 = 36kHz, α = τ/T1 = 0.025, pour que ces eﬀets de taille ﬁnie soient négligeables
(voir ﬁgure 4.10).
B.2 Inhomogénéité de K
Un autre eﬀet dont il faut tenir compte est la position transverse des atomes dans les
faisceaux formant l’onde stationnaire. Bien que la taille spatiale de faisceau (de largeur à
mi hauteur w0 = 1.5mm en intensité) soit grande devant la taille du nuage d’atomes froids
initial (voir ﬁgure 4.4), la variation du coeﬃcient de stochasicité K suivant la distribution
spatiale des atomes doit être prise en compte, en particulier du fait que les atomes se
meuvent transversalement. Ainsi, les atomes perçoivent un coeﬃcient de stochasticité ef-
fectif Keff = K exp
[− (y(t)2 + z(t)2) ln(2)/w20], où les coordonnées transverses y et z sont
données par :
y(t) = y0 + vy0t
z(t) = z0 + vz0t− gt2/2 . (4.10)
Ces équation décrivent le mouvement tranverse des atomes, et notamment la chute des
atomes suivant la direction verticale du fait de l’attraction gravitationnelle (l’onde station-
naire est horizontale). Chaque particule est associée à des positions initiales transverses
y0 et z0 suivant une distribution Gaussienne de largeur σR ≈ 0.15mm qui correspond au
nuage d’atomes froids (voir section A.1 de ce chapitre), et des vitesses initiales transverses
vy0 et vz0 qui correspondent à la distribution en impulsion initiale P (l, t = 0) (voir ﬁgure
4.2), i.e. une distribution Gaussienne de largeur σV ≈ 2× (2~kL)/M ≈ 14mm/s.
L’inhomogénéité “statique” du paramètre de stochasticité Keff ne pose pas un problème
majeur quant à l’observation de la localisation dynamique. La variation de Keff suivant la
distribution initiale spatiale du nuage est en eﬀet très faible, de l’ordre de 2% (voir ﬁgure
4.11 (a)). Supposons que l’on conserve toujours cette même distribution initiale de Keff à
mesure que le temps passe (courbe noire de la ﬁgure 4.11 (a)). Les quantités de transport
mesurées, telles que la distribution en impulsion ﬁnale, sont de fait moyennées sur cette
distribution en Keff. Mais, ceci n’est pas gênant puisque cette distribution est très étroite.



























Fig. 4.11: Inhomogénéité de K due à la distribution spatiale transverse des atomes dans l’onde sta-
tionnaire. (a) Chaque particule est associée à des positions transverses y(t) et z(t) données
par (4.10) et ressent un coefficient de stochasticité Keff. La distribution de Keff est repré-
sentée à différents temps t = 0 kick (distribution initiale), t = 150 kicks et t = 300 kicks.
Les effets d’inhomogénéité et de dynamique transverse des atomes sont négligeables pour
t = 150 kicks, mais empêchent l’observation de la localisation dynamique au delà de ce
temps. (b) Cas où l’onde stationnaire serait placée en configuration verticale et accompagne
le mouvement de chute libre des atomes. Il serait alors possible de prolonger l’expérience
jusqu’à ≈ 500 kicks. Les positions transverses y(t) et z(t) sont ici données par (4.10) avec
g = 0.
Par exemple, ceci revient à moyenner des distributions localisées exponentiellement avec
des longueurs de localisation ℓ ≈ K2eff/4k¯2 qui diﬀèrent très peu les unes des autres (la
variation typique de la longueur de localisation est de ≈ 4%).
En revanche, la dépendance temporelle de Keff, due à la distribution initiale de vitesse et
à la chute des atomes suivant la direction verticale, est beaucoup plus contraignante : elle
implique, à temps suﬃsamment long, un eﬀet de délocalisation [110]. Ceci se comprend
bien si l’on considère l’évolution temporelle d’un quasi-état propre associé à l’opérateur
UˆKeff(t=0) avec Keff(t = 0), sous l’eﬀet d’une variation temporelle de Keff(t). Si Keff(t)
varie lentement, ce quasi-état évolue de façon adiabatique, i.e. reste un quasi-état propre
associé à UˆKeff(t). En revanche, si la variation de Keff(t) est trop brutale, le quasi-état
initial se superpose sur l’ensemble des quasi-états propres de UˆKeff(t), donnant lieu à une
dynamique diﬀusive (voir [111]). Dans ce cas, la localisation dynamique est brisée. Dans le
cas expérimental, à t = 150 kicks, cet eﬀet de délocalisation est négligeable : la distribution
en Keff à t = 150 kicks est en eﬀet très voisine de celle initiale (voir ﬁgure 4.11 (a)).
En revanche, au delà de ce temps, la variation temporelle de Keff se fait sentir (voir la
distribution de Keff à t = 300 kicks) et l’observation de la localisation dynamique est
impossible.
Une manière de retarder cet eﬀet de délocalisation serait de placer l’onde stationnaire
en conﬁguration verticale tout en l’accélérant avec les atomes. L’accélération de l’onde
est réalisable via un déphasage des faisceaux lasers constituant l’onde stationnaire d’une
quantité variant quadratiquement avec le temps [112]. Dans ce cas, on se débarasse du
terme de chute dans l’équation (4.10), et la distribution de Keff(t) varie moins vite en
fonction du temps (voir ﬁgure 4.11 (b)). Néanmoins, on ne fait que retarder le problème
de délocalisation à des temps t ≈ 500 kicks.
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C Sources de décohérence
Toute expérience de transport quantique doit examiner les possibles sources de décohé-
rence qui détruisent les eﬀets d’interférence quantique (dans notre cas, la localisation)
et rétablissent une dynamique diﬀusive. Les sources les plus importantes de décohérence
dans notre expérience sont (i) les collisions atomiques, (ii) l’émission spontanée, et (iii) la
déviation de l’onde stationnaire à la stricte horizontalité.
Pour système isolé décrit par une unique fonction d’onde, la cohérence de phase entre les
diﬀérentes positions est “parfaite”. Lorsque le système est faiblement couplé à un bain,
il ne peut plus être décrit par une seule fonction d’onde, la description la plus pratique
implique généralement une matrice densité ρˆ. Des éléments de matrice non-diagonaux du
type 〈x|ρˆ|x′〉 quantiﬁent le degré de cohérence du système entre les positions x et x′. En
règle générale, l’eﬀet du bain extérieur est de faire décroître les éléments non-diagonaux
de la matrice densité relativement rapidement, plus rapidement que éléments diagonaux :
il s’agit de la décohérence [113] (à ne pas confondre avec le phénomène de dissipation). Les
eﬀets de localisation d’Anderson sont dus à de subtils eﬀets interférentiels, entre les diﬀé-
rentes composantes de la fonction d’onde, qui inhibent le transport classique autorisé : ils
sont donc très sensibles à la décohérence. Une façon générale de quantiﬁer la force des ef-
fets de décohérence est de déﬁnir un temps de cohérence de phase, le temps caractéristique
de décroissance des éléments non-diagonaux de la matrice densité du fait du couplage avec
un bain extérieur. Dans notre cas, les éléments non-diagonaux dignes d’intérêt sont ceux
entre les états |p〉 and |p′〉 situés à une distance typique |p− p′| comparable à la longueur
de localisation pℓ dans l’espace des impulsions.
Les eﬀets de localisation ne peuvent être observés qu’à des temps plus courts que le temps
de cohérence de phase [18]. Au-delà de ce temps de cohérence de phase, les eﬀets d’inter-
férence ont été tués et une dynamique diﬀusive (similaire à la dynamique classique) prend
place. Dans la suite, nous allons exprimer le temps caractéristique associé aux processus
de décohérence (i), (ii) et (iii) en fonction des paramètres expérimentaux, ceci aﬁn de
montrer qu’ils peuvent être réglés suﬃsamment longs pour que les eﬀets de localisation
soient observables.
C.1 Collisions atomiques
Dans les collisions inter-atomiques, l’eﬀet dominant est celui des collisions entre atomes
froids, la densité du nuage étant d’environ huit ordres de grandeur plus grande que la
densité du gaz chaud environnant. Un nuage de densité de 1012cm−3, avec une moyenne
de vitesse de 1cm/s et d’une section eﬃcace de collision 6 × 10−11cm2 donne un taux de
collision de ≈ 60s−1, soit 1, 6× 10−3 par kick : le temps de cohérence de collision est donc
de ∼ 600 kicks.
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P (l, t = 100)
Fig. 4.12: Effet d’un événement d’émission spontanée à t = 50 kicks sur l’évolution temporelle de la
variance de l, 〈l2〉, pour le Kicked Rotor, telle que simulée numériquement pour K = 10 et
k¯ = 3.46 (représentée en noir, l’évolution sans émission spontanée étant représentée en gris
clair). L’encart représente les distributions en impulsion à t = 100 correspondantes.




























P (l, t = 100)
Fig. 4.13: Dépendance de l’évolution temporelle de la variance de l, 〈l2〉, en fonction du taux d’émission
spontanée par kick, Π, telle que simulée numériquement pour le Kicked Rotor avec K = 10,
k¯ = 3.46 et Π = 0, 10−4, 10−3, 10−2 et 10−1. L’évolution temporelle est ici moyennée sur le
processus aléatoire d’émission spontanée, alors que l’évolution représentée en figure 4.12 est
une réalisation fixée d’émission spontanée. L’encart représente les distributions en impulsion
à t = 100 correspondantes. Tant que t≪ τϕ = 1/Π, la localisation dynamique est observée
(ici, pour Π = 0, 10−4 et 10−3) : les distributions en impulsion sont quasi-indiscernables.
Mais à temps suffisamment long, i.e. dès lors que t≫ τϕ = 1/Π, la dynamique est de type
diffusive (clairement visible ici pour Π = 10−1).
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C.2 Émission spontanée
Aﬁn d’avoir une meilleure idée de l’eﬀet de décohérence induit par l’émission spontanée,
considérons l’évolution temporelle d’une fonction d’onde initialement plane : ψ(p, t = 0) =
δ(p − p0) suivant l’Hamiltonien du Kicked Rotor (3.8). Comme expliqué en section C
du chapitre 3, cet état initial peut être décomposé suivant les états de Floquet localisés
suﬃsamment proches de l’impulsion initiale p0. La première phase d’expansion diﬀusive de
la distribution correspond à un déphasage progressif de ces états de Floquet, et, lorsque les
phases sont brouillées, la dynamique de la distribution est gelée. L’émission spontanée, qui
apporte un recul aléatoire à l’impulsion de l’atome, redistribue la fonction d’onde atomique
sur une nouvelle série d’états de Floquet, et un nouveau comportement transitoire diﬀusif
suit pour une autre durée de tℓ (voir ﬁgure 4.12). Dans ce processus, des états de Floquet
localisés plus loin de p0 peuvent être peuplés : la localisation dynamique devrait donc être
détruite si l’émission spontanée est régulièrement répétée (voir ﬁgure 4.13). Il faut noter
qu’un seul événement d’émission spontanée brise entièrement la cohérence de phase, ce
qui implique que le temps de cohérence de phase est tout simplement l’inverse du taux
d’émission spontanée.
L’émission spontanée tend à rétablir une évolution diﬀusive avec une constante de diﬀusion
qui est à peu près Πk¯2 où Π = ΓΩ2τ/8∆2L, est le taux d’émission spontanée exprimé en
photons par kick, qui peut être exprimé sous la forme Π = (Γτ/8) (I/Is) (Γ/∆L)
2, où I est
l’intensité et Is ≈ 2.2mW /cm2 est l’intensité de saturation de la transition. Pour K ≈ 6
(voisinage de la transition d’Anderson, voir chapitre suivant), les valeurs expérimentales
indiquées ci-dessus donnent Π ≈ 2.1 × 10−3s −1, i.e. un temps de cohérence de phase ∼
500 kicks.
C.3 Inclinaison de l’onde stationnaire
Un autre eﬀet conduisant à la destruction de la localisation est dû à la déviation de l’onde
stationnaire par rapport à l’horizontalité. Dans ce cas, un terme de gravité doit être ajouté







δ(t− n) , (4.11)





avec g l’accélération gravitationnelle et α l’angle entre la direction horizontale et l’onde
stationnaire. L’interprétation physique est tout à fait claire : mgT1 sinα est l’impulsion
supplémentaire transférée aux atomes entre deux kicks, qui doit être comparée à la largeur
de la zone de Brillouin 2~kL.
Nous allons exprimer la dynamique de ce Kicked Rotor incliné dans le référentiel associé
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Fig. 4.14: Effet de la gravité sur un Kicked Rotor légèrement incliné, Eq. (4.11). L’écart de l’onde
stationnaire à l’horizontalité est de α = 0◦ (courbe noire), α = 0.1◦ (courbe rouge),
α = 0.4◦ (courbe verte) et α = 1◦ (courbe bleue). Le paramètre de stochasticité est
pris égal à K = 5 et la constante de Planck effective est k¯ = 2.85. La dynamique d’un état
initial thermique (correspondant à l’état initial expérimental) est simulée et la variance de
l, 〈l2〉, correspondante est tracée en fonction du temps. Pour les angles de plus de 0.1◦, la
lente dérive des impulsions induit un comportement diffusif clairement visible sur l’échelle
de temps de l’expérience.
À moins que ηg vériﬁe la stricte condition de résonance (c’est-à-dire être rationnelle avec
2π), la séquence ηgt2/2 mod[2π] est pseudo-aléatoire [88,89] aux temps suﬃsamment longs
t≫ τg où τg est tel que :
ηgτg
2/2 ≈ 2π . (4.14)
Lorsque ηgt2/2 mod[2π] est pseudo-aléatoire, il peut être interprété comme un terme de
bruit de phase aléatoire γ(t) dans le potentiel K cos(x+ γ(t)). La présence d’un tel bruit
est connue pour conduire à un comportement diﬀusif [114, 115]. τg peut donc être inter-
prété comme un “temps de cohérence de phase” (où nous mettons des guillemets pour
souligner la nature essentiellement déterministe du phénomène de délocalisation mis en
jeu dans ce processus) : pour t≪ τg, la dynamique n’est essentiellement pas aﬀectée par
la “décohérence gravitationnelle”.
Les simulations numériques prenant en compte l’eﬀet de la gravité conﬁrment la discussion
ci-dessus (voir ﬁgure 4.14). Par analogie avec le phénomène d’émission spontanée, nous
mesurons τg comme le temps au bout duquel 〈l2〉 vaut deux fois sa valeur asymptotique
(t → ∞) en l’absence de décohérence (voir ﬁgure 4.12). Si l’onde stationnaire s’écarte de
l’horizontalité d’un angle α = 1◦, alors τg ≈ 120 kicks alors que lorsque l’angle α = 0.1◦,
τg ≈ 350 kicks.
Dans l’échelle de temps de l’expérience (150 kicks), l’écart à l’horizontalité doit être de
moins de 0.1◦. Cet eﬀet de “décohérence” est assez important. À notre connaissances, son
importance n’a pas été pleinement appréciée dans les précédentes études expérimentales.
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D Conditions pour l’observation des effets de localisation
Nous allons maintenant récapituler les conditions qui doivent être respectées aﬁn d’obser-
ver les eﬀets de localisation expérimentalement.
Tout d’abord, le système doit présenter une certaine forme de désordre : comme nous
l’avons dans la section D du chapitre 3 , cela signiﬁe que l’on doit se placer loin des
résonances quantiques simples, ce qui est vrai si k¯ est un multiple irrationnel de π. Ce
résultat est obtenu si l’on prend k¯ = 2.89 par exemple.
Deuxièmement, aﬁn d’observer des eﬀets de localisation quantique (dus aux eﬀets inter-
férenciels) et non pas des eﬀets triviaux de localisation classique, nous devons être dans
un régime où le système classique n’a pas de barrières de KAM qui peuvent empêcher
le transport classique diﬀusif. Pour le Kicked Rotor atomique, le dernier tore de KAM
disparaît pour K & 1, et la dynamique est complètement chaotique pour K ≥ 4 (voir
section A.1 du chapitre 3). Les expériences et les simulations numériques présentées dans
cette thèse sont toutes eﬀectuées dans le domaine K ≥ 4 où la dynamique classique est
diﬀusive.
Troisièmement, l’état initial doit être suﬃsamment étroit en comparaison de la longueur
de localisation. C’est seulement dans ce cas que l’on peut observer le phénomène de locali-
sation dynamique, c’est-à-dire le gel de l’expansion diﬀusive initiale de la fonction d’onde
dans un état exponentiellement localisé (voir section C du chapitre 3). Ainsi, du fait que
la largeur de la distribution initiale en impulsion est σl ≈ 2 (voir ﬁgure 4.2), l’on doit
travailler dans le régime K & 5 (nous verrons dans le chapitre suivant que cette condition
est moins stricte dans le cas du Kicked Rotor quasi-périodique).
Quatrièmement, des kicks suﬃsamment courts doivent être utilisés, de sorte que les eﬀets
de taille ﬁnie qu’ils impliquent soient négligeables (voir section B.1 de ce chapitre). Cette
condition est vériﬁée dès lors que α = τ/T1 . 0.03 (compte tenu des limites expérimentales
en nombre de kicks et en intensité laser).
Cinquièmement, l’étude de la dynamique temporelle doit être restreinte à des temps
t . 150 kicks du fait du mouvement des atomes suivant la direction transverse à l’onde
stationnaire, notamment la chute des atomes suivant la direction verticale (voir section
B.2 de ce chapitre).
Enﬁn, les processus de décohérence doivent être limités dans la durée de l’expérience. Le
désaccord de l’onde stationnaire doit être réglé de façon à ce que le temps de cohérence de
phase (l’inverse du taux d’émission spontanée) soit grand devant la durée de l’expérience
(t ≈ 150 kicks). Ceci est vériﬁé pour un désaccord de 7.3 GHz vers le rouge, où le temps
de cohérence de phase à K = 6 est de t = 500 kicks. Un bon contrôle de l’horizontalité
de l’onde stationnaire doit être également assuré aﬁn que la gravité ne conduise pas à une
destruction des eﬀets de localisation sur l’échelle de temps de l’expérience (t ≤ 150 kicks).
Lorsque l’inclinaison est moindre que 0.1◦, les eﬀets de délocalisation gravitationnelle sont
négligeables.
82 Chapitre 4. Réalisation expérimentale avec des ondes de matière
CHAPITRE 5
Transition d’Anderson avec le Kicked Rotor
quasi-périodique : théorie d’échelle et
observation expérimentale
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L
a transition métal-isolant d’Anderson n’existe qu’à partir d’une certaine dimen-
sion inférieure. Dans le cas d’un système invariant par renversement du temps,
cette dimension inférieure est d = 2. Considérant ce cas, il nous faut, pour obser-
ver la transition d’Anderson, généraliser le Kicked Rotor périodique atomique, système
pseudo-désordonné 1D, de façon à obtenir un système pseudo-désordonné 3D. Dans ce
chapitre, le plus important de cette thèse, nous présentons un tel système, le Kicked Ro-
tor quasi-périodique, expliquons pourquoi il est équivalent à un modèle d’Anderson 3D,
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et montrons comment observer la transition d’Anderson en modiﬁant très simplement le
dispositif expérimental précédemment décrit (voir chapitre 4). En particulier, nous pré-
sentons une théorie d’échelle de la transition permettant de dépasser les obstacles posés
par les limitations expérimentales.
Ces travaux ont permis la première observation expérimentale de la transition d’Anderson
en dimension trois avec des ondes de matière atomique, et la première mesure expérimen-
tale de l’exposant critique ν de la transition : voir notre article [37] (reproduit en section
D de ce chapitre), écrit en collaboration avec l’équipe expérimentale de J.-C. Garreau
et P. Szriftgiser du laboratoire PHLAM à Lille et reproduit dans ce chapitre. Les résu-
lats expérimentaux, obtenus sous les contraintes décrites au chapitre 4, sont pleinement
compatibles avec les résultats de simulations numériques du cas idéal, i.e. sans imperfec-
tions ni décohérence. Ceci montre que les limitations expérimentales sont sous contrôle.
Les résulats expérimentaux corroborent également les études numériques précédemment
eﬀectuées de la transition d’Anderson à partir du véritable modèle d’Anderson 3D. Ceci
est particulièrement intéressant vu le désaccord entre les prédictions théoriques pour l’ex-
posant critique ν = 1 (voir section C.1.2 du chapitre 2 et [44]) et les mesures numériques
ν ≈ 1.57 [12].
L’ensemble de cette étude est décrit de façon détaillée dans un article accepté à Physical
Review A et que nous reproduisons ici dans son intégralité (voir section E de ce chapitre).
Auparavant, nous discutons, de façon moins technique et plus imagée, les idées physiques
fondamentales à la base de ce travail. Nous insistons en premier lieu sur les arguments
soutenant l’équivalence entre le système considéré et le modèle d’Anderson 3D. Ensuite,
nous montrons comment se traduisent les limitations de durée de l’expérience sur les ob-
servations de la transition métal-isolant. Nous introduisons ﬁnalement la théorie d’échelle
en temps (“ﬁnite-time scaling”) permettant de dépasser ces limitations, en montrant son
analogie avec la théorie d’échelle en taille d’échantillon, très utile dans le cas des études
numériques du véritable modèle d’Anderson 3D, par exemple.
A Le Kicked Rotor quasi-périodique et sa relation avec le
modèle d’Anderson 3D
Diﬀérentes généralisations du Kicked Rotor périodique ont été considérées sur les plans
théoriques et numériques comme analogues de modèles d’Anderson de dimensions supé-
rieures [35,116–119].
A.1 Le Kicked Rotor périodique 3D
Une extension naturelle du Kicked Rotor périodique est le Kicked Rotor périodique de
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Ce système est formellement équivalent à un modèle d’Anderson de dimension d (cf. section




tl′ al−l′ = −t0 al . (5.2)
où l sont les coordonnées de sites d’un réseau de dimension d correspondant aux impulsions
via p = k¯l. Lorsque les diﬀérents ωi sont incommensurables entre eux et avec π/k¯, les















sont distribuées de façon pseudo-aléatoire suivant une Lorentzienne. Les amplitudes de
transition tl′ ne sont pas restreintes aux premiers voisins, mais décroissent exponentielle-
ment avec |l′|. Elles augmentent, en outre, en fonction du ratio K/k¯, si bien que K/k¯ joue
le rôle d’un paramètre de désordre, la limite de faible désordre correspondant à K/k¯ ≫ 1.
Les études menées sur les propriétés de transport quantique dans le Kicked Rotor pério-
dique de dimension d ont eu des résultats parfaitement conformes aux prédictions de la
théorie de la localisation pour les systèmes invariants par renversement du temps (voir
section C du chapitre 2) :
– En dimension deux, la localisation dynamique a lieu quelque soit la valeur du paramètre
de stochasticité K, et la longueur de localisation augmente exponentiellement avec K/k¯
[116].
– En dimension trois, le système opère une transition isolant-métal d’Anderson dès lors
que le paramètre K dépasse une valeur critique Kc [117]. Ainsi, ce n’est qu’à partir de
la dimension trois qu’a lieu la transition d’Anderson. En outre, au régime critique de la
transition, la distribution statistique des niveaux est invariante d’échelle et la diﬀusion
quantique est anormale avec exposant 2/3 : 〈l2〉 ∼ t2/3, comme prédit par la théorie
d’échelle à un paramètre (voir la suite de ce chapitre).
Néanmoins, ce système présente des inconvénients majeurs quant à l’étude des caractéris-
tiques de la transition d’Anderson :
– Les études numériques sur le Kicked Rotor périodique en dimension trois sont soumises
à des eﬀets de taille ﬁnie très contraignants. Ainsi, la caractérisation de la statistique des
niveaux de quasi-énergie de l’opérateur d’évolution sur une période associé à l’Hamilto-
nien (5.1) n’a pu être menée que pour des tailles d’échantillon L (li = 1, ..., L) petites,
L ≤ 32, du fait des limitations en temps de calcul (voir l’étude très récente rapportée
dans [117]). La “lourdeur” de ces simulations numériques empêche, entre autres, une
étude ﬁne des diﬀérentes dynamiques (localisée, diﬀusive et critique) et la démonstra-
tion du caractère universel des propriétés critiques de la transition. De manière générale,
les diﬃcultés rencontrées sont plus importantes que celles rencontrées dans les études
du modèle d’Anderson 3D. Pire au sens où les amplitudes de transition tl′ ne sont pas
restreintes aux plus proches voisins, ceci aggravant les eﬀets de taille ﬁnie, et également
au sens où le caractère pseudo-aléatoire du désordre empêche une moyenne simple sur
les conﬁgurations du désordre.
– Il n’y a pas eu, à ce jour, de réalisation expérimentale d’un Kicked Rotor périodique
de dimension supérieure à un. Ceci est le principal inconvénient qui nous a conduit à
considérer un autre type de Kicked Rotor, également analogue à un modèle d’Anderson
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Fig. 5.1: Représentation imagée de la modulation quasi-périodique de l’amplitude des kicks d’onde
stationnaire suivant l’équation (5.5).
3D, mais facilement réalisable expérimentalement en modiﬁant simplement le dispositif
présenté au chapitre précédant. Ce système est le Kicked Rotor quasi-périodique à trois
fréquences que nous allons maintenant présenter.
A.2 Le Kicked Rotor quasi-périodique à trois fréquences
Le système que nous considérons, à partir de maintenant, est une généralisation à trois-







δ(t − n) , (5.4)
simplement obtenue par la modulation de l’amplitude des kicks d’onde stationnaire avec
un ensemble de deux nouvelles fréquences ω2 et ω3 de modulation :
K(t) = K [1 + ε cos (ω2t+ ϕ2) cos (ω3t+ ϕ3)] . (5.5)
Comme démontré dans notre article [120] (reproduit en section E de ce chapitre), la dy-
namique de ce Kicked Rotor quasi-périodique (5.4) est exactement identique à l’évolution





+ ω2p2 + ω3p3 +K cos θ1 [1 + ε cos θ2 cos θ3]
∑
n
δ(t− n) , (5.6)
ayant pour condition initiale une “source plane” (voir ﬁgure 5.4) :
ψ3(θ, t = 0) = ψqp(θ1, t = 0)δ(θ2 − ϕ2)δ(θ3 − ϕ3) , (5.7)
où ψqp(θ, t = 0) est une condition initiale arbitraire pour le Kicked Rotor quasi-périodique
(5.4). Il faut ici noter : (i) la dépendance inhabituelle de l’énergie cinétique de l’Hamiltonien
H3 (5.6), linéaire en p2 et p3 (c’est pourquoi nous avons mis des guillemets au “Rotor”), (ii)
ainsi que la forme très particulière de l’état initial ψ3 (5.7) entièrement délocalisé suivant
les impulsions p2 et p3. Nous allons commenter ces deux points très importants.















































Fig. 5.2: Dynamiques classiques diffusives des Kicked “Rotor” périodique 3D anisotrope décrit par
l’équation (5.6) [sous-figures (a) et (b)] et isotrope décrit par l’équation (5.9) [sous-figures
(c) et (d)]. Les états initiaux sont choisis piqués autour de l’origine p = 0 et uniformément
distribués sur [0, 2π)3 pour la variable angulaire, θ ∈ [0, 2, π)3. Après 1000 kicks, les distri-
butions en impulsion classiques (courbes noire et rouges bruitées en (a) et également courbe
violette en (c)) ont une forme Gaussienne caractéristique d’un mouvement diffusif. En (a),
les courbes bleue et verte sont des ajustement par des gaussiennes qui ne montrent aucune
déviation statistique significative. La courbe noire (rouge, violette, respectivement) est la dis-
tribution en impulsion suivant la direction p1 (p2, p3 respectivement). En (a), la distribution
suivant p3 est identique, ou presque, que celle suivant p2 et n’est pas représentée, pour plus
de clartée. La diffusion est anisotrope du fait que les amplitudes de transition dans les direc-
tions transverses “2” et “3” sont diminuées d’un facteur ≈ ε par rapport aux amplitudes de
transition le long de la direction “1”. En (b) et (d), les variances de ces distributions sont
représentées en fonction du temps (en nombre de kicks), avec les couleurs correspondantes.
Les paramètres sont K = 10, ε = 0.8, ω2/2π =
√
5 et ω3/2π =
√
13.
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A.2.1 Énergie cinétique transverse linéaire et dynamique diffusive
La dépendance linéaire non-usuelle en p2 et p3 de l’Hamiltonien (5.6) n’empêche pas,
pour ε 6= 0, la dynamique classique de ce système d’être diﬀusive suivant toutes les di-
rections [voir ﬁgure 5.2 (a) et (b)]. Cette marche pseudo-aléatoire classique dans l’espace
des impulsions p atteste du caractère pseudo-désordonné de ce système. La diﬀusion est
anisotrope du fait que les amplitudes de transition dans les directions transverses “2” et
“3” sont diminuées d’un facteur ≈ ε par rapport aux amplitudes de transition le long de
la direction “1”. Ceci est particulièrement manifeste si l’on considère l’équivalent de l’Ap-
plication Standard (3.11) pour ce Kicked “Rotor” 3D (5.6), reliant les valeurs de (θn,pn)
des vecteurs angle et impulsion juste après le nième kick à celles (θn+1,pn+1) une période
après :
p1n+1 = p1n +K sin θ1n(1 + ε cos θ2n cos θ3n) ,
p2n+1 = p2n +Kε cos θ1n sin θ2n cos θ3n ,
p3n+1 = p3n +Kε cos θ1n cos θ2n sin θ3n , (5.8)
θ1n+1 = θ1n + p1n+1 ,
θ2n+1 = θ2n + ω2 ,
θ3n+1 = θ3n + ω3 .





+ ω2p2 + ω3p3 +K cos θ1 cos θ2 cos θ3
∑
n
δ(t − n) , (5.9)
est associée à une dynamique classique diﬀusive isotrope, ou presque [voir ﬁgure 5.2 (c) et
(d)]. Une analyse précise du comportement classique du système (5.6) n’a pas été eﬀectuée.
Elle n’est pas nécessaire dans la mesure où le caractère diﬀusif de la dynamique classique,
propriété fondamentale pour la suite de notre étude, a été vériﬁé.
A.2.2 Énergie cinétique transverse linéaire et modèle d’Anderson 3D
Comme dans le cas du Kicked Rotor périodique 1D, l’équation pour les états de Floquet
de l’Hamiltonien du Kicked “Rotor” 3D périodique en temps, équation (5.6), peut être




tl′ al−l′ = −t0 al , (5.10)
où l = (l1, l2, l3) représente le site d’impulsion p = k¯l dans un réseau 3D cubique, les










+ ω2l2 + ω3l3
)]
, (5.11)
et les amplitudes de transition tl′ sont des coeﬃcients d’une triple série de Fourier de :
t(θ1, θ2, θ3) = tan[K cos θ1(1 + ε cos θ2 cos θ3)/2k¯] . (5.12)
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Dans le cas où (k¯, ω2, ω3, π) est un quadruplet incommensurable, le potentiel Vl est pseudo-
désordonné, du fait de la dispersion non-linéaire suivant la direction l1 [35,119]. De l’équa-
tion (5.12), il est clair que les amplitudes de transition suivant les directions “2” et “3”
sont diminuées par un facteur ≈ ε par rapport aux amplitudes de transition suivant la
direction “1”. Ainsi, le Kicked Rotor quasi-périodique est analogue à un modèle d’Ander-
son 3D anisotrope [121–123]. Plus précisément, il peut être vu comme correspondant à
un modèle de chaînes aléatoires couplées par des termes variant comme ε dans les deux
directions transverses, modèle considéré dans [122].
Des eﬀets de localisation, comme ceux prévus pour le modèle 3D Anderson, sont alors
attendus, à savoir soit un régime diﬀusif, soit un régime localisé. Des états localisés sont
attendus si l’amplitude du désordre est grande par rapport à l’amplitude de transition.
Dans le cas du modèle (5.10), l’amplitude du désordre est ﬁxe, mais les amplitudes de
transition peuvent être contrôlées en changeant le paramètre de stochasticité K et/ou
l’amplitude de modulation ε : on voit facilement que W (θ) augmente en fonction de K,
ε. En d’autres termes, plus K, ε augmente, plus faible est le désordre. On s’attend donc à
observer un régime diﬀusif pour des grandes stochasticités et/ou amplitudes de modulation
(faible désordre) et un régime localisé pour les petites valeurs de K et/ou de ǫ (grand
désordre). Il convient de souligner qu’il n’y a pas stricto sensu de frontière de mobilité
(“mobility edge”) dans notre système. Selon les valeurs des paramètres K, ε, k¯, ω2, ω3, tous
les états de Floquet sont localisés ou délocalisés (voir un exemple d’état localisé pour le
Kicked Rotor quasi-périodique à deux fréquences représenté en ﬁgure 5.3). Le seuil de la
transition métal-isolant dépend de K, ε, k¯, ω2, ω3. Comme on le verra dans la suite, K et ε
sont les paramètres qui comptent le plus, dans la mesure où (k¯, ω2, ω3, π) est suﬃsamment
incommensurable.
A.2.3 Source plane
Une autre subtilité du système que nous considérons est l’état initial (5.7) qui, étant par-
faitement localisé en θ2 et θ3, est entièrement délocalisé suivant les impulsions conjuguées
p2 et p3. L’étude du transport ne peut donc se faire que le long de la direction p1, ce
qui équivaut à mesurer la dynamique de la distribution en impulsion du Kicked Rotor
quasi-périodique |Ψqp(p, t)|2.
Comme expliqué de façon imagée en ﬁgure 5.4, notre approche du transport quantique
dans le Kicked Rotor périodique 3D utilisant le Kicked Rotor quasi-périodique présente
des similitudes avec les méthodes d’étude du transport d’ondes classiques dans les milieux
désordonnés 3D [20,24]. Notre expérience avec le Kicked Rotor quasi-périodique peut, en
eﬀet, être considérée comme une expérience de transport, dans un milieu désordonné 3D,
d’ondes issues d’une impulsion temporelle δ(t = 0) d’une source plane (invariante suivant
les directions p2 et p3), où les propriétés de transport sont eﬀectivement observées dans la
direction perpendiculaire au plan émetteur. L’intérêt du Kicked Rotor quasi-périodique,
de ce point de vue, réside dans le fait que le plan récepteur, mesurant l’intensité des ondes
parvenant en ce plan, peut être positionné librement au sein du système désordonné,
permettant de mesurer la distribution “spatiale” (l’espace considéré est en fait celui des
impulsions) des intensités, et aussi que la mesure de la variation temporelle de ces inten-
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Fig. 5.3: Deux vues (a) et (b) d’un même état de Floquet exponentiellement localisé du Kicked “Rotor”
2D [voir équation (5.6)] correspondant à un Kicked Rotor quasi-périodique à deux fréquences
[voir équation (5.4)]. Nous considérons ici le cas bi-dimensionnel pour des raisons de temps de
calcul : la taille de la matrice à diagonaliser est L1 ×L2 où les tailles Li des bases discrètes,
li = 1, ..., Li doivent être choisies suffisamment grandes afin de pouvoir observer les effets de
localisation. Ici L1 = 128 et L2 = 32. L’anisotropie est clairement visible, correspondant à
ε = 0.1. Les autres paramètres sont k¯ = 2.85, K = 4, ω2 =
√
5.




Fig. 5.4: On peut voir le Kicked Rotor périodique 3D (5.6) comme un milieu 3D dans lequel se
propage une onde. Dans cette vision, l’état initial |ψqp(t = 0)〉 piqué en p = 0 correspond
à une impulsion temporelle de Dirac δ(t = 0) d’une source plane en p1 = 0 (représentée en
rouge), parfaitement invariante suivant les deux directions transverses p2 et p3. La distribution
en impulsion |ψqp(p, t)|2 traduit la probabilité de transmission du plan émetteur p1 = 0 (en
rouge) au plan récepteur p1 = p (en bleu) en un temps t. Le temps d’attente t ainsi que la
position p du plan récepteur peuvent être choisis librement.
sités permet de caractériser la dynamique de la localisation. Également, du point de vue
numérique, un autre intérêt est que, du fait que le système est uni-dimensionnel, il est
facile de considérer des tailles d’échantillon suﬃsamment grandes pour que les eﬀets de
taille ﬁnie soient négligeables.
A.2.4 Classe de symétrie du Kicked Rotor quasi-périodique
Une question d’importance fondamentale pour la suite est de savoir à quelle classe de
symétrie appartient le Kicked Rotor quasi-périodique. Les propriétés de localisation, et
entre autres celles de la transition d’Anderson, dépendent en eﬀet intrinsèquement de la
présence ou non de symétries anti-unitaires telles que la symétrie par renversement du
temps (voir section E du chapitre 3 et [14,99]).
Deux points de vue sont possibles permettant de discuter ce problème : (i) celui du Ki-
cked “Rotor” périodique 3D (5.6), et (ii) celui du Kicked Rotor quasi-périodique à trois
fréquences (5.4).
D’un côté, l’Hamiltonien du Kicked “Rotor” périodique 3D (5.6) est invariant suivant la
transformation anti-unitaire :
Tc : t→ −t,θ → −θ,p→ p , (5.13)
i.e. le renversement du temps en représentation impulsion, qui est celui pertinent dans le cas
de la localisation dynamique (voir section E du chapitre 3 et [100–102]). En particulier,
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un choix de valeurs non nulles pour les phases ϕ2 et ϕ3 ne casse pas cette symétrie.
L’évolution des états suivant l’Hamiltonien (5.6) est gouvernée par l’opérateur d’évolution
sur une période :
U = e−iK cos θ1(1+ε cos θ2 cos θ3)/k¯ × e−i(p21/2+ω2p2+ω3p3)/k¯ (5.14)
qui appartient ainsi à l’ensemble circulaire orthogonal (voir section E du chapitre 3 et
[124,125]). Et du fait que l’évolution du Kicked Rotor quasi-périodique à trois fréquences
est gouvernée par cet opérateur d’évolution, avec la condition additionnelle (5.7) à t = 0,
ce système appartient à l’ensemble orthogonal.
D’un autre côté, il semble, à première vue, que l’Hamiltonien (5.4) du Kicked Rotor quasi-
périodique à trois fréquences ne soit pas symétrique par renversement du temps dès lors
que les phases ϕ2 et ϕ3 sont non nulles. Ainsi, dans le cas de phases non nulles, le terme de
modulation temporelle de l’amplitude des kicks cos(ω2t+ϕ2) cos(ω3t+ϕ3) n’est pas inva-
riant suivant t→ −t. Cette apparente contradiction se résout comme suit : l’irrationnalité
de ω2/2π implique que ω2t mod[2π] est uniformément distribué suivant [0, 2π). En ce sens,
les phases initiales ne jouent aucun rôle et, en particulier, ne brisent pas la symétrie par
renversement du temps. Il faut noter que ce n’est pas le cas lorsque ω2/2π est un rationnel.
A.2.5 Autres arguments en faveur de la correspondence entre le Kicked Ro-
tor quasi-périodique et les systèmes désordonnés 3D invariants par
renversement du temps
Tous les argumements précédemment exposés tendent à montrer que le Kicked Rotor quasi-
périodique à trois fréquences (5.4) est équivalent à un système désordonné 3D invariant
par renversement du temps. Ceci avait déjà été suggéré par des études numériques de ce
système [35,119], nous reviendrons là-dessus.
D’autres arguments [36], rigoureusement établis, existent en faveur de cette correspon-
dance. Ils considèrent le problème plus général de la localisation dynamique dans un sys-
tème quantique dynamique dont l’Hamiltonien s’écrit sous la forme :
Hˆ(t) = Hˆ0 + Vˆ φ(t) , (5.15)
où les deux opérateurs Hˆ0 et Vˆ sont aléatoires, pris dans l’ensemble orthogonal Gaussien,
et la dépendance temporelle de l’Hamiltonien est spéciﬁée par la fonction φ(t). Lorsque




An cos(ωnt− ϕn) , (5.16)
où les ωn sont d fréquences incommensurables, les corrections quantiques à la diﬀusion
classique, corrections dites de localisation faible (voir section C.1.1 du chapitre 2 et annexe
A), se comportent de façon similaire à celles pour la conductivité δσ(t) dans un modèle
d’Anderson de dimensionnalité d, de la classe de symétrie orthogonale. En particulier, il
est montré que les phases ϕn n’ont pas d’eﬀet sur la symétrie par renversement du temps.
L’analogie entre le type de système quantique dynamique (5.15) et le Kicked Rotor (pé-
riodique ou quasi-périodique), mentionnée par les auteurs de l’étude [36], tient en deux
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points : (i) la matrice de l’opérateur exp[−ipˆ2/2k¯] dans la base l des impulsions p = lk¯ est
une matrice pseudo-aléatoire appartenant à l’ensemble circulaire orthogonal (voir section
B.1 du chapitre 3) ; (ii) le cas où Vˆ est une matrice aléatoire (qui peut coupler des sites
l éloignés les uns des autres) et la fonction de modulation temporelle φ(t) est la somme
de trois fonctions harmoniques est le pendant du cas où Vˆ = cos θˆ (couplant des sites
voisins) et la fonction de modulation temporelle est une peigne de Dirac que multiplie
deux fonctions harmoniques.
B Réalisation expérimentale
Ce qui motive notre intérêt pour le Kicked Rotor quasi-périodique est qu’il peut être
facilement réalisé à partir du dispositif expérimental présenté au chapitre 4 précédent,
pour le Kicked Rotor 1D périodique atomique. Il suﬃt, en eﬀet, de moduler l’amplitude
des kicks d’onde stationnaire en fonction du temps. La modiﬁcation du dispositif, réalisée
par l’équipe de J.-C. Garreau et P. Szriftgiser, a permis d’autres études expérimentales
des eﬀets de perturbations quasi-périodiques sur la localisation dynamique [110,126–128].
Le montage permettant cette modulation est représenté en ﬁgure (5.5). Les impulsions la-
sers sont générées par un modulateur acousto-optique, lui-même contrôlé par un générateur
d’impulsions digital. C’est l’amplitude de ces impulsions qui est modulée temporellement.
Le Kicked rotor quasi-périodique ainsi réalisé est soumis aux mêmes limitations expéri-
mentales précédemment évoquées pour le Kicked Rotor périodique 1D (voir section D du
chapitre 4 précédent). En particulier, la durée des expériences de transport est limitée à
t . 150 kicks, du fait de la chute des atomes suivant la direction verticale perpendiculaire
à l’onde stationnaire et du fait de la présence de sources de décohérence.
C Effets de temps fini et théorie d’échelle en temps
Les premières études numériques sur le Kicked Rotor quasi-périodique [35,119] ont montré
l’existence d’une transition de type Anderson entre un régime localisé pour les faibles va-
leurs de K < Kc et un régime diﬀusif au delà d’un certain seuil K > Kc. Cette transition
a pu être observée comme suit : l’état initial est choisi piqué en p = 0, et son évolu-
tion temporelle est déterminée numériquement en itérant l’opérateur d’évolution sur une
période :
Uqp(t; t− 1) = e−iK cos x[1+ε cos(ϕ2+ω2t) cos(ϕ3+ω3t)]/k¯e−ip2/2k¯ , (5.17)
jusqu’à quelques 106 kicks, pour diﬀérentes valeurs du paramètre K. Dans le régime lo-
calisé, les distributions en impulsion, stationnaires, sont observées exponentiellement lo-
calisées, si bien que la longueur de localisation peut être déterminée en ajustant la loi
exponentielle exp(−2|l|/ℓ) aux données. Dans le régime délocalisé, une expansion diﬀusive
est observée et les coeﬃcients de diﬀusion associés peuvent être déterminés soit à partir
du comportement temporel de la variance de la distribution en impulsion 〈l2〉, soit en
ajustant une Gaussienne aux données pour la distribution en impulsion. La dépendance
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Fig. 5.5: Schéma simplifié du dispositif radiofréquence chargé de générer les impulsions d’onde sta-
tionnaire modulées en amplitude. Le signal de modulation du générateur basse fréquence
GBF 2 module l’amplitude du signal radiofréquence issu du synthétiseur. Une fois celui-ci
modulé en amplitude, le GBF 1, impose la fréquence des impulsions via le monostable. Le
signal radiofréquence modulé et pulsé alimente le modulateur acousto-optique qui génère les
impulsions laser. Une partie de faisceau laser est prélevée via un coupleur fibré (1%) pour
mesurer la puissance des impulsions optiques générées. Cette mesure de puissance permet à
l’ordinateur de calculer la puissance de la radiofréquence à appliquer au modulateur acousto-
optique (en réalité l’amplitude de la modulation sur le GBF 2) pour obtenir la puissance
optique correspondant au potentiel de (5.4).
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de la longueur de localisation en fonction de K, au voisinage de Kc, est bien approximée
par une loi de puissance :
ℓ ∼ |K −Kc|−ν , (5.18)
avec ν ≈ 1.5. De même, D s’annule en Kc avec la loi de puissance :
D ∼ |K −Kc|s , (5.19)
avec s ≈ 1.25 [35].
Ces études suggèrent que la transition d’Anderson ne peut être observée qu’à des temps
très longs, t & 105 kicks, temps inaccessibles avec le dispositif expérimental précédemment
décrit (voir précédente section et le chapitre 4). Est-ce qu’une observation expérimentale
est réellement inenvisageable ? Quelle est la raison profonde de cette nécessité de temps
très longs d’observation ?
D’abord, se rappelant comment le phénomène de localisation dynamique apparaît dans
le Kicked Rotor périodique 1D, l’on n’est pas complètement surpris : la localisation n’est
observée dans ce système qu’à temps suﬃsamment long t ≫ tℓ, où tℓ est le temps de
localisation qui varie comme la longueur de localisation tℓ ∼ ℓ. Ainsi, dans le cas du
Kicked Rotor quasi-périodique au régime localisé, un état stationnaire exponentiellement
localisé ne peut être observé qu’à temps suﬃsamment long t ≫ tℓ. Or, dans le cas d’un
système 3D ou eﬀectivement 3D comme celui que l’on considère, le temps de localisation
varie comme tℓ ∼ ℓ3 (voir notre article [120] reproduit en section E de ce chapitre). Comme
la longueur de localisation diverge à la transition, de même le temps de localisation diverge.
Supposons maintenant que nous soyions limités en temps d’observation, comme c’est le
cas, en particulier, expérimentalement. Qu’observe-t-on lorsque l’on varie le paramètre de
stochasticité K, passant du régime localisé K < Kc (où Kc est le seuil de la transition
que l’on observerait, par exemple, à partir d’une simulation numérique inﬁniment longue
t → ∞) au régime diﬀusif K > Kc ? Comme représenté en ﬁgure 5.6, le changement de
dynamique, entre une dynamique localisée et une dynamique diﬀusive, est de plus en plus
net, brutal, à mesure que cette limite de temps d’observation augmente. Ceci fait penser
à des eﬀets de taille ﬁnie. Et de fait, nous pouvons associer une longueur Lt au temps
d’observation maximal : Lt est la distance que le Kicked Rotor quasi-périodique “diﬀuse”
pendant le temps t. Ici, nous avons mis des guillemets au terme “diﬀuse”, du fait que la
dynamique n’est pas, bien entendu, toujours diﬀusive.
Diﬀérents arguments permettent de relier Lt à t au régime critique qui nous intéresse.
Considérons l’argument heuristique suivant, du type de celui de Thouless (voir section
C.2.4 du chapitre 2 et [119]) : la conductance adimensionnée g s’écrit comme le rapport
g ∼ Ec/∆ de l’énergie de Thouless Ec ∼ D/Lt2, D étant le coeﬃcient de diﬀusion, sur
∆ ∼ B/Lt3, l’espacement moyen d’un échantillon de taille Lt avec B ∼ 1 la largeur de la
bande. Au seuil de la transition d’Anderson, la conductance adimensionnée g a une valeur
ﬁnie, critique, gc. Ainsi, à Kc, le coeﬃcient de diﬀusion varie comme D ∼ Bgc/Lt, ce qui
implique Lt ∼ t1/3 à la transition.
Cet argument se formule de façon plus rigoureuse dans l’espace des fréquences ω, réci-
proque à celui temporel, où Lω ∼ [D(ω)/ω]1/2 avec la constante de diﬀusion D(ω) déﬁnie
à partir de la probabilité de diﬀusion quantique (voir section B.2 du chapitre 2 et annexe
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Fig. 5.6: Effets de temps fini sur la transition d’Anderson, telle qu’observée numériquement avec le
Kicked Rotor quasi-périodique. Les distributions en impulsion P (l, t) [voir équation (3.30)]
aux temps t = 105, t = 2244 et t = 9999, sont représentées en fonction du paramètre de
désordreK. Le passage d’un régime localisé où les distributions sont stationnaires et localisées,
à un régime où l’expansion est diffusive est, visiblement, de plus en plus marqué à mesure
que le temps d’observation augmente. Pour les très faibles valeurs de K, la distribution
est stationnaire, même aux temps courts, et (exponentiellement) localisée. Cependant au
voisinage du seuil K . Kc, les fonctions d’ondes mettent un temps très long tℓ pour se
localiser. Ce temps de localisation diverge à la transition comme le cube de la longueur de
localisation.
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B). A la transition, la longueur fréquentielle Lω ∼ ω−1/3 [129, 130]. Ceci est le pendant
de Lt ∼ t1/3 dans le domaine temporel. Dans notre article [120] (reproduit à la section E
de ce chapitre), nous donnons une dérivation via la théorie d’échelle de ce fait. Enﬁn, à
la section A du chapitre 7, nous montrons que ceci peut être retrouvé, également, via la
théorie auto-cohérente.
Ainsi, trois longueurs caractéristiques rentrent en jeu dans le problème de transport consi-
déré. La longueur de localisation ℓ (on se place ici dans le régime localisé, dans le régime
délocalisé, la longueur de corrélation joue un rôle similaire), la taille du système L (qui
est la taille L de la base ﬁnie l = 1, ..., L considérée lors de simulations numériques - voir
section A.2.1 du chapitre 3 - ou la taille de la boîte classique dans le cas expérimental
-voir section B.1 du chapitre 4), et la longueur temporelle Lt. Au voisinage de la tran-
sition, ℓ est grande, et pour Lt < L, ℓ (ce qui est le cas à la fois expérimentalement, du
fait des temps d’observation courts, et numériquement, du fait qu’étant uni-dimensionnel,
l’on peut travailler à L suﬃsamment grand, même à temps très long t = 106 kicks), la
localisation ne peut avoir lieu à des échelles plus grandes que Lt qui est donc la longueur
pertinente. Il ne peut y avoir de transition de localisation brutale à t ﬁni. C’est seulement
lorsque L = Lt →∞ que le système peut être à criticalité.
Comme expliqué en section C.2 du chapitre 2, l’étude des caractéristiques de la transition
d’Anderson peut s’eﬀectuer en analysant comment varient les propriétés de transport en
fonction de la taille L de l’échantillon de système désordonné considéré. Cela revient à
eﬀectuer une renormalisation phénoménologique, ce qui est particulièrement intéressant
du fait que la renormalisation est la méthode d’étude la plus fondamentale des transitions
de phase du second-ordre telles que la transition d’Anderson. Ce type d’approche des pro-
priétés de localisation des systèmes désordonnés constitue la très fameuse théorie d’échelle
à un paramètre [8–10], qui se formule pour la longueur de localisation d’un échantillon de









à un paramètre ξ(K) qui ne dépend que du paramètre de désordre K.
La discussion précédente suggère une généralisation de l’équation (5.20) pour une hypo-









Dans le Kicked Rotor quasi-périodique, une quantité fondamentale caractérisant le trans-
port est la variance 〈l2〉 de la distribution en impulsion. Dans le régime localisé, 〈l2(t ≫
tℓ)〉 ≈ ℓ(Lt →∞)2/2. L’on peut donc voir
√
2〈l2〉 comme l’équivalent de ℓ(Lt). Ceci nous










À l’aune de ce l’on a vu sur la renormalisation en section C.2 du chapitre 2, on peut
interpréter l’exposant non trivial 2/3 apparaîssant dans l’expression 〈l2〉/t2/3 comme le
contraste à appliquer lors de chaque réduction d’échelle, i.e. lors de chaque augmentation
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du temps t. Le bon réglage de contraste est nécessaire à l’observation de la propriété
d’invariance d’échelle au seuil de la transition, qui est une caractéristique fondamentale
des transitions de phase du second ordre telles que la transition d’Anderson. Ainsi, à
Kc, la quantité Λ = 〈l2〉/t2/3 serait invariante d’échelle, i.e. ne dépendrait pas du temps,
signature d’une diﬀusion anormale à la transition.
L’analyse des données expérimentales et numériques, en vue de savoir si oui ou non l’hypo-
thèse de loi d’échelle (5.22) est vériﬁée, est présentée dans la suite. Ceci est particulièrement
intéressant du fait que l’exposant critique ν de la longueur de localisation pourrait, si c’est
le cas, être extrait de la divergeance du paramètre d’échelle ξ(K) en Kc. Ce paramètre est
en eﬀet censé diverger en loi de puissance suivant (voir section C.2 du chapitre 2) :
ξ(K) ∼ |K −Kc|−ν . (5.23)
Il n’est pas inutile de souligner que l’observation d’une telle loi d’échelle (5.22) avec un pa-
ramètre d’échelle divergeant à la transition suivant (5.23) est une preuve intangible du fait
que l’on observe une transition de phase métal-isolant, du second ordre, gouvernée par le
degré de désordre, dans un système où la décohérence et les interactions sont négligeables,
soit, la transition d’Anderson.
D Article publié dans Physical Review Letters : “Expe-
rimental Observation of the Anderson Metal-Insulator
Transition with Atomic Matter Waves”
Nous reproduisons dans cette section notre article intitulé “Experimental Observation of
the Anderson Metal-Insulator Transition with Atomic Matter Waves” publié dans la revue
Physical Review Letters [37]. Il faut noter un changement de notation mineur entre notre
manuscrit et cet article : l’angle θ (5.4) est noté x dans l’article (position d’un atome dans
l’onde stationnaire).
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We realize experimentally an atom-optics quantum-chaotic system, the quasiperiodic kicked rotor,
which is equivalent to a 3D disordered system that allows us to demonstrate the Anderson metal-insulator
transition. Sensitive measurements of the atomic wave function and the use of finite-size scaling
techniques make it possible to extract both the critical parameters and the critical exponent of the
transition, the latter being in good agreement with the value obtained in numerical simulations of the 3D
Anderson model.
DOI: 10.1103/PhysRevLett.101.255702 PACS numbers: 03.75.b, 05.45.Mt, 64.70.Tg, 72.15.Rn
The metal-insulator Anderson transition plays a central
role in the study of quantum disordered systems. An insu-
lator is associated with localized states, while a metal
generally displays diffusive transport associated with de-
localized states. The Anderson model [1] describes such a
transition, due to quantum interference effects driven by
the amount of disorder in the system. Starting from the
‘‘tight-binding’’ description of an electron in a lattice,
Anderson postulated in 1958 that the dominant effect of
impurities in a crystal is to randomize the diagonal term of
the Hamiltonian, and showed that this generally leads to a
localization of the wave function, in sharp contrast with the
Bloch-wave solution for a perfect crystal. This model has
been extended from its original solid-state physics scope
[1–4] to a whole class of systems in which waves propagate
in a disordered medium such as quantum-chaotic systems
[5,6] and electromagnetic radiation [7–9]. The model pre-
dicts a wealth of interesting phenomena. In one dimension,
the wave function is always localized as recently observed
in experiments using atomic matter waves in a disordered
optical potential [10,11]; in three dimensions it predicts a
phase transition between a localized (insulator) and a
delocalized (metal) phase at a well-defined mobility
edge, the density of impurities or the energy being the
control parameter.
Despite the wide interest on the Anderson transition, few
experimental results are available. In a crystal, it is very
difficult to obtain the conditions for a clean observation of
the Anderson localization. First, one has no direct access to
the electronic wave function and must rely on modifica-
tions of bulk properties like conductivity [2,12]. Second,
it is difficult to reduce decoherence to a low enough level.
We engineered a matter-wave system described by an
Anderson-like model. This allows us to probe the physics
of disordered systems in much better conditions than in
condensed matter physics [13]: namely, almost no interac-
tion between particles, weak absorption in the medium, no
coupling with a thermal reservoir which could destroy
localization and possibility of measuring the final quantum
state of the system after a given interaction time. The
system, the quasiperiodic kicked rotor [5,6,14,15] consists
of cold cesium atoms exposed to a pulsed laser standing
wave. The dynamics is effectively one dimensional along
the axis of the laser beam, as transverse directions are
uncoupled. The atoms interact periodically with a sinusoi-
dal potential whose amplitude is modulated at frequencies









where x is the particle position, p its momentum, andK the
pulse intensity. We have chosen normalized variables such
that x is measured in units of the spatial period of the
potential divided by 2, the particle’s mass is unity and
time is measured in units of pulse period T1.
By taking " ¼ 0 in Eq. (1) one obtains the standard
(strictly time-periodic) kicked rotor, a system known to
display the phenomenon of dynamical localization [5]:
when the classical dynamics is a chaotic diffusion [16],
the quantum dynamics is frozen after some localization
time by quantum interference. Then, the wave function is
exponentially localized in momentum space. Dynamical
localization has been shown to be a direct analogue of
Anderson localization in one dimension [6], with the fol-
lowing correspondences: dynamical localization takes
place in momentum space, not in real space; the ‘‘stochas-
ticity parameter’’K [see Eq. (1)] corresponds to the ratio of
hopping to diagonal energy in the Anderson model (the
larger K, the smaller the disorder strength). Random dis-
order in the Anderson model corresponds to a pseudoran-
dom potential in the kicked rotor. The experimental
observation of dynamical localization in the kicked rotor
[14] is actually the first observation of Anderson 1D local-
ization with atomic matter waves.
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In order to observe the Anderson transition, one must
generalize the kicked rotor to obtain a system analogous to
the 3D Anderson model. This is done by making the
Hamiltonian depend on time in a quasiperiodic way with
three incommensurate frequencies, i.e., by taking "  0 in
Eq. (1) with !2 and !3 incommensurate numbers. The
resulting system has been shown to be substantially equiva-
lent to the 3D Anderson model [15], the additional spatial
coordinates in the Anderson model corresponding to the
additional time dependencies in the quasiperiodic kicked
rotor. The parameters controlling the dynamics are the kick
strength K and the modulation amplitude ". In the (K, ")
plane, the " ¼ 0 line corresponds to localized dynamics
(case of the periodic kicked rotor) and the Anderson tran-
sition takes place along a critical line in the plane " > 0, as
shown in Fig. 1.
Our atom-optics realization of the kicked rotor has been
described in detail elsewhere [17–19]. We cool cesium
atoms in a standard magneto-optical trap, and, after a
Sisyphus-molasses phase, we obtain a cloud of 107 atoms
at a temperature of 3:2 K. This prepares a sample of
atoms in a thermal state whose momentum distribution is
much narrower than the expected localization length. The
atoms then interact with the optical potential generated by
a horizontal standing wave. An acousto-optical modulator
driven by an arbitrary-form synthesizer modulates the
amplitude of the optical potential. One thus generates
0:9 s-long pulses at T1 ¼ 27:778 s (corresponding to
an effective Planck constant k- ¼ 2:89), to which is super-








. The standing wave, of typical
power 160 mW focused on a waist of 1.5 mm, is far off-
resonant (7.3 GHz to red, or 1:4 103 natural widths), in
order to reduce spontaneous emission. Great care has also
been taken in insuring the horizontality of the standing
wave to better than 0.1, in order to prevent gravity mixing
of quasimomentum classes on the time scale of the experi-
ment. Atomic momentum distribution measurements are
performed with Raman transitions [18]. The Raman beams
are horizontal, making an 11 angle with the standing
wave.
The experimental values of the parameters are carefully
chosen. First, in order to prevent classical (KAM barrier)
localization effects one must have K > 2 [16]. We numeri-
cally checked that the classical dynamics is fully diffusive
in our case. This excludes a classical origin for the ob-
served transition. Second, in order to confine the transition
to a narrow range of parameters one must cross the critical
curve (Fig. 1) ‘‘at a right angle’’; so we vary simulta-
neously K and " along a line going from K ¼ 4, " ¼ 0:1
in the localized region to K ¼ 9, " ¼ 0:8 in the diffusive
region; the critical line is then crossed at K ¼ Kc ¼ 6:6.
Third, short enough pulses must be used, so that they can
be considered as delta pulses. Numerical simulations with
a finite pulse duration (0:9 s) show that less than 1% of
the atoms are sensitive to the duration of the pulses.
Finally, decoherence processes must be kept as small as
possible. We have identified two dominant decoherence
sources in our experiment: (i) Spontaneous emission,
which is not included in the Hamiltonian Eq. (1) and
(ii) the deviation of the standing wave from strict horizon-
tality, which mixes quasimomentum classes and produces a
stray momentum diffusion. The fact that numerical simu-
lations of the ‘‘pure’’ quasiperiodic kicked rotor shown
hereafter agree very well with the experimental results
(in particular for the position of the Anderson transition
and for the critical exponent) proves that spurious effects
are well under control. We have also checked that inclusion
of these effects in the numerical calculations only leads to
small changes for t  150 kicks.
In order to observe the Anderson transition we apply a
sequence of kicks to the atomic cloud and measure its
dynamics. In the localized regime, the evolution of its
momentum distribution is ‘‘frozen’’ after the localization
time (12 kicks) into an exponential curve expðjpj=plocÞ
(where ploc is the localization length). In the diffusive
regime, the initial Gaussian shape is preserved and the
distribution gets broader as kicks are applied, correspond-
ing to a linear increase of the average kinetic energy. The
insets in Fig. 1 show the experimentally observed momen-
tum distributions, an exponentially localized distribution
for K <Kc (blue curve), characteristic of dynamical local-
ization, and a broad, Gaussian-shaped distribution for K >
Kc (red curve), characteristic of the diffusive regime.
FIG. 1 (color). Phase diagram of the quasiperiodic kicked
rotor, from numerical simulations. The localized (insulator)
region is shown in blue, the diffusive (metallic) region is shown
in red. The experimental parameters are swept along the diago-
nal dash-dotted line. The insets show the experimentally ob-
served momentum distributions, localized in the insulator region
and Gaussian in the diffusive (metallic) region.
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Instead of measuring the full momentum distribution, it is
sufficient, and much easier, to measure the population




tional to hp2iðtÞ (as the total number of atoms is constant).
We performed several experimental runs corresponding to
points in the (K, ) plane. In each run the value of 0ðtÞ
was recorded as the kicks were applied. We also recorded
the background signal obtained by not applying the Raman
detection sequence, and the total number of atoms in the
cold-atom cloud. These signals are used to correct the
experimental data from background signals and long-
term drifts of the cloud population. Figure 2 shows the
experimentally observed 2
0
ðtÞ and clearly shows the
transition from the localized to the diffusive regime, with
an intermediate regime of anomalous diffusion.
When one approaches the critical point from the insula-
tor side, the localization length diverges, whereas, on the
metallic side, the diffusion constant vanishes. However,
a strict divergence can be observed only in macroscopi-
cally large samples; in small samples the divergence is
smoothed. This fact plagued the numerical studies of the
solid-state Anderson transition, as only a finite (small)
lattice can be dealt with in a computer. In our system, a
singular behavior would show up only for prohibitively
large numbers of kicks, which are, in practice, limited to
150. To overcome this limitation, a technique named
‘‘finite-size scaling’’ [12,21,22] was introduced, whose
basic idea is to infer the scaling law allowing proper
extrapolation of the measured localization length to an
infinite sample. We will next show that our data obey the
scaling laws predicted for the Anderson model by renor-
malization theory, which will allow us to extract the critical
exponent associated with the transition.
We adapted the standard finite-size scaling approach
used in numerical studies of the Anderson transition [3]
assuming that, for finite interaction time, the quan-
tity ðK; tÞ ¼ 2
0
ðK; tÞt2=3 is an arbitrary function
fðt1=3Þ [23–26], with a scaling parameter  which de-
pends only on K. Using the results obtained for various
values of t and K one can reconstruct both the function f
and the scaling parameter ðKÞ by a minimization proce-
dure [26,27] (no assumption on the form of f is made). The
result is shown in Figs. 3(a) and 3(b) for numerical simu-
lations and in Figs. 3(c) and 3(d) for the experimental
results. In both cases, the scaling hypothesis is justified
by the fact that all points in Figs. 3(a) and 3(c) lie on a
single curve (within the experimental error). The remark-
able feature is the existence of two branches: the upper one
corresponds to diffusive motion while the lower one cor-
responds to the localized regime, the critical point being at
the tip joining the two branches. The scaling parameter
ðKÞ is plotted in Figs. 3(b) and 3(d): It represents the
localization length in the localized regime and scales as the
inverse of the diffusion constant in the diffusive regime.
Clearly, it increases rapidly in the vicinity of the critical
value Kc, on both sides of the transition, and it is found to
behave as  jK  Kcj
 whenK ! Kc. This divergence
at the critical point is a key property of the Anderson phase
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FIG. 2 (color online). Temporal dynamics of the quasiperiodic
kicked rotor. We measure the population 0ðtÞ of the zero-
momentum class as a function of time and plot the quantity
2
0
ðtÞ (proportional to hp2iðtÞ). Clearly, it tends to saturate in
the localized regime (blue curve) and increases linearly with
time in the diffusive regime (red curve). Close to the critical
point (purple curve), it displays anomalous diffusion 2
0
ðtÞ 
t2=3, as expected from theoretical arguments [24]: the critical
behavior is well fitted by 2
0
ðtÞ ¼ Aþ Bt2=3 (dashed line).





































FIG. 3 (color online). Finite-size scaling applied to the results
of numerical simulations (top) and to the experimental results
(bottom). Graphs (a) and (c) emphasize that all data points
corresponding to the quantity ðk; tÞ ¼ 2
0
ðK; tÞt2=3 obtained
for various values of K and t can actually be described by a
scaling function fðXÞ depending only on the variable X ¼
ðKÞt1=3. The finite-size technique makes it possible to deter-
mine both fðXÞ, shown in (a) and (c), and the scaling parameter
ðKÞ, shown in (b) and (d). Close to Kc, the behavior of ðKÞ is
well fitted by Eq. (2) (dashed lines), giving Kc ¼ 6:6 0:1
(simulation) and Kc ¼ 6:4 0:2 (experiment). The critical ex-
ponent is  ¼ 1:60 0:05 (simulation) and  ¼ 1:4 0:3 (ex-
periment).
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transition. However, phase-breaking mechanisms induced
by decoherence processes smooth the algebraic diver-
gence. We model such effects by introducing a small cutoff
of the divergence due to the residual decoherence:
1
ðKÞ
¼ jK  Kcj
 þ : (2)
The experimental observations and the numerical data
have been fitted with this formula [dashed curves in
Figs. 3(b) and 3(d)]. We found Kc ¼ 6:4 0:2 (very close
to the value Kc ¼ 6:6 0:1 obtained from the numerical
simulation), and a critical exponent  ¼ 1:4 0:3 [28],
which is consistent with the numerical value within the
error bars. The good agreement between the numerical
simulations and the experimental results proves that spu-
rious effects (such as decoherence) are under control. We
emphasize that there are no adjustable parameters in our
procedure, all parameters are determined using the atoms
themselves as probes. Once the existence of the scaling law
established, it is more convenient to use a global analysis
of the numerical data at various values of K (see
Refs. [12,22,26]). This, together with the fact that numeri-
cal simulations can be run up to several thousands kicks,
make it possible to obtain a more precise numerical value
for the critical exponent  ¼ 1:60 0:05. Note, finally,
that although the data displayed here concern a particular
set of parameters, we verified experimentally the presence
of the transition for other parameters.
In conclusion, we have presented the first experimental
evidence of the Anderson transition with atomic matter
waves. The transition is characterized by a well defined
critical point, a divergence of the localization length below
the critical point (in the localized regime) and a vanishing
of the diffusion constant above the critical point (in the
diffusive regime). We have determined the scaling laws
and the critical exponent  of the Anderson transition,
which is significantly larger than unity and very close to
the value  ’ 1:58 obtained in recent numerical experi-
ments [12,22] on the Anderson model, enforcing the as-
sumption [15] that the two systems are substantially
equivalent. Whether this exponent is universal (i.e., inde-
pendent of the microscopic details) or not remains to be
studied. A very interesting point is that our Anderson-
equivalent quasiperiodic kicked rotor can be easily gener-
alized to higher dimensions simply by adding new incom-
mensurable frequency, which opens perspectives for
fascinating studies of the dependence of the critical expo-
nent on the dimension of the underlying Anderson model.
The authors acknowledge D. Shepelyansky for bringing
Ref. [15] to their attention, and for fruitful discussions, and
G. Beck for help with the experiment.
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〈p2〉 = 2Dclt 〈p2〉 = Dclt
P (l, t) = |ψ(l, t)|2 ∼ exp(−2|l|/ℓ) |ψ(p, t)|2 ∼ exp(−|p|/ℓ)
Tab. 5.1: Changements de notations et de conventions importants entre la thèse et l’article “Obser-
vation of the Anderson Metal-Insulator Transition with Aomic Matter Waves : Theory and
Experiment”.
E Article accepté à Physical Review A : “Observation of the
Anderson Metal-Insulator Transition with Aomic Matter
Waves : Theory and Experiment”
Nous reproduisons dans cette section notre article intitulé “Observation of the Anderson
Metal-Insulator Transition with Aomic Matter Waves : Theory and Experiment” accepté
à la revue Physical Review A. Il accompagne notre courte lettre publiée dans la revue
Physical Review Letters [37]. Cet article reprend, parfois, certaines discussions que nous
avons déjà développées, mais, le plus souvent, les complète. Les sections IV et V prennent
la suite de ce que l’on a discuté jusqu’à présent. La section VI sera discutée de façon
précise au chapitre suivant.
Il faut noter que certaines notations et conventions adoptées dans cet article ne corres-
pondent pas à celles choisies dans la thèse. Ceci est dû à ce que nous avons voulu, dans
cette thèse, nous conformer aux notations et conventions adoptées dans certains articles
théoriques fondamentaux sur le Kicked Rotor [32, 104, 131, 132]. Nous rapportons dans
la table 5.1 les changements de notation, puis de convention, qui ont une importance
signiﬁcative, par ordre d’apparition.
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Observation of the Anderson Metal-Insulator Transition with Atomic Matter Waves:
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Using a cold atomic gas exposed to laser pulses – a realization of the chaotic quasiperiodic kicked
rotor with three incommensurate frequencies – we study experimentally and theoretically the An-
derson metal-insulator transition in three dimensions. Sensitive measurements of the atomic wave-
function and the use of finite-size scaling techniques make it possible to unambiguously demonstrate
the existence of a quantum phase transition and to measure its critical exponents. By taking proper
account of systematic corrections to one-parameter scaling, we show the universality of the criti-
cal exponent ν = 1.59 ± 0.01, which is found to be equal to the one previously computed for the
Anderson model.
PACS numbers: 03.75.-b, 72.15.Rn, 64.70.Tg, 05.45.Mt
I. INTRODUCTION
The interplay between quantum effects and disorder is
a subject actively studied for many decades, both theo-
retically and experimentally. It plays a particularly im-
portant role in condensed matter physics, where, in a first
approximation, a crystal is modeled as independent elec-
trons interacting with a perfectly periodic lattice. The pi-
oneering works of Bloch and Zener [1, 2] showed however
that most predictions based on this model are not verified
in real crystals. For example, the Bloch theory predicts
fully delocalized wavefunctions implying a ballistic trans-
port of the electrons through the crystal. Moreover, in
the presence of a constant bias potential, Zener predicted
an oscillatory motion (the Bloch-Zener oscillations) due
to quantum interference effects. This contradicts well-
known experimental facts at least in usual conditions.
An obvious possible explanation of these contradic-
tions is the fact that there are no perfect crystals: In
a real crystal some sites may be randomly occupied by
ions of a different nature, thus breaking the periodicity of
the lattice. In 1958, Anderson considered this approach
and postulated that the dominant effect of the disorder
is to change randomly the on-site energy. Starting from
this assumption, he constructed a simple model [3] of









Here ǫjn are the energies associated with the states la-
beled by n at the sites j of the lattice, and the non-
∗Present address: Department of Physics, Ben-Gurion University
P.O. Box 653 Be’er Sheva IL-84105 Israel
diagonal elements Vjn,kµ denote the matrix elements be-
tween these states. The diagonal part of the Hamiltonian
corresponds to the potential energy and the non-diagonal
part to the kinetic energy in a continuous space descrip-
tion. Disorder is introduced by giving the site energies
ǫjn a random distribution. Anderson thus showed that
the electron wavefunctions can be localized by the disor-
der. This is naturally in sharp contrast with the predic-
tion of the Bloch model.
The phenomenon of localization has its most striking
manifestation in the transport properties of random me-
dia. If particle-particle interactions are negligible, expo-
nentially localized states cannot contribute to transport
at zero temperature since the coupling to phonons is neg-
ligible. Anderson localization as a consequence of the
presence of disorder is one of the fundamental ingredi-
ents for the understanding of the existence of insulators
and metals, and, in particular, the transition between the
insulating and the metallic states of matter. An insula-
tor is associated with localized states of the system while
a metal generally displays diffusive transport associated
with delocalized states.
It was later shown that the 3D Anderson model dis-
played a phase transition between a localized and a
diffusive phase, the so-called Anderson metal-insulator
transition: If the disorder is below a critical level,
the localization disappears and one recovers a metal-
lic (conductor) behavior [4]. The link between the
disorder-induced metal-insulator transition and second-
order phase-transitions was established by reformulating
the problem in terms of the renormalization group [5, 6].
Based on Wegner’s work and the ideas of Thouless and
Landauer [5–7], it was possible to formulate the so-called
one-parameter scaling theory of localization [8], one of the
most fruitful approaches to the disorder-induced metal-
insulator transition. The essential hypothesis of the scal-
ing theory is that, close to the transition, a single relevant
scaling variable describes the critical behavior.
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An essential result of the one-parameter scaling theory
is that the Anderson transition exists only in dimensions
larger than two. In one dimension, all electronic states
are localized, whatever the degree of randomness. In two
dimensions, they are all localized, but only marginally,
i.e. with a localization length exponentially large (thus
possibly much larger than the sample size) for weak dis-
order.
In analogy to standard second-order phase-transitions,
the localization length ℓ is assumed to diverge at critical-
ity according to a power law:
ℓ ∼ (W −Wc)
−ν
, (2)
with ν the localization length critical exponent, W the
disorder strength and Wc the critical disorder strength.
The most important assumption of the theory, the one-
parameter scaling hypothesis, was numerically validated
using a finite-size scaling method developed in [9, 10].
This technique, which implements a real space renormal-
ization, allowed to establish numerically the existence
of a scaling function for the localization length. How-
ever, the critical exponents measured using this method,
ν ≃ 1.57 [11, 12], were not compatible with the result
ν = 1 obtained from a self-consistent approach of local-
ization based on diagrammatic techniques, as developed
in Ref. [13].
In the half-century since its birth, the Anderson model
has become a paradigm for the studies of the interplay
of quantum effects and disorder. Despite that, relatively
few experimental results are available, for the following
reasons: i) It is experimentally hard to finely tune the
disorder in a real crystal; ii) the decoherence sources (col-
lision with phonons, etc.) are difficult to master [14]; iii)
electrons in a crystal present strong mutual interactions
[14, 15] and iv) the wavefunction of the electrons in the
crystal is not directly accessible, only transport proper-
ties can be directly measured [16].
It is thus interesting to search for other systems that
display the Anderson transition, but are more favorable
for experimental studies. Indeed, the concept of Ander-
son localization has progressively been extended from its
original solid-state physics scope to a variety of systems
where a wave propagates in a disordered medium for ex-
ample electromagnetic radiation [17, 18] and sound waves
[19–21]. Photons propagating in disordered materials re-
vealed to be an excellent system to observe the effects of
localization [17]. However, in such systems, there is al-
ways some absorption, whose signature can be quite sim-
ilar to the signature of localization. Also, the measured
quantity is the transmission, and the wavefunction itself
is not accessible. The recent experimental observation of
Anderson localization [22] using ultra-cold atomic matter
waves has been done in a 1D situation where states are
always localized and no metal-insulator transition exists.
A very interesting Anderson-type system is obtained
by combining the Anderson model with another paradig-
matic system, the kicked rotor (KR), which has been the-
oretically studied for almost three decades. This system
is well known to be classically chaotic [23], and chaos
plays here the role of a “dynamical” disorder. In the quan-
tum case, the KR displays a localization phenomenon,
called “dynamical localization” [24] which is analogous to
the 1D-Anderson localization [25]. Moreover, a quasi-
periodic generalization of the kicked rotor, substantially
equivalent to the 3D Anderson model, was numerically
shown to display an Anderson-like phase transition [26].
Experimental studies of the quantum kicked rotor were
boosted by the realization of such a system with laser-
cooled atoms interacting with a standing wave by Raizen
and co-workers, which observed, for the first time, the
Anderson localization with matter waves [27].
In the present paper we describe in detail a realiza-
tion of an atomic matter-wave system that allows us
to observe the Anderson metal-insulator transition [28].
We report a full characterization of this phase transition
which includes an experimental validation of the one pa-
rameter scaling hypothesis and the first non ambiguous
experimental determination of the critical exponent ν.
Last but not least, we show numerically that the quan-
tum chaotic system we consider has the same critical
behavior as the true random 3D Anderson model. In
particular, we show that the two models belong to the
same universality class. Sec. II introduces the cold-atom
realization of the periodic (standard) KR and its equiva-
lence with the 1D Anderson model, as well as the quasi-
periodic generalization of this system that is equivalent
of the 3D-Anderson model. Sec. III describes the cor-
responding experimental setup, paying attention to its
experimental limits (decoherence, stray effects, limited
observation time). In sec. IV we report our direct exper-
imental observation of the metal-insulator transition. In
sec. V a scaling procedure is introduced that allows us
to overcome experimental limitations and determine the
critical exponent corresponding to the Anderson transi-
tion. Sec. VI is devoted to the universality of the critical
behavior. Sec. VII concludes the paper.
II. THE ATOMIC KICKED ROTOR AND ITS
RELATION TO THE ANDERSON MODEL
A. The atomic kicked rotor
Consider a two level atom interacting with a laser
standing wave of frequency ωL = kLc detuned by ∆L =
ωL − ω0 from the atomic transition of frequency ω0. It
is well known that there are two kinds of interactions
between the atom and the radiation: Firstly, the atom
can absorb a photon from the laser and re-emit it spon-
taneously in a random direction. This is a dissipative
process giving rise to radiation pressure force, whose rate
is ΓΩ2/4∆2
L
where Γ is the natural width and Ω the res-
onant Rabi frequency (we assume |∆L| ≫ Γ). Secondly,
the atom can pick a photon in a laser mode and emit it in
the same (or another) laser mode by stimulated emission.
This conservative process is associated with a potential
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acting on the atom’s center of mass motion, called the






where X is the atom center of mass position along the
standing wave. Clearly, this interaction is one dimen-
sional, as momentum exchanges between the atom and
the radiation are always along the standing wave: The
atom absorbs a photon in one of the propagating beams
and emits it in the counterpropagating beam, leading
to a quantized momentum exchange of 2~kL along the
X axis. An important point is that the optical poten-
tial amplitude scales as Ω2/∆L whereas the spontaneous
emission rate scales as ΓΩ2/∆2
L
. In the regime |∆L| ≫Γ,
the optical potential is the dominant contribution to the
dynamics, with spontaneous emission events being rare.
Moreover, one can reduce the spontaneous emission rate
by increasing the detuning ∆L, provided that the laser
has enough power to keep the potential amplitude at the
required level.
Suppose now that, instead of having the atom interact-
ing continuously with the standing wave, one modulates
the radiation intensity periodically (with period T1) so
that it is on for a short time τ (as compared to the atom












′ − nT1) (4)
where δτ (t) = 1/τ if |t| ≤ τ/2 and zero otherwise. This
functions tends to the Dirac δ-function as τ → 0.


























which is precisely the Hamiltonian of the kicked rotor
[23, 29]. One has thus realized an atomic kicked ro-






k¯ plays the crucial role of an effective Planck constant,
which can be adjusted at will by modifying e.g. the pe-
riod T1. As shown in the following, the most interest-
ing physics takes place in the momentum. The scaling
Eqs. (5) is such that P = 2~kL corresponds to p = k¯.
If the atom is cold enough that its typical momentum is
comparable to 2~kL (the “quantum” of momentum ex-
change), quantum effects can be observed in the system.
Fortunately, magneto-optical traps produce atoms with
a typical momentum of a few ~kL. It is customary to
measure the atomic momentum P in units of 2~kL, i.e.








For K & 5, the classical KR is fully chaotic, and the
dynamics, although perfectly deterministic, behaves like
a pseudo-random diffusive process known as “chaotic dif-
fusion”. For this reason,K is usually called “stochasticity
parameter”. The existence of classical chaos can be seen
by integrating the classical equations of motion corre-
sponding to Eq. (6) over a period, which leads to the
so-called “Standard Map”:
xt+1 − xt = pt (9)
pt+1 − pt = K sinxt+1. (10)
If the stochasticity parameter K is large enough, sinxt
generates random numbers for successive t values. The
momentum then performs a random (though determin-
istic) walk and the kinetic energy (averaged over the ini-
tial conditions) increases linearly with time. If – as we
assume in the following – the initial state is a narrow mo-
mentum distribution centered around the origin p = 0,
one obtains:
〈p2〉(t) = Dt , (11)
with D ≈ K2/2k¯2 being the diffusion constant.
In the quantum case, a chaotic diffusion is observed
for times shorter than a characteristic “localization time”
τloc = D/2, after which quantum interferences build-
up in the system that eventually “freeze” the dynam-
ics, suppressing the diffusion. The mean kinetic en-
ergy then tends to a constant 〈p2〉(t → ∞) → 2ℓ2 with
ℓ ≈ K2/4k¯2 [30]. At the same time, the momentum dis-
tribution changes from a Gaussian shape characteristic
of a diffusive process to a localized, exponential shape
≈ exp (−|p|/ℓ). This phenomenon is called “dynamical
localization” (DL), “dynamical” meaning that the local-
ization takes place in momentum space. In fact, as shown
below, DL is intimately related to the Anderson localiza-
tion, with, however, an important difference: DL takes
place in momentum space, whereas Anderson localization
is in real space.
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B. Equivalence with the 1D-Anderson model
Let us consider the KR quantum dynamics. From a
stroboscopic point of view, the motion is determined by
the evolution operator over one period:
U = e−iK cosx/k¯e−ip
2/2k¯ , (12)
whose eigenstates form a basis set allowing to calculate
the temporal evolution. These Floquet states |φ〉 are fully
characterized by their quasienergy ω, defined modulo 2π:
U |φω〉 = e
−iω|φω〉 . (13)
The Hamiltonian, Eq. (6), is 2π-periodic in position x,
and so is the evolution operator, Eq. (12). The Bloch
theorem tells us that a Floquet eigenstate is a product of
a periodic function of x by a plane wave exp iβx with 0 ≤
β < 1, is a constant, βk¯ being usually called the “quasi-
momentum". A trivial transformation shows that one
can equivalently consider periodic functions of x governed
by the Hamiltonian, Eq. (6), where p is replaced by p+βk¯.
In the following discussion, we will omit for simplicity the
quasi-momentum, although it is straightforward to take
it into account. Note that in all numerical simulations
shown hereafter, we perform an averaging over the quasi-
momentum, to follow the experimental conditions where
an incoherent sum of all quasi-momenta is prepared.
At this point, contact with a 1D Anderson tight-
binding model can be made by reformulating Eq. (13)
for the Floquet states [25]. Firstly, we rewrite the (uni-
tary) kick operator:
e−iK cosx/k¯ =




W (x) = tan(K cosx/2k¯) . (15)













with V diagonal in the momentum eigenbasis |m〉 ≡ |p =













WrΦm−r = −W0Φm , (19)







This is the equation for a tight-binding model with
hopping elements Wr to the r
th neighbor, with eigen-
energy W0, and with on-site energy ǫm. The hopping el-
ements are not restricted to nearest-neighbors, but they
decrease exponentially with r [32]. In the original An-
derson model, a random distribution is assigned to ǫm.
Here, the sequence ǫm, although not satisfying the most
stringent mathematical tests of randomness, is neverthe-
less pseudo-random. These two conditions are sufficient
for the Anderson localization to take place. The hopping
integrals Wr increase with the kick strength K, which
thus plays the role of a control parameter in the Ander-
son model (19). Note that if k¯ is a rational multiple of
2π, the ǫm are periodic in m. This leads to the quan-
tum resonances of the kicked rotor, where the states are
extended.
When k¯ is incommensurate with 2π, the Floquet states
are found to be exponentially localized, and this prop-
erty accounts for dynamical localization. As shown
in [33], the localization length observed at long times for
a wavepacket is essentially identical to the localization
length of individual Floquet states.
Many references discuss the detailed correspondence
between quantum behavior of this dynamical system and
Anderson localization: In Ref. [34] an analogy between
the KR and band random matrices was pointed out; the
latter have been reduced to a 1D nonlinear σ model [35]
similar to those employed in the localization theory [36].
In Ref. [37] the direct correspondence between the KR
and the diffusive supersymmetric nonlinear σ model was
demonstrated. A diagrammatic approach [38] to the dy-
namical localization in the Kicked Rotor was reported in
[39].
C. The quasi-periodic Kicked Rotor and its
analogy to the 3D-Anderson model
As the Anderson transition exists only in three (or
more) dimensions, one must generalize the KR to obtain
a system analogous to a 3D Anderson model.
Different generalizations of the KR have been the-
oretically considered as analogs of the 3D-Anderson
model [40, 41]. Here we use the convenient three-








δ(t− n) , (20)
obtained simply by modulating the amplitude of the
standing wave pulses with two new frequencies ω2 and
ω3:
K(t) = K [1 + ε cos (ω2t+ ϕ2) cos (ω3t+ ϕ3)] . (21)
One can legitimately ask: where is the three dimensional
aspect in the latter Hamiltonian? An answer can be given
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by drawing a formal analogy between the quasiperiodic
kicked rotor and a 3D kicked rotor with an initial condi-
tion taken as “plane source” (see below).





+ ω2p2 + ω3p3
+K cosx1 [1 + ε cosx2 cosx3]
∑
n
δ(t− n) , (22)
let us consider the evolution of a wavefunction Ψ with
the initial condition:
Ψ(x1, x2, x3, t = 0) ≡ Ξ(x1, t = 0)δ(x2 − ϕ2)δ(x3 − ϕ3)
(23)
The initial state being perfectly localized in x2 and
x3, it is entirely delocalized in the conjugate momenta p2
and p3, and can thus be seen as a “plane source" [44] in
momentum space.
From a stroboscopic point of view, the time-evolution
of Ψ is determined by the evolution operator over one
period:





It is then straightforward to see that the 3D-wave func-
tion Ψ at time t is related to its initial condition as:
Ψ(x1, x2, x3, t) = U
tΨ(x1, x2, x3, t = 0)










/2k¯ Ξ(x1, t = 0) . (26)
On the other hand, consider now the evolution of an
initial wave function ψ(x, t = 0) with the Hamiltonian
Hqp of the quasiperiodic kicked rotor. It is also deter-
mined by an evolution operator from kick to kick, but
now this evolution operator Uqp(t; t−1) depends on time,
since the HamiltonianHqp, Eq. (20), is not time-periodic:
Uqp(t; t− 1) =
e−iK cosx[1+ε cos(ϕ2+ω2t) cos(ϕ3+ω3t)]/k¯e−ip
2/2k¯ .(27)
The wave-function ψ(t) at time t is obtained by applying
successively Uqp(t





′; t′ − 1)ψ(x, t = 0) . (28)
From Eqs. (25), (27), (26) and (28), it follows that
ψ(x, t) and Ξ(x1, t) follow exactly the same evolution.
Consequently, the dynamics of the quasiperiodic kicked
rotor is strictly equivalent to that of a 3D kicked rotor
with a plane source. Our experiment with the quasiperi-
odic kicked rotor can be seen as a localization experi-
ment in a 3D disordered system, where localization is
actually observed in the direction perpendicular to the
plane source [21]. In other words, the situation is thus
comparable to a transmission experiment where the sam-
ple is illuminated by a plane wave and the exponential
localization is only measured along the wave vector di-
rection. Therefore, the behavior of the wave function ψ
subjected to the quasiperiodic kicked rotor Hamiltonian
Hqp, Eq. (20), depicts all the properties of the dynamics
of the quantum 3D kicked rotor, Eq. (22).
The Hamiltonian H, Eq. (22), is invariant under the
following transformation, product of time-reversal with
parity:
T : t→ −t,x→ −x,p→ p , (29)
which is relevant for dynamical localization [45, 46].
The evolution of the states according to the Hamilto-
nian, Eq. (20), is governed by the operator U , Eq. (24),
which belongs to the Circular Orthogonal Ensemble class
[47, 48], with the additional constraint at t = 0 Eq. (23).
Of course, the transformation (29) amounts to chang-
ing (ϕ2, ϕ3) to (−ϕ2,−ϕ3) into the constraint (23), i.e.
to starting from a different wavefunction. On the other
hand, from Eq. (25), one clearly sees that after t steps,
the constraint reads δ(x2 − ϕ˜2)δ(x3 − ϕ˜3), with
ϕ˜2 = ϕ2 + ω2t ϕ˜3 = ϕ3 + ω3t. (30)
Since the frequencies ω2 and ω3 are incommensurate, the
preceding equation immediately tells us that, along the
time evolution, the constraint on the wavefunction can
be arbitrary close to any phases (ϕ′2, ϕ
′
3) [49]. This way,
the time evolution results in an average over (almost) all
possible phases, showing thus that the localization prop-
erties are independent of a particular choice (ϕ2, ϕ3), but
only depend on the operator U . Therefore, the dynam-
ical properties of the present quasiperiodic kicked rotor
also belong to the orthogonal ensemble.
It should be noted that the 3D aspect comes from the
presence of 3 frequencies in the dynamical system: the
usual “momentum frequency” k¯ present in the standard
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kicked rotor Eq. (6), and two additional time-frequencies
ω2 and ω3. Thus, increasing the number of incommensu-
rate frequencies allows one to tune the effective dimen-
sionality of the system.
Let us now consider the conditions for the observation
of Anderson localization with the quasiperiodic kicked ro-
tor. As for the standard kicked rotor, the Floquet states
of the time-periodic 3D Hamiltonian H, Eq. (22), can be




WrΦm−r = −W0Φm , (31)
where m ≡ (m1,m2,m3) and r label sites in a 3D cubic












+ ω2m2 + ω3m3
)]}
, (32)
and the hopping amplitudesWr are coefficients of a three-
fold Fourier expansion of
W (x1, x2, x3) = tan [K cosx1(1 + ε cosx2 cosx3)/ 2k¯] .
(33)
An obvious necessary condition for the observation of
localization effects is that ǫm is not periodic. This is
achieved if (k¯, ω2, ω3, π) are incommensurate. Of course,
the presence of disorder in the diagonal energy ǫm is
crucial to observe Anderson localization. When k¯ is in-
commensurate with 2π, due to the presence of a nonlinear
dispersion in the m1 direction, the classical dynamics can
become chaotic with diffusive spreading in all m direc-
tions [42, 50]. A typical numerical simulation is shown in
Fig. 1: the classical motion is almost perfectly diffusive
along the three pi coordinates with a characteristic Gaus-
sian shape in each direction. From Eq. (33, it is clear that
hopping along the directions "2" and "3" is diminished
by a factor ε compared to hopping along direction "1".
Not surprisingly, diffusion along p1 is slightly faster than
along p2 and p3. The quasi-periodically kicked rotor is
thus analogous to an anisotropic Anderson model [51–
53].
When those conditions are verified, localization effects
as predicted for the 3D Anderson model are expected,
namely either a diffusive or a localized regime. Localized
states would be observed if the disorder strength is large
as compared to the hopping. In the case of the model
Eq. (31), the amplitude of the disorder is fixed, but the
hopping amplitudes can be controlled by changing the
stochasticity parameter K (and/or the modulation am-
plitude ε): Wr is easily seen to increase with K. In other
words, the larger K, the smaller the disorder. One thus
expects to observe diffusive regime for large stochastic-
ity or/and modulation amplitude (small disorder) and
localized regime for small K or/and ε (large disorder).
It should be emphasized that there is no stricto sensu
mobility edge in our system. Depending on the values of
the parameters K, k¯, ε, ω2, ω3, all Floquet states are lo-
calized or all are delocalized. The boundary of the metal-
insulator transition is in the K, k¯, ε, ω2, ω3 space. As seen




















Figure 1: (Color on line) Classical diffusive motion for the 3D
kicked rotor Eq. 22. The initial state is localized around the
origin. After 1000 kicks, the classical momentum distribution
(black and red curves) has the Gaussian shape characteris-
tic of a diffusive motion. The blue and green curves are fits
by a Gaussian which do not show any statistically significant
deviation. The black (resp. red) curve is the momentum
distribution along p1 (resp. p2). The distribution along p3
is identical that along p2. The anisotropic diffusion happens
because the hopping along the directions "2" and "3" is di-
minished by a factor ε compared to hopping along direction






In an analytical work on a similar problem [49] Basko et
al. showed that the weak dynamical localization regime
of a d-frequency quantum dot system is similar to the
weak localization in a d-dimensional Anderson model.
This work confirms the equivalence between our system
and the 3D-Anderson model. The above arguments were
also validated numerically [42, 50].
Numerical simulations of the evolution of the quasi-
periodically kicked rotor are straightforward. The free
evolution between consecutive pulses is diagonal in mo-
mentum representation, while the kick operator is di-
agonal in position representation (whatever the kick
strength, constant or quasi-periodic). Switching between
momentum and position representation is easily done
through a Fast Fourier Transform. We are thus able to
compute the evolution of a large number of initial states
(typically one thousand) over a very long time (typically
up to one million kicks, much more than in the exper-
iment). All numerical results shown below have been
carefully checked for convergence. Except when explic-
itly stated, averaging over the quasi-momentum β has
been performed, in accordance with the experimental re-
alization.
III. EXPERIMENTAL REALIZATION WITH
ATOMIC MATTER-WAVES
A. Experimental setup
Our experimental setup has been described in detail
in previous publications [54–57] and was used in vari-
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ous investigations on the quasiperiodic kicked rotor [58–
61]. Briefly, our experiments are performed with ce-
sium atoms produced in a standard magneto-optical trap
(MOT). A long Sisyphus-molasses phase (25 ms) allows
us to obtain 107 atoms at a measured temperature of
3.2 µK. The velocity distribution of the atoms is well
modeled by an incoherent sum of plane waves forming
a Gaussian of full width at half maximum (FWHM)
equal to 8~kL, which is much narrower than the ex-
pected localization length. The MOT beams and mag-
netic field are turned off and the sequence of kicks is
applied to the atoms. The beam forming the standing
wave passes through an acousto-optical modulator driven
by RF pulse synthesizers, which generates the kicks at a
typical frequency of 1/T1 = 36 kHz (which corresponds
to k¯ = 2.89), of duration τ =900 ns and with a raising
time of 50 ns. The modulation is thus an almost perfect
square, at the time scale of the atomic motion, and its
duration and period can be set by a microcomputer. The
beam is then injected in an optical fiber that brings it to
the interaction region, and the standing wave is obtained
simply by back-reflection of this beam. The standing
wave has a typical power 160 mW, its profile intensity
has a FWHM of 1.5 mm, and it is far off-resonant (7.3
GHz to red, or 1.4×103Γ), in order to reduce spontaneous
emission. The corresponding stochasticity parameter is
K ≈ 15.
A very interesting property of our system (as com-
pared to solid-state systems) is that the wave function
is accessible (or at least its square modulus). We mea-
sure the atomic velocity distribution by velocity-selective
Raman stimulated transitions, which are sensitive to the
atomic velocity via Doppler effect, allowing an optimal
velocity resolution of about 2 mm/s. A Raman pulse de-
tuned of δR with respect to the Raman resonance trans-
fers the atoms in the velocity class v = δR/(2kR) − vR
with vR = ~kR/M (kR is the wave number of the Ra-
man beams) from the Fg = 4 to the Fg = 3 ground-
state hyperfine sublevel. A beam resonant with the
Fg = 4 → Fe = 5 transition is then applied to push
the remaining atoms out of the interaction region. The
Fg = 3 atoms are then optically pumped to the Fg = 4
sublevel and interact with a resonant probe beam: The
absorption signal is thus proportional to the population
of the Fg = 4 level, thus to the population of the selected
velocity class. The whole sequence then starts again with
a different value of the Raman detuning to probe a new
velocity class, allowing a reconstruction of the velocity
distribution [55, 57].
B. Decoherence sources
Any quantum experiment must consider decoherence
sources that destroy quantum interference effects (in our
case, localization) reestablishing a diffusive dynamics.
The most important sources of decoherence in our exper-
iment are (i) atomic collisions, (ii) spontaneous emission,
and (iii) the deviation of the standing wave from strict
horizontality.
For an isolated system described by a single wavefunc-
tion, phase coherence between different positions is “per-
fect". When the system is weakly coupled to an exter-
nal bath, it cannot be any longer described by a single
wavefunction; the most convenient description usually in-
volves a density matrix ρ. Non-diagonal matrix elements
of the type 〈x|ρ|x′〉 quantify the degree of coherence of
the system between position x and x′. As a general rule,
the effect of the external bath is to make the non-diagonal
elements of the density matrix to decay relatively rapidly,
more rapidly than the diagonal elements: this is decoher-
ence (not to be confused with dissipation) [62]. Effects
like Anderson localization are due to subtle destructive
interference amongst various components of the wave-
function, which inhibit the classically allowed transport:
they are thus very sensitive to decoherence. One usually
quantify the strength of decoherence effects by defining a
phase coherence time, the characteristic time over which
the non-diagonal elements of the density matrix decay be-
cause of coupling to the external bath. In our case, the
non-diagonal element of interest are between eigenstates
|p〉 and |p′〉 located at a typical distance |p− p′| compa-
rable to the localization length in momentum space.
Localization effects can be observed only for times
shorter than the phase coherence time [63]. Beyond the
phase coherence time, interference effects are killed and
classical-like diffusive dynamics sets in. In the following,
we shall express the characteristic times of the decoher-
ence processes (i), (ii) and (iii), as functions of the ex-
perimental parameters to show that they can be set large
enough for localization effects to be observable.
In atom-atom collisions, the dominant effect is that of
collisions between cold atoms, the density of the cloud
being around 8 orders of magnitude larger than the den-
sity of the background hot gas. A cloud density of 1012
cm−3 with a mean velocity 1 cm/s and a collision cross-
section of 6 × 10−11 cm2 gives a collision rate of ≈ 60
s−1, or 1.6× 10−3 per kick; the collision phase coherence
time is thus ∼ 600 kicks.
In order to have a better idea of the decoherence ef-
fect induced by spontaneous emission, let us consider
the temporal evolution of an initial plane-wave function:
ψ(p, t = 0) = δ(p − p0) evolving with the KR Hamilto-
nian Eq. (6). After dynamical localization sets in, the
momentum distribution ceases to expand because of de-
structive interference between the various components of
the wavefunction. Spontaneous emission brings a random
recoil to the atomic momentum which is not an integer
multiple of 2~kL. Thus, the quasi-momentum β performs
a random jump. As the phase factors involved in the free
evolution depend on the quasi-momentum, the relative
phases between interfering paths are scrambled, result-
ing in a new transient diffusive behavior for another du-
ration of τloc. DL is thus expected to be destroyed if
spontaneous emission is regularly repeated. Note that a
single spontaneous emission event completely breaks the
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Figure 2: (Color online) Gravity effects on a slightly inclined
kicked rotor Eq. (34). The deviation of the standing wave
from horizontality is α = 0◦ (black lower curve), α = 0.1◦
(red lower middle curve), α = 0.4◦ (green upper middle curve)
and α = 1◦ (blue upper curve). The stochasticity parameter is
taken as K = 5 and the effective Planck constant is k¯ = 2.85.
The dynamics of an initial thermal state is simulated and the
corresponding mean kinetic energy is plotted versus time. For
angles larger than 0.1◦, the slow drift of momentum induces
a diffusive behavior clearly visible on the time-scale of the
experiment.
phase coherence, implying that the phase coherence time
is simply the inverse of the spontaneous emission rate.
Spontaneous emission tends to reestablish a diffusive
evolution with a diffusion constant that is roughly ηk¯2
where η = ΓΩ2τ/8∆2L, is the spontaneous emission rate
expressed in photons per kick, which can be cast in the
more useful form η = (Γτ/8) (I/Is) (Γ/∆L)
2
, where I
is the intensity and Is ≈ 2.2 mW/cm2 is the transition
saturation intensity. Around the transition (K ≈ 6), the
experimental values indicated above give η ≈ 2.1× 10−3
s−1, or a typical phase coherence time of ∼500 kicks.
Another effect leading to the destruction of localization
is the standing wave deviation from horizontality. In this








δ(t− n) , (34)




k¯ sinα , (35)
with g the gravity acceleration and α the angle between
the horizontal direction and the standing wave. The
physical interpretation is quite clear: mgT1 sinα is the
additional momentum transferred to the atoms between
two consecutive kicks, which must be compared to the
width of the Brillouin zone 2~kL.
The gravity term −ηgx breaks the spatial periodic-
ity of the Hamiltonian, and consequently the conserva-
tion of the quasi-momentum βk¯. It actually produces a
drift of the quasi-momentum at constant rate −ηg, whose
effect is to break dynamical localization. Indeed, the
destructive interference between various components of
the momentum wavefunction – responsible for dynam-
ical localization – is partially destroyed by the quasi-
momentum drift, as the various phase factors accumu-
lated during the free evolution between two consecutive
kicks, exp
[−i(m+ βk¯)2/2k¯] also drift. The net result is
a residual diffusion constant, depending on ηg. Although
this is not strictly a decoherence effect (the whole evo-
lution is fully phase coherent), it similarly destroys dy-
namical localization. We thus define the phase coherence
time τg as the time needed to double 〈p2〉 compared to
the dynamically localized situation. Numerical simula-
tions taking into account the gravity effect confirm the
discussion above, see Fig. 2. If the standing wave devi-
ates from horizontality by an angle α = 1◦, then τg ≈ 120
kicks whereas when the angle α = 0.1◦, τg ≈ 350 kicks.
In the timescale of the experiment (150 kicks), the de-
viation from horizontality must be less than 0.1◦. This
decoherence effect is rather important. To the best of
our knowledge, its importance was not fully appreciated
in previous experiments. A detailed discussion of this
effect will be presented elsewhere [64].
C. Conditions for the observation of localization
effects
We now discuss the conditions that must be satisfied
in order to observe localization effects experimentally.
Firstly, the system must present some kind of disorder:
As discussed in section II C, this means that k¯, ω2 and
ω3 and π must be incommensurate. This is achieved if
we take k¯ = 2.89, ω2 = 2π
√
5 and ω3 = 2π
√
13. A
more detailed discussion concerning the choice of these
parameters will be given in section VIB.
Secondly, in order to observe dynamical localization
effects instead of trivial classical localization, we must be
in a regime where the classical system has no KAM bar-
riers which can prevent the classical diffusive transport.
For the standard, periodic KR, full chaos is obtained for
K & 4. In order to determine the corresponding thresh-
old for the quasiperiodic system, we performed numer-
ical simulations of the classical dynamics corresponding
to Eq. (22), for various values of the stochasticity pa-
rameter. The dynamics is found to be fully diffusive for
K & 2, a considerably smaller value than for the stan-
dard KR. In particular, no classical localization effects
due to KAM barriers are observed for K & 2. In any
case, the experiments and the numerical simulations in
the following are all performed for K > 4, where the
classical dynamics is diffusive, see Fig. 3.
Thirdly, short enough pulses must be used that they
can be considered as delta pulses [65]. Numerical sim-
ulations of the quasiperiodic kicked rotor with a finite
pulse duration τ = 0.9µs and a thermal initial momen-
tum distribution show that less than 1% of the atoms are
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Figure 3: Classical chaotic diffusion for the quasiperiodic
kicked rotor Eq. (22). The dynamics of an initial thermal
distribution of classical particles is simulated and the corre-
sponding mean kinetic energy is plotted versus time (number
of kicks). The stochasticity parameter K (the modulation
amplitude ǫ) varies linearly between 4 and 9 (0.1 and 0.8),
following the experimental path, Fig. 6. The dashed line of
slope 1 demonstrates the linear increase of 〈p2〉 vs. time t. No
classical localization effects are observed. The chaotic diffu-
sion is characteristic of the presence of pseudo-disorder in the
quasiperiodic kicked rotor, leading to a pseudo-random walk
in momentum space.
sensitive to the duration of the pulses. Only atoms in
the tails of the momentum distribution have sufficiently
large atomic velocity to move by a significant fraction of
λL during the pulse, thus feeling a smaller effective kick.
Fourthly, a sufficiently narrow initial state must be pre-
pared in order to observe dynamical localization, i.e. the
freezing of the initial diffusive expansion of the wave-
function into an exponentially localized state. A suffi-
cient condition is that the initial width of the momentum
distribution be smaller than the localization length. In
our system, we have an initial momentum distribution of
half-width 2k¯. This is comparable to the shortest localiza-
tion length at the lowest K = 4 value, as experimentally
proved, see inset of Fig. 5. A consequence is that, in this
regime, the exponential shape of the wavefunction after
dynamical localization is established is slightly rounded
at the tip. For higher values – say K > 5, – the initial
width of the atomic wavefunction can be safely neglected.
Finally, decoherence processes must be kept small dur-
ing the experiment. The large detuning of the standing
wave allows to keep the spontaneous emission rate very
small, i.e. the corresponding phase-coherence large as
compared to the duration of the experiment. A good
control on the horizontality of the standing wave insures
that gravity do not lead to a destruction of localization
effects on the time-scale of the experiment.




















Figure 4: (Color online) Experimentally measured momentum
distributions after 150 kicks, exponentially localized in the
insulator region (blue) and Gaussian in the diffusive (metallic)
region (red). (a) linear scale, (b) log scale. For both curves
k¯ = 2.89, for the localized distribution (blue) K = 5.0 and
ǫ = 0.24, for the Gaussian distribution (red) K = 9.0 and
ǫ = 0.8.
IV. EXPERIMENTAL OBSERVATION OF THE
DISORDER INDUCED METAL-INSULATOR
TRANSITION
In a typical experimental run, we apply a sequence of
kicks to the atomic cloud and measure its dynamics. In
the localized regime, the evolution of its momentum dis-
tribution is “frozen” after the localization time (typically
of the order of 12 kicks at low K) into an exponential
curve exp (−|p|/ℓ). In the diffusive regime, the initial
Gaussian shape is preserved and the distribution gets
broader as kicks are applied, corresponding to a linear
increase of the average kinetic energy. Figure 4 shows the
experimentally observed momentum distributions, an ex-
ponentially localized distribution for small K and ǫ (blue
curve), characteristic of dynamical localization, and a
broad, Gaussian-shaped distribution for large K and ǫ
(red curve), characteristic of the diffusive regime.
Measuring the whole momentum distribution takes too
much time: one must repeat the whole sequence (from
the preparation of a new atom cloud up to the Raman





















Figure 5: (Color online) Temporal dynamics of the quasi-
periodic kicked rotor. We experimentally measure the popu-
lation Π0(t) of the zero-momentum class as a function of time
(number of kicks) and plot the quantity Π−2
0
(t) ∝ 〈p2〉(t).
Clearly, it tends to a constant in the localized regime (blue
lower curve corresponding to K = 4 and ε = 0.1) and in-
creases linearly with time in the diffusive regime (red upper
curve corresponding to K = 9 and ε = 0.8). The inset shows
the behavior close to the localization time. k¯ = 2.89.
measurement of the velocity distribution) for each ve-
locity class. Moreover, for each time step, a complete
momentum distribution must be measured. Fortunately,
it is sufficient, and much easier, to measure the popula-




tional to 〈p2〉(t) (the total number of atoms is constant).
The proportionality factor between Π−2
0
(t) and 〈p2〉(t)
depends on the detailed shape of the momentum distri-
bution and is thus different in the localized and diffu-
sive regime, but this small difference is a small correction
to the main phenomenon: divergence of the localization
length near the transition.
Note that, strictly speaking, the proportionality be-
tween Π−2
0
(t) and 〈p2〉(t) breaks at criticality due to the
multifractal character of critical states [66]. However, on
the time scale of the experiment (t = 150 kicks), the de-
viation from strict proportionality is seen (numerically)
to be negligible. At longer times (thousands or millions
of kicks), the effect of multifractality is visible and quan-
titatively measurable. This is beyond the scope of this
paper and will be analyzed elsewhere [67].
For each run, a value of Π0(t) is recorded after a given
number of kicks is applied, then the measurement se-
quence starts again with the next number of kicks. We
also record the background signal obtained by not apply-
ing the Raman detection sequence, and the total number
of atoms in the cold-atom cloud. These signals are used
to correct the experimental data from background signals
and long-term drifts of the cloud population.
Figure 5 shows the experimentally measured Π−2
0
(t) in
the localized and diffusive regimes. It clearly shows the
initial diffusive phase and the freezing of the quantum
dynamics in the localized regime (blue curve in Fig. 5).
Along with the observation of an exponential localization
Figure 6: (Color online) Phase diagram of the quasiperiodic
kicked rotor, from numerical simulations. The localized (insu-
lator) region is shown in blue, the diffusive (metallic) region is
shown in red. The experimental parameters are swept along
the diagonal dash-dotted line.
of the wave-function in Fig. 4, this constitutes a clear-cut
proof of the observation of dynamical localization. In the
diffusive regime, Π−2
0
(t) is seen to increase linearly with
time (red curve in Fig. 5), corresponding to the Gaussian
red curve in Fig. 4.
After having observed Anderson localization for strong
effective disorder strength and diffusive transport for
small effective disorder, the next step is to walk the way
between these two regimes, and explore the phase transi-
tion expected (numerically) to take place along a critical
line in the plane (K, ǫ > 0) (Fig. 6). In order to con-
fine the transition to a narrow range of parameters, we
choose a path that cross the critical curve (Fig. 6) “at a
right angle”; we thus vary simultaneously K and ε along
a line going from K = 4, ε = 0.1 in the localized region
to K = 9, ε = 0.8 in the diffusive region; the critical line
is then crossed at K = Kc = 6.6.
A simple way to investigate the phase transition is
the following [42]. In the localized regime, wait for a
time longer than the localization time so that a local-
ized frozen wave-function is observed, then measure its
localization length. One can in such a way study the
behavior of the localization length vs. disorder: at criti-
cality, it should diverge as ℓ ∼ (K −Kc)
−ν . This would
give the critical stochasticity parameter Kc and the criti-
cal exponent ν. However, we cannot proceed that way in
our case, because when one approaches the critical point
from the insulator side, the localization time diverges as
τℓ ∼ ℓ
3 ∼ (K −Kc)
−3ν in three dimensions (see below).
In our system, a localized momentum distribution would
be observable in the vicinity of the transition only for
prohibitively large numbers of kicks, which are, in prac-
tice, limited to 150, essentially because of decoherence
effects and because the free fall of the atom cloud takes
it out of the standing wave. Consequently, it is vain to
investigate experimentally the Anderson transition only
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from static properties such as the divergence of the lo-
calization length at criticality, which could be obtained
only for t ≫ τloc. Fortunately, there is another way to
observe the Anderson transition, which we shall present
in the following sections.
V. CHARACTERIZATION OF THE
ANDERSON PHASE-TRANSITION
Finite-time effects act as finite-size effects do on finite-
size samples subjected to phase-transitions. Numerical
simulations of the Anderson transition on the standard
3D-Anderson model are necessarily performed on finite-
size samples of finite size L. In the vicinity of the transi-
tion, the localization length ℓ [see Eq. (2)] diverges and
thus can greatly exceed L. In this regime, L acts as an up-
per bound for the effectively observed localization length
ℓL. This smooths the transition, no divergence of the lo-
calization length can be directly observed on a finite-size
sample. In order to overcome this limitation, a power-
ful real-space renormalization method, called finite-size
scaling [9, 10], was introduced. This method is based on
a single parameter scaling hypothesis [8] and allows to
extrapolate from the scaling behavior of ℓL versus L the
asymptotic value of the localization length ℓ correspond-
ing to L → ∞. We can generalize static scaling laws to
cover our time-dependent problem (see [68] for a similar
approach in percolation theory). The single parameter
scaling theory [8], successfully used for the standard 3D
Anderson model [9, 10], can be applied to analyze our
experimental and numerical data, and especially to de-
termine the critical properties of the Anderson transition
that we observe, i.e. the critical exponents.
A. Scaling law at finite time
Knowing the asymptotic behavior when t → ∞ is
not enough, an additional time-dependent property is
needed, too, which we shall investigate now. For K
far above Kc one observes normal diffusion, 〈p
2〉 ∝ t,
whereas for K far below Kc, the quantum dynamics
freezes, at sufficiently long times. Following the stan-
dard analysis of the Anderson transition, we make the
hypothesis that the transition that we observe for the
quasi-periodically kicked rotor follows a one-parameter
scaling law [69] (the validity of this scaling hypothesis will
of course be checked at the end of the analysis). At the
critical point, a third kind of dynamics, namely anoma-
lous diffusion, with 〈p2〉 ∼ tk k 6= 1, is expected. Let us
consider in greater detail the behavior very close to Kc
where these three different laws merge.
In the localized regime, for sufficiently long times, the
behavior depends only on the localization length which
diverges as K goes to Kc:
〈p2〉 ∼ ℓ2 ∼ (Kc −K)
−2ν (for K < Kc) , (36)
with ν the localization length critical exponent.
For K > Kc, the mean kinetic energy increases lin-
early with time, and the proportionality constant is the
diffusion coefficient D(K). For K < Kc, 〈p
2〉 is bounded
by Eq. (36) and there is no diffusion. Thus D(K) van-
ishes below Kc. A different critical exponent s is used to
describe how D(K) goes to zero above threshold:
D(K) ∼ (K −Kc)
s (for K > Kc). (37)
We shall now find a single expression presenting these
two limit behaviors and also displaying anomalous diffu-
sion at the critical point. We note that, according to the
theory of phase-transitions in finite-size samples, a scal-
ing can be applied to 〈p2〉 depending on the two variables








with F (x) an unknown scaling function. The exponents
k1 and k2 can be determined as follows.
In the diffusive regime, for long enough times, we must
recover the diffusion law with D ∼ (K −Kc)
s [Eq.(37)];
hence, for x≫ 1, the scaling function F (x) should scale
as xs:
〈p2〉 ∼ tk1+sk2 (K −Kc)
s
. (39)
As in the diffusive regime, 〈p2〉 ∼ t, we must have k1 +
sk2 = 1.
In the localized regime, on the other hand, one must
recover 〈p2〉 ∼ (Kc−K)
−2ν [Eq. (36)] for sufficiently long
times. Thus, for x→ −∞, F (x) → (−x)−2ν , giving:
〈p2〉 = tk1−2νk2(Kc −K)
−2ν (40)
which is compatible with Eq. (36) only if k1 = 2νk2.
These two relations determine k1 and k2 in terms of the








In the standard Anderson model, the critical exponents
are related by Wegner’s scaling law [6]:
s = (d− 2)ν , (41)
with d being the dimensionality of the system. For our
system, one obtains:
k1 = 2/3; k2 = 1/3ν. (42)
We therefore expect at the critical point anomalous diffu-
sion with 〈p2〉 = tk1F (0) ∼ t2/3. We present in the next
sub-section a numerical and experimental validation of
this prediction.
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Figure 7: (Color online) Numerically simulated time-
evolution of 〈p2〉 for the quasiperiodic kicked rotor. At the
critical pointK = Kc ≈ 6.4 (purple middle curve), anomalous
diffusion 〈p2〉 ∼ t2/3 is clearly observed, as expected from the-
oretical arguments (cf. text). The log-log plot of the critical
curve is very well fitted by a straight line of slope 0.664 (black
dashed line). In the vicinity of the transition, the dynamics
departs from the anomalous diffusion to tend gradually ei-
ther to a diffusive dynamics (red upper curves corresponding
to K => Kc bending upwards for large t) or to a localized
dynamics (blue lower curves corresponding to K < Kc bend-
ing downwards for large t). Other parameters are k¯ = 2.85,
ω2 = 2π
√
5 and ω3 = 2π
√
13.
B. Critical anomalous diffusion
We verified numerically that the critical behavior, cor-
responding to the anomalous diffusion in t2/3 is observed
up to a very large number of kicks (t = 106). The (pur-
ple) middle curve of Fig. 7 displays the time-evolution
of 〈p2〉 from numerical simulations for the stochasticity
parameter K = 6.4. Anomalous diffusion 〈p2〉 ∼ t2/3 is
clearly seen from the log-log plot over 4 orders of magni-
tude, which is very well fitted by a straight line of slope
0.664. Other curves, for different K, tend at long times
to bend either horizontally (below Kc) or towards slope
unity (aboveKc). This is a clear proof that we face here a
true phase transition and not a smooth cross-over. Note
also that the fact that the numerically measured critical
slope is very close to the theoretical prediction 2/3 im-
plies that the Wegner’s scaling law s = ν is valid at an
accuracy better than 1%.
Fig. 8 displays the experimental evolution of Π−2
0
(t) ∼
〈p2〉 versus time. The critical curve (middle curve corre-
sponding to K ≈ 6.4) in purple is well fitted by the rela-
tion Π−2
0
(t) = A+Bt2/3, see Fig. 8a. Fig. 8b displays in
log-log scale the experimental data Π−2
0
(t) vs t. The alge-
braic dependence (with exponent 2/3) of the critical dy-
namics is again clearly visible. In all plots in Figs. 8 the
red upper curves evidence the above-criticality diffusive
behavior and the blue lower curves the below-criticality
localized behavior.





















Figure 8: (Color online) Experimentally observed time-
evolution of Π−2
0
∼ ˙p2¸ for the quasiperiodic kicked ro-
tor. Close to the critical point K = Kc ≈ 6.4 (purple mid-
dle curve), anomalous diffusion Π−2
0
(t) ∼ t2/3 is clearly ob-
served. (a) The critical anomalous curve is well fitted by
Π−2
0
(t) = A+Bt2/3 (black dashed line). The red upper curve
evidence the far-above-criticality diffusive behavior (K = 9.0)
and the blue lower curve the far-below-criticality (K = 4.0)
localized behavior. (b) These experimental results show a
clear algebraic behavior, with exponent ≈ 0 (blue lower curve,
localized regime), 2/3 (purple middle curve, critical regime)
and 1 (red upper curve, diffusive regime), slightly perturbed
by decoherence processes responsible for the residual increase
in the localized regime. Other parameters are the same as in
Fig. 7.
ical behavior shows the existence of a fixed hyperbolic
point [16]. It is a fixed point because the critical behav-
ior remains the same at all times (opposite to the local-
ized case for example, for which a characteristic time can
be defined, the localization time), and it is a hyperbolic
point since the localized dynamics close to criticality will
follow only for a finite time the anomalous diffusion with
exponent 2/3 and will progressively tend to a localized
behavior for large enough time. The rate at which the
behavior changes is related to the critical exponent of the
phase transition ν.
An efficient way to observe the departing of the dynam-
ics from the critical anomalous diffusion is to consider the
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Figure 9: (Color online) Numerical simulation showing the
evolution of the dynamics from the critical behavior towards
either a diffusive dynamics or a localized state. Plotting the
quantity lnΛ = ln(〈p2〉t−2/3) vs. ln t allows to easily distin-
guish the critical behavior from diffusive or localized behavior:
The critical curve (corresponding to K = KC ≈ 6.4) has a
zero slope; whereas the far localized (K = 4.0) one has a slope
−2/3 and the far diffusive (K = 9.0) one a slope 1/3. Other













as a function of time. This is illustrated in Fig. 9, which
displays ln Λ vs. t. The critical behavior can be eas-
ily pin-pointed: The corresponding (purple) curve has a
zero slope, as the quantity Λ is (asymptotically) constant
at criticality. In the diffusive regime, the quantity Λ in-
creases with time (red curves), whereas it decreases in
the localized regime (blue curves). In the far localized
regime, we observe an algebraic dependence Λ(t) ∼ t−2/3
as 〈p2〉(t) = 2ℓ2 for t > τloc. In the far diffusive regime,
the algebraic dependence is Λ(t) ∼ t1/3 as 〈p2〉(t) ∼ t.
The above numerical and experimental observations
validate the theoretical prediction for the critical behav-
ior: 〈p2〉 ∼ t2/3. Such critical behavior for the quasi-
periodic kicked rotor was predicted using another scaling
approach and numerically verified in [50]. It was also
numerically observed for a spatially-3D kicked rotor [41]
and in the standard 3D Anderson model [69], and put on
firm theoretical grounds in [70].
C. Finite-time scaling
We shall now explain the procedure used to verify the
scaling of our numerical and experimental data according











 ln(1/t1/3)           ln(ξ/t1/3)
ln
 Λ
Figure 10: (Color online) Raw numerical data, displayed in
the form ln Λ = ln〈(p2〉t−2/3) vs. ln t−1/3 (on the left). Each
curve corresponds to a different stochasticity parameter K.
The finite-time scaling procedure consists in shifting horizon-
tally each curve by a quantity ln ξ(K) so that the curves over-
lap. This allows one to determine both the scaling function f
(on the right) and the scaling parameter ξ(K).
Our method is similar to the finite-size scaling procedure
used by MacKinnon and Kramer [9, 71], and Pichard and
Sarma [10] to numerically study the Anderson transition
on finite-samples of the 3D Anderson model, but we ap-
ply it here to the temporal behavior of the data, thus the
name “finite-time scaling”.
We assume the quantity Λ(K, t) = 〈p2〉t−2/3 to be an
arbitrary function





where the scaling parameter ξ(K) depends only on K,
which is the parameter appearing in the one-parameter
scaling hypothesis. This scaling assumption is less re-
strictive than Eq. (45) since no assumption on the de-
pendence of ξ on K is made. We must thus show that
the resulting scaling parameter ξ(K) is compatible with
Eq. (45).
In the left part of Fig. 10 we display plots of ln Λ(K, t)
vs. ln t−1/3 for different values of K. For most values of
ln Λ, several values of ln t−1/3 correspond to the same K
value. The only way to conform with the condition (46)
is to shift each curve horizontally by a different quantity
ln ξ(K) such that curves corresponding to different values
of K overlap. This can be achieved by minimizing the
variance of the values ln ξ(K)t−1/3 corresponding to each
value of ln Λ. The function ξ(K) can be determined by
applying a least square fit to the data.
This minimization procedure does not allow one to
compute the absolute scale of ξ(K), as the shifting proce-
dure (see Fig. 10) is invariant under a global shift of the
origin. We can thus set the scaling parameter ξ(K) to
be equal to the localization length in the strongly local-
ized regime where the duration of the experiment is much
E. Article accepté à Physical Review A 117
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Figure 11: (Color online) Finite-time scaling applied to the
results of numerical simulations of the quasiperiodic kicked
rotor. The time-evolution of 〈p2〉 is computed as a function
of time, from 30 to 104 kicks, for several values of K between
K = 4 and K = 9. The finite-time scaling procedure al-
lows us to determine both the scaling function f (a), clearly
displaying an upper branch (red) associated with the diffu-
sive regime, and a lower branch (blue) associated with the
localized regime. The dependence of the scaling parameter
ξ on K (b) displays a divergent behavior around the critical
point Kc = 6.4, which is the signature of the Anderson phase
transition. The dashed line is a fit using Eq. (48). The re-
sulting critical exponent is ν = 1.6 ± 0.1. Other parameters
are k¯ = 2.85, ω2 = 2π
√
5 and ω3 = 2π
√
13.
larger than the localization time, and 〈p2〉 converges to
its asymptotic value 2ℓ2. Thus





which implies, if we identify the scaling parameter with
the localization length, ξ(K) ∼ ℓ,
f(x) = 2x2 .
Figures 11(a) and 12(a) show the results of the fit-
ting procedure applied to the numerical data and to the
experimental data, respectively. In both cases, the proce-
dure groups all points in a single curve, within the accu-
racy of the data. The resulting curve clearly displays
two branches, a diffusive (red) and a localized (blue)
one, with the critical point being at the tip joining the



















Figure 12: (Color online) Finite-time scaling applied to the
experimental results (from 30 to 150 kicks). The scaling pro-
cedure is the same as in Fig. 11. (a) The fact that all experi-
mental points lie on a single curve, with a diffusive (red) and a
localized (blue) branch, is a proof of the relevance of the one-
parameter scaling hypothesis. (b) The maximum displayed
by the scaling parameter ξ in the vicinity of Kc = 6.4 is a
clear-cut proof of the Anderson transition. Phase-breaking
mechanisms (cf. text) smooth the divergence at the critical
point. When these effects are properly taken into account,
one obtains a critical exponent ν = 1.4 ± 0.3, [the dashed
line is a fit with Eq. (48)] compatible with the numerical re-
sults. This plot corresponds to 48 experimental runs.Other
parameters as in Fig. 11.
two branches; this is a signature of the Anderson transi-
tion. It also justifies a posteriori the scaling hypothesis
Eq. (46) used for analyzing the data.
The scaling parameter ξ(K) is plotted in Figs. 11(b)
and 12(b), for numerical and experimental data respec-
tively. As stated above, this parameter can be identi-
fied to the localization length in the localized regime. In
the diffusive regime, it scales as the inverse of the diffu-
sive constant. Indeed, in the far diffusive regime one has
〈p2〉 = D(K)t, which implies
Λ(K, t) = D(K)t1/3
f(x) = x−1.
so that ξ(K) = 1/D(K) in the far diffusive regime.
One notes that ξ(K) increases rapidly in the vicinity of
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the critical valueKc, on both sides of the transition. This
corresponds to a divergence of the localization length and
to a vanishing of the diffusion constant at criticality (in
practice smoothed by decoherence, see below). This con-
stitutes a clear experimental evidence of the Anderson
phase transition.
D. Experimental determination of the critical
exponent
The behavior of ξ(K) gives a fundamental information
about the transition, namely the value of the localiza-
tion length critical exponent ν. There is a discrepancy in
the literature between the theoretical predictions ν = 1
[13], ν = 1.5 [72], and the result of numerical simulations
ν = 1.57±0.02 [12], which stresses even more the impor-
tance of an experimental determination. In this section,
we present the first unambiguous experimental determi-
nation of the critical exponent of the Anderson transition
in 3 dimensions.
The finite-time scaling procedure allows us to extract
from finite-time experimental data the localization length
ℓ (corresponding to t→∞), which is the order parameter
of the Anderson transition. It is given by the scaling
parameter ξ(K) and predicted to diverge at criticality
with the power law
ℓ ∼ |K −Kc|
−ν . (47)
We thus expect that the singularity in ξ(K) can be de-
scribed by Eq. (47), and to be able to extract the value of
the critical exponent ν. This is of primary importance, as
there is presently no unambiguous accurate experimen-
tal determination of ν for non-interacting particles, and
there is a discrepancy in the literature between the theo-
retical predictions ν = 1 [13], ν = 1.5 [72], and the result
of numerical simulations ν = 1.57± 0.02 [12].
When the slope of ln Λ vs ln t−1/3 is small, as it is near
the critical point, the scaling procedure tends to round
off the singularity in ξ(K). Moreover, decoherence in the
experiment produces a cut-off the algebraic divergence.
If the system has a finite phase-coherence time τϕ, a new
characteristic length [73] pϕ = [Dτϕ]
1/2
appears in the
problem, which sets an upper bound for the observable
localization length ℓ and thus smooths its divergence at
criticality. In practice, we model such smoothing by in-
troducing a small cut-off on the divergence of ξ(K), which
takes into account both the finite-time scaling procedure




ν + β . (48)
The experimental data have been fitted with this for-
mula (48) [dashed curve in Fig. 12(b)], which gives Kc ≃
6.4± 0.2, and a critical exponent ν = 1.4± 0.3. In order
to compare these results to the ideal case of the perfectly
coherent quasiperiodic kicked rotor, Eq. (20), we also fit-
ted the curve in Fig. 11b with Eq. (48); in this case, the
cutoff β accounts for limitations of the finite-time scal-
ing procedure. The model Eq. (48) fits very well to the
numerical data [dashed curve in Fig. 11b] and gives the
critical stochasticityKc ≃ 6.4±0.1 and the critical expo-
nent ν = 1.6± 0.2. The good agreement between the nu-
merical simulations and the experimental results proves
that spurious effects (such as decoherence) are well under
control. Moreover, the experimental value we obtained
ν = 1.4±0.3 is compatible with the value found in numer-
ical simulations of the true random 3D Anderson model
[11, 12]. We emphasize that there are no adjustable pa-
rameters in our procedure, all parameters are determined
using the atoms themselves as probes.
VI. UNIVERSALITY OF THE ANDERSON
TRANSITION
At this point, a reasonable question is: Does the
quasiperiodic kicked rotor exhibits the same critical phe-
nomena – i.e. belongs to the same (orthogonal) universal-
ity class [66] – as the true 3D-Anderson model. Can this
simple three-frequency dynamical system exactly mimic
the critical behavior of 3D disordered electronic conduc-
tors? In this section, we show that the answer is posi-
tive: The 3-frequency quasiperiodic kicked rotor and the
true 3D-Anderson model belong to the same universality
class. This is a strong claim that relies on a very precise
determination of the critical exponent ν. The accuracy of
this determination is comparable to that obtained in the
most sophisticated numerical studies of the 3D Anderson
model [12, 74]. Within numerical uncertainties, the criti-
cal exponent is found to be universal and identical to the
one found for the 3D-Anderson model [12]. The techni-
cal details of the calculation have already been reported
in [75]. We here just discuss the essential ingredients
proving universality.
A. Precise estimate of the critical exponent
Reliably distinguishing the different universality
classes of the Anderson transition requires a very pre-
cise determination of the critical exponent; for instance,
the value ν = 1.43± 0.04 for the unitary symmetry class
is close to the one for the orthogonal symmetry class [76]
ν = 1.57± 0.02.
The main uncertainty in our experimental determina-
tion of the critical exponent is due to statistical errors on
Π0 and to the limited duration of the experiment. How-
ever, numerical simulations are not limited to 150 kicks
but can be ran for several thousands of kicks, and sta-
tistical uncertainties on 〈p2〉 can be sharply reduced by
averaging over initial conditions. The numerical inaccu-
racy in the finite-time scaling determination of ν from
the numerical data is thus mainly due to the procedure
failing to reproduce the singular behavior of the scaling
function at the critical point.
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Figure 13: (Color online) Dynamics of the quasiperiodic
kicked rotor in the vicinity of the critical regime. The rescaled
quantity ln Λ(K, t) vs. K is plotted from t = 30 to t = 40000.
All curves intersect, to a very good approximation, at a single
point (Kc ≃ 6.4, ln Λc ≃ 1.6). This multiple crossing indicates
the occurrence of the metal-insulator transition. Small devi-
ations from crossing are due to the existence of an irrelevant
scaling parameter at finite time and residual correlations in
the disordered potential (see text). K and ǫ are swept along
the straight line drawn in Fig. 6. Parameters are k¯ = 2.85,
ω2 = 2π
√
5, ω3 = 2π
√
13.
How can one improve the accuracy on the determina-
tion of the critical exponent ν? This can be achieved
by fitting directly the raw data ln Λ(K, t). The start-
ing point of our analysis is the behavior of the scaling
function F ≡ lnF in the vicinity of the critical point:











As ln Λ(K, t) is an analytical function for finite t
(Fig. 11), the scaling function F can be expanded around
Kc:
ln Λ(t) ≃ ln Λc + (K −Kc) t
1/3νF1 + ... , (50)
where ln Λc ≡ F [0] and F1 = dF(x)/dx|x=0.
A remarkable feature of Eq. (50) is that when ln Λ is
plotted against K, the curves for different times t should
intersect at a common point (Kc, ln Λc); and this cross-
ing, indicates the occurrence of the metal-insulator tran-
sition. This is clearly visible in Fig. 13. Another inter-
esting feature of Eq. (50) is that the critical exponent ν
can be determined from the slope of ln Λ at Kc:
(lnΛ)′(Kc, t) ≡




∝ t1/3ν . (51)
This is the simplest procedure to evaluate the critical ex-
ponent: (lnΛ)′(Kc, t) is evaluated by linear regression of
ln Λ vs K in a small interval near Kc, giving an exponent
ν ≃ 1.61 ± 0.10 (see Fig. reffig:simulambdaprimevslnt).
The linear regime has nevertheless very small size: (K −
Kc)t
1/3ν ≪ 1, and neglecting non-linear corrections lead












Figure 14: (Color online) Linear regression of (ln Λ)′(Kc, t),
Eq. (51) vs. ln t for t = 30 to t = 40000 permits to extract
the critical exponent ν from the slope 1/3ν, which is ν =
1.61. It is difficult to assess the uncertainty associated with
this measurement as it depends crucially on the interval of K
where the behavior of ln Λ vs K can be assumed to be “linear”.
The parameters are the same as in Fig. 13.
to systematic errors on the estimation of ν. This is why
the error ±0.1 refers to systematic errors and not to
the uncertainty on the fitting parameters, which is much
smaller as easily seen in Fig. 14.
In practice, there are small systematic deviations from
Eq. (50). Such deviations can have different sources:
• the presence of an irrelevant scaling variable, that is
when, in addition to (K−Kc)t
1/3ν , (lnΛ) depends
also on another scaling variable which vanishes in
the limit t→∞, but still plays a role at short time;
• non-linear dependence of the scaling variables in
the stochasticity parameter K;
• resonances due to the periods being well approxi-
mated by a ratio of small integers.
The latter one is specific to our three-frequency dynam-
ical system, but the former two also play an important
role in the standard Anderson model [11, 12]. These
small corrections can be taken into account – following
the method devised in [12] for the Anderson model – by
slightly modifying the basic scaling law, Eq. (45), in two
ways: introduce a non-linear of the argument of the F
function with K −Kc in Eq. (49) on the one hand, and
allow to subtract irrelevant scaling corrections to (lnΛ)
on the other hand. To minimize the the effect of res-
onances, we only retain data for sufficiently long times
and average over different initial conditions, i.e. different
quasi-momenta β and phases ϕ2 and ϕ3.
We computed ln Λ for times up to t = 106 kicks with
an accuracy of 0.15%, for which more than 1000 initial
conditions are required. We analyze data over the full




: The best fit is determined
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Figure 15: (Color online) lnΛs, after subtraction of correc-





and the scaling function deduced from the model
(black curve). The parameters are that of the set D (see
Table I). The best fit estimates of the critical stochastic-
ity and the critical exponent are in this case: Kc = 8.09 ±
0.01, ln Λc = 1.64± 0.03 and ν = 1.59± 0.01.
k¯ ω2 ω3 K ε
A 2.85 2π√5 2π√13 6.24→ 6.58 0.413→ 0.462
B 2.85 2π√7 2π√17 5.49→ 5.57 0.499→ 0.514
C 2.2516 1/η 1/η2 4.98→ 5.05 0.423→ 0.436
D 3.5399 k¯/η k¯/η2 7.9→ 8.3 0.425→ 0.485
Table I: The four sets of parameters considered: k¯, ω2 and ω3
control the microscopic details of the disorder, while ǫ drives
the anisotropy of the hopping amplitudes.









where σ(K, t) is the numerical uncertainty (one standard
deviation) of the computed quantities ln Λ(K, t).
In Fig. 15, we plot the scaling function corrected from
the irrelevant scaling variable, as a function of ξ(K)/t1/3.
All data collapse almost perfectly on the scaling function
deduced from the model.
Since the measurement errors in the data introduce
some uncertainty in the determination of the fitted pa-
rameters, the confidence intervals for the fitted param-
eters were estimated using the bootstrap method which
yields Monte-Carlo estimates of the errors in the fitted
parameters [77]. The fitted parameters presented below
are given with the corresponding 68.2% confidence inter-
vals (standard errors).
Kc lnΛc ν y
A 6.36± 0.02 1.60 ± 0.04 1.58± 0.01 0.71 ± 0.28
B 5.53± 0.03 1.08 ± 0.09 1.60± 0.03 0.33 ± 0.30
C 5.00± 0.03 1.19 ± 0.15 1.60± 0.02 0.23 ± 0.29
D 8.09± 0.01 1.64 ± 0.03 1.59± 0.01 0.43 ± 0.23
Table II: Best fit estimates of the critical parameters Kc
and ln Λc, the critical exponent ν together with their uncer-
tainty (one standard deviation). ν is expected to be universal
whereas ln Λc and Kc do depend on anisotropy [52] and k¯,
ω2 and ω3. Irrelevant parameters are sensitive to microscopic
details, therefore y is strictly positive and not universal.
B. Universality of the critical exponent
A key property of the Anderson transition is that the
critical behavior can be described [76, 78] in a frame-
work of universality classes. This means that the critical
behavior should not be sensitive of the microscopic de-
tails but should depend only on the underlying symme-
tries of the system (e.g. time-reversal symmetry). Irrel-
evant parameters become negligible for sufficiently long
times/large system size, whereas the relevant parame-
ter behavior is universal. This brings the universality of
the critical exponents. When considering a system with
pseudo-random disorder such as the quasi-periodic kicked
rotor, one could ask whether the universality is broken
or not due to correlations in the disorder potential. To
answer the question, we changed some parameters that
govern the microscopic details of the disorder potential
of the quasi-periodic kicked rotor, namely k¯, ω2 and ω3
and the path along which we cross the transition.
The computer time required in those sophisticated nu-
merical studies is very long. Therefore we chose to re-
strict ourselves to the detailed study of only four different
cases, see Table I.
The estimated critical parameters and their confidence
intervals are given in Table II. A typical scaling function
is drawn in Fig. 15.
The most important point to be drawn from Table II is
that the estimates of the exponent ν for the four different
sets are in almost perfect agreement with each other and
with the estimate of ν based on numerical studies of the
true random Anderson model ν = 1.57± 0.02 of the or-
thogonal symmetry class [12]. Note also that in the case
of the quasiperiodic kicked rotor, the critical stochasticity
Kc and ln Λc depend on: (i) the anisotropy governed by
the parameter ε and (ii) k¯, ω2 and ω3. The dependence (i)
of the critical disorder and critical ln Λ on anisotropy is a
typical feature of the Anderson transition in anisotropic
solids [51–53]. The quasiperiodic kicked rotor may in-
deed be seen to correspond to a model of random chains
(coupled by terms scaling like ε in the two transverse di-
rections) considered in [52], see Eq. (33). The dependence
(ii) follows from the relation between the initial “classi-
cal” diffusion constant (see section II) and the parame-
ters k¯, ω2 and ω3. Such a dependence was observed both
numerically and experimentally for the standard kicked
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rotor [79, 80], and was accounted for in terms of corre-
lations between the kicks by Shepelyansky in his early
work [79].
The Anderson transition with the quasiperiodic kicked
rotor is a robust feature: we observed that, for certain
mutually incommensurate triplets (k¯, ω2, ω3), systematic
deviations to scaling (such as resonances) can occur for
intermediate times, but eventually vanish.
VII. CONCLUSION
We discussed in detail in the present work the first
unambiguous evidence of the Anderson transition in 3D
with atomic matter waves with atomic matter waves
by realizing experimentally a quasiperiodic kicked rotor.
This allowed us to put into evidence the existence of the
transition and to measure its critical exponent thanks
to a finite-time scaling procedure. Our numerical result
ν = 1.59± 0.01 is in perfect agreement with the current
value for the Anderson model, and is compatible with
our experimental determination 1.4 ± 0.3. We have also
shown that the quasiperiodic kicked rotor exhibits the
same critical phenomena as the truly random Anderson
model, and therefore that both systems belong to the
same (orthogonal) universality class.
These results are particularly relevant since they show
that it is possible to explore a system like the Ander-
son model, that played an important hole in many ar-
eas of physics but resisted thorough experimental inves-
tigations. One can guess that this kind of analogy will
be extended to other models in the near future, as evi-
denced by the work of Wang and Gong [81] concerning
the analogy of a quantum kicked rotor and the Harper
model. This shall open new and exciting tracks in cold-
atom physics. These analog models can even prove more
flexible and more powerful than the original ones, as, for
example, our Anderson-equivalent system can very easily
be extended to higher dimensions by introducing new in-
commensurate frequencies. Intermediate situations like
a 2D kicked rotor with two or three incommensurate
frequencies might be a convenient solution from the ex-
perimental point of view. This can hardly be done in
condensed-matter systems or even in the ultracold atom
realization of the 1D Anderson model [22]. The theo-
retical study of quantum phase transitions in high di-
mensions will most probably be boosted as experimental
results become available. We are presently working in
this direction: Numerical and experimental determina-
tions of the critical exponents in four dimensions seems
feasible.
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CHAPITRE 6
Universalité de la transition d’Anderson
avec le Kicked Rotor quasi-périodique
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L
e Kicked Rotor quasi-périodique, tel que réalisé expérimentalement ou simulé numé-
riquement, présente une transition de phase isolant-métal gouvernée par le degré
de chaos, transition d’Anderson dont nous avons exhibé le comportement critique.
De l’analyse approfondie des propriétés d’échelle de la dynamique de ce système a résulté
la première détermination expérimentale non-ambigüe de l’exposant critique de la lon-
gueur de localisation ν. La valeur trouvée, ν = 1.4± 0.3 est compatible avec la précédente
détermination de ν, ν = 1.57±0.02, à partir de simulations numériques directes du modèle
d’Anderson 3D.
Néanmoins, à ce stade, l’équivalence entre le Kicked Rotor quasi-périodique et les conduc-
teurs désordonnés 3D a toujours le statut de conjecture. Une réponse rigoureuse à la
question de savoir si le Kicked Rotor quasi-périodique présente les mêmes phénomènes
critiques - i.e. appartient à la même classe d’universalité (orthogonale) - que le modèle
d’Anderson 3D n’a pas encore été donnée. Est-ce que ce simple système dynamique à trois
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fréquences peut mimer exactement le comportement critique de conducteurs électroniques
3D désordonnés ?
La question est d’importance : si la réponse est aﬃrmative, alors nous avons là un argu-
ment fort soutenant l’équivalence entre le Kicked Rotor quasi-périodique et les systèmes
désordonnés 3D invariants par renversement du temps. En outre, l’on pourrait alors envi-
sager l’étude de la transition d’Anderson en dimension d supérieure à trois (quatre, cinq,
etc.), avec ce système modulé avec un nombre d de fréquences incommensurables. Sur le
plan numérique, ceci est extrêmement intéressant du fait que la transition d’Anderson est
prédite ne pas avoir de dimension critique supérieure dc, à la diﬀérence de transitions de
phases du second-ordre habituelles, où, à partir de dc, le comportement critique est exac-
tement donné par la théorie de champ moyen. Or les simulations numériques du modèle
d’Anderson de dimensionnalité d supérieure à trois sont d’une extrême lourdeur et ne per-
mettent pas la détermination suﬃsamment précise des caractéristiques de la transition. Le
Kicked Rotor quasi-périodique à d fréquences paraît, lui, a priori beaucoup plus simple à
simuler [119]. Bien entendu, une étude expérimentale d’un “solide” (pseudo-)désordonné
(eﬀectivement) 4D est aussi d’un grand intérêt.
Le comportement critique de la transition d’Anderson est caractérisé, en première instance,
par ses exposants critiques. Les valeurs de ceux-ci sont fondamentales du fait qu’elles sont
universelles, i.e. elles ne dépendent pas des détails microscopiques du désordre (probabi-
lité de distribution du désordre, anisotropie), mais seulement de la classe de symétrie (voir
section C.2.3 du chapitre 2 et [38–40]). Ces exposants caractérisent entièrement le point
critique, point ﬁxe hyperbolique du ﬂot de renormalisation (voir section C.2.2 du chapitre
2). Le phénomène d’universalité est relié au fait que des systèmes diﬀérents peuvent appar-
tenir au même bassin d’attraction d’un point ﬁxe critique : c’est le cas lorsque des systèmes
diﬀèrent seulement par leurs détails microscopiques, détails d’importance négligeable une
fois ces systèmes renormalisés (il y a tout de même quelques exceptions à cette règle,
voir [40]). En revanche, des systèmes ayant des symétries (anti-unitaires - voir section E
du chapitre 3) diﬀérentes appartiennent à des classes d’universalité diﬀérentes.
La question est donc de savoir si le Kicked Rotor quasi-périodique et le modèle d’Anderson
3D appartiennent au même bassin d’attraction, i.e. s’ils ont même point ﬁxe critique, soit
encore, s’ils ont même exposant critique ν (s = ν en dimension trois, voir [6] et section V
B de notre article [120] reproduit en section E du chapitre 5). La réponse à cette question
n’est pas du tout évidente et nous y consacrons ce chapitre.
A Analyse fine du flot de renormalisation observé avec le
Kicked Rotor quasi-périodique
Considérant un système désordonné sans spin, deux classes de symétrie existent : celle
“orthogonale” regroupant les systèmes invariants par renversement du temps, ou plus
généralement symétriques par une transformation anti-unitaire (voir section E du chapitre
3), et l’autre, “unitaire”, des systèmes non symétriques par une telle transformation. Pour
distinguer de façon non ambigüe ces deux classes d’universalité de la transition d’Anderson,
il faut déterminer de façon très précise l’exposant critique ν. De fait, la valeur ν = 1.43±
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0.04 [38] pour la classe de symétrie unitaire est très proche de celle ν = 1.57 ± 0.02 pour
la classe de symétrie orthogonale [12].
Notre méthode de détermination de l’exposant critique, exposée à la section V D de notre
article [120] (voir section E du chapitre 5), et appliquée aux données expérimentales (don-
nant ν = 1.4±0.3) et numériques (donnant ν = 1.6±0.2 1) ne permet donc pas, puisqu’elle
donne des résultats avec une incertitude trop grande, de répondre à la question de savoir
si le Kicked Rotor quasi-périodique appartient à la même classe d’universalité que le mo-
dèle d’Anderson 3D. La principale incertitude dans notre détermination expérimentale de
l’exposant critique est due à des erreurs statistiques sur Π0 (voir section IV de notre ar-
ticle [120] reproduit en section E du chapitre 5) et à la durée limitée de l’expérience, qui
empêche de parcourir le ﬂot de renormalisation temporel sur une grande “distance”, et
ainsi d’approcher de près le point ﬁxe critique (voir section C.2.2 du chapitre 2). Toutefois,
les simulations numériques ne sont pas limitées à 150 kicks, mais peuvent être menées sur
près d’un million de kicks, permettant de se rapprocher de la limite thermodynamique
t → ∞, et les incertitudes statistiques sur 〈l2〉 peuvent être fortement réduites par une
moyenne sur un grand nombre de conditions initiales. L’incertitude sur la détermination
précédente de l’exposant critique ν à partir des données numériques est donc principale-
ment dûe à la procédure en elle-même, procédure échouant à reproduire la singularité de
la fonction d’échelle au point critique [59].
Désirant déterminer l’exposant critique ν avec une très bonne précision, une analyse ﬁne
du ﬂot de renormalisation temporel, i.e. du comportement de Λ(K, t) en fonction de t, doit
être eﬀectuée (C.2.2 du chapitre 2). Lorsque l’on n’est pas au plus proche voisinage du
point ﬁxe critique, les variables non pertinentes du ﬂot, celles qui convergent vers 0 à la
limite thermodynamique t→∞, ne sont pas négligeables. Il faut donc en tenir compte [12],
sous la forme de paramètres d’échelle non-pertinents (voir équation 2.49), non-pertinents
au sens où leurs eﬀets deviennent négligeables à la limite thermodynamique. En outre, une
linéarisation du comportement au voisinage du point ﬁxe hyperbolique n’est une bonne
approximation que lorsqu’on est très proche de ce point ﬁxe critique, i.e. lorsque K est
très voisin de Kc. Pour des valeurs de K plus éloignées de Kc, des termes non-linéaires
apparaissent qui doivent être pris en compte [12].
C’est une telle analyse ﬁne du ﬂot de renormalisation temporel que nous présentons dans
notre article [133], publié dans la revue Europhysics Letters, et reproduit en section C
de ce chapitre. Ceci nous permet, bien sûr, de déterminer précisément l’exposant critique
ν, mais surtout de vériﬁer son caractère universel, et de répondre à la question posée en
début de ce chapitre.
B Universalité du comportement critique du Kicked Rotor
quasi-périodique
Généralement, l’universalité du comportement critique est démontrée en considérant dif-
férentes distributions de probabilité du désordre, par exemple la distribution boîte (2.8),
1Les valeurs ν = 1.6 ± 0.05 et ν = 1.59 ± 0.01 annoncées dans nos articles [37, 120] (reproduits au
chapitre 5) résultent de l’étude que nous rapportons dans ce chapitre.
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Gaussienne ou Lorentzienne, et en vériﬁant l’insensibilité de l’exposant critique ν vis-à-vis
de ces choix [12,38]. Également, dans le cas de systèmes anisotropes, les propriétés critiques
sont étudiées en fonction du degré d’anisotropie : tout comme dans le cas des transitions
de phase thermodynamiques du second ordre (dans un modèle d’Ising 2D anisotrope par
exemple [134, 135]), les exposants critiques ne dépendent pas du degré d’anisotropie [39].
Cependant, d’autres paramètres critiques tels que le seuil de la transition sont sensibles
aux détails microscopiques (voir [121–123] pour des études détaillées de la dépendance du
désordre critique suivant l’anisotropie).
Dans le cas du Kicked Rotor quasi-périodique, la distribution du désordre ne peut être











+ ω2l2 + ω3l3
)]
, (6.1)
est distribué suivant une Lorentzienne (voir section B.2 du chapitre 3), comme dans le cas
du modèle de Loyd [91]. Cependant, nous avons déjà vu que les propriétés de localisation
dépendent de façon sensible du choix des paramètres du pseudo-désordre, notamment
de k¯ (voir section A.2.2 du chapitre 5). Ainsi, une condition pour l’observation de la
localisation dynamique avec le Kicked Rotor périodique est de se placer suﬃsamment loin
des résonances quantiques simples, i.e. de prendre k¯/2π suﬃsamment irrationnel (ceci se
quantiﬁe par la condition que la fraction continue de ce rapport doit être constituée de
petits entiers). Pour ce qui est du Kicked Rotor quasi-périodique, ω2 et ω3 jouent également
un rôle important. Pour observer la transition d’Anderson, il faut que ces fréquences soient
telles que (k¯, ω2, ω3, π) est un quadruplet incommensurable. Si cette condition n’est pas
vériﬁée, alors les propriétés de transport peuvent être toutes autres que celles prédites
pour un système désordonné 3D. Par exemple, si ω2 est un multiple rationnel de π, alors
le potentiel Vl est périodique suivant la direction “2” : le Kicked Rotor quasi-périodique
est dans ce cas l’équivalent d’un système désordonné quasi-2D (de taille transverse égale à
la période spatiale suivant “2”), i.e. est toujours localisé. Comme l’ensemble de ces valeurs
“écueils” à éviter est dense, on ne peut pas, a priori, en faire abstraction. Ainsi, certains
mauvais choix de fréquences proches d’un écueil peuvent conduire à des résonances qui
doivent aﬀecter les propriétés de transport. Cela doit être le cas, par exemple lorsqu’il
existe deux petits entiers r2 et r3 tels que r2ω2 + r3ω3 ≈ 0. Une étude de ce type de
résonances a été menée dans le cadre d’un “double Kicked Rotor” où les propriétés de
transport quantique dépendent fortement de ce que les périodes de chaque série de kicks
sont en rapport incommensurable ou non. Il a été montré, à la fois numériquement et
expérimentalement, que la sensibilité de ce système à la commensurabilité des périodes
est sub-Fourier [111].
Dans notre article [133] reproduit à la section suivante C, nous étudions si oui ou non le
comportement critique du Kicked Rotor quasi-périodique est sensible au choix des para-
mètres k¯, ω2 et ω3 [vériﬁants la condition d’incommensurabilité de (k¯, ω2, ω3, π)]. En outre,
puisque notre système est également anisotrope (voir section A.2.2 du chapitre 5), nous
étudions également si l’exposant critique ν est sensible au choix du facteur d’anisotropie
ε.
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C Article publié dans Europhysics Letters : “Universality
of the Anderson transition with the quasiperiodic Kicked
Rotor”
Nous reproduisons dans cette section notre article [133] intitulé “Universality of the An-
derson transition with the quasiperiodic Kicked Rotor”, publié dans la revue Europhysics
Letters.
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Abstract – We report a numerical analysis of the Anderson transition in a quantum-chaotic
system, the quasiperiodic kicked rotor with three incommensurate frequencies. It is shown that this
dynamical system exhibits the same critical phenomena as the truly random 3D Anderson model.
By taking proper account of systematic corrections to one-parameter scaling, the universality of
the critical exponent is demonstrated. Our result ν = 1.59± 0.01 is in perfect agreement with the
value found for the Anderson model.
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Introduction. – It is now widely acknowledged that
the classical diffusive behavior of non-interacting electrons
in a disordered potential can be stopped by non-trivial
interference effects [1]. This puzzling phenomenon, Ander-
son localization, constitutes one strong evidence of the
very difference between quantum and classical dynamics
of complex systems. A similiar phenomenon is observed in
the dynamics of the quantum kicked rotor, a paradigmatic
system of quantum chaos: the dynamical localization,
where quantum-mechanical interference tend to suppress
the classical chaotic diffusive dynamics. The discovery of
the parallel between dynamical localization and Ander-
son localization originated from the mapping of the kicked
rotor to the quasirandom 1D Anderson model [2]. In ref. [3]
it was demonstrated that the kicked rotor in the dynami-
cal localization regime could be modeled by random band
matrices; the latter have been reduced to a 1D non-linear
σ-model [4] similar to those employed in the localization
theory [5]. In ref. [6] the direct correspondence between
the kicked rotor and the diffusive supersymmetric nonlin-
ear σ-model was demonstrated. In the localized regime,
the kicked rotor exactly mimics the behavior of disordered
electronic conductors.
There has been much experimental efforts to observe
Anderson localization in 3D. However, due to stray
effects like interaction, decoherence or absorption, very
few attempts have been successful [7]. In a slightly
(a)E-mail: lemarie@spectro.jussieu.fr
different context, Anderson localization of acoustic [8]
and electromagnetic [9–12] waves has been experimen-
tally observed. The experimental realization of the
kicked rotor with laser-cooled atoms interacting with a
pulsed standing wave allowed for the first experimental
observation of Anderson localization in 1D with atomic
matter waves [13]. One step further is to observe the
well-known Anderson transition with this type of system,
i.e. the disorder induced metal-insulator transition
predicted for non-interacting electrons in a 3D disordered
potential. Different generalizations of the kicked rotor
have been theoretically considered as analogs of the 3D
Anderson model [14]. Here, we focus on the convenient
three-incommensurate-frequencies generalization intro-
duced in ref. [15]. Very recently an experiment based
on this system has fully characterized the Anderson
metal-insulator transition [16]: a careful analysis of the
scaling properties of the dynamics resulted in the first
experimental determination of the localization length
critical exponent ν. The value found ν = 1.4± 0.3 is
compatible with the precedent numerical determination
of ν = 1.57± 0.02 for the true-random 3D Anderson
model [17].
At this stage, the equivalence between the quasiperiodic
kicked rotor [16] and 3D-disordered conductors still has
the status of a conjecture (see [18]). A rigorous answer
to the question whether this dynamical system exhibits
the same critical phenomena —i.e. belongs to the same
university class— as the true 3D Anderson model has not
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yet been given. Can a simple three-frequency dynamical
system exactly mimic the critical behavior of 3D disor-
dered electronic conductors? In this letter, we show that
the answer is positive. This is done by carrying out a
very precise numerical study of the critical behavior of
the quasiperiodic kicked rotor with the same care as in
the most sophisticated investigations of the critical behav-
ior of the true 3D Anderson model [17,19,20]. The fact
that both models give the same localization length crit-
ical exponent ν within comparable (small) uncertainties
implies that they belong to the same universality class
(orthogonal) [21].
The quasiperiodic kicked rotor. – The quasiperi-
odic kicked rotor we consider is a three-incommensurate-








obtained simply by modulating the amplitude of the
standing-wave pulses with a set of two new incommen-
surate frequencies ω2 and ω3 of modulation:
K(t) =K [1+ ε cos (ω2t+ϕ2) cos (ω3t+ϕ3)]. (2)
Here we consider the case with an effective Planck constant
k¯=−i[θ, p]. For a standard rotor, θ is an angle defined
modulo 2π and the wave function thus has to be 2π
periodic. In the atomic realization of the kicked rotor [16],
the Hamiltonian is still given by eq. (1), with θ extended
in the (−∞,+∞) range. Using the Bloch theorem, one
can restrict to 2π periodic functions, at the (cheap) price
of including a constant quasi-momentum.
The dynamics of this quasiperiodic kicked rotor is










with an initial condition:
Ψ3(θ1, θ2, θ3, t= 0)≡Ψqp(θ1, t= 0)δ(θ2−ϕ2)δ(θ3−ϕ3),
(4)
where Ψqp(θ, t= 0) is an arbitrary initial condition for the
quasiperiodic kicked rotor. Note that dynamical localiza-
tion takes place in momentum and not in configuration,
space. The initial state being perfectly localized in θ2 and
θ3, it is entirely delocalized in the conjugate momenta
p2 and p3 so that we will study transport along the p1
direction, which is tantamount to measure the momentum
distribution of the quasiperiodic kicked rotor |Ψqp(p, t)|
2.
The unusual linear dependence of H3 with p2 and p3 does
not prevent, for ǫ = 0 the dynamics to be similarly diffusive
or localized along the 3 coordinates.
The Hamiltonian H3 is invariant under the transfor-
mation T : t→−t,θ→−θ,p→ p, i.e. the time reversal
in the momentum representation, which is the relevant
one for dynamical localization (see [22,23]). In particular,
the choice of a non-zero quasi-momentum and non-zero
phases ϕ2 or ϕ3 does not break time reversal symmetry.
The evolution of the states according to Hamiltonian (1)
is governed by the operator U (see below, eq. (5)), belong-
ing to the Circular Orthogonal Ensemble class [24], with
the additional constraint (4) at t= 0; this shows that the
dynamical properties of the present quasiperiodic kicked
rotor also belong to the orthogonal ensemble.
It should also be noted that the 3D aspect comes from
the fact that 3 frequencies are present in our dynamical
system: the usual “momentum frequency” k¯ which is
present in the standard kicked rotor (with ε= 0), and the
two additional time-frequencies ω2 and ω3. By increasing
the number of incommensurate frequencies, one should be
able to tune the effective dimensionality of the system.
This holds the promise of extending the study of the
Anderson transition to higher dimensions.
From a stroboscopic point of view, the quantum dynam-
ics of the 3D-kicked rotor eq. (3) is determined by its evolu-
tion operator over one period:





whose eigenstates form a basis set allowing to calculate
the temporal evolution. These Floquet states |φ are fully
characterized by their quasienergy ω, defined modulo 2π:
U |φω= e
−iω|φω. (6)
Equivalence with a 3D-Anderson tight-binding model can






where m≡ (m1,m2,m3) and r label sites on a 3D lattice,
and the Φm are simply related to the Fourier components














and the hopping amplitudes Wr are coefficients of a
threefold Fourier expansion of W (θ) = tan[K cos θ1(1+
ε cos θ2 cos θ3)/2k¯].
When (k¯, ω2, ω3, 2π) is an incommensurate quadru-
plet, the classical dynamics can become chaotic (for suffi-
ciently large stochasticity parameter K  2) with diffusive
spreading in all m directions [15]. The pseudo-random
character of the potential ǫm then gives the disorder in
the model (7). This pseudo-random disorder is not δ-
correlated, which implies that the quasiperiodic kicked
rotor is not identical to the Anderson model. It is known
that long-range potential correlations may affect in vari-
ous ways (including destroy the localization) the Anderson
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localization [25,26]; however, in our system, these long-
range correlations are absent.
We therefore expect to observe localization effects as
predicted for the standard 3D Anderson model. Localized
states would be observed if the disorder strength is large
as compared to the hopping amplitudes. In the case of
model (7), while the amplitude of disorder is fixed, the
hopping amplitudes increase with K. Therefore, for large
K a diffusive regime should be observed, while for small
K (though sufficiently large as to prevent classical local-
ization effects) a localized regime is expected. This was
validated both numerically [15] and experimentally [16].
Finite-time scaling. – In the case of the kicked rotor,
the initial classical chaotic diffusion is stopped only after a
certain characteristic time, the localization time τℓ which
turns out to be roughly proportional to the localization
“length” (characterizing the exponential localization in
momentum space) [27]: τℓ ∝ ℓ. In 3D, the localization
time scales as τℓ ∼ ℓ
3. Thus for very large localization
length, τℓ may exceed the largest time accessible (the
maximum duration of a cold-atoms experiment is typically
150 kicks [16] whereas numerical investigations can go
up to 106 kicks). Consequently, it is vain to investigate
the Anderson transition only from static properties of the
quasiperiodic kicked rotor, such as the divergence of the
localization length at criticality, which could be obtained
only for t≫ τℓ. Note however that some useful information
can be extracted from the statistical properties of the
energy levels (the Floquet quasi-energies in our specific
case of a kicked system), which display marked changes at
the transitions [24,26,28].
Actually, these finite-time effects are similar to finite-
size effects for the study of classical or quantum phase
transitions. We can generalize the usual scaling laws to
cover our time-dependent problem. The single parameter
scaling theory, successfully used for the standard (static)
3D Anderson model [29–31], can be applied to analyze
the dynamics (see [16]) and especially to determine the
critical properties of the Anderson transition, i.e. the
critical exponents.
The dynamics of the quasiperiodic kicked rotor is
conveniently studied by considering the time-evolution
of the variance of the momentum distribution 
p2, the
average being taken over several initial conditions, which
corresponds to an average over disorder. We can make the








with F a function characteristic of the transition (to be
determined) and k1 and k2 two exponents which can
be constrained as explained in the following. Kc is the
critical value of the stochasticity parameter. We must
recover as t→∞ either a diffusive behavior 
p2 ∼Dt
when K >Kc or a localized dynamics 
p
2 ∼ ℓ2 when K <
Kc. In the vicinity of the transition, the diffusion constant
D∼ (K −Kc)
s vanishes with the critical exponent s and







Fig. 1: (Color online) Dynamics of the quasiperiodic kicked
rotor in the vicinity of the critical regime. The rescaled quantity
lnΛ(K, t) is plotted as a function ofK for various values of time
t ranging from t= 30 to t= 40000. The crossing of the different
curves at a common point (Kc ≃ 6.4, ln Λc ≃ 1.6) indicates the
occurrence of the metal-insulator transition. The parameters
are that of the set A (see table 1).
the localization length ℓ∼ (Kc−K)
−ν diverges with the
critical exponent ν. Wegner’s law [33] s= ν in three
dimensions, then leads to k1 = 2/3 and k2 = 1/3ν [34].
Therefore, to analyze the scaling of the dynamics,
the behavior of the quantity Λ= 
(p/k¯)2t−2/3 should be
investigated as a function of time and for various stochas-
ticity parameters. Such a study was undertaken in [16]
and allowed for a successful experimental characterization
of the Anderson transition. In order to tackle the prob-
lem of universality of the critical behavior, we have to go
one step further and study whether the critical exponent
ν changes when parameters such as k¯, ω2, ω3 are modified.
The following discussion is rather intricate but cannot
be avoided in a rigorous study. Indeed, to reliably distin-
guish the different universality classes of the Anderson
transition requires a very precise determination of the crit-
ical exponent; for instance, the value ν = 1.43± 0.04 for
the unitary symmetry class is very close to the one for
the orthogonal symmetry class [19]. For a very accurate
determination of ν, possible systematic deviations to one-
parameter scaling must be taken into account.
Systematic corrections to scaling. – Let us con-








One simple feature of the scaling hypothesis eq. (10) is
that when lnΛ is plotted againstK, the curves for different
times t should intersect at the common point (Kc, ln Λc =
F(0)); this crossing, which indicates the occurrence of the
metal-insulator transition, is clearly visible in fig. 1.
In practice, the data do not exactly follow eq. (10).
There are small systematic deviations to scaling. Here, we
consider several ways in which such corrections can arise
(see below for a detailed discussion of each correction):
i) the presence of an irrelevant scaling variable, ii) the
non-linear dependence of the scaling variables in the
37007-p3
C. Article publié dans Europhysics Letters 131
G. Lemarie´ et al.
stochasticity parameter K and iii) resonances due to
the periods being well approximated by a ratio of small
integers. iii) is specific to our three-frequency dynamical
system, but i) and ii) were shown to play an important
role in the standard Anderson model [17]. Note that the
most important correction to scaling is a time dependence
of lnΛ at K =Kc either due to i) or iii).
The well-known deviations i) and ii) can be taken
into account by adding extra terms to (10) [17]. i) The
scaling function F depends not only on the relevant scaling
variable χr (i.e. a function of K Kc), but also on an







Since ψ is an irrelevant scaling parameter, its effects should
vanish as t goes to infinity, thus y must be positive. ii)
Non-linearity in the relevant scaling variable χr can be
described by an expansion in terms K Kc up to order
mR.
To define a fitting function Ff , we can then make a
Taylor expansion of the scaling function F up to order nR
in χrt
1/3ν and nI in ψt
−y:







We now discuss the qualitative nature of the correction
due to the presence of an irrelevant scaling variable i)
as compared to the effect of resonances iii). In case
i), ln Λc = lnΛ(K =Kc) will shift in a monotonous way
as time increases and converge to its thermodynamic
limit lnΛc(t=) [lnΛc(t) =F0,0+ t
−y
F0,1 in the linear
regime (mR = nR = nI = 1)]. In the case of our three-
frequency dynamical system, the data do not always fit
such a monotonous evolution model for lnΛc(t). Indeed,
for a generic choice of incommensurate periods, the data
are found to oscillate around their transient anomalous
diffusive dynamics, see fig. 2.
We infer that such an oscillating correction to scaling
arises in a resonant way: when the frequencies can be
approximately related by a simple linear combination (i.e.
involving small integers), a resonance occurs. This is a
rather common phenomenon in multi-frequency dynamical
systems. The phase and the amplitude of the oscillations in
fig. 2 depend on the choice of the phases ϕ2 and ϕ3 of the
time-modulation (see eq. (2)), i.e. on the initial state in
eq. (4). From the point of view of the Anderson-like model
eq. (7), resonances can be interpreted as correlations in
the disordered potential. Hence, to perform the standard
scaling analysis devised for the Anderson model with
uncorrelated disorder [17], we shall retain data only for
sufficiently long times (say t 1000) and average over
different initial conditions, i.e. different quasi-momenta
and phases ϕ2 and ϕ3.
We computed lnΛ for times up to t= 106 kicks with









Fig. 2: (Color online) Small oscillating corrections to the
scaling behavior in the critical regime. The parameters are
the following: k¯= 2.89, ω2 = 2pi

5, ω3 = 2pi

13, K = 7.8 and
ε= 0.3. Color curves correspond to various choices of the phases
ϕ2 and ϕ3 (see eq. (1)) whereas the black curve results from a
statistical average over different phases. The amplitudes of the
quasi-resonant oscillations decrease as time goes on. Averaging
over the phases kills the rapidly oscillating structures, while




















Fig. 3: (Color online) lnΛ as a function of time t. The curves
are fits of the data according to the model Ff (see eq. (12))
with nR = 3, mR = 2, nI = 1. The parameters are that of the
set D (see table 1). The inset shows the deviations of the data
(corresponding to K = 7.9) to the most likely fit, showing no
statistically significant deviation.
1000 initial conditions are required. To analyze data over
the full range of times t [103, 106], we fit the model
eq. (12) to the data. Note that the inclusion of the
corrections i) and ii) in eq. (12) leads to a rapid increase in
the number of fitting parameters. That is why high quality
data with a wide range of variation of t1/3 are needed if
meaningful fits are to be obtained.
The most likely fit is determined by minimizing the
χ2 statistics measuring the deviation, due to the numer-
ical uncertainties, between the model and data. Some
typical numerical data and the associated fit are displayed
in fig. 3. To exhibit scaling, we subtract the corrections
due to the irrelevant scaling variable [17] obtaining the
corrected quantity lnΛs. As seen in fig. 4, all data collapse
almost perfectly on the scaling function deduced from the
model Ff .
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Fig. 4: (Color online) lnΛs, the data in fig. 3 after subtraction
of corrections due to the irrelevant scaling variable, plotted vs.
ln(ξ/t1/3) where ξ = |χr|
− and the scaling function deduced
from the model Ff , eq. (12) (black curve). The parameters
are that of the set D (see table 1). The best fit estimates of
the critical stochasticity and the critical exponent are: Kc =
8.09± 0.01, ln Λc = 1.64± 0.03 and ν = 1.59± 0.01.
Table 1: The four sets of parameters considered: k¯, ω2 and ω3
control the microscopic details of the disorder, while ǫ drives
the anisotropy of the hopping amplitudes. In C, ω2/ω3 = η
where η is the silver number (see below), and the continuous
fraction of k¯/π is constituted of small integers. D is such
that k¯= α, ω2 = α/η and ω3 = α/η
2 where η= 1.324717 . . .
the real root of the equation η3 η 1 = 0, and α is such
that the continuous fractions of k¯/π= α/π, ω2/π= α/ηπ and
ω3/π= α/η
2π are constituted of small (< 9) integers [35].
k¯ ω2 ω3 K ǫ
A 2.85 2π5 2π13 6.24 6.58 0.413 0.462
B 2.85 2π7 2π17 5.49 5.57 0.499 0.514
C 2.2516 1/η 1/η2 4.98 5.05 0.423 0.436
D 3.5399 k¯/η k¯/η2 7.9 8.3 0.425 0.485
No significant deviation of the scaling function from the
fit is observed. The goodness of fit Q has been determined
using the χ2 distribution with NdNp degrees of freedom
where Nd is the total number of data we used to fit the
model and Np is the total number of fitting parameters
(see table 1). The confidence intervals (one standard
deviation) for the fitted parameters were estimated using
the bootstrap method which yields Monte Carlo estimates
of the errors in the fitted parameters.
Universality. – A key property of the Anderson
transition is that it is a continuous (i.e. second order)
phase transition whose critical behavior can be described
in a framework of universality classes [5]. This means
that the critical exponents should not be sensitive to
the microscopic details of the disordered potential but
should depend only on the underlying symmetries (e.g.
time reversal symmetry). We present here new material
that allows us to numerically prove that this is indeed the
Table 2: Parameters used for the four sets of data: type of fit
(see eq. (12)), number of data points Nd, number of parameters
Np, value of χ
2
r for the best fit and goodness of fit Q. Time
ranges from t= 103 to t= 106.
nR nI mR Nd Np χ
2
r Q
A 3 1 2 800 12 236 1
B 2 1 1 600 9 278 1
C 2 1 1 1000 9 934 0.9
D 3 1 2 1212 12 917 0.999
Table 3: Best fit estimates of the critical parameters Kc and
lnΛc, the critical exponent ν together with their uncertainty
(one standard deviation). ν is expected to be universal whereas
lnΛc and Kc do depend on anisotropy [36] and k¯, ω2 and
ω3. Irrelevant parameters are sensitive to microscopic details,
therefore y is strictly positive and not universal.
Kc ln Λc ν y
A 6.36± 0.02 1.60± 0.04 1.58±0.01 0.71± 0.28
B 5.53± 0.03 1.08± 0.09 1.60±0.03 0.33± 0.30
C 5.00± 0.03 1.19± 0.15 1.60±0.02 0.23± 0.29
D 8.09± 0.01 1.64± 0.03 1.59±0.01 0.43± 0.23
case for the quasiperiodic kicked rotor, thus strengthening
the fact that this system is in the same universality class
than the truly random Anderson transition.
We have carried on a detailed study of four cases char-
acterized by different set of parameters, see (table 1): A
and B are both optimal set of parameters for experimen-
tal studies (see [16]), while C and D are rather for theo-
retical/numerical considerations. C is a first step towards
an ideal choice of parameters: ω2/ω3 = η where η is the
silver number (see below), and the continuous fraction
of k¯/π is constituted of small integers (to prevent the
system to be close to a resonance). D should be a “best
choice” of parameters if we seek the least correlations
in the disorder eq. (8). It is such that k¯, ω2, ω3 and π
are a “most incommensurate” quadruplet of numbers. As
suggested in [14], we set k¯= α, ω2 = α/η and ω3 = α/η
2
where η= 1.324717 . . . (the silver number which gener-
alizes the golden number for triplet instead of pair of
incommensurate numbers [35]) is the real root of the
equation η3 η 1 = 0, and α= 3.5399 . . . is such that
the continuous fractions of k¯/π= α/π, ω2/π= α/ηπ and
ω3/π= α/η
2π are constituted of small (< 9) integers.
The details of the simulations and the types of fit used
to analyze those sets are listed in table 2. The estimated
critical parameters and their confidence intervals are given
in table 3. Some typical data and scaling functions are
drawn in figs. 3 and 4.
The most important conclusion to be drawn from table 3
is that the estimates of the exponent ν for the four different
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sets are in almost perfect agreement with each other and
with the estimate of ν based on numerical studies of
the truly random Anderson model ν = 1.57± 0.02 of the
orthogonal symmetry class [17]. Note also that in the case
of the quasiperiodic kicked rotor, the critical stochasticity
Kc and lnΛc depend on: i) the anisotropy governed by
the parameter ǫ and ii) k¯, ω2 and ω3. The dependence i)
of the critical disorder and critical lnΛ on anisotropy is a
typical feature of the Anderson transition in anisotropic
solids [20]. The dependence ii) follows from the relation
between the initial “classical” diffusion constant and the
parameters k¯, ω2 and ω3 [27].
The Anderson transition with the quasiperiodic kicked
rotor is a robust feature: indeed, the “naive” choices
of parameters, set A and B, lead to very clean critical
behaviors, as clean as for the sophisticated choices of
parameters, sets C and D. Our experience is that for
certain mutually incommensurate triplets (k¯, ω2, ω3)
systematic deviations to scaling (such as resonances) can
occur for intermediate times, but eventually vanish.
Conclusion. – A numerical analysis of the critical
behavior of the quasiperiodic kicked rotor has shown that
this quantum-chaotic system exhibits the same critical
phenomena as the truly random Anderson model, i.e.
both systems belong to the same (orthogonal) universality
class [21]. By taking proper account of corrections to
the scaling property around criticality, the universality
of the critical exponent ν for the quasiperiodic kicked
rotor was demonstrated. The critical exponent ν was
determined with an accuracy better or comparable to
the one achieved in previous numerical studies of the 3D
Anderson model [17,19,20]. Our result ν = 1.59± 0.01 is in
perfect agreement with the value found for the orthogonal
symmetry class [17]. It is clearly distinct from the value
found for the unitary class ν = 1.43± 0.04 [19], and from
the predictions ν = 1 of the self-consistent theory of
localization [37] and ν = 1.5 of a recent ad hoc refinement
of the self-consistent theory [38].
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CHAPITRE 7
Dynamique d’un paquet d’ondes au seuil de
la transition d’Anderson
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A
u seuil de la transition d’Anderson, la fonction d’onde n’est ni localisée, ni diﬀusive,
mais intermédiaire. Ses caractéristiques sont tout à fait non-triviales (invariance
d’échelle, multi-fractalité, etc.) et ont attiré récemment un très grand intérêt, tant
sur le plan théorique [40], qu’expérimental [76].
Le Kicked Rotor quasi-périodique est particulièrement bien adapté pour l’étude de l’état
critique. La ditribution en impulsion est directement observable expérimentalement (voir
section A.3 du chapitre 4), et la simulation numérique de l’évolution temporelle est gran-
dement facilitée par le caractère uni-dimensionnel de ce système. En particulier, on peut
travailler avec des tailles L d’échantillon très grandes permettant de calculer la dynamique
aux temps longs sans être confronté à des eﬀets de taille ﬁnie.
Considérant l’évolution temporelle d’un paquet d’ondes, il est naturel d’essayer d’utiliser
la théorie auto-cohérente pour rendre compte des observations. On a vu en eﬀet que cette
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théorie décrit la probabilité de diﬀusion quantique qui donne le transport en intensité (voir
section C.1 du chapitre 2). Qui plus est, des études récentes de la localisation d’ondes clas-
siques (ultrasons et micro-ondes -voir section D.3 du chapitre 2 et [24,136]) ont démontré
la validité de la théorie auto-cohérente dans la dynamique de la localisation forte. Que nous
puissions appliquer la théorie auto-cohérente au cas de notre système quantique chaotique
n’est pas évident a priori. C’est pourquoi nous donnons, en annexe, une théorie diagram-
matique perturbative du transport quantique dans le Kicked Rotor au régime de faible
désordre, prolongée par une théorie auto-cohérente permettant de décrire le régime de fort
désordre, i.e. la localisation d’Anderson et la transition d’Anderson. Nous déduisons de
cette théorie la forme et la dynamique de la fonction d’onde critique pour le Kicked Rotor
quasi-périodique à la transition d’Anderson. Nos prédictions théoriques sont trouvées en
excellent accord avec les observations expérimentales et numériques. Néanmoins, à temps
longs, des déviations à la théorie auto-cohérente sont observées qui reﬂètent le caractère
multi-fractal du régime critique.
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A Fonction d’onde critique telle que déduite de la théorie
auto-cohérente
Dans cette section, nous considérons d’abord les propriétés de transport du Kicked Rotor
3D isotrope (5.1) au régime critique. Nous verrons ensuite comment déduire de ces pro-
priétés les caractéristiques de la dynamique critique du Kicked Rotor quasi-périodique,
qui correspond à un Kicked Rotor 3D anisotrope avec source plane (voir section A.2 du
chapitre 5).
Les propriétés de la transition d’Anderson que nous avons observée sont assez bien repro-
duites par la théorie auto-cohérente (voir annexe B). Cette théorie décrit la probabilité de
diﬀusion quantique P (l, t) dans le régime hydrodynamique (i.e. aux temps longs et aux
grandes distances). Lorsque le désordre est faible, k ≡ K/k¯ ≫ 1 (la notation k = K/k¯ sera
tout le temps utilisée dans la suite), le transport est diﬀusif et la transformée de Fourier
de P par rapport à l et à t revêt un pôle diﬀusif :
P (ϕ, ω) =
1
−iω +Dϕ2 , (7.1)
où D est la constante de diﬀusion classique chaotique, telle que 〈l2〉 = 2dDt, avec d = 3
la dimensionnalité de l’espace. Lorsque le désordre augmente, les eﬀets interférentiels en
présence de désordre restreignent le transport diﬀusif, ce qui conduit éventuellement à la
localisation forte. Ceci peut être décrit en considérant une constante de diﬀusion dépendant
de la fréquence D(ω), et vériﬁant l’équation auto-cohérente suivante (voir section C.1 du
chapitre 2 et annexe B) :





−iω +D(ω)Φ2 . (7.2)
Cette relation est fondamentale, car elle donne non seulement les propriétés de localisation
ou de diﬀusion à temps très long, i.e. lorsque ω → 0, mais aussi comment l’on converge
vers ces états asymptotiques. En d’autres termes, cette équation permet de décrire la
dynamique du système au voisinage du seuil passant du régime de diﬀusion anormale aux
temps courts à une dynamique soit diﬀusive, soit localisée aux temps longs.
A.1 Loi d’échelle pour la constante de diffusion D(ω)
Suivant [130], nous montrons que la constante de diﬀusion D(ω) telle que donnée par
l’équation auto-cohérente (7.2), vériﬁe au voisinage du seuil de la transition d’Anderson
une loi d’échelle :
D(ω) ∼ ω1/3G(ωξ3) , (7.3)
où ξ est la longueur de corrélation dans le régime diﬀusif ou la longueur de localisation
dans le régime localisé. La théorie auto-cohérente permet de donner la forme explicite de
la fonction d’échelle G(x).
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A.1.1 Fonction d’échelle











−iω +D(ω)Φ2 , (7.4)
est restreinte à des valeurs de Φ = |Φ| inférieures à 1/k, sans quoi elle n’est pas déﬁnie
(le régime hydrodynamique correspond en eﬀet à kΦ ≪ 1 et ω ≪ 1). Procédant au
changement de variable Φ → y =
√
D(ω)





k , on peut réécrire









































Au voisinage de la transition |k− kc|/kc ≪ 1, et pour des valeurs de fréquence ω suﬃsam-
ment faibles telles que ℓ˜(ω) ≫ 1 [ℓ˜(ω) diverge à la transition quand ω → 0], l’équation


















Ici, nous avons remplacé la limite supérieure ℓ˜(ω) dans l’intégrale de l’équation (7.7) par








(k − kc) . (7.9)
Dans le second terme de droite, nous pouvons approximer k par kc et en se rappelant que
la constante de diﬀusion classique est reliée à kc via kc =
√
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où le signe + correspond au régime diﬀusif k > kc et le signe − au régime localisé k < kc.
On a :
ωξ ∼ ξ−3 . (7.15)
Dans le régime localisé, ξ ∼ ℓ, et la fréquence caractéristique ωξ correspond au temps de
localisation tℓ. L’équation (7.15) est le pendant de la loi tℓ ∼ ℓ3 qui donne la dépendance
du temps de localisation en fonction de la longueur de localisation en dimension trois (voir
chapitre 5). Ainsi, la fonction G(−iω/ωξ) = G˜(ω) vériﬁe d’après ce qu’on a dit :
G(z) = ±z−1/3 + π
√
3G(z)−1/2 , (7.16)
et est telle que :
D(ω)
D
= (−iω)1/3G(−iω/ωξ) . (7.17)
L’équation précédente n’est autre que la loi d’échelle, Eq. (7.3), pour la constante de
diﬀusion D(ω). Ainsi, nous voyons que la théorie auto-cohérente donne la forme explicite
de la fonction d’échelle G. L’équation (7.16) pour G peut être résolue de façon exacte.
Nous en donnons ici les formes asymptotiques.
A.1.2 Comportement asymptotique de la fonction d’échelle dans le régime
diffusif
Considérons le voisinage de la transition du côté diﬀusif 0 < (k − kc)/kc ≪ 1 et plaçons-
nous dans la limite des temps très long, ω ≪ ωξ. Etudier le comportement de la fonction
d’échelle G dans ce régime revient à chercher la solution approchée de l’équation :
y = x−1/3 + y−1/2 , (7.18)
dans la limite où x → 0. Or, le fait que x−1/3 = y − y−1/2 → +∞ n’est possible que si
y → +∞ et donc y−1/2 → 0. Dans ce cas, on a y ∼ x−1/3. Conclusion :
G(z) ∼
z→0
z−1/3 , dans le régime diﬀusif . (7.19)
A.1.3 Comportement asymptotique de la fonction d’échelle dans le régime
localisé
Au voisinage du seuil, du côté localisé 0 < (kc − k)/kc ≪ 1, et à temps très long ω ≪ ωξ
(i.e. au-delà du temps de localisation), la fonction d’échelle se comporte comme la solution
de :
y = −x−1/3 + y−1/2 , (7.20)
140 Chapitre 7. Dynamique d’un paquet d’ondes au seuil de la transition d’Anderson
dans la limite où x → 0. Le signe − devant x−1/3 implique maintenant que c’est y−1/2




z2/3 , dans le régime localisé . (7.21)
A.1.4 Comportement de D(ω) à la transition
Plaçons nous au le régime critique où ωξ ≪ ω. Ce régime est atteint en particulier à la
transition k = kc où ωξ = 0. Le comportement de G dans ce régime est décrit par :
y = x−1/3 + y−1/2 , (7.22)
lorsque x→∞. La solution est
lim
z→∞
G(z) = cste . (7.23)
Dans ce cas, nous voyons que D(ω) se comporte comme :
D(ω) ∼ (−iω)1/3 . (7.24)
C’est le résultat le plus important de cette section. Il constitue le point de départ de notre
analyse de la fonction d’onde critique telle que déduite de la théorie auto-cohérente. Il faut
noter que le régime critique est considéré ici au sens large ωξ ≪ ω et non pas seulement
au sens où k = kc. Le comportement de D(ω) ∼ (−iω)1/3 qui équivaut, comme on le verra
par la suite, à une diﬀusion anormale 〈l2〉 ∼ t2/3, est valide non seulement au seuil de la
transition k = kc, mais aussi pour les temps tels que t≪ tℓ du côté localisé (et de même
du côté diﬀusif avec un temps tξ correspondant à ωξ).








déduite de la théorie d’échelle à un paramètre (voir chapitre 5). En particulier, les compor-
tements asymptotiques de la fonction d’échelle G, Eq. (7.19) et (7.21), correspondent en
tous points à ceux de la fonction d’échelle F . Le grand intérêt de la théorie auto-cohérente
est qu’elle permet non-seulement de retrouver les prédictions de la théorie d’échelle à un
paramètre, mais aussi d’obtenir la forme entière de la fonction d’onde ainsi que sa dyna-
mique [137], comme nous le montrons dans la suite pour le Kicked Rotor quasi-périodique
au seuil de la transition.
A.2 Forme et dynamique de la fonction d’onde critique
On a vu à la section A.2 du chapitre 5 que la dynamique du Kicked Rotor quasi-périodique





+ ω2p2 + ω3p3 +K cos θ1 [1 + ε cos θ2 cos θ3]
∑
n
δ(t− n) , (7.26)
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avec source plane :
ψ3(θ, t = 0) = ψqp(θ1, t = 0)δ(θ2 − ϕ2)δ(θ3 − ϕ3) , (7.27)
où ψqp(θ1, t = 0) est une condition initiale arbitraire du Kicked Rotor quasi-périodique.
La dépendance linéaire de l’Hamiltonien H3 (7.26) suivant p2 et p3, qui n’est pas usuelle,
n’empêche pas la dynamique d’être similairement diﬀusive ou localisée suivant les trois
coordonnées. En revanche, l’anisotropie, gouvernée par le paramètre ε, aﬀecte les proprié-
tés de transport suivant les directions transverses p2 et p3. Comment cela se traduit-il
dans la théorie auto-cohérente précédemment introduite ? On peut montrer [44] que l’eﬀet
d’anisotropie peut être complètement absorbé dans des tenseurs de diﬀusion [classique D˜
et quantique D˜(ω)] anisotropes. Ceci implique entre autres une dépendance du désordre
critique kc suivant ε (voir section E du chapitre 5). Mais cela ne brise pas l’universalité des
lois d’échelle au régime critique (voir chapitre 6). En particulier la loi D˜(ω) ∼ (−iω)1/3
reste valable dans le cas du Kicked Rotor quasi-périodique au seuil de la transition (au
sens où les composantes du tenseur de diﬀusion varient toutes en (−iω)1/3 à la transition).
Partant de la dépendance de D˜(ω) suivant ω au régime critique :
D˜(ω) = ρ˜(−iω)1/3 = c˜ω−1/3 , (7.28)
où ρ˜ est un tenseur constant indéterminé et c˜ = ρ˜e−iπ/6, nous souhaitons obtenir la
forme et la dynamique de la distribution en impulsion p du Kicked Rotor quasi-périodique
|ψqp(p, t)|2 ayant pour condition initiale ψqp(p, t = 0) = δ(p = 0). Ceci revient à calculer
la probabilité P (l, t) = |ψqp(p = lk¯, t)|2 telle que :










−iω +∑3j=1 D˜j,j(ω)ϕ2j , (7.29)
avec f(ϕ) la fonction source associée au problème considéré, qui s’écrit ici sous la forme :
f(ϕ) = δ(ϕ2 = 0)δ(ϕ3 = 0) . (7.30)
Dans l’expression (7.29), on a implicitement considéré que les directions “1”, “2” et “3”
sont les directions propres du tenseur de diﬀusion. La fonction source correspond à la
condition initiale (7.27) pour le Kicked “Rotor” 3D anisotrope (7.26) :
ψ3(θ, t = 0) = δ(θ2 = 0)δ(θ3 = 0) . (7.31)
En intégrant sur les variables ϕ2 et ϕ3, on aboutit facilement à :










−iω +D(ω)ϕ2 , (7.32)
où l’on a notéD(ω) = D˜1,1(ω). Également, dans la suite, nous noterons ρ = ρ˜1,1 et c = c˜1,1.
Nous considérons ici le cas l > 0 sans que la discussion qui suit en devienne moins générale.
En eﬀet P (l, t) est paire suivant l : P (−l, t) = P (l, t). L’intégrale sur ϕ peut être menée






Fig. 7.1: Contour d’intégration Cϕ(R) (en rouge) pour le calcul de l’intégrale Eq. (7.32).
en suivant le contour Cϕ(R) représenté en ﬁgure 7.1. Le théorème des résidus donne :























La fonction à intégrer a en ω = 0 un pôle et un point de branchement. Le contour
d’intégration Cω(ǫ) est donc pris tel que représenté en ﬁgure 7.2. Cω(ǫ) contourne le point
ω = 0 via un demi-cercle de rayon ǫ → 0 dans le demi-plan des parties imaginaires
positives. La ligne de coupure partant de ω = 0 est prise dans le demi-plan des parties
imaginaires négatives.
L’intégrale (7.33) peut se calculer de façon analytique en procédant de la façon suivante.
On eﬀectue le changement de variable suivant ω → Ω = ω1/3/√ic. On a alors :





















où le contour d’intégration CΩ(ε) correspond au contour original pour ω, Cω(ε), et est
représenté en ﬁgure 7.3.
Considérons l’intégrale Eq. (7.34) sur le contour fermé Cf (R) représenté en ﬁgure 7.4 et
qui est consitué de quatre parties, C<(R), C)+(R), C)−(R) et C|(R). Les contours C)+(R)
et C)−(R) sont des portions de cercle de rayon R.




sur ces contours C)+(R) et
C)−(R) tendent vers 0 lorsque R → ∞. Pour voir cela dans le cas du contour C)+(R),
par exemple, on eﬀectue le changement de variable Ω → α avec α telle que Ω = Reiα.
















Fig. 7.2: Le chemin d’intégration sur ω, Cω(ǫ), pour l’équation (7.33) (représenté en rouge) contourne
le point ω = 0 via un demi-cercle de rayon ǫ → 0 dans le demi-plan des parties imaginaires
positives. La ligne de coupure (représentée en bleu) partant de ω = 0 est prise dans le








Fig. 7.3: Le chemin d’intégration sur Ω, CΩ(ǫ), pour l’équation (7.34) (représenté en rouge) corres-
pondant au contour Cω(ǫ) via Ω = ω1/3/
√
ic.









Fig. 7.4: Le contour fermé Cf(R).















Et l’on voit facilement que la fonction majorante tend vers 0 lorsque R→∞.





tégrale Eq. (7.34) sur ce contour fermé est nulle. Après avoir pris la limite R → ∞, on
obtient que l’intégrale sur C|(R→∞) est l’opposé de l’intégrale sur C<(R→∞), qui n’est
autre que P (l, t). Autrement dit :











On peut maintenant procéder au changement de variable Ω→ ̟ = −iΩ pour obtenir :



















Cette dernière équation est l’expression intégrale de la fonction d’Airy Ai [87].
Conclusion, la fonction d’onde critique telle que prédite par la théorie auto-cohérente dans
le cas du Kicked Rotor quasi-périodique vériﬁe :









)−1/3 |l|] . (7.39)
A. Fonction d’onde critique telle que déduite de la théorie auto-cohérente 145
On rappelle que P (l, t) = |ψqp(p = lk¯, t)|2, que l’on a considéré une fonction d’onde initiale
ψqp(p, t = 0) = δ(p = 0) et que l’on a pris D(ω) sous la forme D(ω) = ρ(−iω)1/3, comme
cela est indiqué par la théorie auto-cohérente, où ρ n’est pas connu a priori (voir suite).
On vériﬁe facilement que la probabilité P , Eq. (7.39), est normalisée.
A.3 Confrontation des prédictions de la théorie auto-cohérente pour la
dynamique critique avec les résultats numériques
La fonction d’onde critique telle que prédite par la théorie auto-cohérente, Eq. (7.39), a




Cette dynamique critique est également prédite par la théorie d’échelle à un paramètre,
comme nous l’avons vériﬁé, tant numériquement qu’expérimentalement (voir section V B
de notre article [120] reproduit en section E du chapitre 5), et s’exprime sous la forme





De l’expression Eq. (7.39) pour la fonction d’onde critique, on peut déduire également le
comportement de la probabilité de retour à l’origine Π0(t) = |Ψqp(p = 0, t)|2 = P (0, t) :
Π0(t) ∼ t−1/3 . (7.42)
En outre, et c’est le point le plus important, la fonction d’onde critique devrait, d’après
l’Eq. (7.39), vériﬁer la loi d’échelle suivante :
t1/3P (l, t) = G(lt−1/3) , (7.43)









)−1/3 |x|] . (7.44)
Dans la suite, nous étudions si les données numériques pour le Kicked Rotor quasi-
périodique au régime critique vériﬁent chacune de ces prédictions.
Nous présentons ici les résultats de simulations numériques pour le Kicked Rotor quasi-
périodique avec les paramètres k¯ = 2.85, ω2 = 2π
√
5 et ω3 = 2π
√
13 au régime critique
(K, ε) = (6.36, 0.43) ≈ (Kc, εc). Nous avons bien sûr vériﬁé que les propriétés auxquelles
on s’intéresse (i.e. les lois d’échelle) étaient insensibles au choix des paramètres k¯, ω2 =
2π
√
5 et ω3 = 2π
√
13. La dynamique critique est étudiée pour des temps variant dans un
intervalle à l’ambitus très large t ∈ [103, 106].
Vériﬁons d’abord si les données numériques représentées en ﬁgure 7.5 vériﬁent la loi
d’échelle (7.43) prédite par la théorie auto-cohérente. Pour ce faire, nous étudions le com-
portement de t1/3P (l, t) en fonction de la quantité renormalisée lt−1/3. La ﬁgure 7.6 re-
présente le résultat de cette étude. Le fait que les données pour diﬀérents temps t entre
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Fig. 7.5: Évolution temporelle de la fonction d’onde critique P (l, t) du Kicked Rotor quasi-périodique.
Les fonctions représentées correspondent à différents temps t entre t = 103 (en noir) et





13 et l’on a considéré le régime critique (K, ε) = (6.36, 0.43) ≈ (Kc, εc) (ensemble
de paramètres A considéré dans notre article long [120] reproduit en section E du chapitre
5).
t = 103 et t = 106 se superposent est une premier argument en faveur de la loi d’échelle
(7.43).
Est-ce que la fonction d’échelle, clairement visible en ﬁgure 7.6, correspond à celle prédite
par la théorie auto-cohérente, G, Eq. (7.44) ? Pour examiner cela, essayons d’ajuster la
prédiction G à la fonction t1/3P (l, t) vs. lt−1/3 obtenue numériquement. L’unique paramètre
ajustable caractérisant G est ρ. La valeur optimale de ρ est celle qui minimise l’écart entre
la fonction test ln G et les données ln[t1/3P (l, t)]. Le fait que l’on considère le logarithme
de la fonction d’échelle et non la fonction d’échelle elle-même est lié à ce que nous devons
donner du poids aux données numériques pour les valeurs grandes de l. Le domaine de
validité de la théorie auto-cohérente est en eﬀet dans la limite diﬀusive kϕ≪ 1 et ω ≪ 1,
qui correspond aux temps longs et aux grands l.
La ﬁgure 7.7 représente le résultat d’une telle tentative d’ajustement. L’accord entre le
modèle théorique G (7.44) et les données numériques est très bon pour les grandes valeurs
de lt−1/3. Néanmoins, au voisinage de lt−1/3 ≈ 0, les données numériques diﬀèrent nota-
blement du modèle (7.44), comme vu dans la ﬁgure 7.7 (a). Dans ce régime, on observe
un “petit pic” dans l’amplitude croît en fonction du temps (à temps courts, ce petit pic
est négligeable -voir la comparaison avec les données expérimentales). Ceci est particu-
lièrement manifeste lorsque l’on considère le comportement de P (l = 0, t) = Π0(t) : au
contraire de ce qui est prédit par la théorie auto-cohérente, Π0(t) ne décroît pas suivant
Π0(t) ∼ t−1/3 mais plutôt suivant :
Π0(t) ∼ t−α , (7.45)
avec α ≈ 0.29 (voir ﬁgure 7.9).
Les raisons de cette divergence entre les prédictions de la théorie d’échelle à un para-
mètre et de la théorie auto-cohérente et les observations pour la fonction d’onde critique à
temps longs font l’objet de la section B suivante. Auparavant, nous eﬀectuons une rapide






























Fig. 7.6: Comportement d’échelle au régime critique de la fonction critique du Kicked Rotor quasi-
périodique : t1/3P (l, t) est représenté en fonction de lt−1/3 . Les fonctions représentées
correspondent à celles de la figure 7.5, i.e. sont associées à différents temps t entre t = 103
(en noir) et t = 106 (en orange). Le fait que toutes se superposent est un premier argument en
faveur de la loi d’échelle (7.43) prédite par la théorie auto-cohérente du Kicked Rotor quasi-
périodique. Les paramètres ont été pris comme suit : k¯ = 2.85, ω2 = 2π
√
5 et ω3 = 2π
√
13 et
l’on a considéré le régime critique (K, ε) = (6.36, 0.43) ≈ (Kc, εc) (ensemble de paramètres
A considéré dans notre article long [120] reproduit en section E du chapitre 5).






























Fig. 7.7: Ajustement du modèle théorique G (7.44) (courbe rouge) aux données numériques pour le
Kicked Rotor au régime critique et à temps long t = 106 (courbe noire). Le seul paramètre
ajustable dans le modèle (7.44) est ρ. La valeur optimale de ρ, qui minimise l’écart entre
la fonction test lnG (7.44) et les données ln[t1/3P (l, t)], est trouvée compatible avec la
détermination directe de ln Λc : ln(3ρ/Γ(2/3)) ≈ 1.62 ≈ ln Λc = 1.60 ± 0.04 (voir table
II de notre article [120] reproduit en section E du chapitre 5). L’accord entre le modèle
et les données est très bon pour les grandes valeurs de lt−1/3. En revanche, au voisinage de
lt−1/3 ≈ 0, les données diffèrent notablement de la fonction d’Airy. Cette divergence constitue
une déviation vis-à-vis de la théorie d’échelle à un paramètre et de la théorie auto-cohérente.
Les paramètres ont été pris comme suit : k¯ = 2.85, ω2 = 2π
√
5 et ω3 = 2π
√
13 et l’on
a considéré le régime critique (K, ε) = (6.36, 0.43) ≈ (Kc, εc) (ensemble de paramètres A
de [120]).
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Fig. 7.8: Ajustement du modèle théorique G (7.44) (courbe rouge) aux données expérimentales pour le
Kicked Rotor quasi-périodique au régime critique à t = 150 kicks (points noire). L’accord entre
le modèle et les données est très bon. Aucune déviation statistique notable n’est observée vis-
à-vis de la théorie auto-cohérente : le “petit pic” n’a pas eu le temps de se former (voir texte).
Les paramètres expérimentaux sont les suivants : k¯ = 2.89, ω2 = 2π
√
7 et ω3 = 2π
√
17 et
le régime critique (K, ε) = (6, 0.38) ≈ (Kc, εc) a été considéré.
confrontation de nos prédictions avec les données expérimentales.
A.4 Comparaison de la prédiction de la théorie auto-cohérente pour la
fonction d’onde critique avec les données expérimentales
Dans cette sous-section, nous présentons des résultats expérimentaux récemments obtenus
par Hans Lignier de l’équipe de J.-C. Garreau et P. Szriftgiser à Lille, dont l’analyse n’est
pas complètement achevée. Ils devraient, sous peu, faire l’objet d’un article dans lequel
ﬁgurera notre analyse théorique.
La transition d’Anderson est observée expérimentalement avec le Kicked Rotor quasi-
périodique également pour les paramètres : k¯ = 2.89, ω2 = 2π
√
7, ω3 = 2π
√
17 et (K, ε)
variant linéairement entre (4, 0.1) et (9, 0.8). Le seuil critique est alors (Kc, εc) ≈ (6, 0.38)
et l’exposant critique de la longueur de localisation est ν = 1.5± 0.3.
La distribution en impulsion expérimentale, mesurée à t = 160 kicks, ne présente pas de
déviation signiﬁcative par rapport à notre forme analytique de la fonction d’onde critique
(voir ﬁgure 7.8). À temps courts, les déviations à la théorie auto-cohérente sont négligeables
(le petit pic n’a pas eu le temps de se former).
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Fig. 7.9: Décroissance de la probabilité de retour à l’origine, Π0(t) = P (l = 0, t), en fonction du
temps pour le Kicked Rotor quasi-périodique au régime critique (en noir). Contrairement à
la prédiction de la théorie auto-cohérente, Π0(t) ne décroît pas suivant Π0(t) ∼ t−1/3 mais
plutôt suivant Π0(t) ∼ t−α avec α ≈ 0.29. La droite représentée en rouge est obtenue par
régression linéaire de ln Π0(t) en fonction de ln(t). La pente obtenue est α ≈ 0.29. Les
paramètres ont été pris comme suit : k¯ = 2.85, ω2 = 2π
√
5 et ω3 = 2π
√
13 et l’on a
considéré le régime critique (K, ε) = (6.36, 0.43) ≈ (Kc, εc).
B Déviations à la théorie auto-cohérente : multi-fractalité
La dynamique de la fonction d’onde critique est, en bonne approximation, décrite par la
théorie auto-cohérente pour le Kicked Rotor quasi-périodique. La loi d’échelle prédite pour
t1/3P (l, t), Eq. (7.43) et (7.44), est vériﬁée par les données numériques dans la limite des
grands lt−1/3. Une nette déviation à la loi d’échelle est néanmoins observée dans le régime
où lt−1/3 ≈ 0. En particulier, la probabilité de retour à l’origine Π0(t) ne se comporte pas
comme prévu par la théorie auto-cohérente, i.e. en Π0(t) ∼ t−1/3, mais suit plutôt la loi
Π0(t) ∼ t−ds avec ds ≈ 0.29.
Et pourtant, la loi de décroissance prédite théoriquement Π0(t) ∼ t−1/3 est bien celle
à laquelle on s’attend par un argument naïf de normalisation. Suivant cet argument, la
probabilité de retour à l’origine est inversement proportionnelle au volume de la région




]−1/2 ∼ t−1/3 , (7.46)
puisque le Kicked Rotor quasi-périodique est un système uni-dimensionel. Dans le cas d’un
système désordonné 3D usuel, ce même type d’argument conduirait à une décroissance :
P (r = 0, t) ∝
[
〈r2〉(t)
]−3/2 ∼ t−1 . (7.47)
Ce n’est pas non plus ce qui est observé ; la probabilité de retour à l’origine décroît moins
vite : P (r = 0, t) ∼ t−0.6 [42]. Quelle est l’origine de ce comportement singulier ?
Pour en avoir une idée, considérons le problème de transport dénommé “la fourmi dans
le labyrinthe” [138, 139]. La fourmi dans le labyrinthe consiste en une “fourmi” diﬀusant
dans un amas percolant. Le régime critique de la transition d’Anderson est semblable à
ce problème de transport lorsque le système percolant est au seuil de percolation. Dans ce
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cas , la probabilité que la fourmi parcoure la distance r en t pas, Pf (r, t), vériﬁe une loi
d’échelle de la forme [139] :
Pf (r, t) = t
−dsGf (rdw/t) . (7.48)
L’argument rdw/t est tel que le moment 〈r2〉 se comporte comme 〈r2〉 ∼ t2/dw (dans le cas
de la transition d’Anderson, nous avons dw = d où d est la dimension de l’espace).
Le préfacteur t−ds , qui est relié à la probabilité de retour à l’origine Pf (r = 0, t), peut être
déterminé par normalisation. La marche de la fourmi est restreinte à l’amas inﬁni qui est
un objet de dimension fractale D, i.e. qui est tel que sa masse comprise dans une région
de taille linéaire R varie comme RD (la dimension fractale est inférieure à la dimension
de l’espace : D < d). Ainsi, le volume (i.e. la masse) exploré par la fourmi en un temps t
est
[〈r2〉(t)]D/2 et non [〈r2〉(t)]d/2 ; ce qui conduit à la décroissance pour la probabilité de
retour à l’origine :
Pf (r = 0, t) = t−D/dw , (7.49)
i.e. ds = D/dw.
Dans le cas d’un système désordonné en dimension d au seuil de la transition d’Anderson,
dw = d. Et l’on observe bien une décroissance de la probabilité de retour à l’origine
P (r = 0, t) ∼ t−ds avec ds < 1. L’analogie avec la fourmi dans le labyrinthe suggère donc
l’existence d’un espace dans lequel la fonction d’onde se propage eﬀectivement, espace à
tout le moins fractal. L’objet de cette dernière section est de montrer quel est cet espace
(en fait il existe deux espaces intimement reliés) et quelles sont ses caractéristiques. Nous
verrons qu’il est en fait multi-fractal et que la dynamique critique du Kicked Rotor quasi-
périodique est directement reliée à ce caractère multi-fractal [140,141]. Nous vériﬁerons que
les observations pour la fonction d’onde critique du Kicked Rotor quasi-périodique sont
pleinement compatibles avec cette description théorique en termes de multi-fractalité [142].
B.1 Probabilité de retour à l’origine
La discussion suivante est en partie tirée de l’article [140]. Nous considérons le cas d’un
système désordonné en dimension d. Nous étudions l’évolution temporelle d’un tel système
ayant pour condition initiale l’état |ψ(t = 0)〉 = |ψ〉.
Qu’est-ce qui détermine la décroissance de la probabilité de retour à l’origine Π0(t) =
P (r = 0, t) ? Cette probabilité s’écrit de façon explicite sous la forme :
Π0(t) = |〈ψ(t = 0)|ψ(t)〉|2 . (7.50)
Décomposant l’état initial |ψ(t = 0)〉 suivant la base des états propres |Ψk〉 de l’Hamilto-
nien du système,
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Ainsi l’on voit que la probabilité de retour à l’origine est intimement liée à la décomposition









B.1.1 Densité locale d’états
On peut caractériser l’Hamiltonien du système H via ses projections spectrales Pˆω :
Pˆω|ψ〉 = aω|Ψω〉 , (7.54)
où ω appartient au spectre de H. On peut alors déﬁnir la densité locale d’états ρ(ψ,ω)
vis-à-vis de la condition initiale |ψ〉 comme suit :




|ak|2δ(ω − ωk) . (7.55)






B.1.2 Dimension de corrélation
La décroissance de la probabilité Π0(t) est déterminée par les propriétés de la densité
locale d’états ρ(ψ,ω). Une propriété fondamentale de la transition d’Anderson est qu’au
régime critique, la densité locale d’états est multi-fractale. Nous précisons ici, de façon
très succinte, comment caractériser cette multi-fractalité. On se référera aux articles [143]
et [144] pour une discussion complète et rigoureuse de la notion fondamentale de multi-
fractalité.
Parce que le concept de multi-fractalité fut d’abord introduit pour décrire les attracteurs
chaotiques, nous prendrons l’exemple d’un tel objet. Comment caractériser un attracteur
étrange ? Sa géométrie peut être complexe et diﬃcile à décrire. Il est donc utile de se
donner des moyens quantitatifs pour le caractériser. Sans doute, le moyen le plus simple
est sa “dimension”. Mais, comme on va le voir par la suite, la notion de dimension peut
recouvrir de nombreux sens.






Si l’objet que l’on souhaite caractériser existe dans un espace de dimension d (d est né-
cessairement un entier), alors M(b) est déﬁni comme le nombre minimum d’hyper-cubes
de dimension d et de côté b (formant une grille permettant un échantillonage de tout l’es-
pace) qu’il est nécessaire pour recouvrir l’attracteur. D’après l’équation (7.57), ce nombre
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se comporte comme M(b) ∼ b−D0. Pour un objet non-fractal, la dimension de Hausdorf
est entière. Dans le cas d’un objet fractal, i.e. d’un objet qui présente des fractures en tous
points, la dimension de Hausdorﬀ est non-entière.
Concernant un attracteur étrange, la procédure précédente ne permet pas de caractériser
entièrement cet objet. Parmi les cubes recouvrant l’attracteur (et dans la limite où b →
0), certains sont beaucoup plus peuplés que d’autres. L’orbite de l’attracteur passe ainsi
beaucoup de temps dans certains cubes et très peu de temps dans d’autres. Autrement dit,
l’attracteur étrange n’est pas une fractale uniforme. Ainsi, une objection fondamentale à
l’utilisation de la dimension de Hausdorﬀ comme unique caractérisation d’un attracteur
étrange est que l’on devrait être plus intéressé par les cubes où l’orbite passe beaucoup de
temps, alors que D0 ne permet pas de faire de distinction entre les cubes.
On peut généraliser la dimension de Hausdorﬀ pour rendre compte du caractère non-
uniforme de l’objet fractal considéré. Une inﬁnité de dimensions Dq peuvent eˆtre déﬁnies
qui donnent plus ou moins de poids aux hyper-cubes les plus occupés [143]. Un objet est
dit multi-fractal lorsque toutes les dimensions Dq ont des valeurs différentes. Parmi les






où C(b) compte le nombre de paires de points qui sont distants de moins de b l’un de
l’autre. Dans le cas d’un attracteur étrange consitué de N points (N → ∞) notés Xj ,






Θ(b− |Xi −Xj |) , (7.59)
où Θ est la fonction de Heaviside. Hormis le cas où l’objet fractal est uniforme, la dimension
de corrélation vériﬁe : D2 < D.
Dans le cas du spectre local que nous considérons, la dimension de corrélation Dρ2 peut











La fonction γ(b) donne la probabilité que deux états propres entrant (avec leur poids
associés) dans la décomposition de l’état initial |ψ〉 aient une diﬀérence en énergie inférieure
à b.
B.1.3 Corrélations spectrales et probabilité de retour à l’origine
Montrons que la fonction de corrélation spectrale γ(b) est reliée à la probabilité de retour




1 si x ∈ A ,
0 si x /∈ A ,
(7.61)
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avec A = [−b/2, b/2]. Cette fonction caractéristique permet de réécrire l’équation pour la





dω′ χA(ω − ω′)ρ(ψ,ω′) . (7.62)
Cette relation fait apparaître un produit de convolution, qui s’écrit comme la transformée
de Fourier inverse du produit des transformées de Fourier de χA(ω) et de ρ(ψ,ω) :
∫






ρ(ψ, τ) . (7.63)













L’intégrale sur ω fait appraître une transformée de Fourier de la densité locale d’états :
∫ +∞
−∞
dω ρ(ψ,ω)eiωτ = 2πρ(ψ,−τ) = 2πρ∗(ψ, τ) , (7.65)








Or d’après l’équation (7.56), on a : Π0(t) = 4π2ρ(ψ, τ)ρ∗(ψ, τ). Par conséquent, la proba-










B.1.4 Fonction de corrélation temporelle



















dt′ Π0(t′) , (7.69)
on peut transcrire le comportement en loi de puissance pour γ(b) sous la forme d’une
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La dynamique de la fonction de corrélation temporelle C(t) (7.69) est donc caractérisée
par la dimension de corrélation Dρ2 de la densité locale d’états ρ(ψ,ω). Dans le cas où
la probabilité de retour à l’origine Π0(t) a un comportement algébrique Π0(t) ∼ t−ds ,
l’exposant associé ds est donc cette dimension de corrélation Dρ2 :
ds = Dρ2 . (7.72)
Mais quelle est la dimension de Hausdorﬀ de cette densité d’états locale ? C’est ce que
nous allons voir.
B.2 Expansion du paquet d’ondes
Dans cette sous-section, nous rappelons un argument heuristique reliant l’expansion d’un
paquet d’ondes initial |ψ〉, i.e. l’évolution temporelle de sa variance, à la dimension de
Hausdorﬀ Dρ0 de la densité locale d’états ρ(ψ,ω). Nous reprenons les discussions de cet
argument précédemment publiées dans [96,141,145]. Nous considérons le cas d’un système
1D tel que le Kicked Rotor, mais dont le spectre et la dynamique ne sont pas nécessairement
ceux d’un système localisé à temps long. Un tel système est par exemple le Kicked Harper
[voir [141]]. Le raisonnement heuristique que nous allons présenter est une généralisation
de l’argument trouvé dans [96] pour le Kicked Rotor qui conduit a une estimation de
la longueur de localisation pour le Kicked Rotor en très bon accord avec les résultats
numériques [92].
Supposons que nous considérions l’évolution temporelle d’un paquet d’ondes jusqu’à un
temps t. Comme expliqué précédemment, le paquet d’ondes initial se décompose suivant
la base des états propres de l’Hamiltonien du système, et les quasi-énergies associées aux
états-propres entrant en compte dans cette décomposition forment le “spectre local”. La
dynamique de ce paquet d’ondes est essentiellement inﬂuencée par le fait que jusqu’au
temps t, le spectre n’est pas résolu de façon exacte, mais avec une résolution limitée par
le principe d’incertitude : ∆ω ∼ t−1.
Dire ceci permet de rendre compte de ce que le Kicked Rotor a d’abord une dynamique
diﬀusive puis se localise. Ainsi, le spectre local associé au Kicked Rotor, qui est un système
localisé, est discret, caractérisé par un espacement moyen entre niveaux voisins ∆. Cepen-
dant, le caractère discret du spectre ne peut être résolu qu’après un temps suﬃsamment
long tℓ ∼ 1/∆. C’est seulement au-delà de ce temps que le système se localise. En-deça
de ce temps, le système a une dynamique diﬀusive. Le spectre est en eﬀet “perçu comme
continu”.
Nous pouvons étendre ce raisonnement au cas d’un système au spectre quelconque, i.e.
pas nécessairement continu ni discret [141]. Explorer le spectre local des quasi-énergies
avec la résolution limitée ∆ω ∼ t−1 revient, en quelque sorte, à essayer de le recouvrir
de segments de taille ∆ω. Comme toutes les quasi-énergies sont dans un intervalle ﬁni
[0, 2π], le nombre NΨ(∆ω) des segments nécessaires pour recouvrir le spectre correspond
au nombre d’états propres entrant eﬀectivement en compte dans la dynamique. Lorsque
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où Dρ0 est la dimension de Hausdorﬀ du spectre local. Ce qui peut se réécrire en représen-




dans la limite où t tend vers l’inﬁni. Or, le nombre d’états propres entrant en compte dans




De cette façon, on voit que le comportement de la variance d’un paquet d’ondes en fonction
du temps vériﬁe une loi algébrique avec pour exposant deux fois la dimension de Hausdorﬀ
Dρ0 :
〈l2〉(t) ∼ t2Dρ0 , (7.76)
dans la limite des temps longs, t→∞.
B.3 Densité locale d’état multi-fractale pour le Kicked Rotor quasi-
périodique au régime critique
La dynamique de la fonction d’onde critique du Kicked Rotor quasi-périodique ayant pour
condition initiale ψqp(p, t = 0) = δ(p = 0) révèle la propriété multi-fractale de la densité
locale d’états associée à sa condition initiale. Ainsi la variance du paquet d’ondes varie
suivant une diﬀusion anormale avec exposant 2/3 (voir chapitre 5) :
〈l2〉(t) ∼ t2/3 , (7.77)
ce qui, d’après l’argument heuristique précédemment introduit, indique une dimension de





Cependant, la probabilité de retour à l’origine Π0(t) varie en fonction du temps suivant la
loi algébrique :
Π0(t) ∼ t−ds , (7.79)
avec l’exposant ds = 0.29± 0.01 (voir ﬁgure 7.9). La dimension de corrélation Dρ2 = ds de
la densité locale d’états vaut donc :
Dρ2 = 0.29 ± 0.01 < Dρ0 = 1/3 . (7.80)
Le fait que la dimension de corrélation Dρ2 est strictement inférieure à la dimension de
Hausdorﬀ Dρ0 signiﬁe la multi-fractalité (i.e. au moins la bi-fractalité 1) de la densité
locale d’états. Cette multi-fractalité est responsable du “petit pic” observé pour la fonction
d’onde critique au voisinage de lt−1/3 ≈ 0 (voir ﬁgure 7.7).
1Nous avons trouvé que les deux dimensions Dρ0 et D
ρ
2 étaient distinctes, et ceci atteste du caractère bi-
fractal du spectre local. Pour démontrer le caractère multi-fractal attendu pour le spectre local, il faudrait,
en toute rigueur, déterminer entièrement le spectre de dimensions {Dρq}q . Ceci pourrait être fait en étudiant
les corrélations temporelles à q points de la fonction d’onde telles que ψ∗(0, t1)ψ
∗(0, t2)ψ(0, t3)ψ(0, t4) (à
quatre points ici).
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Il faut noter que la valeur de Dρ2 ainsi mesurée à partir de Π0(t) est universelle : elle est
indépendante du choix des paramètres k¯, ω2 et ω3, à compter du fait qu’ils vériﬁent les
conditions d’incommensurabilité nécessaires à l’observation de la transition d’Anderson
avec le Kicked Rotor quasi-périodique (voir chapitre 6).
Un autre point important qu’il faut souligner est le suivant. Contrairement à ce qu’elle
paraˆıt à première vue, la quantité que nous étudions Π0(t) = |ψqp(p = 0, t)|2 n’est pas
égale à la probabilité de retour à l’origine pour le Kicked Rotor 3D avec pour condition
initiale |ψ3(t = 0)〉 correspondant à l’état initial |ψqp(t = 0)〉 pour le Kicked Rotor quasi-
périodique. Or l’on sait (voir chapitre 5) qu’à l’instant t, l’état |ψ3(t)〉 vériﬁe :
ψ3(θ, t) = ψqp(θ1, t) δ(θ2 − ω2t) δ(θ3 − ω3t) , (7.81)
pour l’Hamiltonien H3 du Kicked Rotor 3D, Eq. (7.26), associé au Kicked Rotor quasi-
périodique. Ainsi, puisque les fréquences ω2 et ω3 sont incommensurables entre-elles et
avec 2π, la probabilité de retour à l’origine pour le Kicked Rotor 3D avec l’état initial
|ψ3(t = 0)〉 est nulle :
|〈ψ3(t)|ψ3(t = 0)〉|2 = 0 , (7.82)
pour tout t > 0. L’application directe de la théorie développée aux sous-sections B.1 et
B.2 n’est donc pas totalement fondée. Une justiﬁcation plus rigoureuse du lien entre la
dynamique du Kicked Rotor quasi-périodique et sa densité locale d’états reste à établir.
Enﬁn, il faut également noter que les dimensions multi-fractales mesurées pour le Kicked
Rotor quasi-périodique ne se comparent pas de façon triviale avec celles mesurées dans le
cas d’un système désordonné 3D usuel, au régime critique de la transition d’Anderson et
ayant pour condition initiale un état piqué en r = 0 [42]. Ces deux problèmes considèrent
en eﬀet des états initiaux très diﬀérents : l’état initial du Kicked Rotor quasi-périodique
correspond à une source plane, tandis que celui du système désordonné 3D considéré
en [42] est une source ponctuelle. Ceci se traduit par des propriétés multi-fractales quanti-
tativement diﬀérentes. On peut néanmoins faire correspondre les dimensions de Hausdorﬀ
mesurées. Dans le cas d’un système désordonné 3D usuel, cette dimension D˜ρ0 est l’unité.
Elle est en eﬀet reliée à l’expansion du paquet d’ondes via [142] :
〈r2〉 ∼ t2D˜ρ0/d , (7.83)
où d = 3 (ceci généralise le résultat présenté à la sous-section B.2 en dimension trois).
Ainsi, puisque l’on sait que 〈r2〉 ∼ t2/d pour un système désordonné au régime critique, la
dimension de Hausdorﬀ d’un système désordonné 3D est trois fois celle correspondant au
Kicked Rotor quasi-périodique, ceci à cause du fait que le Kicked Rotor quasi-périodique
est un système uni-dimensionnel.




ans ce manuscrit, nous avons abordé le problème de la transition d’Anderson sous
un jour nouveau : celui du chaos plutôt que du désordre, celui des atomes froids
plutôt que des électrons. La pertinence de cette approche peut être vue dans ce
qu’elle a permis de réaliser :
– la première observation expérimentale de la transition d’Anderson avec des ondes de
matière atomiques,
– la validation expérimentale de la théorie d’échelle à un paramètre de la localisation,
– la première détermination expérimentale non-ambigüe de l’exposant critique ν de la
longueur de localisation,
– le calcul et l’observation de l’état critique du système au seuil de la transition.
Les limitations liées au dispositif expérimental, plutôt que d’empêcher l’observation de la
transition, nous ont amené à donner une caractérisation beaucoup plus profonde utilisant
les idées fondamentales du groupe de renormalisation. La plupart des méthodes dévelop-
pées n’auraient sans doute pas vu le jour dans un contexte de travail purement théorique.
C’est bien l’interaction forte théorie-expérience qui a motivé notre démarche.
Également, nos travaux de thèse ont été tournés vers l’étude de la correspondence entre le
chaos et le désordre, entre le Kicked Rotor quasi-périodique et les systèmes désordonnés
3D tels que modélisés par le modèle d’Anderson. Nous avons pu montrer l’exacte cor-
respondence des comportements critiques de ces deux modèles : ils appartiennent à la
même classe d’universalité, celle des systèmes désordonnés invariants par renversement du
temps. Par ailleurs, la théorie auto-cohérente de la localisation s’applique au cas du Ki-
cked Rotor quasi-périodique et donne des prédictions en très bon accord avec les résultats
expérimentaux et numériques.
L’intérêt du système considéré dans notre étude est double : Intérêt expérimental d’abord,
puisqu’il a permis d’observer des phénomènes aussi fondamentaux que la localisation expo-
nentielle, l’expansion diﬀusive ou la dynamique critique de la fonction d’onde, phénomènes
diﬃciles voire impossibles à observer expérimentalement avec d’autres systèmes. Intérêt
numérique ensuite, puisqu’il a permis une étude ﬁne des diﬀérentes dynamiques de la
localisation.
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L’intérêt porté sur ce type de système dynamique pseudo-désordonné ne devrait pas dé-
croître. Les perspectives d’étude sont en eﬀet nombreuses et importantes.
A Transition d’Anderson en dimension d > 3 avec le Kicked
Rotor quasi-périodique
Pour une transition de phase thermodynamique du second ordre, il existe une dimension
d’espace (la dimension critique supérieure) à partir de laquelle les exposants critiques sont
ceux de la théorie de champ moyen. Dans le cas du modèle d’Ising, la dimension critique
supérieure est d = 4. Dans le cas de la transition d’Anderson, il semble que la dimension
critique supérieure soit inﬁnie [146, 147], bien que certains arguments théoriques militent
plutôt en faveur de d = 4 [147]. En outre, une théorie semiclassique de la transition
d’Anderson [146] suggère une expression analytique de la variation de l’exposant critique
de localisation en fonction de la dimension : ν = 12+
1
d−2 . Or jusqu’à présent, aucune mesure
précise des exposants critiques en dimension d ≥ 4 n’a pu être eﬀectuée. La simulation
d’un échantillon sous forme de barre Ld−1⊥ × L (avec L≫ L⊥ longueur de la barre) ou de
cube Ld est en eﬀet extrêmement coûteuse en temps de calcul.
Une autre façon de simuler un système désordonné de dimensionnalité d est de consi-
dérer, comme cela a été montré dans ce manuscrit, le Kicked Rotor quasi-périodique à
d fréquences incommensurables. L’avantage du Kicked Rotor quasi-périodique vis-à-vis
du modèle d’Anderson de dimensionnalité d réside dans son caractère unidimensionnel.
Ainsi, simuler la dynamique du kicked rotor quasi-périodique plutôt que celle du modèle
d’Anderson permet une économie en temps de calcul de l’ordre de Ld−1 [119].
L’étude des diﬀérentes dynamiques localisées (phase localisée) ou diﬀusives (phase mé-
tallique) permet, comme on l’a vu (voir chapitre 6), une mesure précise des exposants
critiques. Au voisinage du seuil critique, l’ensemble des dynamiques peut être décrit par
une loi d’échelle fonction du temps et du “désordre”. C’est sur la caractérisation de cette
loi d’échelle que repose la mesure des exposants critiques. En fait, la variable temps t peut-
être vue comme l’équivalent du volume d’un échantillon du modèle d’Anderson : t ≡ Ld
en dimension d. Comme dans le cas du modèle d’Anderson, la précision de la mesure dé-
pend sensiblement de l’ambitus de variation de la variable temps. De ce fait, il nous faut
simuler l’évolution du kicked rotor quasi-périodique sur des temps suﬃsamment grands
pour avoir une estimation précise des exposants critiques. En dimension d = 3 nous avons
dû atteindre t = 106. En dimension d = 4, il faudrait simuler l’évolution sur un temps
correspondant 100 fois plus grand : t = 108. Ceci est accessible, par exemple en utilisant
des moyens informatiques tels que ceux de l’IDRIS. Nous avons déjà débuté cette étude.
Expérimentalement, l’observation de la transition d’Anderson en dimension quatre ne
semble envisageable qu’en augmentant sensiblement les durées d’expérience (qui sont li-
mitées à l’heure actuelle à t = 150 kicks - voir chapitre 4), ce qui demande une refonte
assez importante du dispositif expérimental. Parmi les pistes envisagées pour permettre
d’augmenter ce temps maximal d’expérience, on peut citer le changement de conﬁguration
de l’onde stationnaire de la position horizontale à une station verticale, tout en veillant
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à accompagner la chute des atomes en déphasant progressivement les faisceaux lasers
contre-propageants.
B Effets de la symétrie par renversement du temps sur la
localisation : champ magnétique effectif
Une autre perspective très intéressante est l’étude de l’eﬀet de la symétrie par renverse-
ment du temps sur les propriétés de localisation dynamique (voir section E du chapitre 3).
Généralement, dans les systèmes désordonnés électroniques, cette symétrie est cassée du
fait d’un champ magnétique uniforme. Dans le contexte des atomes froids, la réalisation
d’un champ magnétique eﬀectif pour les atomes électriquement neutres n’est pas tâche
aisée [148–150]. Or, il semble que l’on puisse introduire un terme de “champ magnétique”
eﬀectif dans l’Hamiltonien du Kicked Rotor périodique [voir Eq. (3.61)]. Ce terme brise la
symétrie par renversement du temps comme révélé par la statistique des niveaux de quasi-
énergie (voir ﬁgure 3.8), et aﬀecte la localisation dynamique du Kicked Rotor périodique
1D [101, 102]. En outre, l’introduction d’un tel terme semble réalisable expérimentale-
ment. Comment se généralisent ces idées au cas du Kicked Rotor quasi-périodique ? Cette
question est d’importance. On pourrait alors étudier expérimentalement les eﬀets de loca-
lisation dynamique dans la classe unitaire, et, pourquoi pas, l’eﬀet Hall quantique entier,
prédit pour des systèmes faiblement désordonnés 2D en présence d’un champ magnétique
transverse intense.
C Approche statistique
Une approche fondamentale de la localisation et de la transition d’Anderson dont nous
avons peu fait usage est celle statistique. La transition d’Anderson peut ainsi être révé-
lée par un changement dans la distribution statistique des niveaux (voir section A.1 du
chapitre 5 et section E du chapitre 3). Également, le régime critique peut être caractérisé
par de fortes ﬂuctuations statistiques de la fonction d’onde, intimement reliées au phé-
nomène de multi-fractalité. Une telle approche de la localisation dans le Kicked Rotor
quasi-périodique est hautement souhaitable et tout à fait envisageable sur le plan numé-
rique. Cependant, il ne semble pas, a priori, qu’une étude statistique expérimentale puisse
être menée de façon simple : la fonction d’onde expérimentale est eﬀet auto-moyennée,
au sens où elle est le résultat d’une moyenne de la dynamique sur un très grand nombre
d’atomes indépendants (voir section A.1 du chapitre 4).
D Interactions et désordre
Comment les interactions entre particules aﬀectent la localisation est un problème dont
l’analyse est d’une extrême complexité, tant sur le plan théorique que numérique [15–17].
Les expériences avec atomes froids sont très attendues sur ce sujet, entre autres du fait
qu’elles permettent de contrôler la force des interactions entre atomes ultra-froids via
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des résonances de Feshbach [26]. Le Kicked Rotor réalisé avec un condensat de Bose-
Einstein [151,152] est un candidat potentiel à l’étude des eﬀets des interactions mutuelles
sur la localisation.
Annexe
A Description diagrammatique du Kicked Rotor périodique
1D
Nous montrons dans ce manuscrit comment calculer, à partir de la théorie auto-cohérente
de Vollhardt et Wölﬂe [44], la fonction d’onde critique du Kicked Rotor quasi-périodique
au seuil de la transition d’Anderson (voir section A du chapitre 7). Le fait que nous
puissions appliquer cette théorie au cas du Kicked Rotor n’est pas trivial. Le Kicked Rotor
diﬀère en eﬀet d’un système désordonné usuel par sa dynamique classique déterministe
qui ne peut pas toujours être assimilée à une marche aléatoire. C’est pourquoi, dans un
premier temps, nous préciserons dans quel régime de paramètres le Kicked Rotor peut
être considéré comme effectivement désordonné. Nous rappellerons ensuite comment l’on
peut formuler une description diagrammatique [131] similaire à celle usuelle des systèmes
faiblement désordonnés. Nous déﬁnirons alors les équivalents pour le Kicked Rotor de
concepts clés de la théorie diagrammatique des systèmes désordonnés tels que le libre
parcours moyen ou la fonction de Green moyennée sur le désordre. Nous montrerons enﬁn
comment rendre compte de la diﬀusion classique à partir de cette théorie diagrammatique,
et quelles sont les premières corrections quantiques à cette marche diﬀusive.
A.1 Langage diagrammatique pour décrire le Kicked Rotor
Nous considérons ici le cas du Kicked Rotor 1D. Nous généraliserons les résultats obtenus
au cas qui nous intéresse, celui du Kicked Rotor 3D, par la suite.
A.1.1 Discussion qualitative de la localisation dynamique faible
La discussion qualitative suivante est inspirée de celle figurant dans [104]. On se référera
à [153] pour une discussion similaire dans le cas du gaz de Lorentz désordonné et à [154]
dans le cas de cavités chaotiques en série.
Lorsque K ≫ k¯, le temps de localisation tℓ est très long : tℓ ≫ 1. Dans cette limite, le
passage du régime diﬀusif initial au régime localisé ﬁnal se fait très lentement. On observe
alors un régime dit de localisation dynamique faible [132] pour les temps intermédiaires
1 ≪ t ≪ tℓ. On peut, pour décrire ce régime, envisager une approche perturbative en
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Fig. 9.1: Deux trajectoires ayant une contribution systématique aux effets interférentiels dans le Kicked
Rotor. Les deux trajectoires sont presques identiques : elles parcourent la boucle dans des sens
opposés. Le fait que la propagation inverse soit possible le long de la boucle est garanti par
la symétrie par renversement du temps que vérifie l’Hamiltonien (3.10) [voir Eq. (A-2)].
t/tℓ ≪ 1 analogue à celle mise en oeuvre pour décrire la localisation faible dans les systèmes
désordonnés [45].
La physique de la localisation faible est usuellement discutée dans un langage semi-
classique qui considère les eﬀets d’intérférences entre les trajectoires classiques du système.
L’évolution classique d’une particule dans un système désordonné est bien représentée par
une marche aléatoire entre des impuretés (immobiles) : rapidement, l’impulsion de la parti-
cule devient aléatoire et la propagation est diﬀusive dans l’espace réel. On peut facilement
transposer cette vision au cas du Kicked Rotor où les rôles des coordonnées (angles θ) et
des impulsions (moment angulaire p) sont échangés. Ainsi, lorsque K ≫ 1, la coordonnée
angulaire θ a une distribution aléatoire (sur l’intervalle [0, 2π]), et p eﬀectue des sauts
quasi-aléatoires entre [−K,K]. Ceci conduit à un comportement diﬀusif dans l’espace des
moments angulaires. On pourra donc visualiser une trajectoire comme une séquence de
valeurs du moment angulaire p que le Kicked Rotor visite sous diﬀérents kicks.
Dans le problème quantique, la probabilité P d’évoluer d’un point pi à un autre pf en
t = N kicks est donnée par le module carré de la somme sur toutes les trajectoires CN ,
autorisées classiquement, et reliant ces deux points en N kicks, des amplitudes associées
à ces trajectoires :








oùA(CN )eikL(CN ) est l’amplitude complexe associée à la trajectoire CN et L(CN ) la longueur
de cette trajectoire.
De façon générale, deux trajectoires diﬀérentes ont des longueurs très diﬀérentes (en com-
paraison de k¯), i.e. des phases associées aléatoires et décorrélées : leur contribution aux
eﬀets interférentiels est donc négligeable. Une exception à cette régle vient de trajectoires
ayant presque même longueur (à k¯ près) et donc presque même phase. Cette situation est
évidemment possible lorsque les deux trajectoires sont apariées (i.e. identiques). De telles
trajectoires ont exactement la même phase. Elles constituent des termes de transport
classique : dans la limite où k¯ → 0, seuls ces termes subsistent.
On peut identiﬁer une autre situation qui apporte une contribution aux eﬀets interféren-
tiels. C’est le cas lorsqu’une trajectoire a un point de croisement, formant ainsi une boucle.
Dans ce cas une autre trajectoire peut exister qui est identique à la précédente hormis le
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Fig. 9.2: Couple de trajectoires formant deux boucles. Ce type de processus a un effet interférentiel
qui survit à la moyenne sur le désordre mais dont la contribution est négligeable dans la
limite de faible désordre par rapport à la simple boucle représentée en figure 9.1. Néanmoins,
lorsque la symétrie par renversement du temps (A-2) est brisée, seul ce type de processus
avec trajectoires parcourant les boucles dans le même sens subsiste.
fait qu’elle parcourt la boucle dans le sens inverse (voir Fig. 9.1). Plus précisément, les
deux trajectoires considérées sont identiques avant et après la boucle, et inverses l’une de
l’autre au sein de la boucle. Leur faible diﬀérence en longueur (et donc en phase) a pour
seule origine le croisement permettant à ces trajectoires de passer d’apariées à contre-
propageantes (voir ﬁgure 9.3). La taille caractéristique de ce croisement doit être faible
devant k¯.
Le fait que la propagation inverse soit possible le long de la boucle est garanti par la
symétrie par renversement du temps que vériﬁe l’Hamiltonien (3.10) :
Tc : t→ −t, θ → −θ, p→ p . (A-2)
La symétrie par renversement du temps Tc pour le Kicked Rotor correspond à celle usuelle
pour les systèmes dédordonnés :
T : t→ −t, r→ r, p→ −p (A-3)
via un échange du rôles des coordonnées et des impulsions.
Dans le régime de faible désordre (que nous identiﬁerons par la suite), ces deux processus,
trajectoires apariées et formant des boucles, sont prépondérants. Des trajectoires formant
des noeuds plus complexes (voir ﬁgure 9.2) ont une contribution bien inférieure du fait que
les croisements qu’elles engendrent sont de taille d’autant plus grande que le noeud est
compliqué. Les boucles sus-mentionnées apportent une correction quantique à la marche
classique diﬀusive en la restreignant. Elles ont pour eﬀet d’abaisser la valeur du coeﬃcient
de diﬀusion classique. Cette diminution est le prémisse de la localisation forte : on parle
de localisation faible.
A.1.2 Dynamique chaotique déterministe et marche aléatoire
Le raisonnement qualitatif précédent est calqué sur celui utilisé dans le cas des systèmes
désordonnés [45]. Pourtant, la dynamique du Kicked Rotor a une propriété qui la dis-
tingue fondamentalement de celle d’un système désordonné : la dynamique classique du
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(a) (b)
Fig. 9.3: (a) Dans un système désordonné, deux trajectoires parcourant des chemins identiques peuvent
subitement prendre des routes différentes sous l’effet d’un événement de collision. Ceci rend
possible le croisement représenté où les événements de collision sont représentés par des gros
points noirs et les trajectoires sont représentées en trait plein et pointillé. (b) Dans le cas du
Kicked Rotor, le croisement est autorisé du fait de l’instabilité de Lyapounov.
Kicked Rotor est déterministe alors que celle d’un système désordonné résulte d’un pro-
cessus sans mémoire. Ainsi, dans un système désordonné, deux trajectoires initialement
identiques peuvent prendre des routes diﬀérentes après un événement de collision (voir Fig.
9.3). Au contraire, deux trajectoires du Kicked Rotor coincidant exactement à un point
donné (θn, pn) restent identiques : la dynamique classique du Kicked Rotor est décrite de
façon univoque par l’Application Standard (3.11). Ceci semble rendre caduc le scénario
de localisation faible que nous avons exposé ci-dessus. Comment dépasser ce paradoxe ?
En se rappelant que deux trajectoires ne doivent pas nécessairement être identiques pour
interférer de manière systématique. Un faible écart entre les trajectories est autorisé :
δθδp . k¯. Cette diﬀérence initiale est alors magniﬁée (plus précisément croît de façon
exponentielle) à mesure de l’application de kicks successifs (instabilité de Lyapounov),
conduisant éventuellement à deux chemins contre-propageants formant une boucle (voir
Fig. 9.3).
Considérons deux trajectoires qui se trouvent être initialement proches l’une de l’autre
dans l’espace des phases : (δθ, δp) tel que δθδp . k¯. D’après l’Application Standard (3.11),
cet écart croît suivant :
δθn = δθn−1 (1 +K cos θn−1) + δpn−1 , (A-4)
















où λ est l’exposant de Lyapounov. Pour K ≫ 1, on trouve [31,81] :
λ = 〈ln |K cos θ|〉θ ≈ ln(K/2) . (A-6)
Or pour un écart entre les trajectoires tel que δθδp . k¯, la valeur optimale de δθ+δp/K est√
k¯/K. Dans ce cas, δθ ≈ √k¯/K ≪ 1 (on se place dans le régime de localisation dynamique
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pour que l’écart initial δθn ≈
√
k¯/K ≪ 1 soit magniﬁé jusqu’à δθn+tE ≈ 1 après quoi les
trajectoires peuvent s’écarter l’une de l’autre de façon diﬀusive.
Dans le régime semi-classique où k¯ ≪ 1, tE peut être très grand, tE ≫ 1 si Kk¯ ≪ 1.
Dans ce cas, il faut incorporer aux corrections de localisation faible habituelles des termes
liés à la dynamique dans la “région Lyapounov” [104, 132]. Nous ne considérerons pas ce
régime ici. Il n’est pas accessible aux expériences avec atomes froids auxquelles nous nous
intéressons. Comme nous nous restreignons au cas où K/k¯ ≫ 1 et k¯ ≈ 1, le temps de
Ehrenfest tE ≪ 1 a un eﬀet négligeable. Dès lors, on peut considérer que le Kicked Rotor
est semblable à un système désordonné. Dans la suite, nous préciserons cette analogie.
A.1.3 Le Kicked Rotor aléatoire
L’évolution quantique du Kicked Rotor est déterminée par l’opérateur d’évolution sur une
période qui s’écrit :
Uˆ = e−iK cos θˆ/k¯e−ipˆ
2/2k¯ . (A-8)
Aﬁn d’observer les phénomènes de diﬀusion ou localisation, on doit se placer dans l’espace
des p. On choisit pour cet espace la base discrète |l〉 = |p = k¯l + β〉, où l est un entier et
β est le quasi-moment associé à la périodicité du potentiel K cos(θ) suivant θ (théorème
de Bloch). Le quasi-moment est conservé au cours de l’évolution temporelle. Dans la suite
nous le considérerons comme nul, β = 0, sans perte de généralité.
La vision que l’on peut avoir de ce problème est celle d’un “modèle tight-binding dépen-
dant du temps” dans lequel chaque site correspond à une valeur de l, et le système est
périodiquement perturbé par un kick qui peut faire transiter une particule d’un site à un
autre. Les valeurs des quasi-énergies associées aux sites φl = k¯l2/2 mod[2π], peuvent être
considérées comme distribuées de façon pseudo-aléatoire (voir section B.2 du chapitre 3
et [88,89]). Ici, nous les prendrons distribuées de façon complètement aléatoires φl ∈ [0, 2π].
Le fait de distribuer de façon complètement aléatoire les énergies sur site φl permet de
déﬁnir la notion de dynamique moyennée sur le désordre pour ce “modèle tight-binding
pulsé”. Également, le caractère aléatoire des énergies sur site implique un déphasage total
dans la base |l〉 à chaque pas d’évolution (ce déphasage n’étant bien sûr dû qu’à la moyenne
sur le désordre, i.e. aucun processus de diﬀusion inélastique ne rentre ici en jeu). La dyna-
mique du Kicked Rotor aléatoire résulte donc d’un processus sans mémoire. Dans la limite
où les corrélations entre les kicks sont négligeables, K/k¯ ≫ 1 et k¯ ≈ 1 (i.e. tE ≪ 1), cette
dynamique représente bien celle du véritable Kicked Rotor.
A.1.4 Analogies avec les systèmes désordonnés usuels
La probabilité pour le Kicked Rotor aléatoire d’aller d’un site li à un site lf en N pas
s’écrit sous la forme :
P (li, lf , t = N) ≡ |〈lf |(Jˆ Vˆ )N |li〉|2 . (A-9)





e−iK cos θ/k¯e−i(ln−ln+1)θ , (A-10)
168 Annexe
et en des “collisions” sur le potentiel désordonné V :
V (ln) = e−iφln . (A-11)
Seul le potentiel V contient les phases aléatoires φl sur lesquelles on moyenne.
Un point important qu’il faut souligner est que le propagateur Jˆ n’est pas, comme on
pourrait s’y attendre, l’équivalent de la fonction de Green libre G0. Jˆ joue le rôle de la
fonction de Green moyennée sur le désordre G [45]. Ainsi, 〈ln+1|Jˆ |ln〉 déﬁni à l’équation
(A-10) est, à une phase près, la fonction de Bessel J∆ln(K/k¯) qui décroît extrêmement




(K/k¯)∆ln+1 , pour ∆ln ≫ K/k¯ . (A-12)
K peut être vu comme l’équivalent du libre parcours moyen. A chaque kick’, la distance
parcourue est typiquement ∆ln ∼ K/k¯, soit encore, ∆p ∼ K. La limite de faible désordre
correspondant à notre système est donc :
limite de faible désordre : K/k¯ ≫ 1 . (A-13)
Elle correspond à la divergence du rapport du libre parcours moyen sur la constante de
Planck eﬀective. Dans la suite, nous nous placerons dans cette limite k ≡ K/k¯ ≫ 1
et rappellerons [131] comment l’on peut traiter de manière perturbative le problème du
transport dans le Kicked Rotor.
A.2 Diffuson et dynamique classique diffusive
La probabilité P (li, lf , t = N) est donnée par une somme sur toutes les trajectoires reliant
les points li et lf . Le calcul de la probabilité P fait appraître des termes tels que :
V (li)V (l1)...V (lN−1) V ∗(li)V ∗(l′1)...V ∗(l
′
N−1) , (A-14)
où X représente la moyenne sur les phases φln de la quantité X et où l’on a considéré
deux trajectoires :
CRN = li → l1 → ...→ lN−1 → lf , (A-15)
associée à une propagation dans le sens des temps croissants, c’est à dire entrant en compte
dans 〈lf |(Jˆ Vˆ )N |li〉, et :
CAN = li → l′1 → ...→ l′N−1 → lf , (A-16)
associée à la propagation conjuguée, i.e. à 〈lf |(Jˆ Vˆ )N |li〉∗. On a de façon évidente :
V (li)V (l1)...V (lN−1) V ∗(li)V ∗(l′1)...V ∗(l
′
N−1) = 0 , (A-17)
sauf si les ensembles de diﬀuseurs sont identiques {l1, l2, ..., lN−1} = {l′1, l′2, ..., l′N−1}.
En outre, dans la limite de faible désordre, la distance typique entre deux événements de
collision, K, est très grande devant k¯. Si bien que deux trajectoires n’ayant pas exactement
la même séquence de collisions sont déphasées d’une phase aléatoire, proportionnelle à la
diﬀérence de longueur entre les trajectoires, soit très grande devant 2π. Après moyenne
















Fig. 9.4: Représentation imagée de deux trajectoires, CRN [voir Eq. (A-15)] associée à la propagation
dans le sens des temps croissants décrite par 〈lf |(Jˆ Vˆ )N |li〉 et CAN [voir Eq. (A-16)] associée
à la propagation conjuguée décrite par 〈li|(Jˆ Vˆ )N |lf 〉∗.
sur le désordre, les contributions interférentielles venant de ce type de trajectoires sont
négligeables. On ne retiendra ici que les contributions venant de trajectoires exactement
identiques. L’étude des trajectoires formant des boucles sera faite par la suite. Comme les
trajectoires considérées ici sont apariées, elles ont même longueur, et donc même phase. Le
processus de transport que nous retenons, dans l’approximation dite “Diﬀuson”, est donc
classique. Il conduit à la diﬀusion classique prédite pour le régime classique et chaotique
du Kicked Rotor.
Le Diﬀuson est un processus de transport où les trajectoires CR et CA sont identiques. Il
est ainsi constitué de termes tels que :
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où l’on a représenté 〈ln+1|Jˆ |ln〉 par ln
ln+1







représente un événement de collision commun aux trajectoires CR et CA.
A.2.1 Équation de Bethe-Salpether
Notons PD(li, lf , t = N) la contribution du Diﬀuson à la probabilité P [Eq. (A-9)]. Elle
s’écrit comme la somme sur les amplitudes quantiques associées à chaque paire de trajec-
toires apariées reliant li à lf en N pas :




〈lf |Uˆ |lN−1〉〈lN−1|Uˆ |lN−2〉...〈l1|Uˆ |li〉
]
× c.c. . (A-19)
Elle vériﬁe la relation de récurrence :
PD(li, lf , t = N + 1) =
∑
lN
|〈lf |Jˆ |lN 〉|2 × PD(li, lN , t = N) . (A-20)
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En passant en représentation fréquentielle par la transformée de Fourier discrète :
PD(li, lf , ω) =
∞∑
N=0
eiωNPD(li, lf , t = N) , (A-21)
la relation de récurrence pour PD s’exprime sous la forme d’une équation de Bethe-
Salpether :




|〈lf |Jˆ |l1〉|2 × PD(li, l1, ω) . (A-22)
Après moyenne sur le désordre, le problème est invariant par translation PD(li, lf , ω) =




e−iϕ(li−lf )PD(li, lf , ω) . (A-23)
Avant de pouvoir exprimer l’équation de Bethe-Salpether dans l’espace réciproque, il nous
faut déterminer le terme |〈lf |Jˆ |l1〉|2 :






eik(cos θ+−cos θ−)ei(θ+−θ−)(li−lf ) . (A-24)
On utilise la formule de trigonométrie : cos θ+ − cos θ− = −2 sin θ++θ−2 sin θ+−θ−2 et on
procède au changement de variable (θ+, θ−)→
(
θ = θ++θ−2 , ϕ = θ+ − θ−
)
, pour obtenir :



















eiϕ(li−lf ) . (A-25)
Finalement, utilisant la propriété de la transformée de Fourier d’un produit de convolution
qui s’écrit comme le produit des transformées de Fourier, on peut exprimer l’équation de
Bethe-Salpether pour le Diﬀuson dans l’espace réciproque et en représentation fréquen-
tielle :













sauf si ϕk ≪ 1. On considère donc la limite ϕk ≪ 1 qui correspond à la limite des grandes
distances li − lf ≫ k, ainsi que la limite des temps long qui s’écrit ω ≪ 1. Dans cette
limite, communément appelée limite diffusive ou régime hydrodynamique, le Diﬀuson PD


















Fig. 9.5: Contour d’intégration Cω(R) (en rouge) pour le calcul de l’intégrale Eq. (A-29).
Conclusion, le Diﬀuson présente un pôle Diﬀusif dans le régime hydrodynamique kϕ≪ 1,
ω ≪ 1 :
PD(ϕ,ω) =
1
−iω +Dϕ2 , (A-28)
où l’on a noté D = k2/4.
A.2.3 Diffusion classique
Aﬁn de voir comment le Diﬀuson décrit la diﬀusion classique du Kicked Rotor, on peut







−iω +Dϕ2 . (A-29)
L’intégrale se calcule aisément au moyen du théorème des résidus. Du fait que t > 0, le
contour d’intégration Cω(R) peut être pris comme indiqué dans la Fig. 9.5. On obtient, en
prenant la limite R→∞ :
PD(ϕ, t) = e−Dϕ
2t . (A-30)
Dans l’espace réel, on a donc :







On retrouve ainsi le comportement diﬀusif du Kicked Rotor dans les régimes classiques et





= 2Dt , (A-32)
soit encore, exprimé pour le moment angulaire p :
〈p2〉(t) = k¯2〈l2〉(t)
= 2Dclt , (A-33)






Fig. 9.6: Deux trajectoires formant une boucle constitutives du Cooperon. Les sens de propagation de
chaque trajectoire le long de la boucle sont opposés.
A.3 Cooperon et corrections quantiques
Nous avons, jusqu’à présent, rendu compte de la dynamique classique diﬀusive du Kicked
Rotor. Le processus responsable de cette dynamique, le Diﬀuson, regroupe l’ensemble des
trajectoires apariées. Le Diﬀuson est la contribution “classique” au transport quantique
dans le Kicked Rotor.
Nous devons maintenant nous préoccuper des corrections quantiques à cette marche clas-
sique diﬀusive. De même que pour les systèmes désordonnés habituels [étant symétriques
par renversement du temps, voir Eq. (A-2)], dans le Kicked Rotor, ces corrections sont
essentiellement dues aux interférences de trajectoires formant des boucles telles que celle
représentée en Fig. 9.1. On appelle usuellement ces boucles Cooperon. Les eﬀets interfé-
rentiels dûs au Cooperon survivent à la moyenne sur le désordre. Dans la limite de faible
désordre k ≫ 1 et dans le régime de localisation dynamique faible 1≪ t≪ tℓ, le Cooperon
a une contribution plus faible que celle du Diﬀuson (si le Diﬀuson est d’ordre 1, le Coope-
ron est d’ordre 1/k ≪ 1). Cependant, les trajectoires formant des noeuds (noeud de huit
par exemple, voir ﬁgure 9.2) plus compliqués ont un poids négligeable en comparaison de
celui du Cooperon [104]. Le Cooperon est ainsi la correction quantique la plus importante.
C’est pourquoi on se contentera de décrire cette correction ici.
Considérons deux trajectoires formant une boucle telles que celles représentées en Fig. 9.6.
Elles sont associées à l’amplitude :
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A.3.1 Facteur de structure du Cooperon
Le Cooperon PC s’écrit comme la somme sur toutes les trajectoires formant une boucle
telles que celles décrites ci-dessus. On peut l’écrire formellement sous la forme :




〈lf |Jˆ |lN−1〉〈l1|Jˆ |li〉〈lf |Jˆ†|l1〉〈lN−1|Jˆ†|li〉ΓC(l1, lN−1, N − 2) , (A-35)
où N ≥ 3 et ΓC(l1, lN−1, N −2) est le facteur de structure du Cooperon qui s’écrit comme
la somme sur toutes les trajectoires contre-propageantes reliant l1 à lN−1 en N − 2 pas.
Ainsi :

























De même que pour le Diﬀuson, il nous faut passer en représentation fréquentielle pour
aller plus avant dans l’étude du Cooperon. Pour ce faire, on déﬁnit :
PC(li, lf , ω) =
+∞∑
N=3
eiωNPC(li, lf , t = N) , (A-38)
et :
ΓCω (l1, l2) =
+∞∑
N=1
eiωNΓC(l1, l2, N) . (A-39)
On vériﬁe facilement que le Cooperon PC(li, lf , ω) s’écrit sous la forme :




〈lf |Jˆeiω0+ |l2〉〈l1|Jˆeiω0+ |li〉〈lf |Jˆ†e−iω0− |l1〉〈l2|Jˆ†e−iω0− |li〉ΓCω (l1, l2) , (A-40)
où ω0± = ω0 ± ω/2 avec ω0 une fréquence arbitraire. Dans la théorie des systèmes désor-
donnés, ω0 joue le rôle de l’énergie de l’onde incidente. Ici, ω0 n’a pas de signiﬁcation
physique et est introduit de façon quelque peu artiﬁcielle, mais qui permet de mieux voir
l’analogie entre le formalisme développé ici et celui décrivant les systèmes désordonnés [45].
Poursuivant dans cette analogie, nous changeons de notation pour les propagateurs :
J Rω0+(l1, l2) ≡ 〈l2|Jˆeiω0+ |l1〉 ≡ , (A-41)
J Aω0−(l1, l2) ≡ 〈l2|Jˆ†e−iω0− |l1〉 ≡ . (A-42)
Le facteur de structure ΓCω (l1, l2) s’écrit :

































+ ... , (A-43)
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soit encore :































+ ... . (A-44)
Considérons Γ˜C déﬁni comme suit :






































ce qui se réécrit de façon explicite sous la forme :




|〈l2|Jˆ |l3〉|2 × Γ˜Cω (l1, l3) , (A-48)
qui n’est autre que l’équation (A-22) pour le Diﬀuson. Ainsi, Γ˜C = PD. Passant dans
l’espace réciproque, le facteur de structure du Cooperon s’écrit donc :
ΓCω (ϕ) = Γ˜
C







) − 1 . (A-49)
Dans l’équation précédente, le premier terme du membre de droite a un pôle diﬀusif ; on
peut donc négliger le second terme 1. Conclusion, dans la limite diﬀusive ω ≪ 1 et ϕk ≪ 1,
le facteur de structure du Cooperon est identique à celui du Diﬀuson :
ΓCω (ϕ) ≈
1
−iω +Dϕ2 . (A-50)
A.3.2 Cooperon dans l’espace réciproque
L’expression du Cooperon dans l’espace réciproque n’est pas absolument triviale : au
contraire du Diﬀuson, le Cooperon ne s’écrit pas comme produits de convolution [voir
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P˜0(ϕ0, ϕ, ω)P˜0(ϕ0′, ϕ, ω)ΓCω (ϕ0 + ϕ0
′) , (A-51)
où l’on a noté P˜0(ϕ0, ϕ, ω) = J Rω0+(ϕ0+ϕ/2)J Aω0−(ϕ0−ϕ/2) [voir Eq. (A-41)]. Le produit
P˜0(ϕ0, ϕ, ω)P˜0(ϕ0′, ϕ, ω) s’exprime de façon explicite comme suit :
P˜0(ϕ0, ϕ, ω)P˜0(ϕ0′, ϕ, ω) = e−ik cos(ϕ0+ϕ/2)eiω0+ × eik cos(ϕ0−ϕ/2)e−iω0−
×e−ik cos(ϕ0′+ϕ/2)eiω0+ × eik cos(ϕ0′−ϕ/2)e−iω0− . (A-52)
Quelques simpliﬁcations utilisant des formules trigonométriques bien connues donnent :







































ΓCω (ϕ1) , (A-54)
où nous avons procédé au changement de variable (ϕ0, ϕ0′)→ [ϕ1 = ϕ0 + ϕ0′, ϕ2 = (ϕ0 − ϕ0′)/2].

















ΓCω (ϕ1) . (A-55)
A.3.3 Cooperon dans la limite diffusive
Dans les limites de faible désordre k ≫ 1 et diﬀusive ϕk ≪ 1, ω ≪ 1, on utilise la forme
asymptotique de la fonction de Bessel J0(x) ≈ 1 au voisinage de x = 0 pour approximer





ΓCω (Φ) . (A-56)






−iω +DΦ2 . (A-57)
Contrairement au Diﬀuson, le Cooperon ne dépend pas de ϕ. Il est donc localisé dans
l’espace des p.
A.4 Description de la localisation dynamique faible
La contribution du Cooperon précédemment identiﬁée pose le problème de la norma-
lisation de la probabilité totale P (li, lf , ω) qui s’écrit comme la somme des diﬀérentes
contributions : Diﬀuson, Cooperon, etc. En eﬀet, le Diﬀuson est déjà normalisé [45] :




La contribution du Cooperon n’étant pas nulle, la seule somme P = PD+PC n’est de fait
pas normalisée. Nous avons donc omis des contributions du même ordre que le Cooperon
qui, lorsqu’on en tient compte, rétablissent la normalisation.
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Fig. 9.7: Vertex interférentiel permettant de coupler des Diffusons symbolisés par les lignes pleines et
tiretées faisant des ondulations.
li lf
Fig. 9.8: Représentation du Cooperon faisant apparaître un vertex interférentiel.
A.4.1 Vertex interférentiel
Pour résoudre le problème de la normalisation de P dans le cas de systèmes désordonnés, on
introduit généralement le concept de vertex interférentiel, ou encore boîte de Hikami [45].
Un vertex interférentiel permet de coupler des Diﬀusons entre eux, comme représenté
en ﬁgure 9.7. Le Cooperon contient d’ailleurs un vertex interférentiel, puisqu’il peut se
représenter comme suivant la ﬁgure 9.8. Le vertex interférentiel associé au Cooperon n’est






lf = H(A)(li, l1, lf , lN−1) . (A-59)
Dans le cas d’un système désordonné usuel, on montre qu’il existe deux autres vertex
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= H(B)(li, l1, lf , lN−1) . (A-61)
Tenir compte de ces nouveaux vertex interférentiels consiste à habiller du désordre le















































Dans le cas du Kicked Rotor, ces contributions n’existent pas. Le modèle de désordre
considéré pour ce système [voir Eq. (A-11)] implique en eﬀet :
V (l)V (l) = 0 ,
V ∗(l)V ∗(l) = 0 , (A-64)
Ainsi, il ne peut y avoir de collision qui survive à la moyenne sur le désordre autre que
partagée entre les chemins direct et conjugué . On voit d’ailleurs que des
processus où les nombres de collisions pour les chemins direct et conjugué ne sont pas les
mêmes ne sont pas inclus dans la probabilité que nous voulons calculer :
P (li, lf , t = N) ≡ |〈lf |(Jˆ Vˆ )N |li〉|2 . (A-65)
Ceci se retrouve également dans l’indépendance du problème vis-à-vis de l’“énergie inci-
dente” ω0 [voir Eq. (A-40)].
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Le problème de la normalisation de P ne peut donc pas ête résolu de la façon habituelle,
i.e. en tenant compte des trois vertex interférentiels dominants. Il faut noter que, pour les
solides désordonnés, cette méthode de résolution impliquant des vertex est intimement liée
à la nature Hermitienne du problème. Dans le cas du Kicked Rotor, le problème est décrit
par un opérateur U unitaire. C’est ce qui conduit à l’équation (A-64) sur les corrélations
du potentiel.
Une autre approche au problème de normalisation est d’écrire une identité de Ward qui
exprime la conservation de l’énergie (correspondant à la normalisation de P ). Générale-
ment, i.e. dans le cas des systèmes désordonnés usuels, cette identité relie la fonction de
Green moyennée sur le désordre avec la self-énergie [44]. Ici, nous avons une expression
analytique pour l’équivalent de la fonction de Green moyennée sur le désordre, mais nous
n’avons pas de self-énergie ; en particulier, on ne peut pas déﬁnir de diagrammes caracté-
risant une self-énergie. Ainsi, l’approche usuelle ne marche pas, même pour ce qui est de
l’identité de Ward.
Le problème de la normalisation de P (identité de Ward) dans le cas du Kicked Rotor est
non-trivial [131] et dépasse le cadre de cette partie introductive à la méthode diagramma-
tique dans le Kicked Rotor. La discussion précédente visait seulement à mettre en lumière
les diﬀérences du Kicked Rotor avec les systèmes désordonnés usuels. Nous donnerons
ici la forme “exacte” du vertex interférentiel qu’il faut considérer [104]. Nous avons vu
[voir Eq. (A-51)] que le vertex interférentiel associé au Cooperon s’écrivait dans l’espace
réciproque [45] :
H(A)(ϕ,ϕ0,−ϕ,ϕ′0) = P˜0(ϕ0, ϕ, ω)P˜0(ϕ0′, ϕ, ω) . (A-66)
Le vertex interférentiel permettant l’association de Diﬀusons entre eux (voir Fig. 9.7) et
vériﬁant la condition de normalisation de P s’écrit sous la forme [104] :
H(ϕ,ϕ0,−ϕ,ϕ′0) =
[




P˜0(ϕ0′, ϕ, ω) − 1
]
. (A-67)
Dans la suite, nous le noterons :
H = H , (A-68)
où H réfère à Hikami.
A.4.2 Boucle de Hikami
Calculons, dans la limite diﬀusive, l’équivalent du Cooperon, mais incluant le vertex inter-
férentiel H au lieu du simple vertex H(A) (voir Fig. 9.9). Nous dénommons cette contri-








H(ϕ,ϕ0,−ϕ,ϕ′0) ΓCω (ϕ0 + ϕ0′) . (A-69)
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HH
(a) (b)
Fig. 9.9: (a) et (b) : Représentations équivalentes d’une boucle de Hikami faisant apparaître le vertex
interférentiel H.
Le vertex interférentiel H s’écrit :
H(ϕ,ϕ0,−ϕ,ϕ′0) =
[

































Dans les limites de faible désordre k ≫ 1 et diﬀusive, kϕ≪ 1 et ω ≪ 1, le vertex H prend
la forme approximative :
H(ϕ,ϕ0,−ϕ,ϕ′0) ≈ −k2ϕ2 sinϕ0 sinϕ′0 . (A-71)









ω (ϕ0 + ϕ0
′) . (A-72)
Du fait du pôle diﬀusif dans ΓC , la contribution principale à l’intégrale précédente est
centrée en des valeurs de ϕ0 et ϕ0′ opposées, |ϕ0 + ϕ0′| ≪ 1, i.e. telles que :
sinϕ0′ ≈ − sinϕ0 . (A-73)
On peut procéder au changement de variable (ϕ0, ϕ0′) → (ϕ0,Φ = ϕ0 + ϕ0′) et intégrer














ΓCω (Φ) . (A-75)







−iω +DΦ2 . (A-76)
La contribution PH s’annule en ϕ = 0. Tenir compte de ce processus quantique ne brise
donc pas la normalisation de P = PD + PH.
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H
Fig. 9.10: Contribution à la probabilité P d’un processus de transport incorporant une boucle de
Hikami PDPHPD.
A.4.3 Correction quantique à la diffusion classique
La boucle de Hikami que nous avons décrite est l’élément essentiel conduisant à une
correction quantique à la diﬀusion classique décrite par le Diﬀuson. Nous n’avons jusqu’à
présent considéré que PH, i.e. une simple boucle. Nous pourrions bien sûr insérer une boucle
de Hikami entre deux séquences de Diﬀuson, c’est-à-dire considérer PDPHPD, comme en
ﬁgure 9.10. Ceci permet de prendre en compte toutes les séquences qui débutent par deux
trajectoires apariées, puis forment une boucle avec les trajectoires contre-propageantes, et
enﬁn terminent par les trajectoires apariées, comme celle représentée en ﬁgure 9.1. Il faut
noter que dans le terme PDPHPD est incluse entre autres la simple boucle PH [voir équation
(A-22) pour PD]. Nous pourrions également insérer deux boucles de Hikami, ou trois, ou
... Tenir compte de toutes ces possibles contributions consiste à écrire la probabilité P
comme la somme :







1− PD(ϕ,ω)PH(ϕ,ω) . (A-78)
Par conséquent, dans les limites de faible désordre k ≫ 1 et diﬀusive kϕ ≪ 1, ω ≪ 1, la
probabilité de transport quantique P revêt une forme diﬀusive :
P (ϕ,ω) =
1
−iω +D(ω)ϕ2 , (A-79)











D(ω) < D : les eﬀets interférentiels ont tendance à restreindre la diﬀusion classique. On
parle de localisation dynamique faible.
A.4.4 Localisation dynamique faible
Nous pouvons, grâce au formalisme diagrammatique précédemment introduit, décrire le
régime de localisation dynamique faible 1 ≪ t ≪ tℓ. Mais nous ne pouvons aller plus






Fig. 9.11: Contour d’intégration CΦ(R) (en rouge) pour le calcul de l’intégrale Eq. (A-81).
loin en temps avec cette approche perturbative. Ceci peut se comprendre en considérant
le comportement de la correction quantique à la constante de Diﬀusion classique D en
fonction de ω : D(ω)/D − 1. L’équation pour la constante de diﬀusion renormalisée des























et l’on peut choisir un contour d’intégration CΦ(R) comme indiqué dans la Fig. 9.11. On












Ainsi, D(ω) vériﬁe :





et la correction quantique diverge lorsque ω → 0 :
D(ω)
D






L’approche perturbative que nous avons mise en oeuvre ne convient donc que pour les
fréquences telles que : 4/k2 ≪ ω ≪ 1. C’est le domaine de validité de la localisation
dynamique faible : 1≪ t≪ tℓ (tℓ ≈ k2/4).
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Fig. 9.12: Boucles de Hikami imbriquées les unes dans les autres à la manière de poupées russes.
B Théorie auto-cohérente du régime de localisation dyna-
mique forte
La méthode perturbative décrite précédemment devient caduque dans le régime de loca-
lisation forte t≫ tℓ. En toute rigueur, il faudrait tenir compte dans ce régime de tous les
processus de transport, i.e. du Diﬀuson, de la boucle de Hikami, mais aussi de processus
regroupant des couples de trajectoires formant des noeuds complexes tels que celui repré-
senté en ﬁgure 9.2. Une autre méthode, auto-cohérente, peut être envisagée [44] qui permet
d’aller au-delà de l’approche perturbative. C’est cette théorie que nous allons décrire ici.
B.1 Équation auto-cohérente pour D(ω)
Dans l’approche auto-cohérente, l’on cherche une expression pour D(ω) sous la forme :
D(ω) = F [D(ω)] , (B-1)
où la fonctionelle F dépend de D(ω). La solution auto-cohérente de l’équation précédente
D(ω) devrait être valable quelles que soient les valeurs de ω et du désordre k. Bien sûr,
pour que cette solution soit plausible, il faut qu’elle soit compatible avec les cas limites
connus, i.e. elle doit être identique à D(ω) trouvé par la méthode perturbative dans le
régime 4/k2 ≪ ω ≪ 1, Eq. (A-80). L’auto-cohérence permet alors d’étendre le domaine
de validité de la théorie au-delà de celui de la théorie perturbative.
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Considérons une boucle de Hikami telle que représentée en ﬁgure 9.9. Nous pourrions
habiller cette boucle d’autres boucles comme par exemple en ﬁgure 9.12. Tenir compte de
toutes les possibles imbrications de boucles revient à ce que PH dépende de D(ω) et non
plus de D. En eﬀet, la dépendance de la boucle de Hikami en D suppose implicitement
que le processus de diﬀusion dans la boucle (représenté par les lignes pleine et tiretée
ondulantes) se fait avec la constante de diﬀusion D. Or lorsque D(ω) est très diﬀérent de
D, ceci n’est pas vrai, la diﬀusion dans la boucle se fait à D(ω). Ainsi, dans la théorie






−iω +D(ω)Φ2 . (B-2)
Comme précédemment, nous écrivons la probabilité totale comme somme de contributions
du type PDPHPD en prenant garde au fait que seul PH dépend de D(ω) et non pas PD.
Mettre D(ω) à la place de D dans le Diﬀuson reviendrait en eﬀet à dire
PD =
1
−iω +D(ω)ϕ2 = P , (B-3)
ce qui est absurde puisque P = PD + PDPHPD + ....
















Où l’on voit ainsi que le coeﬃcient de Diﬀusion D(ω) apparaissant dans :
P (ϕ,ω) =
1
−iω +D(ω)ϕ2 , (B-5)
vériﬁe l’équation auto-cohérente :





−iω +D(ω)Φ2 . (B-6)
B.2 Solution de l’équation auto-cohérente pour le Kicked Rotor
Dans le régime localisé où D(ω) ∼ −iω, la probabilité de diﬀusion quantique P (ϕ,ω)





























Procédant au changement de variable Φ→ y = Φ
√
D(ω)


















À la limite ω → 0, D(ω)/D → 0. Ainsi, dans la théorie auto-cohérente, l’expression de la
longueur de localisation ℓ est :
ℓ = D . (B-11)
Cette expression est identique à celle trouvée en faisant correspondre le Kicked Rotor à
un modèle de Loyd [92] : pℓ = k¯ℓ = Dcl/k¯ ≈ K2/4k¯ (voir section B.3 du chapitre 3).
B.3 Théorie auto-cohérente de la transition d’Anderson avec le Kicked
Rotor 3D périodique
L’approche diagrammatique pour décrire le Kicked Rotor doit pouvoir se généraliser à un
















cos θˆ1 cos θˆ2 cos θˆ3
] ∑
n
δ(t − n) , (B-12)
où le quadruplet (k¯, ω2, ω3, π) est constitué de nombres incommensurables entre eux. Néan-
moins, une telle généralisation n’a pas été démontrée de façon explicite.
Suivant la théorie diagrammatique des systèmes désordonnés [44,45], nous supposons que
la probabilité de diﬀusion quantique P :
P (li, lf , t = N) = |〈lf |UˆN |li〉|2 , (B-13)
peut s’écrire sous la forme :
P (ϕ, ω) =
1
−iω +D(ω)ϕ2 , (B-14)
où la constante de Diﬀusion dépendant de la fréquence ω vériﬁe l’équation auto-cohérente :





−iω +D(ω)Φ2 . (B-15)
Dans l’équation précédente, D dénote le coeﬃcient de diﬀusion classique tel que 〈l2〉 =
2dDt dans le régime classique et chaotique [voir Eq. (A-32)]. En partant de l’Application
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Standard (3.11) généralisée à d dimensions, et en supposant que les kicks sont complète-
ment décorrélés entre eux, on trouve : D = k2/4d.
L’équation auto-cohérente pour D(ω), Eq. (B-15), est le point de départ de notre nouvelle
analyse de la transition d’Anderson avec le Kicked Rotor 3D (B-12) (dans la suite nous
nous plaçons en dimension trois). Nous allons voir que l’équation (B-15) permet de rendre
compte de façon approchée de la transition métal-isolant observée. Dans la prochaine
section, nous déduirons du comportement de D(ω) à la transition la dynamique de la
fonction d’onde critique.
B.3.1 Equation auto-cohérente en dimension trois












−iω +D(ω)Φ2 , (B-16)
est restreinte à des valeurs de Φ = |Φ| inférieures à 1/k (régime hydrodynamique), sans


















































B.3.2 Désordre critique kc
Approchons la transition du côté diﬀusif k > kc. Dans ce régime, il existe une solution
D(0) = lim
ω→0
D(ω) 6= 0, et lim
ω→0

































≈ 1 . (B-23)
Ceci correspond au critère de Ioﬀe-Regel [56]. Cette valeur de kc est à comparer à celle
obtenue à partir de simulations numériques du Kicked Rotor 3D kc ≈ 2.4 [117].
B.3.3 Exposant critique s associé à la constante de diffusion D(0)

















(k − kc) , (B-24)
Ainsi, la constante de diﬀusion D(0) s’annule en kc suivant la loi algébrique :
D(0) ∼ (k − kc)s . (B-25)
où l’exposant critique s est :
s = 1 . (B-26)
s est également associé à la divergence de la longueur de corrélation ξ ∼ 1/D(0).
B.3.4 Exposant critique ν associé à la longueur de localisation
Au voisinage de la transition du côté localisé, 0 < (kc − k)/kc ≪ 1, la longueur de locali-





















au premier ordre en k/ℓ≪ 1.





























1− kc − k
kc
)
≈ 1− 3kc − k
kc
, (B-30)
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Ainsi, la longueur de localisation ℓ diverge à la transition suivant la loi algébrique :
ℓ ∼ (kc − k)−ν , (B-32)
où l’exposant critique ν est :
ν = 1 . (B-33)
Les exposants critiques ν et s sont tels que ν = s et donc vériﬁent la loi de Wegner
s = ν(d − 2) en dimension trois [6]. La valeur prédite par la théorie auto-cohérente [44]
ν = s = 1 diﬀère notablement de celles obtenues à partir de simulations numériques du
Kicked Rotor quasi-périodique ν = 1.59 ± 0.01 [120] (voir section E du chapitre 5), du
Kicked Rotor 3D [117] ν = 1.6±0.2, valeurs numériques identiques à celle mesurée à partir
du modèle d’Anderson 3D, ν = 1.57 ± 0.02 [12]. La théorie auto-cohérente peut être vue
comme une théorie de champ moyen. De ce point de vue, il n’est pas très étonnant qu’elle
ne donne pas les bons exposants critiques.
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Résumé
En dimension trois, les états propres d’une particule quantique soumise à un potentiel
désordonné présentent une transition, appelée transition d’Anderson, entre un régime dé-
localisé à faible désordre et un régime localisé à fort désordre. Cette localisation étant due
aux interférences, elle est facilement perturbée par des eﬀets de décohérence ou d’interac-
tion entre particules, et est donc délicate à observer. Dans ce mémoire, nous rapportons
nos travaux théoriques ayant permis la première observation expérimentale de la transition
d’Anderson avec des ondes de matière atomiques.
Un nuage d’atomes froids soumis à une onde stationnaire pulsée de façon quasi-périodique
réalise une variante du Kicked Rotor (paradigme du chaos quantique) analogue à un modèle
d’Anderson 3D. Cependant, la limite thermodynamique n’est pas accessible expérimen-
talement. Interprétant ces contraintes comme similaires à des eﬀets de taille ﬁnie, nous
construisons une méthode de “ﬁnite-time scaling” permettant de caractériser la transition
expérimentalement, de donner la première détermination expérimentale non-ambigüe de
l’exposant critique ν de la transition, et de conﬁrmer que le Kicked Rotor quasi-périodique
appartient à la même classe d’universalité que le modèle d’Anderson. À partir de la théo-
rie auto-cohérente de la localisation, nous calculons l’état critique du système, prédiction
trouvée en très bon accord avec les données expérimentales et numériques.
Mots-clefs : localisation, transition d’Anderson, ondes de matière atomiques, chaos quan-
tique, désordre, transport quantique
Abstract
In three dimensions, the eigenstates of a quantum particle subject to a disordered potential
have a transition, called the Anderson transition, between a delocalized regime at low
disorder and a localized regime at high disorder. This localization being due to interference,
it is easily perturbed by decoherence or interaction between particles, and is therefore
diﬃcult to observe. In this paper, we report our theoretical work which has enabled the
ﬁrst experimental observation of the Anderson transition with atomic matter waves.
A cloud of cold atoms exposed to a quasi-periodically pulsed standing-wave realizes a
variant of the Kicked Rotor (a paradigm of quantum chaos), analogous to a 3D Anderson
model. However, the thermodynamic limit is not accessible experimentally. Interpreting
these constraints as similar to ﬁnite size eﬀects, we construct a ﬁnite-time scaling method to
characterize the transition, giving the ﬁrst unambiguous experimental determination of the
critical exponent ν of the transition, and to conﬁrm that the quasiperiodic Kicked Rotor
belongs to the same universality class as the Anderson model. From the self-consistent
theory of localization, we calculate the critical state of the system, prediction found in
very good agreement with experimental and numerical data.
Keywords : localization, Anderson transition, atomic matter waves, quantum chaos, di-
sorder, quantum transport
