In many video coding systems, separable transforms (such as two-dimensional DCT-2) have been used to code block residual signals obtained after prediction. This paper proposes a parametric approach to build graph-based separable transforms (GBSTs) for video coding. Specifically, a GBST is derived from a pair of line graphs, whose weights are determined based on two non-negative parameters. As certain choices of those parameters correspond to the discrete sine and cosine transform types used in recent video coding standards (including DCT-2, DST-7 and DCT-8), this paper further optimizes these graph parameters to better capture residual block statistics and improve video coding efficiency. The proposed GBSTs are tested on the Versatile Video Coding (VVC) reference software, and the experimental results show that about 0.4% average coding gain is achieved over the existing set of separable transforms constructed based on DCT-2, DST-7 and DCT-8 in VVC.
I. INTRODUCTION
In most video compression systems predating the High-Efficiency Video Coding (HEVC) standard [1] , only the type-2 discrete cosine transform (DCT-2) is used to transform rows and columns of a residual block signal in a separable manner. The main problem of using DCT-2 as the only transform option is the implicit assumption that all residual blocks share the same statistical properties. However, in practice, the residual blocks can have diverse statistical characteristics depending on video content, prediction mode and block size. It has been shown that the separable type-7 discrete sine transform (DST-7) can provide considerable coding gains over DCT-2 for small blocks [2] , and DST-7 is adopted in HEVC for coding 4×4 intra predicted blocks [1] . In order to further increase the diversity in transform selection with significant coding benefit, the Versatile Video Coding (VVC) standard, currently under development stage [3] , employs multiple transform selection (MTS) among five candidates derived based on DCT-2, DCT-8 and DST-7, where MTS can be applied including up to blocks of size 32×32 [4] . This paper proposes graph-based separable transforms (GBSTs) as generalized extensions of DST-7 and DCT-8 for the MTS design in VVC [3] .
Graph-based transforms (GBTs) [5] - [8] have been introduced to improve coding efficiency by providing a better This adaptation for diverse block statistics. Particularly in [7] , [8] , separable GBTs (i.e., GBSTs) are optimized by learning a pair of line graphs from data [9] to model underlying row and column-wise statistics of blocks residual signals, where the associated graph Laplacian matrices are used to derive GBSTs. In [8] , the authors further show that GBTs can outperform separable Karhunen-Loeve transforms (KLTs) derived from sample covariance matrices in terms of coding efficiency, since the graph learning approach provides a better model estimation (i.e., better generalization and variance-bias tradeoff [10] , [11] ) than using sample covariances for deriving KLTs. One of the key conclusions in [8] is that learning models with fewer parameters (which alleviates the overfitting problem) often results in a more general and robust model estimation, so that graph learning techniques can be employed to design better transforms for video coding. Based on this result, this paper introduces a parametric approach to learn line graphs, whose weights are determined from two nonnegative parameters. As compared to the GBST construction methods allowing arbitrary graph weights in [8] , the proposed parametric approach is a more constrained variant leading to simpler models defined by fewer parameters. Besides, the empirical results in [7] , [8] are provided in a simple simulation setting with their theoretical justifications. However, in this paper, the proposed parametric GBSTs are evaluated in a more practical setting, where they are tested on the VVC reference software by benchmarking against the existing MTS scheme in VVC with DST-7 and DCT-8 [4] .
The rest of the paper is organized as follows. Section II gives some preliminary information and definitions. In Section III, the problem formulation and proposed parametric approach are presented. The experimental results are discussed in Section IV, and Section V draws some conclusions.
II. PRELIMINARIES
In this paper, the graphs of interest are algebraically represented by generalized graph Laplacian (GGL) matrices.
Definition 1 (GGL). Given a weighted graph G(W, V), the generalized graph Laplacian is defined as
where W is the adjacency matrix consisting of non-negative edge weights, D is the diagonal degree matrix, and V is the diagonal matrix denoting weighted self-loops (i.e., vertexweights). Note that the D − W term is the combinatorial Laplacian matrix [12] , and GGL is obtained by adding the vertex weights in V.
A GBST is defined by a pair of GBTs derived from the GGLs associated with two weighted line graphs. We formally define GBT and GBST as follows.
Definition 2 (GBT). GBT of a graph G(W, V) is obtained by eigen-decomposition of the generalized graph Laplacian,
where columns of orthogonal matrix U are the basis vectors of the GBT, and Λ is the diagonal eigenvalue matrix.
Definition 3 (GBST). Let U row and U col be N × N GBTs associated with two line graphs with N vertices, then the GBST of an N ×N matrix X is
where U row and U col are the transforms applied rows and columns of the block signal X, respectively.
III. PROPOSED PARAMETRIC FRAMEWORK FOR GBST CONSTRUCTION
In this section, we first define the form of parametric GGLs considered in this paper and discuss their relations with different types of DCT/DST. Then, the problem formulation and proposed solution are presented.
A. Target GGLs representing line graphs
In this paper, the following two sets of GGL matrices representing the line graphs are considered to derive GBSTs:
and
where w c denotes the constant edge weights of the line graphs, and v c is the vertex weight (i.e., self loop weight). As illustrated in Fig. 1 , the only structural difference in GGL sets is the location of weighted vertex (i.e., self-loop).
B. DCTs and DSTs as GBTs derived from line graphs
Some types of DCTs and DSTs, including DCT-2, DCT-8 and DST-7, are in fact GBTs derived from certain forms of GGLs. Based on the results in [7] , [13] - [15] , the parameters v c and w c can be selected such that the specified sets of GGLs in (4) and (5) correspond to different types of DCTs and DSTs. For example, the relation between different types of DCTs and graph Laplacians is originally discussed in [13] where DCT-2 is shown to be equal to the GBT uniquely obtained from combinatorial graph Laplacians of the following form
which represents uniformly weighted line graphs with no selfloops (i.e., all edge weights are equal to a positive constant and vertex weights to zero). Then, the form in (6) can be obtained by setting v c = 0 with w c > 0 for the target GGL sets L 1 and L 2 . By combining this observation with the analysis in [7] , [14] , [15] , different choices of v c and w c for the GGL sets L 1 and L 2 result in the following five DCT/DST types:
• DCT-4 is derived by setting v c = 2w c in L 2 . Moreover, it is important to note that DST-7 and DCT-8 are closely related transforms, where the basis vectors of one are in fact the reversed (flipped) versions of the other [16] , as the only difference in their associated graphs is the location of the self-loop (see Fig. 1 ) 1 . The DST-4 and DCT-4 also share this property.
C. Problem Formulation
In order to learn graphs from data, the following parametric GGL estimation problem is formulated:
where S denotes the sample covariance matrix obtained from data, and L(w c , v c ) is the GGL variable defined by parameters v c and w c . Since the minimization criterion in (7) is based on negative log-likelihood of a Gaussian-Markov random field (GMRF), whose precision matrix is a GGL [9] , it is a constrained maximum-likelihood (ML) problem for estimating a GGL over the constraint set L t defined by the parameters v c and w c . This paper focuses on solving the instances of (7) where the constraint set L t can be either L 1 or L 2 , defined in Section III-A. Since (7) is a convex optimization problem [17] and the dimension of the problem is small, the CVX software [18] is used to find the optimal solutions for w c and v c . As a more efficient alternative to CVX, the GGL estimation algorithm proposed in [9] , [19] can be modified to accommodate the set constraints in L 1 and L 2 by introducing projected descent steps. Such efficient alternatives are out of the scope of this paper and considered as part of the future work.
D. Proposed Method
To design GBSTs, we propose a two-step procedure to optimize a GGL matrices used to derive transforms. In the first step, the problem in (7) is solved to find the optimal parameters (w * c and v * c ) that best capture the input data statistics (sample covariance S) in a maximum-likelihood sense. The residual data is collected by using the VVC reference software (version 2), VTM-2.0, where the row and column statistics (S) are obtained from intra coded residual blocks. After solving (7), the second step refines the optimized GGL matrix, L(w * c , v * c ) by normalizing entries of the GGL and then rounding the normalized vertex weight to a value of admissible precision 2 . Specifically, an estimated GGL is normalized by dividing with w * c as L = (1/w * c ) L(w * c , v * c ). So, the edge weights of the graph associated with L are equal to 1, and its non-zero vertex weight is equal to v * c /w * c . Note that, the normalization of GGLs does not have an impact on their corresponding GBTs, since the set of eigenvectors (i.e., U) in (2) are invariant to scaling of L. For the rounding, a normalized vertex weight (v * c /w * c ) is rounded to the nearest integer multiple of 0.25. We denote the resulting rounded vertex weight as α N , where N is the transform length (or number of vertices).
The proposed two-step approach is applied to design GBSTs as alternatives to DST-7 and DCT-8 in VVC. Since VVC allows 4, 8, 16 and 32-point DST-7/DCT-8, GBSTs are optimized for the same transform lengths. The proposed approach results in α 4 = 2, α 8 = 1, α 16 = 0.75 and α 32 = 0.25 for 4, 8, 16 and 32-point GBSTs, respectively. Based on the observations in Section III-B, the results of proposed approach can be interpreted as follows:
• Since α 4 = 2 for L 1 and L 2 corresponds to DST-4 and DCT-4, respectively, the proposed approach practically suggests replacing DST-7 with DST-4 and DCT-8 with DCT-4 for 4-point transforms to improve coding gains. • For 8-point transforms, the approach suggests to keep DST-7 and DCT-8, because α 8 = 1 for L 1 and L 2 leads to DST-7 and DCT-8, respectively. • As α N = 0 would indicate using DCT-2 and α N = 1 corresponds to DST-7/DCT-8, the 16-point GBST derived from α 16 = 0.75 leads to a transform that is closer to DST-7/DCT-8 as compared to DCT-2, yet α 32 = 0.25 generates a 32-point GBST that is closer to DCT-2 than DST-7/DCT-8. 2 The refinement step is needed to limit the precision of parameters for practical coding systems. Moreover, the normalization of GGLs makes the analysis of models with different number of vertices (dimensions) easier. 
IV. EXPERIMENTAL RESULTS
The performance of the proposed GBSTs are tested under common test conditions (CTC) [20] on the VVC reference software (version 2), VTM-2.0, by replacing the DST-7 and DCT-8 with the GBSTs for different transform lengths (i.e., 4, 8, 16 and 32-point transforms) . Table I shows the coding gains achieved by using the proposed set of GBSTs (in Section III-D) over the VTM-2.0 anchor with DST-7 and DCT-8 in terms of BD-rates [21] . On average, the proposed method provides considerable luma coding gains of 0.36% (in Y component). Practically, no loss is observed for chroma channel (in U and V components), since VTM-2.0 only applies multiple separable transform candidates on the luma blocks. For all the sequences in CTC, luma coding gains are observed, and significant gains up to 0.6% are achieved for some of the ultra-high-definition (UHD) sequences in class A1. Fig. 3a, 3b, 3c and 3d , respectively. The figures also show that the impact of changing α N on the BDR(Y) depends on the resolution of sequences. For example, in Fig. 3a , the coding gains for classes A1 and A2 with high-resolution are very limited, while for classes with lower resolution (e.g., class C) the gains are significant for larger α 4 . On the other hand, in Fig. 3d , smaller α 32 leads to significant coding gains for classes A1 and A2, yet the gains are negligible for class C.
V. CONCLUSIONS
In this paper, we introduced a parametric approach to build graph-based separable transforms (GBSTs) better capturing the residual block statistics as compared to DST-7 and DCT-8. An optimized set of GBSTs are constructed and tested on the VVC reference software VTM-2.0 by replacing the DST-7 and DCT-8 in VVC. The experimental results demonstrated that proposed GBSTs improve the coding efficiency about 0.4% over the VTM-2.0. The proposed GBSTs do not introduce any additional hardware complexity on the current VVC design, since practical implementations of DST-7 and DCT-8 are also primarily based on matrix multiplications.
