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Let A and D be two nonnegative regular matrices, and B be an
arbitrary infinite matrix. We give the sufficient/necessary condi-
tions underwhich thematrixmap B sends A-statistically convergent
bounded sequences to D-statistically convergent sequences. These
give nice additions to the work of Fridy and Khan. We also provide
the limit formula for such amap and evaluate the corresponding op-
erator semi-norm. Our results generalize many well-known results.
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1. Introduction
Let B = (bnk)n,k0 be an infinite matrix. For a complex sequence x = {xk}∞k=0, we write Bx :={(Bx)n}∞n=0 if (Bx)n :=
∑∞
k=0 bnkxk converges for each n = 0, 1, . . .. This defines a linear operator
between two suitable sequence spaces X and Y . We denote by (X, Y) the set of all matrices B such that
Bx is well-defined for all x ∈ X and Bx ∈ Y . Whenever (X, ‖ · ‖) and (Y, ‖ · ‖∗) are two semi-normed
linear spaces of sequences and B ∈ (X, Y), the operator semi-norm of thematrixmap B : (X, ‖ · ‖) →
(Y, ‖ · ‖∗), given by x → Bx, is defined by
‖B‖X,Y = inf{M > 0 : ‖Bx‖∗ ≤ M‖x‖ for all x ∈ X}.
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We write B ∈ B(X, Y) if ‖B‖X,Y < ∞. As indicated in [4, p. 286], for B ∈ B(X, Y),
‖B‖X,Y = sup
x∈X ; ‖x‖	=0
‖Bx‖∗
‖x‖ = supx∈X ; ‖x‖1 ‖Bx‖∗.
The characterizationproblemof thematricesB in (X, Y) (or inB(X, Y)) for classical sequence spaces
X and Y (that is, X, Y ∈ {c, c0, p}) is investigated for a long time, and lots of interesting results were
obtained (cf. [1–6,23]), where c (respectively c0) is the linear space of all convergent (respectively null)
sequences and p consists of those x = {xk}∞k=0 with ‖x‖p < ∞. Here
‖x‖p :=
⎛
⎝ ∞∑
k=0
|xk|p
⎞
⎠1/p (1  p < ∞) and ‖x‖∞ := sup
k0
|xk|.
In particular, Toeplitz and Schur solved the problem for the so-called regular matrices B, that is, B ∈
(c, c) and the following limit formula holds for all x = {xk}∞k=0 ∈ c:
lim
n→∞(Bx)n = limk→∞ xk. (1.1)
They proved that B = (bnk)n,k≥0 is regular if and only if supn0∑∞k=0 |bnk| < ∞, limn→∞ bnk = 0
(k = 0, 1, . . .), and limn→∞∑∞k=0 bnk = 1 (cf. [4, Theorem 2.3.7 II, 18, p. 43, Theorem 2]). However,
the characterization problem for B ∈ (p, q)with 1 < p, q < ∞ has not been completely solved yet
(cf. [2]).
In this paper, we try to relax X and Y to X ∈ {∞, stA ∩ ∞, st0A ∩ ∞} and Y ∈ {stD, st0D}, where
A and D are two nonnegative regular matrices. The spaces stA and st
0
A involved here are two sequence
spaces defined in terms of the following concept of A-statistical convergence (cf. [20]), where A is a
nonnegative regular matrix. We say that a sequence x = {xk}∞k=0 is A-statistically convergent to  if
(1.2) holds for all  > 0:
δA({k : |xk − |  }) = lim
n→∞
∑
k:|xk−|
ank = 0. (1.2)
In this case, we write stA-limk→∞ xk =  or xk stA→ . Note that the first equality in (1.2) follows from
the definition of the A-density δA(K) of a set K (cf. Section 2). Whenever (1.2) holds for  = 0 and for
all  > 0, we say that x = {xk}∞k=0 is an A-statistically null sequence. The A-statistical convergence has
the linearity, andwe denote the linear spaces consisting of all A-statistically convergent sequences and
of all A-statistically null sequences by stA and st
0
A , respectively. We have c0 ⊆ st0A ⊆ stA and c ⊆ stA.
Moreover, stA-limk→∞ xk = limk→∞ xk for each x = {xk}∞k=0 ∈ c. In general, st0A  ∞ (by taking A to
be the Cesáromatrix C1 and considering the sequence x = {xk}∞k=0 given by xk = k if k is a square, and
0 otherwise). Many properties of the A-statistical convergence have been derived . For details, we refer
the readers to [7,11,12,16,17,19–22]. In addition, Tauberian theorems are also under consideration.
For example, Fridy and Khan gave related results in [13–15].
In this paper, we not only dealwith the characterization problem of the aforementionedmatrices B,
but also evaluate the correspondingoperator semi-norm‖B‖X,Y . In addition, the limit formula like (1.1)
for such B is also established (cf. Sections 2–6). Our results in this direction not only give the statistical
extension of Toeplitz–Schur theorem concerning regular matrices, but also generalize [4, Theorem
2.4.1, 8, Corollary 2.2, 19, Corollary 2.2(ii), 21, Corollaries 5.1–5.3]. As an application, we derive the
corresponding characterizations for the Cesáro matrix Cα , the gamma matrix α , the Hölder matrix
Hα , the weighted mean matrix Wq and the Nörlund matrix Nq (cf. Section 7). In particular, a result of
Conner [7, Theorem 3.11] is derived.
Throughout this paper, N0 is the set of all nonnegative integers, e = {1, 1, . . .}, ek = {0, . . . , 0,
1, 0, . . .} with 1 in the kth position, and I denotes the identity matrix. For K ⊂ N0, the K-section of x
is the sequence x[K] = {x¯k}∞k=0 defined by
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x¯k =
⎧⎨
⎩ xk if k ∈ K,0 if k /∈ K. (1.3)
2. Characterization of (∞, stD)
For a nonnegative regular matrix A, the A-density δA(K) of a subset K of N0 is defined by δA(K) =
limn→∞
∑
k∈K ank if this limit exists (cf. [10]). By the regularityofA,wehaveδA(N0) = 1andδA(K) = 0
for all finite subsets K . Moreover, the finite union of subsets of A-density zero is also of A-density zero,
but this property may not be true whenever the finite union is replaced by a countable union.
We say that x = {xk}∞k=0 is A-statistically bounded if (2.1) holds for someM > 0:
δA({k : |xk| > M}) = 0, (2.1)
or equivalently, δA({k : |xk|  M}) = 1. Let mstA be the set of all A-statistically bounded sequences.
It is easy to see that stA ⊆ mstA and ∞ ⊆ mstA . Denote by ‖x‖stA the infimum of those M satisfying
(2.1). We have
‖x‖stA = stA- lim
k→∞ |xk| (2.2)
for each x = {xk}∞k=0 ∈ stA. The readers can also check that (mstA, ‖ · ‖stA) is a semi-normed linear
space of sequences.
The following theorem provides a combination of sufficient conditions for the characterization of
B ∈ (∞, stD). This partially generalizes a result of Schur from D = I to any nonnegative regular
matrix D (cf. [4, Theorem 2.4.1]). It is clear that (2.6) ⇒ (2.3):
b¯k := stD- lim
n→∞ bnk (k = 0, 1, . . .). (2.3)
Theorem 2.1. Let D be a nonnegative regular matrix and let B = (bnk)n,k0 satisfy (2.4)–(2.6), where
{bnk}∞k=0 ∈ 1 (n = 0, 1, . . .), (2.4)
⎧⎨
⎩
∞∑
k=0
|bnk|
⎫⎬
⎭
∞
n=0
∈ mstD , (2.5)
stD- lim
n→∞
∞∑
k=0
|bnk − b¯k| = 0 for some sequence {b¯k}∞k=0. (2.6)
Then B ∈ (∞, stD). Moreover, the following limit formula holds for all x = {xk}∞k=0 ∈ ∞:
stD- lim
n→∞(Bx)n =
∞∑
k=0
b¯kxk, (2.7)
and the matrix map B : (∞, ‖ · ‖∞) → (stD, ‖ · ‖stD) is a bounded linear operator with ‖B‖∞,stD =∑∞
k=0 |bk|.
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Proof. Since (2.4) holds, Bx is well-defined for each x ∈ ∞. For any K ∈ N0 and  > 0, the conditions
(2.3) and (2.5) together ensure the existence of a subset J of N0 such that δD(J) = 1 and
K∑
k=0
|b¯k| = lim
n∈J
n→∞
K∑
k=0
|bnk| 
∥∥∥∥∥∥
⎧⎨
⎩
∞∑
k=0
|bnk|
⎫⎬
⎭
∞
n=0
∥∥∥∥∥∥
stD
+  < ∞.
Letting K → ∞ and  ↘ 0, we get {b¯k}∞k=0 ∈ 1 and
∞∑
k=0
|b¯k| 
∥∥∥∥∥∥
⎧⎨
⎩
∞∑
k=0
|bnk|
⎫⎬
⎭
∞
n=0
∥∥∥∥∥∥
stD
.
Set x = {xk}∞k=0 ∈ ∞. We have that
∑∞
k=0 b¯kxk converges. Now, from the inequality∣∣∣∣∣∣
∞∑
k=0
bnkxk −
∞∑
k=0
b¯kxk
∣∣∣∣∣∣  ‖x‖∞
∞∑
k=0
|bnk − b¯k|
and (2.6), we obtain that Bx ∈ stD and (2.7) holds. Finally, we need to evaluate the value of ‖B‖∞,stD .
With the help of (2.7) and (2.2), we infer that for each x ∈ ∞,
‖Bx‖stD = stD- limn→∞ |(Bx)n| =
∣∣∣∣∣∣
∞∑
k=0
b¯kxk
∣∣∣∣∣∣  ‖x‖∞
∞∑
k=0
|b¯k|
and this implies ‖B‖∞,stD 
∑∞
k=0 |b¯k|. Consider the reverse inequality. For r ∈ N0, let x = {xk}∞k=0 ∈
c0 ⊂ ∞ be defined by
xk =
⎧⎨
⎩ sgn(b¯k) if k  r,0 if k > r.
We have ‖x‖∞  1, so ‖B‖∞,stD  ‖Bx‖stD = |
∑∞
k=0 b¯kxk| =
∑r
k=0 |b¯k|. Letting r → ∞, we get
‖B‖∞,stD ≥
∑∞
k=0 |b¯k|, and consequently, ‖B‖∞,stD =
∑∞
k=0 |b¯k|. 
3. Characterization of (st0A ∩ ∞, Y) with Y = stD or st0D
We have (∞, Y) ⊆ (stA ∩ ∞, Y) ⊆ (st0A ∩ ∞, Y). By Theorem 2.1, we see that (2.4)–(2.6) are
sufficient to ensure B ∈ (st0A ∩ ∞, stD). In the following, we show that for such B, (2.6) can be relaxed
to the following weaker condition:
stD- lim
n→∞
∑
k∈K
|bnk − b¯k| = 0 for all subsets K of N0 with δA(K) = 0. (3.1)
As Corollary 3.2 shown, these conditions are also necessary for the case D = I. Note that (3.1) ⇒
(2.3), which can be proved by taking K = {k}.
Theorem 3.1. Let A and D be two nonnegative regular matrices.
(i) Suppose that B = (bnk)n,k0 satisfies (2.4), (2.5) and (3.1). Then B ∈ (st0A ∩ ∞, stD). Moreover,
the limit formula (2.7) holds for all x = {xk}∞k=0 ∈ st0A ∩ ∞ and the matrix map B : (st0A ∩ ∞, ‖ ·
‖∞) → (stD, ‖ · ‖stD) is a bounded linear operator with ‖B‖st0A∩∞,stD =
∑∞
k=0 |bk|.
(ii) If in addition, b¯k = 0 for all k, then B ∈ (st0A ∩ ∞, st0D) and ‖B‖st0A∩∞,st0D = 0.
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Proof. Consider (i). We have (3.1) ⇒ (2.3). Following the proof of Theorem 2.1, we see that (2.5)
and (3.1) together imply that {b¯k}∞k=0 ∈ 1. Let x = {xk}∞k=0 ∈ st0A ∩ ∞. We can write x = y + z,
where y = {yk}∞k=0 and z = {zk}∞k=0 are bounded sequences satisfying limk→∞ yk = 0 and δA({k :
zk 	= 0}) = 0 (cf. [11, Theorem 1, 21, Theorem 3.2]). We claim that stD-limn→∞(By)n = ∑∞k=0 bkyk .
For any k0 ∈ N0, we have
∣∣∣∣
∞∑
k=0
bnkyk −
∞∑
k=0
b¯kyk
∣∣∣∣ ≤
( k0∑
k=0
|bnk − b¯k|
)
‖y‖∞
+
(
sup
kk0+1
|yk|
)⎛
⎝ ∞∑
k=k0+1
|bnk| +
∞∑
k=k0+1
|b¯k|
⎞
⎠ . (3.2)
From (2.5) and the fact {b¯k}∞k=0 ∈ 1, we can find some J ⊂ N0 with δD(J) = 1 and a large integer k0
such that the second term at the right side of (3.2) is as small as possible and this estimate is uniform
on n ∈ J. For such k0, (2.3) ensures that J can be modified so that the first term at the right side of
(3.2) goes to 0 as n → ∞ and n ∈ J. Hence, the left side of (3.2) is D-statistically convergent to 0. This
shows that stD-limn→∞(By)n = ∑∞k=0 bkyk . On the other hand, the inequality∣∣∣∣∣∣
∞∑
k=0
bnkzk −
∞∑
k=0
bkzk
∣∣∣∣∣∣ 
∑
k:zk 	=0
|bnk − bk||zk|  ‖z‖∞
∑
k:zk 	=0
|bnk − bk|
and (3.1) together lead us to that stD-limn→∞(Bz)n = ∑∞k=0 bkzk. Hence, (2.7) is true. The same
argument given in the proof of Theorem 2.1 also tells us that the operator semi-norm ‖B‖st0A∩∞,stD =∑∞
k=0 |bk|. For (ii), it follows from (i) and (2.7) by considering the case b¯k = 0. This completes the
proof. 
Consider D = I. The readers can verify that the I-statistical convergence reduces to the ordinary
convergence, and ‖x‖stI = lim supk→∞ |xk| for all x = {xk}∞k=0. As a consequence of Theorem 3.1,
we get the following result. With the help of [18, Chapter III, Theorem 4], we see that the (ii) part of
Corollary 3.2 is the same as [21, Corollary 5.2].
Corollary 3.2. Let A be a nonnegative regular matrix and let B = (bnk)n,k0. Then the following two
assertions hold:
(i) B ∈ (st0A ∩ ∞, c) if and only if (3.3) and (3.4) are satisfied by some sequence {b¯k}∞k=0, where
sup
n0
∞∑
k=0
|bnk| < ∞ (3.3)
and
lim
n→∞
∑
k∈K
|bnk − b¯k| = 0 for all subsets K of N0 with δA(K) = 0. (3.4)
(ii) B ∈ (st0A ∩ ∞, c0) if and only if (3.3) and (3.4) hold for b¯k = 0.
(iii) For the cases (i) and (ii),
lim
n→∞(Bx)n =
∞∑
k=0
b¯kxk (x = {xk}∞k=0 ∈ st0A ∩ ∞) (3.5)
and the matrix map B : (st0A ∩ ∞, ‖ · ‖∞) → (Y, ‖ · ‖), where Y ∈ {c, c0} and ‖ · ‖ = ‖ · ‖stI
or ‖ · ‖∞, is a bounded linear operator with
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‖B‖st0A∩∞,Y =
⎧⎨
⎩
∑∞
k=0 |b¯k| if ‖ · ‖ = ‖ · ‖stI ,
supn0
∑∞
k=0 |bnk| if ‖ · ‖ = ‖ · ‖∞.
(3.6)
Proof. The if parts of (i) and (ii) follow from the caseD = I of Theorem 3.1.We consider the converse.
Applying [21, Theorem 4.1] to B ∈ (st0A ∩ ∞, c), we find that B ∈ (c0, c) and B[K] ∈ (∞, c) for all
subsets K of N0 with δA(K) = 0, where B[K] = (b¯nk)n,k≥0 is defined by
b¯nk =
⎧⎨
⎩ bnk if k ∈ K,0 if k /∈ K. (3.7)
By [4, Theorem 2.3.6 I], we find that (3.3) is true and (2.3) holds for some b¯k . We have B
[K] ∈ (∞, c).
By [4, Theorem 2.4.1], we get (3.4). This completes the proof of (i). Change c to c0 and replace [4,
Theorem 2.3.6 I] by [4, Theorem 2.3.6 II]. We find that the only if part of (ii) can be derived from the
above argument. As for (3.5), it follows from the case D = I of (2.7). It remains to prove (3.6). For the
case ‖ · ‖ = ‖ · ‖stI , it follows from Theorem 3.1. For ‖ · ‖ = ‖ · ‖∞, it can be derived from the fact
that supn0
∑∞
k=0 |bnk| = ‖B‖c0,Y  ‖B‖st0A∩∞,Y  ‖B‖∞,Y = supn0
∑∞
k=0 |bnk|. 
4. Characterization of (stA ∩ ∞, stD)
We have (stA ∩ ∞, stD) ⊆ (st0A ∩ ∞, stD). In Theorem 3.1, we prove that (2.4), (2.5) and (3.1) are
sufficient to ensure B ∈ (st0A ∩ ∞, stD). To characterize B ∈ (stA ∩ ∞, stD), we need the following
extra condition:
b¯ := stD- lim
n→∞
∞∑
k=0
bnk exists. (4.1)
As Corollary 4.2 shown, these conditions are also necessary for the case D = I.
Theorem 4.1. Let A and D be two nonnegative regular matrices. If B = (bnk)n,k0 satisfies (2.4), (2.5),
(3.1) and (4.1), then B ∈ (stA ∩ ∞, stD). Moreover, for all x = {xk}∞k=0 ∈ stA ∩ ∞,
stD- lim
n→∞(Bx)n =
⎛
⎝b¯ − ∞∑
k=0
b¯k
⎞
⎠ stA- lim
k→∞ xk +
∞∑
k=0
bkxk, (4.2)
and the matrix map B : (stA ∩ ∞, ‖ · ‖∞) → (stD, ‖ · ‖stD) is a bounded linear operator with
‖B‖stA∩∞,stD =
∣∣∣b¯ −∑∞k=0 b¯k
∣∣∣+∑∞k=0 |b¯k|.
Proof. Let x = {xk}∞k=0 ∈ stA ∩ ∞ with stA-limk→∞ xk = L. By the linearity of the A-statistical
convergence, we may write xk = L + zk, where z = {zk}∞k=0 ∈ st0A ∩ ∞. Therefore, by (4.1) and
Theorem 3.1, we get
(Bx)n =
∞∑
k=0
bnkxk =
∞∑
k=0
bnk(L + zk) =
⎛
⎝ ∞∑
k=0
bnk
⎞
⎠ L + ∞∑
k=0
bnkzk
stD−→ b¯L +
∞∑
k=0
b¯kzk =
⎛
⎝b¯ − ∞∑
k=0
b¯k
⎞
⎠ L + ∞∑
k=0
b¯kxk as n → ∞,
which verifies (4.2) and B ∈ (stA ∩ ∞, stD). It is clear that
‖Bx‖stD 
⎛
⎝
∣∣∣∣∣∣b¯ −
∞∑
k=0
b¯k
∣∣∣∣∣∣+
∞∑
k=0
|b¯k|
⎞
⎠ ‖x‖∞.
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This implies ‖B‖stA∩∞,stD 
∣∣∣b¯ −∑∞k=0 b¯k
∣∣∣ + ∑∞k=0 |b¯k|. On the other hand, for any N ∈ N0, let
x = {xk}∞k=0 ∈ c ⊆ stA ∩ ∞ be defined by
xk =
⎧⎨
⎩ sgn(b¯k) if k  N,sgn (b¯ −∑∞k=0 b¯k) if k > N.
It is trivial that ‖x‖∞  1. By (4.2), we obtain
stD- lim
n→∞(Bx)n =
∣∣∣∣∣∣b¯ −
∞∑
k=0
b¯k
∣∣∣∣∣∣+
N∑
k=0
|b¯k| +
∞∑
k=N+1
b¯kxk,
which leads us to
‖Bx‖stD = stD- limn→∞ |(Bx)n| 
∣∣∣∣∣∣b¯ −
∞∑
k=0
b¯k
∣∣∣∣∣∣+
∞∑
k=0
|b¯k| − 2
∞∑
k=N+1
|b¯k|
−→
∣∣∣∣∣∣b¯ −
∞∑
k=0
b¯k
∣∣∣∣∣∣+
∞∑
k=0
|b¯k| as N → ∞.
Hence, ‖B‖stA∩∞,stD 
∣∣∣b¯ −∑∞k=0 b¯k
∣∣∣ +∑∞k=0 |b¯k|, and consequently, the formula for ‖B‖stA∩∞,stD
is true. 
Consider the particular case D = I of Theorem 4.1. Let A = (ank)n,k0 be a nonnegative regular
matrix and 0 < p < ∞. We say that a sequence x = {xk}∞k=0 is strongly A-summable of order p to  if
lim
n→∞
∞∑
k=0
ank|xk − |p = 0.
Denote by ω
p
A the set of all sequences which are strongly A-summable of order p. It was proved in
[7,20] that stA ∩ ∞ = ωpA ∩ ∞ for all 0 < p < ∞. In addition, a sequence in stA ∩ ∞ is A-
statistically convergent to  if and only if it is strongly A-summable of order p to . The next corollary
is a consequence of Theorem 4.1, which corresponds to the case D = I. It characterizes those matrices
in the class (stA ∩ ∞, c). With the help of [4, Theorem 2.3.7 I], we see that this characterization is the
same as [21, Corollary 5.1].
Corollary 4.2. Let A be a nonnegative regular matrix. Suppose 0 < p < ∞ and B = (bnk)n,k0. Then
B ∈ (stA ∩ ∞, c) ⇐⇒ B ∈ (ωpA ∩ ∞, c) ⇐⇒ all of (3.3), (3.4) and (4.3) are satisfied, where
b¯ := lim
n→∞
∞∑
k=0
bnk exists. (4.3)
Moreover, in this case,
lim
n→∞(Bx)n =
⎛
⎝b¯ − ∞∑
k=0
b¯k
⎞
⎠ stA- lim
k→∞ xk +
∞∑
k=0
b¯kxk (4.4)
for all x = {xk}∞k=0 ∈ stA ∩ ∞, and the matrix map B : (stA ∩ ∞, ‖ · ‖∞) → (c, ‖ · ‖), where‖ · ‖ = ‖ · ‖stI or ‖ · ‖∞, is a bounded linear operator with
‖B‖stA∩∞,c =
⎧⎨
⎩ |b¯ −
∑∞
k=0 b¯k| +
∑∞
k=0 |b¯k| if ‖ · ‖ = ‖ · ‖stI ,
supn0
∑∞
k=0 |bnk| if ‖ · ‖ = ‖ · ‖∞.
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Proof. Because stA∩∞ = ωpA∩∞ (cf. [7,20]), thefirst equivalenceholds. For the secondequivalence,
the case D = I of Theorem 4.1 gives the implication “⇐”. Applying [21, Theorem 4.1] to B ∈ (stA ∩
∞, c), we find that B ∈ (c, c) and B[K] ∈ (∞, c) for all subsets K of N0 with δA(K) = 0, where B[K]
is defined by (3.7). By [4, Theorems 2.3.7 I and 2.4.1], we infer that (3.3), (3.4) and (4.3) hold. Next,
the Eq. (4.4) follows from the case D = I of (4.2). It remains to prove the formula for ‖B‖stA∩∞,c . The
case ‖ · ‖ = ‖ · ‖stI follows from Theorem 4.1. For ‖ · ‖ = ‖ · ‖∞, it can be obtained by the fact that
supn0
∑∞
k=0 |bnk| = ‖B‖c,c  ‖B‖stA∩∞,c  ‖B‖∞,c = supn0
∑∞
k=0 |bnk|. 
The case A = I of Theorem 4.1 is also under consideration. It gives the characterization of (c, stD).
In this case, condition (3.1) can be replaced by the weaker condition (2.3). The precise statement is
stated below.
Corollary 4.3. Let D be a nonnegative regular matrix.
(i) If B = (bnk)n,k0 satisfies (2.3)–(2.5) and (4.1), then B ∈ (c, stD). Moreover,
stD- lim
n→∞(Bx)n =
⎛
⎝b¯ − ∞∑
k=0
b¯k
⎞
⎠ lim
k→∞ xk +
∞∑
k=0
bkxk (x = {xk}∞k=0 ∈ c).
(ii) For bnk ≥ 0, (2.5) can be removed. Moreover, the other conditions are also necessary conditions for
B ∈ (c, stD).
Proof. Set A = I in Theorem 4.1. We have δI(K) = 0 if and only if K is a finite set. This enables us to
prove that (2.3)⇒ (3.1). By Theorem 4.1, we get (i). For (ii), let bnk ≥ 0. Then (4.1)⇒ (2.5) for this
case, and so (2.5) can be removed. It remains to prove the converse of (i). Assume B ∈ (c, stD). Then
Be ∈ stD and Bek ∈ stD. We have∑∞k=0 |bnk| = ∑∞k=0 bnk = (Be)n and bnk = (Bek)n, (2.3), (2.4), and
(4.1) follow. This completes the proof. 
5. The statistical extension of Toeplitz–Schur theorem concerning regular matrices
We know that Toeplitz–Schur theorem characterizes those B ∈ (c, c) with the property (1.1). In
this section, we shall extend such a characterization to the following matrices:
B ∈ (stA ∩ ∞, stD) and (5.2) is true for all x = {xk}∞k=0 ∈ stA ∩ ∞, (5.1)
where
stD- lim
n→∞(Bx)n = stA- limk→∞ xk. (5.2)
As a consequence of Theorem 4.1, we have the following result, which involves the special case b¯ = 1
of (4.1) and the special case b¯k = 0 of (3.1), that is,
stD- lim
n→∞
∞∑
k=0
bnk = 1, (5.3)
and
stD- lim
n→∞
∑
k∈K
|bnk| = 0 for all subsets K of N0 with δA(K) = 0. (5.4)
Theorem 5.1. Let A and D be two nonnegative regular matrices.
(i) Suppose B = (bnk)n,k0 satisfies (2.4), (2.5), (5.3) and (5.4), then (5.1) holds.
(ii) For bnk ≥ 0, (2.5) can be removed. Moreover, the other conditions hold if and only if (5.1) is true.
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Proof. Obviously, (5.3) is the special case b¯ = 1 of (4.1) and (5.4) is the case b¯k = 0 of (3.1). Applying
Theorem 4.1, we get (i). Next, consider (ii). Assume that bnk ≥ 0. Then (5.3)⇒ (2.5), so (2.5) can be
removed from (i) for this case. It remains to prove that (2.4), (5.3), and (5.4) are necessary conditions for
the truth of (5.1). Assume that (5.1) holds. Then B ∈ (c, stD). By Corollary 4.3(ii), (2.4) follows. Applying
the limit formula (5.2) to the sequence e = {1, 1, . . .}, we get (5.3). Finally, we prove that (5.4) holds.
Let K be a subset ofN0 with δA(K) = 0. Then e[K] is A-statistically convergent to 0, where e[K] denotes
the K-section of e (see (1.3)). By (5.2), Be[K] = {∑k∈K bnk}∞n=0 is also D-statistically convergent to 0.
Since bnk ≥ 0, (5.4) is true. This finishes the proof. 
We know that any nonnegative regular matrix B = (bnk)n,k≥0 must satisfy (2.4), (2.5) and (5.3).
Hence, for such B, Theorem 5.1(ii) reduces to the equivalence between (5.1) and (5.4). In the following,
we further characterize (5.1) from the viewpoints of DB-density, the size of stDB, and the relation
DB ∈ (stA ∩ ∞, c).
Theorem 5.2. Let A, B = (bnk)n,k≥0 and D = (dnk)n,k0 be three nonnegative regular matrices. Then
(5.1) holds if and only if any of the following three statements is true:
(i) δA(K) = 0 ⇒ δDB(K) = 0,
(ii) stA ⊂ stDB,
(iii) DB ∈ (stA ∩ ∞, c).
Moreover, in this case,
lim
n→∞ ((DB)x)n = stD- limn→∞(Bx)n = stA- limn→∞ xk (x = {xk}∞k=0 ∈ stA ∩ ∞) (5.5)
and
stDB- lim
k→∞ yk = stA- limk→∞ yk (y = {yk}
∞
k=0 ∈ stA). (5.6)
Proof. We shall prove this theorem in the following steps:
(5.1) ⇒ (i) ⇒ (ii) ⇒ (iii) ⇒ (5.1).
Suppose that (5.1) holds and let K be an index set with δA(K) = 0. We know that the product of two
nonnegative regularmatrices is still a nonnegative regularmatrix.Hence, δDB(K)makes sense.Wehave
e[K] ∈ st0A∩∞ andB ∈ (stA∩∞, stD), soBe[K] ∈ stD.Note that from(5.2), stD-limn→∞(Be[K])n = stA-
limk→∞(e[K])k = 0. In addition, the regularity of B indicates that Be[K] = {∑k∈K bnk}∞n=0 is a bounded
sequence. These imply Be[K] ∈ st0D ∩ ∞. As mentioned in the paragraph before Corollary 4.2, Be[K] is
strongly D-summable of order 1 to 0. Thus,
lim
n→∞
∑
j∈K
(DB)nj = lim
n→∞
∑
j∈K
∞∑
k=0
dnkbkj = lim
n→∞
∞∑
k=0
dnk
∑
j∈K
bkj
= lim
n→∞
∞∑
k=0
dnk(Be
[K])k = 0,
that is, δDB(K) = 0. This shows that (5.1)⇒ (i). Next, assume that (i) is true and x = {xk}∞k=0 ∈ stA.
We claim that x ∈ stDB. Fix  > 0 and set K ′ = {k : |xk − |  }, where  = stA-limk→∞ xk .
We have δA(K
′) = 0. By (i), δDB(K ′) = 0. Hence, x ∈ stDB. This finishes the proof of (i) ⇒ (ii).
We remark that the above argument also ensures the validity of (5.6) under (i). Now, we show that
(ii) ⇒ (iii). Assume that (ii) holds and u = {uk}∞k=0 ∈ stA ∩ ∞ with stA-limk→∞ uk = ξ . We may
write u = y+z, where y = {yk}∞k=0 and z = {zk}∞k=0 are bounded sequences satisfying the conditions:
limk→∞ yk = ξ , δA(K ′′) = 0 and K ′′ = {k : zk 	= 0}. We know that DB is regular, and therefore,
limn→∞((DB)y)n = ξ . We claim that stDB-limk→∞ zk = 0. Define z = {zk}∞k=0 by
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zk =
⎧⎨
⎩ k if k ∈ K
′′,
0 if k /∈ K ′′.
It is obvious that stA-limk→∞ zk = 0. From (ii), we have z ∈ stDB. Note that 0 is the only possible DB-
statistical limit of z and this tells us that δDB(K
′′) = 0.We conclude that stDB-limk→∞ zk = 0. Hence, z
is stronglyDB-summableof order1 to0,which implies limn→∞((DB)z)n = limn→∞∑∞k=0(DB)nkzk =
0. By linearity, limn→∞((DB)u)n = limn→∞((DB)y)n + limn→∞((DB)z)n = ξ . This shows that
DB ∈ (stA ∩ ∞, c). The above argument also shows
lim
n→∞((DB)u)n = ξ = stA- limk→∞ uk. (5.7)
Finally, we prove (iii) ⇒ (5.1). By Theorem 5.1, it suffices to prove that (iii) ⇒ (5.4). Suppose
that DB ∈ (stA ∩ ∞, c) and let K be an index set with δA(K) = 0. Write DB = T = (Tnk)n,k0.
Because both of B and D are nonnegative regular matrices, T is also a nonnegative regular matrix. This
implies limn→∞ Tnk = 0 for all k = 0, 1, . . . , and consequently, limn→∞(T [K])nk = 0. Applying [21,
Theorem 4.1] to T ∈ (stA ∩ ∞, c), we get T [K] ∈ (∞, c). As a consequence of the limit formula in [4,
Theorem 2.4.1], we obtain
lim
n→∞(T
[K]e)n =
∞∑
k=0
(
lim
n→∞(T
[K])nk × 1
)
=
∞∑
k=0
(0 × 1) = 0.
This leads us to
lim
n→∞
∞∑
k=0
dnk(Be
[K])k = lim
n→∞((DB)e
[K])n = lim
n→∞(Te
[K])n = lim
n→∞(T
[K]e)n = 0,
which says that Be[K] is strongly D-summable of order 1 to 0. Note that Be[K] is also bounded, and
hence, Be[K] is D-statistically convergent to 0, which is (5.4). Putting (5.2) and (5.7) together yields
(5.5). This completes the proof. 
The particular case D = I of Theorem 5.2 gives us the following extension of [21, Corollary 5.3].
Corollary 5.3. Let A and B be two nonnegative regular matrices. Then B ∈ (stA ∩ ∞, c) if and only if any
of (i) and (ii) holds, where
(i) δA(K) = 0 ⇒ δB(K) = 0,
(ii) stA ⊂ stB.
Moreover, in this case,
lim
n→∞(Bx)n = stA- limk→∞ xk (x = {xk}
∞
k=0 ∈ stA ∩ ∞) (5.8)
and
stB- lim
k→∞ yk = stA- limk→∞ yk (y = {yk}
∞
k=0 ∈ stA).
We indicate that if A and B are nonnegative regular matrices with ω1A ∩ ∞ ⊆ ω1B ∩ ∞, we have
stA ∩ ∞ ⊆ stB ∩ ∞, and consequently, by [16, Theorem 1], B ∈ (stB ∩ ∞, c) ⊆ (stA ∩ ∞, c).
Applying Corollary 5.3, stA ⊆ stB and we obtain [19, Corollary 2.2(ii)].
Consider the case: bnk  Cank for some C > 0, where A = (ank)n,k0 and B = (bnk)n,k0 are
nonnegative regular matrices. We have
∑
k∈K bnk  C
∑
k∈K ank for any index set K . This ensures the
validity of Corollary 5.3(i). Hence, we get the following consequence.
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Corollary 5.4. Suppose A = (ank)n,k0 and B = (bnk)n,k0 are two nonnegative regular matrices. If
bnk  Cank for some C > 0, then B ∈ (stA ∩ ∞, c) and (5.8) is true for all x = {xk}∞k=0 ∈ stA ∩ ∞.
We shall see the applications of Corollaries 5.3 and 5.4 in Section 7.
6. Limit superior formula for B ∈ (∞, ∞)
Theorem 5.1(ii) can be used to deal with the equality for the A-statistical limit superior. We give a
detail below. Let A be a nonnegative regular matrix and x = {xk}∞k=0 be a real sequence. Set
UA = {M ∈ R : δA({k : xk > M}) = 0}.
The A-statistical limit superior of x is defined by
stA- lim sup
k→∞
xk =
⎧⎨
⎩ inf UA if UA 	= ∅,∞ if UA = ∅.
It is not difficult to verify that β := stA-lim supk→∞ xk is finite if and only if for each  > 0,
δA({k : xk > β − }) 	= 0 and δA({k : xk > β + }) = 0.
Here δA(K) 	= 0 means that either δA(K) > 0 or δA(K) does not exist (cf. [8,17]). The following result
is a generalization of [8, Corollary 2.2].
Corollary 6.1. Let A and D be two nonnegative regular matrices. Suppose B = (bnk)n,k0 ∈ (∞, ∞)
with bnk  0. Then
stD- lim sup
n→∞ (Bx)n = stA- lim supk→∞ xk (6.1)
for all x = {xk}∞k=0 ∈ ∞ if and only if B satisfies (3.3), (5.3), (5.4) and
stD- lim sup
n→∞
∑
k∈K
bnk = 1 for all subsets K of N0 with δA(K) 	= 0. (6.2)
Proof. It iswell-known thatB ∈ (∞, ∞) if andonly if (3.3) is true (cf. [4, Theorem7.4.2]). In addition,
from [8, Theorem 2.1], (6.1) holds for all x = {xk}∞k=0 ∈ ∞ if and only if B ∈ (stA ∩ ∞, stD), (5.2)
holds for all x = {xk}∞k=0 ∈ stA ∩ ∞ and (6.2) is true. Therefore, the combination of (2.4), (5.3), (5.4)
and (6.2) is the desired necessary and sufficient conditions by Theorem 5.1(ii). Because (3.3) implies
(2.4), we complete the proof. 
We indicate that the I-statistical limit superior reduces to the ordinary limit superior. Hence, the
case D = I of Corollary 6.1 reduces to [8, Corollary 2.2].
7. Special matrix methods
Let α ∈ R with−α /∈ N. The Cesàro matrix Cα = (c(α)nk )n,k0 of order α is defined by the rules:
c
(α)
nk =
⎧⎪⎨
⎪⎩
(n−k+α−1n−k )
(n+αn )
if k  n,
0 if k > n.
For A = C1, (1.2) becomes
lim
n→∞
1
n + 1 |{k  n : |xk − |  }| = 0.
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Hence, the C1-statistical convergence is the same as the statistical convergence introduced in [9]. For
the sake of convenience, we write st instead of stC1 .
It is well-known that Cα ∈ (c, c) if and only if α  0, and Cα is regular in this case (cf. [4, Facts
3.1.9]). As an application of Corollary 5.3, we give the following result.
Corollary 7.1. The following two assertions hold:
(i) Cα ∈ (st ∩ ∞, c) if and only if α > 0. Moreover, in this case,
lim
n→∞(Cαx)n = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ st ∩ ∞). (7.1)
(ii) stCα = st for all α > 0 and
stCα - lim
k→∞ xk = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ stCα ).
Proof. Wefirst claim that forα, β > 0and for any subsetK ofN0,δCα (K) = 0 if andonly ifδCβ (K) = 0.
Sincee[K] ∈ ∞,e[K] isCα-summable if andonly if it isCβ -summable (cf. [4, Corollary4.1.16]).Moreover,
in such a case, limn→∞(Cαe[K])n = limn→∞(Cβe[K])n by the monotonicity property (cf. [4, Theorem
3.1.10]). Hence, the desired result holds. Take β = 1. Applying Corollary 5.3 to the case A = C1 and
B = Cα , we get Cα ∈ (st ∩ ∞, c) for α > 0 and (7.1) is true. Conversely, we know that Cα ∈ (c, c) if
and only if α  0. Thus,
Cα ∈ (st ∩ ∞, c) ⇒ Cα ∈ (c, c) ⇒ α ≥ 0.
In addition, C0 = I /∈ (st ∩ ∞, c). These give the only if part of (i). From the above proof, we see that
δCα (K) = 0 if and only if δC1(K) = 0, where α > 0 and K is an index set. By Corollary 5.3, we obtain
(ii). This completes the proof. 
Consider the gamma matrix α = (γ (α)nk )n,k0 of order α, defined by the rules:
γ
(α)
nk =
⎧⎪⎨
⎪⎩
(k+α−1k )
(n+αn )
if k  n,
0 if k > n.
We have the following consequence of Corollary 5.4.
Corollary 7.2. If α  1, we have α ∈ (st ∩ ∞, c) and
lim
n→∞(αx)n = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ st ∩ ∞). (7.2)
Proof. Suppose α  1. For 0  k  n, we have
γ
(α)
nk =
(
k+α−1
k
)
(
n+α
n
) = n
n + α − 1
n − 1
n + α − 2 · · ·
k + 1
k + α
α
n + α 
α
n
= αc(1)nk .
By Corollary 5.4, α ∈ (st ∩ ∞, c) and (7.2) holds for all x ∈ st ∩ ∞. 
For α ∈ R, let Hα be the Hölder matrix of order α (see [4, p. 139] for the definition). The Hölder
matrix Hα shares many properties of the Cesàro matrix Cα . For example, Hα = (C1)α for α ∈ N0 and
Hα also has themonotonicity property. That is, ifα, β ∈ Rwithα < β , thenHα-summable sequences
are Hβ-summable and their sums are equal (cf. [4, Remark 3.4.20]). In fact, for α > −1, the methods
Hα and Cα are equivalent and consistent (cf. [4, Corollary 3.4.19]). Therefore, Hα ∈ (c, c) if and only if
α  0, and Hα is regular in such case. With the help of Corollaries 5.3 and 7.1, we have the following
consequence.
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Corollary 7.3. The following two assertions hold:
(i) Hα ∈ (st ∩ ∞, c) if and only if α > 0. Moreover, in this case,
lim
n→∞(Hαx)n = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ st ∩ ∞).
(ii) stHα = st for all α > 0 and
stHα - lim
k→∞ xk = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ stHα ).
Proof. Wefirst establish (ii). Letα > 0. Because themethodsHα and Cα are equivalent and consistent
in this case, we have that limn→∞(Hαe[K])n = 0 if and only if limn→∞(Cαe[K])n = 0, where K is an
index set. This shows that δHα (K) = 0 if and only if δCα (K) = 0. From the equivalence of (i)–(ii) in
Corollary 5.3, stHα = stCα . Because stCα = st by Corollary 7.1, we have stHα = st. By Corollaries 5.3 and
7.1(ii), the limit formula in (ii) holds. Now we consider (i). If α > 0, the fact stHα = st also ensures
Hα ∈ (st ∩ ∞, c) and the corresponding limit formula holds by Corollary 5.3. Conversely, we prove
that Hα ∈ (st ∩ ∞, c) ⇒ α > 0. Note that Hα ∈ (st ∩ ∞, c) ⇒ Hα ∈ (c, c) ⇒ α ≥ 0 and
H0 = I /∈ (st ∩ ∞, c), which is the desired result. 
Let q = {qk}∞k=0 be a nonnegative sequence with q0 > 0. Set Qn =
∑n
k=0 qk. The weighted mean
matrixWq = (wnk)n,k0 and the Nörlund matrix Nq = (unk)n,k0 are defined by
wnk =
⎧⎨
⎩
qk
Qn
if k  n,
0 if k > n,
and
unk =
⎧⎨
⎩
qn−k
Qn
if k  n,
0 if k > n.
Note that for qk =
(
k+α−1
k
)
, where α > 0, the corresponding weighted mean matrix Wq and the
Nörlundmatrix Nq reduce to the gammamatrixα and the Cesàromatrix Cα , respectively. It is known
that the weighted mean matrixWq is regular if and only if limn→∞ Qn = ∞ (cf. [4, Theorem 3.2.7]).
Moreover, the Nörlund matrix Nq is regular if and only if limn→∞ qnQn = 0 (cf. [4, Corollary 3.3.4]). In
the following corollary, the sufficient conditions for Wq,Nq ∈ (st ∩ ∞, c) are obtained. This result
was given by Conner in [7, Theorem 3.11].
Corollary 7.4. If q = {qk}∞k=0 is a bounded nonnegative sequence with q0 > 0 and Qn  cn for some
c > 0 and for all n = 0, 1, . . ., then Wq,Nq ∈ (st ∩ ∞, c) and
lim
n→∞(Wqx)n = limn→∞(Nqx)n = st- limk→∞ xk (x = {xk}
∞
k=0 ∈ st ∩ ∞).
Proof. First, note that the weighted mean matrix Wq and the Nörlund matrix Nq are regular in this
case. For 0  k  n, we have
wnk = qk
Qn
 ‖q‖∞
cn
= ‖q‖∞
c
c
(1)
nk and unk =
qn−k
Qn
 ‖q‖∞
c
c
(1)
nk .
By Corollary 5.4, we get the desired result. 
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