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A NOTE ON LATTICE ORDERED C∗-ALGEBRAS AND
PERRON–FROBENIUS THEORY
JOCHEN GLU¨CK
Abstract. A classical result of Sherman says that if the space of self-adjoint
elements in a C∗-Algebra A is a lattice with respect to its canonical order,
then A is commutative. We give a new proof of this theorem which shows
that it is intrinsically connected with the spectral theory of positive operator
semigroups. Our methods also show that some important Perron–Frobenius
like spectral results fail to hold in any non-commutative C∗-algebra.
Introduction
Let us consider the space Asa of self-adjoint elements of a C∗-algebra A. There
is a canonical order on Asa which is given by a ≤ b if and only if b − a is positive
semi-definite. With respect to this order Asa is an ordered real Banach space,
meaning that the positive cone (Asa)+ := {a ∈ Asa| a ≥ 0} is closed, convex
and invariant with respect to multiplication by scalars α ≥ 0 and that it fulfils
(Asa)+ ∩ −(Asa)+ = {0}. If A is commutative, then it follows from Gelfand’s
representation theorem for commutative C∗-algebras that Asa is actually lattice
ordered, i.e. that all elements a, b ∈ Asa have an infimum (or greatest lower bound)
a ∧ b. In 1951 Sherman proved that the converse implication also holds, i.e. if Asa
is lattice ordered, then A is commutative [26, Theorems 1 and 2].
Since then a great wealth of results has appeared which vary and generalise
Sherman’s theorem in several directions. We only quote a few of them: in [13,
Theorems 1 and 2] it is shown that if the ordered space Asa is only assumed to have
the Riesz decomposition property, then A is commutative. In [3, Theorem 2] it is
proved that if for a fixed element a ∈ Asa and all b ∈ Asa the infimum a ∧ b exists,
then A is commutative. In [21, Corollary 11 and Theorem 12], [4, Theorem 3.7],
[9, Theorem 3.5] and [16, Corollary 2.4] it is shown that if A is in some sense
too far from being commutative, then Asa is even a so-called anti-lattice, meaning
that two elements of a, b ∈ Asa have an infimum only if a ≤ b or b ≤ a. In [10]
Sherman’s result is adapted to more general Banach algebras. The “commutativity-
from-order” theme was also considered from a somewhat different viewpoint in [28]
and a more recent contribution to the theory can be found in [27].
It might not come as a surprise that the proofs for many of the above mentioned
results use methods which are rather typical for the theory of operator algebras.
The main goal of this note is to show that Sherman’s theorem can also be proved by
using only elementary properties of C∗-algebras if we instead employ the so-called
Perron–Frobenius theory; this notion is usually used to refer to the spectral theory
of positive operators and semigroups, in particular on Banach lattices. We present
our new proof of Sherman’s result in Section 1.
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Since our approach relies on non-trivial spectral theoretic results, we do not
claim that our proof is simpler than the original one; our main point is that our
proof employs completely different methods and thus sheds some new light on Sher-
man’s theorem. In particular, the proof establishes a beautiful connection between
commutativity of operator algebras and Perron–Frobenius theory. In Section 2 we
have a somewhat deeper look into this connection by proving that certain Perron–
Frobenius type results can never hold on a non-commutative C∗-algebra.
1. A new proof of Sherman’s theorem
In this section we give a new proof of Sherman’s commutativity result by means
of Perron–Frobenius spectral theory. For every Banach space E we denote by L(E)
the space of bounded linear operators on E.
Theorem 1.1 (Sherman). Let A be a C∗-algebra and let the space Asa of self-
adjoint elements in A be endowed with the canonical order. Then Asa is lattice
ordered if and only if A is commutative.
Proof. The implication “⇐” follows readily from Gelfand’s representation theorem
for commutative C∗-algebras. To prove the implication “⇒”, assume that Asa is
lattice ordered. Fix a ∈ Asa. It suffices to show that a commutes with every
element c ∈ Asa.
For every t ∈ R we define an operator Tt ∈ L(Asa) by Ttc = e−ita c eita (where
the exponential function is computed in the unitization of A in case that A does
not contain a unit). Obviously, the operator family T := (Tt)t∈R ⊆ L(Asa) is a
contractive positive C0-group on Asa. The orbit t 7→ Ttc is differentiable for every
c ∈ Asa and its derivative at t = 0 is given by −iac + ica; hence, the C0-group
T has a bounded generator L ∈ L(Asa) which is given by Lc = −iac+ ica for all
c ∈ Asa.
Let σ(L) denote the spectrum of (the complex extension of) L; then σ(L) is con-
tained in iR since the C0-group T is bounded and σ(L) is non-empty and bounded
since L ∈ L(Asa). Now we use that Asa is a lattice to show that σ(L) = {0}:
since the norm is monotone on Asa (meaning that we have ‖a‖ ≤ ‖b‖ whenever
0 ≤ a ≤ b, see [23, Theorem 2.2.5(3)]), we can find an equivalent norm on Asa
which renders it a Banach lattice (see Section 2 for a description of this norm).
However, if an operator L with spectral bound 0 generates a bounded, eventually
norm continuous and positive C0-semigroup on a Banach lattice, then it follows
from Perron–Frobenius theory that 0 is a dominant spectral value of L, i.e. that we
have σ(L) ∩ iR = {0}; see [5, Corollary C-III-2.13]. Hence, σ(L) = {0}.
Since L generates a bounded C0-group it now follows from the semigroup version
of Gelfand’s T = id theorem [6, Corollary 4.4.12] that T is trivial, i.e. that Tt is
the identity operator on Asa for all t ∈ R. Hence L = 0, so 0 = Lc = −iac + ica
for all c ∈ Asa. This shows that a commutes with all elements of Asa. 
In the above proof we quoted a result of Perron–Frobenius theory for positive
operator semigroups from [5, Corollary C-III-2.13], and this result is in turn based
on a rather deep theorem in [5, Theorem C-III-2.10]. However, we only needed
a simple special case since the generator of our semigroup is bounded. Let us
demonstrate how this special case can be treated without employing the entire
machinery of Perron–Frobenius theory:
Proposition 1.2. Let E be a Banach lattice and let L ∈ L(E) be an operator with
spectral bound s(L) = 0. If etL is positive for every t ≥ 0, then σ(L) ∩ iR = {0}.
Proof. Assume that etL ≥ 0 for all t ≥ 0. Since E is a Banach lattice it follows
that L+ ‖L‖ ≥ 0, see [5, Theorem C-II-1.11]. One can prove by a simple resolvent
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estimate that the spectral radius of a positive operator on a Banach lattice is
contained in the spectrum, see e.g. [25, Proposition V.4.1]. Hence r(L + ‖L‖) ∈
σ(L + ‖L‖), so we conclude that the spectral bound s(L + ‖L‖) = ‖L‖ coincides
with the spectral radius r(L+‖L‖). Thus, σ(L+‖L‖)∩ (‖L‖+ iR) = {‖L‖}, which
proves the assertion. 
Remark 1.3. In our proof of Theorem 1.1 we used another non-trivial result,
namely the semigroup version of Gelfand’s T = id theorem. Let us note that
we can instead use Gelfand’s T = id theorem for single operators: if we know that
σ(L) = {0} and that the group (etL)t∈R is bounded, then it follows from the spectral
mapping theorem for the holomorphic functional calculus (or for eventually norm
continuous semigroups) that σ(etL) = {1} for every t ∈ R; since every etL is doubly
power bounded, we conclude from Gelfand’s T = id theorem for single operators
(see e.g. [11, Theorem B.17]) that etL = idAsa for all t ∈ R.
Despite what was said in Proposition 1.2 and Remark 1.3, our proof of Sherman’s
theorem still relies on Gelfand’s T = id theorem for single operators, which is a
non-trivial result. Thus, our proof is not elementary; yet, all its non-elementary
ingredients are essentially independent of C∗-algebra theory.
2. Perron–Frobenius theory on C∗-algebras
Our proof of Theorem 1.1 suggests that certain Perron–Frobenius type spectral
results can only be true on commutative C∗-algebras. Let us discuss this in a bit
more detail: indeed, it was demonstrated in [5, pp. 387–388] and [22, Section 4]
by means of concrete examples that typical Perron–Frobenius results which are
true on Banach lattices fail in general on non-commutative C∗-algebras. On the
other hand, some results can even by shown in the non-commutative setting if one
imposes additional assumptions (such as irreducibility and complete positivity) on
the semigroup or the operator under consideration.
For single matrices and operators, such results can for instance be found in
[12, 17, 18, 19]. For time-continuous operator semigroups we refer for example to [5,
Section D-III]; the papers [1, 22] contain results for both the single operator and the
time-continuous case, and in [7, Section 6.1] Perron–Frobenius type results on W ∗-
algebras are proved by a different approach, using a version of the so-called Jacobs–
DeLeeuw–Glicksberg decomposition. An example for an application of Perron–
Frobenius theory on C∗-algebras to the analysis of quantum systems can be found
in [20, Theorem 2.2].
In this section we are headed in a different direction: we use the idea of our proof
of Theorem 1.1 to show that certain Perron–Frobenius type results are never true
on non-commutative C∗-algebras.
To state our result we need a bit of notation. Some of the following notions have
already been used tacitly above, but to avoid any ambiguity in the formulation of
the next theorem, it is important to recall them explicitly here. If E is a Banach
space, then we denote by L(E) the space of all bounded linear operators on E;
the dual space of E is denoted by E′ and the adjoint of an operator L ∈ L(E) is
denoted by L′ ∈ L(E′).
By an ordered Banach space we mean a tuple (E,E+), often only denoted by
E, where E is a real Banach space, and E+ ⊂ E is a closed and pointed cone in
E, meaning that E+ is closed, that αE+ + βE+ ⊆ E+ for all α, β ∈ [0,∞) and
E+ ∩ −E+ = {0}. On an ordered Banach space there is a canonical order relation
≤ which is given by “x ≤ y iff y − x ∈ E+”. The cone E+ is called generating if
E = E+ − E+ and it is called normal if there exists a constant c > 0 such that
‖x‖ ≤ c‖y‖ whenever 0 ≤ x ≤ y.
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If A is a C∗-algebra, then the space Asa of self-adjoint elements in A is usually
endowed with the cone (Asa)+ := {a ∈ Asa : σ(a) ⊆ [0,∞)}; thus one obtains
the canonical order on Asa that we already considered in Theorem 1.1. Note that
the cone (Asa)+ is normal (since ‖a‖ ≤ ‖b‖ whenever 0 ≤ a ≤ b, see [23, Theo-
rem 2.2.5(3)]) and generating [23, p. 45].
Let E be an ordered Banach space. For all x, y ∈ E the order interval [x, y] is
given by [x, y] := {f ∈ E : x ≤ f ≤ y}. The space E is said to have the Riesz
decomposition property if [0, x] + [0, y] = [0, x + y] for every x, y ∈ E+. If E is
lattice ordered, then the cone E+ is generating and E has the Riesz decomposition
property [2, Corollary 1.55], but the converse is not in general true.
If E is an ordered Banach space with generating and normal cone and if the
induced order makes E a vector lattice, then ‖x‖BL := sup0≤z≤|x| ‖z‖ defines an
equivalent norm onE which renders it a Banach lattice (use the Riesz decomposition
property of E to see that ‖ · ‖BL satisfies the triangle inequality and use e.g. [2,
Theorem 2.37(3)] to see that the norm ‖ · ‖BL is indeed equivalent to the original
norm).
Let E be an ordered Banach space. An operator L ∈ L(E) is called positive if
LE+ ⊆ E+; this is denoted by L ≥ 0. By E′+ we denote the set of all positive
functionals on E; here, a functional x′ ∈ E′ is called positive if 〈x′, x〉 ≥ 0 for
all x ∈ E+. It follows from the Hahn–Banach separation theorem that a vector
x ∈ E is contained in E+ if and only if 〈x′, x〉 ≥ 0 for all x′ ∈ E′+; hence, an
operator L ∈ L(E) is positive if and only if L′E′+ ⊆ E
′
+. If the positive cone in E
is generating, then E′+ ∩−E
′
+ = {0} and thus, the dual space E
′ is also an ordered
Banach space.
Let E be an ordered Banach space. We call an operator L ∈ L(E) quasi-positive
if L + α idE ≥ 0 for some α ≥ 0, we call it exponentially positive if etL ≥ 0 for all
t ∈ [0,∞) and and we call it cross positive if 〈x′, Lx〉 ≥ 0 for all x ∈ E+ and all
x′ ∈ E′+ which fulfil 〈x
′, x〉 = 0. We point out, however, that those properties are
sometimes named differently in the literature.
If A : E ⊇ D(A) → E is a closed linear operator on a real Banach space E,
then σ(A) denotes the spectrum of the complex extension of A to some complexifi-
cation of E; similarly, all other notions from spectral theory are understood to be
properties of the complex extension of A. The spectral bound of A is the number
s(A) := sup{Reλ : λ ∈ σ(A)} ∈ [−∞,∞] and if s(A) ∈ R, then the boundary
spectrum if A is defined to be the set σbnd(A) := {λ ∈ σ(A) : Reλ = s(A)}.
If L ∈ L(E), then the spectral radius if L is denoted by r(L) and the peripheral
spectrum of L is defined to be the set σper(L) := {λ ∈ σ(L) : |λ| = r(L)}.
Many results in Perron–Frobenius theory ensure the cyclicity of parts of the
spectrum; here, a set S ⊆ C is called cyclic if reiθ ∈ S (r ≥ 0, θ ∈ R) implies that
reinθ ∈ S for all integers n ∈ Z. The set S is called additively cyclic if α+ iβ ∈ S
(α, β ∈ R) implies that α+ inβ ∈ S for all integers n ∈ Z.
An important result in Perron–Frobenius theory states that on any given Ba-
nach lattice E, every positive power bounded operator with spectral radius 1 has
cyclic peripheral spectrum; in fact, an even somewhat stronger result is true, see
[25, Theorem V.4.9]. However, it is still an open problem whether every positive
operator on a Banach lattice has cyclic peripheral spectrum; see [15, 14] for a de-
tailed discussion of this and for some recent progress in this question. An analogues
result for C0-semigroups says that if the generator of a positive and bounded C0-
semigroup has spectral bound 0, then its boundary spectrum is additively cyclic;
see [5, Theorem C-III-2.10] for a slightly stronger result.
Theorem 2.1 below shows that the above mentioned results are never true an
a non-commutative C∗-algebra. In fact, they are not even true for completely
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positive operators and semigroups on such spaces; recall that a linear operator
L ∈ L(Asa), whose complex extension to A is denoted by LC, is called completely
positive if the operator LC ⊗ idCk×k ∈ L(A⊗C
k×k) (more precisely: its restriction
to the self-adjoint part of the C∗-algebra A ⊗ Ck×k) is positive for every k ∈
N0; see [8, Section II.6.9] for some details. We call a C0-semigroup (e
tA)t≥0 on
Asa completely positive if the operator e
tA is completely positive for every t ≥ 0.
Completely positive operators play an important role in quantum physics. Here we
are going to show that the above mentioned Perron–Frobenius type results are not
even true for completely positive operators and semigroups if the C∗-algebra A is
non-commutative. To show this we only need the simple fact that for every a ∈ A
the operator L ∈ L(Asa) given by Lc = a∗ca is completely positive.
Theorem 2.1. Let A be a C∗-algebra and let the space Asa of self-adjoint elements
in A be endowed with the canonical order. The following assertions are equivalent:
(i) A is commutative.
(ii) Asa is lattice ordered.
(iii) Asa has the Riesz decomposition property.
(iv) Every cross positive operator in L(Asa) is quasi-positive.
(v) Every exponentially positive operator in L(Asa) is quasi-positive.
(vi) Every power bounded positive operator in L(Asa) with spectral radius 1 has
cyclic peripheral spectrum.
(vii) Every power bounded completely positive operator in L(Asa) with spectral ra-
dius 1 has cyclic peripheral spectrum.
(viii) If the generator A of a bounded positive C0-semigroup on Asa has spectral
bound 0, then its boundary spectrum is additively cyclic.
(ix) If the generator A of a bounded completely positive C0-semigroup on Asa has
spectral bound 0, then its boundary spectrum is additively cyclic.
(x) Every norm continuous, bounded and completely positive C0-group (e
tL)t∈R
on Asa is trivial, i.e. it fulfils etL = idAsa for all t ∈ R.
Proof. We show “(i) ⇒ (ii) ⇒ (iv) ⇒ (v) ⇒ (x) ⇒ (i)” as well as “(ii) ⇒ (iii) ⇒
(v)”, “(ii) ⇒ (vi) ⇒ (vii) ⇒ (x)” and “(ii) ⇒ (viii) ⇒ (ix) ⇒ (x)”.
“(i)⇒ (ii)” This follows from Gelfand’s representation theorem for commutative
C∗-algebras.
“(ii) ⇒ (iv)”. Since Asa is lattice ordered and since the positive cone in Asa
is normal, there is an equivalent norm on Asa which renders it a Banach lattice.
Hence, it follows from [5, Theorem C-II-1.11] that every cross positive operator on
Asa is quasi-positive.
“(iv) ⇒ (v)” Assume that (iv) is true and let L ∈ L(Asa) be exponentially
positive. Due to (iv) it suffices to show that L is cross positive, so let 0 ≤ a ∈ Asa
and 0 ≤ ϕ ∈ A′sa such that 〈ϕ, a〉 = 0. Then we obtain
〈ϕ,La〉 = lim
t↓0
〈ϕ, (etL − idAsa)a〉
t
= lim
t↓0
〈ϕ, etLa〉
t
≥ 0.
Hence, L is cross positive and it now follows from (iv) that L is quasi-positive.
“(v)⇒ (x)” Suppose that (v) is true, let L ∈ L(Asa) and assume that the group
(etL)t∈R is bounded and completely positive. We argue as in Remark 1.2: we have
∅ 6= σ(L) ⊆ iR and we know from (v) that L + α idAsa is positive for some α ≥ 0.
Since the positive cone in Asa is generating and normal, it follows that the spectral
radius of the operator L + α idAsa is contained in its spectrum [24, Section 2.2 in
the Appendix]; hence, the spectral radius equals the spectral bound s(L+α idAsa),
which is in turn equal to α. Thus, σ(L+α idAsa) = σ(L+α idAsa)∩(iR+α) = {α},
so we conclude that σ(L) = {0}. It now follows from the semigroup analogue of
Gelfand’s T = id theorem [6, Corollary 4.4.12] that etL = idAsa for all t ∈ R.
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“(x) ⇒ (i)” Let us argue as in the proof of Theorem 1.1: fix a ∈ Asa and define
Tt ∈ L(Asa) by Ttc = e−itaceita for every t ∈ R (where the exponential function is
computed in the unitization of A if A does not contain a unit itself). Then (Tt)t∈R
is a bounded, completely positive and operator norm continuous group on Asa; its
generator L ∈ L(Asa) is given by Lc = −iac+ ica for all c ∈ Asa. It follows from
(x) that L = 0 and hence, a commutes with every c ∈ Asa, which in turn proves
that A is commutative.
“(ii) ⇒ (iii)” Every vector lattice has the Riesz decomposition property, see e.g.
[2, Corollary 1.55].
“(iii) ⇒ (v)” Suppose that Asa has the Riesz decomposition property. Since
the cone in Asa is normal, it follows that the dual space A′sa is a vector lattice [2,
Theorem 2.47]. Moreover, the cone in A′sa is normal, too [2, Theorem 2.42], soA
′
sa is
a Banach lattice with respect to an equivalent norm. If L ∈ L(Asa) is exponentially
positive, then so is its adjoint L′ ∈ L(A′sa) and hence, L
′ is quasi-positive according
to [5, Theorem C-II-1.11]. This in turn implies that L is quasi-positive itself.
“(ii) ⇒ (vi)” If Asa is lattice ordered, then it is a Banach lattice with respect
to some equivalent norm (since the cone in Asa is normal). Hence, assertion (vi)
follows from Perron–Frobenius theory of single operators on Banach lattices, see
[25, Theorem V.4.9].
“(vi) ⇒ (vii)” This is obvious.
“(vii) ⇒ (x)” Suppose that (vii) is true and that L ∈ L(Asa) generates a com-
pletely positive and bounded group (etL)t∈R. Then the spectrum of L is bounded
and contained in the imaginary axis. Applying the spectral mapping theorem for
small t > 0 we conclude that the peripheral spectrum of etL can only be cyclic if it
is contained in {1}. Hence, σ(L) = {0}, so assertion (x) follows from the semigroup
analogue of Gelfand’s T = id theorem [6, Corollary 4.4.12].
“(ii) ⇒ (viii)” Assume that Asa is lattice ordered. We use again that Asa is
then a Banach lattice for some equivalent norm. Hence, assertion (viii) follows
from Perron–Frobenius theory for positive C0-semigroups on Banach lattices, see
[5, Theorem C-III-2.10].
“(viii) ⇒ (ix)” This is obvious.
“(ix) ⇒ (x)” If (ix) holds and if L ∈ L(Asa) generates a completely positive
and bounded group (etL)t∈R, then it follows from (ix) that σ(L) = {0}. Hence
we can again employ the semigroup analogue of Gelfand’s T = id theorem [6,
Corollary 4.4.12] to conclude that (x) holds. 
The above proof shows that many (not all) of the implications in Theorem 2.1
are also true on general ordered Banach spaces with generating and normal cone.
However, since we are mainly interested in C∗-algebras in this note, we omit a
detailed discussion of this.
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