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This paper concerns the application of the idea of dissipative operator to 
the study of the equation 
with U(L, ~1) positive, smooth for z > 0 and other technical conditions. 
The initial value problem with o(u, u,) = a(u), o(O) = 0 and g continuous 
has been previously studied by a different approach; see [8]. 
In Section 2 we prove that, under the appropriate conditions, A, the 
closure of Au = (a(~, u,)u,)~, may be regarded as a dissipative operator in 
Lp which generates a contraction semigroup there. Burnell McKissick proved 
this for the case a(u, u,) = u(u) in L’ (private communication). 
Conditions are given, in Section 3, for the existence of a positive lower 
bound of u(& X) = e”g. g E D(A), in sets of f > 0, --co < x < co. In such a 
region it is shown, in Section 4, that u(t. x) is a classical solution. The 
advance over (81 is that, for u(u) independent of u,, u(O) = co is allowed if 
j; u(u) u du < 03. 
1. NOTATION 
Let X be a Banach space. If A, B are closed subsets of X x X and A is real, 
we define 
Af = (h: [f. hl E A}, 
D(A)= (j-:A!#@}, 
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R(A) = u w-:fE W)}, 
A+B=([f,h,+h,]:h,EAf,h,EBf}, 
AlI = {[f,BI] :hEAf}, 
A-‘={[h,f]:[f,h]EA}. 
This formalizes the notation of possibly nonlinear multiple-valued 
operators. 
DEFINITION. A c X x X is called dissipative if (Z-AA)-’ is single- 
valued for A > 0 and 
for h,,h,ED((I-AA))‘). 
2. EXISTENCE OF DISSIPATIVE OPERATORS 
We will study the equation 
where a(z, y) is defined for 0 < z < co, --co < y < 0~) and satisfies the 
following conditions: 
(I) 45 Y) E C”. 
(II) 4z, Y> > 0. 
(III) CJk Y)Y), > 0. 
(IV) u(z, y) = a(z, -y). 
(V) There are positive functions vi(z) E P(O, co), i = 1, 2, and 
positive numbers ai, j3 and M such that 
and 
-22 
J tyf’“‘z dz < co. 0 
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Define 
v=~(~f’)f’ for J>O 
=o for f=O. 
THEOREM 1. Let D(A) be the domain offunctions such that 
(a) 0 <f E C is piecewise of class C2 and, at the points where the 
differentiabilitv fails, f = 0. Also 11 f 11, < 00. 
(b) qE C’ and !lq’[ < 00. 
(c) v-0 as x+ fa3. 
The operator A: f -+ q’ deJned on D(A) can be viewed as a subset of 
L ! x L ‘,Let 1 be the closure of A in L + x L ‘. 
Then A is a dissipatice operator that generates a contraction semigroup; in 
particular. 
exists in the mean for g E D(A). The same is true if the functions of D(A) 
also satisfy an}’ of the following conditions: 
(d) f<M. 
(e) Ilf II, < 1. 
(0 IAfII, < E. 
Then the functions of D(A) sati& the corresponding (d), (e) or (f’): 
l(hll, ,< Ffor h E TJ 
Warning. 2 will, in general, be a multiple-valued operator, as we have 
no bounds on a(J: 1“) as f -+ 0. 
Proof: The proof will be in three steps. 
Step I. 1 is dissipative. 
Proof Let f,, f, E D(A) and [xf ,xi] = Ii be the intervals with 
f, - f2 # 0 in the interior and, at finite end points, f, - f2 = 0. Then 
IT 
I 
5(. 
(Af, - 42 skd.6 -f2) dx = q j. (Af, -AS,) skW, -fJ dx 
. ‘, 
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where q, is the q corresponding to 1;.. By the definition of q and the 
conditions on D(A), either (q, - qz)(xf) = 0, or (fl -f;)(xf) is of the same 
signature (f 1) as f, - f2 inside Ii. 
At xi the same is true; i.e.. (q, - am) = 0. or (f; -J;) (.rf) andf, -f? 
inside Ii are of oppsite signature. 
This makes each summand GO. From here the proof is standard. 
Step 2. R(I - ti) 1 D(A) for any positive i. 
Proof The problem is to solve g E (I - fi)f for g E D(A). A is a closed 
dissipative operator, so R(I -a) is closed. Hence it suffices to solve for g 
in a dense subset of D(A). 
Let D(A) satisfy conditions (a), (b), (c) and, if desired, (d) and (e). Let 
gE cr. 
If z = f and y = f ‘. then (I - AA)f = g is equivalent to the system 
z’ = y, 
Y’ = (z - g - mu&, Y).Y’Y(4Z~ v> + u&9 Y)Y) * 1 (1) 
for f > 0. This system has a solution through every point(z,, vu), z0 > 0. 
Moreover z, y E C’ for z > 0. Let q = u(z, v)v. Then (z, q) satisfies 
z’ = q/u(z, I’), 
rl’ = G - g)/l 
(2) 
for z > 0. Given (zO, qo) with z0 > 0 we can obtain y, from u(z, , y,,) .Y,, = q,). 
Hence there is a solution through (zO, qO). 
Let g = 0. We want a solution (I, q) with z > 0, q > 0 such that 
(z, r]) + (0,O) as x 1 x;, for some x;. (x; may be -co.) By symmetry, 
there exists a corresponding solution for v < 0. 
Let z,, = z(x,) < M. If q > 1 and y > 0 by (V) and (2) 
for z ,< c. Hence, if I > 1 + M, then q(z) > 1 for x < x,,, z > 0, so the 
solution starts from the q-axis. On the other hand, if 0 < v < 1, z > 0 
(3) 
Let M, = min(M,, 1). From (3), if I < M, there is a z, > 0 such that 
q(z)-+0 as z+z,. In the first quadrant the system is well defined. has no 
singular points and dv/dz > 0. Then there is a point x2 such that z -+ z, as 
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x 1 x2. Hence q(x) + 0 as x 1 x2 and z(x) > 0 for x > x2 ; so the solution 
starts from the z-axis. Then, for some intermediate q0 the solution through 
(z,, no) is what we are looking for. See Fig. I. The solution (z, n) through 
(zO, no) remains inside the first quadrant. Moreover dv/dz > 0. 
Let (z, y) and (z, q) be the solutions to systems (1) and (2) through 
(E, vO), with g = 0. Let (z*, y*) and (z*, r*) be the corresponding solutions 
with g # 0. Equations (1) and (2) are translation invariant, so it suffices to 
solve for any translate of g. Let x3 be the point where we “switch on” g; i.e., 
the left-hand end point of the support of g. The effect of g is to push the 
solution down. The sooner it is switched on, the more the effect. We will 
prove that, if we switch on g at the right point, we will hit the solution 
(z, -v) just as we switch off g; the latter can then be followed back to the 
origin. This will be done by proving that if x3 is too negative, the effect is too 
much, and if it is too positive, the effect is not enough. See Fig. 2. (The idea 
of this construction was obtained from [6]). From (2), q is bounded if z 
is bounded and, as there are no singular points in the first quadrant, z + 03 
as x+co. Choose x3 with z(x3)> max g. Then dn*/dz* > 0 for x>x;. 
Therefore, (z*, n*) remains in the interior of the first quadrant for x > x; , 
and the effect of g is not enough. 
Let q,* = CT(Z*, z *‘)z*’ for z* > 0. If, for x3 negative enough and some k, 
‘I*(x, + k) < -rl,*tx3 + k) (4) 
for z*(xj + k) > 0, then the effect is too great; so we will prove (4). 
FIGURE 1 
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FIGURE 2 
From (1) 
dy*/dz* = (z* - kr,*(z*, y*> y** - g>/(+*, y*> f u,*(z*, y*>v*> *A 
< dyldz 
for (z, y) = (z*, y*) and z > 0,y > 0. 
Now z=z* and y= y* for x<x,, so y*(z) < y(z), i.e., z*’ <z’ for 
z = z*. This implies z* < z in the first quadrant. On the other hand z’ > 0; 
hence z* < z for all x. From this and dv/dz > 0, we obtain q(x) > q,*(x). 
Therefore 
‘I*(% + k) + 71,*(x3 + k) 
.x3+ k 
= v(x3) + j, cz* - s>/n + VAX3 + k) 
3 
< 2r](x, + k) - (.rr+k g/l. (5) 
. *i 
Now it is necessary to distinguish two cases. 
Case 1. x; =-co. Let x3+-~. Then q(x3 + k) -+ 0 and J‘;:‘” g/A is 
independent of x3, from some point on 
2(x, + k) - j++k g/n < 0. 
. -x3 
Hence, from (5), we obtain (4). 
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Case 2. x; > -co. In this case it is not always true that 
2q(x; + k) - Ix’+k g/13 < co (6) 
XT 
for some k, but it suffices to solve g E (I - JJ)f for g in a dense subset of 
D(A), and we will find that such a subset exists. 
As q(x; + k) + 0 as k 1 0, in any neighborhood of g we can find a 
function g, for which (6) is true. Moreover, since 
v(x, + k) = j; z/k 
and z + 0 as x 1 x;, we can find g, with the additional property ]] g, ]la3 < 
II gll, = M’. Hence, by (0 
r*(x, + k) < -G(x~ + k), 
where (z*, q*) is the solution of system (2) with g, instead of g. 
Let G be the set of functions g, E CF such that either Case 1 occurs or 
g, E (g, ). If conditions (d) or (e) are enforced, then let (] g]], < it4 and 
II ‘41, GN* 
Let z* be the solution of (2) with g E G and the correct xj. In Case 2 
define z*-0 for x<x; and x>x:. 
As G is dense in D(A), the proof is finished by verifying that z* E D(A). 
Step 3. x is dissipative and R(Z - 12) 1 D(A) for A > 0, 
u(t,x)= lim Z---f-A g 
i 1 
-n 
n+m n 
exists in the mean for t > 0 and g E D(A). See [ 2, p. 2661. 
COROLLARY 1. Zf u(z, y) > y then condition (a) can be changed to 
(a’) fE C2 and >O. 
ProoJ: From (2), if u(z, y) > y then x: = fco, so the solution z* is 
positive and of class C2. 
THEOREM 2. Let A be as in Theorem 1 with conditions (a), to (d). Let B 
be the operator A restricted to D(B) = D(A) f’ {f: 11 Afll, < 00 }, 1 < P < 00. 
Let z be the closure of B in Lp x Lp. Zf B is dissipative then 
(a) u(t, x) = eteg = lim,,,(Z - (t/n)B)-)-g exists in mean square for 
every t > 0 and g E D(B). 
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- - 
(b) 
- - - 
eteg = efAg if g E D(A) f7 D(B), A being closed in L’ as before, 
and l? in Lp. 
(c) Moreover, ifg E D(B) then u is a strong solution of 0 E u, - B(u), 
u(0) = g. 
(d) Let A be as in Theorem 1 with conditions (a’) to (f) and the 
following added conditions on a(z, y). 
(VI) u(z, Y> > Y > 0 and (4~~ Y>Y>, 2 rfor k Y) E ((0, Ml X R’). 
(VII) uz(z, Y)Y < L and (u(z, Y>Y), <L for 6~ Y) E ((0, Ml X 
[-Q, Q]), where Q = E/y with E as in (f) of Theorem 1. 
Let-C be the operator A restricted to D(C) = D(A) f~ (f: l/Af iI2 < 00 ). 
Then C, the closure of C in Lp x Lp, is dissipative, so part (a), (b) and (c) of 
Theorem 2 hold. 
Proof of (a). This follows from the same argument as in Theorem 1. 
Proof of(b). This is standard. 
Proof of(c). Let u(t) = etsg. [2, p. 2721, states that, for t, > t,, 
II u(tl) - Eli, < {e2 I4 (tl + fJ + e4 I WI &I IIBgll,(t~ - b). 
Thus, u(t) is Lipschitz continuous in t on bounded sets. As Lp is reflexive, 
u(t) is differentiable a.e. Then u(t) is a strong solution. See [2, p. 2671. 
Proof of (d). Let f ,  ,f, E D(C) and [xi’, xf] = Ii be the intervals with 
f ,  -f, # 0 in the interior and, at finite end points, f ,  -f, = 0. Then by 
conditions (a’) and (f), f ,  > 0 and IIAfll, < E. Hence i]a(fi, f  f)f  ( lloc < E 
and llf;lj, < E/y=Q. Then 
J=l'l(C--Z)f, -CC-Wf,l If, -hlDp'wG -A) 
- af:)f;I~P- 1) If, -fr'(fl -fS) + wlfl -AI”. 
Using the mean value theorem we can prove that J< 0 for 
w > L2(p - 1)/4y. This implies, by standard methods, that (c- wZ) is 
dissipative. 
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3. COMPARISON THEOREM AND LOWER BOUNDS 
THEOREM 3. Let A be as operator A of Theorem 1 or as operator C of 
Theorem 2. x and D(A) are the closure of A and D(A) in the corresponding 
Lp space. 
(a) Ifgi E D(A) and g, > g, then 
and efzg, > elzgz a.e. 
(b) Let g E D(A). If g is increasing for x < 0 and symmetric with 
respect to x = 0 a.e., then (I - (t/rip))-‘g, hence efzg, have the same 
properties. 
(c) Let Ai be as in Theorem 1 and 6, > 6, (6 defined in Theorem 1). If 
t, > t,, and if 
then, 
[, (I+qng, >!‘, jl+qng2 (XGO). 
Proof: Let G be the dense subset of D(A) defined in Step 2 of Theorem 1. 
Proof of (a). Let gi E G and A = (I- x))‘gi. Then 
Hi(X) = jx fi - gi. 
. --co 
Suppose f,(a) <f,(a) and n,(a) < n,(a); then there is a point b such that 
f,(x) < f,(x) for x E (a, b) and f,(b) = f,(b), hence n,(b). On the other hand, 
f,(b) = 0 implies n,(b) = 0, while iff;.(b) # 0 then f I(b) > f i(b) and n,(b) = 
a(f, , f I) f i 2 a(fi, f i)fS = n,(b). This is a contradiction. 
Suppose that f,(a) < fi(a) and n,(a) > n2(a). Then change x to -x and we 
are in the above case. 
The final statement follows from the density of G in D(A). 
Proof of (b). Let g E G and f = (I -A>- ‘g. If g is symmetric with 
respect to x = 0, then, from f - (o(f, f )f ‘) = g, the uniqueness of A and 
a(z, y) = a(z, -y), we see that f is also symmetric. Now f is positive and 
increasing to the left of the support of g, and, by symmetry off, n(0) = 0. If 
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f’ < 0 on some interval to the left of x = 0, then there is a non-trivial interval 
[a, b] c (-co, 0) such that f’ < 0 on [a, b] but is not identically zero there, 
a is a local maximum off, and n(b) = 0. Then f’(a) = 0, n(a) = 0 and 
n’(a) < 0. Also f(u) - g(u) = n’(u) < 0. In [a, 61, f is decreasing, strictly in 
some subinterval, and g is increasing. 
Consequently, 
n(b) = j-ii f - g < 0. 
-a 
This is a contradiction. 
By the sensity of G in D(A), we obtain the result. 
Proof of (c). Let fi = (I- tixi)-‘gi and gi E G satisfy the stated 
contention of symmetry and increase. From (b) we obtain rzi(0) = 0 and 
Suppose that for some point a < 0 
Then 
J a (f, -f2) -cc 
has a negative minimum at x = b < 0; by the same argument as before, this 
is not possible. 
THEOREM 4. Let A be us in Theorem 1 and let g E D(A) be >S on some 
interval [a, b] of positive length. Then, for every t > 0, to > 0 there is 6, such 
that 
for every n and 0 < t < to for almost every a + E < x < b _ E. The number 6, 
depends on 6 and E, but not on g. 
Proof: Let E > 0. Let g, E G be such that 0 < g, ,< 6, 
g1=6 on [-d+&,d-El, 
g, =o off I-d, d], 
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where 
d=lb-4/2. 
We will prove that (I - (t/rip))-“g has a lower bound 6, on 1-d + E, d + E]. 
The operator is translation invariant, so if 
g2 = x on [a + E, b - E], 
gz = 0 off [a, 61, 
g, E G and 0 ,< g, < 6, then (I- (t/n)A)-“g2 > S, on [a + E, b - E]. 
As g > g, then by (a) of Theorem 3, 
Existence of the lower bound 6,. Let 
In Theorem 1, we saw that {Jr, x, g,) < 6 a.e. and, by (b) of Theorem 3, 
If0 Mt, l-3 8,) = 1.O g,’ 
-cc . - 02 
Hence, by (c) of Theorem 3 with t, = t and t, = 0, 
.-dtc 
1 
. --cc 
.-dta 
g, SE K. 
- -cc 
On the other hand, there is a point -c, < 0, such that 
Also /I &(t,, x, 8,) - e?g, II+ 0 as n + 00. 
Hence 
I 
-cl 
<,(to 9 x, g, > < 3kl4 for n >N. 
--co 
This means that there is a point -c such that 
(7) 
0, x, g,) < 3kl4 for n > N. 
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This means that there is a point -c such that 
for all n 
and, by (c) of Theorem 3, 
J 
.-c 
t,(t, x, 8,) < 3W4 for all n, t < t, . 
-02 
From (7) and (8) we have 
(8) 
By (b) of Theorem 3, t;,(t, x, g,) is increasing a.e. for s < 0, so 
t,(t, x, sj> 2 W/4)(c - d + E I ’ on 1-d + E, 01. 
This extends to [-d + E, d - E 1 by symmetry. 
THEOREM 5. Let A be as in Theorem 1 with o(z, y) > Kz” in the range 
k Y)= (f,f’)forfEW)* (F or example, [O, M] x R ’ if (d) is enforced). 
Let g E D(AJ be >6 on some interval [a, b] of positive length, let 
u = exp(tx)g, and let 0 < t < co be fixed. 
(a) If n > 0, then, u has a positive lower bound in an interval centered 
on [a, b] of length (ct + (b - a(2i-“)“2-tn, c being a positive constant to be 
made more explicit below. 
(b) If n = 0, the same is true in any finite interval. 
Proof of (a). The proof is based on a comparison between u = exp(t2) g 
and w(t, x), a known solution of awlat = K(w”w’)‘. Let t be >O. By 14, 
p. 1951, 
w(t, x) = c,(Q’/t)“* +‘lc; - (x/(Q”t)“*+“)* I”‘, 
for 1x1 < c2(Q”t)“*+“, 
w(t, x) = 0, otherwise, 
is a solution of the equation 
(9) 
aw 
- = K(w"w')'. at 
The constants ci depends on n and K. 
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Let d = (b - a//2. Then we can choosen t, and Q, such that 
w(t,,x)=O outside l-d, d], 
w(t,,x) > 0 on (-4 d) 
and 
/I w(t,, x)/la < (Q;/t,)“‘+n . c, c:‘” < 6. 
From (9) we get 
w(t+I,,x)>O for 1x1 < (c;+“Qo”t + d2+n)“2+n. 
We can verify that ~(t,, x) E D(A), so let u,(t, x) = e”i~(t,, x). Then, by (c) 
of Theorem 3, for x > 0 
and u,(t, u) is increasing. 
If 0 < x0 < c,(Q”(t + t,))“‘+” then 
Hence 
f-xo l4,(t, x) > 0. . -cc 
This means ~,(t,, -x,,) > 0 and consequently 
U,(4 x) z u,(t, -x,) > 0 on I-x,, x,1. 
As everything is translation invariant, the proof follows (a) of Theorem 3. 
Proof of(b). Let w(t, x) be the solution of 
with the initial data g E G such that 
g, =d on [a+c,b-cl, 
g, =o off la, bl 
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and 0 < g, < 6. Then, on any finite interval, w(t, X) is bounded from below 
for a fixed 1. Hence, by the argument used before, there is 6, such that 
e’“g, > 6, 
on any (slightly smaller) interval. Therefore. using (a) of Theorem 3. 
U(L x) > 6, 
on such an interval. 
The proof is finished. 
C~KOLLARY OF THE PROOF. Ler A be as aboce and n > 0. Let g E D(A) 
be minorized bJ a translare w,(t,. x) of rhe functions w(t,, x) formed with 
some calue of Qo. Then. for all c > 0. exp(lA) g is bounded away* from zero 
on the intercal of length 
2 x 
I( 
c;‘“Q,,f + 
(!b,al)~‘~)“*“‘-~~~ 
centered on [he support 1 a, b 1 of II*, . 
4. CLASSICAL SOLUTIONS 
THEOREM 6. (a) Le! A be as in Theorem 1 wirh condirions (a) lo (f). 
a(z. .r) = a(z). If g E D(A) is bounded beIoN< bv 6 on [a - C, b + t;] and 
u = exp(tA) g, (hen. for a fixed t. u, exisls in the L*-sense on [a, b 1 and 
1. u, I[,*, < Q, where Q depends on u and 6 bur nor on g. 
Moreocer. for 0 E Cz I(O, c0)X (a.h)] 
(u, 0,) = (a(u, u,) u,. 6,). 
(b) Let l? be as in Theorem 2, g E D(B) n D(A) wirh posirive lowet 
bound in some inlerral, and u = exp(tE) g. Then. in anJ,Jinire intercal, for a 
fixed 1, u., and u,~., exisf in the L*-sense, IJu,‘l, < E/y = Q and IIu~,,II,, < R. 
R depends on Ii Bull, and on the interval. Moreocer. for 
OE C&[(O. CO)X RI, 
(U. 0,) = (u(U. U,) Ux. Q,.i. 
(c) The same conclusions as in pat-f (a) can be obtained iJ’ we hate 
operator (?, as in Theorem 2, instead of ,? and g E D(A) n D(B) inslead qf 
g E D(A). 
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Yore. (i) On part (a) and (b). if 6(z, .r) >, ;I > 0 for (z. .r) E [ 0. MI x R ‘. 
then g need not be bounded below. 
(ii) If u(t,,.x) > 6 on la. 61. then we can apply the theorem with 
u(,,,, X) instead of g for f > I,,. By Theorem 4. the interval in which u is 
bounded from below is, in general expanding as f increases. 
ProoJ The proof part (a) will be in five steps. 
Sfep I. Let f‘E D(A) with S ,< f < M on Iu, bl. Let f,, E D(A) such that 
1, + ,f in L, . Then. for II > N. 
.fn 2 w and If&l < Q(b) 
on ICI. bl; in particular, f’ exists in the L’sense on la, bl and If”’ ,< Q(b) 
there. By Theorem 3. u is bounded on la. bl. so u exists and is bounded. 
ProoJ Since f, E D(A), condition (f) in Theorem 1 states that 
IJAJ,(I, < E. Therefore Ilo(f,,. f;)f;I:, < E. and. for a/4 <A, < M. by 
I/f;I:, < maxjo,. II?:/ min .-E,h,4.,,l WAZH “:I 
the rest will be plain. 
Step 2. Let f E D(A) and 6 ,< f < M on Iu. 61. IfJ, + f in L’.S,, E D(A). 
then for Q E Ct (a, b) 
I’\- (f,,) Q,, + -1 \‘ (f, i,, = - ,) a(f )f ‘0,. 
where x(z) = 1‘; o(z) dz. If f E D(A) then 
I’\‘(f)o,,= 1’,4f,. _- 
Hence if is uniquely defined on la. hi. 
ProoJ By Step 1. f,, > ii/2 for n 3 N. so 
Also. by Step I. J“ exists in the L’-sense on supp(#). The rest of the proof is 
clear. 
Sfep 3. Let g E D(A) and &(t, X, g) E (I - f/nA)-“g: then 
lI&(f. .Y, g) -- gl:, < kEf/n. 
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Proof. For g E D(A) 
II~*,,-sll,~ll(~-(~/~)A) ‘g-(I-(fln)A)-‘(I-(fln)A)gll, 
G II g - (g - O,ln)Ag)llI G Et/n; 
this extends to g E D(A) and the general statement is obtained by telescoping 
sum. 
Sfep 4. Let <Jr,, X, u) = (I - (f,/n)A) “u. Then, for all E > 0 and f, > 0. 
for (1, X) E ((0, 00) x la + c, b - t; I,. 
Proof From the definition of c, we obtain 
To prove the equality we need iti to be single-valued on [a + E, b - E). 
Fix f > 0, E > 0. By Theorem 4, u has a positive lower bound for 
x E Ia + c/2, b - c/2]. Using the same theorem again, &,(fl) has a positive 
lower bound for all n and x E [a + t:, b - E 1. <,,(f ,) E D(A ), so previous steps 
apply. Hence, by Step 2, i&(f,) is uniquely defined on Ia + t;. b - t:]. 
Step 5. u = e”g is a weak solution of u, = 1~ in the following sense. For 
Q E CPl(O, a,) x (a, b)l 
Proof: Choose c > 0 and t, > 0 such that Q vanishes off (IO. f,I X 
la + E, b - cl). By Step 5. 
As n T co and subsequently f, 1 0, the limit of the left hand side is 
lim ((u(f + I,, x) - u(f. x))/f,, p> 
11 -0 
= I’!? (u, (4vf - f I. x) - !w X1)/f, > 
= -(u, cd,). 
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On the other hand, by Theorem 4, u has a positive lower bound for (t. X) E 
(IO, l,] x Ia - c/2, b + e/2 I). Using the same theorem again. there is a 
positive number 6, such that for all i 
(I - (t,/i)X-‘24 > 6, a.e. on (10, f,,] x (a + c, b - E]) 
for I, < 1,. By Step 2 and 3 the proof of part (a) follows. 
Proof of purr (b). Fix t > 0. Choose f, E D(B) with& -+ u and BS, + Bu 
in I.“. In any finite interval Ic, d],f, E C’,J, > 0 and ~lf;Ij .~ < E/a = Q. For 
)I large enough. ;I Bf, \I,, < 2 il gu I(,, ; hence 
‘If :: II ,, ,,“, ?.<,, < (2 Il&)!l, + Q . L Id-cl”“)/;, = R. 
Then there is a subsequence fk off, such that, on Ic, d], f, -+ 1( uniformly. 
f;, -+ g uniformly, and f$ + h weakly in L” for some h and gE L”lc, dj. 
Therefore. 
fk = fA(C) + I-x f; -+ u = u(c) + (-v g 
.‘ ,’ 
pointwise. SO u’ = g in Lp and IIu’;I~ < Q. Also 
f; = f L(c) + (y; -a u’ = u’(r) + 1-I h 
‘C . L’ 
pointwise. so u” = h in Lp and (l~“Jl,,,,~ ,‘,* d, ,< R. 
Let 0 E CcI(O, co) x R’J with support in If,, ‘_?I x Ic, dJ, l,, > 0. Fix 
t E It,,. I, 1. Choose f, E D(B) with f, -+ f and Bf, -+ Bu in L”. Take a subse- 
quence fk as before. Then 
= - .,(I a(u, u’)u’$+. 
Hence 
(Bu, 4) = - (a(u, u’)u’, 4,) 
and, by Theorem 2, g(u) = u,. So 
(24 4,) = (a(u. u’)u’, 0,). 
This finishes the proof of Theorem 6. 
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THEOREM 7. (a) Let 1 be as in Theorem 1 with u(z, y) = a(z) and 
condifions (a) to (f) enforced, and let g E D(A) be 26 on some intercal [a, b) 
of positire length. Then 
u(t, x) = e’.‘g E C’” [ (0, co) x (a, b) 1. 
(b) Le! B be as in Theorem 2 and let g E D(B) n D(A) hatie a 
positioe lower bound in some interval of positice length. If p >, 2 then 
u(r..u)=e’“gEC”[(O,~)XR’I. 
Note. (i) In part (a), if u(t,, X) > 6 on la, bl then we can apply the 
theorem with u(t,, X) instead of g, for t > fu. By Theorem 4, the interval in 
which u is bounded from below is, in general, expanding as I increases. 
(ii) In part (b) instead of p > 2 we really only need & E Lf,,Jirq) for 
each fixed t. 
Proof. t-et Hmin be the space of formal trigonometrical sums 
with f(k. I) = conjugate ?(-I?, -1) and 
11 f 11;;" = ; !f(k, l)l’( 1 + P)“( 1 + 1:y. 
Then f is a formal function on 7‘= I-n, z)~. Let Hy”’ be the closure of 
fE C:(7) (i.e., f E C”(T) and f = 0 near the boundary of 7) in the above 
norm. 
The proof is based on standard bootstrap argument (see [ 5, 7 I): i.e.. we 
prove that if I( E Hr”’ the u E Hr’ ‘I” n Hr’“+2. The problem we have is 
that standard estimates do not work then we have to introduce Hf’” instead 
of Hmi’ (the closure of C=(T) in the above norm) and we need several steps 
of the same type of argument to go from Hr” to Hr’ “’ n Hr’” ’ I. We 
know that for 
(the proof is elementary; see 151). 
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Formally the idea is the following: From the above inequality we obtain 
(IIS rrf, c I/n + ccl llflIitin+2)‘i2 
< +$-Gfl~fr 
II 
n c 
il 
+ Il(q(J; f’lf’ + a f ‘1 - C,,)f “IL% / ll.,tl 
+II~(~f’)(f’)%?/“+ cllflbm+l 
+ (I!U,U f’lf’ + U(f, f ‘) - CO 11% + F(f)) lifllmj,. I 
+ something bounded ifJ’E Hfk. 
(See Fig. 3.) Hence if 
Then 
II II q(f,f’)f’ + auf’) - COII,, $- F(f)II, < C",,. (11) 
(I/f llfl?! - 1 )/!I + ‘0 llfll~,!l+ 2)“’ - ‘01, IISIlt?lj” + 2 
< $;uc,f7ft 
II 
n 
Ii + something bounded ifSE HFk. m/n 
So, if u E Hfk then u E H~"'"cT H"~i"+2. The problem is the derivates do 
not exist, u does not belong to Hi" and (11) is not true for U, so we have to 
introduce new functions and partitions of unity. 
m/n l/k mln for ” b 2 l/k 
011 Ill 
“, 
” 
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Proof of part (b). Because the statement is local, it suffices to prove it on 
a small figure similar to T = 1 -n, n)* which lies in [(O. co) x R’ I. Translate 
the coordinates to work on T. By Theorem 4 and Theorem 5. it may be 
supposed that u(f, X) 2 6, on T. 
Let j,(~) E C:(T) be such that 
j,(c) - I on 1-n + c. n - E)*. 
j,(c) = 0 off ) -7l + c/2. n - c/2)? 
with 0 < j,(c) < I. Let j,(c) = j,(r:/2). 
We know that II j, uII ~ < M. I:(j, u)’ ,I,, < Q . C(j). (C(j) is a constant 
depending on j alone.) 
so. j, u E HE” for every t; > 0. 
We want to prove that j,(c)u E H,‘, “n Hi ‘. (See Fig. 3--1/k : O/l. 
m/n = O/O and hence we obtain l/O and O/2). 
Fix c. To simplify the writing a(wS. IV’) + a,.(~. K’)K*’ will be written as 
c?(w). By (IO) 
+ Il(a’(j,u) - C,,) i?li;.v’j, UII, ,, + C lli, UII,, ,. 
Now 
il(6(j2u) - C,,)i2/k?j,u!I,, ,, 
for any C, > ;‘. Note that. on the support of j,. c?(j? U) = a’(u) > 7. Hence 
(llj,u!li., + CAllj,ulli.?)’ ’ - (C,, - YHlj,ullI.2 
f.’ 
II (’ 
*2 
G j, al --S(u)$ 1 I/ + C :lj, 410 , . O,O 
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Now use Theorem 6 to see that i’u II c -2 JI - ;‘I - c?(u) 2 ’ )I1 =o for all m/n. IIT,‘” 
Hence j, u E HA”’ r7 H”,“. 
WC repeat the argument with m/n = O/l and we prove j, u E H” ’ n H’ ’ 
(see Fig. 3). In this case we need partition of unity. 
Fix t;. We can now choose a partition of unity 1]. E C,(T) such that 
0 <J;, < 1. S(S,.) < ;1/(2k) and ryJ1, = 1. k to be determined later. By (10) 
< 
!I ( 
c-C,,-G J;.j,u' ,?I ?.r ) /I + C IILj, lb2 0." 
F < -- 
II ( i:t 
6( j2 u) E2/?x2 
) II 
f,. j, u 
0 ; I 
~Il(a'(j2u)-C,,)i'2/i~.~2~.j,uIlo,., + Cllf,.j,~ll,,;~. 
Now 
I,(?/;:1 -- ~(j2u)ii2/i..u2)J;.j,uII,,~, + CilJ;.j,~ll,,,~ 
< C(l;.) I(?/?1 - ~(j2u)i,‘/ilu2)j,u’I,, , + C(f;.) ilj,uIl,, ?. 
But 
‘I 
,i2 
i W,u) - C,,) $./;.i, u 
/I 0: I 
G I14jz u) - C,II x IILj, ul!,, 3 
G Illa’(j2u) - C,,lI, + C. R.Vf;.j, u)lllJ;.j, ulIoj3 + C l’u’l0~~ 
< CC,, - y/2) !L.j, ullo.j + C II uIb2. 
For any C, > ;I if 11, !u”I’ dx < R and k is chosen such that C. R < k. 
Note that on support of j, , n’( jz u) = a’(u) > ;‘. 
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Adding now over the partition of unity, we obtain 
Iljl~lIm+I~n + ILj14m,n+2 
.\ 
< \‘ (Ilf,J,~ilm+ I,n + IILj14m~n.2) 
‘,’ I 
< C \‘ l(llf,.j, 4lf;, + Ci Il./X, 41td’;2 
-1 
- Lo - -r’P) Il./S, 4hil I 
< C Il(2/r?t - a’( j, u) 2’/;lu’) j, u lit,,., t C 
So, as j,u = u on supp(j,), 
Iljl~lIm+ Ijn + Ilj,Ullm,.n+ I < C Ilj,(W - Wx)(W u’)Kjl, + C 
As before we use Theorem 6 to see that 
Hence j, u E HA” n Hi”. This is valid for any c. We repeat the argument 
and, at each step, the indices of the spaces H”& and Hm”’ are larger. See 
Fig. 3 to see how they increase. From there we obtain 
j, u E () Hmin. 
WI.” 
Hence j, u E CJ’(r). The proof is finished. 
Proof of part (a). All the preceding arguments are valid if we take 
T= la, b)’ instead of T= I-n, n)*. As before it suffices to prove the 
statement on a small similar to T= la, b)* which lies in [ (0. 00) X la, 6)1. 
Translate the coordinates to work on T. Let j,(s) E C?(T) be such that 
j,(E) = 1 on la + c, b - c)*, 
j,(c) = 0 off la + 42, b - ~12)’ 
with 0 <jr(s) < 1. Then u > 6, and a(u) > a, on the support ofj,. Proceede 
with the proof as in part (b). 
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