We study the bifurcation of limit cycles from the periodic orbits of a 4-dimensional center in a class of piecewise linear differential systems, which appears in a natural way in control theory. Our main result shows that three is an upper bound for the number of limit cycles, up to first order expansion of the displacement function with respect to the small parameter. Moreover, this upper bound is reached. For proving this result we use the averaging method in a form where the differentiability of the system is not needed.
Introduction
Piecewise linear differential systems appear in a natural way in control theory. These systems can present the complicated dynamical phenomena as the general nonlinear differential systems. Some of the main ingredients in the qualitative description of the dynamical behaviour of differential systems are the number and distribution of the limit cycles.
The purpose of this paper is to study the existence of limit cycles of the 4-dimensional control system
for |ε| = 0 a sufficiently small real parameter, where 
The independent variable is denoted by t, vectors of R 4 are column vectors, and k T denotes the transposed vector.
For ε = 0 system (1) becomes
We notice that the origin is a global isochronous center for (3), i.e. all its orbits are periodic with the same period. A limit cycle is an isolated periodic orbit in the set of periodic orbits. The Poincaré mapping (or, equivalently, the displacement map) is a suitable tool for studying limit cycles of autonomous systems (detailed explanations can be found in [Chow & Hale, 1982 , Guckenheimer & Holmes, 1983 ). We remind that a limit cycle of some system corresponds to an isolated zero of the displacement function. Our main result is the following.
Theorem 1.1. Three is the upper bound for the number of limit cycles of system (1) which bifurcate from the periodic orbits of system (3), up to first order expansion of the displacement function of (1) with respect to the small parameter ε . Moreover, there are systems (1) having exactly three limit cycles.
The proof of Theorem 1.1 is based on the first order averaging method. We will present this method in Section 2, in the form recently obtained in [Buicȃ & Llibre, 2004] . The advantage of this result is that the smoothness assumptions for the vector field of the differential system are minimal. In particular, it can be applied to piecewise linear differential systems, which are not C 2 (not even C 1 ), as it was required in its classical version, see for instance, Theorem 11.5 of Verhulst [Verhulst, 1996] .
The proof of Theorem 1.1 will be the subject of Section 3. The first step in the study of system (1), Lemma 3.1, is to reduce the number of parameters by a linear change of variables. The next objective is to transform the system into one which is in the standard form for averaging. This is accomplished in Lemma 3.2 by a change of variables which is related to the first integrals of system (3). A difficult problem will be the estimation of the number of isolated zeros of some 3-dimensional function with 3 variables, or, equivalently, of the number of equilibrium points of the averaged system. Proposition 3.5 gives the answer to this question and it will be used in the proof of Theorem 1.1, after noticing the relation between the averaging method and the displacement function. In Section 4 we will give the proof of Proposition 3.5. Some of the above ideas can be found in the literature, and sometimes they were treated in a general setting.
The authors of [Carmona et al., 2002 ] study canonical forms for n-dimensional continuous piecewise linear differential systems. Using their terminology, system (1) belongs to the class of symmetrical 4-dimensional continuous piecewise-linear circuits with three zones. As a brief explanation of this terminology, it is easy to see that the phase space of (1) can be divided into three regions, such that this system restricted to each region is linear. The change of the variable x to −x leave the system invariant, so there is a symmetry. We notice also that electric circuits are described using piecewise linear systems.
Due to the specific form of our problem, the results of [Carmona et al., 2002] can not be applied.
Reference [Han et al., 1999] can be seen for a theoretical discussion about suitable transformations of high dimensional differential systems which are small perturbations of a center, into the standard form for averaging. The general idea is to relate this change of variables to the first integrals of the center.
The averaging method has been used in ] to show that, given an arbitrary positive integer n, there exist planar piecewise linear systems with at least n limit cycles. This is a new argument in support of the idea that the piecewise linear differential systems can present almost all the complex dynamics one can see in the nonlinear differential systems.
As far as we know, high-dimensional piecewise linear systems have not been studied much. There exists a systematic study of the planar ones, for example in [Freire et al., 1999 , Llibre & Sotomayor, 1996 , Teruel, 2000 .
In ] the authors studied also limit cycles of a 3-dimensional control system using the harmonic balance method.
Finally, we would like to add some comments related to our approach to the problem of counting the limit cycles of piecewise linear differential systems. We chosen here to study bifurcation with respect to a small parameter from the periodic orbits of a center, up to first order expansion of the displacement mapping. For some values of the coefficients, this is sufficient in order to find the exact number of limit cycles. But, in some other cases, the first order expansion of the displacement mapping can have non isolated zeros. Then, a higher order expansion is needed. The study can be done by using second, third,... order averaging method. A key point could be the relation between the averaging method and the displacement map due to the fact that the displacement map of a piecewise linear differential system is analytic in a neighborhood of a limit cycle. Also, we would like to notice that our approach open the possibility to study piecewise linear differential systems with more than three zones, or of arbitrary even dimension.
First Order Averaging Method
The aim of this section is to present the first order averaging method as it was obtained in [Buicȃ & Llibre, 2004] . Differentiability of the vector field is not needed. The specific conditions for the existence of a simple isolated zero of the averaged function are given in terms of the Brouwer degree. In fact, the Brouwer degree theory is the key point in the proof of this theorem. We remind here that continuity of some finite dimensional function is a sufficient condition for the existence of its Brouwer degree (see [Lloyd, 1978] for precise definitions).
Theorem 2.1. We consider the following differential system
where
continuous functions, T -periodic in the first variable, and D is an open subset of
R n . We define h : D → R n as h(z) = T 0 H(s, z)ds,(5)
and assume that: (i) H and R are locally Lipschitz with respect to x;
(
Here we will need some facts from the proof of Theorem 2.1. Hypothesis (i) assures the existence and uniqueness of the solution of each initial value problem on the interval [0, T ]. Hence, for each z ∈ D, it is possible to denote by x(·, z, ε) the solution of (4) with the initial value x(0, z, ε) = z. We consider also the function ζ :
From the proof of Theorem 2.1 we extract the following facts.
Remark 2.2. For every z ∈ D the following relation holds
The function ζ can be written in the form
where h is given by (5) and the symbol O(1) denotes a bounded function on every compact subset of
For concrete systems there is the possibility that the function ζ is not globally differentiable, but the function h is. In fact, only differentiability in some neighborhood of a fixed isolated zero of h could be enough. When this is the case, one can use the following remark in order to verify the hypothesis (ii) of Theorem 2.1.
Proof of Theorem 1.1
The proof of Theorem 1.1 is based on the first order averaging method presented in the previous section. In order to apply this result, we will prove first that it is possible to reduce the number of parameters and after we will change the variables in order to transform the system into one which is in the standard form for averaging. The computation of the averaged function (5) will be also a special task. Another difficult problem will be the estimation of the number of its isolated zeros. We will use here the solution of this problem (written in Proposition 3.5), but we will give the proof in the next section. The relation between the averaging method and the displacement function will be also discussed.
In the next lemma we will prove that, by a linear change of variables, it is possible to reduce the number of parameters. We denote by e i , i = 1, ..., 4 the vectors which form the canonical base of R 4 .
Lemma 3.1. By a linear change of variables, and eventually a permutation of the variables, system (1) can be transformed into the system
where A ∈ M 4 (R) is an arbitrary matrix and b = e 1 or b = e 3 .
Proof. Since the linear change of variables x = Jy, with J an invertible matrix, transforms system (1) into
we have to find J such that
We denote by z ij , i, j = 1, 2, 3, 4 the elements of the matrix J. It is easy to check that (8) is equivalent to
From (9) we have, when b = e 1 ,
or, when b = e 3 ,
We replace J given by (11) in (10) and obtain
These relations, together with (12) or (13) form a linear algebraic system of 8 equations with 8 unknowns (z ij , i = 1, 3, j = 1, 2, 3, 4). Straightforward calculations show that, when k 2 3 + k 2 4 = 0, one can find a unique solution of the system (12) and (14), and when k 2 3 + k 2 4 = 0 one can find a unique solution of the system (13) and (14). This solution provides a matrix J whose determinant is (b 2 3 + b 2 4 )/(k 2 3 + k 2 4 ), and (b 2 3 + b 2 4 )/(k 2 1 + k 2 2 ), respectively. We remind that we work in the hypotheses that neither k, nor b is the null vector. Thus, when k 2 3 + k 2 4 = 0 we must have k 2 1 + k 2 2 = 0, so at least one of the above expressions is well defined. The matrix J is invertible only if b 2 3 + b 2 4 = 0. But if this is not the case, we must have that b 2 1 + b 2 2 = 0. By permuting x 1 with x 3 and, respectively, x 2 with x 4 we are again in the situation that we already have studied. 2 An equivalent system, which is in the standard form for averaging, will be found in the next lemma by a proper change of the variables.
Lemma 3.2. Changing the variables (x 1 , x 2 , x 3 , x 4 ) to (θ, r, ρ, s) by
system (7) is transformed into a system of the form
where,
and for every i = 1, ..., 4,
We take ε f sufficiently small, n arbitrarily large, and D n = (1/n, n) × (1/n, n) × R. Then, the vector field of system (15) is well defined and continuous on R × D n × (−ε f , ε f ). Also, it is 2π-periodic with respect to θ and locally Lipschitz with respect to (r, ρ, s).
Proof. System (7) in the variables (θ, r, ρ, s) becomes
ρ, s).
We notice that for |ε| sufficiently small, θ (t) > 0 for each t when (θ, r, ρ, s) ∈ R × D n . Now we eliminate the variable t in the above system by considering θ as the new independent variable. It is easy to see that, indeed, the right hand side of the new system is well defined and continuous on R × D n × (−ε f , ε f ), it is 2π-periodic with respect to the independent variable θ and locally Lipschitz with respect to (r, ρ, s). Form (15) is obtained after an expansion with respect to the small parameter ε. 2
We will apply Theorem 2.1 to system (15). Our next step is to find the corresponding function (5). We will denote it by h :
For each i = 1, ..., 3, the component h i is defined by the formula
where H i are like in Lemma 3.2.
In order to calculate the exact expression of h, we use the following formulas 
where ϕ is the piecewise-linear function given by (2). We claim that the integrals I 1 and I 2 given by (16) and (17), respectively, have the following expressions
and I 2 (r) = 0, for all r > 0.
Now we shall prove the claim. Whenever 0 < r ≤ 1 we have that |r cos θ| ≤ 1 and |r sin θ| ≤ 1 for all θ ∈ [0, 2π). Then ϕ(r cos θ) = r cos θ for every θ. Thus
sin θ cos θdθ = 0.
We fix now r > 1 and consider θ c ∈ (0, π/2) such that cos θ c = 1/r. Then we can write Straightforward computations lead to the following expressions I 1 (r) = 2 sin θ c + rπ − 2rθ c , and I 2 (r) = 0.
Since θ c ∈ (0, π/2) with cos θ c = 1/r, we have sin θ c = √ r 2 − 1/r and θ c = arctan √ r 2 − 1. This ends the proof of the claim.
We obtain the following expressions for the components of h, Now we come back to system (7). To each constant (r * , ρ * , s * ) ∈ D n we associate a periodic orbit of system (3) (i.e. (7) with ε = 0), since
are first integrals of this system. One can prove that any isolated 2π-periodic solution of (15) with |ε| = 0 sufficiently small, corresponds to a limit cycle of (7). Lemma 3.2 states that the hypotheses of Theorem 2.1 are fulfilled for system (15), where the function h is given by (20). Using also Remark 2.3 we conclude that, for |ε| sufficiently small, and for each simple zero (r * , ρ * , s * ) ∈ D n of h, there exists an isolated 2π-periodic solution ϕ(·, ε) of system (15) such that ϕ(·, ε) → (r * , ρ * , s * ) as ε → 0. In short, we have proved the next result.
Proposition 3.3. From each periodic orbit of system (3), which corresponds to a simple zero of h in D n , it bifurcates a branch of limit cycles of system (7).
We continue by proving Lemma 3.4. The displacement function of system (7) for the transversal section x 2 = 0, written in the coordinates (3.2), has the form
Proof. In order to see the validity of this result, we focus on the function ζ given by (6), and Remark 2.2, where the notations correspond to system (15) written in the form (4). This function ζ is the displacement function of system (7) associated to the transversal section x 2 = 0, since it applies to every initial vector (r(0), ρ(0), s(0)), the vector
and the points of the transversal section are also characterized by θ = 0 (mod 2π). We recall that r, ρ, s are the first integrals of system (7) when
The proof of the following result will be the subject of the next section. We notice that, in order to find the zeros of h in D n (defined in Lemma 3.2), it is sufficient to look for them in (0, ∞) × (0, ∞) × [0, 2π). This is due to the fact that n can be chosen arbitrarily large, and h, as well as the transformation (3.2) are 2π-periodic with respect to the variable s. The conclusion of Theorem 1.1 follows by Lemmas 3.1 and 3.4 and Propositions 3.3 and 3.5.
Proof of Proposition 3.5
Function h is a composition of some functions which are elementary, and function I 1 . A direct study of I 1 shows that it is of class C 1 on (0, ∞). Thus, conclusion (i) is valid.
We will divide the proof of conclusion (ii) of Proposition 3.5 into several lemmas. Two auxiliary results will be given at the beginning, followed by a discussion with respect to different values of the coefficients.
The following notations will be needed
In the study of the zeros for the function h it will be necessary to study the zeros of f . Proof. We have to study the solvability of
With the notations cos s = x and sin s = √ 1 − x 2 , and using the algebraic manipulator Mathematica, we obtain the following equivalent form for (26):
where When we consider the case sin s = − √ 1 − x 2 , equation (26) becomes
It follows that we have to find x ∈ [−1, 1] solution of (27) or of (28). This is equivalent to (29) which is the polynomial equation The following result will be also needed later on.
Lemma 4.2. We consider the equation
with I 1 given by (18) and c a real parameter. In the study of its solvability the following situations arise. Proof. It is easy to see that the result is valid for r ∈ (0, 1], since in this case I 1 (r) = πr.
Changing the variable u = √ r 2 − 1, we obtain the equivalent equation
We study the graphic representation on the interval (0, ∞) for the left and the right hand side, respectively. Then we can see that they intersect if and only if 0 < (π − c)/2 < π/2, i.e. 0 < c < π. In this case the intersection point is unique. This completes the proof of the lemma. 2
The following three lemmas study the zeros of h. It will be convenient to denote the nonlinear algebraic system which provide the zeros of h, as Proof. In this case, system (32)−(33) is equivalent to
where d, k 1 and k 2 are given in (22)- (24). If we replace (35) and (36) in h 3 we obtain an expression independent of r and ρ. More exactly, we obtain the expression of function f given by (25). Then, equation (34) is equivalent to f (s) = 0. Now we fix s * , a zero of f . We want to study the solvability of (36) with respect to r > 0. Using Lemma 4.2, there exists an isolated solution r > 0 of (36) if and only if
and in this case it is unique. Also, for a fixed r * , corresponding to some s * , whenever
we can uniquely find ρ * > 0 from (35). We will prove that condition (38) is satisfied only for at most half of the zeros of f . In order to do this, we notice that k 1 (s + π) = −k 1 (s), d(s + π) = d(s), and we remind that the zeros of f appear in pairs, s * together with s * + π. Condition (38) Proof. First we notice that the function d is identically zero, so we cannot apply Lemma 4.3. In our conditions, one can prove that system (32)-(34) is equivalent to
where q(s) = c 2 cos s + c 3 sin s, p 1 (s) = c 2 sin s − c 3 cos s and p 2 (s) = c 5 sin s − c 6 cos s. For a fixed s, (41) provides at most two isolated values of ρ/r and, for fixed s and fixed ρ/r, (39) gives at most one isolated value for r (by Lemma 4.2). It is easy now to see that our system has no isolated solution
