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Abstract
As the fourth stage of the project multi-indexed orthogonal polynomials, we present
the multi-indexed Meixner and little q-Jacobi (Laguerre) polynomials in the framework
of ‘discrete quantum mechanics’ with real shifts defined on the semi-infinite lattice in
one dimension. They are obtained, in a similar way to the multi-indexed Laguerre
and Jacobi polynomials reported earlier, from the quantum mechanical systems corre-
sponding to the original orthogonal polynomials by multiple application of the discrete
analogue of the Darboux transformations or the Crum-Krein-Adler deletion of virtual
state vectors. The virtual state vectors are the solutions of the matrix Schro¨dinger
equation on all the lattice points having negative energies and infinite norm. This
is in good contrast to the (q-)Racah systems defined on a finite lattice, in which the
‘virtual state’ vectors satisfy the matrix Schro¨dinger equation except for one of the two
boundary points.
1 Introduction
Theory of exactly solvable quantum mechanics (QM) has seen a great surge of interests in
recent years aroused by the discovery of the exceptional [1, 2, 3] and multi-indexed orthogonal
polynomials [4, 5]. They are new types of orthogonal polynomials satisfying second order
differential equations and forming complete sets of orthogonal bases in appropriate Hilbert
spaces. They are distinguished from the classical orthogonal polynomials [6], by the fact that
there are ‘holes’ in their degrees and the breakdown of the three term recurrence relations,
which is essential to avoid the so-called Bochner’s theorem [7, 8].
The concept of the exceptional and multi-indexed orthogonal polynomials has been gen-
eralised to the other classical orthogonal polynomials in the Askey scheme [9], which satisfy
second order difference equations. The exceptional and multi-indexed Wilson, Askey-Wilson,
(q-)Racah polynomials have been constructed [10, 11] as the main parts of the eigenfunc-
tions (vectors) of difference Schro¨dinger equations within the program of ‘discrete quantum
mechanics ’ [12, 13, 14].
In this paper we report the construction of the multi-indexed Meixner, little q-Jacobi
(Laguerre) polynomials. The base polynomials, the Meixner (M), little q-Jacobi (lqJ) and
little q-Laguerre (lqL) polynomials, satisfy second order difference equations on semi-infinite
integer lattices and they form complete orthogonal bases in the corresponding ℓ2 Hilbert
spaces. These polynomials are also called ‘orthogonal polynomials of a discrete variable’
[15] and they belong to the subclass of discrete quantum mechanics with real shifts. The
Meixner case was studied by Dura´n [16]. In our language his polynomials correspond to the
eigenstates and/or virtual states deletion.
The first stage of the multi-indexed orthogonal polynomials project dealt with the La-
guerre and the Jacobi polynomials [5] belonging to the ordinary QM. The multi-indexed
Wilson and Askey-Wilson polynomials were constructed in the second stage [10]. They
belong to discrete QM with pure imaginary shifts [12, 14]. The multi-indexed (q-)Racah
polynomials were constructed in the third stage [11]. They belong to the discrete QM with
real shifts [13, 17] defined on finite integer lattices. The multi-indexed orthogonal polynomi-
als are obtained as the main parts of the eigenfunctions of the deformed quantum systems,
which are generated by multiple application of Darboux-Crum transformations [18, 19] on
the base systems. The Darboux-Crum transformations for discrete QM with real shifts were
developed in [20]. The seed solutions for the Darboux-Crum transformations are called the
virtual state functions (vectors), which are obtained from the eigenfunctions by the discrete
symmetry transformations of the base Hamiltonians.
The present paper is organised as follows. In section two, the general setting of the dis-
crete QM with real shifts is briefly recapitulated. The main features of the base systems,
the Meixner, little q-Jacobi (Laguerre) polynomials are collected in §2.1. The method of
constructing virtual state vectors is explained in §2.2 together with their explicit forms. The
general procedure of modifying exactly solvable QM by multiple Darboux-Crum transforma-
tions in terms of the virtual state vectors is explained in some detail in section 3. Various
formulas of the obtained multi-indexed M, lqJ, lqL polynomials are collected in section 4.
Certain limits of these multi-indexed polynomials are presented in § 4.1. The final section is
for a summary and comments.
2
2 Discrete QM with Real Shifts on a Semi-infinite Lat-
tice
Let us recapitulate the discrete quantum mechanics with real shifts on a semi-infinite lattice.
There are two types: one component systems (Meixner, little q-Jacobi, etc.) [13] and two
component systems (q-Meixner, big q-Jacobi, etc.) [17]. We discuss one component systems
in this paper.
The Hamiltonian H = (Hx,y) is a tri-diagonal real symmetric (Jacobi) matrix and its
rows and columns are indexed by integers x and y, which take values in Z≥0 (semi-infinite).
By adding a scalar matrix to the Hamiltonian, the lowest eigenvalue is adjusted to be zero.
This makes the Hamiltonian positive semi-definite. Since the eigenvector corresponding to
the zero eigenvalue has definite sign, i.e. all the components are positive or negative, the
Hamiltonian H has the following form (x, y ∈ Z≥0)
Hx,y
def
= −
√
B(x)D(x+ 1) δx+1,y −
√
B(x− 1)D(x) δx−1,y +
(
B(x) +D(x)
)
δx,y, (2.1)
in which the potential functions B(x) and D(x) are real and positive but vanish at the
boundary
B(x) > 0 (x ∈ Z≥0), D(x) > 0 (x ∈ Z≥1), D(0) = 0. (2.2)
The potential functions B(x) and D(x) are rational functions of x or qx (q is a positive
constant, 0 < q < 1). See §2.1 for the explicit forms of these functions. The Hamiltonian (2.1)
is real symmetric, Hx,y = Hy,x. Reflecting the positive semi-definiteness, the Hamiltonian
(2.1) can be expressed in a factorised form:
H = A†A, A = (Ax,y), A
† = ((A†)x,y) = (Ay,x), (2.3)
Ax,y
def
=
√
B(x) δx,y −
√
D(x+ 1) δx+1,y, (A
†)x,y =
√
B(x) δx,y −
√
D(x) δx−1,y. (2.4)
Here A (A†) is an upper (lower) triangular matrix with the diagonal and the super(sub)-
diagonal entries only. For simplicity in notation, we write H, A and A† as follows:
e±∂ = ((e±∂)x,y), (e
±∂)x,y
def
= δx±1,y, (e
∂)† = e−∂, (2.5)
H = −
√
B(x)D(x+ 1) e∂ −
√
B(x− 1)D(x) e−∂ +B(x) +D(x)
= −
√
B(x) e∂
√
D(x)−
√
D(x) e−∂
√
B(x) +B(x) +D(x), (2.6)
A =
√
B(x)− e∂
√
D(x), A† =
√
B(x)−
√
D(x) e−∂ . (2.7)
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We suppress the unit matrix 1 = (δx,y): (B(x)+D(x))1 in (2.6),
√
B(x) 1 in (2.7). Note that
the product of e∂ and e−∂ is e∂e−∂ = 1 but the reversed order is e−∂e∂ = 1−diag(1, 0, 0, . . .).
The Hamiltonian (2.1) is a linear operator on the real ℓ2 Hilbert space with the inner
product of two real vectors f = (f(x)) and g = (g(x)) defined by
(f, g)
def
= lim
N→∞
(f, g)N , (f, g)N
def
=
N∑
x=0
f(x)g(x), ||f ||2
def
= (f, f) <∞. (2.8)
The Schro¨dinger equation is the eigenvalue problem for the hermitian matrix H,
Hφn(x) = Enφn(x) (n = 0, 1, . . .), 0 = E0 < E1 < · · · , (2.9)
where the eigenvector φn = (φn(x)) is, by definition, of finite norm, ||φn|| <∞. Let us recall
the fact that the spectrum of a Jacobi matrix is simple. The ground state eigenvector, which
is chosen positive φ0(x) > 0 (x ∈ Z≥0), satisfies the zero mode equation:
Aφ0 = 0 ⇒Hφ0 = 0,
√
B(x)φ0(x) =
√
D(x+ 1)φ0(x+ 1), (2.10)
and it is easily obtained with the normalisation φ0(0) = 1 (convention:
n−1∏
k=n
∗ = 1):
φ0(x) =
x−1∏
y=0
√
B(y)
D(y + 1)
. (2.11)
The self-adjointness of the Hamiltonian and the non-degeneracy of the spectrum (2.9) imply
that the eigenvectors are mutually orthogonal:
(φn, φm) =
δnm
d2n
(n,m ∈ Z≥0), (2.12)
where d2n (dn > 0) is the normalisation constant.
For the systems considered in this paper, the eigenvectors have the following factorised
form
φn(x) = φ0(x)Pˇn(x), Pˇn(x)
def
= Pn
(
η(x)
)
, (2.13)
where η(x) is the sinusoidal coordinate satisfying the boundary condition η(0) = 0. The
other function Pn(η) is a degree n polynomial in η and we adopt the universal normalisation
condition [13, 17] as
Pn(0) = 1
(
⇔ Pˇn(0) = 1
)
. (2.14)
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This is important for the proper definition of the dual polynomials , in which the roles of
x and n are interchanged [13]. The sinusoidal coordinate has a special dynamical meaning
[21, 13]. The Heisenberg operator solution for η(x) can be expressed in a closed form,
which is a consequence of the closure relation [13]. This means that its time evolution is a
sinusoidal motion. The similarity transformed Hamiltonian H˜ in terms of the ground state
wavefunction φ0(x) (2.11) is
H˜
def
= φ0(x)
−1 ◦ H ◦ φ0(x) = B(x)(1− e
∂) +D(x)(1− e−∂), (2.15)
and (2.9) becomes square root free
H˜Pˇn(x) = EnPˇn(x), (2.16)
namely
B(x)
(
Pˇn(x)− Pˇn(x+ 1)
)
+D(x)
(
Pˇn(x)− Pˇn(x− 1)
)
= EnPˇn(x), (2.17)
which are valid for any x(∈ C), as B(x) and D(x) are rational functions of x or qx.
2.1 Original systems
Let us consider the Meixner (M), little q-Jacobi (lqJ) and little q-Laguerre (lqL) cases. We
follow the notation of [13]. Various quantities depend on a set of parameters λ = (λ1, λ2, . . .)
and their dependence is expressed like, H = H(λ), A = A(λ), En = En(λ), B(x) = B(x;λ),
φn(x) = φn(x;λ), Pˇn(x) = Pˇn(x;λ), etc. The parameter q is 0 < q < 1 and q
λ stands
for q(λ1,λ2,...) = (qλ1, qλ2 , . . .). For these three systems the sinusoidal coordinate η(x), the
auxiliary function ϕ(x) (2.20), (2.25) and (2.31) and the potential function D(x) do not
depend on the parameters λ. The normalisation (boundary condition) of η(x) is chosen as
η(0) = 0. The shift parameter δ and the scale parameter κ appear in the defining formula
of shape invariance (2.35).
2.1.1 Meixner (M)
We rescale the overall normalisation of the Hamiltonian in [13]: (H in [13])× (1− c)→ H.
The fundamental data are as follows [13]:
λ = (β, c), δ = (1, 0), κ = 1, β > 0, 0 < c < 1, (2.18)
B(x;λ) = c(x+ β), D(x) = x, (2.19)
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En(λ) = (1− c)n, η(x) = x, ϕ(x) = 1, (2.20)
Pˇn(x;λ) = 2F1
(−n, −x
β
∣∣∣ 1− c−1) = Mn(x; β, c), (2.21)
φ0(x;λ)
2 =
(β)x c
x
x!
, dn(λ)
2 =
(β)n c
n
n!
× (1− c)β, (2.22)
where Mn(η; β, c) is the Meixner polynomial, which is obviously self-dual , Mn(x; β, c) =
Mx(n; β, c) (x, n ∈ Z≥0).
2.1.2 little q-Jacobi (lqJ)
The little q-Jacobi polynomial to be discussed in this paper (2.26) obeys the universal nor-
malisation (2.14), which is different from the conventional normalisation of the little q-Jacobi
polynomial pn as shown explicitly in (2.27). The fundamental data are as follows [13, 17]:
qλ = (a, b), δ = (1, 1), κ = q−1, 0 < a < q−1, b < q−1, (2.23)
B(x;λ) = a(q−x − bq), D(x) = q−x − 1, (2.24)
En(λ) = (q
−n − 1)(1− abqn+1), η(x) = 1− qx, ϕ(x) = qx, (2.25)
Pˇn(x;λ) = 3φ1
(q−n, abqn+1, q−x
bq
∣∣∣ q ; qx
a
)
(2.26)
=
(a−1q−n; q)n
(bq; q)n
2φ1
(q−n, abqn+1
aq
∣∣∣ q ; qx+1)
=
(a−1q−n; q)n
(bq; q)n
pn
(
1− η(x); a, b|q
)
, (2.27)
φ0(x;λ)
2 =
(bq; q)x
(q; q)x
(aq)x, dn(λ)
2 =
(bq, abq; q)n a
nqn
2
(q, aq; q)n
1− abq2n+1
1− abq
×
(aq; q)∞
(abq2; q)∞
. (2.28)
For the dual lqJ polynomial, see [22] and [13].
2.1.3 little q-Laguerre (lqL)
The little q-Laguerre polynomial to be discussed in this paper (2.32) obeys the universal
normalisation (2.14), which is different from the conventional normalisation of the little q-
Laguerre polynomial pn as shown explicitly in (2.33). The fundamental data are as follows
[13]:
qλ = a, δ = 1, κ = q−1, 0 < a < q−1, (2.29)
B(x;λ) = aq−x, D(x) = q−x − 1, (2.30)
En = q
−n − 1, η(x) = 1− qx, ϕ(x) = qx, (2.31)
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Pˇn(x;λ) = 2φ0
(q−n, q−x
−
∣∣∣ q; qx
a
)
= (a−1q−n ; q)n 2φ1
(q−n, 0
aq
∣∣∣ q; qx+1) (2.32)
= (a−1q−n ; q)n pn
(
1− η(x); a|q
)
, (2.33)
φ0(x;λ)
2 =
(aq)x
(q; q)x
, dn(λ)
2 =
anqn
2
(q, aq; q)n
× (aq; q)∞. (2.34)
The lqL system is obtained from lqJ system by setting b = 0. The dual lqL polynomial is
the Al-Salam-Carlitz II polynomial [9, 22, 13].
2.1.4 shape invariance
These three systems are shape invariant [13],
A(λ)A(λ)† = κA(λ+ δ)†A(λ+ δ) + E1(λ), (2.35)
in which δ denotes the shift of the parameters, κ is a positive constant and E1(λ) is the
eigenvalue of the first excited state E1(λ) > 0. It is a sufficient condition for exact solvability
and it provides the explicit formulas for the energy eigenvalues En(λ) =
n−1∑
s=0
κsE1(λ+sδ) and
the eigenfunctions, i.e. the universal Rodrigues formula [13, 17]. The forward and backward
shift relations are
F(λ)Pˇn(x;λ) = En(λ)Pˇn−1(x;λ+ δ), B(λ)Pˇn−1(x;λ+ δ) = Pˇn(x;λ), (2.36)
where the forward and backward shift operators are
F(λ)
def
=
√
B(0;λ)φ0(x;λ+ δ)
−1 ◦ A(λ) ◦ φ0(x;λ) = B(0;λ)ϕ(x)
−1(1− e∂), (2.37)
B(λ)
def
=
1√
B(0;λ)
φ0(x;λ)
−1 ◦ A(λ)† ◦ φ0(x;λ+ δ)
= B(0;λ)−1
(
B(x;λ)−D(x)e−∂
)
ϕ(x)
= φ0(x;λ)
−2 ◦ (1− e−∂)ϕ(x)−1 ◦ φ0(x;λ+ δ)
2. (2.38)
Starting from Pˇ0(x) = 1, Pˇn(x;λ) can be written as
Pˇn(x;λ) = Pn
(
η(x);λ
)
= B(λ)B(λ+ δ) · · · B
(
λ+ (n− 1)δ
)
· 1
= φ0(x;λ)
−2
(
(1− e−∂)ϕ(x)−1
)n
· φ0(x;λ+ nδ)
2. (2.39)
This is the universal Rodrigues formula mentioned above. Compare this with the individual
Rodrigues formulas listed in [9]. We note the following relations between the auxiliary
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function ϕ(x) and the ground state eigenvectors, etc:
ϕ(x) =
√
B(0;λ)
B(x;λ)
φ0(x;λ+ δ)
φ0(x;λ)
=
η(x+ 1)− η(x)
η(1)
, (2.40)
B(x;λ+ δ)
B(x+ 1;λ)
= κ−1
ϕ(x+ 1)
ϕ(x)
= κ−2. (2.41)
2.2 Virtual systems
2.2.1 modified potential functions
Let us assume the existence of modified potential functions B′(x), D′(x) satisfying
α2B′(x)D′(x+ 1) = B(x)D(x+ 1), α > 0, (2.42)
α
(
B′(x) +D′(x)
)
+ α′ = B(x) +D(x), α′ < 0, (2.43)
where α and α′ are constant. Here B′(x) and D′(x) are rational functions of x or qx. Note
that these two equations are valid for any x(∈ C). These functions are required to satisfy
the boundary conditions, too:
B′(x) > 0 (x ∈ Z≥0), D
′(x) > 0 (x ∈ Z≥1), D
′(0) = 0. (2.44)
Then we obtain a linear relation between the original Hamiltonian (2.6) and the virtual
Hamiltonian H′ (2.46) constructed by the modified potential functions B′(x) and D′(x),
(2.42)–(2.44):
H = αH′ + α′, (2.45)
H′
def
= −
√
B′(x) e∂
√
D′(x)−
√
D′(x) e−∂
√
B′(x) +B′(x) +D′(x). (2.46)
We define a positive function φ′0(x) by
φ′0(x)
def
=
x−1∏
y=0
√
B′(y)
D′(y + 1)
, (2.47)
which is annihilated by A′ =
√
B′(x)− e∂
√
D′(x) :
A′φ′0(x) = 0 ⇒
√
B′(x)φ′0(x) =
√
D′(x+ 1)φ′0(x). (2.48)
In other words, φ′0(x) is a solution of the original Schro¨dinger equation of H (2.9) with a
negative energy α′. That is, φ′0(x) does not belong to the ℓ
2 Hilbert space spanned by the
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eigenvectors of H. We introduce another positive function ν(x) by the ratio φ0(x)/φ
′
0(x):
ν(x)
def
=
φ0(x)
φ′0(x)
=
x−1∏
y=0
B(y)
αB′(y)
=
x−1∏
y=0
αD′(y + 1)
D(y + 1)
. (2.49)
It can be analytically continued into a meromorphic function of x or qx through the functional
relations:
ν(x+ 1) =
B(x)
αB′(x)
ν(x), ν(x− 1) =
D(x)
αD′(x)
ν(x). (2.50)
As we will show shortly, these modified potential functions B′(x), D′(x) (2.42)-(2.43) are
obtained from the original potential functions B(x), D(x) (2.1) by twisting the parameters,
which is an essential step for introducing the exceptional and multi-indexed orthogonal poly-
nomials [3, 5, 11, 10]. Other solutions of the Schro¨dinger equation for the virtual Hamiltonian
H′ can be obtained in a factorised form:
H′φ˜v(x) = E
′
vφ˜v(x)
(
⇒ Hφ˜v(x) = E˜vφ˜v(x), E˜v
def
= αE ′v + α
′
)
, (2.51)
φ˜v(x)
def
= φ′0(x)ξˇv(x), (2.52)
in which ξˇv(x) is a solution of
H˜′ξˇv(x) = E
′
vξˇv(x), (2.53)
H˜′
def
= φ′0(x)
−1 ◦ H′ ◦ φ′0(x) = B
′(x)(1− e∂) +D′(x)(1− e−∂), (2.54)
namely,
B′(x)
(
ξˇv(x)− ξˇv(x+ 1)
)
+D′(x)
(
ξˇv(x)− ξˇv(x− 1)
)
= E ′vξˇv(x). (2.55)
For a non-negative integer v, E ′v and ξˇv(x) can be obtained from the original polynomial
solution Pˇv(x) = Pv(η(x)) (2.17) by twisting the parameters (2.57). Note that it also satisfies
the universal normalisation condition ξˇv(0) = 1. We call a solution φ˜v(x) = φ
′
0(x)ξˇv(x) a
virtual state vector if it has negative energy and positive on the entire semi-infinite lattice:
E ′v < 0, ξˇv(x) > 0 (x ∈ Z≥0). (2.56)
The positivity is necessary for the well-definedness of the Darboux transformations in terms
of these virtual state vectors. See, for example, (3.5). Let us emphasise that the virtual state
vector φ˜v(x) is also a solution of the original Schro¨dinger equation (2.51) with a negative
energy E˜v < 0 and of infinite norm ||φ˜v|| =∞. The set V of non-negative integers v, satisfying
the above two conditions (2.56) is called the index set of the virtual state vectors.
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2.2.2 virtual state vectors
In this subsection we present the explicit forms of the modified potential functions B′(x),
D′(x) (2.42)-(2.43) and the virtual state vectors φ˜v(x) = φ
′
0(x)ξˇv(x) (2.52) for M, lqJ and
lqL polynomials through twisting.
Let us define the twist operation t, which is an involution,
t(λ)
def
=

(λ1, λ
−1
2 ) : M
(−λ1, λ2) : lqJ
−λ1 : lqL
, namely

t(λ) = (β, c−1) : M
qt(λ) = (a−1, b) : lqJ
qt(λ) = a−1 : lqL
, t2 = id, (2.57)
and the two functions B′(x) and D′(x),
B′(x;λ)
def
= B
(
x; t(λ)
)
, D′(x)
def
= D(x), (2.58)
namely,
B′(x;λ) =

c−1(x+ β) : M
a−1(q−x − bq) : lqJ
a−1q−x : lqL
, D′(x) =
{
x : M
q−x − 1 : lqJ, lqL
. (2.59)
Then the conditions (2.42)–(2.44) are satisfied with the following α and α′ :
α(λ) =
{
c : M
a : lqJ, lqL
, α′(λ) =

−(1− c)β : M
−(1− a)(1− bq) : lqJ
−(1− a) : lqL
. (2.60)
The virtual Hamiltonian H′, E ′v and the virtual state vector φ˜v(x) are given by H(t(λ)),
Ev(t(λ)) and φv(x; t(λ)). Namely,
H(λ) = α(λ)H
(
t(λ)
)
+ α′(λ), (2.61)
φ˜v(x;λ)
def
= φv
(
x; t(λ)
)
= φ˜0(x;λ)ξˇv(x;λ) (v ∈ V), (2.62)
φ′0(x;λ) = φ˜0(x;λ)
def
= φ0
(
x; t(λ)
)
, ξˇv(x;λ)
def
= Pˇv
(
x; t(λ)
)
, ξˇv(x;λ)
def
= ξv
(
η(x);λ
)
, (2.63)
H(λ)φ˜v(x;λ) = E˜v(λ)φ˜v(x;λ), E
′
v(λ) = Ev
(
t(λ)
)
, (2.64)
E˜v(λ) = α(λ)E
′
v(λ) + α
′(λ) =

−(1 − c)(v + β) : M
−(1 − aq−v)(1− bqv+1) : lqJ
−(1 − aq−v) : lqL
, (2.65)
ν(x;λ) =
{
cx : M
ax : lqJ, lqL
. (2.66)
Note that α′(λ) = E˜0(λ) < 0. The negative virtual state energy condition (2.56) is auto-
matically satisfied for M case but it restricts the maximal possible degree vmax for a given
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parameter a for lqJ and lqL cases as
0 < a < qvmax . (2.67)
For the positivity of ξˇv(x) (2.56), we write down ξˇv(x) explicitly. For M case, it is
ξˇv(x;λ) = 2F1
(−v, −x
β
∣∣∣ 1− c) = min(v,x)∑
k=0
(−v,−x)k
(β)k
(1− c)k
k!
=
min(v,x)∑
k=0
(v− k + 1, x− k + 1)k
(β)k
(1− c)k
k!
, (2.68)
where we have used (a)k = (−1)
k(−a− k + 1)k. Since each k-th term of the sum in the last
expression is positive, the positivity of ξˇv(x;λ) (2.56) is shown for all non-negative integer
v. For lqJ case, by using the identity ((1.13.17) in [9])
2φ1
(q−n, b
c
∣∣∣ q; z) = (bc−1q−nz; q)n 3φ2(q−n, b−1c, 0
c, b−1cqz−1
∣∣∣ q; q) (n ∈ Z≥0),
ξˇv(x) is rewritten as
ξˇv(x;λ) =
(aq−v; q)v
(bq; q)v
2φ1
(q−v, a−1bqv+1
a−1q
∣∣∣ q; qx+1)
=
(aq−v; q)v
(bq; q)v
(bqx+1; q)v 3φ2
( q−v, b−1q−v, 0
a−1q, b−1q−v−x
∣∣∣ q; q)
=
(aq−v, bqx+1; q)v
(bq; q)v
v∑
k=0
(q−v, b−1q−v; q)k
(a−1q, b−1q−v−x; q)k
qk
(q; q)k
=
(aq−v, bqx+1; q)v
(bq; q)v
v∑
k=0
(qv−k+1, bqv−k+1; q)k
(aq−k, bqv−k+1+x, q; q)k
(aq−v+x)k, (2.69)
where we have used (a; q)k = (−a)
kq
1
2
k(k−1)(a−1q−k+1; q)k. Since each k-th term of the sum
and the overall factor in the last expression is positive for 0 < a < qv (2.67), the positivity
of ξˇv(x;λ) (2.56) is shown. By setting b = 0, the same conclusion for lqL case is obtained.
Remark For lqJ, ξˇv(x;λ) is generically a degree v polynomial in η(x) = 1 − q
x. However,
when a = bqm+1, v ≤ m ∈ Z≥0, (a
−1bqv+1; q)k = 0 for k ≥ m − v + 1. That is, the highest
degree is m − v. To sum up, if a = bqm+1 and v ≤ m < 2v, ξˇv(x;λ) is not a degree
v polynomial. In later discussion we assume to avoid these special configurations of the
parameters.
The index set of the virtual state vectors is
V =
{
{1, 2, . . .} : M
{1, 2, . . . , vmax} : lqJ, lqL
, (2.70)
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where vmax is the greatest integer satisfying 0 < a < q
v.
The non square-summability of the virtual state vector φ˜v (||φ˜v|| = ∞) can be directly
verified through its large x behaviour
φ˜0(x;λ)
2 ≃

Γ(β)−1xβ−1c−x : M
(bq; q)∞(q; q)
−1
∞ (a
−1q)x : lqJ
(q; q)−1∞ (a
−1q)x : lqL
, ξ˜v(x;λ) ≃
{
const× xv : M
const : lqJ, lqL
.
Before closing this section, let us emphasise that the twisting is based on the discrete
symmetries of the difference Schro¨dinger equations (2.9), not of the equations governing the
polynomials (2.16)-(2.17), as evidenced by the linear relation between the two Hamiltonians
(2.45).
3 Method of Virtual State Deletion
We present the method of virtual states deletion for the discrete quantum mechanics with real
shifts (rdQM) in terms of the discrete QM analogue of the multiple Darboux transformations
[20, 11]. The concept of the virtual states on a semi-infinite lattice is slightly different from
those on finite lattices as introduced in [11]. On semi-infinite lattices, the solutions of
the Schro¨dinger (eigenvalue) equation (2.9) are eigenvectors with finite norm and the other
solutions with infinite norms, to which the virtual state vectors belong. In contrast, the
solutions of the Schro¨dinger (eigenvalue) equation on finite lattices are eigenvectors only.
This requires a subtle definition of the virtual state vectors as introduced in [11].
In the following discussion, the discrete analogue of the Wronskians, to be called Caso-
ratians, play an important role. Here is a summary of useful properties of Casoratians.
3.1 Casoratian
The Casorati determinant of a set of n functions {fj(x)} is defined by
WC[f1, . . . , fn](x)
def
= det
(
fk(x+ j − 1)
)
1≤j,k≤n
, (3.1)
(for n = 0, we set WC[·](x) = 1). It satisfies identities (n ≥ 0)
WC[gf1, gf2, . . . , gfn](x) =
n−1∏
k=0
g(x+ k) ·WC[f1, f2, . . . , fn](x), (3.2)
WC
[
WC[f1, f2, . . . , fn, g],WC[f1, f2, . . . , fn, h]
]
(x)
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= WC[f1, f2, . . . , fn](x+ 1)WC[f1, f2, . . . , fn, g, h](x), (3.3)
WC[F1, F2, . . . , Fn](x) = (−1)
1
2
n(n−1)
n−2∏
k=0
WC[f1, f2, . . . , fn](x+ k),
where Fj(x) = WC[f1, . . . , fj−1, fj+1, . . . , fn](x). (3.4)
The first and second identities will be used in the next subsection. The third one is not
explicitly used in this paper but it is used to express the step backward shift operator in a
determinant form [23].
3.2 Virtual states deletion
We delete virtual state vectors φ˜d1(x), φ˜d2(x), . . . (dj : mutually distinct)
1 by the multiple
application of Darboux transformations.
3.2.1 one virtual state vector deletion
First we rewrite the original Hamiltonian H (2.1) in a factorised form in which the first
virtual state vector φ˜d1(x) (d1 ∈ V) is annihilated by Aˆd1, Aˆd1φ˜d1(x) = 0:
H = Aˆ†d1Aˆd1 + E˜d1 ,
Aˆd1
def
=
√
Bˆd1(x)− e
∂
√
Dˆd1(x), Aˆ
†
d1
=
√
Bˆd1(x)−
√
Dˆd1(x) e
−∂.
Here the potential functions Bˆd1(x) and Dˆd1(x) are determined by B
′(x), D′(x) and the
virtual state polynomial ξˇd1(x):
Bˆd1(x)
def
= αB′(x)
ξˇd1(x+ 1)
ξˇd1(x)
, Dˆd1(x)
def
= αD′(x)
ξˇd1(x− 1)
ξˇd1(x)
. (3.5)
We have Bˆd1(x) > 0 (x ∈ Z≥0), Dˆd1(x) > 0 (x ∈ Z≥1), Dˆd1(0) = 0 and
Bˆd1(x)Dˆd1(x+ 1) = B(x)D(x+ 1),
Bˆd1(x) + Dˆd1(x) + E˜d1 = B(x) +D(x),
where use is made of (2.55) in the second equation.
Next let us define a new Hamiltonian Hd1 by changing the order of the two matrices Aˆ
†
d1
and Aˆd1 together with the sets of new eigenvectors φd1n(x) and new virtual state vectors
1 Although this notation dj conflicts with the notation of the normalisation constant dn in (2.12), we
think this does not cause any confusion because the latter appears as 1
d2
n
δnm.
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φ˜d1v(x):
Hd1
def
= Aˆd1Aˆ
†
d1
+ E˜d1 , Hd1 = (Hd1 x,y) (x, y ∈ Z≥0), (3.6)
φd1n(x)
def
= Aˆd1φn(x) (n ∈ Z≥0), (3.7)
φ˜d1v(x)
def
= Aˆd1φ˜v(x) (v ∈ V\{d1}). (3.8)
It is easy to verify that φd1n(x) is an eigenvector and that φ˜d1v(x) is a virtual state vector
Hd1φd1n(x) = Enφd1n(x) (n ∈ Z≥0), Hd1φ˜d1v(x) = E˜vφ˜d1v(x) (v ∈ V\{d1}).
For example,
Hd1φd1n = (Aˆd1Aˆ
†
d1
+ E˜d1)Aˆd1φn = Aˆd1(Aˆ
†
d1
Aˆd1 + E˜d1)φn
= Aˆd1Hφn = Aˆd1Enφn = EnAˆd1φn = Enφd1n.
The two Hamiltonians H and Hd1 are exactly iso-spectral. If the original system is exactly
solvable, this new system is also exactly solvable. The orthogonality relation for the new
eigenvectors is
(φd1n, φd1m) = (Aˆd1φn, Aˆd1φm) = (Aˆ
†
d1
Aˆd1φn, φm) =
(
(H− E˜d1)φn, φm
)
= (En − E˜d1)(φn, φm) = (En − E˜d1)
δnm
d2n
(n,m ∈ Z≥0).
The second equality requires the condition lim
N→∞
√
Dˆd1(N + 1)φd1 n(N)φm(N+1) = 0, which
is easily verified for the three systems (M, lqJ and lqL). This shows clearly that the negative
virtual state energy (E˜v < 0) is necessary for the positivity of the inner products.
The new eigenvector φd1n(x) (3.7) and the virtual state vector φ˜d1v(x) (3.8) are expressed
neatly in terms of the Casoratians:
φd1n(x) =
−
√
αB′(x)φ′0(x)WC[ξˇd1 , νPˇn](x)√
ξˇd1(x)ξˇd1(x+ 1)
, φ˜d1v(x) =
−
√
αB′(x)φ′0(x)WC[ξˇd1 , ξˇv](x)√
ξˇd1(x)ξˇd1(x+ 1)
.
(3.9)
The positivity of the virtual state vectors φ˜v(x) is inherited by the new virtual state vectors
φ˜d1v(x) (3.8). The Casoratian WC[ξˇd1 , ξˇv](x) has definite sign for x ∈ Z≥0, namely all positive
or all negative. By using (2.55) we have
αB′(x)WC[ξˇd1, ξˇv](x) = αD
′(x)WC[ξˇd1 , ξˇv](x− 1) + (E˜d1 − E˜v)ξˇd1(x)ξˇv(x).
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At x = 0, WC[ξˇd1 , ξˇv](0) has the same sign as (E˜d1 − E˜v), as D
′(0) = 0, αB′(0) > 0 and
ξˇd1(0)ξˇv(0) = 1. By setting x = 1, 2, . . . in turn, we obtain
sgn(E˜d1 − E˜v)WC[ξˇd1, ξˇv](x) > 0 (x ∈ Z≥0).
The new ground state eigenvector φd10(x) is of definite sign as the original one φ0(x) (2.11).
We show that the Casoratian WC[ξˇd1, ν](x) has definite sign for x ∈ Z≥0. By writing down
the equation Hφn(x) = Enφn(x) with H = Aˆ
†
d1
Aˆd1 + E˜d1, we obtain
αB′(x)
(
νPˇn
)
(x+1)+αD′(x)
(
νPˇn
)
(x− 1) =
(
αB′(x) +αD′(x) +α′−En
)(
νPˇn
)
(x), (3.10)
where
(
fg
)
(x)
def
= f(x)g(x). By using this, we can show
αB′(x)WC[ξˇd1, νPˇn](x) = αD
′(x)WC[ξˇd1 , νPˇn](x− 1) + (E˜d1 − En)ξˇd1(x)ν(x)Pˇn(x).
By setting n = 0 and x = 0, 1, 2, . . . in turn, we obtain
−WC[ξˇd1 , ν](x) > 0 (x ∈ Z≥0).
Let us rewrite the deformed Hamiltonian Hd1 in the standard form based on the ground
state eigenvector φd10(x). Let us introduce the potential functions Bd1(x) and Dd1(x) by
Bd1(x)
def
= αB′(x+ 1)
ξˇd1(x)
ξˇd1(x+ 1)
WC[ξˇd1 , ν](x+ 1)
WC[ξˇd1 , ν](x)
, (3.11)
Dd1(x)
def
= αD′(x)
ξˇd1(x+ 1)
ξˇd1(x)
WC[ξˇd1, ν](x− 1)
WC[ξˇd1 , ν](x)
. (3.12)
The positivity of Bd1(x) and Dd1(x) is obvious and the boundary condition Dd1(0) = 0 is
satisfied. They satisfy the relations
Bd1(x)Dd1(x+ 1) = Bˆd1(x+ 1)Dˆd1(x+ 1),
Bd1(x) +Dd1(x) = Bˆd1(x) + Dˆd1(x+ 1) + E˜d1 .
The standard form Hamiltonian Hd1 is obtained:
Hd1 = A
†
d1
Ad1, (3.13)
Ad1
def
=
√
Bd1(x)− e
∂
√
Dd1(x), A
†
d1
=
√
Bd1(x)−
√
Dd1(x) e
−∂, (3.14)
in which Ad1 annihilates the ground state eigenvector, Ad1φd10(x) = 0.
It is worthwhile to emphasise that the new Hamiltonian Hd1 is constructed by using the
virtual state vector φ˜d1(x), which is now deleted from the new index set of available virtual
state vectors V\{d1}.
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3.2.2 multi virtual state vectors deletion
We repeat the above procedure and obtain the modified systems. The number of deleted
virtual state vectors should be less than or equal |V|.
For simplicity in notation, we introduce the following quantities (s ≥ 0):
ws(x)
def
= WC[ξˇd1 , . . . , ξˇds](x), (3.15)
w′s,v(x)
def
= WC[ξˇd1 , . . . , ξˇds, ξˇv](x), (3.16)
w′′s,n(x)
def
= WC[ξˇd1 , . . . , ξˇds, νPˇn](x). (3.17)
Note that w′s,ds+1(x) = ws+1(x).
Let us assume that we have already deleted s virtual state vectors (s ≥ 1), which are
labeled by {d1, . . . , ds} (dj ∈ V : mutually distinct). Namely we have
Hd1...ds
def
= Aˆd1...dsAˆ
†
d1...ds
+ E˜ds, Hd1...ds = (Hd1...ds x,y) (x, y ∈ Z≥0), (3.18)
Aˆd1...ds
def
=
√
Bˆd1...ds(x)− e
∂
√
Dˆd1...ds(x), Aˆ
†
d1...ds
=
√
Bˆd1...ds(x)−
√
Dˆd1...ds(x) e
−∂, (3.19)
Bˆd1...ds(x)
def
= αB′(x+ s− 1)
ws−1(x)
ws−1(x+ 1)
ws(x+ 1)
ws(x)
, (3.20)
Dˆd1...ds(x)
def
= αD′(x)
ws−1(x+ 1)
ws−1(x)
ws(x− 1)
ws(x)
, (3.21)
φd1...ds n(x)
def
= Aˆd1...dsφd1...ds−1 n(x) (n ∈ Z≥0), (3.22)
φ˜d1...ds v(x)
def
= Aˆd1...ds φ˜d1...ds−1 v(x) (v ∈ V\{d1, . . . , ds}), (3.23)
Hd1...dsφd1...ds n(x) = Enφd1...ds n(x) (n ∈ Z≥0), (3.24)
Hd1...ds φ˜d1...ds v(x) = E˜vφ˜d1...ds v(x) (v ∈ V\{d1, . . . , ds}), (3.25)
(φd1...ds n, φd1...ds m) =
s∏
j=1
(En − E˜dj ) ·
δnm
d2n
(n,m ∈ Z≥0). (3.26)
The eigenvectors and the virtual state vectors have Casoratian expressions:
φd1...ds n(x) = Sd1...ds
√∏s
j=1 αB
′(x+ j − 1)φ′0(x)√
ws(x)ws(x+ 1)
w′′s,n(x), (3.27)
φ˜d1...ds v(x) = Sd1...ds
√∏s
j=1 αB
′(x+ j − 1)φ′0(x)√
ws(x)ws(x+ 1)
w′s,v(x), (3.28)
where the sign factor Sd1...ds is
Sd1...ds = (−1)
s
∏
1≤i<j≤s
sgn(E˜di − E˜dj). (3.29)
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The Casoratians of multiple virtual state vectors ws(x), w
′
s,v(x) and with the ground state
eigenvector w′′s,0(x) (3.15)–(3.17) are of definite sign∏
1≤i<j≤s
sgn(E˜di − E˜dj) · ws(x) > 0∏
1≤i<j≤s
sgn(E˜di − E˜dj ) ·
s∏
i=1
sgn(E˜di − E˜v) · w
′
s,v(x) > 0∏
1≤i<j≤s
sgn(E˜di − E˜dj) · (−1)
sw′′s,0(x) > 0

(x ∈ Z≥0). (3.30)
So we have Bˆd1...ds(x) > 0 (x ∈ Z≥0), Dˆd1...ds(x) > 0 (x ∈ Z≥1) and Dˆd1...ds(0) = 0. For
(3.26), the asymptotic condition
lim
N→∞
√
Dˆd1...ds(N + 1)φd1...ds n(N)φd1...ds−1 m(N + 1) = 0, (3.31)
is necessary. This can be easily verified for M, lqJ and lqL systems.
By writing down (3.25) and (3.24) explicitly, we obtain the following identities
Bˆd1...ds(x) + Dˆd1...ds(x+ 1) + E˜ds − E˜v
= αB′(x+ s)
ws(x)
ws(x+ 1)
w′s,v(x+ 1)
w′s,v(x)
+ αD′(x)
ws(x+ 1)
ws(x)
w′s,v(x− 1)
w′s,v(x)
, (3.32)
Bˆd1...ds(x) + Dˆd1...ds(x+ 1) + E˜ds − En
= αB′(x+ s)
ws(x)
ws(x+ 1)
w′′s,n(x+ 1)
w′′s,n(x)
+ αD′(x)
ws(x+ 1)
ws(x)
w′′s,n(x− 1)
w′′s,n(x)
, (3.33)
which are valid for any x(∈ C). Note that (3.32)-(3.33) are valid for s = 0 by replacing
Bˆd1...ds(x) + Dˆd1...ds(x+ 1) + E˜ds with αB
′(x) + αD′(x) + α′. The identity (3.3) gives
ws(x+ 1)w
′′
s+1,n(x) = WC[ws+1, w
′′
s,n](x), ws(x+ 1)w
′
s+1,v(x) = WC[ws+1, w
′
s,v](x). (3.34)
By using (3.32)–(3.34), we obtain the following identities (s ≥ 0)
αB′(x+ s)ws(x)w
′
s+1,v(x)
= αD′(x)ws(x+ 1)w
′
s+1,v(x− 1) + (E˜ds+1 − E˜v)ws+1(x)w
′
s,v(x), (3.35)
αB′(x+ s)ws(x)w
′′
s+1,n(x)
= αD′(x)ws(x+ 1)w
′
s+1,n(x− 1) + (E˜ds+1 − En)ws+1(x)w
′′
s,n(x), (3.36)
which are valid for any x(∈ C).
The next step begins with rewriting the Hamiltonian Hd1...ds by choosing the next virtual
state to be deleted ds+1 ∈ V\{d1, . . . , ds}. The new potential functions Bˆd1...ds+1(x) and
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Dˆd1...ds+1(x) are defined as in (3.20)–(3.21) by s → s + 1, and they contain the Casoratians
(3.15)–(3.16) as ratios (recall w′s,ds+1(x) = ws+1(x)). These Casoratians are of the same sign
as shown in (3.30), the new potential functions are positive Bˆd1...ds+1(x) > 0 (x ∈ Z≥0),
Dˆd1...ds+1(x) > 0 (x ∈ Z≥1) and Dˆd1...ds+1(0) = 0. By using (3.32), we can show the relations
Bˆd1...ds+1(x)Dˆd1...ds+1(x+ 1) = Bˆd1...ds(x+ 1)Dˆd1...ds(x+ 1),
Bˆd1...ds+1(x) + Dˆd1...ds+1(x) + E˜ds+1 = Bˆd1...ds(x) + Dˆd1...ds(x+ 1) + E˜ds.
Therefore the Hamiltonian Hd1...ds is rewritten as:
Hd1...ds = Aˆ
†
d1...ds+1
Aˆd1...ds+1 + E˜ds+1 ,
Aˆd1...ds+1
def
=
√
Bˆd1...ds+1(x)− e
∂
√
Dˆd1...ds+1(x), Aˆ
†
d1...ds+1
=
√
Bˆd1...ds+1(x)−
√
Dˆd1...ds+1(x) e
−∂ .
Now let us define a new Hamiltonian Hd1...ds+1 by changing the orders of Aˆ
†
d1...ds+1
and
Aˆd1...ds+1 together with the eigenvectors φd1...ds+1 n(x) and the virtual state vectors φ˜d1...ds+1 v(x):
Hd1...ds+1
def
= Aˆd1...ds+1Aˆ
†
d1...ds+1
+ E˜ds+1, Hd1...ds+1 = (Hd1...ds+1 x,y) (x, y ∈ Z≥0),
φd1...ds+1 n(x)
def
= Aˆd1...ds+1φd1...ds n(x) (n ∈ Z≥0),
φ˜d1...ds+1 v(x)
def
= Aˆd1...ds+1φ˜d1...ds v(x) (v ∈ V\{d1, . . . , ds+1}).
It is easy to show that they satisfy (3.24)–(3.26) with s → s + 1. By using (3.34), we can
show that the functions φd1...ds+1 n(x) and φ˜d1...ds+1 v(x) are expressed as (3.27)–(3.28) with
s→ s+ 1 and Sd1...ds+1 satisfies
Sd1...ds+1 = −Sd1...ds
s∏
i=1
sgn(E˜di − E˜ds+1), (3.37)
which is consistent with (3.29) and the initial value Sd1 = −1, see (3.9).
The identities (3.35)–(3.36) will be used to show that the Casoratians w′s+1,v(x) and
w′′s+1,0(x) do not change sign for x ∈ Z≥0, in the same manner as below (3.9). These
establish the s+ 1 case.
At the end of this subsection we present this deformed HamiltonianHd1...ds in the standard
form, in which the A operator annihilates the ground state eigenvector:
Hd1...ds = A
†
d1...ds
Ad1...ds , (3.38)
Ad1...ds
def
=
√
Bd1...ds(x)− e
∂
√
Dd1...ds(x), A
†
d1...ds
=
√
Bd1...ds(x)−
√
Dd1...ds(x) e
−∂, (3.39)
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which satisfies Ad1...dsφd1...ds 0(x) = 0. The potential functions Bd1...ds(x) and Dd1...ds(x) are:
Bd1...ds(x)
def
= αB′(x+ s)
ws(x)
ws(x+ 1)
w′′s,0(x+ 1)
w′′s,0(x)
, (3.40)
Dd1...ds(x)
def
= αD′(x)
ws(x+ 1)
ws(x)
w′′s,0(x− 1)
w′′s,0(x)
. (3.41)
We have Bd1...ds(x) > 0 (x ∈ Z≥0), Dd1...ds(x) > 0 (x ∈ Z≥1) and Dd1...ds(0) = 0. By using
(3.33) with n = 0, we can show the relations
Bd1...ds(x)Dd1...ds(x+ 1) = Bˆd1...ds(x+ 1)Dˆd1...ds(x+ 1),
Bd1...ds(x) +Dd1...ds(x) = Bˆd1...ds(x) + Dˆd1...ds(x+ 1) + E˜ds.
It should be stressed that the above results after s-deletions are independent of the orders
of deletions (φd1...ds n(x) and φ˜d1...ds v(x) may change sign).
4 Multi-indexed Orthogonal Polynomials
In this section we apply the method of virtual state deletions to the exactly solvable sys-
tems whose eigenstates are described by the Meixner, little q-Jacobi, and little q-Laguerre
polynomials. We delete M virtual state vectors labeled by
D = {d1, d2, . . . , dM} (dj ∈ V : mutually distinct), (4.1)
and denote Hd1...dM , φd1...dM n, Ad1...dM , etc. by HD, φD n, AD, etc. The Schro¨dinger equation
for the multi-indexed Meixner, little q-Jacobi, and little q-Laguerre systems reads
HD(λ)φD n(x;λ) = En(λ)φD n(x;λ) (n = 0, 1, . . .). (4.2)
Without loss of generality, we assume 1 ≤ d1 < d2 < · · · < dM . As with the ordinary
orthogonal polynomials, the index n gives the number of nodes of φD n(x;λ) in x ∈ (0,∞).
Let us denote the eigenvector φD n(x;λ) in (3.27) afterM-deletions (s = M) by φ
gen
D n(x;λ).
We define two polynomials ΞˇD(x;λ) and PˇD,n(x;λ), to be called the denominator polynomial
and the multi-indexed orthogonal polynomial , respectively, from the Casoratians as follows:
WC[ξˇd1 , . . . , ξˇdM ](x;λ) = CD(λ)ϕM(x)ΞˇD(x;λ), (4.3)
WC[ξˇd1 , . . . , ξˇdM , νPˇn](x;λ) = CD,n(λ)ϕM+1(x)PˇD,n(x;λ)ν(x;λ+M δ˜), (4.4)
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δ˜
def
=

(1, 0) : M
(−1, 1) : lqJ
−1 : lqL
, t(λ) + uδ = t(λ+ uδ˜) (∀u ∈ R). (4.5)
The constants CD(λ) and CD,n(λ) are specified later. The auxiliary function ϕM(x) is defined
by [20]:
ϕM(x)
def
=
∏
1≤j<k≤M
η(x+ k − 1)− η(x+ j − 1)
η(k − j)
(
ϕ0(x) = ϕ1(x) = 1
)
=
∏
1≤j<k≤M
ϕ(x+ j − 1) =
{
1 : M
q
1
2
M(M−1)x+ 1
6
M(M−1)(M−2) : lqJ, lqL
. (4.6)
The eigenvector (3.27) is rewritten as
φgenD n(x;λ) = (−1)
Mκ
1
4
M(M−1)CD,n(λ)
CD(λ)
√√√√ M∏
j=1
α(λ)B′
(
0;λ+ (j − 1)δ˜
)
×
φ0(x;λ+M δ˜)√
ΞˇD(x;λ)ΞˇD(x+ 1;λ)
PˇD,n(x;λ). (4.7)
The denominator polynomial ΞˇD(x;λ) (4.3) and the multi-indexed orthogonal polynomial
PˇD,n(x;λ) (4.4) are polynomials in η
ΞˇD(x;λ)
def
= ΞD
(
η(x);λ
)
, PˇD,n(x;λ)
def
= PD,n
(
η(x);λ
)
, (4.8)
and their degrees are generically ℓD and ℓD + n, respectively. Here ℓD is
ℓD
def
=
M∑
j=1
dj −
1
2
M(M − 1). (4.9)
We adopt the universal normalisation for ΞˇD and PˇD,n: ΞˇD(0;λ) = 1, PˇD,n(0;λ) = 1, which
determine the constants CD(λ) and CD,n(λ) (convention:
∏
1≤j<k≤M
∗ = 1 for M = 1),
CD(λ)
def
=
1
ϕM(0)
∏
1≤j<k≤M
E˜dj (λ)− E˜dk(λ)
α(λ)B′(j − 1;λ)
, (4.10)
CD,n(λ)
def
= (−1)MCD(λ)d˜D,n(λ)
2, d˜D,n(λ)
2 def=
ϕM(0)
ϕM+1(0)
M∏
j=1
En(λ)− E˜dj (λ)
α(λ)B′(j − 1;λ)
. (4.11)
The denominator polynomial ΞˇD(x;λ) is positive for x ∈ Z≥0. The lowest degree multi-
indexed orthogonal polynomial PˇD,0(x;λ) is related to ΞˇD(x;λ) by the parameter shift λ→
λ+ δ:
PˇD,0(x;λ) = ΞˇD(x;λ+ δ). (4.12)
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The coefficients of the highest degree term of the polynomials Pˇn, ΞˇD and PˇD,n,
Pˇn(x;λ) = cn(λ)η(x)
n + lower degree terms,
ΞˇD(x;λ) = c
Ξ
D(λ)η(x)
ℓD + lower degree terms,
PˇD,n(x;λ) = c
P
D,n(λ)η(x)
ℓD+n + lower degree terms, (4.13)
are
cn(λ) =

(1− c−1)n(β)−1n : M
(−a)−nq−n
2
(abqn+1; q)n(bq; q)
−1
n : lqJ
(−a)−nq−n
2
: lqL
, (4.14)
cΞD(λ) =
M∏
j=1
cdj
(
t(λ)
)
cj−1
(
t(λ)
) ×

1 : M∏
1≤j<k≤M
aq−(j−1+k−1) − bq
aq−(dj+dk) − bq
: lqJ∏
1≤j<k≤M
qdj+dk−(j−1+k−1) : lqL
, (4.15)
cPD,n(λ) = c
Ξ
D(λ)cn(λ)×

M∏
j=1
β + j − 1
β + dj + n
: M
M∏
j=1
q−(j−1) − bq
q−(dj+n) − bq
: lqJ
M∏
j=1
qdj+n−(j−1) : lqL
. (4.16)
Among these coefficients, cΞD(λ) and c
P
D,n(λ) for the lqJ can vanish for certain ratios of
the parameters, that is a = bqm+1, m ∈ Z≥0 as remarked below (2.69). These special
configurations of parameters require separate treatment.
The potential functions BD(x) and DD(x) (3.40)–(3.41) after M-deletion (s = M) can
be expressed neatly in terms of the denominator polynomial:
BD(x;λ) = B(x;λ+M δ˜)
ΞˇD(x;λ)
ΞˇD(x+ 1;λ)
ΞˇD(x+ 1;λ+ δ)
ΞˇD(x;λ+ δ)
, (4.17)
DD(x;λ) = D(x)
ΞˇD(x+ 1;λ)
ΞˇD(x;λ)
ΞˇD(x− 1;λ+ δ)
ΞˇD(x;λ+ δ)
, (4.18)
AD(λ) =
√
BD(x;λ)− e
∂
√
DD(x;λ), A
†
D(λ) =
√
BD(x;λ)−
√
DD(x;λ) e
−∂. (4.19)
The ground state eigenvector φD 0(x) is expressed by φ0(x) (2.11) and ΞˇD(x):
φD 0(x;λ) =
x−1∏
y=0
√
BD(y;λ)
DD(y + 1;λ)
= φ0(x;λ+M δ˜)
√
ΞˇD(1;λ)
ΞˇD(x;λ)ΞˇD(x+ 1;λ)
ΞˇD(x;λ+ δ)
= ψD(x;λ)PˇD,0(x;λ) ∝ φ
gen
D 0(x;λ), (4.20)
ψD(x;λ)
def
=
√
ΞˇD(1;λ)
φ0(x;λ+M δ˜)√
ΞˇD(x;λ) ΞˇD(x+ 1;λ)
, ψD(0;λ) = 1. (4.21)
We arrive at the normalised eigenvector φD n(x;λ) with the orthogonality relation,
φD n(x;λ)
def
= ψD(x;λ)PˇD,n(x;λ) ∝ φ
gen
D n(x;λ), φD n(0;λ) = 1, (4.22)
∞∑
x=0
ψD(x;λ)
2
ΞˇD(1;λ)
PˇD,n(x;λ)PˇD,m(x;λ) =
δnm
dn(λ)2d˜D,n(λ)2
(n,m ∈ Z≥0). (4.23)
It is worthwhile to emphasise that the above orthogonality relation is a rational equation
of λ or qλ, and it is valid for any value of λ (except for the zeros of denominators and
those parameter ranges giving divergent sums) but the weight function may not be positive
definite.
The shape invariance of the original system is inherited by the deformed systems:
AD(λ)AD(λ)
† = κAD(λ+ δ)
†AD(λ+ δ) + E1(λ). (4.24)
As a consequence of the shape invariance and the normalisation, the actions of AD(λ) and
AD(λ)
† on the eigenvectors φD n(x;λ) are
AD(λ)φD n(x;λ) =
En(λ)√
BD(0;λ)
φD n−1(x;λ+ δ), (4.25)
AD(λ)
†φD n−1(x;λ+ δ) =
√
BD(0;λ)φD n(x;λ). (4.26)
The forward and backward shift operators are defined by
FD(λ)
def
=
√
BD(0;λ)ψD(x;λ+ δ)
−1 ◦ AD(λ) ◦ ψD(x;λ)
=
B(0;λ+M δ˜)
ϕ(x)ΞˇD(x+ 1;λ)
(
ΞˇD(x+ 1;λ+ δ)− ΞˇD(x;λ+ δ)e
∂
)
, (4.27)
BD(λ)
def
=
1√
BD(0;λ)
ψD(x;λ)
−1 ◦ AD(λ)
† ◦ ψD(x;λ+ δ)
=
1
B(0;λ+M δ˜)ΞˇD(x;λ+ δ)
(
B(x;λ+M δ˜)ΞˇD(x;λ)−D(x)ΞˇD(x+ 1;λ)e
−∂
)
ϕ(x)
= ψD(x;λ)
−2 ◦
ΞˇD(1;λ)
ΞˇD(1;λ+ δ)
(
ΞˇD(x+ 1;λ+ δ)− ΞˇD(x− 1;λ+ δ)e
−∂
)
×
1
ϕ(x)ΞˇD(x+ 1;λ)
◦ ψD(x;λ+ δ)
2, (4.28)
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and their actions on PˇD,n(x;λ) are
FD(λ)PˇD,n(x;λ) = En(λ)PˇD,n−1(x;λ+ δ), BD(λ)PˇD,n−1(x;λ+ δ) = PˇD,n(x;λ). (4.29)
The similarity transformed Hamiltonian is
H˜D(λ)
def
= ψD(x;λ)
−1 ◦ HD(λ) ◦ ψD(x;λ) = BD(λ)FD(λ)
= B(x;λ +M δ˜)
ΞˇD(x;λ)
ΞˇD(x+ 1;λ)
(
ΞˇD(x+ 1;λ+ δ)
ΞˇD(x;λ+ δ)
− e∂
)
+D(x)
ΞˇD(x+ 1;λ)
ΞˇD(x;λ)
(
ΞˇD(x− 1;λ+ δ)
ΞˇD(x;λ+ δ)
− e−∂
)
, (4.30)
and the multi-indexed orthogonal polynomials PˇD,n(x;λ) are its eigenpolynomials:
H˜D(λ)PˇD,n(x;λ) = En(λ)PˇD,n(x;λ). (4.31)
Including the level 0 deletion corresponds to M − 1 virtual states deletion:
PˇD,n(x;λ)
∣∣∣
dM=0
= PˇD′,n(x;λ+ δ˜), D
′ = {d1 − 1, . . . , dM−1 − 1}. (4.32)
The denominator polynomial ΞD behaves similarly. This is why we have restricted dj ≥ 1.
4.1 Limits
It is well known [9] that the Meixner (2.21), little q-Jacobi (2.27) and little q-Laguerre (2.33)
polynomials reduce to the Laguerre (L) L
(α)
n (η) or Jacobi (J) P
(α,β)
n (η) polynomials in certain
limits:
M : lim
c→1
Pn
( η
1− c
; (α+ 1, c)
)
=
L
(α)
n (η)
L
(α)
n (0)
, i.e. β = α + 1, (4.33)
lqJ : lim
q→1
Pn
(
1− η; (α, β)
)
=
P
(α,β)
n (1− 2η)
P
(α,β)
n (−1)
, i.e. a = qα, b = qβ, (4.34)
lqL : lim
q→1
Pn
(
1− (1− q)η;α
)
Pn(1;α)
=
L
(α)
n (η)
L
(α)
n (0)
, i.e. a = qα. (4.35)
The constant factors on r.h.s. reflect the universal normalisation Pn(0) = 1 of M, lqJ(L)
polynomials (2.14). Note that L
(α)
n (0) =
1
n!
(α + 1)n and P
(α,β)
n (−1) = (−1)nP
(β,α)
n (1) =
(−1)n
n!
(β + 1)n.
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These relations (4.33)–(4.35) also mean that the deforming polynomials ξ(η;λ) of multi-
indexed M, lqJ(L) polynomials, (2.68), (2.69) reduce to those of the multi-indexed Laguerre
and Jacobi polynomials:
M : lim
c→1
ξv
( η
1− c
; (α+ 1, c)
)
=
L
(α)
v (−η)
L
(α)
v (0)
, (4.36)
lqJ : lim
q→1
ξv
(
1− η; (α, β)
)
=
P
(−α,β)
v (1− 2η)
P
(−α,β)
v (−1)
, (4.37)
lqL : lim
q→1
ξv
(
1− (1− q)η;α
)
ξv(1;α)
=
L
(−α)
v (η)
L
(−α)
v (0)
. (4.38)
As shown in [5], the deforming polynomial L
(α)
v (−η) (4.36) will lead to type I multi-indexed
Laguerre polynomials, whereas L
(−α)
v (η) (4.38) to type II Laguerre. The deforming poly-
nomial P
(−α,β)
v (η) will generate type II multi-indexed Jacobi polynomials. Based on these
formulas (4.33)–(4.38) and the Casoratian definition (4.4), it is straightforward to demon-
strate that the multi-indexed M, lqJ(L) polynomials reduce to the Wronskian definition of
the corresponding multi-indexed Laguerre and Jacobi polynomials [5]:
M : lim
c→1
PD,n
( η
1− c
; (α+ 1, c)
)
=
P LD,n(η; g)
P LD,n(0; g)
, g
def
= α + 1
2
, (4.39)
lqJ : lim
q→1
PD,n
(
1− η; (α, β)
)
=
P JD,n
(
1− 2η; (g, h)
)
P JD,n
(
−1; (g, h)
) , g def= α + 1
2
, h
def
= β + 1
2
, (4.40)
lqL : lim
q→1
PD,n
(
1− (1− q)η;α
)
PD,n
(
1;α
) = P LD,n(η; g)
P LD,n(0; g)
, g
def
= α + 1
2
. (4.41)
Here P LD,n(η;λ) and P
J
D,n(η;λ) are the multi-indexed Laguerre and Jacobi polynomials [5]
with the index set D = {d1, . . . , dM}, which are all type I for (4.39) and all type II for
(4.40)–(4.41). Again the constant factors on r.h.s. reflect the universal normalisation of the
multi-indexed M, lqJ(L) polynomials.
5 Summary and Comments
Following the general procedure [5], i.e. i) generating virtual state vectors by twisting pa-
rameters, ii) applying multiple Darboux transformations by using the above virtual state
vectors as seed solutions, the multi-indexed Meixner, little q-Jacobi and little q-Laguerre
polynomials are constructed. As with the other types of multi-indexed orthogonal polyno-
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mials, they are shape invariant and form a complete basis in the ℓ2 Hilbert space, although
they lack certain lower degrees.
For the quantum mechanical systems described by the multi-index Laguerre and Jacobi
polynomials, the eigenfunctions have the following form [5]
φD n(x;λ) ∝
φ0(x;λ
′)
ΞˇD(x;λ)
PˇD,n(x;λ)
(
= φ0(x;λ
′)
PˇD,n(x;λ)
ΞˇD(x;λ)
)
,
where λ′ = λ+(shift). Usual interpretation is that the polynomials PˇD,n(x;λ) = PD,n(η(x);λ)
are orthogonal with respect to the weight function
(
φ0(x;λ
′)/ΞˇD(x;λ)
)2
and form a com-
plete set. Another interpretation is possible; the rational functions PˇD,n(x;λ)/ΞˇD(x;λ) are
orthogonal with respect to the original weight function (with shifted parameters)
(
φ0(x;λ
′)
)2
and form a complete set. The lowest degree element is almost constant PˇD,0(x;λ)/ΞˇD(x;λ) ∝
ΞˇD(x;λ + δ)/ΞˇD(x;λ) as (4.12). The (n + 1)-th element has n zeros in x ∈ (0,∞) having
the structure (degree ℓD + n polynomial)/(degree ℓD polynomial). For the discrete quantum
mechanics with real shifts described by the multi-index polynomials, e.g. (q-)Racah [11] and
M, lqJ and lqL in this paper, the above rational functions are replaced as (4.7)
PˇD,n(x;λ)
ΞˇD(x;λ)
→
PˇD,n(x;λ)√
ΞˇD(x;λ)ΞˇD(x+ 1;λ)
.
These functions PˇD,n(x;λ)/
√
ΞˇD(x;λ)ΞˇD(x+ 1;λ) are no longer rational functions but
they are orthogonal with respect to the original weight function (with shifted parameters)(
φ0(x;λ+M δ˜)
)2
and form a complete set.
These multi-indexed orthogonal polynomials reduce to the multi-indexed Laguerre or
Jacobi polynomials in certain limits: M→ L, lqJ→ J, lqL→ L. It is an interesting question
whether the other types of multi-indexed orthogonal polynomials, i.e. type II for M and
type I for lqJ(L), could be constructed for the M, lqJ and lqL systems. The existence of such
multi-indexed orthogonal polynomials is not obvious at all, as the discrete symmetries of the
reduced systems do not imply those of the original difference Schro¨dinger systems.
From exactly solvable models of discrete QM with real shifts, exactly solvable birth
and death processes can be constructed [24, 17]. The exactly solvable models described
by the multi-indexed M, lqJ, lqL polynomials provide new exactly solvable birth and death
processes.
Dura´n [16] reported multi-indexed Meixner polynomials, in which he used both eigen-
vectors and virtual state vectors as seed solutions. The method of construction consists
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in dualizing Krall discrete orthogonal polynomials. Krall discrete orthogonal polynomials
are sequences (pn)n∈N of orthogonal polynomials which in addition are eigenfunctions of a
higher order difference operator. Dura´n uses suitable instances of Christoffel transforms for
constructing Krall discrete orthogonal polynomials [27, 28, 29]. Using eigenvectors as seed so-
lutions for constructing exactly solvable QM and multi-indexed orthogonal polynomials was
established by Krein [25] and Adler [26] more than 20 years ago, and for discrete QM with
real shifts it was done in [20]. Dura´n suggested an interesting possibility that the parameter
ranges for positive definite orthogonality measure of the multi-indexed Meixner polynomials
could be enlarged when the eigenvectors and virtual state vectors are used simultaneously.
In this paper we have not pursued its feasibility, as we have not adopted eigenvectors as seed
solutions.
There are 39 classical orthogonal polynomials satisfying second order difference equa-
tions in the Askey scheme of hypergeometric orthogonal polynomials and its q-version. The
aim of our multi-indexed orthogonal polynomial project is to construct the shape invariant
deformation of all possible examples in the (q-)Askey scheme. Obviously, the continuous
q-Hermite polynomial is excluded as it has no twistable parameter, like the Hermite poly-
nomial. We have reported the shape invariant multi-indexed deformations of the Wilson,
Askey-Wilson [10], Racah and q-Racah [11] polynomials on top of those reported in the
present paper. All the rest of the polynomials in the (q-)Askey scheme are obtained by
parameter restriction and/or certain limiting procedures from the above four polynomials.
For some of them, the multi-indexed deformation is expected to be compatible with the pa-
rameter restriction/limiting procedures, but the actual verification is yet to be done for each
case. Among these, the (dual) big q-Jacobi (Laguerre), (dual) Al-Salam-Carltz I and the
discrete q-Hermite polynomials provide a big challenge. The orthogonality measures of these
polynomials are of the Jackson integral [6] type and their quantum mechanical formulation
requires two-component Hamiltonians [17]. The parameter twisting is rather complicated in
these cases. It seems brand new thinking is required to tackle this problem.
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