Abstract. Real-time multimedia will be among the most important applications in next generation mobile networks. However, the efficient delivery of these applications to guarantee Quality of Experience (QoE) to fixed and mobile users in multimedia-aware networks is still a research challenge. This paper proposes new approaches to keep voice and video applications with an acceptable quality level in mobile wireless networks with scarce resources and investigates the impact of different video coding parameters on the QoE of voice sessions and real video sequences. Simulation experiments were carried out in a mobile multimedia system to show the benefits of the proposed QoE optimizations, by analyzing well-known QoE objective and subjective metrics
Introduction
In recent years, the advancement of mobile communications and the popularization of multimedia services have emerged to offer a novel and comfortable living style for costumers. In this context, it is expected the delivery of mobile multimedia content anytime, anywhere and with an acceptable quality level. In mobile systems, the IEEE 802.11, which defines a Medium Access Control (MAC) and several Physical Layers (PHYs), is the most popular wireless technology used in Wireless Local Area Networks (WLANs). However, due to the lack of Quality of Service (QoS) and Quality of Experience (QoE) support, the scientific community and the industry are researching new approaches to improve the quality level of multimedia delivery and user perception, while optimizing the usage of wireless network resources.
To cope with QoS issues in WLANs, the IEEE 802.11e working group was created, where the draft version [1] brought new MAC improvements incorporated in the IEEE 802.11 standard in 2007 [2] . To provide QoS assurance, eight User Priorities (UPs) were defined. Each packet is assigned to an UP and mapped to an Access Category (AC). Each AC is directly mapped to a queue, where several queues have different priorities and applications must be put to them according to requirements, policies, content characteristics, among other parameters.
Regarding multimedia video and voice encoding, several Coder-Decoders (CODECs) were developed to reduce the bandwidth required to distribute multimedia content. This improvement is specially needed in mobile networks with limited resources. The Moving Picture Experts Group (MPEG) codifier is widely used and employs a structure composed of 3 frame types named I, P and B as shown in Figure  1 [3] [4] . I frames are encoded using spatial compression and without reference to other frames in the sequence. To achieve temporal compression, P frames (predicted frames) are reconstructed using motion prediction from the last I or P frame. As a result, P frames have a better compression ratio than I frames but depending on the amount of motion present in the sequence. B frames (bidirectional frames) archive the better compression ratio using prediction from the last and next I or P frame. The sequence of frames that depend on an I frames is called Group of Pictures (GOP).
Fig. 1. MPEG Structure
To ensure end-to-end quality level control for multimedia content, new QoS schemes and metrics were created and developed to provide information about the network conditions, such as loss, delay and jitter. However, these QoS metrics only provide information from the network (packet) point of view, as well as, QoS control solutions fail in subjectivity aspects related with human perception. To cope with these limitations and to assess the quality level of multimedia applications at the userlevel, QoE metrics and controllers were introduced [5] . QoE metrics provide a deeper analysis of the flows, taking into account the specificity of each multimedia application, as for example, CODEC type, luminance and contrast, as well as, loss and delay tolerance [6] [7] . This paper proposes and evaluates new QoE-based multimedia packet control approaches for IEEE 802.11e mobile networks. The proposed mechanisms were designed to optimize multimedia content delivery according to multimedia content characteristics, user perception and frame importance and dependence. In order to show the benefits of the proposed solutions on the user perception, simulation experiments were carried out in multimedia wireless scenarios. The results presented the efficiency of each QoE-aware approach when used in mobile environments with different audio flows and real video sequences, and network conditions. The remainder of this paper is organized as follows. Section 2 presents the related work. Section 3 details the advanced QoE control mechanisms. Section 4 presents the simulation environment and the performance evaluation for each mechanism. Finally, Section 5 concludes the paper and describes the future work.
Several voice and video-related solutions were proposed to work in systems with different Coder-Decoders (CODECs) and different wired/wireless QoS models. An IEEE 802.11 system to improve multimedia quality is proposed and tested in [8] . This proposal adds a second queue to Distributed Coordination Function (DCF) in order to give priority to multimedia streams, and therefore reduces their delay. However, this approach is obsolete and does not focus on the new Hybrid Coordination Function (HCF) operation mode introduced by the IEEE 802.11e draft, which already includes several classes and queues that allow different priorities. Furthermore, few details are provided about the simulations results and environments. The conclusions are only based on network performance measurements, such as delay and losses, and no user level assessments were accomplished.
Another approach uses a cross-layer architecture to map packets with different priorities to different Enhanced Distributed Channel Access (EDCA) queues of IEEE 802.11 [9] . However, this proposal is not in accordance with the recommendations of the IEEE 802.11 standard, as well as, additional traffic placed into the highest priority class may damages voice flows and no scenario related to this problem was analyzed. Furthermore, the mapping of packets from the same flow into different queues increases the jitter and generates losses. Finally, the simulations only take into accounting QoS metrics and no user-based measurements are performed.
A cross-layer video quality proposed approach is deployed in [10] . The signaling from the MAC layer to the upper layers provides further information to the encoder to adjust the video rate and quality to the current network conditions. Thus, in a major interference scenario, the encoder adapts its flows to a lower rate in order to reduce the loss and delay. However, because only local information from the MAC layer is used for video rate adaptation, adjustment cannot be done according to end-to-end path conditions. Therefore, it is not suitable for heterogeneous next generation mobile networks with different requirements and mobile devices.
In [11] a framework for MPEG video delivery over heterogeneous networks (Differentiated Service (DiffServ) and IEEE 802.11e) is analyzed. However, the proposed solution only uses QoS metrics and PSNR in the evaluation process and no HVS-based metrics are measured, failing in human perception assessments. Moreover, the mapping of packets from the same flow into different queues increases the jitter and generates losses Video streaming traffic delivery in an IP/UMTS network is studied in [12] . In IP networks, video quality is enhanced by mapping video packets, according to their importance, to different traffic classes in a DiffServ environment. Packets with lower importance are mapped to queues with higher drop probability. When packets arrive to the UMTS network, DiffServ traffic classes are mapped to UMTS traffic classes. The evaluation was carried out taking into account a MPEG-4 scalable video stream. However, the paper only assumes the existence of a fixed and simple scenario and is only suitable for scalable MPEG-4 CODEC over DiffServ and UMTS networks, which reduce the implementation in Emerging Wireless Networks.
Other proposals aim to provide QoE-aware assessment in wireless systems for video and voice applications [13] [14] [15] [16] . However, they are focused on fixed or/and wired scenarios, do not consider intra-frame dependence neither mobile IEEE 802.11 environments in their approaches.
The analysis of the related work has shown that QoE is a key topic for the success of next generation wireless systems, but current packet control approaches do not assure quality level support based on user perception in IEEE 802.11e networks neither mobility situations. Furthermore, the dependency of each frame of a sequence during the adaptation has rarely been addressed. Existing solutions also fail in capturing QoE metrics during their evaluation processes.
Advanced QoE Control Mechanisms
Traditional QoS traffic conditioners, as supported in current DiffServ, IEEE 802.11e and IEEE 802.16 QoS model, provide unfair and poor QoE-aware support for video and voice applications. For example, video streams are encoded so that different frame types have different importance in the final quality from the user point of view. Therefore, by taking into account this property, traffic conditioner elements (i.e., classifier, marker and dropper) can be configured to improve the user experience without increasing the usage of network resources or damaging other ongoing flows.
Multimedia flows are different in terms of encoder parameters, intra-frame dependence, as well as other QoS and QoE requirements. Hence, new mechanisms need to be used to improve the quality level of multimedia sessions and optimize network resources. In this context, multimedia QoE-based approaches are required to operate also in IEEE 802.11e that will be one of the most important access network technology in emerging wireless networks. The mechanisms need to be implemented taking into account the impact of multimedia flow on the end-user perception in congestion situations and to adapt traffic controllers according to the current network conditions, user experience, frame importance and dependence.
In order to satisfy these requirements, this section presents three mechanisms to improve video and voice quality level in wireless system, where the first two mechanisms are focused on advanced drop schemes based on intra-flow packet control, without changing the mapping of the different flows to the IEEE 802.11e access categories. The last mechanism improves the application quality, by mapping the different video frames to the existing queues in order to assure higher priority to frames with higher importance in congestion periods.
As illustrated in Figure 1 , the MPEG encoding structure turns some frames more important than others. Because all frames in a GOP depend on I frames, these are the most important ones. P frames are also important, since part of the GOP depends on them. Finally, B frames can be dropped with minimal impact on the other frames as well as on the user experience.
Considering these proprieties, the Advanced Mechanism Priority Drop (AMPD) includes an advanced packet drop scheme that performs its multimedia quality level management based on the importance of each frame of CODECs. If a packet containing an I frame is marked to be dropped, it will be beneficial to check whether a packet corresponding to a P or B frame is currently in the buffer. Since the number of frames that depends on a P or B frame is reduced, the loss of these frame types will have a reduced impact on the final quality and therefore on the user perception. The same process happens when a P frame is marked to be dropped and a B frame is in the queue. It will be beneficial to drop the B frame that is already in the buffer and enqueue the incoming P frame.
Another mechanism, called The Advanced Mechanism Broken Drop (AMBD) aims to keep multimedia applications with an acceptable quality level, while reducing the waste of network resources based on the management of intra-frames dependency and user perception. AMBD recovers a packet marked to be discarded if there is a packet in the queue containing a frame with broken dependencies, that is, a frame that cannot be completely reconstructed on the receiver side. As shown in Figure 2 , if the P2 frame is lost, then B3, B4, B5 and B6 cannot be totally reconstructed by the receiver and will waste scarce wireless resources. Therefore, if the P3 frame is marked to be drop and the P2 frame has been dropped before, it is preferable to verify if there is a packet in the queue that contains a B2, B3, B4, B5 or B6 frame to be discarded and enqueue the incoming packet with the P3 frame. Taking the frame dependence into account, when a packet is marked to be dropped, it is checked if it has broken dependencies. If so, it is dropped. If not, a packet with broken dependencies is searched in the queue. If it is found, the packet from the queue is dropped and the incoming packet is enqueued. Otherwise, the incoming packet is rejected.
Finally, The Advanced Mechanism Split Flow (AMSF) mechanism offers an approach to improve the video streams quality using an enhanced multimedia mapping process, which enqueues different packets to distinct ACs according to the different frames importance. At least, the high priority applications and frames will be allocated into most important classes. The remainder frames are mapped to a less significant class. This method can be used when the packet re-ordering is not crucial. For instance, it can be suitable for scheduled video and audio, where it is more important to ensure an intelligible audio flow than a perfect video.
As suggested in Table 1 , priority packets containing I frames are mapped to AC_VO, intermediate priority packets carrying P frames are mapped to AC_VI and packets with B frames, and therefore less important, are mapped to AC_BE. The mapping of other flows remains as defined in the IEEE 802.11e standard. Depending on local policies, agreements and available wireless resources in each class, the mapping of frames can be configured to operate in a different way to avoid the session blocking and the re-ordering of packets, for example, by mapping all frames of a multimedia application to a less suitable class in congestion periods.
Performance Evaluation
This section presents the simulation scenarios, results and discussions of the proposed QoE-aware control mechanisms. First, an overall comparison of the mechanisms is performed. Afterwards, a depth analysis of the mechanism with the best performance, i.e. AMPD, is performed. The objective of the experiments is to verify the impact of each mechanism on the user experience in mobile networks, by measuring objective (Peak Signal to Noise Ratio (PSNR) and Structural Similarity (SSIM)) and subjective QoE metrics (Mean Opinion Score (MOS))
The PSNR is the most traditional objective metric and compares frame by frame the quality of the video received by the user with the original one. The value of PSNR is expressed in dB (decibels). For a video to be considered with good quality according to the MOS scale, it should have an average PSNR of at least 30dB. The SSIM is a measurement of the video structural distortion, trying to get a better correlation with the user's subjective impression where values vary between 0 and 1, where 1 is the best value.
In order to define a scenario similar to a real system, simulations were carried out, where the Network Simulator 2 (NS2) with real video sequences in IEEE 802.11e environments. Experiments with Mobile IP (MIP) were used to verify the overall improvements of each mechanism on the performance of the mobile network. In each scenario, four flows were used: VoIP, video, best-effort and background traffic. Each flow type was mapped to a different IEEE 802.11e AC in accordance with its priority: VoIP flow to AC_VO, video stream to AC_VI (except for AMSF), best-effort traffic to AC_BE and background traffic to AC_BK.
Two well-known Common Intermediate Format (CIF) video sequences, News and Foreman, were used with 30 frames per second (fps), 2 B frames between each P frames, a bitrate of 320 kbps and a GOP size of 10. These values were changed for the AMPD analysis. Additionally, the Evalvid video control tool [17] was used to add real video sequence support to NS2. Regarding VoIP flows, they were encoded using the ITU-T G.729 standard, with a rate of 8 kbps and without Voice Activity Detection (VAD). Audio file support for NS2 was included using the VoIP packet trace module implemented by the Technical University of Berlin [18] . Best-effort and background flows were simulated with Constant Bit Rate (CBR).
QoE-aware simulation results for the video flows with different wireless congestion rates are depicted in Figures 3(a) and 3(b) , for PSNR and SSIM assessments, respectively. Regarding IEEE 802.11e, the packet loss rate remains low despite of high values of congestion generated by background traffic in the network, which aims to assure quality level support for video flows. Only flows with lower priority, this is, background and best-effort traffics, are strongly affected. Therefore, the QoE assessments reveal a good quality of video for all values of congestion. However, the IEEE 802.11e quality of service controller does not distinguish between I, P and B frames and random values of loss exist for the different frames types. Therefore, video quality improvements can be achieved if the importance of each frame type is taken into consideration.
AMPD achieves a better I frame protection owing to the advanced drop mechanism. Thus, for all values of congestion, no I frame packets have been discarded and the best values of PSNR for all values of congestion are achieved. Despite a large number of dropped frames, including I frames, AMBD shows intermediate values of quality thanks to the discard of packets with broken dependencies, this is, packets that contain frames which cannot totally be reconstructed by the decoder on the mobile device. Finally, AMSF shows no loss in terms of I and P frames due to low congestion values achieved by the frames division over different queues. However, because B frames are mapped to a queue with less priority and in concurrence with best-effort traffic, loss rates for this type of frames raise, reaching values up to 80% when the congestion is of 150%. User experience is highly affected by such values, presenting lower quality assessments than those achieved with traditional IEEE 802.11e quality of service support. Based on the mapping of PSNR values to MOS, AMPD keeps multimedia applications with excellent quality level during all experiments.
Regarding VoIP flows, E-Model and PESQ evaluations are depicted in Figures  4(a) and 4(b) , respectively. Because no packet loss occurs in the VoIP traffic, as it has the highest priority and enough network resources, IEEE 802.11e only shows a small decrease in VoIP quality level due to the delay and jitter increase with the network load. Moreover, because AMPD and AMBD only affect video traffic, VoIP quality for these mechanisms is equal to IEEE 802.11e. However, besides the video quality degradation for AMSF, VoIP quality is also affected for this mechanism. Because I frames are mapped to AC_VO, the delay and jitter for voice traffic increase, leading to a degradation in VoIP quality. The same conclusions are achieved for different numbers of B frames and bitrate used for video encoding, as shown in Figures 6 and 7 , respectively. Only the increase in congestion leads to a decrease in the voice quality due to the increase of delay and jitter. Regarding the video quality level, it varies according to the GOP size, the number of B frames used and bitrate. In Figures 8(a) and 8(b) , the GOP size impact in user's experience is visible. For GOP values less than 5 the video quality is low, as it is evidenced by PSNR and SSIM evaluations. When small GOP size values are used, the quantity of P and B frames generated is low and therefore compression too. Thus, for the same data rate and lower compression, the video quality achieved by the encoder is lower. This is visible when the video quality is low despite the low network congestion. When large values of GOP size are used, and therefore when the number of P and B frames is high in relation to the number of I frames, the number of dropped packets with I frames reaches zero, because the advanced drop mechanism protects this important frame type. The same happens with the number of packet dropped with P frames. By increasing the GOP size, the number of B frames is increased and the drop of other frames becomes less probable. Evaluation results demonstrate best results for GOP sizes higher than 10. Because the most important frames are protected there are less broken dependencies and therefore quality values keep high even for large values of GOP size. Regarding the number of B frames used for encoding, the impact in quality can be seen in Figures 9(a) and 9(b) . Because the GOP size is always 10, the I frames loss rate is always zero. However, for low values of B frames used, the number of P frames discarded is high. Because the loss of a P frame is more harmful compared to the loss of a B frame, the video quality is low for very small values of B frames used. Finally, for values higher than 2 B frames between each P frame, the encoding quality is degraded due to the increase of predictions. Based on the simulation results, it is possible to conclude that for low GOP size values the mechanism has generally worst performances. Small GOP values lead to large number of I frames and turn the discovery of less important frames to be discarded less probable. On the other hand, large GOP values lead to higher numbers of dependencies. Therefore, a frame loss can induce a high number of discarded frames on the receiver side if broken dependencies exist. However, AMPD keeps a good quality due to the protection of most important frames.
Regarding the number of B frames, simulation results show that small values lead to a reduction in the quality level. A small number of B frames leads to a higher number of P frames. Since the number of P frames increases, the loss rate for these frames also increases.
Concerning the bitrate, simulation results present that different values do not have a visible impact on the proposed mechanisms. The quality variation is only related to the video quality achieved by the encoder when using different compression schemes. Overall simulations results show better quality when GOP size values higher than 10 and a maximum of 2 B frames between each P frame are used.
Conclusion
The usage of multimedia applications, such as voice and video streaming, is increasing in the Internet and will be very popular in next generation networks. However, existing wireless networking systems are not prepared to optimize resources and the quality level of current and new multimedia applications according to the user perception. Throughout this paper, various QoE advanced mechanisms to improve video flows were analyzed, compared, discussed and evaluated. Performance evaluation results show better video experience, without degrading VoIP flows quality, in IEEE 802.11e environments when advanced mechanisms are used. As demonstrated by simulations, AMPD presents the best video quality ratio.
Due to the mechanism simplicities, they can be implemented easily in real networking systems. Information about the frame types can be placed in the Real Time Protocol (RTP) header and acquired by any node through packet inspection. Service providers, such as mobile and multimedia markets, who increasingly provide audio-visual content, can increase their portfolio and revenue, by using QoE-aware packet controller mechanisms, which combine improvement in user perception, video and voice quality level, and wireless resources.
As future works, the proposed mechanisms will be adapted and evaluated in IEEE 802.11s, IEEE 802. 16 and Long Term Evolution (LTE) systems. A test-bed environment will also be setup to confirm the simulation results and show the efficiency of the proposed solution in real scenarios. 
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