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DECAIMIENTO DE LA ECUACIÓN DE ONDA
CON DISIPACIÓN
Yolanda Silva Santiago Ayala! y Luis Cortés Vega2
RESUMEN.- En este trabajo consideramos el problema de existencia de
soluciones globales para la ecuación escalar de la onda con disipación.
Estudiamos también el comportamiento asintótico de las soluciones, y
presentamos un método alternativo inspirado en técnicas no lineales;
específicamente usamos el método de Conrad-Rao [lj.
PALABRAS CLAVE.- Ecuación de onda, decaimiento de solución, método
de Conrad-Rao.
ABSTRACT.- In this work, we consider the problem 01 existence 01 global
solutions for a scalar wave equation with dissipation. We study also, the
asymptotic behaviour 01 the solutions. In this part of the paper; we present
an alternative method - inspired in nonlinear techniques. In order lo attack
this problem, specifically, we used the Conrad - Rao method [lj.
KEY WORDS.- Wave equation, decay of the solution, Conrad - Rao method
1. INTRODUCCIÓN
Estudiaremos el siguiente problema de evolución
UtI - Su + a(x)ut = O en Q x IR+,
u(O) ou ,
(1.1 )
(1.2) ,
(1.3)
donde Q es un conjunto abierto acotado en IRN con frontera suave ao ya es una adecuada función
no-negativa y suave (a ;:::O) en O; además, a puede ser nulo en alguna parte de O.
Definamos por
E(t) =.!. r IuJ + lY'ul2 dx
2 Jo (1.4)
la energía asociada al sistema (1.1) - (1.3). Debido al Lema 4.1 E es no creciente. Así, estamos
interesados en saber que sucede con E (t) cuando t va al infinito y cual es la tasa con la cual decae.
En este trabajo, estudiamos la existencia de solución global y el comportamiento asintótico, de la
ecuación de la onda con disipación, donde era la condición inicial satisface la condición de compatibi-
lidad de m-ésimo orden, la cual nos permite obtener una solución más regular.
Usamos la Teoría de semigrupos para probar la existencia y unidicidad de solución del problema (1.1)
- (1.3), también como su dependencia continua del dato inicial.
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Asimismo estudiamos la regularidad de esta solución.
Haciendo uso de técnicas multiplicativas [6], obtenemos importantes estimativas como (4.12), (4.16),
(4.23). Por una adecuada adaptación del método de Conrad y Rao [1], obtenemos la estimativa (4.44)
la cual nos permite probar el Lema 4.3 y por consiguiente la hipótesis del Lema 2.1.
En otro estudio puede ser visto en Nakao [8].
Algunos tópicos relativos a la ecuación de la onda pueden verse en [9], [10], [11] Y [13].
2. PRINCIPALES RESULTADOS
Empezamos enunciando el resultado de existencia de solución del problema (1.1) - (1.3).
Teorema 2.1 Dado (uo, Ul) E (H2(Q) n H6(Q» x H6(Q), existe únicamente una solución
u(x, t) del problema (1.1) - (1.3) en
e2 ([ 0, C()), L2 (0.» (\ el ([0, C()), HÓ(0» (\ e([0, C()), H2 (O) (\ HÓ(0».
También, necesitamos del siguiente resultado de regularidad de solución, para el cual citamos
Kesavan [4] YIkawa [3]. Introducimos la siguiente definición.
Definición 2.1 La condición inicial (uo, ul) E Hm+1 x n= satisface la condición de compati-
bilidad de m-ésimo orden asociado a (1.1) - (1.3) si
k Hm+1-k H1 k ° 1 m+l 2u E n ° para := , , •.•.• , m y u EL, (2.1 )
donde la sucesión (Uk)k está definido por inducción desde (uo, u1)por la fórmula
(2.2)
Proposición 2.1 Sea m > 1 un entero. Supongamos que a E em-1 (n) y (uo, u1) satisface la
condición de compatibilidada de m-ésimo orden asociado a (1.1) - (1.3).
Entonces) existe únicamente una solución u(t) del problema (1.1) - (1.3) tal que
m
U E Xm:= n ek(]R+, Hm+I-k n HÓ) n em+I(]R+ ,L2),
k=O
(2.4)
m+I 2 2
es continua. i. e. :le> o tal que ¿11 Dku(t)"L2 ::;; e" (uo, uI)"Hm+1 XH'" ' donde o' denota la
k=O
diferenciación parcial de k-ésimo orden, con respecto a t y x.
Supongamos que Q sea la bola abierta en IR N centrada en O y de radio R. También asumimos que
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vlxl ¿1, a(x): =a(/xl), donde a: [1, R] ~ JR:+ es una función estrictamente decreciente la
cual satisface iz(R) = o. (Observemos que f puede ser reemplazado por cualquier R - e con
s > O). Sea
Vr E [0, ~], b(r): = st« - r) y B(r): = rb(r). (2.5)
Observamos que B es continua y estrictamente creciente en [ 0, ~] y que B (O) = O.
También,
b(r) ~ 0= a(R) cuando r ~ O.
Esto es
a(x) ~ O cuando x ~ an.
,
Nosotros usaremos el siguiente Lema en la prueba del Teorema Principal
Lema 2.1 Sea E: jR+ ~ jR+ una función no creciente y ~: jR+ ~ jR+ unafunción el estric-
tamente creciente tal que
cjJ(t) ~ + 00 cuando t ~ + oo. (2.6)
Asumamos que existen O" > =, 0"' > O Y c > O tal que
f+OO E(s)Vs ¿ 1, E(t)I+O" f(t)dt ::;;cE(s)I+O" + e , .
s cjJ(s)O" (2.7)
Entonces existe C > O dependiendo continuamente de E(I) satisfaciendo
evt ¿ 1, E(t)::;; (l+cr') .
cjJ(t)-cr- (2.8)
Prueba.- Ver [12].
El resultado principal de este trabajo es el siguiente:
Teorema 2.2 (Resultado principal) Supongamos que a va para cero en la frontera, lo sufi-
cientemente rápido de modo que existen p > O Y e > O tal que
( R) f~1 SVSE 0,-, --dr::;;C--.2 s b(r)P b(s)P (2.9)
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N
Sea m > 2": Entonces si (uO, u1) satisface la condición de compatibilidad de m-ésimo orden;
existe C > O la cual depende de la norma de la condición inicial en n=+ 1 (O.) x n= (O.) tal que
la solución u de (1.1) - (1-3) verifica
1 2m
E(t) S C(B-1(-)fN,
2 (2.10)
donde B-1 denota la función de B.
2.1 Observaciones del Teorema
Observación 2.1 La Tesis del Teorema dice que la energía asociada al sistema (1.1) - (1.3) va
para cero cuando t ~ + «», Pues si t ~ + 00 entonces + ~ O Y como B-1 es creciente enton-
,
Observación 2.2 Si 3n E.N tal que n 2: 2 Y 3p > O tal que bf, ) < P b( ) W [O RJ\r _ nr nr, v rE, 2,;' .
Entonces se verifica (2.9).
Observación 2.3 Si b (r) = rk con k > O Y pk > 1, entonces se verifica (2.9).
Por lo tanto, debido al Teorema principal obtenemos
e
E(t)s-,-.
tCk+')B
Observación 2.4 Si b(r) = IL~rl entonces (2.9) no es verdad.
,
Observación 2.5 Si b (r) = rq e---;: con k > O entonces, podemos aplicar la observación 2.2.
Por lo tanto, debido al Teorema principal conseguimos
3. EXISTENCIA DE SOLUCIÓN
De la ecuación (1.1) escribiendo v = Ut conseguimos.
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definimos el Operador A: D(A) e H ~ H,
donde H = H¿(Q) x L2(Q) y D(A) = H2(Q) H¿(Q) x H¿(Q).
Así (l.l) - (l.3) es equivalente a
U/t) = A U (t)
PVI U(O) = u¿ := (:~ ) E D(A). (3.1)
Teorema 3.1 El Operador A definido arriba genera S (t) un semigrupo de contracción en un
espacio de Hilbert H.
Prueba.- Observemos que D(A) es denso en H. Probaremos que A es disipativo.,
Sea U = (u, vl E D(A) entonces
N -
(AU, U) = ~ 1:~:~dx + In(L1u- a(x)v)vdx
N -
= I r ~~ dx + r L1uv - a(x)/v/2 dxJnox ñx Jn
i = 1 I 1
N - -"1 ov ou ov ov i / /2=L -----dx- a(x)v dx
nox OX ox ox ni = 1 1 I I I
=i r 2i1m(~ ov 1dx - f a(x)/v/2 dx,Jn ox ox oi = 1 1 I (3.2)
donde lm(z) es la parte imaginaria de z E C. Tomando la parte reald e la igualdad (3.2), tenemos
Ahora, probaremos que O E peA). En efecto, sea F = (j, gl E H¿(Q) x L2(Q) = H, probare-
mos que existe U = (u, vl E D(A), tal que AU = F. Consideremos las ecuaciones
v = j E H¿(Q)
L1u- a(x)v = g E L2(Q).
(3.3)
(3.4)
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Reemplazando (3.3) en (3.4), tenemos
l'1u= a(x)f + g E L2(0.). (3.5)
Por resultado estandar en ecuaciones lineales elípticas, tenemos que (3.5) tiene únicamente una solu-
ción u E H2 (0.) n H¿(Q). De (3.3) obtenemos v = f. Esto es, A es una aplicación sobreyectiva.
Afirmamos que A es una aplicación inyectiva. En efecto, sea A U = O entonces
v=O
Su - a(x)v = O.
(3.6)
(3.7)
Reemplazando (3.6) en (3.7) tenemos Su = OYusando la identidad de Green tenemos
de aquí u = O in H¿(0.). De (3.6) tenemos que v = O. Por lo tanto U = O. i.e. A es inyectiva.
ASÍ, existe A-1 : H ---}D(A) pues A es uno a uno y H es la imagen de A.
Ahora, probaremos que A-1 es acotado.
Multiplicando la ecuación (3.5) por u e integrando sobre Q, tenemos
In l'1uüdx = In (a! + g)udx
pero desde que LIV'ul2 dx = fn l'1uudx, usando las desigualdades de Holder y Poincaré, obtenemos
fnlV'ul2 dx = fn (a! + g)üdx
~ lulL21af + glL2
~ E fn1ul2 dx + C(E) fnla! + gl2 dx.
Entonces, tomando B > O tal que 1 - BC p > O tenemos
esto es
(3.8)
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Así, usando (3.8), v = f, y las desigualdades de Holder y Poincaré conseguimos
lulH = IVulL2 + IvlL2
= IVulL2 + Ifl¡;
= e {lflL2 + IglL2 }
= e {IVfIL2 + IglL2 }.
Entonces,
esto es
lo cual nos permite decir que A-l es acotado.
Por el Teorema de Lummer Phillips, tenemos que A es el generador infinitesimal de un Co semigrupo
de contracción en H :S(t).
Observación 3.1 Por el Teorema 4.3.2 en [4], si D(A) 3 U entonces
S(t)U E d([o, 00), H) Í\ C([o, 00), D(A».
Observación 3.2 Por la observación 4.3.3 en [4] entonces u(t): = S(t)Uo es la solución del
PVI (3.1) y es única.
De las dos observaciones, conseguimos el siguiente resultado.
Proposición 3.1 Existe únicamente una solución de (3.1),
UU) E Cl([O, 00), H6(o.) x L2(o.» nC([o, 00), (H2(o.) Í\ H6(o.».
Ahora, culminaremos la prueba del Teorema 2.1
Desde que U° = (u ° , U 1) E D (A) por proposición 3.1, obtenemos que existe
UU) E CI([O, 00), H6(Q) x L2(Q» n C([O, 00),(H2(o.) nH6(o.» x H6(Q» solución de (3.1) tal
que U (O) = Uo, U(t) E D(A), Vt E IR.+ .
Desde que U satisface (3.1) tenemos ul = v y VI = Su - av.
Por otro lado, tenemos u
l
E CO(IR.+, H6(o.», pero desde que u E CO(IR+, H6(o.» entonces
u E CI (IR+, H6(o.».
Por otro lado, ulI = VI = !1u - aUI E C (IR.+ , L
2(0.», pero UI y u pertenecen a C (IR.+ , L2(0.» enton-
ces u E C2(IR.+, L2(0.». También obtenemos que u E C(IR.+, H2(Q) Í\ H6(Q».
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Observación 3.3 Por el Teorema de Hille Yosida (Teorema 4.4.3 en [4]), desde que A es el
generador infinitesimal de un semigrupo de contracción, entonces A es cerrado, D(A) es denso
enHy VJe>O,3(JeI-A)-1 acotado, más aún II(M- A)-lll:s;t.
Observación 3.4 Desde A es cerrado y existe A-1 (probado en O E peA)), entonces A-1 es
también cerrado.
4. USANDO EL MÉTODO DEL MULTIPLICADOR
Sea (uo, u1) E Hm+1 (O) x H'" (O) satisfaciendo la condición de compatibalidad de rn-ésimo orden.
Entonces, la regularidad dada por (2.3) justifica los cálculos que haremos.
Sabemos que el problema (1.1) - (1.3) es disipativo.
Lema 4.1
(4.1)
Prueba- Multiplicando la ecuación (1.1) por u¡ e integrando sobre n, y usando la identidad de
Green, tenemos
O = In (Ult - Su + a(x)ut)Ut dx
= ~ {~i (Ut)2dx} - r (ó'u)u¡dx + f a(x)(u¡)2dxot 2 o Jo o
= !{~Sn(U¡)2dx}-1('VU)'VU¡dX+ La(x)(u¡)2dx
= ~ {~i (u,ldx} + ~ {~ i l'Vul2 dX} + r a(x)(u,)2dx,ot 2 o al 2 o .In
luego se obtiene el resultado.
Sea a ~ 0, y ~: IR?+~ IR?+una función e' cóncova y creciente. Sea w una vecindad de la
frontera 00.
Lema 4.2 Sea h: ñ~ IR?N un campo vector el, a ~ O Y O:s; S :S; T < + oo , Entonces tenemos,
IT E(J'~' f 20vuh.'Vu + (h.v)(luJ -IVuI2)S 80
= [E(J'~, SO qu.h . 'Vu]~ - S: (a E'E(J'-l~, + E(J'~") L2U¡h. Vu
+ IT E(J'~' r (div h)(lu,12 -IVuI2) + 2I 8hk ~ 8u + Tau.h , Vu.
S Jn .. Dx¡ ñx¡ oXk
1)
(4.2)
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Prueba.- Multiplicando la ecuación (1.1) por Ea f2h . Vu e integrando sobre [S, r] x n tenemos
0= I:E(J (1/ In 2h. Vu(utt - Su +a(x)ut)dxdt
= I: E(JcjJ' In 2h. (Vu)uttdxdt - I:E(JcjJ' In 2h. Vu(l1u)dxdt +
11:=I: Ea cjJ'L2h. Vu(a(x)ut)dx. dt (4.3)
Desde que ~t(In 2h('Vu)utdx) = Sn2h('Vu)utdx + Sn2h('Vu)uttdx e integrado por partes obtene-
mos
11= S: E(JcjJ' :t( Sn2h(VU)U¡dX) dt - S: E(JcjJ' In 2h(Vu¡)utdxdt
= I:E(J cjJ' In 2h(Vut)utdxdt + [Ea cjJ'L 2h("\7.u)u¡dx]~
= - I: E(JcjJ' In 2h(Vu¡)u¡dxdt.
Usando la Identidad de Green tenemos
12= - f: E(J rp' In 2h . Vul1u dxdt
= Ir E(J rp' f v«. V(2h . Vu)dxdt - fr E(J rp' f Bu (2h . Vu)dt.
s Jo s 80 av
Reemplazando 12 Y 12 en la igualdad (4.3) obtenemos
0=- S: E(J cjJ'So2h(Vu)u¡dxdt + [E(J rp' Io 2h(Vu)u¡dx]~
- S: E(Jrp' Sn2h(Vu¡)u¡dxdt + S: Earp' Sov«. V(2h. Vu)dxdt
- fr E(J rp' f Bu (2h. Vu)dt + fT E(J rp' f 2h . v« (a(x)u¡)dx.dt (4.4)
s 80 Bv s Jo
Usando el hecho que hV(u¡) = div(hu¡) - (divh)u¡ y el Teorema de la Divergencia
f hu;. v = f div(hut)dx, tenemosao Jo
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13 = - S: EO" ~' In h. Y'(uf)dxdt
= - S: EO" ~' l_/iv (hu;) dxdt + S: EO" ~' In (divh)u; dxdt
=- Ir EO"~lf (hU,2).vdxdt+ Ir EO"~' r (divh)u;dxdt.
s 80 S Jo
Por otro lado, tenemos
(4.5)
y desde que div(hlY'uI2) = (divh)lY'uI2 + hY'(lY'uI2) Yusando el Teorema de la Divergencia, conse-
guimos
Usando (4.5) Y(4.6) obtenemos
14 = 2 f: EO" ~' fo o¡uo¡hkokudxdt + S: EO" ~' fo h . Y' clY'uhdxdt
= 2 Ir EO"~' r o¡uo¡hkokudxdt + Ir EO" ~' f hlY'uI2. vdt
s Jo s 00
=- f: EO"~' Sn(diVh)lY'uI2dxdt.
Reemplazando 13 Y 14 en la igualdad (4.4), tenemos el resultado.
Lema 4.3 Existe una constante C > O tal que \7'0:s; S < T < ex; se verifica:
(4.7)
Prueba.- Sea K¡ un conjunto compacto de n tal que Q - K¡ sea un compacto en w.
Defina h(x): = j3(x)m(x), donde m(x) = x - xo y j3 es una función C" cuyo soporte está
compactamente en Q y es igual a 1 en K¡. Desde que ~' es no creciente y positiva entonces ~' está
acotado en lle (i.e.I~' (t)I :s;M).
Ahora, aplicamos (4.2) a esta h y conseguimos
(4.8)
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Por otro lado, usando que In 2h .Vuu¡dx s:;cE(t) y E(T)O'+1 < E(S)O'+1 para S < T> tenemos
I f: (CJE'EO'-lrj/ + EO'rjJ") (1.~2h. V'UU¡dx)dx\
s:; f:I(CJE'EO'-I~' + EO'¡fi")( In 2h. V'UU¡dX)dxl
s:; I:ICJE'EO'-l¡fi' + EO'¡fi"lcEdt
= I: {-CJE'EO'-l¡fi' - EO'~,,} cEdt
s:; cM f: -CJE'EO'dt + cE(S)<7+1 f: -¡fi"dt
= cM [~E(t)O"+I]~ + cE(S)O'+1 [¡fi']~
CJ+1 ~
QM
s:; cM ~E(S)O"+1 + c2ME(S)0"+1
CJ+1
s c'E(S)O"+ l.
(4.9)
Y, desde que E(T) < E(S) y por la desigualdad de Holder In u.h . V'udx s:; IIu¡ IllIVul1 s:;E(t), obtene-
mas
_[Ea-~, In 2u¡h . V'u]~ s:;EO'(T)¡fi'(T) In 2u¡(T)h(T). V'u(T)dx
+ EO'(S)~' (S) fn 2u¡ (S)h(S) . V'u(S)dx
s EO"(S)C{E(S) + E(T)} s:; CEa-+l(S). (4.1 O)
Aquí necesitamos hacer la siguiente estimativa
donde E: será considerado lo suficientemente pequeño.
Usando las desigualdades (4.9), (4.10) Y(4.11) EN (4.8) tenemos que existe C > O tal que
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f:ECTqí' In Nu; + (2 - N)IVuI2 dxdt
~ C IT ECTqJ' f {u; + IVul2}dxdt + CE(S)I+CT + e IT E1+CTqí'dt,
s Jn-K¡ s
con e suficientemente pequeño.
(4.12)
Integrando por partes la expresión:
o = (N - 1) f: ECTqí' In u (uft - /),U + a(x)ut dxdt,
tenemos
(N -1) I; E
CT
qí' In1vuf dxdt - (N - 1)I; ECTqJ' InluJ dxdt
= -(N -1)[ECT qí' Inuutdx]I
+ (N - 1) fT (aECT-1E'qí' + ECTr) f uu dxdt •s Jn t
- (N - 1) I:ECTqJ' In uau.dxdt . (4.13)
Por la desigualdad de Poincaré tenemos In uu.dx ~ IIullllutll ~ cpllVullllUtll ~ CE(t). Usando esto
en (4.9) obtenemos
(4.14)
Con una prueba similar a (4.1 O),también obtenemos
-(N - 1)[ECTqí' In uu¡dx]I ~ CE(S)CT+I. (4.15)
Sumando (4.12) Y(4.13), tomando e < 1 usando (4.14) Y(4.15) tenemos
s;E1+CTqí' ~ S; ECTqí' Sn u¡ + IVuI2 dxdt
~ CE(S)I+n + C IT ECTqJ'f {u; + IVuI2}dxdt.
s n-K¡
(4.16)
Queremos eliminar el último término de (4.16). Para hacer esto, construimos una función
e; E Cco(Q) tal que e; = 1 en Q - K¡ Y e; = O fuera de w.
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Multiplicamos la ecuación (1.1) por ~u e integramos sobre Q; luego multiplicamos esta expresión
por EIJ rj/, e integramos sobre [S, T], e integrando por partes conseguimos
s:EIJ(1/ l-~ua(x)utdxdt
= S:EIJrp'{./u(utt -.1.u)dxdt
= S:EIJrp'Sn ~uuttdxdt - S:EIJrp'Sn ~ut-,.udxdt
= - S: (aEIJ-1EIJ rp'+ EIJrjJ") In ~uuttdxdt
= - S:EIJ rj/ Sn ~u¡dxdt + [EIJ rp'SnuUtdx]~
- S:EIJrp' In ~u.1.udxdt. (4.17)
1:=
Usando la Identidad de Green y V'(u2) = (V'u) U + U V'u tenemos
1 = S:EIJrp' SnV'(~u). V'udxdt
= S:EIJrp' In {V'(~)u . v« + ~V'u . V'u}dxdt
= Ir EIJrj/ r {~V'(~). V'(u2) + ~1V'uf} dxdt
s Jn 2
= fr EIJrp' r {~(.1.~)u2 + ~1V'uI2} dx. dt
s Jn 2 (4.18)
Reemplazando (4.18) en (4.17) obtenemos
S:EIJrp' Sn -~ua(x)utdxdt = - S: (aEIJ-1E'rp +EIJ rjJ") In ~uuldxdt
+ S:EIJrp' Sn ~1V'uI2 dxdt + EIJ rpIn uUtdx]~
= fr ElJrp' r {~(.1.~)u2 +~u¡}dxdt,
s Jn 2
(4.19)
de donde
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I
T EO" t/J' r 1 .IVuI2 dxdt :s; IT EO" t/J' r ~IVul2 dxdt
s Ja- K¡ s Ja
= IT(O"E O"-IE't/J'+ EO"t/J") r !;uudxdts Ja ¡
+ f: EO" t/J' fa -~ua(x)u¡dxdt
+ IT EO"rjJ' r {~(Ll!;)u2 + !;u¡2}dxdt.
s Ja 2
(4.20)
Desde que ¿; es acotada, en forma similar a (4.9), obtenemos
(4.21)
También, usando el hecho que z' es acotada, similarmente a (4.10) conseguimos
(4.22)
Y, usando (4.21) Y (4.22) en (4.20) obtenemos
(4.23)
Ahora, para alimentar el último término de (4.23), adaptaremos el método de Conrad y Rao
[1] .
Sea p E COO (]RN) tal que O :s; P :s; 1, P = 1 en w y p = O fuera de una vecindad de w.
Fijamos t y consideramos z la solución del problema elíptico:
Llz = P(x)u en n
zlaa = O
(4.24)
(4.25)
Multiplicando la ecuación (4.24) por z, ingrando sobre n y usando la Identidad de Green, tenemos:
de aquí, usando las desigualdades de Holder y Poincaré, obtenemos
(4.26)
luego,
Análogamente a (4.26) obtenemos
Izl22 :s; C i IVzl2 dx = -C i P(x)uzdx
L n n
s e IpuIL2(n) IzIL2(n)
:s; el uIL2(w) IzIL2(n),
luego,
Diferenciando con respecto a t a la ecuación (4.24) tenemos el problema
;}zt = P(x)ut en n
Ztlan = O.
Multiplicando (4.30) por Zt' integrando sobre n yusando la Identidad de Green obtenemos
de aquí, usando las desigualdades de Holder y Poincaré, obtenemos
luego,
También
Iz{I~2 S C LIVztl
2
dx = - C InP(x)u{z{dx
:s; elputIL2(0)lz{IL2(0)
:s; el ut lu(w) Iz{ IL2(0)
luego
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(4.27)
(4.28)
(4.29)
(4.30)
(4.31 )
(4.32) -
(4.33)
(4.34)
(4.35)
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Por otro lado,
0= f: Ea (1/ f.o Z(Uu - /),u + aut) dxdt
=[Ea~, f.ozutdx]~ - f:(O"E'Ea-l~'+Ea~") f.ozutdxdt
+ f:Ea~, f.o (-z/),u+ azut -ZtUt)dxdt.
Usando la Identidad de Green y el hecho que Z es solución de (4.24) - (4.25) obtenemos
f: Ea~, Lz/),udxdt = f: Ea~, f.o(&)udxdt
= f: Ea~, f.o (fJ(x)u)udxdt
= f: Ea~, Lu2dxdt.
Usando (4.37) en (4.36) tenemos
f: Ea~, Lu2dxdt = f: Ea~, f.o z/),udxdt
= [Ea~, f.o zUtdx]~ - f: (O"E'EO"-l~,+ EO"~") f.oZUtdxdt
= f: Ea~, f.o(azut -ZtUt)dxdt.
Podemos observar que se verifica la siguiente desigualdad
Por otro lado, sea '1 > O, usando (4.35) obtenemos
If:Ea~, f.oZtUtdxdtl :,; f: EO"fCIZtlL21UtlL2dt
:,; f: EO"~'C IUtIL2(w)IUtIL2dt
:,; ~ f:Ea~'Lutdxdt+ ~ f:Ea~, S.outdxdt
:,;~ fr Ea~, f ut dxdt + '1 fr Ea+l~, dt,
2'1 S W S
don~e '1 será tomado lo suficientemente pequeño.
(4.36)
(4.37)
(4.38)
(4.39)
(4.40)
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También, tenemos
! S:ECYrp' In ZaUtdxdt! ~ S: ECY- L zautdxl dt
~ S: ECYrp'lzIL2(Q) laut IL2dt
~ S: ECYrp'cluIL2(W)IFa"UtIL2 dt
~ r S: ECYrp'Lu2dXdt + C(r) S: ECYrp' In au:dxdt
~ r S: ECYrp'Lu2dxdt + C(r) S: ECYrp'(-E')dt
~ r S:ECYrp'Lu2dxdt - C(r) S: ECY(E')dt, (4.41)
donde r será tomado muy pequeño. Desde que
=_l_{E(S)CY+l _E(T)CY+l}
O'" + 1
entonces (4.41) queda expresada por
(4.42)
Usando (4.39), (4.40) Y(4.42) en (4.38), tenemos
(1- r) f; EO"rp' fwu2dxdt ~ ~ f; EO"rp' fwuldxdt
+ eECS)l+O" + r¡ f; E1+0" rp'dt. (4.43)
Tomando r < 1, de (4.43) tenemos que existe C > O tal que '\Ir¡ > O se verifica
f; EO"rp' fwu2dxdt ~ ~ f; EO"rp' fwuldxdt
+CE(S)l+O" +r¡ f;E1+0" rp'dt,
(4.44)
• donde r¡ es suficientemente pequeño.
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Reemplazando (4.44) en (4.23) conseguimos
fJ EU (1/ fn_K¡IV'uI
2
dxdt
<:;, C E(S)I+u + (C + ~) fJ EU~' fwurdxdt + 7JfJ EI+u~, dt.
Reemplazando (4.45) en (4.16) tenemos
(4.45)
(l-7J)fJEI+(}~'dt<:;'CE(S)I+U +(C+ ~)fJEU~'fwurdxdt
y tomando 7J< 1 obtenemos
5. CULMINANDO LA PRUEBA DEL TEOREMA PRINCIPAL
Sea p: t ~ p(t) una función decreciente que va para cero cuando t va para el infinito. Posterior-
mente, elígiremos p.
Definamos la función Ci por
áir , t): = Zi(r) Rsi - <:;, r <:;, R - p(t)
2
Ci(r, t): = Zi(R - p(t» SI r <:;, R - p(t) (5.1)
y la función a en w x jR+ por
a(x, t): = a(lxl, t),
Rvlxl ¿-.
2
(5.2)
Lema 5.1 (Gagliardo-Niremberg) Si m > ~, existe c > O tal que para cada v E H'" (n) vale
f) = N .
2m
(5.3)
Ahora, usando (2.3) y (2.4) es posible aplica (5.3) y deducir
Sea p > O tal que valga (2.9). Entonces, usando la desigualdad de Jensen y (5.4) estimaremos el
último de (4.7).
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f; E (t)cY tjI'(t)(fwutdx)dt
=f;E(t)cY(t)(f 1 uta(x,t)dx)dt
w a(x, t)
~ f~ E(t)cY tJ¡'Ct)llut ap:III/;1 lIa - p:1 IIrP+Idt
T _1_ 2(p+l) .e:
= fSE(t)cY(t)(f dx)p+I(f Ut P a(x,t)dx)p+ldt
w a(x, t)p w
T I 1 I 2+2 P
= f E (t)cY (t)(p+l) (tjI'(t)p f dx)p+l (f ut P a(x, t)dx)p+l dtS wa(x,t)P W
I 1
~ fT E(t)cY tjI'(t)(p+l) (tjI'(t)p f 1 dx)P+!
s wa(x,t)p
P 2
(f uta(X,t)dx)P+TIIut(t)IIP+! dt
W Loo(O)
(I-B) 1 I
~ Cm f; E(t) cY+ (p+l) tjI'(t)(p+l) (tjI'(t)p .kv 1 dx)p+1
a(x, t)P
P
(fwuta(x,t)dx)P+I dt. (5.5)
Para simplificar notaciones, introducimos
1 ~
c(t)= tJ¡'(t)(f dxi!",
w a(x, t)p (5.6)
Sea e > O. Aplicando la desigualdad de Young conseguimos la siguiente estimativa
f; E(t)cY tjI'(fwutdx)dt
(I-B) 1 P P
~ Cm f; E(t) cY+ (p+l) tjI'(t)(p+l) &(t)p+1 (fwuta(x, t)dx)p+l dt
(I-B) I P
~ Cm f; E(tt+(p+l) tjI'(t)(p+l) (c(t)(fwuta(x, t)dx)p+1 dt
p+1
EL P
P p
~ Cm (f; E(t)cY(P+ 1)+(1-8) tjI'(t)dt)(p+l) . (J; &(t) fwuta(x, t)dxdt)p+l
~ Cm .»: fST E(t)cY(p+1)+(1-8) tjI'(t)dt + Cm p fST &(t) f uta(x, t)dxdt. (5.7)
p+l (p+l)c w
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CJes definida tal que
CJ(p + 1) + (1 - 8) = CJ+ 1, esto es 8 NCJ=-=--
P Zmp
(5.8)
De (4.7) Y(5.7) podemos deducir: si s es suficientemente pequeño, existe una constante positiva Ctal
que
f;E(t)I+CJ (j/(t)dt s eE(s)CJ+I + e f;s(t) fwula(x, t)dxdt. (5.9)
Ahora, eligiendo cuidadosamente p y rp, estimaremos el último término de (5.9).
La elección de la función p
Asumamos que rp es una función C2 cóncava y estrictamente creciente tal que
rp(t) ~ +00 Y rp'(t) ~ ° cuando t ~ +00. (5.10)
Lema 5.2 Si b satisface (2.9), entonces existe C > ° tal que
IR 1 d = fR-P(t) 1 d fR 1 dR r R r+ R () r"2 a(r, t)p "2 a(r, t)P - P t a(r, t)p
= t-p(t)_l-dr + fR 1 dr
f a(r)p R-p(t) a(R - p(t»p
R 1 R 1
= f! -- dr + f dr
p(t) b(r)P R-p(t) b(p(t)P
::;;C p(t) + p(t)
b (p(t»p b (p(t»p
Usando (5.11) obtenemos la siguiente estimativa para s .
1.
s(t)::;; rp'(t) p(t)P
b(p(t»p
(5.12)
Desde que b es estrictamente creciente próximo 0, definimos p:
p(t):= b -l(rp'(t». (5.13)
Observamos que p es decreciente, desde que b es creciente y rp' es decreciente. De la definición
de p y (5.12) tenemos
(5.14)
También, obtenemos
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fwa(x, t)urdx = f-f ~lxl~R_p(l)a(x, t)urdx + f1xl>R_p(t)a(x, t)urdx
~ ba(x)urdx + f1xl>R_P(I)c2(R - p(t»utdx
~ - E'(t) + b(p(t» E(t)
= - E'(t) + ~'(t)E(t). (5.15)
1. 1.
De (5.9), usando (5.15), (5.14), p(t)P ~ p(S)P y el hecho que E decrece, tenemos
f; E(t)O"+l f(t)dt
~eE(S)l+O" + e f; e (t)(-E'(t) + ~'(t)E(t» dt
T 1 T 1~eE(S)l+O" + e fs p(S)P (-E'(t»dt + e fs p(t)P ~'(t)E(S)dt
1 1
se E(S)l +0" + ep(S)P {E(S) - E(T)} eE(S) f~p(t)P ~'(t)dt
1 1
~eE(S)l+O" + ep(S)p E(S) + eE(S) f; p(t)P ~'(t)dt. (5.16)
La elección de la función ~
1
Aquí, mostraremos como definir ~ de modo que h+oo p(t)P~' (t)dt sea finito.
Sea p' > 1+P y defina
f
t 1
Ij/(t):=+ lbC~,)dr, \it>!.
(5.17)
Entonces, Ij/ es una función e2 convexa y estrictamente creciente, que satisface
cuando t ~ + oo.
Definamos
(5.18)
Entonces ~ es una función e2 cóncava y estrictamente creciente, satisfaciendo
~(t) ~ + 00 y ~' (Ij/(t» = _,1_ ~ O cuando t ~ + oo.
Ij/ (t)
(5.19)
Así ~ tiene todas las propiedades que usamos para conseguir (4.7) Y(5.16). Usando p(t) = b -1 (~(t»
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y haciendo un cambio de variables t = If'(r) , usando (5.19) y haciendo un otro cambio de variable
r=t/J(t), y usando b-1(_,I_)=b-1(b(_I.)=b-1 o b(_I_) =r-P' obtenemos
i¡/ (r ) ,P rP'
roo p(t)~ t/J'(t)dt = roo [b-l(t/J'(t»]~ rp')dt
= roo[b-l(t/J'(If'(r»)]~ dr
= r+oo[b-l(_l_)]~d t
~ If"(r)
J+oo 1-drL
rP
1 _L+I '
= lim -,-{M P -l} Y desde que _L + 1< O
M -Hoo L +1 P
P
1
= -,->0.
L-l
P
Estimativa dependiendo de t/J
Desde que If' orp= 1 entonces If"(rp(t»rp'(t) = 1, Y luego t/J'(t) = i¡/,(J(t» = bCftC:)p')' de donde dedu-
cimos
-1, -1 1 1p(t) = b (t/J(r) = b o b(--,) = --,.
t/J(t)P rp(t)P
(5.20)
Por otro lado, usando (5.20), obtenemos
f
T 1.. fT 1
p(t)P rp'(t)dt = s --zdt
s t/J(t) p
1 1 p'
= --, [rp(t) -P]~
l-L
P
= 1 ~ P' {rp(t)I-; - t/J(S/-;}
P
= _,_l_{t/J(S/-; - t/J(T/-;}
L-l
P
:s; _,_I_{rp(S)I-;} puesto que t/J= 1f'-1 > O.
E..-1
P
(5.21)
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Usando (5.20) Y(5.21) en (5.16) tenemos
f:E(t)<Y+lrjJ'(t)dt:$; C E(S)I+<Y + E(S) C L + E(S) C
L
_
I
rjJ(S)P rjJ(S)P
C
:$; C E(S)I+<Y + E(S) .
L-l
rjJ(S) P
(5.22)
Entonces aplicando el Lema 2. l desde que (2.7) sucede con a' = ~ - 1> O, Ydeducimos que existe
una constante e dependiendo continuamente de E(1), tal que
e
E(t):$; L
rjJ(t)pu
e=:»
rjJ(tfo
'\It ?: 1.
(5.23)
Crecimiento de rjJ
Estimar el crecimiento de rjJ es equivalente a acotar la función rjJ-l = ip',
Sea To tal que b( ,~.) :$; 1, '\I,?: To.
_1_<_1_
Si s < t: desde que b es creciente tenemos b (-4) :$; b (_l.), i.e. b(-.l,) - b(-.l,)·
,P sP sP <P
Por otro lado, tenemos que: si p"> 1 se verifica 1+ (r-l)z:S; ,p'z para z?: 1 Y t > 1. En efecto,
basta probar que l:S;(l-Z-+Z-P')z. Si r z l entonces z-p' -r?:O y así l+z-P' -r?:l; luego
multiplicando por z ?: 1 tenemos (1 - t + z-P') Z ¿ l.
Usando estas observaciones obtenemos
f' 1 1 f' 1
f{/(r) = 1+ ~ bC~.)ds s; 1+ b(,~') JI ds s: 1+ (z -1\(,~,)
P' 1 1
:s; t: . b ( ,~.) = B ( ,~-r (5.24)
Luego, haciendo t = (1 ) (esto es .L, = B-I (1)) Yusando (5.24) tenemos f{/(r) :$; t, de donde
B _l. ,P I
,P
tenemos t: :s;f{/ -1(1) = rjJ(t), esto es
1 1
--<-
rjJ(t) - r' (5.25)
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Así, usando (5.25) en (5.23) obtenemos
E(t)~ eL ~ ~ =(B-I(+))~,
rjJ(t)P t:" (5.26)
donde e = 2~'
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