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Abstract
We give the asymptotics at inﬁnity of a Green function for an elliptic equation with periodic
coefﬁcients on Rd : Basic ingredients in establishing the asymptotics are an integral
representation of the Green function and the saddle point method. We also completely
determine the Martin compactiﬁcation of Rd with respect to an elliptic equation with periodic
coefﬁcients by using the exact asymptotics at inﬁnity of the Green function.
r 2003 Elsevier Inc. All rights reserved.
MSC: 31C35; 35J99; 35B40 (primary); 35B10; 31B25; 31B35 (secondary)
Keywords: Green function; Elliptic equation; Periodic coefﬁcients; Martin boundary
1. Introduction
Numerous results concerning bounds of heat kernels and Green functions on non-
compact Riemannian manifolds have been obtained during the last few decades
(cf. [6,7,10,13,14,16,28,36], and references therein). As for exact asymptotics at
inﬁnity of heat kernels and Green functions, however, only a few results are known
(cf. [5,8,9,11,19,23,25,26]).
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The main purpose of this paper is to establish the asymptotics at inﬁnity of Green
functions for elliptic equations with periodic coefﬁcients on Rd : Our motivation of
this study comes from the works Agmon [3], Pinsky [30], and Schroeder [33]. It was
shown by Pinchover (see [3]) that each minimal positive solution of an elliptic
equation with periodic coefﬁcients has the form of the product of an exponential
function and a periodic function; and the minimal Martin boundary of Rd for the
equation was determined explicitly. However, the complete description of the full
Martin boundary and Martin compactiﬁcation has remained an open problem
(cf. [30]). We recall that a positive solution u is called minimal if a positive solution v
satisﬁes vpu; then v ¼ cu for some constant c: We also point out that the Martin
boundary and Martin compactiﬁcation are deﬁned in terms of the asymptotics as
y-N of the quotient Gðx; yÞ=Gðx0; yÞ; where G is the Green function and x0 is a
ﬁxed reference point. Although interesting results on asymptotic behaviors at inﬁnity
of the Green function were given in [3,30,33], the results there are not sharp enough
to determine the Martin compactiﬁcation.
The secondary purpose but the ﬁrst motivation of this paper is to determine the
Martin compactiﬁcation completely by using the exact asymptotics at inﬁnity of
the Green function of an elliptic equation with periodic coefﬁcients. We mention that
the exact asymptotics we establish imply sharp two-sided bounds of the Green
function which were conjectured by S. Agmon (cf. Theorem 1.1 below with bounds
(1.9) in [30]). We also mention that the results in [3] were extended to more general
manifolds by Lin and Pinchover [22].
Now, in order to state our main theorem, we ﬁx notations and recall several
notions and facts. Let
L ¼ 
Xd
j;k¼1
@
@xk
ajkðxÞ @
@xj
 

Xd
j¼1
bjðxÞ @
@xj
þ cðxÞ
¼ r  aðxÞr  bðxÞ  r þ cðxÞ
be a second-order elliptic operator on Rd with periodic coefﬁcients, where
dX2; r ¼ ð@=@x1;y; @=@xdÞ; aðxÞ ¼ ðajkðxÞÞdj;k¼1; and bðxÞ ¼ ðbjðxÞÞdj¼1: We
assume that the coefﬁcients are real-valued measurable functions on Rd which
are Zd-periodic, i.e., ajkðx þ zÞ ¼ ajkðxÞ; bjðx þ zÞ ¼ bjðxÞ; and cðx þ zÞ ¼ cðxÞ for
any xARd and zAZd : We assume that a is a symmetric matrix-valued function
satisfying
gjxj2p
Xd
j;k¼1
ajkðxÞxjxkpg1jxj2; x; xARd ;
for some g40: We further assume that
bAL2plocðRdÞ and cALplocðRdÞ
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for some p4d=2: For each zACd ; deﬁne an operator LðzÞ on the d-dimensional torus
Td ¼ Rd=Zd by
LðzÞ ¼ eizxLeizx ¼ ðr þ izÞ  aðxÞðr þ izÞ  bðxÞ  ðr þ izÞ þ cðxÞ;
where i ¼ ﬃﬃﬃﬃﬃﬃ1p is the imaginary unit. We regard LðzÞ as a closed operator in L2ðTdÞ
with the domain
DðLðzÞÞ ¼ fuAH1ðTdÞ; LðzÞuAL2ðTdÞg;
where H1ðTdÞ is the Sobolev space of order one. Similarly, we regard the formal
adjoint LðzÞ of LðzÞ as a closed operator in L2ðTdÞ: By the Krein–Rutman theorem,
for each bARd ; LðibÞ has an eigenvalue EðbÞAR of multiplicity one such that the
corresponding eigenspace is generated by a positive function, which is Ho¨lder
continuous by the elliptic regularity; furthermore, EðbÞ is also an eigenvalue of
LðibÞ of multiplicity one such that the eigenspace is generated by a positive Ho¨lder
continuous function on Td (cf. [1,27,31,35]). We call EðbÞ the principal eigenvalue of
LðibÞ: Put
CL ¼ fuAH1locðRdÞ; Lu ¼ 0 and u40 in Rdg;
where H1locðRdÞ is the set of functions f such that cfAH1ðRdÞ for any cACN0 ðRdÞ:
When a positive Green function for L on Rd exists, L is called subcritical; in this case
CLa|: When a positive Green function for L on Rd does not exist but CLa|; L is
called critical. Let lc be the generalized principal eigenvalue of L on Rd :
lc ¼ supflAR; L  l is subcriticalg:
Then it is known that NolcoN; L  l is subcritical for lolc; and L  lc is
subcritical or critical. The formal adjoint operator L of L is subcritical (or critical) if
and only if L is subcritical (or critical), and the generalized principal eigenvalue of L
and L coincide. For R40; let BR be the ball fxARd ; jxjoRg: Let LR be the operator
in L2ðBRÞ with the domain
DðLRÞ ¼ fuAH10 ðBRÞ; LuAL2ðBRÞg:
We call LR the Dirichlet realization of L in L
2ðBRÞ: Suppose that L is subcritical.
Then the resolvent L1R exists, and its integral kernel is equal to the Green function
GRðx; yÞ: Furthermore, GR40 and there exists the limit G ¼ limR-N GR which is
called the minimal Green function of L on Rd : In the sequel, when a function is
called periodic, it is to be understood that the function is Zd-periodic. For lAR; put
Gl ¼fbARd ; there exists cACLl of the form
cðxÞ ¼ ebxuðxÞ; where u is periodicg
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and
Kl ¼fbARd ; there exists cAH1locðRdÞ such that ðL  lÞcX0 and
cðxÞ ¼ ebxuðxÞ40; where u is periodicg:
Here ðL  lÞcX0 means the inequality holds in the distribution sense. Deﬁne Kl
and Gl for L
  l analogously to Kl and Gl for L  l: We now extract the results in
[3,30] on which our arguments based.
Theorem AP. (i) If lolc; then Kl is a d-dimensional strictly convex compact set with
smooth boundary and Gl ¼ @Kl:
(ii) If l ¼ lc; then Gl ¼ Kl ¼ fb0g for some b0ARd :
(iii) If l4lc; then Gl ¼ Kl ¼ |:
(iv) The function EðbÞ; the principal eigenvalue of LðibÞ; is real analytic and strictly
concave. Its Hessian Hess EðbÞ is negative definite for any bARd : The equality lc ¼
supbEðbÞ holds, and the supremum is attained uniquely at b0 in (ii). Furthermore,
rbEðbÞ ¼ 0 if and only if b ¼ b0:
(v) For any lAR; Gl ¼ fbARd ; EðbÞ ¼ lg and Kl ¼ fbARd ; EðbÞXlg:
We also recall that Kl ¼ Kl; and b0 ¼ 0 if L ¼ L: Note that the relation
between our function E and the function l0 in [30] is: EðbÞ ¼ l0ðbÞ: We also note
that more regularity of the coefﬁcients of L is assumed in [30], but the proofs there
work out with obvious modiﬁcations also under our conditions on the coefﬁcients.
In obtaining the asymptotics at inﬁnity of Green functions, the negative deﬁniteness
of Hess EðbÞ plays a crucial role. We recall that the Hessian of EðbÞ is represented
by an integral on Td of a negative deﬁnite quadratic form (cf. [30, Theorem 5]),
which is equal to the coefﬁcient matrix of a corresponding homogenized elliptic
operator (cf. [21, Lemma A.1]).
First suppose that supbEðbÞ ¼ Eðb0Þ40: Then it follows that L is subcritical,
and for each s in the unit sphere Sd1 there exists a unique bsAG0 such that
the supremum supbAG0b  s is attained at b ¼ bs: For sASd1; choose fes; jgd1j¼1CRd
such that fes;1;y; es;d1; sg is an orthonormal basis of Rd : For bARd ; let ub and
vb be periodic positive solutions to LðibÞu ¼ EðbÞu and LðibÞv ¼ EðbÞv; respec-
tively. For functions u and v in L2ðTdÞ; put ðu; vÞ ¼ RTd uðxÞ%vðxÞ dx: The
symbol
Oðjx  yj1Þ
stands for a function f ðx; yÞ on R2d satisfying j f ðx; yÞjpCjx  yj1 on fjx  yj4Rg
for some positive constants C and R independent of x; y:
We are now ready to state our ﬁrst main theorem.
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Theorem 1.1. Suppose that lc40: Then the minimal Green function G of L on Rd has
the following asymptotics as jx  yj-N:
Gðx; yÞ ¼ e
ðxyÞbs
ð2pjx  yjÞðd1Þ=2
jrEðbsÞjðd3Þ=2
ðdetðes; j  Hess EðbsÞes;kÞjkÞ1=2
ubsðxÞvbsðyÞ
ðubs ; vbsÞ
 ð1þ Oðjx  yj1ÞÞ; ð1:1Þ
where s ¼ ðx  yÞ=jx  yj:
In the next section, we shall reduce the proof of Theorem 1.1 to the following
theorem, where we regard L as a closed operator in L2ðRdÞ with the domain
DðLÞ ¼ fuAH1ðRdÞ; LuAL2ðRdÞg:
Theorem 1.2. Assume Eð0Þ40: Then the resolvent L1 exists, and the integral kernel
G of L1 has the same asymptotics as in Theorem 1.1.
Next, suppose that supb EðbÞ ¼ 0: Then L is critical if dp2; and subcritical if dX3
(see Theorem 2 in [30] and also our analytic proof, the proof of Theorem 6.2, to be
given in Section 6). Our second main theorem is the following.
Theorem 1.3. Let dX3: Suppose that lc ¼ Eðb0Þ ¼ 0: Put H ¼ Hess Eðb0Þ: Then
the minimal Green function G of L on Rd has the following asymptotics as jx  yj-N:
Gðx; yÞ ¼ G
d2
2
 
2pd=2ðdet HÞ1=2
eðxyÞb0
jH1=2ðx  yÞjd2
ub0ðxÞvb0ðyÞ
ðub0 ; vb0Þ
ð1þ Oðjx  yj1ÞÞ: ð1:2Þ
We should mention here that a related result for elliptic operators r 
aðx=eÞr; 0oe51; with rapidly oscilating periodic coefﬁcients was given by
Sevost’janova [34]. Asymptotics (1.2) in the case L ¼ r  aðxÞr can be probably
extracted from [34].
Now, let us determine explicitly the Martin compactiﬁcation of Rd with respect to
L in the case supbEðbÞ40: (For the deﬁnition and basic properties of Martin
compactiﬁcation, see [27,30,31].) Fix a reference point x0 in R
d : Then the following
proposition is a direct consequence of Theorem 1.1.
Proposition 1.4. Suppose that lc40: Then for any sequence fyng in Rd such that
jynj-N and yn=jynj-n as n-N;
lim
n-N
Gðx; ynÞ
Gðx0; ynÞ ¼ e
ðxx0Þbn ubnðxÞ
ubnðx0Þ
; xARd : ð1:3Þ
We mention that this proposition was conjectured by Pinchover (see [30, p. 90]).
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Denote by Kðx; nÞ the right hand side of (1.3). Then Kð; nÞACL; Kðx0; nÞ ¼ 1; and
Kð; nÞaKð; mÞ if nam: Furthermore, by Agmon [3], for any nASd1; Kð; nÞ is
minimal in CL; i.e., if cACL satisﬁes cðxÞpKðx; nÞ on Rd ; then cðxÞ ¼ cKðx; nÞ for
some positive constant c: Hence we can explicitly determine the Martin boundary
and Martin compactiﬁcation of Rd for L as follows.
Theorem 1.5. Suppose that lc40: Then the Martin boundary and the minimal Martin
boundary of Rd for L are both equal to the sphere Sd1 at infinity which is
homeomorphic to G0; the Martin kernel at nASd1 is equal to Kð; nÞ; and the Martin
compactification of Rd for L is equal to
fxARd ; jxjo1g,½1;N  Sd1
equipped with the standard topology.
In the case where supb EðbÞ ¼ 0 and dX3; we obtain directly from Theorem 1.3
the following propsition and theorem. These results, however, are also simple
consequences of the known result that CL is one dimensional in this case.
Proposition 1.6. Let dX3: Suppose that lc ¼ Eðb0Þ ¼ 0: Then for any sequence fyng
in Rd with jynj-N as n-N;
lim
n-N
Gðx; ynÞ
Gðx0; ynÞ ¼ e
ðxx0Þb0 ub0ðxÞ
ub0ðx0Þ
; xARd : ð1:4Þ
Theorem 1.7. Let dX3: Suppose that lc ¼ Eðb0Þ ¼ 0: Then the Martin boundary
and the minimal Martin boundary are both equal to one point N at infinity; the
Martin kernel at N is equal to the right-hand side of (1.4); and the Martin
compactification of Rd for L is equal to the one point compactification Rd,fNg
of Rd :
In the rest of the paper we prove Theorems 1.1–1.3. In Section 2, we study
the spectra of LðzÞ and L; and give an integral expression of the resolvent of L
in terms of the resolvent of LðzÞ: There, we also show that Theorem 1.1 follows
from Theorem 1.2. In Section 3, we analyze the set of zeros of E and asymptotic
behaviors of LðzÞ1 near the zero set. In Section 4, we present a saddle point
method which is a basic ingredient in obtaining the asymptotics at inﬁnity of
the Green function. In Section 5, we prove Theorem 1.2 by using results in
Sections 2–4. At the end of the section we also give an asymptotic expansion
of the Green function (see Remark 5.2). Finally, Theorem 1.3 is proved in
Section 6.
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2. Integral expression
We denote by sðTÞ and rðTÞ the spectrum and the resolvent set of an operator T ;
respectively. We ﬁrst study the spectrum of LðzÞ as a closed operator on L2ðRdÞ:
Proposition 2.1. Let a; bARd and lAC with Re loEðbÞ: Then lArðLðaþ ibÞÞ: In
particular, for any aARd ; flAC;Re loEð0ÞgCrðLðaÞÞ:
Proof. We have only to show that if uADðLðaþ ibÞÞ satisﬁes Lðaþ ibÞu ¼ lu; then
u  0: Recall Kato’s inequality: If vAH1locðRdÞ satisﬁes r  arvAL1locðRdÞ; then for
any non-negative function jACN0 ðRdÞ;Z
arjvj  rjp
Z
Re½ðsgn %vÞðr  arvÞj;
where sgn %vðxÞ ¼ %vðxÞ=jvðxÞj if vðxÞa0; and sgn %vðxÞ ¼ 0 if vðxÞ ¼ 0 (see Lemma 5.4
in [2]). Since
r  arðeiðaþibÞxuÞ ¼ eiðaþibÞxðr þ iðaþ ibÞÞ  aðr þ iðaþ ibÞÞuAL1locðRdÞ;
Kato’s inequality for v replaced by eiðaþibÞxu implies thatZ
aðr  bÞjuj  ðr þ bÞðebxjÞ
p
Z
Re½ðsgn %uÞðr þ ia bÞ  aðr þ ia bÞuÞebxj:
Thus, we have
LðibÞjuj
¼ ½ðr  bÞ  aðxÞðr  bÞ  bðxÞ  ðr  bÞ þ cðxÞjuj
pRe½ðsgn %uÞðr þ ia bÞ  aðxÞðr þ ia bÞu þ ½bðxÞ  ðr  bÞ þ cðxÞjuj
¼ Re½ðsgn %uÞ½bðxÞ  ðr þ ia bÞ  cðxÞ þ lu þ ½bðxÞ  ðr  bÞ þ cðxÞjuj
¼ Re ljuj ð2:1Þ
in the distribution sense. Let c40 be an eigenfunction to LðibÞc ¼ EðbÞc: Then by
(2.1), we have
Re l
Z
Td
jujcX
Z
Td
LðibÞjujc ¼ EðbÞ
Z
Td
jujc:
This shows u  0 by the assumption Re loEðbÞ: &
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Proposition 2.2. Let aARd\ð2pZÞd and bARd : Then EðbÞArðLðaþ ibÞÞ:
This proposition is essentially known (cf. [21, Lemma 15]). Here, however, we give
a direct proof via Kato’s inequality.
Proof. We have only to show that if uADðLðaþ ibÞÞ satisﬁes Lðaþ ibÞu ¼ EðbÞu;
then u  0: First we show that LðibÞjuj ¼ EðbÞjuj: As in the proof of Proposition 2.1,
by Kato’s inequality, we haveZ
Td
ðLðibÞ  EðbÞÞjujjp0 for any 0pjACNðTdÞ:
Suppose that there exists j0X0 such that
R
Td ðLðibÞ  EðbÞÞjujj0o0: Let c40 be an
eigenfunction to LðibÞc ¼ EðbÞc and take E40 such that 0pEj0oc: Then
EðbÞ
Z
Td
jujc ¼
Z
Td
LðibÞjujc ¼
Z
Td
LðibÞjujEj0 þ
Z
Td
LðibÞjujðc Ej0Þ
oEðbÞ
Z
Td
jujc:
This is a contradiction. Hence,
R
Td ðLðibÞ  EðbÞÞjujj ¼ 0 for any jX0: Therefore
LðibÞjuj ¼ EðbÞjuj: This implies that either juj40 or u  0:
Next we show u  0: Suppose that juj40: Then, we have for any jACNðTdÞ
/LðibÞjuj;jS ¼ /aðr  bÞjuj; ðr þ bÞjSþ/ b  ðr  bÞjuj þ cjuj;jS
and
/EðbÞjuj;jS ¼ 1
2jujð %uLðaþ ibÞu þ uLðaþ ibÞuÞ;j
	 

¼ 1
2
aðr þ ia bÞu; ðr  iaþ bÞ %ujujj
 	 

þ aðr  ia bÞ %u; ðr þ iaþ bÞ ujujj
 	 

 %ujuj b  ðr þ ia bÞu þ
u
juj b  ðr  ia bÞ %u;j
	 

þ %ujuj cu þ
u
juj c %u;j
	 

:
Since
ðr  iaþ bÞ %ujujj
 
¼ %ujujðr þ bÞjþ ðr  iaÞ
%u
juj
 
j;
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ðr þ iaþ bÞ ujujj
 
¼ ujujðr þ bÞjþ ðr þ iaÞ
u
juj
 
j;
ðr  bÞjuj ¼ %u
2juj ðr þ ia bÞu þ
u
2jujðr  ia bÞ %u;
it follows that
/ðLðibÞ  EðbÞÞjuj;jS
¼ 1
2
aðr þ ia bÞu; ðr  iaÞ %ujuj
 
j
	 

þ aðr  ia bÞ %u; ðr þ iaÞ ujuj
 
j
	 

¼  juj Imð %uruÞjuj2 þ a
 !
 aðxÞ Imð %uruÞjuj2 þ a
 !
;j
* +
(cf. the proof of Theorem 3.1 in [29]). Since LðibÞjuj ¼ EðbÞjuj; juj2Imð %uruÞþ
a ¼ 0: Put v ¼ u=juj: Then we have Imð%vrvÞ ¼ juj2Imð %uruÞ ¼ a: Since v%v ¼ 1;
Reð%vrvÞ ¼ 0: Thus, %vrv ¼ ia; and so rv þ iva ¼ 0: This implies that rðveiaxÞ ¼ 0;
and so veiax ¼ c for some constant c: Hence u ¼ cjujeiax: But since aARd\ð2pZÞd ; u
is not periodic. This is a contradiction. &
Next we study the spectrum of L; and give an integral expression of the resolvent
of L: Let 2pTd ¼ Rd=ð2pZÞd : Let H be L2-space of L2ðTdÞ-valued functions on
2pTd with measure ð2pÞddz:
H ¼ L2 2pTd ; dz
ð2pÞd
; L2ðTdÞ
 !
¼
Z "
2pTd
L2ðTdÞ dz
ð2pÞd
:
Deﬁne an operator F from L2ðRdÞ to H by
ðFf Þðz; xÞ ¼
X
lAZd
f ðx  lÞeiðxlÞz:
Then F is a unitary operator, and an isomorphism from H1ðRdÞ to
L2ð2pTd ; ð2pÞddz; H1ðTdÞÞ: The adjoint F is given by, for gAH;
ðFgÞðx  lÞ ¼
Z
2pTd
dz
ð2pÞd
eiðxlÞzgðz; xÞ; xATd ; lAZd
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(see [32, Lemma on p. 289] or [20, Theorem 2.2.5]). For fAH1ðRdÞ; we have
ðrx þ izÞFf ¼Fðrf Þ: ð2:2Þ
Note that L and LðzÞ; zACd ; coincide with the operators associated with the closed
sectorial forms
h½ f ; g ¼ ðarf ;rgÞL2ðRd Þ  ðb  rf ; gÞL2ðRd Þ þ ðcf ; gÞL2ðRd Þ
and
hðzÞ½u; v ¼ ðaðr þ izÞu; ðr þ i%zÞvÞ  ðb  ðr þ izÞu; vÞ þ ðcu; vÞ
with the domains H1ðRdÞ and H1ðTdÞ; respectively. By (2.2) and the periodicity of
the coefﬁcients of L; we have for any f ; gAH1ðRdÞ;
h½ f ; g ¼
Z
2pTd
dz
ð2pÞd
hðzÞ½Ff ðzÞ;FgðzÞ:
Hence fADðLÞ if and only if Ff ðzÞADðLðzÞÞ for a.e. z and LðzÞFf ðzÞAH: Let
L˜ ¼ ð2pÞd R"
2pTd LðzÞ dz be an operator on H deﬁned by ðL˜gÞðzÞ ¼ LðzÞgðzÞ
with domain
DðL˜Þ ¼ fgAH; gðzÞADðLðzÞÞ a:e: z and LðzÞgðzÞAHg:
Since LðzÞ is closed, L˜ is closed. The consideration above shows that
FL ¼ L˜F: ð2:3Þ
Let Re loEð0Þ: By Proposition 2.1, we see that ðLðzÞ  lÞ1 is a real analytic
function from 2pTd to the Banach space of bounded operators on L2ðTdÞ: Thus, by
Theorem XIII.83 in [32], we can deﬁne a bounded operator M on H by
M ¼ ð2pÞd
Z "
2pTd
ðLðzÞ  lÞ1 dz:
Proposition 2.3. Let Re loEð0Þ: Then lArðLÞ and ðL  lÞ1 ¼FMF; i.e., for any
xATd ; lAZd ; and fAL2ðRdÞ;
ðL  lÞ1f ðx  lÞ ¼
Z
2pTd
FðzÞ dz
ð2pÞd
; ð2:4Þ
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where
FðzÞ ¼ eiðxlÞzðLðzÞ  lÞ1
X
mAZd
f ð  mÞeiðmÞz
 !
ðxÞ: ð2:5Þ
Proof. For any fAH; put g ¼ MfAH: Then gðzÞ ¼ ðLðzÞ  lÞ1f ðzÞ for a.e. z:
Thus ðLðzÞ  lÞgðzÞ ¼ f ðzÞ and gðzÞADðLðzÞÞ; hence ðL˜  lÞg ¼ f : This implies that
M is a right inverse of L˜  l: For any gADðL˜Þ; put f ¼ ðL˜  lÞg: Then f ðzÞ ¼
ðLðzÞ  lÞgðzÞ for a.e. z: Thus ðLðzÞ  lÞ1f ðzÞ ¼ gðzÞ and f ðzÞAH; i.e., Mf ¼ g:
This implies that M is a left inverse of L˜  l: Hence ðL˜  lÞ1 ¼ M: By the unitary
equivalence (2.3) of L and L˜; we have that lArðLÞ and ðL  lÞ1 ¼FMF: &
Lemma 2.4. The spectra of LðzÞ and Lðzþ 2pzÞ coincide for each zACd and zAZd : If
ðLðzÞ  lÞ1 exists for lAC and zACd ; then FðzÞ ¼ Fðzþ 2pzÞ for any zAZd :
Proof. Since LðzÞ and Lðzþ 2pzÞ are unitary equivalent, the ﬁrst claim holds. Let us
show the second claim. Note
ei2pzxðLðzþ 2pzÞ  lÞ1 ¼ ðLðzÞ  lÞ1ei2pzx: ð2:6Þ
Hence we have
Fðzþ 2pzÞ
¼ eiðxlÞzei2pzxðLðzþ 2pzÞ  lÞ1
X
mAZd
f ð  mÞeiðmÞðzþ2pzÞ
 !
ðxÞ
¼ eiðxlÞzðLðzÞ  lÞ1 ei2pzðÞ
X
mAZd
f ð  mÞeiðmÞðzþ2pzÞ
 !
ðxÞ ¼ FðzÞ: &
We close this section by showing that Theorem 1.1 follows from Theorem 1.2.
Proof of Theorem 1.1. Suppose that Theorem 1.2 holds. Assume that the operator L
satisﬁes supb EðbÞ40: Choose b0ARd such that Eðb0Þ40; and consider the operator
L1 ¼ eb0xLeb0x: Then the principal eigenvalue l1ðbÞ of L1ðibÞ ¼ ebxL1ebx is equal
to Eðbþ b0Þ; and so l1ð0Þ40: By Proposition 2.3, inf Re sðL1ÞXl1ð0Þ: Thus
inf Re sðL1Þ40: Since the minimal Green function G1 of L1 is the integral kernel of
the resolvent L11 (cf. [27, Theorem 2.3]), the Green function G1 has the same
asymptotics as in Theorem 1.1. On the other hand, the minimal Green function G of
L satisﬁes G1ðx; yÞ ¼ eb0xGðx; yÞeb0y: Thus we obtain the asymptotics of G in
Theorem 1.1. &
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3. Analysis of LðfÞ1
In this section we assume Eð0Þ40: Recall that CL ¼ fcAH1locðRdÞ; Lc ¼
0 and c40g and G0 ¼ fbARd ; there exists c ¼ ebxuACL; where u is periodicg:
For each sASd1; take bsAG0 such that the supremum supbAG0b  s is attained at
b ¼ bs: Put Zs ¼ bs=jbsj: We see that Zs is smooth in s: Choose an Rdðd1Þ-valued
smooth function es ¼ ðes;1;y; es;d1Þ on Sd1 such that for any sASd1;
fes;1;y; es;d1; sg is an orthonormal basis of Rd : Note that LðzÞ; zACd ; is an
analytic family of type (B) (cf. [18,32]). Since the principal eigenvalue EðbÞ
is nondegenerate, the analytic perturbation theory shows that EðbÞ has an
analytic continuation LðzÞ; z ¼ aþ ib; to a neighborhood N of iRd ¼ fib; bARdg
such that LðzÞ is also a nondegenerate eigenvalue of LðzÞ (cf. [32, Theorem XII.8]).
Note that EðbÞ ¼ LðibÞ; bARd : We introduce new coordinates ðw; zÞ near ibs
such that
z ¼ wZs þ z  es ¼ wZs þ
Xd1
j¼1
zjes; j; wAC; z ¼ ðz1;y; zd1ÞACd1:
We write Lsðw; zÞ ¼ LðwZs þ z  esÞ:
Lemma 3.1. There exist R40 and a CN-function wðs; zÞ of ðs; zÞAD ¼ Sd1 
fzACd1; jzjoRg such that wðs; zÞZs þ z  esAN for ðs; zÞAD; wðs; 0Þ ¼ ijbsj; and
Lsðwðs; zÞ; zÞ ¼ 0 on D: For each sASd1; wðs; zÞ is holomorphic in
zAfzACd1; jzjoRg:
Proof. Note that Lsðijbsj; 0Þ ¼ EðbsÞ ¼ 0: It follows from Theorem AP and the
assumption Eð0Þ40 that s  bs40 and rEðbsÞ ¼ cs for some c40: Thus
i
@Ls
@w
ðijbsj; 0Þ ¼ Zs  rEðbsÞo0: ð3:1Þ
By the implicit function theorem, for each s0ASd1 there exist Rs040 and a unique
smooth function ws0ðs; zÞ on Ds0 ¼ fjs  s0joRs0g  fjzjoRs0g such that ws0ðs0; 0Þ ¼
ijbs0 j and Lsðws0ðs; zÞ; zÞ ¼ 0 on Ds0 : By the compactness of Sd1; we can choose a
ﬁnite number of fsjg such that Sd1  fz ¼ 0gC
S
j Dsj : Put R ¼ minj Rsj : Since
Lsðw; zÞ is holomorphic in ðw; zÞ; it follows from the implicit function theorem for
holomorhic functions that wsj are holomorphic on fjzjoRg: Thus wsj ðs; zÞ ¼ wskðs; zÞ
on ðfjs  sjjoRsjg-fjs  skjoRskgÞ  fjzjoRg: So we obtain a desired function
wðs; zÞ on D ¼ Sd1  fjzjoRg by taking wðs; zÞ ¼ wsj ðs; zÞ on D-Dsj : The last
claim has been shown already. &
Write wsðzÞ ¼ wðs; zÞ:
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Lemma 3.2. For every 1pj; kpd  1;
@ws
@zj
ð0Þ ¼ 0; ð3:2Þ
@2ws
@zj@zk
ð0Þ ¼ i @
2Im ws
@zj@zk
ð0Þ ¼ i es; j Hess EðbsÞes;k
Zs  rEðbsÞ
: ð3:3Þ
Furthermore, the matrix
Hess Im wsð0Þ ¼ @
2Im ws
@zj@zk
ð0Þ
 
1pj;kpd1
is positive definite, and there exist p; p040 independent of sASd1 such that any
eigenvalue ls of Hess Im wsð0Þ satisfies pplspp0:
Proof. Equalities (3.2) and (3.3) follow from @Ls@zj ðijbsj; 0Þ ¼ 0; 1pjpd  1: By (3.1),
(3.3), and Theorem AP, Hess Im wsð0Þ is positive deﬁnite. The upper and lower
estimates of the eigenvalues follow from the positivity and the continuity of
Hess Im wsð0Þ in sASd1: &
Let us deﬁne two families of solutions to LðzÞu ¼ 0 and LðzÞv ¼ 0: Let PðzÞ;
zAN; be the projection onto the eigenspace corresponding to the eigenvalue LðzÞ of
LðzÞ along ðI  PðzÞÞL2ðTdÞ: Then PðzÞ is holomorphic in zAN: Note that PðzÞ is
the projection onto the eigenspace corresponding to the eigenvalue %LðzÞ of LðzÞ: Fix
*bAG0 and let u *b and v *b be positive solutions to Lði *bÞu ¼ 0 and Lði *bÞv ¼ 0;
respectively. Put
jzðxÞ ¼ PðzÞu *bðxÞ and czðxÞ ¼ PðzÞv *bðxÞ: ð3:4Þ
Then we have the following lemma (see also [21, Lemma 14]).
Lemma 3.3. (i) For zAN; the functions jzðxÞ and czðxÞ belong to H1ðTdÞ and are
Ho¨lder continuous solutions to ðLðzÞ  LðzÞÞu ¼ 0 and ðLðzÞ  %LðzÞÞv ¼ 0; respec-
tively. (ii) jz and cz are holomorphic in z on N as H
1ðTdÞ-valued functions. (iii) For
any compact set D in N and any multi-index g;
sup
zAD
ðjj@gzjzjjCðTd Þ þ jj@gzczjjCðTd ÞÞpCD;g ð3:5Þ
for some constant CD;g40:
Proof. Except for the Ho¨lder continuity of jz and cz; assertion (i) follows from
deﬁnition (3.4). The Ho¨lder continuity will be shown ﬁnally.
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(ii) Put Re hð0Þ ¼ ðhð0Þ þ hð0ÞÞ=2; where hð0Þ is the adjoint form of hð0Þ: Let L0
be the operator associated with the form Re hð0Þ: By deﬁnition, L0 ¼ Re Lð0Þ: By
Proposition 2.1 and the assumption Eð0Þ40; L0 is positive and selfadjoint. We
have that L0 has a compact resolvent, and the domain of L
1=2
0 is H
1ðTdÞ (cf. [18,9]).
Let fJðzÞg be a bounded holomorphic family of operators associated with the
bounded form
jðzÞ½u; v ¼ ðhðzÞ Re hð0ÞÞ½L1=20 u; L1=20 v
¼ iðazL1=20 u;rL1=20 vÞ  iðarL1=20 u; %zL1=20 vÞ þ ðazL1=20 u; %zL1=20 vÞ
 1
2
ðb  rL1=20 u; L1=20 vÞ þ 12 ðL1=20 u; b  rL1=20 vÞ
 iðb  zL1=20 u; L1=20 vÞ: ð3:6Þ
We have
hðzÞ½u; v ¼ ðð1þ JðzÞÞL1=20 u; L1=20 vÞ; u; vAH1ðTdÞ:
Hence, for lArðLðzÞÞ;
LðzÞ ¼ L1=20 ð1þ JðzÞÞL1=20 ;
ðLðzÞ  lÞ1 ¼ L1=20 ð1þ JðzÞ  lL10 Þ1L1=20 ð3:7Þ
(cf. [18]). By the analytic perturbation theory, for z0AN there exist d; d
040 such that
for jz z0jpd
PðzÞ ¼ 1
2pi
I
jlLðz0Þj¼d0
ðLðzÞ  lÞ1 dl
¼1
2pi
I
jlLðz0Þj¼d0
L
1=2
0 ð1þ JðzÞ  lL10 Þ1L1=20 dl: ð3:8Þ
Since L
1=2
0 is a bounded operator from L
2ðTdÞ to H1ðTdÞ; this shows (ii).
(iii) We show assertion (iii) by using the above integral representation of PðzÞ:
We may assume that D ¼ fz; jz z0jpdg: Suppose that uAH1ðTdÞ satisﬁes
ðLðzÞ  lÞu ¼ fALNðTdÞ for l with jl Lðz0Þj ¼ d0: Then Leizxu ¼ leizxu þ eizxf
in Rd : With eizxu ¼ u1 þ iu2; l ¼ l1 þ il2; u3 ¼ l1u1  l2u2; u4 ¼ l2u1 þ l1u2; and
eizxf ¼ f1 þ if2; we have
Lu1 ¼ u3 þ f1; Lu2 ¼ u4 þ f2:
In order to apply The´ore`me 5.4 of [35] to the above equations, we need an auxiliary
operator. Choose a ball B*½1; 2d ; and let DB be the Dirichlet realization of D
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on B: For any vAL2ðBÞ; we have
v ¼ 
Xd
j¼1
@
@xj
Vj; Vj ¼ @
@xj
ðDBÞ1v:
Since uAH1ðTdÞ; the Sobolev inequality implies that uALq1ðTdÞ for any
2oq1o2d=ðd  2Þ; and so Uj ¼ @@xjðDBÞ
1
uALp1ðBÞ for any 2op1o2d=ðd  4Þþ;
where ðd  4Þþ ¼ maxðd  4; 0Þ: Suppose that do6: Then we can choose p1 and q1
so that p14d and q14d=2: Thus The´ore`me 5.4 (see also [12, Theorem 8.17]) shows
that there exists a positive constant C independent of z and l such that
jju1jjLNðTd ÞpCðjju1jjL2ð½1;2d Þ þ jju3jjLq1 ð½1;2d Þ þ jj f1jjLNð½1;2d ÞÞpCjj f jjLNðTd Þ
Here, in deriving the second inequality, we have used supfjeizxj; xA½1; 2d ;
zADgoN: Similarly, if do6; then jju2jjLNðTd ÞpCjj f jjLNðTd Þ: Thus
jjujjLNðTd ÞpCjj f jjLNðTd Þ: ð3:9Þ
Now, suppose that dX6: Then The´ore`me 5.4 implies that for any q2 with
2oq2o2d=ðd  6Þþ there exists a positive constant C such that
jjujjLq2 ðTd ÞpCjj f jjLNðTd Þ:
Repeating this argument ﬁnite times, we obtain (3.9) also in the case dX6: Hence
the operator norm jjðLðzÞ  lÞ1jjBðLNðTd ÞÞ is bounded by some positive
constant independent of z and l: Thus supzADjjPðzÞjjBðLNðTd ÞÞpCD for some
positive constant CD: This together with Cauchy’s integral formula yields
supzADjj@gzPðzÞjjBðLNðTd ÞÞpCD;g for some positive constant CD;g: Finally, The´ore`me
7.2 of [35], (3.8), and (3.9) imply that jz and cz together with their derivatives
in z are Ho¨lder continuous. This proves (3.5) and completes the proof of
assertion (i). &
Proposition 3.4. There exists r40 such that for each sASd1 and zARd1 with jzjor;
the inverse LðwZs þ z  esÞ1 has a simple pole wsðzÞ as a function of w; and has the
following asymptotics at the pole:
LðwZs þ z  esÞ1 ¼
As;z
w  wsðzÞ þ Oð1Þ;
where
As;z ¼ 1Zs  rLðwsðzÞZs þ z  esÞ
ð; vs;zÞus;z
ðus;z; vs;zÞ ð3:10Þ
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and
us;zðxÞ ¼ PðwsðzÞZs þ z  esÞu *bðxÞ and vs;zðxÞ ¼ PðwsðzÞZs þ z  esÞv *bðxÞ:
Proof. By (3.7) we have LðzÞ1 ¼ L1=20 ð1þ JðzÞÞ1L1=20 if 0ArðLðzÞÞ: We claim
that JðzÞ is a compact operator on L2ðTdÞ: By (3.6) we have
JðzÞ ¼ iðrL1=20 Þ  azL1=20  iL1=20 z  arL1=20 þ L1=20 z  azL1=20
 1
2
L
1=2
0 b  rL1=20 þ 12 ðrL1=20 Þ  bL1=20  iL1=20 b  zL1=20 :
Here, rL1=20 is bounded and so is its adjoint. Since L1=20 is compact, azL1=20 and
L
1=2
0 z  a are compact. Since L1=20 is bounded from L2ðTdÞ to H1ðTdÞ; it follows
that L
1=2
0 is compact from L
2ðTdÞ to LqðTdÞ for any qo2d=ðd  2Þ: For some E40;
b is bounded from LrðTdÞ; r ¼ 2ðd þ EÞ=ðd þ E 2Þ; to L2ðTdÞ: Hence, bL1=20 is
compact and so is its adjoint. Thus we have shown the claim.
Put KðwÞ ¼ JðwZs þ z  esÞ and w0 ¼ wsðzÞ: By the Fredholm theory (cf. [32,
Theorem VI.14]), ð1þ KðwÞÞ1 has the following form:
ð1þ KðwÞÞ1 ¼ Anðw  w0Þn þ?þ
A1
w  w0 þ rðwÞ; ð3:11Þ
where nX1; Aj; 1pjpn; are ﬁnite rank operators, and rðwÞ is a bounded operator-
valued holomorphic function. From the relation
1 ¼ ð1þ KðwÞÞð1þ KðwÞÞ1 ¼ ð1þ KðwÞÞ Anðw  w0Þn þ?þ
A1
ðw  w0Þ1
þ rðwÞ
" #
;
we have ðw  w0Þn ¼ ð1þ KðwÞÞAn þ Oððw  w0ÞÞ: Hence
ð1þ Kðw0ÞÞAn ¼ 0: ð3:12Þ
Similarly, Anð1þ Kðw0ÞÞ ¼ 0: These imply that
Lðw0Zs þ z  esÞL1=20 An ¼ 0; Lðw0Zs þ z  esÞL1=20 An ¼ 0:
Since the kernels of Lðw0Zs þ z  esÞ and Lðw0Zs þ z  esÞ are one dimensional, it
follows from these that An must be of the form
An ¼ cð; L1=20 vs;zÞL1=20 us;z ð3:13Þ
for some constant c: Furthermore, we have by (3.12)
An  ð1þ KðwÞÞ1ðKðwÞ  Kðw0ÞÞAn ¼ 0; waw0:
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Multiplying this by ðw  w0Þn1 and taking the limit w-w0; we have by (3.11)
AnK
0ðw0ÞAn ¼ 0; nX2;
An  AnK 0ðw0ÞAn ¼ 0; n ¼ 1; ð3:14Þ
where K 0 is the derivative of K : First consider the case nX2: By (3.13),
c2ð; L1=20 vs;zÞðK 0ðw0ÞL1=20 us;z; L1=20 vs;zÞL1=20 us;z ¼ 0: ð3:15Þ
We claim that the following equality holds:
ðK 0ðw0ÞL1=20 us;z; L1=20 vs;zÞ ¼ Zs  rLðw0Zs þ z  esÞðus;z; vs;zÞ: ð3:16Þ
In fact, for wZs þ z  esAN put fw ¼ PðwZs þ z  esÞu *b and gw ¼ PðwZs þ z  esÞv *b:
Then we have LðwZs þ z  esÞ fw ¼ LðwZs þ z  esÞ fw and LðwZs þ z  esÞgw ¼
%LðwZs þ z  esÞgw: Hence ðLðwZs þ z  esÞ fw; gwÞ ¼ LðwZs þ z  esÞð fw; gwÞ; and
so by (3.7),
ðð1þ KðwÞÞL1=20 fw; L1=20 gwÞ ¼ LðwZs þ z  esÞð fw; gwÞ:
Noting that by Lemma 3.3(ii), fw and gw are holomorphic in w as H
1ðTdÞ-valued
functions, differentiate this in w to get
ðK 0ðwÞL1=20 fw; L1=20 gwÞ ¼ Zs  rLðwZs þ z  esÞð fw; gwÞ:
Taking w ¼ w0; we have (3.16). Since PðibsÞ ¼ ð; vbsÞubs=ðubs ; vbsÞ; us;0 ¼ PðibsÞu *b
and vs;0 ¼ PðibsÞv *b are positive functions. By (3.16), we have
ðK 0ðw0ÞL1=20 us;z; L1=20 vs;zÞjz¼0 ¼ Zs  rLðibsÞðus;0; vs;0Þ ¼ iZs  rEðbsÞðus;0; vs;0Þa0:
Hence, the factor ð; L1=20 vs;zÞðK 0ðw0ÞL1=20 us;z; L1=20 vs;zÞL1=20 us;z in (3.15) is non-
vanishing for z near 0 because of its continuity in z: Thus the constant c in (3.13)
must be zero if nX2; so we have n ¼ 1 in (3.11). It follows from (3.13) and (3.14) that
c ¼ ðK 0ðw0ÞL1=20 us;z; L1=20 vs;zÞ1:
Hence we have by (3.13) and (3.16)
As;z ¼ L1=20 A1L1=20 ¼
ð; vs;zÞus;z
Zs  rLðw0Zs þ z  esÞðus;z; vs;zÞ
: &
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4. Saddle point method
In this section we describe for self-containedness a saddle point method which
we shall use in proving Theorem 1.2. For the saddle point method, see also
[17, Theorem 7.7.5].
Proposition 4.1. Let U be an open neighborhood of the origin in Rd ; dX1; such
that BcCU for some constant c40; where Bc is the ball fxARd ; jxjocg: Let jðxÞ and
aðxÞ be CN-functions on a neighborhood of %U satisfying jjjjjC9ðUÞpb1 and
jjajjC6ðUÞpb2 for some constants b1 and b2: Assume that rjð0Þ ¼ 0; Hess jð0Þ ¼
Hess Re jð0Þ; and it is positive definite. Further suppose that there exists p40 such
that pjxj2px Hess jð0Þx for xARd and Re ðjðxÞ  jð0ÞÞXpjxj2=4 for xAU : Then
the asymptotics
Z
U
eljðxÞaðxÞ dx ¼ 2p
l
 d=2
eljð0Þ
ðdet Hess jð0ÞÞ1=2
ðað0Þ þ Oðl1ÞÞ as l-N
holds, where the term Oðl1Þ satisfies jOðl1ÞjpCl1; l41; with a positive constant
C dependent only on c; b1; b2; p; and d:
Proof. We show the proposition by using the argument in [4]. Put H ¼ Hess jð0Þ:
First we claim that if aACN0 ðUÞ; then the asymptoticsZ
U
elxHx=2aðxÞ dx
¼ 2p
l
 d=2
ðdet HÞ1=2
 að0Þ þ r  H
1r
2l
að0Þ þ 1
2
r  H1r
2l
 2
að0Þ þ Oðl3Þ
" #
as l-N ð4:1Þ
holds, where the term Oðl3Þ satisﬁes jOðl3ÞjpCl3; l41; with a positive constant
C dependent only on b2; p; and d: By changing integral variables, we haveZ
U
elxHx=2aðxÞ dx ¼ ðdet HÞ1=2
Z
Rd
ely
2=2aðH1=2yÞ dy: ð4:2Þ
By the Taylor expansion
aðH1=2yÞ ¼
X5
j¼0
ðH1=2y  rxÞ jað0Þ
j!
þ RðyÞ;
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where
RðyÞ ¼
X
jaj¼6
ðH1=2yÞa
6!
Z 1
0
ð1 tÞ6@aaðtH1=2yÞ dt;
the right-hand side of (4.2) becomes
ðdet HÞ1=2
X5
j¼0
Z
Rd
ely
2=2 ðH1=2y  rxÞ jað0Þ
j!
dy þ
Z
Rd
ely
2=2RðyÞ dy
 !
:
Each integral corresponding to j ¼ 1; 3; 5 in the summation vanishes since
the integrand is an odd function. The ﬁrst term in ½? of (4.1) is obtained by the
integral corresponding to j ¼ 0 in the summation. To get the second term in ½? of
(4.1) note thatZ
Rd
ely
2=2ðH1=2y  rxÞ2að0Þ dy ¼
Z
Rd
ely
2=2ðy  H1=2rxÞ2að0Þ dy
¼
Z
Rd
ely
2=2
Xd
j¼1
y2j ðH1=2rxÞ2j að0Þ dy:
By the equalities
R
Rd e
ly2=2y2j dy ¼ l1ð2p=lÞd=2 and
Xd
j¼1
ðH1=2rxÞ2j að0Þ ¼ ðrx  H1rxÞað0Þ;
we have the second term. Similarly, we haveZ
Rd
ely
2=2ðH1=2y  rxÞ4að0Þ dy ¼
Z
Rd
ely
2=2

Xd
j¼1
y4j ðH1=2rxÞ4j að0Þ þ 6
X
1pj;kpd
jak
y2j y
2
kðH1=2rxÞ2j ðH1=2rxÞ2kað0Þ
2
664
3
775dy:
By
R
Rd
ely
2=2y4j dy ¼ 3l2ð2p=lÞd=2 and
R
Rd
ely
2=2y2j y
2
k dy ¼ l2ð2p=lÞd=2; jak; we
obtain the third term in ½? of (4.1). The remainder term Oðl3Þ in (4.1) is obtained
by the estimateZ
Rd
ely
2=2
X
jaj¼6
ðH1=2yÞa
Z 1
0
ð1 tÞ6@aaðtH1=2yÞ dt
2
4
3
5 dy


pCd jjajjC6p3
Z
Rd
ely
2=2jyj6 dypCd jjajjC6p3l3:
Thus we have shown (4.1).
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Now, let us show the proposition by using (4.1). Let wðxÞ be a CN0 ðBcÞ-function
such that wðxÞ ¼ 1 on Bc=2 and 0pwðxÞp1: We haveZ
U
eljðxÞaðxÞ dx
¼
Z
U
eljðxÞaðxÞwðl1=3xÞ dx þ
Z
U
eljðxÞaðxÞð1 wðl1=3xÞÞ dx: ð4:3Þ
Use jðxÞ ¼ jð0Þ þ x  Hx=2þ rðxÞ with
rðxÞ ¼ 61
X
jaj¼3
xa
Z 1
0
ð1 tÞ2@ajðtxÞ dt
to get Z
U
eljðxÞaðxÞwðl1=3xÞ dx ¼ eljð0Þ
Z
Rd
elxHx=2elrðxÞaðxÞwðl1=3xÞ dx
¼ eljð0Þld=3
Z
Rd
el
1=3yHy=2blðyÞ dy;
ðy ¼ l1=3xÞ; ð4:4Þ
where blðyÞ ¼ exp½61
P
jaj¼3 y
a
R 1
0 ð1 tÞ3@ajðtl1=3yÞ dtaðl1=3yÞwðyÞ: Note that
there exists Cm40 independent of l41 such that supy j@ayblðyÞjpCm; jajpm:
Applying (4.1) to the integral of the right-hand side of (4.4), we haveZ
U
eljðxÞaðxÞwðl1=3xÞ dx ¼ 2p
l
 d=2
eljð0Þ
ðdet HÞ1=2
ðað0Þ þ Oðl1ÞÞ; ð4:5Þ
where Oðl1Þ satisﬁes jOðl1ÞjpCl1 with a constant C40 depending only on c; b1;
b2 and p: The second term in the right-hand side of (4.3) is estimated byZ
U
eljðxÞaðxÞð1 wðl1=3xÞÞ dx

p elRe jð0ÞjjajjC0
Z
U
elpjxj
2=4j1 wðl1=3xÞj dx
p elRe jð0ÞjjajjC0epl
1=3c2=32
Z
U
elpjxj
2=8 dx:
This together with (4.5) shows the proposition. &
5. Proof of Theorem 1.2
By Proposition 2.3, the resolvent L1 exists. It remains to show (1.1) under the
assumption Lð0Þ40: Put F0ðLÞ ¼ fzACd ; LðzÞu ¼ 0 for some non-zero uAH1ðTdÞg
which is called the Fermi variety. Note that F0ðLÞ is a closed set. In fact, suppose
that F0ðLÞ{zj-z; LðzjÞuzj ¼ 0; and jjuzj jjL2ðTd Þ ¼ 1: Then fuzjg is bounded in
H1ðTdÞ: We choose a subsequence of fuzjg such that for some nonzero uAH1ðTdÞ;
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uzjn-u weakly in H
1ðTdÞ: Thus we have LðzÞu ¼ 0: For sASd1 and d40; put
Us;d ¼ fzARd1; jzjoR; Im wsðzÞojbsj þ dg:
We claim that there exists d040 such that for any sASd1;
F0ðLÞ- ðp; pÞd þ fiZst; 0ptojbsj þ 2d0g
n o
¼ fwsðzÞZs þ z  es; zAUs;2d0 g:
The inclusion* clearly holds. To show the opposite inclusion, suppose that for each
nX1 integer there exists ðsn; wn; znÞASd1  C Rd1 such that
wnZsn þ zn  esnAF0ðLÞ-fðp; pÞd þ fiZsn t; 0ptojbsn j þ 1=ngg
and wnawsnðznÞ: By Theorem AP and Proposition 2.1, for d40
F0ðLÞ-fðp; pÞd þ fiZst; 0ptojbsj þ dgg
¼ F0ðLÞ-fðp; pÞd þ fiZst; jbsjptojbsj þ dgg:
Hence we can take a subsequence of fðsn; wn; znÞg such that ðsnj ; wnj ; znj Þ-ðs0; x þ
ijbsj; zÞ for some ðs0; x; zÞASd1  R Rd1: Since F0ðLÞ is closed it follows that
ðx þ ijbs0 jÞZs0 þ z  es0AF0ðLÞ: Thus Proposition 2.2 implies x ¼ 0 and z ¼ 0: But this
contradicts to that F0ðLÞ consists only of zeros of LðzÞ near z ¼ ibs0 (cf. [21, Lemma
15]), and w ¼ wsðzÞ is the unique solution to LðwZs þ z  esÞ ¼ 0 near ðs; w; zÞ ¼
ðs0; ijbs0 j; 0Þ: We have shown the claim. By Lemma 3.2, there exist positive constants
dod0; c; and p independent of sASd1 such that %BcCUs;2d and Im ðwsðzÞ 
wsð0ÞÞXpjzj2 on Us;2d; where Bc is the ball Bc ¼ fzARd1; jzjocg:
Let P be a map deﬁned by P : tZs þ z  es-z; and let Q ¼ P½p; pd : For each
zAQ; put
t1ðzÞ ¼ minft; tZs þ z  esA½p; pdg and t2ðzÞ ¼ maxft; tZs þ z  esA½p; pdg:
We can write ½p; pd as ½p; pd ¼ ftZs þ z  es; zAQ; t1ðzÞptpt2ðzÞg: For 1pjpd;
let Mj and M˜j be ðd  1Þ-dimensional cubes given by
Mj ¼ fðz1;y; zj1; p; zjþ1;y; zdÞ;  ppzkpp; kajg
and M˜j ¼ fðz1;y; zj1;p; zjþ1;y; zdÞ;  ppzkpp; kajg: Take NjAfMj; M˜jg;
1pjpd; such that Sdj¼1 Nj ¼ ft1ðzÞZs þ z  es; zAQg and Q ¼ PðSdj¼1 NjÞ: Then
putting N˜j ¼ ðMj,M˜jÞ\Nj; we have
Sd
j¼1 N˜j ¼ ft2ðzÞZs þ z  es; zAQg and Q ¼
PðSdj¼1 N˜jÞ:
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By Proposition 2.3 and Lemma 2.4, we have for any xATd and lAZd ;
ðL1f Þðx  lÞ ¼ ð2pÞd
Z
½p;pd
FðzÞ dz;
where
FðzÞ ¼ eiðxlÞzLðzÞ1
X
mAZd
f ð  mÞeiðmÞz
 !
ðxÞ:
We change the integral variables from z to ðt; zÞAR Rd1 such that z ¼ tZs þ z  es:
By Fubini’s theorem, we have
ðL1f Þðx  lÞ ¼ jDsj
ð2pÞd
Z
Q
dz
Z t2ðzÞ
t1ðzÞ
dt FðtZs þ z  esÞ; ð5:1Þ
where Ds ¼ detðZs; es;1;y; es;d1Þ: For each zAQ let C ¼ C1,C2,C3,C4 and
C˜ ¼ C1,C˜2,C˜3,C˜4 be closed contours in C given by
C1 ¼ ft : t1ðzÞ-t2ðzÞg; C2 ¼ ft2ðzÞ þ it; t : 0-jbsj þ 2dg;
C3 ¼ ft þ iðjbsj þ 2dÞ; t : t2ðzÞ-t1ðzÞg; C4 ¼ ft1ðzÞ þ it; t : jbsj þ 2d-0g;
C˜2 ¼ ft2ðzÞ þ it; t : 0-jbsj þ d=2g;
C˜3 ¼ ft þ iðjbsj þ d=2Þ; t : t2ðzÞ-t1ðzÞg; C˜4 ¼ ft1ðzÞ þ it; t : jbsj þ d=2-0g:
By the above argument, for zAUs;d the integrand in (5.1) has only a simple pole wsðzÞ
near and inside C; and for zAQ\Us;d the integrand in (5.1) is holomorphic near and
inside C˜: Hence the residue theorem shows
ðL1f Þðx  lÞ ¼ I1 f ðx  lÞ þ I2 f ðx  lÞ
with
I1 f ðx  lÞ ¼ 2pijDsjð2pÞd
Z
Us;d
dz exp½iðx  lÞ  ðwsðzÞZs þ z  esÞ
 ð
P
m f ð  mÞexp½ið  mÞ  ðwsðzÞZs þ z  esÞ; vs;zÞus;zðxÞ
Zs  rLðwsðzÞZs þ z  esÞðus;z; vs;zÞ
;
I2 f ðx  lÞ ¼  jDsjð2pÞd
Z
Us;d
dz
Z
C2,C3,C4
dw þ
Z
Q\Us;d
dz
Z
C˜2,C˜3,C˜4
dw
 !
 FðwZs þ z  esÞ:
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By Fubini’s theorem, the integral kernel I1ðx; yÞ; x; yARd ; of I1 is equal to
ijDsj
ð2pÞd1
Z
Us;d
dz
exp½iðx  yÞ  ðwsðzÞZs þ z  esÞus;zðxÞvs;zðyÞ
Zs  rLðwsðzÞZs þ z  esÞðus;z; vs;zÞ
;
where us;z and vs;z are regarded as periodic functions on R
d : Take s ¼ ðx  yÞ=jx  yj:
Note that ðx  yÞ  Zs40 and ðx  yÞ  ðz  esÞ ¼ 0: In view of Lemmas 3.2 and 3.3(iii),
we apply the saddle point method, Proposition 4.1, to obtain that I1ðx; yÞ has the
asymptotics
I1ðx; yÞ ¼ jDsjð2pÞd1
2p
ðx  yÞ  Zs
 ðd1Þ=2
eðxyÞbs
ðdet Hess Im wsð0ÞÞ1=2
 us;0ðxÞvs;0ðyÞ
Zs  rEðbsÞðus;0; vs;0Þ
þ Oðjx  yj1Þ
 !
¼ jDsj
ð2pÞðd1Þ=2
ðZs  rEðbsÞÞðd3Þ=2
ðdetðes; j Hess EðbsÞes;kÞÞ1=2
 e
ðxyÞbs
ððx  yÞ  ZsÞðd1Þ=2
ubsðxÞvbsðyÞ
ðubs ; vbsÞ
 ð1þ Oðjx  yj1ÞÞ:
Here, we have used (3.3) and us;0 ¼ PðibsÞu *b ¼ cubs and vs;0 ¼ PðibsÞv *b ¼ c0vbs ;
c; c0a0; in the second equality. Since x  y and rEðbsÞ have the same direction,
we have
Zs  ðx  yÞ ¼
Zs  rEðbsÞ
jrEðbsÞj
jx  yj:
Note that jDsj ¼ Zs  rEðbsÞ=jrEðbsÞj: Thus we have
I1ðx; yÞ ¼ e
ðxyÞbs
ð2pjx  yjÞðd1Þ=2
jrEðbsÞjðd3Þ=2
detðes; j Hess EðbsÞes;kÞ1=2
ubsðxÞvbsðyÞ
ðubs ; vbsÞ
 ð1þ Oðjx  yj1ÞÞ: ð5:2Þ
This gives the main term of asymptotics (1.1).
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Next, we estimate the integral kernel of I2: We abbreviate Zs and es to Z and e:
We have
I2 f ðx  lÞ ¼  jDsjð2pÞd
Z
Q
dz
Z
C˜2,C˜4
dw þ
Z
Us;d
dz
Z
ðC2\C˜2Þ,C3,ðC4\C˜4Þ
dw
 
þ
Z
Q\Us;d
dz
Z
C˜3
dw
!
FðwZþ z  eÞ: ð5:3Þ
Let us show that the ﬁrst term in ð?Þ of (5.3) vanishes. Parametrizing C˜2 and C˜4;
we have
jDsj
Z
Q
dz
Z
C˜2,C˜4
dw FðwZþ z  eÞ
¼ jDsj
Z
Sd
j¼1 PN˜j
dz
Z
C˜2
dw þ
Z
Sd
j¼1 PNj
dz
Z
C˜4
dw
 !
FðwZþ z  eÞ
¼ ijDsj
Xd
j¼1
Z
PN˜j
dz
Z jbsjþd=2
0
dt Fððt2ðzÞ þ itÞZþ z  eÞ
 

Z
PNj
dz
Z jbsjþd=2
0
dt Fððt1ðzÞ þ itÞZþ z  eÞ
!
:
If the measure jPNjj ¼ jPN˜jja0; change the integral variables from zAPN˜j to
z0 ¼ t2ðzÞZþ z  eAN˜j and from zAPNj to z0 ¼ t1ðzÞZþ z  eANj: Then the right-hand
side equals
i
X
1pjpd
jPNj ja0
jZjj
Z
N˜j
dz0
Z jbsjþd=2
0
dt Fðz0 þ itZÞ 
Z
Nj
dz0
Z jbsjþd=2
0
dt Fðz0 þ itZÞ
 !
;
where Zj is the jth component of Z and dz
0 ¼ dz1?dzj1dzjþ1?dzd if z0ANj,N˜j: By
Lemma 2.4 and Nj  N˜j mod ð2pZÞd ; this quantity vanishes. Denote the integral
kernel of the resolvent LðzÞ1 by Ezðx; yÞ: Note that there exists a positive constant C
such that for any z in the integral domain of (5.3),
jEzðx; yÞjp
Cð1þ jlog jx  yjjÞ; d ¼ 2;
Cjx  yj2d ; dX3
(
ð5:4Þ
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(cf. [15,24]). By Fubini’s theorem, the integral kernel I2ðx  l; y  mÞ of I2 is written
as, for x; yATd and l; mAZd ;
I2ðx  l; y  mÞ ¼  jDsjð2pÞd
Z
Us;d
dz
Z
ðC2\C˜2Þ,C3,ðC4\C˜4Þ
dw þ
Z
Q\Us;d
dz
Z
C˜3
dw
 !
 exp½iðx  l  y þ mÞ  ðwZþ z  eÞEwZþzeðx; yÞ: ð5:5Þ
In the rest of the proof we suppose dX3: Since the case d ¼ 2 is similarly shown, we
omit the proof. By (5.4) and (5.5) we have for some d040
jI2ðx  l; y  mÞjpCeðxlyþmÞbs edðxlyþmÞZ=2jx  yj2d
pCeðxlyþmÞbs ed0jlmjjx  yj2d :
If x; yATd and l; mAZd satisfy jx  yj2ded0 jlmjped0 jlmj=2; i.e., jx  yjX
ed
0jlmj=ð2ðd2ÞÞ; then
jI2ðx  l; y  mÞjpCeðxlyþmÞbs ed
0 jlmj=2:
Hence we have
Gðx  l; y  mÞ ¼ Mðx  l; y  mÞð1þ Oðjl  mj1ÞÞ; ð5:6Þ
where Mðx  l; y  mÞ is the main term in (1.1):
Mðx  l; y  mÞ
¼ e
ðxlyþmÞbs
ð2pjx  l  y þ mjÞðd1Þ=2
jrEðbsÞjðd3Þ=2
detðes; j Hess EðbsÞes;kÞ1=2
ubsðxÞvbsðyÞ
ðubs ; vbsÞ
:
Next consider the case jx  yjoed0 jlmj=ð2ðd2ÞÞ: Harnack’s inequality implies that
there exists a positive constant C such that
sup
xATd
Gðx  l; y  mÞpCGðx0  l; y  mÞ; x0ATd : ð5:7Þ
Furthermore, by the Ho¨lder continuity of solutions (cf. [35, The´ore`me 7.1]), there
exist a; C40 such that
jGðx  l; y  mÞ  Gðx0  l; y  mÞj
pCjx  x0ja sup
xATd
Gðx  l; y  mÞ: ð5:8Þ
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Fix x0ATd such that jx0  yj ¼ ed0jlmj=ð2ðd2ÞÞ: Then jx  x0jp2ed0 jlmj=ð2ðd2ÞÞ:
Hence by (5.6)–(5.8),
Gðx  l; y  mÞ ¼Gðx0  l; y  mÞð1þ Oðead0jlmj=ð2ðd2ÞÞÞÞ
¼Mðx0  l; y  mÞð1þ Oðjl  mj1ÞÞð1þ Oðead0jlmj=ð2ðd2ÞÞÞÞ:
Lemma 5.1. There exists d0040 such that
Mðx0  l; y  mÞ ¼ Mðx  l; y  mÞð1þ Oðed00 jlmjÞÞ:
Clearly, Theorem 1.2 follows from the lemma.
Proof. Put s0 ¼ ðx0  l  y þ mÞ=jx0  l  y þ mj: Using the smoothness in s of bs;
we have
jexp½ðx0  l  y þ mÞ  bs0 þ ðx  l  y þ mÞ  bs  1j
p2j  ðx0  l  y þ mÞ  bs0 þ ðx  l  y þ mÞ  bsj
p2ðjx  x0jjb0sj þ jx  l  y þ mjjbs  bs0 jÞpCjl  mjjx  x0jpCed
00 jlmj:
Hence
eðx
0lyþmÞbs0 ¼ eðxlyþmÞbsð1þ Oðed00 jlmjÞÞ:
From
jx  l  y þ mj
jx0  l  y þ mj  1

pCjx  x0jpCed00 jlmj;
we have
jx0  l  y þ mjðd1Þ=2 ¼ jx  l  y þ mjðd1Þ=2ð1þ Oðed00 jlmjÞÞ:
The smooth function
f ðsÞ ¼ jrEðbsÞj
ðd3Þ=2
detðes; j Hess EðbsÞes;kÞ1=2
satisﬁes cpf ðsÞpc1 for some c40 independent of s; hence f ðs0Þ ¼ f ðsÞð1þ
Oðed00 jlmjÞÞ: Let pðz; x; yÞ ¼ jzðxÞczðyÞ=ðjz;czÞ; where jzðxÞ and czðyÞ are given
ARTICLE IN PRESS
M. Murata, T. Tsuchida / J. Differential Equations 195 (2003) 82–118 107
in (3.4). Then
pðibs; x; yÞ ¼
ubsðxÞvbsðyÞ
ðubs ; vbsÞ
:
By the Ho¨lder continuity of solutions and Lemma 3.3(iii), we have
jpðibs0 ; x0; yÞ  pðibs; x; yÞjp jpðibs0 ; x0; yÞ  pðibs0 ; x; yÞj þ jpðibs0 ; x; yÞ  pðibs; x; yÞj
pCjx  x0ja þ Cjx  x0jpCed00 jlmj:
Noting cppðibs; x; yÞpc1 for some c40 independent of s; x; and y; we have
pðibs0 ; x0; yÞ ¼ pðibs; x; yÞð1þ Oðed
00 jlmjÞÞ: Thus we have shown the lemma. &
Remark 5.2. We can show that the Green function G has the following asymptotic
expansion as jx  yj-N: There exist functions gjðx; yÞ; j ¼ 1; 2;y; such that for
any natural number n
Gðx; yÞ ¼ e
ðxyÞbs
ð2pjx  yjÞðd1Þ=2
jrEðbsÞjðd3Þ=2
ðdetðes; j Hess EðbsÞes;kÞjkÞ1=2
 ubsðxÞvbsðyÞðubs ; vbsÞ
þ
Xn
j¼1
gjðx; yÞ
jx  yj j þ Oðjx  yj
n1Þ
 !
: ð5:9Þ
For proving (5.9), we use instead of Proposition 4.1 the following asymptotic
expansion as l-N:Z
U
eljðxÞaðxÞ dx
¼ 2p
l
 d=2
eljð0Þ
ðdet HÞ1=2

Xn
j¼0
lj
X2j
k¼0
r  H1r
2
  jþk ððrðxÞÞkaðxÞÞ
ð j þ kÞ!k!

x¼0
þOðln1Þ
" #
;
where H ¼ Hess jð0Þ and rðxÞ ¼ jðxÞ  jð0Þ  x  Hx=2: In principle, we can
explicitly calculate the functions gjðx; yÞ; which are written by using the derivatives
of EðbÞ at b ¼ bs and those of pðzÞ ¼ jzðxÞczðyÞ=ðjz;czÞ at z ¼ ibs:
6. Proof of Theorem 1.3
By the same argument as in the proof of Theorem 1.1 at the end of Section 2, we
may assume that b0 in Theorem 1.3 is the origin, i.e., assume that supbEðbÞ ¼
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Eð0Þ ¼ 0: Then rEð0Þ ¼ 0: By Proposition 2.2, the resolvent LðzÞ1 exists if
zARd\ð2pZÞd : Put H ¼ HessLð0Þ ¼ Hess Eð0Þ:
Proposition 6.1. There exists d40 such that for zARd ; 0ojzjod; LðzÞ1 is of the form
LðzÞ1 ¼ 2ð; v0Þu0
z  Hzðu0; v0Þ þ
AðoÞ
jzj þ BðzÞ þ QðzÞ; ð6:1Þ
where u0 and v0 are positive solutions to Lð0Þu ¼ 0 and Lð0Þv ¼ 0; respectively.
Furthermore, AðoÞ is a rank one operator-valued function of o ¼ z=jzj and the integral
kernel Aoðx; yÞ of AðoÞ is CN in oASd1 and continuous in ðx; yÞ: BðzÞ is a rank one
operator-valued function of z; the integral kernel Bzðx; yÞ of BðzÞ is CN on f0ojzjodg
and continuous in ðx; yÞ; and Bzðx; yÞ and its all derivatives in z are bounded on
f0ojzjodg  Td  Td : QðzÞ is a real analytic operator-valued function on fjzjodg:
Proof. Since Lð0Þ ¼ 0 is nondegenerate, the analytic perturbation theory shows that
there exist d; d040 such that if jzjod; then the eigenvalue LðzÞ of LðzÞ satisﬁes
sðLðzÞÞ-flAC; jljo2d0g ¼ fLðzÞgCflAC; jljod0=2g:
Furthermore, the equality
LðzÞ1 ¼ LðzÞ1PðzÞ þ QðzÞ
holds, where
PðzÞ ¼ 1
2pi
I
jlj¼d0
ðLðzÞ  lÞ1 dl; QðzÞ ¼ 1
2pi
I
jlj¼d0
l1ðLðzÞ  lÞ1 dl: ð6:2Þ
Writing the function LðzÞ as LðzÞ ¼ z  Hz=2þ Oðz3Þ; we have
LðzÞ1 ¼ 2
z  Hz 1þ
2
z  HzOðz
3Þ
 1
¼ 2
z  Hzþ
a1ðoÞ
jzj þ a2ðzÞ; 0ojzjod
00;
for some d0040; where a1ðoÞ is CN in o ¼ z=jzjASd1 and a2ðzÞ is CN on
f0ojzjod00g: Hence by writing PðzÞ ¼ Pð0Þ þ P1  zþ Oðz2Þ; we have
LðzÞ1PðzÞ ¼ 2Pð0Þ
z  Hzþ
a1ðoÞPð0Þ
jzj þ
2P1  z
z  Hz þ BðzÞ ¼
2Pð0Þ
z  Hzþ
AðoÞ
jzj þ BðzÞ;
where AðoÞ and BðzÞ satisfy the properties stated in the proposition. The equality
Pð0Þ ¼ ð; v0Þu0=ðu0; v0Þ clearly holds. &
As a by-product, we obtain an analytic proof of the following theorem by
Pinsky [30].
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Theorem 6.2. Suppose that supbEðbÞ ¼ 0: Then L is critical if dp2; and subcritical
if dX3:
Proof. For EX0 and R40 let ðL þ EÞR be the Dirichlet realization of L þ E in
L2ðBRÞ; where BR is the ball fjxjoRg: Since L þ E has a positive solution, Theorem
3.1 in [1] implies that the resolvent ðL þ EÞ1R exists and the Green function GR;Eðx; yÞ
is positive. For EX0 put GN;E ¼ limR-N GR;E: Let us show the equality GN;0 ¼
limEk0GN;E; which is true also for the case that the both hand sides equal inﬁnity.
Since GR;EpGN;EpGN;0; we have the inequality GR;0plimEk0GN;EpGN;0; which
implies the desired equality. Hence using the integral expression for ðL þ EÞ1; E40;
we have
GN;0ðx  l; y  mÞ
¼ lim
Ek0
Z
½p;pd
eiðxlyþmÞzEEzðx; yÞ
dz
ð2pÞd
; x; yATd ; l; mAZd ; ð6:3Þ
where EEzðx; yÞ is the integral kernel of the resolvent ðLðzÞ þ EÞ1: Choose E040 such
that jLðzÞ þ Ejod0 for 0pEpE0 and jzjpd=2: Then we have
ðLðzÞ þ EÞ1 ¼ ðLðzÞ þ EÞ1PðzÞ þ QðzÞ; jzjod=2; 0pEpE0; ð6:4Þ
where PðzÞ and QðzÞ are the operators given in the proof of Proposition 6.1. For
0ojzjod=2 and 0pEpE0; the function ðLðzÞ þ EÞ1 is of the form
ðLðzÞ þ EÞ1 ¼ z  Hz
2
þ E
 1
þrEðzÞ;
where rEðzÞ satisﬁes that
jrEðzÞjp Cjzj
3
ðjzj2 þ EÞ2;
for some constant C40: Hence, from the Taylor expansions of PðzÞ and eiðxlyþmÞz
at z ¼ 0; and (6.4), the integrand in (6.3) is of the form: for 0ojzjod=2 and 0pEpE0;
eiðxlyþmÞzEEzðx; yÞ ¼
z  Hz
2
þ E
 1
u0ðxÞv0ðyÞ
ðu0; v0Þ þ r
0
Eðz; x; yÞ; ð6:5Þ
where r0Eðz; x; yÞ satisﬁes that
jr0Eðz; x; yÞjp
Cjzj3
ðjzj2 þ EÞ2;
for some constant C40 depending on x; y; xay:
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First let dX3: By (6.5), the integrand in (6.3) is bounded by an integrable function
of z for ﬁxed xay: The dominating function is 2u0ðxÞv0ðyÞ=½z  Hzðu0; v0Þ þ Cjzj1
for 0ojzjod=2; and a positive constant for d=2pjzj: Furthermore, for zA½p; pd\0
and xay; EEzðx; yÞ-Ezðx; yÞ as Ek0; where Ezðx; yÞ is the integral kernel of the
resolvent LðzÞ1 for zA½p; pd\0: Thus by Lebesgue’s convergence theorem, the
limit of the right-hand side of (6.3) exists and the minimal Green function G of L is
written as
Gðx  l; y  mÞ ¼
Z
½p;pd
eiðxlyþmÞzEzðx; yÞ dzð2pÞd
: ð6:6Þ
Next let dp2: (Although the dimension dX2 is assumed throughout the present
paper for simplicity of description, we treat here also the case d ¼ 1 for
completeness.) We obtain that for 0oEpE0;
Z
0ojzjod=2
z  Hz
2
þ E
 1
dzX
CE1=2; d ¼ 1;
Cjlog Ej; d ¼ 2;
(
Z
0ojzjod=2
jzj3
ðjzj2 þ EÞ2 dzp
Cjlog Ej; d ¼ 1;
C; d ¼ 2:

Thus the limit in (6.3) goes to inﬁnity. &
We proceed again to the proof of Theorem 1.3 in the case b0 ¼ 0: Let h040 be the
least eigenvalue of H: Take a function wðrÞACNðð0;NÞÞ such that wðrÞ ¼ 1 for
0orp ﬃﬃﬃﬃh0p d=3 and wðrÞ ¼ 0 for 2 ﬃﬃﬃﬃﬃh0p d=3pr: By Proposition 6.1 and (6.6), divide the
Green function into four parts G ¼P4j¼1 Ij; where each Ij is given by
I1ðx  l; y  mÞ ¼
Z
½p;pd
wðj
ﬃﬃﬃﬃ
H
p
zjÞeiðxlyþmÞz 2u0ðxÞv0ðyÞ
z  Hzðu0; v0Þ
dz
ð2pÞd
;
I2ðx  l; y  mÞ ¼
Z
½p;pd
wðj
ﬃﬃﬃﬃ
H
p
zjÞeiðxlyþmÞz Aoðx; yÞjzj
dz
ð2pÞd
;
I3ðx  l; y  mÞ ¼
Z
½p;pd
wðj
ﬃﬃﬃﬃ
H
p
zjÞeiðxlyþmÞzBzðx; yÞ dzð2pÞd
;
I4ðx  l; y  mÞ ¼
Z
½p;pd
eiðxlyþmÞz
 ½wðj
ﬃﬃﬃﬃ
H
p
zjÞQzðx; yÞ þ ð1 wðj
ﬃﬃﬃﬃ
H
p
zjÞÞEzðx; yÞ dzð2pÞd
;
for x; yATd ; l; mAZd :
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Lemma 6.3. The following asymptotics as jx  l  y þ mj-N holds:
I1ðx  l; y  mÞ
¼ G
d2
2
 
2pd=2
ðdet HÞ1=2
jH1=2ðx  l  y þ mÞjd2
 u0ðxÞv0ðyÞðu0; v0Þ ð1þ Oðjx  l  y þ mj
1ÞÞ: ð6:7Þ
Note that the right-hand side of (6.7) gives the main term in (1.2) for b0 ¼ 0:
Proof. By putting z ¼ x  l  y þ m in the integral of I1; we show
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
zjÞ e
izz
z  Hz dz ¼
ð2pÞd=22n1GðnÞ
ðdet HÞ1=2jH1=2zjd2
ð1þ Oðjzj1ÞÞ as jzj-N;
where n ¼ ðd  2Þ=2: By the change of variables z0 ¼ ﬃﬃﬃﬃHp z; the left-hand side of this
becomes
Z
Rd
wðjz0jÞ expðiz  H
1=2z0Þ
det
ﬃﬃﬃﬃ
H
p jz0j2 dz
0:
Use the polar coordinates z0 ¼ ro; rX0; oASd1; to obtain that this is equal to
1
det
ﬃﬃﬃﬃ
H
p
Z N
0
wðrÞrd3 dr
Z
expðiz  H1=2roÞ do
¼ 1
det
ﬃﬃﬃﬃ
H
p
Z N
0
wðrÞrd3ð2pÞd=2 JnðrjH
1=2zjÞ
ðrjH1=2zjÞn dr;
where JnðrÞ is the Bessel function of order n: Put l ¼ jH1=2zj: We have only to
show that Z N
0
wðrÞrd3 JnðlrÞðlrÞn dr ¼ l
2dGðnÞ2n1ð1þ Oðl1ÞÞ;
or equivalently, thatZ N
0
wðr=lÞrn1JnðrÞ dr ¼ GðnÞ2n1 þ Oðl1Þ; n ¼ ðd  2Þ=2: ð6:8Þ
Let us prove this by induction on n: Since J1=2ðrÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
sin r=
ﬃﬃ
r
p
; we have
Z N
0
wðr=lÞr1=2J1=2ðrÞ dr ¼
Z N
0
wðr=lÞ
ﬃﬃﬃ
2
p
r
sinr
r
dr ¼
ﬃﬃﬃ
p
2
r
þ Oðl1Þ:
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This implies (6.8) for n ¼ 1=2: By JnðrÞ ¼ rn1 ddrðrnþ1Jn1ðrÞÞ; integration by
parts yields
Z N
0
wðr=lÞrn1JnðrÞ dr ¼ wðr=lÞrn1Jn1ðrÞjr¼0 þ ð2n 2Þ
Z N
0
wðr=lÞrn2Jn1ðrÞ dr
þ
Z N
0
l1w0ðr=lÞrn1Jn1ðrÞ dr: ð6:9Þ
For the moment, suppose that the following estimate holds: for any integer NX1
there exists a constant CN;n40 such thatZ N
0
l1w0ðr=lÞrnJnðrÞ dr

pCN;nlN ; l41: ð6:10Þ
The proof of (6.10) is given at the end of the proof of the lemma. Since J0ð0Þ ¼ 1;
(6.9) and (6.10) imply (6.8) for n ¼ 1: Suppose that (6.8) holds for 1=2pnpn0:
From (6.9) for n ¼ n0 þ 1; we have (6.8) for n ¼ n0 þ 1 by the induction hypothesis
and (6.10).
It remains to prove (6.10). Similarly to (6.9), integration by parts yields
Z N
0
l1w0ðr=lÞrnJnðrÞ dr
¼
Z N
0
ðl2w00ðr=lÞrnJn1ðrÞ þ ð2n 1Þl1w0ðr=lÞrn1Jn1ðrÞÞ dr:
Repeating this N-times for each term, we have
Z N
0
l1w0ðr=lÞrnJnðrÞ dr ¼
Z N
0
XNþ1
j¼1
CN; jl
jwð jÞðr=lÞrnþjN1
 !
JnNðrÞ dr
with some constants CN; j: Since the support of wð jÞðr=lÞ is in fcloroc0lg and
JnNðrÞ is bounded for r large, the absolute value of the right hand side of this is
estimated by CNl
nN : Thus we have proved (6.10). &
Lemma 6.4. The following estimates
jI2ðx  l; y  mÞjpCjx  l  y þ mj1d ; ð6:11Þ
jI3ðx  l; y  mÞjpCjx  l  y þ mj1d ð6:12Þ
hold on fjx  l  y þ mj4Rg for some constants R; C40 independent of x; yATd ;
l; mAZd :
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Proof. Put s ¼ ðx  l  y þ mÞ=jx  l  y þ mj and l ¼ jx  l  y þ mj: Changing
the integral variable to z0 ¼ lz in the integral of I2; we have
I2ðx  l; y  mÞ ¼ l1d
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
z0j=lÞeisz0 Aoðx; yÞjz0j
dz0
ð2pÞd
:
Hence we have only to show that
Jðl; sÞ ¼
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
zj=lÞeiszAoðx; yÞjzj dz
is a bounded function of lX1 and sASd1: We have
@
@l
Jðl; sÞ ¼ 1
l2
Z
Rd
j
ﬃﬃﬃﬃ
H
p
zjw0ðj
ﬃﬃﬃﬃ
H
p
zj=lÞeisz Aoðx; yÞjzj dz ¼:
1
l2
J˜ðl; sÞ:
The function J˜ðl; sÞ is bounded for lX1 and sASd1: In fact,
J˜ðl; sÞ ¼ ld
Z
Rd
j
ﬃﬃﬃﬃ
H
p
zjw0ðj
ﬃﬃﬃﬃ
H
p
zjÞeilsz Aoðx; yÞjzj dz
and the integral is the Fourier transform of a CN0 -function. So J˜ðl; sÞ decays rapidly
for l large. Thus we have proved (6.11).
Next, we estimate the quantity
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
zjÞeilszBzðx; yÞ dz
for lX1 and sASd1: Divide this into two parts
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
zjÞwðlEjzjÞeilszBzðx; yÞ dzþ
Z
Rd
wðj
ﬃﬃﬃﬃ
H
p
zjÞð1 wðlEjzjÞÞeilszBzðx; yÞ dz;
where E ¼ 1 1=d: Since Bzðx; yÞ is bounded, the ﬁrst term is majorized by Cl1d :
For the second, using ðilÞ1s  rzeilsz ¼ eilsz; repeat the integration by parts
dðd  1Þ-times. Since Bzðx; yÞ and its derivatives are bounded, the second term is
bounded by Cl1d : Thus (6.12) is proved. &
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The operator I4 whose integral kernel is I4ðx  l; y  mÞ is expressed as, for any
fACN0 ðRdÞ
I4 f ðx  lÞ ¼
Z
Rd
I4ðx  l; wÞ f ðwÞ dw
¼
Z
½p;pd
dz
ð2pÞd
wðj
ﬃﬃﬃﬃ
H
p
zjÞQðzÞ þ ð1 wðj
ﬃﬃﬃﬃ
H
p
zjÞÞLðzÞ1
h i

X
mAZd
eiðxlyþmÞzf ðy  mÞ
 !
;
where QðzÞ and LðzÞ1 operate on the y-variable of the functionP
mAZd e
iðxlyþmÞzf ðy  mÞ: By (2.6) we have for any multi-index g and zAZd
@gzLðzÞ1 ¼ ei2pzx@gzLðzþ 2pzÞ1ei2pzy:
Hence the function @gzLðzÞ1ð
P
mAZd e
iðxlyþmÞzf ðy  mÞÞ of z has 2pZd -periodicity.
Assume that the support of f does not contain x  l: Put s ¼ ðx  l  y þ mÞ=jx 
l  y þ mj and l ¼ jx  l  y þ mj: By using ðilÞ1s  rzeilsz ¼ eilsz and the
periodicity, N-times integration by parts yields
I4 f ðx  lÞ ¼
Z
½p;pd
dz
ð2pÞd
iN
X
jgj¼N
g1þg2¼g
Cg1;g2
 @g1z wðj
ﬃﬃﬃﬃ
H
p
zjÞ@g2z QðzÞ þ @g1z ð1 wðj
ﬃﬃﬃﬃ
H
p
zjÞÞ@g2z LðzÞ1
h i

X
mAZd
sg
lN
eilszf ðy  mÞ
 !
;
for some constant Cg1;g2 ; where N4d  1 is chosen sufﬁciently large later. Note that
the integral kernel E
ðgÞ
z ðx; yÞ and QðgÞz ðx; yÞ of @gzLðzÞ1 and @gzQðzÞ satisfy that
jEðgÞz ðx; yÞjpCgjx  yj2d on the support of 1 wðj
ﬃﬃﬃﬃ
H
p
zjÞ;
jQðgÞz ðx; yÞjpCgjx  yj2d on the support of wðj
ﬃﬃﬃﬃ
H
p
zjÞ:
In fact, these follow from Cauchy’s integral formula and (6.2). Hence we have
jI4ðx  l; y  mÞjpCN jl  mjN jx  yj2d :
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If x; yATd and l; mAZd satisfy jx  yj2dpjl  mjNþ1d ; i.e., jx  yjX
jl  mjðd1NÞ=ðd2Þ; then jI4ðx  l; y  mÞjpCN jl  mj1d : Hence we have
Gðx  l; y  mÞ ¼ Mðx  l; y  mÞð1þ Oðjl  mj1ÞÞ; ð6:13Þ
where Mðx  l; y  mÞ is the main term in (6.7):
Mðx  l; y  mÞ ¼ G
d2
2
 
2pd=2
ðdet HÞ1=2
jH1=2ðx  l  y þ mÞjd2
u0ðxÞv0ðyÞ
ðu0; v0Þ :
Next consider the case jx  yjojl  mjðd1NÞ=ðd2Þ: Harnack’s inequality implies
that there exists a positive constant C such that
sup
xATd
Gðx  l; y  mÞpCGðx0  l; y  mÞ; x0ATd : ð6:14Þ
Furthermore, by the Ho¨lder continuity of solutions, there exist a; C40 such that
jGðx  l; y  mÞ  Gðx0  l; y  mÞj
pCjx  x0ja sup
xATd
Gðx  l; y  mÞ: ð6:15Þ
Fix x0ATd such that jx0  yj ¼ jl  mjðd1NÞ=ðd2Þ: Then jx  x0jp2jl 
mjðd1NÞ=ðd2Þ: Hence by (6.13)–(6.15),
Gðx  l; y  mÞ ¼Gðx0  l; y  mÞð1þ Oðjl  mjaðd1NÞ=ðd2ÞÞÞ
¼Mðx0  l; y  mÞð1þ Oðjl  mj1ÞÞð1þ Oðjl  mjaðd1NÞ=ðd2ÞÞÞ:
We choose N large such that aðd  1 NÞ=ðd  2Þo 1: As in the proof of
Lemma 5.1, we can show that
Mðx0  l; y  mÞ ¼ Mðx  l; y  mÞð1þ Oðjl  mj1ÞÞ:
Hence
Gðx  l; y  mÞ ¼ Mðx  l; y  mÞð1þ Oðjl  mj1ÞÞ:
Thus the proof of Theorem 1.3 is now complete.
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