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Abstract
As the field of robotics continues to mature, individual robots are increasingly capable
of performing multiple complex tasks. As a result, the ability for robots to move au-
tonomously through their environments is a fundamental necessity. If perfect knowledge
of the robot's position is available, the robot motion planning problem can be solved
efficiently using any of a number of existing algorithms. Frequently though, the robot's
position can only be estimated using incomplete and imperfect information from its sensors
and an approximate model of its dynamics. Algorithms which assume perfect knowledge
of the robot's position can still be applied by treating the mean or maximum likelihood
estimate of the robot's position as certain. However, unless the uncertainty in the agent's
position is very small, this approach is not reliable. In order to perform optimally in
this situation, planners, such as the partially observable Markov decision process, plan
over the entire set of beliefs (distributions over the robot's position). Unfortunately, this
approach is only tractable for problems with very few states. Between these two extreme
approaches, however, lies a continuum of possible planners which plan over a subset of
the belief space. The difficulty that these planners face is choosing and representing a
minimal subset of the belief space which spans the set of beliefs that the robot will ac-
tually experience. In this paper, we show that there exists a very natural such set, the
set of Gaussian beliefs. By combining an extended Kalman filter with an augmented
Markov decision process, we create a path planner which efficiently plans over a discrete
approximation of the set of Gaussian beliefs. The resulting planner is demonstrated via
simulation to be both computationally tractable and robust to uncertainty in the robot's
position.
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Chapter 1
Introduction
There are two basic capabilities that any system must possess in order to perform a task
autonomously. First, the system must have some means of knowing what is happening
in the world around it (i.e., it must be able to estimate its state with respect to its
environment). Second, given the state of the world around it, it must have some way of
reasoning about how it should act in order to achieve the task it was designed to perform.
This second problem is called the decision making problem and it will be the focus of this
thesis. Specifically, we will focus on the path planning problem which is an application
of a class of decision making problems called sequential decision making problems. A
sequential decision making problem is one in which it may be necessary for the system to
perform more than one action sequentially in order to perform the desired task. [27, 21]
1.1 Motivating the Path Planning Problem
As the field of robotics continues to mature, the tasks that a single robot is capable of
performing become more numerous as well as more complex. One of the fundamental
necessities for performing these tasks is the ability to move autonomously through the
environment. For example, Nursebot [22] is capable of providing assistance to elderly
patients, but in order to do so it must be able to move autonomously throughout the
home. Another example is unmanned air vehicles (UAVs) [1]. Many UAV applications,
such as search and surveillance, require the UAV to move autonomously through the
13
environment.
In addition to being a necessity for mobile robots, an effective path planner can serve as
a useful aide to humans performing a task in a high stress environment such as firefighting,
search and rescue, law enforcement or military missions. Assessing complex risks and costs
in these situations can require detailed and time consuming analysis. A path planner that
can represent these risks and costs appropriately can help human agents, whose main focus
may lie elsewhere, to choose a safe and effective path through their environment. Since
our path planner may have applications in robotics or as an aide to human navigation,
we will refer to robots and humans collectively as agents in this paper.
The motivation for this research also stems from the fact that virtually every au-
tonomous agent that interacts with its environment requires some form of sequential
decision making. Although the path planning problem is one specific class of sequential
decision making problems, it is the author's hope that this research will lead to some
additional insight into quick approximate solutions for a more general class of problems.
1.2 Uncertainty in Path Planning
Under the assumption that the environment and the agent's state within the environ-
ment are fully known, numerous optimal and sub-optimal planning algorithms have been
developed [19]. Unfortunately though, a mobile agent moving about in the real world
generally has no way of knowing its exact position. In this case, the agent's position is
usually estimated using an approximate mathematical model of its dynamics and imper-
fect information from its sensors. Since an agent's sensing capabilities are limited by cost,
space and weight restrictions, the assumption of perfect knowledge of the agent's location
is frequently a poor one.
The simplest approach to path planning under uncertainty is to neglect the uncertainty
that is modeled by the statistical inference and simply treat the best available estimate
of the map and agent location as certain. Intuitively, this approach is quite successful
in situations where the uncertainty remains small, but becomes much less reliable as
the uncertainty grows. The most complete approach to path planning in an uncertain
14
environment is to represent the uncertainty using probability distributions, or beliefs, and
then plan over the entire set of possible beliefs [30, 21, 7, 26]. This approach, however, has
complexity that is prohibitive to solving real world problems. The intent of this research
is to develop a path planner that is robust to uncertainty but avoids the complexity issues
that uncertainty generally dictates.
Uncertainty in the path planning problem can come in two basic forms. The first
is uncertainty in the map; the location of everything in the environment other than the
agent. The problem of accurately locating objects within an environment is called the
mapping problem [31]. The second source of uncertainty in the environment is uncertainty
in the location of the agent. The problem of accurately locating an agent within an
environment is called the localization, or state estimation, problem [12, 15]. The problem
of simultaneous localization and mapping (SLAM) [29, 28] has recently received much
attention [31, 33, 32, 23]. In our planner, we will retain the assumption that the map is
known, but we will not assume that the agent's position is known. Since accurate maps
can be created from resources such as aerial photos and building plans, the assumption
of a known map is significantly less restrictive than the assumption of a known agent
location. The problem of uncertain maps is not to be neglected though, and it will be a
focal area in the future of this research.
1.3 Thesis Overview
1.3.1 Thesis Statement
We first note that as a consequence of the central limit theorem, uncertainty in the posi-
tion of an agent acting in the real world can be accurately modeled by the set of Gaussian
distributions. The thesis of this document, then, is that we can exploit this fact in order
to robustly and efficiently plan in the face of uncertainty by formulating an augmented
Markov decision process whose states are Gaussian distributions, and describing the evo-
lution of these states using the extended Kalman filter equations.
15
1.3.2 Document Structure
We begin development of the robust planner in chapter two by describing the planning
problem more completely. We create a very generic formulation for the planning problem
(without uncertainty) and describe each element of the formulation. We then see how this
formulation can be slightly modified to include uncertainty in the outcome of the agent's
actions, but still assumes that the state is known at all times. This problem formulation
is called a Markov decision process (MDP). We discuss the MDP in detail, including basic
algorithms for solving MDPs. We then describe another planning problem formulation,
which does not assume that the state is known, called the partially observable Markov
decision process (POMDP). The POMDP is able to plan optimally under uncertainty
in the agent's position by planning over the set of beliefs (probability distributions over
the agent's position). Complexity analysis of the POMDP, however, shows that, for
many problems, its exact solution is not computationally tractable. This motivates an
approximate solution which we will develop in chapters three and four.
Chapter three discusses an optimal state estimator which is commonly applied in the
field of navigation, the extended Kalman filter. The robustness of the extended Kalman
filter to real world uncertainty comes despite the fact that it represents uncertainty only
in the form of Gaussian distributions. The extended Kalman filter equations will be
described in detail, since they will not only be used to estimate the agent's states, but
they will be a fundamental part of the path planner developed in chapter four.
In chapter four, we show that by pairing a Markov decision process with an extended
Kalman filter, we can exploit the structured uncertainty information provided by the
extended Kalman filter. We construct an augmented Markov decision process whose states
are Gaussian distributions which reflect the uncertainty information provided to the agent
by the extended Kalman filter. The result is a path planner that is robust to uncertainty
and is computationally tractable for problems that reflect real world situations.
In chapter five, a simulation is developed for comparing the augmented Markov deci-
sion process path planner to a basic Markov decision process path planner.
16
Chapter 2
The Planning Problem
In this chapter we will provide a detailed discussion of planning under uncertainty in the
form of the Markov decision process (MDP) and the partially observable Markov decision
process (POMDP). First though, a brief background of the classical planning problem
(without uncertainty) will be provided. For a more extensive background in planning, the
reader is referred to [27, 19].
The planning problem is made up of a set of states, S, which describe the world in
which we are planning, and a set of actions, A, which affect the states of the world. We
will describe the effects of the actions by the function T(.):
T: (S x A) '-4 S (2.1)
so that T(s, a) E S is the state that results from having executed action a E A from state
s E S.
Now, in order to choose the optimal sequence of actions, we need to define optimality
for the planning problem. This is done in terms of an objective function, z(.). Let the
solution to the planning problem be described by an ordered list (or vector) containing
the optimal sequence of actions. Then define Pn to be the complete set of such lists of
length n:
Pn = An (2.2)
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and define P to be the union of all such sets:
P=-UPn (2.3)
n
Then the objective function, z(.), will then map this set of possible action sequences to
the set of real numbers:
z : P - R (2.4)
This objective function is generally taken to be the sum (or integral) of rewards that
are collected as a result of executing each action. In general, these rewards will be a
function of the state as well as the action. We will describe these rewards by a function
R(.):
R : (S x A) -- R (2.5)
So, for some p E P, we havel:
IPI
z(p) = R(si, pi) (2.6)
where:
si = initial state, and si = T(si- 1,pi_ 1 ) for i E [2, pl) (2.7)
There are two common sources for these rewards. First, desirable states in the state
space can be associated with positive rewards and undesirable states can be associated
with negative rewards. The second source of rewards may be better described as costs.
A cost (or small negative reward) is incurred each time an action is invoked. In general,
this cost may depend on the state as well as the action because the action may be more
costly to execute from some states than it is from other states.
Once we have defined the state space, the actions and the objective function, the
planning problem reduces to choosing the path, or sequence of actions, that maximizes
the objective function:
p* = arg max z(p) (2.8)
PEP
'In this report, the operator | will apply to vectors and sets, and it will denote the number of
elements in the vector or set.
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Alternatively, the solution to the planning problem may be represented by an optimal
policy. A policy, 7r, is a mapping from the state space to the action space:
7r : S - A (2.9)
The optimal action sequence, p*, from any initial state in the feasible space can be ex-
tracted from the optimal policy, 7r*, iteratively:
p = 7r*(T (si_-1, p*_1)) (2.10)
where:
so = initial state, and p* = r*(so)
The planning problem is commonly solved by constructing a connected graph whose
nodes are the states and whose arcs are the actions. The arc costs are taken to be the
action costs described above, and the graph is then searched, beginning at the initial
state, for the lowest cost path to a goal state [19, 9, 18, 20].
2.1 Planning Under Uncertainty
In this section, we will incorporate uncertainty into the planning problem in two steps.
First, we will allow uncertainty in the effects of the actions but assume that the state
is known with certainty at all times. This type of planning problem is described by a
Markov decision process (MDP). Then, building from our discussion of the MDP, we will
develop the partially observable Markov decision process (POMDP) in which we finally
drop the assumption that the state is known.
2.1.1 Markov Decision Processes
The generic MDP [14, 25] is described by the tuple (S, A, T, R), where:
S = the set of possible states.
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A = the set of possible actions.
T : (S x A) '- H(S) is the transition function which maps states and actions to
distributions over posterior states. T(s, a, s') is the probability of ending up in state
s', given that action a was executed from state s.
R : (S x A) -4 R is a reward function which maps states and actions to real numbers.
The initial state, so is sometimes included in the MDP tuple as well. Note that the only
change between the classical planner described in the previous section and the MDP is
that the transition function T is now allowed to be stochastic. The classical planner, then,
is actually a special case of the MDP.
Before we attempt to solve the MDP we will need to redefine the objective function.
The objective function for an MDP is often referred to as the value function (V). Due
to the stochastic nature of the MDP, we cannot simply specify its solution as an optimal
action sequence (since the transitions are not necessarily deterministic, we do not know
what state the agent will end up in after the first action, so the optimal second action
depends on the outcome of the first action, etc.). Instead, we will specify the solution as
an optimal policy, and the value function will depend on the policy rather than the action
sequence. Specifically, the value function, given the policy and evaluated at some initial
state so, V(so), will be the expected discounted future reward:
V,(so) = E [1:iR(si, 7r(si))] (2.11)
i=o
where:
E (0, 1) is the discounting factor
We may think of the discounting factor as the relative value of future rewards as compared
to immediate rewards. The motivation for the discounting factor may be physical, the
actual value of the rewards may depreciate over time (like money due to inflation), or it
may be mathematical as we will see shortly. The upper limit, n, in the sum in equation
(2.11) is what is called the horizon length of the MDP. The horizon length may be finite,
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which means that the agent should maximize the expected reward assuming that exactly
n actions will be executed. In this case, the discounting factor, y, may be less than or
equal to one, depending on whether the rewards depreciate, and the sum in equation
(2.11) will be finite. The horizon length may also be infinite, in which case the agent
should maximize the expected reward assuming an indefinite number of actions will be
executed. In this case, the discounting factor must be strictly less than one for the sum
in equation (2.11) to be finite.
An important concept that arises from the horizon length of the MDP is stationarity
of the solution. A stationary optimal policy is independent of time; the optimal policy
after having executed zero actions is the same as the optimal policy after having executed
k actions, for all k. For an infinite horizon, the number of actions that remain to be
executed does not change (it is always indefinite), so there is no reason for the policy
to change, therefore the optimal policy is stationary. For a finite horizon however, the
optimal behavior when only one action remains may be very different than the optimal
behavior when many actions remain, so the optimal policy is non-stationary. For the non-
stationary case, the MDP solution is actually a set of policies, 6* = {7r*, 7r*_ ... , 7*,7r*,
where 7r* is the optimal i step policy.
Now we can take a closer look at equation (2.11), beginning with a one step policy for
which (2.11) reduces to:
V,,(s) = E[R(s, wri(s))] = R(s, 7ri(s)) (2.12)
We can then evaluate a two step policy using (2.11) and (2.12):
V, (s) = E[R(s, r2 (s)) + R(s', 7ri(s'))]
= R(s, 7r2 (s)) + -y 1 T(s, 7r2 (s), s')Vj (s') (2.13)
s'ES
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Then, iterating on (2.13), we get 2:
V,, (s) = R(s, 7rn(s)) + - E T(s, 7rn (s), s')Vr-1 (s') (2.14)
For an infinite horizon MDP, since we have assumed the optimal policy is stationary, we
have V.,(s) = V, (s) = V,(s), so:
V4(s) = R(s, 7r (s)) + y T(s, 7r (s), s')V,(s') (2.15)
/Es
which is a set of |SI equations in ISI unknowns which can be solved for V(s) for each s.
Based on (2.14) and (2.15) we can develop a set of algorithms for solving MDPs. The
algorithms will be shown for the infinite horizon case, but they can be easily generalized to
the finite horizon case. The two most basic algorithms are called value iteration and policy
iteration. Value iteration works by iteratively improving the value function (pushing
it toward the optimal value function) and computing the associated policy. The value
iteration algorithm is shown in Table 2.1.
Policy iteration also iteratively improves the value function, but uses a slightly different
approach. In policy iteration, we compute the optimal policy at each iteration with respect
to the value function from the previous iteration and then re-compute the value function
according to this policy. The policy iteration algorithm is shown in Table 2.2.
In Algorithm 2, the function getVfrom7r() returns the solution of equation (2.15).
The advantage of value iteration over policy iteration is that each iteration of value
iteration has complexity O(IS12|AI) and each iteration of policy iteration has complexity
O(ISI3) (due to the solution of |Sj linear equations in step 12 of Algorithm 2) and generally
S1 > JAI. The advantage of policy iteration over value iteration is that policy iteration
converges in less than or equal to the number of iterations that value iteration requires
[25].
MDPs can also be solved by formulating them as linear programs [10]. When the
environment is not known beforehand, i.e., the transition function and reward function
2By maximizing the right hand side of equation (2.14) over the set of possible actions, we obtain
Bellman's equation [4], which constitutes lines (9) and (11) of the value iteration algorithm (Table 2.1)
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Table 2.1: MDP Value Iteration
Algorithm 1: Value iteration
Input: an MDP, a discounting factor, a stopping criterion
Output: A policy
VALUE1TERATION((S, A, T, R),y7, C)
(1) AV = oo
(2) foreach (s E S)
(3) V(s) = maxaEA R(s, a)
(4) 7r(s) = argmaxaEA R(s, a)
(5) while (AV > c)
(6) AV:= 0
(7) foreach (s E S)
(8) foreach (a E A)
(9) Q(s, a) = R(s, a) + -7 Ey's T(s, a, s')V(s')
(10) AV max(AV, (maxaeA Q(s, a)) - V(s))
(11) V(s) maxaEA Q(s, a)
(12) ir(s) arg maxaEAQ(s, a)
(13) return 7r
Table 2.2: MDP Policy Iteration
Algorithm 2: Policy iteration
Input: an MDP, a discounting factor
Output: A policy
POLICYITERATION((S, A, T, R),7I)
(1) A7r = 1
(2) foreach (s E S)
(3) V(s) = 0
(4) while (A7r 1)
(5) A7r = 0
(6) foreach (s E S)
(7) foreach (a E A)
(8) Q(s, a) = R(s, a) + 7Y EEs T(s, a, s')V(s)
(9) if -,(7r(s) = arg maxaeA Q(s, a))
(10) A7r = 1
(11) 7r(s) = arg maxaeAQ(s, a)
(12) V(s) = getVfromir(7r)
(13) return 7r
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are not known, the MDP solution can be approximated by learning the value function
from a set of reward/transition samples [34].
The work presented in this thesis used an implementation of the value iteration al-
gorithm. The contribution of this paper, however, is an extension to the augmented
Markov decision process, and no restriction is placed on the method of solving the result-
ing (A)MDP.
2.1.2 Partially Observable Markov Decision Processes
Although the MDP provides a means for considering uncertainty in the state transitions,
it still assumes that the agent's state is fully known at all times. The partially observ-
able Markov decision process (POMDP), however, provides a formulation for the path
planning problem whose solution is optimal (to within the resolution of the grid) even
under uncertainty in the agent's position. This is accomplished by addressing uncertainty
explicitly. Rather than mapping states to actions, the POMDP solution is an optimal
policy that maps beliefs to actions. A belief is a probability distribution over the set of
possible states, S. The belief of a particular state, b(s), is the probability that the agent
occupies that state.
The POMDP is described by the tuple ( k, , Q,  0), where:
S the set of possible states (same as MDP).
A the set of possible actions.
T : (S x A) I H(S) is the transition function which maps states and actions to
distributions over posterior states.
R : (S x A) -* R is a reward function which maps states and actions to real numbers.
Q = the set of possible observations
0 : (S x A x Q) '-4 [0,1] is an observation function which maps states, actions and
observations to probabilities. 0(s', a, z) is the probability of receiving observation
z E Q after transitioning, via action a E A, into state s' E S.
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We have added a new set, 0, and a new function, O(s', a, z), to the tuple. Q is the set
of actual observation values that the agent might receive from its sensors. For example,
if the sensor is a laser range finder taking discrete measurements of distance in a grid
world, the set of possible observations would be Q = Qc = [0, rmax] where rmax is the
maximum range of the sensor. In general, Q is taken to be finite and countable, so in
the laser range finder example, we might use Q = Qd = {0, A, 2A, 3A, . . ., floor(r'd)A}
where A is'the width of a single grid cell. If the agent has multiple sensors, the set of
possible observations is Q HQ Q, where Qi is the set of possible observations from the
ith sensor, and H, denotes the Cartesian product over all of the sets. The observation
function, O(s', a, z), is a conditional probability density function (PDF) (or probability
mass function (PMF) in the discrete case) over , conditioned on arriving in state s'
via action a. If the uncertainty in the laser range finder from above is due to Gaussian
white noise, then its continuous observation function (corresponding to Qc) is a Gaussian
PDF (figure 3-1). The mean of the PDF would be the true range (from s' to the nearest
object directly in front of the sensor) and the standard deviation of the PDF would be
the standard deviation of the white noise. In this case the observation is independent of
the action. The observation function for the discrete model of this sensor (corresponding
to Qd), will be a PMF which approximates the Gaussian PDF.
The rest of the tuple, (S, A, T, N),is the same as the MDP tuple with the exception of a
possible modification to the action space, A. The POMDP action space, A, contains all of
the MDP actions, but it may also contain some additional actions that would be irrelevant
to the MDP. These additional actions are actions with the specific intent of gathering
information about the agent's state. While most of the information that the agent receives
will come from observations which are received from its sensors automatically at some
regular frequency, there may be some observations which can only be received as the result
of the agent having taken a specific action. Finding the range to a specific landmark in
the agent's environment would be an example of this kind of action. If measurements
from a sensor are expensive (in terms of energy, time, stealth, etc.), we may also wish
to add them to this category so that the agent can choose to use the sensor only when
it improves the solution. If we refer to the set of information gathering actions as Z, we
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have A = A U Z. Since the MDP assumes the agent's state is known at all times, the
actions in Z have no effect, so they are not useful in the MDP formulation. The state
transition function, t, and the reward function, R, are the same as the MDP transition
and reward functions except they are defined over the additional set of actions, Z.
Having defined POMDPs, we can start to think about solving them. Due to the
complex nature of POMDPs, there are many algorithms, both exact and approximate,
for solving them. In this section, we will show the POMDP version of value iteration,
which is the basis for all of the exact POMDP algorithms. We will then briefly discuss
the complexity of solutions to the generic POMDP problem. For a complete discussion
of POMDP algorithms the reader is referred to [30, 21, 7, 261.
We begin developing the POMDP version of value iteration by defining a policy tree. A
one-step policy tree is simply a single action, just like a one step policy. A two-step policy
tree consists of an action at its root which has one branch for each possible observation
in Q. At the end of each of these branches is a one-step policy tree. An n-step policy
tree consists of a root action with a branch for each observation, at the end of which is
an (n-1)-step policy tree. At execution time, the agent executes the action at the root of
the policy tree and then receives an observation. The agent then selects the (n-1)-step
policy tree corresponding to the observation and executes the action at its root. This is
repeated for n steps. Example one, two and three-step policy trees are shown in figure
2-1.
Next, we re-write the expected discounted future reward equation, (2.14), for a policy
tree, p:
Vp(s) = (s, po) + -y Z p(s', zIa, s)V,,(s') (2.16)
s'ES zEQ
where po is the action at the root of p, p(s', zfa, s) is the probability of executing action a
from state s, ending up in state s' and receiving observation z, and pz is the policy tree at
the end of the branch corresponding to observation z. Writing equation (2.16) in terms
of the transition and observation functions, we get:
V,(s) = N(s, po) + 7 Z t(s, a, s') [ O(s', a, z)V,,(s') (2.17)
s'ES zEQ
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Figure 2-1: Example policy trees with two possible observations. The 'a' on each node
does not refer to a specific action (each one may be different)
Next we define two vectors:
a, = [V(si), V(s 2 ), . . . ,Vp(sisi)] (2.18)
and
b = [b(si), b(s2), ... , b(sisi)] (2.19)
Combining (2.17) and (2.18), we get:
a, (s) = R(s, po) + y S f'(s, a, s') 5 O(s', a, z)apz (s') (2.20)
s'ES zEQ
The expected discounted future reward for a given belief, b, and a given policy, p, denoted
V(b), is then the dot product of the belief and the alpha vector corresponding to the
policy:
V(b) = b(s)V(s) = b o a, (2.21)
SES
As a result of (2.20) and (2.21), the value of an n-step policy tree is completely specified
by its root action and the a vectors of the (n-1)-step policy trees at the ends of the
root action's branches. This means that the root action and the a vector are all we will
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need to store for each policy tree in order to perform value iteration. We will denote the
complete set of n-step alpha vectors (corresponding to n-step policy trees) by r,. In order
to construct IF, in the value iteration algorithm, we also define one more vector set, Jr.
Given a set of a vectors, F, define the vector p to be a permutation (with repetition), of
length IQ|, of a vectors in F (so, pi E F). Then we define Jr to be the set of all possible
such p vectors.
Given the complete set of n-step a vectors (and their associated root actions), En, the
optimal value function is:
V* (b) = max V(b) = max b o a, (2.22)
a~r, aEF,
from which the optimal policy can be computed to be:
7r*(b) = [arg max b o a (2.23)
L aEr, J 0
where [ ]o denotes the root action corresponding to the a vector inside of the brackets.
So, basically, POMDP value iteration just amounts to constructing the set of (n+1)-
step a vectors from the set of n-step a vectors. The infinite horizon version of the actual
algorithm is shown in Table 2.3. As was the case with the MDP, generalizing the algorithm
to the finite horizon case is straightforward.
At execution time, the optimal action is chosen according to equation (2.23), with 1F,
replaced by the set of a vectors returned by the algorithm, 1+.
From Algorithm 3, we see that evaluating a single a vector takes O(ISI2 IQI) operations.
We also see that the size of the set IF, is O(IAIJr,_-1|) = O(IAH1F_ 1I||1) = O(All"B"").
Combining these, the asymptotic complexity of Algorithm 3 is O(ISI2IQIIAIlI(nl)) (for
n iterations). As a result, this algorithm is only computationally tractable for problems
with very small action and observation spaces. For some special classes of POMDPs,
better complexity results can be obtained [21].
From equation (2.22), we see that the optimal POMDP value function is piecewise
linear in the belief, and that each linear segment corresponds to a specific a vector. Some
of the a vectors are dominated at all belief points by other a vectors; i.e. there may exist
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Table 2.3: POMDP Value Iteration
Algorithm 3: POMDP Value Iteration
Input: a POMDP, a discounting factor
Output: A policy
POMDPVALUEITERATION((S, i, T, R, Q, O),y)
(1) 1+ = {}
(2) foreach (a E A)
(3) foreach (s E S)
(4) a(s) = R(s, a)
(5) F+ =F+ Ua
(6) AV = 2c
(7) while (AV > E)
(8) r- =
(9) r+
(10) foreach (a E A)
(11) foreach (p E JT-)
(12) foreach (s E S)
(13) a(s) = N(s, a) + 7 E,,as Z T(s, a, s')O(s', a, zj)pj(s')
(14) F+ =+ U a
(15) A V = maxb [(max(aEr+) b o a) - (max(aer-) b o a)]
(16) return F+
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a, E rI, such that arg maxer, b o a / a for any b. Exact algorithms have been created
which take advantage of this by pruning the set F, to include only the useful a vectors,
which slows the exponential growth of |Pal [16, 6]. However, although empirically they are
much faster, these algorithms still have the same asymptotic complexity as Algorithm 3
and, in general, they are still only tractable for problems with small action and observation
spaces.
As a result of the prohibitive complexity of exact solutions, many POMDP applications
use approximate solutions. Since the purpose of the approximate solutions is to mitigate
the complexity of the POMDP, it is important to understand the underlying cause of the
complexity. There are two basic differences between the MDP and the POMDP, each of
which contribute to the additional complexity of the POMDP. First, the POMDP maps
beliefs to actions, and the belief space for n discrete states is an (n - 1) dimensional
simplex. This is commonly referred to as the "curse of dimensionality" [16]. Second,
since the belief at any point in time depends on all of the observations previous to that
time, even if we are given the initial belief, the number of possible beliefs grows expo-
nentially in the horizon length. This is commonly referred to as the "curse of history"
[24]. The way to reduce the complexity then is to simplify our representation of the belief
space. Some methods that are employed to this end are: planning over a subset of the
belief space, policy search, applying heuristics to the MDP solution, hierarchical methods
(grouping states), etc. Roy [26] defines a continuum of increasing complexity and ro-
bustness, between the MDP and the exact POMDP, in which all of these approximations
lie.
In chapter four, an augmented MDP path planner is developed which takes advantage
of the structure of the information which is available to the agent (by assuming the
information comes from an extended Kalman filter) to plan over a small set of beliefs
which is representative of the complete set of beliefs that the agent will ever see. First
though, in chapter three, we will develop the structure and rules of the extended Kalman
filter, so that we can apply them to the augmented MDP.
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Chapter 3
Extended Kalman Filter
In this chapter we develop the extended Kalman filter (EKF) [5, 11, 3, 17]. The EKF is
an important and widely employed tool in the field of estimation. The EKF is a means of
combining partial knowledge of an agent's initial state, knowledge of the agent's dynamics
and information provided by observations to maintain the maximum a posteriori (MAP)
estimate of the agent's state at all times. Further, as a consequence of the central limit
theorem1 , the EKF is able to robustly estimate states in real world problems using only
a small portion of the possible belief space, specifically the set of normal (or Gaussian)
distributions. As we will see in chapter four, we can exploit this result to modify the MDP
developed in chapter two in order to create a planner that is robust to uncertainty in the
observations as well as the agent's position without affecting the MDP's complexity.
We will begin by deriving the Kalman filter equations for a linear system that is
evolving continuously over time and receives measurements from its sensors at discrete
time intervals. Then we will modify these equations to get the discrete time, discrete
measurement version of the equations which are easier to implement. We then develop the
extended Kalman filter which is able to accommodate non-linearities in the dynamics as
well as the observations. In chapter five we will see the EKF implemented on a simulation
of a real world application.
'The central limit theorem states that the distribution of the sum of independent random variables
tends to be Gaussian, regardless of the distribution of the independent variables. Since uncertainty in
navigation usually comes from the superposition of many sources, it tends to be normally distributed.
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3.1 The Gaussian Distribution
The uncertainty in the Kalman filter is represented by a normal (or Gaussian) distribution,
and the optimality of the Kalman filter depends on the uncertainty (noise) in the agent's
dynamics and observations being normally distributed. Therefore, before developing the
Kalman filter, a brief summary of the Gaussian distribution is in order. The Gaussian
density function is:
fx 1 - T 1 X 1 (3.1)(27)n/2|C|1/2 exp 2(x x) C(x
where:
x E Rinxl
t = E[x]
OJl P12O2 -..
C = P12 io2 2 ...-
Note that the Gaussian probability density at any point, x, is fully determined by the
vector mean, t, and the covariance, C, of the distribution. The standard deviation of
the distribution of state i is oa, the variance of the distribution of state i is or and the
correlation coefficient between states i and j is pi. Example Gaussian density functions
are shown for one and two variables in figure 3-1.
3.2 Kalman Filter Basics
In chapter one of this report, the author claimed that an autonomous agent required two
basic capabilities, the ability to take actions which affect its environment and the ability
to reason about which actions it should choose. We may think of estimation as a third
capability whose necessity is generally implied by the ability to reason. An agent's ability
to reason about which actions it should take in order to achieve some desirable state in its
environment will be severely limited if the agent has no knowledge of its state. In many
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Figure 3-1: (a) Scalar Gaussian density function with 2 = 0 and o-, = 1, (b) Bi-variate
Gaussian density function with t = g = 0, ox = 1, a- = .5 and pxy = 0
applications it is unreasonable to assume that the agent's state will be known. Rather,
the agent will likely have some model of how its states change over time, as well as a set
of sensors which provide it with imperfect measurements, or observations, which contain
information about its states. Given this information, the estimator's job is to provide the
agent with the best possible guess of its current state and possibly some measure of how
reliable that guess is.
We begin with the problem of estimating the agent's state without any observations.
All we are given is a model of the agent's dynamics which describe how the agent's states
change over time. In some cases, we may even have to estimate this model. This is
generally referred to as the identification problem [8]. For our purposes however, we will
assume that the model is known. Further, we will assume that the model is in the form
of a set of linear differential equations:
d
x(t) = Ax(t) + Bu(t) + w(t), x(0) = xo (3.2)
where:
x(t) E R"'X is the state vector at time t (xo = initial state)
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.............. - .. ... ... ... ...... .
u(t) E Rmxi is the input vector at time t
A E R.x" is the differential coefficient matrix
B E R" m is the input coefficient matrix
w(t) is zero mean Gaussian white noise with intensity (or power spectral density)
W. w accounts for uncertainty in the agent's dynamics.
If the model does not naturally take this form, we can generally approximate it in this
form using a technique called linearization. We discuss linearization in section 3.3. We
have also made the assumption that all of the states are continuous. In general, our agent
may have some states that only take discrete values, such as discrete modes of operation or
vehicle health states (which might take on the values 'broken' or 'ok'). Systems with both
continuous and discrete states are called hybrid systems, and estimation of hybrid systems
is called hybrid estimation [13]. Future work on this topic will investigate inclusion of
discrete states in the planner by using an EKF based hybrid estimator.
Let (t) be the estimated state vector at time t. Then, since we don't know w (but
we know that E[w] = 0), and we have no observations available, the best state estimate
at time t is given by its expected value, which gives:
d
- t)=Ai7(t) + Butt), i'(0) = iso (3.3)dt
where:
2o is the best available estimate of the initial state
Define e(t) to be the error in the estimate:
e(t) =s -(t) - x(t) (3.4)
Differentiating (3.4) and substituting in (3.2) and (3.3), we get:
d e(t) = (Ast ) + Bu(t) -(Ax(t) + Bu(t) + w), e(0) = eo = &o - xo
= A (&(t) - x(t)) -w
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Ae(t) - w (3.5)
The solution to (3.5) is 2 :
e(t) = exp (At)eo + f exp (A(t - r)) w(r)dr (3.6)
and, since E[w] = 0:
E[e(t)] = exp (At)E[eo] (3.7)
This means that, as long as the original system, (3.2), is stable [11, 3], the effect of the
initial errors will die out and the errors will go to zero. Mathematically speaking (for
stable system):
lim E[e(t)] = 0 (3.8)
t-oo
In general though, there is no guarantee that the system is stable, and, even if it is,
we have no control over the rate of convergence (i.e. if exp (At) is only small for large t,
the initial error will take a long time to die out).
We can better characterize the estimation error using its covariance matrix:
P(t) = E [(e(t) - E[e(t)]) (e(t) - E[e(t)])] = E [e(t)eT(t) (3.9)
In Appendix A, the following equation, describing the dynamics of the covariance matrix,
is derived:
-P(t) = AP(t) + P(t)AT + W, P(0) Po (3.10)
dt
If the system is stable, equation (3.10) converges to a steady state, and we can obtain the
steady state error covariance by setting the right side of equation (3.10) equal to zero and
solving for P(t).
Now we can incorporate the information that we have available in the form of discrete
time observations from the agent's sensors. In general, the observations are not direct
measurements of the states (ex: a GPS measurement gives the range from the agent to the
2exp(At) = I + At + A + ... is the matrix exponential
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satellite, it does not give the agent's position directly). In order to be useful though, the
observations must have some dependence on the states. We will assume this dependence
is linear (non-linear observations will be addressed in section 3.3):
z(Tr) = Hx(ri) + v (3.11)
where:
ri is a discrete observation time
v is sampled from zero mean white noise with variance V
Now we define the innovation:
q(ri) = z(ri) - Hs(ri) (3.12)
The innovation is an indirect measure of the error in the state estimate (note: the innova-
tion itself has some error due to the measurement noise, v). By choosing an appropriate
blending factor, K (sometimes called the filter gain), we can use the innovation to update
the estimate:
&(ri+) =(T-j) + K[q(ri-)] (3.13)
Where the superscripts (-) and (+) denote the time instants before and after the mea-
surement update respectively. We also need to update the covariance matrix when we
incorporate a measurement. Plugging (3.13) into (3.4) and then plugging the result into
(3.9) we get:
P(r1+) = E [{(T) + K (z(ri) - H&(T-)) -x(r) }same} (3.14)
Substituting (3.11) into (3.14) we get:
P(r+) = E [{(rj-)+ K(Hx(,T) - H&(Tri- + v)) -x(rTi) {same}]
= E [I - KH) (&(T[-) - x(r) ) +Kv Isame I
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= (I - KH)P(r;-)(I - KH)T + KVKT
All that remains now is to choose an optimal filter gain. With respect to the EKF,
optimal means that we would like to choose a filter gain that minimizes the uncertainty in
(or covariance of) the estimates of each state after incorporating each measurement. Since
the estimate uncertainties in an EKF are always represented by normal distributions, the
estimate that minimizes the uncertainty after each measurement is also the MAP estimate.
Minimizing the covariance of the estimate of each state after a measurement is equivalent
to minimizing the trace of P(ri+) from equation (3.15). Since P(ri) and V are both
positive definite (by definition of a covariance matrix), the trace of P(r+) is a convex
function of K. Therefore, we can find the optimal gain by differentiating the trace of
P(-r+) with respect to K, setting the result equal to zero and solving for the Kalman gain
K*. The result is:
K* = P(r-)H T(HP(-r)HT + (3.16)
By propagating the estimate and covariance using equations (3.3) and (3.10) between
measurements and incorporating measurements when they become available using equa-
tions (3.13), (3.15) and (3.16), we maintain an optimal state estimate at all times. In
practice though, it is often desirable to modify equations (3.3) and (3.10) in order to
update the estimate and covariance at discrete time intervals. This procedure is outlined
in the following section.
3.2.1 Discrete Time Kalman Filter
In the previous section, we developed the Kalman Filter equations for continuous time dy-
namics and discrete time observations. In this form, it is necessary to integrate equations
(3.3) and (3.10) in order to propagate the estimate and covariance between measurements.
In most estimation and controls applications, however, the dynamics are propagated in
small discrete time-steps in order to make software faster and easier to program.
We begin derivation of the discrete time filter equations by looking at the discrete
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(3.15)
form of equation (3.2):
x(t + At) = AAtx(t) + BAtu(t) + wAt
To compute the AAt
equation (3.2):
and BAt matrices and the vector wAt we use the solution of
x(t) exp [At]x(O) + j exp [A(t - r)]Bu(r)dr
+ fexp [A(t - T)]w(r)dT
Taking x(0) = x(t) and propagating for one time-step, At, we get:
x(t + At) exp [AAt]x(t) + j
+ exp [A(t + At
exp [A(t + At - r)]Bu(r)dr
- r)]w(T)dr (3.19)
Comparing equation (3.19) to equation (3.17), we obtain the exact equalities:
(3.20)
(3.21)
(3.22)
In practice, we may choose to use equation (3.20) directly to compute AAt, or, for small
At, we may choose to use a first order Taylor series expansion of equation (3.20) about
the point At = 0:
AAt ~ I + AAt (3.23)
If u(r) takes an appropriate functional form, we may choose to evaluate the individual
elements of the vector integrand in equation (3.21) and then compute the exact value of
the integral. More commonly though, we make the assumption that At is small enough so
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(3.17)
(3.18)
AAt = exp [AAtj
BAtu(t) = exp [A(t + At - r)]Bu(r)dr
t+At
wat = f exp [A(t + At- r)]W(T)dT
that u(t) may be taken to be constant over the interval [t, t + At]. In this case, equation
(3.21) reduces to 3 :
t+At
BAt = exp [A(t + At - T)]BdT (3.24)
If A is not invertible, it is still necessary to solve for the individual elements of the
integrand in equation (3.24) and then compute the integral. However, if A is invertible,
the integral has a closed form solution:
BAt = [-A-1exp[A(t+At-r]B t+At
SA- (-I + exp [AAt]) B (3.25)
We may also use a first order Taylor series approximation of exp [AAt] here. If we do,
equation (3.25) reduces to:
BAt ~ BAt (3.26)
In order to obtain a useful form for wAt, we make the assumption that At is small enough
so that exp [A(t + At - T)] ~ I for T E [t, t + At]. In this case, equation (3.22) reduces
to:
WAt = j w(r)dT (3.27)
A property of Gaussian white noise is that its integral also has a Gaussian distribution.
From equation (3.27) we can see that E[wAt] = 0. So, all that we need to finish charac-
terizing wAt is its covariance:
3 1f we physically restrict the control inputs to be constant over [t, t + At], equation (3.24) is still exact
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t A t ) T ]WAt = E[wAtwit] = E [(ft w(Tl)dT) (fO w( 2 )dr2
= E [fAt At(m)wT(- 2 )d-ldT2
0 0
/t At= jo Jt E[w(Ti)wT ( 2 )]dTidr2
= jot E[w(r2 )w T (r2)]dr2
=W t (.
Now equation (3.17) is fully defined,
our estimator to be:
and, analogous to the continuous case, we can define
s,(t + At) = AAt.(t) + BAtu(t) (3.29)
The error in the estimate is still defined as in equation (3.4). So, using equations (3.9)
and (3.17) we can compute the covariance update corresponding to equation (3.29):
P(t + At) = E[e(t + At)eT(t- + A)
= E[(Aste(t) 
- wAt) (Aste(t) 
- W~t)]
= E[AAte(t)eT (t)AAt] - E[AAte(t)wit] - E[wateT (t)A T] + E [wAtwt]
= AAtP(t)A t + WAt (3.30)
3.2.2 Summary of the Discrete Kalman Filter Equations
Although the derivation of the Kalman filter equations is rather complex and involved,
their implementation is quite simple. We begin with an initial state estimate, s(0), and
an initial covariance matrix, P(0). We then use equations (3.29) and (3.30) (repeated
here) to propagate the estimate and covariance until we receive an observation:
J(t + At) = Aat,(t) + BAtu(t)
P(t + At) = A AtP(t)A & + WAt
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3.28)
Then, when we receive an observation, we use equations (3.13), (3.15) and (3.16) (repeated
here) to update the estimate and covariance 4 :
&(-i+) = -sri-) + K[q(rj-)|
P(r+) = (I - KH)P(r-)(I - KH)T + KVKT
K* = P(Tr-)H T (HP(rT-)H T +V
3.3 The Extended Kalman Filter
Thus far, we have assumed that the dynamics of our system are described by a set of
linear differential equations, (3.2), and that the observations are linear combinations of
the states, (3.11). When we write the differential equations that describe a real system (or
real observations), however, they are rarely linear. Fortunately though, for small changes
in the system, non-linear systems can be approximated very well by linear systems. In this
section, we will show how the Kalman filter equations which we have already developed
can be applied to a very general class of non-linear systems.
We begin by assuming new functional forms for the system dynamics and observations
which include non-linear cases 5 :
d
-X f (x,u) + w (3.31)dt
z(t) = g(x) + v (3.32)
Where the only restriction is that the functions f and g are continuous and differentiable
over the set of feasible values of x and u.
Next we consider the Taylor series expansion of the functions f and g about the
4When we use the discrete time equations to propagate the estimate and covariance between obser-
vations, we can only incorporate an observation at an integer multiple of the time-step, At
5To reduce clutter, the (t) has been dropped from x(t) and u(t).
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arbitrary state xO:
&
f(x,u) f(Xo, u) + a-f(x,u) (x - xo) + o(x - xo)
g(x) g(xo) + -g(x) (x - xo) + o(x - Xo)
where o(x - xo) represents higher order terms, and:
lim o(h) 0h--. h
So, for small (x - xo), we have:
f(x, u) f(Xo, u) + Jf (x - xO)
g(x) g(xo) + Jg(x - xo)
where:
2Li
Iax1
x2
ai 2
aX2
...) and Jg = -g(x)&x a gaxi22
are the Jacobian matrices of f and g with respect to x. Unless otherwise noted, the
Jacobian matrices will always be evaluated at x = x*.
Now we define two new variables, the deterministic state x*, and the perturbation
state 6x, so that:
x = x* + 6x (3.38)
The meaning of these two variables will be discussed shortly but for now their definitions
will suffice. We will also rewrite the state estimate as:
S= x * + 6f (3.39)
where os is the estimate of the perturbation state. The estimate error can also be updated
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(3.33)
(3.34)
(3.35)
(3.36)
(3.37)
aX2
a 2
49X2
...
I
Jf = -- (X) =
Ox
to reflect the new states:
e = x - x = 6o - 6X (3.40)
Now we are ready to try to estimate the states of the non-linear system. As in the
linear case, in the absence of measurements, the best available estimate of the state is its
expected value:
d f U
-= f(,u) (3.41)
Assuming that the perturbation states are small and taking the first order Taylor
series expansion of equations (3.31) and (3.41), we get:
- = f (x, u) + w f(x*, u) + Jf (6x) + w (3.42)
dt
d
-= f(2, u) f(x*, u) + Jf(&±) (3.43)
Then, taking the difference of equations (3.43) and (3.42), we get a linear system of
differential equations describing the error:
d d
-X -- x f(x*,u) + Jf(&) - f(x*,u) - Jf(6x) - wdt dt
d
e Jf(e)-w (3.44)dt
Note that equation (3.44) is equivalent to equation (3.5) with A replaced by J1 . As a
result, we can reuse the derivation in Appendix A to get the differential equation for the
error covariance:
d
dP=JfP+PJt±W (3.45)
In order to incorporate observations into our estimate, we first define a perturbation
observation, 6z, using the first order Taylor series expansion of the original non-linear
observation:
z = g(x) + v e g(x*) + Jg( 6 x) + V
z = z - g(x*) e Jg(6x) + V (3.46)
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Now we have an observation which is linear in the perturbation states and we can use
equations (3.12), (3.13), (3.15) and (3.16) with H replaced by J, and z replaced by 6z to
incorporate the measurements:
q - 6z - Jgos (3.47)
Ws = & ~ + K g (3.48)
P+ ( KJg))P~(I - K Jg)T + KVKT (3.49)
K = P-J T (JgP-J[T +V (3.50)
To implement the EKF, we begin with x* = = and 6x = 0, where so is the initial
state estimate. We then use equations (3.41) and (3.45) (or their discrete time versions)
to propagate the estimate until we receive an observation. In some cases, if integration of
equation (3.41) is difficult, we may use its linear approximation, (3.43), to propagate the
estimate. In this case we would assume x* and u, and thus f(x*, u), are constant during
the period of integration, and 6& evolves according to =& - x*. When we receive an
observation, we use equations (3.47) through (3.50) to update the perturbation estimate.
During this step we assume x* is constant.
In order to keep 6& small, so that the Taylor series approximations remain accurate,
any time 6& z/ 0 (after a measurement update or after propagating forward in time) we
update the deterministic state, x* - x*+ &, and reset the perturbation estimate, 6s <- 0.
Whenever we update the deterministic state, we also reevaluate the Jacobian matrices,
J1 and J.
Having described the EKF implementation, we can now clarify the definition of the
deterministic state and the perturbation state. The deterministic state is really just the
best estimate of the true state at any given time, and the perturbation state is just the
difference between the estimated state and the true state, or the error. The states of the
EKF then, are the perturbation estimates which are estimates not of the actual non-linear
states, but rather of the error in the estimate of the non-linear states. The filter attempts
to drive these errors toward zero by using them to update the non-linear state estimate.
Intuition suggests that the EKF will work well whenever the Taylor series approxi-
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mations are accurate and fall apart when the approximations are inaccurate (because the
perturbation states get too large making the higher order terms relevant, and/or due to
extreme non-linearities). This intuition is correct, however, the EKF tends to be more
robust to inaccurate approximations than might be expected. The reason for this is that
the EKF works by adding updates to the state estimate which push it toward the true
state. Even if the approximations become quantitatively inaccurate, as long as they re-
main relatively accurate qualitatively, the updates will still push the estimate in the right
direction.
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Chapter 4
Augmented Markov Decision
Processes
In chapter two, we developed a number of path planners, all of which lacked robustness
to uncertainty in the agent's position, with the exception of the POMDP which has pro-
hibitive complexity for most problems. We noted, however, that we can approximate the
POMDP solution by considering a subset of the complete belief space. For example, we
might choose to estimate the agent's states using an extended Kalman filter, resulting
in the closed loop system shown in figure 4-1. By pairing our planner with an EKF, we
insure that the only beliefs that the planner will ever experience will be Gaussian distrib-
utions. Therefore, we can fully describe every belief that the planner will experience by its
mean (which lies in S), and its covariance. This suggests that by simply augmenting the
state vector of the original MDP with states that represent the covariance of the Gaussian
distributions, we can construct an augmented MDP (AMDP) whose states represent (ex-
actly), the beliefs of the POMDP. Therefore, under the constraint that the belief space
of the original POMDP is restricted to the set of Gaussian beliefs, the exact solution of
the AMDP is an exact solution of the POMDP (herein, we will only solve the AMDP ap-
proximately; we will approximate the set of Gaussian distributions using a set of discrete
mean values, the centers of the grid cells, and a discrete set of standard deviation values).
We also have the result that the problem of planning under uncertainty for any system
whose states can be effectively estimated by an EKF falls into this constrained class of
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Controller Dynamics
true
belief state
Estimator observations
(EKF) Sesr
always Gaussian
Figure 4-1: Closed-loop agent control system. The signal on the dashed line between the
estimator and the planner is always a Gaussian distribution.
POMDPs. This means that the wide range of applicability of the EKF implies a wide
range of applicability of the AMDP.
The planner described in this chapter is most similar to the work done by Roy in
citeRoy03, Roy99. The main difference is the use of the analytical EKF equations, rather
than direct application of Bayes' rule over discrete grid cells, to describe the transitions
of the augmented states. The advantage of the EKF equations over application of Bayes'
rule is that the transitions resulting from Bayes' rule are specific to the set of grid cells,
while the EKF equations can be used to calculate the transitions for any set of grid cells
including the limiting case of continuous space. This will provide an opportunity for future
work to investigate an AMDP planner that can begin with a coarse approximate solution,
and then refine the solution only in the proximity of states that the agent expects to
experience. The disadvantage is a loss of generality; the EKF equations can only describe
Gaussian distributions.
In the remainder of this chapter, we will describe in detail each element of the AMDP
tuple (S', A', R', T'). Then in chapter five, we will develop a model of a system with
uncertainty and complexity which are representative of a real world application. Then we
will develop an AMDP path planner for this model and demonstrate its application via
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simulation.
4.1 The AMDP State Space
As stated earlier, each state of the AMDP is actually a Gaussian distribution, and, since
we have limited our planner to Gaussian distributions, it is possible to construct the
AMDP state space so that it includes every distribution that the planner could possibly
experience. We will begin by constructing this state space, and then we will approximate
it with a set of states that fits into the MDP framework from chapter two. We will
consider the case of motion in two dimensional space. The extension to three dimensional
space is straightforward.
Each AMDP state will take the form:
x = [m, c] (4.1)
where m is a vector mean and c is a vector containing the elements of a covariance matrix.
As was the case with all of the planners in chapter two, we will begin by assuming
that the agent remains within a bounded region of two (or three) dimensional Euclidean
space. Call this set X. Next, from section (3.1), we see that a two dimensional covariance
matrix can be constructed from three elements1 , two standard deviations, o and o, and
a correlation coefficient, Pxy. Now, we can define the complete set of AMDP states as:
Sc = {[m, , UX, UpXY]Im E X, ax E (0, oo), ay E (0, oC), pxy E (-, 1)} (4.2)
Future work will explore algorithms which will find (or approximate) policies which are
optimal mappings from the continuous set Sc to the action space. In order to apply the
MDP algorithms which we defined in chapter two, we define discrete sets of standard
'A three dimensional covariance matrix can be constructed using three standard deviations and three
correlation coefficients
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deviation values and correlation coefficient values:
E {O, 0A,, 2A,, . . . , Omax} (4.3)
(4.4)E = {-1, -- 1 + AP, -1 + 2A,,. . . , 1}
where Umax characterizes the largest uncertainty that the agent expects to see and A,
and A, are small discrete increments.
Then we define the discrete set of AMDP states as:
S' = {[s,- 1 ',UY, pXy]Is E S, o- E E, Or E E, pCy E a} (4.5)
S '=SxzXEx8 (4.6)
In order to make the AMDP algorithm faster, we may choose to further our approxi-
mation of Sc by omitting pxy from the state vector and only include distributions whose
principal axes are the x and y axes. We may choose to go one step further and include
only circular distributions by omitting one of the standard deviation values from the state
vector.
4.2 The AMDP Action Space
The action space for the AMDP is the same as the action space for the POMDP described
in chapter two:
A' = (4.7)
The information gathering actions which had no effect in the basic MDP now have
meaning because the AMDP has observability into the uncertainty in the agent's state.
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4.3 The AMDP Reward Function
According to the MDP definition, the reward function must map states and actions to
real numbers. Since the AMDP state space is different than the MDP state space, the
reward function used in the MDP and POMDP cannot be directly applied to the AMDP.
However, in defining the expected discounted reward for the POMDP (equation (2.22)),
we implicitly defined the reward for a belief. By combining equations (2.17) and (2.22)
and considering only the portion due to the immediate reward, we get:
R(b, a) = Z b(s)R(s, a) (4.8)
sEs
Using equation (4.8) we can define the reward for an AMDP state, x E S', as:
R'(x, a) = 1 bx(s)R(s, a) (4.9)
SES
where bx(s) is the integral 2 over the grid cell corresponding to s E S, of the Gaussian
probability density function defined by the state x E S'. A visual interpretation of the
computation of bx(s) is shown in figure 4-2. The dotted line is the Gaussian probability
density function corresponding to the state s E S' and the solid line is the probability
mass function which approximates the probability density function. The area inside of
the boxes give the values of b2(s) for s E S.
4.4 The AMDP State Transition Function
Referring to the MDP definition again, the AMDP state transition function must map
states and actions to posterior states (or posterior distributions).
T' : (S' x A') i-4 H(S') (4.10)
2 Since the integral of the Gaussian probability density function does not have a closed form solution,
b. (s) must be computed numerically
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Figure 4-2: The dotted line is the Gaussian probability density function corresponding to
the state s C S' and the solid line is the probability mass function which approximates
the probability density function. The shaded area is the value of b,(1).
Since the MDP formulation does not include observations, the effect of observations must
be captured by the transition function as well. That is, T'(x, a) describes the evolution of
the Gaussian distribution x, as a result of temporal dynamic effects as well as observation
updates, conditional on the action a. In chapter three, we derived a set of equations which
accomplish precisely this, the EKF state and covariance propagation and measurement
update equations:
Time propagation:
±(t + At) = Asti(t) + Batu(t) (4.11)
P(t + At) = AAtP(t)AAt + W (4.12)
Measurement updates:
K = P( r-)H T (HP(rt-)H T + (4.13)
s(rj ) = ^(T-) + K[z(ri) - Hi(;-)] (4.14)
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Before continuing, we make an observation which will simplify the remaining deriva-
tions. The element of the MDP which makes state transitions non-deterministic is un-
certainty in the outcome of the actions. In the POMDP, and also the AMDP, the effect
of the uncertainty in the action outcomes has a deterministic effect on the belief transi-
tions: given some prior belief, in the absence of additional sensor information, we know
exactly what the belief will be after any action. However, the POMDP belief transitions
are made non-deterministic by the uncertainty in the observations. In the AMDP, the
uncertainty in the observations enters in the form of the measurement noise matrix, V, via
equations (4.13) and (4.15), which describe a deterministic transition in the covariance
matrix. The reason this is possible is because of the assumption that the uncertainty
in the measurements is Gaussian distributed white noise. Therefore, the measurement
update equation, (4.14), gives the posterior position estimate as the sum of two Gaussian
distributed random variables (the prior position estimate and the scaled innovation), and
there is a closed form solution for the covariance of the sum of two Gaussian random vari-
ables (namely equation (4.15)) which depends only on the variance of those two variables.
As a result, the AMDP state transitions are deterministic, and the function T(s, a) will
return a single deterministic state, s'.
Now, in order to compute the posterior state, s' = T(s, a), using equations (4.11)
through (4.15), we need to specify four things: the initial conditions, -i(O) and P(O), the
measurement values, z(t), the total duration of action a, Ata (this determines how far
into the future we need to propagate the state and covariance, this is not the same as At
in the above equations), and the input vector u(T), T E [0, Ata).
The initial mean and covariance, -(0) and P(0) are taken directly from the initial state
s. Since the measurement values are not available until execution time, we will use the
expected value of the measurements for planning: z(t) = E[z(t)] = E[Hx(t) +v] = His(t).
As a result, equation (4.14) reduces to &(i+) = &(ri-). The total time, Ata, and the input
vector, ua(-r) are specified by the action, a. This is best shown via an example. We will
compute the total time and input vector for the action 'move right'. Assume for planning
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(4.15)
Table 4.1: AMDP State Transition Algorithm
Algorithm 4: AMDP State Transitions
Input: AMDP state and action space, characteristic velocity uncertainty
Output: AMDP state transitions
AMDPTRANSITIONS(S', A')
(1) foreach (a E A')
(2) foreach (s E 5')
(3) Ua(t), Ata = ActionSpecs(a)
(4) 2o, P = InitialConditions(s, o-)
(5) t, P = EKF(Ua(t), Ata, 24, Po)
(6) T(s, a) = ConvertState(2, P)
(7) return T(s, a)
purposes that the input vector, u(t), in equation (4.11) is the velocity of the agent, i.e.,
BAt = IAt. The basic assumption here is that at execution time, the agent will employ a
controller which regulates velocity with respect to a coordinate system fixed to the map.
For the action 'move right', we will assume that the agent moves at a constant speed,
U, to the right. Then the input vector is umoveright(t) = [u, 0 ]T, and the total time is
Atmoveright = - where A., is the width of a single grid cell.
An algorithm for computing the AMDP transition function is given in Table 4.1
In Algorithm 4, the function ActionSpecs(.), returns the sequence of control inputs and
duration for action a. The function InitialConditions(.) computes the mean and covariance
to be used in the EKF equations from the initial AMDP state and the characteristic
velocity uncertainty. The function EKF(.) returns the mean and covariance that result
from application of the EKF equations given the initial conditions and control sequence,
and the function ConvertState(-) converts a mean and a covariance matrix into an AMDP
state.
The complete AMDP algorithm is given in Table 4.2.
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Table 4.2: AMDP algorithm
Algorithm 5: AMDP Algorithm
Input: a POMDP,y,E
Output: an AMDP policy
AMDP(POMDP)
(1) Compute the AMDP state space, S', per section 4.1
(2) Compute the AMDP action space, A', per section 4.2
(3) Compute the AMDP reward function, R', per section 4.3
(4) T'=AMDPtransitions(S', A')
(5) 7r' = ValueIteration((S', A', T', R'), ,c)
(6) return r'
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Chapter 5
An Implementation of the
Augmented Markov Decision Process
In this chapter we will develop a simulation with two basic purposes. First, grounding the
AMDP path planner in a specific problem will clarify the general purpose algorithm from
the previous chapter. Second, the simulation will verify that the AMDP is more robust
to uncertainty than the basic MDP but is still computationally tractable for a realistic
problem.
In order to accomplish these goals, we first build a model of an agent's dynamics which
is generic enough so that it is representative of path planning problems as a whole, but
complex enough to be realistic. Then we will develop an EKF state estimator and MDP
and AMDP path planners for our model. Finally, we will compare the MDP and AMDP
path planners by running pairs of simulations where only the path planner is varied. We
will show the results of a large set of simulations which provide statistics to support our
claim that the AMDP path planner is more robust than the MDP path planner under
agent pose uncertainty, and we will show results from specific simulation scenarios which
showcase the differences between the MDP and AMDP planners.
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5.1 A 6-DOF Generic Mobile Agent Simulation
In this section, we will construct a mathematical model which describes the motion of an
agent. To be complete, we will construct a model which allows both translational and
rotational motion in three dimensions (i.e. the model will have six degrees of freedom
(6-DOF)). The motion of an agent is due to forces and moments acting on the agent's
body, which depend on the agent's states and control inputs. For example, the forces and
moments acting on an aircraft are due to the engine thrust, which depends on the throttle
input, and due to aerodynamic forces, which depend on the states of the aircraft and the
control surface locations (inputs).
We would generally construct our model by describing the forces and moments math-
ematically in terms of the states and inputs and writing Newton's law for translational
and rotational motion in terms of the forces and moments:
F = ma = mz (5.1)
M = Ja = J# (5.2)
where F is the force acting on the agent, m is the mass of the agent, a is the acceleration
of the agent, M is the moment acting on the agent, J is the moment of inertia of the
agent and a is the angular acceleration of the agent. By replacing F and M in equations
(5.1) and (5.2) with their functional equivalents, we end up with the differential equations
of motion [2]. In doing this though, we have to take careful note of the fact that Newton's
law only holds in an inertial reference frame.
Here though, in the interest of generality, we will not consider parameters such as
the mass or moment of inertia of a specific agent. Instead, we will treat the acceleration
and the angular accelerationi as inputs. If we are given the force and moment equations,
we can solve equations (5.1) and (5.2) for the acceleration and angular acceleration and
substitute the result into our equations of motion.
We will write the equations of motion in the (assumed inertial) Earth-centered Earth-
'In our model we actually omit the angular acceleration and take the angular rate as input.
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fixed (ECEF) reference frame. To be complete, we will not neglect the fact that the forces
and moments, and by extension the inputs to our system, are defined in the non-inertial
reference frame attached to the body of the agent. In Appendix A.2 the equations of
motion in the ECEF reference frame are derived in terms of the acceleration and angular
rate in the body reference frame (the skew(.) function is also defined in Appendix A.2):
XE = VE (5.3)
VE = REBaB + 2skew(REBWB)vE (5.4)
REB = skew(REBWB)REB (5.5)
where REB is the coordinate transformation matrix from body coordinates to ECEF
coordinates 2 , so that:
rE = REBrB (5.6)
for an arbitrary vector r.
Since our simulation will actually run in small discrete time increments, At, we need
to compute discrete time versions of the equations of motion. We begin by assuming that
aB and WB are constant over the small time intervals. Then we integrate equations (5.3)
and (5.4) to get their discrete time equivalents:
1
XE(t ± At) - XE(t) -- vE(t)At + -[REB(t)aB(t) + 2skew(REB(t)WB(t))VE(t) At 2  (5.7)2
VE(t + At) = VE(t) + [REB(t)aB(t) + 2skew(REB(t)WB(t))vE(t)]At (5.8)
Then we take the first order Taylor series expansion of equation (5.5) to get its discrete
time approximation:
REB(t + At) = [I + skew(REBwB (t)At)]REB(t) (5.9)
In order to simulate the motion of the agent using our model, we just need to specify
2If we wish to track the actual Euler angles that describe the rotations from the ECEF frame to the
body frame, we can compute them directly from the elements of REB-
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the values of the inputs, aB and WB. In order to do this, we will assume that the agent
is equipped with a velocity and attitude regulating feedback controller, such that the
closed loop system behaves like a first order system. Then we specify the velocity, v,
and attitude, 0 r, of a desired reference trajectory3 (or the planner specifies the desired
velocity and attitude) and we compute the acceleration and angular rate for each discrete
time-step using the following equations:
a ( = o, - VB) (5.10)
Tv
WB = -(O, - OB) (5.11)
where Tv and To are first order time constants which are chosen to be characteristic of the
actual closed loop system response.
The last element of our simulation is a description of the environment (or map). We
will describe the environment by a set of polygonal obstacles, 0. The motion of the
agent will be constrained by the obstacles via equation (5.10). The updated form of the
equation is:
1
aB (Vr - VB) + aOBST (5.12)
Iv
where aOBST is a function of the position of the agent. aOBST is zero everywhere except
very near the obstacles. Near the obstacles, aoBsT takes on a large magnitude and points
away from the obstacle, simulating the acceleration resulting from a collision.
In figure 5-1, the results of a simulation in which the velocity and azimuth commands
where chosen manually are shown. The commands were chosen such that the agent would
collide with an obstacle so that we could see the effect of equation (5.12). The agent's
trajectory through the map is shown as well as time traces of the agent's acceleration,
velocity and azimuth angle.
follows a trajectory which ends inside of a building (so there is a collision). figure 1:
trajectory overlaid on the map (including reference trajectory) figure 2: accelerations vs
time
3 1n our simulation, we will specify the velocity and attitude in an East-North-Up (ENU) coordinate
system and translate them to body coordinates during the simulation.
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Figure 5-1: (a) The simulated trajectory of the agent through the map. (b) The simulated
acceleration of the agent, note the negative spike in the body x-axis acceleration at 81
seconds due to the collision. (c) The commanded and actual velocity of the agent. (d)
The commanded and actual azimuth angle of the agent. In all of these plots, the solid
line is the commanded (or reference) value and the dotted line is the actual value.
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5.2 The Extended Kalman Filter Equations
Now that we have defined the equations of motion for our model we can develop an
extended Kalman filter to estimate the states of the model. First we will define the states
of the filter. Next we will develop the time propagation equations for the filter states
and the error covariance matrix. Then we will define a set of sensors for the agent. We
will create a mathematical model and the corresponding filter update equations for each
sensor.
5.2.1 The States of the EKF
The non-linear states of the EKF will be the same as the states of the model with the
exception that the acceleration and angular rate will be considered states instead of inputs.
Even though the acceleration and angular rates were taken to be inputs for the purpose
of modeling, it is not reasonable to assume that they will be known. Since these states
have been added to the EKF, we also need to add the following two stochastic equations
of motion:
aB W (5.13)
WB W, (5.14)
where wa and w, are Gaussian white noise processes with power spectral densities W
and W, respectively. The discrete time versions of (5.13) and (5.14) are:
aB(t + At) = aB(t) + Wa,At (5.15)
WB(t + At) = WB(t) + W,,At (5.16)
where Wa,At and w,,At are Gaussian white sequences with variances Wa,At and W,,At
respectively. From equations (5.15) and (5.16), we can see that Wa,At and w,,At have
an intuitive physical interpretation. They are simply the amount of change, during one
time-step, in the acceleration and angular rate of the agent.
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As in section 3.3, we will also define perturbation states for the EKF:
6x =J E ~ XE (5.17)
6V = bE - VE (5.18)
6a = aB - aB (5.19)
6 6 
= OE - OE, such that:
REB = (I + skew(6)) REB (5.20)
6W = CB - WB (5.21)
where the state estimates are denoted by the hat notation.
In order to define the EKF error covariance matrix, we define the vector 6, which
contains all of the perturbation states, 6 ' = [6xT ovT 6a' 6 6 T 6wT]. Then the
covariance matrix is defined to be P = E[ 6 6 T].
The EKF states are initialized to the best available initial estimates (2E(0) = XE,O,
etc.). The uncertainty in each of these estimates is given by a zero mean Gaussian
distribution which is characterized by specifying its variance (ao, etc.). We then initialize
the perturbation states to their expected values, which are all zero because, given the
above definition of the initial uncertainty, the expected values of equations (5.17) through
(5.21) are all zero4 . Then we assume that the initial errors are uncorrelated, so that the
initial error covariance matrix is:
Oa2 O 0 0 0 0
0 2, 0 0 0
Po= 0 0 a0, 0 0 (5.22)
0 0 0 aj,0  0
0 0 0 0 0,a2,
4 Expanding the expected value of equation (5.20) and solving gives E[skew(60o)] - 0, so E[66o] = 0.
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5.2.2 EKF Time Propagation Equations
Now that we have defined the EKF states, and their initial conditions, we can define the
equations which describe their evolution through time. We begin by applying equation
(3.41) to the discrete time equations (5.7), (5.8), (5.9), (5.15) and (5.16) to obtain the
discrete time equations of motion for the full non-linear state estimates:
1
XE(t + At) =E(t) + E (t)At + -[REB(t)&B(t) + 2skew(REB(t)ZB)Et 2 (5.23)
VE(t + At) ilE(t) + [REB(t)aB(t) + 2skew(REB(t)C'B(tbE (t)]At (5.24)
REB(t + At) [I + skew(REB(t)JB (t)At)]REB(t) (5.25)
&B(t + At) = dB(t) (5.26)
WB(t + At) = LB(t) (5.27)
We propagate the EKF states between measurements by direct application of equations
(5.23) through (5.27).
In order to propagate the perturbation states and the covariance matrix through time,
we first derive the perturbation state equations of motion (see Appendix A.3). The
perturbation state equations of motion are shown here in the vector function form of
equation (3.31):
/6V 0
fs, 0
0 + Wa (5.28)
0 EB6 W + 2skew(EBDB) 6 0 0
0 
m
f
where:
f = skew(REBCB) V +EB6a
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+[skew(REB&B) - skew(iE)skew(REBB)] 60
-skew (E) EB6 W (5.29)
We propagate the perturbation state estimates between measurements by direct ap-
plication of equation (5.28). Since the function f is zero if all of the perturbation states
are zero, and E[wa] = E[w,] = 0, the perturbation state estimates remain zero between
measurements.
To propagate the covariance matrix, we compute the Jacobian of the function f, Jf.
Since f is linear in the perturbation states we can compute the Jacobian directly:
I
skew(REB(B)
0
0
0
0
REB
0
0
0
0
J6v,'66
0
2skew(REBCB)
0
0
-skewfE)REB
0
EB
0
JV,60 = [skew(NEB&B) - skew(bE)skew(EBZB)]
Now we apply the
(3.30)):
discrete time version of equation (3.45) (i.e. equations (3.23) and
P(t + At) = (I + Jf At)P(t)(I + Jf At)T + WAt
where:
WAt =
/ 0
0
0
0
0
0
0
0
0
0
0
0
Wa,At
0
0
0
0
0
0
0
0 '
0
0
0
WAt
(5.32)
(5.33)
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Jf =
0
0
0
0
0
where:
(5.30)
I
(5.31)
5.2.3 Sensors and Measurement Updates
Now, to complete our EKF, we will define the measurement update equations. In order
to define the measurement update equations, we will define a set of sensors for our agent.
For each sensor, we will define the (possibly non-linear) measurement function, g, and the
measurement noise variance, V. We will also compute the Jacobian of each measurement
function, Jg, so that, to incorporate the measurements, we simply apply equations (3.47)
through (3.50).
One sensor that we will equip our agent with is an inertial measurement unit (IMU).
The IMU consists of two parts, an accelerometer and a gyroscope. The accelerometer
takes measurements of the agent's acceleration at a very high rate and integrates these
values to obtain a change in velocity, Av which it reports to the agent at a slower rate
(we will use 100 Hz). The other sensors will all have rates which are slower than 100
Hz (except the gyroscope which we will also assume operates at 100 Hz). As a result,
we will take At in the discrete time equations above to be ( ojHz =) .01 seconds. Next,
since we have assumed that the acceleration is approximately constant during these small
time-steps, we will divide Av by At to get the acceleration. However, even though we
will assume the accelerometer is rigidly attached to the body reference frame, it does
not provide a direct measurement of aB. This is because the accelerometer measures the
specific force which includes the actual acceleration plus gravity and inertial effects. As
a result, the measurement equation for the accelerometer is:
Zacc = aB +WB X VB+ REB I E 9 vacc
where g is the gravitational constant of Earth (g ~ 9.81m), and vacc is a Gaussian white
noise sequence with variance Vacc = or cI. The Jacobian of the accelerometer measure-
ment is:
Jacc [Jacc,XE skew(OB) EB I acc - Skew EBbE) (5.35)
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where:
Jacc,XE EB(I - 2E-TE) (5.36)
Jacep = skew(L2))sskew(vE) + gT IIEB E (5.37)
The gyroscope takes measurements of the agent's angular rate at a high frequency, and
integrates these measurements to obtain a change in attitude, A6, which it reports to
the agent at a slower rate. Similar to the accelerometer, we will divide AO by At to get
the angular rate, which we have assumed to be constant during the time-steps. In this
case however, the agent's angular rate expressed in an inertial frame is the same as it is
in the body frame, so the gyroscope measurement is a direct measurement of the agent's
angular rate:
Zgyro = WB + Vgyro (5.38)
where vgyro is a white noise sequence with variance Vgyro = o',1. The Jacobian of the
gyroscope measurement is:
Jgyro = [0 0 0 I 0] (5.39)
We have assumed that the IMU is a strapdown system which means that the acceleration
and angular rate measurements are given in body coordinates and must be converted to
inertial coordinates before they can be integrated. Since this conversion is done via a
transformation matrix which relies on information provided by the gyroscope, the gyro-
scope error results in an acceleration error in the inertial frame which integrates into error
in the velocity and position. The main reason that we included all six degrees of freedom
in our model was to capture this effect.
The next sensor that we will add is a radio which communicates with a receiver at
a known location. We will refer to the receiver as a sensor node, and we will denote its
position by XE,sn. By timing the signal delay between the sensor node and the agent,
we obtain a measurement of the range from the agent to the sensor node. The resulting
measurement equation is:
z -n = ||XE,sn - XEII + Vsn (5.40)
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where vn is a white noise sequence with variance V,, = o-2 which is intended to model the
uncertainty in the signal delay as well as the position of the sensor node. The Jacobian
of the sensor node measurement is:
JSnr = (E - XE,sn)
IIXE,sn - XEI
0 0 0 0]
The sensor node range measurements will be received at a frequency of 1 Hz.
The last sensor that we will consider is a camera. The agent employs the camera by
standing so that the camera is pointed directly forward (along the body x-axis), such
that a known landmark is in the view of the camera5 . Then, based on the location of
the landmark within the image, the angle between the agent's body x-axis and the vector
from the agent to the landmark can be computed. We will refer to this measurement as
a landmark bearing measurement, and we will denote the position of the landmark by
XE,im. The landmark bearing measurement equation is:
Zimb = arctan him + vim (5.42)
where:
him = [0 1 0] o REB(XE,lm - XE) (5.43)
gim = [1 0 0] o REB(XE,lm - XE) (5.44)
and vim is a white noise sequence with
node measurement is:
Jim = Jim,XE
variance Vim = alm. The Jacobian of the sensor
0 0 Jim,6 0 0] (5.45)
where:
(5.46)
'We will assume perfect data association, which means that the agent always knows exactly which
landmark it is looking at.
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(5.41)
_ tmimEM Mm
Jim,XE 
- 2 fi2
gim m fi
I
im, 60 - mB (5.47)2 + f 12
= ~ ~ 0 0
0Im 4 1O]T (5.48)
E =xE
g E [1m 0 T]EfB (5.49)
h = him = [0 1 0]skew (?E B (XE,lm - XE) (5.50)
0 = = [1 0 0]skew(NT- (5.51)g =-im = 10O5e~1EB1(XE~lm :
The landmark bearing measurement will not be received at a regular frequency. Instead it
will be taken to be an information gathering action. For simulation purposes though, we
will assume that it takes the agent ten seconds to take a landmark bearing measurement.
5.3 The Motion Planners
Now that we have defined a map, described the motion of an agent through the map
and equipped the agent with an EKF for state estimation, our motion planner test bed
is complete. We are now ready to compare our AMDP path planner to the basic MDP
path planner. We will begin by describing the states, actions, state transition function
and reward function for the MDP, and then we will describe how each of these is modified
to build the AMDP.
5.3.1 The Markov Decision Process
To construct the MDP state space, we begin by designating some point within our map
to be the origin, (xo, yo) = (0, 0). We then describe the region of the map over which we
wish to plan, So, by four parameters, xmin, xmax, Ymin and ymax:
So = {(x, y)Ix C (Xmin, xmax), y E (Ymin, Ymax)} (5.52)
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Figure 5-2: The space over which we wish to plan is a subset of two dimensional Euclidean
space which is occupied by polygonal obstacles (buildings) and hazards which are indicated
by the stars.
Figure 5-2 shows the space over which we wish to plan. In order to make the path planning
problem more interesting, we have also included a set of stationary hazards, which we may
think of as stationary adversarial agents or hazardous terrain.
We then construct a uniform grid over this space made up of grid cells with width A,
and height A.. Each grid cell is a state of the MDP. We will represent the grid cells by
the coordinates of their centers, so that the set of MDP states, S, is:
S {(x, y)|x E X, y E Y} (5.53)
A 3A AX {xmin + A ymin + ,.. . ,xmax - A}22 2
Y f Yin + NY +3AY mx-A
~{Ym n2 Y ± 2~*Ya -2-
In order to compute the reward and transition function it will be necessary to represent
the locations of the obstacles, specified as polygons, and hazards, specified as points, in
terms of the set of discrete states, S. This is done by specifying for each cell of the grid,
whether that cell is empty, contains an obstacle, or contains a hazard. An algorithm which
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Table 5.1: Algorithm to descretize a subset of two dimensional Euclidean space which is
occupied by polygonal obstacles and point-based hazards.
Algorithm 6: AssignCellContents
Input: a set of grid cells, a set of obstacles, a set of hazards
Output: contents of each grid cell
ASSIGN CELLCONTENTS(S, 0, H)
(1) foreach (s E S)
(2) contents(s)='empty'
(3) foreach (o E 0)
(4) foreach (connected pair of vertices, (vi, v 2 ) E o)
(5) LIST = [ ]
(6) contents(s(vi))='obstacle'
(7) contents(s(v2))='obstacle'
(8) append(LIST, neighbors(s(v1 )))
(9) append(LIST, neighbors(s(v2 )))(10) while (LIST is not empty)
(11) s = pop(LIST)
(12) if (intersect(s,vi, v 2 ))
(13) contents(s)='obstacle'
(14) append(LIST, neighbors(s))
(15) foreach (h E H
(16) contents(s)='hazard'
(17) return contents
specifies the contents of each cell is shown in Table 5.1. The following functions are used
in Algorithm 6: s(p) returns the grid cell that contains the point p, append(LIST, cells)
adds the grid cells, cells, to the end of LIST, neighbors(cell) returns the eight (or less
if cell is on the edge of the grid) cells which surround cell, pop(LIST) returns the first
element of LIST and removes it from LIST, intersect(cell, v1 , v2 ) returns true if the line
from point vi to point v2 intersects cell and false otherwise. The results of Algorithm 6
for the map shown in figure 5-2 is shown in figure 5-3, where cells containing obstacles
are indicated by circles and cells containing hazards are indicated by a +. The resolution
of this grid is 2 meters in both the East and North directions.
Next we define the actions for the MDP. First we will define the set of actions, then, in
table 5.2, we specify, for each action, a corresponding reference velocity, vr, and attitude,
6r, so that the actions can be executed in the simulation via equations (5.10) and (5.11). Vr
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Figure 5-3: MDP Grid Contents: The contents of the grid corresponding to figure 5-2 are
indicated with circles for obstacles and a + for hazards.
Table 5.2: MDP actions with corresponding reference velocity and attitude
Action Vr Or
'move north' (0 1 0) (0 0 7)
'move east' (1 0 0) (0 0 0)
'move south' (0 -1 0) (0 0 - E)
'move west' (-1 0 0) (0 0 7r)
'stop' (0 0 0) (0 0 0)
is specified by a velocity vector in the East-North-Up coordinate system, and Or is specified
by the Euler angles which describe the transformation from East-North-Up coordinates
to body coordinates6 .
The set of MDP actions, A, is:
A ={'move north', 'move east','move south','move west', 'stop'} (5.54)
The 'stop' action is intended to be invoked when the agent believes it has reached the
goal state.
6We will assume that the agent is always upright in the East-North-Up coordinate system, which
means 0r = (0 0 V)
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Next we will define the state transition function for the MDP. First we define the
transition function for the action 'stop', because it is the simplest. The transition for this
action will be deterministic and, regardless of which state the action is invoked from, the
agent will transition to a terminal state which we will denote s = null, with probability
one. So we have:
T(s, 'stop', s') =
10
if s' null
otherwise } (5.55)
The 'move' actions will be described by a stochastic transition which we obtain by
assuming that the uncertainty in the velocity during the 'move' action is Gaussian with
some characteristic variance', of,. Since the velocity is taken to be constant during the
action, the deterministic part of the state transition obeys the following linear relation:
x(At)
y(At)
v2(At)
vY(At)
1 0 At 0 x(0)
0 1 0 At y(0)
0 0 1 0 VX(0)
0 0 0 1 vY(0)
(5.56)
Then, in the same way that we developed equation (3.30), we can show:
P(At) =
1
0
0
0
0
1
0
0
At
0
1
0
0
At
0
1
P(0)
1
0
0
0
0
1
0
0
At
0
1
0
0
At
0
1
T
(5.57)
with
P(0)
which results in the following covariance
0 0 0
0 0 0
0 0 oa,
0 0 0
matrix for
0
0 1 (5.58)
0
the position after the action (top left
7The characteristic uncertainty in the velocity depends on the quality of the sensors, and it is obtained
for a specific set of sensors empirically by observing the results of simulations run with that set of sensors.
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Figure 5-4: (a) Distribution before action 'move north'. (b) Distribution after action
'move north' with characteristic velocity variance = .51. Black indicates probability-S2
1, white indicates probability = 0.
2x2 portion of P(At)):
01 ,*At2 0
P2,(At) = [ o 2  At2 (5.59)
To obtain At, we take At = = Ax for actions 'move east' and 'move west', andIIVrII
At = AY for actions 'move north' and 'move south'. Equations (5.56) and (5.59) show that
the distribution of the agent's position after the 'move' actions is a Gaussian distribution
with the mean at the center of the intended posterior grid cell, and with variance O2 At 2 .
So, denoting the intended posterior state by s', we have:
10 if grid cell s' contains an obstacle
T(s, 'move *', s') = ohrie }(5.60)
f8, N(s' , Pxy (At)) otherwise
For simulation purposes, we compute T(s,'move *', s') only for the intended posterior
state and the eight surrounding states, and then we re-scale the probabilities so that we
have a well formed distribution. Figure 5-4 shows the distribution resulting from the
action 'move north' within the grid from figure 5-2, with a , =.5m.
When a 'move *' action would result in a posterior state which is occupied by an
obstacle, we replace s' in equation (5.60) with s. Figure 5-5 shows the distribution
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Figure 5-5: (a) Distribution before action 'move north'. (b) Distribution after action
C 2
'move north' with characteristic velocity variance = .5'-, with obstacles, indicated by
stars, preventing the action 'move north'. Black indicates probability = 1, white indicates
probability = 0.
resulting from the action 'move north' when obstacles are present.
The last element of the MDP is the reward function. We have three basic objectives:
(1) get to the goal, (2) get there safely (avoiding hazards), and (3) get there in the
minimum amount of time. To achieve these three objectives we will define three reward
functions and the actual reward will be their sum. To achieve the first objective, we will
give the agent a large reward for executing the action 'stop' from the goal state, and zero
reward for executing that action from any other state:
R1(s, a) { 1
0
if s is the goal state and a = 'stop'
otherwise
To achieve the second objective, we will assign a large negative reward
contain hazards:
to grid cells that
R2(s, a) -1000OAta if s contains a hazard
0 otherwise
(5.62)
where Ata is the duration of the action. To achieve the third objective, we will assign a
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} (5.61)
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cost, or negative reward, to each of the 'move' actions equal to the duration of the action:
-A(, if a = 'move east' or 'move west'
R3(s, a) = -A if a = 'move north' or 'move south' (5.63)
0 otherwise
During implementation, we will make one addition to the MDP planner. In order to
take advantage of the landmark bearing measurements which are not received automati-
cally, we will employ a heuristic which tells the agent to take a set of landmark bearing
measurements (one facing each direction; north, east, south and west) any time its posi-
tion variance gets above some threshold. To insure that the agent does not get stuck in one
place taking landmark bearing measurements over and over because the measurements
do not cause its position variance to go below the threshold, these sets of measurements
will be constrained to have at least one minute between them. It is important to note
that this heuristic applies only during execution and does not change the MDP planner
itself. It is simply intended to keep the uncertainty somewhat bounded so that its effect is
reduced. It is also important to note that such a heuristic is unnecessary for the AMDP;
the AMDP policy will choose to use this action only when it is necessary.
To solve the MDP, we employ the value iteration algorithm from chapter 2, Algo-
rithm 1.
5.3.2 The Augmented Markov Decision Process
The procedure for constructing an AMDP from an MDP was covered in detail in chapter 4.
As a result, in this section we will only discuss parts of the procedure which are specific
to this example.
Just as in section 4.1, the AMDP state space is constructed by simply augmenting
the MDP state space with covariance states so that each state of the AMDP represents
a Gaussian distribution. We have chosen to include two additional states, a standard
deviation in the East direction, OrE, and a standard deviation in the North direction, UN-
For the time being, the author has chosen to omit the correlation coefficient, potentially
76
I
degrading performance, in order to make the algorithm run faster. It is the author's
belief that the effect of neglecting the correlation coefficient will be small enough so that
this trade-off will be beneficial. The space of possible standard deviation values, E, is
constructed similarly to the way that the MDP state space was constructed. We begin
by constructing a continuous set of standard deviation values:
Eo = [0, -max] (5.64)
where o-max is chosen to represent the largest standard deviation value that we expect the
agent to experience. We then create a type of uniform grid over this set with segments of
width A,. Then the discrete set of standard deviation values is taken to be the centers
of these grid cells:
E { , ,..., max - } (5.65)2 2 2
The selection of A, has important ramifications. Choosing A, to be very small causes
the solutions to be costly to compute in terms of time. However, choosing A, to be too
large causes the planner to misrepresent the effects of the uncertainty which can result
in very poor performance. For example, imagine an agent which has only an IMU and
no other sensors. Since the IMU only bounds the acceleration error, the agent's position
error will grow unbounded. However, the rate of growth in the position error is finite, so
the amount that the position error grows during an action (a 'move' action for example)
is finite. If this amount is less than -, the error growth will not cause the discrete
standard deviation state in the planner to change, and, rather than unbounded growth in
the position error, the planner will expect a constant position error.
The only change in the action space between the MDP and the AMDP is the addition
of a new type of action. The landmark bearing measurement, which was described in
section 5.2.3, will be taken by the AMDP to be an information gathering action. In fact,
we will add four landmark bearing measurement actions, one facing each direction (North,
East, South and West).
The state transition function and reward function are computed using (Algorithm to
be added to chapter 4) and equation (4.9) respectively. Also, equation (5.63) from the
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MDP reward function is slightly modified to include the landmark bearing measurement
action before applying equation (4.9):
-AX if a = 'move east' or 'move west'
-AY if a = 'move north' or 'move south'R 3 (s, a) =(5.66)
-10 if a = 'landmark bearing measurement'
0 otherwise
We also use the value iteration algorithm from chapter 2 to solve the AMDP.
5.4 Preliminary Experimental Results
In this section we will analyze the results of a set of simulations that were run using
the motion model, EKF and AMDP and MDP planners described above. First we will
statistically compare the AMDP and MDP planners using a large set of simulations in
which the map and sensor qualities are varied. Then we will take a look at some specific
simulation scenarios which provide further insight into the results of the larger set of
simulations, and which showcase the differences between the MDP and the AMDP.
Before each simulation begins, all of the free parameters, such as the obstacle, hazard
and sensor node locations and the measurement noise parameters, are assigned values.
Then, given these parameter values, the planner creates and stores a policy (if the ap-
propriate transition function has already been created and stored the planner will use it,
otherwise it will create a new one and store it). Then the initial conditions are speci-
fied, including the simulation states and the EKF states and covariance matrix. Then
the simulation is propagated in small discrete time-steps according to the flow diagram
in figure 4-1, with the 'Agent Dynamics' box replaced by the model described in section
5.1. At each time-step, the action is selected using the policy generated by the planner
and the estimate from the EKF. The reference velocity and attitude corresponding to the
selected action are then fed into the 6-DOF simulation, where the time and states are
then propagated. The EKF estimate is updated and the next action is selected. This loop
continues to run until the agent chooses to execute the 'stop' action, or until the simula-
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Figure 5-6: Half of the simulations where run on each of these maps. (a) Warehouse site
map, (b) Two Fortresses map.
tion time reaches ten minutes, whichever comes first. The performance of the planner is
measured for each simulation by computing the actual cumulative reward for that simu-
lation. This is done by initializing the cumulative reward to zero and then incrementing
it at each time-step by (R 1 + R 2 + At) from equations equations (5.61) and (5.62), with
Ata replaced by the simulation time-step, At, in equation (5.62).
5.4.1 Statistical Analysis
A set of 960 simulations was conducted to compare the effect of uncertainty on the MDP
and AMDP planners. Each simulation was run two times, once using the MDP planner
and once using the AMDP planner. The simulations are broken into six subsets which
are shown in table 5.3. These subsets vary in that they were simulated using two different
maps, which are shown in figure 5-6, and using three different simulated sensor qualities,
which are described in table 5.4. By varying the sensor qualities, we can vary the amount
of uncertainty that the agent will experience and we can test the extent to which the
AMDP is more robust to the uncertainty than the MDP.
Within each simulation subset, eight different hazard scenarios are randomly selected,
and for each hazard scenario twenty pairs of initial positions and goal positions are chosen
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Table 5.3: Map and sensor quality for each simulation subset.
Subset Map Sensor Quality
1-a Warehouse site a
1-b Warehouse site b
1-c Warehouse site c
2-a Two Fortresses a
2-b Two Fortresses b
2-c Two Fortresses c
Table 5.4: The standard deviation of the measurement noise (as seen in section 5.2.3) is
given for each sensor, for each quality level.
Quality Level OJacc cgyro csn 01m
a 200 pg .0 5  1 m 3 deg
b 800 pg .17 sec 4 m 3 deg
c 1500 ig .57 8 m 3deg
at random 8 , resulting in a total of 160 simulations per subset. Hazard scenarios one and
two contain ten hazards, three and four contain twenty hazards and five and six contain
forty hazards. In each of these cases, the hazards are randomly distributed throughout
the map. Hazard scenarios seven and eight contain a different type of hazard which we
will call line-of-sight hazards. The objective is for the agent not to be seen by these
hazards. This new objective is reflected by modifying the MDP reward function. We first
define the function ((Si, 82) which returns 0 if the straight line from si to S2 intersects an
obstacle and 1 otherwise. Then we replace equation (5.62) of the MDP rewards with:
R 2(s, a) = -Ata E -1000((s, h) exp (-10 ) (5.67)
hEH
Hazard scenarios seven and eight contain five randomly placed line-of-sight hazards.
In figure 5-7, a histogram of the cumulative reward values is shown for each subset of
simulations. From figures 5-7(a) and 5-7(d), we see that when the uncertainty is small, the
MDP and AMDP planners both avoid hazards and succeed in reaching the goal position
with high probability. When the uncertainty is increased by using the quality level 'b'
8When the random initial position and goal position, and also the random hazard positions, are chosen,
they are tested to see if they lie within a building and, if so, they are discarded.
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sensors, we see two changes. First, the percentage of simulations in which the MDP
planner successfully reaches the goal position (indicated by a cumulative reward greater
than zero) drops from 89.4% to 50.3%, a drop of 39.1%, while the AMDP planner drops
only 16.8% from 90.9% to 74.1%. Second, increasing the uncertainty also increases the
number of simulations in which the MDP planner runs into hazards, while the number
of simulations in which the AMDP planner runs into hazards stays relatively constant.
Using the quality level 'a' sensors, the percentage of simulations in which the accumulated
reward was less than -2000 was 7.5% for the MDP and 5.94% for the AMDP. Using the
quality level 'b' sensors, the MDP percentage increased to 16.25%, while the AMDP only
increased to 6.57%.
When the uncertainty is increased further by using the quality level 'c' sensors, the
results are somewhat unexpected. Although the AMDP planner still outperforms the
MDP planner, we see the performance gap between the two planners narrow. The AMDP
reaches the goal 25% of the time, which is only 7.8% more than the MDP which reaches
the goal 17.2% of the time. This is the result of a flaw in the current AMDP path plan-
ning algorithm. This flaw comes from the fact that the AMDP path planner assumes
deterministic transitions which are based on an imperfect model of the agent's sensors
and dynamics. If, during implementation, the belief states don't transition as the planner
expects them too based on these models, the performance of the planner can be greatly
compromised. In our case, the model occasionally overestimates the effectiveness of the
landmark bearing measurements. As a result, the planner ends up choosing the landmark
bearing measurement from belief states which, during implementation, actually self tran-
sition when the landmark bearing measurement is executed (the discrete belief state does
not change as a result of the measurement). If the agent experiences such a belief state, it
will get stuck in an infinite loop and never reach the goal position. We will see an example
of this in the following section on specific scenarios. Fortunately, there appears to be an
easy patch to the algorithm which will fix this flaw. By simply using conservative models
of the sensors (which underestimate their effectiveness), we can insure that the situation
described above does not occur. Also, in spite of this flaw, the AMDP path planner still
provides a significant increase in robustness with respect to avoiding hazards. Using the
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quality level 'c' sensors, the percentage of simulations in which the accumulated reward
was less than -2000 was 22.2% for the MDP and 5.94% for the AMDP. That is a 5.95%
increase for the MDP planner over the quality level 'b' sensors and a .63% decrease for
the AMDP planner.
A histogram of the cumulative reward values for the complete set of simulations is
shown in figure 5-8.
Figure 5-9 shows how the mean cumulative reward changes with the sensor quality for
the MDP and the AMDP. Once again, we see that, as the uncertainty is increased, the
performance of the MDP planner suffers while the AMDP planner remains significantly
more consistent.
Of course, the increase in robustness of the AMDP comes at a cost. Although the
asymptotic complexity of the AMDP algorithm is the same as the MDP algorithm, the
AMDP state space is much larger than the MDP state space (by a factor of IEI2 in this
case). As a result, value iteration takes much longer for the AMDP than for the MDP.
Furthermore, computing an AMDP state transition generally requires multiple matrix
inversions (to propagate the EKF states), which means that each AMDP state transition
takes much longer to compute than an MDP state transition. This, along with the increase
in the number of states, means that the AMDP state transition function takes much longer
to compute than the MDP state transition function. Even though the transition function
can be computed off-line, this increase in computation time is so significant that it may
become prohibitive as the size of the MDP state space is increased. Yet another increase in
computation time comes from the fact that the AMDP reward function must be calculated
by computing the belief corresponding to each AMDP state and applying equation (4.9).
The mean computational times for the AMDP and MDP, over the set of 960 simulations,
are shown in table 5.5. All computations were performed on a Dell Precision 340 desktop
computer with a 2.2 GHz Intel Pentium 4 processor, using code written in c++.
5.4.2 Specific Scenarios
In this section we will take a look at four specific scenarios. Each of these scenarios will
showcase a hypothesis that was confirmed or a lesson that was learned from the simulated
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Figure 5-7: A histogram of cumulative reward values is shown for each of the simulation
subsets in table 5.3. The bars in the foreground represent simulations which were run
with the MDP planner and the bars in the background represent simulations which were
run with the AMDP planner. The bar on the far left of each histogram represents all
simulations in which the cumulative reward was less than -2000.
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Figure 5-8: The histogram of cumulative reward values for the complete set of simulations.
The bars in the foreground represent simulations which were run with the MDP planner
and the bars in the background represent simulations which were run with the AMDP
planner. The bar on the far left of the histogram represents all simulations in which the
cumulative reward was less than -2000.
Table 5.5: The mean computational times for the AMDP and MDP. The AMDP plan-
ner contained 2.56 million states, and the MDP contained 6400 states. *The reward
computation times are shown for the line-of-sight hazard simulations.
AMDP MDP
Transitions (off-line) 4 x 104 sec 1 sec
Rewards (off-line)* 4800 see 76 see
Value Iteration 175 see 2 see
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Figure 5-9: Mean cumulative reward vs. sensor quality. The AMDP planner is represented
by the solid blue line and the MDP planner is represented by the dashed red line. The
diamonds represent the mean for sensor quality 'a' (from table 5.4), the squares represent
sensor quality 'b' and the circles represent sensor quality 'c'.
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Figure 5-10: The MDP path with small uncertainty. The solid line is the planned path,
the dashed line is the estimated path and the dotted line is the actual path.
experiments.
The first scenario confirms the hypothesis that the MDP planner will perform very well
when the uncertainty remains small, and demonstrates that the AMDP planner behaves
very similar to the MDP planner when the uncertainty is small. Figures 5-10 and 5-11
show the planned, actual and estimated paths for the MDP and AMDP in a simulation
that was run using the quality level 'a' sensors. As expected, the AMDP and MDP
paths are very similar, and the planned, actual and estimated paths are very similar as
well. In this simulation, the cumulative reward for the MDP planner was 9900.95 and the
cumulative reward for the AMDP planner was 9897.64.
The next two scenarios showcase the two advantages that the AMDP gains over the
MDP as the uncertainty increases. Figures 5-12 and 5-13 show the planned, actual and es-
timated paths for the MDP and AMDP in a simulation that was run using the quality level
' sensors. Although the uncertainty in the stochastic MDP transitions was increased by
using a larger characteristic velocity uncertainty, the MDP is not able to capture the fact
that the uncertainty continues to grow beyond one transition. As a result, it is overly
confident that it will not run into the hazards and it chooses a path that goes dangerously
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Figure 5-11: The AMDP chooses a very similar path to the MDP (figure 5-10) when the
uncertainty is small. The solid line is the planned path, the dashed line is the estimated
path and the dotted line is the actual path.
close to them. In this simulation, as a result of the uncertainty, the agent strays from
the planned path and runs right over a hazard. The AMDP planner, however, is able
to capture the fact that the agent's position uncertainty will be moderately large by the
time it reaches the obstacles. As a result, it is willing to choose a slightly longer path in
order to maintain a very low probability that the agent will run into the hazards. In the
simulation that is shown in figures 5-12 and 5-13, the cumulative reward for the MDP
planner was -21,486.6 and the cumulative reward for the AMDP planner was 9802.67.
The second advantage that the AMDP planner gains over the MDP planner under
uncertainty is an increased likelihood that the agent will successfully reach the desired
goal location. In figures 5-14 through 5-17 the results of a simulation are shown in which
the quality level 'c' sensors were used. The poor quality sensors result in a large amount
of uncertainty in the agent's position as it approaches the goal position. As a result, the
AMDP planner chooses to use the information gathering action (the landmark bearing
measurement), to localize before executing the 'stop' action. In figure 5-17, we can see
the agent's position uncertainty converge as it gets near the goal location. Since the MDP
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Figure 5-12: Since the MDP has no observability into the uncertainty in the agent's
position, it chooses shorter paths that go dangerously close to hazards. The solid line is
the planned path, the dashed line is the estimated path and the dotted line is the actual
path.
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Figure 5-13: The AMDP chooses paths that maintain a safer distance from the obstacles
so that, even under uncertainty it is very unlikely that the agent will run into a hazard.
The solid line is the planned path, the dashed line is the estimated path and the dotted
line is the actual path.
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Figure 5-14: Since the MDP has no observability into the uncertainty in the agent's
position, it is not able to choose to localize before executing the 'stop' action. As a result
it does not successfully arrive at the goal position. The solid line is the planned path, the
dashed line is the estimated path and the dotted line is the actual path.
has no observability into the agent's position uncertainty it cannot choose to take actions
to localize before choosing the 'stop' action. In figure 5-17, we see that agent's position
uncertainty remains large throughout the end of the simulation. As a result, the AMDP
planner successfully reaches the goal position and the MDP planner does not.
The final simulation scenario showcases the flaw in the AMDP planner which caused
it to perform slightly poorer than expected in simulations in which the uncertainty was
large. Due to the various approximations (including discretization and the characteristic
velocity uncertainty), the state transitions which where calculated by the AMDP do not
always accurately reflect the true evolution of the states and their uncertainties. As a
result, the AMDP planner can get stuck in a loop, repeating the same action over and
over. Figure 5-18 shows a simulation in which the quality level 'c' sensors where used.
Following the AMDP policy, the agent gets near the goal position and then attempts to
reduce the uncertainty in its position by taking a landmark bearing measurement. The
distribution that results from the measurement is not the distribution that was expected
by the planner. As a result, the AMDP policy tells the agent to take another landmark
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Figure 5-15: Since the AMDP does have observability into the uncertainty in the agent's
position, it chooses to use the information gathering action (landmark bearing measure-
ment) in order to localize before executing the 'stop' action. As a result it is able to
successfully reach the goal position. The solid line is the planned path, the dashed line is
the estimated path and the dotted line is the actual path.
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Figure 5-16: In this plot we can see that when using the MDP planner, the agent's position
uncertainty remains large throughout the simulation.
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Figure 5-17: When using the AMDP planner, the position uncertainty converges before
the end of the simulation as a result of the information gathering action.
bearing measurement, which results in the same distribution again. This is repeated until
the ten minute limit is reached. Figure 5-19 shows a plot of the standard deviations of the
position uncertainties (as calculated by the EKF) versus time. We can see the position
uncertainty repeatedly converging as a result of the landmark bearing measurements
and then diverging as a result of the velocity and acceleration uncertainty, beginning
at approximately 500 seconds. However, the uncertainty never converges to the point
that the planner expects it to.
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Figure 5-18: In this simulation, the AMDP planner causes the agent to get near the goal
position and then repeatedly take landmark bearing measurements, which do not have
their expected effect. As a result the agent never reaches the goal position.
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Figure 5-19: In this figure we can see the effects of the repeated landmark bearing mea-
surements on the position uncertainty. However the uncertainty never reaches the point
that the planner expects it to. The standard deviation that the planner expects to reach
is shown by the straight solid line beginning at 450 seconds.
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Chapter 6
Conclusion
The intent of this research was to develop an efficient path planner which is robust to
the types of uncertainty that an agent might experience in the real world. In chapter
2, we saw that the POMDP is optimal under uncertainty, but is not computationally
tractable for state and action spaces which are indicative of the path planning problem.
We also noted that the underlying causes of the complexity of the POMDP stem from
the fact that the POMDP plans over the set of beliefs, which is an (n-1) dimensional
simplex for n discrete states. This insight has allowed developers to create tractable
algorithms which approximate the solution to the POMDP by planning over a subset of
the belief space. If this subset is chosen to be representative of the set of beliefs that
the agent will experience, the approximate solution will be nearly optimal (and therefore
very robust) under uncertainty. This raises the question: What approximation of the
belief space is appropriate for the path planning problem? To answer this question, we
considered the problem of state estimation; the beliefs that the planner will experience
are received from the state estimator. We then noted that one state estimator which is
commonly employed in the field of navigation, the EKF, represents uncertainty in the
agent's states using the set of Gaussian beliefs. Therefore, if we pair our planner with
an EKF, a natural approximation of the belief space is the set of Gaussian distributions.
In chapter 3, we looked at the EKF and the set of Gaussian distributions in detail. We
found that the Gaussian distributions can be described parametrically, by a mean and a
covariance matrix, and that the EKF equations provide a description of how the Gaussian
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distributions evolve. Then, in chapter 4, we exploited these characteristics to create a
deterministic MDP whose states are Gaussian distributions and whose state transitions
are described by the EKF equations. The result is an Augmented MDP whose solution
approximates the solution of the planning problem formulated as a POMDP.
In chapter 5, we demonstrated, via simulation, that if an agent's states can be esti-
mated using an EKF, then the EKF extension to the AMDP provides a computationally
tractable planner which is significantly more robust to uncertainty than the basic MDP
planner.
We found that one disadvantage of the AMDP is that, although the problem can
be solved relatively efficiently using the value iteration algorithm, computation of the
state transition function is very costly and must be done off-line. This means that our
representation of the map cannot change during implementation, which prohibits us from
solving problems in which parts of the map are dynamic, or parts of the map are estimated
on-line. Another disadvantage of the AMDP is its heavy reliance on the fidelity of the
sensor models and its sensitivity to the resolution of the discrete state approximations.
6.1 Future Work
Future work on the EKF extension to the AMDP will focus in three areas. One of these
areas is further verification of the algorithm. Although the simulations in chapter 5,
showed that the algorithm provided a significant increase in robustness for a model whose
complexity is representative of a real world application, many real world implementa-
tion issues cannot be captured by a simulation. In order to verify that these issues are
not prohibitive to implementation of the algorithm, future work will involve testing the
algorithm on a real system. In addition, before implementing the algorithm on a real
system, a study will be done to verify that the infinite loop problem in the simulations,
caused by sensor modeling errors, can be eliminated by insuring that the sensor models
are conservative, and to gain insight into how conservative the models need to be.
Another focal area of future work will be improvements to the algorithm. These im-
provements will include a variable resolution version of the algorithm which will make the
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solution faster, and make the algorithm applicable to larger maps (larger state spaces).
Another improvement to the algorithm will be the ability to plan in dynamic and uncer-
tain environments, which will allow the agent to do both planning and mapping on-line.
Preliminary studies indicate that both of these improvements can be accomplished by
learning (or estimating) the AMDP value function using samples from the model, similar
to Q-learning [34].
The third area of future research will be application of the algorithm to more diffi-
cult problems. These will include problems with multiple cooperative and/or adversarial
agents, and problems with additional tasks such as target tracking or games (like soccer
for example).
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Appendix A
Additional Calculations and
Equations
A.1 Error Covariance Differential Equation
In chapter 3, the differential equation for the linear filter error was defined as:
de(t) = Ae(t) - w (A.1)
Where w is white noise with power spectral density W. We also defined the estimate
error covariance matrix to be:
P(t) = E[(e(t) - E[e(t)]) (e(t) - E[e(t)] )= E [e(t)eT(t)]
In order to continue, it will be helpful to define an auxiliary variable:
d
-s = w
The following properties will be useful:
t+zAt
w(r)dT = s(t + At) - s(t)
t/td
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(A.2)
(A.3)
(A.4)
E [s(t) (it w(T)dr) TI
E [e(t) (jt+At w(r)dT) TI
E [s(t + At)sT(t)]
-E[s(t)s T (t)]dt
E[(t+AtE (t
=E ItA
w(r)dT) s(t)T= 0
w(T)dT)e(t)T]= 0
(A.5)
(A.6)
(A.7)
(A.8)
= E [s(t)ST(t + At)] = E [s(t)sT(t)]
The last four equations above are properties of white noise.
Now, in order to propogate the error covariance through time, we take a look at how
the error changes over an infinitesimally small time increment:
e(t + At) ~ e(t) + +e(t)At = e(t)
Substituting (A.9) into (A.2) we get:
P(t + At) =E [e(t + At)e(t + At)T]
+ Ae(t)At +
t+At Sw(-r)dT
E [(e(t) + Ae(t)At + {jt+At w(T)dT}) (same) TI
= E [e(t)eT(t)] +E [e(t eT (t)A TAt] +E [Ae(t)eT(t)At
+E [Ae(t)eT(t)ATAt2I +E ft w()d t+At
= P(t) + AP(t)At + P(t) AT At + AP(t)AT At 2
P(t + At) - P(t)
At
+E [s(t + At) - s(t)) (s(t + At)
= AP(t) + P(t)AT + AP(T)ATAt
- s(t)) T
E[(s(t + At)s T (t + At))] -E [(s(t)sT(t))]
Taking the limit as At -> 0 the approximation becomes an equality and we get:
+P(t) = AP(t) + P(t)AT + E [s(t)sT(t)]
= AP(t) + P(t)AT + W, P(0) = Po
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(A.9)
T
W(T)dr} II
(A.10)
(A.11)
A.2 Inertial Reference Frame Equations of Motion
To obtain the equations of motion in the inertial reference frame, we begin with the
position, whose time derivative is just the velocity in the inertial frame:
xE = VE (A.12)
To obtain the time derivative of the velocity, we apply Coriolis' theorem twice:
VE = REB [( XB)
dt=REB[ (B 4-WB X XB)]
= REB aB -WB X VB -+-WB X XB +WB X VB +WB X (WB X XB)1
= REB aB + 2WB X VB -B X XB -|WB X (WB X XB)] (A.13)
We obtain the time derivative of the angular velocity in the same way:
dB d
d
- (OB + WB X OB)
-dt
= aB +WB X WB -±WB X OB + WB X WB -+W B X (WB X OB)
= aB + LB X OB - WB X (WB X OB) (A.14)
Now we define the body reference frame to be fixed to the center of mass of the agent's
body. This has two implications. First, XB, which is the position of the agent's center
of mass in the body fixed coordinate system, and OB which is the rotation of the agent's
body with respect to the body fixed coordinate system, are always zero. Setting XB = 0
and OB = 0 in equations (A.13) and (A.14) we get:
VE = REBaB + 2 REBWB X VB (A.15)
B aB (A. 16)
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Second, REB is changing over time as the agent's body rotates, so we will have to derive
the equation of motion for REB. To do this, we first define the function skew(r), which
returns the skew-symmetric matrix for a vector, r:
0 -r 3  r 2
skew(r) = r3  0 -r1 (A.17)
-r2 ri 0
so that for arbitrary vectors, a and b, we have:
a x b = skew(a)b (A.18)
Next we compute the derivative of a vector, r, using the chain rule for derivatives:
dd
-rE = d [REBrB]dt d
= REBiB +REBrB (A.19)
and using Coriolis' theorem:
d
-rE REBB + skew(WE)rEdt
= REBSB + skew(WE)REBrB (A.20)
and then set the results equal:
REBZB + REBrB = REBZB + skew(WE)REBrB
REB = skew(WE)REB (A.21)
Since aB only appears in equation (A.16), we will omit both aB and equation (A.16)
from our model and take WB to be an input. Then the equations of motion in the inertial
reference frame are given by (A.12), (A.15) and (A.21).
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A.3 EKF Perturbation State Equations of Motion
To obtain the EKF perturbation state equations of motion, we differentiate equations
(5.17) through (5.21) and then substitute equations (5.3) through (5.5) and (5.13) through
(5.14) into the result:
o7 =-.E - &E
6 = E - E
-& = 6v (A.22)
R) = E -)E
6 = [REB&B + skew(REBC2 B)VE] - [REBB + skew(REBWB)vE]
R) =REB&B + skew(REB 9 B)E - [I + skew(60)]REB(&B - 6a)
-skew([I + skew(60)]NEB(1B - 6w)) (i E - 6V)
6H) skew(REBZB)6v + EB6
+[skew(NEB&B) - skew(bE)SkeW(EBC21B) 60
-skew(E)REB 6 w (A.23)
6& = aB-&B
6 = Wa (A.24)
60 = OE E
65 = [R EBCB + REBOB - [REBWB + REBOB
60 = REBCB + skew(REBCVB)OE - [I + skew(60)] EB(CDB - 6W)
-skew(EBWB)(6E - 60)
66 = NREB 6 W+ 2 skew(REBB)60 (A.25)
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note: OE is actually the error in the transformation matrix REB, so, since there is no error
in the 'true' rotation matrix, OE = 0 (however, SE $ 0).
WB - WB
(A.26)
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