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Abstract
Vizing’s adjacency lemma describes an important property of edge-chromatic critical graphs.
In an edge-chromatic critical simple graph G of maximum degree , if xy is an edge then x is
adjacent with at least  − deg(y) + 1 vertices ( 6=y) of degree . In this paper, we obtain an
extension of this result to multigraphs. c© 1999 Elsevier Science B.V. All rights reserved
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1. Introduction
All our graphs are nite, loopless but may have multiple edges. Given two vertices
u and v in a graph G, we use uv to denote the set of edges of G joining u and v,
and (uv) to denote the number of edges in uv. Let (v)= maxf(uv): u2V (G)g and
(G)= maxf(v): v2V (G)g. As usual let N (v) and d(v) respectively denote the set
of neighbours and the degree of the vertex v and (G) denote the maximum degree
of G.
A k-edge-colouring of G is an assignment of k colours to the edges of G such that
no two adjacent edges receive the same colour. The minimum integer k such that G
has a k-edge-colouring is called the edge chromatic number of G and is denoted by
0(G). Clearly, 0(G)>(G). The following classic theorem is due to Vizing [8] and
Gupta [5]:
Theorem 1 (Vizing [8] and Gupta [5]). For any graph G; 0(G)6(G) + (G).
This bound has been improved by Ore [7] as follows:
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Theorem 2 (Ore [7]). For any graph G; 0(G)6maxfd(v) + (v): v2V (G)g.
A graph G is said to be of class 1 if 0(G)=(G) and of class 2 if 0(G)>(G).
In order to classify the graphs according to their class, Vizing [9] introduced the notion
of edge chromatic critical graphs.
An edge e of a graph G is said to be critical if 0(G − e)<0(G). A graph G is
said to be critical if it is connected, class 2 and every edge of G is critical. A critical
graph G with maximum degree  is called a -critical graph.
A well-known basic result commonly known as Vizing’s adjacency lemma (VAL)
describes an important property of -critical simple graphs.
Theorem 3 (Vizing [9]). (VAL): In a -critical simple graph G; if xy is an edge;
then x is adjacent with at least − d(y) + 1 vertices (6=y) of degree .
This has wide applications and is extensively used (see [10]). So, naturally attempts
have been made to generalize this result in various directions.
2. Extensions of VAL
Theorem 4 (Anderson [1]). Let G be a graph with
0(G)= maxfd(v) + (v): v2V (G)g:
Suppose G has a critical edge with end vertices x and y. Then x is adjacent with
at least 0 − (d(y) + (y)) + 1 vertices v(6=y) such that d(v) + (vx)= 0(G).
Theorem 5 (Chetwynd and Hilton [2]). Let e2 xy be an edge of a -critical graph
G and let d(x) denote the number of edges of G joining x to vertices v that satisfy
d(v) + (xv)>0(G). Then
d(x)>
(
max((xy); 2) if d(y) + (xy)>0(G);
0(G)− d(y)− (xy) + 1 if d(y) + (xy)<0(G):
Theorem 6 (Anderson [1] and Goldberg [4]). Let e2 xy be a critical edge of a graph
G such that 0(G)>(G). Then x has two distinct neighbours v1 and v2 such that
d(v1) + (xv1) + d(v2) + (xv2)>20(G).
Theorem 7 (Hilton and Jackson [6]). Let e2 xy be a critical edge of a graph G such
that 0(G)>maxf(G) + 1; d(y) + (xy)g. Let d(x) denote the number of edges
of G joining x to vertices v(6=y) that satisfy d(v) + (xv)>0(G). Then
d(x)>20(G)− (x)− d(y)− (xy);
where (x)= maxfd(v): v2N (x)− y; d(v) + (xv)>0(G)g.
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Fig. 1.
Theorem 7 is a generalization of Theorems 5 and 6. In this paper we obtain an
extension of Theorem 4.
3. A new extension of VAL
By Theorem 2, for every graph G;(G)60(G)6maxfd(v) + (v): v2Gg. There
are graphs G with critical edges such that (G)<0(G)<maxfd(v)+(v): v2Gg. For
example, the critical graph shown in Fig. 1 has parameters = c+1; = c; 0= c+2
and maxfd(v) + (v): v2Gg=2c + 1.
Hence, the dierence maxfd(v) + (v): v2Gg − 0(G) can be arbitrarily large. For
such graphs, Theorem 4 is not applicable. In our extension of Theorem 4 we only
assume that 0(G)6maxfd(v)+(v): v2Gg; and thus cover a larger class of graphs.
To prove our extension we require the following denitions and known result.
If C is a k-edge-colouring of G and x; y are vertices, let C(x)[ C(x)] denote the set
of colours appearing (absent) at x, and C(xy) denote the set of colours of the edges
e2 xy.
Let e2 xy be an edge of G and let C be a k-edge-colouring of G−e. A fan
sequence   at x is a sequence of edges e= e0; e1; : : : ; en incident with x and with
end vertices (not necessarily distinct) y= x0; x1; : : : ; xn such that the colour of ei is
absent at xi−1; 16i6n. The fan sequence   is said to be maximal if there is no edge
f(6= ei; 16i6n) incident at x with C(f)2 C(xn).
To prove our result we require the following theorem.
Theorem 8 (Anderson [1] and Goldberg [4]). Let e2 xy be a critical edge of a graph
G such that 0(G)>d(x) + 1. Let C be a (0 − 1)-edge-colouring of G− e. Let A(x)
be the set of end vertices (6=x) of all edges which are in at least one fan sequence
at x and B(x)=N (x)−A(x). Let A(x)= fy; x1; x2; : : : ; xrg and B(x)= fy1; y2; : : : ; ysg.
Then the following sets of colours are mutually disjoint:
C(x); C(y); C(x1); : : : ; C(xr);C(xy1);C(xy2); : : : ;C(xys):
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We have the following extension of Theorem 4:
Theorem 9. Let G be a graph with 0>+ 1 and 0= maxfd(v) + (v): v2Vg − r;
where r>0. Let e2 xy be a critical edge of G with 0>d(y)+(xy). Let D(x) denote
the number of distinct vertices v(6=y) adjacent with x; that satisfy
d(v) + (vx)>0 (1)
Then D(x)>dk=(r + 1)e; where k = 0 − d(y)− (xy) + 1.
Proof. Let C be a (0 − 1)-edge-colouring of G − e. We describe a recursive
procedure to generate k mutually edge disjoint maximal fan sequences  1;  2; : : : ;  k
at x, and k vertices x1t1 ; x
2
t2 ; : : : ; x
k
tk (not necessarily distinct) adjacent with x which
satisfy (1).
Let  1: e= e10; e
1
1; : : : ; e
1
t1 be a maximal fan sequence at x with end vertices say
y= x10 ; x
1






i ; 16i6t1. Since  1 is maximal,
C(x1t1 )− f11; 12; : : : ; 1t1−1g= ;: (2)
Claim. x1t1 6=y.
On the contrary, suppose that x1t1 =y. Then by (2), C(y)f11; 12; : : : ; 1t1−1g.
Suppose for some i>2; 1i 2 C(y). Then by the denition of  1; 1i 2 C(x1i−1)\ C(y)
and so by Theorem 8, y= x1i−1 and hence e
1
i−1 2 xy. So for every 1i 2 C(y) (i>2),
there is an edge e1i−1 2 xy. Also e; e1t1 2 xy. So,
(xy)> j C(y)j − 1 + 2
= 0 − 1− (d(y)− 1)− 1 + 2
= 0 − d(y) + 1;
that is, d(y) + (xy)>0 + 1, a contradiction to our hypothesis. Hence the claim.




By (2), C(x1t1 )f11; 12; : : : ; 1t1−1g. By Theorem 8, 11 =2 C(x1t1 ), since 11 2 C(y). As
above, for every 1i 2 C(x1t1 ), there exists an edge e1i−1 2 xx1t1 with C(e1i−1)= 1i−1. Also,
e1t1 2 xx1t1 . So,
(xx1t1 )>j C(x1t1 )j+ 1= (0 − 1− d(x1t1 )) + 1;




Let A1 = C(y)−f11; 12; : : : ; 1t1g. If A1 =, we stop the procedure, since in this case
we have k vertices satisfying (1) as required:
As before, for every 1i 2 C(y) (i>2), there exists an edge e1i−1 2 xy. Also, e2 xy.
Hence, (xy)>j C(y)j − 1 + 1= 0 − d(y). So, k = 0 − d(y)− (xy) + 161, and x1t1
is a vertex satisfying (1).
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Suppose that A1 6=. We choose a colour 21 2A1. Let  2: e= e20; e21; : : : ; e2t2 be a max-
imal fan sequence at x with C(e2i )= 
2
i , 16i6t2 and f11; 12; : : : ; 1t1g\ f21; 22; : : : ; 2t2g
=. Let y= x20 ; x
2
1 ; : : : ; x
2
t2 be the end vertices ( 6=x) of e20; e21; : : : ; e2t2 , respectively. Since
 2 is maximal,
C(x2t2 )− f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2−1g= ;: (3)
Let A2 = C(y)−f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2g. If x2t2 =y, we stop the procedure since
in this case we have k vertices satisfying (1) as required:
By (3), C(y)f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2−1g. By the denition of  2 and by
Theorem 8, for every 1i ; 
2
j 2 C(y) (i; j>2), there exist edges e1i−1; e2j−1 2 xy. Also,
e; e2t2 2 xy. So, (xy)>j C(y)j−2+2= 0−d(y) and hence k = 0−d(y)−(xy)+161.
Thus if x2t2 =y, then we end up with k61, and x
1
t1 (6=y) is a vertex satisfying (1).
Suppose that x2t2 6=y.
Again using (3) and Theorem 8, we can show that




If A2 = ;, we stop the procedure since in this case we have k vertices satisfying (1)
as required: For every 1i , 
2
j 2 C(y), there exists edges e1i−1; e2j−1 2 xy with colours
1i−1, 
2
j−1, respectively. Also, e2 xy. So,
(xy)>j C(y)j − 2 + 1= 0 − d(y)− 1;
and hence, k62. In this case, x1t1 , x
2
t2 satisfy (1).
Suppose that A2 6= ;. We choose a colour 31 2A2.
Let  3: e= e30; e
3
1; : : : ; e
3





and f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2g\ f31; 32; : : : ; 3t3g= ;. Let y= x30 ; x31 ; : : : ; x3t3 (6=x) be
the end vertices of e30; e
3
1; : : : ; e
3
t3 , respectively. Since  3 is maximal,
C(x3t3 )− f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2 ; 31; 32; : : : ; 3t3−1g= ;: (4)
Let A3 = C(y)−f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2 ; 31; 32; : : : ; 3t3g. If x3t3 =y, we stop the
procedure since in this case we have k vertices satisfying (1) as required:
By (4), C(y)f11; 12; : : : ; 1t1 ; 21; 22; : : : ; 2t2 ; 31; 32; : : : ; 3t3−1g. As before, for every 1i ,
2j , 
3
k 2 C(y) (i; j; k>2), there exist edges e1i−1; e2j−1; e3k−1 2 xy with colours 1i−1; 2j−1;
3k−1, respectively. Also, e; e
3
t3 2 xy.
So, (xy)>j C(y)j − 3+ 2= 0 − d(y)− 1 and hence k62. Thus if x3t3 =y, we end
up with k62 and x1t1 ; x
2
t2 satisfy (1).
Suppose that x3t3 6=y.
Again using (4) and Theorem 8, we can show that




If A3 = ;, we stop the procedure since in this case we have k vertices satisfying (1)
as required:
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k 2 C(y), (i; j; k>2), there exist edges e1i−1; e2j−1; e3k−1
2 xy. Also, e2 xy. So,
(xy)>j C(y)j − 3 + 1= 0 − d(y)− 2;
and hence, k63. Thus if A3 = ;, we end up with k63, and in this case, x1t1 ; x2t2 ; x3t3
satisfy (1).
Suppose that A3 6= ;. We choose a colour 41 2A3 and proceed as before.
Since G is nite, this process gets terminated after generating a sequence  1;  2; : : : ;  s
of maximal fan sequences at x with the following properties:




0; i = 1; 2; : : : ; s− 1:
(ii) Since  s is maximal,
C(x sts)− f11; 12; : : : ; 1t1 ; : : : ;  s−11 ;  s−12 ; : : : ;  s−1ts−1 ;  s1 ;  s2 ; : : : ;  sts−1g= ;:
(iii) Either (a) x sts =y, or (b) x
s
ts 6=y, x sts satises (1) and
As= C(y)− f11; 12; : : : ; 1t1 ; : : : ;  s−11 ;  s−12 ; : : : ;  s−1ts−1 ;  s1 ;  s2 ; : : : ;  stsg= ;:
If case (iii)(a) holds, then for every ji 2 C(y) (16j6s; i>2), there exists an edge
e ji−1 2 xy with colour ji−1. Also e; e sts 2 xy. So, (xy)>j C(y)j−s+2= 0−d(y)−s+2,
and hence, k6s− 1. In this case, x1t1 ; x2t2 ; : : : ; x s−1ts−1 (6=y) are the vertices satisfying (1).
However, For i 6= j, 16i; j6s− 1, it is possible that xiti = x jtj .










= x j2tj2 =    = x
j‘
tj‘
where i<j1<j2<   <j‘: (5)
In our recursive procedure, after generating the fan sequences  1;  2; : : : ;  i, we have
shown that d(xiti) + (xx
i
ti)>
0. So, xxiti contains at least 
0 − d(xiti) edges. By (5),
we conclude that xxiti also contains the edges e
j1
tj1
; e j2tj2 ; : : : ; e
j‘
tj‘
of  j1 ;  j2 ; : : : ;  j‘ . So,
(xxiti)>
0 − d(xiti) + ‘. But by the hypothesis, 0 + r=maxfd(v) + (v): v2V (G)g.




t2 ; : : : ; x
s−1
ts−1 ). So,
D(x)>ds− 1=(r + 1)e>dk=(r + 1)e.
If case (iii)(b) holds, then for every ji 2 C(y) (i6j6s; i>2), there exists an edge
e ji−1 2 xy. Also e2 xy. Hence, (xy)>j C(y)j − s + 1, and so, k6s. In this case,
x1t1 ; x
2
t2 ; : : : ; x
s
ts ( 6=y) are the vertices satisfying (1). And as above, D(x)>ds=(r + 1)e>
dk=(r + 1)e.
3.1. An illustration for Theorem 9
The graph W shown in Fig. 2 is a critical graph (see [3]) with parameters =7,
=5, 0=8, maxfd(v) + (v): v2Wg=12, and r=4 in the notation of Theorem 9.
If we choose x=9, y=5, then k =6, every hypothesis of Theorem 9 is satised and
we have D(x)= d 65e=2; the vertices 3 and 6 satisfy (1). If we choose x=5, y=9,
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Fig. 2.
then k =1 and D(x)= d 15e=1; the vertex 8 satises (1). This illustration shows that
our lower bound for D(x) is tight.
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