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In this thesis we study the electronic structure of different two-dimensional (2D) electron
systems with angular resolved photoemission spectroscopy (ARPES). This technique is
based on the photoelectric effect and directly probes the electronic structure of a system.
By carefully analyzing the measured band structure with respect to peak position and line
width we can determine the complex self-energy Σ that describes the renormalization of
the electron’s energy and the change in lifetime due to many-body interactions.
The 2D electron systems investigated in this work are surface alloys on Ag(111), bismuth
trimers on Si(111) and epitaxial graphene monolayers grown on SiC(0001). Surface alloys
on Ag(111) are formed by depositing 1/3 of a monolayer of bismuth, lead or antimony (alloy
atoms) on the clean silver surface. Although (Bi,Pb,Sb) and Ag atoms are immiscible in
the bulk they form long-range ordered surface alloys, where every third Ag atom is replaced
by an alloy atom. These systems as well as the Bi trimers on Si(111) show a spin splitting
of the 2D band structure due to the Rashba-Bychkov (RB) effect. The RB model states
that in a symmetry broken environment (such as the surface of a semi-infinite crystal) the
spin-orbit interaction will lift the spin-degeneracy of the band structure. Such a spin-split
band structure bares great potential for applications in the field of spintronics, e.g. in a
Datta-Das spin field effect transistor. In the present work we investigate the origin of the
observed giant spin splitting in surface alloys, especially the interplay between structural
parameters and the atomic spin-orbit interaction. Furthermore, we will show that it is
possible to transfer these concepts to a semiconducting substrate, which is better suited
for spintronics applications.
The third system under investigation — graphene — is an ideally two-dimensional
crystal. It consists of a single layer of carbon atoms arranged in a honeycomb lattice, and
its charge carriers are confined within a plane that is just one atom thick. These charge
carriers behave like massless Dirac particles and possess extremely high carrier mobilities.
This makes graphene a promising material system for high-speed electronic devices. In
order to reach this ambitious goal one needs reliable methods for the large-scale production
of high quality graphene films. Epitaxial growth on silicon carbide (0001) substrates is the
method of choice in this case, as it offers the advantage of a precise thickness control and a
semiconducting substrate at the same time. However, the presence of the substrate reduces
the carrier mobility of graphene’s charge carriers considerably. Therefore, it is necessary to
decouple the graphene layer from the substrate after epitaxial growth. A second issue that
needs to be addressed, are viable doping methods for graphene. As graphene’s peculiar
band structure results from a sensible interplay between electrons and crystal lattice it is
not an option to replace single atoms of the graphene lattice by dopants as is common
practice when doping silicon. In order to preserve its band structure, graphene is usually
doped by adsorbing atoms or molecules on its surface. As graphene grown on SiC is n-
doped due to charge transfer from the substrate, appropriate means for p-type doping are
clearly required. In this thesis, we will present a new growth method for quasi free-standing












In dieser Arbeit untersuchen wir verschiedene zweidimensionale (2D) Elektronensyste-
me mit winkelaufgelöster Photoemission. Diese Technik basiert auf dem photoelektrischen
Effekt und eröglicht es direkt die elektronische Struktur eines Materials zu messen. Durch
sorgfältige Bestimmung von Peakpositionen und -breiten kann man die komplexe Selbs-
tenergie Σ berechnen, die beschreibt wie sich sowohl die Bindungsenergie als auch die
Lebensdauer der Elektronen ändert, sobald diese mit anderen Teilchen wechselwirken.
Hier untersuchen wir die folgenden 2D Elektronensysteme: Oberflächenlegierungen auf
Ag(111), Bismuth-Trimere auf Si(111) und epitaktisches Graphen auf SiC(0001). Oberflä-
chenlegierungen auf Ag(111) bilden sich, wenn man 1/3 Monolage Wismuth, Blei oder Anti-
mon (Legierungsatome) auf die saubere Oberfläche aufdampft. Obwohl sich
(Bi,Pb,Sb)- und Ag-Atome im Volumen nicht mischen bilden sie eine 2D Oberflächen-
legierung mit langreichweitiger Ordnung. Das Besondere an diesen Oberflächenlegierungen
und auch den Bi-Trimeren auf Si(111) ist, dass die entsprechende 2D Bandstruktur spinauf-
gespalten ist. Die Ursache hierfür ist der Rashba-Bychkov Effekt. In einem System, in dem
die Rauminversionssymmetrie gebrochen ist (also zum Beispiel an der Oberfläche eines Vo-
lumenkristalls), hebt die Spin-Bahn-Wechselwirkung die Spinentartung der Zustände auf.
Einer solchen spinaufgespaltenen Bandstruktur kommt große Bedeutung zu im Hinblick
auf Spintronik-Anwendungen, zum Beispiel in einem Datta-Das Spin-Feldeffekttransistor.
In dieser Arbeit untersuchen wir den Ursprung der riesigen Spinaufspaltung in den Ober-
flächenlegierungen, insbesondere das Zusammenspiel zwischen strukturellen Parametern
und der atomaren Spin-Bahn-Wechselwirkung. Außerdem werden wir zeigen, wie sich die-
ses Konzept auf die Oberfläche eines Halbleiters übertragen lässt, die für elektronische
Anwendungen weitaus besser geeignet sind als metallische Substrate.
Das dritte System, das wir im Folgenden untersuchen werden, ist Graphen — ein idealer
2D Kristall. Graphen besteht aus einer einzigen Lage von Kohlenstoffatomen, die ein Ho-
nigwabengitter bilden. Die Bewegungsfreiheit der Ladungsträger beschränkt sich hier auf
eine Schicht von der Dicke einer einzigen Atomlage. Die Ladungsträger in Graphen ver-
halten sich als hätten sie keine Masse und haben sehr hohe Beweglichkeiten. Aus diesem
Grund ist Graphen ein vielversprechendes Material im Hinblick auf zukünftige sehr schnelle
elektronische Anwendungen. Um diese ehrgeizige Ziel zu erreichen müssen allerdings ver-
schiedene Hindernisse überwunden werden. Zuerst einmal benötigt man eine zuverlässige
Herstellungsmethode für Graphenfilme mit hoher Qualität. Die Methode der Wahl ist in
diesem Fall epitaktisches Wachstum auf einem Siliziumkarbid-Substrat. Das Wachstum auf
der Silizium-terminierten Seite des Substrats ermöglicht eine genaue Kontrolle der Filmdi-
cke auf einem halbleitenden Substrat. Allerdings führt der Einfluss des Substrats zu einer
erheblichen Verringerung der Beweglichkeit der Ladungsträger. Aus diesem Grund muss
das Graphen nach dem Wachstum vom Substrat entkoppelt werden. Ein weiterer wichtiger
Aspekt für zukünftige elektronische Anwendungen von Graphen ist eine entsprechende Do-
tierung. Da die besonderen elektronischen Eigenschaften von Graphen aus einem sensiblem
Zusammenspiel zwischen den Elektronen und dem Graphengitter entspringen, kann man
nicht einfach einzelne Gitteratome durch Fremdatome ersetzen wie bei der Dotierung von
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Silizium. Stattdessen dotiert man Graphen, indem man verschiedene Atome oder Moleküle
auf die Oberfläche aufbringt. Da Graphen auf SiC durch Ladungstransfer aus dem Sub-
strat n-dotiert ist, sucht man vor allem nach praktikablem Methoden für die Dotierung
mit Löchern. Wir werden im Folgenden unter anderem eine neue Wachstumsmethode für
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Towards the end of the 19th century a complete physical description of the universe seemed
to be within reach. The two corner stones of classical physics — Newton’s mechanics and
Maxwell’s theory of electromagnetism — were able to give satisfactory explanations to
most observations. Then, however, many groundbreaking discoveries like e. g. that of the
x-rays (Röntgen 1895), of radioactivity (Becquerel 1896) and of the electron (Thomson
1897) revealed the limits of classical physics. With the rise of quantum mechanics and
relativity at the beginning of the 20th century it became apparent that classical physics
fails (i) whenever the dimensions of an object approach atomic length scales, and (ii) when
the speed of an object approaches the speed of light. Among the most important milestones
are Planck’s discovery in 1900 that the energy of black body radiation is quantized, which
culminated in the introduction of light quanta (later named ‘photons’) by Einstein in 1905,
and the prediction of quantized energy levels in the hydrogen atom by Bohr in 1913. The
Schrödinger equation (1926) and Heisenberg’s uncertainty principle (1927) form the basis
of the new quantum theory of physics.
In combination with today’s ability to fabricate and investigate nanostructured mate-
rials we have unprecedented possibilities to develop new low-dimensional systems whose
intriguing properties are ruled by the laws of quantum mechanics and to reach a better
understanding of physics at the nanoscale. In the present thesis we investigate the elec-
tronic structure of different two-dimensional (2D) electron systems localized at the surface
of a substrate using angular resolved photoemission spectroscopy (ARPES).
One focus of this thesis lies on the influence of the spin-orbit interaction in the symmetry-
broken environment at the surface of a crystal. The Rashba-Bychkov (RB) effect [1,2] states
that the spin degeneracy of an asymmetrically confined 2D electron gas is lifted by the
spin-orbit interaction. The resulting dispersion in the nearly free electron model consists
of two parabolas shifted away from the Γ point by an amount ±kR. The spin-polarization
of the typical RB dispersion is completely in-plane and tangential to the circular con-
stant energy contours. The RB effect opens up new pathways for the manipulation of the
electron spin by electronic means and might eventually lead to new applications in the
field of spintronics. Recently, 2D surface alloys were identified as a new class of materials
that exhibits a particularly large RB-type spin splitting [3–5]. A surface alloy is formed by
1
Chapter 1. Introduction
replacing every third atom of a silver or copper (111) surface by a heavy alloy atom such
as bismuth, lead or antimony. Although there is a general agreement that a structural
inversion asymmetry and the presence of heavy atoms are necessary ingredients to obtain
a large spin splitting, the precise mechanism remains unclear. We have investigated the
influence of the weight of the alloy atoms and their outward relaxation on the size of the
spin splitting. Our results allow us to develop a more complete understanding of the origin
of the observed giant spin splitting.
For future device applications it is desirable to control the size of the spin splitting as
well as the position of the Fermi level independently using material parameters in order
to obtain the Fermi surface with the desired spin texture. As a first step in this direction
it has been shown that the spin splitting (and at the same time the Fermi energy) can
be controlled via the Bi content in a mixed BixPb1−x/Ag(111) surface alloy [6, 7]. We
have investigated the mixed BixSb1−x/Ag(111) surface alloy and could show that the spin
splitting increases with increasing bismuth content while the position of the Fermi level
remains largely unaffected. First results on the ternary BixPbySb1−x−y/Ag(111) surface
alloy show that an independent tuning of the spin splitting and the Fermi energy should
be possible.
Unfortunately, the 2D electron system of a surface alloy contributes only very little
to the total density of states at the Fermi level because of the presence of the metallic
substrate. In order to realize the envisioned device applications the giant spin splitting of
the surface alloys needs to be transfered to a semiconducting substrate. We could show
that a monolayer of bismuth trimers on silicon (111) exhibits a spin splitting of the 2D
band structure that is of similar magnitude to the one in the Bi/Ag(111) surface alloy.
Apart from surface alloys on Ag(111) and bismuth trimers on Si(111) we focus on
graphene — a single layer of graphite and one of the few ideally 2D crystals available to-
day. Although it has been believed for a long time that such ideally 2D crystals could not
exist, Andre Geim and Konstantin Novoselov have shown that high quality graphene flakes
can be obtained by mechanical exfoliation from graphite [8] which was awarded with this
year’s Nobel prize in physics. Since its discovery in 2004 graphene’s intriguing electronic
properties have not stopped to amaze the scientific community and to raise high hopes for
its application in future high speed electronic devices. Graphene owes its fame to the ex-
tremely high mobility of its charge carriers (larger than 1×105 cm2/Vs) and to the fact that
the band structure in the vicinity of the Fermi level can be approximated by a linear in-
stead of the conventional parabolic dispersion, which means that graphene’s charge carriers
behave like relativistic massless Dirac particles. Due to its extremely high carrier mobility
and the strict two-dimensionality of its electronic structure graphene is an excellent can-
didate for the next generation of electronic materials. Apart from mechanical exfoliation
from graphite, which is the method of choice to produce proof of principle graphene de-
vices, graphene can be grown epitaxially on different substrates which allows for large-scale
production. The substrate of choice for future commercial devices is semiconducting silicon
carbide. When annealing the substrate at elevated temperatures silicon atoms leave the
substrate whereas carbon atoms remain behind to form graphene layers [9]. On SiC(0001)
— the so-called silicon face — the strong graphene-substrate interaction leads to uniform
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layer-by-layer growth [10, 11]. Unfortunately, the strong graphene-substrate interaction
though beneficial for homogeneous graphene growth is detrimental for the charge carrier
mobility [12].
For future device applications of epitaxial graphene on SiC(0001) three major obstacles
have to be overcome. The first one is the absence of a band gap, which leads to low on-off
ratios in graphene-based field effect transistors. Such a band gap will open up in graphene
nanoribbons due to quantum confinement of the charge carriers. Recently, it has been
shown that graphene nanoribbons can be grown on a templated SiC substrate [13]. The
second obstacle is to find appropriate chemical doping methods. Epitaxial graphene on
SiC(0001) is intrinsically n-doped due to charge transfer from the substrate. Therefore,
we need to find easy means of p-type doping. The challenge here is to extract electrons
out of the graphen layer without destroying graphene’s peculiar band structure. We have
shown that this can be achieved by atomic doping using bismuth, antimony or gold atoms.
Finally, epitaxial graphene on SiC(0001) needs to be decoupled from the substrate in order
to restore its unique electronic properties. The graphene layer on SiC(0001) rests on a
carbon buffer layer. We have found that this carbon buffer layer can be decoupled from
the SiC substrate by gold intercalation. The resulting quasi free-standing graphene layer
is hardly influenced by the underlaying substrate which we expect to result in improved
electronic properties.
An introduction about the physical and technical background required for the under-
standing of the experimental results is given in chapter 2 and 3. In chapter 4 we will
present our results about the influence of the weight of the alloy atoms and their outward
relaxation on the size of the RB-type spin splitting in surface alloys. Furthermore, we will
show how to tune the size of the spin splitting as well as the position of the Fermi level in
mixed binary and ternary surface alloys. In chapter 5 we will show that the concept of the
giant spin splitting in surface alloys can be transfered to a silicon substrate. In chapter
6 we develop a more complete understanding about the origin of the RB-type spin split-
ting at surfaces including our recent results. Chapter 7 is dedicated to our experimental
results concerning epitaxial graphene on SiC(0001). In chapter 8 we will summarize the







2.1 The two-dimensional electron gas
When the spatial expansion of a material becomes smaller than the wavelength of the con-
duction electrons, electrons become confined and their energy E as well as their momentum
k become quantized. This leads to special electronic properties which are dominated by
quantum size effects. The simplest model that describes quantum confinement is the par-
ticle in a box of width L [14]. The potential describing the box is given by
V (x) =
{
0, for 0 < x < L
∞, else




where m is the mass of the particle, k = npi/L, and n ∈ N. Electrons can be confined
in one spatial direction in a quantum well, in two spatial directions in a quantum wire,
and in all three spatial directions in a quantum dot. In the following we will focus on the
two-dimensional electron gas (2DEG) where the electrons are confined along one direction
but are allowed to move freely in the plane perpendicular to that direction. Such 2DEGs
are of particular interest because they show the (fractional) quantum Hall effect. 2DEGs
located on the surface of a substrate are of particular importance in the field of surface
science because they can be investigated by surface sensitive techniques like low energy
electron diffraction (LEED), scanning tunneling microscopy (STM), and angular resolved
photoemission spectroscopy (ARPES).
2.1.1 Two-dimensional electron gases in semiconductors
Measuring the quantum Hall effect in a 2DEG requires highest charge carrier mobilities.
This can be achieved in the 2DEGs that are formed at the semiconductor-oxide interface
5
Chapter 2. Scientific background
Figure 2.1: Two-dimensional electron gases: (a) metal oxide semiconductor field effect
transistor (b) band bending due to applied gate voltage creates 2D electron gas (c) a similar
band bending takes place in a semiconductor heterojunction like e.g. GaAs/AlxGa1−xAs
in a metal-oxide-semiconductor field effect transistor (MOS-FET) as displayed in Fig. 2.1
(a) and (b). The applied gate voltage bends the bands at the semiconductor-oxide inter-
face to form a triangular potential well that confines the charge carriers in the direction
perpendicular to the interface. The 2D charge carrier concentration in such MOS-FETs is
controlled via the applied gate voltage. A similar band bending takes place at the interface
between two semiconductors with different band gaps in a semiconductor heterojunction.
This is shown in Fig. 2.1 (c). In this case the charge carrier concentration is determined
by the doping level. The biggest advantage of these semiconductor based 2DEGs is the
extremely high charge carrier mobility in the order of 1× 106cm2/Vs [14] that makes these
systems ideal candidates to investigate the (fractional) quantum Hall effect. On the other
hand, these 2DEGs are localized at buried interfaces in the bulk of the crystal and cannot
be investigated by surface sensitive techniques such as ARPES, STM and LEED.
2.1.2 Surface states
Solving the Schrödinger equation for an infinite periodic potential leads to the well known
Bloch states of the form Ψ~k(~r) = u~k(~r) exp(i~k~r), where u~k(~r) is a rapidly oscillating function
with the periodicity of the lattice potential [14]. In this case, periodic boundary conditions
require the wave vector ~k to be real. In a semi-infinite crystal, however, the component
of ~k normal to the crystal surface where periodic boundary conditions do not apply can
6
2.1. The two-dimensional electron gas
Figure 2.2: In a semi-infinite crystal the bulk states (a) are exponentially damped inside the
vacuum region. Furthermore, in a semi-infinite crystal complex wave vectors are allowed. This
leads to additional solutions to the Schrödinger equation, where the electron wave function is
localized at the crystal surface (b) inside the projected band gap of the bulk band structure.
The inset in (b) shows the envelope function (blue) and the quickly oscillating part of the
Bloch wave function u~k(~r) (black).
assume complex values leading to additional solutions of the Schrödinger equation. These
additional solutions cannot exist within an infinitely expanded crystal, and their energy
eigenvalues are located in the projected bulk band gap. These solutions decay exponentially
towards both the vacuum and the crystal bulk (see Fig. 2.2), i.e. the corresponding
electronic states are localized at the surface of the crystal. Electrons within these surface
states are strongly confined in the direction perpendicular to the surface, whereas they can
propagate freely in the surface plane. Therefore, surface states constitute a paradigm 2D
electron system.
Such surface states were first introduced by Tamm using a 1D Kronig-Penney model
[15]. Shockley extended Tamm’s model to a more general 3D potential [16]. This historical
development resulted in the classification of surface states into two categories — Tamm
and Shockley surface states. Shockley surface states are described in the framework of the
nearly free electron model and exist simply due to the lack of translational symmetry at
the surface. Tamm states, on the other hand, are usually derived from a tight binding
model. The existence of Tamm surface states requires a considerable perturbation of the
surface potential due to surface reconstruction or relaxation [17].
In addition to surface states there are so called ‘surface resonances’. Their decay into
the crystal is slow and they may overlap energetically with bulk states.
2.1.3 Graphene
In contrast to the previously mentioned quasi 2DEGs with a small but finite extension into
the third spatial direction, graphene — a single layer of carbon atoms arranged in a honey-
comb lattice — constitutes an ideal 2D crystal as the electrons are localized within a single
7
Chapter 2. Scientific background
Figure 2.3: Panel (a) displays a sketch of graphene’s honeycomb lattice that consists of two
equivalent sublattices shown in red and blue, respectively. The unit cell is indicated in green.
The corresponding hexagonal Brillouin zone is shown in panel (b). The cosine shaped valence
and conduction bands cross at the K-point of the 2D Brillouin zone at the Fermi level, where
the band structure can be approximated by a conical dispersion shown in panel (c). In the
vicinity of the crossing point graphene’s charge carriers behave like massless Dirac particles.
atomic layer. Graphene was studied theoretically as soon as 1947 [18] as a model structure
for 3D graphite. About forty years later Semenoff [19] realized that the band structure of
the honeycomb lattice follows a linear rather than a parabolic dispersion in the low energy
regime (|E−EF | < 1 eV, where EF is the Fermi energy). This implies that charge carriers
in graphene behave like massless relativistic Dirac particles. Graphene therefore consti-
tutes a condensed matter analog of (2+1)-dimensional quantum electrodynamics. For a
long time, however, it was believed that such strictly 2D crystals were unstable and could
not exist. Thermal fluctuations in 2D crystal lattices should lead to large displacements of
atoms (comparable to interatomic distances) at any finite temperature. As a consequence
the 2D crystal will simply decompose [20]. Only recently it was shown that single-layer
graphene flakes can be mechanically exfoliated from bulk graphite and that these flakes
are not only stable but actually possess a remarkable crystalline quality with extremely
high carrier mobilities [8].
Graphene’s honeycomb lattice consists of two equivalent triangular sublattices A and
B as sketched in Fig. 2.3 (a). Each sublattice is responsible for the formation of a cosine-
shaped band. These bands intersect at the K-point of the 2D Brillouin zone [see Fig. 2.3
(b)] exactly at the Fermi level. Around this crossing point the bands can be approximated
by a conical dispersion [see Fig. 2.3 (c)] that is accurately described by the Dirac equation
for massless particles:
~vF~σ~∇Ψ = EΨ (2.1)
where vF ∼ 1× 106 m/s is the Fermi velocity and ~σ are the Pauli matrices. The presence
of the two equivalent triangular sublattices leads to the description of graphene’s charge
carriers in terms of spinor wavefunctions Ψ, where the ‘spin’ index ~σ indicates the sublattice
8
2.1. The two-dimensional electron gas
rather than the real electron spin, hence the term ‘pseudospin’ [20]. This pseudospin can be
visualized as the projection of the particle wavefunction onto sublattice A (pseudospin ↑)
or B (pseudospin ↓). It is responsible for graphene’s many intriguing electronic properties.
First of all, the crossing of the two pi-bands that form the Dirac cone is only possible because
they differ in one quantum number — the pseudospin. Due to the pseudospin graphene’s
charge carriers accumulate a Berry phase [21] of pi on closed loop paths which results in
the absence of backscattering in both magnetotransport [22–25] and scanning tunneling
spectroscopy experiments [26]. Furthermore, the pseudospin is responsible for the peculiar
half-integer quantum Hall effect observed in graphene [27–29], and the conservation of the
pseudospin upon passing a potential barrier is expected to result in perfect transparency
of the barrier for graphene’s charge carriers (Klein tunneling) [30]. Meanwhile, there even
exist proposals for ‘pseudospintronic’ devices, like e.g. a pseudospin valve [31].
Graphene production
Due to its extremely high carrier mobility — larger than 1× 105 cm2/Vs — and the strict
two-dimensionality of its electronic structure graphene is an excellent candidate for the
next generation of electronic materials. There are several methods for the production of
monolayer graphene.
Mechanical exfoliation from bulk graphite results in graphene flakes with a broad
thickness distribution and a lateral size of up to one millimeter [32]. After cleavage the
graphene flakes are usually transferred to a SiO2 substrate, and flakes of monolayer thick-
ness can be identified with an optical microscope. This is a tedious procedure that will
never allow to produce graphene on a large scale. However, for the fabrication of proof of
principle devices mechanical exfoliation remains the method of choice.
Reduction of graphene oxide: One promising, low-cost, and easily up-scalable alter-
native is the reduction of graphene oxide [33,34]. A mild ultrasonic treatment of graphite
oxide (a layered material produced by the oxidation of graphite) in water results in its ex-
foliation to form stable aqueous dispersions that consist almost entirely of fully exfoliated
graphene oxide sheets. These graphene oxide monolayers can be easily deposited onto a
large variety of substrates. Although chemical reduction of close-to-insulating graphene
oxide can increase its conductivity considerably it remains orders of magnitude lower than
that of pristine graphene.
Epitaxial growth: The most promising approach for large scale
graphene production is epitaxial growth on a substrate. Long before the recent interest
in graphene it was shown that ‘monolayers of graphite’ can be grown by either chemical
vapor deposition (CVD) on catalytic substrates or by thermal graphitization of SiC. It is
known for a long time that hydrocarbons can be cracked on catalytic metal substrates like
Ni [35–45], Ir [46–48], Pt [49–53], Rh [49], Ru [49] and Cu [54, 55] or on transition metal
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carbides [51, 56–59] to form single layers of graphite. However, the underlying substrate
affects the electronic properties of the graphene layer. For a weak graphene-substrate inter-
action like in the case of graphene on Ir(111) a Moiré pattern is formed. The superperiodic
potential associated with the Moiré pattern gives rise to Dirac cone replicas and the open-
ing of minigaps in the band structure [48]. For graphene on Ni(111) the graphene-substrate
interaction is so strong that the linear dispersion is completely lost. This is remedied by
intercalation of noble metals like Cu [39, 40, 43], Ag [41] or Au [42, 44] that saturate the
Ni 3d bonds and weaken the interaction between graphene and substrate. Nevertheless,
the metallic substrate makes these systems unsuitable for device applications. Recently,
it has been shown that it is possible to transfer the graphene film to an arbitrary sub-
strate after CVD growth on Ni(111) [45] or thin Cu films [55]. It is even possible to grow
graphene directly on a dielectric substrate: single-layer graphene is formed by CVD on
thin copper films predeposited on dielectric substrates that evaporate during or immedi-
ately after graphene growth, resulting in graphene deposition directly on the bare dielectric
substrate [60].
A much easier alternative, however, is the growth of graphene on a semiconducting
substrate like SiC. On both the silicon- and the carbon-terminated face of a SiC substrate,
graphene is commonly grown by thermal graphitization in ultra high vacuum (UHV).
When annealing the substrate at elevated temperatures Si atoms leave the surface whereas
the C atoms remain and form carbon layers [9]. On SiC(0001), the so-called C-face,
the weak graphene-to-substrate interaction results in the growth of rotationally disordered
multilayer graphene and a precise thickness control becomes difficult [11, 61, 62]. On the
other hand, the rotational disorder decouples the graphene layers so that the transport
properties resemble those of isolated graphene sheets with room temperature mobilities in
excess of 200,000 cm2/Vs [29,63,64].
On the Si-face the comparatively strong graphene-to-substrate interaction results in
uniform, long-range ordered layer-by-layer growth [10, 11, 62, 65]. However, commercially
available SiC wafers show a high density of scratches caused by mechanical polishing.
This problem can be solved by hydrogen etching, where several hundred nanometers of
material are removed from the surface. The resulting (0001) surface exhibits large uniform
terraces with a width of 1500Å and a height of one unit cell [66–69]. After hydrogen
etching the samples are inserted into UHV where residual oxygen impurities are removed
by depositing Si at a substrate temperature of 800◦C until a sharp (3×3) LEED pattern
is observed. Subsequent direct current heating at 1100◦C for five minutes is sufficient
for the formation of the first carbon monolayer. Within this so-called zero layer (ZL)
every third C-atom forms a chemical bond to a Si-atom in the layer below. The partial
sp3-hybridization of the ZL prevents the formation of pi-bands and therefore the ZL has
no graphene properties. Its band structure consists of two non-dispersing bands at about
−0.3 eV and −1.2 eV initial state energy [11]. In addition, the ZL forms a (6√3×6√3)R30◦
reconstruction with respect to the SiC substrate [11,61,70–73]. Upon further annealing at
1150◦C for five minutes a purely sp2-hybridized carbon layer forms on top of the ZL which
shows the linear band structure characteristic of massless charge carriers in graphene. The
band structure of this “conventionally” grown graphene monolayer (cML) near the K-point
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is influenced considerably by the underlying SiC substrate. It is n-doped with the crossing
point of the two linear bands (Dirac point) at ED = −420meV due to charge transfer
from the substrate [74–77]. Furthermore, the possibility of a band gap opening has been
discussed [71,76,78–80]. And, worst of all, the strong substrate influence is detrimental for
the charge carrier mobility [12].
However, UHV graphitization of SiC is accompanied by a considerable roughening of the
surface and yields graphene layers consisting of small grains (30-200 nm). As nucleation of
new graphene layers starts at step edges, monolayer graphene areas coexist with graphene
bilayer islands as well as with uncovered regions of the buffer layer. Recently, it was shown
that graphene films grown under 900mbar of argon atmosphere have a greatly improved
surface morphology. Instead of a surface roughening step bunching occurs, resulting in
macro-terraces that are a factor of 5-8 times wider than the original terraces and that are
homogeneously covered with a graphene monolayer [81].
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2.2 The Rashba effect and its applications
2.2.1 Spin-orbit interaction







In the rest frame of the electron this electric field transforms into a magnetic field ~B =
−(~v × ~E)/c2, where c is the speed of light, that interacts with the magnetic moment ~µ
of the electron. The energy of the electron in this field is given by ∆E = −~µ ~B with
~µ = −geµB~s/~, where ge = 2.002 is the g-factor of the electron, µB = e~/(2me) is the Bohr
magneton, me is the electron mass, and ~s is the electron spin. Using ~l = ~r × ~p, where ~l is
the orbital angular momentum of the electron, one finds — after backtransformation into












The SOI is a consequence of the relativistic behavior of the electron and can be derived
from the Dirac equation [83]
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Figure 2.4: (a) dispersion of the 2D free electron gas without (left) and with (right) Rashba
SOI. The characteristic parameters of the RB model ER and kR are indicated by black arrows.
(b) constant energy contours of region II (left) and region I (right) with the corresponding
spin-polarization for αR > 0.
we obtain the Pauli equation for a spherically symmetric potential(
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2me


















ΨA = EΨA (2.4)
where the third term on the left hand side is the Darwin term (which gives rise to the
Zitterbewegung of the electron), and the fourth term is the Pauli SOI from Eq. (2.2). In
a solid the dominant contribution to the Pauli SOI comes from the electron motion in the
bare Coulomb potential of the innermost region of the atomic cores. The potential gradient
dV/dr is proportional to the atomic number Z. Therefore, the SOI becomes important in
heavy elements with a large Z.
2.2.2 The Rashba-Bychkov model
Spin degeneracy is the consequence of combined time reversal [E(↑, ~k) = E(↓,−~k)] and
spatial inversion symmetry [E(↑, ~k) = E(↑,−~k)] that leads to E(↑, ~k) = E(↓, ~k). If the
spatial inversion symmetry is broken the spin degeneracy can be lifted by the SOI. The
loss of space inversion symmetry can either originate from a bulk inversion asymmetry
in non centrosymmetric semiconductors (Dresselhaus effect [84]) or from a structural in-
version asymmetry (Rashba-Bychkov (RB) effect [1, 2]). A structural inversion asymme-
try is caused e.g. by the asymmetric confinement potential of the 2D electron gas in a
semiconductor heterostructure, or simply by the presence of the surface in a semi-infinite
crystal. As a consequence, the electronic states that feel this structural inversion asym-
metry (2D electron gas in a semiconductor heterostructure or 2D surface states) become
spin-polarized. The RB-Hamiltonian for the SOI in a quasi-free 2D electron gas confined
in the (x, y)-plane with an inversion asymmetry along the z-direction reads [1, 2]
HRB = αR~σ(~k|| × ~ez) (2.5)
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where αR is the Rashba constant, ~σ = (σx, σy, σz) are the Pauli matrices, ~k|| is the in-plane
momentum, and ~ez is a unit vector perpendicular to the plane of the 2D electron gas.
Solving the Schrödinger equation leads to the following energy dispersion
E(k||) = E0 +
~2k2||
2m∗






Equation (2.6) describes two parabolas with effective mass m∗ with an offset ±kR =
αRm
∗/~2 away from k|| = 0. The momentum offset kR translates into a characteristic
energy called the Rashba energy ER = ~2k2R/(2m∗) = m∗α2R/(2~2). Time reversal symme-
try requires that the two spin-polarized parabolas cross at time-reversal invariant momenta
of the 2D Brillouin zone. The dispersion of a 2D free electron gas with and without Rahsba
SOI is sketched in Fig. 2.4 (a). Constant energy contours of the 2D RB dispersion consist
of two concentric circles. The RB dispersion can be divided into two different regions:
region I is the energy interval between the band minimum at E = E0 and the crossing
point of the two parabolas at E = ER, region II includes the energies E > ER. These two
regions differ with respect to the 2D density of states (DOS; constant in region II, 1/
√
E-
behavior in region I [4, 83]) and the spin-polarization [see Fig. 2.4 (b)]. From the cross
product in Eq. (2.5) we see that the electron spin aligns perpendicular to both ~k|| and ~ez,
i.e. the spin-polarization is completely in-plane and parallel to the circular constant energy
contours. For αR > 0 the electron spin rotates counterclockwise on the outer contour and
clockwise on the inner contour in region II. In region I the spins rotate counterclockwise
on both constant energy contours. Integration over momentum space yields zero net spin,
i.e. the system is not magnetic.
The spin-polarization of the 2D states caused by the RB effect can be compared to the
spin-polarization caused by the Zeeman effect if one considers αR(~k|| × ~ez) as an effective
~k-dependent magnetic field Beff that aligns the electron spin. The direction of Beff , i.e.
the spin quantization axis, is then essentially determined by the cross product between ~k||
and the structural inversion asymmetry along ~ez, whereas the size of the spin splitting is
determined by the Rashba constant αR. Within the framework of the quasi-free electron
model the Rashba constant αR is determined by the structural inversion asymmetry which
is parametrized as an electric field ~E along ~ez, i.e. ~E = (0, 0, Ez). In the rest frame of
the electron moving with a velocity v|| this electric field transforms into a magnetic field
B = (v||/c2)Ez. For typical values of Ez and v|| this would result in a spin splitting that
is several orders of magnitude smaller than observed experimentally [83, 85]. This is not
surprising: from Eq. (2.2) we know that the main contribution to the SOI actually comes
from the Coulomb field of the atomic core that is neglected in this simplified model. This
can be visualized as follows. Electrons in the periodic potential of a solid are described
by Bloch wave functions of the form Ψ~k(~r) = u~k(~r) exp(i~k~r), where u~k(~r) is a quickly
oscillating function with the periodicity of the lattice potential. In the Envelope Function
Approximation [83] the full wave function of the electron is a product of u~k(~r) times a
slowly varying envelope function Φ~k(~r) [see inset of Fig. 2.2 (b)]. The Bloch part u~k(~r)
of the wave function feels the strong atomic fields, whereas the envelope function Φ~k(~r) is
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Figure 2.5: (a) sketch of the spin field effect transistor as proposed by Datta and Das [86].
The RB-type SOI induces a phase shift ∆φ = 2m∗αRL/~2 between electrons with spin ↑ and
spin ↓, respectively, where αR is controlled by the gate voltage. (b) In the Stern-Gerlach
experiment a spatially varying magnetic field plays the role of a spin-dependent potential
that accelerates particles with opposite spin in opposite directions. Such a spatially varying
magnetic field can be created in a 2DEG with RB-type SOI, where the strength of the SOI is
varied in the direction perpendicular to the charge current by a gate voltage.
sensitive to the structural inversion asymmetry [83]. Using a simple tight binding model
Petersen and Hedegård [85] could show that the Rashba constant αR is proportional to the
atomic spin-orbit coupling parameter and an asymmetry parameter γ. This asymmetry
parameter describes the mixing of pz- and pxy-orbitals, thereby including the effect of an
external electric field. If inversion symmetry is restored, γ = αR = 0. In order to obtain
a sizable spin splitting one needs a structural inversion asymmetry combined with strong
atomic fields.
2.2.3 Applications of the RB effect
The possibility to tune the spin splitting by an external gate voltage forms the basis for
many spintronic device proposals such as the Datta-Das spin field effect transistor [86].
Furthermore, a gradient in the effective magnetic field caused by a spatial variation of the
RB-type SOI leads to spin separation in the Stern-Gerlach spin filter [87]. In addition,
2D spin-split states are expected to show the intrinsic spin Hall effect [88, 89], and an
enhancement of the superconducting temperature is predicted in the regime where the
Rashba splitting is larger than the Fermi energy [90].
Datta-Das spin field effect transistor: In the spin FET proposed by Datta and
Das [ [86] see Fig. 2.5 (a)] the RB-type SOI in the 2DEG at the interface between two
semiconductors is controlled by a gate voltage. Spin-polarized electrons are injected and
detected with ferromagnetic contacts. The initial polarization of the electrons along the
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These two components precess during the propagation of the electrons in the RB field so









where the phase shift ∆φ = 2kRL depends on the momentum offset kR (i.e. on the gate
voltage) and on the length of the 2D channel L. For ∆φ = 2npi with n ∈ N, the electron
spin matches the spin-polarization in the drain contact and the 2D channel is open. For
∆φ = 2(n + 1)pi the electron spin and the spin-polarization in the drain contact are
antiparallel to each other and the 2D channel is closed.
Stern-Gerlach spin filter: In the original Stern-Gerlach experiment [see Fig. 2.5 (b)]
the derivative of the magnetic field acts as a spin-dependent potential that accelerates
charge neutral particles with opposite spin in opposite directions. Such a spatially varying
magnetic field is implemented in a 2DEG with RB-type SOI, where the effective magnetic
field felt by the propagating electrons is varied in the direction perpendicular to the current
by a gate voltage [87]. Nearly 100% spin-filtering can be achieved.
The spin Hall effect causes spin accumulation in the direction perpendicular to the
charge current in a 2DEG. The origin of the spin Hall effect is the SOI that couples the
spin to the orbital motion of the carriers. The spin accumulation can be caused either by a
Rashba or Dresselhaus splitting of the 2D band structure (intrinsic spin Hall effect) or by
a spin-dependent impurity scattering (extrinsic spin Hall effect). The intrinsic spin Hall ef-
fect can only be observed if the spin splitting of the initial states is larger than their lifetime
broadening [88]. However, it remains unclear at present whether the predicted dissipation-
less spin currents are actual transport currents that lead to an experimentally observable
spin accumulation [91]. Furthermore, the SOI in a symmetry broken environment also
plays a key role for the observation of the quantum spin Hall effect where dissipationless
spin currents flow at the edges of a 2D topological insulator at zero magnetic field [92].
Superconductivity: In region I where the Fermi level lies between the band minimum at
E0 and the crossing point of the two spin-polarized bands at ER the density of states shows
quasi one dimensional behavior and the Fermi surface exhibits a peculiar spin texture,
where the spins have the same sense of rotation on both Fermi contours (see Fig. 2.4).
The strong 1D-like divergence of the density of states directly influences the binding energy
for a Cooper pair ∆ in the system. For a 2D Rashba system in region I one finds ∆ ∝ ER,
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i.e. the relevant energy scale for the onset of superconductivity is now given by the Rashba
energy ER so that a significant increase of the superconducting critical temperature is
expected in systems with a large Rashba splitting [90].
2.2.4 Rashba effect on surfaces
Clean surfaces
The RB model was developed to explain the observed spin splitting in asymmetrically con-
fined 2D electron gases in semiconductor heterostructures where experimentally observed
splittings are typically on the order of 0.1 to 10meV [83]. However, these are not the only
systems that exhibit a RB-type spin splitting. 2D surface states owe their mere existence
to the presence of a structural inversion asymmetry — the crystal surface. Such surface
states are confined within the first few atomic layers and are therefore very sensitive to
the asymmetric potential at the surface. LaShell et al. [93] were the first to discover the
RB-type spin splitting of the spz-derived surface state in the projected bulk band gap at Γ
on Au(111). They reported a spin splitting of 110meV at the Fermi level which is at least
one order of magnitude larger than for typical semiconductor heterostructures. The related
surface states on Cu(111) and Ag(111) do not show a spin splitting which was attributed to
their comparatively small atomic numbers [94]. A similar, though substantially larger spin
splitting than in the surface state on Au(111) exists on Bi(111), Bi(110), and Bi(100) [95],
on Sb(111) [96] and in the d-derived surface states of W(110) [97] and Lu(0001) [98].
Manipulating the spin splitting
Different approaches have been chosen to manipulate the spin splitting of these metal sur-
face states. The spin splitting on W(110) and Mo(110) can be increased by a factor of two
to three by Lithium adsorption [97], the spin splitting on Au(111) increases by up to 30%
by rare gas adsorption (Ar,Kr,Xe) [99,100], and oxidizing the surface of Gd(0001) to form
p(1 × 1)O/Gd(0001) increases the spin splitting by a factor of three [101]. Furthermore,
deposition of thin Ag films on Au(111) decreases the spin splitting of the surface state,
and in a chemically disordered AuxAg1−x alloy the spin splitting of the surface state can
be decreased continuously by reducing the Au concentration x in the uppermost atomic
layers [102–104].
Giant spin splitting through surface alloying
The biggest increase of the spin splitting so far was achieved by surface alloying [5], where
every third atom of a noble metal Ag(111) [3–5, 7, 105–107] or Cu (111) surface [106, 108]
is replaced by a heavy alloy atom (Bi,Pb,Sb). The resulting (
√
3 × √3)R30◦ structure is
displayed in Fig. 2.6. In contrast to the clean (111) substrate the surface of the surface
alloy is corrugated due to the outward relaxation ∆z of the alloy atoms. The surface
alloys Bi/Ag(111) and Pb/Ag(111) show an unprecedented spin splitting of ER = 200meV
[5] and ER = 23meV [4], respectively. This is huge compared to the Rashba energy
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Figure 2.6: Top view (left) and side view (right) of the (
√
3×√3)R30◦ structure formed by
surface alloys on Ag(111) and Cu(111). Every third atom in the (111) surface is replaced by
an alloy atom (red). The alloy atoms relax outward by an amount ∆z.
ER = 2.1meV for the Au(111) surface state. The reason for the considerable enhancement
of the spin splitting in surface alloys has to be sought in the structure of the (
√
3×√3)R30◦
reconstructed surface. The considerable outward relaxation of the alloy atoms determines
the asymmetry parameter γ (i.e. the orbital character of the surface state wave function)
which for its part determines the size of the spin splitting [85, 109]. Furthermore, the
corrugation of the surface potential leads to an out-of-plane spin component [5,110]. In the
free electron RB model this can be understood as originating from an in-plane component
of ∇V resulting from an in-plane inversion asymmetry [111]. It has been shown that the
characteristic parameters of the RB-type dispersion can be tuned continuously in a mixed
BixPb1−x/Ag(111) surface alloy [6].
Spin-polarized surface states on semiconducting substrates
Usually, surface states contribute only very little to the density of states at the Fermi
level, so that the observed RB splitting of these states will not influence the transport
properties of these systems. Therefore, it is desirable to transfer the concept of the giant
spin splitting to a semiconducting substrate. One step in this direction is the growth of
ultrathin Bi films [112–116] on Si(111). There, however, spin-polarized surface states and
spin degenerate quantum well states coexist at the Fermi level. Recently, it was shown
with spin- and angular resolved photoemission spectroscopy that the quantum well states
in ultrathin Pb films on Si(111) show a small spin splitting on the order of 10meV [117].
Another attempt was to grow Pb/Ag(111) and Bi/Ag(111) surface alloys on ultrathin
Ag films on Si(111) [118–120]. But similar to the ultrathin Bi films on Si(111) spin-
polarized surface states and spin degenerate quantum well states of the Ag film coexist at
the Fermi level. A more promising direction is to induce a spin-polarization of the surface
state on a semiconducting substrate. One monolayer Tl on Si(111) shows a spin split
surface state with a Rashba energy of ER = 20meV at the Γ-point [121]. This splitting,
however, is small compared to the giant spin splitting in the Bi/Ag(111) surface alloy, and
the surface state does not cross the Fermi level. Another promising material system are
(sub-)monolayer phases of Bi on Si(111) [122]. Previous ARPES results for the trimer phase
at one monolayer Bi coverage revealed the presence of at least four surface states, two of
which cross at high symmetry points [123]. The origin of these surface state bands was
attributed to bonding between Bi and Si and bonding of Bi atoms in a trimer, respectively
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[124]. Whether these surface states are actually spin-polarized remains an open question.
Origin of the RB-type spin splitting
Although there is a general agreement about some necessary ingredients for a large RB-
type spin splitting — such as a structural inversion asymmetry and the presence of heavy
atoms — many open questions remain, especially concerning the influence of the differ-
ent parameters in different material systems. For Li/W(110) [97] the increase of the RB
splitting with Li coverage was attributed to a variation in the surface potential gradient
although it is obvious that the surface potential gradient alone cannot account for the size
of the spin splitting [83, 85]. The increase of the spin splitting due to rare gas adsorption
on Au(111) was attributed to the Pauli repulsion between the filled orbitals of the rare gas
atoms and the orbitals of the substrate that shifts the electron density of the surface state
to regions where the potential gradient is larger. The change of the work function (i.e. of
the potential gradient itself) seemed to play a minor role in this case [99,100]. In contrast
to Au(111), Xe adsorption onto the Bi/Ag(111) surface alloy had no measurable influence
on the size of the spin splitting [105] indicating that different mechanisms influencing the
spin splitting might be at work. For Ag/Au(111) the authors argued that the spin splitting
is solely determined by the number of heavy Au atoms probed by the Shockley state wave
function [102–104]. An estimate for the atomic contribution to the size of the spin splitting
can be obtained from the spin-orbit coupling in the corresponding single atoms [95, 125].
In the Bi/Ag(111) surface alloy, however, the size of the spin splitting cannot be explained
by the presence of heavy Bi atoms alone because the splitting is larger than the splitting
of the surface states on clean Bi(111) where the number of Bi atoms in the surface layer is
three times higher than in the Bi/Ag(111) surface alloy [5]. For Au and Ag, respectively,
on W(110) the size of the spin splitting was found to be entirely independent of the atomic
number of the overlayer [126]. Recently, it was argued that the spin splitting is determined
by the asymmetry of the wave function — characterized by different l-components of the
surface state — near the nucleus [98]. The giant spin splitting in surface alloys was at-
tributed to the outward relaxation of the alloy atoms that directly influences the orbital
composition of the surface state wave function [109] and to an additional in-plane inversion
asymmetry [5, 111]. Furthermore, there are contradicting opinions about the influence of
the substrate on the size of the spin splitting in surface alloys [106,108].
Regarding this variety of possible explanations a unified theory explaining the origin
and the size of the RB-type spin splitting in different material systems is clearly desirable
— if it exists. Such a theory would enable a systematic control of the spin splitting via
material parameters and, therefore, would allow us to produce a material with the desired
spin texture at the Fermi surface.
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3.1.1 The photoelectric effect
Photoemission spectroscopy (PES) is based on the photoelectric effect discovered by Hertz
in 1887 [127]. In 1905, Einstein was able to explain this effect by invoking the quantum
nature of light [128] which was rewarded with the Nobel prize in 1921. Irradiation of a
material with photons of energy ~ω releases electrons with kinetic energy Ekin from the
surface if the energy of the light is larger than a characteristic value Emin — called the
work function Φ — which depends on the material. From the kinetic energy of the electron
its binding energy EB within the material can be determined via
EB = ~ω − Φ− Ekin (3.1)
Usually the work function ΦS of the spectrometer is larger than the work function Φ of the
sample under investigation, so that it is actually the spectrometer work function Φs that
enters Eq. (3.1). Photoemission spectra are usually referenced with respect to the Fermi
level in the sense that the Fermi level corresponds to zero binding energy. The range of
accessible binding energies depends on the photon energy used for the excitation of the
photoelectron. Photons in the vacuum ultraviolet (VUV) range are used for the excitation
of valence electrons (ultraviolet photoemission spectroscopy UPS), whereas soft x-rays can
also excite core levels (x-ray photoemission spectroscopy XPS).
3.1.2 The electron escape depth
The escape depth of electrons is determined mainly by electron-electron interactions.
Electron-phonon interactions only contribute at very low energies and are neglected here.
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Figure 3.1: Electron mean free path as a function of energy as calculated using Eq. (3.4)
from Ref. [130]
with the momentum transfer ~q, the energy transfer E, and the solid angle dΩ.
0 = 8.854As/(Vm) is the vacuum permittivity and a0 = 0.529Å is Bohr’s radius. From






Therefore, the average escape depth is essentially determined by the dielectric function
(~qω). For the relevant energy range of PES the electrons can be approximately described
by a free electron gas. In this case the dielectric function (~qω) is determined by the plasma
frequency which depends only on the electron concentration. As the mean electron-electron
distance is roughly equal for all materials, the mean free path λ follows the universal curve








where a is the thickness of a monolayer in nm. For the range of kinetic energies relevant
for PES the electron escape depth is of the order of a few Å only. This makes PES a very
surface sensitive technique.
3.1.3 The photoemission process
In the simplest description of the photoemission process [Eq. (3.1)], a photon impinges
on a sample surface and an electron, which is excited via the photoelectric effect, escapes
into the vacuum. During this interaction energy and momentum conservation have to be
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Figure 3.2: For a free electron gas direct transitions are not possible (a). The influence of a
periodic crystal potential enables direct transitions. Extended zone scheme (b) and periodic
zone scheme (c).
fulfilled. As the photon momentum is small compared to the electron momentum ~k it
can be neglected. The resulting direct transitions are forbidden in the free electron model
because energy and momentum conservation cannot be fulfilled at the same time due to
the lack of appropriate final states. Direct transitions, however, become possible in a
crystal lattice, where a lattice vector ~g can compensate for the missing momentum. This
is illustrated in Fig. 3.2.
For the interpretation of photoemission experiments the simple picture as described by
Eq. (3.1) is hardly sufficient. In the following sections we will look at the photoemission
process in more detail and derive a more appropriate description in terms of the three-step
and the more realistic one-step model.
The three-step model
The three-step model [129] is the most intuitive approach to the photoemission process.
Within the framework of this model the photoemission process is artificially split into three
independent parts. The first step is the photoexcitation of the electron, where a photon
is absorbed and an electron-hole pair is created inside the crystal. The probability w
for this photoexcitation is given by Fermi’s Golden Rule. In a second step, the electron
propagates towards the crystal-vacuum interface. During this step the photoelectrons
scatter with other electrons, plasmons or phonons, lose part of their energy and change
their momentum. In the third step the electron is refracted at the crystal-vacuum interface
and escapes through the surface. The measured photocurrent I is then proportional to the
product of (i) the probability for the photoexcitation, (ii) the probability for the electron
to arrive at the crystal-vacuum interface without being scattered, and (iii) the transmission
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function for the crystal-vacuum interface.
The one-step model
The separation of the photoemission process into three steps is artificial. The correct
treatment of the photoemission process considers the whole process as one single step.
The one-step model [129] discusses the excitation from an initial state (Bloch state) into
a damped final state near the surface. This damping takes care of the short mean free
path of the electrons in a solid. In contrast to the three-step model, where the three
processes are considered as being independent from each other, the one-step model takes
into account interference between the three artificial steps. A correct one-step treatment
of the photoemission process is based on Fermi’s Golden Rule with proper functions for
the initial and final state and the dipole operator for the interaction between electron and
photon. This problem, however, cannot be solved rigorously. Various approximations have
to be used to make a one-step calculation feasible. One of these approximations is the
so-called sudden approximation [129] which will be presented in the next paragraph.
The sudden approximation The photocurrent in a photoemission experiment results
from the excitation of an electron from the initial state Ψi to the final state Ψf caused
by a photon field with vector potential ~A. The photocurrent I is proportional to the




|〈Ψf | ~A~p|Ψi〉|2δ(Ef − Ei − ~ω) (3.5)
In the simplest approximation the wave function for the initial (final) state can be written
as a product of the orbital Φi,~k from which the photoelectron is emitted (the wave function
Φf,Ekin of the photoemitted electron) times the wave function of the remaining N − 1






As can be seen from Eq.(3.6) PES essentially measures the spectral function A(~k,E). This









For a gas of free electrons G0(~k,E) = 1/(E − E0~k − i), where  is a small number. In
this case the spectral function is a δ-function A0(~k,E) = δ(E − E0~k) and the dispersion is
given by E0~k = ~
2k2/(2m∗). When interactions are taken into account the electron energy
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In the simplest case Im(Σ) is constant, Re(Σ) = 0, and A(~k,E) is a Lorentzian with full
width at half maximum Γ = 2Im(Σ) positioned at E0~k . As can be seen from Eq. (3.7)
Re(Σ) causes deviations from the bare band dispersion E0~k , and Im(Σ) is responsible for
the intrinsic line width of the photoemission spectrum. E0~k is solely determined by the
symmetries of the lattice potential. The ability to measure the renormalized dispersion
together with an accurate determination of the photoemission line width makes PES a
powerful tool for the investigation of many-body interactions in solids.
3.1.4 Quasiparticle picture
The full Hamiltonian describing electrons in the periodic potential of a solid contains not
only the one-electron potentials describing the interaction between electrons and the ionic
cores but also many-body interactions. In the independent electron approximation the
problem is reduced to a single electron moving in the effective potential Ueff (~r) of the
atomic cores and the remaining (N − 1) electrons with the resulting bare band dispersion
E0~k . When many-body interactions are taken into account the independent electron picture
breaks down. However, when merging the bare electron with the many-body interactions to
form a new ‘quasi-particle’, the main conclusions of the independent electron approximation
remain valid. The influence of many-body interactions like electron-electron and electron-
phonon scattering is then expressed in terms of the complex self energy Σ.
The quasiparticle lifetime τ can be determined from the full width at half maximum Γ
of the photoemission peaks via τ = ~/Γ. There are three main contributions to the quasi-
particle lifetime [125]: (i) electron-electron scattering Γe−e, (ii) electron-phonon scattering
Γe−ph, and (iii) impurity scattering Γimp
Γ = Γe−e + Γe−ph + Γimp. (3.8)
Electron-electron interaction: At T = 0 the probability for an electron with E = EF
to scatter with a second electron is zero because there are no unoccupied levels at the Fermi
energy, and therefore there is no phase space for this process. Consequently, the lifetime
of an electron at EF at T = 0 is infinite. If E is slightly different from EF this leads
to a finite scattering rate of order (E − EF )2. At T > 0 there will be partially occupied
levels in a shell of width kBT around the Fermi level and the scattering rate will become
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proportional to (kBT )2 even at E = EF . This leads to the following scattering rate due to
electron-electron interactions [131]:
Γe−e = 2β[(pikBT )2 + (E − EF )2] (3.9)
where β is the electron-electron interaction constant.
Electron-phonon interaction: The lifetime-broadening induced by electron-phonon in-
teractions is given by [132]
Γe−ph = 2piλkBT (3.10)
for temperatures larger than the Debey temperature, with the electron-phonon coupling
constant λ. Apart from a reduced lifetime, electron-phonon scattering leads to a change of
the energy dispersion due to the real part of the self energy E(~k) = E0~k +Re(Σ). This band
renormalization can be expressed as a change of the electronic velocity v(k) = 1/~(∂E/∂k).





where λ = −∂Re(Σ)/∂E. Electron-phonon interactions lead to a reduced slope of the
quasiparticle band (=kink) around the Fermi level.
Impurity scattering: The increase in line width due to electron-impurity scattering
is assumed to be independent of energy E and temperature T but proportional to the
impurity concentration. Therefore, we write
Γimp = const. (3.12)
3.1.5 Angular resolved photoemission spectroscopy
A modern photoemission setup (Fig. 3.3) consists of a light source in the VUV range
(gas discharge lamp, laser, or synchrotron radiation) that irradiates the sample. Electrons
excited via the photoelectric effect are analyzed with respect to their kinetic energy Ekin
and their emission angle θ in an electrostatic analyzer. From the kinetic energy the binding
energy of the electrons inside the crystal can be calculated using Eq. (3.1). As the in-plane
momentum k|| is conserved at the crystal-vacuum interface it can be determined directly










Ekin[eV] sin(θ). The in-plane momen-
tum is varied by turning the sample around θ and φ, respectively, as displayed in Fig. 3.3.




Figure 3.3: Angular resolved photoemission setup: a light source (gas discharge lamp, laser,
or synchrotron radiation) emits monochromatic photons of energy hν that impinge on the
sample surface. Photoelectrons are emitted and focused into a hemispherical analyzer where
both kinetic energy and emission angle of the photoelectron are determined. After passing
the analyzer the electrons are detected with a 2D CCD camera.
Setup: ARPES experiments have been performed at the Max Planck Institute for Solid
State Research in Stuttgart as well as at the Synchrotron Radiation Center (SRC) in
Stoughton/WI. The ultra-high vacuum (UHV) chamber in Stuttgart is equipped with a
hemispherical SPECS electron analyzer (energy and angular resolution are 10meV and 0.5◦,
respectively) and a monochromatized He lamp that offers UV radiation at hν = 21.2 eV
(HeI) and hν = 40.8 eV (HeII). The manipulator can be cooled with liquid nitrogen to a
base temperature of −180◦C.
The measurements at the SRC were done at the variable polarization VLS-PGM beam-
line. This beamline is equipped with an elliptically polarized Apple II undulator that de-
livers p- and s-polarization of photons in an energy range from 15 eV to 250 eV. For the
ARPES measurements a Scienta analyzer (energy resolution of better than 10meV, angu-
lar resolution of 0.4◦) has been used. The manipulator is cooled with liquid helium and
reaches temperatures down to ∼ 25K.
The ARPES data in Fig. 7.7 (b), Fig. 7.13 and Fig. 7.14 were measured at the SRC
at T = 100K [Fig. 7.7 (b)] and T = 50K [Fig. 7.13 and Fig. 7.14]. All other ARPES
experiments have been performed in Stuttgart. The experiments on the surface alloys and
on Bi/Si(111) in chapter 4 and 5 were done at T = −180◦C, the graphene measurements
in chapter 7 were done at room temperature.
Data analysis: When analyzing photoemission data, either momentum distribution
curves (MDCs: photocurrent at constant binding energy as a function of emission an-
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gle) or energy distribution curves (EDCs: photocurrent at constant emission angle as a
function of binding energy) are considered. Before fitting the photoemission spectra an
appropriate background has to be subtracted. In order to do this the measured spectrum
has to be separated into the primary spectrum P (Ekin) and the secondary spectrum that
represents inelastic events like electron-electron and electron-ion scattering. Usually it is
sufficient to subtract the so-called Shirley background, where the background BS(Ekin) at
kinetic energy Ekin is proportional to the weight of the primary spectrum P (Ekin) for all







When fitting EDCs one has to take into account that the photoemission intensity is cut
off at the Fermi level EF by the Fermi function f(E − EF , T ). The Fermi function also
includes the experimental broadening of the Fermi edge due to a finite temperature T . The
complete fitting function for an EDC is given by





f(E − EF , T ) (3.15)
The constant offset c accounts for the dark count rate in the detector. L(E,Ei,Γi) is
the Lorentzian from Eq. (3.7) with the peak position at Ei and the full width at half
maximum Γi = 2Im(Σ) that describes the single peaks. These have to be convoluted with
a Gaussian function G(Γres) to account for the experimental resolution Γres. If Γi >> Γres
the broadening due to the experimental resolution can be neglected and the spectra can
be fitted by
I(E) = c+BS(E) +
∑
i
L(E,Ei,Γi)f(E − EF , T ). (3.16)





where the background c includes the dark count rate as well as the Shirley background at
the energetic position of the MDC.
3.2 Spin-resolved ARPES
In a spin- and angular resolved photoemission experiment [7, 110, 133] the photoelectrons
are first filtered with respect to their kinetic energy and emission angle in a hemispherical
analyzer before their spin is determined in a Mott polarimeter. A sketch of the experimental
setup is shown in Fig. 3.4. Inside the Mott detector [see Fig. 3.4 (b)] the photoelectrons
are scattered by a thin gold foil. Electrons with spin ↑ (↓) have a higher probability to be
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Figure 3.4: (a) SARPES setup: the photoelectrons are filtered with respect to their emission
angle and kinetic energy by a hemispherical analyzer. Afterwards the electrons are deflected
by 90◦ and enter the Mott detector, where the electron spin is measured. Within the Mott
polarimeter (b) the photoelectrons are scattered into different directions depending on their
spin by a thin gold foil. After scattering the electrons are collected by four detectors (left,
right, up, and down) and the asymmetries Aup,down and Aleft,right are measured. Therefore,
one Mott polarimeter can determine two components of the photoelectron spin. Mounting
two Mott detectors under an angle of 90◦ gives access to all three components of the pho-
toelectron spin. A chopper is used to distribute the photoelectrons evenly between the two
Mott polarimeters.
scattered to the left (right). After scattering, the electrons are counted by detectors placed
at scattering angles of ±120◦ and the asymmetry A = (Nleft−Nright)/(Nleft+Nright) can be
calculated, whereNleft andNright are the number of photoelectrons scattered to the left and
right, respectively. The spin-polarization of the photoelectrons is then given by P = A/S,
where S is the Sherman function. The latter is given by the asymmetry measured for a
completely spin-polarized beam of electrons. Present Mott detectors are very inefficient
with a Sherman function between 6 and 30% [7]. The spin-resolved intensities Iup and
Idown with respect to the quantization axis determined by the detector arrangement inside
the Mott polarimeter can be calculated from the spin-integrated intensity Itot via Iup =
Itot(1 + P )/2 and Idown = Itot(1 − P )/2. In addition to the left-right asymmetry one can
simultaneously measure the up-down asymmetry so that with a single Mott polarimeter
one can measure the spin-polarization along two spatial directions. In order to measure all
three components of the photoelectron spin two Mott detectors are mounted with an angle
of 90◦ between them [see Fig. 3.4 (a)]. The incoming photoelectrons are evenly distributed
between the two Mott detectors with a ±45◦ chopper. The three-dimensional spin vector
is measured with respect to the Mott coordinate frame. It needs to be converted into the
sample coordinate frame by using a transformation matrix T that depends on the polar
angle θ [133].
A spin-resolved ARPES (SARPES) experiment provides four data sets: the integrated
intensity Itot and the spin-polarization along the three spatial direction Px, Py, and Pz.
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The measured spin-polarization, however, depends sensitively on the amount of overlap
between adjacent peaks, i.e. on experimental resolution and intrinsic line width, as well as
the presence of a nonpolarized background. Therefore, it is difficult to draw any conclusion
apart from the existence of spin-polarized bands from the measured data. This problem
can be overcome by a sophisticated data analysis [110]. In a first step the spin-integrated
data is fitted by an appropriate number of spin-polarized peaks that can be determined
from the measured spin-polarization and a background. In a second step, an arbitrary
spin-polarization defined by the two polar angles θ and φ and the magnitude c is assigned
to each peak. From these values the spin-polarization along x, y, and z can be calculated
and fitted to the experimental data by optimizing θ, φ, and c.
Setup: The SARPES experiments for this work have been performed using the COPHEE
setup at the Swiss Light Source in Villigen Switzerland. Spin-resolved measurements were
taken with a photon energy of 30 eV with energy and momentum resolutions of 80meV and
3% of the surface Brillouin zone, respectively. During SARPES measurements the sample
was kept at room temperature.
3.3 Core level spectroscopy
Core level spectroscopy is a versatile tool to investigate the chemical composition of a
surface and to assign a chemical state to the detected elements [134]. The sample is
irradiated by soft x-rays and the photoelectrons are analyzed with respect to their kinetic
energies. The binding energy of the electrons can be calculated from Eq. (3.1). As
each element has a characteristic set of binding energies the peak positions can be used
to identify the elements present at the surface under investigation. From the integrated
intensity of the peaks one can determine the concentration of a particular material. Small
shifts of the binding energies of a particular peak contain information about the chemical
state of the atom. The main peaks in the photoemission spectrum correspond to electrons
which leave the surface without energy loss. Electrons that undergo inelastic scattering
events contribute to the Shirley background [see Eq. (3.14)].
Apart from photoelectrons, Auger electrons will be excited during the photoemission
process. Photoexcitation with soft x-rays creates a hole within a particular core level.
During the Auger process this vacancy is filled by an electron from a higher shell. At the
same time a second electron is emitted from the sample with a kinetic energy equal to the
difference between the energy of the initial core hole and the doubly charged remaining
atom. On top of photoelectron and Auger lines additional features appear in the measured
spectrum. There are satellite peaks that originate from the emission spectrum of a non-
monochromatic x-ray source. Furthermore, shake-up lines are created when the remaining
ion is left in an excited state after the photoemission process. The kinetic energy of the
emitted photoelectron in this case is reduced by the energy difference between ground
state and excited state of the ion. Additional energy loss lines appear if the photoelectron
interacts with plasmons of the conduction electrons on its way towards the crystal-vacuum
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interface. In this case, the energy difference between the primary peak and the loss peak
corresponds to the plasmon energy.
Chemical composition: When interpreting XPS data the first step is the identification
of the chemical species present at the surface by comparing the measured peak positions
to reference spectra (e.g. from Ref. [134]). If in doubt one can check the conclusion by
looking at the spin doublets for p, d, and f lines. They should have the correct separation
and intensity ratios.
Identification of chemical states: As the chemical environment of a particular atom
affects the binding energy of its core levels one can determine the chemical state of an atom
from an accurate determination of the peak position.
Quantitative analysis: The integrated intensity of a given peak I depends on the con-
centration of atoms of a given element n and the so-called atomic sensitivity factor. How-
ever, the sensitivity factor is determined not only by element specific properties like the
photoelectric cross section but also by instrumental parameters like the x-ray flux and the
detection efficiency. Therefore, the use of atomic sensitivity factors in the determination of
n leads to semiquantitative results with an accuracy between 10 and 20% only. However,
relative concentrations can be determined with a very high accuracy by comparing the
integrated intensities of the respective core levels.
Setup: Core level spectra were measured both at the Max Planck Institute for Solid State
Research in Stuttgart as well as at the SRC in Stoughton/WI. The XPS measurements in
Stuttgart have been used mainly to check the cleanliness of the substrate and to determine
adsorbate coverages. These measurements have been performed at room temperature using
non-monochromatized Mg Kα radiation at hν = 1253 eV. The core level data in Fig. 7.9
(b) were measured at the SCR using hν = 150 eV.
3.4 Low energy electron diffraction
Low energy electron diffraction (LEED) is the ideal tool to investigate the atomic structure
at a crystal surface. In the energy range between 0−500 eV the mean free path of electrons
inside the crystal is limited to a few Å (see Fig. 3.1) and the de Broglie wavelength
of the electrons λ = h/p matches the crystal lattice constant. Fig. 3.5 (b) shows a
sketch of the experimental setup. The electron gun shown in blue creates a beam of
monochromatic electrons that impinges on the sample at normal incidence. The elastically
scattered electrons can pass the LEED optics and are imaged on a fluorescent screen. The
LEED optics consist of several different grids. The first grid is grounded to shield the
sample from the high electric fields on the luminescent screen. The second grid is set to a
voltage just below the acceleration voltage of the incident electrons to remove inelastically
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Figure 3.5: (a) The diffraction pattern is an image of the reciprocal lattice. From the
position of the intensity maxima on the LEED screen the unit vectors in reciprocal space can
be calculated. (b) Experimental setup for LEED: an electron gun (blue) creates the incident
beam of monochromatic electrons that are diffracted by the sample (gray) and detected on a
luminescent screen (green) (c) Laue condition for the existence of a diffracted beam ~ki− ~kf = ~g
illustrated graphically.
scattered electrons from the diffracted beam. This grid is called the ‘suppressor’. The last
grid is grounded again to shield the suppressor from the high voltage on the luminescent
screen. After passing this last grid the elastically scattered electrons are accelerated towards
the luminescent screen by the screen voltage.
Kinematic theory: For an ideal 2D crystal the reciprocal lattice consists of lattice rods
instead of lattice points like in the case of a 3D crystal. The Laue condition for the existence
of a diffracted beam is given by [14]
~ki − ~kf = ~g (3.18)
where ~ki and ~kf are the wave vector of the incident and scattered electron, respectively,
and ~g is a reciprocal lattice vector. This is illustrated in Fig. 3.5 (c) by means of the
Ewald sphere. The reciprocal lattice rods are shown in black. The radius |~ki| of the
Ewald sphere (blue) depends on the energy of the incident electrons. The direction of
the incident electrons is indicated by ~ki. Every time when the Ewald sphere crosses the
reciprocal lattice rods the Laue condition (3.18) is fulfilled and the electrons are diffracted.
The position of the diffracted beam on the LEED screen can be calculated via d = R sin(θ)
[see Fig. 3.5 (a)] with sin(θ) = pi~/(g
√
2mE), where g = |~g| is the corresponding distance
in reciprocal space, and E is the kinetic energy of the electrons. Upon increasing the energy
of the incident electrons the diffraction spots move towards the center of the LEED screen.
Whithin the framework of this so-called ‘kinematic’ theory the intensity of the diffracted
32
3.4. Low energy electron diffraction
beam is simply given by the absolute square of the structure factor F [14]





where ~ri is the position of atom i. The atomic scattering factor fi is assumed to be constant,
and the intensity of a given diffracted beam is independent of the energy. The diffraction
pattern observed on the luminescent screen is simply a cut through the reciprocal lattice
that reflects the size, the shape, and the symmetry of the unit cell in real space.
Dynamical theory: As the incident electrons in a LEED experiment probe the first few
atomic layers of the sample they do not see a strictly 2D system but a mixture between
continuous rods and discrete lattice points. Therefore, the intensity of the diffracted spots
becomes energy-dependent, and the assumption of a constant atomic scattering factor is
not adequate any longer. A more appropriate description of the atomic scattering factor
can be obtained by expanding the atomic scattering factor as a function of partial waves
with orbital momentum l. For a spherically symmetric scattering potential the atomic






(2l + 1)eiδl(k) sin(δl(k))Pl(cos(θ)) (3.20)
where δl is the scattering phase shift between incoming and outgoing wave, and Pl are
the Legendre polynomials. Another drawback of the kinematic theory of diffraction is
the neglect of multiple scattering and refraction at the crystal-vacuum interface. This is
remedied by the dynamical theory of diffraction where a realistic model for the atomic
scattering factor [Eq. (3.20)] as well as multiple scattering and refraction of the electrons
are included. Using the dynamical theory of diffraction one can calculate the intensity I
of a particular diffraction spot as a function of electron energy that is determined by the
acceleration voltage V . By comparing experimentally measured I(V )-spectra to dynamical
calculations a precise determination of the atomic positions in the first few layers of the
crystal can be achieved.
Dynamical I(V )-LEED calculations consist of three major steps: first the scattering of
a single atom is calculated using Eq. (3.20). The number of phase shifts δl that has to be
included depends on the scattering atom. For a scattering potential of sufficiently short
range the number of phase shifts δl that have to be included in Eq. (3.20) can be estimated
as follows [135]. In a classical picture, there will be no scattering event if the scattering
parameter b is larger than the range of the potential R0 (see Fig. 3.6). If the particles are
scattered by a spherically symmetric potential the classical angular momentum is conserved
|~L| = |~r × ~p| = const. = b√2mE. For b < R0 the maximum angular momentum is limited
to |L| 6 R0
√
2mE. Making use of the correspondence principle we find that the quantized
angular momentum l is limited to l 6
√
l(l + 1) 6 1/~R0
√
2mE = kR0. This means
that the sum in Eq. (3.20) can be truncated at l = kR0. In a second step the atoms
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Figure 3.6: A classical particle is scattered by the potential V if the scattering parameter b
is smaller than the range of the potential R0.
are assembled in a 2D layer and the diffraction pattern is calculated including multiple
scattering within this layer. The 2D layer is described by a muffin-tin potential that consists
of spherical potentials with range R0 centered at the ion cores and has a constant value
V0 (real part of the inner potential) everywhere else. This real part of the inner potential
is responsible for the refraction of electrons at the crystal-vacuum interface. Finally, the
2D layers are stacked to form a 3D crystal. Again, the diffraction pattern is calculated
including multiple scattering between adjacent layers and the limited penetration depth of
the electrons is taken into account via the imaginary part V0i of the inner potential. Apart
from structural parameters and the inner potential, the effects of a finite temperature
T have to be included via the Debye-Waller factor e−2M = e−∆q2T/Θ2D , where ∆q is the
momentum transfer and ΘD is the Debye-temperature.
The most intense peaks of the dynamical I(V ) spectrum are — after an appropriate shift
in energy caused by refraction at the crystal-vacuum interface — located at the energies
where the 3D Laue equation is fulfilled. Due to multiple scattering events, however, a
dynamical I(V )-spectrum contains much more peaks than a kinematic spectrum.
Structure determination using I(V )-LEED: Every I(V )-LEED calculation starts
with guessing a model structure. Then, the I(V )-spectra for this model structure are
calculated using the method described in the previous paragraph. Finally, the calculated
I(V )-curves are compared with the measured curves with the help of a reliability factor
(R-factor). If the agreement is bad one starts again from the beginning with a modified
structural model. If the agreement is satisfying the chances are high that one has found
the correct structure.
The most commonly used reliability factor is the one introduced by Pendry [136]. The
advantage of the Pendry RP -factor is its sensitivity to the peak positions, whereas the
absolute values of the peak intensities are not considered. Instead, the RP -factor is sensitive












where the Y -functions are given by Y (E) = L−1(E)/(L−2(E) + V 20i) with the logarithmic
derivative of the intensities L(E) = I ′(E)/I(E). RP = 0 for perfect agreement, and RP = 1
if the measured and calculated I(V )-curves are completely uncorrelated. An overall RP -
factor below 0.2 generally implies good agreement.
Apart from the surface structure I(V )-LEED also determines a number of non-structural
parameters like the real and imaginary part of the inner potential and the surface Debye
temperature. The variance σ of the RP -factor allows an estimation of the confidence in-
terval of the model parameters used in the I(V )-LEED calculations.
Setup and details about the calculations: LEED measurements where done using
an ErLEED 1000-A at T = 77K. During LEED measurements magnetic stray fields were
compensated using Helmholtz coils to assure perpendicular incidence of the electrons on
the sample for all kinetic energies.
The LEED calculations in the present work were performed using the Barbieri/Van
Hove SATLEED package [137]. The necessary fourteen phase shifts were determined
with the Barbieri/Van Hove phase shift package [138]. Temperature effects were calcu-
lated within the SATLEED code by multiplying each atoms scattering amplitude by a
Debye-Waller factor. Pendry reliability RP -factors [136] were used to measure the level of
agreement between measured and calculated I(V )-LEED spectra and statistical errors in
analysis were estimated with Pendry RR-factors [136].
3.5 First-principles calculations
In a first step the surface geometry is determined from first-principles using the Vienna
Ab-initio Simulation Package (VASP) which provides precise total energies and forces
[139]. Electronic structure calculations have been performed within the framework of
relativistic multiple-scattering theory (layer Korringa-Kohn-Rostoker method (KKR) [140,
141]) using the Perdew-Wang exchange-correlation potential [142]. The self-consistent
potentials serve as input for the photoemission calculations, which rely on the relativistic
one-step model [140, 143]. Thus, all essential ingredients of the excitation process are
captured, in particular transition matrix elements and boundary conditions.
35




Structure The deposition of 1/3 of a monolayer of (Bi,Pb,Sb) on Ag(111) results in the
formation of a long range ordered surface alloy where every third atom in the Ag(111)
surface is replaced by an alloy atom. The resulting (
√
3 × √3)R30◦ structure is shown
in Fig. 2.6. The surface alloy exhibits a large corrugation due to the outward relaxation
∆z of the alloy atoms. In contrast to the Bi/Ag(111) and Pb/Ag(111) surface alloys that
always form with face-centered cubic (fcc) toplayer stacking, the Sb/Ag(111) surface alloy
can be formed with either fcc or hexagonal close-packed (hcp) toplayer stacking [144,145].
Band structure The surface state of clean Ag(111) has a parabolic shape with an ef-
fective mass of 0.42me [99] and a Fermi energy of 63meV at 30K [94]. Upon adsorption
of 1/3 of a monolayer of Bi, Pb or Sb the surface state dispersion changes dramatically.
Instead of a single doubly degenerate parabola one finds a RB-type dispersion consisting
of two spin-polarized bands with a characteristic momentum offset kR (see Fig. 4.1). The
band structure of the (Bi,Pb,Sb)/Ag(111) surface alloys consist of three pairs of spin-split
states. The pair with the largest binding energy [completely occupied in Bi/Ag(111) and
Figure 4.1: Surface state dispersion at the Γ-point of the surface Brillouin zone for Ag(111)
and the three surface alloys Bi/Ag(111), Pb/Ag(111), and Sb/Ag(111).
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kR (Å−1) ER (meV) αR (eVÅ) m∗ (me) E0 (eV) Ref.
Bi/Ag(111) 0.13 200 3.2 −0.31 −0.135 [5]
Pb/Ag(111) 0.03 23 1.52 −0.15 +0.654 [3, 4, 6]
Sb/Ag(111) 0.005 1 0.38 −0.10 −0.28 [107,146]
Table 4.1: Characteristic parameters for the spz surface state of the different surface alloys
on Ag(111).
Sb/Ag(111), partially occupied in Pb/Ag(111)] has mainly spz orbital character. At higher
binding energy we find two pxy-states with mj = 1/2 (partially occupied) and mj = 3/2
(unoccupied), respectively. Table 4.1 summarizes the characteristic parameters for the
spz-band in the (Bi,Pb,Sb)/Ag(111) surface alloys.
Sample preparation The Ag(111) substrate was cleaned using several
sputtering/annealing cycles (sputtering with 1 keV Ar ions at an Ar pressure of 1 ×
10−6 mbar followed by annealing at 530◦C). Cleanliness of the substrate was controlled
with XPS. In addition, the surface state of clean Ag(111) was monitored with ARPES.
One third of a monolayer of Bi, Pb, or Sb was deposited using a commercial electron
beam evaporator. The substrate temperature during deposition was 420◦C, 350◦C, and
250◦C for Bi, Pb and Sb, respectively. After deposition the LEED pattern showed a sharp
(
√
3 × √3)R30◦ structure. For the preparation of the mixed BixSb1−x/Ag(111) surface
alloy, Sb and Bi were successively deposited at 250◦C and 150◦C, respectively.
Origin of giant RB-type spin splitting in surface alloys The strong enhancement
of the RB-type spin splitting was attributed to the integration of heavy atoms into the
Ag(111) surface and the considerable corrugation caused by the outward relaxation of the
Bi/Pb atoms [5, 109]. Furthermore, the corrugation of the surface potential results in
a spin-polarization component normal to the surface [147] which was recently observed
by spin-resolved ARPES [110]. In the free electron RB model this can be understood
as originating from an in-plane component of ∇V resulting from an in-plane inversion
asymmetry. The combination of both in-plane and out-of-plane inversion asymmetry leads
to a strong enhancement of the spin splitting in a nearly free electron model [111].
Despite the similar atomic SOI (ζ6p = 1.25 eV for Bi and ζ6p = 0.91 eV for Pb [148]), the
momentum offset for Bi/Ag(111) [5] is a factor of four larger than in Pb/Ag(111) [3]. This
has to be attributed to a different outward relaxation of the Bi and Pb atoms [109, 146]
and will be discussed in more detail in the next section. In this section we will address
the atomic contribution to the RB-type spin splitting by comparing the surface alloys
Bi/Ag(111) and Sb/Ag(111).
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Figure 4.2: (a) Measured band structure around Γ for the Sb/Ag(111) surface alloy. The
green line represents a parabolic fit with m∗ = −0.1me and E0 = −0.27 eV. (b) Momentum
distribution curves at −0.05 eV (red) and −0.55 eV (blue) initial state energy, respectively.
These energies are marked by red/blue lines in the measured band structure shown in panel
(a). Panel (c) shows a constant energy contour at E = −0.33 eV. This energy is marked with
a black line in panel (a).
4.1 Atomic contribution to the Rashba splitting
One important difference between (Bi,Pb,Sb)/Ag(111) is the mass of the alloy atom. Bi
and Pb have a similar atomic weight (ZBi = 83 and ZPb = 82), whereas Sb is considerably
lighter (ZSb = 51). The lighter mass of the Sb atom directly results in a smaller atomic
SOI (ζ5p = 0.4 eV [148]). Therefore, Sb/Ag(111) provides an almost ideal opportunity to
assess the role of the atomic contribution to the RB-type spin splitting in surface alloys.
The energy dispersion for the Sb/Ag(111) surface alloy is shown in the right panel of
Fig. 4.1 as well as in Fig. 4.2 (a). The maximum of the lower spz-band is located at an
initial state energy of −0.27 eV and the dispersion is well approximated by a parabolic fit
with effective mass m∗ = −0.1me [see green parabola in Fig. 4.2 (a)]. The upper pxy-band
forms a hole pocket at Γ. It crosses the Fermi level at kF = ±0.17Å−1. In contrast to the
Bi/Ag(111) and Pb/Ag(111) surface alloy the spin splitting of the lower spz-band cannot
be resolved for Sb/Ag(111). (Recent SARPES experiments revealed a small splitting of
kR = 0.005Å−1 [107]). The upper pxy-band, however, shows a small spin splitting for
E < −0.3 eV. The different slopes for the two spin-polarized pxy-bands suggest that theses
bands cross in the vicinity of the Fermi level. Such a crossing has not been observed in
the Bi/Ag(111) and Pb/Ag(111) surface alloy, where the spin-polarized bands only cross
at high symmetry points Γ and M. These qualitative conclusions are confirmed by MDCs
extracted from the intensity map in Fig. 4.2 (a) at the position of the horizontal lines at
E = −0.05 eV (red) and E = −0.55 eV (blue). At −0.05 eV the line cuts only the upper
band, and the corresponding MDC exhibits two sharp peaks on opposite sides of Γ with
nearly Lorentzian line shapes. The MDC at −0.55 eV cuts both bands and reveals the
splitting of the upper pxy-band.
While the Sb/Ag(111) bands are approximately free-electron like near the center of
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Figure 4.3: Calculated band structure for the Sb/Ag(111) surface alloy along kx (a) and
ky (c), respectively, together with the corresponding spin-polarization in panel (b) and (d).
Blue (red) corresponds to spin up (down). Panel (e) shows a constant energy contour at
E = −3 eV.
the Brillouin zone, the dispersion is strongly affected by the lattice potential at larger k||
values. The departure from an isotropic dispersion can be seen on the constant energy
contour displayed in Fig. 4.2 (c). The smaller contour with a circular shape belongs to the
lower spz-bands. The larger hexagonally-shaped contour belongs to the upper pxy-bands.
Figure 4.3 displays the result of first principle electronic structure calculations. It is
well known that the size of the spin splitting depends sensitively on the outward relaxation
∆z of the alloy atoms. The atomic positions as computed using the VASP yielded an out-
ward relaxation of the Sb atoms of ∆z = 0.24Å. This value is significantly larger than the
values found previously (0.03Å SXRD [149], 0.07Å I(V )-LEED [150], 0.03Å MEIS [144])
indicating that the VASP might overestimate the outward relaxation. Figure 4.3 (a) and
(c) show the calculated dispersion for the Sb/Ag(111) surface alloy along kx and ky, re-
spectively, together with the corresponding spin-polarization in panel (b) and (d), where
blue (red) represents spin up (down). The spin polarization of the surface states is mainly
in plane and normal to the wave vector in agreement with the RB model. Apart from a
constant shift in energy the dispersion of the calculated bands follows nicely the experi-
mental data. The spin splitting, evident in panel (b) and (d), is barely visible in the total
density maps in panel (a) and (c). The calculation also reproduces the anomalous crossing
in the upper pxy-band (it occurs in the vicinity of the Fermi level, in the region showing
vanishing spin polarization) as well as the anisotropy of the constant energy contour [see
Fig. 4.3 (e)]. Furthermore, the calculation reveals a third set of bands at higher energies
which is ascribed to pxy (mj = 3/2) states.
The orbital hybridization deduced from the first-principles electronic structure calcu-
lations indicates a similar (25%) admixture of pxy-character to the spz-bands for both the
Sb/Ag(111) and the Bi/Ag(111) systems. However, the (pxy : spz)-ratio in the lower spz-
band depends sensitively on the outward relaxation of the alloy atoms ∆z, which might be
overestimated by the VASP. Nevertheless, the difference in the size of the spin splitting in
Sb/Ag(111) and Bi/Ag(111) has to be attributed — at least partly — to the difference in
the atomic SOI.
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Figure 4.4: 2D nearly free electron gas subjected to an in-plane inversion asymmetry. The
band dispersion becomes non-parabolic, and the two spin-polarized bands shown in red and
blue, respectively, cross away from the Γ point.
Although the first-principles calculations nearly perfectly reproduce the experimental
results, the origin of the observed spin splitting is difficult to grasp. It becomes more
obvious in a recently developed nearly free electron (NFE) model [111]. There, the con-
tributions to the spin splitting from a structural inversion asymmetry in the plane as well
as perpendicular to the plane of the 2DEG can be switched on and off separately so that
their mutual interplay can be analyzed. If we calculate the band dispersion for an in-plane
inversion asymmetry only, we can reproduce the band crossing away from the Γ point. The
result is displayed in Fig. 4.4. As the perpendicular gradient is set to zero in this case, there
is no momentum offset of the band maximum away from Γ. The anomalous band crossing
at k 6= 0 can be attributed to the fact that the in-plane inversion asymmetry results in a
non-parabolic dispersion. Similar to the Bi/Ag(111) surface alloy, the in-plane inversion
asymmetry in Sb/Ag(111) is a consequence of the threefold rotational symmetry of Ag(111)
substrate and the outward relaxation of the Sb atoms. The presence of an in-plane inver-
sion asymmetry becomes also apparent from the hexagonal shape of the constant energy
contour in Fig. 4.2 (c). From the NFE model we qualitatively conclude that in Sb/Ag(111)
there is a strong in-plane inversion asymmetry which is comparable to Bi/Ag(111), but
since the atomic SOI in Sb is much weaker than in Bi, a strong enhancement of the spin
splitting cannot be expected.
Using kR = 0.005Å−1 as recently determined by spin-resolved ARPES [107] results
in a Rashba constant αR = 0.38 eVÅ. The ratio between the atomic SOI for Bi and for
Sb ζBi : ζSb ≈ 3 cannot completely explain the large difference in αR as αR(Bi/Ag) :
αR(Sb/Ag) ≈ 8. Therefore, there has to be an additional parameter apart from the atomic
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SOI that influences the size of the spin splitting. This additional parameter is the outward
relaxation of the alloy atoms as will be discussed in more detail in the next section.
4.2 Structural influence on the Rashba splitting
The RB-type spin splitting relies on different contributions, such as a strong atomic spin-
orbit interaction, a structural inversion asymmetry as well as other structural parameters
(e. g., corrugation, relaxation, orbital character) [85,109,125,133,151,152]. The importance
of detailed structural considerations, which are completely neglected in the framework of
the NFE RB model, becomes obvious when comparing silver and antimony. The surface
states on the (111) surfaces of these elements exhibit substantially different spin splittings
(the one in Ag(111) being much smaller than in Sb(111) [96,125,153]) although the atomic
spin-orbit parameters differ only by a factor of four (ζAg = 0.11 eV [154] and ζSb = 0.40 eV
[148]). Since surface potential gradient and atomic spin-orbit coupling can be considered
to be of the same order of magnitude, the reason for this difference in spin splitting must
be sought in the structure. The fcc structure of Ag features a smooth hexagonal lattice
at the (111) surface, whereas the rhombohedral structure of Sb(111) with two atoms in
the basis grows in a bilayer configuration stacked along the [111] direction resulting in a
corrugated surface [155]. Hence, structural considerations have to be taken into account
for a better understanding of the RB-type spin splitting in surface states. For systems
with a similar crystal structure like Bi and Sb the different size of the spin splitting can be
attributed to the difference in atomic mass [95, 96, 156]. Further, even though the atomic
spin-orbit coupling is vanishingly small in graphene or carbon nanotubes, it has been shown
that the spin-orbit interaction can be structurally enhanced by the local curvature in their
structure [152,157,176].
Surface alloys like (Bi,Pb,Sb)/Ag(111) show an extremely large RB-type spin split-
ting [3, 5, 6, 108, 158]. Interestingly, only a fraction of the atoms at the surface feature a
sizable atomic SOI so that here as well the source of the large spin splitting must be sought
in the structure. Motivated by this and by theoretical considerations about the relaxation
dependence of the spin splitting [109] we present a systematic study of the alloy atom
relaxation in different Ag(111) surface alloys using I(V )-LEED measurements and simula-
tions. We relate the dopant atom relaxation to the size of the spin splitting and address a
number of other unresolved issues in the literature. These include the band assignment of
the bands crossing the Fermi level in the Pb/Ag(111) surface alloy, hcp and fcc toplayer
stacking in the Sb/Ag(111) surface alloy as well as the Bi atom relaxation in the Ag(111)
and Cu(111) surface alloys.
We measured I(V )-LEED spectra for the surface alloys Bi/Ag(111), Pb/Ag(111) and
Sb/Ag(111). The corresponding simulations were done for two different surface alloy struc-
tures: the unfaulted (fcc) substitutional surface alloy and the faulted (hcp) substitutional
surface alloy. The decision between fcc and hcp toplayer stacking was made by comparing
the reliability RP -factors for both structures. For the rejected structures the RP -factors
were in all cases more than double to those of the finally chosen structures.
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Figure 4.5: I(V )-LEED data (thick lines) for the (
√
3 × √3)R30◦ phase of Bi (left) and
Pb (right) on Ag(111) are displayed together with the corresponding calculated I(V )-LEED
spectra (thin lines).
During the simulations surface geometry, Debye temperatures and real part of the inner
potential were optimized by fitting the theoretical I(V )-LEED curves to the measured ones.
In every step the geometry of the four highest layers was calculated as a (
√
3 ×√3) unit
cell. The symmetry restricts the degrees of freedom to the component normal to the surface
and also forbids buckling for most layers. Three Debye temperatures TD were fitted for
each measurement: one for the top layer Ag atoms, one for the top layer Pb/Bi/Sb atoms
and one for all the other Ag atoms. The real part of the inner potential was found to be
approximately 6 eV for all calculations. The imaginary part of the potential was kept at a
fixed value of 4.5 eV.
Fig. 4.5 shows the integrated intensity of the three equivalent (0,1) and (1,0) spots and




3) spots as a function of electron energy for the Bi/Ag(111)
and Pb/Ag(111) surface alloys. The data were averaged over three (six) equivalent spots
and smoothed. During data smoothing each data point was replaced by the average with its
two neighbors. This smoothing procedure was repeated 20 times. The I(V )-LEED spectra
for both Bi/Ag(111) and Pb/Ag(111) surface alloys differ only in detail indicating that they
form the same (
√
3 × √3)R30◦ structure. For the Sb/Ag(111) surface alloy two different
phases are known from the literature, which differ in the toplayer stacking [144, 150, 159].
One phase grows in regular fcc stacking while the other phase grows in hcp stacking. The
I(V )-LEED spectra for the two Sb/Ag(111) surface alloys, which have been treated in
analogy to the spectra in Fig. 4.5 (b), are shown in Fig. 4.6 (a). The thick and thin lines
in the graphs correspond to the experimental and calculated spectra, respectively. It can
be seen that for all surface alloys the calculated spectra fit very well to the experimental
data resulting in low RP -factors. Only the RP -factor for the hcp-phase of the Sb/Ag(111)
is somewhat higher, which we attribute to some fcc-domains being present at the surface.
The structural parameters resulting from the calculated I(V )-LEED spectra are sum-
marized in Table 4.2 along with some values from the literature for comparison. The
outward relaxation ∆z, which is the distance between the alloy atom and the plane of
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Figure 4.6: Comparison of I(V )-LEED (a) and ARPES (b) data for fcc (left panels) and
hcp (right panels) toplayer stacking for the Sb/Ag(111) surface alloys. The red lines in (b)
are fits to the experimental data.
the first layer of substrate atoms (see Fig. 2.6), is given for each of the different alloy
atoms. In addition, the interlayer distances for the first four layers are summarized. After
the fourth layer no significant deviation from the bulk value of 2.36Å is expected. The
in-plane lattice constants were held fixed. While for the Pb/Ag(111) and Bi/Ag(111) sur-
face alloys the interlayer distances hardly differ from the bulk, it should be noted that
in the Sb/Ag(111) surface alloy the distance between the first and the second silver layer
is increased by about 0.1Å. Furthermore, non-structural parameters that accompany the
I(V )-LEED calculations such as the Debye temperatures as well as the real part of the
inner potential are given in Table 4.3. As the I(V )-LEED measurements were done at
77K, which is comparable to the low Debye temperatures, no complications from a too
high Debye-Waller factor were anticipated in the calculations.
In the following, we relate the structural findings to the size of the Rashba-type spin
splitting. An overview of the typical parameters kR, αR, and ER in the surface alloys on
Ag(111) and Cu(111) is given in Table 4.4.
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∆z (Å) d12 (Å) d23 (Å) d34 (Å) RP Ref.
Bi/Ag(111) 0.65± 0.10 2.32± 0.02 2.33± 0.03 2.34± 0.04 0.1645 this work
fcc 0.35 (theory) [5]
0.85 (theory) [109]
Pb/Ag(111) 0.46± 0.06 2.35± 0.02 2.33± 0.03 2.34± 0.04 0.1575 this work





Sb/Ag(111) 0.11± 0.05 2.43± 0.05 2.34± 0.05 2.35± 0.06 0.2548 this work
hcp 0.03 (XRD) 2.50 [149]
0.02 (theory) [159]
0.07 (LEED) [150]
Sb/Ag(111) 0.10± 0.02 2.44± 0.02 2.33± 0.02 2.33± 0.03 0.1395 this work
fcc 0.24 (theory) [158]
Bi/Cu(111) 1.02 (XRD) 2.12 2.10 [161]
fcc 1.06 (theory) [106]
Sb/Cu(111) 0.47 (MEIS) 2.05 [162]
hcp 0.6 (XRD) 1.98 [149]
Table 4.2: Geometrical parameters of the different surface alloys on Ag(111) and Cu(111)
substrates. The outward relaxation ∆z is the distance between the alloy atom and the plane
of the surface layer. The distances d12, d23, and d34 are the distances between the first
(=surface) and second layer, the second and third layer, as well as the third and fourth layer,
respectively. The bulk interlayer distances are 2.36Å for Ag(111) and 2.09Å for Cu(111).
4.2.1 Bi/Ag(111)
With ∆z = (0.65 ± 0.10)Å, the Bi/Ag(111) surface alloy shows the largest outward re-
laxation in the surface alloys considered here on a Ag(111) substrate. So far only two
theoretical values have been reported for the relaxation, one of which is smaller while the
other is larger than the experimental value (see Table 4.2). The difference between the
theoretical values is most likely related to different methods for relaxing the structure.
Nevertheless, the corresponding band structure calculations both show good agreement
with the experimental data [5, 109].
Calculations have shown that an increased pxy-character in the fully occupied band
is responsible for the enhanced spin splitting characterized by a momentum offset of
kR = 0.13Å−1 in Bi/Ag(111) [109]. It was shown that starting from a hypothetical flat
Bi/Ag(111) surface alloy the s : pz-ratio changes in favor of the pz-character with an ad-
mixture of pxy-character upon outward relaxation of the Bi atoms resulting in a stronger
spin splitting. Comparing the Bi/Ag(111) surface alloy to the Bi/Cu(111) surface alloy,
we find that the structure is qualitatively the same for both surface alloys. However,
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TD(Pb/Bi/Sb)(K) TD(Ag1)(K) TD(Ag2→)(K) VR (eV)
Pb/Ag(111) fcc 90 150 180 6.3
Bi/Ag(111) fcc 65 160 210 5.9
Sb/Ag(111) hcp 150 110 230 5.7
Sb/Ag(111) fcc 115 130 200 6.2
Table 4.3: Non structural parameters that have been used in the I(V )-LEED calculation.
The Debye temperatures TD for the different alloy atoms (Pb/Bi/Sb), the surface layer silver
atoms (Ag1), and the silver atoms in the subsequent layers (Ag2→) are given along with the
real part of the inner potential VR.
for the Bi/Cu(111) surface alloy outward relaxations of more than one Ångström have
been reported (see Table 4.2). The difference in outward relaxation can be attributed to
the smaller lattice constant of the Cu substrate. A comparison of the electronic struc-
tures shows that the spin splitting kR = 0.03Å−1 for Bi/Cu(111) is much smaller than
for Bi/Ag(111). Furthermore, the surface alloy bands in Bi/Cu(111) are shifted into the
unoccupied states, which can be related to a different charge transfer to the surface state
from the Cu bulk as compared to the Ag bulk.
4.2.2 Pb/Ag(111)
For the Pb/Ag(111) surface alloy an outward relaxation of ∆z = (0.46± 0.06)Å has been
found. This value lies in between previously reported values excluding the value obtained by
STM. STM is generally not very suitable for obtaining structural parameters perpendicular
to the surface [160]. Also, in contrast to what has been observed before [160], our I(V )-
LEED calculations show that the two lattice sites of the Ag atoms in the (
√
3×√3)R30◦
unit cell are equivalent.
The size of the spin splitting for the Pb/Ag(111) surface alloy is still under debate due
to different interpretations of the measured ARPES spectra [4,6,109,110,118]. Depending
on the dispersion of the spz-band and the pxy-band in the unoccupied states, the occupied
states may be assigned to different bands [4,6,109]. It has been shown that the position of
the spz-band is particularly sensitive to the outward relaxation of the Pb atoms [109]. With
a calculated outward relaxation of 0.97Å, the spz-band with kR=0.11Å−1 and the pxy-band
cross without hybridizing (Scenario I). By reducing the relaxation of the Pb atoms to 0.67Å,
however, the two sets of bands avoid each other resulting in a lower apparent spin splitting
(Scenario II) [109]. Other calculations found a relaxation of 0.42Å leading to a spin
splitting of kR=0.04Å−1 in good agreement with experiment [6,7]. Here, no band crossing
between the spz-band and the pxy-band has been observed. As the experimental outward
relaxation found for Pb/Ag(111) is 0.46Å, we are inclined to favor the second scenario. This
interpretation is further supported by recent spin-resolved ARPES measurements [110].
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kR (Å−1) ER (meV) αR (eVÅ) Ref.
Sb/Ag(111) 0.005 1 0.38 [107,158]
Pb/Ag(111) 0.03 23 1.52 [6] (exp)
0.04 22 1.05 [6] (theor)
0.11 [109]
Bi/Ag(111) 0.13 200 3.05 [5]
0.13 [109]
Sb/Cu(111) 0.005 3 0.19 a
Bi/Cu(111) 0.03 15 1.0 [108]
0.096 [163]
0.032 13 0.82 [106] (exp)
0.028 9 0.62 [106] (theor)
Au(111) 0.012 2.1 0.33 [104]
Ag(111) 0.0007 0.005 0.013 [125]
Cu(111) 0 0 0 b
Table 4.4: Characteristic parameters for the spin-split states in the different surface alloys
on the Ag(111) and Cu(111) surfaces. The different parameters, momentum offset kR, Rashba
energy ER, and Rashba constant αR are defined in the text.
aThese values are estimated as an upper limit from the line width in the momentum distribution of the
experimental band structure in Sb/Cu(111)
bAs we expect the spin splitting in the Cu(111) surface state to be smaller than for the Ag(111) surface
state, we have set the values to zero for the purpose of this work.
Figure 4.7: Characteristic experimental parameters for a Rashba system, such as momentum
offset (a), Rashba Energy (b), and Rashba constant (c) are shown as a function of the outward
relaxation ∆z. The lines are drawn as a guide to the eye.
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4.2.3 Sb/Ag(111)
The Sb/Ag(111) surface alloy can be formed with either fcc or hcp toplayer stacking [144,
159]. However, no reproducible way of creating these two phases has been reported so
far. The formation of the hcp toplayer stacking has been attributed to the presence of
subsurface stacking faults from previous preparations caused by Sb atom diffusion into
the bulk [159]. We have found that it is possible to reproducibly create the two phases
separately regardless of the sample preparation history. In the electron beam evaporator
used for depositing the Sb atoms, the atom beam is partially ionized by electrons from a
filament. A positive voltage at the crucible accelerates the Sb ions towards the grounded
sample. The higher the voltage at the crucible, the higher the kinetic energy of the Sb
ions and therefore the stronger their impact at the Ag(111) surface. For voltages below
+370V at the Sb crucible as well as for thermal Sb atoms evaporated from a Knudsen
cell, we found that the phase with fcc-stacking is formed. For higher voltages the phase
with hcp-stacking is formed. It is conceivable that the higher ion energy results in ion
implantation into the Ag substrate inducing the subsurface stacking faults that favor the
phase with hcp-stacking.
The Sb outward relaxation for the fcc- and hcp-phase is (0.10 ± 0.02)Å and (0.11 ±
0.05)Å, respectively. These values are similar to what has been previously found for the
hcp-phase using I(V )-LEED. In addition, a slight outward relaxation between 0.07Å and
0.08Å of the surface Ag layer has been observed for both phases. The Ag layer relaxation
has also been found by x-ray diffraction (XRD). There the Ag layer relaxation is larger
(0.14Å), whereas the outward relaxation of the Sb atom is smaller (0.03Å) [149]. A similar
effect has been observed for the Sb/Cu(111) surface alloy. There, however, the Cu layer
relaxation reduces the distance between the surface layer and the substrate [149,162].
The toplayer stacking also slightly affects the band structure. This can be seen in Fig.
4.6 (b), where the experimental band structure of the two phases for the Sb/Ag(111) surface
alloy in the vicinity of the Γ-point is shown. We observe a small shift of 50meV between
the spz-band of the two phases. However, due to the comparatively large error bars we
cannot relate this to the outward relaxation. Therefore, we rather attribute this shift to
disorder at the surface. This interpretation is also supported by the larger RP -factor for
the hcp-phase.
The spin splitting of the spz-band is too small to be detected by conventional ARPES.
However, spin-resolved photoemission experiments, which are much more sensitive to a
small spin splitting due to the ‘spin-label’ of the bands [110], show that the spz-band
of the hcp-phase in the Sb/Ag(111) surface alloy is spin-split by kR =0.005Å−1 [107].
Unfortunately, no spin splitting has been reported so far for the fcc-phase.
4.2.4 Spin Splitting vs. Relaxation
The large spin splitting in the different surface alloys cannot be accounted for by the
spin-orbit interaction in the heavy elements alone. This becomes obvious when comparing
them to other materials with a sizable spin splitting, such as Au(111) or Bi(111). The spin
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splitting of the surface state on the pristine Ag(111) substrate is undetectable with current
experimental techniques. The spin splitting in the Bi/Ag(111) surface alloy is much larger
than what has been observed for the Bi(111) surface state, even though only a fraction
of the atoms in the surface alloy are Bi atoms. Thus, the simple statement that a strong
spin-orbit coupling leads to a large spin splitting does not hold.
In order to resolve this issue the structural details of the different materials have to be
considered. As the structure dictates the potential landscape, the orbital overlap as well
as the orbital hybridization, it has direct influence on the asymmetry of the wave functions
and the corresponding spin splitting in the electronic structure. In Fig. 4.7 (a)–(c) the
characteristic parameters for the RB-type spin splitting in the different surface alloys —
momentum offset kR, Rashba energy ER, and Rashba constant αR — are plotted as a
function of the outward relaxation. The data points for the surface alloys on the Cu(111)
and the Ag(111) substrates are drawn in blue squares and red circles, respectively. The
solid lines are drawn to guide the eye.
Unfortunately, with experimentally available systems it is difficult to change only one
parameter, while leaving everything else constant. Nevertheless, the available data allows
us to define the general trend that an increased spin-orbit coupling and an increased out-
ward relaxation leads to an increased spin splitting when considering the Ag(111) and the
Cu(111) substrates separately. If we consider that the atomic spin-orbit coupling constant
for p-electrons in a hydrogen-like atom is proportional to Z4/n3 (Z: atomic number, n:
principal quantum number), the increase in the atomic spin-orbit coupling constants of
Sb, Pb, and Bi alone cannot account for the increase in the respective Rashba constants.
Therefore, we conclude that the structure of the surface alloy, i. e. the outward relaxation,
plays a key role in the strength of the spin splitting.
Comparing the surface alloys for the Ag(111) and Cu(111) substrates, the situation
is not so straightforward anymore. The Bi/Cu(111) surface alloy shows a much larger
outward relaxation, but a much smaller spin splitting than the Bi/Ag(111) surface alloy.
It is conceivable that the substrate itself has an influence on the size of the spin splitting.
Calculations for the spz-states have shown that the substrate atoms within the surface alloy
layer carry a significant spectral weight, which has lead to the conclusion that the atomic
spin-orbit parameter of the substrate contributes to the spin splitting in the corresponding
surface alloys [108]. However, in another comparison of the Bi/Ag(111) and the Bi/Cu(111)
surface alloy, the spin-orbit coupling of the substrate has been found to play a negligible
role in the spin splitting of the surface alloy. The conclusion here was that structural effects
(i. e. the outward relaxation of the alloy atom) that change the orbital composition play
a dominant role [106]. The difference between Bi/Ag(111) and Bi/Cu(111) could simply
originate from the different lattice constants of the substrate. In this regard, a simple tight-
binding calculation shows that the Rashba constant is proportional to the lattice constant
1. Another possible explanation is that the spin splitting reaches a maximum with further
outward relaxation and then decreases again. In addition, the distance d12 between the
1This results from explicitly considering the lattice constant in the tight-binding calculation presented
in Ref. [85].
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surface layer and the substrate is compressed for Bi/Ag(111) and expanded for Bi/Cu(111)
with respect to the bulk interlayer spacing. Whether this plays a role in the spin splitting
for the surface alloys so far is unknown.
The results discussed here show that the outward relaxation plays a key role determining
the size of the spin splitting in the surface alloys with the general trend that a larger outward
relaxation leads to a larger spin splitting. However, many open questions remain, such as
a better understanding of the role of the substrate, the influence of avoided crossings of
the bands and the resulting apparent spin splittings as well as the question whether there
is a maximum in outward relaxation after which the spin splitting decreases again.
4.3 Mixed surface alloys on Ag(111)
The giant spin splitting in surface alloys results from a strong structural modification at the
surface as well as the large atomic spin-orbit interaction (SOI) of the alloy atoms. These
surface alloys are an ideal playground to manipulate both the size of the spin splitting as
well as the position of the Fermi level as it is possible to change the atomic SOI as well as
the relaxation by varying alloy atoms and substrates. For future device applications, it is
necessary to tune the size of the spin splitting as well as the position of the Fermi level in
such Rashba systems so that the Fermi surface possesses the desired spin texture. A first
step in this direction was the experimental proof that the spin splitting (and at the same
time the Fermi energy) can be controlled via the Bi content in a mixed BixPb1−x/Ag(111)
surface alloy [6, 7].
In the following we will show by (S)ARPES and I(V )-LEED, that it is possible to
form a well-ordered mixed binary BixSb1−x/Ag(111) surface alloy where the spin splitting
can be tuned while leaving the position of the Fermi level largely unaffected. This is
an important step towards the realization of a mixed ternary BixPbySb1−x−y/Ag(111)
surface alloy, where spin splitting and Fermi energy can be tuned independently by varying
the material parameters x and y. As a proof of principle we have grown the ternary
Bi0.3Pb0.35Sb0.35/Ag(111) surface alloy and investigated its band structure by (S)ARPES.
The spin splitting kR in the (Bi,Pb,Sb)/Ag(111) surface alloys increases from Sb via
Pb to Bi with increasing mass and increasing outward relaxation ∆z of the alloy atom.
As Bi and Sb have the same number of valence electrons, i. e. they are isoelectronic,
the band maximum E0 is located at a similar energetic position in the occupied states
for the Bi/Ag(111) and the Sb/Ag(111) surface alloys. Pb, however, has one valence
electron less than both Bi and Sb. Therefore, the band maximum of the spz-state is in the
unoccupied states. All the spz-states have negative effective masses ranging from -0.10me
for Sb/Ag(111) to -0.35me for Bi/Ag(111).
Mixing Bi and Pb in a binary BixPb1−x/Ag(111) surface alloy leads to a continuous
evolution of the characteristic parameters of the spz surface state dispersion with Bi content
x [6, 7]. The spin splitting kR increases with increasing Bi content accompanied by a
downward shift of the band maximum into the occupied states. Bi and Sb on the other
hand are isoelectronic, i.e. mixing Bi and Sb in a binary BixSb1−x/Ag(111) surface alloy
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would offer the possibility to tune the size of the spin splitting without changing the Fermi
level. However, the Sb/Ag(111) surface alloy forms with either fcc or hcp toplayer stacking
depending on the growth conditions (see Refs. [144, 146, 159] and section 4.2), whereas
Bi/Ag(111) as well as Pb/Ag(111) always form with fcc toplayer stacking. Therefore, it is
not a priori clear whether a well ordered BixSb1−x/Ag(111) surface alloy can be formed.
The spin splitting of the spz surface state in Sb/Ag(111) is smaller than the line width
of the bands which prevents its investigation by conventional spin-integrated ARPES [158].
The discrimination of the two bands, however, can be achieved by SARPES, where the
spin polarization P of the photoelectrons is measured in addition to their kinetic energy
and the emission angle [133]. Due to the low efficiency of present Mott detectors SARPES
measurements are very time-consuming and are therefore usually restricted to single spin-
resolved momentum distribution curves (MDCs). The intensities for spin-up (spin-down)
electrons I↑ (I↓) are obtained from the measured spin-integrated intensity Itot according
to I↑ = (1 +P )Itot/2 and I↓ = (1−P )Itot/2. Assuming a parabolic dispersion, the Rashba
splitting kR is then given by kR = ∆k/2, where ∆k is the ~k‖-distance of the maxima in I↑
and I↓. Note that kR 6= ∆k/2 if the dispersion of the bands is not completely parabolic.
4.3.1 Binary surface alloy BixSb1−x/Ag(111)
Figure 4.8 (a) shows the evolution of the surface state band structure for the mixed bi-
nary alloys BixSb1−x/Ag(111) as a function of Bi content x measured with ARPES. The
dispersion of the spz surface state evolves continuously between x = 0 and x = 1. Around
x = 0.5 the line width of the bands increases considerably which we attribute mainly
to structural disorder, i.e. to imperfections in the (
√
3 × √3)R30◦ reconstruction. The
position of the lower spz-band was determined by fitting MDCs with a Lorentzian and a
constant background. The resulting E(k) data were then fitted by parabolas to determine
the characteristic Rashba parameters. The continuous evolution of momentum offset kR,
Rashba constant αR, band maximum E0, and effective mass m? with increasing Bi con-
tent x is shown in Fig. 4.8 (b). The Rashba parameter αR has been calculated from the
experimentally determined momentum offset and effective mass.
While kR, m?, and αR continuously increase with x, the band maximum E0 reaches a
maximum at about x ≈ 0.63 and then decreases again. It is known that E0 is correlated
with the outward relaxation of the Bi and Sb atoms [109]. Because it is unlikely that
the outward relaxation of the alloy atoms in the mixed BixSb1−x/Ag(111) surface alloy is
larger than in the pure Bi/Ag(111) surface alloy we attribute the maximum at x ≈ 0.63 to
structural disorder, which is corroborated by the considerable increase in line width.
Recent first-principles calculations are in good agreement with our experimental values
for kR [164]. However, in contrast to experiment the calculations show a continuous increase
of E0 with Bi concentration x and do not capture the maximum at x ≈ 0.63. This is to be
expected because structural disorder is not included in the calculations.
For small Bi contents x the spin splitting of the spz surface state of BixSb1−x/Ag(111)
is comparable to the line width of the bands. This limits the accuracy of the values for the
spin splitting obtained by conventional spin-integrated ARPES. To overcome this problem
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Figure 4.8: Experimental photoemission from BixSb1−x/Ag(111). The evolution of the spz
surface state dispersion is shown as a function of Bi content x on a linear gray scale with
black (white) corresponding to high (low) photocurrents (a). From parabolic fits to the data
(red lines), the characteristic parameters of the Rashba model (momentum offset kR, effective
mass m?, Rashba constant αR, and band maximum E0) have been determined (b). Red dots
and green triangles were obtained by spin-integrated and spin-resolved ARPES, respectively.
Blue lines are guides to the eye.
spin-resolved MDCs were recorded at an initial state energy of −0.6 eV as a function of Bi
content x for the mixed BixSb1−x/Ag(111) surface alloy. The SARPES-derived momentum
offset ∆k/2 is included in Fig. 4.8 (b) (green triangles).
For a Bi content x & 0.3 the spz-band is not parabolic any longer because it hybridizes
with the upper pxy-band. In this case, the values for kR as determined by ARPES and
∆k/2 as determined by SARPES deviate systematically. Nevertheless, the discrepancy
for low values of x, where the dispersion is expected to be parabolic, is unexpectedly
large. Although we cannot fully explain this discrepancy we want to point out that for
small x a determination of kR with conventional spin-integrated ARPES is difficult for
several reasons. First, the size of the spin splitting is comparable to the line width of the
bands, so that the two spin-polarized parabolas cannot be properly resolved. Second, the
photoemission intensity of the spz-state for small x is suppressed for k > 0 at hν = 21.2 eV
[see Fig. 4.8 (a)] due to photoemission matrix element effects, so that only part of the
bands are available for the fitting procedure described above which limits the accuracy of
the fits. However, the main trend — a continuous increase of the spin splitting with Bi
content x — is clearly reproduced by the SARPES data.
The (
√
3×√3)R30◦ phase of Sb/Ag(111) can be formed with either fcc or hcp toplayer
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Figure 4.9: Low-energy electron diffraction from mixed BixSb1−x/Ag(111) surface alloys.





3) (c) spots versus electron energy. The spectra evolve continuously between x = 0 and
x = 1. To exclude a possible hcp toplayer stacking, spectra for hcp stacked Sb/Ag(111) are
displayed for comparison (bottom).
stacking [144, 146, 159]. In experiment, the toplayer stacking can be controlled by tuning
the energy of the deposited Sb ions during Sb deposition with an electron beam evaporator.
The Sb/Ag(111) surface alloys with fcc and hcp toplayer stacking, respectively, can easily
be identified with the help of I(V )-LEED measurements as we have shown in Ref. [146]
and section 4.2.
In order to determine the toplayer stacking for the mixed
BixSb1−x/Ag(111) surface alloy, we investigated the surface structure with I(V )-LEED
(Fig. 4.9). The I(V )-LEED spectra were averaged over equivalent spots and smoothed
(further details are given in [146]). They evolve continuously between the pure Bi/Ag(111)
surface alloy (red in Fig. 4.9) and the pure Sb/Ag(111) surface alloy with fcc top layer
stacking (blue). For comparison, the I(V ) spectra for the Sb/Ag(111) surface alloy with
hcp top layer stacking are shown in black. As these spectra clearly differ from those for
the mixed BixSb1−x/Ag(111) surface alloy, we conclude that it forms with fcc top layer
stacking even if Sb ions are deposited at sufficiently high energies to form an hcp stacked
surface alloy.
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4.3.2 Ternary surface alloy BixPbySb1−x−y/Ag(111)
As was shown before, both BixPb1−x/Ag(111) and BixSb1−x/Ag(111) can be formed and
exhibit a well-defined band structure. While in the BixPb1−x/Ag(111) surface alloy both
the spin splitting and the Fermi level change as a function of x, it is possible to change
the spin splitting while leaving the Fermi level largely unaffected in the corresponding
BixSb1−x/Ag(111) surface alloy. As transport properties are determined by the spin tex-
ture of the Fermi surface it is important to tune both the position of the Fermi level as
well as the size of the spin splitting independently. This can be achieved in a ternary
BixPbySb1−x−y/Ag(111) surface alloy as follows. In order to increase kR one has to add
heavy elements with large outward relaxation (i.e. Bi, Pb). For a modification of EF
BixSb1−x should be mixed with Pb.
Figure 5 (a) in [165] shows the surface state band structure for a mixed ternary surface
alloy with (x, y, z = 1− x− y) = (0.3, 0.35, 0.35). The line width is significantly increased
as compared to those for the mixed binary surface alloys. The ARPES measurements in
Fig. 5 (a) in [165] were done using the COPHEE spectrometer with a reduced angular
resolution as compared to the setup used for the ARPES data in Fig. 4.8. An additional
increase in line width is caused by the intermixing of three elements (instead of two) and
by a — probably — not optimized sample preparation. Despite the large line width, the
spin splitting (∆k/2 = 0.019Å−1) can still be clearly resolved with SARPES, as shown in
Fig. 5 (b) in [165].
These results show that ternary alloys can be formed and exhibit a reasonably well
defined band structure. They indicate the possibility to form ternary surface alloys with
arbitrary compositions that allow us to tune the spin splitting as well as the Fermi energy
independently and continuously over a broad range of values.
4.4 Conclusion
In this chapter we have discussed the origin and the manipulation of the spin splitting in
surface alloys on Ag(111).
First, we have studied the electronic structure of the Sb/Ag(111) surface alloy and found
obvious similarities with the bands of the iso-structural Bi/Ag(111) and Pb/Ag(111) sur-
face alloys. The characteristic RB-type spin splitting found in Bi/Ag(111) and Pb/Ag(111),
however, is considerably smaller in Sb/Ag(111). The experimental data are well reproduced
by relativistic first-principles calculations. A simple NFE model indicates that the addi-
tional in-plane inversion asymmetry, which plays a crucial role in the Bi/Ag(111) surface
alloy, is also present in Sb/Ag(111). There, however, it is not efficient in producing a
large RB-type spin splitting because of the weak atomic SOI in Sb. On the other hand,
the difference in the observed spin splitting between Bi/Ag(111) and Sb/Ag(111) cannot
be explained by the difference in atomic SOI alone, indicating that there are additional
structural parameters that influence the size of the spin splitting.
In a second step, we have experimentally determined the outward relaxation of the
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alloy atoms for the three different surface alloys Bi/Ag(111), Pb/Ag(111) and Sb/Ag(111)
employing quantitative LEED measurements and calculations. The outward relaxation for
Pb/Ag(111) is 0.46Å, which leads us to favor the scenario with the smaller spin splitting
of kR = 0.04Å−1 where the lower spz- and the upper pxy-band avoid each other. The other
scenario where a larger outward relaxation of 0.97Å leads to a band crossing between
spz- and pxy-band and a larger spin splitting of kR = 0.11Å−1 has to be rejected on the
basis of the experimentally determined outward relaxation. In addition, we found that
the Sb/Ag(111) surface alloy can be grown reproducibly in fcc and hcp toplayer stacking.
Furthermore, we have related the outward relaxation to the strongly enhanced spin splitting
in the Ag(111) surface alloys comparing them also to surface alloys found on Cu(111). We
find that the outward relaxation plays an extremely important role in the size of the spin
splitting, because the ratio of the spin-orbit coupling strengths alone does not account for
the ratio of the Rashba constants in two different surface alloys. Looking at each substrate
individually a clear trend that a large outward relaxation leads to a large spin splitting is
evident. Deviations from this trend can be observed when comparing the surface alloys
on two different substrates, e. g. Bi/Ag(111) and Bi/Cu(111). This could be explained
by the different orbital composition in the surface alloy band structure. The role of the
substrate has not been completely solved yet. We conclude that the structure plays an
important role for the spin splitting as it defines the potential landscape and has a profound
influence on the orbital overlap and the band dispersion. Nevertheless, a straightforward,
intuitive model for a better understanding of the RB-type spin splitting at surfaces would
be desirable — if it exists.
Finally, we have shown that it is possible to form the mixed binary BixSb1−x/Ag(111)
surface alloy despite the fcc/hcp top layer stacking of Sb/Ag(111). Furthermore, I(V )-
LEED experiments revealed that the mixed BixSb1−x/Ag(111) surface alloy always forms
with fcc top layer stacking. ARPES and SARPES measurements show a continuous evo-
lution of the band structure with Bi content x. The results on the mixed ternary surface
alloy Bi0.3Pb0.35Sb0.35/Ag(111) show that ternary alloys can be formed and exhibit a rea-
sonably well defined band structure. Our findings indicate the possibility to form ternary
surface alloys with arbitrary compositions that allow us to tune the spin splitting as well as
the Fermi energy independently and continuously over a broad range of values. Following
this idea, the situation where the Fermi level lies in between the band maximum and the
crossing point of the two parabolas is particularly interesting: in this regime the spins on
the two circular Fermi surfaces rotate in the same direction and the density of states shows
quasi one-dimensional behavior [4, 83]. In this case, the Rashba energy becomes the dom-
inating energy scale and an increase of the transition temperature into a superconducting
state is expected [90]. Furthermore, mixed surface alloys with a spatial variation of their
chemical composition x create a gradient of the effective Rashba field that is a prerequisite
for building a Stern-Gerlach spin filter [87].
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Silicon surface with giant spin splitting
Exploiting the electron spin for information processing is one of the leading goals in the
rapidly growing field of spintronics. At its heart lies the RB type spin splitting, where the
spin-orbit interaction lifts the spin degeneracy in a symmetry broken environment [1, 2].
The materials of choice are semiconductor heterostructures, albeit the size of the spin
splitting is typically very small. A large spin splitting is desirable as it would, for example,
decrease the precession time of the spin in a spin transistor [86] so that it is smaller than
the spin relaxation time. Furthermore, a separation of the spin-split states beyond their
lifetime broadening is an important criterion for distinguishing between the intrinsic and
extrinsic spin Hall effect [88, 89,166].
Recently, a giant spin splitting has been demonstrated for noble metal based surface
alloys [3–5], where heavy elements with a strong atomic spin-orbit coupling are incorporated
into the surface. These systems, however, are not suitable for the field of spintronics because
of the presence of spin-degenerate bands at the Fermi level originating from the metallic
substrate. One possible alternative is to grow thin films with spin-split bands onto a
semiconducting substrate [112, 119, 120]. However, due to confinement effects a multitude
of quantum well states arise, which potentially influence the transport properties of the
system. It is, therefore, desirable to transfer the concept of the giant spin splitting directly
onto a semiconductor surface.
5.1 Bi on Si(111)
In the following we will show that a monolayer of Bi trimers on a Si(111) surface forms a 2D
electronic structure with a giant spin splitting much larger than what has been observed
so far at the interfaces of semiconductor heterostructures. The effect can be traced to an
inherent structural inversion asymmetry (RB model). While the structure of this system
has been studied both theoretically as well as experimentally [122,167,168], the electronic
structure, in particular a possible spin splitting of the electronic states, has remained a
controversial issue [123, 124]. We demonstrate unequivocally that Bi induces a giant spin
splitting at the silicon surface. Furthermore, the spin splitting is observed to be larger than
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Figure 5.1: (a) Structural model of the two (
√
3 × √3)R30◦ phases of Bi/Si(111): (left)
monomer phase (right) trimer phase. The thin black lines indicate mirror planes of the Bi
adlayer. The thicker black lines indicate the (
√
3×√3)R30◦ unit cell. The smaller the spheres,
the further away they are from the surface. The corresponding 2D Brillouin zone is shown in
(b).
the lifetime broadening, so that the Bi/Si(111) system is a prime candidate for spintronics
applications or studying the intrinsic spin Hall effect. In addition, the silicon substrate
allows for excellent compatibility with existing silicon-based semiconductor electronics.
These results have been published in Ref. [169].
A single layer of Bi on Si(111) grows in a monomer as well as a trimer configuration,
both of which show a (
√
3×√3)R30◦ reconstruction [122,167,168]. A structural model is
shown in Fig. 5.1 (a) for the monomer phase (left) and the trimer phase (right). Both the
monomers and the trimers are centered on top of second layer Si atoms (T4 lattice sites).
The Si substrate breaks the in-plane inversion symmetry for both the monomer and the
trimer phase (similar to the Ag(111) substrate in the Ag(111) surface alloys). Considering
only the isolated Bi adlayer, the trimer formation introduces a reduction of the symmetry:
the mirror plane σv2 is missing. The mirror plane σv1 on the other hand holds for both the
monomer and the trimer phase as well as for the combination of adlayer and Si substrate.
From these simple symmetry considerations we conclude that the Bi trimer phase is the one
with the lower symmetry, and, hence, should lead to the bigger spin splitting. Therefore,
we only consider the trimer phase in the following.
As both the monomer phase at 1/3 ML Bi coverage and the trimer phase at 1 ML Bi
coverage show the same (
√
3×√3)R30◦ reconstruction we used I(V )-LEED measurements
to distinguish between the two phases. We measured the integrated intensity of the (10) and
(01) spots as a function of electron energy and compared them to calculations done by Wan
et al. [122]. The measured data was averaged over three equivalent spots and smoothed.
The result is shown in Fig. 5.2. The agreement between measured and calculated spectra
is quite convincing, allowing an unambiguous identification and preparation of the trimer
phase.
The experimental band structure measured with ARPES along the two high symmetry
directions of the surface Brillouin zone (SBZ) ΓM and ΓKM is displayed in Fig. 5.3 (a)
and (b), respectively. The intense feature near Γ at an energy of about −2.3 eV can be
attributed to the silicon bulk. The other features (S1, S2, S3) in Fig. 5.3 (a) originate from
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Figure 5.2: The bismuth coverage was determined via I(V )-LEED measurements. The
figures show the integrated intensity as a function of electron energy for the (10) and (01)
spots of the monomer and trimer phase, respectively.
the 2D electronic structure of the surface. S1 is most intense at the M-point at an initial
state energy of about −1.3 eV. This band splits in two components when moving away from
the high symmetry point M, which is a strong indication of a RB-type spin splitting. S2
is located at about −2.3 eV at the second Γ-point and disperses upwards towards the M-
points. The third state S3 shows the highest intensity at the second M-point at an energy
of about −2.5 eV. This band moves downwards in energy towards the second Γ-point. The
bandwidth of S3 is smaller than the one for S2. These three 2D states are also visible
along the ΓKM-direction as shown in Fig. 5.3 (b). S1 appears as a parabolic band with
negative effective mass with a band maximum located at about −1.3 eV at the M-point.
Along the ΓKM direction no splitting of this band has been observed. S2 is located around
−1.8 eV at M, but only with a very weak intensity. The most intense feature along the
ΓKM-direction is the S3 2D state with a band minimum at about −2.5 eV at the M-point
and an upwards dispersion towards the neighboring K-points.
A possible spin splitting in the Bi/Si(111) system is an unresolved issue in the literature.
While Kinoshita et al. [123] consider a splitting in the three 2D states related to a strong
spin-orbit interaction of the Bi atoms, it has been dismissed by Kim et al. [124]. In the
following, we will show from the experimental data as well as spin-resolved band structure
calculations that the band structure shows a giant spin splitting of the electronic states
due to the RB effect.
A close up of the band structure near the M-point is shown in Fig. 5.4. The bands
along ΓM [Fig. 5.4 (a)] near −1.2 eV clearly show the characteristic dispersion of a RB
type spin splitting with the band crossing at the M-point and the shift of the maxima
away from it. From the data we extract the momentum offset kR = 0.126Å−1, an effective
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Figure 5.3: The two panels show angle-resolved ultra violet photoemission spectroscopy
data of the trimer phase of bismuth on Si(111) along the two high symmetry directions ΓM
(a) and ΓKM (b). The photoemission intensity is on a linear scale with black and white
corresponding to highest and lowest intensity, respectively. The energy scale is set to zero
at the Fermi level. A splitting of the two-dimensional state into two bands around the M
point along the ΓM-direction at an initial state energy of about −1.3 eV is clearly visible in
panel (a). We attribute this splitting to the Rashba-Bychkov effect with a momentum offset
kR = 0.126Å−1 and a Rashba energy ER = 140meV.
mass ofm∗ = 0.7me as well as the Rashba energy ER = 140meV. From these values we can
calculate the Rashba parameter αR=1.37 eVÅ. The spin splitting is well resolved in the data.
The average line width for the spin-split states at the band maximum (kx = −0.126Å−1)
is 195meV, which accounts for intrinsic lifetime as well as interactions and scattering. The
separation of the states is about 220meV.
The spin splitting at the M-point in Fig. 5.4 (a) is strongest along the ΓM-direction.
Along the KMK-direction in Fig. 5.4 (b) the spin splitting at the M-point is much weaker
and cannot be resolved in the experiment. This peculiar band topology can be related to
the symmetry properties of the surface structure [see Fig. 5.1 (a)]. Despite the symmetry
breaking of the Bi trimers, the mirror symmetry σv1 holds so that for the dispersion along
the KMK-direction the spin splitting is greatly reduced, i. e. it cannot be observed in
the data. Furthermore, the M-point is located on the border of the first SBZ and has a
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Figure 5.4: Experimental band structure of Bi/Si(111) near the M-point. The measurements
along ΓMΓ (a) and KMK (b) show the anisotropic topology of the spin-split bands.
reduced symmetry as compared to the Γ-point so that an isotropic dispersion around the
M-point cannot be expected.
To support our interpretation of the observed spin splitting, we conducted spin-resolved
first principles band structure calculations. Using the VASP we find that the Bi trimers
(milkstool structure) are relaxed outward by 13% from the ideal positions (100% cor-
responds to the Si bulk interlayer distances, lattice constant (5.403Å). The subsurface
relaxations are small (<0.5%) and neglected in the Korringa-Kohn-Rostoker (KKR) calcu-
lations. The in-plane displacement of the Bi trimer atoms δ is 0.3 with δ = 0 indicating Bi
atoms on top of the first layer Si atoms and δ = 1 coinciding Bi-trimer atoms on T4 sites.
The spectral density n±(E,~k‖) is obtained from the imaginary part of the site-dependent
Green function. Resolved with respect to spin orientation (index ±) and angular mo-
mentum, it allows a detailed analysis of the electronic structure. The results of the band
structure calculations n+(E,~k‖) − n−(E,~k‖) are shown in Fig. 5.5 for the ΓM-direction
in (a) and for the ΓKM-direction in (b). Blue and red colors correspond to opposite
spin-polarizations. The calculations reproduce all the main features of the measured band
structure. In particular, the splitting of the S1 band around the M-point along the ΓM-
direction is well documented. As can be seen in Fig. 5.5 the two branches of the split S1
band clearly show opposite spin-polarization, i. e. a giant spin splitting in the electronic
structure of Bi/Si(111).
The spin splitting is strongly anisotropic around M. The peculiar band topology, which
was observed in the experiment is clearly reproduced in the calculations. This can again
be attributed to the lower symmetry of wave vectors ~k‖ within (ΓKM) or perpendicular
(ΓMΓ) to a mirror plane of the system. It is conceived that this feature results from the
‘trimerization’ of the three Bi sites in the 2D unit cell; calculations with a reduced δ (i.
e. larger distance between Bi trimer atoms) indicate an even smaller splitting along ΓKM.
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Figure 5.5: Theoretical band structure calculations for the trimer phase of bismuth on sili-
con(111). Panel (a) and (b) show the calculated dispersion along ΓM and ΓKM, respectively.
Blue and red correspond two opposite spin-polarizations. The calculated spectra reproduce
the main features of the measured band structure, especially the spin splitting of the bands
around the M-point along ΓM.
Furthermore, the calculations show that about 83% of the spin-split states at the M-point
are localized in the Bi adlayer and about 16% in the first Si layer. One can thus speculate
that the spin splitting has to be attributed to the presence of the heavy Bi atoms and that
the spin splitting is further enhanced by the loss of in-plane inversion symmetry (σv2 in
Fig. 5.1 (a) is missing).
The giant spin splitting in the Bi/Si(111) trimer system has a similar origin as in the
Bi/Ag(111) surface alloy: An additional inversion symmetry breaking in the plane of the
surface leads to a strong enhancement of the spin splitting. In both systems the threefold
symmetry of the underlying substrate breaks the in-plane inversion symmetry. However,
considering only the topmost layer, the trimer formation in Bi/Si(111) also leads to a
breaking of the in-plane inversion symmetry (see Fig. 5.1), which is not the case for the
Bi/Ag(111) surface alloy. This inversion asymmetry of the in-plane potential for Bi trimers
on Si(111) is illustrated in Fig. 5.6.
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Figure 5.6: Coulomb potential landscape of the Bi trimer atoms (schematic). (a) Two-
dimensional plot of the potential produced by point charges at the positions of the Bi atoms.
(b) Potential profile along the vertical symmetry line. The breaking of the inversion symmetry
is clearly visible. The positions of the Bi atoms are marked by arrows, with the dashed arrows
indicating Bi atoms displaced away from the symmetry line.
Comparing the spin splitting of the Bi/Si(111) electronic structure to semiconductor
heterostructures, we find that in the latter the spin splitting is substantially smaller. For ex-
ample, for an inverted InGaAs/InAlAs heterostructure a Rashba constant of αR = 0.07 eVÅ
has been measured [170]. With an effective mass of m∗ = 0.05me, a Rashba energy of
ER = 16µeV can be calculated. For HgTe quantum wells a Rashba constant αR = 0.45 eVÅ
has been found [171]. However, here the spin splitting has been identified to be propor-
tional to k3|| instead of a linear dependence [172]. For the Bi/Si(111) system, the Rashba
energy ER = 140meV as well as the Rashba parameter αR = 1.37 eVÅ are much bigger.
From the momentum offset kR = 0.126Å−1 we can calculate that a phase shift of the spin
precession angle ∆θ = pi can be obtained after a length L = ∆θ/2kR of only 1.3nm. In
the InGaAs/InAlAs heterostructure a length of 400 nm has been estimated. While these
figures show the excellent potential of the Bi/Si(111) system, additional measurements
giving insight into the transport properties, such as Shubnikov-de Haas oscillations, are
necessary to further elaborate the suitability of this system for spintronics applications.
5.2 Conclusion
We have shown that the trimer phase of Bi on Si(111) shows a giant spin splitting. The
experimental results reveal the characteristic band dispersion of a RB-type spin splitting
with a peculiar band topology at the M point. They are confirmed by first principles band
structure calculations. The splitting is caused by the spin-orbit interaction induced RB
effect in combination with a strong contribution from the reduced in-plane symmetry of
the trimer structure and the substrate. Furthermore, this spin splitting is of the same
order of magnitude as the one reported for Bi/Ag(111) and orders of magnitude lager than
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a typical spin splitting reported for semiconductor heterostructures. In this way, we have
transferred the concept of giant spin splitting onto a semiconducting substrate. This gives
excellent perspectives for the use of this concept in the field of spintronics. In particular,
the silicon substrate makes this system compatible with existing semiconductor technology.
On the fundamental side such systems are interesting for, e. g., the spin Hall effect. Since
the energy separation of the spin-split states (220meV) is larger than the lifetime broad-
ening (195meV), it may be easier to distinguish the extrinsic and intrinsic spin Hall effects.
Recently, our findings were confirmed and complemented. The authors of Ref. [173]
observe a similar spin splitting (ER = 120meV and kR = 0.105Å−1) of the S1 surface state
along the ΓM-direction. In addition, they were able to resolve a spin splitting also for
the other two surface states S2 (ER = 60meV and kR = 0.07Å−1) and S3 (ER = 60meV
and kR = 0.08Å−1). Reconsidering our data in Fig. 5.3 (a) the peculiar shape of the S2
band between Γ and M is a strong indication for the RB-type spin splitting reported in
Ref. [173]. Furthermore, Ref. [173] reports a spin splitting for both S1 and S3 along the
ΓKM-direction. The splitting of the S1 band between K and Γ can also be seen in our
data in Fig. 5.3 (b) around k = 1.5Å−1.
Constant energy contours in Ref. [173] reveal an isotropic spin splitting with standard
RB-type spin structure of S3 around the Γ point. S1 shows a similar vortical spin structure
around the K point. There, however, the constant energy contour has no spherical shape
which is attributed to the strong crystal field at the boundary of the surface Brillouin zone.
The spin structure of the S1 band around the M point was found to be non-vortical. These
findings were explained using symmetry arguments: The threefold symmetry of the trimer
phase and the presence of mirror planes σv1 along the {112} direction (which corresponds
to ΓK) lead to a C3v symmetry for the Γ and K points, and a C1h symmetry for the M
point.
To conclude, Ref. [173] confirms our finding of a large RB-type spin splitting of the
surface state band structure for a monolayer of Bi trimers on Si(111). In agreement with
our interpretation the origin of the spin splitting was traced back to the loss of the σv2 mirror
plane due to the threefold rotational symmetry of the structure. Along the symmetry line
ΓK the spin splitting is much smaller than perpendicular to that direction (ΓM).
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In section 2.2.4 we briefly discussed the different parameters that were used to explain
the origin of the observed RB-type spin splitting in different systems. Although there is
general agreement that the two key ingredients for a sizable spin splitting are a structural
inversion asymmetry combined with the presence of heavy atoms many details still remain
controversial. Before we turn to a detailed discussion about the origin of the RB-type
spin splitting at surfaces we will discuss the fundamental principles by a more detailed
look at the Au(111) surface state which can be regarded as a prototype for these systems.
Afterwards, we will summarize previous findings on different 2D electron systems localized
at a crystal surface and try to develop a more complete picture that is able to explain the
spin splitting in an arbitrary system.
6.1 The Au(111) surface state
The largest contribution to the spin-orbit coupling comes from regions where the crystal
potential changes rapidly, i.e. close to the nucleus of heavy atoms such as Au. The surface
potential barrier can be regarded as a structural asymmetry which additionally results in
a SOI-mediated spin splitting. However, the strength of the surface potential gradient
is orders of magnitude too small to account for the size of experimentally observed spin
splittings [83, 85,174].
The RB-type spin splitting of the Au(111) spz surface state was first resolved by La
Shell et al. in 1996 using ARPES [93]. Recent high resolution ARPES measurements
[94] confirmed that the two parabolas of the Au(111) surface state are shifted by kR =
±0.013Å−1 away from the Γ point. The electron spin polarization of the L-gap surface
states on Au(111) can be nicely explained using the original RB model [151]. The spin
polarization lies mainly in the plane of the 2D electron gas and is perpendicular to k||,
with spin ↑ (spin ↓) rotating clockwise (anticlockwise) around the z axis. As the inversion
asymmetry is mainly along the z-direction the out-of-plane polarization Pz is small. At
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k|| = 0, the states are degenerate and the electron spin polarization becomes zero.
Although there are striking similarities between the electronic states in a 2DEG with
RB-type spin-orbit interaction and the L-gap surface state on Au(111), the threefold rota-
tional symmetry of the fcc lattice (ABC stacking sequence) allows in principle for a non-zero
Pz component as well as for a deviation from the circular constant energy contours that is
missing in a 2DEG [147,151]. In the framework of the RB model the presence of a non-zero
Pz requires non-vanishing in-plane components of the potential gradient [see equation 2.5].
Thus, Pz is brought about by the in-plane asymmetry of the surface potential, i.e. the
surface corrugation.
The effect of surface corrugation on the spin polarization of the L-gap surface states
was investigated in Ref. [147]. For a corrugated muffin-tin barrier a small Pz of 1.5% has
been found. For a smooth uncorrugated barrier shape Pz is slightly reduced to 1%. This
humble change has been attributed to the considerable extension of the surface state wave
function within the ten outermost surface layers that smears out the effect of the surface
corrugation. In Ref. [175] the influence of the surface corrugation in the form of step
lattices was studied using spin-resolved ARPES on vicinal Au(111) surfaces. For a terrace
width > 20Å the electrons are confined within each (111) terrace. For step separations
< 20Å the wave functions are delocalized over several steps and become sensitive to the
corrugated lattice potential of the steps. In this case, the spin splitting of the surface state
increases considerably to kR = 0.021Å−1.
Bihlmayer et al. [98] have taken a more detailed look at the microscopic origin of the spin
splitting of the Au(111) surface state. They found that the Au(111) surface state extends
considerably into the bulk, and that more than 40% of the total spin splitting actually
comes from the subsurface layers. Furthermore, more than 90% of the contribution to the
splitting comes from a region defined by a sphere with a radius of 0.25 atomic units around
the nucleus. Therefore, the size of the spin splitting is not determined by the potential
gradient at the surface but rather by the resulting asymmetric charge distribution around
the atomic cores. Close to the nucleus the wave functions are well expanded in spherical
harmonics. This expansion reveals that the surface state wave function of the Au(111)
surface state contains contributions from s-, p- and d-orbitals. The authors concluded that
the ratio of l- to (l ± 1)-character of the surface state wave function is a measure of the
effective potential gradient at the surface and hence also for the spin splitting. The authors
concluded that there is no spin splitting for a surface state of pure l-character.
The discussion of the Au(111) surface state has revealed several important contributions
to the RB-type spin splitting at surfaces: (a) a structural inversion asymmetry, (b) the
atomic SOI, (c) the corrugation of the surface and (d) the mixing of l- and (l± 1)-orbitals
in the surface state wave function. In the following we will discuss these contributions in
more detail.
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6.2 The atomic spin-orbit coupling
From Refs. [83, 85] we know that the magnitude of the symmetry-breaking electric field
alone is orders of magnitude too small to account for experimentally observed spin split-
tings. This problem can be solved by considering a more elaborate model that includes
the atomic contribution to the SOI [85]. Petersen and Hedegård [85] considered a simple
tight binding model that allowed them to derive an analytic expression for the Rashba co-
efficient αR ∝ αγ, where α is the atomic spin-orbit parameter and γ accounts for the effect
of the surface potential gradient. The importance of the atomic spin-orbit parameter was
confirmed by Ref. [174], where the RB-type spin splitting of the Au(111) surface state is
separated into a contribution form the potential gradient of the nucleus and a contribution
from the surface potential gradient. The authors concluded that the latter is negligible,
and that the RB-type spin splitting mainly comes from a small sphere of radius R = aB/Z
around the nucleus, where aB is Bohr’s radius and Z is the atomic number. Ref. [98]
confirmed that more than 90% of the contribution to the splitting of the Au(111) surface
state comes from a region defined by a sphere of 0.25 atomic units around the nucleus.
In order to get a first clue about the order of magnitude of the spin splitting that can
be expected for the surface state on a certain clean metal surface the spin-orbit splitting
of the corresponding atom is usually considered. Table 6.1 summarizes the values for some
typical metals. The difference in the atomic spin-orbit parameter can explain qualitatively
why the spin splitting of the surface state on clean W(110) is much larger than on clean
Mo(110) [97]. For the same reason the spin splitting for the surface states on clean noble
metal surfaces is expected to decrease from Au(111) via Ag(111) to Cu(111) [94,125]. The
spin splitting obtained for different Bi surfaces [Bi(111), Bi(110) and Bi(100)] is a few
times bigger than for Au(111) [95], and the spin splitting of the surface states on Sb(111)
is smaller than on Bi(111) [96] in agreement with the corresponding atomic spin-orbit
parameters. A similar reasoning was also applied to explain the size of the spin splitting in
thin Ag films on Au(111) or in mixed AgxAu1−x alloys. In both cases the Rashba constant
is proportional to the amount of heavy gold atoms probed by the Shockley state wave
function [102,104].
However, the Rashba constant αR is influenced by many different parameters and values
for the size of the spin splitting that are deduced from the atomic spin-orbit parameter
alone can only serve as rough estimates. The limitations of such estimates become obvious
when comparing, e.g., the spin splitting of clean Bi surfaces and the (Bi,Pb,Sb)/Ag(111)
surface alloys where the difference in atomic SOI alone cannot account for the difference
in Rashba constant (see sections 4.1 and 4.2).
6.3 Broken space inversion symmetry
As mentioned in section 2.2.2 spin degeneracy is the consequence of combined time-reversal
and space inversion symmetry. The only possibility to lift the spin degeneracy in a non-
magnetic system without applying external magnetic fields is to break space inversion
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atomic number Z atomic orbital spin-orbit splitting (eV) Ref.
C 6 2p 0.008 [176]
Cu 29 3p 0.03 [154]
Mo 42 4d 0.12 [177]
Ag 47 5p 0.11 [154]
Sb 51 5p 0.40 [148]
W 74 5d 0.45 [177]
Au 79 6p 0.47 [154]
Pb 82 6p 0.91 [148]
Bi 83 6p 1.25 [148]
Table 6.1: atomic spin-orbit splitting for some metals
symmetry. In the original RB model this is achieved by an external electric field along
the direction perpendicular to the confinement plane of the 2DEG [1, 2]. In real systems
inversion symmetry breaking is caused by the asymmetric confinement potential for the 2D
electron gas in a semiconductor quantum well or heterostructure, or by the presence of the
surface like in the case of the Au(111) surface state. Despite the considerable differences
between these systems they have one thing in common: there is no spin splitting as long
as space inversion symmetry holds.
6.3.1 Surface potential gradient and electron confinement
Although the contribution of the surface potential gradient to the size of the spin splitting
is negligibly small [85,174] its presence is a necessary condition to lift the spin degeneracy
of the 2D band structure. In the following we will discuss a few examples that illustrate the
influence of the potential gradient at the crystal surface on the size of the spin splitting.
In Ref. [97] it was shown that the spin splitting of the W(110) as well as the Mo(110)
surface states can be increased by a factor of two to three upon Lithium adsorption. The
authors argued that the adsorption of Li atoms changes both the magnitude of the potential
gradient (which is similar to the work function change) as well as the localization of the
surface state wave function. Upon Li adsorption the surface state wave function becomes
more confined to the crystal surface and thereby more exposed to the potential gradient
at the surface.
A similar experiment was done in Refs. [99,100], where the spin splitting of the Au(111)
surface state was increased by the adsorption of rare gases (Ar, Kr, Xe). Due to the
repulsive interaction between the spz surface state and the nearly unperturbed atomic
wave functions of the rare gas atoms, the charge from the evanescent tail of the surface
state that penetrates into the vacuum region is driven back into the substrate. The spz
surface state is pushed towards the atomic cores of the substrate atoms and therefore
experiences a stronger potential gradient that — on its part — increases the spin splitting.
The work function change (i.e. the change of the surface potential) on the order of 0.5 eV
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was assumed to play a minor role in this case.
Another instructive example is the RB-type spin splitting of the Gd(0001) and the
p(1 × 1)O/Gd(0001) surface states [101]. The Rashba energy is enhanced by a factor of
three upon oxide formation and the Rashba constant changes its sign. The Gd(0001)
surface state is almost completely localized within the metal surface layer. Upon oxide
formation the weight of the surface state shifts to the region of the O/Gd interface. Due to
charge transfer to the electronegative O atom steep charge gradients arise, and the RB-type
spin splitting increases considerably. The charge gradient for the clean Gd(0001) surface
is small and positive, the charge gradient for the O/Gd interface is much stronger and
negative which explains both the size as well as the sign change of the Rashba constant.
The surface states in Lu(0001) show a spin splitting around the Γ point that is of similar
size like for the Au(111) surface state. An external electric field of −0.46V/Å pushes the
charge density towards the vacuum region which results in a decrease of the spin splitting
by about 10% [98].
For a Bi monolayer on Cu(111) three spin-polarized bands have been observed [178].
For this system the magnitude of the spin splitting was found to increase with decreasing
binding energy of the states. The largest RB-type spin splitting with αR = 2.48 eVÅ has
been measured for an unoccupied 2D state at an initial state energy of 2.76 eV. With
increasing energy the weight of the 2D states shifts towards the vacuum region. The state
with the lowest binding energy is completely localized within the Bi layer and therefore
insensitive to both the Bi/vacuum as well as the Cu/Bi interface. Hence, the observed
spin splitting is small. The two higher lying unoccupied states, however, are delocalized
towards the vacuum region and thus are exposed to the potential gradient at the Bi/vacuum
interface which increases the spin splitting. The authors concluded that the the origin of
the large Rashba constant in this system lies in the out-of-plane gradient of the potential
∂V (~r)/∂z.
The above mentioned examples show that upon adatom adsorption or oxidation of the
surface the localization of the surface state shifts to regions where the potential gradient is
larger (smaller) which results in an increase (decrease) of the spin splitting. The change in
localization of the electronic states can be attributed to the change of the surface potential
gradient. The size of the spin splitting then depends on the magnitude of the nuclear
potential gradient at the position where the electronic states are localized. If the 2D elec-
tronic states are confined to the region where the potential gradient is large (i.e. close to
the atomic nucleus of heavy atoms) a large spin splitting is expected. The contribution of
the surface potential gradient is simply that it creates an appropriate asymmetric confine-
ment potential that allows for the lifting of the spin degeneracy of the corresponding 2D
states. The magnitude of the spin splitting is then determined by the nuclear potential
gradients.
6.3.2 In-plane inversion asymmetry
The original RB model, where an electric field perpendicular to the confinement plane of the
2D free electron gas breaks the inversion symmetry, predicts parabolic dispersions, circular
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constant energy contours and complete in-plane spin polarization. An additional inversion
asymmetry in the plane of the 2DEG tilts the spin quantization axis given by the cross
product between ~k|| and the structural inversion asymmetry along ~e (see equation 2.5) and
allows for a non-zero out-of-plane spin component. Furthermore, the spin splitting becomes
anisotropic and the constant energy contours deviate from a circular shape. Such an in-
plane inversion asymmetry shows up, e.g., at fcc(111) surfaces due to their ABC stacking
sequence, for the ordered surface alloys (Bi,Pb,Sb)/Ag(111) and also for Bi trimers on
Si(111).
The giant spin splitting of the 2D states in the Bi/Ag(111) surface alloy cannot be
explained by a strong atomic SOI alone [5]. The unexpectedly large spin splitting is ac-
companied by a deviation from a parabolic dispersion, a constant energy contour with
sixfold rotational symmetry, and a considerable out-of-plane spin polarization [5,110,111].
These observations are a strong indication for the presence of an additional in-plane inver-
sion asymmetry. This in-plane inversion asymmetry is caused by the threefold rotational
symmetry of the Ag(111) substrate and is further enhanced by the considerable outward
relaxation of the Bi atoms [5, 111].
Ref. [111] investigated the effects of an additional in-plane inversion asymmetry on the
dispersion and the spin polarization of a nearly free electron gas. The in-plane inversion
asymmetry was mimicked by an asymmetric potential V (ρ) 6= V (−ρ), where ρ = (x, y).
Due to the in-plane inversion asymmetry, the band structure for ~k|| within a mirror plane
of the system differs significantly from that for ~k|| perpendicular to a mirror plane. As
a result, the constant energy contours deviate from a circular shape. Furthermore, the
additional in-plane inversion asymmetry also affects the size of the spin splitting. For an
in-plane inversion asymmetry only and ~k|| perpendicular to a mirror plane, the spin splitting
increases with increasing |~k|||. The size of the spin splitting, however, is much smaller than
that induced by the perpendicular inversion asymmetry alone. If ~k|| lies within a mirror
plane of the system, there is no splitting at all because space inversion symmetry holds
in this case. It is the combination of both in-plane and out-of-plane inversion asymmetry
that leads to a strong enhancement of the spin splitting.
The effect that the spin splitting is reduced when ~k|| lies within a mirror plane of
the system is also observed for a monolayer of Bi trimers on Si(111) (see section 5.1 and
Refs. [169,173]). There, the spin splitting of the 2D states is much larger along ΓMΓ than
along ΓKM which lies within a mirror plane of the system.
6.4 Corrugation
As previously mentioned, the contribution from an in-plane inversion asymmetry is inti-
mately linked to the surface corrugation or outward relaxation of the alloy atoms in the
(Bi,Pb,Sb)/Ag(111) surface alloys. The microscopic origin of the enhanced splitting in dif-
ferent surface alloys was investigated in Ref. [109]. Depending on the outward relaxation
∆z of the alloy atoms the spz-state and the lower pxy mj = 1/2 state hybridize and a
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band gap opens at the band crossing. Upon decreasing the outward relaxation this hy-
bridization becomes stronger and the Rashba splitting of the spz surface state decreases.
This points towards an important influence of the outward relaxation on the 2D band
structure in surface alloys. The authors of Ref. [109] have demonstrated that the spin
splitting for a hypothetical flat Bi/Ag(111) surface alloy reduces to kR = 0.05Å−1. In this
case the occupied surface state is of spz-type with an s : pz ratio of 4:1. A small outward
relaxation of the Bi atoms of 0.1Å changes the s : pz ratio to 2:1 and increases the split-
ting to about 0.07Å−1. Further relaxation of 0.87Å adds also some pxy-character at the
expense of s-character and increases the splitting to 0.13Å−1 which is in good agreement
with experiment [5].
The increase of the spin splitting upon increasing pxy-character of the surface state can
be attributed again to an additional in-plane inversion asymmetry. pz orbitals point along
the normal of the confinement plane, whereas pxy-orbitals lie in the plane of the 2D electron
system and are therefore much more sensitive to the in-plane inversion asymmetry [111].
This is in agreement with the tight binding model from [85], where the Rashba constant
was found to be proportional to the asymmetry parameter γ = 〈pz(~R)|V |pxy(~R + ~r)〉.
This asymmetry parameter is given by the overlap between pz and pxy-orbitals on adjacent
atoms induced by the potential V . For γ = 0 the overlap is zero, inversion symmetry is
restored and there is no spin splitting.
Ref. [105] gives another indication that the giant spin splitting in the Bi/Ag(111) sur-
face alloy is enhanced by the outward relaxation of the Bi atoms. Upon Xe adsorption onto
the Bi/Ag(111) surface alloy small energy gaps appeared at the crossing of bands with spz-
and pxy-character, but the Xe adsorption did not modify the spin splitting significantly.
From Ref. [109] we know that the hybridization strength between the spz- and pxy-states
depends on the outward relaxation of the Bi atoms. The observation of a band gap open-
ing is consistent with a reduced outward relaxation of the Bi atoms after Xe adsorption.
According to [109] a smaller outward relaxation is expected to result in a smaller spin split-
ting. The absence of a measurable effect of Xe adsorption on the size of the spin splitting
for the Bi/Ag(111) surface alloy , however, indicates that the spin splitting is caused by a
different mechanism than in Au(111) where Xe adsorption leads to a 30% increase of the
spin splitting [99,100].
The trend that an increased outward relaxation leads to an increase of the spin splitting
in (Bi,Pb,Sb)/Ag(111) surface alloys is nicely confirmed by our I(V )-LEED results in
section 4.2 and Ref. [146].
6.5 Asymmetry of the wave function
In the previous sections we have seen that the mixing of different orbital contributions in
the 2D wave function plays an important role for the RB-type spin splitting.
Ab initio calculations for the Ag(111) surface state predict that the RB-type spin
splitting is a factor of 20 smaller than for the surface state on Au(111) [98]. This difference
cannot be explained by the different atomic SOI in Ag and Au which differ by a factor
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of four. The expansion of the surface state wave function in spherical harmonics reveals
that the p : d ratio is 9.5 in Ag(111) and 3.3 in Au(111). Furthermore, the p : s ratio is
larger in Ag(111) than in Au(111). In Ref. [98] the formation of hybrid states between
orbitals with l- and (l ± 1)-character was identified as a crucial parameter for the size of
the spin splitting. The comparatively pure p-character of the Ag(111) surface state shows
a much smaller splitting than the Au(111) surface state where the admixture of both s-
and d-orbitals is much larger than for Ag(111). The surface state of Lu(0001) at the Γ
point with a d : p ratio of 2.7 shows a spin splitting which is very similar in size to the
Au(111) surface state. Around the M point the RB-type spin splitting is much larger
(kR = 0.085Å−1) which can be attributed to an almost equal weight of dxz- and px-orbitals
with a ratio of d : p = 1.7.
The considerable increase of the RB-type spin splitting upon oxide formation on a
Gd(0001) surface is also accompanied by a changing orbital composition of the 2D electronic
states [101]. The Gd(0001) surface state is almost symmetric with respect to the surface
plane, reflecting the rather pure dz2-character with a d : p ratio of approximately 8 : 1.
The 2D state of the oxidized Gd surface is localized at the interface between the O/Gd
surface monoxide layer and the next Gd layer where strong electric fields act on the wave
function resulting in a high admixture of pz-character to the dz2-state (d : p ≈ 5 : 1).
For the (Bi,Pb)/Ag(111) surface alloys the spin splitting was found to increase with
increasing outward relaxation of the (Bi,Pb) atoms [109]. This is related to the fact that
the outward relaxation determines the orbital composition of the surface state. For an
uncorrugated surface the surface state has spz-character with a comparatively large s : pz
ratio [4:1 for Bi/Ag(111)]. Upon increasing the outward relaxation the weight of the s-
orbital decreases. Further relaxation also adds some pxy-character. In this case, it is not
only the mixing of l- and (l ± 1)-orbitals but also the mixing of pz- and pxy-orbitals with
the same angular momentum l = 1 due to the outward relaxation of the alloy atoms that
leads to the giant spin splitting in surface alloys.
6.6 Influence of the substrate
The spin splitting for both one monolayer of Au and Ag on W(110) has a similar value
despite the different atomic numbers of the adlayer, whereas no spin splitting has been
observed when replacing the substrate by Mo(110) [126]. The Au/Ag-derived states hy-
bridize with a spin split band of the clean substrate, and the resulting bands simply inherit
the spin splitting of the substrate. If the spin splitting of the substrate is small like for
Mo(110) the same holds for the new Au/Ag-Mo hybrid states.
When comparing the Bi/Ag(111) and the Bi/Cu(111) surface alloys one finds a large
difference in the size of the spin splitting of the 2D band structure: the splitting is roughly
four times smaller for Bi/Cu(111) (kR = 0.03Å−1) than for Bi/Ag(111) (kR = 0.13Å−1)
[106, 108]. The 2D wave functions are strongly localized in the topmost layer. As the
substrate atoms in the surface layer carry a considerable charge, Ref. [108] attributed
the difference in spin splitting between Bi/Ag(111) and Bi/Cu(111) to the reduction in
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Figure 6.1: Schematic: influence of the outward relaxation on the overlap between Bi pz-
and (Ag,Cu) pxy-orbitals in Bi/Ag(111) and Bi/Cu(111) surface alloys. When increasing the
relaxation the overlap increases, reaches a maximum and decreases again.
the atomic spin-orbit parameter of the substrate atoms. This is in good agreement to
[126], where the Au/Ag-W hybrid states simply inherit the spin splitting from the W(110)
substrate.
However, when comparing the Bi/Ag(111) and Bi/Cu(111) surface alloys there is a sec-
ond important parameter that differs between these two systems. The outward relaxation
of the Bi atoms is much larger on the Cu(111) substrate than on the Ag(111) substrate.
Ref. [106] investigated the influence of both the atomic SOI and the outward relaxation
for Bi/Cu(111) and Bi/Ag(111) with the help of first-principles calculations. The authors
found that artificially increasing the values of the SOI constants in the Cu alloy to match
those found in the Ag alloy does not influence the size of the spin splitting. Hence, they
concluded that the influence of the SOI strength of the substrate is negligible. Therefore,
structural differences between the two alloys have to be responsible for the large difference
of the observed spin splitting. The theoretically determined outward relaxations of the Bi
atoms in the Bi/Ag(111) and Bi/Cu(111) surface alloys are zAg = 0.85Å and zCu = 1.06Å,
respectively. Artificially reducing the outward relaxation of the Bi atoms in Bi/Cu(111)
to the value found for Bi/Ag(111) leads to a strong increase of the Rashba energy which
becomes comparable to the value for Bi/Ag(111). In contrast to Ref. [108] the authors of
Ref. [106] come to the conclusion that the atomic SOI of the substrate atoms plays no role
for the Bi/Ag(111) and Bi/Cu(111) surface alloys and that the difference in spin splitting
has to be attributed to the difference in outward relaxation alone.
For Bi/Cu(111) a reduction in outward relaxation leads to an increase in the size of
the spin splitting. This is an obvious contradiction to the Bi/Ag(111) surface alloy where
the opposite trend was observed [109, 146]. How can we resolve this issue? The outward
relaxation of the Bi atom determines the overlap between Bi pz- and (Ag,Cu) pxy-orbitals
and leads to an admixture of pxy-orbitals to the spz surface state [109]. Consider the
following Gedankenexperiment: If we assume that the Bi and the (Ag,Cu) substrate atoms
are on the same plane, the overlap between Bi pz- and (Ag,Cu) pxy-orbitals is small and so
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is the spin splitting. Upon increasing the Bi outward relaxation this overlap first increases,
reaches a maximum and then decreases again. This is illustrated in Fig. 6.1. If one
assumes that the Bi/Ag(111) surface alloy is located on the small relaxation side of this
maximum, it it obvious that the pz-pxy overlap (and the spin splitting) first increases upon
further outward relaxation of the Bi atom. For the Bi/Cu(111) surface alloy we observe
the opposite effect: the spin splitting decreases upon increasing the outward relaxation.
This can be explained if one assumes that the Bi/Cu(111) surface alloy is located on the
large relaxation side of the maximum pz-pxy overlap. This assumption seems justified by
the larger outward relaxation of the Bi atoms in the Bi/Cu(111) surface alloy as compared
to the Bi/Ag(111) surface alloy.
6.7 Spin splitting in quantum well states
Recently, thin Bi or Pb films grown on Si(111) have attracted a lot of attention in the
Rashba community, introducing again a different aspect concerning the origin of the RB-
type spin splitting. In Ref. [112] it was shown that in ultrathin Bi films spin polarized
surface states around Γ coexist with spin-degenerate quantum well states around the M
point. In contrast to the surface states that are mainly localized within the first bilayer
close to the surface, the quantum well states are distributed over the whole Bi film. This
makes the quantum well states insensitive to both the Si/Bi and the Bi/vacuum interface
and the states remain spin degenerate. The surface state on the other hand is exposed to
the Bi/vacuum interface and becomes spin-split.
Refs. [119,120] have investigated Bi/Ag surface alloys grown on thin Ag(111) quantum
well films on Si(111). Similar to the thin Bi films the authors have observed a coexistence
of spin-degenerate Ag(111) quantum well states and spin-split surface states originating
from the 2D Bi/Ag surface alloy. At the points where surface states and quantum well
states cross energy gaps open in the surface state band structure and the quantum well
states become spin-polarized inside the surface state band gap.
Recently, it was shown with spin-resolved ARPES that the quantum well states in
thin Pb films on Si(111) show a small RB-type spin splitting of about kR = 0.035Å−1
with αR = 0.04 eVÅ [117]. The origin of this splitting has been attributed to the phase
shift that the wave function experiences when reflected at both the Si/Pb and Pb/vacuum
interfaces. This phase shift will induce asymmetries in the wave functions near the atomic
nuclei, resulting in a nonvanishing local contribution to the Rashba constant. Each atomic
layer makes its own contribution to the RB-type spin splitting which is proportional to
the negative derivative of the envelope function (see Fig. 10 in Ref. [133]). There is no
contribution to the spin splitting if the gradient of the envelope function is zero which
results in a symmetric charge distribution around the nucleus. A nonzero gradient of the
envelope function leads to an asymmetric charge distribution around the nucleus which
gives a finite contribution to the spin splitting. The sign of this contribution is then
determined by the slope of the envelope function. If the slope is positive the contribution
to the spin splitting is negative and vice versa. The total Rashba constant is obtained
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Figure 6.2: The red lines represent the electron density for a symmetric quantum well
(a), an asymmetric quantum well (b) and a surface state (c). Blue lines indicate the envelope
functions and black dots mark the positions of the atoms. The lower panel shows the negative
derivative of the envelope functions. Each atomic layer makes its own contribution to the RB-
type spin splitting which is proportional to the negative derivative of the envelope function.
The total Rashba constant is obtained by the sum over all atomic layers.
by the sum over all atomic layers. For thin Pb films on Si(111) the influence of the two
interfaces is opposite and the measured spin splitting is the resulting net effect [117, 133].
This is illustrated in Fig. 6.2. Panel (a) sketches the electron density for a symmetrically
confined quantum well (upper panel) together with the negative derivative of the envelope
function (lower panel). The atomic positions are indicated by black dots. Although every
single atomic layer gives a nonzero contribution to the spin splitting, the net splitting
obtained by the sum over all atomic layers is zero. For an asymmetric quantum well a
finite net Rashba splitting remains [Fig. 6.2 (b)].
This model can also be applied to surface states [see Fig. 6.2 (c)]. For a surface state the
asymmetric charge distribution around the nucleus is induced by the structural inversion
asymmetry at the surface (in Ref. [98] this was expressed by mixing different l-components
in the 2D wave function). Similar to the quantum well states the total Rashba splitting
is obtained by the sum over all atomic layers. In contrast to quantum well states that are
confined between two interfaces, surface states are only subjected to the crystal vacuum
interface. This means that the contributions from the single atomic layers have the same
sign and the total Rashba effect is — in general — larger than in quantum wells.
6.8 Summary
We will conclude this chapter with a short summary of the most important ingredients
for a large RB-type spin splitting on surfaces. There is no spin splitting without inversion
symmetry breaking and without strong atomic electric fields. Apart from that we have
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seen that the corrugation of the surface plays an important role. From a microscopic
point of view we have learned that an asymmetric charge distribution around the nucleus
(characterized by mixing l- with (l±1)- and pxy- with pz-orbitals in the 2D wave function)
lies at the heart of the RB-type spin splitting. This means that without detailed structural
knowledge it is impossible to predict the size of the spin splitting correctly. When looking
for a new material with a large RB-type spin splitting one should look for a 2D structure
containing heavy atoms with both in-plane and perpendicular inversion asymmetry. The
corrugation of the surface should be in the range that allows for optimum overlap between
pxy- and pz-orbitals on neighboring atoms, and the 2D states should be localized close to




Graphene is an excellent candidate for the next generation of electronic materials due to
the strict two-dimensionality of its electronic structure as well as the extremely high carrier
mobility [8, 20, 179]. In order to achieve this ambitious goal several obstacles have to be
overcome. Graphene is a semimetal with the conduction and valence band touching at
the K-point of the 2D Brillouin zone where they form a Dirac cone. The absence of a
band gap leads to comparatively low on-off ratios in graphene-based FETs. Therefore, one
important issue is to open up a band gap at the Dirac point [75,180–184]. Such a band gap
will be present in graphene nanoribbons due to quantum confinement of the charge carriers.
Recently, it has been shown that graphene nanoribbons with smooth edges and controllable
widths can be obtained by unzipping multi-walled carbon nanotubes by plasma etching
[185]. Furthermore, Ref. [13] has presented self-organized growth of graphene nanoribbons
on a templated SiC substrate. Another prerequisite for the development of graphene based
electronics is the reliable control of the type and density of the charge carriers by external
(gate) and internal (doping) means. While gating has been successfully demonstrated
for graphene flakes [8, 28, 186] and epitaxial graphene on silicon carbide [187, 188], the
development of reliable chemical doping methods turns out to be a real challenge. The
most important task, however, is to find a method for graphene growth suitable for large
scale production. The best way to achieve this is by growing graphene on the Si-face of SiC.
This growth process offers the advantage of growing graphene directly on a semiconducting
substrate and of precise thickness control. Unfortunately, the presence of the substrate
alters the electronic properties of graphene and reduces its carrier mobility. Therefore, it
is necessary to find a way to decouple the graphene layer from the SiC substrate.
Sample preparation Our graphene samples were prepared according to the description
given in section 2.1.3. The 4H- or 6H-SiC(0001) crystals were hydrogen-etched prior to
insertion into UHV. Subsequent Si deposition at 800◦C sample temperature has been ap-
plied to remove oxygen impurities. After this process a homogeneous and sharp (3 × 3)
LEED pattern appeared. The first carbon monolayer (ZL) is formed after annealing the
samples at 1100◦C for five minutes. Further annealing at 1150◦C for five minutes leads to
the formation of a graphene monolayer.
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Figure 7.1: Doping graphene: position of the Dirac point and the Fermi level of pristine
(upper panel) and epitaxial graphene on SiC (lower panel) as a function of doping. The left
and right panels visualize n-type and p-type doping, respectively, while the center panels
show the pure graphene layers. For the epitaxial graphene a natural substrate induced n-type
doping is present. Occupied (unoccupied) states are shown in blue (red)
7.1 Atomic hole doping of graphene
Graphene’s band structure provides great potential for electronic devices, and one of the
key questions is how to dope the electronic structure with electrons or holes appropriately
for the different devices. The conical shape of the bands results from a delicate balance
between the electrons and the lattice. The challenge here is to interact with the system just
enough to add or remove electrons but not too much so as to modify or even collapse the
electronic structure. Therefore, it is not an option to replace atoms within the graphene
layer, as is common practice when doping e. g. silicon.
For graphene the doping is usually realized by adsorbing atoms and/or molecules on its
surface, i. e. surface transfer doping [189–192]. For n-type (p-type) doping the electrons
have to be released into (extracted out of) the graphene layer. A schematic sketch that
compares the doping-behavior of free-standing graphene with that of epitaxial graphene
on SiC is displayed in Fig. 7.1. The most significant difference between free-standing and
epitaxial graphene on SiC is that epitaxial graphene is naturally n-doped due to charge
transfer from the substrate [see Fig. 7.1 (b) and (e)].
As alkali atoms easily release their valence electron, they very effectively induce n-type
doping [74, 75] [see Fig. 7.1 (a) and (d)]. In the case of epitaxial graphene, the Dirac
point, where the apices of the two conically shaped bands meet, is shifted further into the
occupied states away from the Fermi level. However, aside from the fact that epitaxial
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Figure 7.2: Experimental band structure of epitaxial graphene doped with bismuth atoms.
(a) pristine graphene layer, (b)-(d) increasing amounts of bismuth atoms have been deposited.
graphene on silicon carbide is naturally n-doped, alkali atoms are very reactive and their
suitability in electronic devices is more than questionable.
P-type doping for graphene [see Fig. 7.1 (c) and (f)] is quite a bit more challenging.
Many of the elements with a high electronegativity — e. g. nitrogen, oxygen, or fluo-
rine — form strong dimer bonds. They would not likely form a stable adlayer on the
graphene surface. Therefore, different molecules such as NO2, H2O, NH3, or the charge
transfer complex tetrafluoro-tetracyanoquinodimethane (F4-TCNQ) have been used to in-
duce p-type doping in graphene [193–196]. However, NO2, H2O and NH3 are very reactive
chemicals and therefore not suitable for use in an electronic material. F4-TCNQ on the
other hand plays an important role in optimizing the performance in organic light emitting
diodes [197,198] but would be incompatible with high temperature processes. In the follow-
ing we will show by ARPES that substantial hole doping in the conical band structure of
epitaxial graphene monolayers can be achieved by simple atomic doping via the adsorption
of bismuth, antimony, or gold.
Bi and Sb were deposited on a room temperature sample using a commercial electron
beam evaporator which was calibrated with the help of the (
√
3×√3) reconstruction that is
formed for 1/3 monolayer coverage of both Bi and Sb on Ag(111). Au was deposited at room
temperature with a commercial Knudsen cell which was calibrated using a quartz crystal
microbalance. After Au deposition the sample was annealed at a minimum temperature
of 700◦C for 5min.
Fig. 7.2 shows the experimental band structure of an epitaxial graphene monolayer on
SiC(0001) doped with successively higher amounts of Bi atoms. The initial state energy E
of the bands is plotted as a function of the electron wave vector k 1. The intensity scale
is linear with light and dark areas corresponding to low and high photoelectron current,
respectively. Fig. 7.2 (a) shows the pristine graphene layer. The linear dispersion of the




Figure 7.3: Experimental band structure of epitaxial graphene doped with antimony atoms.
(a) pristine graphene layer, (b)-(e) increasing amounts of antimony atoms have been deposited.
valence and conduction bands is clearly visible. Due to the charge transfer with the SiC-
substrate, the Dirac cone of the conduction band is partially filled shifting the Dirac point
into the occupied states by about 420meV [74,76]. Figs. 7.2 (b)–(d) display the evolution of
the band structure when successively higher amounts of bismuth atoms per graphene unit
cell (u.c.) as indicated in each panel are deposited on the graphene layer 2. As the bismuth
coverage increases the Dirac point clearly shifts towards the Fermi level. Otherwise, the
band structure remains unaltered by the bismuth adatoms, i. e. the linear dispersion is
preserved. With increasing Bi coverage the number of free charge carriers decreases as a
successively smaller cross section of the conduction band intersects the Fermi level.
At higher bismuth coverage the line width of the bands as well as the background in-
creases. This is shown in more detail in Fig. 7.4. The graph shows momentum distribution
curves for different Bi coverages at an energy of 600meV below the Dirac point (see dashed
lines in Fig. 7.2). The full widths at half maximum (FWHM) are given on the right side.
They indicate that the line width increases with increasing Bi coverages. This is probably
related to the fact that Bi atoms do not form an ordered structure but rather tend to form
clusters on the surface, which leads to broadening of the photoemission features.
Very similar results have been obtained for antimony atoms deposited on the graphene
layer. Antimony is also located in group V of the periodic table just above bismuth, so
that a very similar doping behavior is expected. The experimental band structure is shown
in Fig. 7.3, and looks very much like the data obtained for bismuth on graphene except
that it takes a higher antimony coverage to reach the same doping level.
A more quantitative analysis of the bismuth and antimony doping is displayed in Fig.
7.5. Panel (a) shows the evolution of the Dirac point as a function of the coverage, which
is given in number of atoms per graphene unit cell. The Dirac point clearly approaches
the Fermi level with increasing doping indicating that there is charge transfer from the
graphene layer to the adatoms. A simple theoretical model based on the linear density of
states for the graphene layer has been used to estimate the doping effect of the bismuth
2The graphene unit cell has a lattice constant of 2.46Å and contains two carbon atoms.
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Figure 7.4: Momentum distribution curves for graphene and different adatom quantities.
The cuts were taken 600meV below the Dirac point (see dashed red lines in Fig. 7.2 and 7.6).
The full widths at half maximum (FWHM) for the corresponding spectra are given at the
right side of the panel. The spectra have been shifted with respect to each other.






Here ED is the Dirac point, with the zero of the energy scale referenced to the Fermi
level. The Fermi velocity ~vF = 6.73 eVÅ was determined experimentally from the slope
of the linear band structure for monolayer graphene and agrees well with values given in
literature [20, 74], N0 is the number of electrons in the conduction band for zero doping,
and Nh is the number of holes doped into the graphene layer. Using Eq. (7.1) we find
that about 0.01 electrons per bismuth atom and 0.0036 electrons per antimony atom are
extracted from the graphene layer. The Dirac point follows the respective solid lines plotted
in Fig. 7.5 (a). It would reach the Fermi level for a coverage of 0.61 bismuth atoms and 1.65
antimony atoms per unit cell. The experiment shows, however, that for higher coverages
the bands become broader and less well-defined. At this point the average distance between
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Figure 7.5: Doping parameters of Bi and Sb: (a) position of the Dirac point ED and (b)
free charge carrier density nF as a function of doping with bismuth atoms (red circles) and
antimony atoms (blue squares) measured in adatoms per graphene unit cell. The solid lines
represent a simple model calculation assuming an electron transfer of 0.01 and 0.0036 electrons
per Bi and Sb atom, respectively.
adatoms approaches the one of monolayer coverage which makes a cluster formation of the
Bi atoms very likely, so that the photoelectrons will interact and scatter in the Bi clusters.
In Fig. 7.5 (b), the free charge carrier density nF of the graphene layer is plotted as
a function of adatoms per unit cell. nF is proportional to the area enclosed by the Fermi
surface and therefore can be extracted from the experimental data through the Fermi
wave vector kF . Here we assume a circular Fermi surface with an area of pik2F and take
into account that the density of states in momentum space is constant. Including the
spin and valley degeneracy the free charge carrier density is given by nF = k2F/pi. The
charge carrier density is clearly reduced as the number of adatoms increases, indicating
hole doping. The solid lines in Fig. 7.5 (b) show a linear dependence of the charge carrier
density as a function of bismuth/antimony coverage with a very good correspondence to
the experimental data assuming the same values for the electron transfer per adatom as
above.
For actual p-type doping with holes as charge carriers, the Dirac point has to shift
into the unoccupied states. A further increase of the electron transfer from the graphene
layer to the adatoms is desirable. The natural starting point would be an element with a
higher electron affinity than bismuth or antimony. Motivated by this, we have deposited
gold atoms on epitaxial graphene, as its electron affinity is about twice as high as for
bismuth and as recent phototransport experiments indicated that gold contacts induce p-
doping in graphene [199]. The experimental band structure for about two gold atoms per
graphene unit cell shown in Fig. 7.6 clearly displays p-type doping. Both branches of the
valence band cone clearly cross the Fermi level close to the K-point leaving the valence
band partially unoccupied. By extrapolating the linear band structure into the unoccupied
states we estimate the Dirac point to be about 100meV above the Fermi level. The free
charge carrier density of the holes is about 5× 1011 cm−2. This means that the Dirac point
is shifted by about 520meV compared to the pristine graphene layer.
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Figure 7.6: Hole doping with Au: experimental band structure of Au atoms on epitaxial
graphene. The bands are well defined with the Dirac point at about 100meV above the Fermi
level and a charge carrier density for the holes of about 5× 1011 cm−2.
We can compare these experimental findings with theoretical calculations in the litera-
ture for graphene doped by metal contacts [200] as well as metal adlayers on graphene [201].
There is a good qualitative agreement as hole doping is predicted for both the gold ad-
layer as well as the gold contact. Quantitatively, Ref. [200] predicts that the Dirac point
should be located about 200meV above the Fermi level for graphene doped by gold contacts
which is slightly larger than the value we find. However, Ref. [200] also shows that the
doping behavior critically depends on the graphene to metal distance. Upon decreasing
the distance between graphene and metal layer the Dirac point shifts downwards which
could explain the difference between the predicted and the experimentally observed doping
behavior. The work function shift calculated for a gold adlayer in Ref. [201] cannot be
directly compared to the experimental data, because both the position of the Fermi level
as well as the core level shift are influenced by a number of different contributions, such as
charge transfer or the local chemical environment.
The bands in Fig. 7.6 are much narrower than for the bismuth adatoms in Fig. 7.2 (d)
even though the gold coverage is much higher than the bismuth coverage. This can be seen
in the momentum distribution curve in Fig. 7.4. The line width decreases substantially
by about 40% compared to the clean graphene layer. The sharp band structure suggests
that gold forms an ordered structure with respect to the graphene layer. Furthermore,
the scattering rate is decreased because of the lower charge carrier density according to
Refs. [74, 194]. Interestingly, the p-type doping in Fig. 7.6 is only induced after a post-
annealing of the sample to at least 700◦C. In the following section we will show that the
Au atoms actually intercalate below the graphene layer. This clearly goes beyond the idea
of surface transfer doping. Nevertheless, the peculiar band structure of graphene with its
linear dispersion remains intact. Our findings demonstrate that for a coverage of about
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two gold atoms per graphene unit cell the Dirac point can be shifted above the Fermi
level leaving the valence band partially unoccupied. Surprisingly, the estimated electron
transfer is only 0.0024 electrons per gold atom, which is only a quarter of the value found
for bismuth.
Our results demonstrate that p-type doping of an epitaxial graphene layer is possible
by means of simple atoms. While bismuth and antimony are only able to shift the Dirac
point in the direction of the Fermi level, i. e. reduce the natural n-type doping of the
substrate, gold actually shifts the Dirac point into the unoccupied states thereby inducing
p-type doping. Epitaxial graphene on silicon carbide becomes a feasible alternative to
conventional electronic materials as n-type doping is naturally induced and p-type doping
can be achieved by doping with gold atoms, which are easily processed.
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7.2 Electronic decoupling of epitaxial graphene
The application of graphene in electronic devices requires large scale epitaxial growth
either by cracking organic molecules on catalytic metal surfaces [44, 48, 49, 53, 202] or by
thermal graphitization of SiC [71,74–76,203]. Unfortunately, the presence of the substrate
alters the electronic properties of the graphene layer on the surface and reduces the carrier
mobility. Therefore, in order to preserve its unique properties, it is necessary to decouple
the graphene layer from the substrate. Even though it has been shown that the graphene
layer can be decoupled from a metallic substrate [41–44] the system remains unsuitable for
device applications. The ideal solution would be to grow graphene on the Si-face of SiC
(which allows for a precise thickness control and provides a semiconducting substrate at
the same time) and to subsequently decouple the graphene layer from the substrate [77].
We have grown graphene on SiC(0001), i. e. the Si-face, where the comparatively
strong graphene-to-substrate interaction results in uniform, long-range ordered layer-by-
layer growth. Annealing the sample at 1100◦C for five minutes in UHV leads to the
formation of the ZL. The partial sp3-hybridization of the ZL prevents the formation of
pi-bands and, therefore, the ZL has no graphene properties. Instead, its band structure
consists of two non-dispersing bands at about −0.3 eV and −1.2 eV initial state energy.
This can be seen in the first panel of Fig. 7.7 (a), where the experimental band structure
of the ZL (black) measured by ARPES near the K-point of the surface Brillouin zone is
shown.
Upon further annealing at 1150◦C for five minutes a purely sp2-hybridized carbon layer
forms on top of the ZL which shows the linear band structure characteristic of massless
charge carriers in graphene. The band structure of this “conventionally” grown graphene
monolayer (cML) near the K-point is shown in the second panel of Fig. 7.7 (a). The cML
is influenced considerably by the underlying SiC substrate. It is n-doped with the crossing
point of the two linear bands (Dirac point) at ED = −420meV due to charge transfer
from the substrate [74–76], the possibility of a substrate-induced band gap opening has
been discussed [71,76, 80,204,205], and in addition to that, the strong substrate influence
reduces the carrier mobility considerably [12].
The (6
√
3 × 6√3)R30◦ reconstruction of the ZL diffracts the outgoing photoelectrons
giving rise to the formation of replica bands [71]. This is nicely seen in the measured
Fermi surface of the cML around K in the left panel of Fig. 7.7 (b). The size of the Fermi
surface is determined by the charge carrier density n = k2F/pi, where kF is the Fermi wave
vector with respect to the K-point. The values are summarized in Table 7.1. The intensity
distribution on the Fermi surface is not symmetric with respect to the K-point. Only one of
the two linearly dispersing pi-bands is visible along the ΓK direction (i.e. along ky) because
of interference effects in the photoemission process related to the two carbon atoms per
unit cell [206].
To reduce the influence of the substrate we developed a new method for the epitaxial
growth of graphene on the Si-face of SiC. We start with the preparation of the ZL exploiting
the strong substrate influence for uniform growth. On top of the ZL, we deposit Au atoms
from a commercial Knudsen cell at room temperature. The gold coverage was calibrated
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Figure 7.7: Comparison of ARPES data for conventional graphene on SiC and graphene
intercalated with Au: panel (a) shows the band structure measured in the direction perpen-
dicular to the ΓK direction near the K-point of the surface Brillouin zone of the zero layer
(black), the conventional graphene monolayer (red), the p-doped graphene monolayer inter-
calated with gold (blue) and the n-doped graphene monolayer intercalated with gold (green)
together with the corresponding Fermi surfaces in panel (b). The Fermi surfaces are plotted
on a logarithmic color scale to enhance weak features. The Fermi surfaces for the cML and
nMLAu were measured with a step size of 0.25◦ along the ΓK direction. As the line width
for the pMLAu is narrower than for the cML and the nMLAu we had to reduce the stepsize
to 0.1◦ to allow for reasonable accuracy. ky is along the ΓK direction, kx is perpendicular
to the ΓK direction. The Fermi surface for the p-doped graphene monolayer shows a weak
contribution of the n-doped phase due to an inhomogeneous Au coverage on the sample.
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cML pMLAu nMLAu
Au coverage (ML) 0 1 1/3
Au-Si 4f5/2 (eV) 88.20 89.05
Au-Si 4f7/2 (eV) 84.54 85.41
Au-Au 4f5/2 (eV) 87.82 88.32
Au-Au 4f7/2 (eV) 84.15 84.68
charge carrier 1×1013 7×1011 5×1013
density (cm−2) electrons holes electrons
Dirac point (meV) −420 +100 −850
Table 7.1: Characteristic parameters for cML, pMLAu and nMLAu determined from the
photoemission experiments.
using a quartz oscillator. After subsequent annealing of the sample at 800◦C the linear
dispersion typical for graphene appears. Because graphitization of SiC only takes place for
temperatures higher than 1000◦C we can exclude additional graphene growth at 800◦C.
Depending on the gold coverage (about one third or one monolayer, respectively), either
a strongly n-doped (nMLAu) or a p-doped (pMLAu) graphene layer is formed. The band
structures for the pMLAu and the nMLAu are compared in Fig. 7.7 (a). In contrast to the
ZL, both the pMLAu (blue) and the nMLAu (green) clearly show two linearly dispersing pi-
bands. The Dirac point for the pMLAu is about 100meV above the Fermi level. This band
structure looks similar to the one shown in Fig. 7.6. However, there the graphene monolayer
was prepared by depositing Au directly on a cML and not on a ZL. For the nMLAu the
bands cross at about −850meV. The band structure of the cML is a superposition of
the band structure of the underlying ZL and the graphene monolayer. Both pMLAu and
nMLAu, however, are formed directly from the ZL. There is no additional carbon layer
between the graphene layer and the substrate, and the band structure around the K-point
is given by the pMLAu and nMLAu alone. The charge carrier densities deduced from the
size of the Fermi surface [see middle and right panel of Fig. 7.7 (b)] are listed in Table 7.1.
Comparing the Fermi surfaces for the cML (red), the pMLAu (blue), and the nMLAu
(green) in Fig. 7.7 (b), the most striking difference is the absence of replica bands for the
pMLAu and nMLAu. Even on the logarithmic color scale of Fig. 7.7 (b) the replica bands
are invisible, indicating a reduced influence of the (6
√
3× 6√3)R30◦ reconstruction.
This finding is supported by the LEED images shown in Fig. 7.8. They were recorded
at 126 eV electron energy because this energy is particularly sensitive to the graphene
coverage [208]. The image for the cML shows the graphene (10) spot surrounded by satellite
peaks from the (6
√
3×6√3)R30◦ reconstruction. The graphene (10) spot and the two lower
left satellite spots have roughly the same intensity. For the ZL there is no graphene spot
visible, only the satellite spots are there. The pMLAu has a very bright graphene spot,
whereas the satellite peaks are considerably reduced in intensity. Furthermore, the distance
between the satellite peaks and the graphene peak is smaller than for the cML indicating
a larger lattice constant of the superstructure. This can be related to an increase of the
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Figure 7.8: LEED images taken at 126 eV for the conventional graphene monolayer (cML),
the zero layer (ZL), the p-doped graphene monolayer (pMLAu) and the n-doped graphene
monolayer (nMLAu). The relative intensity between graphene spot and satellite spots is a
measure for the strength of the substrate influence on the graphene layer.
lattice constant in the pMLAu. The LEED image for the nMLAu is very similar to that
of the cML indicating a similar influence of the underlying substrate in both cases. We
conclude that only the pMLAu is less influenced by the underlying substrate. We attribute
this to an increased graphene-to-substrate distance as will be discussed later.
To analyze the band structure in more detail and gain access to the relevant scattering
mechanisms we determined the full width at half maximum (FWHM) of the bands by
fitting momentum distribution curves (MDCs) along the ΓK direction with Lorentzian line
shapes and a constant background. The FWHM as a function of the initial state energy for
the cML (red), the pMLAu (blue) and the nMLAu (green) are shown in Fig. 7.9 (a). From
the data in Fig. 7.9 (a) a constant offset of 0.023Å−1 (cML), 0.027Å−1 (pMLAu), and
0.041Å−1 (nMLAu) has been subtracted. For both cML and pMLAu this offset is mainly
determined by the experimental resolution. For the nMLAu, however, the line width offset
is significantly larger than the limit set by the experimental resolution. In this case the
offset is determined by impurity scattering which gives a constant contribution to the line
width at all energies.
There are three main contributions to the quasiparticle lifetime in graphene [71, 74].
The increase in line width around 200meV is caused by electron-phonon coupling which
depends on the size of the Fermi surface. Therefore, its influence is largest for strongly n-
doped graphene (nMLAu). The pronounced maximum near the Dirac point is attributed to
electron-plasmon scattering. The third contribution to the line width is electron-electron
scattering, which has been found to be proportional to |E − EF |α, where 1 < α < 2 [74].
The FWHM for our cML is in good agreement with the data reported in Ref. [71, 74].
Also, the cML and the nMLAu have a similar line width. The main difference between the
two is the position of the plasmon peak which is determined by the position of the Dirac
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Figure 7.9: line width analysis, Au 4f core level spectra and schematic: Panel (a) shows the
full width at half maximum (FWHM) of momentum distribution curves obtained from Fig.
7.7 (a) for the conventional graphene monolayer (red), the p-doped graphene monolayer in-
tercalated with Au (blue) and the n-doped graphene monolayer intercalated with Au (green).
A constant background was subtracted from the data so that the plotted line width is de-
termined by electron-phonon, electron-plasmon and electron-electron scattering alone. Panel
(b) shows the Au 4f core level spectra recorded with an incident photon energy of 150 eV
for the p-doped monolayer (blue) and the n-doped monolayer (green). The core level spectra
indicate the presence of Au-Si bonds (black lines) for both the p- and the n-doped monolayer
which is consistent with the schematic (not to scale) shown in panel (c).
point and hence the doping level. The pMLAu, however, has a much lower line width over
the whole range of energies indicating a reduced electron-electron scattering. As the Fermi
surface for the pMLAu is rather small [see Fig. 7.7 (b)] the electron-phonon contribution
to the line width is negligible. The local maximum in line width around −1 eV initial state
energy for the pMLAu is not located at the Dirac point. Therefore, we do not interpret this
as originating from plasmons within the graphene layer according to [71, 74]. Varykhalov
et al. [44] found a similar feature for graphene/Au/Ni(111) which they attributed to a
residual interaction between Au and graphene. The overall much smaller line width for
the pMLAu corroborates the conclusion from LEED that the pMLAu is decoupled from the
substrate. As mentioned before, the measured line width for the pMLAu near the Fermi
level is mainly determined by the experimental momentum resolution of ∆k = 0.023Å−1.
This allows us to estimate a lower limit for the carrier lifetime using τ = ~/(~vF∆k). With
~vF = 7.06 eVÅ, we find that τ 6 4 fs which is the same order of magnitude as the value
reported for multilayer graphene on the C-face of SiC [64].
To gain a deeper insight into the structure of the pMLAu and nMLAu, we measured
the Au 4f core level spectra using a photon energy of 150 eV at the SRC. The data was
fitted with Lorentzian peaks including a Shirley background. The spectra in Fig. 7.9 (b)
for the pMLAu (blue) and the nMLAu (green) show two different contributions to the Au
4f core level. The doublet at higher binding energy was attributed to a gold-silicide (Au-
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Si) configuration in earlier experiments with Au-deposition on SiC(0001) [209, 210]. The
doublet at lower binding energy belongs to Au-Au bonds [134]. The peak positions are
summarized in Table 7.1. The ratio between the integrated intensities for the gold-silicide
doublet in the nMLAu and pMLAu is Au-Si(nMLAu):Au-Si(pMLAu)=0.39 indicating that
the amount of gold-silicide in the pMLAu is roughly three times larger than in the nMLAu.
Combining these observations with the band structures in Fig. 7.7, we can deduce a
schematic (not to scale) as depicted in Fig. 7.9 (c). The appearance of a linear dispersion
typical for graphene implies that the C-Si bonds between ZL and substrate break and
a completely sp2-hybridized carbon monolayer is created. The core level spectra show
the existence of gold-silicide for both the nMLAu and the pMLAu. We conclude that the
Au atoms intercalate between the ZL and the substrate breaking the C-Si bonds to form
gold-silicide. From the core level peak intensity for the nMLAu, we find about one third
monolayer of Au intercalated (one monolayer corresponds to two Au atoms per graphene
unit cell). We note that about every third carbon atom in the ZL forms a C-Si bond [11]. In
view of the recovery of the sharp linear pi-band structure this suggests that the intercalated
gold sufficiently coordinates the Si atoms of the topmost SiC bilayer to completely suppress
the covalent interface bonding. For the pMLAu, about one monolayer of gold is intercalated.
From atomic force microscopy (AFM) and STM measurements (see Fig. 7.10), we find that
additional Au atoms are not intercalated, but form Au clusters on top of the graphene layer
which leads to the appearance of the Au-Au doublet in the Au 4f core levels. The ratio
between the integrated intensities for the Au-Au and the Au-Si component is close to
one for both pMLAu and nMLAu. Despite the fact that a complete monolayer of gold
is intercalated for the pMLAu the substrate does not become metallic. Apart from the
graphene bands, there are no other states visible at the Fermi energy.
The doping behavior for different Au coverages has been addressed by the theoretical
work of Giovannetti et al. [200] who predicted p-type doping for graphene on a Au substrate.
Reducing the Au-graphene distance to dAuG < 3.2Å, however, will lead to n-type doping.
The larger amount of intercalated Au for the pMLAu should increase the distance between
graphene and substrate. This is consistent with the observed doping behavior as well as
the reduced influence of the (6
√
3×6√3)R30◦ interface reconstruction on the Fermi surface
and the LEED images of the pMLAu.
The peak position for the Au 4f doublet associated with gold-silicide shifts by about
860meV from nMLAu to pMLAu. This can be related to the observed difference in the
doping and a small change of the work function. The Au-Au component, on the other
hand, shifts only by about 520meV. We attribute the Au-Au bonds to Au clusters on top
of the graphene layer. These clusters have an average height of a few nanometers [see Fig.
7.10 (b)]. For such nanoparticles the position of the core levels depends rather sensitively
on the size of the particle [211, 212]. Thus, the shift of the Au-Au component of the Au
4f core level is most likely related to the size of the particular Au clusters.
As both LEED and ARPES average over a rather large area on the sample surface, we
used STM to gain access to the structure of the surface on an atomic scale. The images
in Fig. 7.10 (a) were measured with a room temperature scanning tunneling microscope.
The SiC samples with a ZL or cML on top were transferred to the STM chamber in air.
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Figure 7.10: Panel (a) shows topographic STM images for the conventional graphene mono-
layer (left) and the p-doped graphene monolayer intercalated with Au (right). The lower panel
shows a zoom-in into the regions marked by a yellow square. The red diamond indicates the
graphene unit cell. The images for the conventional monolayer and p-doped monolayer were
recorded at a tunneling current of 0.2 nA and a bias of −0.5V and −0.4V, respectively. Panel
(b) shows a large scale AFM image for the p-doped graphene monolayer intercalated with
Au together with a line profile extracted along the dashed line in the image. The AFM data
clearly reveals the presence of Au clusters (green) on top of the graphene layer.
91
Chapter 7. Graphene
Figure 7.11: Comparison of the Raman scattering results for the conventional (red) and the
p-doped (blue) graphene monolayer.
Annealing of the samples at 800◦C was sufficient to remove any adsorbates from the surface.
Au was deposited in situ from a commercial electron beam evaporator. The images for the
cML and pMLAu were recorded at a tunneling current of 0.2 nA and a bias voltage of −0.5V
and −0.4V, respectively. The upper panel of Fig. 7.10 (a) shows topographic images of the
cML and the pMLAu together with a zoom-in of the area marked by a yellow square in the
lower panel. The graphene unit cell is indicated by red lines. The cML shows a honeycomb
lattice with a (6
√
3 × 6√3)R30◦ modulation imposed by the ZL. The graphene lattice of
the pMLAu is well ordered and shows a superstructure of parallel stripes with a width of
about 3 nm as marked by blue arrows. This superstructure could be of similar origin as the
one reported in [213] despite the fact that the samples in [213] were prepared by depositing
Au on a cML. The change of the lattice constant of the superstructure between cML and
pMLAu is also visible in LEED measurements in Fig. 7.8. Fig. 7.10 (b) shows a large
scale 1µm×1µm AFM image for the pMLAu together with a line profile extracted along
the dashed line in the image. The AFM data clearly reveals the presence of Au clusters
(green) on top of the graphene layer. The gold clusters have a broad size distribution with
a maximum height of about 15 nm.
To further investigate the degree of decoupling of the pMLAu, Fig. 7.11 shows Raman
scattering data measured for the cML and the pMLAu. The Raman spectra were measured
under ambient conditions using an Argon ion laser with a wavelength of 488 nm. The
laser spot size was 400 nm in diameter and the laser power was 4mW. The measured
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graphene signal is rather weak and superimposed onto the signal from the SiC substrate.
We subtracted the substrate contribution so that the graphene peaks become clearly visible
[214]. The Raman spectra are characterized by three main graphene contributions: The
G peak corresponds to an in-plane vibration of the two sublattices with respect to each
other. The D and 2D peak come from a double resonance scattering process [215]. The 2D
peak is always visible, whereas the D peak only appears in the presence of defects. Both
G and 2D peaks shift as a function of doping [216–218] and strain [219,220]. Therefore, it
is difficult to determine charge carrier concentration and strain directly from the Raman
data. However, the doping induced shift is strongest for the G peak [217, 218], whereas
the effect of strain is more pronounced for the 2D peak [219]. If the effect of the charge
carrier concentration can be determined by another procedure (in this case ARPES data),
the Raman data provide useful information about strain. The Raman spectrum for the ZL
(not shown here) does not show any graphene related features. The 2D peak of the pMLAu
(blue) appears at 2685 cm−1. It is red-shifted by 50 cm−1 as compared to the 2D peak of
the cML. As the 2D peak position is only weakly dependent on charge doping [217], we
attribute the shift of the 2D peak to an increase of the lattice constant in agreement with
the LEED data (see Fig. 7.9). The compressive strain present in the cML is apparently
released in the pMLAu. This confirms the strongly reduced interactions observed in the
analysis of the ARPES line width. The data in Fig. 7.11 also suggest that the D:G peak
intensity ratio has decreased for the pMLAu (blue). As the D peak only exists in the
presence of defects a reduced D:G peak intensity ratio therefore indicates an improved
crystalline quality.
We have presented a new method for the epitaxial growth of decoupled graphene mono-
layers on the semiconducting SiC(0001) substrate. ARPES and Raman measurements re-
veal that the resulting slightly p-doped graphene monolayer is of higher crystalline quality
than the conventionally grown graphene monolayer. The decoupling from the substrate
in combination with the high crystalline quality of the pMLAu are expected to result in a
considerable increase in carrier mobility.
7.3 Illuminating the dark corridor
ARPES measurements on graphene are characterized by the suppression of photoemission
intensity on part of the Fermi surface (‘dark corridor’ [206, 221, 224]) due to the inter-
ference of photoelectrons emitted from the two equivalent carbon atoms per unit cell of
graphene’s honeycomb lattice. The effect was verified many times in ARPES experiments
using p-polarized light [62,71,74,222,223] and the presence of this dark corridor was never
questioned. Unfortunately, the dark corridor effectively prevents the experimental veri-
fication of the spin rotation upon quasiparticle to photoelectron conversion in graphene
predicted in [224], because of the lack of photoemission intensity in the region of interest.
In this section we will show that by using s-polarized light it is possible to illuminate this
dark corridor and thereby access the complete Fermi surface of graphene in an ARPES
experiment. While the dark corridor has been addressed theoretically before [206, 221]
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Figure 7.12: Sketch of the experimental setup: ky corresponds to a rotation of the sample
around θ. kx is the direction perpendicular to the paper plane, it corresponds to the dispersion
direction in the 2D detector. For s(p)-polarized light the electric field vector lies perpendicular
to the plane of incidence (in the plane of incidence) spanned by the sample normal and the
direction of incidence of the light.
the polarization dependence of the intensity modulation on the Fermi surface cannot be
accounted for by the single free-electron final state used in this model. We show that this
problem is overcome in our first principles photoemission calculations where we use time-
reversed spin-polarized low energy electron diffraction (SPLEED) states as final states.
In addition, the first-principles photoemission calculations reveal that the observed effect
persists in the low photon energy regime.
A sketch of the experimental setup is displayed in Fig. 7.12. The measurements were
done at the Synchrotron Radiation Center (SRC) in Stoughton, WI at the variable po-
larization VLS-PGM beamline. This beamline is equipped with an elliptically polarized
Apple II undulator that delivers p- and s-polarization of photons in an energy range from
15 eV to 250 eV. For s(p)-polarized light the electric field vector lies perpendicular to the
plane of incidence (in the plane of incidence) spanned by the sample normal and the direc-
tion of incidence of the light. In order to measure the photoemission current as a function
of ky (along the ΓK-direction) the sample was rotated by an angle θ (see Fig. 7.12) which
was varied around θ0 = 36.7◦ for hν = 35 eV and around θ0 = 28.7◦ for hν = 52 eV. kx
(direction perpendicular to the paper plane in Fig. 7.12 corresponds to the dispersion
direction in the 2D detector.
Figure 7.13 shows the measured band structure for an epitaxial graphene monolayer
on SiC(0001) along the ΓKM-direction. The data in Fig. 7.13 was recorded at a photon
energy of hν = 35 eV and hν = 52 eV with p- and s-polarized light. The gray scale is linear
with black (white) corresponding to high (low) photoemission intensities. For p-polarized
photons [Fig. 7.13 (a) and (c)] the intensity for one of the two branches is completely
suppressed due to interference effects in the photoemission process [206, 221], only the
branch dispersing upwards (towards the Fermi level) along ΓKM is visible in agreement
with previous photoemission results [62, 71, 74, 222, 223]. For hν = 35 eV and s-polarized
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Figure 7.13: Band structure measured along ΓK for an epitaxial graphene monolayer on
SiC(0001) for two different photon energies (a,b: 35 eV; c,d: 52 eV) for both p- (a,c) and
s-polarized (b,d) light. The gray scale is linear with black (white) corresponding to high (low)
photoemission intensities.
light [Fig. 7.13 (b)] the photoemission intensity shifts to the second branch dispersing
downwards (away from from the Fermi level) along ΓKM that was invisible when using
p-polarized light. When using s-polarized light at hν = 52 eV [Fig. 7.13 (d)] both pi-bands
are visible. In this case the overall intensity is reduced by about one order of magnitude
as compared to the other measurements.
Figure 7.14 shows the corresponding Fermi surfaces around K for hν = 35 eV and
hν = 52 eV with both p-polarized and s-polarized light. For p-polarized radiation [Fig.7.14
(a) and (c)] there is no photoemission intensity at spot 1 in agreement with Fig. 7.13 (a)
and (c). This situation changes drastically when using s-polarized photons with hν = 35 eV
in Fig. 7.14 (b). In this case, there is no photoemission intensity at the opposite side of the
Fermi surface at spot 2. Changing the photon energy to hν = 52 eV leads to a homogeneous
illumination of the complete Fermi surface with s-polarized light [Fig. 7.14 (d)]. As in Fig.
7.13 (d), the photocurrent is one order of magnitude lower than for p-polarized radiation.
As can be seen, the dark corridor at spot 1 as introduced by Refs. [206, 221, 224] can be
illuminated using s-polarized light.
The origin of the dark corridor has been explained by calculating the photoemission
matrix element in dipole approximation using atomic orbitals for the initial state and a
single plane wave for the final state [206]. It has been shown that the photoemission
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Figure 7.14: Fermi surface of epitaxial graphene on SiC(0001) measured with p-polarized
light (a,c) and s-polarized light (b,d) for two different photon energies [(a,b) 35 eV; (c,d)
52 eV]. The gray scale is linear with black (white) corresponding to high (low) photoemission
intensities.
intensity around K can be separated into a polarization factor and an interference term
related to the crystal structure. The interference term (see Fig. 7.15) is responsible for the
suppression of the photocurrent at spot 1 at the Fermi energy. The polarization factor (~kλˆ)
implies that the photoemission intensity vanishes completely for ~k ⊥ λˆ, i. e. for s-polarized
radiation.
However, our results show that this simple picture does not hold. For better agreement
with the experimental findings we have used time-reversed spin-polarized LEED states
as final states. First-principles electronic-structure calculations have been performed for
a free-standing graphene layer. Many-body effects are incorporated via the complex self-
energy Σ. The imaginary part of Σ is taken as 1.5 eV for the final state and as 0.01 eV for the
initial state (graphene orbitals); its real part is assumed zero. Including a non-zero real part
of the self-energy would shift the final states to higher energies. Furthermore, the final state
in experiment is scattered by the SiC substrate, so that deviations between the theoretical
and the experimental final state are possible. These deviations may include slight changes
in the final state composition as well as the band dispersion. Nevertheless, trends in
experiment are fully accounted for, in particular the photon energy dependence of the
intensities. For a direct comparison between experiment and theory the theoretical photon
energies hνth have been shifted by 8.6 eV towards higher photon energies. Figure 7.16
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Figure 7.15: Interference term for E > ED from Ref. [206] that is responsible for the
suppression of photoemission intensity on part of the Fermi surface. Black (white) corresponds
to high (low) photoemission intensities.
shows the calculated Fermi surface for p-polarized and s-polarized light with hν = 35 eV
and hν = 52 eV. The calculation is in good agreement with the experimental results in Fig.
7.14. The dark corridor lies at spot 1 (spot 2) for p-polarized (s-polarized hν = 35 eV)
light. For s-polarized light at hν = 52 eV the Fermi surface is completely illuminated. To
complete the picture, Fig. 7.16 (e) shows the intensity asymmetry between spot 1 and
spot 2 defined as A = (Ispot1 − Ispot2)/(Ispot1 + Ispot2) as a function of photon energy. For
A = ±1, the dark corridor lies at spot 1 or spot 2, respectively. For A = 0, spot 1 and
spot 2 are equally illuminated, which is the case for hν = 52 eV and s-polarized light. The
effect that spot 1 can be illuminated using s-polarized light persists for photon energies
between hν = 24 eV and hν = 52 eV. The disappearance of the effect for hν > 52 eV is
attributed to a change in the final states. Decomposing the time-reversed SPLEED final
states into angular-momentum partial waves, we find that for hν < 52 eV s-like partial
waves dominate the photoemission process while for hν > 52 eV the contributions from
d-like partial waves dominate.
In order to compare our calculations with the results from Ref. [206], we project the
time-reversed SPLEED final states onto free-electron final states. This decomposition
shows that the photoemission process is dominated by up to twelve different plane waves
in contrast to the single plane wave used in Ref. [206]. The weight of the different plane
waves depends on the photon energy. As for the partial wave decomposition there is a
transition between different plane wave contributions around hν = 52 eV. Our plane wave
decomposition reveals that the plane wave ei~k~x used in Ref. [206] contributes at all photon
energies. This explains the success of the model for p-polarized light. However, in order to
explain the experimental results for s-polarized light within a tight-binding calculation, it
is necessary to employ more than just one plane wave final state. The honeycomb lattice
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Figure 7.16: Photoemission calculations of the Fermi surfaces for p-polarized (a,c) and s-
polarized (b,d) radiation for hν = 35 eV (a,b) and hν = 52 eV (c,d). Panel (e) shows the
intensity asymmetry of spot 1 and spot 2 as a function of photon energy (blue: p-pol. light;
red: s-pol. light). Panel (f) shows the intensity ratio of spot 1 compared to spot 2 for p-
polarized light as a function of photon energy. The theoretical photon energies have been
shifted by 8.6 eV to allow for a direct comparison with experiment.
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Figure 7.17: (a) Graphene lattice (black) with real space lattice vectors ~a1 and ~a2 (blue).
The positions of the atoms inside the unit cell are given by ~τA and ~τB, respectively. b is the
bond length. (b) Circle around K with radius κ. ϕ = 0 corresponds to the ΓK-direction.
















where b is the binding length, and the positions of the carbon atoms within the unit cell







































The electronic structure of graphene close to the Dirac point can be described using a four-
level Hamiltonian. The intrinsic spin-orbit coupling (SOC) of strength ∆SO is modeled as
∆SOΨ
+σzszΨ where σz specifies the sublattice (pseudospin) and sz is the spin operator
(Pauli matrix). The total Hamiltonian has thus the matrix form
H =

+ ∆SO 0 t(~k) 0
0 −∆SO 0 t(~k)
t(~k)? 0 −∆SO 0




where the elements are arranged as A ↑, A ↓, B ↑, B ↓. t(~k) is the matrix element for
hopping from an A site to all nearest-neighbor B sites: t(~k) = t0
∑
NN exp(i
~k · ~rNN). The










The photocurrent is then proportional to the absolute square of the matrix element
M ∝
∫
φ(~r)? ~A · ~p ψ(~r) dV,
where ψ is an initial state, ~A · ~p is the dipole operator and ~A is the field vector of the











cXσ(~k)pz(~r − ~τX − ~R).
It is straightforward to arrive at an expression for ~A ‖ ~y (s-polarized light) and ~A ‖ ~x
(p-polarized light 1):
























Here, ~g = n~b1 + m~b2 and ~knm = ~k + ~g. p˜z is the Fourier-transformed initial-state pz
orbital. Note that for ∆SO = 0 Mσ( ~A ‖ ~y) = 0 for odd initial states (cAσ = −cBσ)
and Mσ( ~A ‖ ~x) = 0 for even initial states (cAσ = cBσ), which readily explains the dark
corridor and its switching from spot 1 (φ = 0) to spot 2 (φ = pi) upon switching the light
polarization. This is illustrated in Fig. 7.18 where the photocurrent for valence (red) and
conduction band (blue) is plotted along a circle with radius κ around K [see Fig. 7.17 (b)].
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Figure 7.18: Photocurrent along a circle with radius κ around K (t = 1.0, κ = 0.02) for
~A ‖ ~y (a,b) and ~A ‖ ~x (c,d). (a,c) without SOC; (b,d): with SOC (∆SO = 0.1) The spin-up
photocurrent equals the spin-down photocurrent. Note that the photocurrent vanishes for
an odd initial state without SOC but remains finite with SOC. Blue: conduction band with
E = +
√
|t|2 + ∆2SO; red: valence band with E = −
√
|t|2 + ∆2SO.
For Fig. 7.18, we have deliberately chosen αnm = 1 and the 9 plane waves with the smallest
|~g|. The qualitative picture does not change when including even more plane waves.
For a direct comparison with the model from Ref. [206] we plot the photocurrent on a
circle around K assuming a single plane wave as final state (n = m = 0). The results for
~A ‖ ~x (p-polarization) and ~A ‖ ~y (s-polarization) are displayed in Fig. 7.19 (a) and (b),
respectively. Note that the photocurrent for s-polarized light is a factor of 1 × 105 lower
1 ~A ‖ ~y correctly describes s-polarized light. P-polarized light, however, has two contributions ~A ‖ ~x
and ~A ‖ ~z, respectively. Their relative weight depends on the angle between the sample and the direction
of the incident light. The matrix elements for ~A ‖ ~x and ~A ‖ ~z behave similarly. Therefore, the main idea
is visualized assuming that p-polarized light is described by ~A ‖ ~x alone. The calculations in Fig. 7.16,
however, were calculated using the correct weight between ~A ‖ ~x and ~A ‖ ~z to describe p-polarized light.
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Figure 7.19: Photocurrent along a circle with radius κ around K (t = 1.0, κ = 0.02) for
~A ‖ ~x (a) and ~A ‖ ~y (b) without SOC for the conduction band with E =  +
√
|t|2 + ∆2SO
(blue) and the valence band with E = −
√
|t|2 + ∆2SO (red) using a single plane wave for the
final state. Note that the photocurrent for ~A ‖ ~y is a factor of 1× 105 lower than for ~A ‖ ~x.
than for p-polarized light. From Fig. 7.19 it is obvious that using a single plane wave
for the final state allows us to describe the photocurrent for p-polarized light correctly,
whereas the model fails when considering s-polarized light. Using a single plane wave for
the final state leads to complete suppression of the photocurrent for s-polarized light along
the ΓKM-direction (i. e. at both point 1 and point 2) and a significant reduction of the
photocurrent in any other direction, which is in clear contrast to the experimental findings
in Fig. 7.13 and 7.14.
Fig. 7.16 (f) shows the relative intensity of spot 1 compared to spot 2 as a function
of photon energy. The photoemission intensity at spot 1 does not go to zero but remains
at a few percent for p-polarized light, even though perfect AB sublattice symmetry is
assumed. This is in contrast to the tight-binding calculation in Ref. [206], where perfect
AB sublattice symmetry leads to zero intensity in the dark corridor. This discrepancy can
be understood by including the spin-orbit interaction (SOI) in the tight-binding model. As
a result, the wave function coefficients cA and cB of the pz-orbitals centered at the A and
B sublattice, respectively, are not equal in magnitude anymore, which leads to a nonzero
photocurrent inside the dark corridor [see Fig. 7.18 (b) and (d)]. As a consequence, the
degree of AB sublattice symmetry breaking cannot be deduced from the intensity inside the
dark corridor as was suggested in Refs. [62,71], unless the influence of the SOI is precisely
known. Nevertheless, as the SOI in graphene is small, the same is to be expected for the
corresponding photoemission intensity.
Furthermore, Ref. [224] predicts a giant spin rotation during quasiparticle to photo-
electron conversion in graphene due to spin-pseudospin interference in the photoemission
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process. Inside the dark corridor (at spot 1) the spin orientation of the photoelectron dif-
fers from the spin of the quasiparticle in the initial state by 180◦. However, up to now this
effect was believed not to be accessible in a spin-resolved ARPES measurement because of
the lack of photoemission intensity inside the region of interest. Using s-polarized radiation
in a spin-resolved ARPES experiment should allow for the experimental verification of the
predicted spin rotation.
7.4 Conclusion
In this chapter we have addressed two important issues concerning future device appli-
cation of epitaxial graphene: appropriate means for p-type doping and decoupling of the
graphene layer from the substrate. First, we have shown that simple atomic p-type doping
of graphene using bismuth, antimony, or gold is possible. Epitaxial graphene on silicon
carbide becomes a feasible alternative to conventional electronic materials as n-type doping
is naturally induced and p-type doping can be achieved by doping with gold atoms, which
are easily processed.
In the second part we have shown that it is possible to decouple the graphene ZL
formed on the Si-face of SiC from the substrate by Au intercalation. This new slightly p-
doped graphene has an improved quality and is only weakly influenced by the underlying
substrate. Our ARPES measurements for the pMLAu reveal a considerable reduction in
line width. Our estimation for the carrier lifetime is of the same order of magnitude as the
value for multilayer graphene on the C-face of SiC. Therefore, we expect a considerable
increase in carrier mobility for the pMLAu and correspondingly the transport properties of
our pMLAu to be closer to those for multilayer graphene on the C-face of SiC.
In the last part we have show that it is possible to illuminate the dark corridor on
the measured Fermi surface of graphene using s-polarized synchrotron radiation. This
effect is not included in the theoretical model from Ref. [206] that is based on a single
free electron final states. Our first principles photoemission calculations use time-reversed
SPLEED final states and result in good agreement with the measured Fermi surfaces. In
addition, the calculations reveal that the observed effect persists in the low photon energy
regime up to about hν = 52 eV. Furthermore, our findings open up a new pathway to access








We investigated the electronic and structural properties of different 2D electron systems —
surface alloys on Ag(111), bismuth trimers on Si(111) and graphene. In the first part of this
thesis we developed a better understanding about the origin of the RB-type spin splitting
at surfaces by comparing the 2D band structure for the (Bi,Pb,Sb)/Ag(111) surface alloys.
In addition, we determined the outward relaxation of the alloy atoms (Bi,Pb,Sb) with I(V )-
LEED and concluded that the large size of the spin splitting in the (Bi,Pb,Sb)/Ag(111)
surface alloys has to be attributed to the interplay of the atomic spin-orbit interaction
with structural parameters, especially the outward relaxation. By mixing Bi, Pb and Sb
in binary and ternary surface alloys an independent tuning of the Fermi level and the
Rashba energy is possible, which allows us to engineer a Fermi surface with the desired
spin structure. Furthermore, we were able to transfer the concept of the giant spin splitting
in surface alloys to a semiconducting substrate, which is an important step towards the
application of the RB-type spin splitting in spintronics devices.
In the second part we focused on one of the few ideally 2D crystals available today
— graphene. We have investigated the influence of adatom adsorption and intercalation
on the linear band structure around the K-point of the Brillouin zone. We found that
both Bi and Sb atoms are able to extract electrons from the naturally n-doped graphene
layer on SiC(0001). Upon Au deposition and post annealing of the sample the Dirac
point is further shifted into the unoccupied states, and the graphene layer becomes a
hole conductor. Subsequent experiments revealed that the gold intercalates between the
graphene layer and the substrate. We have shown that the ZL can be decoupled from the
substrate by Au intercalation and that — depending of the amount of intercalated Au —
either a strongly n-doped or a slightly p-doped graphene layer is formed. ARPES, LEED
and Raman experiments reveal that the influence of the substrate on this p-doped graphene
monolayer is reduced considerably due to the Au intercalation which we expect to lead to
improved electronic properties. Finally, we have shown that it is possible to illuminate the
Fermi surface of graphene completely using s-polarized light with an energy of hν = 52 eV,
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which was believed not to be possible according to previous theoretical models. We have
extended these models by including multiple plane waves for the final state and obtained
excellent agreement with measured Fermi surfaces as well as first principles calculations.
8.2 Outlook
8.2.1 Rashba effect at surfaces
Many fundamental aspects concerning the Rashba effect at surfaces have been investigated.
We have gained a better understanding about the origin of the RB-type spin splitting, and
different systems with an especially large spin splitting have been identified. What remains
to be done now is proving the applicability of the RB-type spin splitting in these system
in actual devices.
Recently, Ref. [225] has predicted that the RB-type spin splitting in the 6p states of a Bi
adlayer on BaTiO3(001) can be manipulated by the electric polarization in the ferroelectric
substrate. The relative change in the spin splitting of about 5% upon polarization reversal
in the substrate turned out to be small. The total size of the spin splitting of about 0.24Å−1,
however, is huge. Although the ultimate spin-electric coupling where the sign of the Rashba
parameter αR changes upon polarization reversal of the substrate was not observed for a
Bi adlayer on BaTiO3(001) the idea of a RB-type spin splitting on a ferroelectric substrate
opens up new pathways for spintronics devices.
In order to realize some of the device proposals that were introduced in section 2.2.3
one needs a system where all the states that cross the Fermi level are spin-polarized. Such
a system was recently presented in [226]. There, the authors have shown that the electronic
states of a Ge(111) surface covered with a Pb monolayer are metallic and exhibit a large
Rashba spin splitting of 200meV at the Fermi level. Due to the semiconducting Ge(111)
substrate this system is ideally suited to measure the transport properties of a 2D spin-split
electron system located at a surface, to build a Datta-Das spin field effect transistor or
even measure the spin Hall effect.
8.2.2 Graphene
Superconductivity in graphene
The light mass of the carbon atom enhances the phonon frequency (ωph ∝ M−1/2) which
is beneficial for a high transition temperature Tc into a superconducting state. Following
this idea superconducting currents have been observed in graphite intercalation compounds
(Tc = 0.55K in C8K [227], Tc = 6.5K in C6Yb [228] and Tc = 11.5K in C6Ca [228]), in
K-doped C60 (Tc = 18K [229]) and in carbon nanotubes (Tc = 20K for carbon nanotubes
embedded in a zeolite matrix [230] and Tc = 12K for B-doped carbon nanotubes [231]).
Graphite intercalation compounds The superconductivity in graphite intercalation
compounds has been attributed to the occupation of a 2D state localized between neighbor-
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ing carbon layers (interlayer state) due to charge transfer from the intercalating atoms [232].
The presence of the interlayer band and its hybridization with the pi band has been re-
lated to the observed diminished normal state resistance anisotropy observed in C6Yb [228]
and indicates the significance of partially occupied 2D graphite pi bands and 3D interlayer
bands for superconductivity. The pi bands are only weakly coupled to both the out-of-plane
and the in-plane lattice vibrations of the graphene sheets. The interlayer band, however,
is expected to couple to the lattice vibrations of the metal ions. Via the hybridization
between the interlayer band and the graphite pi band this electron-phonon coupling might
be transfered to the pi bands. The authors could show that in those compounds with a
low transition temperature, the interlayer band remains nearly orthogonal to the pi bands,
whereas in C6Yb and C6Ca the hybridization is strong.
The authors of Ref. [233] measured the Fermi surface of C6Ca and found that this
interlayer band produces a small free-electron-like spherical Fermi surface at the Γ point in
addition to the Fermi surface derived from the pi band of graphene centered around the K
point. When cooling the sample below Tc a superconducting gap opens up in the vicinity
of the Γ point, whereas the gap is small (or absent) around K. Energy distribution curves
measured at normal emission show a drop in intensity at 80meV which corresponds to the
energy of out-of-plane vibrations of the carbon atoms. Apparently, the interlayer band
strongly couples to the out-of-plane phonons of the graphene layer, which is expected to
be responsible for the observed superconductivity. This suggests a conventional electron-
phonon coupling mediated pairing mechanism in graphite intercalation compounds.
Fullerenes Ref. [234] investigated why the electron-phonon interaction is much larger in
doped Fullerenes than in doped graphite. Due to their non-planar geometry the orbitals
near the Fermi energy in Fullerenes have a significant σ admixture in contrast to graphite
where the Fermi surface is formed by pure pi bands. The highest lying C60 phonon modes
involve C-C bond-stretching. As the C-C σ bonds are much stronger than the pi bonds they
couple more strongly to the C-C bond-stretching phonons. This results in a comparatively
high Tc in Fullerenes as compared to graphite.
Carbon nanotubes Before the discovery of intrinsic superconductivity in carbon nan-
otubes [230] the authors of Ref. [235] have shown that it is possible to induce supercon-
ductivity in carbon nanotubes via superconducting contacts. The critical field in isolated
single-walled carbon nanotubes was found to be 10 times larger than the measured crit-
ical field of the superconducting contact. Furthermore, the product of the normal state
resistance RN and the critical current ic at T = 0K was found to be a factor of 40 larger
than expected assuming that the superconducting gap in the nanotube is of the same size
like in the superconducting contacts. The authors concluded that their data could be ex-
plained by the existence of superconducting fluctuations intrinsic to single-walled carbon
nanotubes. They suggested that the coupling of the electrons to the fundamental bending
mode of the suspended nanotube can drive the system towards a superconducting phase
which is then stabilized by the superconductivity of the contacts.
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Ref. [230] reported the observation of a superconducting state in single-walled small-
diameter carbon nanotubes embedded in a zeolite matrix. They argued that the super-
conducting state is favored locally at T < 20K. However, due to the strong correlations
in the 1D system there is always some probability that fluctuations would locally drive
the superconducting state to the normal state so that zero resistance can only be achieved
at T = 0K. Nevertheless, between T = 0 and T = Tc the superconductivity is not to-
tally destroyed but can manifest superconducting behavior which is strongly modified by
fluctuation effects [230].
Similar to Fullerenes the curvature of a carbon nanotube resulting from a small diameter
is known to increase Tc due to a strong electron-phonon coupling between the σ bonds and
the radial breathing mode of the nanotube [231]. An additional increase in Tc is expected
if the Fermi level is aligned with a van Hove singularity in the density of states. This
situation can be achieved in B-doped carbon nanotubes when 1.5% to 2% of the carbon
atoms are replaced with B atoms, resulting in a Tc of 12K [231].
Superconductivity in graphene After examining the origin of superconductivity in
graphene related materials we have to consider in which way the proposed mechanisms
might apply to graphene itself. The coupling of the pi bands to the breathing mode of the
graphene lattice is weak. σ admixture due to a non-planar geometry of the graphene sheet
is expected to result in a stronger electron-phonon coupling in analogy to Fullerenes and
carbon nanotubes [231, 234]. Similar to the graphite intercalation compounds epitaxial
graphene grown on different substrates can be intercalated by (earth) alkali atoms which
might result in superconductivity. Furthermore, a high density of states at the Fermi level
enhances the electron-phonon coupling. Therefore, aligning the Fermi level with a van Hove
singularity in the density of states of the graphene band structure by chemical doping or
gating is also expected to enhance Tc similar to Ref. [231]
Using the proximity effect it has been shown that graphene can indeed support super-
currents [236]. Recently, it has been demonstrated that the extended van Hove singularity
at the M point of the 2D graphene Brillouin zone can be shifted to the Fermi level by
chemical doping which results in an attractive electron-electron coupling that is supposed
to drive the system to a superconducting instability [237].
Apart from these experimental investigations several theoretical predictions for a su-
perconducting state in graphene have been made. Ref. [238] predict two pairing states for
graphene, a conventional s wave channel and a more exotic px + ipy phase. At half filling,
the p+ ip phase is gapless and superconductivity is a hidden order. When the Fermi level
is shifted away from the Dirac point by chemical doping or gating the px + ipy pairing
might lead to superconductivity in graphene.
The interplay of the relativistic dispersion with interactions at half filling in graphene is
expected to lead to a quantum phase transition between a semimetallic state at low interac-
tion strengths and a Mott insulating state at high interaction strengths. In the intermediate
regime a gapped, non-magnetic phase exists which is characterized by local correlations
that correspond to a resonating valencebond state, as proposed in the context of high
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temperature superconductivity [239]. The absence of superconductivity in free-standing
graphene could be due to the vanishing density of states at the Fermi energy. Therefore,
it would be interesting to investigate the influence of doping. A further enhancement of
correlation effects can be expected by increasing graphene’s lattice constant [239].
Recently, Ref. [240] suggested that p-doped fully hydrogenated graphene (graphane) is
an electron-phonon superconductor with a critical temperature of Tc ≈ 90K, i.e. above
the boiling point of liquid nitrogen.
In order to find a new mechanism for superconductivity in graphene a comparison with
the structurally and electronically related MgB2 (Tc = 39K which is the highest Tc observed
for a non-copper-oxide bulk superconductor [241, 242]) might be helpful. Graphene forms
the same planar sp2-bonded structure like the B atoms in MgB2. Furthermore, MgB2 and
graphene are isoelectronic, and the light masses of both MgB2 and C enhance the phonon
frequency. Superconductivity in MgB2 was attributed to hole doping of the covalent σ
bands through the ionic, layered character of MgB2 and the 2D character of the σ bands
resulting in a large density of states at the Fermi level. Furthermore, the coupling of the σ
band to the bond-stretching mode in MgB2 is likely to be responsible for the experimentally
observed Tc of 39K [241].
The major difference between MgB2 and graphene lies in the position of the σ band.
In MgB2 the σ band crosses the Fermi level because the layer of Mg2+ ions lowers the
non-bonding B pi bands relative to the bonding σ bands causing σ → pi charge transfer
and a σ band doping of 0.13 holes per unit cell [241]. In graphene, however, the σ bands are
completely occupied. In order to transfer the MgB2-type superconductivity to graphene
one has to significantly lower the unoccupied pi bands to allow for σ → pi charge transfer
and hole doping of the σ bands.
We made a first step in this direction and intercalated Mg atoms below a graphene
monolayer grown on SiC(0001). The Mg atoms donate their valence electrons to the
graphene sheet, which becomes strongly n-doped. The resulting band structure is shown
in Fig. 8.1. Whether this doping level is sufficient to induce σ → pi charge transfer and hole
doping of the σ bands remains unclear from the present preliminary data. This question
can be answered by measuring the Fermi surface of Mg intercalated graphene over the
whole Brillouin zone. Should it turn out that the n-type doping due to Mg intercalation is
not sufficient, additional n-type doping can be achieved by depositing (earth) alkali atoms
also on top of the graphene layer in analogy to Ref. [237].
Spin-orbit interaction in graphene
Due to the light mass of carbon atoms (Z = 6) the influence of the SOI on the band
structure of graphene is considered to be negligible. In combination with the low hyperfine
interaction of the electron spins with the carbon nuclei long spin lifetimes are expected and
graphene might also be a promising material for the realization of spin q-bits. However, the
measured spin relaxation length between 1.5 and 2µm at room temperature turned out to be
unexpectedly short hinting towards a much stronger influence of the SOI [243]. It is known
that the nonzero curvature and thickness of carbon nanotubes increases the SOI [244],
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Figure 8.1: Epitaxial graphene monolayer on SiC(0001) with Mg intercalated. The Mg
atoms donate their valence electrons to the graphene sheet and induce strong n-type doping.
Blue lines are guides to the eye. The red dashed line indicates the position of the pi bands for
pristine graphene on SiC(0001).
and recently, a zero-field splitting of ∆SO = 0.37meV was measured. Furthermore, sp3
distortions of the graphene lattice induced by an impurity are expected to increase the
spin-orbit coupling in graphene [245]. The RB splitting of 13meV recently measured in
graphene/Au/Ni(111) has been attributed to the intercalated Au and its high nuclear
charge [44]. Recent first-principles calculations predict that the combination of buckling
and an external electric field increases the SOI induced band gap at K by two orders of
magnitude resulting in a band gap of 40meV for 5% buckling and an external field of
1V/Å [246].
The electronic band structure of graphene in the vicinity of the Dirac point in the
presence of the intrinsic spin-orbit coupling ∆SO and RB-type SOI λR caused by a perpen-
dicular electric field is given by [247–250]:
E(k) = µλR + ν
√
(~vFk)2 + (λR − µ∆SO)2 (8.1)
where ν = 1 for the electron band, ν = −1 for the hole band, and µ = ±1. Current
estimates for the size of the intrinsic SOI ∆SO (0.1meV [247,248], 0.5µeV [250], 12µeV [249])
and a Rashba-type SOI λR [1, 2] (0.04µeV [247, 248], 11µeV [250]) in graphene are small
and therefore the effect of the SOI is considered negligible. Figure 8.2 (a) shows the band
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Figure 8.2: Spin-orbit interaction in graphene: Panels (a) and (b) show the band structure
of graphene around the K point of the surface Brillouin zone as a function of the intrinsic SOI
∆SO and a Rashba-type SOI λR. For ∆SO > λR a band gap between valence and conduction
band opens up. For λR > 0 the linear pi-bands become spin polarized.
structure around K together with a 2D cut in panel (b) for two equivalent carbon atoms
in the graphene unit cell. For ∆SO > λR a small band gap (EG = 2(∆SO − λR)) between
valence and conduction band opens. If λR > 0 the spin-degeneracy of the bands is lifted.
Because the present theoretical models are isotropic around K a constant energy contour
below the Dirac point consists of two concentric circles where the spins rotate clockwise
on the outer contour and counter-clockwise on the inner contour. In addition, the spin
splitting remains finite in the limit k → K because the K point is not a time-reversal
invariant momentum in the 2D Brillouin zone. In contrast to a conventional parabolic
dispersion, where the energy separation between the spin-split bands increases linearly with
momentum, this splitting is given by 2λR far away from the Dirac point [249] independent
of momentum in the case of graphene’s linear pi-bands.
Although the effects of the intrinsic SOI in graphene are small, the presence of buckling,
strain, defects or adsorbates is predicted to enhance the SOI. First experimental results
indicate that the SOI in graphene might be larger than expected [44, 245] and further
investigations in this direction are clearly desirable. Furthermore, the presence of the
substrate breaks the inversion symmetry of an epitaxial graphene layer which is expected
to result in a small RB-type spin splitting. The ideal tool to investigate such a small spin
splitting is spin-resolved ARPES, where the spin of the emitted photoelectron is measured
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Figure 8.3: If λR > ∆SO > 0 a constant energy contour just below the Dirac point in
graphene looks similar to the Fermi surface of a topological insulator.
in addition to its momentum and energy. In analogy to the measurements performed for
graphene/Au/Ni(111) [44] we expect a similar spin splitting for gold-intercalated graphene
on SiC(0001) (see section 7.2).
Majorana fermions
In this section we will argue that the combination of superconductivity and RB-type spin-
orbit coupling in graphene allows for the existence of Majorana fermions.
The Dirac equation describes spin 1/2 particles, where positive/negative eigenvalues
correspond to particles/antiparticles. Majorana disliked the negative eigenvalues of the
Dirac equation for reasons of mathematical elegance and modified the Dirac equation to
allow for positive eigenvalues only [251]. Interestingly, these ‘Majorana fermions’ are their
own antiparticles. They obey non-Abelian exchange statistics and their discovery might
— one day — enable fault-tolerant quantum computing [252].
The existence of such Majorana particles in solid state systems is intimately linked to
the fields of superconductivity and topological insulators. A topological insulator is char-
acterized by a bulk band gap and the presence of topological surface (or edge) states. The
Fermi surface of a topological insulator consists of an odd number of 2D (1D) spin-polarized
states between time-reversal invariant points of the Brillouin zone [253]. If only a single
spin-polarized 2D (1D) state crosses the Fermi level, backscattering of the charge carriers is
forbidden and they become insensitive to scattering by impurities [254]. Furthermore, the
special spin topology of the Fermi surface in these systems allows for dissipationless spin
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currents [255], and in combination with superconductivity such a spin topology allows for
the existence of Majorana fermions. Consequently, Majorana fermions are believed to exist
in topological superconductors (spin triplet px + ipy superconductors) [256], in topological
insulators where superconductivity is induced by the proximity effect with a conventional
singlet s-wave superconductor [252], or even for a conventional parabolic dispersion with
RB-type SOI in contact with an s-wave superconductor when the spin-degeneracy at the
Γ-point is lifted by an additional magnetic field [257,258].
Both topological insulators as well as graphene are characterized by a Dirac type linear
dispersion in the vicinity of the Fermi level. The only difference is that in graphene the
Dirac cone is generally assumed to be spin-degenerate. In the presence of a RB-type SOI
λR, however, the spin-degeneracy is lifted. In that case, the constant energy contour just
below the Dirac point looks very similar to that of a topological insulator (see Fig. 8.3).
Considering epitaxial graphene on SiC(0001) with a spin splitting of 2λR ≈ 13meV one has
to shift the Fermi level into the desired region just below the Dirac point by chemical doping
and to induce superconductivity e.g. via the proximity effect [236]. Then, the graphene
layer should fulfill the necessary preconditions in order to host Majorana fermions. These
Majorana fermions could then be detected as a zero energy peak in the density of states
via scanning tunneling spectroscopy.
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