We used the NASA Kuiper Airborne Observatory to observe far-infrared continuum brightness fluctuations in the lower chromosphere due to solar 5 minute oscillations on the quiet Sun. Brightness measurements made at 50, 100, 200, and 400 fim show a strong correlation with visible-line Doppler measurements from photospheric and chromospheric altitudes. The motion of the chromosphere is nearly in phase over a large range of heights, while the infrared brightness lags the Doppler velocity by phases varying from significantly less than 90° at low altitudes to nearly 90° at higher altitudes. We propose that this is the result of a nonadiabatic response of the chromospheric gas to compression and may indicate an important mechanism for wave dissipation. We estimate thermal relaxation times ranging from about 40 s at 340 km above the t 5000 = 1 photosphere to ~ 300 s at 600 km.
INTRODUCTION
We report on the use of solar 5 minute oscillations as a diagnostic to study the thermal response of the lower chromosphere to compression. We suggest that temperature variations due to work done by compression are attenuated and shifted in phase by thermal relaxation. In this paper we concentrate on the effects of thermal relaxation and estimate relaxation times appropriate for the observed chromospheric response.
We made simultaneous and cospatial observations of the velocity and the infrared continuum brightness fluctuations caused by oscillations. Similar studies have been performed using spectral lines, where velocity and intensity phase difference spectra have been determined (see Lites, Chipman, & White 1982; Staiger 1987; Deubner & Fleck 1989) .
Infrared continuum diagnostics have the following three advantages over line diagnostics :
1. The continuum emission is in local thermodynamic equilibrium (LTE) with the electron temperature.
2. The source function obeys the Rayleigh-Jeans limit, thus the observed brightness is simply proportional to temperature.
3. The dominant source of the continuum opacity is H -free-free absorption, a well-understood process. This opacity is closely proportional to the square of the wavelength, so obser-vations over a range of wavelengths sample different heights (see Fig. 1 ).
Brightness observations of the far-infrared continuum are thus the best-known method of detecting thermal changes due to solar oscillations in the lower chromosphere.
Solar oscillations have been observed in the infrared in lines (Deming 1987) and in the continuum (Lindsey & Roellig 1987) . The latter authors compare the temperature changes due to 5 minute oscillations observed at 350 and 800 jum, which wavelengths sample two altitudes in the low chromosphere. In an earlier paper (Lindsey et al. 1990 ), we analyze continuum intensity measurements taken at 50,100, and 200 ¿im and a chromospheric velocity measurement in the Na D1 line; varying phase delays are reported between the velocity and the intensity changes seen in the different wavelength bands. In this paper we reanalyze these data along with photospheric velocity data, and we include 400 /mi intensity observations not considered previously. We thus sample temperature changes in the atmosphere of the quiet Sun near temperature minimum and compare these measurements with the motions of the gas.
We find, in agreement with our previous analyses (Lindsey et al. 1990; Kopp 1990) , that the response of the lower chromosphere to compression is strongly nonadiabatic, with a transition to nearly adiabatic behavior at higher altitudes. We estimate, at the height of formation of each infrared wavelength, a thermal relaxation rate of the chromospheric gas appropriate for the measured phase differences.
Our experimental procedures are detailed in the following section, the results are analyzed in § 3, and a discussion is presented in § 4.
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Fig. 1.-Weighting functions for 0.5 (visible), 50,100, 200,400, and 800 //m continuum radiation are plotted (solid curves) as a function of height above t 5000 = 1 for model C of Vernazza et al. (1981) . Note that these functions are peaked in the region of temperature minimum (dashed curve). Also shown are two short vertical markers, indicating the approximate heights from which the visible-line Doppler velocities were measured; these markers do not represent the weighting functions for the visible lines.
2. PROCEDURE 2.1. Infrared Instrumentation NASA's Kuiper Airborne Observatory (KAO), a C-141 aircraft carrying a 91 cm diameter primary mirror Cassegrain telescope, was used to make the infrared brightness measurements. This observatory was flown just below 41,000 ft (12,500 m) to gain access to the spectral region from 30 to 300 /mi, a region blocked by tropospheric water vapor at ground-based observatories. Filters, similar to those used in previous KAO solar flights (see Lindsey et al. 1984) , were used to protect the telescope and instruments from intense, focused visible and near-infrared solar radiation. During two flights, on 1987 May 13 and 14, we obtained 148 and 88 minutes, respectively, of infrared brightness observations. Two multiwavelength, single spatial element, infrared detector systems were used on the KAO. Each cryogenic system contained germanium bolometers cooled to pumped liquid helium temperatures of about 1.7 K. The separation between the regions of the solar disk observed by the two systems was approximately 4'. One system, "photometer 1," used crystal dichroic beam splitters to enable simultaneous measurements of the intensities from one spatial region at nominal wavelengths of 50, 100, and 200 /mi. This instrument is a modification of the three-wavelength (30, 50, and 100 jam) system described by Gatley et al. (1977) . A third beam splitter has been added, and the beam splitter material modified, to define a fourth wavelength band at 200 /mi. The 30 /mi signal was not used in this experiment. " Photometer 2 " was modified since its description by Lindsey & Roellig (1987) ; here it used wire mesh dichroic beam splitters to make simultaneous measurements of the other spatial region at nominal wavelengths of 200 and 400 /mi.
The spectral response of each bolometer to a blackbody source was accurately determined using a spectrometer at the NASA Ames Research Center. The central wavelengths are listed in Table 1 . The fractional bandwidth, AÀ/À, for each channel was found to be about 0.3. The beam profile for each channel was determined from small-separation two-beamdifferenced scans across the solar limb using the method described by Kopp (1990) . The beam widths of the infrared channels were between LI and 2Í4 in diameter (see Table 1 ). The longer wavelengths in each detector system are nearly diffraction limited by the telescope, while the shorter wavelengths are somewhat broadened because of scattering from telescope filters.
Infrared Observing Techniques
We compensated for the effects of changes in telescope system emissivity, and low-frequency variations in local atmospheric transmission and emission, by using the standard infrared technique of two-beam differencing, or chopping. The secondary mirror on the KAO telescope was rocked to follow a square wave at a frequency of 30 Hz. This alternated the area of the solar disk seen by the detectors between two regions separated by 4'. Phase-switched electronics were used to extract the 30 Hz signal from each detector in phase with the secondary mirror position, and this two-beam difference was recorded by the aircraft computer at 10 Hz.
Our beam separation was set in an azimuthal direction relative to the aircraft. Photometer 1 alternately viewed the center of the solar disk and a region 4' to the left, while photometer 2 alternated between disk center and a region diametrically opposite that seen by photometer 1 (see Fig. 2 ). Correlations between observations with each detector system were possible because a 200 jam observation was common to each system.
The altitude-azimuth telescope, as well as the motion of the Earth and the aircraft, cause rotation of the KAO solar image. Careful choice of flight paths kept the rotation below 4° hr -1 . This may cause a decrease, over the time span of the observations, of about 15% in correlations between the KAO measurements and the simultaneous ground-based observations using nonrotating disk images; correlations between different infrared measurements from the KAO should not be affected.
A heavily filtered solar image in the KAO acquisition camera was used for guiding. The infrared bore sight was updated at approximately 20 minute intervals by offsetting to the limb and then back to disk center, creating brief gaps in the data. Brightness measurements across the solar limb allowed us to calibrate our two-beam difference signals to temperature, based on the C-model of Vernazza, Avrett, & Loeser (1981) (hereafter VAL C).
Continuum weighting functions, based on VAL C, are shown in Figure 1 for the infrared continuum. Our selection of wavelengths effectively sample the infrared brightness emission at heights from 340 to 600 km above the t 5 ooo = 1 photosphere, spanning the temperature minimum region at 500 km.
Visible-Line Velocity Measurements
The two ground-based Doppler velocity measurements were designed to simulate the observing pattern of photometer 1. This was accomplished by using similar-sized beams and "nodding" the ground-based telescopes between the two regions of the solar disk seen by this detector system.
The Wilcox Solar Observatory's (WSO) magnetograph (described by Dittmer 1977) at Stanford University was used to measure Doppler shifts of the magnetically' insensitive (Landé ^-factor zero) photospheric Fe i line at 5123.7 Â, having a height of formation of 100 km (Lites 1972) . A square aperture, 2' on a side, was used to weight equally each segment of the Wilcox image sheer. The average velocity in this 2' beam was determined by the traditional two-point Dopplergram method (Dittmer 1977) . The time for one complete nod cycle to simulate the two-beam differencing done in the infrared was 30 s, allowing 12 s of integration time at each region and 3 s to move the telescope. The offset due to solar rotation was removed. The WSO measurements were occasionally interrupted by clouds on 1987 May 13, but were completely unbroken on May 14; oscillation data from both days were useable.
The Mees Solar Observatory (MSO) at the University of Hawaii was used to obtain Doppler velocity measurements of the Na D1 line at 5895.94 Â. This is a chromospheric absorption line formed about 760 km above the photosphere (Staiger 1987) . A 3' circular beam was used, larger than the infrared beams to compensate for the extended wings of the infrared measurements. A 20 s nod cycle simulated the two-beam differencing pattern of photometer 1. The observatory's Stokes Polarimeter (described by Mickey 1985) was used to determine the intensity profile, and thus the Doppler velocity, of the sodium line with no discrimination of polarization. Useable data were obtained only on May 14 from this observatory.
3. ANALYSIS 3.1. Power Spectra All data sets were integrated to 10 s, and each showed prominent 5 minute solar oscillations. Two important results are apparent: (1) the data sets are strongly correlated, and (2) there is a phase shift between different data sets. While overlap in the weighting functions shown in Figure 1 may cause correlations between data sets, it cannot explain the observed phase shifts between different infrared measurements. Correlations between velocities and intensities are not likely to be systematic either, as these measurements are from three independent observatories. These correlations can only be due to physical processes in the solar atmosphere, and we interpret the phase shifts to be caused by variations with altitude in the response of the chromospheric gas to compression.
Each data set was fitted to sinusoidal waves, using a / 2 minimization procedure that prioritizes lower frequencies so as to smoothly fit any gaps in the data. The power spectra of all the data sets show significant power in the spectral region from 2.5 to 4.5 mHz (see Fig. 4 ). The rms amplitudes of the oscillations observed at each wavelength are given in Table 1 . Our spectral resolution is insufficient to resolve individual p-modes; instead we observe the superposition of thousands of incoherent modes.
Phase Shift Determination
The phase shifts between pairs of data sets were determined by cross-power, or cross-periodogram, techniques (see Lindsey & Roellig 1987 or Schmieder 1976 Fig. 5 .-Cross-power spectra between 100 and 200 pm infrared intensities (top), photospheric Doppler velocity and 100 pm infrared intensity (center), and photospheric and chromospheric Doppler velocities (bottom). The phase difference between each data set is determined from the amplitudes of the real (solid line) and imaginary (dashed line) parts of the cross-power. Nonzero values of the imaginary part of the cross-power imply a phase difference between the oscillations described by the two data sets. large magnitude at frequencies where the two functions are well correlated, and the phase difference between the functions at frequency v is given by the phase of the complex crosspower, arg [iA(v)].
Cross-power spectra of our data sets show strong correlations near 3.3 mHz, implying that all the data sets are indeed being affected by the same 5 minute oscillations (see Fig. 5 ). We use unweighted averages of the real and imaginary parts of the cross-power over the bandwidth around 3.3 mHz that contains significant power to determine the phase differences between 5 minute oscillations in each pair of data sets.
The phase differences between infrared intensity fluctuations at different wavelengths are given in Table 2 for each day of observations. Brightness variations at longer wavelengths significantly lag those at shorter wavelengths. We include the results of Lindsey & Roellig (1987) , who found 800 /¿m intensity fluctuations lag those at 350 fim by 30°, indicating a continuation of this trend.
Using the velocity data available on 1987 May 14 from both ground-based observatories, we determined the phases by which the thermal fluctuations lag the WSO Doppler velocity oscillations (see Table 3 ). The results agree well with the summary of phase differences between line intensity and velocity compiled by Deubner (1990) , indicating that these lines are indeed formed in LTE. We also note that our photospheric and chromospheric velocities are nearly in phase, as has been found with more accurate line measurements of 5 minute oscillations (Staiger 1987; Deubner & Fleck 1989) .
The uncertainty in phase between any two data sets is computed from the variation in the real and imaginary parts of the cross-power spectra. Multiple cross-power measurements, either from separate observing days or from redundant pairs of data sets (e.g., the measured phases between 50 and 100 jum and between 100 and 200 //m should add up to the measured phase between 50 and 200 /¿m), act to reduce the uncertainties in phase determination from those of a single cross-power spectrum. 4. DISCUSSION 4.1. Observations Assuming an Adiabatic Atmosphere We first model the atmosphere near temperature minimum as a gravitationally stratified, planar, adiabatically responsive, ideal gas having a temperature profile with no gradient in height. For small, vertical, sinusoidal oscillations exp [i(oet -kzY\ of frequency co/2n and complex wave number /c, the velocity amplitude u of an oscillation varies with height z as
(see Noyes & Leighton 1963 or basic analyses by Gibson 1973 or Durrant 1988 . Here H is the scale height of the atmosphere and (o c = cJ2H is the acoustic cutoif frequency, below which oscillations are attenuated and above which they can propagate, in an ideal gas of sound speed c s = (yp//?) 1/2 . The positive sign in equation (1) refers to waves whose energy density pu 2 increases with altitude, where p is the density of the gas. The negative sign describes oscillations with energy densities that attenuate with height and more closely match the observations. Evanescent waves, with frequencies below the acoustic cutoff (such as the 5 minute oscillations), have motions that are in phase at all altitudes (see eq.
[1]) and thus do not propagate energy. Since the motions are in phase, the compression and hence the temperature of the gas must be in phase at all heights as well.
The thermal change ÔT due to an adiabatic oscillation is simply ÔT To -i(y -1) ^ co (2) (Kopp 1990) , where u is the velocity amplitude of the oscillation (positive for downward velocities), and T 0 is the unperturbed temperature. The phase difference between temperature fluctuation ÔT and Doppler velocity u can be computed from equation (2)-we note that for oscillations below the acoustic cutoff frequency, adiabatic theory predicts temperature variations to be in phase at all heights and to lag Doppler velocities by 90° in phase, contrary to our results in Tables 2 and 3 . If the atmosphere behaved adiabatically, from equation (1) we would predict that a velocity of 20 m s " 1 rms, which is approximately the value measured at 100 km altitude from the WSO with a 2' square beam, would grow to be 29 m s -1 rms at 420 km, the altitude sampled by the 100 pm detector. Using equation (2), we predict the temperature change at this altitude to be 4.9 K rms. Temperature variations should vary inversely as the square root of the beam diameter, as do velocities for diameters greater than 10" (Tannenbaum et al. 1969 ), so we expect a 6.4 K rms fluctuation to be observed by the L3 diameter 100 pm beam. The observed temperature fluctuations given in Table 1 are significantly less than expected if the chromosphere responded adiabatically to the measured velocities. This simple adiabatic model of the atmosphere cannot account for the phase shifts between, nor the amplitudes of, the temperature variations at different altitudes.
Thermal Relaxation
Our observations suggest the possibility of relaxation toward a thermal equilibrium. We are not concerned here with the exact mechanism whereby energy may be dissipated, only with the effects on the relative phases of the temperature and velocity changes in the gas.
Thermal relaxation affects the temperature fluctuations caused by compression in two ways. First, it decreases the amplitude of the thermal fluctuation, as the gas will have already lost some energy before being completely compressed. Second, it shifts the phase of the temperature fluctuation forward in time, reaching maximum temperature before maximum compression.
A simple modification to the adiabatic model of the atmosphere near temperature minimum is to include Newton's cooling law, which allows for linear relaxation toward temperature equilibrium, in the thermal equation for the gas : 1 (dT T\dt y -1 (dp ~dt co, + v-yp -^(T-T 0 ), (3) where co r is the thermal relaxation rate. The first term on the right-hand side of equation (3) corresponds to the component of temperature change due to adiabatic compression, while the second term describes the relaxation of the gas toward equilibrium temperature T 0 due to cooling.
Using relations derived by Kopp (1990) for this thermally relaxing atmosphere, we plot the expected phase by which temperature fluctuations should lag Doppler velocity as a function of relaxation rate co r for several discrete values of oscillation frequency (Fig. 6) . We note that as the relaxation rate goes to zero in Figure 6 , the gas behaves adiabatically, and temperature changes lag velocities by 90° for oscillations below the acoustic cutoff frequency. For very fast relaxation, the phase of the temperature fluctuation will approach the phase of the compression rate, which coincides with the maximum Doppler velocity for low-frequency oscillations, thus the phase shift becomes small for fast relaxation.
Although the errors in Table 3 do not exclude the 800 pm intensity variations from lagging the Doppler velocity by only 90°, it is possible to have a phase shift greater than 90° between the temperature and the velocity at the same height if the acoustic cutoff frequency has decreased sufficiently at these heights so that the oscillations are no longer evanescent. We make no attempt to extrapolate our model to the height of the 800 pm observations, where the acoustic cutoff frequency may be lower than at temperature minimum. A direct measurement of the 800 pm continuum and the velocity at the same height would perhaps explain whether the temperature changes do in fact lag the Doppler velocities by more than 90°. Fig. 6 .-Phase by which thermal fluctuations lag the Doppler redshift velocity in a gravitationally stratified, planar solar atmosphere having a zero-gradient temperature profile, based on a model allowing for first-order thermal relaxation. The horizontal axis is the rate of relaxation in units of the acoustic cutoff frequency co c . Oscillations below this frequency are nominally evanescent in the adiabatic case of no thermal relaxation. This plot is computed for " upward " solutions.
In Figure 6 we plot phases only for " upward " waves (using the minus sign in eq. [1], following the nomenclature of Deubner et al. 1990 ); phases for "downward" waves are similar for frequencies below the acoustic cutoff. "Upward" waves become upward-propagating waves at frequencies above the acoustic cutoff (m/co c > 1); hence phase shifts between temperature and Doppler velocity (measured as positive going downward in the atmosphere) can be greater than 90° for these waves, as the thermal fluctuations of the wave approach the upward velocity in phase. We believe our observations to be best described by these "upward" modes, as the rms amplitudes given in Table 1 do not grow sufficiently with altitude to be indicative of " downward " waves, and as the 800 pm observations possibly do lag the Doppler velocities by more than 90°, which cannot be explained using " downward " modes.
Conclusions
Given the measured frequency of an oscillation and the phase by which the temperature variations lag the Doppler velocities, we can estimate the relaxation rate appropriate for this phase shift; this is done in Figure 7 . The intersection of a horizontal line indicating the phase by which the temperature lags Doppler velocity at a certain wavelength with the curve of the oscillation frequency should occur with the abscissa value that is the relaxation rate appropriate for the altitude observed by that wavelength. We plot the intersections for the phase of each observed infrared wavelength, having measured frequencies near 3.3 mHz in an atmosphere with acoustic cutoff of 5.5 mHz (Libbrecht 1988) , and note the thermal relaxation rate appropriate for each altitude in Figure 7 . The relaxation times (l/co r ) are tabulated in Table 3 . No estimate is made for the relaxation times at the altitude observed by the 800 pm channel, as the phase of the velocity over the broad range of heights sampled by this wavelength is uncertain.
Although the relaxation times that we find are considerably shorter than expected from the traditional VAL C model, they are consistent with newer atmospheric calculations and observations. Anderson & Athay (1989) find that strong chromospheric lines are significant in determining the cooling rate of the atmosphere; they similarly predict radiation loss times much shorter than those estimated from the standard VAL C model, although they deal primarily with the transition region. At altitudes below our measurements, Fontenla et al. (1990) observe the upper photosphere and show that the trend we find for the gas to have shorter thermal relaxation times at lower altitudes continues to the t 5000 = 1 photosphere.
One process other than thermal relaxation that may cause height-dependent phase shifts in thermal fluctuations is tunneling, or a superposition of modes. Phase shifts resulting from tunneling through the temperature minimum region should affect the velocity and the temperature fluctuations equally; we see no shift in the phase of the velocity changes, and thus we feel we are not observing the effects of tunneling. Lindsey (1981) suggested "ionization pumping," a thermal relaxation process whereby the mechanical energy of compression ionizes hydrogen rather than increasing the temperature of the gas, as a means of wave dissipation. His calculations are based on erroneous collisional ionization rates for chromospheric hydrogen (see Lindsey 1991) . The results we find in this paper tend to indicate the chromospheric gas becomes more adiabatic rather than isothermal above the temperature minimum, consistent with collisional ionization rates far too slow to be important in wave dissipation via ionization pumping.
The relaxation rates we find can cause significant energy loss from oscillations, particularly at high frequencies. Estimates of this loss are beyond the scope of this work, but could be based on the work of Stix (1970) , Souffrin (1972) , or Giovanelli (1979) .
We conclude that the temperature minimum region of the solar chromosphere is nonadiabatic and that thermal relaxation is important at the observed altitudes. We estimate height-dependent relaxation times from 42 s at 340 km above
