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An order-theoretic characterization of the
Howard-Bachmann-hierarchy
Jeroen Van der Meeren∗, Michael Rathjen†, Andreas Weiermann‡
Abstract
In this article we provide an intrinsic characterization of the famous
Howard-Bachmann ordinal in terms of a natural well-partial-ordering by
showing that this ordinal can be realized as a maximal order type of a
class of generalized trees with respect to a homeomorphic embeddability
relation. We use our calculations to draw some conclusions about some
corresponding subsystems of second order arithmetic. All these subsystems
deal with versions of light-face Π11-comprehension.
1 Introduction
The famous Howard-Bachmann ordinal η0 (which in the literatur is also denoted
by ψεΩ+1, ϑεΩ+1, θεΩ+10, dεΩ+1) belongs to the most well-established arsenal
of proof-theoretic ordinals of natural theories for developing significant parts of
(impredicative) mathematics. Of course η0 is much bigger than ε0, the proof-
theoretic ordinal of first order Peano arithmetic, and it is also bigger than Γ0,
the proof-theoretic ordinal of predicative analysis. The ordinal η0 is the proof-
theoretic ordinal of the first order theory ID1, which extends PA by schemes for
smallest fixed points of non-iterated positive inductive definitions. The ordinal
η0 is also the proof-theoretic ordinal of the theory KPω which formalizes an
admissible universe containing ω, and η0 is also the proof theoretic ordinal of
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ACA0+(Π
1
1–CA)
− which formalizes lightface Π11-comprehension and of the theory
RCA0 + (BI) which extends RCA0 by a scheme of bar induction.
All these theories are considered to be impredicative. For example the theory
ACA0+(Π
1
1–CA)
− allows the formation of new sets of natural numbers by using
a comprehension formula which may contain a set quantifier ranging over the set
which is just defined using the comprehension under consideration. An ordinal
analysis for each of these impredicative theories turned out to be difficult. In
technical terms this is usually reflected by proof calculi with rules where the
complexity of the antecedent is greater than the complexity of the succedent.
Typically this is a stumbling block for cut elimination and only very sophisticated
methods like Buchholz’ operator-controlled derivations can circumvent it.
It is important to notice that proof-theoretic ordinals are more than just shere
set-theoretic ordinals. They usually come equipped with a first order structure
with certain built-in functions which generate the ordinal in question in some
natural and perspicuous way. On a more combinatorial level such an ordinal
is then usually represented by a certain primitive recursive set of terms with a
primitive recursive well-ordering relation. A precise description on what the char-
acteristics of a proof-theoretic ordinal are runs under the ”natural well-ordering
problem” which is known to be notoriously difficult. Investigations on proof-
theoretic ordinals have been undertaken by many people. To name a few: Aczel,
Arai, Bachmann, Bridges, Buchholz, Feferman, Gerben, Girard, Gordeev, Isles,
Ja¨ger, Kino, Levitz, Okada, Pfeiffer, Pohlers, Probst, Rathjen, Schu¨tte, Setzer,
Strahm, Takeuti, Veblen and Weiermann.
A very important aspect of investigations on proof-theoretic ordinals goes back
to Diana Schmidt who first recognized the connection between these ordinals and
order-theoretic properties of the functions generating them. She characterized
completely the order types which could be generated from the ordinal 0 by ap-
plying a monotonic increasing function. A monotonic increasing binary function
generates out of the singleton set containing the ordinal 0 no order type larger
than ε0. Functions of bigger arities produce easily ordinals bigger than Γ0 and in
fact ordinals of size comparable to the small Veblen ordinal ϑΩω but by no means
an ordinal which is of size comparable to η0.
Diana Schmidt moreover showed that studying bounds on closure ordinals can
best be achieved by determining maximal order types of well-partial-orderings
which reflect monotonicity properties of the functions in question. With regard
to this research program she classified maximal order types for various classes of
labelled trees. The ordinals obtained in this way are all around the small Veblen
ordinal ϑΩω and way below η0 and it was for some time not clear whether η0 can
be characterized in terms of closure ordinals.
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In Weiermann [25], it was shown that η0 could indeed be characterized as
a closure ordinal of so-called essentially monotonic increasing functions. Since
then it has been open whether a corresponding order-theoretic characterization in
terms of maximal order types is possible. Weiermann’s proof made essential use
of the linearity of ordinals and did not generalize to partially ordered structures.
Extending Schmidt’s work in [26], the third author provided in a first step, an
order-theoretic characterization for the large Veblen ordinal ϑΩΩ. Quite recently,
the authors of this paper were able to provide in [23] much more convincing
methods and results which were suitable for being extended to larger ordinals
as well. This recent approach is already far reaching but still misses essential
ingredients for a order-theoretic characterization of η0. This paper will contribute
to this problem.
It should also be noticed that H. Friedman defined in 1985 tree-embeddability
relations with a so-called gap-condition which generated ordinals of size ψΩω, an
ordinal which is much bigger than η0. So in principal it seemed plausible that it is
possible to single out a natural subordering of Friedman’s ordering which would
match with η0. This paper provides also a positive answer to this challenge:
the defined well-partial-order of maximal order type η0 can be seen as a natural
subordering of Friedman’s tree-ordering.
Moreover, we believe that our analysis will be a starting point for classifying
the maximal order types of the full Friedman’s gap-ordering on trees. We expect
that analyzing Friedman’s embeddability relations will be rather hard and difficult
and we hope that the result provided in this paper yields a roadmap for a more
general result. We confine ourselves to η0 since this ordinal is somehow the first
serious step into impredicativity. To elaborate a little bit more on Friedman’s
gap-ordering: we believe that the maximal order type of Friedman’s trees on
n labels can be described using the nth regular cardinal number Ωn. Hence,
the uncountable cardinal numbers play a very important role in classifying the
strength of Friedman’s well-partial-order.
In section 2, we give some preliminaries that are needed for later sections.
In section 4, we yield a well-partial-order of maximal order type η0, that can be
seen as a natural subordering of Friedman’s tree-ordering. Section 3 is needed
to obtain the results in section 4. In the last two sections, section 5 and 6,
results from a pure proof-theoretical point of view are studied. We determine
bounds on the proof-theoretical ordinals of theories corresponding to our well-
partial-orders, from which we obtain unprovability results concerning the well-
partial-orderedness of these partial orders. All these theories deal with versions
of light-face Π11-comprehension.
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2 Preliminaries
2.1 Well-partial-orderings
Well-partial-orderings are ordered structures that are used in different fields of
mathematics. For example in Gro¨bnerbases [1] and rewrite theory [24]. Moreover,
they are well-known objects among logicians. Well-partial-orderings can be seen
as generalizations of well-orderings, an important notion used in ordinal analysis
[3, 15, 16]. They are the underlying concepts of the theorem of Higman [7], the
theorem of Kruskal [12], Fra¨ısse´’s order type conjecture [13] and Friedman’s gap-
embeddability relation on trees [21]. In [17], the second and third author did a
complete proof-theoretical analysis of the theorem of Kruskal.
Definition 2.1. A well-partial-ordering (hereafter wpo) is a partial ordering
(X,≤X) such that for every infinite sequence (xi)
+∞
i=1 of elements in X, there exists
two indices i and j such that i < j and xi ≤X xj. We denote the wpo (X,≤X) by
X if the ordering is clear from the context.
So a wpo is a well-founded partial ordering that does not admit an infinite
antichain. Equivalently, it is a partial order such that every extension is well-
founded. In the literature, one is more familiar with the notion of a well-quasi-
order. That is a quasi-order (no antisymmetry) with the same distinctive property.
However, by canceling out an obvious equivalence relation, one gets a well-partial-
order. Therefore, we can restrict ourselves only to wpo’s. The interested reader
can read more about well-partial-ordering in [11], the most ground-breaking paper
on this subject.
Definition 2.2. The maximal order type of the wpo (X,≤X) is defined as
sup{α:  is an extension of ≤X ,  is a well-ordering on X
and otype(X,) = α}.
We denote this ordinal as o(X,≤X) or as o(X) if the ordering on X is clear from
the context.
The maximal order type of a wpo is an important characteristic of that wpo.
E.g. one can use it in determining the exact proof-theoretical strength of the
wpo under consideration. In [11], it is proved that this supremum is actually a
maximum, meaning that every wpoX has at least one maximal linear extension.
Theorem 2.3 (de Jongh and Parikh [11]). Assume that (X,≤X) is a wpo. Then
there exists a well-ordering  on X which is an extension of ≤X and otype(X,
) = o(X,≤X).
An order-theoretic characterization of the Howard-Bachmann-hierarchy 5
In this paper, we are interested in studying the maximal order type of specific
wpo’s. The technique of reifications is very useful in obtaining upper bounds [20]
and lower bounds can be acquired from finding linearizations. Our technique will
use the concept of left-sets L(x) and quasi-embeddings. Of course, this is also
interwoven with the previous mentioned techniques.
Definition 2.4. Let (X,≤X) be a partial order and x ∈ X. Define the left set
LX(x) as the set {y ∈ X : x 6≤X y} and lX(x) := o(LX(x)). We skip the subscript
X if this is clear from the context.
Theorem 2.5 (de Jongh and Parikh [11]). Assume that X is a partial ordering.
If L(x) is a wpo for every x ∈ X, then X is a wpo. (The converse is trivially
true.) In this case, o(X) = sup{l(x) + 1 : x ∈ X}.
Using this result, it can be easily seen that the maximal order type is equal to
the height of the root in the tree of finite bad sequences. If one would have that
l(x) < α, for every x ∈ X , then o(X) ≤ α. Therefore, we are really interested
in characterizing the left-sets of a wpo. This, in combination with the notion of
quasi-embeddings, will be the most important building blocks of the proofs in
sections 3 and 4.
Definition 2.6. Let X and Y two posets. A map e : X → Y is called a quasi-
embedding if for all x, x′ ∈ X with e(x) ≤Y e(x
′) we have x ≤X x
′.
Lemma 2.7. If X and Y are posets and e : X → Y is a quasi-embedding and Y
is a wpo, then X is a wpo and o(X) ≤ o(Y ).
2.2 Constructions on Well-partial-orderings
If we have wpo, one can construct plenty of other well-partial-orderings from it.
The two most important examples are disjoint unions and products.
Definition 2.8. Let X0 and X1 be two partial orders. Define the disjoint union
X0+X1 as the set {(x, 0) : x ∈ X0}∪{(y, 1) : y ∈ X1} with the following ordering:
(x, i) ≤ (y, j)⇔ i = j and x ≤Xi y.
We notate the element (x, i) as x if it is clear from the context in which set x lies
in. Define the cartesian product X0 ×X1 as the set {(x, y) : x ∈ X0, y ∈ X1}
with the following ordering:
(x, y) ≤ (x′, y′)⇔ x ≤X0 x
′ and y ≤X1 y
′.
With Xn we denote the partial ordering X × · · · ×X, where X occurs n times.
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In [7], Higman studied one of the most well-known constructor on well-partial-
orderings. It is in some sense a cornerstone in the theory of wpo’s.
Definition 2.9. Let (X,≤X) be a partial order. Define (X
∗,≤∗X) as the partial
ordering on the set X∗ of finite sequences over X ordered by
(x1, . . . , xn) ≤
∗
X (y1, . . . , ym)
⇔(∃1 ≤ i1 < · · · < in ≤ m)(∀j ∈ {1, . . . , n})(xj ≤X yij).
We notate this partial ordering also as (X∗,≤∗) or even as X∗.
In the next theorem, we state the connection of the maximal order type of
these constructors on well-partial-orderings X and the original order type o(X).
Theorem 2.10 (de Jongh and Parikh[11], Schmidt[18]). If X0, X1 and X are
wpo’s, then X0 +X1, X0 ×X1 and X
∗ are still wpo’s, and
o(X0 +X1) = o(X0)⊕ o(X1),
o(X0 ×X1) = o(X0)⊗ o(X1),
where ⊕ and ⊗ is the natural sum and product between ordinals, and
o(X∗) =


ωω
o(X)−1
if o(X) is finite,
ωω
o(X)+1
if o(X) = ε+ n, with ε an epsilon number and n < ω,
ωω
o(X)
otherwise.
In section 4, we will prove that a specific ordering T (B(·)) is a well-partial-
ordering with order type equal to the Howard-Bachman number. This ordering
can be seen as a subordering of Friedman’s famous ordering on finite trees and it
uses the following constructor on wpo’s.
Definition 2.11. Let X be a partial order. Define B(X) as the partial order
where the underlying set is the set of the finite structured binary trees with leaf-
labels in X and with the usual embeddability relation between trees. The internal
nodes do not have labels. This means that if a tree B ∈ B(X) is embeddable in
a tree B′ ∈ B(X), then either B and B′ are trees of one node with label x ∈ X
and x′ ∈ X respectively with x ≤X x
′ or B′ is a binary tree with a left immediate
subtree B′1 and a right immediate subtree B
′
2 and B is embeddable in B
′
1 or B
′
2 or
B has also a left immediate subtree B1 and a right immediate subtree B2 and Bi
is embeddable in B′i for i = 1, 2. This implies that if B is embeddable in B
′, then
the internal nodes of B are mapped on the internal nodes of B′ and the leaf-nodes
of B on the leaf-nodes of B′.
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One can prove that this construct a well-partial-ordering starting from a wpo
X . We are interested in its maximal order type.
Definition 2.12. Define ϕ0β as ω
β and let ϕα be the enumeration function of the
common fixed points of all ϕγ with γ < α. This constructs the so-called Veblen
hierarchy.
Definition 2.13. Let α be an ordinal.
α :=


α− 1 if α is finite,
α + 1 if α = ϕ2β + n with n a natural number,
α otherwise.
For a proof of the following theorem, we refer the reader to [18].
Theorem 2.14. If X is a wpo, then B(X) is a wpo and o(B(X)) = ε
o(X).
2.3 Generalized tree-structures
In section 4, we present a wpo of order type η0. This will be a tree-structure
that can be interpreted as a subordering of Friedman’s famous wpo on trees with
gap-condition. In section 3, we give some auxiliary wpo’s with maximal order
types strictly below η0. These wpo’s can also be seen as tree-representations of
ordinals below η0. In this subsection, we give the definitions of these wpo’s. The
reader can also find this kind of wpo’s in [23] and [27]. For the actual proofs of
well-partial-orderedness and the maximal order types, the reader has to wait until
sections 3 and 4. Before we present the definition, we elaborate on the definition
of theta-functions.
Definition 2.15. Let Ω denote the first uncountable ordinal. Every ordinal 0 <
α < εΩ+1 can be written as Ω
α1β1+· · ·+Ω
αnβn with βi < Ω and α > α1 > · · · > αn.
Define the set of coefficients recursively as K(α) = {β1, . . . , βn} ∪K(α1) ∪ · · · ∪
K(αn). Let K(0) be {0}. Define then k(α) as the ordinal max(K(α)).
Definition 2.16. For an ordinal α, define Ω0[α] as α and Ωn+1[α] as Ω
Ωn[α].
Definition 2.17. Let P denote the set of the additive closed ordinal numbers
{ωα : α ∈ ON}. For every ordinal α < εΩ+1, define ϑ(α) as min{ζ ∈ P : k(α) <
ζ and ∀β < α(k(β) < ζ → ϑ(β) < ζ)}. The Howard-Bachmann ordinal number
is defined as η0 = ϑ(εΩ+1) = supn (ϑ (Ωn[1])).
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For more information about the theta-function and its connection with Buch-
holz’ Ψ-function, we refer the reader to [17]. There, they introduced the ϑ-function
in a different way, but one can prove that they coincide with our definition if the
argument is above Ω2. It can be shown be an easy cardinality argument that
ϑα < Ω.
Lemma 2.18. ϑα < ϑβ ⇐⇒


α < β and k(α) < ϑβ
β < α and ϑα ≤ k(β).
We need the following two additional lemmas. The proofs are rather straight-
forward.
Lemma 2.19. Suppose α and β are ordinals beneath εΩ+1. Then
k(α⊕ β) ≤ k(α)⊕ k(β),
k(α⊗ β) ≤ max{k(α)⊕ k(β), k(α)⊗ k(β)⊗ ω},
k(ωα) ≤ ωk(α).
Furthermore, k(α), k(β) ≤ k(α⊕ β) and k(α) ≤ k(α⊗ β) if β > 0.
Lemma 2.20. Suppose αn, . . . , α0 are countable ordinal numbers with αi < γ for
an epsilon number γ. Then k(o((Ωnαn + · · ·+ Ωα1 + α0)
∗)) < γ.
Before we give the definition of the wpo’s that we use in sections 3 and 4, let
us define a specific class of constructors.
Definition 2.21. Define Map as the least set satisfying the following:
1. · ∈Map, (· plays the role of a place holder).
2. If X is a countable wpo, then X ∈Map,
3. IfW1,W2 ∈Map, then W1+W2, W1×W2, W
∗
1 and B(W1) are also elements
of Map.
Every element W of Map can be seen as a mapping from the set of partial or-
derings to the set of partial orderings: W (X) is a partial ordering by putting the
partial order X into the ·. For example, ifW = (B(·)×X)∗, then W (X) is the par-
tial ordering (B(X)× X)∗. Furthermore, if X is a wpo, then W (X) is a wpo and
if X is countable, then so is W (X). Every element of W (X) is represented by a
term in finitely many elements in X. For example in the caseW = (B(·)×X)∗, the
element ((B(x1, x2),x1), (B(x3, x1),x2)) in W (X) with x1, x2, x3 ∈ X, x1,x2 ∈ X
and B(a, b) the binary tree
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t
t t
✔
✔
✔
❚
❚
❚
a b
is represented by a term in x1, x2, x3. By deleting all entries of X, we get the
naked term ((B(·, ·),x1), (B(·, ·),x2)), which we notate as w(·, ·, ·, ·), where
w(a, b, c, d) = ((B(a, b),x1), (B(c, d),x2)) .
Therefore, the element ((B(x1, x2),x1), (B(x3, x1),x2)) can be described using this
naked term w(·, ·, ·, ·) and the elements x1, x2, x3 ∈ X as w(x1, x2, x3, x1). In
general, an element of W (X) is represented as w(x1, . . . , xn) using a naked term
w(·, . . . , ·) and elements x1, . . . , xn ∈ X. We will call this naked term ‘an element
of W ’.
Definition 2.22. Take W ∈ Map. Define T (W ) as the least set satisfying the
following requirements
1. ◦ ∈ T (W ),
2. If w(·, . . . , ·) is an element of W and t1, . . . , tn ∈ T (W ), then w(t1, . . . , tn)
is an element of W (T (W )) and let ◦[w(t1, . . . , tn)] ∈ T (W ). We will say
that t1, . . . , tn have a lower complexity than ◦[w(t1, . . . , tn)].
Let the underlying ordering ≤T (W ) be the least binary reflexive and transitive re-
lation on T (W ) such that
1. ◦ ≤T (W ) t for every t in T (W ),
2. if s ≤T (W ) tj for a certain j, then s ≤T (W ) ◦[w(t1, . . . , tn)],
3. if w(t1, . . . , tn) ≤W (T (W ),≤T (W )) w
′(t′1, . . . , t
′
n′),
then ◦[w(t1, . . . , tn)] ≤T (W ) ◦[w
′(t′1, . . . , t
′
n′)].
If it is clear from the context, we also notate ≤T (W ) as ≤. Sometimes, we no-
tate the elements ◦[w(t1, . . . , tn)] also as ◦w(t1, . . . , tn) if w(t1, . . . , tn) has already
enough brackets in its description.
Notation 2.23. Suppose t = ◦[w(t1, . . . , tn)] is an element of T (W ). We denote
the element w(t1, . . . , tn) of W (T (W )) also as ×t.
Our general conjecture is that for every W ∈Map, the partial ordering T (W )
is actually a wpo and the maximal order type is equal to ϑ(o(W (Ω))) if Ω3 ≤
o(W (Ω)) ≤ εΩ+1. In section 3, we prove for specific W ∈ Map that the ordering
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T (W ) is indeed a wpo and ϑ(o(W (Ω))) is an upper bound on the maximal order
type of T (W ). In section 4, we show that T (B(·)) is also a wpo and ϑ(εΩ+1) is
exactly equal to o(T (B(·))). This wpo can be seen as a subordering of Friedman’s
famous trees with gap-embeddability relation [21]. For cases where o(W (Ω)) >
εΩ+1, some little adaptations of the general formula o(T (W )) = ϑ(o(W (Ω))) are
needed because the domain of the theta-function is below εΩ+1. This is however
beyond the scope of this article and will be treated in latter work. We believe
that generalizations will lead to a full classification of the strength of Friedman’s
wpo’s.
The next lemma is a very important lemma for the rest of the article. We will
skip its proof, but one can find some subparts and the general idea of this proof
in [23].
Lemma 2.24 (Lifting Lemma). Assume that W ∈ Map and let q be a quasi-
embedding from the partial ordering Y to the partial ordering Z. Then for all
elements y1, . . . , yn, y
′
1, . . . , y
′
m in Y and w(·, . . . , ·), v(·, . . . , ·) in W the inequa-
lity w(q(y1), . . . , q(yn)) ≤W (Z) v(q(y
′
1), . . . , q(y
′
m)) implies w(y1, . . . , yn) ≤W (Y )
v(y′1, . . . , y
′
m).
Before we go further, we want to show that T (B(·)) can indeed be seen as a
subordering of Friedman’s wpo with gap-condition. First, we give the definition
of his wpo.
Definition 2.25. Let Tn be the set of finite rooted trees with labels in {0, . . . , n−
1}. An element of Tn is of the form (T, l), where T is a finite rooted tree, which we
see as a partial ordering on a set of nodes, and l is a labeling function, a mapping
from T to the set {0, . . . , n − 1}. Define (T1, l1) ≤gap (T2, l2) if there exists an
injective order- and infimum-preserving mapping f from T1 to T2 such that
1. ∀τ ∈ T1, we have l1(τ) = l2(f(τ)).
2. ∀τ ∈ T1 and for all immediate successors τ
′ ∈ T1 of τ , we have that if τ ∈ T2
and f(τ) < τ < f(τ ′), then l2(τ ) ≥ l2(f(τ
′)) = l1(τ
′).
In [21], this is the so-called weak gap-embeddability relation.
Definition 2.26. Define the partial ordering T2 as the subset of (T2,≤gap) which
consists of all finite rooted trees such that nodes with label 0 has zero or one im-
mediate successor(s) and nodes with label 1 has exactly two immediate successors.
Furthermore, every tree in T2 has a root with label 0.
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Note that the trees in Tn are unstructured. The trees in T (B(·)) are structured,
so to see the resemblance between T (B(·)) and T2 we have to restrict T2 even a
little bit more: we say that every tree in T2 is structured, meaning that it has a
left-hand side and a right-hand side and an embedding between two trees preserves
these left-right order.
Lemma 2.27. The partial-ordering T (B(·)) is order-isomorphic to the partial
ordering T2.
Proof. Define g : T (B(·))→ T2 as follows. Let g(◦) be the tree which consists of
one node with label 0. Take t = ◦[B(t1, . . . , tn)] with B(t1, . . . , tn) a binary tree
with leaf-labels in the set {t1, . . . , tn} and assume that g(t1), . . . , g(tn) is already
defined. Set g(t) then as the tree consisting of a root with label 0, that root
connected with an edge to the root of B(t1, . . . , tn). Give all the internal nodes
of B label 1 and plug g(ti) in the leaves of B(t1, . . . , tn) with label ti for every i.
For example, if t = ◦[B(◦, ◦[B(◦, ◦)])], with B(a, b) equal to
t
t t
✔
✔
✔
❚
❚
❚
a b
Then g(t) is
t
t
t t
✔
✔
✔
❚
❚
❚
t
t t
✔
✔
✔
❚
❚
❚
0 0
0 0
0
1
1
It is easy to see that g is surjective. If we can prove that
t ≤T (B(·)) t
′ ⇔ g(t) ≤
T2
g(t′),
we are done. We will prove this by induction on the sum of complexities of t and
t′. If t = ◦ or t′ = ◦, then this is trivial. Assume both t and t′ are different from
◦. Let t = ◦[B(t1, . . . , tn)] and t
′ = ◦[B′(t′1, . . . , t
′
m)]. If t ≤T (B(·)) t
′, then either
t ≤T (B(·)) t
′
i for a certain i or B(t1, . . . , tn) ≤B(T (B(·))) B
′(t′1, . . . , t
′
m). In both cases,
the induction hypothesis yields g(t) ≤
T2
g(t′) quite easily. Now assume g(t) ≤
T2
g(t′). We know that the root of g(t), which has label 0, is mapped on a node with
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label 0. If it is not mapped onto the root of g(t′), then it is mapped onto a node
with label 0 in g(t′i) for a certain i. Hence g(t) ≤T2 g(t
′
i), so t ≤T (B(·)) t
′
i ≤T (B(·)) t
′.
Now assume that the root of g(t) is mapped onto the root of g(t′). Every internal
node a of B has to be mapped on an internal node of B′, because otherwise the
label 0 of the root of the g(ti) in which the internal node a of B is mapped, gives
a contradiction with the gap-condition. Furthermore, every leaf of B, in which
g(ti) are plugged in, has label 0 and is mapped on a node in g(t
′) with label 0. We
can conclude that B(g(t1), . . . , g(tn)) ≤B(T2) B
′(g(t′1), . . . , g(t
′
m)). The induction
hypothesis yields that g is a quasi-embedding from the set {t1, . . . , tn, t
′
1, . . . , t
′
m} to
T2. So the Lifting Lemma implies B(t1, . . . , tn) ≤B(T (B(·))) B
′(t′1, . . . , t
′
m). Hence,
t ≤T (B(·)) t
′.
From the previous lemma, one can actually already conclude that T (B(·)) is a
wpo. Therefore, one can think that the well-partial-orderedness proof of T (B(·))
in Theorem 4.1 is superfluous. However, this well-partial-orderedness proof does
not need an extra argument: it follows from the calculation of an upper bound of
the maximal order type of T (B(·)). Therefore, we do not really waste efforts by
stating it in Theorem 4.1.
3 Tree-structures below the Howard-Bachmann
ordinal
In section 4, we will show that T (B(·)) is a wpowith maximal order type ϑ(εΩ+1).
For obtaining these results, we need to approximate this wpo. This is done from
‘below’ and is treated in this section. The next theorems are generalizations of
Theorems 9 and 10 in [23]. The proofs follow the same procedures as in that
article, but they are more involved.
Theorem 3.1. Suppose Yi,j,k and Zi are countable wpo’s for all indices. If
W (X) =
N∑
i=0
ÑÑ
ki,1∑
j=0
Yi,j,1 ×X
j
é∗
× · · · ×
Ñ
ki,ni∑
j=0
Yi,j,ni ×X
j
é∗
×Xmi × Zi
é
then T (W ) is a wpo and o(T (W )) ≤ ϑ(o(W (Ω))).
Proof. We will prove the theorem by main induction on the ordinal o(W (Ω)). If
W (X) is the empty wpo for every X , then the theorem follows easily. We can now
assume without loss of generality that Zi, Yi,ki,j ,j are non-empty and ki,j > 0 for
all i and l. If o(W (Ω)) < Ω, then · does not occur in W . Therefore, ni = mi = 0
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for all i. Hence, W (X) is equal to a wpo
∑N
i=0 Zi =: Z. So T (W )
∼= Z ∪ {0},
where 0 is a new element smaller than every element in Z. This yields that T (W )
is a wpo and o(T (W )) ≤ o(Z) + 1 ≤ ϑ(o(Z)) = ϑ(o(W (Ω))).
Assume from now on that o(W (Ω)) ≥ Ω. We will prove that L(t) is a wpo and
l(t) < ϑ(o(W (Ω))) for every t in T (W ). Then the theorem follows from Lemma
2.5. If t = ◦, then L(t) is the empty wpo and l(t) = 0 < ϑ(o(W (Ω))). Assume
now
t = ◦((t1, . . . , tnl), (t1, . . . , tml), z)
with z ∈ Zl, tp ∈ T (W ) and tp an element in
(∑kl,p
j=0 Yl,j,p × T (W )
j
)∗
, meaning
tp = (t
p
1, . . . , t
p
rp),
with tpq ∈
∑kl,p
j=0 Yl,j,p × T (W )
j. So
tpq =
Ä
yp,q,
Ä
tp,q1 , . . . , t
p,q
vp,q
ää
with yp,q ∈ Yl,vp,q,p and vp,q ≤ kl,p. Assume l(ti), l(t
i,j
k ) < ϑ(o(W (Ω))) and L(ti)
and L(ti,jk ) are wpo’s. We want to prove that L(t) is a wpoand l(t) < ϑ(o(W (Ω))).
Suppose s is an arbitrary element in T (W ), different from ◦. Then
s = ◦((s1, . . . , snl′ ), (s1, . . . , sml′ ), z
′),
sp = (s
p
1, . . . , s
p
r′p
), (1)
spq =
Ä
y′p,q, (s
p,q
1 , . . . , s
p,q
wp,q
)
ä
,
with
z′ ∈ Zl′ ,
y′p,q ∈ Yl′,wp,q,p.
We see that s ∈ L(t) iff si ∈ L(t), s
i,j
k ∈ L(t) and one of the following holds:
a. l 6= l′,
b. l = l′, z′ ∈ LZ l(z),
c. l = l′, z ≤Z l z
′, (t1, . . . , tml) 6≤ (s1, . . . , sml′ ),
d. l = l′, z ≤Z l z
′, (t1, . . . , tml) ≤ (s1, . . . , sml′ ), (t1, . . . , tnl) 6≤ (s1, . . . , snl′ ),
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Now if (c.) holds, there must be a minimal index m(s) ≤ ml such that
t1 ≤ s1, . . . , tm(s)−1 ≤ sm(s)−1, tm(s) 6≤ sm(s).
If (d.) is valid, there must be a minimal index n(s) ≤ nl such that
t1 ≤ s1, . . . , tn(s)−1 ≤ sn(s)−1, tn(s) 6≤ sn(s).
By similar arguments,
tn(s) = (t
n(s)
1 , . . . , t
n(s)
rn(s)) 6≤ (s
n(s)
1 , . . . , s
n(s)
r′
n(s)
) = sn(s)
holds iff we are in one of the next cases
1. t
n(s)
1 6≤ s
n(s)
i for every i,
2. there exists an index i1 such that t
n(s)
1 6≤ s
n(s)
i for every i < i1, t
n(s)
1 ≤ s
n(s)
i1
and t
n(s)
2 6≤ s
n(s)
i for every i > i1,
. . .
rn(s). there exist indices i1 < · · · < irn(s)−1 such that t
n(s)
1 6≤ s
n(s)
i for every i < i1,
t
n(s)
1 ≤ s
n(s)
i1
and t
n(s)
2 6≤ s
n(s)
i for every i2 > i > i1,. . . ,t
n(s)
rn(s)−1
≤ s
n(s)
irn(s)−1
and
t
n(s)
rn(s) 6≤ s
n(s)
i for every i > irn(s)−1.
Now,
t
n(s)
i =
(
yn(s),i,
(
t
n(s),i
1 , . . . , t
n(s),i
vn(s),i
))
6≤
(
y′n(s),j, (s
n(s),j
1 , . . . , s
n(s),j
wn(s),j
)
)
= s
n(s)
j
holds iff one of the following is valid
1. vn(s),i 6= wn(s),j,
2. vn(s),i = wn(s),j and yn(s),i 6≤Yl,vn(s),i,n(s) y
′
n(s),j,
3. vn(s),i = wn(s),j, yn(s),i ≤Yl,vn(s),i,n(s) y
′
n(s),j and there exists a minimal index
pi,j(s) ≤ vn(s),i such that
t
n(s),i
1 ≤ s
n(s),j
1 , . . . , t
n(s),i
pi,j(s)−1
≤ s
n(s),j
pi,j(s)−1
, t
n(s),i
pi,j(s)
6≤ s
n(s),j
pi,j(s)
.
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We just completely characterized L(t). Using this characterization, we define the
following constructor W ′(X) inMap: let W ′(X) be W ′1(X)+W
′
2(X) with W
′
1(X)
equal to
N∑
i=0,i 6=l
ÑÑ
ki,1∑
j=0
Yi,j,1 ×X
j
é∗
× · · · ×
Ñ
ki,ni∑
j=0
Yi,j,ni ×X
j
é∗
×Xmi × Zi
é
+
ÑÑ
kl,1∑
j=0
Yl,j,1 ×X
j
é∗
× · · · ×
Ñ
kl,nl∑
j=0
Yl,j,nl ×X
j
é∗
×Xml × LZ l(z)
é
+
ml∑
m=1
ÑÑ
kl,1∑
j=0
Yl,j,1 ×X
j
é∗
× · · · ×
Ñ
kl,nl∑
j=0
Yl,j,nl ×X
j
é∗
× Xml−1 × LT (W )(tm)× Zl
è
and W ′2(X) equal to
nl∑
n=1
rn∑
q=1


Ñ
kl,1∑
j=0
Yl,j,1 ×X
j
é∗
× · · · ×
Ñ
kl,n−1∑
j=0
Yl,j,n−1 ×X
j
é∗
×
Ñ
kl,n+1∑
j=0
Yl,j,n+1 ×X
j
é∗
× · · · ×
Ñ
kl,nl∑
j=0
Yl,j,nl ×X
j
é∗
×Xml × Zl
×
Ñ
kl,n∑
j=0
Yl,j,n ×X
j
éq−1
× (W ′12 (X))
∗ × · · · × (W ′q2 (X))
∗

 ,
with
W ′i2 (X) :=
kl,n∑
j=0,j 6=vn,i
Ä
Yl,j,n ×X
j
ä
+
(
LYl,vn,i,n(yn,i)×X
vn,i
)
+
vn,i∑
p=1
Ä
Yl,vn,i,n ×X
vn,i−1 × LT (W )(t
n,i
p )
ä
.
The three cases separated by the sign + in W ′1(X) corresponds to the cases (a.),
(b.) and (c.). The index m in the third line ofW ′1(X) matches with m(s). W
′
2(X)
corresponds to case (d.). The index n in W ′2(X) matches with n(s) and the index
q corresponds to the cases 1.-. . . -rn(s) in which we are for tn(s) 6≤ sn(s). W
′i
2 (X)
matches with t
n(s)
i 6≤ s
n(s)
j , where p in W
′i
2 (X) corresponds to pi,j(s).
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Now, following the here-described characterization of L(t) thoroughly step-by-
step, one can see that there exists a mapping f from {w(s1, . . . , sn) ∈ W (T (W )) :
◦[w(s1, . . . , sn)] ∈ L(t)} into W
′(T (W )) such that if we have f(w(s1, . . . , sn)) =
w′(s′1, . . . , s
′
m), then {s
′
1, . . . , s
′
m} ⊆ {s1, . . . , sn} ⊆ L(t) and if the inequality
f(w(s1, . . . , sn)) ≤W ′(T (W )) f(w(s1, . . . , sk)) holds, then w(s1, . . . , sn) ≤W (T (W ))
w(s1, . . . , sk). We do not explicitly write out the full details of this argument
because in Theorem 4.1 we will do a similar proof (written out in full details) and
that proof is less messy.
We pinpoint a mapping g from L(t) into T (W ′). This mapping will be a quasi-
embedding. We do this by induction on the complexity of the terms in L(t). Let
g(◦) be ◦. Let s be an element of L(t), defined as in (1). By induction, we can
assume that g(si) and g(s
i,j
k ) are already defined. We know that s is equal to
◦
ï
w(s1, . . . , sml′ , s
1,1
1 , . . . , s
nl′ ,r
′
n
l′
wn
l′
,r′n
l′
)
ò
for a certain element w(·, . . . , ·) in W . Denote
f(×s) = f
Å
w(s1, . . . , sml′ , s
1,1
1 , . . . , s
nl′ ,r
′
n
l′
wn
l′
,r′n
l′
)
ã
as w′(s′1, . . . , s
′
m) ∈ W
′(L(t)) with {s′1, . . . , s
′
m} ⊆
ß
s1, . . . , sml′ , s
1,1
1 , . . . , s
nl′ ,r
′
n
l′
wn
l′
,r′n
l′
™
.
Define g(s) as ◦[w′(g(s′1), . . . , g(s
′
m))]. We want to prove that the mapping g is a
quasi-embedding.
We prove by induction on the sum of the complexities of s and s that the
inequality g(s) ≤T (W ′) g(s) implies s ≤T (W ) s. If s or s is equal to ◦, then this
is trivial. Now, let s = ◦[w(s1, . . . , sn)] and s = ◦[w(s1, . . . , sn)]. Assume that
f(w(s1, . . . , sn)) is equal to w
′(s′1, . . . , s
′
m) and f(w(s1, . . . , sn)) is w
′(s′1, . . . , s
′
m).
So we have
◦[w′(g(s′1), . . . , g(s
′
m))] = g(s) ≤T (W ′) g(s) = ◦[w
′(g(s′1), . . . , g(s
′
m))].
Then either g(s) ≤T (W ′) g(s
′
q) for a certain q or
w′(g(s′1), . . . , g(s
′
m)) ≤W ′(T (W ′)) w
′(g(s′1), . . . , g(s
′
m)).
In the first case, s ≤ s′q ≤ s. In the latter case, the induction hypothesis yields
that g is a quasi-embedding from the set {s′1, . . . , s
′
m, s
′
1, . . . , s
′
m} to T (W
′). Hence,
the Lifting Lemma implies w′(s1, . . . , s
′
m) ≤W ′(T (W )) w
′(s′1, . . . , s
′
m). So f(×s) ≤
f(×s), hence ×s ≤ ×s. From this we can conclude that s ≤ s.
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So g is a quasi-embedding from L(t) in T (W ′). If o(W ′(Ω)) < o(W (Ω)), the
main induction hypothesis yields T (W ′) is a wpo and o(T (W ′)) ≤ ϑ(o(W ′(Ω))).
Therefore, using Lemma 2.7, L(t) is a wpoand o(L(t)) ≤ ϑ(o(W ′(Ω))). If additio-
nally k(o(W ′(Ω))) < ϑ(o(W (Ω))), we can conclude that the inequality o(L(t)) <
ϑ(o(W (Ω))) holds, the objective that we want to achieve. Thus if we can prove
that o(W ′(Ω)) < o(W (Ω)) and k(o(W ′(Ω))) < ϑ(o(W (Ω))), we can end the proof
of this theorem.
1) o(W ′(Ω)) < o(W (Ω)).
For notational convenience, we write Y instead of o(Y) for wpo’s Y. Additionally,
we write α∗ instead of o(α∗) for ordinal numbers α.
o(W ′i2 (Ω)) <
kl,n⊕
j=0,j 6=vn,i
Ä
Yl,j,n ⊗ Ω
j
ä
⊕
(
lYl,vn,i,n(yn,i)⊗ Ω
vn,i
)
⊕ Ωvn,i
≤
kl,n⊕
j=0
Ä
Yl,j,n ⊗ Ω
j
ä
. (2)
We know that
(⊕kl,n
j=0 Yl,j,n ⊗ Ω
j
)∗
is a multiplicative closed ordinal. Therefore,
inequality (2) yieldsÑ
kl,n⊕
j=0
Yl,j,n ⊗ Ω
j
éq−1
⊗ o(W ′12 (Ω)
∗)⊗ · · · ⊗ o(W ′q2 (Ω)
∗) <
Ñ
kl,n⊕
j=0
Yl,j,n ⊗ Ω
j
é∗
.
From the assumption that kl,n > 0 and Yl,kl,n,n 6= ∅, we also have
Zl ⊗
Ñ
kl,n⊕
j=0
Yl,j,n ⊗ Ω
j
éq−1
⊗ o(W ′12 (Ω)
∗)⊗ · · · ⊗ o(W ′q2 (Ω)
∗)
<
Ñ
kl,n⊕
j=0
Yl,j,n ⊗ Ω
j
é∗
.
Because Ñ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml
is additive closed, we obtain
o(W ′2(X)) <
Ñ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml
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and
ml⊕
m=1
ÑÑ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml−1 ⊗ LT (W )(tm)⊗ Zl
è
⊕ o(W ′2(X))
<
Ñ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml .
Therefore,
o(W ′(Ω))
<
N⊕
i=0,i 6=l
ÑÑ
ki,1⊕
j=0
Yi,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
ki,ni⊕
j=0
Yi,j,ni ⊗ Ω
j
é∗
⊗ Ωmi ⊗ Zi
é
⊕
ÑÑ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml ⊗ lZ l(z)
é
⊕
ÑÑ
kl,1⊕
j=0
Yl,j,1 ⊗ Ω
j
é∗
⊗ · · · ⊗
Ñ
kl,nl⊕
j=0
Yl,j,nl ⊗ Ω
j
é∗
⊗ Ωml
é
≤ o(W (Ω)).
2) k(o(W ′(Ω))) < ϑ(o(W (Ω))).
We know that o(W (Ω)) ≥ Ω, hence ϑ(o(W (Ω))) is an epsilon number. So from
Lemmas 2.19 and 2.20 the claim follows if Yi,j,k, Zi, lT (W )(ti) and lT (W )(t
i,j
k ) are all
smaller than ϑ(o(W (Ω))). We know that this is true for lT (W )(ti) and lT (W )(t
i,j
k ),
by the sub-induction hypothesis. Furthermore, we have Yi,j,k,Zk ≤ k(o(W (Ω))) <
ϑ(o(W (Ω))) using Lemma 2.19.
Theorem 3.2. IfW (X) = X∗∗, then T (W ) is a wpoand o(T (W )) ≤ ϑ(o(W (Ω)))
= ϑ
(
ΩΩ
Ωω
)
.
Proof. We show that L(t) is a wpo and l(t) < ϑ
(
ΩΩ
Ωω
)
for every t in T (W ) by
induction on the complexity of t. The theorem then follows from Theorem 2.5.
If t = ◦, then left-set L(t) is the empty wpo and l(t) = 0 < ϑ
(
ΩΩ
Ωω
)
. Assume
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now that t = ◦((t11, . . . , t
1
n1
), . . . , (tk1, . . . , t
k
nk
)). From the induction hypothesis, we
know that L(tij) are wpo’s and l(t
i
j) < ϑ(o(W (Ω))). Assume
s = ◦((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)).
Then t ≤ s iff t ≤ sij for certain i and j or
((t11, . . . , t
1
n1
), . . . , (tk1, . . . , t
k
nk
))≤∗∗((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)).
Hence, s ∈ L(t) iff sij ∈ L(t) for every i and j and one of the following holds
1. (t11, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
ni
) for every i,
2. there exists an index l1 such that (t
1
1, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
mi
) for every
i < l1, (t
1
1, . . . , t
1
n1
) ≤∗ (sl11 , . . . , s
l1
ml1
) and (t21, . . . , t
2
n2
) 6≤∗ (si1, . . . , s
i
mi
) for
every i > l1,
3. there exist indices l1 < l2 such that (t
1
1, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
mi
) for every
i < l1, (t
1
1, . . . , t
1
n1
) ≤∗ (sl11 , . . . , s
l1
ml1
), (t21, . . . , t
2
n2
) 6≤∗ (si1, . . . , s
i
mi
) for every
l1 < i < l2, (t
2
1, . . . , t
2
n2
) ≤∗ (sl21 , . . . , s
l2
ml2
) and (t31, . . . , t
3
n3
) 6≤∗ (si1, . . . , s
i
mi
)
for every i > l2,
. . .
k. there exist indices l1 < · · · < lk−1 such that (t
1
1, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
mi
)
for every i < l1, (t
1
1, . . . , t
1
n1
) ≤∗ (sl11 , . . . , s
l1
ml1
), (t21, . . . , t
2
n2
) 6≤∗ (si1, . . . , s
i
mi
)
for every l1 < i < l2, (t
2
1, . . . , t
2
n2
) ≤∗ (sl21 , . . . , s
l2
ml2
), ..., (tk−11 , . . . , t
k−1
nk−1
) ≤∗
(s
lk−1
1 , . . . , s
lk−1
mlk−1
) and (tk1, . . . , t
k
nk
) 6≤∗ (si1, . . . , s
i
mi
) for every i > lk−1.
Now, (ti1, . . . , t
i
ni
) 6≤∗ (sj1, . . . , s
j
mj
) is valid iff one of the following holds
1. sjr ∈ L(t
i
1) for every r,
2. there exists an index ri,j1 such that s
j
r ∈ L(t
i
1) for every r < r
i,j
1 , t
i
1 ≤ s
j
r
i,j
1
and sjr ∈ L(t
i
2) for every r > r
i,j
1 ,
. . .
ni. there exist indices r
i,j
1 < · · · < r
i,j
ni−1 such that s
j
r ∈ L(t
i
1) for every r < r
i,j
1 ,
ti1 ≤ s
j
r
i,j
1
, sjr ∈ L(t
i
2) for every r
i,j
2 > r > r
i,j
1 ,..., t
i
ni−1
≤ sj
r
i,j
ni−1
and sjr ∈ L(t
i
ni
)
for every r > ri,jni−1.
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Define
W ′(X) :=
k⊕
i=1
ÑÑ
n1⊕
j=1
L(t11)
∗ ⊗X ⊗ · · · ⊗X ⊗ L(t1j )
∗
é∗
⊗X∗ ⊗ . . .
⊗ X∗ ⊗
Ñ
ni⊕
j=1
L(ti1)
∗ ⊗X ⊗ · · · ⊗X ⊗ L(tij)
∗
é∗é
.
If s = ◦((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)) is an element in L(t), we can interpret
((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)) as an element of W ′(L(t)). Denote this interpre-
tation as f(×s) = w(s1, . . . , sn), with {s1, . . . , sn} ⊆ {s
1
1, . . . , s
l
ml
} ⊆ L(t).
For example assume that case 2. holds, meaning that there exists an index l1 such
that (t11, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
mi
) for every i < l1, (t
1
1, . . . , t
1
n1
) ≤∗ (sl11 , . . . , s
l1
ml1
)
and (t21, . . . , t
2
n2
) 6≤∗ (si1, . . . , s
i
mi
) for every i > l1. Then assume that for (t
1
1, . . . , t
1
n1
)
6≤∗ (s11, . . . , s
1
m1
) subcase 1. holds, but for (t11, . . . , t
1
n1
) 6≤∗ (si1, . . . , s
i
mi
) with 1 <
i < l1 subcase 2. holds. Additionally, assume that for every i > l1 subcase 2. holds
if we look to (t21, . . . , t
2
n2
) 6≤∗ (si1, . . . , s
i
mi
). In this case, f(×s) = w(s1, . . . , sn) is
equal to ÅÅ
(s11, . . . , s
1
m1
),
Å
(s21, . . . , s
2
r
1,2
1 −1
), s2
r
1,2
1
, (s2
r
1,2
1 +1
, . . . , s2m2)
ã
, . . . ,Å
(sl1−11 , . . . , s
l1−1
r
1,l1−1
1 −1
), sl1−1
r
1,l1−1
1
, (sl1−1
r
1,l1−1
1 +1
, . . . , sl1−1ml1−1
)
ãã
,
(sl11 , . . . , s
l1
ml1
),ÅÅ
(sl1+11 , . . . , s
l1+1
r
2,l1+1
1 −1
), sl1+1
r
2,l1+1
1
, (sl1+1
r
2,l1+1
1 +1
, . . . , sl1+1ml1+1
)
ã
, . . . ,Å
(sl1, . . . , s
l
r
2,l
1 −1
), sl
r
2,l
1
, (sl
r
2,l
1 +1
, . . . , slml)
ããã
,
where w(·, . . . , ·) is equal toÅÅ
(s11, . . . , s
1
m1
),
Å
(s21, . . . , s
2
r
1,2
1 −1
), ·, (s2
r
1,2
1 +1
, . . . , s2m2)
ã
, . . . ,Å
(sl1−11 , . . . , s
l1−1
r
1,l1−1
1 −1
), ·, (sl1−1
r
1,l1−1
1 +1
, . . . , sl1−1ml1−1
)
ãã
,
(·, . . . , ·),ÅÅ
(sl1+11 , . . . , s
l1+1
r
2,l1+1
1 −1
), ·, (sl1+1
r
2,l1+1
1 +1
, . . . , sl1+1ml1+1
)
ã
, . . . ,Å
(sl1, . . . , s
l
r
2,l
1 −1
), ·, (sl
r
2,l
1 +1
, . . . , slml)
ããã
,
Using the just-described characterization of the set L(t), one can see that
the inequality f(×s) ≤W ′(T (W )) f(×s
′) yields ×s ≤W (T (W )) ×s
′ for every s, s′ ∈
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L(t)\{◦}. A similar, but more detailed, argument can be found in the proof of
Theorem 4.1.
Define now a mapping g from L(t) into T (W ′) in the following recursive way.
Let g(◦) be ◦. Assume now that s = ◦((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)) ∈ L(t) and
that g(sij) is already defined for every i and j. If f(×s) = w(s1, . . . , sn), let g(s)
be the element ◦[w(g(s1), . . . , g(sn))] in T (W
′). If s is the example as before, then
g(s) is defined as
◦
ÅÅ
(s11, . . . , s
1
m1
),
Å
(s21, . . . , s
2
r
1,2
1 −1
), g(s2
r
1,2
1
), (s2
r
1,2
1 +1
, . . . , s2m2)
ã
, . . . ,Å
(sl1−11 , . . . , s
l1−1
r
1,l1−1
1 −1
), g(sl1−1
r
1,l1−1
1
), (sl1−1
r
1,l1−1
1 +1
, . . . , sl1−1ml1−1
)
ãã
,
(
g(sl11 ), . . . , g(s
l1
ml1
)
)
,ÅÅ
(sl1+11 , . . . , s
l1+1
r
2,l1+1
1 −1
), g(sl1+1
r
2,l1+1
1
), (sl1+1
r
2,l1+1
1 +1
, . . . , sl1+1ml1+1
)
ã
, . . . ,Å
(sl1, . . . , s
l
r
2,l
1 −1
), g(sl
r
2,l
1
), (sl
r
2,l
1 +1
, . . . , slml)
ããã
.
Is g a quasi-embedding? We claim that g(s) ≤T (W ′) g(s
′) implies s ≤T (W ) s
′
by induction on the sum of the complexities of s and s′. If s′ = ◦ or s = ◦, then
this is trivial. Let
s = ◦((s11, . . . , s
1
m1
), . . . , (sl1, . . . , s
l
ml
)),
s′ = ◦((s′11 , . . . , s
′1
p1
), . . . , (s′r1 , . . . , s
′r
pr
))
and assume that g(s) ≤ g(s′), f(×s) = w(s1, . . . , sn) and f(×s
′) = w′(s′1, . . . , s
′
n′).
Then either g(s) ≤ g(s′i) for a certain i or ×g(s) ≤W ′(T (W ′)) ×g(s
′). In the
former case, the induction hypothesis yields s ≤ s′i ≤ s
′. In the latter case,
we have w(g(s1), . . . , g(sn)) ≤W ′(T (W )) w
′(g(s′1), . . . , g(s
′
n′)). The induction hy-
pothesis yields that g is a quasi-embedding from the set {s1, . . . , sn, s
′
1, . . . , s
′
n′}
to T (W ′). Hence, the Lifting Lemma implies f(×s) = w(s1, . . . , sn) ≤W ′(T (W ))
w′(s′1, . . . , s
′
n′) = f(×s
′). From the properties of f , we obtain ×s ≤W (T (W )) ×s
′,
hence s ≤T (W ) s
′.
Now, Lemma 2.7 and Theorem 3.1 yield that L(t) is a wpo and
o(L(t)) ≤ o(T (W ′)) ≤ ϑ(o(W ′(Ω))).
So we can end this proof if we can show that ϑ(o(W ′(Ω))) < ϑ
(
ΩΩ
Ωω
)
. For
notational convenience, we write Y instead of o(Y) and Y∗ instead of o(Y∗) for
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wpo’s Y. From the induction hypothesis, we know that l(tij) < ϑ
(
ΩΩ
Ωω
)
< Ω,
hence l(ti1)
∗ ⊗ Ω⊗ · · · ⊗ Ω⊗ l(tij)
∗ < Ωn for a certain finite n. Therefore,Ñ
ni⊕
j=1
l(ti1)
∗ ⊗ Ω⊗ · · · ⊗ Ω⊗ l(tij)
∗
é
+ 1 < Ωω
and Ñ
ni⊕
j=1
l(ti1)
∗ ⊗ Ω⊗ · · · ⊗ Ω⊗ l(tij)
∗
é∗
< ΩΩ
Ωω
.
From this it follows that o(W ′(Ω)) < ΩΩ
Ωω
. Now
o(W ′(Ω)) =
k⊕
i=1
ÑÑ
n1⊕
j=1
l(t11)
∗ ⊗ Ω⊗ · · · ⊗ Ω⊗ l(t1j)
∗
é∗
⊗ Ω∗ ⊗ . . .
⊗ Ω∗ ⊗
Ñ
ni⊕
j=1
l(ti1)
∗ ⊗ Ω⊗ · · · ⊗ Ω⊗ l(tij)
∗
é∗é
=
k⊕
i=1
Ñ
Ωω(i−1) ⊗
Ñ
n1⊕
j=1
Ωj−1 ⊗ l(t11)
∗ ⊗ · · · ⊗ l(t1j )
∗
é∗
⊗ . . .
⊗
Ñ
ni⊕
j=1
Ωj−1 ⊗ l(ti1)
∗ ⊗ · · · ⊗ l(tij)
∗
é∗é
.
Using Lemmas 2.19 and 2.20, k(o(W ′(Ω))) < ϑ
(
ΩΩ
Ωω
)
is valid if
l(ti1)
∗ ⊗ · · · ⊗ l(tij)
∗ < ϑ
(
ΩΩ
Ωω
)
.
This is true because l(tij) < ϑ
(
ΩΩ
Ωω
)
and ϑ
(
ΩΩ
Ωω
)
is an epsilon number.
These results can be generalized to the following theorem. We do not give the
proof as it is very technical and it will not provide new insights because it follows
the same procedures as in Theorems 3.1 and 3.2.
Theorem 3.3. Suppose that W ∈Map consists only of ·, +, ×, ∗ and countable
wpo’s Xi. Then T (W ) is a wpo and o(T (W )) ≤ ϑ(o(W (Ω))).
One can also show that ϑ(o(W (Ω))) is a lower bound for o(T (W )) if o(W (Ω)) ≥
Ω3. However, the purpose of this section is to proof theorems that are needed in
section 4. Therefore, we skip the proof of the lower bound.
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4 An order-theoretic approach of the Howard-
Bachmann ordinal
The previous section yields
o(T (·
n︷ ︸︸ ︷
∗ · · · ∗)) = ϑ(Ω2n−1[ω]).
Therefore, the tree-structures T (·
n︷ ︸︸ ︷
∗ · · · ∗) give rise to representations of countable
ordinals strictly below the Howard-Bachman ordinal and the ‘limit’ of these struc-
tures will be equal to this famous ordinal. But what do we mean by the ‘limit’ of
these structures? In some sense, the set of binary trees is the limit of an iteration
of the ∗-operator. Hence, one can expect that o(T (B(·))) = supn<ω ϑ(Ω2n−1[ω]) =
ϑ(εΩ+1). In this section, we will prove that this is indeed the case. This result
yields that the Howard-Bachmann ordinal can be represented as a tree-structure
using binary trees, or more specifically, as the wpo (T2,≤gap).
Theorem 4.1. T (B(·)) is a wpo and o(T (B(·))) ≤ ϑ(εΩ+1).
Proof. We prove that L(t) is a wpo and l(t) < ϑ(εΩ+1) for every t in T (B(·)) by
induction on the complexity of t. The theorem then follows from Theorem 2.5. If
t = ◦, then L(t) is the empty wpo and l(t) = 0 < ϑ(εΩ+1).
Let B(t1, . . . , tn) be an element of B(T (B(·))). If we write B(t1, . . . , tn), we
mean that the leaf-labels are elements of {t1, . . . , tn}. If it is clear from the
context, we sometimes write B instead of B(t1, . . . , tn). If B(t1, . . . , tn) is a tree of
height zero with leaf-label ti, define WB(X) as the partial ordering B(LT (B(·))(ti)).
Remark that · does not occur in WB. If B(t1, . . . , tn) is a tree with immediate
subtrees B1 and B2, define WB(X) = WB(t1,...,tn)(X) as
(WB1(X) +WB2(X))
∗ ×X.
We prove by induction on the height of the tree B that there exists a mapping gB
from
LB := {D(d1, . . . , dk) ∈ B(T (B(·))) : B(t1, . . . , tn) 6≤B(T (B(·))) D(d1, . . . , dk)}
to the partial ordering WB(T (B(·))) such that gB is a quasi-embedding and if
gB(D) = w(d
′
1, . . . , d
′
m), with w an element in WB and d
′
1, . . . , d
′
m ∈ T (B(·)), then
{d′1, . . . , d
′
m} ⊆ {d1, . . . , dk}.
i) height(B) = 0.
Let B(t1, . . . , tn) be a tree with one node and leaf-label ti. Then D(d1, . . . , dk) ∈
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LB iff dj ∈ L(ti) for every j. Define then the element gB(D(d1, . . . , dk)) as
D(d1, . . . , dk) ∈ B(LT (B(·))(ti)) = WB(T (B(·))). If we write gB(D) as w(d
′
1, . . . , d
′
m),
then m = 0, hence one can show easily that the desired properties of gB are valid.
ii) height(B) > 0.
Let B(t1, . . . , tn) be a binary tree with immediate subtrees B1 and B2. By the
induction hypothesis, there exist functions gB1 and gB2 with the wanted properties.
Now, Pick an arbitrary D(d1, . . . , dk) ∈ B(T (B(·))). Then B(t1, . . . , tn) 6≤B(T (B(·)))
D(d1, . . . , dk) is valid iff one of the following holds
1. D(d1, . . . , dk) is a binary tree of height 0 with label di,
2. D(d1, . . . , dk) is a tree of height strictly larger than 0 with immediate sub-
trees D1 and D2, B(t1, . . . , tn) 6≤B(T (B(·))) Di for i = 1, 2 and one of the
following occurs
(a) B1 6≤B(T (B(·))) D1,
(b) B1 ≤B(T (B(·))) D1 and B2 6≤B(T (B(·))) D2.
Because B(t1, . . . , tn) 6≤B(T (B(·))) Di for i = 1, 2, we can also use the above case-
study for the trees D1 and D2. This leads us to the following definition. Choose
an arbitrary D(d1, . . . , dk) ∈ LB. Define E0 and F0 as D(d1, . . . , dk). Assume
that we have Ei and Fi for a certain i as elements of B(T (B(·))). If Fi is a tree of
height strictly larger than 0, we want to define Ei+1 and Fi+1. Suppose that F
1
i
and F 2i are the immediate subtrees of Fi. Then define Ei+1 as®
F 1i in case that 2.(a) holds if we look to the condition B 6≤B(T (B(·))) Fi
F 2i in case that 2.(b) holds if we look to the condition B 6≤B(T (B(·))) Fi.
(3)
Let xi+1 be the number j such that Ei+1 = F
j
i and let Fi+1 be F
3−xi+1
i , the
other immediate subtree of Fi. From this definition, we obtain a finite sequence
E0, E1, . . . , Ep, Fp with E0 = D and Fp a tree of height 0. Therefore, Fp consists
of only one node with a label, let us say, s. Note that s is also a leaf-label of the
tree D. Define now gB(D) as follows using the fact that we have gB1 and gB2 :
gB(D) := ((gBx1 (E1), . . . , gBxp (Ep)), s).
Note that Bxi 6≤ Ei, which means that Ei ∈ LBxi . So gBxi (Ei) is well-defined,
hence gB(D) ∈ WB(T (B(·))). Does g satisfies the desired properties?
First, we already noted that s is a leaf-label of D(d1, . . . , dk). Secondly, if
gBxi (Ei) is equal to wi(s
i
1, . . . , s
i
ni
), then by the induction hypothesis and the
fact that Ei is a subtree of D, we obtain {s
i
1, . . . , s
i
ni
} ⊆ {d1, . . . , dk}. Hence, if
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gB(D) = w(d
′
1, . . . , d
′
m) ∈ WB(T (B(·))), then {d
′
1, . . . , d
′
m} ⊆ {d1, . . . , dk}. Now
we want to prove that g is a quasi-embedding. Let E0, E1, . . . , Eq, Fq and y1, . . . , yq
be the finite sequences forthcoming from definition (3), the definitions of xi+1 and
Fi+1, but now starting with D(d1, . . . , dl) ∈ LB. Denote the label of the tree Fq
of height zero as s. Assume furthermore that
gB(D) = ((gBx1 (E1), . . . , gBxp (Ep)), s)
≤WB(T (B(·))) gB(D) = ((gBy1 (E1), . . . , gByq (Eq)), s). (4)
We show that inequality D(d1, . . . , dk) ≤B(T (B(·))) D(d1, . . . , dl) holds by induction
on q.
From (4), we obtain s ≤T (B(·)) s. Furthermore, there exist indices 1 ≤ i1 <
· · · < ip ≤ q such that gBxj (Ej) ≤ gByij
(Eij ). Because the left hand side of
this inequality is in WBxj (T (B(·))) and the right hand side in WByij
(T (B(·))), we
obtain xj = yij for every j. Furthermore, Ej ≤B(T (B(·))) Eij for every j, because
gBxj is a quasi-embedding.
If q = 0, then also p = 0. Therefore, D is a tree of height zero with leaf-label s
and D is a tree of the same height with leaf-label s. Hence D ≤B(T (B(·))) D. Now
let q > 0. By construction,
gB(F1) = ((gBx2 (E2), . . . , gBxp (Ep)), s),
gB(Fi1) = ((gByi1+1
(Ei1+1), . . . , gByq (Eq)), s).
Because gB(D) ≤WB(T (B(·))) gB(D) and gBx1 (E1) is mapped onto gByi1
(Ei1), we
obtain gB(F1) ≤WB(T (B(·))) gB(Fi1). Hence, by the sub-induction hypothesis on q,
we have the inequality F1 ≤B(T (B(·))) Fi1 . We also know that E1 ≤B(T (B(·))) Ei1
and x1 = yi1. If x1 = 1, then E1 is the left-immediate subtree of F0 = D and
Ei1 is the left-immediate subtree of Fi1−1. Furthermore, F1 is the right-immediate
subtree of F0 = D and Fi1 is the right-immediate subtree of Fi1−1. We conclude
that D = F0 ≤B(T (B(·))) Fi1−1 ≤B(T (B(·))) F0 = D. The same argument holds for
x1 = 2. Therefore, gB is a quasi-embedding.
Assume t = ◦[B(t1, . . . , tn)] ∈ T (B(·)) with B(t1, . . . , tn) a binary tree in the
partial ordering B(T (B(·))) and assume that L(ti) are wpo’s and l(ti) < ϑ(εΩ+1).
We want to prove that L(t) is a wpo and l(t) < ϑ(εΩ+1).
First of all, we define a quasi-embedding f from L(t) into T (WB). First note that
d = ◦[D(d1, . . . , dk)] ∈ L(t) iff di ∈ L(t) and D(d1, . . . , dk) ∈ LB. Define f(◦) as
◦. Suppose d = ◦[D(d1, . . . , dk)] ∈ L(t) and that f(d1), . . . , f(dk) are already de-
fined. If gB(D) = w(d
′
1, . . . , d
′
m) ∈ WB(T (B(·))) with {d
′
1, . . . , d
′
m} ⊆ {d1, . . . , dk},
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define f(d) as ◦[w(f(d′1), . . . , f(d
′
m))] ∈ T (WB). Now we want to prove that f is
a quasi-embedding.
Assume f(d) ≤T (WB) f(d). We prove that this implies d ≤T (B(·)) d by induction
on the sum of the complexities of d and d. If d or d is equal to ◦, then this is triv-
ial. Assume gB(D(d1, . . . , dk)) = w(d
′
1, . . . , d
′
m), gB(D(d1, . . . , dl)) = w(d
′
1, . . . , d
′
p)
with {d′1, . . . , d
′
m} ⊆ {d1, . . . , dk} and {d
′
1, . . . , d
′
p} ⊆ {d1, . . . , dl} and
f(d) = f(◦[D(d1, . . . , dk)]) = ◦[w(f(d
′
1), . . . , f(d
′
m))]
≤T (WB)f(d) = f(◦[D(d1, . . . , dl)]) = ◦[w(f(d
′
1), . . . , f(d
′
p))].
This implies either f(d) ≤T (WB) f(d
′
i) for some i or
w(f(d′1), . . . , f(d
′
m)) ≤WB(T (WB)) w(f(d
′
1), . . . , f(d
′
p)).
In the former case, the induction hypothesis yields d ≤T (B(·)) d′i ≤T (B(·)) d. In
the latter case, we observe that the induction hypothesis implies that f is a
quasi-embedding from {d1, . . . , dk, d1, . . . , dl} to T (WB). Therefore, the Lift-
ing Lemma brings the inequality gB(D) ≤WB(T (WB)) gB(D). Hence we have
D(d1, . . . , dk) ≤B(T (B(·))) D(d1, . . . , dl) and d ≤T (B(·)) d. We conclude that f is
a quasi-embedding.
By Lemma 2.7 and Theorem 3.3 we obtain that L(t) is a wpo and
o(L(t)) ≤ o(T (WB)) ≤ ϑ(WB(Ω)).
So if ϑ(WB(Ω)) < ϑ(εΩ+1), we can end this proof. We prove simultaneously by
induction on the height of the tree B that
WB(Ω) < Ωn[1],
k(WB(Ω)) < ϑ(Ωn[1]),
for a certain natural number n. Remark that we writeWB(Ω) instead of o(WB(Ω))
for notational convenience. From this it follows that ϑ(WB(Ω)) < ϑ(εΩ+1).
If the height of the tree B is zero, we definedWB(X) as B(LT (B(·))(ti)). Because
we assumed that l(ti) < ϑ(εΩ+1), we know that l(ti) < ϑ(Ωm[1]) < Ω for a certain
natural number m ≥ 2. Hence
k(WB(Ω)) = k(o(B(L(ti)))) = o(B(L(ti))) ≤ εl(ti)+1
< εϑ(Ωm[1])+1 = ϑ(Ω + ϑ(Ωm[1])) ≤ ϑ(Ωm+1[1])
and
WB(Ω) ≤ εl(ti)+1 < Ω < Ωm+1[1].
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Assume that the height of B is strictly larger than zero such that B1 and B2
are immediate subtrees of B. Because of the induction hypothesis, we know that
there exists a natural number m such that
WB1(Ω) < Ωm[1],
k(WB1(Ω)) < ϑ(Ωm[1]),
WB2(Ω) < Ωm[1],
k(WB2(Ω)) < ϑ(Ωm[1]).
We defined WB(X) as (WB1(X) +WB2(X))
∗ ×X , hence
WB(Ω) < ω
ωΩm[1]⊕Ωm[1]⊕1 ⊗ Ω < Ωn1 [1]
for a certain n1 large enough. Furthermore, by Lemma 2.19
k(WB(Ω)) = k
Å
ωω
WB1
(Ω)⊕WB2
(Ω)(±1)
⊗ Ω
ã
< ϑ(Ωn2 [1])
for some n2 large enough. Taking n = max{n1, n2}, we can end this proof.
Before we prove that the Howard-Bachmann ordinal is a lower bound of the
maximal order type of T (B(·)), we give a lemma.
Lemma 4.2. Suppose α < ϑ(εΩ+1) and α ∈ P , the set of additively closed ordi-
nals. Then α can be uniquely written as
α = ϑ(β),
with β = 0 or
β =NF Ω
β1γ1 + · · ·+ Ω
βnγn < εΩ+1,
such that β > β1 > · · · > βn and 0 < γi < Ω and k(β) < α.
Proof. This follows from standard properties of the ϑ-function. A proof of this
fact can be found in an unpublished article of Buchholz.
If you look closer at the proof of the next theorem, one can see how every
ordinal number below ϑ(εΩ+1) can be represented as an element of T (B(·)). Note
that this proof can be carried out in ACA0 if we have a predefined primitive
recursive ordinal notation system for ϑ(εΩ+1).
Theorem 4.3. o(T (B(·))) ≥ ϑ(εΩ+1).
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Proof. Define
g : ϑ(εΩ+1)→ T (B(·))
in the following recursive way. Let g(0) be ◦. Pick an arbitrary α < ϑ(εΩ+1) and
assume that g(β) is already defined for every β < α. If α =CNF ω
α1 + · · ·+ ωαn
with n ≥ 2, define g(α) as ◦[B] with B the following binary tree:
t
t t
t t
t
t
t t
. .
.
✜
✜✜
❭
❭❭
✜
✜✜
❭
❭❭
❭
❭❭
✜
✜✜
❭
❭❭
g(α1)
g(α2)
g(α3)
g(αn) ◦
If α < ϑ(εΩ+1) and α ∈ P , we can write α as ϑ(β) as in Lemma 4.2. Be-
cause every element in K(β) is strictly smaller than α, we can assume that g(γ)
is defined for every γ ∈ K(β). Define g(α) as ◦[f(β)], where we define the binary
tree f(β) in the following recursive way.
Let f(0) be the binary tree with one node and leaf-label ◦:
t
◦
Now, let β = Ωβ1γ1 + · · ·+Ω
βnγn > β1 > · · · > βn ≥ 0 and assume that f(βi)
is already defined for every i. Then define f(β) as
t
t t
t t
t
t
tt
. .
.
✚
✚
✚
❩
❩
❩
✚
✚
✚
❩
❩
❩
❩
❩
❩
✚
✚
✚
❩
❩
❩
g(γ1)
t t
✜
✜
❭
❭
g(γ2)
t t
✜
✜
❭
❭
g(γ3)
t t
✜
✜
❭
❭
g(γn)
t t
✜
✜
❭
❭
◦
✜
✜
✜
❭
❭
❭ f(β1)
✜
✜
✜
❭
❭
❭ f(β2)
✜
✜
✜
❭
❭
❭ f(β3)
✜
✜
✜
❭
❭
❭ f(βn)
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Note that all labels in the tree f(β) are elements of g(K(β)∪ {0}). Additionally,
every element in g(K(β) ∪ {0}) is a label in the tree f(β).
Is g a quasi-embedding? We will show by induction on α′ that g(α) ≤ g(α′)
implies α ≤ α′. If α or α′ is equal to zero, then this is trivial, hence we may
assume that both α and α′ are different from zero. There are now four cases left:
a) g(ωα1 + · · ·+ ωαn) ≤ g(ωα
′
1 + · · ·+ ωα
′
m).
Then either g(α) ≤ g(α′i) or (g(α1), . . . , g(αm)) ≤
∗ (g(α′1), . . . , g(α
′
m)). In both
cases the induction hypothesis yields ωα1 + · · ·+ ωαn ≤ ωα
′
1 + · · ·+ ωα
′
m .
b) g(ϑ(β)) ≤ g(ωα
′
1 + · · ·+ ωα
′
m).
If β = 0, then it is trivial. Assume β 6= 0. Then g(ϑ(β)) ≤ g(ωα
′
1 + · · ·+ ωα
′
m) is
only possible if g(ϑ(β)) ≤ g(α′i) for a certain i. The induction hypothesis yields
ϑ(β) ≤ ωα
′
1 + · · ·+ ωα
′
m .
c) g(ωα
′
1 + · · ·+ ωα
′
m) ≤ g(ϑ(β)).
It is impossible that β = 0, because m ≥ 2. If 0 < β < Ω, then g(ϑ(β)) is equal
to
t✚
✚
✚
❩
❩
❩
t ◦t
g(β)
t t
✜
✜
❭
❭◦
So g(ωα
′
1+· · ·+ωα
′
m) ≤ g(ϑ(β)) can only occur if g(ωα
′
1+· · ·+ωα
′
m) ≤ g(β) because
m ≥ 2. By the induction hypothesis, we obtain that ωα
′
1 + · · ·+ωα
′
m ≤ β < ϑ(β).
In the case that β ≥ Ω, we have that g(ωα
′
1 + · · ·+ ωα
′
m) ≤ g(γ) for a certain γ ∈
K(β)∪{0} or for every α′i, there exists a γi ∈ K(β)∪{0} such that g(α
′
i) ≤ g(γi).
In the former case, we obtain that ωα
′
1 + · · · + ωα
′
m ≤ γ ≤ k(β) < ϑ(β). In the
latter case, we obtain that α′i ≤ γi ≤ k(β) < ϑ(β). Because ϑ(β) is an epsilon
number (β ≥ Ω), we get that ωα
′
1 + · · ·+ ωα
′
m < ϑ(β).
d) g(ϑ(β)) ≤ g(ϑ(β ′))
If β ′ = 0, then β must also be zero, hence ϑ(β) ≤ ϑ(β ′). Now assume that β ′ > 0.
g(ϑ(β)) ≤ g(ϑ(β ′)) is possible if g(ϑ(β)) ≤ g(γ′) for a certain γ′ ∈ K(β ′) ∪ {0}
or if f(β) ≤ f(β ′). In the former case, we obtain by the induction hypothe-
sis that ϑ(β) ≤ γ′ ≤ k(β ′) < ϑ(β ′). If the latter case occurs, then for every
γ ∈ K(β), there exists a γ′ ∈ K(β ′) ∪ {0} such that g(γ) ≤ g(γ′). Hence,
k(β) ≤ k(β ′) < ϑ(β ′). For ending the proof of ϑ(β) ≤ ϑ(β ′), we need to show that
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β ≤ β ′.
We proof by induction on δ′ that f(δ) ≤ f(δ′) implies δ ≤ δ′ for every δ with
K(δ) ⊆ K(β) and every δ′ with K(δ′) ⊆ K(β ′). If this is true can conclude that
β ≤ β ′.
If δ′ = 0 or δ = 0, then this is trivial. Hence we may assume that both δ and δ′
are different from zero. Assume δ′ =NF Ω
δ′1γ′1 + · · · + Ω
δ′mγ′m > 0. Then f(δ
′) is
equal to
t
t t
t t
t
t
tt
. .
.
✚
✚
✚
❩
❩
❩
✚
✚
✚
❩
❩
❩
❩
❩
❩
✚
✚
✚
❩
❩
❩
g(γ′1)
t t
✜
✜
❭
❭
g(γ′2)
t t
✜
✜
❭
❭
g(γ′3)
t t
✜
✜
❭
❭
g(γ′m)
t t
✜
✜
❭
❭
◦
✜
✜
✜
❭
❭
❭ f(δ′1)
✜
✜
✜
❭
❭
❭ f(δ′2)
✜
✜
✜
❭
❭
❭ f(δ′3)
✜
✜
✜
❭
❭
❭ f(δ′m)
b
✐
There are four different subcases:
i) The root of f(δ) is mapped into f(δ′1)
Then f(δ) ≤ f(δ′1), hence, by the induction hypothesis δ ≤ δ
′
1 ≤ δ
′.
ii) The root of f(δ) is mapped on b
This is only possible if δ = Ωδ1γ1. In this case we have that f(δ1) < f(δ
′
1), hence
δ1 < δ
′
1. This implies δ < δ
′.
iii) The root of f(δ) is mapped into the right immediate subtree of f(δ′)
If m = 1, then δ has to be 0, hence δ ≤ δ′. If m > 1, then f(δ) ≤ f(δ′) yields
f(δ) ≤ f(Ωδ
′
2γ′2 + · · ·+ Ω
δ′mγ′m), hence δ < Ω
δ′1γ′1 + · · ·+ Ω
δ′mγ′m = δ
′.
iv) The root of f(δ) is mapped on the root of f(δ′)
Let δ = Ωδ1γ1 + · · · + Ω
δnγn. If the immediate left subtree of f(δ) is mapped
into f(δ′1), then like in case ii), we obtain that δ < δ
′. So suppose not, then
f(δ1) ≤ f(δ
′
1) and g(γ1) ≤ g(γ
′
1). Hence δ1 ≤ δ
′
1 and γ1 ≤ γ
′
1. If δ1 < δ
′
1, then
δ < δ′. Assume δ1 = δ
′
1. If γ1 < γ
′
1, then δ < δ
′. Hence assume γ1 = γ
′
1. If m = 1,
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then δ = δ′. So assume m > 1. There are two cases:
- n = 1
We obtain easily that δ < δ′.
- n ≥ 2
Then f(Ωδ2γ2 + · · · + Ω
δnγn) ≤ f(Ω
δ′2γ′2 + · · · + Ω
δ′mγ′m). Hence the induction
hypothesis yields Ωδ2γ2 + · · ·+ Ω
δnγn ≤ Ω
δ′2γ′2 + · · ·+ Ω
δ′mγ′m, hence δ ≤ δ
′.
5 Bounds on the proof-theoretical ordinals of
RCA0+(Π
1
1(Π
0
3)–CA0)
− and RCA∗0+(Π
1
1(Π
0
3)–CA0)
−
In the last section, we show some independence and provability results about the
already studied wpo’s. To obtain such results, we need bounds on the proof-
theoretical ordinals of theories with light-face Π11-comprehension, which are ob-
tained in this intermediate section. More specifically, we calculate the proof-
theoretical ordinal of RCA0 + (Π
1
1–CA0)
−. As a side question, we were won-
dering what would happen with the ordinal if we replace RCA0 by RCA
∗
0. We
could not pinpoint down the exact strength of these theories, but we could do it
for restricted versions. These restricted theories are fortunately strong enough to
obtain the independence and provability results that we want.
Definition 5.1. Let n ≤ ω. A Π11(Π
0
n)-formula is a formula of the form ∀XB(X),
where B(X) is Π0n. B can contain set and numerical parameters. Note that a Π
0
ω
formula is the same as an arithmetical formula, hence a Π11(Π
0
ω) is a standard Π
1
1-
formula. A (Π11(Π
0
n))
−-formula is a formula of the form ∀XB(X), where B(X)
is Π0n and ∀XB(X) contains no free set parameters. It is allowed that B contains
numerical parameters.
Definition 5.2. Let (F–CA0) be the following well-known comprehension scheme
∃Z∀n(n ∈ Z ↔ A(n)),
where A(n) is a formula in the class F . If F = (Π11(Π
0
n))
−, we denote (F–CA0)
by (Π11(Π
0
n)–CA0)
−
We show the following results.
Theorem 5.3.
1. |RCA0 + (Π
1
1(Π
0
3)–CA0)
−| = ϑ(Ωω),
2. |RCA∗0 + (Π
1
1(Π
0
3)–CA0)
−| ≥ ϕω0 = ϑ(Ω · ω).
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For clarity, we give the definition of ACA0, RCA0 and RCA
∗
0
Definition 5.4. Both ACA0 and RCA0 are theories in the language of second
order arithmetic L2. The axioms of ACA0 are the basic axioms in second or-
der arithmetic and the induction axiom for sets together with comprehension for
arithmetical formulas. RCA0 consists of the basic axioms, Σ
0
1-induction and ∆
0
1-
comprehension. Let L2(exp) be the language L2 augmented by a binary operation
symbol exp that denotes the exponential function. Define RCA∗0 as the L2(exp)-
theory consisting of the basic axioms, the exponentiation axioms, Σ00-induction
and ∆01-comprehension.
From more information on reverse mathematics and theories in second order
arithmetic, we refer the reader to [22].
5.1 Lower bounds
These proofs and definitions follow the procedure as in [17], but they need some
refinements. Firstly, we give a primitive recursive ordinal notation system for
ϑ(εΩ+1) which is suitable for using in ACA0 + (F–CA0). Then, we introduce an
notation system without ω-exponentiation which is suitable to use in RCA0 +
(F–CA0) and RCA
∗
0 + (F–CA0).
Definition 5.5. Define inductively a set OT (ϑ) of ordinals and a natural number
Gϑα for α ∈ OT (ϑ) as follows:
1. 0 ∈ OT (ϑ) and Gϑ(0) := 0,
2. if α = Ωα1β1+ · · ·+Ω
αnβn with n ≥ 1, α1 > · · · > αn and Ω > β1, . . . , βn >
0, then
(a) if (n > 1 or α1 > 0) and α1, . . . , αn, β1, . . . , βn ∈ OT (ϑ), then α ∈
OT (ϑ) and Gϑα := max{Gϑ(α1), . . . , Gϑ(αn), Gϑ(β1), . . . , Gϑ(βn)}+1,
(b) if n = 1, α1 = 0 and α = ω
δ1 + · · ·+ ωδm > δ1 ≥ · · · ≥ δm with m ≥ 2
and δ1, . . . , δm ∈ OT (ϑ), then α ∈ OT (ϑ) and
Gϑα := max{Gϑ(δ1), . . . , Gϑ(δm)}+ 1,
3. if α = ϑβ and β ∈ OT (ϑ), then α ∈ OT (ϑ) and Gϑα := Gϑβ + 1.
Because ϑβ is always additively closed and ϑ is injective, the function Gϑ is
well-defined. Remark that Ω ∈ OT (ϑ), because Ω = Ω1 · 1 and 1 = ϑ(0).
Lemma 5.6. If ξ ∈ OT (ϑ), then K(ξ) ⊆ OT (ϑ). Furthermore, Gϑ(k(ξ)) ≤ Gϑ(ξ)
for all ξ in OT (ϑ).
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Proof. We proof this by induction on Gϑ(ξ). If ξ = 0, then this trivially holds.
If ξ = ϑ(ξ′), then K(ξ) = {ξ}, hence this also trivially holds. Assume ξ =
Ωξ1β1 + · · ·+ Ω
ξnβn with n ≥ 1, ξ1 > · · · > ξn and Ω > ξ1, . . . , ξn > 0. If n = 1
and ξ1 = 0, then also K(ξ) = {ξ}, hence the proof is valid. Let now n > 1 or
ξ1 > 0. Then K(ξ) = {β1, . . . , βn}∪K(ξ1)∪· · ·∪K(ξn). The induction hypothesis
yields K(ξ) ⊆ OT (ϑ). Furthermore, Gϑ(k(ξi)) ≤ Gϑ(ξi) < Gϑ(ξ). Therefore, the
strict inequality Gϑ(k(ξ)) = Gϑ(maxi{k(ξi), βi}) < Gϑ(ξ) holds.
Each ordinal α ∈ OT (ϑ) has a unique normal form using the symbols 0, ω,Ω,+,
ϑ. The relation α < β can expressed using the ordinals appearing in their normal
form (by Lemma 2.18), which have strictly smaller Gϑ-values by the previous
Lemma 5.6. Hence, the following lemma holds.
Lemma 5.7. If we use a specific coding of (OT (ϑ), <OT (ϑ)) in the natural num-
bers, then (OT (ϑ)∩Ω, <OT (ϑ)) can be interpreted as a primitive recursive ordinal
notation system for the ordinal ϑ(εΩ+1). Furthermore, one can choose this coding
in such a way that ∀ξ ∈ K(α)(ξ ≤N α).
This is the ordinal notation system that we will use if we work in the theory
ACA0 + (F–CA0). However, in the theory RCA0 + (F–CA0) and RCA
∗
0 +
(F–CA0), we use a different ordinal notation system OT
′(ϑ) without ω-exponen-
tiation.
Definition 5.8. Define inductively a set OT ′(ϑ) of ordinals and a natural number
G′ϑα for α ∈ OT
′(ϑ) as follows:
1. 0 ∈ OT ′(ϑ) and G′ϑ(0) := 0,
2. if α = Ωnβn + · · ·+ Ω
0β0, with Ω > βn > 0 and Ω > β0, . . . , βn−1, then
(a) if n > 0 and β0, . . . , βn ∈ OT
′(ϑ), then α ∈ OT ′(ϑ) and
G′ϑα := max{G
′
ϑ(β0), . . . , G
′
ϑ(βn)}+ 1,
(b) if n = 0 and α =NF δ1+ · · ·+ δm with m ≥ 2 and δ1, . . . , δm ∈ OT
′(ϑ),
then α ∈ OT ′(ϑ) and G′ϑα := max{G
′
ϑ(δ1), . . . , G
′
ϑ(δm)}+ 1,
3. if α = ϑβ and β ∈ OT ′(ϑ), then α ∈ OT ′(ϑ) and G′ϑα := G
′
ϑβ + 1.
NF stands for normal form.
Also in this ordinal notation system, G′ϑ is well-defined.
Lemma 5.9. If ξ ∈ OT ′(ϑ), then K(ξ) ⊆ OT ′(ϑ). Furthermore, G′ϑ(k(ξ)) ≤
G′ϑ(ξ) for all ξ in OT
′(ϑ).
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Proof. If ξ = 0, then this trivially holds. If ξ = ϑ(ξ′), then K(ξ) = {ξ}, hence
this also trivially holds. Assume ξ = Ωnξn + · · · + Ω
0ξ0 with Ω > ξn > 0 and
Ω > ξ1, . . . , ξ−1. If n = 0, then also K(ξ) = {ξ}, hence the proof is valid. Let
now n > 0. Then K(ξ) ⊆ {n, . . . , 0, ξ0, . . . , ξn}. We know ξ0, . . . , ξn ∈ OT
′(ϑ).
Additionally, it is trivial to show {n, . . . , 0} ⊆ OT ′(ϑ). Hence, K(ξ) ⊆ OT ′(ϑ).
It is also trivial to show that G′ϑ(m) ≤ 2 for all natural numbers m. Therefore,
G′ϑ(n) ≤ G
′
ϑ(ξ) because G
′
ϑ(ξn) ≥ 1. Also, G
′
ϑ(ξi) < G
′
ϑ(ξ). Hence G
′
ϑ(k(ξ)) =
G′ϑ(maxi{n, ξi}) < G
′
ϑ(ξ).
Like for the first ordinal notation system, we have to following lemma.
Lemma 5.10. If we use a specific coding of (OT ′(ϑ), <OT ′(ϑ)) in the natural num-
bers, (OT ′(ϑ)∩Ω, <OT ′(ϑ)) can be interpreted as a primitive recursive ordinal no-
tation system for the ordinal ϑ(Ωω). Furthermore, one can choose this coding in
such a way that ∀ξ ∈ K(α)(ξ ≤N α).
From now on, we fix primitive recursive ordinal notation systems OT (ϑ) ∩ Ω
and OT ′(ϑ) ∩ Ω. If we mention ACA0 in the beginning of a theorem, then we
assume that we work in OT (ϑ). Similarly, if we mention RCA0 or RCA
∗
0 in the
beginning of a theorem, we assume that we work in OT ′(ϑ).
Definition 5.11.
Prog(≺, F ) := ∀x(∀y(y ≺ x→ F (y))→ F (x)),
T I(≺, F ) := Prog(≺, F )→ ∀xF (x),
WF (≺) := ∀XTI(≺, X),
where the formula Prog(≺, F ) stands for progressiveness, TI(≺, F ) for transfinite
induction andWF (≺) for well-foundedness. F (x) is an arbitrary L2(exp)-formula
if we work in RCA∗0 or an arbitrary L2-formula if we work in RCA0 or ACA0.
For an element α ∈ OT (ϑ), the formula WF (α) stands for ‘<OT (ϑ) restricted
to {β ∈ OT (ϑ) : β < α} is well-founded’. We sometimes also denote this as
WF (<↾ α). Similarly for OT ′(ϑ).
Definition 5.12. 1. Acc := {α < Ω : WF (<↾ α)},
2. M := {α : K(α) ⊆ Acc},
3. α <Ω β ⇔ α, β ∈M ∧ α < β.
The next lemma shows that Acc,M and <Ω can be expressed by a (Π
1
1(Π
0
3))
−-
formula.
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Lemma 5.13. Acc, M and <Ω are expressible by a (Π
1
1(Π
0
3))
−-formula.
Proof. The proof is the same for the ordinal notation system OT (ϑ) and OT ′(ϑ).
WF (α) = ∀X (∀x(∀y(y ≺ x→ y ∈ X)→ x ∈ X)→ ∀x(x ∈ X)) ,
where ≺ is <↾ α. It is easy to see that the prenex normal form of the formula
WF (α) is (Π11(Π
0
3))
−, hence Acc can be expressed by such a formula. M can be
represented by the formula ∀ξ ≤N α(ξ ∈ K(α)→ ξ ∈ Acc). Because ξ ∈ K(α) is
elementary recursive, bothM and <Ω are also expressible by a (Π
1
1(Π
0
3))
−-formula.
Lemma 5.14. (RCA∗0) α, β ∈ Acc =⇒ α + β ∈ Acc.
Proof. Obvious.
Lemma 5.15. (ACA0) α ∈ Acc =⇒ ω
α ∈ Acc.
Proof. A proof of this lemma goes back to Gentzen. See [15, 19].
Definition 5.16. Let ProgΩ(X) be the formula
(∀α ∈M) [(∀β <Ω α)(β ∈ X)→ α ∈ X ] .
Let AccΩ be the set {α ∈M : ϑ(α) ∈ Acc}.
Lemma 5.17. (RCA∗0) ProgΩ(AccΩ).
Proof. We work in OT ′(ϑ). Assume α ∈ M and (∀β <Ω α)(ϑ(β) ∈ Acc). We
want to proof that ϑ(α) ∈ Acc. We show that (∀ξ < ϑ(α))(ξ ∈ Acc) by induction
on G′ϑξ, from which the theorem follows. If ξ = 0, then this trivially holds. So
assume ξ > 0.
a) Assume ξ /∈ P
Because ξ < Ω, we have ξ =NF ξ1+· · ·+ξn > ξ1 ≥ · · · ≥ ξn (n ≥ 2). The induction
hypothesis yields ξi ∈ Acc. Hence from Lemma 5.14, we obtain ξ ∈ Acc.
b) Assume ξ = ϑ(ξ′)
From ϑ(ξ′) < ϑ(α), we obtain either ξ′ < α and k(ξ′) < ϑ(α) or ϑ(ξ′) ≤ k(α). In
the former case, G′ϑ(k(ξ
′)) ≤ G′ϑ(ξ
′) < G′ϑ(ξ) and the induction hypothesis implies
k(ξ′) ∈ Acc, hence K(ξ′) ⊆ Acc. So ξ′ ∈M , from which it follows ξ′ <Ω α, hence
ϑ(ξ′) ∈ Acc. In the latter case, we know that k(α) ∈ Acc, because α ∈ M .
Therefore, ϑ(ξ′) ∈ Acc.
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We actually do not need the following lemma, because we already know the
proof-theoretical ordinal of ACA0+ (Π
1
1–CA0)
−. However, just for the complete-
ness, we mention it here.
Lemma 5.18. (ACA0) ProgΩ(AccΩ).
Proof. The proof uses OT (ϑ) and follows the same procedure as Lemma 5.17.
The only difference is the usage of Lemma 5.15.
Lemma 5.19. Let A(a) be a (Π11(Π
0
3))
−-formula. Define Ak as
∀α[(∀β <Ω α)A(β)→ (∀β <Ω α+ Ω
k)A(β)].
Then RCA0 + (Π
1
1(Π
0
3)– CA0)
− proves ProgΩ({ξ : A(ξ)})→ Ak.
Proof. We will prove that by outer induction on k. First note that A(a) can be
expressed by a set in RCA0 + (Π
1
1(Π
0
3)– CA0)
−. Assume that ProgΩ({ξ : A(ξ)})
and pick an arbitrary α such that (∀β <Ω α)A(β). If α /∈M , the assertion trivially
follows. Assume α ∈ M . If k = 0, the proofs follows easily from ProgΩ({ξ :
A(ξ)}). Assume k = l + 1 en suppose (∀β <Ω α)A(β). We want to prove that
(∀β <Ω α+Ω
l+1)A(β). Take an arbitrary β <Ω α+Ω
l+1. RCA0 proves that there
exists a ξ ∈ Acc such that β <Ω α + Ω
lξ (by induction on the construction of β
in OT (ϑ), one can show that one can take ξ = k(β) + 1. Let B(ζ) be
(∀β <Ω α + Ω
lζ)A(β).
B(ζ) is a Π01-formula inA. It is known (Lemma 6 in [9]) thatRCA0 ⊢ ∀X(WO(X)→
TIX(ψ)) for all Π
0
1-formulas ψ. Because ξ ∈ Acc, we have that ξ+1 is well-ordered,
hence we know that TIξ+1(B) is true. This means
∀x ≤ ξ[∀y ≤ ξ(y < x→ B(y))→ B(x)]→ ∀x ≤ ξB(x).
The theorem follows from B(ξ), hence we only have to prove the progressiveness
of B along ξ + 1.
Assume that x ≤ ξ. Then x ∈ Acc. If x = 0, then B(0) follows from the
assumption. Assume that x is a limit. If β <Ω α+Ω
lx, then there exists a y < x
such that β <Ω α + Ω
ly. Because B(y) is valid, one obtains A(β). Assume that
x = x′ +1 ∈ Acc. From x′ < x, one obtains (∀β <Ω α+Ω
lx′)A(β). Because Al is
valid, we get (∀β <Ω α+Ω
lx′+Ωl)A(β), hence (∀β <Ω α+Ω
l(x′+1))A(β) = B(x).
Theorem 5.20. |RCA0 + (Π
1
1(Π
0
3)– CA0)
−| ≥ ϑ(Ωω).
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Proof. This follows from Lemmas 5.17, 5.19 and the fact that AccΩ is expressible
by a (Π11(Π
0
3))
−-formula.
Lemma 5.21. Let A(a) be a (Π11(Π
0
3))
−-formula. Define Ak as
(∀β <Ω Ω · k)A(β).
Then RCA∗0 + (Π
1
1(Π
0
3)– CA0)
− proves ProgΩ({ξ : A(ξ)})→ Ak.
Proof. We will prove that by outer induction on k. First note that A(a) can be
expressed by a set in RCA∗0+(Π
1
1(Π
0
3)– CA0)
−. It is easy to see that the case k = 0
holds. Assume k = l+1 and ProgΩ({ξ : A(ξ)}). Then we know (∀β <Ω Ω·l)A(β).
Pick an arbitrary β <Ω Ω · (l+1). If β < Ω · l, we obtain A(β). Hence assume that
β ≥ Ω · l. There exists a ξ < Ω such that β = Ω · l + ξ. Let B(ζ) be A(Ω · l + ζ).
B(ζ) is a Π00-formula in A. We prove by induction on ζ that (∀ζ ∈ Acc)B(ζ) is
true. From this, the theorem follows.
If ζ = 0, then B(ζ) is true because (∀β <Ω Ω · l)A(β) and ProgΩ({ξ : A(ξ)})
imply A(Ω · l). Assume ζ ∈ Acc is a limit and assume (∀ζ ′ <Ω ζ)B(ζ). From
ProgΩ({ξ : A(ξ)}), we obtain B(ζ). Let ζ = ζ
′ + 1 ∈ Acc. Then B(ζ) follows
from B(ζ ′) and ProgΩ({ξ : A(ξ)}).
Theorem 5.22. |RCA∗0 + (Π
1
1(Π
0
3)–CA0)
−| ≥ ϑ(Ω · ω) = ϕω0.
Proof. This follows from Lemmas 5.17, 5.21 and the fact that AccΩ is expressible
by a (Π11(Π
0
3))
−-formula.
5.2 Upper bounds
In this subsection, we give an upper bound for |RCA0 + (Π
1
1(Π
0
3)–CA0)
−|. For
this, we use the fact that |Π12–BI0| = ϑ(Ω
ω) (see [17]).
Lemma 5.23. For every arithmetical formula B(X) with all free set variables
indicated, there is a ∆0-formula R(x,X, f) such that
1. ACA0 ⊢ B(X)→ ∃f∀xR(x,X, f)
2. If T is a theory with RCA0 ⊆ T and F(x, y) is an arbitrary formula,
T ⊢ ∀x∃!yF(x, y) ∧ ∀x∃z(lh(z) = x ∧ ∀i < xF(i, (z)i)),
then T ⊢ ∀xR(x,X,F) → B(X), where R(x,X,F) results from R(x,X, f)
by replacing subformulae of the form f(t) = s by F(t, s).
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Proof. This proof is a little adaptation of the normal form theorem V.1.4 in [22].
We can assume that B(X) is in prenex normal form
B(X) ≡ ∀x1∃y1 . . .∀xr∃yrS(x1, y1, . . . , xr, yr, X),
with S quantifier-free. Then over ACA0, we have
B(X)↔ ∃f1∀x1x2∃y2 . . . S(x1, f1(x1), x2, y2, . . . , xr, yr, X)
↔ ∃f1∃f2∀x1x2x3∃y3 . . . S(x1, f1(x1), x2, f2(x1, x2), x3, y3, . . . , xr, yr, X)
. . .
↔ ∃f1 . . . fr∀x1 . . . xr S(x1, f1(x1), x2, f2(x1, x2), . . . , xr, fr(x1, . . . , xr), X)
↔ ∃f∀xS((x)1, (f)1((x)1), . . . , (x)r, (f)r((x)1, . . . , (x)r), X),
where (f)k((x)1, . . . , (x)k) = f(〈k, (x)1, . . . , (x)k〉) and 〈. . . 〉 is some primitive
recursive tupel coding. Now let R(x,X, f) := S((x)1, (f)1((x)1), . . . , X). Note
that the right-to-left directions are provable in RCA0, so that part 2. follows
from reading the equivalences from bottom to top.
By adapting the previous lemma, we get the following corollary.
Corollary 5.24. If in addition to the conditions of Lemma 5.23(2.), T also sat-
isfies
T ⊢ ∀x∃!yG(x, y) ∧ ∀x∃z(lh(z) = x ∧ ∀i < xG(i, (z)i)),
then T ⊢ ∀xR(x,G,F) → B(G), where R(x,G,F) results from R(x,X,F) by
replacing t ∈ X by G(t, 0).
Lemma 5.25. Assuming that the conditions for F and G from Lemma 5.23 and
Corollary 5.24 are satisfied, then there exists a ∆01-formula P such that
T ⊢ ∀xR(x,G,F)↔ ∀xP (G[x],F [x])
Proof. By induction on the build-up of R.
Theorem 5.26. Assume that B(X, n) is a Π03-formula, then
Π12–BI0 ⊢ ∀n[∀A ∈ Rec((Π
1
1)
−)B(A(·), n)↔ (∀X ⊆ ω)B(X, n)],
where B(A(·), n) results from B(X, n) by replacing t ∈ X by A(t).
Proof. Pick an arbitrary natural number n0. Assume that we have
(∃A ∈ Rec((Π11)
−)) ¬B(A(·), n0).
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In [10] it is proven that Σ14-ω-model reflection holds in Π
1
2–BI0. Therefore, there
exists an ω-model M such that n0 ∈ M and M |= ACA0 + ¬B(A, n0). Define X
as the set {m ∈ ω : M |= A(m)}. This set exists by arithmetical comprehension.
Hence, ¬B(X, n0) is valid.
For the reverse implication, assume (∃X ⊆ ω)¬B(X, n0). Using Lemmas
5.23 and 5.25 on the formula ¬B(X, n0), we have ∃X∃f∀xP (X [x], f [x]), thus
∃h∀xP (h0[x], h1[x]). Define I(σ) as ∃h(σ ⊆ h ∧ ∀xP (h0[x], h1[x])). Define a
class function H by H(0) = 〈〉 and H(n + 1) = H(n)⌢〈µk · I(H(n)⌢〈k〉)〉. Note
that H has a Σ12–graph. As Π
1
2–BI0 proves Σ
1
2-induction on the naturals, one
can prove that H(n) is always defined by ∃h∀xP (h0[x], h1[x]). Also note that
H is recursive in I. We can show that I is recursive in a (Π11)
−-formula. This
because I is recursive in W , the set of all recursive well-founded trees, which
is (Π11)
−-complete. Therefore, we obtain that H ∈ Rec((Π11)
−). We also have
∀xP (H0[x],H1[x]) by this construction. Letting G = H0 and F = H1 in Lemma
5.25, we get ∀xR(x,G,F). By Corollary 5.24 we get ¬B(G, n0).
Corollary 5.27. |RCA0 + (Π
1
1(Π
0
3)–CA0)
−| = ϑ(Ωω).
Proof. Follows from Theorems 5.20, 5.26 and the fact that |Π12–BI0| = ϑ(Ω
ω).
In a similar way, one could also show the following lemma.
Lemma 5.28. Assume that B(X, n) is a Π02-formula, then
Π11–BI0 ⊢ ∀n[∀A ∈ Rec((Π
1
1)
−)B(A(·), n)↔ (∀X ⊆ ω)B(X, n)].
Therefore, |Π11–BI0| = ϕω0 yields that the ordinal of RCA
∗
0+(Π
1
1(Π
0
2)–CA0)
−
is bounded above by ϕω0. Actually one can prove that the ordinal of the theory
RCA∗0+ (Π
1
1(Π
0
2)–CA0)
− is even much lower. Using WKL0 and the normal form
theorem II.2.7 in [22], one can prove that every (Π11(Π
0
2))
−-formula is equivalent
with a (Π02)
−-formula (and if the original formula has extra parameters, then the
equivalent one will also have those parameters). The intuitive idea behind this is
that WKL0 proves that the projection of closed set is a closed set, meaning that
∃X∀x . . . can be reduced to ∀z . . . (a closed set can be seen in some sense as a
Π01-formula). Furthermore, one can proof the following lemmas.
Lemma 5.29. Let F be (Π11(Π
0
n))
− or (Π0n)
−. Then the first order part of the
theory WKL0 + F–CA0 is the same as that of RCA0 + F–CA0.
Proof. Can be proved easily by little adaptations of paragraph IX.2 in [22].
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In a similar way,
Lemma 5.30. The first order part of RCA0 + (Π
0
2)
−–IND is IΣ3.
Proof. Can be proved by adaptations of paragraph IX.1 in [22].
Hence, |RCA0 + (Π
1
1(Π
0
2)–CA0)
−| = |IΣ3| = ω
ωω
ω
. In a similar but more
technical way, one could prove that RCA∗0 + (Π
1
1(Π
0
2))
− is Π4-conservative over
IΣ2. Hence, |RCA
∗
0+(Π
1
1(Π
0
2))
−| = ωω
ω
. We want to thank Leszek Ko lodziejczyk,
who reminded us of these facts.
There are still some open questions left, for example what is the ordinal of
RCA0 + (Π
1
1(Π
0
4)–CA0)
− or RCA0 + (Π
1
1–CA0)
− etc. We state the following
conjectures
Conjecture 5.31.
1. |RCA∗0 + (Π
1
1(Π
0
3)–CA0)
−| = ϕω0,
2. |RCA∗0 + (Π
1
1–CA0)
−| = ϕω0,
3. |RCA0 + (Π
1
1–CA0)
−| = ϑ(Ωω).
6 Independence results
6.1 Independence results for ACA0 + (Π
1
1–CA0)
−
It is well-known that |ACA0+(Π
1
1–CA0)
−| = ϑ(εΩ+1) (for example see [2]). Now,
Theorem 6.1. ACA0 ⊢ ‘T (B(·)) is a wpo’ → WF (ϑ(εΩ+1)).
Proof. Theorem 4.3 can be carried out in ACA0 if we use the primitive recursive
ordinal notation system OT (ϑ) ∩ Ω for ϑ(εΩ+1).
Therefore, one has the following theorem,
Theorem 6.2. ACA0 + (Π
1
1–CA0)
− 6⊢ ‘T (B(·)) is a wpo’.
The wpoT (B(·)) can be seen as the limit of T (·
n︷ ︸︸ ︷
∗ · · · ∗), because a binary tree
can be seen as an iteration of the ∗-operator. For example, one can interpret an
element of {a}∗∗ as a binary tree which goes only one time to the left and every
node has label a. So, it would be interesting if ACA0+ (Π
1
1–CA0)
− ⊢ ‘T (·
n︷ ︸︸ ︷
∗ · · · ∗)
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is a wpo’ for every natural number n because this theory does not prove the ‘limit’.
The maximal order type of T (·∗···∗) is strictly below the proof-theoretical ordinal
of ACA0+(Π
1
1–CA0)
−. Therefore, one can really expect this provability assertion.
However, in the proof of the upper bound of the maximal order type of T (·∗···∗) one
uses several induction schemes and it is not immediately clear that the proof goes
through in ACA0 + (Π
1
1–CA0)
−. Theorem 6.4 shows that this is indeed possible
and uses the so-called minimal bad sequence argument. For more information
about the minimal bad sequence argument and its reverse mathematical strength,
we refer the reader to [14].
Lemma 6.3. Over RCA0, the following are equivalent
1. ACA0,
2. Higman’s theorem, i.e. ∀X(X is a wpo→ X∗ is a wpo).
3. ∀X(X is a well-quasi-order → X∗ is a well-quasi-order).
Proof. It is trivial to show that (2.) and (3.) are equivalent. In [6] and [8], the
reader finds a proof of the fact that ACA0 is equivalent over RCA0 with ∀α(α
is a well-order → 2α is a well-order). One can prove that the latter is equivalent
with Higman’s theorem. For a detailed version see [5].
Theorem 6.4. For all n, ACA0 + (Π
1
1–CA0)
− ⊢ ‘T (·
n︷ ︸︸ ︷
∗ · · · ∗) is a wpo’.
Proof. Fix a natural number n. We reason in ACA0 + (Π
1
1–CA0)
−. Code the
elements of T (·
n︷ ︸︸ ︷
∗ · · · ∗) as natural numbers such that ◦ has code 0 and the code
of ti is strictly smaller than the code of t = ◦[w(t1, . . . , ti, . . . , tn)]. This coding
can be done primitive recursively. We say that the leaves of ◦[w(t1, . . . , ti, . . . , tn)]
are {t1, . . . , tn} and we assume that there is a primitive recursive relation ‘. . . is
a leaf of . . . ’. If σ decodes a finite sequence, then this sequence is equal to
((σ)0, . . . , (σ)lh(σ)−1), where lh(σ) is the length and (σ)i is the i-th element of
the sequence. An infinite sequence (σi)i<ω is decoded as a set {(i, σi) : i <
ω}. ({(i, σi) : i < ω})i stands for the element σi. Note that one can recursively
construct the set {(σ0, . . . , σi) : i < ω} from the original set {(i, σi) : i < ω},
where (σ0, . . . , σi) is decoded as a natural number. Furthermore, if one has the
set {(σ0, . . . , σi) : i < ω}, one can reconstruct the original set {(i, σi) : i < ω}
from it in a recursive way.
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Now, assume that T (·∗···∗) is not a well-partial-order. Then there exists an
infinite sequence (ti)i<ω in T (·
∗···∗) such that ∀i, j(i < j → ti 6≤ tj). Define χ(σ)
as
σ is a finite sequence of elements in T (·∗···∗)
and ∃Z(Z is an infinite bad sequence in T (·∗···∗) ∧ ∀i < lh(σ)((σ)i = (Z)i)),
and ψ(σ) as
σ is a finite sequence of elements in T (·∗···∗)
and ∀Y [(Y is an infinite bad sequence in T (·∗···∗))
→ ∀i < lh(σ) [∀k < i ((σ)k = (Y )k)→ (σ)i ≤ (Y )i]] ,
Note that (σ)i ≤ (Y )i is interpreted as the inequality relation between natural
numbers and not between elements of T (·∗···∗). Using (Π11–CA0)
−, there exists
a set S such that σ ∈ S ↔ χ(σ) ∧ ψ(σ). Choose now two arbitrary elements
s, s′ in S. We want to prove that either s is an initial segment of s′ or s′ an
initial segment of s. Assume there is an index i < min{lh(s), lh(s′)} such that
(s)i < (s
′)i and ∀k < i, (s)k = (s
′)k. The case (s)i > (s
′)i can be handled
in a similar way. Note that (s)i < (s
′)i is seen as an inequality between natural
numbers and not between elements of T (·∗···∗). Because s is in S, s can be extended
to an infinite bad sequence Y in T (·∗···∗). This, however, contradicts ψ(s′) because
(Y )k = (s)k = (s
′)k for all k < i, but (Y )i = (s)i < (s
′)i.
If s ∈ S, one can show by minimization in RCA0, that there is a z ∈ T (·
∗···∗) such
that s⌢(z) ∈ S. Therefore, there exists an infinite sequence (si)i<ω in T (·
∗···∗)
such that S = {(s0, . . . , si) : i < ω}.
Now, define subS as the set of all pairs (i, t) such that t is a leaf of si. Remark
that subS is definable in RCA0, because
(i, t) ∈ subS ⇔ ∃σ(σ ∈ S and lh(σ) = i+ 1 and t is a leave of σi)
⇔ ∀σ((σ ∈ S and lh(σ) = i+ 1)→ t is a leave of σi).
On subS, we define the following ordering: (i, t) ≤ (j, t′) ⇔ t ≤T (·∗···∗) t
′. With
this ordering subS is a quasi-order. We want to prove that it is a well-quasi-order.
Assume that this is not true. This implies the existence of an infinite bad
sequence ((ni, s
′
i))i<ω in subS. This implies s
′
i ≤ sni for all i. Construct now an
infinite subsequence H such that (ni)i<ω is strictly increasing and the first element
of H is (n0, s
′
0). So H = {(i, (nji, s
′
ji
)) : i < ω} with j0 = 0. This is possible in
RCA0, because the number of leaves of an element in T (·
∗···∗) is finite.
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Construct now recursively a set S ′ such that all elements that lie in S ′ have the
form (σ0, . . . , σi) such that if i < n0, the element σi is equal to si and if i ≥ n0,
then σi is equal to s
′
ji−n0
. The existence of S ′ is however in contradiction with
the definition of S. This is because ψ((s0, . . . , sn0)), s
′
j0
= s′0 < sn0 as a natural
number and (σi)i<ω is an infinite bad sequence. Take for example k < l < ω. If
k < l < n0, then σk 6≤ σl follows from sk 6≤ sl. If n0 ≤ k < l, then σk 6≤ σl follows
from s′jk−n0
6≤ s′jl−n0
. Assume k < n0 ≤ l. Then σk 6≤ σl follows from the fact that
otherwise sk ≤ s
′
jl−n0
≤ snjl−n0
with k < n0 = nj0 ≤ njl−n0 , a contradiction. So we
conclude that subS is indeed a well-quasi-order.
By Lemma 6.3, we obtain that (subS)∗···∗ is a well-quasi-ordering. Now, look at
the infinite sequence (si)i<ω in T (·
∗···∗). Rewrite every element×si to an element in
(subS)∗···∗ and call it si. For example, if si = ◦
ÄÄ
s11, . . . , s
1
n1
ä
, . . . ,
Ä
sk1, . . . , s
k
nk
ää
,
then si is equal to
ÄÄ
(i, s11), . . . , (i, s
1
n1
)
ä
, . . . ,
Ä
(i, sk1), . . . , (i, s
k
nk
)
ää
. Because we
know that (subS)∗···∗ is a well-quasi-order, there exist two indices i < j such that
si ≤(subS)∗···∗ sj. Therefore, si ≤T (·∗···∗) sj, a contradiction.
Remark that the previous proof can actually be simplified. We wrote it how-
ever in this way, so that the reader can see what is needed to prove the well-
partial-orderedness of T (W ): the proof can be carried out in RCA0 + (Π
1
1(Π
0
3)–
CA0)
−+∀X(X is a wpo→ X∗ is a wpo). This theory is the same as ACA0+(Π
1
1–
CA0)
−. A general guideline is that for a natural theory T ⊇ RCA0 with RCA0 ⊢
T ↔ ∀X(X is a wpo→ W (X) is a wpo), the following holds
T + (Π11(Π
0
3)–CA0)
− ⊢ T (W ) is a wpo
and
T + (Π11(Π
0
3)–CA0)
− 6⊢ T (W ′) is a wpo,
where W ′ is the ‘limit’ of W . The notion ‘limit’ is of course very vague. For
example a binary tree in B(X) can be seen in some sense as an element of X∗···∗
and a finite sequence in X∗ can be seen as an element of Xn. Therefore, B(·) is
the limit of ·∗···∗ and ·∗ is the limit of ·n. We do not give a specific definition of
the notion ‘limit’ as this is only a guideline and not a real theorem.
6.2 Independence results for RCA0 + (Π
1
1(Π
0
3)–CA0)
−
We know that |RCA0 + (Π
1
1(Π
0
3)–CA0)
−| = ϑ(Ωω). Furthermore, one can easily
show as in Theorem 4.3 that RCA0 ⊢ T (X
∗) is a wpo→WF (ϑ(Ωω)). Therefore,
RCA0 + (Π
1
1(Π
0
3)–CA0)
− 6⊢ ‘T (X∗) is a wpo’.
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Again, as in the ACA0-case, one can search for provability results: T (X
∗)
can be seen as the limit of T (Xn). Therefore, it would be interesting if RCA0 +
(Π11(Π
0
3)–CA0)
− ⊢ ‘T (Xn) is a wpo’. However, the theory RCA0 does not prove
∀X(‘X is a wpo’ → ‘Xn is a wpo’) (see [4] for more information). The theorem
∀X(‘X is a wpo’ → ‘Xn is a wpo’) is however provable in RCA0 + CAC, where
CAC is the principle saying that every infinite sequence in a partial order has a
subsequence that is either a chain or an antichain. This implies that RCA0 +
CAC + (Π11(Π
0
3)–CA0)
− ⊢ ‘T (Xn) is a wpo’.
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