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Abstract
In this thesis I study the infrared limits of Quantum Chromodynamics (QCD) beyond
leading power by developing effective quantum field theory techniques. I apply these
formal developments to deepen our understanding of the infrared structure of gauge
theory amplitudes and cross sections in the soft, collinear and Regge limit, as well as
to improve predictions for collider observables.
Using and extending the framework of Soft and Collinear Effective Theory (SCET),
I explore the ingredients of factorization beyond leading power constructing sublead-
ing hard scattering operator and radiative jet and soft functions for processes such as
Higgs boson production as well as the production of electroweak gauge bosons and
their decay.
I introduce new subleading power gauge invariant objects, the 𝜃-jet and 𝜃-soft
functions, which arise in the renormalization of non local gauge invariant objects
beyond leading power. I use them to achieve, for the first time, the resummation of
collinear and soft logarithms beyond leading power for a collider observable in QCD.
I study the perturbative power corrections to differential distributions for color
singlet production at the Large Hadron Collider (LHC). I explore the implications of
retaining the full dependence on the kinematics of the color singlet particles and I
highlight and solve the subtleties related to the regularization of rapidity divergences
beyond leading power for which I propose a new regulator, the pure rapidity regulator.
I present a new method to employ cutting edge multiloop techniques for the com-
putation of the expansions of cross sections in the collinear limit. This allows the
extraction of universal ingredients arising in the collinear limit of QCD to an un-
precedented level of precision in perturbation theory. It also provides a powerful
method to construct systematically improvable analytic approximations to differen-
tial distributions at an order beyond what is currently feasible in full kinematics.
I also examine factorization and resummation in the Regge limit at the amplitude
and the cross section level. I develop a Lagrangian formalism for the treatment
of fermion mediated forward scattering processes in QCD, which are generated at
iii
subleading power in the forward limit, and apply it to obtain the quark reggeization
as well as the BFKL resummation of small-𝑥 logarithms for di-photon production at
the LHC.
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Chapter 1
Introduction
The description of a vast range of natural phenomena that have complex microscopic
interactions can often be dramatically simplified by developing effective theories which
capture the macroscopic dynamics of the physical system under study. One captures
the dependence on the microscopic degrees of freedom via a small set of parameters
that can be fixed either by calculations or by experiments. Take for example the de-
scription of the propagation of a perturbation inside a fluid. Its dynamics in principle
could be described by studying the interactions between each of the molecules com-
posing the fluid, but given the number of degrees of freedom at play, this is practically
infeasible. However, we know that if we look at the fluid dynamics at long distances
it exhibits a very simple behavior. The small perturbation is described by a wave
equation that depends on the molecular details of the fluid through a single parame-
ter, the acoustic velocity. Such a description is valid because of the large separation,
or hierarchy, between the scale at which we are observing the fluid and the micro-
scopic distances at which the molecular interactions take place. This same strategy
of formulating effective field theories has wide application in virtually every area of
physics, from hydrodynamics to gravity and to relativistic quantum field theories of
elementary particles and nuclei, where it has perhaps been most systematically and
thoroughly developed.
Given an effective theory it is important to give a precise and quantitative mea-
sure of its range of validity and applicability. Moreover, as precision in theoretical
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Figure 1-1: The relative sources of uncertainty in the normalized rapidity (left) and
transverse momentum (right) spectrum measurements for the 𝑍 boson in the muon
sample as measured by the CMS experiment at the LHC[484]. We observe that the
uncertainty is at (or below) the one percent level for a large range of the spectra.
predictions keep up with the advances in experimental measurements, it is imperative
to devise methods to estimate theoretical uncertainties, which can be done systemat-
ically using an effective theory, and to systematically improve such theories in order
to to reduce them.
In the last fifty years, the quest to understand the fundamental laws of nature at
the most microscopic scales has received enormous contributions from experiments at
particle accelerators. As the technology has been developed to build larger and larger
colliders, physicists are able to probe higher and higher energy scales and therefore
interactions and processes that happen at smaller and smaller length scales.
Nowadays at the Large Hadron Collider (LHC), key benchmark processes like the
rapidity and transverse momentum spectra of electroweak gauge bosons in the Drell-
Yan process are measured with an astonishing level of precision, see Fig. 1-1. The
precision of the experimental measurements at the LHC will improve even further
in the coming years as more data gets collected and improvements in the analysis
techniques take place.
It is therefore of utmost importance that the theoretical understanding of the in-
teractions underlying the processes happening at the LHC is deepened and broadened
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adequately in order to provide theoretical predictions that at least match the level of
precision of experiments.
In this thesis we will consider effective theories for relativistic non-abelian quantum
field theories with a focus on developing new techniques and concepts for the study of
Quantum Chromodynamics (QCD) in its perturbative regime beyond leading power.
Among the fundamental interactions of nature, QCD, the strong interaction, plays
the dominant role for a large variety of processes at colliders and it constitutes the
main source of corrections and background to virtually any processes taking place at
the energy scales probed by modern colliders.
Unfortunately, making precise theoretical predictions for QCD processes is ex-
tremely challenging. Even after leveraging the power of perturbation theory, the
non-abelian nature of the theory and its relatively large coupling require the inclu-
sion of a plethora of subprocesses to obtain control of the predictions.
Moreover, because of the large hierarchy of scales that enter in a high-energy scat-
tering process, there are many interesting observables that one can probe in collider
experiments whose cross sections are enhanced by events at the corners of the phase
space of the scattering particles. The population of these kinematic regions spoils the
convergence of the perturbation series in the strong coupling constant, requiring an
all-order understanding of the QCD interactions in such regions.
For example, let’s take the case of the production of a color singlet particle ℎ in
proton-proton collision, which is the case of the production of a Higgs boson or also an
electroweak gauge boson at the LHC. The perturbative description of hadronic color
singlet cross sections for infrared and collinear safe observables becomes inadequate
when the value of the observable forces hadronic radiation produced on top of the
colorless final state to be in the infrared or collinear regime. As a matter of fact
when imposing an infrared-sensitive measurement 𝒯 in a scattering process with
characteristic hard scale 𝑄, the cross section 𝜎 receives contributions of up to two
logarithms 𝐿 = ln(𝑄/𝒯 ) per order of the coupling constant, i.e. 𝜎 ∼ 𝛼𝑛𝑠𝐿2𝑛. In the
limit of 𝒯 → 0 the presence of such logarithms signals the sensitivity to infrared
physics and truncated perturbation theory does not yield an accurate description of
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the observable, as the large logarithms 𝐿 can overcome the suppression in 𝛼𝑠. The
ability to include infinite towers of these large logarithms in the theoretical predictions
is therefore crucial in order to obtain reliable predictions for physical observables that
are sensitive to these kinematic regions. It is therefore important to devise different
methods to control these logarithms when calculating cross sections.
In order to understand the organization of the expansion of cross sections for ob-
servables at high energy colliders, like the LHC, the Future Circular Collider (FCC),
the B-factories, the Electron-Ion Collider (EIC), etc. and more generally of pertur-
bative gauge theories, let’s take for concreteness the cross section for the transverse
momentum distribution of the Higgs boson at the LHC. The two main parameters that
we can use to perform an expansion of such cross section are the coupling constant 𝛼𝑠
and the dimensionless ratio 𝒯 ≡ 𝑞2𝑇/𝑚2𝐻 between 𝑞𝑇 , the transverse momentum of the
Higgs, and the hard scale of the process 𝑚𝐻 , the Higgs mass. A common approach
to calculate cross sections is to perform a perturbative expansion in the coupling
constant. For the case of transverse momentum distribution d𝜎
d𝒯 we can schematically
sketch its fixed order expansion as
d𝜎
d𝒯 = 𝑐0(𝒯 ) + 𝑐1(𝒯 )𝛼𝑠 + 𝑐2(𝒯 )𝛼
2
𝑠 + 𝑐3(𝒯 )𝛼3𝑠 + . . . (1.1)
where each coefficient of the expansion 𝑐𝑖(𝒯 ) is a full function of 𝒯 and therefore
of the transverse momentum. For processes at energies much larger than ΛQCD, the
coupling constant is indeed a small parameter (𝛼𝑠(𝑚𝐻) ∼ 0.1) and therefore we could
in principle obtain precise predictions by truncating the series in Eq. (1.1) at a high
enough order in 𝛼𝑠. However, as previously mentioned, the series coefficient 𝑐𝑖(𝒯 )
will contain singularities as 𝒯 → 0 spoiling the convergence of the series. We can
therefore take another approach and organize the expansion in terms of 𝒯 itself rather
than 𝛼𝑠
d𝜎
d𝒯 =
𝑑𝜎(0)
d𝒯 +
𝑑𝜎(1)
d𝒯 +
𝑑𝜎(2)
d𝒯 + · · · , (1.2)
where the first term d𝜎(0)
d𝒯 is referred to as the leading power term and the subsequent
terms represents higher and higher terms in the 𝒯 expansion 𝑑𝜎(𝑖)
d𝒯 ∼ 𝒯 𝑖 d𝜎
(0)
d𝒯 represent
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the terms beyond leading power. Note that each term in the series of Eq. (1.2) is at
all orders in the coupling constant 𝛼𝑠 and has a strict organization of the logarithmic
divergences. If we look in more detail, Eq. (1.2) has the form
d𝜎
d𝒯 =
∞∑︁
𝑛=0
(︁𝛼𝑠
𝜋
)︁𝑛 [︃
𝑐
(0)
𝑛,−1𝛿(𝒯 ) +
2𝑛−1∑︁
𝑚=0
𝑐(0)𝑛,𝑚
(︂
log𝑚(𝒯 )
𝒯
)︂
+
]︃
← Leading Power (LP)
+
∞∑︁
𝑛=1
(︁𝛼𝑠
𝜋
)︁𝑛 2𝑛−1∑︁
𝑚=0
𝑐(1)𝑛,𝑚 log
𝑚 𝒯 ← Next to Leading Power (NLP)
+
∞∑︁
𝑛=1
(︁𝛼𝑠
𝜋
)︁𝑛 2𝑛−1∑︁
𝑚=0
𝑐(2)𝑛,𝑚 𝒯 log𝑚 𝒯 ← Next-to-Next to Leading Power (NNLP)
+ · · · (1.3)
where in general the coefficients 𝑐(𝑖)𝑛,𝑚 maybe function of other kinematic variables
and are not simple constants. For the case of the Higgs 𝑞𝑇 they involve dependence
on other parameters like the energy of the collider, the rapidity of the Higgs and
on other measurements or constraints imposed on the Higgs phase space through
experimental cuts. Moreover they will contain non-perturbative functions like the
Parton Distribution Functions.
1.1 Motivation For Studying Subleading Power
Having presented the organization of the expansion of cross sections, in this section
we want to present a set of motivations to pursue the study of gauge theories beyond
leading power.
1.1.1 A New Direction To Explore Gauge Theories
Using the organization of Eq. (1.3), we see that the determining the full cross section
amounts to determine the coefficients 𝑐(𝑖)𝑛,𝑚 in Eq. (1.3) 1. We can therefore identify
1Technically that is not true due to issues with the convergence of such expansions. It is known
that the perturbative expansions of gauge theories are not convergent but rather asymptotic expan-
sions and one could equally worry about the convergence of the power expansion in Eq. (1.2). As
is commonly done, we will ignore the fact that we are dealing with asymptotic expansions assuming
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Figure 1-2: An example of state-of-the-art fixed order cross section (N3LO).The Drell-
Yan cross section for a virtual photon order by order in perturbation theory up to
N3LO as a function of the virtuality 𝑄2 of the photon with uncertainty bands, nor-
malized by the N3LO result [243].
three main directions that determine the accuracy of amplitudes and cross sections:
∙ 𝑛 is the perturbative order in the 𝛼𝑠 expansion.
∙ 𝑚 gives the logarithmic accuracy.
∙ 𝑖 determines the order of the power expansion in 𝒯 .
Our first motivation is that while there is great control and understanding of cross
sections at fixed order in 𝛼𝑠 and/or at leading power in 𝒯 , much less is understood
beyond leading power. As a matter of fact, at fixed order, the state of the art for
cross sections in hadron-hadron collisions has now reached the impressive precision
of N3LO, i.e. the inclusion of all the terms suppressed up to 𝛼3𝑠 with respect to
the leading order which correspond to the 𝑐(𝑖)3,𝑚 coefficients in Eq. (1.3). So far this
has been achieve for inclusive cross sections for Drell-Yan, see Fig. 1-2, and Higgs
production [27, 441, 241, 243, 242].
Also, since fixed order expansion of distributions for a large class of observables,
like transverse momentum distribution of the Higgs or DY, are not reliable and the
resummation of logarithmic enhanced terms is needed in order to obtain precise pre-
dictions, a huge effort in the phenomenology community has been taken to obtain
that the issue of converge will become relevant at much higher order than the ones that we will treat
in this thesis. The analysis of uncertainties at a given order provides a cross check on the validity
of this hypothesis.
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FIG. 18: Thrust distributions in the far-tail region at N3LL′
order with QED and mb corrections included at Q = mZ to-
gether with data from ALEPH. The red solid line is the cross
section in the R-gap scheme using αs(mZ) and Ω1 obtained
from fits using our full code, see Eq. (68). The light red band
is the perturbative uncertainty obtained from the theory scan
method. The red dashed line shows the distribution with the
same αs but without power corrections. The light solid blue
line shows the result of a full N3LL′ fit with the BS profile
that does not properly treat the multijet thresholds. The
short dashed green line shows predictions at N3LL′ with the
BS profile, without power corrections, and with the value of
αs(mZ) obtained from the fit in Ref. [20]. All theory results
are binned in the same manner as the experimental data, and
then connected by lines.
of our theoretical result in Eq. (4) that are important in
this far-tail region are i) the nonperturbative correction
from Ω1, and ii) the merging of µS(τ), µJ(τ), and µH
toward µS = µJ = µH at τ = 0.5 in the profile func-
tions, which properly treats the cancellations occurring
at multijet thresholds. To illustrate the importance of
Ω1 we show the long-dashed red line in Fig. 18 which has
the same value of αs(mZ), but turns off the nonpertur-
bative corrections. To illustrate the importance of the
treatment of multijet thresholds in our profile function,
we take the BS profile which does not account for the
thresholds (the BS profile is defined and discussed below
in Sec. IX), and use the smaller αs(mZ) and larger Ω1
that are obtained from the global fit in this case. The
result is shown by the solid light blue line in Fig. 18,
which begins to deviate from the data for τ > 0.36 and
gives a cross section that does not fall to zero at τ = 0.5.
The fact that αs(mZ) is smaller by 0.0034 for the light
blue line, relative to the solid red line, indicates that the
proper theoretical description of the cross section in the
far-tail region has an important impact on the fit done
in the tail region. The final curve shown in Fig. 18 is the
short-dashed green line, which is the result at the level
of precision of the analysis by Becher and Schwartz in
Ref. [20]. It uses the BS profile, has no power correc-
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FIG. 19: Thrust cross section for the result of the N3LL′ fit,
with QED and mb corrections included at Q = mZ . The
red solid line is the cross section in the R-gap scheme using
αs(mZ) and Ω1 obtained from fits using our full code, see
Eq. (68). The red dashed line shows the distribution with the
same αs but without power corrections. The short-dashed
green line shows predictions at N3LL′ with the BS profile,
without power corrections, and with the value of αs(mZ) ob-
tained from the fit in Ref. [20]. Data from ALEPH, DELPHI,
L3, SLD, and OPAL are also shown.
tions, and has the value of αs obtained from the fit in
Ref. [20]. It also misses the Q = mZ data in this re-
gion. The results of other O(α3s) thrust analyses, such as
Davison and Webber [23] and Dissertori et al. [22, 25],
significantly undershoot the data in this far-tail region.15
To the best of our knowledge, the theoretical cross sec-
tion presented here is the first to obtain predictions in
this far-tail region that agree with the data. Note that
our analysis does include some O(αksΛQCD/Q) power cor-
rections through the use of Eq. (24). It does not account
for the full set of O(αsΛQCD/Q) power corrections as
indicated in Eq. (4) (see also Tab. IIb), but the agree-
ment with the experimental data seems to indicate that
missing power corrections may be smaller than expected.
Unbinned predictions for the thrust cross section at
Q = mZ in the peak region are shown in Fig. 19. The
green dashed curve shows the result at the level of pre-
cision in Becher and Schwartz, that is N3LL′, with the
BS profile, without power corrections, and with the value
of αs(mZ) = 0.1172 obtained from their fit. This purely
perturbative result peaks to the left of the data. With
the smaller value of αs(mZ) obtained from our fit, the
result with no power corrections peaks even slightly fur-
ther to the left, as shown by the long-dashed red curve.
In contrast, the red solid curve shows the prediction from
15 See the top panel of Fig. 9 in Ref. [23], the top left panel of Fig. 4
in Ref. [22], and the left panel of Fig. 2 in Ref. [25].
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Figure 1-3: Two examples of state-of-the-art resummation (N3LL). The thrust event
shape spectrum in 𝑒+𝑒− annihilation (left) [1] and the Higgs transverse momentum
spectrum at the LHC [171](right).
resummed cross sections. The number of logarithms that are predicted by the resum-
mation is dictated by the logarith ic accuracy, denoted by N𝑘LL. Explicitly, for the
first few orders, a leading power resummation at N𝑘LL can be used to predict all the
terms 𝑐(0)𝑛,𝑚 in Eq. (1.3), satisfying
LL predicts : 𝑚 = 2𝑛− 1 , (1.4)
NLL predicts : 𝑚 ≥ 2𝑛− 2 ,
NNLL predicts : 𝑚 ≥ 2𝑛− 4 ,
N3LL predicts : 𝑚 ≥ 2𝑛− 6 ,
The use of effective field theory techniques and in particular factorization theorems in
SCET has dramatically improv d the ability to perform resummation at higher levels
of accuracy for a variety of processes. The state of the art is leading power N3LL
accuracy which as been achieved for a number of 𝑒+𝑒− event shapes [72, 1, 179, 331,
456] as well as for transverse momentum distributions of color singlets at the LHC
[171, 103, 512]. Note that thanks to the very recent result of ours in [254], which is
based on the new method presented in Chapter 7, we now have the full leading power
structure of 𝑞𝑇 distributions at N3LO and therefore all the ingredients to push the
leading power resummation of 𝑞𝑇 -dependent distributions like Drell-Yan and Higgs
production at the LHC to N3LL′.
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Figure 1-4: The expansion of perturbative cross sections can be pictured as a volume
in a 3D plane characterized by the perturbative, logarithmic, and power counting
order to which it is computed
While huge progress in exploring higher orders in fixed order calculations and
leading power resummation has been made, much less is understood at subleading
power. We can represent pictorially the theoretical control on a cross section or
amplitude, by the volume in the 3D space of Fig. 1-4 where the edge of the volume
are determined by the largest value of the indices 𝑖,𝑚, 𝑛 of the coefficients 𝑐(𝑖)𝑛𝑚 that
we can calculate. Therefore, studying cross sections and amplitudes beyond leading
power opens up an entire new direction in the understanding of gauge theories which
is orthogonal to the ones that have been intensively explored in the last 40 years.
As always happens when starting exploring new directions, many things change, new
questions arise and new tools are needed in order to proceed. As an example, we can
consider how much the understanding of gauge theories has been pushed by going
beyond leading order in perturbation theory. We can also think about how many of
concepts that are valid at leading logarithmic approximation fail to generalize when
going to higher logarithmic accuracy. By analogy, it then becomes clear that many of
the aspects that are successful in deriving factorization and resummation at leading
power will fail when going beyond leading power. Some of the fundamental questions
that need to be answered are "what is the structure of factorization theorems?",
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"How much of the behavior of gauge theories beyond leading power is directly related
(and predictable) from their leading power?", "What is new?", "How do we regulate,
renormalize, and resum matrix elements and cross sections beyond leading power?"
It is also interesting to explore and identify universal objects regulating factorization
and resummation at subleading power, analogously to how concepts like the cusp
anomalous dimension of Wilson lines dictates many aspects of the leading power
resummation.
Moreover, symmetries that dictate the physics when we only allow for leading
power interactions to occur may no longer hold beyond leading power. This can give
rise to new phenomena that cannot happen at leading power, similarly to how flavor
changing in neutral current processes don’t occur in the Standard Model at tree level.
An important example, phenomena associated to soft quarks, will be analyzed in this
thesis.
1.1.2 Pushing The Boundaries of Slicing Methods
An important application of studying QCD beyond leading power is the calculation of
subleading power corrections to event shape observables, such as 0-jettiness [492] or
𝑞𝑇 . Recently, there has been considerable interest in the use of event shape observables
for performing NNLO fixed order subtractions using the 𝑞𝑇 [162] or 𝑁 -jettiness [116,
293] subtraction schemes. Schematically, in a slicing method one uses an event shape
observable to split the calculation of a cross section 𝜎(𝑋) in two regions, by slicing the
phase space in order to circumvent the issue of the cancellation of infrared divergences
between virtual and real contributions
𝜎(𝑋) =
∫︁
0
𝑑𝒯 𝑑𝜎(𝑋)
𝑑𝒯 =
𝒯cut∫︁
0
𝑑𝒯 𝑑𝜎(𝑋)
𝑑𝒯⏟  ⏞  
below the cut
+
∫︁
𝒯cut
𝑑𝒯 𝑑𝜎(𝑋)
𝑑𝒯⏟  ⏞  
above the cut
(1.5)
The region "below the cut" contains the infrared sensitivity, but effective field theory
techniques, like SCET, allow the analytic calculation of the singular structure of
the distribution in the event shape. In the region "above the cut" one emission is
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resolved by the slicing parameter 𝒯cut (for example a non-zero 𝑞𝑇 in Higgs production
implies that the Higgs is recoiling against some resolved radiation) and it is therefore
free2 of infrared divergences and can be calculated numerically. These have been
extremely successful applied to color singlet production [155, 279, 153, 311, 146,
280, 298, 309, 310, 132, 115], to the production of a single jet in association with
a color singlet particle [116, 117, 120, 121, 133], to inclusive photon production [134],
and recently also to top pair production [158, 159]. Progress is also being done in
extending these methods to N3LO [188, 101] and in particular, thanks to a very recent
result of ours [254] which is based on the new method presented in Chapter 7, all
the ingredients for 𝑞𝑇 subtraction at N3LO are now available. By choosing the cut
parameter to be small the region below the cut can be approximated by a power
expansion like Eq. (1.2)
𝒯cut∫︁
0
𝑑𝒯 𝑑𝜎
𝑑𝒯
𝒯cut→0∼
𝒯cut∫︁
0
𝑑𝒯 𝑑𝜎
(0)
d𝒯 +
𝒯cut∫︁
0
𝑑𝜎(1)
d𝒯 +𝒪(𝒯
2
cut) (1.6)
Usually since only the leading power is understood, as we said in Sec. 1.1.1, it is
common to include only the first term in Eq. (1.6). However, this forces us to take
𝒯cut extremely small in order to minimize the residual error induced by neglected
higher powers terms, and this slows down tremendously the numerical calculation of
the region above the cut. For both 𝑁 -jettiness and 𝑞𝑇 subtractions the inclusion of
the terms beyond leading power dramatically improves the numerical accuracy, and
thereby the computational efficiency, of the method. For example for color-singlet
production the efficiency improves by up to an order of magnitude per logarithmic
order calculated [447, 448, 256, 257], see Fig. 1-5. The inclusion of subleading terms
is even more important at higher orders due to the presence of stronger and stronger
logarithmic singularities and therefore they are important to extend the application of
slicing methods to the calculation of fully differential cross sections at higher orders.
2More generally, the cross section above the cut is not necessarily free of IR divergences, but it is
a calculation at lower loop level for a higher point amplitude whose IR divergences are much easier
to deal with.
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Figure 1-5: Improvements due to the inclusion of next-to-leading power (NLP) terms
in slicing methods. The solid lines represent the residual error after the inclusion of:
no power corrections (red), leading log NLP terms (green), NLL NLP terms (blue).
Plots for 𝑝𝑝 → 𝐻 with the 𝑞𝑇 subtraction scheme (left) and Z production with 𝑁 -
Jettiness (right). The left plot is from [257] and its derivation will be presented in
Chapter 6. The right plot is from [256].
Moreover, for complicated process the calculation above the cut becomes numerically
instable already for values of the slicing parameter that are too large to sufficiently
reduce the residual error. In this case the inclusion of terms beyond leading power
are not just important, but rather crucial, since they open the door to the calculation
of cross sections which would otherwise be unfeasible.
1.1.3 New Phenomena Arising Beyond Leading Power
To conclude this section let us present a final motivation for studying subleading
power. As we mentioned in Sec. 1.1.1, in the same way that processes involving
flavor changing in neutral current cannot be described in the Standard Model us-
ing only tree level interactions, there are QCD processes that vanish in the leading
kinematic limit and thus cannot be described by looking only at the leading power
interactions in the soft, collinear and forward regime. For example, as we will see in
Chapter 3 and Chapter 4, while at leading power the emission of soft radiation from
energetic collinear particles is constrained to be only eikonal, at subleading power
we can have emission of non-eikonal soft particles. The relaxation of the constraint
on the polarization of the soft radiation emitted allows, for example, processes that
are forbidden at leading power by helicity selection rules to take place beyond lead-
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ing power. Observables of this class are, for example, certain angular coefficients for
Drell-Yan [36, 250], for which only fixed order calculations are available [291] as well
as transverse momentum distributions of quarkonia in particular spin configurations
[283]
In Chapter 8 we will study another process that starts beyond leading power,
which is the forward scattering mediated by a quark exchange[449]. At leading power
in the forward limit only processes mediated by gluons are allowed. This implies
that at leading power no forward scattering process with fermion number flipping in
a given angular direction can take place. However, going beyond leading power it
becomes possible to mediate the forward scattering by a quark, allowing the study,
for example, of color neutral particle pair production in the forward limit at the LHC.
1.1.4 Bootstrapping QCD Amplitudes and Cross Sections
Another interesting theoretical motivation for the study of subleading power, is the
potential to provide more constraints on the structure of amplitudes and cross sec-
tions. This would be fundamental to the application of bootstrapping techniques
to QCD. The bootstrap program aims at fully reconstruct amplitudes by making
ansatzes of their functional form and then constraining and cross checking them by
using general symmetry relations and their behavior in different kinematic limits. It
has been applied with great success for amplitudes in 𝒩 = 4 SYM (see, for exam-
ple, [231, 224, 140, 139, 138]) where the large number of symmetries imposes strong
constraints on the structure of amplitudes, especially in the planar case where super-
conformal invariance dramatically constrains the functional dependence on the kine-
matic invariants. To give an idea of how powerful these techniques are in the context
of planar 𝒩 = 4, recently the 6 gluon amplitude has been bootstrapped up to 7 loop
orders [138]. Bootstrapping QCD amplitudes or cross sections is significantly more
challenging and beyond what is currently feasible. However, bootstrapping techniques
have been recently employed to determine QCD matrix elements and cross sections
in the soft and collinear limits [390, 392, 254, 255]. An interesting application for
these techniques in QCD at the cross section level is the bootstrap of the Energy-
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Energy Correlation (EEC) [51]. The EEC is a particularly simple observable since
it is a differential distribution that depends only on a single variable. Also, it has
singularities sitting only at the two end-points and momentum sum rules that provide
powerful constraints [362, 168]. While at fixed order the EEC has only been recently
calculated at 𝒪(𝛼2𝑠) in QCD [228, 409], its perturbative structure at the end points
is much better understood[456, 230]. Moreover, much progress has been achieved in
understanding the EEC in 𝒩 = 4 SYM [333, 80, 79, 78, 323, 455] and its relation to
the behavior of energy correlators in QCD [362, 230, 177, 325, 169], thus providing
an interesting playground for the extension of bootstrapping techniques to QCD at
the amplitude and cross section level. Going forward, given that a solid knowledge of
the infrared limits of QCD beyond leading power provides very powerful constraints,
the topics presented in this thesis and, more generally, the progress in the under-
standing of QCD beyond leading power are going to be of fundamental importance
for the success of the bootstrap program in QCD. To give a practical example of how
the subject of this thesis can contribute to this program, we note that in a work of
mine published in [455], but not included in this manuscript, we obtained the leading
logarithmic resummation of the EEC in 𝒩 = 4 SYM in the back-to-back limit be-
yond leading power by extending the techniques presented in this thesis in Chapter 5
and Chapter 6 for the resummation of subleading power event shape observables and
treatment of rapidity divergences beyond leading power. This work constitutes the
first step towards an all order understanding of the EEC in QCD beyond leading
power.
1.2 Kinematic Limits of QCD
In order to understand cross sections in their infrared and collinear kinematic regimes,
it is necessary to identify and characterize these regimes. Simply speaking, one can
classify two particles with momenta 𝑝𝑖 and 𝑝𝑗 as collinear to each other when 𝑝𝑖 ·𝑝𝑗 →
0, while a particle with momentum 𝑝𝑖 is considered soft when 𝑝𝜇𝑖 → 0. More precisely,
particles should be classified as soft and collinear relative to the hard scale of the
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process.
𝑝𝑖 collinear to 𝑝𝑗 : 𝑝𝑖 · 𝑝𝑗 ≪ 𝑄2 , 𝑝𝑖 soft : 𝑝𝜇𝑖 ≪ 𝑄 . (1.7)
More generally, in order to study these kinematic limits, it is convenient to work
with light-cone coordinates. We take two light-like vectors 𝑛𝜇 and ?¯?𝜇 which we can
identify, for example, as the directions of the incoming protons in an LHC collision
𝑛𝜇 = (1, 0, 0, 1) ?¯?𝜇 = (1, 0, 0,−1) . (1.8)
With the lightcone directions at hand, we can decompose any generic momentum 𝑝𝜇
as
𝑝𝜇 = 𝑝+
?¯?𝜇
2
+ 𝑝−
𝑛𝜇
2
+ 𝑝𝜇⊥ ≡ (𝑝+, 𝑝−, 𝑝⊥) , (1.9)
where the 𝑝± components are explicitly given by
𝑝− = ?¯? · 𝑝 = 𝑝0 + 𝑝𝑧 , 𝑝+ = 𝑛 · 𝑝 = 𝑝0 − 𝑝𝑧 , (1.10)
and 𝑝⊥ is the remaining transverse component. It is straightforward to generalize the
above decomposition to the case of 𝑁 collinear directions. We just need 𝑁 pairs of
lightlike vectors, {𝑛𝜇𝑖 , ?¯?𝜇𝑖 }𝑁𝑖=1, one pair for each direction.
Employing the lightcone notation just introduced in Eq. (1.9), we can thus classify
a momentum 𝑝𝜇 = (𝑝+, 𝑝−, 𝑝⊥) in the different dominant kinematic regions as
hard : 𝑝𝜇 ∼ 𝑄 (1, 1, 1) ,
𝑛-collinear : 𝑝𝜇 ∼ 𝑄 (𝜆2, 1, 𝜆) ,
?¯?-collinear : 𝑝𝜇 ∼ 𝑄 (1, 𝜆2, 𝜆) ,
soft : 𝑝𝜇 ∼ 𝑄 (𝜆𝑚, 𝜆𝑚, 𝜆𝑚) , 𝑚 = 1, 2 . (1.11)
Here, 𝜆 ≪ 1 is an auxiliary power counting parameter indicating the suppression of
14
the different modes relative to the hard scale 𝑄. Let us discuss Eq. (1.11) in more
detail:
∙ The hard region describes momenta directly associated with the production of
the hard probe of the process, ℎ. Taking ℎ to have invariant mass 𝑝2ℎ = 𝑄2,
parametrically hard momenta also have virtuality 𝑝2 ∼ 𝑄2. For example, virtual
corrections to the partonic process are sensitive to this scaling.
∙ The 𝑛-collinear region describes a momentum where 𝑛 · 𝑝 ≪ ?¯? · 𝑝, and hence,
from Eq. (1.9), 𝑝 is aligned with the 𝑛-direction. The scaling of the transverse
component follows by noting that for on-shell particles 𝑝+𝑝− ∼ 𝑝2⊥ ∼ 𝜆2𝑄2.
∙ The soft region describes low-energetic, but isotropic radiation, as is manifest
from the homogeneous scaling in Eq. (1.11). The choice of 𝑚 in Eq. (1.11)
depends on whether the observable 𝒯 under consideration is sensitive to the
lightcone momenta only (𝑚 = 2) or also to transverse momenta (𝑚 = 1).
In the SCET literature, these two cases are referred to as ultrasoft and soft,
respectively.
Note that in more general cases, such as also measuring final-state jets or complicated
observables, more modes may arise, and this has given rise to a plethora of scaling
hierarchies in the literature, see for example refs. [482, 205, 176, 62, 508, 379, 380,
381, 471, 71, 178, 268, 47, 353, 469, 334, 462, 386, 180]. For sufficiently inclusive
observables as considered in this thesis it suffices to consider Eq. (1.11) as well as
Glauber modes, which will be the focus of Sec. 2.4 and play a crucial part in describing
the Regge limit3 of cross sections and amplitudes.
Above, we have only given heuristic arguments for the observation that the scalings
in Eq. (1.11) are the only relevant ones. In SCET [53, 55, 61, 58, 54], an effective field
theory to describe QCD in the infrared limit the separation of modes corresponding
to Eq. (1.11) it is performed at the Lagrangian level for quark and gluon fields. In
this thesis I will use and extend the SCET framework to study the behavior of gauge
3In the literature many different names can be associated with this limit, such as forward limit,
high-energy limit, small-𝑥 limit, or BFKL regime.
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theories beyond leading power, for this reason Sec. 2 will be dedicated to a review of
different aspects of SCET.
Before concluding this section, it is important to note that the modes stated in
Eq. (1.11) also arise in proofs of QCD factorization in what is sometimes referred to
as the direct QCD approach. These proofs are based on the insight that there is a
one-to-one correspondence between the momentum regions giving rise to the large
𝑄 behavior and mass divergences in massless perturbation theory [487, 393]. These
mass divergences arise at pinch-singular surfaces, i.e. momentum regions when loop
momenta can not be deformed away from singularities in the appearing propaga-
tors refs. [201, 489, 193]. Similarly, these singular surfaces also arise when analyzing
Feynman diagrams using the method of regions [86].
1.3 Overview
In this section I present an overview of the work performed in the thesis. Other than
explaining how this manuscript is organized, I will frame the work of this thesis in
context with respect to the literature that has appeared on the subject.
In Chapter 2 I give a review of the SCET framework with a focus on the ingre-
dients necessary for the study of gauge theories beyond leading power. I will explain
what is the structure of factorization theorems, how subleading power corrections
from different sources can be organized and I clarify some aspects of factorization
breaking beyond leading power as well as the role of Glauber interactions in sublead-
ing power factorization.
In Chapter 3 and Chapter 4, I present the derivation of the ingredients of factor-
ization beyond leading power in SCET, with a focus on event shape observables. In
Chapter 3 I construct subleading hard scattering operator for Higgs production and
decay in gluon fusion leveraging the power of helicity selection rules thanks to the use
of gauge invariant helicity operators. In Chapter 4 I describe how to achieve factor-
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ization for event shapes in 𝑒+𝑒− beyond leading power in the presence of subleading
Lagrangian insertions that give rise to radiative jet and soft functions.
The results of these two chapters have been published in [451, 452]. A related
work for this thesis, that has not been included in this manuscript, has been pub-
lished in [164] where we derived the subleading power hard scattering operators for
the scalar current, which mediates Higgs decay and production in 𝑏?¯? annihilation.
The framework of helicity SCET operators has also been used in the literature to
derive the subleading power operators for the vector current [278].
In Chapter 5, I discuss the leading logarithmic resummation of thrust in gluon
induced Higgs decay at subleading power. In order to do so I introduce new sublead-
ing power gauge invariant objects, the 𝜃-jet and 𝜃-soft functions, which arise in the
renormalization of subleading soft and jet functions beyond leading power. I present
the subleading power factorization formula for this observable at leading logarithmic
accuracy, and derive and solve the renormalization group equations (RGE) for the
hard, jet and soft functions appearing in the factorization, including running coupling
effects. This work has been published in [453] and constitutes the first example of
the resummation of collinear and soft logarithms beyond leading power for an event
shape observable in QCD.
While the results in this chapter are derived for Higgs thrust, many of the results
derived in this work constitute universal elements of renormalization and resummation
for massless gauge theories at subleading power. In a work for the thesis not included
in this manuscript, we show that the same framework allows for the resummation of
soft fermion emissions in 𝒩 = 1 SUSY QCD [454]. As an other example, the 𝜃-soft
function and its mixing under RG evolution with subleading power soft functions, as
well as the solution of the subleading RGE equations derived in our work was later
used in the literature by an independent group to derive the resummation of thresh-
old logarithms beyond leading power for Drell-Yan and Higgs production at the LHC
[89, 90].
17
In Chapter 6, I present the study of rapidity logarithms, and the associated rapid-
ity divergences, at subleading order in the power expansion. I discuss the structure
of subleading-power rapidity divergences and how to consistently regulate them. I
introduce a new pure rapidity regulator and a corresponding MS-like scheme, which
handles rapidity divergences while maintaining the homogeneity of the power expan-
sion. I find that power-law rapidity divergences appear at subleading power, which
give rise to derivatives of parton distribution functions. As a concrete application, I
consider the 𝑞𝑇 spectrum for color-singlet production, for which I compute the com-
plete 𝑞2𝑇/𝑄2 suppressed power corrections at 𝒪(𝛼𝑠), including both logarithmic and
non-logarithmic terms and retaining the full dependence on the kinematics of the
color singlet particle.
As explained in Sec. 1.1, the calculation of perturbative power corrections is im-
portant to improve slicing methods for fully differential fixed order calculations and
having full dependence on the kinematic of the color singlet particle allows the use of
such power corrections in calculations involving fiducial cuts on the color singlet phase
space. The work presented in this chapter has been published in [257] and constitutes
the first calculation of subleading terms for transverse momentum distributions at the
LHC and therefore for the 𝑞𝑇 -subtraction scheme [162]. An analogous calculation of
the analytic power corrections for 𝑞𝑇 subtractions has been later reproduced for the
case of inclusive color singlet cross sections in [190], while the inclusion of corrections
to 𝑞𝑇 distributions due to the application of fiducial cuts to the decays of the color
singlet for Higgs and Drell-Yan production has been studied in refs. [263, 250]. Anal-
ogous corrections due to radiation from massive final states have been considered in
ref. [127].
In Chapter 7, I present a new method to employ cutting edge multiloop techniques
for the computation of the expansions of cross sections in the collinear limit. This
work has been published in [252]. This method provides a powerful way to construct
systematically improvable analytic approximations to differential distributions. I il-
lustrate this with an example by calculating the rapidity distribution of the Higgs
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boson at the LHC at NNLO in this approximation. I show that with just two orders
in the collinear expansion, I obtain a smaller than 2% discrepancy with respect to
the known exact NNLO result for the entire range the rapidity spectrum.
This work also allows the extraction of universal ingredients arising in the collinear
limit of QCD to an unprecedented level of precision in perturbation theory. In a work
of mine not included in this manuscript, we demonstrate this by using the methods
developed in Chapter 7 to calculate for the first time at N3LO both the 𝑁 -Jettiness
beam functions [253] as well as the transverse momentum depends PDFs (𝑞𝑇 de-
pendent beam functions) for gluon and quarks [254]. Ref. [254] constitutes the last
missing ingredient to determine the full singular structure of an infrared observable
(𝑞𝑇 ) at N3LO in QCD. This allows the 𝑞𝑇 subtraction to be extended to N3LO and
opens the door to fully differential calculations at N3LO for Drell-Yan and Higgs pro-
duction at the LHC. Since it determines the full log-independent structure of 𝑞𝑇 at
N3LO, it allows the resummation of 𝑞𝑇 distributions at N3LL′ and it provides the
boundaries needed for N4LL resummation. Similarly, the 𝑁 -jettiness beam functions
that we calculated in ref. [253] are one of the cornerstones of 𝑁 -jettiness subtraction
at N3LO. They are also crucial to extend the resummation of 𝒯𝑁 to N3LL′ and N4LL
accuracy, and for matching N3LO calculations to parton showers based on 𝒯0 resum-
mation, like GENEVA [6, 5].
In Chapter 8, I study factorization and resummation in the Regge limit both at
the amplitude and the cross section level. In this chapter, which has been published
in [449], I develop a Lagrangian formalism for the treatment of fermion mediated
forward scattering processes in QCD. This constitutes an example of a process that
only takes place beyond leading power, as it is forbidden by the symmetries of QCD
at leading power. Using the operators of the derived Lagrangians, I derived the quark
Regge trajectory at 1 loop as well as the BFKL resummation of small-𝑥 logarithms
for diphoton production at the LHC.
I conclude in Chapter 9.
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During the thesis I have worked on other papers that have not been included in this
manuscript, besides the ones already mentioned throughout this outline. Therefore,
to frame these works in the context of the study of QCD beyond leading power that
I have carried out in the thesis, let me finish this section by briefly presenting them.
As we explain in Chapter 6, the structure of corrections for 𝑞𝑇 distribution is
complicated by the presence of rapidity divergences at subleading power. In Chapter 6
we study them at fixed order, but an all-order understanding necessary for carry out
resummation of 𝑞𝑇 distributions is significantly more challenging to obtain. In the
work published in [455], we tackle this problem and carry out the resummation of the
Energy-Energy Correlation (EEC) in the back-to-back limit 4 at subleading power in
𝒩 = 4 super-Yang-Mills. This work constitutes the first resummation at subleading
power for an observable involving rapidity logarithms and includes the introduction
of rapidity identity operators, that will generically appear at subleading power in
problems involving both rapidity and virtuality scales. This the case, for example,
of the 𝑝𝑇 spectrum for color singlet boson production at hadron colliders and the
resummation of power suppressed logarithms in the Regge limit.
I have also worked on power correction for the𝑁 -jettiness subtraction scheme [116,
293]. In the work published in [256], we calculated the complete 𝒯 suppressed power
corrections at 𝒪(𝛼𝑠), including both logarithmic and non-logarithmic terms and re-
taining the full dependence on the kinematics of the color singlet particle. This work
extended part of the results of [447, 448] to next-to-leading logarithmic accuracy
and clarified in detail the necessity of retaining the full kinematic dependence on
the color singlet phase space and thus of including power corrections induced by the
additional measurements on the color singlet, which where not included in the calcu-
lations of refs. [122, 118]. In the work published in [99], we have initiated the study
of power corrections for LHC processes involving a jet in the final state. We have
developed a procedure to efficiently expand spinor-helicity amplitudes in the soft and
in the collinear limit to arbitrary power. This is important not only because expres-
4The EEC in the back-to-back limit is intimately related to 𝑞𝑇 factorization, so much so that
its logarithmic structure at leading power can be completely predicted recycling the ingredients
necessary for 𝑞𝑇 resummation [456].
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sions for higher multiplicity amplitudes, as the ones that are needed for the study
of power corrections to color singlet processes in association to one or more jets, are
efficiently expressed in the spinor-helicity formalism, but also to facilitate the study
of the universal behavior of amplitudes in the collinear limit beyond leading power,
which has been recently object of study in the literature [495, 460]. Finally, we apply
this method to the case of Higgs production in association with a jet presenting the
leading logarithmic contribution due to subleading power matrix elements for certain
channels.
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Chapter 2
SCET Beyond Leading Power
In this chapter we present an overview of the framework of Soft and Collinear Effective
Theory which will be used in this thesis. In particular, the goal of this chapter is
to give a coherent picture for the understanding of massless gauge theories beyond
leading power in an effective field theory framework. Note that, while many of the
ingredients that we will introduce in this chapter had already appeared in the SCET
literature, a substantial portion of the concepts and tools presented in this chapter
has been developed for this thesis (all of which are published) and related works.
Therefore, we wish to provide here a self contained discussion hoping that it puts into
context the role of the different works contained in this thesis to subleading power
factorization more generally.
SCET is an effective field theory of QCD describing the interactions of collinear
and soft particles in the presence of a hard interaction [53, 55, 61, 58, 54]. SCET
is constructed as an expansion about the light cone in powers of 𝜆, following the
notation of Eq. (1.9). Momenta are expanded into label and residual components
𝑝𝜇 = 𝑝𝜇ℓ + 𝑘
𝜇 = ?¯? · 𝑝ℓ 𝑛
𝜇
2
+ 𝑝𝜇ℓ⊥ + 𝑘
𝜇 , (2.1)
where, ?¯? · 𝑝ℓ ∼ 𝑄 and 𝑝ℓ⊥ ∼ 𝜆𝑄 are the large label momentum components, with
𝑄 a characteristic scale of the hard interaction, while 𝑘 ∼ 𝜆2𝑄 is a small residual
momentum. A multipole expansion is then performed to obtain fields with momenta
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Operator ℬ𝜇𝑛⊥ 𝒫 𝒫𝜇⊥ ?¯? · ℬ𝑢𝑠 ℬ𝜇𝑢𝑠⊥ ?¯? · 𝜕𝑢𝑠 𝑛 · 𝜕𝑢𝑠 𝜕⊥𝑢𝑠
Power Counting 𝜆 𝜆0 𝜆 𝜆2 𝜆2 𝜆2 𝜆2 𝜆2
Table 2.1: Power counting for building block operators in SCETI.
of definite scaling, namely collinear quark and gluon fields for each collinear direction,
as well as soft quark and gluon fields. Independent gauge symmetries are enforced
for each set of collinear or soft fields. As a consequence of the multipole expansion all
fields and their derivatives acquire a definite power counting [61], shown in Table 2.1.
The detailed structure of the fields will be described shortly.
2.1 Hard, Dynamical and Glauber Lagrangians
Given that each operator and derivative has a well defined power counting and that
Lagrangians are made of operators, it is clear that the action of the theory can be
written via Lagrangians with definite power counting. The SCET Lagrangian is
expanded as
ℒSCET =
∑︁
𝑖≥0
ℒ(𝑖)SCET , (2.2)
with each term having a definite power counting 𝒪(𝜆𝑖). The leading power SCET
Lagrangian ℒ(0)SCET can be organized as
ℒ(0)SCET = ℒ(0)hard + ℒ(0)dyn + ℒ(0)𝐺 = ℒ(0)hard +
(︁∑︁
{𝑛𝑖}
ℒ(0)𝑛𝑖 + ℒ(0)𝑠
)︁
+ ℒ(0)𝐺 . (2.3)
More generally, we can organize the expansion of the Lagrangians beyond leading
power as
ℒSCET = ℒhard + ℒdyn =
∑︁
𝑖≥0
ℒ(𝑖)hard +
∑︁
𝑖≥0
ℒ(𝑖)dyn + ℒ(0)𝐺 , (2.4)
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As written, the SCET Lagrangian is divided into three different contributions:
The hard scattering Lagrangian, ℒ(𝑖)hard, contains local operators and is derived by
a matching calculation. It describes operators from the SM Lagrangian necessary to
mediate the hard scattering interactions. For example, the hard scattering operators
mediating the Born process 𝑞𝑞 → 𝑍 for Drell Yan will be part of this Lagrangian.
It is important to notice that while this Lagrangian is referred as “hard", the fields
entering in this Lagrangians are not hard, but rather collinear1. There are no active
hard degrees of freedom in SCET.
One could pictorially interpret the operators in ℒhard as the ones answering the
question "how do the color charged particles interact at the hard scale?", "How do
collinear quarks and gluons interact at the hard scale to produce the desired final
state?". All the hard modes are integrated out and their contribution is contained in
the hard matching coefficients (the Wilson coefficients) of the operators. The work in
Chapter 3 is dedicated to derive both the hard scattering operators as well as their
Wilson coefficients for ℒhard up to 𝒪(𝜆2) for the case Higgs production in gluon fusion.
The dynamical Lagrangians, ℒ(𝑖)dyn, describe the long wavelength dynamics in the
effective theory of collinear modes in each collinear sector 𝑛 as well as that of soft
modes. At leading power, the dynamical Lagrangian can be further split in a term
involving only soft fields ℒ(0)𝑠 and a sum of purely collinear Lagrangians ℒ(0)𝑛𝑖 , one for
each non overlapping collinear directions 𝑛𝑖.2.
At subleading power the distinction between collinear and soft dynamical La-
grangians is less meaningful since many operators in the subleading power dynamical
Lagrangians contain both soft and collinear fields as we will see in Chapter 4. The
dynamical Lagrangians dictate how the color charged particles interact after, or be-
1When considering QCD beyond leading power there are hard scattering operators containing
also soft fields and soft derivatives. We will see explicit example of this in Sec. 3.3.3
2It is important to note that "overlapping" reference vectors 𝑛 and 𝑛′, with 𝑛 ·𝑛′ ∼ 𝒪(𝜆2) provide
equivalent descriptions. This enforces a symmetry on the effective theory known as reparametrization
invariance (RPI) [424, 166]. We will often use this symmetry throughout this thesis to simplify our
description, for example by choosing that the total ⊥ momentum of a particular collinear sector
vanishes.
25
fore, the hard scattering interaction takes place. It describes, for example, how a
𝑛-collinear gluon can split into an 𝑛-collinear quark-antiquark pair. As a matter of
fact, the Altarelli-Parisi splitting as well as the splitting amplitudes can be completely
derived via ℒ(0)𝑛 . Note that since they carry no information about the hard scattering
process, the dynamical Lagrangians are process independent and therefore enjoy a
degree of universality. We will present the SCET dynamical Lagrangians up to 𝒪(𝜆2)
in Sec. 4.2.
The Glauber Lagrangian [475], ℒ(0)𝐺 , describes leading power interactions between
soft and collinear modes in the form of non-local potentials, which break factorization,
unless they can be shown to cancel. Note that for the Glauber Lagrangian we only
have singled out the leading power ℒ(0)𝐺 and no power correction
∑︀
𝑖>0 ℒ(𝑖)𝐺 . This
is because the distinction between Glaubers and other types of non local operators
beyond leading power ceases to be transparent and meaningful as operators beyond
leading power cannot break factorization while the main characteristic of ℒ(0)𝐺 is that
it does. We will provide more details of the Glauber interactions in SCET and in
particular on this subtlety of the classification of Glaubers beyond leading power in
Sec. 2.4. Note also that a subset of subleading power operators involving Glaubers
which describes quark reggeization [449] is the focus of Chapter 8.
2.2 Gauge Invariant Fields and Soft Decoupling
In this section we review some of the basic SCET concepts that we will use in the
rest of the thesis. We will write the SCET fields for 𝑛𝑖-collinear quarks and gluons,
𝜉𝑛𝑖,𝑝(𝑥) and 𝐴𝑛𝑖,𝑝(𝑥), in position space with respect to the residual momentum and
in momentum space with respect to the large momentum components. The large
momentum 𝑝, and the collinear direction then act as labels for the fields. Derivatives
acting on the fields give the residual momentum dependence, 𝑖𝜕𝜇 ∼ 𝑘 ∼ 𝜆2𝑄, while
label momentum operators 𝒫𝜇𝑛𝑖 give the label momentum 𝒫𝜇𝑛𝑖 𝜉𝑛𝑖,𝑝 = 𝑝𝜇 𝜉𝑛𝑖,𝑝. An
important feature of the multipole expansion is that the propagator for collinear
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fields
1
?¯? · 𝑝 𝑛 · 𝑝𝑟 + 𝑝2⊥
, (2.5)
is independent of ?¯? · 𝑝𝑟 and 𝑝𝜇𝑟⊥ and hence is local in the residual 𝑥−, 𝑥⊥ components.
This will allow for factorized expressions involving convolutions to be reduced to
a single variable convolution in the position along the lightcone, and will play an
important role in our definitions of the radiative functions in Chapter 4.
Soft degrees of freedom are described in the effective theory by separate quark and
gluon fields, 𝑞𝑢𝑠(𝑥) and 𝐴𝑢𝑠(𝑥). We will assume that we are working in the SCETI
theory where these soft degrees of freedom are referred to as ultrasoft, indicated by
the subscript "us". These fields do not carry label momentum, and have 𝑖𝜕𝜇 ∼ 𝜆2𝑄.
The use of gauge invariant soft and collinear SCET fields play a central role
in achieving factorization for QCD amplitudes and cross sections, since it allows
us to systematically construct gauge invariant non-local operators. Collinear gauge
invariant quark and gluon fields are defined as [55, 61]
𝜒𝑛𝑖,𝜔(𝑥) =
[︁
𝛿(𝜔 − 𝒫𝑛𝑖)𝑊 †𝑛𝑖(𝑥) 𝜉𝑛𝑖(𝑥)
]︁
, (2.6)
ℬ𝜇𝑛𝑖⊥,𝜔(𝑥) =
1
𝑔
[︁
𝛿(𝜔 + 𝒫𝑛𝑖)𝑊 †𝑛𝑖(𝑥) 𝑖𝐷𝜇𝑛𝑖⊥𝑊𝑛𝑖(𝑥)
]︁
,
where
𝑖𝐷𝜇𝑛𝑖⊥ = 𝒫𝜇𝑛𝑖⊥ + 𝑔𝐴𝜇𝑛𝑖⊥ , (2.7)
is the collinear covariant derivative and
𝑊𝑛𝑖(𝑥) =
[︂ ∑︁
perms
exp
(︁
− 𝑔𝒫𝑛𝑖
?¯?·𝐴𝑛𝑖(𝑥)
)︁ ]︂
, (2.8)
is a Wilson line of 𝑛𝑖-collinear gluons in label momentum space, and the label opera-
tors in Eqs. (2.6) and (2.8) only act inside the square brackets. The collinear Wilson
line 𝑊𝑛𝑖(𝑥) is localized with respect to the residual position 𝑥, and we can therefore
treat 𝜒𝑛𝑖,𝜔(𝑥) and ℬ𝜇𝑛𝑖,𝜔(𝑥) as local quark and gluon fields from the perspective of
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ultrasoft derivatives 𝜕𝜇 that act on 𝑥.
Since also soft particles carry color charge, there are soft gauge transformation
under which they transform [490]. It is therefore equivalently important to define
gauge invariant ultrasoft quark and gluon fields. In order to do so we first need to
decouple the collinear fields from the ultrasoft particles. In the SCET framework,
this is achieved at the level of the Lagrangian through the BPS field redefinition [54]
of the collinear fields
ℬ𝑎𝜇𝑛⊥ → 𝒴𝑎𝑏𝑛 ℬ𝑏𝜇𝑛⊥, 𝜒𝛼𝑛 → 𝑌 𝛼𝛽𝑛 𝜒𝛽𝑛 , (2.9)
which is performed in each collinear sector. Here 𝑌𝑛, 𝒴𝑛 are fundamental and adjoint
ultrasoft Wilson lines, where for a general color 𝑆𝑈(3) representation, 𝑟, the ultrasoft
Wilson line is defined by
𝑌 (𝑟)𝑛 (𝑥) = P exp
⎡⎣𝑖𝑔 ∞∫︁
0
𝑑𝑠 𝑛 · 𝐴𝑎𝑢𝑠(𝑥+ 𝑠𝑛)𝑇 𝑎(𝑟)
⎤⎦ , (2.10)
where P denotes path ordering. The BPS field redefinition decouples the ultrasoft
degrees of freedom from the leading power collinear Lagrangian [54], so that they
appear only in the hard scattering vertex. In other contexts this is sometimes referred
as leading power eikonalization. To define gauge invariant ultrasoft fields, we can
group all Wilson lines arising from the BPS field redefinition with fields to form gauge
invariant combinations. In particular, we can define an ultrasoft gauge invariant quark
field as
𝜓𝑢𝑠(𝑖) = 𝑌
†
𝑛𝑖
𝑞𝑢𝑠 , (2.11)
Similarly, we can group Wilson lines with gauge covariant derivatives in an arbitrary
representation, 𝑟,
𝑌 (𝑟) †𝑛𝑖 𝑖𝐷
(𝑟)𝜇
𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
= 𝑖𝜕𝜇𝑢𝑠 + [𝑌
(𝑟) †
𝑛𝑖
𝑖𝐷(𝑟)𝜇𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
] = 𝑖𝜕𝜇𝑢𝑠 + 𝑇
𝑎
(𝑟)𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) ,
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𝑌 (𝑟) †𝑛𝑖 𝑖
←−
𝐷 (𝑟)𝜇𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
= 𝑖
←−
𝜕 𝜇𝑢𝑠 + [𝑌
(𝑟) †
𝑛𝑖
𝑖
←−
𝐷 (𝑟)𝜇𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
] = 𝑖
←−
𝜕 𝜇𝑢𝑠 − 𝑇 𝑎(𝑟)𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) , (2.12)
to obtain ultrasoft derivatives that only act on gauge invariant products of fields, and
gauge invariant ultrasoft gluon fields
𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) =
[︂
1
𝑖𝑛𝑖 · 𝜕𝑢𝑠𝑛𝑖𝜈𝑖𝐺
𝑏𝜈𝜇
𝑢𝑠 𝒴𝑏𝑎𝑛𝑖
]︂
. (2.13)
Here the square brackets indicate that the derivatives acts only on the Wilson lines
within the brackets.
Gauge invariant ultrasoft operators will be necessarily non-local at the ultrasoft
scale, involving ultrasoft Wilson lines. However, the form of this non-locality is com-
pletely determined by the BPS field redefinition. Matching calculations from QCD
to the effective theory are performed prior to the BPS field redefinition, when the
theory is local at the hard scale, and then the non-locality arises later from the BPS
field redefinition. However, one can alternatively take a bottom-up approach and
consider gauge invariant soft gluon fields as building blocks of the theory. This ap-
proach has been used in [278, 451, 164] to construct the operator bases at subleading
power, as we will see in Chapter 3. In Sec. 4.2 we will show that the subleading
power Lagrangians of SCET can be rewritten after BPS field redefinition purely in
terms of gauge invariant ultrasoft quark and gluon building blocks and collinear fields
[452]. This will play an important role, allowing for the definition of gauge invariant
radiative functions in Chapter 4.
In both Eqs. (2.11) and (2.12), the fields are ultrasoft gauge invariant for an arbi-
trary lightlike direction, 𝑛𝑖, and the soft fields themselves are not naturally associated
with a given direction. Due to Eq. (2.9), this direction is usually naturally taken to
coincide with that of a collinear direction, for example the direction of the collinear
particles emitting the soft quark or gluon. Note that the ultrasoft gauge invariant
gluon field is the analogue of the gauge invariant collinear gluon field of Eq. (2.6),
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which can also be written
𝑔ℬ𝐴𝜇𝑛𝑖⊥ =
[︂
1
𝒫 ?¯?𝑖𝜈𝑖𝐺
𝐵𝜈𝜇⊥
𝑛𝑖
𝒲𝐵𝐴𝑛𝑖
]︂
. (2.14)
The gauge invariance of the ultrasoft fields in Eqs. (2.11) and (2.12), is enforced
by the presence of the soft Wilson line. This also implies that it has Feynman rules
describing an arbitrary number of soft emissions. For example, expanded up to two
emissions, we have
𝑔ℬ𝜇𝑢𝑠(𝑛) = 𝑔
(︂
𝐴𝜇𝑎𝑢𝑠(𝑘)𝑇
𝑎 − 𝑘𝜇𝑛 · 𝐴
𝑎
𝑢𝑠(𝑘)𝑇
𝑎
𝑛 · 𝑘
)︂
+ 𝑔2[𝑇 𝑎, 𝑇 𝑏]
𝑛 · 𝐴𝑎𝑢𝑠(𝑘1)
𝑛 · 𝑘1 𝐴
𝑏 𝜇
𝑢𝑠 (𝑘2) +
+
𝑔2
2
(︂
𝑘𝜇1 + 𝑘
𝜇
2
𝑛 · 𝑘1 + 𝑛 · 𝑘2
)︂(︂
𝑇 𝑎𝑇 𝑏
𝑛 · 𝑘1 +
𝑇 𝑏𝑇 𝑎
𝑛 · 𝑘2
)︂
𝑛 · 𝐴𝑎𝑢𝑠(𝑘1)𝑛 · 𝐴𝑏𝑢𝑠(𝑘2) + · · · .
(2.15)
2.3 Components of Factorization Beyond Leading Power
In this section we discuss the different components contributing to the formulation
of a subleading power factorization theorem in SCET, extending the brief discussion
provided in Sec. 2.1. We will take as a concrete example an SCETI event shape
in 𝑒+𝑒− → dijets, however, the considerations are more general. Throughout this
section, except for Sec. 2.4, we will not consider possible contributions from leading
power Glauber modes, which we assume decouple from the soft and collinear modes.
For the case of 𝑒+𝑒− this is reasonable, since all QCD particles are in the final state,
where we expect leading Glauber effects can be absorbed into the direction of soft
Wilson lines [475].
Consider a dimensionless SCETI event shape observable, 𝜏 , in 𝑒+𝑒− → dijets,
which is chosen to vanish in the dijet limit. As a concrete example, one can consider
𝜏 = 1− 𝑇 , where 𝑇 is the thrust observable [277]. Analogously to what we have seen
in Sec. 1.1, we can write the cross section as a power expansion
d𝜎
d𝜏
=
d𝜎(0)
d𝜏
+
d𝜎(1)
d𝜏
+
d𝜎(2)
d𝜏
+
d𝜎(3)
d𝜏
+𝒪(𝜏) , (2.16)
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where d𝜎(𝑛)/d𝜏 ∼ 𝜏𝑛/2−1 due to the scaling relation 𝜆 ∼ √𝜏 . We wish to find
factorized expressions for the non-zero contributions in this series, in terms of hard,
jet and soft functions of the schematic form
d𝜎(𝑛)
d𝜏
= 𝑄𝜎0
∑︁
𝑗
𝐻
(𝑛𝐻𝑗)
𝑗 ⊗ 𝐽 (𝑛𝐽𝑗)𝑗 ⊗ 𝑆(𝑛𝑆𝑗)𝑗 . (2.17)
Here 𝐻(𝑛𝐻𝑗)𝑗 describes matching coefficients, while 𝐽
(𝑛𝐽𝑗)
𝑗 and 𝑆
(𝑛𝑆𝑗)
𝑗 are field theoretic
matrix elements involving only collinear or soft fields, and 𝑄 is the center of mass
energy. Here the superscripts denote the power suppression, and we have
𝑛 = 𝑛𝐻𝑗 + 𝑛𝐽𝑗 + 𝑛𝑆𝑗 . (2.18)
In general, there will be multiple distinct hard, jet and soft functions at each power,
indicated by the sum over 𝑗.
In the effective theory approach, the first step towards this goal is to write the
expression for the differential cross section in terms of full theory QCD matrix ele-
ments,
𝑑𝜎
d𝜏
=
1
2𝑄2
∑︁
𝑋
𝛿(4)𝑞 ⟨𝐿|𝑂(0) |𝑋⟩ ⟨𝑋|𝑂(0) |𝐿⟩ 𝛿
(︀
𝜏 − 𝜏(𝑋))︀ , (2.19)
where for 𝑒+𝑒− → dijets through a virtual photon, 𝑂 = 𝒥 𝜇𝐿𝜇, where 𝐿𝜇 is the
leptonic current which includes the 𝑒+𝑒−, photon propagator and couplings, and 𝒥 𝜇 =
𝑞𝛾𝜇𝑞. Here we use the shorthand notation 𝛿(4)𝑞 = (2𝜋)4𝛿4(𝑞 − 𝑝𝑋) for the momentum
conserving delta function. The summation over all final states, 𝑋, includes phase
space integrations. Here |𝐿⟩ denotes the 𝑒+𝑒− leptonic initial state. The measurement
of the dijet observable is enforced by 𝛿
(︀
𝜏 − 𝜏(𝑋))︀, where 𝜏(𝑋), returns the value of
the observable 𝜏 as measured on the final state 𝑋.
For 𝜏 ≪ 1, we are in the dijet limit and can match onto SCET hard scattering
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operators with two collinear sectors
𝑂 =
∑︁
𝜆𝑙,𝑗,𝑘
𝒞(𝑘)𝜆𝑙 𝑗𝑂
(𝑘)
𝜆𝑙 𝑗
. (2.20)
Here the sum is over powers in 𝜆 indicated by the superscript (𝑘), and at each power
distinct operators are labeled by 𝜆𝑙 and 𝑗 which include helicity and color labels. Our
labels are split such that 𝜆𝑙 = ± indicates the helicity of the lepton current and the
index 𝑗 denotes all helicity and color labels of the QCD component of the current.
The 𝒞(𝑘)𝜆𝑙𝑗 coefficients include the electromagnetic coupling and charges.
We work to all orders in the strong coupling, 𝛼𝑠, but to leading order in the
electroweak couplings. We can therefore factorize out the leptonic component, 𝐽𝜆𝑙 of
the hard scattering operators
𝑂
(𝑘)
𝜆𝑙 𝑗
= 𝐽𝜆𝑙?˜?
(𝑘)
𝑗 . (2.21)
Evaluating the tree level matrix element involving the external electron states, the
expression for the cross section can be written in terms of matrix elements in the
effective theory as
𝑑𝜎
𝑑𝜏
= 𝑁
∑︁
𝑋
𝛿(4)𝑞
∑︁
𝜆𝑙
⟨
0
⃒⃒⃒∑︁
𝑗,𝑘
𝒞(𝑘)𝜆𝑙 𝑗?˜?
(𝑘)
𝑗
⃒⃒⃒
𝑋
⟩
ℒdyn
⟨
𝑋
⃒⃒⃒∑︁
𝑗,𝑘
𝒞(𝑘)𝜆𝑙 𝑗?˜?
(𝑘)
𝑗
⃒⃒⃒
0
⟩
ℒdyn
𝛿
(︁
𝜏 −
∑︁
𝑙
𝜏 (𝑙)(𝑋)
)︁
.
(2.22)
After having calculated the leptonic matrix element we are left with a normalization
factor 𝑁 , whose explicit form is not relevant for the current discussion.
To achieve an expression with homogeneous power counting, as in Eq. (2.16), we
must systematically expand Eq. (2.22) in 𝜆, working to all orders in 𝛼𝑠. At leading
power, assuming that the action of the measurement function factorizes, this is simple.
The BPS field redefinition decouples leading power soft and collinear interactions so
that the Hilbert space factorizes, and the state |𝑋⟩ can be written
|𝑋⟩ = |𝑋𝑛⟩|𝑋?¯?⟩|𝑋𝑢𝑠⟩ . (2.23)
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𝑎) 𝑏) 𝑐) 𝑑)
Figure 2-1: Subleading power contributions from the emission of a soft quark or
gluon in a hard scattering. The subleading emission can either be from a local hard
scattering operator, as shown in a), c), or from a radiative contribution from the
energetic partons, as in b), d).
Algebraic manipulations can then be used to organize Eq. (2.22) into a form involv-
ing separate matrix elements of soft and collinear fields, and hence derive a bare
factorization formula.
In the effective field theory organization it is then evident from Eq. (2.22) that
there are three sources of power corrections
1. Subleading power hard scattering operators.
2. Subleading power corrections to the measurement function.
3. Subleading power Lagrangian insertions.
We will discuss the structure of each of these sources of power corrections.
2.3.1 Hard Scattering Operators
The matching of QCD onto SCET gives rise to hard scattering operators, see Eq. (2.20).
These operators are local at the scale of the matching, as shown schematically in
Fig. 2-1. Subleading power hard scattering operators with two collinear directions
are discussed in detail in Chapter 3 and published in Refs. [278, 451, 164] where
complete bases were derived for 𝑞Γ𝑞 and 𝑔𝑔 currents using the approach of helicity
operators [450, 357]. The leading order matching was also performed. In addition,
operator bases for 𝑁 -jet configurations were studied in [91, 92].
Hard scattering operators at subleading power are similar to those at leading
power in that they are formed from products of the SCET operator building blocks
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of Table 2.1. These building blocks provide a complete basis of building blocks to
all powers, as can be proven by the use of equations of motion and operator rela-
tions [429]. The difference between leading and subleading power comes from addi-
tional collinear or ultrasoft fields, or 𝒫⊥ operators which are inserted into the hard
scattering operator to give the power suppression. For example, leading power hard
scattering operators for more inclusive processes typically have a single collinear field
in each collinear sector. For concreteness one can take the case of Higgs production
in gluon fusion (which will be thoroughly presented in Chapter 3) where the leading
power operator has this property
. (2.24)
However, at subleading power, operators can have multiple collinear fields in a single
sector, as for example
. (2.25)
While it may be tempting to think that subleading power operators can be seen as
some "dressing" or correction of leading power operators, it is important to note
that that is not true. At subleading power, intrinsically new operators which cannot
be obtained just by tweaking or correcting the leading power operator appear. For
example, beyond leading power there are operators with different fermion number per
collinear sector w.r.t. the leading power. Again, taking an example from the case of
𝑔𝑔 → 𝐻, an operator that contributes to the cross section at subleading power is
, (2.26)
where we have non-zero fermion number in each collinear sector, while the leading
power operator for the same process has zero fermion number in each sector, see
Eq. (2.24). It is important to understand that here we have chosen the case of 𝑔𝑔 → 𝐻
to illustrate these features of hard scattering operators beyond leading power just for
convenience, as 𝑔𝑔 → 𝐻 is a standard process of significant interest, but these features
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are general and can be seen also in the hard scattering operators of other processes,
like the Drell-Yan process or Higgs decay to 𝑏?¯? [278, 164].
Note that the operator in Eq. (2.26) contributes already at 𝒪(𝛼𝑠) to the cross
section as will be shown in detail in Sec. 3.4.2.
If the entire power suppression comes from the hard scattering operator then the
factorization proceeds similar to at leading power. In particular, in this case only the
leading power Lagrangian is required since subleading power Lagrangian insertions
would induce additional power suppression, and therefore factorization formulae can
be derived through the BPS field redefinition. However, since subleading power hard
scattering operators can have multiple fields per collinear sector, the final factoriza-
tion formulas typically not only have a richer convolution structure, but they will also
include jet, beam or soft functions with additional fields and very different renormal-
ization properties. The richer structure of the factorization formulas due to subleading
hard scattering operators for 𝑔𝑔 → 𝐻 is discussed in detail in Sec. 3.3.4 and summa-
rized in Table 3.4. The presence of a soft function involving additional fields due to
a subleading hard scattering operator is crucial for the leading log resummation of
event shape observables beyond leading power and its subtle renormalization is one
of the main challenges solved by my work published in ref. [453], which is presented
in Chapter 5.
2.3.2 Measurement Function Factorization
The action of the measurement function 𝜏(𝑋), which is a function of the soft and
collinear momenta, must also be expanded homogeneously in the soft and collinear
limits. As shown in Eq. (2.22), we expand the measurement function as
𝜏(𝑋) = 𝜏 (0)(𝑋) + 𝜏 (2)(𝑋) + . . . . (2.27)
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Here we have assumed that any 𝒪(𝜆) = 𝒪(√𝜏) corrections to the measurement
function vanish.3 This was shown explicitly for the case of thrust in [278].
The measurement function enters Eq. (2.22) as a delta function constraint on the
final state. This constraint can be expanded as
𝛿
(︀
𝜏 − 𝜏(𝑋))︀ = 𝛿(︀𝜏 − 𝜏 (0)(𝑋)− 𝜏 (2)(𝑋)− . . . )︀ (2.28)
= 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀− 𝜏 (2)(𝑋) 𝛿′(︀𝜏 − 𝜏 (0)(𝑋))︀+ . . . ,
where the dots represent higher derivatives of delta functions.
To achieve a factorization, one must show that the measurement operators at each
power can be factorized into contributions from soft or collinear degrees of freedom.
To be specific, we restrict ourselves to what we have referred to as “pseudo-additive
observables” [278] which we define as those observables with measurement functions
that can be factorized into contributions from collinear and ultrasoft modes at each
order in the power expansion in the form
𝜏 (𝑖)(𝑋) = 𝜏 (𝑖)𝑛 (𝑋𝑛, 𝐺?¯?, 𝐺𝑠) + 𝜏
(𝑖)
?¯? (𝑋?¯?, 𝐺𝑛, 𝐺𝑠) + 𝜏
(𝑖)
𝑢𝑠 (𝑋𝑢𝑠, 𝐺𝑛, 𝐺?¯?) . (2.29)
The factors 𝐺𝑛, 𝐺?¯?, 𝐺𝑢𝑠, which can enter the measurement function for any sector,
are global properties of a sector, and must be defined independent of the order in
perturbation theory.4 In this case one can define field theoretic measurement functionŝ︁ℳ(𝑖)𝑛 , ̂︁ℳ(𝑖)?¯? , and ̂︁ℳ(𝑖)𝑢𝑠 from the energy momentum tensor of the theory [387, 498, 363,
56, 76]. The measurement functions act as
̂︁ℳ(𝑖)𝑛 |𝑋𝑛⟩ = 𝛿(𝜏 − 𝜏 (𝑖)𝑛 (𝑋𝑛))|𝑋𝑛⟩ ,
3This is true for most observables in the SCET formulation of Ref. [53, 55, 61, 58] in which
label and residual momentum are exactly conserved. In the alternate approach of Ref. [286], where
momentum is not strictly conserved, an 𝒪(𝜆) contribution to the measurement function does appear.
As shown in Ref. [284] this 𝒪(𝜆) contribution to the measurement function contributes as a product
with an 𝒪(𝜆) operator arising from the expansion of momentum conserving delta functions, and
contributes at 𝜆2.
4While the factors𝐺𝑛, 𝐺?¯?, 𝐺𝑢𝑠 are often trivial, an example where they are not is the factorization
for the “soft haze” region of Ref. [381, 382, 383], describing the factorization in endpoint region of
energy correlation function based jet substructure observables [379, 446].
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̂︁ℳ(𝑖)?¯? |𝑋?¯?⟩ = 𝛿(𝜏 − 𝜏 (𝑖)?¯? (𝑋?¯?))|𝑋?¯?⟩ ,̂︁ℳ(𝑖)𝑢𝑠 |𝑋𝑢𝑠⟩ = 𝛿(𝜏 − 𝜏 (𝑖)𝑢𝑠 (𝑋𝑢𝑠))|𝑋𝑢𝑠⟩ . (2.30)
The subleading power measurement function has been derived for the thrust observ-
able in [284, 278] to 𝒪(𝜆2).
Note that subleading power corrections can also arise for measurement functions
of observables, such as kinematic factors, that are not small in the 𝜆≪ 1 limit. This
is particularly important when multiple measurements are performed on the final
states as occurs for Born measurements in fully differential cross sections at hadron
colliders.
As an example, let us consider the beam thrust [492] event shape 𝒯0 or the 𝑞𝑇
spectrum in color singlet production at the LHC. To obtain distributions that are
fully differential in the momentum of the color singlet, one needs to include not
only a measurement function for the observable 𝒯0 or 𝑞𝑇 , but also a measurement
𝛿𝑌 ≡ 𝛿(𝑌 −𝑌 (𝑋)) for the rapidity and one for the invariant mass of the color singlet
𝛿𝑄 ≡ 𝛿(𝑄2 − 𝑄2(𝑋)). To be precise, if we call 𝑞𝜇 the 4-momentum of the color
singlet in the hadronic center of mass frame, the rapidity and the invariant mass
measurements take the form
𝛿𝑌 = 𝛿
(︂
𝑌 − 1
2
log
𝑞−
𝑞+
)︂
, 𝛿𝑄 = 𝛿
(︁
𝑄2 − 𝑞+𝑞− − ?⃗? 2⊥
)︁
. (2.31)
At Born level the 𝒯0 or 𝑞𝑇 measurement gives 𝛿(𝒯0) or 𝛿(𝑞𝑇 ), however the observables
defined in Eq. (2.31) are in general non trivial already at the Born level. Hence,
they are referred to as Born measurements. As shown in the fixed order calculations
of [447, 448, 256, 257] and explained in detail in [256], the power corrections to the
Born measurements contribute significantly to the power correction of the differential
distribution. In particular they introduce new non-perturbative functions, namely
derivatives of the Parton Distribution Functions (PDFs), which do not appear at
leading power. We will see a detailed example of this in Sec. 6.3 when deriving the
perturbative power corrections to the Higgs and DY transverse momentum spectra
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[257] at the LHC.
Since we are interested in deriving factorization to 𝒪(𝜆2), and the first subleading
power correction to the measurement function appears at 𝒪(𝜆2), contributions to the
cross section whose power suppression arises from the measurement functions can be
factorized just like at leading power by using the BPS field redefinition. Any insertion
of subleading power Lagrangians or hard scattering operators would lead to further
power suppression.
2.3.3 Factorization with Lagrangian Insertions
The most non-trivial aspect of subleading power factorization is the factorization of
the subleading power Lagrangians. At leading power this is achieved in SCET through
the BPS field redefinition, however, the BPS field redefinition does not decouple
soft and collinear interactions beyond leading power. The Lagrangian governing the
dynamics of the effective theory has the power expansion
ℒdyn =
∑︁
𝑖≥0
ℒ(𝑖) . (2.32)
When working to any fixed power in 𝜆 only a finite number of insertions of ℒ(𝑖), 𝑖 ≥ 1
need to be considered. Explicitly, if we consider a time-ordered product (𝑇 -product)
in the effective theory and we are interested in its expansion to 𝒪(𝜆2), we have
⟨0|𝑇{?˜?(𝑘)𝑗 (0)exp[𝑖
∫︀
𝑑4𝑥ℒdyn]}|𝑋⟩ (2.33)
= ⟨0|𝑇{?˜?(𝑘)𝑗 (0)exp[𝑖
∫︀
𝑑4𝑥(ℒ(0) + ℒ(1) + ℒ(2) + · · · )]}|𝑋⟩
=
⟨
0
⃒⃒⃒⃒
𝑇
{︂
?˜?
(𝑘)
𝑗 (0)exp[𝑖
∫︀
𝑑4𝑥ℒ(0)]
(︂
1+𝑖
∫︀
𝑑4𝑦ℒ(1)+1
2
(︀
𝑖
∫︀
𝑑4𝑦ℒ(1))︀(︀𝑖∫︀ 𝑑4𝑧ℒ(1))︀+𝑖∫︀ 𝑑4𝑧ℒ(2)+· · ·)︂}︂⃒⃒⃒⃒𝑋⟩
=
⟨
0
⃒⃒⃒⃒
𝑇
{︂
?˜?
(𝑘)
𝑗 (0)
(︂
1 + 𝑖
∫︀
𝑑4𝑦ℒ(1) + 1
2
(︀
𝑖
∫︀
𝑑4𝑦ℒ(1))︀(︀𝑖∫︀ 𝑑4𝑧ℒ(1))︀+ 𝑖∫︀ 𝑑4𝑧ℒ(2))︂}︂⃒⃒⃒⃒𝑋⟩
ℒ(0)
+ · · · ,
where the dots represent higher power corrections. In the final expression all matrix
elements are evaluated using the leading power SCET Lagrangian, and the subleading
power Lagrangians appear only a finite number of times. From now on we will drop the
ℒ(0) subscript. This expression highlights that to achieve factorization of the dynamics
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at any finite power in the power expansion, it is sufficient to show a decoupling of the
leading power interactions. The insertions of the subleading power Lagrangians in the
matrix elements will lead to the radiative functions which are the focus of Chapter 4.
The leading power interactions of ultrasoft and collinear degrees of freedom can
be decoupled at the Lagrangian level using the BPS field redefinition of Eq. (2.9).
After the BPS field redefinition, the leading power SCET Lagrangian decomposes as
ℒ(0) =
∑︁
𝑛𝑖
ℒ(0)𝑛𝑖 + ℒ(0)𝑢𝑠 , (2.34)
where the sum is over distinct collinear sectors. Since the leading power Lagrangian
defines the time evolution, states in the Hilbert space can then also be factorized as
|𝑋⟩ = |𝑋𝑛⟩|𝑋?¯?⟩|𝑋𝑢𝑠⟩ . (2.35)
Here we work in the interaction picture defined by the leading power Lagrangian, and
considering perturbations in the power expansion. Note that these perturbations are
in 𝜆, unlike the interaction picture defining the perturbative expansion in 𝛼𝑠. Here
corrections in 𝛼𝑠 are kept to all orders.
This allows hard-soft-collinear factorization to be achieved to any power in the
effective field theory. Deriving the explicit structure of the factorization in the case
of subleading power Lagrangian insertions will be the main focus of Chapter 4, and
will give rise to radiative functions.
2.3.4 Factorized Cross Section to 𝒪(𝜆2)
To show how the different sources of power corrections in the effective theory pre-
sented so far enter the calculation of a physical observable, we will now combine these
contributions to achieve a homogenous power expansion for the 𝑒+𝑒− → dijet cross
section and give expressions at each order in the power expansion in terms of matrix
elements of hard scattering operators, Lagrangian insertions, and measurement func-
tions. Here we consider only the terms which arise up to 𝒪(𝜆2). At 𝒪(𝜆0) we have
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the simple expression in terms of the different helicity configurations of the leading
power operator
𝑑𝜎
𝑑𝜏
(0)
= 𝑁
∑︁
𝑋
𝛿(4)𝑞
∑︁
𝜆𝑙
⟨0|
∑︁
𝜆𝑞
𝐶
(0)
(𝜆𝑙;𝜆𝑞)
?˜?
(0)†
(𝜆𝑞)
(0) |𝑋⟩ ⟨𝑋|
∑︁
𝜆𝑞
𝐶
(0)
(𝜆𝑙;𝜆𝑞)
?˜?
(0)
(𝜆𝑞)
(0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀ .
(2.36)
Since all matrix elements are now evaluated with the leading power Lagrangian, there
are no interactions between soft and collinear degrees of freedom, and the factorization
into collinear and soft matrix elements is simply an algebraic exercise, leading to the
well known factorization for the thrust observable [365, 281, 478]. We will review this
factorization in more detail in Sec. 4.4.
At 𝒪(𝜆1) we have potential contributions from 𝒪(𝜆1) hard scattering operators,
as well as subleading Lagrangian insertions,
𝑑𝜎
𝑑𝜏
(1)
= 𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞 ⟨0|𝐶(1)*𝑖 ?˜?(1)†𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)(0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c. (2.37)
+𝑁
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0| T¯(︀− 𝑖ℒ(1)(𝑥)𝛽𝑖𝑔)𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
= 0 .
where here and in the following T(T¯) denotes (anti-)time ordering. The vanishing of
𝑑𝜎
𝑑𝜏
(1) from hard scattering operators was explained for thrust in [278], and in Sec. 4.5
we will discuss the analogous explanation for the vanishing of Lagrangian insertion
contributions at this order
At 𝒪(𝜆2) all three sources of power corrections contribute
𝑑𝜎
𝑑𝜏
(2)
=
𝑑𝜎
𝑑𝜏
(2),hard
+
𝑑𝜎
𝑑𝜏
(2),measure
+
(︃
𝑑𝜎
𝑑𝜏
(2),radiative
+
𝑑𝜎
𝑑𝜏
(2),mixed
)︃
, (2.38)
or more explicitly
𝑑𝜎
𝑑𝜏
(2)
= 𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞 ⟨0|𝐶(2)*𝑖 ?˜?(2)†𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)(0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c. (2.39)
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+𝑁
∑︁
𝑋,𝑖,𝑗
𝛿(4)𝑞 ⟨0|𝐶(1)*𝑖 ?˜?(1)†𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(1)𝑗 ?˜?(1)𝑗 (0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀
−𝑁
∑︁
𝑋
𝛿(4)𝑞 ⟨0|𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)(0) |0⟩ 𝜏 (2)(𝑋) 𝛿′
(︀
𝜏 − 𝜏 (0)(𝑋))︀
+𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0|𝐶(1)*𝑖 ?˜?(1)†𝑖 (0) |𝑋⟩ ⟨𝑋|T(𝑖ℒ(1)(𝑥))𝐶(0)?˜?(0)(0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
+𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0| T¯(−𝑖ℒ(1)(𝑥))𝐶(1)*𝑖 ?˜?(1)†𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)(0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
+𝑁
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0|𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|T(𝑖ℒ(2)(𝑥))𝐶(0)?˜?(0)(0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
− 𝑁
2
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦 ⟨0| T¯ℒ(1)(𝑥)ℒ(1)(𝑦)𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
− 𝑁
2
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦 ⟨0| T¯ℒ(1)(𝑥)𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|Tℒ(1)(𝑦)𝐶(0)?˜?(0)0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀ .
Unlike the 𝒪(𝜆) power correction, the 𝒪(𝜆2) correction to the cross section does not
vanish. The 𝒪(𝜆2) power correction for thrust was computed at fixed order to 𝒪(𝛼𝑠)
and to 𝒪(𝛼2𝑠) using SCET in [284] and [447, 448], respectively. Since the interactions
between soft and collinear degrees of freedom have been decoupled, by algebraic
manipulation of Eq. (2.39), the contributions to the cross section at each order in the
power expansion can be expressed as a sum of vacuum matrix elements, involving a
measurement function insertion, and each containing only collinear 𝑛, collinear ?¯?, or
ultrasoft fields. To do this, we write the constraint on the final state as a sum of the
measurement operators
𝛿(𝜏 − 𝜏) =
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)𝛿(𝜏𝑛 − 𝜏𝑛)𝛿(𝜏?¯? − 𝜏?¯?)𝛿(𝜏𝑢𝑠 − 𝜏𝑢𝑠) .
We can then perform the sum over the |𝑋𝑛⟩⟨𝑋𝑛|, |𝑋?¯?⟩⟨𝑋?¯?|, and |𝑋𝑢𝑠⟩⟨𝑋𝑢𝑠| states to
simplify all the matrix elements to vacuum matrix elements. The Lorentz, Dirac, and
color structure can be simplified using Fierz relations, and the symmetry properties of
the vacuum matrix elements, such that each matrix element is a scalar, and there are
no index contractions between the soft and collinear functions, namely a completely
factorized form.
In order to better summarize all the ingredients presented so far in this section,
we want to conclude by presenting pictorially the structure of the factorized cross
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section for thrust in 𝑒+𝑒− annihilation at next to leading power, Eq. (2.39), in terms
of leading and subleading hard, jet and soft functions
1
𝜎0
𝑑𝜎(2),𝑒
+𝑒−
𝑑𝜏
= (2.40)⎡⎢⎢⎢⎢⎣
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒
2
·
∫︁
𝑑𝑟+2 ⊗ ⊗
⏟  ⏞  
Soft Gluon Correction
+
∫︁
𝑑𝜔1ℜ
⎛⎝ · †
⎞⎠⊗ ⊗ ⊗
⎤⎥⎥⎥⎥⎦
⏟  ⏞  
Collinear Gluon Correction
+
⎡⎢⎢⎢⎢⎣
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒
2
·
∫︁
𝑑𝑟+2 𝑑𝑟
+
3 ⊗ ⊗
⏟  ⏞  
Soft Quark Correction
+
∫︁
𝑑𝜔1𝑑𝜔2
⃒⃒⃒⃒
⃒⃒
⃒⃒⃒⃒
⃒⃒
2
⊗ ⊗ ⊗
⎤⎥⎥⎥⎥⎦
⏟  ⏞  
Collinear Quark Correction
.
In Eq. (2.40) we have included only the terms that contribute to this subleading
power contribution at leading logarithmic order [278, 452, 454]. We can see that the
first and third lines are terms where the power suppression comes from the presence
of subleading hard scattering operators, i.e. the class of corrections presented in
Sec. 2.3.1. On the other hand in the second and fourth line we have terms where the
suppression comes from the insertion of subleading power Lagrangians giving rise to
radiative functions. We will discuss in detail the factorization of the radiative function
contributions appearing in Eq. (2.40) in Chapter 4 and in particular in Sec. 4.5.
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2.4 Factorization, Glaubers and Factorization Break-
ing
The proof of cancellation of Glauber modes for a cross section is an open problem in
QCD for many relevant cross sections. It is an extremely difficult task since it must
be carried out at all orders in the coupling constant. So far it has only been shown
for inclusive color singlet cross sections and transverse momentum distributions[105,
199, 198, 200, 201, 193] using direct QCD methods. SCET and its recent extension
of SCET with Glaubers [475] offers a promising framework to organize factorization
proofs and identifying factorization breaking effects. In this section we will clarity
what can and what cannot break factorization even when considering QCD beyond
leading power, by leveraging the power of the SCET framework.
After the BPS field redefinition, the soft and collinear leading power dynamical
Lagrangians decouple. Given the leading power decomposition of the SCET La-
grangian of Eq. (2.3), this implies that the only way to couple collinear and soft fields
at leading power is via the Glauber Lagrangian ℒ(0)𝐺 . While it is true that both hard
scattering operators as well as subleading Lagrangian insertions do couple soft and
collinear fields beyond leading power, as explained in Sec. 2.3.3, they can do it only
a finite number of times.
In order to understand factorization in the presence of Glaubers and/or subleading
power contributions, it is important to remember that factorization theorems for
hadronic cross sections are well defined concepts only order by order in the power
counting. This means that one assigns a power counting to a scale entering the cross
section, expands the cross section and thus obtains a homogeneous expansion such as
Eq. (2.16)
d𝜎
d𝜏
=
d𝜎(0)
d𝜏
+
d𝜎(1)
d𝜏
+
d𝜎(2)
d𝜏
+
d𝜎(3)
d𝜏
+𝒪(𝜏) . (2.41)
One then derives separate factorization theorems for each term in this expansion.
Now, leading power factorization theorems in QCD for an IRC safe observable typi-
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cally involve one term, such that it is sometimes referred as "the" factorization theo-
rem for such observable. As we have seen in Eq. (2.36), the leading power factorization
theorem for an event shape observable at a lepton collider takes the form
d𝜎(0)
d𝜏
∼ 𝐻𝐽 (0)𝑛 ⊗ 𝐽 (0)?¯? ⊗ 𝑆(0) . (2.42)
However, the fact that the factorization theorem involves only one term is only due
to the simplicity of QCD at leading power for this class of observables. As we have
seen in Sec. 2.3, beyond leading power this is no longer the case. The factorization
theorem in Eq. (2.39) is a different and independent object w.r.t. the leading power
one.
Now that we have clarified this simple but sometimes subtle point, it is now easy to
understand that the insertion of whatever subleading power operator that couples soft
and collinear fields automatically cannot be a source of factorization violation. This
is because each insertion of such operator changes the order in the power counting
and therefore simply generates a new term in another factorization theorem, i.e. a
factorization theorem at a different order in the power counting.
The uniqueness of the leading power Glauber Lagrangian ℒ(0)𝐺 is that it is the
only Lagrangian that couples soft and collinear fields (as well as collinear fields in
different collinear directions) at leading power. For this reason it is possible to insert
an infinite number of soft and collinear interactions via ℒ(0)𝐺 while staying at the same
order in the power counting therefore breaking factorization. Therefore, it is clear
why subleading power Glauber Lagrangians, i.e. subleading power operators involving
Glauber potentials, again cannot break factorization. Carrying a power suppression,
they cannot break factorization for the same reason that other subleading power
operators do not. Hence, there is no particular reason to either treat or classify them
differently from the rest of the subleading power dynamical Lagrangians.
The property of Glaubers to couple collinear and soft fields at leading power has
to immediately worry us, as it invalidates the factorization of the Hilbert space of the
theory which is one of the cornerstones of the factorization proofs. The solution to
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this problem in SCET is to show that the Glauber operator contributions from ℒ(0)𝐺
(and those from ℒ(0)𝐺 only) cancel.
It is important to notice that the fact that only the leading power ℒ(0)𝐺 can break
factorization, does not imply that we should only prove that Glaubers cancel at lead-
ing power, i.e. for the leading power factorization theorem. The cancellation of
Glaubers is a property of the factorization theorem (or more precisely of the ingredi-
ents contributing to the cross section at a given order in the power counting) and thus
it has to be shown order by order in the power counting, as we have very different
factorization theorems at each order. If we take a process and an observable in which
all the insertions of ℒ(0)𝐺 cancel at leading power, it is definitely not guaranteed that
this will continue to be true beyond leading power. Hence, one can have an observable
that factorizes at leading power but doesn’t factorize beyond leading power. This is
due to the fact that at each order in the power counting we have very different ingredi-
ents entering the factorization formulas. In particular, we have intrinsically new hard
scattering operators as well as subleading Lagrangian insertions appearing beyond
leading power and their 𝑇−products with arbitrary numbers of ℒ(0)𝐺 can in principle
yield new Glauber interactions which are completely independent from the ones at
leading power, thus requiring a dedicated analysis to prove whether they cancel or
not. This further motivates the study of QCD beyond leading power.
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Chapter 3
A Subleading Operator Basis and
Matching for 𝑔𝑔 → 𝐻
3.1 Introduction
Factorization theorems play an important role in understanding the all orders behav-
ior of observables in Quantum Chromodynamics (QCD). While typically formulated
at leading power, the structure of subleading power corrections is of significant the-
oretical and practical interest. A convenient formalism for studying factorization in
QCD is the Soft Collinear Effective Theory (SCET) [53, 55, 61, 58], an effective field
theory describing the soft and collinear limits of QCD. SCET allows for a system-
atic power expansion in 𝜆 ≪ 1 at the level of the Lagrangian, and simplifies many
aspects of factorization proofs [54]. SCET has been used to study power corrections
at the level of the amplitude [384] and to derive factorization theorems at subleading
power for 𝐵 decays [388, 81, 329, 114, 85, 467, 94]. More recently, progress has been
made towards understanding subleading power corrections for event shape observables
[284, 285, 447, 278].
In this chapter, we focus on the power suppressed hard scattering operators de-
scribing the gluon initiated production (or decay) of a color singlet scalar. We present
a complete operator basis to 𝒪(𝜆2) in the SCET power expansion using operators of
definite helicity [450, 357, 278], and discuss how helicity selection rules simplify the
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structure of the basis. We also classify all operators which can contribute at the
cross section level at 𝒪(𝜆2), and discuss the structure of interference terms between
different operators in the squared matrix element. We then perform the tree level
matching onto our operators. These results can be used to study subleading power
corrections either in fixed order, or resummed perturbation theory, and compliment
our recent analysis for the case of 𝑞𝑞 initiated production [278].
We will consider the production of a color singlet final state, which we take for
concreteness to be the Higgs, with the underlying hard Born process
𝑔𝑎(𝑞𝑎) 𝑔𝑏(𝑞𝑏)→ 𝐻(𝑞1) , (3.1)
where 𝑔𝑎,𝑏 denote the colliding gluons, and 𝐻 the outgoing Higgs particle. We work
in the Higgs effective theory, with an effective Higgs gluon coupling
ℒhard = 𝐶1(𝑚𝑡, 𝛼𝑠)
12𝜋𝑣
𝐺𝜇𝜈𝐺𝜇𝜈𝐻 , (3.2)
obtained from integrating out the top quark. Here 𝑣 = (
√
2𝐺𝐹 )
−1/2 = 246 GeV, and
the matching coefficient is known to 𝒪(𝛼3𝑠) [172].
The active-parton exclusive jet cross section corresponding to Eq. (3.1) can be
proven to factorize for a variety of jet resolution variables. For concreteness we will
take the case of beam thrust, 𝜏𝐵. The leading power factorized expression for the
beam thrust cross section can be written schematically in the form [492]
d𝜎(0)
d𝜏𝐵
=
∫︁
d𝑥𝑎 d𝑥𝑏 dΦ(𝑞𝑎+ 𝑞𝑏; 𝑞1)𝑀({𝑞1}) 𝐻(0)𝑔 ({𝑞𝑖})
[︁
𝐵(0)𝑔 𝐵
(0)
𝑔
]︁
⊗ 𝑆(0)𝑔 , (3.3)
where the 𝑥𝑎,𝑏 denote the momentum fractions of the incoming partons, dΦ denotes
the Lorentz-invariant phase space for the Born process in Eq. (3.1), and 𝑀({𝑞𝑖})
denotes the measurement made on the color singlet final state. 1 The dependence on
1By referring to active-parton factorization we imply that this formula ignores contributions from
proton spectator interactions [294] that occur through the Glauber Lagrangian of Ref. [475]. There
are also perturbative corrections at 𝒪(𝛼4𝑠) that are described by a single function 𝐵𝑔𝑔 in place of
𝐵𝑔𝐵𝑔 [515, 475].
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the underlying hard interaction is encoded in the hard function ̂︀𝐻({𝑞𝑖}) and the trace
is over color. The soft function ̂︀𝑆 describes soft radiation, and the beam functions
𝐵𝑖 describe energetic initial-state radiation along the beam directions [491]. The
factorization theorem of Eq. (3.3) allows logarithms of 𝜏𝐵 to be resummed to all orders
through the renormalization group evolution of the hard, beam and soft functions.
The factorization formula in Eq. (3.3) captures all terms in the cross section
scaling as 𝜏−1𝐵 , including delta function terms. More generally the cross section can
be expanded in powers of 𝜏𝐵 as,
d𝜎
d𝜏𝐵
=
d𝜎(0)
d𝜏𝐵
+
d𝜎(1)
d𝜏𝐵
+
d𝜎(2)
d𝜏𝐵
+
d𝜎(3)
d𝜏𝐵
+𝒪(𝜏) . (3.4)
Here the superscript refers to the suppression in powers of
√
𝜏𝐵 relative to the leading
power cross section. This particular convention is chosen due to the power expansion
in SCET, where one typically takes the SCET power counting parameter 𝜆 to scale
like 𝜆2 ∼ 𝜏𝐵. Odd orders in Eq. (3.4) are expected to vanish, and we will show this
explicitly for d𝜎(1)/d𝜏𝐵. The first non-vanishing power correction to the cross section
then arises from d𝜎(2)/d𝜏𝐵, which contains all terms that scale like 𝒪(𝜏 0𝐵).
It is generally expected that the power corrections in Eq. (3.4) obey a factorization
formula similar to that of Eq. (3.3). Schematically,
d𝜎(𝑛)
d𝜏𝐵
=
∫︁
d𝑥𝑎 d𝑥𝑏 dΦ(𝑞𝑎+ 𝑞𝑏; 𝑞1)𝑀({𝑞1})
∑︁
𝑗
𝐻
(𝑛𝐻𝑗)
𝑗 ⊗
[︁
𝐵
(𝑛𝐵𝑗)
𝑗 𝐵
(𝑛′𝐵𝑗)
𝑗
]︁
⊗ 𝑆(𝑛𝑆𝑗)𝑗 ,
(3.5)
where 𝑗 sums over the multiple contributions that appear at each order, 𝑛𝐻𝑗 + 𝑛𝐵𝑗 +
𝑛′𝐵𝑗 + 𝑛𝑆𝑗 = 𝑛, and ⊗ denotes a set of convolutions, whose detailed structure has
not been specified and is known to be more complicated than typical leading power
factorization theorems. We also let ⊗ include nontrivial color contractions. The
derivation of such a formula would enable for the resummation of subleading power
logarithms using the renormalization group evolution of the different functions ap-
pearing in Eq. (3.5), allowing for an all orders understanding of power corrections to
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the soft and collinear limits.
To derive a factorization theorem in SCET, QCD is matched onto SCET, which
consists of hard scattering operators in ℒhard and a Lagrangian ℒdyn describing the
dynamics of soft and collinear radiation
ℒSCET = ℒhard + ℒdyn . (3.6)
The dynamical Lagrangian can be divided into two parts
ℒdyn = ℒfact + ℒ(0)𝐺 . (3.7)
Here ℒ(0)𝐺 is the leading power Glauber Lagrangian determined in Ref. [475] which
couples together soft and collinear fields in an apriori non-factorizable manner, and
ℒfact includes both the leading interactions which can be factorized into independent
soft and collinear Lagrangians, and subleading power interactions which are factor-
izable as products of soft and collinear fields. Our focus here is on determining the
subleading power ℒhard for 𝑔𝑔 → 𝐻, and ℒdyn only plays a minor role when we carry
out explicit matching calculations (and ℒ(0)𝐺 does not play a role at all since these
matching calculations are tree level).
The hard scattering operators are process dependent, while the Lagrangian ℒdyn
is universal and the relevant terms for our analysis are known in SCET to 𝒪(𝜆2) in
the power expansion [424, 166, 83, 82, 470, 60]. A field redefinition can be performed
in the effective theory [54] which allows for the decoupling of leading power soft and
collinear interactions in ℒfact. If ℒ(0)𝐺 is proven to be irrelevant, then the Hilbert
spaces for the soft and collinear dynamics are factorized, and a series of algebraic
manipulations can be used to write the cross section as a product of squared matrix
elements, each involving only collinear or soft fields. This provides a field theoretic
definition of each of the functions appearing in Eq. (3.5) in terms of hard scattering
operators and Lagrangian insertions in SCET. Since the Lagrangian insertions are
universal, the remaining ingredient which is required to derive a subleading power
factorization theorem for the 𝑔𝑔 → 𝐻 process is a complete basis of subleading power
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hard scattering operators. The derivation of a basis, which is the goal of this chapter,
provides the groundwork for a systematic study of power corrections for color singlet
production through gluon fusion.
An outline of this chapter is as follows. In Sec. 3.2 we provide a brief review
of SCET and of the helicity building blocks required for constructing subleading
operators in SCET. In Sec. 3.3 we present a complete basis of operators to 𝒪(𝜆2) for
the gluon initiated production of a color singlet, and carefully classify which operators
can contribute to the cross section at 𝒪(𝜆2). In Sec. 3.4 we perform the tree level
matching to the relevant operators. We conclude and discuss directions for future
study in Sec. 3.5.
3.2 Helicity Operators in SCET
In this section we review the use of helicity operators in SCET, while for more general
features of SCET we refer the reader to Chapter 2. Reviews of SCET can be found
in Refs. [490, 65], and more detailed discussions on the use of helicity operators can
be found in Refs. [450, 357, 278].
3.2.1 SCET
SCET is an effective field theory of QCD describing the interactions of collinear
and soft particles in the presence of a hard interaction [53, 55, 61, 58, 54]. Collinear
particles are characterized by a large momentum along a particular light-like direction,
while soft particles are characterized by having a small momentum with homogenous
scaling of all its components. For each jet direction present in the problem we define
two light-like reference vectors 𝑛𝜇𝑖 and ?¯?
𝜇
𝑖 such that 𝑛2𝑖 = ?¯?2𝑖 = 0 and 𝑛𝑖 ·?¯?𝑖 = 2. We
can then write any four-momentum 𝑝 as
𝑝𝜇 = ?¯?𝑖 ·𝑝 𝑛
𝜇
𝑖
2
+ 𝑛𝑖 ·𝑝 ?¯?
𝜇
𝑖
2
+ 𝑝𝜇𝑛𝑖⊥ . (3.8)
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A particle with momentum 𝑝 close to the ?⃗?𝑖 direction will be referred to as 𝑛𝑖-collinear.
In lightcone coordinates its momenta scale like (𝑛𝑖·𝑝, ?¯?𝑖·𝑝, 𝑝𝑛𝑖⊥) ∼ ?¯?𝑖·𝑝 (𝜆2, 1, 𝜆). Here
𝜆 ≪ 1 is a formal power counting parameter determined by the measurements or
kinematic restrictions imposed on the QCD radiation. The choice of reference vectors
is not unique, and any two reference vectors, 𝑛𝑖 and 𝑛′𝑖, with 𝑛𝑖 · 𝑛′𝑖 ∼ 𝒪(𝜆2) describe
the same physics. The freedom in the choice of 𝑛𝑖 is represented in the effective
theory as a symmetry known as reparametrization invariance (RPI) [424, 166]. More
explicitly, there are three classes of RPI transformations under which the EFT is
invariant
RPI-I RPI-II RPI-III
𝑛𝑖𝜇 → 𝑛𝑖𝜇 +Δ⊥𝜇 𝑛𝑖𝜇 → 𝑛𝑖𝜇 𝑛𝑖𝜇 → 𝑒𝛼𝑛𝑖𝜇
?¯?𝑖𝜇 → ?¯?𝑖𝜇 ?¯?𝑖𝜇 → ?¯?𝑖𝜇 + 𝜖⊥𝜇 ?¯?𝑖𝜇 → 𝑒−𝛼?¯?𝑖𝜇 . (3.9)
The transformation parameters are assigned the power counting Δ⊥ ∼ 𝜆, 𝜖⊥ ∼ 𝜆0,
and 𝛼 ∼ 𝜆0. Additionally, while 𝛼 can be a finite parameter, the parameters Δ⊥
and 𝜖⊥ are infinitesimal, and satisfy 𝑛𝑖 · Δ⊥ = ?¯?𝑖 · Δ⊥ = 𝑛𝑖 · 𝜖⊥ = ?¯?𝑖 · 𝜖⊥ = 0. RPI
symmetries can be used to relate operators at different orders in the power expansion,
and will be used in this chapter to relate the Wilson coefficients of several subleading
power operators to the leading power Wilson coefficients for the 𝑔𝑔 → 𝐻 process.
Furthermore, the RPI-III symmetry will constrain the form of the Wilson coefficients
of our subleading power operators. At tree level the Wilson coefficients are simply
rational functions of the large momentum components of the fields appearing in the
operator, which must satisfy the rescaling symmetries of RPI-III.
SCET is constructed by decomposing momenta into label and residual components
𝑝𝜇 = 𝑝𝜇 + 𝑘𝜇 = ?¯?𝑖 ·𝑝 𝑛
𝜇
𝑖
2
+ 𝑝𝜇𝑛𝑖⊥ + 𝑘
𝜇 . (3.10)
The momenta ?¯?𝑖 · 𝑝 ∼ 𝑄 and 𝑝𝑛𝑖⊥ ∼ 𝜆𝑄 are referred to as the label components,
where 𝑄 is a typical scale of the hard interaction, while 𝑘 ∼ 𝜆2𝑄 is a small residual
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momentum describing fluctuations about the label momentum. Fields with momenta
of definite scaling are obtained by performing a multipole expansion. Explicitly, the
effective theory consists of collinear quark and gluon fields for each collinear direction,
as well as soft quark and gluon fields. Independent gauge symmetries are enforced
for each set of fields, which have support for the corresponding momenta carried by
that field [60]. The leading power gauge symmetry is exact, and is not corrected at
subleading powers.
In SCET, fields for 𝑛𝑖-collinear quarks and gluons, 𝜉𝑛𝑖,𝑝(𝑥) and 𝐴𝑛𝑖,𝑝(𝑥), are la-
beled by their collinear direction 𝑛𝑖 and their large momentum 𝑝. The collinear fields
are written in a mixed representation, namely they are written in position space with
respect to the residual momentum and in momentum space with respect to the large
momentum components. Derivatives acting on collinear fields give the residual mo-
mentum dependence, which scales as 𝑖𝜕𝜇 ∼ 𝑘 ∼ 𝜆2𝑄, whereas the label momentum
operator 𝒫𝜇 gives the label momentum component. It acts on a collinear field as
𝒫𝜇 𝜉𝑛𝑖,𝑝 = 𝑝𝜇 𝜉𝑛𝑖,𝑝. Note that we do not need an explicit 𝑛𝑖 label on the label mo-
mentum operator, since it is implied by the field that the label momentum operator
is acting on. We will use the shorthand notation 𝒫 = ?¯?𝑖 ·𝒫 . We will often suppress
the explicit momentum labels on the collinear fields, keeping only the label of the
collinear sector, 𝑛𝑖. Of particular relevance for the construction of subleading power
operators is the 𝒫⊥ operator, which identifies the 𝒪(𝜆) perp momenta between two
collinear fields within a collinear sector.
Soft degrees of freedom are described in SCET by quark and gluon fields 𝑞𝑢𝑠(𝑥)
and 𝐴𝑢𝑠(𝑥). In this chapter we will restrict ourselves to the SCETI theory where the
soft degrees of freedom are referred to as ultrasoft so as to distinguish them from
the soft modes of SCETII [59]. The operators we construct are also applicable in the
SCETII theory, but additional soft operators would be required. For a more detailed
discussion see Ref. [278]. The ultrasoft fields carry residual momenta, 𝑖𝜕𝜇 ∼ 𝜆2𝑄, but
do not carry label momenta, since they are not associated with any collinear direction.
Correspondingly, they also do not carry a collinear sector label. The ultrasoft fields are
able to exchange residual momenta between distinct collinear sectors while remaining
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Operator ℬ𝜇𝑛𝑖⊥ 𝜒𝑛𝑖 𝒫𝜇⊥ 𝑞𝑢𝑠 𝐷𝜇𝑢𝑠
Power Counting 𝜆 𝜆 𝜆 𝜆3 𝜆2
Table 3.1: Power counting for building block operators in SCETI.
on-shell.
SCET is constructed such that manifest power counting in the expansion param-
eter 𝜆 is maintained at every stage of a calculation. All fields have a definite power
counting [61], shown in Table 3.1, and the SCET Lagrangian is expanded as a power
series in 𝜆
ℒSCET = ℒhard + ℒdyn =
∑︁
𝑖≥0
ℒ(𝑖)hard + ℒ(0)𝐺 +
∑︁
𝑖≥0
ℒ(𝑖) . (3.11)
Here (𝑖) denotes objects at 𝒪(𝜆𝑖) in the power counting. The Lagrangians ℒ(𝑖)hard
contain the hard scattering operators 𝑂(𝑖), and are determined by an explicit matching
calculation. The hard scattering operators encode all process dependence, while the
ℒ(𝑖) describe the dynamics of ultrasoft and collinear modes in the effective theory,
and are universal. The terms we need are explicitly known to 𝒪(𝜆2), and can be
found in a summarized form in [490]. Finally, ℒ(0)𝐺 is the leading power Glauber
Lagrangian [475], which describes the leading power coupling of soft and collinear
degrees of freedom through potential operators.
In this chapter we will be interested in subleading power hard scattering operators,
in particular, ℒ(1)hard and ℒ(2)hard. The hard effective Lagrangian at each power is given
by a product of hard scattering operators and Wilson coefficients,
ℒ(𝑗)hard =
∑︁
{𝑛𝑖}
∑︁
𝐴,··
[︂ ℓ𝐴∏︁
𝑖=1
∫︁
d𝜔𝑖
]︂
?⃗?
(𝑗)†
𝐴+··:··(··:··...··:··)[··:··−]
(︀{𝑛𝑖};𝜔1, . . . , 𝜔ℓ𝐴)︀
× ?⃗?(𝑗)𝐴+··:··(··:··...··:··)[··:··−]
(︀{𝑛𝑖};𝜔1, . . . , 𝜔ℓ𝐴)︀ . (3.12)
The appropriate collinear sectors {𝑛𝑖} are determined by directions found in the
collinear states of the hard process being considered. If there is a direction 𝑛′1 in the
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state then we sum over the cases where each of 𝑛1, . . ., 𝑛4 is set equal to this 𝑛′1.2 The
sum over 𝐴, ·· in Eq. (3.12) runs over the full basis of operators that appear at this
order, which are specified by either explicit labels 𝐴 and/or helicity labels ·· on the
operators and coefficients. The ?⃗?(𝑗)𝐴 are also vectors in the color subspace in which
the 𝒪(𝜆𝑗) hard scattering operators ?⃗?(𝑗)†𝐴 are decomposed. Explicitly, in terms of
color indices, we follow the notation of Ref. [450] and have
?⃗?†+··:··(··:··...··:··)[··:··−] = 𝑂
𝑎1···𝛼𝑛
+··:··(··:··...··:··)[··:··−] 𝑇
𝑎1···𝛼𝑛 ,
𝐶𝑎1···𝛼𝑛+··:··(··:··...··:··)[··:··−] =
∑︁
𝑘
𝐶𝑘+··:··(··:··...··:··)[··:··−]𝑇
𝑎1···𝛼𝑛
𝑘 ≡ 𝑇 𝑎1···𝛼𝑛?⃗?+··:··(··:··...··:··)[··:··−] . (3.13)
Here 𝑇 𝑎1···𝛼𝑛 is a row vector of color structures that spans the color conserving sub-
space. The 𝑎𝑖 are adjoint indices and the 𝛼𝑖 are fundamental indices. The color
structures do not necessarily have to be independent, but must be complete.
Hard scattering operators involving collinear fields are constructed out of products
of fields and Wilson lines that are invariant under collinear gauge transformations [55,
61]. The field building blocks for these operators are collinear gauge-invariant quark
and gluon fields, defined as
𝜒𝑛𝑖,𝜔(𝑥) =
[︁
𝛿(𝜔 − 𝒫𝑛𝑖)𝑊 †𝑛𝑖(𝑥) 𝜉𝑛𝑖(𝑥)
]︁
, (3.14)
ℬ𝜇𝑛𝑖⊥,𝜔(𝑥) =
1
𝑔
[︁
𝛿(𝜔 + 𝒫𝑛𝑖)𝑊 †𝑛𝑖(𝑥) 𝑖𝐷𝜇𝑛𝑖⊥𝑊𝑛𝑖(𝑥)
]︁
.
For this particular definition of 𝜒𝑛𝑖,𝜔, we have 𝜔 > 0 for an incoming quark and
𝜔 < 0 for an outgoing antiquark. For ℬ𝑛𝑖,𝜔⊥, 𝜔 > 0 (𝜔 < 0) corresponds to outgoing
(incoming) gluons. The covariant derivative in Eq. (3.14) is given by,
𝑖𝐷𝜇𝑛𝑖⊥ = 𝒫𝜇𝑛𝑖⊥ + 𝑔𝐴𝜇𝑛𝑖⊥ , (3.15)
2Technically the 𝑛𝑖 in {𝑛𝑖} are representatives of an equivalence class determined by demanding
that distinct classes {𝑛𝑖} and {𝑛𝑗} have 𝑛𝑖 · 𝑛𝑗 ≫ 𝜆2.
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and the collinear Wilson line is defined as
𝑊𝑛𝑖(𝑥) =
[︂ ∑︁
perms
exp
(︁
− 𝑔𝒫𝑛𝑖
?¯?·𝐴𝑛𝑖(𝑥)
)︁ ]︂
. (3.16)
The emissions summed in the Wilson lines are 𝒪(𝜆0) in the power counting. The
square brackets indicate that the label momentum operators act only on the fields in
the Wilson line. The collinear Wilson line, 𝑊𝑛𝑖(𝑥), is localized with respect to the
residual position 𝑥, so that 𝜒𝑛𝑖,𝜔(𝑥) and ℬ𝜇𝑛𝑖,𝜔(𝑥) can be treated as local quark and
gluon fields from the perspective of the ultrasoft degrees of freedom.
All operators in the theory must be invariant under ultrasoft gauge transforma-
tions. Collinear fields transform under ultrasoft gauge transformations as background
fields of the appropriate representation. Dependence on the ultrasoft degrees of free-
dom enters the operators through the ultrasoft quark field 𝑞𝑢𝑠, and the ultrasoft
covariant derivative 𝐷𝑢𝑠, defined as
𝑖𝐷𝜇𝑢𝑠 = 𝑖𝜕
𝜇 + 𝑔𝐴𝜇𝑢𝑠 . (3.17)
Other operators, such as the ultrasoft gluon field strength, can be constructed from
the ultrasoft covariant derivative. The power counting for these operators is shown
in Table 3.1.
The complete set of collinear and ultrasoft building blocks is summarized in Ta-
ble 3.1. These can be combined, along with Lorentz and Dirac structures, to construct
a basis of hard scattering operators at any order in the SCET power counting. All
other field and derivative combinations can be reduced to this set by the use of equa-
tions of motion and operator relations [429]. As shown in Table 3.1, both the collinear
quark and collinear gluon building block fields scale as 𝒪(𝜆). Therefore, while for
most jet processes only a single collinear field appears in each sector at leading power,
subleading power operators can involve multiple collinear fields in the same collinear
sector, as well as 𝒫⊥ insertions. The scaling of an operator is simply obtained by
adding up the powers for the building blocks it contains. This implies that at higher
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powers hard scattering operators involve more and more fields, or derivative inser-
tions, leading to any increasingly complicated structure. Furthermore, to ensure that
the effective theory completely reproduces all IR limits of the full theory, as well as
to guarantee that the renormalization group evolution of the operators is closed, it is
essential that operator bases in SCET are complete, namely all operators consistent
with the symmetries of the problem must be included. Enumerating a minimal basis
of operators becomes difficult at subleading power, and it is essential to be able to
efficiently identify independent operators, as well as to make manifest all symmetries
of the problem.
3.2.2 Helicity Operators
An efficient approach to simplify operator bases in SCET is to use operators of definite
helicity [450, 357, 278]. This general philosophy is well known from the study of on-
shell scattering amplitudes, where it leads to compact expressions, removes gauge
redundancies, and makes symmetries manifest. The use of helicities is also natural in
SCET since the effective theory is formulated as an expansion about identified light
like directions with respect to which helicities are naturally defined, and collinear
fields carry these directions as labels. Furthermore, since SCET is formulated in
terms of collinear gauge invariant fields, see Eq. (3.14), one can naturally project
onto physical polarizations. SCET helicity operators were introduced in [450] where
they were used to study leading power processes with high multiplicities. This was
extended to subleading power in [357] where it was shown that the use of helicity
operators is also convenient when multiple fields appear in the same collinear sector.
In this section we briefly review SCET helicity operators, since we will use them to
simplify the structure of the subleading power basis for 𝑔𝑔 → 𝐻. We will follow
the notation and conventions of [450, 357, 278]. A summary of the complete set of
operators that we will use is given in Table 3.2.
We define collinear gluon and quark fields of definite helicity as
ℬ𝑎𝑖± = −𝜀∓𝜇(𝑛𝑖, ?¯?𝑖)ℬ𝑎𝜇𝑛𝑖⊥,𝜔𝑖 , (3.18a)
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𝜒𝛼𝑖± =
1 ± 𝛾5
2
𝜒𝛼𝑛𝑖,−𝜔𝑖 , ?¯?
?¯?
𝑖± = ?¯?
?¯?
𝑛𝑖,−𝜔𝑖
1 ∓ 𝛾5
2
. (3.18b)
Here 𝑎, 𝛼, and ?¯? are adjoint, 3, and 3¯ color indices respectively, and the 𝜔𝑖 labels
on both the gluon and quark building blocks are taken to be outgoing, which is also
used for our helicity convention. Using the standard spinor helicity notation (see e.g.
[222] for an introduction)
|𝑝⟩ ≡ |𝑝+⟩ = 1 + 𝛾5
2
𝑢(𝑝) , |𝑝] ≡ |𝑝−⟩ = 1− 𝛾5
2
𝑢(𝑝) , (3.19)
⟨𝑝| ≡ ⟨𝑝−| = sgn(𝑝0) ?¯?(𝑝) 1 + 𝛾5
2
, [𝑝| ≡ ⟨𝑝+| = sgn(𝑝0) ?¯?(𝑝) 1− 𝛾5
2
,
with 𝑝 lightlike, the polarization vector of an outgoing gluon with momentum 𝑝 can
be written
𝜀𝜇+(𝑝, 𝑘) =
⟨𝑝+|𝛾𝜇|𝑘+⟩√
2⟨𝑘𝑝⟩ , 𝜀
𝜇
−(𝑝, 𝑘) = −
⟨𝑝−|𝛾𝜇|𝑘−⟩√
2[𝑘𝑝]
, (3.20)
where 𝑘 ̸= 𝑝 is an arbitrary light-like reference vector, chosen to be ?¯?𝑖 in Eq. (3.18a).
Since fermions always arise in pairs, we can define currents with definite helicities.
Here we will restrict to the case of two back to back directions, 𝑛 and ?¯?, as is relevant
for 𝑔𝑔 → 𝐻. A more general discussion can be found in Refs. [357, 278]. We define
helicity currents where the quarks are in opposite collinear sectors,
ℎ = ±1 : 𝐽 ?¯?𝛽𝑛?¯?± = ∓
√︂
2
𝜔𝑛 𝜔?¯?
𝜀𝜇∓(𝑛, ?¯?)
⟨?¯?∓ |𝑛±⟩ ?¯?
?¯?
𝑛± 𝛾𝜇𝜒
𝛽
?¯?± , (3.21)
ℎ = 0 : 𝐽 ?¯?𝛽𝑛?¯?0 =
2√
𝜔𝑛 𝜔?¯? [𝑛?¯?]
?¯??¯?𝑛+𝜒
𝛽
?¯?− , (𝐽
†)?¯?𝛽𝑛?¯?0 =
2√
𝜔𝑛 𝜔?¯?⟨𝑛?¯?⟩
?¯??¯?𝑛−𝜒
𝛽
?¯?+ ,
as well as where the quarks are in the same collinear sector,
ℎ = 0 : 𝐽 ?¯?𝛽𝑖0 =
1
2
√︀
𝜔?¯? 𝜔𝜒
?¯??¯?𝑖+ /¯𝑛𝑖 𝜒
𝛽
𝑖+ , 𝐽
?¯?𝛽
𝑖0¯
=
1
2
√︀
𝜔?¯? 𝜔𝜒
?¯??¯?𝑖− /¯𝑛𝑖 𝜒
𝛽
𝑖− , (3.22)
ℎ = ±1 : 𝐽 ?¯?𝛽𝑖± = ∓
√︃
2
𝜔?¯? 𝜔𝜒
𝜖𝜇∓(𝑛𝑖, ?¯?𝑖)(︀⟨𝑛𝑖 ∓ |?¯?𝑖±⟩)︀2 ?¯??¯?𝑖± 𝛾𝜇 /¯𝑛𝑖 𝜒𝛽𝑖∓ .
Here 𝑖 can be either 𝑛 or ?¯?. All of these currents are manifestly invariant under the
RPI-III symmetry of SCET. The Feynman rules for all currents are very simple, and
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Field: ℬ𝑎𝑖± 𝐽 ?¯?𝛽𝑖𝑗± 𝐽 ?¯?𝛽𝑖𝑗0 𝐽 ?¯?𝛽𝑖± 𝐽 ?¯?𝛽𝑖0 𝐽 ?¯?𝛽𝑖0¯ 𝒫⊥± 𝜕𝑢𝑠(𝑖)± 𝜕𝑢𝑠(𝑖)0 𝜕𝑢𝑠(𝑖)0¯
Power counting: 𝜆 𝜆2 𝜆2 𝜆2 𝜆2 𝜆2 𝜆 𝜆2 𝜆2 𝜆2
Equation: (3.18a) (3.21) (3.22) (3.23) (3.30)
Field: ℬ𝑎𝑢𝑠(𝑖)± ℬ𝑎𝑢𝑠(𝑖)0
Power counting: 𝜆2 𝜆2
Equation: (3.29)
Table 3.2: The helicity building blocks in SCETI that will be used to construct a
basis of hard scattering operators for 𝑔𝑔 → 𝐻, together with their power counting
order in the 𝜆-expansion, and the equation numbers where their definitions may be
found. The building blocks also include the conjugate currents 𝐽† in cases where they
are distinct from the ones shown.
are given in [278]. Note that the operators 𝐽 ?¯?𝛽𝑛?¯?±, 𝐽
?¯?𝛽
𝑖0 , and 𝐽
?¯?𝛽
𝑖0¯
have quarks of the
same chirality, and hence are the ones that will be generated by vector gauge bosons.
At subleading power one must also consider insertions of the 𝒫𝜇𝑖⊥ operator. Note
that we can drop the explicit 𝑖 index on the 𝒫⊥ operator, as it is implied by the field
that the operator is acting on. The 𝒫𝜇⊥ operator acts on the perpendicular subspace
defined by the vectors 𝑛𝑖, ?¯?𝑖, so it is naturally written as
𝒫⊥+ (𝑛𝑖, ?¯?𝑖) = −𝜖−(𝑛𝑖, ?¯?𝑖) · 𝒫⊥ , 𝒫⊥− (𝑛𝑖, ?¯?𝑖) = −𝜖+(𝑛𝑖, ?¯?𝑖) · 𝒫⊥ . (3.23)
The 𝒫⊥± operator carry helicity ℎ = ±1. We use square brackets to denote which
fields are acted upon by the 𝒫⊥± operator, for example ℬ𝑖+
[︀𝒫⊥+ℬ𝑖−]︀ℬ𝑖−, indicates
that the 𝒫⊥+ operator acts only on the middle field, whereas for currents, we use a
curly bracket notation
{︀𝒫⊥𝜆 𝐽 ?¯?𝛽𝑖0 }︀ = 1
2
√︀
𝜔?¯? 𝜔𝜒
[︁
𝒫⊥𝜆 ?¯??¯?𝑖+
]︁
/¯𝑛𝑖𝜒
𝛽
𝑖+ , (3.24){︀
𝐽 ?¯?𝛽𝑖0 (𝒫⊥𝜆 )†
}︀
=
1
2
√︀
𝜔?¯? 𝜔𝜒
?¯??¯?𝑖+ /¯𝑛𝑖
[︁
𝜒𝛽𝑖+(𝒫⊥𝜆 )†
]︁
,
to indicate which of the fields within the current is acted on.
To work with gauge invariant ultrasoft gluon fields, we construct our basis post
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BPS field redefinition. The BPS field redefinition is defined by [54]
ℬ𝑎𝜇𝑛⊥ → 𝒴𝑎𝑏𝑛 ℬ𝑏𝜇𝑛⊥, 𝜒𝛼𝑛 → 𝑌 𝛼𝛽𝑛 𝜒𝛽𝑛, (3.25)
and is performed in each collinear sector. Here 𝑌𝑛, 𝒴𝑛 are fundamental and adjoint
ultrasoft Wilson lines. For a general representation, r, the ultrasoft Wilson line is
defined by
𝑌 (𝑟)𝑛 (𝑥) = P exp
⎡⎣𝑖𝑔 0∫︁
−∞
𝑑𝑠 𝑛 · 𝐴𝑎𝑢𝑠(𝑥+ 𝑠𝑛)𝑇 𝑎(𝑟)
⎤⎦ , (3.26)
where P denotes path ordering. The BPS field redefinition has the effect of decoupling
ultrasoft and collinear degrees of freedom at leading power [54], and it accounts for
the full physical path of ultrasoft Wilson lines [167, 34].
The BPS field redefinition introduces ultrasoft Wilson lines into the hard scatter-
ing operators. These Wilson lines can be arranged with the ultrasoft fields to define
ultrasoft gauge invariant building blocks. In particular, the gauge covariant derivative
in an arbitrary representation, 𝑟, can be sandwiched by Wilson lines and decomposed
as
𝑌 (𝑟) †𝑛𝑖 𝑖𝐷
(𝑟)𝜇
𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
= 𝑖𝜕𝜇𝑢𝑠 + [𝑌
(𝑟) †
𝑛𝑖
𝑖𝐷(𝑟)𝜇𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
] = 𝑖𝜕𝜇𝑢𝑠 + 𝑇
𝑎
(𝑟)𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) . (3.27)
Here we have defined the ultrasoft gauge invariant gluon field by
𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) =
[︂
1
𝑖𝑛𝑖 · 𝜕𝑢𝑠𝑛𝑖𝜈𝑖𝐺
𝑏𝜈𝜇
𝑢𝑠 𝒴𝑏𝑎𝑛𝑖
]︂
. (3.28)
In the above equations the derivatives act only within the square brackets. Note from
Eq. (3.28), that 𝑛𝑖 · ℬ𝑎𝑢𝑠(𝑖) = 0. The Wilson lines which remain after this procedure
can be absorbed into a generalized color structure, 𝑇BPS (see [357] for more details).
Determining a complete basis of color structures is straightforward, and detailed
examples are given in [278].
Having defined gauge invariant ultrasoft gluon fields, we can now define ultra-
soft gauge invariant gluon helicity fields and derivative operators which mimic their
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collinear counterparts. For the ultrasoft gluon helicity fields we define the three build-
ing blocks
ℬ𝑎𝑢𝑠(𝑖)± = −𝜀∓𝜇(𝑛𝑖, ?¯?𝑖)ℬ𝑎𝜇𝑢𝑠(𝑖), ℬ𝑎𝑢𝑠(𝑖)0 = ?¯?𝜇ℬ𝑎𝜇𝑢𝑠(𝑖) , (3.29)
and similarly for the ultrasoft derivative operators
𝜕𝑢𝑠(𝑖)± = −𝜀∓𝜇(𝑛𝑖, ?¯?𝑖) 𝜕𝜇𝑢𝑠, 𝜕𝑢𝑠(𝑖)0 = ?¯?𝑖𝜇𝜕𝜇𝑢𝑠, 𝜕𝑢𝑠(𝑖)0¯ = 𝑛𝑖𝜇𝜕𝜇𝑢𝑠 . (3.30)
Unlike for the gauge invariant collinear gluon fields, for the ultrasoft gauge invariant
gluon field we use three building block fields to describe the two physical degrees
of freedom because the ultrasoft gluons are not fundamentally associated with any
direction. Without making a further gauge choice, their polarization vectors do not
lie in the perpendicular space of any fixed external reference vector. When inserting
ultrasoft derivatives into operators we will use the same curly bracket notation defined
for the 𝒫⊥ operators in Eq. (3.24).
Gauge invariant ultrasoft quark fields can also appear explicitly in operator bases
at subleading powers. From Table 3.1 we see that they power count as 𝒪(𝜆3), and
are therefore not relevant for our construction of an 𝒪(𝜆2) operator basis. Details on
the structure of subleading power helicity operators involving ultrasoft quarks can be
found in [278]. It is important to emphasize that although ultrasoft quarks do not
appear in the hard scattering operators at 𝒪(𝜆2) they do appear in the calculation of
cross sections or amplitudes at 𝒪(𝜆2) due to subleading power Lagrangian insertions
in the effective (examples where they play an important role for factorization in 𝐵-
decays include both exclusive decays [59, 428, 84] and inclusive decays [114, 388,
81]). Such ultrasoft quark contributions also played an important role in the recent
subleading power perturbative SCET calculation of Ref. [447].
Finally, we note that the helicity operator basis presented in this section only
provides a complete basis in 𝑑 = 4, and we have not discussed evanescent operators
[128, 239, 327]. An extension of our basis to include evanescent operators would
depend on the regularization scheme. However, in general additional building block
fields would be required, for example an 𝜖 scalar gluon ℬ𝑎𝜖 to encode the (−2𝜖) trans-
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verse degrees of freedom of the gluon. As in standard loop calculations, we expect
that the evanescent operators at each loop order could be straightforwardly identified
and treated. Since we do not perform a one-loop matching to our operators, we leave
a complete treatment of evanescent operators to future work.
3.3 Operator Basis
In this section we enumerate a complete basis of power suppressed operators up to
𝒪(𝜆2) for the process 𝑔𝑔 → 𝐻. The organization of the operator basis in terms of
helicity operators will make manifest a number of symmetries arising from helicity
conservation, greatly reducing the operator basis. Helicity conservation is particularly
powerful in this case due to the spin-0 nature of the Higgs. The complete basis of
field structures is summarized in Table 3.3. In Sec. 3.3.4 we will show which operators
contribute to the cross section at 𝒪(𝜆2). These operators are indicated with a check
mark in the table.
Examining Eq. (3.12) we see that the hard Lagrangian in SCET is written as a sum
over label momenta of the hard operators. For the special case of two back-to-back
collinear sectors this reduces to
ℒ(𝑗)hard =
∑︁
𝑛
∑︁
𝐴,··
[︂ ℓ𝐴∏︁
𝑖=1
∫︁
d𝜔𝑖
]︂
?⃗?
(𝑗)†
𝐴+··:··(··:··...··:··)[··:··−]
(︀
𝑛, ?¯?;𝜔1, . . . , 𝜔ℓ𝐴
)︀
× ?⃗?(𝑗)𝐴+··:··(··:··...··:··)[··:··−]
(︀
𝑛, ?¯?;𝜔1, . . . , 𝜔ℓ𝐴
)︀
. (3.31)
When writing our basis, we therefore do not need to include operators which are
identical up to the swap of 𝑛 ↔ ?¯?. This means that when writing an operator with
different field structures in the two collinear sectors we are free to make an arbitrary
choice for which is labeled 𝑛 and which ?¯?, and this choice can be made independently
for each operator. When squaring matrix elements, all possible interferences are
properly incorporated by the sum over directions in Eq. (3.31).
As discussed in Sec. 3.1, we will work in the Higgs effective theory with a Higgs
gluon coupling given by the effective Lagrangian in Eq. (3.2). We therefore do not
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Order Category Operators (equation number) #helicity #of 𝜎𝒪(𝜆
2)
2𝑗 ̸=0
configs color
𝒪(𝜆0) 𝐻𝑔𝑔 𝑂(0)𝑎𝑏ℬ𝜆1𝜆1 = ℬ𝑎𝑛𝜆1ℬ𝑎?¯?𝜆1𝐻 (3.32) 2 1 X
𝒪(𝜆) 𝐻𝑞𝑞𝑔 𝑂(1)𝑎 ?¯?𝛽ℬ𝑛,?¯?𝜆1(𝜆𝑖) = ℬ𝑎𝑛,?¯?𝜆1 𝐽
?¯?𝛽
𝑛?¯? 𝜆𝑗
𝐻 (3.34,3.35) 4 1 X
𝒪(𝜆2) 𝐻𝑞𝑞𝑄?¯? 𝑂(2)?¯?𝛽𝛾𝛿𝑞𝑄1(𝜆1;𝜆2) = 𝐽
?¯?𝛽
(𝑞)𝑛𝜆1
𝐽𝛾𝛿(𝑄)?¯?𝜆2 𝐻 (3.49) 4 2
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄2(𝜆1;𝜆1)
= 𝐽 ?¯?𝛽
(𝑞?¯?)𝑛𝜆1
𝐽𝛾𝛿(𝑄𝑞)?¯? 𝜆1 𝐻 (3.50) 2 2
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄3(𝜆1;−𝜆1) = 𝐽
?¯?𝛽
(𝑞)𝑛?¯?𝜆1
𝐽𝛾𝛿(𝑄)𝑛?¯?−𝜆1 𝐻 (3.52) 2 2
𝐻𝑞𝑞𝑞𝑞 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞1(𝜆1;𝜆2)
= 𝐽 ?¯?𝛽(𝑞)𝑛𝜆1 𝐽
𝛾𝛿
(𝑞)?¯?𝜆2
𝐻 (3.54) 3 2
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞3(𝜆1;−𝜆1) = 𝐽
?¯?𝛽
(𝑞)𝑛?¯?𝜆1
𝐽𝛾𝛿(𝑞)𝑛?¯?−𝜆1 𝐻 (3.55) 1 2
𝐻𝑞𝑞𝑔𝑔 𝑂
(2)𝑎𝑏 ?¯?𝛽
ℬ1𝜆1𝜆2(𝜆3) = ℬ𝑎𝑛𝜆1ℬ𝑏?¯?𝜆2 𝐽
?¯?𝛽
𝑛 𝜆3
𝐻 (3.38) 4 3 X
𝑂
(2)𝑎𝑏 ?¯?𝛽
ℬ2𝜆1𝜆2(𝜆3) = ℬ𝑎?¯?𝜆1ℬ𝑏?¯?𝜆2 𝐽
?¯?𝛽
𝑛 𝜆3
𝐻 (3.40) 2 3
𝐻𝑔𝑔𝑔𝑔 𝑂
(2)𝑎𝑏𝑐𝑑
4𝑔1𝜆1𝜆2𝜆3𝜆4
= 𝑆ℬ𝑎𝑛𝜆1ℬ𝑏𝑛𝜆2ℬ𝑐?¯?𝜆3ℬ𝑑?¯?𝜆4𝐻 (3.44) 3 9
𝑂
(2)𝑎𝑏𝑐𝑑
4𝑔2𝜆1𝜆2𝜆3𝜆4
= 𝑆ℬ𝑎𝑛𝜆1ℬ𝑏?¯?𝜆2ℬ𝑐?¯?𝜆3ℬ𝑑?¯?𝜆4𝐻 (3.46) 2 9 X
𝒫⊥ 𝑂(2)𝑎 ?¯?𝛽𝒫𝜒𝜆1(𝜆2)[𝜆𝒫 ] = ℬ𝑎𝑛𝜆1 {𝐽
?¯?𝛽
?¯? 𝜆2
(𝒫𝜆𝒫⊥ )†}𝐻 (3.57) 4 1 X
𝑂
(2)𝑎𝑏𝑐
𝒫ℬ𝜆1𝜆2𝜆3[𝜆𝒫 ] = 𝑆 ℬ𝑎𝑛𝜆1 ℬ𝑏?¯?𝜆2
[︁
𝒫𝜆𝒫⊥ ℬ𝑐?¯?𝜆3
]︁
𝐻 (3.60) 4 2 X
Ultrasoft 𝑂(2)𝑎 ?¯?𝛽𝜒(𝑢𝑠(𝑛))0:(𝜆1) = ℬ𝑎𝑢𝑠(𝑛)0 𝐽
?¯?𝛽
𝑛?¯? 𝜆1
𝐻 (3.65) 2 1
𝑂
(2)𝑎 ?¯?𝛽
𝜒(𝑢𝑠(?¯?))0:(𝜆1)
= ℬ𝑎𝑢𝑠(?¯?)0 𝐽 ?¯?𝛽𝑛?¯? 𝜆1 𝐻 (3.67) 2 1
𝑂
(2) ?¯?𝛽
𝜕𝜒(𝑢𝑠(𝑖))𝜆1:(𝜆2)
= {𝜕𝑢𝑠(𝑖)𝜆1 𝐽 ?¯?𝛽𝑛?¯? 𝜆2}𝐻 (3.69) 4 1
𝑂
(2)𝑎𝑏𝑐
ℬ(𝑢𝑠(𝑛))𝜆1:𝜆2𝜆3 = ℬ𝑎𝑢𝑠(𝑛)𝜆1 ℬ𝑏𝑛 𝜆2 ℬ𝑐?¯? 𝜆3 𝐻 (3.73) 2 2 X
𝑂
(2)𝑎𝑏𝑐
ℬ(𝑢𝑠(?¯?))𝜆1:𝜆2𝜆3 = ℬ𝑎𝑢𝑠(?¯?)𝜆1 ℬ𝑏𝑛 𝜆2 ℬ𝑐?¯? 𝜆3 𝐻 (3.75) 2 2 X
𝑂
(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(𝑖))𝜆1:𝜆2𝜆3 =
[︀
𝜕𝑢𝑠(𝑖)𝜆1 ℬ𝑛𝜆2
]︀ ℬ?¯? 𝜆3 𝐻 (3.78) 4 1 X
Table 3.3: Basis of hard scattering operators for 𝑔𝑔 → 𝐻 up to 𝒪(𝜆2). The 𝜆𝑖 denote
helicities, 𝑆 represents a symmetry factor present for some cases, and detailed lists
of operators can be found in the indicated equation. The number of allowed helicity
configurations are summarized in the fourth column. The final column indicates
which operators contribute to the cross section up to 𝒪(𝜆2) in the power expansion,
as discussed in Sec. 3.3.4. Counting the helicity configurations there are a total of
53 operators, of which only 28 contribute to the cross section at 𝒪(𝜆2). Of those 28,
only 24 have non zero Wilson coefficients at tree level since the operators in Eq. (3.57)
are absent at this order. These numbers do not include the number of distinct color
configurations which are indicated in the 5th column.
consider operators generated by a direct coupling of quarks to the Higgs. All quarks
in the final state are produced by gluon splittings. The extension to include operators
involving quarks coupling directly to Higgs, as relevant for 𝐻 → 𝑏?¯?, is straightforward
using the helicity building blocks given in Sec. 3.2.2.
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3.3.1 Leading Power
The leading power operators for 𝑔𝑔 → 𝐻 in the Higgs effective theory are well known.
Due to the fact that the Higgs is spin zero, the only two operators are
𝑔𝑛𝑔?¯? :
𝑂
(0)𝑎𝑏
ℬ++ = ℬ𝑎𝑛+ ℬ𝑏?¯?+𝐻 , 𝑂(0)𝑎𝑏ℬ−− = ℬ𝑎𝑛− ℬ𝑏?¯?−𝐻 . (3.32)
Here the purple circled denotes that this is a hard scattering operator in the effective
theory, while the dashed circles indicate which fields are in each collinear sector.
Note that here we have opted not to include a symmetry factor at the level of the
operator. We will include symmetry factors in the operator only when there is an
exchange symmetry within a given collinear sector. We assume that overall symmetry
factors which involve exchanging particles from different collinear sectors are taken
into account at the phase space level. The color basis here is one-dimensional, and
we take it to be
𝑇 𝑎𝑏 = 𝛿𝑎𝑏 , 𝑇
𝑎𝑏
BPS =
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑎𝑏 = (︀𝒴𝑇?¯? 𝒴𝑛)︀𝑏𝑎 . (3.33)
3.3.2 Subleading Power
Due to the spin zero nature of the Higgs, the 𝒪(𝜆) operators are highly constrained.
To simplify the operator basis we will work in the center of mass frame and we will
further choose our 𝑛 and ?¯? axes so that the total label ⊥ momentum of each collinear
sector vanishes. This is possible in an SCETI theory since the ultrasoft sector does
not carry label momentum, and it implies that we do not need to include operators
where the 𝒫⊥ operator acts on a sector with a single collinear field. At 𝒪(𝜆) the
suppression in the operator must therefore come from an explicit collinear field.
There are two possibilities for the collinear field content of the operators, either
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three collinear gluon fields, or two collinear quark fields and a collinear gluon field.
Interestingly, the helicity selection rules immediately eliminate the possibility of 𝒪(𝜆)
operators with three collinear gluon fields, since they cannot sum to a zero helicity
state. We therefore only need to consider operators involving two collinear quark
fields and a collinear gluon field. The helicity structure of these operators is also
constrained. In particular, to cancel the spin of the collinear gluon field, the collinear
quark current must have helicity ±1. Furthermore, the quark-antiquark pair arises
from a gluon splitting, since we are considering gluon fusion in the Higgs EFT, and
therefore both have the same chirality. Together this implies that the quarks are
described by the current 𝐽 ?¯?𝛽𝑛?¯?±. The only two operators in the basis at 𝒪(𝜆) are
𝑞𝑛(𝑞𝑔)?¯? :
𝑂
(1)𝑎 ?¯?𝛽
ℬ?¯?+(+) = ℬ𝑎?¯?+ 𝐽 ?¯?𝛽𝑛?¯?+𝐻 , 𝑂(1)𝑎 ?¯?𝛽ℬ?¯?−(−) = ℬ𝑎?¯?− 𝐽 ?¯?𝛽𝑛?¯?−𝐻 , (3.34)
for the case that the gluon field is in the same sector as the antiquark field, which we
have taken to be ?¯?, and
(𝑞𝑔)𝑛𝑞?¯? :
𝑂
(1)𝑎 ?¯?𝛽
ℬ𝑛−(+) = ℬ𝑎𝑛− 𝐽 ?¯?𝛽𝑛?¯?+𝐻 , 𝑂(1)𝑎 ?¯?𝛽ℬ𝑛+(−) = ℬ𝑎𝑛+ 𝐽 ?¯?𝛽𝑛?¯?−𝐻 , (3.35)
for the case that the gluon field is in the same direction as the collinear quark field.
In both cases the color basis is one-dimensional 𝑇 𝑎𝛼𝛽 = 𝑇 𝑎
𝛼𝛽
. After the BPS field
redefinition we have
𝑇 𝑎𝛼𝛽BPS =
(︀
𝑌 †𝑛𝑌?¯?𝑇
𝑎
)︀
𝛼𝛽
, 𝑇 𝑎𝛼𝛽BPS =
(︀
𝑇 𝑎𝑌 †𝑛𝑌?¯?
)︀
𝛼𝛽
, (3.36)
for Eqs. (3.34) and (3.35) respectively.
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3.3.3 Subsubleading Power
At 𝒪(𝜆2) the allowed operators can include either additional collinear field insertions,
insertions of the 𝒫⊥ operator, or ultrasoft field insertions. We will treat each of these
cases in turn.
Collinear Field Insertions
We begin by considering operators involving only collinear field insertions. At 𝒪(𝜆2)
the operator can have four collinear fields. These operators can be composed purely
of collinear gluon fields, purely of collinear quark fields, or of two collinear gluon
fields and a collinear quark current. In each of these cases helicity selection rules will
restrict the possible helicity combinations of the operators.
Two Quark-Two Gluon Operators:
We begin by considering operators involving two collinear quark fields and two
collinear gluon fields, which are again severely constrained by the helicity selection
rules. Since the two gluons fields can give either helicity 0 or 2, the only way to
achieve a total spin zero is if the quark fields must be in a helicity zero configuration.
Furthermore, since they arise from a gluon splitting they must have the same chirality.
This implies that all operators must involve only the currents 𝐽 ?¯?𝛽𝑛 0 or 𝐽
?¯?𝛽
𝑛 0¯
, where we
have taken without loss of generality that the two quarks are in the 𝑛-collinear sector,
as per the discussion below Eq. (3.31). The gluons can then either be in opposite
collinear sectors, or in the same collinear sector. The color basis before BPS field
redefinition is identical for the two cases. It is three dimensional, and we take as a
basis
𝑇 𝑎𝑏𝛼𝛽 =
(︁
(𝑇 𝑎𝑇 𝑏)𝛼𝛽 , (𝑇
𝑏𝑇 𝑎)𝛼𝛽 , tr[𝑇
𝑎𝑇 𝑏] 𝛿𝛼𝛽
)︁
. (3.37)
In the case that the two collinear gluons are in opposite collinear sectors a basis
of helicity operators is given by
(𝑔𝑞𝑞)𝑛(𝑔)?¯? :
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𝑂
(2)𝑎𝑏 ?¯?𝛽
ℬ1++(0) = ℬ𝑎𝑛+ ℬ𝑏?¯?+ 𝐽 ?¯?𝛽𝑛 0 𝐻 , 𝑂(2)𝑎𝑏 ?¯?𝛽ℬ1++(0¯) = ℬ𝑎𝑛+ ℬ𝑏?¯?+ 𝐽 ?¯?𝛽𝑛 0¯ 𝐻 , (3.38)
𝑂
(2)𝑎𝑏 ?¯?𝛽
ℬ1−−(0) = ℬ𝑎𝑛− ℬ𝑏?¯?− 𝐽 ?¯?𝛽𝑛 0 𝐻 , 𝑂(2)𝑎𝑏 ?¯?𝛽ℬ1−−(0¯) = ℬ𝑎𝑛− ℬ𝑏?¯?− 𝐽 ?¯?𝛽𝑛 0¯ 𝐻 .
The color basis after BPS field redefinition is given by
𝑇 𝑎𝑏𝛼𝛽BPS =
(︁
(𝒴𝑇𝑛 𝒴?¯?)𝑐𝑏(𝑇 𝑎𝑇 𝑐)𝛼𝛽 , (𝒴𝑇𝑛 𝒴?¯?)𝑐𝑏(𝑇 𝑐𝑇 𝑎)𝛼𝛽 , 𝑇𝐹 (𝒴𝑇𝑛 𝒴?¯?)𝑎𝑏 𝛿𝛼𝛽
)︁
, (3.39)
where we have used tr[𝑇 𝑎𝑇 𝑏] = 𝑇𝐹 𝛿𝑎𝑏.
In the case that the two gluons are in the same collinear sector a basis of helicity
operators is given by
(𝑞𝑞)𝑛(𝑔𝑔)?¯? :
𝑂
(2)𝑎𝑏 ?¯?𝛽
ℬ2+−(0) = ℬ𝑎?¯?+ ℬ𝑏?¯?− 𝐽 ?¯?𝛽𝑛 0 𝐻 , 𝑂(2)𝑎𝑏 ?¯?𝛽ℬ2+−(0¯) = ℬ𝑎?¯?+ ℬ𝑏?¯?− 𝐽 ?¯?𝛽𝑛 0¯ 𝐻 . (3.40)
The color basis after BPS field redefinition is
𝑇 𝑎𝑏𝛼𝛽BPS =
(︁
(𝑌 †𝑛𝑌?¯?𝑇
𝑎𝑇 𝑏𝑌 †?¯?𝑌𝑛)𝛼𝛽 , (𝑌
†
𝑛𝑌?¯?𝑇
𝑏𝑇 𝑎𝑌 †?¯?𝑌𝑛)𝛼𝛽 , tr[𝑇
𝑎𝑇 𝑏] 𝛿𝛼𝛽
)︁
. (3.41)
Four Gluon Operators:
Operators involving four collinear gluon fields can have either two collinear gluon
fields in each sector, or three collinear gluon fields in one sector. A basis of color
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structures before BPS field redefinition is given by
𝑇 𝑎𝑏𝑐𝑑 =
1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
tr[𝑎𝑏𝑐𝑑] + tr[𝑎𝑑𝑐𝑏]
tr[𝑎𝑐𝑑𝑏] + tr[𝑎𝑏𝑑𝑐]
tr[𝑎𝑑𝑏𝑐] + tr[𝑎𝑐𝑏𝑑]
tr[𝑎𝑏𝑐𝑑]− tr[𝑎𝑑𝑐𝑏]
tr[𝑎𝑐𝑑𝑏]− tr[𝑎𝑏𝑑𝑐]
tr[𝑎𝑑𝑏𝑐]− tr[𝑎𝑐𝑏𝑑]
2tr[𝑎𝑏] tr[𝑐𝑑]
2tr[𝑎𝑐] tr[𝑑𝑏]
2tr[𝑎𝑑] tr[𝑏𝑐]
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑇
. (3.42)
Here we have used a simplified notation, writing only the adjoint indices of the color
matrices appearing in the trace. For example, tr[𝑎𝑏𝑐𝑑] ≡ tr[𝑇 𝑎𝑇 𝑏𝑇 𝑐𝑇 𝑑]. The color
bases after BPS field redefinition will be given separately for each case. For the
specific case of SU(𝑁𝑐) with 𝑁𝑐 = 3 we could further reduce the color basis by using
the relation
tr[𝑎𝑏𝑐𝑑+ 𝑑𝑐𝑏𝑎] + tr[𝑎𝑐𝑑𝑏+ 𝑏𝑑𝑐𝑎] + tr[𝑎𝑑𝑏𝑐+ 𝑐𝑏𝑑𝑎]
= tr[𝑎𝑏]tr[𝑐𝑑] + tr[𝑎𝑐]tr[𝑑𝑏] + tr[𝑎𝑑]tr[𝑏𝑐] . (3.43)
We choose not to do this, as it makes the structure more complicated, and because
it does not hold for 𝑁𝑐 > 3.
In the case that there are two collinear gluon fields in each collinear sector, a basis
of helicity operators is given by
(𝑔𝑔)𝑛(𝑔𝑔)?¯? :
𝑂
(2)𝑎𝑏𝑐𝑑
4𝑔1++++ =
1
4
ℬ𝑎𝑛+ℬ𝑏𝑛+ℬ𝑐?¯?+ℬ𝑑?¯?+𝐻 , 𝑂(2)𝑎𝑏𝑐𝑑4𝑔1+−+− = ℬ𝑎𝑛+ℬ𝑏𝑛−ℬ𝑐?¯?+ℬ𝑑?¯?−𝐻 , (3.44)
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𝑂
(2)𝑎𝑏𝑐𝑑
4𝑔1−−−− =
1
4
ℬ𝑎𝑛−ℬ𝑏𝑛−ℬ𝑐?¯?−ℬ𝑑?¯?−𝐻 .
The spin zero nature of the Higgs implies that a number of helicity configurations do
not contribute, and therefore are not included in our basis operators here. The color
basis after BPS field redefinition is given by
𝑇 𝑎𝑏𝑐𝑑BPS =
1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(tr[𝑇 𝑎
′
𝑇 𝑏
′
𝑇 𝑐
′
𝑇 𝑑
′
] + tr[𝑇 𝑑
′
𝑇 𝑐
′
𝑇 𝑏
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑐
′
𝑇 𝑑
′
𝑇 𝑏
′
] + tr[𝑇 𝑏
′
𝑇 𝑑
′
𝑇 𝑐
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑑
′
𝑇 𝑏
′
𝑇 𝑐
′
] + tr[𝑇 𝑐
′
𝑇 𝑏
′
𝑇 𝑑
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑏
′
𝑇 𝑐
′
𝑇 𝑑
′
]− tr[𝑇 𝑑′𝑇 𝑐′𝑇 𝑏′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑐
′
𝑇 𝑑
′
𝑇 𝑏
′
]− tr[𝑇 𝑏′𝑇 𝑑′𝑇 𝑐′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑑
′
𝑇 𝑏
′
𝑇 𝑐
′
]− tr[𝑇 𝑐′𝑇 𝑏′𝑇 𝑑′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏𝑛 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
1
2
𝛿𝑎𝑏𝛿𝑐𝑑
1
2
(𝒴𝑇𝑛 𝒴?¯?)𝑎𝑐(𝒴𝑇𝑛 𝒴?¯?)𝑏𝑑
1
2
(𝒴𝑇𝑛 𝒴?¯?)𝑎𝑑(𝒴𝑇𝑛 𝒴?¯?)𝑏𝑐
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑇
. (3.45)
The other relevant case has three gluons in one sector, which we take to be the ?¯?
collinear sector. The basis of operators is then given by
(𝑔)𝑛(𝑔𝑔𝑔)?¯? :
𝑂
(2)𝑎𝑏𝑐𝑑
4𝑔2+++− =
1
2
ℬ𝑎𝑛+ℬ𝑏?¯?+ℬ𝑐?¯?+ℬ𝑑?¯?−𝐻 , 𝑂(2)𝑎𝑏𝑐𝑑4𝑔2−+−− =
1
2
ℬ𝑎𝑛−ℬ𝑏?¯?+ℬ𝑐?¯?−ℬ𝑑?¯?−𝐻 . (3.46)
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In this case, the post-BPS color basis is given by
𝑇 𝑎𝑏𝑐𝑑BPS =
1
2
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(tr[𝑇 𝑎
′
𝑇 𝑏
′
𝑇 𝑐
′
𝑇 𝑑
′
] + tr[𝑇 𝑑
′
𝑇 𝑐
′
𝑇 𝑏
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑐
′
𝑇 𝑑
′
𝑇 𝑏
′
] + tr[𝑇 𝑏
′
𝑇 𝑑
′
𝑇 𝑐
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑑
′
𝑇 𝑏
′
𝑇 𝑐
′
] + tr[𝑇 𝑐
′
𝑇 𝑏
′
𝑇 𝑑
′
𝑇 𝑎
′
])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑏
′
𝑇 𝑐
′
𝑇 𝑑
′
]− tr[𝑇 𝑑′𝑇 𝑐′𝑇 𝑏′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑐
′
𝑇 𝑑
′
𝑇 𝑏
′
]− tr[𝑇 𝑏′𝑇 𝑑′𝑇 𝑐′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
(tr[𝑇 𝑎
′
𝑇 𝑑
′
𝑇 𝑏
′
𝑇 𝑐
′
]− tr[𝑇 𝑐′𝑇 𝑏′𝑇 𝑑′𝑇 𝑎′ ])𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯? 𝒴𝑑′𝑑?¯?
1
2
(𝒴𝑇𝑛 𝒴?¯?)𝑎𝑏𝛿𝑐𝑑
1
2
(𝒴𝑇𝑛 𝒴?¯?)𝑎𝑐𝛿𝑏𝑑
1
2
(𝒴𝑇𝑛 𝒴?¯?)𝑎𝑑𝛿𝑏𝑐
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝑇
. (3.47)
The helicity basis has made extremely simple the task of writing down a com-
plete and minimal basis of four gluon operators, which would be much more difficult
using traditional Lorentz structures. The helicity operators also make it simple to
implement the constraints arising from the spin zero nature of the Higgs.
Four Quark Operators:
We now consider the case of operators involving four collinear quark fields. These
operators are again highly constrained by the helicity selection rules and chirality
conservation, since each quark-antiquark pair was produced from a gluon splitting. In
particular, these two constraints imply that there are no operators with non-vanishing
Wilson coefficients with three quarks in one collinear sector. Therefore, we need only
consider the cases where there are two quarks in each collinear sector.
When constructing the operator basis we must also treat separately the case of
identical quark flavors 𝐻𝑞𝑞𝑞𝑞 and distinct quark flavors 𝐻𝑞𝑞𝑄?¯?. For the case of
distinct quark flavors 𝐻𝑞𝑞𝑄?¯? we will have a 𝑞 ↔ 𝑄 symmetry for the operators.
Furthermore the two quarks of flavor 𝑞, and the two quarks of flavor ?¯?, are necessarily
of the same chirality. In the case that both quarks of the same flavor appear in the
same current, the current will be labeled by the flavor. Otherwise, the current will
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be labeled with (𝑞?¯?) or (𝑄𝑞) appropriately. For all these cases, the color basis is
𝑇 𝛼𝛽𝛾𝛿 =
(︁
𝛿𝛼𝛿 𝛿𝛾𝛽 , 𝛿𝛼𝛽 𝛿𝛾𝛿
)︁
. (3.48)
We will give results for the corresponding 𝑇 𝛼𝛽𝛾𝛿BPS basis as we consider each case below.
For the case of operators with distinct quark flavors 𝐻𝑞𝑞𝑄?¯? and two collinear
quarks in each of the 𝑛 and ?¯? sectors there are three possibilities. There is either a
quark anti-quark pair of the same flavor in each sector (e.g. (𝑞𝑞)𝑛(𝑄?¯?)?¯?), a quark and
an antiquark of distinct flavors in the same sector (e.g. (𝑞?¯?)𝑛(𝑄𝑞)?¯?), or two quarks
with distinct flavors in the same sector(e.g. (𝑞𝑄)𝑛(𝑞?¯?)?¯?). In the case that there is a
quark anti-quark pair of the same flavor in each sector, the basis of helicity operators
is
(𝑞𝑞)𝑛(𝑄?¯?)?¯? :
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄1(0;0) = 𝐽
?¯?𝛽
(𝑞)𝑛0 𝐽
𝛾𝛿
(𝑄)?¯?0𝐻 , 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄1(0;0¯)
= 𝐽 ?¯?𝛽(𝑞)𝑛0 𝐽
𝛾𝛿
(𝑄)?¯?0¯
𝐻 , (3.49)
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄1(0¯;0)
= 𝐽 ?¯?𝛽
(𝑞)𝑛0¯
𝐽𝛾𝛿(𝑄)?¯?0𝐻 , 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄1(0¯;0¯)
= 𝐽 ?¯?𝛽
(𝑞)𝑛0¯
𝐽𝛾𝛿
(𝑄)?¯?0¯
𝐻 ,
where we have chosen the 𝑞 quark to be in the 𝑛 sector. Since all the operators have
total helicity 0 along the ?^? direction, there are only chirality constraints here and no
constraints from angular momentum conservation. In the case that there is a quark
anti-quark of distinct flavors in the same sector, chirality and angular momentum
conservation constrains the basis to be
(𝑞?¯?)𝑛(𝑄𝑞)?¯? :
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄2(0;0) = 𝐽
?¯?𝛽
(𝑞?¯?)𝑛0
𝐽𝛾𝛿(𝑄𝑞)?¯?0𝐻 , 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄2(0¯;0¯)
= 𝐽 ?¯?𝛽
(𝑞?¯?)𝑛0¯
𝐽𝛾𝛿
(𝑄𝑞)?¯?0¯
𝐻 . (3.50)
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For the operators in Eqs. (3.49) and (3.50) the color basis after BPS field redefinition
is
𝑇𝛼𝛽𝛾𝛿BPS =
(︂[︁
𝑌 †𝑛𝑌?¯?
]︁
𝛼𝛿
[︁
𝑌 †?¯?𝑌𝑛
]︁
𝛾𝛽
, 𝛿𝛼𝛽 𝛿𝛾𝛿
)︂
. (3.51)
When there are two quarks of distinct flavors in the same sector the basis of helicity
operators is constrained by chirality and reduced further to just two operators by
angular momentum conservation, giving
(𝑞𝑄)𝑛(𝑞?¯?)?¯? :
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄3(+;−) = 𝐽
?¯?𝛽
(𝑞)𝑛?¯?+ 𝐽
𝛾𝛿
(𝑄)𝑛?¯?−𝐻 , 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑄3(−;+) = 𝐽
?¯?𝛽
(𝑞)𝑛?¯?− 𝐽
𝛾𝛿
(𝑄)𝑛?¯?+𝐻 . (3.52)
For the operators in Eq. (3.52) the color basis after BPS field redefinition is
𝑇𝛼𝛽𝛾𝛿BPS =
(︁[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛼𝛿
[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛾𝛽
,
[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛼𝛽
[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛾𝛿
)︁
. (3.53)
In the cases considered in Eqs. (3.49) and (3.50) where there is a quark and
antiquark field in the same collinear sector, we have chosen to work in a basis using
𝐽 ?¯?𝛽𝑖0 and 𝐽
?¯?𝛽
𝑖0¯
which contain only fields in a single collinear sector. One could also
construct an alternate form for the basis, for example using the currents 𝐽 ?¯?𝛽𝑛?¯?𝜆. From
the point of view of factorization our basis is the most convenient since the fields in
the 𝑛 and ?¯?-collinear sectors are only connected by color indices, which will simplify
later steps of factorization proofs. In the following, we will whenever possible use this
logic when deciding between equivalent choices for our basis.
For identical quark flavors the operators are similar to those in Eqs. (3.49,3.52).
The distinct operators include
(𝑞𝑞)𝑛(𝑞𝑞)?¯? :
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𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞1(0;0) =
1
4
𝐽 ?¯?𝛽(𝑞)𝑛0 𝐽
𝛾𝛿
(𝑞)?¯?0𝐻 , (3.54)
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞1(0¯;0)
= 𝐽 ?¯?𝛽
(𝑞)𝑛0¯
𝐽𝛾𝛿(𝑞)?¯?0𝐻 , 𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞1(0¯;0¯)
=
1
4
𝐽 ?¯?𝛽
(𝑞)𝑛0¯
𝐽𝛾𝛿
(𝑞)?¯?0¯
𝐻 ,
(𝑞𝑞)𝑛(𝑞𝑞)?¯? :
𝑂
(2)?¯?𝛽𝛾𝛿
𝑞𝑞3(+;−) = 𝐽
?¯?𝛽
(𝑞)𝑛?¯?+ 𝐽
𝛾𝛿
(𝑞)𝑛?¯?−𝐻 . (3.55)
Note that in Eq. (3.54) there are only three operators due to the equivalence between
the two operators
∑︁
𝑛
𝐽 ?¯?𝛽(𝑞)𝑛0 𝐽
𝛾𝛿
(𝑞)?¯?0¯
𝐻 ≡
∑︁
𝑛
𝐽 ?¯?𝛽
(𝑞)𝑛0¯
𝐽𝛾𝛿(𝑞)?¯?0𝐻 , (3.56)
due to the fact that the 𝑛 label is summed over, as in Eq. (3.31). We also have the
same color bases as in Eqs. (3.51) and (3.53) for 𝑂(2)𝑞𝑞1 and 𝑂
(2)
𝑞𝑞3 respectively.
𝒫⊥ Insertions
Since we have chosen to work in a frame where the total⊥momentum of each collinear
sector vanishes, operators involving explicit insertions of the 𝒫⊥ operator first appear
at 𝒪(𝜆2). The 𝒫⊥ operator can act only in a collinear sector composed of two or more
fields. At 𝒪(𝜆2), there are then only two possibilities, namely that the 𝒫⊥ operator is
inserted into an operator involving two quark fields and a gluon field, or it is inserted
into an operator involving three gluon fields.
In the case that the 𝒫⊥ operator is inserted into an operator involving two quark
fields and a gluon field, the helicity structure of the operator is highly constrained.
In particular, the quark fields must be in a helicity zero configuration. Combined
with the fact that they must have the same chirality, this implies that all operators
must involve only the currents 𝐽 ?¯?𝛽?¯? 0 or 𝐽
?¯?𝛽
?¯? 0¯
. Here we have again taken without loss of
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generality that the two quarks are in the ?¯?-collinear sector. A basis of operators is
then given by
(𝑔)𝑛(𝑞𝑞𝒫⊥)?¯? :
𝑂
(2)𝑎 ?¯?𝛽
𝒫𝜒+(0)[+] = ℬ𝑎𝑛+
{︀𝒫+⊥𝐽 ?¯?𝛽?¯? 0}︀𝐻 , 𝑂(2)𝑎 ?¯?𝛽𝒫𝜒−(0)[−] = ℬ𝑎𝑛− {︀𝒫−⊥𝐽 ?¯?𝛽?¯? 0}︀𝐻 , (3.57)
𝑂
(2)𝑎 ?¯?𝛽
𝒫𝜒+(0¯)[+] = ℬ𝑎𝑛+
{︀𝒫+⊥𝐽 ?¯?𝛽?¯? 0¯}︀𝐻 , 𝑂(2)𝑎 ?¯?𝛽𝒫𝜒−(0¯)[−] = ℬ𝑎𝑛− {︀𝒫−⊥𝐽 ?¯?𝛽?¯? 0¯}︀𝐻 .
Since we have assumed that the total 𝒫⊥ in each collinear sector is zero, integration
by parts can be used to make the 𝒫⊥ operator act only on either the quark, or the
antiquark field, which has been used in Eq. (3.57). (The additional operators that are
needed when we relax this assumption are discussed in Appendix A of [451].) The
color basis is one-dimensional
𝑇 𝑎𝛼𝛽 = 𝑇 𝑎𝛼𝛽 . (3.58)
After BPS field redefinition the structure is given by
𝑇 𝑎𝛼𝛽BPS =
(︁
𝑌 †?¯?𝑇
𝑏𝒴𝑏𝑎𝑛 𝑌?¯?
)︁
𝛼𝛽
=
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑎𝑐 𝑇 𝑐𝛼𝛽 . (3.59)
In the case that the 𝒫⊥ operator is inserted into an operator involving three gluon
fields, the helicity selection rules simply imply that the helicities must add to zero.
A basis of operators involving three collinear gluon fields and a 𝒫±⊥ insertion is given
by
(𝑔)𝑛(𝑔𝑔𝒫⊥)?¯? :
𝑂
(2)𝑎𝑏𝑐
𝒫ℬ+++[−] = ℬ𝑎𝑛+ ℬ𝑏?¯?+
[︀𝒫−⊥ℬ𝑐?¯?+]︀ 𝐻 , 𝑂(2)𝑎𝑏𝑐𝒫ℬ−−−[+] = ℬ𝑎𝑛− ℬ𝑏?¯?− [︀𝒫+⊥ℬ𝑐?¯?−]︀ 𝐻 ,
𝑂
(2)𝑎𝑏𝑐
𝒫ℬ++−[+] = ℬ𝑎𝑛+ ℬ𝑏?¯?+
[︀𝒫+⊥ℬ𝑐?¯?−]︀ 𝐻 , 𝑂(2)𝑎𝑏𝑐𝒫ℬ−−+[−] = ℬ𝑎𝑛− ℬ𝑏?¯?− [︀𝒫−⊥ℬ𝑐?¯?+]︀ 𝐻 . (3.60)
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Note that the analogous operators with the helicities 𝑂(2)𝑎𝑏𝑐𝒫ℬ+−+[+] and 𝑂
(2)𝑎𝑏𝑐
𝒫ℬ−+−[−] are
not eliminated, but instead are equivalent to those in the last row by integrating the
𝒫±⊥ by parts onto the other ?¯?-collinear field since the total 𝒫⊥ in each collinear sector
is zero. (The additional operators that are needed when we relax this assumption are
discussed in Appendix A of [451].)
The basis of color structures here is two dimensional,
𝑇 𝑎𝑏𝑐 =
⎛⎝𝑖𝑓𝑎𝑏𝑐
𝑑𝑎𝑏𝑐
⎞⎠ , 𝑇 𝑎𝑏𝑐BPS =
⎛⎝𝑖𝑓𝑎′𝑏′𝑐′ 𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯?
𝑑𝑎
′𝑏′𝑐′ 𝒴𝑎′𝑎𝑛 𝒴𝑏′𝑏?¯? 𝒴𝑐′𝑐?¯?
⎞⎠ =
⎛⎝𝑖𝑓 𝑏𝑐𝑑𝒴𝑎′𝑑?¯? 𝒴𝑎′𝑎𝑛
𝑑𝑏𝑐𝑑 𝒴𝑎′𝑑?¯? 𝒴𝑎′𝑎𝑛
⎞⎠ . (3.61)
In the BPS redefined color structure we have written it both in a form that makes
the structure of the Wilson lines appearing from the field redefinition clear, as well
as in a simplified form.
Ultrasoft Insertions
At 𝒪(𝜆2) we have the possibility of operators with explicit ultrasoft insertions. To
have label momentum conservation these operators must have a collinear field in each
collinear sector. Interestingly, despite the fact that the leading power operator has
two collinear gluon fields, for the operators involving an ultrasoft insertion one can
have either two collinear quark fields, or two collinear gluon fields.
The construction of an operator basis involving ultrasoft gluons is more compli-
cated due to the fact that they are not naturally associated with a given lightcone
direction. There are therefore different choices that can be made when constructing
the basis. We will choose to work in a basis where all ultrasoft derivatives acting
on ultrasoft Wilson lines are absorbed into ℬ𝑢𝑠 fields. To understand why it is al-
ways possible to make this choice, we consider two pre-BPS operators involving two
collinear quark fields, and an ultrasoft derivative
𝑂𝜇1 = ?¯??¯?(𝑖𝐷
𝜇
𝑢𝑠)𝜒𝑛 , 𝑂
𝜇
2 = ?¯??¯?(−𝑖
←−
𝐷𝜇𝑢𝑠)𝜒𝑛 , (3.62)
where (−𝑖←−𝐷𝜇𝑢𝑠) = (𝑖𝐷𝜇𝑢𝑠)† and we have not made the contraction of the 𝜇 index
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explicit, as it is irrelevant to the current discussion. Performing the BPS field redefi-
nition, we obtain
𝑂𝜇1BPS = 𝑖?¯??¯?𝑌
†
?¯?𝐷
𝜇
𝑢𝑠𝑌𝑛𝜒𝑛 , 𝑂
𝜇
2BPS = −𝑖?¯??¯?𝑌 †?¯?
←−
𝐷𝜇𝑢𝑠𝑌𝑛𝜒𝑛 . (3.63)
If we want to absorb all derivatives acting on Wilson lines into ℬ𝑢𝑠 fields, we must
organize the Wilson lines in the operators as
𝑂𝜇1BPS = 𝑖?¯??¯?𝑌
†
?¯?𝑌𝑛(𝑌
†
𝑛𝐷
𝜇
𝑢𝑠𝑌𝑛)𝜒𝑛 , 𝑂
𝜇
2BPS = −𝑖?¯??¯?(𝑌 †?¯?
←−
𝐷𝜇𝑢𝑠𝑌?¯?)𝑌
†
?¯?𝑌𝑛𝜒𝑛 . (3.64)
Using Eq. (3.27) we see that this can be written entirely in terms of 𝜕𝑢𝑠 operators
acting on collinear fields, and the two ultrasoft gauge invariant gluon fields ℬ𝑢𝑠(𝑛)
and ℬ𝑢𝑠(?¯?) for 𝑂𝜇1BPS and 𝑂𝜇2BPS respectively. Note, however, that ultrasoft gluon
fields defined with respect to both lightcone directions are required. Alternatively,
it is possible to work only with ℬ𝑢𝑠(𝑛), for example, but in this case we see that the
ultrasoft derivative must also be allowed to act explicitly on pairs of ultrasoft Wilson
lines, for example [𝜕𝜇𝑢𝑠(𝑌 †𝑛𝑌?¯?)]. In constructing our complete basis we will choose to
avoid this so that ultrasoft derivatives acting on soft Wilson lines occur only within
the explicit ℬ𝑢𝑠 fields. This choice also makes our basis more symmetric.
For the operators involving one ultrasoft gluon and two collinear quarks we have
the basis
𝑔𝑢𝑠(𝑞)𝑛(𝑞)?¯? :
𝑂
(2)𝑎 ?¯?𝛽
𝜒(𝑢𝑠(𝑛))−:(+) = ℬ𝑎𝑢𝑠(𝑛)− 𝐽 ?¯?𝛽𝑛?¯?+𝐻 , 𝑂(2)𝑎 ?¯?𝛽𝜒(𝑢𝑠(𝑛))+:(−) = ℬ𝑎𝑢𝑠(𝑛)+ 𝐽 ?¯?𝛽𝑛?¯?−𝐻 , (3.65)
with the unique color structure
𝑇 𝑎𝛼𝛽BPS =
(︀
𝑇 𝑎𝑌 †𝑛𝑌?¯?
)︀
𝛼𝛽
, (3.66)
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and
𝑂
(2)𝑎 ?¯?𝛽
𝜒(𝑢𝑠(?¯?))+:(+) = ℬ𝑎𝑢𝑠(?¯?)+ 𝐽 ?¯?𝛽𝑛?¯?+𝐻 , 𝑂(2)𝑎 ?¯?𝛽𝜒(𝑢𝑠)(?¯?))−:(−) = ℬ𝑎𝑢𝑠(?¯?)− 𝐽 ?¯?𝛽𝑛?¯?−𝐻 , (3.67)
with the unique color structure
𝑇 𝑎𝛼𝛽BPS = (𝑌
†
𝑛𝑌?¯?𝑇
𝑎)𝛼𝛽 . (3.68)
Note that the color structures associated with the two different projections of the
ℬ𝑢𝑠 field are distinct. All other helicity combinations vanish due to helicity selection
rules. The helicity selection rules differ between Eq. (3.65) and Eq. (3.67) due to the
different choice of reference vector for the ultrasoft field in the two cases.
We also have operators involving two collinear quark fields and a single ultrasoft
derivative,
𝜕𝑢𝑠(𝑞)𝑛(𝑞)?¯? :
𝑂
(2) ?¯?𝛽
𝜕𝜒(𝑢𝑠(𝑛))−:(+) = {𝜕𝑢𝑠(𝑛)− 𝐽 ?¯?𝛽𝑛?¯?+}𝐻 , 𝑂(2) ?¯?𝛽𝜕𝜒(𝑢𝑠(𝑛))+:(−) = {𝜕𝑢𝑠(𝑛)+ 𝐽 ?¯?𝛽𝑛?¯?−}𝐻 , (3.69)
with the unique color structure given before and after BPS field redefinition by
𝑇𝛼𝛽 = (𝛿𝛼𝛽) , 𝑇
𝛼𝛽
BPS =
[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛼𝛽
, (3.70)
and
𝑂
(2) ?¯?𝛽
𝜕†𝜒(𝑢𝑠(?¯?))+:(+) = {𝐽 ?¯?𝛽𝑛?¯?+ (𝑖𝜕𝑢𝑠(?¯?)+)†}𝐻 , 𝑂(2) ?¯?𝛽𝜕†𝜒(𝑢𝑠(?¯?))−:(−) = {𝐽 ?¯?𝛽𝑛?¯?− (𝑖𝜕𝑢𝑠(?¯?)−)†}𝐻 ,
(3.71)
with the unique color structure given before and after BPS field redefinition by
𝑇𝛼𝛽 = (𝛿𝛼𝛽) , 𝑇
𝛼𝛽
BPS =
[︀
𝑌 †𝑛𝑌?¯?
]︀
𝛼𝛽
. (3.72)
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Although the color structure happens to be the same in both cases, we have separated
them to highlight the different decompositions of the ultrasoft derivatives in the two
cases. Note that the form of the ultrasoft derivatives which appear is constrained by
the helicity constraints.
Similarly, we have the corresponding operators involving two collinear gluons. A
basis of helicity operators involving two collinear gluons and a single ultrasoft gluon
field is given by
𝑔𝑢𝑠(𝑔)𝑛(𝑔)?¯? :
𝑂
(2)𝑎𝑏𝑐
ℬ(𝑢𝑠(𝑛))0:++ = ℬ𝑎𝑢𝑠(𝑛)0 ℬ𝑏𝑛+ ℬ𝑐?¯?+𝐻 , 𝑂(2)𝑎𝑏𝑐ℬ(𝑢𝑠(𝑛))0:−− = ℬ𝑎𝑢𝑠(𝑛)0 ℬ𝑏𝑛− ℬ𝑐?¯?−𝐻 , (3.73)
with the basis of color structures,3
𝑇 𝑎𝑏𝑐BPS =
⎛⎝𝑖𝑓𝑎𝑏𝑑 (︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐
𝑑𝑎𝑏𝑑
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐
⎞⎠𝑇 , (3.74)
and
𝑂
(2)𝑎𝑏𝑐
ℬ(𝑢𝑠(?¯?))0:++ = ℬ𝑎𝑢𝑠(?¯?)0 ℬ𝑏𝑛+ ℬ𝑐?¯?+𝐻 , 𝑂(2)𝑎𝑏𝑐ℬ(𝑢𝑠(?¯?))0:−− = ℬ𝑎𝑢𝑠(?¯?)0 ℬ𝑏𝑛− ℬ𝑐?¯?−𝐻 , (3.75)
with the basis of color structures,
𝑇 𝑎𝑏𝑐BPS =
⎛⎝𝑖𝑓𝑎𝑏𝑑 (︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐
𝑑𝑎𝑏𝑑
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐
⎞⎠𝑇 . (3.76)
We have only included the 𝑇 𝑎𝑏𝑐BPS version of the color structure here because the ℬ𝑎𝑢𝑠(𝑛)𝜆
are generated by BPS field redefinition.
3In order to see how the Wilson line structure in Eq. (3.74) arises, we look at the object 𝐷𝑎𝑏𝑢𝑠ℬ𝑐𝑛ℬ𝑑?¯?
pre-BPS field redefinitions. This object must be contracted with a tensor to make it a singlet
under ultrasoft gauge transformations. Each of these resulting forms can be mapped onto the color
structures of Eq. (3.74) after performing the BPS field redefinition
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The Wilson coefficients of the operators that include ℬ𝑢𝑠(𝑛)0 can be related to the
Wilson coefficients of the leading power operators using RPI symmetry (see [384]).
In particular, we have
𝐶
(2)
ℬ𝑛(𝑢𝑠)0:𝜆1,𝜆1 = −
𝜕𝐶
(0)
𝜆1,𝜆1
𝜕𝜔1
, (3.77)
where 𝐶(0)𝜆1,𝜆1 is the Wilson coefficient for the leading power operator of Eq. (3.32).
We will explicitly verify this at the level of tree level matching in Sec. 3.4.
We must also consider operators with an insertion of 𝜕𝑢𝑠(𝑛) with two collinear glu-
ons in different collinear sectors. The gluon equations of motion allow us to eliminate
the operators 𝑖𝑛 · 𝜕ℬ𝑛⊥ and 𝑖?¯? · 𝜕ℬ?¯?⊥, which can be rewritten purely in terms of
collinear objects [429]. Furthermore, we again choose to organize our basis of opera-
tors such that ultrasoft derivatives act on ultrasoft Wilson lines only within the ℬ𝑢𝑠
fields, as was done in the quark case. (We also do not include operators where the
ultrasoft derivative acts on the Higgs field, since this is moved to the other fields by
integration by parts.) The basis of operators involving ultrasoft derivatives is then
given by
𝜕𝑢𝑠(𝑔)𝑛(𝑔)?¯? :
𝑂
(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(𝑛))0¯:++ = ℬ𝑎𝑛+
[︀
𝜕𝑢𝑠(𝑛)0¯ℬ𝑏?¯?+
]︀
𝐻 , 𝑂
(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(𝑛))0¯:−− = ℬ𝑎𝑛−
[︀
𝜕𝑢𝑠(𝑛)0¯ℬ𝑏?¯?−
]︀
𝐻 , (3.78)
with the basis of color structures
𝑇 𝑎𝑏BPS =
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑎𝑏 . (3.79)
and
𝑂
(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(?¯?))0:++ =
[︀
𝜕𝑢𝑠(?¯?)0 ℬ𝑎𝑛+
]︀ ℬ𝑏?¯?+𝐻 , 𝑂(2)𝑎𝑏𝜕ℬ(𝑢𝑠(?¯?))0:−− = [︀𝜕𝑢𝑠(?¯?)0 ℬ𝑎𝑛−]︀ ℬ𝑏?¯?−𝐻 , (3.80)
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Operators Factorization Beam 𝑛 Beam ?¯? Soft
𝒪(𝜆0) 𝑂(0)ℬ 𝑂(0)ℬ 𝐻(0)𝑔 𝐵(0)𝑔 𝐵(0)𝑔 𝑆(0)𝑔 ℬ𝑛 𝛿 ℬ𝑛 ℬ?¯? 𝛿 ℬ?¯? 𝒴𝑇𝑛 𝒴?¯?̂︁ℳ(0) 𝒴𝑇?¯? 𝒴𝑛
𝒪(𝜆2) 𝑂(1)ℬ?¯?𝑂(1)ℬ?¯? 𝐻(0)𝑔1 𝐵(0)𝑞 𝐵(2)𝑞𝑔𝑔𝑆(0)𝑞 ?¯?𝑛 𝛿 𝜒𝑛 ?¯??¯?ℬ?¯?𝛿 ℬ?¯?𝜒?¯? 𝑌 †?¯?𝑌𝑛̂︁ℳ(0) 𝑌 †𝑛𝑌?¯?
𝑂(0)𝑂
(2)
ℬ1 𝐻
(0)
𝑔2 𝐵
(2)
𝑔𝑞𝑞𝐵
(0)
𝑔 𝑆
(0)
𝑔 ?¯?𝑛ℬ𝑛𝜒𝑛𝛿 ℬ𝑛 ℬ?¯? 𝛿 ℬ?¯? 𝒴𝑇𝑛 𝒴?¯?̂︁ℳ(0) 𝒴𝑇?¯? 𝒴𝑛
𝑂(0)𝑂
(2)
𝒫𝜒 𝐻
(0)
𝑔3 𝐵
(0)
𝑔 𝐵
(2)
𝑔𝑞𝑃𝑆
(0)
𝑔 ℬ𝑛 𝛿 ℬ𝑛 ?¯??¯?[𝒫⊥𝜒?¯?]𝛿 ℬ?¯? 𝒴𝑇𝑛 𝒴?¯?̂︁ℳ(0) 𝒴𝑇?¯? 𝒴𝑛
𝑂(0)𝑂
(2)
𝒫ℬ 𝐻
(0)
𝑔4 𝐵
(0)
𝑔 𝐵
(2)
𝑔𝑔𝑃𝑆
(0)
𝑔 ℬ¯𝑛 𝛿 ℬ𝑛 ℬ?¯?[𝒫⊥ℬ?¯?]𝛿 ℬ?¯? 𝒴𝑇𝑛 𝒴?¯?̂︁ℳ(0) 𝒴𝑇?¯? 𝒴𝑛
𝑂(0)𝑂
(2)
4𝑔2 𝐻
(0)
𝑔5 𝐵
(0)
𝑔 𝐵
(2)
𝑔𝑔 𝑆
(0)
𝑔 ℬ𝑛 𝛿 ℬ𝑛 ℬ?¯?ℬ?¯?ℬ?¯?𝛿 ℬ?¯? 𝒴𝑇𝑛 𝒴?¯?̂︁ℳ(0) 𝒴𝑇?¯? 𝒴𝑛
𝑂(0)𝑂
(2)
ℬ(𝑢𝑠)0 𝐻
(0)
𝑔6 𝐵
(0)
𝑔 𝐵
(0)
𝑔 𝑆
(2)
𝑔ℬ ℬ𝑛 𝛿 ℬ𝑛 ℬ?¯? 𝛿 ℬ?¯? ℬ𝑢𝑠(𝑛)0 𝒴𝑛𝒴?¯?̂︁ℳ(0) 𝒴?¯?𝒴𝑛
𝑂(0)𝑂
(2)
𝜕(𝑢𝑠)0 𝐻
(0)
𝑔7 𝐵
(0)
𝑔 𝐵
(0)
𝑔 𝑆
(2)
𝑔𝜕0 ℬ𝑛 𝛿 ℬ𝑛 ℬ?¯? 𝛿 ℬ?¯? 𝜕𝑢𝑠(𝑛)0 𝒴𝑛𝒴?¯?̂︁ℳ(0) 𝒴?¯?𝒴𝑛
𝑂(0)𝑂
(2)
𝜕(𝑢𝑠)0¯
𝐻
(0)
𝑔8 𝐵
(0)
𝑔 𝐵
(0)
𝑔 𝑆
(2)
𝑔𝜕0¯
ℬ𝑛 𝛿 ℬ𝑛 ℬ?¯? 𝛿 ℬ?¯? 𝜕𝑢𝑠(𝑛)0¯ 𝒴𝑛𝒴?¯?̂︁ℳ(0) 𝒴?¯?𝒴𝑛
Table 3.4: Subleading beam and soft functions arising from products of hard scat-
tering operators in the factorization of Higgs with a jet veto, and their field content.
Helicity and color structures have been suppressed. We have not included products
of operators whose beam and soft functions are identical to those shown by charge
conjugation or 𝑛↔ ?¯?.
with the basis of color structures
𝑇 𝑎𝑏BPS =
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑎𝑏 . (3.81)
The Wilson coefficients of the operators that include 𝜕𝑢𝑠(𝑛)0 can also be related
to the Wilson coefficients of the leading power operators using RPI symmetry (see
[384]). In particular, we have
𝐶
(2)
𝜕ℬ(𝑢𝑠(?¯?))0:𝜆1𝜆1 = −
𝜕𝐶
(0)
𝜆1,𝜆1
𝜕𝜔1
, (3.82)
where 𝐶(0)𝜆1,𝜆1 is the Wilson coefficient for the leading power operator of Eq. (3.32).
We will explicitly show how this arises in the tree level matching in Sec. 3.4.
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3.3.4 Cross Section Contributions and Factorization
While the basis of operators presented in this section is quite large, many of the
operators will not contribute to a physical cross section at 𝒪(𝜆2). In this section
we briefly discuss the helicity operator basis, focusing in particular on understand-
ing which operators can contribute to the cross section for an SCETI event shape
observable, 𝜏𝐵, measured on 𝑔𝑔 → 𝐻. In Sec. 3.3.4, we show that there are no con-
tributions to the cross section from hard scattering operators at 𝒪(𝜆), which would
correspond to power corrections of
√
𝜏𝐵. Then in Sec. 3.3.4, we use helicity selection
rules to determine which operators can contribute at 𝒪(𝜆2) = 𝒪(𝜏𝐵). The results are
summarized in Table 3.3.
Given the set of contributing operators, one can then determine the full subleading
power factorization theorem for the related observables with Higgs production. Here
we restrict ourselves to determining the structure of the factorization theorem terms
arising purely from our subleading hard scattering operators, written in terms of
hard, beam and soft functions. A summary of these results is given in Table 3.4.
In many cases the beam and soft functions which appear in the subleading power
factorization formula are identical to those at leading power. For the case of the soft
functions this simplification arises due to color coherence, allowing a simplification to
the Wilson lines in the soft functions that appear. For gluon-gluon and quark-quark
color channels the leading power soft functions are
𝑆(0)𝑔 =
1
(𝑁2𝑐 − 1)
tr
⟨︀
0
⃒⃒𝒴𝑇?¯? 𝒴𝑛̂︁ℳ(0)𝒴𝑇𝑛 𝒴?¯?⃒⃒0⟩︀ , 𝑆(0)𝑞 = 1𝑁𝑐 tr⟨︀0⃒⃒𝑌 †?¯?𝑌𝑛̂︁ℳ(0)𝑌 †𝑛𝑌?¯?⃒⃒0⟩︀ ,
(3.83)
and depend on the kinematic variables probed by the measurement operator ̂︁ℳ(0).
For the beam functions, this simplification occurs since the power correction is often
restricted to a single collinear sector. The other collinear sector is then described by
the leading power beam functions (incoming jet functions) for gluons and quarks [491,
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493]
𝛿𝑎𝑏
𝑁2𝑐 − 1
𝐵(0)𝑔 = −
𝜔 𝜃(𝜔)
2𝜋
∫︁
𝑑𝑥−
2|𝜔| 𝑒
𝑖
2
ℓ+𝑥−
⟨
𝑝
⃒⃒⃒
ℬ𝜇𝑎𝑛⊥
(︀
𝑥−
𝑛
2
)︀
𝛿
[︀
𝛿(𝜔 − 𝒫)ℬ𝑏𝑛⊥𝜇(0)
]︀ ⃒⃒⃒
𝑝
⟩
,
(3.84)
𝛿𝛼𝛽
𝑁𝑐
𝐵(0)𝑞 =
𝜃(𝜔)
2𝜋
∫︁
𝑑𝑥−
2|𝜔| 𝑒
𝑖
2
ℓ+𝑥−
⟨
𝑝
⃒⃒⃒
𝜒𝛼𝑛
(︀
𝑥−
𝑛
2
)︀ /¯𝑛
2
𝛿
[︁
𝛿(𝜔 − 𝒫)?¯?𝛽𝑛(0)
]︁ ⃒⃒⃒
𝑝
⟩
,
where we take ℓ+ ≫ Λ2QCD/𝜔. The result for the leading power measurement func-
tion 𝛿 appearing in these beam functions depends on the factorization theorem being
treated. Often the beam functions are inclusive in which case 𝛿 = 1, giving func-
tions of the momentum fraction of the struck parton 𝑥 and a single invariant mass
momentum variable, 𝐵(0)𝑔 (𝑥, 𝜔ℓ+) and 𝐵(0)𝑞 (𝑥, 𝜔ℓ+). Here we assume an SCETI type
measurement that does not fix the 𝒫⊥ of the measured particle. This assumption has
been explicitly used in writing the form of the beam functions in Eq. (3.84), as well
as in our construction of the operator basis.
Vanishing at 𝒪(𝜆)
We begin by considering possible contributions to the cross section at 𝒪(𝜆). While we
will not discuss the factorization of the cross section in detail, the contribution of the
hard scattering operators to the cross section at 𝒪(𝜆) can be written schematically
as
𝑑𝜎(1)
𝑑𝜏𝐵
⊃ 𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞 ⟨𝑃1𝑃2|𝐶(1)𝑖 𝑂(1)𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(0)𝑂(0)(0) |𝑃1𝑃2⟩ 𝛿
(︀
𝜏𝐵 − 𝜏 (0)𝐵 (𝑋)
)︀
+ h.c. .
(3.85)
Here 𝑁 is a normalization factor, 𝑃1, 𝑃2 denote the incoming hadronic states, and
we use the shorthand notation 𝛿(4)𝑞 = (2𝜋)4𝛿4(𝑞 − 𝑝𝑋) for the momentum conserving
delta function. This expression should merely be taken as illustrative of the operator
contributions, and in particular, we have not made explicit any color or Lorentz index
contractions, nor the treatment of the initial state. The summation over all final
states, 𝑋, includes phase space integrations. The measurement of the observable
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is enforced by 𝛿
(︀
𝜏𝐵 − 𝜏 (0)𝐵 (𝑋)
)︀
, where 𝜏 (0)𝐵 (𝑋), returns the value of the observable
𝜏𝐵 as measured on the final state 𝑋. The explicit superscript (0) indicates that the
measurement function is expanded to leading power, since here we focus on the power
suppression due to the hard scattering operators.
From Eq. (3.85) we see that hard scattering operators contribute to the 𝒪(𝜆)
cross section through their interference with the leading power operator. The 𝒪(𝜆)
basis of operators is given in Eqs. (3.34) and (3.35), each of which involves a single
collinear quark field in each collinear sector. Conservation of fermion number then
immediately implies that these operators cannot have non-vanishing matrix elements
with the leading power operator which consists of a single collinear gluon field in each
sector. Therefore, all contributions from hard scattering operators vanish at 𝒪(𝜆).
Although we do not consider them in this chapter, using similar arguments one can
show that all other sources of power corrections, such as Lagrangian insertions, also
vanish at 𝒪(𝜆).
Relevant Operators at 𝒪(𝜆2)
Unlike the 𝒪(𝜆) power corrections, the power corrections at 𝒪(𝜆2) = 𝒪(𝜏𝐵) will not
vanish. Contributions to the cross section at 𝒪(𝜆2) whose power suppression arises
solely from hard scattering operators take the form either of a product of two 𝒪(𝜆)
operators or as a product of an 𝒪(𝜆2) operator and an 𝒪(𝜆0) operator
𝑑𝜎(2)
𝑑𝜏𝐵
⊃ 𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞 ⟨𝑃1𝑃2|𝐶(2)𝑖 𝑂(2)𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(0)𝑂(0)(0) |𝑃1𝑃2⟩ 𝛿
(︀
𝜏𝐵 − 𝜏 (0)𝐵 (𝑋)
)︀
+ h.c.
+𝑁
∑︁
𝑋,𝑖,𝑗
𝛿(4)𝑞 ⟨𝑃1𝑃2|𝐶(1)𝑖 𝑂(1)𝑖 (0) |𝑋⟩ ⟨𝑋|𝐶(1)𝑗 𝑂(1)𝑗 (0) |𝑃1𝑃2⟩ 𝛿
(︀
𝜏𝐵 − 𝜏 (0)𝐵 (𝑋)
)︀
+ h.c. .
(3.86)
For 𝑔𝑔 → 𝐻 the operator basis has only a single operator at 𝒪(𝜆) (up to helicities
and 𝑛↔ ?¯?), which was given in Eqs. (3.34) and (3.35). This operator will contribute
to the cross section at 𝒪(𝜆2), as indicated in Table 3.4.
The contributions from 𝒪(𝜆2) hard scattering operators are highly constrained
since they must interfere with the leading power operator. We will discuss each
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possible contribution in turn, and the summary of all operators which can contribute
to the 𝒪(𝜆2) cross section is given in Table 3.3. The schematic structure of the
beam and soft functions arising from each of the different operator contributions is
shown in Table 3.4. The subleading beam and soft functions enumerated in this table
are universal objects that will appear in processes initiated by different Born level
amplitudes (such as 𝑞𝑞 annihilation), unless forbidden by symmetry. In this initial
investigation, we content ourselves with only giving the field content of the beam
and soft functions. In Table 3.4, to save space, we do not write the external vacuum
states for the soft functions, or the external proton states for the beam functions, nor
do we specify the space-time positions of the fields. We do not present here the full
definitions analogous to the leading power definitions given in Eqs. (3.83) and (3.84),
but using the field content given in Table 3.4. Deriving full definitions goes hand
in hand with presenting the complete factorization theorems for these contributions,
which will be given in future work.
Two Quark-One Gluon Operators:
The two quark-one gluon operators, 𝑂(1)ℬ?¯? can contribute to the cross section by
interfering with themselves. These operators are interesting since they effectively
have a quark like cusp, instead of a gluon like cusp as is true of the leading power
operators. They contribute with a leading power quark channel soft function 𝑆(0)𝑞 ,
a quark beam function 𝐵(0)𝑞 and a subleading power beam function 𝐵(2)𝑞𝑔𝑔 that has
fermion number crossing the cut (as indicated by its first 𝑞 subscript).
Two Quark-Two Gluon Operators:
In the case of the two quark-two gluon operators, the only operators that will have
a non-vanishing contribution are those that have the two gluons in different collinear
sectors, namely 𝑂(2)ℬ1 . This gives a gluon beam function 𝐵
(0)
𝑔 , soft function 𝑆(0)𝑔 , and a
subleading power beam function with gluon quantum numbers crossing the cut 𝐵(2)𝑔𝑞𝑞
(with three color contractions). The operator 𝑂(2)ℬ2 , which has two quarks in a helicity
0 configuration in one collinear sector, and two gluons in a helicity 0 configuration in
the other collinear sector does not contribute, since rotational invariance implies that
84
its interference with the leading power operator vanishes.
Four Gluon Operators:
To give a non-vanishing interference with the leading power operator the four
gluon operators must have an odd number of collinear gluon fields in each sector.
This implies that 𝑂(2)4𝑔1 does not contribute, while 𝑂
(2)
4𝑔2 does. Once again we can prove
that 𝑂(2)4𝑔2 generates a contribution that enters with simply the leading power gluon
soft function 𝑆(0)𝑔 (the direct proof of this requires some fairly extensive color algebra).
This happens despite the fact that the subleading power beam function 𝐵(2)𝑔𝑔 has six
color contractions. The contribution from this four gluon operator first enters the
cross section at 𝒪(𝛼2𝑠).
Four Quark Operators:
For a four quark operator to interfere with the leading power operator, it must
have both zero fermion number and a helicity 1 projection in each collinear sector.
This eliminates all four quark operators from contributing to the cross section at
𝒪(𝜆2).
𝒫⊥ Operators:
Both the operators involving 𝒫⊥ insertions have the correct symmetry properties
and therefore both 𝑂(2)𝒫𝜒 and 𝑂
(2)
𝒫ℬ can contribute to the 𝒪(𝜆2) cross section. Both
contributions have a leading power gluon beam function 𝐵(0)𝑔 and soft function 𝑆(0)𝑔 .
The operator 𝑂(2)𝒫ℬ has a similar structure to the operator 𝒪(2)𝒫1 found in the quark case
in [278], which contributes a leading log to the thrust (beam thrust) cross section [447].
It involves a subleading power beam function 𝐵(2)𝑔𝑔𝑃 (with two color contractions). On
the other hand, we find in Sec. 3.4.3 that the operator 𝑂(2)𝒫𝜒 has a vanishing Wilson
coefficient at tree level, so its factorized contribution starts at least at 𝒪(𝛼2𝑠) for the
cross section. It has a subleading beam function 𝐵(2)𝑔𝑞𝑃 with a single color contraction.
Ultrasoft Operators:
The ultrasoft operators involving quark fields cannot contribute to the cross sec-
tion through interference with the leading power operator due to fermion number con-
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servation. Therefore, only the gluon operators of Eqs. (3.73) and (3.78) contribute.
They have leading power gluon beam functions 𝐵(0)𝑔 .
Comparison with 𝑞 Γ𝑞
It is interesting to briefly compare the structure of the operator basis, as well as the
contributions to the 𝒪(𝜆2) cross section, to the basis for a process with two collinear
sectors initiated by the 𝑞Γ𝑞 current as discussed in [278]. The leading power factoriza-
tion theorems for the two cases are essentially identical, with simply a replacement of
quark and gluon jet (beam) functions, as well as the color charges of the Wilson lines
in the soft functions. However, at subleading power there are interesting differences
arising both from the helicity structure of the currents, as well as from the form of
the leading power Wilson coefficient.
An interesting feature of 𝑔𝑔 → 𝐻 is that the Wilson coefficient for the leading
power operator, which is given in Sec. 3.4.1, depends explicitly on the large label
momenta of the gluons at tree level. This is not the case for the 𝑞 Γ𝑞 current, whose
leading power operator has a Wilson coefficient that is independent of the large label
momenta at tree level. As discussed in Sec. 3.3.3, the Wilson coefficients of hard
scattering operators involving insertions of 𝑛 · 𝜕, ?¯? · 𝜕, or ℬ𝑢𝑠(𝑛)0 are related to the
derivatives of the leading power Wilson coefficients by RPI. This implies that these
particular operators vanish at tree level for a 𝑞 Γ𝑞 current, but are present at tree
level for 𝑔𝑔 → 𝐻. For the 𝑞 Γ𝑞 current the power corrections from the ultrasoft sector
arise instead only from subleading power Lagrangian insertions. Therefore, the nature
of power corrections in the two cases is quite different in terms of the organization
of the effective theory in the ultrasoft sector. However, this does not say anything
about their numerical size which would require a full calculation. Furthermore, the
organization of the collinear hard scattering operators is nearly identical in the two
cases.
Despite this difference in the organization of the particular corrections within
the ultrasoft sector of the effective theory, there is also much similarity in the way
that the subleading power operators contribute to the cross section at 𝒪(𝜆2). In
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particular, in both cases, operators involving an additional ultrasoft or collinear gluon
field as compared with the leading power operator contribute as an interference of
the form 𝒪(𝜆2)𝒪(1), see Table 3.4. This is guaranteed by the Low-Burnett-Kroll
theorem [406, 129]. However, the subleading hard scattering operators that have a
different fermion number in each sector than the leading power operators contribute
as 𝒪(𝜆)𝒪(𝜆). For the 𝑔𝑔 → 𝐻 case, this is the 𝑂(1)ℬ?¯? operator, while for a 𝑞Γ𝑞 current
considered in [278], it was a hard scattering operator involving two collinear quarks
recoiling against a collinear gluon. In the NNLO calculation of power corrections for
the 𝑞Γ𝑞 case [447], this operator played an important role, as it gave rise to a leading
logarithmic divergence not predicted by a naive exponentiation of the one-loop result,
and it is expected that the same will be true here. We plan to consider this calculation
in a future work, and to understand in more detail the relation between the leading
logarithmic divergences for the 𝑞Γ𝑞 current, compared with a 𝑔𝑔 current.
3.4 Matching
In this section we perform the matching to the operators relevant for the calculation
of the 𝒪(𝜆2) cross section, which were enumerated in Sec. 3.3.4 and summarized in
Table 3.3. As discussed in Sec. 3.1, we will work in the context of an effective Higgs
gluon coupling
ℒhard = 𝐶1(𝑚𝑡, 𝛼𝑠)
12𝜋𝑣
𝐺𝜇𝜈𝐺𝜇𝜈𝐻 , (3.87)
obtained from integrating out the top quark. Here 𝑣 = (
√
2𝐺𝐹 )
−1/2 = 246 GeV, and
the matching coefficient is known to 𝒪(𝛼3𝑠) [172]. Corrections to the infinite top mass
can be included in the matching coefficient 𝐶1. We use the sign convention
𝐺𝑎𝜇𝜈 = 𝜕𝜇𝐴
𝑎
𝜈 − 𝜕𝜈𝐴𝑎𝜇 + 𝑔𝑓𝑎𝑏𝑐𝐴𝑏𝜇𝐴𝑐𝜈 , 𝑖𝐷𝜇 = 𝑖𝜕𝜇 + 𝑔𝐴𝜇 . (3.88)
In the matching, we take all particles as outgoing. However, to avoid a cumbersome
notation we use 𝜖 instead of 𝜖* for the polarization of an outgoing gluon. We also
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restrict to Feynman gauge although we check gauge invariance by enforcing relevant
Ward identities. For operators involving collinear gluon fields gauge invariance is
guaranteed through the use of the ℬ⊥ fields.
The Higgs effective Lagrangian has Feynman rules for 2, 3, and 4 gluons which are
summarized in App. A.2. Due to the non-negative powers of momenta appearing in
these Feynman rules they give rise to Wilson coefficients which are less singular than
those arising from power corrections to the ultrasoft and collinear dynamics of SCET.
This will be seen explicitly in the subleading power matching calculations. To simplify
the notation throughout this chapter we will suppress the factor of 𝐶1(𝑚𝑡, 𝛼𝑠)/(12𝜋𝑣),
and simply write the Feynman rules and matching relations for the operator
𝑂hard = 𝐺𝜇𝜈𝐺𝜇𝜈𝐻 . (3.89)
The dependence on 𝐶1(𝑚𝑡, 𝛼𝑠)/(12𝜋𝑣) is trivially reinstated.
Throughout the matching, collinear gluons in the effective theory will be indicated
in Feynman diagrams as a spring with a line drawn through them, collinear quarks
will be indicated by dashed lines, and ultrasoft gluons will be indicated with an
explicit “us". This will distinguish them from their full theory counterparts for which
standard Feynman diagram notation for quarks and gluons is used. Furthermore, for
the full theory diagrams, we will use the ⊗ symbol to denote the vertex of the Higgs
effective theory, as compared with the purple circle used to denote a hard scattering
operator in the effective theory.
Due to the large number of operators present in our basis, we find it most con-
venient to express the results of the tree-level matching in the form of the Wilson
coefficient multiplying the relevant operator. For this purpose we define a shorthand
notation with a caligraphic O,
𝒪(𝑖)𝑋 = 𝐶tree𝑋 𝑂(𝑖)𝑋 , (3.90)
where as before, the superscript indicates the power suppression, and the subscript
is a label that denotes the field and helicity content. We will write results for 𝒪(𝑖)𝑋 in
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a form such that it is trivial to identify the tree level Wilson coefficient 𝐶tree𝑋 , so that
higher order corrections can be added as they become available.
3.4.1 Leading Power Matching
The leading power matching is of course well known, however, we reproduce it here
for completeness and to illustrate the matching procedure. The matching can be
performed using a two gluon external state. Since the leading power operator is
independent of any ⊥momenta, in performing the matching we can take the momenta
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
, 𝑝2 = 𝜔2
?¯?𝜇
2
, (3.91)
and the polarizations to be purely ⊥, namely 𝜖𝜇𝑖 = 𝜖𝜇𝑖⊥. All of the operators in
Sec. 3.3.1 give a non-vanishing contribution to the two-gluon matrix element for this
choice of polarization.
In the two gluon matrix element, this choice of polarization does not remove
overlap with any of the operators in Sec. 3.3.1. Expanding the QCD result, we find⃒⃒⃒⃒
⃒⃒
𝒪(𝜆0)
= −2𝑖𝛿𝑎𝑏𝜔1𝜔2𝜖1⊥ · 𝜖2⊥ . (3.92)
This is reproduced by the leading power operator
𝒪(0)ℬ = −2𝜔1𝜔2𝛿𝑎𝑏ℬ𝑎⊥?¯?,𝜔2 · ℬ𝑏⊥𝑛,𝜔1𝐻 , (3.93)
or in terms of the helicity basis of Eq. (3.32), we have
𝒪(0)ℬ++ = 2𝜔1𝜔2𝛿𝑎𝑏ℬ𝑎?¯?+,𝜔2 · ℬ𝑏𝑛+,𝜔1𝐻 , 𝒪(0)ℬ−− = 2𝜔1𝜔2𝛿𝑎𝑏ℬ𝑎?¯?−,𝜔2 · ℬ𝑏𝑛−,𝜔1𝐻 . (3.94)
While we focus here on the case where there is zero perp momentum in each
collinear sector, we also give the Feynman rule in the case that each sector has a non-
zero perp momentum. This will allow us to illustrate the gauge invariance properties
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of the collinear gluon field ℬ⊥. The expansion of the collinear gluon field with an
incoming momentum 𝑘 is given by
ℬ𝜇𝑛⊥ = 𝐴𝜇𝑎⊥𝑘𝑇 𝑎 − 𝑘𝜇⊥
?¯? · 𝐴𝑎𝑛𝑘𝑇 𝑎
?¯? · 𝑘 + · · · , (3.95)
where the dots represent terms with multiple gluon fields. The two gluon terms are
given in App. A.2. Gauge invariance therefore dictates the Feynman rule of our
operator in the case of generic perp momenta for the two gluon fields,
= −2𝑖𝛿𝑎𝑏𝜔1𝜔2
(︂
𝜖𝜇1⊥ − 𝑝𝜇1⊥
?¯? · 𝜖1
?¯? · 𝑝1
)︂(︂
𝜖𝜇2⊥ − 𝑝𝜇2⊥
?¯? · 𝜖2
?¯? · 𝑝2
)︂
. (3.96)
We note that the additional terms are essential to enforce that the required Ward
identities are satisfied, and the result is gauge invariant. While this is trivial in
this simple leading power example, for the more complicated matching calculations
considered in the remainder of the chapter we will often perform the matching for
particular kinematic configurations, and the gauge invariance of the collinear gluon
fields is an important ingredient to uniquely obtain the full result.
3.4.2 Subleading Power Matching
We now consider the matching at 𝒪(𝜆). In Sec. 3.3.2 we argued that the only 𝒪(𝜆)
operator which can contribute to the cross section at 𝒪(𝜆2) has two collinear quark
fields in opposite collinear sectors and a collinear gluon field. We can therefore per-
form the matching using this external state. For concreteness we start with the case
with a quark in the 𝑛-collinear sector, and a gluon and antiquark in the ?¯?-collinear
sector, (𝑞)𝑛(𝑞𝑔)?¯?. Since the power suppression arises from the explicit fields, and all
propagators are off shell, we can use the kinematics
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
, 𝑝2 = 𝜔2
?¯?𝜇
2
, 𝑝3 = 𝜔3
?¯?𝜇
2
, (3.97)
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and take the polarization of the gluon to be purely ⊥, 𝜖𝜇𝑖 = 𝜖𝜇𝑖⊥. This choice suffices
to obtain non-zero matrix elements for all the operators we want to probe, and to
distinguish them from one another.
For the matching calculations, we will use the notation
𝑢𝑛(𝑖) = 𝑃𝑛𝑢(𝑝𝑖) , and 𝑣𝑛(𝑖) = 𝑃𝑛𝑣(𝑖) , with 𝑃𝑛 =
/𝑛/¯𝑛
4
, (3.98)
for the projected SCET spinors. Here we have taken the momentum 𝑝𝑖 to be 𝑛-
collinear, but similar relations exist for the case that it is ?¯?-collinear. The spinors
obey
𝑢(𝑝𝑖) =
(︁
1 +
/𝑝𝑖⊥
?¯? · 𝑝𝑖
/¯𝑛
2
)︁
𝑢𝑛(𝑖) , 𝑢(𝑝𝑖) =
(︁
1 +
/𝑝𝑖⊥
𝑛 · 𝑝𝑖
/𝑛
2
)︁
𝑢?¯?(𝑖) , (3.99)
for the 𝑛-collinear and ?¯?-collinear cases respectively, with direct analogs for the 𝑣(𝑝𝑖)
spinors.
Expanding the QCD diagram to 𝒪(𝜆), we find⃒⃒⃒⃒
⃒⃒
𝒪(𝜆)
=
−2𝑖𝑔𝜔3
𝜔2
?¯?𝑛(𝑝1)/𝜖3⊥𝑇
𝑎𝑣?¯?(𝑝2) . (3.100)
There are no contributions from time ordered products in the effective theory to this
particular matrix element used in the matching. This is due to the fact that there
are no 𝒪(𝜆0) or 𝒪(𝜆1) operators involving just two quark fields, and the collinear
Lagrangian insertions in each section preserve the fermion number of each sector,
so this particular matrix element can not be obtained from Lagrangian insertions
starting from the leading power operator involving two collinear gluons. Therefore,
the result must be reproduced entirely by a hard scattering operator in SCET. This
operator is given by
𝒪(1)ℬ?¯? = −2𝑔
𝜔3
𝜔2
?¯?𝑛,𝜔1 /ℬ⊥?¯?,𝜔3𝜒?¯?,−𝜔2𝐻 . (3.101)
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or, in terms of the helicity operators of Eq. (3.34)
𝒪(1)ℬ?¯?+(+) = 4𝑔
𝜔3
𝜔2
𝑇 𝑎𝛼𝛽
√︂
𝜔1𝜔2
2
⟨?¯?𝑛⟩ℬ𝑎?¯?+,𝜔3𝐽 ?¯?𝛽𝑛?¯?+𝐻 ,
𝒪(1)ℬ?¯?−(−) = −4𝑔
𝜔3
𝜔2
𝑇 𝑎𝛼𝛽
√︂
𝜔1𝜔2
2
[?¯?𝑛]ℬ𝑎?¯?−,𝜔3𝐽 ?¯?𝛽𝑛?¯?−𝐻 . (3.102)
The Wilson coefficient has a singularity as the energy fraction of the quark in the
?¯?-collinear sector becomes soft. This operator will therefore contribute to the leading
logarithmic divergence at the cross section level at 𝒪(𝜆2). Note that this operator is
explicitly RPI-III invariant, with its Wilson coefficient taking the form of a ratio of
the large momentum components of the two ?¯? collinear fields.
For convenience, we also give the full Feynman rule for this operator
= −2𝑖𝑔𝑇 𝑐𝜔3
𝜔2
(︂
𝛾𝜈⊥ −
/𝑝3⊥𝑛
𝜈
𝜔3
)︂
. (3.103)
Note that this Feynman rule contains terms that were not present in the matching
calculation due to the special choice of kinematics used there. These additional terms
are determined by the gauge invariant gluon field, ℬ⊥?¯?, and it is easy to see that they
ensure that this operator satisfies the required Ward identities.
The matching for the operators in the case (𝑞)𝑛(𝑞𝑔)?¯? can be easily obtained from
the above results by exploiting charge conjugation. This gives
𝒪(1)ℬ𝑛 = −2𝑔
𝜔3
𝜔1
?¯?𝑛,𝜔1 /ℬ⊥𝑛,𝜔3𝜒?¯?,−𝜔2𝐻 , (3.104)
and for the helicity operators in Eq. (3.35) we obtain
𝒪(1)ℬ𝑛+(−) = 4𝑔
𝜔3
𝜔1
𝑇 𝑎𝛼𝛽
√︂
𝜔1𝜔2
2
⟨?¯?𝑛⟩ℬ𝑎𝑛−,𝜔3𝐽 ?¯?𝛽𝑛?¯?+𝐻 ,
𝒪(1)ℬ𝑛−(+) = −4𝑔
𝜔3
𝜔1
𝑇 𝑎𝛼𝛽
√︂
𝜔1𝜔2
2
[?¯?𝑛]ℬ𝑎𝑛+,𝜔3𝐽 ?¯?𝛽𝑛?¯?−𝐻 . (3.105)
This concrete matching calculation at subleading power also clearly illustrates the
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distinction between subleading power hard scattering operators, and the standard
picture of leading power factorization in terms of splitting functions. In the leading
power factorization for 𝐻 → 𝑔𝑞𝑞, when the 𝑞𝑞 pair become collinear, the amplitude
factorizes into 𝐻 → 𝑔𝑔 multiplied by a universal 𝑔 → 𝑞𝑞 splitting function. This
gives rise to a leading power contribution, due to the nearly on-shell propagator of
the intermediate gluon that undergoes the splitting. For the operator considered here,
the gluon which splits into the 𝑞𝑞 pair is far off-shell, due to the fact that the 𝑞 and
𝑞 are in distinct collinear sectors. Because of this, it is represented in the effective
theory by a local contribution (namely a hard scattering operator), and this operator
is power suppressed. The hard scattering operators therefore describe precisely the
contributions that are not captured by a splitting function type factorization. While
this is particularly clear for the operator considered here, this picture remains true
for the subleading power hard scattering operators for the more complicated partonic
contributions considered at subsubleading power in Sec. 3.4.3. The hard scattering
operators describe local contributions, which do not factorize in standard splitting
function type picture, and therefore in general have no relation to known splitting
functions which appear in the literature.
3.4.3 Subsubleading Power Matching
In this section we perform the tree level matching to the 𝒪(𝜆2) operators, consider-
ing only those which contribute at the cross section level at 𝒪(𝜆2), as discussed in
Sec. 3.3.4. Since there are a number of operators, each with different field content,
we will consider each case separately.
Ultrasoft Derivative
We begin by performing the matching to the ultrasoft derivative operators of Sec. 3.3.3.
To perform the matching we can use a state consisting of two perpendicularly polar-
ized collinear gluons, and we take our momenta as
𝑝𝜇1 = (𝜔1 + 𝑘1)
𝑛𝜇
2
+ 𝑝1𝑟
?¯?𝜇
2
+ 𝑝𝜇1⊥ , 𝑝
𝜇
2 = (𝜔2 + 𝑘2)
?¯?𝜇
2
+ 𝑝2𝑟
𝑛𝜇
2
+ 𝑝𝜇2⊥ . (3.106)
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Since we have taken non-zero label perp momentum to keep the particles on shell
we will have operators contributing that involving the 𝒫⊥ operator. These operators
were not included in our basis, since we assumed zero total perp momentum in each
sector. (See Appendix A of [451] for the additional operators required in the case that
the collinear sectors have non-vanishing perp momentum.) However, these terms are
easy to identify. Dropping these terms involving the label perp momentum to identify
the contributions relevant for the matching, we find⃒⃒⃒⃒
⃒⃒
𝒪(𝜆2)
= −2𝑖𝛿𝑎𝑏𝜔1𝑘2𝜖1⊥ · 𝜖2⊥ − 2𝑖𝛿𝑎𝑏𝜔2𝑘1𝜖1⊥ · 𝜖2⊥ . (3.107)
This result must be completely reproduced by hard scattering operators in the ef-
fective theory, since the relevant subleading propagator insertions are proportional
to residual components of the ⊥ momentum, which we have taken to be zero in the
matching (see App. A.2, and in particular Eq. (A.23)).
The operators given in Sec. 3.3.3 were defined post BPS field redefinition, in which
case the partial derivative operator 𝜕𝜇 acts on gauge invariant building blocks. While
the distinction between pre- and post-BPS field redefinition is not relevant for the
calculation of the matrix elements in this particular case, since there are no ultrasoft
emissions, it of course determines the form that the operators are written in. For
convenience, we give the operators both before and after BPS field redefinition. Note
that the collinear gluon field transforms as an adjoint matter field under ultrasoft
gauge transformations since the ultrasoft gauge field acts as a background field.
Matching onto pre-BPS field redefinition operators, we find
𝒪(2)𝑛·𝐷 = 4𝜔1tr
[︀ℬ𝜇⊥𝑛,𝜔1 [𝑖𝑛 ·𝐷𝑢𝑠,ℬ𝜇⊥?¯?,𝜔2 ]]︀𝐻 , 𝒪(2)?¯?·𝐷 = 4𝜔2tr [︀ℬ𝜇⊥?¯?,𝜔2 [𝑖?¯? ·𝐷𝑢𝑠,ℬ𝜇⊥𝑛,𝜔1 ]]︀𝐻 ,
(3.108)
where the trace is over color. This color structure will be fixed by matching with
an additional ultrasoft gluon in Sec. 3.4.3. To determine the operators post-BPS
field redefinition, we can either directly apply the BPS field redefinition, or simply
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match to the operators of Sec. 3.3.3. We find that the operators where the ultrasoft
derivative acts on the gluon fields are given by
𝒪(2)𝑎𝑏𝜕ℬ(𝑢𝑠)(0) = −2𝜔1ℬ𝜇𝑎⊥𝑛,𝜔1𝑖𝑛 · 𝜕ℬ𝜇𝑏⊥?¯?,𝜔2𝐻 , 𝒪
(2)𝑎𝑏
𝜕ℬ(𝑢𝑠)(0¯) = −2𝜔2ℬ𝜇𝑎⊥?¯?,𝜔2𝑖?¯? · 𝜕ℬ𝜇𝑏⊥𝑛,𝜔1𝐻 ,
(3.109)
or expanded in terms of the helicity operator basis
𝒪(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(𝑛))0¯:++ = −2𝜔1ℬ𝜇𝑎𝑛+,𝜔1𝑖𝜕𝑢𝑠(𝑛)0¯ℬ𝜇𝑏?¯?+,𝜔2𝐻 , (3.110)
𝒪(2)𝑎𝑏𝜕ℬ(𝑢𝑠(?¯?))0:++ = −2𝜔2ℬ𝜇𝑎?¯?+,𝜔2𝑖𝜕𝑢𝑠(?¯?)0ℬ𝜇𝑏𝑛+,𝜔1𝐻 ,
𝒪(2)𝑎𝑏
𝜕ℬ(𝑢𝑠(𝑛))0¯:−− = −2𝜔1ℬ𝜇𝑎𝑛−,𝜔1𝑖𝜕𝑢𝑠(𝑛)0¯ℬ𝜇𝑏?¯?−,𝜔2𝐻 ,
𝒪(2)𝑎𝑏𝜕ℬ(𝑢𝑠(?¯?))0:−− = −2𝜔2ℬ𝜇𝑎?¯?−,𝜔2𝑖𝜕𝑢𝑠(?¯?)0ℬ𝜇𝑏𝑛−,𝜔1𝐻 .
Here the color indices are contracted against the basis of color structures given in
Eq. (3.79). These operators also give rise, after BPS field redefinition to operators
involving ℬ𝑢𝑠. These will be discussed in Sec. 3.4.3.
As mentioned above Eq. (3.78), using the gluon equations of motion we can elimi-
nate operators involving ?¯?·𝜕ℬ?¯? and 𝑛·𝜕ℬ𝑛 from our basis to all orders in perturbation
theory. This structure of the ultrasoft derivative operators is important for the match-
ing at 𝒪(𝜆2). In particular, only the ?¯? · 𝜕 acts on the 𝑛-collinear sector, and only the
𝑛 · 𝜕 acts on the ?¯?-collinear sector. These correspond to the residual components of
the label momenta. In a graph consisting of only collinear particles (i.e. no ultrasoft
particles) the residual components of the label momenta can be chosen to vanish, so
that these operators do not contribute. In all purely collinear graphs computed in
the remainder of this chapter, we will always make this choice, and therefore, these
operators will not contribute. However, these operators will contribute, and will play
an important role, when ultrasoft particles are present in the graph.
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qqg
We now consider the case of the 𝒪(𝜆2) operators involving two collinear quark fields,
a collinear gluon field, and a 𝒫⊥ insertion. In Sec. 3.3.3 we argued that the only such
operators have both quark fields in the same collinear sector, which we will take to
be the 𝑛-collinear sector. To perform the matching we take the kinematics
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
+ 𝑝𝜇⊥ + 𝑝1𝑟
?¯?𝜇
2
, 𝑝𝜇2 = 𝜔2
𝑛𝜇
2
− 𝑝𝜇⊥ + 𝑝2𝑟
?¯?𝜇
2
, 𝑝𝜇3 = 𝜔3
?¯?𝜇
2
. (3.111)
With this choice all subleading Lagrangian insertions in SCET vanish. This can be
seen from the explicit subleading Lagrangians and Feynman rules given in App. A.2
by noting that these give contributions to this matrix element the involve residual
components of ⊥ momentum, or residual components of the large label momentum,
which are zero for the choice of momentum in Eq. (3.111). The result must therefore
be entirely reproduced by hard scattering operators. Expanding the QCD result we
find that it vanishes at 𝒪(𝜆2) ⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 0 . (3.112)
This is expected since this diagram involves only collinear dynamics in a single
collinear sector, and non-trivial terms will be reproduced by power suppressed La-
grangians. Therefore, at tree level, the hard scattering operators involving two quarks
in the same sector along with a 𝒫⊥ insertion have vanishing Wilson coefficients. We do
not have an argument that the Wilson coefficients of these operators would continue
to vanish at higher orders in perturbation theory, and therefore we do not expect this
to be the case.
ggg
We now consider matching to the 𝒪(𝜆2) three gluon operators which have a single
𝒫⊥. In Sec. 3.3.4 we have argued that the only such operators that contribute to the
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cross section at 𝒪(𝜆2) have two gluons in the same collinear sector, which we take to
be ?¯? for concreteness. To perform the matching, we take the kinematics as
𝑝1 = 𝜔1
𝑛𝜇
2
, 𝑝2 = 𝜔2
?¯?𝜇
2
+ 𝑝𝜇⊥ + 𝑝2𝑟
𝑛𝜇
2
, 𝑝3 = 𝜔3
?¯?𝜇
2
− 𝑝𝜇⊥ + 𝑝3𝑟
𝑛𝜇
2
. (3.113)
As a further simplification, we can take the polarization vector of the gluon in the
𝑛-collinear sector to be purely ⊥, 𝜖𝜇1 = 𝜖𝜇1⊥ . All of the three gluon operators in our
basis give a non-vanishing contribution to the three-gluon matrix element for this
choice of polarizations.
In performing the expansion of the QCD diagrams we will obtain all three pro-
jections of the polarization vectors, namely ?¯? · 𝜖2,3, 𝑛 · 𝜖2,3, and 𝑝⊥ · 𝜖2,3⊥. However,
all of the operators in our basis are formed from ℬ⊥, and therefore contain only the
𝑛 · 𝜖2,3 and 𝑝⊥ · 𝜖2,3⊥ components. From the on-shell conditions for the gluon we have
the relation
𝜔2
?¯? · 𝜖2
2
=
𝑝2⊥𝑛 · 𝜖2
2𝜔2
− 𝑝⊥ · 𝜖⊥ , (3.114)
and similarly for 𝜖3. Note that we always use the Minkowski signature for the ⊥
momenta, i.e. 𝑝2⊥ = −𝑝 2⊥ . In performing the matching one can therefore keep track
of only the ⊥ polarizations, as long as the ?¯? · 𝜖 polarizations are converted into 𝑛 · 𝜖
and 𝑝⊥ · 𝜖⊥ using the above equation. This allows one to simplify the structure of the
matching while keeping enough terms to reconstruct operators formed from ℬ⊥ gluon
fields.
Expanding the QCD diagrams, and keeping only the ⊥ terms of the polarizations
we find⎛⎜⎝ +
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= −4𝑔𝑓𝑎𝑏𝑐𝜔3
𝜔2
(𝜖1⊥ · 𝜖2⊥𝑝⊥ · 𝜖3⊥ − 𝜖2⊥ · 𝜖3⊥𝑝⊥ · 𝜖1⊥)− 4𝑔𝑓𝑎𝑏𝑐𝜖1⊥ · 𝜖2⊥𝑝⊥ · 𝜖3⊥ + [(2, 𝑏)↔ (3, 𝑐)] ,
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⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= 0 ,
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= −4𝑔𝑓𝑎𝑏𝑐
(︂
𝑝⊥ · 𝜖3⊥𝜖1⊥ · 𝜖2⊥ − 𝑝⊥ · 𝜖1⊥𝜖2⊥ · 𝜖3⊥ + 𝜔2
𝜔3
𝑝⊥ · 𝜖3⊥𝜖1⊥ · 𝜖2⊥
)︂
+ [(2, 𝑏)↔ (3, 𝑐)] , (3.115)
We have shown results for the individual diagrams to emphasize the structure of the
contributions, namely that only the diagrams involving an off-shell propagator or the
Higgs EFT three gluon vertex contribute. Simplifying this result, we find that the
sum of the QCD diagrams is given by⎛⎜⎜⎝ + + +
⎞⎟⎟⎠
⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
=4𝑔𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
𝜖2⊥ · 𝜖3⊥𝑝⊥ · 𝜖1⊥ − 4𝑔𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
𝜖1⊥ · 𝜖2⊥𝑝⊥ · 𝜖3⊥
− 4𝑔𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
𝜖1⊥ · 𝜖3⊥𝑝⊥ · 𝜖2⊥ . (3.116)
For the choice of kinematics and polarizations used in the matching there are no
SCET subleading Lagrangian contributions at this power, for similar reasons to the
case of 𝑔𝑞𝑞 discussed above. Therefore, the hard scattering operators must exactly
reproduce the QCD result.
We write the operators and their Wilson coefficients both in the helicity basis of
Eq. (3.60), as well as in a more standard Lorentz structures, as the two may prove
useful for different purposes. In terms of standard Lorentz structures the tree level
matching gives
𝒪(2)𝒫ℬ1 = −
(︂
1
2
)︂
4𝑔
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
𝑖𝑓𝑎𝑏𝑐ℬ𝑎𝑛⊥,𝜔1 ·
[︀𝒫⊥ℬ𝑏?¯?⊥,𝜔2·]︀ℬ𝑐?¯?⊥,𝜔3𝐻 ,
𝒪(2)𝒫ℬ2 = 4𝑔
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
𝑖𝑓𝑎𝑏𝑐
[︀𝒫⊥ · ℬ𝑎?¯?⊥,𝜔3]︀ℬ𝑏𝑛⊥,𝜔1 · ℬ𝑐⊥?¯?,𝜔2𝐻 . (3.117)
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We have written the first operator in this form to incorporate the symmetry factor.
In the helicity basis, we have
𝒪(2)𝒫ℬ+++[−] = 4𝑔𝑖𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
ℬ𝑎𝑛+,𝜔1 ℬ𝑏?¯?+,𝜔3
[︀𝒫−⊥ℬ𝑐?¯?+,𝜔2]︀ 𝐻 ,
𝒪(2)𝒫ℬ−−−[+] = 4𝑔𝑖𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
ℬ𝑎𝑛−,𝜔1 ℬ𝑏?¯?−,𝜔3
[︀𝒫+⊥ℬ𝑐?¯?−,𝜔2]︀ 𝐻 ,
𝒪(2)𝒫ℬ++−[+] = −2𝑔𝑖𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
ℬ𝑎𝑛+,𝜔1 ℬ𝑏?¯?−,𝜔3
[︀𝒫+⊥ℬ𝑐?¯?+,𝜔2]︀ 𝐻 ,
𝒪(2)𝒫ℬ−+−[−] = −2𝑔𝑖𝑓𝑎𝑏𝑐
(︂
2 +
𝜔3
𝜔2
+
𝜔2
𝜔3
)︂
ℬ𝑎𝑛−,𝜔1 ℬ𝑏?¯?−,𝜔3
[︀𝒫−⊥ℬ𝑐?¯?+,𝜔2]︀ 𝐻 . (3.118)
We therefore see explicitly that the helicity selection rules are realized in the tree
level matching. Furthermore, the Wilson coefficient is formed from Bose symmetric
combinations of ratios of the large momentum components of the ?¯? collinear fields,
as required by RPI-III invariance. For convenience, we also give the Feynman rule of
the combined operator with three external gluons
(3.119)
= 4𝑔𝑓𝑎𝑏𝑐
(︁
2 +
𝜔2
𝜔3
+
𝜔3
𝜔2
)︁[︂
𝑝𝜇⊥𝑔
𝜈𝜌
⊥ − 𝑝𝜈⊥𝑔𝜇𝜌⊥ − 𝑝𝜌⊥𝑔𝜇𝜈⊥ +
𝑝2⊥
𝜔2𝜔3
(𝜔3𝑛
𝜈𝑔𝜇𝜌⊥ − 𝜔2𝑛𝜌𝑔𝜇𝜈⊥ + 𝑝𝜇⊥𝑛𝜈𝑛𝜌)
]︂
.
This contains additional terms not present in the earlier matching calculation, due
to the particular choice of ⊥ polarizations used to simplify the matching. One can
explicitly check that this operator satisfies the Ward identity, which is gauranteed by
the fact that it is written in terms of ℬ⊥ fields. It is also interesting to note that the
Wilson coefficient of this operator has a divergence as either 𝜔2, or 𝜔3 become soft, so
that it will give rise to a leading logarithmic divergence in the cross section at 𝒪(𝜆2).
Ultrasoft Gluon
The operators involving a single ultrasoft insertion were given in Sec. 3.3.3, and it
was argued that they were related by RPI to the leading power operator involving
99
two collinear gluons. In this section we will explicitly perform the tree level matching
to verify that this relation holds. The operators in Sec. 3.3.3 were given after BPS
field redefinition, since it is more convenient when enumerating a complete basis to
work with a gauge invariant ultrasoft gluon field. While it is possible to directly
match to the post-BPS operators, we will first perform the matching to pre-BPS
field redefinition operators involving ultrasoft covariant derivatives, and verify the
color structure given in Eq. (3.108). We will then give the operators after BPS field
redefinition.
We perform the matching to a three particle external state, with one collinear
gluon in each sector, and a single ultrasoft gluon. To simplify the matching we take
the momenta of the collinear particles as
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
, 𝑝𝜇2 = 𝜔2
?¯?𝜇
2
, (3.120)
and the momentum of the ultrasoft particle as
𝑝𝜇3 = ?¯? · 𝑝3
𝑛𝜇
2
+ 𝑛 · 𝑝3 ?¯?
𝜇
2
+ 𝑝𝜇3⊥ , (3.121)
where (𝑛 · 𝑝3, ?¯? · 𝑝3, 𝑝3⊥) ∼ (𝜆2, 𝜆2, 𝜆2). The full theory QCD diagrams expanded to
𝒪(𝜆2) are given by
⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= 2𝑔𝜔2𝑓
𝑎𝑏𝑐𝜖1 · 𝜖2 ?¯? · 𝑝3
𝑛 · 𝑝3𝑛 · 𝜖3 + 4𝑔𝑓
𝑎𝑏𝑐𝜔2𝜖1 · 𝜖3 𝜖2⊥ · 𝑝3⊥
𝑛 · 𝑝3
− 4𝑔𝑓𝑎𝑏𝑐𝜔2𝜖2 · 𝜖3𝑝3⊥ · 𝜖1⊥
𝑛 · 𝑝3 ,⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= −2𝑔𝜔1𝑓𝑎𝑏𝑐𝜖1 · 𝜖2𝑛 · 𝑝3
?¯? · 𝑝3 ?¯? · 𝜖3 − 4𝑔𝑓
𝑎𝑏𝑐𝜔1𝜖2 · 𝜖3 𝜖1⊥ · 𝑝3⊥
?¯? · 𝑝3
+ 4𝑔𝑓𝑎𝑏𝑐𝜔1𝜖1 · 𝜖3𝑝3⊥ · 𝜖2⊥
?¯? · 𝑝3 ,
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⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= 0 ,
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 2𝑔𝑓𝑎𝑏𝑐𝜔1𝜖1 · 𝜖2𝑛 · 𝜖3 − 2𝑔𝑓𝑎𝑏𝑐𝜔2𝜖1 · 𝜖2?¯? · 𝜖3 . (3.122)
In this case there are also contributions from 𝑇 product diagrams in SCET correcting
the emission of an ultrasoft gluon. Once we subtract these terms from the full theory
result, the remainder will be localized at the hard scale. The 𝒪(𝜆2) Feynman rule for
the emission of a ultrasoft gluon from a collinear gluon is given by (see App. A.2 and
e.g. [384] for the explicit Feynman rule)
= ⟨|𝑇ℬ𝜈𝑛⊥(0)ℒ(2)𝐴𝑛|𝜖𝑛, 𝑝𝑛; 𝜖𝑠, 𝑝𝑠⟩ = −𝑖𝑓𝑎𝑏𝑐𝜖𝑛𝜇
2𝜖𝑠𝜌𝑝𝑠𝜎
𝑝−𝑛𝑛 · 𝑝𝑠
(𝑔𝜇𝜌⊥ 𝑔
𝜎𝜈
⊥ − 𝑔𝜇𝜎⊥ 𝑔𝜌𝜈⊥ ) .
(3.123)
The two SCET diagrams involving this Lagrangian insertion are given by
=
4𝜔2𝑓
𝑎𝑏𝑐
𝑛 · 𝑝3 (𝜖1 · 𝜖3𝑝3⊥ · 𝜖2⊥ − 𝜖1⊥ · 𝑝3⊥𝜖2 · 𝜖3) ,
=
4𝜔1𝑓
𝑎𝑏𝑐
?¯? · 𝑝3 (𝜖1 · 𝜖3𝑝3⊥ · 𝜖2⊥ − 𝜖1⊥ · 𝑝3⊥𝜖2 · 𝜖3) . (3.124)
Finally we also have contributions from the ultrasoft derivative operators of Sec. 3.4.3,
with a leading power emission of a ultrasoft gluon. For these diagrams we find
= 2𝑔𝜔2𝑓
𝑎𝑏𝑐𝜖1 · 𝜖2 ?¯? · 𝑝3
𝑛 · 𝑝3𝑛 · 𝜖3 , = −2𝑔𝜔1𝑓
𝑎𝑏𝑐𝜖1 · 𝜖2𝑛 · 𝑝3
?¯? · 𝑝3 ?¯? · 𝜖3 .
(3.125)
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The SCET 𝑇 -products therefore exactly reproduce the QCD diagrams, with the ex-
ception of the contribution from the three gluon vertex of the Higgs effective theory.
Subtracting the SCET contributions from the expansion of the QCD diagrams, we
find that the hard scattering operators are given by
𝒪(2)𝑛·𝐷 = 4𝜔1tr
[︀ℬ𝜇⊥𝑛,𝜔1 [𝑛 ·𝐷𝑢𝑠,ℬ𝜇⊥?¯?,𝜔2 ]]︀𝐻 , 𝒪(2)?¯?·𝐷 = 4𝜔2tr [︀ℬ𝜇⊥?¯?,𝜔2 [?¯? ·𝐷𝑢𝑠,ℬ𝜇⊥𝑛,𝜔1 ]]︀𝐻 ,
(3.126)
as stated in Eq. (3.108). In terms of gauge invariant ultrasoft gluon fields we have
𝒪(2)ℬ(𝑢𝑠(𝑛)) =
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐)︁ (︀−2𝑔𝜔2ℬ𝑎𝑛⊥,𝜔1 · ℬ𝑏?¯?⊥,𝜔2ℬ𝑐𝑢𝑠(𝑛)0)︀ ,
𝒪(2)ℬ(𝑢𝑠(?¯?)) =
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐)︁ (︀−2𝑔𝜔1ℬ𝑎𝑛⊥,𝜔1 · ℬ𝑏?¯?⊥,𝜔2ℬ𝑐𝑢𝑠(?¯?)0)︀ , (3.127)
where the color structures that appear at tree level are the first components of the
color basis of Eqs. (3.74) and (3.76). In terms of helicity operators,
𝒪(2)ℬ(𝑢𝑠(𝑛))0:++ = −2𝑔
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐)︁𝜔2ℬ𝑎𝑛+,𝜔1ℬ𝑏?¯?+,𝜔2ℬ𝑐𝑢𝑠(𝑛)0𝐻 ,
𝒪(2)ℬ(𝑢𝑠(𝑛))0:−− = −2𝑔
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐)︁𝜔2ℬ𝑎𝑛−,𝜔1ℬ𝑏?¯?−,𝜔2ℬ𝑐𝑢𝑠(𝑛)0𝐻 ,
𝒪(2)ℬ(𝑢𝑠(?¯?))0:++ = −2𝑔
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐)︁𝜔1ℬ𝑎𝑛+,𝜔1ℬ𝑏?¯?+,𝜔2ℬ𝑐𝑢𝑠(?¯?)0𝐻 ,
𝒪(2)ℬ(𝑢𝑠(?¯?))0:−− = −2𝑔
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐)︁𝜔1ℬ𝑎𝑛−,𝜔1ℬ𝑏?¯?−,𝜔2ℬ𝑐𝑢𝑠(?¯?)0𝐻 . (3.128)
This agrees with the relation derived from RPI symmetry, given in Eq. (3.77). For
convenience, we also give the Feynman rule for the contribution of the hard scattering
operators to a single ultrasoft emission both before BPS field redefinition
= 2𝑔𝑓𝑎𝑏𝑐𝜔1𝑔
𝜇𝜈
⊥ 𝑛
𝜌 − 2𝑔𝑓𝑎𝑏𝑐𝜔2𝑔𝜇𝜈⊥ ?¯?𝜌 , (3.129)
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as well as after BPS field redefinition
= 2𝑔𝑓𝑎𝑏𝑐
[︂
𝜔1
(︂
𝑛𝜌 − 𝑛 · 𝑝3
?¯? · 𝑝3 ?¯?
𝜌
)︂
− 𝜔2
(︂
?¯?𝜌 − ?¯? · 𝑝3
𝑛 · 𝑝3𝑛
𝜌
)︂]︂
= 2𝑔𝑓𝑎𝑏𝑐
[︂
𝑛𝜌
(︂
𝜔1 +
?¯? · 𝑝3
𝑛 · 𝑝3𝜔2
)︂
− ?¯?𝜌
(︂
𝜔2 +
𝑛 · 𝑝3
?¯? · 𝑝3𝜔1
)︂]︂
. (3.130)
Note that the contribution from hard scattering operators before the BPS field redef-
inition is local, but not gauge invariant, since before BPS field redefinition there are
also SCET 𝑇 -product diagrams involving. After BPS field redefinition, the contribu-
tion from the hard scattering operators is gauge invariant, but at the cost of locality.
However, as emphasized in [278], the form of the non-locality is dictated entirely by
the BPS field redefinition, and is therefore not problematic. It is therefore advanta-
geous to work in terms of the ultrasoft gauge invariant building blocks, so that the
contributions from the hard scattering operators alone are gauge invariant. Note also
that here we have restricted the ⊥ momentum of the two collinear particles to vanish
for simplicity. Furthermore, because of the ultrasoft wilson lines in the color structure
of Eq. (3.74), there are also Feynman rules with multiple ultrasoft emissions. This is
analogous to the familiar case of the ℬ⊥ operator which has Feynman rules for the
emission of multiple collinear gluons.
qqgg
A basis for the operators involving two collinear quark and two collinear gluon fields
was given in Sec. 3.3.3. In Sec. 3.3.4 it was argued that the only non-vanishing
contributions to the cross section at 𝒪(𝜆2) arise from operators with the two collinear
quarks and a collinear gluon in one sector, recoiling against a collinear gluon in the
other sector.
In performing the matching to these operators there are potentially 𝑇 -product
terms from the three gluon 𝒪(𝜆2) operator of Sec. 3.4.3, where one of the gluons
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splits into a 𝑞𝑞 pair. By choosing the momentum
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
+ 𝑝𝜇⊥ + 𝑝1𝑟
?¯?𝜇
2
, 𝑝𝜇2 = 𝜔2
𝑛𝜇
2
− 𝑝𝜇⊥ + 𝑝2𝑟
?¯?𝜇
2
, 𝑝𝜇3 = 𝜔3
?¯?𝜇
2
, 𝑝𝜇4 = 𝜔4
𝑛𝜇
2
,
(3.131)
we see from Eq. (3.119) that all SCET 𝑇 -product contributions vanish, so that the
result must be reproduced by hard scattering operators in SCET. Expanding the
QCD diagrams to 𝒪(𝜆2), we find that all the contributions from the two gluon vertex
in the Higgs effective theory vanish⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 0 ,
⃒⃒⃒⃒
⃒⃒
𝒪(𝜆2)
= 0 ,
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 0
⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= 0 ,
⃒⃒⃒⃒
⃒⃒⃒⃒
𝒪(𝜆2)
= 0 . (3.132)
This result might be anticipated from the structure of the diagrams. However, there is
a non-vanishing contribution from the three-gluon vertex in the Higgs effective theory
⃒⃒⃒⃒
⃒⃒
𝒪(𝜆2)
= −4𝑔
2𝑓𝑎𝑏𝑐𝜔4𝜖3⊥ · 𝜖4⊥
(𝜔1 + 𝜔2)2
?¯?𝑛(𝑝1)𝑇
𝑎 /¯𝑛
2
𝑣𝑛(𝑝2) . (3.133)
In terms of standard Lorentz and Dirac structures the corresponding hard scattering
operator is given by
𝒪(2)ℬ1 =
4𝑔2𝑖𝑓𝑎𝑏𝑐𝜔4
(𝜔1 + 𝜔2)2
ℬ𝑏𝑛⊥,𝜔4 · ℬ𝑐?¯?⊥,𝜔3?¯?𝑛,𝜔1𝑇 𝑎
/¯𝑛
2
𝜒𝑛,−𝜔2𝐻 . (3.134)
Projected onto the helicity operator basis of Eq. (3.38), and using the color basis of
Eq. (3.37), we find
𝒪(2)ℬ1++(0) = −
4𝑔2𝜔4
(𝜔1 + 𝜔2)2
2
√
𝜔1𝜔2
(︀
(𝑇 𝑎𝑇 𝑏)𝛼𝛽 − (𝑇 𝑏𝑇 𝑎)𝛼𝛽
)︀ℬ𝑎𝑛+,𝜔4ℬ𝑏?¯?+,𝜔3𝐽 ?¯?𝛽𝑛0𝐻 ,
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𝒪(2)ℬ1−−(0) = −
4𝑔2𝜔4
(𝜔1 + 𝜔2)2
2
√
𝜔1𝜔2
(︀
(𝑇 𝑎𝑇 𝑏)𝛼𝛽 − (𝑇 𝑏𝑇 𝑎)𝛼𝛽
)︀ℬ𝑎𝑛−,𝜔4ℬ𝑏?¯?−,𝜔3𝐽 ?¯?𝛽𝑛0𝐻 ,
𝒪(2)ℬ1++(0¯) = −
4𝑔2𝜔4
(𝜔1 + 𝜔2)2
2
√
𝜔1𝜔2
(︀
(𝑇 𝑎𝑇 𝑏)𝛼𝛽 − (𝑇 𝑏𝑇 𝑎)𝛼𝛽
)︀ℬ𝑎𝑛+,𝜔4ℬ𝑏?¯?+,𝜔3𝐽 ?¯?𝛽𝑛0¯𝐻 ,
𝒪(2)ℬ1−−(0¯) = −
4𝑔2𝜔4
(𝜔1 + 𝜔2)2
2
√
𝜔1𝜔2
(︀
(𝑇 𝑎𝑇 𝑏)𝛼𝛽 − (𝑇 𝑏𝑇 𝑎)𝛼𝛽
)︀ℬ𝑎𝑛−,𝜔4ℬ𝑏?¯?−,𝜔3𝐽 ?¯?𝛽𝑛0¯𝐻 . (3.135)
For convenience, we also give the Feynman rule for the operator
= −4𝑔
2𝑓𝑎𝑏𝑐𝑇 𝑎𝜔4
(𝜔1 + 𝜔2)2
(︂
𝑔𝜇𝜈⊥ −
𝑝𝜈4⊥?¯?
𝜇
𝜔4
)︂
/¯𝑛
2
. (3.136)
Again, this contains additional terms not present in the matching calculation, and
it is straightforward to check that they are necessary to satisfy the required Ward
identities.
gggg
Finally, we consider the matching to the operators involving four collinear gluon fields.
A basis of such operators was given in Eq. (3.46). In Sec. 3.3.4 it was argued that to
contribute to the cross section at 𝒪(𝜆2), there must be three collinear gluons in the
same sector. For concreteness, we take this to be the ?¯? sector. The operators with
three gluons in the 𝑛 sector can be obtained by crossing ?¯?↔ 𝑛.
To perform the matching we choose the momenta as
𝑝𝜇1 = 𝜔1
𝑛𝜇
2
, 𝑝𝜇2 = 𝜔2
?¯?𝜇
2
, 𝑝𝜇3 = 𝜔3
?¯?𝜇
2
− 𝑝𝜇⊥ + 𝑝3𝑟
𝑛𝜇
2
, 𝑝𝜇4 = 𝜔4
?¯?𝜇
2
+ 𝑝𝜇⊥ + 𝑝4𝑟
𝑛𝜇
2
.
(3.137)
With this choice, each particle in the ?¯? sector is on-shell, but the sum of any two of
their momenta is off-shell,
𝑝2𝑖 = 0 , (𝑝1 + 𝑝𝑗)
2 ∼ 𝒪(1) , (𝑝𝑗 + 𝑝𝑘)2 ∼ 𝒪(𝜆2) , 𝑗, 𝑘 = 2, 3, 4 ; 𝑗 ̸= 𝑘 ,
(3.138)
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which regulates all propagators. This particular choice of momenta is convenient since
it simplifies 𝑇 -product contributions from SCET. Furthermore, we take the external
polarizations to be purely perpendicular, i.e. 𝜖𝜇𝑖 = 𝜖
𝜇
𝑖⊥. All of the four gluon operators
give a non-vanishing contribution to the four-gluon matrix element for this choice of
polarization, allowing their Wilson coefficients to be obtained.
In computing the full theory diagrams for the matching it is convenient to sepa-
rate the diagrams into those involving on-shell propagators, which will be partially
reproduced by 𝑇 -product terms in SCET, and diagrams involving only off-shell prop-
agators. Since the four gluon operators obtain their power suppression entirely from
the fields, for diagrams involving only off-shell propagators the residual momenta
in Eq. (3.137) can be ignored, as they contribute only power suppressed contribu-
tions. Diagrams with on-shell propagators are regulated by the residual momenta in
Eq. (3.137).
We begin by considering the expansion of the full theory diagrams that don’t in-
volve any on-shell propagators. In this case, all ⊥ momenta can be set to zero, and
the result will be purely local. The relevant QCD diagrams expanded to 𝒪(𝜆2) arise
from the four gluon vertex in the Higgs effective theory,
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
=4𝑖𝑔2(𝑓 𝑒𝑎𝑏𝑓 𝑒𝑐𝑑 + 𝑓 𝑒𝑎𝑑𝑓 𝑒𝑐𝑏)𝜖1⊥ · 𝜖3⊥𝜖2⊥ · 𝜖4⊥
+ 4𝑖𝑔2(𝑓 𝑒𝑎𝑐𝑓 𝑒𝑏𝑑 + 𝑓 𝑒𝑎𝑑𝑓 𝑒𝑏𝑐)𝜖1⊥ · 𝜖4⊥𝜖2⊥ · 𝜖3⊥
+ 4𝑖𝑔2(𝑓 𝑒𝑎𝑏𝑓 𝑒𝑑𝑐 + 𝑓 𝑒𝑎𝑐𝑓 𝑒𝑑𝑏)𝜖1⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥ , (3.139)
from a splitting off of the three gluon vertex,
⎛⎜⎝ + perms
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
=2𝑖𝑔2
(︂
𝜔3 − 𝜔2
𝜔4
)︂
𝑓𝑎𝑏𝑒𝑓 𝑐𝑑𝑒𝜖1⊥ · 𝜖4⊥𝜖3⊥ · 𝜖2⊥
+ [(2, 𝑑)↔ (4, 𝑏)] + [(3, 𝑐)↔ (4, 𝑏)] , (3.140)
and from multiple emissions off of the two gluon vertex, either using the four gluon
vertex with a single off-shell propagator
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⎛⎝ + perms
⎞⎠⃒⃒⃒⃒⃒⃒
𝒪(𝜆2)
=2𝑖𝑔2
(︂
𝜔2
𝜔3 + 𝜔4
)︂
[︀
𝑓 𝑏𝑎𝑒𝑓 𝑐𝑑𝑒(𝜖3⊥ · 𝜖4⊥𝜖1⊥ · 𝜖2⊥ − 𝜖4⊥ · 𝜖2⊥𝜖3⊥ · 𝜖1⊥)
+ 𝑓 𝑏𝑐𝑒𝑓𝑎𝑑𝑒(𝜖1⊥ · 𝜖4⊥𝜖3⊥ · 𝜖2⊥ − 𝜖4⊥ · 𝜖2⊥𝜖1⊥ · 𝜖3⊥)
+𝑓 𝑏𝑑𝑒𝑓𝑎𝑐𝑒(𝜖1⊥ · 𝜖4⊥𝜖3⊥ · 𝜖2⊥ − 𝜖3⊥ · 𝜖4⊥𝜖1⊥ · 𝜖2⊥)
]︀
+ [(2, 𝑑)↔ (3, 𝑐)] + [(2, 𝑑)↔ (4, 𝑏)] , (3.141)
or sequential emissions with two off-shell propagators
⎛⎜⎝ + perms
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
=2𝑖𝑔2
𝜔2𝜔3
𝜔4(𝜔3 + 𝜔4)
𝜖2⊥ · 𝜖3⊥𝜖4⊥ · 𝜖1⊥𝑓𝑎𝑏𝑒𝑓 𝑒𝑐𝑑
+ [perms] . (3.142)
In the last case we have not explicitly listed the permutations, since all possible
permutations are required.
We now consider the expansion of the full theory diagrams involving on-shell
propagators. These will generically involve both local and non-local pieces. The non-
local pieces will be directly reproduced by 𝑇 -products in the effective theory. The
first class of diagrams involving on-shell propagators are those with all propagators
on-shell. Here, at tree level, the dynamics occurs entirely within a single collinear
sector. The two relevant QCD diagrams expanded to 𝒪(𝜆2) are
⃒⃒⃒⃒
⃒⃒
𝒪(𝜆2)
= 0 ,
⎛⎝ + perms
⎞⎠⃒⃒⃒⃒⃒⃒
𝒪(𝜆2)
= 0 , (3.143)
both of which have vanishing subleading power contributions.
Next, we consider diagrams involving both on-shell and off-shell propagators. To
simplify the results, we will often use the relation
𝑝2⊥
(𝑝2 + 𝑝3)2
= −𝜔3
𝜔2
, (3.144)
which will allow us to write the result in terms of a local term, which is just a rational
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function of the label momenta, and a non-local term, which explicitly contains the on-
shell propagator. These non-local terms will be cancelled by the 𝑇 -product diagrams
in SCET. For a first class of diagrams, where we have a nearly on-shell splitting in
the ?¯?-collinear sector, we have both a local term⎛⎜⎝
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 4𝑖𝑔2𝑓𝑎𝑒𝑑𝑓 𝑏𝑐𝑒
(𝜔3 − 𝜔4)
(𝜔3 + 𝜔4)
𝜖1⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥ , (3.145)
when the splitting is into the particles 3 and 4, as well as a term that has both local
and non-local pieces⎛⎜⎝ +
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
(3.146)
=
4𝑖𝑔2𝑓𝑎𝑒𝑏𝑓𝑑𝑐𝑒
𝜔4
[︂
2(𝜔2 + 𝜔3)
(𝑝2 + 𝑝3)2
𝑝⊥ · 𝜖1⊥𝑝⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥
−(2𝜔3 + 𝜔4)𝜖1⊥ · 𝜖4⊥𝜖2⊥ · 𝜖3⊥
]︂
+ [3↔ 4, 𝑏↔ 𝑐, 𝑝⊥ → −𝑝⊥] .
As will be discussed in more detail when we consider the corresponding diagrams
in the EFT, the first permutation is purely local, since there is no corresponding
𝑇 -product term in the effective theory, and thus it must be fully reproduced by a
hard scattering operator. This particular splitting allows a slight simplification in the
calculation of the SCET diagrams. For a second class of diagrams, where we have an
on-shell splitting emitted from an off-shell leg, we again have a purely local term
⎛⎜⎝
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
= 0 , (3.147)
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as well as non-local contributions,
⎛⎜⎝ +
⎞⎟⎠
⃒⃒⃒⃒
⃒⃒⃒
𝒪(𝜆2)
(3.148)
= 2𝑖𝑔2𝑓𝑎𝑒𝑏𝑓𝑑𝑐𝑒
[︂(︂
4𝜔4
(𝜔2 + 𝜔3)(𝑝2 + 𝑝3)2
)︂
𝑝⊥ · 𝜖1⊥𝑝⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥
−𝜔3(𝜔2 − 𝜔3)(𝜔2 + 𝜔3 + 𝜔4)
2
𝜔2𝜔4(𝜔2 + 𝜔3)2
𝜖1⊥ · 𝜖4⊥𝜖2⊥ · 𝜖3⊥
]︂
+ [3↔ 4, 𝑏↔ 𝑐, 𝑝⊥ → −𝑝⊥] .
Again, we see the same pattern, that the first permutation gives rise to a purely local
term, while the second two permutations give rise to both local and non-local terms.
Finally, we have the diagrams involving the three gluon vertex in the Higgs effec-
tive theory. We again have a local contribution
⎛⎝ ⎞⎠⃒⃒⃒⃒⃒⃒
𝒪(𝜆2)
= −2𝑖𝑔2𝑓𝑎𝑑𝑒𝑓 𝑒𝑏𝑐𝜔2(𝜔3 − 𝜔4)
(𝜔3 + 𝜔4)2
𝜖1⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4 , (3.149)
and a non-local contribution⎛⎝ +
⎞⎠⃒⃒⃒⃒⃒⃒
𝒪(𝜆2)
(3.150)
= 2𝑖𝑔2𝑓𝑎𝑒𝑏𝑓𝑑𝑐𝑒
[︂
8
(𝑝2 + 𝑝3)2
𝑝⊥ · 𝜖1⊥𝑝⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥
−
{︂
(𝜔3 + 𝜔4)
2 − 𝜔2𝜔3
𝜔2𝜔4
}︂
𝜖1⊥ · 𝜖4⊥𝜖2⊥ · 𝜖3⊥
]︂
+ [3↔ 4, 𝑏↔ 𝑐, 𝑝⊥ → −𝑝⊥] .
The non-local terms in the above expansions must be reproduced by 𝑇 -product
terms in the effective theory. First, there are potential contributions from 𝒪(2)𝒫ℬ, with
the two gluon Feynman rule for ℬ?¯?,⊥, which is given in App. A.2. Such contributions
give vanishing overlap for our choice of ⊥ polarizations. There are however 𝑇 -product
contributions arising from the three gluon 𝒪(2)𝒫ℬ operator, with an ℒ(0) insertion. The
three gluon Feynman rule for the 𝒪(2)𝒫ℬ vertex was given in Eq. (3.119). Since the
𝒪(2)𝒫ℬ operator has an explicit 𝒫⊥ insertion, it vanishes in the case that either of the
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particles in the ?¯? sector has no perpendicular momentum. This is why our particular
choice of momenta for the matching simplifies the structure of the 𝑇 -products. The
two non-vanishing permutations are given by
+ (3.151)
=− 8𝑖𝑔2𝑓𝑎𝑏𝑒𝑓 𝑒𝑐𝑑 (𝜔2 + 𝜔3 + 𝜔4)
2
(𝜔3 + 𝜔2)𝜔4
[︂
𝜔3
(𝜔2 + 𝜔3)
𝜖1⊥ · 𝜖4⊥𝜖3⊥ · 𝜖2⊥ − 𝑝⊥ · 𝜖1⊥𝑝⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥
(𝑝2 + 𝑝3)2
]︂
+ [3↔ 4, 𝑏↔ 𝑐, 𝑝⊥ → −𝑝⊥] ,
which consists both of a local and a non-local term. The non-local terms exactly
reproduce the ones obtained in the QCD expansion⎛⎜⎜⎝ +
⎞⎟⎟⎠
non-loc.
=
⎛⎜⎝ + + + perms
⎞⎟⎠
non-loc.
= 8𝑖𝑔2𝑝⊥ · 𝜖1⊥𝑝⊥ · 𝜖2⊥𝜖3⊥ · 𝜖4⊥
(︂
𝑓𝑎𝑏𝑒𝑓 𝑒𝑐𝑑
(𝑝2 + 𝑝3)2
(𝜔2 + 𝜔3 + 𝜔4)
2
(𝜔3 + 𝜔2)𝜔4
+ [3↔ 4, 𝑏↔ 𝑐]
)︂
. (3.152)
While it is of course necessary that the EFT reproduces all such non-local terms, this
is also a highly non trivial cross check of both the three and four gluon matching.
The matching coefficients for the hard scattering operators are given by the re-
maining local terms. Before presenting the result we briefly comment on the organi-
zation of the color structure. All diagrams are proportional to 𝑓𝑎𝑏𝑒𝑓 𝑐𝑑𝑒, 𝑓𝑎𝑐𝑒𝑓 𝑏𝑑𝑒 or
𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒, which are related by the Jacobi identity 𝑓𝑎𝑏𝑒𝑓 𝑐𝑑𝑒 = 𝑓𝑎𝑐𝑒𝑓 𝑏𝑑𝑒 − 𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒. A
basis in terms of structure constants can easily be related to the trace basis of (3.42)
using
𝑓𝑎𝑐𝑒𝑓 𝑏𝑑𝑒 = tr[𝑎𝑏𝑑𝑐] + tr[𝑎𝑐𝑑𝑏]− tr[𝑎𝑐𝑏𝑑]− tr[𝑎𝑑𝑏𝑐] = 𝑒2 − 𝑒3 ,
𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒 = tr[𝑎𝑏𝑐𝑑] + tr[𝑎𝑑𝑐𝑏]− tr[𝑎𝑐𝑏𝑑]− tr[𝑎𝑑𝑏𝑐] = 𝑒1 − 𝑒3 , (3.153)
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where 𝑒𝑖 is the 𝑖-th element of the basis in (3.42). We find it most convenient to write
the Wilson coefficient in the (𝑓𝑎𝑐𝑒𝑓 𝑏𝑑𝑒, 𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒) basis. After subtracting the local piece
of the SCET 𝑇−product of (3.151) from the full theory graphs, and manipulating
the result to bring it into a compact form, we find the following operator
𝒪(2)4𝑔 = 16𝜋𝛼𝑠𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒(ℬ𝑎𝑛⊥,𝜔𝑖 · ℬ𝑏?¯?⊥,𝜔𝑗)(ℬ𝑐?¯?⊥,𝜔𝑘 · ℬ𝑑?¯?⊥,𝜔ℓ)
(︂
3 +
𝜔3𝑗 + 𝜔
3
𝑘 + 𝜔
3
ℓ + 𝜔𝑗𝜔𝑘𝜔ℓ
(𝜔𝑗 + 𝜔𝑘)(𝜔𝑗 + 𝜔ℓ)(𝜔𝑘 + 𝜔ℓ)
)︂
.
(3.154)
The Wilson coefficient is manifestly RPI-III invariant. When the matrix element of
this operator is taken we are forced to sum over permutations which gives the proper
Bose symmetric result, as well as inducing terms with other color structures. In terms
of the helicity operators of Eq. (3.46), we have
𝒪(2)4𝑔 = 16𝜋𝛼𝑠𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒
(︂
3 +
𝜔3𝑗 + 𝜔
3
𝑘 + 𝜔
3
ℓ + 𝜔𝑗𝜔𝑘𝜔ℓ
(𝜔𝑗 + 𝜔𝑘)(𝜔𝑗 + 𝜔ℓ)(𝜔𝑘 + 𝜔ℓ)
)︂
×
[︁
ℬ𝑎𝑛+,𝜔𝑖ℬ𝑏?¯?+,𝜔𝑗ℬ𝑐?¯?+,𝜔𝑘ℬ𝑑?¯?−,𝜔ℓ + ℬ𝑎𝑛+,𝜔𝑖ℬ𝑏?¯?+,𝜔𝑗ℬ𝑐?¯?−,𝜔𝑘ℬ𝑑?¯?+,𝜔ℓ
+ ℬ𝑎𝑛−,𝜔𝑖ℬ𝑏?¯?−,𝜔𝑗ℬ𝑐?¯?+,𝜔𝑘ℬ𝑑?¯?−,𝜔ℓ + ℬ𝑎𝑛−,𝜔𝑖ℬ𝑏?¯?−,𝜔𝑗ℬ𝑐?¯?−,𝜔𝑘ℬ𝑑?¯?+,𝜔ℓ
]︁
= 16𝜋𝛼𝑠
[︂
3 +
𝜔3𝑗+𝜔
3
𝑘+𝜔
3
ℓ+𝜔𝑗𝜔𝑘𝜔ℓ
(𝜔𝑗+𝜔𝑘)(𝜔𝑗+𝜔ℓ)(𝜔𝑘+𝜔ℓ)
]︂[︁
(𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒+𝑓𝑎𝑐𝑒𝑓 𝑏𝑑𝑒)ℬ𝑎𝑛+,𝜔𝑖ℬ𝑏?¯?+,𝜔𝑗ℬ𝑐?¯?+,𝜔𝑘ℬ𝑑?¯?−,𝜔ℓ
− (𝑓𝑎𝑑𝑒𝑓 𝑏𝑐𝑒 + 𝑓𝑎𝑏𝑒𝑓 𝑐𝑑𝑒)ℬ𝑎𝑛−,𝜔𝑖ℬ𝑏?¯?+,𝜔𝑗ℬ𝑐?¯?−,𝜔𝑘ℬ𝑑?¯?−,𝜔ℓ
]︁
. (3.155)
We see that all the helicity selection rules are satisfied in the tree level matching, as
expected. We have also checked the result using the automatic FeynArts [317] and
FeynRules implementation of the HiggsEffectiveTheory [7]. For more complicated
calculations at subleading power in SCET it would be interesting to fully automate
the computation of Feynman diagrams involving power suppressed SCET operators
and Lagrangians.
The four gluon operators derived in this section can be used to study 𝒪(𝛼2𝑠)
collinear contributions at 𝒪(𝜆2). It would be interesting to understand in more detail
the universality of collinear splittings at subleading power, as well as collinear factor-
ization properties. For some recent work in this direction from a different perspective,
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see [495, 460]. The behavior of these Wilson coefficients is also quite interesting. They
exhibit a singularity as any pair of collinear particles simultaneously have their en-
ergy approach zero. This was also observed in the Wilson coefficients for operators
describing the subleading collinear limits of two gluons emitted off of a 𝑞𝑞 vertex [278].
3.5 Conclusions
In this chapter we have presented a complete basis of operators at 𝒪(𝜆2) in the SCET
expansion for color singlet production of a scalar through gluon fusion, as relevant
for 𝑔𝑔 → 𝐻. To derive a minimal basis we used operators of definite helicities,
which allowed us to significantly reduce the number of operators in the basis. This
simplification is due to helicity selection rules which are particularly constraining
due to the scalar nature of the produced particle. We also classified all possible
operators which could contribute to the cross section at 𝒪(𝜆2). In performing this
classification the use of a helicity basis again played an important role, allowing us
to see from simple helicity selection rules which operators could contribute. While
the total number of subleading power operators is large, the number that contribute
at the cross section level is smaller. We compared the structure of the contributions
to the case of a quark current, 𝑞Γ𝑞, finding interesting similarities, despite a slightly
different organization in the effective theory.
A significant portion of this chapter was devoted to a tree level calculation of
the Wilson coefficients of the subleading power operators which can contribute to the
cross section at𝒪(𝜆2). The Wilson coefficients obtained in this matching will allow for
a study of the power corrections at NLO and for the study of the leading logarithmic
renormalization group structure at subleading power. An initial investigation of the
renormalization group properties of several subleading power operators relevant for
the case of 𝑒+𝑒− → 𝑞𝑞 was considered in [285].
A number of directions exist for future study, with the goal of understanding
factorization at subleading power. In particular, one would like to combine the hard
scattering operators derived in this chapter with the subleading SCET Lagrangians
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to derive a complete factorization theorem at subleading power for a physical event
shape observable. Combined with the operators in [278], all necessary ingredients
are now available to construct such a subleading factorization for thrust for 𝑞𝑞 or 𝑔𝑔
dijets in 𝑒+𝑒− collisions. This would also allow for a test of the universality of the
structure of the subleading factorization. The operators of this chapter can also be
used to study threshold resummation, where power corrections of 𝒪((1 − 𝑧)0) have
received considerable attention [234, 315, 377, 375, 314, 376, 8, 112, 511, 207, 110, 111],
particularly for the 𝑞𝑞 channel, but it would be interesting to extend this to the 𝑔𝑔
case.
An interesting application of current relevance of the results presented in this
chapter is to the calculation of fixed order power corrections for NNLO event shape
based subtractions. Gaining analytic control over power corrections can significantly
improve the performance and stability of such subtraction schemes. This has been
studied for 𝑞𝑞 initiated Drell Yan production to NNLO in [447] using a subleading
power operator basis in SCET (see also [122] for a direct calculation in QCD). Com-
bined with the results for the operator basis and matching for 𝑞𝑞 initiated processes
given in [278], the operator basis presented in this chapter will allow for the systematic
study of power corrections for color singlet production and decay.
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Chapter 4
Subleading Power Factorization with
Radiative Functions
4.1 Introduction
The simplicity of the soft and collinear limits of gauge theories allows for an all
orders understanding of the behavior of amplitudes and cross sections, typically for-
mulated in terms of factorization theorems [198, 200, 201]. Unlike for observables
which are amenable to a local operator product expansion (OPE) [514], these general
factorization theorems typically involve non-local matrix elements with Wilson lines.
While the structure of these matrix elements is well understood at leading power, the
structure of power corrections is much less well understood. In general, complicated
non-local matrix elements, typically involving operators strung along the light cone
dressing the leading power Wilson line structure, are required [42, 45, 57, 114, 388].
The soft collinear effective theory (SCET) [53, 55, 61, 58], an effective field theory
describing the soft and collinear limits of QCD, provides an operator and Lagrangian
based formalism for deriving factorization theorems at subleading power. As an
example, SCET has been used to systematically study power corrections to the leading
power factorization for 𝐵 → 𝑋𝑠𝛾, 𝐵 → 𝑋𝑢𝑙𝜈 [364, 58] in the shape function region
[100, 464, 421], and derive subleading factorization theorems in terms of universal
non-local operators [82, 389, 370, 465, 130, 114, 388, 81]. In this case, the power
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corrections take the form of non-local operators describing both soft fluctuations at
the scale ΛQCD, in terms of matrix elements of the 𝐵 meson, as well as the coupling
of soft and collinear modes.
Recently, there has been significant interest in understanding the subleading power
soft and collinear limits of perturbative scattering amplitudes and event shape ob-
servables. This has been motivated at the amplitude level both by their relation
to asymptotic symmetries (see e.g. [496, 131, 145, 175, 96, 321, 384, 322]), as well
as to better understand the structure of amplitudes by studying their limits (see
e.g. [225, 231, 232, 140, 223]). At the cross section level an understanding of
subleading power corrections will allow for the improved accuracy of perturbative
predictions involving resummation, and improvements to next-to-next-to-leading or-
der subtraction schemes [117, 116, 293] by analytically calculating subleading power
corrections [447, 122, 448, 118, 256, 257, 99], amongst many other applications.
From explicit calculations, there are hints for the simplicity of power corrections
at higher loop order, for example in splitting functions [234], in the threshold limit
[435, 434, 318, 209, 247, 38], for event shape observables [447, 122, 448, 40, 228], for
power corrections in quark masses [401, 400], and in the Regge limit [125]. To obtain
an all loop understanding, and identify universal structures which persist at sublead-
ing powers, it is desirable to formulate subleading power factorization theorems whose
renormalization group structure allows the prediction of higher loop results from lower
loop data, as has been successful at leading power. Recently this was used to derive
the first resummation at subleading power for the thrust event shape observable in
𝐻 → 𝑔𝑔 [453] and for threshold in [89].
In this chapter we use SCET to derive an all orders gauge invariant factorization
for subleading power soft emissions, focusing in particular on non-local corrections
described by so called radiative functions. We use the SCET Lagrangian, formulated
in terms of non-local gauge invariant quark and gluon fields to provide gauge invariant
definitions of the radiative functions for the emission of both soft quarks and gluons.
Gauge invariance is guaranteed by an intricate Wilson line structure, dictated by the
symmetries of the effective theory. We show how these radiative functions appear in
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Figure 4-1: Subleading power contributions from the emission of a soft quark or
gluon in a hard scattering. The subleading emission can either be from a local hard
scattering operator, as shown in a), c), or from a radiative contribution from the
energetic partons, as in b), d).
factorization formulas at subleading power, both at the level of the amplitude and the
cross section, as multilocal matrix elements with convolutions of operators along the
lightcone. These operator insertions correct the leading power Wilson line structure.
This completes our derivation of all the required components for subleading power
factorization initiated in [278, 451], and we review in detail the complete factorization
structure at subleading power, highlighting the role that radiative functions play.
If we consider the subleading power emission of a soft quark or gluon from a
hard scattering vertex, there are two potential classes of contributions, as shown in
Fig. 4-1. First, there are contributions where the soft emission localizes to the hard
scattering vertex, as shown in Fig. 4-1. Here the power suppression arises due the lack
of a nearly on-shell propagator, and these contributions are described by local hard
scattering operators, complete bases of which are known for 𝑞Γ𝑞 [278, 164] and 𝑔𝑔
currents [451], as well as recently for 𝑁 -jet configurations [91, 92]. Second, there are
contributions from a non-local emission from the energetic parton, which arise from
corrections beyond the eikonal limit to the dynamics of the interaction of the soft and
collinear particles. Such contributions were studied in the abelian case in the work of
Del Duca [210], extending the work of Low, Burnett and Kroll (LBK) [406, 129], and
were referred to as radiative jet functions. For the emission of a single soft gluon from
an energetic quark, they have been extended to the non-abelian case in [110, 111].
They were also studied in [384] using SCET, where a one-loop expression for soft
emission was derived. Our work goes beyond this, by providing explicit all orders
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factorization in terms of gauge invariant soft and collinear matrix elements. Here
we will refer to the general class of such objects as radiative functions. We reserve
“radiative jet function" for the analogous objects at cross section level.
To provide an all orders description, one must consider a subleading power soft
emission in the presence of an arbitrary number of leading power soft, or collinear
emissions. At leading power, the energetic partons emitted from the hard scattering
eikonalize, and act as a source for the long wavelength soft radiation. In this limit,
the dynamics of the energetic partons can be integrated out, and replaced with a Wil-
son line along their path. This is shown schematically in Fig. 4-2. This leads to the
ubiquitous appearance of cusped light-like Wilson lines in the description of the soft
and collinear limits of gauge theory amplitudes and cross sections, whose renormal-
ization is controlled by the universal Γcusp [360, 361]. Beyond leading power we expect
corrections to this picture associated with the breakdown of eikonalization, namely
we expect the Wilson lines to be decorated with operators, which we will associate
with radiative functions. To achieve subleading power factorization of amplitudes and
cross sections, and to understand the universality of these factorizations, we would
like to have a systematic approach to the construction of gauge invariant radiative
functions in terms of well defined field theoretic objects. This is more difficult due to
the nature of the operators, which possess intricate Wilson line structure to ensure
gauge invariance in a non-abelian theory. In QED, this is not an issue since the gauge
group is abelian.
To see how radiative functions naturally emerge from the effective theory, we
consider the SCET Lagrangian (here we restrict ourselves to the case of SCETI),
which consists of both hard scattering operators, and a dynamical Lagrangian
ℒSCET = ℒhard + ℒdyn =
∑︁
𝑖≥0
ℒ(𝑖)hard +
∑︁
𝑖≥0
ℒ(𝑖) + ℒ(0)𝐺 , (4.1)
each of which is a power expansion in 𝜆. The hard scattering operators, included in
ℒhard, describe all the localized contributions in Fig. 4-1, while the non-local contribu-
tions are described by the dynamical Lagrangians, ℒ(𝑖). The dynamical Lagrangian is
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Figure 4-2: The all orders factorization of soft gluons at leading power a) and next
to leading power b). In the leading power case, all soft emissions are absorbed into a
Wilson line 𝑌𝑛. In the presence of a next to leading power emission, they are replaced
by a Wilson line, and a gauge invariant soft gluon field emitted from the light cone.
universal, and known up to𝒪(𝜆2) [83, 166, 424, 470, 82, 60]. Finally, ℒ(0)𝐺 is the leading
power Glauber Lagrangian [475]. The SCET Lagrangian is fixed by the symmetries
of the theory, namely soft and collinear gauge symmetries and reparametrization in-
variance [424, 166], and is known to not be renormalized to all orders in 𝛼𝑠 [82], which
will allow us to prove the universality of the radiative functions.
In the SCET framework, the leading power eikonalization of Fig. 4-2 is achieved
at the level of the Lagrangian through the BPS field redefinition [54] Consider a
subleading power emission, in the presence of an arbitrary number of additional soft
emissions, as shown in Fig. 4-2. The insertion of the subleading power Lagrangian
implies that the soft emissions cannot simply be pulled back into a Wilson line at the
hard scattering vertex, since they become trapped at the subleading power Lagrangian
insertion. The Wilson lines appearing in the BPS field redefinition can be used to
sandwich the covariant derivative describing the soft gluon emission. For a derivative
in an arbitrary representation, 𝑟, we have
𝑌 (𝑟) †𝑛𝑖 𝑖𝐷
(𝑟)𝜇
𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
= 𝑖𝜕𝜇𝑢𝑠 + [𝑌
(𝑟) †
𝑛𝑖
𝑖𝐷(𝑟)𝜇𝑢𝑠 𝑌
(𝑟)
𝑛𝑖
] = 𝑖𝜕𝜇𝑢𝑠 + 𝑇
𝑎
(𝑟)𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) , (4.2)
which allows us to define the ultrasoft gauge invariant gluon building block field by
𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) =
[︂
1
𝑖𝑛𝑖 · 𝜕𝑢𝑠𝑛𝑖𝜈𝑖𝐺
𝑏𝜈𝜇
𝑢𝑠 𝒴𝑏𝑎𝑛𝑖
]︂
. (4.3)
Furthermore, there will be a single remainingWilson line at the hard scattering vertex.
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This is shown schematically in Fig. 4-2. After applying the BPS field redefinition,
there are no further interactions between soft and collinear partons. The finite number
of subleading power interactions between soft and collinear fields at a given power are
represented by gauge invariant operator insertions along the lightcone, which dress
the leading power Wilson lines. These give rise to universal non-local string operators
appearing in subleading power factorization theorems. A similar picture also applies
to soft quark emission. This provides a systematic way to provide gauge invariant
operator definitions of radiative functions in the effective theory, which is the goal
of this chapter. The use of non-local gauge invariant fields is crucial to achieve
factorization for these non-local operators, since it enables gauge invariant definitions
of soft and collinear matrix elements tied together by convolution variables, that can
be separately renormalized. This is non-trivial in a non-abelian gauge theory, where
the soft emission carries a color charge.
An important result of this chapter is that we will show how to achieve an all
orders gauge invariant factorization at the cross section level for the radiative contri-
butions to event shape observables. This will allow us to express the cross section as a
convolution of gauge invariant collinear and soft factors, each of which can in principle
be separately renormalized. Unlike at leading power, these subleading power factor-
izations will involve an additional convolution over the gauge invariant momentum
(or equivalently position along the light cone) of the insertion of the gauge invariant
field.
As an example, we can consider the factorization involving a radiative contribution
at cross section level involving a soft quark field. We will show that such a contribution
can be writen as a convolution which can be shown schematically as
=
∫︁
𝑑𝑟+2 𝑑𝑟
+
3 ⊗ . (4.4)
This involves a factorization into a convolution over a collinear radiative function
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which emits the soft quark, and a soft function involving a gauge invariant soft quark
field, in addition to the standard Wilson lines. This form of factorization allows us
to describe systematically, and in a gauge invariant manner, all subleading power
corrections to event shape observables.
As noted earlier, non-local gauge invariant operators describing the coupling of
soft and collinear particles have appeared in the SCET literature on subleading power
corrections in 𝐵-physics [100, 464, 421, 364, 58, 82, 389, 370, 465, 130, 114, 388, 81],
many of which have a similar structure to those discussed in this chapter. Here we
provide a simplified approach by determining the subleading power Lagrangians in
terms of gauge invariant building blocks, and then we focus on the application to
perturbative scattering amplitudes and collider event shape observables. We will also
emphasize the connection to the radiative functions approach which has been studied
in the literature [110, 111].
A complete bases of hard scattering operators is given in [278, 451, 164] as well as
the expansion of the measurement function [278]. Here we will focus on the radiative
type contributions, namely those term involving additional integrals over the position
of Lagrangian insertions, see Sec. 2.3.3. We will formulate the factorization of the
radiative contributions to the cross section as products of gauge invariant soft and
collinear matrix elements involving either one or two convolutions, corresponding to
the one or two Lagrangian insertions which can exist when working to 𝒪(𝜆2).
Explicitly, we can derive a representation of the form
1
𝜎0
𝑑𝜎(2),radiative
𝑑𝜏
= 𝑄5
∑︁
𝑗
𝐻𝑗(𝑄
2)
∫︁
𝑑𝑟+1
2𝜋𝑄
𝑆𝑗(𝑄𝜏𝑢𝑠, 𝑟
+
2 )⊗ 𝐽?¯?,𝑗(𝑄2𝜏?¯?)⊗ 𝐽𝑛,𝑗(𝑄2𝜏𝑛, 𝑄𝑟+2 )
(4.5)
+𝑄5
∑︁
𝑗
𝐻𝑗(𝑄
2)
∫︁
𝑑𝑟+1
2𝜋𝑄
∫︁
𝑑𝑟+2
2𝜋𝑄
𝑆𝑗(𝜏𝑢𝑠, 𝑟
+
1 , 𝑟
+
2 )⊗ 𝐽?¯?,𝑗(𝑄2𝜏?¯?)⊗ 𝐽𝑛,𝑗(𝑄2𝜏𝑛, 𝑄𝑟+1 , 𝑄𝑟+2 )
+𝑄5
∑︁
𝑗
𝐻𝑗(𝑄
2)
∫︁
𝑑𝑟+1
2𝜋𝑄
∫︁
𝑑𝑟+2
2𝜋𝑄
𝑆𝑗(𝑄𝜏𝑢𝑠, 𝑟
+
1 , 𝑟
+
2 )⊗ 𝐽?¯?,𝑗(𝑄2𝜏?¯?, 𝑄𝑟+1 )⊗ 𝐽𝑛,𝑗(𝑄2𝜏𝑛, 𝑄𝑟+2 ) ,
where we choose to make the arguments of the soft functions dimension 1 and the
arguments of the jet functions dimension 2 analogously to leading power. Here ⊗
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denotes the convolution in the thrust variable, 𝜏 ,
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠) , (4.6)
and we have used the symmetry under 𝑛 ↔ ?¯? to combine several equivalent contri-
butions. The derivation of this factorized form at the cross section level is the main
goal of this section. The factorization derived in this section, as well as that derived
in Sec. 4, will be at the bare level, namely we do not consider the renormalization of
the hard, jet and soft functions. To derive a renormalized factorization formula, one
must show that the hard, jet and soft functions can be separately renormalized, and
that the convolutions in the 𝑟+1 and 𝑟
+
2 variables are well defined. This is in general
non-trivial, and even in simple cases the renormalization of the subleading power jet
and soft functions, as we will see in Sec. 5 involves mixing with additional opera-
tors that do not appear in the matching [467, 453, 89], with evanescent operators
[128, 239, 327] and possibly with EOM operators [93] (though the particular EOM
operators will differ from those found in [93] due to differences in the construction of
the subleading power Lagrangians), and the convolutions do not naively converge [84].
However, the derivation of a bare factorization is the first step towards a complete,
renormalized factorization.
In Sec. 4.4 we will work out explicitly the structure of the factorization of the
matrix elements for those contributions involving Lagrangian insertions, which give
rise to the radiative jet functions. This will provide the ingredients needed to construct
Eq. (4.5) explicitly. This in turn yields all the pieces needed to explore the full
factorization for subleading power thrust, which we plan to pursue in future work.
An outline of this chapter is as follows. In Sec. 4.2 we derive the form of the sub-
leading power SCET Lagrangians describing the interactions of the non-local gauge
invariant quark and gluon fields, using the BPS field redefinition and the equations
of motion. In Sec. 4.3 we use these Lagrangians to study subleading power factoriza-
tion at the amplitude level, showing how radiative functions naturally emerge, and
deriving in detail their structure. We also compare our radiative functions to those
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previously discussed in the literature. In Sec. 4.4 we consider radiative functions at
the level of the cross section for event shape observables, and derive the structure
of convolutions between the radiative functions. In Sec. 4.5 we classify all radiative
functions contributing to SCETI type observables in 𝑒+𝑒− → dijets. We conclude in
Sec. 4.6.
4.2 Subleading Lagrangians for Gauge Invariant Fields
As has been emphasized, to achieve factorization into separately gauge invariant soft
and collinear factors, it is essential that the radiative functions be formulated in terms
of non-local gauge invariant fields, namely ℬ𝑢𝑠 and 𝜓𝑢𝑠. We therefore will derive the
subleading power Lagrangians describing the interactions of these non-local fields to
all orders in 𝛼𝑠.
The general form of the subleading power Lagrangians is quite complicated, since
they describe the complete dynamics of the soft and collinear sectors to all orders
in 𝛼𝑠. Nevertheless, due to the power counting and locality of the effective theory,
there are a finite number of terms in each Lagrangian. Operationally, at a fixed
order in perturbation theory, the number of terms in the Lagrangian which actually
contribute is relatively small since most terms involve higher numbers of fields. Before
proceeding to the full derivation of the subleading power Lagrangians, we give the
structure of the Lagrangian in terms of field content, ignoring the detailed Dirac,
Lorentz, and color structures. This is useful for understanding the general structure
of the Lagrangians, and the order in perturbation theory at which different terms can
contribute.
At 𝒪(𝜆) the field structure of the Lagrangian is given by
ℒ(1)BPS𝑛 ∼
1
𝒫 ?¯?𝑛𝜒𝑛𝒫⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}+ ℬ𝑛⊥ℬ𝑛⊥𝒫⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫 ?¯?𝑛𝜒𝑛ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}+ ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫 ?¯?𝑛ℬ𝑛⊥𝜓𝑢𝑠(𝑛) +
1
𝒫𝜓𝑢𝑠(𝑛)ℬ𝑛⊥𝜒𝑛 , (4.7)
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where we have organized the structure according to the collinear field content. The
number of fields appearing in the Lagrangian is fixed by power counting and locality,
and at 𝒪(𝜆) the Lagrangian involves up to three collinear fields. The operators that
involve multiple collinear fields will not contribute at tree level to the emission of a
soft parton from a single collinear parton, but are necessary to correctly reproduce the
complete subleading power expression at loop level, or for multiple collinear emissions.
At 𝒪(𝜆2) the field structure of the Lagrangian is given by
ℒ(2)BPS𝑛 ∼ ℬ𝑛⊥ℬ𝑛⊥{𝜕𝑢𝑠𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛) or 𝜕𝑢𝑠ℬ𝑢𝑠(𝑛)} (4.8)
+
1
𝒫 ?¯?𝑛𝜒𝑛{𝜕𝑢𝑠𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛) or 𝜕𝑢𝑠ℬ𝑢𝑠(𝑛)}
+
1
𝒫ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}+
1
𝒫ℬ𝑛⊥ℬ𝑛⊥𝒫⊥ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫ℬ𝑛⊥ℬ𝑛⊥𝒫
2
⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫2 ?¯?𝑛𝜒𝑛ℬ𝑛⊥ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}+
1
𝒫2 ?¯?𝑛𝜒𝑛𝒫⊥ℬ𝑛⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫2 ?¯?𝑛𝜒𝑛𝒫
2
⊥{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}+
1
𝒫3 ?¯?𝑛𝜒𝑛?¯?𝑛𝜒𝑛{𝜕𝑢𝑠 or ℬ𝑢𝑠(𝑛)}
+
1
𝒫 ?¯?𝑛𝜒𝑛?¯?𝑛𝜓𝑢𝑠(𝑛) +
1
𝒫𝜒𝑛ℬ𝑛⊥ℬ𝑛⊥𝜓𝑢𝑠(𝑛) + ?¯?𝑛𝜕𝑢𝑠𝜓𝑢𝑠(𝑛) +
1
𝒫𝜒𝑛ℬ𝑛⊥𝒫⊥𝜓𝑢𝑠(𝑛) + h.c. ,
where we have again organized the terms based on their collinear field content, and
we see that the 𝒪(𝜆2) Lagrangian involves up to four collinear fields.
In this section we derive the exact form of the Lagrangians given in Eqs. (4.7) and
(4.8). We begin in Sec. 4.2.1 by summarizing the notation used in this section and
the BPS transformations of different covariant derivative operators, which will allow
us to write the subleading power Lagrangians in terms of gauge invariant quark and
gluon fields. In Sec. 4.2.2 we discuss our reorganization of the Lagrangians using the
equations of motion in the effective theory. Then, in Secs. 4.2.3-4.2.5 we present our
simplified results for the BPS redefined Lagrangians in terms of gauge invariant quark
and gluon fields, as well as relevant Feynman rules. These will be used to derive the
structure of the radiative functions in Secs. 4.3 and 4.4.
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4.2.1 Field Redefinitions for Subleading Lagrangians
The subleading power Lagrangians in SCET are typically written in a local form,
which still involve the interactions of soft and collinear partons [470, 424, 60]. To
derive subleading power factorization formulas involving radiative functions, we would
like to rewrite them in terms of the non-local gauge invariant quark and gluon fields.
This can be achieved by performing the BPS field redefinition and manipulating the
Wilson lines into gauge invariant combinations, which is the goal of this section.
Before BPS field redefinition the subleading power Lagrangians are written in
terms of a variety of different covariant derivatives which we summarize here for
convenience. The gauge covariant derivatives that we will use are defined by
𝑖𝐷𝜇𝑛 = 𝑖𝜕
𝜇
𝑛 + 𝑔𝐴
𝜇
𝑛 , 𝑖𝜕
𝜇
𝑛 =
?¯?𝜇
2
𝑛 · 𝜕 + 𝑛
𝜇
2
𝒫 + 𝒫𝜇⊥ ,
𝑖𝐷𝜇𝑛𝑠 = 𝑖𝐷
𝜇
𝑛 +
?¯?𝜇
2
𝑔𝑛 · 𝐴𝑢𝑠 , 𝑖𝜕𝜇𝑛𝑠 = 𝑖𝜕𝜇𝑛 +
?¯?𝜇
2
𝑔𝑛 · 𝐴𝑢𝑠 ,
𝑖𝐷𝜇𝑢𝑠 = 𝑖𝜕
𝜇 + 𝑔𝐴𝜇𝑢𝑠 , (4.9)
and their gauge invariant versions are given by
𝑖𝒟𝜇𝑛 = 𝑊 †𝑛𝑖𝐷𝜇𝑛𝑊𝑛 , 𝑖𝒟𝜇𝑛⊥ = 𝑊 †𝑛𝑖𝐷𝜇𝑛⊥𝑊𝑛 = 𝒫𝜇𝑛⊥ + 𝑔𝐵𝜇𝑛⊥ , 𝑖𝒟𝜇𝑛𝑠 = 𝑊 †𝑛𝑖𝐷𝜇𝑛𝑠𝑊𝑛 .
(4.10)
It is also useful to summarize the transformation of the different derivative operators
under the BPS field redefinition. These are all derived using the defining relations of
the Wilson line,
𝑌 †𝑛𝑌𝑛 = 1, 𝑖𝑛 ·𝐷𝑢𝑠𝑌𝑛 = 0 , (4.11)
which imply the relations
𝑌 †𝑛 𝑖𝑛 ·𝐷𝑢𝑠𝑌𝑛 = 𝑖𝑛 · 𝜕𝑢𝑠 , 𝑌 †𝑛 𝑔𝑛 · 𝐴𝑢𝑠𝑌𝑛 = 𝑖𝑛 · 𝜕𝑢𝑠 − 𝑌 †𝑛 𝑖𝑛 · 𝜕𝑢𝑠𝑌𝑛 . (4.12)
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In addition, the ultrasoft Wilson lines commute with the label momentum operators
[𝑌𝑛,𝒫𝜇⊥] = 0 , [𝑌𝑛,𝒫 ] = 0 . (4.13)
Denoting the BPS transformation of an operator ?^? as BPS[?^?], we then have the
following transformations for the derivative operators
BPS[𝑖𝐷𝜇𝑛⊥] = 𝑌𝑛𝑖𝐷
𝜇
𝑛⊥𝑌
†
𝑛 , BPS[𝑖𝒟𝜇𝑛⊥] = 𝑌𝑛𝑖𝒟𝜇𝑛⊥𝑌 †𝑛 , BPS[𝑖𝒟𝜇𝑛𝑠] = 𝑌𝑛𝑖𝒟𝜇𝑛𝑌 †𝑛 .
(4.14)
Additional useful relations are given in App. A.1.
Given these identities, it is now a straightforward algebraic exercise to compute
the BPS field redefinitions of the Lagrangians. By applying the unitarity condition
on the ultrasoft Wilson lines, all ultrasoft Wilson lines can either be cancelled, or
absorbed into gauge invariant soft quark or gluon fields, as defined in Eqs. (2.11)
and (2.13). To illustrate explicitly how this works, we consider two simple examples.
First, consider a term from the leading power collinear gluon Lagrangian,
BPS
[︀
tr
{︀
([𝑖𝒟𝜇𝑛𝑠, 𝑖𝒟𝜈𝑛𝑠])2
}︀]︀
= tr
{︁(︀
[𝑌𝑛𝑖𝒟(0)𝜇𝑛 𝑌 †𝑛 , 𝑌𝑛𝑖𝒟(0)𝜈𝑛 𝑌 †𝑛 ]
)︀2 }︁
= tr
{︁(︀
𝑌𝑛[𝑖𝒟(0)𝜇𝑛 , 𝑖𝒟(0)𝜈𝑛 ]𝑌 †𝑛
)︀2 }︁
= tr
{︁(︀
[𝑖𝒟(0)𝜇𝑛 , 𝑖𝒟(0)𝜈𝑛 ]
)︀2 }︁
. (4.15)
In this case, all the soft Wilson lines explicitly cancel, decoupling the interactions of
the ultrasoft and collinear gluons. As a second example we consider a term from ℒ(1)
which contains an explicit 𝒟𝑢𝑠. Here we find that the ultrasoft gluons do not decouple
BPS
[︁
tr
{︁[︀
𝑖𝒟𝜇𝑛𝑠, 𝑖𝒟𝜈𝑛⊥
]︀[︀
𝑖𝒟𝑛𝑠𝜇, 𝑖𝐷⊥𝑢𝑠 𝜈
]︀}︁]︁
= tr
{︁[︀
𝑌𝑛𝑖𝒟(0)𝜇𝑛 𝑌 †𝑛 , 𝑌𝑛𝑖𝒟(0) 𝜈𝑛⊥ 𝑌 †𝑛
]︀[︀
𝑌𝑛𝑖𝒟(0)𝑛𝜇𝑌 †𝑛 , 𝑖𝐷⊥𝑢𝑠 𝜈
]︀}︁
= tr
{︁[︀
𝑖𝒟(0)𝜇𝑛 , 𝑖𝒟(0) 𝜈𝑛⊥
]︀[︀
𝑖𝒟(0)𝑛𝜇, 𝑌 †𝑛 𝑖𝐷⊥𝑢𝑠 𝜈𝑌𝑛
]︀}︁
= tr
{︁[︀
𝑖𝒟(0)𝜇𝑛 , 𝑖𝒟(0) 𝜈𝑛⊥
]︀[︀
𝑖𝒟(0)𝑛𝜇, 𝑖𝜕⊥𝑢𝑠 𝜈 + 𝑔ℬ⊥𝑢𝑠 𝜈
]︀}︁
.
(4.16)
In the last step we used the definition of the gauge invariant ultrasoft gluon field. The
derivation of the BPS field redefinition for other terms in the Lagrangian proceeds
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similarly, so in the following sections we will simply state the final results for the BPS
redefined Lagrangians.
4.2.2 Simplifications Using the Equations of Motion
In addition to writing the subleading power Lagrangians in terms of the non-local
gauge invariant quark and gluon fields, we can also simplify their structure using the
equations of motion. Recall that when building bases of hard scattering operators,
only the gauge invariant building blocks in Table 3.1 are required. In particular, for
the collinear gluon field, only the two degrees of freedom in ℬ𝑛⊥ appear explicitly, and
not the other components of ℬ𝑛. In particular, the large components of the gauge field
?¯? ·𝐴𝑛 appear entirely in Wilson lines, and the small components have been eliminated
using the equations of motion. We begin by reviewing how this is achieved, following
the results of [429], and then apply the same simplifications to the subleading power
Lagrangians.
In SCET the collinear gauge invariant covariant derivative is given by
𝒟𝜇𝑛 = 𝑊 †𝑛𝐷𝜇𝑛𝑊𝑛 . (4.17)
which can be broken into components as
𝑖𝒟⊥𝜇𝑛 = 𝒫𝜇𝑛⊥ + 𝑔ℬ𝜇𝑛⊥ , 𝑖
←−𝒟⊥𝜇𝑛 = −𝒫†𝜇𝑛⊥ − 𝑔ℬ𝜇𝑛⊥ ,
𝑖𝑛 · 𝒟𝑛 = 𝑖𝑛 · 𝜕 + 𝑔𝑛 · ℬ𝑛 , 𝑖𝑛 · ←−𝒟𝑛 = 𝑖𝑛 · ←−𝜕 − 𝑔𝑛 · ℬ𝑛 , 𝑖?¯? · 𝒟𝑛 = 𝒫 , (4.18)
where we have defined the gauge invariant fields for the different components as
𝑔ℬ𝜇𝑛⊥ =
[︂
1
𝒫𝑛 [𝑖?¯? · 𝒟𝑛, 𝑖𝒟
⊥𝜇
𝑛 ]
]︂
, 𝑔𝑛 · ℬ𝑛 =
[︂
1
𝒫𝑛 [𝑖?¯? · 𝒟𝑛, 𝑖𝑛 · 𝒟𝑛]
]︂
. (4.19)
Here the 𝒫𝑛 operators act only within the external square brackets. We can now
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eliminate the 𝑛 · ℬ𝑛 component of the gluon field using the equation of motion
?¯? · 𝒫𝑔𝑛 · ℬ𝑛 = −2𝒫⊥ · ℬ𝑛⊥𝜈 +
4
?¯? · 𝒫 𝑔
2𝑇𝐴
∑︁
𝑓
?¯?𝑓𝑛𝑇
𝐴 /¯𝑛
2
𝜒𝑓𝑛 +
2
?¯? · 𝒫 [ℬ
⊥
𝑛𝜈 , [?¯? · 𝒫𝑔ℬ⊥𝑛𝜈 ]] .
(4.20)
This allows the Lagrangian to be written entirely in terms of ℬ𝑛⊥ fields. From the
form of Eq. (4.20) we can see why this will lead to significant simplifications when
studying soft emissions from a single collinear gluon, since all terms on the right hand
side involve either a higher number of fields, or the 𝒫⊥ operator. When studying soft
emission at lowest order and lowest multiplicity, any term of the form ℬ𝑢𝑠ℬ𝑛𝑛 ·ℬ𝑛 can
therefore be dropped, which will simplify our discussion of the radiative functions.
Additionally, it is also possible to eliminate from the Lagrangian all instances of
the ultrasoft derivative operator 𝑛 · 𝜕𝑛 acting on 𝑛-collinear fields. This is achieved
for the collinear quark field using the equation of motion
𝑖𝑛 · 𝜕𝑛𝜒𝑛 = −𝑔𝑛 · ℬ𝑛𝜒𝑛 − 𝑖 /𝒟⊥𝑛
1
𝒫 𝑖 /𝒟
⊥
𝑛𝜒𝑛 , (4.21)
and for the collinear gluon field using
𝒫 [𝑖𝑛 · 𝜕𝑛𝑔ℬ𝜇𝑛⊥] = −
[︀𝒫⊥𝜈 [𝑔ℬ𝜇𝑛⊥, 𝑔ℬ𝜈𝑛⊥]]︀− [︁ℬ𝑛⊥𝜈 [𝑔𝒫 [𝜇⊥ , 𝑔ℬ𝜈]𝑛⊥]]︁− [︀ℬ⊥𝑛𝜈 [𝑔ℬ𝜇𝑛⊥, 𝑔ℬ𝜈𝑛⊥]]︀
(4.22)
+
𝒫
2
[𝒫𝜇⊥𝑔𝑛 · ℬ𝑛]−
[︁
𝒫⊥𝜈 𝒫 [𝜇⊥ 𝑔ℬ𝜈]𝑛
]︁
+
𝒫
2
[ℬ𝜇𝑛⊥𝑔𝑛 · ℬ𝑛]−
1
2
[︀
𝑔𝑛 · ℬ𝑛, [𝒫𝑔ℬ𝜇𝑛⊥]
]︀
− 𝑔2𝑇𝐴
∑︁
𝑓
[︂
?¯?𝑓𝑛𝑇
𝐴𝛾𝜇⊥
1
𝒫† (/𝒫
†
⊥ + 𝑔/ℬ𝑛⊥)
/¯𝑛
2
𝜒𝑓𝑛
]︂
− 𝑔2𝑇𝐴
∑︁
𝑓
[︂
?¯?𝑓𝑛
/¯𝑛
2
(/𝒫†⊥ + 𝑔/ℬ𝑛⊥)
1
𝒫†𝑇
𝐴𝛾𝜇⊥𝜒
𝑓
𝑛
]︂
.
These equations of motion, particularly for the gluon case are considerably more
cumbersome. When writing the full Lagrangian, as well as for performing fixed order
calculations, we therefore find it simpler to work with ultrasoft derivatives. However,
we note that if we are interested in tree level soft emissions off of a single collinear
line, an identical discussion as for 𝑛 · 𝐵𝑛 applies, and we can ignore all appearances
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of 𝑛 · 𝜕𝑢𝑠 acting on 𝑛 collinear fields in the Lagrangian. By using these equations
of motion, we are therefore able to greatly simplify the structure of the radiative
functions we consider.
4.2.3 Lagrangian at 𝒪(𝜆0)
For completeness, we begin by considering the leading power SCET Lagrangian.
Those familiar with the leading power BPS field redefinition and SCET Lagrangian
can skip to the next section. Before BPS field redefinition, the leading power La-
grangian involves interactions between collinear and ultrasoft particles. It can be
written as [53, 55, 61, 58]
ℒ(0)dyn = ℒ(0)𝑛𝜉 + ℒ(0)𝑛𝑔 + ℒ(0)𝑢𝑠 , (4.23)
where
ℒ(0)𝑛𝜉 = 𝜉𝑛
(︀
𝑖𝑛 ·𝐷𝑛𝑠 + 𝑖 /𝐷𝑛⊥𝑊𝑛
1
𝒫𝑛
𝑊 †𝑛𝑖 /𝐷𝑛⊥
)︀ /¯𝑛
2
𝜉𝑛 , (4.24)
ℒ(0)𝑛𝑔 =
1
2𝑔2
tr
{︀
([𝑖𝐷𝜇𝑛𝑠, 𝑖𝐷
𝜈
𝑛𝑠])
2
}︀
+ 𝜁tr
{︀
([𝑖𝜕𝜇𝑛𝑠, 𝐴𝑛𝜇])
2
}︀
+ 2tr
{︀
𝑐𝑛[𝑖𝜕
𝑛𝑠
𝜇 , [𝑖𝐷
𝜇
𝑛𝑠, 𝑐𝑛]]
}︀
,
and the ultrasoft Lagrangian, ℒ(0)𝑢𝑠 , is simply the QCD Lagrangian. Throughout this
chapter, we use a general covariant gauge with gauge fixing parameter 𝜁 for the
collinear gluons, and 𝑐𝑛 are the corresponding ghosts.
After performing the BPS field redefinition we have
ℒ(0)BPS = ℒ(0)BPS𝑛𝜉 + ℒ(0)BPS𝑛𝑔 + ℒ(0)𝑢𝑠 , (4.25)
where the ultrasoft Lagrangian is unchanged. The collinear quark Lagrangian is given
by
ℒ(0)BPS𝑛𝜉 = ?¯?𝑛
(︂
𝑖𝑛 · 𝒟𝑛 + 𝑖 /𝒟𝑛⊥
1
𝒫𝑛
𝑖 /𝒟𝑛⊥
)︂
/¯𝑛
2
𝜒𝑛 , (4.26)
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and the collinear gluon Lagrangian is given by1
ℒ(0)BPS𝑛𝑔 =
1
2𝑔2
tr
{︀
([𝑖𝒟𝜇𝑛, 𝑖𝒟𝜈𝑛])2
}︀
+ 𝜁tr
{︀
([𝑖𝜕𝜇𝑛 , 𝐴𝑛𝜇])
2
}︀
+ 2tr
{︀
𝑐𝑛[𝑖𝜕
𝑛
𝜇 , [𝑖𝐷
𝜇
𝑛, 𝑐𝑛]]
}︀
,
(4.27)
explicitly showing that ultrasoft and collinear interactions have been decoupled to
leading power.
4.2.4 Lagrangian at 𝒪(𝜆)
Before BPS field redefinition, the 𝒪(𝜆) Lagrangian can be written
ℒ(1) = ℒ(1)𝜒𝑛 + ℒ(1)𝐴𝑛 + ℒ(1)𝜒𝑛𝑞𝑢𝑠 , (4.28)
where [166, 470, 424, 60]
ℒ(1)𝜒𝑛 = ?¯?𝑛
(︁
𝑖 /𝐷𝑢𝑠⊥
1
𝒫 𝑖 /𝒟𝑛⊥ + 𝑖 /𝒟𝑛⊥
1
𝒫 𝑖 /𝐷𝑢𝑠⊥
)︁ /¯𝑛
2
𝜒𝑛 , (4.29)
describes the interactions between collinear quarks and gluons, and
ℒ(1)𝐴𝑛 =
2
𝑔2
Tr
(︁[︀
𝑖𝒟𝜇𝑛𝑠, 𝑖𝒟𝜈𝑛⊥
]︀[︀
𝑖𝒟𝑛𝑠𝜇, 𝑖𝐷⊥𝑢𝑠 𝜈
]︀)︁
+ 2𝜁Tr ([𝑖𝐷𝜇𝑢𝑠⊥, 𝐴𝑛⊥𝜇][𝑖𝜕
𝜈
𝑛𝑠, 𝐴𝑛𝜈 ])
+ 2Tr
(︀
𝑐𝑛[𝑖𝐷
𝜇
𝑢𝑠⊥, [𝑖𝐷
⊥
𝑛𝜇, 𝑐𝑛]]
)︀
+ 2Tr
(︀
𝑐𝑛[𝒫𝜇⊥, [𝑊𝑛𝑖𝐷⊥𝑢𝑠𝜇𝑊 †𝑛, 𝑐𝑛]]
)︀
, (4.30)
describes the dynamics of the pure gluon sector, including gauge fixing terms2, and
ℒ(1)𝜒𝑛𝑞𝑢𝑠 = ?¯?𝑛𝑔/ℬ𝑛⊥𝑞𝑢𝑠 + h.c., (4.31)
describes the coupling of soft and collinear quarks.
1Note that tr
{︀
([𝑖𝒟𝜇𝑛, 𝑖𝒟𝜈𝑛])2
}︀
= tr
{︀
𝑊 †𝑛([𝑖𝐷
𝜇
𝑛, 𝑖𝐷
𝜈
𝑛])
2𝑊𝑛
}︀
= tr
{︀
([𝑖𝐷𝜇𝑛, 𝑖𝐷
𝜈
𝑛])
2
}︀
which is the form
sometimes used in the literature to write down this term of the collinear leading power Lagrangian.
2Note that the presence of power suppressed gauge fixing Lagrangians is necessary due to the
fact that RPI symmetry connects Lagrangians at different orders in the power counting, and would
be broken if they were not included. For example, these subleading power gauge fixing Lagrangians
have been shown to give important contributions to the derivation of the LBK theorem for gluons
in SCET, see Appendix D of [384].
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We now wish to express the subleading power Lagrangians in a simplified form in
terms of the gauge invariant building blocks, which will be one of the main results of
this chapter. This organization of the Lagrangians after BPS field redefinition was
also considered in [384], although there it was performed schematically. Here we will
provide explicit expressions for all components, as well as use the equations of motion
to simplify the result so that it can easily be used for subleading power factorization.
After performing the BPS field redefinition, we can perform the same division of
the Lagrangian as above,
ℒ(1)BPS = ℒ(1)BPS𝜒𝑛 + ℒ(1)BPS𝐴𝑛 + ℒ(1)BPS𝜒𝑛𝑞𝑢𝑠 , (4.32)
where the collinear quark Lagrangian is given by
ℒ(1)BPS𝜒𝑛 = 𝑔?¯?𝑛ℬ⊥𝑢𝑠(𝑛) · 𝒫⊥
/¯𝑛
𝒫𝜒𝑛 + 𝑔?¯?𝑛𝜕
⊥
𝑢𝑠(𝑛) · 𝒫⊥
/¯𝑛
𝒫𝜒𝑛 + ?¯?𝑛
(︂
𝑖/𝜕⊥𝑢𝑠
1
𝒫 𝑔/ℬ𝑛⊥ + 𝑔/ℬ𝑛⊥
1
𝒫 𝑖/𝜕⊥𝑢𝑠
)︂
/¯𝑛
2
𝜒𝑛
+ ?¯?𝑛
(︂
𝑖/ℬ⊥𝑢𝑠(𝑛)
1
𝒫 𝑔/ℬ𝑛⊥ + 𝑔/ℬ𝑛⊥
1
𝒫 𝑖/ℬ⊥𝑢𝑠(𝑛)
)︂
/¯𝑛
2
𝜒𝑛 , (4.33)
the collinear gluon Lagrangian is divided into three pieces
ℒ(1)BPS𝐴𝑛 = ℒ(1)BPS𝑔𝑛 + ℒ(1)BPSghost + ℒ(1)BPSgf , (4.34)
which are given by
ℒ(1)BPS𝑔𝑛 = [𝒫𝜈⊥ℬ𝜇𝑎⊥ ][𝑖𝜕⊥𝑢𝑠𝜈ℬ𝜇𝑎𝑛⊥]− [𝒫𝜇⊥ℬ𝜈𝑎⊥ ][𝑖𝜕⊥𝑢𝑠𝜈ℬ𝜇𝑎𝑛⊥]
− 𝑖𝑔𝑓𝑎𝑏𝑐
{︁
ℬ𝜈𝑎𝑢𝑠⊥ℬ𝜇𝑏𝑛⊥[𝒫𝜇⊥ℬ𝜈𝑐𝑛⊥]− ℬ𝜈𝑎𝑢𝑠⊥ℬ𝜇𝑏𝑛⊥[𝒫𝜈⊥ℬ𝜇𝑐𝑛⊥] + ℬ𝜇𝑎𝑛⊥ℬ𝜈𝑏𝑛⊥[𝑖𝜕⊥𝑢𝑠𝜈𝑔ℬ𝜇𝑐𝑛⊥]
}︁
+ 𝑔2𝑓𝑎𝑏𝑒𝑓𝑐𝑑𝑒ℬ𝜇𝑎𝑛⊥ℬ𝜈𝑏𝑛⊥ℬ𝜈𝑐𝑢𝑠⊥ℬ𝜇𝑑𝑛⊥
+ [𝒫ℬ𝜈𝑎𝑛⊥][𝑖𝜕⊥𝑢𝑠𝜈𝑛 · ℬ𝑎𝑛] + 𝑖𝑔𝑓𝑎𝑏𝑐[𝒫ℬ𝜈𝑎𝑛⊥]𝑛 · ℬ𝑏𝑛ℬ𝑐𝜈𝑢𝑠⊥ ,
ℒ(1)BPSghost = 2Tr
(︀
𝑐𝑛[𝑖𝜕
𝜇
𝑢𝑠⊥, [𝑖𝐷
⊥
𝑛𝜇, 𝑐𝑛]]
)︀
+ 2Tr
(︀
𝑐𝑛[𝑇
𝑎, [𝑖𝐷⊥𝑛𝜇, 𝑐𝑛]]
)︀
𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)
+ 2Tr
(︀
𝑐𝑛[𝒫𝜇⊥, [𝑊𝑛𝑖𝜕𝑢𝑠⊥𝜇𝑊 †𝑛, 𝑐𝑛]]
)︀
+ 2Tr
(︀
𝑐𝑛[𝒫⊥𝜇, [𝑊𝑛𝑇 𝑎𝑊 †𝑛, 𝑐𝑛]]
)︀
𝑔ℬ𝑎𝜇𝑢𝑠(𝑛) ,
ℒ(1)BPSgf = 2𝜁Tr ([𝑖𝜕𝜇𝑢𝑠⊥, 𝐴𝑛⊥𝜇][𝑖𝜕𝜈𝑛, 𝐴𝑛𝜈 ]) + 2𝜁Tr ([𝑇 𝑎, 𝐴𝑛⊥𝜇][𝑖𝜕𝜈𝑛, 𝐴𝑛𝜈 ]) 𝑔ℬ𝑎𝜇𝑢𝑠(𝑛) . (4.35)
131
Finally, the interaction of soft quarks is described by the Lagrangian
ℒ(1)BPS𝜒𝑛𝜓𝑢𝑠 = ?¯?𝑛𝑔/ℬ𝑛⊥𝜓𝑢𝑠(𝑛) + h.c. . (4.36)
The structure of the 𝒪(𝜆) Lagrangian is quite complicated, since it describes
the complete dynamics of the subleading power corrections to the soft and collinear
dynamics, including ghost and gauge fixing terms. In its current form, it also involves
multiple polarizations of the collinear gluon field. To simplify its structure, we use
the equations of motion3, as discussed in Sec. 4.2.2. Simplifying the result to focus
only on ultrasoft emissions out of two collinear fields we find the structure
ℒ(1)BPS𝑛 =− 2𝑔[𝒫𝜇⊥ ℬ𝜈𝑛⊥][ℬ⊥𝑛𝜈 ,ℬ⊥𝑢𝑠𝜇] + 𝑔?¯?𝑛ℬ⊥𝑢𝑠(𝑛) · 𝒫⊥
/¯𝑛
𝒫𝜒𝑛 + ?¯?𝑛𝑔/ℬ𝑛⊥𝜓𝑢𝑠(𝑛) + h.c.
+ ℬ𝑢𝑠 ·𝐾(1)ℬ𝑢𝑠 +𝐾(1)𝜕𝑢𝑠 , (4.37)
where 𝐾(1)ℬ𝑢𝑠 and 𝐾
(1)
𝜕𝑢𝑠
contain ≥ 3 collinear fields, and are therefore not relevant for
our current analysis. In this form, the Lagrangian is written entirely in terms gauge
invariant fields, and due to the organization in terms of fields, it is clear at which
order in perturbation theory each term can contribute. After performing the BPS
field redefinition, and writing the result in terms of collinear and soft gauge invariant
fields, the soft and collinear fields are only coupled through Lorentz and color indices,
as well as through potential derivative operators. Since each of the building blocks
appearing in the Lagrangian is separately gauge invariant, this will allow for a simple
factorization into collinear and soft components, tied together through Lorentz and
color indices, which will give rise to the radiative functions.
The first three terms of Eq. (4.37) describe the 𝒪(𝜆) emission of a soft gluon
from a collinear gluon, a soft gluon from a collinear quark, and a soft quark from a
collinear quark or gluon, respectively. Using the Lagrangian, we can derive the tree
level Feynman rules, which are given in Fig. 4-3. Note that in accord with the LBK
3Note that the EOM are homogeneus in the power counting 𝜆, but not in the coupling constant.
Therefore the use of the EOM can reshuffle terms among different orders in 𝑔, but it won’t move
terms between Lagrangians at different orders.
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=
2𝑖𝑔𝑇 𝑎
?¯? · 𝑝
(︂
𝑝𝜇⊥ −
𝑘⊥𝑠 · 𝑝⊥
𝑛 · 𝑘𝑠 𝑛
𝜇
)︂
/¯𝑛
2
= 2𝑔𝑓𝑎𝑏𝑐
[︂
𝑔𝜇𝜈⊥ 𝑝
𝜌
⊥ − 𝑔𝜇𝜈⊥ 𝑝⊥ · 𝑘⊥
𝑛𝜌
𝑛 · 𝑘
−
(︂
𝑝𝜌⊥ − 𝑝⊥ · 𝑘⊥
𝑛𝜌
𝑛 · 𝑘
)︂(︂
𝑝𝜇⊥
?¯?𝜈
?¯? · 𝑝 + 𝑝
𝜈
⊥
?¯?𝜇
?¯? · 𝑝 − 𝑝
2
⊥
?¯?𝜇?¯?𝜈
(?¯? · 𝑝)2
)︂]︂
= 𝑖𝑔𝑇 𝑎
(︂
𝛾𝜇⊥ −
/𝑝⊥ ?¯?
𝜇
?¯? · 𝑝
)︂
Figure 4-3: Feynman rules for the 𝒪(𝜆) Lagrangian describing the emission of a soft
gluon or quark.
theorem, the single ultrasoft gluon Feynman rule of ℒ(1) vanishes when the label ⊥
momentum of the collinear leg is set to zero. Unlike for the emission of a soft gluon,
the Feynman rule for a soft quark emission does not vanish when the 𝒫⊥ of the
collinear line vanishes.
Since the Lagrangian is defined in terms of gauge invariant soft quark and gluon
fields, which involve ultrasoft Wilson lines, they also give the Feynman rules for an
arbitrary number of additional leading power soft gluon emissions. Similarly, the
gauge invariant collinear fields also involve collinear Wilson lines, which describe
collinear radiative corrections to the above Feynman rules. The 𝐾(1)ℬ𝑢𝑠 and 𝐾
(1)
𝜕𝑢𝑠
in
Eq. (4.37) involve additional collinear fields. For a single soft emission from a collinear
line, these can first appear at loop level. We will not work out the explicit form of these
loop contributions in this initial chapter, however, we will discuss their contributions
in later sections.
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4.2.5 Lagrangian at 𝒪(𝜆2)
At 𝒪(𝜆2) the SCET Lagrangian before BPS field redefinition can be written as [470,
424, 60]
ℒ(2) = ℒ(2)𝜒𝑛 + ℒ(2)𝐴𝑛 + ℒ(2)𝜒𝑛𝑞𝑢𝑠 , (4.38)
where for convenience, we further decompose the gluon Lagrangian as
ℒ(2)𝐴𝑛 = ℒ(2)𝑔𝑛 + ℒ(2)ghost + ℒ(2)gf . (4.39)
The different components of the Lagrangian are given by
ℒ(2)𝜒𝑛𝑞𝑢𝑠 = ?¯?𝑛
/¯𝑛
2
[𝑊 †𝑛𝑖𝑛 ·𝐷𝑊𝑛]𝑞𝑢𝑠 + ?¯?𝑛
/¯𝑛
2
𝑖 /𝒟𝑛⊥
1
𝒫 𝑖𝑔 /ℬ𝑛⊥𝑞𝑢𝑠 + h.c. ,
ℒ(2)𝜒𝑛 = ?¯?𝑛
(︂
𝑖 /𝐷𝑢𝑠⊥
1
𝒫 𝑖 /𝐷𝑢𝑠⊥ − 𝑖 /𝒟𝑛⊥
𝑖?¯? ·𝐷𝑢𝑠
(𝒫)2 𝑖 /𝒟𝑛⊥
)︂
/¯𝑛
2
𝜒𝑛 ,
ℒ(2)𝑛𝑔 =
1
𝑔2
Tr
(︀
[𝑖𝒟𝜇𝑛𝑠, 𝑖𝐷⊥𝜈𝑢𝑠 ][𝑖𝒟𝑛𝑠𝜇, 𝑖𝐷⊥𝑢𝑠𝜈 ]
)︀
+
1
𝑔2
Tr
(︀
[𝑖𝐷𝜇𝑢𝑠⊥, 𝑖𝐷
𝜈
𝑢𝑠⊥][𝑖𝒟⊥𝑛𝜇, 𝑖𝒟⊥𝑛𝜈 ]
)︀
+
1
𝑔2
Tr ([𝑖𝒟𝜇𝑛𝑠, 𝑖𝑛 · 𝒟𝑛𝑠][𝑖𝒟𝑛𝑠𝜇, 𝑖?¯? ·𝐷𝑢𝑠]) +
1
𝑔2
Tr
(︀
[𝑖𝐷𝜇𝑢𝑠⊥, 𝑖𝒟⊥𝑛𝜈 ][𝑖𝒟⊥𝑛𝜇, 𝑖𝐷𝜈𝑢𝑠⊥]
)︀
,
ℒ(2)gf = 𝜁Tr ([𝑖𝐷𝜇𝑢𝑠⊥, 𝐴𝑛⊥𝜇][𝑖𝐷𝜈𝑢𝑠⊥, 𝐴𝑛⊥𝜈 ]) + 𝜁Tr ([𝑖?¯? ·𝐷𝑢𝑠, 𝑛 · 𝐴𝑛][𝑖𝜕𝜇𝑛𝑠, 𝐴𝑛𝜇]) ,
ℒ(2)ghost = 2Tr
(︀
𝑐𝑛[𝑖𝐷
𝜇
𝑢𝑠⊥, [𝑊𝑛𝑖𝐷
⊥
𝑢𝑠𝜇𝑊
†
𝑛, 𝑐𝑛]]
)︀
+ Tr (𝑐𝑛[𝑖?¯? ·𝐷𝑢𝑠, [𝑖𝑛 ·𝐷𝑛𝑠, 𝑐𝑛]])
+ Tr
(︀
𝑐𝑛[𝒫 , [𝑊𝑛𝑖?¯? ·𝐷𝑢𝑠𝑊 †𝑛, 𝑐𝑛]]
)︀
. (4.40)
After performing the BPS field redefinition, and writing the result in terms of ultrasoft
gauge invariant fields, we find that the Lagrangians involving quark fields can be
written
ℒ(2)BPS𝜒𝑛 = ?¯?𝑛
(︂
𝑖/𝜕𝑢𝑠⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥
)︂
/¯𝑛
2
𝜒𝑛
− ?¯?𝑛 𝑖?¯? · 𝜕𝑢𝑠𝒫2 𝒫
2
⊥
/¯𝑛
2
𝜒𝑛 − ?¯?𝑛𝑔/ℬ⊥
𝑖?¯? · 𝜕𝑢𝑠
𝒫2 /𝒫⊥
/¯𝑛
2
𝜒𝑛
− ?¯?𝑛 𝑖?¯? · 𝜕𝑢𝑠𝒫2 /𝒫⊥/ℬ⊥
/¯𝑛
2
𝜒𝑛 − ?¯?𝑛𝑔/ℬ⊥
𝑖?¯? · 𝜕𝑢𝑠
𝒫2 /ℬ⊥
/¯𝑛
2
𝜒𝑛
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+ ?¯?𝑛
(︂
𝑇 𝑎𝛾𝜇⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎𝛾𝜇⊥
)︂
/¯𝑛
2
𝜒𝑛 𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)
− ?¯?𝑛𝑇 𝑎𝒫
2
⊥
𝒫2
/¯𝑛
2
𝜒𝑛𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛) − ?¯?𝑛𝑔/ℬ⊥
𝑇 𝑎
𝒫2 /𝒫⊥
/¯𝑛
2
𝜒𝑛𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛)
− ?¯?𝑛 /𝒫⊥
𝑇 𝑎
𝒫2 /ℬ⊥
/¯𝑛
2
𝜒𝑛𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛) − ?¯?𝑛𝑔/ℬ⊥
𝑇 𝑎
𝒫2 /ℬ⊥
/¯𝑛
2
𝜒𝑛𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛)
+ ?¯?𝑛
(︂
𝑇 𝑎𝛾𝜇⊥
1
𝒫 𝑇
𝑏𝛾𝜈⊥
)︂
/¯𝑛
2
𝜒𝑛 𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)𝑔ℬ𝑏𝜈𝑢𝑠(𝑛)
+ ?¯?𝑛
/¯𝑛
2
𝑖𝑛 · ℬ𝑛𝜓(𝑛)𝑢𝑠 + ?¯?𝑛
/¯𝑛
2
𝑖 /𝒟𝑛⊥
1
𝒫 𝑖𝑔 /ℬ𝑛⊥𝜓
(𝑛)
𝑢𝑠 + h.c. . (4.41)
The Lagrangians describing the pure glue sector are more complicated, involving
both ghost and gauge fixing terms. We find that they can be written
ℒ(2)BPS𝑛𝑔 = Tr
(︀
𝑖𝑛 · 𝜕ℬ⊥𝑛𝜇𝑖?¯? · 𝜕ℬ⊥𝜇𝑛 − [𝒫𝑛 · ℬ𝑛]𝑖?¯? · 𝜕𝑛 · ℬ𝑛 − [𝒫𝜇⊥𝑛 · ℬ𝑛]𝑖?¯? · 𝜕ℬ⊥𝑛𝜇
)︀
+ 𝑔Tr
(︁
𝜕
[𝜇
⊥ℬ𝜈]𝑢𝑠⊥[ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ]− 𝑖𝑛 · 𝜕ℬ⊥𝑛𝜇[ℬ⊥𝑛𝜇, ?¯? · ℬ(𝑛)𝑢𝑠 ]
+𝒫𝜇⊥𝑛 · ℬ𝑛[ℬ⊥𝑛𝜇, ?¯? · ℬ(𝑛)𝑢𝑠 ] + 𝒫𝑛 · ℬ𝑛[𝑛 · ℬ𝑛, ?¯? · ℬ(𝑛)𝑢𝑠 ]
)︀
+ 𝑔2Tr
(︀
[ℬ⊥(𝑛)𝜇𝑢𝑠 ,ℬ⊥(𝑛)𝜈𝑢𝑠 ][ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ]
)︀
,
ℒ(2)BPSgf = 𝜁Tr
(︁
[𝑖𝜕𝜇𝑢𝑠⊥ + 𝑇
𝑎𝑔ℬ𝑎𝜇𝑢𝑠(𝑛), 𝐴𝑛⊥𝜇][𝑖𝜕𝜈𝑢𝑠⊥ + 𝑇 𝑎𝑔ℬ𝑎𝜈𝑢𝑠(𝑛), 𝐴𝑛⊥𝜈 ]
)︁
+ 𝜁Tr
(︀
[𝑖?¯? · 𝜕𝑢𝑠 + 𝑇 𝑎𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛), 𝑛 · 𝐴𝑛][𝑖𝜕𝜇𝑛 , 𝐴𝑛𝜇]
)︀
,
ℒ(2)BPSghost = 2Tr
(︁
𝑐𝑛[𝑖𝜕
𝜇
𝑢𝑠⊥ + 𝑇
𝑎𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)⊥, [𝑊𝑛(𝑖𝜕⊥𝑢𝑠𝜇 + 𝑇 𝑏𝑔ℬ𝑏⊥𝑢𝑠(𝑛)𝜇)𝑊 †𝑛, 𝑐𝑛]]
)︁
+ Tr
(︀
𝑐𝑛[𝑖?¯? · 𝜕𝑢𝑠 + 𝑇 𝑎𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛), [𝑖𝑛 ·𝐷𝑛, 𝑐𝑛]]
)︀
+ Tr
(︀
𝑐𝑛[𝒫 , [𝑊𝑛(𝑖?¯? · 𝜕𝑢𝑠 + 𝑇 𝑎𝑔?¯? · ℬ𝑎𝑢𝑠(𝑛))𝑊 †𝑛, 𝑐𝑛]]
)︀
. (4.42)
To make the 𝒪(𝜆2) Lagrangian more tractable, we can use the equations of motion
to write it entirely in terms of our basis of gauge invariant building blocks. This is a
straightforward, but tedious algebraic exercise, and therefore we simply present the
final result. Using the equations of motion to rewrite the Lagrangian in terms of our
operator basis, we find
ℒ(2)BPS = Tr
(︂
𝑖𝑛 · 𝜕ℬ⊥𝑛𝜇𝑖?¯? · 𝜕ℬ⊥𝜇𝑛 − 4[𝒫𝑛⊥ · ℬ𝑛⊥]𝑖?¯? · 𝜕
𝒫𝑛⊥ · ℬ𝑛⊥
?¯? · 𝒫 + 2
[︂
𝒫𝜇⊥
𝒫𝑛⊥ · ℬ𝑛⊥
?¯? · 𝒫
]︂
𝑖?¯? · 𝜕ℬ⊥𝑛𝜇
)︂
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− ?¯?𝑛𝜕
2
⊥
𝒫
/¯𝑛
2
𝜒𝑛 +
+ 𝑔?¯?𝑛
/¯𝑛
2
𝑖 /𝒫⊥
1
𝒫 /ℬ𝑛⊥𝜓𝑢𝑠(𝑛) − 𝑔?¯?𝑛
/¯𝑛
2
2
𝒫𝒫⊥ · ℬ𝑛𝜓𝑢𝑠(𝑛) + h.c.
+ Tr
(︀
2𝑔 [𝑖𝜕𝜇⊥ℬ𝜈𝑢𝑠] [ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ] + 𝑔2[ℬ⊥𝜇𝑢𝑠 ,ℬ⊥𝜈𝑢𝑠 ][ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ]
)︀
+ 𝑔?¯?𝑛
(︀
[𝑖/𝜕𝑢𝑠⊥/ℬ𝑢𝑠⊥] + 2ℬ𝑢𝑠⊥ · 𝑖𝜕𝑢𝑠⊥
)︀ 1
𝒫
/¯𝑛
2
𝜒𝑛 + 𝑔
2?¯?𝑛/ℬ𝑢𝑠⊥/ℬ𝑢𝑠⊥
1
𝒫
/¯𝑛
2
𝜒𝑛
+ ℬ𝑢𝑠 ·𝐾(2)ℬ𝑢𝑠 +𝐾(2)𝜕𝑢𝑠 , (4.43)
where, as in Eq. (4.37), the 𝐾 contain ≥ 3 collinear fields, which will not be relevant
for the discussion in this chapter. This gives the Lagrangian at 𝒪(𝜆2) in terms
of gauge invariant soft and collinear quark and gluon fields in such a way that it
is clear at which order in perturbation theory each term can contribute. We have
used the EOM to write it entirely in terms of the ℬ𝑛⊥ field, eliminating the other
polarizations. For practical applications, we can also apply the EOM of Eq. (4.22),
however, this significantly complicates the structure of the Lagrangian, and therefore
we have not written it out explicitly. This simplified form of the 𝒪(𝜆2) Lagrangian
is one of the key results of this chapter. We again emphasize that its highly non-
trivial non-local structure, involving a multitude of soft and collinear Wilson lines, is
fully determined by the structure of the BPS field redefinition, and the local SCETI
Lagrangians, allowing it to be constructed systematically. This form, in terms of
gauge invariant building blocks linked only by Lorentz and color indices, will allow
for a straightforward factorization into radiative functions.
In Eq. (4.43), terms appear involving 0, 1 and 2 ℬ𝑢𝑠 fields, as well as the gauge
invariant ultrasoft quark field. Since the 𝒪(𝜆2) Lagrangians contain various terms
we are going to give the Feynman rules under the common assumption of vanishing
label perpendicular momentum of all collinear fields to zero 𝒫⊥ = 0. Under this
assumption the Feynman rules are given in Fig. 4-4.
It is important to emphasize that since ℬ𝑏𝜈𝑢𝑠(𝑛) has Feynman rules with an infinite
number of soft emissions, the terms involving one and two ℬ𝑢𝑠 fields will both con-
tribute to the complete two gluon Feynman rule. In the Feynman rules in Fig. 4-4
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= 𝑖𝑔𝑇 𝑎
[︂
2𝑘⊥1𝜇 − /𝑘⊥𝑠 𝛾⊥𝜇 −
(︁
2𝑘⊥𝑠 · 𝑘⊥1 − (𝑘⊥𝑠 )2
)︁ 𝑛𝜇
𝑛 · 𝑘𝑠
]︂
/¯𝑛
2?¯? · 𝑝 ,
= 2𝑔𝑓𝑎𝑏𝑐
(︀
𝑘𝜇⊥𝑔
𝜈𝜌
⊥ − 𝑘𝜈⊥𝑔𝜇𝜌⊥
)︀
,
= − 𝑔𝑇
𝑎
𝑛 · 𝑘𝑠
[︂
𝑛𝜇 − 𝑛 · 𝑝
?¯? · 𝑝 ?¯?
𝜇
]︂
,
= − 𝑔
2 /¯𝑛
2?¯? · 𝑝
(︂
1
4
[𝑇 𝑎, 𝑇 𝑏][𝛾𝛼⊥, 𝛾
𝛽
⊥] +
1
2
{𝑇 𝑎, 𝑇 𝑏}𝑔𝛼𝛽⊥
)︂(︃
𝑔𝜇𝛼⊥ 𝑔
𝜈𝛽
⊥ −
𝑘𝛼𝑎⊥𝑔
𝜈𝛽
⊥
𝑛 · 𝑘𝑎 𝑛
𝜇
−𝑔
𝜇𝛼
⊥ 𝑘
𝛽
𝑏⊥
𝑛 · 𝑘𝑏 𝑛
𝜈 + 𝑛𝜇𝑛𝜈
𝑘𝛼𝑎⊥𝑘
𝛽
𝑏⊥
𝑛 · 𝑘𝑎 𝑛 · 𝑘𝑏
)︃
+
(︀
𝑎↔ 𝑏, 𝜇↔ 𝜈, 𝑘𝑎 ↔ 𝑘𝑏
)︀
= − 𝑔
2 /¯𝑛
2?¯? · 𝑝𝑇
𝑎𝑇 𝑏
(︂
𝛾𝜇⊥𝛾
𝜈
⊥ −
/𝑘𝑎⊥𝛾𝜈⊥
𝑛 · 𝑘𝑎 𝑛
𝜇 − 𝛾
𝜇
⊥/𝑘𝑏⊥
𝑛 · 𝑘𝑏 𝑛
𝜈 + 𝑛𝜇𝑛𝜈
/𝑘𝑎⊥/𝑘𝑏⊥
𝑛 · 𝑘𝑎 𝑛 · 𝑘𝑏
)︂
+
(︀
𝑎↔ 𝑏, 𝜇↔ 𝜈, 𝑘𝑎 ↔ 𝑘𝑏
)︀
,
= −2𝑔4𝑓𝑎𝑏𝑐𝑓 𝑐𝑑𝑒
[︂
𝑔⊥𝜇𝜌𝑔
⊥
𝜈𝜎 − 𝑔⊥𝜇𝜎𝑔⊥𝜈𝜌 +
𝑛𝜇
𝑛 · 𝑘1
(︁
𝑔⊥𝜈𝜌𝑘
⊥
1𝜎 − 𝑔⊥𝜈𝜎𝑘⊥1𝜌
)︁
− 𝑛
𝜈
𝑛 · 𝑘2
(︁
𝑔⊥𝜇𝜌𝑘
⊥
2𝜎 − 𝑔⊥𝜇𝜎𝑘⊥2𝜌
)︁
+
𝑛𝜇𝑛𝜈
𝑛 · 𝑘1𝑛 · 𝑘2
(︁
𝑘⊥1𝜌𝑘
⊥
2𝜎 − 𝑘⊥1𝜎𝑘⊥2𝜌
)︁]︂
.
Figure 4-4: Feynman rules for the 𝒪(𝜆2) Lagrangian when 𝑝𝑛⊥ = 0 describing the
emission of a soft gluon or quark, or the double non-eikonal emission of soft gluons.
we have given only the contribution from the Lagrangian insertion involving two ℬ𝑢𝑠
fields. For simplicity we have not given the two soft gluon Feynman rule from ℒ(2)ℬ
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which can be straightforwardly derived using the two gluon Feynman rule of the ul-
trasoft gauge invariant gluon field in Eq. (2.15). These contributions are separately
gauge invariant.
The other terms in Eq. (4.43) involve additional collinear fields. For soft emissions
from a collinear line, they can first contribute when there are collinear loops. We will
not explicitly compute their loop level contributions, but will further discuss their
structure in later sections. Note that at 𝒪(𝜆2), we also have contributions from
two insertions of the 𝒪(𝜆) operator. These will be discussed when we consider the
complete classification of radiative function for 𝑒+𝑒− → dijets in Sec. 4.5.
4.3 Amplitude Level Factorization with Radiative Func-
tions
In this section we derive factorization formulas in terms of radiative functions for soft
emissions at amplitude level. While our goal is to study the factorization of event
shapes, and the structure of radiative functions at cross section level, initiating our
studies at amplitude level is useful for several reasons. First, it is useful for connecting
to the study of the subleading power soft behavior of amplitudes, which in itself is an
interesting subject to which the factorization theorems that we derive can be applied.
Second, it allows us to connect to other work in the literature on radiative functions,
which have typically been formulated at amplitude level. Finally, it also provides a
slightly simpler situation to illustrate the general features of factorization involving
radiative functions, which will persist at the cross section level. In particular, we
will illustrate how radiative functions are defined as integrals along the lightcone of
Lagrangian insertions, which dress the leading power Wilson lines, giving rise to a
breakdown of eikonalization.
In this section we will only consider those radiative functions that are relevant
for describing tree level soft emissions. In particular, this eliminates all contributions
involving more than two collinear fields. Furthermore, we will use RPI to take each
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collinear sector in the amplitude to have a total 𝒫⊥ = 0, which eliminates 𝒪(𝜆)
contributions to radiative soft gluon emission, as is guaranteed by the LBK theorem
[406, 129]. See [384] for a detailed discussion in the context of SCET. This leaves us
with the following cases of interest
∙ Single 𝜓𝑢𝑠 emission at 𝒪(𝜆),
∙ Single ℬ𝑢𝑠 emission at 𝒪(𝜆2),
∙ Double ℬ𝑢𝑠 emission at 𝒪(𝜆2),
each of which will be studied in this section. Single 𝜓𝑢𝑠 emission could also be studied
at 𝒪(𝜆2), however, due to fermion number conservation in the soft sector, this can
first contribute at cross section level at 𝒪(𝜆4), and is therefore not of interest to
us here. Terms with additional collinear fields, that do not contribute at tree level,
can be treated in an identical manner, and we will briefly comment on loop level
contributions at the end of this section.
For convenience a summary of the radiative functions is given in Table 4.1, which
shows the schematic factorization of the amplitude, the tree level Feynman rule for
the radiative function, as well as the equation number where its definition can be
found. The derivation of the factorizations are given in the text.
After extending the formalism of this section to cross section level factorization
in Sec. 4.4, a complete classification of the field content of all radiative jet functions
contributing to a physical observable, namely thrust in 𝑒+𝑒− → dijets, will be given
in Sec. 4.5. This includes those which first contribute at loop level. By fixing a
particular physical process, we will be able to exploit the symmetries of the problem
to slightly simplify the structure of the radiative contributions.
4.3.1 Leading Power Amplitude Factorization
Before considering radiative functions at the amplitude level, we begin by briefly
reviewing the well known leading power amplitude level factorization. This will help
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Radiative
Function Factorization Tree Level Feynman Rule Equation
[︁
𝒥 ?¯?𝑖𝜓𝑛𝑗(𝑘+)
]︁𝛽𝑗 ,𝑠𝑗
= −
[︁(︁
/𝜖𝐴⊥ − /
𝑝⊥ 𝑛·𝜖𝐴(𝑝)
?¯?·𝑝
)︁
/𝑛
2𝑘+
]︁
?¯?,𝑠
𝑇𝐴𝑖,𝛽𝑗 Eq. (4.58)
[︀𝒥 𝜇𝜈𝑞,𝐴(𝑘+)]︀𝑖,𝑠 = − [︁?¯?𝑛(𝑝)𝑔𝑇𝐴𝛾𝜇⊥𝛾𝜈⊥?¯?·𝑝 𝑛·𝑘 ]︁𝑖,𝑠 Eq. (4.70)
[︀𝒥 𝜇𝜈𝑔,𝐴(𝑘)]︀𝑀𝜌 = −𝑖𝑔𝑓𝐴𝐵𝑀?¯?·𝑝 𝑛·𝑘 (︁𝑔𝜇𝜌⊥ 𝜖𝜈𝐵⊥ − 𝑔𝜈𝜌⊥ 𝜖𝜇𝐵⊥ )︁ Eq. (4.80)
[︀𝒥 𝜇𝜈𝑞,𝐴𝐵,𝑛(𝑘)]︀𝑖,𝑠 = 𝑖𝑔2?¯?·𝑝𝑛·𝑘 [︀?¯?𝑛(𝑝) (︀[𝛾𝜇⊥, 𝛾𝜈⊥][𝑇𝐴, 𝑇𝐵] + 𝑔𝜇𝜈⊥ {𝑇𝐴, 𝑇𝐵})︀]︀𝑖,𝑠 Eq. (4.85)
[︀𝒥 𝜇𝜈𝑔,𝐴(𝑘)]︀ = 𝑔2𝑓𝐴𝐵𝐶𝑓𝐶𝐷𝑀?¯?·𝑝𝑛·𝑘 (︁𝑔𝜇𝜌⊥ 𝜖𝜈𝐷⊥ − 𝑔𝜈𝜌⊥ 𝜖𝜇𝐷⊥ )︁ = 𝑔𝑓𝐴𝐵𝐶𝒥 𝜇𝜈𝑔,𝐶 Eq. (4.90)
Table 4.1: A summary of the radiative functions with tree level Feynman rules,
showing also the schematic factorization of the amplitude, and the equation where
the definition of the radiative function can be found. Derivations of the factorizations
are given in the text.
to establish our notation, as well as to emphasize distinctions when we consider the
subleading power case.
To study factorization at the amplitude level, we can proceed as in Sec. 2.3,
however, we study only the matrix element
𝒜𝑁 = ⟨𝑋|𝒪(0)|0⟩ , (4.44)
instead of the squared matrix element. Here 𝒪 is a full theory QCD operator, and 𝑋
is an 𝑁 -jet state in the full theory. In the soft and collinear limits, we can proceed
identically to the factorization at the cross section level, namely we match to the
leading power 𝑁 -jet operator in the EFT, which we assume has a single collinear
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field, 𝑋𝑘𝑖𝑛𝑖 , in each collinear sector
𝒪(0)𝑁 = 𝐶(0)𝑁 ({𝑄𝑖})⊗
𝑁∏︁
𝑖=1
[︀
𝛿(?¯?𝑖𝑄𝑖 − ?¯? · 𝑖𝜕𝑛)𝑋𝜅𝑖𝑛𝑖 (0)
]︀
. (4.45)
Here the 𝜅𝑖 labels the parton identity of the 𝑛𝑖 collinear field that can either be a
quark jet field 𝜒𝑛𝑖 or a gluon jet field ℬ⊥𝑛𝑖 . Throughout this section, we will assume
for simplicity that there is a single such operator, since the structure of the leading
power operator will not play a significant role in our discussion. Furthermore, we will
suppress explicit contractions of color indices, since they are standard. The BPS field
redefinition factorizes the Hilbert space, and hence the state
⟨𝑋| =
∏︁
𝑖
⟨𝑋𝑛𝑖|⟨𝑋𝑢𝑠| , (4.46)
into collinear states ⟨𝑋𝑛𝑖 | and an ultrasoft state ⟨𝑋𝑢𝑠|. With the interactions in the
Lagrangian decoupled, the leading power factorization of the matrix element is then
simply an algebraic exercise, and we obtain the factorized expression
𝒜(0)𝑁 = ⟨𝑋|𝒪(0)𝑁 |0⟩ = 𝐶(0)𝑁 ({𝑄𝑖})
∏︁
𝑖
⟨𝑋𝑛𝑖 |𝛿(?¯?𝑖𝑄𝑖 − ?¯? · 𝑖𝜕𝑛)𝑋𝜅𝑖𝑛𝑖 (0)|0⟩
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒T∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩
.
(4.47)
Here 𝜅𝑖 labels both the parton identity of the 𝑛𝑖 collinear field, as well as the represen-
tation of the Wilson line, as determined by the BPS field redefinition, and T denotes
time ordering. This gives rise to the familiar factorization into a hard matching co-
efficient, coefficient functions describing the collinear radiation along each lightlike
direction, and a soft amplitude,
𝒜(0)𝑁 = 𝐶(0)𝑁 ({𝑄𝑖}) ·
(︃∏︁
𝑖
𝒥 𝜅𝑖𝑛𝑖
)︃
· 𝒮𝑁 = . (4.48)
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The leading power collinear function and soft amplitude are defined as
𝒥 𝜅𝑖𝑛𝑖 = ⟨𝑋𝑛𝑖 |𝛿(?¯?𝑖𝑄𝑖 − ?¯? · 𝑖𝜕𝑛)𝑋𝜅𝑖𝑛𝑖 (0)|0⟩ , 𝒮𝑁 =
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒T∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩
. (4.49)
At leading power the soft function is defined as a matrix element of Wilson lines,
which are generated in SCET through the BPS field redefinition. The soft emissions
therefore only resolve the color and direction of the collinear legs. To simplify our
notation, in Eq. (4.47) we have left implicit the contraction of all color indices, and
denote it simply by the “dot" symbol. No Lorentz or Dirac indices are passed between
the jet and soft functions, and therefore the soft degrees of freedom have no sensitivity
to the spin of the collinear particles. Furthermore, the factorization is multiplicative,
with no convolution in the soft momentum. We will see that when we consider the
factorization involving Lagrangian insertions at subleading power, these features no
longer hold.
4.3.2 Definition of Radiative Functions
We now consider amplitude level factorization at subleading power. Here we will
focus solely on contributions from Lagrangian insertions, which will give rise to ra-
diative functions. We have studied the structure of subleading power hard scattering
operators extensively in [278, 451]. After performing the BPS field redefinition, the
contributions from subleading power Lagrangian insertions to the amplitude take the
form
𝒜(𝑗),rad.𝑁 = 𝐶(0)𝑁
∫︁
𝑑4𝑥
∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒⟨
𝑋𝑢𝑠
⃒⃒⃒
T
{︁
ℒ(𝑗)BPS𝑛𝑖 (𝑥)𝒪(0)BPS𝑁
}︁⃒⃒⃒
0
⟩
. (4.50)
Here 𝒪(0)BPS𝑁 is the leading power BPS redefined 𝑁 jet operator, and ℒ(𝑗)𝑛𝑖 (𝑥) is the
𝒪(𝜆𝑗), 𝑗 ≥ 1, Lagrangian for the 𝑛𝑖 sector, after BPS field redefinition. The “rad."
superscript on the matrix element emphasizes that this is only the radiative con-
tribution to the amplitude. More generally, one must consider multiple Lagrangian
insertions, or Lagrangian insertions with subleading power hard scattering opera-
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tors, as detailed in Eq. (2.39). These will factorize in a similar manner, and will be
discussed in Sec. 4.4.
Unlike the leading power case of Eq. (4.47), where the amplitude factorized into
a product of functions, at subleading power this factorization will include integra-
tion variables linking the jet and soft functions. These integration variables will
parametrize the position along the light cone direction, and describes the position of
the soft emission from the collinear sector. Furthermore, at subleading power the soft
function no longer couples just to the color charge and direction of the jet functions,
but can instead couple via Lorentz or Dirac indices in a manner which depends on
the spin of the collinear particle.
Soft Quark Emission
The simplest case for which to consider the factorization is the ℒ(1) emission of a
soft quark. Unlike the ℒ(1) emission of a soft gluon, this does not vanish when 𝒫⊥
vanishes, and it has a simpler structure than the ℒ(2) insertions. It therefore provides
a simple demonstration of the convolution structure which will appear at subleading
powers. At the amplitude level, fermionic soft theorems in supersymmetric field
theories and supergravity, and their relation to asymptotic symmetries have been
considered [170, 249, 35, 416]. At the cross section level soft quarks were found to
give a leading logarithmic contribution to 𝐵-physics process [388] and event shape
observables [447, 122, 448]. The cross section level factorization will be discussed in
Sec. 4.4.
For radiative soft quark emission at 𝒪(𝜆), the relevant Lagrangian is
ℒ(1)BPS𝜒𝑛𝜓𝑢𝑠 = ?¯?𝑛𝑔/ℬ𝑛⊥𝜓𝑢𝑠(𝑛) + h.c. . (4.51)
We are therefore interested in the factorization of the matrix element
𝒜(1),rad.𝑁,𝜓 = 𝐶(0)𝑁
∫︁
𝑑4𝑥
∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒⟨
𝑋𝑢𝑠
⃒⃒⃒
T
{︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥𝜓𝑢𝑠(𝑛𝑗)(𝑥)𝒪(0)BPS𝑁
}︁⃒⃒⃒
0
⟩
. (4.52)
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The subscript 𝜓 labeling the amplitude indicates that a soft fermion is radiated. Since
the Lagrangian insertion appears only in the collinear sector 𝑛𝑗, the factorization of
the other collinear sectors proceeds exactly as at leading power, giving rise to the
leading power jet functions discussed in Sec. 4.3.1. For concreteness, we assume that
the field in the 𝑛𝑗 collinear sector is a collinear quark. To simplify the notation in
intermediate steps, we will drop the explicit time ordering, and reinstate it only in
the final factorized formula. We then have
𝒜(1),rad.𝑁,𝜓 = 𝐶(0)𝑁
∫︁
𝑑4𝑥 ⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥)𝜒𝑛𝑗(0)|0⟩⟨𝑋𝑢𝑠|𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑥)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 ,
(4.53)
and it remains only to factorize the 𝑛𝑗 collinear sector from the soft sector. To
facilitate a comparison with definitions of radiative functions given in the literature,
it will be convenient to formulate the convolution between the jet and soft functions
in momentum space. Inserting 1 =
∫︀
𝑑4𝑦𝛿(4)(𝑥−𝑦) = ∫︀ 𝑑4𝑦 ∫︀ 𝑑4𝑘
(2𝜋)4
𝑒𝑖𝑘·(𝑥−𝑦), we obtain
𝒜(1),rad.𝑁,𝜓 =𝐶(0)𝑁
∫︁
𝑑4𝑘
(2𝜋)4
[︂∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒ (︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥)𝜒𝑛𝑗(0)
⃒⃒⃒⃒
0
⟩]︂
·
[︃∫︁
𝑑4𝑦 𝑒−𝑖𝑘·𝑦
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒𝜓𝛼𝑢𝑠(𝑦)∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃
·
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 . (4.54)
In its current form, Eq. (4.54) is written as a four dimensional convolution. To regu-
late this expression in dimensional regularization, one must extend this to a 𝑑 = 4−2𝜖
dimensional convolution. This implies that one cannot separately consider the soft
and collinear functions after expansion in dimensional regularization, and therefore
that one cannot achieve a renormalized factorization. Furthermore, as written, the
factorized expression has not yet made manifest the physical picture of decorating
a Wilson line via an insertion of an operator along the light cone. To simplify the
convolution structure, we make use of the multipole expansion that has been imple-
mented in the effective theory. Due to the multipole expansion the collinear matrix
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elements in the effective theory are local in the 𝑛 · 𝑥 and 𝑥⊥ components,⟨
𝑋𝑛𝑗
⃒⃒⃒⃒(︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥)𝜒𝑛𝑗(0)(0)
⃒⃒⃒⃒
0
⟩
∼ 𝛿2(𝑥⊥)𝛿(𝑥+) , (4.55)
where the ⊥ and + are in the light cone coordinates with respect to 𝑛𝑗. This can
also be seen from the multipole expanded propagator Eq. (2.5). Using this property,
we can simplify the Eq. (4.54) to a single variable convolution. Focusing just on the
𝑛𝑗 and soft sectors, we have
∫︁
𝑑4𝑘
(2𝜋)4
[︂∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗 𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥)𝜒𝑛𝑗 (0)|0⟩
]︂[︃∫︁
𝑑4𝑦 𝑒−𝑖𝑘·𝑦⟨𝑋𝑢𝑠|𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑦)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃
=
∫︁
𝑑4𝑘
(2𝜋)4
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗 𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥)𝜒𝑛𝑗 (0)|0⟩
]︂[︃∫︁
𝑑4𝑦 𝑒−𝑖𝑘·𝑦⟨𝑋𝑢𝑠|𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑦)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃
=
∫︁
𝑑𝑘+
(2𝜋)
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗 𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥−)𝜒𝑛𝑗 (0)|0⟩
]︂[︃
𝑑𝑘−
2𝜋
𝑑2𝑘⊥
(2𝜋)2
∫︁
𝑑4𝑦 𝑒−𝑖𝑘·𝑦⟨𝑋𝑢𝑠|𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑦)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃
=
∫︁
𝑑𝑘+
(2𝜋)
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗 𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥−)𝜒𝑛𝑗 (0)|0⟩
]︂[︃∫︁
𝑑𝑦− 𝑒−𝑖𝑘
+𝑦−/2⟨𝑋𝑢𝑠|𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑦
−)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃
=
∫︁
𝑑𝑘+
(2𝜋)
𝒥 ?¯?𝜓𝑛𝑗 (𝑘+)𝑆𝛼𝑁𝜓𝑛𝑗 (𝑘+) . (4.56)
Note that here we use the lightcone definition for the 𝑥 variable as
𝑥𝜇 = 𝑥−
𝑛𝜇
2
+ 𝑥+
?¯?𝜇
2
+ 𝑥⊥ . (4.57)
This then gives the momentum space definition of the radiative jet function
[︁
𝒥 ?¯?𝜓𝑛𝑗(𝑘+)
]︁𝑖,𝑠
,
and the corresponding soft function 𝑆𝛼𝑁𝜓𝑛𝑗(𝑘
+)
[︁
𝒥 ?¯?𝜓𝑛𝑗(𝑘+)
]︁𝑖,𝑠
=
∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2⟨𝑋𝑛𝑗 |
(︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥−)𝜒𝑖,𝑠𝑛𝑗 (0)|0⟩ . (4.58)
In position space, we have
∫︁
𝑑𝑘+
(2𝜋)
𝒥 ?¯?𝜓 (𝑘+)𝑆𝛼𝜓(𝑘+)
=
∫︁
𝑑𝑥−
[︂⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
T
(︁
?¯?𝑛𝑗𝑔/ℬ𝑛𝑗⊥
)︁?¯?
(𝑥−)𝜒𝑛𝑗(0)
⃒⃒⃒⃒
0
⟩]︂[︃⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒T𝜓𝛼𝑢𝑠(𝑛𝑗)(𝑥−)∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃
=
∫︁
𝑑𝑥−𝒥 ?¯?𝜓𝑛𝑗(𝑥−)𝑆?¯?𝑁𝜓𝑛𝑗(𝑥−) , (4.59)
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where in this final form, we have explicitly reinstated the time ordering. The factor-
ization for this contribution to the full amplitude is then given by
𝒜(1),rad.𝑁,𝜓 = 𝐶(0)𝑁 ({𝑄𝑖})
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖
∫︁
𝑑𝑥−𝒥 ?¯?𝜓𝑛𝑗(𝑥−)𝑆𝛼𝑁𝜓𝑛𝑗(𝑥−) = . (4.60)
This factorization gives the physical picture of dressing the Wilson line with an op-
erator at a position 𝑥− along the light cone. Due to the multipole expansion, the
soft sector still sees the collinear sector as lying exactly on the light cone. Unlike
the leading power case, the soft function and jet function both carry a fermionic in-
dex. The soft degrees of freedom are therefore aware of the identity of the collinear
partons. Other radiative functions will have an analogous structure, but can involve
more complicated contractions between the soft and collinear sectors and additional
integrals.
The tree level result for the radiative function is given by
=
[︁
𝒥 ?¯?𝑖𝜓𝑛𝑗(𝑘+)
]︁𝛽𝑗 ,𝑠𝑗
|LO
= −
[︃(︃
/𝜖𝐴⊥ −
/𝑝⊥ 𝑛 · 𝜖𝐴(𝑝)
?¯? · 𝑝
)︃
/𝑛
2𝑘+
]︃
?¯?,𝑠
𝑇𝐴𝑖,𝛽𝑗 . (4.61)
In this initial investigation, we will not consider loop corrections. Although here we
have treated an outgoing quark which emits a soft quark and becomes a collinear
gluon, the opposite case of a gluon field converting to a quark field can be treated in
an identical fashion.
Soft Gluon Emission from a Collinear Quark
We now consider the 𝒪(𝜆2) emission of a soft gluon insertion. We will consider first
the case of the emission from a collinear quark, where we will work through the
convolution structure in detail. We will then state the result for the emission from a
collinear gluon, which has a similar structure. For the emission of a soft gluon from
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a collinear quark, the relevant Lagrangian is
ℒ(2)BPS𝑛𝜉 = ?¯?𝑛
(︂
𝑇 𝑎𝛾𝜇⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎𝛾𝜇⊥
)︂
/¯𝑛
2
𝜒𝑛 𝑔ℬ𝑎𝜇𝑢𝑠(𝑛) . (4.62)
We therefore must consider the factorization of the matrix element
𝒜(2),rad.𝑁𝑞 ,ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑4𝑥
∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒
⟨𝑋𝑢𝑠|Tℒ(2)BPS𝑛𝑗𝜉 (𝑥)𝒪
(0)BPS
𝑁
⃒⃒⃒
0
⟩
. (4.63)
As in the previous section, we will drop the explicit time ordering until the final
formula. Due to the presence of the ultrasoft derivative in the Lagrangian, the fac-
torization is slightly more complicated than for the case of a soft quark emission.
As motivation for the structure that the factorization should take, we can look at
the LBK theorem for soft gluon emission at 𝒪(𝜆2). For the emission of a soft gluon
off of a collinear quark, the LBK theorem can be written as [384]
𝑆
(2)
𝑖𝜓 𝒜𝑁 = 𝑔
2𝜖𝑠𝜇𝑝𝑠𝜈
(?¯?𝑖 · 𝑝𝑖)(𝑛𝑖 · 𝑝𝑠) ?¯?(𝑝𝑖)𝑇𝑖
{︂
𝑛
[𝜇
𝑖 ?¯?
𝜈]
𝑖
?¯?𝑖 · 𝑝𝑖
2
𝜕
𝜕(?¯?𝑖 · 𝑝𝑖)
+𝛾
[𝜇
⊥𝑛
𝜈]
𝑖
/¯𝑛𝑖
4
+ 𝑝
[𝜇
𝑠⊥
𝑛
𝜈]
𝑖
2𝑛𝑖 · 𝑝𝑠 +
1
4
[𝛾𝜇⊥, 𝛾
𝜈
⊥]
}︃
𝒜𝑁 ,
(4.64)
or in terms of the angular momentum generator 𝐽𝜇𝜈 , as
𝑆
(2)
𝑖𝜓 𝒜𝑁 = 𝑇 𝑖
𝜖𝑠𝜇𝑝𝑠𝜈𝐽
𝜇𝜈
𝑖
𝑝𝑖 · 𝑝𝑠 𝒜𝑁 . (4.65)
This expression holds only for as on-shell emission, which cannot be assumed of the
group momentum flowing into the ℬ𝑢𝑠(𝑛) field, and furthermore it is the complete
result for the amplitude, not just the contribution from the radiative functions. Nev-
ertheless, we would like our radiative functions to have a structure which mimics this
as closely as possible. In particular, we would like that the ultrasoft derivatives ap-
pearing in the subleading power Lagrangian act only on the soft sector. Furthermore,
it suggests that the radiative jet function should carry two Lorentz indices, which are
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contracted with a ℬ𝑢𝑠(𝑛) field, and an ultrasoft derivative.
To perform the factorization, we assume for concreteness that there is a collinear
quark field in the 𝑛𝑗 collinear sector. Since the Lagrangian insertion is in the 𝑛𝑗 sector
we can immediately factorize the other collinear sectors, giving the leading power jet
functions, and we obtain
𝒜(2),rad.𝑁𝑞 ,ℬ𝑢𝑠 = 𝐶(0)𝑁
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖
∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥 (4.66)
·
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
⃒
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒?¯?𝑛𝑗
(︂
𝑇 𝑎/ℬ𝑢𝑠(𝑛𝑗)⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎/ℬ𝑢𝑠(𝑛𝑗)⊥
)︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥)𝜒
(0)
𝑛𝑗
(0)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩
.
To achieve a factorization of the ultrasoft derivatives, we can choose the external
states to have no ⊥ residual momentum. After BPS field redefinition, there are
no soft collinear interactions, other than through the single Lagrangian insertions.
Therefore, momentum is only passed between the soft and collinear sectors at this
vertex. The ultrasoft derivative operator can either act on the group momentum that
flows out through the ℬ𝑢𝑠(𝑛) field, or on a residual momentum component coming
from a collinear loop. In dimensional regularization, we have [490]
∑︁
𝑞𝑙
∫︁
𝑑𝑑𝑞𝑟(𝑞𝑟)
𝑗𝐹 (𝑞−𝑙 , 𝑞
⊥
𝑙 , 𝑞
+
𝑟 ) = 0 , (4.67)
where (𝑞𝑟)𝑗 with 𝑗 > 0 denotes positive powers of the 𝑞−𝑟 and 𝑞⊥𝑟 momenta, which are
the only residual momenta which appear in the subleading power Lagrangians. Any
residual momentum from a collinear loop momentum picked up by the derivative is
therefore set to zero. Therefore the derivative picks up just the group momentum of
the ℬ𝑢𝑠(𝑛) field. Ultimately, this is due to the fact that the ultrasoft momentum of the
ℬ𝑢𝑠(𝑛) field is the only physical ultrasoft momentum flowing in the graphs. At loop
level, this statement is slightly non-trivial since the subleading power Lagrangian can
couple to closed fermion loops. However, given a ?¯?𝑛 which produces a fermion in the
hard scatter in the 𝑛 collinear sector, it is possible to choose the momentum routing
so that the soft momentum is routed only along the direction of fermion number flow
148
of the collinear operator. Therefore, the ultrasoft derivative acts just on the soft gluon
field, and only one of the tensor structures appears.
For the particular matrix elements of interest, we can therefore perform the fol-
lowing simplifications
∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
⃒
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒?¯?𝑛
(︂
𝑇 𝑎/ℬ𝑎𝑢𝑠(𝑛𝑗)⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎/ℬ𝑎𝑢𝑠(𝑛𝑗)⊥
)︂
/¯𝑛
2
𝜒𝑛𝑗 (𝑥)𝜒
(0)
𝑛𝑗 (0)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩
=
∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
⃒
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒?¯?𝑛
(︂
−𝑖 1𝒫 𝑇
𝑎
[︁
/𝜕𝑢𝑠⊥/ℬ𝑎𝑢𝑠(𝑛𝑗)⊥
]︁)︂ /¯𝑛
2
𝜒𝑛𝑗 (𝑥)𝜒
(0)
𝑛𝑗 (0)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩
.
(4.68)
Here the square brackets indicate that the derivatives act only within those brackets.
It is now straightforward to factorize this contribution to the amplitude, following
the steps in Sec. 4.3.2, so we will not repeat them explicitly. After simplifying the
convolution structure, we find
𝒜(2),rad.𝑁,ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑𝑘+
(2𝜋)
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
?¯?𝑛
(︂
−𝛾⊥𝜈
1
𝒫 𝑇
𝐴𝛾⊥𝜇
)︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥)𝜒𝑛𝑗(0)
⃒⃒⃒⃒
0
⟩]︂
·
[︃∫︁
𝑑𝑦− 𝑒−𝑖𝑘
+𝑦−/2
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒[︁𝑖𝜕𝜈⊥ℬ𝜇𝐴𝑢𝑠(𝑛𝑗)(𝑦)]︁∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖
= 𝐶
(0)
𝑁
∫︁
𝑑𝑘+
(2𝜋)
𝒥 𝜇𝜈𝐴𝑞,𝑛𝑗 (𝑘)𝑆𝜇𝜈𝐴𝑞,𝑛𝑗 (𝑘)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 . (4.69)
Here, we have defined the radiative function
[︁
𝒥 𝜇𝜈𝐴𝑞,𝑛𝑗 (𝑘+)
]︁𝑖,𝑠
as
[︁
𝒥 𝜇𝜈𝐴𝑞,𝑛𝑗 (𝑘+)
]︁𝑖,𝑠
=
∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
T?¯?𝑛𝑗
(︂
−𝛾⊥𝜈
1
𝒫 𝑇
𝐴𝛾⊥𝜇
)︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥)𝜒
𝑖,𝑠
𝑛𝑗
(0)
⃒⃒⃒⃒
0
⟩
.
(4.70)
We note that the subscript 𝑞 denotes that this describes the radiative emission from a
quark, with the fact that it is the radiative emission of a single gluon being specified
by the single free adjoint color index.
This radiative function exhibits an explicit coupling of 𝑖𝜕𝜈⊥ℬ𝜇𝑢𝑠 to something that
is reminiscent of the spin orbital angular momentum, inserted at a position along the
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light cone. In position space, we have
𝒜(2),rad.𝑁,ℬ𝑢𝑠 =𝐶(0)𝑁
∫︁
𝑑𝑥−
[︂⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
T?¯?𝑛𝑗
(︂
−𝛾⊥𝜈
1
𝒫 𝑇
𝐴𝛾⊥𝜇
)︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥)𝜒
𝑖,𝑠
𝑛𝑗
(0)
⃒⃒⃒⃒
0
⟩]︂
·
[︃⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒T [︁𝑖𝜕𝜈⊥ℬ𝜇𝐴𝑢𝑠(𝑛𝑗)(𝑥)]︁∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖
= 𝐶
(0)
𝑁
∫︁
𝑑𝑥−𝒥 𝜇𝜈𝑞𝐴 (𝑥−)𝑆𝜇𝜈𝐴 (𝑥−)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 = , (4.71)
where we have reinstated the explicit time ordering.
The tree level result for the radiative function is
=
[︀𝒥 𝜇𝜈𝑞,𝐴(𝑘+)]︀𝑖,𝑠|𝐿𝑂 = − [︂?¯?𝑛(𝑝)𝑔𝑇𝐴𝛾𝜇⊥𝛾𝜈⊥?¯? · 𝑝 𝑛 · 𝑘
]︂𝑖,𝑠
= −
[︂
?¯?𝑛(𝑝)
𝑔𝑇𝐴
?¯? · 𝑝 𝑛 · 𝑘 (𝑔
𝜇𝜈
⊥ + 𝑖𝜎
𝜇𝜈
⊥ )
]︂𝑖,𝑠
. (4.72)
In Sec. 4.3.3 we will compare this with results in the literature.
We have focused on the factorization for the particular insertion of the subleading
power quark Lagrangian onto a collinear line, which contributes at tree level, and
have shown how this gives rise to a radiative function. At loop level, one can also
consider contributions from the other terms in the Lagrangian. For example, one can
insert the gluon component of the ℒ(2) Lagrangian into an outgoing quark leg. This
will contribute, for example through the diagram
. (4.73)
The calculation of contributions of this form were performed in the threshold limit
in [111]. The factorization for this is identical to the case of the gluon, which will
be discussed in the next section, Sec. 4.3.2. As a matter of fact, since the coupling
of the Lagrangian is the same, one must just exchange the field at the origin ℬ𝑛⊥ →
150
𝜒𝑛. Since the goal of this section is to show in detail for several examples how
radiative functions at amplitude level arise in SCET, we will not perform a complete
classification of the radiative functions at loop level. In Sec. 4.5, we will perform this
classification for the case of the thrust observable in 𝑒+𝑒− → dijets, using symmetries
specific to the problem to simplify the number of distinct contributions.
Soft Gluon Emission from a Collinear Gluon
We can also consider the emission of a gauge invariant soft gluon field from a collinear
gluon. Since the derivation of the factorization is similar, here we skip most of the
steps to quickly get to the final result. However, since the gluon fields carry both
color and Lorentz indices and the resulting radiative functions definition will depend
on them, in this paragraph we treat these indices explicitly.
Even though the 𝒪(𝜆2) Lagrangian in the gluon sector is somewhat complicated, it
strongly simplifies under the assumption of no label perpendicular momentum flowing
through the collinear fields, as explained in Sec. 4.2.5. Therefore, for the emission of
a soft gluon from a collinear gluon with 𝒫⊥ = 0, the relevant Lagrangian is simply
ℒ(2)BPS𝑛𝑔 = 𝑔Tr
(︁
𝜕
[𝜇
⊥ℬ𝜈]𝑢𝑠⊥[ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ]
)︁
. (4.74)
Since we want to study the factorization involving a gluon lagrangian insertion, our
hard scattering operator 𝒪(0)𝑁 must contain at least one gluon field. For concreteness
let’s take 𝒪(0)𝑁 to have a collinear gluon field in the 𝑛𝑗 direction. We therefore must
consider the factorization of the matrix element
𝒜(2),rad.𝛼1,...,𝛼𝑁 = 𝐶
(0)
𝑁
∫︁
𝑑4𝑥
∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒
⟨𝑋𝑢𝑠|Tℒ(2)𝑛𝑗𝑔(𝑥)𝒪(0)𝑁 𝛼1,...,𝛼𝑁 (0)
⃒⃒⃒
0
⟩
. (4.75)
where 𝛼𝑖 are color indices of the external legs of the amplitude and they belong to
the representation determined by the parton identity.4 As usual, after BPS field
4We use the labels 𝑘𝑖 = 𝑞, 𝑞, 𝑔 for the fundamental, anti-fundamental and adjoint representation
respectively.
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redefinition we have
𝒪(0)𝑁𝛼1,...,𝛼𝑁 → 𝒪
(0)BPS
𝑁𝛽1,...,𝛽𝑁
𝑁∏︁
𝑖=1
(︀
𝑌 𝑘𝑖𝑛𝑖
)︀
𝛽𝑖𝛼𝑖
, ℒ(2)𝑛𝑗𝑔 → ℒ(2)BPS𝑛𝑗𝑔 . (4.76)
It is convenient to isolate the gluon leg on which we want to insert the subleading
lagrangian by singling out the gluon field ℬ𝜌𝛽𝑗𝑛𝑗⊥, where 𝜌 is a Lorentz index and 𝛽𝑗 a
color one, from the hard scattering operator, as follow
𝒪(0)BPS𝑁𝛽1,...,𝛽𝑁
𝑁∏︁
𝑖=1
(︀
𝑌 𝑘𝑖𝑛𝑖
)︀
𝛽𝑖𝛼𝑖
= 𝒪(0)BPS𝑁 𝛽?̸?=𝑗 ℬ
𝜌𝛽𝑗
𝑛𝑗⊥(𝑌
𝑔
𝑛𝑗
)𝛽𝑗𝛼𝑗
∏︁
𝑖 ̸=𝑗
(︀
𝑌 𝑘𝑖𝑛𝑖
)︀
𝛽𝑖𝛼𝑖
, (4.77)
where (𝑌 𝑔𝑛𝑗)𝛽𝑗𝛼𝑗 is the Wilson line
5 resulting from the BPS field redefinition of the
gluon field ℬ𝜇𝛽𝑗𝑛𝑗 . Since all the gauge invariant gluon fields appearing in this section
are perpendicular, we will drop the ⊥ label on ℬ⊥𝑛𝑗 and ℬ⊥𝑢𝑠 to lighten the notation.
Therefore, after BPS field redefinition, the amplitude reads
𝒜(2),rad.𝛼1,...,𝛼𝑁 = 𝐶
(0)
𝑁
∫︁
𝑑4𝑥
(︃∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒)︃ ⟨
𝑋𝑢𝑠
⃒⃒⃒
Tℒ(2)BPS𝑛𝑗𝑔 (𝑥)𝒪
(0)BPS
𝑁 𝛽?̸?=𝑗
(0)ℬ𝜌𝛽𝑗𝑛𝑗 (𝑌 𝑔𝑛𝑗 )𝛽𝑗𝛼𝑗
∏︁
𝑖 ̸=𝑗
(︁
𝑌 𝑘𝑖𝑛𝑖
)︁
𝛽𝑖𝛼𝑖
⃒⃒⃒
0
⟩
.
(4.78)
Having made the color indices explicit, we can start by factorizing all the 𝑛𝑖 collinear
jets with 𝑖 ̸= 𝑗, where 𝑛𝑗 is the direction of the collinear jet on which we insert the
subleading Lagrangian
𝒜(2),rad.𝑁𝑔,ℬ𝑢𝑠 = 𝐶
(0)
𝑁
∏︁
?̸?=𝑗
𝐽𝜅𝑖 𝛽𝑖𝑛𝑖
∫︁
𝑑4𝑥 𝑒𝑖𝑘·𝑥
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
⃒
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒𝑔𝑓𝐴𝐵𝐶 [︁𝜕[𝜇⊥ℬ𝜈]𝐴𝑢𝑠 ]︁ℬ𝐵𝑛𝑗𝜇ℬ𝐶𝑛𝑗𝜈(𝑥)ℬ𝑎𝑛𝑗𝜌(0)∏︁
𝑖
(︀
𝑌 𝑘𝑖𝑛𝑖 (0)
)︀
𝛽𝑖𝛼𝑖
⃒⃒⃒⃒
⃒ 0
⟩
.
After simplifying the convolution structure, we find
𝒜(2),rad.𝑁𝑔 ,ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑𝑘+
(2𝜋)
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2
⟨
𝑋𝑛𝑗
⃒⃒⃒
𝑔𝑓𝐴𝐵𝐶ℬ𝐵𝑛𝑗𝜇(𝑥)ℬ𝐶𝑛𝑗𝜈(𝑥)ℬ𝑀𝑛𝑗𝜌(0)
⃒⃒⃒
0
⟩]︂
·
[︃∫︁
𝑑𝑦− 𝑒−𝑖𝑘
+𝑦−/2
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒𝜕[𝜇⊥ℬ𝜈]𝐴𝑢𝑠 (𝑦)∏︁
𝑖
𝒴𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝛽𝑖𝑛𝑖
5Note that this is an adjoint Wilson line, so that (𝑌 𝑔𝑛𝑗 )𝛽𝑗𝛼𝑗 ≡
(︀𝒴𝑛𝑗)︀𝛽𝑗𝛼𝑗 . In our notation this
information is carried by the parton label 𝑔.
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= 𝐶
(0)
𝑁
∫︁
𝑑𝑘+
(2𝜋)
𝒥 𝜇𝜈𝑔,𝐴,𝑛𝑗(𝑘+)𝑆𝜇𝜈𝑔,𝐴,𝑛𝑗(𝑘+)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 . (4.79)
where we have defined
[︁
𝒥 𝜇𝜈𝑔,𝐴,𝑛𝑗(𝑘+)
]︁𝑀𝜌
≡
∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2⟨𝑋𝑛𝑗 |𝑔𝑓𝐴𝐵𝐶ℬ𝜇𝐵𝑛𝑗 (𝑥−)ℬ𝜈𝐶𝑛𝑗 (𝑥−)ℬ𝑀𝜌𝑛𝑗 (0)|0⟩ . (4.80)
As before, the subscript 𝑔 indicates that this describes emission from a gluon, while
the adjoint color index indicates that it is describing the emission of a single gluon
field.
The tree level Feynman rule for this radiative function is
=
[︀𝒥 𝜇𝜈𝑔,𝐴(𝑘+)]︀𝑀𝜌|𝐿𝑂 = −𝑖𝑔𝑓𝐴𝐵𝑀?¯? · 𝑝 𝑛 · 𝑘 (︁𝑔𝜇𝜌⊥ 𝜖𝜈𝐵⊥ − 𝑔𝜈𝜌⊥ 𝜖𝜇𝐵⊥ )︁ . (4.81)
Double Non-Eikonal Soft Gluon Emission
In addition to the radiative functions which couple a single ℬ𝑢𝑠(𝑛) field to the collinear
line, the ℒ(2) Lagrangian also contains a term that couples to a product ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛)
describing a double emission. It is important to emphasize that the radiative functions
of Sec. 4.3.2 with a single ultrasoft insertion also have two gluon Feynman rules arising
from the Wilson lines present in the gauge invariant definition of the ultrasoft gluon
field. However, such additional emissions are effectively eikonal. The double soft
radiative function to be studied in this sections describes a genuinely double non-
eikonal emission.
Double soft theorems have attracted some attention in the literature [407, 218, 305,
437]. We note that as compared to some treatments in the literature, the SCET power
counting is such that we always take a limit such that the soft gluons are becoming
simultaneously soft. This is in contrast to consecutive limits, where the soft limit for
two gluons is taken consecutively. See [354] for a discussion of the difference between
these limits. As emphasized in [33], double soft limits are interesting as they allow
one to probe the group structure of the theory, and are proportional to the structure
constants of the theory. We will see that this is indeed true for the double radiative
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function.
Emissions from collinear quarks. We start with the emission from a fermionic
leg. Therefore, we are interested in the factorization of the term in the ℒ(2)𝜒𝑛 Lagrangian
involving two ℬ𝑢𝑠(𝑛) fields
ℒ(2)𝜒𝑛,ℬ𝑢𝑠ℬ𝑢𝑠 = ?¯?𝑛
[︂
𝑇 𝑎𝛾𝜇⊥
1
𝒫 𝑇
𝑏𝛾𝜈⊥
]︂
/¯𝑛
2
𝜒𝑛𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)𝑔ℬ𝑏𝜈𝑢𝑠(𝑛)
= ?¯?𝑛
[︂
1
𝒫 [𝛾
𝜇
⊥, 𝛾
𝜈
⊥][𝑇
𝑎, 𝑇 𝑏] + 𝑔𝜇𝜈⊥ {𝑇 𝑎, 𝑇 𝑏}
]︂
/¯𝑛
2
𝜒𝑛𝑔ℬ𝑎𝜇𝑢𝑠(𝑛)𝑔ℬ𝑏𝜈𝑢𝑠(𝑛) , (4.82)
and in particular, the factorization of the matrix element
𝒜(2),rad.𝑁,ℬ𝑢𝑠ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑4𝑥
∏︁
𝑛𝑖
⟨
𝑋𝑛𝑖
⃒⃒⃒⟨
𝑋𝑢𝑠
⃒⃒⃒
Tℒ(2)𝜒𝑛,ℬ𝑢𝑠ℬ𝑢𝑠(𝑥)𝒪(0)BPS𝑁
⃒⃒⃒
0
⟩
. (4.83)
Since this matrix element contains no derivatives, the derivation of the convolution
structure is identical to that for the soft quark emission in Sec. 4.3.2. We therefore
simply give the final result, skipping intermediate steps. We find
𝒜(2),rad.𝑁,ℬ𝑢𝑠ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑𝑘+
(2𝜋)
·
[︂∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
?¯?𝑛𝑗
[︂
1
𝒫 [𝛾
𝜇
⊥, 𝛾
𝜈
⊥][𝑇
𝐴, 𝑇𝐵] + 𝑔𝜇𝜈⊥ {𝑇𝐴, 𝑇𝐵}
]︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥
−)𝜒𝑖,𝑠𝑛𝑗 (0)
⃒⃒⃒⃒
0
⟩]︂
·
[︃∫︁
𝑑𝑦− 𝑒−𝑖𝑘
+𝑦−/2
⟨
𝑋𝑢𝑠
⃒⃒⃒⃒
⃒[︁ℬ𝜇𝐴𝑢𝑠(𝑛𝑗)⊥ℬ𝜈𝐵𝑢𝑠(𝑛𝑗)⊥(𝑦−)]︁∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)
⃒⃒⃒⃒
⃒ 0
⟩]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖
= 𝐶
(0)
𝑁
∫︁
𝑑𝑘+
(2𝜋)
𝒥 𝜇𝜈𝑞,𝐴𝐵,𝑛𝑗(𝑘+)𝑆𝜇𝜈𝑞,𝐴𝐵,𝑛𝑗(𝑘+)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 . (4.84)
We have defined the radiative function as
[︁
𝒥 𝜇𝜈𝑞,𝐴𝐵,𝑛𝑗 (𝑘+)
]︁𝑖,𝑠
=
∫︁
𝑑𝑥− 𝑒𝑖𝑘
+𝑥−/2
⟨
𝑋𝑛𝑗
⃒⃒⃒⃒
?¯?𝑛𝑗
[︂
1
𝒫 [𝛾
𝜇
⊥, 𝛾
𝜈
⊥][𝑇𝐴, 𝑇𝐵] + 𝑔
𝜇𝜈
⊥ {𝑇𝐴, 𝑇𝐵}
]︂
/¯𝑛
2
𝜒𝑛𝑗 (𝑥)𝜒
𝑖,𝑠
𝑛𝑗 (0)
⃒⃒⃒⃒
0
⟩
.
(4.85)
The subscript 𝑞 and the two free adjoint indices are meant to indicate that this
radiative function describes the double emission of soft gluons from a quark field.
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In position space, we have
𝒜(2),rad.𝑁,ℬ𝑢𝑠ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑𝑥−
[︂
⟨𝑋𝑛𝑗 |T?¯?𝑛𝑗
[︂
1
𝒫 [𝛾
𝜇
⊥, 𝛾
𝜈
⊥][𝑇
𝑎, 𝑇 𝑏] + 𝑔𝜇𝜈⊥ {𝑇 𝑎, 𝑇 𝑏}
]︂
/¯𝑛
2
𝜒𝑛𝑗(𝑥
−)𝜒𝑛𝑗(0)|0⟩
]︂
[︃
⟨𝑋𝑢𝑠|Tℬ𝜇𝑎𝑢𝑠(𝑛𝑗)⊥ℬ𝜈𝑏𝑢𝑠(𝑛𝑗)⊥(𝑥−)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 (4.86)
= 𝐶
(0)
𝑁
∫︁
𝑑𝑥−𝒥 𝜇𝜈𝑞,𝐴𝐵,𝑛𝑗(𝑥−)𝑆𝜇𝜈𝑞,𝐴𝐵,𝑛𝑗(𝑥−)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 = .
The form of the 𝒥ℬℬ current is quite interesting. In particular, it involves both the
symmetric and anti-symmetric structure constants, each coupling to different Lorentz
structures. The antisymmetric color structure constants are associated with the perp
components of the orbital momentum generator.
Evaluating the radiative function at tree level, we find
=
[︀𝒥 𝜇𝜈𝑞,𝐴𝐵,𝑛(𝑘+)]︀𝑖,𝑠|𝐿𝑂 = 𝑖𝑔2?¯? · 𝑝𝑛 · 𝑘 [︀?¯?𝑛(𝑝) (︀[𝛾𝜇⊥, 𝛾𝜈⊥][𝑇𝐴, 𝑇𝐵] + 𝑔𝜇𝜈⊥ {𝑇𝐴, 𝑇𝐵})︀]︀𝑖,𝑠 .
(4.87)
It is important to emphasize that this radiative function does not completely describe
double soft gluon emission at 𝒪(𝜆2). One must also consider the two gluon Feynman
rule of the radiative function of Sec. 4.3.2 involving a single ℬ𝑢𝑠(𝑛). Interestingly, since
the ℒ(1) are directly proportional to 𝒫⊥, at tree level, there is no contribution to the
double soft limit from a product ℒ(1) · ℒ(1), or from the combination of a 𝒪(𝜆) hard
scattering operator and a ℒ(1) insertion.
Emissions from collinear gluons. The final tree level contribution is the emission
of two gauge invariant gluon fields from a collinear gluon field. Since the derivation
is similar, here we present only the final result. The relevant term in the 𝒪(𝜆2)
Lagrangian is
ℒ(2)BPS ⊃ Tr (︀𝑔2[ℬ⊥𝜇𝑢𝑠 ,ℬ⊥𝜈𝑢𝑠 ][ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ])︀ . (4.88)
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From this we can derive the factorization of the amplitude using the same procedure
as in Sec. 4.3.2 to get
𝒜(2),rad.𝑁,ℬ𝑢𝑠ℬ𝑢𝑠 = 𝐶(0)𝑁
∫︁
𝑑𝑥−
[︁
⟨𝑋𝑛𝑗 |𝑓𝐴𝐵𝐶𝑓𝐶𝐷𝐸ℬ𝜇𝐷𝑛𝑗 ℬ𝜈𝐸𝑛𝑗 (𝑥)ℬ𝑀𝜌𝑛𝑗 (0)|0⟩
]︁
·
[︃
⟨𝑋𝑢𝑠|Tℬ𝜇𝐴𝑢𝑠(𝑛𝑗)⊥ℬ𝜈𝐵𝑢𝑠(𝑛𝑗)⊥(𝑥)
∏︁
𝑖
𝑌 𝜅𝑖𝑛𝑖 (0)|0⟩
]︃∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 (4.89)
= 𝐶
(0)
𝑁
∫︁
𝑑𝑥−𝒥 𝜇𝜈𝐴𝐵ℬℬ𝑛𝑗 (𝑥−)𝑆𝜇𝜈𝐴𝐵ℬℬ𝑛𝑗 (𝑥−)
∏︁
𝑖 ̸=𝑗
𝐽𝜅𝑖𝑛𝑖 .
where we have defined
[︁
𝒥 𝜇𝜈𝑔,𝐴𝐵,𝑛𝑗
]︁𝑀𝜌
≡ ⟨𝑋𝑛𝑗 |𝑔2𝑓𝐴𝐵𝐶𝑓𝐶𝐷𝐸ℬ𝜇𝐷𝑛𝑗 ℬ𝜈𝐸𝑛𝑗 (𝑥)ℬ𝑀𝜌𝑛𝑗 (0)|0⟩ . (4.90)
Note that [︁
𝒥 𝜇𝜈𝑔,𝐴𝐵,𝑛𝑗
]︁𝑀𝜌
= 𝑔𝑓𝐴𝐵𝐶
[︁
𝒥 𝜇𝜈𝑔,𝐶,𝑛𝑗
]︁𝑀𝜌
. (4.91)
Therefore we have just shown that the double emission radiative function is completely
determined by the single emission one. Since we have proven this relation at the
operator level, it is true at all orders in perturbation theory.
Evaluating the radiative function at tree level, we have
=
𝑔2𝑓𝐴𝐵𝐶𝑓𝐶𝐷𝑀
?¯? · 𝑝𝑛 · 𝑘
(︁
𝑔𝜇𝜌⊥ 𝜖
𝜈𝐷
⊥ − 𝑔𝜈𝜌⊥ 𝜖𝜇𝐷⊥
)︁
= 𝑔𝑓𝐴𝐵𝐶𝒥 𝜇𝜈𝑔,𝐶 . (4.92)
4.3.3 Comparison to the Literature
In this section we make contact with other definitions of radiative functions given
in the literature. Radiative functions have been studied in the context of threshold
resummation [377, 375, 376, 112, 511, 110, 111], where they have been defined for the
case of the emission of a single soft gluon. If partonic initial states are used, then the
radiative jet functions defined in the threshold limit are most similar to what we have
referred to as amplitude level radiative functions in this section, but with incoming
instead of outgoing conventions. This is due to the fact that the kinematics of the
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threshold limit imply that collinear emissions cannot cross the cut, and therefore the
factorization is distinct from the cross section level factorizations we study in Sec. 4.4.
In Refs. [210, 110, 111] a radiative function6 was defined as
𝐽𝜇,𝑎(𝑝, 𝑛, 𝑘)𝑢(𝑝) =
∫︁
𝑑𝑑𝑦𝑒−𝑖(𝑝−𝑘)·𝑦⟨0|Φ𝑛(∞, 𝑦)𝜓(𝑦)𝑗𝜇,𝑎(0)|𝑝⟩ , (4.93)
with the non-abelian current, 𝑗𝜇,𝑎, given by [111]
𝑗𝜇𝑎 (𝑥) = 𝑔
(︀−𝜓(𝑥)𝛾𝜇𝑇𝑎𝜓(𝑥) + 𝑓 𝑏𝑐𝑎 [𝐹 𝜇𝜈𝑐 (𝑥)𝐴𝜈𝑣(𝑥) + 𝜕𝜈(𝐴𝜇𝑏 (𝑥)𝐴𝜈𝑐 (𝑥))])︀ . (4.94)
Here Φ𝑛(∞, 𝑦) is a Wilson line, so that the combination Φ𝑛(∞, 𝑦)𝜓(𝑦) is equivalent
to the gauge invariant field 𝜒𝑛 in SCET. This structure is clearly recognized to be
of the same general form as the amplitude level radiative functions defined in the
previous sections. Following [110], the radiative function defined in Eq. (4.93) can be
expanded in powers of 𝛼𝑠 and at tree level its Feynman rule reads
𝐽𝜈(0)(𝑝, 𝑘) =
/𝑘𝛾𝜈
2𝑝 · 𝑘 −
𝑝𝜈
𝑝 · 𝑘 . (4.95)
Using this radiative function, the next-to-leading power corrections in the threshold
limit were computed to NNLO. We would now like to show that the Feynman rule of
the radiative function we have derived in Eq. (4.99) matches Eq. (4.95) after expand-
ing homogeneously in the SCET power counting and taking the ultrasoft emission to
be on-shell and the external quark to be purely collinear.
These two assumptions translate into the following kinematics
𝑘𝜇 = 𝑛 · 𝑘 ?¯?
𝜇
2
+ ?¯? · 𝑘𝑛
𝜇
2
+ 𝑘𝜇⊥ , 𝑘
2 = 0 , 𝑝𝜇 = 𝜔
𝑛𝜇
2
+ 𝑘𝜇 . (4.96)
6Note that in [110] this is called radiative jet function. As explained in Sec. 4.1 we have preferred
to keep the term radiative jet function only for objects entering the factorization at the cross section
level, in analogy with the leading power jet functions. The amplitude level functions are identified
as radiative functions. Since the comparison in this section is done at the amplitude level we will
use the term radiative function throughout the section.
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We can then kinematically expand the current of Eq. (4.95) as
𝐽𝜈(0)(𝑝, 𝑘) =
(︁
/𝑘⊥ +
/¯𝑛
2
𝑛 · 𝑘 + /𝑛
2
?¯? · 𝑘
)︁(︁
𝛾𝜈⊥ +
/¯𝑛
2
𝑛𝜈 + /𝑛
2
?¯?𝜈
)︁
𝜔𝑛 · 𝑘 + . . . − 2
𝑛 · 𝑘 ?¯?𝜇
2
+ (𝜔 + ?¯? · 𝑘)𝑛𝜇2 + 𝑘𝜇⊥
𝜔 𝑛 · 𝑘 + . . .
=
1
𝜔 𝑛 · 𝑘 [(/𝑘⊥𝛾
𝜈
⊥ + 𝑃𝑛?¯? · 𝑘𝑛𝜈 + 𝑃?¯?𝑛 · 𝑘?¯?𝜈)− (𝑛 · 𝑘?¯?𝜇 + ?¯? · 𝑘𝑛𝜇 + 2𝑘𝜇⊥)]
=
1
𝜔 𝑛 · 𝑘 (/𝑘⊥𝛾
𝜈
⊥ − 𝑃?¯??¯? · 𝑘𝑛𝜈 −𝑃𝑛𝑛 · 𝑘?¯?𝜈 − 2𝑘𝜇⊥)
=
1
𝜔 𝑛 · 𝑘
(︂
/𝑘⊥𝛾
𝜈
⊥ +
𝑘2⊥
𝑛 · 𝑘𝑛
𝜈 − 2𝑘𝜇⊥
)︂
. (4.97)
In the first line we neglected 𝜔 𝑛𝜇
2
since we are focusing on the 𝒪(𝜆2) expansion of this
object. In the third and fourth line we used the properties of the Dirac projectors
𝑃𝑛, 𝑃?¯? acting on outgoing collinear spinors
𝑃𝑛 =
/𝑛/¯𝑛
4
, 𝑃?¯? =
/¯𝑛/𝑛
4
, 1 = 𝑃𝑛 + 𝑃?¯? , ?¯?𝑛𝑃?¯? = ?¯?𝑛 , ?¯?𝑛𝑃𝑛 = 0 . (4.98)
We can now show how this result is reproduced in our framework. We first note,
that in our definition of the radiative function for the emission of a soft gluon from
a quark, as discussed in Sec. 4.3.2, we have factorized the ultrasoft derivative and
ultrasoft gluon field into a soft function. Therefore, we do not have a correspondence
at the level of the radiative function itself with Eq. (4.97). Instead, we must contract
the radiative jet function with the corresponding soft function. Evaluating this at
tree level, we have
=
1
𝜔 𝑛 · 𝑘
[︂
/𝑘⊥𝛾
𝜈
⊥ +
𝑘2⊥
𝑛 · 𝑘𝑛
𝜈 − 2𝑘𝜈⊥
]︂
. (4.99)
We see that this indeed matches Eq. (4.99). This shows, that despite the slightly
different organization, the radiative functions in the two approaches are describing
the same physics.
While the general form of the radiative functions in [111] and those defined in
this chapter are similar, and indeed we have shown they give the same tree level
result, the radiative functions defined in this chapter differ in many aspects from the
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ones of [111]. In addition to several trivial differences that are conventional, namely
[111] uses an incoming, instead of outgoing collinear state, and that the Lagrangian
insertion occurs at 𝑦 = 0, there are some more major differences, which we now
elaborate on.
The definitions of Refs. [210, 110, 111] involve a four dimensional convolution
(which in dimensional regularization must be extended to a 𝑑 = 4 − 2𝜖 dimensional
convolution) instead of the one dimensional convolution along the light cone direction
derived in the effective theory. The ability to simplify the definition to involve a single
variable convolution along the light cone relied on the multipole expansion in SCET,
which renders the collinear matrix elements local in certain directions. The multipole
expansion also implies that no expansions need to be performed after performing any
integrals, and that all results are automatically homogeneous in the power counting.
We believe that this is essential for achieving a true factorization. In particular, to
claim a factorization, it must be that no divergences are generated by the integral
in the final convolution variable, and that the convolution variable must be gauge
invariant. This seems difficult to achieve if the convolution variable is a 𝑑 = 4 − 2𝜖
dimensional momenta in dimensional regularization. While we are not yet able to
prove that the convolutions in the single scalar lightcone variables in our formulation
converge, we believe that the reduction to single variable convolutions that are not
dimensionally regularized is an essential first step.
A second major difference in the definitions relates to gauge invariance. The
current of Eq. (4.94) is not by itself a gauge invariant object, and hence neither is
the jet function of Eq. (4.93). However, as shown in Refs. [210, 110, 111] it will give
a gauge invariant result for the cross section with a single soft emission. This lack
of gauge invariance in a radiative function defined in the full theory is perhaps not
surprising, as one is attempting to factorize a gluon emission from a quark-antiquark
current, but a full theory gluon is not gauge invariant. In the context of QED, where
the radiative function was originally defined [210], this issue was not present, since the
photon is not charged, and therefore the radiative function is itself gauge invariant. It
is ultimately this difference which makes the extension to the QCD case more difficult.
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To achieve a true factorization into objects which can be separately renormalized, it
seems desirable that each of the objects be separately gauge invariant.
In the effective theory approach to defining the radiative functions the radiative
jet and soft functions are each separately gauge invariant, since they are constructed
from the gauge invariant gluon, ℬ𝑢𝑠(𝑛) and quark, 𝜓𝑢𝑠(𝑛) fields which couple to the
radiative functions. This leads to a fairly intricate structure of Wilson lines in the
definition of the currents, which ensures their gauge invariance. Without the presence
of these soft Wilson lines, it is also not clear how the current of Refs. [210, 110, 111]
can describe multiple soft gluon emissions.
Finally, another difference between the two approaches is that due to the manifest
power counting in the effective theory, there are a large number of distinct field
structures present in the SCET 𝒪(𝜆) and 𝒪(𝜆2) Lagrangians, as compared with only
the two terms present in the current of Eq. (4.94). These additional terms in the
SCET Lagrangian have more than two collinear fields, or have an additional 𝒫⊥
insertion, so that they first contribute when their is an additional collinear loop. For
example, with a collinear loop, we have the distinct diagrams
, , . (4.100)
This is forced upon us in the effective theory by manifest power counting, which
does not hold for the current of Eq. (4.94), which must be expanded after performing
loop integrals. While this admittedly requires more distinct terms to be considered,
we believe that they will have a simpler structure, and will facilitate an all orders
understanding. Furthermore, it is hoped that only a subset will contribute at a given
logarithmic accuracy. The additional terms involving multiple collinear fields will be
discussed in more detail in Sec. 4.5 where we will consider the field structure of the
complete set of radiative functions which contribute to the thrust event shape.
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4.4 Cross Section Level Factorization with Radiative
Jet Functions
In this section we show in detail how to perform subleading power factorization at
the cross section level for radiative contributions in a gauge invariant manner to all
orders in 𝛼𝑠 in a non-abelian gauge theory. We derive the explicit structure of the
factorization for the insertion of:
∙ A single insertion of a ℬ𝑢𝑠 field from the ℒ(2) Lagrangian (Sec. 4.4.2),
∙ A double insertion of the 𝜓𝑢𝑠 field from two ℒ(1) insertions (Sec. 4.4.2).
Here we have given the sections where the factorization is given to aid the reader.
Furthermore, we consider when this insertion is on both a collinear quark, or collinear
gluon leg. These are the two contributions to a factorized cross section that are non-
vanishing at lowest order in 𝛼𝑠, and allow a factorized description for the contributions
that have been computed to fixed order in [447, 448]. Since they describe the lowest
order contributions to the cross section, their renormalization should capture the LL
series. The key result of this section is a factorized expression for these contributions
to the cross section as a convolution between separately gauge invariant soft and
collinear factors. The convolution is in terms of either one or two one-dimensional
variables, which represent the position of operator insertions along the lightcone, sim-
ilar to the convolution over the observable variable in the leading power factorization
review in Sec. 4.4.1.
After having worked out these two examples in detail, and illustrating how a gauge
invariant factorization can be achieved, in Sec. 4.5, we then provide an enumeration
of the different radiative jet functions which contribute to the event shape thrust in
𝑒+𝑒− → dijets to 𝒪(𝜆2), including those which first contribute at loop level. This will
illustrate the complexity of subleading power factorization in an example of interest.
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4.4.1 Convolution Structure at Leading Power
We begin by reviewing the well known leading power factorization for an SCETI event
shape, 𝜏 , in 𝑒+𝑒− → dijets. Here the unique leading power operator is
𝒪(0)𝜇 = ?¯?𝑛𝛾𝜇⊥𝜒?¯? . (4.101)
Our focus is on the convolution structure in the observable and momentum, as it
is this aspect which will change at subleading power for the radiative jet functions.
Therefore we will often suppress explicit Dirac or color indices.
Following the discussion of Sec. 2.3, after performing the BPS field redefinition,
factorizing the observable, and Fierzing the Lorentz and Dirac structure (which we
will suppress, as it is not important to our current discussion), the leading power
cross section can be written as
1
𝜎0
𝑑𝜎(0)
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑4𝑥
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠) · 1
𝑄𝑁𝑐
tr⟨0|?¯?𝑛(𝑥)𝛼𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )𝜒𝑛(0)𝛿|0⟩
· 1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏?¯? − 𝜏 (0)?¯? )?¯??¯?(0)𝛾|0⟩ · tr⟨0|𝑌?¯?(𝑥)𝑌 †𝑛 (𝑥)𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝑌𝑛(0)𝑌 †?¯? (0)|0⟩ .
(4.102)
This is derived by considering the factorization of the squared matrix element of
Eq. (4.101), as was described in Sec. 2.3.4. We would now like to simplify this
expression, and remove the convolution over the variable 𝑥, which couples the different
functions. To achieve this, we first define Fourier transforms of each of the functions,
1
𝑄𝑁𝑐
tr⟨0|𝑌?¯?(𝑥)𝑌 †𝑛 (𝑥)𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝑌𝑛(0)𝑌 †?¯? (0)|0⟩ =
∫︁
𝑑4𝑟
(2𝜋)4
𝑒−𝑖𝑟·𝑥𝒮(𝑄𝜏𝑢𝑠, 𝑟) , (4.103)
1
𝑄𝑁𝑐
tr⟨0|?¯?𝑛(𝑥)𝛼𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )𝜒𝑛(0)𝛿|0⟩ =
∫︁
𝑑4𝑙
(2𝜋)4
𝑒−𝑖𝑙·𝑥𝒥𝑛(𝜏𝑛, 𝑙, 𝑄)
(︂
/𝑛
2
)︂
𝛿𝛼
,
1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏?¯? − 𝜏 (0)?¯? )?¯??¯?(0)𝛾|0⟩ =
∫︁
𝑑4𝑘
(2𝜋)4
𝑒−𝑖𝑘·𝑥𝒥?¯?(𝜏?¯?, 𝑘, 𝑄)
(︂
/¯𝑛
2
)︂
𝛽𝛾
,
and writing the result in terms of light cone coordinates, we can express the cross
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section as
1
𝜎0
𝑑𝜎(0)
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑4𝑥
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠) ·𝑄
∫︁
𝑑4𝑟
(2𝜋)4
𝑒−𝑖𝑟1·𝑥
·
∫︁
𝑑𝑘+𝑑𝑘−𝑑2𝑘⊥
2(2𝜋)4
𝑒−𝑖(𝑘
+𝑥−/2+𝑘−𝑥+/2−𝑘⊥·𝑥⊥) ·
∫︁
𝑑𝑙+𝑑𝑙−𝑑2𝑙⊥
2(2𝜋)4
𝑒−𝑖(𝑙
+𝑥−/2+𝑙−𝑥+/2−𝑙⊥·𝑥⊥)
· 𝒮(𝜏𝑢𝑠, 𝑟)𝒥𝑛(𝜏𝑛, 𝑙, 𝑄)𝒥?¯?(𝜏?¯?, 𝑘, 𝑄) . (4.104)
We now use that 𝒥?¯? depends only on 𝑘−, and 𝒥𝑛 depends only on 𝑘+, which follows
from the multipole expansion in the effective theory. Performing the integrals in
𝑘+, 𝑘⊥, 𝑙−, 𝑙⊥, we then find
1
𝜎0
𝑑𝜎(0)
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
·
[︂∫︁
𝑑4𝑟
(2𝜋)4
𝒮(𝑄𝜏𝑢𝑠, 𝑟)
]︂
·
[︂∫︁
𝑑𝑘−
2𝜋𝑄
𝒥?¯?(𝜏?¯?, 𝑘−, 𝑄)
]︂
·
[︂∫︁
𝑑𝑙+
2𝜋𝑄
𝒥𝑛(𝜏𝑛, 𝑙+, 𝑄)
]︂
,
(4.105)
which defines the standard leading power factorization
1
𝜎0
𝑑𝜎(0)
𝑑𝜏
= 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)𝑆(𝑄𝜏𝑢𝑠)𝐽?¯?(𝑄2𝜏?¯?)𝐽𝑛(𝑄2𝜏𝑛) .
(4.106)
Each of 𝑆, 𝐽𝑛 and 𝐽?¯? are infrared finite7 and gauge invariant. The only coupling
between the soft and collinear degrees of freedom is the convolution in the physical
observable 𝜏 . Diagramatically, we have
= ⊗ , (4.107)
where the blue lines indicated collinear fields, the double green lines indicate Wilson
lines, and the ⊗ indicates the convolution in 𝜏 . We have not drawn explicitly the
7We assume that all functions are defined with their appropriate zero-bin subtractions [425].
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loop corrections, as it is understood that this holds to all orders in 𝛼𝑠. Here, for
simplicity, we have only illustrated the factorization of the soft and collinear pieces of
the diagrams, since it is this aspect which is relevant for the radiative jet functions.
This picture will be contrasted with that for the radiative functions derived in the
next section.
4.4.2 Convolution Structure at Subleading Power
We now consider the subleading factorization at cross section level for the contri-
butions coming from Lagrangian insertions and show how they lead to radiative jet
functions. We discuss in detail the convolution structure for how these radiative jet
functions enter the factorization.
Soft Quark Emission
At the cross section level, two insertions of the ℒ(1) soft quark Lagrangian are required
to give a non-vanishing contribution. At tree level, such contributions will describe
single soft quark emission. Subleading power shape functions arising from two inser-
tions of the ℒ(1) soft quark Lagrangian were considered in [82, 114, 388]. They have
a similar structure to the matrix elements considered in this section, although the
shape functions are defined as matrix elements of 𝐵 meson states, instead of vacuum
matrix elements.
The Lagrangian of interest for soft quark emission is
ℒ(1)BPS𝜒𝜓 = ?¯?𝑛𝑔/ℬ𝑛⊥𝜓𝑢𝑠(𝑛) + 𝜓𝑢𝑠(𝑛)𝑔/ℬ𝑛⊥𝜒𝑛 . (4.108)
We first consider the insertion of this operator onto a collinear quark line, which at
lowest perturbative order corresponds to the emission of a soft quark from a collinear
quark. To illustrate this, we use as an example 𝑒+𝑒− → dijets with the hard scattering
operator of Eq. (4.101). The derivation of the factorization requires both a factoriza-
tion of the spin and color structures, as well as of the momentum convolutions. The
factorization of the spin and color structures is in principle a straightforward excerise,
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which requires, in the present case, the repeated application of Fierz identities to the
matrix element
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦
∫︁
𝑑4𝑧
⟨︀
0
⃒⃒𝒪(0)𝜇†(𝑥)ℒ(1)BPS𝜒𝜓 (𝑦)ℒ(1)BPS𝜒𝜓 (𝑧)𝒪(0)𝜇(0)⃒⃒0⟩︀ . (4.109)
The details of this are presented in App. A.3, and here we focus on the convolution
structure. We note that in general one must consider the presence of evanescent
operators, however, since in this chapter we do not consider the renormalization of the
matrix elements appearing in the factorization formula, we leave this to future work.
After factorizing the spin and color structure, we arrive at the following expression
for the radiative contribution to the cross section
1
𝜎0
𝑑𝜎
(2),rad
𝜓,𝑛,𝑞
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦
∫︁
𝑑4𝑧
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
· 1
𝑁𝑐
tr⟨0|𝑌 †?¯? (𝑥)𝑌 †𝑛 (𝑥)𝜓𝑢𝑠(𝑛)(𝑦)𝛽𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝜓𝑢𝑠(𝑛)(𝑧)𝛾𝑌𝑛(0)𝑌?¯?(0)|0⟩
(︂
/𝑛
2
)︂
𝛽𝛾
· 1
𝑄𝑁𝑐
tr⟨0|𝜒𝑛(𝑥)𝛽?¯?𝑛(𝑦)𝛾ℬ𝜇𝑛⊥(𝑦)𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )ℬ𝜈𝑛⊥(𝑧)𝜒𝑛(𝑧)𝛼?¯?𝑛(0)𝛿|0⟩𝑔𝜇𝜈⊥
(︂
/𝑛
2
)︂
𝛽𝛾
(︂
/𝑛
2
)︂
𝛼𝛿
· 1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏?¯? − 𝜏 (0)?¯? )?¯??¯?(0)𝛾|0⟩
(︂
/¯𝑛
2
)︂
𝛽𝛾
, (4.110)
which we would like to factorize into hard, jet and soft functions. The superscripts
and subscripts labeling the cross section indicate that this is the 𝒪(𝜆2) contribution
arising from the radiative emission of a soft quark from the 𝑛 collinear sector. Fourier
transforming each of the matrix elements, we have
1
𝑄𝑁𝑐
tr⟨0|𝑌 †?¯? (𝑥)𝑌 †𝑛 (𝑥)𝜓𝑢𝑠(𝑛)(𝑦)𝛽𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝜓𝑢𝑠(𝑛)(𝑧)𝛾𝑌𝑛(0)𝑌?¯?(0)|0⟩
=
∫︁
𝑑4𝑟1
(2𝜋)4
𝑑4𝑟2
(2𝜋)4
𝑑4𝑟3
(2𝜋)4
𝑒−𝑖𝑟1·𝑥𝑒−𝑖𝑟2·𝑦𝑒−𝑖𝑟3·𝑧𝑆(2)𝜒𝑛𝜓(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑟3, 𝑄)
(︂
/¯𝑛
2
)︂
𝛽𝛾
,
1
𝑄𝑁𝑐
tr⟨0|𝜒𝑛(𝑥)𝛽?¯?𝑛(𝑦)𝛾ℬ𝜇𝑛⊥(𝑦)𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )ℬ𝜈𝑛⊥(𝑧)𝜒𝑛(𝑧)𝛼?¯?𝑛(0)𝛿|0⟩
=
∫︁
𝑑4𝑙1
(2𝜋)4
𝑑4𝑙2
(2𝜋)4
𝑑4𝑙3
(2𝜋)4
𝑒−𝑖𝑙1·𝑥𝑒−𝑖𝑙2·𝑦𝑒−𝑖𝑙3·𝑦𝒥 (2)𝜒𝑛𝜓(𝜏𝑛, 𝑙1, 𝑙2, 𝑙3, 𝑄)𝑔𝜇𝜈⊥
(︂
/¯𝑛
2
)︂
𝛽𝛾
(︂
/¯𝑛
2
)︂
𝛼𝛿
,
1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏?¯? − 𝜏 (0)?¯? )?¯??¯?(0)𝛾|0⟩ =
∫︁
𝑑4𝑘
(2𝜋)4
𝑒−𝑖𝑘·𝑥𝒥?¯?(𝜏?¯?, 𝑘, 𝑄)
(︂
/𝑛
2
)︂
𝛽𝛾
. (4.111)
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Using the locality of the collinear matrix elements, as discussed in our derivation of the
amplitude level radiative functions (see Eq. (4.55) and the surrounding discussion),
we find
1
𝜎0
𝑑𝜎
(2),rad.
𝜓,𝑛,𝑞
𝑑𝜏
= 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
[︂∫︁
𝑑𝑘−
2𝜋𝑄
𝒥?¯?(𝜏?¯?, 𝑘−, 𝑄)
]︂∫︁
𝑑𝑟+2
2𝜋𝑄
𝑑𝑟+3
2𝜋𝑄
(4.112)
·
⎡⎣𝑄∫︁ 𝑑4𝑟1
(2𝜋)4
∫︁
𝑑𝑟−2
2𝜋
𝑑2𝑟⊥2
(2𝜋)2
∫︁
𝑑𝑟−3
2𝜋
𝑑2𝑟⊥3
(2𝜋)2
𝑆
(2)
𝜒𝑛𝜓(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑟3, 𝑄)
𝑟+2 𝑟
+
3
⎤⎦ · [︂𝑄2 ∫︁ 𝑑𝑙+1
2𝜋
𝒥𝜒𝑛𝜓(𝜏𝑛, 𝑙+1 , 𝑟+2 , 𝑟+3 ) · 𝑟+2 𝑟+3
]︂
≡ 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)𝐽?¯?(𝑄2𝜏?¯?)
∫︁
𝑑𝑟+2
2𝜋𝑄
𝑑𝑟+3
2𝜋𝑄
𝑆
(2)
𝜒𝑛𝜓(𝑄𝜏𝑢𝑠, 𝑟
+
2 , 𝑟
+
3 )𝐽
(2)
𝜒𝑛𝜓(𝜏𝑛, 𝑟
+
2 , 𝑟
+
3 , 𝑄) .
Here 𝐽 (2)𝑛𝜓 (𝜏𝑛, 𝑟
+
2 , 𝑟
+
3 ) defines the radiative jet function at the cross section level. Note
that it is defined as a collinear matrix element, so all loop corrections are collinear in
nature. Diagramatically, we have
=
∫︁
𝑑𝑟+2 𝑑𝑟
+
3 ⊗ . (4.113)
At lowest order in 𝛼𝑠, the soft function is proportional to 𝛿(𝑟+2 − 𝑟+3 ), which simplifies
the structure of the convolution to a single variable. In the presence of radiative
corrections, the full convolution structure is required. As expected at subleading
power, this contribution is first non-vanishing crossing the cut, namely the soft quark.
Purely virtual contributions are proportional to 𝛿(𝜏), and hence leading power. In
the case that the soft quark is radiated from the ?¯? collinear sector, an identical
factorization applies.
The ability to formulate this factorization in a gauge invariant way relies on the use
of non-local gauge invariant collinear quark and gluon and soft quark and gluon fields.
These operators have a highly intricate Wilson line structure, involving both soft and
collinear Wilson lines situated at a variety of positions along different light cones.
However, this structure is completely dictated by the symmetries of the effective
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theory.
As compared with the leading power factorization of Eq. (4.106), there is a con-
volution structure in the + component of the soft momentum, in addition to the
convolution in the observable 𝜏 . This couples the collinear and soft sectors in a more
non-trivial way, describing the “radiation" of a soft parton from the collinear jet at a
position along the light cone, as was the case at the amplitude level. Note that while
we can perform the factorization of the jet and soft functions into this convolution
structure, it is not a priori guaranteed that such convolutions converge. This would
indicate a naive breakdown of the factorized expression, or at least that a reorganiza-
tion is required. This has been explicitly observed in subleading power factorization
formulae for 𝐵-meson decays [84]. In defining the jet and soft functions, we have
inserted factors of the convolution variables 𝑟+2 and 𝑟
+
3 . This is done so that the low-
est order divergence appears entirely in the soft function, allowing it to be extracted
using standard plus distributions. We can therefore make sense of the convolutions
appearing in the factorization at lowest order in 𝛼𝑠. An understanding of the convo-
lutions appearing in the factorization formulas in this chapter is left to future work.
In this chapter we will not consider radiative corrections to the soft and jet functions
𝑆
(2)
𝜒𝑛𝜓(𝜏𝑢𝑠, 𝑟
+
2 , 𝑟
+
3 ), 𝐽
(2)
𝜒𝑛𝜓(𝜏𝑛, 𝑟
+
2 , 𝑟
+
3 ), leaving this to future work. The renormalization
of these operators, and the corresponding renormalization group evolution will resum
subleading power logarithms in the thrust variable.
We can also perform an identical factorization when the soft quark Lagrangian
is inserted on a collinear gluon leg. Here we take as a concrete example the case of
thrust in 𝐻 → 𝑔𝑔 with the leading power operator
𝒪(0)ℬ = −2𝜔1𝜔2𝛿𝑎𝑏ℬ𝑎⊥?¯?,𝜔2 · ℬ𝑏⊥?¯?,𝜔1𝐻 . (4.114)
Going through an identical procedure as for the previous case, after performing the
Fierzing we arrive at the following expression
1
𝜎0
𝑑𝜎
(2),rad
𝜓,𝑛,𝑔
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦
∫︁
𝑑4𝑧
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
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· ⟨0|𝒴𝑎𝑐?¯? (𝑥)𝒴𝑎𝑑𝑛 (𝑥)𝜓𝑢𝑠(𝑛)(𝑦)𝛽𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝜓𝑢𝑠(𝑛)(𝑧)𝛾𝒴†𝑏𝑐?¯? (0)𝒴†𝑏𝑑𝑛 (0)|0⟩
(︂
/𝑛
2
)︂
𝛽𝛾
· 1
𝑁𝑐
tr⟨0|ℬ𝑑𝜇𝑛⊥(𝑥)(?¯?𝑛(𝑧)/ℬ𝑛⊥(𝑧))𝛼𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )(𝑔/ℬ𝑛⊥(𝑦)𝜒𝑛(𝑦))𝛿ℬ𝑑𝜈𝑛⊥(0)|0⟩𝑔𝜇𝜈⊥
(︂
/𝑛
2
)︂
𝛼𝛿
· 1
𝑁𝑐
tr⟨0|ℬ𝑐𝜇?¯?⊥(𝑥)𝛿(𝜏?¯? − 𝜏 (0)?¯? )ℬ𝑐𝜈?¯?⊥(0)|0⟩𝑔𝜇𝜈⊥ . (4.115)
Fourier transforming each of the matrix elements, we have
1
𝑄
⟨0|𝒴𝑎𝑐?¯? (𝑥)𝒴𝑎𝑑𝑛 (𝑥)𝜓𝑢𝑠(𝑛)(𝑦)𝛽𝛿(𝜏𝑢𝑠 − 𝜏 (0)𝑢𝑠 )𝜓𝑢𝑠(𝑛)(𝑧)𝛾𝒴†𝑏𝑐?¯? (0)𝒴†𝑏𝑑𝑛 (0)|0⟩
=
∫︁
𝑑4𝑟1
(2𝜋)4
𝑑4𝑟2
(2𝜋)4
𝑑4𝑟3
(2𝜋)4
𝑒−𝑖𝑟1·𝑥𝑒−𝑖𝑟2·𝑦𝑒−𝑖𝑟3·𝑧𝑆(2)ℬ𝑛𝜓(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑟3, 𝑄)
(︂
/¯𝑛
2
)︂
𝛽𝛾
,
1
𝑄2𝑁𝑐
tr⟨0|ℬ𝑑𝜇𝑛⊥(𝑥)(?¯?𝑛(𝑧)/ℬ𝑛⊥(𝑧))𝛼𝛿(𝜏𝑛 − 𝜏 (0)𝑛 )(𝑔/ℬ𝑛⊥(𝑦)𝜒𝑛(𝑦))𝛿ℬ𝑑𝜈𝑛⊥(0)|0⟩
=
∫︁
𝑑4𝑙1
(2𝜋)4
𝑑4𝑙2
(2𝜋)4
𝑑4𝑙3
(2𝜋)4
𝑒−𝑖𝑙1·𝑥𝑒−𝑖𝑙2·𝑦𝑒−𝑖𝑙3·𝑦𝒥 (2)ℬ𝑛𝜓(𝜏𝑛, 𝑙1, 𝑙2, 𝑙3, 𝑄)𝑔𝜇𝜈⊥
(︂
/¯𝑛
2
)︂
𝛼𝛿
,
1
𝑁𝑐
tr⟨0|ℬ𝑐𝜇?¯?⊥(𝑥)𝛿(𝜏?¯? − 𝜏 (0)?¯? )ℬ𝑐𝜈?¯?⊥(0)|0⟩ =
∫︁
𝑑4𝑘
(2𝜋)4
𝑒−𝑖𝑘·𝑥𝒥?¯?(𝜏?¯?, 𝑘, 𝑄)𝑔𝜇𝜈⊥ . (4.116)
As before, this can be simplified to convolutions involving just the light cone positions
1
𝜎0
𝑑𝜎
(2),rad.
𝜓,𝑛,𝑔
𝑑𝜏
= 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
[︂∫︁
𝑑𝑘−
2𝜋𝑄
𝒥?¯?(𝜏?¯?, 𝑘−, 𝑄)
]︂ ∫︁
𝑑𝑟+2
2𝜋𝑄
𝑑𝑟+3
2𝜋𝑄
(4.117)
·
[︃
𝑄
∫︁
𝑑4𝑟1
(2𝜋)4
∫︁
𝑑𝑟−2
2𝜋
𝑑2𝑟⊥2
(2𝜋)2
∫︁
𝑑𝑟−3
2𝜋
𝑑2𝑟⊥3
(2𝜋)2
𝑆
(2)
ℬ𝑛𝜓(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑟3, 𝑄)
𝑟+2 𝑟
+
3
]︃
·
[︂
𝑄2
∫︁
𝑑𝑙+1
2𝜋
𝒥ℬ𝑛𝜓(𝜏𝑛, 𝑙+1 , 𝑟+2 , 𝑟+3 , 𝑄) · 𝑟+2 𝑟+3
]︂
≡ 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)𝐽?¯?(𝑄2𝜏?¯?) ·
∫︁
𝑑𝑟+2
2𝜋𝑄
𝑑𝑟+3
2𝜋𝑄
𝑆
(2)
ℬ𝑛𝜓(𝜏𝑢𝑠, 𝑟
+
2 , 𝑟
+
3 , 𝑄)𝐽
(2)
ℬ𝑛𝜓(𝜏𝑛, 𝑟
+
2 , 𝑟
+
3 , 𝑄) .
Schematically, this can be illustrated as
=
∫︁
𝑑𝑟+2 𝑑𝑟
+
3 ⊗ . (4.118)
This takes an identical form to the case of the emission from a collinear quark, with
the exception of the detailed structure of the Wilson lines and fields in the jet function.
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Soft Gluon Emission
At lowest order in 𝛼𝑠, we also have contributions from soft gluon emission. Due to
the LBK theorem, these first arise through a single insertion of the ℒ(2) Lagrangian.
Here we will show how these can be factorized to all orders at the cross section level,
for the insertion of the ℒ(2) Lagrangian on either a collinear quark or gluon leg.
We begin by considering the case of the insertion on a collinear quark leg, corre-
sponding to soft gluon emission from a collinear quark. We again take as a concrete
process thrust for 𝑒+𝑒− → dijets, as mediated by the hard scattering operator of
Eq. (4.101). For convenience, we recall the form of the Lagrangian
ℒ(2)BPS𝑛𝜉 = ?¯?𝑛
(︂
𝑇 𝑎𝛾𝜇⊥
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎𝛾𝜇⊥
)︂
/¯𝑛
2
𝜒𝑛 𝑔ℬ𝑎𝜇𝑢𝑠(𝑛) . (4.119)
This contributes to the cross section through the interference with the leading power
hard scattering operator. As was the case at amplitude level, the factorization for
the ultrasoft gluon emission is more complicated due to the presence of the ultrasoft
derivative. We would like to arrange the ultrasoft derivative such that it acts only on
the ultrasoft fields in the soft function. This can be done using identical arguments
as given in Sec. 4.3.2. Flipping the derivative to act in the soft sector, and performing
the Fierzing of the matrix element to obtain a factorized form, we find
1
𝜎0
𝑑𝜎
(2),rad
ℬ𝑢𝑠,𝑛
𝑑𝜏
= 𝐻(𝑄2)
∫︁
𝑑4𝑥𝑑4𝑦
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)
· 1
𝑄𝑁𝑐
tr⟨0|𝜒𝑛(𝑥)𝜅𝛿(𝜏𝑛 − 𝜏𝑛) 1𝒫 ?¯?𝑛(𝑦)𝜌𝜒𝑛(𝑦)𝛼?¯?𝑛(0)𝛿|0⟩
(︂
/¯𝑛
2
)︂
𝜅𝜌
(︂
/¯𝑛
2
)︂
𝛼𝛿
· 1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏𝑛 − 𝜏𝑛)?¯??¯?(0)𝛾|0⟩
(︂
/𝑛
2
)︂
𝛽𝛾
· 1
𝑁𝑐
tr⟨0|𝑌 †?¯? (𝑥)𝑌 †𝑛 (𝑥)𝛿(𝜏𝑢𝑠 − 𝜏𝑢𝑠)𝜕⊥ · ℬ𝑢𝑠(𝑛)⊥(𝑦)𝑌𝑛(0)𝑌?¯?(0)|0⟩ . (4.120)
The derivation of the Lorentz, Dirac, and color structure is left to App. A.3. Fourier
169
transforming each of the functions
1
𝑄𝑁𝑐
tr⟨0|𝑌 †?¯? (𝑥)𝑌 †𝑛 (𝑥)𝛿(𝜏𝑢𝑠 − 𝜏𝑢𝑠)𝜕⊥ · ℬ𝑢𝑠(𝑛)⊥(𝑦)𝑌𝑛(0)𝑌?¯?(0)|0⟩
=
∫︁
𝑑4𝑟1
(2𝜋)4
𝑑4𝑟2
(2𝜋)4
𝑒−𝑖𝑟1·𝑥𝑒−𝑖𝑟2·𝑦𝑆(2)𝑛ℬ𝑢𝑠(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑄) ,
1
𝑄𝑁𝑐
tr⟨0|𝜒𝑛(𝑥)𝛽𝛿(𝜏𝑛 − 𝜏𝑛) 1𝒫 ?¯?𝑛(𝑦)𝛾𝜒𝑛(𝑦)𝛼?¯?𝑛(0)𝛿|0⟩
=
∫︁
𝑑4𝑙1
(2𝜋)4
𝑑4𝑙2
(2𝜋)4
𝑒−𝑖𝑙1·𝑥𝑒−𝑖𝑙2·𝑦𝒥 (2)𝑛ℬ𝑢𝑠(𝜏𝑛, 𝑙1, 𝑙2, 𝑄)
(︂
/¯𝑛
2
)︂
𝛽𝛾
(︂
/¯𝑛
2
)︂
𝛼𝛿
,
1
𝑄𝑁𝑐
tr⟨0|𝜒?¯?(𝑥)𝛽𝛿(𝜏𝑛 − 𝜏𝑛)?¯??¯?(0)𝛾|0⟩ =
∫︁
𝑑4𝑘
(2𝜋)4
𝑒−𝑖𝑘·𝑥𝒥?¯?(𝜏?¯?, 𝑘, 𝑄)
(︂
/𝑛
2
)︂
𝛽𝛾
, (4.121)
and using the locality of the collinear functions to simplify the structure of the con-
volutions, we find
1
𝜎0
𝑑𝜎
(2),rad
ℬ𝑢𝑠,𝑛
𝑑𝜏
= 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠) ·
[︂∫︁
𝑑𝑘−
2𝜋
𝒥?¯?(𝜏?¯?, 𝑘−, 𝑄)
]︂
·
∫︁
𝑑𝑟+2
2𝜋𝑄
·
[︃∫︁
𝑑4𝑟1
(2𝜋)4
∫︁
𝑑𝑟−2
2𝜋
𝑑2𝑟⊥2
(2𝜋)2
𝑆
(2)
𝑛ℬ𝑢𝑠(𝜏𝑢𝑠, 𝑟1, 𝑟2, 𝑄)
𝑟+2
]︃
·
[︂∫︁
𝑑𝑙+1
2𝜋
𝒥𝑛ℬ𝑢𝑠(𝜏𝑛, 𝑙+1 , 𝑟+2 , 𝑄) · 𝑟+2
]︂
≡ 𝑄5𝐻(𝑄2)
∫︁
𝑑𝜏𝑛𝑑𝜏?¯?𝑑𝜏𝑢𝑠𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑢𝑠)𝐽?¯?(𝑄2𝜏?¯?)
·
∫︁
𝑑𝑟+2
2𝜋𝑄
𝑆
(2)
𝑛ℬ𝑢𝑠(𝑄𝜏𝑢𝑠, 𝑟
+
2 )𝐽
(2)
𝑛ℬ𝑢𝑠(𝜏𝑛, 𝑟
+
2 , 𝑄) . (4.122)
Diagramatically, we have
=
∫︁
𝑑𝑟+2 ⊗ . (4.123)
Here the green lines indicate Wilson lines, and the orange spring indicates the ℬ𝑢𝑠(𝑛)
field. As with the soft quark radiative function, this soft gluon radiative function
is first non-vanishing with a single emission crossing the cut. We have done some
rearrangement, multiplying and dividing by a factor of 𝑙+2 . This choice is to make the
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tree level expression for the jet function independent of 𝑙+2 . In particular, we find a
radiative jet function
𝐽
(2)
𝑛ℬ𝑢𝑠(𝜏𝑛, 𝑟
+
2 ) =
[︂∫︁
𝑑𝑙+1
2𝜋
𝒥𝑛ℬ𝑢𝑠(𝜏𝑛, 𝑙+1 , 𝑟+2 ) · 𝑟+2
]︂
, (4.124)
which incorporates all the collinear dynamics in the 𝑛 sector from which the ℬ𝑢𝑠(𝑛)
field is emitted. Since it is defined as a collinear matrix element, all loop corrections
are collinear in nature, and are factorized from the soft loop corrections, which are
described by the soft function.
We can also consider the insertion of an ℒ(2) on a collinear gluon line, which
corresponds at lowest order to the emission of a soft gluon from a collinear gluon
leg. However, here we will find something interesting. If the collinear gluon field
is taken to have no label perpendicular momentum, the 𝒪(𝜆1) Lagrangian insertion
vanishes. However, at 𝒪(𝜆2), we have a contribution from the subsubleading gluon
lagrangian ℒ(2)𝑛𝑔 , defined in Eq. (4.42). By dropping the terms proportional to the label
perpendicular momentum, the relevant insertion comes from the three field operator
ℒ(2)𝑛𝑔 ⊃ 𝑔Tr
(︁
𝜕
[𝜇
⊥ℬ𝜈]𝑢𝑠⊥[ℬ⊥𝑛𝜇,ℬ⊥𝑛𝜈 ]
)︁
. (4.125)
However, we note that
𝜕
[𝜇
⊥ℬ𝜈]𝑢𝑠⊥ ≡ 𝜕[𝜇⊥
(︀
𝑆†𝑛𝜕
𝜈]
⊥𝑆𝑛] + 𝑆
†
𝑛𝑔𝐴
𝜈]
𝑢𝑠⊥𝑆𝑛
)︀
= [𝜕
[𝜇
⊥𝑆
†
𝑛][𝜕
𝜈]
⊥𝑆𝑛] + 𝑆
†
𝑛𝜕
[𝜇
⊥ 𝜕
𝜈]
⊥𝑆𝑛 + 𝜕
[𝜇
⊥𝑆
†
𝑛𝑔𝐴
𝜈]
𝑢𝑠⊥𝑆𝑛
= 𝜕
[𝜇
⊥ 𝑔𝐴
𝜈]
𝑢𝑠⊥ +𝒪(𝑔2) . (4.126)
For the case of dijet production, where the two jets are back to back, all Wilson lines
in the soft function are along the light cone directions 𝑛 or ?¯?. Therefore, we see
that the emission of a soft gluon from ℒ(2)𝑛𝑔 gives a vanishing contribution to the cross
section at lowest order in 𝛼𝑠. This fact was used for the calculation of the leading log
series in Ref. [453]. We will therefore not consider its factorization explicitly, since
in this section we have only considered the factorization for contributions at lowest
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order in 𝛼𝑠. Beyond 𝒪(𝛼𝑠), there are other contributions that will be discussed in
more detail in the next section.
4.4.3 Discussion
In the section we have derived a factorized expression in terms of a convolution of
gauge invariant soft and collinear matrix elements for the emission of a gauge invariant
soft quark or gluon field at the cross section level. The main new feature at subleading
power, are additional convolutions in the momentum passed between the soft and
collinear sectors. Due to the multipole expansion in SCET this can be simplified to
a single component 𝑘+𝑖 , which represents the position along the light cone. This also
follows directly from the SCET power counting since only the +-momenta are the
same size. To be able to separately renormalize the soft and collinear matrix elements,
allowing for a resummation of subleading power logarithms, it is essential that both
matrix elements are gauge invariant, and that no additional divergences appear in the
single variable convolution. In a non-abelian gauge theory, the ability to formulate
a soft emission in a gauge invariant manner is highly non-trivial since soft partons
carry non-abelian charge, and it relies on our use of non-local gauge invariant soft
quark and gluon fields, and an understanding of the all orders Lagrangian describing
their interactions.
Some of the factorized expressions presented in this section are similar to those
which have appeared in the 𝐵-physics literature [388]. In this case, instead of being
vacuum matrix elements, the soft function is a matrix element of 𝐵 meson states.
These were studied for the case of heavy to light decays where the heavy quark
is treated using HQET. Nevertheless, their structure as non-local operators with
insertions along the light cone is similar. This can be viewed as another advantage of
using the operator based approach, namely since the SCET Lagrangians are universal,
the same structures will appear in a variety of distinct physical processes allowing for
a universal framework. As an example, although we have used for concreteness here
the case of dijet production, since the insertions appear in a single collinear sector,
this could be extended to N-jet production in a straightforward manner.
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In this section we have explicitly worked out the structure, including the Lorentz
and Dirac structure for two examples, namely single soft quark and soft gluon emis-
sion, with the goal of showing in detail how the factorization with Lagrangian in-
sertions can be performed, and how it gives rise to radiative functions at the cross
section level. These two examples were chosen, since they contribute at lowest order.
It should be clear that a similar factorization can be performed for an insertion of
any term in the subleading power Lagrangians of Eqs. (4.7) and (4.8), or for multiple
Lagrangian insertions. In Sec. 4.5 we will perform a systematic classification for the
case of thrust in 𝑒+𝑒− → dijets of the field structure of all possible radiative functions.
4.5 Classification of Radiative Contributions for Di-
jet Event Shapes
Having shown how we can achieve a factorization of radiative contributions in terms
of a convolution of gauge invariant soft and collinear matrix elements, in this section
we extend this to a complete classification of the radiative contributions for an SCETI
event shape observable. For concreteness, we will consider thrust in 𝑒+𝑒− → dijets,
however thrust for 𝐻 → 𝑔𝑔 would have a very similar form. Unlike in the previous
section, where we worked out in detail the factorization for those contributions that
contribute at lowest order in 𝛼𝑠, here we will not explicitly perform the Fierzing and
factorization. Instead, we will content ourselves with an understanding of the field
structure, leaving the details of the factorization and resummation to future work.
Nevertheless, a study of the field content provides valuable insight into the structure
and complexity of the factorization at subleading power. Despite the large number of
different field structures in the Lagrangians of Eqs. (4.7) and (4.8), we will see that
due to the symmetries of the problem many terms can be shown not to contribute to
all orders in 𝛼𝑠. For example, we will show that there are no 𝒪(𝜆) ∼ 𝒪(
√
𝜏) power
corrections, as expected from perturbative calculations. A much larger reduction in
the number of jet and soft functions is achieved if one works to a fixed order in 𝛼𝑠,
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for example 𝒪(𝛼2𝑠), and a study of the field content is sufficient to understand these
aspects of the factorization.
In Sec. 4.5.1, we show that 𝒪(𝜆) radiative contributions to the cross section vanish
to all order in 𝛼𝑠, and in Sec. 4.5.2 we classify the 𝒪(𝜆2) contributions. For those op-
erators that can contribute, we will explicitly give the field structure and contributing
diagrams to 𝒪(𝛼2𝑠).
4.5.1 Vanishing at 𝒪(𝜆)
At 𝒪(𝜆), the only possible radiative contribution is an ℒ(1) insertion into the leading
power hard scattering operators. If this ℒ(1) insertion involves the conversion of
a collinear quark to an ultrasoft quark, it will vanish, since it will give rise to a
vacuummatrix element involving an odd fermion number. To show that the remaining
possible ℒ(1) insertions also vanish, we note that by power counting they all involve
either an ultrasoft gluon field, or an ultrasoft derivative operator, but not both.
First consider the case of an ultrasoft derivative operator. With a single La-
grangian insertion into the leading power operators, after performing the BPS field
redefinition, the ultrasoft derivative operator must act on collinear fields, and is there-
fore factorized into the jet function. We now use the dimensional regularization rule
for residual momenta
∑︁
𝑞𝑙
∫︁
𝑑𝑑𝑞𝑟(𝑞𝑟)
𝑗𝐹 (𝑞−𝑙 , 𝑞
⊥
𝑙 , 𝑞
+
𝑟 ) = 0 , (4.127)
where (𝑞𝑟)𝑗 denotes positive powers of the 𝑞−𝑟 and 𝑞⊥𝑟 momenta, which are the only
residual momenta which appear in the subleading power Lagrangians, to show that
this vanishes. After eliminating these terms, we can simplify the structure of the ℒ(1)
Lagrangian to
ℒ(1)BPS𝑛 ∼ ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)⊥𝒫⊥ + ?¯?𝑛𝜒𝑛ℬ𝑢𝑠(𝑛)⊥𝒫⊥ + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)⊥ + ?¯?𝑛𝜒𝑛ℬ𝑛⊥ℬ𝑢𝑠(𝑛)⊥ ,
(4.128)
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each term of which involves a ℬ𝑢𝑠(𝑛) field. After performing the factorization, the
ℬ𝑢𝑠(𝑛) field can be factorized into the soft function. However, the soft function must be
rotationally invariant about the 𝑛−?¯? axes. Since the only other objects which appear
in the soft functions at this power are Wilson lines, this implies that it is only possible
to form a rotationally invariant soft function from the ?¯?·ℬ𝑢𝑠(𝑛), or 𝑛·ℬ𝑢𝑠(𝑛) components
of the field. However, only the ℬ𝑢𝑠(𝑛)⊥ component appears at this power. Therefore,
there are no 𝒪(𝜆) power corrections from Lagrangian insertions. In [278, 451], we
have shown that 𝒪(𝜆) contributions from hard scattering operators vanish for both a
𝑞𝑞 and 𝑔𝑔 current, as do subleading power corrections to the measurement operator.
Therefore, the present analysis provides a complete proof that there are no 𝒪(𝜆)
power corrections to all orders in 𝛼𝑠.
4.5.2 Contributions at 𝒪(𝜆2)
The 𝒪(𝜆2) radiative contributions to the cross section do not vanish. As discussed in
Sec. 2.3, in addition to an insertion of the 𝒪(𝜆2) Lagrangian, one must also consider
two insertions of the 𝒪(𝜆) Lagrangian, as well as an insertion of the 𝒪(𝜆) Lagrangian
into an 𝒪(𝜆) hard scattering operator.8 The complete expression for the radiative
contribution is therefore
𝑑𝜎
𝑑𝜏
(2),rad.
= 𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0|𝐶(1)*𝑖 ?˜?(1)†𝑖 (0) |𝑋⟩ ⟨𝑋|T(𝑖ℒ(1)(𝑥))𝐶(0)?˜?(0)(0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
+𝑁
∑︁
𝑋,𝑖
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0|𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|T(𝑖ℒ(1)(𝑥))𝐶(1)𝑖 ?˜?(1)𝑖 (0) |0⟩ 𝛿
(︀
𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
+𝑁
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥 ⟨0|𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|T(𝑖ℒ(2)(𝑥))𝐶(0)?˜?(0)(0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
− 𝑁
2
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦 ⟨0| T¯ℒ(1)(𝑥)ℒ(1)(𝑦)𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋|𝐶(0)?˜?(0)0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c.
8One must also consider subleading corrections to the measurement function. However, as dis-
cussed in Sec. 2.3.2, the subleading power corrections to the measurement function first enter at
𝒪(𝜆2), and therefore if we are working only to 𝒪(𝜆2), we do not need to consider the interference
of the subleading power measurement function with Lagrangian insertions. At higher powers, this
contribution could be treated in a similar way to the contributions discussed in this chapter.
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+
𝑁
2
∑︁
𝑋
𝛿(4)𝑞
∫︁
𝑑4𝑥
∫︁
𝑑4𝑦 ⟨0| T¯ℒ(1)(𝑥)𝐶(0)*?˜?(0)†(0) |𝑋⟩ ⟨𝑋| ℒ(1)(𝑦)𝐶(0)?˜?(0)0) |0⟩ 𝛿(︀𝜏 − 𝜏 (0)(𝑋))︀+ h.c. ,
(4.129)
which is a subset of the complete set of 𝒪(𝜆2) contributions given in Eq. (2.39).
We will consider the different contributions from each of these cases in turn. For
simplicity, we will not separately discuss the different possible positions of the final
state cut, since the operator structure is the same in all cases.
Contributions from 𝒪(𝜆) Hard Scattering Operators
We first consider term the first two lines of Eq. (4.129) involving a single 𝒪(𝜆) hard
scattering operators, 𝒪(1), and a single 𝒪(𝜆) Lagrangian insertion, ℒ(1). A detailed
derivation of the 𝒪(𝜆) hard scattering operators for 𝑒+𝑒− → dijets was given in [278].
The operators are of two types, and either involve a collinear quark and a collinear
gluon field in the same collinear sector, or two collinear quark fields in the same
collinear sector. We can use arguments identical to those presented in Sec. 4.5.1
to show that these terms do not contribute to all orders in 𝛼𝑠. In particular, since
the hard scattering operators at 𝒪(𝜆) do not involve additional ultrasoft fields, the
rotational invariance of the soft function, combined with the structure of the 𝒪(𝜆) La-
grangian, which involves only ℬ𝑢𝑠(𝑛)⊥ fields guarantees that all contributions involving
ultrasoft field insertions vanish. Similarly, all contributions involving insertions of an
ultrasoft derivative from the Lagrangian vanish for the same reasons as described in
Sec. 4.5.1.
Contributions from 𝒪(𝜆2) Lagrangian Insertions
Next we consider the third line of Eq. (4.129), involving the T-products of leading
power hard scattering operators and ℒ(2). When considering contributions to the cross
section, the structure of the ℒ(2) Lagrangian can be simplified, since one cannot have
a single insertion involving an ultrasoft fermion, or involving just ultrasoft derivatives
acting in the collinear sector. This reduces the structure down to 10 distinct field
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structures
ℒ(2)BPS𝑛 ∼ ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛) + ℬ𝑛⊥ℬ𝑛⊥𝜕𝑢𝑠ℬ𝑢𝑠(𝑛) + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)
+ ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)𝒫2⊥ + ℬ𝑛⊥ℬ𝑛⊥𝒫⊥ℬ𝑛ℬ𝑢𝑠(𝑛) + ?¯?𝑛𝜒𝑛ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛)
+ ?¯?𝑛𝜒𝑛𝜕𝑢𝑠ℬ𝑢𝑠(𝑛) + ?¯?𝑛𝜒𝑛ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛) + ?¯?𝜒ℬ𝑢𝑠(𝑛)𝒫2⊥ + ?¯?𝑛𝜒𝑛𝒫⊥ℬ𝑛ℬ𝑢𝑠(𝑛) ,
(4.130)
the explicit form of which was given in Eq. (4.43). Unlike at 𝒪(𝜆), these contributions
do not vanish.
For each of these different contributions, it is easy to understand at which order
they can first contribute. Those with a 𝒫⊥ insertion will first contribute at one-
higher order, as they require an additional collinear emission to provide a non-zero
⊥ momentum. In particular, we see that while there are a large number of different
radiative functions that are required for an all orders descriptions, many first con-
tribute at high loops. Considering only those terms which contribute to 𝒪(𝛼2𝑠), we
have only 6 terms
ℒ(2)BPS𝑛 ∼ ?¯?𝑛𝜒𝑛𝜕𝑢𝑠ℬ𝑢𝑠(𝑛) + ?¯?𝑛𝜒𝑛ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛) + ℬ𝑛⊥ℬ𝑛⊥𝜕𝑢𝑠ℬ𝑢𝑠(𝑛) + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)𝒫2⊥
+ ?¯?𝜒ℬ𝑢𝑠(𝑛)𝒫2⊥ + ?¯?𝑛𝜒𝑛𝒫⊥ℬ𝑛ℬ𝑢𝑠(𝑛) . (4.131)
The first term contributes at 𝒪(𝛼𝑠). The second term contributes at 𝒪(𝛼2𝑠), and has
been analyzed in detail in Sec. 4.4.2 where we worked out the complete structure of
the factorization, and its tree level diagram is shown in Table 4.2. The remaining
terms first contribute at 𝒪(𝛼2𝑠), and representative diagrams, along with the field
structure of the factorization are given in Table 4.3 for those with a single ℬ𝑢𝑠(𝑛) field,
and in Table 4.4 for those with two ℬ𝑢𝑠(𝑛) fields.
Contributions from [𝒪(𝜆)]2 Lagrangian Insertions
At 𝒪(𝜆2) one receives contributions from two ℒ(1) insertions as given by the last two
lines of Eq. (4.129). The non-vanishing contributions can have either one, or two soft
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fields. Since the ℒ(1) has the field structure
ℒ(1)BPS𝑛 ∼ ℬ𝑛⊥ℬ𝑛⊥𝜕𝑢𝑠𝒫⊥ + ?¯?𝑛𝜒𝑛𝜕𝑢𝑠𝒫⊥ + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛)𝒫⊥
+ ?¯?𝑛𝜒𝑛ℬ𝑢𝑠(𝑛)𝒫⊥ + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥ℬ𝑢𝑠(𝑛) + ?¯?𝑛𝜒𝑛ℬ𝑛⊥ℬ𝑢𝑠(𝑛) + ℬ𝑛⊥ℬ𝑛⊥ℬ𝑛⊥𝜕𝑢𝑠
+ ?¯?𝑛𝜒𝑛ℬ𝑛⊥𝜕𝑢𝑠 + ?¯?𝑛ℬ𝑛⊥𝜓𝑢𝑠(𝑛) , (4.132)
this gives rise to a large number of distinct possibilities. While it is possible to write
the radiative functions for all the different possible cross terms of Eq. (4.132), here
we focus only on those that contribute up to 𝒪(𝛼2𝑠). Note that the two insertions do
not need to be in the same collinear sector. However, those in distinct sectors first
contribute at 3 loops. We therefore do not draw them explicitly.
The terms in the ℒ(1) Lagrangian contain at most one ultrasoft field. Since ra-
diative contributions where both ℒ(1) insertions involve no collinear fields vanish, the
double ℒ(1) insertions can contain either one or two ultrasoft fields. Except for those
terms involving the ultrasoft quarks, all terms in the ℒ(1) Lagrangian involve either
> 2 collinear fields, or a 𝒫⊥ operator. In both cases, these first appear at 𝒪(𝛼2𝑠). The
only tree level contribution from ℒ(1) insertions is the that of the soft quarks, which
was discussed in detail in Sec. 4.4.2 where the complete factorization structure was
worked out, and whose leading order diagram is shown in Table 4.2. In Table 4.3 we
summarize the field structures of the different radiative terms with a single emission
arising from two ℒ(1) insertions, as well as a representative diagram at 𝒪(𝛼2𝑠). In all
cases, these can be viewed as a propagator correction, marked with a cross, and a
ℬ𝑢𝑠(𝑛) emission from ℒ(1). The contributions with two ℬ𝑢𝑠(𝑛) fields are shown in Ta-
ble 4.4, along with representative diagrams at 𝒪(𝛼2𝑠). Note that here, and throughout
this section, we will explicitly draw soft fields in the radiative jet functions to illus-
trate where they are attached. These fields will of course be factorized into the soft
functions.
It is interesting to briefly consider the simplification of the ℒ(1) · ℒ(1) terms in
the threshold limit. The threshold limit has received much attention in the power
corrections literature [234, 315, 377, 375, 314, 376, 8, 112, 511, 207, 110, 111] due to
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𝑇 -Product Example Diagram Soft Function Jet Function
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜓𝑢𝑠(𝑥)𝜓𝑢𝑠(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛ℬ𝑛⊥(𝑧) · ?¯?𝑛ℬ𝑛⊥(𝑥)𝜒𝑛(0)|0⟩
Table 4.2: Leading order contributions to the𝒪(𝜆2) thrust cross section from radiative
functions. The soft gluon emission arises from a single ℒ(2) insertions, in accord with
the LBK theorem, while the soft quark contribution arises from two ℒ(1) insertions.
We do not explicitly write the corresponding functions when the soft gluon or quark
is emitted from the ?¯? collinear sector.
the large amount of available perturbative data [435, 434, 318, 25, 24, 27, 26, 247].
Up to crossing, the production of a color singlet Drell-Yan pair in a proton proton
collision is identical to the case of 𝑒+𝑒− → dijets considered here, and therefore power
corrections in (1− 𝑧) can be considered using the same formalism and operators. In
the case of threshold production, collinear particles are kinematically forbidden from
crossing the cut into the final state. This greatly reduces the number of possible
contributions at 𝒪(𝛼2𝑠). In particular, since for the ℒ(1) · ℒ(1) to contribute at 𝒪(𝛼2𝑠),
the collinear gluon must cross the cut, these terms will not contribute in the threshold
limit to 𝒪(𝛼3𝑠).
4.5.3 Discussion
The analysis of this section illustrates that the general structure of the Lagrangian
contributions is quite complicated. In particular, while there are only several contri-
butions at lowest order in 𝛼𝑠, there are a large number of contributions which first
appear at higher orders, coming from Lagrangian insertions which involve multiple
collinear fields. Indeed, there are terms whose first non-vanishing contribution is at
4-loops. These contributions do not seem in general to be related to the renormal-
ization group evolution of those operators that contribute at lowest order, and thus
appear to complicate the general structure.
We believe that the leading logarithmic contributions are captured by the renor-
malization group evolution of the two radiative functions that contribute at lowest
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𝑇 -Product Example Diagram Soft Function Jet Function
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)ℬ𝑛⊥ℬ𝑛⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)ℬ𝑛⊥ℬ𝑛⊥𝒫2⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝜒𝒫2⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛𝒫⊥ℬ𝑛(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛ℬ𝑛⊥(𝑧) · ?¯?𝑛𝜒𝑛𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛ℬ𝑛⊥(𝑧) · ℬ𝑛⊥ℬ𝑛⊥𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛𝒫⊥(𝑧) · ℬ𝑛⊥ℬ𝑛⊥𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛𝒫⊥(𝑧) · ?¯?𝑛𝜒𝑛𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)ℬ𝑛⊥ℬ𝑛⊥𝒫⊥(𝑧) · ?¯?𝑛𝜒𝑛𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)𝜕ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)ℬ𝑛⊥ℬ𝑛⊥𝒫⊥(𝑧) · ℬ𝑛⊥ℬ𝑛⊥𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
Table 4.3: Radiative functions which contribute at 𝒪(𝜆2) to the thrust cross section
starting at 2 loops with a single soft emission. This includes both terms arising from
a single ℒ(2) insertion, and from two ℒ(1) insertions. We have not explicitly written
the functions where the emission occurs in the ?¯? collinear sector, since they can easily
be obtained from those given. We have also not explicitly written the measurement
function.
order, which are given in Table 4.2, and that the Lagrangian insertions involving
higher numbers of collinear fields are only required to reproduce subleading loga-
rithms. This has been explicitly verified in the subleading power leading logarithmic
resummation [453] for thrust in 𝐻 → 𝑔𝑔 in pure Yang-Mills theory (i.e. without
quarks), and here a proof of this statement was given under the assumption that
the convolutions appearing in the factorization formula converge. However, we do
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𝑇 -Product Example Diagram Soft Function Jet Function
ℒ(2) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)ℬ𝑢𝑠(𝑛)(𝑥)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)(𝑥)ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛𝒫⊥(𝑧) · ?¯?𝑛𝜒𝑛𝒫⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)(𝑥)ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛𝒫⊥(𝑧) · ?¯?𝑛𝜒𝑛ℬ𝑛⊥(𝑥)𝜒𝑛(0)|0⟩
ℒ(1) · ℒ(1) ⟨0|𝑌𝑛𝑌?¯?(0)ℬ𝑢𝑠(𝑛)(𝑥)ℬ𝑢𝑠(𝑛)(𝑧)𝑌?¯?𝑌𝑛(0)|0⟩ ⟨0|?¯?𝑛(𝑦)?¯?𝑛𝜒𝑛ℬ𝑛⊥(𝑧) · ?¯?𝑛𝜒𝑛ℬ𝑛⊥(𝑥)𝜒𝑛(0)|0⟩
Table 4.4: Radiative functions which contribute at 𝒪(𝜆2) to the thrust cross section
starting at 2 loops with two soft emissions. In the restriction to the threshold limit,
only the first 𝑇 -product contributes, since collinear partons cannot cross the cut,
making the other terms first contribute at 𝒪(𝛼3𝑠). We have not explicitly written the
functions where the emission occurs in the ?¯? collinear sector, since they can easily be
obtained from those given.
not currently have a more general proof of this statement. This expectation comes
from the fact that collinear loops from these operators involving multiple collinear
fields are less singular than the identical collinear loops involving collinear Wilson
line emissions. If this is true, then the leading logarithmic resummation may take a
simple form, but beyond leading logarithmic order an increasing number of operators
will be required. We plan to develop the leading logarithmic renormalization group
evolution of these leading power operators in a future chapter, and by comparing
with explicit calculations it should be possible to understand the role of the operators
involving additional collinear fields.
4.6 Conclusions
In this chapter we have derived an all orders factorization for the emission of soft
partons from a jet, expressed as a convolution of gauge invariant soft and collinear
matrix elements. Unlike for leading power soft emissions, which are only sensitive
to the color charge and direction of the collinear particles, radiative functions couple
the momentum of the soft and collinear sectors in a non-trivial manner, and are also
sensitive to the spin structure of the collinear particles. Using SCET, we have shown
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that the radiative functions are given by matrix elements of universal subleading
power Lagrangians describing the interactions of non-local gauge invariant quark and
gluon fields. The use of non-local gauge invariant fields is crucial to achieve a gauge
invariant factorization for soft parton emission, since in a non-abelian gauge theory
the emitted parton carries a charge. The multipole expansion in the effective theory
allows the factorization to be expressed as a single variable convolution describing
the position along the light cone of the operator insertion, which dresses the leading
power Wilson lines, and describes the breakdown of eikonalization.
A key advantage of our approach is that the radiative functions are derived from
factorized matrix elements of the SCET Lagrangians, which describe the interactions
of the gauge invariant quark and gluon fields to all orders. This allows us to provide
a complete classification of all radiative functions that will contribute at a given
power in the expansion. The number of such operators at each given power is finite,
and soft and collinear emissions to all orders in 𝛼𝑠 are described by the intricate
Wilson line structure of the operators, dictated by the symmetries of the effective
theory. As one particular example, we introduced a radiative function describing the
emission of a soft quark. As was shown in the calculation of subleading power thrust
[447, 122, 448] contributions from soft quarks give a leading logarithmic contribution
at subleading power. Soft quarks are also required to compute subleading power
corrections to the threshold limit for Drell-Yan production in the 𝑞𝑔 channel. We
performed a classification of all the radiative functions which contribute for the event
shape thrust in 𝑒+𝑒− → dijets, and derived in detail the structure of the radiative
functions which contribute at tree level. This provides the final missing ingredient in
achieving factorization and resummation of event shapes at subleading power.
Combined with the subleading power operator bases for 𝑞Γ𝑞 [278, 164] and 𝑔𝑔 [451],
and the analysis of the subleading power measurement function [278], all the sources
of subleading power corrections in SCET (as were summarized in Sec. 2.3.4) have now
been characterized in detail. It will now be of significant interest to derive a complete
subleading power factorization theorem for an event shape observable, and to study
the renormalization group evolution of the different components, a direction which we
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intend to pursue in future work. The renormalization of higher twist matrix elements
has been studied [42, 472, 341, 4, 356, 43, 458, 77, 74, 75, 506, 124], as has that of
subleading power operators in 𝐵 physics [329, 87], and of several power suppressed
operators for 𝑒+𝑒− → dijets [285, 307] and 𝑁 -jet production [91, 92]. We anticipate
that combining all these ingredients will allow for the resummation of subleading
power corrections for event shape observables.
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Chapter 5
First Subleading Power Resummation
for Event Shapes
5.1 Introduction
Due to the complexity of interacting gauge theories in four dimensions, simplifying
limits such as the soft, collinear, or Regge limits play a central role. These limits are
important both phenomenologically, where they often capture dominant contributions
to processes of interest, as well as theoretically, where they place important constraints
on the structure of amplitudes and cross sections. While well understood at leading
power, less is known about the all orders perturbative structure of the subleading
power corrections to these limits. These subleading power corrections have recently
been attracting a growing level of interest, see for example [424, 82, 470, 83, 60,
329, 388, 234, 502, 375, 377, 467, 94, 376, 284, 285, 112, 384, 110, 111, 447, 122,
209, 40, 448, 307, 41, 91, 278, 451, 164]. A subset of these analyses consider power
corrections to the threshold limit of Drell Yan and related processes, where there are
no contributions from power corrections due to real collinear radiation.
In this chapter we will study the all orders structure of subleading power correc-
tions to both the soft and collinear limits. This requires corrections beyond the type
that can be studied from the threshold limit. Using soft collinear effective theory
(SCET) [53, 55, 61, 58], which allows for a systematic power expansion using opera-
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tor and Lagrangian based techniques, we will show for the first time how subleading
power logarithms can be resummed to all orders in 𝛼𝑠 for an event shape, which for
concreteness we take to be thrust, 𝑇 = 1 − 𝜏 [277], with 𝜏 ≪ 1 in the simplified
example of pure glue QCD for the process 𝐻 → 𝑔𝑔 mediated by the effective op-
erator 𝐻𝐺𝑎𝜇𝜈𝐺𝜇𝜈𝑎 obtained by integrating out the top quark. In particular, we will
show that at subleading power higher order corrections in 𝛼𝑠 exponentiate at leading
logarithmic (LL) accuracy into a single logarithmic term multiplying the same type
of Sudakov form factor [497] as at leading power. Our approach is general, allowing
other observables to be considered, and making clear what ingredients are needed to
achieve higher logarithmic accuracy, as well as higher orders in the power expansion.
The all orders cross section for the thrust observable can be expanded in powers
of 𝜏 (here 𝜏 is taken to be dimensionless), keeping all orders in 𝛼𝑠 at each power
d𝜎
d𝜏
=
d𝜎(0)
d𝜏
+
d𝜎(1)
d𝜏
+
d𝜎(2)
d𝜏
+
d𝜎(3)
d𝜏
+𝒪(𝜏) . (5.1)
Here d𝜎(𝑛)/d𝜏 captures to all orders in 𝛼𝑠 terms that scale like 𝜏𝑛/2−1, and for thrust
the odd powers 𝑑𝜎(2ℓ+1)/𝑑𝜏 vanish. The leading power (LP) terms scale as 1/𝜏 (in-
cluding 𝛿(𝜏)) modulo logarithms. Explicitly, we have
1
𝜎0
𝑑𝜎(0)
𝑑𝜏
=
∞∑︁
𝑛=0
2𝑛−1∑︁
𝑚=−1
(︂
𝛼𝑠(𝜇)
4𝜋
)︂𝑛
𝑐(0)𝑛,𝑚ℒ𝑚(𝜏) , (5.2)
where ℒ𝑚≥0(𝜏) = [𝜃(𝜏) log𝑚(𝜏)/𝜏 ]+ is a standard plus-function which integrates to
zero over the interval 𝜏 ∈ [0, 1], and ℒ−1(𝜏) = 𝛿(𝜏). Here the 𝑐(0)𝑛,𝑚 coefficients include
log(𝜇/𝑄) dependence, where 𝑄 = 𝑚𝐻 is the mass of the Higgs boson setting the scale
of the hard scattering. All orders factorization theorems [195, 198, 200, 201] can be
proven at leading power for a number of event shape like observables [488, 58, 54,
281, 478]. For the particular case of thrust in 𝐻 → 𝑔𝑔, we have [365, 281, 478]
1
𝜎0
d𝜎(0)
d𝜏
= 𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘 𝛿𝜏 𝐽
(0)
𝑔 (𝑠𝑛, 𝜇) 𝐽
(0)
𝑔 (𝑠?¯?, 𝜇) 𝑆
(0)
𝑔 (𝑘, 𝜇) , (5.3)
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where
𝛿𝜏 = 𝛿
(︂
𝜏 − 𝑠𝑛
𝑄2
− 𝑠?¯?
𝑄2
− 𝑘
𝑄
)︂
, (5.4)
is the thrust measurement function. Here 𝐻(0)(𝑄, 𝜇) is a hard function, 𝐽 (0)𝑔 (𝑠, 𝜇)
are gluon jet functions, and 𝑆(0)𝑔 (𝑘, 𝜇) is the adjoint soft function, whose precise
definitions will be given in Eqs. (5.11) and (5.12) respectively. We normalize such
that at lowest order 𝐻(0) is 1, and the jet and soft functions are 𝛿-functions. The
jet and soft functions are gauge invariant infrared finite matrix elements, which obey
simple renormalization group (RG) evolution equations that predict infinite towers
of higher order logarithmically enhanced terms. The number of logarithms that are
predicted is dictated by the logarithmic accuracy, denoted by N𝑘LL. Explicitly, for
the first few orders, a resummation at N𝑘LL can be used to predict all the terms 𝑐(0)𝑛,𝑚,
satisfying
LL predicts : 𝑚 = 2𝑛− 1 , (5.5)
NLL predicts : 𝑚 ≥ 2𝑛− 2 ,
NNLL predicts : 𝑚 ≥ 2𝑛− 4 ,
N3LL predicts : 𝑚 ≥ 2𝑛− 6 ,
for any 𝑛. Technically, for these resummations this counting is applied for log(𝑑𝜎(0)/𝑑𝑦)
where 𝑦 is Fourier conjugate to 𝜏 .1 For thrust, these logarithms were first resummed
to NLL in [151, 150]. Factorization and renormalization has been used to resum large
logarithmic contributions to a number of 𝑒+𝑒− event shapes at leading power at N3LL
order [72, 1, 179, 331, 456].
Additional terms in Eq. (5.1) are suppressed by powers of 𝜆 ∼ √𝜏 , with odd
powers, 𝑑𝜎(2ℓ+1)/𝑑𝜏 vanishing, so that the series involves only integer powers of 𝜏
1The standard counting which defines the resummation orders in position space is given by
identifying the terms as log(𝑑𝜎(0)/𝑑𝑦) ≃ ∑︀𝑘(𝛼𝑠 log)𝑘 log |LL + (𝛼𝑠 log)𝑘|NLL + (𝛼𝑠 log)𝑘𝛼𝑠|NNLL +
(𝛼𝑠 log)
𝑘𝛼2𝑠|N3LL + . . .. This means that the resummation yields terms beyond those indicated in
Eq. (5.5) when expanded at the cross section level.
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[84, 388, 284, 278]. These power suppressed terms do not involve distributions, and
at power 𝜏 ℓ−1 for ℓ ≥ 1 can be written as
1
𝜎0
𝑑𝜎(2ℓ)
𝑑𝜏
=
∞∑︁
𝑛=1
2𝑛−1∑︁
𝑚=0
(︂
𝛼𝑠(𝜇)
4𝜋
)︂𝑛
𝑐(2ℓ)𝑛,𝑚 𝜏
ℓ−1 log𝑚(𝜏) . (5.6)
The structure of the subleading power terms is much less well understood, despite
considerable effort. The first non-trivial power corrections are described by d𝜎(2)/d𝜏 ,
i.e. at 𝒪(𝜆2) ∼ 𝒪(𝜏), which we will refer to as next-to-leading power (NLP). The
subleading power terms at 𝒪(𝜆2) have recently been analytically computed in fixed
order to𝒪(𝛼2𝑠 log3) for thrust [284, 447, 122] and𝑁 -jettiness [447, 122, 448] for the first
time, and the next-to-leading logarithms for 𝑁 -jettiness at 𝒪(𝛼𝑠) have been examined
in [118]. There has also been recent work on calculations of power corrections for 𝑝𝑇
in Drell-Yan [40, 41], in the Regge limit [449, 125], and for subleading power quark
mass effects [401]. All these calculations have hinted at a simple structure for the
power corrections, motivating an all orders understanding.
In a series of papers, we have developed within SCET all the ingredients relevant
for the factorization and all orders description at𝒪(𝜆2) for the case of dijet production
from a color singlet current. This includes the bases of hard scattering operators [278,
451, 164], the factorization of the measurement function [278], and the factorization
of ‘radiative’ contributions arising from subleading power Lagrangian insertions [452].
In this chapter we combine these ingredients, and carry out the resummation of the
leading logarithmic (LL) contributions to all orders in 𝛼𝑠 for NLP corrections to
thrust. In particular, this determines all terms 𝑐(2)𝑛,2𝑛−1 for any 𝑛 in Eq. (5.6), giving
all the terms in the series
1
𝜎0
𝑑𝜎(2)
𝑑𝜏
=
(︁𝛼𝑠
4𝜋
)︁
𝑐
(2)
1,1 log 𝜏 +
(︁𝛼𝑠
4𝜋
)︁2
𝑐
(2)
2,3 log
3 𝜏 +
(︁𝛼𝑠
4𝜋
)︁3
𝑐
(2)
3,5 log
5 𝜏 + · · · , (5.7)
=
(︁𝛼𝑠
4𝜋
)︁
8𝐶𝐴 log 𝜏 −
(︁𝛼𝑠
4𝜋
)︁2
32𝐶2𝐴 log
3 𝜏 +
(︁𝛼𝑠
4𝜋
)︁3
64𝐶3𝐴 log
5 𝜏 + . . . ,
where in the second line we have given the first few terms of the result that we will
derive for thrust in pure glue 𝐻 → 𝑔𝑔. Note that this series starts at 𝛼𝑠 log 𝜏 , which
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has interesting consequences for the resummation. We will show that this necessitates
the introduction of new jet and soft functions which arise through mixing, and which
we term 𝜃-jet and 𝜃-soft functions. We will analytically solve the corresponding sub-
leading power RG equation involving the mixing, and including the running coupling.
We consider for simplicity the case of thrust in 𝐻 → 𝑔𝑔 without fermions, i.e. in a
pure SU(3) Yang-Mills theory without matter. This will allow us to illustrate the
conceptual complexities of renormalization at the cross section level in the simplest
possible setting with a smaller set of operators. The addition of operators relevant
for including fermions will be considered in future work.
An outline of this chapter is as follows. In Sec. 5.2 we show in the context of an
illustrative example how one can renormalize subleading power jet and soft functions.
The illustrative example allows for an understanding of the renormalization to all
orders in 𝛼𝑠, and allows us to provide complete field theoretical definitions for all
functions involved in the RG flow. This involves a new class of jet and soft functions
which arise at cross section level through mixing, which we demonstrate is a generic
feature at subleading power that is needed to predict the series that starts at 𝛼𝑠 log 𝜏 .
At 𝒪(𝜆2), this gives rise to a 2× 2 mixing structure for the RG equations. We study
in detail the consistency equations for this type of RG evolution, allowing us to derive
powerful and general constraints on the structure of operators that can be mixed into
at subleading powers. In Sec. 5.3 we solve the general form of the subleading power
mixing equation, including the running coupling as is relevant for subleading power
resummation in QCD. In Sec. 5.4 we apply this to resum the leading logs at subleading
power for thrust in pure glue 𝐻 → 𝑔𝑔, deriving the structure of the Sudakov exponent
for the subleading power corrections. In Sec. 5.5 we perform a fixed order check of
our result. We explicitly calculate to 𝒪(𝛼3𝑠) the 𝒪(𝜆2) leading logarithms, confirming
the result predicted by the RG. Furthemore, we interpret the fixed order expansion
in terms of information about the 𝒪(𝛼𝑛𝑠 ) corrections to subleading power splitting
functions. We conclude in Sec. 5.6.
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5.2 Renormalization at Subleading Power
In this section we study the structure and completeness of jet and soft functions for
renormalization group equations at subleading power. In Sec. 5.2.1 we introduce a
simple illustrative example which can be studied to all orders from known factor-
ization properties at leading power, and from which many interesting lessons about
the structure of subleading power resummation can be deduced. This example also
appears explicitly for thrust in 𝐻 → 𝑔𝑔 from contributions from subleading power
kinematic corrections. In Sec. 5.2.2, we show that the renormalization of the sub-
leading power jet and soft functions in our illustrative example leads to mixing into
jet and soft functions involving 𝜃-functions of the measurement operator, which we
term 𝜃-jet and 𝜃-soft functions, and we derive the structure of the RG to all orders in
𝛼𝑠. In Sec. 5.2.3 we study RG consistency in a setup that is a generalization of our
illustrative example in order to derive general constraints at subleading power on the
structure of anomalous dimensions and on the appearance of 𝜃-function operators.
5.2.1 An Illustrative Example at Subleading Power
Our illustrative example of a subleading power factorization is obtained by multiplying
the leading power factorization by 𝜏 and using
𝜏𝛿𝜏 = 𝜏𝛿(𝜏 − 𝜏𝑛 − 𝜏?¯? − 𝜏𝑠) = (𝜏𝑛 + 𝜏?¯? + 𝜏𝑠)𝛿𝜏 , (5.8)
which gives a subleading power cross section whose factorized structure follows im-
mediately from the leading power factorization of Eq. (5.3):
1
𝜎0
d𝜎(2)
d𝜏
= 𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏
[︀
𝑠𝑛𝐽
(0)
𝑔 (𝑠𝑛, 𝜇)
]︀
𝐽 (0)𝑔 (𝑠?¯?, 𝜇)𝑆
(0)
𝑔 (𝑘, 𝜇) (5.9)
+𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏 𝐽
(0)
𝑔 (𝑠𝑛, 𝜇)
[︀
𝑠?¯?𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)
]︀
𝑆(0)𝑔 (𝑘, 𝜇)
+𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄
𝛿𝜏 𝐽
(0)
𝑔 (𝑠𝑛, 𝜇)𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)
[︀
𝑘𝑆(0)𝑔 (𝑘, 𝜇)
]︀
.
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This can be written in terms of subleading power jet and soft functions as
1
𝜎0
d𝜎(2)
d𝜏
= 𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏 𝐽
(2)
𝑔 (𝑠𝑛, 𝜇)𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)𝑆
(0)
𝑔 (𝑘, 𝜇) (5.10)
+𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏 𝐽
(0)
𝑔 (𝑠𝑛, 𝜇)𝐽
(2)
𝑔 (𝑠?¯?, 𝜇)𝑆
(0)
𝑔 (𝑘, 𝜇)
+𝐻(0)(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄
𝛿𝜏 𝐽
(0)
𝑔 (𝑠𝑛, 𝜇)𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)𝑆
(2)
𝑔 (𝑘, 𝜇) .
The superscripts indicate the power of the function, namely those with superscript
(0) are LP in the 𝜏 expansion, while those with superscript (2) are power suppressed
by 𝜆2 ∼ 𝜏 . In this factorization, 𝐻(0)(𝑄, 𝜇) is the leading power hard function, which
is process dependent, and will not play an important role in the current discussion.
The leading power jet function, which for 𝐻 → 𝑔𝑔 is a gluon jet function, is defined
as a matrix element of collinear fields
𝐽 (0)𝑔 (𝑠, 𝜇) =
(2𝜋)3
(𝑁2𝑐 − 1)
⟨
0
⃒⃒⃒
ℬ𝑎𝑛⊥𝜇(0) 𝛿(𝑄+ 𝒫)𝛿2(𝒫⊥) 𝛿
(︂
𝑠
𝑄
− 𝒯
)︂
ℬ𝜇𝑎𝑛⊥(0)
⃒⃒⃒
0
⟩
, (5.11)
where ℬ𝑎𝜇𝑛⊥, is a gauge invariant gluon field (see Eq. (5.102) for an explicit definition),
and the leading power adjoint soft function is given by
𝑆(0)𝑔 (𝑘, 𝜇) =
1
(𝑁2𝑐 − 1)
tr
⟨︀
0
⃒⃒𝒴𝑇?¯? (0)𝒴𝑛(0)𝛿(𝑘 − 𝒯 )𝒴𝑇𝑛 (0)𝒴?¯?(0)⃒⃒0⟩︀ , (5.12)
where 𝒴𝑛, 𝒴?¯? are adjoint Wilson lines along the given lightlike directions. Explicitly,
𝒴𝑏𝑐𝑛 (𝑥) = P exp
⎡⎣𝑔 ∞∫︁
0
𝑑𝑠 𝑛 · 𝐴𝑎𝑢𝑠(𝑥+ 𝑠𝑛)𝑓𝑎𝑏𝑐
⎤⎦ . (5.13)
In both cases, 𝒯 is an operator that returns the value of 𝒯 measured on a given state,
where the dimensionless thrust 𝜏 = 𝒯 /𝑄. In general it can be written in terms of the
energy momentum tensor of the effective theory [387, 498, 363, 56, 76, 433]. At tree
level, 𝐽 (0)𝑔 (𝑠, 𝜇) = 𝛿(𝑠) +𝒪(𝛼𝑠) and 𝑆(0)𝑔 (𝑘, 𝜇) = 𝛿(𝑘) +𝒪(𝛼𝑠).
After multiplying by 𝜏 , the operator definitions for the subleading power jet and
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soft functions appearing in Eq. (5.9) are simply
𝐽
(2)
𝑔,𝛿 (𝑠, 𝜇) =
(2𝜋)3
(𝑁2𝑐 − 1)
⟨
0
⃒⃒⃒
ℬ𝜇𝑎𝑛⊥(0) 𝛿(𝑄+ 𝒫)𝛿2(𝒫⊥) 𝑠 𝛿
(︂
𝑠
𝑄
− 𝒯
)︂
ℬ𝜇𝑎𝑛⊥,𝜔(0)
⃒⃒⃒
0
⟩
,
(5.14)
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇) =
1
(𝑁2𝑐 − 1)
tr⟨0|𝒴𝑇?¯? (0)𝒴𝑛(0) 𝑘 𝛿(𝑘 − 𝒯 )𝒴𝑇𝑛 (0)𝒴?¯?(0)|0⟩ .
The subscript 𝛿 is meant to indicate that the measurement function that appears is
the same as the leading power measurement. The mass dimension of both functions
in Eq. (5.14) is zero. Although this example may appear too trivial, it turns out
to become quite interesting when we consider the RG evolution of these subleading
power jet and soft functions, which we do next.
5.2.2 𝜃-jet and 𝜃-soft Functions and RG Equations
The RG for the subleading power jet and soft functions in Eq. (5.14) is easily deduced
from the RG evolution of the leading power jet and soft functions. The leading power
jet and soft functions satisfy the RG equations
𝜇
𝑑𝑆
(0)
𝑔 (𝑘, 𝜇)
𝑑𝜇
=
∫︁
𝑑𝑘′ 𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇)𝑆(0)𝑔 (𝑘′, 𝜇) , (5.15)
𝜇
𝑑𝐽
(0)
𝑔 (𝑠, 𝜇)
𝑑𝜇
=
∫︁
𝑑𝑠′𝛾𝐽𝑔 (𝑠− 𝑠′, 𝜇) 𝐽 (0)𝑔 (𝑠′, 𝜇) ,
where the form of the anomalous dimensions to all orders in 𝛼𝑠 is
𝛾𝑆𝑔 (𝑘, 𝜇) = 4Γ
𝑔
cusp[𝛼𝑠]
1
𝜇
[︂
𝜇 𝜃(𝑘)
𝑘
]︂
+
+ 𝛾𝑆𝑔 [𝛼𝑠] 𝛿(𝑘) , (5.16)
𝛾𝐽𝑔 (𝑠, 𝜇) = −2Γ𝑔cusp[𝛼𝑠]
1
𝜇2
[︂
𝜇2 𝜃(𝑠)
𝑠
]︂
+
+ 𝛾𝐽𝑔 [𝛼𝑠] 𝛿(𝑠) ,
with Γ𝑔cusp[𝛼𝑠] the gluon cusp anomalous dimension [360, 358].
We can now derive the all orders result for the RG evolution of the subleading
power jet and soft functions. Multiplying the leading power soft function by 𝑘, we
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find for the soft function
𝜇
𝑑
𝑑𝜇
𝑘𝑆(0)𝑔 (𝑘, 𝜇) =
∫︁
𝑑𝑘′
(︀
(𝑘 − 𝑘′) + 𝑘′)︀𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇)𝑆(0)𝑔 (𝑘′, 𝜇) , (5.17)
=
∫︁
𝑑𝑘′
(︀
(𝑘 − 𝑘′) + 𝑘′)︀{︂4Γ𝑔cusp[𝛼𝑠] 1𝜇
[︂
𝜇 𝜃(𝑘 − 𝑘′)
𝑘 − 𝑘′
]︂
+
+ 𝛾𝑆𝑔 [𝛼𝑠] 𝛿(𝑘 − 𝑘′)
}︂
𝑆(0)𝑔 (𝑘
′, 𝜇)
=
∫︁
𝑑𝑘′4Γ𝑔cusp[𝛼𝑠]𝜃(𝑘 − 𝑘′)𝑆(0)𝑔 (𝑘′, 𝜇) +
∫︁
𝑑𝑘′ 𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇) 𝑘′𝑆(0)𝑔 (𝑘′, 𝜇) .
This implies
𝜇
𝑑
𝑑𝜇
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇) = 4Γ
𝑔
cusp[𝛼𝑠] 𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇) +
∫︁
𝑑𝑘′ 𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇)𝑆(2)𝑔,𝛿 (𝑘′, 𝜇) . (5.18)
Here we have defined the new power suppressed soft function
𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇) =
1
(𝑁2𝑐 − 1)
tr⟨0|𝒴𝑇?¯? (0)𝒴𝑛(0)𝜃(𝑘 − 𝒯 )𝒴𝑇𝑛 (0)𝒴?¯?(0)|0⟩ . (5.19)
We refer to this as a 𝜃-soft function. Its tree level value is 𝑆(2)𝑔,𝜃 (𝑘, 𝜇) = 𝜃(𝑘) +𝒪(𝛼𝑠).
This function receives its power suppression from its measurement function, 𝜃(𝑘−𝒯 ).
In particular, 𝜃(𝜏) ∼ 𝒪(𝜏 0), while 𝛿(𝜏) ∼ 𝒪(1/𝜏).
Performing an identical exercise for the jet function, we obtain
𝜇
𝑑
𝑑𝜇
𝐽
(2)
𝑔,𝛿 (𝑠, 𝜇) = −2Γ𝑔cusp[𝛼𝑠] 𝐽 (2)𝑔,𝜃 (𝑠, 𝜇) +
∫︁
𝑑𝑠′ 𝛾𝐽𝑔 (𝑠− 𝑠′, 𝜇) 𝐽 (2)𝑔,𝛿 (𝑠′, 𝜇) . (5.20)
Here we have defined the subleading power jet function
𝐽
(2)
𝑔,𝜃 (𝑠, 𝜇) =
(2𝜋)3
(𝑁2𝑐 − 1)
⟨
0
⃒⃒⃒
ℬ𝜇𝑎𝑛⊥(0) 𝛿(𝑄+ 𝒫)𝛿2(𝒫⊥) 𝜃
(︂
𝑠
𝑄
− 𝒯
)︂
ℬ𝜇𝑎𝑛⊥,𝜔(0)
⃒⃒⃒
0
⟩
, (5.21)
which we will refer to as a 𝜃-jet function. Its tree level value is 𝐽 (2)𝑔,𝜃 (𝑠, 𝜇) = 𝜃(𝑠) +
𝒪(𝛼𝑠). In [467] it was also found that additional subleading power jet functions
whose tree level values were 𝜃-functions were required due to the non-closure of the
RG evolution, and it was conjectured that they took the form of Eq. (5.21). Our
illustrative example has allowed us to derive the necessity of such operators in a
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straightforward manner, and prove that here this new function suffices to all orders
in 𝛼𝑠. More general constraints on the functions that can appear through mixing
at subleading power will be derived from the consistency of the RG equations in
Sec. 5.2.3.
Interestingly, we see that the evolution equation for the power suppressed jet
and soft functions are no longer homogeneous evolution equations. In particular,
they mix into the 𝜃-jet and 𝜃-soft functions. This clearly shows that a new class
of subleading power operators, namely the 𝜃-jet and 𝜃-soft operators, are required to
renormalize consistently at subleading power in SCET. These operators do not appear
at amplitude level, but instead arise from mixing at cross section level. It is clear that
they have all the correct symmetry properties, as well as the correct power counting,
and therefore it is not unexpected that they can be generated by RG evolution.
The renormalization group evolution of the 𝜃-function operators can also be de-
rived by integration of the leading power RG equation. Considering explicitly the
soft function, we have
𝜇
𝑑
𝑑𝜇
𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇) =
∫︁
𝑑𝑘′𝜃(𝑘 − 𝑘′)
∫︁
𝑑𝑘′′𝛾𝑆𝑔 (𝑘
′ − 𝑘′′, 𝜇)𝑆(0)𝑔 (𝑘′′, 𝜇) (5.22)
=
∫︁
𝑑𝑘′𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇)
∫︁
𝑑𝑘′′𝜃(𝑘′ − 𝑘′′)𝑆(0)𝑔 (𝑘′′, 𝜇)
=
∫︁
𝑑𝑘′𝛾𝑆𝑔 (𝑘 − 𝑘′, 𝜇)𝑆(2)𝑔,𝜃 (𝑘′, 𝜇) .
We therefore find that to all orders in 𝛼𝑠, the RG for the 𝜃-jet and 𝜃-soft operators is
identical to that of the leading power jet and soft functions
𝜇
𝑑
𝑑𝜇
𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇) =
∫︁
𝑑𝑘′𝛾𝑆𝑔 (𝑘 − 𝑘′)𝑆(2)𝑔,𝜃 (𝑘′, 𝜇) , (5.23)
𝜇
𝑑
𝑑𝜇
𝐽
(2)
𝑔,𝜃 (𝑠, 𝜇) =
∫︁
𝑑𝑠′𝛾𝐽𝑔 (𝑠− 𝑠′)𝐽 (2)𝑔,𝜃 (𝑠′, 𝜇) .
Together Eqs. (5.18) and (5.20) combined with Eq. (5.23) give a simple, closed 2× 2
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matrix RG structure for the subleading power jet and soft functions
𝜇
𝑑
𝑑𝜇
(︃
𝐽
(2)
𝑔,𝛿 (𝑠, 𝜇)
𝐽
(2)
𝑔,𝜃 (𝑠, 𝜇)
)︃
=
∫︁
𝑑𝑠′
(︃
𝛾𝐽𝑔,𝛿𝛿(𝑠− 𝑠′) 𝛾𝐽𝑔,𝛿𝜃 𝛿(𝑠− 𝑠′)
0 𝛾𝐽𝑔,𝜃𝜃(𝑠− 𝑠′)
)︃(︃
𝐽
(2)
𝑔,𝛿 (𝑠
′, 𝜇)
𝐽
(2)
𝑔,𝜃 (𝑠
′, 𝜇)
)︃
, (5.24)
𝜇
𝑑
𝑑𝜇
⎛⎝𝑆(2)𝑔,𝛿 (𝑘, 𝜇)
𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇)
⎞⎠ = ∫︁ 𝑑𝑘′
⎛⎝ 𝛾𝑆𝑔,𝛿𝛿(𝑘 − 𝑘′, 𝜇) 𝛾𝑆𝑔,𝛿𝜃 𝛿(𝑘 − 𝑘′)
0 𝛾𝑆𝑔,𝜃𝜃(𝑘 − 𝑘′, 𝜇)
⎞⎠⎛⎝𝑆(2)𝑔,𝜏𝛿(𝑘′, 𝜇)
𝑆
(2)
𝑔,𝜃 (𝑘
′, 𝜇)
⎞⎠ .
Fourier transforming to position space
𝐽 (2)𝑥 (𝑦) =
∫︁
𝑑𝑠 𝑒−𝑖𝑠𝑦 𝐽 (2)𝑥 (𝑠) , 𝑆
(2)
𝑥 (𝑧) =
∫︁
𝑑𝑘 𝑒−𝑖𝑘𝑧 𝑆(2)𝑥 (𝑘) , (5.25)
(where here the mass dimensions are [𝑦] = −2 and [𝑧] = −1) these RG equations
become multiplicative
𝜇
𝑑
𝑑𝜇
⎛⎝𝐽 (2)𝑔,𝛿 (𝑦, 𝜇)
𝐽
(2)
𝑔,𝜃 (𝑦, 𝜇)
⎞⎠ =
⎛⎝𝛾𝐽𝑔,𝛿𝛿(𝑦, 𝜇) 𝛾𝐽𝑔,𝛿𝜃[𝛼𝑠]
0 𝛾𝐽𝑔,𝜃𝜃(𝑦, 𝜇)
⎞⎠⎛⎝𝐽 (2)𝑔,𝛿 (𝑦, 𝜇)
𝐽
(2)
𝑔,𝜃 (𝑦, 𝜇)
⎞⎠ , (5.26)
𝜇
𝑑
𝑑𝜇
⎛⎝𝑆(2)𝑔,𝛿 (𝑧, 𝜇)
𝑆
(2)
𝑔,𝜃 (𝑧, 𝜇)
⎞⎠ =
⎛⎝𝛾𝑆𝑔,𝛿𝛿(𝑧, 𝜇) 𝛾𝑆𝑔,𝛿𝜃[𝛼𝑠]
0 𝛾𝑆𝑔,𝜃𝜃(𝑧, 𝜇)
⎞⎠⎛⎝𝑆(2)𝑔,𝛿 (𝑧, 𝜇)
𝑆
(2)
𝑔,𝜃 (𝑧, 𝜇)
⎞⎠ .
For our illustrative example, the RG equations in Eq. (5.24) or Eq. (5.26) are valid
to all orders in 𝛼𝑠, and we can identify that
𝛾𝑆𝑔,𝛿𝛿(𝑘, 𝜇) = 𝛾
𝑆
𝑔,𝜃𝜃(𝑘, 𝜇) = 𝛾
𝑆
𝑔 (𝑘, 𝜇) , (5.27)
𝛾𝐽𝑔,𝛿𝛿(𝑠, 𝜇) = 𝛾
𝐽
𝑔,𝜃𝜃(𝑠, 𝜇) = 𝛾
𝐽
𝑔 (𝑠, 𝜇) ,
where 𝛾𝑆𝑔 (𝑘, 𝜇) and 𝛾𝐽𝑔 (𝑠, 𝜇) are the LP anomalous dimensions in Eq. (5.16). They
include the cusp anomalous dimensions, and hence drive double logarithmic evolution.
On the other hand, in our illustrative example the off diagonal terms in Eq. (5.24)
are
𝛾𝑆𝑔,𝛿𝜃 = 4Γ
𝑔
cusp[𝛼𝑠] , (5.28)
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𝛾𝐽𝑔,𝛿𝜃 = −2Γ𝑔cusp[𝛼𝑠] ,
which generate single logarithmic terms.
The particular relations for the anomalous dimensions of Eqs. (5.27) and (5.28),
and in particular the fact that the mixing anomalous dimension is proportional to
the cusp anomalous dimension, is a feature of this specific illustrative example, and
will not in general be true. However, the general features of this example will be
true at subleading power. In particular, subleading power jet and soft functions will
exhibit single logarithmic mixing with 𝜃-function operators, and diagonal anomalous
dimensions corresponding to operator self mixing will give rise to double logarithmic
evolution. In Sec. 5.2.3 we will discuss more general constraints on the subleading
power anomalous dimensions and the types of functions which can arise through
mixing, from RG consistency constraints in SCET.
From this example we have shown how subleading power jet and soft functions
involving 𝜃-function measurement operators arise in a straightforward manner, we
have derived their field structure to all orders in 𝛼𝑠, and we have shown that their
RG closes in a 2×2 form. Before solving this subleading power RG equation, it is also
useful to see how this mixing appears from the perspective of a fixed order calculation
for the subleading power soft function. This will illustrate that this phenomenon
of mixing is generic at subleading power, due to the fact that subleading power
corrections first contribute with a real emission without virtual corrections, and is
not simply a feature of the specific example considered here.
At lowest order, the power suppressed soft function vanishes
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇)
⃒⃒⃒
𝒪(𝛼0𝑠)
= = 𝑘𝛿(𝑘) = 0 . (5.29)
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With a single emission, we have
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇)
⃒⃒⃒
𝒪(𝛼𝑠)
= 2 = 4𝑔2
(︂
𝜇2𝑒𝛾𝐸
4𝜋
)︂𝜖
𝐶𝐴
∫︁
𝑑𝑑ℓ
(2𝜋)𝑑
1
ℓ+ℓ−
2𝜋𝛿(ℓ2)𝜃(ℓ0)𝑘𝛿(𝑘 −𝑄𝜏) ,
(5.30)
where the measurement function on a single particle state is given by
𝑘𝛿(𝑘 −𝑄𝜏) = 𝑘𝛿 (︀𝑘 − ℓ+)︀ 𝜃(ℓ− − ℓ+) + 𝑘𝛿 (︀𝑘 − ℓ−)︀ 𝜃(ℓ+ − ℓ−)
= 2𝑘𝛿
(︀
𝑘 − ℓ+)︀ 𝜃(ℓ− − ℓ+) , (5.31)
using the ℓ+ ↔ ℓ− symmetry of this particular integrand. Using the delta functions
to perform the integrals of the 𝑙⊥ and 𝑙+, we find
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇) =
8𝛼𝑠𝐶𝐴𝑘
−𝜖
Γ(1− 𝜖)(4𝜋)1−𝜖
(︂
𝜇2𝑒𝛾𝐸
4𝜋
)︂𝜖 ∞∫︁
𝑘
𝑑ℓ−
2𝜋
1
(ℓ−)1+𝜖
=
8𝛼𝑠𝐶𝐴𝑒
𝜖𝛾𝐸
Γ(1− 𝜖)(4𝜋)
(︂
𝜇2
𝑘2
)︂𝜖
1
𝜖
= 8𝐶𝐴
𝛼𝑠(𝜇)
4𝜋
𝜃(𝑘)
(︂
1
𝜖
+ log
𝜇2
𝑘2
+𝒪(𝜖)
)︂
. (5.32)
Here we clearly see that an SCET UV divergence from ℓ− → ∞ appears at the first
order at which this power suppressed soft function is non-vanishing.
Although we are considering a specific subleading power example, these two cal-
culations illustrate a general phenomenon at subleading power: subleading power jet
and soft functions vanish at lowest order since purely virtual corrections are leading
power, scaling like 𝛿(𝜏), and they in general have a UV divergence in SCET at the
first perturbative order at which they appear. Without the knowledge of the 𝜃-soft
and 𝜃-jet operators, this behavior is confusing, since it is not clear what renormalizes
this divergence. However, with an understanding of the presence of these 𝜃-function
operators, we can now straightforwardly interpret the fixed order calculation of the
subleading power soft function in Eq. (5.32) as operator mixing, and immediately read
off the anomalous dimension from the 1/𝜖 pole in the standard way. The operator
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𝑆
(2)
𝑔,𝜃 is non-zero at tree level, and simply gives
𝑆
(2)
𝑔,𝜃 (𝑘, 𝜇)
⃒⃒⃒
𝒪(𝛼0𝑠)
= = 𝜃(𝑘) . (5.33)
The renormalization of this operator provides the needed counterterm, and from
Eq. (5.32) we find
𝛾𝑆𝑔,𝛿𝜃 = 16
𝛼𝑠
4𝜋
𝐶𝐴 = 4
𝛼𝑠
4𝜋
Γ𝑔,0cusp , (5.34)
where Γ𝑔,0cusp = 4𝐶𝐴 is the one-loop gluon cusp anomalous dimension. This result is
in agreement with our derivation from the known structure of the RG equations in
Eq. (5.18). This example clearly resolves any confusion arising in the renormalization
of the subleading power operators, which with the addition of subleading power 𝜃-jet
and 𝜃-soft functions becomes a standard operator mixing problem.
5.2.3 Renormalization Group Consistency
Motivated by the structure of the RG equations in our illustrative example, we con-
sider a somewhat more general factorization theorem where the soft and jet sectors
have an analogous 2× 2 mixing structure with some unknown functions that do not
appear in the matching, without working under the assumption that these functions
take the form of the 𝜃-jet or 𝜃-soft functions of the previous section. The fact that the
cross section is 𝜇-independent implies RG consistency equations in SCET that yield
relations between the anomalous dimensions of hard, jet, and soft functions, and will
allow us to prove on general grounds that the functions appearing through mixing at
subleading power must be integrals of the leading power functions in the factorization
theorem. This shows that the 𝜃-jet or 𝜃-soft functions appear much more generally
than in our illustrative example. It will also allow us to demonstrate that there will
always be at least pairs of subleading power 𝜃-soft and 𝜃-collinear functions.
We consider terms in a subleading power factorization theorem where the power
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corrections occur in either a jet or soft function with the form
1
𝜎0
d𝜎(2)
d𝜏
= 2𝐻1(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏 𝐽
(2)
𝛿 (𝑠𝑛, 𝜇)𝐽
(0)(𝑠?¯?, 𝜇)𝑆
(0)(𝑘, 𝜇) (5.35)
+𝐻2(𝑄, 𝜇)
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄
𝛿𝜏 𝐽
(0)(𝑠𝑛, 𝜇)𝐽
(0)(𝑠?¯?, 𝜇)𝑆
(2)
𝛿 (𝑘, 𝜇) ,
where we have used the 𝑛↔ ?¯? symmetry to write corrections to the two jet functions
into a single expression. Here 𝐻1 = 1 + 𝒪(𝛼𝑠) and 𝐻2 = 1 + 𝒪(𝛼𝑠) are taken
to be dimensionless hard functions. We will assume that these 𝐻𝑖 do not mix, so
𝜇 𝑑
𝑑𝜇
𝐻𝑖(𝑄, 𝜇) = 𝛾𝐻𝑖(𝑄, 𝜇)𝐻𝑖(𝑄, 𝜇). We will also assume that 𝐽
(2)
𝛿 and 𝑆
(2)
𝛿 start at
𝒪(𝛼𝑠), and obey 2 × 2 mixing equations of the form in Eq. (5.24) which has them
mix with operators starting at 𝒪(𝛼0𝑠). Importantly, here we do not assume that 𝐽 (2)𝛿
and 𝑆(2)𝛿 are related to the functions defined in Eq. (5.14). We also assume that the
terms in Eq. (5.35) close in the renormalization group flow (at least up to some order
in the N𝑘LL expansion, though we will shortly focus on LL order). From Eq. (5.10)
we see that the expression for the cross section in our illustrative example satisfies
all the above assumptions and is a special case of the assumed form. With the above
assumptions, our goal is to derive RG consistency equations by demanding the RG
invariance of this cross section, 𝜇𝑑/𝑑𝜇 𝑑𝜎(2)/𝑑𝜏 = 0.
For the analysis of RG consistency it is most convenient to Fourier transform 𝜏
to position space, so that Eq. (5.35) becomes
1
𝜎0
d𝜎(2)
d𝑦
≡
∫︁
𝑑𝜏 𝑒−𝑖𝜏𝑦
1
𝜎0
d𝜎(2)
d𝜏
(5.36)
=
2
𝑄2
𝐻1(𝑄, 𝜇)𝐽
(2)
𝛿
(︁ 𝑦
𝑄2
, 𝜇
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
, 𝜇
)︁
𝑆(0)
(︁ 𝑦
𝑄
, 𝜇
)︁
+
1
𝑄
𝐻2(𝑄, 𝜇)𝐽
(0)
(︁ 𝑦
𝑄2
, 𝜇
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
, 𝜇
)︁
𝑆
(2)
𝛿
(︁ 𝑦
𝑄
, 𝜇
)︁
.
Here 𝑦 is dimensionless and the Fourier transforms of jet and soft functions are defined
as in Eq. (5.25). Differentiating each of the terms in Eq. (5.36) and using Eq. (5.15)
and the analog of Eq. (5.26) gives terms involving anomalous dimensions times the
same functions back again, plus the terms involving mixing into additional functions.
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For notational convenience we will refer to these as 𝜃-jet and 𝜃-soft functions, although
we will not assume that they take the functional form of the illustrative example
result in Eqs. (5.19) and (5.21). We therefore arrive at the following consistency
equation (here for brevity we suppress the 𝜇 arguments in all functions and anomalous
dimensions),
0 = 𝜇
𝑑
𝑑𝜇
[︂
𝑑𝜎(2)
d𝑦
]︂
(5.37)
=
2
𝑄2
[︂
𝛾𝐻1(𝑄) + 𝛾
𝐽
𝛿𝛿
(︁ 𝑦
𝑄2
)︁
+ 𝛾𝐽(0)
(︁ 𝑦
𝑄2
)︁
+ 𝛾𝑆(0)
(︁ 𝑦
𝑄
)︁]︂
𝐻1(𝑄)𝐽
(2)
𝛿
(︁ 𝑦
𝑄2
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
)︁
𝑆(0)
(︁ 𝑦
𝑄
)︁
+
2
𝑄2
𝛾𝐽𝛿𝜃[𝛼𝑠]𝐻1(𝑄)𝐽
(2)
𝜃
(︁ 𝑦
𝑄2
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
)︁
𝑆(0)
(︁ 𝑦
𝑄
)︁
+
1
𝑄
[︂
𝛾𝐻2(𝑄) + 2𝛾𝐽(0)
(︁ 𝑦
𝑄2
)︁
+ 𝛾𝑆𝛿𝛿
(︁ 𝑦
𝑄
)︁]︂
𝐻2(𝑄)𝐽
(0)
(︁ 𝑦
𝑄2
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
)︁
𝑆
(2)
𝛿
(︁ 𝑦
𝑄
)︁
+
1
𝑄
𝛾𝑆𝛿𝜃[𝛼𝑠]𝐻2(𝑄)𝐽
(0)
(︁ 𝑦
𝑄2
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
)︁
𝑆
(2)
𝜃
(︁ 𝑦
𝑄
)︁
.
Using the relation between anomalous dimensions that follows from the leading power
consistency relation, 𝛾𝐻(0)(𝑄)+2𝛾𝐽(0)(𝑦/𝑄2)+𝛾𝑆(0)(𝑦/𝑄) = 0, dividing by
[︀
𝐽 (0)
(︀
𝑦
𝑄2
)︀]︀2
𝑆(0)
(︀
𝑦
𝑄
)︀
,
and multiplying by 𝑖𝑦 simplifies this result to
0 = 2𝐻1(𝑄)
[︂
𝛾𝐻1(𝑄)− 𝛾𝐻(0)(𝑄) + 𝛾𝐽𝛿𝛿
(︁ 𝑦
𝑄2
)︁
− 𝛾𝐽(0)
(︁ 𝑦
𝑄2
)︁]︂[︃ 𝑖𝑦
𝑄2
𝐽
(2)
𝛿
(︀
𝑦
𝑄2
)︀
𝐽 (0)
(︀
𝑦
𝑄2
)︀ ]︃
+𝐻2(𝑄)
[︂
𝛾𝐻2(𝑄)− 𝛾𝐻(0)(𝑄) + 𝛾𝑆𝛿𝛿
(︁ 𝑦
𝑄
)︁
− 𝛾𝑆(0)
(︁ 𝑦
𝑄
)︁]︂[︃ 𝑖𝑦
𝑄
𝑆
(2)
𝛿
(︀
𝑦
𝑄
)︀
𝑆(0)
(︀
𝑦
𝑄
)︀ ]︃
+ 2𝐻1(𝑄) 𝛾
𝐽
𝛿𝜃[𝛼𝑠]
[︃
𝑖𝑦
𝑄2
𝐽
(2)
𝜃
(︀
𝑦
𝑄2
)︀
𝐽 (0)
(︀
𝑦
𝑄2
)︀ ]︃+𝐻2(𝑄) 𝛾𝑆𝛿𝜃[𝛼𝑠]
[︃ 𝑖𝑦
𝑄
𝑆
(2)
𝜃
(︁
𝑦
𝑄
)︁
𝑆(0)
(︀
𝑦
𝑄
)︀ ]︃ . (5.38)
This consistency equation is quite non-trivial since it involves separate functions of
each of 𝑄, 𝑦/𝑄2, and 𝑦/𝑄. Specializing to LL order we include only the logarithmic
terms from the anomalous dimensions in the first two lines, and only the 𝒪(𝛼𝑠) terms
for the anomalous dimensions in the last line. This gives
0 =
[︃
𝑖𝑦
𝑄2
𝐽
(2)
𝛿
(︀
𝑦
𝑄2
, 𝜇
)︀
𝛼𝑠(𝜇)
4𝜋
𝐽 (0)
(︀
𝑦
𝑄2
, 𝜇
)︀]︃LL𝛼2𝑠(𝜇)
(4𝜋)2
{︂
2
(︀
Γ0𝐻1 − Γ0𝐻(0)
)︀
log
𝜇2
𝑄2
+ 2
(︀
Γ𝐽0𝛿𝛿 − Γ0𝐽(0)
)︀
log
𝑖𝑦𝜇2
𝑄2
}︂
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+[︂
𝐻2(𝑄, 𝜇)
𝐻1(𝑄, 𝜇)
]︂LL[︃ 𝑖𝑦
𝑄
𝑆
(2)
𝛿
(︀
𝑦
𝑄
, 𝜇
)︀
𝛼𝑠(𝜇)
4𝜋
𝑆(0)
(︀
𝑦
𝑄
, 𝜇
)︀]︃LL𝛼2𝑠(𝜇)
(4𝜋)2
{︂(︀
Γ0𝐻2 − Γ0𝐻(0)
)︀
log
𝜇2
𝑄2
+
(︀
Γ𝑆0𝛿𝛿 − Γ0𝑆(0)
)︀
log
𝑖𝑦𝜇
𝑄
}︂
+
[︃
𝑖𝑦
𝑄2
𝐽
(2)
𝜃
(︀
𝑦
𝑄2
, 𝜇
)︀
𝐽 (0)
(︀
𝑦
𝑄2
, 𝜇
)︀ ]︃LL 2𝛼𝑠(𝜇)
4𝜋
𝛾𝐽0𝛿𝜃 +
[︂
𝐻2(𝑄, 𝜇)
𝐻1(𝑄, 𝜇)
]︂LL[︃ 𝑖𝑦
𝑄
𝑆
(2)
𝜃
(︁
𝑦
𝑄
, 𝜇
)︁
𝑆(0)
(︀
𝑦
𝑄
, 𝜇
)︀ ]︃LL 𝛼𝑠(𝜇)
4𝜋
𝛾𝑆0𝛿𝜃 ,
(5.39)
where we have restored the 𝜇 arguments. The 0 superscripts on the anomalous
dimensions here indicate that these are the lowest order term in these anomalous
dimensions (which are simple numbers). In the first two lines we have included a
1/𝛼𝑠(𝜇) since 𝐽
(2)
𝛿 and 𝑆
(2)
𝛿 themselves start at 𝒪(𝛼𝑠). This way all terms in square
brackets in Eq. (5.39) start at 𝒪(𝛼0𝑠). Since 𝜇 is arbitrary, all ratios of hard, jet, and
soft functions in square brackets in Eq. (5.39) can each be thought of as a LL series,[︀ · · · ]︀LL = ∑︀∞𝑘=0 𝑎𝑘[𝛼𝑠(𝜇) log2(𝑋)]𝑘, where 𝑋 = 𝜇2/𝑄2, 𝑋 = 𝑦𝜇2/𝑄2, or 𝑋 = 𝑦𝜇/𝑄
for ratios of hard, jet, or soft functions respectively (or the analogs with running
coupling effects which does not change the arguments below). The coefficients 𝑎𝑘
in these series are numbers that depend on powers of the corresponding anomalous
dimensions for the objects in that square bracket.
To see what Eq. (5.39) implies, first consider the ratio of jet functions in the
first line. In the case of our illustrative example from Sec. 5.2.1 we have 𝐽 (2)𝛿 /𝐽
(0) ∝
𝑑/𝑑(𝑦/𝑄2) log 𝐽 (0), so it is safe to assume that this ratio of jet functions is a non-
trivial function of 𝑦/𝑄2. The first line of Eq. (5.39) can then not cancel against
the terms in the second line since they have different functional dependence on 𝑦
and 𝜇/𝑄. Nor can it cancel against the terms on the third line, since they start at
different orders in 𝛼𝑠. This implies that the curly bracket on the first line of Eq. (5.39)
vanishes. Due to the presence of two independent types of logarithms in this bracket
this immediately implies relations between the cusp anomalous dimension coefficients
for these functions at LL order:
Γ0𝐻1 = Γ𝐻(0) , Γ
𝐽0
𝛿𝛿 = Γ𝐽(0) . (5.40)
For the same reason the curly bracket on the second line of Eq. (5.39) must also
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vanish, which then implies the following LL anomalous dimension relations:
Γ0𝐻2 = Γ𝐻(0) , Γ
𝑆0
𝛿𝛿 = Γ𝑆(0) . (5.41)
Together these imply that Γ0𝐻1 = Γ
0
𝐻2
, which gives [𝐻2(𝑄, 𝜇)/𝐻1(𝑄, 𝜇)]LL = 1.
In Eq. (5.39) this then leaves only the LL mixing terms, where the remaining
constraint now takes the form
0 =
[︃
𝑖𝑦
𝑄2
𝐽
(2)
𝜃
(︀
𝑦
𝑄2
, 𝜇
)︀
𝐽 (0)
(︀
𝑦
𝑄2
, 𝜇
)︀ ]︃LL 2 𝛾𝐽0𝛿𝜃 +
[︃ 𝑖𝑦
𝑄
𝑆
(2)
𝜃
(︁
𝑦
𝑄
, 𝜇
)︁
𝑆(0)
(︀
𝑦
𝑄
, 𝜇
)︀ ]︃LL 𝛾𝑆0𝛿𝜃 . (5.42)
In our illustrative example the two square brackets here are both equal to 1. The
RG consistency implies that this is actually a much more general result, true for
any operators satisfying the assumptions set out at the beginning of this section. In
particular, since the two square brackets have different functional dependence, 𝑦/𝑄2
and 𝑦/𝑄 respectively, they must both be independent of these variables. This gives:2
[︃
𝑖𝑦
𝑄2
𝐽
(2)
𝜃
(︀
𝑦
𝑄2
, 𝜇
)︀
𝐽 (0)
(︀
𝑦
𝑄2
, 𝜇
)︀ ]︃LL = 1 , [︃ 𝑖𝑦𝑄 𝑆(2)𝜃
(︁
𝑦
𝑄
, 𝜇
)︁
𝑆(0)
(︀
𝑦
𝑄
, 𝜇
)︀ ]︃LL = 1 . (5.43)
This then leaves a simple relation between the mixing anomalous dimensions
2𝛾𝐽0𝛿𝜃 + 𝛾
𝑆0
𝛿𝜃 = 0 , (5.44)
which we also found in our illustrative example. In momentum space Eq. (5.43)
implies that
𝐽
(2)
𝜃 (𝑠, 𝜇)
LL =
∫︁ 𝑠
0
𝑑𝑠′ 𝐽 (0)(𝑠′, 𝜇)LL , 𝑆(2)𝜃 (𝑘, 𝜇)
LL =
∫︁ 𝑘
0
𝑑𝑘′ 𝑆(0)(𝑘′, 𝜇)LL . (5.45)
While true in our illustrative example, viewed as a more general constraint this result
is quite interesting. For more general operators defining 𝐽 (2)𝛿 and 𝑆
(2)
𝛿 it might not be
2More generally the RHS of the results in Eq. (5.43) could be constants, but we choose to
normalize 𝐽 (2)𝜃 and 𝑆
(2)
𝜃 so these constants are both 1.
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a priori clear (without performing higher order loop and gluon emission calculations)
how to define the operators giving the 𝐽 (2)𝜃 and 𝑆
(2)
𝜃 that one mixes into. The RG
consistency result in Eq. (5.45) implies that the required 𝐽 (2)𝜃 and 𝑆
(2)
𝜃 functions agree
with those defined from the cumulative of the leading power operators, at least at
LL order. The RG consistency results in Eqs. (5.40) and (5.41) furthermore imply
that the LL cusp anomalous dimensions of 𝐽 (2)𝛿 and 𝑆
(2)
𝛿 are the same as those for the
jet and soft functions at leading power. Note that although 𝛾𝐽𝜃𝜃 or 𝛾𝑆𝜃𝜃 do not appear
explicitly in the RG consistency equation, they are present in the LL expressions for
𝐽
(2)
𝜃 and 𝑆
(2)
𝜃 and hence are constrained by Eq. (5.43).
This example also illustrates another important point. There must always be (at
least) a pair of functions at subleading power whose renormalization group evolution
is tied by consistency. This is also clear from the fact that when evaluated at their
natural scales, the subleading power 𝐽 (2)𝛿 and 𝑆
(2)
𝛿 functions are 0 + 𝒪(𝛼𝑠), and not
𝛿(𝜏) + 𝒪(𝛼𝑠) as at leading power. Thus if one chooses to run all functions to the
canonical scale of either of the subleading power functions, this function will sim-
ply not contribute at LL accuracy. To see this explicitly, we can use the evolution
equations to run all functions in the position space factorization theorem from their
canonical scales 𝜇2𝐻 ∼ 𝑄2, 𝜇2𝐽 ∼ 𝑄2/𝑖𝑦, or 𝜇2𝑆 ∼ 𝑄2/(𝑖𝑦)2 to a common scale 𝜇2. This
gives
1
𝜎0
d𝜎(2)
d𝑦
=
2
𝑄2
𝐻1(𝑄, 𝜇𝐻)𝑈𝐻1(𝑄, 𝜇𝐻 , 𝜇)𝑈
(0)
𝐽
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
, 𝜇𝐽
)︁
𝑈
(0)
𝑆
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇
)︁
× 𝑆(0)
(︁ 𝑦
𝑄
, 𝜇𝑆
)︁[︂
𝑈𝐽𝛿𝛿
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝐽
(2)
𝛿
(︁ 𝑦
𝑄2
, 𝜇𝐽
)︁
+ 𝑈𝐽𝛿𝜃
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝐽
(2)
𝜃
(︁ 𝑦
𝑄2
, 𝜇𝐽
)︁]︂
+
1
𝑄
𝐻2(𝑄, 𝜇)𝑈𝐻2(𝑄, 𝜇𝐻 , 𝜇)
[︁
𝑈
(0)
𝐽
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝐽 (0)
(︁ 𝑦
𝑄2
, 𝜇𝐽
)︁]︁2
×
[︂
𝑈𝑆𝛿𝛿
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇
)︁
𝑆
(2)
𝛿
(︁ 𝑦
𝑄
, 𝜇𝑆
)︁
+ 𝑈𝑆𝛿𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇
)︁
𝑆
(2)
𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆
)︁]︂
. (5.46)
Here the 𝑈𝐻 , 𝑈𝑆 and 𝑈𝐽 factors are evolution kernels for the various hard, jet, and
soft functions. For our analysis of 𝐻 → 𝑔𝑔 in pure glue QCD their explicit form will
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be given later in the text. At LL order we can then use that
𝐽
(2)
𝛿 (𝑦/𝑄
2, 𝜇𝐽) = 0 +𝒪(𝛼𝑠) , 𝑆(2)𝛿 (𝑦/𝑄, 𝜇𝑆) = 0 +𝒪(𝛼𝑠) , (5.47)
which implies that the terms with the 𝑈𝐽𝛿𝛿 and 𝑈𝑆𝛿𝛿 kernels are not needed at this order.
We can also simplify the LL result by using 𝑆(0) = 1 and 𝐽 (0) = 1 (we allow here a
non-trivial overall numeric factor from 𝐻1 and 𝐻2 at tree level). The LL resummed
result then simplifies to
1
𝜎0
d𝜎(2) LL
d𝑦
=
2𝐻1
𝑄2
𝑈𝐻1(𝑄, 𝜇𝐻 , 𝜇)𝑈
(0)
𝐽
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝑈
(0)
𝑆
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇
)︁
𝑈𝐽𝛿𝜃
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁
𝐽
(2)
𝜃
(︁ 𝑦
𝑄2
, 𝜇𝐽
)︁
+
𝐻2
𝑄
𝑈𝐻2(𝑄, 𝜇𝐻 , 𝜇)
[︁
𝑈
(0)
𝐽
(︁ 𝑦
𝑄2
, 𝜇𝐽 , 𝜇
)︁]︁2
𝑈𝑆𝛿𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇
)︁
𝑆
(2)
𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆
)︁
.
(5.48)
Finally we can use the RG consistency freedom that says the same result is ob-
tained no matter what value we pick for 𝜇. For example, taking 𝜇 = 𝜇𝐽 we have
𝑈𝐽𝛿𝜃(𝑦/𝑄
2, 𝜇𝐽 , 𝜇𝐽) = 0 which removes the first term, and 𝑈
(0)
𝐽 (𝑦/𝑄
2, 𝜇𝐽 , 𝜇𝐽) = 1 which
simplifies the second, leaving
1
𝜎0
d𝜎(2) LL
d𝑦
=
𝐻2
𝑄
𝑈𝐻2(𝑄, 𝜇𝐻 , 𝜇𝐽)𝑈
𝑆
𝛿𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆, 𝜇𝐽
)︁
𝑆
(2)
𝜃
(︁ 𝑦
𝑄
, 𝜇𝑆
)︁
. (5.49)
In this form the LL resummed result is obtained completely from the subleading power
soft function. If instead we had chosen 𝜇 = 𝜇𝑆, then 𝑈𝑆𝛿𝜃(𝑦/𝑄, 𝜇𝑆, 𝜇𝑆) = 0 would have
removed the second term in Eq. (5.48), and the result would have been expressed
entirely from the first term that involves the subleading power jet functions, which
can be simplified using 𝑈 (0)𝑆 (𝑦/𝑄, 𝜇𝑆, 𝜇𝑆) = 1. This equivalence between different
resummed formula is an expression of the LL consistency result in Eq. (5.44) at the
level of the cross section. We will use Eq. (5.49) to simplify the resummation for
thrust at next-to-leading power in Sec. 5.4.
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5.3 Solution to the Subleading Power RG Mixing
Equation
Having illustrated that the renormalization of subleading power jet and soft functions
generically involves mixing with 𝜃-jet and 𝜃-soft operators, in this section we solve
a general form of the subleading power RG equations involving mixing, including
the running coupling 𝛼𝑠(𝜇). This solution will be sufficient for all cases required in
this chapter, and we believe that it will be of general utility for subleading power
resummation.
We consider a function, 𝐹 , which obeys an RG equation of the form of Eq. (5.24).
To remove the convolution structure, we work in Fourier (or Laplace) space, with a
variable 𝑦 conjugate to a momentum variable 𝑘 of dimension 𝑝. Defining
𝐹 (𝑦) =
∫︁
𝑑𝑘 𝑒−𝑖𝑘𝑦 𝐹 (𝑘), (5.50)
the RG equation for 𝐹 is then multiplicative
𝜇
𝑑
𝑑𝜇
⎛⎝𝐹 (2)𝛿 (𝑦, 𝜇)
𝐹
(2)
𝜃 (𝑦, 𝜇)
⎞⎠ =
⎛⎝𝛾11(𝑦, 𝜇) 𝛾12[𝛼𝑠]
0 𝛾22(𝑦, 𝜇)
⎞⎠⎛⎝𝐹 (2)𝛿 (𝑦, 𝜇)
𝐹
(2)
𝜃 (𝑦, 𝜇)
⎞⎠ . (5.51)
Here, to simplify notation, we have defined
𝛾11(𝑦, 𝜇) = Γ11[𝛼𝑠] log
(︀
𝑖𝑒𝛾𝐸(𝑦 − 𝑖0)𝜇𝑝)︀+ 𝛾11[𝛼𝑠] , (5.52)
𝛾22(𝑦, 𝜇) = Γ22[𝛼𝑠] log
(︀
𝑖𝑒𝛾𝐸(𝑦 − 𝑖0)𝜇𝑝)︀+ 𝛾22[𝛼𝑠] .
To shorten the equations, we will not explicitly write the branch cut prescription in
the following. The off-diagonal mixing term, 𝛾12[𝛼𝑠], does not contain logarithms.
5.3.1 General Solution
We will solve the subleading power mixing equation without the constraint that 𝛾11 =
𝛾22, as occurred in the example of Sec. 5.2.2. We do this both because we believe
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that this solution will be relevant for the renormalization of more general functions
at subleading power, as well as to illustrate how the standard leading power Sudakov
exponential arises as a special limit when 𝛾11 = 𝛾22, but not more generally.
We can write the all orders solution to the differential equation of Eq. (5.51) as
𝐹
(2)
𝛿 (𝑦, 𝜇) = 𝑈𝛿𝛿(𝑦, 𝜇, 𝜇0)𝐹
(2)
𝛿 (𝑦, 𝜇0) + 𝑈𝛿𝜃(𝑦, 𝜇, 𝜇0)𝐹
(2)
𝜃 (𝑦, 𝜇0) , (5.53)
with
𝑈𝛿𝛿(𝑦, 𝜇, 𝜇0) = exp
[︂ 𝜇∫︁
𝜇0
d𝜇′
𝜇′
𝛾11(𝑦, 𝜇
′)
]︂
, 𝑈𝛿𝜃(𝑦, 𝜇, 𝜇0) = 𝑈𝛿𝛿(𝑦, 𝜇, 𝜇0)𝑋(𝑦, 𝜇, 𝜇0) ,
(5.54)
where 𝑋 satisfies
𝜇
𝑑
𝑑𝜇
𝑋(𝑦, 𝜇, 𝜇0) = 𝑒
−
𝜇∫︀
𝜇0
d𝜇′
𝜇′ 𝛾11(𝑦,𝜇
′)
𝛾12[𝛼𝑠(𝜇)] 𝑒
𝜇∫︀
𝜇0
d𝜇′
𝜇′ 𝛾22(𝑦,𝜇
′)
, (5.55)
and the boundary condition 𝑋(𝑦, 𝜇0, 𝜇0) = 0. Solving for 𝑋, we have
𝑋(𝑦, 𝜇, 𝜇0) =
𝜇∫︁
𝜇0
𝑑𝜇
′′
𝜇′′
𝑒
−
𝜇′′∫︀
𝜇0
d𝜇′
𝜇′ 𝛾11(𝑦,𝜇
′)
𝛾12[𝛼𝑠(𝜇
′′)] 𝑒
𝜇′′∫︀
𝜇0
d𝜇′
𝜇′ 𝛾22(𝑦,𝜇
′)
(5.56)
=
𝜇∫︁
𝜇0
𝑑𝜇
′′
𝜇′′
𝛾12[𝛼𝑠(𝜇
′′)] exp
(︃
−
𝜇′′∫︁
𝜇0
d𝜇′
𝜇′
[𝛾11(𝑦, 𝜇
′)− 𝛾22(𝑦, 𝜇′)]
)︃
.
We can derive a closed analytic form for 𝑋 order by order in the anomalous dimen-
sions, including the running coupling. For the remainder of this section we consider
the solution at LL order, where the anomalous dimensions take the form
𝛾𝑖𝑖(𝑦, 𝜇) = Γ
0
𝑖𝑖
𝛼𝑠(𝜇)
4𝜋
log
(︂
𝜇𝑝
𝜇𝑝𝑦
)︂
, 𝛾12[𝛼𝑠] = 𝛾
0
12
𝛼𝑠(𝜇)
4𝜋
, (5.57)
where Γ011, Γ022, 𝛾012 are numbers, and we have defined the mass dimension 1 variable
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𝜇𝑦 by
1
𝜇𝑝𝑦
≡ 𝑒𝛾𝐸 𝑖(𝑦 − 𝑖0) . (5.58)
Note that at LL order we need only the logarithmic term for the diagonal anomalous
dimensions 𝛾11(𝑦, 𝜇) and 𝛾22(𝑦, 𝜇). The non-logarithmic term is needed for the off-
diagonal term 𝛾12[𝛼𝑠] because of the fact that the boundary terms in Eq. (5.53) start
at different orders, 𝐹 (2)𝛿 (𝑦, 𝜇0) ∼ 𝒪(𝛼𝑠) and 𝐹 (2)𝜃 (𝑦, 𝜇0) ∼ 𝒪(𝛼0𝑠).
To include the effects of running coupling, we use the standard approach of switch-
ing to an integration in 𝛼𝑠 instead of 𝜇 through the change of variables
𝑑𝜇
𝜇
=
𝑑𝛼𝑠
𝛽[𝛼𝑠]
. (5.59)
At LL-order, we can use the LL 𝛽 function which gives
𝑑𝜇
𝜇
= −2𝜋
𝛽0
𝑑𝛼𝑠
𝛼2𝑠
, 𝛽0 =
11
3
𝐶𝐴 − 4
3
𝑇𝐹𝑛𝑓 , (5.60)
We also rewrite the logarithm appearing in the anomalous dimension as
log
(︁ 𝜇
𝜇𝑦
)︁
= −2𝜋
𝛽0
∫︁ 𝛼𝑠(𝜇)
𝛼𝑠(𝜇𝑦)
d𝛼′𝑠
(𝛼′𝑠)2
=
2𝜋
𝛽0
(︂
1
𝛼𝑠(𝜇)
− 1
𝛼𝑠(𝜇𝑦)
)︂
=
2𝜋
𝛽0𝛼𝑠(𝜇𝑦)
(︂
𝛼𝑠(𝜇𝑦)
𝛼𝑠(𝜇)
− 1
)︂
.
(5.61)
We then have
𝑈𝛿𝛿(𝑦, 𝜇, 𝜇0) = exp
{︃
Γ011
𝜇∫︁
𝜇0
d𝜇′
𝜇′
(︂
𝛼𝑠(𝜇
′)
4𝜋
)︂
log
(︂
𝜇
′𝑝
𝜇𝑝𝑦
)︂}︃
(5.62)
= exp
[︂
𝑝𝜋Γ011
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝜇𝑝𝑦
𝜇𝑝0
)︂Γ011
2𝛽0
log(𝑟)
,
where
𝑟 ≡ 𝛼𝑠(𝜇)
𝛼𝑠(𝜇0)
, (5.63)
and at this order we take the boundary conditions
𝐹
(2)
𝛿 (𝑦, 𝜇0) = 0 , 𝐹
(2)
𝜃 (𝑦, 𝜇0) =
1
𝑖(𝑦 − 𝑖0) . (5.64)
207
Recall that 1/𝑖(𝑦 − 𝑖0) is the Fourier transform of 𝜃(𝑘). Thus at LL the solution
becomes
𝐹
(2)LL
𝛿 (𝑦, 𝜇) = 𝑈𝛿𝜃(𝑦, 𝜇, 𝜇0)
1
𝑖(𝑦 − 𝑖0) , (5.65)
with the evolution kernel given by
𝑈LL𝛿𝜃 (𝑦, 𝜇, 𝜇0) = exp
[︂
𝑝𝜋Γ011
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝜇𝑝𝑦
𝜇𝑝0
)︂Γ011
2𝛽0
log(𝑟)
𝑋LL(𝑦, 𝜇, 𝜇0) .
(5.66)
Using Eqs. (5.60) and (5.61) we can compute 𝑋(𝑦, 𝜇, 𝜇0) in terms of the running
coupling as
𝑋(𝑦, 𝜇, 𝜇0) = − 𝛾
0
12
2𝛽0
∫︁ 𝛼𝑠(𝜇)
𝛼𝑠(𝜇0)
d𝛼′𝑠
𝛼′𝑠
exp
{︃
𝑝𝜋
𝛽20
(︁
Γ011 − Γ022
)︁∫︁ 𝛼′𝑠
𝛼𝑠(𝜇0)
d𝛼′′𝑠
𝛼′′𝑠
(︂
1
𝛼′′𝑠
− 1
𝛼𝑠(𝜇𝑦)
)︂}︃
= − 𝛾
0
12
2𝛽0
∫︁ 𝛼𝑠(𝜇)
𝛼𝑠(𝜇0)
d𝛼′𝑠
𝛼′𝑠
exp
{︂
𝑝𝜋
𝛽20
(︀
Γ011 − Γ022
)︀ [︂ 1
𝛼𝑠(𝜇0)
− 1
𝛼′𝑠
− 1
𝛼𝑠(𝜇𝑦)
log
𝛼′𝑠
𝛼𝑠(𝜇0)
]︂}︂
= − 𝛾
0
12
2𝛽0
∫︁ 𝜑(𝜇0)
𝜑(𝜇)
d𝜑′
𝜑′
exp
{︂
𝜑(𝜇0)− 𝜑′ − 𝜑(𝜇𝑦) log 𝜑(𝜇0)
𝜑′
}︂
, (5.67)
where in the last line we used the definition
𝜑(𝜇) ≡ 𝑝𝜋(Γ
0
11 − Γ022)
𝛽20 𝛼𝑠(𝜇)
. (5.68)
The final integral gives the LL solution
𝑋LL(𝑦, 𝜇, 𝜇0) = − 𝛾
0
12
2𝛽0
𝑒𝜑(𝜇0)
[︁
𝑟−𝜑(𝜇𝑦)𝐸
(︁
1− 𝜑(𝜇𝑦), 𝜑(𝜇)
)︁
− 𝐸
(︁
1− 𝜑(𝜇𝑦), 𝜑(𝜇0)
)︁]︁
,
(5.69)
where 𝐸(𝑛, 𝑧) is the exponential integral function
𝐸(𝑛, 𝑧) =
∫︁ ∞
1
𝑑𝑡
𝑡𝑛
𝑒−𝑧𝑡 . (5.70)
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Plugging these results into Eq. (5.53) we obtain the general solution to the subleading
RG at LL order in terms of the results in Eqs. (5.62) and (5.69):
𝐹
(2)
𝛿 (𝑦, 𝜇)
LL = 𝑈LL𝛿𝛿 (𝑦, 𝜇, 𝜇0)𝑋
LL(𝑦, 𝜇, 𝜇0)
1
𝑖(𝑦 − 𝑖0) . (5.71)
For illustration we can take the limit without the running coupling, set 𝜇0 = 𝜇𝑦,
and assume3 Γ011 > Γ022 which gives
𝑈𝐿𝐿𝛿𝜃 (𝑦, 𝜇, 𝜇𝑦)
⃒⃒⃒⃒
𝛼𝑠(𝜇)=𝛼𝑠
= 𝛾012
𝛼𝑠
8𝜋
√︂
𝜋
ΔΓ
Erf
[︂√︀
ΔΓ log
𝜇
𝜇𝑦
]︂
exp
[︂
𝑝Γ011
𝛼𝑠
8𝜋
log2
𝜇
𝜇𝑦
]︂
,
(5.72)
whereΔΓ ≡
(︀
𝛼𝑠
8𝜋
)︀
𝑝 (Γ011 − Γ022) and Erf is the error function, Erf(𝑥) = (2/
√
𝜋)
∫︀ 𝑥
0
𝑒−𝑡
2
𝑑𝑡
which expanded around 𝑥 = 0 reads Erf(𝑥) = 2𝑥/
√
𝜋 − 2𝑥3/(3√𝜋) + 𝒪(𝑥5). The
kernel in Eq. (5.72) is easily interpreted as the standard Sudakov factor with fixed
coupling multiplied by the error function arising from the integral over the difference
of Sudakov exponentials in Eq. (5.56). The solutions in Eqs. (5.66) and (5.72) em-
phasize that there is a closed form solution in terms of elementary functions, and that
in the most general case we will not necessarily get a simple Sudakov exponential at
subleading power. We also emphasize that in all the LL results 𝛾012 appears only as
an overall factor.
5.3.2 Solution With Equal Diagonal Entries
To gain further insight into the form of the LL solution to the subleading power RG
it is instructive to restrict our attention to the case Γ011 = Γ022 which is the relevant
one for the subleading soft and jet functions considered in Sec. 5.2. With Γ011 = Γ022,
we have 𝜑 = 0 so that 𝑋 simplifies to
𝑋LL(𝑦, 𝜇, 𝜇0)
⃒⃒
Γ011=Γ
0
22
= − 𝛾
0
12
2𝛽0
∫︁ 𝛼𝑠(𝜇)
𝛼𝑠(𝜇0)
d𝛼′𝑠
𝛼′𝑠
= − 𝛾
0
12
2𝛽0
log 𝑟 , (5.73)
3Note that we made no assumption on the signs of the Γ011 and Γ022 which can be negative. If
Γ011 < Γ
0
22, the result involves an imaginary error function (Erfi) instead of the error function (Erf).
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where 𝑟 was defined in Eq. (5.63) and the evolution kernel simplifies to
𝑈LL𝛿𝜃 (𝑦, 𝜇, 𝜇0)
⃒⃒
Γ011=Γ
0
22
= − 𝛾
0
12
2𝛽0
log 𝑟 exp
[︂
𝑝𝜋Γ011
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝜇𝑝𝑦
𝜇𝑝0
)︂Γ011
2𝛽0
log(𝑟)
.
(5.74)
Therefore with Γ011 = Γ022 we recover a simple Sudakov evolution at LL. For this case
the final expression for the LL resummed function in position space is
𝐹
(2)LL
𝛿 (𝑦, 𝜇) = −
𝛾012
2𝛽0
log 𝑟 exp
[︂
𝑝𝜋Γ011
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝜇𝑝𝑦
𝜇𝑝0
)︂Γ011
2𝛽0
log(𝑟)
1
𝑖(𝑦 − 𝑖0) .
(5.75)
To obtain the expression for 𝐹 (2)LL𝛿 (𝑘, 𝜇) we transform Eq. (5.75) back to momen-
tum space which gives
𝐹
(2)LL
𝛿 (𝑘, 𝜇) = 𝑈
LL
𝛿𝜃 (𝑘, 𝜇, 𝜇0) 𝜃(𝑘) , (5.76)
where the evolution kernel is obtained with the simple replacement 𝜇𝑝𝑦 → 𝑘,
𝑈LL𝛿𝜃 (𝑘, 𝜇, 𝜇0) = −
𝛾012
2𝛽0
log 𝑟 exp
[︂
𝑝𝜋Γ011
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝑘
𝜇𝑝0
)︂Γ011
2𝛽0
log(𝑟)
. (5.77)
Further details about why this simple replacement suffices at LL are given in App. B.
For concreteness, let us now consider the case where the subleading function
𝐹
(2)
𝛿 (𝑘, 𝜇) is the subleading power soft function of Eq. (5.14). The soft function
depends on a momentum variable of dimension 𝑝 = 1 and from Eqs. (5.27) and (5.28)
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we have that for 𝑆(2)𝑔,𝛿 (𝑘, 𝜇) the anomalous dimensions are
4
𝛾11(𝑘, 𝜇) = 𝛾22(𝑘, 𝜇) = 𝛾
𝑆
𝑔 (𝑘, 𝜇) =⇒ Γ011 = Γ022 = −4Γ𝑔,0cusp = −16𝐶𝐴 , (5.78)
𝛾12[𝛼𝑠] = 4Γ
𝑔
cusp[𝛼𝑠] =⇒ 𝛾012 = 4Γ𝑔,0cusp = 16𝐶𝐴 .
Using these results in Eq. (5.77) we obtain
𝑆
(2)LL
𝑔,𝛿 (𝑘, 𝜇) = −𝜃(𝑘)
2Γ𝑔,0cusp
𝛽0
log 𝑟 exp
[︂
− 4𝜋Γ
𝑔,0
cusp
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︂(︂
𝑘
𝜇0
)︂−2Γ𝑔,0cusp
𝛽0
log(𝑟)
.
(5.79)
We can resum logarithms in the subleading power soft function by running from the
canonical scale of the soft function 𝜇0 = 𝜇𝑆 = 𝑄𝜏 , to an arbitrary scale 𝜇. Hence,
𝑆
(2)LL
𝑔,𝛿 (𝑄𝜏, 𝜇) = −𝜃(𝜏)
2Γ𝑔,0cusp
𝛽0
log
(︂
𝛼𝑠(𝜇)
𝛼𝑠(𝑄𝜏)
)︂
(5.80)
× exp
[︂
− 4𝜋Γ
𝑔,0
cusp
𝛽20𝛼𝑠(𝑄𝜏)
(︂
𝛼𝑠(𝑄𝜏)
𝛼𝑠(𝜇)
− 1 + log 𝛼𝑠(𝜇)
𝛼𝑠(𝑄𝜏)
)︂]︂
.
If we ignore the running of the coupling, this simplifies to
𝑆
(2)LL
𝑔,𝛿 (𝑄𝜏, 𝜇)
⃒⃒⃒⃒
𝛼𝑠(𝜇)=𝛼𝑠
= 𝜃(𝜏)4Γ𝑔,0cusp
(︁𝛼𝑠
4𝜋
)︁
log
(︂
𝜇
𝑄𝜏
)︂
exp
[︂
−2Γ𝑔,0cusp
(︁𝛼𝑠
4𝜋
)︁
log2
(︂
𝜇
𝑄𝜏
)︂]︂
,
(5.81)
where the physical interpretation is quite clear. Expanding this structure perturba-
4The minus sign for Γ011 comes from the fact that Laplace transforming Eq. (5.16) we have
1
𝜇
[︂
𝜇 𝜃(𝑘)
𝑘
]︂
+
→ − log(𝑦𝑒𝛾𝐸𝜇) ,
therefore giving
−4Γ𝑔,0cusp⏟  ⏞  
Γ011
𝛼𝑠
4𝜋
log(𝑦𝑒𝛾𝐸𝜇) .
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tively in 𝛼𝑠, we have
𝑆
(2)
𝑔,𝛿 (𝑄𝜏, 𝜇)
⃒⃒⃒⃒
𝛼𝑠(𝜇)=𝛼𝑠
= 𝜃(𝜏)
[︂(︁𝛼𝑠
4𝜋
)︁
𝛾012 log
(︂
𝜇
𝑄𝜏
)︂
+
1
2
(︁𝛼𝑠
4𝜋
)︁2
𝛾012Γ
0
11 log
3
(︂
𝜇
𝑄𝜏
)︂
+ · · ·
]︂
.
(5.82)
We see that the first single logarithm is generated by the mixing into the 𝜃-function
operators, and then this is dressed by a double logarithmic Sudakov that is driven by
the diagonal entries in the mixing matrix, namely the cusp anomalous dimensions.
This shows again how the single log appearing in the fixed order expansion is generated
through RG evolution, namely through operator mixing. Therefore, as desired, all
large logarithms are generated through RG evolution, and they are resummed to all
orders by solving the subleading power RG equation with mixing. We also see that
the operator mixing is absolutely crucial, since the entire LL result comes from the
mixing which starts the evolution.
For completeness, we present also the result for the subleading jet function after
LL evolution. The anomalous dimensions are derived in Eqs. (5.27) and (5.28) and
are related to the soft function ones via RG consistency.
𝛾11(𝑘, 𝜇) = 𝛾22(𝑘, 𝜇) = 𝛾
𝐽
𝑔 (𝑘, 𝜇) =⇒ Γ011 = Γ022 = 2Γ𝑔,0cusp = 8𝐶𝐴 ,
𝛾12[𝛼𝑠] = −1
2
𝛾𝑆0𝛿𝜃 =⇒ 𝛾012 = −2Γ𝑔,0cusp = −8𝐶𝐴 . (5.83)
The canonical scales for 𝐽 (2)𝑔,𝛿 (𝑠, 𝜇) are given by
𝑠 = 𝜇2𝐽 = 𝜇
2
0 = 𝑄
2𝜏 =⇒ 𝑝 = 2 . (5.84)
Therefore, we find
𝐽
(2)
𝑔,𝛿 (𝑄
2𝜏, 𝜇) = 𝜃(𝜏)
Γ𝑔,0cusp
𝛽0
log
(︂
𝛼𝑠(𝜇)
𝛼𝑠(𝑄
√
𝜏)
)︂
(5.85)
× exp
[︂
4𝜋Γ𝑔,0cusp
𝛽20𝛼𝑠(𝑄
√
𝜏)
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝜇)
− 1 + log 𝛼𝑠(𝜇)
𝛼𝑠(𝑄
√
𝜏)
)︂]︂
.
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Therefore, as with the case of the soft function, our analytic solution of the subleading
power mixing equation resums the logarithms at subleading power.
5.4 Leading Logarithmic Resummation at Next-to-
Leading Power
In this section we will apply the formalism for the resummation of subleading power jet
and soft functions developed in the previous sections to resum the leading logarithms
for thrust in pure glue 𝐻 → 𝑔𝑔. This is a standard example used to study gluon
jets. We have chosen to restrict ourselves to the case of pure glue to demonstrate in
the simplest setting the resummation of subleading power logarithms for a physical
process and to highlight the role of the 𝜃-jet and 𝜃-soft operators and operator mixing.
The inclusion of fermion operators and the extension to other processes is interesting,
and will be considered in future work.
The complete structure of power corrections for dijet event shapes in SCET has
been described in detail in the literature, where all relevant ingredients have been
studied. In the effective theory, there are three sources of power corrections5
∙ Subleading power hard scattering operators [357, 451, 278, 164, 91]
∙ Subleading power expansion of measurement operators and kinematics [284,
278, 447]
∙ Subleading power Lagrangian insertions [83, 166, 424, 470, 82, 60, 452]
It was shown in [452] that there are no radiative contributions for pure glue 𝐻 → 𝑔𝑔
at NLP at LL order. Therefore we need only consider the first two categories, namely
hard scattering operators, and kinematic and measurement expansions, to derive the
5The decomposition into these different classes of power corrections depends on the particular
organization of the effective theory being used, but the final result does not.
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leading logarithms. We therefore write the cross section as
1
𝜎0
d𝜎
(2)
LL
d𝜏
=
1
𝜎0
d𝜎
(2)
kin,LL
d𝜏
+
1
𝜎0
d𝜎
(2)
hard,LL
d𝜏
, (5.86)
where we have put the subscript ‘LL‘ to emphasize that we will only give LL expres-
sions for the factorization of the components, and will not include operators that first
contribute at higher logarithmic order. In the next two sections we will explicitly
work out the factorization and resummation for these two contributions. In both
cases the resummation reduces to the mixing equation solved in Sec. 5.3, allowing us
to immediately derive the resummed result for thrust at subleading power.
It is important to emphasize before continuing that the exact split between the
terms in Eq. (5.86) depends on the choice of momentum routing used to setup the
factorization, although the final result for the factorization does not. For example,
terms involving ultrasoft derivatives in 𝑇 -products or hard scattering operators can
in certain cases be eliminated from the hard term through a choice of momentum
routing, and will then appear as kinematic corrections. However, subleading power
corrections from operators with additional ultrasoft fields are unambiguously in the
hard component. We will define a convenient split in Sec. 5.4.1.
5.4.1 Kinematic and Observable Corrections
We begin by considering corrections from the expansion of the phase space (kine-
matics) and the thrust observable definition. These were also considered in the fixed
order calculations of [447, 448], but here we will show how they can be treated to all
orders as is required for factorization and resummation. In [278] it was shown through
explicit calculation that the contributions from the thrust measurement function in
our formalism do not contribute at LL order. We therefore only need to consider
corrections to the phase space here.
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Factorization
At subleading power, in addition to considering the expansion of the matrix elements
which enter into the cross section, one must also consider power corrections arising
from kinematic constraints on the phase space which can be neglected at leading
power. To understand this issue we begin by writing the 𝑁 particle phase space
𝜎 = 𝐿𝐻
∫︁ 𝑁∏︁
𝑖=1
𝑑𝑑𝑝𝑖𝐶(𝑝𝑖)(2𝜋)
4𝛿4
(︁
𝑞 −
∑︁
𝑝𝑖
)︁
|ℳ|2 . (5.87)
Here 𝑞2 = 𝑄2 is the momentum of the scattering, 𝑑𝑑𝑝 = 𝑑𝑑𝑝/(2𝜋)𝑑, 𝐶(𝑝) = 2𝜋𝛿(𝑝2)𝜃(𝑝0)
is the on-shell particle constraint, and 𝐿𝐻 is the leptonic tensor. We now consider a
final state consisting of 𝑛-collinear particles with total sector label mometum ?¯? · 𝑘𝑛,
?¯?-collinear particles with total sector label mometum 𝑛 · 𝑘?¯?, and soft particles with
total sector momentum 𝑘𝑠. Since 𝑛 ·𝑘𝑠 ∼ ?¯? ·𝑘𝑠 ∼ 𝜆2, at leading power, we can expand
the momentum conserving delta function, and the incoming momentum 𝑞 fixes the
large momentum of the collinear sector, namely
𝛿
(︁
𝑛 · 𝑞 −
∑︁
𝑛 · 𝑝𝑖
)︁
𝛿
(︁
?¯? · 𝑞 −
∑︁
?¯? · 𝑝𝑖
)︁
= 𝛿(𝑛 · 𝑞 − 𝑛 · 𝑘?¯?) 𝛿(?¯? · 𝑞 − ?¯? · 𝑘𝑛) . (5.88)
However, when working at subleading powers, we need to consider the power cor-
rections to this formula, which we refer to as kinematic corrections. These can be
organized in a number of different ways. Here we describe a way which seems partic-
ularly convenient for the process we are considering.
In SCET, exact momentum conservation for both label and residual components
is implemented in all diagrams. Residual momenta must then be routed in the dia-
gram, and unlike at leading power, their effects on the kinematics must be kept to
the required power. This routing can be chosen arbitrarily, as long as it is done con-
sistently for all contributions.6 As an example, consider the routing of the residual
momentum from the soft sector. The most naive routing is shown in Fig. 5-1a. Here
6In particular, as mentioned above, this routing determines whether some contributions enter as
kinematic or hard power corrections in the decomposition of Eq. (5.86).
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(a) (b)
Figure 5-1: Two different routings for the soft momentum. In a) the additional soft
momentum is routed into the collinear sectors. In b) the additional momentum is
routed in through the hard scattering vertex, simplifying the large momentum routed
into the collinear sectors.
we imagine that the soft sector has a total momentum 𝑘𝑠. This momentum must be
extracted from the collinear sectors. The residual 𝑛 · 𝑘𝑠 ∼ 𝜆2 and ?¯? · 𝑘𝑠 ∼ 𝜆2 must be
kept in the calculations of the collinear sector when working at 𝒪(𝜆2), complicating
the calculations by requiring us to include 𝜕𝑢𝑠 acting on collinear lines. Here we can
still neglect the residual perp momentum of the soft sector, since this enters first as
𝑘2⊥ ∼ 𝜆4, which is beyond the order to which we work.
A more convenient routing is shown in Fig. 5-1b. Here, we instead route 𝑞 + 𝑘𝑠
into the hard scattering vertex. The collinear sectors then have exactly 𝑛 · 𝑞 and ?¯? · 𝑞
as their large momentum contributions, and all kinematics in the final state is exact.
All kinematic corrections for this routing can be obtained by expanding the phase
space factor in the leptonic tensor, which takes the form
1
(𝑄+ 𝑘𝑠)4
=
1
𝑄4
− 2𝑛 · 𝑘𝑠
𝑄5
− 2 ?¯? · 𝑘𝑠
𝑄5
+𝒪(𝜏 2) . (5.89)
We therefore introduce the measurement functions
𝑛 · 𝑘𝑠 =
∑︁
𝑖∈𝑆
𝑛 · 𝑘𝑖𝑠 , ?¯? · 𝑘𝑠 =
∑︁
𝑖∈𝑆
?¯? · 𝑘𝑖𝑠 , (5.90)
where the sum is over all soft particles. To LL accuracy we can make the replacement
216
𝑛·𝑘𝑠 → 𝑛·𝑘𝑠𝜃(?¯?·𝑘𝑠−𝑛·𝑘𝑠) and ?¯?·𝑘𝑠 → ?¯?·𝑘𝑠𝜃(𝑛·𝑘𝑠−?¯?·𝑘𝑠), since after multiplying the
eikonal integrand 1/(𝑙+𝑙−) by 𝑙+ (or 𝑙−), the divergence responsible for the anomalous
dimension comes only from the region of phase space where 𝑙− (or 𝑙+) is unconstrained
by the measurement. These kinematic corrections therefore combine to give the full
thrust measurement function
𝑛 · 𝑘𝑠𝜃(?¯? · 𝑘𝑠 − 𝑛 · 𝑘𝑠) + ?¯? · 𝑘𝑠𝜃(𝑛 · 𝑘𝑠 − ?¯? · 𝑘𝑠) = 𝑄𝜏𝑠. (5.91)
The 𝑛 · 𝑘𝑛 and ?¯? · 𝑘?¯? residual momentum of each of the two collinear sectors can also
be routed into the current in the exact same manner, leading to power correction
given by 𝑄𝜏𝑛 and 𝑄𝜏?¯? respectively.
We therefore find that the kinematic corrections arising from the phase space
expansion give exactly the power suppressed jet and soft functions considered in
Sec. 5.2, namely
𝐽
(2)
𝑔,𝛿 (𝑠, 𝜇) =
(2𝜋)3
(𝑁2𝑐 − 1)
⟨0|ℬ𝜇𝑎𝑛⊥(0) 𝛿(𝑄+ 𝒫)𝛿2(𝒫⊥) 𝑠 𝛿
(︂
𝑠
𝑄
− 𝒯
)︂
ℬ𝜇𝑎𝑛⊥(0)|0⟩ , (5.92)
𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇) =
1
(𝑁2𝑐 − 1)
tr⟨0|𝒴𝑇?¯? (0)𝒴𝑛(0)𝑘 𝛿(𝑘 − 𝒯 )𝒴𝑇𝑛 (0)𝒴?¯?(0)|0⟩ .
Indeed, this is one of the reasons why these particular subleading power jet and soft
functions were used as an example in Sec. 5.2.
We can now write down an all orders factorization for the full contribution from
kinematic corrections to the cross section at 𝒪(𝜏)
𝑑𝜎
(2)
kin,LL
𝑑𝜏
= 𝑛kin
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏𝐻
(0)(𝑄, 𝜇)𝐽
(2)
𝑔,𝛿 (𝑠𝑛, 𝜇)𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)𝑆
(0)
𝑔 (𝑘, 𝜇) (5.93)
+ 𝑛kin
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏𝐻
(0)(𝑄, 𝜇)𝐽 (0)𝑔 (𝑠𝑛, 𝜇)𝐽
(2)
𝑔,𝛿 (𝑠?¯?, 𝜇)𝑆
(0)
𝑔 (𝑘, 𝜇)
+ 𝑛kin
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄
𝛿𝜏𝐻
(0)(𝑄, 𝜇)𝐽 (0)𝑔 (𝑠𝑛, 𝜇)𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)𝑆
(2)
𝑔,𝛿 (𝑘, 𝜇) .
The factorization for the kinematic corrections is therefore exactly the form considered
in Eq. (5.10). We have explicitly put the subscript LL, to emphasize that beyond LL
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there would be additional contributions. Here the integer constant
𝑛kin = −2 , (5.94)
is a normalization factor, effectively the number of times this contribution enters,
which is obtained from Eq. (5.89). We have extracted it as a constant so as to be
able to clearly track it, and distinguish it from other integer factors that will appear.
Resummation
Since the kinematic contributions give exactly the illustrative example considered in
Sec. 5.2, we can immediately perform the resummation of logarithms for this contribu-
tion using the solution to the mixing RG equation given in Sec. 5.3. For concreteness,
we can run both the soft and hard functions to the jet scale, 𝜇𝐽 = 𝑄
√
𝜏 from their
natural scales, 𝜇𝐻 = 𝑄 and 𝜇𝑆 = 𝑄𝜏 . At leading log order we can set 𝐻(0)(𝑄,𝑄) = 1
and 𝑆(2)𝑔,𝜃 (𝑄𝜏,𝑄𝜏) = 𝜃(𝜏). We therefore have
1
𝜎0
d𝜎
(2)
kin,LL
d𝜏
= −2𝑈𝐻(𝑄,𝑄
√
𝜏)𝑈𝑆𝑔,𝛿𝜃(𝑄𝜏,𝑄
√
𝜏) 𝜃(𝜏) , (5.95)
Here the hard evolution kernel is that of the leading power hard function.
𝑈𝐻(𝑄,𝑄
√
𝜏) = exp
{︂
− 4𝜋Γ
𝑔,0
cusp
𝛽20𝛼𝑠(𝑄)
[︂
𝛼𝑠(𝑄)
𝛼𝑠(𝑄
√
𝜏)
− 1 + log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄)
)︂]︂}︂
. (5.96)
where Γ𝑔,0cusp = 4𝐶𝐴 is the one-loop gluon cusp anomalous dimension. The resummed
soft function is given by the combination
𝑆
(2)
𝑔,𝛿 (𝑄𝜏, 𝜇 = 𝑄
√
𝜏) = 𝑈𝑆𝑔,𝛿𝜃(𝑄𝜏,𝑄
√
𝜏)𝑆
(2)
𝑔,𝜃 (𝑄𝜏, 𝜇0 = 𝑄𝜏) , (5.97)
and by taking the result of Eq. (5.80) with 𝜇 = 𝑄
√
𝜏 , we have that the evolution
kernel for the soft function at LL reads
𝑈𝑆 LL𝑔,𝛿𝜃 (𝑄𝜏,𝑄
√
𝜏) = −2Γ
𝑔,0
cusp
𝛽0
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
(5.98)
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× exp
{︂
− 4𝜋Γ
𝑔,0
cusp
𝛽20𝛼𝑠(𝑄𝜏)
[︂
𝛼𝑠(𝑄𝜏)
𝛼𝑠(𝑄
√
𝜏)
− 1 + log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂]︂}︂
.
Plugging these expressions for the evolution kernels into Eq. (5.95), we find that the
resummed result for the kinematic contributions is given by
1
𝜎0
d𝜎
(2)
kin,LL
d𝜏
= 𝜃(𝜏)
4Γ𝑔,0cusp
𝛽0
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
exp
{︂
−4𝜋Γ
𝑔,0
cusp
𝛽20
[︂
2
𝛼𝑠(𝑄
√
𝜏)
− 1
𝛼𝑠(𝑄𝜏)
− 1
𝛼𝑠(𝑄)
+
1
𝛼𝑠(𝑄𝜏)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
+
1
𝛼𝑠(𝑄)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄)
)︂]︂}︂
. (5.99)
Simplifying to the case of a fixed coupling and plugging in Γ𝑔,0cusp = 4𝐶𝐴, the kinematic
contribution at leading log reads
1
𝜎0
d𝜎
(2)
kin,LL
d𝜏
=
(︁𝛼𝑠
4𝜋
)︁
16𝐶𝐴𝜃(𝜏) log(𝜏)𝑒
−𝛼𝑠
4𝜋
Γ𝑔,0cusp log
2(𝜏) . (5.100)
This is a remarkably simple result, involving double logarithmic asymptotics gov-
erned by the cusp anomalous dimension. However, this is not surprising since these
corrections arise from a multiplication of the leading power result by 𝜏 .
5.4.2 Hard Scattering Operators
The second class of contributions that are required for the LL description at NLP
arise from corrections to the scattering amplitudes themselves, which in this case are
described by subleading power hard scattering operators in the EFT. A complete
basis of hard scattering operators at 𝒪(𝜆2) for 𝐻 → 𝑔𝑔 was derived in [451].
At subleading powers, it becomes important to work in terms of gauge invari-
ant fields, even at the ultrasoft scale. Leading power interactions between soft and
collinear particles in the effective theory can be decoupled to all orders using the BPS
field redefinition [54], which for the gluon operator reads
ℬ𝑎𝜇𝑛⊥ → 𝒴𝑎𝑏𝑛 ℬ𝑏𝜇𝑛⊥ . (5.101)
This factorizes the Hilbert space into separate soft and collinear sectors. After per-
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forming the BPS field redefinition, operators in the effective theory can be written in
terms of gauge invariant soft and collinear gluon fields
𝑔ℬ𝑎𝜇𝑢𝑠(𝑖) =
[︂
1
𝑖𝑛𝑖 · 𝜕𝑢𝑠𝑛𝑖𝜈𝑖𝐺
𝑏𝜈𝜇
𝑢𝑠 𝒴𝑏𝑎𝑛𝑖
]︂
, 𝑔ℬ𝐴𝜇𝑛𝑖⊥ =
[︂
1
𝒫 ?¯?𝑖𝜈𝑖𝐺
𝐵𝜈𝜇⊥
𝑛𝑖
𝒲𝐵𝐴𝑛𝑖
]︂
, (5.102)
where 𝒴 and 𝒲 are adjoint soft and collinear Wilson lines (see Eq. (5.13)). Due to
the presence of the Wilson lines, these gauge invariant fields have Feynman rules at
every order in 𝛼𝑠. An identical construction exists for collinear and soft fermions,
although they will not be needed here since we focus on pure Yang-Mills theory.
The subleading power operators that contribute to the LL cross section involve
either an insertion of the ℬ𝑛⊥, or ℬ𝑢𝑠 operators. The relevant operators, along with
their tree level matching coefficients which are required for LL resummation, are given
in Table 5.1. The leading power operator is also given for convenience. An important
simplification which occurs for the soft operators is that their Wilson coefficients
are fixed by reparametrization invariance (RPI) [384]. In particular, we have the all
orders relation
𝐶
(2)
ℬ?¯?(𝑢𝑠) = −
𝜕𝐶(0)
𝜕𝜔1
, (5.103)
and similarly for 𝑛↔ ?¯?. As we will see, this will provide a significant simplification,
since it fixes the anomalous dimensions of these soft operators. This relationship can
be viewed as a manifestation of the Low-Burnett-Kroll theorem [406, 129], where the
connection with our SCET based approach has been explained in detail in [384].
The operators which contribute to the fixed order leading logarithms were iden-
tified in the calculation of [448] as those which contribute a logarithm at the lowest
order in perturbation theory. The leading logarithms to all orders are then obtained
by the renormalization of these contributions, which dresses them with an all orders
resummation of double logarithms. To prove that this is indeed the case, we can
assume that there exists a jet or soft function that first contributes at some higher
order, for concreteness 𝛼2𝑠, and that this contribution is leading logarithmic, and
hence contributes as 𝛼2𝑠 log
3(𝜏). With our understanding of the renormalization of
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Operator Tree Level Matching Coefficient
𝒪(0)ℬ = 𝐶(0)𝛿𝑎𝑏ℬ𝑎⊥?¯?,𝜔2 · ℬ𝑏⊥?¯?,𝜔1𝐻 𝐶(0) = −2𝜔1𝜔2 .
𝒪(2)𝒫ℬ1 = 𝐶(2)𝒫ℬ1𝑖𝑓𝑎𝑏𝑐ℬ𝑎𝑛⊥,𝜔1 ·
[︀𝒫⊥ℬ𝑏?¯?⊥,𝜔2·]︀ℬ𝑐?¯?⊥,𝜔3𝐻 𝐶(2)𝒫ℬ1 = − (︀12)︀ 4𝑔 (︁2 + 𝜔3𝜔2 + 𝜔2𝜔3)︁
𝒪(2)𝒫ℬ2 = 𝐶(2)𝒫ℬ2𝑖𝑓𝑎𝑏𝑐
[︀𝒫⊥ · ℬ𝑎?¯?⊥,𝜔3]︀ℬ𝑏𝑛⊥,𝜔1 · ℬ𝑐⊥?¯?,𝜔2𝐻 𝐶(2)𝒫ℬ2 = 4𝑔 (︁2 + 𝜔3𝜔2 + 𝜔2𝜔3)︁
𝒪(2)ℬ(𝑢𝑠(𝑛)) = 𝐶(2)ℬ?¯?(𝑢𝑠)
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇𝑛 𝒴?¯?)︀𝑑𝑐)︁(︁ℬ𝑎𝑛⊥,𝜔1 · ℬ𝑏?¯?⊥,𝜔2?¯? · 𝑔ℬ𝑐𝑢𝑠(𝑛))︁ 𝐶(2)ℬ?¯?(𝑢𝑠) = −2𝜔2
𝒪(2)ℬ(𝑢𝑠(?¯?)) = 𝐶(2)ℬ𝑛(𝑢𝑠)
(︁
𝑖𝑓𝑎𝑏𝑑
(︀𝒴𝑇?¯? 𝒴𝑛)︀𝑑𝑐)︁(︁ℬ𝑎𝑛⊥,𝜔1 · ℬ𝑏?¯?⊥,𝜔2𝑛 · 𝑔ℬ𝑐𝑢𝑠(?¯?))︁ 𝐶(2)ℬ𝑛(𝑢𝑠) = −2𝜔1
Table 5.1: Hard scattering operators that contribute to the LL cross section to 𝒪(𝜆2),
along with their tree level matching coefficients. These operators and matching coef-
ficients were derived in [451].
subleading jet and soft functions, we know that this implies that this function must
be renormalized by a subleading power 𝜃-function type operator, since it can’t be a
self renormalization. Taking 𝜇𝑑/𝑑𝜇, the anomalous dimension of such a LL mixing
contribution would have to be of the form 𝛾 ∼ log2(𝜇/𝜇0). However, it is know that
anomalous dimensions in SCET can be at most linear in logarithms, which is required
by RG consistency. This argument was first presented in [423] in the context of lead-
ing power RG consistency. Since this argument relies only on the additive properties
of the logarithm, it applies also here. This implies that the operators appearing in
Table 5.1 are sufficient to derive the LL resummation.
Factorization
With an understanding of the operators that contribute, it is now straightforward
to write down a factorization for their contributions, which is sufficient for the LL
resummation. Detailed accounts of the factorization of matrix elements at subleading
power have been given in [388, 81, 329, 284, 452]. Since the focus of this chapter is
on the LL resummation through the mixing with the 𝜃-jet and 𝜃-soft operators, here
we simply present the final result for the factorization. Since there are only a small
number of operators that appear due to our restriction to a pure glue final state we
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find a simple LL factorization formula
1
𝜎0
𝑑𝜎
(2)
hard,LL
𝑑𝜏
= 𝑛hard
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄
𝛿𝜏𝐻𝑛·ℬ(𝑄, 𝜇)𝑆
(2)
?¯?ℬ𝑢𝑠(𝑘, 𝜇)𝐽
(0)
𝑔 (𝑠𝑛, 𝜇) 𝐽
(0)
𝑔 (𝑠?¯?, 𝜇)
(5.104)
+ 𝑛hard
∫︁
𝑑𝑠𝑛𝑑𝑠?¯?𝑑𝑘
𝑄2
𝛿𝜏
∫︁
𝑑𝜔 𝐻ℬ𝒫(𝜔,𝑄, 𝜇)𝑆(0)𝑔 (𝑘, 𝜇)𝐽
(2)
ℬ𝒫(𝑠?¯?, 𝜔, 𝜇)𝐽
(0)
𝑔 (𝑠𝑛, 𝜇) .
Here
𝑛hard = 2 , (5.105)
is a combinatorial factor from the equality of 𝑆(2)?¯?ℬ𝑢𝑠 and 𝑆
(2)
𝑛ℬ𝑢𝑠 in the first line, and from
correcting both jet functions and taking the symmetric combination in the second.
This factorization involves a power suppressed soft function
𝑆
(2)
?¯?ℬ𝑢𝑠(𝑘, 𝜇) =
𝑖𝑓𝑎𝑏𝑑
𝑁2𝑐 − 1
tr⟨0|(𝒴𝑇𝑛 (0)𝒴?¯?(0))𝑑𝑐?¯? · 𝑔ℬ𝑐𝑢𝑠(𝑛)(0)𝛿(𝑘 − 𝒯 )(𝒴𝑛(0)𝒴𝑇?¯? (0))𝑎𝑏|0⟩ ,
(5.106)
which arises from the insertion of the ℬ𝑢𝑠 field into the standard leading power soft
function. Here we have absorbed the 𝑔 from the matching coefficient into the soft
function. As with the previous subleading power soft functions we have defined in
Eqs. (5.14) and (5.19), this subleading power soft function has mass dimension zero.
This factorization also involves a subleading power jet function
𝒥 (2)ℬ𝒫 (𝑠, 𝜔, 𝜇) = (5.107)
(2𝜋)3
(𝑁2𝑐 − 1)
𝑄2
𝜔(𝑄− 𝜔)⟨0|[ℬ⊥?¯?,𝜔(0)[𝑔ℬ⊥?¯?(0) · 𝒫
†
⊥]𝛿(𝑄+ 𝒫)𝛿2(𝒫⊥) 𝛿
(︂
𝑠
𝑄
− 𝒯
)︂
ℬ⊥?¯?(0)|0⟩ ,
which arises from the hard scattering operators involving an additional ℬ⊥ field,
and 𝒫⊥ operator. We have again absorbed the 𝑔 from the matching coefficient into
the definition of the jet function, and as with the subleading power jet functions of
Eqs. (5.14) and (5.21) we have defined this jet function to have mass dimension 0.
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This jet function involves a convolution in an additional label variable, which is the
label momentum of one of the ℬ⊥ fields. However, at LL this does not play a role in
its renormalization.
Resummation
Using the factorized expression for the hard scattering operators, we can resum their
contribution to the cross section to LL accuracy. To simplify the LL analysis as much
as possible, we can exploit consistency relations in the RG equations. As mentioned
in Sec. 5.2.3, since the subleading power jet and soft functions start as 𝒪(𝛼𝑠), we can
always choose to eliminate one of them. In the present case, it is convenient to choose
to run to the jet scale, where
𝐽
(2)
ℬ𝒫(𝑠, 𝜔, 𝜇) = 0 +𝒪(𝛼𝑠) . (5.108)
With this choice, we do not need to consider the power suppressed jet functions.
We do, however, have to consider the renormalization of the subleading power
soft functions, and the hard function 𝐻?¯?·ℬ. However, as described in Sec. 5.4.2, the
anomalous dimension of this hard function is fixed by RPI due to the relation of
Eq. (5.103). This can be seen by differentiating the RG equation for the leading
power Wilson coefficient, whose all orders structure is
𝜇
𝑑
𝑑𝜇
𝐶(0)(𝜔1, 𝜔2, 𝜇) = 𝛾𝐶(𝜔1, 𝜔2, 𝜇)𝐶
(0)(𝜔1, 𝜔2, 𝜇) . (5.109)
Taking the derivative with respect to 𝜔1, and switching the order of differentiation,
we find
𝜇
𝑑
𝑑𝜇
[︂
𝜕
𝜕𝜔1
𝐶(0)(𝜔1, 𝜔2, 𝜇)
]︂
=
𝜕
𝜕𝜔1
[𝛾𝐶(𝜔1, 𝜔2, 𝜇)]𝐶
(0)(𝜔1, 𝜔2, 𝜇) (5.110)
+ 𝛾𝐶(𝜔1, 𝜔2, 𝜇)
𝜕
𝜕𝜔1
𝐶(0)(𝜔1, 𝜔2, 𝜇) .
The all orders form of the anomalous dimension for the leading power matching
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coefficient is given by
𝛾𝐶(𝜔1, 𝜔2, 𝜇) = Γ
𝑔
cusp[𝛼𝑠(𝜇)] log
(︂−𝜔1𝜔2
𝜇2
)︂
+ 𝛾𝐶 [𝛼𝑠(𝜇)] , (5.111)
where the second term 𝛾𝐶 [𝛼𝑠(𝜇)] is the non-cusp anomalous dimension, which con-
tains no logarithms, and drives the single logarithmic evolution. The leading double
logarithmic evolution is governed by the cusp component. The differentiation in the
first component removes the double log component, and therefore we have that to LL
accuracy
𝜇
𝑑
𝑑𝜇
[︂
𝜕
𝜕𝜔1
𝐶(0)(𝜔1, 𝜔2, 𝜇)
]︂
= 𝛾𝐶(𝜔1, 𝜔2, 𝜇)
[︂
𝜕
𝜕𝜔1
𝐶(0)(𝜔1, 𝜔2, 𝜇)
]︂
. (5.112)
This shows that the LL RG evolution for the subleading power hard scattering oper-
ators involving a ℬ𝑢𝑠 is identical to that for the leading power hard function, and in
particular, is driven by the cusp anomalous dimension.
Finally, the self mixing anomalous dimension of the subleading power soft func-
tion is also fixed by RG consistency. In particular, the jet functions appearing in the
factorization of Eq. (5.104) are the leading power jet functions, and their anomalous
dimensions are given in Eq. (5.16). Combining this with the known anomalous di-
mension for the hard function, it implies by RG consistency relations of Sec. 5.2.3
that the self mixing anomalous dimension of the subleading power soft function is
equal to that of the leading power soft function to LL.
We therefore only need to compute the mixing anomalous dimensions into the 𝜃
function operators for the soft functions involving the ℬ𝑢𝑠 operators. Computing the
one loop matrix element of the power suppressed soft function, we find
𝑆
(2)
?¯?ℬ𝑢𝑠(𝑘, 𝜇)
⃒⃒⃒
𝒪(𝛼𝑠)
= + (5.113)
= 𝑔2
(︂
𝜇2𝑒𝛾𝐸
4𝜋
)︂𝜖
𝐶𝐴
∫︁
𝑑𝑑𝑙
(2𝜋)𝑑
(︂
2
𝑙+
+
2
𝑙−
)︂
2𝜋𝛿(𝑙2)𝜃(𝑙0)𝑘𝛿(𝑘 −𝑄𝜏)
= 4𝐶𝐴
𝛼𝑠(𝜇)
4𝜋
𝜃(𝑘)
(︂
1
𝜖
+ log
(︂
𝜇2
𝑘2
)︂
+𝒪(𝜖)
)︂
.
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As with the illustrative example of Eq. (5.2), we see that this soft function mixes with
a 𝜃-function operator. The RG consistency relations of Sec. 5.2.3 imply that the all
orders structure of the function being mixed into is that of the adjoint soft function
𝜃-function operator of Eq. (5.19). We note that this is a highly non-trivial statement,
which would be difficult to prove in perturbation theory, but is dictated by the RG
consistency equations of the EFT. We therefore find a 2× 2 mixing structure
𝜇
𝑑
𝑑𝜇
⎛⎝𝑆?¯?ℬ𝑢𝑠(𝑘, 𝜇)
𝑆𝑔,𝜃(𝑘, 𝜇)
⎞⎠ = ∫︁ 𝑑𝑘′
⎛⎝ 𝛾𝑆?¯?·ℬ𝑢𝑠(𝑘 − 𝑘′, 𝜇) 𝛾?¯?·ℬ𝑢𝑠𝜃 𝛿(𝑘 − 𝑘′)
0 𝛾𝑆𝑔,𝜃𝜃(𝑘 − 𝑘′, 𝜇)
⎞⎠⎛⎝𝑆?¯?ℬ𝑢𝑠(𝑘′, 𝜇)
𝑆𝑔,𝜃(𝑘
′, 𝜇)
⎞⎠ ,
(5.114)
where to LL accuracy,
𝛾𝑆?¯?·ℬ𝑢𝑠(𝑘, 𝜇) = 4Γ
𝑔0
cusp
𝛼𝑠(𝜇)
4𝜋
1
𝜇
[︂
𝜇 𝜃(𝑘)
𝑘
]︂
+
, (5.115)
𝛾?¯?·ℬ𝑢𝑠𝜃 = 8𝐶𝐴
𝛼𝑠(𝜇)
4𝜋
.
This therefore determines all the anomalous dimensions that are required for LL
resummation at NLP. Since the RG equation takes exactly the form already solved
in Sec. 5.3, we can immediately use those results to perform the resummation.
Just as for the kinematic contribution, here we run all the functions to the jet
scale, 𝜇2𝐽 = 𝑄2𝜏 . At their natural scales, 𝜇𝐻 = 𝑄 and 𝜇𝑆 = 𝑄𝜏 , the hard and the soft
function are respectively7 𝐻?¯?·ℬ(𝑄,𝑄) = 1 and 𝑆
(2)
𝑔,𝜃 (𝑄𝜏,𝑄𝜏) = 𝜃(𝜏). Using 𝑛hard = 2
from Eq. (5.105), the hard scattering operator contribution is
1
𝜎0
d𝜎
(2)
hard,LL
d𝜏
= 2𝑈𝐻?¯?·ℬ(𝑄,𝑄
√
𝜏)𝑈𝑆?¯?𝐵𝑢𝑠(𝑄𝜏,𝑄
√
𝜏) 𝜃(𝜏) . (5.116)
7𝐻?¯?·ℬ is related to the Wilson coefficient 𝐶
(2)
ℬ?¯?(𝑢𝑠) of the hard scattering operator. From Table 5.1
we see that at LP we have |𝐶(0)(𝑄,𝑄)|2 = 4𝑄4, and these factors are contained in the normalization
factor 𝜎0. At subleading power this factor is coming from the interference of 𝑂
(2)
ℬ?¯?(𝑢𝑠) with 𝑂
(0), which
gives 𝐶(2)ℬ?¯?(𝑢𝑠)(𝑄,𝑄)𝐶
(0)(𝑄,𝑄) = 4𝑄3. In Eq. (5.104) one can see the extra 1/𝑄 in the prefactor of
the factorization theorem which is precisely the ratio of the tree level subleading Wilson coefficient
by the LP one. Thus our 𝐻?¯?·ℬ(𝑄,𝑄) is normalized so that it is dimensionless and equal to 1 at tree
level.
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As was shown above, the hard evolution kernel 𝑈𝐻?¯?·ℬ(𝑄,𝑄
√
𝜏) is identical to that for
the leading power operator, which is quoted in Eq. (5.96). The soft function takes an
identical form to that given in Eq. (5.76), but with 𝑘 = 𝜇0 = 𝑄𝜏 and the anomalous
dimensions from Eq. (5.115). Hence, we get
𝑆
(2)LL
𝑔,𝛿 (𝑄𝜏,𝑄
√
𝜏) = −𝜃(𝜏)8𝐶𝐴
𝛽0
log(𝑟) exp
[︂
− 4𝜋Γ
𝑔,0
cusp
𝛽20𝛼𝑠(𝑄𝜏)
(︂
1
𝑟
− 1 + log(𝑟)
)︂]︂
, (5.117)
where here we have
𝑟 =
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
. (5.118)
Combining these pieces together, we have
1
𝜎0
d𝜎
(2)
hard,LL
d𝜏
= −𝜃(𝜏)2Γ
𝑔,0
cusp
𝛽0
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
exp
{︂
−4𝜋Γ
𝑔,0
cusp
𝛽20
[︂
2
𝛼𝑠(𝑄
√
𝜏)
− 1
𝛼𝑠(𝑄𝜏)
− 1
𝛼𝑠(𝑄)
+
1
𝛼𝑠(𝑄𝜏)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
+
1
𝛼𝑠(𝑄)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄)
)︂]︂}︂
. (5.119)
As with the kinematic contribution to the cross section, we find that the contribution
from hard scattering operators resums at LL accuracy into a Sudakov exponential
governed by the cusp anomalous dimension.
It is important to emphasize that the simplicity of this result is largely due to the
restriction to LL. At LL accuracy the anomalous dimensions do not involve additional
convolution variables in the subleading power jet and soft functions, and are purely
multiplicative in these variables. This significantly simplifies the structure, with the
primary ingredient to achieve renormalization and resummation being the mixing
with the 𝜃-jet and 𝜃-soft functions. Beyond LL, the 𝜃-jet and 𝜃-soft will continue to
play an important role, but the convolution structure will become more complicated.
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Figure 5-2: Plots of the LP and NLP fixed order and resummed predictions for
thrust in pure glue 𝐻 → 𝑔𝑔, with and without running coupling. In a) we show
𝑑𝜎/𝑑𝜏 and in b) we show 𝜏𝑑𝜎/𝑑𝜏 . Resummation at LP cures a 1/𝜏 divergence, while
resummation at NLP overturns a much weaker logarithmic divergence, leading to a
broader shoulder.
5.4.3 Resummed Result for Thrust in 𝐻 → 𝑔𝑔 at Next-to-
Leading Power
Having resummed the two different contributions to the cross section in Eq. (5.86),
we can now give a resummed result for thrust in pure glue 𝐻 → 𝑔𝑔. Adding together
the different contributions, each of which is dressed by the same Sudakov exponential,
we find
1
𝜎0
d𝜎
(2)
LL
d𝜏
=
1
𝜎0
d𝜎
(2)
kin,LL
d𝜏
+
1
𝜎0
d𝜎
(2)
hard,LL
d𝜏
= 𝜃(𝜏)
8𝐶𝐴
𝛽0
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
exp
{︂
−4𝜋Γ
𝑔,0
cusp
𝛽20
[︂
2
𝛼𝑠(𝑄
√
𝜏)
− 1
𝛼𝑠(𝑄𝜏)
− 1
𝛼𝑠(𝑄)
+
1
𝛼𝑠(𝑄𝜏)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄𝜏)
)︂
+
1
𝛼𝑠(𝑄)
log
(︂
𝛼𝑠(𝑄
√
𝜏)
𝛼𝑠(𝑄)
)︂]︂}︂
. (5.120)
With a fixed coupling, Eq. (5.120) simplifies to
1
𝜎0
d𝜎
(2)
LL
d𝜏
⃒⃒⃒
𝛼𝑠(𝜇)=𝛼𝑠
=
(︁𝛼𝑠
4𝜋
)︁
8𝐶𝐴𝜃(𝜏) log(𝜏)𝑒
−4𝐶𝐴 𝛼𝑠4𝜋 log2(𝜏) . (5.121)
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This shows the exponentiation of the subleading power logarithms into a Sudakov
form factor governed by the cusp anomalous dimension, and is one of the main results
of this chapter. We note that this result is simply −𝜏 multiplying the LP result with
LL resummation. This simplicity is in part related to the fact that we have chosen a
simple event shape example, and is not expected to hold in general at LL, nor beyond
LL. In Sec. 5.5 we will check this result to 𝒪(𝛼3𝑠) by expanding known results for the
amplitudes [289, 290, 299], and find complete agreement.
This resummation tames the (integrable) singularity in the subleading power cross
section as 𝜏 → 0. A plot of the LL NLP resummed cross section is shown in Fig. 5-2,
along with the NLP fixed order results, and the LP results. Results with and without
running coupling are shown. We use 𝛼𝑠(𝑚𝑍) = 0.118 for the running coupling 𝛼𝑠(𝜇),
and when we freeze the coupling, we use 𝛼𝑠 = 𝛼𝑠(𝑚𝐻) = 0.113. The NLP results are
multiplied by a factor of 10 in Fig. 5-2 a) and a factor of 5 in Fig. 5-2 b) to make
them visible. Due to the fact that the NLP result is not enhanced by a factor of 1/𝜏
it leads to a much broader result, peaked at large values of 𝜏 . This has interesting
consequences for the effect of the running coupling. In particular, at subleading
power the running coupling has a much smaller effect, since the distribution is more
suppressed at smaller values of 𝜏 . At higher powers, resummation is not required for
the cross section to go to zero as 𝜏 → 0, since the corrections behave as 𝜏𝑛 log𝑚(𝜏),
with 𝑛 > 0. Nevertheless, RG equations are still useful for predicting higher order
terms in the perturbative expansion.
5.5 Subleading Power Collinear Limit and Fixed Or-
der Check
In this section we check our resummed result for thrust to 𝒪(𝛼3𝑠) by explicitly calcu-
lating the power corrections to this order. This is achieved by exploiting a relation
between the LL result and the subleading power collinear limit of the involved am-
plitudes. We also discuss flipping around this logic, and using the resummed results
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to constrain corrections in the collinear limit at 𝑛th-loop order. In particular, for
𝐻 → 𝑔𝑔𝑔 we will show that the same loop corrections dress terms that appear at
leading and next-to-leading order in the power expansion.
The 𝑁 -loop fixed order result at NLP can be written as [447, 448]
1
𝜎0
d𝜎(2,𝑁)
d𝜏
=
∑︁
𝜅
2𝑁−1∑︁
𝑖=0
𝑐𝜅,𝑖
𝜖𝑖
(︂
𝜇2𝑁
𝑄2𝑁𝜏𝑚(𝜅)
)︂𝜖
+ . . . , (5.122)
where the dots involve terms that are first relevant beyond LL order. Our superscript
(𝑗,𝑁) notation denotes the subleading power at order 𝑗 and loop order 𝑁 . Here the
sum over 𝜅 is over different possible combinations of soft, collinear, or hard particles
entering the 𝑁 -loop result, and the power 𝑚(𝜅) appearing in Eq. (5.122) depends
on this combination. For example, a single emission at NLP can be either soft, or
collinear, and we have
soft: 𝜅 = 𝑠 , 𝑚(𝜅) = 2 , (5.123)
collinear: 𝜅 = 𝑐 , 𝑚(𝜅) = 1 .
For a more detailed discussion see [447, 448]. By demanding cancellation of poles in
1/𝜖, as is required for an infrared and collinear safe observable, one can derive relations
between contributions involving different numbers of hard, collinear and soft particles,
which were used in [447, 448] to simplify the NNLO fixed order calculation of the NLP
leading logarithms. In particular, in [447, 448], it was shown that the complete result
for the leading logarithms for thrust can be written at any order purely in terms of
the 𝑁 -loop hard-collinear coefficient describing a single collinear splitting
1
𝜎0
d𝜎(2,𝑁)
d𝜏
= 𝑐ℎ𝑐,2𝑁−1 log
2𝑁−1 𝜏 + · · · . (5.124)
Here the dots denote subleading logarithms. More precisely, here 𝑐ℎ𝑐,2𝑁−1 is the result
for the leading 1/𝜖 divergence (as in Eq. (5.122)) with 𝑁 − 1 hard loops correcting a
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single collinear splitting. One class of diagram that contributes is
,
but there will also be hard loop corrections to the amplitudes on both sides of the
cut. This relation will allow us to check our result obtained from renormalization
group evolution to 𝒪(𝛼3𝑠) by expanding known results for 𝐻 → 𝑔𝑔𝑔 at two loops
[299]. In addition, it will also allow us to use our result for the all orders logarithms
in thrust derived from RG evolution to understand the subleading power collinear
limit at higher orders.
5.5.1 General Structure
Before presenting our result for the expanded amplitude squared in the collinear limit,
we begin by reviewing the known IR structure of amplitudes, which we will use to
organize our result. The IR structure of amplitudes is summarized by the dipole
formula [152] and its generalization [229, 67, 288, 9], which provides a prediction for
all the IR 1/𝜖 poles of scattering amplitudes at 𝑛 loops (recall that we use 𝛼𝑠/(4𝜋) as
the loop expansion parameter). Here we only need the full QCD amplitude for 𝐻 →
three partons at 𝑛-loops
𝑀 (𝑛) =𝑀
(𝑛)
dipole +𝑀
(𝑛)
𝑅 . (5.125)
Here 𝑀 (𝑛)dipole contains all 1/𝜖 poles, while the remainder part 𝑀
(𝑛)
𝑅 is finite but still
carries functional dependence on the kinematics that can become singular in certain
limits (it is typically called the finite term but we will not use this naming scheme
here). When integrating over these regions of phase space, 𝑀 (𝑛)𝑅 must be known to
all orders in 𝜖, and does contribute to the LL result. More explicitly, at one-loop, we
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have
𝑀 (1) = 𝐼(1)(𝜖)𝑀 (0) +𝑀
(1)
𝑅 . (5.126)
Here 𝐼(1)(𝜖) is an operator in color space that can be predicted from the infrared
structure of the scattering process. Using the color-charge operator notation, 𝐼(1)(𝜖)
can be written as [152]
𝐼(1)(𝜖) =
𝛼𝑠
4𝜋
𝑒−𝜖𝛾𝐸
Γ(1− 𝜖)
∑︁
𝑖
1
T2𝑖
(︂
T2𝑖
1
𝜖2
+ 𝛾𝑖
1
𝜖
)︂∑︁
𝑗 ̸=𝑖
T𝑖 ·T𝑗
(︂
𝜇2𝑒−𝑖𝜋
2𝑝𝑖 · 𝑝𝑗
)︂𝜖
, (5.127)
where T𝑖 is the color-charge operator of massless parton 𝑖, 𝛾𝑖 is the associated
quark/gluon anomalous dimension, and we assume all QCD partons are outgoing
for simplicity. In this chapter, we have focused only on deriving a leading logarith-
mic result for thrust at subleading power. One obvious source of leading logarithmic
contributions comes from the leading divergent terms in the amplitudes [447, 448],
which exponentiate trivially. For 𝐻 → 𝑔(𝑝1)𝑔(𝑝2)𝑔(𝑝3) in pure glue QCD, we have
𝑀dipole,LL = exp
[︂
−𝛼𝑠
4𝜋
𝐶𝐴
𝜖2
(︂(︂
− 𝜇
2
𝑠12
)︂𝜖
+
(︂
− 𝜇
2
𝑠13
)︂𝜖
+
(︂
− 𝜇
2
𝑠23
)︂𝜖)︂]︂
𝑀 (0) , (5.128)
where 𝑠𝑖𝑗 = (𝑝𝑖+𝑝𝑗)2. The subscript LL denotes that only terms contributing to thrust
at LL are kept. Note that Eq. (5.128) contains not only divergent terms, but also finite
terms through the expansion of 𝜖. After squaring the amplitudes and integrating over
the phase space, the leading divergences at 𝒪(𝛼𝑛+1𝑠 ) become 𝛼𝑛+1𝑠 /𝜖2𝑛+1 at NLP, and
give rise to leading logarithms for the thrust cross section. In general, the remainder
part 𝑀𝑅 are not known to exhibit an iterative structure to all orders.
Typically, LL resummation at LP is carried out either by using the coherent
branching formalism [510, 430, 431] which makes use of strongly ordered real radia-
tion, or by computing anomalous dimensions from virtual ultraviolet divergences to
hard, jet, and soft functions in SCET. However, by consistency this LL resummation
also provides interesting information about higher order virtual loop corrections to a
single collinear splitting. In the next section we discuss this at both LP and NLP.
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Further details for the leading power case can be found in App. C. For this analysis
both the dipole and remainder terms contribute. Although the remainder terms do
not have explicit poles in 𝜖, they do not necessarily vanish in the soft or colllinear
limits, and in particular contain logarithms in these limits. We will use our all orders
understanding of the leading logarithms for thrust derived in Sec. 5.4 to show that
the remainder terms also exhibit interesting exponentiation patterns.
5.5.2 Subleading Power Collinear Splitting
To perform the expansion of the squared amplitudes in the collinear limits, we use
the results of [299]. These are in a particularly convenient form for our purposes,
namely they are already expressed in a decomposition into the dipole and remainder
terms.
For 𝐻 → 𝑔(𝑝1)𝑔(𝑝2)𝑔(𝑝3), the collinear power expansion at amplitude level is
controlled by 𝑠 = 𝑃 2 = (𝑝1 + 𝑝2)2, the invariant mass of a pair of gluons. At tree
level, the leading power result is given by
|𝑀 (0,0)|2 = 2?˜?2 (1− 𝑧 + 𝑧
2)2
𝑧(1− 𝑧)
𝑄2
𝑠
, (5.129)
where ?˜?2 = 128𝑁𝑐𝜆2𝜋2, 𝜆 is the effective coupling of dimension 5 Higgs-gluon-gluon
operator, and 𝑧 is the longitudinal momentum fraction of 𝑝1 with respective to 𝑃 in
the collinear limit. The next-to-leading power collinear expansion is
|𝑀 (2,0)|2 = 2?˜?21 + 2𝑧 − 3𝑧
2 + 2𝑧3 − 𝑧4
𝑧(1− 𝑧) . (5.130)
Here we have used a double superscript notation where the first superscript indicates
the power in 𝑠/𝑄2, and the second indicates the order in 𝛼𝑠. Eq. (5.130) contains end-
point singularity in the momentum fraction, which is regularized by the 𝑑 dimension
phase space measure. For the purpose of extracting the leading logarithms, it is only
necessary to consider the 𝑧 → 0 or 𝑧 → 1 limit. In the current case the two limits are
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identical, and we find
|𝑀 (2,0)|2LL = ?˜?2
2
𝑧(1− 𝑧) , (5.131)
where we use subscript LL to denote that only the end-point singular term in 𝑧 is
retained. We can use these to define the tree level LP and NLP splitting functions,
valid at LL level
𝑃
(0,0)
𝑔𝑔,LL =
𝑄2
𝑠
2
𝑧(1− 𝑧) , 𝑃
(2,0)
𝑔𝑔,LL =
2
𝑧(1− 𝑧) . (5.132)
Here we see the explicit suppression in 𝑠/𝑄2 of the NLP result. We then have
|𝑀 (0,0)|2LL = ?˜?2𝑃 (0,0)𝑔𝑔,LL , |𝑀 (2,0)|2LL = ?˜?2𝑃 (2,0)𝑔𝑔,LL . (5.133)
Using Eq. (5.128) it is trivial to give the all loop result for squared amplitude for
the terms predicted by dipole formula. We find
|𝑀 |2dipole,LP,LL= ?˜?2𝑃 (0,0)𝑔𝑔,LL exp (𝐹dipole) , |𝑀 |2dipole,NLP,LL= ?˜?2𝑃 (2,0)𝑔𝑔,LL exp (𝐹dipole) ,
(5.134)
where
𝐹dipole =
𝛼𝑠𝜇
2𝜖
4𝜋
(−2𝐶𝐴)
𝜖2
(︀
[(1− 𝑧)𝑄2]−𝜖 + 𝑠−𝜖 + [𝑧𝑄2]−𝜖)︀ . (5.135)
Interestingly, the form of the dipole term guarantees that its leading logarithmic loop
corrections are independent of the power expansion. The power expansion arises only
in the expansion of the tree level amplitude squared.
Much more interesting are the remainder terms of the amplitude, whose all order
form is not predicted. We can begin by looking at their form at one-loop. By
inspecting the higher order in 𝜖 terms in the remainder term of the amplitude, we
can write down an all-order-in-𝜖 expression for the leading transcendental piece of the
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remainder terms (i.e. the piece required to give the LL for thrust). We find
2Re
[︀
𝑀 (0)*𝑀 (1)𝑅
]︀⃒⃒⃒
LP,LL
= −2𝐶𝐴?˜?2𝑃 (0,0)𝑔𝑔,LL
× 𝛼𝑠 𝜇
2𝜖
4𝜋
[︃(︂
[𝑄2]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑄
2]−𝜖
𝜖2
)︂
−
(︂
[𝑠]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑠]
−𝜖
𝜖2
)︂]︃
. (5.136)
The structure of this leading transcendental component of the remainder term is quite
interesting. Expanding it, we see that both the 1/𝜖2 and 1/𝜖 poles cancel, giving a
finite result[︃(︂
[𝑄2]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑄
2]−𝜖
𝜖2
)︂
−
(︂
[𝑠]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑠]
−𝜖
𝜖2
)︂]︃
=
[𝑄2]−𝜖
2
(︂
− log2
(︂
𝑠
𝑄2
)︂
− log2(𝑧(1− 𝑧)) + log2
(︂
𝑠(1− 𝑧)𝑧
𝑄2
)︂
+𝒪(𝜖)
)︂
. (5.137)
However, we see that this term secretly contains leading poles in 1/𝜖 when written
in the form of Eq. (5.122) and therefore will contribute to the LL result at LP. The
reason is that when integrating over the momentum fraction 𝑧 using 𝑑 dimension
phase space measure, there is a mismatch in the exponent of 𝑧 between different
terms. Since this is a non-traditional way to obtain the leading logarithms for the
thrust distribution, we provide a more detailed explanation in Appendix C. For the
NLP terms, we find the exact same structure, with only a different prefactor
2Re
[︀
𝑀 (0)*𝑀 (1)𝑅
]︀⃒⃒⃒
NLP,LL
= −2𝐶𝐴?˜?2𝑃 (2,0)𝑔𝑔,LL
× 𝛼𝑠 𝜇
2𝜖
4𝜋
[︃(︂
[𝑄2]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑄
2]−𝜖
𝜖2
)︂
−
(︂
[𝑠]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑠]
−𝜖
𝜖2
)︂]︃
. (5.138)
Interestingly, as was the case for the dipole terms, we again see that the transcendental
structure is the same at LP and NLP, and it just multiplies the tree level splitting
function.
Going to two loops, quite interestingly, we find that the remainder term is
2Re
[︀
𝑀 (0)*𝑀 (2)𝑅
]︀
+𝑀
(1)*
𝑅 𝑀
(1)
𝑅
⃒⃒⃒
LP,LL
= 2𝐶2𝐴?˜?
2𝑃
(0,0)
𝑔𝑔,LL
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× 𝛼
2
𝑠 𝜇
4𝜖
(4𝜋)2
[︃(︂
[𝑄2]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑄
2]−𝜖
𝜖2
)︂
−
(︂
[𝑠]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑠]
−𝜖
𝜖2
)︂]︃2
. (5.139)
Note that only the 𝒪 (𝜖0) terms in Eq. (5.139) are explicitly verified using the two-
loop amplitudes. To verify to higher order in 𝜖, one needs to know the two-loop
amplitudes also to higher order in 𝜖, which are currently not available in the literature.
However, since this contribution is related to the hard-collinear contribution in the
effective theory, the renormalizability of the effective theory guarantees that the all
loop result can be obtained by RG evolution of the lowest order result. To LL, the
power expansion in the amplitudes acts only on the kinematic factors giving rise to
the lowest order splitting functions in Eq. (5.132), but not on the transcendental
function. This therefore fixes the all order in 𝜖 form of Eq. (5.139). Compared with
Eq. (5.136), we have the relation
2Re
[︀
𝑀 (0)*𝑀 (2)𝑅
]︀
+𝑀
(1)*
𝑅 𝑀
(1)
𝑅
⃒⃒⃒
LP,LL
|𝑀 (0,0)|2LL
=
1
2!
⎛⎜⎝2Re
[︀
𝑀 (0)*𝑀 (1)𝑅
]︀⃒⃒⃒
LP,LL
|𝑀 (0,0)|2LL
⎞⎟⎠
2
, (5.140)
that is, the remainder term also exponentiates. Similarly, for the NLP piece, we have
2Re
[︀
𝑀 (0)*𝑀 (2)𝑅
]︀
+𝑀
(1)*
𝑅 𝑀
(1)
𝑅
⃒⃒⃒
NLP,LL
|𝑀 (2,0)|2LL
=
1
2!
⎛⎜⎝2Re
[︀
𝑀 (0)*𝑀 (1)𝑅
]︀⃒⃒⃒
NLP,LL
|𝑀 (2,0)|2LL
⎞⎟⎠
2
. (5.141)
Here we observe exponentiation of the remainder term at LP and NLP, and fur-
thermore, we again see that the transcendental structure at both LP and NLP is
identical.
With the expanded result for the squared amplitude, we can simply integrate it
over the collinear phase space to obtain the result for thrust. We find
1
𝜎0
d𝜎(2)
d𝜏
=
(︁𝛼𝑠
4𝜋
)︁
8𝐶𝐴 log 𝜏 −
(︁𝛼𝑠
4𝜋
)︁2
32𝐶2𝐴 log
3 𝜏 +
(︁𝛼𝑠
4𝜋
)︁3
64𝐶3𝐴 log
5 𝜏 +𝒪(𝛼4𝑠) .
(5.142)
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This agrees with the result derived from the RG in Eq. (5.120), and provides an
explicit check at 𝒪(𝛼3𝑠) of the result from the RG. The terms to 𝒪(𝛼2𝑠) were also
computed in [448] using this technique. The 𝒪(𝛼3𝑠) term has not previously appeared
in the literature.
We can now use the higher order terms predicted by the RG to study the collinear
limit at higher loop orders. In particular, since we have derived using the RG that
the leading logarithms for thrust exponentiate into a Sudakov, given in Eq. (5.120),
the all-loop expansion of the amplitudes in the collinear limit must agree with this
exponentiation.
We have already shown that at least to two loops, the leading logarithmic contri-
bution of the remainder terms exponentiate. Combined with the exponentiation of
the dipole terms, we conjecture that to all orders, amplitudes in the collinear limit
through to NLP exponentiate, namely
[𝑀*𝑀 ]|LP,LL = ?˜?2𝑃 (0,0)𝑔𝑔,LL𝑒𝐹dipole+𝐹𝑅 , [𝑀*𝑀 ]|NLP,LL = ?˜?2𝑃 (2,0)𝑔𝑔,LL𝑒𝐹dipole+𝐹𝑅 , (5.143)
where
𝐹𝑅 =
𝛼𝑠𝜇
2𝜖
4𝜋
(−2𝐶𝐴)
[︂(︂
[𝑄2]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑄
2]−𝜖
𝜖2
)︂
−
(︂
[𝑠]−𝜖
𝜖2
− [𝑧(1− 𝑧)𝑠]
−𝜖
𝜖2
)︂]︂
.
(5.144)
In particular, this result reproduces the leading logarithms in thrust obtained through
RG evolution to all loop order in Eq. (5.120). Note that this is an amplitude level
statement, and while we have explicitly checked it to two loops, and when integrated
over 𝑧 it agrees with our result obtained from the RG for thrust, which provides a
strong check, we phrase it only as a conjecture, since it is possible 𝑧 dependent terms
that do not give rise to leading logarithms for the thrust observable could be present.
This seems to imply an interesting iterative structure for the remainder terms of the
amplitude, which is relevant for leading logarithmic resummation, and goes beyond
the dipole formula. This would be interesting to investigate further, and we hope
that the study of subleading power limits will lead to a further understanding.
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Here we have only considered the case of 𝐻 → 𝑔𝑔𝑔, but it is important to un-
derstand the universality of the above subleading power splitting functions, and in
particular of their loop corrections, even at a given logarithmic accuracy. The uni-
versality of subleading power collinear factorization has been studied at tree level in
[460], but it would be interesting to try to extend it to all loop order using the tech-
niques in this chapter. A perhaps related question is the definition of an infrared finite
remainder function in planar 𝒩 = 4 SYM, where a clever definition of exponentiated
terms can lead to a better behaved remainder function [140].
5.6 Conclusions
In this chapter we have, for the first time, resummed to all orders in 𝛼𝑠 subleading
power logarithms for the thrust observable to LL accuracy for pure glue 𝐻 → 𝑔𝑔. We
have shown that the subleading power logarithms exponentiate to all orders into a
Sudakov exponential controlled by the cusp anomalous dimension multiplying a loga-
rithm, see Eq. (5.120). Resummation is achieved by RG evolution of gauge invariant
non-local Wilson line operators and its accuracy is systematically improvable.
The renormalization of subleading power jet and soft functions requires the intro-
duction of a new class of universal soft and collinear functions, which we termed 𝜃-jet
and 𝜃-soft functions. These functions, which involve 𝜃-functions of the measurement,
appear through operator mixing, and we argued that they will play a general role
in renormalization and resummation at subleading powers. We introduced a simple
example which allowed us to understand the structure of these functions to all orders
in 𝛼𝑠, as well as to derive their renormalization group evolution, which we proved
closes into a 2× 2 mixing equation. We analytically solved this subleading power RG
mixing equation, including the effects of running coupling.
We checked our result derived from RG evolution to 𝒪(𝛼3𝑠) by direct calculation of
the power corrections. Using consistency relations from the cancellation of IR poles,
the leading logarithms can be derived entirely from the collinear limit, allowing us
to use our all orders result derived from the RG equations to understand higher
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order loop corrections to the subleading power collinear limit. We showed explicitly
that to two-loops all leading transcendental pieces in the collinear and subleading
power collinear limit exponentiate. We conjectured that this exponentiation holds
to all loop order, and showed that this results in agreement with the results for the
thrust observable derived from RG evolution. This seems to indicate an interesting
structure for the IR finite terms in the subleading power collinear limits, beyond
what is predicted by the dipole formula, and it would be interesting to investigate
this further.
Since this represents the first all orders resummation of NLP logarithms for an
event shape, there are many interesting directions in which it can be extended. In
particular, it will be important to extend our results to higher logarithmic accuracy
to understand what universal structures persist. The simplicity of the leading loga-
rithmic structure to all powers suggests the possibility of a simple structure. It will
also be interesting to study subleading power corrections for other observables, such
as 𝑞𝑇 or in the threshold limit, as well as to extend the calculation to the 𝑁 -jet case,
for example for the 𝑁 -jettiness observable [492]. The renormalization of amplitude
level hard scattering operators for the 𝑁 -jet case was recently considered [91], which
provides an important ingredient in this direction. Our work provides a path for
the systematic resummation of subleading power logarithms for event shapes, and we
hope that this will lead to an improved understanding of the all orders structure of
the subleading power soft and collinear limits.
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Chapter 6
Subleading Power Rapidity
Divergences and
Power Corrections for 𝑞𝑇
6.1 Introduction
Observables in quantum field theory that are sensitive to soft and collinear emissions
suffer from potentially large logarithms in their perturbative predictions. The struc-
ture of these logarithms depends on the observable in question. For a large class of
phenomenologically relevant observables, these logarithms arise from emissions that
are widely separated in rapidity, as opposed to, or in addition to, the more standard
case of logarithms from a hierarchy of virtualities. At leading order in the associated
power expansion, these rapidity logarithms can be resummed to all orders in 𝛼𝑠 us-
ing rapidity evolution equations. Historically these include the well-known massive
Sudakov form factor [194], Collins-Soper [195, 196, 199], BFKL [374, 44, 396], and
rapidity renormalization group [185, 184] equations.
The resummation of such rapidity logarithms is necessary for a number of ap-
plications, including the 𝑞𝑇 spectrum for small 𝑞𝑇 in color-singlet processes (see
e.g. refs. [342, 123, 68, 264, 184, 509, 463, 262, 102, 171, 103]), double parton scattering
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(see e.g. refs. [220, 426, 126]), jet-veto resummation (see e.g. refs. [48, 70, 494]), recoil
sensitive event-shape observables (see e.g. refs. [235, 64, 385, 456]), multi-differential
observables (see e.g. refs. [378, 471, 432, 415, 459, 334, 351, 440]), processes involving
massive quarks or gauge bosons (see e.g. refs. [186, 274, 372, 183, 182, 313, 330, 468]),
and small-𝑥 resummations that go beyond the simplest applications of BFKL (see
e.g. refs. [147, 39, 369, 340, 339, 336]). In all these cases, the resummation was per-
formed at leading power (LP), and at present very little is known about the structure
of rapidity logarithms and their associated evolution equations at subleading power.
There has been significant interest and progress in studying power corrections
[424, 82, 470, 83, 60, 377, 376, 384] both in the context of 𝐵-physics (see e.g. refs. [428,
329, 422, 388, 114, 81, 499, 502, 467, 94]) and for collider-physics cross sections (see
e.g. refs. [234, 375, 284, 285, 112, 110, 357, 111, 447, 122, 209, 40, 448, 307, 41, 91, 278,
451, 164, 118, 256, 38]). Recently, progress has been made also in understanding the
behaviour of matrix elements in the subleading soft and collinear limit [99] in the pres-
ence of multiple collinear directions using spinor-helicity formalism. In ref. [453] the
first all-order resummation at subleading power for collider observables was achieved
for a class of power-suppressed kinematic logarithms in thrust including both soft
and collinear radiation. More recently in ref. [89] subleading power logarithms for a
class of corrections in the threshold limit have also been resummed. In both cases the
subleading power logarithms arise from widely separated virtuality scales, and their
resummation make use of effective field theory techniques. Given the importance of
observables involving nontrivial rapidity scales, it is essential to extend these recent
subleading-power results to such observables, and more generally, to understand the
structure of rapidity logarithms and their evolution equations at subleading power.
In this chapter, we initiate the study of rapidity logarithms at subleading power,
focusing on their structure in fixed-order perturbation theory. We show how to con-
sistently regularize subleading-power rapidity divergences, and highlight several inter-
esting features regarding their structure. In particular, power-law divergences appear
at subleading power, which give nontrivial contributions and must be handled prop-
erly. We introduce a new “pure rapidity” regulator and an associated “pure rapidity”
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MS-like renormalization scheme. This procedure is homogeneous in the power ex-
pansion, meaning that it does not mix different orders in the power expansion, which
significantly simplifies the analysis of subleading power corrections. We envision that
it will benefit many applications.
As an application of our formalism, we compute the complete 𝒪(𝛼𝑠) power-
suppressed contributions for 𝑞𝑇 for color-singlet production, which provides a strong
check on our regularization procedure. We find the interesting feature that the ap-
pearing power-law rapidity divergences yield derivatives of PDFs in the final cross
section. Our results provide an important ingredient for improving the understanding
of 𝑞𝑇 distributions at next-to-leading power (NLP). They also have immediate prac-
tical applications for understanding and improving the performance of fixed-order
subtraction schemes based on the 𝑞𝑇 observable [162].
To systematically organize the power expansion, we use the soft collinear effec-
tive theory (SCET) [53, 55, 61, 58], which provides operator and Lagrangian based
techniques for studying the power expansion in the soft and collinear limits. The ap-
propriate effective field theory for observables with rapidity divergences is SCETII [59].
In this theory, rapidity logarithms can be systematically resummed using the rapidity
renormalization group (RRG) [185, 184] in a similar manner to virtuality logarithms.
The results derived here extend the rapidity renormalization procedure to subleading
power, and we anticipate that they will enable the resummation of rapidity logarithms
at subleading power.
The outline of this chapter is as follows. In Sec. 6.2, we give a general discussion
of the structure and regularization of rapidity divergences at subleading power. We
highlight the issues appearing for rapidity regulators that are not homogeneous in
the power-counting parameter, focusing on the 𝜂 regulator as an explicit example.
We then introduce and discuss the pure rapidity regulator, which is homogeneous. In
Sec. 6.3, we derive a master formula for the power corrections to the color-singlet 𝑞𝑇
spectrum at 𝒪(𝛼𝑠), highlighting several interesting features of the calculation. We
also give explicit results for Higgs and Drell-Yan production, and perform a numerical
cross check to validate our results. We conclude in Sec. 6.4.
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6.2 Rapidity Divergences and Regularization at Sub-
leading Power
Rapidity divergences naturally arise in the calculation of observables sensitive to
the transverse momentum of soft emissions. In a situation where we have a hard
interaction scale 𝑄 and the relevant transverse momentum 𝑘𝑇 of the fields is small
compared to that scale, 𝜆 ∼ 𝑘𝑇/𝑄≪ 1, the appropriate effective field theory (EFT)
is SCETII [59], which contains modes with the following momentum scalings
𝑛−collinear : 𝑘𝑛 ∼ 𝑄 (𝜆2, 1, 𝜆) =⇒ 𝑘−/𝑄 ∼ 1 , (6.1)
?¯?−collinear : 𝑘?¯? ∼ 𝑄 (1, 𝜆2, 𝜆) =⇒ 𝑘−/𝑄 ∼ 𝜆2 ,
soft : 𝑘𝑠 ∼ 𝑄 (𝜆, 𝜆, 𝜆) =⇒ 𝑘−/𝑄 ∼ 𝜆 .
Here we have used lightcone coordinates (𝑛 · 𝑘, ?¯? · 𝑘, 𝑘⊥) ≡ (𝑘+, 𝑘−, 𝑘⊥), defined with
respect to two lightlike reference vectors 𝑛𝜇 and ?¯?𝜇. For concreteness, we take them
to be 𝑛𝜇 = (1, 0, 0, 1) and ?¯?𝜇 = (1, 0, 0,−1). Unlike SCETI where the modes are
separated in virtuality, in SCETII the modes in the EFT have the same virtuality,
but are distinguished by their longitudinal momentum (𝑘+ or 𝑘−), or equivalently,
their rapidity 𝑒2𝑦𝑘 = 𝑘−/𝑘+. This separation into modes at hierarchical rapidities
introduces divergences, which arise when 𝑘+/𝑘− → ∞ or 𝑘+/𝑘− → 0 [202, 425,
192, 184, 503]. These so-called rapidity divergences are not regulated by dimensional
regularization, which is boost invariant and therefore cannot distinguish modes that
are only separated in rapidity.
Rapidity divergences can be regulated by introducing a rapidity regulator that
breaks boost invariance, allowing the modes to be distinguished, and logarithms as-
sociated with the different rapidity scales to be resummed. The rapidity divergences
cancel between the different sectors of the effective theory, since they are not present
in the full theory. They should not be thought of as UV, or IR, but as arising from
the factorization in the EFT. By demanding invariance with respect to the regula-
tor, one can derive renormalization group evolution equations (RGEs) in rapidity. In
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SCET, a generic approach to rapidity evolution was introduced in refs. [185, 184].
These rapidity RGEs allow for the resummation of large logarithms associated with
hierarchical rapidity scales.
At leading power in the EFT expansion, the structure of rapidity divergences
and the associated rapidity renormalization group are well understood by now, and
they have been studied to high perturbative orders (see e.g. ref. [392] at three-loop
order). Indeed, in certain specific physical situations involving two lightlike directions,
rapidity divergences can be conformally mapped to UV divergences [320, 137, 144,
504, 503], giving a relation between rapidity anomalous dimensions and standard
UV anomalous dimensions. However, little is known about the structure of rapidity
divergences or their renormalization beyond the leading power.1
In this section, we discuss several interesting features of rapidity divergences at
subleading power, focusing on the perturbative behavior at next-to-leading order
(NLO). At subleading power there are no purely virtual corrections at NLO, and
so we will focus on the case of the rapidity regularization of a single real emission,
which allow us to identify and resolve a number of subtleties. After a brief review of
the structure of rapidity-divergent integrals at leading power in Sec. 6.2.1, we discuss
additional issues that arise at subleading power in Sec. 6.2.2. We discuss in detail
the behavior of the 𝜂 regulator at subleading power, highlighting effects that are
caused by the fact that it is not homogeneous in the power expansion. In Sec. 6.2.3,
we introduce the pure rapidity regularization, which regulates rapidity instead of
longitudinal momentum and which we find to significantly simplify the calculation at
subleading power. Finally, in Sec. 6.2.4, we discuss the distributional treatment of
power-law divergences, which arise at subleading power.
6.2.1 Review of Rapidity Divergences at Leading Power
We begin by reviewing the structure of rapidity divergent integrals at leading power.
As mentioned above, we restrict ourselves to the case of a single on-shell real emission,
1For some interesting recent progress for the particular case of the subleading power Regge
behavior for massive scattering amplitudes in 𝒩 = 4 super Yang-Mills theory, see ref. [125].
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which suffices at NLO. Defining 𝛿+(𝑘2) = 𝜃(𝑘0)𝛿(𝑘2), its contribution to a cross section
sensitive to the transverse momentum ?⃗?𝑇 of the emission is schematically given by
d𝜎(?⃗?𝑇 ) ∼ 2
𝑘2𝑇
∫︁
d𝑘0d𝑘𝑧 𝛿+(𝑘
2) 𝑔(𝑘)
=
1
𝑘2𝑇
∫︁ ∞
0
d𝑘−
𝑘−
𝑔(𝑘)
⃒⃒⃒
𝑘+=𝑘2𝑇 /𝑘
−
=
1
𝑘2𝑇
∫︁ ∞
0
d𝑘+
𝑘+
𝑔(𝑘)
⃒⃒⃒
𝑘−=𝑘2𝑇 /𝑘+
. (6.2)
Here, we have extracted the overall 1/𝑘2𝑇 behaviour, and 𝑔(𝑘) is an observable and
process dependent function, containing the remaining phase-space factors and ampli-
tudes. The precise form of 𝑔(𝑘) is unimportant, except for the fact that it includes
kinematic constraints on the integration range of 𝑘±,
𝑔(𝑘) ∼ 𝜃(𝑘± − 𝑘±min) 𝜃(𝑘±max − 𝑘±) . (6.3)
For our discussion we take 𝑘𝑇 > 0 such that we can work in 𝑑 = 4 dimensions. In the
full theory, Eq. (6.2) is finite, with the apparent singularities for 𝑘± → 0 or 𝑘± →∞
being cut off by the kinematic constraints in Eq. (6.3). In the effective theory, one
expands Eq. (6.2) in the soft and collinear limits specified in Eq. (6.1). This expansion
also removes the kinematic constraints,
𝑘±min → 0⏟  ⏞  
soft and collinear limits
, 𝑘±max → +∞⏟  ⏞  
soft limit
, (6.4)
such that individual soft and collinear contributions acquire explicit divergences as
𝑘± → 0 or 𝑘± → ∞. This is actually advantageous, since the associated logarithms
can now be tracked by these divergences. To regulate them, we introduce a regulator
𝑅(𝑘, 𝜂), where 𝜂 is a parameter such that lim𝜂→0𝑅(𝑘, 𝜂) = 1. By construction,
inserting 𝑅(𝑘, 𝜂) under the integral in Eq. (6.2) does not affect the value of d𝜎(?⃗?𝑇 )
when taking 𝜂 → 0 in the full calculation. To describe the limit 𝑘𝑇 ≪ 𝑄, we expand
Eq. (6.2) in the soft and collinear limits described by the modes in Eq. (6.1). To be
specific, the soft limit of Eq. (6.2) is obtained by evaluating the integrand together
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with the regulator 𝑅(𝑘, 𝜂) using the soft scaling 𝑘𝑠 of Eq. (6.1), and expanding in 𝜆,
d𝜎𝑠(?⃗?𝑇 ) ∼ 1
𝑘2𝑇
∫︁ ∞
0
d𝑘−𝑠
𝑘−𝑠
𝑔(𝑘𝑠)
⃒⃒⃒
𝑘+𝑠 =𝑘
2
𝑇 /𝑘
−
𝑠
𝑅(𝑘𝑠, 𝜂)
=
1
𝑘2𝑇
∫︁ ∞
0
d𝑘−
𝑘−
𝑔𝑠(0)𝑅(𝑘, 𝜂)×
[︀
1 +𝒪(𝜆)]︀ . (6.5)
Since the leading-power result must scale like 1/𝑘2𝑇 , the LP soft limit 𝑔𝑠(𝑘𝜇 = 0)
must be a pure constant, which implies that the kinematic constraints in Eq. (6.3)
are removed. This introduces the aforementioned divergences as 𝑘− → 0 or 𝑘− →∞,
which are now regulated by 𝑅(𝑘, 𝜂).
The analogous expansion in the collinear sectors is obtained by inserting the 𝑘𝑛
or 𝑘?¯? scalings of Eq. (6.1) into Eq. (6.2), and expanding in 𝜆,
d𝜎𝑛(?⃗?𝑇 ) ∼ 1
𝑘2𝑇
∫︁ ∞
0
d𝑘−𝑛
𝑘−𝑛
𝑔(𝑘𝑛)
⃒⃒⃒
𝑘+𝑛=𝑘
2
𝑇 /𝑘
−
𝑛
𝑅(𝑘𝑛, 𝜂)
=
1
𝑘2𝑇
∫︁ 𝑄
0
d𝑘−
𝑘−
𝑔𝑛
(︂
𝑘−
𝑄
)︂
𝑅(𝑘, 𝜂)× [︀1 +𝒪(𝜆)]︀ ,
d𝜎?¯?(?⃗?𝑇 ) ∼ 1
𝑘2𝑇
∫︁ ∞
0
d𝑘+?¯?
𝑘+?¯?
𝑔(𝑘?¯?)
⃒⃒⃒
𝑘−?¯?=𝑘2𝑇 /𝑘
+
?¯?
𝑅(𝑘?¯?, 𝜂)
=
1
𝑘2𝑇
∫︁ 𝑄
0
d𝑘+
𝑘+
𝑔?¯?
(︂
𝑘+
𝑄
)︂
𝑅(𝑘, 𝜂)× [︀1 +𝒪(𝜆)]︀ . (6.6)
In this case, only the lower bound on 𝑘± is removed by the power expansion, while
the upper limit is given by the relevant hard scale 𝑄. The expansion of 𝑔(𝑘𝑛) in the
collinear limit can still depend on the momentum 𝑘−/𝑄 ∼ 𝒪(𝜆0), as indicated by the
functional form of 𝑔𝑛(𝑘−/𝑄), and likewise for the ?¯?-collinear limit.
Without the rapidity regulator, the integrals in Eqs. (6.5) and (6.6) exhibit a
logarithmic divergence as 𝑘± → 0 or 𝑘± → ∞, which is not regulated by dimen-
sional regularization or any other invariant-mass regulator. Since 𝑘+𝑘− = 𝑘2𝑇 is
fixed by the measurement, this corresponds to a divergence as the rapidity 𝑦𝑘 =
(1/2) ln(𝑘−/𝑘+) → ±∞. The rapidity regulator 𝑅(𝑘, 𝜂) regulates these divergence
by distinguishing the soft and collinear modes. To ensure a cancellation of rapid-
ity divergences in the effective theory, it should be defined as a function valid on a
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full-theory momentum 𝑘, which can then be expanded in the soft or collinear limits.
Since there are no divergences in the full theory, this guarantees the cancellation of
divergences in the EFT expansion.
At leading power a variety of regulators have been proposed. Since the diver-
gences are only logarithmic, and the focus has not been on higher orders in the power
expansion, there are not many constraints from maintaining the power counting of
the EFT. Therefore, a variety of regulators have been used, including hard cutoffs
[39, 339, 369, 425], tilting Wilson lines off the lightcone [193], the delta regulator [181],
the 𝜂 regulator [185, 184], the analytic regulator [84, 183, 63], and the exponential
regulator [390].
At subleading power, we will discuss in more detail the application of the 𝜂 reg-
ulator, which can be formulated at the operator level by modifying the Wilson lines
appearing in the SCET fields as [185, 184]
𝑆𝑛(𝑥) =
∑︁
perms
exp
[︂
− 𝑔
𝑛 · 𝒫
𝑤 |2𝒫𝑧|−𝜂/2
𝜈−𝜂/2
𝑛 · 𝐴𝑠
]︂
, (6.7)
𝑊𝑛(𝑥) =
∑︁
perms
exp
[︂
− 𝑔
?¯? · 𝒫
𝑤2 |2𝒫𝑧|−𝜂
𝜈−𝜂
?¯? · 𝐴𝑛
]︂
, (6.8)
where 𝑆𝑛 and 𝑊𝑛 are soft and collinear Wilson lines. The operator 𝒫 picks out
the large (label) momentum flowing into the Wilson line, 𝜈 is a rapidity regulariza-
tion scale, 𝜂 a parameter exposing the rapidity divergences as 1/𝜂 poles, and 𝑤 a
bookkeeping parameter obeying
𝜈
𝜕𝑤(𝜈)
𝜕𝜈
= −𝜂
2
𝑤(𝜈) , lim
𝜂→0
𝑤(𝜈) = 1 . (6.9)
Note that at leading power, one can replace |2𝒫𝑧| → |?¯? · 𝒫| in Eq. (6.8), as employed
in refs. [185, 184], while at subleading power we will show that this distinction is
actually important. The 𝜂 regulator was extended in ref. [475] to also regulate Glauber
exchanges in forward scattering, where regulating Wilson lines alone does not suffice.
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6.2.2 Rapidity Regularization at Subleading Power
We now extend our discussion to subleading power, where we will find several new
features. First, while at leading power, rapidity divergences arise only from gluons,
at subleading power rapidity divergences can arise also from soft quarks. Soft quarks
have also been rapidity-regulated to derive the quark Regge trajectory [449]. Here,
since we consider only the case of a single real emission crossing the cut, this simply
means that we must regulate both quarks and gluons. More generally, one would have
to apply a rapidity regulator to all operators in the EFT, as has been done for the
case of forward scattering in ref. [475]. It would be interesting to understand if these
subleading rapidity divergences can also be conformally mapped to UV divergences
of matrix elements, as was done for the rapidity divergences in the leading power 𝑞𝑇
soft function in refs. [504, 503].
Second, the structure of rapidity divergences becomes much richer at subleading
power, placing additional constraints on the form of the rapidity regulator to maintain
a simple power expansion. This more interesting divergence structure follows directly
from power counting. For example, the subleading corrections to the soft limit can
be obtained by expanding the integrand in Eq. (6.5) to higher orders in 𝜆. The power
counting for soft modes in Eq. (6.1) implies that the first 𝒪(𝜆) power suppression
can only be given by additional factors of 𝑘−/𝑄 or 𝑘+/𝑄 in Eq. (6.5). At the next
order, 𝒪(𝜆2), one can encounter additional factors (𝑘+/𝑄)2, (𝑘−/𝑄)2. The possible
structure of rapidity-divergent integrals in the soft limit up to 𝒪(𝜆2) is thus given by2
𝒪(𝜆0) :
∫︁ ∞
0
d𝑘−
𝑘−
𝑅(𝑘, 𝜂) , (6.10)
𝒪(𝜆1) :
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂
𝑅(𝑘, 𝜂) ,
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘+
𝑄
)︂
𝑅(𝑘, 𝜂) ,
𝒪(𝜆2) :
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂2
𝑅(𝑘, 𝜂) ,
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘+
𝑄
)︂2
𝑅(𝑘, 𝜂) ,
where it is understood that 𝑘+ = 𝑘2𝑇/𝑘−. We can see that the 𝒪(𝜆0) limit only
2We can also have integrals with an additional factor of 𝑘𝑇 /𝑄 or 𝑘2𝑇 /𝑄
2, which however do not
change the structure of the integrand and can thus be treated with the same techniques as at leading
power.
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produces logarithmic divergences, while the power-suppressed corrections give rise to
power-law divergences. The prototypical rapidity-divergent integral encountered in
the soft limit is thus given by
𝐼(𝛼)𝑠 (𝑅) =
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂𝛼
𝑅(𝑘, 𝜂) , (6.11)
where 𝛼 counts the additional powers of 𝑘−.
A similar situation occurs in the collinear sectors. In the 𝑛-collinear limit, 𝑘 ∼
𝑄(𝜆2, 1, 𝜆), the large momentum 𝑘− is not suppressed with respect to 𝑄, such that the
power suppression can only arise from explicit factors of 𝑘2𝑇 . (Of course, 𝑘+ ∼ 𝒪(𝜆2)
can also give a suppression, but it can always be reduced back to 𝑘+ = 𝑘2𝑇/𝑘−.)
Similarly, in the ?¯?-collinear limit 𝑘+ is unsuppressed, and power suppressions only
arise from 𝑘2𝑇 . However, the structure of the collinear expansion of 𝑔(𝑘) is richer than
in the soft case, because there is always a nontrivial dependence on the respective
unsuppressed ratio 𝑘∓/𝑄. To understand this intuitively, consider the splitting of a
𝑛-collinear particle into two on-shell 𝑛-collinear particles with momenta
𝑝𝜇1 = (𝑄− 𝑘−)
𝑛𝜇
2
+ 𝑘𝜇⊥ +
𝑘2𝑇
𝑄− 𝑘−
?¯?𝜇
2
, 𝑝𝜇2 = 𝑘
−𝑛
𝜇
2
− 𝑘𝜇⊥ +
𝑘2𝑇
𝑘−
?¯?𝜇
2
. (6.12)
The associated Lorentz-invariant kinematic variable is given by
𝑠12 = (𝑝1 + 𝑝2)
2 =
𝑘2𝑇𝑄
2
𝑘−(𝑄− 𝑘−) . (6.13)
Expanding any function of 𝑠12 in 𝑘𝑇 thus gives rise to additional factors of the large
momentum 𝑘−. Thus, in general, expanding 𝑔(𝑘𝑛) in the collinear limit can give rise
to both positive and negative powers of 𝑘− that accompany the power-suppression
in 𝑘2𝑇 . These factors are of course not completely independent, as the sum of all
soft and collinear contributions must be rapidity finite, i.e., any rapidity divergences
induced by these additional powers of 𝑘− must in the end cancel against corresponding
divergences in the soft and/or other collinear contributions. In summary, the generic
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form of integrals in the collinear expansion is given by
𝐼(𝛼)𝑛 (𝑅) =
∫︁ 𝑄
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂𝛼
𝑔𝑛
(︂
𝑘−
𝑄
)︂
𝑅(𝑘, 𝜂) , (6.14)
𝐼
(𝛼)
?¯? (𝑅) =
∫︁ 𝑄
0
d𝑘+
𝑘+
(︂
𝑘+
𝑄
)︂𝛼
𝑔?¯?
(︂
𝑘+
𝑄
)︂
𝑅(𝑘, 𝜂) . (6.15)
Here, 𝑔𝑛(𝑥) and 𝑔?¯?(𝑥) are regular functions as 𝑥→ 0. At LP, only 𝛼 = 0 contributes,
which gives rise to logarithmic divergences, while at subleading power for 𝛼 ̸= 0 we
again encounter power-law divergences. As we will see in Sec. 6.2.4, these power-law
divergences have a nontrivial effect, namely they lead to derivatives of PDFs in the
perturbative expansion for hadron collider processes.
The presence of power-law divergences at subleading power also implies that more
care must be taken to ensure that the regulator does not unnecessarily complicate
the power counting of the EFT. For example, with the exponential regulator [390],
or with a hard cutoff, power-law divergences lead to the appearance of powers of
the regulator scale, and hence break the homogeneity of the power expansion of the
theory.
Furthermore, at leading power one also has the freedom to introduce and then
drop subleading terms to simplify any stage of the calculation. While this may seem
a general feature and not appear very related to the regularization of rapidity diver-
gences, we will see in a moment that this freedom, explicitly or not, is actually used
in most of the rapidity regulators in the literature.
In summary, having a convenient-to-use regulator at subleading power imposes
stronger constraints than at leading power. In particular, we find that the regulator
∙ must be able to regulate not only Wilson lines, but all operators, including those
generating soft quark emissions,
∙ must be able to deal not only with logarithmic divergences, but also with power-
law divergences without violating the power counting of the EFT by inducing
power-law mixing,
∙ and should be homogeneous in the power-counting parameter 𝜆 to minimize
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mixing between different powers.
The first requirement means one cannot use regulators acting only on Wilson lines,
such as taking Wilson lines off the light-cone as in ref. [193], the 𝛿 regulator as used
in refs. [181, 264], and the 𝜂 regulator as used in refs. [185, 184], while the 𝜂 regulator
as modified and employed in refs. [475, 449] and the analytic regulator of ref. [63] can
be used. The second requirement is satisfied by all dimensional regularization type
regulators, such as the 𝜂 regulator or analytic regulator, but not by those that are
more like a hard cutoff, including the exponential regulator [390]. To highlight the
last point, in the following we discuss in more detail the properties of the 𝜂 regulator
at subleading power.
The 𝜂 Regulator at Subleading Power
In the 𝜂 regulator, one regulates the 𝑘𝑧 momentum of emissions through the regulator
function (see Eq. (6.7))
𝑅𝑧(𝑘, 𝜂) = 𝑤
2
⃒⃒⃒⃒
2𝑘𝑧
𝜈
⃒⃒⃒⃒−𝜂
= 𝑤2𝜈𝜂|𝑘− − 𝑘+|−𝜂 . (6.16)
For a single massless emission this corresponds to regulating its phase-space integral
as
∫︁
d𝑑𝑘 𝛿+(𝑘
2) →
∫︁
d𝑑𝑘 𝛿+(𝑘
2)𝑅𝑧(𝑘, 𝜂) = 𝑤
2𝜈𝜂
∫︁
d𝑑𝑘 𝛿+(𝑘
2) |𝑘− − 𝑘+|−𝜂 .
(6.17)
In the soft limit 𝑘+ ∼ 𝑘− ∼ 𝜆𝑄, the regulator is homogeneous in 𝜆 and therefore does
not need to be expanded. The prototypical soft integral in Eq. (6.11) evaluates to
𝐼(𝛼)𝑠 (𝑅𝑧) = 𝑤
2𝜈𝜂
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂𝛼 ⃒⃒⃒⃒
𝑘− − 𝑘
2
𝑇
𝑘−
⃒⃒⃒⃒−𝜂
= 𝑤2
(︂
𝜈
𝑘𝑇
)︂𝜂(︂
𝑘𝑇
𝑄
)︂𝛼
cos
(︂
𝛼𝜋
2
)︂
sin
(︂
𝜂𝜋
2
)︂
1
𝜋
Γ(1− 𝜂)Γ
(︁𝜂
2
− 𝛼
2
)︁
Γ
(︁𝜂
2
+
𝛼
2
)︁
.
(6.18)
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Symmetry under 𝛼↔ −𝛼 implies that
𝐼(−𝛼)𝑠 (𝑅𝑧) =
(︂
𝑘2𝑇
𝑄2
)︂−𝛼
𝐼(𝛼)𝑠 (𝑅𝑧) . (6.19)
This reflects the symmetry under exchanging 𝑘− ↔ 𝑘+, which is not broken by the
𝜂 regulator. One can easily deduce the behavior as 𝜂 → 0 from Eq. (6.18). Since
sin(𝜂) ∼ 𝜂, a pole in 𝜂 can only arise if both Γ functions have poles, which requires
𝛼 = 0. A finite result is obtained if exactly one Γ function yields a pole, which
requires 𝛼 to be even. For odd 𝛼, the expression vanishes at 𝜂 = 0. Hence, the exact
behavior for 𝜂 → 0 is given by
𝐼(0)𝑠 (𝑅𝑧) =
2
𝜂
+ ln
𝜈2
𝑘2𝑇
+𝒪(𝜂) ,
𝐼(𝛼)𝑠 (𝑅𝑧) = 0 (𝛼 odd) ,
𝐼(𝛼)𝑠 (𝑅𝑧) =
2
|𝛼|
(︂
𝑘𝑇
𝑄
)︂𝛼
+𝒪(𝜂) (𝛼 even) . (6.20)
In particular, since the 𝜂 regulator behaves like dimensional regularization, it is well-
behaved for power-law divergences and the soft integrals only give rise to poles from
the logarithmic divergences.
In the collinear sector, the behavior is more complicated at subleading power,
because the regulator factor 2𝑘𝑧 = 𝑘− − 𝑘+ is not homogeneous in 𝜆. At leading
power [185, 184, 475], one takes advantage of the fact that 2𝑘𝑧 → 𝑘− in the 𝑛-
collinear limit and 2𝑘𝑧 → 𝑘+ in the ?¯?-collinear limit, so that the expanded result
correctly regulates the collinear cases, and makes it symmetric under the exchange
𝑛 ↔ ?¯?. A fact that will be important for our analysis is that this power expansion
induces higher order terms. These terms have never been considered in the literature
since they are not important at leading power. However, at subleading power one
can no longer neglect the subleading component of the regulator. Implementing the
𝜂 regulator at subleading power in the collinear limits thus requires to expand the
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regulator Eq. (6.16) itself,
𝑅𝑧(𝑘𝑛, 𝜂) = 𝑤
2𝜈𝜂
⃒⃒⃒⃒
𝑘−𝑛 −
𝑘2𝑇
𝑘−𝑛
⃒⃒⃒⃒−𝜂
= 𝑤2
⃒⃒⃒⃒
𝑘−𝑛
𝜈
⃒⃒⃒⃒−𝜂 [︂
1 + 𝜂
𝑘2𝑇
(𝑘−𝑛 )2
+𝒪(𝜆4)
]︂
,
𝑅𝑧(𝑘?¯?, 𝜂) = 𝑤
2
⃒⃒⃒⃒
𝑘+?¯?
𝜈
⃒⃒⃒⃒−𝜂[︂
1 + 𝜂
𝑘2𝑇
(𝑘+?¯? )2
+𝒪(𝜆4)
]︂
. (6.21)
Applying this to the general LP integral in the 𝑛-collinear sector, Eq. (6.14) with
𝛼 = 0, we obtain
𝐼(0)𝑛 (𝑅𝑧) = 𝑤
2
∫︁ 𝑄
0
d𝑘−
𝑘−
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂
𝑔𝑛
(︂
𝑘−
𝑄
)︂
+ 𝜂 𝑤2
𝑘2𝑇
𝑄2
∫︁ 𝑄
0
d𝑘−
𝑘−
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂(︂
𝑘−
𝑄
)︂−2
𝑔𝑛
(︂
𝑘−
𝑄
)︂
+𝒪(𝜆4) , (6.22)
and analogously for 𝐼(0)?¯? (𝑅𝑧). Here, the first line is the standard LP integral, while
the second line arises from expanding the regulator and is suppressed by 𝑘2𝑇/𝑄2 ∼ 𝜆2.
While it is also proportional to 𝜂, the remaining integral can produce a 1/𝜂 rapidity
divergence to yield an overall finite contribution.
In Sec. 6.3, we will see explicitly that these terms from expanding the regulator are
crucial to obtain the correct final result at subleading power. However, in practice
they are cumbersome to track in the calculation and yield complicated structures.
To establish an all-orders factorization theorem, the mixing of different orders in the
power expansion due to the regulator becomes a serious complication. Hence, it is
desirable to employ a rapidity regulator that is homogeneous in 𝜆. We will present
such a regulator in the following Sec. 6.2.3.
6.2.3 Pure Rapidity Regularization
We wish to establish a rapidity regulator that is homogeneous at leading power such
that it does not mix LP and NLP integrals, as observed in Sec. 6.2.2 for the 𝜂 regulator.
This can be achieved by implementing the regulator similar to the 𝜂 regulator of
refs. [185, 184, 475], but instead of regulating the momentum 𝑘𝑧 with factors of
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𝑤|2𝑘𝑧/𝜈|−𝜂/2, one regulates the rapidity 𝑦𝑘 of the momentum 𝑘𝜇, where
𝑦𝑘 ≡ 1
2
ln
?¯? · 𝑘
𝑛 · 𝑘 . (6.23)
To implement a regulator involving rapidity we use3 factors of
𝑤2𝜐𝜂
⃒⃒⃒⃒
?¯? · 𝑘
𝑛 · 𝑘
⃒⃒⃒⃒−𝜂/2
= 𝑤2𝜐𝜂𝑒−𝑦𝑘𝜂 . (6.26)
Here we have defined a rapidity scale 𝜐 (\upsilon) which is the analog of the scale 𝜈
(\nu) in the 𝜂 regulator. Although 𝜐 is dimensionless, in contrast to the dimensionful
𝜈, it still shares the same properties as pure dimensional regularization. In particular,
it will give rise to poles in 𝜂 that can be absorbed in MS-like rapidity counterterms.
To ensure 𝜐 independence of Eq. (6.26), we introduced a bookkeeping parameter 𝑤 =
𝑤(𝜐) in analogy to the bookkeeping parameter 𝑤(𝜈) in the 𝜂 regulator, see Eq. (6.9)
and ref. [184]. Also note that this regulator does not affect UV renormalization, which
in SCETII arises from transverse momenta going to infinity and thus is orthogonal to
regulating rapidity.
We call Eq. (6.26) the pure rapidity regulator, and pure rapidity regularization
the procedure of regulating rapidity divergences using Eq. (6.26). When only the 1/𝜂
poles are subtracted we then refer to the renormalized result as being in the pure
rapidity renormalization scheme.
If we want to make the rapidity scale 𝜐 into a true rapidity scale ϒ, then we can
3 Note that we can implement the pure rapidity regulator in terms of label and residual momentum
operators for example as
𝑤2 𝜐𝜂
⃒⃒⃒⃒
?¯? · (𝒫 + 𝜕)
𝑛 · (𝒫 + 𝜕)
⃒⃒⃒⃒−𝜂/2
. (6.24)
where the label momentum operator 𝒫 picks out the large 𝒪(𝜆0) momentum component of the
operator it acts on, while 𝜕 picks out the 𝒪(𝜆) or 𝒪(𝜆2) components. In this case, the operator
𝑌 =
1
2
ln
?¯? · (𝒫 + 𝜕)
𝑛 · (𝒫 + 𝜕) (6.25)
picks out the rapidity of the operator it acts on.
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change variables as
𝜐 ≡ 𝑒ϒ . (6.27)
With this definition Eq. (6.26) becomes
𝑤2𝜐𝜂𝑒−𝑦𝑘𝜂 ≡ 𝑤2𝑒𝜂(ϒ−𝑦𝑘) , (6.28)
and the factor regulating divergences depends on a rapidity difference between the
scale parameter ϒ and 𝑦𝑘.
It is interesting to consider the behavior of amplitudes regulated with Eq. (6.28)
under a reparameterization transformation known as RPI-III [424], which takes 𝑛𝜇 →
𝑒−𝛽𝑛𝜇 and ?¯?𝜇 → 𝑒𝛽?¯?𝜇 for some, not necessarily infinitesimal, constant 𝛽. For a
single collinear sector, this can be interpreted as a boost transformation. Since RPI
transformations can be applied independently for each set of collinear basis vectors
{𝑛𝑖, ?¯?𝑖} they in general constitute a broader class of symmetry transformations in
SCET. Prior to including a regulator for rapidity divergences all complete SCET
amplitudes are invariant under such transformations. All previous rapidity regulators
violate this symmetry. For the pure rapidity regulator in Eq. (6.28) we have 𝑦𝑘 →
𝑦𝑘+𝛽, so the transformation is quite simple.4 It can be compensated by defining the
rapidity scale to transform like a rapidity, ϒ→ ϒ+𝛽. Therefore, the 𝜐𝜂 factor in the
regulator does for RPI-III what the usual 𝜇𝜖 factor does for the mass-dimensionality
in dimensional regularization.
As an example of the application of this new regulator, we consider again a
real emission with momentum 𝑘𝜇. The regulator function 𝑅(𝑘, 𝜂) that follows from
4 Any operators that are defined such that they transform under RPI-III, will do so by a factor 𝑒𝑘𝛽 ,
where 𝑘 is their RPI-III charge. The pure rapidity regulator therefore has an RPI-III charge of −𝜂.
This leads to rapidity-renormalized collinear and soft functions in SCET which carry this charge.
When considering any observable like a cross section, the combined charge of the renormalized
functions describing this observable is zero.
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Eq. (6.26) is given by
𝑅𝑌 (𝑘, 𝜂) = 𝑤
2 𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑘+
⃒⃒⃒⃒−𝜂/2
= 𝑤2 𝜐𝜂 𝑒−𝜂 𝑦𝑘 . (6.29)
The real-emission phase space is then regulated as
∫︁
d𝑑𝑘 𝛿+(𝑘
2) →
∫︁
d𝑑𝑘 𝛿+(𝑘
2)𝑅𝑌 (𝑘, 𝜂) =
∫︁
d𝑑𝑘 𝛿+(𝑘
2)𝑤2 𝜐𝜂 𝑒−𝜂 𝑦𝑘 . (6.30)
A peculiar feature of the pure rapidity regulator is that it renders the prototypical
soft integrals scaleless such that they vanish. That is, using Eq. (6.29) in Eq. (6.11),
we obtain
𝐼(𝛼)𝑠 (𝑅𝑌 ) =
∫︁ ∞
0
d𝑘−
𝑘−
(︂
𝑘−
𝑄
)︂𝛼
𝑅𝑌 (𝑘, 𝜂) = 𝑤
2 𝜐𝜂 𝑘𝜂𝑇 𝑄
−𝛼
∫︁ ∞
0
d𝑘− (𝑘−)𝛼−𝜂−1 = 0 .
(6.31)
The final integrals are scaleless and vanish for all integer values of 𝛼, just like scaleless
integrals vanish in dimensional regularization.5
Considering the collinear sectors, the prototypical collinear integrals in Eq. (6.14)
with 𝑅𝑌 (𝑘, 𝜂) become
𝐼(𝛼)𝑛 (𝑅𝑌 ) = 𝑤
2 𝜐𝜂 𝑘+𝜂𝑇 𝑄
−𝛼
∫︁ 𝑄
0
d𝑘− (𝑘−)𝛼−𝜂−1 𝑔𝑛
(︂
𝑘−
𝑄
)︂
,
𝐼
(𝛼)
?¯? (𝑅𝑌 ) = 𝑤
2 𝜐𝜂 𝑘−𝜂𝑇 𝑄
−𝛼
∫︁ 𝑄
0
d𝑘+ (𝑘+)𝛼+𝜂−1 𝑔?¯?
(︂
𝑘+
𝑄
)︂
. (6.32)
Although the regulator does not act symmetrically in the 𝑛-collinear and ?¯?-collinear
sectors, the asymmetry is easy to track by taking 𝜂 ↔ −𝜂 and 𝜐 ↔ 1/𝜐 when
swapping 𝑛 ↔ ?¯? and 𝑘+ ↔ 𝑘−. Since 𝑅𝑌 (𝑘, 𝜂) is homogeneous in 𝜆, it does not
generate any subleading power terms, in contrast to Eq. (6.22) for the 𝜂 regulator.
5Technically one can find terms of the form 1/𝜂 − 1/𝜂, which can be set to zero via analytic
continuation in the standard manner.
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In particular, the LP integral becomes
𝐼(0)𝑛 (𝑅𝑌 ) = 𝑤
2 𝜐𝜂 𝑘+𝜂𝑇
∫︁ 𝑄
0
d𝑘−
(𝑘−)1+𝜂
𝑔𝑛
(︂
𝑘−
𝑄
)︂
= 𝑤2
(︁
𝜐
𝑘𝑇
𝑄
)︁𝜂 ∫︁ 𝑄
0
d𝑘−
[︂
−1
𝜂
𝛿(𝑘−) +
1
𝑄
ℒ0
(︂
𝑘−
𝑄
)︂
+𝒪(𝜂)
]︂
𝑔𝑛
(︂
𝑘−
𝑄
)︂
, (6.33)
where we used the standard distributional identity 1/𝑥1+𝜂 = −𝛿(𝑥)/𝜂+ℒ0(𝑥)+𝒪(𝜂)
to extract the 1/𝜂 divergence. (See Sec. 6.2.4 below for a more general discussion.)
Taking 𝜂 → −𝜂, the analogous 1/𝜂 pole in the ?¯?-collinear sector has the opposite
sign, such that the 1/𝜂 poles cancel when adding the 𝑛-collinear and ?¯?-collinear con-
tributions. This is a general feature in all cases where the soft contribution vanishes
as in Eq. (6.31).
Some comments about the features of the pure rapidity regulator are in order:
∙ It involves the rapidity
𝑒2𝑦𝑘 ≡ ?¯? · 𝑘
𝑛 · 𝑘 , (6.34)
and therefore breaks boost invariance as required to regulate rapidity diver-
gences. The boost invariance is restored by the dimensionless 𝜐 rapidity scale,
analogous to how the dimensionful mass scale 𝜇 in dimensional regularization
restores the dimensionality.
∙ Rapidity divergences appear as 1/𝜂 poles, allowing the definition of the pure
rapidity renormalization scheme as a dimensional regularization-like scheme.
∙ At each order in perturbation theory, the poles in 𝜂 and the 𝜐-dependent pieces
cancel when combining the results for the 𝑛-collinear, ?¯?-collinear, and soft sec-
tors.
∙ The pure rapidity regulator is homogeneous6 in the SCET power counting pa-
rameter 𝜆. Therefore it does not need to be power expanded, and hence does
not mix contributions at different orders in the power expansion.
6In cases where it is possible to combine label and residual momenta in the phase space integral
that needs to be rapidity regulated.
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∙ For the case of a single real emission considered here:
– Soft integrals and zero-bin [425] integrals are scaleless and vanish.
– It follows that the 𝜂 poles and the 𝜐 dependent pieces cancel between the
𝑛-collinear and ?¯?-collinear sectors.
– The results for the 𝑛-collinear and ?¯?-collinear sectors are not identical but
are trivially related by taking 𝜂 ↔ −𝜂 and 𝜐 ↔ 1/𝜐 when swapping 𝑛↔ ?¯?.
The introduction of this new pure rapidity regulator allows us to regulate rapidity
divergences at any order in the EFT power expansion, while maintaining the power
counting of the EFT independently at each order.
Although in this chapter we will only use pure rapidity regularization for a single
real emission at fixed order, we note that one can derive a rapidity renormalization
group for the pure rapidity regulator by imposing that the cross section must be
independent of 𝜐. Similar to the 𝜂 regulator, this regulator is not analytical and can
also be used to properly regulate virtual and massive loops. This will be discussed in
detail elsewhere.
To conclude this section we note that the pure rapidity regulator can be seen as
a particular case of a broader class of homogeneous rapidity regulators given by
𝑅𝑐(𝑘, 𝜂) = 𝑤
2 𝜐(1−𝑐)𝜂/2
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂/2 ⃒⃒⃒⃒
𝑘+
𝜈
⃒⃒⃒⃒−𝑐𝜂/2
, (6.35)
where 𝑐 ̸= 1 is an arbitrary parameter governing the antisymmetry between the 𝑛-
collinear and ?¯?-collinear sectors. As for the pure rapidity regulator, this regulator is
homogeneous in 𝜆 and renders the same class of soft integrals scaleless. However, it
requires an explicit dimensionful scale 𝜈 to have the correct mass dimension. Note
that for 𝑐 = 1, Eq. (6.35) only depends on the boost invariant product 𝑘+𝑘− and
therefore does not regulate rapidity divergences. For 𝑐 = −1, it recovers the pure
rapidity regulator and the dependence on 𝜈 cancels. Lastly, for 𝑐 = 0 and massless real
emissions, Eq. (6.35) essentially reduces to the regulator of ref. [63]. We choose 𝑐 = −1
because it yields the same finite terms in the 𝑛-collinear and ?¯?-collinear functions,
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and thus has enhanced symmetry. Choosing a different value of 𝑐 shifts terms between
the two sectors, see also App. D. The combined result is always independent of 𝑐.
6.2.4 Distributional Treatment of Power Law Divergences
To complete our treatment of rapidity divergences at subleading power, we show how
their distributional structure can be consistently treated when expanded against a
general test function. In particular, we will see that the power-law rapidity diver-
gences lead to derivatives of PDFs.
In the collinear limit at NLP, we obtain divergent integrals of the form
∫︁ 𝑄
0
d𝑘−
𝑄
𝑔𝑛(𝑘
−/𝑄)
(𝑘−/𝑄)𝑎+𝜂
, (6.36)
which appear for both the 𝜂 regulator (with 𝑎 = 1−𝛼 = 1, 2, 3 at NLO) and the pure
rapidity regulator (with 𝑎 = 1− 𝛼 = 1, 2 at NLO).
The function 𝑔𝑛(𝑘−/𝑄) is defined to be regular for 𝑘−/𝑄 → 0. If it is known
analytically, we can in principle evaluate the integral in Eq. (6.36) analytically and
expand the result for 𝜂 → 0 to obtain the regularized expression. However, 𝑔𝑛(𝑘−/𝑄)
is typically not given in analytic form. In particular, for 𝑝𝑝 collisions it contains
the parton distribution functions (PDFs) 𝑓(𝑥). Therefore, to extract the rapidity
divergence, we need to expand 1/(𝑘−)𝑎+𝜂 in 𝜂 in a distributional sense. To do so, we
first change the integration variable from 𝑘− to the dimensionless variable 𝑧 defined
through 𝑘− = 𝑄(1− 𝑧), such that Eq. (6.36) becomes
∫︁ 1
0
d𝑧
𝑔(𝑧)
(1− 𝑧)𝑎+𝜂 , 𝑔(𝑧) = 𝑔𝑛(1− 𝑧) . (6.37)
In Eq. (6.37), the rapidity divergence arises as 𝑧 → 1. For 𝑎 = 1, it can be extracted
using the standard distributional identity
1
(1− 𝑧)1+𝜂 = −
𝛿(1− 𝑧)
𝜂
+ ℒ0(1− 𝑧) +𝒪(𝜂) , (6.38)
where ℒ0(𝑦) = [𝜃(𝑦)/𝑦]+ is the standard plus distribution and we remind the reader
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that its convolution against a test function 𝑔(𝑧) is given by
∫︁ 1
𝑥
d𝑧 𝑔(𝑧)ℒ0(1− 𝑧) =
∫︁ 1
𝑥
d𝑧
𝑔(𝑧)− 𝑔(1)
1− 𝑧 + 𝑔(1)
∫︁ 1
𝑥
d𝑧 ℒ0(1− 𝑧)⏟  ⏞  
ln(1−𝑥)
, 𝑥 ∈ [0, 1] .
(6.39)
For 𝑎 > 1, these distributions need to be generalized to higher-order plus distributions
subtracting higher derivatives as well. For example, for 𝑎 = 2 one obtains
1
(1− 𝑧)2+𝜂 =
𝛿′(1− 𝑧)
𝜂
− 𝛿(1− 𝑧) + ℒ++0 (1− 𝑧) +𝒪(𝜂) , (6.40)
where the second-order plus function ℒ++0 (1 − 𝑧) regulates the quadratic divergence
1/(1− 𝑧)2. Its action on a test function 𝑔(𝑧) is given by a double subtraction,
∫︁ 1
𝑥
d𝑧 𝑔(𝑧)ℒ++0 (1− 𝑧) =
∫︁ 1
𝑥
d𝑧
𝑔(𝑧)− [𝑔(1) + 𝑔′(1)(𝑧 − 1)]
(1− 𝑧)2
+ 𝑔(1)
∫︁ 1
𝑥
d𝑧 ℒ++0 (1− 𝑧)⏟  ⏞  
−𝑥/(1−𝑥)
+ 𝑔′(1)
∫︁ 1
𝑥
d𝑧 (𝑧 − 1)ℒ++0 (1− 𝑧)⏟  ⏞  
− ln(1−𝑥)
.
(6.41)
In App. A.4, we give more details on these distributions, generalizing to arbitrary
𝑎 ≥ 1. Note that the second-order plus function has also appeared for example in
ref. [433].
Eq. (6.40) implies the appearance of derivatives of delta functions, 𝛿′(1−𝑧), which
will induce derivatives of the PDFs that are contained in 𝑔(𝑧). The appearance of
such derivatives in subleading power calculations was first shown in ref. [447] in the
context of SCETI-like observables. However, in such cases they arose simply from
a Taylor expansion of the momentum being extracted from the PDF. Here, they
also arise from power-law divergences, a new mechanism to induce derivatives of
PDFs. Recently, power-law divergences inducing derivatives of PDFs have appeared
also in the study of SCETI-like observables involving multiple collinear directions at
subleading power [99]. We believe they are a general feature of calculations beyond
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leading power.
In practice, the higher-order distributions can be cumbersome to work with. In-
stead, we find it more convenient to use integration-by-parts relations to reduce the
divergence in Eq. (6.37) to the linear divergence 1/(1−𝑧), which yields explicit deriva-
tives of the test function. For the cases 𝑎 = 2 and 𝑎 = 3 we encounter in Sec. 6.3,
this gives
∫︁ 1
𝑥
d𝑧
𝑔(𝑧)
(1− 𝑧)2+𝜂 = 𝑔
′(1)
(︂
1
𝜂
− 1
)︂
− 𝑔(𝑥)
1− 𝑥 −
∫︁ 1
𝑥
d𝑧 𝑔′(𝑧)ℒ0(1− 𝑧) +𝒪(𝜂) , (6.42)∫︁ 1
𝑥
d𝑧
𝑔(𝑧)
(1− 𝑧)3+𝜂 = 𝑔
′′(1)
(︂
− 1
2𝜂
+
3
4
)︂
− 𝑔(𝑥) + (𝑥− 1)𝑔
′(𝑥)
2(1− 𝑥)2
+
1
2
∫︁ 1
𝑥
d𝑧 𝑔′′(𝑧)ℒ0(1− 𝑧) +𝒪(𝜂) . (6.43)
Equations (6.42) and (6.43) can be used to write the kernels fully in terms of a
standard ℒ0, but they must be applied within the integral to directly yield derivatives
of the test function 𝑔(𝑧).
In our application in Sec. 6.3, 𝑔(𝑧) will always involve the PDF 𝑓(𝑥/𝑧) and vanish
at 𝑧 = 𝑥. We can thus also write Eqs. (6.42) and (6.43) as operator equations,
1
(1− 𝑧)2+𝜂 →
[︂(︂
1
𝜂
− 1
)︂
𝛿(1− 𝑧)− ℒ0(1− 𝑧)
]︂
d
d𝑧
, (6.44)
1
(1− 𝑧)3+𝜂 →
[︂
𝛿(1− 𝑧)
(︂
− 1
2𝜂
+
3
4
)︂
+
1
2
ℒ0(1− 𝑧)
]︂
d2
d2𝑧
+
𝑔′(𝑥)
2(1− 𝑥)𝛿(1− 𝑧) .
(6.45)
Note that the second relation is quite peculiar, as we have to add the boundary term
proportional to 𝑔′(𝑥), and thus cannot be interpreted as a distributional relation. In
our calculation in Sec. 6.3, this term will not contribute due to an overall suppression
by 𝜂, such that only the divergent term in Eq. (6.45) needs to be kept.
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6.3 Power Corrections for Color-Singlet 𝑞𝑇 Spectra
In this section we use our understanding of rapidity regularization at subleading
power to compute the perturbative power corrections to the transverse momentum
𝑞𝑇 in color-singlet production at invariant mass 𝑄, which is one of the most well
studied observables in QCD. Schematically, the cross section differential in 𝑞𝑇 can be
expanded as
d𝜎
d𝑞2𝑇
=
d𝜎(0)
d𝑞2𝑇
+
d𝜎(2)
d𝑞2𝑇
+ · · · , (6.46)
where 𝜎(0) is the leading-power cross section and 𝜎(2𝑛) the N𝑛LP cross section. In
general, in this section we will denote power suppression in 𝒪(𝜆𝑛) with 𝜆 ∼ 𝑞𝑇/𝑄
relative to the leading-power result through superscripts (𝑛). The 𝜎(2𝑛) terms scale
like
d𝜎(2𝑛)
d𝑞2𝑇
∼ 1
𝑞2𝑇
(︂
𝑞2𝑇
𝑄2
)︂𝑛
, (6.47)
and hence only the LP cross section is singular as 𝑞𝑇 → 0. In particular, 𝜎(0) contains
Sudakov double logarithms log2(𝑄/𝑞𝑇 ).
The factorization of 𝜎(0) in terms of transverse-momentum dependent PDFs (TMD-
PDFs) was first shown by Collins, Soper, and Sterman in refs. [195, 196, 199] and
later elaborated on by Collins in ref. [193]. Its structure was also studied in refs. [156,
208, 163]. The factorization was also studied in the framework of SCET by various
groups, see e.g. refs. [68, 264, 184]. Using the notation of ref. [184], the factorized LP
cross section for the production of a color-singlet final state 𝐿 with invariant mass 𝑄
and total rapidity 𝑌 in a proton-proton collision can be written as7
d𝜎(0)
d𝑄2d𝑌 d2?⃗?𝑇
= 𝜎0
∑︁
𝑖,𝑗
𝐻𝑖𝑗(𝑄, 𝜇)
∫︁
d2𝛽 𝑒i𝑞𝑇 ·𝛽?˜?𝑖
(︀
𝑥𝑎, 𝛽, 𝜇, 𝜈
)︀
?˜?𝑗
(︀
𝑥𝑏, 𝛽, 𝜇, 𝜈
)︀
𝑆(𝑏𝑇 , 𝜇, 𝜈) ,
(6.48)
7We suppress that for gluon-gluon fusion, 𝐻 and 𝐵 carry polarization indices.
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where 𝑥𝑎,𝑏 = 𝑄𝑒±𝑌 /𝐸cm are the momentum fractions carried by the incoming par-
tons. In Eq. (6.48), 𝐻𝑖𝑗 is the hard function describing virtual corrections to the
underlying hard process 𝑖𝑗 → 𝐿, the ?˜?𝑖 are TMD beam functions in Fourier space
and 𝑆 is the TMD soft function in Fourier space. While 𝐻𝑖𝑗 only depends on the
MS renormalization scale 𝜇, the beam and soft functions also depend on the rapidity
renormalization scale 𝜈.
For nonperturbative 𝑞𝑇 ∼ 𝑏−1𝑇 ∼ ΛQCD, the ?˜?𝑖 become genuinely nonperturbative
functions, while for perturbative 𝑞𝑇 ∼ 𝑏−1𝑇 ≫ ΛQCD they can be matched perturba-
tively onto PDFs,
?˜?𝑖(𝑥, 𝛽, 𝜇, 𝜈) =
∑︁
𝑗
∫︁ 1
𝑥
d𝑧
𝑧
ℐ˜𝑖𝑗
(︁𝑥
𝑧
, 𝛽, 𝜇, 𝜈
)︁
𝑓𝑗(𝑧, 𝜇) . (6.49)
The perturbative kernels ℐ𝑖𝑗 are known to two loops [148, 154, 301, 302], and the soft
function 𝑆 is known to three loops [265, 417, 392]. This has allowed resummation to
next-to-next-to-next-to leading logarithmic accuracy [102, 171, 103].
Recently, there has been some progress towards a nonperturbative factorization
of the NLP cross section d𝜎(2)/d𝑞2𝑇 , which involves higher twist PDFs [41, 40]. Here,
we are interested in studying the perturbative power corrections to the NLP terms,
where one can perform an OPE to match onto standard PDFs. At subleading power,
the perturbative kernels also involve (higher) derivatives of distributions, which can
always be reduced to standard distributions acting on derivatives of PDFs. The NLP
cross section at 𝒪(𝛼𝑠) thus takes the form
d𝜎(2,1)
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO(𝑄, 𝑌 )
𝛼𝑠
4𝜋
∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎
∫︁ 1
𝑥𝑏
d𝑧𝑏
𝑧𝑏
×
[︂
𝑓𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑓𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓𝑖𝑓𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) +
𝑥𝑎
𝑧𝑎
𝑓 ′𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑥𝑏
𝑧𝑏
𝑓 ′𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓 ′𝑖𝑓
′
𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 )
+
𝑥𝑎
𝑧𝑎
𝑓 ′𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑓𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓 ′𝑖𝑓𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) + 𝑓𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑥𝑏
𝑧𝑏
𝑓 ′𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓𝑖𝑓 ′𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 )
]︂
,
(6.50)
where ?^?LO is the LO partonic cross section which serves as an overall normalization.
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The 𝐶(2,1)𝑎𝑏 are perturbative coefficients, expressed in terms of distributions, and we
suppress the explicit 𝑄 and 𝑌 dependence in the kernels 𝐶(2,1)𝑎𝑏 . In general, at order
𝛼𝑛𝑠 their logarithmic structure is
𝐶
(2,𝑛)
𝑎𝑏 (𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) =
2𝑛−1∑︁
𝑚=0
𝐶
(2,𝑛)
𝑎𝑏,𝑚 (𝑧𝑎, 𝑧𝑏) ln
𝑚 𝑄
2
𝑞2𝑇
. (6.51)
More explicitly, at NLO they have the form
𝐶
(2,1)
𝑎𝑏 (𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 𝐶
(2,1)
𝑎𝑏,1 (𝑧𝑎, 𝑧𝑏) ln
𝑄2
𝑞2𝑇
+ 𝐶
(2,1)
𝑎𝑏,0 (𝑧𝑎, 𝑧𝑏) , (6.52)
i.e. they only contain a single logarithm ln(𝑄2/𝑞2𝑇 ) and a 𝑞𝑇 -independent piece. (Note
that due to the dependence on 𝑧𝑎,𝑏, it will yield a 𝑄2 and 𝑌 dependence.) We
emphasize that in the form given here, all logarithms have been extracted, and the
𝑞𝑇 distribution is directly expressed in terms of PDFs and their derivatives.
In the following, we will derive a master formula to obtain the NLO NLP kernels
𝐶
(2,1)
𝑎𝑏 for arbitrary color-singlet processes, as well as the explicit results for Higgs and
Drell-Yan production. The study of higher perturbative orders, and the derivation
of a factorization and resummation is left to future work. However, we do wish to
comment on one complication which occurs for 𝑞𝑇 at higher orders, that we have
not addressed. Unlike for beam thrust, at NNLO and beyond, one can have power-
suppressed contributions at small 𝑞𝑇 from two hard partons in the final state that
are nearly back-to-back such that their transverse momenta balance to give a small
total 𝑞𝑇 . At NNLO, this is at most a constant power correction, since it is not
logarithmically enhanced. but at higher orders it can have a logarithmic contribution.
These power corrections are of a different nature than those discussed here, and are
not captured as an expansion in the soft and collinear limits about the Born process.
The remainder of this section is organized as follows. In Sec. 6.3.1, we derive the
master formula for the NLP corrections using the 𝜂 regulator, showing in particular
that the terms from expanding the regulator contribute. In Sec. 6.3.2, we rederive
this master formula in pure rapidity regularization, which will be simpler due to the
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fact that one does not have additional terms from the expansion of the regulator, and
due to the fact that the soft sector is scaleless. In Sec. 6.3.3, we then apply the master
formula to derive explicit results for Drell-Yan and gluon-fusion Higgs production. In
Sec. 6.3.4, we discuss our results and compare them with the known NLP results for
beam thrust. Finally in Sec. 6.3.5, we provide a numerical validation of our results.
6.3.1 Master Formula for Power Corrections to Next-to-Leading
Power
We consider the production of a color-singlet final state 𝐿 at fixed invariant mass 𝑄
and rapidity 𝑌 , measuring the magnitude of its transverse momentum 𝑞2𝑇 = |?⃗?𝑇 |2.
The underlying partonic process is
𝑎(𝑝𝑎) + 𝑏(𝑝𝑏)→ 𝐿(𝑝1, · · · ) +𝑋(𝑘1, · · · ) , (6.53)
where 𝑎, 𝑏 are the incoming partons and 𝑋 denotes additional QCD radiation. Fol-
lowing the notation of ref. [256], we express the cross section as
d𝜎
d𝑄2d𝑌 d𝑞2𝑇
=
∫︁ 1
0
d𝜁𝑎d𝜁𝑏
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸2cm
∫︁ (︂∏︁
𝑖
d𝑑𝑘𝑖
(2𝜋)𝑑
(2𝜋)𝛿+(𝑘
2
𝑖 )
)︂∫︁
d𝑑𝑞
(2𝜋)𝑑
|ℳ(𝑝𝑎, 𝑝𝑏; {𝑘𝑖}, 𝑞)|2
× (2𝜋)𝑑𝛿(𝑑)(𝑝𝑎 + 𝑝𝑏 − 𝑘 − 𝑞) 𝛿(𝑄2 − 𝑞2) 𝛿
(︂
𝑌 − 1
2
ln
𝑞−
𝑞+
)︂
𝛿
(︀
𝑞2𝑇 − |⃗𝑘𝑇 |2
)︀
.
(6.54)
Here, the incoming momenta are given by
𝑝𝜇𝑎 = 𝜁𝑎𝐸cm
𝑛𝜇
2
, 𝑝𝜇𝑏 = 𝜁𝑏𝐸cm
?¯?𝜇
2
, (6.55)
𝑘 =
∑︀
𝑖 𝑘𝑖 is the total outgoing hadronic momentum, and 𝑞 is the total leptonic mo-
mentum. In particular, ?⃗?𝑇 =
∑︀
𝑖 ?⃗?𝑖,𝑇 is the vectorial sum of the transverse momenta
of all emissions. Since the measurements are not affected by the details of the lep-
tonic final state, the leptonic phase-space integral has been absorbed into the matrix
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element,
|ℳ(𝑝𝑎, 𝑝𝑏; {𝑘𝑖}, 𝑞)|2 =
∫︁
dΦ𝐿(𝑞) |ℳ(𝑝𝑎, 𝑝𝑏; {𝑘𝑖}, {𝑝𝑗})|2 ,
dΦ𝐿(𝑞) =
∏︁
𝑗
d𝑑𝑝𝑗
(2𝜋)𝑑
(2𝜋)𝛿+(𝑝
2
𝑗 −𝑚2𝑗) (2𝜋)𝑑𝛿(𝑑)
(︁
𝑞 −
∑︁
𝑗
𝑝𝑗
)︁
. (6.56)
The matrix elementℳ also contains the renormalization scale 𝜇2𝜖, as usual associated
with the renormalized coupling 𝛼𝑠(𝜇), and may also contain virtual corrections.
There is an important subtlety when measuring the transverse momentum 𝑞𝑇 using
dimensional regularization, as the individual transverse momenta ?⃗?𝑖,𝑇 are continued
to 2−2𝜖 dimensions. The measurement function 𝛿(𝑞2𝑇−|⃗𝑘𝑇 |2) in Eq. (6.54) can thus be
interpreted either as measuring the magnitude in 2− 2𝜖 dimensions or the projection
onto 2 dimensions. This scheme dependence cancels in the final result, but can lead to
different intermediate results. At the order we are working, both choices give identical
results, so for simplicity of the following manipulations we specify to measuring the
magnitude in 2− 2𝜖 dimension. For detailed discussions, see e.g. refs. [338, 417].
The 𝛿 functions measuring the invariant mass 𝑄 and rapidity 𝑌 fix the incoming
momenta to be
𝜁𝑎(𝑘) =
1
𝐸cm
(︁
𝑘− + 𝑒+𝑌
√︁
𝑄2 + 𝑘2𝑇
)︁
, 𝜁𝑏(𝑘) =
1
𝐸cm
(︁
𝑘+ + 𝑒−𝑌
√︁
𝑄2 + 𝑘2𝑇
)︁
. (6.57)
Equation (6.54) can now be simplified to
d𝜎
d𝑄2d𝑌 d𝑞2𝑇
=
∫︁ (︂∏︁
𝑖
d𝑑𝑘𝑖
(2𝜋)𝑑
(2𝜋)𝛿+(𝑘
2
𝑖 )
)︂
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸4cm
𝐴(𝑄, 𝑌 ; {𝑘𝑖}) 𝛿
(︀
𝑞2𝑇 − |⃗𝑘𝑇 |2
)︀
,
(6.58)
where we introduced the abbreviation
𝐴(𝑄, 𝑌 ; {𝑘𝑖}) ≡ |ℳ(𝑝𝑎, 𝑝𝑏, {𝑘𝑖}, 𝑞 = 𝑝𝑎 + 𝑝𝑏 − 𝑘)|2 . (6.59)
This emphasizes that the squared matrix element depends only on the Born mea-
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surements 𝑄 and 𝑌 , which fix the incoming momenta through Eqs. (6.55) and (6.57),
and the emission momenta 𝑘𝑖. The restriction that 𝜁𝑎,𝑏 ∈ [0, 1] is kept implicit in
Eq. (6.58) through the support of the proton PDFs.
General Setup at NLO
For reference, we start with the LO cross section following from Eq. (6.58),
d𝜎LO
d𝑄2d𝑌 d𝑞2𝑇
=
𝑓𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)
2𝑥𝑎𝑥𝑏𝐸4cm
𝐴LO(𝑄, 𝑌 ) 𝛿
(︀
𝑞2𝑇
)︀
, (6.60)
where
𝑥𝑎 =
𝑄𝑒𝑌
𝐸cm
, 𝑥𝑏 =
𝑄𝑒−𝑌
𝐸cm
, (6.61)
and 𝐴LO is the squared matrix element in the Born kinematics, see Eq. (6.59). For
future reference, we also define the LO partonic cross section, ?^?LO(𝑄, 𝑌 ), by
d𝜎LO
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO(𝑄, 𝑌 ) 𝑓𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏) 𝛿(𝑞
2
𝑇 ) , ?^?
LO(𝑄, 𝑌 ) =
𝐴LO(𝑄, 𝑌 )
2𝑥𝑎𝑥𝑏𝐸4cm
. (6.62)
At NLO, the virtual correction only contributes at leading power and is proportional
to 𝛿(𝑞2𝑇 ). At subleading power, it suffices to consider the real correction, given from
Eq. (6.58) by
d𝜎
d𝑄2d𝑌 d𝑞2𝑇
=
∫︁
d𝑑𝑘
(2𝜋)𝑑
(2𝜋)𝛿+(𝑘
2)
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸4cm
𝐴(𝑄, 𝑌 ; {𝑘}) 𝛿(︀𝑞2𝑇 − |⃗𝑘𝑇 |2)︀
=
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)
∫︁ ∞
0
d𝑘−
𝑘−
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸4cm
𝐴(𝑄, 𝑌 ; {𝑘})
⃒⃒⃒⃒
𝑘+=𝑞2𝑇 /𝑘
−
. (6.63)
In the following, we will mostly keep the symbol 𝑘+ often leaving the use of the
relation 𝑘+ = 𝑘2𝑇/𝑘− = 𝑞2𝑇/𝑘− to the end, since this makes the symmetry under
𝑘+ ↔ 𝑘− manifest. The integral in Eq. (6.63) is finite as the physical support of
the PDFs, 0 ≤ 𝜁𝑎,𝑏 ≤ 1, cuts off the integral in 𝑘−. As discussed in Sec. 6.2.1, these
constraints will be expanded for small 𝑞𝑇 ≪ 𝑄, after which the integral becomes
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rapidity divergent. To regulate the integral, we use the 𝜂 regulator where one inserts
a factor of 𝑤2|2𝑘𝑧/𝜈|−𝜂 into the integral,
d𝜎
d𝑄2d𝑌 d𝑞2𝑇
=
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)
∫︁ ∞
0
d𝑘−
𝑘−
𝑤2𝜈𝜂
⃒⃒⃒⃒
𝑘− − 𝑞
2
𝑇
𝑘−
⃒⃒⃒⃒−𝜂
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸4cm
𝐴(𝑄, 𝑌 ; {𝑘}) .
(6.64)
We now wish to expand Eq. (6.64) in the limit of small 𝜆 ∼ 𝑞𝑇/𝑄 ≪ 1. Using
the knowledge from the EFT, this can be systematically achieved by employing the
scaling of Eq. (6.1),
𝑛−collinear : 𝑘𝑛 ∼ 𝑄 (𝜆2, 1, 𝜆) , (6.65)
?¯?−collinear : 𝑘?¯? ∼ 𝑄 (1, 𝜆2, 𝜆) ,
soft : 𝑘𝑠 ∼ 𝑄 (𝜆, 𝜆, 𝜆) ,
for the momentum 𝑘. By inserting each of these scalings into Eq. (6.64) and expanding
the resulting expression to first order in 𝜆, one precisely obtains the soft and beam
functions as defined in the 𝜂 regulator. This illustrative exercise is shown explicitly
in Appendix A of [257]. Here, we are interested in the first nonvanishing power
correction, which occurs at 𝒪(𝜆2) ∼ 𝒪(𝑞2𝑇/𝑄2). We will explicitly show that the 𝒪(𝜆)
linear power correction vanishes. To compute the 𝒪(𝜆2) result, we will consider the
soft and collinear cases separately, deriving master formulas for all scalings applicable
to any color-singlet production. The power-suppressed operators and Lagrangian
insertions required to calculate these directly will be presented in ref. [165].
Soft Master Formula for 𝑞𝑇
We first consider the case of a soft emission 𝑘 ∼ 𝑄(𝜆, 𝜆, 𝜆). In this limit, the incoming
momenta from Eq. (6.57) are expanded as
𝜁𝑎(𝑘) = 𝑥𝑎
[︂
1 +
𝑘−𝑒−𝑌
𝑄
+
𝑘2𝑇
2𝑄2
+𝒪(𝜆3)
]︂
≡ 𝑥𝑎
[︂
1 + Δ(1)𝑎 +Δ
(2)
𝑎 +𝒪(𝜆3)
]︂
,
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𝜁𝑏(𝑘) = 𝑥𝑏
[︂
1 +
𝑘+𝑒+𝑌
𝑄
+
𝑘2𝑇
2𝑄2
+𝒪(𝜆3)
]︂
≡ 𝑥𝑏
[︂
1 + Δ
(1)
𝑏 +Δ
(2)
𝑏 +𝒪(𝜆3)
]︂
, (6.66)
where as usual 𝑘+ = 𝑘2𝑇/𝑘− = 𝑞2𝑇/𝑘−, 𝑥𝑎,𝑏 = 𝑄𝑒±𝑌 /𝐸cm as in Eq. (6.61), and the
terms in square brackets correspond to 𝒪(𝜆0), 𝒪(𝜆1), and 𝒪(𝜆2), respectively. It
follows that the PDFs and flux factor are expanded as
Φ ≡ 𝑓𝑎(𝜁𝑎)𝑓𝑏(𝜁𝑏)
𝜁𝑎𝜁𝑏
=
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
𝑥𝑎𝑥𝑏
+
1
𝑥𝑎𝑥𝑏
{︂
𝑘−𝑒−𝑌
𝑄
[︀
𝑥𝑎𝑓
′
𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)− 𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
]︀
+ (sym.)
}︂
+
1
𝑥𝑎𝑥𝑏
{︂
(𝑘−𝑒−𝑌 )2
𝑄2
[︁
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)− 𝑥𝑎𝑓 ′𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏) +
1
2
𝑥2𝑎𝑓
′′
𝑎 (𝑥𝑎) 𝑓𝑏(𝑥𝑏)
]︁
+
𝑘2𝑇
2𝑄2
[︀
𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)− 𝑥𝑎𝑓 ′𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)
]︀
+ (sym.)
}︂
+𝒪(𝜆3)
≡ 1
𝑥𝑎𝑥𝑏
[︀
Φ(0) + Φ(1) + Φ(2)
]︀
+𝒪(𝜆3) . (6.67)
Here, (sym.) denotes simultaneously flipping 𝑎 ↔ 𝑏 and letting 𝑘− → 𝑘+, 𝑌 → −𝑌 .
For brevity, we introduced the abbreviation Φ(𝑛) for the 𝒪(𝜆𝑛) pieces. Note that
we expanded to the second order in 𝜆, as the 𝒪(𝜆1) piece will vanish and the first
nonvanishing correction in fact arises at 𝒪(𝜆2).
The expansion of the matrix element is process dependent, and we define the
expansion in the soft limit through
𝐴𝑠(𝑄, 𝑌 ; {𝑘}) = 𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘}) + 𝐴(1)𝑠 (𝑄, 𝑌 ; {𝑘}) + 𝐴(2)𝑠 (𝑄, 𝑌 ; {𝑘}) +𝒪(𝜆) .
(6.68)
The LP matrix element scales as 𝐴(0)𝑠 ∼ 𝜆−2, such that
∫︀
d𝑘2𝑇 𝐴
(0)
𝑠 ∼ 𝜆0. The next
two matrix elements are each suppressed by an additional order in 𝜆 relative to the
one before.
Plugging the expansions Eqs. (6.67) and (6.68) back into Eq. (6.64) and collecting
268
terms in 𝜆, the soft limit through 𝒪(𝜆2) is obtained as
d𝜎𝑠
d𝑄2d𝑌 d𝑞2𝑇
=
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)
1
2𝑥𝑎𝑥𝑏𝐸4cm
∫︁ ∞
0
d𝑘−
𝑘−
𝑤2𝜈𝜂
⃒⃒⃒⃒
𝑘− − 𝑞
2
𝑇
𝑘−
⃒⃒⃒⃒−𝜂
(6.69)
×
{︂
Φ(0)𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘}) +
[︁
Φ(0)𝐴(1)𝑠 (𝑄, 𝑌 ; {𝑘}) + Φ(1)𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘})
]︁
+
[︁
Φ(0)𝐴(2)𝑠 (𝑄, 𝑌 ; {𝑘}) + Φ(1)𝐴(1)𝑠 (𝑄, 𝑌 ; {𝑘}) + Φ(2)𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘})
]︁}︂
.
The first term in curly brackets is the leading-power result, the second term the 𝒪(𝜆)
contribution, and the last line contains the 𝒪(𝜆2) contribution. Since each of these
terms has a homogeneous scaling in 𝜆, they can only contribute integer powers of 𝑘−,
yielding integrals of the form 𝐼(𝛼)𝑠 (𝑅𝑧) given in Eq. (6.18).
Leading Power [𝒪(𝜆0)] The leading soft limit of the squared amplitude 𝐴 is
universal and given by
𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘}) =
16𝜋𝛼𝑠𝜇
2𝜖
MSC
𝑘2𝑇
× 𝐴LO(𝑄, 𝑌 ) , (6.70)
where 𝜇MS is the renormalization scale in the MS scheme and C = 𝐶𝐹 , 𝐶𝐴 is the
Casimir constant for the 𝑞𝑞 and 𝑔𝑔 channel, and the limit vanishes for any other
channel. The cross section at LP thus becomes
d𝜎
(0)
𝑠
d𝑄2d𝑌 d𝑞2𝑇
= 𝐼(0)𝑠 (𝑅𝑧)
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)
Φ(0)𝐴
(0)
𝑠 (𝑄, 𝑌 ; {𝑘})
2𝑥𝑎𝑥𝑏𝐸4cm
. (6.71)
𝒪(𝜆) Here, we show that power corrections at 𝒪(𝜆) ∼ 𝒪(𝑞𝑇/𝑄) vanish at NLO.
At this order, we can let 𝜖→ 0 to obtain the cross section from Eq. (6.69) as
d𝜎
(1)
𝑠
d𝑄2d𝑌 d𝑞2𝑇
=
1
2(4𝜋)2𝑥𝑎𝑥𝑏𝐸4cm
∫︁ ∞
0
d𝑘−
𝑘−
𝑤2𝜈𝜂
⃒⃒⃒⃒
𝑘− − 𝑞
2
𝑇
𝑘−
⃒⃒⃒⃒−𝜂
(6.72)
×
[︁
Φ(0)𝐴(1)𝑠 (𝑄, 𝑌 ; {𝑘}) + Φ(1)𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘})
]︁
.
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From Eq. (6.67), the expansion of the phase space is given by
Φ(1) =
𝑘−𝑒−𝑌
𝑄
[︀
𝑥𝑎𝑓
′
𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)− 𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
]︀
+ (sym.) . (6.73)
From Eq. (6.70), we know that 𝐴(0)𝑠 ∼ 𝐴LO/𝑘2𝑇 , so Φ(1)𝐴(0) ∼ 𝑘−, 𝑘2𝑇/𝑘−. Hence, this
contribution to Eq. (6.72) is proportional to 𝐼(±1)𝑠 (𝑅𝑧) = 0, see Eq. (6.20) for odd 𝛼,
and therefore vanishes. The NLP expansion 𝐴(1)𝑠 of the matrix element is suppressed
by 𝒪(𝜆) relative to 𝐴LO, which from power counting can only be given by either 𝑘−
or 𝑘+ = 𝑘2𝑇/𝑘−. Hence, the Φ(0)𝐴(1) term is also proportional to 𝐼
(±1)
𝑠 (𝑅𝑧) = 0 and
vanishes as well.
More generally, power counting combined with the behavior of the integrals in
Eq. (6.20) shows that at NLO, the power expansion is in 𝑞2𝑇/𝑄2. It would be in-
teresting to extend this proof to higher perturbative orders. We also remark that
the collinear limit will not have a 𝒪(𝜆) expansion at all, and thus the consistency
condition that rapidity divergences cancel between soft and collinear sectors already
implies that the soft NLP result cannot contribute to the leading logarithm.
Next-to-Leading Power [𝒪(𝜆2)] The first nonvanishing power correction thus
arises at 𝒪(𝜆2) ∼ 𝒪(𝑞2𝑇/𝑄2). To derive a general master formula at this order, we
decompose the expansion of the matrix element according to the possible dependence
on 𝑘±, which follows from power counting and mass dimension,
𝐴(0)𝑠 (𝑄, 𝑌 ; {𝑘}) =
1
𝑘2𝑇
𝐴0(𝑄, 𝑌 ) ,
𝐴(1)𝑠 (𝑄, 𝑌 ; {𝑘}) =
1
𝑘2𝑇
[︂
𝑘+
𝑄
𝐴1+(𝑄, 𝑌 ) +
𝑘−
𝑄
𝐴1−(𝑄, 𝑌 )
]︂
,
𝐴(2)𝑠 (𝑄, 𝑌 ; {𝑘}) =
1
𝑘2𝑇
[︂
(𝑘+)2
𝑄2
𝐴2++(𝑄, 𝑌 ) +
𝑘2𝑇
𝑄2
𝐴200 +
(𝑘−)2
𝑄2
𝐴2−−(𝑄, 𝑌 )
]︂
. (6.74)
The expansion is defined such that all 𝐴𝑖 have the same mass dimension. We now
only need to plug Eq. (6.74) back into Eq. (6.69), collect the powers of 𝑘− (using that
𝑘+ = 𝑘2𝑇/𝑘
−) and apply Eq. (6.18). Only terms proportional to 𝐼(0)𝑠 (𝑅𝑧) will yield a
divergence in 𝜂, and thus constitute the LL correction at NLP, while all other terms
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contribute at NLL. We find
d𝜎
(2),LL
𝑠
d𝑄2d𝑌 d𝑞2𝑇
=
1
2(4𝜋)2𝑥𝑎𝑥𝑏𝐸4cm
1
𝑄2
𝑤2
(︂
2
𝜂
+ ln
𝜈2
𝑞2𝑇
)︂
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︂
𝐴200 − 𝑒−𝑌𝐴1+(𝑄, 𝑌 )− 𝑒𝑌𝐴1−(𝑄, 𝑌 )
]︂
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)
[︂
𝑒−𝑌𝐴1+(𝑄, 𝑌 )− 1
2
𝐴0(𝑄, 𝑌 )
]︂
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︂
𝑒+𝑌𝐴1−(𝑄, 𝑌 )− 1
2
𝐴0(𝑄, 𝑌 )
]︂
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)𝐴0(𝑄, 𝑌 )
}︂
, (6.75)
and
d𝜎
(2),NLL
𝑠
d𝑄2d𝑌 d𝑞2𝑇
=
1
2(4𝜋)2𝑥𝑎𝑥𝑏𝐸4cm
1
𝑄2
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︂
𝐴0(𝑄, 𝑌 )
(︁
𝑒−2𝑌 + 𝑒+2𝑌
)︁
+ 𝐴2++(𝑄, 𝑌 ) + 𝐴2−−(𝑄, 𝑌 )
− 𝑒−𝑌𝐴1−(𝑄, 𝑌 )− 𝑒𝑌𝐴1+(𝑄, 𝑌 )
]︂
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎) 𝑓𝑏(𝑥𝑏)
[︂
𝑒−𝑌𝐴1−(𝑄, 𝑌 )− 𝑒−2𝑌𝐴0(𝑄, 𝑌 )
]︂
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︂
𝑒+𝑌𝐴1+(𝑄, 𝑌 )− 𝑒+2𝑌𝐴0(𝑄, 𝑌 )
]︂
+ 𝑥2𝑎𝑓
′′
𝑎 (𝑥𝑎) 𝑓𝑏(𝑥𝑏)
𝑒−2𝑌
2
𝐴0(𝑄, 𝑌 )
+ 𝑓𝑎(𝑥𝑎)𝑥
2
𝑏𝑓
′′
𝑏 (𝑥𝑏)
𝑒+2𝑌
2
𝐴0(𝑄, 𝑌 )
}︂
. (6.76)
An interesting feature of Eq. (6.76) is the appearance of double derivatives of the
PDFs, arising from the expansion of 𝑓 [𝜁(𝑘)] through 𝒪(𝜆2). Most terms in Eqs. (6.75)
and (6.76) also exhibit an explicit rapidity dependence, which is surprising for the
boost-invariant observable 𝑞𝑇 . In fact, we will see explicitly that the full soft ex-
pansion exactly cancels against rapidity-dependent terms in the collinear expansions,
yielding a rapidity-independent final result. This behavior is expected since the rapid-
ity dependence arises from the rapidity-dependent regulator, and therefore we expect
that they should cancel in the final regulator independent result.
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Collinear Master Formula for 𝑞𝑇
We next consider the case of a 𝑛-collinear emission 𝑘 ∼ 𝑄(𝜆2, 1, 𝜆), from which one can
easily obtain the ?¯?-collinear case from symmetry. Here, it is important to consistently
expand the rapidity regulator in Eq. (6.64) in the 𝑛-collinear limit,
𝑤2𝜈𝜂
⃒⃒⃒⃒
𝑘− − 𝑞
2
𝑇
𝑘−
⃒⃒⃒⃒−𝜂
= 𝑤2
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂[︂
1 + 𝜂
𝑞2𝑇
(𝑘−)2
+𝒪(𝜆4)
]︂
. (6.77)
Applying this to Eq. (6.64) yields
d𝜎
d𝑄2d𝑌 d𝑞2𝑇
=
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)
∫︁ ∞
0
d𝑘−
𝑘−
𝑤2
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂(︂
1 + 𝜂
𝑞2𝑇
(𝑘−)2
)︂
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
2𝜁𝑎𝜁𝑏𝐸4cm
𝐴(𝑄, 𝑌 ; {𝑘}) .
(6.78)
We now expand all pieces in 𝜆. The incoming momenta from Eq. (6.57) are expanded
as
𝜁𝑎(𝑘) = 𝑥𝑎
[︂(︂
1 +
𝑘−𝑒−𝑌
𝑄
)︂
+
𝑞2𝑇
2𝑄2
]︂
+𝒪(𝜆4) ≡ 𝑥𝑎
[︂
1
𝑧𝑎
+Δ(2)𝑎
]︂
+𝒪(𝜆4) ,
𝜁𝑏(𝑘) = 𝑥𝑏
[︂
1 +
(︂
𝑘+𝑒+𝑌
𝑄
+
𝑞2𝑇
2𝑄2
)︂]︂
+𝒪(𝜆4) ≡ 𝑥𝑏
[︂
1 + Δ
(2)
𝑏
]︂
+𝒪(𝜆4) , (6.79)
where we grouped the terms of common scaling together and defined 𝑘− = 𝑄𝑒𝑌 (1−
𝑧𝑎)/𝑧𝑎. (Recall that the superscript (2) denotes the suppression by 𝜆2.) Expanding
the PDFs and flux factors in 𝜆, we obtain
𝑓𝑎(𝜁𝑎) 𝑓𝑏(𝜁𝑏)
𝜁𝑎𝜁𝑏
=
𝑧𝑎
𝑥𝑎𝑥𝑏
𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
+
𝑧𝑎
𝑥𝑎𝑥𝑏
𝑞2𝑇
2𝑄2
[︂
(1− 𝑧𝑎)2 − 2
1− 𝑧𝑎 𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏) + 𝑥𝑎𝑓
′
𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
+
1 + 𝑧𝑎
1− 𝑧𝑎𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
]︂
+𝒪(𝜆4) . (6.80)
The expansion of the matrix element is process dependent, and we define it by
𝐴(𝑄, 𝑌 ; {𝑘}) = 𝐴(0)𝑛 (𝑄, 𝑌 ; {𝑘}) + 𝐴(2)𝑛 (𝑄, 𝑌 ; {𝑘}) +𝒪(𝜆4) . (6.81)
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Note that in contrast to the soft limit, there is no 𝒪(𝜆) suppressed term here.
Next, we switch the integration variable in Eq. (6.78) via
𝑘− = 𝑄𝑒𝑌
1− 𝑧𝑎
𝑧𝑎
,
∫︁ ∞
0
d𝑘−
𝑘−
=
∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎(1− 𝑧𝑎) , (6.82)
where the lower bound on the 𝑧𝑎 integral follows from the physical support of the
PDF 𝑓𝑎(𝑥𝑎/𝑧𝑎). Inserting eqs. (6.80) – (6.82) into Eq. (6.78) and collecting the 𝒪(𝜆0)
and 𝒪(𝜆2) pieces, we obtain the leading 𝑛-collinear limit as
d𝜎
(0)
𝑛
d𝑄2d𝑌 d𝑞2𝑇
=
𝑞−2𝜖𝑇
(4𝜋)2−𝜖Γ(1− 𝜖)𝑤
2
⃒⃒⃒⃒
𝑄𝑒𝑌
𝜈
⃒⃒⃒⃒−𝜂 ∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎
𝑧1+𝜂𝑎
(1− 𝑧𝑎)1+𝜂
𝑓𝑎(𝑥𝑎/𝑧𝑎)𝑓𝑏(𝑥𝑏)
2𝑥𝑎𝑥𝑏𝐸4cm
× 𝐴(0)𝑛 (𝑄, 𝑌 ; {𝑘}) , (6.83)
which can be evaluated to obtain the known LP beam function. For the NLP correc-
tion, we can let 𝜖→ 0 to obtain
d𝜎
(2)
𝑛
d𝑄2d𝑌 d𝑞2𝑇
=
𝑤2
(4𝜋)2
⃒⃒⃒⃒
𝑄𝑒𝑌
𝜈
⃒⃒⃒⃒−𝜂 ∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎
𝑧1+𝜂𝑎
(1− 𝑧𝑎)1+𝜂
1
2𝑥𝑎𝑥𝑏𝐸4cm
{︂
𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)𝐴
(2)
𝑛 (𝑄, 𝑌 ; {𝑘})
+
𝑞2𝑇
2𝑄2
𝐴(0)𝑛 (𝑄, 𝑌 ; {𝑘})
[︂
(1− 𝑧𝑎)2 − 2
1− 𝑧𝑎 𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏) + 𝑥𝑎𝑓
′
𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
+
1 + 𝑧𝑎
1− 𝑧𝑎 𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑥𝑏𝑓
′
𝑏(𝑥𝑏) +
2𝜂
𝑒2𝑌
𝑧2𝑎
(1− 𝑧𝑎)2 𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
]︂}︂
. (6.84)
The corresponding result in the ?¯?-collinear case reads
d𝜎
(2)
?¯?
d𝑄2d𝑌 d𝑞2𝑇
=
𝑤2
(4𝜋)2
⃒⃒⃒⃒
𝑄𝑒−𝑌
𝜈
⃒⃒⃒⃒−𝜂 ∫︁ 1
𝑥𝑏
d𝑧𝑏
𝑧𝑏
𝑧1+𝜂𝑏
(1− 𝑧𝑏)1+𝜂
1
2𝑥𝑎𝑥𝑏𝐸4cm
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏
(︁𝑥𝑏
𝑧𝑏
)︁
𝐴
(2)
?¯? (𝑄, 𝑌 ; {𝑘})
+
𝑞2𝑇
2𝑄2
𝐴
(0)
?¯? (𝑄, 𝑌 ; {𝑘})
[︂
(1− 𝑧𝑏)2 − 2
1− 𝑧𝑏 𝑓𝑎(𝑥𝑎)𝑓𝑏
(︁𝑥𝑏
𝑧𝑏
)︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏
(︁𝑥𝑏
𝑧𝑏
)︁
+
1 + 𝑧𝑏
1− 𝑧𝑏 𝑥𝑎𝑓
′
𝑎(𝑥𝑎) 𝑓𝑏
(︁𝑥𝑏
𝑧𝑏
)︁
+
2𝜂
𝑒−2𝑌
𝑧2𝑏
(1− 𝑧𝑏)2 𝑓𝑎(𝑥𝑎)𝑓𝑏
(︁𝑥𝑏
𝑧𝑏
)︁]︂}︂
. (6.85)
As discussed in Sec. 6.2.4, a striking feature of Eqs. (6.84) and (6.85) is the appearance
of power divergences 1/(1−𝑧)2+𝜂 and even 1/(1−𝑧)3+𝜂, which can be regulated using
higher-order plus distributions, see also App. A.4. Here, we find it more convenient
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to employ the integration-by-parts relations in Eqs. (6.42) and (6.43) to write the
kernels fully in terms of standard plus distributions, at the cost of inducing explicit
derivatives of the PDFs. In order to apply these relations, we need to identify all
divergences in 1/(1 − 𝑧)2 and 1/(1 − 𝑧)3. To do so, first note that the LP matrix
element scales as
𝐴(0)𝑛 ∼
𝑘−
𝑘2𝑇
𝑃 (𝑧, 𝜖) ∼ (1− 𝑧)𝑃 (𝑧, 𝜖) , (6.86)
where 𝑃 is the appropriate splitting function in 𝑑 = 4 − 2𝜖 dimensions, which itself
scales like 𝑃 (𝑧, 𝜖) ∼ 1/(1 − 𝑧). Due to the overall prefactor of 𝑘− ∼ (1 − 𝑧), the
LP matrix element is finite as 𝑧 → 1. Power counting implies that the subleading
matrix element can at most yield one additional pole 1/(1− 𝑧). Motivated by these
two observations, we write the expanded squared amplitude as
𝐴(0)𝑛 (𝑄, 𝑌 ; {𝑘}) = 𝐴0𝑛(𝑧𝑎) ,
𝐴(2)𝑛 (𝑄, 𝑌 ; {𝑘}) =
𝑘2𝑇
2𝑄2
𝐴2𝑛(𝑧𝑎)
1− 𝑧𝑎 , (6.87)
and likewise for 𝐴?¯? in the ?¯?-collinear limit. The power suppression of 𝐴
(2)
𝑛 is made
manifest by extracting the factor 𝑘2𝑇/𝑄2. For brevity, we suppress any dependence of
𝐴0𝑛 and 𝐴2𝑛 on 𝑄 and 𝑌 .
Inserting Eq. (6.87) into Eq. (6.84), collecting powers of (1 − 𝑧𝑎), and applying
the distribution identities eqs. (6.38), (6.42) and (6.43), the LL contribution at NLP
is obtained as
d𝜎
(2),LL
𝑛
d𝑄2d𝑌 d𝒪 =
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
𝑤2
(︂
1
𝜂
− ln 𝑄𝑒
𝑌
𝜈
)︂
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴
(2) ′
𝑛 (1)− 2𝐴(0) ′𝑛 (1)
]︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1) + 2𝐴
(0) ′
𝑛 (1)
]︁
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1)− 𝐴2𝑛(1)
]︁
− 2𝑥𝑎𝑓 ′𝑎(𝑥𝑎)𝑥𝑏𝑓 ′𝑏(𝑥𝑏)𝐴0𝑛(1)
}︂
.
(6.88)
Here, we used that the LL result is proportional to 𝛿(1− 𝑧𝑎) to cancel the 𝑧𝑎 integral
in Eq. (6.83), and the 𝐴(𝑖) ′𝑛 (1) are the derivative of 𝐴𝑖𝑛(𝑧𝑎) at 𝑧𝑎 = 1. Similarly, we
274
obtain the NLL contribution as
d𝜎
(2),NLL
𝑛
d𝑄2d𝑌 d𝑞𝑇
=
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎
×
{︂
𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
{︁
𝛿(1− 𝑧𝑎)
[︁
𝐴2𝑛(1)− 𝐴(2) ′𝑛 (1)− 2𝐴0𝑛(1) + 2𝐴(0) ′𝑛 (1)
]︁
−𝑒−2𝑌 𝛿(1− 𝑧𝑎)
[︁
2𝐴0𝑛(1) + 4𝐴
(0) ′
𝑛 (1) + 𝐴
(0) ′′
𝑛 (1)
]︁
+ 𝑧𝑎ℒ0(1− 𝑧𝑎)
[︁
2𝐴
(0) ′
𝑛 (𝑧𝑎)− 𝐴(2) ′𝑛 (𝑧𝑎)
]︁
+ 𝑧𝑎𝐴0𝑛(𝑧𝑎)
}︁
+
𝑥𝑎
𝑧𝑎
𝑓 ′𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏)
{︂
𝛿(1− 𝑧𝑎)
[︁
𝐴2𝑛(1)− 2𝐴0𝑛(1)
]︁
+2𝑒−2𝑌 𝛿(1− 𝑧𝑎)
[︁
𝐴0𝑛(1) + 𝐴
(0) ′
𝑛 (1)
]︁
+ ℒ0(1− 𝑧𝑎)
[︁
𝐴2𝑛(𝑧𝑎) + (𝑧
2
𝑎 − 2)𝐴0𝑛(𝑧𝑎)
]︁}︂
+ 𝑓𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
{︂
𝛿(1− 𝑧𝑎)
[︁
𝐴0𝑛(1)− 2𝐴(0) ′𝑛 (1)
]︁
− 𝑧𝑎ℒ0(1− 𝑧𝑎)
[︁
𝐴0𝑛(𝑧𝑎) + (1 + 𝑧𝑎)𝐴
(0) ′
𝑛 (𝑧𝑎)
]︁}︂
+
𝑥𝑎
𝑧𝑎
𝑓 ′𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
2𝛿(1− 𝑧𝑎)𝐴0𝑛(1) + (1 + 𝑧𝑎)𝐴0𝑛(𝑧𝑎)ℒ0(1− 𝑧𝑎)
]︁
−
(︁𝑥𝑎
𝑧𝑎
)︁2
𝑓 ′′𝑎
(︁𝑥𝑎
𝑧𝑎
)︁
𝑓𝑏(𝑥𝑏) 𝛿(1− 𝑧𝑎)𝑒−2𝑌𝐴0𝑛(1)
}︂
. (6.89)
Here, all terms with an explicit rapidity dependence arise from the expansion of the
regulator itself, see Eq. (6.77). In practice, they will exactly cancel against the soft
NLL result Eq. (6.76).
6.3.2 Derivation of the Master Formula in Pure Rapidity Reg-
ularization
In Sec. 6.3.1, we used the 𝜂 regulator of the form |2𝑘𝑧/𝜈|−𝜂 to derive the master
formula. In this section, we repeat the derivation of the master formula using the
pure rapidity regulator introduced in Sec. 6.2.3. As discussed there, this regulator
has the advantage that it is homogeneous in the power expansion, which reduces the
number of terms at subleading power. Furthermore, it renders the soft sector scaleless.
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The result using the generalization of the pure rapidity regulator, Eq. (6.35), is shown
in App. D for completeness.
The derivation of the 𝑛-collinear expansion proceeds similar to the calculation
shown in Sec. 6.3.1. In Eq. (6.84), one has to replace the regulator factor by
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂
=
⃒⃒⃒⃒
𝑄𝑒𝑌
𝜈
⃒⃒⃒⃒−𝜂 ⃒⃒⃒⃒
1− 𝑧𝑎
𝑧𝑎
⃒⃒⃒⃒−𝜂
→ 𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑘+
⃒⃒⃒⃒−𝜂/2
= 𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑞𝑇
⃒⃒⃒⃒−𝜂
= 𝜐𝜂
⃒⃒⃒⃒
𝑄𝑒𝑌
𝑞𝑇
⃒⃒⃒⃒−𝜂 ⃒⃒⃒⃒
1− 𝑧𝑎
𝑧𝑎
⃒⃒⃒⃒−𝜂
(6.90)
and drop the terms in 𝜂/𝑒2𝑌 , as they are fully induced by the expansion of the
regulator. The NLP LL result is then easily obtained from Eq. (6.88) by replacing
𝜈 → 𝑞𝑇𝜐,
d𝜎
(2),LL
𝑛
d𝑄2d𝑌 d𝑞2𝑇
=
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
𝑤2
(︂
1
𝜂
− ln 𝑄𝑒
𝑌
𝑞𝑇
+ ln(𝜐)
)︂
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴
(2) ′
𝑛 (1)− 2𝐴(0) ′𝑛 (1)
]︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1) + 2𝐴
(0) ′
𝑛 (1)
]︁
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1)− 𝐴2𝑛(1)
]︁
− 2𝑥𝑎𝑓 ′𝑎(𝑥𝑎)𝑥𝑏𝑓 ′𝑏(𝑥𝑏)𝐴0𝑛(1)
}︂
.
(6.91)
In the ?¯?-collinear limit, one has to replace the regulator factor
⃒⃒⃒⃒
𝑘+
𝜈
⃒⃒⃒⃒−𝜂
=
⃒⃒⃒⃒
𝑄𝑒−𝑌
𝜈
⃒⃒⃒⃒−𝜂 ⃒⃒⃒⃒
1− 𝑧𝑏
𝑧𝑏
⃒⃒⃒⃒−𝜂
→ 𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑘+
⃒⃒⃒⃒−𝜂/2
= 𝜐𝜂
⃒⃒⃒⃒
𝑘+
𝑞𝑇
⃒⃒⃒⃒𝜂
= 𝜐𝜂
⃒⃒⃒⃒
𝑄𝑒−𝑌
𝑞𝑇
⃒⃒⃒⃒𝜂 ⃒⃒⃒⃒
1− 𝑧𝑏
𝑧𝑏
⃒⃒⃒⃒𝜂
(6.92)
and drop terms in 𝜂/𝑒−2𝑌 in Eq. (6.85). The NLP LL result is then obtained from
Eq. (6.88) by replacing 𝜂 → −𝜂, 𝜈 → 𝑞𝑇/𝜐 and exchanging 𝑎↔ 𝑏 as
d𝜎
(2),LL
?¯?
d𝑄2d𝑌 d𝑞2𝑇
=
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
𝑤2
(︂
−1
𝜂
− ln 𝑄𝑒
−𝑌
𝑞𝑇
− ln(𝜐)
)︂
(6.93)
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴
(2) ′
?¯? (1)− 2𝐴(0) ′?¯? (1)
]︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
𝐴0?¯?(1)− 𝐴2?¯?(1)
]︁
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴0?¯?(1) + 2𝐴
(0) ′
?¯? (1)
]︁
− 2𝑥𝑎𝑓 ′𝑎(𝑥𝑎)𝑥𝑏𝑓 ′𝑏(𝑥𝑏)𝐴0?¯?(1)
}︂
.
Summing Eqs. (6.91) and (6.93), the poles in 𝜂 precisely cancel, and the dependence
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on 𝑒𝑌 and 𝜐 cancel as well to yield a pure logarithm in ln(𝑄/𝑞𝑇 ). This cancellation
has to occur between the two collinear sectors, as there are no contributions from the
soft sector.
The NLP NLL result for the pure rapidity regulator is identical to that in Eq. (6.89)
upon dropping all rapidity-dependent pieces, which we have explicitly verified by re-
peating the derivation in Sec. 6.3.1 using the pure rapidity regulator. This provides
a highly nontrivial check of our regularization procedure, and our understanding of
subleading-power rapidity divergences.
6.3.3 Next-to-leading Power Corrections at NLO
In this section, we give explicit results for the full NLP correction at NLO for gluon-
fusion Higgs and Drell-Yan production in all partonic channels. Since both are 𝑠-
channel processes, their power corrections are always proportional to their Born cross
sections, and we express the NLP result at 𝒪(𝛼𝑠) as
d𝜎(2,1)
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO(𝑄)
𝛼𝑠
4𝜋
∫︁ 1
𝑥𝑎
d𝑧𝑎
𝑧𝑎
∫︁ 1
𝑥𝑏
d𝑧𝑏
𝑧𝑏
×
[︂
𝑓𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑓𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓𝑖𝑓𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) +
𝑥𝑎
𝑧𝑎
𝑓 ′𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑥𝑏
𝑧𝑏
𝑓 ′𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓 ′𝑖𝑓
′
𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 )
+
𝑥𝑎
𝑧𝑎
𝑓 ′𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑓𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓 ′𝑖𝑓𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) + 𝑓𝑖
(︂
𝑥𝑎
𝑧𝑎
)︂
𝑥𝑏
𝑧𝑏
𝑓 ′𝑗
(︂
𝑥𝑏
𝑧𝑏
)︂
𝐶
(2,1)
𝑓𝑖𝑓 ′𝑗
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 )
]︂
.
(6.94)
Here, we suppress the explicit 𝑄 and 𝑌 dependence in the kernels 𝐶(2,1)𝑎𝑏 .
The required 𝐻 + 𝑗 and 𝑍 + 𝑗 amplitudes are conveniently expressed in terms of
the Mandelstam variables
𝑠𝑎𝑏 = 2𝑝𝑎 · 𝑝𝑏 = 𝑄2 + 2𝑞2𝑇 +
(︁
𝑘+𝑒𝑌 + 𝑘−𝑒−𝑌
)︁√︁
𝑄2 + 𝑞2𝑇 ,
𝑠𝑎𝑘 = −2𝑝𝑎 · 𝑘 = −𝑞2𝑇 − 𝑘+𝑒+𝑌
√︁
𝑄2 + 𝑞2𝑇 ,
𝑠𝑏𝑘 = −2𝑝𝑏 · 𝑘 = −𝑞2𝑇 − 𝑘−𝑒−𝑌
√︁
𝑄2 + 𝑞2𝑇 , (6.95)
which allows us to straightforwardly obtain the LP and NLP expansions in both the
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soft and collinear limits, as required by the collinear and soft master formulas. In
the following, we only give the final results after combining soft, 𝑛-collinear, and
?¯?-collinear power corrections. The results were computed separately using both reg-
ulators, which provides a highly nontrivial check of our calculation.
Gluon-Fusion Higgs Production
We first consider on-shell Higgs production in gluon fusion in the 𝑚𝑡 →∞ limit, for
which the LO partonic cross section is given by
?^?LO(𝑄) =
𝐴LO(𝑄, 𝑌 )
2𝑥𝑎𝑥𝑏𝐸4cm
= 2𝜋𝛿(𝑄2 −𝑚2𝐻)
|ℳLO𝑔𝑔→𝐻(𝑄)|2
2𝑄2𝐸2cm
. (6.96)
The LO matrix element in 𝑑 = 4− 2𝜖 dimensions is given by [206, 233]
|ℳLO𝑔𝑔→𝐻(𝑄)|2 =
𝛼2𝑠𝑄
4
576𝜋2𝑣2
(︂
4𝜋𝜇2MS
𝑚2𝑡
)︂2𝜖
Γ2(1 + 𝜖)
1− 𝜖 . (6.97)
At NLO, there are three distinct partonic channels, 𝑔𝑔 → 𝐻𝑔, 𝑞𝑞 → 𝐻𝑔, and 𝑔𝑞 →
𝐻𝑞, which we consider separately. Here, we calculate the full LL and NLL kernels for
all channels. The LL results will be summarized in Sec. 6.3.4.
𝑔𝑔 → 𝐻𝑔 The spin- and color-averaged squared amplitude for 𝑔(𝑝𝑎) + 𝑔(𝑝𝑏) →
𝐻(𝑞) + 𝑔(𝑘) is given by [206]
𝐴𝑔𝑔→𝐻𝑔(𝑄, 𝑌, {𝑘}) = 𝐴LO𝑔𝑔→𝐻(𝑄)×
8𝜋𝛼𝑠𝐶𝐴𝜇
2𝜖
MS
𝑄4(1− 𝜖)
×
[︂
(1− 2𝜖)𝑄
8 + 𝑠4𝑎𝑏 + 𝑠
4
𝑎𝑘 + 𝑠
4
𝑏𝑘
𝑠𝑎𝑏𝑠𝑎𝑘𝑠𝑏𝑘
+
𝜖
2
(𝑄4 + 𝑠2𝑎𝑏 + 𝑠
2
𝑎𝑘 + 𝑠
2
𝑏𝑘)
2
𝑠𝑎𝑏𝑠𝑎𝑘𝑠𝑏𝑘
]︂
.
(6.98)
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The full result from combining the soft, 𝑛-collinear, and ?¯?-collinear contributions is
given by
𝐶
(2,1)
𝑓𝑔𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐴
1
𝑄2
{︂[︂
8 ln
𝑄2
𝑞2𝑇
+ 12
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
−8 + 3
𝑧𝑏
+ 𝑧𝑏 − 12𝑧2𝑏 + 9𝑧3𝑏 + 8ℒ0(1− 𝑧𝑏)
]︂
+
[︂
−8 + 3
𝑧𝑎
+ 𝑧𝑎 − 12𝑧2𝑎 + 9𝑧3𝑎 + 8ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐴
1
𝑄2
{︂[︂
− ln 𝑄
2
𝑞2𝑇
− 1
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
2 +
2
𝑧2𝑏
+
1
𝑧𝑏
+ 𝑧𝑏 + 3𝑧
2
𝑏 − ℒ0(1− 𝑧𝑏)
]︂
+
[︂
4 +
2
𝑧𝑎
− 2𝑧𝑎 + 5𝑧2𝑎 − 3𝑧3𝑎 − ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓𝑔𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐴
1
𝑄2
{︂[︂
− ln 𝑄
2
𝑞2𝑇
− 1
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
4 +
2
𝑧𝑏
− 2𝑧𝑏 + 5𝑧2𝑏 − 3𝑧3𝑏 − ℒ0(1− 𝑧𝑏)
]︂
+
[︂
2 +
2
𝑧2𝑎
+
1
𝑧𝑎
+ 𝑧𝑎 + 3𝑧
2
𝑎 − ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐴
1
𝑄2
{︂[︂
2 ln
𝑄2
𝑞2𝑇
+ 4
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
−1 + 1
𝑧2𝑏
− 𝑧2𝑏 + 2ℒ0(1− 𝑧𝑏)
]︂
+
[︂
−1 + 1
𝑧2𝑎
− 𝑧2𝑎 + 2ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
. (6.99)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑔𝑔 → 𝐻𝑔
at NLO.
𝑔𝑞 → 𝐻𝑞 The 𝑔𝑞 → 𝐻𝑞 channel has power corrections at both LL and NLL. The
spin- and color-averaged squared amplitude for 𝑔(𝑝𝑎) + 𝑞(𝑝𝑏)→ 𝐻(𝑞) + 𝑞(𝑘) is given
by [206]
𝐴𝑔𝑞→𝐻𝑞(𝑄, 𝑌, {𝑘}) = −𝐴LO𝑔𝑔→𝐻(𝑄)× 8𝜋𝛼𝑠𝐶𝐹𝜇2𝜖MS
1
𝑄4𝑠𝑏𝑘
[︁
𝑠2𝑎𝑏 + 𝑠
2
𝑎𝑘 − 𝜖(𝑠𝑎𝑏 + 𝑠𝑎𝑘)2
]︁
.
(6.100)
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The full result from combining the soft, 𝑛-collinear, and ?¯?-collinear contributions is
given by
𝐶
(2,1)
𝑓𝑔𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 3
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
−1 + 3
𝑧𝑏
+ 2𝑧𝑏 − 2𝑧2𝑏 + ℒ0(1− 𝑧𝑏)
]︂
+
[︂
1
𝑧𝑎
+ ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 2
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
2 + 𝑧𝑏 − 𝑧3𝑏
𝑧2𝑏
+ ℒ0(1− 𝑧𝑏)
]︂
+
[︂
1
𝑧𝑎
+ ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓𝑔𝑓 ′𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
𝛿(1− 𝑧𝑎)
(︂
2
𝑧𝑏
− 3
2
𝑧𝑏 + 𝑧
2
𝑏
)︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓 ′𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
𝛿(1− 𝑧𝑎)
(︂
−1
2
+
1
𝑧2𝑏
+
𝑧𝑏
2
)︂
. (6.101)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑔𝑞 → 𝐻𝑞
at NLO.
𝑞𝑔 → 𝐻𝑞 The result for 𝑞𝑔 → 𝐻𝑞 can be obtained from Eq. (6.101) by exchanging
𝑓𝑞 ↔ 𝑓𝑔 and 𝑎↔ 𝑏,
𝐶
(2,1)
𝑓𝑞𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 3
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+
[︂
−1 + 3
𝑧𝑎
+ 2𝑧𝑎 − 2𝑧2𝑎 + ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
1
𝑧𝑏
+ ℒ0(1− 𝑧𝑏)
]︂}︂
,
𝐶
(2,1)
𝑓 ′𝑞𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
(︂
2
𝑧𝑎
− 3
2
𝑧𝑎 + 𝑧
2
𝑎
)︂
𝛿(1− 𝑧𝑏) ,
280
𝐶
(2,1)
𝑓𝑞𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 2
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+
[︂
2 + 𝑧𝑎 − 𝑧3𝑎
𝑧2𝑎
+ ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
1
𝑧𝑏
+ ℒ0(1− 𝑧𝑏)
]︂}︂
,
𝐶
(2,1)
𝑓 ′𝑞𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
(︂
−1
2
+
1
𝑧2𝑎
+
𝑧𝑎
2
)︂
𝛿(1− 𝑧𝑏) . (6.102)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑞𝑔 → 𝐻𝑞
at NLO.
𝑞𝑞 → 𝐻𝑔 The 𝑞𝑞 → 𝐻𝑔 channel has no leading logarithms and thus only con-
tributes at NLL. The spin- and color-averaged squared amplitude is given by [206]
𝐴𝑞𝑞→𝐻𝑔(𝑄, 𝑌, {𝑘}) = 𝐴LO𝑔𝑔→𝐻(𝑄)×
64𝜋
3
𝛼𝑠𝐶𝐹𝜇
2𝜖
MS
1− 𝜖
𝑄4𝑠𝑎𝑏
[︀
𝑠2𝑎𝑘 + 𝑠
2
𝑏𝑘 − 𝜖(𝑠𝑎𝑘 + 𝑠𝑏𝑘)2
]︀
.
(6.103)
The results for the kernels are given by
𝐶
(2,1)
𝑓𝑞𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) =
16𝐶𝐹
3
1
𝑄2
[︂
𝛿(1− 𝑧𝑎)
(︂
1 +
1
𝑧𝑏
− 2𝑧𝑏
)︂
+
(︂
1 +
1
𝑧𝑎
− 2𝑧𝑎
)︂
𝛿(1− 𝑧𝑏)
]︂
,
𝐶
(2,1)
𝑓 ′𝑞𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) =
16𝐶𝐹
3
1
𝑄2
(1− 𝑧𝑎)2
𝑧𝑎
𝛿(1− 𝑧𝑏) ,
𝐶
(2,1)
𝑓𝑞𝑓 ′¯𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) =
16𝐶𝐹
3
1
𝑄2
𝛿(1− 𝑧𝑎)(1− 𝑧𝑏)
2
𝑧𝑏
,
𝐶
(2,1)
𝑓 ′𝑞𝑓 ′¯𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 0 . (6.104)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑞𝑞 → 𝐻𝑔
at NLO.
Drell-Yan Production
We next consider the Drell-Yan process 𝑝𝑝 → 𝑍/𝛾* → ℓ+ℓ−, and for brevity denote
it as 𝑝𝑝→ 𝑉 . In contrast to on-shell Higgs production, it is important to be able to
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include off-shell effects. The LO partonic cross section is given by
?^?LO(𝑄) =
4𝜋𝛼2𝑒𝑚
3𝑁𝑐𝑄2𝐸2cm
[︂
𝑄2𝑞 +
(𝑣2𝑞 + 𝑎
2
𝑞)(𝑣
2
ℓ + 𝑎
2
ℓ)− 2𝑄𝑞𝑣𝑞𝑣ℓ(1−𝑚2𝑍/𝑄2)
(1−𝑚2𝑍/𝑄2)2 +𝑚2𝑍Γ2𝑍/𝑄4
]︂
, (6.105)
where 𝑄 is the dilepton invariant mass, 𝑣ℓ,𝑞 and 𝑎ℓ,𝑞 are the standard vector and axial
couplings of the leptons and quarks to the 𝑍 boson, and the ℓ+ℓ− phase space has
already been integrated over. At NLO , there are two distinct partonic channels,
𝑞𝑞 → 𝑉 𝑔 and 𝑞𝑔 → 𝑉 𝑞, which we consider separately. Here, we calculate the full LL
and NLL kernels for all channels. The LL results will be summarized in Sec. 6.3.4.
𝑞𝑞 → 𝑉 𝑔 We first consider the 𝑞𝑞 → 𝑉 𝑔 channel, for which the spin- and color-
averaged squared amplitude is given by [308]
|ℳ𝑞𝑞→𝑉 𝑔|2 = |ℳ𝑞𝑞→𝑉 |2 × 8𝜋𝛼𝑠𝐶𝐹𝜇
2𝜖
MS
𝑄2
[︂
(1− 𝜖)
(︂
𝑠𝑎𝑘
𝑠𝑏𝑘
+
𝑠𝑏𝑘
𝑠𝑎𝑘
)︂
+
2𝑠𝑎𝑏𝑄
2
𝑠𝑎𝑘𝑠𝑏𝑘
− 2𝜖
]︂
.
(6.106)
The full result from combining the soft, 𝑛-collinear, and ?¯?-collinear contributions is
given by
𝐶
(2,1)
𝑓𝑞𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
[︂
−4𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
− 𝛿(1− 𝑧𝑎)1 + 𝑧
2
𝑏 − 4𝑧3𝑏
2𝑧𝑏
− 1 + 𝑧
2
𝑎 − 4𝑧3𝑎
2𝑧𝑎
𝛿(1− 𝑧𝑏)
]︂
,
𝐶
(2,1)
𝑓 ′𝑞𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
− ln 𝑄
2
𝑞2𝑇
− 1
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
3
2
+
1
2𝑧𝑏
+ 𝑧𝑏 − ℒ0(1− 𝑧𝑏)
]︂
−
[︂
1 + 𝑧𝑎 + 2𝑧
3
𝑎
2𝑧𝑎
+ ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓𝑞𝑓 ′¯𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
− ln 𝑄
2
𝑞2𝑇
− 1
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
− 𝛿(1− 𝑧𝑎)
[︂
1 + 𝑧𝑏 + 2𝑧
3
𝑏
2𝑧𝑏
+ ℒ0(1− 𝑧𝑏)
]︂
+
[︂
3
2
+
1
2𝑧𝑎
+ 𝑧𝑎 − ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
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𝐶
(2,1)
𝑓 ′𝑞𝑓 ′¯𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝐶𝐹
1
𝑄2
{︂[︂
2 ln
𝑄2
𝑞2𝑇
+ 4
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
1− 2𝑧𝑏 − 𝑧2𝑏
2𝑧𝑏
+ 2ℒ0(1− 𝑧𝑏)
]︂
+
[︂
1− 2𝑧𝑎 − 𝑧2𝑎
2𝑧𝑎
+ 2ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
. (6.107)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑞𝑞 → 𝑉 𝑔
at NLO.
𝑞𝑔 → 𝑉 𝑞 The spin- and color-averaged squared amplitude for the 𝑞𝑔 → 𝑉 𝑞 channel
is given by [308]
𝐴𝑞𝑔→𝑉 𝑞(𝑄, 𝑌, {𝑘}) = −𝐴LO𝑞𝑞→𝑉 (𝑄)×
8𝜋𝛼𝑠𝑇𝐹𝜇
2𝜖
MS
𝑄2(1− 𝜖)
[︂
(1− 𝜖)
(︂
𝑠𝑎𝑏
𝑠𝑏𝑘
+
𝑠𝑏𝑘
𝑠𝑎𝑏
)︂
+
2𝑠𝑎𝑘𝑄
2
𝑠𝑎𝑏𝑠𝑏𝑘
− 2𝜖
]︂
.
(6.108)
The full result from combining the soft, 𝑛-collinear, and ?¯?-collinear contributions is
given by
𝐶
(2,1)
𝑓𝑞𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
{︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)−1 + 𝑧
2
𝑏 + 24𝑧
3
𝑏 − 18𝑧4𝑏
2𝑧𝑏
+ 2𝑧𝑎𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑞𝑓𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 2
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︂
1− 𝑧𝑏 − 2𝑧2𝑏 − 6𝑧3𝑏
2𝑧𝑏
+ ℒ0(1− 𝑧𝑏)
]︂
+
[︀
1− 𝑧𝑎 + ℒ0(1− 𝑧𝑎)
]︀
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓𝑞𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
𝛿(1− 𝑧𝑎)−1 + 5𝑧𝑏 + 𝑧
2
𝑏 − 10𝑧3𝑏 + 6𝑧4𝑏
2𝑧𝑏
,
𝐶
(2,1)
𝑓 ′𝑞𝑓 ′𝑔
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
𝛿(1− 𝑧𝑎)1− 𝑧𝑏 + 2𝑧
3
𝑏
2𝑧𝑏
. (6.109)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑞𝑔 → 𝑉 𝑞
at NLO.
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𝑔𝑞 → 𝑉 𝑞 The result for 𝑔𝑞 → 𝑉 𝑞 can be obtained from Eq. (6.108) by exchanging
𝑎↔ 𝑏 and 𝑓𝑞 ↔ 𝑓𝑔,
𝐶
(2,1)
𝑓𝑔𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
{︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 2𝛿(1− 𝑧𝑎)𝑧𝑏 + −1 + 𝑧
2
𝑎 + 24𝑧
3
𝑎 − 18𝑧4𝑎
2𝑧𝑎
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
−1 + 5𝑧𝑎 + 𝑧2𝑎 − 10𝑧3𝑎 + 6𝑧4𝑎
2𝑧𝑎
𝛿(1− 𝑧𝑏) ,
𝐶
(2,1)
𝑓𝑔𝑓 ′𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
{︂[︂
ln
𝑄2
𝑞2𝑇
+ 2
]︂
𝛿(1− 𝑧𝑎)𝛿(1− 𝑧𝑏)
+ 𝛿(1− 𝑧𝑎)
[︀
1− 𝑧𝑏 + ℒ0(1− 𝑧𝑏)
]︂
+
[︂
1− 𝑧𝑎 − 2𝑧2𝑎 − 6𝑧3𝑎
2𝑧𝑎
+ ℒ0(1− 𝑧𝑎)
]︂
𝛿(1− 𝑧𝑏)
}︂
,
𝐶
(2,1)
𝑓 ′𝑔𝑓 ′𝑞
(𝑧𝑎, 𝑧𝑏, 𝑞𝑇 ) = 2𝑇𝐹
1
𝑄2
1− 𝑧𝑎 + 2𝑧3𝑎
2𝑧𝑎
𝛿(1− 𝑧𝑏) . (6.110)
Substituting these results into Eq. (6.94) yields the NLP cross section for 𝑔𝑞 → 𝑉 𝑞
at NLO.
6.3.4 Discussion
Since the full calculation of the power corrections is rather involved, and contains a
number of moving pieces, here we highlight several interesting features of the calcu-
lation, and compare them to the perturbative power corrections for beam thrust. For
the purposes of this discussion, it is convenient to recall the form of the LL power
corrections for the Born partonic configurations
d𝜎
(2),LL
𝑔𝑔→𝐻𝑔
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO𝑔𝑔→𝐻(𝑄)×
𝛼𝑠𝐶𝐴
4𝜋
2
𝑄2
ln
𝑄2
𝑞2𝑇
[︁
8𝑓𝑔(𝑥𝑎)𝑓𝑔(𝑥𝑏) + 𝑓
𝑔𝑔
uni(𝑥𝑎, 𝑥𝑏)
]︁
, (6.111)
d𝜎
(2),LL
𝑞𝑞→𝑉 𝑔
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO𝑞𝑞→𝑉 (𝑄)×
𝛼𝑠𝐶𝐹
4𝜋
2
𝑄2
ln
𝑄2
𝑞2𝑇
[︁
𝑓 𝑞𝑞uni(𝑥𝑎, 𝑥𝑏)
]︁
,
284
where
𝑓 𝑔𝑔uni(𝑥𝑎, 𝑥𝑏) = −𝑥𝑎𝑓 ′𝑔(𝑥𝑎)𝑓𝑔(𝑥𝑏)− 𝑓𝑔(𝑥𝑎)𝑥𝑏𝑓 ′𝑔(𝑥𝑏) + 2𝑥𝑎𝑓 ′𝑔(𝑥𝑎)𝑥𝑏𝑓 ′𝑔(𝑥𝑏) , (6.112)
𝑓 𝑞𝑞uni(𝑥𝑎, 𝑥𝑏) = −𝑥𝑎𝑓 ′𝑞(𝑥𝑎)𝑓𝑞(𝑥𝑏)− 𝑓𝑞(𝑥𝑎)𝑥𝑏𝑓 ′𝑞(𝑥𝑏) + 2𝑥𝑎𝑓 ′𝑞(𝑥𝑎)𝑥𝑏𝑓 ′𝑞(𝑥𝑏) , (6.113)
are identical up to switching of the labels on the PDFs. For the channels with a quark
emission, we have
d𝜎
(2),LL
𝑔𝑞→𝐻𝑞
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO𝑔𝑔→𝐻(𝑄)×
𝛼𝑠𝐶𝐹
4𝜋
2
𝑄2
ln
𝑄2
𝑞2𝑇
[︁
𝑓𝑔(𝑥𝑎)𝑓𝑞(𝑥𝑏) + 𝑓
𝑔𝑞
uni(𝑥𝑎, 𝑥𝑏)
]︁
, (6.114)
d𝜎
(2),LL
𝑔𝑞→𝑉 𝑞
d𝑄2d𝑌 d𝑞2𝑇
= ?^?LO𝑞𝑞→𝑍(𝑄)×
𝛼𝑠𝑇𝐹
4𝜋
2
𝑄2
ln
𝑄2
𝑞2𝑇
[︁
𝑓 𝑞𝑔uni(𝑥𝑏, 𝑥𝑎)
]︁
, (6.115)
where
𝑓 𝑔𝑞uni(𝑥𝑎, 𝑥𝑏) = 𝑥𝑎𝑓
′
𝑔(𝑥𝑎)𝑓𝑞(𝑥𝑏) , (6.116)
𝑓 𝑞𝑔uni(𝑥𝑏, 𝑥𝑎) = 𝑓𝑔(𝑥𝑎)𝑥𝑏𝑓
′
𝑞(𝑥𝑏) , (6.117)
are again identical up to the switching of the labels on the PDFs.
First, we note that these results involve a more complicated structure of derivatives
than the power corrections to the SCETI beam thrust observable, where at most a
single derivative appeared in a given term [447, 122, 448]. Furthermore, for beam
thrust, at LL there are no derivatives for the channels involving quark emission.
Interestingly, the explanation for this arises from very different reasons in the soft
and collinear sectors. In the soft sector, it is a simple consequence of the modified
power counting of the soft modes, which implies that they must be expanded to
two orders in the power counting. In the collinear sector, where the power counting
is the same for 𝑞𝑇 and beam thrust, it arises from the presence of the power law
singularities, which must be expanded against the PDFs. The cancellation of rapidity
divergences between the soft and collinear sectors therefore exhibits a much more
nontrivial relationship.
Another feature of the LL power corrections is the independence from explicit
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factors of the color-singlet rapidity 𝑌 , suggesting that the expansion parameter is
indeed 𝑞2𝑇/𝑄2, as is expected from the fact that 𝑞𝑇 is boost invariant. In fact, the
rapidity dependence is induced purely by the PDFs and their derivatives. This is
particularly interesting for the case of Drell-Yan, where the only terms that contribute
arise from derivatives acting on the PDFs, which leads to a more nontrivial rapidity
dependence, and in particular, a rapidity dependence that is different from that at
leading power. This has potentially interesting implications for power corrections for
𝑞𝑇 subtractions, and we will show this rapidity dependence numerically in Sec. 6.3.5.
It is also interesting to discuss the universality of these results between Higgs and
Drell-Yan production. For the case of beam thrust, the LL results are related by a
Casimir scaling, 𝐶𝐴 ↔ 𝐶𝐹 . Here we see explicitly that this is not the case for 𝑞𝑇 .
However, we see that all terms involving the derivatives of the PDFs are universal
up to exchanges of the partonic indices, and it is only the coefficients of the 𝑓𝑓
PDF structure that are non-universal. One way of understanding this difference in
universality between beam thrust, which is an SCETI observable, and 𝑞𝑇 , which is
an SCETII observable, is the different power counting of the soft sector. Since soft
momenta in SCETII scale as 𝒪(𝜆) rather than 𝒪(𝜆2) this requires that for 𝑞𝑇 the
soft matrix element must be expanded to one higher power, at which point there is
a breaking of their universality. However, the terms involving derivatives of the PDF
get part of their power suppression from expanding the momenta entering the PDFs,
and therefore are effectively expanded to the same power as for an SCETI observable
such as beam thrust. It would be interesting to understand this universality structure
in more detail, in particular how it extends to other processes, and to higher orders.
6.3.5 Numerical Results
In this section, we validate our results by numerically comparing the NLP spectrum
to the full 𝑞𝑇 spectrum, which we obtain by numerically integrating Eq. (6.63). For
Drell-Yan production, we fix 𝑄 = 𝑚𝑍 = 91.1876 GeV and use 𝛼𝑠(𝑚𝑍) = 0.118.
For Higgs production, we work in the on-shell limit with 𝑄 = 𝑚𝐻 = 125 GeV
and 𝛼𝑠(𝑚𝐻) = 0.1126428 corresponding to a three-loop running from 𝛼𝑠(𝑚𝑍). In
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both cases, we use 𝐸cm = 13 TeV and the NNPDF31 NNLO PDFs [46] with fixed
factorization and renormalization scales 𝜇𝑓 = 𝜇𝑟 = 𝑄. We also fix the rapidity to
𝑌 = 2 to have a nontrivial test of the rapidity dependence of our results and to break
the degeneracy between the 𝑞𝑔 and 𝑔𝑞 channels.
We compare the nonsingular cross section at NLO0,8 which is obtained by sub-
tracting all singular terms which diverge as 1/𝑞2𝑇 from the full 𝑞𝑇 spectrum, against
our predictions for the NLP cross section. The dependence of the nonsingular cross
section on 𝑞𝑇 is given by
d𝜎nonsingNLO0
d𝑄2d𝑌 d𝑞2𝑇
= 𝑐1(𝑄, 𝑌 ) ln
𝑄2
𝑞2𝑇
+ 𝑐0(𝑄, 𝑌 ) +𝒪
(︂
𝑞2𝑇
𝑄2
)︂
, (6.118)
where 𝑐1 is predicted by the LL term at NLP and 𝑐0 is predicted by the NLL term at
NLP. Note that 𝑐0 is independent of 𝑞𝑇 , but has a nontrivial dependence on 𝑄 and
𝑌 . The 𝒪(𝑞2𝑇 ) corrections arise at subsubleading power.
In Fig. 6-1, we show the 𝑞𝑇 spectrum for all channels contributing to Higgs pro-
duction. The corresponding results for Drell-Yan production are shown in Fig. 6-2.
In the left panel, we compare the nonsingular 𝑞𝑇 spectrum (solid red) against the
NLP LL (green dashed) and full NLP (blue dashed) predictions. For all channels,
the NLP NLL result is an excellent approximation of the nonsingular spectrum up to
𝑞𝑇 ∼ 10 GeV. The solid green line shows the nonsingular spectrum minus the NLP
LL correction, which in all cases is almost perfectly constant up to 𝑞𝑇 ∼ 10 GeV,
as expected from the structure of Eq. (6.118). The solid blue line shows the nonsin-
gular spectrum minus the full NLP correction, which vanishes as 𝑞2𝑇 for small 𝑞𝑇 as
expected from Eq. (6.118). This provides a strong numerical check of our analytic
results of the NLP contributions. The right panels of Figs. 6-1 and 6-2 compare the
nonsingular spectrum 𝑞2𝑇 d𝜎/d𝑞2𝑇 with the NLP LL and NLP NLL approximations.
Again, we find excellent agreement up to 𝑞𝑇 ∼ 10 GeV.
8From the point of view of the 𝑞𝑇 factorization theorem, the leading-order Born process is 𝑝𝑝→ 𝑋,
and hence 𝜎LO ∼ 𝛿(𝑞2𝑇 ). A nonvanishing transverse momentum is first obtained for 𝑝𝑝 → 𝑋 + 𝑗,
which is the real part of the NLO correction to 𝑝𝑝 → 𝑋, but the LO contribution for 𝑞𝑇 > 0. For
clarity, we denote this order as NLO0 to stress that it is counted with respect to the Born process
𝑝𝑝→ 𝑋.
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In Fig. 6-3, we show the rapidity dependence of the power corrections for the 𝑔𝑔
and 𝑞𝑔 channels for Higgs production and for the 𝑞𝑞 and 𝑞𝑔 channels for Drell-Yan
production. We show the individual NLP terms as given in Eq. (6.118), with the LL
term proportional to 𝑐1 shown in green and the NLL term proportional to 𝑐0 shown
in blue. Since their 𝑞𝑇 dependence is trivial, we fix 𝑞𝑇 = 1 GeV, which only affects
the overall size of the LL term, and we normalize the results to the LO rapidity
spectrum. Despite the fact that the kernels have no explicit rapidity dependence, we
observe a nontrivial rapidity dependence due to the PDF derivatives, and in the case
of the 𝑞𝑔 channels also because they involve different PDFs than the Born process.
This is different than the case of beam thrust, which for certain definitions has an
explicit rapidity dependence through factors of 𝑒±𝑌 in both the LL and the NLL
kernels [447, 448, 256]. The rapidity dependence is particularly interesting for Drell-
Yan production, where the term proportional to the PDFs themselves vanishes, see
Eq. (6.111), and so the power corrections are determined solely by the structure of the
PDF derivatives. At large values of |𝑌 |, this leads to a relatively large dependence
of the power corrections on the rapidity. For Higgs production this effect is more
moderate due to the appearance of a term proportional to PDFs as present at LO,
which dominates the rapidity dependence. This observation, which we believe is
likely to persist at higher perturbative orders, could have important implications
in the context of 𝑞𝑇 subtractions [162], where it is important to understand the
rapidity dependence of the power corrections. Our results suggest that the rapidity
dependence may be well behaved for the case of Higgs production but could be more
problematic for Drell-Yan production. We leave the investigation of the structure at
higher perturbative orders to future work.
6.4 Conclusions
In this chapter, we have studied in detail the structure and consistent regulariza-
tion of rapidity divergences at subleading order in the power expansion. We have
discussed several new features appearing at subleading power that put additional re-
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quirements on the rapidity regulator. As a result, most of the rapidity regulators
that have been used in the literature at leading power become either unsuitable or
inconvenient at subleading power. In particular, we have shown that the 𝜂 regulator,
which in principle can be applied at subleading power, is not homogeneous in the
power expansion, which leads to undesirable complications at subleading power. We
have introduced a new pure rapidity regulator, which is homogeneous in the power
counting. It allows us to regulate rapidity divergences appearing in 𝑞𝑇 distributions
at any order in the power expansion, while respecting the power counting of the EFT.
This significantly simplified the analysis of rapidity divergences and the associated
logarithms at subleading power. It would be interesting to study its application to
other physical problems of interest and to further study its properties.
We have also found a rich structure of power-law divergences at subleading power,
which can have a nontrivial effect on the final NLP result. Furthermore, at subleading
power, rapidity divergences arise not only from gluons, but also from quarks. It would
be interesting to further understand their formal properties.
As an explicit application of our formalism to a physical observable, we considered
the 𝑞𝑇 spectrum for color-singlet production, for which we computed the complete
NLP corrections, i.e., including both the logarithmic and nonlogarithmic contribu-
tions, at fixed 𝒪(𝛼𝑠). This provides a highly nontrivial test of our regulator. In
this case, the power-law rapidity divergences have the effect of inducing derivatives
of the PDFs in the final NLP result for the 𝑞𝑇 spectrum. We also find that unlike
for the case of beam thrust, where the LL power corrections for Higgs and Drell-Yan
production are related by 𝐶𝐴 ↔ 𝐶𝐹 , this is not the case for the LL power corrections
for 𝑞𝑇 , which have a different structure for these two processes.
Our results represent a first important step in systematically studying subleading
power corrections for observables with rapidity divergences. It opens the door for ad-
dressing a number of interesting questions. It will be important to extend our results
and to better understand the structure of subleading-power rapidity divergences at
higher perturbative orders. As a particularly interesting application, the power cor-
rections for the 𝑞𝑇 spectrum can be used to improve the numerical performance and
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to better understand the systematic uncertainties of 𝑞𝑇 subtractions, whose feasibility
at next-to-next-to-next-to-leading order has recently been demonstrated in ref. [189]
for Higgs production. We also hope that recent advances in the renormalization at
subleading power, which has enabled the all-orders resummation of subleading-power
logarithms, can also be extended to enable the resummation of subleading-power
rapidity logarithms, with possible applications in a variety of contexts.
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Figure 6-1: Comparison of the LL and NLL corrections at subleading power with the
full nonsingular 𝑞𝑇 spectrum for all partonic channels contributing to Higgs produc-
tion at NLO0.
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Figure 6-2: Comparison of the LL and NLL corrections at subleading power with
the full nonsingular 𝑞𝑇 spectrum for all partonic channels contributing to Drell-Yan
production at NLO0.
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Figure 6-3: Rapidity dependence of the LL (green) and NLL (blue) power corrections
for Higgs and Drell-Yan production at NLO, relative to the LO rapidity dependence.
The 𝑞𝑞 channel for Higgs production is not shown, as its LL power corrections vanish.
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Chapter 7
Collinear Expansion for Color Singlet
Cross Sections
7.1 Introduction
Our knowledge of the structure of quantum field theory (QFT) is rapidly advancing.
On the one hand this steady progress allows us to answer fundamental questions
about the interactions of nature by deriving precise predictions for the outcome of
scattering experiments that can be compared with experimental observation. On the
other hand we learn about the mathematical structures that underly this description.
Progress in QCD perturbation theory has allowed us to venture to predictions at
next-to-next-to-next-to leading order (N3LO) in the strong coupling constant for se-
lect inclusive and differential cross sections at the Large Hadron Collider (LHC) [27,
236, 441, 189, 248, 237, 241, 243, 240]. Resummation of kinematic limits of cross
sections has reached the similarly astounding precision for a multitude of observ-
ables [72, 1, 332, 113, 476, 2, 251, 171, 103]. Nevertheless, the difficulty of describing
the scattering of fundamental particles is ever rising with increasing demand for pre-
cision and for more complex observables. To overcome seemingly insurmountable
complexity, parametric or kinematic expansions have proven highly effective. For
example, expanding the gluon fusion Higgs boson production cross section around
the production threshold of the Higgs boson allowed for the computation of the first
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hadron collider cross section at N3LO in QCD perturbation theory [27].
Kinematic expansions in hadron collisions have been studied since a long time.
For example, such expansions provide the bases of factorization theorems for inclu-
sive processes in hadron collisions [105, 199, 198, 488, 200, 201, 149, 413]. They
have also been used to derive universal quantities like emission currents or splitting
amplitudes (see for example refs. [10, 215, 420, 98, 135, 160, 156, 208, 66, 226, 163,
244, 245, 391, 31, 213, 227]), for studying the high energy behavior of amplitudes
and cross sections (see for example refs. [374, 44, 396, 147, 457, 359, 214, 141, 142])
as well as in the calculation of counterterms for subtraction algorithms (see for ex-
ample refs. [303, 216, 204, 328, 418, 217]). In the method of regions, one expands
Feynman integrals in all relevant kinematic limits to simplify their evaluation [86].
More generally they can be used to study divergence structures of Feynman inte-
grals [32] or to approximate hadronic cross sections [221, 109, 394, 20, 399, 238].
Soft-Collinear Effective Theory (SCET) is based on the kinematic expansion of scat-
tering amplitudes and the realisation that such limits can be described by effective
field theories [53, 55, 61, 58, 54]. These techniques have also been used to derive the
factorization of several infrared observables for color-singlet processes at hadron col-
liders, see for example refs. [491, 68, 264, 184, 444, 126, 500, 48, 69, 402, 471, 414, 445].
In this article we detail a technique for the efficient expansion of differential par-
tonic cross sections for the production of a color singlet final state ℎ in hadron-hadron
collisions in the kinematic limit that all radiation produced alongside ℎ is collinear
to one of the collision axis of our scattering process. The method outlined here is
based on the work mentioned before and extends existing technology. It also shares
many similarities with the method developed in refs. [26, 28, 25, 24, 247] to expand
cross sections around the limit of all radiation being soft. Our expansion is carried
out at the integrand level, i.e., before loop or phase space integrals are carried out.
The resulting expressions can be interpreted diagrammatically. This in turn greatly
simplifies the analytic computation of matrix elements by employing powerful loop
integration techniques like the reverse unitarity framework [29, 22, 23, 30, 21] or
integration-by-part (IBP) identities [174, 501]. Our expansion is systematically im-
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provable as we can compute to arbitrarily high power in our expansion parameter.
The mathematical functions that appear in each term of the expansion are determined
by the first few expansion coefficients.
The collinear expansion of cross sections can find many applications in the com-
putation of higher order corrections to scattering processes. Cross sections for the
production of hard probes ℎ can be approximated by performing a systematic collinear
expansion. Recently, an all-order factorization theorem was derived for the first order
in this collinear expansion [413]. While the usefulness of our expansion technique
depends on the specific observable in question, it is obvious that key observables
like the rapidity or transverse momentum of a hard probe are amenable to such an
expansion. We demonstrate the applicability of our collinear expansion to the ra-
pidity distribution of the Higgs boson produced via gluon fusion. By calculating the
collinear expansion to its second order, we demonstrate the excellent convergence of
our series towards the full result at NNLO in perturbation theory.
Kinematic limits of cross sections can also be used to identify universal structures
of quantum field theories. Our expansion technique allows to gain access to splitting
functions or integrated counter terms that may find application in subtraction algo-
rithms used for the computation of fully differential cross sections. Universal building
blocks that find their application in the resummation of perturbative cross sections
can be accessed efficiently using this expansion technique.
One example of such universal building blocks are so-called beam functions [491,
493] which arise in SCET and play a crucial role in factorization theorems of hadronic
observables. We demonstrate how to relate beam functions to the kinematic limit of
our perturbative cross sections and how they can be extracted efficiently. Specifi-
cally, we investigate the transverse momentum (𝑞𝑇 ) dependent beam functions and
𝑁 -jettiness (𝒯𝑁) beam function. We illustrate our method by computing these quan-
tities through NNLO, up to the second order in the dimensional regularization pa-
rameter 𝜖, confirming recent results in the literature [410, 412, 49]. These results
are necessary input for the calculation of aforementioned beam functions at N3LO
in QCD, where much progress has been already made for the quark 𝒯𝑁 beam func-
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tion [438, 439, 73], and which has already been achieved for the quark 𝑞𝑇 beam
function and TMDPDF [411]. In our companion papers [254, 253], we complete this
task by computing the 𝑞𝑇 and 𝒯0 beam functions in all channels at N3LO based on
the methods outlined in this article.
In recent years the universal structure of cross sections beyond leading power in
kinematic expansions within SCET have been explored [424, 82, 470, 83, 60, 329, 388,
94, 285, 357, 447, 448, 88, 278, 451, 164, 449, 11, 89, 91, 92, 453, 256, 257, 99, 93, 452,
90, 454, 455, 404, 405, 403]. As this avenue of research is still growing rapidly, our
expansion techniques may provide analytic information towards the structure of cross
sections at higher power. In fact, the method developed in this chapter is inspired by
the calculation of power corrections in fixed order SCET for 𝒯0 [447, 448, 256] and
𝑞𝑇 [257]. It will be interesting to extend these studies to higher order in 𝛼𝑠 and the
power expansion. We hope that our techniques will provide readily accessible tools
for the computation of yet unknown universal building blocks.
This article is structured as follows: In Sec. 7.2 we setup a parameterization for
differential cross sections for color singlet production at hadron colliders. This will
mainly serve to develop a notation and to identify the objects that we aim to expand.
In Sec. 7.3 we introduce the general strategy of expanding differential hadronic cross
sections around the collinear limit, identifying the relevant kinematic regions and
formally defining what we intend by collinear expansion. We then continue the dis-
cussion about collinear expansions in Sec. 7.4 by showing in practice how to perform
the collinear expansion for squared matrix elements. We will show explicit examples
of the expansion of two loop cut diagrams at leading and beyond leading power, both
for real radiation as well as for loop corrections. In Sec. 7.5 we explain how our
collinear expansion of cross section is related to the effective field theory framework
of SCET and in particular to the factorization of hadronic differential cross sections.
In Sec. 7.6 we review the role of SCET beam functions in the factorization of hadronic
differential cross sections and we show that they are naturally connected to the leading
term of our collinear expansion of cross sections. We discuss in detail how to obtain
beam functions both in the case of 𝑞𝑇 and 𝒯𝑁 . In Sec. 7.7 we apply our formalism
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to compute the rapidity spectrum of the Higgs in gluon fusion at NNLO in QCD via
the collinear expansion of the partonic cross section. We conclude in Sec. 7.8.
7.2 Setup for differential cross sections
In this section, we develop the notation for differential cross sections at hadron collid-
ers. In Sec. 7.2.1, we introduce our generic notation for the production of a colorless
hard probe ℎ in a proton-proton collision. In Sec. 7.2.2 we provide a detailed deriva-
tion of the required differential phase space.
7.2.1 General setup and notation
We consider the production of a colorless hard probe ℎ and an additional hadronic
state 𝑋 in a proton-proton collision. Examples of such processes are the gluon fusion
production cross section of a Higgs boson or the hadronic production of a 𝑍 boson or
virtual photon (Drell-Yan).
𝑃 (𝑃1) + 𝑃 (𝑃2) → ℎ(−𝑝ℎ) +𝑋(−𝑘) . (7.1)
Here, 𝑃1,2 are the momenta of the incoming protons, which in the hadronic center-of-
mass frame are given by
𝑃 𝜇1 =
√
𝑆
𝑛𝜇
2
, 𝑃 𝜇2 =
√
𝑆
?¯?𝜇
2
, (7.2)
where 𝑆 = (𝑃1 + 𝑃2)2 is the hadronic center-of-mass energy and the protons are
aligned along the directions
𝑛𝜇 = (1, 0, 0, 1) , ?¯?𝜇 = (1, 0, 0,−1) . (7.3)
In Eq. (7.1), 𝑝ℎ is the momentum of the hard probe ℎ, and 𝑘 is the total momentum
of the hadronic state 𝑋, and as indicated both momenta are taken to be incoming.
The hadronic process in Eq. (7.1) receives contributions from the partonic pro-
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cesses
𝑖(𝑝1) + 𝑗(𝑝2) → ℎ(−𝑝ℎ) +𝑋𝑛(−𝑝3, . . . ,−𝑝𝑛+2) , (7.4)
where 𝑖 and 𝑗 are the flavors of the incoming partons, and their momenta are given
by
𝑝𝜇1 = 𝑥1𝑃
𝜇
1 , 𝑝
𝜇
2 = 𝑥2𝑃
𝜇
2 , (7.5)
such that the partonic center of mass energy is given by
𝑠 = (𝑝1 + 𝑝2)
2 = 𝑥1𝑥2𝑆 . (7.6)
In Eq. (7.4), 𝑋𝑛 is a hadronic final state consisting of 𝑛 ≥ 0 partons with momenta
{𝑝3, · · · , 𝑝𝑛+2} and total momentum 𝑘𝜇 ≡
∑︀
𝑖>2 𝑝
𝜇
𝑖 .
We are interested in describing processes that are differential in the four momen-
tum 𝑝𝜇ℎ, which we parameterize in terms of its rapidity 𝑌 and virtuality 𝑄,
𝑌 =
1
2
log
(︂
?¯? · 𝑝ℎ
𝑛 · 𝑝ℎ
)︂
, 𝑄2 = 𝑝2ℎ , (7.7)
and by momentum conservation its transverse momentum 𝑝𝜇ℎ⊥ is fixed to be 𝑝
𝜇
ℎ⊥ =
−𝑘𝜇⊥. The momentum 𝑘𝜇 is parameterized in terms of the variables
𝑤1 = − ?¯? · 𝑘
?¯? · 𝑝1 , 𝑤2 = −
𝑛 · 𝑘
𝑛 · 𝑝2 , 𝑥 =
𝑘2
(?¯? · 𝑘)(𝑛 · 𝑘) = 1−
?⃗?2⊥
(?¯? · 𝑘)(𝑛 · 𝑘) .(7.8)
We refer to the hadronic cross section differential in the above variables as the
general differential cross section,
d𝜎
d𝑄2d𝑌 d𝑤1d𝑤2d𝑥
=
𝜎0
𝜏
∑︁
𝑖,𝑗
𝑥1𝑓𝑖 (𝑥1)𝑥2𝑓𝑗 (𝑥2)
d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
. (7.9)
Here, the sum runs over all possible initial state configurations 𝑖, 𝑗, the 𝑓𝑖(𝑥) denote
the parton distribution functions, and d𝜂𝑖𝑗/(d𝑄2d𝑤1d𝑤2d𝑥) is the general partonic
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coefficient function. Eq. (7.9) is normalized by 𝜎0, which contains all constant factors
appearing in the Born level cross section. The Bjorken momentum fractions 𝑥1,2 can
be expressed in terms of the variables introduced above.
𝑥1 =
𝑥𝐵1
𝑧1
= 𝑥𝐵1
[︂√︀
1 + (𝑘𝑇/𝑄)2 − ?¯? · 𝑘
𝑄
𝑒−𝑌
]︂
,
𝑥2 =
𝑥𝐵2
𝑧2
= 𝑥𝐵2
[︂√︀
1 + (𝑘𝑇/𝑄)2 − 𝑛 · 𝑘
𝑄
𝑒+𝑌
]︂
, (7.10)
where the momentum fractions appearing at Born level are given by
𝑥𝐵1 =
√
𝜏𝑒𝑌 , 𝑥𝐵2 =
√
𝜏𝑒−𝑌 , (7.11)
where 𝜏 = 𝑄2/𝑆 and we use the functions
𝑧1 =
√︂
1− 𝑤1
1− 𝑤2
√
1− 𝑤1 − 𝑤2 + 𝑤1𝑤2𝑥, 𝑧2 =
√︂
1− 𝑤2
1− 𝑤1
√
1− 𝑤1 − 𝑤2 + 𝑤1𝑤2𝑥.
(7.12)
At Born level, 𝑘𝜇 = 0, such that the momentum fractions 𝑥1,2 reduce to 𝑥𝐵1,2, while in
the presence of real radiation the kinematic constraint 𝑘𝜇 < 0 dictates that 𝑥1,2 ≥ 𝑥𝐵1,2.
The general partonic coefficient function in Eq. (7.9) is given by
d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
=
𝜏
𝜎0
𝒩𝑖𝑗
2𝑄2
∑︁
𝑋𝑛
∫︁
dΦℎ+𝑛
d𝑤1d𝑤2d𝑥
|ℳ𝑖𝑗→ℎ+𝑋𝑛|2 . (7.13)
Here, the sum runs over all hadronic final states 𝑋𝑛 consisting of 𝑛 partons, and
dΦℎ+𝑛 is the phase space measure of the ℎ + 𝑋𝑛 final state which will be discussed
in more detail in Sec. 7.2.2. |ℳ𝑖𝑗→ℎ+𝑋𝑛|2 is the associated squared matrix element
summed over final and initial state colors and helicities. We have also pulled out the
overall normalization factor𝒩𝑖𝑗, related to the spins and polarizations of the incoming
partons. Depending on the initial state, it is given by
𝒩𝑔𝑔 = 1
4(𝑛2𝑐 − 1)2(1− 𝜖)2
,
𝒩𝑞𝑔 = 𝒩𝑔𝑞 = 1
4(𝑛2𝑐 − 1)𝑛𝑐(1− 𝜖)
,
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𝒩𝑞𝑞 = 𝒩𝑞𝑞 = 𝒩𝑞𝑞′ = 𝒩𝑞𝑞′ = 1
4𝑛2𝑐
. (7.14)
Here, 𝑔, 𝑞 (𝑞) and 𝑞′ (𝑞′) indicate a gluon, (anti-)quark, and (anti-)quark of different
flavor than 𝑞, respectively.
We expand the general partonic coefficient function in 𝛼𝑠 as
d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
=
∞∑︁
ℓ=0
(︁𝛼𝑠
𝜋
)︁ℓ d𝜂(ℓ)𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
(7.15)
= 𝜂𝑉𝑖𝑗𝛿(𝑤1)𝛿(𝑤2)𝛿(𝑥) +
∞∑︁
ℓ=1
(︁𝛼𝑠
𝜋
)︁ℓ ℓ∑︁
𝑛,𝑚=1
𝑤−1−𝑚𝜖1 𝑤
−1−𝑛𝜖
2
d𝜂
(ℓ,𝑚,𝑛)
𝑖𝑗 (𝑤1, 𝑤2, 𝑥,𝑄
2)
d𝑄2d𝑤1d𝑤2d𝑥
.
Here, 𝜂𝑉𝑖𝑗 contains the Born cross section and purely virtual corrections, and can itself
be expanded in 𝛼𝑠/𝜋 with the first term 𝜂
𝑉 (0)
𝑖𝑗 = 𝛿?¯?𝑗 for flavour diagonal processes
like Drell-Yan or Higgs production. The 𝜂(ℓ,𝑚,𝑛)𝑖𝑗 are separately holomorphic in the
vicinity of 𝑤1 = 0 or 𝑤2 = 0.
The differential cross section for a specific observable 𝒯 that only depends on 𝑝𝜇ℎ
and 𝑘𝜇 is obtained from our general differential cross section given in Eq. (7.9) as
d𝜎
d𝑄2d𝑌 d𝒯 = 𝜎0
∑︁
𝑖,𝑗
𝑓𝑖(𝑥
𝐵
1 )⊗𝑥𝐵1
d𝜂𝑖𝑗(𝑥
𝐵
1 , 𝑥
𝐵
2 )
d𝑄2d𝑌 d𝒯 ⊗𝑥𝐵2 𝑓𝑗(𝑥
𝐵
2 ). (7.16)
Here, the convolution integral is defined as
𝑓(𝑥)⊗𝑥 𝑔(𝑥) =
∫︁ 1
𝑥
d𝑧
𝑧
𝑓(𝑧)𝑔
(︁𝑥
𝑧
)︁
. (7.17)
The corresponding partonic coefficient function differential in 𝒯 is given by
d𝜂𝑖𝑗(𝑦1, 𝑦2)
d𝑄2d𝑌 d𝒯 =
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿 (𝑦1 − 𝑧1) 𝛿 (𝑦2 − 𝑧2)
× 𝛿[︀𝒯 − 𝒯 (𝑄, 𝑌, 𝑤1, 𝑤2, 𝑥)]︀ d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
, (7.18)
where 𝒯 (𝑄, 𝑌, 𝑤1, 𝑤2, 𝑥) picks out the value of the observable at a given phase space
point. Note that in the above equation the variables 𝑧𝑖 are still functions of 𝑤1, 𝑤2
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and 𝑥 as specified in Eq. (7.12).
The partonic coefficient function in (7.16) contains ultraviolet (UV) and infrared
(IR) divergences. We regulate such divergences using conventional dimensional reg-
ularisation by extending the space time dimension by an infinitesimal amount to be
𝑑 = 4 − 2𝜖. UV divergences are removed by renormalization in the MS scheme. IR
singularities are removed by the standard mass factorization redefinition of the PDFs.
Specifically, the unsubtracted PDF 𝑓𝑖(𝑥) is given in terms of the finite PDF in the
MS scheme 𝑓𝑅𝑖 (𝑥) as
𝑓𝑖(𝑥) =
∑︁
𝑗
Γ𝑖𝑗(𝑧)⊗𝑧 𝑓𝑅𝑗 (𝑧) , (7.19)
where the sum runs over all parton flavors 𝑗, Γ𝑖𝑗 is the PDF counterterm that is
known through three loops [442, 507], and we suppress the associated factorization
scale 𝜇. This allows us to write the hadronic differential cross section of Eq. (7.16) in
terms of finite quantities,
d𝜎
d𝑄2d𝑌 d𝒯 = 𝜎0
∑︁
𝑖,𝑗
𝑓𝑅𝑖 (𝑥
𝐵
1 )⊗𝑥𝐵1
d𝜂𝑅𝑖𝑗(𝑥
𝐵
1 , 𝑥
𝐵
2 )
d𝑄2d𝑌 d𝒯 ⊗𝑥𝐵2 𝑓
𝑅
𝑗 (𝑥
𝐵
2 ) , (7.20)
with
d𝜂𝑅𝑖𝑗(𝑧1, 𝑧2)
d𝑄2d𝑌 d𝒯 =
∑︁
𝑘,ℓ
Γ𝑘𝑖(𝑧1)⊗𝑧1
d𝜂𝑘ℓ(𝑧1, 𝑧2)
d𝑄2d𝑌 d𝒯 ⊗𝑧2 Γℓ𝑗(𝑧2) . (7.21)
7.2.2 Differential phase space
To derive the phase space differential in the variables defined in Eq. (7.8), we start
from the generic expression for the phasespace of the ℎ+𝑋𝑛 system,
dΦℎ+𝑛 =
d𝑑𝑝ℎ
(2𝜋)𝑑
(2𝜋)𝛿+(𝑝
2
ℎ −𝑄2)
[︃
𝑛+2∏︁
𝑖=3
d𝑑𝑝𝑖
(2𝜋)𝑑
(2𝜋)𝛿+(𝑝
2
𝑖 )
]︃
(2𝜋)𝑑𝛿𝑑(𝑝1 + 𝑝2 + 𝑝ℎ + 𝑘) ,
(7.22)
where
𝛿+(𝑝
2 −𝑚2) = 𝜃(−𝑝0 −𝑚)𝛿(𝑝2 −𝑚2) , (7.23)
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and 𝑘𝜇 =
𝑛+2∑︀
𝑖=3
𝑝𝜇𝑖 is the total momentum of 𝑋𝑛. Next, we separate the integration over
𝑝ℎ and 𝑘 by inserting the unity
1 =
∫︁
d𝑑𝑘
(2𝜋)𝑑
(2𝜋)𝑑𝛿𝑑(𝑘 − 𝑝3 − · · · − 𝑝𝑛+2)
∫︁ ∞
0
d𝜇2
2𝜋
(2𝜋)𝛿+(𝑘
2 − 𝜇2) . (7.24)
This splits the ℎ+𝑋𝑛 phase space measure into an integral over the phase space Φm2 for
two massive particles and the phase space Φ0𝑛 for 𝑛 massless partons of total invariant
mass 𝜇2,
dΦℎ+𝑛 =
∫︁ ∞
0
d𝜇2
2𝜋
dΦm2 (𝜇
2) dΦ0𝑛(𝜇
2) . (7.25)
The two phase space measures are defined as
dΦm2 (𝜇
2) =
d𝑑𝑝ℎ
(2𝜋)𝑑
(2𝜋)𝛿+(𝑝
2
ℎ −𝑄2)
d𝑑𝑘
(2𝜋)𝑑
(2𝜋)𝛿+(𝑘
2 − 𝜇2) (2𝜋)𝑑𝛿𝑑(𝑝1 + 𝑝2 + 𝑝ℎ + 𝑘) ,
dΦ0𝑛(𝜇
2) =
[︂𝑛+2∏︁
𝑖=3
d𝑑𝑝𝑖
(2𝜋)𝑑
(2𝜋)𝛿+(𝑝
2
𝑖 )
]︂
(2𝜋)𝑑𝛿𝑑
(︂
𝑘 −
𝑛+2∑︁
𝑖=3
𝑝𝑖
)︂
. (7.26)
The on-shell constraint for 𝑝ℎ is used together with the definition of the rapidity of
Eq. (7.7) to define the born momentum fractions 𝑥𝐵1,2. Transforming from 𝑘𝜇 to the
variables introduced in Eq. (7.8), we obtain the desired result for the differential phase
space,
dΦℎ+𝑛
d𝑤1d𝑤2d𝑥
=
1
2(4𝜋)2−𝜖Γ(1− 𝜖) (𝑤1𝑤2𝑠)
1−𝜖 (1− 𝑥)−𝜖𝜃[𝑥(1− 𝑥)]𝜃(𝑤1)𝜃(𝑤2)dΦ0𝑛 (𝑠𝑤1𝑤2𝑥) .
(7.27)
In the special case of having zero or one final state parton, Eq. (7.27) becomes
dΦℎ+0
d𝑤1d𝑤2d𝑥
=
(2𝜋)
𝑠
𝛿(𝑥)𝛿(𝑤1)𝛿(𝑤2) ,
dΦℎ+1
d𝑤1d𝑤2d𝑥
=
(𝑤1𝑤2𝑠)
−𝜖
2(4𝜋)1−𝜖Γ(1− 𝜖)𝛿(𝑥)𝜃(𝑤1)𝜃(𝑤2) . (7.28)
304
The inclusive phase space volume is obtained by integrating over the differential phase
space volume.
Φℎ+𝑛 =
∫︁
𝑑𝑤1𝑑𝑤2𝑑𝑥𝛿
(︀
1− 𝑤1 − 𝑤2 + 𝑤1𝑤2𝑥−𝑄2/𝑠
)︀
dΦℎ+𝑛. (7.29)
7.3 Collinear expansion of color-singlet cross sections
In this section, we introduce the general strategy of expanding cross sections around
the collinear limit. We begin by identifying the key kinematic regions in which we
want to expand cross sections in Sec. 1.2. Next, we define the collinear expansion
of hadronic cross sections in Sec. 7.3.1. Finally, we comment on the use of different
coordinates in performing a collinear expansion in Sec. 7.3.2. We will provide explicit
examples on how to implement this in practice for matrix elements in Sec. 7.4.
In this section, it will be very convenient to work with light-cone coordinates1.
We decompose a momentum 𝑝𝜇 as
𝑝𝜇 = 𝑝+
?¯?𝜇
2
+ 𝑝−
𝑛𝜇
2
+ 𝑝𝜇⊥ ≡ (𝑝+, 𝑝−, 𝑝⊥) , (7.30)
where the 𝑝± components are explicitly given by
𝑝− = ?¯? · 𝑝 = 𝑝0 + 𝑝𝑧 , 𝑝+ = 𝑛 · 𝑝 = 𝑝0 − 𝑝𝑧 , (7.31)
and 𝑝⊥ is the remaining transverse component.
7.3.1 Expanding cross sections around the collinear limit
We now discuss the expansion of hadronic cross sections of Eq. (7.16) around the
particular limit where all final state radiation becomes collinear to one of the incoming
proton momenta.
Let us define our collinear expansion: we want to expand around the limit where
1Note that another popular conventions in the literature defines light-cone coordinates through
the decomposition 𝑝𝜇 = 𝑝− ?¯?
𝜇√
2
+ 𝑝+ 𝑛
𝜇√
2
+ 𝑝𝜇⊥ with 𝑝
± = (𝑝0 ± 𝑝𝑧)/√2.
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all real momenta are treated as 𝑛-collinear, and thus the total momentum 𝑘𝜇 of the
hadronic final-state is 𝑛-collinear as well, i.e. it it scales as
𝑘𝜇 ∼ 𝑘−𝑛
𝜇
2
+ 𝜆2𝑘+
?¯?𝜇
2
+ 𝜆𝑘𝜇⊥ . (7.32)
We then want to expand the hadronic differential cross section in Eq. (7.16) to obtain
a power series in 𝜆,
d𝜎
d𝑄2d𝑌 d𝒯 = 𝜆
−2 d𝜎
(0)
d𝑄2d𝑌 d𝒯 + 𝜆
−1 d𝜎
(1)
d𝑄2d𝑌 d𝒯 + . . . . (7.33)
Here, the leading-power cross section 𝜎(0) scales as 𝜆−2,2 the next-to-leading power
(NLP) cross section3 𝜎(1) as 𝜆−1, and so forth. Depending on the observable 𝒯 ,
this series may start at higher orders in 𝜆, but for the infrared-sensitive observables
discussed in this chapter we always encounter a leading 𝒪(𝜆−2) term.
It is desirable that Born quantities like 𝑄2 and 𝑌 are unaffected by the expansion
we want to carry out, as they set the hard scales of the process. The importance of
this for expansions at subleading power in 𝜆 was already stressed in refs. [257, 256].
As a consequence, the Bjorken momentum fractions given in Eq. (7.10) need to be
expanded. Expressing them in terms of hard quantities and the momentum 𝑘 we find
𝑥1
𝑥𝐵1
=
√︁
1 + 𝑘2𝑇/𝑄
2 − 𝑘
−
𝑄
𝑒−𝑌 = 1− 𝑘
−𝑒−𝑌
𝑄
+𝒪(𝜆2) ,
𝑥2
𝑥𝐵2
=
√︁
1 + 𝑘2𝑇/𝑄
2 − 𝑘
+
𝑄
𝑒+𝑌 = 1 +𝒪(𝜆2) . (7.34)
Since the momentum fractions enter as arguments of the PDFs, a pure hadronic
expansion to higher orders in 𝜆 will automatically involve derivatives of PDFs, as
firstly noted for 𝒯0 in ref. [447]. Furthermore, the variables 𝑤1 and 𝑤2 we introduced
2This leading-power collinear limit precisely corresponds to the generalized threshold limit of
ref. [413].
3Note that for a large class of observables, as for example 𝑞𝑇 and beam thrust, the odd powers
in this series vanish. It is therefore common practice to indicate as NLP the first non vanishing
contribution beyond leading power, which in those cases would be 𝜎(2).
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in Eq. (7.8) must also be expanded,
𝑤1 =
−𝑘−
𝑥1
√
𝑆
=
−𝑘−
𝑥𝐵1
√
𝑆 − 𝑘− +𝒪(𝜆
2) 𝑤2 =
−𝑘+
𝑥2
√
𝑆
=
−𝑘+
𝑥𝐵2
√
𝑆
+𝒪(𝜆4) , (7.35)
where 𝑥𝐵1,2 are the momentum fractions at Born level, see Eq. (7.11). As a consequence
we find that the 𝑛-collinear limit of Eq. (7.18) becomes
lim
𝑛−coll.
d𝜂𝑖𝑗(𝑦1, 𝑦2)
d𝑄2d𝑌 d𝒯 = 𝛿 (1− 𝑦2)
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿 [𝑦1 − (1− 𝑤1)] (7.36)
× lim
𝑛−coll.
{︂
𝛿 [𝒯 − 𝒯 (𝑄, 𝑌, 𝑤1, 𝑤2, 𝑥)] d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
}︂
,
where 𝑤1,2 are evaluated according to Eq. (7.35). The definition of our observable 𝒯
itself may not be invariant under rescaling according to our power counting. In order
to achieve a pure expansion of the hadronic cross section we may either expand the
observable constraint or solve the constraint using one of the remaining integration
variables and expand subsequently. We address how the general partonic coefficient
function d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
can be expanded in Sec. 7.4.
Constructing a collinear expansion can be done with different objectives in mind.
One objective can be to obtain a pure series expansion of the hadronic cross section
as discussed above. Another objective can be to simplify the computation of the
partonic coefficient function which does not require a pure expansion of the hadronic
cross section. In the latter scenario one would only expand the partonic coefficient
function 𝜂𝑖𝑗 on the right-hand side of Eq. (7.18), but not expand the 𝑤1,2 and the
momentum fractions 𝑥1,2 as presented above. This approach can also serve as a
suitable proxy to a collinear expansion, where parts of the cross section are kept
exact.
7.3.2 Expansions using different coordinates
So far, we defined our power counting such that the invariant mass 𝑄2 and rapidity
𝑌 of the produced hard probe ℎ scale homogeneously as 𝒪(𝜆0) and the lightcone
components of the total momentum 𝑘𝜇 of the hadronic final state have a homogeneous
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power counting in 𝜆. This is reasonable, since one can only measure directly the
final-state particles in the hadronic collision, which are then used to define the power
counting. In particular, 𝑄2 and 𝑌 are the only hard scales in the considered hadronic
cross section d𝜎/(d𝑄2d𝑌 d𝒯 ).
This setup immediately implies that the momenta 𝑝1 and 𝑝2 of the incoming
partons do not have a homogeneous power counting, as it is evident from their explicit
expressions in terms of 𝑄2, 𝑌 and 𝑘𝜇,
𝑝−1 (𝑄
2, 𝑌, 𝑘+, 𝑘−, 𝑥) = −𝑘− + 𝑒+𝑌
√︀
𝑄2 + 𝑘+𝑘−(1− 𝑥) ,
𝑝+2 (𝑄
2, 𝑌, 𝑘+, 𝑘−, 𝑥) = −𝑘+ + 𝑒−𝑌
√︀
𝑄2 + 𝑘+𝑘−(1− 𝑥) , (7.37)
see Eq. (7.10). Thus, 𝑝1 and 𝑝2 give rise to an infinite tower of power corrections in 𝜆,
which in turn requires an expansion of 𝑤1 and 𝑤2 used to define the general partonic
coefficient function, as shown in Eq. (7.35).
Since one has access to all incoming and outgoing momenta in the calculation
of the partonic coefficient function, the collinear expansion can also be defined by
assigning a homogeneous power counting to 𝑝1, 𝑝2 and 𝑘. Since this assignment is
only meaningful for the partonic process, we refer to it as partonic collinear expansion.
In this approach, the rescaling appropriate for the collinear limit is given by
𝑝−1 → 𝑝−1 , 𝑝+2 → 𝑝+2 , 𝑤1 = −
𝑘−
𝑝−1
→ 𝑤1 , 𝑤2 = −𝑘
+
𝑝+2
→ 𝜆2𝑤2 , 𝑥→ 𝑥 . (7.38)
The key advantage of this assignment is that 𝑤1 and 𝑤2, which are the natural
variables to express the partonic partonic coefficient function, now have homogeneous
power counting and do not need to be re-expanded themselves. Thus, the collinear
expansion has been reduced to an expansion in 𝑤2. The drawback of the partonic
collinear expansion is that the rapidity 𝑌 of hard probe ℎ no longer uniformly scales
as 𝒪(𝜆0), which is evident from the expression
𝑌 (𝑝−1 , 𝑝
+
2 , 𝑘
+, 𝑘−, 𝑥) =
1
2
log
(︂
𝑝−1 + 𝑘
−
𝑝+2 + 𝑘
+
)︂
=
1
2
log
(︂
𝑝−1 + 𝑘
−
𝑝+2
)︂
+𝒪(𝜆2) , (7.39)
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which now is a quantity derived from 𝑝−1 and 𝑝
+
2 , rather than fixing these as in
Eq. (7.37).
Comparing the rescalings in Eqs. (7.35) and (7.38), we see that both approaches
agree at leading power, but differ at subleading power. Since there is a well-defined
relation between the two approaches, one can easily obtain one expansion from the
other, but care has to be taken to consistently apply the power expansion.
In practice, each choice of defining the expansion has its advantages and disad-
vantages. We can discuss these by classifying the expansions according to the choice
of independent variables used to express the partonic coefficient function, which by
Lorentz invariance only requires four independent invariables. It is useful to summa-
rize the above observations for the following possibilities:
∙ (𝑄2, 𝑌, 𝑘+, 𝑘−, 𝑥): This parameterization has the advantage that is entirely ex-
pressed in terms of information about the final state momenta, including the
Born measurements 𝑄 and 𝑌 of the hard probe ℎ. As properties of the final
state, 𝑄 and 𝑌 need not be expanded, and the collinear expansion is a strict ex-
pansion in 𝑘𝜇. Since partonic matrix elements are typically more concise when
expressed in terms of the incoming momenta and the final-state radiation, the
main drawback of this expansion is that it leads to lengthier expressions for
the expanded matrix element. Furthermore, measuring the rapidity 𝑌 fixes
a reference frame for all momenta, such that boost invariance is not manifest
anymore.
∙ (𝑄2, 𝑤1, 𝑤2, 𝑥): Since 𝑤1 and 𝑤2 are defined as ratios of Lorentz scalars, boost
invariance is manifest in this parameterization. Its disadvantage is that 𝑤1 and
𝑤2 do not have manifest power counting in terms of the observables 𝑄2 and 𝑌 ,
and instead must be expanded in 𝑘𝜇 according to their definitions in Eq. (7.8).
Alternatively, one can assign homogeneous power counting to 𝑤1 and 𝑤2 using
Eq. (7.38), which then requires to expand the rapidity 𝑌 in 𝜆.
∙ (𝑝−1 , 𝑝+2 , 𝑘+, 𝑘−, 𝑥): Here, we trade 𝑄2 and 𝑌 for the lightcone momenta (𝑝−1 , 𝑝+2 )
of the incoming partons. This parameterization has the advantage of expressing
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everything in terms of the momenta of massless particles, i.e. the incoming
momenta and the hadronic radiation. A disadvantage of this parameterization
is that 𝑝−1 and 𝑝
+
2 do not have manifest power counting in terms of hadronic
variables 𝑄2 and 𝑌 , and thus must be expanded in 𝜆.
These parameterizations are of course equivalent, and in practice the preferred pa-
rameterization depends on the intended application. While the general illustration
of the power expansion is made most manifest using (𝑄2, 𝑌, 𝑘+, 𝑘−, 𝑥), expanding the
partonic cross sections is simplified using (𝑄2, 𝑤1, 𝑤2, 𝑥).
Finally, we give the explicit relation between the different parameterizations. We
can change variables from (𝑤1, 𝑤2) to (𝑘+, 𝑘−) using
d𝜂𝑖𝑗
d𝑄2d𝑌 d𝑘+d𝑘−d𝑥
=
𝑧(𝑤1, 𝑤2)
𝑄2
d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
⃒⃒⃒⃒
𝑤1=𝑤1(𝑄,𝑌,𝑘)
𝑤2=𝑤2(𝑄,𝑌,𝑘)
, (7.40)
where the required variable transformations are given by
𝑤1(𝑄, 𝑌, 𝑘) =
−𝑘−
𝑝−1 (𝑄, 𝑌, 𝑘)
, 𝑝−1 (𝑄, 𝑌, 𝑘) = −𝑘− + 𝑒+𝑌
√︀
𝑄2 + 𝑘+𝑘−(1− 𝑥) ,
𝑤2(𝑄, 𝑌, 𝑘) =
−𝑘+
𝑝+2 (𝑄, 𝑌, 𝑘)
, 𝑝+2 (𝑄, 𝑌, 𝑘) = −𝑘+ + 𝑒−𝑌
√︀
𝑄2 + 𝑘+𝑘−(1− 𝑥) ,
𝑧(𝑤1, 𝑤2) = 1− 𝑤1 − 𝑤2 + 𝑥𝑤1𝑤2 , (7.41)
and for brevity we keep implicit that 𝑘𝜇 is parameterized in terms of (𝑘+, 𝑘−, 𝑥). Note
that since 𝑘+ and 𝑘− are defined in the hadronic center-of-mass frame, manifest boost-
invariance is lost, and thus Eq. (7.40) becomes explicitly 𝑌 -dependent. Eq. (7.40)
makes it clear that defining the power counting in terms of 𝑄2 and 𝑘 requires a
expansion of 𝑤1 and 𝑤2 on the right hand side.
We can further change variables from (𝑄2, 𝑌 ) to (𝑝−1 , 𝑝
+
2 ),
d𝜂𝑖𝑗
d𝑝−1 d𝑝
+
2 d𝑘
+d𝑘−d𝑥
=
d𝜂𝑖𝑗
d𝑄2d𝑌 d𝑘+d𝑘−d𝑥
⃒⃒⃒⃒
𝑄2=𝑄2(𝑝1,𝑝2,𝑘)
𝑌=𝑌 (𝑝1,𝑝2,𝑘)
, (7.42)
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where the required variable transformations are given by
𝑄2 = (𝑝−1 + 𝑘
−)(𝑝+2 + 𝑘
+)− (1− 𝑥)𝑘+𝑘− , 𝑌 = 1
2
ln
𝑝−1 + 𝑘
−
𝑝+2 + 𝑘
+
. (7.43)
Here, fixing the power counting of 𝑝−1 , 𝑝
+
2 and 𝑘 requires to expand 𝑄2 and 𝑌 accord-
ingly.
7.4 Collinear expansion of matrix elements
In this section we show how the technique of collinear expansions developed in the
previous section is applied in practice. To setup our conventions for this section, we
first discuss the phase space volume for producing the hard probe ℎ with additional
emissions in Sec. 7.4.1, before illustrating the collinear expansion of matrix elements
explicitly for both real radiation in Sec. 7.4.2 and for loop integrals in Sec. 7.4.3.
Throughout this section, we will consider the scenario where 𝑘𝜇 is collinear to the
incoming parton with momentum 𝑝𝜇1 = 𝑝
−
1 𝑛
𝜇/2. According to Eq. (1.11), this implies
that we assign the following scaling to 𝑘:
𝑘𝜇 = (𝑘+, 𝑘−, 𝑘⊥) ∼ (𝜆2, 1, 𝜆) . (7.44)
In order to obtain a strict power series expansion of the hadronic cross section it
is necessary to expand the partonic momentum components 𝑝−1 and 𝑝
+
2 around the
collinear limit. For the purpose of this section we instead perform a partonic collinear
expansion (see Sec. 7.3.2), treating 𝑝1,2 as external variables and thus as 𝒪(𝜆0) quanti-
ties. All final results are functions of 𝑘−/𝑝−1 and 𝑘+/𝑝
+
2 and one can straightforwardly
recover a pure expansion in terms of hadronic observables following Sec. 7.3.2.
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7.4.1 Collinear phase space
The phase space volume for producing the hard probe ℎ with two emissions, as defined
in Eq. (7.25), is given by
Φℎ+2 =
∫︁
dΦℎ+2
d𝑤1d𝑤2d𝑥
=
p2
p1
p2
p1
h
p3
p4
=
1
𝑠2
(𝑘+𝑘−)1−2𝜖(1− 𝑥)−𝜖𝑥−𝜖
128𝜋3(1− 2𝜖)Γ(1− 2𝜖) . (7.45)
It follows immediately that the phase space volume in Eq. (7.45) scales as Φℎ+2 ∼
𝜆2−4𝜖.
As usual, we take all momenta to be incoming, and denote the total momentum
of all outgoing partons by 𝑘 = 𝑝3 + 𝑝4. In the above diagram and those below, the
dashed line indicates the on-shell constraints of the final state particles, with the
solid lines representing massless partons and the double line representing the heavy
color-singlet state ℎ.
The scaling of Φℎ+2 ∼ 𝜆2−4𝜖 can be easily deduced without calculating the actual
phase space integrals. Since 𝑘 is treated collinear to 𝑝1, both final-state momenta 𝑝3
and 𝑝4 must be collinear to 𝑝1 as well. The associated integration measures and 𝛿
functions entering Eqs. (7.25) and (7.26) transform as
∫︁
d𝑑𝑝𝑖 𝛿+(𝑝
2
𝑖 ) → 𝜆2−2𝜖
∫︁
d𝑑𝑝𝑖 𝛿+(𝑝
2
𝑖 ) , 𝛿(𝑘
2) → 𝜆−2𝛿(𝑘2) . (7.46)
As a consequence, the double-real phase space measure scales as
∫︁
dΦℎ+2
d𝑤1d𝑤2d𝑥
→ 𝜆2−4𝜖
∫︁
dΦℎ+2
d𝑤1d𝑤2d𝑥
, (7.47)
which is precisely the scaling observed in Eq. (7.45). Similarly, it follows that the
312
more general case of the ℎ + 𝑛 real emission phase space has the scaling
∫︁
dΦℎ+𝑛
d𝑤1d𝑤2d𝑥
→ 𝜆𝑛(2−2𝜖)−2
∫︁
dΦℎ+𝑛
d𝑤1d𝑤2d𝑥
. (7.48)
7.4.2 Collinear limit of real radiation
We consider the following example of a more complicated, purely real Feynman inte-
gral,
𝐼RR =
p2
p1
p2
p1
p3
p4
h
=
∫︁
dΦℎ+2
d𝑤1d𝑤2d𝑥
1
(𝑝2 + 𝑝3)2(𝑝2 + 𝑝3 + 𝑝4)2
. (7.49)
Let us first consider the case where both 𝑝3 and 𝑝4 are collinear to 𝑝2. In this scenario,
since both propagators in Eq. (7.49) only involve collinear momenta, and thus scale
homogeneously as 𝜆2 under the ?¯?-collinear rescaling of Eq. (1.11) and no expansion
of Eq. (7.49) in 𝜆 is needed.
In contrast, if we consider 𝑝3 and 𝑝4 to be collinear to 𝑝1, then the second propaga-
tor is not homogeneous in 𝜆 anymore, as it contains both 𝑛-collinear and ?¯?-collinear
momenta. To expand the propagator in this limit, we apply the 𝑛-collinear rescaling
of Eq. (1.11) to 𝑝3 and 𝑝4,
𝑝𝜇3,4 → 𝑝−3,4
𝑛𝜇
2
+ 𝜆2 𝑝+3,4
?¯?𝜇
2
+ 𝜆 𝑝𝜇3,4⊥ . (7.50)
With these rescalings, it is now straightforward to expand the second propagator in
Eq. (7.49) in 𝜆,
1
(𝑝2 + 𝑝3 + 𝑝4)2
=
1
𝑝+2 (𝑝
−
3 + 𝑝
−
4 ) + 2𝑝3 · 𝑝4
𝑝1−coll−→ 1
𝑝+2 (𝑝
−
3 + 𝑝
−
4 ) + 𝜆
2 2𝑝3 · 𝑝4
=
∞∑︁
𝑛=0
(𝜆2)𝑛
(−2𝑝3 · 𝑝4)𝑛[︀
𝑝+2 (𝑝
−
3 + 𝑝
−
4 )
]︀𝑛+1 . (7.51)
For 𝑛 = 0, this propagator is linear in the real momenta 𝑝3 and 𝑝4, and thus cor-
responds to an eikonal propagator. Higher orders in 𝜆 only involve pure powers of
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the eikonal propagator, thus yielding a relatively simple structure of the expansion.
Together with Eq. (7.47), the integral in Eq. (7.49) can thus be expanded as
𝐼RR
𝑝1−coll−→
∞∑︁
𝑛=0
(𝜆2)𝑛+1−2𝜖
∫︁
dΦℎ+2
d𝑤1d𝑤2d𝑥
(−2𝑝3 · 𝑝4)𝑖
(𝑝2 + 𝑝3)2
[︀
𝑝+2 (𝑝
−
3 + 𝑝
−
4 )
]︀𝑛+1 . (7.52)
This expansion can be represented diagrammatically as
p2
p1
p2
p1
p3
p4
h
→ 𝜆2−4𝜖
[︃
p2
p1
p2
p1
p3
p4
h
− 𝜆2 p2
p1
p2
p1
p3
p4
h
2p3·p4
+𝒪(𝜆3)
]︃
.
(7.53)
Here, the dotted line indicates the expanded (eikonal) propagator and the dot on the
line represents higher powers of this propagator. The label denotes the additional
kinematic factor arising from Eq. (7.51).
The expansion in Eq. (7.52) results in several advantages. First, we observe that
each term in the expansion is homogeneous under the 𝑛-collinear rescaling transfor-
mation in Eq. (7.50). As a consequence, we may directly determine the functional
dependence of each term in the expansion on 𝑘+ similarly to the case of the phase
space volume. In other words, the resulting functions will be simpler since they only
depend on 𝑘+ via a multiplicative pre-factor. Second, the structure of expanded Feyn-
man integrals is amenable to IBP reduction techniques via the framework of reverse
unitarity [29, 22, 23, 30, 21]. The benefit is that the appearing integrals can be related
to so called master integrals. In our example we find the IBP relations
p2
p1
p2
p1
p3
p4
h
= − 1− 2𝜖
𝜖(𝑝+2 𝑘
−)2
× p2
p1
p2
p1
h
p3
p4 , (7.54)
p2
p1
p2
p1
p3
p4
h
2p3·p4
= −𝑘
+𝑥
𝑝+2
1− 2𝜖
𝜖(𝑝+2 𝑘
−)2
× p2
p1
p2
p1
h
p3
p4 . (7.55)
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Clearly, it is very advantageous that any higher order term in our expansion is related
to the same master integrals as the first, which in our example is just the phase space
volume. The unexpanded integral of our example in Eq. (7.49) is itself related to the
phase space volume by an IBP identity,
p2
p1
p2
p1
p3
p4
h
= − (1− 2𝜖)
𝜖(𝑝+2 𝑘
−)2
(︂
1 +
𝑘+𝑥
𝑝+2
)︂−1
× p2
p1
p2
p1
h
p3
p4 .
(7.56)
From this we can easily see that the coefficients obtained in Eq. (7.54) and Eq. (7.55)
correspond exactly to the coefficients of the expansion of the exact result.
In summary, we outlined a procedure that allows us to perform an expansion of
real radiation integrals around the limit of all final state partons becoming collinear
to an initial state momentum. This expansion is carried out by simply performing the
appropriate collinear rescaling transformation of Eq. (1.11) on all final state parton
momenta and subsequently expanding the integrand of our real radiation integral
in the artificial parameter 𝜆, prior to actually evaluating the integral. Each term
in the expansion in 𝜆 then corresponds to exactly one term in the expansion of the
integral in 𝑘+. The computation of the terms in the expansion is greatly facilitated
by applying techniques like IBP identities via the reverse unitarity framework. In
particular, any term appearing at higher orders in the expansion will be expressible
in terms of master integrals that appear already in the first few terms.
7.4.3 Expansion of loop integrals
In contrast to the phase space integral over real momenta considered in Sec. 7.4.2,
where the requirement of 𝑘 being collinear to 𝑝1 restricted 𝑝3,4 to be collinear to 𝑝1
as well, such a restriction does not appear for loop momenta. Despite this, it is still
useful to expand loop integrals in a similar fashion around the hard, collinear and soft
regions. As discussed in Sec. 1.2, for factorization proofs this is crucial to separate
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these different regions into distinct matrix element, while in the method-of-regions
approach of ref. [86] it used to simplify loop integrals by expanding the integrand in
all relevant limits and combining their individual results.
Here, we will show for a simple example how one can easily approximate and
expand loop integrals in the discussed regimes, and that the sum of all regions indeed
reproduces the full result. This will be illustrated using the following real-virtual
diagram,
𝐼RV =
p1
p2
p1
p2
h
p3
p4 =
∫︁
dΦℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
𝑝24 (𝑝1 + 𝑝4)
2 (𝑝1 + 𝑝3 + 𝑝4)2 (𝑝2 − 𝑝4)2
=
i𝑐Γ
128𝜋4𝜖2
𝛿(𝑥)
[︂
(𝑘+𝑘−)−𝜖
𝑠4(−𝑠)𝜖
∞∑︁
𝑛,𝑚=0
(𝜖+ 1)𝑛 (𝜖+ 2)𝑚+𝑛
(𝑛+𝑚+ 1)𝑚!𝑛! (𝜖+ 2)𝑛
(︂
𝑘+
𝑝+2
)︂𝑚(︂
𝑘−
𝑝−1
)︂𝑛
− (𝑘
+𝑘−)−𝜖
𝑠3(𝑝−1 𝑘+)1+𝜖
(4𝜋)−2𝜖 2𝐹1
(︂
1,−𝜖; 1− 𝜖; 𝑘
−
𝑝−1
)︂]︂
. (7.57)
Here, the total final-state hadronic momentum is 𝑘 = 𝑝3, and thus the 𝑝3 integral
is actually fixed. In Eq. (7.57), (𝑎)𝑛 = Γ(𝑎 + 𝑛)/Γ(𝑎) is the (rising) Pochhammer
symbol, and we abbreviate common loop factors by
𝑐Γ =
Γ(1 + 𝜖)Γ(1− 𝜖)
Γ(1− 2𝜖) . (7.58)
As before, we consider the limit where 𝑘 is collinear to 𝑝1, such that 𝑘+ ∼ 𝒪(𝜆2) and
𝑘− ∼ 𝒪(𝜆0). This immediately implies that Eq. (7.57) scales as
𝐼RV
coll−→ 𝛿(𝑥) i𝑐Γ
128𝜋4𝜖2
[︂
𝜆−2𝜖
(𝑘+𝑘−)−𝜖
𝑠4(−𝑠)𝜖
∞∑︁
𝑛,𝑚=0
𝜆2𝑚
(𝜖+ 1)𝑛 (𝜖+ 2)𝑚+𝑛
(𝑛+𝑚+ 1)𝑚!𝑛! (𝜖+ 2)𝑛
(︂
𝑘+
𝑝+2
)︂𝑚(︂
𝑘−
𝑝−1
)︂𝑛
− 𝜆−2−4𝜖 (𝑘
+𝑘−)−𝜖
𝑠3(𝑝−1 𝑘+)1+𝜖
(4𝜋)−2𝜖 2𝐹1
(︂
1,−𝜖; 1− 𝜖; 𝑘
−
𝑝−1
)︂]︂
. (7.59)
The second line has homogeneous scaling in 𝜆−2−4𝜖, and is the dominant contribution
in the limit 𝜆 → 0. We will see below that this result is entirely from the region
where the loop momentum is collinear to 𝑝1. In other words, the leading-power limit
of 𝐼RV arises from the region where both loop and real momenta are collinear to 𝑝1.
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The first line in Eq. (7.59) does not scale homogeneously in 𝜆, but is suppressed
at least as 𝒪(𝜆2) compared to the leading-power limit. We will see that this line
entirely arises from the region where the loop momentum is hard. In particular,
the two contributions have different fractional scalings in 𝜆−2𝜖 and 𝜆−4𝜖, respectively.
These scalings arise entirely from the loop integral measures, and thus can be easily
distinguished between the different contributions.
Collinear limit
We first consider the loop momentum 𝑝4 to be collinear to the incoming parton with
momentum 𝑝1. According to Eq. (1.11), we hence transform
𝑝𝜇4 → 𝑝−4
𝑛𝜇
2
+ 𝜆2 𝑝+4
?¯?𝜇
2
+ 𝜆 𝑝𝜇4⊥ . (7.60)
The first three propagators in Eq. (7.57) scale homogeneously as 𝒪(𝜆−2) under this
rescaling, while the last propagator in Eq. (7.57) is not homogeneous in 𝜆 and must
be expanded,
1
(𝑝2 − 𝑝4)2 =
1
−2𝑝2 · 𝑝4 + 𝑝24
𝑝1−coll−→ 1−2𝑝2 · 𝑝4 + 𝜆2𝑝24
=
∞∑︁
𝑛=0
𝜆2𝑛
(−𝑝24)𝑛
(−2𝑝2 · 𝑝4)𝑛+1 .
(7.61)
Together with Eq. (7.48), this allows us to expand the integrand in Eq. (7.57) as
𝐼RV
𝑝1−coll−→ 𝜆−2−4𝜖
∞∑︁
𝑛=0
𝜆2𝑛
∫︁
dΦℎ+1
d𝑑𝑝4
(2𝜋)𝑑
(−𝑝24)𝑛
𝑝24 (𝑝1 + 𝑝4)
2 (𝑝1 + 𝑝3 + 𝑝4)2 (−2𝑝2 · 𝑝4)𝑛+1
(7.62)
= 𝜆−2−4𝜖
[︂ ∫︁
dΦ˜ℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
𝑝24 (𝑝1 + 𝑝4)
2 (𝑝1 + 𝑝3 + 𝑝4)2 (−2𝑝2 · 𝑝4)
− 𝜆2
∫︁
dΦℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
(𝑝1 + 𝑝4)2 (𝑝1 + 𝑝3 + 𝑝4)2 (−2𝑝2 · 𝑝4)2 +𝒪(𝜆
4)
]︂
.
The overall scaling in 𝜆−4𝜖 arises from d𝑑𝑝4 ∼ 𝜆4−2𝜖 and dΦℎ+1 ∼ 𝜆−2𝜖, and thus
is independent of the structure of the diagram itself. Each order of the expanded
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integrand is now homogeneous in 𝜆. The expansion in Eq. (7.62) can be illustrated
graphically as
𝐼RV
coll−→ 𝜆−2−4𝜖
[︂ p1
p2
p1
p2
h
p3
p4 − 𝜆2
p1
p2
p1
p2
h
p3
+𝒪(𝜆4)
]︂
.
(7.63)
Here, the dotted lines are linear (eikonal) propagators, and the dot on the line denotes
that the propagator is raised to one power. Note that in the second diagram, the
explicit 1/𝑝24 propagator is canceled, indicated by the contracted vertex. Being able
to represent collinear expanded diagrams again in a diagrammatic fashion is extremely
useful. In particular, the structure observed in the collinear loop expansion makes it
possible to use IBP techniques for the computation of loop and phase space integrals.
The leading-power integral in Eq. (7.62) can be evaluated as
𝐼RV
coll
= −𝛿(𝑥)𝜆−2−4𝜖 i𝑐Γ
128𝜋4𝜖2
(𝑘+𝑘−)−𝜖
𝑠3(𝑝−1 𝑘+)1+𝜖
(4𝜋)−2𝜖2𝐹1
(︂
1,−𝜖; 1− 𝜖; 𝑘
−
𝑝−1
)︂
× [︀1 +𝒪(𝜆2)]︀ ,
(7.64)
and thus correctly reproduces the last line of Eq. (7.59). Note that the higher-order
terms in 𝜆, such as the second integral in Eq. (7.62), can be shown to vanish identically
in dimensional regularization.
Hard limit
The hard region is characterised by treating the loop momentum as uniformly larger
than our expansion parameter 𝜆, while the final state momentum 𝑝3 is still treated as
collinear to 𝑝1. Only one propagator in Eq. (7.57) involves 𝑝3, and can be expanded
in 𝜆 as
1
(𝑝1 + 𝑝3 + 𝑝4)2
=
1[︀
𝑝24 + 𝑝
+
4 (𝑝
−
1 + 𝑝
−
3 )
]︀
+ 𝑝+3 (𝑝
−
1 + 𝑝
−
4 ) + 2𝑝3⊥ · 𝑝4⊥
𝑝4 hard−→
𝑝3 ‖ 𝑝1
1[︀
𝑝24 + 𝑝
+
4 (𝑝
−
1 + 𝑝
−
3 )
]︀
+ 𝜆2𝑝+3 (𝑝
−
1 + 𝑝
−
4 ) + 2𝑝3⊥ · 𝑝4⊥
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=
∞∑︁
𝑛=0
(−𝜆)𝑛
[︀
𝜆𝑝+3 (𝑝
−
1 + 𝑝
−
4 ) + 2𝑝3⊥ · 𝑝4⊥
]︀𝑛[︀
𝑝+4 (𝑝
−
1 + 𝑝
−
3 ) + 𝑝
2
4
]︀𝑛+1 . (7.65)
All other propagators in Eq. (7.57) scale as 𝒪(𝜆0) and are not expanded. Together
with the rescaling of the phase space measure according to Eq. (7.48), the leading-
power hard limit of Eq. (7.57) becomes
𝐼RV
hard−→ 𝜆−2𝜖
∫︁
dΦℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
𝑝24 (𝑝1 + 𝑝4)
2 (𝑝2 − 𝑝4)2
[︀
𝑝+4 (𝑝
−
1 + 𝑝
−
3 ) + 𝑝
2
4
]︀ × [︀1 +𝒪(𝜆)]︀ .
(7.66)
The overall scaling in 𝜆−2𝜖 arises entirely from the phase space measure, as the hard
loop measure scales as d𝑑𝑝4 ∼ 𝜆0. This shows that hard and collinear loops never
have the same dependence on 𝜖, and thus can be easily distinguished by their overall
scalings.
Despite the modified propagator in this integral, it can still be subjected to the
usual loop integration techniques like IBPs and differential equations. The same holds
true for all higher order terms in the expansion of the full loop integral. The explicit
example in Eq. (7.66) is also easily performed using Feynman parameters. We obtain
𝐼RV
hard−→ i𝑐Γ
128𝜋4𝜖(1 + 𝜖)
𝛿(𝑥)𝜆−2𝜖
(𝑘+𝑘−)−𝜖
𝑝+2 𝑘
−𝑠3+𝜖
[︃
1−
(︂
1 +
𝑘−
𝑝−1
)︂−1−𝜖]︃
× [︀1 +𝒪(𝜆)]︀ .
(7.67)
This result exactly agrees with the infinite sum over 𝑛 in Eq. (7.59) evaluated for
𝑚 = 0, i.e. the 𝒪(𝜆−2𝜖) to Eq. (7.59). Furthermore, every higher-order term in the
expansion in 𝑘+ of the second to last line of Eq. (7.57) corresponds to exactly one
term in the integrand expansion of 𝐼RV in 𝜆. Terms proportional to odd powers of 𝜆
drop out identically. Since higher order terms in the expansion essential just modify
the powers of the propagators at the integrand level according to Eq. (7.65) it is
particularly convenient to use IBP techniques in such a computation.
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Anticollinear limit
For completeness, we also consider the limit where 𝑝4 is collinear to the incoming
parton with momentum 𝑝2, in contrast to 𝑘 which is chosen collinear to 𝑝1. According
to Eq. (1.11), we hence transform
𝑝𝜇4 → 𝜆2 𝑝−4
𝑛𝜇
2
+ 𝑝+4
?¯?𝜇
2
+ 𝜆 𝑝𝜇4⊥ , d
𝑑𝑝4 → 𝜆𝑑d𝑑𝑝4 . (7.68)
With this rescaling, we need to expand two propagators of the integrand in Eq. (7.57),
1
(𝑝1 + 𝑝4)2
𝑝2−coll−→ 1
𝑝−1 𝑝
+
4
× [︀1 +𝒪(𝜆2)]︀ ,
1
(𝑝1 + 𝑝3 + 𝑝4)2
𝑝2−coll−→ 1
(𝑝−1 + 𝑝
−
3 )𝑝
+
4
× [︀1 +𝒪(𝜆2)]︀ , (7.69)
For brevity, we only show the two leading terms each. Together with Eq. (7.48), this
allows us to expand the integrand in Eq. (7.57) as
𝐼RV
𝑝2−coll−→ 𝜆−4𝜖
∫︁
dΦℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
𝑝24 (𝑝
−
1 𝑝
+
4 ) [(𝑝
−
1 + 𝑝
−
3 )𝑝
+
4 ] (𝑝2 − 𝑝4)2
× [︀1 +𝒪(𝜆2)]︀ ,
(7.70)
which is scaleless and thus vanishes in pure dimensional regularization. Note that the
integral from expanding the propagators through 𝒪(𝜆𝑛) scales as 𝜆𝑛−4𝜖. Since the
only term with this 𝜖 dependence in Eq. (7.59) is fully given by the 𝑛-collinear limit
of Eq. (7.64), the 𝑝2-collinear limit must in fact vanish to all orders in 𝜆.
Soft limit
We want to compare the result of the collinear expansion to a soft expansion of
Feynman diagrams. To obtain the purely soft region, we rescale the loop momentum
𝑝4 in Eq. (7.57) as
𝑝𝜇4
soft−→ 𝜆2𝑝−4
𝑛𝜇
2
+ 𝜆2𝑝+4
?¯?𝜇
2
+ 𝜆2𝑝𝜇4⊥ . (7.71)
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To obtain the soft-collinear overlap, we first rescale 𝑝4 as collinear, followed by a
subsequent soft rescaling,
𝑝𝜇4
coll−→ 𝑝−4
𝑛𝜇
2
+ 𝜆2𝑝+4
?¯?𝜇
2
+ 𝜆𝑝𝜇4⊥
soft−→ 𝜆2𝑝−4
𝑛𝜇
2
+ 𝜆2𝑝+4
?¯?𝜇
2
+ 𝜆2𝑝𝜇4⊥ . (7.72)
Let us explicitly discuss the transformation of two of the propagators in Eq. (7.57)
under Eq. (7.72),
1
(𝑝2 − 𝑝4)2 =
1
𝑝24 − 𝑝+2 𝑝−4
coll−→ 1
𝜆2𝑝24 − 𝑝+2 𝑝−4
soft−→ 1
𝜆2(𝜆2 𝑝24 − 𝑝+2 𝑝−4 )
,
1
(𝑝1 + 𝑝4)2
=
1
𝑝24 + 𝑝
−
1 𝑝
+
4
coll−→ 1
𝜆2(𝑝24 + 𝑝
−
1 𝑝
+
4 )
soft−→ 1
𝜆2(𝜆2 𝑝24 + 𝑝
−
1 𝑝
+
4 )
. (7.73)
In the first case, rescaling the collinear limit as soft only amounts to an overall rescal-
ing by 𝜆−2, but does not change the relative scaling of the two terms in the propaga-
tor. In the second case, we observe both that only one term in the denominator gets
rescaled in the soft limit, and thus one will encounter a different kinematic structure
when expanding this propagator in 𝜆 than in the collinear limit. However, in both
cases shown in Eq. (7.73), it is easy to see that the soft-collinear limit is identical
to taking the soft limit directly. The same holds for the two other propagators in
Eq. (7.57) that are not explicitly shown here. In conclusion, we find that at the
diagram level, the soft-collinear overlap is equal to soft limit itself.
Finally, we note that the leading-power soft limit of Eq. (7.57) is given by
𝐼RV
soft−→ 𝜆−2−6𝜖
∫︁
dΦ˜ℎ+1
d𝑤1d𝑤2d𝑥
d𝑑𝑝4
(2𝜋)𝑑
1
𝑝24 (𝑝
−
1 𝑝
+
4 ) [(𝑝
−
1 + 𝑝
−
3 )𝑝
+
4 + 𝑝
−
1 𝑝
+
3 ] (−𝑝+2 𝑝−4 )
× [︀1 +𝒪(𝜆)]︀ .
(7.74)
This integral is scaleless and vanishes in dimensional regularization.
7.4.4 Discussion
To summarize the key results of this section, we have shown how Feynman diagrams
can be systematically expanded in their collinear limit by assigning the appropriate
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scalings to all loop and real momenta, which allows one to expand the integrand in 𝜆.
In particular, the expanded integrands allow for a diagrammatic representation and
are amenable to standard integral techniques such as IBP [174, 501] relations or the
method of differential equations [366, 367, 368, 324, 300]. This significantly simplifies
evaluating the expanded integrals compared to the exact integral, and thus provides
a convenient strategy to approximate Feynman diagrams in the collinear limit. The
illustrated methods are conceptually very simple, and thus easily extend to more
complicated diagrams with additional external partons or multi-loop integrals.
In the case of real radiation, the requirement that the total real momentum 𝑘𝜇 is
collinear implies that all real momenta are collinear individually. This does not apply
for loop momenta, which are not confined to be in the collinear region. As a conse-
quence we need to follow the method of regions [86] and compute the regions where
the loop momenta are hard and where they are collinear. The sum of both regions
yields the correct expansion of our Feynman integrals. The results of the different
regions give rise to different scalings as 𝜆−4𝜖 and 𝜆−2𝜖, respectively. This difference is
entirely due to the loop measure, and thus hard and collinear contributions can be
easily identified by their scaling exponent. In other words, since the expansion of the
loop integrand itself is a simple Laurent series in 𝜆, the loop measure fully determines
the non-integer powers of 𝜆−𝑛𝜖.
We also discussed the soft limit of matrix elements. We found in an explicit ex-
ample that the soft region of a loop integral can be obtained by first computing the
collinear region of this integral and subsequently taking the soft limit. As a matter
of fact this property holds more generally. The soft-collinear overlap of a partonic
coefficient function can either be computed by first performing the collinear expan-
sion and then the soft expansion, or vice versa. More precisely, expanding the first
𝑛 terms in the collinear expansion around the production threshold up to 𝑛 terms
will correctly reproduce the 𝑛th power in the threshold expansion. This provides a
stringent test of the collinear expansion by comparing to existing analytic results for
which a threshold expansion was performed. It also provides a considerable simpli-
fication for the calculation of collinear master integrals. For example, if the method
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of differential equations is utilized to compute master integrals for the collinear ex-
pansion, then the boundary conditions for these differential equations can be chosen
to be the threshold-expanded integrals. For the computation of threshold expanded
integrals see for example refs. [28, 26, 518].
7.5 Kinematic expansions and SCET
Differential cross sections may be kinematically enhanced in all different momentum
regions shown in Eq. (1.11). Above we only discussed the expansion cross sections
around one particular limit, namely the collinear limit. However, in order to perform
a physically sensible and consistent expansion of a hadronic cross section we need to
expand in observable quantities. A collinear expansion of a hadronic cross section
alone typically does not satisfy this requirement. In order to obtain a physical ex-
pansion in an observable all momentum regions where the observable is kinematically
enhanced must be considered. Depending on the observable of interest, the necessary
ingredients to achieve this goal may vary.
Soft-Collinear Effective Theory (SCET) [53, 55, 61, 58, 54] provides an excellent
tool to organize the expansion in such kinematic limits, and we discuss in Sec. 7.5.1
how the tools developed in the previous section connect to factorization theorems
derived in SCET. In such factorization theorems, it is crucial to account for the
overlap of regions when combining multiple kinematic expansions, which we address
in Sec. 7.5.2.
7.5.1 Kinematic expansions and factorisation theorems
The momentum regions shown in Eq. (1.11) are precisely the basis for the formula-
tion of SCET, which is an effective field theory describing QCD in its collinear and
soft limits, i.e. the leading infrared region. Schematically, the SCET Lagrangian is
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expanded as
ℒSCET = ℒ(0)SCET +
∑︁
𝑘>0
ℒ(𝑘) . (7.75)
Here, the superscript (0) indicates the leading-power (LP) terms in the expansion in
𝜆≪ 1, where as before 𝜆 is an auxiliary power counting parameter. The ℒ(𝑘) indicate
subleading power Lagrangians [424, 82, 470, 83, 60, 278, 451, 164, 449, 91, 92] that are
suppressed by 𝜆𝑘 w.r.t. to the leading power. The leading-power SCET Lagrangian
can be organized as
ℒ(0)SCET = ℒ(0)ℎ + ℒ(0)𝑛 + ℒ(0)?¯? + ℒ(0)𝑠 + ℒ(0)𝒢 . (7.76)
Here, ℒ(0)ℎ contains the hard scattering operators mediating the underlying hard in-
teraction, and ℒ(0)𝑛,?¯?,𝑠 are the SCET Lagrangians for 𝑛-collinear, ?¯?-collinear and soft
fields as defined by Eq. (1.11), respectively.4 More generally, in the presence of mul-
tiple collinear directions as required e.g. for multijet processes, Eq. (7.76) contains
a sum over all relevant collinear directions {𝑛𝑖}. SCET also allows for a treatment
of Glauber modes, which appear as non-local potentials in ℒ(0)𝒢 , the leading power
Glauber Lagrangian [475].
In SCET, factorization is achieved by a field redefinition of soft and collinear fields
which decouples the soft and collinear Lagrangians from each other [58]. These modes
can still interact with each other through the Glauber Lagrangian ℒ(0)𝒢 , which thus
can break factorization. In this work we will consider observables where the Glauber
contributions from ℒ(0)𝒢 either cancel identically [105, 199, 198, 200, 201, 193, 219] or
start contributing to higher perturbative orders that the one we consider in this work
[294, 515].
In SCET, the leading kinematic regions are made manifest and decoupled from
each other at the Lagrangian level, and this greatly simplifies the derivation of fac-
torization formulas. For suitable factorizable infrared-sensitive observables 𝒯 , which
4For soft modes, 𝑚 = 1, this is referred to as SCETII [59], otherwise as SCETI.
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we take to vanish as 𝒯 → 0 in the Born limit, the hadronic cross section Eq. (7.20)
can be factorized as [199, 491]
d𝜎
d𝑄2d𝑌 d𝒯 = 𝜎0
∑︁
𝑖,𝑗
𝐻𝑖𝑗(𝑄
2)
[︀
𝐵𝑖(𝑥
𝐵
1 , 𝒯 )⊗𝐵𝑗(𝑥𝐵2 , 𝒯 )⊗𝑆(𝒯 )
]︀×[︀1+𝒪(𝒯 /𝑄)]︀ . (7.77)
As usual, 𝑄 and 𝑌 are the invariant mass and rapidity of the colorless final state. The
sum runs over all flavor combinations (𝑖, 𝑗) contributing at Born level, 𝑖𝑗 → ℎ, and
𝜎0 is the corresponding Born partonic cross section.5 The hard function 𝐻𝑖𝑗 encodes
virtual corrections to the Born process 𝑖𝑗 → ℎ, i.e. it is given as the corresponding
renormalized form factor. The beam functions 𝐵𝑖(𝑥, 𝒯 ) encode the probability to
extract a parton of type 𝑖 with momentum fraction 𝑥 from the proton, together with
the contribution from collinear radiation to the observable 𝒯 , while the soft function
𝑆(𝒯 ) encodes the effect of soft exchange between the protons. Since 𝑆(𝒯 ) only
differs between quark- and gluon-induced processes, we suppress an explicit flavor
label. Finally, ⊗ denotes a convolution in 𝒯 , whose precise structure depends on the
chosen observable 𝒯 , and often can be made multiplicative in a suitable conjugate
space. Note that in Eq. (7.77) we suppress explicit renormalization scales that are
present in all functions.
The factorisation of degrees of freedom at the Lagrangian level makes the ingre-
dients for the various functions in Eq. (7.77) evident. The hard function, 𝑛-collinear
and ?¯?−collinear beam functions and the soft function are each defined in terms of
only hard, 𝑛-collinear, ?¯?-collinear and soft degrees of freedom, respectively. This
implies that the expansion techniques developed in this article are perfectly suited
to determine beam functions from a perturbative computation using a pure collinear
expansion of cross sections. Here, it is important that both real and loop momenta
are expanded as collinear. We will provide explicit examples by obtaining the NNLO
beam functions for 𝒯 = 𝑞𝑇 and 𝒯 = 𝒯𝑁 (𝑁 -jettiness) in Sec. 7.6. We also note that
in a similar fashion, one can also obtain the soft function by considering a purely soft
expansion.
5For ease of notation, we suppress the possibility of 𝜎0 depending on the flavors 𝑖, 𝑗.
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We also stress that since SCET is an effective field theory, it can be systematically
extended by including the power-suppressed Lagrangians ℒ(𝑘>0) in Eq. (7.75). This
is the EFT analog of expanding cross sections to subleading order in 𝜆 about the soft
and collinear limits. However, at subleading powers, collinear and soft interactions do
not simply factorize similar to Eq. (7.77) anymore, and factorization theorems and the
resummation of large logarithms become much more involved [329, 388, 94, 285, 447,
448, 88, 91, 278, 451, 164, 449, 11, 89, 92, 453, 256, 257, 99, 93, 452, 90, 454, 455, 404].
Since our expansion technique allows us to perform collinear expansions of partonic
cross sections to arbitrary order in 𝜆, we hope that it will also provide insights into
the structure of factorisation theorems beyond the leading power, and that it can be
used to determine universal quantities like generalizations of soft and beam functions
at subleading power.
7.5.2 Soft-collinear overlap and zero-bin subtractions
In order to obtain a full description of a cross section in its infrared limit, we need to
combine all collinear and soft regions. Schematically, we expand
lim
IR
𝜎
d𝑄2d𝑌 d𝒯 =
𝜎(𝑛)
d𝑄2d𝑌 d𝒯 +
𝜎(?¯?)
d𝑄2d𝑌 d𝒯 +
𝜎(𝑠)
d𝑄2d𝑌 d𝒯 + · · · , (7.78)
where the 𝜎(𝑛,?¯?,𝑠) correspond to the expansion of the cross sections where all emis-
sions are treated as 𝑛-collinear, ?¯?-collinear and soft, respectively. The ellipses denote
mixings of these cases, as well as power-suppressed corrections. Note that here in
the following, we do not consider the hard region. While it is required to obtain an
infrared-finite cross section, it corresponds to physics at the hard scale 𝜇2 ∼ 𝑄2, and
does not affect the soft-collinear overlap discussed in the following.
In practice, Eq. (7.78) is often too naive, as there is a nontrivial overlap between
the collinear and soft regions. This arises because the soft limit of a squared matrix
element is equal to the soft limit of the collinear limit of the same matrix element.
As discussed and illustrated in more detail in Sec. 7.4.3, this can be understood since
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the soft limit can be equivalently obtained by either directly rescaling
𝑘𝜇 = (𝑘+, 𝑘−, 𝑘⊥)
soft−−−−−−→ (𝜆2, 𝜆2, 𝜆2) , (7.79)
or by first rescaling into the collinear limit with a subsequent soft rescaling,
𝑘𝜇 = (𝑘+, 𝑘−, 𝑘⊥)
𝑛−collinear−−−−−−→ (1, 𝜆2, 𝜆) soft−−−−−−→ (𝜆2, 𝜆2, 𝜆2) . (7.80)
Since the second rescaling only lowers the scaling of each component, no information
is lost, and Eqs. (7.79) and (7.80) produce the same expansion of a matrix element.
Consequently, when one integrates over a collinearly-rescaled momentum, the in-
tegral will always contain contributions from the soft region. Schematically, if we
write
∫︁
d𝑑𝑝 𝑓(𝑝+, 𝑝−, 𝑝⊥)
𝑛−coll−−−−→ 𝜆𝑑
∫︁
d𝑝+d𝑝−d𝑑−2𝑝⊥ 𝑓 (𝑛)(𝑝+ ∼ 𝜆2, 𝑝− ∼ 1, 𝑝⊥ ∼ 𝜆)
(7.81)
for the collinear expansion 𝑓 (𝑛) of an arbitrary integrand 𝑓 , then clearly the integration
range extends into a region where the assumed collinear scaling is not justified. In
particular, the 𝑝− integral extends to 𝑝− → 0, which corresponds to a soft region. This
contribution to the soft region can be identified and extracted by further expanding
𝑓 (𝑛) as indicated in Eq. (7.80).
In conclusion, the collinear limit of the cross section has an overlap with the soft
limit, which can be extracted by an additional reexpansion in the soft limit, which
has been demonstrated explicitly for a mixed real-virtual integral in Sec. 7.4.3. We
thus need to modify Eq. (7.78) as
lim
IR
𝜎
d𝑄2d𝑌 d𝒯 =
[︂
𝜎(𝑛)
d𝑄2d𝑌 d𝒯 −
𝜎(𝑛→𝑠)
d𝑄2d𝑌 d𝒯
]︂
+
[︂
𝜎(?¯?)
d𝑄2d𝑌 d𝒯 −
𝜎(?¯?→𝑠)
d𝑄2d𝑌 d𝒯
]︂
+
𝜎(𝑠)
d𝑄2d𝑌 d𝒯 + · · · , (7.82)
where the soft limit of the collinear cross sections are denoted by 𝜎(𝑛→𝑠) and 𝜎(?¯?→𝑠),
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respectively. The terms in brackets hence correspond to the true 𝑛- and ?¯?-collinear
limits of the cross section. Note that in general, 𝜎(𝑛→𝑠) ̸= 𝜎(𝑠), because the observable
𝒯 itself has to be expanded in the collinear and soft limits.
Let us connect these observations to the corresponding treatment in SCET. As a
modal EFT, SCET is built to separately describe soft and collinear modes, and hence
as a matter of principle collinear momenta are not allowed to overlap with the soft
sector. In practice, it is not feasible to introduce a cutoff between soft and collinear
modes. Instead, one follows the same strategy outlined above: after calculating a
collinear integral, one subtracts its soft limit to obtain the pure collinear result. This
procedure is referred to as zero-bin subtraction [425], and is crucial to a well-defined
separation of modes in the EFT. In practice, the zero-bin subtractions are often
absent in dimensional regularization or equal to the soft function itself, and thus can
be easily taken into account.
7.6 Beam functions from the collinear limit
In this section we show how the collinear expansions can be used to compute beam
functions. We briefly introduce the notion of beam functions in Sec. 7.6.1, and then
show in Sec. 7.6.2 how they are related to the collinear expansion of cross sections
developed before. Our method is briefly contrasted with other methods of calculating
beam functions in Sec. 7.6.3. We show explicitly how to obtain the 𝑁 -jettiness and
the 𝑞𝑇 beam functions at NNLO using this method in Sec. 7.6.4 and Sec. 7.6.5,
respectively.
7.6.1 Beam functions
Beam functions are defined as gauge-invariant hadronic matrix element that measure
the large lightcone momentum entering the hard interaction, as well as the contri-
bution to the observable 𝒯 from collinear radiation. For example, the quark beam
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function 𝐵𝑞 is defined in SCET as [491]
𝐵𝑞(𝑥 = 𝑝
−/𝑃−, 𝒯 ) = ⟨︀𝑝𝑛(𝑃 )⃒⃒?¯?𝑛(0) /¯𝑛
2
[︀
𝛿(𝑝− − ?¯? · 𝒫) 𝛿(𝒯 − 𝒯 )𝜒𝑛(0)
]︀⃒⃒
𝑝𝑛(𝑃 )
⟩︀
. (7.83)
Here, the 𝜒𝑛 = 𝑊 †𝑛𝑞 are collinear quark fields defined in SCET as quark fields dressed
with collinear Wilson lines 𝑊𝑛, 𝑝𝑛(𝑃 ) is a proton moving along the 𝑛-direction with
momentum 𝑃 , and ?¯? · 𝒫 is the SCET momentum operator that determines the light-
cone momentum of all fields to its right. By boost invariance, the beam function
only depends on the momentum fraction 𝑥 = 𝑝−/𝑃−. Similarly, 𝒯 is the appropriate
measurement operator determining the observable 𝒯 in terms of all momenta of the
fields to its right.
Beam functions are a natural generalization of PDFs, which in SCET are defined
as [54]
𝑓𝑞(𝑥 = 𝑝
−/𝑃−) =
⟨︀
𝑝𝑛(𝑃 )
⃒⃒
?¯?𝑛(0)
/𝑛
2
[︀
𝛿(𝑝− − ?¯? · 𝒫)𝜒𝑛(0)
]︀⃒⃒
𝑝𝑛(𝑃 )
⟩︀
. (7.84)
Comparing Eqs. (7.83) and (7.84), it is evident that the beam function extends the
PDF by measuring an additional observable 𝒯 on top of the longitudinal momentum
fraction carried by the struck parton.
Both beam functions and PDFs are in general intrinsically nonperturbative ma-
trix elements. For perturbative 𝒯 ≫ ΛQCD, one can perform an operator product
expansion of the beam function onto the PDF [491],
𝐵𝑖(𝑥, 𝒯 , 𝜇) =
∑︁
𝑗
ℐ𝑖𝑗(𝑥, 𝒯 , 𝜇)⊗𝑥 𝑓𝑅𝑗 (𝑥, 𝜇)×
[︀
1 +𝒪(ΛQCD/𝒯 )
]︀
. (7.85)
Here, the only nonperturbative input is given in terms of the PDFs, while the matching
kernel ℐ𝑖𝑗 are perturbatively calculable.
For completeness, we remark that PDFs and beam functions can also be defined
without invoking SCET by expressing the collinear quark fields 𝜒𝑛 in terms of stan-
dard quark fields and collinear Wilson lines𝑊𝑛, which are defined as path-ordered ex-
ponentials of the gluon field projected onto the appropriate collinear direction. Beam
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functions are also often written as the Fourier transform of a position-space correlator,
where the separation between the quark fields corresponds to the exchanged momen-
tum and often avoids the need for the momentum operator 𝒫 in Eq. (7.83). PDFs and
TMDPDFs were originally defined in this way [197, 199], and the equivalence of both
formulations was also discussed in the context of 𝒯𝑁 beam functions in refs. [491, 493].
Note that the study of parton distributions from lattice QCD requires the definition
in position space, see e.g. refs. [347, 343, 259, 260, 261, 345, 344, 505, 258] for recent
progress towards calculating TMDPDFs on lattice, and refs. [187, 346] for a more
general overview of parton physics from lattice QCD. For perturbative calculations,
both formulations are equivalent.
7.6.2 General strategy
In Sec. 7.5.1, we discussed that the hard, beam and soft functions in the factorized
cross section in Eq. (7.77) are each defined only in terms of the hard, collinear and
soft modes of Eq. (1.11), respectively. Hence, in the limit where all loop and final-
state momenta are treated as 𝑛-collinear, the hard function, the ?¯?-collinear beam
function, and the soft function only contribute at their respective tree level, where
they are normalized to unity and flavor diagonal. Thus, the strict 𝑛-collinear limit of
Eq. (7.77) is given by
lim
strict 𝑛−coll.
d𝜎
d𝑄2d𝑌 d𝒯 = 𝜎0
∑︁
𝑖,𝑗
𝐵𝑖(𝑥
𝐵
1 , 𝒯 )𝑓𝑗(𝑥𝐵2 ) , (7.86)
where we remind the reader that the flavor sum runs over all flavors contributing at
Born level, 𝑖𝑗 → ℎ, and 𝜎0 is the associated Born partonic cross section.
We remark that Eq. (7.86) is to be understood at the bare level, as it for example
does not encode scale independence. Indeed, as we will see, even after UV renor-
malization and IR subtraction one encounters leftover poles in 𝜖, which in the full
factorized cross section in Eq. (7.77) cancel with the other ingredients.
In the following, we assume that the Born process is diagonal in flavor, i.e. only
the 𝑔𝑔 channel (as in Higgs production in gluon fusion) or the 𝑞𝑞, 𝑞𝑞 channels (as in
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Drell-Yan or 𝑏?¯? initiated Higgs production) contribute, where 𝑞 is an arbitrary quark
flavor. With this assumption, we can fix 𝑗 = ?¯? in Eq. (7.86), which allows us to easily
read off the bare beam function by comparing with the 𝑛-collinear limit of the cross
section given in Eqs. (7.16) and (7.18),
𝐵𝑖(𝑥
𝐵
1 , 𝒯 ) =
∑︁
𝑗
∫︁ 1
𝑥𝐵1
d𝑧1
𝑧1
𝑓𝑗
(︁𝑥𝐵1
𝑧1
)︁
×
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿 [𝑧1 − (1− 𝑤1)]
× lim
strict 𝑛−coll.
{︂
𝛿 [𝒯 − 𝒯 (𝑄, 𝑌, 𝑤1, 𝑤2, 𝑥)] d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
}︂
. (7.87)
By fixing the flavor of the ?¯?-collinear parton as ?¯?, we extract the correct beam function
for the flavor 𝑖 in a flavor-diagonal process.
Eq. (7.87) has precisely the structure of Eq. (7.85), and we can immediately read
off the bare matching kernel as the collinear limit of the partonic coefficient function,
ℐbare𝑖𝑗 (𝑧, 𝒯 ) =
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿 [𝑧 − (1− 𝑤1)]
× lim
strict 𝑛−coll.
{︂
𝛿 [𝒯 − 𝒯 (𝑄, 𝑌, 𝑤1, 𝑤2, 𝑥)] d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
}︂
. (7.88)
We stress that the partonic coefficient function here is limited to strictly collinear
modes only. In contrast, in the collinear expansion for cross sections discussed before,
we also included non-collinear modes when computing loop integrals. However, we
showed that the collinear and non-collinear modes can easily be separated by look-
ing at their respective generalized scaling behaviour. Extracting the required parts
is consequently easy. In the strictly collinear limit the general partonic coefficient
function of Eq. (7.15) becomes
lim
strict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
(7.89)
= 𝛿𝑗?¯?𝛿(𝑤1)𝛿(𝑤2)𝛿(𝑥) +
∞∑︁
ℓ=1
(︁𝛼𝑠
𝜋
)︁ℓ
𝑤−1−𝑙𝜖2
ℓ∑︁
𝑚=1
𝑤−1−𝑚𝜖1
d𝜂
(ℓ,𝑚,𝑛)
𝑗?¯?
(𝑤1, 0, 𝑥,𝑄
2)
d𝑄2d𝑤1d𝑤2d𝑥
.
The strict collinear limit for the partonic coefficient function for the observable 𝒯 in
Eqs. (7.87) and (7.88) is then obtained in analogy to Eq. (7.36).
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A special case of Eq. (7.88) is the bare matching kernel differential in 𝑤1, 𝑤2 and
𝑥 itself, from which one can project out all other beam functions we interested in. In
fact, this double-differential beam function can be related to the fully unintegrated
parton distribution first formulated in refs. [191, 474] and within SCET in refs. [427,
338], where it is also known as double-differential beam function (dBF). Importantly,
in general the projection of (𝑤1, 𝑤2, 𝑥) onto the desired observable 𝒯 only holds at
the bare level, not after renormalization of the dBF [338]. The renormalization of the
dBF is also significantly more complicated than that of the 𝒯𝑁 and 𝑞𝑇 beam functions
we are interested in, see refs. [295, 296] for explicit results at NNLO.
ℐbare𝑖𝑗 still contains infared poles that cancel upon PDF renormalization in Eq. (7.87).
Even after 𝛼𝑠 renormalization, this still leaves divergences that cancel in the cross sec-
tion when combining the 𝑛-collinear limit with the ?¯?-collinear and soft limits, but are
remnant in the bare matching kernel. In the EFT, these divergences are of ultraviolet
origin and thus can be absorbed in the standard fashion through a counterterm. Sub-
tracting both IR and UV poles in this manner, we obtain the renormalized matching
kernel as
ℐ𝑖𝑗(𝑥, 𝒯 , 𝜇) =
∑︁
𝑗′
Γ𝑗𝑗′(𝑧, 𝜖)⊗𝑧 𝑍𝑖𝐵(𝒯 , 𝜇, 𝜖)⊗𝒯 𝑍𝛼𝑠(𝜇, 𝜖) ℐbare𝑖𝑗′ (𝑥, 𝒯 , 𝜖) , (7.90)
where ⊗𝒯 denotes the appropriate convolution in 𝒯 . According to Eqs. (7.88) and
(7.90), we can obtain the beam function matching kernel as follows:
1. Obtain the bare kernel ℐbare𝑖𝑗 from the strict collinear limit of the partonic cross
section.
2. Apply 𝛼𝑠 renormalization through 𝑍𝛼𝑠 , which renormalizes the bare coupling
constant 𝛼𝑏𝑠 in the MS scheme.
3. Subtract the EFT UV divergences with the beam-function counterterm 𝑍𝑖𝐵.
This renormalization does not change the parton flavor 𝑖, and only differs be-
tween quark and gluons, but is independent of the quark flavor. In general,
this counterterm enters through a convolution in 𝒯 , which can be trivialized by
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going to suitable conjugate space.
4. Subtract IR divergences by convolving with the PDF counterterm Γ𝑗𝑗′ , which
as usual mixes parton flavors.
Since the Γ𝑗𝑗′ and 𝑍𝑖𝐵 commute, one can freely rearrange their order in Eq. (7.90).
Since the beam function counter term 𝑍𝑖𝐵 gives rise to the renormalization group
equation of the beam function, in practice one can either predict 𝑍𝑖𝐵 from the RGEs
and check that this cancels all poles in 𝜖, or determine 𝑍𝑖𝐵 by absorbing all poles
remaining after QCD UV and IR subtraction and verify that it reproduces the RGE
dictated by the EFT. For the 𝒯𝑁 and 𝑞𝑇 beam functions, this is discussed in more
detail in our companion papers [254, 253].
In Eq. (7.88), we assumed that the partonic coefficient function is taken in the
strict 𝑛-collinear limit. As discussed in Sec. 7.5.2, for certain observables there can
be overlap with the soft limit, which in the factorized cross section in Eq. (7.77) is
already accounted for by the soft function. In such instances, one has to subtract off
the soft-collinear overlap,
ℐbare𝑖𝑗 (𝑧, 𝒯 ) =
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿 [𝑧 − (1− 𝑤1)]
×
[︂
lim
strict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑌 d𝒯 − lim𝑠−coll. limstrict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑌 d𝒯
]︂
. (7.91)
The second term in the above equation denotes that the collinear limit is further
re-expanded in the soft limit.
7.6.3 Comparison to alternative methods
Before illustrating our method for the 𝒯𝑁 and 𝑞𝑇 beam functions in Secs. 7.6.4 and
7.6.5, we briefly contrast our approach to methods previously used in the literature.
Here, we focus on how to calculate the bare beam function, since the renormalization
and subtraction of UV and IR divergences always proceeds in the same fashion.
Most calculations of beam functions explicitly calculate matching coefficients from
matrix element of the beam function operator, see e.g. refs. [493, 297, 292, 295, 301,
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302, 287, 266, 316, 410, 412, 411, 296]. Let us explain some features of this approach
for the concrete example of a quark beam function as shown in Eq. (7.83), whose
bare matching kernel ℐ𝑞𝑗 is obtained by evaluating the matrix element in Eq. (7.83)
with an external on-shell parton of flavor 𝑗. In ref. [493], the analytic structure of
these matrix elements was discussed in detail for the 𝒯𝑁 beam function, and it was
shown that one can calculate it by taking the discontinuity of matrix elements of the
time-ordered operator.
Firstly, this implies that the beam function can be calculated using SCET Feyn-
man rules. Since a single collinear sector in SCET is equal to a boosted copy of QCD,
one can equivalently employ QCD Feynman rules. In this case, eikonal vertices arise
from the Feynman rules of the Wilson lines 𝑊𝑛 that are part of the collinear quark
fields 𝜒𝑛 = 𝑊 †𝑛𝑞. These can be avoided in lightcone gauge, where ?¯? ·𝐴 = 0 such that
𝑊𝑛 = 1, but similar terms arise from the gluon propagator in ligthcone gauge. Since
the beam function is defined as a gauge-invariant matrix element, both approaches
yield equal results.
The discontinuity can be obtained by using the Cutkosky rules [203] (see also
ref. [267]), which corresponds to taking particles exchanged between the quark fields
in Eq. (7.83) on-shell. This is analogous to our approach, where we explicitly consider
on-shell radiation into the final state. Alternatively, one can not apply an on-shell
constraint and integrate over all particles, and explicitly take the discontinuity af-
terwards. Both approaches are discussed in more detail in ref. [292], where they are
referred to as on-shell and dispersive method, respectively.
An alternative method that does not directly rely on the definition of the beam
function in SCET was pointed out in ref. [473], where it was shown that one can
equivalently calculate the beam function from phase-space integrals over QCD split-
ting functions. This approach was used in refs. [49, 438, 439, 73], where the required
splitting function at N3LO was obtained following the method of ref. [161]. This
approach requires to use a physical gauge where gluons are explicitly transverse, for
example the lightcone gauge ?¯? · 𝐴 = 0.
Similar to ref. [473], our method does not rely on directly calculating SCET matrix
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elements. However, our approach is manifestly gauge invariant as it is based on
a physical cross section, similar to the direct calculations. The connection of our
approach to these previous methods can be understood as follows: Prior to integrating
over real radiation, the collinear expansion reproduces precisely the collinear limit of
QCD, which in the SCET approach is immediately encoded in the structure of the
SCET matrix element, whereas in the approach of ref. [473] it is obtained from the
QCD splitting function. In practice, one advantage of our method is that it can
be easily integrated with standard methods of generating Feynman diagrams. One
can then use standard methods to evaluate the integrals using IBPs [174, 501] and
the method of differential equations [366, 367, 368, 324, 300] in the reverse unitarity
framework [29, 22, 23, 30, 21] over the real radiation phase space, keeping only the
total momentum 𝑘 fixed. This intermediate result, d𝜂𝑖𝑗/(d𝑄2d𝑤1d𝑤2d𝑥), is the bare
fully differential beam function, from which one can then project out the desired beam
functions.
7.6.4 𝒯𝑁 beam functions
Factorization
𝑁 -jettiness is an inclusive event shape that yields an 𝑁 -jet resolution variable. It
was first introduced in ref. [492], and its factorization was derived using SCET in
refs. [491, 492, 348]. Since the same beam function appears for all 𝒯𝑁 , we focus only
on the simplest case 𝒯0, also known as beam thrust, that is relevant to color-singlet
processes. Beam thrust is defined as [492, 348]
𝒯0 =
∑︁
𝑖
min
{︂
2𝑞1 · (−𝑘𝑖)
𝑄𝑎
,
𝑞2 · (−𝑘𝑖)
𝑄𝑏
}︂
. (7.92)
Here, 𝑞1,2 are the Born-projected momenta of the incoming partons, given by
𝑞𝜇1 = 𝑥
𝐵
1
√
𝑆
𝑛𝜇
2
= 𝑄𝑒𝑌
𝑛𝜇
2
, 𝑞𝜇2 = 𝑥
𝐵
2
√
𝑆
?¯?𝜇
2
= 𝑄𝑒−𝑌
?¯?𝜇
2
, (7.93)
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where as before 𝑄 and 𝑌 are the invariant mass and rapidity of the color-singlet
final state ℎ, respectively. The sum in Eq. (7.92) runs over all final-state particles
excluding ℎ, and as usual all final-state momenta are taking as incoming. The 𝑄𝑎,𝑏 are
measures that determine different definitions of 0-jettiness. The original definitions
are [491, 95]
leptonic: 𝑄𝑎 = 𝑄𝑏 = 𝑄 , 𝒯 lep0 = −
∑︁
𝑖
min
{︁
𝑒𝑌 𝑛 · 𝑘𝑖 , 𝑒−𝑌 ?¯? · 𝑘𝑖
}︁
hadronic: 𝑄𝑎,𝑏 = 𝑄𝑒±𝑌 , 𝒯 cm0 = −
∑︁
𝑖
min
{︁
𝑛 · 𝑘𝑖 , ?¯? · 𝑘𝑖
}︁
. (7.94)
The precise choice does not affect the calculation of the beam function, but it becomes
important for the calculation of power corrections [256]. We note in passing that at
subleading power, the leptonic definition is clearly preferred as it gives rise to smaller
power corrections that the hadronic definition [447, 256].
At small 𝒯0 ≪ 𝑄, the cross section can be factorized as [491]
d𝜎
d𝑄2d𝑌 d𝒯0 = 𝜎0
∑︁
𝑖,𝑗
𝐻𝑎𝑏(𝑄
2, 𝜇)
∫︁
d𝑡𝑎 d𝑡𝑏𝐵𝑎(𝑡𝑎, 𝑥
𝐵
1 , 𝜇)𝐵𝑏(𝑡𝑏, 𝑥
𝐵
2 , 𝜇)𝑆
(︁
𝒯0 − 𝑡𝑎
𝑄𝑎
− 𝑡𝑏
𝑄𝑏
, 𝜇
)︁
×
[︁
1 +𝒪
(︁𝒯0
𝑄
)︁]︁
. (7.95)
As indicated, this factorization holds up to power corrections suppressed by 𝒯0/𝑄
that were studied in refs. [447, 448, 118, 256, 119] and the relevant SCET operators
have been derived in refs. [278, 451, 164]. In the case of fiducial cuts applied to the
decay products of ℎ, these corrections can be enhanced as 𝒪(√︀𝒯0/𝑄) [263]. Further-
more, starting at N4LO it also receives contributions from perturbative Glauber-gluon
exchanges that are not captured by Eq. (7.95) [294, 515].
The beam function𝐵𝑖(𝑡, 𝑥, 𝜇), sometimes also referred to as the virtuality-dependent
beam function, appears in the factorization of all 𝒯𝑁 [492], deep-inelastic scattering
[350], and in the factorization of color-singlet processes in the generalized threshold
limit [413]. It is known at NNLO [493, 95, 297, 292], and we compute it at N3LO for
all partonic channels in our companion paper [253]. Previous progress towards the
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calculation of the quark beam function at N3LO was made in refs. [438, 439, 73].
In Eq. (7.95), the beam functions are defined to measure the 𝑄𝑎,𝑏-independent
combinations 𝑡𝑎 = −𝑞−1 𝑘+ and 𝑡𝑏 = −𝑞+2 𝑘−, while the measurement-dependent nor-
malization factors 𝑄𝑎,𝑏 only arise in the convolution in Eq. (7.95). This definition
naturally arises because 𝒯0 simplifies in the 𝑛-collinear limit to
lim
𝑛−coll.
𝒯0 =
∑︁
𝑖
2𝑞1 · (−𝑘𝑖)
𝑄𝑎
=
𝑞−1 (−𝑘+)
𝑄𝑎
, (7.96)
and similarly in the ?¯?-collinear limit.
The soft function in Eq. (7.95) only differs between quark annihilation and gluon
fusion, but is independent of quark flavors, and we suppress the explicit color index
in Eq. (7.95). 𝑆(𝒯 , 𝜇) is a hemisphere soft function for two incoming lightlike Wilson
lines. Through NNLO, it is equal to the hemisphere soft function for 𝑒+𝑒− → dijets
[491, 349], which itself is known at NNLO [491, 493, 478, 282, 352, 443, 335].
Calculation of 𝒯𝑁 -dependent beam functions
Since the collinear limit of 𝒯0 given in Eq. (7.96) only depends on the total momentum
𝑘𝜇 of all real emissions, the 𝒯𝑁 beam function can be calculated using the method
outlined in Sec. 7.6.2. In contrast, the soft limit of Eq. (7.92) requires knowledge of
all individual momenta {𝑘𝑖}, and thus can not be calculated in this fashion.
Using Eqs. (7.88) and (7.96), we can calculate the bare beam function kernel as
ℐbare𝑖𝑗 (𝑧, 𝑡, 𝜖) =
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1d𝑤2 𝛿[𝑧 − (1− 𝑤1)] 𝛿
(︀
𝑡−𝑄2𝑤2
)︀
lim
strict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
.
(7.97)
The zero-bin for the 𝒯𝑁 beam function is known to be scaleless and thus vanishes
in pure dimensional regularization, and hence need not be included explicitly [492].
Note that 𝑤2 > 0 implies 𝑡 > 0, which we keep implicit.
The bare kernel contains UV divergences from the limit 𝑤1 = 1 − 𝑧 → 0 and
𝑤2 = 𝑡/𝑄
2 → 0, which are both regulated using dimensional regularization. The
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divergences from small 𝑡 can be made manifest through the standard identity
1
𝜇2
(︂
𝜇2
𝑡
)︂1+𝑎𝜖
= −𝛿(𝑡)
𝑎𝜖
+
[︂
1
𝑡
]︂
+
+ 𝑎𝜖
[︂
ln(𝑡/𝜇2)
𝑡
]︂
+
+𝒪[(𝑎𝜖)2] , (7.98)
where [ln𝑛 𝑥/𝑥]+ is the standard plus distributions. Following Sec. 7.6.2, we obtain
the renormalized matching as
ℐ𝑖𝑗(𝑡, 𝑧, 𝜇) =
∑︁
𝑘
∫︁
d𝑡′ 𝑍𝑖𝐵(𝑡− 𝑡′, 𝜖, 𝜇)
∫︁ 1
𝑧
d𝑧′
𝑧′
Γ𝑗𝑘
(︁ 𝑧
𝑧′
, 𝜖
)︁
𝑍𝛼𝑠(𝜇, 𝜖) ℐ𝑖𝑘(𝑡′, 𝑧′, 𝜖) , (7.99)
where the structure of convolution in 𝑡 [493, 95] is made explicit. In practice, it is
more useful to perform the renormalization in Fourier or Laplace space, where the
convolution in 𝑡 turns into a simple product. In particular, the structure of 𝑍𝑖𝐵 can
be easily predicted from the beam function RGE in Fourier space. For details on this,
we refer to ref. [253].
We have implemented the described procedure at one loop through 𝒪(𝜖4) and
at two loops through 𝒪(𝜖2), as required for the calculation of the three-loop beam
function. We use the collinear limit of the cross sections for Higgs and Drell-Yan pro-
duction to extract the gluon and quark beam functions, respectively. As intermediate
checks, we verified that the UV and IR counterterms correctly cancel all appearing
divergences. The final renormalized results agrees with the NNLO results reported
in refs. [297, 292], and the higher-order terms in 𝜖 agree with ref. [49].
7.6.5 𝑞𝑇 beam functions
Factorization
The factorization of the transverse-momentum (?⃗?𝑇 ) distribution of a colorless probe
ℎ in the limit 𝑞𝑇 ≪ 𝑄 was first derived by Collins, Soper, and Sterman (CSS) in
refs. [195, 196, 199] and elaborated on in refs. [156, 208, 163, 193]. The factoriza-
tion was also discussed using SCET in refs. [68, 264, 184, 390]. The factorized cross
section is commonly formulated in Fourier (impact parameter) space, with 𝛽 being
Fourier-conjugate to ?⃗?𝑇 , as this significantly simplifies the resummation of large log-
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arithms [262]. We write the factorized ?⃗?𝑇 spectrum as
d𝜎
d𝑄2d𝑌 d2?⃗?𝑇
= 𝜎0
∑︁
𝑖,𝑗
𝐻𝑖𝑗(𝑄
2, 𝜇)
∫︁
d2𝛽 𝑒i 𝑞𝑇 ·𝛽 ?˜?𝑖
(︁
𝑥𝐵1 , 𝑏𝑇 , 𝜇,
𝜈
𝜔𝑎
)︁
?˜?𝑗
(︁
𝑥𝐵2 , 𝑏𝑇 , 𝜇,
𝜈
𝜔𝑏
)︁
𝑆(𝑏𝑇 , 𝜇, 𝜈)
× [︀1 +𝒪 (︀𝑞2𝑇/𝑄2)︀]︀ . (7.100)
It receives power corrections suppressed by 𝑞2𝑇/𝑄2, which were studied at fixed order
in perturbation theory in ref. [257]. The study of their all-order structure has been
initiated using the SCET operator formalism in refs. [357, 278, 451, 164, 165], and and
their nonperturbative structure has been explored in refs. [41, 40]. These corrections
are enhanced as 𝒪(𝑞𝑇/𝑄) when applying fiducial cuts to ℎ [263], but for Drell-Yan
and Higgs production can be uniquely included in the factorization theorem [250],
and are also linear when one includes radiation from massive final states [127].
TMD factorization is complicated by the fact that the bare beam and soft functions
not only contain IR and UV divergences, but also so-called rapidity divergences.
These must be regularized using a dedicated rapidity regulator, and after removing
the regulator this gives rise to the rapidity renormalization scale 𝜈. Several such
regulators are known in the literature [195, 193, 68, 63, 264, 185, 184, 390, 475, 257],
leading to several equivalent schemes for defining TMD beam and soft functions. It
is also common to combine beam and soft functions into a 𝜈-independent TMDPDF
as
𝑓𝑖(𝑥, 𝑏𝑇 , 𝜇, 𝜁𝑖) = ?˜?𝑖(𝑥, 𝑏𝑇 , 𝜇, 𝜈/
√︀
𝜁 𝑖)
√︁
𝑆(𝑏𝑇 , 𝜇, 𝜈) , (7.101)
where 𝜁𝑖 ∝ 𝜔2𝑖 is known as the Collins-Soper scale [196, 195].
The TMD beam and soft functions appearing in Eq. (7.100) are known at NNLO
in various regulators [148, 154, 301, 302, 266, 316, 410, 412, 265, 417]. The quark
beam function and the soft function are also known at N3LO [392, 411] using the
exponential regulator of ref. [390].
An important remark is in order concerning differences between quark- and gluon-
induced processes. In the quark case, Eq. (7.100) exactly applies, while the gluon
beam functions can also depend on the gluon helicity due the vectorial nature of 𝛽.
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As first pointed out in ref. [163], the gluon beam function can be decomposed into a
polarization-independent piece 𝐵1 and a polarization-dependent piece 𝐵2 as
?˜?𝜌𝜆𝑔 (𝑥, 𝑏𝑇 , 𝜇, 𝜈) =
𝑔𝜌𝜆⊥
2
?˜?1(𝑥, 𝑏𝑇 , 𝜇, 𝜈) +
(︂
𝑔𝜌𝜆⊥
2
− 𝑏
𝜌
⊥𝑏
𝜆
⊥
𝑏2⊥
)︂
?˜?2(𝑥, 𝑏𝑇 , 𝜇, 𝜈) . (7.102)
Here, 𝑏𝜇⊥ is a Minkowski four vector with 𝑏
2
⊥ = −𝑏2𝑇 , and 𝑔𝜌𝜆⊥ is the transverse compo-
nent of the metric tensor. In this case, the hard function in Eq. (7.100) also depends
on the helicities of the colliding gluons.
We will only focus on the production of scalar particles such as a Higgs boson,
where the hard function has the trivial helicity structure
𝐻𝜌𝜆𝜌
′𝜆′
𝑔𝑔 (𝑄, 𝜇) = 𝐻𝑔𝑔(𝑄, 𝜇)𝑔
𝜌𝜌′
⊥ 𝑔
𝜆𝜆′
⊥ . (7.103)
Thus, the only combination that enters the factorized cross section in this case is
𝐻𝑔𝑔 𝜌𝜆𝜌′𝜆′?˜?
𝜌𝜆
𝑔 ?˜?
𝜌′𝜆′
𝑔 = 𝐻𝑔𝑔?˜?
𝜌𝜆
𝑔 ?˜?𝑔 𝜌𝜆 =
1
2
𝐻𝑔𝑔
[︀
?˜?1?˜?1 + ?˜?2?˜?2
]︀
, (7.104)
where we suppress the arguments of all functions for brevity. Since ?˜?2 describes a
spin flip of the incoming gluon, it vanishes at tree level, and thus the ?˜?2?˜?2 term first
contributes at 𝒪(𝛼2𝑠). Thus, for a scalar process, the ?˜?2?˜?2 term does not show up
in the strict 𝑛-collinear limit, which hence can be used to calculate ?˜?1 in the same
fashion as for the quark case. Nevertheless, ?˜?2 could be calculated with the same
technique for a different process that induces a cross term ?˜?1?˜?2, for example the
production of a pseudoscalar probe ℎ. We also note that since ?˜?2 is already known
at NNLO [316, 412], the ?˜?2?˜?2 term in Eq. (7.104) is already known at N3LO.
Calculation of 𝑞𝑇 -dependent beam functions
In our setup for the differential hadronic cross section, Eq. (7.9), we measured the
transverse momentum of ℎ indirectly through
𝑥 = 1− 𝑘
2
𝑇
𝑘+𝑘−
= 1− 𝑘
2
𝑇
𝑠𝑤1𝑤2
, (7.105)
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as by momentum conservation 𝑘𝑇 = 𝑞𝑇 . Both are defined as the magnitude of a
𝑑 − 2-dimensional vector, with the associated solid angle already integrated over in
the phase space measure. The 𝑞𝑇 measurement can also be defined in different schemes
to account for extending the transverse vector into 𝑑− 2 dimensions, but the scheme
dependence must cancel in the renormalized beam functions. For a more detailed
discussion, see e.g. ref. [417].
Using Eqs. (7.88) and (7.105) together with the leading-power relation 𝑄2 = 𝑧𝑠,
we obtain the matching kernel of the beam function as
ℐnaive𝑖𝑗 (𝑧, 𝑞𝑇 , 𝜖) =
∫︁ 1
0
d𝑥
∫︁ ∞
0
d𝑤1 d𝑤2 𝛿[𝑧 − (1− 𝑤1)]𝛿
(︂
𝑞2𝑇 −
1− 𝑥
𝑧
𝑤1𝑤2𝑄
2
)︂
× lim
strict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
. (7.106)
Here, the superscript naive indicates that this is not yet the final result for the bare
matching kernel, as it requires further manipulation. First, we note that Eq. (7.106)
contains divergences as 𝑥 → 1 or 𝑧 → 1 that are not regulated by dimensional
regularization, and are a manifestation of the aforementioned rapidity divergences.
In our setup, we must regulate these with a regulator that acts only on the total
radiation momentum 𝑘𝜇, but not on individual emissions. The only such regulator
known in the literature is the exponential regulator of ref. [390], where one inserts a
factor exp[2𝜏𝑒−𝛾𝐸𝑘0𝑖 ] into the phase of each real emission 𝑘𝑖. Inserting this regulator
into Eq. (7.106) and solving the 𝛿 functions, we obtain
ℐnaive𝑖𝑗 (𝑧, 𝑞𝑇 , 𝜖, 𝜏/𝜔) = lim
𝜏→0
𝜖→0
∫︁ 1
0
d𝑥
1
(1− 𝑥)(1− 𝑧) exp
[︂
−𝜏𝑒−𝛾𝐸 𝑞
2
𝑇
𝜔
𝑧
(1− 𝑧)(1− 𝑥)
]︂
× lim
strict 𝑛−coll.
d𝜂𝑗?¯?
d𝑄2d𝑤1d𝑤2d𝑥
⃒⃒⃒⃒
𝑤2=
𝑞2
𝑇
𝑄2
𝑧
(1−𝑥)(1−𝑧) , 𝑤1=1−𝑧
,
(7.107)
where we defined the so-called label momentum of the beam function as 𝜔 = 𝑄𝑒𝑌 .
In Eq. (7.107), all divergences as 𝑥 → 1 and 𝑧 → 1 are manifestly regulated by the
exponential, and any leftover divergences are regulated by dimensional regularization.
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As indicated, the limit 𝜏 → 0 should be taken before the limit 𝜖→ 0.
To proceed, we Fourier transform to the conjugate 𝛽 space, which trades convo-
lutions in ?⃗?𝑇 for simple products in Fourier space. In 𝑑 − 2 dimensions, the Fourier
transform reads
ℐ˜naive𝑖𝑗 (𝑧, 𝑏𝑇 , 𝜖, 𝜏/𝜔) =
∫︁
d𝑑−2?⃗?𝑇 𝑒−i𝛽·𝑞𝑇 ℐnaive𝑖𝑗 (𝑧, 𝑞𝑇 , 𝜖, 𝜏/𝜔) . (7.108)
We can then apply the zero-bin subtraction to subtract overlap with the soft function,
see Sec. 7.5.2, which for the exponential regulator is equivalent to dividing by the soft
function in Fourier space [410]. This in turn completes the manipulations that forced
us the introduce the label naive before their execution. Next, we can apply the usual
UV and IR counterterms to obtain the renormalized matching kernel as
ℐ˜𝑖𝑗(𝑥, 𝑏𝑇 , 𝜇, 𝜈/𝜔) =
∑︁
𝑗′
Γ𝑗𝑗′(𝑧, 𝜖)⊗𝑧 𝑍𝑖𝐵(𝜖, 𝜇, 𝜈/𝜔)𝑍𝛼𝑠(𝜇, 𝜖)
ℐ˜naive𝑖𝑗′ (𝑧, 𝑏𝑇 , 𝜖, 𝜏/𝜔)
𝑆(𝑏𝑇 , 𝜖, 𝜏)
,
(7.109)
where following ref. [392] we identify the rapidity renormalization scale as 𝜈 = 1/𝜏 .
The all-order structure of the beam function counter term 𝑍𝑖𝐵 can be predicted from
the beam function RGE, which we show in detail in ref. [254].
We have implemented the described procedure at NLO through 𝒪(𝜖4) and at
NNLO through 𝒪(𝜖2), as required for the calculation of the three-loop beam function.
We use the collinear limit of the cross sections for Higgs and Drell-Yan production to
extract the gluon and quark beam functions, respectively. Since the bare soft func-
tion required in Eq. (7.109) has not been published beyond NLO, we have similarly
calculated it from the soft limit of the cross section. Our bare results agree with those
of refs. [410, 412], and the renormalized beam functions also agree with ref. [417].
7.7 Collinear expansion of rapidity distributions
Computing analytic coefficient functions at high orders is a complicated task, and
finding suitable approximations can be vital. Here we demonstrate that our ex-
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pansion techniques have the potential to approximate the rapidity spectrum of color
neutral hard probes. We perform a computation of the first two terms in the collinear
expansion of the rapidity distribution of the Higgs boson produced via gluon fusion at
NNLO. This application also demonstrates that our technique allows one to relatively
easily obtain predictions beyond leading power of the kinematic expansion.
The required partonic matrix elements were calculated exactly in ref. [303], and
the differential distribution was obtained for example in ref. [30]. Currently, this
observable is known at N3LO computed via a threshold expansion [248] and via an
approximate differential computation [189]. The exact computation of the partonic
coefficient function is still elusive due to its extreme difficulty, and a collinear ex-
pansion of the same could provide a useful ingredient in future phenomenological
studies.
We integrate out the degrees of freedom of the top quark and work in an effective
theory that couples the Higgs boson directly to gluons [337, 483, 485, 513, 172, 477,
173, 371, 355]. We generate all required Feynman diagrams with QGRAF [466] and
perform their collinear expansion up to second term as illustrated in Sec. 7.4. We then
employ IBP identities [174, 501] to reduce the expanded diagrams to master integrals,
which we then compute using the framework of reverse unitarity [29, 22, 23, 30, 21]
and the method of differential equations [366, 367, 368, 324, 300]. With this we obtain
the bare partonic coefficient function
d𝜂𝑖𝑗
d𝑄2d𝑤1d𝑤2d𝑥
⃒⃒⃒
𝑤2∼𝜆2
(7.110)
expanded up to the second term in 𝜔2. Next, we perform a variable transformation
from (𝜔1, 𝜔2)→ (𝑧1, 𝑧2) via Eq. (7.10) and (7.18), and replace the variable 𝑥 by 𝜉 via
𝑥 =
𝜉(𝑧1 + 𝑧2)
2[︀
𝜉𝑧1(1− 𝑧2) + 𝑧2(1 + 𝑧1)
]︀[︀
𝜉𝑧2(1− 𝑧1) + 𝑧1(1 + 𝑧2)
]︀ . (7.111)
The expansion in 𝜔2 is comparable to an expansion in 𝑧2 = 1− 𝑧2, as can be seen by
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applying the rescaling transformation of Eq. (1.11). We find
𝑧1 = 1− 𝑧1 = 𝜔1 +𝒪(𝜆2), 𝑧2 = 𝜔22− 𝜔1(1 + 𝑥)
2(1− 𝜔1) +𝒪(𝜆
4). (7.112)
Introducing the variable 𝜉 has the advantage that its integration domain is indepen-
dent from 𝑧1 and 𝑧2 and ranges from 0 to 1. Next, we expand the partonic coefficient
function after this change of variables up the second power in 𝑧2 and integrate over
𝜉. The result is an approximation for the partonic coefficient function of Eq. (7.18)
with the observable integrated out. We perform UV renormalisation and combine
our partonic matrix elements with collinear counter terms in order to obtain a finite
partonic coefficient function through NNLO.
Obtaining the equivalent expansion in 𝑧1 can easily be done by simply relabelling
the variables, 𝑧1 ↔ 𝑧2. With this we obtain the following approximation for the full
renormalized partonic coefficient function,
d𝜂𝑅, approx.𝑖𝑗 (𝑧1, 𝑧2)
d𝑄2d𝑌
=
d𝜂𝑅𝑖𝑗
d𝑄2d𝑌
⃒⃒⃒
𝑧2∼𝜆2
+
d𝜂𝑅𝑖𝑗
d𝑄2d𝑌
⃒⃒⃒
𝑧1∼𝜆2
− d𝜂
𝑅
𝑖𝑗
d𝑄2d𝑌
⃒⃒⃒
𝑧1,2∼𝜆2
+𝒪(𝜆2) .
(7.113)
The last term in the above equation removes the overlap in the two expansions. The
hadronic cross section expanded to this order is then obtained by inserting Eq. (7.113)
into Eq. (7.20),
d𝜎(𝑥𝐵1 , 𝑥
𝐵
2 )
d𝑄2d𝑌
= 𝜏𝜎0
∑︁
𝑖,𝑗
𝑓𝑅𝑖 (𝑥
𝐵
1 )⊗𝑥𝐵1
d𝜂𝑅, approx.𝑖𝑗 (𝑥
𝐵
1 , 𝑥
𝐵
2 )
d𝑄2d𝑌
⊗𝑥𝐵2 𝑓𝑅𝑗 (𝑥𝐵2 ), (7.114)
Note that the leading-power limit of Eqs. (7.113) and (7.114) precisely correspond to
the leading-power generalized threshold factorization theorem of ref. [413], cf. their
eqs. (17) and (18).
We have implemented the approximate partonic coefficient function in Eq. (7.20)
in a private C++ code. Note that we only expanded the NNLO correction to the
partonic coefficient coefficient, but keep the lower orders exact. To illustrate our
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Figure 7-1: Comparison of the Higgs boson rapidity distribution in gluon fusion
obtained with a collinear expansion, normalized to the exact results of ref. [246].
results numerically, we evaluate Eq. (7.114) for the LHC with a center-of-mass energy
of 13 TeV using the MMHT14 parton distribution functions [319]. Figure 7-1 shows
the rapidity distribution obtained with this collinear expansion normalized to the
exact results obtained from ref. [246]. The green line shows our result using only the
first term in the collinear expansion, while the red line shows the result including also
the second term in the collinear expansion. The blue band in the figure represents the
variation of the cross section under a variation of the factorization and renormalisation
scale by factor of two around their central values 𝜇𝐹 = 𝜇𝑅 = 𝑚𝐻/2. We observe
that the collinear expansion approximates the shape of the rapidity spectrum quite
well, in particular towards large values of |𝑌 |. This is kinematically expected, as
large rapidities enforce all final-state radiation to be collinear to the corresponding
incoming parton, such that the collinear expansion is in fact the correct kinematic
limit, see also ref. [413]. In addition, including the second-order term in the expansion
clearly improves the results, illustrating that the collinear expansion indeed can be
used to produce systematically improvable approximations of key collider physics
observables.
The computation of the expanded partonic coefficient functions was greatly sim-
plified compared to the computation of the exact result obtained e.g. in ref. [246].
Explicitly, the complexity of the analytic formulae is greatly reduced, and the func-
tion space required to express the coefficient function is much simpler. We expect
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that a similarly drastic simplification will also occur when applying our method at
N3LO, which is a natural application of this research.
7.8 Conclusions
We have developed a method to efficiently expand differential cross sections for the
production of colorless final states in hadron collisions around the particular kinematic
limit that all hadronic final-state radiation becomes collinear to one of the colliding
hadrons. This yields a generalized power expansion in a power counting parameter 𝜆
characterizing this limit.
A key feature of our method is that the expansion is systematically improvable,
as it allows to compute to arbitrary order in the power counting parameter 𝜆. Fur-
thermore, 𝜆 is treated as a purely symbolic power counting parameter agnostic of
the actual observable. This greatly simplifies the expansion, as it can be carried out
at the integrand level, i.e. before any phase space or loop integrations are carried
out. Subsequently, carrying out phase space and loop integrals is greatly facilitated
as integrands become simpler as a result of the expansion. Moreover, the expanded
integrands have again a diagrammatic nature very much like the original Feynman
integrands they were derived from. This observation makes it manifest that widely
used and powerful loop integration techniques like IBP relations and the method of
differential equations are applicable to the coefficients of the collinear expansion. We
also stress that the basic functions (the so-called master integrals) required in the
computation of higher orders in the expansion are already obtained in the lowest few
nontrivial orders of the expansion.
Our method also sheds light on the connection between the collinear limit of
hadronic cross sections and factorization theorems derived in SCET. The latter in-
clude so-called beam functions, universal quantities defined as hadronic matrix ele-
ments of collinear fields in SCET, which can be related to standard light-cone PDFs
through convolutions with perturbative matching kernels. We have shown that these
kernels are precisely given by the first term in a strict collinear expansion of hadronic
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cross sections. As a first application of this, we reproduced the matching kernels for
the 𝑁 -jettiness and 𝑞𝑇 beam functions at NNLO from a collinear expansion of the
NNLO cross sections for the Drell-Yan process and for Higgs boson production in
gluon fusion.
As another application of the collinear expansion, we have demonstrated its use-
fulness to efficiently calculate approximate hadron collider cross sections. By com-
bining the collinear expansion with the limit where one partonic momentum fraction
becomes equal to its Born value, 𝑥𝑖 → 𝑥𝐵𝑖 , we obtained the first two terms in the
collinear expansion of the rapidity distribution of a Higgs boson produced in gluon
fusion through NNLO in QCD perturbation theory. This example illustrates not
only that key collider observables can be approximated with high accuracy using our
technique, but also that results beyond the leading power can be easily obtained.
In summary, the method of collinear expansions is a great tool to study the infrared
limit of QCD. At leading power in the collinear expansion, it provides access to the
universal beam functions governing the collinear limit, which we employ to calculate
the 𝒯𝑁 and 𝑞𝑇 beam functions at N3LO in two companion papers [253, 254]. We
also believe that the collinear expansions will similarly shed light on the universal
structure of hadron collision processes beyond the leading power. Finally, it provides
a powerful tool to achieve cutting-edge phenomenological predictions at very high
orders in perturbation theory.
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Chapter 8
Fermionic Glauber Operators and
Quark Reggeization
8.1 Introduction
The study of limits of amplitudes and cross sections plays an important role in our
understanding of gauge theories by providing constraints on higher order calculations,
as well as a glimpse at the all orders structure of the theory. One limit that has been
intensely studied since the early days of field theory, both in QED [304, 419, 436, 312]
and QCD [272, 373, 395, 374, 44, 396, 398], is the Regge or forward limit, |𝑡| ≪ 𝑠.
The simplicity of this limit lead to the discovery of integrability in QCD [397, 269],
and allows for an understanding at finite coupling in 𝒩 = 4 super Yang-Mills the-
ory [50, 52, 486]. In this limit large logarithms, log(𝑠/|𝑡|), appear in the perturbative
expansion at weak coupling, and their resummation dresses the 𝑡-channel propagator,
leading to an amplitude that behaves as (𝑠/|𝑡|)𝜔, where 𝜔 is the Regge trajectory.
This behavior is referred to as Reggeization, and directly predicts terms in the higher
order perturbative expansion of amplitudes, placing important constraints on their
structure (see e.g. [225, 231, 232, 140, 223] for applications). The Regge trajectory
for the gluon is known to two loops in QCD [271, 270, 359, 104, 273], and to three
loops in non-planar 𝒩 = 4 [326]. Recently there has been progress in understanding
the breaking of naive Reggeization, and Regge-cut contributions, leading to a more
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complete picture of forward scattering at higher loops [212, 211, 136, 144, 143]. At
the cross section level the resummation is described by the Balitsky–Fadin–Kuraev–
Lipatov (BFKL) equation [374, 44].
A powerful approach for studying the limits of gauge theories is the use of effec-
tive field theory (EFT) techniques. The framework of soft collinear effective theory
(SCET) [53, 55, 61, 58] has been widely used to study the soft and collinear lim-
its of QCD, including power suppressed contributions in these limits (see e.g. [384,
447, 357, 451, 278]). Recently an EFT for forward scattering [475] was developed in
the framework of SCET, providing a systematic way of analyzing the Regge limit at
higher perturbative orders and at higher powers in the expansion in |𝑡|/𝑠. In [475],
the leading power operators that describe the exchange of 𝑡-channel Glauber gluons
were derived, and it was shown that their rapidity renormalization [184, 185] gives
rise to amplitude level Reggeization and the cross section level BFKL equation. For
other approaches to studying the subleading power corrections in the Regge limit
see [12, 13, 14, 15, 16, 3, 408].
In this paper we apply the EFT for forward scattering to the Reggeization of the
quark. This is interesting for a number of reasons. First, quark exchange in the
𝑡-channel provides the leading contribution for certain flavor configurations in 2→ 2
forward scattering in QCD, such as 𝑞𝑞 → 𝑔𝑔 and 𝑞𝑞 → 𝛾𝛾, and is thus important
for understanding the behavior of such amplitudes. Second, the Reggeization of the
quark is power suppressed relative to that of the gluon, and therefore provides a
simple case for studying the structure of SCET at subleading power in the Regge
limit. Third, the application to quark Reggeization further develops the operator
based framework, which together with [475] provides a description of the Regge limit
for both quark and gluon exchanges which seamlessly interfaces with the standard
SCET for the study of hard scattering.
The study of the Reggeization of the quark has a long history. In QED, the pho-
ton does not Reggeize due to the abelian nature of the theory, but the electron does,
providing the first field theoretic derivation of Regge phenomenon [304, 419, 436, 312].
The BFKL equation for 𝑒+𝑒− → 𝛾𝛾 has also been studied in QED [481]. In QCD,
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the Reggeization of the quark has received less attention since it is at subleading
power compared to the Reggeization of the gluon. It was first studied in [275, 276],
and Reggeization was proven to leading logarithmic (LL) order in [108]. Under the
assumption of Reggeization, the two-loop Regge trajectory for the quark was de-
rived in [107] from the next-to-next-to-leading order 2 → 2 scattering amplitudes in
QCD [19, 17, 18, 306, 97]. Interestingly, to this order it is the same as the Regge
trajectory of the gluon, up to so-called Casimir scaling, i.e. replacing 𝐶𝐴 → 𝐶𝐹 .
The emphasis of this paper is the development of the EFT framework for forward
scattering, with the hope of facilitating progress in understanding the structure of the
Regge limit of QCD. We derive the operators describing the 𝑡-channel exchange of a
Glauber quark in the Regge limit. These operators are fixed by the symmetries of the
effective theory, constraints from power and mass dimension counting, and explicit
matching calculations. They describe certain soft and collinear gluon radiation to all
orders, and have not previously appeared in the literature. For a single emission, they
reduce to the vertex of Fadin and Sherman [275, 276], which is the analogue of the
Lipatov vertex [373] for the case of a Reggeized quark. As a demonstration of our
framework, we verify explicitly at one-loop that the rapidity renormalization of our
potential operators leads to the Reggeization of the quark at the amplitude level and
to the BFKL equation at the cross section level, thus providing another LL proof of
these results but in the modern language of renormalization. We also show that it is
simple to derive results for amplitudes in the 6¯ and 15 color channels by considering
the simultaneous exchange of a Glauber quark and a Glauber gluon.
An outline of this paper is as follows. In Sec. 8.2 we briefly review the formulation
of SCET with Glauber gluon operators from [475]. In Sec. 8.3 we derive the structure
of the fermionic Glauber operators. We consider Glauber quark exchanges between
two collinear particles as well as between a collinear and a soft particle, and discuss
their power counting. We also give the relevant Feynman rules. In Sec. 8.4 we perform
a tree level matching calculation onto the operators, which is sufficient to fix their
precise form to all orders in 𝛼𝑠. In Sec. 8.5 we derive the one-loop Reggeization
of the quark using the rapidity renormalization of the operators. We also show that
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rapidity finite contributions arising from box graphs with both a Glauber quark and a
Glauber gluon reproduce known results in the 6¯ and 15 channel. In Sec. 8.6 we derive
the BFKL equation for 𝑞𝑞 → 𝛾𝛾, and show that it is equivalent to the standard BFKL
equation up to Casimir scaling. We conclude and discuss future directions in Sec. 8.7.
8.2 SCET with Glauber Operators
In this section we briefly review the structure of SCET with Glauber operators, fol-
lowing [475]. This also allows us to define the notation used throughout the paper.
We will gloss over many subtleties in the construction of the effective theory, and
refer the interested reader to [475] for a more detailed discussion.
SCET is an effective theory of QCD that describes the interactions of collinear and
soft particles [53, 55, 61, 58, 54]. Let us focus on the single lightlike direction relevant
for 2 to 2 forward scattering (multiple lightlike directions are considered in [475]).
We define two reference vectors 𝑛𝜇 and ?¯?𝜇 such that 𝑛2 = ?¯?2 = 0 and 𝑛·?¯? = 2. Any
momentum 𝑝 can then be written as
𝑝𝜇 = ?¯?·𝑝 𝑛
𝜇
2
+ 𝑛·𝑝 ?¯?
𝜇
2
+ 𝑝𝜇⊥ . (8.1)
A particle is referred to as “𝑛-collinear” if it has momentum 𝑝 close to the ?⃗? direction,
or more precisely, if the components of its momentum scale as (𝑛 · 𝑝, ?¯? · 𝑝, 𝑝⊥) ∼
(𝜆2, 1, 𝜆). Here 𝜆 ≪ 1 is a formal power counting parameter, which is determined
by the scales defining the measurement or kinematic limits. We will write the SCET
fields for 𝑛-collinear quarks and gluons, as 𝜉𝑛(𝑥) and 𝐴𝑛(𝑥). In addition to describing
collinear particles, SCET also describes soft particles, which have momenta that scale
as (𝜆, 𝜆, 𝜆), and are described in the EFT by separate quark and gluon fields, 𝑞𝑠(𝑥)
and 𝐴𝑠(𝑥). This theory is sometimes called SCETII [59].
The SCET Lagrangian is expanded as
ℒSCET = ℒhard + ℒdyn = ℒ(0) + ℒ(0)𝐺 +
∑︁
𝑖≥0
ℒ(𝑖)hard +
∑︁
𝑖≥1
ℒ(𝑖) , (8.2)
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with each term having a definite power counting, 𝒪(𝜆𝑖), denoted by the superscript.
As written, the SCET Lagrangian is divided into three different contributions. The
ℒ(𝑖)hard contain hard scattering operators, and are derived by a matching calculation,
and are process dependent. The ℒ(𝑖) describe the long wavelength dynamics of soft
and collinear modes in the effective theory, and are universal. The leading power
Glauber Lagrangian ℒ(0)𝐺 describes interactions between soft and collinear modes in
the form of potentials, which break factorization unless they can be shown to cancel.
It is derived in [475] and discussed below.
Operators in SCET are formed from gauge invariant building blocks. The gauge
invariant 𝑛-collinear quark and gluon fields are defined as
𝜒𝑛(𝑥) =
[︁
𝑊 †𝑛(𝑥) 𝜉𝑛(𝑥)
]︁
, ℬ𝜇𝑛⊥(𝑥) =
1
𝑔
[︁
𝑊 †𝑛(𝑥) 𝑖𝐷
𝜇
⊥𝑊𝑛(𝑥)
]︁
, (8.3)
with analogous definitions for ?¯?-collinear fields. The collinear Wilson line is given by
𝑊𝑛 =
[︃∑︁
perms
exp
(︁
− 𝑔𝒫 ?¯? · 𝐴𝑛(𝑥)
)︁]︃
, (8.4)
where 𝒫 is the so-called label operator, which picks out the large component of a
given momentum. These operators involve non-local Wilson lines, but are local at
the scale of the dynamics of the EFT. The gauge invariant soft fields are defined in a
similar manner, with
ℬ?¯?𝜇𝑆⊥ =
1
𝑔
[𝑆†?¯?𝑖𝐷
𝜇
𝑆⊥𝑆?¯?] , ℬ𝑛𝜇𝑆⊥ =
1
𝑔
[𝑆†𝑛𝑖𝐷
𝜇
𝑆⊥𝑆𝑛] . (8.5)
These operators involve Wilson lines of soft gluons, and are non-local at the soft scale.
The leading power Glauber Lagrangian in SCETII [475] is given by
ℒII(0)𝐺 = 𝑒−𝑖𝑥·𝒫
∑︁
𝑛,?¯?
∑︁
𝑖,𝑗=𝑞,𝑔
𝒪𝑖𝐵𝑛
1
𝒫2⊥
𝒪𝐵𝐶𝑠
1
𝒫2⊥
𝒪𝑗𝐶?¯? + 𝑒−𝑖𝑥·𝒫
∑︁
𝑛
∑︁
𝑖,𝑗=𝑞,𝑔
𝒪𝑖𝐵𝑛
1
𝒫2⊥
𝒪𝑗𝑛𝐵𝑠 , (8.6)
which gives contributions that scale as 𝒪(𝜆0). Glauber modes are not dynamical
in the EFT but are incorporated through 1𝒫2⊥ potentials, which are instantaneous
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in the light cone directions and non-local in the ⊥ direction. In Eq. (8.6) the first
term describes the scattering of 𝑛 and ?¯? collinear particles, while the second term
describes the scattering of collinear particles with soft particles. This Lagrangian
is exact and does not receive matching corrections in 𝛼𝑠 since no hard interactions
are being integrated out [475]. Moreover, iterated potentials are reproduced by time
ordered products (𝑇 -products) in the effective theory.
Each term in Eq. (8.6) is written in a factorized form with gauge invariant oper-
ators that sit at different rapidities. The 𝑛-collinear operators are given by
𝒪𝑞𝐵𝑛 = ?¯?𝑛𝑇𝐵
/¯𝑛
2
𝜒𝑛 , 𝒪𝑔𝐵𝑛 =
𝑖
2
𝑓𝐵𝐶𝐷ℬ𝐶𝑛⊥𝜇
?¯?
2
·(𝒫 + 𝒫†)ℬ𝐷𝜇𝑛⊥ , (8.7)
with ?¯?-collinear operators identical under the replacement 𝑛↔ ?¯?. The soft operators
are given by
𝒪𝐵𝐶𝑠 = 8𝜋𝛼𝑠
{︂
𝒫𝜇⊥𝑆†𝑛𝑆?¯?𝒫⊥𝜇 − 𝒫⊥𝜇 𝑔ℬ˜𝑛𝜇𝑆⊥𝑆†𝑛𝑆?¯? − 𝑆†𝑛𝑆?¯?𝑔ℬ˜?¯?𝜇𝑆⊥𝒫⊥𝜇 − 𝑔ℬ˜𝑛𝜇𝑆⊥𝑆†𝑛𝑆?¯?𝑔ℬ˜?¯?𝑆⊥𝜇
− 𝑛
𝜇?¯?𝜈
2
𝑆†𝑛𝑖𝑔?˜?
𝜇𝜈
𝑠 𝑆?¯?
}︂𝐵𝐶
,
𝒪𝑞𝑛𝐵𝑠 = 8𝜋𝛼𝑠
{︂
𝜓𝑛𝑆𝑇
𝐵 /𝑛
2
𝜓𝑛𝑆
}︂
,
𝒪𝑔𝑛𝐵𝑠 = 8𝜋𝛼𝑠
{︂
𝑖
2
𝑓𝐵𝐶𝐷ℬ𝑛𝐶𝑆⊥𝜇
𝑛
2
·(𝒫 + 𝒫†)ℬ𝑛𝐷𝜇𝑆⊥
}︂
. (8.8)
In Eq. (8.6), the operator 𝒪𝐵𝐶𝑠 connects two operators of different collinear sectors,
and describes an arbitrary number of soft gluon emissions from the forward scattering.
For zero emissions, it reduces to 8𝜋𝛼𝑠𝒫2⊥𝛿𝐵𝐶 , which, together with the factors of 1/𝒫2⊥
in Eq. (8.6), reproduces the expected 1/𝒫2⊥ tree level Glauber potential between two
collinear partons. For a single emission, it reduces to the Lipatov vertex [373]. The
Feynman rules for two soft emissions can be found in [475].
SCET with Glauber operators provides an operator based formalism for study-
ing Glauber exchanges, and the Regge limit of QCD. For example, amplitude level
Reggeization and the BFKL equation can be derived in the EFT through the renor-
malization group evolution of the operators [475]. The role of Glauber exchanges for
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factorization violation can also be explicitly computed within this framework, as dis-
cussed in [475]. For example, it was used in [479] to give direct computations of the
collinear factorization violation in spacelike splitting functions that was first found
and computed in [157]. Higher order leading power calculations in the framework
used here were also made in [516].
8.3 Fermionic Glauber Operators
Having reviewed SCET with Glauber gluon operators, in this section we extend the
framework to include Glauber quark operators. In Sec. 8.3.1 we describe the structure
of the 𝑛 − ?¯? scattering operators, and in Sec. 8.3.2 we describe the structure of the
𝑛-𝑠 scattering operators. In Sec. 8.3.3 we discuss the regulators beyond dimensional
regularization that are required for calculating with these operators at loop level.
The precise structure of the operators presented in this section are derived from the
symmetries of the effective theory, power counting and mass dimension constraints,
and matching calculations, and are discussed in detail in Sec. 8.4.
8.3.1 𝑛-?¯? Operator Structure
In this section we present the structure of the 𝑛-?¯? scattering operators that describe
the forward scattering of partons in the 𝑛 and ?¯? collinear sectors through the 𝑡-channel
exchange of a Glauber quark. Analogous to the gluon case, in Eq. (8.6), we write the
Lagrangian in the factorized form
ℒII(1) ⊃ 𝑒−𝑖𝑥·𝒫
∑︁
𝑛,?¯?
?¯??¯? 1/𝒫⊥
𝒪𝑠 1/𝒫⊥
𝒪𝑛 , (8.9)
where 𝒪?¯? and 𝒪𝑛 describe fields in the collinear sectors, while 𝒪𝑠 describes fields
in the soft sector, which sits at an intermediate rapidity between the two collinear
sectors. The superscript II denotes that we are working in SCETII, and the superscript
(1) denotes that this will give contributions that scale as 𝒪(𝜆). The factors of /𝒫⊥
indicate that this is a non-local potential, and reflect the fermionic nature of the
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Glauber quark. We have kept the color and Dirac indices implicit. To simplify the
notation, we will often refer to the operator as
𝒪?¯?𝑛 = ?¯??¯? 1/𝒫⊥
𝒪𝑠 1/𝒫⊥
𝒪𝑛 . (8.10)
In Eq. (8.9), we have used the ⊃ notation to emphasize that this is only the
component of the subleading Lagrangian, ℒ(1), that describes the 𝑡-channel exchange
of a Glauber quark. In particular, it does not describe 𝒪(𝜆) power corrections to
the 𝑡-channel exchange of a Glauber gluon, or of compound states. In general, there
are other operators consistent with the symmetries of the effective theory as well as
with power and mass dimension counting that can be written down. For example, in
Eq. (8.9), one may replace 1/𝒫⊥ with
1
𝒫2⊥
, and appropriately modify the numerator with
an additional derivative or gluon field to satisfy power and mass dimension counting.
In Sec. 8.4 we will show that𝒪?¯?𝑛 is sufficient for tree level matching, and therefore any
additional operators have vanishing Wilson coefficients at this order. Moreover, we
find that the one-loop renormalization of 𝒪?¯?𝑛 does not produce additional operators.
Hence, Eq. (8.9) is the complete basis of operators for describing quark Reggeization
at LL order. We have not ruled out the presence of additional fermionic exchange
operators from one-loop matching, and we leave the study of the general operator
basis to future work.
The exchange of a quark necessarily changes the fermion number in each collinear
sector. In particular, there are 8 scattering configurations:
,
(8.11)
where the red dotted line denotes the Glauber quark. Importantly, in Eq. (8.9), there
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is a sum over the directions 𝑛 and ?¯?, as well as an implicit sum over the label mo-
mentum 𝒫 . This implies that all 8 possible collinear-collinear forward scattering con-
figurations are generated from Eq. (8.9). For scattering configurations that preserve
fermion number in each collinear sector, Eq. (8.9) contributes through 𝑇 -products,
starting at 𝒪(𝜆2) with 𝑇 -products of the above diagrams.
Changing the fermion number in each collinear sector implies that the collinear
operators appearing in Eq. (8.10) must contain a quark and a gluon at tree level. The
least suppressed collinear operators with this property in SCET will involve just one
quark and one gluon building block, since the collinear fields of Eq. (8.3) scale as 𝒪(𝜆)
so that any additional field would bring additional suppression. Moreover the forward
scattering condition implies that any momentum structure between the quark and the
gluon building block is fixed so that the two building blocks are connected by a simple
product. The two objects should combine to spin-1/2, and the only non-vanishing
object that does this while preserving the desired parity and chirality properties is
𝛾𝜇⊥. Therefore the collinear operators appearing in Eq. (8.10) are given by
𝒪?¯? = /ℬ⊥?¯?𝜒?¯? , 𝒪𝑛 = /ℬ⊥𝑛𝜒𝑛 . (8.12)
(Additional factors of /𝑛 or /¯𝑛 introduced here can be eliminated in the combination
in Eq. (8.10) by projection relations.) Having fixed the collinear operators, we can
derive the constraints on the soft operator 𝒪𝑠:
∙ Counting mass dimensions, the two collinear operators are together dimension-5
while the two Glauber quark potentials subtract two. Since the Lagrangian has
mass dimension four, the mid-rapidity soft operator must therefore have mass
dimension one.
∙ The Lagrangian, the collinear operators, and the Glauber quark potentials are
all RPI III invariant, and hence the soft operator must be RPI III invariant.
∙ The only operators to have mass dimension one that scale as 𝒪(𝜆0) are the label
momentum operators ?¯? · 𝒫 , 𝑛 · 𝒫 , which are neither RPI III invariant nor soft
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operators.1 Therefore the soft operator must scale at least as 𝒪(𝜆).
∙ Given the quantum numbers of the collinear operators, the soft operator must
be a matrix in both color (in the fundamental representation) and in Dirac
space.
∙ The soft operator must be soft gauge invariant.
These constraints imply that the most general mid-rapidity soft operator can be
formed only by the gluon gauge invariant building blocks ℬ𝑛𝑆⊥ and ℬ?¯?𝑆⊥ of Eq. (8.5)
(the soft quark operator 𝜓𝑆 is suppressed), gauge invariant products of soft Wilson
lines 𝑆†𝑛𝑆?¯?, and 𝒫⊥, the only RPI III invariant soft momentum operator. In Sec. 8.4.3
we will fix the coefficients of the building blocks via a matching calculation and the
resulting mid-rapidiy soft operator for the glauber quark 3 rapidity Lagrangian will
be shown to be
𝒪𝑠 = −2𝜋𝛼𝑠
[︁
𝑆†?¯?𝑆𝑛 /𝒫⊥ + /𝒫⊥𝑆†?¯?𝑆𝑛 − 𝑆†?¯?𝑆𝑛𝑔/ℬ𝑛𝑆⊥ − 𝑔/ℬ?¯?𝑆⊥𝑆†?¯?𝑆𝑛
]︁
. (8.13)
Note the identity
𝒫𝜇⊥𝑆†?¯?𝑆𝑛 − 𝑆†?¯?𝑆𝑛𝑔ℬ𝑛𝜇𝑆⊥ = 𝑆†?¯?𝑆𝑛𝒫𝜇⊥ − 𝑔ℬ?¯?𝜇𝑆⊥𝑆†?¯?𝑆𝑛 , (8.14)
which enables rewriting the soft operator in Eq. (8.13) in a more compact but less
symmetric form. The power counting of the operators is 𝒪𝑛 ∼ 𝒪?¯? ∼ 𝜆2 and 𝒪𝑠 ∼ 𝜆.
Using the power counting formula of [475] which subtracts 2 for a mixed 𝑛-?¯?-soft
operator, we then find that 𝒪𝑛?¯? contributes at 𝒪(𝜆) as stated above.
The structure of the soft operator 𝒪𝑠 in Eq. (8.13) is significantly simpler than
for the gluon case, 𝒪𝐵𝐶𝑠 in Eq. (8.8), due to the difference in mass dimension between
fermionic and bosonic propagators. In the gluon case, 𝒪𝑠 is exact: it is not corrected
at higher orders in perturbation theory since Glauber exchange is instantaneous in
both time and longitudinal position, and there is no hard contribution that is inte-
grated out [475]. While we expect this to be the case here, due to the possibility of
1All derivative operators in the soft sector scale as 𝒪(𝜆).
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= ?¯??¯?(𝑝3)/𝜖⊥(𝑝2)𝑇
𝐴
[︃
− 𝑖𝑔2 1
/𝑞⊥
]︃
/𝜖⊥(𝑝4)𝑇
𝐵𝑢𝑛(𝑝1)
= ?¯??¯?(𝑝3)/𝜖⊥(𝑝2)𝑇
𝐴
[︃
𝑖𝑔3 𝑇𝐶
1
/𝑞⊥
(︂
𝛾𝜇⊥ −
(/𝑞⊥ + /𝑘⊥)𝑛
𝜇
𝑛 · 𝑘
+
/𝑞⊥?¯?
𝜇
?¯? · 𝑘
)︂
1
/𝑞⊥ + /𝑘⊥
]︃
/𝜖⊥(𝑝4)𝑇
𝐵𝑢𝑛(𝑝1)
= ?¯??¯?(𝑝3)/𝜖⊥(𝑝2)𝑇
𝐴
[︃
− 𝑖𝑔4𝑇𝐶𝑇𝐷 1
/𝑞⊥ + /𝑘1⊥ + /𝑘2⊥
(︂
𝑛𝜈𝛾𝜇⊥
𝑛 · 𝑘2 −
?¯?𝜇𝛾𝜈⊥
?¯? · 𝑘1
+
(/𝑞⊥ + /𝑘1⊥ + /𝑘2⊥) ?¯?
𝜇?¯?𝜈
2?¯? · (𝑘1 + 𝑘2)?¯? · 𝑘1 +
/𝑞⊥𝑛
𝜇𝑛𝜈
2𝑛 · (𝑘1 + 𝑘2)𝑛 · 𝑘1
− (/𝑘1⊥ + /𝑞⊥)?¯?
𝜇𝑛𝜈
?¯? · 𝑘1 𝑛 · 𝑘2
)︂
1
/𝑞⊥
+
{︁
(𝐶, 𝜇, 𝑘1)↔ (𝐷, 𝜈, 𝑘2)
}︁]︃
/𝜖⊥(𝑝4)𝑇
𝐵𝑢𝑛(𝑝1)
Figure 8-1: Feynman rules for tree level 𝑞𝑔 forward scattering with zero, one and
two soft gluon emissions, generated by the soft operator 𝒪𝑠. Soft emissions at higher
orders in 𝛼𝑠 are also produced by 𝒪𝑠.
the additional operators mentioned below Eq. (8.10) appearing at higher orders, and
the behavior of power suppressed terms from loop diagrams, it is more complicated
to show that this is true in this case, and we leave it to future work.
The soft operator 𝒪𝑠 describes the emission of soft gluons from the forward scat-
tering to all orders in 𝛼𝑠. The Feynman rules for 𝑞𝑔 forward scattering with zero, one
and two soft gluon emissions are given in Fig. 8-1. The one emission Feynman rule
gives the classic result of Fadin and Sherman [275, 276], which we will refer to as the
Fadin-Sherman vertex. The two emission Feynman rule has not, to our knowledge,
appeared in the literature before. It will be required in our derivation of the quark
Reggeization through rapidity renormalization (although only a particularly simple
projection appears).
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8.3.2 𝑛-𝑠 Operator Structure
In addition to the 𝑛-?¯? scattering operators, the effective theory also includes operators
that describe 𝑛-𝑠 (and ?¯? − 𝑠) forward scattering. We write the Lagrangian for soft
collinear forward scattering as
ℒII(1/2)𝐺 ⊃ 𝑒−𝑖𝑥·𝒫
∑︁
𝑛
?¯?𝑛 1/𝒫⊥
𝒪𝑛𝑠 + ?¯?𝑛𝑠
1
/𝒫⊥
𝒪𝑛 . (8.15)
Here the superscript 1/2 indicates that this Lagrangian contribution scales as 𝒪(𝜆1/2)
relative to the leading power contribution. These operators play an important role in
the rapidity renormalization, contributing through 𝑇 -products in the effective theory.
In particular, their contribution scales as 𝒪(𝜆1/2) · 𝒪(𝜆1/2) = 𝒪(𝜆), which is at the
same order as the 𝑛-?¯? forward scattering operators. We will use the shorthand
𝒪𝑛𝑠 = ?¯?𝑛 1/𝒫⊥
𝒪𝑛𝑠 . (8.16)
As in Eq. (8.9), we have used the ⊃ symbol in Eq. (8.15) to emphasize that this
is not the complete Lagrangian at 𝒪(𝜆1/2), and includes only the operators required
for describing quark Reggeization at LL order
In Eq. (8.15), the sum over the direction 𝑛, the implicit sum over the label mo-
mentum 𝒫 , and the presence of both 𝒪𝑛𝑠 and its hermitian conjugate generates all
possible scattering configurations, namely:
.
(8.17)
The 𝒪𝑛 operators in Eq. (8.15) are identical to those in Eq. (8.12). The 𝒪𝑛𝑠
operators have a similar structure, but we include a prefactor that arises from tree
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level matching:
𝒪𝑛𝑠 = −4𝜋𝛼𝑠/ℬ𝑛⊥𝑆𝜓𝑛𝑆 , ?¯?𝑛𝑠 = −4𝜋𝛼𝑠𝜓𝑛𝑆 /ℬ𝑛⊥𝑆 . (8.18)
The power counting of the operators is 𝒪𝑛 ∼ 𝒪?¯? ∼ 𝜆2 and 𝒪𝑛𝑠 ∼ 𝒪?¯?𝑠 ∼ 𝜆3/2. Using
the power counting formula of [475], where we subtract 3 for a mixed 𝑛-soft or ?¯?-soft
operator, we then find that 𝒪𝑛𝑠 gives a contribution scaling as 𝒪(𝜆1/2), as stated.
8.3.3 Regulators for Rapidity and Glauber Potential Singu-
larities
As discussed extensively in [475], the Glauber Lagrangian requires both the regular-
ization of rapidity divergences, as well as the regularization of divergences associated
with Glauber exchanges. Here we use identical regulators to those defined in [475].
Rapidity divergences are regulated using the 𝜂-regulator of [184, 185]. In this
regulator the soft and collinear Wilson lines are modified as
𝑆𝑛 =
[︃∑︁
perms
exp
(︂
− 𝑔
𝑛 · 𝒫
𝜔|2𝒫𝑧|−𝜂/2
𝜈−𝜂/2
𝑛 · 𝐴𝑠(𝑥)
)︂]︃
,
𝑊𝑛 =
[︃∑︁
perms
exp
(︂
− 𝑔
?¯? · 𝒫
𝜔2|?¯? · 𝒫|−𝜂
𝜈−𝜂
?¯? · 𝐴𝑛(𝑥)
)︂]︃
, (8.19)
with analogous modifications for 𝑆?¯? and 𝑊?¯?. Here 𝜔 is a formal bookkeeping param-
eter which satisfies
𝜈
𝜕
𝜕𝜈
𝜔2(𝜈) = −𝜂 𝜔2(𝜈) , lim
𝜂→0
𝜔(𝜈) = 1 . (8.20)
For convenience we set 𝜔 = 1 throughout our calculations since it can be trivially
restored.
Singularities from Glauber exchanges are also regulated using the 𝜂-regulator. In
particular, a factor of 𝜔|2𝑞𝑧|−𝜂𝜈𝜂 is included for each Glauber exchange, where 𝑞 is the
Glauber momentum. This can be formulated at the level of the Glauber Lagrangian,
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and can be shown to be routing independent [475]. We regulate divergences associated
with Glauber quarks in an identical manner, and show the consistency of this regulator
at one-loop through our calculations of the Reggeization, the BFKL equation, and the
box diagrams with simultaneous exchange of a Glauber quark and a Glauber gluon.
8.4 Tree Level Matching
In this section we consider tree level matching between QCD and SCET. This, com-
bined with the symmetries of the effective theory as well as constraints from power
and mass dimension counting, will allow us to fix the structure of the operators, as
given in the previous section. In Sec. 8.4.1 and Sec. 8.4.2 we perform the matching
with zero soft emissions. In Sec. 8.4.3 we present the most general form of the soft
operator 𝒪𝑠, and fix its structure with tree level matching.
We will use the following alternative notation for Feynman diagrams involving
Glauber quark exchange, distinguishing the Glauber quark exchange from a Glauber
gluon exchange by including an arrow on the red dotted line:
≡ , ≡ , (8.21)
where we have illustrated with particular configurations of 𝑛-?¯? and 𝑛-𝑠 scattering.
The notation with the red dotted line shows the 𝑡-channel exchange explicitly, while
the notation with the red elliptical blob emphasizes the potential nature of the forward
scattering operators.
8.4.1 𝑛-?¯? Scattering
We begin with the matching for the 𝑛-?¯? scattering operator. For definiteness, we take
the configuration 𝑞(𝑝𝑛1 ) + 𝑔(𝑝?¯?2 )→ 𝑔(𝑝𝑛4 ) + 𝑞(𝑝?¯?3 ), and choose our momenta as
𝑝1⊥ = −𝑝4⊥ = 𝑞⊥/2 , 𝑝2⊥ = −𝑝3⊥ = −𝑞⊥/2 . (8.22)
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For this choice, the positive 𝑞⊥ is aligned with the fermion number flow. Expanding
the full theory result in the forward limit, we find
= −4𝜋𝑖𝛼𝑠?¯??¯?(𝑝3)/𝜖⊥(𝑝2)𝑇𝐴
/𝑞⊥
𝑞2⊥
/𝜖⊥(𝑝4)𝑇
𝐵𝑢𝑛(𝑝1) . (8.23)
This is reproduced in the effective theory by the zero emission Feynman rule of the
forward scattering operator 𝒪?¯?𝑛:
= ⟨𝒪?¯?𝑛⟩ =
⟨
?¯??¯?/ℬ⊥?¯?
1
/𝒫⊥
(−4𝜋𝛼𝑠 /𝒫⊥)
1
/𝒫⊥
/ℬ⊥𝑛𝜒𝑛
⟩
. (8.24)
In particular, this defines the normalization of the soft operator 𝒪𝑠 with zero emis-
sions, but does not probe the structure of the soft Wilson lines or the soft gluon fields
within 𝒪𝑠.
8.4.2 𝑛-𝑠 Scattering
The expansion of the full theory diagram in Eq. (8.23) also fixes the structure of the
𝑛-𝑠 operators. In particular, we immediately see that it is reproduced by the zero
emission Feynman rule of the forward scattering operator 𝒪?¯?𝑠:
= ⟨𝒪?¯?𝑠⟩ =
⟨
?¯??¯?/ℬ⊥?¯?
1
/𝒫⊥
(︁
−4𝜋𝛼𝑠/ℬ?¯?⊥𝑆𝜓?¯?𝑆
)︁⟩
. (8.25)
This simple matching, combined with constraints from power counting, mass dimen-
sion and the symmetries of the effective theory, therefore fixes the form of the oper-
ators 𝒪𝑛𝑠 and 𝒪?¯?𝑠. Once again these are the only operators that appear from tree
level matching.
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8.4.3 Matching to the Soft Operator
To derive the precise structure of the soft operator 𝒪𝑠, we must consider matching
with soft gluon emissions. We begin by deriving the most general form of the soft
operator consistent with constraints from power counting, mass dimension and the
symmetries of the effective theory. We then use matching calculations to fix the free
coefficients in the operator.
As discussed in Sec. 8.3.1, the soft operator must have mass dimension 1, scale as
𝒪(𝜆), and be composed of gauge invariant building blocks in the effective theory such
as 𝒫⊥, ℬ𝑛⊥, ℬ?¯?⊥ and Wilson lines. Since the total ⊥ momentum of the Lagrangian
is zero, we have 𝒫⊥ = 𝒫†⊥, and therefore we can choose to write the operator in
terms of 𝒫⊥. Hermiticity requires that the operator satisfies (up to 𝛾0 factors that
are absorbed by the collinear operators in 𝒪?¯?𝑛)
𝒪𝑠 = 𝒪†𝑠
⃒⃒
𝑛↔?¯? . (8.26)
The above constraints do not prohibit the appearance of an arbitrary number of soft
Wilson lines since these have mass dimension 0 and scale as 𝒪(𝜆0). However, due to
the physical picture of these Wilson lines as arising from the emission of gluons off the
partons involved in the forward scattering, we will require that each term in the soft
operator has two Wilson lines. These soft Wilson lines can appear both explicitly,
as well as inside the gauge invariant soft gluon fields, defined in Eq. (8.5), and both
must be counted. The constraint of having two soft Wilson lines leads to the following
allowed combinations:
𝑆†?¯?𝑆𝑛ℬ𝑛𝜇𝑆⊥ , ℬ?¯?𝜇𝑆⊥𝑆†?¯?𝑆𝑛 , ℬ𝑛𝜇𝑆⊥𝑆†𝑛𝑆?¯? , 𝑆†𝑛𝑆?¯?ℬ?¯?𝜇𝑆⊥ . (8.27)
Given these constraints, the most general structure of the operator is
𝒪𝑠 = −4𝜋𝛼𝑠
[︂
𝐶1
2
(︁
𝑔/ℬ𝑛⊥𝑠𝑆†𝑛𝑆?¯? + 𝑆†𝑛𝑆?¯?𝑔/ℬ?¯?⊥𝑠
)︁
+
𝐶2
2
(︁
𝑆†?¯?𝑆𝑛𝑔/ℬ𝑛𝑆⊥ + 𝑔/ℬ?¯?𝑆⊥𝑆†?¯?𝑆𝑛
)︁
+
𝐶3
2
(︀
𝑆†𝑛𝑆?¯? /𝒫⊥ + /𝒫⊥𝑆†𝑛𝑆?¯?
)︀
+
𝐶4
2
(︁
𝑆†?¯?𝑆𝑛 /𝒫⊥ + /𝒫⊥𝑆†?¯?𝑆𝑛
)︁]︂
. (8.28)
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a)
b)
Figure 8-2: (a) Full theory and (b) effective theory graphs with a single soft emission.
We refer to the effective theory vertex as the Fadin-Sherman vertex since it first
appeared in [275, 276].
The tree level matching with zero emission in Sec. 8.4.1 gives the relation
𝐶3 + 𝐶4 = 1 . (8.29)
In the next section, we derive additional coefficient relations by considering soft emis-
sions, which probe the structure of the soft Wilson lines and the soft gluon fields.
Note that the general form of the soft operator in Eq. (8.28) includes both combina-
tions 𝑆†𝑛𝑆?¯? and 𝑆
†
?¯?𝑆𝑛. In the Glauber gluon case, the soft operator 𝒪𝐵𝐶𝑠 in Eq. (8.8)
has only one of these combinations, corresponding to the ordering of the operators
𝒪𝑖𝐵𝑛 , 𝒪𝐵𝐶𝑠 and 𝒪𝑗𝐶?¯? in Eq. (8.6). We will see that this also holds in the Glauber quark
case, and in particular we will show that 𝐶1 = 𝐶3 = 0 for the ordering of operators
in Eq. (8.9).
One Soft Emission
The single emission diagrams in the full theory and effective theory are shown in
Fig. 8-2. Expanded to a single emission with outgoing momentum 𝑘, the soft operator
is given by
𝒪𝑠 = −4𝜋𝛼𝑠
[︂
(𝐶1 + 𝐶2)𝑔 /𝐴𝑠⊥
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−
(︂
𝐶1
2
+
𝐶2
2
)︂(︂
𝑔𝑇𝐴𝑛 · 𝐴𝐴𝑠𝑘
𝑛 · 𝑘 +
𝑔𝑇𝐴?¯? · 𝐴𝐴𝑠𝑘
?¯? · 𝑘
)︂
(/𝑞⊥ + /𝑘⊥)
−
(︂
𝐶3
2
− 𝐶4
2
)︂(︂
𝑔𝑇𝐴𝑛 · 𝐴𝐴𝑠𝑘
𝑛 · 𝑘 −
𝑔𝑇𝐴?¯? · 𝐴𝐴𝑠𝑘
?¯? · 𝑘
)︂
(/𝑞⊥ + /𝑘⊥)
+
(︂
𝐶1
2
+
𝐶2
2
)︂
/𝑞⊥
(︂
𝑔𝑇𝐴𝑛 · 𝐴𝐴𝑠𝑘
𝑛 · 𝑘 +
𝑔𝑇𝐴?¯? · 𝐴𝐴𝑠𝑘
?¯? · 𝑘
)︂
−
(︂
𝐶3
2
− 𝐶4
2
)︂
/𝑞⊥
(︂
𝑔𝑇𝐴𝑛 · 𝐴𝐴𝑠𝑘
𝑛 · 𝑘 −
𝑔𝑇𝐴?¯? · 𝐴𝐴𝑠𝑘
?¯? · 𝑘
)︂]︂
. (8.30)
To fix 𝐶1 + 𝐶2, we only need the perpendicular polarization, which comes from the
full theory diagram
= 𝑖4𝜋𝛼𝑠?¯??¯?/𝜖⊥𝑇
𝐴/𝑞⊥
𝑞2⊥
𝛾𝜌⊥𝑇
𝑐
(/𝑞⊥ + /𝑘⊥)
(𝑞⊥ + 𝑘⊥)2
/𝜖⊥𝑇
𝐵𝑢𝑛 . (8.31)
In the effective theory, we have
= −𝑖4𝜋𝛼𝑠(𝐶1 + 𝐶2)?¯??¯?/𝜖⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜌⊥𝑇
𝑐
(/𝑞⊥ + /𝑘⊥)
(𝑞⊥ + 𝑘⊥)2
/𝜖⊥𝑇
𝐵𝑢𝑛 , (8.32)
and thus the constraint from matching is
𝐶1 + 𝐶2 = −1 . (8.33)
The Wilson line structure is probed using the 𝑛 · 𝐴 and ?¯? · 𝐴 polarizations of the
emission. From the remaining four diagrams in the full theory, we find
+ + +
= −𝑖4𝜋𝛼𝑠?¯??¯?/𝜖⊥𝑇𝐴
[︂(︂
𝑔𝑇𝐴𝑛 · 𝐴𝐴𝑠𝑘
𝑛 · 𝑘
)︂
(/𝑞⊥ + /𝑘⊥)− /𝑞⊥
(︂
𝑔𝑇𝐴?¯? · 𝐴𝐴𝑠𝑘
?¯? · 𝑘
)︂]︂
/𝜖⊥𝑇
𝐵𝑢𝑛 . (8.34)
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Upon comparing with Eq. (8.30), we derive the relation
𝐶1 + 𝐶2 = (𝐶3 − 𝐶4) . (8.35)
The constraints derived from zero and one emission matching, given in Eqs. (8.29), (8.33)
and (8.35), have the solution 𝐶1 + 𝐶2 = −1, 𝐶3 = 0 and 𝐶4 = 1. The remaining
degeneracy between the coefficients 𝐶1 and 𝐶2 can be broken by matching with two
soft emissions.
Two Soft Emissions
The double emission diagrams in the full theory and effective theory are shown in
Fig. 8-3. Note that the operators for 𝑛-𝑠 and ?¯?-𝑠 forward scattering enter the matching
through 𝑇 -product contributions.
Instead of performing the complete two emission matching, we will assume that
only one ordering of Wilson lines appears, as in the case of the leading power Glauber
Lagrangian ℒII(0)𝐺 . This is motivated also by the patterns found in one emission match-
ing as well as the structure of diagrams in Fig. 8-3 for the two emission matching.
We leave a general proof of this statement to future work. Under this assumption, we
have 𝐶1 = 0, which completely fixes the form of our soft operator to the final form
given in Eq. (8.13):
𝒪𝑠 = −2𝜋𝛼𝑠
[︁
𝑆†?¯?𝑆𝑛 /𝒫⊥ + /𝒫⊥𝑆†?¯?𝑆𝑛 − 𝑆†?¯?𝑆𝑛𝑔/ℬ𝑛𝑆⊥ − 𝑔/ℬ?¯?𝑆⊥𝑆†?¯?𝑆𝑛
]︁
. (8.36)
The particular ordering of the Wilson lines, 𝑆†?¯?𝑆𝑛, appearing in 𝒪𝑠 in Eq. (8.13)
corresponds to the ordering of the collinear and soft operators in Eq. (8.6), and to the
scattering configuration employed in our matching. The soft operator written with
the opposite ordering is obtained simply by the replacement 𝑛↔ ?¯? in Eq. (8.13).
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a)
b)
Figure 8-3: (a) Full theory and (b) effective theory graphs with two soft emissions.
In the effective theory, the first three graphs are 𝑇 -product contributions, and the
fourth graph is the two emission Feynman rule from the Fadin-Sherman vertex.
8.5 Quark Reggeization from Rapidity Renormaliza-
tion
In this section we consider the renormalization of the Glauber operators to derive the
Reggeization of the quark. The renormalization should be done at the level of the
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squared amplitude, including both virtual and real contributions, to obtain IR finite
results. Nevertheless, with careful interpretation of the IR divergences, the virtual
diagrams can be examined at the amplitude level, and we will see that the solution to
the rapidity renormalization group equation (RGE) corresponds to the Reggeization
of the quark.
For quark-gluon scattering, we can decompose the color structure of the 𝑡-channel
exchange as 3 ⊗ 8 = 3⊕ 6¯⊕ 15. Explicitly, if we decompose the amplitude using the
color basis
ℳ = 2 (︀𝑇𝐴𝑇𝐵)︀
𝑖𝑗
𝒜+ 2 (︀𝑇𝐵𝑇𝐴)︀
𝑖𝑗
ℬ + 𝛿𝐴𝐵𝛿𝑖𝑗𝒞 , (8.37)
then the contributions to the 3, 6¯ and 15 color structures are given by [107],
ℳ3 = 2𝐶𝐹𝒜− 1
𝑁
ℬ + 𝒞 , (8.38)
ℳ6¯ = −ℬ + 𝒞 , (8.39)
ℳ15 = ℬ + 𝒞 . (8.40)
In this section we will focus on the Reggeization of the 3 channel at LL order, which
corresponds to dressing the tree-level 𝑡-channel quark exchange. In the study of
Reggeization, it is conventional to also decompose the amplitude so that it has a
definite signature under crossing, i.e.,ℳ± = 1
2
[ℳ±ℳ(𝑠↔ 𝑡)]. Indeed, it is known
that it is the positive signature 3 channel that builds upon the lowest order quark
exchange and Reggeizes at LL order. The negative signature channel is suppressed by
an 𝛼𝑠, and has a series that starts at next-to-leading logarithmic (NLL) order, which
is beyond the order we are working.
In Sec. 8.5.1 we setup the notation and present the structure for the renormal-
ization of the Glauber quark operators. We also derive consistency relations among
the anomalous dimensions of the soft and collinear operators, which provide impor-
tant checks on our calculation. In Secs. 8.5.2 and 8.5.3 we compute the anomalous
dimension of the collinear and soft operators. In Sec. 8.5.4 we solve the RGE and
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demonstrate the Reggeization of the quark.
The 6¯ and 15 channels are generated by the simultaneous exchange of both a
Glauber quark and a Glauber gluon. These diagrams are rapidity finite at lowest
order, and will be considered in Sec. 8.5.5.
8.5.1 RG Structure and Consistency Relations
For the collinear sector, there is no mixing and the renormalization has the structure
𝒪 bare𝑛 = 𝑉𝒪𝑛𝒪𝑛 , 𝑉𝒪𝑛 = (1 + 𝛿𝑉𝑛) , (8.41)
with analogous relations for the ?¯? sector. Following [475], we use the notation “𝑉 ”
instead of the traditional “𝑍” for renormalization factors to remind the reader that
these are only virtual contributions and may still depend on IR regulator.
For the soft operator 𝒪𝑛𝑠 , there is no mixing and we have
𝒪𝑛 bare𝑠 = 𝑉𝒪𝑛𝑠𝒪𝑛𝑠 , 𝑉𝒪𝑛𝑠 = (1 + 𝛿𝑉 𝑛𝑠 ) , (8.42)
with analogous relations for the ?¯? sector. For the soft operator𝒪𝑠, the renormalization
group structure is more complicated due to mixing with 𝑇 -products of 𝒪𝑛𝑠 and 𝒪?¯?𝑠 .
This is discussed in detail for the Glauber gluon case in [475]. The structure in our
case is given by
?⃗? bare𝑠 = 𝑉𝒪𝑠 · ?⃗?𝑠 ,
?⃗?𝑠 =
⎛⎝ 𝒪𝑠
𝑖
∫︀
𝑑4𝑥 𝑇 𝒪?¯?𝑠 (𝑥)?¯?𝑛𝑠 (0)
⎞⎠ , 𝑉𝒪𝑠 =
⎛⎝ 1 + 𝛿𝑉𝑠 0
𝛿𝑉 𝑇𝑠 𝑉𝒪?¯?𝑠 𝑉?¯?𝑛𝑠
⎞⎠ . (8.43)
Importantly, due to the relative difference in the power counting of 𝒪𝑠 to that of 𝒪?¯?𝑠
and 𝒪𝑛𝑠 , both components in ?⃗?𝑠 are the same order in the power counting.
The renormalization group structure above, for both the collinear and soft sectors,
is simpler than for the case of Glauber gluon operators, which involves mixing between
quark and gluon operators that leads to the universality of Reggeization [475]. In the
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present case, there is only a non-trivial mixing in the soft sector.
The 𝜇 and 𝜈 anomalous dimensions are derived by demanding the 𝜇 and 𝜈 in-
variance of the bare operators as usual. Since our operators do not have Wilson
coefficients and the soft and collinear fields are at the same 𝜇 scale, we expect their 𝜇
anomalous dimension to vanish, as in the case of ℒ(0)𝐺 [475]. Therefore, we focus here
on the 𝜈 anomalous dimensions, which give rise to rapidity renormalization, and the
Reggeization.
We have the standard relations
𝒪bare = 𝑉𝒪 · 𝒪(𝜈, 𝜇) , 𝜈 𝜕
𝜕𝜈
𝒪(𝜈, 𝜇) = 𝛾𝜈𝒪 · 𝒪(𝜈, 𝜇) , 𝛾𝜈𝒪 = −𝑉 −1𝒪 · 𝜈
𝜕
𝜕𝜈
𝑉𝒪 ,
(8.44)
for 𝒪 = 𝒪𝑛 ,𝒪𝑛𝑠 ,𝒪𝑠 and for the operators describing the ?¯? sector. For the soft
operator 𝒪𝑠, which undergoes mixing, the anomalous dimension has the form
𝛾𝜈𝒪𝑠 =
⎛⎝ 𝛾dir𝑠𝜈 0
𝛾𝑇𝑠𝜈 𝛾
𝜈
𝒪?¯?𝑠 𝛾
𝜈
?¯?𝑛𝑠
⎞⎠ . (8.45)
The fact that there is no overall 𝜈 dependence in 𝑛-?¯? scattering and 𝑛-𝑠 scattering
leads to relations among the anomalous dimensions. The consistency for 𝑛-?¯? scat-
tering is derived at the level of the time evolution operator, and one must consider
all possible contributions from 𝑇 -products involving ℒII(0)𝐺 , ℒII(1/2), and ℒII(1). At
one-loop, this simplifies considerably, and we have
𝜈
𝜕
𝜕𝜈
(︂
𝒪?¯?𝑛 + 𝑖
∫︁
𝑑4𝑥 𝑇 𝒪?¯?𝑠(𝑥) · ?¯?𝑛𝑠(0)
)︂
= 0 . (8.46)
Note again that this has homogeneous power counting. By differentiating the time
evolution of the 𝑛-?¯? scattering and the 𝑛-𝑠 scattering, we can derive the following
relations between anomalous dimensions
𝛾𝜈𝒪𝑛 = 𝛾
𝜈
𝒪?¯? , 𝛾
dir
𝑠𝜈 + 𝛾
𝑇
𝑠𝜈 = −𝛾𝜈𝒪𝑛 − 𝛾𝜈𝒪?¯? , 𝛾𝜈𝒪𝑛𝑠 = −𝛾𝜈𝒪𝑛 . (8.47)
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a) b) c) d)
Figure 8-4: One-loop virtual contributions to the renormalization of the collinear
operator 𝒪𝑛. The V graphs are labeled a) and b), and the Wilson line graphs are
labeled c) and d).
8.5.2 One-Loop Virtual Anomalous Dimension for the Collinear
Operator
In this section we compute the one-loop virtual contributions to the renormalization of
the collinear operator 𝒪𝑛. The two types of contributions are shown in Fig. 8-4, which
we refer to as V graphs and Wilson line graphs. All the integrals can be evaluated
following [475], and we therefore only give the final results. It is sufficient to consider
external gluons with perpendicular polarization, which simplifies the calculation. We
employ a gluon mass, 𝑚, as an IR regulator to ensure that all poles in 𝜖 are of UV
origin. The IR regulator will explicitly appear in the rapidity anomalous dimension
𝛾𝜈𝒪𝑛 , and in the Regge trajectory.
In the following, we display only contributions to the 1/𝜂 pole (e.g., ignoring
coupling and wavefunction renormalization), and denote finite pieces with ellipses.
For the V graphs, we find
Fig. 8-4a = (4𝜋𝛼𝑠)2(2𝐶𝐹 − 𝐶𝐴)?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|?¯? · 𝑘|−𝜂𝜈𝜂/𝑘⊥(/𝑘⊥ + /𝑞⊥)?¯? · 𝑝1
(𝑘2 −𝑚2)(𝑘 + 𝑞)2(𝑘 + 𝑝1)2?¯? · 𝑘 𝛾
𝜈
⊥𝑇
𝐵𝑢𝑛 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
𝛼𝑠
2𝜋
(︂
𝐶𝐹 − 𝐶𝐴
2
)︂
𝑔(𝜖, 𝜇2/𝑡)
𝜂
+ . . . , (8.48)
Fig. 8-4b = −(4𝜋𝛼𝑠)2𝐶𝐴?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|?¯? · 𝑘|−𝜂𝜈𝜂/𝑘⊥(/𝑘⊥ + /𝑞⊥)?¯? · 𝑝4
(𝑘2 −𝑚2)(𝑘 + 𝑞)2[(𝑘 − 𝑝4)2 −𝑚2]?¯? · 𝑘𝛾
𝜈
⊥𝑇
𝐵𝑢𝑛 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
𝛼𝑠
2𝜋
𝐶𝐴
2
𝑔(𝜖, 𝜇2/𝑡)
𝜂
+ . . . , (8.49)
where
𝑔(𝜖, 𝜇2/𝑡) = 𝑒𝜖𝛾𝐸
(︂
𝜇2
−𝑡
)︂𝜖
cos(𝜋𝜖)Γ(−𝜖)Γ(1 + 2𝜖) . (8.50)
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These results are independent of the IR regulator 𝑚, with 𝑡 regulating the IR region.
For the Wilson line graphs, we find
Fig. 8-4c = −(4𝜋𝛼𝑠)2(2𝐶𝐹 − 𝐶𝐴)
∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|?¯? · 𝑘|−𝜂𝜈𝜂?¯? · 𝑝1
(𝑘2 −𝑚2)(𝑘 + 𝑝1)2?¯? · 𝑘 ?¯??¯?𝛾
𝜇
⊥𝑇
𝐴/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
𝛼𝑠
2𝜋
(︂
𝐶𝐹 − 𝐶𝐴
2
)︂
ℎ(𝜖, 𝜇2/𝑚2)
𝜂
+ . . . , (8.51)
Fig. 8-4d = −(4𝜋𝛼𝑠)2𝐶𝐴
∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|?¯? · 𝑘|−𝜂𝜈𝜂?¯? · 𝑝4
(𝑘2 −𝑚2)(𝑘 + 𝑝4)2?¯? · 𝑘 ?¯??¯?𝛾
𝜇
⊥𝑇
𝐴/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
𝛼𝑠
2𝜋
𝐶𝐴
2
ℎ(𝜖, 𝜇2/𝑚2)
𝜂
+ . . . , (8.52)
where
ℎ(𝜖, 𝜇2/𝑚2) = 𝑒𝜖𝛾𝐸
(︂
𝜇2
𝑚2
)︂𝜖
Γ(𝜖) . (8.53)
Here we see an explicit dependence on the IR regulator 𝑚. Note that the 𝐶𝐴 de-
pendence of the 1/𝜂 pole cancels in the sum for both the V graphs and Wilson line
graphs. Upon summing all diagrams in Fig. 8-4, we find
𝛿𝑉𝑛 =
𝛼𝑠𝐶𝐹
2𝜋
[︂
𝑔(𝜖, 𝜇2/𝑡) + ℎ(𝜖, 𝜇2/𝑚2)
𝜂
]︂
,
𝛾𝜈𝒪𝑛 =
𝛼𝑠𝐶𝐹
2𝜋
[︂
𝑔(𝜖, 𝜇2/𝑡) + ℎ(𝜖, 𝜇2/𝑚2)
]︂
=
𝛼𝑠𝐶𝐹
2𝜋
ln
(︂−𝑡
𝑚2
)︂
, (8.54)
where we expanded in 𝜖 in the final result for 𝛾𝜈𝒪𝑛 . This result is the same as for the
Glauber gluon case up to Casimir scaling.
8.5.3 One-Loop Virtual Anomalous Dimension for the Soft
Operator
The result for the anomalous dimension 𝛾𝜈𝒪𝑛 in Eq. (8.54), along with the relations
in Eq. (8.47), specify the complete set of anomalous dimensions for our operators.
Nonetheless, in this section we explicitly compute the renormalization of the soft
operator 𝒪𝑠, verifying the structure of the operator mixing and the result for the
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a) b)
Figure 8-5: One-loop virtual contributions to the renormalization of the soft operator
𝒪𝑠. The flower graph is labeled a) and the eye graph is labeled b).
combination 𝛾dir𝑠𝜈 + 𝛾𝑇𝑠𝜈 .
The relevant diagrams are shown in Fig. 8-5, which we refer to as the flower graph,
and the eye graph. As in the previous section, all integrals can be performed using
techniques from [475], so we present only the final results, and again we keep only
terms that contribute to the 1/𝜂 pole, as required for the rapidity renormalization.
For the flower diagram, we find
Fig. 8-5a = −(4𝜋𝛼𝑠)22𝐶𝐹 ?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|2𝑘𝑧|−𝜂𝜈𝜂
(𝑘2 −𝑚2)𝑛 · 𝑘?¯? · 𝑘 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
[︂
−𝛼𝑠
𝜋
𝐶𝐹
ℎ(𝜖, 𝜇2/𝑚2)
𝜂
]︂
+ . . . . (8.55)
For the eye diagram, we find
Fig. 8-5b = −(4𝜋𝛼𝑠)22𝐶𝐹 ?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
[︃∫︁
𝑑𝑑𝑘
𝜄𝜖𝜇2𝜖|2𝑘𝑧|−𝜂𝜈𝜂/𝑘⊥(/𝑘⊥ + /𝑞⊥)/𝑘⊥
(𝑘2 −𝑚2)(𝑘 + 𝑞)2𝑛 · 𝑘?¯? · 𝑘
]︃
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛 + . . .
= −𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥𝑇𝐴
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑇
𝐵𝑢𝑛
[︂
−𝛼𝑠
𝜋
𝐶𝐹
𝑔(𝜖, 𝜇2/𝑡)
𝜂
]︂
+ . . . . (8.56)
These results determine the counterterms and anomalous dimensions as
𝛿𝑉𝑠 = −𝛼𝑠
𝜋
𝐶𝐹
ℎ(𝜖, 𝜇2/𝑚2)
𝜂
, 𝛿𝑉 𝑇𝑠 = −
𝛼𝑠
𝜋
𝐶𝐹
𝑔(𝜖, 𝜇2/𝑡)
𝜂
,
𝛾dir𝑠𝜈 = −
𝛼𝑠
𝜋
𝐶𝐹ℎ(𝜖, 𝜇
2/𝑚2) , 𝛾𝑇𝑠𝜈 = −
𝛼𝑠
𝜋
𝐶𝐹𝑔(𝜖, 𝜇
2/𝑡) , (8.57)
consistent with those for the collinear sector. In the next section, we will solve the
RGE and see that the anomalous dimension fixes the form of the Regge trajectory.
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8.5.4 Solving the Rapidity RGE
With the anomalous dimensions in hand, it is now straightforward to achieve am-
plitude level Reggeization through solving the rapidity RGE. We have the rapidity
anomalous dimensions 𝛾𝜈𝒪𝑛 for the collinear operator 𝒪𝑛 and 𝛾dir𝑠𝜈 + 𝛾𝑇𝑠𝜈 for the soft
operator 𝒪𝑠, which satisfy the required consistency relations in Eq. (8.47), This en-
sures that we can equivalently either run the collinear operators to the soft scale, or
the soft operators to the collinear scale. We choose to run the collinear operators to
the soft scale. The rapidity RGE is given by
𝜈
𝑑
𝑑𝜈
𝒪𝑛(𝜈) = 𝛾𝜈𝒪𝑛𝒪𝑛(𝜈) , (8.58)
where the argument explicitly denotes the dependence on the 𝜈 scale (the 𝜇 scale
does not enter our analysis). Since the anomalous dimension is independent of 𝜈, the
solution is
𝒪𝑛
(︀√−𝑡)︀ = (︂ 𝑠−𝑡
)︂− 1
2
𝛾𝜈𝒪𝑛
𝒪𝑛
(︀√
𝑠
)︀
, (8.59)
with an analogous expression for the ?¯?-collinear sector. Upon substituting the evolved
collinear operators into the forward scattering operator, we find
𝒪𝑛?¯? =
(︂
𝑠
−𝑡
)︂−𝛼𝑠(𝜇)𝐶𝐹
2𝜋
log( −𝑡
𝑚2
)
?¯?𝑛
(︀√
𝑠
)︀ 1
/𝒫⊥
𝒪𝑠
(︀√−𝑡)︀ 1
/𝒫⊥
𝒪?¯?
(︀√
𝑠
)︀
, (8.60)
which is the one-loop Reggeization of the quark. We emphasize again that we have not
decomposed this result into amplitudes of definite signature. At LL order, log(𝑠/|𝑡|)
and log(−𝑠/|𝑡|) are equivalent, and only differ at NLL order. The one-loop Regge
trajectory for the quark is given by the exponent in Eq. (8.60):
𝜔𝑞 = −𝛼𝑠(𝜇)𝐶𝐹
2𝜋
log
(︂−𝑡
𝑚2
)︂
, (8.61)
which agrees with the known result [275, 107]. Here it emerges directly from the
rapidity renormalization of operators in the SCET subleading power Lagrangian.
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a) b) c) d)
Figure 8-6: Graphs contributing to the 6¯ and 15 color structures of the t-channel
exchange. The cross box diagrams labeled c) and d) vanish with our regulator.
The one-loop quark Regge trajectory is identical to that for the gluon up to Casimir
scaling, 𝐶𝐴 → 𝐶𝐹 . In a physical cross section, the dependence on the IR cutoff 𝑚
is cancelled by real emission diagrams, leading to an IR finite result. In Sec. 8.6, we
will consider Reggeization at the cross section level for 𝑞𝑞 → 𝛾𝛾, which will lead to
the IR finite BFKL equation.
8.5.5 Glauber Boxes
So far, in this section we have focused on the structure of the rapidity divergent
contributions, which lead to the Reggeization of the 3 color channel. At 𝒪(𝛼2𝑠) there
are also non-vanishing contributions to the 6¯ and 15 color channels, which are known
in the literature [107]. In this section, we show that these are reproduced in a very
simple manner in our framework by the simultaneous exchange of a Glauber quark
and a Glauber gluon, as shown in Fig. 8-6.
As discussed in detail in [475], the box graphs with Glauber scaling for the loop
momentum require the rapidity regulator |2𝑘𝑧|−𝜂𝜈𝜂 to make them well defined (but
are independent of 𝜂 as 𝜂 → 0). In particular, the Glauber cross box diagram vanishes
due to having poles in 𝑘0 on the same side of the contour. This is crucial since the box
and cross box diagrams have different color factors, and thus illustrates the nontrivial
mapping between the calculations in the EFT defined with our regulator, and full
QCD. The ability to reproduce the known results for the 6¯ and 15 channels therefore
provides a non-trivial test of the regulator, and of the EFT simultaneously involving
quark and gluon Glauber operators.
Since the Glauber cross boxes shown in Fig. 8-6c and Fig. 8-6d vanish, we only
compute the boxes shown in Fig. 8-6a and Fig. 8-6b. The 𝑘0 and 𝑘𝑧 integrations are
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the same as for the box graphs with only Glauber gluons considered in [475], while
the 𝑘⊥ integration is modified by the presence of the Glauber quark. Employing the
results for the integrals in [475], we find
Fig. 8-6a = −𝛿𝐴𝐵𝛿𝑖𝑗2𝜋2𝛼2𝑠?¯??¯?𝛾𝜇⊥
[︃(︂−𝑖
4𝜋
)︂∫︁
𝑑𝑑−2𝑘⊥/𝑘⊥(−𝑖𝜋)
?⃗?2⊥(?⃗?⊥ + ?⃗?⊥)2
]︃
𝛾𝜈⊥𝑢𝑛 , (8.62)
Fig. 8-6b = 𝛿𝐴𝐵𝛿𝑖𝑗2𝜋2𝛼2𝑠?¯??¯?𝛾
𝜇
⊥
[︃(︂−𝑖
4𝜋
)︂∫︁
𝑑𝑑−2𝑘⊥(/𝑘⊥ + /𝑞⊥)(−𝑖𝜋)
?⃗?2⊥(?⃗?⊥ + ?⃗?⊥)2
]︃
𝛾𝜈⊥𝑢𝑛 . (8.63)
Just like for the exchange of two Glauber gluons, these box diagrams yield “𝑖𝜋" factors
that are characteristic of Glauber loops. Here we have simplified the color structure
as (𝑇𝐷𝑇𝐴𝑇𝐶)𝑖𝑗𝑓𝐵𝐶𝐷 = 𝑖𝛿𝐴𝐵𝛿𝑖𝑗/4. The sum of the diagrams is
Fig. 8-6a+ Fig. 8-6b =
[︂
−𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑢𝑛
]︂
𝛿𝐴𝐵𝛿𝑖𝑗
𝛼𝑠
4𝜋
[︂
−1
𝜖
− log 𝜇
2
−𝑡
]︂
(−𝑖𝜋) .
(8.64)
From Eq. (8.64) we find a nonzero contribution to the color amplitude 𝒞 in the
decomposition of Eqs. (8.37-8.40), and thus the contributions to the 6¯ and 15 color
structures are
ℳ6¯ =ℳ15 =
[︂
−𝑖4𝜋𝛼𝑠?¯??¯?𝛾𝜇⊥
/𝑞⊥
𝑞2⊥
𝛾𝜈⊥𝑢𝑛
]︂
𝛼𝑠
4𝜋
[︂
−1
𝜖
− log 𝜇
2
−𝑡
]︂
(−𝑖𝜋) , (8.65)
which agrees with the results of [107] upon accounting for conventions.
8.6 BFKL for 𝑞𝑞 → 𝛾𝛾
In this section we consider the application of Glauber quark operators for 𝑞𝑞 → 𝛾𝛾
forward scattering. In QED, fermion Reggeization in the process 𝑒+𝑒− → 𝛾𝛾 was
studied in [481]. Here we will follow the framework laid out in [475], where the BFKL
equation was derived from the rapidity renormalization of Glauber gluon operators
at the cross section level. With Glauber operators in the effective theory, one can no
longer factorize soft and collinear dynamics to all orders. However, with any fixed
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number of Glauber exchanges, the factorization is still possible, and therefore one can
consider an expansion in the number of Glauber operator insertions. The first term
in this expansion has a single Glauber gluon on either side of the cut and is referred
to as the Low-Nussinov Pomeron approximation. This was used in [475] to derive the
BFKL equation at LL order.
Unlike for the gluon BFKL, where one must consider an arbitrary number of
Glauber operator insertions, for the case of quark Reggeization, the Glauber quark
operators have an explicit power suppression, and therefore cannot be iteratively
inserted. Instead, we must consider a single quark Glauber operator insertion on
either side of the cut plus an arbitrary number of Glauber gluon operator insertions
with ℒ(0)𝐺 . To proceed, one must therefore still expand in the number of leading power
Glauber gluon exchanges. To LL accuracy the situation simplifies significantly, and
we only need to consider the factorization of the forward scattering matrix element
with a single quark Glauber insertion on either side of the cut. Following [475], we
can write the transition matrix element as
𝑇 𝑞(1,1) =
∫︁
𝑑2𝑞⊥𝑑2𝑞′⊥𝐶
𝑞
𝑛(𝑞⊥, 𝑝
−)𝑆𝑞(𝑞⊥, 𝑞′⊥)𝐶
𝑞
?¯?(𝑞
′
⊥, 𝑝
′+) , (8.66)
where 𝐶𝑞𝑛(𝑞⊥, 𝑝−) and 𝐶
𝑞
?¯?(𝑞
′
⊥, 𝑝
′+) are squared collinear matrix elements and 𝑆𝑞(𝑞⊥, 𝑞′⊥)
is a squared soft matrix element. The subscript (1, 1) indicates that there is a sin-
gle quark Glauber exchange on either side of the cut and the 𝑞 superscript distin-
guishes these matrix elements from the matrix elements of operators of ℒ(0)𝐺 describing
Glauber gluon exchange from [475]. In evaluating the matrix elements above, large
logs arise due to the interplay of collinear modes whose natural rapidity scale is
√
𝑠
and soft modes whose natural rapidity scale is
√−𝑡. We will resum these logs by con-
sidering the renormalization of the transition amplitude 𝑇 𝑞(1,1) at LL order, and we will
find that the resulting evolution equation is the same as the BFKL equation [374, 44]
up to Casimir scaling.
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a) b) c)
Figure 8-7: Graphs contributing to the LL order evolution of the soft function
𝑆(𝑞⊥, 𝑞′⊥). The real contribution is labeled a), and the virtual contributions are la-
beled b) and c). The black dashed line represents the final state cut.
8.6.1 BFKL Equation for the Soft Function
Let us choose the rapidity scale in the renormalized transition matrix element 𝑇 𝑞(1,1)(𝜈)
to be 𝜈 =
√
𝑠, and consider the running of the soft function from 𝜈 =
√−𝑡 to
𝜈 =
√
𝑠 to resum the large logs. This requires the one-loop real and virtual diagrams
shown in Fig. 8-7. In addition to these diagrams, there are also diagrams involving a
Glauber gluon, and real soft quarks crossing the cut, coming from a power suppressed
SCET Lagrangian. It is straightforward to show that such contributions are not
rapidity divergent, which is expected, since the analogous virtual graphs are not
associated with the Reggeization of the quark. For the calculations in this section we
drop the mass regulator since IR divergences will cancel between the real and virtual
contributions, and we set 𝑑 = 4 since only rapidity divergences are relevant for our
analysis.
We define the soft function as
𝑆𝑞(𝑞⊥, 𝑞′⊥) = −
(2𝜋)4
𝑉2
𝛿𝑖𝑖
′
𝛿𝑗𝑗
′
𝑞𝜇⊥𝑞
′𝜈
⊥𝛾
{𝜇
𝛼?¯?𝛾
†𝜈}
𝛽𝛽
∑︁
𝑋
⟨0|𝒪𝑖𝑗𝑠𝛼?¯?(𝑞⊥, 𝑞′⊥)|𝑋⟩⟨𝑋|𝒪†𝑖
′𝑗′
𝑠𝛽𝛽
(𝑞⊥, 𝑞′⊥)|0⟩ , (8.67)
where the volume factor is 𝑉2 = (2𝜋)2𝛿2(0), the color indices 𝑖, 𝑗, 𝑖′, 𝑗′ and fermionic
indices 𝛼, ?¯?, 𝛽, 𝛽 have been made explicit, and for normalization we divide out by
−𝑞𝜇⊥𝑞′𝜈⊥𝛾{𝜇𝛼?¯?𝛾†𝜈}𝛽𝛽 = −12{/𝑞′⊥/𝑞†⊥ + /𝑞⊥/𝑞′†⊥}.
We now compute the tree level and one-loop real and virtual contributions to the
soft function. At tree level, the matrix element of the soft operator and the soft
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function obtained from squaring it are
⟨0|𝒪𝑖𝑗𝑠 |0⟩ = −𝑖4𝜋𝛼𝑠/𝑞⊥𝛿2(?⃗?⊥ + ?⃗?′⊥)𝛿𝑖𝑗 , 𝑆
𝑞
0(𝑞⊥, 𝑞
′
⊥) = (4𝜋𝛼𝑠)
2𝛿𝑖𝑖(2𝜋)2𝛿2(?⃗?⊥ + ?⃗?′⊥) .
(8.68)
For the 𝒪(𝛼𝑠) real contribution shown in Fig. 8-7a, we compute the square of the
one-gluon Feynman rule from the Fadin-Sherman vertex. Upon summing over gluon
polarizations in Feynman gauge, we find
(2𝜋)4
𝑉2
⟨0|𝒪𝑖𝑗𝑆 |𝑔⟩⟨𝑔|𝒪𝑖𝑗†𝑆 |0⟩ = −(4𝜋𝛼𝑠)32𝐶𝐹 𝛿𝑖𝑖(2𝜋)2𝛿2(?⃗?⊥ + ?⃗?′⊥ + ?⃗?⊥)
{/𝑞′⊥/𝑞†⊥ + /𝑞⊥/𝑞′†⊥}
𝑛 · 𝑘?¯? · 𝑘 + · · · ,
(8.69)
where we have dropped the term having 𝛾𝜇𝛼?¯?⊥𝛾
†𝜇
𝛽𝛽⊥, which is rapidity finite. Using this
result in Eq. (8.67) we find the contribution to the soft function
𝑆𝑞,real1 =
𝛼𝑠𝐶𝐹
𝜋2
Γ
[︁𝜂
2
]︁ ∫︁ 𝑑2𝑘⊥
(?⃗?⊥ − ?⃗?⊥)2
𝑆𝑞0(𝑘⊥, 𝑞
′
⊥) + · · · , (8.70)
where we have included the integral over phase space and identified the tree-level soft
function. The ellipses denote rapidity finite contributions that will not play a role in
the rapidity renormalization.
For the virtual corrections, we have the same flower and eye graphs appearing in
the analysis for quark Reggeization in Sec. 8.5.3. As before, we keep only rapidity
divergent contributions. The flower graph, appearing in Fig. 8-7b, is given by
= −2(4𝜋𝛼𝑠)2𝐶𝐹 𝛿𝑖𝑗
∫︁
𝑑4𝑘
𝑤2|2𝑘𝑧|−𝜂𝜈𝜂/𝑞⊥
𝑘2 𝑛 · 𝑘 ?¯? · 𝑘 𝛿
2(?⃗?⊥ + ?⃗?′⊥) + . . . , (8.71)
where the ellipses denote rapidity finite terms. The eye graph, appearing in Fig. 8-7c,
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is given by
= −2(4𝜋𝛼𝑠)2𝐶𝐹 𝛿𝑖𝑗
∫︁
𝑑4𝑘
𝑤2|2𝑘𝑧|−𝜂𝜈𝜂/𝑘⊥(/𝑘 + /𝑞⊥)/𝑘⊥
𝑘2 (𝑘 + 𝑞⊥)2 𝑛 · 𝑘 ?¯? · 𝑘 𝛿
2(?⃗?⊥ + ?⃗?′⊥) + · · · (8.72)
= 2(4𝜋𝛼𝑠)
2𝐶𝐹 𝛿𝑖𝑗
∫︁
𝑑4𝑘
𝑤2|2𝑘𝑧|−𝜂𝜈𝜂
𝑛 · 𝑘 ?¯? · 𝑘
[︂
/𝑞⊥
(𝑘 + 𝑞⊥)2
+
𝑞2⊥/𝑘
𝑘2(𝑘 + 𝑞⊥)2
]︂
𝛿2(?⃗?⊥ + ?⃗?′⊥) + · · · ,
where in the second line we dropped integrands that are odd in 𝑘. Note that the first
term in the square brackets cancels the flower graph. The total virtual contribution
is then
+ = 𝑖4𝜋𝛼2𝑠𝐶𝐹 𝛿𝑖𝑗Γ
[︁𝜂
2
]︁ ∫︁
𝑑2𝑘⊥
?⃗? 2⊥/𝑞⊥
?⃗? 2⊥(?⃗?⊥ − ?⃗?⊥)2
𝛿2(?⃗?⊥ + ?⃗?′⊥) + · · · . (8.73)
We combine this result with the tree-level matrix element in Eq. (8.68) to obtain the
squared matrix element. Hence the one-loop virtual contribution to the soft function
is
𝑆𝑞,virtual1 = −
𝛼𝑠𝐶𝐹
2𝜋2
Γ
[︁𝜂
2
]︁ ∫︁
𝑑2𝑘⊥
?⃗? 2⊥
?⃗? 2⊥(?⃗?⊥ − ?⃗?⊥)2
𝑆𝑞0(𝑞⊥, 𝑞
′
⊥) + · · · . (8.74)
These results for the real and virtual corrections, 𝑆𝑞,real1 and 𝑆
𝑞,virtual
1 , to the bare
soft function are the same as in the gluon case up to Casimir scaling. Hence the rest of
the analysis towards deriving the BFKL follows that of [475], and we refer the reader
there for further details. Let us mention a few key steps and then present the final
evolution equation. The rapidity divergence is multiplicatively renormalized with
a 𝑘⊥ convolution by a standard SCET soft function counterterm to cancel the 1/𝜂
divergence. Then the rapidity renormalization group follows from the 𝜈-independence
of the bare soft function. The resulting RGE for 𝑆𝑞(𝑞⊥, 𝑞′⊥) is precisely the leading
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log BFKL up to Casimir scaling:
𝜈
𝑑
𝑑𝜈
𝑆𝑞(𝑞⊥, 𝑞′⊥, 𝜈) =
2𝐶𝐹 𝛼𝑠(𝜇)
𝜋2
∫︁
𝑑2𝑘⊥
[︃
𝑆𝑞(𝑘⊥, 𝑞′⊥, 𝜈)
(?⃗?⊥ − ?⃗?⊥)2
− ?⃗?
2
⊥𝑆
𝑞(𝑞⊥, 𝑞′⊥, 𝜈)
2?⃗?2⊥(?⃗?⊥ − ?⃗?⊥)2
]︃
. (8.75)
Note that unlike the amplitude level Reggeization, the BFKL equation is IR finite
due to the cancellation between the real and virtual emissions.
Just as in [475], the rapidity RGE consistency,
0 = 𝜈
𝑑
𝑑𝜈
𝑇 𝑞(1,1) =⇒ 0 = 𝛾𝑆𝑞 + 𝛾𝐶𝑞𝑛 + 𝛾𝐶𝑞?¯? = 𝛾𝑆𝑞 + 2𝛾𝐶𝑞𝑛 , (8.76)
also implies a BFKL equation for the 𝑛-collinear function
𝜈
𝑑
𝑑𝜈
𝐶𝑞𝑛(𝑞⊥, 𝑝
−, 𝜈) = −𝐶𝐹 𝛼𝑠(𝜇)
𝜋2
∫︁
𝑑2𝑘⊥
[︃
𝐶𝑞𝑛(𝑘⊥, 𝑝
−, 𝜈)
(?⃗?⊥ − ?⃗?⊥)2
− ?⃗?
2
⊥𝐶
𝑞
𝑛(𝑞⊥, 𝑝
−, 𝜈)
2?⃗?2⊥(?⃗?⊥ − ?⃗?⊥)2
]︃
, (8.77)
and an analogous BFKL equation for 𝐶𝑞?¯? with (𝑛, 𝑝−, 𝑞⊥)↔ (?¯?, 𝑝′+, 𝑞′⊥).
8.7 Conclusions
In this paper we derived operators describing the exchange of Glauber quarks in
the Regge limit, within the framework of the SCET. These Glauber quark opera-
tors describe certain soft and collinear gluon emissions to all orders in 𝛼𝑠, and, for
the case of a single soft gluon emission, reproduce the classic result of Fadin and
Sherman [275, 276]. From the rapidity renormalization of the Glauber quark op-
erators, we derived the LL Reggeization of the quark and the LL BFKL equation
for 𝑞𝑞 → 𝛾𝛾. The rapidity renormalization gives rise to an interesting structure in-
volving operator mixing between the 𝑇 -product of two 𝒪(√𝜆) operators describing
soft-collinear scattering, and an 𝒪(𝜆) operator describing collinear-collinear scatter-
ing. We also showed that rapidity finite diagrams involving simultaneous Glauber
quark and Glauber gluon exchanges quite simply reproduce known results in the 6¯
and 15 color channels, showing the consistency of our regulator. These results give a
first view of the structure of the EFT for forward scattering in SCET at subleading
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power.
There are a number of interesting directions for future study. In particular, it
will be important to extend the study of Reggeization through renormalization group
evolution to derive the two-loop Regge trajectory, both for the quark and the gluon.
It is known that the two-loop quark Regge trajectory is related to the two-loop gluon
Regge trajectory by Casimir scaling, 𝐶𝐴 → 𝐶𝐹 [107], and it would be interesting
to derive this property directly from the structure of Glauber operators, and to un-
derstand at what loop order it fails. Furthermore, now that the effective theory
describes both quark and gluon Glauber exchanges, the structure of the higher loga-
rithmic corrections for quantum numbers corresponding to compound Reggeon states
can be studied using techniques in the effective theory. Finally, we have studied the
subset of operators responsible for quark Reggeization at LL order, and it would
be interesting to derive the complete set of power suppressed operators in the EFT
for forward scattering, such as those describing subleading power corrections to the
Regge trajectory of the gluon.
Note added: As this paper was being finalized, Ref. [461] appeared, which stud-
ies 𝛾𝛾 → 𝑞𝑞 amplitudes at one-loop in the Regge limit by constructing the quark
Reggeization terms in the effective action formalism of Lipatov [398]. In the SCET
language this corresponds to formulating an auxiliary field Lagrangian for the offshell
Glauber quarks, while using the full QCD Lagrangian for other fields (without defin-
ing EFT fields for the 𝑛-collinear, soft and ?¯?-collinear sectors). Since having distinct
fields for these sectors enables their factorization properties to be easily determined
and studied, such as in our BFKL calculation, we believe there are certain advantages
to our approach. It would be interesting to make a more explicit comparison between
these formalisms.
383
384
Chapter 9
Conclusions
In this thesis I have presented recent developments on the study of QCD beyond
leading power.
I have given a broad overview of the subject, highlighting the key ideas arising in
the study of massless gauge theories beyond leading power, as well as its challenges
and applications.
Using and extending the framework of SCET, I have explored the ingredients of
factorization beyond leading power constructing subleading hard scattering operator
and radiative jet and soft functions. Combining these ingredients, I have motivated
the reasons why the resummation at subleading power is structurally different from
leading power already at leading logarithmic accuracy. I have shown that in order to
overcome the challenges to achieve resummation at subleading power, the introduc-
tion of several new ideas was required. This involve the introduction of subleading
power jet and soft functions that don’t arise through matching calculation, but that
are generated through mixing effects in the RG evolution of subleading power of jet
and soft functions. It also includes the derivation and solution of new RG equations
that play a universal role in the resummation of observables at subleading power.
Thanks to these findings, I have presented the first resummation of collinear and soft
logarithms beyond leading power for an event shape observable in QCD. While the
results presented in Chapter 5 and published in [453] are derived for Higgs thrust,
many of the results derived in this work constitute universal elements of renormaliza-
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tion and resummation for massless gauge theories at subleading power. As we have
shown in [454], the same framework allows the resummation of soft fermion emissions
in 𝒩 = 1 SUSY QCD. As an other example, the 𝜃-soft function and its mixing under
RG evolution with subleading power soft functions, as well as the solution of the sub-
leading RGE equations derived in our work was later employed in the literature to
resum threshold logarithms beyond leading power for Drell-Yan and Higgs production
at the LHC [89, 90].
I have explained how the calculation of perturbative power corrections can be used
to improve state-of-the-art fixed order calculations. In particular, the improvement
of slicing methods, as 𝑞𝑇 -subtraction [162] or 𝑁 -jettiness subtraction [116, 293], for
the calculation of fully differential distributions at hadron colliders via the inclusion
analytic power corrections will be crucial for pushing these methods to higher loops
and multiplicity. Going forward, it will also be interesting to study the impact that
analytically calculated power corrections can have on the improvement of matching
to parton showers, as for example those based on 𝒯0 resummation like GENEVA [6, 5],
for NNLO and N3LO cross sections.
I have illustrated and solved the subtleties related to the regularization of rapidity
divergences beyond leading power for which I have introduced the pure rapidity regu-
lator and its corresponding MS-like scheme, which handles rapidity divergences while
maintaining the homogeneity of the power expansion. As another example of how the
study of tools for the systematic expansions of QCD in its infrared limits can benefit
the precision program at modern and future colliders, I have presented a new method
to employ cutting edge multiloop techniques for the computation of the expansions
of cross sections in the collinear limit. I have shown how this method can be used to
obtain state-of-the-art predictions for the infrared behavior of QCD and to construct
systematically improvable analytic approximations of differential distributions at the
LHC.
Finally, I have developed a formalism for the systematic treatment and resumma-
tion of processes mediated by the exchange of a Glauber quark. This provides and
example of factorization, renormalization and resummation of effective field theory in-
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gredients for the study of the Regge limit of amplitudes and the cross sections beyond
leading power. As an application, I have shown how to obtain the quark reggeization
via the rapidity renormalizion group equations of Glauber quark operators as well
as how the BFKL resummation of small-𝑥 logarithms for 𝑞𝑞 → 𝛾𝛾 arises from the
rapidity renormalizion group evolution of the Glauber quark soft function. A natural
direction for future work is the extension of the SCET framework for forward scat-
tering processes to include hard scattering operators. This would allow a systematic
way of resumming high energy logarithms in hard scattering processes such as Higgs
production in gluon and vector boson fusion and study their impact on cross sections,
especially at future colliders. It would also be interesting to study the behavior of
Glauber modes in the presence of subleading power operators and its implication for
factorization or for the appearance of factorization breaking effects.
Going forward, another aspects that should be analyzed further is the study of
processes where subleading power contributions are naturally enhanced, as for exam-
ple the resummation of differential distributions in low-mass Drell-Yan [37]. Also,
the analysis of how subleading power contributions can be enhanced, or suppressed,
via different choices of experimental cuts deserves further investigation. Moreover,
the application of QCD beyond leading power is crucial in the study processes that
cannot be described with only leading power operators and factorization. The case
of forward scattering mediated by a fermionic exchange presented in Chapter 8 and
published in [449] is one example, but there is plenty of other cases, as for example
processes due to soft quark emissions, Drell-Yan angular coefficients [36, 250], trans-
verse momentum distributions of quarkonia in peculiar spin configurations [283], and
spin asymmetries in Drell-Yan and SIDIS [480, 517, 36].
In this thesis a variety of first steps have been taken to initiate the study of
gauge theories beyond leading power. With the range of new findings that have been
achieved and the even larger variety of interesting questions that have appeared, this
field is likely to continue to grow in the years ahead.
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Appendix A
Additional Tools for Subleading
Power Factorization
A.1 BPS Identities
In this appendix we collect a number of basic identities related to the BPS transfor-
mation. Given an operator ?^? we denote the BPS transformed operator by BPS[?^?].
Using the fundamental representation for the ultrasoft Wilson lines 𝑌𝑛 we have
BPS[𝑊𝑛] = 𝑌𝑛𝑊
(0)
𝑛 𝑌
†
𝑛 , BPS[𝑊
†
𝑛] = 𝑌𝑛𝑊
(0)†
𝑛 𝑌
†
𝑛 ,
BPS[𝜒𝑛] = 𝑌𝑛𝜒
(0)
𝑛 , BPS[?^?𝑢𝑠] = ?^?𝑢𝑠 ,
BPS[𝒟𝑖] = BPS[𝑊 †𝑛𝐷𝑖𝑊𝑛] = 𝑌𝑛𝑊 (0)†𝑛 𝑌 †𝑛 BPS[𝐷𝑖]𝑌𝑛𝑊 (0)𝑛 𝑌 †𝑛 . (A.1)
Ghost particles 𝑐𝑛, transform under BPS field redefinitions according to
BPS[𝑐𝑛] = 𝑌𝑛𝑐𝑛𝑌
†
𝑛 . (A.2)
Other useful relations (𝐴,𝐵 are generic operators) are the following:
[𝑌𝑛,𝒫𝜇⊥] = 0 =⇒ 𝒫𝜇⊥ = 𝑌𝑛𝒫𝜇⊥𝑌 †𝑛 ,
𝑌 †𝑛 𝑖𝑛 ·𝐷𝑢𝑠𝑌𝑛 = 𝑖𝑛 · 𝜕𝑢𝑠 , 𝑌 †𝑛 𝑔𝑛 · 𝐴𝑢𝑠𝑌𝑛 = 𝑖𝑛 · 𝜕𝑢𝑠 − 𝑌 †𝑛 𝑖𝑛 · 𝜕𝑢𝑠𝑌𝑛 ,
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[𝑌𝑛𝐴𝑌
†
𝑛 , 𝐵] = 𝑌𝑛 [𝐴 , 𝑌
†
𝑛𝐵 𝑌𝑛]𝑌
†
𝑛 , [𝑌𝑛𝐴𝑌
†
𝑛 , 𝑌𝑛𝐵 𝑌
†
𝑛 ] = 𝑌𝑛 [𝐴,𝐵]𝑌
†
𝑛 . (A.3)
Using these relations we can compute the BPS field redefinition of the derivative
operators appearing in the Lagrangian
BPS[𝑖𝐷𝜇𝑛⊥] ≡ BPS[𝑃 𝜇⊥ + 𝑔𝐴𝜇𝑛⊥] = 𝑌𝑛𝑖𝐷(0)𝜇𝑛⊥ 𝑌 †𝑛 ,
BPS[𝑖𝒟𝜇𝑛⊥] ≡ BPS[𝑊 †𝑛𝑖𝐷𝜇𝑛⊥𝑊𝑛] = 𝑌𝑛𝑖𝒟(0)𝜇𝑛⊥ 𝑌 †𝑛 ,
BPS[𝑖𝒟𝜇𝑛] = 𝑌𝑛
(︂
𝑖𝒟(0)𝜇𝑛⊥ +
𝑛𝜇
2
𝒫
)︂
𝑌 †𝑛 +
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 (𝑌
†
𝑛 𝑖𝑛 · 𝜕𝑢𝑠𝑌𝑛 + 𝑔𝑛 · 𝐴(0)𝑛 )𝑊 (0)𝑛 𝑌 †𝑛
= 𝑌𝑛
(︂
𝑖𝒟(0)𝜇𝑛⊥ +
𝑛𝜇
2
𝒫
)︂
𝑌 †𝑛 +
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 (𝑌
†
𝑛 [𝑖𝑛 · 𝜕𝑢𝑠𝑌𝑛] + 𝑖𝑛 · 𝜕𝑢𝑠 + 𝑔𝑛 · 𝐴(0)𝑛 )𝑊 (0)𝑛 𝑌 †𝑛
= 𝑌𝑛𝑖𝒟(0)𝜇𝑛 𝑌 †𝑛 +
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 𝑌
†
𝑛 [𝑖𝑛 · 𝜕𝑢𝑠𝑌𝑛]𝑊 (0)𝑛 𝑌 †𝑛 . (A.4)
A less trivial calculation is how 𝑖𝒟𝜇𝑛𝑠 transforms under BPS field redefinition. We
have
BPS[𝑖𝒟𝜇𝑛𝑠] ≡ BPS[𝑊 †𝑛𝑖𝐷𝜇𝑛𝑠𝑊𝑛] = BPS[𝑖𝒟𝜇𝑛] +
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 𝑌
†
𝑛 𝑔𝑛 · 𝐴𝑢𝑠 𝑌𝑛𝑊 (0)𝑛 𝑌 †𝑛
= BPS[𝑖𝒟𝜇𝑛]−
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 𝑌
†
𝑛 𝑖𝑛 · 𝜕𝑢𝑠 𝑌𝑛𝑊 (0)𝑛 𝑌 †𝑛 +
?¯?𝜇
2
𝑌𝑛𝑊
(0)†
𝑛 𝑖𝑛 · 𝜕𝑢𝑠𝑊 (0)𝑛 𝑌 †𝑛
= 𝑌𝑛
(︂
𝑖𝒟(0)𝜇𝑛⊥ +
𝑛𝜇
2
𝒫 + ?¯?
𝜇
2
𝑖𝑛 · 𝒟0𝑛
)︂
𝑌 †𝑛 ≡ 𝑌𝑛𝑖𝒟(0)𝜇𝑛 𝑌 †𝑛 . (A.5)
The most important thing to note here is that
BPS[𝑖𝒟𝜇𝑛⊥] = 𝑌𝑛𝑖𝒟(0)𝜇𝑛⊥ 𝑌 †𝑛 , (A.6)
but
BPS[𝑖𝒟𝜇𝑛] ̸= 𝑌𝑛𝑖𝒟(0)𝜇𝑛 𝑌 †𝑛 . (A.7)
A.2 Feynman Rules for Subleading Power Matching
In this appendix we summarize for convenience several useful Feynman rules used in
the text, both from the Higgs effective theory, and from SCET.
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The Feynman rules in the Higgs effective theory with
𝑂hard = 𝐺𝜇𝜈𝐺𝜇𝜈𝐻 , (A.8)
are well known, and are given by
= −4𝑖𝛿𝑎𝑏(𝑝1 · 𝑝2𝑔𝜌𝛿 − 𝑝𝜌1𝑝𝛿2) , (A.9)
=− 4𝑔𝑓𝑑𝑒𝑔(𝑝𝜌1𝑔𝛿𝜆 − 𝑝𝜆1𝑔𝜌𝛿)
− 4𝑔𝑓 𝑔𝑒𝑑(𝑝𝜌3𝑔𝛿𝜆 − 𝑝𝛿3𝑔𝜆𝜌)
− 4𝑔𝑓 𝑒𝑔𝑑(𝑝𝜆2𝑔𝜌𝛿 − 𝑝𝛿2𝑔𝜆𝜌) , (A.10)
=4𝑖𝑔2(𝑓𝑎𝑑𝑓𝑓𝑎𝑒𝑔 + 𝑓𝑎𝑒𝑓𝑓𝑎𝑑𝑔)𝑔𝛿𝜌𝑔𝜆𝜎
+ 4𝑖𝑔2(𝑓𝑎𝑑𝑒𝑓𝑎𝑓𝑔 + 𝑓𝑎𝑑𝑔𝑓𝑎𝑓𝑒)𝑔𝛿𝜆𝑔𝜌𝜎
+ 4𝑖𝑔2(𝑓𝑎𝑑𝑒𝑓𝑎𝑔𝑓 + 𝑓𝑎𝑑𝑓𝑓𝑎𝑔𝑒)𝑔𝛿𝜎𝑔𝜌𝜆 . (A.11)
Before presenting the subleading power Feynman rules in SCET, we begin by
briefly reviewing the Lagrangian, and gauge fixing for the collinear gluons. The
gauge covariant derivatives that we will use to write the Lagrangian are defined by
𝑖𝐷𝜇𝑛 = 𝑖𝜕
𝜇
𝑛 + 𝑔𝐴
𝜇
𝑛 , 𝑖𝜕
𝜇
𝑛 =
?¯?𝜇
2
𝑛 · 𝜕 + 𝑛
𝜇
2
𝒫 + 𝒫𝜇⊥ ,
𝑖𝐷𝜇𝑛𝑠 = 𝑖𝐷
𝜇
𝑛 +
?¯?𝜇
2
𝑔𝑛 · 𝐴𝑢𝑠 , 𝑖𝜕𝜇𝑛𝑠 = 𝑖𝜕𝜇𝑛 +
?¯?𝜇
2
𝑔𝑛 · 𝐴𝑢𝑠 , (A.12)
and
𝑖𝐷𝜇𝑢𝑠 = 𝑖𝜕
𝜇 + 𝑔𝐴𝜇𝑢𝑠 , (A.13)
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and their gauge invariant versions are given by
𝑖𝒟𝜇𝑛 = 𝑊 †𝑛𝑖𝐷𝜇𝑛𝑊𝑛 ,
𝑖𝒟𝜇𝑛⊥ = 𝑊 †𝑛𝑖𝐷𝜇𝑛⊥𝑊𝑛 = 𝒫𝜇𝑛⊥ + 𝑔𝐵𝜇𝑛⊥ ,
𝑖𝒟𝜇𝑛𝑠 = 𝑊 †𝑛𝑖𝐷𝜇𝑛𝑠𝑊𝑛 . (A.14)
The leading power SCET Lagrangian can be written as
ℒ(0) = ℒ(0)𝑛𝜉 + ℒ(0)𝑛𝑔 + ℒ(0)𝑢𝑠 , (A.15)
where [58]
ℒ(0)𝑛𝜉 = 𝜉𝑛
(︀
𝑖𝑛 ·𝐷𝑛𝑠 + 𝑖 /𝐷𝑛⊥𝑊𝑛
1
𝒫𝑛
𝑊 †𝑛𝑖 /𝐷𝑛⊥
)︀ /¯𝑛
2
𝜉𝑛 , (A.16)
ℒ(0)𝑛𝑔 =
1
2𝑔2
tr
{︀
([𝑖𝐷𝜇𝑛𝑠, 𝑖𝐷
𝜈
𝑛𝑠])
2
}︀
+
1
𝛼
tr
{︀
([𝑖𝜕𝜇𝑛𝑠, 𝐴𝑛𝜇])
2
}︀
+ 2tr
{︀
𝑐𝑛[𝑖𝜕
𝑛𝑠
𝜇 , [𝑖𝐷
𝜇
𝑛𝑠, 𝑐𝑛]]
}︀
,
and the ultrasoft Lagrangian, ℒ(0)𝑢𝑠 , is simply the QCD Lagrangian. We have used a
covariant gauge with gauge fixing parameter 𝛼 for the collinear gluons.
The 𝒪(𝜆) Lagrangian can be written
ℒ(1) = ℒ(1)𝜒𝑛 + ℒ(1)𝐴𝑛 + ℒ(1)𝜒𝑛𝑞𝑢𝑠 , (A.17)
where [166, 470, 424, 60]
ℒ(1)𝜒𝑛 = ?¯?𝑛
(︁
𝑖 /𝐷𝑢𝑠⊥
1
𝒫 𝑖 /𝒟𝑛⊥ + 𝑖 /𝒟𝑛⊥
1
𝒫 𝑖 /𝐷𝑢𝑠⊥
)︁ /¯𝑛
2
𝜒𝑛 , (A.18)
ℒ(1)𝐴𝑛 =
2
𝑔2
Tr
(︁[︀
𝑖𝒟𝜇𝑛𝑠, 𝑖𝒟𝜈𝑛⊥
]︀[︀
𝑖𝒟𝑛𝑠𝜇, 𝑖𝐷⊥𝑢𝑠 𝜈
]︀)︁
+ 2
1
𝛼
Tr ([𝑖𝐷𝜇𝑢𝑠⊥, 𝐴𝑛⊥𝜇][𝑖𝜕
𝜈
𝑛𝑠, 𝐴𝑛𝜈 ])
+ 2Tr
(︀
𝑐𝑛[𝑖𝐷
𝜇
𝑢𝑠⊥, [𝑖𝐷
⊥
𝑛𝜇, 𝑐𝑛]]
)︀
+ 2Tr
(︀
𝑐𝑛[𝒫𝜇⊥, [𝑊𝑛𝑖𝐷⊥𝑢𝑠𝜇𝑊 †𝑛, 𝑐𝑛]]
)︀
,
ℒ(1)𝜒𝑛𝑞𝑢𝑠 = ?¯?𝑛𝑔/ℬ𝑛⊥𝑞𝑢𝑠 + h.c..
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Finally, the 𝒪(𝜆2) Lagrangian can be written as [470, 424, 60]
ℒ(2) = ℒ(2)𝜒𝑛 + ℒ(2)𝐴𝑛 + ℒ(2)𝜒𝑛𝑞𝑢𝑠 , (A.19)
where
ℒ(2)𝜉𝑛𝑞𝑢𝑠 = ?¯?𝑛
/¯𝑛
2
[𝑊 †𝑛𝑖𝑛 ·𝐷𝑊𝑛]𝑞𝑢𝑠 + ?¯?𝑛
/¯𝑛
2
𝑖 /𝒟𝑛⊥
1
𝒫 𝑖𝑔 /ℬ𝑛⊥𝑞𝑢𝑠 + h.c. , (A.20)
ℒ(2)𝑛𝜉 = ?¯?𝑛
(︂
𝑖 /𝐷𝑢𝑠⊥
1
𝒫 𝑖 /𝐷𝑢𝑠⊥ − 𝑖 /𝒟𝑛⊥
𝑖?¯? ·𝐷𝑢𝑠
(𝒫)2 𝑖 /𝒟𝑛⊥
)︂
/¯𝑛
2
𝜒𝑛 ,
ℒ(2)𝑛𝑔 =
1
𝑔2
Tr
(︀
[𝑖𝒟𝜇𝑛𝑠, 𝑖𝐷⊥𝜈𝑢𝑠 ][𝑖𝒟𝑛𝑠𝜇, 𝑖𝐷⊥𝑢𝑠𝜈 ]
)︀
+
1
𝑔2
Tr
(︀
[𝑖𝐷𝜇𝑢𝑠⊥, 𝑖𝐷
𝜈
𝑢𝑠⊥][𝑖𝒟⊥𝑛𝜇, 𝑖𝒟⊥𝑛𝜈 ]
)︀
+
1
𝑔2
Tr ([𝑖𝒟𝑛𝑠𝜇, 𝑖𝑛 · 𝒟𝑛𝑠][𝑖𝒟𝑛𝑠𝜇, 𝑖?¯? ·𝐷𝑢𝑠]) + 1
𝑔2
Tr
(︀
[𝑖𝐷𝜇𝑢𝑠⊥, 𝑖𝒟⊥𝑛𝜈 ][𝑖𝒟⊥𝑛𝜇, 𝑖𝐷𝜈𝑢𝑠⊥]
)︀
,
ℒ(2)𝑔𝑓 =
1
𝛼
Tr ([𝑖𝐷𝜇𝑢𝑠⊥, 𝐴𝑛⊥𝜇][𝑖𝐷
𝜈
𝑢𝑠⊥, 𝐴𝑛⊥𝜈 ]) +
1
𝛼
Tr ([𝑖?¯? ·𝐷𝑢𝑠, 𝑛 · 𝐴𝑛][𝑖𝜕𝜇𝑛𝑠, 𝐴𝑛𝜇])
+ 2Tr
(︀
𝑐𝑛[𝑖𝐷
𝜇
𝑢𝑠⊥, [𝑊𝑛𝑖𝐷
⊥
𝑢𝑠𝜇𝑊
†
𝑛, 𝑐𝑛]]
)︀
+ Tr (𝑐𝑛[𝑖?¯? ·𝐷𝑢𝑠, [𝑖𝑛 ·𝐷𝑛𝑠, 𝑐𝑛]])
+ Tr
(︀
𝑐𝑛[𝒫 , [𝑊𝑛𝑖?¯? ·𝐷𝑢𝑠𝑊 †𝑛, 𝑐𝑛]]
)︀
.
Using these Lagrangians, one can derive the required Feynman rules for the calcu-
lations described in the text. The 𝒪(𝜆) Feynman rule for the emission of a ultrasoft
gluon from a collinear gluon in a general covariant gauge, specified by a gauge fixing
parameter 𝛼, is given by
=− 𝑔𝑓𝑎𝑏𝑐
[︂
𝑔𝜈𝜌⊥
(︂(︂
1− 1
𝛼
)︂
𝑝𝜇𝑛 −
(︂
1 +
1
𝛼
)︂
𝑛 · 𝑝𝑠 ?¯?
𝜇
2
− 𝑝
2
𝑛?¯?
𝜇
?¯? · 𝑝𝑛
)︂
− 2𝑔𝜇𝜈𝑝𝜌𝑛⊥ + 𝑔𝜇𝜌⊥
(︂(︂
1− 1
𝛼
)︂
𝑝𝜈𝑛 −
𝑝2𝑛?¯?
𝜈
?¯? · 𝑝𝑛
)︂
+
(︂
?¯?𝜇𝑝𝜈𝑛 + ?¯?
𝜈𝑝𝜇𝑛 +
1
2
?¯?𝜇?¯?𝜈𝑛 · 𝑝𝑠
)︂
𝑝𝜌𝑛⊥
?¯? · 𝑝𝑛
]︂
, (A.21)
and the 𝒪(𝜆) propagator correction to the gluon propagator is given by
= −4𝑖𝛿𝑎𝑏𝑔𝜇𝜈𝑞⊥ · 𝑞𝑟⊥ + 2𝑖(1− 1
𝛼
)𝛿𝑎𝑏 [𝑞𝜇𝑟⊥𝑞
𝜈 + 𝑞𝜇𝑞𝜈𝑟⊥] . (A.22)
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For the matching calculation for the operators involving an ultrasoft derivative in
Sec. 3.4.3, we also needed the 𝒪(𝜆2) corrections to the propagator, which is given by
= −𝑖𝛿𝑎𝑏𝑞⊥𝑟 · 𝑞⊥𝑟 𝑔𝜇𝜈⊥ + 𝑖𝛿𝑎𝑏
(︂
1− 1
𝛼
)︂
𝑞𝜇𝑟⊥𝑞
𝜈
𝑟⊥
+
𝑖
2
𝛿𝑎𝑏
(︂
1− 1
𝛼
)︂
(𝑞𝜇⊥𝑛
𝜈?¯? · 𝑞𝑟 + 𝑞𝜈⊥𝑛𝜇?¯? · 𝑞𝑟) + · · · , (A.23)
where the dots indicate the other tensor components in the light cone basis, which are
not relevant for the current discussion. For simplicity, the matching was performed
using a ⊥ polarized gluon. In the 𝑛-collinear sector, the leading power hard scattering
operator produces only ?¯?, and ⊥ polarized gluons. Therefore, only the ⊥ − ⊥ and
𝑛− ⊥ components of the propagator are needed. In the matching, the ⊥ − ⊥ term
vanishes since it proportional to the residual ⊥ momentum, which is set to zero, and
the 𝑛− ⊥ term vanishes for a ⊥ polarized gluon, due to the gluons equation of motion,
𝑞⊥ · 𝜖⊥ = 0.
At 𝒪(𝜆2), the individual propagator and emission factors are sufficiently compli-
cated that it is also convenient to give the complete result for the matrix element
= ⟨0|𝑇{ℬ𝜈𝑛⊥(0),ℒ(2)𝐴𝑛}|𝜖𝑛, 𝑝𝑛; 𝜖𝑠, 𝑝𝑠⟩
⃒⃒⃒
𝛼=1
=
= −𝑖𝑓𝑎𝑏𝑐𝜖𝑛𝜇 2𝜖𝑠𝜌𝑝𝑠𝜎
?¯? · 𝑝𝑛 𝑛 · 𝑝𝑠 (𝑔
𝜇𝜌
⊥ 𝑔
𝜎𝜈
⊥ − 𝑔𝜇𝜎⊥ 𝑔𝜌𝜈⊥ ) , (A.24)
where we have restricted to 𝛼 = 1 for simplicity.
Since we have also matched to operators involving collinear quarks, we also sum-
marize the subleading power Feynman rules involving collinear quark. The Feynman
rules for the correction to a collinear quark propagator are given by
= 𝑖
/¯𝑛
2
2𝑝⊥ · 𝑝𝑟⊥
?¯? · 𝑝 , (A.25)
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= 𝑖
/¯𝑛
2
𝑝2𝑟⊥
?¯? · 𝑝 , (A.26)
and the Feynman rules for the emission of a collinear gluon are given by
= 𝑖𝑔𝑇 𝑎
(︃
𝑛𝜇 +
𝛾⊥𝜇 /𝑝⊥
?¯? · 𝑝 +
/𝑝
′
⊥𝛾
⊥
𝜇
?¯? · 𝑝′ −
/𝑝⊥/𝑝
′
⊥
?¯? · 𝑝?¯? · 𝑝′ ?¯?𝜇
)︃
/¯𝑛
2
, (A.27)
= (A.28)
𝑖𝑔𝑇 𝑎
(︃
𝛾⊥𝜇 /𝑝𝑟⊥
?¯? · 𝑝 +
/𝑝
′
𝑟⊥𝛾
⊥
𝜇
?¯? · 𝑝′ +
/𝑝𝑟⊥/𝑝⊥
?¯? · 𝑞?¯? · 𝑝?¯?𝜇 −
/𝑝
′
⊥/𝑝
′
𝑟⊥
?¯? · 𝑞?¯? · 𝑝′ ?¯?𝜇 −
/𝑝
′
𝑟⊥/𝑝⊥
?¯? · 𝑞?¯? · 𝑝′ ?¯?𝜇 +
/𝑝
′
⊥/𝑝𝑟⊥
?¯? · 𝑞?¯? · 𝑝′ ?¯?𝜇
)︃
/¯𝑛
2
,
= (A.29)
𝑖𝑔𝑇 𝑎
(︃
?¯?𝜇𝑝2𝑟⊥
?¯? · 𝑝 −
?¯?𝜇𝑝
′2
𝑟⊥
?¯? · 𝑝′ −
𝛾𝜇⊥/𝑝⊥?¯? · 𝑝𝑟
(?¯? · 𝑝)2 −
/𝑝
′
⊥𝛾
𝜇
⊥?¯? · 𝑝𝑟
(?¯? · 𝑝′)2 −
?¯?𝜇/𝑝
′
⊥/𝑝⊥?¯? · 𝑝𝑟
?¯? · 𝑞(?¯? · 𝑝)2 +
?¯?𝜇/𝑝
′
⊥/𝑝⊥?¯? · 𝑝𝑟
?¯? · 𝑞(?¯? · 𝑝′)2
)︃
/¯𝑛
2
.
We can see that each term in the power suppressed collinear Lagrangian insertions
are proportional to either 𝑝𝑟⊥, or ?¯? · 𝑝𝑟. At tree level, and in the absence of ultrasoft
particles, one can use RPI to set all these terms to zero. This was used extensively
to simplify our matching calculations.
For convenience we also give the expansion of the Wilson lines and collinear gluon
field to two emissions. The collinear Wilson lines are defined by
𝑊𝑛 =
[︃∑︁
perms
exp
(︁
− 𝑔𝒫 ?¯? · 𝐴𝑛(𝑥)
)︁]︃
. (A.30)
Expanded to two gluons with incoming momentum 𝑘1 and 𝑘2, we have
𝑊𝑛 = 1− 𝑔𝑇
𝑎?¯? · 𝐴𝑎𝑛𝑘
?¯? · 𝑘 + 𝑔
2
[︂
𝑇 𝑎𝑇 𝑏
?¯? · 𝑘1(?¯? · 𝑘1 + ?¯? · 𝑘2) +
𝑇 𝑏𝑇 𝑎
?¯? · 𝑘2(?¯? · 𝑘1 + ?¯? · 𝑘2)
]︂
?¯? · 𝐴𝑎𝑛𝑘1?¯? · 𝐴𝑏𝑛𝑘2
2!
,
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𝑊 †𝑛 = 1 +
𝑔𝑇 𝑎?¯? · 𝐴𝑎𝑛𝑘
?¯? · 𝑘 + 𝑔
2
[︂
𝑇 𝑎𝑇 𝑏
?¯? · 𝑘1(?¯? · 𝑘1 + ?¯? · 𝑘2) +
𝑇 𝑏𝑇 𝑎
?¯? · 𝑘2(?¯? · 𝑘1 + ?¯? · 𝑘2)
]︂
?¯? · 𝐴𝑎𝑛𝑘1?¯? · 𝐴𝑏𝑛𝑘2
2!
.
(A.31)
The collinear gluon field is defined as
ℬ𝜇𝑛⊥ =
1
𝑔
[︀
𝑊 †𝑛𝑖𝐷
𝜇
𝑛⊥𝑊𝑛
]︀
. (A.32)
Expanded to two gluons, both with incoming momentum, we find
𝑔ℬ𝜇𝑛⊥ = 𝑔
(︂
𝐴𝜇𝑎⊥𝑘𝑇
𝑎 − 𝑘𝜇⊥
?¯? · 𝐴𝑎𝑛𝑘𝑇 𝑎
?¯? · 𝑘
)︂
+ 𝑔2(𝑇 𝑎𝑇 𝑏 − 𝑇 𝑏𝑇 𝑎) ?¯? · 𝐴
𝑎
𝑛𝑘1𝐴
𝜇𝑏
⊥𝑘2
?¯? · 𝑘1 (A.33)
+ 𝑔2(𝑘𝜇1⊥ + 𝑘
𝜇
2⊥)
(︂
𝑇 𝑎𝑇 𝑏
?¯? · 𝑘1(?¯? · 𝑘1 + ?¯? · 𝑘2) +
𝑇 𝑏𝑇 𝑎
?¯? · 𝑘2(?¯? · 𝑘1 + ?¯? · 𝑘2)
)︂
?¯? · 𝐴𝑎𝑛𝑘1?¯? · 𝐴𝑏𝑛𝑘2
2!
.
In both cases, at least one of the gluons in the two gluon expansion is not transversely
polarized. Such terms can therefore be eliminated in matching calculations by choos-
ing particular polarizations, as was done in the text. For the soft Wilson lines, we
have
𝑆𝑛 = 1− 𝑔𝑇
𝑎𝑛 · 𝐴𝑎𝑠𝑘
𝑛 · 𝑘 + 𝑔
2
[︂
𝑇 𝑎𝑇 𝑏
𝑛 · 𝑘1 +
𝑇 𝑏𝑇 𝑎
𝑛 · 𝑘2
]︂
𝑛 · 𝐴𝑎𝑠𝑘1𝑛 · 𝐴𝑏𝑠𝑘2
2𝑛 · (𝑘1 + 𝑘2) + · · · ,
𝑆†𝑛 = 1 +
𝑔𝑇 𝑎𝑛 · 𝐴𝑎𝑠𝑘
𝑛 · 𝑘 + 𝑔
2
[︂
𝑇 𝑎𝑇 𝑏
𝑛 · 𝑘1 +
𝑇 𝑏𝑇 𝑎
𝑛 · 𝑘2
]︂
𝑛 · 𝐴𝑎𝑠𝑘1𝑛 · 𝐴𝑏𝑠𝑘2
2𝑛 · (𝑘1 + 𝑘2) + · · · . (A.34)
and
𝑔ℬ𝜇𝑠(𝑛)⊥ = 𝑔
(︂
𝐴𝜇𝑎⊥𝑘𝑇
𝑎 − 𝑘𝜇⊥
𝑛 · 𝐴𝑎𝑠𝑘𝑇 𝑎
𝑛 · 𝑘
)︂
+ 𝑔2(𝑇 𝑎𝑇 𝑏 − 𝑇 𝑏𝑇 𝑎)𝑛 · 𝐴
𝑎
𝑠𝑘1
𝐴𝜇𝑏⊥𝑘2
𝑛 · 𝑘1 (A.35)
+ 𝑔2(𝑘𝜇1⊥ + 𝑘
𝜇
2⊥)
(︂
𝑇 𝑎𝑇 𝑏
𝑛 · 𝑘1 +
𝑇 𝑏𝑇 𝑎
𝑛 · 𝑘2
)︂
𝑛 · 𝐴𝑎𝑠𝑘1𝑛 · 𝐴𝑏𝑠𝑘2
2𝑛 · (𝑘1 + 𝑘2) .
When evaluating diagrams involving the soft Glauber operators, the following com-
bination is also useful
𝑆†𝑛𝑆?¯? = 1 + 𝑔𝑇
𝑎
(︂
𝑛 · 𝐴𝑎𝑠𝑘
𝑛 · 𝑘 −
?¯? · 𝐴𝑎𝑠𝑘
?¯? · 𝑘
)︂
− 𝑔2𝑇 𝑎𝑇 𝑏𝑛 · 𝐴
𝑎
𝑠
𝑛 · 𝑘
?¯? · 𝐴𝑏𝑠
?¯? · 𝑘
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+ 𝑔2
[︂
𝑇 𝑎𝑇 𝑏
𝑛 · 𝑘1 +
𝑇 𝑏𝑇 𝑎
𝑛 · 𝑘2
]︂
𝑛 · 𝐴𝑎𝑠𝑘1𝑛 · 𝐴𝑏𝑠𝑘2
2𝑛 · (𝑘1 + 𝑘2) + 𝑔
2
[︂
𝑇 𝑎𝑇 𝑏
?¯? · 𝑘1 +
𝑇 𝑏𝑇 𝑎
?¯? · 𝑘2
]︂
?¯? · 𝐴𝑎𝑠𝑘1?¯? · 𝐴𝑏𝑠𝑘2
2?¯? · (𝑘1 + 𝑘2) .
(A.36)
A.3 Fierzing for Radiative Jet Functions
In this appendix we collect some details related to the color and Dirac structure of the
radiative jet functions. To obtain scalar jet and soft functions, one must factorize in
Dirac and color space. Factorization in Dirac and color space can be achieved using
the SCET Fierz relation [388]
(︀
𝛿𝛼
′𝛼𝛿𝑖
′𝑖)︀(︀𝛿𝛽𝛽′𝛿𝑗𝑗′)︀ = 1
2
6∑︁
𝑘=1
(𝐹 ?¯?𝑘 )
𝛽𝛼
𝑗𝑖 ⊗ (𝐹 𝑛𝑘 )𝛼
′𝛽′
𝑖′𝑗′
=
1
2
[︁ /¯𝑛
2𝑁𝐶
⊗ /𝑛
2
− /¯𝑛𝛾
5
2𝑁𝐶
⊗ /𝑛𝛾
5
2
− /¯𝑛𝛾
𝛼
⊥
2𝑁𝐶
⊗ /𝑛𝛾
⊥
𝛼
2
+ /¯𝑛𝑇 𝑎 ⊗ /𝑛𝑇
𝑎
2
− /¯𝑛𝛾5𝑇 𝑎 ⊗ /𝑛𝛾
5𝑇 𝑎
2
− /¯𝑛𝛾𝛼⊥𝑇 𝑎 ⊗
/𝑛𝛾⊥𝛼 𝑇
𝑎
2
]︁
.
(A.37)
In the text, we primarily focused on the convolution structure. Here we consider the
derivation of the Dirac and color structure.
Consider first the soft quark radiative jet function. Since we are only interested in
the Dirac and color structure, it is notationally simplest to ignore all the measurement
functions, and just consider the vacuum matrix element of the fields. For the radiative
jet function involving a soft quark, we have from Sec. 4.4.2
ℳ(2)𝜓𝑢𝑠 =
∫︁
𝑑4𝑥𝑑4𝑦 ⟨0| [︀?¯?𝑛(𝑥)𝑌 †𝑛 (𝑥)𝛾𝜇⊥𝑌?¯?(𝑥)𝜒?¯?(𝑥)]︀ [︀𝜓𝑢𝑠(𝑛)(𝑦)𝑔/ℬ𝑛⊥(𝑦)𝜒𝑛(𝑦)]︀
· [︀?¯?𝑛(𝑧)𝑔/ℬ𝑛⊥(𝑧)𝜓𝑢𝑠(𝑛)(𝑧)]︀ [︁?¯??¯?(0)𝑌 †?¯? (0)𝛾𝜇⊥𝑌𝑛(0)𝜒𝑛(0)]︁ |0⟩ ,
(A.38)
which will enter the expression for the cross section. Applying the Fierz relation of
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Eq. (A.37) three times, we obtain the factorized form of the matrix element
ℳ(2)𝜓𝑢𝑠 =
∫︁
𝑑4𝑥𝑑4𝑦 ⟨0| [?¯??¯?(0)𝐹 𝑛𝑘 𝜒?¯?(𝑥)] |0⟩⟨0| [?¯?𝑛(𝑥)𝐹 ?¯?𝑘′𝜒𝑛(0)]
[︀
?¯?𝑛(𝑧)𝑔/ℬ𝑛⊥(𝑧)𝐹 ?¯?𝑙 𝑔/ℬ𝑛⊥(𝑦)𝜒𝑛(𝑦)
]︀ |0⟩
· ⟨0|tr
[︁
𝐹 𝑛𝑘′𝑌
†
𝑛 (𝑥)𝛾
𝜇
⊥𝑌?¯?(𝑥)𝐹
?¯?
𝑘 𝑌
†
?¯? (0)𝛾
𝜇
⊥𝑌𝑛(0)
]︁ [︀
𝜓𝑢𝑠(𝑛)(𝑦)𝐹
𝑛
𝑙 𝜓𝑢𝑠(𝑛)(𝑧)
]︀ |0⟩ .
(A.39)
The symmetries of the soft and collinear sectors can then be used to set 𝑘 = 𝑘′ = 𝑙 =
1. We can then further simplify the structure of the 𝑛-collinear matrix element by
applying another Fierz relation. We then obtain
ℳ(2)𝜓𝑢𝑠 =
∫︁
𝑑4𝑥𝑑4𝑦⟨0|
[︂
?¯??¯?(0)
/𝑛
2
𝜒?¯?(𝑥)
]︂
|0⟩⟨0|tr
[︁
𝑌 †𝑛 (𝑥)𝑌?¯?(𝑥)𝑌
†
?¯? (0)𝑌𝑛(0)
]︁ [︂
𝜓𝑢𝑠(𝑛)(𝑦)
/𝑛
2
𝜓𝑢𝑠(𝑛)(𝑧)
]︂
|0⟩
· ⟨0|
[︂
?¯?𝑛(𝑥)
/¯𝑛
2
𝜒𝑛(𝑦)
]︂
tr [𝑔ℬ𝑛⊥(𝑧) · 𝑔ℬ𝑛⊥(𝑦)]
[︂
?¯?𝑛(𝑧)
/¯𝑛
2
𝜒𝑛(0)
]︂
|0⟩ .
(A.40)
Reinstating the time ordering and measurement function, this corresponds to the
result given in Sec. 4.4.2.
For the case of the radiative jet function involving a gluon emission, from Sec. 4.4.2,
we must consider the factorization of the matrix element
ℳ(2)ℬ𝑢𝑠 = ⟨0|
[︀
?¯?𝑛(𝑥)𝑌
†
𝑛 (𝑥)𝛾
𝜇
⊥𝑌?¯?(𝑥)𝜒?¯?(𝑥)
]︀
?¯?𝑛
[︂
𝑇 𝑎𝛾⊥𝜇
1
𝒫 𝑖/𝜕𝑢𝑠⊥ − 𝑖
←−
/𝜕 𝑢𝑠⊥
1
𝒫 𝑇
𝑎𝛾⊥𝜇
]︂
/¯𝑛
2
𝜒𝑛(𝑦)
·
[︁
?¯??¯?(0)𝑌
†
?¯? (0)𝛾
𝜇
⊥𝑌𝑛(0)𝜒𝑛(0)
]︁
|0⟩ , (A.41)
we can flip the action of the ultrasoft derivative onto the ℬ𝑢𝑠 field, and apply twice
the Fierz relation of Eq. (A.37) to obtain
ℳ(2)ℬ𝑢𝑠 =⟨0|
[︂
?¯??¯?(0)
/𝑛
2
𝜒?¯?(𝑥)
]︂
|0⟩⟨0| [︀?¯?𝑛(𝑥)𝐹 𝑘?¯?𝜒𝑛(𝑦)]︀ 1𝒫 [︁?¯?𝑛(𝑦)𝐹 𝑘′?¯? 𝜒𝑛(0)]︁ |0⟩
· ⟨0|tr
[︂
(−𝑖/𝜕⊥𝑔/ℬ𝑢𝑠(𝑛)⊥(𝑦))
/¯𝑛
2
𝐹 𝑘𝑛𝑌
†
𝑛 (𝑥)𝑌?¯?(𝑥)
/¯𝑛
2
𝑌 †?¯? (0)𝑌𝑛(0)𝐹
𝑘′
𝑛
]︂
.
(A.42)
The tree level contribution is with 𝑘 = 𝑘′ = 1. Without having a closed quark loop
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from which the soft gluon field is emitted, the only possibilities are 𝑘, 𝑘′ = /𝑛
2
, /𝑛
2
𝑇 𝑎.
The color neutrality of the vacuum in the collinear sector implies that one would have
to contract the color indices between 𝑘 and 𝑘′. It seems that one could potentially get
this configuration from a fermion bubble type diagram, but this is first at two loops,
and should not contribute to LL. (i.e. we know it doesn’t from the explicit result,
which doesn’t have an 𝑛𝑓 ). Simplifying the Dirac structure, we then obtain
ℳ(2)ℬ𝑢𝑠 =⟨0|
[︂
?¯??¯?(0)
/𝑛
2
𝜒?¯?(𝑥)
]︂
|0⟩⟨0|
[︂
?¯?𝑛(𝑥)
/¯𝑛
2
𝜒𝑛(𝑦)
]︂
1
𝒫
[︂
?¯?𝑛(𝑦)
/¯𝑛
2
𝜒𝑛(0)
]︂
|0⟩
· ⟨0|tr
[︁
(−𝑖𝜕⊥ · 𝑔ℬ𝑢𝑠(𝑛)⊥(𝑦))𝑌 †𝑛 (𝑥)𝑌?¯?(𝑥)𝑌 †?¯? (0)𝑌𝑛(0)
]︁
|0⟩ . (A.43)
Reinstating the time ordering and measurement function, this corresponds to the
result given in Sec. 4.4.2.
A.4 Higher-Order Plus Distributions
Subleading power corrections often involve divergences of the form
1
(1− 𝑧)𝑎+𝜂 , 𝑎 ∈ N . (A.44)
In Sec. 6.2.4 we encountered the two cases 𝑎 = 2 and 𝑎 = 3, which were treated using
integration by parts to relate them to the case 𝑎 = 1, where one can use the relation
1
(1− 𝑧)1+𝜂 = −
𝛿(1− 𝑧)
𝜂
+
[︂
1
(1− 𝑧)1+𝜂
]︂1
+
= −𝛿(1− 𝑧)
𝜂
+ ℒ0(1− 𝑧)− 𝜂ℒ1(1− 𝑧) +𝒪(𝜂2) . (A.45)
Here ℒ𝑛(𝑥) =
[︀
ln𝑛 𝑥/𝑥
]︀1
+
is defined in terms of standard plus distributions, which
regulate functions 𝑔(𝑥) with support 𝑥 ≥ 0 diverging less than 1/𝑥2 as 𝑥 → 0. The
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defining properties of such plus distributions are
[︀
𝑔(𝑥)
]︀1
+
= 𝑔(𝑥) , 𝑥 ̸= 0 ,∫︁ 1
0
d𝑥
[︀
𝑔(𝑥)
]︀1
+
= 0 . (A.46)
One can also treat the power-law divergences in Eq. (A.44) similar to Eq. (A.45) using
higher-order plus distributions. We therefore generalize Eq. (A.46) as
[︀
𝑔(𝑥)
]︀1
+(𝑎)
= 𝑔(𝑥) , 𝑥 ̸= 0 ,∫︁ 1
0
d𝑥 𝑥𝑘
[︀
𝑔(𝑥)
]︀1
+(𝑎)
= 0 , ∀ 𝑘 < 𝑎 , (A.47)
where 𝑔(𝑥) has support 𝑥 ≥ 0 and diverges less than 1/𝑥1+𝑎 as 𝑥→ 0. For 𝑎 = 1, this
naturally reduces to Eq. (A.46). For 𝑎 = 2, one obtains the ++ distributions used
e.g. in ref. [433].
The distributions defined in Eq. (A.47) can be integrated against any test function
𝑓(𝑥) that is at least 𝑎−1-times differentiable at 𝑥 = 0. To be specific, consider the
example integral
∫︁ 𝑥0
0
d𝑥 𝑓(𝑥)
[︀
𝑔(𝑥)
]︀1
+(𝑎)
=
∫︁ 𝑥0
0
d𝑥
[︂
𝑓(𝑥)−
𝑎−1∑︁
𝑘=0
𝑓 (𝑘)(0)
𝑘!
𝑥𝑘
]︂[︀
𝑔(𝑥)
]︀1
+(𝑎)
+
𝑎−1∑︁
𝑘=0
𝑓 (𝑘)(0)
𝑘!
∫︁ 𝑥0
0
d𝑥 𝑥𝑘
[︀
𝑔(𝑥)
]︀1
+(𝑎)
=
∫︁ 𝑥0
0
d𝑥
[︂
𝑓(𝑥)−
𝑎−1∑︁
𝑘=0
𝑓 (𝑘)(0)
𝑘!
𝑥𝑘
]︂
𝑔(𝑥)−
𝑎−1∑︁
𝑘=0
𝑓 (𝑘)(0)
𝑘!
∫︁ 1
𝑥0
d𝑥 𝑥𝑘𝑔(𝑥) , (A.48)
where we assume 𝑥0 > 0 and 𝑓 (𝑘)(0) is the 𝑘-th derivative of 𝑓(𝑥) at 𝑥 = 0. In
Eq. (A.48), we used that the term in square brackets in the first integral behaves as
𝒪(𝑥𝑎) and thus cancels the divergent behavior of 𝑔(𝑥) as 𝑥 → 0, which allows us to
drop the plus prescription in the first integral in the last line. In the second integral,
we used Eq. (A.47) to change the integration bounds from [0, 𝑥0] to [𝑥0, 1]. In the
latter interval, 𝑔(𝑥) is regular and the plus prescription can be dropped.
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The power-law divergence in Eq. (A.44) can be regularized in terms of the higher-
order plus distributions in Eq. (A.47) as
1
(1− 𝑧)𝑎+𝜂 =
[︂
1
(1− 𝑧)𝑎+𝜂
]︂1
+(𝑎)
+
𝑎−1∑︁
𝑘=0
(−1)𝑘
𝑘!
𝛿(𝑘)(1− 𝑧)
1 + 𝑘 − 𝑎− 𝜂 , 𝑎 ∈ N . (A.49)
This result can be verified by integrating both sides against a test function (1− 𝑧)𝑚
with 𝑚 < 𝑎, and treating 𝜂 as in dimensional regularization to render all integrals
finite. In Eq. (A.49), 𝛿(𝑘)(1−𝑧) is the 𝑘-th derivative on 𝛿(1−𝑧), which thus induces a
sign (−1)𝑘 in an integral over 𝑧 and picks out the 𝑘-th derivative of any test function
it acts on. Note that only the 𝑘 = 𝑎− 1 term in Eq. (A.49) diverges for 𝜂 → 0,
1
(1− 𝑧)𝑎+𝜂 = −
1
𝜂
(−1)𝑎−1
(𝑎− 1)! 𝛿
(𝑎−1)(1− 𝑧) +
[︂
1
(1− 𝑧)𝑎
]︂1
+(𝑎)
+
𝑎−2∑︁
𝑘=0
(−1)𝑘
𝑘!
𝛿(𝑘)(1− 𝑧)
1 + 𝑘 − 𝑎 +𝒪(𝜂) ,
(A.50)
so irrespective of the power 𝑎, any power law divergence (1− 𝑧)−𝑎−𝜂 has exactly one
single pole.
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Appendix B
Solution to Subleading Power RG
Mixing Equation in Momentum Space
In Sec. 5.3 we have shown that in the leading log approximation, and in the case when
Γ
(0)
11 = Γ
(0)
22 , the solution to the subleading power RG mixing equation in position
space is Eq. (5.75). Here we provide additional details on the transformation of this
result back to momentum space. In position space the logarithms for the boundary
condition are minimized by the choice 𝜇0 = 𝜇𝑦. For thrust at subleading power
there are no distributions, and the logarithms have a simple correspondence between
position and momentum space without subtleties. This is analogous to the situation
between position space and cumulative thrust at leading power. To derive an exact
relation for the Fourier transform we note that
∫︁
𝑑𝑦
2𝜋
𝑒𝑖𝑘𝑦 (𝑖𝑦)−1−𝜖 =
𝜃(𝑘)𝑘𝜖
Γ(1 + 𝜖)
, (B.1)
where branch cuts are defined by 𝑦 = 𝑦 − 𝑖0. Defining 𝑒−𝜖𝛾𝐸/Γ(1 + 𝜖) = ∑︀∞𝑘=0 𝑒𝑘 𝜖𝑘,
we have 𝑒0 = 1, 𝑒1 = 0, 𝑒2 = −𝜁2/2, 𝑒3 = 𝜁3/2, etc. Expanding Eq. (B.1) in 𝜖 leads
to the identity we need to connect the subleading power logarithms in position and
momentum space,
∫︁
𝑑𝑦
2𝜋
𝑒𝑖𝑘𝑦
log𝑛(𝑖𝑦𝑒𝛾𝐸𝜇𝑝)
𝑖(𝑦 − 𝑖0) = (−1)
𝑛
𝑛∑︁
𝑗=0
𝑛!
𝑗!
𝑒𝑛−𝑗 log
𝑗
(︁ 𝑘
𝜇𝑝
)︁
𝜃(𝑘) . (B.2)
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Keeping only the LL term on the RHS gives the simple correspondence log𝑛(𝑖𝑦𝑒𝛾𝐸𝜇𝑝)/(𝑖𝑦)→
(−1)𝑛 log𝑛(𝑘/𝜇𝑝) 𝜃(𝑘). To see how this works in an explicit example, we can rewrite
the resummed position space result in Eq. (5.75) as
𝐹
(2)LL
𝛿 (𝑦, 𝜇) = ?˜?
𝐹,LL
𝛿𝜃 (𝑦, 𝜇, 𝜇0)𝐹
(2)
𝜃 (𝑦, 𝜇0) = 𝐴
(𝑒𝛾𝐸 𝑖𝑦𝜇𝑝0)
𝜔
𝑖(𝑦 − 𝑖0) (B.3)
=
𝐴
𝑖(𝑦 − 𝑖0)𝑒
𝜔 log(𝑒𝛾𝐸 𝑖𝑦𝜇𝑝0) = 𝐴
∞∑︁
𝑛=0
1
𝑛!
𝜔𝑛
log𝑛 (𝑒𝛾𝐸 𝑖𝑦𝜇𝑝0)
𝑖(𝑦 − 𝑖0) ,
where 𝐴 ≡ −𝛾
(0)
12
2𝛽0
log 𝑟 exp
[︁
𝑝𝜋Γ
(0)
11
𝛽20𝛼𝑠(𝜇0)
(︀
1
𝑟
− 1 + log 𝑟)︀]︁ and 𝜔 ≡ −Γ(0)11
2𝛽0
log(𝑟) are dimen-
sionless 𝑦 independent expressions, where here 𝑟 = 𝛼𝑠(𝜇)/𝛼𝑠(𝜇0). Using Eq. (B.2) we
have
𝐹
(2)LL
𝛿 (𝑘, 𝜇) =
∫︁
𝑑𝑦
2𝜋
𝑒𝑖𝑘𝑦𝐹
(2)LL
𝛿 (𝑦, 𝜇) = 𝐴
∞∑︁
𝑛=0
1
𝑛!
𝜔𝑛
∫︁
𝑑𝑦
2𝜋
𝑒𝑖𝑘𝑦
log𝑛 (𝑒𝛾𝐸 𝑖𝑦𝜇𝑝0)
𝑖(𝑦 − 𝑖0)
= 𝐴
∞∑︁
𝑛=0
𝑛∑︁
𝑗=0
𝜔𝑛(−1)𝑛 𝑒𝑛−𝑗
𝑗!
log𝑗
(︁ 𝑘
𝜇𝑝0
)︁
𝜃(𝑘) . (B.4)
Here all the terms with 𝑗 < 𝑛 are subleading logs, therefore at LL order we can keep
just the 𝑗 = 𝑛 term to give
𝐹
(2)LL
𝛿 (𝑘, 𝜇) = 𝐴
∞∑︁
𝑛=0
(−𝜔)𝑛
𝑛!
𝑒0 log
𝑛(𝑘)𝜃(𝑘) = 𝐴𝑒−𝜔 log(𝑘)𝜃(𝑘) (B.5)
= −𝜃(𝑘)𝛾
(0)
12
2𝛽0
log 𝑟 exp
[︃
𝑝𝜋Γ
(0)
11
𝛽20𝛼𝑠(𝜇0)
(︂
1
𝑟
− 1 + log 𝑟
)︂]︃(︂
𝑘
𝜇𝑝0
)︂Γ(0)11
2𝛽0
log(𝑟)
≡ 𝜃(𝑘)𝑈LL𝛿𝜃 (𝑘, 𝜇, 𝜇0) .
Note that this is simply obtained from the starting result in Eq. (B.3) by taking
𝑖𝑦𝑒𝛾𝐸 → 1/𝑘 everywhere, except for in the explicit prefactor 1/(𝑦 − 𝑖0) → 𝜃(𝑘).
Eq. (B.5) is the LL solution to the subleading RG mixing equation in momentum
space which was quoted in the main text in Eq. (5.77).
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Appendix C
Leading Logarithms for Thrust from
Collinear Limits of Amplitudes
In this Appendix we explain how to obtain the LP LL series for thrust using only
the information from collinear limits of scattering amplitudes. The NLP case, which
is the focus of this paper, is similar. However, here we present the LP case in detail
since this approach to obtaining the LL series is not traditional. The key idea is that
the infrared scale dependence should cancel out in a physical cross section. Just as in
the NLP analysis leading to Eq. (5.124), consistency at LP implies that the LL term
can be obtained from loop corrections to the amplitude for a single collinear emission
encoded in coefficients 𝑑(0)ℎ𝑐,2𝑁 ,
1
𝜎0
d𝜎(0,𝑁)
d𝜏
= 𝑑
(0)
ℎ𝑐,2𝑁
log2𝑁−1 𝜏
𝜏
+ · · · . (C.1)
We will work this out explicitly for the first two loop orders below.
Here, as in the text, we take thrust for Higgs decay in pure glue QCD as an
example. We write the NLO cumulant at LP as
𝑅(0,1)(𝜏) =
1
𝜎0
∫︁ 𝜏
0
𝑑𝜏 ′
𝑑𝜎(0,1)
𝑑𝜏 ′
=
𝛼𝑠
4𝜋
𝐶𝐴
𝜖2
(︂
𝑐ℎ
(︂
𝜇2
𝑄2
)︂𝜖
+ 𝑐𝑐
(︂
𝜇2
𝜏𝑄2
)︂𝜖
+ 𝑐𝑠
(︂
𝜇2
𝜏 2𝑄2
)︂𝜖)︂
+𝒪
(︂
1
𝜖
)︂
, (C.2)
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where we have separated the contribution between hard virtual corrections 𝑐ℎ, collinear
corrections 𝑐𝑐, and soft corrections 𝑐𝑠. For a physical cross section both the divergent
terms and the LL 𝜇 dependence should cancel. In particular, they should cancel be-
tween the 1/𝜖2 terms in Eq. (C.2). There is no cancellation between the expansion of
the 1/𝜖2 terms and the 𝒪(1/𝜖) terms. That’s why we don’t need to write down the
𝒪(1/𝜖) terms explicitly, at least for LL. It then follows that
𝑐ℎ = −1
2
𝑐𝑐 , 𝑐𝑠 = −1
2
𝑐𝑐 . (C.3)
Substituting the relation in Eq. (C.3) into Eq. (C.2), we find
𝑅(0,1)(𝜏) = −1
2
𝛼𝑠
4𝜋
𝐶𝐴𝑐𝑐 log
2 𝜏 + subleading logs . (C.4)
That is, the leading logarithm at NLO is uniquely determined by the contribution from
the hard collinear splitting. Specifically, at NLO for thrust, the collinear corrections
to the cumulant can be written as
𝑅
(0,1)
𝑐,LL (𝜏) = 2
𝛼𝑠𝜇
2𝜖
4𝜋
∫︁ 𝜏𝑄2
0
𝑑𝑠
𝑄2
∫︁ 1
0
𝑑𝑧
𝑒𝜖𝛾𝐸 [𝑠𝑧(1− 𝑧)]−𝜖
Γ(1− 𝜖) 𝐶𝐴𝑃
(0,0)
𝑔𝑔,LL
=
𝛼𝑠
4𝜋
8𝐶𝐴
𝜖2
(︂
𝜇2
𝜏𝑄2
)︂𝜖
+𝒪
(︂
1
𝜖
)︂
, (C.5)
where 𝑃 (0,0)𝑔𝑔,LL is introduced in Eq. (5.132). Therefore 𝑐𝑐 = 8, and𝑅
(0,1)(𝜏) = −𝛼𝑠
𝜋
𝐶𝐴 log
2 𝜏+
subleading logs.
At NNLO, there are several combinations of different modes, but the idea is sim-
ilar. We write the cumulant as
𝑅(0,2)(𝜏) =
(︁𝛼𝑠
4𝜋
)︁2 𝐶2𝐴
𝜖4
(︂
𝑐ℎℎ
(︂
𝜇4
𝑄4
)︂𝜖
+ 𝑐ℎ𝑐
(︂
𝜇4
𝜏𝑄4
)︂𝜖
+ (𝑐𝑐𝑐 + 𝑐ℎ𝑠)
(︂
𝜇4
𝜏 2𝑄4
)︂𝜖
+ 𝑐𝑐𝑠
(︂
𝜇4
𝜏 3𝑄4
)︂𝜖
+𝑐𝑠𝑠
(︂
𝜇4
𝜏 4𝑄4
)︂𝜖)︂
+𝒪
(︂
1
𝜖3
)︂
, (C.6)
Here 𝑐ℎℎ denotes hard modes contributions from pure virtual diagrams, 𝑐ℎ𝑐 denotes
real-virtual contributions with virtual hard mode and real collinear mode, 𝑐𝑐𝑐 denotes
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both real-virtual or double real contributions with virtual or real collinear modes, 𝑐ℎ𝑠
denotes real-virtual contributions with virtual hard mode and real soft mode, and
finally 𝑐𝑠𝑠 denotes real-virtual or double real contributions with virtual or real soft
modes. Demanding that all the poles and 𝜇 dependence from expanding the 1/𝜖4
terms cancel, we find
𝑐ℎ𝑐 = −4𝑐ℎℎ , 𝑐𝑐𝑐 + 𝑐ℎ𝑠 = 6𝑐ℎℎ , 𝑐𝑐𝑠 = −4𝑐ℎℎ , 𝑐𝑠𝑠 = 𝑐ℎℎ . (C.7)
We then find
𝑅(0,2)(𝜏) = −
(︁𝛼𝑠
4𝜋
)︁2 𝐶2𝐴
4
𝑐ℎ𝑐 log
4 𝜏 + subleading logs . (C.8)
Specifically, the real-virtual collinear corrections to the cumulant is given by
𝑅
(0,2)
𝑅𝑉 𝑐,LL(𝜏) = 2
𝛼𝑠𝜇
2𝜖
4𝜋
∫︁ 𝜏𝑄2
0
𝑑𝑠
𝑄2
∫︁ 1
0
𝑑𝑧
𝑒𝜖𝛾𝐸 [𝑠𝑧(1− 𝑧)]−𝜖
Γ(1− 𝜖) 𝐶𝐴𝑃
(0,0)
𝑔𝑔,LL (𝐹dipole + 𝐹𝑅) ,
(C.9)
where we have separated the corrections into the dipole term and the remainder term,
see Eq. (5.135) and (5.144). The dipole term gives
𝑅
(0,2)
𝑅𝑉 𝑐,dipole,LL(𝜏) =
(︁𝛼𝑠
4𝜋
)︁2 [︂
−24𝐶
2
𝐴
𝜖4
(︂
𝜇4
𝜏𝑄4
)︂𝜖
− 8𝐶
2
𝐴
𝜖4
(︂
𝜇4
𝜏 2𝑄4
)︂𝜖]︂
+𝒪
(︂
1
𝜖3
)︂
. (C.10)
And the remainder term gives
𝑅
(0,2)
𝑅𝑉 𝑐,𝑅,LL(𝜏) =
(︁𝛼𝑠
4𝜋
)︁2 [︂
−8𝐶
2
𝐴
𝜖4
(︂
𝜇4
𝜏𝑄4
)︂𝜖
+
4𝐶2𝐴
𝜖4
(︂
𝜇4
𝜏 2𝑄4
)︂𝜖]︂
+𝒪
(︂
1
𝜖3
)︂
. (C.11)
Adding the dipole and remainder terms, we find that the hard-collinear coefficient is
𝑐ℎ𝑐 = −32, and the NNLO cumulant is
𝑅(0,2)(𝜏) =
(︁𝛼𝑠
4𝜋
)︁2
8𝐶2𝐴 log
4 𝜏 + subleading logs . (C.12)
This is the correct leading logarithm for thrust. We see explicitly that both the dipole
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term and the remainder term contribute to thrust at LL. The analysis above can be
straightforwardly carried out to all orders in 𝛼𝑠.
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Appendix D
NLP 𝑞𝑇 spectra with Generalized
Pure Rapidity Regulators
In Secs. 6.3.1 and 6.3.2, we derived master formulas for the NLP correction to the
𝑞𝑇 spectrum using the 𝜂 regulator and the pure rapidity regulator, respectively. In
Sec. 6.2.3, we also introduced a class of homogeneous rapidity regulators spanned by
a parameter 𝑐 ̸= 1. Here, we give the master formulas for this regulator for generic
𝑐 ̸= 1. In this regulator, the soft contribution is scaleless and vanishes, similar to
the pure rapidity regulator. Thus, one only needs to consider the 𝑛-collinear and
?¯?-collinear limits.
The derivation of the 𝑛-collinear expansion proceeds similar to the calculation
shown in Sec. 6.3.1. One can also obtain it from the result for the pure rapidity
regulator, Eq. (6.91), using the replacement
𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑘+
⃒⃒⃒⃒−𝜂/2
= 𝜐𝜂𝑞𝜂𝑇 |𝑘−|−𝜂
→ 𝜐(1−𝑐)𝜂/2
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂/2 ⃒⃒⃒⃒
𝑘+
𝜈
⃒⃒⃒⃒−𝑐𝜂/2
=
[︂
𝜐
(︁ 𝜈
𝑞𝑇
)︁ 1+𝑐
1−𝑐
]︂(1−𝑐)𝜂/2
𝑞
(1−𝑐)𝜂/2
𝑇 |𝑘−|−(1−𝑐)𝜂/2 . (D.1)
Thus, in Eq. (6.91) one has to shift 𝜂 → (1− 𝑐)𝜂/2 and 𝜐 → 𝜐(𝜈/𝑞𝑇 )
1+𝑐
1−𝑐 , giving
d𝜎
(2),LL
𝑛
d𝑄2d𝑌 d𝑞2𝑇
=
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
𝑤2
(︂
2
(1− 𝑐)𝜂 − ln
𝑄𝑒𝑌
𝑞𝑇
+
1 + 𝑐
1− 𝑐 ln
𝜈
𝑞𝑇
+ ln(𝜐)
)︂
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×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴
(2) ′
𝑛 (1)− 2𝐴(0) ′𝑛 (1)
]︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1) + 2𝐴
(0) ′
𝑛 (1)
]︁
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴0𝑛(1)− 𝐴2𝑛(1)
]︁
− 2𝑥𝑎𝑓 ′𝑎(𝑥𝑎)𝑥𝑏𝑓 ′𝑏(𝑥𝑏)𝐴0𝑛(1)
}︂
.
(D.2)
This result is well-defined for all 𝑐 ̸= 1, whereas one encounters two explicit poles
as 𝑐 → 1. This behavior is expected because for 𝑐 = 1 the regulator depends on
the boost-invariant product 𝑘+𝑘− = 𝑞2𝑇 and therefore does not regulate rapidity
divergences, as explained at the end of Sec. 6.2.3. For 𝑐 = −1 we recover the result
of pure rapidity regularization of Eq. (6.91). In this case, the 𝜈 dependence in the
regulator Eq. (6.35) cancels, which is reflected by the vanishing of the coefficient of
ln(𝜈/𝑞𝑇 ) in Eq. (D.2).
In the ?¯?-collinear limit, the regulator for arbitrary 𝑐 ̸= 1 is obtained from the pure
rapidity regulator through
𝜐𝜂
⃒⃒⃒⃒
𝑘−
𝑘+
⃒⃒⃒⃒−𝜂/2
= 𝜐𝜂𝑞−𝜂𝑇 |𝑘+|𝜂
→ 𝜐(1−𝑐)𝜂/2
⃒⃒⃒⃒
𝑘−
𝜈
⃒⃒⃒⃒−𝜂/2 ⃒⃒⃒⃒
𝑘+
𝜈
⃒⃒⃒⃒−𝑐𝜂/2
=
[︂
𝜐
(︁ 𝜈
𝑞𝑇
)︁ 1+𝑐
1−𝑐
]︂(1−𝑐)𝜂/2
𝑞
−(1−𝑐)𝜂/2
𝑇 |𝑘+|(1−𝑐)𝜂/2 . (D.3)
Thus, in Eq. (6.93) one has to shift 𝜂 → (𝑐− 1)𝜂/2 and 𝜐 → 𝜐(𝜈/𝑞𝑇 )
1+𝑐
1−𝑐 , giving
d𝜎
(2),LL
?¯?
d𝑄2d𝑌 d𝑞2𝑇
=
1
(4𝜋)2
𝑞2𝑇
2𝑄2
1
2𝑥𝑎𝑥𝑏𝐸4cm
𝑤2
(︂
2
(𝑐− 1)𝜂 − ln
𝑄𝑒−𝑌
𝑞𝑇
− 1 + 𝑐
1− 𝑐 ln
𝜈
𝑞𝑇
− ln(𝜐)
)︂
(D.4)
×
{︂
𝑓𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴
(2) ′
?¯? (1)− 2𝐴(0) ′?¯? (1)
]︁
+ 𝑓𝑎(𝑥𝑎)𝑥𝑏𝑓
′
𝑏(𝑥𝑏)
[︁
𝐴0?¯?(1)− 𝐴2?¯?(1)
]︁
+ 𝑥𝑎𝑓
′
𝑎(𝑥𝑎)𝑓𝑏(𝑥𝑏)
[︁
𝐴0?¯?(1) + 2𝐴
(0) ′
?¯? (1)
]︁
− 2𝑥𝑎𝑓 ′𝑎(𝑥𝑎)𝑥𝑏𝑓 ′𝑏(𝑥𝑏)𝐴0?¯?(1)
}︂
.
Summing Eqs. (D.2) and (D.4), the poles in 𝜂 precisely cancel, and the dependence
on 𝑐, 𝜐 and 𝑒𝑌 cancels as well to yield a pure logarithm in ln(𝑄/𝑞𝑇 ). As for the pure
rapidity regulator, this cancellation has to occur between the two collinear sectors,
since the soft sector does not give a contribution.
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The NLP NLL result is identical to that in pure rapidity regularization, which
is given by Eq. (6.89) upon dropping all regulator-dependent pieces, as explained in
Sec. 6.3.2. This provides another check of our regularization procedure.
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Appendix E
Integrating Out Glauber Quarks via
Auxiliary Lagrangians
In this appendix we will use the formalism of auxiliary fields to build the fermionic
Glauber Lagrangians of Chapter 8 and ref. [449] by integrating out Glauber modes at
the path integral level. Here, we will focus only on Glauber modes, therefore ignoring
the integration of other offshell modes such as hard and hard-collinear modes. Hard
and hard-collinear modes can be integrated out to give rise to the collinear and
soft Wilson Lines via auxiliary Lagrangians by following the techniques presented in
Appendix A of refs. [58, 54].
E.1 Deriving the Glauber Quark Auxiliary Lagrangians
Let us introduce the auxiliary Glauber quark fields we aim to integrate out. We
Glauber mode Fields Momentum scaling
𝑛− 𝑠 (left-moving) 𝜓𝐺𝑛𝑠, 𝜙𝐺𝑛𝑠 𝑝𝜇 ∼ (𝜆2, 𝜆, 𝜆)
?¯?− 𝑠 (right-moving) 𝜓𝐺?¯?𝑠, 𝜙𝐺?¯?𝑠 𝑝𝜇 ∼ (𝜆, 𝜆2, 𝜆)
𝑛− ?¯? (central) 𝜓𝐺𝑛?¯? 𝑝𝜇 ∼ (𝜆2, 𝜆2, 𝜆)
find that introducing a single Glauber quark auxiliary field is not sufficient as there
are Glauber regions that have different momentum scaling which induce different
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interacting auxiliary Lagrangians. We label the fields 𝑛 − 𝑠, 𝑛 − ?¯?, ?¯? − 𝑠 according
to their momentum scaling.1 Note that with this notation 𝜓𝐺𝑛?¯? ≡ 𝜓𝐺?¯?𝑛.
The exchange of a Glauber quark between two collinear operators𝒪𝑛 and𝒪?¯?, with
no soft emission, have momentum scaling 𝑝𝐺𝑛?¯? ∼ (𝜆2, 𝜆2, 𝜆). By expanding the kinetic
term of the QCD Lagrangian, a quark 𝜓𝐺𝑛?¯? with such momentum has a (leading)
kinetic term of the form
ℒ𝑛?¯?kin. = 𝜓𝐺𝑛?¯? /𝒫⊥𝜓𝐺𝑛?¯? . (E.1)
This Glauber quark field 𝜓𝐺𝑛?¯? couples to the collinear operators via the interaction
vertex
ℒ𝑛?¯?c = 𝑔𝜓𝐺𝑛?¯?(/ℬ𝑛⊥𝜒𝑛 + /ℬ?¯?⊥𝜒?¯?) + h.c. . (E.2)
Given the definition of the collinear operators 𝒪𝑛 and 𝒪?¯? of Eq. (8.12) we recognize
that we can rewrite Eq. (E.2) as
ℒ𝑛?¯?c = 𝑔𝜓𝐺𝑛?¯?(𝒪𝑛 +𝒪?¯?) + h.c. . (E.3)
Because of momentum conservation in the 𝑛 and ?¯? direction, a 𝜓𝐺𝑛?¯? can’t emit a soft
gluon, hence there is no interaction with soft fields2. We have therefore determined
the kinetic and interacting Lagrangians for 𝜓𝐺𝑛?¯?, i.e. the 𝑛−?¯? (central) Glauber mode.
Now let us move to the case of 𝑛 − 𝑠 and ?¯? − 𝑠 Glaubers, which shows up in
the interaction of collinear particles with soft ones via a Glauber exchange. The
interaction of a Glauber quark with soft fields starts with the exchange of Glauber
modes with momentum 𝑝𝐺𝑛𝑠 ∼ (𝜆2, 𝜆, 𝜆) and 𝑝𝐺?¯?𝑠 ∼ (𝜆, 𝜆2, 𝜆). To study these modes
let’s consider a QCD quark field Ψ(𝑝) and take the limit 𝑝 → 𝑝𝐺𝑛𝑠 ∼ (𝜆2, 𝜆, 𝜆). We
can define the Glauber 𝑛− 𝑠 quark fields 𝜓𝐺𝑛𝑠 and 𝜙𝐺𝑛𝑠 to be
𝜓𝐺𝑛𝑠 ≡ 𝑃𝑛Ψ(𝑝𝐺𝑛𝑠) , 𝜙𝐺𝑛𝑠 ≡ 𝑃?¯?Ψ(𝑝𝐺𝑛𝑠) =⇒ Ψ(𝑝𝐺𝑛𝑠) = (𝜓𝐺𝑛𝑠 + 𝜙𝐺𝑛𝑠) . (E.4)
1For these three Glauber regions we follow the naming convention of ref. [475]. Note, however,
that they are sometimes refereed in the literature also as central, left-, and right-moving Glaubers,
see for example [106].
2In principle momentum conservation allows an interaction of the form 𝜓𝑠𝑔𝐴𝜇𝑠𝜓𝐺𝑛?¯?, but this
operator is subleading with respect to the operator 𝜓𝑠𝑔𝐴𝜇𝑠𝜓𝐺𝑛𝑠.
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The decomposition is complete since 𝑃𝑛+𝑃?¯? ≡ /𝑛/¯𝑛4 +
/¯𝑛/𝑛
4
= 1 and 𝑃𝑛, 𝑃?¯? are ortogonal
projectors. By definition these spinors satisfy the projection relations
/𝑛𝜓𝐺𝑛𝑠 = 0 , /¯𝑛𝜙
𝐺
𝑛𝑠 = 0 , (E.5)
and all the other relations that are derived from Eq. (E.5) like
𝑃𝑛𝜓
𝐺
𝑛𝑠 = 𝜓
𝐺
𝑛𝑠 , 𝑃?¯?𝜓
𝐺
𝑛𝑠 = 𝜓
𝐺
𝑛𝑠𝑃𝑛 = 0 , 𝑃?¯?𝜙
𝐺
𝑛𝑠 = 𝜙
𝐺
𝑛𝑠 , 𝑃𝑛𝜙
𝐺
𝑛𝑠 = 𝜙
𝐺
𝑛𝑠𝑃?¯? = 0 . (E.6)
We now want to study the interaction of 𝒪𝑛 ≡ /ℬ⊥𝑛𝜒𝑛 with a Glauber quark. The
Lagrangian that mediates this interaction is clearly 𝑔Ψ(𝑝)/ℬ⊥𝑛𝜒𝑛 in the limit 𝑝→ 𝑝𝐺𝑛𝑠.
Now let’s use the spinor relations in this limit to simplify the Lagrangian
Ψ(𝑝𝐺𝑛𝑠)/ℬ⊥𝑛𝜒𝑛 = (𝜓
𝐺
𝑛𝑠 + 𝜙
𝐺
𝑛𝑠)/ℬ⊥𝑛𝜒𝑛 = (𝜓
𝐺
𝑛𝑠 + 𝜙
𝐺
𝑛𝑠)/ℬ⊥𝑛𝑃𝑛𝜒𝑛 = (𝜓
𝐺
𝑛𝑠 + 𝜙
𝐺
𝑛𝑠)𝑃𝑛/ℬ⊥𝑛𝜒𝑛
= 𝜙𝐺𝑛𝑠/ℬ⊥𝑛𝜒𝑛 . (E.7)
Therefore, we see that 𝒪𝑛 couples to the 𝜙 component of Ψ.
Now, let’s study the free Lagrangian for 𝜓𝐺𝑛𝑠 and 𝜙𝐺𝑛𝑠. We start from the dirac la-
grangian Ψ𝑖/𝜕Ψ and we expand it in the 𝑛− 𝑠 Glauber limit
ℒ𝐺kin = (𝜓+𝜙)
[︂
/¯𝑛
2
𝑛 · 𝜕 + /𝑛
2
?¯? · 𝒫 + /𝒫⊥
]︂
(𝜓+𝜙) = 𝜓
/¯𝑛
2
𝑛·𝜕𝜓+𝜙/𝑛
2
?¯?·𝒫𝜙+𝜓 /𝒫⊥𝜙+𝜙/𝒫⊥𝜓 ,
(E.8)
where we suppressed the .𝐺𝑛𝑠 labels for conciseness.
If we power count the Lagrangian ℒ𝐺kin in Eq. (E.8) we realize that the propagator
for both 𝜓𝐺𝑛𝑠 is subleading with respect to the kinetic mixing terms and the propagator
of 𝜙𝐺𝑛𝑠, therefore these fields propagate through
ℒ𝐺kin = 𝜓
𝐺
𝑛𝑠
/𝒫⊥𝜙𝐺𝑛𝑠 + 𝜙𝐺𝑛𝑠 /𝒫⊥𝜓𝐺𝑛𝑠 + 𝜙𝐺𝑛𝑠
/𝑛
2
?¯? · 𝒫𝜙𝐺𝑛𝑠 ≡ Ψ𝑛
⎛⎝ 0 /𝒫⊥
/𝒫⊥ /𝑛2 ?¯? · 𝒫
⎞⎠Ψ𝑛 , (E.9)
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where we define
Ψ𝑛 ≡
⎛⎝𝜓𝐺𝑛𝑠
𝜙𝐺𝑛𝑠
⎞⎠ . (E.10)
If we look at the interaction with one soft gluon, then by momentum conservation we
need one 𝑛− 𝑠 and one ?¯?− 𝑠 Glauber
𝑝𝐺𝑛𝑠 + 𝑝
𝐺
?¯?𝑠 = 𝑝𝑠 ,
(𝜆2, 𝜆, 𝜆) + (𝜆, 𝜆2, 𝜆) = (𝜆, 𝜆, 𝜆) . (E.11)
therefore we start by expanding the QCD vertex
ℒ𝐺𝑠 = Ψ¯(𝑝𝐺𝑛𝑠)𝑔 /𝐴𝑠Ψ(𝑝𝐺?¯?𝑠) + h.c. = 𝑔(𝜓
𝐺
𝑛𝑠 + 𝜙
𝐺
𝑛𝑠)
[︂
/¯𝑛
2
𝑛 · 𝐴𝑠 + /𝑛
2
?¯? · 𝐴𝑠 + /𝐴⊥𝑠
]︂
(𝜓𝐺?¯?𝑠 + 𝜙
𝐺
?¯?𝑠) + h.c.
= 𝜙𝐺𝑛𝑠
/𝑛
2
𝑔?¯? · 𝐴𝑠𝜓𝐺?¯?𝑠 + 𝜓
𝐺
𝑛𝑠
/¯𝑛
2
𝑛 · 𝐴𝑠𝜙𝐺?¯?𝑠 + 𝜓
𝐺
𝑛𝑠𝑔 /𝐴
⊥
𝑠 𝜓
𝐺
?¯?𝑠 + 𝜙
𝐺
𝑛𝑠𝑔 /𝐴
⊥
𝑠 𝜙
𝐺
?¯?𝑠 + h.c. , (E.12)
where in the last step we used /¯𝑛𝜓𝐺?¯?𝑠 = 𝜓𝐺𝑛𝑠/𝑛 = 0 to simplify the result. We are now
finally able to obtain the full Glauber quark Lagrangians
ℒ𝐺kin = 𝜓
𝐺
𝑛𝑠
/𝒫⊥𝜙𝐺𝑛𝑠 + 𝜙𝐺𝑛𝑠 /𝒫⊥𝜓𝐺𝑛𝑠 + 𝜙𝐺𝑛𝑠
/𝑛
2
?¯? · 𝒫𝜙𝐺𝑛𝑠 + (𝑛↔ ?¯?) + ℒ𝑛?¯?kin. (E.13)
ℒ𝐺𝑐 = ?¯?𝑛𝜙𝐺𝑛𝑠 + ?¯??¯?𝜙𝐺?¯?𝑠 + h.c.+ ℒ𝑛?¯?c
ℒ𝐺𝑠 = 𝜙𝐺𝑛𝑠
/𝑛
2
𝑔?¯? · 𝐴𝑠𝜓𝐺?¯?𝑠 + 𝜓
𝐺
𝑛𝑠
/¯𝑛
2
𝑛 · 𝐴𝑠𝜙𝐺?¯?𝑠 + 𝜓
𝐺
𝑛𝑠𝑔 /𝐴
⊥
𝑠 𝜓
𝐺
?¯?𝑠 + 𝜙
𝐺
𝑛𝑠𝑔 /𝐴
⊥
𝑠 𝜙
𝐺
?¯?𝑠 + h.c. .
E.2 Integrating Out Glauber Quarks
Having derived the kinetic and interaction Lagrangians for the auxiliary Glauber
quark fields we can proceed to integrating them out. First of all we observe that we
can rewrite the Lagrangians in Eq. (E.13) in matrix form by defining the Glauber
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field multiplet 𝒢 and the collinear multiplet 𝒞 as
𝒢 ≡
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝜓𝐺𝑛𝑠
𝜙𝐺𝑛𝑠
𝜓𝐺𝑛?¯?
𝜓𝐺?¯?𝑠
𝜙𝐺?¯?𝑠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
≡
⎛⎜⎜⎜⎝
Ψ𝑛
𝜓𝐺𝑛?¯?
Ψ?¯?
⎞⎟⎟⎟⎠ , 𝒞 ≡
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
𝒪𝑛
𝒪𝑛 +𝒪?¯?
0
𝒪?¯?
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (E.14)
so that the Glauber quark Lagrangian Eq. (E.13) can be rewritten as
ℒ𝐺𝑞 = ℒ𝐺kin + ℒ𝐺𝑐 + ℒ𝐺𝑠 = 𝒢
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 /𝒫⊥ 0 𝑔 /𝐴⊥𝑠 /¯𝑛2𝑛 · 𝐴𝑠
/𝒫⊥ /𝑛2 ?¯? · 𝒫 0 /𝑛2𝑔?¯? · 𝐴𝑠 𝑔 /𝐴
⊥
𝑠
0 0 /𝒫⊥ 0 0
𝑔 /𝐴
⊥
𝑠
/𝑛
2
𝑔?¯? · 𝐴𝑠 0 0 /𝒫⊥
/¯𝑛
2
𝑛 · 𝐴𝑠 𝑔 /𝐴⊥𝑠 0 /𝒫⊥ /¯𝑛2𝑛 · 𝒫
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
𝒢 + 𝑔𝒞 · 𝒢 + 𝑔𝒢 · 𝒞
≡ 𝒢𝐾𝒢 + 𝑔𝒢 · 𝒞 + 𝑔𝒞 · 𝒢 . (E.15)
This step was not strictly necessary, but it is very conveniently since it allows the
integration of all Glauber fields simultaneously. Integrating them out consists in
integrating out the multiplet 𝒢 itself. Since 𝒢 doesn’t a have source term, to integrate
it out at the path integral level it is sufficient to solve the e.o.m. for it
0 =
𝛿ℒ𝐺𝑞
𝛿𝒢 = 𝐾𝒢 + 𝑔𝒞 =⇒ 𝒢 = −𝐾
−1𝑔𝒞 . (E.16)
where
𝐾−1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 1/𝒫⊥ 0 0 0
1
/𝒫⊥ 0 0 0 −
1
/𝒫⊥ 𝑔
/𝐴
⊥
𝑠
1
/𝒫⊥
0 0 1/𝒫⊥ 0 0
0 0 0 0 1/𝒫⊥
0 − 1/𝒫⊥ 𝑔 /𝐴
⊥
𝑠
1
/𝒫⊥ 0
1
/𝒫⊥ 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (E.17)
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so that Eq. (E.16) in components reads
𝜓𝐺𝑛𝑠 = −
1
/𝒫⊥
𝑔𝒪𝑛 (E.18)
𝜙𝐺𝑛𝑠 =
1
/𝒫⊥
𝑔 /𝐴
⊥
𝑠
1
/𝒫⊥
𝑔𝒪?¯? (E.19)
𝜓𝐺𝑛?¯? = −
1
/𝒫⊥
𝑔(𝒪𝑛 +𝒪?¯?) (E.20)
𝜓𝐺?¯?𝑠 = −
1
/𝒫⊥
𝑔𝒪?¯? (E.21)
𝜙𝐺?¯?𝑠 =
1
/𝒫⊥
𝑔 /𝐴
⊥
𝑠
1
/𝒫⊥
𝑔𝒪𝑛 . (E.22)
By plugging the result of Eq. (E.16) in ℒ𝐺 and using that
𝒪†𝑛
1
/𝒫⊥
𝒪𝑛 = 𝒪†?¯?
1
/𝒫⊥
𝒪?¯? = 0 , (E.23)
we get
ℒ𝐺 = −𝑔𝒞𝐾−1𝑔𝒞 = −4𝜋𝛼𝑠𝒪†𝑛
1
/𝒫⊥
(/𝒫⊥ − 𝑔 /𝐴𝑠⊥)
1
/𝒫⊥
𝒪?¯? + h.c. . (E.24)
As desired the Lagrangian ℒ𝐺 of Eq. (E.24) matches the result for the three rapidity
sector Lagrangian 𝒪?¯?𝑛 derived in Sec. 8.3.1, up to soft Wilson lines that would arise
from integrating out also hard-collinear modes.
Let us finish this appendix by showing how we can make use of the equation of
motion for the auxiliary Glauber quark fields to also derive the two-rapidity Glauber
quark Lagrangian 𝒪𝑛𝑠 of Sec. 8.3.2 from the interaction of Glauber quarks with soft
fields. In QCD the interaction between a collinear 𝒪𝑛 and a soft Glauber operator
𝒪𝑠 ≡ /ℬ𝑠⊥𝜓𝑠 is given by the T-product
𝑇
[︁
Ψ¯𝑔 /𝐴⏟ ⏞ 
collinear
Ψ(𝑝𝐺𝑛𝑠), Ψ¯(𝑝
𝐺
𝑛𝑠) 𝑔 /𝐴Ψ⏟ ⏞ 
soft
]︁
, (E.25)
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which matches onto the T-product of auxiliary Lagrangian EFT operators
𝑇
[︁
𝑔?¯?𝑛𝜙𝐺𝑛𝑠, 𝑔Ψ¯𝐺𝑛𝑠𝒪𝑠
]︁
. (E.26)
The fact that the kinetic mixing is dominant for the Glauber quark field, implies that
𝑇 [𝜙𝐺𝑛𝑠, 𝜙
𝐺
𝑛𝑠]≪ 𝑇 [𝜙𝐺𝑛𝑠, 𝜓𝐺𝑛𝑠] . (E.27)
Hence, the relevant interaction between the Glauber quark and the soft operator 𝒪𝑠
is obtained via the 𝜓𝐺𝑛𝑠 component of the Glauber quark field multiplet, i.e. from the
interaction Lagrangian term
ℒ𝐺𝑠𝑠 = 𝜓𝐺𝑛𝑠𝑔/ℬ𝑠⊥𝜓𝑠 + 𝜓𝑠𝑔/ℬ𝑠⊥𝜓𝐺𝑛𝑠 . (E.28)
We can now plug the solution of the equations of motion for 𝜓𝐺𝑛𝑠 of Eq. (E.18) to get
ℒ𝐺𝑠𝑠 = −𝑔?¯?𝑛/ℬ𝑛⊥
1
/𝒫⊥
𝑔/ℬ𝑠⊥𝜓𝑠 + h.c. = −4𝜋𝛼𝑠𝒪†𝑛
1
/𝒫⊥
𝒪𝑠 + h.c. , (E.29)
which matches the 𝒪𝑛𝑠 Lagrangian obtained by direct calculation in the bottom-up
approach of Chapter 8 in Eq. (8.24).
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