Abstract. In this paper, an efficient hybrid nonlinear conjugate gradient method is proposed to solve general unconstrained optimization problems on the basis of CD method [2] and DY method [5] , which possess the following property: the sufficient descent property holds without any line search. Under the Wolfe line search conditions, we proved the global convergence of the hybrid method for general nonconvex functions. The numerical results show that the hybrid method is especially efficient for the given test problems, and it can be widely used in scientific and engineering computation.
Introduction
The primary objective of this paper is to study the global convergence property and practical computational performance of a new hybrid conjugate gradient method with the Wolfe line search for nonlinear unconstrained optimization.
Consider the following unconstrained optimization problem (1.1) min
where f : R n → R is smooth and its gradient is available. The conjugate gradient method is very useful for solving (1.1) especially when n is large, and has the following iterative formulas:
where x k is the current iteration point, g k is the gradient of f at x k , α k is a positive scalar and called the steplength which is determined by some line search, d k is the search direction, and β k is a scalar. There are many ways to select β k , and some well-known formulas are given by
2 (Polak-Ribiere-Polak [9] , [8] ), (1.4)
(Dai-Yuan [2] ), (1.5)
(Fletcher [5] ), (1.6) respectively, where · is the Euclidean norm and y k−1 = g k − g k−1 . The corresponding methods are called the PRP method, DY method and CD method, respectively.
In the convergence analysis and implementations of conjugate gradient methods, one often requires the line search to satisfy the strong Wolfe line search conditions, namely
The PRP method is regarded as the best one in practical computation. However, the PRP method has no global convergence in some situations. So some people have studied modified PRP methods. For example, Gilbert and Nocedal [6] proved that the conjugate gradient method with β k = max{β P RP k , 0} converged globally (The corresponding method is the famous PRP + method), where the strong Wolfe line search and the sufficient descent condition were satisfied. Dai and Yuan [2] proved that the DY method could produce a descent search direction at every iteration and converge globally, where the line search satisfied the Wolfe line search conditions, namely, (1.7) and
0 < δ < σ < 1. Dai and Yuan [4] proved the CD method could ensure all search direction downhill, as long as the strong Wolfe line search conditions were satisfied. Dai [1] proposed a new conjugate gradient method in which
and proved the global convergence under the nonmonotone line search. Wei, Yao and Liu [10] gave a new conjugate gradient method where the parameter β k satisfies the following formula:
They discussed the global convergence of the VPRP under the exact line search, the Wolfe line search and the Grippo Lucidi line search, respectively. The corresponding method is called the VPRP method in this paper.
The aim of this paper is to choose β k to ensure that d k is a descent direction and, at the same time, ensure the global convergence.
Under the inexact line searches, based on the effectively global convergence of the DY method and the well descent property of the CD method, we choose β k to satisfy:
where 0 < µ ≤ σ. In this paper, the corresponding descent method is called as CDY method, and we can prove that the CDY method has the sufficient descent property and the global convergence property.
The descent property
In order to prove the global convergence of the CDY method, the objective function f (x) satisfies the following assumption.
Assumption (H):
(
The objective function f (x) is continuously differentiable, and its gradient g(x) is Lipschitz continuous on the open set Γ containing Ω, i.e., there exists a constant L > 0 such that
CDY method:
Step 2: Compute α k by some inexact line search.
Step 3: Let
Step 4: Compute β k+1 by (1.10), and generate d k+1 by (1.3).
Step 5: Set k = k + 1, go to Step 2.
In most references, we can see that the sufficient descent condition
is always given which plays a vital role in guaranteeing the global convergence properties of conjugate gradient methods. Furthermore, we have the following lemma which illustrates that the CDY method has the sufficient property for any line search.
, where α k is computed by any inexact line search, and β k satisfies (1.10). Then if g k = 0 for k ≥ 1, we have that
Proof. To obtain this result, we divide the proof into four aspects as follows.
Then from (2.3) and (1.5), we have
From (2.4) and 0 < g
This completes the proof of Lemma 1.
Global convergence
In this section, we will study the global convergence of the CDY method with the Wolfe line search. The following lemma, often called the Zoutendijk condition, is used to prove the global convergence of nonlinear conjugate gradient methods. It was originally given by Zoutendijk [11] . 2)-(1.3) , where β k is computed by (1.10) and α k satisfies the Wolfe line search (1.7) and (1.9). Then we have either g k = 0 for some k, or
Proof. If g k = 0 holds for some finite k, then we know that x k is a stationary point. Otherwise, we prove the conclusion (3.2) by contradiction. Suppose that (3.2) dose not hold. This means that the gradients remain bounded away from zero, and hence there exists γ > 0 such that
From (1.9) and (2.2), we have
In the following, we will prove that
From (1.5), (1.6) and (3.5), we have
H. Dai and Y. Yuan [3] gives an equivalent formula to (1.5):
we have β k = 0. So from (3.6)-(3.9), we can get
On the one hand, writing (1.3) as d k + g k = β k d k−1 and squaring it, we get
From (3.10), we have
Dividing above inequality by (g
Using (3.11) recursively and noting that d 1 2 = −g
Then we get from this and (3.3) that
This contradicts the Zoutendijk condition (3.1). Therefore the conclusion (3.2) holds.
Corollary. Suppose that Assumption (H) holds. Consider any iteration of the form (1.2)-(1.3), where β k is computed by (1.10) and α k satisfies the strong Wolfe line search (1.7)-(1.8). Then we have either g k = 0 for some k, or
Proof. If α k satisfies the strong Wolfe line search (1.7)-(1.8), then α k must satisfy the Wolfe line search (1.7) and (1.9). Therefore the statement follows Theorem 3.
Numerical results
The purpose of this section is to present computational supports for the CD method, DY method, PRP + method, VPRP method and CDY(µ = 10 −6 ) method. Under the strong Wolfe line searches, the methods were tested for a set of standard unconstrained minimization test problems from [7] , where δ = 0.01, σ = 0.1. The termination condition of the experiments is g k ≤ ε, where ε = 10 −6 . The test problems are listed in Table 1 , and the detail numerical results of our tests are reported in Tables 2-4 . In Tables, "Number" and "Name" denote the problem number and problem name, respectively. "Dim" denotes the dimension of the test problems. "--" means the method fails. In Table  2 , the detailed numerical results are listed in the form NI/NF/NG, where NI, NF, NG denote the number of iterations, function evaluations, and gradient evaluations, respectively. The star " * " denotes that this result is best one among these methods. In Table 3 , CPU times of the methods are given. The final values and standard values are reported in Table 4 . "Standard" means standard value of the test problem. Tables 2-3 show that the CDY method has the best performance with respect to the number of iterations and the CPU time. What is more, Table 4 also show that the CDY method relative to the final values of the test problems is comparable with that of the PRP+ method and VPRP method. All numerical results show that the efficiency of the CDY method is encouraging. 
