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ABSTRACT 
 
My research activity has been supported by the bioinformatic platform of 
the Fondazione Cariplo NOBEL Project named “Understanding DNA 
damage checkpoint and repair”. The aim of this platform was to 
investigate the molecular mechanisms involved in the DNA Damage 
Response (DDR), through a Systems Biology approach. 
Among the DDR pathways, the focus of my research was the DNA 
Damage Tolerance (DDT) pathway called Post-Replication Repair (PRR) 
using Saccharomyces cerevisiae cells as a model system. This pathway 
leads to the bypass of UV-induced DNA lesions through a mechanism, 
which is poorly characterized at molecular level in comparison with the 
Nucleotide Excision Repair (NER) process, the mechanism leading to the 
effective repair of UV-induces DNA lesions. The data presented in this 
thesis led to the production of the first mathematical model of PRR in 
eukaryotic cells.  
In the work carried out in this thesis I had the difficult task to manage 
both in silico and in vivo aspects of a Systems Biology project. Given the 
complexity of the PRR pathway and the lack of critical experimental data, 
the attempt to build a mathematical model of PRR was an ambitious aim 
not free from difficulties.  
Before this study, the crosstalk between PRR and other DDR pathways 
were unknown and, indeed, the discrepancy between the in vivo data and 
the in silico simulations, observed under certain experimental conditions, 
led to additional experiments that uncovered new unpublished aspects of 
PRR and others that need to be done. 
Abstract 
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In this way the so called “Circle of Systems Biology” applied to PRR can 
be considered closed and promising for the future: the limit of the model 
to particular experimental conditions is leading to a new batch of 
experiments to do and new hypothesis to test. 
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STATE OF THE ART 
 
UV-induced DNA damage  
Sun radiation is one of the elements, which allowed and continues to 
support life on t he earth. However, its energy is so strong that we can 
easily identify a second essential element for life in our planet: the 
ozonosphere, a layer of ozone enveloping earth in the stratosphere, which 
is absorbing part of this energy. Life on e arth depends upon a sort of 
equilibrium between sun radiation and its protection by the ozone layer. 
This layer is subjected to periodic reduction, but since the half of the 
seventies we know that this reduction is increasing because of the 
increase of Chloro Fluoro Carbon (CFC) gases in the atmosphere. The 
reduction of the ozone layer is decreasing the shielding against sun 
radiation, which ranges from infrared to ultraviolet (UV) wavelength 
(3000 to 100 nm , respectively). Inside the UV region three sub-regions 
can be distinguished: the UV-A (400-315 nm), the UV-B (315-280 nm) 
and the UV-C (280-100 nm). 
The physiological relevance of this project arises from the damaging 
effects of UV radiations present particularly in the lower region of the 
spectrum. UV radiations act on biologic materials, in particular DNA, so 
enhancing mutagenesis, affecting genome stability in living organisms 
and, ultimately, they increase cancerogenesis in human skin.  
UV radiations cause covalent DNA modifications, such as Cyclobutane 
Pyrimidine Dimers (CPDs) and 6-4 photoproducts (6-4 PPs). CPDs are 
usually the most abundant lesions: the CPDs: 6-4 PPs ratio is on average 
about 3:1 (Friedberg et al., 2005), however, it may change in different 
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organisms. Moreover, 6-4 PPs can be converted into their Dewar isomers 
by sunlight induced photo-isomerization (Taylor and Cohrs, 1987; Taylor 
et al., 1990) and the carcinogenicity of the last UV-induced DNA lesion 
on human cells is still under investigation. 
The level of CPDs/Kbp of DNA has been calculated for UV-A, UV-B and 
UV-C: the first relevant aspect of these studies was the linearity between 
the UV dose and the number of UV-induced lesions on D NA. It was 
discovered that UV-C radiations were about 100 times more effective 
than UV-B and 100000 more effective than UV-A in inducing CPDs on 
DNA (Kuluncsics et al., 1999). The physiological DNA damage caused 
by shielded sunlight (which is a mixture of about 6% UV-A, 0.8% UV-B, 
44.5% visible light, 48.7% infrared and no UV-C) could be due only to 
UV-B (Kuluncsics et al., 1999). Most of the experimental data on t he 
effects of UV radiations produced during the last 20-30 years (including 
those published by my lab) made use of 254 nm UV-C germicidal lamps 
to irradiate various types of living cells. Only very recently, some labs are 
trying to more directly test the effect of sunlight on the DDR by 
irradiating cells with low acute or chronic UV-C doses, or by using 
shielded UV-B lamps.  
In the experiments described in this thesis, I used low acute or high acute 
UV-C irradiation, and preliminary dose-response set up experiments 
established that the threshold (minimal UV dose) to monitor the 
biological readout of my system, namely PCNA ubiquitylation, was an 
UV dose of 5 J/m2; therefore all the experiments carried out in this thesis 
have been performed at UV doses ≥ of 5 J/m2 (see main results of the 
thesis at page 44). 
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Inside the chemistry of  
UV-induced DNA lesions  
In the case of CPDs, UV radiations induce photochemical reactions, 
which modify two adjacent pyrimidines. One CPD contains a four carbon 
ring coming from the covalent bond be tween the carbons in positions 5 
and 6 ( Fig. 1). These dimers can theoretically form with the 
configurations cis-syn, cys-anti, trans-syn, trans-anti; however, CPDs 
exist mainly in the cys-syn form (Friedberg et al., 2005). A 6-4 PP, also 
called 6-4 pyrimidine-pyrimidone, links the C6 position of the 5’ 
pyrimidine in an adjacent pair to the C4 position of the 3’ pyrimidine, 
(Friedberg et al., 2005), (Fig. 1). 
 
 
 
Fig. 1. The chemistry of UV-induced CPDs and 6-4 PPs. 
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These modifications produce distortions in the DNA helix. Most of the 
UV-induced lesions are sensed by cells and repaired through the activity 
of an efficient repair pathway, called NER. Cells respond to these lesions 
in a co mplex way, generally called DDR, that includes sensing, 
signaling/checkpoint, repair and/or bypass. In the next paragraphs, I will 
briefly discuss each aspect of DDR in S.cerevisiae, with a p articular 
emphasis on U V lesions bypass, because it represents the focus of my 
research. I would like to stress that the mechanisms I am going to 
described are not limited to yeast cells, but are extremely conserved in all 
eukaryotic organisms from yeast to human. 
State Of The Art 
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Sensing and repair of  
UV-induced DNA lesions 
In S.cerevisiae and higher eukaryotes, CPDs and 6-4 PPs are repaired by 
essentially the same mechanism called NER (McCready and Cox, 1992) 
(Fig. 2), although with different kinetics. Indeed, 6-4 PPs, which are more 
cytotoxic are removed more rapidly than CPDs (McCready and Cox, 
1992).  
 
 
 
Fig. 2. The NER pathway is highly conserved between human and budding yeast (Dantuma et al., 2009). 
 
The NER senses UV lesions and based on t he physical location of the 
lesions on t he genome, it can be divided into two sub-pathways: the 
Transcription Coupled NER (TC-NER), acts on lesions present on 
State Of The Art 
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actively transcribed regions of the genome, while the Global Genome 
NER (GG-NER), acts predominantly on t he untranscribed part of the 
genome (Friedberg et al., 2005). Once the lesion is sensed, a pre-incision 
complex is assembled at the damage site. Next, asymmetric 
endonucleolytic incisions 5’ and 3’ from the lesion in combination with a 
helicase activity produces a short single stranded DNA (ssDNA) gap of ~ 
30 nucleotides (nts) covered by Replication Protein A (RPA); this gap is 
then rapidly refilled through the activity of DNA polymerases (about 
3700 nts/min) (Morin et al., 2008; Novarina et al., 2010).  
The molecular mechanism of NER is the same across the cell cycle, but 
its modulation and/or its downstream effect may change from one cell 
cycle phase to another and, partially, from one organism to another. 
For example, in non cycling budding yeast cells, irradiation with 
medium/high UV doses and the subsequent production of ssDNA gaps 
trigger the activation of DNA damage checkpoint, because these gaps fail 
to be quickly refilled through repair synthesis (Novarina et al., 2010). 
This checkpoint stops or slows down cell cycle progression till UV-
induced DNA lesions are completely removed from the genome, ensuring 
genome integrity (Lazzaro et al., 2009). It is important to highlight that in 
G1 or G2 arrested wild-type yeast cells the DNA damage checkpoint is not 
activated at UV doses from 5 to 10 J/m2 (Giannattasio et al., 2010), likely 
because a low level of UV-induced DNA lesions in the genome are 
efficiently repaired, if NER is working properly. However, the presence 
of cells, which actively replicate DNA in a logarithmically growing cell 
population, makes it sensitive to UV-induced DNA damage, even at 
lower UV doses. Indeed, the Mec1/Rad53-dependent DNA damage 
State Of The Art 
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checkpoint is just activated when cycling budding yeast cells are UV 
irradiated with 4, 5, 10 J/m2 (Fig. 3). 
 
 
 
Fig. 3. Checkpoint activation in logarithmically growing wild-type yeast cells. Dose-response curve after low 
acute UV irradiation. Cells were UV irradiated, collected 30’ after UV irradiation and subjected to TCA 
protein extraction, SDS-Page and western blot as published in Giannattasio et al., 2004. The red arrow 
indicates the position of the hyperphosphorylated low migrating Rad53 protein, which represents the 
biochemical readout of the activation of the DNA damage checkpoint. The black arrow indicates an aspecific 
band used as a loading control. 
 
In G1 and G2 arrested cells the UV damaged genome is “static”, thus it 
can be easily “cut and repaired” by NER and DNA synthesis. Conversely 
in logarithmically growing yeast cells, many of them are in S phase, 
where the DNA is replicated through the activation of ~ 228 r eplicons 
(Nieduszynski et al., 2006) theoretically acting at the same time. When a 
replication fork hits an UV-induced DNA lesion on the DNA template, it 
stalls because replicative DNA polymerases (Pol-δ for the lagging strand 
and Pol-ε for the leading strand) are unable to incorporate any nucleotide 
in front of such a kind of DNA lesion. Moreover, the NER activity near a 
moving replication fork could be dangerous because DNA incisions by 
NER coupled to incoming DNA synthesis may generate Double Strand 
Breaks (DSBs) on t he genome (Ulrich and Walden, 2010), which are 
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potentially lethal for the cell if not repaired (Sandell and Zakian, 1993). 
An alternative solution to avoid replication fork collapse after stalling is 
the bypass of the UV-induced DNA lesions through PRR. 
State Of The Art 
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Bypass of UV-induced DNA lesions  
The bypass of UV-induced DNA lesions (but also of lesions caused by 
other DNA damaging agents) is carried out by the PRR pathway. In 
budding yeast, this pathway is also known as the RAD6 epistasis group. 
Members of this group are the genes coding for the following proteins: 
Rad6, Rad5, Mms2, Ubc13, Rad30, Rev1, Rev3, Rev7, and Srs2. These 
proteins include:  
 
• two Ubiquitin conjugating enzymes (E2), Rad6 and Ubc13 
• one Ubiquitin conjugating enzyme variant (UEV), Mms2 
• two Ubiquitin ligases (E3), Rad18 and Rad5 
• three Translesion DNA polymerases, Pol-η (Rad30) and Rev1, 
belonging to the Y family of polymerases; Pol-ζ, formed by the 
Rev3 and Rev7 subunits and belonging to the B family of 
polymerases; Rev1 can act as an adaptor for Pol-ζ. 
• One anti-recombinogenic DNA helicase, Srs2.      
 
The Proliferating Cell Nuclear Antigen (PCNA) 
All the above listed proteins physically and/or functionally interact with 
the master regulator of PRR: PCNA (codified in budding yeast by the 
POL30 gene).  
PCNA is a ring-like protein discovered in 1985 and involved in 
essentially all DNA transactions, including DNA replication, Mismatch 
Repair (MMR), Base Excision Repair (BER), NER, prevention of re-
replication, prevention of sister chromatid recombination, chromatin 
assembly, sister chromatid cohesion, transcription, cell cycle control and 
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survival (Moldovan et al., 2007). In eukaryotic cells the functional PCNA 
is a homo-trimer of 780 aminoacids (aa) with two domains/subunit. It 
belongs to the structurally and functionally conserved DNA sliding 
clamps family. Despite the low level of aa sequence conservation among 
the members of this family, PCNA shows an extremely conserved 3D 
structure (Krishna et al., 1994). These clamps form RING shaped 
complexes with pseudo esaedric symmetry when they encircle DNA. 
PCNA monomers have two globular domains linked by a long flexible 
loop called inter-domain connecting loop and they are not covalently 
bound through a head-tail orientation (Fig. 4).  
 
 
 
Fig. 4. Front (left) and side (right) views of PCNA: the three monomers are coloured in red, green and blue; the 
inter-domain connecting loop is coloured in yellow, and lysines 164 are designed with big yellow balls 
(Stoimenov and Helleday, 2009). 
 
PCNA is loaded onto DNA through the action of the Replication Factor C 
(RFC) complex (Majka and Burgers, 2004). Briefly, PCNA forms a stable 
complex with RFC and one molecule of ATP; the binding of PCNA with 
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DNA causes the hydrolysis of ATP and the release of RFC (Gomes and 
Burgers 2001; Yao et al., 2006; Chen et al., 2009). RFC binds PCNA on 
the so called “C side” (the region where are localized the C-terminal 
domains of the three monomers) and it loads this region pointing the 3’ 
end of DNA. This particular orientation ensures that DNA polymerases, 
which bind the C side, are correctly oriented on the growing end of the 
DNA. The binding of DNA polymerases on the C side of PCNA increases 
thousand times their processivity. The C side is also the region where 
PCNA interacts with most of its partners, through the so called PCNA-
Interaction Protein box or PIP domain, an evolutionary conserved region 
found in all PCNA interacting proteins (Fig. 5). 
 
 
 
Fig. 5. PCNA interacting proteins. Characteristic interfaces on PCNA are emphasized: inter-domain 
connecting loop (purple), C-terminal tail (orange) and inner α-helices (yellow). Different interacting proteins 
are grouped by function, their PCNA-interactive domains are denoted by coloured boxes, and the respective 
PCNA interface (if known) is presented as a coloured circle (Stoimenov and Helleday, 2009). 
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Since all the PCNA partners containing the PIP domain interact with the 
C side of PCNA the binding of these factors is usually competitive and 
mutually exclusive on t he same subunit; however, because functional 
PCNA has a homo-trimeric structure, we cannot exclude that different 
partners are able to bind PCNA at the same time, on different subunits.  
 
Enzymology of the RAD6 epistasis group  
All the members of the RAD6 epistasis group can be further divided into 
two sub-classes:  
 
• PCNA modifiers: Rad6, Ubc13, Mms2, Rad18 and Rad5. These 
proteins act upstream the UV-induced DNA lesion bypass, as soon 
as the replication fork stalls. These proteins post-translationally 
modify PCNA through the covalent binding of ubiquitin moieties 
(a process called ubiquitylation) to make it proficient for the 
binding of the members of the next sub-class. 
 
• Bypass effectors/regulators: Pol-η, Rev1, Pol-ζ and Srs2. The 
binding of these proteins to PCNA occurs after its ubiquitylation 
and they regulate the mechanisms involved in bypassing UV-
induced DNA lesions. This class of proteins is likely to be 
incomplete, since other effectors of ubiquitylated PCNA remain to 
be characterized. For example, Mgs1 was identified as a probable 
member of this class of proteins in a very recent study (Saugar et 
al., 2012). 
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Rad6 and Rad18 
The RAD6 and RAD18 genes were identified in a screening for UV 
sensitive mutants in S.cerevisiae (Cox and Parry, 1968). Further analysis 
highlighted that yeast strains carrying deletions of these genes show an 
increase in spontaneous mutagenesis and a decrease in UV induced 
mutagenesis (Lawrence and Christensen 1976; Armstrong et al., 1994). 
The Rad6 protein is one of the 13 E2 enzymes in budding yeast and it is 
involved in many cellular processes, such as PRR, induced mutagenesis, 
sporulation, silencing and N-end rule protein degradation (Raboy et al., 
1999). Rad6 receives the activated ubiquitin moiety from the unique 
ubiquitin-activating enzyme (E1) Uba1 and transfers it to the target 
protein through an E3 ubiquitin ligase, which provides the target 
specificity. During post-replicative repair, the E3 ubiquitin ligase for 
PCNA is Rad18 (Hibbert et al., 2011). 
Rad18 is a RING finger E3 enzyme with ATPase activity and ssDNA 
binding properties (Bailly et al., 1997). Deletions of RAD6 or RAD18 
causes sensitivity not only to UV irradiation, but also to X-rays, γ-rays, 
alkylating agents like Methyl Metan Sulphonate (MMS), UV mimetic 
drugs like 4-Nitro Quinoline Oxide (4-NQO), anti-tumoral drugs (DNA 
damaging agents) like Bleomicin and Cysplatin.  
Co-immunoprecipitation experiments showed that Rad6 and Rad18 are 
able to form stable dimer of hetero-dimers (Bailly et al., 1994; Bailly et 
al., 1997; Notenboom et al., 2007). Even if Rad18 has intrinsic ssDNA 
binding properties, its localization at the level of stalled replication forks 
requires interaction with RPA (Davies et al., 2008); therefore, both DNA 
damage checkpoint and PRR share the same activating substrate, namely 
RPA-coated ssDNA. The presence of Rad18 at the level of a s talled 
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replication fork targets Rad6, carrying an active ubiquitin moiety, on 
PCNA and through its RING domain promotes PCNA mono-
ubiquitylation on K 164 (Hoege et al., 2002). Even if this complex was 
isolated as a s table hetero-dimer, a r ecent study explained that the most 
probable stoichiometry of the full-length Rad18-Rad6 complex is 2:1, 
respectively (Fig. 6). The asymmetry of the Rad18-Rad6 complex seems 
to force Rad6 to exclusively mono-ubiquitylate PCNA, by inhibiting the 
Rad6 degradative poly-ubiquitylation activity (Huang et al., 2011).   
 
 
 
Fig. 6. The last published structure of the Rad18-Rad6 complex. The Rad18 RING alone is able to form a 2:2 
dimer, but in full-length Rad18, only one Rad6 is bound. Two different possibilities for this asymmetric 
complex exist: left, Rad6b binds to Rad18 RING and Rad6 Binding Domain (R6BD) of the same monomer, 
and right, Rad6b binds to RING and R6BD domain of different monomers (Huang et al., 2011). 
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Ubc13-Mms2 and Rad5 
These proteins are responsible for PCNA poly-ubiquitylation with a 
particular K63 linked polyubiquitin chain, which is not involved in 
protein degradation through proteasome (Zhao and Ulrich, 2010). This 
kind of post-translational modification is known to have a signaling 
function beyond targeting membrane proteins to the vacuolar/lysosome 
degradation pathway (Hicke and Dunn, 2003). 
Ubc13, like Rad6, is an E2 enzyme, whose function in PRR requires the 
formation of a hetero-dimer with Mms2 (Hofmann and Pickart, 1999), 
which is an E2-like protein containing an Ubc variant domain (UEV). 
This domain shares high sequence and structural identity with the UBC 
domain, but it lacks of the catalytic cysteine necessary for ubiquitin 
conjugation. 
These two proteins aggregate with a fast kinetics, so that the Ubc13-
Mms2 complex is considered very stable (Ulrich, 2003). This complex is 
able to synthesize in vitro short K63 linked poly-ubiquitin chains 
(Hofmann and Pickart, 2001), and after its crystallization it was possible 
to understand the molecular mechanism. Ubc13 (as Rad6) receives an 
ubiquitin moiety from Uba1, so it carries the ubiquitin “acceptor”. The 
function of Mms2 is to bind a molecule of a soluble ubiquitin (the 
“donor”) and orientate it in the space so that its C-terminal domain is near 
the K63 of the acceptor (VanDemark et al., 2001). 
In undamaged conditions the Ubc13-Mms2 complex is usually in the 
cytoplasm, but it is quickly translocated inside the nucleus after DNA 
damage, with a still unclear mechanism (Ulrich and Jentsch, 2000). Inside 
the nucleus, the intrinsic ubiquitin chain synthesis activity of Ubc13-
Mms2 is targeted, through Rad5, to mono-ubiquitylated PCNA (from 
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Rad6-Rad18). In this way the ubiquitin chain on K164 is extended not 
exceeding 4 ubiquitin moieties (Windecker and Ulrich, 2008). This kind 
of specific K63 linked PCNA poly-ubiquitylation probably recruits a class 
of effectors not yet characterized, but Mgs1 could be one of them (Saugar 
et al., 2012). 
Rad5 is a RING finger E3 enzyme with ubiquitin ligase, ATPase 
(Johnson et al., 1994) and helicase activities at level of replication fork 
(Blastyak et al., 2007); Rad5 plays also a structural role in PRR (Pagès et 
al., 2008). Its RING ubiquitin ligase domain is essential for the 
association with Ubc13-Mms2 through Ubc13 (Ulrich, 2003). The 
inactivation of ATPase activity confers modest UV sensitivity, whereas 
mutation of ubiquitin ligase causes a strong UV sensitivity. Inactivation 
of both ATPase and ubiquitin ligase activities causes, after UV 
irradiation, the same level of cell lethality caused by RAD5 deletion, 
indicating that both activities are important for PRR efficiency 
(Gangavarapu et al., 2006).  
Rad5 physically interacts with itself, PCNA and Rad18 (Ulrich and 
Jentsch, 2000; Chen et al., 2005). By immunofluorescence analysis it has 
been found that Rad18 and Rad5 independently co-localize in the same 
foci in response to UV DNA damage (Ulrich and Jentsch, 2000). All the 
interaction data published up to now show that various combinations of 
E2 and E3 enzymes can co-localize at the same time on a stalled PCNA 
homo-trimer. These combinations can produce different PCNA binding 
macro complexes in a dynamic equilibrium, as shown in Fig. 7. 
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Fig. 7. Possible combinations of aggregation of the PRR proteins, in budding yeast (modified picture from 
Ulrich and Jentsch, 2000). 
 
The physiology of the Post-Replication Repair pathway  
Based on how PCNA modifiers ubiquitylate PCNA, PRR can be divided 
in three sub-pathways (Xiao et al., 2000; Barbour and Xiao, 2003). 
The first sub-pathway is an error-free Translesion DNA Synthesis (TLS): 
briefly, mono-ubiquitylation of PCNA on K164 by Rad6-Rad18 promotes 
polymerase switch from Pol-δ/ε (replicative DNA polymerases unable to 
continue replication over a damaged template), to the TLS DNA 
polymerase Pol-η, which correctly bypass the CPDs avoiding mutagenic 
bypass (Johnson et al., 1999; Washington et al., 2000). In the case of 6-4 
PPs, as Pol-η is unable to efficiently bypass this lesion, an error-prone 
TLS, associated with the TLS DNA polymerase Pol-ζ (and/or Rev1-Pol-
ζ), takes place still promoted by PCNA mono-ubiquitylation (Johnson et 
al., 2001). TLS DNA synthesis carried out by Pol-ζ often introduces 
wrong nucleotides opposite the DNA lesion, causing the fixation of 
mutation in the next S phase. For this reason this sub-pathway is 
considered mutagenic. 
As indicated above, the choice between the two TLS sub-pathways seems 
to depend on t he type of UV-induced DNA lesion produced on t he 
genome. Alternatively, it is possible that the choice is indirectly driven by 
the levels of TLS polymerases, such as Rev1 that fluctuates during the 
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cell cycle, greatly increasing in G2, while it d isappears in G1 (Wiltrout 
and Walker, 2011). This hypothesis implies a competition between Pol-η 
and Rev1-Pol-ζ at the level of mono-ubiquitylated PCNA during G2 PRR. 
The third and last sub-pathway is totally error-free, because it exploits a 
recombination based mechanism, called Template Switching (TS), to 
bypass the UV-induced DNA lesion (Higgins and Strauss, 1976; Branzei 
et al., 2004). TS is promoted by PCNA poly-ubiquitylation on K164, and 
becomes active only if mono-ubiquitylated PCNA by Rad6-Rad18 is 
further modified through the addition of other ubiquitin moieties by 
Ubc13-Mms2 and Rad5 (Torres-Ramos et al., 2002; Gangavarapu et al., 
2006). This particular K63 linked ubiquitin chain extension promotes 
strand invasion of the growing filament on the undamaged sister filament, 
so DNA replication could continue on a n undamaged template. The 
particular DNA structures produced by this mechanism (hemicatenanes) 
are resolved through the action of the Sgs1 helicase (Branzei et al., 2008). 
However, most of the molecular details of the TS pathway are still poorly 
defined.  
It is quite clear that the choice among the three PRR sub-pathways 
depends on the state of PCNA ubiquitylation on K164; however it is not 
known the “driving force” directing the “PCNA modifiers” to prefer 
mono- versus poly-ubiquitylation or vice versa. 
Some years ago, the mechanism of PCNA ubiquitylation in S.cerevisiae 
was clarified mainly through the work of HD Ulrich and collaborators 
(Parker and Ulrich, 2009). In particular, through various combinations of 
the PCNA modifiers, they identified the various steps leading to PCNA 
ubiquitylation. The major conclusion was that PCNA ubiquitylation 
occurs stepwise (Fig. 8A): PCNA is first mono-ubiquitylated by Rad6-
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Rad18 at K164 and then Ubc13-Mms2-Rad5 adds one ubiquitin moiety at 
the time, leading to a linear K63 linked poly-ubiquitylated PCNA. That 
study excluded the possibility that both the E2 enzymes, Rad6 or Ubc13-
Mms2 could poly-ubiquitylate PCNA “en block” (Fig. 8B), even if Rad6 
is able to poly-ubiquitylate proteasomal targets (Raboy et al., 1999) and 
Ubc13-Mms2 can synthesize short free K63 linked polyubiquitin chains 
in solution (Hofmann and Pickart, 1999). 
 
 
Fig. 8. Two alternative models for the formation of poly-ubiquitylated PCNA by Rad6-Rad18 and Ubc13-
Mms2-Rad5. (A) Stepwise assembly. (B) Sequential action, with preformed chains (Parker and Ulrich, 2009). 
 
In the last few years most of the studies on P RR have been focused in 
studying the timing and spacing of UV-induced DNA damage bypass. 
For example, in both S.cerevisiae and human cells, it was discovered that 
DNA replication can be uncoupled from UV-induced DNA damage 
bypass (Daigaku et al., 2010; Karras and Jentsch, 2010; Diamant et al., 
2011) and it was proposed that this bypass can happen in the G2 phase 
through post-replicative gap filling. Altogether, these studies 
demonstrated that UV-induced DNA damage bypass is not limited to S 
phase, but it can occur also in G2.  
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Covalent modifications of PCNA 
Besides being ubiquitylated PCNA can also be SUMOylated and this 
modification is strictly connected with PRR for two reasons:  
 
• PCNA SUMOylation occurs on a  main residue, the K164 (the 
same used for the DNA damage induced ubiquitylation) and a 
secondary site, the K127. 
 
• The downstream effector of PCNA SUMOylation is the Srs2 
helicase, which has an inhibitory effect on any kind of 
recombinogenic bypass of UV-induced DNA lesions. 
 
SUMOylation is catalyzed by two enzymes: the SUMO conjugating 
enzyme Ubc9 (E2) and the SUMO ligase Siz1 (E3), with the possibility 
that Ubc9 may SUMOylate its target without the need of the E3 
(Windecker and Ulrich, 2008). As for ubiquitylation, PCNA 
SUMOylation needs loading of PCNA onto DNA (Parker et al., 2008). 
Given that the two modifications occur on the same residue (K164), it 
was assumed that ubiquitylation and SUMOylation of PCNA were two 
competing processes (Hoege et al., 2002). However, later studies found 
that poly-ubiquitylation of PCNA occurs largely independently from its 
SUMOylation and this is in agreement with the homo-trimeric nature of 
PCNA, which can be theoretically modified by ubiquitin and SUMO at 
the same time on different subunits through various combinations.  
Regarding the physiological role of PCNA SUMOylation on K164, it was 
found that this modification can occur in S phase during an unperturbed 
cell cycle to avoid the deleterious effects of hyper-recombination and that 
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this process is reversible and controllable thanks to the SUMO lyase Ulp1 
(Stelter and Ulrich, 2003). Moreover, mono-SUMOylation of PCNA 
induces spontaneous mutagenesis throughout Pol-ζ. In response to DNA 
damage, PCNA poly-SUMOylation is greatly enhanced similarly to what 
happens for ubiquitylation (Windecker and Ulrich, 2008). 
The role of K164 SUMOylation in the DNA damage bypass was spatio-
temporally clarified when it was demonstrated that such modification 
plays its functional role in the error-free DNA damage bypass, after 
strand invasion. K164 SUMOylated PCNA binds the DNA template and 
recruits the Srs2 helicase, which is able to disrupt the Rad51 
protofilaments thus modulating the central steps of TS. Almost no 
information is available about the physiological role of PCNA 
SUMOylation on K127. If SUMOylation on K164 enhances the affinity 
of Srs2 for PCNA (in vitro and in vivo), the same modification on K127 
enhances the affinity of the Eco1 acetylase for PCNA (Moldovan et al 
2006). Such interaction was demonstrated only in vitro and we do not  
know its physiological role during DNA replication in an unperturbed cell 
cycle or in response to DNA damage. In a recent study it was found that 
PCNA SUMOylation is conserved between yeast and human; indeed 
human PCNA can be SUMOylated on the highly conserved K164 residue, 
but also at a secondary site, K254. This covalent modification prevents 
the formation of DSBs in the genome (Gali et al., 2012). Thanks to the 
particular phenotype of a yeast strain carrying a defect in DNA ligase I 
(the cdc9-1 allele), it was discovered a new PCNA modification. Indeed, 
a peculiar ubiquitylation occurs on the K107 residue and it is catalyzed by 
Rad5, Mms2 and the E2 Ubc4, instead of Ubc13. Therefore, this new 
PCNA ubiquitylating pathway partially overlaps PRR. PCNA is 
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ubiquitylated on K 107 when DNA ligase I is unable to link Okazaki 
fragments. However, the physiological role of this modification in DNA 
damage conditions is totally unknown. The current view is that PCNA 
ubiquitylation on K 107 may be required for full activation of the DNA 
damage checkpoint after MMS treatment (Das-Bradoo et al., 2010). 
A summary of PCNA modifications is shown in Fig. 9. 
 
 
 
Fig. 9. PCNA ubiquitylation and SUMOylation pathways. PCNA can be modified by SUMO, mono-ubiquitin 
or ubiquitin chains at different sites. SUMOylation on PCNA can occur either on K164 or K127, which 
involves the inhibition of homologous recombination. Mono-ubiquitylation was observed on K164, which 
initiates TLS and K107, which is specific for DNA ligase I-deficiency. Poly-ubiquitylation on PCNA K164 is 
critical for an error-free DNA damage tolerance pathway (Chen et al., 2011). 
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AIM OF THE PROJECT 
 
My thesis project represents the first attempt to investigate the PRR 
pathway through a Systems Biology approach by combining 
bioinformatics and experimental tools.  
The first important thing to do was to collect and rationalize all the 
published data on S.cerevisiae PRR. The elaboration of literature data led 
to the definition of all the necessary parameters for a “r aw” 
implementation of the pathway into an opportune simulation software (the 
SSBS simulator). This software, a mono-compartmental simulator for 
biological pathways, was developed by Dr. Daniela Besozzi and her 
collaborators at the University of Milano and at the University of Milano 
Bicocca. I worked in tight connection with the same group to build up the 
in silico work package of the thesis project. The raw implementation of 
the PRR model took in consideration all the data about PRR derived from 
research papers, biological databases or their re-elaboration. It was built a 
protein-protein PRR interaction map, the list of the biochemical reactions 
involving these proteins, the list of their starting levels and it was defined 
the “binder” parameter between experimental results and computer 
simulations, which was the number of UV-induced DNA lesions/haploid 
yeast genome at a given UV dose.  
The first big problem we had to face was the lack of knowledge in the 
scientific literature of the kinetics constants for the biochemical reactions 
identified in the PRR pathway. The optimization of any model needs the 
definition of these important kinetics parameters. Therefore, it was 
necessary to work at the bench to obtain the critical mass of robust 
experimental data required to extrapolate them. Simultaneously, the 
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computational work package was developed by the bioinformaticians 
collaborating with me during the entire project. 
We decided to use PCNA mono- and poly-ubiquitylation as the 
biochemical readout of PRR. It was therefore necessary to set up a  
sensitive, reliable and reproducible protocol to detect such modifications 
in vivo. This was a difficult task, because the experimental set up is quite 
complicated and the overall procedure is time consuming. Moreover, once 
I succeeded in establishing the experimental conditions, I had to 
systematically analyze the only parameter kept free to vary: namely the 
UV dose. 
The characterization of the in vivo dynamics of PCNA ubiquitylation after 
UV irradiation at various doses, allowed the bioinformaticians to develop 
the model by extrapolating the best set of kinetics constants from my 
experimental data.  
The achievement of the first working mathematical model of PRR 
allowed me and the bioinformaticians to identify the limits of the model 
itself, find the critical parameters and reactions of PRR, make predictions 
and evaluate them experimentally. Indeed, some experiments suggested 
by the model open new scenarios about PRR, that can be tested in the 
future and make the actual model even more accurate. 
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MAIN RESULTS 
 
Model topology and implementation 
Data in the literature offer an idea of how PRR works in S.cerevisiae. 
However, it was necessary to translate all the published biological data 
into a format with a suitable syntax to simulate the pathway in silico. 
First, I collected all the physical interaction data among the PRR proteins 
(Fig. 1), obtaining a static picture of the pathway. 
 
 
 
Fig. 1. Protein-Protein interaction map of the PRR pathway. The diagram was obtained through the Cytoscape 
software (Shannon et al., 2003).  
 
For the initial topology of the model I considered the whole PCNA 
ubiquitylation pathway, from ubiquitin activation to PCNA modification 
(Fig. 2). However, I then decided to simplify the pathway leaving out two 
proteins: Uba1 and RPA. 
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Fig. 2. The three steps of the RING based ubiquitylation processes. Colours are in agreement with Fig. 1. 
 
The first one was not considered because the process of ubiquitin 
activation and trans-thio-esterification through this unique E1 enzyme 
were just finely characterized and it accounts for more than 20 
biochemical reactions (Haas and Rose, 1982, f or ubiquitin activation). 
Since we were interested in PRR, I decided not to consider them to 
simplify the model. 
To do that, it was necessary to confirm that the ubiquitin activation, trans-
thio-esterification and conjugation steps could be spatio-temporally 
separated also in PRR. For this purpose, I decided to in silico characterize 
the correct spatio-temporal formation of the protein complexes by 
exploiting a 3D molecular modeling approach developed some years ago 
(Ulrich, 2003; Lee and Schindelin, 2008). An important pre-requisite for 
this type of analysis rests on t he structural conservation among the 
modeled proteins. This conservation was assumed in the previously cited 
references, but I decided to confirm it independently (Fig. 3 and Fig. 4). 
Through the structural analysis it w as possible to suggest that PRR 
complexes Uba1-Rad6 and Rad18-Rad6 were mutually exclusive, like 
Uba1-Ubc13 and Rad5-Ubc13-Mms2 (see submitted manuscript at page 
8: “structural modeling of uncharacterized protein-protein complexes”). 
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These findings temporally and physically separated the three steps of 
PCNA ubiquitylation and, therefore, I divided the “whole PRR” process 
in at least three sub-modules, which could be individually analyzed and 
simulated. 
Moreover, even if RPA is essential for Rad18 localization at the level of a 
stalled replication fork, I excluded it from the model because I needed to 
know the number and the extension of the ssDNA gaps associated to 
stalled replisomes, an information, which is presently lacking. 
 
 
 
Fig. 3. Structural conservation between the human E1 enzyme, Uba3 (magenta) and the unique yeast E1 
enzyme Uba1 (blue). The orange arrow highlights the active site.  
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Fig. 4. Structural conservation between the human E2 enzyme Ubc12 (Green) and yeast E2 enzymes: Ubc13 
(Yellow), Ubc1 (Blue) and Rad6 (Red). The orange arrow highlights the active site. 
 
In conclusion, I decided to exclude the ubiquitin activation and 
summarize the trans-thio-esterification through two simple reaction, in 
order to focus my attention only on t he reactions, which directly 
ubiquitylate PCNA in response to UV-induced DNA damage (ubiquitin 
conjugation on PCNA). 
The next step was to translate the previous static picture of PRR into a 
dynamic simulable pathway, through its implementation into the SSBS 
simulator (Besozzi et al., 2010). In particular, the critical module of 
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ubiquitin conjugation on PCNA was converted into a list of biochemical 
reactions keeping in account also the results of 3D molecular modeling 
and other useful literature data. The list of biochemical reactions (see 
submitted manuscript, at pages 28 and 29: Tab. 5, “Mechanistic model of 
the PRR in yeast”) was supplemented with generic reactions of signal 
switch-off, because this effect was observed in vivo in budding yeast after 
UV irradiation (Daigaku et al., 2010) and in my time-course experiments 
at low acute UV doses. However, these switch-off reactions were not 
associated to specific proteins because it is  still a matter of scientific 
debate.  
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The removal of the stiff problem  
(a problem of time…)  
The actual list of the biochemical reactions of the model lacks the three 
formation steps of ubiquitylated/not ubiquitylated Ubc13-Mms2 
complexes that were included in the first attempts to construct the model 
(see submitted manuscript at page 11: “Definition of the mechanistic 
model” and part III, additional file 8). To identify the kinetics constants of 
the biochemical reactions of the pathway (parameter estimation) that 
better fit the experimental data, it was necessary to carry out thousands of 
simulations by using a manual “trial and error” optimization of the 
reaction rate constants. By including in the model the three formation 
steps indicated above, the simulation time of a single iteration was about 
20 minutes. Such a long time dramatically slowed down the feasibility of 
the project. Such a “stiff problem” remained unsolved till I hypothesized 
that a solution could be to use a different bioinformatic approach, which 
is capable to visualize and identify the exact step/steps (biochemical 
reaction/s) causing the slowing down of the entire simulation. 
The system I decided to use is called Hybrid Petri Net (Nagasaki et al., 
2004a). I translated all biochemical reactions presenting the stiff problem 
into a Hybrid Petri Net based simulation software: Cell Illustrator 
(Nagasaki et al., 2004b). Omitting the details of the Hybrid Petri Net 
approach, the most important aspect of this analysis is the critical 
opportunity to see in real time the “flowing” of all species in the pathway 
(called “tokens” in the Petri Net syntax) through the biochemical 
reactions. Thanks to this analysis I discovered that a large part of the 
tokens made “ping-pong” among the previously mentioned three 
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formation steps of ubiquitylated/not ubiquitylated Ubc13-Mms2 
complexes, slowing down the entire simulation process. 
I thus proposed to the bioinformaticians to substitute the three reactions 
with a single biologically equivalent reaction. When they tested this 
modification the quality of the simulation did not vary (see part III: 
additional file 8) and the speed of the whole optimization process changed 
from 20 minutes/simulation to less than one minute/simulation (at least 
for the simulations at 5 and 10 J/m2).  
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The development of a reliable protocol for the 
quantitative analysis of PCNA ubiquitylation 
after UV irradiation 
As the level of PCNA ubiquitylation drives the choice between TLS 
(mono-ubiquitylation) and TS (poly-ubiquitylation) we decided that the 
best biological readout of the model could be the ratio among the various 
ubiquitylated PCNA isoforms after UV-induced DNA damage. The 
manual optimization of the reaction kinetics constants of the model 
required the systematic characterization of the dynamics of PCNA 
ubiquitylation after irradiation at different UV doses and it was therefore 
necessary to go back to the bench to obtain such information. 
To visualize and quantify PCNA ubiquitylation it was necessary to use a 
yeast strain carrying the HISPOL30 allele, which led to the production of a 
N-terminal HIS tagged PCNA, detectable by western blotting with a 
suitable antibody (this strain is considered as my wild-type strain in all 
the experiments shown here and in the accompanying manuscripts). This 
strain was kindly provided by HD Ulrich (Windecker and Ulrich, 2008). 
She also sent me other two strains used as controls of PCNA 
ubiquitylation: the HISpol30-K164R (unable to be ubiquitylated on K164) 
and the HISpol30-K127R (unable to be SUMOylated on K127).  
To better detect in vivo all the PCNA ubiquitylated isoforms after UV 
irradiation, I modified a published protocol (Ulrich and Davies, 2009) 
improving the efficiency of their detection ~ 10 fold.  
The initial attempts to set up the protocol were made by treating cells 
growing in liquid YEPD for 30-40 minutes with the UV mimetic drug 4-
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NQO; then, I began to use UV irradiated cells, using a standard protocol 
developed in the laboratory (Giannattasio et al., 2004).  
To determine the amount of PCNA pulled down in each sample, the 
membrane was cut between the markers migrating at 32.5 and 47.5 kDa 
and then hybridized with monoclonal anti-ubiquitin antibody to detect 
ubiquitylated PCNA isoforms (upper part in Fig. 5) and with anti-HIS or 
polyclonal anti-PCNA (kindly given by HD Ulrich), to detect unmodified 
PCNA (bottom part in Fig. 5). 
 
 
 
Fig. 5. In vivo detection of ubiquitylated PCNA after UV irradiation. Cells were UV irradiated as published in 
Giannattasio et al., 2004; 30 minutes after UV irradiation cells were harvested and processed as published in 
Ulrich and Davies, 2009. Nitrocellulose membranes were cut and the upper part was hybridized with 
monoclonal anti-ubiquitin antibody P4D1, while the bottom part was hybridized with monoclonal anti-HIS 
antibody. 
 
In initial experiments we found a not homogeneous amounts of pulled 
down PCNA in all the samples (bottom part in Fig. 5). Since we needed a 
quantitative assay to collect robust data for mathematical modeling we 
tried to overcome this problem by integrating the denaturating pull-down 
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protocol with cell extracts normalization using a Biorad protein assay 
optimized for the lysis buffer used. In this way, all the samples loaded on 
the same gel were comparable and allowed a reliable and consistent 
quantification of the western blots by using as normalization factor the 
signal corresponding to unmodified PCNA detected in the lower part of 
the membrane. However, another technical problem was present that 
emerged also in previous studies (Hoege et al., 2002 and Windecker and 
Ulrich, 2008): all the commercial antibodies against ubiquitin 
(monoclonal and polyclonal) were unable to detect yeast mono-
ubiquitylated PCNA, and this isoform was detectable only by using 
home-made polyclonal anti-PCNA antibodies and after very long ECL 
exposure. This technical problem could affect the whole “wet package” of 
the project, because we needed to detect the ECL signal on the same film 
in order to extrapolate the ratio among all ubiquitylated PCNA isoforms 
in vivo. The fact that mono-ubiquitylated PCNA was present on t he 
nitrocellulose membrane, but it was detectable only with anti-PCNA 
antibody, was called the “hidden epitope” problem. 
The first attempt to solve this problem was to run the samples on a 10% 
SDS-urea PAGE, a procedure usually used for membrane proteins (Hafiz, 
2004). The rationale was to use acrylamide gels containing both 8M urea 
and SDS to ensure the complete denaturation of protein species inside the 
gel. This protocol dramatically changed the electrophoretic mobility of 
the proteins, offering a higher correspondence between the molecular 
weight of the PCNA isoforms and the protein markers used. However, the 
main problem was not resolved: mono-ubiquitylated PCNA was still 
undetectable with any anti-ubiquitin antibody. 
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By carefully searching through the literature I found that the ECL 
ubiquitin signal on membrane could be increased up to ten fold by heat 
denaturating the nitrocellulose membranes and by coupling this treatment 
with a polyclonal peptidic antibody against ubiquitin (Swerdlow et al., 
1986; Mimnaugh and Neckers, 2002). I thus autoclaved the membrane 
after protein transfer with a wet cycle of 30 minutes at 120°C and then I 
probed it with the 3933 peptidic anti-ubiquitin polyclonal antibody from 
Cell Signaling (TM). As shown in Fig. 6, t he detection of mono-
ubiquitylated PCNA with this protocol was dramatically improved. In 
fact, in the absence of the heat denaturation step the 3933 antibody was 
unable to detect this PCNA isoform on UV irradiated mms2∆ cells, where 
mono-ubiquitylated PCNA must be the only detectable form (Hoege et 
al., 2002). Therefore, the coupling of the 3933 antibody with the 
autoclaving step allowed the detection of the PCNA ubiquitylated 
isoforms. 
The optimized protocol described above became a standard procedure in 
the laboratory and it has been used in other research projects where it is 
necessary to measure the activity of the PRR pathway by detecting the 
various PCNA ubiquitylated forms (see published paper I). 
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Fig. 6. Optimization of the in vivo detection of mono-ubiquitylated PCNA. Cells were UV irradiated with 20 
J/m2 as in Giannattasio et al., 2004. 30 minutes after UV irradiation cells were harvested and processed as in 
Ulrich and Davies, 2009. After denaturating pull-down, samples were run onto 10% SDS-urea PAGE and 
transferred into 0.2 µm nitrocellulose membrane. The membrane was first probed with polyclonal anti-
ubiquitin antibody (Upper part). After ECL reaction, the membrane was washed in TBS and autoclaved at 
120°C for 30 minutes. Autoclaved membrane was re-hybridized with the same anti-ubiquitin antibody (Bottom 
part). 
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Dose-response measurement of PCNA 
ubiquitylation after UV irradiation 
After optimizing the detection protocol of PCNA ubiquitylation, I tested 
its sensitivity (threshold of detection) by UV-irradiating wild-type cells at 
different doses (from 1 to 100 J/m2).  
As shown in Fig. 7, I found that the PCNA ubiquitylation is undetectable 
below a dose of 5 J /m2 notwithstanding the enhanced detection of 
ubiquitin. I chose 5 J /m2 as the lower UV dose to be used in all my 
experiments. As the upper dose I chose 75 J/m2 because, although it is a 
non-physiological dose, is near to the NER excision activity saturation 
dose in budding yeast (80 J/m2) (Waters and Moustacchi, 1975). 
It is worth mentioning the importance of the normalization step. In fact, 
unmodified PCNA, which represents the normalization bar for the pull-
down assay, was more homogeneous in Fig. 7 t han in Fig. 5. A s a 
consequence, also the signal intensities of the samples in the upper parts 
of the blots were more comparable.  
As fixed through the dose-response curve, all the experiments shown in 
the submitted manuscript ranged from 5 t o 75 J /m2 (see submitted 
manuscript, “Results and discussion” section starting from page 11 with 
the respective figures). 
 
Main Results 
45 
 
 
 
Fig. 7. PCNA ubiquitylation after UV-induced DNA damage: dose-response curve. I tested five low acute 
doses (A) and 5 high acute doses (B). PCNA ubiquitylation was undetectable below 5 J/m2. After the 
autoclaving step, the upper part of the membrane was hybridized with polyclonal anti-ubiquitin antibody, while 
the bottom part was hybridized with polyclonal anti-PCNA antibody. 
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Time-course of PCNA ubiquitylation after 
UV-induced DNA damage 
Although the dose-response curve was useful to establish the range of UV 
doses to use in my experiments, it was not the correct approach to 
produce in vivo data for mathematical modeling of PRR. 
The correct approach to collect experimental data useful for the 
mathematical modeling of a biological pathway is the analysis of the 
evolution of the target species (in my case ubiquitylated PCNA isoforms) 
over the time (i.e. time-course experiments). First, I decided to try some 
preliminary short time-course experiments to evaluate the quality of the 
result at low UV doses (Fig. 8). 
 
 
Fig. 8. PCNA ubiquitylation after UV-induced DNA damage: short time-course experiments. Cells were 
treated with 5 (A) and 10 (B) J/m2 as in Fig. 7 (A) and harvested at the indicated time points. The experimental 
procedure is the same described in Fig. 7. 
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Although the quality of the experimental data was satisfactory to be 
transferred into the computational model, we observed that the PCNA 
ubiquitylation signals tended to switch-off after 120 m inutes, as 
previously published (Daigaku et al., 2010). Therefore, the collection of 
the samples was extended up t o 300 m inutes after UV irradiation to 
observe essentially a complete switch-off of PCNA ubiquitylation, at least 
after low acute UV irradiation.  
Then, I systematically characterized the dynamics of PCNA 
ubiquitylation at various UV doses (5, 10, 50 and 75 J /m2) in duplicate 
experiments, to assess the reproducibility of the protocol and of the data. 
As shown in Fig. 9, in response to low acute UV irradiation (5 and 10 
J/m2, Fig. 9 A-B and C-D, respectively), the PCNA ubiquitylation signal 
switched-off within three hours, while at higher acute doses the signal 
was still detectable up to five hours. Indeed, it has been shown that the 
genome of yeast log cells contains ~ 25% of the UV lesions five hours 
after irradiation with a UV dose of 75 J/m2 (McCready and Cox, 1993). 
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Fig. 9. PCNA ubiquitylation after UV-induced DNA damage: long time-course experiments. A, C, E, G, are 
representative western blots of the experiments at 5, 10, 50, 75 J/m2, respectively. B, D, F, H are the 
quantifications of two independent experiments for each dose. Each plot represents the ratio among mono, di-, 
tri-ubiquitylated PCNA vs. time. The experimental conditions are as described in Fig. 7. 
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All the time-course experiments where performed using wild-type 
logarithmically growing cells. In this condition, UV irradiated cells 
transiently stop cell cycle progression in response to DNA damage 
checkpoint activation and restart to cycle when the damage is repaired. 
The entity of this temporary stop depends on the amount of damage in the 
genome and, therefore, it correlates with the UV dose. Considering this 
aspect of the UV-induced DNA damage response, I tested the activation 
of the DNA damage checkpoint in log phase cells UV irradiated with 5, 
10, 50 and 75 J/m2, by analyzing the status of Rad53 phosphorylation, as 
the best biochemical marker to measure off DNA damage checkpoint 
activation. As shown in Fig. 10, at low acute (5 and 10 J /m2) UV doses 
the DNA damage checkpoint was activated but it switched-off in 2 hour 
(Fig. 10A), while at high acute UV doses (50 and 75 J/m2) Rad53 
phosphorylation was still detectable after five hours (Fig. 10B).  
By measuring cell growth and division by spectrophotometric 
measurements (data not shown) it was evident that UV irradiated log 
phase cells continued to sustain significant growth, especially when 
treated with low UV doses (5 and 10 J /m2). This finding might affect 
interpretation of the data, because the dynamics of PCNA ubiquitylation 
is extrapolated on a dynamic cell population, raising the possibility that 
the switch-off signal observed at 5 and 10 J/m2 might result from protein 
dilution in the growing cell population. The lack of such a control might 
affect the mathematical modeling.  
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Fig. 10. UV-induced DNA damage checkpoint activation and switch-off in log phase cycling cells. Cells were 
UV irradiated, collected at the indicated time point after UV irradiation and subjected to TCA protein 
extraction, SDS-Page and western blot as previously described (Giannattasio et al. 2004) (A) Rad53 
phosphorylation after low acute UV doses 5 and 10 J/m2. (B) Rad53 phosphorylation after high acute UV doses 
50 and 75 J/m2. The red arrows correspond to hyperphosphorylated Rad53 protein, which is representative of 
checkpoint activation, while the black arrows correspond to an aspecific band used as a loading control. 
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Another weakness of the experimental approach described so far arose 
from the knowledge, present in the literature, that PRR genes are 
transcriptionally regulated in a dose dependent manner after UV 
irradiation and the magnitude of this transcriptional burst is gene-
dependent as summarized in the following Tab. 1. In addition it is 
possible that the in vivo amount of the PRR proteins can be regulated at 
the translational level. 
Because no data were available on the amount of PRR proteins after UV 
irradiation, and the only quantitative published data were extrapolated on 
undamaged log phase cells, a realistic mathematical model of PRR might 
consider the possibility of working with a non-fixed amount of proteins. 
The optimization of a mathematical model, where the level of the PRR 
proteins fluctuated in a dose-dependent manner and possibly with a 
dynamics, varying from protein to protein, made the study too complex 
considering the complete lack of experimental data on UV-induced de 
novo synthesis of PRR proteins. 
 
Tab. 1. UV-induced transcriptional burst of PRR genes. 
 
Summarizing the arguments I discussed above, I had to solve two 
problems. The first one was biological and to solve it I would need to 
irreversibly stop cell cycle progression of logarithmically growing cells 
immediately after UV irradiation, to avoid the protein dilution effect 
especially at low UV doses. The second problem was related to the 
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necessity of harmonizing the experimental data with the subsequent 
computational analysis, and to obtain such goal I needed to fix the PRR 
protein levels immediately after UV irradiation, avoiding the possible 
dependency of PCNA ubiquitylation dynamics on U V induced 
transcriptional/translational burst(s).  
I decided to simultaneously bypass these two problems through an 
experimental trick, based on the use of cycloheximide (CHX), a drug able 
to stop both cell cycle and protein synthesis. CHX binds the 60S subunit 
of the eukaryotic ribosome and inhibits its associated peptidyl transferase 
activity.  
Before using CHX in my experiments I performed a literature search and 
a set of pilot experiments to identify the minimal dose, which could stop 
both cell cycle progression and protein synthesis. It has been found that a 
dose of 10 µg/ml CHX inhibits ~ 91% of protein synthesis within 15 min 
in budding yeast (Hanna et al 2003) and that 0.2 µg/ml of CHX are able 
to arrest G1 and G2 phases of the yeast cell cycle (Popolo et al., 1982). 
Moreover, I performed a number of dose-response experiments to test the 
effect of various CHX doses on the arrest of cell cycle progression. By 
analyzing the FACS profiles of G1 arrested cell after release in CHX, I 
chose 10 µg/ml as the best CHX dose to be used (see part III: additional 
file 1). 
All the experimental data shown in the “Result and discussion” section 
starting from page 8 of the submitted manuscript, with the respective 
figures, and additional files (part III) were produced in presence of CHX. 
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Comparison of the dynamics of PCNA 
ubiquitylation plus/minus cycloheximide 
The last test I performed before definitively using CHX in my 
experiments was to compare, on the same western blot, the dynamics of 
PCNA ubiquitylation in the presence or absence of 10 µg/ml of CHX at 5, 
10, 50 and 75 J/m2. 
As shown in Fig. 11A and B, the presence of CHX did not affect PCNA 
ubiquitylation at low acute UV doses (Fig. 11A and B), while at high UV 
doses (Fig. 11C and D) a certain effect was observed. In fact, in the 
absence of CHX at 50 and 75 J/m2 a faster disappearance of ubiquitylated 
PCNA isoforms was detectable four and five hours after UV irradiation 
with respect to cells treated with CHX. This effect could be due either to 
the protein dilution effect caused by cells re-starting to cycle after repair 
of DNA damage or to an UV-induced increased level of PRR proteins, 
which can bypass UV lesions faster in the absence of CHX.  
This observations led us to re-do all the dynamics of PCNA ubiquitylation 
at all UV doses in the presence of CHX, at least in triplicate, while the 
minimal and maximal doses were analyzed four/five times. Such a 
systematic collection of biological data, was necessary to develop the 
computational work-package by the bioinformaticians of Milano Bicocca 
(see submitted manuscript from page 11: “Kinetics of PCNA 
ubiquitylation at low and high doses of UV irradiation” and respective 
figures). 
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Fig. 11. Comparison of the dynamics of PCNA ubiquitylation in absence/presence of 10 µg/ml of CHX. A, B, 
C, D are respectively 5, 10 , 50 , 75 J/m2. 
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CONCLUSIONS AND  
FUTURE PERSPECTIVES 
 
My PhD project is the first attempt of the Plevani and Muzi-Falconi lab to 
analyze the response to UV-induced DNA damage by combining 
experimental and computational biology approaches. The final result is 
the first mathematical model of PRR in S.cerevisiae: the main body of the 
data are presented in the submitted manuscript and some of technical 
problems we had to solve have been described in the previous section. 
The model we propose is suggesting new experiments and perspectives to 
improve our understanding of the PRR pathway. In fact, the simulations 
we carried out highlighted the limits of the model itself, which is very 
robust at low, near physiological UV doses and it is still reliable at doses 
approaching 30 J /m2. Over this threshold we observed discrepancies 
between the in vivo and in silico dynamics of PCNA ubiquitylation. These 
inconsistencies are likely linked to an overestimation of the number of 
lesions / haploid genome at a certain UV dose and to the crosstalk 
between NER and PRR: in fact, our findings strongly indicate that the 
pathway responsible for repairing the UV lesions (NER) is playing an 
important role for optimal functioning of PRR in any cell cycle phase. 
All the computational analyses required to build up t he model were 
performed below the critical dose of 30 J /m2, where we highlighted the 
extreme importance of the ubiquitin concentration parameter: in fact, this 
protein can become a limiting factor in all the processes in which it is  
involved, including PRR. Since ubiquitin is a crucial player in a number 
of cellular pathways, the lack of a working mechanism of homeostasis, 
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(recycling through deubiquitylating enzymes or DUBs and de novo 
synthesis), could cause the malfunctioning of all ubiquitin dependent 
pathways, after the fast depletion of this protein from the cell.  
When we tested, in the mathematical model of PRR, the effect of  varying 
the concentration of free ubiquitin (see submitted paper at page 13: 
“Influence of ubiquitin concentration” and respective figure), we 
observed that the pathway was malfunctioning below a certain level of 
free ubiquitin; we thus decided to test this aspect in vivo. To do so, we 
impaired the availability of free ubiquitin for PRR by acting on its de 
novo synthesis, by impeding ubiquitin biosynthesis with CHX and by 
interfering with ubiquitin recycling by deleting DOA4, one of the DUBs 
coding genes, whose deletion confers mild UV sensitivity (Gong and 
Siede, 2011). 
We observed that deletion of DOA4 caused a strong reduction of PCNA 
ubiquitylation after UV irradiation and we correlated this behaviour to the 
reduced level of free ubiquitin in the cell. Indeed, it has been published 
that in the absence of Doa4 ~ 1/3 of the total cellular ubiquitin is present 
in logarithmically growing cells (Swaminathan et al., 1999). A similar 
impairment of PRR was observed when the DOA1 gene, coding another 
DUB enzyme, was deleted (Lis and Romesberg, 2006). 
In some collateral experiments I wanted to evaluate if the triple deletion 
of DOA4 PEP4 PRB1, which was able to rescue ~ 80% of the wild-type 
level of free ubiquitin (Swaminathan et al., 1999) had a positive effect on 
UV sensitivity, PCNA ubiquitylation or both. We found that the almost 
wild-type re-establishment of free cellular ubiquitin had no positive effect 
on PCNA ubiquitylation and the deletion of all the three genes was 
increasing the UV sensitivity. 
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The future extension and improvement of the present PRR model will 
mainly require a better characterization of the crosstalk between NER and 
PRR. The most important parameter to define will be the number of UV 
lesion as INPUT of the model. This amount cannot be calculated only 
through a linear regression of published dose-response data (see 
submitted manuscript at page 6: “Number of DNA lesions” and the 
respective Tables 3 a nd 4 a t pages 27 a nd 28), but it must take into 
account how many UV lesions will be directly repaired by NER and how 
many lesions will go through PRR, generating PCNA ubiquitylation. 
Moreover, this parameter will likely be influenced by the cell cycle 
phases, since the way UV lesions are “contended” between NER and PRR 
changes in a cell cycle-dependent manner.  
Another point of improvement is to better describe the switch-off module 
of the model. It is actually codified through three generic biochemical 
reactions of switch-off. Unfortunately, during the time of my PhD, I was 
unable to fully clarify the mechanisms leading to the disappearance of all 
ubiquitylated PCNA isoforms. We tried to interfere with the two most 
probable ways of signal switch-off, PCNA chromatin unloading and 
deubiquitylation, but we obtained only partial answers. An unexpected 
result was obtained by interfering with another pathway of PCNA 
modification, apparently disconnected with its UV-induced 
ubiquitylation. In fact, we found that deletion of the UBC4 gene, caused a 
strong delay in PCNA ubiquitylation switch-off after high acute UV 
irradiation. The Ubc4 protein is an E2 enzyme involved in proteasomal 
protein degradation (Chuang and Madura, 2005) and it is responsible for 
K107 PCNA ubiquitylation in response to DNA ligase I defects (Das-
Bradoo et al., 2010). As stated before, modification of PCNA on K107 is 
Conclusion And Future Perspectives 
58 
 
carried out by the Rad5-Mms2 ubiquitylating proteins of the error-free 
PRR sub-pathway, with Ubc4 replacing Ubc13; however, how such 
modification affects PRR in budding yeast in response to UV irradiation 
still remains to be clarified.  
The discovery of another PCNA residue (K107 in budding yeast, but still 
unknown in mammalian cells), that can be covalently modified beside 
K164 (ubiquitin and SUMO) and K127 (SUMO), together with other 
PCNA post-translational modifications (for example phosphorylation on 
Y211 or acetylation on K14 in human cells after UV treatment), suggest 
the intriguing possibility that a PCNA modification code may exist 
analogous to that found for histone molecules. Considering the homo-
trimeric nature of PCNA and the fact that each subunit can be differently 
modified, the possible combinations may be extremely relevant. A 
Systems Biology approach could be helpful to shed some light on t he 
existence and on t he biological relevance of a PCNA post-translational 
modification code. 
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Published paper I 
 
Use of the optimized protocol for in vivo detection of 
ubiquitylated PCNA in the presence of hybrid RNA-DNA 
structures in the genome 
The optimized protocol I developed for the detection of ubiquitylated 
PCNA was used also in another project. In particular, Dr. Lazzaro was 
investigating the activation of PRR in the absence of RNAses H. The lack 
of this enzyme(s) causes the persistence of RNA in the genome, that must 
be bypassed during DNA replication. Dr. Lazzaro et al., provide a series 
of genetic data including the synthetic lethality obtained by combining 
mutations in the genes encoding RNAse H enzymes with certain genes of 
the RAD6 epistasis group. Thanks to the protocol I developed and 
experiments that I carried out in the Lazzaro et al., paper is provided the 
biochemical evidence that cells lacking RNAse H, PCNA is ubiquitylated 
and PRR is chronically activated.  
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e chemical identity and integrity of the genome
challenged by the incorporation of ribonucleo-
de triphosphates (rNTPs) in place of deoxy-
onucleoside triphosphates (dNTPs) during repli-
tion. Misincorporation is limited by the selectivity
DNA replicases. We show that accumulation of
onucleoside monophosphates (rNMPs) in the
nome causes replication stress and has toxic
nsequences, particularly in the absence of RNase
and RNase H2, which remove rNMPs.We demon-
rate that postreplication repair (PRR) pathways—
MS2-dependent template switch and Pol z-depen-
nt bypass—are crucial for tolerating the presence
rNMPs in the chromosomes; indeed, we show that
l z efficiently replicates over 1–4 rNMPs.Moreover,
lls lacking RNase H accumulate mono- and polyu-
quitylated PCNA and have a constitutively acti-
ted PRR. Our findings describe a crucial function
r RNase H1, RNase H2, template switch, and trans-
sion DNA synthesis in overcoming rNTPs misincor-
rated during DNA replication, and may be relevant
r the pathogenesis of Aicardi-Goutie`res syndrome.
TRODUCTION
e integrity of the eukaryotic cellular genome is preserved by
rveillance mechanisms that coordinate DNA replication,
pair, and recombination with cell-cycle progression (Muzi-
lconi et al., 2003; Lazzaro et al., 2009). The DNA nature of
e chromosomes provides for an intrinsic stability as opposed
the fragility of RNA, which is due to the higher reactivity of
ose compared to deoxyribose. The incorporation of ribonucle-
ides (rNTPs) in place of deoxyribonucleotides (dNTPs) within
nomic DNA is generally avoided by the high selectivity of
A polymerases, largely due to a steric gate residue in the poly-
rase active site (Joyce, 1997). However, there are occasions
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azaki fragments or possibly during repair of
NA breaks in G1 (Nick McElhinny and Ramsden,
human, 2008). Recent work indicates that during
lication, DNA polymerases can also incorporate
f dNTPs (Nick McElhinny et al., 2010b). rNMPs
NA are expected to represent a problem for
nsitizing the DNA backbone to spontaneous
ic nicking. Indeed, the presence of rNMPs in
e elevates the rate of short deletions in repeated
gh amechanism depending on topoisomerase I
et al., 2010a; Clark et al., 2011; Kim et al., 2011).
e presence of rNMPs alters DNA helix para-
ample, structural studies (Egli et al., 1993;
993; Ban et al., 1994a; Ban et al., 1994b; Wahl
am, 2000) indicate that rNMPs in dsDNA alter
tion from B- to A-form, with most of the sugars
do or closely related conformations. rNMPs
d prior to the next cell cycle or they will pose
subsequent rounds of replication; in fact, effi-
ate synthesis by replicative DNA polymerases
s on helix geometry, such that changes in sugar
nder a primer terminus more difficult to extend.
t study has shown that single rNMPs in DNA
e DNA synthesis by the yeast replicases (Watt
tered helix geometry may be less problematic
s specialized for translesion synthesis, e.g.,
z, which can efficiently extend aberrant primer
et al., 2005). An important question is thus how
eplicating chromosomes containing rNMPs that
amily of enzymes that cleave the RNA moiety in
s, allowing the reconstruction of a dsDNAmole-
cells possess RNase H1 and RNase H2 activi-
artially overlapping substrate specificity. While
ires at least a tract of four rNMPs to cleave,
incise 50 to a single rNMP incorporated within
(Cerritelli and Crouch, 2009). The in vivo roles
ukaryotic cells are still not fully understood. In
, RNase H1 is essential for mitochondrial DNA
itelli et al., 2003); such function is not conserved
t cells. The role of the nuclear population ofill not clear. RNase H2 represents the major
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100ase H activity in eukaryotic cells and is involved in several
llular processes (Cerritelli and Crouch, 2009). Evidence indi-
tes that these enzymes can process Okazaki fragments during
lication although, at least in budding yeast, such activity is
undant and Okazaki fragment processing can be carried
t by Rad27 and Dna2 (Rydberg and Game, 2002; Ayyagari
l., 2003). Furthermore, removal of R-loops, which accumulate
en a transcription bubble collides with a replication fork, can
achieved by overexpressing RNase H (Huertas and Aguilera,
03). Mutations in any of the three subunits of human RNase
are themolecular cause of a human genetic syndrome known
Aicardi-Goutie`res syndrome (AGS) (Crow et al., 2006a). The
chanism(s) involved in the pathogenesis of AGS is under
ense investigation but still uncertain (Crow et al., 2006b;
ng et al., 2007; Stetson et al., 2008; Rice et al., 2009; Crow
d Rehwinkel, 2009).
nother enzyme that processes rNMPs in DNA is topoisomer-
I. It was recently reported that, in the absence of RNase H2,
Ps incorporated in DNA are targeted by topoisomerase I,
ich cleaves but fails to rejoin the DNA backbone, generating
ssDNA break (Sekiguchi and Shuman, 1997; Kim et al.,
11). Interestingly, not all genomic rNMPs are topoisomerase
argets (Kim et al., 2011), and cells lacking RNase H2 do
t exhibit growth defects, suggesting that cells must have
er pathways allowing them to replicate rNMP-containing
romosomes.
n this work, we investigate the processes permitting yeast
lls to survive in the presence of elevated rNTPs incorporated
hin genomic DNA. We show that both RNase H1 and RNase
play a critical role in repairing rNMPs incorporated by
licative polymerases, and in the absence of RNase H activity
idual genomic rNMPs cause replication problems in the
lowing cell cycle. When the replicative DNA polymerases
counter rNMPs in the template strand, endogenous replica-
n stress is generated, which sensitizes cells tomild treatments
h exogenous replication stress-inducing agents. In this
ation, postreplication repair mechanisms are effectively
ponsible for the survival of RNase H defective cells. We
vide genetic and biochemical evidence that rNMPs-contain-
chromosomes can be fully replicated through the action of
plate switch and DNA polymerase z, which efficiently
passes rNMPs in a DNA template.
ur data show unexpected mechanisms that preserve
nome integrity in normally replicating cells, extend the role of
R, and particularly that of Pol z, to the replication of rNMPs
genomic DNA, and reveal a synthetic interaction between
R, RNase H activities, and replication stress that may have
evant consequences for human disease, identifying a possible
ily of modifier genes that may influence the penetrance of
et of AGS mutations.
SULTS
repaired rNMPs Incorporated in Genomic DNA
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Molecular Cell 45, 99–110, January 13, 2012 ª2012 Elsevier Inc.s from using rNTPs during the elongation step
onetheless, budding yeast DNA polymerase ε
nstrated (Nick McElhinny et al., 2010b) to
e numbers of rNTPs into DNA. This effect is
Pol ε variant, Pol2-M644G, where a methionine
teric gate residue (Y645) has been changed to
Elhinny et al., 2010a). A pol2-M644G rnh201D
mutation in Pol ε is combined with inactivation
ich has been implicated in processing of rNMPs
ing DNA synthesis, exhibits slower progression
(NickMcElhinny et al., 2010a), coupled to phos-
3 checkpoint kinase (Figure S1C), suggestive of
tion stress.
eplication stress-inducing agents (HU or MMS)
toxic for cells with replication problems. To test
ence of rNMPs in the template strand affected
, we plated pol2-M644G rnh201D cells on
ing low doses of HU or MMS, which in wild-
ldly slowdowncell-cycle progression. Figure 1A
ombination of the pol2-M644G and rnh201D
g to accumulation of elevated levels of rNMPs
, causes high sensitivity to low levels of HU
so Figure S5 for quantitative survival data). Inter-
Nase H1 alone does not sensitize pol2-M644G
MS (Figure 1A). These phenotypes can be ex-
ct that, even though the substrate specificity
tially overlaps with that of RNase H2, and both
DNA containing four or more consecutive
ase H2 cleaves at single rNMPs (Cerritelli and
hese observations suggest that the presence
s of single rNMPs within chromosomal DNA
enous replication stress. When both RNase
ymes are inactivated, virtually all single and
incorporated during DNA synthesis will persist
ound of replication. Strikingly, pol2-M644G
etic lethal with the absence of RNase H1 (Fig-
ng that RNase H1 plays an important role in
Ps incorporated by Pol ε.
erates with RNase H2 in the Removal
the Chromosomes Preserving
ity
of both RNase H enzymes is supported by the
mutant rnh1D rnh201D, rnh1D rnh202D, and
ells (RNH202 andRNH203 encode the two non-
s of RNase H2) are sensitive to low levels of
even in the presence of normal replicases (Fig-
opic observation revealed that rnh1D rnh201D
nd irregular microcolonies on plates containing
wild-type cells generate a regular colony (Fig-
nalysis of synchronous cultures incubated with
r MMS shows that cells lacking RNase H arrest
bulk of genome replication has been completed
1A), and western blot analysis of Rad53 kinase
utant cells accumulate hyperphosphorylated
F and S1B). It is worth noting that cycling cells
ccumulate elevated rNMP levels in the genome
Molecular Cell
d PRR Protect from Chromosomal rNMPstutively phosphorylated Rad53, indicative of
Figure 1. Abundant Incorporation of rNTPs into DNA Sensitizes Cells to Replication Stress and Is Lethal in Cells Lacking RNase H
(A) To test sensitivity to sublethal doses of HU or MMS, 10-fold serial dilutions of the indicated mutant strains were plated on YPD, YPD + 25 mM HU and YPD +
0.04% MMS. Pictures were taken after 3 days of incubation.
(B) Tetrads derived from a cross between rnh1D rnh201D and rnh1D pol2-M644G were dissected on YPD plates. Seven tetrads (1–7) are shown. The circles on
the figure indicate the position of the original rhn1D rnh201D pol2-M644G spores.
(C) Sensitivity to HU and MMS of the indicated strains was tested as described in (A). A checkpoint-defective mec1-1 strain was included as a positive control.
(D) Single cells were isolated on YPD plates and grown for 22 hr in the presence of 25 mM HU; colonies were visualized by microscopic analysis.
(E and F) wild-type and rnh1D rn201D cells were released in 25mMHU after a factor arrest. After 180min, cultures were analyzed by FACS, for DNA contents, and
cell extracts were tested by western blotting with anti-Rad53 antibodies.
(G) Wild-type and rnh1D rnh201D cells were plated on YPD with or without 25 mM HU in the presence of Phloxine B, which stains in red colonies containing
dead cells.
(H) Quantification of cell survival was obtained by plating G1 synchronized cells (100 cells per plate) on dishes containing 25 mM HU or mock. Colonies were
counted after 3 days of incubation. The graph is representative of three independent experiments. Error bars describe standard deviation.
Molecular Cell
RNase H and PRR Protect from Chromosomal rNMPs
Molecular Cell 45, 99–110, January 13, 2012 ª2012 Elsevier Inc. 101
ch
tha
mit
ge
an
eve
de
ma
rnh
ca
ime
exp
da
Fig
ce
ing
ph
da
cu
sug
bre
T
un
pro
Ind
Ok
rep
rnh
mu
inc
sup
tho
ing
imp
rat
to
pro
Su
Re
Sw
Th
yea
po
W
ba
fro
AP
an
19
str
wit
ce
20
rnh
ca
AP
en
nn
e
M
ca
m
he
l
ym
u
he
1
b
ec
en
1.
ly
ns
L
la
lim
t
ig
h2
rv
e
et
e
oi
h
o
ec
20
w
ig
de
c
as
in
h
co
S
tic
e
ha
ca
20
iv
t
a
D
t
o
co
p
n
102ronic replication stress (Figure S1C). These findings indicate
t low doses of HU lead rnh1D rnh201D cells to block at the
otic checkpoint and cause massive cell lethality, as sug-
sted by the rugged shape of the microcolonies (Figure 1D)
d further demonstrated by the fact that the small colonies
ntually growing on 25 mM HU contain a large proportion of
ad cells, which are stained by Phloxine B (Figure 1G). To esti-
te the extent of such lethality, we plated wild-type and rnh1D
201D cells in the absence or presence of 25 mM HU and
lculated the percent survival on HU. Three independent exper-
nts confirmed 40% lethality in cells lacking RNase H and
osed to low doses of HU (Figure 1H). Quantitative survival
ta for all the strains used throughout this study are shown in
ure S5. To test whether Rad53 phosphorylation and loss of
ll viability derive from enzymatic processing of rNMP-contain-
DNA followed by chromosome breakage, we monitored
osphorylation of histone H2A on S129, a marker of DNA
mage. Figure S1D shows that exposure of rnh1D rnh201D
ltures to 25 mM HU does not induce H2A phosphorylation,
gesting that these cells do not accumulate double strand
aks, even when challenged with HU.
he sensitivity to HU observed upon loss of RNase H is
likely to be due to the role of RNase H in Okazaki fragment
cessing or to a possible involvement in R-loop metabolism.
eed, rad27 mutated cells, which accumulate unprocessed
azaki fragments (Ayyagari et al., 2003), are not sensitive to
lication stress (Figure S2A). Moreover, combining rnh1D
201Dwith a mutation inHPR1 gene, which leads to the accu-
lation of R-loops (Huertas and Aguilera, 2003), does not
rease sensitivity to 25 mM HU and actually seems to mildly
press the rnh1D rnh201D phenotype at this low dose, even
ugh the mechanism is not known (Figure S2B). These find-
s strongly support the notion that RNase H activity is
ortant to keeping genomic DNA free from rNMPs incorpo-
ed by DNA polymerases during replication and that sensitivity
replication stress-inducing drugs is a valid assay to track this
cess.
rvival of Cells with rNMPs-Containing Chromosomes
quires Translesion DNA Synthesis and Template
itch PRR Pathways
e survival of cells lacking RNase H activities indicates that
st must have additional mechanisms to cope with the incor-
ration of rNTPs into the genome.
e investigated whether nucleotide excision repair (NER) or
se excision repair (BER) play a role in the removal of rNMPs
m the chromosomes. Abolishing NER (rad14D) or deleting
N1, which is responsible for R97% of AP endonuclease
d 30-diesterase activities required for BER (Popoff et al.,
90), does not sensitize rnh1D rhn201D cells to replication
ess-inducing agents (Figure 2A). This result is consistent
h data showing that rNMPs-containing DNA cannot be pro-
ssed by NER and BER nucleases (Rydberg and Game,
02). The observation that deletion of APN2 in a rnh1D
201D apn1D causes an increase in sensitivity to 25 mM HU
n be explained by the fact that simultaneous deletion of
N1 and APN2 causes an accumulation of elevated levels of
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able to process a minority of rNMPs.
Ps in DNA templates impede DNA synthesis by
ses Pols ε and d (Watt et al., 2011), lethality
failure to complete DNA replication. We thus
ther postreplication repair (PRR) mechanisms
genome replication in rnh1D rnh201D cells.
erases encounter replication-blocking lesions,
biquitylated by Rad6-Rad18 triggering transle-
sis (TLS), while polyubiquitylation, carried out
3-Rad5, promotes template switch (Ulrich,
y spot assay whether deleting either branch of
t DNA replication in cells that do not remove
omic DNA, and cell lethality was quantitated
Loss of only the template switch pathway
translesion DNA synthesis (TLSD: correspond-
of REV1, REV3, REV7, and RAD30 genes
S polymerases in budding yeast) does not
cking RNase H to HU. On the other hand,
ination of TLS and template switch results in
h of rnh1D rhn201D cells in 25 mM HU, due to
ures 2B and 2C). These findings show that
01D cells are subjected to a low level of replica-
ival depends almost entirely on either PRR
ffect, although striking in the presence of HU,
ected in unperturbed conditions (bottom line,
also Figures S3A and S3B). We conclude
d of RNase H1 and H2 can use TLS and
pathways to completely replicate their rNMPs-
me. Consistently, deletion of RAD51, which is
ombination-dependent PRR pathway (Ganga-
07), increases the sensitivity to HU of rnh1D
hile loss of RAD52 is lethal in this genetic
ures 2D and 2E). These phenotypes may be
fects in the additional processes that involve
ombination.
e z Is the TLS Polymerase Replicating
ing DNA
translesion DNA polymerase allows the bypass
mbined mutations in genes coding each of the
polymerases, REV1, REV3/REV7 (the catalytic
subunits of Pol z, respectively), and RAD30
rnh201D cells. The experiment was performed
of the MMS2-dependent template switch
t rnh1D rnh201D cells rely only on TLS to
tion. The spot tests shown in Figure 3A reveal
1D mms2D cells carrying a deletion of REV1
ation of DNA polymerase z (rev3D rev7D) do
reatment and are less viable even in untreated
pitulating the total absence of TLS activities.
30 does not increase cell lethality under these
he contrary, we reproducibly observed that
nfers an unexpected growth advantage when
ntains unrepaired rNMPs (Figure 3A), consis-
henotype observed in rnh1D rnh201D TLSD
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Figure 2. Postreplication Repair Is Specifically Required to Tolerate rNMPs-Containing Chromosomes
Sensitivity to sublethal doses of HUwas assayed as described in Figure 1. Pictures were taken after 3 days of incubation. The contribution of NER (A), BER (A), the
two branches of PRR (B), and RAD51 (D) was tested. In (C), Quantification of cell survival was obtained as described in Figure 1H. The graph is representative of
three independent experiments. Error bars describe standard deviation. It is worth noting thatmms2D TLSD cells, despite being sensitive to HU in the spot tests,
do not exhibit increased cell lethality, suggesting that the HU sensitivity derives from a very slow cell-cycle progression. In (E), tetrads derived from a cross
between rnh1D rnh201D and rad52D were dissected on YPD plates. Five tetrads (1–5) are shown.The circles on the figure indicate the position of the original
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Rev1 plays a noncatalytic role in supporting Pol z function
wrence and Hinkle, 1996; Lawrence, 2002) and also has a de-
ycytidyl transferase activity (Nelson et al., 1996) that could
ert a dCTP opposite a rNMP, allowing Pol z to extend. Fig-
e 3B shows that, contrary to what was observed with rev1D,
ctivating the polymerase activity of Rev1 does not signifi-
gether, these
rNMPs-contai
plays a nonca
To confirm b
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bypass efficie
substrates con
(Figure 4A) we
1D rnh201D rad52D spores. Cells derived from such microcolonies do not grow when restreak
letion of the RNH1 and RNH201 genes. TLSD comprises rev1D rev3D rev7D rad30D.ntly affect the HU sensitivity of rnh1D rnh201D mms2D. Alto- d, and bypass
Molecular Cell 45, 9ta indicate that cells can use Pol z to replicate
g templates in vivo and that Rev1 most likely
lytic role to promote Pol z activity.
chemically that DNA polymerase z is capable of
s in DNA templates, we measured the rNMP
cy of purified yeast Pol z in vitro. Labeled
ining one, four, or sixteen consecutive rNMPs
incubated with purified DNA polymerase z or
, revealing that a rad52D mutation is synthetic lethal withefficiency was calculated after quantifying the
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ive elongation (Figures 4B and 4D), as previously described
ck McElhinny et al., 2010b). Consistently with the genetic
servations (Figure 3A), the data indicate that Pol z bypasses
onucleotides incorporated in DNA, efficiently copying DNA
plates containing one (Figures 4B and 4D) or four rNMPs
ures 4C, right, and 4D). This is in contrast with Pol d which
somewhat less efficient in copying templates containing rC
d much less efficient at copying templates containing rG, rA,
or four consecutive rNMPs (Watt et al., 2011) (Figures 4C
d 4D). Pol d bypass of rA or four consecutive rNMPs was
ulated several fold by adding PCNA to the reactions (see
erisks in Figure 4D), but in neither case was bypass as effi-
nt as for Pol z.
e previously showed that, compared to RNase H2-profi-
nt cells, pol2-M644G rnh201D strains (Nick McElhinny
al., 2010a) and rnh201D strains (Clark et al., 2011) have
vated rates of 2–5 base pair deletions in repetitive sequences
d, recently, these deletions were shown to depend on topo-
merase 1 (Kim et al., 2011). This led to a model wherein topo-
merase 1 incises unrepaired rNMPs to create nicks in DNA
h 30-P and 50-O ends that must be processed to allow liga-
n, and this processing may provide the opportunity for strand
alignments in repetitive sequences that yield the observed
letions. To determine if Pol z, which is relatively inaccurate
ong et al., 2006), might also contribute to this deletion
tagenesis, we measured the effect of deleting REV3 on
tagenesis in the pol2-M644G rnh201D strain. Mutagenesis
es were estimated by measuring frequencies of formation
5-FOA resistant clones, indicative of mutations leading to
cil auxotrophy. The results (Figure 4E) reveal that deleting
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ure 3. Pol z Allows Cells to Cope with Unrepaired rNMPs
sensitivity to HU was measured as described in Figure 1: the specific
tribution of each TLS polymerase (A) and the requirement of the catalytic
ivity of Rev1 (B) were tested.V3 does not significantly (at p = 0.05; see figure legend) affect (Nick McElhinny
Molecular Cell 45, 99–110, January 13, 2012 ª2012 Elsevier Inc.f mutations to 5-FOA resistance, or the rates
pair deletions or deletions of CA from a previ-
ACA hotspot sequence in the URA3 gene. The
of rev3D on mutagenesis suggests that Pol z
ute to topoisomerase 1-dependent mutagen-
om unrepaired ribonucleotides incorporated
n by Pol2-M644G. When the rate of base
t might be explained by misincorporation of
was calculated, no significant difference was
en the pol2-M644G (from Pursell et al., 2007,
data), pol2-644G rnh201D (from Nick McEl-
0a) and pol2-M644G rnh201D rev3D strains
and S6). This supports the notion that the
REV1 in rNMPs bypass is structural rather
deoxycytidyltransferase activity.
tive Cells Exhibit Chronically Activated
f PRR in coping with rNMPs in chromosomal
by analyzing unperturbed mutant cells, which
tivities. FACS analysis of cycling cells suggests
1D cultures contain a higher fraction of S phase
r inactivation of PRR pathways leads to a very
Figures 5A, S3A, and S3B). Indeed, these cells
st coupled to cell lethality, as seen by Phloxine
tant colonies (Figure 5B).
HIS-tagged PCNA from exponentially growing
cells revealed a striking increase in PCNA
ompared to wild-type cells. Figure 5C shows
and polyubiquitylated forms of PCNA are abun-
t cannot remove rNMPs from genomic DNA.
ignificant effect is observed in PCNA sumoyla-
Accordingly, deletion of RAD18, coding for the
esponsible for conjugating ubiquitin to PCNA,
effect when combined with the loss of RNase
1D rad18D cells are exquisitely sensitive to
xhibit cell lethality even in untreated conditions
lts indicate that cells lacking RNase H have
ive PRR, which is crucial to tolerating the pres-
ntaining genomic DNA.
n Insert rNTPs into Genomic DNA
lls the size of cellular dNTP pools is tightly
ltered dNTP levels are responsible for increased
d genome instability (Chabes and Stillman,
he pools of rNTPs are much higher, DNA poly-
selective to correctly polymerize dNTPs during
ion. Recent evidence has shown that during
ication in yeast, DNA polymerases incorporate
mic DNA. The pol2-M644G mutation affecting
f Pol ε increases rNTPs incorporation 10-fold
et al., 2010b). Genomic DNA isolated from
s a high number of alkali-sensitive sites, indi-
e H2 is involved in removing rNMPs from DNA
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RNUnrepaired rNMPs in genomic DNA will impact on cell-cycle
ogression since, at the next round of DNA replication, replica-
e polymerases must duplicate a RNA-containing DNA
plate. It has been shown that replicative polymerases
nnot effectively replicate a template containing rNMPs (Nick
cElhinny et al., 2010a; Watt et al., 2011), and this situation
nerates replication stress, detectable as a higher fraction of
lls in S phase (Nick McElhinny et al., 2010a and Figure S1C).
mbining a deletion inRNH201, coding for the catalytic subunit
RNase H2, with a pol2-M644G mutation, we found that cells
came sensitive to low doses of replication stress inducing
ents (i.e., HU or MMS). These data suggest that the short
A tracts, which cannot be processed in the absence of RNase
, cause replication stress when the cell tries to replicate them.
w levels of HU and MMS increase such stress leading to cell
hality.
Since loss of RNase H2 activity from pol2-M644G mutated
lls does not cause cell lethality per se, additional pathways
pairing rNMPs-containing chromosomes must exist. In this
rk we describe different mechanisms that are involved in
owing cells to cope with the presence of rNMPs in their
nome.
ase H1 Participates in the Removal from the Genome
rNMPs Introduced during DNA Replication
ase H1 has some overlapping substrates with RNase H2 and
the preferential enzyme for processing RNA:DNA hybrids
ere more than four rNMPs are present. Double mutant cells,
mbining rnh1D with the deletion of any of the RNase H2
bunits, exhibit hypersensitivity to low levels of HU or MMS,
ell-cycle delay in G2-M, and activation of the Rad53 check-
int kinase.
Strikingly, deletion of RNH1, the gene coding for RNase H1, is
nthetic lethal when combined with the pol2-M644G mutation
d RNase H2 inactivation (rnh201D), demonstrating that RNase
also plays a crucial role in the repair of rNMPs incorporated
replicative DNA polymerases. Our genetic analysis excludes
ontribution of NER in correcting rNMPs, while aminor involve-
nt of BER in repairing rNMP-containing chromosomes cannot
completely ruled out.
The observation that cells lacking RNaseH activities are sensi-
e to low doses of replication stress-inducing agents may have
nsequences for cancer chemotherapy. In fact, many cancer
lls are characterized by elevated levels of endogenous replica-
n stress (Negrini et al., 2010) and may be thus sensitized to
ibitors of RNase H activity, which could selectively kill cells
periencing replication stress.
Recently, topoisomerase 1 has been reported to be able to
ocess rNMPs-containing DNA and generate ssDNA breaks,
ich can be easily converted to chromosome breaks. We
lieve it unlikely that rnh1D rnh201D lethality in HU is due to
ch chromosome fragmentation, since in our experiments the
h1D rnh201D double mutant and the wild-type strains exhibit
imilar level of phosphorylated histone H2A (Figure S1D), sug-
sting the absence of double-strand breaks. Altogether, these
dings indicate that high levels of unrepaired rNMPs in the
romosome hinder DNA synthesis blocking replication forks,
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onentially growing rnh1D rnh201D cells exhibit
nstitutive mono- and polyubiquitylated PCNA,
ronic PRR activation. Either TLS or template
ed to complete replication over rNMPs. Indeed,
ic effect is observed when both PRR pathways
r when PCNA ubiquitylation is prevented in cells
activities: these cells are exquisitely sensitive to
stress and are also extremely sick in untreated
ating a novel role for PRR in tolerating RNA-
templates (Figure 6).
replicate a chromosome containing rNMPs is
st cells contain three TLS polymerases, Pol h,
(Friedberg et al., 1995). Our data show that, in
a functional template switch pathway, rNMPs-
can only be replicated by the concerted
nd Pol z. The fact that a catalytic rev1 mutant
cuing the phenotype imparted by a rev1Dmuta-
at the role of Rev1 is likely to help Pol z to repli-
ntaining templates. Indeed, untreated rnh1D
cking the template switch pathway and missing
and smaller colonies. A similar synthetic pheno-
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). In conclusion, template switch and Pol z are
replication of endogenous, unrepaired rNMPs
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ay saturate PRR pathways so that cell survival
H1 and RNase H2. The crucial role of Pol z for
-containing chromosomes may be performed
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vitro data confirm the genetic findings and
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bypassing 1 or 4 rNMPs in the DNA template,
cognate, endogenous substrate for this essen-
TLS polymerase.
n-dependent PRR mechanisms are less under-
nd Rad52 are involved in PRR (Gangavarapu
in other recombination events and, in general,
re more recombination defective than rad51D
that deletion of RAD52 is synthetic lethal with
1 and RNase H2, and rad51D has a synthetic
nsitivity, supporting a role for recombination-
in tolerating chromosomal rNMPs. However,
er recombination-dependent processes can
se effects: for example, restart of blocked repli-
proceed through recombination mechanisms
ns, 2006; Petermann et al., 2010). Furthermore,es may have diverse cellular targets in addition
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Figure 4. DNA Polymerase z Efficiently Bypasses rNMPs in the Template Strand
(A) Primer-template sequences. In the 65-mer substrate, ‘‘x’’ is the position of the single rNMP (rG, rC, rA, or rU) and ‘‘g’’ is the position of the 50-rG in the DNA
template. In the 45-mer substrate, the underlined lowercase nucleotides indicate the position and sequence of the rNMPs in 4- and 16-rNMP substrates,
respectively.
(B and C) Phosphorimages of products generated during bypass of a single rNMP (B) and tracts of rNMPs by Pol d and z (C). The template sequence is shown
on the left, the arrow depicts the location of full-length product, and ‘‘r’’ represents the position of the rNMPs in the template. No enzyme was added to the
unextended primer reaction (0 min).
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RNase H and PRR Protect from Chromosomal rNMPsrNTPs incorporated in genomic DNA. Among these are
loops and Okazaki fragments; the accumulation of both these
uctures can have lethal outcomes and is prevented by recom-
ation processes (Huertas and Aguilera, 2003; Ii and Brill,
05).
Given the involvement of RNase H2 in the pathogenesis of
e Aicardi-Goutie`res syndrome, the data reported in this work
y help to understand the mechanisms underlying the disease.
alterations ma
observed in di
mutations.
EXPERIMENTA
Yeast Strains
Strains are deriva
were generated
ure 5. In the Absence of RNase H, the PRR Pathway Is Constitutively Activated and
e role of PRRwas assessed in unperturbed rnh1D rnh201D cultures. Exponentially growing cells la
, to monitor cell cycle distribution, and by Phloxine B staining (B), to evaluate cell lethality. PCNA
d-type cells or from cells lacking RNase H activity. PCNA levels were estimated by western blott
stern blotting with anti-ubiquitin Ab (C), and PCNA sumoylation was monitored by western blote reported synthetic effects between RNase H mutations,
ucers of replication stress, and postreplication repair alter-
ons, may facilitate the identification of modifier genes, whose
YFL1449 and YFL13
pol2-M644G (Nick
2009) with SY2080.
Relative bypass efficiencies for Pols d and z. Images of reaction products shown in (B) and (C) were q
described (Stone et al., 2009). The values for Pol dwith the 65-mer substrates in the absence of PCN
own here for comparison. The asterisks indicate the relative bypass values for Pol d for reaction m
Mutation rates for the pol2-M644G rnh201D and pol2-M644G rnh201D rev3D strains. The total m
scribed in Experimental Procedures. The 95% confidence intervals for the pol2-M644G rnh201D an
to 140, respectively. For the pol2-M644G rnh201D strain, the rates for total 2–5 base pair deletions
rk et al. (2011). For the pol2-M644G rnh201D rev3D strain, rates for short deletions were calculated
istant clones. Of these, 136 harbored 2–5 base pair deletions, 88 of which were CA deletions at the
Figure S6).
Molecular Cell 45, 9be responsible for the phenotypic variability
rent AGS patients carrying identical RNase H2
ROCEDURES
es of W303, unless otherwise indicated in Table S1, and
y standard genetic procedures (Adams et al., 1998).
romotes Cell Survival in an Unperturbed Cell Cycle
ing RNase H and defective in PRRwere analyzed by FACS
s affinity purified from exponentially growing unperturbed
g with anti-HIS Ab. PCNA ubiquitylation was monitored by
g with anti-SUMO Ab (D).76 were obtained by crossing and backcrossing five times
McElhinny et al., 2010a) or HISPCNA (Ulrich and Davies,
uantified, and relative bypass efficiencies were calculated
A have been reported previously (Watt et al., 2011) and are
ixtures containing 200 nM PCNA.
utation rates for resistance to 5-FOA were determined as
d pol2-M644G rnh201D rev3D strains were 110 to 200 and
and for CA deletions at position 216–219 in URA3 are from
after sequencing the ura3 gene in 163 independent 5-FOA
CACA hotspot at position 216–219 inURA3 (see spectrum
9–110, January 13, 2012 ª2012 Elsevier Inc. 107
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108CS Analysis
ls were fixed in 70% ethanol and treated with RNase A and proteinase K.
A was stained with Sytox Green and cell-cycle distribution was estimated
cytofluorimetric analysis with a FACScan.
S-PAGE and Western Blotting
monitor protein levels and phosphorylation, TCA protein extracts were
pared and analyzed by SDS-PAGE (Sabbioneda et al., 2007); western blots
e performed with anti-Rad53, anti-H2A, and anti-gH2AX antibodies.
o study PCNA posttranslational modifications, HIS-tagged PCNA was
led down from denaturing extracts as described (Ulrich and Davies,
9), separated on 10% SDS-Urea-PAGE, and transferred to nitrocellulose
mbranes. PCNA ubiquitylation and sumoylation were analyzed by western
tting with anti-ubiquitin and anti-SUMO antibodies.
sitivity Assay
assess cell survival in HU andMMS, overnight yeast cultures were diluted to
106 cfu/ml, and 10-fold serial dilutions were spotted on plates containing
or MMS at the indicated concentrations. Images were captured after
cells were arreste
100 cfu were dist
25 mM HU). After
were repeated thr
with respect to th
error bars.
Cell Lethality As
Overnight yeast c
YPD containing 2
captured after 3 d
Microcolony Ass
Yeast cells were
in G1 with a-fact
containing 25 mM
ulator. Plates we
after 22 hr; thirty
experiment was
licative polymerases cannot efficiently elongate the nascent strand opposite rNMPs in the templa
lesions leaves incomplete replication products for postreplication repair (D). PCNA is ubiquitylate
ol z-dependent translesion synthesis (F) allow bypass of rNMPs and completion of replication (
ality (H).ays’ incubation at 28C. To obtain quantitative data, exponentially growing shown.
Molecular Cell 45, 99–110, January 13, 2012 ª2012 Elsevier Inc.in G1 with 6 mg/ml a-factor. Cultures were diluted and
uted on each of three independent YPD plates (mock or
ays’ incubation colonies were counted. The experiments
times. The graphs show the percentage of surviving cells
mock sample. Standard deviations were used to obtain
y
ures were diluted as above, and 100 cfu were plated on
g/l Phloxine B, with or without 25 mM HU. Images were
s’ incubation at 28C.
ys
wn to a concentration of 5 3 106 cells/ml and arrested
(6 mg/ml). Diluted samples were spread on YPD plates
U, and single cells were separated using a micromanip-
then incubated at 28C and photographs were taken
dividual cells were followed for each experiment. The
peated four times, and a representative example is
strand (black line). Replication fork restart downstream of
Either MMS2-dependent template switchmechanisms (E)
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ast cultures were grown to a concentration of 53 106 cells/ml and arrested
G1 with a-factor (6 mg/ml). Cells were released in YPD supplemented with
mM HU or 0.04% MMS or mock. Ninety minutes after, the release a-factor
mg/ml) was added back to the culture to avoid re-entry in S phase, allowing
analysis of a complete single cell cycle. Samples were collected for SDS-
GE and FACS analysis and processed as described above. Growth curves
re obtained by measuring cell concentration microscopically and normal-
g each read to the initial concentration. Generation time was calculated
interpolating the growth curves.
MP Bypass, Mutation Rates, and Spectra
erevisiae two-subunit wild-type Pol z (Rev3 –Rev7) and three-subunit Pol
ere expressed in yeast and purified as previously described (Burgers and
rik, 1998; Garg et al., 2005). Oligonucleotide primer templates were
pared as described (Nick McElhinny et al., 2010b). The polymerase was
ded to initiate the reaction and aliquots were removed at 2, 4, 6, and
min. The DNA products were separated by electrophoresis through
8% denaturing polyacrylamide gel containing 25% formamide for the
-mer and 12% denaturing polyacrylamide gel for the 45-mer substrates. A
osphorImager was used to visualize and quantify the DNA products. The
ciency of insertion opposite individual template positions and the bypass
bability were calculated as previously described (Kokoska et al., 2003;
ne et al., 2009; Watt et al., 2011). Mutation rates and spectra were deter-
ned as described (Nick McElhinny et al., 2010a); in the relevant strains,
URA3 reporter was inserted at theAGP1 locus in orientation 2 as previously
scribed (Nick McElhinny et al., 2010a).
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Published paper II 
 
Crosstalk among UV-induced DNA damage checkpoint, 
NER and PRR. 
In a study started before my entry in the Lab and published during my 
PhD, it was highlighted the crosstalk between PRR and DNA damage 
checkpoint. Indeed, it was published that in the absence of all the TLS 
DNA polymerases, UV irradiated G1-arrested yeast cells are unable to 
recover from DNA damage checkpoint activation (Giannattasio et al 
2010). Moreover, my investigation of PCNA ubiquitylation after UV 
irradiation uncovered a still unknown crosstalk between NER and PRR. 
So, I was involved in writing a review to summarize our present 
knowledge of the crosstalk among NER, DNA damage checkpoint and 
PRR, after UV DNA damage. It was hypothesized an intriguing scenario. 
Briefly, in response to UV irradiation, G1 or G2-arrested cells require 
NER to produce ssDNA gaps and activate DNA damage checkpoint. 
Moreover, it is possible that UV-induces lesion particular situations 
strongly affect DNA repair synthesis in particular sequence context. This 
is likely to correlate with the presence of closely opposing lesions (two 
lesions near to each other on t wo opposite strands). The first lesion is 
processed by NER but the presence of the second lesions causes the 
stalling of repair synthesis, the recruitment of the Exo1 nuclease that, by 
enlarging the gap, causes to the production of long ssDNA regions 
leading to the activation of the DNA damage checkpoint. Recovery from 
these situations requires the action of PRR: PCNA ubiquitylation and 
TLS DNA polymerases activities. In the case of S phase cells, the 
Published Paper II 
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situation is more complex. Indeed, it has been found that DNA replication 
could be uncoupled from S phase and DNA damage bypass (Daigaku et 
al., 2010; Karras and Jentsch, 2010; Diamant et al., 2011). Briefly, cells 
containing UV induced lesion can conclude S phase and arrest in G2 with 
a gapped genome. If the PRR is artificially re-activated, these gaps can be 
re-filled in this phase of the cell cycle. However, no data are yet available 
in budding yeast on ho w NER may affect S phase progression of UV 
irradiated cells. I observed a strong delay in cell cycle progression of UV 
irradiated NER-deficient cells synchronized in S phase (see part III: 
additional file 13). 
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Cells  respond to genotoxic insults  by triggering a DNA damage checkpoint surveillance mechanism and
by  activating repair  pathways. Recent ﬁndings indicate that the two processes  are  more related than
originally  thought. Here we discuss  the mechanisms involved  in  responding  to  UV-induced  lesions in
different  phases of the  cell cycle and summarize  the most recent data in a model where Nucleotide
Excision  Repair (NER)  and exonucleolytic  activities act in sequence leading to  checkpoint  activation in
non  replicating  cells.  The critical  trigger is likely represented  by problematic intermediates  that cannot  be
completely  or  efﬁciently  repaired by NER. In S phase cells,  on  the other hand,  the replicative polymerases,
blocked  by bulky UV  lesions, re-initiate DNA synthesis  downstream of the lesions,  leaving behind a ssDNA
tract.  If these gaps are not rapidly reﬁlled,  checkpoint  kinases will be activated.
© 2011 Elsevier B.V. All rights reserved.
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troduction
ellular DNA is constantly threatened by genotoxic events aris-
om cellular metabolisms (e.g., free oxygen radicals, replication
s) and induced by environmental factors (e.g., ionizing and
replication, transcription with DNA repair and apoptosis. Check-
point activation temporarily halts or delays cell cycle progression,
possibly providing the cell with enough time to remove DNA
lesions before these are converted in secondary and more dan-
gerous lesions (e.g., replication through a single strand gap woulddiations, chemicals). To prevent the effect of endogenous and
enous mutagenic agents and to maintain genome integrity,
 have evolved a complex response to DNA damage (DDR),
h includes repair mechanisms and regulatory circuits. A key
in this response is played by signaling pathways that we  will
 to as DNA damage checkpoints, surveillance mechanisms
nsible for the coordination of cell cycle progression, DNA
rresponding author. Tel.: +39 0250315034; fax: +39 0250315044.
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2. DNA damage c
The  importanc
tenance of genom
many syndromes l
increased cancer 
7864/$ – see front matter ©  2011 Elsevier B.V. All rights reserved.
.1016/j.dnarep.2011.04.030trand break). The checkpoints also actively stim-
ocesses [1–9] and, in higher eukaryotes, trigger
nse, if damage cannot be dealt with successfullyheckpoint
e of the DNA damage checkpoint in the main-
ic stability is underlined by the existence of
inked to mutations in checkpoint genes, causing
proneness or other clinical symptoms, espe-
752 D. Novarina et al. / DNA Repair 10 (2011) 751– 759
Table 1
Checkpoint functions are evolutionarily conserved. The table shows the correspon-
dence between various checkpoint factors in different organisms. The upstream
factors  are in blue, mediators are in pink and downstream effectors are in green.
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. 1).y neurological defects [13,14]; it is thus not surprising that
e pathways are extremely conserved throughout evolution
le 1).
he  DNA damage checkpoint response consists of a signal trans-
ion cascade mainly based on phosphorylation events; the
hanistic details of the pathway have been recently discussed
where [15,16], and will be just brieﬂy summarized here to give
hematic picture to the reader. The ﬁrst signaling event is car-
 out by the apical checkpoint kinases and is triggered after DNA
age detection. Two complexes are independently recruited
e lesion sites [17]: the human ATR/ATRIP or Saccharomyces
visiae Mec1/Ddc2 complex, and the 9-1-1 checkpoint clamp
plex, composed of Rad9-Rad1-Hus1 in human or their ortho-
e subunits Rad17-Mec3-Ddc1 in yeast. The co-localization of
e complexes is sufﬁcient to trigger at least a partial check-
t signaling even in the absence of actual DNA damage [18].
. cerevisiae the Mec1 apical kinase can be activated both by
Ddc1 subunit of the checkpoint clamp and by the adaptor
ein Dpb11 which is recruited at the lesion through interac-
 with Ddc1 [19–23]. In human cells, the 9-1-1 complex is not
 to directly activate ATR, but it is needed to recruit TopBP1
 Dpb11 orthologue) which, in turn, stimulates ATR activity
. The apical kinases phosphorylate checkpoint mediators or
tors, which are held close to the lesion by the interaction
 post-translationally modiﬁed histone residues and with other
kpoint factors [25]. The mediators amplify the signaling cas-
 providing a platform to recruit effector kinases close to the
al kinases, and facilitating their activation. In budding yeast,
1 activates both Rad53 and Chk1 [26], while in human cells
2 is activated by ATM and Chk1 by ATR [27]. The prototype
heckpoint mediators is S. cerevisiae Rad9, which, once phos-
rylated by the apical kinase, recruits Rad53 at the damage
allowing its phosphorylation by Mec1. Oligomerization of
 seems to be critical to provide a scaffold for Rad53 bind-
leading to a local increase in Rad53 molecules and stimulating
uto-phosphorylation; this event is responsible for full Rad53
ation [28,29]. Chk1 activation also requires Rad9, but the
hanism through which this mediator facilitates Chk1 phospho-
tion by Mec1 is still poorly understood [30]. In human cells,
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er 1 early-onset) – all characterized by the presence of tan-
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eins are involved in checkpoint signal transduction and each
3.  Nucleotide ex
UV-induced DN
efﬁciently identiﬁ
The lesion recogno carry out, separately and sometimes redun-
d9 functions, they may  be all considered as Rad9
 Finally, effector kinases are responsible for the
f a great number of targets, including cell cycle
 and key proteins important for replication and
t response can act in at least three different phases
in G1, to prevent chromosomes with problem-
 entering S phase, in S phase to control their
 G2 (or M in some organisms) to avoid loss of
on due to mitotic segregation of severely dam-
s. The general scheme of the checkpoint cascade
ee cases, but signiﬁcant differences can be found,
 nature of the DNA lesion and on the cell cycle
e damage is detected [13,34–36]. Furthermore, in
o  apical kinases seem to be partly specialized in
ifferent classes of DNA damaging agents. In fact,
giectasia Mutated) is activated by double-strand
sed, for example, by ionizing radiation (IR), while
3-Related) is activated by ssDNA coated with the
ic complex and mainly triggers checkpoint acti-
adiation or replication-stress. This specialization
able to the different networks of physical inter-
 kinases participate to, and that are responsible
ent at the sites of lesion [37–40]. The situation is
cated by the ﬁnding that ATR can be also recruited
inding depends upon ATM [41,42]. This separa-
t found in budding yeast, where Mec1 (the ATR
e main player of checkpoint activation after all
s, while Tel1 (the ATM homologue) is especially
re maintenance. The redundant role of Tel1 in the
kpoint is uncovered only in the absence of Mec1
we will focus our attention on UV-induced lesions
ss the reciprocal interactions between NER, post
(PRR), and the checkpoint pathway. In particular,
w NER plays a role in the activation of the check-
ter UV treatment, and how checkpoint kinases
ulating the actual repair events.
ety of DNA lesions the cell has to deal with, it
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uited to a common DNA intermediate, which was
long regions of ssDNA covered by RPA [44]. While
directly bind RPA-covered ssDNA [44], loading
plex requires the activity of an RFC-like com-
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n is not required when a DSB is repaired through
s End Joining (NHEJ) process [47]. For a long time,
w UV irradiation, which causes bulky lesions on
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ese cells to properly control G1 and G2/M transitions after UV,
r genomic instability and the proneness of XP and CS patients
evelop tumors [56]. In budding yeast, the analysis of mutants
iﬁcally defective in the TC-NER or in the GG-NER branches
ER, revealed that activity of either one of the sub-pathways
 sufﬁcient to trigger a checkpoint response [55]. Interestingly,
ough UV-induced photoproducts and DSBs are processed by
rent DNA repair pathways and trigger signaling responses
rolled by distinct apical kinases (see above) they eventually
rate the same epigenetic mark involving H2A ubiquitination
.
he model suggesting that gapped NER intermediates are
onsible for checkpoint activation in UV-irradiated cells poses a
problems: (a) the gaps are very short (∼30 nt); (b) repair syn-
is is very rapid, so the gaps are virtually absent; (c) it is not
r what would be the advantage of activating the checkpoint
arresting cell cycle progression, once the damage is practically
ired.
ecent work shed light on these problems, showing that nor-
NER-intermediates are not directly responsible for activating
kpoint kinases. In order to achieve a full and prompt check-
t activity after UV irradiation in non cycling yeast cells, NER is
ssary but not sufﬁcient: in fact, the nuclease activity of Exo1
so required [60,61]. Exo1 belongs to the Rad2 family of nucle-
 and has multiple cellular roles (see [62] for a review). This
k shows that UV irradiation causes the accumulation, in yeast
mosomes, of long ssDNA regions that are dependent upon
 and Exo1 and correlate with Mec1 kinase activation. Prevent-
completion of repair synthesis by genetic or chemical means
ngly increases accumulation of ssDNA and checkpoint acti-
n, in agreement with a previous report [63]. The frequency
ese large ssDNA gaps is much lower than the expected fre-
cy of UV damages, suggesting that only a minor fraction
sions undergo Exo1-dependent processing. Intriguingly, this
hanism is conserved also in human cells (Sertic et al., in prepa-
n). These results suggest that the ∼30 nt long ssDNA gaps
uced by NER can be reﬁlled by DNA polymerases or extended
xo1; given that polymerases reﬁll a DNA gap at a rate of about
 nt/min and Exo1 excises DNA at 160 nt/min, most UV lesions
normally rapidly repaired by NER. This is consistent with the
rvation that very low UV doses do not seem to activate the
heckpoint [61,64,65]; if NER can rapidly and effectively deal
 a low number of lesions, there would be no point in trigger-
a checkpoint response. If for any reason the repair synthesis
 is perturbed, Exo1 may  have a kinetic opportunity to pro-
 the NER gap, generating a long ssDNA region, which recruits
kpoint factors and triggers the signaling cascade (Fig. 2). This
tion may  arise, for example, at higher UV doses, in case repair
hesis factors become limiting or if the reﬁlling polymerase
unters an insurmountable block. In these conditions, repair
 not be completed and the extension of the ssDNA region
 meet two purposes: activating the checkpoint response and
neling the problematic lesion to a different repair pathway
, recombination) [66–68].
nterestingly,  translesion DNA polymerase activities (TLS) seem
unteract the generation of the UV-induced checkpoint signal
69]. Moreover, an unexpected role for TLS polymerases in NER
 described in human cells, where DNA polymerase  was found
e responsible for approximately 30% of the unscheduled DNA
hesis detected in UV-irradiated cells [70,71]. The actual role of
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presence of a lesion in the template strand that may  interfere
 the reﬁlling step of NER, as previously suggested in bacteria
.
point itself.
In  a wild type
showed that afte
cells do not delay 
S phase; for this r
checkpoint [64]. ing lesions
 that Exo1-depedent processing may  be facili-
rase blocking lesion in the template is intriguing.
re this might happen is when two  UV lesions, one
nd, are generated in a limited region; this con-
n deﬁned “closely opposing UV lesions” [73–75].
tions would predict that the frequency of closely
increases with the square of the UV dose and
erating such situation in a yeast chromosome
 very low. On the other hand, UV lesion for-
ng sequence bias, and actual measurements on
roved that approximately 1% of all UV-induced
ured as closely opposing lesions [76–78]. When
wo closely spaced lesions, one on each strand,
 arises. NER can only process one damage at a
lesion needs to be in a double-stranded conﬁg-
ion and removal of the ﬁrst UV-induced dimer
ling polymerase a gap containing a lesion in the
NA polymerase  or  , which normally take care
s, cannot replicate past the template lesion and
mbling a blocked replication fork. During S phase,
uld be bypassed via Post Replication Repair (PRR),
 polymerases and/or template switching mecha-
ly, it was recently shown that DNA polymerase 
es to NER repair synthesis in human cells [70,71]
TLS activity greatly potentiates the checkpoint
radiation in yeast G1 cells [61], suggesting that
V lesions may  indeed be at least partly respon-
int activation. These particular lesions may  also
lain the observation that both in wild-type yeast
 most of the UV-induced mutagenesis depends
l NER and takes place in G1 cells, while in the
e mutagenesis is S-phase speciﬁc [80,81]. More-
S in G1-irradiated cells is also supported by the
nchronized cultures of yeast mutants lacking TLS
ore sensitive to UV light than asynchronous cul-
s not the case for strains that are TLS proﬁcient
 damaged DNA
above, in NER deﬁcient cells, the lack of lesion
to the failure to activate the G1 DNA damage
ponse to UV irradiation allows a large amount
o go into S phase. Here, there is no need for
to generate the checkpoint activating structures
ns are generated by the stalling of replication
erase blocking lesions. Blocked polymerase can
and PCNA behind and re-initiate downstream
a re-priming mechanism, generating numerous
d the forks, which are likely responsible for the
of Mec1 during S phase in UV-irradiated cells
stently, even at low UV doses (5 J/m2), NER deﬁ-
hibit a strong cell cycle arrest at the beginning of
ec1 DNA damage checkpoint activation [58]. An
 leads to Rev1 phosphorylation [86,87], possibly
tivity and progressively reducing the amount of
A, thus promoting the switch off of the check- background, elegant time lapse experiments
r an acute low dose of UVC light (5 J/m2) yeast
cell cycle progression until they proceed through
eason this response was called post-replication
With low levels of UV-induced lesions the NER
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rigger a checkpoint response; this response may  be detected
te S phase, when most replicons have completed duplica-
and the left-over ssDNA gaps need to be reﬁlled (Fig. 2).
portant point in this regard was made by irradiating bud-
 yeast cells with very low (0.18 J m−2 min−1) chronic UV dose
V): the only pathway necessary and sufﬁcient to ensure cell
val was found to be the RAD5-dependent branch of PRR [65].
ed, NER deﬁcient cells (rad14) and DNA damage check-
t deﬁcient cells (mec1) are not particularly sensitive to the
 treatment, contrary to the rad18 and rad5 cells, deﬁ-
 in PRR [65], which irreversibly activate Mec1 DNA damage
kpoint and die in the G2 phase. In fact, S phase can be com-
d in the absence of PRR, but the gapped replicated DNA
s to be reﬁlled by PRR in G2 in order to warrant cell survival
7].
 mammalian cells the situation is more complex, because NER
also in S phase, where GG-NER is enhanced [88] and is stimu-
 by active ATR [89,90]. Indeed, ATR-deﬁcient Seckel syndrome
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blocked by the bulky lesion and will reinitiate DNA synthesis
on repair and trigger a post-replication checkpoint.
f checkpoint factors by NER
ears evidence has emerged that the role of NER in
ion is not limited to the generation of the ssDNA
ion, NER proteins seem to be involved in directly
int factors to the proximity of DNA lesions.
 a physical interaction was identiﬁed between
Ddc1 and Mec3, two  subunits of the 9-1-1
ex. Although the physiological relevance of this
t been directly investigated further, association
o UV-damaged chromosomes is lost in a rad14
hat the 9-1-1 complex may  be initially recruited
 lesions by directly interacting with the key NER
rvations indicate that this mechanism is most
in higher eukaryotes. In human G1 cells the
 9-1-1 complex onto damaged DNA is dependent
roteins [92]; analogously, Cep164, a checkpoint
n the ATR signaling pathway required for Chk1
fter UV damage, was  shown to be recruited
NER-dependent manner, through UV-induced
n with XPA [93]. In addition, a role for NER in
ATM after cisplatin treatment was discovered.
ion experiments revealed a physical interaction
 NER factors and this association is required for
o DNA [94] (Fig. 3).
 notion that processing of lesions by repair
re-requisite for checkpoint activation outside of
bservation that checkpoint factors interact with
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nterestingly, a NER-independent mechanism for activating
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ient yeast cells are blocked in the G1 phase of the cell cycle,
irradiated and held in non dividing conditions indeﬁnitely,
layed activation of the Mec1-dependent pathway has been
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ER modulation by checkpoint proteins
he interplay between NER and the DNA damage checkpoint is
 more complex; in fact, while NER is involved in checkpoint
ation, the checkpoint pathway actively stimulates NER by
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ad some problem; the cell can thus deploy a set of measures
tempt to solve the problems and avoid further complications.
e data obtained with low acute UV doses suggest that if the
ns are not frequent enough to interfere with G1 or G2 pro-
s, the cell has no way (or need) to acknowledge their presence
activate the checkpoint. Indeed, NER can easily keep these
ns under control. When these damage-containing chromo-
s are replicated, though, the DNA polymerases scanning the
me will eventually detect them, and re-initiate DNA synthesis
er downstream leaving behind ssDNA gaps. Since the region
ng a polymerase-blocking lesion can be almost completely
cated by an incoming fork starting from an adjacent origin,
w levels of lesions the gaps will accumulate and activate the
kpoint kinases toward the end of S phase. This event has a clear
ance since checkpoint mutants will die in this situation, and
after checkpoint activation the gaps are reﬁlled by PRR and the
ns are actually removed from the chromosomes [61]. It has to
oted that a checkpoint response can be triggered in G1 cells,
 at these low UV doses, if something interferes with comple-
of NER. Indeed, alterations in the reﬁlling step of repair will
tize G1 cells more than S phase cells [58].
t higher UV doses (>20 J/m2), cells promptly respond also in
replicating conditions, consistently with the increased prob-
y of repair problems arising. Repair DNA synthesis, in these
tions, could be affected by the low level of dNTPs, by the for-
on of closely opposing lesions, by limiting level of particular
rs in saturating conditions and by the higher possibility that
ns are generated in “difﬁcult to repair” chromosomal loca-
. If the reﬁlling reaction is problematic, nucleases like Exo1
 a greater chance to process the NER intermediates and elicit
ckpoint response [58].
hat is surprising is what happens with chronic low UV doses
V), which are supposed to best mimic  sunlight exposure.
riments performed in yeast cells have suggested that in CLUV
itions no checkpoint is activated, not even during S phase;
ed, checkpoint deﬁcient strains do not exhibit sensitivity to
 treatment [62]. Even more surprisingly, NER is not important
ese conditions, since NER-deﬁcient cells are also not sensitive
UV. The possibility to extend these ﬁndings beyond yeast cells
ins to be determined, indeed they seem to contrast with the
tion observed in XP patients, who are deﬁcient in NER and
ly hypersensitive to sunlight. In the future the actual events
ening with sunlight exposure will need to be investigated.
ER is the most versatile repair system and eliminates a wide
rtoire of DNA lesions, among which are UV-induced CPD and
P, that represent the main determinants in solar mutagenesis
kin cancer [105,106]. The importance of the ﬁndings summa-
 here may  thus expand further than the problems related to
sure to UV light.
 is expected that genome-wide analysis of protein–protein
action networks provided by high throughput screenings will
ressively increase the number of known physical interactions
een checkpoint proteins and repair factors, thus strengthen-
nd expanding the model describing the functional connections
een these two key genome stability pathways.
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A Systems Biology approach to describe the DDR 
Since the major aim of my PhD thesis was to design a computational 
biology approach for PRR, I was involved in writing a short assay that 
will be published in the Encyclopedia of Systems Biology in 2013, b y 
Springer-Verlag Pub. In this assay, we summarize the key concepts of 
intrinsic and extrinsic cell cycle checkpoints. This knowledge is important 
to design future investigations also in my lab to challenge the 
understanding of the DNA damage checkpoint through a Systems Biology 
approach. The rationale of the whole Encyclopedia is that Systems 
Biology approaches are going to contaminate any field of Life Sciences in 
a near future. 
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Cell Cycle Checkpoints
Synonyms
Adaptation; Cell cycle; DNA damage checkpoint; Recovery; Spindle checkpoint.
Definition
In this entry we describe the molecular mechanisms of the cell cycle checkpoints. We focused our attention on the DNA
 checkpoint and on the spindle assembly and spindle positioning checkpoints, controlling damage chromosome
 in mitosis.segregation
Intrinsic and Extrinsic Cell Cycle Checkpoints
The checkpoints are evolutionarily conserved surveillance mechanisms controlling the order and timing of cell cycle
transitions. They are organized as signal transduction cascades blocking or slowing down cell cycle progression at
specific stages. Checkpoints are triggered by sensor proteins detecting, directly or indirectly, cell cycle perturbations and
transmitting the signal, through the action of protein kinases, to effector proteins that stop cell cycle progression until the
signal activating the checkpoint has been turned off. These mechanisms have been highly conserved during evolution,
and checkpoint defects result in , which is frequently associated to tumor development. The checkpointgenome instability
controls are elicited through molecular events regulating their activation, maintenance, and inactivation resulting,
respectively, in , maintenance of the arrest for a certain time and recovery of cell cycle progression.cell cycle arrest
These surveillance mechanisms can be divided into intrinsic regulatory pathways, ensuring the orderly progression of cell
cycle events under physiological conditions, and extrinsic pathways that are activated in response to specific clues, such
as damage to  or cellular structures. The intrinsic checkpoints act by controlling the activity of cell cycle dependentDNA
kinases (CDKs) mainly at the G1/S boundary and at the  to  transition in mitosis; such mechanismsmetaphase anaphase
are described in other entries of the encyclopedia.
DNA Damage Checkpoints
The DNA damage checkpoint is required for the efficient response to genotoxic stress. The checkpoint is activated when
lesions in the DNA are detected and the mechanisms involved differ slightly at various cell cycle phases. DNA damage
during the  activates the G1/S checkpoint preventing entry into S phase. The presence of DNA lesions whileG1 phase
cells replicate their genome slows down the kinetics of  (intra-S checkpoint), and if the chromosomes areDNA replication
damaged in G2, the activation of the  avoids chromosome segregation before repair.G2/M checkpoint
Precise and complete DNA replication in every cell cycle and  lesions are critical for the maintenance of repair of DNA
; failures in these processes reduce cell survival and lead to . Cell cycle arrest is notgenetic stability cancer susceptibility
the only final outcome of the ; indeed, it has been demonstrated that checkpointDNA damage checkpoint response
activation regulates the choice of recombination pathways, influences transcription of  genes, stabilizes stalledDNA repair
replication forks and, in multicellular eukaryotes, it may promote apoptosis when the damage is irreparable.
MEC1/ATR DNA Damage Checkpoint Signaling
In , the two main players of the DNA damage checkpoint activated in response to many DNASaccharomyces cerevisiae
helix-distorting lesions are two kinases encoded by the  and  genes. They are the  of  and MEC1 RAD53 orthologues ATR
 in human cells (Table 1).CHK2
Table 1 Major orthologous checkpoint proteins in  and mammalian cellsbudding yeast
S.cerevisiae Mammal Function
RFA 1, 2, 3 RPA 1, 2, 3 ssDNA binding protein
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MEC1/DDC2 ATR/ATRIP Sensor (  kinase)PI3K
TEL1 ATM Sensor (PI3K kinase)
DDC1-RAD17-MEC3 RAD9-RAD1-HUS1 Sensor (9-1-1 PCNA-like clamp)
DPB11 TOPBP1 Relevant for MEC1/ATR activation
RAD9 BRCA1/53BP1 Adaptor
MRE11-RAD50-XRS2 (MRX) MRE11-RAD50-NBS1 (MRN) Lesion processing
SAE2 CtIP Lesion processing
SGS1 BLM, WRN Lesion processing
EXO1 hEXO1 Lesion processing
CHK1 CHK1 Effector kinase (S/T kinase)
RAD53 CHK2 Effector kinase(S/T kinase)
In budding yeast, MEC1 acts as the apical kinase in the checkpoint cascade and likely senses abnormal amounts of
single-stranded (ss) DNA stretches covered by the replication protein A (RPA), which are generated by processing of
various DNA lesions (Fig. 1).
Fig. 1  checkpoint activationDNA damage
RPA-coated ssDNA is thought to recruit the apical checkpoint kinase (MEC1-DDC2 or TEL1, in budding yeast;
ATR-ATRIP or  in mammalian cells), and the 9-1-1 complex (RAD17-MEC3-DDC1 in budding yeast) triggering the ATM
 (Zou and Elledge ). As a consequence of this activation, MEC1 phosphorylates, directlysignal transduction cascade 2003
or indirectly, a number of factors (e.g. DDC2, H2A, DDC1, RAD9, DPB11/TOPB1, RAD53/CHK2, , etc.) and theseCHK1
subsequent phosphorylation events are used to follow the signal through the cascade (Fig. 1). Activated RAD53/CHK2
amplifies the signal through  events and inhibits the cell cycle machinery by phosphorylating variousautophosphorylation
targets, leading to  (Harrison and Haber ). RAD53/CHK2 and CHK1 activation influence various cell cycle arrest 2006 DNA
metabolic pathways, like homologous recombination, origin firing during S phase,  activity, and gene expression.nuclease
Another essential player of checkpoint activation is represented by the 9-1-1 complex. This heterotrimeric complex show
limited sequence homology to the  homotrimeric clamp and it is therefore often referred to as the checkpoint clampPCNA
(Table 1 and Fig. 1). The 9-1-1 complex is loaded onto DNA by a checkpoint clamp , a form of replication factor-C loader
, in which the RFC1 subunit is substituted by RAD24 ( ) or RAD17 (mammalian cells) (Majka and(RFC) S. cerevisiae
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Burgers ). The 9-1-1 clamp promotes checkpoint activation  by influencing MEC1/ATR recruitment and its2003 in vivo
substrate specificity; the 9-1-1 clamp has a role in modulating chromatin binding of RAD9/53BP1 and subsequent
RAD53/CHK2 phosphorylation events.
Checkpoint Signaling in Response to Double Strand Breaks (DSBs)
When the DNA integrity is challenged by discontinuities in the helix backbone, as those generated by double strand
breaks, the checkpoint human kinase ATM is loaded near the DSBs and, together with ATR, activate the checkpoint
response. ATM activation requires the presence of the , which has   capacity and possessesMRN complex a DNA tethering
both  and exo-nucleolytic activities. Although the nuclease activity of the MRX/MRN complex is not critical forendo-
checkpoint activation, the presence of a physically assembled complex and the action of other  and nucleases helicases
(such as EXO1 and SGS1) are important.
In  TEL1, the ATM , participates only marginally in the checkpoint response induced by a single S. cerevisiae orthologue
, but its role becomes relevant in the presence of multiple DSBs and/or when the initiation of DSB ends processing isDSB
defective. In this organism, a single irreparable DSB triggers the  pathway, which is activated by extensiveMEC1
resection of the DSB DNA ends (Lazzaro et al. ). If the break is not rapidly repaired,  activities produce2009 nucleolytic
long  regions that, via the ssDNA binding protein , recruit MEC1 activating the checkpoint cascade (Fig. 1).ssDNA RPA
Chromatin Remodeling and Checkpoint Maintenance
Chromatin modifications contribute to checkpoint function. In fact,  are also modified in response to histone proteins DNA
. In , the Ser129 residue of H2A is phosphorylated in a MEC1-dependent manner in response to adamage S. cerevisiae
variety of genotoxic treatments and the modified γH2A molecules localize near a DSB (van Attikum and Gasser );2009
the same modification occurs on the Ser139 conserved residue of the mammalian H2AX histone variant. It is assumed
that RPA-coated ssDNA is required to activate the checkpoint, but the MEC1/ATR and TEL1/ATM-dependent
phosphorylation of the H2A/H2AX histones (Fig. 1) is relevant for checkpoint maintenance, since in its absence the
checkpoint signal is turned off prematurely. In yeast, one of the major roles of H2A phosphorylation is the recruitment of 
 complexes near the  lesions. Another  important for the activation of thechromatin remodeling DNA histone modification
DNA damage checkpoint is methylation of Lys79 of histone H3 (H3-Lys79Me) by the specific methyl transferase DOT1. In
fact, the main mediator proteins in the checkpoint cascade (RAD9 in  and 53BP1 in mammals) can beS. cerevisiae
recruited near a chromatin damaged site through two parallel pathways. The first one is dependent upon H3-Lys79
methylation, while the second pathway acts through the function of the DPB11/TOPB1 adaptor proteins (Fig. 1).
Turning Off the DNA Damage Checkpoint Signal
In cells with repairable DNA damage, the checkpoint arrest is maintained until repair is completed. Then, cells can
resume the cell cycle turning off the checkpoint signal in a process known as recovery. Instead, if an irreparable lesion is
present, cells eventually override the  in a process called adaptation. In mammals, it has been proposedcell cycle arrest
that adaptation to damage is linked to  and, likely, this event is normally prevented by inducing thecancerogenesis
apoptotic pathway. Inactivation of the  kinase is required to recover from checkpoint-mediated cell cycle arrest in RAD53
 Various , including PTC2, PTC3, PPH3, and GLC7, have been found to be importantS. cerevisiae. protein phosphatases
for checkpoint inactivation. Interestingly, their relative contribution to the recovery process seems to be influenced by the
type of genotoxic stress causing checkpoint activation (DSBs, alkylating agents, hydroxyurea). The same phosphatases
act on phosphorylated γH2A and, not surprisingly, homologous phosphatases influence checkpoint inactivation also in
human cells.
While it was somehow expected that reversal of checkpoint signaling would involve the action of phosphatases acting on
the master effector kinases of the cascade, it was interesting to learn that POLO-like kinases (such as PLK1 and )CDC5
also play an important role in switching off the checkpoint. It is likely that recovery and adaptation, being two sides of the
same coin, are going to share common players and mechanisms. However, genetic screenings in  revealedbudding yeast
that some mutations allow to distinguish between the two processes. For example, the  allele and deletions ofcdc5-ad
certain recombination genes (such as  and ) prevent the adaptation process without affectingKU70/80, TID1 RAD51
recovery.
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S. cerevisiae Spindle Assembly and Spindle Position Checkpoints
Chromosome segregation at mitosis is controlled by two surveillance mechanisms: the spindle assembly and the spindle
positioning checkpoints. Accurate segregation requires  of  to the ,bipolar attachment sister chromatids mitotic spindle
which is mediated by a proper connection between kinetochores and .  capture andspindle microtubules Kinetochore
microtubules bi-orientation are stochastic processes taking a variable amount of time to complete. During that time
individual chromosomes may be detached from the microtubules or be connected only to one spindle pole. The spindle
  delays the  to  transition until the sister  are properly attachedassembly checkpoint (SAC) metaphase anaphase chromatids
to the spindle in a bipolar orientation. In  arrest at the  is mediated by inhibition ofbudding yeast, cell cycle G2/M transition
the CDC20-anaphase promoting complex  , thus preventing  of the securin PDS1 until(APC) ubiquitin ligase proteolysis
complete bi-orientation is achieved (Fig. 2).
Fig. 2 The spindle assembly and spindle positioning checkpoints
Checkpoint proteins ( , MAD2, , BUBR1, BUB3, and ) all accumulate at unattached kinetochores andMAD1 BUB1 MPS1
form various complexes, many of which can inhibit the APC (Fang et al. ) (Fig. 2). APC is a multiprotein complex that1998
targets several proteins for degradation during mitosis through the associated specificity factor . Securin andCDC20
cyclins are ubiquitylated by CDC20-APC; therefore, to delay anaphase onset in the presence of spindle defects, the
checkpoint must block CDC20-APC mediated PDS1 degradation. Experimental evidence suggests that in response to
spindle defects, MAD2 exchanges from a MAD1/MAD2 complex to a CDC20/MAD2 complex sequestering CDC20 away
from the APC and blocking PDS1 degradation (Fig. 2).
In , spindle misorientation is detected by the spindle positioning checkpoint (SPOC) which prevents S. cerevisiae mitotic
. The target of this control is the mitosis exit network (MEN), and more specifically the activation of the  exit TEM1 GTPase
(Adames et al. ). TEM1 cycles between  and GTP-bound states, regulated by the putative 2001 GDP- guanine nucleotide
  LTE1 and the two-component GTPase activating protein  BFA1/BUB2. The last one recruitsexchange factor (GEF) (GAP)
TEM1 to the bud-directed spindle pole, where TEM1 is kept inactive until the pole crosses the neck into the bud.
GTP-TEM1 then binds to the protein kinase , which phosphorylates and activates the protein kinase DBF2. MOB1CDC15
binds to DBF2 and, in a poorly understood manner, MOB1/DBF2 stimulates the release of the  phosphatase fromCDC14
the nucleolus and contributes to . CDC14 dephosphorylates , leading to the activation of CDH1-APCcytokinesis CDH1
complex, which triggers cyclin degradation and exit from mitosis. A possible crosstalk between the SAC and SPOC is
likely, but not yet fully demonstrated (Lew and Burke ).2003
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Summary
The maintenance of genome stability is an essential process, which needs a careful control. Indeed, all eukaryotic cells
evolved surveillance mechanisms, called checkpoints, sensing the presence of  in the genome or alterationsDNA damage
in cellular structures controlling  in mitosis.  integrity can be challenged by lesions causedchromosome segregation DNA
by a variety of chimico-physical agents, or by replication stress caused by special DNA structures or by a limited supply of
. The DNA integrity checkpoint is a  conserved from yeast to man anddeoxyribonucleotides signal transduction cascade
the apical factors in the pathway are protein kinases. The spindle assembly checkpoint controls the status of
kinetochore/microtubule attachment delaying exit from mitosis until all kinetochores have formed correct bipolar
connections with the spindle. In , and likely in all eukaryotes, the alignment of the  with thebudding yeast mitotic spindle
axis of cell polarity is controlled by another surveillance mechanism, called the spindle positioning checkpoint.
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submitted manuscript.  In the manuscript are presented the most relevant 
results obtained during my PhD that I tried to rationalize by considering a 
variety of data coming from different branches of Life Sciences, 
Bioinformatics and Molecular and Cellular Biology.  
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Abstract
Background: The genome of living organisms is constantly exposed to several damaging agents that induce
different types of DNA lesions, leading to cellular malfunctioning and onset of many diseases. To maintain
genome stability, cells developed various repair and tolerance systems to counteract the effects of DNA damage.
Here we focus on Post-Replication Repair (PRR), the pathway involved in the bypass of DNA lesions induced
by sunlight exposure and UV radiation. PRR acts through two different mechanisms, activated by mono- and
poly-ubiquitylation of the DNA sliding clamp, called Proliferating Cell Nuclear Antigen (PCNA).
Results: We developed a novel protocol to measure the time-course ratio between mono-, di- and tri-ubiquitylated
PCNA isoforms on a single western blot, which were used as the wet readout for PRR events in wild type and
mutant S. cerevisiae cells exposed to acute UV radiation doses. Stochastic simulations of PCNA ubiquitylation
dynamics, performed by exploiting a novel mechanistic model of PRR, well fitted the experimental data at low
UV doses, but evidenced divergent behaviors at high UV doses, thus driving the design of further experiments to
verify new hypothesis on the functioning of PRR. The model predicted the existence of a UV dose threshold for
the proper functioning of the PRR model, and highlighted an overlapping effect of Nucleotide Excision Repair (the
pathway effectively responsible to clean the genome from UV lesions) on the dynamics of PCNA ubiquitylation
in different phases of the cell cycle. In addition, we showed that ubiquitin concentration can affect the rate
of PCNA ubiquitylation in PRR, offering a possible explanation to the DNA damage sensitivity of yeast strains
lacking deubiquitylating enzymes.
Conclusions: We exploited an in vivo and in silico combinational approach to analyze for the first time in a
Systems Biology context the events of PCNA ubiquitylation occurring in PRR in budding yeast cells. Our findings
highlighted an intricate functional crosstalk between PRR and other events controlling genome stability, and
1
evidenced that PRR is more complicated and still far less characterized than previously thought.
Background
The genome of living organisms is constantly ex-
posed to several exogenous and endogenous dam-
aging agents – environmental chemicals, ultravio-
let (UV) light, ionizing radiation, reactive oxygen
species – that can result in DNA lesions potentially
leading to cellular malfunctioning, aging and the on-
set of several diseases, including cancer and neurode-
generation [1, 2]. Since the maintenance of genome
stability is a pivotal task for cell survival and di-
vision, cells have developed various repair and tol-
erance systems to counteract the effects of DNA
damage, which altogether rely on the crosstalk be-
tween the biochemical processes involved in DNA
metabolism and in cell cycle progression. According
to the type of DNA lesion and the cell cycle stage at
which the damage occurs, cells exploit the activation
of specific DNA-damage tolerance (DDT) pathways.
In this work, we aim to investigate the functioning
of Post-Replication Repair (PRR), a DDT pathway
involved in the recognition of the most abundant mu-
tagenic and cytotoxic DNA lesions induced by sun-
light exposure and UV radiation [3–6].
The cellular pathway that is effectively responsible
to clean the genome from these UV adducts is Nu-
cleotide Excision Repair (NER). Briefly, NER ex-
cides short DNA patches (∼ 30 nucleotides long)
containing UV lesions and promotes the filling of the
generated single-stranded DNA (ssDNA) gap [7, 8].
It is generally assumed that NER acts in the G1 and
G2 phases of the cell cycle, as the NER excision ac-
tivity can result dangerous during S phase because
it might generate breaks and gaps near the incom-
ing replication forks [9]. On the other hand, during
the S phase of the cell cycle the DNA replication
machinery stalls in front of a UV-induced lesion, be-
cause of the inability of the replicative DNA poly-
merases to incorporate nucleotides opposite a UV
adduct. To avoid prolonged stalling and the possible
collapse of the replication fork, eukaryotic cells acti-
vate the PRR pathway, whose role is not to repair
but instead to bypass the UV-induced DNA lesions,
allowing the replisome to complete genome replica-
tion over the damaged template. This way, cells can
complete S phase and postpone DNA repair at the
G2/M transition.
Notwithstanding the relevance of genome integrity
and the ever increasing body of data that is contin-
uously produced in this field, a global view of the
crosstalk between the numerous DNA repair path-
ways is still lacking. Recently, a number of studies
based on wet experiments, as well as computational
modeling and bioinformatics tools, started to inves-
tigate these mutual relationships, in order to under-
stand how regulative mechanisms and proteins mod-
ifications occurring in each pathway are able to influ-
ence the other pathways to coordinate either the de-
tection, the repair or the bypass of the different DNA
lesions, in a finely orchestrated manner with cell cy-
cle progression and cellular metabolism [10–16].
In addition, a number of mathematical models were
recently defined to analyze in details specific pro-
cesses that govern the machinery of DNA damage
and repair in different organisms. For instance, in
bacteria some works investigated the dynamics of
double-strand breaks (DSBs) formation and ana-
lyzed the relation between bacterial death rate and
the concentration of endogenous damaging agents
[17], or tried to explain the UV-induced SOS re-
sponse in E. coli incorporating mutagenesis by error-
prone DNA polymerases [18]. In eukaryotes, sev-
eral models were proposed to analyze different reg-
ulatory mechanisms, such as, e.g., the detection of
DSBs depending on ATM (ataxia telangiectasia mu-
tated) autophosphorylation [19], or the imbalance
between DNA damage and repair processes in the
formation of DNA adducts due to oxidative estro-
gen metabolism [20]. Most of these models focused
on NER and Base Excision Repair (BER) path-
ways in human and mammalian cells (see for ex-
ample [21–24]), though no mathematical model was
developed up to now to elucidate the mechanisms
governing the PRR pathway.
Experimental works concerning this complicated and
not well characterized pathway determined that
the bypass of UV adducts promoted by PRR in-
volves two different sub-pathways: the first may
be error-prone and is related to Translesion DNA
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Synthesis (TLS), while the second is error-free and
acts through Template Switching (TS) processes.
The key event driving the activation of these sub-
pathways is a post-translational modification of the
sliding clamp Proliferating Cell Nuclear Antigen
(PCNA), a protein acting as scaffold for the bind-
ing of replicative DNA polymerases and several other
proteins involved in DNA replication, repair and cell
cycle regulation [3, 25, 26]. In particular, in Sac-
charomyces cerevisiae it is known that the mono-
ubiquitylation of PCNA drives the PRR pathway to
TLS, while PCNA poly-ubiquitylation directs PRR
to the error-free sub-pathway. A major issue in
the study of PRR is to understand how the dy-
namics of PCNA ubiquitylation might influence the
choice between TLS and TS, or whether there ex-
ists a damage-related threshold able to regulate the
crosstalk between these sub-pathways.
In this paper, we focus on the analysis of the events
of PCNA ubiquitylation occurring in PRR by ex-
ploiting a bottom-up Systems Biology approach,
based on data-driven modeling and model-driven ex-
periments. This was carried out through an inte-
grate and cyclic workflow consisting in laboratory
experiments based on genetic and molecular biology
protocols on the one side, and mathematical model-
ing and computational analysis on the other side. In
particular, experimental measurements of the ratio
between mono- and poly-ubiquitylated PCNA were
used as the wet readout of cells response to acute UV
irradiation, carried out through a systematic in vivo
characterization of the dynamics of PCNA ubiqui-
tylation after UV irradiation of S. cerevisiae cells.
For this purpose, we developed a specific experi-
mental protocol that allows the detection of mono-
and poly-ubiquitylated PCNA isoforms on a single
western blot, unlike other previously devised meth-
ods which could only allow the measurement of the
amount of di- to N poly-ubiquitylated PCNA iso-
forms – albeit not the mono-ubiquitylated one – on
the same film (see, e.g., [27]). These laboratory
measurements were systematically compared with
the outcome of stochastic simulations, performed by
exploiting a novel mechanistic model of PRR that
describes in details the molecular interactions in-
volved in the mono- and poly-ubiquitylation steps
of PCNA, and which takes into account the esti-
mated number of induced DNA lesions at different
UV doses.
In this context, the choice of a stochastic computa-
tional framework was motivated by several aspects
related to the pathway under investigation. First of
all, the molecular amounts of most species involved
in PRR are low, and we also evidenced quite large
noise in the experimental measurements; therefore,
a stochastic approach was more suitable to capture
the possible noise effects in the emergent dynamics
of PCNA ubiquitylation. Secondly, the mechanis-
tic approach based on the stochastic formulation of
chemical kinetics [28] that we exploited to define the
mathematical model of PRR, allows to give a de-
tailed description of the molecular interactions oc-
curring in PRR events, and also to test different in-
teraction topologies by minimizing the model revi-
sion from time to time.
In addition, the definition of the mathematical
model benefited from a preliminary bioinformatic
process based on three-dimensional protein structure
modeling, to establish the actual spatio-temporal
cascade of PRR interactions, and on a succes-
sive computational phase based on parameter sweep
analysis, to test the reliability of the chosen model
parameterization.
The integration of in vivo and in silico data allowed
us to make predictions on the functioning of PRR in
living cells and to drive the design of further labora-
tory experiments, aimed at improving the knowledge
of the pathway. In particular, our results suggest the
existence of a UV dose threshold for the proper func-
tioning of our PRR model in response to UV-induced
damages, corroborated by a fine concordance of the
balance of mono- and poly-ubiquitylated PCNA iso-
forms between wet measurements and simulation
outcomes at UV doses below 30 J/m2. Above this
threshold, we obtained an unexpected discrepancy
between in vivo and in silico data, which allowed
us to postulate an overlapping effect of NER on the
dynamics of PCNA ubiquitylation (altering the ac-
tual response of PRR in irradiated cells), and the
relevance of NER not only in G1 and G2 phases but
also during the S phase of the cell cycle, in agree-
ment with some previous observations [29]. In ad-
dition, our results showed that the concentration of
free ubiquitin in the nuclear compartment can affect
the rate of PCNA ubiquitylation, offering a possible
explanation to the DNA damage sensitivity of yeast
strains lacking deubiquitylating enzymes [30].
After providing a detailed description of the bio-
chemical processes involved in the PRR pathway
in budding yeast cells, we present the experimen-
tal procedures and the computational methods ex-
ploited in this Systems Biology work. Then, we show
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the computational results related to the definition
of the mathematical model and discuss the biologi-
cal insights concerning PRR, achieved thanks to the
combined crosstalk of in silico simulations and labo-
ratory experiments. Finally, we conclude the paper
with some final remarks and open questions for fu-
ture research.
Post Replication Repair in S. cerevisiae
PRR is the most complicated and least character-
ized DDT pathway [3] involved in the bypass of the
most abundant mutagenic and cytotoxic DNA le-
sions induced by sunlight exposure and UV radia-
tion, namely, pyrimidine cyclobutane dimers (CPDs)
and 6-4 photoproducts (6-4 PPs) [4–6]. The key
event process taking place in PRR for the bypass of
these UV lesions is the ubiquitylation at lysine 164
(K164) of the sliding clamp named Proliferating Cell
Nuclear Antigen (PCNA) [3,25,26]. PCNA is a ring-
shaped homotrimeric protein, which encircles and
slides along double-stranded DNA molecules localiz-
ing and tethering a plethora of other proteins (such
as polymerases) to DNA. PCNA ubiquitylation in re-
sponse to UV-induced DNA damage does not medi-
ate proteasomal-induced degradation: rather, K164
PCNA ubiquitylation signals the presence of a non-
replicable UV lesion in the genome [31,32].
The ubiquitylation process of PCNA requires three
consecutive steps: (1) ubiquitin activation, (2) ubiq-
uitin trans-thio-esterification, and (3) PCNA ubiqui-
tin conjugation. While the first two steps are com-
mon to other cellular pathways, the third step is
carried out by proteins that are specific of PRR. In
S. cerevisiae, the step of ubiquitin activation is me-
diated by Uba1, which is the unique ubiquitin acti-
vating enzyme (also known as E1) in budding yeast.
This process, requiring ATP consumption, is fully
conserved in eukaryotes and it requires at least 20
biochemical reactions on the whole [33]. Once ac-
tivated, the ubiquitin moves from the E1 enzyme
to the ubiquitin conjugating enzyme (also known as
E2) through a trans-thio-esterification reaction. In
S. cerevisiae, the PRR pathway includes two differ-
ent E2 enzymes which are able to receive an acti-
vated ubiquitin from Uba1: Rad6 and Ubc13. The
latter enzyme, Ubc13, works in a complex with an
ubiquitin conjugating enzyme variant (UEV), called
Mms2 [34, 35]. The key event in the activation of
PRR actually consists in the capability of transfer-
ring the ubiquitin from an E2 enzyme to PCNA,
through the action of an ubiquitin ligase enzyme
(also known as E3). In S. cerevisiae cells there exist
two different E3 enzymes, Rad18 and Rad5, which
drive the ubiquitin transfer to PCNA from the E2
Rad6 and Ubc13-Mms2, respectively. Each E3 en-
zyme has its own function and specificity within the
PRR pathway, and the kind of ubiquitylation they
carry out on PCNA drives the next steps of the DNA
damage bypass process in different ways.
On the whole, the ubiquitylation process within the
PRR pathway involves five actors (see Figure 1): two
E2 enzymes (Rad6 and Ubc13-Mms2), two E3 en-
zymes (Rad18 and Rad5) and one target (PCNA)
[25]. The way the E2 and E3 enzymes work to-
gether to induce the covalent modification of PCNA
was recently characterized in vitro by using puri-
fied S. cerevisiae proteins [36], suggesting that the
most probable mechanism of PCNA ubiquitin con-
jugation after UV-induced DNA damage consists in
the following step-wise process. After stalling of
the replication machinery, the formation of RPA
protein-coated ssDNA at level of the UV lesion leads
to recruitment of the Rad18-Rad6 complex and the
subsequent mono-ubiquitylation of PCNA at K164
[37]. This mono-ubiquitylation can be further ex-
tended by Rad5 and Ubc13-Mms2, which carry an-
other ubiquitin moiety. Then, the Rad5-Ubc13-
Mms2 complex can further bind to di-ubiquitylated
PCNA and, in a step-wise process, it leads to tri-
ubiquitylation and, rarely, to tetra-ubiquitylation of
PCNA [38]. This limited PCNA poly-ubiquitylation
is obtained through the formation of K63-linked
ubiquitin chains and this linkage specificity is the
major signal for UV lesion bypass.
It is effectively the balance between the mono- and
poly-ubiquitylated modification states of PCNA that
is able to influence the distinct modes of UV le-
sion bypass: mono-ubiquitylation drives the PRR to-
wards Translesion DNA Synthesis (TLS), while K63
poly-ubiquitylation drives it to Template Switching
(TS). Regarding TLS, PCNA mono-ubiquitylation
enhances the binding affinity of particular DNA
polymerases, called TLS polymerases (Pol-η, Rev1
and Pol-ζ in budding yeast), which are able to sub-
stitute the stalled replicative polymerases in a pro-
cess called “polymerase switch” [39]. TLS poly-
merases are able to host the UV lesion within their
active site and to incorporate a nucleotide in front
of the lesion, while the replicative polymerases Pol-δ
and Pol-ε are unable to bypass the DNA damage.
Depending on which TLS polymerase binds PCNA,
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two different kinds of UV lesion bypass are possible.
In fact, TLS can be further divided into two sub-
branches: the “error-free TLS”, taking place when
Pol-η incorporates the right nucleotide opposite a
CPD, and the “error-prone TLS”, occurring when
Pol-η incorporates a wrong nucleotide opposite a
6-4 PP and then stalls. In this case, Pol-η is re-
placed by Pol-ζ which, in cooperation with Rev1,
is able to carry on the replication, though gener-
ating mutations on the genome [40, 41]. Therefore,
PCNA mono-ubiquitylation and TLS are potentially
mutagenic and may cause genome instability. Con-
versely, the TS sub-pathway allows to bypass UV
lesions in an error-free way, because it exploits the
invasion of the undamaged DNA sister filament to
overcome replication fork stalling, without the inter-
vention of TLS polymerases (a process also known
as recombination-based UV lesion bypass). This
branch of PRR is enhanced by PCNA K63-linked
poly-ubiquitylation, but the molecular details of the
whole process are largely unknown.
A relevant issue in the investigation of PRR is re-
lated to the regulation of the dynamics of PCNA
ubiquitylation in response to UV-induced damages,
since the balance between its mono- and poly-
ubiquitylated isoforms is supposed to control the
crosstalk between the TLS and TS sub-pathways.
Therefore, we propose hereby a detailed mechanistic
model of the enzymatic processes involved in PCNA
ubiquitylation related to the PRR pathway, in or-
der to monitor the formation of mono- versus poly-
ubiquitylated PCNA isoforms after UV irradiation,
and to better understand the cellular response to
UV-induced DNA damages.
Methods
Experimental procedures
S. cerevisiae strains, media and growing conditions
All S. cerevisiae strains used in this work are iso-
genic to DF5 genetic background (his3-∆200 leu2-
3,112 lys2-801 trp1-1 ura3-52 ) and deletion mutants
were constructed by one-step PCR strategy [42] and
confirmed by PCR [43]. All strains are carrying the
HISPOL30 allele, expressing HIS tagged PCNA pro-
tein. All strains were grown in liquid YPD following
standard genetic procedures [43]. The complete list
of strains used in this work is given in Table 1.
UV irradiation
Yeast cells were grown to a concentration of ∼ 107
cells/ml, plated on YPD agar and irradiated with
different doses (5 to 75 J/m2) of UV-C light (254
nm). Immediately after irradiation, cells were re-
suspended in liquid medium and samples collected
at various time points – taken between 0 h and 5 h
after irradiation – were analyzed. In order to avoid
variations due to newly synthesized proteins which
may affect experimental reproducibility and alter
the comparison with the computational modeling,
we added 10 µg/ml of cycloheximide (CHX), a pro-
tein synthesis inhibitor, after UV irradiation of log-
arithmically growing cells. This CHX dose inhibits
protein synthesis to ∼ 90% within 15 min [44] and
stops cell cycle progression, as shown in histogram
and density plots reported in Additional File 1.
Fluorescence activated cell sorter (FACS) analysis
Cell cycle progression was monitored by measuring
DNA content by FACS analysis, as previously de-
scribed [45]. By this analysis we established the per-
centage of G1, S and G2 cells in a cell population.
In vivo detection of ubiquitylated PCNA and signal
quantification
Ubiquitylated PCNA represents a small percent-
age of total PCNA in the cells, and quantitative
detection of the modified PCNA isoforms requires
their enrichment. This was achieved by using yeast
strains carrying the HISPOL30 allele and a well es-
tablished pull-down protocol [46]. Before pull-down
of ubiquitylated PCNA, cell lisates were normalized
to the sample containing the lower amount of pro-
teins determined with the BioRad Assay. Proteins
were separated by PAGE on 10% SDS-urea [47] and
then transferred onto a nitrocellulose membrane at
4 ◦C. After transfer, nitrocellulose membranes were
treated at 120 ◦C for 30 min. Ubiquitylated PCNA
was detected with polyclonal anti-Ub antibody, and
unmodified PCNA was detected with a monoclonal
anti-HIS antibody (Cell Signaling). The signal cor-
responding to ubiquitylated PCNA was quantified
by ImageJ software [48]. The PCNA ubiquitylation
signal was normalized to the unmodified PCNA sig-
nal and analyzed as the ratio between mono-, di- and
tri-ubiquitylated PCNA, as described in Additional
File 2.
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Model parameterization
In order to gain insights into the functioning of a
biological system, it is fundamental to identify the
system structure (i.e. its main components and their
respective interactions), as well as the set of param-
eters involved, which are needed to perform simula-
tions and to conduct a quantitative analysis of the
system response under different conditions. Here,
we present a mechanistic model of the PRR path-
way, defined according to the stochastic formulation
of chemical kinetics [28], which requires to specify
the set of molecular species occurring in the pathway
and their respective interactions, formally described
as a set of biochemical reactions.
The parameterization of this model is given by the
values of the stochastic constants associated to the
reactions, the molecular amounts of the species ini-
tially present in the system, and the number of le-
sions per genome corresponding to any given UV
irradiation dose. We describe hereafter the methods
used to calibrate the values of the parameters of the
PRR model, and to analyze the PCNA ubiquityla-
tion dynamics in response to UV-induced damages.
Molecular species amounts
In vivo data related to PRR protein concentrations
were retrieved from [49], the Saccharomyces Genome
Database (SGD) [50], and from VonDerHaar cu-
rated database [51], which represent the primary
sources for the identification of the amount of pro-
teins within yeast cells.
Since the model describes a process taking place in-
side the nucleus, the molecular amounts of the PRR
proteins that are localized both in the nucleus and in
the cytoplasm have to be scaled to the nuclear por-
tion volume. To this aim, since we could not retrieve
any additional information about the precise cellular
localization (related to, e.g., concentration gradients
or buffering mechanisms) of all the proteins involved
in PRR, we assumed a uniform distribution within
the cell. Then, we calculated the nuclear amount
of these proteins as a fraction of their whole cellu-
lar amount (as reported in the protein databases),
proportional to the nuclear volume of the cell. In S.
cerevisiae, the nuclear volume corresponds to 7% of
the total cell volume for exponential growing cells,
as derived through microscopy techniques [52].
The derived molecular amounts (expressed as num-
ber of molecules per cell) of the proteins occurring
in the initial state of the PRR model are reported in
Table 2.
Reaction constants
In the context of computational modeling, the gen-
eral lack of experimental measurements of in vivo
kinetics usually challenge the definition of a homoge-
neous set of values for reaction constants. As a mat-
ter of fact, the available literature on PRR is almost
characterized by qualitative descriptions of the path-
way; the only kinetic constant that we could assess
from literature corresponds to the process of poly-
ubiquityl chain extension on mono-ubiquitylated
PCNA, showing a Kcat = (3.0± 0.04) min−1 [53].
This value was transformed into the stochastic con-
stant of the corresponding reaction in the model de-
scribed later on (see also Table 5, reaction 16).
All other stochastic constants were manually tuned
by exploiting the time-courses of mono-, di- and tri-
ubiquitylated PCNA isoforms derived from western
blots of the experiments performed at 5 J/m2, con-
sidered as reference dose for parameter calibration.
The choice of the initial parameterization at 5 J/m2
was then corroborated by comparing the outcome of
stochastic simulations with the in vivo dynamics of
PCNA ubiquitylation at 10 J/m2 UV dose.
Number of DNA lesions
The number of DNA lesions (CPD plus 6-4 PP) gen-
erated on the genome after different UV dose exposi-
tion was determined by using literature data [54,55].
These measurements, reported in Table 3, were ex-
ploited to derive the linear regression equations re-
quired to estimate the correlation between the radi-
ation dose used in our laboratory experiments, and
the corresponding number of lesions induced on S.
cerevisiae genome.
In particular, we derived the equations y = 200.248 x
and y = 222.22 x, by using data reported in [54]
and [55], respectively (where y is the number of ge-
nomic lesions induced by the UV dose x). After-
wards, a χ2 cross-validation test was applied over
the two datasets. The result of the cross-validation
indicated that the best coefficient is that related to
the data reported in [54], being χ2 = 0.049 for the
dataset from [54], and χ2 = 129.79 for the dataset
from [55]. Therefore, the first equation was applied
to estimate the number of genomic lesions induced
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by the various UV doses considered in our labora-
tory experiments. These values, reported in Table
4, represent an important input parameter for the
mechanistic model of PRR, and are necessary to in-
vestigate its response under different UV irradiation
conditions.
Simulations setup
The model presented here was simulated and an-
alyzed with the software BioSimWare [56]. All
stochastic simulations were performed by using the
tau-leaping algorithm [57], which represents one of
the most efficient methods for simulating the tempo-
ral evolution of biochemical systems. This method is
an approximated but accurate version of the stochas-
tic simulation algorithm (SSA) [28], since it allows
to select and execute in parallel several reactions per
step – instead of executing the reactions in a sequen-
tial manner, as it is done with SSA – thus speeding
up the computation.
In particular, the efficiency of tau-leaping was ex-
ploited to carry out a parameter sweep analysis
(PSA), with the aim of investigating the effect of
varying the value of molecular amounts, the number
of DNA lesions and the value of reaction constants
on the dynamics of the PRR pathway. PSA was
performed using a computational tool that gener-
ates a set of different initial conditions for the model
and then automatically executes the corresponding
stochastic simulations. With this tool, the value of
each analyzed parameter varies within a specified
range (with respect to a fixed reference value). To
be more precise, the sweep analysis varies a single
parameter from time to time, considering a linear
(logarithmic, respectively) sampling of values within
the specified range in the case of molecular amounts
(reaction constants, respectively). The logarithmic
sampling allows to uniformly span different orders of
magnitude of the value of the chosen parameter us-
ing a reduced but fine-grained set of samples, there-
fore efficiently analyzing the dynamics of the system
in a broad range of experimental conditions.
In this work, the PSA executed to check the reliabil-
ity of the values of the stochastic constants and of
the molecular amounts, that is, the parameterization
used in the PRR model, was set as follows:
• the value of each stochastic constant was var-
ied of 3 orders of magnitude above and 3 below
the reference value (given in Table 5);
• the value of the molecular amounts initially
present in the system was varied in a range
between 0 and twice the reference value (given
in Table 2), thus mimicking the biological con-
ditions ranging from the deletion to a 2-fold
overexpression of the initial species.
The results obtained from PSA confirmed the relia-
bility of the chosen parameterization of the model,
as shown further on.
All stochastic simulations were performed on a per-
sonal computer with a CPU Intel Core i5 M 520
@ 2.40 GHz, 4 GB RAM running Linux (Ubuntu
11.04). The PSA was performed on a personal com-
puter with a CPU Intel Core2 @ 2.66 GHz, 2 GB
RAM running Linux (Ubuntu 10.04). The mean du-
ration time to execute one run of the tau-leaping al-
gorithm to simulate the dynamics of the PRR model
over 5 h (i.e. the time interval considered during lab-
oratory experiments to measure the time-courses of
PCNA ubiquitylation) is about 1 min for low UV
doses and a dozen of minutes for high UV doses,
using the initial values of molecular amounts given
in Table 2 and the stochastic constants reported in
Table 5.
Representation of simulation outcomes and com-
parison with experimental data
The consistency of the PRR model was validated
by comparing the outcome of stochastic simulations
with the experimental measurements carried out on
the wild type (WT) yeast strain at various UV doses.
To this aim, by considering the western blots at
each UV irradiation dose, we first quantified the val-
ues of mono-, di- and tri-ubiquitylated PCNA ratios
(denoted by ÷PCNAUbuexp , where u = 1, 2, 3 corre-
sponds to the three ubiquitylated isoforms), together
with the respective mean µ(÷PCNAUbuexp ) and stan-
dard deviation σ(÷PCNAUbuexp ) of each PCNA iso-
form. This quantification is described in details in
Additional File 2.
Then, from the outcome of stochastic simulations we
derived the molecular amounts of PCNA isoforms
(denoted by #PCNAUbusim , where u = 1, 2, 3 corre-
sponds to the three ubiquitylated isoforms). In par-
ticular, to tame the effect of stochastic fluctuations
that are inherent in these computational analysis, we
exploited the outcomes of a set of independent simu-
lations (performed with the same initial conditions)
to calculate the mean µ(#PCNAUbusim ) and standard
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deviation σ(#PCNAUbusim ) of PCNA amounts.
Afterwards, since we had to compare different kinds
of measurements – namely, ratios of modified PCNA
derived from laboratory experiments on the one side,
and molecular amounts of modified PCNA obtained
from stochastic simulations on the other side – we
introduced two different strategies (see details in Ad-
ditional File 3) for the graphical representation and
comparison of the experimental and the computa-
tional results:
1. the first strategy, called “normalized represen-
tation” (NR), consists of stacked bar graphs:
for each sample analyzed within the time
interval of 0-5 h, the stacked bars corre-
sponding to the normalized ratios of mono-,
di- and tri-ubiquitylated PCNA isoforms ob-
tained from stochastic simulations (denoted by
÷PCNAUbusim ) are plotted side by side to the ex-
perimental bars ÷PCNAUbuexp (which, as stated
above, are already expressed as ratios);
2. in the second strategy, called “units represen-
tation” (UR), the molecular amounts derived
from stochastic simulations #PCNAUbusim are
compared to the western blot quantifications
which, in this case, were specifically trans-
formed into molecular quantities (denoted by
#PCNAUbuexp ).
We stress the fact that the NR allows a direct com-
parison between the experimental and simulation re-
sults, by considering the ratio of the three ubiquity-
lated isoforms of PCNA with respect to the total
amount of modified PCNA measured in the system.
Anyway, this strategy does not give any knowledge
on the actual amount of modified PCNA, and it does
not allow to clearly evidence the switch-off of PCNA
ubiquitylation signal as long as the DNA lesions get
processed, which can be instead directly represented
by using the UR.
In what follows, we will use both NR and UR to give
alternative representations of experimental measure-
ments and simulations outcomes in WT and mutant
yeast cells, in order to compare the variation of mod-
ified PCNA ratios, as well as to clearly display the
dynamics of modified PCNA amounts.
Results and discussion
In this section we present the results achieved from
the integration between laboratory work and compu-
tational analysis, together with a discussion of the
emergent issues concerning PRR. We start by pre-
senting the identification of the spatio-temporal cas-
cade of proteins aggregation involved in PRR, as well
as the stoichiometry of the corresponding protein
complexes, which was performed through a struc-
tural modeling approach. These information were
exploited, together with experimental data and the
available knowledge on the molecular processes oc-
curring during PRR, to define a novel mathematical
model of PCNA ubiquitylation involved in the by-
pass of UV-induced DNA lesions.
Afterwards, we present the biological insights on
PRR achieved from the comparison between labora-
tory experiments and stochastic simulations of the
PRR model, at both low and high UV doses, and
we discuss, in particular, the effects of the estimated
number of UV-induced DNA lesions and of the intra-
cellular levels of ubiquitin on the system dynamics.
We show how a divergent behavior between wet data
and computational outcomes at high UV doses led
to the design of new laboratory experiments, that
allowed us to suggest novel aspects about the func-
tioning of PRR in living cells.
Structural modeling of uncharacterized protein-
protein complexes
Protein ubiquitylation is a multistep process carried
out by the concerted action of activating (E1), con-
jugating (E2) and ligating (E3) enzymes, which can
possibly support the generation of poly-ubiquitin
chains [58]. In eukaryotes, all ubiquitin-associated
pathways are characterized by a crescent complexity,
since there exist more E2s than E1s, and more E3s
than E2s; therefore, the number of proteins poten-
tially involved in each step increases, as well as the
specificity of binding to the next substrate [59]. In
budding yeast, there is a unique E1 enzyme (Uba1),
eleven E2 enzymes and more than fifty E3 enzymes
[60], a few of which are directly involved in PRR. In
order to clarify the spatio-temporal cascade of ag-
gregation among the enzymes involved in the mono-
and poly-ubiquitylation of PCNA, as well as to de-
duce the stoichiometry of the respective protein com-
plexes, we exploited a bioinformatic approach based
on three-dimensional (3D) modeling to perform the
structural reconstruction of the hypothetical struc-
tures of the E1-E2 and E2-E3 enzyme complexes in-
volved in PRR.
To this aim, we considered the known 3D structures
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of proteins involved in PRR to deduce the 3D struc-
ture of their uncharacterized molecular complexes.
More precisely, we exploited the published crystallo-
graphic structures of the proteins of our interest that
were available on Protein Data Bank (PDB) and the
PDB viewer software [61] (the PDB accession code
for protein complexes analyzed in this work are listed
in Additional File 4).
This approach showed that each of the three steps
of PCNA ubiquitylation occurring in the PRR path-
way is characterized by specific protein complexes,
and that there exists a mutual exclusivity in the for-
mation of these complexes. More specifically, fol-
lowing the procedure described in [62, 63], we con-
structed the E1-E2 and E2-E3 complexes involved
in the mono-ubiquitylation of PCNA and in its poly-
ubiquitylation through chain elongation. Our results
suggest that:
• the E1-E2 and E2-E3 complexes (Uba1-Rad6
and Rad6-Rad18, respectively) involved in
PCNA mono-ubiquitylation are mutually ex-
clusive (see Additional Files 5 and 6) and that
the mechanism of PCNA mono-ubiquitylation
– from ubiquitin activation to its covalent link-
age on PCNA – consists in a step-wise process,
as also suggested by previously published re-
sults [36,64];
• the E1-E2 and E2-E3 complexes (Uba1-Ubc13
and Ubc13-Rad5, respectively) involved in
PCNA poly-ubiquitylation are mutually exclu-
sive (see Additional Files 6 and 7). More-
over, the analysis of the hypothetical com-
plex Uba1-Ubc13-Mms2 – involving the ubiq-
uitin conjugating enzyme variant Mms2, which
works together with Ubc13 – suggests that also
the two complexes Uba1-Ubc13 and Ubc13-
Mms2 are mutually exclusive: Ubc13 needs
to be charged with ubiquitin by Uba1 before
binding Mms2. Also in this case, our results
support previous data [36, 64], which argue
for a distributive/step-wise sequence of events
for PCNA poly-ubiquitylation, starting from
ubiquitin activation to its covalent linkage on
mono-ubiquitylated PCNA.
These results highlight the modularity of the whole
process of PCNA ubiquitylation and allowed us to
address the definition of the mathematical model of
PRR on the most relevant biological process only,
that is, PCNA ubiquitin conjugation. In particu-
lar, we could neglect the whole cascade of reactions
involved in the ubiquitin activation process, and
reduce to two simple reactions the detailed bio-
chemical steps related to the ubiquitin trans-thio-
esterification process, as described in the following
section.
The PCNA ubiquitylation model
Model assumptions
Wet laboratory experiments, combined with the
knowledge built upon an accurate literature analy-
sis, led us to the following major assumptions in the
development of the model of PCNA ubiquitylation:
1. a stepwise formation of the ubiquitin chain on
PCNA;
2. a limited extension of the ubiquitin chain on
PCNA;
3. a generic mechanism for the switch-off of the
ubiquitylation signal.
These assumptions are motivated on the following
bases:
1. A stepwise formation of the ubiquitin chain is
strongly motivated by in vitro assays [36]. In this
context, the addition of a single unit of ubiquitin
at a time for PCNA mono-ubiquitylation and K63-
linked chain elongation, through multiple cycles of
enzymatic catalysis mediated by E1, E2 and E3 en-
zymes, displays the following biochemical scheme for
ubiquitin recruitment:
E1:U + E2 → E1 + E2:U
E3 + PCNA:Ui → E3:PCNA:Ui
E2:U + E3:PCNA:Ui → E2:U:E3:PCNA:Ui
E2:U:E3:PCNA:Ui → E2:E3:PCNA:Ui+1
E2:E3:PCNA:Ui+1 → E2 + E3 + PCNA:Ui+1
where the classical formalism X + Y is used to de-
note an interaction between the generic molecular
species X and Y , while X :Y denotes a molecular
complex. More precisely, the notation PCNA :Ui
here comprehensively represents that a DNA lesion
has been identified by the sliding clamp (for i = 0),
and describes as well the mono-ubiquitylated (for
i = 1) and poly-ubiquitylated (for i > 1) isoforms
of PCNA. Enzymes E2 and E3 correspond to Rad6
and Rad18 for mono-ubiquitylation, and to Ubc13
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and Rad5 for poly-ubiquitylation, while E1 repre-
sents Uba1 in both cases. We remark that, in what
follows, the effective role of enzyme E1 will not be
formally considered, since the processes of ubiquitin
activation and trans-thio-esterification can be widely
reduced by deriving other simple reactions that de-
scribe the load of ubiquitin moieties on the E2 en-
zymes.
2. The assumption of limiting to the third unit
the elongation of the K63-linked ubiquitin chains
on PCNA was taken because the detection of tetra-
ubiquitylated PCNA is not technically reproducible.
Moreover, N-ubiquitylated PCNA rarely appears af-
ter DNA damage [38]. Notwithstanding this choice,
simulation outcomes show the capability of our
model to discriminate between the mono- and the
poly-ubiquitylation contributions in the functioning
of PRR, as discussed later on.
3. The last assumption is motivated by the fact that
our laboratory experiments conducted at low doses
of UV irradiation show the switch-off of PCNA ubiq-
uitylation signal (see, e.g., the western blots in Fig-
ure 2A and Figure 3A), as also previously evidenced
in [27]. This switch-off mechanism has not been pre-
cisely characterized yet. At present, there are no ev-
idences for the activity of enzymes acting on PCNA
deubiquitylation in yeast; however, even if we are
not able to detect the real enzymatic mechanisms
occurring in vivo in the PRR pathway, the results
of our experimental setup report unmistakably the
presence and the related global effect of the signal
switch-off.
Definition of the mechanistic model
The information collected from literature, together
with our assumptions, led to the development of the
model of the PRR pathway depicted in Figure 1,
and to the formulation of the biochemical reactions
reported in Table 5. The mechanistic model consists
of 21 molecular species (7 of which appear in the
initial state of the system, as reported in Table 2)
and 25 reactions, which can be clustered into four
functional modules whose detailed description is re-
ported hereby.
PCNA mono-ubiquitylation. The first module, con-
sisting of reactions 1 to 10 in Table 5, describes the
process of PCNA mono-ubiquitylation. Reaction 1
models the identification of the UV-induced lesion
(denoted by L) by means of PCNA proteins sliding
on the DNA strand; this reaction is assumed to be
non reversible. We denote by the symbol PCNAon
the PCNA clamp whenever it hits the DNA lesion
(see also Figure 1, parts (b) and (c)). Reactions 2
and 3 illustrate the formation and separation of the
Rad18 dimer, whereas reaction 4 resumes the simpli-
fied ubiquitin loading mechanism of Rad6, excluding
the direct intervention of the E1 enzyme Uba1. Re-
actions from 5 to 10 describe the formation of the
first ubiquitylated isoform of PCNA (PCNAon:U),
due to the concerted action of the E2 Rad6 and
E3 Rad18 enzymes, as described in the general bio-
chemical scheme presented above (see also Figure 1,
parts (d)-(f)).
PCNA di-ubiquitylation. The second module, consist-
ing of reactions 11 to 17 in Table 5, describes the
molecular mechanisms leading to the addition of the
second ubiquitin moiety on the mono-ubiquitylated
PCNA. Similarly to reaction 4, reaction 11 re-
sumes the simplified ubiquitin loading mechanism
of Ubc13-Mms2, excluding the direct intervention
of the E1 enzyme Uba1. Reactions from 12 to 17
describe the formation of the di-ubiquitylated iso-
form of PCNA (PCNAon :U :U), due to the con-
certed action of the E2 Ubc13-Mms2 and E3 Rad5
enzymes, as described in the general biochemical
scheme presented above (see also Figure 1, parts
(h)-(k)). In particular, reaction 12 and its reverse
13 model the binding of the mono-ubiquitylated
isoform (PCNAon : U) to the E3 Rad5, while re-
actions 14 and 15 give rise to the formation of
the heterotrimer Ubc13 : U :Mms2. Reactions 16
and 17 describe the dissociation of the complex
Ubc13 : U : Mms2 : Rad5 : PCNAon : U , while the
ubiquitin moiety is transferred to PCNAon:U , thus
inducing the formation of PCNAon:U:U .
PCNA tri-ubiquitylation. The third module, consist-
ing of reactions 18 to 22 in Table 5, describes the
molecular mechanisms leading to the addition of
the third ubiquitin moiety on the di-ubiquitylated
PCNA, leading to PCNAon : U : U : U (see also
Figure 1, dotted steps between parts (k) and (l)).
Once more, these reactions resemble the biochemical
scheme previously presented. In particular, reaction
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18 models the capability of Rad5 to reassociate with
the di-ubiquitylated isoform PCNAon:U :U , though
we chose not to model the reverse reaction (equiva-
lent to reaction 13, releasing Rad5 from PCNAon:U)
to mark the biological difference between mono- and
poly-ubiquitylation effects in PRR. Reactions 19-22
correspond to reactions 14-17, except for the fact
that in this case PCNAon carries two linked ubiq-
uitin moieties instead of a single one.
Ubiquitylation signal switch-off. The fourth module,
consisting of reactions 23 to 25 in Table 5, describes
a generic mechanism for signal switch-off (denoted
by PCNAoff) of all three PCNA ubiquitylated iso-
forms, as suggested by experimental data and ex-
plained in our third assumption (see also Figure 1,
parts (g), (m), (n)). These reactions also include
a recycling mechanisms of ubiquitin moieties that,
once released from PCNA, are made again available
as input of the system and can be reloaded on Rad6
(reaction 4) and on Ubc13:Mms2 (reaction 13). We
highlight here that these two reactions represent an
important part of the model, as they influence the
sensitivity of the model to free ubiquitin amounts,
as discussed later on.
A previous definition of the model included an ad-
ditional module describing the formation and dis-
association of Ubc13 :U :Mms2 and Ubc13 :Mms2
complexes. After a careful verification that the sys-
tem dynamics was not affected by the removal of
this module, we chose to substitute this set of reac-
tions with a congruous initial amount of the complex
Ubc13 :Mms2 (assumed to be already formed and
available in the initial state of the system), in order
to speed up the simulations. The initial amount of
this complex was set to the minimum value between
the amounts of the two proteins (Ubc13, Mms2)
necessary for its formation, as reported in Table 2.
For the sake of completeness, the set of removed
reactions and the comparison of the simulated dy-
namics obtained by using the two versions of the
model are reported in Additional File 8.
The SBML version of the model is download-
able from the BioModels database [65, 66] un-
der ID=XXXXX (FOR REFEREES: OUR FINAL,
ACCEPTED VERSION WILL BE SUBMITTED
THERE).
Kinetics of PCNA ubiquitylation at low and high
doses of UV irradiation
The levels of mono-, di- and tri-ubiquitylated PCNA
measured in vivo after UV irradiation of WT yeast
cells were used as the biological readout to val-
idate the mechanistic model of PRR. As a mat-
ter of fact, the generally accepted PRR model as-
sumes that K164 mono-ubiquitylation is a marker
of the PRR error-prone/error-free TLS sub-pathway,
while K164 di- and tri-ubiquitylation are a marker
of the PRR error-free TS sub-pathway [25]. In or-
der to derive time-series measurements of all ubiq-
uitylated PCNA isoforms at the same time points
and in the same yeast cells, we developed an exper-
imental protocol that allows to detect both mono-
and poly-ubiquitylated PCNA isoforms on a single
western blot. This method represents indeed a rele-
vant advantage with respect to other protocols pre-
viously devised for PCNA ubiquitylation [27], which
could only allow the measurements of di- to N-
ubiquitylated isoforms on the same film, without the
mono-ubiquitylated one.
In [67], it was shown that physiological UV-induced
responses of PRR are obtained by exposing cells to
Chronic-Dose of UV light (CLUV) for 6-9 h (0.18
J/m2 min−1). However, we did not conducted labo-
ratory experiments under these conditions since our
experimental resolution does not allow the detection
of PCNA ubiquitylation in chronically UV irradiated
yeast cells. Indeed, in our laboratory experiments
these irradiation doses are below the threshold for
the detection of PCNA ubiquitylation; on the con-
trary, with our method the ubiquitylation signal be-
comes measurable at acute treatment with UV doses
of 5 J/m2, at least, because of a technical limit of
detection of the western blot technique. For this rea-
son, we produced western blot time-courses as pre-
viously described by exposing cells either to low UV
doses (5 and 10 J/m2) or to high UV doses (50 and
75 J/m2).
Concerning the experiments at the lower UV irradi-
ation doses, the PCNA ubiquitylation signal in re-
sponse to 5 J/m2 undergoes a quick increase, reach-
ing its maximal value after about 30 min, as shown
by experimental results (Figure 2A). Afterwards,
the signal intensity decreases resulting barely de-
tectable after 2 and 3 h because of the signal switch-
off. Moreover, at 5 J/m2 the system is character-
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ized by an intense PCNA poly-ubiquitylation signal,
with respect to the mono-ubiquitylated PCNA iso-
form, which results into the activation of the TS sub-
pathway. This behavior is well reproduced by means
of computational simulations, which mimic the PRR
functioning in response to an estimated number of
1001 lesions (see Table 4). The match between
experimental and computational results is clearly
shown in Figure 2B, where we plot the dynam-
ics of mono- and poly-ubiquitylated PCNA. More-
over, the simulated amounts of mono-, di- and tri-
ubiquitylated PCNA isoforms well fit the experimen-
tal data, as reported in Figure 2C, where the average
dynamics of the three PCNA isoforms is compared
with the experimental measures, plotted by using
the units representation (UR) (as explained in Ad-
ditional File 3). This can also be seen in Figure 2D,
where we compare the normalized stacked bars of the
ratio of ubiquitylated PCNA isoforms obtained from
stochastic simulations with those measured through
wet experiments (here plotted using the normalized
representation (NR), as explained in Additional File
3).
Analogous results were obtained at a UV dose of
10 J/m2, corresponding to an estimated number of
2002 lesions in the model (Table 4), as shown in
Figure 3. These analyses indicate that the compu-
tational model is able to correctly reproduce the in
vivo dynamics of PCNA ubiquitylation at low UV
doses. In particular, the model accurately repro-
duces the experimental ratio between mono- and
poly-ubiquitylated PCNA (Figure 2B and Figure
3B), which corresponds to the activity of the po-
tentially mutagenic lesion bypass sub-pathway and
of the error-free lesion bypass sub-pathway, respec-
tively. In addition, the model correctly reproduces
the switching-off of the UV lesion bypass signal at
low UV doses.
The response of the model at low UV doses (namely,
10 J/m2) was also analyzed through a PSA, carried
out on the values of all reaction constants and of
all initial molecular amounts. The most interesting
results are presented in Additional Files 9-12.
Concerning the experiments at the higher, non phys-
iological UV doses of 50 J/m2 and 75 J/m2, we ob-
served a divergence between in vivo PCNA ubiqui-
tylation measurements and the computational out-
comes. At these UV doses, the simulated dy-
namics of mono-, di- and tri-ubiquitylated PCNA
reach a stable steady state (see Figure 4B-C for
50 J/m2, Figure 5B-C for 75 J/m2), corresponding
to a saturation-like trend. This is in contrast with
the observed in vivo measurements, where we can
evidence a dose-dependent increase of the mono-
ubiquitylated PCNA isoform with respect to the sum
of di- and tri-ubiquitylated PCNA isoforms (see Fig-
ure 4A for 50 J/m2, Figure 5A for 75 J/m2), reach-
ing about 50% of the bypass signal after 5 h at
75 J/m2. This dose-dependent increase of mono-
ubiquitylated PCNA is indeed biologically relevant,
since it might correlate with the UV dose-dependent
induced mutagenesis that was previously observed
by others [68].
After an extensive and careful verification that this
divergent behavior was not due to the model lay-
out (for either the topological structure of molecu-
lar interactions or the chosen parameterization), we
hypothesized that the difference between the exper-
imental and the computational outcomes might be
due to an overestimation of the number of bypassed
UV lesions at 50 J/m2 and 75 J/m2 UV doses, cor-
responding to 10012 and 15018 lesions, respectively.
To clarify the reason why we obtained a divergent
behavior of the model at low and high UV doses,
we designed further laboratory experiments, as dis-
cussed in the next sections.
Determination of UV dose-dependent threshold
for the validation of the PRR model
To test in vivo the possible overestimation of the
number of DNA lesions actually processed by PRR
at high UV doses, we performed a time-course ex-
periment using a yeast strain carrying a deletion of
the RAD14 gene (rad14∆ strain, see Table 1). This
gene codifies for a well-characterized protein of the
NER pathway, which is responsible for the repair,
rather than the bypass, of UV-induced lesions in
the genome. It is well established that the deletion
of this master NER gene in yeast essentially abro-
gates excision and repair of UV lesions by NER in
the genome [69]. Therefore, by inactivating NER all
DNA lesions should be processed by other response
mechanisms to UV-induced damage, including PRR,
and we should be able to test whether the in vivo dy-
namics of PCNA ubiquitylation in these saturating
conditions match the computational dynamics ob-
tained at high UV doses.
As shown in Figure 6A, RAD14 deletion causes a
clear modification of the in vivo dynamics of PCNA
ubiquitylation with respect to the WT strain at a
UV dose of 75 J/m2. Indeed, in rad14∆ cells we
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observed a dramatic decrease in the intensity of
the signal, and we obtained a ratio between mono-
and poly-ubiquitylated PCNA isoforms that well
matches the computational results (Figure 6B-C).
This validation experiment therefore supports our
hypothesis that the computational model cannot
properly reproducing the measured PRR response in
vivo at high UV doses because of an overestimation
of the bypassed DNA lesions.
As a consequence, considering the result obtained on
the rad14∆ strain and taking into account the dif-
ferent behaviors of the model at low and high UV
doses in the WT strain, we tried to identify the UV
dose threshold which ensures the proper functioning
of the model. To this aim, we carried out additional
wet experiments on WT strain cells irradiated at UV
doses between 10 J/m2 and 50 J/m2, in order to de-
tect the UV-dose dependent threshold that ensures
a good match between in vivo measurements and
computational results. As shown in Figure 7A-B,
the model reproduces a proper dynamics at 20 J/m2,
while its behavior starts to diverge from in vivo mea-
surements at 30 J/m2 (Figure 7C-D). Therefore, we
can conclude that at UV doses below 30 J/m2 our
model is capable to mimic in vivo data or, stated
otherwise, it is able to correctly describe the mono-
and poly-ubiquitylation processes of PCNA taking
place in the PRR pathway in vivo.
So, the next question we asked ourselves was: what
kind of processes are actually occurring in living
yeast cells, that are able to induce this contrasting
behavior responses at acute low and high UV irradi-
ation doses?
Crosstalk between PRR and NER
As previously discussed, the trend of steady state
dynamics of mono- and poly-ubiquitylated PCNA
obtained with stochastic simulations resemble the
biochemical kinetics of saturation, meaning that all
PCNA molecules occurring in the system get in-
volved in the lesion bypass processes. Therefore, we
hypothesized a saturation of PRR in vivo because of
an overestimation of the number of processed lesions
in our experimental system. We reproduced this sat-
uration in vivo by deleting the RAD14 gene, which
dramatically affected the dynamics of PCNA ubiqui-
tylation after UV irradiation in vivo. More precisely,
in NER-deficient cells we obtained, in vivo, a compa-
rable steady state of mono- and poly-ubiquitylated
PCNA species with respect to the computational re-
sults at high UV doses.
Altogether, these findings highlight a poorly char-
acterized crosstalk between PRR and NER. Indeed,
an optimal lesion bypass PRR activity, at least cor-
related to PCNA ubiquitylation, seems to depend
on NER functionality. Therefore, to better charac-
terize the effects of NER on UV-induced damage,
we also evaluated whether its role may be impor-
tant for proper S phase progression. It was shown
that UV irradiation with 5 J/m2 of a G1 arrested
rad14∆ strain causes a cell cycle block at the G1/S
transition [29]. When we UV irradiated (10 J/m2)
a S phase synchronized rad14∆ cell population, the
lack of NER strongly impaired correct S phase pro-
gression, suggesting an under estimated function of
NER also during S phase (see Additional File 13).
A possible explanation of our findings is that, on the
one side, we are overestimating the number of lesions
bypassed by PRR in the computational model while,
on the other side, in vivo PRR needs the contribu-
tion of the NER pathway to work properly. Con-
sidering such experimental data, it is likely that the
number of lesions, which represents an important in-
put parameter of our model, is actually dependent
on the action of NER and on the combined crosstalk
between these two pathways. Unfortunately, it is
presently impossible to measure the exact number
of lesions processed by NER and PRR in vivo, but
we are currently working on a bioinformatic strat-
egy based on DNA sequence analysis to predict the
correct number of lesions to be used as input value
of our model at any given UV irradiation dose, in a
similar way to the approach presented in [70].
Influence of ubiquitin concentration
As a further investigation of the functioning of the
PRR pathway, we tested the influence of ubiquitin
concentration on the performance of the computa-
tional model and the effect of in vivo reduction of
free ubiquitin concentration. In living cells, ubiqui-
tin is usually kept at stable levels through homeo-
static mechanisms. The main actors in this process
are deubiquitylating enzymes (DUBs), which recy-
cle ubiquitin moieties from ubiquitylated proteins.
The reduction of free ubiquitin in the cell can po-
tentially impair PRR as well as all ubiquitin-related
pathways, such as protein degradation/proteasome,
cell cycle, DNA repair, chromatin remodeling, etc.
Therefore, it is likely that the free cellular level of
ubiquitin could act as a limiting factor for PRR,
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given the competition with other molecular pro-
cesses. To verify this hypothesis, we carried out a
PSA to explore the influence of the level of free ubiq-
uitin on PCNA ubiquitylation dynamics. The simu-
lation results evidenced that the model is sensitive to
this variation, as shown in Figure 8A-B, which report
the dynamics of PCNA mono-ubiquitylation and
poly-ubiquitylation obtained from a PSA carried out
on the initial amount of ubiquitin. As clearly shown
in the plots, for amounts of ubiquitin lower than the
reference value (around 8700 molecules/cell, see Ta-
ble 2), the amounts of mono- and poly-ubiquitylated
PCNA isoforms decrease. On the other hand, by
increasing the number of ubiquitin present inside
the system, the dynamics show an initial peak in
the number of mono- and poly-ubiquitylated PCNA,
suggesting that higher amounts of free available
ubiquitin might lead the system to a faster bypass
of all DNA lesions with respect to the standard con-
ditions.
The possible occurrence of similar effects in vivo was
investigated through ad hoc experiments in living
cells. Indeed, it was previously shown that the dele-
tion of DOA1, a gene codifying a DUB essential for
ubiquitin homeostasis, causes a dramatic reduction
of the free ubiquitin pool in budding yeast log phase
cells [71]. This reduction correlates with sensitiv-
ity to DNA damaging and replication stress agents
(such as UV, methyl methanesulfonate (MMS), hy-
droxyurea) and abolishes PCNA ubiquitylation in
the presence of MMS [30,71].
Since the reduction of free ubiquitin in doa1∆ cells
is so strong to impair both sensitivity to UV dam-
age and PCNA ubiquitylation after DNA damage,
we tested a less extreme in vivo situation. Namely,
we considered DOA4, a gene codifying another DUB
whose deletion was shown to cause, in log phase
yeast cells, a 3-fold reduction of free ubiquitin and a
weak sensitivity to UV-induced damage [30, 72, 73].
We thus tested in vivo the effect of DOA4 dele-
tion on the dynamics of PCNA ubiquitylation at
20 J/m2, a dose compatible with the threshold under
which our model behaves properly (Figure 7A-B).
As shown in Figure 8C, the deletion of DOA4 and
the related reduction of the ubiquitin pool cause in
vivo a reduction of about 65% of PCNA ubiquityla-
tion in our doa4∆ yeast strain. This is in agreement
with our computational analysis, as shown in Figure
8A-B, which report the dynamics of PCNA mono-
ubiquitylation and poly-ubiquitylation obtained at a
UV dose of 20 J/m2.
We can therefore conclude that the level of free ubiq-
uitin occurring in the system is one of the most sen-
sitive parameters of the PRR model, and suggests
that the ubiquitin pool needs to be actively main-
tained at a constant level since any change in its
intracellular concentration has a large influence in
downstream processes. This is in agreement both
with previous results and with our model-driven ex-
perimental verification on doa4∆ yeast strain.
Conclusions
In this paper we proposed a novel computational
model describing the PRR pathway in S. cere-
visiae, involved in UV-induced DNA damage by-
pass. As wet readout of PRR activity in wild type
and mutants yeast cells, in response to different
doses of UV irradiation, we considered the intra-
cellular levels of mono-, di- and tri-ubiquitylated
PCNA on the K164 residue. In fact, the generally ac-
cepted biological model of PRR assumes that K164
mono-ubiquitylation is a marker of the PRR error-
prone/error-free TLS sub-pathway, while K164 di-
and tri-ubiquitylation are a marker of the PRR error-
free TS sub-pathway [25]. The comparison between
experimental measurements and computational out-
comes showed that our model correctly describe the
functioning of PRR response at UV doses lower than
30 J/m2, approximately. On the contrary, at higher
UV doses the dynamics of PCNA ubiquitylation ob-
tained from computational simulations is character-
ized by a quick saturation, reaching a stable steady
state for all the analyzed PCNA isoforms. In the at-
tempt to better understand these results, we found
that NER, the repair pathway known to fix UV-
induced lesions during the G1 (see [74], Figure S1-C)
and G2 [75] phases of the cell cycle, is required also
for a proper S phase progression in response to UV
irradiation.
This NER connection suggests intricate functional
crosstalks between PRR and other pathways control-
ling genome stability. Indeed, in addition to NER,
PRR was shown to be functionally linked to homolo-
gous recombination genes [76] and to the DNA dam-
age checkpoint, which seems to affect the error-free
sub-pathway but not the error-prone sub-pathway
[77]. Moreover, it was recently found that defects
in DNA ligase I (codified by CDC9 gene) leads to
mono-ubiquitylation of PCNA on the K107 residue,
rather than on K164 [78]. This PCNA modification
14
requires the E2 variant Mms2 in conjunction with
Ubc4 and the E3 Rad5, and occurs before full check-
point activation [78]. Accumulation of DNA nicks in
response to high UV doses and saturation of other
downstream actors of PRR, such as DNA ligase I,
may also cause K107 ubiquitylation after the DNA
damage-specific ubiquitylation on K164. We might
therefore speculate that, in the PCNA homotrimer,
each monomer can be modified at least on two differ-
ent residues at the same time, by different modifiers.
The PRR pathway can thus be more complicated
and less far characterized than previously thought.
We are presently working on the experimental char-
acterization of these new PRR aspects, with the aim
of gaining new biological insights into the effective
functioning of PRR in vivo, and of retrieving ad-
ditional information to improve the computational
model presented here.
Another intriguing aspect that we predicted by
means of computational analysis and then verified
by means of ad hoc designed experiments, is the rel-
evance of ubiquitin concentration on the DNA dam-
age response in yeast and, in particular, on the PRR
pathway. Ubiquitin is usually kept at stable levels
through homeostatic mechanisms involving DUBs,
which recycle ubiquitin moieties from ubiquitylated
proteins. The reduction of free ubiquitin in the
cell can potentially impair all ubiquitin-related path-
ways. Indeed, deletion of some DUBs in budding
yeast causes a UV sensitivity that seems to correlate
with the extent of free ubiquitin reduction [30, 71].
We thus explored the effect of variations in the level
of free ubiquitin in PCNA ubiquitylation dynamics,
through a parameter sweep analysis. We found that
the model is sensitive to variation of free ubiqui-
tin concentrations; in particular, a 3-fold reduction
of free ubiquitin, obtained in vivo by deleting the
DOA4 gene, causes a 65% reduction of PCNA ubiq-
uitylation in response to 20 J/m2 UV irradiation.
An aspect of PRR that is still to be elucidated con-
cerns the fate of K164 mono- and poly-ubiquitylated
PCNA after its activity on DNA damage bypass.
Through dedicated laboratory experiments we tried
many solutions to inhibit the hypothetical yet still
unknown steps of signal switch-off; for instance, we
carried out the deletion of the RCF1-like proteins
(Rad24, Elg1 and Ctf18), in order to block the un-
loading of PCNA from chromatin, as well as of other
DUBs like Ubp15 – the homologous of the specific
PCNA DUBs Upb21 and Ubp22 in Schizosaccha-
romyces pombe [79] – and Ubp10. Anyway, we did
not find any biochemical prove of the perturbation of
PCNA ubiquitylation switch-off at the low acute UV
irradiation dose we tested (5 J/m2, data not shown),
that represents the condition for which we can evi-
dence the ubiquitylation signal switch-off. Whenever
novel insights will be learned in relation to the fate
of ubiquitylated PCNA in response to UV-induced
damages, a further refinement of our computational
model could be performed, in order to describe in de-
tails the molecular interactions involved in the effec-
tive mechanism of the ubiquitylation signal switch-
off.
Finally, a further challenging aspect emerging from
our analysis is the presence of the slight discrep-
ancy between the experimental and computational
ratios of di- and tri-ubiquitylated PCNA isoforms
found, e.g., at 10 J/m2. This could be due to an
overestimation of the number of bypassed lesions, as
previously discussed, but another and more interest-
ing hypothesis to explain this finding is the possible
presence of two different modifications on a single
monomer of PCNA at the same time. In fact, PCNA
can be covalently modified also on K127 residue by
SUMO [80] and on K107 by ubiquitin [78]. At the
present moment, we cannot exclude the possibility
of different combinations of simultaneous modifica-
tions of PCNA, which give origin to distinct hybrid
molecules; however, since these complexes are char-
acterized by the same molecular mass, they are very
hard to discriminate with standard laboratory tech-
niques. This hypothesis and the novel biological in-
sights gained with our Systems Biology approach in-
deed open new research perspectives on PRR, that
are worth to be thoroughly investigated.
In conclusion, we used a combination of genetic, bio-
chemical, structural and computational approaches
to investigate the molecular mechanisms of PCNA
ubiquitylation involved in the activation of the PPR
pathway in vivo. PRR mechanisms are well con-
served from yeast to man and it is well established
that PRR defects are linked to increased genome in-
stability and cancerogenesis. The original compu-
tational model of PRR presented here might be ex-
tended in the future to other eukaryotic cells by inte-
grating novel knowledge coming from further exper-
imental data, or used as a basic component within
a modular computational approach to analyze the
crosstalk with other pathways involved in genome
stability.
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Figures
Figure 1 - Graphical representation of the PRR pathway
The diagram shows the main steps of the PRR pathway concerning the covalent modification of PCNA
(mono- and poly-ubiquitylation) in response to UV-induced damage. UV radiation can induce lesions on
DNA (represented as a gray triangle in (a)), which cause the stall of the replication fork when PCNA
hits a lesion (denoted by PCNAon)(b, c). Afterwards, PCNA is mono-ubiquitylated (PCNAon :U) by
the combined activity of E2 Rad6 and E3 Rad18 (d, e, f). At this stage, mono-ubiquitylated PCNA can
activate the Translesion DNA Synthesis sub-pathway (TLS), leading to lesion bypass (represented as an
orange triangle in (g)), and eventually to the ubiquitylation signal switch-off (PCNAoff). On the other
hand, mono-ubiquitylated PCNA can undergo further ubiquitylation events through the combined action
of E2 Ubc13-Mms2 and E3 Rad5 (h, i, j), adding a single ubiquitin moiety per step (k, l). Di- and
tri-ubiquitylated PCNA isoforms are denoted by PCNAon:U :U (k) and PCNAon:U :U :U (l), respectively.
Poly-ubiquitylated PCNA promotes lesion bypass (represented as an orange triangle in (m) and (n)) through
the Template Switching sub-pathway (TS) and, eventually, the ubiquitylation signal switch-off.
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Figure 2 - Comparison between experimental and simulation results of PCNA ubiquitylation dynamics
obtained on wild type yeast cells at 5 J/m2 UV dose
The figure shows the experimental measurements on WT yeast cells irradiated at 5 J/m2 UV dose and
the comparison with the corresponding simulation results. (A) Representative image of a western blot
showing a time-course measurement of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted
by α-Ub) and of non modified PCNA (bottom part, denoted by α-His), sampled from 0 to 5 h after UV
irradiation. The experiment was repeated 3 times. (B) Average dynamics of mono-ubiquitylated PCNA (blue
line) and of poly-ubiquitylated PCNA (orange line), obtained from 100 independent stochastic simulations,
executed starting from the same initial conditions (see Table 2 for molecular amounts and Table 5 for reaction
constants) and with an estimated number of DNA lesions equal to 1001. (C) Comparison between the mean
dynamics of mono-, di- and tri-ubiquitylated PCNA isoforms emerging from 100 independent stochastic
simulations, and the mean value of experimental data µ(#PCNAUbuexp ), together with the respective standard
deviation σ(#PCNAUbuexp ). Colored areas indicate the amplitude of stochastic fluctuations around the mean
value µ(#PCNAUbusim ). Data are plotted by using the units representation (see Additional File 3). (D)
Comparison between the ratio of experimental (÷PCNAUbuexp , left bars) and simulated (÷PCNAUbusim , right
bars) ubiquitylated PCNA isoforms at every sampled time point where experimental measurements yield a
detectable amount of modified PCNA. Mean and standard deviation bars of both experimental and simulated
ratios are plotted by using the normalized representation (see Additional File 3).
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Figure 3 - Comparison between experimental and simulation results of PCNA ubiquitylation dynamics
obtained on wild type yeast cells at 10 J/m2 UV dose
The figure shows the experimental measurements on WT yeast cells irradiated at 10 J/m2 UV dose and
the comparison with the corresponding simulation results. (A) Representative image of a western blot
showing a time-course measurement of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted
by α-Ub) and of non modified PCNA (bottom part, denoted by α-His), sampled from 0 to 5 h after UV
irradiation. The experiment was repeated 3 times. (B) Average dynamics of mono-ubiquitylated PCNA (blue
line) and of poly-ubiquitylated PCNA (orange line), obtained from 100 independent stochastic simulations,
executed starting from the same initial conditions (see Table 2 for molecular amounts and Table 5 for reaction
constants) and with an estimated number of DNA lesions equal to 2002. (C) Comparison between the mean
dynamics of mono-, di- and tri-ubiquitylated PCNA isoforms emerging from 100 independent stochastic
simulations, and the mean value of experimental data µ(#PCNAUbuexp ), together with the respective standard
deviation σ(#PCNAUbuexp ). Colored areas indicate the amplitude of stochastic fluctuations around the mean
value µ(#PCNAUbusim ). Data are plotted by using the units representation (see Additional File 3). (D)
Comparison between the ratio of experimental (÷PCNAUbuexp , left bars) and simulated (÷PCNAUbusim , right
bars) ubiquitylated PCNA isoforms at every sampled time point where experimental measurements yield a
detectable amount of modified PCNA. Mean and standard deviation bars of both experimental and simulated
ratios are plotted by using the normalized representation (see Additional File 3).
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Figure 4 - Comparison between experimental and simulation results of PCNA ubiquitylation dynamics
obtained on wild type yeast cells at 50 J/m2 UV dose
The figure shows the experimental measurements on WT yeast cells irradiated at 50 J/m2 UV dose and
the comparison with the corresponding simulation results. (A) Representative image of a western blot
showing a time-course measurement of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted
by α-Ub) and of non modified PCNA (bottom part, denoted by α-His), sampled from 0 to 5 h after UV
irradiation. The experiment was repeated 3 times. (B) Comparison between the mean dynamics of mono-,
di- and tri-ubiquitylated PCNA isoforms emerging from 10 independent stochastic simulations, and the mean
value of experimental data µ(#PCNAUbuexp ), together with the respective standard deviation σ(#PCNA
Ubu
exp ).
Stochastic simulations were executed starting from the same initial conditions (see Table 2 for molecular
amounts and Table 5 for reaction constants) and with an estimated number of DNA lesions equal to 10012.
Colored areas indicate the amplitude of stochastic fluctuations around the mean value µ(#PCNAUbusim ). Data
are plotted by using the units representation (see Additional File 3). (C) Comparison between the ratio of
experimental (÷PCNAUbuexp , left bars) and simulated (÷PCNAUbusim , right bars) ubiquitylated PCNA isoforms
at every sampled time point. Mean and standard deviation bars of both experimental and simulated ratios
are plotted by using the normalized representation (see Additional File 3).
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Figure 5 - Comparison between experimental and simulation results of PCNA ubiquitylation dynamics
obtained on wild type yeast cells at 75 J/m2 UV dose
The figure shows the experimental measurements on WT yeast cells irradiated at 75 J/m2 UV dose and
the comparison with the corresponding simulation results. (A) Representative image of a western blot
showing a time-course measurement of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted
by α-Ub) and of non modified PCNA (bottom part, denoted by α-His), sampled from 0 to 5 h after UV
irradiation. The experiment was repeated 3 times. (B) Comparison between the mean dynamics of mono-,
di- and tri-ubiquitylated PCNA isoforms emerging from 10 independent stochastic simulations, and the mean
value of experimental data µ(#PCNAUbuexp ), together with the respective standard deviation σ(#PCNA
Ubu
exp ).
Stochastic simulations were executed starting from the same initial conditions (see Table 2 for molecular
amounts and Table 5 for reaction constants) and with an estimated number of DNA lesions equal to 15018.
Colored areas indicate the amplitude of stochastic fluctuations around the mean value µ(#PCNAUbusim ). Data
are plotted by using the units representation (see Additional File 3). (C) Comparison between the ratio of
experimental (÷PCNAUbuexp , left bars) and simulated (÷PCNAUbusim , right bars) ubiquitylated PCNA isoforms
at every sampled time point. Mean and standard deviation bars of both experimental and simulated ratios
are plotted by using the normalized representation (see Additional File 3).
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Figure 6 - Prediction of bypassed DNA lesions overestimation and validation results on rad14∆ back-
ground yeast cells at 75 J/m2 UV dose
The figure shows the experimental measurements on rad14∆ background yeast cells irradiated at 75 J/m2
UV dose and the comparison with the corresponding simulation results. (A) Western blots showing a
comparison between time-course measurements executed on WT cells (left part) and rad14∆ background
cells (right part), of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted by α-Ub) and of non
modified PCNA (bottom part, denoted by α-His), sampled from 0 to 5 h after UV irradiation. As the aim of
this experiment was not to carry out a precise quantification of the PCNA ubiquitylated isoforms, but only
to verify the prediction of computational analysis, it was conducted with a single repetition. (B) Comparison
between the values of experimental data (#PCNAmonoexp , #PCNA
poly
exp ) and the mean dynamics (#PCNA
mono
sim ,
#PCNApolysim ) of mono- and poly-ubiquitylated PCNA isoforms emerging from 10 independent stochastic
simulations, where #PCNApolyexp , #PCNA
poly
sim represent the sum of mono-, di- and tri-ubiquitylated PCNA
amounts obtained from experimental data and simulation outcomes, respectively. Stochastic simulations
were executed starting from the same initial conditions (see Table 2 for molecular amounts and Table 5 for
reaction constants) and with an estimated number of DNA lesions equal to 15018. Colored areas indicate
the amplitude of stochastic fluctuations around the mean values µ(#PCNAmonosim ), µ(#PCNA
poly
sim ). Data
are plotted by using the units representation (see Additional File 3). (C) Comparison between the ratio of
experimental (÷PCNAmonoexp and ÷PCNApolyexp , left bars) and simulated (÷PCNAmonosim and ÷PCNApolysim , right
bars) ubiquitylated PCNA isoforms at every sampled time point. Mean and standard deviation bars of both
experimental and simulated ratios are plotted by using the normalized representation (see Additional File
3).
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Figure 7 - Prediction of UV dose-dependent threshold and validation results on wild type yeast cells at
20 J/m2 and 30 J/m2 UV doses
The figure shows the experimental measurements on WT cells irradiated at 20 J/m2 UV dose (top part) and
at 30 J/m2 UV dose (bottom part), as well as the comparison with the corresponding simulation results.
As the aim of these experiments was not to carry out a precise quantification of the PCNA ubiquitylated
isoforms, but only to verify the prediction of computational analysis, they were conducted with a single
repetition. (A-C) Comparison between the value of western blot quantification #PCNAUbuexp deriving from
a single experiment, and the dynamics of mono-, di- and tri-ubiquitylated PCNA isoforms #PCNAUbusim
emerging from 10 independent stochastic simulations, executed starting from the same initial conditions (see
Table 2 for molecular amounts and Table 5 for reaction constants), with an estimated number of DNA lesions
equal to 4005 (A) and 6007 (B). Colored areas indicate the amplitude of stochastic fluctuations around the
mean value µ(#PCNAUbusim ). Data are plotted by using the units representation (see Additional File 3).
(B-D) Comparison between the ratio of experimental (÷PCNAUbuexp , left bars) and simulated (÷PCNAUbusim ,
right bars) ubiquitylated PCNA isoforms at every sampled time point. Mean and standard deviation bars
of simulated results are plotted by using the normalized representation (see Additional File 3).
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Figure 8 - Influence of free ubiquitin concentration and validation results on doa4∆ background yeast
cells at 20 J/m2 UV dose
The figure shows the simulated dynamics of PCNA mono-ubiquitylation (A) and poly-ubiquitylation (B) at
a UV dose of 20 J/m2, obtained from a PSA executed on the initial amount of ubiquitin, which is varied in
the interval [870, 17396] molecules – mimicking the biological conditions ranging from a 10-fold reduction
(corresponding to the severely impaired condition of doa1∆ yeast cells) to a 2-fold overexpression of the
total amount of free ubiquitin in WT cells (see the reference value in Table 2). In the plots, the thick lines
correspond to the dynamics obtained with the reference value for ubiquitin amount. The simulations show
that for ubiquitin amounts lower than the reference value, the amounts of mono- and poly-ubiquitylated
PCNA decrease, as also observed experimentally in doa4∆ cells (C, right part). On the other hand, by
increasing the ubiquitin amount present inside the system, the dynamics show an initial peak in the amount
of mono- and poly-ubiquitylated PCNA, suggesting that high amounts of ubiquitin might lead the system
to a faster bypass of all lesions with respect to the physiological reference value. (C) Western blot showing
a comparison between time-course measurements in WT yeast cells (left part) and doa4∆ yeast cells (right
part), of mono-, di- and tri-ubiquitylated PCNA isoforms (top part, denoted by α-Ub) and of non modified
PCNA (bottom part, denoted by α-His), sampled at 30 min after UV irradiation. As the aim of these
experiments was not to carry out a precise quantification of the PCNA ubiquitylated isoforms, but only to
verify the prediction of computational analysis, they were conducted with a single repetition.
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Tables
Table 1 - Yeast strains used in this study
Wild type (WT) and mutant budding yeast strains used in this study.
Table 1: Yeast strains used in this study
Strain name Genotype Reference
WT (DF5) pol30∆::URA3 LEU2::YIplac128-His6-POL30 [38]
rad14∆ (DF5) pol30∆::URA3 LEU2::YIplac128-His6-POL30 rad14∆::KanMX6 This study
doa4∆ (DF5) pol30∆::URA3 LEU2::YIplac128-His6-POL30 doa4∆::KanMX6 This study
Table 2 - Molecular amounts of initial species in the PRR model
The molecular amounts of the proteins initially occurring in the PRR model are here expressed as number
of molecules per cell. Data in the second column were collected from log phase growing yeast cells, retrieved
from the reference database reported in the third column. The amount of ubiquitin is calculated as the
sum of molecular amounts deriving from the four genes encoding for ubiquitin in yeast cells (namely, UBI1,
UBI2, UBI3, UBI4). The fourth column reports the derived molecular amounts of proteins localized both in
the nucleus and in the cytoplasm, scaled according to the 7% fraction of nuclear volume with respect to the
total yeast cell volume [52]. This column specifies the molecular amounts of proteins occurring in the initial
state of the system; the proteins marked with the asterisk (Ubc13, Mms2) occur in the system as complex
Ubc13:Mms2, whose initial amount is fixed at the minimum value between the amounts of the two proteins
(namely, 193 molecules/cell).
Table 2: Molecular amounts of initial species in the PRR model
Protein Total amount Reference Nuclear amount
Rad5 1520 [50] 1520
Rad6 2770 [50] 194
Rad18 206 [50] 206
Ubc13* 8970 [50] 628
Mms2* 2760 [50] 193
PCNA 22440 (7480 trimers) [51] 7480 trimers
Ubiquitin 124260 [50,51] 8698
Table 3 - Experimental measurements of DNA lesions per genome at different UV irradiation doses
Number of DNA lesions per genome induced by different UV irradiation doses in yeast cells.
Table 3: Experimental measurements of DNA lesions per genome at different UV irradiation doses
UV irradiation dose (J/m2) Number of lesions Reference
0.1 22 [55]
1 200 [54]
29 6000 [54]
108 24000 [55]
150 30000 [54]
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Table 4 - Estimation of the number of DNA lesions per genome
Evaluation of the number of DNA lesions (y) at different UV irradiation doses (x), determined using the
linear regression equation y = 200.248 x.
Table 4: Estimation of the number of DNA lesions per genome
UV irradiation dose (J/m2) Estimated number of lesions
5 1001
10 2002
20 4005
30 6007
50 10012
75 15018
Table 5 - Mechanistic model of the PRR pathway in yeast
The mechanistic model for the PRR pathway, developed according to the stochastic formulation of chemical
kinetics, consists of 25 reactions among 21 molecular species. Each reaction is described by a set of reagents
and a set of products, and is characterized by a stochastic constant (ci, i = 1, . . . , 25), here expressed in
sec−1. The following notation was used in writing the reactions: (i) X+Y represents an interaction between
the molecular species X and Y ; (ii) X :Y describes a molecular complex between species X and Y . Data
reported in the last column specify the literature references from which we retrieved the information used
to define the corresponding reaction.
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