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HO¨LDER CONTINUITY OF LYAPUNOV EXPONENT FOR A FAMILY
OF SMOOTH SCHRO¨DINGER COCYCLES
JINHAO LIANG, YIQIAN WANG, JIANGONG YOU
Abstract. We prove the Ho¨lder continuity of the Lyapunov exponent for quasi-
periodic Schro¨dinger cocycles with a C2 cos-type potential and any fixed Liou-
villean frequency, provided the coupling constant is sufficiently large . Moreover,
the Ho¨lder exponent is independent of the frequency and the coupling constant.
Keywords: Schro¨dinger cocycle; Lyapunov exponent; Liouvillean fre-
quency; Ho¨lder continuity.
1. Introduction
Consider the one-dimensional quasi-periodic Schro¨dinger operator on l2(Z)
(1) (Hα,λ,v,xu)n = un+1 + un−1 + λv(T
nx)un,
T : x 7−→ x + α.
We call v, λ, x, α potential ,coupling constant, phase and frequency respectively.
Let A(E−λv) ∈ C2 (R/Z, SL(2,R)) be given by
(2) A(E−λv)(x) =
(
E − λv(x) −1
1 0
)
.
Then
(x,w) 7→
(
x + α, A(E−λv)(x)w
)
defines a family of dynamic systems on R/Z × R2, denoted for simplicity by
(α, A(E−λv)). We call them the Schro¨dinger cocycles associated with the Schro¨dinger
operator (1). The nth iteration of the cocycle is denoted by
(α, A(E−λv))n = (nα, A
(E−λv)
n ),
where
A
(E−λv)
n (x) =

A(E−λv)(x + (n − 1)α) · · · A(E−λv)(x), n ≥ 1;
I2, n = 0;(
A
(E−λv)
−n (x + nα)
)−1
, n ≤ −1.
The Lyapunov exponent L(E, λ) of the cocycle is defined as
L(E, λ) = lim
n→∞
1
n
∫
R/Z
log ‖A
(E−λv)
n (x)‖dx,
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where ‖ · ‖ denotes the matrix norm on SL(2,R). The limit always exists by King-
man’s subadditive Ergodic Theorem. It is known that, for irrational α,
L(E, λ) = lim
n→∞
1
n
log ‖A
(E−λv)
n (x)‖, a.e. x ∈ R/Z.
Besides the Lyapunov exponent (short for LE), another important subject is the
integrated density of states (short for IDS), which is given by
N(E) = lim
n→∞
1
n
∫
R/Z
#{(−∞, E) ∩ Σ(Hn(x))}dx,
where Σ(Hn(x)) denotes the set of eigenvalues of the operator H(x) restricted to
[1, n] with Dirichlet boundary conditions and # denotes the cardinality of a set. It
is well known that the IDS always exists and is locally constant outside the spec-
trum [AS83]. Moreover, the IDS and the LE are related via the famous Thouless’
Formula
L(E) =
∫
R
log |E − E′|dN(E′).
By the Hilbert transform and the theory of singular integral operators, the Ho¨lder
continuity passes from L(E) to N(E) and vice versa (see [GS01] for more details).
1.1. The main result. In this paper, we focus on a class of potentials, which has
the following properties:
• Assume dv
dx
= 0 at exactly two points, one is minimal and the other maxi-
mal, which are denoted by z1 and z2;
• These two extreme points are non-degenerate, i.e. d
2v
dx2
(z j) , 0 for j = 1, 2.
We call this kind of v is C2 cos-type function.
For any irrational α, let {pn/qn}n∈N be the fraction approximation of α. Define
β(α) := lim sup
n→∞
log qn+1
qn
.
We call α Liouvillean if 0 ≤ β < ∞ and we call α strong Liouvillean if β = ∞. We
also call α Diophantine if there exist τ ≥ 1 and c > 0 such that
qn+1 ≤ cq
τ
n, n ≥ 1.
It is easy to see that every Diophantine number is Liouvillean by our terminology,
since we have β(α) = 0 for any Diophantine α. It is also clear that the set of
Diophantine numbers has a full Lebesgue measure on R.
Our main result is as follows.
Theorem 1.1. Let v be a C2 cos-type function and α a Liouvillean number. Then
there exists a λ1 = λ1 (α, v) such that for λ ≥ λ1, the LE and the IDS of the cocycles
(2) are Ho¨lder continuous in E, i.e. for E, E′ ∈ [E1, E2],∣∣∣L(E) − L(E′)∣∣∣ + ∣∣∣N(E) − N(E′)∣∣∣ < C ∣∣∣E − E′∣∣∣σ ,
where the constant C depends on the interval [E1, E2], and the Ho¨lder exponent σ
is an absolute constant depends on nothing and is bigger than 10−8.
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Remark 1.1. For C2 cos-type potentials considered in Theorem 1.1, Anderson
Localization has been established by Sinai [S87] and Fro¨hlich-Spencer-Wittwer
[FSW90]. In [FSW90], they also assumed that the potentials are even functions.
Uniform positivity of LE was also proved by different methods, see Bjerklo¨v [Bjer13],
Wang-Zhang [WZ15] and Liang-Kung [LK17].
Remark 1.2. When the frequency is Diophantine, Wang-Zhang [WZ15] obtained a
weaker regularity (log-Ho¨lder continuity) of the LE for quasi-periodic Schro¨dinger
cocycles with C2 cos-type potentials. Theorem 1.1 improves their result and pro-
vides the first positive example on the Ho¨lder continuity of LE on the energy E for
finite smooth potentials and fixed Liouvillean frequencies.
Remark 1.3. The Ho¨lder exponent σ in Theorem 1.1 is independent of λ. In con-
trast, the Ho¨lder exponent obtained in [GS01, YZ14] will tend to zero as λ goes
to infinity. Furthermore, the lower bound of σ can be improved by a more careful
estimate. However, we do not attempt to obtain the optimal value here.
1.2. Related results and some remarks. In recent years, much work has been de-
voted to the regularity properties of the LE and the IDS for the one-dimensional dis-
crete quasi-periodic Schro¨dinger operators (cocycles). Goldstein-Schlag [GS01]
developed the technique from Bourgain-Goldstein [BG00], and obtained a sharp
version of large deviation theorem (short for LDT) for general real analytic poten-
tials with strong Diophantine frequencies. They developed the Avalanche Princi-
ple to prove Ho¨lder continuity of LE in the regime of positive LE. However, the
Ho¨lder exponent they obtained tends to zero as λ goes to infinity. This contra-
dicts the intuition that the Ho¨lder exponent should get better when increasing λ.
Later You-Zhang [YZ14] improved the method in [BJ02] and [B05], and extended
[GS01]’s result to all Diophantine frequencies and some Liouvillean frequencies.
Nevertheless, the Ho¨lder exponent in [YZ14] also goes to zero when λ → ∞. Very
recently, Han-Zhang [HZ18] showed the Ho¨lder exponent is in fact independent of
λ, and extended [YZ14]’s result to all Liouvillean frequencies.
The results of regularity of the LE on trigonometric polynomial potential are
much better. Bourgain [B00] obtained (1
2
− ε)-Ho¨lder regularity of LE for almost
Mathieu operator with large coupling. He noted that the result seems optimal, that
is, one should not expect to have global Ho¨lder regularity better than 1
2
. Goldstein-
Schlag [GS08] showed that IDS is ( 1
2k
− ε)-Ho¨lder continuous for small analytic
perturbations of trigonometric polynomials of degree k and positive LEs and strong
Diophantine frequencies. Recently, Ge-You [GY17] improved the Ho¨lder exponent
to 1
2k
for trigonometric polynomials of degree k. We would like to emphasize that
all the results stated above require positivity of LE or sufficiently large coupling
constants.
It seems that the regularity of IDS or LE is better for small coupling. Amor
[Am09] used the sophisticated KAM iteration in [E92] to prove the 1
2
-Ho¨lder conti-
nuity for quasiperiodic Schro¨dinger operators with Diophantine multi-frequencies,
where the smallness of the coupling depends on the frequency. Avila-Jitomirskaya
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[AJ10] got the 1
2
-Ho¨lder exponent of the IDS with small coupling nonperturba-
tively in subexponential regime (i.e. α satisfies β(α) = 0). Their result was ex-
tended to Liouvillean frequencies in [LY13]. We remark that so far all the ap-
proaches heavily depend on the analyticity of the cocycles, which are not applica-
ble to C2 smooth cocycles as considered in this paper.
For rough potentials, only a few results are established for the continuity of
LE. Klein [K05] obtained the log-Ho¨lder continuity of the LE for some Gevrey
potentials and strong Diophantine frequencies. In [Chan], Chan used multi-scale
analysis and obtained uniform positivity of LE for someC3 potentials by excluding
a positive measure of frequencies and by varying the potentials in some typical way.
Wang-Zhang [WZ15] obtained the uniform positivity and log-Ho¨lder continuity of
LE provided that the frequency is any fixed Diophantine number, the coupling is
large and the potential is a C2 cos-type function. This is the first result on finite
smooth potentials.
For other related results, Avila-Krikorian [AK15] studied so-called monotonic
cocycles which are a class of smooth or analytic cocycles non-homotopic to iden-
tity. They prove that the LE is smooth or even analytic respect to the parameter.
Jitomirskaya-Kachkovskiy [JK15] showed the IDS is Lipschitz continuous for the
Schro¨dinger cocycles with strictly monotone Lipschitz potentials and all irrational
frequencies. In comparison, the global regularity of LE is considered to be not
better than 1
2
-Ho¨lder continuous for quasi-periodic Schro¨dinger cocycles.
The key for this paper is to improve the large deviation theorem in [WZ15]. In
[WZ15], the upper bound for the measure of the set of phases with a large deviation
is sub-exponentially small. To guarantee the Ho¨lder regularity, we need to prove
that the upper bound is in fact exponentially small.
Some new technical difficulties appear when the frequency is extended to Liou-
villean numbers. A Liouvillean frequency may lead to a sudden loss of the finite
Lyapunov exponent. Moreover, it may cause some complicated cases, where we
have to deal with the resonances in different scales.
We remark that the relation between β and λ in Theorem 1.1 is roughly
(3) log λ ≥ C(β + 1),
where C > 0 is independent of β. Thus if β → ∞, we have to require λ →
∞. Hence our method is invalid for the case with strong Liouvillean frequencies.
However, we guess in general there is no Ho¨lder continuity when β = ∞.
The rest of the paper is organized as follows. In Section 2, we will first give
some technical lemmas, which are proved in [WZ15], to estimate the norms and
the angles of the monodromy matrices. And then we will review the induction
theorem with Liouvillean frequency in [LK17] . In Section 3 we will show the
sharp large deviation theorem. It is the key part of the paper. We will ensure the
exponential growth of the norm of A
(E−λv)
n (x) excluding a exponentially small set
of x. In Section 4 we will prove a technical lemma used in Section 3. In Section 5
we will finish the proof of the Ho¨lder continuity using the LDT and the Avalanche
Principle.
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2. Preliminaries
2.1. Lemmas for product of matrices. In this subsection we present several tech-
nical lemmas to compute the norms of the product of some matrices. All of them
are proved in [WZ15].
For the Schro¨dinger cocycle (1), we have ‖A(E−λv)(x)‖ ≥ 1. The equality may
hold for some x and E, which will cause some technical difficulties. The next
lemma transforms the Schro¨dinger cocycle (1) to a cocycle (α, A(x)) satisfing ‖A(x)‖ >
1 for all x ∈ R/Z.
Lemma 2.1. Let J be any compact interval. For x ∈ R/Z, and t = E/λ ∈ J, define
the following cocycles map
A(x) = Λ(x) · Rφ(x,t) :=
(
λ(x) 0
0 λ−1(x)
)
·
(
cos φ(x, t) − sin φ(x, t)
sin φ(x, t) cos φ(x, t)
)
.
Assume also that λ(x) satisfies
λ ≤ λ(x) < Cλ,
∣∣∣∣∣d
mλ(x)
dxm
∣∣∣∣∣ < Cλ, m = 1, 2.
Then A(E−λv)(x) is conjugate to A(x), where cot φ(x, t) → t− v(x) in C2-topology as
λ → ∞. Therefore for λ sufficiently large(only depends on v), to prove Theorem 1.1,
it is enough to prove the corresponding results for A(x) with cot φ(x, t) = t − v(x).
Let A ∈ SL(2,R) satisfying ‖A‖ > 1. Define the map s, u : SL(2,R) → RP1 :=
R/(piZ), such that s(A) is the most contraction direction of A and u(A) = s(A−1). In
other words, let sˆ(A) ∈ s(A) be the unit vector, we have ‖A · sˆ(A)‖ = ‖A‖−1, and so
is u. We say s(A) is the stable direction of A and u(A) is the unstable direction of
A. Then for A ∈ SL(2,R) with ‖A‖ > 1, we have the polar decomposition
A = Ru
(
‖A‖ 0
0 ‖A‖−1
)
R pi
2
−s,(4)
where s, u ∈ [0, 2pi) are some suitable choices of angles corresponding to the di-
rections s(A), u(A) ∈ RP1. For convenience, we also use s(A) and u(A) for s and
u.
Consider the product E(x) = E2(x) · E1(x). By (4), we have
E = E2 · E1 = Ru(E2 )
(
‖E2‖ 0
0 ‖E2‖
−1
)
R pi
2
−s(E2)+u(E1 )
(
‖E1‖ 0
0 ‖E1‖
−1
)
R pi
2
−s(E1).
We say |s(E2) − u(E1)| is the angle between E2 and E1. For ‖Ei‖ ≫ 1, i = 1, 2, it
is not hard to see that the norm of E2E1 approximately equals to ‖E2‖ · ‖E1‖ unless
the angle tends to 0. We say it is nonresonant if
|s(E2) − u(E1)|
−1 ≪ min {‖E1‖, ‖E2‖} .
Otherwise, we say it is resonant. The following lemma gives a basic idea to com-
pute s(E) and u(E).
Lemma 2.2. Let
s(x) = s(E(x)), u(x) = u(E(x)), θ(x) = s(E2(x)) − u(E1(x)),
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e j(x) = ‖E j(x)‖, s j(x) = s j(E j(x)), u j(x) = u(E j(x)), j = 1, 2,
f1 =
1
2
(e21 tan θ + e
2
1e
−4
2 cot θ), f2 =
1
2
(e22 tan θ + e
2
2e
−4
1 cot θ),
0 < κ ≤ 10−3, 0 < η ≤ 10−2.
Then for each m = 0, 1, 2 and each x ∈ I, we have the following.
• If eκ
2
≥ e1 ≫ 1, then we have
c <
∣∣∣∣∣∣
dm(s − s1)
dxm
/
dm(tan−1(e2
1
tan θ) − pi
2
)
dxm
∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣∣∣
dm(u − u2)
dxm
/
dmcot−1(
√
f 2
2
+ 1 + f2)
dxm
∣∣∣∣∣∣∣∣∣ < C.
• If eκ
1
≥ e2 ≫ 1, then we have
c <
∣∣∣∣∣∣∣∣∣
dm(s − s1)
dxm
/
dm(tan−1(
√
f 2
1
+ 1 + f1) −
pi
2
)
dxm
∣∣∣∣∣∣∣∣∣ ,
∣∣∣∣∣∣
dm(u − u2)
dxm
/
dmcot−1(e2
2
tan θ)
dxm
∣∣∣∣∣∣ < C.
• If
e2, e1 ≫ 1, inf
x∈I
|θ| ≥ max
x∈I
{e
−η
1
, e
−η
2
},
then we have
‖E‖ ≥ Ce1e2|θ|,
and
c <
∣∣∣∣∣∣
dm(s − s1)
dxm
/
dmtan−1(e2
1
tan θ)
dxm
∣∣∣∣∣∣ ,
∣∣∣∣∣∣
dm(u − u2)
dxm
/
dmcot−1(e2
2
tan θ)
dxm
∣∣∣∣∣∣ < C.
Remark 2.1. In [WZ15], κ and η need to be sufficiently small. Straightforward
computations show that κ = 10−3 and η = 10−2 are enough. Moreover, the value
10−3 is not optimal and one can show that Lemma 2.2 still holds if κ is somehow
larger. However, we do not want to obtain the optimal value here since it will
be very complicated. It is worth mentioning that the value of κ is related to the
constant δ in Theorem 3.1, and hence the Ho¨lder exponent in Theorem 1.1.
Remark 2.2. The first and the second claim in Lemma 2.2 are for the resonant
case. As we see in the lemma, the stable direction of the product matrix differs
greatly from the stable direction of the factor matrix. More precisely, if ‖E2‖ ≫
‖E1‖ ≫ 1, then
s(E2E1) = s(E1) + arctan(‖E1‖
2 tan(s(E2) − u(E1))) −
pi
2
.
Remark 2.3. The third claim in Lemma 2.2 is for the nonresonant case. One can
repeat this argument to obtain the lower bound of the norm of the product of a
sequence of SL(2,R) matrices. In other words, if the angle θ j between E j+1 and E j
is not close to pi
2
for j = 1, · · · , n, then the norm of their product has a lower bound
‖
n+1∏
j=1
E j‖ ≥ C ·
n+1∏
j=1
‖E j‖ ·
n∏
j=1
|θ j|,
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which is similar to the Avalanche Principle (see Lemma 5.1). Moreover, the stable
direction of the product matrix approximately equals to the stable direction of the
first factor matrix
‖s(
n+1∏
j=1
E j) − s(E1)‖C2 < ‖E1‖
−(2−5η).
So is the unstable direction.
2.2. The induction theorem with Liouvillean frequency. In [WZ15], Wang and
Zhang developed an induction scheme to overcome the difficulty of resonance and
obtain the positivity of LE for C2 cos-type potentials and fixed Diophantine fre-
quencies. Liang-Kung [LK17] extended [WZ15]’s result to the Liouvillean fre-
quencies. They proved
Theorem 2.1. ([LK17]) Consider the Schro¨dinger cocycle (2) with a C2 cos-type
potential and a Liouvillean frequency. Then for ε ∈ (0, 10−3], there exists a λ2 =
λ2(α, v, ε) > 0 such that
L(E, λ) > (1 − ε) log λ
for all (E, λ) ∈ R × [λ2,∞).
This theorem bases on the induction scheme as follows. For N large enough, we
define the initial angle function gN as gN(x) = s(A(x)) − u(A(x)) = arctan(t − v(x)),
where A has the form in Lemma 2.1, and the initial critical points
{
cN,1, cN,2
}
as
{cN,1, cN,2} = {y : |gN(y)| = min
x∈R/Z
|gN(x)|}.
For i ≥ N, we inductively define
• The critical intervals Ii,1 and Ii,2 center at two critical points
{
ci,1, ci,2
}
, with
radii of q−2
i
on R/Z.
• The return time r±
i
(x) : Ii → Z+ is the first return time after 10
−3εqi, where
r+
i
(x) is the forward return and r−
i
(x) backward. That is
r±i (x) = min{ j : T
± jx ∈ Ii, j ≥ 10
−3εqi}, x ∈ Ii.
Let r±
i
= minx∈Ii r
±
i
(x) and ri = min{r
+
i
, r−
i
}.
• The angle function gi+1 : Ii → R/Z is defined by gi+1(x) = sr+
i
(x) − ur−
i
(x),
where sr+
i
(x) = s(Ar+
i
(x)) and ur−
i
(x) = s(A−r−
i
(x)). Moreover, the critical
points
{
ci+1,1, ci+1,2
}
are the minimal points of the angle function gi+1 as the
following
C(i+1) =
{
ci+1,1, ci+1,2
}
⊆ {y : |gi+1(y)| = min
x∈Ii
|gi+1(x)|},
with
|ci+1, j − ci, j| < Cλ
− 3
4
ri−1 , j = 1, 2.
Theorem 2.2. ([LK17]) Let v, ε, and α be as in Theorem 2.1, and let λ satisfy
(5) λ > λ3(α, v, ε) := max
{
C(v, ε, qN), e
109ε−1β
}
.
Then we have
‖A±r±
i
(x)‖ ≥ λ(1−10
−2ε)r±
i , x ∈ Ii.
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And the angle function gi+1 satisfies the nondegenerate condition
(6) |gi+1(x)| ≥ C‖x −C
(i+1)‖3, x ∈ Ii\B(C
(i), λ−ri),
where ‖x − C(i+1)‖ := min j=1,2 ‖x − ci+1, j‖. Moreover, depending on the positions
of the critical intervals (points), it is divided into three cases: Case (i + 1)I, Case
(i + 1)II and Case (i + 1)III.
• In Case (i + 1)I, it holds
(Ii,1 + jα) ∩ Ii,2 = ∅, j ∈ (−10
−3εqi, 10
−3εqi) ∩ Z.
This is a nonresonant case and we have that
(7) ‖gi+1 − gi‖C2 ≤ Cλ
− 3
2
ri−1 in Ii.
• In Case (i + 1)II, the critical interval Ii is a consecutive interval, i.e., Ii,1 ∩
Ii,2 , ∅. This is also a nonresonant case and (7) holds.
• In Case (i + 1)III, it holds
(Ii,1 + kα) ∩ Ii,2 , ∅, ∃ k ∈ (−10
−3εqi, 10
−3εqi) ∩ Z\{0}.
This is a resonant case and
(8) gi+1(x) = arctan(l
2
k tan(gi(x ± kα))) −
pi
2
+ gi(x), x ∈ Ii,
where lk = ‖Ak(x)‖, and ”±” takes ”+” for x ∈ Ii,1 and takes ”−” for
x ∈ Ii,2.
Remark 2.4. For convenience, we assume ε = 10−3 in the rest of the paper. We
will choose λ1 = λ3(α, v, 10
−3) in Theorem 1.1, which implies (3).
The proof of the induction theorem mainly follows [WZ15]. However, the
method in [WZ15] depends heavily on the arithmetic properties of Diophantine
frequency. When the frequency is Liouvillean, directly applying their method will
cause a great loss of the norm of the nth iterated cocycle in the inductive step,
which might not be sufficient to get the positivity of the LE. To reduce and control
the loss, Liang-Kung gave delicate analysis on the base dynamic. From it they
found that the product of the angles is actually a factorial by the fact that the Li-
ouvillean frequency can be well approximated by rational numbers. Hence this
product will be not too small, see Remark 2.3. It was also found in [LK17] that
each period of resonance are followed by a much longer period of non-resonance,
which can counteract the loss of finite Lyapunov exponent due to resonance.
3. The large derivation theorem
In order to prove Ho¨lder continuity of the Lyapunov exponent, Goldstein and
Schlag [GS01] established the so-called sharp large deviation theorem saying that
(9) meas
{
x ∈ R/Z :
∣∣∣∣∣1n log ‖An(x)‖ − Ln(E)
∣∣∣∣∣ > κ
}
< e−cκn,
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where Ln(E) :=
1
n
∫
R/Z
log ‖An(x)‖ dx, provided the analyticity of the potentials,
some Diophantine conditions of the frequencies and the positivity of the LE. Com-
bining (9) with the Avalanche Principle (see Lemma 5.1), they obtained the Ho¨lder
continuity of the LE.
For rough potentials, we intend to establish some kind of large deviation in-
equality. More precisely, we have to ensure the exponential growth of the norm of
A
(E−λv)
n (x) excluding a exponentially small set of x. However, Wang-You [WY13,
WY14] gave some examples for general smooth Schro¨dinger cocycles that the
norm of A
(E−λv)
n (x) may be not large for a large set of x and the associated LE
can be not continuous even for Diophantine frequencies. Fortunately, by restrict-
ing the cocycle to the Schro¨dinger cocycle withC2 cos-type potential, Wang-Zhang
[WZ15] proved the log-Ho¨lder continuity of the LE for any fixed Diophantine fre-
quencies. In fact, their proof depends on the following large deviation estimate
(10) meas
{
x ∈ R/Z :
∣∣∣∣∣1n log ‖An(x)‖ − L(E)
∣∣∣∣∣ > κ log λ
}
< e−cδ(κ)n
σ
,
for λ > λ0(α, v, κ) and n > n0(α, v, κ), where κ, δ(κ) are positive numbers and σ
satisfies 0 < σ = σ(α) < 1. But this type of large deviation inequality is not enough
to prove the Ho¨lder continuity since the coefficient σ in (10) is strictly smaller than
1, see [B05, GS01, YZ14]. Our main task in this paper is to replace σ by 1 for all
Liouvillean frequencies. Now we are going to state our large deviation theorem.
Theorem 3.1. Choose N and λ large enough (such that Theorem 2.2 holds). Let
i ≥ i0(λ, qN). Then the large deviation inequality holds as follows
(11) meas
{
x ∈ R/Z :
1
i
log ‖Ai(x)‖ <
9
10
log λ
}
< λ−δi,
where the coefficient δ is independent of λ and α, and satisfies δ ≥ 10−6.
Remark 3.1. In fact, the coefficient δ is related to σ in Theorem 1.1 and κ in
Lemma 2.2. For convenience, we will choose σ = 10−2δ = 10−5κ = 10−8 in the
following proof.
Proof. To prove Theorem 3.1, the central problem is to obtain the lower bound
of ‖An(x)‖. Note that by Theorem 2.2 whenever x belongs to a critical interval I j,
‖A±r±
j
(x)‖ has a lower bound
‖A±r±
j
(x)‖ ≥ λ
(1−10−5)r±
j , x ∈ I j.
We need to analyze the trajectory of the base dynamic and judge when T kx ∈ I j
for some suitable j and k. For this purpose, we divide the trajectory of the base
dynamic in the following way.
−l3 0 l1 l2 i l4
Figure 1. Graph of the return times to IL+1
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Let {pn/qn} be the continued fraction approximation of α. Assume that qL ≤
i < qL+1. By Lemma 6.1 in the appendix, there are at most two l’s such that
0 ≤ l ≤ i and T lx ∈ IL+1. Let l1, l2 and l4 be the first, second and third time for the
trajectory entering IL+1 forward. Let l3 be the first time for the trajectory entering
IL+1 backward. We focus on the case that there exist two such l’s, see Figure 1, and
the other cases can be dealt with in a similar way. Now the trajectory is divided
into three segments:
{T jx : j ∈ [0, l1]}, {T
jx : j ∈ [l1, l2]}, {T
jx : j ∈ [l2, i]}.
Accordingly, we consider the decomposition
(12) Ai(x) = Ai−l2 (T
l2 x)Al2−l1 (T
l1 x)Al1 (x).
Let sn(x) = s(An(x)) and un(x) = s(A−n(x)). Using the polar decomposition, (12)
becomes
Ai(x) = Rui−l2 (T
ix)
(
‖Ai−l2‖ 0
0 ‖Ai−l2‖
−1
)
R pi
2
−si−l2 (T
l2 x)+ul2−l1 (T
l2 x)
·
(
‖Al2−l1‖ 0
0 ‖Al2−l1‖
−1
)
R pi
2
−sl2−l1 (T
l1 x)+ul1 (T
l1 x)
(
‖Al1‖ 0
0 ‖Al1‖
−1
)
R pi
2
−sl1 (x)
.
Our basic idea is to show the norms of Ai−l2 , Al2−l1 and Al1 are large enough and the
corresponding angles are not too small and then apply Lemma 2.2. Depending on
the positions of l1 and l2, we divide the proof into the following cases. See Figure
2.
Case 1: i − l2, l2 − l1, l1 ≥ 10
−3i.
Case 2: i − l2, l1 ≥ 10
−3i, l2 − l1 < 10
−3i.
Case 3: Other degenerate cases: l1 < 10
−3i or i − l2 < 10
−3i; there is only
one l’s such that 0 ≤ l ≤ i and T lx ∈ IL+1; there is no l’s such that 0 ≤ l ≤ i
and T lx ∈ IL+1.
−l3 0 l1 l2 i l4
Case 1
−l3 0 l1l2 i l4
Case 2
−l3 0 l1 i l2 l4
Case 3
Figure 2. The return times to IL+1
Case 1. Consider the decomposition
Ai(x) = Ai−l2 (T
l2 x)Al2−l1 (T
l1 x)Al1 (x).
Since l2 ≥ 10
−3i ≥ 10−3qL ≥ rL, we have by Theorem 2.2 that
‖Al2−l1 (T
l1 x)‖ ≥ λ
99
100
(l2−l1).
We need the following lemma to obtain the estimate of Al1(x). (Similarly for
Ai−l2 (T
l2 x).)
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Lemma 3.1. Let N,λ and i be as in Theorem 3.1. Let L ∈ Z satisfy qL ≤ i < qL+1.
Assume that l1 ≥ 10
−3qL. Then we have
‖Al1 (x)‖ ≥ λ
99
100
l1 ,(13)
|ul1 (T
l1 x) − ul1+l3 (T
l1 x)| < λ−
99
100
l1 .(14)
The proof of this lemma is so technical that we put it into Section 4.
Next, we want to show the nondegenerate property of the angle between Al1 (x)
and Al2−l1 (T
l1 x). Let
(15) f1(T
l1 x) = sl2−l1 (T
l1 x) − ul1+l3(T
l1 x).
Lemma 3.2. If T l1 x ∈ IL+1\B(C
(L+2), λ−2·10
−6i), then
(16) | f1(T
l1 x)| ≥ Cλ−2·10
−6i.
Proof. Since l2−l1 ≥ 10
−3qL and l1+l3 ≥ 10
−3qL, then l2−l1 ≥ rL and l1+l3 ≥ rL.
Hence by Lemma 2.2 we have
‖sl2−l1 (T
l1 x) − sr+
L
(T l1 x)‖C2 ≤ λ
− 3
2
rL ,
‖ul1+l3 (T
l1 x) − ur−
L
(T l1 x)‖C2 ≤ λ
− 3
2
rL .
Then we have
(17) ‖ f1(T
l1 x) − gL+1(T
l1 x)‖C2 ≤ λ
− 3
2
rL .
Without loss of generality, we only focus on IL+1,1. According to [WZ15], for
each j, g j belongs to one of three cases, namely type I, II and III (see appendix
for definitions and properties of them). For each case, we have the lower bound
estimate for |g j(x)|, |
dg j
dx
(x)| or |
d2g j
dx2
(x)|. If gL+1 is of type I in IL,1, then |
dgL+1
dx
| ≥ q−4
L
.
And hence |
d f1
dx
| ≥ q−5
L
by (17). Then f1 has only one zero, say e1. If T
l1 x <
B(e1, λ
−2·10−6i), then (16) holds.
Now assume gL+1 be of type III in IL,1. If gL+2 is of type I in IL+1,1, then by
Lemma 6.3, gL+1 is of type I in IL+1,1. This implies |
dgL+1
dx
| ≥ q−4
L+1
≫ λ−
3
2
rL and
hence |
d f1
dx
| ≥ q−5
L+1
by (17). If T l1 x < B(e1, λ
−2·10−6i), then (16) holds.
If gL+2 is also of type III in IL+1,1. Also by Lemma 6.3 in the appendix, gL+1 is
of type I in IL+1,1, or of type III in IL,1 with ‖gL+2 − gL+1‖C2 ≤ λ
− 3
2
rL . On the other
hand, since l2 − l1 > 10
−3qL, one can compare the derivatives of gL+2 and gL+1
to obtain ‖gL+2 − gL+1‖C2  λ
− 3
2
rL . In fact, due to the form of type III function,
maxx|
dgL+2
dx
| ≈ ‖Al2−l1‖
2 > λ10
−3qL ≫ λ2·10
−6qL > maxx |
dgL+2
dx
|. Hence gL+1 is of type
I in IL+1,1, which is also reduced to the above case.
Now it is left to estimate the distance between e1 and cL+2,1. Recall that gL+2
has the following form:
gL+2(T
l1 x) = arctan
(
‖Al2−l1 (T
l1 x)‖2 tan f2(T
l2 x)
)
−
pi
2
+ f1(T
l1 x).
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where f2(T
l2 x) = sl4−l2 (T
l2 x)−ul2−l1 (T
l2 x). Using (58) in Lemma 6.2 in the appen-
dix, we have
|cL+2,1 − e1| ≤ ‖Al2−l1 (T
l1 x)‖−
3
4 < λ−
3
4
·10−3i ≪ λ−2·10
−6i.
Hence if T l1 x < B(cL+2,1, λ
−2·10−6i), then (16) holds.
✷
Combining (14), (15) and (16), it holds that
|sl2−l1 (T
l1 x) − ul1 (T
l1 x)| ≥ Cλ−2·10
−6i − λ−
99
100
·10−3i ≥ Cλ−2·10
−6i.
Similarly, if T l2 x < B(cL+2,2, λ
−2·10−6i), then | f2(T
l2 x)| ≥ λ−2·10
−6i and
|si−l2 (T
l2 x) − ul2−l1 (T
l2 x)| ≥ Cλ−2·10
−6i.
Therefore if
x < Ω1 :=
⋃
l1 ,l2∈[0,i]
(
B(C(L+2), λ−2·10
−6i) − l1α
)
∪
(
B(C(L+2), λ−2·10
−6i) − l2α
)
,
then one can apply the nonresonant case of Lemma 2.2 to obtain
‖Ai(x)‖ ≥ λ
9
10
i.
The measure of the exception set is
meas Ω1 < i
2λ−2·10
−6i < λ−δi.
This implies the result.
Case 2. Since i − l2 ≥
1
2
i ≥ 10−3i ≥ l2 − l1, then
‖Ai−l2 (T
l2 x)‖ ≫ ‖Al2−l1 (T
l1 x)‖.
It follows from Lemma 3.1 and Lemma 2.2 that
‖Ai−l1 (T
l1 x)‖ ≥ λ
98
100
(i−l1) ≥ λ
49
100
i.
(18) |ui−l2 (T
ix) − ui−l1 (T
ix)| < ‖Ai−l2 (T
ix)‖−1 < λ−
1
2
i.
Later we need
Lemma 3.3.
(19) |sl4−i(T
ix) − ui−l2 (T
ix)| ≥ C
∥∥∥T ix −C(in)∥∥∥ ≥ Cq−2in+1 .
We put the proof at the end of section 4.
Combining (18) and Lemma 3.3,
|sl4−i(T
ix) − ui−l1 (T
ix)| ≥ Cq−2in+1 .
Since l4− i ≥ 10
−3i ≥ 10−3qL, by Lemma 3.1 we have that ‖Al4−i(T
ix)‖ ≥ λ
99
100
(l4−i).
Then it follows by Lemma 2.2 that
|sl4−l1 (T
l1 x) − si−l1 (T
l1 x)| < ‖Ai−l1 (T
l1 x)‖−
3
2 ≤ λ−
49
100
i.
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We also obtain by Lemma 3.1 that
|ul1 (T
l1 x) − ul1+l3 (T
l1 x)| < λ−
99
100
·10−3i.
Then the above two inequalities imply that
| f3(T
l1 x) − gL+2(T
l1 x)| < λ−
99
100
·10−3i.
where f3(T
l1 x) = si−l1 (T
l1 x) − ul1 (T
l1 x). In this case, gL+2 is of type III. Let
x < Ω3 :=
⋃
l1,l2∈[0,i]
(
B(C(L+2), λ−2·10
−6i) − l1α
)
.
Then
| f3(T
l1 x)| ≥ |gL+2(T
l1 x)| − λ−
99
100
·10−3i ≥ Cλ−6·10
−6i − λ−
99
100
·10−3i ≥ Cλ−6·10
−6i.
Then we obtain
‖Ai(x)‖ ≥ ‖Ai−l1 (T
l1 x)‖ · ‖Al1(x)‖ · λ
−6·10−6i ≥ λ
9
10
i.
The measure of the exception set is
meas Ω3 < i
2λ−2·10
−6i < λ−δi.
Case 3. Actually this case is easier than Case 1. We first focus on the case that
there is only one point of the trajectory entering IL+1 in [0, i], and it holds that
l1 ≥ 10
−3i, i − l1 ≥ 10
−3i.
See Figure 2. We follow the same idea of Case 1. By Lemma 3.1, it holds that
|ul1 (T
l1 x) − ul1+l3 (T
l1 x)| < λ−
99
100
·10−3i,
|si−l1 (T
l1 x) − sl2−l1 (T
l1 x)| < λ−
99
100
·10−3i.
Let
f4(T
l1 x) = sl2−l1 (T
l1 x) − ul1+l3(T
l1 x).
By Lemma 3.2, if T l1 x < B(cL+2,1, λ
−2·10−6i), then | f4(T
l1 x)| ≥ λ−2·10
−6i. This im-
plies
|si−l1 (T
l1 x) − ul1 (T
l1 x)| ≥ Cλ−2·10
−6i − λ−
99
100
·10−3i ≥ Cλ−2·10
−6i.
By Lemma 2.2, we conclude that if
x < Ω2 :=
⋃
l1∈[0,i]
(
B(C(L+2), λ−2·10
−6i) − l1α
)
,
then
‖Ai(x)‖ ≥ λ
9
10
i.
The measure of the exception set is
meas Ω2 < iλ
−2·10−6i < λ−δi.
Therefore the result follows.
For the case with l1 < 10
−3i or i− l2 < 10
−3i, one can follow the same approach
above to obtain the result. For the case that there is no l’s such that 0 ≤ l ≤ i and
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T lx ∈ IL+1, we can apply Lemma 2.2 to obtain the norm of Ai(x) with no exception
set of x removed. ✷
4. Proof of Lemma 3.1 and 3.3
Let us first outline the proof of Lemma 3.1. Denote by jk (k ≤ L + 1) the first
time for the trajectory {T jx : j ∈ Z} entering Ik. Note that if jk+1 − jk ≥ r
+
k
(T jk x),
then we can apply Theorem 2.2 to obtain the estimate of ‖A jk+1− jk‖, s jk+1− jk and
u jk+1− jk .
The difficulty arises when jk+1 − jk < r
+
k
(T jk x). The condition of Theorem 2.2
fails due to the occurrence of the resonance in the qk’s scale. Since the frequency
is Liouvillean, we have to analyze all these resonances, which is very complicated.
Inspired by the technique of ”CD-bridge” in [AFK11], we simplify the procedure
by defining il (l ≤ n + 1) as
qil =
{
qL+1, l = n + 1;
max
{
qk : q
3
k
≤ qil+1
}
, l ≤ n.
With this definition,
• It holds that jin−2 ≤ i
1
3 . Hence jin−2 is small enough compared with i and
then without loss of generality in the following we assume that x ∈ Iin−2 ;
• We can well estimate A jil+1− jil as the following
‖A jil+1− jil ‖ & λ
99
100 ( jil+1− jil ), s jil+1− jil ≈ sr
+
il
, u jil+1− jil ≈ ur
−
il
.
Therefore we only need to consider the decomposition
Al1+l3 (T
−l3 x) = Al1(x)Al3 (T
−l3 x)
= Al1− jin (T
jin x)A jin− jin−1 (T
jin−1 x)A jin−1 (x)(20)
· A j−in−1 (T
j−in−1 x)A j−in− j−in−1 (T
j−in x)Al3− j−in (T
−l3 x).
where j−k (k ≤ L + 1) is the first time for the trajectory {T
jx : j ∈ Z} entering Ik
backward. Note if we have |sl1 (x)− ul3 (x)| ≥ max
{
‖Al1 (x)‖
−η, ‖Al3 (T
−l3 x)‖−η
}
, then
the result holds by Lemma 2.2. For this purpose, we will repeatedly apply Lemma
2.2 to show in the nondegenerate case
sl1 (x) ≈ s jin (x) ≈ s jin−1 (x), ul3 (x) ≈ u j−in (x) ≈ u j−in−1 (x).
On the other hand, by Theorem 2.2,
|s jin−1 (x) − u j−in−1 (x)| ≥ max
{
‖Al1 (x)‖
−η, ‖Al3 (T
−l3 x)‖−η
}
.
This finishes the proof. We remark at last that if the frequency is Diophantine, then
the proof of Lemma 3.1 can be greatly simplified.
Now we turn to the formal proof. Let λ1 := λ3(α, v, 10
−3) and λ > λ1. Let L
satisfy qL ≤ i < qL+1. It holds that qil+1 ≥ q
3
il
for l ≤ n. The following lemma leads
to the upper bound of the return time.
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Lemma 4.1. Assume that x is an arbitrary point on R/Z and I = B
(
c, q−2
il
)
. Then
we have
min
{
j ∈ N : T jx ∈ I
}
< qil+1 .
Proof. According to (56) in the appendix, we have
‖kα −
kpil+1
qil+1
‖ <
k
qil+1qil+1+1
<
1
qil+1+1
, 0 < k < qil+1 .
Since q−1
il+1
≤ q−3
il
≪ q−2
il
, then there exists k0 such that 0 < k0 < qil+1 and(
k0pil+1
qil+1
−
1
qil+1+1
,
k0pil+1
qil+1
+
1
qil+1+1
)
⊂ I.
The lemma is now evident from what we have proved. ✷
By Lemma 4.1, it is straightforward to see that
min
{
j ∈ N : T jx ∈ Iin−2
}
≤ qin−1 ≤ q
1
3
in
≤ q
1
3
L
≤ i
1
3 .
And hence
log ‖A jin−2 ‖ ≤ i
1
3 log λ ≪ i.
In other words, ‖A jin−2 ‖ is small enough. Then we can assume x ∈ Iin−2 . Let jk be
the first time for the trajectory of the base dynamic entering Ik. Then it holds that
jin−2 = 0 and jin+1 = l1. Hence we only need to consider the decomposition (20).
By the definition of il,
qil+1 ≤ q
3
il+1
≤ exp(3 · 10−12 log λ · qil ).
The second inequality requires
log λ ≥ 1012q−1il log qil+1,
which can be derived from (5) and Remark 2.4. Then
i < qin+1 ≤ exp(3 · 10
−12 log λ · exp(3 · 10−12 log λ · exp(3 · 10−12 log λ · qin−2))).
Let
i0 = exp(3 · 10
−12 log λ · exp(3 · 10−12 log λ · exp(3 · 10−12 log λ · qin−2 ))).
For i > i0, we have qin−2 ≥ qN . Then Theorem 2.2 is applicable for Iin−2 .
Lemma 4.2. If jin−1 ≥ 10
−6qin−2 , then it holds that
‖A jin−1 (x)‖ ≥ λ
(1−10−4) jin−1 ,(21)
|s jin−1 (x) − sr
+
in−2
(x)| < λ−
3
2
rin−2 .(22)
Moreover, similar estimates hold for A jin− jin−1 (T
jin−1 x) if jin − jin−1 ≥ 10
−6qin−1 and
for Al1− jin (T
jin x) if l1 − jin ≥ 10
−6qin .
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Proof. By the definition of jin−1 , we have T
jx < Iin−1 for 0 < j < jin−1 , which
implies
(23)
∥∥∥T jx −C(in−1)∥∥∥ ≥ q−2in−1 ≥ q−6in−2+1 ≥ λ−6·10−12qin−2 .
Since jin−1 ≥ 10
−6qin−2 , then jin−1 ≥ r
+
in−2
(x). Let
0 = t0 < t1 < t2 < · · · < tp ≤ jin−1
be the return times to Iin−2 such that tl+1 − tl ≥ 10
−6qin−2 (0 ≤ l < p) and 0 ≤
jin−1 − tp < 10
−6qin−2 .
• If tp = jin−1 , then by Theorem 2.2, we obtain
‖Atl−tl−1(T
tl−1 x)‖ ≥ λ(1−10
−5)(tl−tl−1),(24)
|stl+1−tl (T
tl x) − utl−tl−1(T
tl x) − gin−1+1(T
tl x)| ≤ λ−
3
2
rin−2 .(25)
And hence
|stl+1−tl (T
tl x) − utl−tl−1 (T
tl x))| ≥ |gin−1+1(T
tl x)| − λ−
3
2
rin−2(26)
≥ Cq−6in−1 − λ
− 3
2
·10−6qin−2
≥ Cq−6in−1 .
In the second inequality we use (6) and (23). Then one can easily verify the
conditions of the nonresonant case in Lemma 2.2 and the result follows.
• If tp < jin−1 . It holds that
jin−1 − 10
−6qin−2 < tp, qin−2 − 10
−6qin−2 ≤ tp.
It is easy to see that (24), (25) and (26) still hold. Then we can apply
Lemma 2.2 to obtain
‖Atp (x)‖ ≥ λ
(1−2·10−5)tp , |stp (x) − sr+in−2
(x)| < λ−
3
2 rin−2 .
Since jin−1 − tp < 10
−6qin−2 < 10
−5tp, we obtain (21). Moreover, by Lemma
2.2,
|s jin−1 (x) − stp(x)| < λ
− 3
2
rin−2 .
And hence (22) follows.
✷
From the proof of Lemma 4.2, one can immediately obtain the following.
Corollary 4.1. Assume that x ∈ Iin−2 , qin+1 ≤ q
3
in
and l1 − jin−1 ≥ 10
−6qin−1 . Then it
holds that
‖Al1− jin−1 (T
jin−1 x)‖ ≥ λ(1−10
−4)(l1− jin−1 ),
|sl1− jin−1 (T
jin−1 x) − sr+
in−1
(T jin−1 x)| < λ−
3
2
rin−1 .
Similarly, if qin−1+1 ≤ q
3
in−1
and jin ≥ 10
−6qin−2 , then we have
‖A jin (x)‖ ≥ λ
(1−10−4) jin ,
|s jin (x) − sr+in−2
(x)| < λ−
3
2
rin−1 .
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Proof. Since qin+1 ≤ q
3
in
, by the definition of il, it holds that qin+1 ≤ q
3
in+1
≤ q9
in
.
Then T jx < Iin+1 for jin−1 ≤ j < l1. This implies that
‖T jx −C(in+1)‖ ≥ q−2in+1 ≥ q
−18
in
≥ q−54in−1+1 ≥ λ
−54·10−12qin−1 .
Using the same argument in the proof of Lemma 4.2, this corollary follows. ✷
Corollary 4.1 shows that
• if qin+1 ≤ q
3
in
, we only need to consider the decomposition
Al1 (x) = Al1− jin−1 (T
jin−1 x)A jin−1 (x);
• if qin−1+1 ≤ q
3
in−1
, we only need to consider the decomposition
Al1 (x) = Al1− jin (T
jin x)A jin (x).
This consideration may simplify our proof. From this we can see if the frequency
is a Diophantine number, then the proof of Lemma 3.1 can be greatly simplified.
We are ready to prove the norm estimate (13) and the angle estimate (14). We
will apply Lemma 2.2 repeatedly to obtain these estimates. At first, we would like
to get the result in a special case.
Lemma 4.3. If x ∈ Iin−1 , then the estimates (13) and (14) hold.
−l3 0 l1j−in jin
Figure 3. Graph of the return times
Proof. We divide the proof into three cases: x ∈ Iin−1\Iin , x ∈ Iin\Iin+1 and x ∈ Iin+1 .
If x ∈ Iin+1 , then by definition we have l1 = jin+1 = 0. There is nothing to say.
If x ∈ Iin\Iin+1 , then it follows that∥∥∥x −C(in+1)∥∥∥ ≥ q−2in+1 ≥ q−6in+1 ≥ λ−6·10−12qin .
If l1 ≤ 10
−3qin or l3 ≤ 10
−3qin , then ‖Al1 (x)‖ or ‖Ai−l3 (T
l3 x)‖ is small enough
and we can further assume x ∈ Iin+1 , which is reduced to the previous case. If
l1 > 10
−3qin and l3 > 10
−3qin , then by Lemma 4.2, it holds that
‖Al1 (x)‖ ≥ λ
(1−10−4)l1 , ‖A−l3 (x)‖ ≥ λ
(1−10−4)l3 ,
|sl1 (x) − sr+in
(x)| < λ−
3
2
rin ,
|ul3 (x) − ur−in
(x)| < λ−
3
2
rin .
Hence
(27) |sl1 (x) − ul3 (x)| ≥ |gin+1(x)| − λ
− 3
2
rin ≥ Cq−6in+1 .
By Lemma 2.2, the estimate (14) follows.
If x ∈ Iin−1\Iin , then we have∥∥∥x −C(in)∥∥∥ ≥ q−2in ≥ q−6in−1+1 ≥ λ−6·10−12qin−1 .
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If jin ≤ 10
−3qin or j−in ≤ 10
−3qin , then we can further assume that x ∈ Iin\Iin+1 ,
which we have already dealt with in the above. Otherwise we have jin > 10
−3qin
and j−in > 10
−3qin , see Figure 3. Again by Lemma 4.2, it holds that
‖A jin (x)‖ ≥ λ
(1−10−4) jin , ‖A− j−in (x)‖ ≥ λ
(1−10−4) j−in ,(28)
|s jin (x) − sr+in−1
(x)| < λ−
3
2
rin−1 ,(29)
|u j−in (x) − ur−in−1
(x)| < λ−
3
2
rin−1 .(30)
And hence it holds that
|s jin (x) − u j−in (x)| ≥ |gin−1+1(x)| − λ
− 3
2
rin−1 ≥ Cq−6in .
Therefore one can apply Lemma 2.2 to obtain
(31) |u jin (T
jin x) − ur−
in
(T jin x)| < ‖A jin (x)‖
− 3
2 < λ−10
−3qin .
If l1 − jin < 10
−6qin , then
‖Al1− jin (T
jin x)‖ ≤ λ10
−6qin ≪ λ(1−10
−4) jin ≤ ‖A jin (x)‖.
Hence by Lemma 2.2, it holds that
‖Al1 (x)‖ ≥ ‖A jin ‖ · ‖Al1− jin (T
jin x)‖−1 ≥ λ(1−10
−4) jin−10
−6qin ≥ λ
99
100
l1 ,
|s jin (x) − sl1(x)| < ‖A jin (x)‖
− 32 < λ−10
−6qin ,(32)
where the first estimate is (13). Otherwise, we have l1 − jin ≥ 10
−6qin , which by
Lemma 4.2 implies that
(33) |sl1− jin (T
jin x) − sr+
in
(T jin x)| < λ−
3
2
rin .
Since T jin x ∈ Iin\Iin+1 , then ‖T
jin x − C(in+1)‖ ≥ q−2
in+1
. Combining (31) and (33), we
obtain
|sl1− jin (T
jin x) − u jin (T
jin x))|
≥ |gin+1(T
jin x)| − λ−
3
2
rin − λ−10
−6qin
≥ Cq−6in+1 .
By (28) and Lemma 4.2, we have
‖A jin (x)‖ ≥ λ
(1−10−4) jin , ‖Al1− jin (x)‖ ≥ λ
(1−10−4)(l1− jin ).
Again one can apply Lemma 2.2 to obtain (13) and (32). Similarly, we obtain
‖A−l3 (x)‖ ≥ λ
99
100
l3 ,
|u j−in (x) − ul3 (x)| < λ
−10−6qin .(34)
Combining (29), (30), (32) and (34), we have that
|sl1(x) − ul3 (x)| ≥ |s jin (x) − u j−in (x)| − λ
−10−6qin(35)
≥ |gin−1+1(x)| − λ
− 3
2
rin−2 − 2λ−10
−6qin
≥ Cq−6in .
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Hence by Lemma 2.2 the estimate (14) follows. ✷
We are now in a position to prove (13) and (14) in the case with x ∈ Iin−2\Iin−1 .
First we consider the case with qin+1 > q
3
in
and qin−1+1 > q
3
in−1
. We divide the proof
into the following cases.
(1) If jin−1 < 10
−3qin or j−in−1 < 10
−3qin , then it holds that
‖A jin−1 (x)‖ ≤ λ
jin−1 ≤ λ10
−3qin or ‖A− j−in−1 (x)‖ ≤ λ
j−in−1 ≤ λ10
−3qin .
Hence we can reduce it to the case with x ∈ Iin−1 , which has been dealt with
in Lemma 4.3.
(2) If jin − jin−1 < qin−1 , then we claim jin ≤ qin−1 , which implies that
‖A jin ‖ ≤ λ
qin−1 ≪ λ10
−3qin .
Hence it can be reduced to the case with x ∈ Iin , from which we can obtain
the estimates (13) and (14) by Lemma 4.3. Suppose the claim was not true,
then it holds that jin − qin−1 > 0. By the definition of jin , T
jin x ∈ Iin . Then
we have∥∥∥T jin−qin−1 x −C(in−1)∥∥∥ ≤ ∥∥∥T jin x − qin−1α −C(in)∥∥∥ + ∥∥∥C(in) −C(in−1)∥∥∥
≤
∥∥∥T jin x −C(in)∥∥∥ + ∥∥∥qin−1α∥∥∥ + λ− 34 rin−1
≤ q−2in + q
−1
in−1+1
+ λ−
3
4
rin−1
≪ q−2in−1 .
It follows that T jin−qin−1 x ∈ Iin−1 and hence jin − qin−1 ≥ jin−1 . This contra-
dicts with jin − jin−1 < qin−1 .
Similarly, if j−in − j−in−1 < qin−1 , then we have j−in ≤ qin−1 . Then it can
be reduced to the case with x ∈ Iin . By Lemma 4.3, we obtain the estimates
(13) and (14).
(3) It is left to consider the case with the following:
jin − jin−1 , j−in − j−in−1 ≥ qin−1 ,
jin−1 , j−in−1 ≥ 10
−3qin .
See Figure 4.
−l3 0 l1jin−1 jin− j−in−1− j−in
Figure 4. The positions of the return times
First, we consider A jin (x) = A jin− jin−1 (T
jin−1 x)A jin−1 (x). Since jin−1 ≥
10−3qin ≫ qin−1 and j−in−1 ≥ 10
−3qin ≫ qin−1 , we can further assume that
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jin−1 ≥ r
+
in−1
and j−in−1 ≥ r
−
in−1
. By Lemma 4.2, it holds that
‖A jin−1 (x)‖ ≥ λ
(1−10−4) jin−1 , ‖A− j−in−1 (x)‖ ≥ λ
(1−10−4) j−in−1 ,
|s jin−1 (x) − sr
+
in−2
(x)| < λ−
3
2
rin−2 ,(36)
|u j−in−1 (x) − ur
−
in−2
(x)| < λ−
3
2 rin−2 .(37)
Since x ∈ Iin−2\Iin−1 , then we have ‖x−C
(in−1)‖ ≥ q−2
in−1
. Combining (36) and
(37), it holds that
|s jin−1 (x) − u j−in−1 (x)| ≥ |gin−2+1(x)| − λ
− 3
2
rin−2 ≥ Cq−6in−1 .
Then one can apply Lemma 2.2 to obtain
(38) |u jin−1 (T
jin−1 x) − ur−
in−1
(T jin−1 x)| < ‖A jin−1 (x)‖
− 32 ≤ λ−10
−6qin .
If jin − jin−1 < 10
−6qin , then
‖A jin− jin−1 (T
jin−1 x)‖ ≤ λ10
−6qin ≪ λ(1−10
−4) jin−1 ≤ ‖A jin−1 (x)‖.
Hence by Lemma 2.2, it holds that
‖A jin (x)‖ ≥ ‖A jin−1 (x)‖ · ‖A jin− jin−1 (T
jin−1 x)‖−1(39)
≥ λ(1−10
−4) jin−1−10
−6qin
≥ λ(1−2·10
−4) jin ,
|s jin (x) − s jin−1 (x)| ≤ ‖A jin−1 (x)‖
− 3
2 < λ−10
−6qin .(40)
Otherwise, we have jin − jin−1 ≥ 10
−6qin , which from Lemma 4.2 implies
that
‖A jin−1 (x)‖ ≥ λ
(1−10−4) jin−1 , ‖A jin− jin−1 (T
jin−1 x)‖ ≥ λ(1−10
−4)( jin− jin−1 ).
|s jin− jin−1 (T
jin−1 x) − sr+
in−1
(T jin−1 x)| < λ−
3
2
rin−1 .(41)
Since T jin−1 x ∈ Iin−1\Iin , then we have ‖T
jin−1 x − C(in)‖ ≥ q−2
in
. Combining
(38) and (41), we obtain
|u jin−1 (T
jin−1 x) − s jin− jin−1 (T
jin−1 x)|
≥ |gin−1+1(T
jin−1 x)| − λ−
3
2 rin−1 − λ−10
−6qin
≥ Cq−6in .
Again one can apply Lemma 2.2 to obtain (39) and (40).
Next we consider Al1(x) = A jin− jin (T
jin x)A jin (x). Similar to the above,
we have
‖A− j−in (x)‖ ≥ λ
(1−2·10−4) j−in ,
|u j−in (x) − u j−in−1 (x)| < λ
−10−6qin .(42)
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Hence by (36), (37), (40) and (42), it holds that
|s jin (x) − u j−in (x)| ≥ |s jin−1 (x) − u j−in−1 (x)| − λ
−10−6qin
≥ |gin−1+1(x)| − λ
−10−6qin
≥ Cq−6in−1 .
Again using Lemma 2.2, it holds that
(43) |u jin (T
jin x) − ur−
in
(T jin x)| < ‖A jin (x)‖
− 3
2 < λ−10
−6qin .
If l1 − jin < 10
−6qin , then
‖Al1− jin (T
jin x)‖ ≤ λ10
−6qin ≪ ‖A jin (x)‖.
Hence by Lemma 2.2, it holds that
‖Al1 (x)‖ ≥ ‖A jin (x)‖ · ‖Al1− jin (T
jin x)‖−1 ≥ λ(1−2·10
−4) jin−10
−6qin ≥ λ
99
100
l1 ,
|sl1 (x) − s jin (x)| ≤ ‖A jin (x)‖
− 3
2 < λ−10
−6qin ,(44)
where the first estimate is (13). Otherwise, we have l1 − jin ≥ 10
−6qin ,
which by Lemma 4.2 implies that
(45) |sl1− jin (T
jin x) − sr+
in
(T jin x)| < λ−
3
2
rin .
Since T jin x ∈ Iin\Iin+1 , then ‖T
jin x − C(in+1)‖ ≥ q−2
in+1
. Then using (43) and
(45), we obtain
|u jin (T
jin x) − sl1− jin (T
jin x)|
≥ |gin+1(T
jin x)| − λ−
3
2
rin − λ−10
−6qin
≥ Cq−6in+1 .
By (39) and Lemma 4.2, we have
‖A jin (x)‖ ≥ λ
(1−2·10−4) jin , ‖Al1− jin (x)‖ ≥ λ
(1−10−4)(l1− jin ).
Again one can apply Lemma 2.2 to obtain (13) and (44). Similarly, we
obtain
‖A−l3 (x)‖ ≥ λ
99
100
l3 ,
|ul3 (x) − u j−in (x)| < λ
−10−6qin .(46)
Combining (40), (42), (44) and (46), we have that
|sl1(x) − ul3 (x)| ≥ |s jin (x) − u j−in (x)| − λ
−10−6qin(47)
≥ |s jin−1 (x) − u j−in−1 (x)| − 2λ
−10−6qin
≥ |gin−2+1(x)| − λ
− 3
2
rin−2 − 2λ−10
−6qin
≥ Cq−6in−1 .
Hence by Lemma 2.2 the estimate (14) follows.
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At the end, we deal with the cases with qin+1 ≤ q
3
in
or qin−1+1 ≤ q
3
in−1
. It is
easy to see from Corollary 4.1 that they are degenerate situations in the case with
qin+1 > q
3
in
and qin−1+1 > q
3
in−1
. The proofs are nearly the same and we will not
repeat them here.
Until now we have completed the proof of Lemma 3.1. ✷
Proof of Lemma 3.3. If T ix ∈ Iin , then (19) follows from the same argument for
(27); if T ix ∈ Iin−1\Iin , then (19) can be obtained with the same method for (35); if
T ix ∈ Iin−2\Iin−1 , then (19) is similar to the proof of (47). ✷
5. Proof of Theorem 1.1
We first introduce the Avalanche Principle, which is given by Goldstein-Schlag
[GS01].
Theorem 5.1. (Avalanche Principle) Let B1, · · · , Bm be a sequence in SL(2,R)
satisfying
(48) min
1≤ j≤m
‖B j‖ ≥ µ > m,
(49) max
1≤ j≤m
∣∣∣log ‖B j‖ + log ‖B j+1‖ − log ‖B j+1B j‖∣∣∣ < 1
2
log µ.
Then it holds that
(50)
∣∣∣∣∣∣∣∣log ‖Bm · · · B1‖ +
m−1∑
j=2
log ‖B j‖ −
m−1∑
j=1
log ‖B j+1B j‖
∣∣∣∣∣∣∣∣ < C
m
µ
.
Theorem 1.1 follows from Theorem 3.1 and the Avalanche Principle by some
inductive steps in [GS01]. We are going to rewrite the proof here because we want
to show the Ho¨lder exponent σ can be chosen to be independent of λ from (11).
This improves the results in [GS01, YZ14], where the Ho¨lder exponent gets worse
as λ gets larger.
Proof of Theorem 1.1. Choose n1 large enough such that Theorem 3.1 holds. Let
n2 = mn1 = λ
10−7n1n1. Then Theorem 3.1 permits us to ensure that
(51) n1 log λ ≥ log ‖An1 (T
jn1 x)‖ ≥
5
6
n1 log λ,
(52) 2n1 log λ ≥ log ‖A2n1 (T
2 jn1 x)‖ ≥
10
6
n1 log λ,
for j = 0, 1, 2, · · · ,m, except for x ∈ Ω ⊆ R/Z, where
meas Ω < 4n2λ
−10−6n1 < λ−10
−7n1 .
Fix x < Ω, and define
B j = An1 (T
jn1 x), j = 0, 1, · · · ,m.
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We verify the conditions of Lemma 5.1. Let µ = λ
5
6
n1 . By (51) and (52),
‖B j‖ ≥ λ
5
6
n1 = µ > m,
∣∣∣log ‖B j‖ + log ‖B j+1‖ − log ‖B j+1B j‖∣∣∣ ≤ 1
3
n1 log λ <
1
2
log µ.
Thus (48) and (49) hold, and (50) implies∣∣∣∣∣∣∣∣log ‖An2 (x)‖ +
m−1∑
j=2
log ‖An1 (T
jn1 x)‖ −
m−1∑
j=1
log ‖A2n1 (T
jn1 x)‖
∣∣∣∣∣∣∣∣ < C
m
µ
.
This leads to∣∣∣∣∣Ln2(E) + m − 2m Ln1 (E) − 2
m − 1
m
L2n1 (E)
∣∣∣∣∣ < Cn1µ + log λ ·meas Ω < λ
−10−7n1 .
Then ∣∣∣Ln2(E) + Ln1(E) − 2L2n1 (E)∣∣∣ < Cλ−10−7n1 .
The same inequality also holds true with n2 replaced by 2n2. Thus we obtain∣∣∣L2n2 (E) − Ln2(E)∣∣∣ < Cλ−10−7n1 .
Iterating the above procedures, we have∣∣∣Lns+1 (E) + Lns(E) − 2L2ns (E)∣∣∣ < Cλ−10−7ns ,∣∣∣L2ns+1 (E) − Lns+1 (E)∣∣∣ < Cλ−10−7ns , s ≥ 1,
where ns+1 = λ
10−7nsns. Then∣∣∣L(E) − Ln2(E)∣∣∣ ≤
∑
s≥2
∣∣∣Lns+1 (E) − Lns(E)∣∣∣
≤
∑
s≥2
(
2
∣∣∣L2ns(E) − Lns(E)∣∣∣ + Cλ−10−7ns)
≤
∑
s≥2
Cλ−10
−7ns < Cλ−10
−7n2 .
And hence ∣∣∣L(E) + Ln1 (E) − L2n1(E)∣∣∣(53)
≤
∣∣∣L(E) − Ln2 (E)∣∣∣ + ∣∣∣Ln2(E) + Ln1(E) − L2n1 (E)∣∣∣
≤ Cλ−10
−7n1 .
Obviously, for any n,
‖∂EAn(x)‖ ≤ n (Cλ + 2)
n−1 .
And then
(54)
∣∣∣Ln1 (E) − Ln1(E′)∣∣∣ ≤ (Cλ)n1 ∣∣∣E − E′∣∣∣ ,
(55)
∣∣∣L2n1(E) − L2n1(E′)∣∣∣ ≤ (Cλ)2n1 ∣∣∣E − E′∣∣∣ .
Combining (53), (54) and (55),∣∣∣L(E) − L(E′)∣∣∣ < (Cλ)2n1 ∣∣∣E − E′∣∣∣ +Cλ−10−7n1 .
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Since the choice of n1 is arbitrary as long as it is large enough, then we let
n1 = −
log |E − E′|
4 log λ
.
Therefore ∣∣∣L(E) − L(E′)∣∣∣ < C ∣∣∣E − E′∣∣∣σ ,
where σ = 10−8. Using the Thouless’ Formula and the Hilbert transform, we can
also obtain the Ho¨lder continuity of the IDS. This proves the theorem. ✷
6. Appendix
6.1. Arithmetical properties of the frequencies. Let In = B
(
c, q−2n
)
, where c is
a constant in R/Z and {pn/qn} is the continued fraction approximation of α. It is
well known that {pn/qn} satisfies
(56)
1
qn(qn+1 + qn)
≤
∣∣∣∣∣α − pnqn
∣∣∣∣∣ ≤ 1qnqn+1 ,
(57) min
0<k<qn
‖kα‖ ≥ ‖qn−1α‖ ≥
1
qn−1 + qn
.
By (56), it holds that ∣∣∣∣∣kα − k pnqn
∣∣∣∣∣ ≤ kqnqn+1 ≤
1
qn+1
,
for 0 ≤ k < qn. This means that α is extremely close to the rational number pn/qn.
Since the distribution of
{∥∥∥∥ kpnqn
∥∥∥∥ : 0 ≤ k < qn
}
in [0,1] is orderly arranged with a
step size q−1n , then so is {kα : 0 ≤ k < qn} with an error of q
−1
n+1
.
The next lemma give the basic property of the return time of the trajectory.
Lemma 6.1. For x ∈ In, the return time of the trajectory to In is not smaller than
qn.
Proof. By (57), we have that
min
0<k<qn
‖kα‖ ≥ (2qn)
−1 ≥ 2q−2n .
If x ∈ In, then x + kα < In for 0 < |k| < qn. ✷
6.2. Types of the angle functions. In Theorem 2.2, the angle function possesses
different properties in different cases. The angle function gi+1 behaves as an affine
function in Case (i + 1)I, as an quadratic function in Case (i + 1)II, and as (8)
in Case (i + 1)III, which is called type I function, type II function and type III
function, respectively. In this subsection, we would like to give the definition and
some properties. One can refer to [WZ15] for the proofs of these lemmas.
Definition 6.1. For a connected interval J ⊂ R/Z and constant 0 < a ≤ 1, let aJ
be the subinterval of J with the same center and whose length is a|J|. Let In and
gn+1 be as in Theorem 2.2. Let I = In,1 or In,2. We say
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• gn+1 is of type I in I, if
– ‖gn+1(x)‖C2 < Cλ
2rn−1 and gn+1(x) = 0 has only one solution in I, say
cn+1, which is contained in
1
3
I;
–
dgn+1
dx
(x) = 0 has at most one solution in I while
∣∣∣∣dgn+1dx
∣∣∣∣ > q−4n for all
x ∈ 1
2
I;
– Let J ⊂ I be the subinterval such that
dgn+1
dx
(J)
dgn+1
dx
(cn+1) ≤ 0, then
|gn+1(x)| > cq
−6
n for all x ∈ J.
Let I+ denotes the case
dgn+1
dx
(cn+1, j) > 0 and I− for
dgn+1
dx
(cn+1, j) < 0. We
also say gn is of type I in In,1 or In,2, if we replace gn+1 with gn in the above
definition.
• gn+1 is of type II in I, if
– ‖gn+1‖C2 < C and gn+1(x) = 0 has at most two solutions, say cn+1,1
and cn+1,2, which are contained in
1
2
I;
–
dgn+1
dx
(x) = 0 has one solution which is contained in 1
2
I;
– gn+1(x) = 0 has only one solution if and only if
dgn+1
dx
(cn+1,1) = 0;
–
∣∣∣∣d2gn+1dx2
∣∣∣∣ > c whenever
∣∣∣∣dgn+1dx
∣∣∣∣ < q−4n .
• gn+1 is of type III in I, if
gn+1(x) = arctan(l
2
k
tan( f1(x))) −
pi
2
+ f2(x),
‖ f1(x) − gn(x ± kα)‖C2 < Cλ
− 3
2
rn−1 ,
‖ f2(x) − gn(x)‖C2 < Cλ
− 3
2
rn−1 ,
where lk = ‖Ak(x)‖ with |k| < 10
−6qn, and ”±” takes ”+” for x ∈ In,1 and
takes ”−” for x ∈ In,2. Moreover, either gn(· ± kα) is of type I+ and gn(·) is
of type I−, or gn(· ± kα) is of type I− and gn(·) is of type I+.
f (x)
x
Type I
f (x)
x
Type II
f (x)
x−pi
0
Type III
Figure 5. Graphs of Type I, II and III functions
The functions of type I behaves as an affine function and the functions of type
II behaves as a quadratic function. See Figure 5. For the functions of type III, they
can be divided into two parts: arctan
(
l2
k
tan gn(x ± kα)
)
− pi
2
and gn(x). If x locates
far away from the zero of gn(· ± kα), then the first part is so small to be neglected
and therefore the function f approximately equals to gn(·). In this case gn+1 is in
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fact of type I. If x varies near the zero of gn(· ± kα), the first part has a drastic
change from −pi to 0, which leads to a bifurcation of no zero, one zero and two
zeros of gn+1. The next lemma gives a careful description of the functions of type
III.
Lemma 6.2. Let gn+1 be of type III. Without loss of generality, gn(· ± kα) is of type
I+ and gn(·) is of type I−. Assume f1(e1) = f2(e2) = 0 and d := |cn,1 + kα − cn,2| ≤
2
3
q−2n . Consider x ∈ In,1. Let
X =
{
x ∈ In,1 : RP
1 ∋ |gn+1(x)| = min
y∈In,1
|gn+1(y)|
}
= {cn+1,1, c
′
n+1,2},
with |cn+1,1 − cn,1| < Cλ
− 3
4
rn−1 . Let η j be constants satisfying q
−2
n ≤ η j ≤ q
2
n,
0 ≤ j ≤ 4. Then
(58)
∣∣∣e1 − c′n+1,2∣∣∣ < Cl− 34k , |e2 − cn+1,1| < Cl−
3
4
k
.
Moreover, there exist two distinct points x1, x2 ∈ B
(
c′
n+1,2
, η0l
−1
k
)
such that
dgn+1
dx
(x j) = 0, j = 1, 2,
and x1 is a local minimum with
gn+1(x1) > η1l
−1
k − pi.
Furthermore, let l
− 1
4
k
≤ r ≤ 1
4
q−2n , we have the following.
If d ≥ 1
3
q−2n , then we have
|gn+1(x)| > cr
3, x < B
(
c′n+1,2,Cl
− 14
k
)
∪ B
(
cn+1,1, r
)
;
‖gn+1 − f2‖C2 < Cl
− 3
2
k
, x ∈ B
(
cn+1,1,
1
4
q−2n
)
.
If d ≤ 1
3
q−2n , then we have
|gn+1(x)| > cr
3, x < B
(
X,
r
6
)
;
∣∣∣∣∣∣
d2gn+1
dx2
(x)
∣∣∣∣∣∣ > c whenever
∣∣∣∣∣dgn+1dx (x)
∣∣∣∣∣ < q−4n , x ∈ B
(
X,
1
6
q−2n
)
.
Finally, we have the following bifurcation as d varies. There is a d0 = η2l
−1
k
such
that
• if d > d0, then gn+1(x) = 0 has two solutions.
• If d = d0, then gn+1(x) = 0 has exactly one tangential solution. In other
words, cn+1,1 = c
′
n+1,2
= x2 and gn+1(x2) = 0.
• If d < d0, then gn+1(x) , 0 for x ∈ In,1. Moreover, minx∈I |gn+1(x)| =
−η3l
−1
k
+ η4d.
Proof. Let f = gn+1 in Lemma 6 in [WZ15]. ✷
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Lemma 6.3. If the (i + 1)th step are in Case (i + 1)I, then in the ith step the angle
function gi must be of type I in Ii; If the (i + 1)th step are in Case (i + 1)II, then in
the ith step the angle function gi must be of type II in Ii−1, or of type III in Ii−1; if
the (i + 1)th step are in Case (i + 1)III, then in the ith step gi must be of type I in Ii,
or of type III in Ii−1 with
‖gi+1 − gi‖C2 ≤ Cλ
− 3
2
ri−1 in Ii.
Proof. It is obvious by the proof of Theorem 3 in [WZ15]. ✷
Note that if d in Lemma 6.2 is sufficiently close to d0 and r is sufficiently small,
then the restriction of type III function f to B(x1, r) may become type II. In Lemma
6.3 the process from Case (i)III to Case (i + 1)II is actually this restriction. For
simplicity, we still call f is of type III because all the estimates of type III are
applicable. Hence we do not need to consider type II except that the angle function
is of type II for every step, which is a trivial case.
Acknowledgements The authors are grateful to Zhenghe Zhang and Kristian Bjerklo¨v for useful
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