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Abstract
We address the problem of finding the minimal necessary stabilization for a class of Dis-
continuous Galerkin methods in mixed form for the two-dimensional case. In particular, we
present a new stabilized formulation of the (unstable) Bassi-Rebay method and a new for-
mulation of the Local Discontinuous Galerkin method. The stability properties of the new
formulations are studied and error estimates are derived. The theoretical results are validated
in a series of numerical tests.
1 Introduction
The first Discontinuous Galerkin (DG) method was introduced by Reed and Hill in 1973 for
hyperbolic equations ([17]); since then, a great number of DG methods have been studied; in
particular, recently there has been an active development of DG methods for elliptic equations:
some examples are the Bassi-Rebay method, presented in 1997 in [3] (see also [2], [4] and [6])
and the Local Discontinuous Galerkin method (LDG), introduced in 1998 by Cockburn and Shu
in [13] and further studied in [8], [9], [10], [11], [12], [15] and [16]. For details on DG methods
for elliptic problems see, for example, [2].
The word stabilization identifies all the ingredients which enforce the stability properties of
DGmethods; in [5] the authors show that the use of jump penalties, upwinding and Hughes-Franca
type residual-based stabilizations are all different forms of the same mechanism. The aim of this
paper is to study the jump stabilization and to present new stabilized formulations of the Bassi-
Rebay method and of the LDG method; more precisely, we show that, in order to reach stability,
it is enough to add jump terms only over a part of the boundary of the domain, instead of over the
whole skeleton of the mesh, as it is usually done (see [2], for instance).
We introduce these methods for the two-dimensional model problem in the u unknown
−∆u = f in Ω ⊂ R2, u = g on ∂Ω,
whose associated mixed formulation is
σ = ∇u in Ω, − div σ = f in Ω, u = g on ∂Ω.
Let Σh and Vh be the discontinuous spaces in which we look for the discrete approximation of
σ and u, respectively, and let E be the skeleton of our mesh. If we define the lifting operator
R : L1(E)2 → Σh by
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∫
ΩR(ϕ) · τ dx = −
∫
E ϕ · {{τ}} ds ∀ τ ∈ Σh,
where {{·}} is the average operator on E (we will also denote by [[·]] the jump operator on E ; see
Section 2.1), the original (unstable) Bassi-Rebay formulation reads as follows:
find uh ∈ Vh s.t.
∫
Ω( ∇uh +R([[uh]])) · ( ∇vh +R([[vh]]) ) dx = 0 ∀ vh ∈ Vh.
The following jump penalization term, defined over the whole mesh skeleton,∫
E
α[[u]][[v]] ds,
where α is positive and can be chosen depending on the mesh-size, is commonly added to the
method in order to make it stable (see [2], for instance).
In this paper we prove that, in order to obtain stability, it is enough to add to the unstable formu-
lation of the Bassi-Rebay method the term∫
Γ
α[[u]][[v]] ds,
where Γ is an arbitrary element of E∂ := E ∩ ∂Ω. Thus, we show that the formulation
find uh ∈ Vh s.t. ∀ vh ∈ Vh∫
Ω
(∇uh +R([[uh]]) ) · ( ∇vh +R([[vh]]) ) dx +
∫
Γ
α[[uh]] · [[vh]] ds = 0
is stable on general triangular meshes, as well as on affine quadrilateral grids.
Convergence results are proven limitedly to Cartesian grids: in order to prove these estimates, we
need to choose Γ as the union of two edges of the domain Ω (which is supposed to be a rectangle);
this choice of Γ in some sense includes the one made in order to achieve stability.
Analogous results are presented for the LDG method, where we show that the choice of Γ is no
longer arbitrary but it depends on a parameter which defines the method.
We also support our theory with numerical results in which we compare the original stabilized
methods with the new ones (with reduced stabilization) presented in this paper and we address the
issue of the choice of Γ in order to achieve stability and in order to have both stability and a priori
error estimates.
The outline of the paper is the following: in Section 2 we present the model problem and its
DG formulation; in Section 3 we derive the new methods studying the minimal stabilization (i.e.,
the choice of the minimal Γ ⊂ ∂Ω in order to have stable methods) for a general mesh. In Section
4 we present a priori error estimates for Cartesian grids. In order to prove these estimates we
choose a new Γ that includes the one introduced in Section 3. The orders of convergence obtained
are optimal only in some cases. In Section 5 we validate the error estimates with numerical results
in both the one-dimensional and the two-dimensional case with Cartesian grids; we also show that
the choice of Γ in Section 4 is necessary in order to have optimal orders of convergence. Numerical
results for structured and unstructured triangular meshes are also present: while for the Cartesian
grids the orders of convergence are optimal only in some cases, for triangular meshes the orders
of convergence are always optimal. Error estimates for this kind of mesh will be subject of further
investigation.
2
2 Model Problem and DG Formulation
We consider the two-dimensional model problem{
− div(∇u) = f in Ω,
u = g on ∂Ω,
(1)
whereΩ is assumed to be a convex polygonal domain,Ω ⊂ R2, u is the unknown and f ∈ L2(Ω)
and g ∈ H1/2(∂Ω) are given. Introducing σ = ∇u, (1) can be rewritten as
σ = ∇u in Ω,
− div(σ) = f in Ω,
u = g on ∂Ω.
(2)
Let Th be a shape regular triangulation of the domain Ω whose elements are triangles or squares.
If we define the spaces
V = {v ∈ L2(Ω) : v|T ∈ H1(T ) ∀ T ∈ Th}, Σ = [V ]2, (3)
the weak formulation of (2) is
find (σ, u) ∈ Σ× V s.t. ∀ T ∈ Th, ∀ (τ , v) ∈ Σ × V∫
T
σ · τ dx +
∫
T
u div(τ ) dx −
∫
∂T\∂Ω
u τ · n ds −
∫
∂T∩∂Ω
g τ · n ds = 0,(4)∫
T
σ · ∇v dx −
∫
∂T
σ · v n ds =
∫
T
f v dx. (5)
2.1 Numerical Fluxes
In order to introduce the Bassi-Rebay and the LDG methods we define the so-called numerical
fluxes σ̂ and û, which are discrete approximations of σ and u on the interelement boundaries of
Th.
Let E := ⋃T ∈ Th ∂T be the skeleton of our mesh (i.e., the union of all the subdivision edges of
our mesh), E0 = E \ ∂Ω and E∂ = E \ E0; for any T ∈ Th, we will denote by ET the union of
all the edges of T and set E0T = ET ∩ E0, E∂T = ET ∩ E∂ .
If q ∈ ∏T ∈ Th L2(∂T ) and q ∈ [ ∏T ∈ Th L2(∂T ) ]2, we define the average {{·}} and the
jump [[·]] operators on E0. Let e be an interior edge shared by elements T1 and T2. Define the
normal unit vector ni pointing exterior to Ti. If q is a vector-valued function, with qi = q|∂Ti ,
i = 1, 2, we set
{{q}} = q1 + q2
2
, [[q]] = q1 · n1 + q2 · n2 on e,
whereas if q is a scalar-valued function, with qi = q|∂Ti , i = 1, 2, we set
{{q}} = q1 + q2
2
, [[q]] = q1 n1 + q2 n2 on e,
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(see [2] or [8] for further details).
We define the numerical fluxes on e ∈ E0 as follows:(
σ̂
û
)
(x) =
(
{{σ}}
{{u}}
)
(x)−
(
α −β
β 0
)(
[[u]]
[[σ]]
)
(x), (6)
with α ∈ R and β ∈ R2.
In order to deal with the inhomogeneous Dirichlet boundary condition u = g on ∂Ω, we need
to define the average and jump operator on E∂ for scalar-valued functions: if w is either u, the
solution to (1), or uh, the solution to (13), or an approximation in Vh of u, we set
{{w}} = w + g
2
, [[w]] = ( w − g ) n on e ∈ E∂ ,
where n is the normal unit vector pointing exterior to Ω, whereas if v is a test function we set
{{v}} = v
2
, [[v]] = v n on e ∈ E∂ .
Therefore, the Dirichlet boundary condition u = g on ∂Ω is imposed by choosing the numerical
fluxes on e ∈ E∂ as follows:
σ̂ = σ+ − α[[u]], (7)
û = g,
where the superscript + denote the trace from inside the domain.
The original Bassi-Rebay method is defined by setting in (6) and in (7)
α = 0, (8)
β = 0,
while for the LDG method the coefficients are chosen according to the following conditions:
α = α0hr, α0 ∈ R+, r ∈ {0,−1} , (9)
β ∈ R2, independent of h.
2.2 The Flux Formulation
We consider (4)-(5) and replace the traces on ∂T by the numerical fluxes:∫
T
σ · τ dx +
∫
T
u div(τ ) dx −
∫
∂T
û τ · n ds = 0, (10)∫
T
σ · ∇v dx −
∫
∂T
σ̂ · vn ds =
∫
T
fv dx. (11)
If we sum (10) and (11) over all T ∈ Th, we obtain∫
Ω
σ · τ dx −
∑
T ∈ Th
∫
T
u div(τ ) dx −
∫
E0
û [[τ ]] ds−
∫
∂Ω
û τ · n ds = 0,∫
Ω
σ · ∇h(v) dx −
∫
E0
σ̂ [[v]] ds−
∫
∂Ω
σ̂ · vn ds =
∫
Ω
fv dx,
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where we denote by ∇h the elementwise gradient.
Therefore, if we define
a(σ, τ ) =
∫
Ω
σ · τdx,
b(u, τ ) =
∑
T ∈ Th
∫
T
u divτ dx−
∫
E0
( {{u}} − β[[u]] ) [[τ ]] ds,
c(u, v) =
∫
E0
α [[u]] · [[v]] ds +
∫
∂Ω
α u v ds,
f(τ ) =
∫
∂Ω
g τ · n ds,
g(v) =
∫
Ω
f v dx+
∫
∂Ω
α g v ds,
the weak formulation of our problem is:
find (σ, u) ∈ Σ× V s.t. ∀(τ , v) ∈ Σ× V (12)
a(σ, τ ) + b(u, τ ) = f(τ )
−b(v,σ) + c(u, v) = g(v),
where Σ and V are defined in (3).
Introducing the discontinuous finite element spaces
Vh =
{
vh ∈ L2(Ω) s. t. vh|T ∈ P (T ) ∀ T ∈ Th
}
, Σh = [Vh]2,
with P equal to P k (i.e., polynomial functions of degree at most k) for triangular meshes, or P
equal to Qk (i.e., polynomial functions of degree at most k in each variable) for Cartesian grids,
for an integer k ≥ 1, the DG discretization of (12) is
find (σh, uh) ∈ Σh × Vh s.t. ∀(τ h, vh) ∈ Σh × Vh (13)
a(σh, τ h) + b(uh, τ h) = f(τ h),
−b(vh,σh) + c(uh, vh) = g(vh).
2.3 The Lifting Operators and the Primal Formulation
By introducing the lifting operators
• R : [L1(E)]2 → Σh∫
Ω
R([[uh]]) · τh dx = −
∑
e∈E
∫
e
[[uh]] · {{τh}} ds ∀ τh ∈ Σh, (14)
• Lβ : [L1(E)]2 → Σh∫
Ω
Lβ([[uh]]) · τh dx = −
∑
e∈E0
∫
e
β · [[uh]] [[τh]] ds ∀ τh ∈ Σh, (15)
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from the first equation in (13) we have
σh = − ∇huh − R([[uh]]) − Lβ([[uh]]), (16)
which, substituted in the second equation gives the so-called Primal Formulation of (13):
find uh ∈ Vh s.t. ∀ vh ∈ Vh (17)∫
Ω
(∇huh +R([[uh]]) + Lβ([[uh]])) · (∇hvh +R([[vh]]) + Lβ([[vh]])) dx
+
∫
E
α [[uh]] · [[vh]]ds =
∫
Ω
fvhdx,
with α and β as in (8) and (9) for the Bassi-Rebay method and for the LDG method, respectively
(see [2] or [7] for further details).
The original Bassi-Rebay method is unstable (see [2] and [3]); the (stable) modification pro-
posed in [2], [4] and [6] is obtained by adding a stabilization form to (17):
find uh ∈ Vh s.t. ∀ vh ∈ Vh∫
Ω
(∇huh +R([[uh]])) · (∇hvh +R([[vh]])) dx +
∑
e∈E
∫
Ω
re([[uh]]) re([[vh]])dx
=
∫
Ω
fvhdx,
where, for any e ∈ E , the local lifting operator re : [ L1(e) ]2 → Σh, is defined by∫
Ω
re(φ) · τ dx = −
∫
e
φ {{τ}} ds ∀ τ ∈ Σh.
The stability is achieved by adding a term involving the jumps of the u-unknown over the whole
skeleton E of our mesh Th.
3 Minimal Stabilization: Formulation and Stability
In this section we show a recipe for choosing Γ ⊆ ∂Ω such that by defining the stability
parameter α in (6) as α > 0 on Γ and α = 0 on the remaining part of the skeleton of the mesh
we obtain methods which are stable for any value of the coefficient β .
The new methods read as follows:
find uh ∈ Vh s.t. ∀ vh ∈ Vh (18)
B(uh, vh) =
∫
Ω
fvh dx,
where the bilinear form B(·, ·) : V × V → R is defined by
B( u, v ) =
∫
Ω
(∇hu+R([[u]]) + Lβ([[u]])) · (∇hv +R([[v]]) + Lβ([[v]]))dx
+
∫
Γ
α [[u]] · [[v]] ds.
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In order to study the stability of the new method we define
||uh||B =
√
B( uh, uh ). (19)
For the case β = 0 we have the following result.
Theorem 1.
Provide that α > 0 and β = 0, if we choose Γ = {e}, where e is an arbitrary edge in E∂ , then
(19) is a norm in Vh and thus the method (18) is stable with respect to this norm.
Proof.
If α ≥ 0, (19) clearly defines a seminorm in V . In order to prove that, for α > 0, (19) is actually
a norm in Vh, it is enough to show that the kernel of the bilinear formB(·, ·) (denoted byKer(B))
is trivial.
We have
Ker(B) = {vh ∈ Vh s. t. B( vh, zh ) = 0 ∀ zh ∈ Vh} ;
thus, following [2], vh ∈ Ker(B) if and only if
1.
∫
T vhq dx = 0 ∀q ∈ P˜ (T ) ∀ T ∈ Th,
2. {{vh}}(x) = 0 ∀ x ∈ e, ∀ e ∈ E0,
3. vh(x) = 0 ∀ x ∈ Γ,
with
P˜ (T ) =
{
v ∈ L2(T ) s.t. ∃ w ∈ Σh : v = div(w|T )
}
.
The first two conditions do not imply vh ≡ 0 (see [6] for an example of a non-zero function
which satisfies the two conditions), that is why the original Bassi-Rebay method is unstable.
Now we show that if we consider the element T ∈ Th such that Γ ∈ E∂T , then conditions 1 and
3 imply vh|T ≡ 0; in order to prove this result, it is enough to consider the reference element T̂
(triangle or square), as it always exists a suitable affine map FT for all elements T ∈ Th such that
FT (T ) = T̂ .
a) if T̂ is the reference triangle with vertices (−1,−1), (1,−1), (−1, 1), and we suppose
Γ = [−1, 1]× {−1}, if wh ∈ P k(T̂ ) we have
∃ ai,j ∈ R s.t. wh =
∑
(i,j)∈H
ai,jDi,j(x, y),
where
H = {(i, j) ∈ N× N s.t. i, j = 0, · · · , k and i+ j ≤ k}
and {Di,j}(i,j)∈H is the Dubiner basis for P k(T̂ ) (see [14]); it is easy to prove that P˜ (T̂ ) =
P k−1(T̂ ) (see [2]), thus using condition 1 and the L2-orthogonality of the Dubiner basis functions
we have
ai,j = 0 ∀ i, j = 0, · · · , k − 1 such that i+ j ≤ k − 1 (20)
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and then
wh =
∑
i,j=0,··· ,k
i+j=k
ai,jDi,j(x, y) =
∑
i=0,··· ,k
ai,k−iDi,k−i(x, y).
Now we consider condition 3, i.e., wh|Γ = 0: we have
wh|Γ =
∑
i=0,··· ,k
ai,k−iDi,k−i(x,−1) =
∑
i=0,··· ,k
ai,k−iLi(x)(−1)k−i = 0
and thus
ai,k−i = 0 ∀ i = 0, · · · , k, (21)
as {Li}ki=0 is the Legendre basis for P k([−1, 1]).
Therefore, considering (20) and (21), we have wh ≡ 0.
b) if T̂ is the square [−1, 1]× [−1, 1] and Γ = [−1, 1]× {−1}, if wh ∈ Qk(T̂ ) we have
∃ ai,j ∈ R s.t. wh =
∑
i,j=0,··· ,k
ai,jLi(x)Lj(y),
where {Li}ki=0 is the Legendre basis for P k([−1, 1]).
It is easy to prove that {Li(x)Lj(y)}(i,j)∈N is a basis for Qk(T̂ ) if and only if
N = {(i, j) ∈ N× N s.t. i, j = 0, · · · , k and (i, j) 6= (k, k)} ,
thus, using condition 1 and the L2-orthogonality of the Legendre functions, we have
ai,j = 0 ∀ i, j = 0, · · · , k such that (i, j) 6= (k, k)
and thus
wh = ak,kLk(x)Lk(y).
Imposing condition 3 and reasoning as above we obtain ak,k = 0 and thus wh ≡ 0.
We have proved that vh ∈ P (T ), with E∂T ∩ Γ 6= {∅}, satisfies condition 1 and 3 if and only
if vh|T ≡ 0. Now we consider an element T˜ ∈ Th sharing an edge e with T ; the above result
(i.e., vh|T ≡ 0) and condition 2 imply
0 = {{vh}}(x) =
vh|eT (x) + vh|T (x)
2
=
vh|eT (x)
2
(22)
for all x ∈ e.
Following the same reasoning as before, condition 1 and (22) (i.e., vh|eT = 0 on e) imply that
vh|eT ≡ 0.
Thus, repeating the same reasoning for all the elements T ∈ Th, we obtain vh ≡ 0 and the proof
is complete.
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Remark 1. In the proof above, in order to show that a function wh ∈ P (T̂ ) with E∂bT ∩ Γ 6= {∅}
satisfies conditions 1 and 3 if and only if it is the zero function, we have proved that all the degrees
of freedom (d.o.f.) of wh are zero; in the table below we show for both the reference elements the
total number of d.o.f. and the number of d.o.f. equal to zero due to condition 1 and 3.
Degrees of freedom
Element Total d.o.f. Condition 1 Condition 3
Triangle (k+1)(k+2)2
k(k+1)
2 k + 1
Square (k + 1)2 (k + 1)2 − 1 k + 1
If Th consists of triangles, then the sum of the number of d.o.f. equal to zero due to condition
1 and 3 is equal to the total number of d.o.f., thus the two conditions are minimal in order to get
wh ≡ 0.
If Th consists of squares and we suppose that condition 1 holds, then we have only one d.o.f. that
can be different from zero, thus condition 3 is not minimal in order to get wh ≡ 0. In fact, let Th
be a Cartesian grid and let T ∈ Th be such that E∂T 6= {∅}; furthermore let {Li(x)Lj(y)}ki,j=0
be the Legendre basis functions for Qk(T ). If we choose Γ = (xΓ, yΓ) as a point belonging to
∂Ω ∩ ∂T such that Lk(xΓ)Lk(yΓ) 6= 0, then the following method
find uh ∈ Vh s.t. ∀ vh ∈ Vh
B˜(uh, vh) =
∫
Ω
f vh dx
with
B˜(uh, vh) =
∫
Ω
(∇huh +R([[uh]])) · (∇hvh +R([[vh]]))dx+ α [[uh]] · [[vh]](Γ)
is stable if α > 0 (in this case, condition 3 becomes vh(xΓ, yΓ) = 0).
For example we consider k = 1 and Ω = [−1, 1] × [−1, 1]. Construct a Cartesian grid Th by
dividing the domain in N ×N squares and denote with h the length of their edges. We consider
two different choices of Γ: Γ1 = (1, 1) and Γ2 = (1 − h2 , 1). Numerical experiments show
that for the first choice Γ1 the method is stable, while for Γ2 the associated matrix is singular. The
reason is the following: T := [1−h, 1]× [1−h, 1] is the element of Th such that Γ1,Γ2 ∈ ∂T ;
if {Li(x)Lj(y)}1i,j=0 are the Legendre basis function for Q1(T ), then we have L1(1)L1(1) = 1
and L1
(
1 − h2
)
L1(1) = 0: thus for the second choice Γ2 the new condition 3 does not imply
a1,1 = 0 and thus stability is not achieved.
In Figure 1 we show a nonzero function belonging to the kernel of the bilinear form B˜(·, ·) when
N = 2, Γ = Γ2 and we consider homogeneous boundary conditions.
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Figure 1: wh ∈ Ker(B˜) for the choice Γ =
(
1− h2 , 1
)
We turn now to the case β 6= 0. We start by showing that the choice Γ = {e}, with e an
arbitrary edge in E∂ , might not work. To this aim, we assume that Th is a triangular mesh and that
there is an element Ti ∈ Th with two edges in E∂Ti and one interior edge e˜ such that β · n = 12 ,
where n is the normal unit vector pointing outside Ti; we take Γ = {e} with e ∈ E∂ \ E∂Ti .
Reasoning as in the proof of the previous theorem, we have vh ∈ Ker(B) if and only if
1.
∫
T vhq dx = 0 ∀q ∈ P˜ (T ) ∀ T ∈ Th,
2. {{vh}}(x) − β · [[vh]](x) = 0 ∀ x ∈ e, ∀ e ∈ E0,
3. vh(x) = 0 ∀ x ∈ Γ.
Now, assume k = 1 and that Th is a triangular mesh; let vh ∈ Vh be defined as follows:
vh|Ω\Ti = 0,
0 6= vh|Ti ∈ P 1(Ti),∫
Ti
vh(x) dx = 0.
Clearly, vh is a nonzero element of Vh which satisfies conditions 1, 2 and 3. The condition 3 is
trivial, and the condition 1 follows from the fact that P˜ (T ) is the piecewise costant function space.
For condition 2, if Tj ∈ Th shares the edge e˜ with Ti, then(
β · n− 1
2
)
vih(x) =
(
β · n+ 1
2
)
vjh(x) ∀ x ∈ e˜, (23)
where vih and v
j
h are the restrictions of vh to Ti and Tj , respectively, and thus
vjh(x) = 0 ∀ x ∈ e˜,
as β · n = 12 .
Numerical experiments have shown that, if β 6= 0, a possible choice of Γ in order to have
stability is the following: we define
G =
{
T ∈ Th s.t. E∂T 6= {∅} and β · ne > 0 ∀ e ∈ E0T
}
,
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where ne is the normal unit vector to e pointing outside T , and we select Γ as the union of one
arbitrary e ∈ E∂T for each T ∈ G. A motivation of this, considering (23), is that Ti ∈ G if and
only if |β · n− 1/2| < |β · n+ 1/2|; this implies that if |vih|e| < , then |vjh|e| < , while it
does not imply the converse.
In other words, the stabilization, in this case, propagates from the element Ti to the element Tj
and not the other way around (outflow stabilization), therefore we need to stabilize on e ∈ E∂T for
elements T with outflow interior edges.
Whenever G is empty, we define
Ĝ =
{
T ∈ Th s.t. E∂T 6= {∅} and β · n ≥ 0 ∀ e ∈ E0T
}
and select Γ as one arbitrary edge of one arbitrary element of Ĝ; in this case it is enough to
consider only one element because every element T ∈ Ĝ has an edge e for which β · ne = 0,
i.e., an edge with good propagation of the stability both from the interior of T to the exterior and
from the exterior of T to the interior.
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Different Choices of Γ
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Figure 3:
β = (1, 0); Γ = Γ1
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Figure 4:
β = (1, 0); Γ = Γ2
In Figures 2-4 we present an example in which we consider the problem
−∆u(x, y) = pi
2
2
sin
(pi
2
(x+ 1)
)
sin
(pi
2
(y + 1)
)
in Ω := [−1, 1]× [−1, 1],
u = 0 on ∂Ω,
with solution u(x, y) = sin
(
pi
2 (x+ 1)
)
sin
(
pi
2 (y + 1)
)
. We take β = (1, 0); for this choice of
β and for the considered mesh, the set G is non empty. In Figure 2 we show the triangulation and
two possible choices of Γ: Γ1 is an edge of the only triangle T̂ ∈ G and we can see in Figure
3 that the method related to this choice is stable, while we can see in Figure 4 that in the solution
related to Γ2 we do not have the control of the triangle T̂ .
Remark 2. In the one-dimensional case, if we choose Γ = ∅, it holds vh ∈ Ker(B) if and only
if
1.
∫
I vhq dx = 0 ∀q ∈ P k−1(I) ∀I ∈ Th,
2. ({{vh}} − β[[vh]]) (x) = 0 ∀x ∈ E0.
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In Figures 5 - 7 we present examples of functions which satisfy the two conditions above for three
different values of β. In these examples we have set Ω = [0, 1] and Th is the uniform mesh of
size h = 15 .
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Figure 5: β = 0
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Figure 6: β = 12
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Figure 7: β = −1
The results presented for the two-dimensional case can be easily extended to the one-dimensional
case, choosing Γ in the following way: if we set Ω = [a, b], then
• Γ = {a} if β > 0,
• Γ = {b} if β < 0,
• either Γ = {a} or Γ = {b} if β = 0.
4 Error Analysis
In Section 3 we have presented a recipe for choosing Γ in order to obtain a stable method; in
this section, in order to derive a priori error estimates for Cartesian grids which are quasi-optimal
at least in some cases, we need to choose a new Γ that includes the one presented in this section
for all β ∈ R2. Numerical results reported in Section 5 demonstrate that the choice of Γ presented
in this section is necessary in order to achieve the optimal orders of convergence proved in this
section (see Theorem 3).
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N 
W 
S 
E Ω 
Figure 8: Example of domain
Considering a rectangular domainΩ ∈ R2 and a Cartesian grid Th covering the domain, we name
the edges of Ω as in Figure 8 (i.e., ∂Ω = N ∪ E ∪ S ∪W).
The discontinuous Galerkin spaces we will consider are
Vh =
{
vh ∈ L2(Ω) s. t. vh|T ∈ Qk(T ) ∀ T ∈ Th
}
, Σh = [Vh]
2 ,
where Qk is the space of polynomials of degree at most k in each variable, k ≥ 1 integer.
We will denote by ||·||s,A and |·|s,A the usual norm and seminorm, respectively, of the Sobolev
spaceHs(A), s ∈ N (see [1]); we will set || · ||s := || · ||s,Ω. We define the following seminorms
in V (h) = H2(Ω) + Vh:
|v|21,h =
∑
T∈Th
||∇v||20,T ,
|v|2∗ =
∑
e∈E
1
h
∫
e
[[v]]2 (x) dx,
and the norm
|||v|||2 = |v|21,h +
∑
Ti∈Th
h2i |v|22,Ti + |v|2∗,
where hi is the diameter of the element Ti ∈ Th and h = maxTi ∈ Th hi. The above norm ||| · |||
restricted to Vh is equivalent to the norm | · |w defined by
|v|2w = |v|21,h + |v|2∗
(see [2]).
We have the following result.
Theorem 2.
Let u be the analytical solution of our model problem (1) and define R̂(v, u) := B( u , v ) −
( f , v ) with v ∈ V (see (3)).
Then we have
R̂(v, u) =
∑
e ∈ E
∫
e
[[v]]{{∇u−Π(∇u)}} ds+
∑
e∈E0
∫
e
β[[v]][[∇u−Π(∇u)]] ds,
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with Π the L2-projection onto the space Σh.
Proof.
We have
B( u , v ) =
∫
Ω
∇u(∇hv + R([[v]]) + Lβ([[v]]) )dx
because [[u]] = 0 on E .
Using the regularity of u, the definition of lifting operators and of the L2-projection on the space
Σh, we obtain
B(u, v) =
∫
Ω
∇u∇hvhdx+
∫
Ω
Π∇u( R([[v]]) + Lβ([[v]]) )dx
= −
∫
Ω
∆u vdx+
∑
e∈E
∫
e
[[v]]∇u ds−
∑
e∈E
∫
e
[[v]]{{Π∇u}} ds
−
∑
e∈E0
∫
e
β[[v]][[Π∇u]] ds
=
∫
Ω
fvdx+
∑
e∈E
∫
e
[[v]]{{∇u}} ds+
∑
e∈E0
∫
e
β[[v]][[∇u]] ds
−
∑
e∈E
∫
e
[[v]]{{Π∇u}} ds−
∑
e∈E0
∫
e
β[[v]][[Π∇u]] ds
from which we get the result.
Notice that the residual of the formulation (18) is R̂(vh, u) := B( u , vh ) − ( f , vh ) for all
vh in Vh.
From now on, we assume that the following hypothesis of quasi-uniformity of the mesh holds:
∃ L1 > 0, L2 > 0 s. t. L1hi ≤ hj ≤ L2hi, ∀ Ti, Tj ∈ Th. (24)
In Proposition 1 below we present a result which will be used in the proof of a priori error
estimates. Before stating this theorem we prove the following technical lemma.
Lemma 1.
We consider a one-dimensional domain (a, b) and define
H˜ :=
{
vh ∈ H1(a, b) s.t. vh|[xi,xi+1] ∈ P 1([xi, xi+1]) ∀ i, 0 ≤ i ≤ N − 1
}
, (25)
with a = x0 < x1 < x2 < · · · < xN = b. We also define hi := xi+1 − xi,
i = 0, · · · , N − 1, h := supi=0,··· ,N−1(xi+1−xi) and we denote withDhf the elementwise first
derivative of a function f ∈ H˜ .
If we assume that the following property of quasi-uniformity of the mesh holds
∃ C such that h ≤ C hi ∀ i = 0, · · · , N − 1, (26)
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then we have
N∑
i=0
f(xi)2 ≤ C
h
[
||Dhf ||2L2(a,b) + f(xs)2
]
,
with either s = 0 or s = N .
Proof.
Consider a function f ∈ H˜ and define fi := f(xi); as f is a piecewise linear function, due to
the Simpson quadrature formula (which is exact for polynomial functions of degree 2), we have
||f ||2L2(a,b) =
∫
Ω
f2(x)dx =
N−1∑
i=0
(hi
6
f2i +
2hi
3
(fi + fi+1
2
)2
+
hi
6
f2i+1
)
≥
N−1∑
i=0
(hi
6
f2i +
hi
6
f2i+1
)
≥
N∑
i=0
hi
6
f2i ≥ C h
N∑
i=0
f2i , (27)
due to (26).
We prove the result for s = 0 (in the case s = N the proof is analogous). For all i =
0, · · · , N − 1, for all x ∈ [xi, xi+1], we have
|f(x)− f0| = |f(x) − fi +
i∑
j=1
(fj − fj−1)| ≤ |f(x) − fi| +
i∑
j=1
|fj − fj−1|
≤ |
∫ x
xi
f ′(t) dt| +
i∑
j=1
|
∫ xj
xj−1
f ′(t) dt| ≤
∫ x
xi
|f ′(t)| dt +
i∑
j=1
∫ xj
xj−1
|f ′(t)| dt
=
∫ x
x0
|Dhf(t)| dt ≤ ||Dhf ||L1(a,b)
which implies
f − f0||L∞(a,b) ≤ ||Dhf ||L1(a,b).
Therefore
||f − f0||2L2(a,b) =
∫ b
a
(f − f0)2(t) dt ≤ (b− a)||f − f0||2L∞(a,b)
≤ (b− a)||Dhf ||2L1(a,b). (28)
As Dhf is a piecewise costant function, setting f ′i := Dhf|[xi,xi+1] , we have
||Dhf ||2L1(a,b) =
[N−1∑
i=0
∫ xi+1
xi
|Dhf | dx
]2
=
[N−1∑
i=0
hi |f ′i |
]2 ≤ C
h
N−1∑
i=0
h2i |f ′i |2
=
C
h
N−1∑
i=0
hi
∫ xi+1
xi
|f ′i |2 dx ≤ C||Dhf ||2L2(a,b). (29)
Thus, applying (27), the triangle inequality, (28) and (29), we have
N∑
i=0
f(xi)2 ≤ C
h
||f ||2L2(a,b) ≤
C
h
[ ||f − f0||2L2(a,b) + ||f0||2L2(a,b) ]
≤ C
h
[
||Dhf ||2L1(a,b) + f20
]
≤ C
h
[
||Dhf ||2L2(a,b) + f(x0)2
]
,
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which prove the result for s = 0.
Proposition 1.
Assume that (24) holds, then if we set β = (b1, b2) and we choose Γ as follows:
• E ∈ Γ if b1 < 0 ,
• W ∈ Γ if b1 > 0 ,
• either E ∈ Γ orW ∈ Γ if b1 = 0 ,
• N ∈ Γ if b2 < 0 ,
• S ∈ Γ if b2 > 0 ,
• either N ∈ Γ or S ∈ Γ if b2 = 0 ,
we have:
• if b1 = 0 and/or b2 = 0∑
e ∈ E
∫
e
[[uI − uh]]2 ds ≤ C
h
||uI − uh||2B,
|R̂(uI − uh, u)| ≤ Chk ||uI − uh||B ||u||k+2,
• otherwise
– if α = O(1)∑
e ∈ E
∫
e
[[uI − uh]]2 ds ≤ C ||uI − uh||2B,
|R̂(uI − uh, u)| ≤ Chk+
1
2 ||uI − uh||B ||u||k+2,
– if α = O(h−1)∑
e ∈ E
∫
e
[[uI − uh]]2 ds ≤ C h ||uI − uh||2B,
|R̂(uI − uh, u)| ≤ Chk+1 ||uI − uh||B ||u||k+2,
where uh is the solution to (18) and uI ∈ Vh is the usual continuous interpolant of the analytical
solution u to (1).
Proof.
STEP 1: Lifting operators and their L2-projections
Let {L̂i(x)}ki=0 be the Legendre basis functions for the spaceP k([−1, 1]), then {L̂i(x) L̂j(y)}ki,j=0
is a basis for Qk([−1, 1]× [−1, 1]).
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If T ∈ Th, then there exist two segments I1 and I2 such that T = I1 × I2 and two functions
F1 and F2 such that, if we define
Li := L̂i ◦ F1 : I1 → R,
Lj := L̂j ◦ F2 : I2 → R,
{Li(x) Lj(y)}ki,j=0 is a basis for Qk(T ).
As the lifting operators R([[uI − uh]]) (see (14)) and Lβ([[uI − uh]]) (see (15)) belong to the
space Σh, there exist am,i,j , bm,i,j ∈ R such that, for all (x, y) in T ,
R([[uI − uh]])(x, y) =
( k∑
i,j=0
a1,i,jLi(x)Lj(y) ,
k∑
i,j=0
a2,i,jLi(x)Lj(y)
)
,
Lβ([[uI − uh]])(x, y) =
( k∑
i,j=0
b1,i,jLi(x)Lj(y) ,
k∑
i,j=0
b2,i,jLi(x)Lj(y)
)
.
We now consider the following space
∇˜(T ) =
{
τ h ∈
[
Qk(T )
]2
s. t. ∃ vh ∈ Qk(T ) : τ h = ∇ vh
}
.
If we define
∇̂ = {(i, j,m, n) ∈ N4 s. t. 0 ≤ i, n ≤ k − 1 and 0 ≤ j,m ≤ k} ,
it is easy to prove that {Li(x)Lj(y), Lm(x)Ln(y)}(i,j,m,n)∈b∇ is a basis for ∇˜(T ); thus, if P (f)
is the L2-projection of a function f ∈ Σh onto the space ∇˜(T ), using the L2-orthogonality of
the Legendre basis functions and setting w = uI − uh, we have
R([[w]])− P (R([[w]]))(x, y) =
( k∑
i=0
a1,k,iLk(x)Li(y),
k∑
i=0
a2,i,kLi(x)Lk(y)
)
and
Lβ([[w]])− P (Lβ([[w]]))(x, y) =
( k∑
i=0
b1,k,iLk(x)Li(y),
k∑
i=0
b2,i,kLi(x)Lk(y)
)
for all (x, y) in T .
STEP 2: The term ||R([[w]]) + Lβ([[w]])− P (R([[w]]) + Lβ([[w]]) )||0,T
We have
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,T
= ||R([[w]])− P (R([[w]])) + Lβ([[w]])− P (Lβ([[w]]))||20,T
≥ C h
2
2k + 1
k−1∑
j=0
(a1,k,j + b1,k,j)2 + (a2,j,k + b2,j,k)2
2j + 1
(30)
because of the hypothesis on the mesh-size and the properties of the Legendre functions.
Taken an edge e ∈ ET , we define w˜e := weT − γe, where weT is the restriction to e of w|T and
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γe is weT ′ , where T
′ is the other element of Th with e ∈ ET ′ , if e ∈ E0, zero otherwise.
As w˜e ∈ P k(e), we have
w˜e(s) =
k∑
j=0
w˜ejLj(s) ∀ s ∈ e, (31)
where {wej}kj=0 are real coefficients and {Lj}kj=0 are the Legendre basis functions on e; we also
have
[[w]] = w˜e ne on e, (32)
where here we denote with ne the normal unit vector to e pointing exterior to T .
Thus, using the same notation showed in Figure 8 for the element T (i.e.,NT , ET , ST ,WT denote
the edges of T ), due to the definitions of the lifting operators (14) and (15), it holds
• a1,i,j = 2i+12h (−p(ET )w˜ETj + (−1)ip(WT )w˜WTj )
• a2,i,j = 2j+12h (−p(NT )w˜NTi + (−1)jp(ST )w˜STi )
• b1,i,j = −2i+1h b1(q(ET )w˜ETj + (−1)iq(WT )w˜WTj )
• b2,i,j = −2j+1h b2(q(NT )w˜NTi + (−1)jq(ST )w˜STi )
with p(e) = q(e) = 1 if e /∈ E∂ , p(e) = 2 and q(e) = 0 otherwise.
Thus we have
( a1,i,j + b1,i,j )2
=
[ 2i+ 1
2hE
(−p(ET )w˜ETj + (−1)ip(WT )w˜WTj )−
2i+ 1
hE
b1(q(ET )w˜
ET
j + (−1)iq(WT )w˜WTj )
]2
=
(2i+ 1)2
h2E
[
w˜ETj
(
− 1
2
p(ET )− q(ET )b1
)
+ w˜WTj (−1)i
(1
2
p(WT )− q(WT )b1
) ]2
(33)
and
( a2,i,j + b2,i,j )2
=
[ 2j + 1
2hN
(−p(NT )w˜NTi + (−1)jp(ST )w˜STi )−
2j + 1
hN
b2(q(NT )w˜
NT
i + (−1)jq(ST )w˜STi )
]2
=
(2j + 1)2
h2N
[
w˜NTi
(
− 1
2
p(NT )− q(NT )b2
)
+ w˜STi (−1)j
(1
2
p(ST )− q(ST )b2
) ]2
.
STEP 3: Estimates on a row of elements
We now assume that our domain Ω is [a, b]× [c, d] and that Th is aN ×M Cartesian grid obtained
dividing [a, b] inN parts (x0, · · · , xN are the points of this subdivision) and [c, d] inM parts (with
subdivision points y0, · · · , yM ).
Let e0, e1, · · · , eN be a row of vertical edges of our mesh, with e0 ∈ W and eN ∈ E and let A be
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the union of the corresponding row of elements T1, · · · , TN , with ei−1, ei ⊂ ∂Ti (see Figure 9).
e0 e1 e2 
e3 eN ... 
Figure 9: Example of a row of edges and elements of the domain mesh
In order to consider the edges of the row of elements, we define
ŵe0j := −w˜
WT1
j ,
ŵeij := w˜
ETi
j = −w˜
WTi+1
j , i = 1, · · · , N − 1,
ŵeNj := w˜
ETN
j ,
for j = 0, · · · , k; considering (31), (32) and the properties of Legendre functions, we obtain∫
ei
[[w]]2 ds =
k∑
j=0
hei
2j + 1
( ŵeij )
2, (34)
for i = 0, · · · , N .
From (30), we get
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,T
≥ C h
2
2k + 1
k∑
j=0
1
2j + 1
(a1,k,j + b1,k,j)2,
thus from (33) we obtain
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A
≥ C h
2
2k + 1
N∑
i=1
k∑
j=0
(2k + 1)2
(2j + 1)h2
[
w˜
ETi
j
(
− p(ETi)
1
2
− q(ETi)b1
)
+ w˜
WTi
j (−1)k
(
p(WTi)
1
2
− q(WTi)b1
)]2
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≥ C
k∑
j=0
{[
− ŵe0j (−1)k + ŵe1j
(
− 1
2
− b1
)]2
+
N−1∑
i=2
[
− ŵei−1j (−1)k
(1
2
− b1
)
+ ŵeij
(
− 1
2
− b1
)]2
+
[
− ŵeN−1j (−1)k
(1
2
− b1
)
− ŵeNj
]2}
(35)
≥ C
k∑
j=0
{
(1− )(ŵe0j )2 +
N−1∑
i=1
[ (1
2
+ b1
)2(
1− 1

)
+
(1
2
− b1
)2
(1− )
]
(ŵeij )
2
+
(
1− 1

)
(ŵeNj )
2
}
, (36)
with  > 0, due to the inequality
±2ab ≥ −a2 − b
2

.
STEP 3a: The case b1 6= 0
If b1 > 0, we have (1
2
+ b1
)2(
1− 1

)
+
(1
2
− b1
)2
(1− ) > 0
if and only if
 > 1 if b1 =
1
2
,
1 <  <
( 1
2 + b1
1
2 − b1
)2
otherwise,
while if b1 < 0, we need ( 1
2 + b1
1
2 − b1
)2
<  < 1.
We consider first the case b1 > 0. Since owing to (34) it holds
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A + α
∫
eq
[[w]]2 ds
≥ ||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A + α C h
k∑
j=0
(ŵeqj )
2,
with q = 0 or q = N , from (36) we obtain
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A + α
∫
e0
[[w]]2 ds
≥
k∑
j=0
[
(1− + α C h)(ŵe0j )2 +
N−1∑
i=1
[ (1
2
+ b1
)2(
1− 1

)
+
(1
2
− b1
)2
(1− )
]
(ŵeij )
2
+
(
1− 1

)
(ŵeNj )
2
]
(37)
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and it is easy to prove that there exists ˜ > 0 such that
C1 := 1 − ˜ + α C h > 0,
C2 :=
(1
2
+ b1
)2(
1− 1
˜
)
+
(1
2
− b1
)2
(1− ˜) > 0,
C3 := 1 − 1
˜
> 0.
Thus, as ∇w|T ∈ ∇˜(T ) for all T ∈ Th, using the properties of the L2-projection P and (37), if
α = O(1) we have
||∇w +R([[w]]) + Lβ([[w]])||20,A + α
∫
e0
[[w]]2 ds
≥ ||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A + α
∫
e0
[[w]]2 ds
≥ min{C1, C2, C3}
N∑
i=1
k∑
j=0
(ŵeij )
2 ≥ Ch
N∑
i=1
k∑
j=0
(ŵeij )
2 = C
N∑
i=0
∫
ei
[[w]]2 ds;
in the same way, if α = O(h−1) it holds
||∇w +R([[w]]) + Lβ([[w]])||20,A + α
∫
e0
[[w]]2 ds
≥ min{C1, C2, C3}
N∑
i=1
k∑
j=0
(ŵeij )
2 ≥ C
h
N∑
i=0
∫
ei
[[w]]2 ds.
Reasoning as above, if b1 < 0, we have
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A + α
∫
eN
[[w]]2 ds
≥
k∑
j=0
[
(1− )(ŵe0j )2 +
N−1∑
i=1
[ (1
2
+ b1
)2(
1− 1

)
+
(1
2
− b1
)2
(1− )
]
(ŵeij )
2
+
(
1− 1

+ α C h
)
(ŵeNj )
2
]
,
and it is easy to prove that exist ̂ > 0 such that
C1 := 1 − ̂ > 0,
C2 :=
(1
2
+ b1
)2(
1− 1
̂
)
+
(1
2
− b1
)2
(1− ̂) > 0,
C3 := 1 − 1
̂
+ α C h > 0,
and thus
||∇w +R([[w]]) + Lβ([[w]])||20,A + α
∫
eN
[[w]]2 ds
≥ min{C1, C2, C3}
N∑
i=1
k∑
j=0
(ŵeij )
2 ≥ Chr
N∑
i=0
∫
ei
[[w]]2 ds,
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with r = 0 if α = O(1), r = −1 if α = O(h−1).
STEP 3b: The case b1 = 0
If b1 = 0, then (35) becomes
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A
≥
k∑
j=0
{[
ŵe0j (−1)k +
1
2
ŵe1j
]2
+
N−1∑
i=2
[
(−1)k 1
2
ŵ
ei−1
j +
1
2
ŵeij
]2
+
[
(−1)k 1
2
ŵ
eN−1
j + ŵ
eN
j
]2}
.
Let j ∈ {0, · · · , k}; we define Sj ∈ H˜ (see (25)) such that
• if k is odd
Sj(x0) = 2 ŵe0j ,
Sj(xi) = ŵeij , 0 < i < N − 1,
Sj(xN ) = 2 ŵ
eN
j ;
• if k is even
Sj(x0) = 2 ŵe0j ,
Sj(xi) = (−1)i ŵeij , 0 < i < N − 1,
Sj(xN ) = (−1)N 2 ŵeNj .
As Sj is a piecewise linear function, if we define with DhSj its elementwise first derivative, we
have
||DhSj ||2L2(a,b) ≤
C
h
{[
ŵe0j (−1)k +
1
2
ŵe1j
]2
+
N−1∑
i=2
[
(−1)k 1
2
ŵ
ei−1
j +
1
2
ŵeij
]2
+
[
(−1)k 1
2
ŵ
eN−1
j + ŵ
eN
j
]2 }
(38)
because of the property of the mesh-size (24).
Using Lemma 1 and considering either p = 0 or p = N , it holds
N∑
i=0
( ŵeij )
2 ≤
N∑
i=0
Sj(xi)2 ≤ C
h
[
||DhSj ||2L2(a,b) + Sj(xp)2
]
.
Thus, considering (38) and (35), we have
k∑
j=0
N∑
i=0
( ŵeij )
2 ≤ C
h2
[
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A
+ h
k∑
j=0
( ŵepj )
2
]
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and then, using (34), we obtain
N∑
i=0
∫
ei
[[w]]2 ds ≤ C
h
[
||R([[w]]) + Lβ([[w]])− P ( R([[w]]) + Lβ([[w]]) )||20,A
+
∫
ep
[[w]]2 ds
]
≤ C
h
[
||∇w +R([[w]]) + Lβ([[w]])||20,A + α
∫
ep
[[w]]2 ds
]
with either α = O(1) or α = O(h−1).
STEP 4: Conclusion
Let Ey be the set of e ∈ E such that e is parallel to the y-axis. Summing over all the rows A of
our grid, we have
• if b1 6= 0
– if α = O(1)∑
e∈Ey
∫
e
[[w]]2 ds ≤ C
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
Q
[[w]]2 ds
]
,
– if α = O(h−1)∑
e∈Ey
∫
e
[[w]]2 ds ≤ Ch
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
Q
[[w]]2 ds
]
,
with Q = E if b1 < 0, Q = W if b1 > 0.
• if b1 = 0∑
e∈Ey
∫
e
[[w]]2 ds ≤ C
h
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
P
[[w]]2(s) ds
]
,
with either P = E or P = W .
If we consider now the columns of our grid and we define Ex as the set of e ∈ E such that e is
parallel to the x-axis, we obtain in the same way
• if b2 6= 0
– if α = O(1)∑
e∈Ex
∫
e
[[w]]2 ds ≤ C
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
Q
[[w]]2 ds
]
,
– if α = O(h−1)∑
e∈Ex
∫
e
[[w]]2 ds ≤ Ch
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
Q
[[w]]2 ds
]
,
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with Q = N if b2 < 0, Q = S if b2 > 0.
• if b2 = 0∑
e∈Ex
∫
e
[[w]]2 ds ≤ C
h
[
||∇w +R([[w]]) + Lβ([[w]])||20 + α
∫
P
[[w]]2(s) ds
]
,
with either P = N or P = S.
Therefore, summing the above contributions, the first inequalities of the theorem are proved.
From Lemma 3.2 of [15] we have
|R̂(uI − uh, u)| ≤ Chk+1 ||u||k+2
[1
h
∑
e∈E
∫
e
[[uI − uh]]2ds
]
and this complete the proof.
Now we are ready to prove the a priori error estimates.
Theorem 3.
Let β = (b1, b2) and Γ chosen as in Proposition 1. Then
• if either b1 = 0 or b2 = 0 we have
|||u− uh||| ≤ Chk−1||u||k+2,
||u− uh||0 ≤ Chk||u||k+2,
• otherwise
– if α = O(1)
|||u− uh||| ≤ Chk−
1
2 ||u||k+2,
||u− uh||0 ≤ Chk+
1
2 ||u||k+2,
– if α = O(h−1)
|||u− uh||| ≤ Chk||u||k+2,
||u− uh||0 ≤ Chk+1||u||k+2,
where u is the analytical solution to (1) and uh is the solution to the discrete problem (18).
Proof.
Using the triangle inequality we obtain
||u− uh||B ≤ C[ ||u− uI ||B + ||uI − uh||B ], (39)
where uI ∈ Vh is the usual continuous interpolant of the analytical solution u.
As in [2] we have
||u− uI ||B ≡ |u− uI |1 ≤ Chk|u|k+1. (40)
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For the term ||uI − uh||B , using Theorem 2, (19) and the inequality 2ab ≤ a2 + b2, we obtain
||uI − uh||2B = B(uI − u, uI − uh) + R̂(uI − uh, u)
≤ 1
2
||u− uI ||2B +
1
2
||uI − uh||2B + R̂(uI − uh, u),
and thus
||uI − uh||2B ≤ 2 R̂(uI − uh, u) + ||u− uI ||2B. (41)
Consider the case of either b1 = 0 or b2 = 0. Due to Proposition 1, (40) and (41), we get
||uI − uh||2B ≤ C hk||u||k+2||uI − uh||B + C h2k|u|2k+1,
and thus
||uI − uh||B ≤ Chk||u||k+2. (42)
From (39), (40) and (42), we obtain
||u− uh||B ≤ Chk||u||k+2.
Now we estimate ||u− uh||0 by using a duality argument. We consider the adjoint problem{
−∆ψ = u− uh in Ω
ψ = 0 on ∂Ω.
Following Theorem 2, we have
B(v, ψ) =
∫
Ω
(u− uh)v dx + R̂(v, ψ).
Thus we get
||u− uh||20 =
∫
Ω
(u− uh)2 dx = B(u− uh, ψ)− R̂(u− uh, ψ). (43)
If ψI is the continuous interpolant of ψ, ψI ∈ Vh, we have
B(u− uh, ψ) = B(u− uh, ψ − ψI) ≤ C||u− uh||B ||ψ − ψI ||B
= C||u− uh||B |ψ − ψI |1 ≤ Ch|ψ|2 ||u− uh||B
≤ Ch||u− uh||B ||u− uh||0 ≤ Chk+1||u||k+2||u− uh||0. (44)
Using Proposition 1, we obtain
R̂(u− uh, ψ) ≤ Ch||ψ||2
[1
h
∑
e ∈ E
∫
e
[[uI − uh]]2 ds
] 1
2
≤ Ch||u− uh||0
[1
h
∑
e ∈ E
∫
e
[[uI − uh]]2 ds
] 1
2
≤ Chk||u||k+2||u− uh||0. (45)
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Thus (43), (44) and (45) give the thesis.
Finally we prove the error estimate in the discrete norm ||| · |||. It holds
|||u− uh||| ≤ |||u− uI |||+ |||uI − uh|||.
As in [2], we have
|||u− uI ||| = |u− uI |1,h ≤ Chk|u|k+1,
while for the term |||uI − uh||| it holds
|||uI − uh||| ≤ C
[
|uI − uh|21,h +
1
h
∑
e ∈ E
∫
e
[[uI − uh]]2 ds
] 1
2
,
where uI is the usual continuous interpolant in Vh of the analytical solution u.
In order to derive the error estimate, we need to study the following term: setting w = uI − uh,
we have
||w||2B +
1
h
∑
e ∈ E
∫
e
[[w]]2 ds =
∫
Ω
(∇w + (R+ Lβ)[[w]] )2dx
+ α
∑
e ∈ Γ
∫
e
[[w]]2 ds +
1
h
∑
e ∈ E
∫
e
[[w]]2 ds
≥
∫
Ω
( ∇w + (R+ Lβ)[[w]] )2dx + 1
h
∑
e ∈ E
∫
e
[[w]]2 ds
≥ C
[
|w|21,h(1− ) + (1−
1

)||(R+ Lβ)[[w]]||20 +
1
h
∑
e ∈ E
∫
e
[[w]]2 ds
]
, (46)
with  > 0.
If we assume 0 <  < 1, using the inequality
||(R+ Lβ)[[w]]||20 ≤
Ĉ
h
∑
e ∈ E
∫
e
[[w]]2 ds
(see [2]), from (46) we get
||w||2B +
1
h
∑
e ∈ E
∫
e
[[w]]2 ds
≥ C
[
|w|21,h(1− ) +
[
Ĉ
(
1− 1

)
+ 1
]1
h
∑
e ∈ E
∫
e
[[w]]2 ds
]
. (47)
The existence of  such that
0 <  < 1 and Ĉ
(
1− 1

)
+ 1 > 0,
(47) and Proposition 1 imply
|||uI − uh||| ≤ C
[
||uI − uh||2B +
1
h
∑
e ∈ E
∫
e
[[uI − uh]]2 ds
] 1
2
≤ C
[
||uI − uh||2B
(
1 +
1
h2
) ] 1
2 ≤ Chk−1||u||k+2
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and so we get the thesis.
If b1 6= 0 and b2 6= 0, the proof follows the same ideas.
Remark 3. In the one-dimensional case, the results presented in this section read as follows:
• if β = 0 we have
|||u− uh||| ≤ Chk−1||u||k+2,
||u− uh||0 ≤ Chk||u||k+2,
• otherwise
– if α = O(1)
|||u− uh||| ≤ Chk−
1
2 ||u||k+2,
||u− uh||0 ≤ Chk+
1
2 ||u||k+2,
– if α = O(h−1)
|||u− uh||| ≤ Chk||u||k+2,
||u− uh||0 ≤ Chk+1||u||k+2.
We end this section by presenting a superconvergence result for the new methods (18) in the
spirit of [11].
Theorem 4.
If (24) holds and u ∈ Hk+2(Ω) is the analytical solution of our model problem, then with each
of the following choices
α = O(1), β =
(
− 1
2
,−1
2
)
and Γ = N ∪ E,
α = O(1), β =
(
− 1
2
,
1
2
)
and Γ = S ∪ E,
α = O(1), β =
( 1
2
,−1
2
)
and Γ = N ∪ W,
α = O(1), β =
( 1
2
,
1
2
)
and Γ = S ∪ W,
we have
||u− uh||0 ≤ Chk+1,
where uh is solution to (18).
The proof of this result, which essentially follows the lines of [11], is reported in Appendix
A. Notice that, in the one-dimensional case, this result is achieved provided that either β = 12 and
Γ = {a}, or β = −12 and Γ = {b}.
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5 Numerical Experiments
The purpose of this section is to numerical validate the a priori error estimates. In all our
experiments we use a Matlab code written for the flux formulation of our methods.
5.1 The one-dimensional case
We consider the problem
−u′′(x) = sin(x) in [0, pi] ,
u(0) = u(pi) = 1,
and we use a uniform mesh of step h.
First of all we consider the case β = 0, which is the minimal stabilization of the Bassi-Rebay
method; in the table below we present the orders of convergence obtained taking Γ = {pi} and
α = 1 on Γ.
Orders of Convergence
k ||.||0 |||.|||
1 0.999981 -0.000967
2 3.003023 1.998246
3 2.992823 1.976919
4 5.046958 3.990965
This table shows that the orders of convergence are optimal if k is even, suboptimal if k is odd and
only in this case our estimates are sharp; this difference between odd and even polynomial degrees
was also noticed for the original Bassi-Rebay method (see [3]).
If we compare the minimal stabilization with the other stabilizations of the Bassi-Rebay methods
(see [2], [4] and [6]), we observe a difference between the orders of convergence; in fact from the
numerical experiments presented in this paper for the minimal stabilization we have
Orders of Convergence
k ||.||0 |||.|||
2n-1 2n-1 2n-2
2n 2n+1 2n
while for the other stabilizations
Orders of Convergence
k ||.||0 |||.|||
n n+1 n
with n ∈ N.
Now we consider the case β 6= 0; first of all we choose
Γ = {pi} , α = 1, β = −1
2
;
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in the two tables below we first compare the errors and then the orders of convergence of the new
method with minimal stabilization (1) and of the original LDG method (2): the two methods have
the same orders of convergence and the errors are really close.
Errors: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2) h
0.063831 0.182098 0.047876 0.161154 0.785398
0.013390 0.087089 0.011878 0.079703 0.392699
0.003100 0.042310 0.002949 0.040093 0.196350
0.000752 0.020831 0.000735 0.020222 0.098175
0.000186 0.010334 0.000184 0.010174 0.049087
0.000046 0.005147 0.000046 0.005106 0.024544
0.000012 0.002568 0.000011 0.002558 0.012272
0.000003 0.001283 0.000003 0.001280 0.006136
0.000001 0.000641 0.000001 0.000641 0.003068
0.000000 0.000321 0.000000 0.000320 0.001534
Orders of Convergence
k ||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2)
1 1.999990 0.999808 2.000221 1.000176
2 2.999320 1.999206 2.999590 1.999647
3 4.003455 3.000899 4.009583 3.005641
4 4.983260 3.981695 5.001544 3.988641
Now we set
Γ = {pi} , α = 1
h
, β = −1
2
,
and we present the same data as before.
Errors: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2) h
0.064736 0.177008 0.045745 0.154335 0.785398
0.013464 0.083302 0.010897 0.072195 0.392699
0.003068 0.041130 0.002704 0.035628 0.196350
0.000744 0.020519 0.000675 0.017771 0.098175
0.000184 0.010255 0.000169 0.008881 0.049087
0.000046 0.005127 0.000042 0.004440 0.024544
0.000011 0.002563 0.000011 0.002220 0.012272
0.000003 0.001282 0.000003 0.001110 0.006136
Orders of Convergence
k ||.||0 |||.|||
1 2.000052 1.000002
2 2.989665 1.996155
3 4.026419 3.000467
4 4.937720 3.985350
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Finally we choose
Γ = {pi} , α = 1, β = −1,
and we present the errors for k = 1.
Errors: k = 1
||.||0 |||.||| h
0.0477550 0.1140383 0.7853981
0.0099141 0.0474715 0.3926990
0.0022954 0.0220530 0.1963495
0.0005541 0.0106391 0.0981747
0.0001362 0.0052235 0.0490873
0.0000337 0.0025876 0.0245436
0.0000084 0.0012877 0.0122718
0.0000020 0.0006423 0.0061359
0.0000005 0.0003208 0.0030679
Also for this choice of β numerical results give optimal orders of convergence.
In these numerical experiments and in others here not reported we do not see any difference
in the orders of convergence between the choice α = O(1) and α = O(h−1) for any β ∈ R;
thus these results show also that our estimates for the new method are not sharp if α = O(1) and
β 6= {−12 , 0,+12}.
5.2 The two-dimensional case: Cartesian grids
We consider the problem
−∆u(x, y) = pi
2
2
sin
(pi
2
(x+ 1)
)
sin
(pi
2
(y + 1)
)
in Ω := [−1, 1]× [−1, 1],
u = 0 on ∂Ω
and a Cartesian grid of step h.
First of all we consider the case β = 0; in the tables below we present the errors and the
orders of convergence obtained choosing Γ = N ∪ E and α = 1 on Γ.
Errors: k = 1
||.||0 |||.||| h
0.184897 1.126220 1.00000
0.074496 0.793272 0.50000
0.034524 0.685865 0.25000
0.016901 0.660309 0.12500
0.008404 0.655973 0.06250
0.004196 0.656023 0.03125
Errors: k = 2
||.||0 |||.||| h
0.032034 0.339709 1.0000
0.002991 0.070392 0.5000
0.000351 0.017017 0.2500
0.000043 0.004229 0.1250
0.000005 0.001057 0.0625
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Orders of Convergence
k ||.||0 |||.|||
1 1.001981 -0.000110
2 3.005348 2.000609
3 3.011728 2.014321
4 5.089682 4.068893
This table shows that even for the two-dimensional case with Cartesian grids our estimates for
the minimal stabilization of the Bassi-Rebay method (i.e., β = 0) are sharp only if k is odd.
Now we consider the case β 6= 0; first of all we choose
Γ = N ∪ E, α = 1, β = (−1, 0)
and we report in the table below the errors in both the L2 and the discrete norm.
Errors: k = 1
||.||0 |||.||| h
0.248719 1.359352 1.00000
0.069513 0.746170 0.50000
0.026313 0.535552 0.25000
0.012138 0.478862 0.12500
0.005961 0.466605 0.06250
From these numerical results and from others here not reported it is clear that the new method
with the choices β = (n, 0) or β = (0, n), n ∈ R, has the same orders of convergence as in
the case β = 0.
In the two tables below we show the errors and the orders of convergence first for the choice
Γ = N ∪ E, α = 1, β = (−1,−2)
and then
Γ = N ∪ E, α = 1
h
, β = (−1,−2).
Errors: k = 1 and α = 1
||.||0 |||.||| h
0.425079 2.163842 1.00000
0.067941 0.708310 0.50000
0.014067 0.314597 0.25000
0.003071 0.147245 0.12500
0.000687 0.070372 0.06250
0.000159 0.034206 0.03125
Orders of Convergence: α = 1
k ||.||0 |||.|||
1 2.114239 1.040759
2 2.896330 1.912251
3 4.168911 3.108640
4 5.117733 4.115540
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Errors: k = 1 and α = h−1
||.||0 |||.||| h
0.425079 2.163842 1.00000
0.053256 0.617831 0.50000
0.009919 0.271937 0.25000
0.002313 0.132888 0.12500
0.000572 0.066203 0.06250
0.000143 0.033082 0.03125
Orders of Convergence: α = h−1
k ||.||0 |||.|||
1 2.002728 1.000862
2 2.798903 1.832526
3 4.086966 3.050690
4 5.029632 4.078791
As for the one-dimensional case, these numerical experiments do not show any difference in
the orders of convergence between the choice α = O(1) and α = O(h−1); thus our estimates
for the method (18) with β = (n,m), n,m ∈ R \ {0}, are not sharp if α = O(1) and
β 6=
(
± 12 ,±12
)
.
Now we present some numerical results in order to study the choice of Γ; we take
α = 1; β = (−1,−2)
and we compare the errors for the following Γ:
(1) Γ is chosen according to Section 3 (i.e., one edge for all the element of the set G)
(2) Γ is chosen according to Section 4 (i.e., Γ = N ∪ E).
Errors: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2) h
0.804652 4.112086 0.425079 2.163842 1.00000
0.153182 1.328070 0.067941 0.708310 0.50000
0.050208 0.827663 0.014067 0.314597 0.25000
0.017501 0.563131 0.003071 0.147245 0.12500
0.006162 0.391946 0.000687 0.070372 0.06250
0.002174 0.275049 0.000159 0.034206 0.03125
Corresponding Orders of Convergence: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2)
2.3931 1.6305 2.6453 1.6111
1.6093 0.6822 2.2719 1.1708
1.5205 0.5556 2.1957 1.0952
1.5060 0.5228 2.1599 1.0651
1.5030 0.5110 2.1142 1.0407
These numerical results show that:
• the error for the choice (2) is smaller than the one for the choice (1):
• for the choice (2) the orders of convergence are optimal, while for the choice (1) we have
sub-optimal orders of convergence.
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Now we consider
α =
1
h
; β = (−1, 1)
and Γ is chosen according to Section 3.
Errors: k = 1
||.||0 |||.||| h
0.682294 3.470012 1.00000
0.158192 1.380919 0.50000
0.055508 0.923461 0.25000
0.019800 0.644886 0.12500
0.007040 0.454202 0.06250
0.002496 0.320858 0.03125
Corresponding Orders of Convergence
||.||0 |||.|||
2.108710 1.329312
1.510906 0.580506
1.487173 0.518007
1.491852 0.505392
1.495539 0.501713
From the numerical results above it is clear that the hypothesis on Γ presented in Section 4
seem to be necessary in order to obtain optimal orders of convergence.
Finally we compare the original LDG method with our new methods. We choose
α = 1; β = (0, 0).
In the table below we present the errors for
(1) the original LDG method,
(2) the new method with minimal stabilization (18) with Γ = N ∪W .
Errors: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2) h
0.174631 1.055834 0.184897 1.126220 1.000
0.056535 0.599966 0.074496 0.793272 0.500
0.017109 0.336647 0.034524 0.685965 0.250
0.004834 0.183096 0.016901 0.660309 0.125
Now we consider
α = 1; β = (1,−1); Γ = N ∪W
and present the same results as above.
Errors: k = 1
||.||0 (1) |||.||| (1) ||.||0 (2) |||.||| (2) h
0.274433 1.504295 0.384674 2.000701 1.000
0.056393 0.643802 0.069142 0.727278 0.500
0.012371 0.299569 0.014729 0.326614 0.250
0.002814 0.143658 0.003216 0.152181 0.125
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While in the first case the orders of convergence are optimal for the original method, sub-
optimal for the one with minimal stabilization, in the second one the errors are really close and the
orders of convergence are optimal for both the methods.
Moreover we have also compared the condition numbers of the matrices associated to the two
methods; using the command condest in Matlab and considering the last choice of β and Γ, we
have obtained the following results: 323, 1218, 2527, 4930 for the LDG, 227, 687, 1395, 2786 for
the new method (18): thus the condition of the matrix associated to the new method with minimal
stabilization is slightly better then the one of the original LDG method.
5.3 The two-dimensional case: triangular meshes
In this subsection we present numerical experiments considering unstructured and structured
triangular meshes.
We consider the problem
−∆u(x, y) = sin
(pi
2
(x+ 1)
)
sin
(pi
2
(y + 1)
)
in Ω := [−1, 1]× [−1, 1],
u = 0 on ∂Ω.
First of all we choose α = 1, β = (0, 0), Γ = {e}, where e is an arbitrary element of E∂ , and
an unstructured mesh (see Figure 10); in the tables below we report the errors and the orders of
convergence.
Errors: k = 1
||.||0 |||.|||
0.146931 1.634253
0.052945 1.190417
0.006670 0.284670
0.001550 0.131183
0.000383 0.064899
Orders of Convergence: k = 1
||.||0 |||.|||
1.472557 0.457164
2.988726 2.064107
2.105106 1.117713
2.015332 1.015313
Errors: k = 2
||.||0 |||.|||
0.020439 0.370139
0.002247 0.083711
0.000272 0.020402
Orders of Convergence: k = 2
||.||0 |||.|||
3.185222 2.144576
3.047060 2.036676
Now we choose α = 1, β = (1, 0) and Γ = {e}, where e ∈ E∂T , T ∈ G, and we
consider a structured mesh (see Figure11); in the tables below we report the errors and the orders
of convergence.
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Errors: k = 1
||.||0 |||.|||
0.224996 1.638818
0.057825 0.799156
0.016093 0.400933
0.004332 0.199669
0.001125 0.099326
Orders of Convergence: k = 1
||.||0 |||.|||
1.960124 1.036107
1.845232 0.995114
1.893372 1.005755
1.944549 1.007370
Errors: k = 2
||.||0 |||.|||
0.079806 0.866659
0.007727 0.181935
0.000787 0.038446
0.000090 0.008900
0.000011 0.002159
Orders of Convergence: k = 2
||.||0 |||.|||
3.368539 2.252040
3.296178 2.242530
3.127426 2.110911
3.045467 2.043651
Therefore from numerical experiments we see an important difference between triangular
meshes and Cartesian grids: for triangular meshes we have optimal orders of convergence for
both the L2 and the discrete norm for any k ≥ 1 and β ∈ R2, while for Cartesian grids we have
sub-optimal orders of convergence if k is odd and β = (n, 0) or β = (0, n), n ∈ R.
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Figure 10: Unstructured Mesh
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Γ 
Figure 11: Structured Mesh
6 Conclusion
In this paper we have studied new versions of the LDG and the Bassi-Rebay methods with
minimal stabilization.
The convergence results that we have obtained for these new methods are summarized in the
following tables.
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Cartesian Grids; β = (n, 0) or β = (0, n) with n ∈ R; Γ as in Section 4
Error Estimates Numerical Results
||.||0 |||.||| ||.||0 |||.|||
k odd; α = O(1) or α = O(h−1) k k − 1 k k − 1
k even; α = O(1) or α = O(h−1) k k − 1 k + 1 k
Cartesian Grids; β = (n,m) with n,m ∈ R \ {0}; Γ as in Section 4
Error Estimates Numerical Results
||.||0 |||.||| ||.||0 |||.|||
∀ k; α = O(1) k + 12 k − 12 k + 1 k
∀ k; α = O(h−1) k + 1 k k + 1 k
Cartesian Grids; β = (n,m) with n,m = ±12 ; Γ as in Section 4
Error Estimates Numerical Results
||.||0 |||.||| ||.||0 |||.|||
∀ k; α = O(1) k + 1 k − 12 k + 1 k
Triangular meshes; β ∈ R2; Γ as in Section 3 or in Section 4
Numerical Results
||.||0 |||.|||
∀ k; α = O(1) or α = O(h−1) k + 1 k
A The Proof of Theorem 4
This appendix is devoted to the proof of Theorem 4; for simplycity we consider the case
α = O(1), β =
(
− 1
2
,−1
2
)
and Γ = N ∪ E.
We start by introducing notations and preliminar results necessary for the proof.
First of all we define the seminorm for the space Σ × V
|(σ, u)|2A = A(σ, u,σ, u) = ||σ||20 +
∫
Γ
[[u]]2 ds,
where
A(σ, u, τ , v) = a(σ, τ ) + b(u, τ ) − b(v,σ) + c(u, v),
(see (12)).
If (σh, uh) ∈ Σh × Vh is the solution of our new method written in flux formulation (i.e., (13)
with α 6= 0 only on Γ), we have
|(σh, uh)|A = ||uh||B
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due to (16); for the same reason, if (σ, u) ∈ Σ × V is solution to (2), it holds
|(σ, u)|A = ||u||B
and thus
|(σ − σh, u− uh)|A = ||u− uh||B.
In order to get a priori error estimates we define the projection pi±: following [11], if I =
[a−, a+], then, ∀ v ∈ P k(I), it holds
pi±v ∈ P k(I),∫
I
(v − pi±v)w dx = 0 ∀ w ∈ P k−1(I),
pi+v(a+) = v(a+),
pi−v(a−) = v(a−);
we also need to define the projections Π± on a rectangleK = I1 × I2
Π±v = pi±1 ⊗ pi±2 v, ∀v ∈ C0(K),
with pi±i indicating the projection pi
± onto P k(Ii).
In an analogous way we can define the projectionsΠ± for vector-valued functions. For simplicity,
from now on we take
Πu = Π+u ∀ u ∈ Vh,
Πσ = Π−σ ∀ σ ∈ Σh.
Now we present some results necessary in order to prove the error estimate.
Lemma 2.
Form = 0, 1, if v ∈ Hn+2(K) and τ ∈ Hn+1(K)2, n ≥ 0, then
|v −Π±i v|m,K ≤ Chmin(n+1,k)+1−m||v||n+2,K ,
||v −Π±i v||0,e ≤ Chmin(n+1,k)+
1
2 ||v||n+2,K ∀ e ∈ ∂K,
|τ −Π±i τ |m,K ≤ Chmin(n,k)+1−m||τ ||n+1,K ,
||τ −Π±i τ ||0,e ≤ Chmin(n,k)+
1
2 ||τ ||n+1,K ∀ e ∈ ∂K.
Proof.
See Lemma 3.2 of [11].
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Proposition 2.
Let u ∈ Hs+2(Ω), s ≥ 0, and v ∈ Ht+2(Ω), t ≥ 0. Assume σ = ∇u and τ = ∇v, if we
define
KA(σ, u, τ , v) := C [ hmin(s,k)+1 (hmin(t,k)+1 + hmin(t+1,k))
+ hmin(s+1,k)+1 hmin(t,k) ] ||u||s+2||v||t+2,
then
|A(σ −Πσ, u−Πu, τ −Πτ , v −Πv)| ≤ KA(σ, u, τ , v).
Furthermore, we can define
KA(σ, u,σ, u) := C h2[min(s,k)+1] ||u||2s+2.
Proof.
We start writing
A(σ −Πσ, u−Πu, τ −Πτ , v −Πv) = a(σ −Πσ, τ −Πτ ) + b(u−Πu, τ −Πτ )
− b(v −Πv,σ −Πσ) + c(u−Πu, v −Πv)
and then proceed by estimating each of the r.h.s. terms.
•
a(σ −Πσ, τ −Πτ ) =
∫
Ω
(σ −Πσ)(τ −Πτ ) dx ≤ ||σ −Πσ||0||τ −Πτ ||0
≤ C [ hmin(s,k)+1 hmin(t,k)+1 ] ||σ||s+1||τ ||t+1
≤ C [ hmin(s,k)+1 hmin(t,k)+1 ] ||u||s+2||u||t+2.
•
b(u−Πu, τ −Πτ ) = −
∫
Ω
∇(u−Πu)(τ −Πτ ) dx+
∫
∂Ω
(u−Πu)(τ −Πτ ) · n ds
+
∑
e∈E0
∫
e
[[u−Πu]](τ −Πτ )+ · n ds
= −
∫
Ω
∇(u−Πu)(τ −Πτ ) dx ≤ |u−Πu|1||τ −Πτ ||0
≤ Chmin(s+1,k)||u||s+2 hmin(t,k)+1||τ ||t+1
≤ Chmin(s+1,k)hmin(t,k)+1||u||s+2||v||t+2
= Chmin(s+1,k)+1hmin(t,k)||u||s+2||v||t+2,
where τ+ := {{τ}}+(−12 ,−12)[[τ ]] and we have integrated by parts and used the proper-
ties of the projections Π andΠ (see [11] for further details).
• Following the same idea as above, we have
b(v −Πv,σ −Πσ) ≤ Chmin(t+1,k)||v||t+2 hmin(s,k)+1||σ||s+1
≤ Chmin(t+1,k)hmin(s,k)+1||u||s+2||v||t+2.
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•
c(u−Πu, v −Πv) =
∫
Γ
α (u−Πu)(v −Πv) ds = 0,
because of the approximation properties of the L2-projection Π.
The last result comes from the following condition:
A(σ −Πσ, u−Πu,σ −Πσ, u−Πu) = a(σ −Πσ,σ −Πσ) + c(u−Πu, u−Πu)
(see [11] for further details).
Proposition 3.
Let u ∈ Hs+2(Ω), s ≥ 0, and set σ = ∇u; if we define
KB(σ, u) := C[ hmin(s,k)+1 + hmin(s,k)+
1
2 ]||u||s+2 + C hmin(s+ 12 ,k)+ 12 ||u|∂Ω ||s+ 32 ,∂Ω
then, for any (τ , v) ∈ Σh × Vh, it holds
|A(τ , v,σ −Πσ, u−Πu)| ≤ |(τ , v)|AKB(σ, u).
Proof.
As for the proof of Proposition 2 we study the different terms of the r.h.s.:
•
a(τ ,σ −Πσ) ≤ ||τ ||0||σ −Πσ||0 ≤ |(τ , w)|A Chmin(s,k)+1||σ||s+1
≤ |(τ , v)|A Chmin(s,k)+1||u||s+2.
•
b(u−Πu, τ ) =
∑
K ∈ Th
∫
K
(u−Πu) div(τ ) dx−
∑
e∈E0
∫
e
(u−Πu)− [[τ ]] ds
≤ |(τ , v)|A C( hmin(s,k)+1||u||s+2 + C hmin(s+ 12 ,k)+ 12 ||u|∂Ω ||s+ 32 ,∂Ω ),
where u− := {{u}} − (−12 ,−12) · [[u]] (see [11] for details).
•
b(v,σ −Πσ) = −
∫
Ω
∇v(σ −Πσ)dx+
∫
∂Ω
v(σ −Πσ) · n ds
+
∑
e∈E0
∫
e
[[v]](σ −Πσ)+ · n ds
=
∫
Γ
v(σ −Πσ) · n ds ≤ |(τ , v)|A Chmin(s,k)+ 12 ||σ||s+1
≤ |(τ , v)|A Chmin(s,k)+ 12 ||u||s+2
because of the properties of the projectionΠ.
•
c(v, u−Πu) =
∫
Γ
α(u−Πu)v ds = 0
(see the proof of Proposition 1).
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This complete the proof.
Now we are ready to prove the main result.
Proof of Theorem 4.
Let (σ, u) be the solution of our new method in flux formulation, it holds
A(σ, u, τ , v) = f(τ ) + g(v);
if we consider the adjoint problem {
−∆ϕ = λ in Ω,
ϕ = 0 on ∂Ω,
we have
A(∇ϕ,ϕ,−s, w) = f(−s) + g(w) =
∫
Ω
λ w dx =: Λ(w).
Therefore, if we choose (s, w) = (σ − σh, u− uh), we obtain
Λ(u− uh) = A(∇ϕ,ϕ,−σ + σh, u− uh)
= A(σ − σh, u− uh,−∇ϕ,ϕ)
= A(σ − σh, u− uh,−∇ϕ+Π∇ϕ,ϕ−Πϕ)
= A(σ −Πσ, u−Πu,−∇ϕ+Π∇ϕ,ϕ−Πϕ)
+ A(Πσ − σh,Πu− uh,−∇ϕ+Π∇ϕ,ϕ−Πϕ)
≤ KA(σ, u,−∇ϕ,ϕ) +KB(σ, u)KB(−∇ϕ,ϕ),
because of the Galerkin orthogonality (that holds for the flux formulation) and Proposition 2 and
3 (see also Lemma 2.3 of [8]).
As we can define the L2-norm in the following way
||u− uh||0 := sup
λ∈C∞0 (Ω)
Λ(u− uh)
||λ||0 ,
we have
||u− uh||0 ≤ sup
λ∈C∞0 (Ω)
KA(σ, u,−∇ϕ,ϕ)
||λ||0 +KB(σ, u) supλ∈C∞0 (Ω)
KB(−∇ϕ,ϕ)
||λ||0 .
Thus, from Propositions 2 and 3 and using the elliptic regularity, i.e.,
||ϕ||2 ≤ ||λ||0,
which imply
||∇ϕ||1 ≤ ||λ||0,
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we obtain
||u− uh||20 ≤ Chk+1 sup
λ∈C∞0 (Ω)
h||ϕ||2
||λ||0 + Ch
k+ 1
2 sup
λ∈C∞0 (Ω)
h
1
2 ||ϕ||2
||λ||0
≤ Chk+1.
For further details, see Theorem 2.1 of [11].
The proof for the other choices of β and Γ follows the same ideas.
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