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Règles de politique monétaire, apprentissage et stabilité: une revue de la littérature 
récente 
Résumé 
Cet article présente la littérature consacrée à l’apprentissage économétrique et à ses 
répercussions sur les performances des règles de politique monétaire dans le nouveau 
modèle canonique de la macroéconomie. Les anticipations rationnelles qui caractérisent 
la version originale du modèle peuvent en effet être remplacées par des anticipations 
basées sur des algorithmes d’estimation. La mise à jour permanente de ces estimations 
permet une interprétation comme processus d’apprentissage des agents. Cet 
apprentissage induit des dynamiques supplémentaires dans le modèle. La littérature en 
question utilise deux critères pour étudier la capacité des règles de politique monétaire à 
stabiliser l’économie : (i) l’unicité de l’équilibre en anticipations rationnelles dans la 
version originale du modèle et (ii) la stabilité de cet équilibre face au processus 
d’apprentissage des agents dans la version modifiée. L’apport de la prise en compte de 
l’apprentissage réside dans le fait que le critère (ii) peut détecter la défaillance d’une 
règle qui aurait échappé à une modélisation avec anticipations rationnelles. Le message 
principal de la littérature passée en revue est néanmoins la robustesse de la plupart des 
résultats obtenus sous anticipations rationnelles. L’article s’achève par une discussion 
sur les difficultés particulières posées par l’introduction du processus d’apprentissage 
dans le nouveau modèle canonique. 
Mots-clés : règles de politique monétaire – apprentissage – détermination - stabilité 
Monetary Policy Rules, Learning and Stability: a Survey of the Recent Literature  
Abstract 
This paper presents the literature about econometric learning and its impact on the 
performances of monetary policy rules in the framework of the new canonical 
macroeconomic model. Rational expectations which are a building block of the original 
model can thus be replaced by expectations based on estimation algorithms. The 
permanent updating of these estimations can be interpreted as a learning proces of the 
model’s agents. This learning proces induces additional dynamics into the model. The 
literature in question uses two criteria in order to analyse the ability of monetary policy 
rules to stabilise the economy: (i) uniqueness of the rational expectations equilibrium in 
the original model and (ii) stability in regards to learning in the modified model. Taking 
learning into account enables to detect shortcomings of a rule according to (ii) that 
would not been seen in a rational expectations model. However, the main message of the 
surveyed literature is that most of the results found in a rational expectations framework 
are robust. The paper ends with a discussion on the specific problems met in the 
introduction of a learning proces in the new canonical model. 
Keywords: monetary policy rules – learning – determination - stability 
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 1 Introduction
L’étude des règles de politique monétaire a connu un regain d’intérêt
depuis la proposition d’une règle de détermination du taux d’intérêt par
Taylor (1993), alors que le nouveau modèle canonique de la macroéconomie
(ci-après nouveau modèle canonique) ((Bernanke et al. 1998), McCallum &
Nelson (1999), Clarida et al. (1999), Woodford (2003b), Walsh (2003)) s’est
établi comme un cadre d’analyse incontournable des propriétés de ces règles.
Le succès de ce modèle s’explique en partie par sa faculté à reproduire des
caractéristiques essentielles de modèles plus larges utilisés en pratique par
les banques centrales (Clarida et al. 1999) avec une remarquable économie
de moyens : l’expression la plus simple du modèle ne comporte que quatre
équations linéaires. L’analyse des propriétés des règles de politique moné-
taire vise, dans ce contexte, notamment leur capacité à éviter la multiplicité
des équilibres stationnaires. En eﬀet, le nouveau modèle canonique est un
modèle à anticipations rationnelles et il est à ce titre confronté à la possibilité
d’équilibres multiples. La multiplicité des équilibres est considérée comme
indésirable, car elle est susceptible d’ampliﬁer les ﬂuctuations de l’inﬂation et
de la production. L’analyse parvient au résultat principal que seules les règles
qui réagissent à l’inﬂation d’une manière suﬃsamment forte parviennent à
stabiliser l’économie (Bullard & Mitra 2002). Ce résultat, connu comme prin-
cipe de Taylor (Woodford 2003b), est toutefois à prendre avec précaution.
Il est eﬀectivement basé sur les hypothèses informationnelles très fortes qui
caractérisent les modèles à anticipations rationnelles (Sargent 1993, p. 21-
22). L’introduction de mécanismes d’apprentissage dans ce modèle permet
précisément d’examiner la robustesse de ce principe lorsque ces hypothèses
sont relâchées. La confrontation du modèle à des processus d’apprentissage
modélisés sous la forme des algorithmes d’estimation (Evans & Honkapohja
2001, 2009) a donné naissance à une littérature foisonnante (Bullard & Mi-
tra 2002, Evans & Honkapohja 2003a,b,c, 2006, Mitra 2003, Preston 2005,
2006). C’est cette littérature que nous envisageons de revisiter dans cette
revue.1
La section 2 présente le point de repère incontournable qu’est la version
originale du modèle avec anticipations rationnelles. Elle décrit et illustre les
questions liées à la multiplicité des équilibres. La section 3 expose d’abord le
nouveau modèle canonique avec apprentissage et présente la méthode d’ana-
lyse adaptée à ce contexte particulier. Les résultats obtenus dans ce modèle
seront ensuite comparés avec ceux de la section 2 (qui concernent le cadre
avec anticipations rationnelles). La section 4 est consacrée aux questions
particulières qui s’imposent lorsqu’on confronte le nouveau modèle cano-
1Des revues de la littérature en anglais ont été réalisées par Evans & Honkapohja
(2003a, 2007) et Bullard (2006). Evans & Honkapohja (2003a) se concentrent sur l’ap-
prentissage dans le nouveau modèle canonique. Les revues de Bullard (2006) et d’Evans
& Honkapohja (2007) couvrent aussi d’autres modèles macroéconomiques.
1nique aux processus d’apprentissage à la Evans & Honkapohja (2001). La
focalisation délibérée de la revue sur le cas du nouveau modèle canonique
se révèle ici avantageuse, car elle permet d’exposer ces points d’une manière
plus détaillée que dans les revues moins spécialisées (cf. par exemple la sous-
section 4.1.1 qui présente le débat entre Evans et al. (2002) et Preston (2005,
2006)). La suite de la section 4 suggère des extensions du modèle qui sont
susceptibles de le rendre plus réaliste. Ces extensions pourraient ainsi ren-
forcer le progrès substantiel en termes de réalisme qui a pu être réalisé grâce
à la mobilisation des algorithmes d’apprentissage. La section 5 conclut.
2 Les performances des règles de politique moné-
taire dans le nouveau modèle canonique
Cette section présente le modèle ainsi que des règles de politique moné-
taire qui le complètent. Elle discute ensuite les performances des règles en
termes de stabilisation de l’économie.
2.1 Le nouveau modèle canonique de la macroéconomie
La littérature sur la politique monétaire en présence d’apprentissage re-
tient le plus souvent des versions du nouveau modèle canonique qui sont
proches de celui exposé par Clarida et al. (1999). Ce modèle synthétise
le fonctionnement du secteur privé de l’économie par le biais du système
d’équations suivant2
xt = Etxt+1 − φ(it − Etπt+1) + gt (IS)
πt = λxt + βEtπt+1 + ut (CP)
gt = µgt−1 + ˜ gt (1)
ut = ρut−1 + ˜ ut (2)
xt est l’écart entre les logarithmes de la production courante et de son niveau
naturel. La production est à son niveau naturel dans une économie carac-
térisée par la parfaite ﬂexibilité des prix et des salaires. L’inﬂation πt est
déﬁnie comme la variation en pourcentage du niveau général des prix entre
t−1 et t. Le taux d’intérêt nominal it (ci-après taux nominal) et l’inﬂation
sont exprimés en déviation par rapport aux niveaux associés à l’état sta-
tionnaire (cf. annexe A). gt et ut sont des chocs de demande et d’oﬀre (˜ gt et
˜ ut sont iid avec des moments (0,σ2
g) et (0,σ2
u)). Les paramètres λ et φ sont
2Les fondements microéconomiques de ce modèle combinent rigidité des prix et maximi-
sation intertemporelle de l’utilité des ménages et des proﬁts des ﬁrmes. Des présentations
exhaustives de ces fondements se trouvent dans Woodford (2003b), Walsh (2003) ou Galí
(2008).
2strictement positifs. β, |µ| et |ρ| appartiennent à l’intervalle [0,1]. φ et β re-
présentent l’élasticité de substitution intertemporelle et le taux d’escompte
des ménages. λ indique la pente de la courbe de Phillips. L’opérateur d’es-
pérance conditionnelle à l’information It disponible en t, avec Et = E(·|It),
traduit l’hypothèse que les anticipations des agents sont rationnelles.3
Le modèle exposé par Clarida et al. (1999) est une approximation li-
néaire autour de l’état stationnaire d’un modèle dynamique stochastique
d’équilibre général avec rigidité des prix à la Calvo (1983).4 L’équation (IS)
provient de la log-linéarisation de la relation d’Euler associée à l’optimisation
intertemporelle de la consommation des ménages à l’équilibre du marché des
biens et services. Elle correspond à une courbe de type "IS" dans la mesure
où elle décrit une relation négative entre le taux d’intérêt réel ex ante et l’ac-
tivité. En eﬀet, une baisse du taux réel ex ante implique une diminution de
la rémunération de l’épargne. Par conséquent, les ménages épargnent moins
et consomment davantage, ce qui fait augmenter la production et, toutes
choses égales par ailleurs, aussi l’écart de production. L’écart de production
dépend également de l’anticipation Etxt+1. Ceci s’explique par le fait que les
ménages souhaitent lisser leur niveau de consommation au cours du temps.
L’anticipation d’une baisse de l’écart de production futur signiﬁe alors que
les ménages prévoient une dégradation de leur capacité future à consommer.
L’objectif d’une consommation lissée exige alors une hausse de l’épargne et
une baisse de la consommation courante, ceteris paribus.
L’équation (CP) est une approximation log-linéaire autour de l’état sta-
tionnaire du comportement de ﬁxation des prix des ﬁrmes dans un contexte
de rigidité des prix à la Calvo (1983). A chaque période, chaque ﬁrme doit
maintenir son prix inchangé avec la probabilité ﬁxe ϑ. L’approximation (CP)
traduit les intuitions de la nouvelle courbe de Phillips : l’inﬂation dépend
positivement de l’écart de production et de l’inﬂation anticipée. Un écart
de production positif signiﬁe que le niveau de production est supérieur à
son niveau naturel. L’accroissement de la demande associé à un écart de
production positif pousse les ﬁrmes à augmenter leurs prix de vente, ce qui
provoque une hausse de l’inﬂation. L’anticipation d’une inﬂation future po-
3Le contenu de l’ensemble d’information It est rarement explicité d’une manière ex-
haustive dans les travaux qui font appel aux anticipations rationnelles. Salge (1997) fait
remarquer qu’il est insuﬃsant d’indiquer que l’ensemble contient les réalisations passées
et courantes des variables endogènes et exogènes : "L’ensemble d’information It devrait
eﬀectivement être élargi par l’incorporation du modèle économique entier qui est sensé
gouverner le monde (au moins le monde économique)" (toutes les traductions sont faites
par l’auteur du présent article). Dans le cas du nouveau modèle canonique, cela revient
à inclure les équations (IS), (CP), (1) et (2) dans l’ensemble d’information. L’hypothèse
des anticipations rationnelles implique donc par exemple que les paramètres φ,λ,β,µ et
ρ appartiennent à l’ensemble It.
4Le fait que la représentation de l’économie soit établie par linéarisation autour de
l’état stationnaire rend le modèle inopérant pour l’analyse des situations de déséquilibre
où l’économie se trouve loin de l’état stationnaire.
3sitive à la période t + 1 incite les ﬁrmes qui le peuvent à augmenter leur
prix en t. En eﬀet, elles doivent se prémunir contre l’éventualité de ne pas
pouvoir ajuster leur prix de vente en t+1. Ceci se répercute sur l’évolution
du niveau général des prix.
Les équations (1) et (2) mettent en évidence que le choc de demande gt
et le choc d’oﬀre ut suivent des processus autorégressifs stationnaires.
Le nouveau modèle canonique comporte malgré sa simplicité des élé-
ments essentiels de modèles plus larges utilisés par les banques centrales : le
rôle crucial des rigidités nominales et des anticipations ainsi que la capacité
des autorités monétaires à inﬂuencer l’économie réelle en manipulant le taux
nominal (Clarida et al. 1999), et par là même, le taux d’intérêt réel (ci-après
taux réel).
Le modèle déﬁni par (IS), (CP), (1) et (2) décrit le fonctionnement de
l’économie pour un taux nominal it donné. Pour compléter ce modèle, il
convient de spéciﬁer le mode de détermination du taux nominal.
2.2 Règles de politique monétaire
Le taux nominal est supposé ici être contrôlé par les autorités monétaires
qui l’utilisent comme instrument de politique monétaire. La composante
systématique de la politique monétaire peut être alors modélisée par des
règles de ﬁxation du taux d’intérêt. John B. Taylor (1993) a ainsi proposé
une règle qui est désormais connue sous le nom de "règle de Taylor". Selon
cette règle, les autorités monétaires ﬁxent le taux nominal en fonction des
déviations de l’inﬂation et de l’écart de production par rapport aux cibles
visées en la matière. Lorsque celles-ci sont égales à zéro, cette règle s’écrit
it = ϕππt + ϕxxt. (RT)
avec ϕπ,ϕx ≥ 0 désignant les coeﬃcients de réaction à l’inﬂation et à l’ac-
tivité (Bullard & Mitra 2002). L’intuition de la règle de Taylor est que les
autorités monétaires tiennent compte de l’inﬂation et de l’écart de produc-
tion lorsqu’elles prennent des décisions de politique monétaire. Ce type de
comportement apparaît par exemple dans les minutes de la Reserve Fédérale
(Romer & Romer 2002). Taylor (1993) donne également une justiﬁcation em-
pirique pour cette règle. En utilisant une variante de la formule (RT) avec
les coeﬃcients ϕπ = 1.5, ϕx = 0.5, il génère une série du taux nominal qui
est très proche de la série historique des Federal Funds Rates entre 1987 et
1992.5 En pratique, la prescription de la règle (RT) ne va pas de soi. Les
autorités monétaires ne disposent pas des observations des variables πt et xt
au moment où elles choisissent it (McCallum 1999a). En remplaçant dans la
5Taylor (1993) retient une cible d’inﬂation de 2% et un taux réel de long terme de 2%.
L’absence de constante dans (RT) s’explique par le fait que Clarida et al. (1999) expriment
le taux nominal en déviation par rapport à son niveau stationnaire, ainsi que par le choix
d’une cible d’inﬂation égale à zéro.
4règle les observations par des anticipations, ce problème peut être esquivé
(Bullard & Mitra 2002) :
it = ϕπE∗
t πt+1 + ϕxE∗
t xt+1, (RTA)
L’opérateur E∗
t englobe des anticipations rationnelles et autres que ration-
nelles. Bullard et Mitra donnent deux interprétations à l’équation (RTA) :
les autorités monétaires réagissent soit à leurs propres anticipations des va-
riables endogènes, soit aux anticipations des agents qu’elles observent. Les
règles (RT) et (RTA) sont spéciﬁées de manière "ad hoc" en fonction de va-
riables endogènes du modèle. Svensson (1999) suggère au contraire que les
autorités monétaires utilisent des règles optimales, qui sont fondées sur une
démarche d’optimisation. Elles résultent de la minimisation d’une fonction
de perte intertemporelle qui modélise la désutilité ressentie par les autori-
tés monétaires lorsque les variables πt et xt s’éloignent de leurs cibles - ici







α est le poids accordé à l’objectif de stabilisation de l’activité. En eﬀet, sta-
biliser l’activité revient à rendre l’écart de production le plus petit possible,
c’est-à-dire égal à zéro. La minimisation sous contrainte de la fonction de
perte (3) donne la condition de premier ordre
λπt + αxt = 0. (4)
Les autorités monétaires peuvent utiliser des règles dites optimales qui res-
pectent cette condition. Evans & Honkapohja (2003b) retiennent par exemple :
it = δπE∗
t πt+1 + δxE∗
t xt+1 + δggt + δuut. (ROA)
it = ψggt + ψuut. (ROF)
avec δπ,δx,δg,δu,ψg et ψu déterminés en fonctions des paramètres φ,λ,β,ρ
et α.6 La règle (ROA) est fondée sur les chocs et sur les anticipations. Selon
la terminologie d’Evans & Honkapohja (2003b), il s’agit d’une règle basée sur
les anticipations. Les anticipations contenues dans la règle (ROA) sont celles
formulées par les agents et observées par les autorités monétaires (Evans &
Honkapohja 2003b). (ROF) est un exemple d’une règle basée uniquement
sur les fondamentaux, c’est-à-dire sur les chocs gt et ut.7 A l’équilibre op-
timal et sous l’hypothèse des anticipations rationnelles, (ROA) et (ROF)
6Grâce à l’utilisation de l’opérateur E
∗
t , la règle (ROA) peut être dérivée dans une
version plus générale du modèle de Clarida et al. (1999) (cf. sous-section 3.1).
7Dans la littérature anglophone, la distinction est celle entre fundamentals based rules
et expectations based rules (Evans & Honkapohja 2003b).
5sont équivalentes. Cette équivalence n’est cependant pas systématiquement
vériﬁée lorsqu’on admet des anticipations qui peuvent diﬀérer des anticipa-
tions rationnelles (étant donné que la dérivation dans le cas des anticipations
rationnelles repose sur l’hypothèse de l’équilibre).
Autres règles de politique monétaire
Bullard & Mitra (2002) proposent deux autres règles de type "ad hoc".
Il s’agit de deux autres versions de la règle de Taylor. Les autorités
monétaires ﬁxent le taux nominal soit en fonction des réalisations passées
des variables endogènes (it = ϕππt−1 + ϕxxt−1), soit en fonction des




La règle "k-pourcent" de Friedman (1948, 1959) peut être également
exprimée sous forme d’une règle ad hoc de ﬁxation du taux nominal
lorsqu’elle est adossée à une fonction de demande de monnaie (Evans &
Honkapohja 2003c). Une autre règle ad hoc est la règle de ciblage du
PIB nominal (McCallum & Nelson 1999, Hall & Mankiw 1994).





Etπt+1 + φ−1gt. Cette règle est équivalente à (ROA) et
(ROF) à l’équilibre optimal et sous l’hypothèse des anticipations ra-
tionnelles. Comme (ROA) et (ROF), la règle optimale de Clarida et al.
(1999) est adaptée à un contexte de politique monétaire discrétionnaire.
Un tel contexte est caractérisé par l’incapacité des autorités monétaires à
s’engager de manière crédible sur la politique monétaire future à mener.
Lorsque cet engagement est crédible, les autorités monétaires peuvent
réaliser des gains d’utilité par rapport à la politique discrétionnaire
(Clarida et al. 1999). En supposant que la politique monétaire sous
engagement ait été initialisée dans le passé, la minimisation de (3)
sous la contrainte (CP) donne la nouvelle condition de premier ordre :
λπt + α(xt − xt−1) = 0. Par correspondance avec le cas sous dis-
crétion, on peut considérer trois règles optimales qui respectent cette
condition : la règle sous engagement basée sur les anticipations it =
δLxt−1+δπE∗
t πt+1+δxE∗
t xt+1+ψggt+ψuut (Evans & Honkapohja 2006),
la règle fondamentale sous engagement it = ψxxt−1+ψggt+ψuut, (Evans
& Honkapohja 2006) et la règle optimale sous engagement de Clarida






Enﬁn, McCallum & Nelson (2004) proposent une règle qui permet






CB,txt)]. Cette règle est fon-
dée sur les anticipations formulées par les autorités monétaires.
62.3 Politique monétaire et détermination
Le nouveau modèle canonique est un modèle à anticipations rationnelles.
Une des caractéristiques des modèles à anticipations rationnelles est leur ex-
position au problème de l’indétermination. L’indétermination désigne une
situation où un modèle possède plusieurs équilibres stationnaires en anti-
cipations rationnelles (ci-après équilibres rationnels). Un modèle déterminé
est caractérisé par l’unicité de l’équilibre rationnel.
La multiplicité des équilibres rationnels rend la conduite de la politique
monétaire potentiellement délicate. En eﬀet, le caractère stationnaire de tous
les équilibres multiples n’empêche pas qu’ils puissent être associés à des ﬂuc-
tuations des variables endogènes inégales. Parmi ces équilibres peuvent ﬁgu-
rer ainsi des équilibres marqués par des variations de l’inﬂation et de l’écart
de production qui sont disproportionnellement grandes par rapport aux ﬂuc-
tuations des variables exogènes (Woodford 2003b). Ceci est notamment le
cas des équilibres "en taches solaires" (Shell 2008). Il s’agit d’équilibres ca-
ractérisés par le fait que les variables endogènes dépendent, par le canal des
anticipations, de variables a priori non-pertinentes.
Les autorités monétaires cherchent à faire en sorte que l’économie se
positionne sur un équilibre marqué par le caractère limité des ﬂuctuations
de l’écart de production et de l’inﬂation. Elles devraient par conséquent
préférer une règle compatible avec un tel équilibre, considéré comme "dési-
rable" (Woodford 2003a). Dans un contexte d’indétermination, cette règle
est malheureusement également compatible avec d’autres équilibres ration-
nels. Rien ne garantit alors que l’économie se positionne eﬀectivement sur
l’équilibre désirable et non sur un autre. Il est même envisageable que l’éco-
nomie passe spontanément d’un équilibre à un autre. Pour toutes ces raisons,
l’indétermination du modèle favorise la volatilité de l’inﬂation et de l’écart
de production. Elle pose également le problème de savoir comment les au-
torités monétaires peuvent coordonner les anticipations des agents sur un
équilibre rationnel particulier si celui-ci n’est pas unique.
Dans le nouveau modèle canonique, l’indétermination n’est toutefois pas
une fatalité. En adoptant des règles de politique monétaire appropriées, les
autorités monétaires peuvent assurer la détermination du modèle. Le lien
entre les propriétés des règles et le caractère déterminé ou indéterminé du
modèle peut être formalisé de la manière suivante :
Lorsque les autorités monétaires utilisent une règle de ﬁxation du taux
nominal, il est possible de substituer it dans l’équation (IS). Avec les règles
présentées dans la sous-section 2.2 et dans l’encadré "Autres règles de po-
litique monétaire", le nouveau modèle canonique peut être exprimé sous la
forme matricielle
yt = MEtyt+1 + Nyt−1 + Pvt. (NMC)






















et P sont des matrices 2 × 2 dont les éléments diﬀèrent en fonction de la
règle utilisée pour compléter le modèle. Pour savoir si le nouveau modèle
canonique est déterminé ou indéterminé, la méthode de Blanchard & Kahn
(1980) est en général mobilisée. On utilise une écriture alternative pour



















t = yt−1. Les éléments des matrices A et K sont communiqués dans
l’annexe B.
Proposition 1 : Le nouveau modèle canonique (NMC) - (5) possède une
seule solution stationnaire si et seulement si deux valeurs propres de A se
situent à l’extérieur et les deux autres à l’intérieur du cercle unitaire (Blan-
chard & Kahn 1980) (cf. aussi annexe B).
Le cas particulier où l’équation (NMC) permet l’écriture simpliﬁée
yt = MEtyt+1 + Pvt. (NMC’)
est un cadré propice à l’exposition des problèmes liés à l’indétermination.
En présence des règles (RT), (RTA), (ROF) ou (ROA), on a N = 0 et le
nouveau modèle canonique peut donc être exprimé sous la forme simpliﬁée
(NMC’) - (5). On débouche sur la proposition suivante :
Proposition 2 : Lorsque le nouveau modèle canonique peut être exprimé
sous la forme (NMC’) - (5), il possède un seul équilibre rationnel stationnaire
si et seulement si les deux valeurs propres de la matrice M se trouvent à
l’intérieur du cercle unitaire (Woodford 2003b, p. 670).
Lorsque les deux valeurs propres de M se trouvent à l’intérieur du cercle





MjPEtνt+j = ˇ a + ˇ cνt (6)
avec ˇ a = 0 et ˇ c =
P∞
j=0 MjPFj. Il apparaît, de plus, que cette solution
correspond à ce qui est connu dans la littérature comme la solution "fonda-
mentale" du nouveau modèle canonique (cf. encadré "La question de l’indé-
termination et la solution avec nombre minimal de variables d’état").
8La question de l’indétermination et la solution avec
nombre minimal de variables d’état
Pour Bennett McCallum, l’indétermination des modèles à anticipa-
tions rationnelles n’est qu’une curiosité théorique (McCallum 2003). Il
considère en eﬀet que chaque modèle à anticipations rationnelles possède
une seule solution pertinente : la "solution fondamentale" qui est décrite
par la solution avec nombre minimal de variables d’état.a Cette solution
(pour chaque variable endogène) s’écrit comme une fonction linéaire de
l’ensemble minimal des variables exogènes ou prédéterminées du mo-
dèle. Cet ensemble est minimal lorsque "il est impossible d’en retirer une
variable isolée ou un groupe de variables, tout en continuant d’obtenir
une solution valable pour toute valeur admise des paramètres" (McCal-
lum 1983). Tout modèle possède une solution avec nombre minimal de
variables d’état, et celle-ci est unique par construction (McCallum 2003).
Dans le cadre du nouveau modèle canonique (NMC’) - (5), l’équation
(7) n’est pas une solution avec nombre minimal de variables d’état. En
retirant de cette solution les variables gt−1,ut−1,xt−1 et πt−1, on obtient
eﬀectivement une solution qui reste valable pour tous les paramètres ad-
mis et qui comporte comme seules variables d’état gt et ut : la solution
(6). Cette dernière solution est la solution au nombre minimal de va-
riables d’état du nouveau modèle canonique. En eﬀet, des solutions qui
ne comportent pas simultanément les variables gt et ut ne sont valables
que pour des combinaisons particulières des paramètres du modèle. La
solution (7) est une solution de type "bulle" d’après la terminologie de
McCallum (1983) : l’impact des variables gt−1,ut−1,xt−1 et πt−1 s’ex-
plique exclusivement par le fait que les agents anticipent l’existence d’un
tel impact.b Il s’agit donc d’une anticipation auto-réalisatrice.
Le raisonnement de McCallum remet en question la pertinence de la
question de l’indétermination. En eﬀet, parmi toutes les solutions pos-
sibles d’un modèle, McCallum considère qu’une seule est économique-
ment plausible : la solution fondamentale. Dans ces conditions, l’exis-
tence de solutions théoriques alternatives n’a plus d’importance. Selon
(McCallum 2003), ces solutions décrivent des équilibres qui ne sont pas
susceptibles de se produire dans des économies réelles. Ceci ne veut pas
dire que la solution fondamentale est toujours souhaitable d’un point de
vu normatif. Les agents économiques ont par exemple intérêt à éviter des
situations décrites par une solution fondamentale explosive, car celles-ci
sont marquées par la forte variabilité des variables endogènes.
aDans la littérature anglophone, on parle de la minimum state variable solution
ou de la MSV-solution.
bUne solution de bulle au sens de McCallum (1999b) n’est pas forcément explosive.
D’ailleurs, une solution avec nombre minimal de variables d’état n’est pas forcément
stationnaire.
9Toutes les autres solutions sont non-stationnaires. Parmi celles-ci ﬁgure
par exemple la solution :
yt = M−1[−MΦ − P]F−1νt + Φνt−1 + M−1yt−1, (7)
avec Φ une matrice quelconque. Dans la conﬁguration en question, les deux
valeurs propres de M−1 se situent à l’extérieur du cercle unitaire. La solution
(7) ne peut donc pas être retenue, car elle décrit dans ces conditions un
processus explosif. Toute valeur de y diﬀérente de zéro déclenche en eﬀet un
processus auto-entretenu qui éloigne de plus en plus y de zéro.
La solution (7) est en revanche stationnaire dans le cas symétrique où,
pour Φ donnée, M−1 possède deux valeurs propres à l’intérieur du cercle
unitaire. Le modèle possède maintenant une inﬁnité de solutions, car il existe
autant de solutions de la forme (7) que de matrices Φ. Le modèle est donc
indéterminé.8 Ceci est également le cas quand une valeur propre de M se
trouve à l’intérieur et l’autre à l’extérieur du cercle unitaire (cf. appendix
A.1. dans Honkapohja & Mitra (2004)).
Pour garantir la détermination du modèle, les autorités monétaires doivent
par conséquent adopter une règle à laquelle est associée une matrice M dont
les deux valeurs propres se trouvent à l’intérieur du cercle unitaire. Les au-
torités monétaires ont dans ce cas la certitude que la règle retenue assure
la réalisation de (6), c’est-à-dire de l’équilibre en anticipations rationnelles
décrit par la solution fondamentale (ci-après équilibre fondamental). Ceci
est souhaitable si (6) correspond eﬀectivement à l’équilibre "désirable".9 Les
valeurs propres de la matrice M devraient donc guider les décisions de po-
litique monétaire.
Ainsi, les autorités monétaires ont intérêt à éviter la règle (ROF), car une
valeur propre de la matrice M associée à (ROF) se trouve à l’extérieur du
cercle unitaire et l’autre à l’intérieur. En revanche, les deux valeurs propres
de la matrice M associée à la règle (ROA) se situent à l’intérieur du cercle
unitaire. On dérive alors deux propositions :
Proposition 3 : Le nouveau modèle canonique est indéterminé, c’est-à-dire
il possède plusieurs équilibres rationnels stationnaires, en présence de la règle
fondamentale (ROF) (Woodford 1999).





converge, ce qui dépend des éléments qui composent les matrices M et F. Quand cette
somme ne converge pas, la solution (6) n’est pas déﬁnie. Ceci ne veut pas dire que le
modèle ne possède plus de solution fondamentale. Il existe toujours une telle solution,
c’est-à-dire une solution qui a la forme fonctionnelle de (6) : yt = ˇ α + ˇ βνt. Elle aura dans





9Dans le cas des règles optimales, l’équivalence entre l’équilibre fondamental (6) et
l’équilibre désirable est vériﬁée par la dérivation même de ces règles. Lorsque les autorités
monétaires utilisent des règles ad hoc, il est raisonnable de supposer qu’elles sélectionnent
la combinaison des coeﬃcients de réaction qui induit l’équilibre fondamental (6) doté des
propriétés les plus intéressantes.
10Proposition 4 : Le nouveau modèle canonique est déterminé en présence
de la règle basée sur les anticipations (ROA) pour toute combinaison possible
des paramètres (Evans & Honkapohja 2003b).
Concernant les règles "ad hoc" (RT) et (RTA), les résultats dépendent du
choix des coeﬃcients de réaction ϕπ et ϕx.
Proposition 5 : Le nouveau modèle canonique est déterminé en présence




ϕx > 1 (PT)
est vériﬁée (Bullard & Mitra 2002).
Proposition 6 : Le nouveau modèle canonique est déterminé en présence











ϕx > 1 (PT)
sont simultanément vériﬁées (Bullard & Mitra 2002, Galí 2008).
(PT) peut être interprétée comme extension du "principe de Taylor", adap-
tée à une perspective de long terme (Woodford 2003b). Selon le principe
de Taylor, toute règle qui réagit à une hausse d’un pour cent de l’inﬂation
par une hausse du taux nominal inférieure à un pour cent est incapable
de maîtriser l’inﬂation (Taylor 2005). En présence des anticipations naïves
(Etπt+1 = πt) qui caractérisent l’analyse originale de Taylor (1993), l’aug-
mentation de l’inﬂation induit en eﬀet dans ces conditions une baisse du
taux réel ex ante. Cette baisse favorise alors la production et provoque en
dernière conséquence une hausse supplémentaire de l’inﬂation. Le respect
du principe de Taylor permet d’interrompre ce processus auto-entretenu et
cumulatif de l’inﬂation grâce au fait qu’une augmentation de l’inﬂation in-
duit une hausse du taux réel ex ante (Taylor 2005). L’inégalité (PT) adapte
l’intuition du principe de Taylor au cadre dynamique du nouveau modèle
canonique. Lorsque les autorités monétaires utilisent la règle (RT) avec des
coeﬃcients de réaction qui respectent l’inégalité (PT), toute hausse perma-
nente de l’inﬂation d’un pour cent provoque une hausse du taux nominal de
plus d’un pour cent. En eﬀet, selon la nouvelle courbe de Phillips (CP), une
augmentation permanente de l’inﬂation d’un pour cent implique une hausse
de l’écart de production de
1−β
λ point de pourcentage. La partie gauche
de l’équation (PT) indique par conséquent l’augmentation du taux nominal
provoquée par une hausse permanente de l’inﬂation d’un pour cent. Dans
ces conditions, le taux réel ex ante ne peut qu’augmenter (Woodford 2003b).
11Le respect du principe de Taylor (PT) est une propriété partagée par des
règles qui évitent l’indétermination. En eﬀet, la règle (ROA) obéit également
à cette inégalité.
3 Apprentissage et Stabilité
Le modèle de Clarida et al. (1999) repose sur des hypothèses fortes dans
la mesure où il suppose que les anticipations des agents sont rationnelles.
Pour pouvoir formuler ce type d’anticipations, les agents doivent connaître
le vrai modèle de l’économie et les vraies valeurs de tous ses paramètres.
Cette hypothèse informationnelle peut paraître excessive (Sargent 1993, p.
21-22). De plus, les anticipations rationnelles excluent la possibilité que les
anticipations des agents se trouvent - même temporairement - "en dehors
de l’équilibre" rationnel (Evans & Honkapohja 2006). Le fait d’exclure cette
éventualité paraît assez irréaliste notamment après l’apparition d’un chan-
gement structurel de l’économie ou suite à la mise en place d’une nouvelle
politique monétaire (Honkapohja & Mitra 2004). Finalement, les anticipa-
tions rationnelles font abstraction du processus de coordination des agents
(Bullard & Mitra 2002). Ces diﬀérentes limites des anticipations rationnelles
ont contribué à l’émergence de la littérature sur l’apprentissage "économé-
trique". Cette approche ﬁxe un niveau d’information légèrement inférieur à
celui des anticipations rationnelles. En eﬀet, les agents sont supposés igno-
rer le vrai modèle de l’économie et les vraies valeurs de ses paramètres et
cherchent à les identiﬁer. Pour ce faire, ils formulent un modèle subjectif et
estiment ses paramètres en exploitant toutes les informations disponibles et
établissent leurs anticipations sur cette base (Evans & Honkapohja 2009).
L’actualisation supposée perpétuelle de ces informations et estimations
reﬂète l’apprentissage des agents : ils cherchent ainsi en permanence à amé-
liorer leurs connaissances concernant le fonctionnement de l’économie. La
littérature retient comme représentation de cet apprentissage par rapport
aux estimations des paramètres du modèle subjectif une version récursive
des moindres carrés ordinaires, ce qui explique pourquoi on utilise parfois
le terme d’apprentissage "économétrique" (Evans & Honkapohja 2009). Les
bases de cette modélisation ont été développées entre autres par Bray (1982),
Evans (1985), Lucas (1987) et Marcet & Sargent (1989a,b). Evans & Hon-
kapohja (2001) donnent une présentation uniﬁée et complète de ce corpus
théorique.
Il se pose alors la question si les résultats obtenus sous l’hypothèse des
anticipations rationnelles sont robustes par rapport à l’introduction des an-
ticipations basées sur un tel processus d’apprentissage. Il s’agit de savoir si
l’économie converge en présence d’apprentissage vers l’équilibre fondamental
ou non. La question principale à laquelle la littérature sur l’apprentissage
dans le nouveau modèle canonique s’attache concerne la robustesse des résul-
12tats obtenus sous anticipations rationnelles. La convergence vers l’équilibre
fondamental dépend-elle des caractéristiques des règles de politique moné-
taire précédemment identiﬁées? Pour pouvoir répondre à cette question, la
section 3 présente d’abord la modélisation de l’apprentissage adoptée dans
le cadre du nouveau modèle canonique, discute les méthodes analytiques,
les principaux apports de cette modélisation et les enseignements.
3.1 Apprentissage et anticipations
La présentation de la modélisation de l’apprentissage par l’algorithme
des moindres carrés nécessite une modiﬁcation du nouveau modèle cano-
nique. Pour tenir compte du relâchement de l’hypothèse des anticipations
rationnelles, il convient en eﬀet de réécrire le modèle (NMC) - (5) à l’aide de
l’opérateur E∗
t .10 Cet opérateur englobe des anticipations qui sont ration-
nelles et autres que rationnelles. On obtient à la place de (IS) et (CP) les
équations
xt = E∗
t xt+1 − φ(it − E∗
t πt+1) + gt (IS*)
πt = λxt + βE∗
t πt+1 + ut (CP*)
et le modèle (NMC) - (5) peut être alors exprimé comme
yt = ME∗
t yt+1 + Nyt−1 + Pvt. (NMC*)
νt = Fνt−1 + ˜ νt (5)
Selon l’approche par l’apprentissage, les agents ignorent les éléments des
matrices de paramètres M, N et P. Pour former leurs anticipations, les
agents utilisent des techniques économétriques adaptées aux séries tempo-
relles (Evans & Honkapohja 2009). Ils établissent des prévisions fondées sur
des estimations économétriques de leur modèle subjectif de l’économie.
La première étape de cette procédure consiste donc en la formulation de
ce modèle subjectif, dont on donne ici la forme réduite :
















. La forme fonctionnelle du
modèle subjectif n’est pas arbitraire. Cette forme est eﬀectivement celle que
revêt la solution avec nombre minimal de variables d’état (ci-après solution
avec minimum de variables) (McCallum 1983), qui sera la solution station-
naire unique si le nouveau modèle canonique est déterminé. La présence de
la constante a dans (9) s’explique par le fait que les agents doivent tenir
10Le passage de l’opérateur des anticipations rationnelles Et à l’opérateur E
∗
t n’est pas
neutre. Il doit être cohérent avec les fondements microéconomiques du modèle dynamique
stochastique d’équilibre général. La controverse entre Preston (2005, 2006) et Evans et al.
(2002) met en évidence les diﬃcultés liées à ce changement d’opérateur (cf. section 4.1.1).
13compte de la possibilité que les cibles d’inﬂation et de l’écart de production
sont diﬀérentes de zéro (Bullard & Mitra 2002). Le choix de la solution au
minimum de variables comme modèle subjectif des agents est une hypothèse
centrale de la littérature sur l’apprentissage dans le nouveau modèle cano-
nique. La sous-section 4.2 montrera que les principaux résultats de cette
littérature dépendent de manière cruciale de cette hypothèse et mettra en
évidence l’importance d’une autre hypothèse du modèle : la parfaite obser-
vabilité de toutes les variables endogènes et exogènes du modèle, c’est-à-dire
de y et ν.
Compte tenu de ces deux hypothèses, les agents sont capables d’estimer
les matrices de paramètres a, b et c en régressant y sur ν, 1 et les réalisations
passées de y à l’aide de la méthode des moindres carrés ordinaires. L’actua-
lisation des ces estimations est par la suite modélisée par les moindres carrés
récursifs. L’algorithme des moindres carrés récursifs se présente comme suit :
ξt = ξt−1 + γtR−1
t zt−1εT
t (10)
Rt = Rt−1 + γt(zt−1zT
t−1 − Rt−1). (11)
ξT
t = (at,bt,ct) est la matrice des estimations réalisées à la période t. Le
terme dit "de gain" γt détermine le poids de l’observation la plus récente.
Dans le cas des moindres carrés récursifs, on a γt = t−1. Rt est la matrice des
moments empiriques de deuxième ordre nécessaire au calcul des estimations
par la méthode des moindres carrés récursifs, zT
t = (1,yT
t−1,νT
t ) est le vecteur
des régresseurs et εt = yt−1−ξT
t−1zt−1 l’erreur de prévision la plus récente.11
A partir du modèle subjectif (9) et des estimations ξt obtenues par les
moindres carrés récursifs, c’est-à-dire avec (10) - (11) doté du terme de gain
γt = t−1, on trouve à chaque période l’expression de la loi de mouvement
perçue (ci-après loi perçue) par les agents :
yt = at + btyt−1 + ctνt + ηt. (LMP)
avec ηt un terme d’erreur. La loi perçue, qui combine les estimations des
paramètres de la période t avec la forme fonctionnelle du modèle subjectif,
permet aux agents de formuler des prévisions économétriques sur y. Elle tra-
duit la croyance implicite des agents que l’économie se situe en t à l’équilibre
fondamental (9).
De ce fait, les agents sont supposés formuler des anticipations qui sont
basées sur leur propre processus d’apprentissage (ci-après anticipations par
apprentissage). Autrement dit, ils établissent des prévisions pour yt+1 à par-
tir de la loi perçue :
E∗
t yt+1 = at + bt (at + btyt−1 + ctνt) + ctFνt. (12)
11Cet algorithme donne un poids identique aux observations de y et de ν de chaque
période. Ceci est reﬂété par le fait que le gain t
−1 diminue au fur et à mesure que le
nombre d’observations augmente.
14La prévision (12) est basée sur l’hypothèse informationnelle que les agents
disposent des observations de νt et de yt−1 au moment où ils forment leurs
anticipations, mais non de celles de yt. On a donc E∗
t yt+1 = E(yt+1|It =
F;a0,a1,...,at−1,at;b0,...,bt;c0,...,ct;ν0,...,νt;y0,...,yt−1).12
Comme tous les agents privés, c’est-à-dire les ménages et les ﬁrmes, sont
supposés utiliser le même modèle subjectif et le même algorithme d’appren-
tissage, ils aboutissent à des prévisions identiques. Le modèle (NMC*) est
donc caractérisé par l’homogénéité des anticipations des agents du secteur
privé et donc par leur coordination implicite.
On dispose maintenant de deux versions du nouveau modèle canonique :
une basée sur des anticipations rationnelles, l’autre sur les anticipations par
apprentissage. L’existence de deux modélisations alternatives des anticipa-
tions pose la question de la robustesse des recommandations en termes de
politique monétaire présentées dans la sous-section 2.3. Les autorités moné-
taires ont-elles intérêt d’adopter les mêmes règles, quelle que soit la modé-
lisation des anticipations retenue? Pour répondre à cette question, la sous-
section suivante analysera l’impact de l’apprentissage sur le comportement
dynamique du modèle.
3.2 La stabilité sous apprentissage
Le fait de remplacer les anticipations rationnelles par des anticipations
par apprentissage a des conséquences sur les propriétés du nouveau mo-
dèle canonique. Ce changement d’hypothèse introduit en eﬀet une deuxième
source de dynamique dans le modèle : les dynamiques d’apprentissage.13
Ces dynamiques sont complexes, car elles s’inscrivent dans le cadre d’une
relation d’interdépendance entre les variables endogènes y et les estimations
at, bt et ct. D’une part, les estimations at, bt et ct dépendent des observa-
tions des variables endogènes (yt−1,yt−2,yt−3,...) d’après l’algorithme des
moindres carrés récursifs (cf. équation (10)). D’autre part, ces estimations
exercent un eﬀet de retour sur les réalisations des variables endogènes. Pour
montrer cet eﬀet, il convient de remplacer E∗
t yt+1 dans l’équation (NMC*)
par son expression tirée de (12). On obtient ainsi l’expression :
yt = M[I + bt]at + [Mb2
t + N]yt−1 + (M[btct + ctF] + P)νt, (LMR)
qui montre que tout changement des estimations at, bt ou ct a un impact sur
les variables endogènes yt. L’équation (LMR) décrit l’état de l’équilibre en t
conditionnel à la prévision formulée en t (12), c’est-à-dire l’équilibre condi-
tionnel aux croyances contemporaines des agents. Elle permet eﬀectivement
de trouver à chaque période t - pour des estimations at, bt et ct données - les
12Suivant l’argumentation de Salge (1997), on devrait inclure dans It les équations (5)
et (LMP), dont la connaissance est indispensable pour établir la forme fonctionnelle du
membre droit de (12).
13En anglais : Learning dynamics.
15réalisations des variables endogènes. Ces réalisations s’interprètent comme
l’équilibre transitoire de l’économie dans la mesure où (LMR) évolue au
cours du temps en fonction des évolutions de at, bt et ct. Par opposition à
la loi perçue - qui sert de base à l’élaboration des prévisions des agents -
l’équation (LMR) est dénommée la loi de mouvement réelle (ci-après loi
réelle).14 Lorsque les anticipations des agents sont basées sur l’apprentissage
(équation (12)), la loi réelle décrit le vrai fonctionnement de l’économie. La
loi réelle est en eﬀet le pendant de l’équation (NMC) dans un contexte d’ap-
prentissage et le système (LMR) - (5) caractérise de manière complète le
nouveau modèle canonique avec anticipations par apprentissage. L’analyse
de la dynamique d’apprentissage part dans le cas général de l’hypothèse
implicite que les agents formulent une loi perçue initiale
y1 = a1 + b1y0 + c1ν1 + η1 (13)
qui se situe au voisinage de l’équilibre fondamental
yt = ˇ a +ˇ byt−1 + ˇ cνt (14)
Ceci revient à dire que le vecteur des paramètres (a1,b1,c1) se trouve au voi-
sinage des paramètres de l’équilibre fondamental (ˇ a,ˇ b,ˇ c).15 On se concentre
ensuite sur l’analyse de la stabilité de l’équilibre fondamental (14) sous
apprentissage. Cet équilibre est dit stable sous apprentissage lorsque,
en partant des estimations initiales (a1,b1,c1), les estimations (at,bt,ct)
convergent vers les paramètres associés à l’équilibre fondamental : (at,bt,ct)
→ (ˇ a,ˇ b,ˇ c). Il est pour cela essentiel d’analyser le comportement dynamique
des estimations (at,bt,ct).
A cet eﬀet, Evans & Honkapohja (2001) mobilisent la relation entre
la loi réelle et la loi perçue. Ces deux lois sont caractérisées par la même
forme fonctionnelle, à savoir celle d’un modèle linéaire avec un vecteur de
constantes, le vecteur yt−1 et le vecteur exogène νt. On peut alors résumer
la diﬀérence entre la loi perçue et la loi réelle par la diﬀérence entre les
matrices des paramètres de ces lois. Ceci se fait concrètement à l’aide d’une
application T, qui associe aux paramètres estimés de la loi perçue ceux de
la loi réelle :
(at,bt,ct) → T(at,bt,ct) =
 
M[I + bt]at,Mb2




14En anglais : Actual Law of Motion.
15Cette hypothèse implicite se déduit du fait que la méthode d’Evans & Honkapohja
(2001) fait appel aux outils qui sont destinés à l’analyse locale, comme par exemple la
stabilité asymptotique (Evans & Honkapohja 2001, chapitre 6). Le recours à cette hy-
pothèse n’est pas toujours nécessaire. Il existe eﬀectivement des cas particuliers où la
convergence vers l’équilibre fondamental est globale, c’est-à-dire elle se produit pour tout
modèle subjectif initial.
16Cette application vaut à tout instant du temps. Elle traduit l’impact des
croyances, c’est-à-dire de la loi perçue, sur les réalisations des variables en-
dogènes, qui sont elles, décrites par la loi réelle. L’intérêt de (15) réside dans
le fait que les paramètres de l’équilibre fondamental déﬁnissent un point
ﬁxe (ˇ a,ˇ b,ˇ c) = T(ˇ a,ˇ b,ˇ c) de cette application. Dans ces conditions, on dispose
d’une méthode simple pour prouver que les estimations (at,bt,ct) convergent
vers (ˇ a,ˇ b,ˇ c) à partir d’un point situé au voisinage de (ˇ a,ˇ b,ˇ c).16 Il suﬃt de




t + N,M[btct + ctF] + P

se réduit inexorablement
au cours du temps. Ceci revient à dire que les estimations et les "vrais"
paramètres convergent vers le point ﬁxe.




t + N,M[btct + ctF] + P

est diﬃcile à
analyser dans le cadre d’une modélisation en temps discret (cf. annexe D).
L’utilisation des techniques d’approximation stochastique (cf. Robbins &
Monro (1951) et (Benveniste et al. 1990, partie II, chapitre 3)) permet d’ap-
procher ce comportement dynamique au voisinage de l’équilibre fondamental
par le biais d’une équation diﬀérentielle associée.17 Elle prend la forme :
d
dτ
(¯ aτ,¯ bτ,¯ cτ) = T(¯ aτ,¯ bτ,¯ cτ) − (¯ aτ,¯ bτ,¯ cτ), (EDA)
avec (¯ aτ,¯ bτ,¯ cτ) des estimations des paramètres (a,b,c) valables à l’instant τ
d’un temps artiﬁciel (cf. annexe D). Ces estimations sont - dans un premier
temps - considérées comme étant ﬁxes en τ , i.e. comme si les agents ne mo-
diﬁaient pas leurs estimations en τ. Ceci n’est pourtant pas le cas. En eﬀet,
l’équation (EDA) montre comment les estimations (¯ aτ,¯ bτ,¯ cτ), sur lesquelles
sont basées les anticipations par apprentissage, sont ajustées à chaque ins-
tant du temps artiﬁciel τ. Le terme de correction T(¯ aτ,¯ bτ,¯ cτ) − (¯ aτ,¯ bτ,¯ cτ)
correspond à l’écart entre les paramètres de la loi réelle et ceux de la loi per-
çue. La disparition progressive de cet écart implique la convergence de l’équi-
libre transitoire vers l’équilibre fondamental (ˇ a,ˇ b,ˇ c). Dans ce cas, la littéra-
ture sur l’apprentissage parle d’un équilibre fondamental qui est stable sous
anticipations (ci-après A-stable).18 L’A-stabilité de (ˇ a,ˇ b,ˇ c) sous l’équation
diﬀérentielle associée (EDA) détermine à son tour sa stabilité sous apprentis-
sage. Cette correspondance entre l’A-stabilité et la stabilité sous apprentis-
sage est connue dans la littérature sous le nom de "principe de l’A-stabilité" :
16On suppose ici que le voisinage de (ˇ a,ˇ b,ˇ c) est suﬃsamment restreint pour que l’appli-
cation (15) n’y possède pas d’autres points ﬁxes.
17L’annexe D présente brièvement ces techniques, une présentation détaillée se trouve
dans (Evans & Honkapohja 2001).
18En anglais : expectational stable et E-stability. La déﬁnition rigoureuse de l’A-stabilité
est la suivante : Un point ﬁxe (ˇ a,ˇ b,ˇ c) = T(ˇ a,ˇ b,ˇ c) est dit A-stable s’il est localement
asymptotiquement stable sous l’équation diﬀérentielle (EDA) (Evans & Honkapohja 2009).
Ceci signiﬁe que, pour des estimations initiales proches de (ˇ a,ˇ b,ˇ c), les estimations restent
au voisinage de (ˇ a,ˇ b,ˇ c) et convergent vers (ˇ a,ˇ b,ˇ c) (Evans & Honkapohja 2001).
17Proposition 7 : Les estimations (at,bt,ct) obtenues par les moindres carrés
récursifs convergent vers l’équilibre fondamental (ˇ a,ˇ b,ˇ c) si et seulement si
(ˇ a,ˇ b,ˇ c) est A-stable sous l’équation diﬀérentielle associée (EDA) (Evans &
Honkapohja 2003b).
L’équilibre fondamental (ˇ a,ˇ b,ˇ c) est A-stable lorsque toutes les valeurs
propres des matrices Jacobiennes DTa = M(I +ˇ b), DTb = ˇ bT ⊗M +I ⊗Mˇ b
et DTc = FT ⊗ M + I ⊗ Mˇ b ont des parties réelles inférieures à 1 (cf.
annexe E). Grâce au principe de l’A-stabilité, on obtient alors les conditions
pour la stabilité sous apprentissage de (ˇ a,ˇ b,ˇ c) à l’aide des valeurs propres
de DTa,DTb et DTc.
L’intuition de l’A-stabilité est la suivante : tout écart des anticipations
(12) par rapport aux anticipations associées au point ﬁxe (ˇ a,ˇ b,ˇ c) induit une
réalisation des variables endogènes qui exerce un eﬀet de retour amortissant
sur les estimations des agents. Les estimations de la période suivante sont,
dans ce cas, telles que l’écart est plus petit que l’écart initial. L’équilibre
transitoire converge par suite vers l’équilibre fondamental (ˇ a,ˇ b,ˇ c). Dans le
cas contraire, lorsque l’équilibre fondamental est un point ﬁxe qui est A-
instable, on est en présence d’un processus qui creuse l’écart. L’équilibre
transitoire s’éloigne alors progressivement du point ﬁxe (Evans & Honka-
pohja 2003b).
On dispose maintenant de tous les éléments nécessaires à l’analyse de
l’impact des règles de politiques monétaires sur la stabilité de l’équilibre
fondamental en présence d’apprentissage des agents : un modèle macroéco-
nomique, la formulation précise des anticipations par apprentissage et les
techniques qui permettent d’analyser les dynamiques d’apprentissage. La
section suivante présente les conséquences de ces dynamiques sur les perfor-
mances des règles de politique monétaire.
3.3 Règles de politique monétaire et stabilité sous appren-
tissage
Selon le raisonnement développé dans la sous-section 2.3, les autorités
monétaires devraient choisir la règle de politique monétaire sur la base de
l’analyse de la détermination du modèle. La prise en compte des dynamiques
d’apprentissage intervient désormais dans cette décision. En eﬀet, les dyna-
miques d’apprentissage introduisent un deuxième mécanisme qui peut empê-
cher l’économie de se positionner sur l’équilibre "désirable" que les autorités
monétaires souhaitent atteindre.
On en vient alors à utiliser la détermination du modèle et la stabilité
sous apprentissage comme des critères complémentaires. La littérature re-
commande ainsi des règles qui garantissent que l’équilibre rationnel station-
naire soit unique et que les dynamiques d’apprentissage convergent vers ce
même équilibre. Ces règles sont alors stabilisantes dans un sens précis. Pre-
mièrement, en assurant que l’économie se positionne sur l’équilibre désirable,
18elles évitent l’ampliﬁcation des ﬂuctuations des variables ciblées qui carac-
térisent les équilibres en tâches solaires. Deuxièmement, elles garantissent
que l’économie converge vers l’équilibre désirable après la survenance d’un
choc structurel qui l’a éloignée de cet équilibre - sans toutefois la faire sortir
de son voisinage.
En présence des règles (RT), (RTA), (ROF) et (ROA), le nouveau modèle
canonique est décrit par l’expression matricielle (NMC’) - (5). Le fait que la
matrice associée aux variables endogènes passées N soit nulle implique que
le modèle subjectif des agents s’écrit maintenant :
yt = a + cνt. (16)
Les prévisions pour t + 1 deviennent par conséquent :
E∗
t yt+1 = at + ctFνt, (17)
et l’on trouve l’équation diﬀérentielle associée simpliﬁée :
d
dτ
(¯ aτ,¯ cτ) = T(¯ aτ,¯ cτ) − (¯ aτ,¯ cτ). (EDA’)
Pour savoir si l’équilibre fondamental (ˇ a,ˇ c) est A-stable, il suﬃt maintenant
de connaître les valeurs propres de la matrice M (cf. annexe E).
Le critère de la stabilité sous apprentissage conﬁrme parfaitement les
résultats de l’analyse de la détermination pour la règle de Taylor (RT) :
Proposition 8 : Le principe de Taylor (PT) constitue la condition néces-
saire et suﬃsante pour que l’équilibre fondamental (ˇ a,ˇ c) soit A-stable en
présence de la règle de Taylor (RT) (Bullard & Mitra 2002).
La prise en compte des dynamiques d’apprentissage par les autorités mo-
nétaires n’est donc pas susceptible de modiﬁer les décisions basées sur le
critère de la détermination. Ceci est également le cas des règles optimales
(ROF) et (ROA).
Proposition 9 : L’équilibre fondamental (ˇ a,ˇ c) est instable sous apprentis-
sage par les moindres carrés récursifs en présence de la règle basée sur les
fondamentaux (ROF) pour toute combinaison des paramètres du modèle. La
probabilité d’une convergence de l’économie vers (ˇ a,ˇ c) est nulle (Evans &
Honkapohja 2003b).
Proposition 10 : L’équilibre fondamental (ˇ a,ˇ c) est stable sous apprentis-
sage par les moindres carrés récursifs en présence de la règle basée sur les an-
ticipations (ROA) pour toute combinaison des paramètres du modèle. L’éco-
nomie converge presque sûrement vers (ˇ a,ˇ c) (Evans & Honkapohja 2003b).19
19Dans le cas de la règle (ROA), la convergence est globale : l’économie converge
vers l’équilibre fondamental en partant de toute combinaison des estimations initiales
(a1,b1,c1) (Evans & Honkapohja 2003b).
19Parmi les règles présentées dans la sous-section 2.2., une seule est suscep-
tible de faire apparaître des recommandations contradictoires par les deux
critères : la règle de Taylor avec anticipations (RTA).
Proposition 11 : Le principe de Taylor (PT) constitue la condition né-
cessaire et suﬃsante pour que l’équilibre fondamental (ˇ a,ˇ c) soit A-stable en
présence de la règle de Taylor avec anticipations (RTA) (Bullard & Mitra
2002).
Cette condition est moins contraignante que celles qui garantissent la dé-
termination du modèle (cf. proposition 6). Les propositions 6 et 11 montrent
que, lorsque l’équilibre fondamental (ˇ a,ˇ c) est unique, alors il doit être A-
stable, mais que la réciproque n’est pas vraie. Il est donc possible que l’équi-
libre fondamental (ˇ a,ˇ c) ne soit pas l’unique équilibre rationnel stationnaire,
mais qu’il soit A-stable (Bullard & Mitra 2002). D’un point de vue pratique,
les autorités monétaires ont intérêt à choisir des coeﬃcients de réaction qui
obéissent aux conditions plus exigeantes de la proposition 6. Ce choix met
l’économie à l’abri des inconvénients liés à l’existence d’équilibres rationnels
multiples.
Les propositions 3 à 6 et 8 à 11 sont résumées dans le tableau 1. Celui-
ci énonce également des résultats analytiques concernant la détermination
et la stabilité sous apprentissage en présence des autres règles présentées
dans l’encadré "Autres règles de politique monétaire". Ces résultats ont été
obtenus par la méthode de Blanchard & Kahn (1980) pour ce qui concerne
l’analyse de la détermination et à l’aide des équations diﬀérentielles associées
(EDA) et (EDA’) pour l’analyse de la stabilité sous apprentissage.20
Le tableau 1 montre que la modélisation de l’apprentissage permet de
détecter le caractère déstabilisant d’une règle qui aurait échappé à une ana-
lyse relevant d’une modélisation sous anticipations rationnelles. En eﬀet,
la règle fondamentale sous engagement (it = ψxxt−1 + ψggt + ψuut,) rend
le système déterminé pour deux combinaisons particulières des paramètres
(Evans & Honkapohja 2006). Si les autorités monétaires supposaient la pré-
sence des anticipations rationnelles et d’une de ces combinaisons favorables,
rien ne s’opposerait à l’adoption de cette règle. Or, lorsque les anticipations
sont en réalité basées sur l’apprentissage, la règle fondamentale sous enga-
gement provoque des dynamiques d’apprentissage qui éloignent l’économie
de l’équilibre rationnel. En eﬀet, Evans & Honkapohja (2006) montrent que
l’équilibre rationnel associé à cette règle n’est pas A-stable pour toute
combinaison des paramètres structurels. Les autorités monétaires ont
donc intérêt à tenir compte du caractère éventuellement non-rationnel des
anticipations des agents.
20Certains résultats ont été trouvés par des méthodes numériques, car des résultats


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































22La stabilité sous apprentissage comme critère de
sélection de la solution pertinente
Au-delà des considérations normatives exposées dans la sous-section
3.3, la modélisation de l’apprentissage peut être utilisée dans une pers-
pective positive. Dans un contexte d’indétermination, l’A-stabilité a
été proposée comme critère permettant de sélectionner parmi les solu-
tions multiples celles qui sont économiquement plausibles (Evans 1985,
Evans & Honkapohja 2001, p. 20). Selon cette approche, les solutions
A-instables sont considérées comme peu plausibles, car elles ne sont pas
susceptibles de se réaliser dans un contexte où les agents sont enga-
gés dans un processus d’apprentissage. Le moindre choc structurel dé-
clenche en eﬀet des dynamiques d’apprentissage divergentes, c’est-à-dire
des dynamiques qui éloignent inexorablement l’économie de ces solu-
tions. Seules les solutions A-stables paraissent pertinentes dans un mo-
dèle avec apprentissage, car elles sont caractérisées par des dynamiques
d’apprentissage convergentes.
La stabilité sous apprentissage joue également un rôle central dans les
travaux de McCallum (2002, 2003) sur l’indétermination. Contrairement
à Evans et Honkapohja, McCallum ne recommande pas l’A-stabilité elle-
même comme critère de sélection : il mobilise l’A-stabilité pour appuyer
sa proposition de considérer la solution avec nombre minimal de variables
d’état comme l’unique solution pertinente. En eﬀet, cette solution est
en général A-stable. De plus, dans le nouveau modèle canonique, des
solutions autres que la solution avec minimum de variables ne sont pas
A-stables (McCallum 2003). L’analyse de l’apprentissage fournit alors
une justiﬁcation supplémentaire pour la proposition de McCallum de ne
pas tenir compte des solutions alternatives à la solution avec minimum
de variables.
Cette correspondance entre A-stabilité et solution avec minimum de
variables n’est pourtant pas parfaite. Evans & Honkapohja (1992) pré-
sentent un modèle dont la solution avec minimum de variables est A-
instable. McCallum (2002) remet en question le raisonnement d’Evans &
Honkapohja (1992) en soulignant le caractère invraisemblable des para-
mètres retenus. Lorsque le modèle en question est interprété comme un
modèle macroéconomique, ces paramètres impliquent eﬀectivement un
comportement aberrant des autorités monétaires : lorsqu’elles observent
une hausse du niveau des prix, elles augmentent la masse monétaire! Mc-
Callum (2002) tire la conclusion que la solution avec nombre minimal
de variables d’état est A-stable dans "tous et presque tous les modèles
sensés".
L’analyse de la stabilité sous apprentissage conﬁrme globalement les
23choix en termes de règles de politique monétaire fondés sur l’étude de la
détermination sous anticipations rationnelles. La plupart des règles qui per-
mettent d’éviter les diﬃcultés liées à la multiplicité des équilibres garan-
tissent également des bonnes performances dans un contexte d’apprentis-
sage. Toutefois, le cas de la règle fondamentale sous engagement montre que
les deux critères ne sont pas redondants, mais complémentaires.
4 Limites et extensions de la modélisation de l’ap-
prentissage
Les résultats concernant la stabilité sous apprentissage exposés dans la
section précédente sont valables dans le cadre bien délimité des hypothèses
du nouveau modèle canonique avec apprentissage. Plusieurs des hypothèses
du modèle sous cette conﬁguration semblent toutefois diﬃcilement justi-
ﬁables par des considérations théoriques ou de réalisme. Dans ces condi-
tions, il est opportun de savoir si ces résultats sont robustes par rapport à
l’introduction d’hypothèses alternatives plus plausibles.
4.1 La robustesse des résultats
La littérature sur l’apprentissage dans le nouveau modèle canonique étu-
die la dépendance des résultats par rapport aux hypothèses suivantes du
modèle : le caractère restreint de l’horizon temporel des anticipations, les
informations à la disposition des agents, l’homogénéité des agents privés et
l’utilisation de l’algorithme des moindres carrés récursifs.
4.1.1 Apprentissage et anticipations à horizons inﬁnis
En partant des mêmes fondements microéconomiques que Clarida et al.
(1999), Preston (2005, 2006) trouve une expression alternative du nouveau





βT−t[(1 − β)xT+1 − φ(iT − πT+1) + gT] (18)




(χβ)T−t[λχβxT+1 + (1 − χ)βπT+1 + uT]. (19)
Le modèle de Preston (18) - (19) se distingue de manière substantielle du
cadre (IS*) - (CP*) retenu dans la section 3 dans la mesure où l’horizon des
anticipations de l’inﬂation et de l’écart de production est diﬀérent. Dans le
modèle de Preston, les agents tiennent compte des anticipations pour toutes
les périodes futures. Dans le modèle (IS*) - (CP*), ils n’utilisent que les
anticipations qui concernent la période suivante.
24La diﬀérence entre (IS*) - (CP*) et (18) - (19) s’explique par deux
éléments : le moment du relâchement de l’hypothèse des anticipations ra-







i,t(·) englobe anticipations rationnelles et autres
que rationnelles de l’agent individuel i, E∗
t (·) agrège les anticipations indi-
viduelles E∗
i,t(·) de tous les agents. Preston remplace l’opérateur Et(·) par
l’opérateur individuel E∗
i,t(·) avant de linéariser le modèle. Bullard, Evans,
Mitra et Honkapohja remplacent Et(·) par l’opérateur agrégé E∗
t (·), dans
la version déjà linéarisée du nouveau modèle canonique. Pour Preston, ceci
constitue une erreur méthodologique. La dérivation des équations linéaires
(IS) - (CP) du modèle original de Clarida et al. (1999) à partir des fonde-
ments microéconomiques est en eﬀet basée sur la loi des espérances itérées
EtEt+1(·) = Et(·). Or, Preston considère que cette loi est certes vériﬁée
au niveau individuel (E∗
i,tE∗
i,t+1(·) = E∗
i,t(·)), mais pas forcément au niveau
agrégé, c’est-à-dire pour l’opérateur E∗
t (·) (Preston 2002). Evans et al. (2002)
récusent les critiques de Preston. Ils font remarquer que les anticipations des
agents sont supposées être homogènes dans le nouveau modèle canonique
avec apprentissage. Ceci impliquerait que la loi des espérances itérées reste
valable pour l’opérateur E∗
t (·).
Le débat entre Preston d’une part et Evans, Honkapohja et Mitra d’autre
part n’est pas tranché à ce jour : aucune des deux approches n’a pu être écar-
tée comme modélisation valable des anticipations. Les publications les plus
récentes présentent par conséquent les deux formulations des anticipations
par apprentissage sans privilégier l’une où l’autre (cf. Evans & Honkapohja
(2009)).
L’emploi des anticipations à horizon inﬁni conﬁrme parfaitement les ré-
sultats de Bullard & Mitra (2002) obtenus dans le cadre du modèle (IS*) -
(CP*). En revanche, le résultat concernant la règle basée sur les anticipa-
tions sous engagement it = δLxt−1 + δπE∗
t πt+1 + δxE∗
t xt+1 + ψggt + ψuut
n’est pas robuste par rapport aux modiﬁcations dans la modélisation des
anticipations. Cette règle est confrontée à des problèmes de stabilité sous
apprentissage dans le modèle de Preston, mais non dans le modèle (IS*) -
(CP*) (Evans & Honkapohja 2006, Preston 2008).
4.1.2 Des hypothèses informationnelles alternatives
La robustesse des résultats par rapport aux hypothèses informationnelles
du modèle mérite également d’être analysée dans la mesure où ces hypothèses
paraissent en partie irréalistes et arbitraires.
Le nouveau modèle canonique avec apprentissage tel qu’il est présenté
dans la section 3.1 est basé sur l’hypothèse implicite que les autorités mo-
nétaires connaissent les vrais paramètres de l’économie. En eﬀet, sans cette
supposition elles seraient incapables d’utiliser les règles optimales dont les
coeﬃcients sont fonction des paramètres φ,λ,β,ρ et α. Cette hypothèse peut
25paraître excessive. Les décisions des banques centrales - c’est-à-dire des au-
torités monétaires du monde réel - s’appuient entre autres sur des modèles
macroéconomiques. Les paramètres de ces modèles sont a priori inconnus
et leurs estimations sont en permanence réactualisées. Pour tenir compte
de ces contraintes informationnelles, Evans & Honkapohja (2003b) utilisent
une hypothèse alternative. Ils supposent que les autorités monétaires ne
connaissent pas φ et λ et qu’elles doivent se contenter des estimations de
ces paramètres. Le modèle est maintenant caractérisé par la simultanéité
de l’apprentissage des agents privés et des autorités monétaires. Cette hy-
pothèse informationnelle est plus conforme à la réalité des autorités moné-
taires du monde réel, qui font appel à des modèles estimés pour prendre des
décisions de politique monétaire. Les auteurs trouvent que ce changement
d’hypothèse n’a aucun impact sur les résultats concernant la stabilité sous
apprentissage en présence des règles optimales basées sur les anticipations.
Ceci est vrai à la fois dans le contexte d’une politique monétaire discrétion-
naire et dans celui d’une politique monétaire avec engagement (Evans &
Honkapohja 2003a,b). L’hypothèse que les autorités monétaires connaissent
les vraies valeurs de φ et λ est donc acceptable, malgré son caractère peu
réaliste, lorsqu’il s’agit d’analyser la stabilité sous apprentissage en présence
de ce type de règles. Cet examen de robustesse n’a cependant pas encore été
eﬀectué pour d’autres règles de politique monétaire.
La règle basée sur les anticipations (ROA) repose par ailleurs sur l’hy-
pothèse implicite que les autorités monétaires observent parfaitement les
anticipations des agents du secteur privé. Cette hypothèse est diﬃcilement
conciliable avec les pratiques des banques centrales qui se préoccupent des
anticipations des agents privés (cf. Bank of England (2001)). Evans et Hon-
kapohja assouplissent cette supposition en admettant que ces observations
peuvent être entachées par des erreurs de mesure (Evans & Honkapohja
2003b). Lorsque ces erreurs prennent la forme d’un bruit blanc, les résultats
de la section 3 restent valables : en présence de la règle (ROA), le modèle
est toujours stable sous apprentissage (Evans & Honkapohja 2003b).
4.1.3 La modélisation de l’hétérogénéité
Les résultats présentés dans les sections 2 et 3 proviennent d’un modèle
caractérisé par l’homogénéité des agents du secteur privé. Deux manières de
relâcher l’hypothèse arbitraire d’agents homogènes ont été explorées dans la
littérature : en généralisant la méthode d’Evans & Honkapohja (2001) et à
l’aide d’algorithmes génétiques.
Honkapohja & Mitra (2005) analysent la stabilité sous apprentissage
dans un contexte où les autorités monétaires ne peuvent pas observer les
anticipations des agents. Les anticipations des agents privés peuvent alors
diﬀérer de celles des autorités monétaires. Les auteurs analysent ce cas à
l’aide de la généralisation de la méthode d’Evans & Honkapohja (2001) qui
26englobe des conﬁgurations où les agents sont hétérogènes (Honkapohja &
Mitra 2006). Pour tenir compte de l’hétérogénéité entre agents privés et
autorités monétaires, ils substituent à (NMC*) l’équation :
yt = MPE∗
P,t yt+1 + MCBE∗
CB,t yt+1 + Pνt (20)
MP représente la réaction (via (IS*) et (CP*)) des agents du secteur privé
(P) à leurs anticipations E∗
P,t et MCB la réaction (via la règle de politique
monétaire) des autorités monétaires (CB) à leurs anticipations E∗
CB,t (Hon-
kapohja & Mitra 2005). (20) montre que Honkapohja et Mitra ne supposent
pas d’hétérogénéité entre diﬀérents agents du secteur privé.
Suivant la méthode de Honkapohja & Mitra (2006), ils distinguent entre
l’hétérogénéité transitoire et l’hétérogénéité persistante. L’hétérogénéité tran-
sitoire est basée sur des lois initiales perçues diﬀérentes entre agents privés
et autorités monétaires. De plus, les séries des termes de gain γt de l’algo-
rithme d’apprentissage sont diﬀérentes tout en convergeant vers une même
constante positive. L’hétérogénéité persistante est déﬁnie par des séries de
termes de gain qui peuvent converger vers des constantes diﬀérentes. En
outre, chaque type d’agent (P et CB) est doté d’un algorithme d’appren-
tissage spéciﬁque, l’un utilisant les moindres carrés récursifs (10) - (11) et
l’autre celui du gradient stochastique :
ξt = ξt−1 + γt zt−1 εT
t (21)
Ce dernier algorithme ne tient pas compte des moments empiriques du
deuxième ordre.
L’introduction de l’hétérogénéité persistante modiﬁe les résultats d’Evans
& Honkapohja (2003b, 2006) par rapport à la stabilité sous apprentissage
obtenus dans un contexte d’anticipations homogènes. Concernant la règle de







CB,tπt+1 +φ−1gt et la règle (ROA)
it = δπE∗
CB,tπt+1 + δxE∗
CB,txt+1 + δggt + δuut, les conditions de la stabilité
sous apprentissage deviennent plus restrictives. Il existe eﬀectivement des
combinaisons des paramètres telles que le modèle devient instable lorsque
les autorités monétaires utilisent ces règles (Honkapohja & Mitra 2005). La






CB,txt)] est également af-
fectée par la prise en compte de l’hétérogénéité persistante. Plus la série des
termes de gain des autorités monétaires converge vers des valeurs faibles,
plus il devient nécessaire d’augmenter le paramètre ζ de la règle pour éviter
l’instabilité sous apprentissage (Honkapohja & Mitra 2006). En revanche,
les résultats d’Evans & Honkapohja (2003b, 2006) concernant la stabilité
sous apprentissage en présence de ces trois règles sont robustes par rapport
à l’hétérogénéité transitoire.
Giannitsarou (2003) analyse l’impact de l’hétérogénéité de l’apprentis-
sage, c’est-à-dire de l’hétérogénéité entre les processus d’apprentissage des
27diﬀérents agents. Cette hétérogénéité se répercute sur les anticipations, fai-
sant en sorte que pour deux agents hétérogènes i et j, on a E∗
i,t(·) 6= E∗
j,t(·).
L’auteure exclut explicitement tout autre élément d’hétérogénéité, comme
par exemple celle traduite par la diﬀérence entre les matrices de réaction
MP et MCB dans Honkapohja & Mitra (2005). Giannitsarou modélise l’hé-
térogénéité de l’apprentissage d’une manière très proche de celle mobilisée
par Honkapohja & Mitra (2005, 2006). La diﬀérence dans l’apprentissage
peut porter sur les lois perçues initiales, sur les séries des termes de gain et
sur l’algorithme d’apprentissage (moindre carrés récursifs ou gradient sto-
chastique). Le cadre d’analyse est un modèle général qui permet d’étudier
"tout modèle stochastique linéaire qui peut être écrit en forme réduite et qui
contient (...) des anticipations courantes des variables futures" (Giannitsa-
rou 2003). Il couvre donc à la fois (NMC*) - (5) et le modèle de Preston
(18) - (19). Giannitsarou trouve que l’hétérogénéité des lois perçues initiales,
associée à l’utilisation de l’algorithme des moindres carrés, ne modiﬁe pas
les conditions pour la stabilité sous apprentissage obtenus dans un modèle
avec agents homogènes. En revanche, les autres formes de l’hétérogénéité de
l’apprentissage sont susceptibles de transformer ces conditions.
Adoptant une optique distincte, Arifovic et al. (2007) modélisent l’hé-
térogénéité des agents dans le cadre du modèle (NMC*) - (5) par le fait












gt = ai,t + ci,tgt. (22)
Les auteurs admettent que les coeﬃcients individuels peuvent initialement
diﬀérer entre agents. Ces coeﬃcients sont ensuite actualisés à l’aide d’opé-
rateurs génétiques de croisement, mutation, et sélection.22 Ces opérateurs
traduisent l’impact de l’apprentissage "social", c’est-à-dire de la communica-
tion entre les agents privés du modèle concernant leur manière de formuler
des anticipations :
E∗
i,tyt+1 = ai,t + ci,tµgt. (23)
Il s’agit notamment de modéliser le fait que les agents adoptent les for-
mulations des anticipations qui s’avèrent être les plus performantes et qu’ils
observent dans leur entourage.
L’opérateur croisement fait en sorte que deux agents i et j, tirés aléa-
toirement parmi les N agents, échangent leurs coeﬃcients de chaque type : i
adopte ainsi ax,j,t et aπ,j,t, alors que j est doté de ax,i,t et aπ,i,t. L’opérateur
mutation modiﬁe les coeﬃcients individuels de chaque agent par addition
21Le fait que la matrice ci,t est une matrice colonne s’explique par le fait que les auteurs
retiennent le modèle de Woodford (2003b) qui ne comporte pas de choc ut.
22En anglais : mutation, crossover, tournament selection.
28d’un nombre tiré d’une distribution normale. Les modiﬁcations sur les coef-
ﬁcients exercées par ces deux opérateurs se produisent avec une probabilité
ﬁxe. L’opérateur sélection regroupe aléatoirement N fois par période tous
les agents en binômes. Les agents de chaque binôme choisissent parmi les
deux formulations des anticipations celle qui minimise les erreurs d’antici-
pations par rapport aux observations passées de y et de g. La loi réelle de
cette économie s’obtient ensuite à l’aide du modèle (NMC*) - (5) et des
anticipations agrégées. L’agrégation repose sur la moyenne des anticipations
individuelles (23).
L’apport de l’article d’Arifovic et al. (2007) réside notamment dans le
fait qu’il modélise de manière explicite la coordination entre les agents du
modèle. La prise en compte de cette coordination modiﬁe les conditions
de stabilité sous apprentissage. L’apprentissage "social" représenté par les
opérateurs génétiques est associé à des conditions moins restrictives que
l"apprentissage économétrique des moindres carrés récursifs. En eﬀet, dans
le modèle d’Arifovic et al. (2007), la stabilité sous apprentissage est obser-
vable en présence de règles de Taylor (RT) qui ne respectent pas le principe
de Taylor (PT). Ce résultat est toutefois à prendre avec précaution. En ef-
fet, l’analyse d’Arifovic et al. (2007) ne tient pas compte du fait que, la
dérivation de la version linéaire du nouveau modèle canonique avec appren-
tissage (NMC*) - (5), sur laquelle ils travaillent, repose sur l’hypothèse de
l’homogénéité des agents privés (Evans et al. 2002).
Les trois approches de l’hétérogénéité s’accordent sur le fait que les ré-
sultats obtenus sous l’hypothèse de l’homogénéité des agents ne sont pas
robustes par rapport à l’introduction d’agents hétérogènes. L’hétérogénéité
est donc un élément important dont les répercussions sur les résultats ne
peuvent pas être captées dans une modélisation avec agents homogènes. Il
serait toutefois souhaitable de savoir si l’apport de l’étude d’Arifovic et al.
(2007) persiste lorsqu’on modélise l’hétérogénéité des agents privés d’une
manière qui tienne compte du débat entre Preston (2005, 2006) et Evans
et al. (2002). Une autre question que l’on est en droit de se poser concerne
la manière dont l’hétérogénéité de l’apprentissage au sens de Giannitsarou
pourrait aﬀecter les conditions de stabilité sous apprentissage dans le nou-
veau modèle canonique. Sont-elles plus ou moins restrictives que sous l’hy-
pothèse d’agents homogènes? Pour répondre à cette question, on pourrait
simpliﬁer le modèle général de Giannitsarou (2003) pour retrouver le cas
particulier qui correspond au nouveau modèle canonique.
4.1.4 Autres modélisations de l’apprentissage
La littérature consacrée à l’apprentissage dans le nouveau modèle cano-
nique est marquée par la prédominance de l’apprentissage par les moindres
carrés récursifs. Des algorithmes alternatifs sont mobilisés de manière plus ou
moins sporadique pour tester la robustesse des résultats obtenus à l’aide des
29moindres carrés récursifs. Evans & Honkapohja (2003b) attestent de cette
robustesse dans un contexte de politique monétaire discrétionnaire avec un
algorithme fondé sur le gradient stochastique. Dans un contexte de politique
monétaire avec engagement (cf. l’encadré "Autres règles de politique moné-
taire" pour une présentation de ces deux contextes), Evans & Honkapohja
(2006) analysent l’impact de l’introduction de l’algorithme alternatif des
moindres carrés à gains constants. Celui-ci est déﬁni par (10) - (11) avec un
terme de gain constant, γt = γ > 0. Les résultats trouvés avec les moindres
carrés récursifs sont robustes dans la mesure où la stabilité sous apprentis-
sage n’est pas aﬀectée par l’emploi des moindres carrés à gains constants.
Une vériﬁcation plus systématique de la robustesse des résultats par rapport
au recours aux moindres carrés à gains constants semble prometteuse pour
deux raisons. Premièrement, cet algorithme d’apprentissage traduit une in-
tuition intéressante : il est adapté à un contexte où les agents soupçonnent
l’économie d’être caractérisée par des instabilités structurelles. En eﬀet, il
donne un poids plus élevé aux observations les plus récentes. Deuxièmement,
l’emploi de cet algorithme a été associé à l’émergence de dynamiques d’ap-
prentissage très particulières qui ont été analysées de manière exhaustive
dans d’autres modèles macroéconomiques. Il s’agit des dynamiques d’éva-
sion qui éloignent temporairement l’économie du voisinage de l’équilibre de
référence (Sargent 1999, Cho et al. 2002, Sargent & Williams 2005).23
D’autres formalisations du processus d’apprentissage n’ont pas encore été
mobilisées dans le cadre du nouveau modèle canonique. Ceci est notamment
le cas de l’apprentissage non-paramètrique (Chen & White 1998) et éduc-
tif (Binmore 1987) ainsi que de l’apprentissage par des systèmes classeurs
(Wilson 1995) et des réseaux neuronaux (Beltratti et al. 1996).
4.2 Les déﬁs pour la modélisation de l’apprentissage
La robustesse des résultats de la section 3 n’a pas été analysée par rap-
port à deux hypothèses fortes du nouveau modèle canonique avec apprentis-
sage. En eﬀet, il n’existe pas à ce jour d’alternatives plausibles envisagées à
l’hypothèse de l’observabilité parfaite des variables et au choix arbitraire du
modèle subjectif (9). Des extensions du modèle qui relâchent ces hypothèses
pourraient permettre de compléter l’analyse de la robustesse des résultats
exposée dans la sous-section précédente.
4.2.1 L’apprentissage des variables inobservables
Dans le nouveau modèle canonique, l’apprentissage des agents est basé
sur l’hypothèse que les agents observent parfaitement les séries de l’inﬂation,
de l’écart de production et des chocs. Toute modiﬁcation de cette hypothèse
est susceptible d’avoir un impact prononcé sur les résultats en termes de
23En anglais : escape dynamics.
30stabilité sous apprentissage. En eﬀet, l’existence d’un écart entre les réali-
sations de ces variables et leur perception par les agents privés inﬂuencera
les estimations des paramètres du modèle subjectif. Elle exercera donc aussi
un impact sur la loi réelle. Un tel décalage des perceptions paraît d’autant
plus plausible que l’écart de production et les chocs ne sont pas directement
observables : ils sont déﬁnis par rapport à une variable théorique, à savoir
la production naturelle. L’écart de production est en eﬀet donné par :
xt = zt − zn
t (24)
avec zt le logarithme de la production courante et zn
t le logarithme du niveau
de production naturel. Dans l’environnement du nouveau modèle canonique
où les prix ne s’ajustent pas immédiatement, le niveau de production na-
turel n’est pas directement observable et peut au mieux être estimée. L’ab-
sence d’observabilité de la production naturelle pourrait donner matière à
rendre le nouveau modèle canonique avec apprentissage encore plus réaliste
et pourrait être intégrée dans le modèle grâce à une généralisation de l’ap-
prentissage des agents. Il suﬃrait d’introduire l’hypothèse que les agents
estiment la production naturelle avant de pouvoir utiliser les observations
de l’écart de production. L’apprentissage concernant la production naturelle
pourrait être modélisé à l’aide des algorithmes utilisés en pratique comme
par exemple le ﬁltre Hodrick-Prescott (cf. Schalck (2006)).
Le fait de disposer des estimations de la production naturelle paraît
d’ailleurs doublement utile dans le nouveau modèle canonique dans la mesure
où les chocs gt et ut sont établis par rapport à la production naturelle. Le
choc de demande est donné par :
gt = Etzn
t+1 − zn
t + et − Etet+1 (25)
avec et un indicateur de la part du PIB aﬀectée aux dépenses du secteur
privé (Clarida et al. 1999). Le choc d’oﬀre ut est déﬁni par rapport à l’écart
de production et donc indirectement par rapport à la production naturelle.
L’article de Clarida et al. (1999) suggère l’expression suivante pour le choc
d’oﬀre24
ut = δ (mct − κxt). (26)
mct est l’écart entre les coûts marginaux réels et leur état stationnaire, κ
représente l’élasticité de la production par rapport aux coûts marginaux
réels (Clarida et al. 1999). Dans ces conditions, l’hypothèse d’une parfaite
observabilité des chocs semble diﬃcilement acceptable.
24L’article en question ne donne pas une déﬁnition explicite du choc d’oﬀre ut. Les
auteurs indiquent simplement que "ut peut être interprété comme reﬂet des déviations
par rapport à la condition mct = κxt." D’autre part, ils indiquent que le modèle de Calvo
(1983) induit la relation πt = δmct + βEtπt+1. Soit ft la déviation par rapport à la
condition mct = κxt. On a donc mct = κxt + ft et l’on peut obtenir l’expression suivante
pour la nouvelle courbe de Phillips : πt = δκxt + βEtπt+1 + δft. Par identiﬁcation, on
trouve alors λ = δκ et ut = δft = δ (mct − κxt).
314.2.2 L’apprentissage du modèle subjectif
La justiﬁcation du modèle subjectif (9) constitue un deuxième terrain
fertile pour la généralisation de l’apprentissage. Dans le nouveau modèle
canonique, l’hypothèse selon laquelle les agents adoptent ce modèle subjec-
tif n’est pas motivée. Un processus d’apprentissage qui génère le modèle
subjectif signiﬁerait un progrès en termes de réalisme du nouveau modèle
canonique. Une telle justiﬁcation paraît d’autant plus opportune que l’iden-
tité entre la forme fonctionnelle du modèle subjectif et celle de la solution
au minimum de variables est une hypothèse centrale de la méthode d’Evans
& Honkapohja (2001). Les résultats les plus importants de la littérature sur
l’apprentissage dépendent crucialement de cette hypothèse. C’est en eﬀet
grâce à celle-ci que l’utilisation de certaines règles de politiques monétaires
permet de faire converger l’économie vers l’équilibre fondamental. En re-
vanche, cette convergence devient impossible lorsque le modèle subjectif ne
comporte pas toutes les variables de la solution au minimum de variables
du modèle en question (Evans & Honkapohja 2006).25 Par ailleurs, le fait
d’ajouter au modèle subjectif des variables qui ne font pas partie de la so-
lution au minimum de variables, peut rendre les conditions de convergence
plus restrictives (Evans & Honkapohja 2001).
Le fait de disposer d’une modélisation de l’apprentissage du modèle sub-
jectif renforcerait d’ailleurs le "principe de cohérence cognitive" qui établit
un parallèle entre les agents du modèle et l"économètre dans le monde réel
(Evans & Honkapohja 2009). Cette modélisation permettrait en eﬀet de
tenir compte de l’étape la plus importante du travail de l’économètre qui
manque dans le nouveau modèle canonique avec apprentissage : la recherche
de la bonne spéciﬁcation de la relation à estimer.
5 Conclusion
La présente revue de la littérature a fait le point sur les apports de la mo-
délisation de l’apprentissage dans le nouveau modèle de la macroéconomie
contemporaine (nouveau modèle canonique). L’enseignement principal de la
littérature sur les propriétés des règles de politique monétaire revisitée réside
dans le fait que les résultats normatifs obtenus dans la version originale du
modèle avec anticipations rationnelles ne sont que partiellement conﬁrmés.
En eﬀet, le nouveau modèle canonique avec anticipations par apprentissage
réaﬃrme les résultats concernant l’importance du principe de Taylor. En
revanche, les deux approches ne donnent pas toujours des recommandations
identiques en termes de politique monétaire. L’analyse des propriétés de la
25En présence de la règle basée sur les anticipations (ROA), un modèle subjectif tronqué
qui ne comporte pas les chocs νt aboutit à la convergence de l’économie vers un "équilibre
à perceptions restreintes". Il s’agit du meilleur équilibre qui puisse être atteint avec ce
modèle subjectif tronqué (Evans & Honkapohja 2003b).
32règle fondamentale avec engagement montre que la modélisation de l’ap-
prentissage permet parfois de détecter le caractère déstabilisant d’une règle,
ce qui aurait échappé à une modélisation avec anticipations rationnelles.
La modélisation de l’apprentissage permet ainsi d’aﬃner l’analyse nor-
mative des règles de politique monétaire. Cet aﬃnement est possible, car les
anticipations par apprentissage concernent un espace plus large que les anti-
cipations rationnelles. En eﬀet, les anticipations par apprentissage peuvent
être interprétées comme une généralisation du concept des anticipations ra-
tionnelles. Au lieu de se limiter à l’analyse ponctuelle de l’équilibre en an-
ticipations rationnelles, la méthode d’Evans & Honkapohja (2001) rend ac-
cessible l’étude du comportement de l’économie au voisinage de cet équilibre
en s’appuyant sur des dynamiques d’apprentissage. Un nouveau critère, la
stabilité par rapport à l’apprentissage, complète celui de la détermination
utilisé dans les modèles à anticipations rationnelles.
La généralisation des représentations de l’apprentissage pourrait consti-
tuer une prolongation intéressante de la littérature existante : la modélisa-
tion de l’apprentissage de la production naturelle et du modèle subjectif pré-




Dans le modèle de Clarida et al. (1999), le taux d’intérêt nominal it est
exprimé en déviation par rapport au taux valable à l’état stationnaire istat :
it ≡ ic
t − istat, avec ic
t le taux nominal courant. L’écart de production est
déﬁni par xt ≡ zt−zn
t , avec zt le logarithme de la production courante et zn
t
le logarithme du niveau de production naturel. L’inﬂation πt est exprimée
en déviation par rapport à son niveau associé à l’état stationnaire πstat :
πt ≡ πc
t − πstat avec πc
t l’inﬂation courante.
Annexe B
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Le modèle est maintenant exprimé sous la forme standard de Blanchard
& Kahn (1980) avec deux variables prédéterminées (xL
t et πL
t ) et deux va-
riables non prédéterminées (xt et πt). On peut donc mobiliser la méthode
de Blanchard & Kahn (1980) pour prouver la proposition 1.
On prend les espérances conditionnelles à It des membres gauche et
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34La matrice J est construite de la manière suivante : les ¯ n valeurs propres de
J1 se situent toutes à l’intérieur du cercle unitaire, les ¯ m valeurs propres de
J2 se situent toutes à l’extérieur du cercle unitaire. C22 est supposé de rang
complet.
En utilisant A = C−1JC et en multipliant les membres gauche et droite



















Les ¯ n premières lignes de (31) donnent le système
Etwt+i+1 = J1Etwt+i + (C11K1 + C12K2)Etνt+i, (32)
qui est stable, car ν est un processus autorégressif stationnaire et les valeurs
propres de J1 se situent à l’intérieur du cercle unitaire. En revanche, le
système
Etqt+i+1 = J2Etqt+i + (C21K1 + C22K2)Etνt+i (33)





2 (C21K1 + C22K2)Etνt+i. (34)
Comme seules les solutions stationnaires sont retenues, (34) détermine de
manière unique qt. Le caractère unique de la solution du modèle dépend
maintenant de l’unicité de wt.
wt doit vériﬁer (32), ainsi que deux conditions qui découlent du fait que















A la période t = 0, les 2 premières lignes de (35) donnent :
yL
0 = B11w0 + B12q0. (36)
L’intuition de (36) est que w0 est contrainte par les conditions initiales sur
yL




t+1 = B11(wt+1 − Etwt+1) + B12(qt+1 − Etqt+1). (37)
Or, yL
t+1 = yt ∈ It et donc yL
t+1 = EtyL
t+1. On trouve par conséquent la
relation :
0 = B11(wt+1 − Etwt+1) + B12(qt+1 − Etqt+1). (38)
35Si ¯ m = 2, i.e. si le nombre des valeurs propres de A à l’extérieur
du cercle unitaire est égal au nombre des variables non prédéter-




2 (C21K1 + C22K2)E0νi. Le vecteur de dimension 2 × 1
w0 est également déterminé de manière unique, car (36) est un système à
deux équations et à deux inconnues. En eﬀet, B11 et B12 sont des matrices
de dimension 2 × 2, q0 est unique et yL
0 est prédéterminé, i.e. donné en
t = 0 comme condition initiale. On a maintenant la solution unique pour
t = 0 : (w0,q0). A l’aide de la matrice C−1, on trouve la solution unique des
variables originales (yL
0 ,y0).




Or, en t = 0, on a déjà trouvé E0q1 par (33) et E0w1 par (32). Par consé-
quent, (38) détermine en t = 1 de manière unique w1. On a alors la solution
unique : (w1,q1) et (yL
1 ,y1). On obtient de cette manière les solutions pour
toutes les périodes t = 0,1,...,n.
Si ¯ m > 2, i.e. si le nombre des valeurs propres de A à l’extérieur
du cercle unitaire est supérieur au nombre des variables non pré-
déterminées, (36) est un système surdéterminé, qui n’a presque jamais de
solution. Prenons par exemple le cas où ¯ m = 3. Les éléments de (36) ont les
dimensions suivantes : yL
0 : (2 × 1), w0 : (1 × 1), q0 : (3 × 1), B11 : (2 × 1)
et B12 : (2 × 3). (36) est surdéterminé, car il s’agit d’un système à deux
équations et à une inconnue.
Si ¯ m < 2, i.e. si le nombre des valeurs propres de A à l’extérieur
du cercle unitaire est inférieur au nombre des variables non pré-
déterminées, (36) est un système sousdéterminé qui permet une inﬁnité de
solutions. Prenons le cas où ¯ m = 1. Les éléments de (36) ont les dimensions
suivantes : yL
0 : (2×1), w0 : (3×1), q0 : (1×1), B11 : (2×3) et B12 : (2×1).
(36) est sousdéterminé, car il s’agit d’un système à deux équations et à trois
inconnues.
Annexe C
En multipliant par Mj et en faisant la somme de j = 0 à j = k − 1,
l’équation (NMC’) devient :




Lorsque {yt} est un processus borné et lorsque les deux valeurs propres de
M se trouvent à l’intérieur du cercle unitaire, il s’ensuit que :
lim
k→∞
MkEtyt+k = 0. (40)









A l’aide de la méthode d’Evans & Honkapohja (2001, chapitres 6 et 10),
on peut montrer que le comportement dynamique d’un modèle déﬁni par
(NMC*), (LMP) et l’algorithme des moindres carrés récursifs (10) - (11) est
correctement approché par l’équation diﬀérentielle (EDA). A cet eﬀet, on
montre d’abord qu’il est possible d’écrire le modèle sous la forme d’algo-
rithmes stochastiques récursifs (ci-après algorithmes récursifs). Le modèle
en question donne la loi réelle :
yt = M[I + bt]at + [Mb2
t + N]yt−1 + (M[btct + ctF] + P)νt, (LMR)
L’application (15) permet de trouver une expression alternative de la loi
réelle :
yt = T(ξt)Tzt (LMR’)
L’algorithme des moindre carrés récursifs s’appliquant aux paramètres esti-
més peut être mobilisé comme suit : on utilise l’équation (LMR’) valable à la
période t−1, on eﬀectue le changement de variable St = Rt+1 et on substitue
εT
t dans l’équation (10) par yT
t−1 − zT
t−1ξt−1. Ces modiﬁcations permettent
de trouver, à partir de (10) - (11), le nouveau système récursif :
ξt = ξt−1 + t−1S−1
t zt−1zT
t−1 [T(ξt−1) − ξt−1] (42)
















Les équations (42) et (43) peuvent être synthétisées par une seule équation
en diﬀérences premières :
θt = θt−1 + γtH(θt−1,Zt) + γ2
t $t(θt−1,Zt) (44)
avec γt = t−1 , θt = vec(ξt,St), vec l’opérateur qui transforme la matrice





t−1) le vecteur des















sont deux fonctions qui interviennent
dans l’actualisation du vecteur θ. On rappelle que zt est le vecteur des ré-




37L’équation (44) précise comment les estimations évoluent sous l’impact
de l’apprentissage, elle peut par conséquent être interprétée comme règle
d’apprentissage.
La dynamique des variables d’état Zt peut être résumée par l’équation







0 0 0 0 0
Ta(at,bt) Tb(bt) Tc(bt,ct)F 0 0
0 I 0 0 0
0 0 0 F 0
































, Ta(at,bt) = M[I + bt]at, Tb(bt) = Mb2
t + N
et Tc(bt,ct) = M[btct + ctF] + P.
Le système formé par la règle d’apprentissage (44) et par la dynamique
des variables d’état (45) correspond à la forme générale des algorithmes ré-
cursifs appliquée au modèle canonique. Les propriétés de l’algorithme récur-
sif (44) - (45) sont a priori diﬃciles à étudier dans la mesure où il s’agit d’un
système non-linéaire, stochastique et changeant au cours du temps (Evans
& Honkapohja 2001, p. 126). L’analyse des propriétés de convergence locale
de ce type d’algorithmes récursifs peut être facilitée par l’utilisation d’une
équation diﬀérentielle ordinaire associée. Sous certaines conditions peu res-
trictives, on peut procéder alors de la manière suivante. On réécrit (44) :
4θt
4t
= t−1H(θt−1,Zt) + t−2$t(θt−1,Zt) (46)
équivalent à
4θt = t−1H(θt−1,Zt) × 4t + t−2$t(θt−1,Zt) × 4t. (47)
On déﬁnit ensuite le temps "artiﬁciel" τ(t) = ln(t) (Sargent 1993, p. 41).26










On ﬁxe maintenant le vecteur des estimations (θt = ¯ θ). Le comportement
asymptotique de la moyenne de la fonction H(¯ θ, ¯ Zt) est donné par
h(¯ θ) = lim
t→∞
EH(¯ θ, ¯ Zt(¯ θ)). (49)
26La littérature sur l’apprentissage est étrangement opaque pour ce qui concerne la
présentation du temps artiﬁciel τ. Les seules déﬁnitions explicites se trouvent chez Sargent













Dans ce cas, on peut également approcher le terme H(θt−1,Zt) par h(¯ θ), car
θt ≈ θt−1 et les variations de Zt sont plus importantes que celles des θt−1
(Sargent 1993, p. 41). Finalement, on peut négliger le terme $t(·), car il est








Comme τ = ln(t) ⇔ eτ = t, on trouve
d¯ θτ
dτ




L’équation diﬀérentielle associée à (44) - (45) s’écrit donc :
d¯ θτ
dτ
= h(¯ θτ). (52)
Pour la suite du raisonnement, il est préférable de décomposer h(¯ θτ)
en une fonction hξ(¯ ξτ, ¯ Sτ) aﬀectant le vecteur ξ et une fonction hS(¯ ξτ, ¯ Sτ)
aﬀectant la matrice S. Appliqué au cas analysé ici, on obtient alors :




t−1[T(¯ ξτ) − ¯ ξτ] (53)
hS(¯ ξτ, ¯ Sτ) = lim
t→∞
E(ztzT
t − ¯ Sτ) (54)
avec h(¯ θτ) ≡ vec[hξ(¯ ξτ, ¯ Sτ),hS(¯ ξτ, ¯ Sτ)].
On déﬁnit la matrice Mz(¯ ξτ) de la manière suivante : Soit zt(¯ ξτ)T =
(1,yt(¯ ξτ)T,νT
t ) tel que yt(¯ ξτ) = T(¯ ξτ)Tzt(¯ ξτ) = Ta(¯ aτ,¯ bτ) + Tb(¯ b)yt−1(¯ ξτ) +
Tc(¯ bτ,¯ cτ)νt, avec yt(¯ ξτ) le processus stochastique des variables endogènes
que l’on pourrait observer si les agents avaient des estimations ﬁxes des
paramètrès : ¯ ξT = (¯ a,¯ b,¯ c). On déﬁnit
Mz(¯ ξτ) = lim
t→∞
Ezt(¯ ξτ)zt(¯ ξτ)T. (55)




τ Mz(¯ ξτ)[T(¯ ξτ) − ¯ ξτ] (56)
d¯ Sτ
dτ
= Mz(¯ ξτ) − ¯ Sτ. (57)
Les équations diﬀérentielles associées (56) - (57) décrivent la stabilité
sous apprentissage de l’équilibre rationnel fondamental ˇ ξ. Selon Evans &
27Pour assurer la cohérence interne des notations, les indices passent ici d’un système
basé sur le temps t à un système basé sur le temps artiﬁciel τ. En eﬀet, on a t = e
τ et
donc θt = θeτ. On peut sans ambiguïté utiliser la notation allégée θτ dans la mesure où
la relation τ = ln(t) est bĳective sur l’intervalle [1,+∞].
39Honkapohja (2001), l’équilibre ˇ ξ est stable, si, pour un équilibre initial ξ1
élément du voisinage de ˇ ξ , ξt est élément de ce voisinage pour tout t.
Pour des observations initiales des régresseurs z1 = (1,y0,g1,u1)T, on




t−i. L’application de la
loi forte des grands nombre au processus ztzT
t montre que ¯ Sτ converge vers
Mz(¯ ξτ), ce qui donne limτ→∞(Mz(¯ ξτ) − ¯ Sτ) = 0 et, lorsque la matrice ¯ Sτ
est inversible, limτ→∞ ¯ S−1
τ Mz(¯ ξτ) = I. Le comportement du système (56) -
(57) est par conséquent entièrement déterminé par l’équation diﬀérentielle :
d¯ ξτ
dτ
= T(¯ ξτ) − ¯ ξτ. (58)
(58) est équivalente à (EDA), car ¯ ξT
τ = (¯ aτ,¯ bτ,¯ cτ).
Annexe E
On cherche les conditions de stabilité par rapport à l’apprentissage éco-
nométrique de l’équilibre fondamental (ˇ a,ˇ b,ˇ c). Dans le cas général (N 6= 0),
on étudie la stabilité de cet équilibre sous l’équation diﬀérentielle (EDA).
On mobilise ici une expression alternative de (EDA) qui est basée sur la
décomposition de T :
d
dτ
(¯ aτ,¯ bτ,¯ cτ) = (Ta(¯ aτ,¯ bτ) − ¯ aτ,Tb(¯ bτ) −¯ bτ,Tc(¯ bτ,¯ cτ) − ¯ cτ). (59)
Une condition nécessaire pour l’A-stabilité de l’équilibre fondamental (ˇ a,ˇ b,ˇ c)
est que toutes les valeurs propres des trois matrices Jacobiennes
DTa = M(I +ˇ b) (60)
DTb = ˇ bT ⊗ M + I ⊗ Mˇ b (61)
DTc = FT ⊗ M + I ⊗ Mˇ b (62)
ont des parties réelles inférieures à 1. Une condition suﬃsante pour l’A-
instabilité de (ˇ a,ˇ b,ˇ c) est que au moins une valeur propre de ces trois ma-
trices Jacobiennes a une partie réelle supérieure à 1. (cf. Evans & Honka-
pohja (2001, p. 245), Evans & Honkapohja (2004) et Hirsch & Smale (1974,
sections 9.1 - 92, p. 181 et p. 187)).
Dans le cas particulier où N = 0, l’équation diﬀérentielle associée s’écrit :
d
dτ
(¯ aτ,¯ cτ) = (Ta(¯ aτ) − ¯ aτ,Tc(¯ cτ) − ¯ cτ). (63)
L’équilibre fondamental (ˇ a,ˇ c) est A-stable lorsque les valeurs propres des
deux matrices Jacobiennes
DTa = M (64)
40DTc = FT ⊗ M (65)
ont des parties réelles inférieures à 1 (Evans & Honkapohja 2004). Ceci est
le cas lorsque les parties réelles des valeurs propres de M sont inférieures à
1, car on sait que µ ≤ 1 et ρ ≤ 1.
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