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RÉSUMÉ 
La crise financière de 2007 a mis en évidence l'interrelation entre secteur financier 
et l'économie réelle. Notre mémoire s'est attelé, d 'une part à construire un indicateur 
capable d'apprécier le lien entre le secteur bancaire américain et l'économie réelle. Il en 
résulte que seules les petites et les moyennes banques sont toujours attachées au secteur 
réel avec respectivement 76 % et 7 4 % de leur crédit qui sont alloués aux agents non 
financiers de l'économie. En revanche, concernant les grandes banques, on mesure une 
baisse de notre indicateur de connexion qui passe de 76% en 1995 à 56% en 2012. Ce 
qui implique que les grandes banques sont plus orientées vers le secteur financier. 
D'autre part , notre mémoire a aussi entrepris d'analyser la corrélation qui pour-
rait exister entre le degré de connexion que les banques ont avec la sphère réelle de 
l'économie et leurs performances. Notre analyse s'étend de 1995 à 2012. Nous relevons 
une corrélation négative entre le degré de connexion que les banques ont avec la sphère 
réelle de l'économie et leurs performances, lorsqu'on considère l'échant illon 1995-2007. 
Par contre, quand on ajoute à l'échantillon la période de la crise financière, on constate 
plutôt une corrélation positive entre cette connexion et les performances des banques. 
Cela nous amène à l'évidence indirecte qu 'il pourrait exister une corrélation négative 
entre la connexion et les performances entre 1995 et 2007 mais inversement après la 
dépression de 2007. Ainsi, avant la crise de 2007, de bonnes performances sont associées 
à un faible degré de connexion à cause des subprimes qui incitent les banques à se tour-
ner vers le secteur financier. Cependant , pendant cette crise, de bonnes performances 
vont de paire avec un haut degré de connexion à cause de la crise qui sévit sur les 
marchés et qui amène les banques à revenir à leurs activités traditionnelles. 
Mots clés : Secteur financier , secteur réel, performance, connexion. 
INTRODUCTION 
Notre étude émerge de deux principaux contextes. Premièrement , l'économie mondiale 
semble se remettre lentement des conséquences de la crise des « subprimes» aux États-
Unis, en été 2007. Cette crise, dont le choc s'est propagé rapidement à travers l'économie 
mondiale, résulte en partie des innovations financières et les déréglementations opérées 
depuis les années 1980. Compte tenu de l'importante part de responsabilité des banques 
dans la crise de 2007 , il apparaît nécessaire de remettre au centre des discussions le 
rôle des banques . C'est dans cette logique que plusieurs acteurs de la vie économique 
prônent un service plus intense des banques au profit du secteur réel : 
« For the future, the financial system should serve the real economy, improve the real 
economy access to finance and prevent over speculation and virtual bubbles.» (À l'ave-
nir , le système financier devrait servir l'économie réelle, améliorer l'économie réelle, 
l'accès aux finances et prévenir la spéculation excessive et les bulles virtuelles) 1. 
« The financial system should serve the real economy, not the over way around. » (Le 
système financier devrait servir l'économie réelle et non l'inverse.) 2 . 
La première question à élucider est donc de savoir si les banques sont toujours au ser-
vice de l'économie réelle, le rôle premier des banques étant d'emprunter pour ensuite 
prêter aux agents non financiers. Il devient donc indispensable de mettre en place un 
out il capable de sonder le lien ou « la connexion» entre les banques et les ménages, 
les gouvernements et les entreprises non financières. Barattieri , Eden et Stevanovic 
(2013) construisent un indicateur de connexion agrégé et soulignent ensuite un déclin 
1. Wen J iabao, Premier ministre ch inois, Global T imes, 7 janvier 2012 
2. Mario Draghi , Président de la Banque centrale européenne, les défis de la compétitivité , Paris, 
13 mars 201 2 
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de cet indicateur de 27 % entre 1952 et 2010. Ils expliquent ce résultat par l'impor-
tance grandissante des acteurs financiers relativement déconnectés de la sphère réelle. Il 
convient d 'ajouter qu'il s'agit là, d 'une connexion agrégée, c'est-à-dire du système finan-
cier dans son ensemble. Cependant , notre mémoire s'attèlera à l'aide de micro-données, 
à apprécier la connexion entre la sphère réelle de l'économie et le secteur bancaire aux 
États-unis. 
Le deuxième fondement qui donne naissance à notre mémoire est l'étude de Brastow et 
al (2012) qui analysent la relative bonne santé de certaines banques communautaires 
aux États-unis après la crise de 2007-2008. Pour ce faire, ils mènent un sondage auprès 
des principaux gestionnaires de ces institutions sur bon nombre de questions, mais 
plus précisément , relatives à leurs stratégies et leurs politiques de crédit . Il en résulte 
que les banques qui ont mieux fait pendant cette crise semblent bien comprendre le 
comportement de leurs clients et leurs marchés locaux. Donc, les banques ayant mieux 
performé pendant la crise ont des liens étroits avec leurs clientèles sont intimement 
connectées au secteur réel. L'intensité des liens entre les banques et le secteur non 
financier pourrait donc être appréhendée comme un indicateur pertinent permettant 
d'expliquer la performance des banques. Le niveau de connexion pourrait s'ajouter à la 
liste des indicateurs de performance des banques, dont divers études font mention dans 
la littérature. Un des baromètres qui apparaît le plus souvent dans la littérature est le 
niveau d 'endettement , dans la mesure où, la relative rigidité de leurs capitaux propres, 
même en situation de boom, pousse les banques à faire appel à d'autres sources de 
financement pour stimuler leurs activités 3 . 
Ainsi, notre étude en se concentrant uniquement sur le secteur bancaire américain 
s'attèlera à, d'une part, mesurer le degré de connexion entre les banques et la sphère 
réelle de l'économie. À ce jour, il n 'existe aucun instrument capable de quantifier l'in-
teraction entre ces deux ensembles. Ainsi , afin de conduire notre analyse nous utilise-
rons des microdonnées. Il s'agit précisément de données issues des bilans des banques 
3. Hahm, Shin et Shin , 2012 
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américaines. Cette banque de données présente un large éventail de possibles manières de 
construite une mesure capable d 'apprécier le lien entre le secteur financier et l'économie 
réelle. Notre indicateur de connexion construit à partir des actifs des banques, mesure 
la fraction des crédits que les banques accordent aux ménages, aux entreprises non fi-
nancières et aux gouvernements. Il résulte de notre analyse que les grandes banques 
sont de moins en moins connectées au secteur réel de l'économie. En effet , on enregistre 
que la fraction des crédits consentie par les grandes banques à la sphère réelle est passé 
de 76% en 1995 à 56% en 2012. Cependant, les petites et les moyennes banques sont 
d'abord beaucoup plus connectées au secteur réel, mais ont aussi un niveau de connexion 
beaucoup plus stable sur notre période d 'étude. Nous relevons qu'en moyenne 76 % des 
crédits accordés par les petites banques sont destinés au secteur réel, tandis qu 'il en est 
de 7 4 % pour les banques de taille moyenne. 
D'autre part, notre recherche, se servant de la méthode des moments généralisés en 
différence (Arellano et Bond, 1991) et en système (Blundell et Bond, 1998) , s'applique 
à débattre de la corrélation entre la performance des banques, le niveau de connexion, 
et l'endettement des banques (l'effet de levier). 
La principale conclusion à laquelle nous arrivons est que, lorsqu'on considère l'échantillon 
1995-2007, nous soulignons une corrélation négative entre le degré de connexion que 
les banques ont avec la sphère réelle de l'économie et leurs performances. Par contre, 
quand on ajoute à l'échantillon la période de la crise financière, on constate plutôt 
une corrélation positive entre cette connexion et les performances des banques. Cela 
nous amène à l'évidence indirecte qu 'il pourrait exister une corrélation négative entre la 
connexion et les performances entre 1995 et 2007 mais inversement après la dépression 
de 2007. Ce lien pourrait être justifié par les juteux subprimes qui titrisés, ont amené 
les banques à être beaucoup plus actives sur les marchés financiers avant le début de la 
crise des subprimes, d 'où le lien négatif entre ces variables. Cependant, durant la crise, 
les marchés financiers caractérisés par beaucoup d 'instabilité et un manque de confiance 
entre les acteurs, poussent les banques à se tourner vers des produits beaucoup plus sûrs. 
On pourrait donc penser que pendant la crise les banques sont revenues à leurs activités 
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régaliennes, justifiant ainsi la corrélation positive entre leur performance et leur degré 
de connexion. 
Le reste de notre papier est structuré de la façon suivante. Le prochain chapitre s'attèlera 
à présenter une brève revue de littérature. Ensuite, le chapitre 2 exposera les données et 
les statistiques descriptives relatives aux variables. Dans le chapitre 3, nous présenterons 
notre méthodologie. Nos résultats seront annoncés dans un quatrième chapitre. Pour 
terminer , nous proposerons une conclusion, dans notre dernier chapitre. 
CHAPITRE I 
REVUE DE LITTERATURE 
Notre étude s'articule autour de quatre différentes thématiques, dans la revue de littérature. 
1.1 L 'évolution du secteur financier 
Notre mémoire repose sur la littérature relative à l'évolution du secteur financier mais 
aussi à son efficience. Greenwood et Scharfstein (2012) relèvent une hausse significative 
de la contribution des services financiers au PIB qui passe de 4,9 % en 1980 à hauteur 
de 7,9 % en 2007. Ils expliquent ensuite cette hausse des revenus assuj ettie à l'industrie 
financière par deux facteurs. Le premier , étant la gestion des actifs, du fait que la valeur 
des actifs ainsi que les frais associés à leur gestion augmentent approximativement au 
même taux. Deuxièmement, cette croissance pourrait s 'expliquer selon les auteurs , par 
l'augmentation des crédits accordés aux ménages, plus précisément à travers les frais liés 
au refinancement et aux prêts hypothécaires. Phillippon (2012) développe tme mesure 
de l'efficience des intermédiaires financiers aux États-Unis lors des 130 dernières années. 
En effet , l'écar t entre le taux d'intérêt emprunteur et le taux d 'intérêt préteur représente 
bien le coût des intermédiaires financiers . Il relève ensuite que ce coût, chiffré à 2 %a 
augmenté depuis les trente dernières années. 
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1.2 Analyse des relations entre firmes financières et l'économie réelle 
Plus proche de notre objectif, notre étude s'inscrit également dans l'analyse des relations 
entre firmes financières et l'économie réelle développée dans la littérature. Brunnermeier , 
Dong et Palia (2012), quant à eux, montrent que les activités non traditionnelles (non-
core income) des banques sont étroitement liées au risque systémique. Hahm, Shin et 
Shin (2012) mettent en évidence le rôle du passif des banques constitué des emprunts 
contractés auprès d'autres institutions financières, comme indicateur de la vulnérabilité 
financière. Il pourrait exister une certaine complémentarité avec notre étude du fait 
que les auteurs orientent leur approche du point de vue passif, tandis que notre étude 
se concentre sur les actifs. Mésonnier et Stevanovic (2012) cherchent à mesurer les 
conséquences macroéconomiques de chocs affectant le levier du système bancaire. Tout 
en identifiant premièrement les chocs pouvant impacter le levier au niveau de grandes 
banques américaines, ils relèvent qu'un choc positif au ratio capital (une baisse du le-
vier) se traduit par une large contraction du PIB , de même que l'investissement et la 
consommation. Gilchrist, Yankov et Zakrajsek (2012) soulignent le pouvoir de prédiction 
des spreads de crédit pour l'activité économique. 
1.3 Le levier financier 
Notre étude fait référence à la notion de levier. En effet , Adrian et Shin (2010 et 2009) 
admettent que l'effet de levier est procyclique pour les banques d'investissement et acy-
clique pour les banques commerciales. De plus, une baisse du levier des intermédiaires 
financiers peut conduire à une crise de financement, mais plus spécifiquement à un ef-
fondrement des institutions qui financent leurs actifs illiquides en empruntant à court 
terme. L'effet de levier et la taille du bilan sont tous deux déterminés par le niveau 
de risque des actifs détenus par les intermédiaires financiers . En outre, Kalemli-Ozcan, 
Sorensen et Yesiltas (2011) soulignent une relation positive entre l'effet de levier et la 
taille de la banque, mais une relation négative entre le l'effet de levier et le profit de la 
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banque. Fabrizio et al (2010) , soulignent une relation non linéaire entre le levier et la 
productivité globale des facteurs. Un levier modéré peut stimuler la hausse de la pro-
ductivité totale des facteurs à travers notamment le financement de l'innovation ou de 
nouvelles capacités. Cependant, à partir d'un certain seuil, le levier représente un frein 
pour la performance. De plus , tout en utilisant le modèle de seuil (Hansen, 2000) , ils 
identifient un seuil ( 40 % des actifs) au-delà duquel une hausse du levier peut impacter 
défavorablement la hausse de la productivité globale des facteurs. 
1.4 Dét erminants de la performance des banques 
Cette section est liée à une quatrième et dernière thématique dans la littérature,à savoir 
les déterminants de la profitabilité des banques. Cette thématique met en évidence cer-
tains résultats contradictoires qui pourraient, bien évidemment, être dû à des facteurs 
intrinsèques, relatifs à l'espace d 'étude ou encore au niveau de sophistication du système 
bancaire. Deux principaux outils permettent de mesurer la rentabilité des banques. Il 
s'agit, de la rentabilité des actifs et de la rentabilité des capitaux propres. En outre, les 
déterminants de la performance des banques peuvent être divisés en deux classes : les 
déterminants internes et externes à la banque. 
1.4.1 Les déterminants internes 
Trois courants de pensées gouvernent l'impact de la taille sur la rentabilité. Premièrement, 
Abreu et Mendes (2002) et Athanasoglou, Delis et Staikouras (2006)qui étudient res-
pectivement l'Europe et l'Europe du sud-est présentent la taille comme un important 
déterminant de la profitabilité des banques. Ils trouvent que la taille impacte positive-
ment et significativement la rentabilité dans la mesure où la relation est linéaire, confir-
mant l'existence d'économie d'échelle. Ensuite, Micco, Pazinas et Yanez (2006) trouvent 
une relation négative entre la taille et la profitabilité pour les économies développées. 
Pour Stiroh et Rumble (2006), cela s'explique par le fait que les grandes banques ont 
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eu le temps d 'atteindre le niveau optimal de diversification de sorte que toutes augmen-
tations marginales n 'améliorent pas la performance. Par contre, les banques de petite 
et moyenne t aille, semblent avoir certaines occasions inexploitées d 'expansion. Enfin, 
Micco, Pazinas et Yanez (2006), Trujillo-Ponce (2012) , Athanasoglou, Brissimis et Stai-
kouras (2005) relèvent que la taille des banques en Grèce n'a aucun effet significatif sur 
la profitabilité. Une explication pourrait être que les banques de petite taille essaient 
habituellement de croître plus rapidement, même au détriment de leur rentabilité. Plus 
particulièrement , Dietrich et Wanzenried (2010) qui étudient le cas Suisse, postulent que 
du point de vue de la rentabilité des capitaux propres les grandes banques ne sont pas 
plus rentables que les petites, dû au fait que quelques banques tout en poursuivant un 
objectif de maximisation du profit des actionnaires ont diminué leur capitaux propres 
pour augmenter leur rentabilité financière. 
Le ratio capital est très souvent considéré comme un déterminant de la profitabilité 
des banques. Tout comme Yilmaz (2013) , Berger (1995) , Abreu et Mendes (2002) et 
Demirguç-Kunt et Huizingua (1999) soulignent une relation positive entre la rentabilité 
économique et le ratio capitaux propres sur les actifs, ce qui indique que les banques 
les mieux capitalisées sont moins exposées à une faillite, ce ci réduit le coût de capital. 
Athanasoglou, Brissimis et Staikouras (2005) ajoutent qu 'une banque qui dispose d 'im-
portants capitaux est capable de poursuivre de manière plus efficiente ses opportunités 
d 'affaire et dispose aussi de plus de flexibilité dans le traitement des problèmes issus des 
pertes inattendues, et donc accroit sa profi tabilité. 
Au regard du risque de liquidité, qui est déterminé par le ratio prêts sur actifs, Molyneux 
et Thornton (1992) t rouvent une relation négative entre la profitabilité de la banque 
et le ratio de liquidité dans la mesure où la détention de liquidité peut être considérée 
comme un coût. Tandis que Bourke (1988) détecte une relation posit ive entre le ratio de 
liquidité et la performance des banques. Cependant, Athanasoglou, Delis et Staikouras 
(2006) soulignent une relation posit ive mais pas significative, et cela pourrait relever 
d 'un manque de liquidité dans le system bancaire qui n 'at teint pas les standards de 
liquidité des économies industrialisées. 
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Le risque de crédit est mesuré à l'aide du ratio provisions sur les prêts sur le montant 
total des prêts. À cet effet , Miller et Noulas (2007), Dietrich et Wanzenried (2010) et 
Yilmaz (2013) postulent que le risque de crédit impacte négativement la profitabilité de 
la banque. En effet , une forte exposition au risque de crédit implique une baisse de la 
profitabilité. 
1.4.2 Les déterminants externes 
Plusieurs études ont été menées afin de déterminer les liens qui pourraient exister entre 
les performances des banques et certaines variables macroéconomiques . Ainsi, Abreu et 
Mendes (2002) , Demirgüç-Kunt et Huizinga (1999) , Schwaiger et Liebig (2008), Yilmaz 
(2013) montrent une relation positive entre le PIB et les performances des banques. La 
croissance du PIB est donc clairement associée à d 'importants rendements, confirmant 
qu'un environnement macroéconomique favorable s'associe à de meilleures performances. 
A leur avis, les retombées d 'une hausse de la richesse nationale sont palpables dans toute 
l'activité économique du pays, affectant positivement l'évolution du secteur bancaire. 
D'autres chercheurs comme Molyneux et Thornton (1992), Bourke(1988) et Athana-
soglou, Delis et Staikouras (2006) se sont attelé à présenter l'impact de l'inflation sur 
la rentabilité des banques. Et ils trouvent qu'une hausse de l'inflation va de pair avec 
des rendements accrus. Abreu et Mendes (2002) et Yilmaz (2013), justifient cela par le 
fait que l'inflation augmente les coûts de l'entreprise mais aussi les revenus. Cependant, 
il semble que les revenus augmentent plus vite que les coûts . Quant à Trujillo-Ponce 
(2012) et Athanasoglou, Brissimis et Staikouras (2005) , cela est probablement causé par 
la capacité des banques à ajuster les taux d'intérêt de manière appropriée pour atteindre 
plus de bénéfices lorsqu'elles anticipent une hausse de l'inflation. 
Par ailleurs, Abreu et Mendes (2002) étudient l'impact d 'une hausse du taux d 'intérêt 
réel de court terme sur la profitabilité de la banque. Ils trouvent une corrélation positive 
qui pourrait résulter de la capacité de la banque à augmenter rapidement ses taux 
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auxquels elle prête. Par contre, Trujillo-Ponce (2012) déterminent une relation négative 
entre ces deux variables. Cette relation inverse peut être provoquée par un décalage 
dans le temps, c'est-à-dire la période où les banques répercutent les variations des taux 
d'intérêt sur les clients, les changements se déroulent plus rapidement sur le plan du 
financement que sur le côté de prêts. Par conséquent, les marges nettes d'intérêt de la 
banque augmentent dans le cas d'une chute des taux d'intérêt et diminuent en situation 
de remontée des taux. 
La prochaine section présentera avec beaucoup plus de détails, nos données, ainsi les 
statistiques descriptives relatives à toutes nos variables d'intérêt. 
CHAPITRE II 
DESCRIPTION DES DONNÉES ET STATISTIQUES DESCRIPTIVES 
Afin de conduire notre analyse, nous nous sommes basés sur des microdonnées . Il 
s'agit précisément des bilans de plusieurs banques commerciales américaines recueillis 
par la Réserve fédérale américaine. Nous favorisons l'usage des bilans consolidés parce 
qu'ils présentent avec beaucoup plus de détails l'actif et le passif des banques . Cette 
présentation méticuleuse des banques nous permettra de construire nos indicateurs que 
nous présenterons par la suite de diverses manières, dépendamment de la disponibilité 
des données . Notre base de données couvre la période allant de 1995 à 2012, soit 17 
années , englobant l'éclatement de la bulle internet et de la bulle immobilière. Notre 
base de données finale comprend 3716 banques. 
Pour obtenir la base de données que nous utiliserons pour les régressions, nous avons 
éliminé des observations aberrantes relatives à certaines variables que nous définirons 
par la suite sur la base des critères suivants : 
Nous laissons tomber les observations ayant des valeurs négatives d'actifs et de capitaux 
propres. Nous éliminons les observations pour lesquelles le taux de croissance des actifs 
est supérieur à 300% ou inférieur à- 300 %. De la même manière, nous supprimons les 
observations où le levier (ratio entre les actifs et les capitaux propres) est supérieur à 
400 , dans la mesure où nous considérons qu'il s'agit d'observations mal reportées. 
Enfin, nous classons nos banques en trois différentes catégories en fonction du mon-
tant de leurs actifs , afin de relever toutes différences de comportement correspondant 
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à chaque cat égorie de banque. Ainsi, nous identifions : Les grandes banques comme, 
celles ayant des actifs moyens supérieurs à 50 milliards de $US, selon la Réserve fédérale 
américaine 1. Les moyennes banques avec des actifs en moyenne compris entre 50 mil-
liards et 5 milliards $US. Les petites banques détenant des actifs qui sont en moyenne 
inférieurs à 5 milliards de $US. 
Les tableaux A.1 et A.2 présentent brièvement certaines caractéristiques des banques 
respectivement entre 1995 et 2012 et pendant la crise financière. On note que le système 
bancaire est doté d 'un niveau moyen d 'actifs d 'un peu plus de 7 milliards $US entre 1995 
et 2012, à un taux moyen de croissance de 0.023 %. Cependant , on souligne également 
que nos trois classes de banques ont des variations d 'actifs qui sont en moyenne très 
proches, qui sont respectivement de 0,029 %, 0,028 % et 0,023 % pour les grandes, 
moyennes, et les petites banques. Par contre, pendant la crise le taux de croissance des 
actifs du système bancaire dans son ensemble était de 0,01 % avec un niveau moyen 
d'actifs de 441 milliards. Les grandes banques et les petites ont enregistré un taux de 
croissance moyen des actifs de 0,014 % tandis qu'il est de 0,008 % pour les moyennes 
banques . 
On pourrait aussi ajouter que des banques comme Farmers bancorp inc, Peoples financial 
services corp sont catégorisées parmis les 25 premiers percentiles des petites banques 
car elles ont des actifs moyens inérieurs à 551 millions de $US. Des banques comme 
Blue valley ban corp ou encore Security state bank holding company appartiennent à 
la médiane des petites banques puisse qu 'elles possèdent des actifs moyens avoisinant 
567 millions $US. Enfin des banques telles que National penn bancshares inc et Charter 
bankshares inc appartiennent aux 10 derniers percentiles des petites banques car elles 
ont des actifs en moyenne supérieurs à 1 milliards 300 million $US. En ce qui concerne 
les banques de tailles moyenne, nous notons que des banques comme Trust company 
of georgia et Banc one texas corporation composent les 25 premiers percentiles car 
elles ont des actifs moyens inférieurs à 12 milliards $US. Les banques médianes comme 
1. http://www .federalreserve . gov/bankinforeg/bcreg20130819a1 . pdf 
---- ---------------------------
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Mbna corporation ont des actifs moyens proches de 14 milliards $US. Par cont re,les 
banques composant les 10 dermiers percentiles, comme Baybakns inc ont des actifs 
moyens supérieurs à 18 milliards $US. pour terminer les 25 premiers percentiles des 
grandes banques ont des actifs inférieurs à grandes 140 milliards $US, la médiane est 
composé des banques comme J.p morgan chase co avec des actifs moyens appriximant 
245 milliards $US. Les 10 derniers percentiles , les banques les plus importantes de 
cette catégories, telles que Citigroup inc ou Wells fargo company ont des actifs moyens 
supérieurs à 451 milliards $US. 
Dans les sous-sections qui suivent , nous aurons à présenter nos indicateurs de per-
formance, notre indicateur de risque, l'effet de levier , et enfin, notre indicateur de 
connexion. 
2.1 Les mesures de performance 
2.1.1 La rentabilité des actifs 
La rentabilité des actifs (ou encore rentabilité économique) mesure le rapport entre le 
résultat de l'exercice et les actifs utilisés pour l'obtenir. Il s'agit d 'un raisonnement en 
terme de rendement qui retranscrit l'efficacité opérationnelle que l'entreprise exprime 
dans la valorisation de ses actifs 2 . On peut donc la mesurer en formulant plusieurs 
ratios, cependant non allons uniquement considérer le ratio suivant : 
RO Ait = R esultatit 
Acti f totalit (2.1) 
La figure 2.1 retranscrit l'évolution de la rentabilité économique des banques entre 1995 
et 2012. Nous pouvons souligner qu 'avant la crise des subprimes la rentabilité des actifs 
a légèrement augmenté pour ensuite chuter à partir du quatrième trimestre de 2007. 
Cela ne reflète que les effets de la crise des subprimes, qui se traduisent par une crise 
2. Cohen, 2001 
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du crédit et de solvabilité. 
La figure 2.2 révèle que les grandes banques ont enregistré des pertes moins importantes, 
pendant la crise financière, comparées aux petites et aux moyennes banques . 
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Figure 2.2 Rentabilité des actifs par 
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La ligne verticale en pointi llé indique le debut de la crise financière de 2007. 
2. 1. 2 La rentabilité des capit aux propres 
La rentabilité des capitaux propres (ou rentabilité financière) reflète un aspect plus 
spécialisé des performances puisqu'elle les aborde du point de vue des actionnaires. Elle 
met en évidence le ratio entre le résultat global de l'exercice qui revient aux actionnaires 
et le montant des capitaux propres, investis dans la banque 3 . Il se présente sous la forme 
suivante : 
Resultatit ROEit = -------
Capitaux propresit 
(2.2) 
La figure 2.3 représente l'évolution de la rentabilité financière de 1995 à 2012 , où la 
ligne en pointillé retrace ses variations en moyenne arithmétique et la ligne pleine ses 
variations en moyenne pondérée. 
3. Cohen, 2001 
---·----- ---------~~~~~~~~~~~~~~~~- ~~~~~~--, 
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Avant la crise de 2007 , la rentabilité financière des banques est relativement stable. 
Par contre après la crise financière, le système bancaire dans son ensemble enregistre 
dégradation de sa rentabilité financière. Mais ces pertes sont beaucoup plus importantes 
lorsqu 'il s'agit des petites et des grandes banques . Les banques de taille moyenne font 
beaucoup mieux en matière de rent abilité financière. (Voir figure 2.4) 
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La ligne vert icale en point illé indique le debut de la crise fin ancière de 2007. 
2.2 Mesure des actifs risqués 
Afin de mesurer la qualité des prêts accordés par les banques, nous utilisons le rat io 
créances douteuses nettes sur les prêts. Ce rat io traduit le niveau d 'exposition de la 
banque au risque de solvabilité de sa clientèle. Il correspond au rapport entre les provi-
sions nettes (c'est-à-dire, la différence entre les créances douteuses et les recouvrements 
effectués sur ses dettes) et le montant total des prêts . Il se présente donc sous la forme : 
N GOit = Créances douteuses nettesit 
Prêt it 
(2.3) 
La figure 2.5 reflète l'évolut ion de ce ratio ent re 1995 et 201 2. Il apparaît clairement que 
les banques sont beaucoup plus exposées au risque de solvabilité de leur clientèle après 
~~~~~~~~~~~~~~~~~~--~-----
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2007. Encore mieux, la figure 2.6 met en évidence une relation posit ive entre la taille 
des banques et la qualité des credits qu'elles accordent. 
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Figure 2.5 Ratio créances nettes dou-
teuses sur les prêts du syst ème bancaire 
1996q1 2000q1 2004q1 
Temps 
2008q1 
·· ·· ··· ·· Petites banques - -- Moyennes banques 
-- Grandes banques 
2012q1 
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La ligne vert icale en pointillé indique le debut de la crise fi nancière de 2007. 
Ainsi, les banques de grandes tailles sont soumises à un niveau de risque plus élevé que 
les moyennes et les petit es banques. 
En somme, la détérioration de ses différents indicateurs de performance souligne la gra-
vité de la crise des subprimes de 2007. La crise des subprimes, crise financière la plus 
sévère qui ait frappé les marchés boursiers depuis celle de 1929, est partie du marché 
immobilier pour se propager à travers l'économie mondiale. En effet, les subprimes qui 
sont des crédits immobiliers à taux variables étaient jugés risqués. Compte tenu du 
fait qu 'ils étaient accordés à des ménages dont la solvabilité était douteuse, mais tout 
aussi rent ables tant que le cours de l'immobilier américain continuait d 'augmenter. De 
nombreux ménages américains furent séduits par ces crédits à long terme qui leur per-
mettaient d'accéder à un logement assez aisément. Les agences de notation ont conféré 
à ces crédits la meilleure note ( « AAA» ), garantissant que le risque était quasi nul, ce 
qui provoque l'enthousiasme de nombreuses inst itutions financières à (« titriser» ) ces 
créances. La t itrisation consiste à t ransformer des crédits distribués par une banque en 
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titres de créances (obligations) qu'un investisseur peut acheter et vendre à tout mo-
ment 4 . Cette titrisation va créer ainsi une effervescence sur les marchés boursiers pour 
ces t itres illusoirement très juteux. C'est donc ce qui explique la hausse de la rentabi-
lité financière des banques entre 1995 et 2007. Cependant , ces titres restent rentables 
jusqu 'à ce que la bulle spéculative éclate. Alors, les titres s'effondrent entrainant ainsi 
la dégradation de la rentabilité économique et financière des banques. 
2.3 Effet de levier 
Le levier financier ou multiplicateur de fonds propres est égal au rapport des actifs aux 
capitaux propres : 
LEV ERAG Eit = Acti f Sit 
C apitaux propreSit 
(2.4) 
Il indique combien d 'unités d 'actifs rémunérateurs peuvent générer chaque unité de ca-
pitaux propres détenue par la banque. Pour financer ses actifs, la banque a recours 
à l'endettement lorsqu'elle ne dispose pas suffisamment de fonds propres , soit en re-
cueillant des dépôts dans le public, soit en empruntant auprès d 'autres institutions 
financières, soit en émettant des instruments de dette à court t erme ou à long terme 
(obligations subordonnées) . Ce ratio est moins utilisé en dehors des États-unis, car il ne 
met pas en relief, les risques associés aux actifs et il ignore les engagements hors bilan. 
Une banque doit afficher un ratio de levier financier inférieur ou égal à 25 unités d 'actifs 
pour une unité de fonds propres, pour être considérée comme correctement capitalisée 5 . 
Le tableau A.1 retranscrit certaines caractéristiques du système bancaire américain entre 
1995 et 2012. En portant beaucoup plus d'attention au levier financier du système ban-
caire dans son ensemble, on note qu'il a en moyenne un niveau de levier de 12.36. Même 
4. http://fr.wikimemoires . com/2011/05/definition- caracteristiques-titrisation-du-/ 
/credit- subprime/ 
5. Mishkin, 2010, p.345 
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pendant la crise financière les banques ont maintenu en moyenne un niveau de levier 
relativement stable, 13.93, ce qui signifie qu 'elles ont toujours été bien capitalisées même 
pendant cette période. En effet , les dégâts de cette crise auraient été plus importants si 
les banques n'avaient pas été suffisament dotées de capitaux propres. 
Les figures 2.7 et 2.8 montrent respectivement les variations du levier du système ban-
caire dans son ensemble et par catégorie de banques sur notre période d 'étude. 
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La moyenne pondérée du levier augmente à part ir de 2004, pour atteindre un niveau re-
cord de 33 au troisième trimestre 2008. On pourrait en déduire que les grandes banques 
étaient moins bien capitalisées au pic de la crise des subprimes . De la figure 2.8, nous 
pouvons souligner que l'effet de levier des grandes banques est relativement stable avant 
le troisième trimestre de 2004. À partir de 2005 , le levier augmente rapidement jus-
qu 'au troisième trimestre de 2008, date à partir de laquelle le levier chute rapidement 
jusqu'en 2012. Ce graphique nous confirme certains résultats mentionnés dans la lit-
terature. Premièrement , nous pouvons noter qu 'il existe une relation positive entre le 
levier et la taille de la banque. Les grandes banques ont un levier plus élevé que les 
moyennes et petites banques comme le soulignent Kalemli-Ozcan, Sorensen et Yesiltas 
(2011). Deuxièmement, ce graphique confirme les résultats d 'Adrian et Shin (2007) pour 
qui le levier a un caractère procyclique : il augmente en sit uation de boom économique, 
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mais décroit en situation de crise. 
2.4 La mesure de la connexion 
·Notre mesure de la connexion entre le secteur financier et la sphère réelle représente 
conceptuellement, la part des crédits accordés par les banques au secteur non financier. 
Il s'agit en autre, des ménages, des firmes non financières, et des gouvernements. Cette 
mesure est donnée par : 
C . _ Crédit réelit onnextt - C 'd . b 
re zt anqueit 
(2.5) 
Où Crédit Banque représente le montant total de crédit accordé par la banque i, au 
temps t , t andis que Crédits réels regroupe les prêts accordés par la banque i, au temps 
t au secteur non financier. Avec plus de dét ails, le numérateur de l'indicateur a été 
construit en considérant le montant total des prêts auquel nous avons déduit les prêts 
accordés aux institutions financières et de dépôts américaines et étrangères, les prêts 
accordés pour l'acquisition de titres et auquel nous avons ajouté les bons du Trésor 
américain. Le dénominateur quant à lui , a été constitué à partir du montant total des 
prêts auquel nous avons ajouté les actifs détenus jusqu 'à maturité. Le tableau 2.1 fait 
une présentation beaucoup plus approfondie de la construction de notre indicateur. 
La figure 2.9 retrace l'évolution de notre indicateur de connexion en moyenne arithmétique 
et pondérée, dont le poids est dét erminé par les actifs. Nous pouvons noter que la 
moyenne pondérée de notre indicateur décline considérablement entre 1995 et 2012. Ce 
qui laisse présager que les banques ayant beaucoup plus de poids sont moins connectées 
au secteur non financier. Mieux encore, la figure 2.10 qui t raduit une esquisse de la 
moyenne arithmétique des niveaux de connexion par groupe de banques, révèle que 
premièrement les petites et moyennes banques sont d 'abord, intensément connectées 
au secteur réel, mais ont aussi, un niveau de connexion plus stable sur notre période 
20 
Tableau 2.1 Composantes de l'indicateur de connexion 
1 Sigle 1 Définitions 
BHCK2122 Montant total des prêts 
BHCK1292 Prêts aux banques et autres institutions de dépôts américaines 
BHCK1296 Prêts aux banques étrangères 
BHCKJ454 Prêts aux institutions financières 
BHCK1545 Prêts pour l'achat et la détention de titres 
BHCK3531 Les bons du trésor américain 
BHCK0211 Bon du trésor , court historique 
BHCK1287 Bon du trésor , valeur de marché 
BHCK1754 Total des actifs détenus jusqu'à maturité 
BHCK1773 Total des actifs destinés à la vente 
BHCK3545 Total des actifs transigés 
CONNEXION=[BHCK2122-BHCK1292-BHCK1296 
-BHCKJ454-BHCK1545+BHCK3531+BHCK0211+BHCK1287] 
j[BHCK2122+BHCK1754+BHCK1773+BHCK3545] 
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d 'analyse. À l 'opposé les grandes banques ont un niveau de connexion plus faible que 
les autres banques, et en plus qui décroit. 
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Le tableau A.3 , qui expose le niveau moyen de connexion de nos trois catégories des 
banques relève que, les petites et les moyennes banques ont des niveaux de connexion 
moyens relativement proche, qui sont respectivement 76% et 74%. En revanche, les 
grandes banques ont en moyenne un niveau de connexion de 68%. C'est à ce t itre que 
des banques comme Goldman Sachs ou Barclays , principales actrices dans la crise des 
subprimes ont respectivement 11 % et 24 % de leurs crédits qui sont accordés au secteur 
réel (Voir tableau A.4). 
2.5 Corrélation entre niveau de connexion des banques, effet de levier et la 
taille des banques 
Dans cette section nous aurons à analyser la corrélation qui pourrait exister entre le 
niveau de connexion, l'effet de levier et la taille des banques. Les tableaux A.5 , A.6 et 
A.7 soumettent les différents résultats obtenus pour les différentes catégories de banques. 
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On pourrait souligner une corrélation positive entre le niveau de connexion et l'effet de 
levier pour les petites banques. Par contre, cette corrélation tend à être négative pour 
les moyennes et les grandes banques. 
Afin de mieux percevoir ce résulta t, nous avons schématisé le bilan des banques et ces 
composantes, l'actif et le passif, sous cette forme : 
D 
À l'actif de la banque on a des prêts au secteur réel (SR) et des prêts au secteur 
financier (SF) . Le Passif de la banque comprend sa dette (D) et ses capitaux propres 
( C) . Cependant , il est nécessaire d 'ajouter que Hahm, Shin et Shin (2012) suggèrent 
que les capitaux propres bougent très lentement. 
Les situations (a) et (b) pourraient décrire respectivement les réactions des grandes 
(et moyennes) et petites banques suite à une augmentation du levier , c'est-à-dire, une 
hausse de la dette. 
Pour les petites banques, une progression du levier implique une augmentation de la 
23 
tranche de crédit qu'elles allouent aux agents non financiers. Tandis que les grandes et 
moyennes banques ont plutôt un penchant beaucoup plus spéculatif. En effet, contrai-
rement aux petites, les grandes banques augmentent plutôt la fraction des prêts qu'elles 
consentent au secteur financier. Il semblerait que les petites banques tendent à plus 
diversifier le risque, alors que les grandes et moyennes banques ont une atti tude plus 
spéculative. 
En somme, à ce stade de notre analyse, nous pouvons tirer quelques conclusions : 
Les grandes banques tendent à être de moins en moins connectées au secteur réel 
de l'économie. Cependant, les petites et les moyennes banques sont beaucoup plus 
connectées au secteur non financier et qui ont de surcroît, un niveau de connexion 
stable entre 1995 et 2012. Les grandes banques sont les plus rentables du point de vue 
économique, mais sont plus exposées au risque rattaché à la solvabilité de leur clientèle. 
Les grandes et les moyennes banques ont un comportement plus spéculatif, contraire-
ment aux petites et aux moyennes banques. 
Le chapitre deux ayant décrit nos variables d 'intérêt , nous poursuivons notre étude avec 
le chapitre trois qui présentera le modèle que nous utiliserons : la méthode des moments 
généralisés en différence ou en déviation orthogonale et en système. 
CHAPITRE III 
LA MÉTHODE DES MOMENTS GÉNÉRALISÉS EN DIFFÉRENCE OU EN 
DÉVIATION ORTHOGONALE ET EN SYSTÈME. 
Dans les modèles simples de panels dynamiques, les variables instrumentales et la 
méthode des moments généralisés sont t rès souvent utilisées. En effet , l 'estimateur de 
la méthode des moments généralisés est consistent , c'est-à-dire sous des conditions ap-
propriées, il converge en probabilité lorsque la taille de l'échantillon est infinie (Hansen, 
1982). Toutefois, comme les doubles moindres carrés, il est en général biaisé parce qu 'en 
échantillon fini , les instruments sont très souvent corrélées avec la composante endogène 
des variables instrumentales. Par conséquent, la méthode des moments généralisés en 
différence (Arellano et Bond, 1991) et en système (Blundell et Bond ,1998) permettent de 
corriger cette lacune. Ainsi la popularité grandissante de ces estimateurs pourrait s'expli-
quer par plusieurs raisons, qui sont entre autres, leur relative flexibilité à s'accommoder 
aux panels non équilibrés et leur capacité à traiter des problèmes de modélisation im-
portants notamment l'effet fixe et l'endogéneite des regresseurs, évitant ainsi tout biais 
des panels dynamiques (Nickell, 1981) 1 . 
Les estimateurs GMM en différence et en système, clairement présentés dans l'article 
de Roodman (2009) et Bond (2002) ont été construits pour l'analyse des panels dyna-
miques 2 . Ces estimateurs ont été élaborés pour les situations suivantes : 
1. Roodman, 2009 
2. Cette présentation reprend celle de Roodman (2007, 2009) 
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1. Un court horizon temporel et un échantillon de grande taille, 
2. une relation linéaire fonctionnelle, 
3. des processus dynamiques avec les réalisations de la variable expliquée qui dépendent 
de ces réalisations antérieures , 
4. les variables indépendantes ne sont pas exogènes, elles sont corrélées avec les 
réalisations passées ou contemporaines des termes d'erreur , 
5. la présence d'effet fixe individuel, 
6. l'existence d 'hétéroscédasticité ou d 'autocorrélation entre les individus mais pas à 
travers chaque individu. 
Enfin les estimateurs GMM en système et en différence supposent que les bons esti-
mateurs disponibles sont internes et basés sur les ret ards des variables indépendantes. 
Cependant, ils admettent également l'ajout d'instruments externes. Le model général 
se présente sous la forme suivante : 
Yit = a yi ,t- 1 + X~tf3 + éit (3.1) 
(3.2) 
(3.3) 
Où i représente chaque individu et t le temps. X représente le vecteur de variables de 
contrôle, pouvant inclure des variables explicatives ret ardées mais aussi d 'autres retards 
de y. Le terme d'erreur possède deux composants orthogonaux, l'effet fixe /-lit et le choc 
idiosyncratique v it . Le panel est de dimension N x T et les individus peuvent ne pas 
avoir le même nombre d 'observations. 
L'équation (3.1) pourrait être réécrite en soustrayant Yi,t-1 de chaque côté. On obtient : 
(3.4) 
Kiviet (1995), postule que la meilleure manière de corriger les biais des panels dyna-
miques est d 'utiliser les moindres carrées avec variables instrumentales (LSDV). Bien 
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que cette approche procure de meilleurs résultats sur les données équilibrées, elle s'ac-
commode moins bien aux données non équilibrées et ne résoud pas le problème d'en-
dogénéité. Afin de purger l'effet fixe, Arellano et Bond (1991) suggèrent une transfor-
mation en différence première, d 'où l'appellation « GMM en différence» . En appliquant 
cette transformation à l'équation (3.1) on obtient : 
(3.5) 
Cependant , l'endogénéité pourrait persister même si l'effet fixe a été purgé, étant donné 
que la variable dépendante retardée est toujours endogène, du fait que !J.yit = Yi,t-1 -
Yi,t-2 , soit t oujours corrélé à Vit t ravers !J.vit = Vit - vi,t-1· Aussi, les variables dans X 
ne sont pas strictement exogènes,car elles peuvent être corrélées à vi,t-1. Excepté que, 
contrairement à la transformation en déviation en moyenne, des profonds retards des 
régresseurs restent orthogonaux au terme d 'erreur et sont donc valides domme instru-
ments. 
Notons que les GMM en différence ont une faiblesse : celle d 'amplifier le nombre d 'ob-
servations manquantes pour les panels non équilibrés. Par exemple, si Yit est manquant, 
alors !J. yit et 6.yi,t+1 le seront également dans la base de données transformée. Ce han-
dicap motive une nouvelle transformation appelée « déviation orthogonale» (Arellano et 
Bover, 1995) . En effet , au lieu de procéder à une différence entre l'observation contempo-
raine et passée, cette transformation préconise une différence entre l'observation contem-
poraine et la moyenne de toutes les observations futures de la variable. Peu importe le 
nombre d 'observations manquantes, cette approche permet une transformation pour 
toutes les observations, exceptée la dernière, minimisant ainsi les pertes de données. 
Soit Wt la variable, la transformation se présente sous la forme suivante : 
1 1 "" 
wi,t+1 = Cit(wit- T L.. wit), 
û s>t 
(3.6) 
Où Tit représente le nombre de chaque observations. Le scalaire Cit, qui est j;{fi;, 
permet de maintenir la propriété selon laquelle Wit n'est pas identiquement distribué, 
malgré qu 'il ne soit pas indépendamment distribué. 
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De plus, les « GMM en système» améliorent les instruments GMM du type en « différence 
» ou en « déviation orthogonale » , estimant simultanément les équations en différence 
(ou déviation orthogonale) et en niveau, les deux équations utilisant des instruments 
différents ( Arellano et Bover, 1995) . 
L'intérêt central ici est l'ensemble des instruments internes utilisés, construits à par-
tir des observations passées des variables explicatives. En effet les doubles moindres 
carrés font un compromis entre le nombre de retards utilisés pour générer les instru-
ments internes et la taille de l'échantillon. Par exemple, si Yi,t-2 instrumente Yi,t - 1 , 
tel que développé par Anderson et Hsiao (1982) , les observations de la période 2 seront 
supprimées de l'échantillon du fait que les instruments sont indisponibles . 
Les instruments standards ~es estimateurs GMM en différence / déviation orthogonale 
présentés par Holtz-Eakin, Newey and Rosen (HENR)(1988), évitent l'arbitrage entre 
le nombre de retards des instruments et la taille de l'échantillon. Par exemple, pour 
instrumenter 6..yi3 , une variable basée sur le deuxième retard de y est utilisée, il prend 
la valeur de Yil pour la période 3 et 0 pour toutes les autres périodes. De la même 
manière, 6..yi4, est instrumenté par deux variables additionnelles basées sur Yi l et Yi2 i. 
qui sont 0 en dehors de la 4ème période. On obtient donc une matrice d'instruments 
clairsemée qui est de la forme : 
0 0 0 0 0 0 
Yil 0 0 0 0 0 
0 Yi2 Yi l 0 0 0 
0 0 0 Yi3 Yi2 Y il 
Ici, la première rangée correspond à la deuxième période parce que les différentes va-
riables ne sont pas observées en période 1. Cette matrice correspond à la famille des 
d. . d (T-2)(T-l) con Itwns es moments 2 . 
E(Yi,t-If::léit) = 0, t 2 3, t 2 2. (3.7) 
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De manière similaire, les groupes d'instruments de X qui sont créés, sont potentiellement 
endogènes, du moins, en première différence. Cependant l'on est libre d 'ajouter des 
instruments externes dans la forme éclatée de HENR. 
La mise en œuvre des GMM en système se fait à l'aide des données construites à par-
tir des données d 'origines, en niveau et en différence ou en déviation orthogonale. Les 
instruments de HENR spécifiques aux équations en différence ou en déviation ortho-
gonale sont affectés d 'un zéro pour les équations en niveau, tandis que les nouveaux 
instruments sont ajoutés pour les équations en niveau et sont zéro pour les données 
différenciées . En particulier , lorsque les variables différenciées en niveau instrumentent 
l'équation différenciée, les différences ou en déviations orthogonales ret ardées instru-
mentent maintenant celles en niveau. L'hypothèse sous-jacente de ces nouveaux instru-
ments en niveau est que les changements passées de y (ou d 'autres variables instru-
mentales) ne sont pas corrélées aux erreurs contemporaines en niveau, incluant l'effet 
fixe. Ainsi, on peut une fois de plus construire l'ensemble des instruments de HENR, 
instrumentés différemment de y , pour chaque période avec tous les retards disponibles 
à cette période tel que représenté dans (3.1). Cependant, la plupart des conditions des 
moments associées sont mathématiquement redondants avec les instruments de HENR 
pour l'équation en différence (Blundel et Bond, 1998; Roodman, 2009). Il en résulte 
donc qu'un seul retard est généralement utilisé pour chaque période, et variable instru-
mentale. Par exemple pour instrumenter y l 'ensemble des instruments devrait ressembler 
à la matrice suivante : 
0 0 0 
6.yi2 0 0 
0 6.yi3 0 
0 0 6.yi4 
Les lignes étant les équations en niveau. Ceci correspond à la condit ion des moments : 
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E(6.Yi,t - 1Eit ) = 0, t > 3 (3.8) 
Pour terminer, il convient de noter que par défaut , l'exécution du modèle des GMM en 
différence et / ou en système sous STATA s'accompagne de trois tests additionnels : Le 
test de Sargan, les tests AR( 1) et AR( 2) 3 . 
Le test de Sargan est un test de validité des instruments. Il postule comme hypothèse 
nulle que les instruments en tant que groupe sont exogènes. Pour cet te raison, il est 
préférable que la p-value soit la plus élevée. Pour une estimation robuste, STATA reporte 
la statistique de Hansen qui a la même hypothèse nulle, celle de non-endogénéité. 
Le test d'autocorrélation d ' Arellano et Bond qui a l'hypothèse nulle de d 'absence d 'au-
tocorrélation, s'applique aux résidus différenciés. Le test AR(l) appliqué aux premières 
différences rejette très souvent l'hypothèse nulle puisse que i::lEit = Eit- Ei,t-1 , f::l t:i,t- 1 = 
Ei,t- 1 - Ei,t -2 ont Eit comme composante. 
Le test AR(2) en première différence est plus important dans la mesure où, il détectera 
la présence d'autocorrélation en niveau. 
3. Mileva, 2007 
CHAPITRE IV 
LES RESULTATS 
4. 1 Présentation des équations 
Dans cette partie nous présenterons les équations que nous aurons à estimer, ainsi 
que nos résultats en utilisant la méthode des moments généralisées en différence et en 
système. 
Les équations que nous aurons à estimer se présentent comme suit : 
Avec i=1,2, ... ,N qui fait référence à la ième banque à la période t= 1,2, ... ,T. Les va-
riables à gauche de chaque équation représentent nos indicateurs de performance des 
banques : la rentabilité des actifs (ROA) et la rentabilité des capitaux propres (ROE). 
Les variables de droite comprennent premièrement nos indicateurs de performance re-
tardés d'une periode qui visent à apprécier la persistance des performances des banques 
et l'indicateur de connexion, qui pour rappel, mesure la part des crédits accordés par 
les banques au secteur réel (CONN). Ensuite, I NT regroupe tous nos indicateurs in-
ternes à la banque c'est à dire : l'effet de levier (LEV), ensuite, l'indicateur de risque 
encouru par les banques (le ratio de créances nettes douteuses sur les prêts, NGO), et 
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enfin, la taille de la banque (Taill e) qui est mesurée en linéarisant le montant total ses 
actifs 1 . Pour terminer afin d'evaluer l'impact de l'activité économique sur la rentabilité 
(économique et financière) des banques, nous ajoutons un deuxième vecteur EXT, qui 
contient des variables macroéconomiques : le produit intérieur brut (PI B) et le taux 
directeur de la Réserve fédérale américaine ( F F). Mais aussi, le VI X, qui mesure la 
volatilité des marchés financiers sur la base du SP500 2 et les bons du Trésor à trois mois 
(T B3M S) qui sont des titres de créances à court terme soutenus par le gouvernement 
des États-Unis avec une échéance de moins d'un an. Ces bons du Trésor sont souvent 
utilisés comme des actifs quasi-liquides par les entreprises. De faibles taux signifient 
que les entreprises en détiennent plus (prix et taux étant inversement liés) 3 . Eit et E:t 
représentent le terme d'erreur. 
Il s'agira donc, par la suite d ' étayer l' impact du niveau de connexion des banques, des 
déterminants internes et externes sur la profitabilité des banques. 
4.2 Résultats 
Nous résultats sont organisés dans les tableaux A.9, A.10, A.ll et A.12. La première co-
lonne (1) traite uniquement de la relation qui pourrait exister entre le degré de connexion 
des banques et leurs performances. À la colonne (2) , nous ajoutons ensuite les indicateurs 
de performance internes à la banque. Les deux colonnes, les colonnes 3 et 4, relatent 
les résultats obtenus après avoir greffé les indicateurs macroéconomiques à la liste des 
regresseurs. 
Afin de capter le comportement des banques avant et pendant la crise des subprimes, 
nous avons effectué les régressions sur deux périodes : 1995-2007 et 1995-2012. L'im-
1. Abreu et Mendes,2002 
2. http://www.andlil.com/definition-du-vix-156460.html 
3. http://ycharts.com/glossary/terms/3_month_treasury_bill_rate 
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possibilité à étudier la période 2007-2012 est due au fait que l'estimation demande 
l'utilisation de retards, l'échantillon 2007-2012 étant donc trop petit. On peut donc 
considérer évidence de type indirect en comparant les résultats des échantillons 1995-
2007 et 1995-2012. 
Indicateur de performance retardée d 'une période : 
Premièrement , nous pouvons relever une forte persistance de la rentabilité des actifs 
d'une période à une autre. En effet la performance des banques de la période t - 1, 
impacte positivement et fortement celle de la période t . 
Connexion: 
L'aspect au cœur de notre recherche est l'impact du niveau de connexion sur les perfor-
mances des banques. On relève que l'impact du niveau de connexion sur les performances 
des banques dépend pour beaucoup de la période, c'est à dire, avant ou après la crise 
financière. En effet, avant la crise financière de 2007, on note une relation négative 
entre le niveau de connexion des banques et leurs performances. Ainsi, au vu de nos 
résultats, il apparaît que les banques les moins connectées sont beaucoup plus rentables 
économiquement dans la période antérieure à la crise de 2007. Dans les prémices de 
la crise financière , face aux gains liés aux subprimes, les banques ont titrisé les actifs 
dits « toxiques». Ainsi, cette relation négative entre le niveau de connexion des banques 
et leur performance pourrait s'expliquer par l'intense activité des banques les moins 
connectées (les grandes banques, voir chap2) sur les marchés financiers, sans négliger 
leur comportement spéculatif. 
Cependant, on note un changement dans la relation entre le niveau de connexion et la 
performance des banques pendant la crise financière. En effet, durant cette période, on 
note une corrélation positive entre la connexion des banques et leurs rentabilités. Les 
banques les plus connectées sont beaucoup plus profitables. On pourrait donc conclure 
qu' entre 2007 et 2012, les banques qui ont mieux fait pendant la crise financière sont 
celles qui sont beaucoup plus en relation avec le secteur réel. Ces résultats concordent 
donc avec ceux obtenus par Brastow et al (2012) , pour qui, les banques qui ont mieux 
fait pendant la crise sont celles qui connaissent mieux les besoins de leur clientèle et 
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adoptent des stratégies pas du tout ou moins risquées. À cela, nous pourrions ajou-
ter que cette relation négative entre le niveau de connexion et les profi ts des banques 
résulterait du fait que pendant la crise financière, le secteur financier ayant accusé 
des pertes beaucoup plus importantes que le secteur réel, les banques vont rapidement 
retournées à leur activité traditionnelle, qui est celle de prêter aux agents non financiers. 
Effet de levier : 
Le levier ne semble pas être un indicateur pertinent de la rentabilité économique des 
banques . Comme on peut constater , au vue des tables A. 9, A.lO , le coefficient de l'ef-
fet levier n 'est pas significatif. Pourtant , en ce qui concerne la rentabilité financière, 
en considérant les tables A.ll et A.l2, avant la crise financière, on relève une relation 
positive entre le levier financier et la rentabilité des capitaux propres des banques. On 
remarque une relation inverse après la crise financière de 2007. Autrement dit , avant 
la dépression de 2007, le levier impacte positivement la profitabilité des banques, mais 
cet effet devient négatif à partir de 2008. En effet , la relation positive avant la crise 
pourrait s'expliquer par le fait qu ' avant la crise financière, les banques at t irées par les 
juteux subprimes vont augmenter leur levier (endettement), afin d ' acquérir des actifs 
« toxiques» , bénéficiant des rendements plus élevés . Par contre, la relation négative s' 
expliquerait par le scénario suivant. Pendant la crise financière, les banques ont épuisé 
une bonne partie de leurs capitaux propres. Les capitaux propres étant une source de 
financement , elles vont alors augmenter leur levier financier. Puisque la dépression de 
2007 a induit un fléchissement des capitaux propres des banques mais aussi de leur re-
venu et la rentabilité financière étant le ratio entre le résultat et les capitaux, on pourrait 
donc apercevoir aisément qu ' une hausse de levier financier est associée à une baisse de 
la rentabilité des capitaux propres des banques. 
Les créances nettes douteuses sur les prêts : 
Rappelons que le ratio créances douteuses nettes sur les prêts mesure la qualité des 
crédits de la banque. Ainsi, un ratio élevé est associé à une mauvaise qualité du crédit. 
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Au vu de nos résultats, nous constatons une relation négative entre ce ratio et les 
performances des banques . Cette relation n ' est pas significative avant la crise et par 
contre très forte et significative pendant le marasme financier de 2007. On pourrait donc 
conclure qu' une détérioration est associée à d ' importantes pertes pour les banques. 
Pour illustrer nos résultats, rien que pendant la première partie de 2008, les prêteurs 
ont exigé environ 21 milliards de dollars d ' emprunts faits sur de « mauvais» prêts , les 
emprunteurs étant incapables d ' honorer leurs engagements. Et cela se traduit, par d' 
importantes pertes avoisinant au moins 55 milliards de dollars de plus, tout au long de 
l' année et la moitié de l' année suivante 4 . 
La taille : 
Nos résultats suggèrent une relation négative entre la taille et les indicateurs de per-
formance. La taille a un impact négatif sur les performances des banques. Autrement 
dit , les banques de petite t aille ont mieux fait sur notre période d ' étude, comparée aux 
grandes banques. Ces résultats correspondent à ceux de Jonghe (2010), Micco, Pazinas 
et Yanez (2006), Stiroh et Rumble (2006) qui expliquent cette corrélation par l' exis-
tence de nombreuses difficultés de gestion pour les banques de grandes tailles. 
Les taux d ' intérêt directeurs et les bons du trésor à trois mois : 
Nous obtenons deux résultats divergents, particuliers, à chaque indicateur de perfor-
mance. Considérant la rentabilité des actifs, nos résultats montrent une relation négative 
avec les taux d'intérêt directeurs (et les bons du trésor à trois mois), c' est-à-dire qu' 
une hausse du taux d'intérêt réel de court terme se traduit par une baisse de la ren-
tabilité économique de l'institution. Par contre, cette relation s'inverse lorsqu'il s'agit 
de la rentabilité des capitaux propres, où nous trouvons une corrélation positive avec 
le taux d'intérêt directeur. Rappelons que la rentabilité des actifs est issue du ratio 
entre le résultat et les actifs de la banque. Ainsi, la relation négative entre la rentabilité 
4. http://www .agoravox.fr/actualites/economie/article/la-crise-nouvelle-est-arrivee-les-46644 
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économique et le taux d' intérêt pourrait être due au fait qu'une hausse du taux d ' 
intérêt directeur impacte négativement les résultats dans la mesure où elle induit une 
hausse du coùt de crédit gênant l'expansion de l'entreprise. Elle induit aussi une hausse 
des actifs de la banque, parce qu'en situation de hausse des taux d ' intérêt directeurs, la 
banque augmente ses actifs. Il en résulte au total une baisse de la rentabilité économique 
des banques suite à une hausse des taux d' intérêt directeurs. 
Par ailleurs, nos résultats mettent en exergue une relation positive entre la rentabilité 
financière et les taux d' intérêt directeurs. Ce résultat concorde avec ceux d' Abreu et 
Mendes (2002) pour qui cela découler de la capacité de la banque à répercuter cette 
hausse sur le taux auquel elle prête. 
Le PIE: 
Nos résultats indiquent que le PIB affecte différemment la rentabilité des actifs et la ren-
tabilité des capitaux propres. Nous obtenons ainsi une relation négative entre le PIB et 
la rentabilité des actifs entre 1995 et 2012. Par contre, pour cette même période, nous 
constatons que la croissance du PIB affecte positivement la rentabilité des capitaux 
propres, mais négativement entre 1995 et 2007. Tout d'abord, la corrélation positive 
entre le PIB et la rentabilité économique des banques s'expliquerait par le fait que 
suite à une hausse du PIB, on s'attendrait à une hausse du revenu des banques. Mais 
cette hausse serait beaucoup moins importante que la hausse de la valeur des actifs 
de la banque, dans la mesure où en situation de croissance économique, les banques 
bénéficient davantage d'opportunités d 'investissement et d 'espérance des gains qui aug-
mentent et de risques faibles . Ce qui impliquerait une baisse de la rentabilité économique 
des banques en période de croissance économique. 
Comme nous l' avons mentionné plus tôt, nos résultats soulignent que la croissance du 
PIB et la rentabilité des capitaux propres sont liées par une corrélation positive entre 
1995 et 2007, mais inversement entre 1995 et 2012. Nous tentons d' expliquer la relation 
positive entre le PIB et la rentabilité financière des banques par le scénario suivant : 
pendant la crise de 2007, le PIB a baissé, ce qui induit un recul du revenu des banques. 
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Ensuite, rappelons que cette crise a eu à ponctionner une bonne partie des capitaux 
propres des banques. Par ailleurs, la baisse des capitaux serait moindre que celle des 
revenus des banques . Ce qui se traduirait par une diminution de la rentabilité financière 
des banques suite à une baisse du PIB, pendant la crise. 
La volatilité : 
Au vu de nos résultats, une forte volatilité est associée à de mauvais résultats pour les 
banques . Si la volatilité augmente, alors cela indique que la nervosité sur les marchés 
croit et que les indicateurs s'exposent à une probable dégradation. Une volatilité à la 
hausse reflète la réticence grandissante des banques à être beaucoup plus actives sur les 
marchés financiers, ce qui va, par ricochet impacter leur profitabilité. 
CONCLUSION 
Nous avons souhaité par cette étude, apporter un complément à la littérature existante 
sur les activités et les performances des banques. 
Nous avons premièrement cherché à savoir si les banques sont toujours au service de 
l'économie réelle, c'est-à-dire les ménages, les entreprises non financières et les gouverne-
ments. Ce volet de notre étude est basé sur des microdonnés, précisément les bilans des 
banques. Nous arrivons à la conclusion selon laquelle, seules les petites et les moyennes 
banques son~ touj ours connectées au secteur réel. Il s 'avère, en effet , que les grandes 
banques tendent à être plus attirées par le secteur financier. 
Nous nous sommes intéressés par la suite à la corrélation qui pourrait exister entre le 
niveau de connexion et les performances des banques. Nous trouvons que la connexion 
des banques influence différemment leurs performances avant et après la crise de 2007. 
Avant la crise, il semblerait que les banques les moins connectées au secteur réel soient 
les plus performantes, et ce, à cause des titres issus des subprimes qui ont poussé les 
banques surtout les grandes, à être très actives sur les marchés financiers. Par contre, 
pendant la crise cette tendance s'est inversée. L'instabilité des cours, le manque de 
confiance, mais aussi les pertes importantes enregistrées par les banques ont suscité 
des attit udes moins speculatives et moins risquées chez ces dernières. Cette stratégie a 
favorisé le développement de produits destinés aux agents non financiers de l'économie. 
La base de notre étude fut uniquement le système bancaire américain. Il serait judi-
cieux de porter le même regard crit ique sur le système bancaire canadien. Ainsi, des 
études pourraient être menées sur la connexion ou la déconnexion qui caractérise le 
système bancaire canadien. Ces études pourraient également porter sur l'impact qu'a la 
connexion ou la déconnexion entre le système bancaire canadien et l'économie réelle sur 
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les performances des banques. En d 'autres termes, il serait pertinent d'appliquer cette 
étude au système canadien. 
APPENDICE A 
PRÉSENTATION DES STATISTIQUES DESCRIPITIVES DE NOS 
VARIABLES D'INTÉRÊT ET DES RÉSULTATS D'ESTIMATIONS 
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Tableau A .3 Niveau de connexion quelques grandes banques 
Observations Moyenne Ecart type Min Max 
Banque of america 72 .71 .092 .594 .933 
Goldman Sachs 16 .11 .020 .072 .138 
Barclays 24 .43 .057 .308 .533 
Deutsche Bank 48 .52 .177 .239 .789 
JP Morgan 23 .24 .032 .191 .291 
Morgan Stanley 16 .15 .062 .052 .243 
Citicorp 57 .55 .037 .484 .629 
BBVA Compass 21 .81 .023 .760 .843 
Bank of New-York 50 .68 .187 .255 .936 
Citizen Financial Group 57 .71 .061 .585 .792 
Tableau A .4 Niveau de connexion par catégorie de banque 
1 Observations 1 Moyenne 1 P25 1 P75 1 P95 1 
106833 .75 .68 .85 .94 
Grandes 2482 .68 .62 .81 .90 
· Moyennes 7098 .74 .67 .84 .93 
Petites 97253 .76 .68 .85 .95 
P25,P75 et P95 représentent respectivement les 25ème, 75ème et 95ème percentiles. 
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Tableau A .5 Corrélation entre le niveau de connexion,l'effet de levier et la taille, pour 
les petites banques 
Connexion 1 Levier 1 Taille 1 
Connexion 1 
Levier 0.0961 1 
(0.00) 
Taille 0.0197 0.0357 1 
(0.00) (0.00) 
Tableau A.6 Corrélation entre le niveau de connexion,l'effet de levier et la taille, pour 
les moyennes banques 
Connexion 1 Levier 1 Taille 1 
Connexion 1 
Levier -0.0837 1 
(0.00) 
Taille 0.1424 0.0320 1 
(0 .00) (0.0068) 
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Tableau A . 7 Corrélation entre le niveau de connexion,l'effet de levier et la taille, pour 
les grandes banques 
Connexion 1 Levier 1 Taille 1 
Connexion 1 
Levier -0.2979 1 
(0. 00) 
Taille -.3302 0.1401 1 
(0.00) (0.00) 
Tableau A.8 Récapitulatifdes résultats attendus des équations ( 4.1) et ( 4.2) 
De 1995 à 2007 De 1995 à 2012 
(Avant la crise) (Pendant la crise) 
Rentabilité( économique et financière) + + 
Connexion - + 
Levier - -
Créances douteuses nettes - -
Taille + + 
PIB + + 
Taux directteur - -
VIX - -
TB3MS + + 
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Tableau A.9 Résultat de l 'estimation de l' équation (4.1) entre 1995 et 2007 
(1) (2) (3) (4) 
ROAt- 1 0.10728 0.10213 0.06958 0.06958 
CONN -0.01832* -0.02354* -0.02679* -0.02679* 
LEV 0.00007 -0.00016 -0.00016 
NGO -0.09019 -0 .08207 -0.08207 
Taille -0 .00724 -0.00810 -0.00810 
PIB -0.00048 -0.00048 
FF 0.00018* 
VIX -0 .00047 -0.00046 
TB3MS 0.00020* 
1 Nobs 14450 14449 12141 12141 
P-sargan 0.000 0.000 0.000 0.000 
P-hansen 0.032 0.137 0.585 0.585 
P -ar1 0.028 0.011 0.027 0.027 
P -ar2 0.837 0.337 0.381 0.381 
***,**,* représentent respectivement les seuils de significativité à 0.1%, 1% et 5% . 
Note : Le test de Sargan rejette l'hypothèse nulle selon laquelle le groupe d 'instruments est exogène au seuil de 
1%. Par contre, le t est de Hansen l'accepte a u seuil de 1%. Le test AR(1) accepte l'hypothèse d'absence 
d'autocorrélation à 1% mais la rejette à 5%. Le test AR(2) accepte l'hypothèse d'absence d'autocorrélation à 
5%. On pourrait que nos instruments sont puissants. 
47 
Tableau A .lO Résultat de l'estimation de l' équation (4.1) entre 1995 et 2012 
(1) (2) (3) (4) 
ROAt-1 0.45129*** 0.13821 ** 0.10922* 0.10922* 
CONN 0.04235*** 0.01133 0.00696 0.00696 
LEV -0.00013* -0.00014 -0.00014 
NGO -0.33075* -0.33872* -0.33872* 
Taille -0.01930*** -0 .02494 *** -0.02494 *** 
PIB -0.00112* -0 .00117* 
FF -0.00154** 
V IX -0 .00123*** -0.00126*** 
TB3MS -0.00166** 
1 Nobs 19681 19680 17372 17372 
P-sargan 0.000 0.000 0.000 0.000 
P-hansen 0.000 0.000 0.000 0.000 
P-ar1 0.000 0.000 0.000 0.000 
P-ar2 0.004 0.232 0.397 0.397 
***,**,*représentent respectivement les seuils de sign ificativité à 0.1 %, 1% et 5%. 
Note: Le test de Sargan et celui de Hnasen rejettent l'hypot hèse nulle selon laquelle le groupe d'instruments est 
exogène au seuil de 1%. Le test AR(1) rejette l'hypotèse d'absence d 'autocorrelat ion des instruments au seuil 
de 1%. En revanche, le test AR(2) rejette l'hypothèse d'absence d 'autocorrélation au seuil de 1% pour (1) et 
l'accepte pour (2),(3) et (4). On conclue donc que nos instruments sont moins puissants. 
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Tableau A.ll Résultat de l'estimation de l' équation (4.2) entre 1995 et 2007 
(1) (2) (3) (4) 
ROEt-1 0.27928** 0.15652* 0.24662*** 0.24662*** 
C ONN -0.26167** -0.67868*** -0 .47866** -0.47866** 
LEV 0.01817* -0.00064 -0.00064 
NGO -1.02377 -0.12894 -0.12894 
Taille -0.25174** -0.20196* -0.20196* 
PIB -0.01325* -0.01328* 
FF 0.00308* 
V IX -0.01032* -0.01023* 
TB3MS 0.00334* 
1 Nobs 14450 14449 12141 12141 
P-sargan 0.273 0.912 0.000 0.000 
P-hansen 0.403 0.464 0.723 0.723 
P-ar1 0.000 0.000 0.030 0.030 
P-ar2 0.282 0.154 0.055 0.055 
***,**,*représentent respectivement les seuil de significat ivi té à 0.1%, 1% et 5%. 
Note: Le test de Sargan accepte l'hypothèse nu lle d'exogeneité des instruments pour les équat ions (1) et (2), 
ma is la rejette pour les équations (3) et (4). Le test de Hansen accepte cette même hypothèse nulle au seuil de 
5%. Le test AR(2) accepte l'hypothèse d'absence d'autocorrélation au seuil de 5% et le test AR(1) la rejette 
aussi à 5%. On conclut donc que nos instruments sont valides. 
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Tableau A.12 Résultat de l'estimation de l'équation (4.2) entre 1995 et 2012 
(1) (2) (3) (4) 
ROEt-1 0.48708* -0 .06738 -0.12594 -0.12594 
CONN 1.37749* 0.67206 0.67849 0.67849 
LEV -0.02492*** -0.02584 *** -0.02584 *** 
NGO -9.94108* -11.93781 * -11 .93781 * 
Taille 0.24207 0.27779 0.27779 
PIB 0.01654* 0.01756 
FF 0.04672 
VIX 0.00627 0.00687 
TB3MS 0.05528 
1 Nobs 19681 19680 17372 17372 
P-sargan 0.000 0.000 0.000 0.000 
P-hansen 0.248 0.004 0.035 0.035 
P-ar1 0.040 0.001 0.001 0.001 
P-ar2 0.157 0.922 0.272 0.272 
***,**,*représentent respectivement les seuils de sign ificat ivité à 0.1%, 1% et 5%. 
Note : Le test de Sargan rejette l'hypothèse nulle selon laque~le le groupe d'instruments est exogène. Le test de 
Hansen accepte l'hypothèse nulle d 'exogénéité de nos instruments pour (1),(3)et (4) a u seuil de 1%. Le test 
AR(2) accepte l'hypothèse de non autocorrélation, tandis que le test AR(1) la rejette au seu il de 5%. On 
pourrait attester de la validité de nos instruments. 
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