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Resumen
La creciente demanda de soporte tecnolo´gico para la asistencia a personas con necesidades especiales obliga a avanzar tecnolo´gi-
camente hacia sistemas ma´s eficientes y con ma´s prestaciones. En esta lı´nea, en este artı´culo se describen los avances en el desarrollo
de una plataforma que permite el control coordinado de diferentes agentes y otros elementos del entorno para conseguir un comporta-
miento auto´nomo en base a las necesidades o deseos del usuario. Para ello se estructura este entorno en base a la potencialidad de cada
agente y elemento del entorno, ası´ como del contexto dina´mico, para generar los adecuados planes de actuacio´n y la coordinacio´n en
su ejecucio´n. Copyright c© 2018 CEA.
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1. Introduccio´n
El aumento de la demanda de servicios asistenciales debido
al envejecimiento de la poblacio´n conllevara´ un de´ficit para sus-
tentar la cantidad de recursos humanos necesarios para este tipo
de servicios en el futuro. Con la finalidad de adaptar la socie-
dad a este feno´meno y mejorar dichos servicios, la tecnologı´a
asistencial se situ´a como una de las soluciones necesarias para
asegurar el bienestar de la poblacio´n. Dicha tecnologı´a facilita
diferentes servicios de asistencia en tareas de la vida diaria a
personas con discapacidad, aumentando su grado de autonomı´a
y autoestima. La tecnologı´a asistencial es muy variada, abar-
cando desde simples dispositivos que ayudan a comunicarse o
desplazarse, siendo ya una realidad, hasta dispositivos ma´s inte-
ligentes, como sistemas robo´ticos, que son capaces de percibir
ciertas condiciones de trabajo o entorno y adaptarse de forma
dina´mica a las necesidades del usuario. Se plantea pues la ne-
cesidad de avanzar hacia sistemas asistenciales inteligentes que
destaquen por tener un comportamiento autorregulado en fun-
cio´n de la informacio´n suministrada desde diferentes medios.
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Estos sistemas se diferencian en la forma de gestionar la in-
formacio´n percibida. Por un lado, se encuentran los sistemas
reactivos que responden a estı´mulos u o´rdenes de manera in-
mediata, y por otro, los sistemas deliberativos que realizan una
abstraccio´n de la informacio´n percibida y su razonamiento pa-
ra obtener un comportamiento adaptado a cada situacio´n. Estos
u´ltimos tienden a conseguir capacidades de actuacio´n semejan-
tes a las humanas. Estas propiedades son de gran intere´s en los
sistemas de asistencia ya que permiten aumentar su usabilidad
y eficiencia.
El Grupo GRINS (Grupo de Robo´tica Inteligente y Sistemas
de la UPC), tiene una larga trayectoria en el desarrollo de sis-
temas robo´ticos con capacidad de adaptarse a las necesidades
del usuario, ya sea en el control adaptativo de un exoesquele-
to (Rajasekaran et al., 2017), asistente de ayuda a la movilidad
(Ballesteros et al., 2017), al reconocimiento de gestos y activi-
dad del usuario para interpretar su voluntad o necesidades (Vi-
nagre et al., 2015; Aranda y Vinagre, 2016) y ası´ poder gene-
rar estrategias de actuacio´n del robot de forma proactiva, o a
la interaccio´n multirobot para operar cooperativamente (Vina-
gre et al., 2014). En el proyecto anterior, IPRES (Estrategias
de interaccio´n y cooperacio´n interpretativa persona-robot) jun-
to con el grupo de Bioingenieria de la UMH se avanzo´ en el
desarrollo de estrategias acomodativas (affordance), regulando
el comportamiento del robot a las necesidades del usuario. En el
proyecto AURORA (Estrategias distribuidas de control y coope-
racio´n persona-robot en entornos asistenciales) tambie´n en co-
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laboracio´n con el grupo de la UMH se pretende dar un paso ma´s
aportando un mayor nivel de coordinacio´n entre los diferentes
sistemas inteligentes que componen un entorno de asistencia o
rehabilitacio´n, en un contexto centrado en el usuario.
La creciente disponibilidad de diferentes dispositivos inte-
ligentes y robots en nuestros hogares hara´ que en un futuro
cercano formen parte de nuestro ecosistema de la vida diaria.
Para poder generar un ecosistema lo ma´s adaptable y u´til po-
sible, sera´ necesaria una correcta interconexio´n y coordinacio´n
de los mismos. Ante esta necesidad, en el proyecto AURORA
se plantea una mejora de los servicios asistenciales mediante el
desarrollo de metodologı´as que faciliten el poder combinar las
capacidades de diferentes tipos de dispositivos inteligentes. En
este artı´culo se describe una metodologı´a a trave´s del disen˜o de
una plataforma que permite efectuar esta coordinacio´n entre sis-
temas inteligentes y se expone un ejemplo de aplicacio´n en un
entorno dome´stico.
2. Entornos inteligentes
En la actualidad existen mu´ltiples entornos que pueden verse
beneficiados a trave´s de la incorporacio´n de aplicaciones inte-
ligentes formadas por la combinacio´n de diferentes tecnologı´as
tanto software como hardware. Un claro ejemplo de entornos
inteligentes lo encontramos en la Industria 4.0 cuyo objetivo es
un incremento de la automatizacio´n, la flexibilidad y la esca-
labilidad de los entornos industriales, tal y como se explica en
(Zezulka et al., 2016). En (Guerreiro et al., 2018) se identifi-
can las ventajas de este tipo de tecnologı´a para dotar a las com-
pan˜ı´as de la habilidad de adaptarse ra´pidamente a los cambios
de produccio´n y surge el concepto de reequipamiento inteligen-
te (smart retrofitting) como me´todo de implantacio´n progresiva
a la Industria 4.0.
Otras aplicaciones en proceso de cambio son las relaciona-
das con entornos quiru´rgicos, llamadas aplicaciones de Cirugı´a
4.0, que abanderan el progreso de la innovacio´n quiru´rgica des-
pue´s de la implantacio´n de las te´cnicas de cirugı´a mı´nimamente
invasivas. Uno de los objetivos de la Cirugı´a 4.0 es la digitalia-
cio´n de la cirugı´a que como se explica en (Maier-Hein et al.,
2017), sera´ unos de los aspectos fundamentales en la mejora
de los procedimientos quiru´rgicos del futuro. En este trabajo se
destaca la importancia en la colaboracio´n inteligente multidis-
ciplinar entre el personal, sistemas de asistencia y de procedi-
mientos auto´nomos en hospitales y salas de operaciones para el
soporte a la decisio´n en la cirugı´a, la asistencia contextual y el
entrenamiento quiru´rgico.
En la asistencia en la vida diaria nos encontramos los entor-
nos Salud 4.0. En este caso los esfuerzos se orientan a la im-
plantacio´n de servicios inteligentes para dar soporte a terapias
y a la vida diaria. En (Gonzalez-Usach et al., 2017) se presenta
el desarrollo de un sistema de co´digo abierto para generar un
entorno inteligente de asistencia a pacientes que necesitan cui-
dados especiales. El sistema llamado SAFE-ECH es capaz de
monitorizar el paciente a trave´s de diversos sensores, analizar
los datos obtenidos y gestionar acciones de manera inteligente
a trave´s de un procesador de eventos complejo.
Encontramos diferentes metodologı´as para generar entornos
inteligentes en todos los a´mbitos explicados anteriormente. Las
ma´s habituales son la implementacio´n de sistemas ciber-fı´sicos,
entornos multi-robot y por u´ltimo entornos heteroge´neos que
combinan los anteriores. A continuacio´n entramos en detalle en
cada uno de ellos.
2.1. Entornos ciber-fı´sicos
La gran mayorı´a de los entornos inteligentes se basan en sis-
temas compuestos de medios ciberne´ticos que procesan y modi-
fican informacio´n del espacio digital y por medio de dispositivos
fı´sicos, tales como sensores y actuadores, adquieren informa-
cio´n y actu´an sobre el entorno del mundo real. Son los llamados
sistemas ciber-fı´sicos (CPS) e integran tres partes fundamen-
tales: computacio´n, comunicacio´n y control fı´sico. Con ello se
consigue implantar entornos capaces de exhibir mu´ltiples mo-
dos de actuacio´n en funcio´n de un contexto creado a trave´s de
informacio´n digital o virtual y del mundo real.
Un tipo de entorno CPS es el llamado internet de las cosas
(IoT), donde se crea una conexio´n entre objetos del entorno y
las personas, procesando informacio´n en tiempo real. En (Dohr
et al., 2010) se presenta la implementacio´n de un entorno asis-
tido inteligente para personas mayores en sus hogares, para que
puedan tener una interaccio´n ma´s fluida con el entorno y sus
cuidadores.
A pesar de que los CPS permiten el desarrollo de un gran
abanico de servicios, usualmente esta´n muy orientados a la co-
nexio´n y comunicacio´n de dispositivos a trave´s de internet. En
la gran mayorı´a de plataformas basadas en IoT, la coordinacio´n
de los dispositivos para generar servicios es pre-programada, es-
tablecie´ndose vı´nculos entre las entradas y salidas para generar
unos determinados comportamientos.
2.2. Entornos multi-robot
En las u´ltimas de´cadas, los sistemas multi-robot (MRS) han
tenido un auge importante en proyectos de investigacio´n y han
sido aplicados con e´xito en muchos y diferentes dominios (Ya-
suda (2011)). Gracias a la especificidad y diversificacio´n de las
tareas, un MRS puede mejorar la efectividad de las mismas en
te´rminos de rendimiento y fiabilidad. Las soluciones propues-
tas a menudo implican heterogeneidad de los componentes del
sistema, lo que comporta complejas estrategias de coordinacio´n,
para explotar las caracterı´sticas de todos los componentes y para
obtener soluciones eficientes.
En este trabajo, se ha prestado especial atencio´n a MRS desa-
rrollados para operar en entornos dina´micos, donde la incerti-
dumbre y los cambios imprevistos pueden ocurrir debido a la
presencia de otros agentes externos (la presencia de personas
por ejemplo). Incluso considerando solo el subconjunto de MRS
en aplicaciones de Robo´tica Asistencial, es difı´cil identificar un
marco comu´n de comparacio´n para las soluciones te´cnicas pre-
sentadas hasta la fecha Das et al. (2015). Es un feno´meno comu´n
a otros dominios de aplicacio´n incluso ma´s fa´ciles de especifi-
car como se demuestra con los equipos de Robot-Soccer en las
pruebas de RoboCup, por ejemplo.
Un MRS no puede ser simplemente considerado como una
generalizacio´n del caso de un solo robot y los enfoques pro-
puestos necesitan ser precisamente caracterizados en te´rminos
de co´mo se establecen suposiciones sobre el entorno y co´mo se
organiza el sistema internamente (Farinelli et al. (2004)).
De hecho, la necesidad de hacer frente a la adquisicio´n de co-
nocimiento fiable sobre un entorno real, hace que la evaluacio´n
experimental de los MRS constituya un aspecto de cierta difi-
cultad. Las formas de cooperacio´n utilizadas en MRS necesitan
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tener en cuenta la incertidumbre e incompletitud derivadas de
las limitaciones y errores del procesamiento de la informacio´n
de los diferentes sensores.
Para sacar el ma´ximo partido de los robots individuales
en te´rminos de robustez, flexibilidad y eficiencia, e´stos deben
cooperar para llevar a cabo una misio´n comu´n. La complejidad
de los MRS y de los nuevos dominios de aplicacio´n requiere for-
mas de coordinacio´n cada vez ma´s sofisticadas. Entre los pro-
blemas tı´picos de los sistemas multi-robot, centramos nuestro
trabajo en el disen˜o de nuevos me´todos de asignacio´n de tareas,
seleccionando el mı´nimo nu´mero de robots ma´s adecuados para
realizar una determinada tarea. (Hernansanz et al. (2015)).
2.3. Entornos de sistemas heteroge´neos
La combinacio´n de sistemas ciber-fı´sicos y robo´ticos en un
mismo entorno generan un gran valor an˜adido. Por un lado, los
sistemas multi-robot se benefician del acceso a los recursos pro-
porcionados por un sistema CPS, tales como informacio´n del
entorno y del usuario. Esto permite que los robots tengan ma´s
informacio´n para elaborar sus procesos de decisio´n y ma´s ca-
pacidad de actuacio´n sobre el entorno. Por ejemplo, si el CPS
contiene un conjunto de ca´maras sobre la escena y un compo-
nente software que detecta objetos en la escena, el robot puede
obtener esta informacio´n para localizar un determinado objeto
que no encuentra localmente mediante su sistema de percep-
cio´n. O bien, si existe una accio´n donde sea necesario acceder
al interior de una nevera con abertura automa´tica, el robot puede
aprovechar este recurso para acceder al contenido de la misma
de una manera ma´s sencilla. Por otra parte, el sistema CPS se ve
beneficiado por los recursos proporcionados por el robot. Por
ejemplo, el sistema CPS puede an˜adir informacio´n no disponi-
ble mediante el acceso de acciones de exploracio´n del robot a
zonas inaccesibles por el CPS.
En el proceso de interrelacio´n de sistemas CPS y sistemas
robo´ticos existen diferentes aspectos a tener en cuenta: proto-
colo de comunicaciones, me´todo de interoperabilidad, compar-
ticio´n de la informacio´n, modelado y coordinacio´n de capaci-
dades, entre otros. En este sentido, se investigan tecnologı´as de
integracio´n descentralizada tales como servicios en la nube para
dar acceso a recursos digitales a los robots. Las ventajas ma´s
relevantes en este tipo de sistemas es el acceso a recursos de
computacio´n como servidores de ana´lisis de datos o big data y
recursos de almacenamiento flexible de datos.
Actualmente existe un nuevo paradigma que persigue la con-
vergencia de sistemas ciber-fı´sicos y robo´ticos, el internet de las
cosas robo´ticas (IoRT). Este paradigma esta´ basado en tres cam-
pos fundamentales: IoT, robo´tica, y computacio´n en la nube.
3. Plataforma AURORA
Para poder asistir de forma eficiente y amigable al usuario, en
el proyecto AURORA se ha disen˜ado una plataforma para crear
servicios de forma dina´mica en entornos asistenciales basados
en componentes inteligentes de diferentes tipos, tal y como se
muestra en la figura 1. Estos componentes pueden ser sensores,
actuadores, aplicaciones o robots.
Esta plataforma ofrece diferentes prestaciones. La primera
es una conectividad y gestio´n de los dispositivos presentes en el
Figura 1: Entorno asistencial heteroge´neo basado en la plataforma Aurora.
entorno. La segunda es la modelizacio´n de dispositivos a par-
tir de un modelo general que contiene la informacio´n y las ca-
pacidades de los mismos. Asimismo, existe una modelizacio´n
del entorno que describe su estado y que se usa como contexto
en el sistema. Se dispone tambie´n de un generador de servicios
dina´mico en funcio´n de las capacidades y habilidades posibles
en los dispositivos conectados y en funcio´n del contexto. Los
servicios de asistencia disponibles en un determinado momen-
to son presentados al usuario mediante una interfaz interactiva.
Una vez el usuario desea recibir un determinado servicio, la pla-
taforma controla y monitoriza su correcta ejecucio´n.
El conjunto de prestaciones de la plataforma se genera me-
diante un sistema de gestio´n contextual orientado al concepto
del te´rmino habilidad. Una habilidad se define como una pro-
piedad del sistema que determina la posibilidad de realizar una
tarea dependiendo del contexto y las capacidades de los dife-
rentes dispositivos. Los servicios u objetivos del sistema se al-
canzan a trave´s de una habilidad o un conjunto de habilidades
disponibles en cada instante.
La plataforma Aurora esta´ compuesta por tres mo´dulos: el
mo´dulo de gestio´n del conocimiento, el mo´dulo de abstraccio´n
de dispositivos y el mo´dulo de servicios.
El mo´dulo de gestio´n del conocimiento se ocupa de mantener
toda la informacio´n del entorno, tanto su estado como las rela-
ciones y reglas entre los diferentes elementos del mismo. Esta
informacio´n esta´ almacenada mediante clases e instancias sobre
modelos ontolo´gicos en OWL(ontology web language). Para es-
te mo´dulo se usa el sistema de procesamiento del conocimiento
desarrollado en el proyecto KnowRob (Tenorth y Beetz (2013))
que nos proporciona mecanismos de almacenamiento y recu-
peracio´n de acciones, objetos, procesos, eventos, propiedades y
relaciones. El conocimiento de la capacidad se establece como
una propiedad que tienen los actores y que representa la posibi-
lidad de realizar una determinada tarea. En Aurora las capacida-
des esta´n estructuradas jera´rquicamente a partir de dos capaci-
dades base: capacidad informativa y operativa. A nivel funcio-
nal, este mo´dulo incluye la base de conocimiento de modelos
3D de diferentes objetos y el modelo dina´mico del entorno.
El mo´dulo de abstraccio´n de dispositivos realiza un gestio´n
de los mismos mediante dos capas, una capa de interconexio´n
y otra de modelizacio´n. La primera capa se encarga de gestio-
nar las comunicaciones con todos los dispositivos mediante el
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uso del middleware ROS (Robotic Operating System, Quigley
et al. (2009)). Para poder establecer un sistema heteroge´neo se
realiza una comunicacio´n desde ROS con la plataforma Open-
Hab, una plataforma de interconexio´n de dispositivos inteligen-
tes (IoT). Sobre esta capa esta´ la modelizacio´n de dispositivos
que contiene una definicio´n de los tipos de dispositivos y de las
capacidades de los mismos. Estas definiciones se gestionan a
trave´s de la informacio´n proporcionada por el mo´dulo de ges-
tio´n del conocimiento. A nivel funcional, este mo´dulo permite
la interconexio´n de los actores: agentes de control, interfaz y de
reconocimiento y localizacio´n.
El mo´dulo de servicios se ocupa de gestionar la definicio´n,
actualizacio´n y realizacio´n de los servicios disponibles.Para ello
se gestiona la informacio´n contextual de forma similar a Santo-
fimia et al. (2016) con la adaptacio´n del concepto de habilidad
como unidad cuantificable de un servicio. Los servicios son el
resultado de la planificacio´n mediante la composicio´n de distin-
tas habilidades posibles en funcio´n del estado del entorno y de
las capacidades de los actores. Estas habilidades tienen como
objetivo cumplir un servicio y son evaluadas mediante un factor
de competencia de la habilidad. Este factor se calcula mediante
la evaluacio´n de cada habilidad y capacidad disponible. Estas
evaluaciones se calculan bajo las condiciones actuales del con-
texto. Actualmente en Aurora existen diferentes tipos de funcio-
nes de evaluacio´n. Se han desarrollado funciones de evaluacio´n
relacionadas con acciones que modifican el entorno. Por ejem-
plo, existe una evaluacio´n sobre la manipulacio´n de los objetos
en funcio´n de su forma, la accio´n y el estado del entorno. Se
dispone tambie´n de aquellas funciones de evaluacio´n de accio-
nes dirigidas al usuario, donde se evalu´an principalmente aque-
llas capacidades y habilidades de interaccio´n persona-robot. Por
otro lado se han desarrollado funciones de evaluacio´n de adqui-
sicio´n e interpretacio´n de la informacio´n del entorno. Por u´lti-
mo, se dispone de funciones de evaluacio´n de adquisicio´n e in-
terpretacio´n de la informacio´n relacionada con el usuario.
3.1. Implementacio´n: Evaluacio´n sobre el entorno
Para efectuar la evaluacio´n y validacio´n de la arquitectura
del sistema heteroge´neo planteado, se dispone de una platafor-
ma experimental que emula la cocina-comedor de un entorno
dome´stico. Esta plataforma esta´ constituida por la superficie de
trabajo que contiene una cocina de induccio´n de dos elementos
controlables externamente y un fregadero, tambie´n dotada de
actuadores tales como electrova´lvulas que permiten actuar sobre
el agua frı´a o caliente. Como elementos auxiliares se dispone de
una nevera dotada de un dispositivo motorizado de apertura y
cierre de la puerta, y un armario. Para poder experimentar las
estrategias de control coordinado de un conjunto de agentes, es-
ta plataforma dispone de tres robots de caracterı´sticas muy dis-
tintas y complementarias: un robot cartesiano suspendido del
techo, un segundo robot bibrazo para las operaciones a dos ma-
nos y un brazo robot auxiliar sobre la superficie de trabajo.
La implementacio´n de la estrategia de control planteada que-
da sintetizada en la figura 2, en la que se muestran los agentes
actualmente incorporados al sistema, y en modo atenuado otro
tipo de agentes que se ira´n incorporando en el futuro, como los
mostrados en Aranda y Vinagre (2016) y Morales et al. (2015),
que esta´n siendo adaptados actualmente para incorporar infor-
macio´n de estado e intencio´n del usuario en el entorno, indicado
en difuminado en la figura 2.
El Sistema dispone de una interfaz de usuario que permi-
te la interaccio´n con el entorno a partir de una interfaz gra´fica
interactiva que permite seleccionar elementos del entorno y se-
leccionar y desencadenar las acciones que permiten alcanzar los
objetivos propuestos.
Para poder efectuar la planificacio´n y generacio´n de tareas en
un espacio complejo, en el que existen restricciones estructura-
les y ocasionales, se dispone de un espacio de trabajo comu´n
de coordinacio´n y gestio´n, la pizarra. Este pizarra discretizada
volume´tricamente contiene un mapa tridimensional del entorno,
que se inicia con el CAD preconocido del entorno y es actuali-
zado en tiempo real a partir del procesado de las ima´genes pro-
porcionadas por las distintas ca´maras dispuestas en el entorno,
y contiene la informacio´n sobre el grado de disponibilidad de
cada agente en cada punto del espacio.
Despue´s de generar cada orden por parte del usuario, el pla-
nificador debera´ evaluar el grado de adecuacio´n de las capaci-
dades y habilidades de cada agente. Esta evaluacio´n no es de
tipo global y excluyente en el sentido de asignar una tarea a un
agente y dejar en reposo a todos los dema´s. La evaluacio´n de
capacidades y habilidades implementada tiene por objetivo el
poder segmentar cada accio´n en subacciones cuando cada una
de ellas puede ser realizada en mejores condiciones mediante un
agente determinado. Para conseguir este objetivo, se utiliza una
funcio´n discreta de idoneidad tridimensional, calculando para
cada agente un valor de idoneidad en cada vo´xel del espacio,
utilizando una funcio´n bino´mica multiparame´trica:
Φxyz[n] = αϕ(p1 + p2 + ...+ pn)+ (1−α)ψ(q1 +q2 + ...+qn). (1)
donde n es el nu´mero de agentes, ϕ(pi) es una funcio´n basada en
las capacidades de cada agente dadas por unos para´metros cuan-
titativos pi; y la funcio´n ψ(qi) que esta´ basada en unos criterios
cualitativos qi derivados de las habilidades de cada agente. El
para´metro α es un factor de ponderacio´n de los criterios cuanti-
tativos basados en las capacidades de cada agente y los cualita-
tivos basados en las habilidades de cada agente. Los para´metros
cuantitativos que han sido considerados inicialmente para la va-
lidacio´n de la estrategia propuesta han sido:
p1 = (Pmax–Pr)/Pmax, definido como un margen de carga
en cada vo´xel del espacio de trabajo, siendo Pmax la capaci-
dad de carga del robot y Pr la carga del objeto a manipular.
p2 = 1−(Ti−Tmin)/Ti, definido como el factor velocidad de
ejecucio´n, medido desde el origen de la trayectoria hasta
cada punto intermedio de la trayectoria.
p3 = (1–1/(dmin + 1)), que define la capacidad de acceso
de cada agente al punto de operacio´n, siendo dmin la dis-
tancia a una singularidad de la articulacio´n que representa
un mı´nimo entre todas ellas.
p4 = (hmax–hr)/Pmax, definido como la capacidad de pren-
sio´n, en que hmax es el valor de apertura del elemento ter-
minal, y hr la apertura resultante de la prensio´n realizada
Como para´metros cualitativos introducidos inicialmente co-
mo indicadores de la calidad de la tarea realizada por cada
agente, en este caso unos brazos robo´ticos, se han utilizado los
para´metros:
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Figura 2: Esquema funcional de la plataforma AURORA.
q1 = 1 − V ppmax/V pp, que indica la suavidad en la eje-
cucio´n de la tarea. Este factor de suavidad es calculado a
partir del valor Vpp, como el valor medio de los valores de
pico de la sen˜al frecuencial generada por un acelero´metro
situado sobre el elemento terminal de cada agente, en cada
intervalo de trayectoria considerado, y siendo V ppmax el
valor ma´ximo obtenido de esta tensio´n a lo largo de toda
la trayectoria. Cuando no ha sido posible la instalacio´n de
un acelero´metro en un elemento terminal, en su defecto se
ha aplicado el mismo principio con la corriente aplicada
en cada actuador del agente considerado.
q2 = 1−Γmax/Γr que indica la facilidad de manipulacio´n a
lo largo de la realizacio´n de cada tarea, en que Γr es el par
efectuado por la u´ltima articulacio´n de la cadena cinema´ti-
ca de cada brazo robo´tico, y Γmax el par ma´ximo admisible.
Para la obtencio´n de la funcio´n Φxyz[n] de cada agente den-
tro de la pizarra de trabajo en la etapa de planificacio´n, antes de
efectuar la asignacio´n de recursos y cada tarea, se utiliza el si-
mulador de trayectorias a cada agente. Esto permite efectuar la
segmentacio´n de tareas en subtareas, en funcio´n de los mayores
valores obtenidos para cada agente de la funcio´n de disponibili-
dad a lo largo de la trayectoria que ejecuta la tarea. Dado que al
efectuar esta segmentacio´n puede dar lugar a una excesiva seg-
mentacio´n y transferencia de tareas entre agentes (figura 3 a), se
introduce un factor de histe´resis en el algoritmo de cambio de
asignacio´n, tal como se indica en la (figura 3 b).
3.2. Resultados
Esta implementacio´n de las funciones de capacidad y habi-
lidad se ha aplicado en el entorno de la cocina robotizada dis-
ponible en el departamento, seleccionando un deseo por parte
del usuario (accio´n) y un elemento concreto de la escena (con-
crecio´n), comunica´ndose con el sistema a partir de sus restos
motrices y de una interfaz gra´fica interactiva. Si el deseo selec-
cionado ha sido “Beber” y el objeto deseado ha sido “Zumo de
frutas”, el sistema localiza primero en la base de datos la ubica-
cio´n en la nevera del zumo, lo que constituye el origen de una
tarea. Posteriormente obtiene de la base de datos la caracteri-
zacio´n de la funcio´n “Beber”, consistente en depositar el objeto
deseado en el objeto receptor. En este caso, la especificacio´n ob-
tenida sera´ de verter un lı´quido por decantacio´n sobre una taza
que debe ser situado en el punto preestablecido de “Beber”. Da-
do que en la pizarra de trabajo no se percibe una taza, se genera
una tarea previa, la de depositar una taza en el punto de “Beber”.
De este modo, la orden dada por el usuario ha desencadenado
una misio´n ejecutable mediante dos acciones que se evalu´an en
serie utilizando una simulacio´n para poder asignar a los agente.
Para transferir el zumo desde la nevera hasta la taza ya colocada
en su emplazamiento, en que se generan dos subacciones, uti-
lizando dos robots distintos, una primera para la extraccio´n del
zumo de la nevera y acercamiento al punto final, y una segunda
para la llegada y vertido del zumo. Una vez evaluada la tarea
por simulacio´n y asignadas las funciones a cada agente, la reali-
zacio´n se consigue segu´n la previsio´n efectuada, en la mayorı´a
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Figura 3: Proyeccio´n sobre un plano de valores de las funciones de idonei-
dad de tres agentes a lo largo de una trayectoria, segmentacio´n y asignacio´n
de subtareas.
de ensayos sin incidencias. En este caso el tiempo de vertido ha
sido determinado por una orden de “listo” dada por el usuario,
dado que por una parte se estima que es preferible que sea el
usuario quien module la accio´n deseada, y por otra parte, esta
fase del proyecto no se dispone de capacidad de percepcio´n su-
ficiente para poder efectuar de forma auto´noma esta operacio´n.
El trabajo que se espera realizar pro´ximamente, por una parte
se enfoca hacia el perfeccionamiento de los algoritmos utiliza-
dos para evaluar las capacidades y habilidades de cada agente,
y por otra parte, hacia la generacio´n de tareas simulta´neas que
permitan ensayar tareas de cooperacio´n entre agentes.
English Summary
Platform for a heterogeneous intelligent assistive envi-
ronment
Abstract
The growing demand for technological support to assist peo-
ple with special needs forces us to advance technologically to-
wards more efficient systems and with better performances. In
this line, this article describes the advances in the development
of a platform that allows the coordinated control of different
agents and other elements of the environment to achieve its au-
tonomous behavior based on the needs or desires of the user.
For this, this environment is structured based on the potential of
each agent and element of the environment, as well as on the
dynamic context, to generate the appropriate action plans and
coordination along their execution.
Keywords:
System architectures, Cognitive Systems, Manipulation tasks,
Robotics, Semantic networks
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