Atmospheric inversions are widely used in the optimization of surface carbon fluxes at regional 2 scale using information from atmospheric CO 2 dry mole fractions. In many studies the prior flux 3 uncertainty applied to the inversion schemes does not reflect directly the true flux uncertainties 4 but it is used in such a way to regularize the inverse problem. Here, we aim to implement an 5 inversion scheme using the Jena inversion system and applying a prior flux error structure 6 derived from a model -data residual analysis using high spatial and temporal resolution over a 7 full year period in the European domain. We analyzed the performance of the inversion system 8 with a synthetic experiment, where the flux constraint is derived following the same residual 9 analysis but applied to the model-model mismatch. The synthetic study showed a quite good 10 agreement between posterior and "true" fluxes at European/Country and annual/monthly scales.
representing the uncertainty of the observations and the model at a specific time and location, our 1 knowledge for the prior uncertainty is limited. Early inversions assumed fully uncorrelated flux 2 uncertainties (Kaminski et al., 1999b) , while spatial and temporal correlations were used later by 3 Rödenbeck et al. (2003) , who investigated the autocorrelation of monthly CO 2 fluxes calculated 4 by a set of terrestrial and ocean models. In Rödenbeck (2005) , spatial correlations for land fluxes 5 were assigned to a state space of 4° latitude x 5° longitude resolution. Slightly different 6 correlation length scales were considered for the meridional and zonal direction, assuming that 7 the climate zone of the later varies less than of the former. Flux correlations on land were 8 determined by assuming an exponential pulse response function with a length of 1275 km. This 9 leads to correlations with approximately twice the correlation length. Typically the spatial 10 correlations are considered more as a tool to regularize the inverse problem, rather than an uncertainty, including spatial and temporal correlation lengths. Although this approach may be 28 considered as an objective way to infer spatial and temporal correlation lengths, it forces the 29 error covariance to be statistically consistent with the atmospheric data from the few regions 30 where station-to-station distances are small enough to be comparable to the correlation length 31 Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016 -577, 2016 Manuscript under review for journal Atmos. Chem. Phys. Published: 20 September 2016 c Author(s) 2016. CC-BY 3.0 License. scales. Eddy Covariance stations (EC) can provide a more direct method to infer spatial and 1 temporal flux correlations. Chevallier et al. (2006) and Chevallier et al. (2012) introduced 2 autocorrelation analysis of the residual between fluxes simulated by biosphere models or 3 measured by EC to infer spatial and temporal error correlations. The derived error statistics were 4 implemented in a regional CO 2 inversion by Broquet et al. (2013) . 5 Daily NEE flux residuals from model -data comparisons showed temporal correlations up to 30 6 days but very short spatial correlations up to 40 km (Kountouris et al. 2015) . In such a case the a-7 priori integrated uncertainty over time and space, e.g. annually and EU wide domain integrated, 8 according to the error propagation will be exceptionally small. For example a variance of 1.82 9 μmole.m -2 .s -1 (from model -data differences) combined with the abovementioned correlation 10 scales yields an uncertainty of 0.12 GtC y -1 for the total flux over Europe. This value is 11 significantly smaller than the assumed uncertainty which is typically used by the inversion 12 systems. For comparison we refer to studies from Rivier et al. (2010) and Peylin et al. (2005) (for 13 a slightly larger domain than ours) where an a priori uncertainty of approximately 1.4 GtC y -1 14 and 1 GtC y -1 respectively was used. Further, Peylin et al. (2013) found that the variance of the 15 posterior NEE fluxes for the European domain among 11 global inversions is also 3 to 4 times 16 larger (0.45 GtC y -1 ). Although is not yet entirely clear what would be the "correct" value for the 17 prior uncertainty, it seems that in our study it should be increased not only to give enough 18 flexibility to the system to adjust but also to be at least comparable with other posterior 19 uncertainty estimates. A typical method is to inflate the spatiotemporal component by scaling exceed the model-data flux mismatches, however it is consistent with an additional overall bias 25 error which can not be captured from the estimated spatiotemporal error structure. Hence an 26 appropriate approach would be to introduce two adjustable terms into the inversion system. One 27 term to reflect the data-derived error structure without error inflation (prior error covariance 28 matrix which describes the spatiotemporal component) and one term to represent a bias 29 component. To the best of our knowledge such an approach has not yet been used in inversion 30 systems.
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This study primarily aims to use the information extracted from the model-EC data residuals 1 (spatiotemporal error structure) to define a data-driven error covariance rather than simply 2 assuming one, adopting a conservative one or an expert knowledge solution. For that, we 3 implement our previous methodology and findings regarding the prior uncertainty to atmospheric 4 inversions following Kountouris et al. (2015) . As explained above, we implement two 5 uncertainty terms; the first one to reflect the true spatiotemporal error structure and the second 6 term referred to a bias term. We use the Jena inversion system (Rödenbeck, 2005; Rödenbeck et 7 al., 2009 ) for the regional scale consisting of a fully coupled system as described in Trusilova et 8 al. (2010) , between the global three-dimensional atmospheric tracer transport model TM3 9 (Heimann and Körner, 2003) and the regional stochastic Lagrangian transport model STILT (Lin   10   et al., 2003) . This scheme allows retrieving surface fluxes at much finer resolution (0.25 o ) 11 compared to global models. The first part of this study details the methodology of the prior error 12 implementation, and evaluates the system's performance through a synthetic data experiment.
13
The system evaluation is an extension of Trusilova et al. (2010) where the evaluation was limited 14 to the observation space only. We extend that to the flux space by comparing flux retrievals at 15 various spatial and temporal scales against synthetic "true" fluxes. Station locations and 16 observation times (including gaps) were created as in the real observation time series presented 17 in the second part of this study (Kountouris et al., 2016) . That way we can use the synthetic 18 experiment to evaluate to what extent we can trust the results, if a real-data inversion is 19 performed. In the second part of this study (Kountouris et al., 2016) the regional inversion 20 system is applied to real observations of atmospheric CO 2 mole fractions from a network of 16 21 stations.
22
This paper is structured as follows. In Section 2 we present the inversion scheme and introduce 23 the settings of the atmospheric inversions. In Section 3 we present the results from a synthetic 24 inversion experiment aimed to assess the prior error setup, considering it as a step towards 25 atmospheric inversions using real atmospheric data with an objective, state of the art prior error 26 formulation. Discussion and conclusions are following in Section 4.
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Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016 -577, 2016 Manuscript under review for journal Atmos. The Jena Inversion System (Rödenbeck 2005; Rödenbeck et al., 2009) was used for the current 5 study. The scheme is based on the Bayesian inference and uses two transport models, the TM3 6 model (Heimann and Körner, 2003) for global, and the STILT model (Lin et al., 2003) for 7 regional simulations. The advantage of the system is that it combines a global transport model 8 with a regional one without the need of a direct coupling along the boundaries. The global is 9 used to calculate fluxes from the far field (outside of the regional domain of interest), and 10 subsequently this information can be used to provide lateral boundary information for the 11 regional model. Primary input of the system is the observed mixing ratios c meas . This vector 12 contains all measured mixing ratios at different times and locations. The modeled mixing ratios 13 c mod given from a temporally and spatially varying discretized flux field f are computed from an 14 atmospheric transport model and can be formally expressed as
where ini c is the initial concentration and A the transport matrix which maps the flux space to the 17 observation space. For the regional domain the transport matrix A has been pre-computed by the 18 STILT transport model. The system calculates the modeled concentrations when and where a 19 measurement exists in the c meas vector.
20
In the following, we briefly describe the inverse modeling approach. For more details the reader 21 is referred to Rödenbeck (2005) .
22
In grid-based atmospheric inversions the number of unknowns (spatially and temporally resolved 23 fluxes) is larger than the number of measurements (hourly dry mole fractions at different sites), 24 making the inverse problem ill-posed. In the Bayesian concept this can be remedied by adding a-25 priori information. This information can be written as
where f fix is the a-priori expectation value of the flux, matrix F contains all the a-priori 1 information about flux uncertainties and correlations (implicitly defining the covariance matrix) 2 and p is a vector representing the adjustable parameters. The parameters p are uncorrelated with 3 zero mean and unit variance. This flux model represents just a different way to define the a-priori 4 probability distribution of the fluxes, than the traditional way where the a-priori error covariance 5 matrix is explicitly specified. The cost function describing the observational constrain is
where Q c is the observation error covariance matrix. This diagonal matrix weights the mixing 9 ratio values considering measurement uncertainty, location-dependent model uncertainty and a 10 data density weighting. The latter ensures that the higher amount of data from continuous 11 measurements compared to the data from flask measurements would not lead to a considerably 12 stronger impact of these corresponding sites (Rödenbeck, 2005) . This can also be formally 13 interpreted as a temporal correlation scale which ensures that the model-data-mismatch error is 14 not independent within a week, corresponding roughly to time scales of synoptic weather 15 patterns.
16
The inversion system seeks to minimize the following cost function that combines the 17 observational (Eq. 3) and the prior flux constrain
The minimization of the cost function is done iteratively with respect to the parameters p by 20 using a Conjugate Gradient algorithm with re-orthogonalization (Rödenbeck 2005). 
Characteristics of the inversion set up
1 2
A-priori information and uncertainties
3 4
The a-priori CO 2 flux fields were derived from the Vegetation Photosynthesis and Respiration 
We note that for the synthetic case the last two terms are set to zero. Similarly the deviation term 1 (the data-derived correction to the a-priori fluxes) of the flux model consists of the terms 2 referring to NEE, fossil fuel, and ocean fluxes but equivalently the last two terms are set to zero 3 for the synthetic inversion.
Note that the a-priori error covariance matrix does not explicitly appear in the inversion, but is 6 included though the second term in Eq. 8 (see section 2.2.2). 
12
The total prior uncertainty was chosen according to the mismatch between VPRM and BIOME- increase the prior uncertainty at domain-wide and annually integrated scale such that it matches 10 the mismatch of 0.65 GtC y -1 between the two biosphere models. First we inflate the error by 11 scaling the error covariance matrix, this case is referred to as base case B1 hereafter. The second 12 approach, referred to as scenario S1, could be considered as a more formal way: we introduce an 13 additional degree of freedom to the inversion system by allowing for a bias term. This term is error E tot for annually and domain-wide integrated fluxes matches the targeted total uncertainty:
This resulted in an overall uncertainty E tot of 0.65 GtC y -1 , which is identical to the mismatch 19 between the two biosphere models. The inversion system optimizes additive corrections to three-hourly fluxes in a sense that the 25 posterior flux estimate can be given by the sum of a fixed a priori term (first term of the right 26 hand side in Eq. 8) and an adjustable term (second term in Eq. 8). The latter has a-priori a zero 27 mean and unit variance. The biogenic fluxes can be defined as follows: Gaussian distribution with zero mean and unit variance.
5
For the S1 case the posterior flux estimates can be derived by adding the optimized bias flux 6 field to Eq. 8
The bias term f BT follows a flux shape (here we used annually averaged respiration, with no 11 temporal variation). The observation vector c meas contains mixing ratio observations at all site locations and sampling 16 times. A common procedure to derive synthetic observations is to create a "true" flux field by 17 adding some error realizations to the a-priori fluxes (Schuh et al., 2009; Broquet et al., 2011) models for deriving the a-priori and the "true" fluxes is expected to increase the realism of the 23 synthetic data study, given the fact that the real spatiotemporal flux distribution is highly 2016)). An overview of the atmospheric stations is given in table 2. For the synthetic data study only the regional atmospheric model STILT was used to create the 21 observations with a forward run, and to perform the inversion. This was feasible since the Again, a correct balance should be close to unity. Smaller values suggest that the model 15 performance was better than specified in the covariance structure and hence the assumed 16 uncertainties (denominator) were conservative.
17
In flux space, we evaluate the inversion performance, by comparing the retrieved flux estimates 18 against the synthetic fluxes ("true") at different temporal and spatial scales: annually and 19 monthly integrated fluxes, domain-wide and at country scale. In particular we are interested in 20 capturing the "true" fluxes down to country scale. For that we assess monthly posterior retrievals 21 which we compare to reference data ("true" fluxes), country aggregated, using a Taylor diagram.
22
This diagram provides a concise statistical summary of how well patterns match each other in 23 terms of their correlation and the ratio of their variances.
25
Results

2
The purpose of the synthetic study is to evaluate the system set-up with a realistic approach. To 3 evaluate the ability of the system to retrieve the synthetic true fluxes we visualize spatially 4 distributed fluxes and we study spatially integrated (domain and national scale) as well as 5 temporally (annual and monthly scale) integrated fluxes. A comparison of true and modeled CO 2 dry mole fractions from forward runs of the optimized 10 fluxes can reveal the goodness of fit, realized through the optimization process. Such a 11 comparison is presented in Figure 3 for the Schauinsland (SCH) continuous station. Both B1 and 12 S1 inversions significantly reduce the misfit between the synthetic (truth) and the a-priori mole 13 fractions. The RMSD between the prior/posterior from the "true" timeseries for all stations 14 (Table 3) shows an average reduction of around 74% and 76% for the S1 and B1 inversions 15 respectively. Prior correlations (prior vs. true dry mole fractions), have an averaged value of 0.46 16 which is increased to 0.93 for both inversions. Significant differences between the two inversions 17 were not found apart from a slightly larger decrease of the RMSD for the B1 case. Figure 4 18 summarizes the capability of the inversions to capture the true signal at each station location in 19 form of a Taylor diagram, indicating that the inversions showed a significant increase of the 20 correlation for all sites. Further the variance of the modeled time-series is significantly closer to 21 the variance of the true signal.
22
To estimate the goodness of fit we consider the station specific χ c 2 values (Eq. 10), using here 7-23 day aggregated residuals instead of hourly to match the temporal scale of one week of the 24 observation error. Values smaller than 1 are found for most of the stations with a mean value of 25 0.28 and 0.32 for the B1 and S1 cases respectively, suggesting a good fitting performance for all indicating that the error variance is overestimated making the error assumption rather 29 conservative.
Flux estimates and uncertainties 1 2
The spatial distributions of the annual biosphere-atmosphere exchange fluxes for the prior, the 3 known truth, and the posterior cases are presented in Figure 5 . Note that annual fluxes between 4 the two biosphere models used for prior fluxes and true fluxes are substantially different. The to the true spatial flux distribution (true -posterior) found to have no significant difference 24 (6.88*10 -5 and 7.38*10 -5 GtC y -1 cell -1 for S1 and B1 respectively). We do not observe any strong 25 correction in the south-eastern part of Europe as it cannot be "seen" from the atmospheric 26 network due to the distance to the observing sites and the prevailing westerly winds. This could 27 also be inferred from the flux innovation plots (see Figure 5 ) defined as the difference between 28 prior and posterior fluxes. Only very small or even no corrections occurred in this area. 29 We are specifically interested in the ability of the inversion system to capture integrated fluxes inversion performs better, retrievals at annual scale slightly favor the inversion without the bias 5 term (B1 case). A difference was observed in the prior uncertainties between the two inversions.
6
While both were scaled to have the same prior annual uncertainty, the B1 inversion has 7 systematically larger prior monthly uncertainties than the S1 as a result of the inflated 8 spatiotemporal component of the prior error covariance. Posterior uncertainties were found to be 9 similar, and include or are close to including (S1 case) the true flux estimates. The uncertainty 10 reduction for annually and domain-wide integrated fluxes, defined as the difference between 11 prior and posterior uncertainties normalized by the prior uncertainty, was found to be 73% and 12 69% for the S1 and B1 respectively.
13
In order to assess how well the posterior estimates agree with the true fluxes, root mean square 14 difference (RMSD) between true and posterior monthly integrated gridded fluxes were computed 15 (Table 4 ). Both inversions B1 and S1 show a similar reduction in the RMSD values compared to 16 the prior. The same picture emerges for the annually integrated fluxes.
17
Of particular interest is the performance of the system at regional scale, specifically at national 18 level. Figure 8 shows monthly fluxes for selected European countries, including the prior, true Romania, the inversions still improved the posterior estimates compared to the prior estimates 28 (see also Fig. 9 ).
30
Evaluation with synthetic eddy covariance data 1 2
In order to investigate the potential of using eddy covariance measurements for evaluating the 3 retrieved CO 2 fluxes, monthly fluxes from the prior (VPRM), the truth (GBIOME-BGCv1), and 4 the posterior for cases B1 and S1 were extracted at the grid cell locations where eddy covariance 5 stations exist, using the same 53 sites as in Kountouris et al. (2015) . The corresponding fluxes 6 were then aggregated over all sites, using a weight that compensates for the asymmetry between Results from the synthetic experiment showed the strengths but also the weaknesses of the 22 system to retrieve the "true" spatial flux distribution. Although the error structure applied to this 23 experiment was statistically coherent with the mismatch between prior and true fluxes, we note a 24 limited ability of the current atmospheric network to retrieve fluxes at local scales. For coarser 25 spatial scales (country level) the carbon budget estimates in the synthetic inversion showed a 26 quite good performance at monthly and annual temporal scales. Further we observed an average 27 reduction of the monthly uncertainties of 65% for the B1 case, and 64% for the S1 case. In combination with the fact that the flux estimates reproduce the "truth" within the posterior 1 uncertainties, this gives us confidence in the accuracy of our estimates.
2
Prior error correlation in time and space limits the scale, at which information can be retrieved 3 from the inversion. The spatial correlation of several hundred kilometers implies that fluxes at 4 scales smaller than this cannot be significantly improved by the inversion, as the results clearly 5 showed. To assess this more quantitatively, the spatial correlation between a priori or retrieved 6 and true monthly fluxes is calculated for different spatial aggregation scales (starting at 0.25 7 degree, fluxes were aggregated to 0.5, and then in 1-degree steps up to 8 degree). Results shown 8 in Fig. 11 a) true fluxes for a given spatial aggregation of 2 degrees, but for different temporal aggregation 14 scales ranging from 1 day to 128 days (Fig. 11 b) shows a continuous increase from about 0.23 to 15 0.42 (r-square), while the spatial correlation between retrieved and true fluxes only varies 16 slightly between 0.4 and 0.53 ( Fig. 11 b) , red and blue lines). Here, the additional spatial 17 variance explained by the retrieved fluxes is largest at around monthly time scales (differences 18 between prior and posterior r-square around 0.2), while at seasonal scales this additional 19 explained variance is only around 0.1. Overall, this analysis confirms that there are preferred 20 spatial and temporal scales at which the inversion retrieves the flux distribution best and where 21 thus most information is gained. This is not dependent on whether or not a bias term is included 22 in the state vector, as results for case B1 and S1 do not differ in this regard. It is important to 23 realize that all other scales, at which the inversion does not provide much information, need to be 24 properly represented by the a priori flux distribution. Thus the a priori fluxes need to be realistic 25 at short spatial scales below about 200 km, at seasonal temporal scales, and of course at hourly 26 time scales which are not retrieved by the inversion.
27
The annual spatial flux distribution of the B1 and S1 cases was found to be quite similar,
28
indicating that inflating the uncertainty by a factor of 1.5 (B1 case, see also 2.2.1 section) or 29 adding a bias component to compensate the inflation (S1 case) lead to a similar flux constraint.
This could be explained due to the long correlation length (566 km) which drastically reduces the 1 effective number of degrees of freedom, forcing the fluxes to be smoothly corrected, regardless 2 the use of the bias component. The high RMSD reduction in combination with the high correlation values and the captured 7 variability between posterior and true dry mole fractions in the synthetic experiment suggest a 8 good performance of the inversion system to retrieve the "true" mixing ratios. Nevertheless this 9 is not surprising, as the atmospheric data are "fitted" by the inversion, and furthermore the 10 forward and the inverse runs used identical transport, without any impact from imperfections in 11 transport simulations. Further we assess the impact when adding a bias term in the flux error structure. This study is a 6 preparatory step to retrieving European biogenic fluxes using a data driven error structure 7 consistent with model-flux data mismatches, which is described in the companion paper 8 (Kountouris et al. 2016).
9
Significant flux corrections and error reductions were found for larger aggregated regions (i.e. 10 domain-wide and countries), giving us confidence on the reliability of the results for a real data 11 inversion. We found a similar performance for both error structures. A more detailed analysis of 12 the spatial and temporal scales, at which the inversion provides a significant gain in information 13 on the distribution of fluxes, clearly confirms that a) fluxes at spatial scales much smaller than 14 the spatial correlation length used for the a prior uncertainty cannot be retrieved; b) the inversion 15 performs best at temporal scales around monthly, and c) especially the small spatial scales need 16 to be realistically represented in the a priori fluxes. The exponentially decaying temporal autocorrelations is a feature newly implemented into the Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2016 -577, 2016 Manuscript under review for journal Atmos. Chem. Phys. Published: 20 September 2016 c Author(s) 2016. CC-BY 3.0 License.
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Left column shows the code name and the right columns show the station class and the assigned 3 uncertainty in units of ppm. "C" stands for continental sites near the surface, "T" for continental 4 tall towers, "S" for stations near shore, "M" for mountain sites, "MU" for mountain sites with 5 diurnal upslope winds and "UP" for urban pollutant. Blue and red error bars denote the prior uncertainty for the B1 and S1 scenarios respectively. scenarios B1 (blue) and S1 (red).
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