Abstract. On-line enterprise applications that are used by thousands of geographically dispersed users present special challenges for quality assurance. A case study of a hospital performance management system is used to investigate the specific issues of architectural complexity, dynamic change, and access to sensitive data in test environments. A quality assurance framework is proposed that integrates with and leverages the performance management system itself. As well, a data generation tool suitable for the requirements of testing performance management systems has been built that addresses limitations in similar commercially available tools.
Introduction
Increasingly, large organizations are deploying complex on-line enterprise applications that are used to run and manage critical business processes [5] . These applications often run on a network of centralized servers in a service oriented architecture (SOA) [12] , and are accessed by thousands of geographically dispersed users via browser-based interfaces. In this case study, we examine some of the specific requirements and challenges faced in providing a quality assurance framework for a performance management and reporting system deployed at a large teaching hospital. This hospital has thousands of health care workers and maintains a data warehouse containing hundreds of millions of records related to patient treatment. The performance management system in the case study uses typical off the shelf components that are used in other hospitals, and which are used quite regularly in deployments for the biggest companies in the world (e.g. members of Forbes magazines "Global 2000").
Business performance management (BPM) enables an organization to understand the status of business processes across business and IT, in context against goals and trends, in order to improve business operations [6] . BPM is often used to enable specific management initiatives like balanced scorecard, Total Quality Management, Six Sigma, and Sarbanes-Oxley. Enterprise performance management systems that support BPM provide services to manage and report on data collected from across the organization's business operations into enterprise-wide data warehouses and data marts.
A data warehouse is a subject-oriented, integrated, time-variant, non-volatile collection of information that is optimized for monitoring and analysis in support of management's decision-making processes [7] . Hospitals have been slower to adopt such technology than private enterprise, but it is now an active focus area [2] . Typically, the user interface for accessing the reporting, monitoring, and analysis functionality of the performance management system is a browser-based "portal". The "portal" view can be customized for each user to define their particular business view of enterprise data and highlight the individual reports and analyses that are most relevant to them. A hospital performance management system presents special challenges for quality assurance. In our case study we have considered the following:
• Architectural complexity of enterprise performance management
Simplistic testing at the level of the user interface can detect quality issues, but it is not sufficient to determine root causes given the system's complex architecture. Moreover, each service in the architecture typically has detailed logs [10] . To leverage these, though, a mechanism is needed in order to correlate such a wide variety of data sources with quality issues experienced by users.
• Dynamic change that affects quality Even though it is assembled from off the shelf components, the quality of such a system (usefulness, performance, reliability, etc.) is affected by the volume and structure of data, and the specifications of both user interface "portals" and the reports viewed in them. Quality assurance must be managed in production the same as when testing.
• Sensitivity of data (privacy)
Often the data in the production environment is highly sensitive and access to it is strictly regulated by privacy law. To accurately assess quality in a test environment, there must be a mechanism to generate "test" data that is not sensitive but still exhibits similar characteristics to the "real" sensitive data when running reports. In addressing these issues in our health performance management case study, we have prototyped a framework for collecting log files into a data warehouse in order to leverage the facilities of the performance management system itself to monitor, report and analyze quality. We have also developed a tool to generate "test" non-sensitive data that will exhibit the same performance characteristics as "real" sensitive data.
Case Study
The hospital in our case study is one of Canada's bigger teaching hospitals with 10,000 employees and over 1,000 physicians. In a typical year, there are over 100,000 emergency visits and 10 million lab tests. The data warehouse has over 100 million records, and adds tens of thousands of new records a week [4] .
For privacy reasons, we are unable to have access to the "real" data in production. Instead, we generate "test" but similar data in comparable volumes. The data base schemas are the same. The off the shelf components used are either the same or are being considered for introduction into the production environment. We use a testing tool, OpenSTA [9] , to automate test scripts and simulate up to 50 concurrent requests over extended periods of time running reports to simulate the load that must be handled in production. Our focus has not been on testing the accuracy of the reports, but rather on testing the quality of service provided by the system in terms of:
• Usefulness -how much of the system is used by which users with what frequency.
• Performance -average response time under different levels of load.
• Reliability -monitoring system status and component failures over time under normal and extreme load. Figure 1 shows the integration of our quality assurance framework with the SOA of the performance management system. The OpenSTA client simulates user actions in the Enterprise PM Portal. There are log files that contain detailed information from each component of the system. The OpenSTA log records the results and execution time of each user action, the Enterprise PM Portal and each service in the SOA has a log of actions performed. In addition, there is a database log and a server log for each physical box that monitors memory usage, file handles etc. The QA Log Loader processes these files into a QA Data Mart that can be used to report and analyze the results of any test run. Associated with the QA Data Mart is a QA Portal (Figure 2 ) to access the catalogue of QA reports, along with tools to analyze and monitor what is taking place, making it very easy to notice a quality issue and investigate the cause of it [8] .
Figure 2. Quality Assurance Portal
The result is that members of the QA team can do a deeper analysis of quality. For example, in one test run, the OpenSTA log showed slower than normal response times, but there were other reports to indicate if the database or the report service was slow, and yet another report that showed a particular server were running out of memory. In this manner, the performance management system itself becomes a tool for processing log data and communicating the results of test runs. Another advantage of this approach is that the quality assurance framework is embedded into the performance management system and can remain there in production. This is important because quality characteristics can change as data and user volumes increase, or as new reports or portal configurations are added to the system.
There are a number of challenges with this approach though. It is dependent on the existence and accuracy of the logs provided by the different components of the system. It can also be very challenging to correlate log entries to individual user actions at the interface level. At this time, we are only analyzing aggregate results of overall system quality. The approach also requires skills in data warehouse tools. Finally, there is a performance and behavioral overhead directly proportional to the amount of logging that is enabled. Log too much data and the quality of the system is impacted.
To provide an accurate assessment of quality, we had to ensure that "test" data used was similar to "real" data in terms of both volume and actual values so that reports run in our test environment would have similar processing characteristics as in production. For privacy reasons, "real" data could not be used for testing. As well, data generated for a data warehouse has a very specialized structure called a star schema [7] , in which data is organized into dimensions (Doctor, Diagnosis, Date, Prescription Drug, Lab Test) and quantifiable facts (Prescription Amount, Cost, Length of Stay). In particular, for a performance management system, data and reports are very much timeoriented.
In our approach, we first create by hand a series of very small data marts with fabricated but representative facts using the exact same dimensions as the production data warehouse. Then, we generate a full volume "test" data warehouse by obfuscating the identity information in the dimensions, and using a data generation tool to populate "test" facts from the very small data marts. For example, we built a very small data mart for antibiotic prescriptions during one week in January 2002 and cloned the data to fully populate a data warehouse from January 2002 to December 2006 specifying for each month in that time period what the total number of prescriptions should be and the average amount of each prescription. Rather than specific names for drugs, doctors or diagnoses, "test" names were generated like Drug1, Doctor2, and Diagnosis.
We evaluated some popular test data generation tools [1, 3, 11] . All of them could generate large volumes of data, one table at a time, using random data or predefined data sets. Some had adequate support for obfuscating data.
Unfortunately, none had specific support for linking generation of fact table entries to dimensions in a star schema. Nor did any have specific support for time based generation to fill out data on a month by month basis. Most importantly there was no support for ensuring that generated data matched aggregate targets on a monthly basis, or match a specified distribution model. As a result, we have built our own tool that we have successfully used to generate data for 3 different data marts. It has support for large volumes of data, obfuscation, star schema and aggregate targets on a time period basis. The support for aggregate targets on a time period basis is a bit simplistic, but work is progressing on a general expression engine that can be used to specify distributions.
Results
We evaluated our quality assurance framework in comparison with traditional black box testing (using a tool such as OpenSTA). There are two aspects to consider in evaluating a quality assurance framework. One aspect is the capabilities provided in terms of what aspects of quality assurance can be measured and the quality issues the framework address. We focus on the scalability, reliability, usage and privacy of the performance management system, since those qualities have the biggest impact on whether or not the system would be successful. The other aspect is how much effort is required to implement and maintain the quality assurance framework, and how much effort is needed to notice or investigate quality issues, as well as who can do it and how much skill and knowledge do they need. We also evaluated tools used in generating "test" data when sensitive "real" data is not available in a test environment.
Quality Assurance Capabilities
The criteria used for evaluating capabilities of a quality assurance framework for performance management systems are as follows:
• Support for assessment of non-functional qualities like scalability, reliability, usage and privacy of the performance management system. • The ability to analyze detail level information of data collected.
• Support for aggregations on quality data with drill up/down in different dimensions such as time, services, etc.
• Support for alerts to automatically notify when data collected indicated a quality issue • The ability to perform quality assurance across the entire architecture of the performance management system on a component by component basis.
• The ability to support ongoing quality assurance of the performance management system in production.
The following table shows the summary of the evaluation of black box testing with a professional tool and the integrated quality assurance framework in doing quality assurance for the hospital performance management system in our case study. Black box testing with OpenSTA can be used to simulate real user behaviors to the performance management system and report HTTP feedbacks returned by web servers with graphs and tables showing detail information of data collected. Useful reports are provided to show scalability and reliability of the performance management system on the whole system level.
But black box testing does not access the underlying architecture of the performance management system; hence qualities of components/service inside the system infrastructure can not be tested and deep analysis on the system qualities can not be done. It can not ensure usage and privacy of the system due to lacking of related data. It only provides simple aggregations on data. There are no mechanisms provided to alert users of system exceptions. Users have to run and view reports manually after a test run is completed. Finally, simple black box testing is inappropriate for managing quality assurance of the system in production.
In contrast, the integrated quality assurance framework is fully integrated into the performance management system and across the system architecture. It collects and consolidated logs that track system and component behavior into the data warehouse and models quality data in multi-dimensional schema that allow users to drill up/down through a detailed picture of quality assurance along different dimensions. It supports the management of non-functional qualities like scalability, reliability and usage, as well as the ability to monitor privacy of the performance management system. As well, the underlying alert mechanisms of the performance management system can be used to automatically generate alerts for quality assurance issues. For example, we can use email function of the system to notice a new report ready for users, or we can set up quality metrics and their ranges and make the system monitor those metrics against data and send email for data out of range. Finally, the integrated quality assurance framework can be used in production to continuously collect and monitor quality assurance data although this feature may need tuning and configuration as to how much log information is collected.
Implementation Effort
The criteria for evaluating implementation effort associated with a quality assurance framework for performance management systems are as follows:
• Efforts to implement the quality assurance framework • Efforts to maintain the quality assurance framework • Efforts to notice a quality issue • Efforts to investigate and determine cause of an issue
• Additional efforts to perform quality assurance in production Efforts we used in our experiment to perform quality assurance for the hospital performance management system are shown in Table 2 .
In the black box testing framework, we do not need to be familiar with the infrastructure of the performance management system as we only target the web pages of the Enterprise PM Portal. There are efforts needed to analyze user scenarios and record user actions as test scripts. The test scripts were saved in OpenSTA project files and copied between client computers. Test scripts can be replayed by client computers to create required traffic on the system, and then reports are automatically created after test runs for analyzing collected data. This part was finished in one day.
The integrated QA framework, on the other hand required lots of effort to collect log data into the data warehouse. First, we needed to enable log functions for system components. Second, we needed to analyze logs and implement a log loader for them. The ETL process involves running the log loader and executing database SQL commands or functions, and double checking the data collected to ensure the quality of the data collected. Third, we used a metadata modeling tool to model collected data dimensionally in the data warehouse and publish a metadata model for reporting. Finally, the quality assurance reports and portal needed to be designed and created manually. It took one month to set it up. In terms of maintenance for the black box testing framework, changes on web pages will cause OpenSTA to redo the work of recording and replying test scripts, but it is still quite simple and can be done in one day.
For the integrated quality assurance framework, significant maintenance efforts are needed when there are changes in the system infrastructure, for example:
• Changes in applications or services for the performance management system will bring different logs into the quality assurance framework. The log loader has to be compatible with those logs and the metadata model of the quality assurance data mart may need to be changed too.
• Changes on the granularity of logs of a component will cause configurations on the log loader and related changes between metadata objects in the quality assurance data mart.
• Changes on the goal of quality assurance may ask for new reports or modification on existing reports, or the quality assurance portal. In general, all of this work can be done in one week. It can be faster if the integrated framework is designed to be compatible with different service and component configurations.
Implementation and maintenance effort is more significant with the integrated quality assurance framework, but once in place the effort associated with assessing quality assurance is greatly reduced. With the black box testing framework, the effort needed to notice a quality issue is usually high. First, there is no alert provided to users for system exceptions, users need to discover them manually. Second, although a simple reporting capability is usually bundled into black box testing tools, there is typically no relationship set up between reports and there is no portal to help users easily go through reports. To find quality issues, users need go through all reports and figure out the data relation between reports; this is difficult even for quality assurance experts. As well due to the limitation on the type of data collected, there is no support for assessing quality issues such as the usage and privacy of the system.
Reports in the integrated quality assurance framework are created based on the quality assurance data mart model, a star schema, and reports content can be customized to allow users to easily find out data and graphs that they are interested. Users can drill up and down in dimensions to see the system qualities in different levels and drill though different reports to analyze related information. The quality assurance portal can also be customized by users to organize reports, which help users to focus on their goals. The integrated quantity assurance framework can notice issues on scalability, reliability, usage and privacy of the system.
The black box testing framework cannot perform quality assurance across the performance management system architecture; hence, it cannot report what happened inside the box. To investigate and determine causes of an issue, users need manually inspect system components' logs distributed in the system. Those logs often have complex structure, complex information and very long content, and users have to look through the content line by line. To do this, time and efforts tend to be huge. Without related data collected, it cannot investigate and determine cause of a usage or privacy issue of the system The integrated quality assurance framework can perform quality assurance across the performance management system architecture. The framework can collect data from logs automatically by the ETL process, so data in the quality assurance data mart is well structured, cleaned and meaningful. The quality assurance portal allows users to view quality data in a single place and reports let users find the relevant data very quickly. The integrated quality assurance framework can report issues on scalability, reliability, and usage of the system. The integrated quality assurance framework does not provide an automatic way to flag privacy violations, but it does provide usage analysis reports from audit logs that can be used to discover and investigate potential privacy violations.
In general, while the integrated quality assurance framework requires greater effort and cost to implement, it does provide significant benefits and requires less cost and effort to use both in a test environment and in production.
Conclusions
The initial results of this case study are promising. We can generate "test" data in volume to assess the quality of a hospital performance management system in a test environment. Through careful analysis of system architecture and log files coupled with data engineering of a quality assurance data mart, we have been able to create an integrated quality assurance framework that leverages the performance management system to provide deep analysis of quality at an aggregate level which is available both in the test and production environment. In future work we hope to support deep analysis at a detail level, and provide even more sophisticated data generation features.
