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A B S T R A C T   
As climate change makes many traditional empirical growth approaches not functional for forest dynamics 
modelling, new climate-sensitive models are needed. However, using these newly developed models for 
extrapolation, such as predicting forest productivity for new areas or future scenarios is still a difficult task. In 
this study, we proposed a method for delimiting the uncertainty of climate-sensitive extrapolations of forest 
productivity (site index, SI) using the regularisation approach implicit in distance-based Support Vector 
Regression. As a case study, we predicted forest productivity with a dataset of 165 permanent research plots of 
radiata pine forests in Galicia (NW of Spain) as a function of bioclimatic variables from the Worldclim 2 raster 
datasets. The developed model was based on the radial basis kernel and, after calibrating it using cross- 
validation, produced adequate performance metrics, explaining up to 56% of the site index’ variability. Then, 
we predicted forest productivity for the Galician territory basing on climate raster maps for current conditions 
and six future scenarios (using different Global Climate Models) and evaluated the resulting maps by delimiting 
the surfaces with predictions strongly regressed to the mean. This analysis revealed that the extrapolations for 
unseen climatic conditions were extremely regularised, even for current climate, being 60–99% of the territory 
regressed to the observational site index mean. In other words, the validity area delimited for the fitted model 
was narrow in comparison with the prediction extent. These results imply that the climatic conditions in these 
areas/scenarios were too different from the training datastet for making reliable predictions, at least under the 
optimum model setup defined by cross-validation. However, when we reduced the σ parameter, responsible for 
controlling distance-based regularisation, we observed a noticeable increase in validity area of the model, 
together with a drop in performance. This fact revealed the existence of a trade–off between highly specific 
models, with high performance and a small applicability area, and more generalisable models, with a broad 
validity area but lower performance. We concluded that the tested methodology could be a useful starting point 
for assessing the spatio-temporal uncertainty of forest productivity predictions in the future.   
1. Introduction 
Accurately predicting the growth of forest stands is currently a pri-
mary technical concern both for scientific purposes and for practical 
forest management. During the last decades, the uncertainty derived 
from climate change has intensified the need for forest growth models 
able to cope with future unseen climatic conditions (Bontemps and 
Bouriaud, 2014). This is due to the lack of climate-sensitiveness of many 
traditional growth prediction approaches, which may make them an 
infeasible alternative in a changing climate (Kahle et al., 2008). From 
the perspective of empirical growth modelling, this challenge has been 
usually faced by developing growth-environment models (Fontes et al., 
2010), which allow for connecting growth indicators with biophysical 
site conditions. In most of the cases, this task has been accomplished by 
modelling the site index (SI), the most frequent empirical growth indi-
cator (Skovsgaard and Vanclay, 2008), as a function of climate by using 
regression techniques (Monserud et al., 2006; Weiskittel et al., 2011; 
Shen et al., 2015). Usually, the applied techniques tend to be non- 
spatial, though geostatistical approaches, such as krigging, have also 
provided good results (Nothdurft et al., 2012), remaining, however, the 
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non-parametric non-spatial alternatives the best in terms of performance 
(Watt et al., 2021). In this sense, machine learning techniques such as 
bagging, boosting or regularisation have become a frequent choice for 
fitting non-parametric regressions able to represent complex SI-envi-
ronment relationships (Aertsen et al., 2010; Sabatia and Burkhart, 2014; 
González-Rodríguez and Diéguez-Aranda, 2020). Often, these models 
have been used for producing cartographic outputs that allow for 
“mapping” forest productivity over broad territories and future climate 
scenarios (Monserud et al., 2006; Jiang et al., 2015; Parresol et al., 
2017). Despite the certainly powerful performance of machine learning 
techniques for predicting SI, the resulting models are frequently hard to 
interpret (Aertsen et al., 2010) and suffer from systematic drawbacks, 
such as regression to the mean (Sabatia and Burkhart, 2014). Moreover, 
the reliability of these SI–climate models is commonly evaluated only 
using the same original dataset (cross-validation, Hlásny et al. (2017) 
and González-Rodríguez and Diéguez-Aranda (2020)) or some supple-
mentary sample statistically similar to the latter (validation per se, 
Sabatia and Burkhart, 2014). Thus, their performance regarding 
extrapolation errors resulting from predicting over strictly unseen cli-
matic conditions (i.e., new areas or future scenarios) remains, to the 
date, unevaluated. In other words, it is not clear how reliable are pre-
dictions for climate conditions too different from the observed. From a 
more statistical perspective, this also means that the validation perfor-
mance metrics reported when fitting these models might not be gen-
eralisable to the geographical extents where they are usually used for 
prediction. We believe that this lack of understanding about the 
behaviour of extrapolation errors is an important source of spatio- 
temporal uncertainty concerning forest productivity projections. 
Assessing this uncertainty might be a crucial forestry research objective 
during the following decades, as it is a key step for developing climate 
change-adapted management (Lindner et al., 2014). 
In this study, we made a first approach to the problem of evaluating 
the uncertainty associated with extrapolating site index for new areas or 
future scenarios. The main expected outcome from this approach was to 
provide a method, not only for predicting site index under new climatic 
conditions, but also for producing a cartographic delimitation of the 
areas were these predictions are reliable. Specifically, our approach 
consisted on delimiting the validity area of a predictive model by 
discriminating predictions regularised basing on kernel transformations 
between training observations and unseen climatic conditions. For 
attaining this goal, we drew on the implicit advantages of Support 
Vector Regression, a machine learning technique barely used in forestry, 
for regularising predictions under climatic conditions different from the 
observed. As a case study, we applied this technique for developing SI- 
climate models for radiata pine (Pinus radiata D. Don) stands in Galicia, 
NW of Spain. 
2. Materials and methods 
2.1. Site index data 
The SI data came from a network of 165 research plots established by 
the Sustainable Environmental and Forest Management Unit (UXA-
FORES) of the University of Santiago de Compostela, Spain, whose 
design was described by Castedo-Dorado et al. (2007). The plots were 
located in pure and even-aged stands throughout the area of distribution 
of radiata pine in Galicia, mainly in the province of Lugo (Fig. 1). The 
plot size ranged from 625 to 1200 m2, depending on stand density, to 
achieve a minimum of 30 trees per plot. Concerning silviculture, most of 
the plots were never thinned since plantation while others were lightly 
thinned from below, so, overall, the dominant height was not affected by 
treatments. The measurement of these plots implied the collection of (i) 
diameter at breast height of all the trees, (ii) total height of a sample of 
Fig. 1. Locations of the 165 research plots of pure, even-aged stands of radiata pine in Galicia, Spain.  
Table 1 
Summarized statistics of the stand variables in the 165 radiata pine plot.  
Variable Mean St. dev. Min Max 
t(year) 26 8 12 47 
N (trees ha− 1)  796 391 187 2382 
G (m2ha− 1) 36.8 11.1 9.81 68.1 
dg (cm)  26.03 7.09 11.36 44.8 
H (m) 24.2 4.9 11.8 35.6 
SI (m) 20.7 3.06 13.3 27.8 
Note: t = stand age, N = number of stems per hectare, G = basal area, dg =
quadratic mean diameter, H = dominant height, and SI = site index. 
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trees, and (iii) bored core samples from dominant trees for stand age 
estimation. The dominant height of these stands (H, m) was defined as 
the mean height of the 100 thickest trees in a hectare. Then, SI was 
estimated for each plot using the Generalized Algebraic Difference 
model developed by Diéguez-Aranda et al. (2005) for this region. A 
summary of stand variables for the 165 research plots used in this study 
is shown in Table 1. 
2.2. Climate data 
2.2.1. Current climate 
Our source of current climatic data was the Worldclim 2 bioclimatic 
dataset (Fick and Hijmans, 2017), which includes a collection of raster 
maps of 19 bioclimatic indicators with 1 km of spatial resolution. The 
climatic values provided by these maps correspond to historical aver-
ages, for the period 1970–2000, of variables commonly used in research 
about species distribution modelling due to their ecological meaning 
(see the documentation of the R package dismo by Hijmans et al. (2017)). 
A summary of the current Worldclim 2 variables used in this study for 
climate-sensitive modelling of SI is shown in Appendix A (Table 4). 
2.2.2. Future climate 
Though in some previous studies the best accuracy of future climate 
projections was achieved by averaging predictions coming from a large 
set of different Global Climate Models (GCM) (Reichler and Kim, 2008; 
Flato et al., 2013), for the purpose of this study we performed SI pre-
dictions only for a small subset of climate models. Our criteria for 
selecting these models was oriented by the validation performance 
analysis carried out by Flato et al. (2013) for the models included in 
Coupled Model Intercomparison Project Phase 5 (Taylor et al., 2012). 
The selected models by this way were three: GFDL-CM3 (Donner et al., 
2011), HadGEM2-ES (Collins et al., 2011) and MPI-ESM-LR (Giorgetta 
et al., 2013). In order to encompass the potential variability between the 
different climatic future projections we used the two most contrasted 
Representative Concentration Pathways, RCP 2.6 and RCP 8.5, for future 
SI prediction. The corresponding values of bioclimatic variables coming 
from the Worldclim 1.4 downscaled future climate projections (Hijmans 
et al., 2005) for these three GCM models were used for prediction of 
future SI over the Galician territory. 
2.3. Site index modelling 
For the development of climate-sensitive SI models, we tested several 
machine learning techniques based on Support Vector Regression (SVR) 
(Vapnik et al., 1997). We chose these techniques among other modelling 
alternatives because they provide some potential advantages for growth- 
environment modelling:  
• they allow for representing non-linear relationships between 
response and predictors,  
• some non-linear variants of these techniques (e.g. non-linear kernels) 
allow for representing interactions between predictors,  
• their regularisation strategy improves model robustness and reduces 
the risk of over-fitting, and  
• their regularisation strategy (especially for distance-based non-linear 
kernels) can work in a floating way, performing a stronger flattening 
in observations that are very different to the training sample. 
In addition, to our knowledge, SVR techniques have never been used 
before for climate-sensitive forest growth modelling. 
Support Vector Regression, and specifically the ∊-SVR variant, is a 
non-parametric modelling technique that combines an L2 regularisation 
(Hoerl and Kennard, 1970) strategy with a loss function defined by 
absolute errors that exceed a certain ∊ threshold. As L2 regularisation 
implies that, during the model fitting stage, the square norm of all model 
parameters is minimised together with prediction residuals, the models 
resulting from this approach are intended to be “flat” in terms of the 
parametric space and have therefore a high generalisation ability for 
extrapolation purposes. Since only in some cases prediction errors are 
higher than ∊, not all the observations in the training set are used for 
calibrating model parameters. This is the reason why this loss function is 
commonly named ∊-insensitive. The observations that do contribute to 
model calibration are then called Support Vectors. The current formu-
lation of the fitting problem is the so-called dual formula, which is 
derived from transforming the cited regularisation and ∊-insensitiveness 
principles into a Lagrangian optimisation problem subject to Kar-
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where x and y are respectively the predictors’ matrix and response 
vector, αi and α*i are Lagrange multipliers, l is the number of observa-
tions in the training dataset, C is the cost parameter that penalises errors 
that exceed the threshold ∊, and 〈⋅, ⋅〉 denotes a dot product. 
While (1) is the general approach to the problem for building linear 
SVR models, a variety of kernel functions have been developed for 
generating non-linear combinations of predictors, or features. This can 
be achieved by substituting the product 〈xi, xj〉 in (1) by a certain k(xi, xj)
function. For instance, the homogeneous polynomial transformation of 〈
xi, xj〉 is: 
k(x, x′) = 〈x, x′〉q, (3)  
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where σ is the dispersion parameter that controls the impact of the norm 
⃦
⃦x − x′‖2 on model flatness. 
Once the optimal Lagrange multipliers are found, predictions based 











+ b, (5)  
being b the independent parameter or model offset, which can be 
computed by a variety of methods, some of them described by Keerthi 
et al. (2001), and that tends to match the response’s observational mean. 
Overall, in SVR models the regularisation effect on predictions (i.e. 
the regression to the mean) is controlled mainly by C (L2 regularisation) 
and σ (distance-based regularisation). The role of C is to globally 
constraint, independently on the kernel transformation, the maximum 
values of model slopes (αi and α*i ) and hence the maximum variability of 
predictions. σ, in the case of distance-based kernels, constraints pre-
dictions based on Euclidean norms between support vectors and new 
conditions. In other words, when making predictions with a distance- 
based kernel, if the new conditions are too different from the observed 
in the training dataset, regularisation will consequently shrink these 
predictions towards the null model. Derived from this, we could 
consider that calibrating the intensity of this regularisation represents a 
trade-off between spatial specificity and generality: an intense regular-
isation (high values of σ) can produce models with high performance but 
with a narrow applicability area, while a slight regularisation (low σ) 
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leads to models with an extensive validity area at the expense of having 
poor performance. We believe that managing this trade-off might be a 
useful approach for evaluating the uncertainty, in the form of predictive 
errors, derived from the extrapolation of ecological indicators, such as 
the SI. Hence, considering the potential practicality of using a distance- 
based approach for differentiating unseen climatic conditions from 
training conditions, we focused our SI modelling and uncertainty anal-
ysis on distance-based SVR methods, specifically, on the radial basis 
kernel. However, for the purpose of comparison, we also fitted some 
other SVR models, such as the linear and polynomial kernels of 2nd, 3rd 
and 4th degree. Thus, we fitted a total of five different SVR models based 
on the implementation of the package kernlab (Karatzoglou et al., 2004) 
of the R language (R Core Team, 2020). As suggested by Karatzoglou 
et al. (2004), the σ parameter in the radial basis kernel was initially 
calibrated using the method proposed by Caputo et al. (2002), consisting 
on calculating the median in the 10th-90th percentile range of 
⃦
⃦x − x′‖2 
norms. The calibration of ∊ and C constants was carried out with the R 
package rminer (Cortez, 2016) using 10-times repeated 10-fold cross- 
validation (CV) for ensuring the robusticity of the estimates. Variable 
selection was performed through a Recursive Feature Elimination (RFE) 
procedure (Fig. 2), in which the predictors were progressively dropped 
off from the set depending on their impact on model predictions. The 
impact of each predictor was measured using the one-dimensional 
sensitivity analysis implemented in the function Importance of rminer 
package, which provides a score based on drops in model performance 
after removal. 
Similarly to previous studies (Weiskittel et al., 2011; González- 
Rodríguez and Diéguez-Aranda, 2020), the optimum number of pre-
dictors for each model was defined as the one previous to a significant 
decrease in the cross-validated R2. We applied this criteria by setting a 
threshold value 5–10% of decrease in performance after the dropping off 
of each predictor. Once the number of predictors was set for each model, 
we carried out a second cross-validation procedure with 100 repetitions 
for ensuring the independence of the multipliers’ estimates and 
goodness-of-fit statistics on the random seed. During this procedure, we 
re-calibrated the σ parameter in the radial basis kernel, trying values 
Fig. 2. Evolution of the cross-validated R2 along the recursive variable elimination paths for the five SVR models fitted.  
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along the 10th-90th percentile range and choosing the one that maxi-
mised cross-validated R2. For subsequent analyses, we are labeling this 
value of σ, optimum from the perspective of cross-validation perfor-
mance, as σCV. Finally, we compared the five models’ apparent and CV 
performance statistics (Root Mean Square Error normalised by the re-
sponse’s mean, and R2) and tested whether the radial basis model 
(hereunder, SVRRB) provided better estimates than the other four 
models. 
Considering that interpreting SVR models is currently a real tech-
nical challenge (Burns et al., 2019), for evaluating the ecological 
meaning of the selected model we resorted to a method specifically 
developed by Üstün et al. (2007) for this technique. This methods aims 
at recovering useful information about the modelled predictors-response 
relationships from the kernel matrix resulting from the k(x, x′) trans-
formation. This is achieved by calculating the correlation between each 
row of this matrix and each one of the predictors included in the SVR 
model. For recalculating the kernel matrix we used only the Nsv support 
vectors, excluding the non-relevant observations (i.e., those with 
(αi − α*i ) = 0). Then, we sorted the Nsv observations by ascending value 
of predicted site index (ŜI) and calculated the kernel transformation 
based on the fitted SVR model. Finally, we computed the Pearson’s 
correlation between the selected predictors and the kernel matrix 
generating the so-called Correlation Image. This matrix was subse-
quently used for assessing the role of each climatic predictor on esti-
mated SI. 
2.4. Delimiting uncertainty 
After we fitted and compared the different support vector models, we 
used the radial basis model (SVRRB) for generating raster maps of forest 
productivity predictions over the complete Galician territory for current 
climate and also for the six future climate scenarios considered (GFDL- 
CM3, HadGEM2-ES and MPI-ESM-LR models for the Representative 
Concentration Pathways 2.6 and 8.5). As the radial basis regularisation 
flattens predictions over the territory based on their dissimilarity with 
the training dataset (in predictor space), model predictions under un-
seen climatic conditions are systematically regressed to the mean. As a 
consequence, identifying highly regularised predictions allows for 
mapping the areas where the fitted model, basing on the current regu-
larisation setup (σ), is not able to make predictions. Derived from this, 
we focused our uncertainty analysis on detecting and delimiting highly 
regularised areas. The major difficulty for performing this delimitation 
is to be able to discriminate highly regularised values from actual 
average predictions. Our approach for solving this was to identify non- 
regularised values in two stages: (1) firstly, we extracted predictions 
differing more than 5% from the observational SI mean (20.8 m) and (2) 
secondly, we repeated the “extraction” procedure after performing a 
smoothing operation of the raster pixels using a 3x3 moving window. 
Then, we classified the extracted values in this way as non-regularised 
and, after translating the reclassified raster pixels into spatial poly-
gons, we obtained an estimation of regularised and non-regularised 
surfaces for all the SI raster maps generated. For improving visual-
isation, we also smoothed the edges of the resulting regularisation 
Fig. 5. Maps of site index predictions using σCV (σ = 0.69, left) and σ = 0.21 (right) for current climate. The delimited regularised areas are represented with a 
striped pattern. 
Table 2 
Summary of the number predictors and support vectors, optimum hyperparameters C, ∊ and σ, and apparent and cross-validation performance statistics of the five SVR 
models fitted.  
Model N◦ predictors Nsv Hyperparameters NRMSE R2  NRMSEcv R2cv  
SVRRB 4 136 C = 9, ∊ = 0.15, σ = 0.69  0.0979 0.559 0.118 0.386 
SVRL 3 124 C = 5, ∊ = 0.3  0.132 0.1902 0.133 0.184 
SVRP2 5 123 C = 7, ∊ = 0.3  0.118 0.3501 0.127 0.268 
SVRP3 5 139 C = 9, ∊ = 0.15  0.114 0.398 0.125 0.288 
SVRP4 4 157 C = 9, ∊ = 0.05  0.09803 0.558 0.126 0.269  
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surfaces using the R package smoothr (Strimas-Mackey, 2020). For the 
rest of geoprocessing operations we used the R packages raster (Hijmans, 
2019) and rgeos (Bivand and Rundel, 2019). 
As σCV is calibrated for maximising predictive performance exclu-
sively, we carried out a σ reduction analysis for discussing the ability of 
the radial basis model for predicting SI along the specificity–generality 
trade–off. This consisted on reducing the value of σ iteratively, from σCV 
to the 10th percentile of the 
⃦
⃦x − x′‖2 norms range, and carrying out a 
performance test (both apparent and cross-validated) and a delimitation 
of regularised areas (for current climate) at each iteration. As a result, 
we obtained a path representing the variation of regularised surfaces 
and R2 along the calibration range of σ. Once we had performed this 
analysis, we discussed potential criteria for choosing the best value of σ 
along the path, depending on the modelling objectives and constraints. 
3. Results 
3.1. Model performace 
The performance statistics and calibration hyperparameters of the 
SVR fitted models are summarized in Table 2. The cross-validation 
performance of these models ran parallel to the apparent performance, 
being in both cases the radial basis model (SVRRB) the best in terms of R2 
(0.56) and NRMSE (0.098), followed by the polynomial models (in order 
of decreasing degree) and, finally, the linear. The number of predictors 
included in the fitted models ranged from three (linear model) to five 
(polynomials), being four the number of predictors in the radial basis 
model. These predictors we, in decreasing order of variable importance 
score: bio2 (importance score  = 0.273), bio3 (0.245), bio1 (0.241) and 
bio6 (0.2402). 
Concerning hyperparameters, the values of ∊ tended to be close to 
the lower bound its variation range (minimum of 0.05 in fourth degree 
polynomial model) which consequently led to a high proportion of 
support vectors, whose number varied from 123 to 157. The optimum C 
values close to the maximum (the most frequent value was 9), which 
implied a low global regularisation intensity. The resulting σ hyper-
parameter from the cross-validation procedure (σCV) was 0.69, which is 
slightly higher than the mean value of the 
⃦
⃦x − x′‖2 norms range. 
3.2. Regularisation analysis 
The predicted map of site index for current climate using σCV (Fig. 5) 
yielded similar statistics than the observed SI, though it had a slightly 
higher variation range (12.9–29.4 m and 13.3–27.8 m, respectively). 
The regularised surface estimated for this map is approximately 60% of 
Fig. 6. Map of SI predictions using the radial basis model with optimum σ (σCV = 0.69) for the six climatic scenarios considered. The upper row -A, B and C plots- 
corresponds to the RCP 2.6, while the lower one -plots D, E and F- corresponds to RCP 8.5. The columns correspond to GFDL-CM3 (left), HadGEM2-ES (center) and 
MPI-ESM-LR (right) GCM models. The delimited regularised areas are represented with a striped pattern. 
Table 3 
Summary of regularised surfaces and predicted SI values for the current and 
future climate maps with the radial basis model. The values corresponding to the 
reduced σ (=0.22) are presented in grey color.  
Map Reg. (%) SImin  SImax     
Current climate 0.605 0.364 11.6 10.5 28.9 29.6   
RCP 2.6 GFDL-CM3 0.991 0.903 17.3 15.5 19.9 20.8    
HadGEM2-ES 0.973 0.851 16.7 16.2 23.7 25.5    
MPI-ESM-LR 0.725 0.485 16.1 11.1 23.4 29.1   
RCP 8.5 GFDL-CM3 0.998 0.922 18.9 17.4 19.9 20.6    
HadGEM2-ES 0.996 0.896 17.6 16.6 19.8 23.3    
MPI-ESM-LR 0.907 0.752 14.9 14.3 26.5 27.8    
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the territory (Table 3). 
Regarding future climate maps for σCV (Fig. 6), the variability of 
predictions was, overall, very low. For instance, GFDL-CM3 yielded 
values that ranged from 18.9 to 19.9 for the concentration pathway 8.5. 
Consequently, regularisation in these maps was very intense, but also 
variable across different models/scenarios. As expected, predictions for 
RCP 8.5 were more regularised than those for the RCP 2.6 scenario, 
accounting for the diverging dynamic of future climate with respect to 
present concentrations of greenhouse gases. GFDL-CM3 produced the 
most extensive regularised surfaces, accounting for 99.1% of the terri-
tory for RCP 2.6 and 99.8% for RCP 8.5. HadGEM2-ES provided very 
similar but slightly smaller regularised areas than GFDL-CM3. MPI-ESM- 
LR, on the contrary, produced significantly less regularised maps, 
especially for RCP 2.6 (∼ 27% of the territory was not regularised). 
Concerning the σ reduction path, the variation in proportion of 
regularised surfaces and performance metrics is shown in Fig. 4. We 
found a monotone drop of both apparent and cross-validated perfor-
mance along this path, together with a reduction in regularised surfaces 
until approximately σ = 0.21. In order to provide a visual comparison of 
the outputs of site index maps and delimited regularised areas along the 
σ reduction path, we also represented the predicted SI maps for σ = 0.21 
in Figs. 5 and 7. Under this new value of σ, the regularised surfaces for all 
the climate conditions considered are reduced significantly. For current 
climate, the proportion of regularised territory dropped from 60% to 
36%, while, for the case of future climate maps, it reached a minimum 
value of 48% (for the MPI-ESM-LR model under RCP 2.6). However, the 
other two future climate models were not that sensitive to the σ reduc-
tion, being its values of regularised surfaces always above 80% of the 
territory. Concerning the predictive performance of the model based on 
σ = 0.21, the apparent R2 dropped from 0.56 to 0.47, while the cross- 
validation R2 dropped from 0.38 to 0.34. 
4. Discussion 
The fitted SVR SI-climate models explained from 20% to 56% of the 
response’s variability (Table 2), which is in the range of previous studies 
of site index modelling (e.g., 24–64% in Seynave et al. (2005); 20–52% 
in Aertsen et al. (2010); 32–52% in González-Rodríguez and Diéguez- 
Aranda (2020)). However, the number of support vectors was signifi-
cantly high across the different models, accounting for 75–95% of the 
total number of observations. Admittedly, a high number of support 
vectors implies that the model is balanced towards a high bias-low vari-
ance fitting strategy (James et al., 2013) which, in our case, might be an 
indicator of overfitting. Even so, the CV procedure carried out showed 
adequate values of performance for the models fitted (R2CV ∼ 18–38%), 
especially for radial basis model, which still remain within the range of 
the SI-climate models found in literature. According to the model per-
formance analysis carried out, SVRRB was the best alternative, providing 
both the highest apparent and CV R2. Interestingly, this model also 
included a lesser amount of bioclimatic predictors (bio1,bio2,bio3, and 
bio6) than other models (e.g., the third degree polynomial). 
The four predictors included in the radial basis model are 
temperature-related variables. The absence of rainfall-related predictors 
in the model may seem contrary to previous studies about radiata pine’s 
productivity (Hunter and Gibson, 1984). However, Romanyà and Val-
lejo (2004) already found that SI for this species was not significantly 
sensitive to precipitation in the Atlantic areas of Spain. The analysis of 
the correlation image in Fig. 3 revealed, overall, a sparse and non- 
uniform relationship between predictors and estimated site index. This 
is an expected result from the used interpretation method when sub-
stantial non-linear response-predictors relationships occur (Üstün et al., 
2007). In the case of bio1, we hypothesise that this irregular role might 
be due to the ambiguous relationship between this variable and other 
temperature variables responsible for stress factors with diverging ef-
fects on growth (i.e., frost stress or heat stress variables). The predictors 
bio2 and, to a lesser extent, bio6 showed a somewhat clear monotone 
trend in correlations with sorted support vectors (increasing and 
decreasing with estimated site index, respectively). In contrast, bio3 had 
its maximum near the center of the 1,2,…,Nsv range; showing negative 
correlation values towards the extremes of this range. Interestingly, the 
negative role of bio6 in high quality sites is consistent with our results in 
a previous article (González-Rodríguez and Diéguez-Aranda, 2020), 
where we found a negative influence of mtcm (mean temperature of 
Fig. 4. Estimated proportion of regularised areas (top) and apparent and cross- 
validated performance (bottom) along the σ reduction path for the 
SVRRB model. 
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coldest month) on radiata pine SI. In that case, we hypothesised that this 
could be due to the chilling effect, meaning that very warm winter tem-
peratures may lead to stress on carbon balance (Smith et al., 2013, p. 
116) due to high respiration rates, which has been observed in other 
pine species (Garber, 1983; Valkonen et al., 1990; Wu et al., 2001). The 
performance of bio2 as main driver of productivity for high SI values 
could be analogous to the role of bio6, implying that high diurnal ranges 
could reduce the stress on carbon balance related to nightly respiration, 
specially during the warmest months. Though the importance of night 
respiration on forest growth has been acknowledged in many physio-
logical studies (Ryan, 1991; Ryan et al., 1997), we have not found any 
reference to this topic in studies regarding SI modelling. The main 
drawback of this interpretation could be the unexplained noise of heat 
stress variables (i.e., maximum temperatures in summer), necessarily 
correlated with bio6, that should affect growth negatively. However, we 
think that this finding may be a specific feature of the geographic extent 
of our study, where the humid and temperate climatic conditions 
(mainly Csb climate, with Csa, Cfa and Cfb local variants, according to 
the Köppen-Geiger classification updated by Kottek et al. (2006)) may 
make the high temperatures and drought-related factors in warm sea-
sons a not usual constraint for growth. The role of bio3 is related to the 
role of bio2 (bio3 is actually derived from bio2), as it is reflected in the 
correlation image for low ranges of ŜI. In the alternative case, for high 
values of predicted SI, the negative influence of bio3 on growth may be 
associated with the effect of continentality (bio7, another Worldclim 
variable used for computing bio3), which was found an important re-
striction for pine growth in central Spain in a previous study (Büntgen 
et al., 2013). 
Concerning the site index maps developed, the radial basis model 
produced predictions that were slightly more varied than the observed 
values under some conditions (mostly, current climate). This feature is 
interesting as it means that the model allowed for extrapolating outside 
of the observed range, in contrast to other tested approaches in previous 
studies, such as rule-based models (Weiskittel et al., 2011; Sabatia and 
Burkhart, 2014; Barrio-Anta et al., 2020), where predictions were con-
strained to the observed range or varied in a much lesser extent. Because 
of this, we believe that support vector regression might be considered a 
preferable technique to rule-based methods in many circumstances, 
especially when extrapolations are necessary. Besides, across the 
different predicted maps, highly regularised areas were mostly 
concentrated in the Atlantic coastal zone (very temperate and humid) 
and the southeastern mountainous ranges (with strong mediterranean 
and/or alpine influence), which is consistent with the known climatic 
differences between those areas and the extent encompassed by the 
measured research plots (Csb climate, predominantly). We believe that 
this fact proves the climatic coherency of the distance-based regular-
isation approach for delimiting homogeneous areas in terms of potential 
extrapolation errors. 
The high proportion of regularised areas estimated for the produced 
maps under the σCV setup, revealed that, overall, the existing climatic 
conditions in most of these territories (and also across future scenarios) 
are too different from the observed in the training dataset for being 
subject of reliable site index predictions. However, the high specificity of 
this model, optimum in terms of cross-validation performance, can be 
effectively mitigated by reducing σ and, thus, obtaining a more gen-
eralisable model, able to make predictions over a broader range of cli-
matic conditions (as shown in Figs. 5–7). Nevertheless, the outcome of 
this specificity-generality trade-off strongly depends on the chosen value 
Fig. 7. Map of SI predictions using the radial basis model and σ = 0.21 for the six climatic scenarios considered. The upper row -A, B and C plots- corresponds to the 
RCP 2.6, while the lower one -plots D, E and F- corresponds to RCP 8.5. The columns correspond to GFDL-CM3 (left), HadGEM2-ES (center) and MPI-ESM-LR (right) 
GCM models. The delimited regularised areas are represented with a striped pattern. 
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of σ, which, in our perspective, should be determined by the specific 
goals of the modeller. In this sense, the simplest criterion for calibrating 
σ could be to try to maximise the validity area of the model (i.e., to 
minimise the regularised areas) subject to meet a minimum performance 
requirement. Another alternative could be to maximise the validity area 
(and, hence, the dispersion of predictions) subject to keep the predictive 
range within reasonable bounds (for instance, by restricting predictions 
to maximum and minimum values registered in previous studies). 
Further research will be necessary for evaluating the practicality of these 
criteria. 
Another aspect to discuss could be the adequacy of the Euclidean 
norm implicit in the radial basis kernel for capturing differences be-
tween climatic conditions. Other distance based-kernels have proven 
useful in the last decades for performing the k(x, x′) transformation in a 
variety of modelling tasks, e.g., the Laplacian kernel, the Bessel kernel, 
and the Pearson VII Universal kernel (Schölkopf, 2002; Cristianini and 
Shawe-Taylor, 2014). Testing these alternatives may be crucial devel-
opment lines for improving the performance of SVR models in this 
subject area. 
In this study, support vector regression and, in particular, the radial 
basis kernel variant, proved to be a useful technique for modelling site 
index as a function of climate. At the same time, its distance-based 
regularisation strategy provided an effective criterion for delimiting 
the actual validity area of the model, discarding all the areas with too 
different climatic conditions from the training dataset, and for which 
predictive errors could be too uncertain. We think this is an adequate 
starting point for assessing the spatio-temporal uncertainty of climate- 
sensitive forest productivity predictions, which could be also extend-
able to the prediction of other ecological indicators. Additionally, this 
approach could be a productive grounding for future research con-
cerning climate change-adapted forest management. 
5. Conclusions 
In this article, we used a Support Vector Regression technique based 
on the radial basis kernel for predicting site index of radiata pine stands 
in Spain as a function of climate. The model provided an adequate 
performance, explaining up to 56% of the response’s variability. We also 
found the growth-climate relationships represented in this model 
ecologically reasonable. 
The distance-based regularisation strategy implemented in the 
model also allowed for delimiting the validity area of the model across 
different climatic scenarios. Under the optimum model setup (in terms 
of cross-validation performance), the climatic conditions on most of the 
Galician territory were considered too different from the observed in the 
training dataset, and hence yielded extremely regularised predictions. 
As a consequence, the validity area of this model delimited for these 
scenarios was notably narrow, especially for some future climate pro-
jections (Representative Concentration Pathway 8.5). However, 
reducing the σ parameter allowed for mitigating regularisation signifi-
cantly, providing predictions with broader delimited validity areas, at 
the expense of having a lower performance. Specifically, a value of σ =
0.21, yielded a validity area of nearly 64% of the territory for current 
climate, while explaining up to 47% of the site index variability. 
In conclusion, the proposed method allowed for successfully delim-
iting validity areas for the climate-sensitive site index model developed, 
and identified domains were predictions could be potentially too un-
certain due to unseen climatic conditions. We believe that the tested 
methodology could be a useful starting point for understanding and 
delimiting the spatio-temporal uncertainty of forest productivity pro-
jections in future research. 
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