Introduction
It is a significant event in wavelet analysis that good wavelet bases are unconditional bases in L p (R d ) with 1 < p < ∞ . Results of this type are given in some important books on wavelets such as [2, 9, 12, 15] , and in some articles such as [7, 8, 13, 16] . However, all those works but [13] for j ∈ Z and k ∈ Z d , where q = | det A|, which will be used throughout this paper. The Fourier transform is defined byf for x ∈ R d with x i being its i th component. Let f , h , and ψ be measurable functions, A a finite set of measurable functions, and β > 0. We make the following notations if they make sense:
3) 
where
satisfying the following: there exist constants ∞ > γ ≥ ϵ > 0 and 0 < C < ∞ such that
a.e. on R d , where ∇f denotes the gradient function of f .
[9, p.287, Theorem 4.15] shows that a one-dimensional dyadic wavelet basis X(ψ) with ψ ∈ R 0 (R) must be an unconditional basis of L p (R) for 1 < p < ∞ . Its higher dimensional version with A = 2I d is obtained in [15, Theorem 8.9] . The goal of this paper is to extend this theorem to the case of general isotropic expansive matrices. To our knowledge, the reference [13] seems to be the first and the only work addressing unconditional wavelet bases for 12) and X(Ψ) is an orthonormal basis for 
For isotropic expansive matrices, in this paper we give an affirmative answer to this question. It is unresolved whether it is true for a general expansive matrix. This is because our method strongly depends on a norm associated with the expansive matrix, which is equivalent to the Euclidean norm in R 
The rest of this paper is organized as follows. Section 2 is devoted to proving Theorem 1.2, and Section 3 is devoted to proving Theorems 1.1 and 1.3.
Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2. For this purpose, we introduce some necessary notations and notions. Let B be a Banach space, and
where the norm is defined by
A set △ ⊂ R d is said to be an ellipsoid if 
Let △ be as in Lemma 2.1, and take
Without loss of generality, we assume that |ξ| ≤ 1 for ξ ∈ S later. Indeed, if not, we can do it by scaling.
Observe that the transpose of an isotropic matrix is still an isotropic one, and that the determinant of a matrix equals the one of its transpose. The following lemma is borrowed from [10 
Since the norms on R d are equivalent to each other, for the norm ∥ · ∥ in Lemma 2.2, there exist positive
Lemma 2.3 Under the hypotheses of Theorem 1.2,
Proof Without loss of generality, we assume that ψ is a real function. Since
, and thus
For I 2 (ξ), we have
Collecting (2.6)-(2.8), we obtain that
with
we have
by (2.9). Collecting (2.3), (2.4), (2.9), and (2.11), we have
The following lemma is partially borrowed from [6, p.492, Theorem 3.4].
Lemma 2.4 Let B 1 and B 2 be Banach spaces, and T ∈ L
Assume that for a.e.
is measurable and locally integrable away from the origin, that 
Remark 2.1 A careful observation to the proof of this lemma shows that (2.13) can be replaced by
where c is an arbitrary positive constant. 
Proof Without loss of generality, we assume that ψ is a real function. The left-hand side of (2.15) vanishes if y = 0 , so we only treat the case 0
17)
and λ is as in Lemma 2.2.
Next we prove that I 1 (y) and I 2 (y) are both bounded on R d \{0} to finish the proof. We first treat
2) and Lemma 2.2, so
by (1.10) and (2.19), where
It follows that
by (2.17) and (2.20). Now we turn to (2.18). By the mean value theorem,
where ξ = x − tA k y for some 0 < t < 1. By (2.2) and Lemma 2.2, we have
and
with |A −k x| > c|y|, and thus 
Therefore,
Proof of Theorem 1.2. We use the notations in Lemma 2.4. Take B 1 = C and B 2 = l 2 (Z). Define
for f with (2.22) being well defined. Then
By the Plancherel theorem, we have ∫
. Thus, by (2.23), to prove the theorem, we only need to prove that the
satisfies Hörmander's condition; that is,
is bounded on R d . By Remark 2.1, it suffices to prove that, for some c > 0,
We only need to show that, for some c > 0,
is bounded on R d . Lemma 2.5 tells us this is true. The theorem therefore follows. For an arbitrary bounded sequence β = {β j } j∈N , define 
Lemma 3.3 ([5, Lemma 2.4])For every 0 < p ≤ ∞ , there exists a positive constant C p such that for every
Lemma 3.4 Let A be a d × d isotropic expansive matrix, and γ ≥ ϵ > 0 . Assume that g and h satisfy |g(·)|, |∇g(·)| ≤
3)
5)
for some positive constant B . Then there exists a positive constant C such that for l ≥ 0
Proof Without loss of generality, we assume that both g and h are real functions. We use the norm ∥ · ∥ in Lemma 2.2. By (2.2), we only need to prove that there exists a positive constant C such that for l ≥ 0,
a.e. on R d . By (3.4), we have
where 
where ξ = x + η(y − x) with 0 < η < 1. For y ∈ E 1 , it leads to
by (3.5), (2.2), and Lemma 2.2. Substituting λ l (x − y) = y ′ in the above formula, we have
Next we turn to I 2 . Fix x ∈ R d and l ∈ Z . From (2.2), we have
for y ∈ E 2 , which implies that
by (3.3), (3.5) , and the fact that γ ≥ ϵ.
Now we estimate I 3 . From (3.3), (3.5), and (2.2), it follows that
Collecting (3.8), (3.9), (3.11), and (3.12), we have (3.6). The proof is completed. 2
Observe that 13) and
As an immediate consequence of Lemma 3.4, we have the following lemma, for which related results can be found in [3] and [11] : 
2)
Lemma 3.6 Let A be a d × d isotropic expansive matrix, and ϵ > 0 . Then there exists a positive constant C such that for all sequences {s
if l ≤ j , and
Proof By (2.2), we only need to prove that there exists a positive constant C such that x ∈ Λ j,k with (3.17) and
Next we prove (3.17) and (3.18). We first consider (3.17) . Fix x ∈ Λ j,k . For l ≤ j , write
with n ∈ N. Then we have
for some constant C 2 independent of y and x , so
by (2.2). Combining (3.19) with (3.20) leads to 
and thus
by Lemmas 3.5 and 3.6. This implies that
for m ∈ Z and a.e. x ∈ R d . It follows that
Applying Lemma 3.1 with q = 2, we have
where we use the fact that {Λ m,n : n ∈ Z d } is a partition of R d for each m ∈ Z, and card(Φ) denotes the cardinality of Φ . Similarly, we can also prove that there exists a positive constantC such that 
, j ∈ Z due to the fact of ψ ∈ Ψ being bandlimited, and thus it is differentiable by the Paley-Wiener theorem. Therefore, considering its point-wise values
It is easy to check that
It follows that ∥z∥ ≤ Cλ −j0 , and thus
. This finishes the proof by the arbitrariness of x 0 . 2
a.e. on R d .
Lemma 3.9
Let β > 0 and g ∈ L 1 (R d ) withĝ being compactly supported. Then, for every α ∈ Z d with
Proof Take γ ∈ S(R d ) such thatγ(·) = 1 on supp(ĝ). This can be done since supp(ĝ) is compact. Then g =ĝγ , and thus g = γ * g . It follows that
by the arbitrariness of x and y . 
Lemma 3.11
For β > 0, there exists a positive constant C β such that
Proof Without loss of generality, we assume that g is a real function. Since g is band-limited, it is differentiable by the Paley-Wiener theorem, so considering its point-wise values makes sense. Fix
for some constant C related to λ and d. Integrating the above formula on B(x − y, δ) , we have
, which leads to 
by 0 < δ < 1. This implies that 
