We calculate the response of a vortex core in a layered superconductor to an ac electromagnetic field. The order parameter and current response are obtained by a self-consistent determination of the distribution functions and the excitation spectrum. The response is dominated by order parameter collective modes coupled to the fermion excitations of the vortex core. At low frequencies this coupling leads to substantially enhanced dissipation in the vortex core.
Introduction
Vortex cores play a key role in dissipation processes of superconductors in the Abrikosov phase. Bardeen and Stephen [1] modeled the vortex core as a region of normal metal in which the excitations in the core respond to an electromagnetic field like electrons in the normal metallic state. This is a good approximation for dirty superconductors with a mean free path, ℓ, much smaller than the coherence length ξ 0 . However, in clean superconductors the low-lying excitations in the core are the bound states of Caroli, de Gennes and Matricon. [2] These excitations have superconducting as well as normal properties. They are the source of circulating supercurrents in the equilibrium vortex core, [3] and they are strongly coupled to the condensate by Andreev's scattering processes. [3, 4] Their response to an electromagnetic field is radically different from that of normal electrons. For vortex cores one has two fundamentally different origins of dissipation. One is dissipation by the collective motion of the condensate, and the second is dissipation by transitions between Caroli-de Gennes-Matricon bound states. These processes are coupled because of the strong interaction between the condensate and the bound states, and require a self-consistent treatment of condensate and bound-state dynamics. Earlier calculations of the a.c.-response neglected this coupling or concentrated on the limit ω → 0. [5, 6] We present the first fully selfconsistent calculation of the response of the current density in the core to an a.c. electric field of frequency comparable with the gap frequency, ∆/h, or smaller. Our results show that the coupling of condensate and bound-state dynamics is essential for even a qualitative understanding of the low-frequency dynamics of core electrons and the dissipation in the core.
We consider a superconductor with a random distribution of atomic size impurities in a static magnetic field. The applied a.c. electric field, δ E ω (t) = δ E 0 e −iωt = − 1 c ∂ t δ A ω (t), is linearly polarized in x-direction, and its wavelength is large compared to ξ 0 . The impurity scattering rate is assumed to be large enough that the superconductor is outside the superclean limit; i.e. all bound states are broadened by an amount comparable to or larger than the "mini-gap", ∆ 2 /E f . [2] In particular we investigate the intermediate clean regime, ξ 0 < ∼ ℓ < ∼ (E f /∆)ξ 0 , where we expect the model of a "normal metal core" to break down. In this regime we can use the quasiclassical theory, [7] which is a powerful method for studying non-equilibrium su-perconductivity. This theory describes phenomena on length scales large compared to the microscopic scales (Bohr radius, lattice constant, k −1 f , Thomas-Fermi screening length, etc.) and frequencies small compared to the microscopic scales (Fermi energy, plasma frequency, conduction band width, etc.). We use unitsh = k B = 1, and note that the charge of an electron is e < 0 . The a.c. frequencies of interest are of the order of the superconducting energy gap, | ∆ |∼ T c , or smaller, and the length scales of interest are the coherence length, ξ 0 = v f /2πT c , and the penetration depth, λ . Hence, our theory requires the conditions k f ξ 0 ≫ 1, and T c /E f ≪ 1, where the Fermi wavelength, k −1 f , and the Fermi energy, E f , stand for typical microscopic length and energy scales.
Theoretical Background
The quasiclassical theory is designed for our purposes and is formulated in terms of the quasiclassical Nambu-Keldysh propagatorǧ(p f , R; ε,t), which is a 4 × 4-matrix in Nambu-Keldysh space, and a function of position R, time t, energy ε, and momenta p f on the Fermi surface. For a review of the methods and an introduction to the notation we refer to the article by Larkin and Ovchinnikov. [8] We denote Nambu-Keldysh matrices by a "check" accent, and their 2×2 Nambu submatrices of advanced (superscript A), retarded (superscript R) and Keldysh-type (superscript K) by a "hat" accent. In this notation the transport equation and the normalization condition read
where A(R) is the vector potential of the static magnetic field,
is the mean-field order parameter matrix, andσ i (p f , R; ε,t) is the impurity self-energy. The perturbation δv(p f , R;t) includes the external electric field and the field of the induced charge fluctuations, δ ρ(R;t). The commutator [Ǎ,B] ⊗ isǍ ⊗B −B ⊗Ǎ, were the noncommutative ⊗-product is defined by
For convenience we work in a gauge where the external electric field is defined by a vector potential δ A ω (t) and the in-duced electric field is obtained from the electro-chemical potential δ Φ(R;t). We consider the limit of large κ = λ /ξ 0 , so that we can neglect corrections to the vector potential due to the induced current densities, which are proportional to 1/κ 2 . Hence in the Nambu-Keldysh matrix notation the perturbation has the form,
and is assumed to be sufficiently small so that it can be treated in linear response theory.
Equations (1-4) must be supplemented by self-consistency equations for the order parameter and the impurity selfenergy. We use the weak-coupling gap equations,
and the impurity self-energy in Born approximation with isotropic scattering,
The Nambu matrixf K is the off-diagonal part ofĝ K , and the Fermi surface average is defined by
The materials parameters that enter the self-consistency equations are the dimensionless pairing interaction, N f V , the impurity scattering lifetime, τ, and the Fermi surface data: p f (Fermi surface), v f (Fermi velocity), and N f (averaged density of states at the Fermi surface). We eliminate both the magnitude of the pairing interaction and the cut-off in (5) in favor of the transition temperature, T c .
In the linear response approximation we split the propagator and the self-energies into an unperturbed part and a term of first order in the perturbation, (9) and expand the transport equation and normalization condition through first order. In 0 th order
and in 1 st order,
In order to close this system of equations one has to supplement the transport and normalization equations with the 0 th and 1 st order self-consistency equations for the order parameter,∆
and the impurity self-energy,
The self-consistency equations (15) and (17) for the response of the self-energies are equivalent to vertex corrections in the Green's function response theory, and are particularly important in the context of non-equilibrium superconductivity. The self-consistency conditions guarantee that the quasiclassical theory obeys fundamental conservation laws. In particular, (16) and (17) imply charge conservation in scattering processes, whereas (14) and (15) imply charge conservation in particle-hole conversion processes; any charge which is lost or gained in a particle-hole conversion process is balanced by the corresponding gain or loss of condensate charge. It is the coupled quasiparticle and condensate dynamics which conserves charge in superconductors. Neglect of the dynamics of either component, or use of a non-conserving approximation for the coupling of quasiparticles and collective degrees of freedom leads to unphysical results.
Finally, the electro-chemical potential, δ Φ is determined by the condition of local charge neutrality, [13] which is a consequence of the long-range of the Coulomb repulsion. The Coulomb energy of a charged region of size ξ 3 0 and typical charge density eN f ∆ is ∼ e 2 N 2 f ∆ 2 ξ 5 0 , which should be com-pared with the condensation energy ∼ N f ∆ 2 ξ 3 0 . Thus, the cost in Coulomb energy is a factor (E f /∆) 2 larger than the condensation energy. This leads to a strong suppression of charge fluctuations, and the condition of local charge neutrality holds to very good accuracy for superconducting phenomena. The formal result for the change in the charge density in quasiclassical theory to leading order in ∆/E f is given in terms of the Keldysh propagator, δĝ K , by [12] δ ρ (1) 
where F s 0 are Landau parameters. From Maxwell's equation,
ρ, it follows that the change in the charge density, δ ρ(R;t), is of order of (∆/E f ) 3 , implying that the leading order contribution vanishes, δ ρ (1) (R;t) = 0. This is the condition of "local charge neutrality", [13] valid through first order in ∆/E f ; it implies a spatially varying electro-chemical potential, δ Φ, determined by
The small charge density of order (∆/E f ) 3 , which produces this potential, is calculated (in the high-κ limit) from Poisson's equation,
Equations (10)-(17) and (19) constitute a complete set of equations for calculating the electromagnetic response of a vortex. The structure of a vortex in equilibrium is obtained from (10), (11), (14) and (16), and the linear response of the vortex to the perturbation δ A(R;t) follows from (12), (13), (15) , (17) and (19) . In equilibrium the current circulating around the vortex is given by,
The currents induced by δ A(R;t) can then be calculated directly from the Keldysh propagator δĝ K via
The external field also induces nonequilbrium thermal currents in the vortex core, which are given by
The self-consistent solution of the quasiclassical equations ensure the following conservation laws for charge and energy,
where δ ε(R;t) is a local energy density. Because of the local charge neutrality condition, (19), the first equation reduces to ∇ · δ j(R;t) = 0.
The numerical solution of nonequilibrium transport problems is greatly simplified by a reformulation of the nonequilibrium quasiclassical equations. For a derivation of these equations from the standard equations listed above we use the projection operators introduced by Shelankov, [9] P R,A + =
The projection operators obey the algebraic relations that follow from the normalization conditions (11),
We use the following convenient parameterization of the equilibrium propagators, [10] 
where the scalar functions γ R,A 0 are obtained by solving the Riccati type transport equations
Unphysical solutions are eliminated by chosing initial conditions properly. The initial conditions for γ R 0 andγ A 0 have to be chosen so that their transport equations are stable in direction of v f , and the initial conditions forγ R 0 and γ A 0 so that their transport equations are stable in direction of −v f . We use the following short-hand notation for the driving terms in the transport equations,
The key result is that the Nambu matrices δĝ R,A,K can be expressed, with the help of Shelankov's projectors, in terms of 6 scalar functions, δ γ R,A , δγ R,A , δ x a and δx a , each of which is a function of p f , R, ε, t, and satisfies a scalar transport equation. From the 1 st -order normalization conditions (13) we haveP R,A + ⊗δĝ R,A ⊗P R,A + = 0 andP R,A − ⊗δĝ R,A ⊗P R,A − = 0; as a consequence the spectral response, δĝ R,A , can be written as
(37) The Nambu matrices δX R,A and δŶ R,A are not uniquely defined. However, a convenient parameterization in terms of two scalar functions δ γ R,A and δγ R,A is given by
It is convenient to transform from the Keldysh response func-tion, δĝ K to the anomalous response function, δĝ a ,
The normalization condition (13) givesP R + ⊗δĝ a ⊗P A + = 0 and P R − ⊗δĝ a ⊗P A − = 0, so that δĝ a can be written in the following form,
where the freedom in choosing δX a and δŶ a allows us to parameterize δĝ a in terms of two scalar distribution functions, δ x a and δx a ,
The transport equations for the scalar functions δ γ R,A , δγ R,A , δ x a , δx a follow from (10) and (12) . They decouple for given self energies, and one finds [11] the following set of linearized transport equations,
The transport equations for δ γ R , δγ A , δ x a are stable in direction of v f , and the transport equations for δγ R , δ γ A , δx a are stable in direction of −v f .
The linear corrections to the retarded, advanced and Keldysh Green's function is then given by
After Fourier transforming Eqs. (42)-(45) we are left with six ordinary differential equations along straight trajectories in R-space. The ⊗ product is especially simple for the case of linear response. The products are here of the typeÊ ⊗ δX or δX ⊗Ê whereÊ is an equilibrium quantity and δX a response term. In Fourier space one obtains in this casê
For given self-energies, Eqs. (42)-(45) are a decoupled set of equations for the scalar functions, δ γ R,A , δγ R,A , δ x a , δx a . However, these functions are coupled through the selfconsistency conditions for δ ∆ R,A,a and δ Σ R,A,a , which determine the right-hand sides of (42)-(45). Equations (42)-(45) are solved as a system of linear differential equations of dimension six times the number of trajectories. The selfconsistency problem is solved numerically using special algorithms for updating the right-hand side of Eqs. (42)-(45). [11] 
Results
The linear response equations require as input the selfconsistent equilibrium functions, γ R,A 0 ,γ R,A 0 , and equilibrium self-energies Σ R,A ,Σ R,A ,∆ R,A ,∆ R,A . Given these solutions we then solve the first-order transport equations (42)-(45) together with the linearized self-energy equations (15) , (17) and the charge neutrality condition (19). The linear response limit is valid as long as the expansion parameter δ is small enough;
In these cases the changes δ ∆ are small compared to the equilibrium order parameter, ∆ m f 0 , and the spatial oscillation amplitude of the vortex center (defined as the point where the order parameter vanishes) is small compared to the coherence length.
The calculations are done for layered s-wave superconductors with a cylindrical Fermi surface along the c-direction, isotropic Fermi velocity v f in the ab-plane and a large Ginsburg-Landau parameter, κ ≫ 1. Impurity scattering is taken into account self-consistently in the Born approximation. We consider a moderately clean superconductor with a mean free path, ℓ = 10ξ 0 , and choose a low temperature, T = 0.3T c . We present results for s-wave pairing since the dynamics associated with the continuum and bound states is most clearly distinguishable in this case. However, the vortexcore dynamics of a d-wave superconductor [11] is qualitatively similar to the s-wave case presented here. 
of an equilibrium vortex at various distances from the core center. The important feature at the vortex center is the zeroenergy bound state, which is broadened by impurity scattering into a resonance of width Γ ≈ 0.6T c . At finite distances from the vortex center the bound states of quasiparticles with different angular momenta (different impact parameter) form a one-dimensional band, which is broadened by impurity scattering. The bands widen with increasing distance from the center because of the coupling to the vortex flow field, and develop Van Hove singularities at the band edges. The continuum edges show a characteristic shape as a result of Doppler shifts due to the circulating supercurrents. At the vortex center, as a result of self-consistency, there is no enhancement of the density of states at the continuum edge. The right panel of Fig. 1 is the corresponding spectral current density,
for the vortex [4] as a function of the impact parameter, which illustrates clearly that the equilibrium current density in the core of the vortex is carried by the bound states.
The first two columns in Fig. 2 show typical results for the current patterns, δ j(R,t), and field patterns, δ E tot (R,t), induced by an external electric field of the form, δ E ω (t) = δ E 0 cos (ωt). The system responds with an in-phase response (∼ cos (ωt)) and out-of-phase response (∼ sin (ωt)). The in-phase current response at position R determines the local time-averaged energy transfer between the external field and the electrons, E (R) = δ j(R,t) · δ E ω (t) t , while the out-ofphase current response is non-dissipative. Absorptive and reactive currents show characteristically different flow patterns. The non-dissipative current response is nearly homogeneous (see lower left pattern of Fig. 2) , whereas the pattern of absorptive current response, δ j diss , has qualitatively the form of a vortex-antivortex pair (see upper left pattern of Fig. 2) . Hence, the total current density, j 0 + δ j diss , describes a transverse oscillation of the equilibrium current pattern in the ydirection. The amplitude of this oscillation increases with decreasing frequency, and in the limit ω → 0 describes a rigid displacement of the vortex flow field moving with constant velocity. At higher frequency the current pattern deviates significantly from a rigid shift, as can be seen in Fig. 5 .
The second column of Fig. 2 shows the total electric field, δ E tot (R,t) = δ E ω (t) − ∇δ Φ(R,t), which consists of the homogeneous external field and the internal field due to charge fluctuations induced by the external field. Note that the induced field is predominantly out-of-phase and exceeds the external field in the center of the vortex core. For higher frequencies, 0.5∆ < ∼ ω < ∼ 2∆, the induced dipolar field evolves from an out-of-phase dipolar field along the direction of the applied field to an in-phase dipolar field opposite to the applied field, thus reducing the external field by roughly one half. The induced field vanishes rapidly for frequencies above the gap edge. The charge density fluctuations responsible for the induced field, δ ρ(R,t) = −∇ 2 δ Φ(R,t), are of the order (eδ /ξ 2 0 ) · (∆/E f ). Thus, only a fraction (eδ ) · (∆/E f ) of an elementary charge oscillates periodically in time over an area of ξ 2 0 . The charge accumulation is consistent with the condition of local charge neutrality, [13] which holds to first order. We note that the induced charge in the vortex core resulting from particle-hole asymmetry, as discussed recently, [14] is of order e(∆/E f ) 2 , i.e. of second order in ∆/E f and negligible in the context of this paper. However, the particle-hole asymmetric charges give a comparable contribution to the dynamics of the vortex core for sufficiently small excitation fields, i.e. δ ∼ ∆/E f , which may be relevant in high-T c superconductors.
The in-phase current and field response (upper row of Fig. 2) imply that the local absorption can be either positive ("hot spots" with E (R) > 0 in the vortex center), or negative ("cold spots" with E (R) < 0 above and below the vortex center), and is dominated by the absorption in the vortex center. The net dissipation is positive, and is obtained by integrating E (R) over the vortex. At higher frequencies the dissipation is dominated by higher energy bound states and is located away from the vortex center (see Fig. 5 ).
The electromagnetic response of the vortex-core is due to an interplay between collective dynamics of the order parameter and the dynamics of the Caroli-de Gennes-Matricon bound FIG. 2. Two-dimensional plot of the charge current density distribution (first column) and corresponding local (external+induced) electric field (second column). The order parameter displacement velocity field is shown in the third column, and the thermal current density distribution is shown in the fourth column. The results are for a frequency of ω = 0.3∆ with the external field along the x-direction. The top row shows the amplitude of the in-phase response (∼ cos ωt), while the bottom row shows the reactive response (∼ sin ωt). Distances from the vortex center extend up to 6.3 ξ 0 .
states. We find that at low frequencies, ω ≈ 1/τ, the order parameter performs a nearly homogeneous oscillation perpendicular to the applied field, with a velocity that is 90 o out of phase with the applied field. To analyze the deviations of the self-consistent order parameter from the rigidly moving vortex structures for ω ≪ ∆ we introduce the order parameter displacement vector δ R 0 (t) defined by δ ∆(R,t) = δ R 0 (R,t) · ∇∆ 0 (R). The velocity field of the order parameter is then δ v(R,t) = ∂ t δ R 0 (R,t). The nearly homogeneous oscillation at low frequencies is shown in Fig. 2 for ω = 0.3∆ in the third column, and in Fig. 3 for ω = 1.2∆. The vortex core oscillates at these frequencies in-phase and perpendicu- lar to the applied field but is strongly deformed. In one period the vortex center moves a distance of order the coherence length multiplied with the linear-response expansion parameter δ . So, the velocity of the vortex center is of the order of ξ 0 ωδ ∼ v f δ . Nevertheless, the current density in the vortex core is smaller by a factor δ compared to the Landau critical current density. For ω > ∼ ∆, both the phase and amplitude of the vortex core oscillation decrease and approach zero above ω ∼ 2∆. In Fig. 2 , last column, we show the energy current density, δ j ε (R,t), for ω = 0.3∆. Our calculations show that the energy flow in the vortex core is predominantly in direction of the order parameter oscillation. The coupling between order parameter response and the bound states is demonstrated in Fig. 4 , which compares the absorptive part of the nonequilibrium spectral current density, δ j S x (ε) = v f x Tr τ 3 δĝ R (ε) , (retarded Green's function, averaged with the weight v f x over the Fermi surface), obtained from a self-consistent calculation with that obtained from a non-self-consistent calculation that takes into account the field-induced transitions within the band of Caroli-de Gennes-Matricon bound states, but freezes the order parameter degrees of freedom. The corresponding contribution to the cur-FIG. 5. Dissipative currents in the vortex core induced by an external electric field in x-direction with ω = 1.1∆ (left) and 1.5∆ (right). Note that the current density at ω = 1.5∆ is scaled by a factor 2.5 relative to the current density at 1.1∆. Distances from the center extend up to 6.3 ξ 0 . rent density is obtained by multiplying these functions by 1 π f (ε − ω/2) (where f is the Fermi function), and integrating over ε: [15] 
The absorptive part of the response function shows peaks in the spectral current density associated with the band of bound states in the vortex core. The spectral weight above ε = ω/2 does not contribute significantly to the current response. Fig. 4 shows that the bound state band is shifted to lower energy by the selfconsistent response of the order parameter, leading to a strong enhancement of the absorptive current.
The absorptive currents show a nontrivial structure for frequencies in the range ∆ < ω < 2∆. Fig. 5 shows that the absorptive currents flow predominantly in regions where bound states with energy ε bs = ω/2 are localized. We interpret these structures in terms of impurity-mediated transitions between the Van Hove band edges (shown in Fig. 1 ) of the bound-state bands of the equilibrium vortex. The transition rate increases with decreasing frequency, and for ω comparable to the width of the zero energy bound state the absorption is determined by the spectral dynamics of the zero energy bound states at the vortex center. The spectral response of these states (Fig. 4 ) leads to a dramatically enhanced absorption near the vortex center, which is much larger than in the normal-state.
It is convenient to describe the response of an inhomogeneous system to a homogeneous electric field by a "local conductivity", σ i j (R, ω). It is defined by the linear relation, δ j i (R, ω) = σ i j (R, ω)δ E j (ω), between the current density, j(R, ω), and the amplitude of the homogeneous field, δ E(ω). Fig. 6 shows the local conductivity in the vicinity of the vortex core as a function of frequency for various distances from the vortex center. At the vortex center the real part of σ xx (absorption) increases rapidly at low frequencies. Further away from the center the absorption has a maximum at a frequency corresponding to transitions between states near the Van Hove peaks of the bound state band. For comparison we show in Fig. 6 the conductivity of a homogeneous superconductor with the same mean-free path. It shows the typical absorption edge for s-wave pairing at ω = 2∆. It should be emphasized that the low-frequency absorption in the vortex center is much larger than the Drude absorption in the normal state (inset of The upper set of curves are ωImσ xx . The thick black curves correspond to the vortex center. For comparison, the thick gray curves are the conductivity for a homogeneous superconductor with the same mean-free-path, which illustrates the role of the vortex-core bound states in the EM response of the core. The inset shows a comparison of the Drude absorption (dotted curve) of a normal metal with the enhanced absorption at the center of the vortex core. Note that σ 0 = 2e 2 N f v 2 f , ℓ = 10ξ 0 and T = 0.3T c . Fig. 6 ). This effect reflects the existence of the zero-energy resonance in the bound state spectrum at the vortex center (see Fig. 1 ). The conductivity sum-rule is obeyed despite of this enhanced absorption. The apparent excess weight of Reσ xx (ω)dω is compensated by a negative δ -function contribution associated with counterflowing supercurrents near the vortex center. Fig. 6 also shows enhanced supercurrents in the vortex center (as compared to a homogeneous superconductor) for frequencies comparable with the width of the zero-energy resonance.
Finally we note that the order parameter response at low frequencies is mostly transverse to the electric field and that the absorptive current in the core is predominantly parallel to the applied field., i.e. there are no charge currents in y-direction related the order parameter motion. However, there is a substantial energy flow in y-direction. Our calculations show, that the energy flow in the vortex core is predominantly in direction of the order parameter oscillation and transports energy from "hot spots" to "cold spots". Thus, the states in the vortex core extract energy from the external field, and transport this energy several coherence lengths away from the vortex center in y-direction. The net dissipation will finally be determined by inelastic processes in the vortex core.
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