Patient similarity learning aims to derive a clinically meaningful similarity metric to measure the similarity between a pair of patients according to their historical clinical information, which could help to predict the clinical outcomes of the patient of interest. However, the patient clinical data are usually complex, and contain much irrelevant and redundant information, which makes it difficult to learn the similarity metric with high accuracy. Although some methods have been proposed to address the complex nature of patient data, they overemphasize sparsity-based relevant feature selection and fail to take into consideration the redundant features that are highly correlated with each other, and this heavily degrades the accuracy of the learned results. To address the above challenges, we propose a novel uncorrelated patient similarity learning approach, which can not only select the most relevant features for the learning task, but also guarantee that the selected features have low correlations with each other. Additionally, to address the scenarios where the patient data are distributed across different sites, we extend the proposed approach and design a distributed mechanism, based on which the similarity metric can be accurately learned without directly accessing the raw patient data at each site. The desirable performance of the proposed methods are verified through extensive experiments conducted on both real-world and synthetic datasets.
Introduction
With the prevalence of the adoption of Electronic Health Records (EHRs), various clinical information are becoming available for a large number of patients. These wealth clinical information make it possible to perform patient similarity analysis, which is a fundamental problem in healthcare informatics. The goal of patient similarity learning is to measure the similarity between a pair of patients according to their clinical information, which could help to retrieve similar reference cases for predicting the clinical outcome of interest. As patient similarity learning is capable of improving clin-ical decision making without incurring additional effort from physicians, it has been widely used in various applications, such as target patient retrieval [20] , medical prognosis [22] and clinical pathway analysis [9] .
The key part of patient similarity learning is to learn a clinically meaningful and precise similarity metric that can be used to measure the similarity between a pair of patients. However, since the patient data collected from real-world applications are usually high dimensional, complex and noisy, the features extracted from these data to characterize patient profiles may contain much irrelevant and redundant information, which can hide the relationship between the learning task and the most relevant features. Thus, it is essential to remove such irrelevant and redundant information when conducting patient similarity learning so that an accurate distance metric can be learned based on the extracted features.
To address the complex nature of patient data, some sparse feature selection methods [28, 16, 8, 26, 15, 17] have been proposed to select a subset of relevant features that are highly correlated with the learning task, but these methods assume that the input features are nearly independent, and they ignore the correlations among the selected features. However, in reality, most features in patient data exhibit strong correlations, which can be seen from the example shown in Fig. 1 . Those correlated features may share similar properties and thus reveal overlapped or redundant information, which makes the knowledge discovery process much difficult [11] . Especially when the number of selected features is very limited, it is desirable to remove the overlapped and redundant features so that more discriminative information can be extracted from the data to conduct the patient similarity learning task.
Towards this end, we propose a novel Uncorrelated Patient Similarity Learning approach(UnPSL), which can not only select the most relevant features for the learning task, but also guarantee that the selected features have low correlations with each other. More specifically, we first formulate the patient similarity learning problem as a maximum likelihood estimation problem, and then introduce two regularization terms to control the feature selection process such that only the most relevant and uncorrelated features can be selected. The advantages of the proposed approach are threefold: [14] . (c): Leukemia dataset [7] . The horizontal axis represents the absolute pearson correlation coefficient, and the vertical axis represents the cumulative percentage of the feature pairs whose absolute pearson correlation coefficients are less than or equal to a specific value, e.g., for the Colon cancer dataset, the cumulative percentage of the feature pairs whose pearson correlation coefficients are less than or equal to 0.3 is only around 20%, which means that the remaining 80% feature pairs are highly correlated.
Firstly, it increases the interpretability of the learned models, as the selected features are discriminative and can well represent the feature space covered by the entire dataset. Secondly, it is more robust to the noisy and redundant information, and the learned result can be achieved with high accuracy. Last but not least, the learning process in the proposed approach is not dependent on any particular data, and it can be generally used to other applications, e.g., multi-class regression.
Additionally, we take into consideration the scenarios where the patient data are distributed across different sites (e.g., hospitals, medical centers). Due to various reasons such as the concern of privacy leakage, the consumption of time or other resources when uploading data, these sites usually are not willing to provide the raw patient data to the learner who aims to learn the clinical similarity metric from the collected data. In such cases, it is difficult for the learner to achieve satisfactory accuracy based on the above proposed approach. To address this challenge, we extend the aforementioned learning approach and propose a novel distributed patient similarity learning mechanism, based on which the similarity metric can be accurately learned without directly accessing the raw patient data at each site.
The main contributions of this paper are summarized as follows. Firstly, we propose a novel patient similarity learning method which can select the most relevant and uncorrelated features so that the learned metric can be more accurate. Secondly, we are the first to address the patient similarity learning problem in the distributed scenarios, and we propose a novel distributed learning mechanism, based on which the similarity metric can be accurately learned without directly accessing the raw patient data at each site. Thirdly, extensive experiments based on both real-world and synthetic datasets are conducted to verify the desirable performance of the proposed approaches.
Problem Formulation
In this section, we describe the problem setting of this paper. Suppose there are n patients and the data samples of them are denoted as
, where x i ∈ R d is the data sample of the i-th patient and it is a d-dimensional vector (i.e., contains d features). For each pair of samples (x i , x j ), we assume that a label y ij is given and it denotes whether the two samples are similar (e.g., the two patients belong to the same cohort or have the same disease) or not. If x i and x j are similar, y ij is equal to 1, otherwise it is equal to −1. We use I s = {(x i , x j ) : y ij = 1} to denote the set of sample pairs whose labels are equal to 1 and
to denote the set of pairs whose labels are equal to −1.
Given the two sets of sample pairs (i.e., I s and I d ), our goal in this paper is to learn a similarity function
which can measure the similarity between any two inputs (samples) x i and x j . Here, s(x i , x j ) is parameterized by a positive semidefinite matrix M , which can be
and W is the similarity metric that needs to be learned in a supervised manner.
Methodology
In this section, we provide the details of the proposed patient similarity learning approach. We first formulate the patient similarity learning process as an optimization problem, and then discuss how to effectively solve this optimization problem through adopting the alternating direction method of multipliers (ADMM) [2] .
3.1 Learning Framework. In our proposed approach, the similarity learning process is formulated as an optimization problem. Specifically, we first model the learning process based on maximum likelihood method, i.e., estimating the parameters which maximize the likelihood of the data samples in the training dataset. Then, we introduce a term to select the most relevant features through conducting sparse feature selection. Last but not least, we introduce another term which can effectively reduce the correlations among the selected features. The details are described as follows.
Maximum likelihood estimation. As described in Section 2, our goal in this paper is to learn the similarity function s(x i , x j ), which is parameterized by W , based on the given two sets of sample pairs (i.e., Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 271 I s and I d ). To achieve the goal, we adopt maximum likelihood estimation here. That is to say, we need to find a matrix W which can maximize the likelihood of the given sample pairs in the training dataset (i.e., I s and I d ). We model the probability for each sample pair (x i , x j ) and the corresponding label y ij as
where y ij ∈ {−1, 1} and b is the bias, which also works as a threshold. The two patients x i and x j are treated as similar (i.e., y ij = 1) only when the similarity measure s(x i , x j ) is greater than or equal to b, otherwise they are treated as dissimilar (i.e., y ij = −1). In this paper, we set b as 1 by following existing works. Since Eqn. (3.2) is capable of providing the probability that a pair of patients are similar or not, it is particularly suitable for disease prediction and decision making in medical diagnosis and prognosis. Then the log likelihood of the sample pairs in the two sets I s and I d is:
where s(
Thus, the problem of the patient similarity learning can be transformed to the maximum likelihood optimization problem. Since maximizing the log likelihood is equivalent to minimizing the negative log likelihood, we can get the following optimization problem
Sparse feature selection. Clinical data collected from real-world applications are usually highdimensional, and contain many irrelevant features, which makes the patient similarity learning process very difficult. Thus, it is essential to design a feature selection method such that the most relevant features can be selected when conducting patient similarity learning.
To achieve the goal, we conduct sparse feature selection during the learning process. Suppose w i is the i-th row vector of W , i.e., W = [w 1 , w 2 , ..., w d ]
T . Then w i can be regarded as a vector that measures the importance of the i-th feature in the data samples. For the purpose of selecting the most relevant information, we expect that only a few number of w i are nonzero and the selected features are enough to embed the original data to its low dimensional representation. When we adopt l 2 -norm of w i as a metric to measure its contribution, the following optimization problem should be taken into consideration during the learning process.
This optimization framework will enforce some rows of W to be all zero, and the corresponding features in the data samples will not be selected. Uncorrelated feature selection. Although sparse feature selection can remove much irrelevant information from the data samples, it does not take feature correlation into account. In reality, the features in patients' data are often highly correlated, and these correlated features may share similar properties and contain redundant information. It is obvious that the accuracy of the learned results will be degraded if all the correlated features are adopted at the same time, because the features that are highly correlated with others can not provide much more information for the learning process. Thus, it is desirable that the selected features are uncorrelated as much as possible (especially when the number of selected features is limited) such that more information can be extracted from the data samples when conducting patient similarity learning.
In order to select the uncorrelated features, we first normalize the data samples X ∈ R n * d such that the values of each feature in the data have zero-mean and unit-variance. Then we calculate the correlation
Here r kl is the correlation coefficient between the k-th and l-th features and it is calculated as
To select features which are uncorrelated as much as possible, we should let the similarity metric W satisfy
where is Hadamard product of matrices. In Eqn.(3.7), we use the square of the correlation coefficient matrix (i.e., (R R) T ) instead of the original correlation coefficient matrix (i.e., R) to eliminate the effect of anti-correlation. The objective function in Eqn. (3.7) guarantees that when the k-th feature and the l-th feature are highly correlated, i.e., the value of (r kl ) 2 is large, the two features are not treated as equally important and they can not be selected simultaneously Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 272 during the feature selection process. Thus, the goal of selecting as many uncorrelated features as possible can be achieved.
The learning framework. Taking both sparse and uncorrelated feature selection into consideration, we formalize the patient similarity learning problem as the following optimization problem 8) where λ 1 ,λ 2 ≥ 0 are the tuning parameters, and the correlation coefficient matrix R is positive semidefinite. Next, we will discuss how to solve this optimization problem to learn the similarity metric W .
3.2 Optimization. Firstly, we transform the optimization problem into the following equivalent problem:
Since W = V and V = Z, the above problem is equivalent to problem (3.8). Here we adopt the ADMM algorithm to solve Eqn. (3.9) . Through introducing the Lagrange multipliers
, we get the Lagrange form of the above optimization problem:
where ρ > 0 is a nonnegative penalty parameter, and · F denotes the Frobenius norm. Then we solve the optimization problem with an iterative procedure based on the ADMM algorithm [2] . More specifically, in the t-th iteration, the parameters are updated as follows:
where
are calculated in the previous iteration (If it is the first iteration, these parameters are randomly initialized).
The above procedure will be iteratively conducted until the convergence criterion is satisfied. Then the optimal similarity metric W can be achieved. Next, we will discuss how to update each parameter according to the above equations. W -update. We first fix V, Z, ∆ W and ∆ V , and then update W according to Eqn. (3.11) . Since the objective function in Eqn. (3.11) is convex and differentiable, we adopt gradient decent method to update W , and the gradient is calculated as follows:
V -update. In order to update V , we fix W, Z, ∆ W and ∆ V , and adopt the proximal operator [13] . Then Eqn.(3.12) can be efficiently computed via the following element-wise thresholding operation
is the i-th row of (Z t − U t V ), and the operator [·] + means taking the maximum of zero and the argument inside.
Z-update. In this step, we fix W, V, ∆ W and ∆ V and update Z through minimizing L ρ3 in Eqn. (3.13) . Let the partial derivate of L ρ3 with respect to Z be 0, and we can get The proposed patient similarity learning method is summarized in Algorithm 1. The convergence criterion can be a predetermined number of iterations or a threshold of the change in the estimated parameters in two consecutive iterations. Based on the convergence analysis for the ADMM algorithm in paper [2] , we can know the proposed algorithm could produce a globally optimal solution for the optimization problem in Eqn. (3.8).
Algorithm 1 Uncorrelated patient similarity learning
Input: The sets of sample pairs Is and I d , λ1, λ2, ρ Output: The similarity metric W
Update W according to Eqn. (3.11);
4:
Update V according to Eqn. (3.12);
5:
Update Z according to Eqn. (3.13); 6:
until Convergence criterion is satisfied; 9: return The similarity metric W .
Distributed Patient Similarity Learning
In the above proposed approach, we assume that the learner has got the patient samples (i.e., training data) when conducting the similarity learning algorithm. However, in reality, the patient data are usually distributed across different sites (e.g., hospitals or medical centers), and these sites might not be willing to provide the raw data due to privacy concerns or resource consumption. This makes it difficult for the learner to achieve satisfactory learning accuracy. To address this challenge, we extend the aforementioned learning approach and propose a distributed patient similarity learning mechanism, based on which the learner could learn an accurate similarity metric without directly accessing the raw data at each site.
Suppose there is a set of parties (i.e., sites) P = {1, 2, 3, ..., P }. Each party p has two sets of sample pairs: I ) and uploads them to the learner. Then the learner combines all the received parameters and derives a global similarity metric W , which is then sent to each party p and used for updating the local parameters. This procedure is iteratively conducted until the convergence criterion is satisfied and the final W is what the learner wants to learn. In order to achieve the goal, we formulate the following optimization problem by considering the data samples from all the parties: 20) where λ 3 > 0 is the penalty parameter, and U 1 , U 2 , ..., U P are the dual variables. We solve the optimization problem in Eqn. (4.20) 
through conducting an
Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 274 iterative procedure. More specifically, in the t-th iteration, {W p } P p=1 , W and {U p } P p=1 are updated as follows.
That is to say, in each iteration the p-th party first updates its local similarity metric W p based on the parameters W and U p which are calculated in the previous iteration, then uploads W p and U p to the learner. After receiving the parameters {W p , U p } P p=1 from all the parties, the learner updates the global similarity metric W and sends it to each party to update U p and W p . This procedure is iteratively conducted until convergence and final W is the learned result. As we can see, each party only communicates with the learner with a considerably small amount of messages and the raw data are not uploaded to the learner. Therefore, the privacy issues as well as the communication and time cost are all addressed. Meanwhile, the proposed distributed mechanism always converges to the global optimal solution W * which is learned from the whole dataset according to Algorithm 1. The convergence proof can be easily derived from paper [2] .
Experiments
In this section, we conduct experiments on both realworld and synthetic datasets to evaluate the performance of the proposed approaches.
Baseline Methods. We compare the proposed approach with the following state-of-the-art similarity learning methods. LowRank [28] conducts patient similarity learning by selecting sparse features, and a low-rank structure is encoded to the learning process to implement the sparse feature selection. R2ML [8] learns the local distance metric by introducing a sparseinducing matrix norm to control the rank of the involved mappings. LMNN [25] is a classical distance metric learning method, and its goal is to let the k-nearest neighbors always belong to the same class while examples from different classes are separated by a large margin. ITML [4] aims to learn the Mahalanobis distance by minimizing the differential relative entropy between two multivariate Gaussians. GMML [27] formulates distance metric learning process as an unconstrained smooth and convex optimization problem. Additionally, we also take Cosine and Euclidean as baselines, which adopt cosine similarity and l 2 -norm distance to measure the similarity between two samples.
Experiments on Real-world Datasets.
In this experiment, the three real-world datasets mentioned in Fig. 1 are used to measure the performance of the proposed UnPSL.
• Colon cancer dataset [1] . This dataset contains 40 tumor and 22 normal colon tissues which are characterized by 2000 genes. The samples were collected from 40 different colon cancer patients, in which 22 patients provided both normal and tumor samples. Since this dataset does not contain test set, we use the leave-one-out cross validation to evaluate the performance of the proposed method.
• Parkinson's disease dataset [14] . This dataset contains 22 features and 195 biomedical voice samples collected from 31 people, in which 23 were diagnosed with Parkinson's Disease (PD). Here we randomly select 98 samples as the training dataset, and the remaining samples are taken as the test set.
• Leukemia dataset [7] . This dataset consists of 72 samples and each of them is characterized by 7129 genes. There are 38 training data samples of which 27 are acute lymphoblastic leukaemia (ALL) and 11 are acute myeloid leukaemia (AML). The test set consists of 34 samples of which 20 are ALL and 14 are AML. We process this dataset with the method adopted in [5] : (i) thresholding: floor of 100 and ceiling of 16,000; (ii) filtering: exclusion of genes with (max − min) ≤ 500 or max / min ≤ 5, where max and min represent the maximum and minimum expression levels of a particular gene across the samples respectively; (iii) base 10 logarithmic transformation.
Performance comparison. We first compare the performance of UnPSL with that of the baselines on the above real-world patient datasets. In this paper, the KNN classifier is adopted to evaluate the performance of the methods, and we use Accuracy, Recall, F1-score and F2-score as the performance measures. For each method, we repeat the experiment 5 times and report the average results in Table 1 . From Table 1 , we can see UnPSL performs much better than the baselines on all of the datasets. The reason is that we take both sparse and uncorrelated feature selection into consideration, Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited 275 
Experiments on Synthetic Datasets.
Here, we evaluate the performance of UnPSL on synthetic datasets. We first introduce the data generation procedure, and then report the experimental results.
Data generation. We adopt the method mentioned in paper [11] to generate the synthetic datasets which have linear-correlated features. We first generate two data X 1 = [x 
. Then for any sample pair (x i , x j ) ∈ X, we can use the similarity function s(x i , x j ) that is parameterized by W to generate the similarity label y ij ∈ {−1, 1}.
Performance comparison. In this experiment, we assume that there are 400 data samples (i.e., n = 400), and generate three synthetic datasets by setting d as 20, 40 and 60, respectively. For each dataset, we randomly select 200 samples as the training data, and the remaining samples are taken as the testing data. Then we calculate Accuracy, Recall, F1-score and F2-score for each method. Here we repeat the experiment 10 times and report the average results in Table 2 , from which we can see UnPSL performs much better than the baselines in all cases, and this further confirms that the similarity metric learned by our proposed method is more accurate than that learned by the baselines. Additionally, the results also show that the performance of the methods goes worse when d varies from 20 to 60. This is mainly because the higher dimensional (when d is larger) data usually has much more noisy and redundant information.
Experiments for Distributed Patient
Similarity Learning. In this section, we evaluate the performance of the proposed distributed learning approach on two datasets, i.e. the Parkinson's disease dataset and a synthetic dataset (n = 600, d = 10). For simplicity, we consider a distributed scenario with 3 parties (i.e., P = 3) in this experiment. For each dataset, we equally divide it into three parts, and then assign them to the 3 parties respectively.
Suppose W * is the similarity metric learned from the original dataset in the centralized scenario (according to Algorithm 1), and W t is the similarity metric Copyright © 2018 by SIAM Unauthorized reproduction of this article is prohibited Figure 3 shows the results on the Parkinson's disease dataset and synthetic dataset when iteration t varies from 2 to 40. From this figure we can see the value of W * − W t F converges to 0 gradually as the number of iterations increases. That is to say, the proposed distributed learning approach can achieve high accuracy as the learned similarity metric is almost the same with that learned in the centralized scenario. Additionally, this figure also shows that the proposed distributed learning approach converges faster on the synthetic dataset than that on the Parkinson's disease dataset. This is due to each party has more data samples for the synthetic dataset such that fewer iterations are needed to get the optimal solution. 
Related Work
Patient Similarity. LSML proposed in [20] aims to learn the similarity metric by using physician feedback as the supervision. [6, 19, 18] incorporate LSML into their proposed methods to address clinically relevant issues. Given that obtaining physicians' input is difficult and expensive in reality, Wang et al. [23] propose a weak supervised learning method. Due to the fact that patient similarity is highly context sensitive, Sun et al. [24] use both statistical and wavelet based features to capture the characteristics of patients. [30, 21] propose different deep learning frameworks to learn patient representations for similarity measuring. Based on patient similarity learning, [29] proposes a method to identify which drug is the most effective for a given patient. Under the medical social networks, [10] presents a method to calculate similarities of patient profiles for recommending people to other members. Considering the high dimensionality of medical data, Zhan et al. [28] propose a sparse feature selection method for patient similarity learning. However, these papers assume that the input features are nearly independent, while in real-world, the features in patients' data are usually highly correlated.
Distance Metric Learning. Distance metric learning has been studied in many works [25, 8, 4, 27] . Given some data pairs labeled as similar or dissimilar, these works try to learn similarity metrics to make similar pairs close to each other and separate dissimilar pairs apart. However, they do not consider feature correlations when conducting the learning algorithms.
Uncorrelation in other settings. [3, 11] address the uncorrelated lasso, but these methods can not be directly adopted here. In the context of multi-class regression, [12] proposes a method to eliminate the feature correlation via putting correlated features into the same group. However, it requires to know the groups in advance, which is also the drawback of group lasso. Additionally, it is time-costing and not suitable for the distributed settings.
Conclusions
In this paper, we propose a novel uncorrelated patient similarity learning approach which can extract more discriminative information from the patient data so that the learned similarity metric can be more accurate. To address the scenarios where the patient data are distributed across different sites, we also propose a distributed patient similarity learning approach, based on which the similarity metric can be accurately learned without directly accessing the raw data at each site. Experiments on both real-world patient datasets and synthetic datasets demonstrate the advantages of the proposed approaches.
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