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Resumo
Na primeira parte deste trabalho, apresentamos a teoria geral das medidas de
Gibbs. A abordagem e´ baseada nas equac¸o˜es DLR e no formalismo termodinaˆmico.
Em seguida, estudamos o modelo de Ising ferromagne´tico bidimensional. Mos-
tramos que este modelo possui a propriedade forte de Markov e tambe´m algumas
desigualdades de correlac¸a˜o, por exemplo a desigualdade de FKG.
Por u´ltimo provamos o Teorema de Aizenman-Higuchi o principal resultado
desta dissertac¸a˜o. Este teorema sobre decomposic¸a˜o extremal foi provado inde-
pendentemente, no in´ıcio dos anos oitenta, por Michael Aizenman e Atsushi Hi-
guchi, ambos baseados nos trabalhos de Lucio Russo. A prova dada aqui, devido
a Aizenman, se baseia na investigac¸a˜o das simetrias dos espac¸os de configurac¸o˜es
duplas e na aplicac¸a˜o sistema´tica da desigualdade de FKG e das equac¸o˜es DLR.
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In the first part of this work, we present the general Gibbs measure theory. The
approach is based on the DLR equations and the Thermodynamical Formalism.
Next we study the ferromagnetic Ising model on the square lattice. We prove
that this model satisfy the strong Markov property and also prove some correlation
inequalities, as for example FKG.
In the end we prove the Aizenman-Higuchi’s theorem which is the main result
of this master thesis. This theorem is about extremal decomposition and it was
proved independently by Michael Aizenman and Atsushi Higuchi, both based on
the work of Lucio Russo. The proof given here is due to Aizenman and is made
by the investigation of the double configuration space symetries and systematic
application of the FKG inequality and the DLR equations.
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Introduc¸a˜o
O teorema de Aizenman-Higuchi descreve a estrutura das medidas de Gibbs asso-
ciadas ao modelo de Ising bidimensional ferromagne´tico de alcance um em todas
as temperaturas. Mas a sua grande importaˆncia esta´ em descrever o conjunto das
medidas de Gibbs para temperaturas menores que a temperatura cr´ıtica nas quais
o modelo apresenta trasic¸a˜o de fase. O modelo foi proposto a Ernst Ising por seu
supervisor de Doutorado, o f´ısico Wilhelm Lenz em 1920, como um modelo teo´rico
para estudar a transic¸a˜o de fase em materiais ferromagne´ticos. Inicialmente o
modelo se mostrou pouco promissor pois as investigac¸o˜es de Ising mostraram que
o modelo na˜o apresenta transic¸a˜o de fase para o caso unidimensional levando a
comunidade cient´ıfica a suspeitar que o modelo dificilmente apresentasse transic¸a˜o
de fase no caso bidimensional e tridimensional.
Mas em 1944 o f´ısico-qu´ımico Lars Onsager mostrou que acima de uma tem-
peratura cr´ıtica o modelo de Ising bidimensional apresenta transic¸a˜o de fase na
auseˆncia de campo magne´tico externo. Uma caracter´ıstica do modelo de Ising
e´ que em raros casos admite soluc¸o˜es explicitas ou mesmo os potenciais termo-
dinaˆmicos relevantes na˜o podem ser exibidos explicitamente. Por outro lado, esses
aspectos do modelo levaram ao desenvolvimento de muitas te´cnicas matema´ticas de
alto n´ıvel para obter resultados de grande importaˆncia em diversos outros campos
que na˜o a Matema´tica. Assim, em 1968 o Premio Nobel de Qu´ımica e´ concedido
a Onsager pelo ca´lculo da temperatura cr´ıtica no modelo de Ising Bidimensional
e por outras contribuic¸o˜es a` F´ısica-Estat´ıstica.
Nas de´cadas de 60 e 70 do se´culo XX, o matema´tico Roland Dobrushin intro-
duziu na mecaˆnica estat´ıstica (simultaneamente com O. Lanford e D. Ruelle) as
equac¸o˜es DLR para as medidas de Gibbs o que possibilitou um tratamento pro-
babil´ıstico rigoroso do modelo de Ising. Dobrushin tambe´m provou a existeˆncia
de transic¸a˜o de fase para os modelos de Ising bidimensional e tridimensional e
posteriormente para modelos de ga´s sobre rede em um contexto mais geral.
Os estudos de Dobrushin despertaram definitivamente o interesse de f´ısicos e
matema´ticos pelo modelo. Esse interesse culminou com o premio Nobel de F´ısica
concedido a Kenneth G. Wilson por seus estudos do grupo de renormalizac¸a˜o no
modelo de Ising e, do ponto de vista matema´tico, em um dos mais celebrados
teoremas da Mecaˆnica Estat´ıstica do Equil´ıbrio: o Teorema de Aizenman-Higuchi.
Este resultado foi provando independentemente por Michael Aizenman e At-
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sushi Higuchi no final da u´ltima de´cada de 70. Ambos se basearam em resultados
de Lu´cio Russo obtidos por me´todos de Geometria Estoca´stica.
O modelo de Ising e´ o proto´tipo de todos os modelos da Mecaˆnica Estat´ıstica.
Muitos estudos sobre transic¸a˜o de fase em Mecaˆnica Estat´ıstica, Movimento Brow-
niano, Mecaˆnica Estat´ıstica Quantica e Geometria Estoca´stica esta´ ligado aos
me´todos matema´ticos que surgiram para estudar a transic¸a˜o de fase no modelo
de Ising. Para se ter uma ideia do sucesso deste modelo, observamos que de 1974
ate´ 2013, de acordo com a base de dados Scopus, existem quase dezoito mil pu-
blicac¸o˜es cient´ıficas que versam sobre ao modelo de Ising. Do ponto de vista de
publicac¸o˜es cient´ıficas indexadas apenas pela da American Mathematical Society,
da segunda metade do se´culo XX ate´ o presente, existem quase quatro mil pu-
blicac¸o˜es envolvendo o modelo de Ising.
Estudos inspirados no modelo de Ising foram raza˜o em duas ocasio˜es distintas
para matema´ticos receberem a Medalha Fields no se´culo XXI. A mais distinta
honraria que um matema´tico pode receber. Em 2006, Wendelin Werner recebe
a Medalha Fields por suas contribuic¸o˜es ao desenvolvimento de leis estoca´sticas
de evoluc¸a˜o e Geometria Estoca´stica do movimento browniano bidimensional. E
em 2010, Stanislav Smirnov recebe a Medalha Fields pela prova de invariaˆncia
conformal de percolac¸a˜o e estudos do modelo de Ising planar.
A primeira parte desta dissertac¸a˜o trata da existeˆncia de medidas de Gibbs.
O cap´ıtulo 1 introduz o aparato de Teoria da Medida necessa´rio para discutir as
equac¸o˜es DLR. O Cap´ıtulo 2 discute as medidas de DLR definidas por potenciais de
interac¸a˜o entre s´ıtios, O cap´ıtulo 3 apresenta a topologia da convergeˆncia local que
define o limite termodinaˆmico. Para a medidas de Gibbs para o modelo de Ising
a topologia da convergeˆncia local coincide com a topologia fraco*. Poder´ıamos,
assim ter evitado tratarmos da topologia da convergeˆncia local. Mas preferimos
aborda-la por entendermos que o leitor merece uma visa˜o global sobre o problema
da existeˆncia das medidas de Gibbs em diversos contextos.
A segunda parte constitu´ıda dos cap´ıtulos 4 e 5 e´ um compeˆndio das principais
propriedades estoca´sticas que usamos no u´ltimo cap´ıtulo. O Cap´ıtulo 4 introduz
as diversas noc¸o˜es de me´tricas e circuitos nas redes Z2 e Z2∗ e propriedades es-
toca´sticas gerais das medidadas de Gibbs. O cap´ıtulo 5 introduz propriedades
estoca´sticas espec´ıficas do modelo de Ising.
A terceira e u´ltima parte, constitu´ıda do u´ltimo cap´ıtulo, trata da descric¸a˜o
da transic¸a˜o de fase do modelo de Ising. O teorema de Aizenman-Higuchi e´ apre-
sentado como a seguinte afirmac¸a˜o: abaixo da temperatura cr´ıtica ( onde ocorre a
transic¸a˜o de fase) todas as medidas de Gibbs do modelo de Ising ferromagne´tico
bidimencional de alcance um sa˜o da forma
α · µ+β + (1− α) · µ−β , α ∈ [0, 1]
onde µ−β e µ
+
β sa˜o as medidas extemais. A prova que apresentamos e´ aquela dada
por Michael Aizenman baseada no me´todo dos clusters infinitos e nas simetrias
das configurac¸o˜es duplas.
Parte I





Medida e especificac¸a˜o DLR
Introduc¸a˜o
O objetivo deste cap´ıtulo e´ apresentar treˆs conceitos cuja motivac¸a˜o adve´m da
construc¸a˜o da chamada medida DLR. Assim chamada em honra a treˆs eminen-
tes matema´ticos; Dobrushin, Lanford e Ruelle por suas contribuic¸o˜es seminais a`
Mecaˆnica Estat´ıstica do Equil´ıbrio na u´ltima metade do se´culo XX.
O primeiro conceito apresentado na Sec¸a˜o 1.1 e´ o de campo aleato´rio cuja de-
finic¸a˜o depende do conhecimento a priori de outras definic¸o˜es: espac¸o de estados,
espac¸o de configurac¸o˜es e rede. Em seguida, mostramos que todo campo aleato´rio
pode ser identificado com seu campo aleato´rio canoˆnico. Tal identificac¸a˜o lida com
produto de espac¸os mensura´veis e com projec¸o˜es envolvendo o produto cartesiano.
Na Sec¸a˜o1.3 as medidas DLR sa˜o introduzidas como um campo aleato´rio que e´
caracterizado pela condic¸a˜o DLR. Condic¸a˜o que nos leva a tratar na Sec¸a˜o 1.4 de
nu´cleos de medida, especificac¸o˜es, especificac¸o˜es DLR e especificac¸o˜es independen-
tes. E´ precisamente em especificac¸o˜es independentes que a condic¸a˜o DLR coincide
com a condic¸a˜o de consisteˆncia de Kolmogorov. Nas diversas caracterizac¸o˜es da
condic¸a˜o DLR e´ preciso estabelecer alguma terminologia e notac¸a˜o.
Uma λ-modificac¸a˜o, como introduzida na Sec¸a˜o 1.5, permite construir uma
especificac¸a˜o DLR na˜o trivial transformando uma especificac¸a˜o independente em
uma λ-especificac¸a˜o. O principal resultado deste cap´ıtulo e´ o Teorema 1.1 que ca-
racteriza uma λ-modificac¸a˜o em termos das propriedades operato´rias da sec¸a˜o1.3.2.
O outro objetivo deste cap´ıtulo e´ estabelescermos o necessa´rio para mostrarmos
a existeˆncia de medidas de Gibbs no Cap´ıtulo 3, uma vez que Medidas de Gibbs,




Em toda esta sec¸a˜o seguimos as definic¸o˜es e notac¸o˜es da refereˆncia [15] com ligeiras
modificac¸o˜es visando uma apresentac¸a˜o ra´pida do problema da transic¸a˜o de fase em
Mecaˆnica Estat´ıstica. Os modelos da Mecaˆnica Estat´ıstica podem ser estabelecidos
a partir da seguinte definic¸a˜o.
Definic¸a˜o 1.1. Seja T um conjunto na˜o vazio e uma famı´lia de varia´veis aleato´rias
σ = (σi)i∈T definidas sobre um espac¸o de probabilidades (Ω,F , µ) e tomando valo-





Na terminologia da Mecaˆnica Estat´ıstica E e´ chamado de espac¸o de estados
e Ω e´ chamado de espac¸o de configurac¸o˜es. Contudo, a menos de menc¸a˜o em
contra´rio, designaremos respectivamente (E,E ) e (Ω,F ) tambe´m por espac¸o de
estados e espac¸o de configurac¸o˜es por uma questa˜o de comodidade. Esta definic¸a˜o
nos remete a pergunta a seguir.
Questa˜o 1.1. Dada uma famı´lia {σi}i∈T de varia´veis aleato´rias σi : (Ω,F ) →






O primeiro passo a` soluc¸a˜o desta questa˜o e´ a relac¸a˜o de equivaleˆncia a seguir.









equivalentes, e denotamos por
(
µ, (θt)t∈T
) ∼ (ν, (σt)t∈T) se ambos tem o mesmo
espac¸o de estados e as medidas de probabilidade ν(θ−1t ( · )) e µ(σ−1t ( · )) induzidas
por cada σi sa˜o ideˆnticas para todo t ∈ T.
Esta relac¸a˜o nos permite uma classificac¸a˜o de modo que campos aleato´rios de
uma mesma classe sa˜o do ponto de vista probabil´ıstico essencialmente os mes-
mos. Explorando a Definic¸a˜o 1.2, gostar´ıamos de trabalhar com campos aleato´rios
mais trata´veis poss´ıveis do ponto de vista construtivo. Mais precisamente temos a
seguinte questa˜o.
Questa˜o 1.2. Seja (E,E ) um espac¸o mensura´vel. Dado um campo aleato´rio(
µ, (σi)i∈T
)
com espac¸o de estados (E,E ) e´ poss´ıvel construir uma famı´lia {θi}i∈T
de func¸o˜es mensura´veis θi : (Ξ,A) → (E,E ) e uma medida ν : Ξ → [0, 1] tal que(
ν, (θi)i∈T
) ∼ (µ, (σi)i∈T)?
A resposta e´ sim. E mais, podemos construir um campo aleato´rio a partir de
qualquer espac¸o de mensura´vel (E,E ) como sera´ feito no cap´ıtulo 3 sob hipo´teses
adequadas. Isto responde a questa˜o sobre existeˆncia de campos aleato´rios. Mas
antes de procedermos a uma tal construc¸a˜o precisamos revisitar alguns conceitos
de teoria da medida usando a notac¸a˜o da refereˆncia [15] para produtos de espac¸os
mensura´veis e produtos de medidas.
71.2 Notac¸a˜o e terminologia
1.2.1 Projec¸o˜es
Em todo este texto, a menos de menc¸a˜o em contra´rio, T denota um conjunto
enumera´vel. Para cada V ⊂ T seja EV o conjunto das func¸o˜es de V em E, i.e., o
conjunto das famı´lias ωV , (ωi)i∈V com ωi ∈ E. Se V = A ∪ B, a justa posic¸a˜o
ωAωB tambe´m denota ωV . Na terminologia da Mecaˆnica Estat´ıstica os ı´ndices
i que moram em T sa˜o denominados s´ıtios o conjunto T e´ denominado rede ou
conjunto de paraˆmetros.
Ainda como acima, para V ⊂ T denominamos cada ωV = (ωi)i∈V de confi-
gurac¸a˜o em EV . Para o caso espec´ıfico de V = T fixamos a notac¸a˜o ω = ωT.
E o valor ωi ∈ E atribu´ıdo a cada s´ıtio por uma func¸a˜o ω : T→ E que mora em
ET e´ chamado de estado da configurac¸a˜o ω no s´ıtio i. Isto, sugere a terminologia
espac¸o de configurac¸o˜es para o conjunto Ω e espac¸o de estados para o conjunto E.
Seguiremos usando a notac¸a˜o V b T, que atualmente e´ usual em Mecaˆnica
Estat´ıstica cla´ssica, para designar um subconjunto V de T que e´ finito. Se vale a
relac¸a˜o V b T enta˜o V e´ chamado de volume finito.
Definic¸a˜o 1.3 (Produto cartesiano). Seja V ⊂ T um conjunto qualquer de ı´ndices.
Definimos o produto cartesiano
∏
i∈V Ei de uma famı´lia {Ei}i∈V de conjuntos na˜o
vazios Ei sendo o conjunto de todas as func¸o˜es ω = (ωi)i∈V dadas por




tal que ωi ∈ Ei. No caso particular de Ei = E para qualquer ı´ndice i ∈ V denotamos
o produto´rio por EV
Definic¸a˜o 1.4 (Projec¸a˜o). Seja Λ ⊂ Γ ⊂ T. Denotamos, por ΠΓ,Λ, a projec¸a˜o
EΓ 3 ωΓ 7→ ωΛ ∈ EΛ.
No caso particular de Γ = T denotamos ΠΓ,Λ simplesmente por ΠΛ. E para
Λ = {i} para algum ı´ndice i ∈ T, denotamos ΠΛ por Πi.
81.2.2 A σ-a´lgebra dos cilindros
A partir de agora estabelecemos as noc¸o˜es de mensurabilidade que precisamos.
Mais precisamente, definiremos usando a notac¸a˜o t´ıpica da Mecaˆnica Estat´ıstica a
σ-a´lgebra dos cilindros.
Definic¸a˜o 1.5. Seja V ′ ⊂ V ⊂ T. Um conjunto C em EV e´ chamado de cilindro
com base B em EV ′ ou simplesmente um V ′-cilindro em EV se
C = Π−1V,V ′(B) = {ωV ∈ EV : ΠV,V ′(ωV ) ∈ B} = B × EV \V
′
.
Observac¸a˜o 1.1. Observe que para todo Γ b T temos que E Γ coincide com a
σ-a´gebra em EΛ gerada pelos retaˆngulos B1 × . . .×B|Λ| com B1, . . . , B|Λ| ∈ E .
Definic¸a˜o 1.6 (σ-a´lgebra dos cilindros). Sejam (E,E ) um espac¸o mensura´vel e
V ⊂ T. Denotamos por σ (ΠT,Γ)ΓbV ou FV a σ-a´lgebra sobre ET gerada pelos
cilindros em ET com base B ∈ E Λ onde Λ percorre todos os volume finitos contidos
em V .
Para Λ b T denotamos por JΛ a σ-a´lgebra FT\Λ. Chamamos JΛ de σ-a´lgebra
dos eventos externos a Λ e J , ∩ΛbTJΛ de σ-a´lgebra caudal. Por fim, fazemos a
convenc¸a˜o F∅ = {∅,ET}.
Definic¸a˜o 1.7 (σ-a´lgebra dos cilindros-caso geral). Sejam um espac¸o mensura´vel
(E,E ) e V ′ ⊂ V ⊂ T. Denotamos por σ (ΠV,Γ)ΓbV ′ a σ-a´lgebra sobre EV gerada
pelos cilindros em EV com base B ∈ E Λ onde Λ percorre todos os volume finitos
contidos em V ′.
E´ fa´cil ver enta˜o que para todo V ⊂ T e todo par A,B ⊂ V tal que A∪B = V
e A ∩ B = ∅ que temos σ(ΠV Γ)ΓbV = σ(ΠAΓ)ΓbA ⊗ σ(ΠBΓ)ΓbB. Em particular,
para todo Λ b T temos F , σ(ΠTΓ)ΓbT = FΛ ⊗ JΛ.
Definic¸a˜o 1.8. Uma func¸a˜o f : ET → R e´ chamada de func¸a˜o V -cil´ındrica se
para todo I ⊂ R existe um BI ∈ EV
f−1(I) = Π−1V (BI),
isto e´, se a imagem inversa de qualquer I ⊂ R por f e´ um V -cilindro em ET.
Proposic¸a˜o 1.1. Seja V ⊂ T. Uma func¸a˜o f : ET → R e´ uma func¸a˜o V -
cil´ındrica, se e somente se,
f(ωV ηT\V ) = f(ωV ζT\V ) (1.1)
para todo η, ζ ∈ ET.
9Demonstrac¸a˜o. Suponha que f seja uma func¸a˜o V -cil´ındrica. Enta˜o para todo
r ∈ R existe para algum Br ⊂ EV tal que f−1(r) = Π−1V (Br) = Br ×ET\V . O que
e´ equivalente ao fato de que para todo par de configurac¸o˜es ωΓηT\V ∈ B ×ET\V e
ωV ζT\V ∈ B × ET\V temos
ωV ηT\V ∈ f−1(r) e ωV ζT\V ∈ f−1(r),
ou seja, f(ωV ηT\V ) = f(ωV ζT\V ) = r para todo η, ζ ∈ ET. A rec´ıproca e´ con-
sequeˆncia direta da definic¸a˜o.
Proposic¸a˜o 1.2. Toda func¸a˜o f : ET → R mensura´vel com respeito a σ-a´lgebra
FV e´ uma func¸a˜o V -cil´ındrica.
Demonstrac¸a˜o. Todos os conjuntos finitos Γ que determinam as projec¸o˜es ΠTΓ que
geram a σ-a´lgebra FV esta˜o variando apenas em V . Logo, todos os conjuntos de
FV sa˜o da forma A×ET\V para algum A ⊂ EV . Logo para qualquer ω ∈ ET com
f(ωV ωT\V ) = r temos f−1(r) = A× ET\V . Portanto, para qualquer ηT\V , ζT\V ∈
ET\V temos
f(ωV ηT\V ) = f(ωV ζT\V ) = r.
1.2.3 Produto de medidas.
Seja P(Ei,E i) o conjunto das medidas de probabilidade sobre (Ei,E i). Para cada
Γ b T e cada λi ∈ P(Ei,E i) defina a medida λΓ sobre E Γ inicialmente para a
a´lgebra dos retaˆngulos B =
∏
i∈ΓB




seguida, usando o Teorema da extensa˜o de medidas de Carathe´odory, estendemos
de maneira u´nica λΓ para toda a sigma-a´lgebra E Γ. Se para todo ı´ndice i ∈ T
temos (Ei,Ei) = (E,E ) e λi = λ estabelecemos a seguinte recorreˆncia,
λΛ =
{
λi, se Λ = {i};
λΛ\{i} ⊗ λi, se Λ ! {i}.
Proposic¸a˜o 1.3. Seja λ ∈P(E,E ). Para cada i ∈ T fixemos (Ei,E i) = (E,E ) e
λi = λ. Enta˜o
λΛ
( · ) = λΓ(Π−1Γ,Λ( · ))
para quaisquer Λ ⊂ Γ b T.
Demonstrac¸a˜o. Note que λΓ
(
Π−1ΓΛ( · )
) ∈P(EΛ,E Λ). Ale´m disso, as probabilida-




coincidem na a´lgebra dos retaˆngulos B =
∏
i∈ΛBi de EΛ.
Pela unicidade do Teorema da extensa˜o de Carateo´dory segue a igualdade.
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Proposic¸a˜o 1.4. Seja Γ b T. As projec¸o˜es canoˆnicas Πi : EΓ → E, com i ∈
Γ, sa˜o varia´veis aleato´rias independentes com respeito a probabilidade λΓ sobre
(EΓ,E Γ).
Demonstrac¸a˜o. Por definic¸a˜o, devemos provar que para quaisquer conjuntos Ai ∈























1.2.4 Campo aleato´rio canoˆnico.
De posse das notac¸o˜es adequadas podemos definir o que vem a ser campo aleato´rio
canoˆnico. Esta noc¸a˜o simplifica bastante a boa definic¸a˜o dos modelos da Mecaˆnica
Estat´ıstica do ponto de vista matema´tico.
Definic¸a˜o 1.9. Um campo aleato´rio (ν, (σi)i∈T) com espac¸o de estados (E,E )
e´ chamado campo aleato´rio canoˆnico se seu espac¸o de configurac¸o˜es (Ω,F ) e´ o
espac¸o produto (ET,E T) e σi = Πi.
Proposic¸a˜o 1.5. Seja (µ, (σi)i∈T) com espac¸o de estados (E,E ). Enta˜o existe
ν ∈P(ET,E T) u´nica tal que (µ, (σi)i∈T) ∼ (ν, (Πi)i∈T).
Demonstrac¸a˜o. Defina λi( · ) ∈ P(E,E ) como ideˆntica a µ(σ−1i ( · )) para todo
i ∈ T. Seja λΛ a medida produto como na sec¸a˜o (1.2.3). Pela Proposic¸a˜o 1.3
podemos verificar que a famı´lia {λΛ}ΛbT satisfaz a condic¸a˜o de consisteˆncia de
Kolmogorov como na Definic¸a˜o (D.6) do Apeˆndice D. Pelo Teorema da Extensa˜o
de Kolmogorov existe uma u´nica ν ∈P(ET,E T) com ν(Π−1i ( · )) = λi. Por outro
lado, µ
(
σ−1i ( · )
)
= λi para todo i ∈ T. Logo ν(Π−1i ( · )) = µ(σ−1i ( · )) para todo
i ∈ T.
Logo, pelo que discutimos acima, podemos tratar sem perda de generalidade
as σi’s como projec¸o˜es de ET sobre Ei = E. E mais ainda, podemos identificar
a medida de probabilidade µ : E T → [0, 1] com o campo aleato´rio (µ, (Πi)i∈T).
Portanto fixamos a notac¸a˜o a seguir.
Notac¸a˜o 1.1. Para Λ,Γ b T com Λ ⊂ Γ denotamos por:
1. σi : ET → Ei a projec¸a˜o canoˆnica ET 3 (ωi)i∈T 7→ ωi ∈ Ei
2. σΛ : ET → EΛ a projec¸a˜o ET 3 ω = (ωi)i∈T 7→ ωΛ = (ωi)i∈Λ ∈ EΛ,
3. σΓ,Λ : EΓ → EΛ, a projec¸a˜o EΓ 3 ωΓ = (ωi)i∈Γ 7→ ωΛ = (ωi)i∈Λ ∈ EΛ,





1.3 Equac¸o˜es de Dobrushin-Lanford-Ruelle
As equac¸o˜es de Dobrushin-Lanford-Ruelle (DLR) tratam de uma propriedade que
se pede aos campos aleato´rios afim de equipa-los com as bem conhecidas proprie-
dades de probabilidade condicional. Do ponto de vista f´ısico, pedir a um modelo
da Mecaˆnica estat´ıstica que satisfac¸a as equac¸o˜es (DLR) e´ o mesmo que supor que
o modelo satisfac¸a certas condic¸o˜es ideais.
Definic¸a˜o 1.10 (Dobrushin-Lanford-Ruelle). Seja um campo aleato´rio canoˆnico(
µ, (Πi)i∈T
)











com igualdade µ|JΛ-q.t.p. para todo A ∈ F .
Essas equac¸o˜es, nos remete a um sistema prescrito de probabilidades condicio-
nais. Mais precisamente temos a observac¸a˜o a seguir.
Observac¸a˜o 1.2. Para cada volume finito Λ b T a equac¸a˜o 1.2 exige que a
aplicac¸a˜o




seja a probabilidade condicional de A ∈ F , com respeito a` σ-a´lgebra JΛ, avaliada
no ponto ω ∈ Ω. De acordo com a definic¸a˜o de probabilidade condicional na
observac¸a˜o D.1 do Apeˆndice D a medida de probabilidade µ satisfaz a equac¸a˜o









Para que esta equac¸a˜o fac¸a sentido e´ suficiente que µ(ΠΛ(A) × {ΠT\Λ(ω)})










: F → [0, 1] e´ uma probabilidade.
(1.4)
Seguindo [15] o nosso ponto de partida para obter uma medida de probabilidade µ
satisfazendo a equac¸a˜o (1.2) ou equivalentemente a equac¸a˜o (1.3) comec¸a com a
construc¸a˜o de uma famı´lia γ = {γΛ}ΛbT de aplicac¸o˜es γΛ : Ω×F → R tais que
γΛ(A| · )Ω→ R e´ JΛ-mensura´vel
γΛ( · |ω)F → R e´ uma probabilidade .
(1.5)
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γΛ(A ∩B| · )dγΓ( · |ω) (1.6)
para todo A ∈ F , B ∈ JΛ com Λ ⊂ Γ b T. Finalmente, depois de metrizar-
mos P(Ω,F) escolhemos uma sequeˆncia se medidas de probabilidade γΓn( · |ωn) ∈
P(Ω,F) convergindo para uma medida de probabilidade µ ∈ P(Ω,F) que sa-
tisfac¸a a equac¸a˜o (1.3).
Na literatura, da Mecaˆnica Estat´ıstica a equac¸a˜o(1.6) e´ chamada de condic¸a˜o
de consisteˆncia de Dobrushin-Lanford-Ruelle (DLR) ou equac¸a˜o de Dobrushin-
Lanford-Ruelle (DLR).
A partir das equac¸o˜es DLR vamos definir o que vem a ser uma especificac¸a˜o
DLR. Mas antes precisamos revisitar a definic¸a˜o de nu´cleo de medidas e suas
propriedades.
1.3.1 Nu´cleo de medidas
As ideias da observac¸a˜o 1.2 descritas nas equac¸o˜es (1.4) e (1.5) sa˜o formalizadas
na seguinte definic¸a˜o.
Definic¸a˜o 1.11. Sejam (X,X ) e (Y,Y ) espac¸os mensura´veis. Uma aplicac¸a˜o
κ : Y×X → R chama-se nu´cleo de medida de (Y,Y ) para (X,X ) se para todo
A ∈X e todo y ∈ Y esta aplicac¸a˜o satisfaz:
1. κ( |y) : X → R e´ uma medida sobre (X,X ).
2. κ(A| ) : Y→ R e´ uma func¸a˜o Y -mensura´vel.
Usamos as expresso˜es nu´cleo de probabilidade em y, nu´cleo σ-finito em y, nu´cleo
de Borel em y, nu´cleo de Borel regular em y, nu´cleo de Radon em y, para indicar
que a medida κ(·|y) tem a propriedades de ser uma medida de probabilidade, σ-
finita, de Borel ( c.f. Definic¸a˜o C.2), de Borel regular ( c.f. Definic¸a˜o C.2 item a)
e de Radon ( c.f. Definic¸a˜o C.2 item b), respectivamente.
Quando a medida κ(·|y) possui estas propriedades sem depender de uma par-
ticular escolha de y ∈ Y enta˜o usamos as expresso˜es ‘nu´cleo de probabilidade’,
‘nu´cleo σ-finito’, ‘nu´cleo de Borel’, ‘nu´cleo de Radon’.
Observac¸a˜o 1.3. Podemos olhar para qualquer medida de probabilidade µ : X →
[0,+∞] sobre um espac¸o mensura´vel como um nu´cleo de probabilidade κ de (X, {∅,X})
para (X,X ) definido para todo A ∈ X e todo x ∈ X como κ(A|x) = µ(A). A
mensurabilidade de κ com respeito a {∅,X} e´ consequeˆncia do seguinte fato: para
todo A ∈X , temos:
κ(A| · )−1(B) =
{
X se µ(A) ∈ B;
∅ se µ(a) /∈ B.
qualquer que seja o boreliano B ⊂ R.
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Definic¸a˜o 1.12. Um nu´cleo de medida κ de (Y,Y ) para (X,X )e´ chamado nu´cleo
pro´prio com respeito a uma σ-a´lgebra B ⊂X se para todo B ∈ B,
κ(B ∩ A|ω) = 1B(ω) · κ(A|ω).
Proposic¸a˜o 1.6. Seja κ um nu´cleo de medida de (Y,Y ) para (X,X ). Enta˜o κ e´
um nu´cleo pro´prio com respeito a` σ-a´lgebra B ⊂X se, e somente se,
κ(B|y) = 1B(y) (1.7)
para todo B ∈ B e todo y ∈ Y.
Demonstrac¸a˜o. Sejam B ∈ B ⊂ X e A ∈ X . Para todo y ∈ Y obtemos das
propriedades elementares de probabilidade e da igualdade 1B(y) + 1Bc(y) = 1, as
seguintes identidades:
κ(A|y) =κ(A ∩B|y) + κ(A ∩Bc|y)
κ(A|y) =κ(A|y) · 1B(y) + κ(A|y) · 1Bc(y).
(1.8)
Ale´m disso, para todo C ∈ B, temos
κ(A ∩ C|y) ≤ min{κ(A|y), κ(C|y)}
min{κ(A|y), 1C(y)} = κ(A|y) · 1C(y)
(1.9)
A u´ltima igualdade e´ obtida verificando-se que min{κ(A|y), 1C(y)} = κ(A|y) ≤ 1
se 1C(y) = 1 e min{κ(A|y), 1C(y)} = 0 se 1C(y) = 0. Ja´ que por hipo´tese temos,
1C(y) = κ(C|y) para todo C ∈ B enta˜o
κ(A ∩B|y) ≤κ(A|y) · 1B(y),
κ(A ∩Bc|y) ≤κ(A|y) · 1cB(y).
Se pelo menos um das igualdades na˜o e´ atingida acima enta˜o pela equac¸a˜o (1.8)
temos κ(A|y) < κ(A|y). A rec´ıproca segue diretamente da definic¸a˜o.
1.3.2 Notac¸o˜es especiais
Antes de prosseguirmos para a demonstrac¸a˜o de um dos principais teoremas deste
cap´ıtulo, vamos fixar mais algumas notac¸o˜es para facilitar a exposic¸a˜o.
Notac¸a˜o 1.2. Seja κ um nu´cleo de medida de (Y,Y ) para (X,X ). Suponha
f : X→ R uma func¸a˜o integra´vel com respeito a` medida κ( |y) para todo y ∈ Y.













Definic¸a˜o 1.13 ( ac¸a˜o de func¸a˜o sobre nu´cleo). Seja κ um nu´cleo de medida de
(Y,Y ) para (X,X ). Suponha ρ : X → R uma func¸a˜o integra´vel com respeito a
κ( |y) para todo y ∈ Y. Enta˜o a ac¸a˜o de ρ sobre o nu´cleo κ, e´ o nu´cleo ρκ de
(Y,Y ) para (X,X ) definido por :




ρ(u) · 1A(u)dκ(u|y) ∈ R
(1.12)
Definic¸a˜o 1.14 ( ac¸a˜o de nu´cleo sobre func¸a˜o). Seja pi um nu´cleo de medida de
(Y,Y ) para (X,X ). Suponha que g : X→ R e´ uma func¸a˜o integra´vel com respeito
respeito a pi( |y) para todo y ∈ Y. Enta˜o a ac¸a˜o do nu´cleo pi sobre g e´ a func¸a˜o
pig e´ definida da seguinte maneira:




g(u)dpi(u|y) ∈ R (1.13)
Definic¸a˜o 1.15 ( convoluc¸a˜o de nu´cleos de medida). Sejam κ um nu´cleo de me-
dida de (Y,Y ) para (X,X ) e τ um nu´cleo de medida de (Z,Z ) para (Y,Y ). A
convoluc¸a˜o de τ e κ nessa ordem, denotado por τκ e´ o nu´cleo de medida de (Z,Z )
para (X,X ):
X × Z 3 (A, z) 7→ τκ(A|z) , κ
(
τ(A| · )
∣∣∣ z ) = ∫ τ(A|v)dκ(v|z) (1.14)
Como uma medida tambe´m pode ser vista como um nu´cleo, em todos os casos
acima, podemos fixar os nu´cleos κ e τ como sendo uma medida µ e a partir dai
obter duas medidas fµ e µκ bem definidas.
Observac¸a˜o 1.4. Por u´ltimo, para uma famı´lia finita {(Xi,X i, µi)}i∈I , com I =
{1, . . . , N}, de espac¸os de medida (Xi,X i, µi) escrevemos x, X, X e µ para indicar
(x1, . . . , xN), X1 × . . .× XN , X1 ⊗ . . .⊗XN e µ1 ⊗ . . .⊗ µN .
Proposic¸a˜o 1.7. Seja (X,X ) um espac¸o mensura´vel e B e´ uma sub-σ-a´lgebra
de B. Seja κ um nu´cleo de probabilidade de (X,B) para (X,B) e µ uma medida
de probabilidade em (X,X ). Enta˜o as seguintes condic¸o˜es para qualquer A ∈X ,
B ∈ B e x ∈ X, sa˜o equivalentes:





3. µ(A) = µκ(A)
Demonstrac¸a˜o. Pela observac¸a˜o D.1 a probabilidade condicional de A ∈ X dada





µ(A|B)(x)dµ|B(x); ∀A ∈X , ∀B ∈ B. (1.15)










X κ(A|x)dµ(x). Por definic¸a˜o temos que µ(A) =∫
X 1A(x)dµ(x), o que nos permite concluir a validade de (2). Apelando nova-
mente para a definic¸a˜o podemos escrever µκ(A) =
∫
X κ(A|x)dµ(x). Mas desta
igualdade e´ imediato verificar que (2) e´ equivalente a (3). Para ver que (2) im-
plica (1) basta usar a unicidade da probabilidade condicional em (1.15) e que
µ(A) =
∫
X 1A(x)dµ(x). Isto nos fornece uma igualdade e´ µ|B-q.t.p., mas como
µ|B  µ temos finalmente a igualdade µ-q.t.p..
1.4 Especificac¸a˜o DLR
E´ nesta sec¸a˜o que formalizamos a relac¸a˜o entre a noc¸a˜o de nu´cleo de probabilidade
e as equac¸o˜es DLR. Expressamos as propriedades DLR de um campo aleato´rio em
termos de uma famı´lia de nu´cleos de probabilidade.
1.4.1 Especificac¸a˜o local
Na literatura de Mecaˆnica Estat´ıstica, a propriedade DLR que um campo aleato´rio
satisfaz por uma famı´lia γ = {γV } de nu´cleos de medidas γV indexados por con-
juntos V ⊂ T na˜o necessariamente finitos. Por isso, a noc¸a˜o de especificac¸o˜es
DLR como apresentamos na Definic¸a˜o1.16 sa˜o chamadas de especificac¸o˜es locais
em refereˆncia ao fato de que os nu´cleos γΛ sa˜o indexados por volumes finitos Λ, o
que da´ a ela um cara´ter local. Daqui por diante, tambe´m usaremos a terminologia
especificac¸a˜o local.
Definic¸a˜o 1.16 (Especificac¸a˜o DLR). Seja γ = {γΓ} uma famı´lia de nu´cleos de
medida de (Ω,JΓ) para (Ω,F) indexada por volumes finitos Γ b T. Dizemos que
γ e´ uma especificac¸a˜o DLR se para quaisquer Γ b T, ω ∈ Ω, A ∈ F e B ∈ JΓ
1. γΓ(A ∩B|ω) = 1B(ω) · γΓ(A),
2. γ∆γΛ(A|ω) = γ∆(A|ω) onde Λ ⊂ ∆ b T.
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Observac¸a˜o 1.5. A condic¸a˜o descrita no item 2 da Definic¸a˜o1.16 e´ simplesmente
a condic¸a˜o de consisteˆncia DLR, escrita na notac¸a˜o de produto de nu´cleos de
probabilidade conforme a Definic¸a˜o1.15. Explicitamente,
γ∆γΛ(A|ω) = γ∆ (γΛ(A| · )|ω) =
∫
Ω
γΛ(A| · ) dγΓ( · |ω) = γΛ(A|ω).
Observac¸a˜o 1.6. O item 1 da Definic¸a˜o 1.16 garante a seguinte propriedade:
qualquer especificac¸a˜o satisfaz o reverso da condic¸a˜o descrita no item 2 da De-
finic¸a˜o1.16. Mais precisamente, γΛγ∆(A|ω) = γ∆(A|ω) com Λ,∆ b T e Λ ⊂ ∆.
Isso se deve a`s seguintes implicac¸o˜es: Λ ⊂ ∆ ⇒ J∆ ⊂ JΛ ⇒ ∀ A ∈ F a func¸a˜o





Em todo este texto vamos nos referir a` identidade 1.16 como equac¸a˜o DLR reversa.





∀Λ b T,∀A ∈ F ,
µ(A|JΓ)(ω) = γΓ(A|ω)
µ− q.t.p.ω ∈ Ω.
 .
Definic¸a˜o 1.18. Denotamos por S = {Λ : Λ b T} a colec¸a˜o dos volumes finitos
de T. Dizemos que uma sub-colec¸a˜o So ⊂ S e´ cofinal se para todo Γ ∈ S , existe
Γo ∈ So tal que Γ ⊂ Γo.
Proposic¸a˜o 1.8. Seja γ = (γΛ)ΛbT uma especificac¸a˜o local. As seguintes condic¸o˜es
sa˜o equivalentes:
1. µ ∈ G (γ).
2. µγΓ = µ ∀Γ ∈ S .
3. Existe um conjunto cofinal So ⊂ S tal que µγΓo = µ ∀Γo ∈ So.
Demonstrac¸a˜o. A equivaleˆncia de (1) e (2) vem do Lema (1.7). A condic¸a˜o (2)
claramente implica (3). Para a rec´ıproca, note que dado qualquer Γ b T, existe um
∆o ∈ So com Γ ⊂ ∆o. Assim aplicando, nessa ordem, o item 2 da Definic¸a˜o1.16
e o item 3 da Proposic¸a˜o 1.8 obtemos as seguintes igualdades µγΓ = µγΓγ∆o =
µγ∆o = µ.
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1.4.2 A especificac¸a˜o independente.





concentrada no ponto ωT\Λ, i.e.
δωT\Λ(A) =
{
1, se ωT\Λ ∈ A;
0, caso contra´rio .
(1.17)
Para cada medida λ sobre (E,E ) e cada Λ b T nos temos que λΛ : σ(ΠΛ,Γ)ΓbΓ →
[0, 1] e´ uma medida sobre EΛ. Para todo A ∈ F e ω ∈ Ω defina a aplicac¸a˜o
λΛ : Ω×F → R como
λΛ(A|ω) = λΛ ⊗ δωT\Λ(A) = λΛ(AωT\Λ),
onde AωT\Λ = {ζ ∈ EΛ : ζωT\Λ ∈ A}.
Proposic¸a˜o 1.9. Seja λ uma medida sobre (E,E ). Para cada Λ b T a aplicac¸a˜o
λΛ : F × Ω→ [0,∞] e´ um nu´cleo de medida de (ET,F) para (ET,JΛ).
Demonstrac¸a˜o. Claramente para todo ω ∈ Ω, µΛ ⊗ δωT\Λ( · ) : F → [0, 1] e´ uma
probabilidade. Provemos para todo A ∈ F que µΛ ⊗ δ( · )T\Λ(A) : Ω → [0, 1] e´
uma func¸a˜o JΛ-mensura´vel. Pelo Teorema de Tonelli sabemos que a aplicac¸a˜o
ET\Λ 3 ωT\Λ 7→ λΛ(AωT\Λ) e´ σ(Π(T\Λ),Γ)Γb(T\Λ) mensura´vel. Por outro lado, a
func¸a˜o constante EΛ 3 ωΛ 7→ 1 e´ uma func¸a˜o mensura´vel com respeito a` σ-a´lgebra
σ(Π(T\Λ),Γ)ΓbT\Λ = {∅,E}. Como o produto de func¸o˜es
Ω = ET\Λ × EΛ 3 ωT\ΛωΛ 7→ λ(ωT\Λ) · 1
e´ mensura´vel com respeito a` σ-a´lgebra JΛ = σ(Π(T\Λ),Γ) × {∅,EΛ} segue o resul-
tado.
Proposic¸a˜o 1.10. Para quaisquer Λ ⊂ Γ b T
µΛ ⊗ δωT\Λ(A ∩B) = 1B(ω) · µΛ ⊗ δωT\Λ(A) filtrac¸a˜o∫
Ω
[µ∆ ⊗ δuT\Λ ](A) d[µΛ ⊗ δωT\Λ ](u) = µ∆ ⊗ δuT\Λ(A) consisteˆncia
(1.18)
Demonstrac¸a˜o. Segue imediatamente das propriedades de func¸o˜es cil´ındricas e do
Teorema de Tonelli. Veja refereˆncia [15].
Definic¸a˜o 1.19 (especificac¸a˜o independente). Seja λ uma medida de probabilidade
sobre (E,E ). Uma famı´lia de nu´cleos de probabilidade λΛ( · |ω) = δωT\Λ ⊗ λΛ com
Λ b T e´ chamada de λ- especificac¸a˜o. Em refereˆncia a` medida λ indicaremos
{λΛ}Λ tambe´m por λ.
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Proposic¸a˜o 1.11. Seja λ ∈P(E,E ) e T uma rede enumera´vel. Enta˜o
G(λ) = {λT}
Demonstrac¸a˜o. Pelo do item 2 da Proposic¸a˜o1.8, λT ∈ G(γ) se, e somente se,




(F ) = µ(F ) para todo F ∈ F . Para
todo A ∈ FΛ na˜o vazio, existe B ∈ E Λ na˜o vazio tal que A = B × ET\Λ. Logo
Aω
T\Λ
= B para todo B ∈ EΛ e λΛ(A|ω) = λ ⊗ δωT\Λ(A) = λ(B). Pelo Teorema






Por outro lado, λΛ(B) = λΛ(B) · λT\Λ(ET\Λ) = λT(A). Observando que a classe
mono´tona M = {M : λTλΛ(M) = λT(M)} satisfaz a propriedade
⋃
ΛbTFΛ ⊂
M ⊂ F obtemos do Teorema da Classe Mono´tona que M = F .
1.5 λ-modificac¸a˜o e λ-especificac¸a˜o
A ideia de introduzir a noc¸a˜o de λ-modificac¸a˜o e´ a de usar uma famı´lia {ρΛ}ΛbT
de func¸o˜es densidades ρΛ : Ω → R para perturbar a especificac¸a˜o independente
λ = {λΛ}ΛbT. Daqui por diante indicaremos que uma func¸a˜o f : Ω → R e´ FV
mensura´vel para V ⊂ T escrevendo f ∈ FV .
Definic¸a˜o 1.20. Sejam T uma rede enumera´vel, λ uma medida sobre (E,E ) e
λΛ como em 1.2.3. Suponha que λ = {λΛ}ΛbT = {λΛ ⊗ δωT\Λ} seja uma famı´lia
de nu´cleos de medida e ρ = {ρΛ}ΛbT uma famı´lia de func¸o˜es JΛ-mensura´veis
ρΛ : Ω→ [0,+∞). Se
ρλ , {ρΛλΛ}ΛbT (1.19)
e´ uma especificac¸a˜o chamamos ρ de λ-modificac¸a˜o e ρλ de λ-especificac¸a˜o. Ale´m
disso, adicionamos o atributo ‘positiva’ a uma λ-modificac¸a˜o se cada ρΛ e´ positiva.
Lema 1.1. Seja T uma rede enumera´vel e λ uma medida de probabilidade sobre
(E,E ). Enta˜o ρλ = (ρΛλΛ)ΛbT e´ uma λ-especificac¸a˜o se, e somente se, para
qualquer par Λ,∆ ⊂ S com Λ ⊂ ∆ temos
λΛ(ρΛ|ω) = 1 ∀ω ∈ Ω, (1.20)




∣∣∣ω) = (ρΛλΛ)(ρ∆λ∆)(f ∣∣∣ω) (1.21)




∣∣∣ω) = g(ω) · (ρΛλΛ)(f ∣∣∣ω) (1.22)
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Demonstrac¸a˜o. Segue imediatamente da Definic¸a˜o 1.16.
Teorema 1.1. Seja T uma rede enumera´vel e λ uma medida sobre (E,E ) e uma
famı´lia ρ = {ρΛ}ΛbT de func¸o˜es na˜o negativas tais que
λΛρΛ(ω) = 1, ∀ω ∈ Ω ∀Λ b T.
Enta˜o sa˜o equivalentes:
(a) ρ = (ρΛ)ΛbT e´ uma λ-modificac¸a˜o na rede enumera´vel T.
(b) para todo Λ,∆ b T com Λ ⊂ ∆ para todo ω ∈ Ω.
ρ∆(η) = ρΛ(η) · [λΛρ∆](η) (1.23)
para λ∆( · |ω) - quase todo η ∈ Ω.
(c) para todo Λ,∆ b T com Λ ⊂ ∆ para todo α ∈ Ω e λ∆\Λ( |α)-quase todo
ω ∈ Ω,
ρ∆(η) · ρΛ(ζ) =ρ∆(ζ) · ρΛ(η) (1.24)
para λΛ( · |ω)⊗ λΛ( · |ω)-quase todo par (η, ζ) ∈ Ω× Ω
Demonstrac¸a˜o. Suponhamos que seja va´lido o item (a). Equivalentemente, isto
significa que (ρλλλ)ΛbT e´ uma especificac¸a˜o. Revisitando a Definic¸a˜o 1.16 temos
para todo Λ b T,
λΛf , λΛ( f | · ) ∈ JΛ ∀f ∈ F
λΛ( · |ω) ∈ P(Ω,F) ∀ω ∈ Ω
(ρ∆λ∆)(ρΛλΛ) = (ρ∆λ∆) ∀∆ b T Λ ⊂ ∆
(ρΛλΛ)(g · f | · ) = g( · ) · (ρΛλΛ)(f | · ) ∀g ∈ JΛ
(1.25)
Multiplicando ambos os membros de 1.23 por f(η) com f ∈ F e f(η) ≥ 0 para




∣∣∣ ω ) =λ∆(f · ρΛ · [λΛρ∆]∣∣∣ ω ) (1.26)








∣∣∣ ω ) = λ∆(f · ρΛ · [λΛρ∆]∣∣∣ ω ). (1.27)
Equac¸a˜o equivalente a (1.23) para ω e f nas mesmas condic¸o˜es de (1.26). Portanto
se provarmos (1.27) a equivaleˆncia entre (a) e (b) esta´ estabelecida.
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Mas antes de provarmos (1.27) precisamos fazer algumas considerac¸o˜es. Sejam
h, g ∈ F com g(η) ≥ 0 e h(η) ≥ 0 para λ∆( · |ω)-quase todo η ∈ Ω. Logo as























onde as igualdades acima sa˜o validas para λΛ( · |ω)-quase todo η ∈ Ω para qualquer
que seja ω ∈ Ω. Como λ∆ = λ∆\ΛλΛ temos para λ∆( · |ω)-quase todo η ∈ Ω









Usando os fatos estabelecidos acima estamos agora em condic¸o˜es de provar (1.27).
Tomando g = f · ρΛ e h = ρ∆ na equac¸a˜o acima ficamos com,
λ∆
(




ρ∆ · [λΛ(ρΛ · f)]
)
(η) (1.28)
para λΛ( · |ω)-quase todo η ∈ Ω qualquer que seja ω ∈ Ω. Manipulando o segundo
membro da u´ltima equac¸a˜o obtemos a igualdade (1.27).
Vamos mostrar agora que (b) implica (c). Assumindo (b) podemos afirmar que
para todo α ∈ Ω, a seguinte equac¸a˜o e´ verdadeira
0 =λ∆



















para λ∆\Λ( | α )-quase todo ω ∈ Ω qualquer que seja α ∈ Ω. Dessa igualdade
segue que
ρ∆(η) = ρΛ(η) · [λΛρΛ](ω) (1.31)
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para λΛ( |ω)-quase todo η ∈ Ω com λ∆\Λ( | α )-quase todo ω ∈ Ω qualquer que
seja α ∈ Ω. Note tambe´m que
ρΛ(ζ) =ρΛ(ζ)
ρ∆(ζ) =[λΛρΛ](ω) · ρΛ(ζ)
(1.32)
para λΛ( |ω)-quase todo ζ ∈ Ω com λ∆\Λ( | α )-quase todo ω ∈ Ω qualquer que
seja α ∈ Ω. Portanto,










para λΛ( |ω)⊗λΛ( |ω)-quase todo par (η, ζ) ∈ Ω×Ω e λ∆\Λ( | α )-quase todo
ω ∈ Ω qualquer que seja α ∈ Ω.
Por u´ltimo, mostramos que (c) implica (b). Primeiro integramos o primeiro
membro de (1.24) na varia´vel ζ com respeito a medida λ∆( |α) para mostrar que










Integrando o segundo membro de (1.24) na varia´vel ζ com respeito a medida
λ∆( |α) temos para λΛ( |α)-quase todo ζ ∈ Ω e λ∆\Λ( | α )-quase todo α ∈ Ω




∣∣∣α) =λ∆\Λ(ρΛ(η) · λ∆ρ∆∣∣∣α). (1.33)
Fazendo α = η nas duas u´ltimas equac¸o˜es e identificando o segundo membro de
cada uma delas obtemos
λ∆\Λ
(
ρ∆ − ρΛ · [λΛρ∆]
∣∣∣η) = 0. (1.34)
Integrando na varia´vel η com respeito a medida λ∆( |ω) e observando que λ∆λ∆\Λ =
λ∆ seque imediatamente (b).
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Cap´ıtulo 2
Medida e especificac¸o˜es de Gibbs
Introduc¸a˜o
No principal resultado do Cap´ıtulo 1, o Teorema1.1, vimos como especificac¸o˜es
(γΛ)ΛbT podem ser definidas por meio de uma medida a priori λ sobre um espac¸o
mensura´vel (E,E ) e uma λ-modificac¸a˜o ρ = (ρΛ)ΛbT. Vendo de outro modo o
Teorema1.1 e´ uma maneira de caracterizar λ-modificac¸o˜es de uma especificac¸a˜o
independente que se obte´m de uma medida λ sobre um espac¸o de estados (E,E ).
O objetivo do Cap´ıtulo 2 e´ abordar tipos de λ-modificac¸o˜es que sa˜o cada vez
mais fa´ceis de se caracterizar no que diz respeito a mensurabilidade.
Um primeiro passo nessa direc¸a˜o e´ tratarmos um tipo especial de λ-modificac¸o˜es:
as pre´-modificac¸o˜es. Em seguida, lidamos com pre´-modificac¸o˜es na forma expo-
nencial. E´ nessa segunda etapa que λ-modificac¸o˜es sa˜o dadas em termos de func¸o˜es
que teˆm significado f´ısico: o fator de Boltzman que e´ dado por uma func¸a˜o chamada
Hamiltoniano, que por sua vez e´ dada em termos de uma famı´lia de potenciais que a
chamamos de interac¸a˜o. Esta u´ltima tambe´m tem sua interpretac¸a˜o probabil´ıstica
em termos de correlac¸o˜es de estados entre s´ıtios.
Finalmente na u´ltima sec¸a˜o definimos o que vem as ser uma especificac¸a˜o de
Gibbs ou simplesmente especificac¸a˜o Gibbsiana.
2.1 λ-modificac¸a˜o na forma exponencial
A partir de agora exploramos item (c) do teorema 1.1. As pre´-modificac¸o˜es de-




2.1.1 λ-modificac¸a˜o dadas por pre´-modificac¸a˜o
Definic¸a˜o 2.1 (pre´-modificac¸a˜o). Uma famı´lia h = {hΛ}ΛbT de func¸o˜es hΛ : Ω→
[0,∞) F-mensura´veis e´ chamada pre´-modificac¸a˜o se
hΛ(ζ) · h∆(η) = hΛ(η) · h∆(ζ) (2.1)
para todo Λ,∆ b T com Λ ⊂ ∆ com ζ, η ∈ Ω tais que
ζT\Λ = ηT\Λ. (2.2)
Proposic¸a˜o 2.1. Seja λ uma medida sobre (E,E ) e h = (hΛ)ΛbT uma famı´lia de
func¸o˜es hΛ : Ω → [0,∞) F-mensura´veis. Se h = (hΛ)ΛbT e´ uma pre´-modificac¸a˜o









Demonstrac¸a˜o. Como λΛhΛ : Ω → (0,+∞) e´ para todo Λ b T uma func¸a˜o FΛ-













Ale´m disso, para todo ω ∈ Ω temos que a medida λΛ( |ω)⊗λΛ( |ω) e´ suportada
pelo conjunto
{(ζ, η) ∈ Ω× Ω : ζT\Λ = ηT\Λ = ωT\Λ}.





satisfaz as exigeˆncias do item (c) do Teorema1.1.
2.1.2 Pre´-modificac¸o˜es dadas por hamiltonianos
Se ρ = (ρΛ)ΛbT uma λ-modificac¸a˜o tal que 0 < λΛhΛ <∞ enta˜o para cada Λ b T
existe uma, e uma somente func¸a˜o, ZΛ : Ω→ R tal que(
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e´ uma λ-especificac¸a˜o. A saber Z( · )Λ = λΛρΛ( · ). Se ale´m disso para todo Λ b T,
ρΛ e´ positiva enta˜o para cada Λ existe uma, e somente uma, func¸a˜o F -mensura´vel
HΛ : Ω→ R com ρΛ = eHΛ onde a famı´lia de nu´cleos de probabilidade(
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e´ uma λ-especificac¸a˜o. Equivalentemente, dado β > 0 podemos fazer uma mudanc¸a
de escala na equac¸a˜o 2.5 pondo −βHβ Λ = HΛ com Zβ Λ = ZΛ,(
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Formalizamos esta discussa˜o na proposic¸a˜o abaixo.
Proposic¸a˜o 2.2. Seja λ uma medida sobre o espac¸o mensura´vel (E,E ) e (ρΛ)ΛbT
uma λ-modificac¸a˜o sobre a rede T. Se para todo Λ b T vale ρΛ > 0 e 0 < ZΛ ,
λΛρΛ < +∞ enta˜o existe uma famı´lia H = {HΛ}ΛbT de func¸o˜es HΛ : Ω→ R tais












Definic¸a˜o 2.2. Nas mesmas condic¸o˜es da Proposic¸a˜o 2.2 a famı´lia H = (HΛ)ΛbT
de func¸o˜es HΛ : Ω→ R tais que (ρΛ)ΛbT = (e−βHΛ)ΛbT e´ chamada de Hamiltoni-
ano de ρ. Cada func¸a˜o HΛ e´ chamada de Hamiltoniano de ρΛ ou hamiltoniano a
volume Λ.
Corola´rio 2.1. Seja (ρλ)ΛbT uma famı´lia de func¸o˜es F-mensura´veis ρΛ : Ω→ R,
tal que para todo Λ temos ρΛ > 0 e 0 < λΛρΛ < +∞. Enta˜o (ρΛ)ΛbT e´ uma
pre´-modificac¸a˜o se, e somente se, para cada Λ existe uma famı´lia H = {HΛ}ΛbT
de func¸o˜es HΛ : Ω→ R tais que para todo Λ b T
1. HΛ e´ F-mensura´vel e ρΛ = eHΛ,
2. para quaisquer Λ,∆ b T com Λ ⊂ ∆ e quaisquer ζ, η ∈ E T com ηT\Λ = ζT\Λ
tem-se
HΛ(ζ) +H∆(η) = H∆(η) +HΛ(ζ) (2.8)
Demonstrac¸a˜o. Segue imediatamente da Definic¸a˜o2.1 e da Proposic¸a˜o2.2.
Definic¸a˜o 2.3. Seja λ uma medida sobre (E,E ) e ρ = (ρΛ)ΛbT uma λ-modificac¸a˜o.
Chamamos Zωβ Λ , ZβΛ(ω) = λΛe−βHΛ(ω) de constante de normalizac¸a˜o de ρΛ em
ω.
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Observac¸a˜o 2.2. Seja ρΛ = e
−β·HΛ. Observe que fixado ω ∈ Ω e B ∈ F temos
( 1

















( · |ω) << λΛ( · |ω) segue pela unicidade do Teorema de
Lebesgue-Radon-Nikodym ( Teorema B.7 do Apeˆndice) que( 1
ZΛ · ρΛ λΛ
)
(B|ω) = 1Zβ Λ(ω) ·
∫
Ω
1B(u) · e−βHβΛ(u) dλΛ(u|ω)
Observac¸a˜o 2.3. Como λΛ( · ) , λΛ ⊗ δωT\Λ temos pelo Teorema de Tonelli
(Teorema B.5 do Apeˆndice) as seguintes identidades:( 1
ZΛ · ρΛ λΛ
)














1BT\Λ(uT\Λ) · 1BuT\Λ (uΛ)
· e−βHβΛ(uΛuT\Λ) dδωT\Λ(uT\Λ) dλΛ(uΛ)
=
1






Observac¸a˜o 2.4. A observac¸a˜o 2.3 nos proporciona uma forma mais explicita para




Zβ Λ(ω) · e
−βHβΛ( · ,ωT\Λ)
)
λΛ(BωT\Λ) , se ωT\Λ ∈ BT\Λ;
0 , caso contra´rio.
(2.9)





Zβ Λ(ω) · e
−βHβΛ( · ,ωT\Λ)
)
λΛ({ηΛ}) , se ωT\Λ = ηT\Λ;
0 , caso contra´rio.
(2.10)








Sintetizamos as observac¸o˜es 2.2, 2.3, 2.4 na seguinte definic¸a˜o:
Definic¸a˜o 2.4. Seja λ uma medida sobre (E,E ) e (ρΛ)ΛbT = (eHΛ )ΛbT uma λ-
modificac¸a˜o onde H = {HΛ}ΛbT e´ uma famı´lia de func¸o˜es HΛ : Ω → R tal como
na Proposic¸a˜o 2.2. Chamamos µωΛ de medida a volume finito Λ com condic¸a˜o de
fronteira ω se µωΛ e´ uma medida de probabilidade sobre (Ω,F) definida por λΛ( · |ω).
2.1.3 Hamiltonianos dados por potenciais de interac¸a˜o.
Agora vamos definir HΛ dependendo unicamente de uma famı´lia Φ de func¸o˜es
ΦA : Ω→ R indexadas por cada A b T. O objetivo e´ explicitar como o estado ηA
de cada configurac¸a˜o η em cada parte finita A interfere no valor de HΛ(η).
Essa relac¸a˜o de dependeˆncia obedece as seguintes propriedades:
• Se A = {i} enta˜o ΦA(uΛωT\Λ) e´ o valor da contribuic¸a˜o do estado ωi no s´ıtio
i sobre o valor de HΛ(uΛωT\Λ).
• Se A = {i1, . . . , i|A|} enta˜o ΦA(uΛωT\Λ) e´ o valor da contribuic¸a˜o dos estados
ωi1 , . . . , ωi|Λ| nos s´ıtios i1, . . . , i|A| de A na configurac¸a˜o (uΛωT\Λ) sobre o valor
de HΛ(uΛωT\Λ).
• apenas os valores de ΦA(uΛωT\Λ) nas sub-configurac¸o˜es uA ∈ ΠA(Ω) tais que
Λ ∩ A 6= ∅ contribuem para o valor de HΛ(uΛωT\Λ).
• Se A = {i1, . . . , i|A|}, o valor de ΦA(uΛωT\Λ) na˜o depende dos valores indivi-
duais de Φ{i1}(uΛωT\Λ), . . . ,Φ{i|A|}(uΛωT\Λ).
• Ainda para A = {i1, . . . , i|A|}, o valor de ΦA(uΛωT\Λ) na˜o depende do valor
de ΦB(uΛωT\Λ) quando B ⊂ A ou A ⊂ B, onde as incluso˜es sa˜o pro´prias.
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Como temos o controle sobre os valores de ΦA(uΛωT\Λ) gostar´ıamos que essa de-
pendeˆncia fosse de modo simples mas na˜o trivial. Parece-nos que a dependeˆncia
que atende este quesito de forma natural seja a dependeˆncia linear.
• HΛ(uΛωT\Λ) depende linearmente de cada ΦA(uAωA\Λ). Assim devem existir
coeficientes aA ∈ R com A b T tais que






Necessariamente o somato´rio acima deve ser convergente e finito, pois a imagem
de HΛ esta´ contida em R. E´ conveniente que os coeficientes aA sejam incorporados
a cada uma das func¸o˜es ΦA. De modo que tenhamos a igualdade,






Proposic¸a˜o 2.3. Seja Φ = (ΦA)AbT uma famı´lia de func¸o˜es o ΦA : Ω → R tal
como em 2.13 satisfazendo:





ΦA(u) converge para todo u ∈ Ω e Λ b T.







e´ uma pre´-modificac¸a˜o positiva.
Demonstrac¸a˜o. De acordo com a Proposic¸a˜o2.1 devemos provar primeiro, para
todo Λ b T, que HΦΛ e´ F -mensura´vel. Mas isto segue imediatamente do fato de
que FA ⊂ F para todo A b T. Segundo, para quaisquer subsistemas Λ,∆ b T
com Λ ⊂ ∆ e para quaisquer pontos de estados ζ, η ∈ ET com ηT\Λ = ζT\Λ temos

































Como Λ ⊂ ∆ o quarto somato´rio sobre os A’s tais que A ∩ Λ 6= ∅, A ∩ ∆ = ∅ e´












Se A ⊂ S\Λ enta˜o FA ⊂ JΛ. Portanto, HΦ∆ − HΦΛ : ET → R e´ JΛ-mensura´vel.











Pelo Teorema B.1 sabemos que seHΦ∆−HΦΛ e´ JΛ-mensura´vel enta˜o suas ζT\Λ-secc¸a˜o
e ηT\Λ-secc¸a˜o sa˜o constantes. Como ηT\Λ = ζT\Λ segue a igualdade (2.14).
Definic¸a˜o 2.5. Seja (E,E ) um espac¸o mensura´vel e uma rede enumera´vel T.
(a) Um potencial de interac¸a˜o sobre (Ω,F), ou simplesmente uma interac¸a˜o, e´
uma famı´lia Φ = (ΦA)AbT de func¸o˜es ΦA : Ω → R com as seguintes proprie-
dades:
(i) Para cada A b T, ΦA e´ FA-mensura´vel.







(b) A func¸a˜o F-mensura´vel HΦΛ : Ω→ R e´ chamada de Hamiltoniano da interac¸a˜o
Φ.
(c) hΦΛ , 1ZωΛ · e
−βHΦΛ(ω) e´ chamado de fator de Boltzman da interac¸a˜o Φ.
A pro´xima proposic¸a˜o nos fornece uma maneira de construir especificac¸o˜es
dependentes.
Proposic¸a˜o 2.4. Seja λ uma medida a priori sobre o espac¸o mensura´vel (E,E ).
Seja(Φ)AbT uma famı´lia de potenciais ΦA : ET → R indexada pelo conjunto das





Λ(ζΛωT\Λ) dλΛ(ζΛ) < +∞ (2.17)
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, Λ b T (2.18)
e´ uma λ-modificac¸a˜o.
Um potencial que satisfaz condic¸a˜o (2.17) e´ chamado Λ-admiss´ıvel. Nas de-
finic¸o˜es que se seguem supomos que (E,E ) e´ um espac¸o mensura´vel e (Φ)AbT e´
uma famı´lia de potenciais ΦA : ET → R indexada nas partes finitas, S , de um
conjunto enumera´vel T.







|ΦA(ω)| < +∞ (2.19)
Denotamos por B o espac¸o dos potenciais absolutamente soma´veis. Podemos
verificar que as func¸o˜es, ‖ ‖i : B → R sa˜o semi-normas em B e definem em
B uma topologia metriza´vel e localmente convexa. Portanto B e´ um espac¸o de
Fre´chet.
Definic¸a˜o 2.7 ( Potencial uniformemente convergente). Dizemos que Φ e´ unifor-









Definic¸a˜o 2.8 (Potencial de alcance finito). Dizemos que um potencial Φ e´ de
alcance finito se
sup{diam A : A b T,ΦA 6= 0} < +∞ (2.21)
e dizemos que Φ e´ de alcance R > 0 se
sup{diam A : A b T,ΦA 6= 0} = R. (2.22)
Claramente, cada potencial de alcance finito Φ e´ uniformemente convergente e
temos que Φ ∈ B.
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2.2 Medidas de Gibbs
A medida de Gibbs vem a ser definida agora como um caso especial de medi-
dadas DLR. Diferentemente, das especificac¸o˜es DLR as especificac¸o˜es de Gibbs
como definidas a sequir determinam o tipo de interac¸a˜o entre cada s´ıtio atrave´s do
potencial de interac¸a˜o.
Definic¸a˜o 2.9. Seja λ uma medida a priori sobre o espac¸o mensura´vel (E,E ).
Seja(Φ)AbT uma famı´lia de potenciais ΦA : ET → R indexada pelo conjunto das
partes finitas S de um conjunto enumera´vel T. Suponha que Φ e´ Λ-admiss´ıvel.
Considere a medida de probabilidade que se obte´m para cada Λ b T e cada ω ∈ ET,
γΦΛ ( |ω) : ET−→R
A 7−→ ρΦΛλΛ(A|ω) (2.23)
com




Λ(ζΛωT\Λ) · 1A(ζΛωT\Λ)dλΛ(ζΛ). (2.24)
Enta˜o,
(i) γΦΛ ( |ω) e´ chamada distribuic¸a˜o de Gibbs em Λ com condic¸a˜o de fronteira
ω, para interac¸a˜o Φ com medida a priori λ.
(ii) a λ-especificac¸a˜o γΦ = (γΦΛ )ΛbT e´ chamada especificac¸a˜o Gibbsiana para a
interac¸a˜o Φ com medida a priori λ.
(iii) Cada campo aleato´rio µ ∈ G (Φ) , G (γΦ) e´ chamado medida ( ou campo
aleato´rio ) de Gibbs determinada pela interac¸a˜o Φ e medida a priori λ.
Em honra a Dobrushin, Lanford e Ruelle a medida de Gibbs tambe´m e´ chamada
de estado DLR. Outro termo que e´ usado na literatura f´ısica e´ estado de Gibbs
a volume infinito. Vamos agora definir, de um ponto de vista matema´tico, o que
vem a ser a noc¸a˜o de transic¸a˜o de fase.
Definic¸a˜o 2.10. Seja λ uma medida a priori sobre o espac¸o mensura´vel (E,E ).
Seja(Φ)AbT uma famı´lia de potenciais ΦA : ET → R indexada pelo conjunto das
partes finitas S de um conjunto enumera´vel T. Suponha que Φ e´ Λ-admiss´ıvel.
Dizemos que Φ tem transic¸a˜o de fase para a medida regular λ se
|G(Φ)| = |{µ ∈P(Ω,F ) : µ(·|JΛ)(ω) = γΦΛ (·|ω) µ− q.t.p}| > 1 (2.25)
Deve-se mencionar que a na˜o unicidade do estado de equil´ıbrio µ ∈ G(Φ),i.e.,
|G(Φ)| > 0 na˜o e´ o u´nico fenoˆmeno cr´ıtico de interesse f´ısico. Um exemplo e´ a
dita transic¸a˜o de Kosterlitz-Thouless que e´ caracterizada pela mudanc¸a da taxa
de decaimento das correlac¸o˜es dadas pelos potenciais de interac¸a˜o Φi de cada s´ıtio
i ∈ T.
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2.3 Grupos de simetrias e especificac¸o˜es de Gibbs
Seja µ um campo aleato´rio sobre uma rede T e espac¸o de estados (E,E ). Seja
τ∗ uma bijec¸a˜o de T em T e τi e´ uma transformac¸a˜o invers´ıvel de E em E que e´
mensura´vel e com inversa mensura´vel. Indicamos por T o conjunto de todas as
transformac¸o˜es da forma





onde τ∗ e´ uma aplicac¸a˜o bijetiva de T em T e para cada i ∈ T, τi e´ uma aplicac¸a˜o
de E em E. Assim cada τ e´ uma composic¸a˜o de uma transformac¸a˜o espacial
τ∗ ( que transporta o s´ıtio j para o s´ıtio τ∗j) com transformac¸o˜es τi que agem
separadamente, para cada i ∈ T, em cada espac¸o de spins E. E´ importante notar






Proposic¸a˜o 2.5. Seja µ um campo aleato´rio sobre uma rede T e espac¸o de estados
(E,E ). Se τ ∈ T com τi = identidade e B ∈ FΛ, enta˜o
1. τ e´ F-mensura´vel.
2. a inversa de τ = (τ∗ : τi, i ∈ S) e´ τ−1 = (τ−1∗ : τ−1τ∗i, i ∈ T)
3. T e´ um grupo sob a operac¸a˜o de composic¸a˜o ◦.
4. se f ∈ FΛ enta˜o f ◦ τ e´ Fτ−1∗ (Λ)-mensura´vel.
O principal objetivo desta sec¸a˜o e´ introduzir o estudo da ac¸a˜o das transformac¸o˜es
em T sobre potenciais e hamiltonianos e sobre medidas como passaremos a descre-













Note que estas definic¸o˜es se aplicam a potenciais e λ-modificac¸o˜es. Para uma
medida µ sobre (Ω,F) e uma transformac¸a˜o mensura´vel T : Ω→ Ω definimos
µ ◦ T−1( · ) , µ(T−1( · )). (2.27)
Seja λ uma medida sobre (E,E ). Dizemos que λ e´ τ invariante se para todo i ∈ T
temos que λ e´ τi invariante, em outras palavras, λ = λ ◦ τ−1i . Unificando o que















◦ τ = γΛ(f ◦ τ) (2.30)
para todo Λ b T e toda func¸a˜o limitada na˜o negativa f : Ω → R que seja F -
mensura´vel.
Proposic¸a˜o 2.6. Sejam λ uma medida sobre o espac¸o mensura´vel (E ,E ) τ ∈ T
invariante. Enta˜o as seguintes afirmac¸o˜es sa˜o verdadeira
(a) τ(λ) = λ
(b) Para cada λ-modificac¸a˜o ρ = (ρΛ)ΛbT, τ(ρ)λ = τ(ρλ).
(c) Se Φ e´ um potencial λ-admiss´ıvel enta˜o τ(Φ) e´ um pontencial λ-admiss´ıvel e
ρτ(Φ) = τ(ρΦ).
Demonstrac¸a˜o. (a) A prova deste item segue diretamente da hipo´tese de λ ser
τ ∈ T invariante. Para provar (b), sejam Λ b T e f : Ω → R uma func¸a˜o
limitada. Enta˜o de (2.30) temos




















A terceira equac¸a˜o vem de (2.30) aplicando γ , λ = τ(λ). Como τ e´ invers´ıvel e
Λ e f sa˜o arbitra´rios segue (b). Passamos agora para a prova do item (c). Para
cada Λ b T, segue do item (b) e da correspondeˆncia um a um entre ρΛ e HΛ
estabelecida na Proposic¸a˜o 2.2 que




τ(Φ)τ∗(A) ◦ τ = HΦΛ
e portanto h
τ(Φ)
τ∗(Λ) ◦ τ = hΦΛ. Aplicando 2.30 a γ , λ = τ(λ) obtemos
ZτΦτ∗Λ ◦ τ = (λτ∗ΛhτΦτ∗Λ) ◦ τ = λΛ(hτΦτ∗Λ ◦ τ) = ZΦΛ .
Isto mostra que τ(Φ) e´ λ-admiss´ıvel. Como ρΦΛ = h
Φ
Λ/ZΦΛ, obtemos
ρτΦτ∗Λ ◦ τ = ρΦΛ = τ(ρΦ)τ∗Λ ◦ τ.
Portanto segue (c).
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Definic¸a˜o 2.11. Seja τ = (τ∗; τi, i ∈ T) e I ⊂ T .
(a) Uma func¸a˜o ϕ : Ω→ R e´ dita ser τ -invariante se ϕ = ϕ◦ τ . E uma famı´lia de
func¸o˜es ϕ = (ϕΛ)ΛbT e´ dita ser τ -invariante, e neste caso τ e´ chamada sime-
tria de ϕ, se τ(ϕ) = ϕ, i.e., ϕτ∗(Λ) ◦ τ = ϕΛ para todo Λ. A mesma definic¸a˜o
se aplica a potencias, hamiltonianos, λ-modificac¸o˜es e pre´-modificac¸o˜es.
(b) A uma medida µ sobre (Ω,F) e´ dito ser τ -invariante, e τ e´ chamada λ-
preservante ou uma simetria de µ, se µ e´ igual a sua τ -imagem τ(µ) = µ◦λ−1.
Uma especificac¸a˜o γ e´ dita ser τ -invariante, e τ e´ chamada de γ-preservante
ou simetria de γ, se τ(γ) = γ, i.e.,




, ∀Λ b T ∀ω ∈ Ω. (2.31)
(c) ϕ ( e respectivamente µ ou γ) como acima sa˜o chamados I-invariantes se e´
τ -invariante para todo τ ∈ I.
(d) O conjunto de todas as simetrias de um objeto ϕ, µ ou γ formam um grupo
chamado grupo de simetrias deste objeto.
Proposic¸a˜o 2.7. Seja γ = (γΛ)ΛbT uma especificac¸a˜o e τ : Ω → Ω uma trans-








e ,em particular, Gβ(γ) e´ invariante
para todas as simetrias de γ.













=τ(µγτ−1∗ Λ) = τ(µ).
Corola´rio 2.2. Se G(γ) = {µ} enta˜o µ e´ preservado por todos as simetrias de γ.
Cap´ıtulo 3
Existeˆncia de medidas de Gibbs
Introduc¸a˜o
Sejam (E,E ) um espac¸o me´trico e λ uma medida sobre (E,E ). Seja ainda Φ =(
ΦΛ
)
ΛbT uma interac¸a˜o definida na rede T. Quais condic¸o˜es sobre Φ , (E,E )
e T sa˜o suficientes para garantir a existeˆncia de uma probabilidade de µ sobre
(Ω,F) que seja uma medida de Gibbs ? Para responder a esta pergunta, neste
cap´ıtulo, precisamos, estabelecer na sec¸a˜o 3.1, as noc¸o˜es de func¸a˜o local e func¸a˜o
quase-local. Em seguida definimos a topologia da convergeˆncia local que e´ uma
topologia induzida emP(Ω,F) por funcionais lineares definidos por func¸o˜es locais.
Nas sec¸o˜es subsequentes respondemos quando a topologia da convergeˆncia local de
P(Ω,F) coincide com a topologia fraca* de P(Ω,F) e quando tal topologia e´
metriza´vel. Finalmente, na u´ltima secc¸a˜o obtemos a existeˆncia de medidas de
Gibbs sob hipo´teses adequadas.
3.1 Quase localidade
Sabemos pela Proposic¸a˜o 1.1 que uma func¸a˜o f definida em um espac¸o produto Ω
e´ FΛ-mensura´vel, se e somente se, e´ Λ-cil´ındrica. Por abuso de notac¸a˜o indicamos
que f e´ Λ-cil´ındrica escrevendo f ∈ FΛ. Uma func¸a˜o f ∈ ∪ΛbTFΛ sera´ chamada
de func¸a˜o local. Indicaremos por LΛ o conjunto das func¸o˜es f ∈ FΛ que sejam
limitadas. Uma func¸a˜o arbitra´ria f ∈ L = ⋂ΛbTLΛ sera´ chamada simplesmente
de func¸a˜o local.
Definic¸a˜o 3.1. Uma func¸a˜o f : Ω→ R e´ dita ser uma func¸a˜o quase local se existe





|fΛn(ω)− f(ω)| = 0. (3.1)
Novamente por abuso de notac¸a˜o, usaremos a notac¸a˜oL para designar o espac¸o
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vetorial das func¸o˜es quase locais. Claramente L e´ o fecho uniforme do espac¸o
vetorial L .






|f(ζ)− f(η)| = 0 (3.2)
para qualquer sequencia crescente e exaustiva de volumes finitos Λn.
Demonstrac¸a˜o. Fixe ω ∈ Ω e considere Λn uma sequencia crescente e exaustiva de
volumes finitos. Para cada n ∈ N defina fΛn(ζ) = f(ζΛnωΛcn). A chave da prova
esta´ em aplicar convenientemente a igualdade fΛn(ζ) − fΛn(η) = 0 que se obte´m
do Corola´rio B.1 sempre que ζΛcn = ηΛcn .
Suponha inicialmente que f satisfac¸a a equac¸a˜o 3.2. Vamos mostrar que a
sequeˆncia de func¸o˜es locais fΛn converge uniformemente para f . De fato, para
qualquer ζ ∈ Ω temos
|f(ζ)− fΛn(ζ)| =|f(ζ)− f(ζΛnωΛcn)|
≤|f(ζ)− f(ζΛnζΛcn)|+ |f(ζΛnζΛcn)− f(ζΛnωΛcn)|.
Claramente a primeira parcela no lado direito da desigualdade acima e´ zero. Para
estimar a segunda basta usar a hipo´tese, que diz que dado ε > 0 existe n0 ∈ N tal




|f(ζ)− f(η)| < ε.
Ja´ que pela definic¸a˜o de supremo temos




segue que, independentemente da escolha de ζ, para todo ε > 0 existe n0 ∈ N tal
que se n ≥ n0 enta˜o |f(ζ)− fΛn(ζ)| < ε.
Reciprocamente, suponha que f e´ limite uniforme de uma sequeˆncia de func¸o˜es
locais fΛn ∈ FΛn . Observe que
|f(ζ)− f(η)| =|(f(ζ)− fΛn(ζ)) + (fΛn(ζ)− fΛn(η)) + (fΛn(η)− f(η)|
≤|(f(ζ)− fΛn(ζ)|+ |fΛn(ζ)− fΛn(η)|+ |fΛn(η)− f(η)|.
Para todo ε > 0 dado, pela convergeˆncia uniforme de fΛn para f podemos garantir
a existeˆncia de n0 ∈ N tal que se n ≥ n0 enta˜o
|f(ζ)− f(η)| < 2ε+ |fΛn(ζ)− fΛn(η)|. (3.3)
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para todo n ≥ n0. Substitu´ımos o 2ε por 3ε pois ao tomarmos o supremo na desi-
gualdade (3.3) na˜o estaria mais garantida a desigualdade estrita, como escrevemos
acima. Agora para obter (3.2) basta aplicar a definic¸a˜o de limite.
Proposic¸a˜o 3.1. Suponha que D seja qualquer me´trica em Ω que induz a topologia
produto. Se uma func¸a˜o f e´ uniformemente cont´ınua enta˜o f e´ quase local.
Demonstrac¸a˜o. Como f e´ uniformemente cont´ınua, dado  > 0 existe δ > 0 tal que
todo par η, ζ ∈ Ω que realiza d(η, ζ) < δ realiza |f(η)−f(ζ)| < . Por definic¸a˜o da
topologia produto, existe um volume finito Λ tal que ζΛc = ηΛc implica d(η, ζ) < δ.
Portanto o resultado segue de 3.2.
Corola´rio 3.1. Se E e´ um espac¸o me´trico compacto enta˜o toda func¸a˜o f : Ω→ R
cont´ınua e´ uma func¸a˜o quase local.
Corola´rio 3.2. Se E e´ um conjunto finito equipado com a topologia discreta 2E
enta˜o uma func¸a˜o f : Ω → R e´ cont´ınua se, e somente se, e´ uma func¸a˜o quase
local.
Demonstrac¸a˜o. Pelo Corola´rio3.1 basta verificarmos que toda func¸a˜o quase local






· 1ηi 6=ζi(i) (3.4)
e´ uma me´trica bem definida que gera a topologia produto de Ω. Seja Λn uma
sequeˆncia crescente e exaustiva de volumes finitos e (ηn)Λn = (ηn)Λn . Segue do
Lema 3.1 que lim
n→∞
d(ηn, ζn) = 0, implica
lim
n→∞
|f(ηn)− f(ζn)| = 0.
Portanto, f e´ cont´ınua.
3.2 Topologia da convergeˆncia local
Seja (E,E ) um espac¸o mensura´vel arbitra´rio, T um conjunto enumera´vel, (Ω,F) =
(ET,E T), e P(Ω,F) o conjunto das medidas de probabilidade sobre (Ω,F). O
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objetivo e´ escolher uma topologia τ para P(Ω,F) que tenha as propriedades
descritas a seguir.
Seja M(Φ) , {γΛ( · |ω) ∈ P(Ω,F) : γΛ ∈ γ(Φ), ω ∈ Ω}. Pedimos que
complemento do conjunto M no seu fecho topolo´gico com respeito a topologia
τ , que denotamos por M(Φ)
τ





Ale´m disso, pedimos que este limite preserve as equac¸o˜es DLR no sentido de
que se Λn ↑ T e τ−limn→∞ γωΛn = µ enta˜o (γΛnγΛ) = γΛn implique µγ = µ para





Para cada Λ b T fixado e dado µ ∈ M(Φ) τ
∖
M(Φ) nos temos apenas in-
formac¸o˜es do comportamento de µ para eventos em FΛ. Nada sabemos para os
eventos em JΛ = FT\Λ. Portanto, precisamos de uma topologia em P(Ω,F) que
dependa apenas do comportamento local das medidas de probabilidade.
Definic¸a˜o 3.2. Seja (E,E ) um espac¸o mensura´vel e T um conjunto enumera´vel.
Fixemos Ω = ET. A topologia da convergeˆncia local em e´ a menor em P(Ω,F)
que torna todos os funcionais lineares locais f̂Λ : P(Ω,F) → R com Λ b T e
fΛ ∈ L definidos por
P(Ω,F) 3 ν 7−→ f̂Λ(ν) , ν(f) =
∫
Ω
f d ν ∈ R
cont´ınuos.
3.3 Podemos identificar as topologias da
convergeˆncia local e da convergeˆncia fraca-∗?
Aqui discutiremos a existeˆncia de medida de Gibbs para uma rede enumera´vel T
e uma espac¸o de estados E finito. Para modelos com rede T na˜o enumera´vel e /ou
espac¸o de estados cont´ınuo veja [21] e refereˆncias.
Em qualquer das situac¸o˜es acima para a rede T e e o espac¸o de estados E o
fundamental e´ que o conjunto dos pontos de adereˆncia de γ(Φ) seja na˜o vazio. Uma
maneira de garantir isto, e´ provar que podemos equipar Ω = ET com uma topologia
produto que se obte´m de alguma topologia de E tal que P(Ω,F) seja compacto
na topologia da convergeˆncia local. Um exemplo de sucesso dessa estrate´gia ocorre
quando E e´ um espac¸o me´trico. Na refereˆncia [20] existe uma caracterizac¸a˜o da
compacidade de P(ET,F = Borel (L )) que diz que P(ET,F = Borel (L )) e´ um
espac¸o me´trico compacto se, e somente se, E e´ um espac¸o me´trico compacto.
Sejam dΩ uma me´trica em Ω eB(dΩ) a σ-a´lgebra de Borel gerada pela topologia
induzida em Ω por dΩ.
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3.4 A topologia da convergeˆncia local e´
metriza´vel?
No caso de E veremos que sim. Sem perda de generalidade podemos supor que
E ⊂ R. Se E e´ finito temos uma maneira natural de definir func¸o˜es polinomiais em
Ω. Sa˜o todas as func¸o˜es que podem ser obtidas como combinac¸o˜es lineares com
coeficientes reais de finitos produtos de projec¸o˜es de Ω em E.
Lema 3.2. Seja Ω o espac¸o me´trico acima com me´trica supt∈T |(·)t − (·)t| que o
torna compacto. Seja ainda C(Ω) o espac¸o me´trico das func¸o˜es cont´ınuas equipado
com a me´trica d(f, g) = supω∈Ω |f(ω)− g(ω)|. Se a enumerac¸a˜o N 3 n 7→ t ∈ T e´






ak · ψ(ωt(k))k : ak ∈ Q
}
e´ um conjunto enumera´vel denso em C(Ω).
Demonstrac¸a˜o. Basta provar que PQ(Ω) e´ uma a´lgebra de func¸o˜es cont´ınuas em
C(Ω) que separa pontos e conte´m as constantes que a densidade de PQ(Ω) segue
do Teorema de Stone-Weierstrass. A enumerabilidade seque evidentemente do
fato de que E e´ finito.
Sejam B = BC(0, 1) a bola fechada unita´ria de C = C(Ω), isto e´, B = BC(0, 1) =
{f ∈ C(Ω,F) : ‖f‖∞ ≤ 1} e {p1, p2 . . .} ⊂ B ∩ PQ(Ω) um subconjunto denso em
B(0, 1).
Teorema 3.1. Seja C(Ω) onde Ω = ET, com E finito e T enumera´vel, equipado













Afirmamos que d e´ uma me´trica em M(Ω,F).
Demonstrac¸a˜o. Uma vez que µ, ν ∈ M(Ω,F) e para todo n ∈ N, pn ∈ BC(0, 1),
segue que d(µ, ν) ≤ 2. Claramente d e´ uma func¸a˜o sime´trica. Para quaisquer
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= d(µ, ν) + d(ν, γ).
Portanto a desigualdade triangular e´ satisfeita. Para terminar a prova de que d
e´ realmente uma me´trica resta verificar apenas que d(µ, ν) = 0 se, e somente se,
µ = ν. Para provar este fato vamos invocar o Teorema de Riesz-Markov.















coincidem em todos os pontos do conjunto {p1, p2 . . .} que e´ subconjunto denso
de B(0, 1) ⊂ C(Ω,F). Seja g ∈ B(0, 1) uma func¸a˜o arbitra´ria. Por densidade,
sabemos que existe uma subsequeˆncia (pnj)j∈N tal que ‖pnj−g‖∞ → 0, quando j →




















pnj dν = F2(g).
Assim conclu´ımos que F1 coincide com F2 em todo elemento de B(0, 1). Ja´ que
uma func¸a˜o arbitra´ria f ∈ C(Ω)\{0} pode ser escrita como ‖f‖∞· f‖f‖∞ e que
f
‖f‖∞ ∈
B(0, 1) segue da linearidade de F1 e F2 e das igualdades logo acima que ambos
coincidem em todo C(Ω). Finalmente pela unicidade garantida pelo Teorema de
Riesz-Markov temos µ = ν e isto encerra a prova de que d e´ uma me´trica.
Ha´ uma bel´ıssima caracterizac¸a˜o sobre compacidade do espac¸o P(Ω,F) cuja
a prova pode ser encontrada na ı´ntegra em [20] pa´gina 45.
Teorema 3.2. P(Ω,F) e´ um espac¸o me´trico compacto se, e somente se, Ω e´ um
espac¸o me´trico compacto.
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3.5 O limite Termodinaˆmico
Definic¸a˜o 3.3. Seja γ = {γΛ}ΛbT uma especificac¸a˜o de Gibbs. Chamamos os pon-
tos de acumulac¸a˜o da sequencia {γωΛn}{Λn:n∈N, ΛnbT} na topologia da convergeˆncia
local de limite termodinaˆmico se tais pontos de acumulac¸a˜o sa˜o medidas de Gibbs




e no caso da topologia da convergeˆncia local em P(Ω,F) coincidir com com a




Dos resultados das u´ltima sec¸a˜o nos provamos o seguinte teorema.
Teorema 3.3. Seja λ uma medida σ-finita sobre o espac¸o mensura´vel (E,E ). Seja
Φ uma interac¸a˜o ΦΛ : ET → R sobre uma rede T e Λ b T. Se E e´ finito e a rede




























Extremais das Medidas de Gibbs
Introduc¸a˜o
Neste cap´ıtulo introduzimos na primeira sec¸a˜o as noc¸o˜es de me´tricas, circuitos
e clusters que se fazem necessa´rias para o entendimento das demonstrac¸o˜es do
u´ltimo cap´ıtulo. Em sec¸a˜o subsequente, introduzimos tambe´m uma caracterizac¸a˜o
das medidas de Gibbs extremais por meio de eventos na σ-a´lgebra J . Tambe´m
derivamos algumas propriedades de medidas extremais que sera˜o usadas na de-
monstrac¸a˜o do Teorema de Aizenman-Higuchi.
4.1 Me´tricas em redes.
Nesta sec¸a˜o introduzimos as me´tricas usadas na rede T = Z2 do modelo de Ising
e tambe´m na sua rede dual.
Definic¸a˜o 4.1. Definimos as seguintes me´tricas em Z2.
1. d⊕(s1, s2) = |x1 − x2|+ |y1 − y2|
2. d⊗(s1, s2) = max{|x1 − x2|, |y1 − y2|}
3. d(s1, s2) = X (s1, s2)d⊕(s1, s2) + [1−X (s1, s2)]d⊗(s1, s2)
onde
X (s1, s2) =
{
1, se (x1 − x2)(y1 − y2) ≥ 0
0, caso contra´rio
As demais redes que iremos trabalhar sa˜o:
• a rede dual Z2∗ , {(x+ 1
2
, y + 1
2
) : (x, y) ∈ Z2},
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Figura 4.1: Bolas em Z2 nas me´tricas d
• o grafo G = (Z2,Ad) cujos os ve´rtices sa˜o os pontos de Z2 e o conjunto de
arestas Ad e´ dado por
{{c, c′} : c, c′ ∈ Z2, d⊕(c, c′) = 1}.
4.2 Caminhos em redes
Definic¸a˜o 4.2. Fixada uma me´trica d em Z2 e um subconjunto I ⊂ N chamamos
de um (I, d)-caminho uma aplicac¸a˜o
I 3 i 7→ {ci}i∈I , (4.1)
onde ci ∈ Z2 para todo i ∈ I e ale´m do mais d(cik , cik+1) = 1 para todo par {ik, ik+1}
consecutivo em I.
Fixada uma configurac¸a˜o ω ∈ {−1, 1}Z2 dizemos que um (I, d)-caminho {ci} e´
um (I, d,+)-caminho, com respeito a ω, se ωci = +1, para todo i ∈ I. De maneira
ana´loga definimos um (I, d,−)-caminho.
Notac¸a˜o 4.1. Seja d uma me´trica em Z2. Fixado e ∈ {−1, 1} e I ⊂ N, definimos:
• W(I , d , e) , {ω ∈ Ω : ∃ (I, d, e)-caminho com respeito a ω}.
• ΥI,d(Z2) , {γ ∈ 2Z2 : γ e´ um (I, d)-caminho}.
• ΥI,d,e(ω) , {γ e´ um (I, d, e)-caminho com respeito a ω}
4.3 Mergulhos de Z2 em C
Podemos mergulhar o grafo G = (Z2,Ad) em C de maneira natural. Cada ve´rtice
(x, y) de G pode ser identificado como o nu´mero complexo x+iy. Esta identificac¸a˜o
nos permite definir o seguinte mergulho:
Ψ : Z2 −→ C
(x, y) 7−→ x+ iy (4.2)
A noc¸a˜o de (I, d)-caminho em G corresponde, via o mergulho definido acima, a
caminhos suaves por partes em C formados por segmentos de reta paralelos aos
eixos real e imagina´rio.
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4.4 Conexidade em redes
4.4.1 Clusters
Seja d ∈ {d⊕, d⊗, d}, uma das treˆs me´tricas que definimos acima. Um cluster C
no grafo G = (Z2,Ad) e´ simplesmente um subconjunto C ⊂ Z2 tal que para todo
i, j ∈ C existe um (I, d)-caminho possuindo os ve´rtices i e j, com I finito.
Afim de facilitar a discussa˜o que segue definimos tambe´m o seguinte conjunto
de configurac¸o˜es. Fixado e ∈ {−1, 1} e a me´trica d em Z2 definimos
Cd,e(Ω) , {ω ∈ Ω : ∃ um cluster C ⊂ Z2 tal que ∀i ∈ C temos ωi = e}.
4.4.2 Circuitos
Fixada uma das me´tricas como na sec¸a˜o anterior, dizemos que {ci}i∈I , com I =
{1, . . . , n} e´ um circuito no grafo G = (Z2,Ad) se ci 6= cj para todo 1 < i < j < n,
c1 = cn e d(ci, ci+1) = 1, para 1 ≤ i ≤ n− 1.
Definimos tambe´m a noc¸a˜o de circuito quando I = N. Seja {ci}i∈I um (I, d)-
caminho tal que ci 6= cj se i 6= j. Seja γ a unia˜o dos segmentos suaves por partes
em C obtidos pela imagem do mergulho Ψ deste (I, d)-caminho. Se γ formar uma
curva fechada na esfera de Riemann C∞, dizemos que {ci}i∈I e´ um circuito infinito.
4.5 Medidas extremais
Vamos precisar de duas propriedades importantes das medidas de Gibbs: A pri-
meira afirma que uma medida de Gibbs extremal e´ caracterizada por seus valores
na σ-a´lgebra caudal J .
Lema 4.1. Seja µβ e νβ duas medidas de Gibbs com uma mesma especificac¸a˜o
{µ(·)β,Λ}ΛbT. Suponhamos que para todo A ∈ J verifica-se µβ(A) = νβ(A). Enta˜o
µβ = νβ, ou seja, µβ(F ) = νβ(F ) para todo F ∈ F .
Demonstrac¸a˜o. Usemos novamente as equac¸o˜es DLR: µ
(·)
β,Γ(·) ∗ µ(·)β,Λ(·) = µ(·)β,Γ(·) se



















β,Λ e´ mensura´vel com respeito a J . Mas por
definic¸a˜o µ
(·)





e´ mensura´vel com respeito a
⋂
ΛbT
JΛ, i.e. com respeito a J .
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A segunda propriedade e´ uma propriedade interessante do condicionamento de
uma medida de Gibbs a um evento.
Lema 4.2. Seja µ uma medida de Gibbs especificada por {µ(·)β,Λ}ΛbT. Suponhamos
que para A ∈ J tenhamos µ(A) > 0. Enta˜o µ(·|A) e´ uma medida de Gibbs para a
mesma especificac¸a˜o.
Demonstrac¸a˜o. Consideremos novamente uma func¸a˜o local f . Enta˜o,
















Aqui a primeira igualdade decorre diretamente da definic¸a˜o de probabilidade con-
dicional. A segunda igualdade decorre das equac¸o˜es DLR. A terceira igualdade




















A primeira igualdade deve-se a 1A ser J -mensura´vel, µ(·)β,Λ ser FΛ-mensura´vel e J
e FΛ serem σ-a´lgebras independentes. A segunda igualdade e´ imediata.
Lema 4.3. Uma medida de Gibbs µβ e´ uma medida extremal se, e somente se,
e´ uma medida trivial na σ-a´lgebra caudal J , i.e. se para todo A ∈ J temos
µβ(A) ∈ {0, 1}.
Demonstrac¸a˜o. Assuma que µβ(A) ∈ {0, 1} para qualquer A ∈ J . Sabemos pelo
teorema de Krein Milman que qualquer elemento em Gβ(Φ) e´ combinac¸a˜o convexa
de elementos extremais. Enta˜o para algum A ∈ J temos
µ(A) = p1 · µ1(A) + · · ·+ pn · µn(A) ∈ {0, 1}
onde µ1, . . . , µn ∈ ExtremalGβ(Φ) e p1+· · ·+pn = 1. Suponha que µ1(A), . . . , µn(A)
na˜o sa˜o todos identicamente iguais a 1 enta˜o µβ(A) < 1. E so´ nos resta concluir que
µβ(A) = 0. Mas isto so´ pode ocorrer se µ
1(A), . . . , µn(A) sa˜o identicamente nulos.
Portanto, µ1, . . . , µn sa˜o medidas triviais e iguais em J . Como p1 + · · · + pn = 1
temos que µ = µ1 = · · · = µn. Portanto, por definic¸a˜o, µβ e´ extremal.
Provamos agora a rec´ıproca. Assuma que µβ na˜o e´ uma medida trivial na
σ-a´lgebra caudal J . Enta˜o, existe A ∈ J tal que µ(A) = p ∈ (0, 1). Logo
µ(·|A) ∈ Gβ(Φ). Pelas propriedades ba´sicas de probabilidade condicional temos
µ(·) = p · µ(·|A) + (1− p) · µ(·|Ac)
Usando o lema anterior podemos afirmar que µ(·|A), µ(·|Ac) ∈ Gβ(Φ) e que sa˜o




Neste cap´ıtulo apresentamos a definic¸a˜o do modelo de Ising como um campo
aleato´rio dado por um potencial de interac¸a˜o Φ na rede Zd. Explicitamos de
diversas formas a medidas de Gibbs a volume finito associadas ao modelo. E na
u´ltima sec¸a˜o apresentamos umas das mais importantes desigualdades de correlac¸a˜o
do modelo de Ising Ferromagne´tico de primeiros vizinhos: a desigualdade FKG.
5.1 Modelo de Ising em Zd
5.1.1 Preliminares
A definic¸a˜o a seguir segue a refereˆncia [15] que define o modelo de Ising e seus
casos especiais em termos de um campo aleato´rio caracterizado por um potencial
de interac¸a˜o Φ.
Definic¸a˜o 5.1. O modelo de Ising na rede em Zd e´ um campo aleato´rio σ : Ω→ E,











(i) A rede T e´ o espac¸o me´trico Zd, com d ∈ N∗, cuja me´trica e´ dT(u, v) =∑d
k=1 |uk − vk|, para todo u, v ∈ Zd.
(ii) O conjunto E = {−1, 1}, equipado com a topologia discreta, e´ o espac¸o de
estados. Assim, cada configurac¸a˜o ω = (ωx)x∈Zd e´ caracterizada pelo estado
ωx ∈ E de cada s´ıtio x ∈ Zd.
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(iii) A medida λ em E e´ a medida de contagem. Consequentemente, para todo Λ
a medida λΛ e´ uma medida de contagem sobre EΛ.
(iv) A interac¸a˜o Φ e´ dada por
ΦA(ω) =
−Jijωiωj, se A = {i, j}0, caso contra´rio,
onde Jij sa˜o constantes reais.
Observac¸a˜o 5.1. O ideal e´ que a topologia da convergeˆncia local seja metriza´vel.
E quando E e´ finito a topologia da convergeˆncia local e´ metriza´vel. De fato, E e´
trivialmente compacto e metriza´vel qualquer que seja sua topologia pois e´ finito.
Pelo Teorema de Tychonov Ω = EZd e´ tambe´m e´ compacto. Portando podemos
aplicar o Teorema da metrizac¸a˜o de Urysohn para obtermos a me´trica produto em
Ω = EZd a partir da me´trica do espac¸o de estados E. Evidentemente, que devemos
escolher ( se e´ que existe) uma me´trica em E de tal forma que a topologia da







· 1ηx 6=ωx(ω, η). (5.1)
Para ver isto, basta verificar que uma func¸a˜o f : Ω → R e´ FΛ-mensura´vel se, e
somente se, e´ uniformemente cont´ınua quando Ω esta´ equipado com a me´trica dΩ.
5.1.2 O Modelo de Ising em Z2 de primeiros vizinhos
Seja um espac¸o de estados E = {−1,+1}, λ a medida de contagem em E e T = Z2.
Definia o potencial de interac¸a˜o
ΦA(ω) =
{
−Jijωiωj, se A = {i, j} e |i− j| = 1,
0, caso contra´rio




ΦA(ηΛωT\Λ). Observe que o modelo de







































Apresentamos agora uma estimativa para o Hamiltoniano HΦωβΛ . Como |Λ × Λ| =
|Λ| · |Λ|, |Λ× ∂Λ| = |Λ| · |∂Λ| e max
u,v
| − Juv · ηu · ηv| ≤ max
u,v
| − Juv| enta˜o ,








Observac¸a˜o 5.2. A forma explicita da func¸a˜o de normalizac¸a˜o do modelo de Ising









Agora tratando ZΦβ Λ(ω) como a constante de normalizac¸a˜o de exp[−β · HΦωβΛ ] i.e.





















Observac¸a˜o 5.3. A forma explicita de uma λ-especificac¸a˜o definida por um Ha-
miltoniano HΦωΛ de uma medida µ que satisfaz a condic¸a˜o DLR para sua versa˜o

















Usando o fato de que λΛ e´ uma medida de contagem em ΩΛ, podemos reescrever as












Somando e subtraindo o mı´nimo de HΦβΛ no denominador do lado direito da igual-
dade acima obtemos a seguinte estimativa, que iremos usar mais tarde, para todo



















5.2 A Desigualdades de FKG
As demonstrac¸o˜es que se seguem consistem em considerar ξ, η ∈ [−1,+1]Z2 afim
de que possamos estudar a variac¸a˜o da func¸a˜o [−1,+1] 3 ηa 7→ µηβ,Λ ∈ [0, 1] em
termo de sua derivada (∂/∂ηa)µ
η
β,Λ(A). Mais precisamente no´s escolhemos um s´ıtio
a ∈ Z2, fixamos η′a = −1, η′′a = +1 e fazemos ηa variar em [−(1 + ),+(1 + )].
Suponha que η′, η′′ ∈ {−1,+1}Z2 difiram apenas por um s´ıtio a ∈ Z2 digamos
η′a = −1 e η′′a = +1. Procedendo como no para´grafo anterior podemos tratar o










como uma func¸a˜o diferencia´vel com respeito a varia´vel ηa ∈ [−(1 + ),+(1 + )].
Lema 5.1. Seja H : Ω → R o hamiltoniano do modelo de Ising Ferromagne´tico








Lema 5.2. Seja µβ uma medida de Gibbs. Seja η
′, η′′ ∈ Ω acima. Se ηa ∈












Demonstrac¸a˜o. Vamos provar o lema inicialmente para func¸o˜es indicadoras locais
i.e. 1A com A ∈ FΛ.
(∂/∂ηa)µ
η





























A prova para f ∈ FΛ mensura´vel e´ completamente ana´loga.
Definic¸a˜o 5.2. Dizemos que uma func¸a˜o f : Ω → R e´ crescente se para todo
η ≥Ω ξ, isto e´ ηi ≥ ξi para todo i ∈ Ω, temos f(η) ≥ f(ξ).
Analogamente, definimos func¸o˜es decrescentes.
Definic¸a˜o 5.3. Dizemos que um evento A e´ crescente se a func¸a˜o indicadora de
A e´ crescente no sentido da definic¸a˜o acima.
Teorema 5.1 (Desigualdade de FKG). Considere o modelo de Ising de primeiros
vizinhos onde para todo i, j ∈ Zd temos Jij ≥ 0. Sejam f, g : Ω → R func¸o˜es
crescentes, segundo a definic¸a˜o acima. Enta˜o para todo Λ ∈ L e para qualquer
η ∈ Ω e β > 0 temos que
µηβ,Λ(fg)− µηβ,Λ(f)µηβ,Λ(g) ≥ 0.
Observamos que a conclusa˜o deste teorema permanece va´lida se supormos que
ambas f e g sa˜o decrescentes. Outra observac¸a˜o importante e´ que a desigualdade
tambe´m permanece verdadeira no limite termodinaˆmico, isto e´, para toda µβ,
ponto de acumulac¸a˜o na topologia fraca-∗ de uma sequeˆncia µηβ,Λn , com Λn ↑ Zd
temos
µβ(fg)− µβ(f)µβ(g) ≥ 0.
Proposic¸a˜o 5.1. Seja µβ uma medida de Gibbs do modelo de Ising de primeiros
vizinhos tal que as constantes de acoplamente Jij sa˜o na˜o negativas. Sejam ξ, η ∈
Ω. Se η ≥Ω ξ enta˜o µηβ,Λ ≥FKG µξβ,Λ, isto e´, para todo evento crescente A ∈ F
temos µηβ,Λ(A) ≥ µξβ,Λ(A).
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Demonstrac¸a˜o. Seja a ∈ Λc e considere ηa ∈ [−1, 1]. A estrate´gia da prova consiste
em usar (FKG) para mostrar que (∂/∂ηa)µ
η
β,Λ(1A) ≥ 0, para todo A ∈ F evento
crescente.
Para cada Λ ∈ L e A ∈ F temos que a func¸a˜o µηβ,Λ(A) depende diferenciavel-




















e´ crescente. Como por hipo´tese temos que 1A tambe´m e´ crescente segue direta-








O Teorema de Aizenman-Higuchi
Introduc¸a˜o
Na primeira sec¸a˜o enunciamos alguns resultados cla´ssicos relativos ao modelo de
Ising e na sec¸a˜o seguinte fazemos algumas observac¸o˜es preliminares. E´ na sec¸a˜o 6.3
que comec¸a a demonstrac¸a˜o de Michael Aizenman do teorema que leva seu nome.
A demonstrac¸a˜o consiste no uso sistema´tico das propriedades DLR das medidas de
Gibbs a volume finito, das propriedades extremais das medidas de Gibbs a volume
finito, da desigualdade FKG e suas consequeˆncias. O ponto fundamental e´ notar
que conjuntos de configurac¸o˜es que possuem exatamente um ou pelo menos um
circuito infinito separando duas fases puras sa˜o invariantes por transformac¸o˜es que
modificam apenas um nu´mero finito de s´ıtios.
6.1 Resultados Cla´ssicos
O Lema de Messager e Miracle-sole Juntamente com o me´todo dos clusters in-
finitos de L. Russo se constituem a base para o funcionamento do me´todo das
configurac¸o˜es duplas explorado por M. Aizenman.
6.1.1 O Lema de Messager e Miracle-Sole
Lema 6.1 (Messager and Miracle-Sole, [18] Proposic¸a˜o 1). Seja Φ a interac¸a˜o
definida pelo modelo de Ising de primeiros vizinhos ferromagne´tico, isto e´, Jij ≡
J ≥ 0. Seja Λn uma sequeˆncia de volumes finitos que sa˜o sime´tricos com respeito
a transformac¸a˜o
Z2 3 (x, y) 7→ (x, 1− y) ∈ Z2.
















µ−, onde η(x, y) =
{
−1, se y ≤ 0;
+1, caso contra´rio.
6.1.2 Me´todo dos clusters infinitos
Proposic¸a˜o 6.1. Seja µ−, µ+ ∈ Gβ(Φ). Se β > βc enta˜o
(i) µ+(C−) , µ+
({
ω ∈ Ω
∣∣∣∣ existe em ω um(d,−)cluster infinito
})
= 0,
(ii) µ−(C+) , µ−
({
ω ∈ Ω
∣∣∣∣ existe em ω um(d,+)cluster infinito
})
= 0.
6.1.3 Identificac¸a˜o de Interfaces
Proposic¸a˜o 6.2 ( Aizenman [3] Proposic¸a˜o 4). Sejam β > 0 e µ ∈ Gβ(Φ), onde
Φ e´ a interac¸a˜o do modelo de Ising ferromagne´tico de primeiros vizinhos com
Jij ≡ J > 0. Se µ-q.t.p.ω ∈ Ω na˜o existe um contorno infinito {ci}i∈N em Z2 tal
que ωci = ±1 para todo i ∈ N enta˜o µ ∈ span{µ−, µ+}.
Lema 6.2 ( Russo [19] Lema 13, Aizenman [3] Lema 1). Sejam β > 0 e µ ∈ Gβ(Φ),
onde Φ e´ a interac¸a˜o do modelo de Ising ferromagne´tico de primeiros vizinhos com
Jij ≡ J > 0. Se µ(C±pi ) = 0 enta˜o µ = µ±.
6.2 Preliminares
O principal objetivo deste cap´ıtulo e´ demonstrar o teorema seguinte.
Teorema 6.1. Seja Φ o potencial de interac¸a˜o do modelo de Ising bidimensional
ferromagne´tico de primeiros vizinhos. Se β > βc enta˜o Φ admite transic¸a˜o de fase,
i.e. |Gβ(Φ)| > 1. Mais especificamente para todo µ ∈ Gβ(Φ), com β > βc,existe
t ∈ [0, 1] tal que
µ = (1− t) · µΦ,−β + t · µΦ,+β (6.1)
No´s tambe´m iremos trabalhar com uma classe de transformac¸o˜es de Ω que
preservam o Hamiltoniano H = {HΛ =
∑
A∩Λ6=∅ΦA}Λ do modelo de Ising e que
portanto preservam a classe de medidas de Gibbs G(Φ) do modelo. As trans-
formac¸o˜es sa˜o as seguintes:
1. A transtornac¸a˜o flip Ω 3 (ω(x))x∈Z2 7→ (−ω(i))i∈Z2




(j) = ω(j − x) para
y ∈ Z2, e em particular temos as translac¸o˜es vertical e horizontal ϑhor = ϑ(0,1)
e ϑvert = ϑ(1,0) respectivamente.
59
3. As reflexo˜es em linhas ` ao longo da rede: para cada k ∈ Z no´s escrevemos
Rk, hor : Z2 3 x = (ix, iy) 7→ (ix, 2k − iy) ∈ Z2
para a reflexa˜o na linha horizontal {iy = k}, e similarmente Rk, vert para a
reflexa˜o ao longo da reta {ix = k}. Para k = 0 no´s simplesmente escrevemos
Rhor = R0, hor e Rvert = R0, vert. Todas estas reflexo˜es agem canonicamente
em Ω.
Vamos investigar o comportamento geome´trico das configurac¸o˜es t´ıpicas em
semi-planos de Z2. Estes sa˜o conjuntos da forma
pik = {i ∈ Z2 : ix, iy ≤ k}
com k ∈ Z ou com “≥”. A linha {i ∈ Z2 : ix, iy = k} chamada a linha de fronteira
associada. Em particular, iremos considerar o seguinte:
1. O semi-plano superior pisup = {i = (ix, iy) ∈ Z2 : iy ≤ 0}.
2. Analogamente definimos semi-plano inferior piinf , semi-plano esquerdo piesq e
direito pidir.
3. O semi eixo direito `dir = {i ∈ Z2 : iy = 0, ix ≤ 0}
4. Analogamente, definimos o semi eixo esquerdo `esq = {i ∈ Z2 : iy = 0, ix ≥ 0}
6.3 Instabilidade de faces singulares
Seja Ω1 o conjunto de todas as configurac¸o˜es σ ∈ Ω para as quais existe exatamente
um contorno infinito γ(σ) na rede dual (Z + 1
2
) × (Z + 1
2
) com a propriedade de
ter intersec¸a˜o na˜o-vazia, e no ma´ximo um nu´mero finito vezes, com cada uma das
retas verticais
lxo = {(x, y) ∈ Z2 : x = xo} com xo ∈ Z.
A definic¸a˜o deste conjunto tem um apelo intuitivo em termos de “zoom” como
descrevemos a seguir. Considere a parte do contorno γ(σ) dentro caixa Λn ,
([−n,+n] ∩ Z)× ([−n,+n] ∩ Z) com n ∈ N∗. Dar um “zoom” significa aumentar
o tamanho da caixa, i.e aumentar n ∈ N. Assim, para n suficientemente grande
os contornos γ(σ), com σ ∈ Ω1, e as retas horizontais ficam indistingu´ıveis. Como
tal contorno e´ u´nico enta˜o configurac¸a˜o σ tem apenas duas fases distintas. Uma
acima da linha horizontal, i.e. do contorno γ(σ) e outra abaixo do contorno.
Iremos provar que tal configurac¸a˜o e´ insta´vel, i.e. sempre evolui para uma outra
configurac¸a˜o. O sentido preciso desta afirmac¸a˜o e´ dada pela proposic¸a˜o abaixo.
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Figura 6.1: Ilustrac¸a˜o de uma configurac¸a˜o σ ∈ Ω1 e do seu u´nico con-
torno infinito γ∞(σ) em (Z2∗, d) interceptando a reta vertical lx0 um
nu´mero finito de vezes.






A estrate´gia para demonstrar a Proposic¸a˜o 6.3 e´ observar que pelo Lema 4.3,
µ(Ω1) ∈ {0, 1} pois pelo Corola´rio B.1 Ω1 ∈ J∞. Assim se supormos que µ(Ω1) 6= 0
so´ nos resta admitir que µ(Ω1) = 1. Assumindo esta igualdade vamos usar os lemas
te´cnicos abaixo para chegar a um absurdo.
A demonstrac¸a˜o dos pro´ximos dois lemas se baseia no me´todo das “flutuac¸o˜es
no infinito”. E se referem a espac¸os de configurac¸o˜es duplicados Ω×Ω. Considere
os conjuntos seguintes em Ω1 × Ω1.
Fixaremos agora uma serie de conjuntos nas redes afim de podermos definir
adequadamente certos conjuntos de configurac¸o˜es duplas.
(i) pi± , {i = (ix, iy) ∈ (Z+ 12)2 : ix = ±|ix| ∀ix ∈ Z}
(ii) [γ ∩ γ′] = {(i, j) ∈ (Z+ 1
2
)2 × (Z+ 1
2
)2 : i = j ∈ γ(σ) ∩ γ(σ′)}
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(iii) [γ ≥ γ′]y = {(i, j) ∈ (Z + 12)2 × (Z + 12)2 : i ∈ γ, j ∈ γ′, iy ≥ jy} Notac¸a˜o
ana´loga vale para >,≥,≤ e =,
(iv) [d(γ, γ′) = n] = {(i, j) ∈ (Z+ 1
2
)2 × (Z+ 1
2
)2 : d(i, j) = n} d ∈ {d⊕, d⊗, d} e
n ∈ N
Definic¸a˜o 6.1. Seja µ uma medida de probabilidade sobre um espac¸o mensura´vel
(Ω,F). Chamamos a uma famı´lia {Aα}α∈I de conjuntos F- mensura´veis exausti-




(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[γ ∩ γ′] ∩ pi±| =∞
|[γ < γ′]y ∩ pi±| =∞
|[γ > γ′]y ∩ pi±| =∞

A′′± ,
(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[γ ∩ γ′] ∩ pi±| =∞
|[γ < γ′]y ∩ pi±| <∞
|[γ > γ′]y ∩ pi±| =∞

A′′′± ,
(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[γ ∩ γ′] ∩ pi±| =∞
|[γ < γ′]y ∩ pi±| =∞
|[γ > γ′]y ∩ pi±| <∞

Afirmamos que {A′±, A′′±, A′′′±} e´ uma µ ⊗ µ-quase partic¸a˜o de Ω1 × Ω1. De fato,
A′′± ∩ A′± = ∅ e A′′′± ∩ A′± = ∅. E como supomos µ(Ω1) = 1 temos µ(Ω1 × Ω1) = 1
e necessariamente µ ⊗ µ(A′′± ∩ A′′′±) = 0 pois (Ω1 × Ω1)c = A′′± ∩ A′′′±. Para na˜o
carregar a notac¸a˜o denotamos µ⊗ µ por ν.
Lema 6.3 ( Aizenman [3] Lema 2). Seja µ ∈
⋃
β>0
ExtremalGβ(Φ). Se µ(Ω1) = 1
enta˜o µ⊗ µ(A′±) = 1.




± ∈ J∞. Portanto




±) ∈ {0, 1}. Pelo fato de {A′±, A′′±, A′′′±} ser uma






Seja T : Ω1 × Ω1 → Ω1 × Ω1 a transformac¸a˜o T (σ, σ′) = (σ′, σ). Claramente
T (A′′±) = A
′′′




±. Sendo νˆ( · ) = ν(T ( · )) temos que ν e νˆ coincidem na
a´lgebra dos cilindros contidos em Ω1×Ω1. Portanto, pelo Teorema da Extensa˜o de
Caratheo´dory, temos ν = νˆ. E ale´m disso, ν(A′′±) = νˆ(A
′′





















. Da extremalidade de ν, que segue da extremalidade
de µ, temos enta˜o ν(A′′′±) = ν(A
′′
±) = 0 e portanto ν(A
′
±) = 1.
Suponha agora que T : Ω1 × Ω1 → Ω1 × Ω1 seja a transformac¸a˜o T (σ, σ′) =

















(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[d(i, j) = 1] ∩ pi±n| = ∞
|[iy ≤ jy] ∩ pi±n| = ∞
|[iy ≥ jy] ∩ pi±n| = ∞
 .
e µˆ( · ) , µ(τ( · )) enta˜o νˆ = µ⊗ µˆ.
Lema 6.4 ( Aizenman [3] Lema 3). Seja µ ∈
⋃
β>0
ExtremalGβ(Φ) e µˆ como acima.
Se µ(Ω1) = 1 enta˜o µ⊗ µˆ(A′±) = 1.





{0, 1}. Suponha νˆ(A′±) = 0. Enta˜o νˆ(A′ C± ) = 1 onde
A′ C± ,
(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[d(i, j) = 0] ∩ pi±| < ∞
|[iy ≤ jy] ∩ pi±| = ∞
|[iy ≥ jy] ∩ pi±| = ∞
 .
Considere os semi-planos pi±n , {i = (ix, iy) ∈ Z2 : ±ix ≥ n} e defina
A′ C±n ,
(σ, σ′) ∈ Ω1 × Ω1
∣∣∣∣∣∣
|[d(i, j) = 0] ∩ pi±n| < ∞
|[iy ≤ jy] ∩ pi±n| = ∞
|[iy ≥ jy] ∩ pi±n| = ∞
 .
Note que se µ⊗ µˆ(A′±) = 1 enta˜o
pi± =pi±0 ⊃ pi±1 ⊃ pi±2 ⊃ . . . ⊃ pi±n ↓ ∅
A′ C± =A
′ C
±0 ⊃ A′ C±1 ⊃ A′ C±2 ⊃ . . . ⊃ A′ C±n ↓ ∅
µ(A′ C± ) =νˆ(A
′ C
±0) ≤ νˆ(A′ C±1) ≤ νˆ(A′ C±2) ≤ . . . ≤ νˆ(A′ C±n) ↓ 0
(6.2)
Logo dado qualquer  > 0 existe No = No(δ) tal que n > N implica
νˆ(A′C±n) < . (6.3)
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Faremos agora outra estimativa para νˆ(A′C±n). Considere a ordem lexicogra´fica em
Z2. Defina a aplicac¸a˜o i±n : A′ C±n → pi±n como
i±n(σ, σ′) , min≥Z2
{
(±ix, iy) ∈ Z2
∣∣∣∣ i ∈ pi±n BZ2 [i, 10] ∩ γ(σ′) 6= ∅BZ2 [i, 10] ∩ γ(σ) 6= ∅
}
onde B = B[i, 10] ⊂ Z2 e´ a bola fechada de centro em i ∈ Z2 e raio 10 na me´trica
do supremo d⊗, isto e´, B[i, 10] = {j ∈ Z2 : d⊗(i, j) ≤ 10}. Note que in esta´ bem
Figura 6.2: Ilustrac¸a˜o da caixa B de centro i±n(σ, σ′)




= 1. Para cada bola Bn
fixe a transformac¸a˜o local
T : Ω1 × Ω1 −→ Ω1 × Ω1
(σ, σ′) 7−→ (η, η′) (6.4)
com a propriedade de que












Ale´m disso, devemos observar que:
d∗
(
i±n(σ, σ′)− i±n(η, η′)
) ≤ 2.10, νˆ − q.t.p.(σ, σ′) ∈ Ω1 × Ω1, (6.5)
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Figura 6.3: Uma figura experimental
e ∣∣R−1±n(σ, σ′)∣∣ ≤ (10 · 10)2 · 2(10·10) ≡ g, νˆ − q.t.p.(σ, σ′) ∈ Ω1 × Ω1. (6.6)
Agora vamos fazer uma majorac¸a˜o da medida µ⊗µˆ do conjunto mensura´vel R−1(A)
com A ∈ Ω1 × Ω1,
µ⊗ µˆ(R−1(A)) = ∫
Ω1×Ω1
1(R−1(A)(σ, σ
′) dµ⊗ µˆ(σ, σ′) (6.7)
Primeiro notemos que 1R−1(A)(σ, σ
′) = 1[R−1(A)]Ω1 (σ)·1[R−1(A)]σ(σ′) onde [R−1(A)]Ω1
e´ a imagem da projec¸a˜o (σ, σ′) 7→ σ′ e [R−1(A)]σ e´ secc¸a˜o mensura´vel de R−1(A)
com respeito a σ. Aplicando o Teorema de Fubini temos







Sem perda de generalidade podemos supor que η′ = σ′. Logo,[A]σ = [R−1(A)]σ





























) ≤µˆ(B∪TZ2B)([A]Ω1) · µ(B∪TZ2B)([A]Ω1). (6.10)




















implica ( pela condic¸a˜o DLR) que ∀A ⊂ Ω1 × Ω1
µ⊗ µˆ(R−1(A)) < −1µ([A]Ω1) (6.12)
com
−1 = g exp
[
4 · (10 · 10) · β
]
.


















e (6.14) contradiz (6.3). E isto prova a afirmac¸a˜o.
Lema 6.5. [3, Lema 4] Se µ(Ω1) = 1 enta˜o µ e´ invariante por translac¸a˜o.
Prova do lema 6.5. Seja µ satisfazendo as hipo´teses acima e µˆ = Tµ. Sem perda
de generalidade podemos assumir que os spins imediatamente abaixo de γ sa˜o µ
quase certamente +.
Note que se para algum (γ, γˆ) ∈ Ω1×Ω1 existe um cluster infinito sobre o qual
σ = −1 e σˆ = +1 enta˜o, pela unicidade do contorno infinito em Ω1 este cluster
tem de morar “acima”de γ(σ) e “abaixo”de γ(σ). Isto contudo na˜o e´ poss´ıvel se
γ(σ) e γ(σˆ) se intersectam um nu´mero infinito de vezes em ambas as direc¸o˜es.
O Lema 3 implica, portanto, que para µ ⊗ µˆ-q.t.p. (σ, σˆ) na˜o existe cluster
infinito tal que σ > σˆ.
Seja agora Λ uma caixa finita. Enta˜o, pela conclusa˜o acima, µ × µˆ quase
certamente existe um ∗cluster que contorna completamente Λ sobre o qual σ < σˆ.
Para qualquer conjunto finito Λ ⊃ Λ seja αΛΛ(σ, σˆ) o ∗cluster mais externo em Λ¯
quando tal conjunto existe e αΛΛ(σ, σˆ) = ∅ caso contra´rio.
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Denotamos por α˜Λ¯,Λ o complemento, em Λ¯ da regia˜o contornada por αΛ¯Λ. A
observac¸a˜o chave aqui e´ que ∀Λ ⊂ Λ¯
{(σ, σˆ) ∈ Ω× Ω|α˜Λ¯Λ(σ, σˆ) = V } ∈ JV×V (6.15)














∣∣∣(σ, σˆ)V×V ) · νV×V ({(σ, σˆ)V×V }). (6.16)
Considere agora f ∈ J a qual e´ limitada e mono´tona no sentido (FKG). Para o
caso em que ν = µ ⊗ µˆ a fatorac¸a˜o e a propriedade de Markov da condic¸a˜o DLR
implica para cada termo na soma acima que:
µ⊗ µˆ( · |(σ, σˆ)V×V ) = µΛ( · |σαΛ¯Λ) · µˆΛ( · |σˆαΛ¯Λ) (6.17)
Como apenas termos com




, segue da desigualdade de FKG que para
qualquer func¸a˜o mono´tona f vale a seguinte desigualdade:
µ⊗ µ(f(σ)∣∣αΛ¯Λ 6= ∅) ≤ µ⊗ µ(f(σˆ)∣∣αΛ¯Λ 6= ∅). (6.19)
Logo
µ(f( · )) ≡µ⊗ µˆ(f(σ))
= lim
Λ↗Z2
µ⊗ µˆ(f(σ)∣∣αΛ¯Λ 6= ∅) · µ⊗ µˆ({αΛ¯Λ 6= ∅})
= lim
Λ↗Z2
µ⊗ µˆ(f(σˆ)∣∣αΛ¯Λ 6= ∅) · µ⊗ µˆ({αΛ¯Λ 6= ∅})
=µ⊗ µˆ(f( · )) ≡ µˆ(f( · )).
(6.20)
Pela generalidade de f e pela desigualdade de FKG temos
µˆ ≥FKG µ. (6.21)
Argumento de maneira ana´loga mostramos que
µ ≥FKG µˆ. (6.22)
Logo µ = µˆ o que prova que µ e´ invariante pela translac¸a˜o T .
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Prova da Proposic¸a˜o 6.3. Seja µ um uma medida de Gibbs extremal e assuma
que (4.1) na˜o e´ satisfeita. Como Ω1 ∈ J segue-se que
µ(Ω1) = 1. (6.23)
Em particular, se `o(σ) e´ o menor n´ıvel de intersec¸a˜o de γ(σ) com {ix = 0}, e´ bem
definido para µ quase todo ponto σ e para alguma distribuic¸a˜o de probabilidade
sobre R dada por µ({σ|`o(σ) ≤ y). Isto contudo na˜o e´ poss´ıvel pois pelo Lema 3
a distribuic¸a˜o acima e´ invariante por translac¸a˜o.
6.4 Reduc¸a˜o do Caso Geral
Seja
Ω2 = {σ ∈ Ω| em σ existe ao menos um contorno infinito}.
Nesta secc¸a˜o, o caso geral sera´ provado reduzindo-o aos casos estudados nas duas
secc¸o˜es previas provando:
Proposic¸a˜o 6.4. ∀µ ∈ Ω,
µ(Ω2 \ Ω1) = 0 (6.24)
Embora os resultados obtidos ate´ agora sejam baseados essencialmente na de-
sigualdade FKG, e ale´m disso e´ claro, nas caracter´ısticas ba´sicas do sistema que
fazem a noc¸a˜o de contornos muito u´til, a nossa ana´lise a partir de agora exigira´
uma propriedade adicional do modelo de Ising ferromagne´tico.
Proposic¸a˜o 6.5. Seja Φ a interac¸a˜o definida pelo modelo de Ising de primeiros
vizinhos ferromagne´tico com Jij ≡ J ≥ 0. Seja Λn uma sequeˆncia de volumes
finitos que sa˜o sime´tricos com respeito a transformac¸a˜o
Z2 3 (x, y) 7→ (x, 1− y) ∈ Z2.














µ−, onde η(x, y) =
{
−1, se y ≤ 0;
+1, caso contra´rio.
A partir de agora vamos tomar Λn = [−n,+n]× [−n,+n] ∩ Z2. Um corola´rio
usual das Proposic¸o˜es 7 e 3 e´:
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Lema 6.6. Seja
θn,m = {σ ∈ Ω| σ tem um -cluster que conecta Λn com Λcm}





para qualquer conjunto sime´trico V ⊃ Λm.
Usando a Proposic¸a˜o 6.5, Lucio Russo provou que :
Lema 6.7. [vide [13] combinando Lema 13 e Proposic¸a˜o 4] Seja µ ∈ ExtG \
{µ+, µ−}β. Enta˜o µ quase certamente existe um contorno infinito em pi−.
Prova da Proposic¸a˜o 6.4. E´ suficiente provar (6.24) para µ ∈ ExtG\{µ+, µ−}β.
Seja µ uma tal medida. No´s iremos provar (6.24) mostrando que
µ(Ω2 \ Ω1) ≤ 3/4. (6.26)
Isto de fato e´ suficiente para obtermos nossa conclusa˜o uma vez que Ω2 \ Ω1 ∈ J
e sa˜o satisfeitas as hipo´teses da Proposic¸a˜o 1.
O argumento e´ o seguinte. Pelo Lema 6.4, µ quase certamente cada confi-
gurac¸a˜o σ esta´ associada a um u´nico contorno γ(σ) em Z2∗ que tem uma compo-
nente infinita conexa no semi-plano “esquerdo”
pi−0 , {(ix, iy) ∈ Z2∗ : ix ≤ 0}.
No´s denotamos esta componente por δ(σ) e as duas regio˜es sobre o lado + e o lado
− por D+(σ), D−(σ) ⊂ Z2.
Afirmac¸a˜o 6.4.1. A probabilidade, segundo µ, de existir outro contorno infinito
em D+ dado:
( i ) a posic¸a˜o de δ(σ)
( ii )JD−(σ)
(6.27)
e´ uniformemente menor que 1/2.
Prova da Afirmac¸a˜o. Sem perda de generalidade, podemos supor que os spins
“abaixo”δ(σ) teˆm sinal positivo µ-quase certamente.
Seja n,  > 0 e m = m(n, ). Pela unicidade expressa no Lema 6.4 para µ quase
todo σ existe +cluster em D+(σ) ∩ pi− \ Λm e −cluster em D−(σ) ∩ pi− \ Λm que
conecta δ(σ) com a linha {ix = 0}. Portanto para h ≥ m, suficientemente grande
com probabilidade menor ou igual a 1 −  podemos garantir que existem clusters
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infinitos de − e + em pi− ∩ Λh. Vamos denotar os contornos mais externos que
esta˜o em pi−∩Λh por τ+ e τ−, incluindo em τ+ o menor conjunto fechado por τ−, τ+
e a linha {ix = 0}.
Considere agora a probabilidade µ de que emD+ existe um−cluster conectando
Λn a Λm condicionado a :
( i ) a posic¸a˜o de δ(σ)
( ii )JD−(σ)
(iii)JΛcn
( iv )a posic¸a˜o de τ+.
(6.28)
Figura 6.4: Ilustrac¸a˜o da prova da Pro-
posic¸a˜o 6.4.
Pela desigualdade FKG e a propriedade de Markov, esta probabilidade ape-
nas cresce quando fronteira +1 provida pelos spins ao longo δ(σ) e´ trocado pela
condic¸a˜o de fronteira +1 ao longo de τ− que e´ posteriormente retirado em D−(σ) e
−1 ao longo da reflexa˜o de τ+∪τ−, com respeito a linha {ix = 12}. A probabilidade
acima e´ portando uniformemente menor que µ±V (θn,m), onde V e´ o volume limitado
por τ+ ∪ τ− e sua reflexa˜o.
Usando o Lema 6.6, fazendo a me´dia entreD+\Λ e τ+, e fazendo → 0 podemos




. Assim a afirmac¸a˜o esta´ provada.
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Uma consequeˆncia direta e´ que a probabilidade µ de δ(σ) dar origem a apenas







. Contudo, o nu´mero de contornos
infinitos e´ um evento caudal, assim usando a extremalidade de µ temos que
µ
({σ ∈ Ω∣∣σ tem exatamente um contorno ∞}) = 1. (6.29)
Seja agora k ∈ Z. Pelo Lema 6.4, para µ quase todo σ existe exatamente um
contorno∞ em cada uma das regio˜es {ix ≥ 2|k|}, {ix ≤ −2|k|} ⊂ Z2. Se tal σ tem
exatamente um u´nico contorno infinito enta˜o as duas partes acima destas regio˜es
sa˜o conectadas por um contorno finito. Pela continuidade de µ, para µ-quase todo
σ a propriedade acima e´ verdadeira para todo k ∈ Z o que implica (6.24).
Prova do Teorema 6.1. Seja µ ∈ ExtremalGβ. Usando a Proposic¸ao 6.3 e a
Proposic¸a˜o 6.4 temos que
µ(Ω2) ≤ µ(Ω2 \ Ω1) + µ(Ω1) = 0. (6.30)
Aplicando a Proposic¸a˜o 6.2 e o Teorema de Choquet conclu´ımos finalmente que







Neste apeˆndice revisitamos de maneira ra´pida alguns conceitos e resultados to-
polo´gicos afim de fundamentar a construc¸a˜o do chamado Limite Termodinaˆmico.
As demonstrac¸o˜es de cada uma das proposic¸o˜es da primeira parte deste apeˆndice
sa˜o consequeˆncias tanto das proposic¸o˜es que as precedem e de resultados simples
de teoria dos conjuntos e func¸o˜es que relacionamos a seguir.
A.1 Espac¸o Topolo´gico.
Teorema A.1. Sejam f : X→ Y uma func¸a˜o, I um conjunto de ı´ndices arbitra´rio
e {Yα}α∈I uma famı´lia de subconjuntos de Y. Enta˜o:





































Definic¸a˜o A.1. Seja X um conjunto na˜o vazio. Chama-se espac¸o topolo´gico a um
par (X,X ), onde X e´ uma colec¸a˜o de subconjuntos da colec¸a˜o das partes de X,
notac¸a˜o 2X, satisfazendo as seguintes propriedades:
1. ∅,X ∈X ;








A colec¸a˜o X e´ chamada topologia. Os elementos em X chamam-se abertos e seus




Todo conjunto X pode ser equipado com pelo menos duas topologias. A topologia
minimal X = {∅,X} e a topologia maximal X = 2X. Minimal e maximal se
referem a ordem parcial dada pela relac¸a˜o de contineˆncia na colec¸a˜o de todas as
topologias de X. Se {Xi}i∈I e´ uma famı´lia de topologias de X enta˜o
⋂
i∈IXi e´
uma topologia de X. Se X ′,X ′′ sa˜o topologias de X enta˜o diz-se que X ′ mais
fraca ou mais grossa que X ′′ se X ′ ⊂X ′′.
A.2.1 Base e sub-base.
Proposic¸a˜o A.1. As seguintes afirmac¸o˜es sobre uma topologia X de X sa˜o equi-
valentes:
1. Sejam A = {Aα}α∈I uma colec¸a˜o de subconjuntos de X. A topologia X e´ a





2. Seja F = {F = ∩i∈NAαi : N e´ finito, Aαi ∈ A } a colec¸a˜o das intersecc¸o˜es
finitas em A . A topologia X e´ a topologia mais grossa com a propriedade





3. Seja U = {∪j∈JFj : F ∈ F , J e´ arbitra´rio, Aαi ∈ A } a colec¸a˜o das reunio˜es
arbitra´rias em F . A topologia X e´ a topologia mais grossa com a proprie-

















Definic¸a˜o A.2. Seja X uma topologia de um conjunto X. Uma colec¸a˜o A ⊂ 2X
que satisfaz a igualdade A.1 e´ chamada uma sub-base da topologia X a qual e´
chamada topologia gerada por A . Uma colec¸a˜o F ⊂ 2X que satisfaz a igualdade
(A.2) e´ chamada base da topologia X .
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A.2.2 Topologia induzida e convergeˆncia.
Para as definic¸o˜es abaixo seguimos a refereˆncia [10].
Definic¸a˜o A.3. Um espac¸o topolo´gico (X,X ) e´ chamado: Haussdorff se para
quaisquer pontos x′, x′′ ∈ X existem abertos B′, B′′ ∈X tais que x′ ∈ B′, x′′ ∈ B′′
e B′ ∩B′′ = ∅; e´ chamado separa´vel se possui um subconjunto enumera´vel denso.
Definic¸a˜o A.4. Seja (X,X ) um espac¸o topolo´gico Hausdorff e separa´vel. Uma
sequeˆncia {xn}n∈N ⊂ X converge para um ponto x ∈ X se dado qualquer aberto
B ∈X contendo x ∈ B existe NB ∈ N, que depende do aberto B, tal que n > NB
implica xn ∈ B.
Definic¸a˜o A.5. Seja Φ = {ϕi}i∈I uma famı´lia de func¸o˜es ϕi : X→ Yi onde cada
Yi esta´ equipado com uma topologia τi. A topologia induzida por Φ, denotada por
τΦ, e´ a topologia mais grossa em X que torna todas as func¸o˜es ϕi cont´ınuas.
Proposic¸a˜o A.2. A topologia induzida por Φ e´ aquela gerada pela colec¸a˜o{
ϕ−1i (B) ∈ 2X : B ∈ Yi
}
.
Demonstrac¸a˜o. Segue imediatamente das definic¸o˜es de topologia e das proprieda-
des de imagens inversas de func¸o˜es.
Proposic¸a˜o A.3. Seja {xn}n∈N uma sequeˆncia de pontos em X. Se τ = τΦ, onde
Φ e´ uma topologia em X induzida por uma famı´lia de func¸o˜es ϕi : X → Yi, enta˜o
xn → x em τ se, e somente se, ϕα(xn)→ ϕi(x) em τi para todo i.
Proposic¸a˜o A.4. Seja (Z,Z ) um espac¸o topolo´gico. Uma aplicac¸a˜o f : X → Z
e´ cont´ınua em τΦ se, e somente se, ϕi ◦ f : X→ Yi e´ cont´ınua para todo i ∈ I.
A.3 Compacidade
Definic¸a˜o A.6. Diz-se que uma famı´lia {Xi}i∈I ⊂ 2X cobre um conjunto A se
A ⊂ ∪i∈IXi. E neste caso a famı´lia e´ dita ser uma cobertura de A. Ale´m disso,
uma outra famı´lia {Xj}j∈J e´ chamada de subcobertura de A em {Xi}i∈I ⊂ 2X se
{Xj}j∈J ⊂ {Xi}i∈I e A ⊂ ∪j∈JXj. Chama-se conjunto compacto na topologia X
ou simplesmente conjunto compacto a um conjunto X para o qual toda cobertura
{Xi}i∈I ⊂X de X admite uma subcobertura finita.
Teorema A.2 ( Tychonoff). Seja um (X,X ) um espac¸o topolo´gico compacto.
Para qualquer conjunto I o produto cartesiano, XI , e´ compacto na topologia pro-
duto.
Proposic¸a˜o A.5. Se (X,X ) e´ um espac¸o me´trico compacto enta˜o toda sequeˆncia
{xn}n∈N possui uma subsequeˆncia convergente.
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Teorema A.3 ( Banach-Alaoglu ). Seja X um espac¸o vetorial sobre R. Enta˜o a
bola unita´ria em X∗ e´ compacta na topologia fraca-∗.
Definic¸a˜o A.7 (Sub-A´lgebra de Func¸o˜es). Um subconjunto A ⊂ C(X) e´ chamado
de sub-a´lgebra de func¸o˜es de C(X) se para toda f, g ∈ A e λ ∈ R, temos que
f · g ∈ A e f + αg ∈ A .
Definic¸a˜o A.8. Dizemos que uma sub-a´lgebra A ⊂ C(X) separa pontos, se para
quaisquer x′, x′′ ∈ X distintos, existe pelo menos uma func¸a˜o f ∈ A tal que
f(x′) 6= f(x′′).
Teorema A.4 (Stone-Weierstrass). Se X e´ um espac¸o me´trico compacto e A uma
sub-a´lgebra de C(X) que possui pelo menos uma func¸a˜o constante na˜o-nula. Enta˜o




Sejam S um conjunto enumera´vel, V ⊂ S e FV a σ- a´lgebra de XS gerada pela
colec¸a˜o dos cilindros de base finita contida em X V .
Teorema B.1. Sejam f : XS → [−∞,+∞] uma func¸a˜o e V ⊂ S na˜o vazio. Enta˜o
f e´ FV - mensura´vel se, e somente se, vale f(xV zV c) = f(xV yV c), ∀x, y, z ∈ XS.
Corola´rio B.1. Seja A ⊂ XS. Enta˜o A ∈ FV se, e somente se, x = xV xV c ∈ A
implica x = xV yV c ∈ A para todo yV c ∈ XV c.
B.2 Teoremas de convergeˆncia.
Teorema B.2 (Convergeˆncia Mono´tona). Sejam (X,X , µ) um espac¸o de medida






Teorema B.3 (Convergeˆncia Dominada). Sejam (X,X , µ) um espac¸o de medida
e f, f1, f2, . . . : X → R func¸o˜es mensura´veis tais que fn → f µ-q.t.p.. Se existe








B.3 Teoremas de integrac¸a˜o multipla.
Teorema B.4 (Cavalieri-Tonelli). Suponhamos que (Z,Z , µ ⊗ ν) seja o espac¸o
produto que se obte´m dos espac¸os de medida (X,X , µ) e (Y,Y , ν). Para todo
C ∈ Z e para quaisquer x ∈ X e y ∈ Y:
(a) A secc¸a˜o de C ∈ Z no ponto x, Cx , {y ∈ Y : (x, y) ∈ C}
e´ um subconjunto de Y que e´ Y -mensura´vel. Analogamente, a
secc¸a˜o de C ∈ Z no ponto y, Cy , {x ∈ X : (x, y) ∈ C} e´ um
subconjunto de X que e´ X -mensura´vel.
(b) A func¸a˜o x 7→ µ(Cx) e´ X -mensura´vel. Analogamente, a func¸a˜o
y 7→ µ(Cy) e´ Y -mensura´vel.






Teorema B.5 (Tonelli). Suponhamos que (Z,Z , µ⊗ν) seja o espac¸o produto que
se obte´m dos espac¸os de medida σ-finitos (X,X , µ) e (Y,Y , ν). Se f : X× Y →
[0,+∞] e´ Z -mensura´vel enta˜o para quaisquer x ∈ X e y ∈ Y:
(a) A func¸a˜o f(x, ·) : Y→ [0,+∞] e´ Y -mensura´vel para todo x ∈ X e
a func¸a˜o f(·, y) : X→ [0,+∞] e´ X -mensura´vel para todo y ∈ Y.
(b) A func¸a˜o X 3 x 7→ ∫X f(x, v)dν(v) e´ X -mensura´vel e a func¸a˜o
Y 3 y 7→ ∫X f(u, y)dµ(u) e´ Y -mensura´vel.
(c) A integral
∫














Teorema B.6 (Fubini-Tonelli). Suponha que f ∈ L1(µ ⊗ ν), onde µ ⊗ ν e´ uma
medida no espac¸o produto que se obte´m dos espac¸os de medida σ-finitos (X,X , µ)
e (Y,Y , ν). Enta˜o:
(a) Para todo x ∈ X e todo y ∈ Y f(x, ·) ∈ L1(ν) e f(·, y) ∈ L1(µ).
(b) A func¸a˜o X 3 x 7→ ∫X f(x, v)dν(v) pertence a L1(µ) e a func¸a˜o
Y 3 y 7→ ∫Y f(u, y)dµ(u) pertence a L1(µ).
(c) A integral
∫















B.4 Derivadas de Radon-Nikodym
Teorema B.7 (Lebesgue-Radon-Nikodym). Seja ν uma medida σ-finita sinalada
e µ uma medida positiva σ-finita ambas definidas no espac¸o mensura´vel (X,X ).
Enta˜o existe um u´nico par de medidas σ-finitas sinaladas λ e ρ em (X,X ) tais
que
λ⊥µ, ρ << µ, e ν = λ+ ρ. (B.1)






e f e´ u´nica µ-q.t.p..
Definic¸a˜o B.1. A func¸a˜o f que se obte´m em (B.2) acima e´ denotada por dρ/dµ
e e´ chamada de derivada de Radon-Nikodym de ρ com respeito a µ.
Corola´rio B.2. Suponha que ν e´ uma medida sinalada σ-finita e µ e λ sa˜o medidas
σ-finitas em (X, X ).
















Corola´rio B.3. Para j = 1, 2; sejam µj, νj medidas σ-finitas sobre (Xj,Xj) tais
que νj << µj. Enta˜o ν1 ⊗ ν2 << µ1 ⊗ µ2 e
d(ν1 ⊗ ν2)







Teorema B.8 (Mudanc¸a de varia´veis versa˜o mesura´vel). Seja (X,X , µ) um espac¸o
de medida, (Y,Y ) um espac¸o mensura´vel e T : X → Y uma aplicac¸a˜o (X ,Y )-
mensura´vel. Se g : Y→ [0,+∞] e´ uma func¸a˜o Y - mensura´vel, enta˜o g ◦ T : X→
[0,+∞] e´ X -mensura´vel e∫
Y
g d(µ ◦ T−1) =
∫
X
g ◦ T dµ.
Teorema B.9 (Mudanc¸a de varia´veis versa˜o integra´vel). Seja (X,X , µ) um espac¸o
de medida, (Y,Y ) um espac¸o mensura´vel e T : X → Y uma aplicac¸a˜o (X ,Y )-
mensura´vel. Enta˜o g : Y→ R e´ (µ◦T−1)-integra´vel se, e somente se, g◦T : X→ R
e´ µ-integra´vel e ∫
Y
g d(µ ◦ T−1) =
∫
X




C.1 Representac¸a˜o de Riez-Markov
Definic¸a˜o C.1 (Mensurabilidade de Borel). A σ-a´lgebra de Borel de um espac¸o
topolo´gico (X, τ), denotada por B(τ), e´ a σ-a´lgebra gerada por τ .
Definic¸a˜o C.2 (Medida de Radon). Seja (X, τ) um espac¸o topolo´gico equipado
com a σ-a´lgebra de Borel B(τ). Qualquer medida µ definida em B(τ) e´ chamada
de medida de Borel. Adicionalmente,
(a) Chamamos µ de medida de Borel regular se
µ(E) = inf{µ(U) : U ⊃ E e U e´ aberto}
µ(E) = sup{µ(K) : K ⊂ E e K e´ compacto}.
(b) Uma medida de Borel regular µ e´ chamada de medida de Radon,
se µ(K) <∞ para todo compacto K.
Teorema C.1 (Representac¸a˜o de Riesz-Markov). Seja (X, τ) um espac¸o topolo´gico
Hausdorff e compacto. Se L e´ um funcional linear positivo definido no conjunto das





f dµ, ∀f ∈ C(X).
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C.2 Convexidade e Decomposic¸a˜o extremal
Definic¸a˜o C.3 (Pontos Extremais). Seja E e´ um espac¸o vetorial topolo´gico lo-
calmente convexo, X ⊂ E um conjunto compacto na˜o vazio e m uma medida de
probabilidade de Borel regular sobre X ⊂ E. Dizemos que um ponto x e´ represen-





Quando na˜o houver perigo de confusa˜o escrevemos simplesmente m(f) para deno-
tar
∫
X f(u) dm(u) .
Definic¸a˜o C.4. Sejam m e´ uma medida regular na˜o negativa de Borel sobre um
espac¸o de Hausdorff compacto X e S ⊂ X um boreliano. Dizemos que m e´ supor-
tada em S se µ(X/S) = 0.
Proposic¸a˜o C.1. Seja X um subconjunto compacto de um espac¸o vetorial to-
polo´gico localmente convexo E. Um ponto x de E esta´ no fecho convexo de X se, e
somente se, existe uma medida de probabilidade µ sobre X que representa x.
Teorema C.2 (Choquet). Seja X um subconjunto compacto e convexo de um
espac¸o vetorial topolo´gico E localmente convexo e xo ∈ X. Enta˜o existe uma medida




D.1 Probabilidade e esperanc¸a Condicional
Definic¸a˜o D.1. Seja (X,X , µ) um espac¸o de probabilidade eB uma sub-σ-a´lgebra
de X . Seja f : X → R uma func¸a˜o X -mensura´vel. A esperanc¸a condicional de
f com respeito a B, denotada por µ(f |B), e´ definido como a derivada de Radon-
Nikodym da medida fµ( · ) = ∫X f(u) · 1( · )(u)dµ(u) com respeito a medida µ|B,











E ale´m disso, µ(f |B) = d(fµ)
dµ|B e´ µ-q.t.p. u´nica no sentido de que se g e´ outra







g(x) = µ(f |B)(x) = d(fµ)
dµ|B (x), µ|B-q.t.p.. (D.3)
Observac¸a˜o D.1. No caso particular de probabilidades condicionais temos que










para todo B ∈ B, enta˜o
g(x) = µ(A|B)(x), µ|B-q.t.p.. (D.5)
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D.2 Kolmogorov: extenso˜es de medidas
de probabilidade
Teorema D.1 (Extensa˜o de Carathe´odory). Seja ν uma pre´-medida sobre uma
a´lgebra A de conjuntos de X. Enta˜o existe uma medida de probabilidade µ sobre
σ-a´lgebra X gerada por A com a propriedade de que µ|A = ν.
Definic¸a˜o D.2 (Consisteˆncia de Kolmogorov). Seja uma famı´lia de medidas de
probabilidade {µΛ}ΛbT ⊂P(EΛ,E Λ). A propriedade
µΛ( · ) = µΓ(Π−1Γ,Λ( · )), ∀ Λ ⊂ Γ b T (D.6)
e´ chamada condic¸a˜o de consisteˆncia de Kolmogorov.
Teorema D.2 (Extenc¸a˜o de Kolmogorov). Sejam (E,E ) = (Ei,E i) espac¸os de
medida. Se (µΓ)ΓbT e´ uma famı´lia de medidas de probabilidade sobre (EΓ,E Γ),
satisfazendo a condic¸a˜o de consisteˆncia de Kolmogorov enta˜o existe uma u´nica
medida de probabilidade µ sobre (ET,E T) tal que
µΛ = µ
(
Π−1Λ ( · )
)
. (D.7)
Teorema D.3 (Lei 0-1 de Kolmogorov). Seja (Xi)i∈T, com T infinito enumera´vel,
uma famı´lia de varia´veis aleato´rias independentes sobre um espac¸o de probabilidade
(Ω,F , µ). Sejam Λn uma sequeˆncia crescente de subconjuntos de T tal que Λn ↑ T





temos que µ(E) ∈ {0, 1}.
D.3 Convergeˆncia e convergeˆncia fraca
Teorema D.4 ( Vitali-Hahn-Saks). Seja {µn}n∈N uma sequeˆncia de medidas de
probabilidade sobre o espac¸o mensura´vel (A,A) e uma func¸a˜o de conjuntos µ :
A → [0, 1]. Se para todo mensura´vel A ∈ A a sequeˆncia nume´rica {µn(A)}n∈N
converge para µ(A) enta˜o µ e´ uma medida de probabilidade.
Teorema D.5 (Portmanteau). Seja {µn}n∈N uma sequeˆncia de medidas de proba-








A f dµ para toda func¸a˜o f : M → R limitada e uni-
formemente cont´ınua.
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2. lim supn→∞ µn(F ) ≤ µ(F ) para todo F ⊂M fechado.
3. lim infn→∞ µn(A) ≥ µ(A) para todo A ⊂M aberto.
4. limn→∞ µn(E) = µ(E), para todo mensura´vel E ⊂M tal que µ(∂E) = 0.
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