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We present an accurate and computationally efficient method, based on 
Chebyshev Spectral Decomposition, to stochastically compute the Initial 
Margin of financial products within a Monte Carlo simulation, via sensitivities 
simulation. This methodology is compared in terms of accuracy, efficiency, 
and implementation/maintenance costs with common techniques used for 
the same purpose, such as amortisation-based, regression-based and Adjoint 
Algorithmic Differentiation. Measured in terms of these criteria, the 
methodologies based on Chebyshev interpolants offer an optimal solution 
and set a new benchmark standard for the industry. 
 
Executive Summary 
The quantitative challenge of modelling the Dynamic Initial Margin (DIM) of a portfolio of financial 
instruments has become increasingly topical in the industry. Applications include XVAs, capital and 
risk management. Some popular methods use amortisation, regression or Adjoint Algorithmic 
Differentiation (AAD) frameworks. All of them have positive and negative characteristics.  
In this paper we present a novel methodology based on Chebyshev Spectral Decomposition. We 
compare it to the other existing frameworks based on the three characteristics an optimal model 
should have: appropriateness, computational efficiency and project-management efficiency. We show 
how the Chebyshev-based solution is significantly better on all three criteria – thereby setting a new 
benchmark standard for the industry. 
                                                          
1 MoCaX Intelligence by iRuiz Technologies. m.zeron@iruiztechnologies.com 
2 MoCaX Intelligence by iRuiz Technologies. i.ruiz@iruiztechnologies.com 
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In this paper we explain, firstly, the mathematical framework of Chebyshev Spectral Decomposition. 
We present a number of theorems that ensure the soundness of the solution. With this framework 
we can approximate pricing functions and their derivatives to an extremely high level of accuracy (e.g. 
10-5) with very little information (e.g. the value of the trade in 10 critically-selected points). This can 
be done with strong control on the error incurred, making it ideal for highly-monitored industrial 
production systems. 
Secondly, we explain the Chebyshev-based solution for DIM in detail and show results. The following 
graph summarises a typical forward Initial Margin profile calculation. The blue dots represent the 
“brute-force” benchmark any alternative methodology should reproduce. The left pane shows typical 
results obtained with regression-based methods; the right pane with Chebyshev-based ones. The 
graph speaks for itself: Chebyshev results are orders of magnitude better than regressions. 
 
 
 
The only technique capable of delivering the level of accuracy offered by Chebyshev is AAD, but how 
does it compare to Chebyshev methods in terms of computational cost? The following table 
summarises the comparison of such cost, taking a CVA or standard IMM as the reference point. 
Chebyshev performs orders of magnitude better than AAD. 
 DIM estimated CPU effort 
CVA or IMM Brute-force AAD Chebyshev 
100% 2000% to 5000% 500% to 1000% 2% to 3% 
 
Also, Chebyshev methods are easier to implement than AAD and do not suffer from the high memory 
consumption that AAD has. 
In this paper we show how the soundness and flexibility of the Chebyshev mathematical framework 
makes it easily extendible to nearly any type of financial instrument with similar results to those 
reported, both in terms of accuracy and computational demand. In addition, project-wise, the 
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implementation of Chebyshev methods is highly efficient. It can be modularised so that tangible 
results can be obtained in only a few months. 
Chebyshev methods are the only ones available that provide a solid and consistent level of accuracy 
at a very low computational and memory cost. For this reason, we think it is the best methodology 
available for Dynamic Initial Margin, creating a new benchmark standard for the industry. 
We think there is no doubt these novel techniques will be widely used in financial institutions in the 
near future. 
Please feel free to contact us should you have any questions regarding the methodology proposed in 
this paper. 
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1. Introduction 
One of the consequences of the 2008 financial crisis has been a worldwide push for strong 
collateralisation of OTC derivative transactions. 
According to ISDA, the amount of global collateral posted as margin up to September 2017 is of $1.41 
trillion U.S. dollars. The following table summarises the data breaking down margin into Variation 
Margin (VM) and Initial Margin (IM). 
 Cleared ($bn) Uncleared($bn) Total ($bn) 
Variation Margin 260.8 870.4 1,131.2 
Initial Margin 173.4 107.1 280.5 
Total 434.2 977.5 1,411.7 
 
As institutions and bi-lateral portfolios are migrated into the margining regime, the margin of 
uncleared derivatives should show the highest growth rate. It is expected that IM should reach the $ 
trillion range in a few years. 
Initial margin requirements translate into funding cost (funding rate for cash and repo rate for bonds), 
liquidity risk, and capital costs. Hence it is central for the profitability of financial institutions to 
manage these costs and risks, not only today but also in the future. Therefore, to optimise IM one 
must have a forward-looking view. This requires simulating Initial Margin inside a Monte Carlo (MC) 
simulation. Specific uses of a forward IM model include trade pricing (MVA), regulatory capital (IMM 
and CVA-FRTB), risk management (tail risk), stress testing and most likely, in the near future, 
accounting MVA. 
Hence, sound models for IM inside Monte Carlo simulations will be central for financial institutions 
going forward. 
Best Practices for DIM modelling 
A good model should be based on the following three requirements 
1. Appropriateness –  The numbers provided by the model should be reliable in a wide range of 
simulated market conditions. In the case of MVA, for example, not only the profile of the 
Expected IM must be good, but for proper hedging, the MVA sensitivities must reflect the true 
sensitivities that the present and future portfolios are sensitive to. 
2. Computational efficiency – If a calculation is needed within a minute and it takes one day to 
compute, it is of no use in practice. 
3. Project-management efficiency – Must be easy to implement and maintain.  
DIM Modelling 
In order to simulate IM in a Monte Carlo simulation, we need to compute sensitivities via Finite 
Differences at each node of the simulation. This is unviable in practice, so alternatives need to be 
designed. 
• Amortisation frameworks (Moran & Wilkens, 2017) – in this type of set-up, today’s “spot” IM 
is driven forward via some sort of amortisation/depreciation law (e.g. linear). 
• Regression frameworks [ (Anfuso, Aziz, Giltinan, & Loukopoulos, 2016), (Chan, Zhu, & 
Tourtzevitch, 2017), (Caspers, Giltinan, Lichters, & Nowaczyk, 2017)] – dynamic IM is 
estimated using regression techniques. The calibration and training of some of these models 
is tricky and results are often poor making it fail criteria 1. They also easily fail to capture MVA 
and its sensitivities. 
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• Adjoint Algorithmic Differentiation (AAD) [ (Capriotti, 2011)] – It meets requirement 1 
(Appropriateness) as the sensitivities within the simulation are exact. Arguably, it can also 
meet requirement 2 (Computational Efficiency) as the whole simulation takes, roughly, 
between 5 and 10 times that of a single CVA run. However, this method can easily fall short 
of criteria 3 (Project-management efficient) as implementation can difficult. Moreover, its 
memory footprint is often most substantial. 
• Chebyshev Spectral Decomposition methods – these lie at the heart of the techniques we 
propose in this paper. We will see how these techniques, applied in the correct way, meet all 
three criteria: it is appropriate, fast and easy to implement. It is grounded on mathematical 
results that date back to the start of the 20th century [ (Bernstein, 1912)]. In this paper, we 
apply these results to pricing functions in the context of Monte Carlo-based risk calculations 
to achieve outstanding results. Indeed, we find remarkable that the financial industry is only 
now discovering the application of this powerful mathematical framework. 
2. Theoretical framework 
In this section we present the results on Chebyshev Spectral Decomposition that are relevant to the 
applications we are interested in. For more details on the subject, we recommend the extraordinary 
monograph (Trefethen, 2013). 
It is well known that continuous functions can be approximated to any degree of accuracy using 
polynomials (Weierstrass, 1885). If the values of f are available at different points, it is natural to 
consider a polynomial interpolant. Unfortunately, despite being easy to compute, polynomial 
interpolants have a bad reputation. This is due, in part, to an example by Runge (Runge, 1901)  and a 
result of Faber (Faber, 1914). The first is an example of an analytic function for which equidistant 
polynomial interpolant diverges exponentially as the number of interpolation points increases. This is 
known as the Runge phenomenon. The second says that there is no interpolation scheme that can 
approximate any given continuous function. 
It is often missed, however, that using the right interpolation scheme and restricting our attention to 
the class of Lipschitz continuous functions ensures convergence. Moreover, for analytic functions, the 
right interpolation scheme gives exponential convergence. 
Chebyshev Spectral Decomposition 
Results in this section are stated for one-dimensional functions defined on the compact interval [-1,1]. 
Any function f defined on [a,b] can be suitably modified so that the present results also apply to it. 
One of the core results involves projecting continuous functions onto the space of polynomials and 
expressing them in terms of Chebyshev polynomials. 
Definition 1. The 𝑘-th Chebyshev polynomial is defined as 
𝑇𝑘(𝑥) = 𝑐𝑜𝑠(𝑘θ), 
where 
θ =  𝑐𝑜𝑠−1(𝑥). 
If the function is Lipschitz continuous it can always be approximated by its projection onto the space 
of polynomials. 
Theorem 2. If 𝑓 is Lipschitz continuous on [−1,1], it has a unique representation as a Chebyshev 
series, 
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𝑓(𝑥) = ∑ 𝑎𝑘
∞
𝑘=0
𝑇𝑘(𝑥). 
 
The coefficients are given for 𝑘 ≥ 1 by the formula 
𝑎𝑘 =
2
𝜋
∫
𝑓(𝑥)𝑇𝑘(𝑥)
√1 − 𝑥2
𝑑𝑥
1
−1
 
 
If 𝑘 =  0, the above formula is divided by 2. For the definition of Lipschitz continuity and related 
results, we refer to (Spivak, 2006).3 
If the function is analytic we obtain the following extraordinary result 
Theorem 3. Let 𝑓 be an analytic function on the interval [−1,1]. Consider 𝑓𝑚 the truncated Chebyshev 
series of degree 𝑚. Then 𝑓𝑚 converges to 𝑓 with exponential rate 𝑂(𝐾
−𝑚). 
 
As a result, a natural way to approximate f is through the truncations 
𝑓𝑚(𝑥) = ∑ 𝑎𝑘
𝑚
𝑘=0
𝑇𝑘(𝑥). 
The main problem is the inconvenient expression of the coefficients ak; they can be computationally 
costly to compute. This, however, can be sidestepped by considering the following. 
Definition 4. The Chebyshev points associated with the natural number m are the real part of the 𝑚 −
𝑡ℎ roots of unity 𝑧𝑗 
𝑥𝑗 = 𝑅𝑒(𝑧𝑗) =
1
2
(𝑧𝑗 + 𝑧𝑗
−1),    0 ≤ 𝑗 ≤ m. 
  
Equivalently, Chebyshev points can be defined as 
𝑥𝑗 = cos(𝑗𝜋/𝑚) , 0 ≤ 𝑗 ≤ 𝑚. 
These points are the projections of equidistant points in the upper half of the unitary circle in the 
complex plane onto the real line. 
 
                                                          
3 It suffices to say that Lipschitz continuous functions are continuous functions that satisfy a slightly stronger 
definition of continuity. This does not change in the least the range of applications we seek as most functions 
in finance are not only Lipschitz but enjoy a high degree of smoothness; at least piece-wise. 
 
©iRuiz Technologies Ltd, 2018  P a g e  | 8 
 
 
We consider polynomial interpolants on Chebyshev points. We call these Chebyshev interpolants. As 
we will see, these are tightly linked to truncated Chebyshev series. For general properties on 
Chebyshev points, Chebyshev polynomials and related topics, we refer to (Handscomb & Mason, 
2003), and (Trefethen, 2013).  
As Chebyshev interpolants are polynomials, these can be expressed as 
𝑝𝑚(𝑥) = ∑ 𝑐𝑘
𝑚
𝑘=0
𝑇𝑘(𝑥).  
There is a close relationship between the coefficients ak and ck. We will not give full details of how 
they are related and will just restrict ourselves to mention the useful consequences. For anybody 
interested in the details we refer to (Trefethen, 2013).  
First, under the assumptions of Theorem 2, the coefficients ak and ck converge to each other. This 
implies that Theorems 2 and 3 extend to Chebyshev interpolants (Theorem 8.2 in (Trefethen, 2013)). 
That is, if f is analytic, 𝑝𝑚 converges to it exponentially. Second, applying the Fast Fourier Transform 
to the values of the function f on the first m+1 Chebyshev points gives the coefficients ck (Ahmed & 
Fisher, 1970). This gives an easy way to build a series of polynomials that converge exponentially to 
an analytic function f, sidestepping the problem of computing the coefficients ak. 
These results are key. They imply that we can construct approximators to pricing functions and/or 
sensitivities with quasi-perfect accuracy (e.g. 10-5) from very little information (e.g. the value of the 
function on just 10 points). This will be key to the methodologies proposed here.  
Another important property of the coefficients 𝑐𝑘 is that they can be used as an indicator for 
convergence. Once the absolute value of the coefficients 𝑐𝑘 falls below a threshold (e.g 10
-4) we can 
be pretty sure our Chebyshev interpolant will give us at most this error. This has practical implications 
for pricing functions in an industrialised setting, as one can control the error of the approximation 
ex-ante just by looking at the coefficients 𝑐𝑘 ; i.e. before it is used in the risk calculation. 
At first glance, Theorem 3 may seem too restrictive as it applies to analytic functions. For our 
purposes, however, it is important to emphasise that all pricing functions are either analytic or piece-
wise analytic4, making Theorem 3 very relevant.  
                                                          
4 Points where pricing functions have singularities or discontinuities are usually coupon payments, barriers, 
strikes, or points of the sort. The important thing to note is that we know where these points are. A Chebyshev 
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Convergence of Derivatives 
One of the unique properties of Chebyshev interpolants is that their derivatives are extraordinarily 
good approximants of the derivatives of 𝑓. This is summarised in the following Theorem (Trefethen, 
2013) 
Theorem 5. Let 𝑓 be an analytic function on the interval [−1,1]. Consider 𝑝𝑚 the Chebyshev 
interpolant on the first 𝑚 + 1 Chebyshev points. Then 𝑝𝑚
𝜈  converges to 𝑓𝜈 with exponential rate 
𝑂(𝐾−𝑚). 
This is particularly relevant to the present work as computing Initial Margin according to ISDA (SIMM) 
requires computing the mathematical derivative of pricing functions.  
Extension to multiple dimensions 
The results presented so far deal with one-dimensional functions. The notion of Chebyshev points 
and Chebyshev interpolants can easily be extended to higher dimensions (Gaß, Glau, Mahlstedt, & 
Mair, 2016). In (Gaß, Glau, Mahlstedt, & Mair, 2016), the authors extend the results presented so far 
to high-dimensional functions. The first of the following two theorems extends Theorem 3. The 
second extends Theorem 5. 
Theorem 6. Let 𝑓 be a 𝑑-dimensional analytic function on the interval [−1,1]𝑑. Consider 𝑝𝑚 the 
Chebyshev interplant on the Chebyshev grid given by (𝑚 + 1)𝑑 points. Then 𝑝𝑚 converges to 𝑓 at 
sub-exponential rate 𝑂 (𝐾− √𝑚
𝑑
). 
Theorem 7. Let 𝑓 be a 𝑑-dimensional analytic function on the interval [−1,1]𝑑. Consider 𝑝𝑚 the 
Chebyshev interpolant on the Chebyshev grid given by (𝑚 + 1)𝑑 points. Then the partial derivatives 
of 𝑝𝑚 converge to the corresponding partial derivative of 𝑓 at polynomial rate 𝑂(𝑚
𝑐). 
Summary so far 
Chebyshev Spectral Decomposition methods offer extraordinary mathematical properties that are 
most useful in risk calculation engines. 
• Exponential convergence for analytic functions. Only needs the value of the pricing function 
on very few points to achieve high degree of accuracy. This is mathematically guaranteed, 
hence ideal for highly controlled environments, as the financial industry is living now via 
Model Validation and Regulatory approvals.  
• Ultra-efficient evaluation. Independent of the computational effort needed to evaluate the 
function to be approximated. 
• Controlled error. We can estimate the error of the approximation from the values of the 
function at the interpolating points. 
• Polynomial convergence of the derivatives. 
• Extendible to any dimension. 
• Ease of implementation. Building and evaluating Chebyshev interpolants only requires calling 
the function at Chebyshev points. This lets the user create data structures in any computer 
language, with a small memory footprint, that contains all the information. 
To our knowledge, there is no other approximation framework that has these properties.  
                                                          
interpolant can therefore be built in each of the areas where the pricing function enjoys a high degree of 
smoothness. 
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3. Applications in the Business Context 
Initial Margin Monte Carlo simulations are gaining increasing attention due to recently introduced 
regulations. In this section, we focus on the computational challenges these present. 
IM Simulation 
Simulating future IM involves computing IM at every node of a Monte Carlo simulation. We present 
three ways in which Chebyshev interpolants can be used to carry out such a simulation in an efficient 
and accurate manner. 
Note that, for illustration purposes, the version of IM we compute is SIMM (ISDA, Effective Date: April 
1, 2017); however, the technique can be easily extended to CCP’s IM and other sensitivity-based 
calculations (e.g. KVA). 
The Approximation method in a Monte Carlo simulation 
Consider a Risk Factor Evolution (RFE) model within a Monte Carlo simulation. Denote the 
dimensionality of the model state space by 𝑛. For example, in the one-factor Hull & White (HW) model, 
the space consists of the short rate and hence 𝑛 =  1; a two-factor HW model has a state-space with 
𝑛 = 2.  In the context of Monte Carlo simulations for XVA or IMM, 𝑛 tends to be small. 
In each node of the simulation, the RFE converts the state space variables into a market snap shot 
(market state space), that may include a multitude of interest rates, spreads, volatilities, etc. We call 
these risk factors. The market state space typically has high dimensionality. Denote the dimensionality 
by 𝑁. 
There is a mapping between the model state space and the market state space given by 
 
 
 
The function 𝑔 is given by the RFE model. The function 𝑃 gives the price of a given trade at a given 
market snap shot. The function 𝑆𝑖 gives the sensitivity of a given trade at a given market scenario with 
respect to a market risk factor 𝑟𝑖. 
𝑆𝑖 =
𝜕𝑃
𝜕𝑟𝑖
 
The functions 𝑆𝑖 are often computed at each node via Finite Difference or AAD methods. 
For CVA or IMM calculations, we need to compute the price of each derivative at each node of the 
Monte Carlo simulation. For IM simulations, we need the sensitivities of the price to each risk factor. 
From now on, we call Chebyshev Object any implementation of a Chebyshev spectral decomposition 
method that can evaluate the approximation it generates.  
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The Mechanics of the Approximation Method 
The Chebyshev-based framework is applied in each of its three variants to a function 𝑓 (or a number 
of functions) which varies between methods. In each case, one (or a number of) Chebyshev Object is 
created in each time step of the simulation. To do this, we first define the input space of the function 
𝑓. For each variable in the input space, take the minimum and maximum value [a, b] and compute the 
first m+1 Chebyshev points. Second, we call the function 𝑓 at these m+1 points. This is all the 
information needed to generate a Chebyshev Object, that will deliver the price and/or sensitivities of 
a trade with high accuracy and minimal computational effort. 
This technique is good if m is small and the precision level offered by the Object is high. This is precisely 
what is ensured by the Theorems presented in the previous section. A typical value of m to achieve an 
accuracy of around 10-5 is 𝑚 =  10. 
Definitions of f 
The difference between the three Chebyshev methods lies in the definition of the function f. 
Chebyshev on State Space Method – The function 𝑓 is given by the composition of 𝑔 and 𝑆𝑖 
 
The function 𝑓 is defined on a domain with dimension 𝑛 that tends to be small, therefore can be 
approximated very well using Chebyshev Objects. If the IM calculation requires 𝑀 sensitivities (i.e. 𝑖 =
1, ⋯ , 𝑀), this method creates 𝑀 Chebyshev Objects per time step.  
We will see in later sections that one of the key strengths of this method is its extreme accuracy. 
Chebyshev on Market Space Method – This method removes the dependency on the RFE model, and 
it builds upon the idea that, by construction, Si represents the change of the price of a derivative when 
one, and only one, of its market risk factors is bumped. Hence, a one-dimensional function should be 
able to describe it. 
The aim is for each Chebyshev Object to be of dimension one. What is needed is a function h 
ℎ: ℝ ⟶ ℝ𝑁 
that plays the role of 𝑔 in the previous method. 
The 1-dimensional input space of h is the risk factor with respect to which the sensitivity is needed 
(e.g. 5-year swap rate). The N-dimensional output space is the market space. The main condition that 
h needs to satisfy is that its image should have all market state points given by the simulation at the 
time slice in question. Once a function ℎ with this characteristic has been defined, the rest follows as 
before. That is, we end up with a composition 
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for which we build a one-dimensional Chebyshev Object. In the Appendix we present an example of 
how to construct the function h. 
If the IM calculation requires 𝑀 sensitivities, this method creates 𝑀 Chebyshev Objects of dimension 
one per time step. 
A remarkable strength of this method is that it is fully independent of the RFE model. 
Chebyshev Projection Method – This method was originally proposed in (Kappen, 2017). Although no 
explicit mention of Chebyshev methods is made in that paper, Chebyshev Spectral Decompositions fit 
perfectly well within the framework described in it. 
The method comprises two steps. First, the Chebyshev method is applied to the composition of the 
pricing function 𝑃 and the RFE function. 
 
 
The function 𝑓 gives the price of the trade at each node of the simulation. Given that 𝑓 is a low-
dimensional function, it can be approximated to a high degree of accuracy using Chebyshev Objects 
by typically calling the original pricing function a small number of times. Note that Theorem 7 provides 
a way to compute an approximation to each of the sensitivities in the n-dimensional model state 
space, 
?̃?𝑗 =
𝜕𝑓
𝜕?̃?𝑗
   , 
where ?̃?𝑗 is the 𝑗-th variable in the 𝑛-dimensional model State space (i.e. 𝑗 = 1, ⋯ , 𝑛). 
The IM calculation in each node requires the computation of the sensitivities with respect to market 
risk factors. Hence, as a second step, we need to translate the sensitivities that the Chebyshev Objects 
give us, with respect to the variables in the model state space, to those in the market space. This can 
be done using a pseudo-inverse of the Jacobian matrix of g and projecting sensitivities from the Market 
space to the State space. Further details can be found in (Kappen, 2017). 
In this method, one single 𝑛-dimensional Chebyshev Object per time step gives all the pricing and 
market sensitivities. Therefore, for the cost of implementing this methodology, one can obtain 
dynamically both price exposures and future IM. 
Portfolio Calculations 
All three methods can easily be extended to complex netting sets and portfolios of trades. The key is 
to build a Chebyshev Object per trade. Sensitivities (and prices) can then be added at scenario level. 
If preferred, trades within a netting set that depend on the same risk factors at the State Space level, 
can be considered as a single trade for which a single Chebyshev Object is built. 
Given that Chebyshev Objects have such a low memory footprint, they can be stored, loaded and 
reused whenever needed; for example, in intra-day incremental risk calculations. 
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Numerical Benchmarking 
For our simulation we use the one-factor Hull-White model as RFE and we show results on Vanilla 
Swaptions. We also run experiments with Interest Rate Swaps (IRS) with similar results. The 
methodologies used can easily be extended to many different products and RFE models. 
Different methodologies were employed in the computation of IM. The benchmark against which we 
compare all methods computes the partial derivatives at each node of the simulation using Finite 
Difference in a “brute-force” fashion. 
The alternative methodologies, which we compare to our benchmark, consist of 
• Chebyshev-based – the three techniques which use Chebyshev methods, described in the 
previous section. 
• Regression-based – Two regression methods are used. The first is polynomial regression; the 
second is Nadaraya-Watson kernel regression (Bierens, 1994).  
Results  
The following graphs compare the Expected Initial Margin (EIM) and the 95-th percentile of IM 
throughout the simulation for all methodologies used.  
The first is for an at-the-money (ATM) swaption, the second for an out-of-the-money (OTM) swaption 
and the third for an in-the-money (ITM) swaption. All three with a time to expiry of 8 months. The 
Monte Carlo simulation used consisted of 10,000 paths and 9 time points in the future giving a total 
of 90,000 simulation nodes.  
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Error Metrics 
The following metrics correspond to the relative errors, expressed as percentages, between the 
benchmark and each of the alternative methodologies, both for EIM and the 95-th percentile profile. 
The metric is computed as follows. Denote the benchmark profile by profileBM and the profile 
obtained by any given alternative methodology by profileAlt. Then the error metric is 
𝑚𝑒𝑎𝑛( 𝑎𝑏𝑠(𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝐵𝑀  −  𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝐴𝑙𝑡)/𝑝𝑟𝑜𝑓𝑖𝑙𝑒𝐵𝑀 ). 
 
That is, the absolute value of the difference (normalise by the benchmark value) is first obtained at 
each time slice. Then the average across time step gives the metric. 
% error5 Swaption 
 ATM OTM ITM 
 EIM 95% EIM 95% EIM 95% 
Chebyshev on 
State Space 
0.00003 0.0005 0.0002 0.002 0.000006 0.0001 
Chebyshev on 
Market Space 
0.004 0.006 0.3 0.08 0.0007 0.001 
Chebyshev 
Projection 
6.0 4.4 7.2 6.0 8.0 8.0 
Polynomial 
regression 
115.0 82.0 247.0 145.0 44.0 42.0 
Kernel 
regression 
110.0 79.0 138.0 95.0 44.0 42.0 
 
Discussion of Results 
The main driver for the first criteria presented in Best Practices for DIM Modelling is the accuracy of 
the methodology across the distribution. Clearly, methodologies that employ Chebyshev methods are 
orders of magnitude better than regression techniques, specially the first two methods. Moreover, as 
these techniques give a quasi-exact replica of the brute-force calculation, they should properly capture 
the sensitivities of MVA to initial market conditions allowing for accurate hedging. 
We measure how the Chebyshev methods perform in terms of the second criteria (computational 
efficiency) in the following way. First, we focus on the computation of sensitivities given that most of 
the computation effort is spent there. Second, given that the bulk of the computation in each of the 
Chebyshev methods is taken by calling the pricing function at the Chebyshev Object construction time, 
and evaluating is very efficient, we have used the number of times the pricing function is called to 
build the Chebyshev Objects, and expressed these as a percentage of the number of times the pricing 
function is called with the benchmark method. The results are presented in the table below. 
For reference purposes, we include a comparison with the pricing effort taken to compute one single 
CVA or IMM run using the pricing function. This gives an idea of the computing cost that Chebyshev 
techniques incur in, compared to a widely used full-revaluation CVA or IMM calculation. 
  
                                                          
5 E.g. “0.00003” means 0.00003%, or 0.0000003. 
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 Swaption 
 % of IM 
simulation 
% of CVA or IMM 
simulation 
Chebyshev on State Space6 0.23% 3.30% 
Chebyshev on Market Space7 0.23% 3.30% 
Chebyshev Projection 0.15% 2.00% 
 
Note that regression techniques do not compute sensitivities. They calculate a proxy for IM. 
Regressions are easy to train. However, to use them, one must have a PV at each node of the 
simulation, which can be computationally expensive by itself.   
Running AAD techniques requires a computational effort which is between five and ten times (500% 
to 1,000%) a full Monte Carlo run and has a memory footprint which is difficult to manage. This pales 
in comparison to the Chebyshev techniques introduced in this paper which only require a few 
percentage points (2% to 3% approx.) of the full simulation and have minimal memory footprint. 
 
 IM CPU estimated effort 
CVA or IMM Brute-force AAD Chebyshev 
100% 2000% to 5000% 500% to 1000% 2% to 3% 
 
With respect to criteria 3 (Project-management efficiency), both regressions and Chebyshev 
interpolants can be implemented within an engine with limited intrusion. Regressions require to build 
a regression framework per trade type. However, this is in contrast to Chebyshev, where a generic 
solution can be built for multiple trade types, as all that is needed is the price of the trade at a few 
critically-selected points (the Chebyshev points). With this information ultra-efficient Chebyshev 
Objects can be constructed. These Objects have small memory footprint. Note the characteristics just 
described apply regardless of how complex the pricing function is. Also, this is notably better than AAD 
frameworks, as they are very complicated to implement and carry a substantial memory demand. 
There is one methodology mentioned in the section DIM Modelling for which results have not been 
computed: Amortisation Frameworks. These techniques are very fast.  We decided not to include 
them as the crudeness of the approach makes obvious the case against criteria 1.  
4. Further research 
We intend to expand the tests carried out here to a wide variety of swaps, swaptions, both European 
and Bermudan, and other exotic products. We expect similar results given the robust theory behind 
the methods. 
We would like to further explore the Chebyshev Projection method introduced in (Kappen, 2017). We 
believe the remarkable insights presented in (Kappen, 2017) can be further improved. 
                                                          
6 Note these numbers are with a Hull & White 1-factor model. They will increase if the dimensionality of the 
State space increases. 
7 Note these numbers are independent of the dimensionality of the State space. 
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5. Conclusion 
Best practices for DIM modelling are based on appropriateness, computational efficiency and project-
management efficiency. 
The fundamental result of the Chebyshev Spectral Decomposition framework is Theorem 6 which 
ensures exponential convergence of the approximating Chebyshev Objects. This means that we can 
create a replica of nearly any pricing function, or any of its derivatives, with very high precision at a 
very low computational cost. Once the replica function is created, its evaluation is ultra-fast as it is 
based on simple polynomial functions. Given the theoretical support of this technique, it should offer 
a stable solution within an industrial setting and a solid framework for model validation and regulatory 
approvals.  
Given the accuracy, low computational demand and minimal implementation effort, Chebyshev-based 
methodologies are optimal for DIM modelling compared with all other available methodologies. 
• The only family of methodologies that match the Chebyshev solution in terms of 
computational demand, regressions, clearly lack the appropriate level of accuracy in many 
contexts, hence increasing capital costs and XVA pricing unnecessarily, as well as being 
potentially inefficient for XVA sensitivity calculations. 
• The only solution that matches the precision that Chebyshev provides, ADD, is orders of 
magnitude more CPU and memory intense, and much more difficult to implement.  
Finally, an important added attribute of the Chebyshev theoretical framework is its flexibility. This 
makes it ideal for solving a wide range of difficult computational problems such as pricing, hedging, 
risk management and capital calculation. 
For these reasons, we think that Chebyshev-based DIM calculation will be the industry standard in the 
near future. 
6. Contact 
We are looking forward to talking to you about our expert knowledge in the field of Spectral 
Decomposition and its application to risk calculations. 
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Appendix 
 
Definition of function ℎ 
The following illustrates how to define the function ℎ for the first market risk factor 𝑟1 at a fixed time 
step. The same procedure can be extended without loss of generality to any risk factor and any time 
step. 
Let ℝ represent the variable space for 𝑟1. Consider the set of values Φ = {𝑟1
1, … , 𝑟1
𝑛𝑠} of the first risk 
factor 𝑟1 which are given by the simulation at the Monte Carlo time step under consideration. Note 
we assume the simulation consists of 𝑛𝑠 paths. Let ?̂?1be a Chebyshev point in the interval defined by 
[𝑚𝑖𝑛(Φ), 𝑚𝑎𝑥(Φ)], for which we want to find the value ℎ( ?̂?1). 
The value ?̂?1 will not generally be in the set of simulated values Φ. We need to find values for the 
remaining risk factors {?̂?2, … , ?̂?𝑛} that correspond to ?̂?1. This defines a full market snap shot which can 
then be passed to the pricing function. Once a price has been obtained for every Chebyshev point ?̂?1, 
we can calibrate the Chebyshev Object. 
From the set of values Φ = {𝑟1
1, … , 𝑟1
𝑛𝑠} take the two closest elements to ?̂?1. Denote these by 𝛼𝑑𝑜𝑤𝑛 
and 𝛼𝑢𝑝, and suppose, without loss of generality, that 𝛼𝑑𝑜𝑤𝑛 ≤ ?̂?1 ≤ 𝛼𝑢𝑝. 
Let’s take the second market risk factor 𝑟2  as an illustrative example. Given that 𝛼𝑑𝑜𝑤𝑛 and 𝛼𝑢𝑝  are 
values each from a given scenario in the simulation, there are simulation values 𝛽𝑑𝑜𝑤𝑛 and 𝛽𝑢𝑝 in the 
space of risk factor 𝑟2, that correspond to 𝛼𝑑𝑜𝑤𝑛 and 𝛼𝑢𝑝, respectively. We can then interpolate 𝛽𝑑𝑜𝑤𝑛 
and 𝛽𝑢𝑝 to obtain 𝑟2̂, the value of 𝑟2 that corresponds to ?̂?1. 
In the same manner, one can obtain values in each risk factor that correspond to  ?̂?1. 
 
