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R E S U M E N 
En este trabajo presentamos una nueva clase de aproxima-
ciones racionales a semigrupos de operadores, que dan lugar a 
métodos de aproximación estables. Los semigrupos de operado-
res que se pueden aproximar por estos esquemas son de clase 
C y si, además, son acotados, se caracterizan por tener un 
generador infinitesimal A de la forma 
A = A Q P '+ Ax 
donde P es un operador proyección, A es un número real nega-
tivo y A, un operador cuyo espectro esta" contenido en el semi-
plano Re z < A del plano complejo. 
Basándose en la posibilidad de reducir un semigrupo no 
acotado a uno acotado, se extienden, posteriormente, nuestros 
resultados a operadores no acotados. 
En el último capitulo, se dan ejemplos de la aplicación 
de nuestra teoría a la resolución de algunas ecuaciones de 
gran importancia en la Física, como son la ecuación de difu-
sión y la del transporte. 
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A B S T R A C T 
A new kind of rational approximations to operator semigroups 
stable approximation methods are presented in this paper. The ope_ 
rator semigroups that can be approximated through such schemes are 
of the C class and moreover i f they are bounded they are charac-
terized for having an inf ini tesimal generator A as follows: 
A = A0P + A, 
where P is the projection operator,X
 0 is a negative real number 
and A, is an operator whose spectrum is inside the semiplañe 
Re z<Xo of the complex plañe. 
Based on the possibility of reducing a non - bounded semigroup, 
to a bounded semigroup, our result may be extended later to non -
bounded operators. 
The last chapter includes examples of the appli catión of our 
theory to sol ve some extremely important equations in its applica-
tions, such as the diffusion and transport equations. 
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Desde la mitad de la década de los 60, se ha venido pres-
tando, por parte de numerosos tratadistas, una atención cre-
ciente al estudio de las aproximaciones racionales a la fun-
ción exponencial. En un principio, el estudio de estas apro-
ximaciones estuvo motivado en el interés despertado en dichos 
años en la resolución numérica de los sistemas "stiff", cuya 
solución no podía ser calculada por los métodos numéricos 
ordinarios. 
Sin embargo, en los Oltimos años, estas aproximaciones 
se han estudiado, como punto de partida, para la obtención de 
aproximaciones a semigrupos de operadores, que permitieran la 
obtención de métodos estables y convergentes con los que re-
solver el problema abstracto de Cauchy. En esta última linea 
se ha movido nuestra investigación. 
El presente trabajo lo hemos dividido en cuatro capítu-
los que pasaremos a esbozar: 
En el primero de ellos hemos recogido, y en ocasiones 
dado algQn ejemplo, de los conceptos que con más frecuencia 
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aparecerán en el resto del trabajo, además de establecer la 
nomenclatura que emplearemos. En algunas ocasiones hemos defi-
nido también ciertos conceptos como K-positividad, K-irreduci-
bilidad, clases de semigrupos de operadores, transformada de 
Laplace-Stieltjes, que aunque no aparecen mas que en ocasio-
nes muy concretas, por no ser conceptos usuales y no existir 
unanimidad entre los autores en sus definiciones e incluso en 
sus denominaciones (operador K-irreducible es denominado, por 
algunos, operador semi-no-soportado), pensamos que era de 
interés introducirlas en este capítulo. 
En el capitulo segundo hemos realizado una síntesis del 
estado actual de las aproximaciones racionales a la función 
exponencial y de la estabilidad y convergencia de métodos 
numéricos, para la solucióa del problema abstracto de Cauchy, 
a que dan lugar dichas aproximaciones. 
El motivo de dicha recopilación ha sido doble; por un 
lado, en lo que conocemos, no ha sido realizada por ningún 
autor y por otro, nos proporciona una introducción histórica 
a nues-tra investigación y nos permite hacer hincapié en el 
punto de partida de nuestro estudio. 
En el tercer capitulo hemos expuesto los principales 
resultados de nuestro trabajo, que se concretan en los lemas 
Io, 2 o, 3° y los teoremas Io y 2 o. Para estos lemas y teore-
mas, hemos precisado dar dos definiciones en las que concre-
tamos la clase de operadores (que hemos denominado íf ) a los 
que se aplican nuestras aproximaciones y el tipo de las fun-
ciones racionales (que hemos denominado JL) que constituyen 
dichas aproximaciones. Para la demostración de dichos lemas y 
teoremas, asi como para las conclusiones finales, hemos toma-
do de diversos autores, que se citan, el lema 4 o y el teorema 
3o, que por no ser, a diferencia de los anteriores, origina-
les, no hemos creido oportuno transcribir. 
Finalmente, en el capítulo cuarto, hemos dado algunos 
ejemplos de aplicación de nuestro estudio. Concretamente he-
mos desarrollado con amplitud, los sistemas "stiff", la ecua-
ción de difusión y la del transporte, demostrando que la solu-
ción de todas ellas se puede aproximar numéricamente por los 
métodos desarrollados en el capitulo anterior. 
CAPITULO 1 
DEFINICIONES FUNDAMENTALES 
1.1. Espacio lineal 
Sea A un campo * escalar y X un conjunto sobre el que 
se han definido dos operaciones: una llamada suma y otra mul-
tiplicación escalar, tal que, 
1) X es un grupo abeliano respecto de la suma . 
2) Si a, fot A ; x, y e X, entonces: 
2.1) Existe un a x Onico, tal que a x e X; 
2.2) (a+/J) x = a x + /Jx; 
2.3) a(x + y) = a x + fiy; 
* Entendemos por campo un cuerpo conmutativo. 
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2.4) <*(/5x) = {a p)x; 
2.5) 1 * x = x. 
A este conjunto X con las anteriores propiedades se le 
denomina espacio vectorial lineal, o simplemente espacio li-
neal, sobre el campo A y a sus elementos, vectores. 
En particular, el campo escalar puede ser el conjunto de 
los números reales o el de los complejos, llamándose a X espa-
cio lineal real o complejo respectivamente. 
1.2. Operador lineal 
Sean X e Y espacios lineales sobre el mismo campo esca-
lar A y A una función de dominio D(A) (subespacio lineal de 
X) y rango Jl(A) c Y. A es un operador lineal si, 
1) A(x, + x„) = Ax, + Ax2, 
2) A(a x) = ¿t(Ax), 
«,(JeA, X p X2 e D(A). 
Aunque un operador no es más que una función, escribire-
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mos Ax en vez de A(x) cuando queramos indicar que actúa sobre 
el vector x. 
Si Y coincide con el campo escalar A asociado a X, el 
* 
operador lineal se denomina funcional. Usaremos el símbolo x 
para denotar un funcional genérico sobre X, y si x e X, el 
valor del funcional anterior erí ese vector lo denotaremos 
por, 
** <*„> 
y, otras veces, por 
* 
< x , x > . 
o 
1.3. Espacio normado 
Es un espacio lineal en el que se ha definido un funcio-
nal 
|| . || : X > R+ u { 0 } , 
denominado norma, tal que, 
1) || xx + x2 || 1 || x1 || + || x2 ||, V x l f x 2 s X, 
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2) 11 ot x || = I a\ || x ||, 
3> || x || - 0 <$> x = 0. 
Dos normas ||.||i Y 11-II? definidas en un mismo espacio 
lineal X , se denominan equivalentes si definen la misma 
topología en X, es decir, si existen dos números reales m y 
M, tal que, 
m II x \\1 < || x || 2<M || x \\l 
Vx e X y con m, M > 0. 
1.4. Espacio de Banach 
Es un espacio normado completo, es decir, un espacio 
normado en el que cada sucesión de Cauchy tiene un límite 
perteneciente a dicho espacio. 
Los espacios de Banach los representaremos en adelante 
por $ 
1.5. Operadores lineales continuos y acotados 
Sean X e Y espacios normados y A un operador de X en Y. 
A es continuo en x e X, si 
II Ax - AxQ | | Y — 0 . 
cuando 
II x - xQ ||x _ 0, 
donde hemos representado por |f«||y y ll'llx las nonTias en 
los espacios Y y X respectivamente. Seguiremos, en adelante, 
utilizando esta notaciSn excepto cuando el operador aplique X 
sobre X, caso en que suprimiremos los subíndices. 
Se puede demostrar que, si él operador lineal A es conti-
nuo en x e X, es continuo V x e X ([32], pág. 54). 
Un operador se llama acotado si existe y es finito 
sup || Ax ||Y 
II x || x< 1 
y a este extremo superior se le denomina norma de A y repre-
senta por ||A||. Asi pues, 
|| A || = sup || Ax ||Y 
II x | | X < 1 
o, equivalentemente, 
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M M N AX H 
N A M = S"P ||
 x ||x • 
II x 1 I X ^ 0 
Se puede demostrar, que si A es lineal, A es acotado en 
D(A) = X, si y sólo si es continuo en ID (A) ([18], pág. 
216). 
De la definición resulta evidente que un operador acota-
do transforma .conjuntos acotados en conjuntos acotados. 
El conjunto de los operadores lineales acotados de X en 
Y lo representaremos por C(X, Y) y si X = Y por C (X). 
1.6. Operador lineal cerrado 
En numerosas aplicaciones del Análisis es esencial consi-
derar operadores lineales discontinuos (p. ej., los operado-
res diferenciales). Afortunadamente, muchos de estos opera-
dores tienen una propiedad que compensa, en parte, la ausen-
cia de continuidad. Esta propiedad es la de ser cerrados. 
Sea A un operador lineal y jx } una sucesión tal que, 
l){xn} *ÍD(A); 
2) existe Hm x ; 
n —•>• ao 
3) existe Hm A x . 
n 
n —*• oo 
Si con estas hipótesis se v e r i f i c a , 
1) Hm xp = x e 3) (A) ; 
n —*• oo 
2) Hm Axn = Ax, 
n —*• oo 
el operador A se denomina cerrado. 
Si A es cerrado y © (A) = X entonces A es continuo 
([32], pág. 213). 
1.7. Algebras 
Un conjunto X se denomina álgebra si es un espacio li-
neal, en el que a cada par x, y le corresponde un elemento de 
X,denotado (xy),con las siguientes propiedades, 
1) ((xy)z) - (x(y z)), 
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2) (x(y + z)) = (x y) + (x z), 
3) ((x +y)z) = (x z) + (y z), 
4) ((a x) ( £y)) = a /3(xy), 
donde x, y e X; a , ^  e A . E> álgebra se denomina real o 
complejo segQn lo sea su campo escalar. 
Si A y B son operadores lineales de X en X, definimos AB 
como el operador lineal tal que (AB)x = A(Bx), V x e X. Es 
claro que el conjunto de todos los operadores lineales de X 
en X constituye un álgebra,que,además,tiene elementó unidad: 
el operador I. Este operador lo definimos como, 
I x = x Vx e X . 
Se puede demostrar,además, que con la definición de nor-
ma de un operador ya dada, 
II AB | U || A || || B || 
y 
II i H - i . 
-ii-
1.8. Proyecciones 
Un operador lineal P,tal que,D(P) = X se denomina pro-
yección o proyector (de X), si 
P2 = P. 
Evidentemente todo x € X se puede representar como, 
x = Px + (I - P)x, 
siendo obviamente I-P también un operador proyección. 
Respecto al valor de ||P|| es evidente que: 
II P M 2 á II P2 II = M P ||. 
de donde, 
II P || á 1 P * 0 . 
1.9. Espacio dual 
Sea X un espacio normado y A su campo escalar asociado. 
El conjunto de todos los funcionales acotados (continuos) 
definidos en X se denomina espacio dual y se representa por 
X' y a sus elementos por x'. Es fácil demostrar que es un 
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espacio lineal y puede transformarse en un espacio de Banach 
definiendo la norma por 
|| x' || - sup | x' |. 
II x || ¿ 1 
1.10. Conos 
Sea K un subconjunto. de un espacio de Banach & . K se 
denomina cono, [22] si, 
1) x, y e K =^> x + y e K; osea K + K = K; 
2) x e K, a > 0 =£• a x e K; es decir, ctKe K; 
3 ) x e K ; - x e K = ¿ > x = 0, o también K n (-K) = 0 . 
Si,además,el cono satisface la siguiente propiedad, 
4) y e Xsz^Byj, y2 € K tal que y = yl - y2 o, de otro 
modo, 
K - K = K, 
se denomina generador. Si cumple, 
5) 3 8 > O ta l que V x , y € K se t iene 
| | x + y | | > 8 máx(|| x | | , | | y | | ) , 
se denomina normal, y s i v e r i f i c a , 
6 ) { x n } e K, l lm | | x - x |-| = 0=¿>x e K, osea, K = K, 
n —*• oo 
se denomina cerrado. 
Con el concepto de cono, se puede establecer un orden 
parcial en $ , tomando x < y siempre que x , y e $ , 
y - x e K. 
Veamos algunos ejemplos de conos. 
1) K = { x e Rn t a l que x = ( x , , Xp, . . . x ) ; x . > 0 ; i = 1 , 
. . . , n } . 
Es evidentemente un cono generador, normal y cerrado. 
2) K = {(x, y, z), z ^ y x 2 + y 2 } 
Veamos que efectivamente es un cono 
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2a ) kx = (xj, y1§ Zj) e K =¿> Zj > V'xj2 + yx2 , 
/ p 2 
k2 = ^ 2 ' y2' z2) e K =^> z2 ^  \ x 2 + y2 , 
kx + k2 = (Xj_ + x2, yl + y2, Zj_ + z2), 
zx + z2 ¿v*i +yx .* + V'x2 + y 2 
Ahora bien, por la desigualdad de Minkowski [21]: 
_LL, 1/p ^ 1/p _a_ 1/p 
(> |ak + bk|P> á (> |ak|p) + ( > |bjP) 
resulta, 
Vxj2 + y / +\'x22 + y 2 2 ^ V ( X l +y x ) 2 + (x2 + y 2) 2 ; 
luego, 
Zj + z 2 Z\ / / (x 1 + y x ) 2 + (x2 + y 2 ) 2 
2b) k = (x, y, z) € K => z ¿ \ x 2 + y2 
I p 2 
a z i \ ( a x ) + (ay) ak = ( a x , a y , a z ) e K 
2c) Sean k = ( x , y , z) e K ( = > z > \ ' x 2 + y 2 ) 
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y -k = (-x, -y, -z) e K ( = > - z^\x2 + y2 ); 
de donde, 
z = 0 x = y = 0. 
Así pues, K es efectivamente un cono. 
2d) Sea ae K, a = (a,, a2, a3). Podremos escribir: 
/ ? ? 
V a! + a2 = a3 + b 
y así, tomando 
k1 = (aj, a2, a3 + b) € K, 
k2 = (0, 0, b) e K, 
tendremos 
a — K-i — K o , Ki ^  «^ > K o ^  l^ « 
2e) Sean kj = (x^ yv z^e K, k2 = (x2, y2, z2) € K, se 
podría demostrar que, supuesto || kj j| > || k2 II 
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114 + k 2 I U « l l k i l l . 
demostración que no transcribimos por ser compleja y no apor-
tar nada signif icat ivo a nuestro trabajo. 
2f) Sea kn = (xn> y n , zn) e K y supongamos que 
^ V y n ' zn^ ~~ (*» y> z ^ ' 
n -ao 
ya que, 
zp ^ \ / x n ¿ + y n ¿ =¿> z Z \ / x + y . 
se concluye, 
(x, y, z) G K 
En resumen, el cono es generador, normal y cerrado. A 
este cono se le denomina,por razones obvias, en la literatura 
anglosajona "ice-cream" cono. 
3) Otro ejemplo es el de las funciones de cuadrado inte-
grable que son positivas casi en todas partes, 
K = {fe L2 (0, 1), f > 0 c.e.t.p}c L2 (0, 1) 
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1.11. Cono dual 
Sea 3V el espacio dual del espacio de BanachíB y K' el 
conjunto de todos los elementos de 3V que son no negativos 
en K. Al conjunto, 
K' ={x'e3V tal que<x, *'> > 0, V x e K } 
lo llamaremos cono dual de K. 
1.12. Operador K-positivo 
Dado un cono K, un operador A e £[x] se denomina K positi-
vo si AK c K. 
De esta manera se puede establecer un orden parcial en 
C[X],estableciendo que para A, B e C[x] es A i B,si (A-B)KcK 
1.13. Operador K-irreducible 
Un operador A e C [X] se llama K-irreducible si V x 
K(x / 0), x'e K' (x' A 0), donde K' es el cono dual de un 
cono Kc X, existe un entero positivo p = p (x, x') tal que 
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< Ap x, x'> > 0. 
Como ejemplo podemos tomar el siguiente: Sea 
consideremos la matriz 
A = 
0 a 0 
0 0 - 0 
y o o 
con a (i y = 1, a>0,/J>0,y>0. 
+3 Vamos a demostrar que es R irreducible 
En efecto, 
A2 = 











- 1 9 -
X = 
x. > O, x, 2. O, Xo ^ 0 y sea 
^
 -
 ( X i t j Xp i x« J , 
2 3 
<Ax, x' > + < A x, x' > + < A x, x' > 
ctx2 + cr/Jx- + x, 
0x3 + A^ x i + x2 
. fx^ + a y x2 + x3 
, (X , , Xp » X 3 ' 
Xj' ( a x 2 + a ^ x 3 + xx) + x2 ' (/i x3 + fiV*i + X2) + 
+ x3 ' ( y x j + a y x 2 + x 3 )>0 . 
1.14. Espacio de Hilbert 
Es un espacio lineal complejo en el que a cada par de 
elementos x, y se le asocia un número complejo (x, y) llamado 
producto escalar, con las siguientes propiedades: 
1) (x + y, z) = (x, z) + (y, z) x, y vectores; 
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2) (x, y) = (y, x) a complejo conjugado dea; 
3) (ctx, y) = a(x, y) a escalar; 
4) (x, x)>0, (x, x) = 0 4¿> x = 0. 
Al espacio asi definido se le denomina pre-Hilbert, deno-
minándose espacio de Hilbert si,además,es completo. Represen-
taremos el espacio de Hilbert por J£. 
1.15. Operador adjunto 
Sean X e Y espacios de Hilbert y X' e Y' sus espacios 
duales, representemos por A y A' operadores lineales acotados 
de X en Y y de Y' en X' respectivamente. Si A' satisface la 
ecuación, 
(Ax, y) = (x, A'y) x e X, y <= Y 
a A' se le denomina operador adjunto de A. 
Se puede demostrar que 
II A II = II A' II. 
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1.16. Operadores definidos positivos 
Un operador A se denomina definido positivo o simplemen-
te positivo, si 
(x, Ax) > 0 V x / 0, x £ 0)(A) 
y se llama semidefinido positivo o no negativo si, 
(x, Ax) ^ 0, 
representándose respectivamente por, 
A > 0 y A ¿ 0. 
1.17. Espectro y resolvente 
Consideremos un espacio normado X y un operador lineal A 
tal que ÍD(A) c X y Jt(A) c X. Sea ahora R(A ,A) = (Al - A) 
(usualmente suprimiremos I y escribiremos simplemente R(A,A) 
= (A - A)~ donde A es un escalar complejo . Si A es tal que 
&[R(A,A)) = X y (A-A) es acotado, diremos que A pertene-
ce al conjunto resolvente de A y escribiremos A e p(A). Si 
AÉ/>(A) diremos que. pertenece al espectro de A que denotaremos 
por a(A). 
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Si A € p ( A ) , al operador R(A, A) = (A- A) , lo denomi-
naremos operador resolvente o simplemente resolvente. 
Se puede demostrar que p (A) es un conjunto abierto por 
lo que a(A) es cerrado ([32], p5g. 273). 
Supuesto que o-(A) es no vacio y acotado podemos definir 
r(A) = sup{ X /Aea(A)} 
y llamaremos a r(A) radio espectral de A. 
El espectroor(A) anteriormente definido lo podemos subdi-
vidir en tres conjuntos mutuamente excluyentes, llamados es-
pectro puntual, espectro continuo y espectro residual, denota-
dos respectivamente por Per (A); Ccr(A) y Rcr(A) y definidos 
así: 
Pff(A) si R(A,A) no existe; 
Ccr(A) si R(A,A) existe pero no esta acotado y 
*(R (A,A)) - X, 
Ro"(A) .si R(A,A) existe (acotado o no) pero 
*(R (A,A)) = X. 
Finalmente, enunciaremos el teorema de la transformación 
espectral, que posteriormente vamos a utilizar. 
Si f ( A ) es una función de variable compleja, analítica 
en un dominio A que contiene el espectro de un operador A y 
tal que su complemento es compacto, se verifica 
(F(f(A))« f(<r(A)). 
1.18. Semigrupo de operadores de un parámetro 
Se define asi al conjunto T = [T (t), t>0] de las trans-
formaciones lineales acotadas, dependientes de un parámetro, 
de un espacio de Banach& en si mismo, tal que, 
T (tj + t2) = T (tj) T (t2), 
Vt,, t2 > 0 donde el producto representa la ley usual de 
composición de transformaciones. 
Algunos autores como Dunford-Schwartz ([10], pág. 613), 
Riesz-Nagy ([30], pág. 388) y sobre todo los tratadistas de 
Análisis Funcional Aplicado (Balakrishnan [2], pág. 163); 
Rithmeyer [28], pág. 351) definen T(0) = I. Sin embargo, nues-
tra definición está tomada del Hille-Phillips ([14], pág. 
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277-278), los cuales definen el semigrupo para t > 0 ; prolon-
gando la definición en t = 0 para lograr continuidad en el 
origen, lo que se consigue la mayor parte de las veces toman-
do T(0) = I y otras T(0) = P (operador proyección). 
El semigrupo [T (t), t> 0] se dice que converge unifor-
memente al operador T (t ),o que es uniformemente continuo en 
V si 
lím || T (t) - T (tQ) | | = 0 . 
t - * t Q 
Se dice que converge fuertemente a T (t ) o que es fuer-
temente continuo en t , si 
o 
lím || T (t)x-T (tQ)x | | = 0 V x e & 
Finalmente.se dice que converge débilmente a T ( t ), o 
que es débilmente continuo en t , si 
lím |x' [T ( t ) x] - x' [T ( tQ) x ] | = 0 
t —»t_ 
Vx 'e f t ' y V x e S . 
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Se denomina tipo de un semigrupo [T (t), t>0] fuertemen-
te continuo al número real definido por, 
a> = llm -Llg || T(t) ||. 
0
 t 
t — * o o 
1.19. Semigrupo de clase CQ 
Un semigrupo de operadores uniparamétrico T = [ T (t), 
t>0] se dice que es de clase C ([14] pág. 321) si es fuer-
temente continuo V t > 0 y,además, 
I1m T (t) x = x. 
t —*0 
Hay que destacar que para esta clase de semigrupos pode-
mos prolongar la definición de semigrupo escribiendo, 
T (0) = I. 
Para los autores que definen un semigrupo incluyendo 
t=0, T(0) = I, un semigrupo es de clase C si es fuertemente 
continuo en el origen, esta continuidad en el origen implica 
la continuidad V t > 0 ([2], pág. 163-164). 
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1.20. Generador infinitesimal de un semigrupo 
Sea un semigrupo de operadores fuertemente continuo para 
t > 0. Se define el generador infinitesimal A del semigrupo 
como: 
T(t) -I 
Ax = lím r x. 
t —* • o + 
El conjunto de valores de x para los cuales existe el 
anterior límite se denotará por 3)(A) y evidentemente D(A)c$. 
Es costumbre, que seguiremos, representar el semigrupo 
por T (t; A) cuando se quiera expresar explícitamente el gene-
rador del mismo. Por tanto, a partir de ahora, representare-
mos así los semigrupos de operadores. 
1.21. Semigrupo de clase A 
Un semigrupo de operadores uniparamétrico se denomina de 
clase A si 
lím R ( A , A) x = x V x € 3 . 
-A —»• oo 
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Se puede demostrar ([14], pSg. 322) que todo semigrupo 
de clase A es de clase C . 
1.22. Teorema de Hille-Yosida 
Una condición necesaria y suficiente para que un opera-
dor lineal cerrado A, genere un-semigrupo [T(t; A ) , t>0] de 
clase C , tal que, 
II T (t; A) WSMe0*1 M, inconstantes reales 
es que ÍD(A) = & , y 
||[R (A, A)]n|| < - — n = 1, 2, ... 
(A+co)n 
para \>-(o , y Aep(A), ([10], pág. 624). 
1.23. Transformada de Laplace - Stieltjes 
Sea 55 un espacio de Banach complejo y a ( £ ) una fun-
ción de [0, oo ] en 5& . Supongamos,además, que a( F) sea de 
variación acotada fuerte sobre cada intervalo finito [0,o>]. 
Ya que una función de variación acotada fuerte tiene a 
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lo sumo un numero f i n i t o de discontinuidades de primera espe-
cie podemos normalizar a( £ ) escribiendo, 
a (0) = 0 
a ( £ ) = 1/2 [a( £ - 0) + a( £ + 0)] para £ >0. 
La integral, 
a a ^ ) = / e-*/T d a (T ) 
o 
existe V»7 f i n i t o y VT f i n i t o y posit ivo. Si para un r¡ par-
t icular existe lim a( £ , » / ) , denotaremos el l imi te por, 
f(r¡) ' f e ^ í d a í £ ) 
o 
y llamaremos a esta f( rj ) transformada de Laplace-Stieltjes 
de a( £ ). Si a( £ ) es absolutamente convergente y continua, 
entonces 





f(i|) » / e-?íg({ ) d{ 
o 
se denomina transformada de Laplace de g( F ). 
La transformada de Laplace -Stieltjes constituye el nexo 
de unión entre el semigrupo T(t; A) y la resolvente R(A, A). 
En efecto, se puede demostrar que para semigrupos de clase C 
y bajo muy amplias condiciones ([14], cap. XI). 
00 
R(A, A) = f e'Át T(t; A) dt 
o 
para todo A>Re(<*> ), y 
T(t; A) = lím -^J eÁt R( A, A) dA 
v -iw 
donde y > máx (O,íi>0). 
Daremos a continuacón algunas definiciones, que necesita-
remos más adelante, para la resolución numérica del problema 
abstracto de Cauchy 
1.24. Error de truncadura 
Se denomina error de truncadura de un método, definido 
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por un esquema R(hA), en el punto t+h a la siguiente expre-
sión 
||[T (h; A)) - R(h A)J T(t; A) u j l , 
es decir el error cometido en un cierto punto, supuesto que 
se aplica el método a un punto anterior conocido exactamente. 
1.25. Orden del método . 
El método definido por el esquema R(hA) se dice de orden 
p si se verifica 
|| T (t + h; A) uQ - R(hA) u (t) || = 0 ( h p + 1 ) . 
1.26. Consistencia 
Un método se dice consistente si su orden es mayor o 
igual a la unidad [3]. 




Un esquema numérico R(hA) se denomina estable, si 
aplicado a un problema de Cauchy, una vez con la condición 
inicial u y otra con la condición inicial u' , tal que 
M % - u ' 0 M < e ' 
las soluciones respectivas Rn (hA) u y Rn (hA) u' verifican 
que, 
|| Rn (hA) uQ - Rn (hA) u'0 || < M e , 
con M constante y t = nh. 
Ya que, 
|| Rn (hA) u Q - Rn (hA) u'Q ||<||Rn (hA) || || uQ - u'Q ||, 
la anterior definición se puede expresar diciendo que el es-
quema R(hA) es estable si ([29]), pag. 45), 
|| Rn (hA) || < M nh = t, 
donde M puede depender de t. 
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1.28. Convergencia 
Un método se denomina convergente ([29], pSg. 44) si el 
error global en un punto cualquiera, es decir, la diferencia 
entre la solución exacta u (t) y la obtenida por aplicación 
del método v (t), tiende a cero al tender el paso también a 
cero. Es decir, se verifica, 
II u(t) - v(t) || = ll T(t; A) uQ - Rn(hA) uQ || — 0 
h — * 0 
con nh = t. 
1.29. A-estabilidad 
Un método numérico se denomina A-estable [9], si al 
aplicarlo a una ecuación 
du 
•dT = < * u 
u(0) = uQ 
constante, Re{a)<0,se obtienen soluciones que tienden a 
cero al tender n —*> oo , cuando el método se aplica con un 
paso constante h (nh = t). 
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1.30. A-aceptabilidad 
Los métodos A-estables, permiten usar pasos de tamaño 
considerable más largos que los que son posible emplear en 
métodos que no tienen esta propiedad, una vez que la región 
transitoria ha pasado. El problema para desarrollar estos 
métodos, es encontrar aproximaciones racionales a la exponen-
cial cuyo módulo este acotado por la unidad en el semiplano 
de la izquierda. Tales aproximaciones se denominarán A-acep-
tables. Es decir, una aproximación racional a la exponencial, 
m 
I a. z1' 
1=0 1 
Rm,n(z) =— — • ao = bo = 1 
I b. z1 
1=0 1 
se denomina A-aceptable si, 
| R (z) | < 1 , siempre que Re(z) < 0. 
También se define [3l] 
a) A( a )-aceptabilidad: 
La aproximación R (z) a la exponencial se denomina 
A( a)-aceptable, a e (0,TC/2) si 
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I Rmjn(z) l< 1 P^a z e S ( a ) , 
con S(a) = { z e C; Re(z) < 0, 0 < |arg(-z) | < a } ; 
b) A(0)-aceptabilidad 
La aproximación R (z) se«denomina A(0)-aceptable s i , 
| R (z) | < 1 para z real y negativa; 
iil j l l • 
c) L-aceptabilidad 
La aproximación R (z) se denomina L-aceptable si es 
r
 m,n 
A-aceptable y además, 
I Rm „(z) I —* ° 1
 ,nx ' 
Re z —*• -oo 
cambiando A-aceptabilidad por A( a )-aceptabilidad o 
A(0)-aceptabilidad, se obtendrían \.{<x) y L(0)-aceptabilidad 
respectivamente. 
1.31. Orden de la aproximación 
La aproximación R (z) a la exponencial ez se denomina 
- 3 5 -
de orden s si cumple, 
R m > n ( z ) - e z t 0 ( | 2 | s t l ) . 
Finalmente, definiremos la aproximación racional de 
Padé, que constituye la base de la práctica totalidad de las 
aproximaciones racionales a los semigrupos de operadores. 
1.32. Aproximación de Padé 
Constituye la generalización de la aproximación polino-
mial de Taylor a las funciones racionales. Consideremos la 
siguiente función racional 
m,n 
Pm<x> 
y una función cualquiera f(x) que admita m + n derivadas en 
el origen. Se dice que R (x) es la aproximación de Padé a 
f(x) si se cumple que 
dx1 
con i = 0, 1, 
f(x) x=o=Í7R-(x) x = 0 
, m + n. 
Aunque a efectos prácticos se suele trabajar con esta 
otra definición equivalente: R (x) es la aproximación de 
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Padé a f(x) si se verifica, 
I f(x) " Rm,n(x) '= M I x •" "4X = x =AX 
con v lo más elevado posible. Normalmente v = m+n+1 pero hay 
funciones (incluso analíticas) para las cuales v < m+n+1, 
asi como otras para las que *v > m+n+1 ([7], pág. 82) En 
cualquier caso Rm „(x) se denomina aproximación de Padé de m,nx 
orden [m, n] o elemento [m,.n] de la tabla de Padé, que no es 
sino una matriz de infinitas filas y columnas, donde R (x) 




[ i . o ] 
[1. 1] 




La condición para que *> = m+n+1 es ([7] pág. 82) que el 
determinante de Hankel, 
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cm-n+l cm-n+2 ... cm 
cm-n+2 cm-n+3 •*• cm+l 
m m m+n-1 
(c = O, si r < 0) no se anule, siendo, c los coeficientes 
del desarrollo en serie de Taylor de f(x) 
2 
f(x) = c + c, + Cp x + 
denominándose, si se verifica esto para todo m y n, a f(x) 
normal ([7], pag. 82). Se puede mostrar que la función ex es 
una función normal [12j . 
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CAPITULO 2 
SISTESIS DE LOS CONOCIMIENTOS ACTUALES SOBRE LAS 
APROXIMACIONES RACIONALES A LOS SEMIGRUPOS DE OPERADORES 
La búsqueda de esquemas convergentes para la aproxima-
ción de la función exponencial, surge con la necesidad, plan-
teada en numerosos problemas físicos, de resolver numérica-
mente el problema de Cauchy y la forma más moderna, y cierta-
mente más cómoda de ver esta cuestión es estudiando el pro-
blema abstracto de Cauchy: Representando por $ un cierto 
espacio de Banach, se trata de encontrar una familia u(t) (t 
parámetro temporal) de elementos d e $ , tal que, 
-fi u(t) = Au(t) 
u(o) = u Q, 
(1) 
donde A es un operador lineal que no depende del tiempo (pero 
puede depender de otros parámetros, por ejemplo de variables 
espaciales, como es el caso de diferentes problemas físicos), 
tal que©(A)c5& (normalmente denso) y u e 3) (A). Supondremos 
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también que el problema estS "bien planteado" en el sentido 
de Hadamard; es decir, la solución existe y es Dnica para 
todo t y además depende de modo continuo de los datos inicia-
les [3]. 
Según se sabe ([14], cap. 23), la solución teórica de 
(1) es 
u(t) = T (t; A) u0, 
donde [T (t; A), t>o] es el semigrupo fuertemente continuo 
de operadores generado por el operador A. 
Si este último operador es acotado, T (t;A) coincide con 
exp (tA), 
T(t; A) = e t A, 
mientras que si A no es acotado, se puede expresar todavía 
como el limite de una exponencial ([14], cap. 10), 
T(t; A) x = Uro etA,7 
+ x 
donde, > 0 
A - T(*7; A) - I 
-40-
Por lo que respecta a la solucién numérica de (1) se 
procedía,en el pasado,a discretizar las variables espaciales 
y temporales, aplicando después las técnicas clásicas de Fou-
rier. Sin embargo, en la década de los sesenta comenzó a em-
plearse por Varga [33] otra línea diferente de discretiza-
ci6n, conocida como semidiscretizacién, consistente en discre-
tizar primeramente las variables espaciales, dejando el tiem-
po como una variable continua, y analizar el sistema resul-
tante de ecuaciones diferenciales por métodos matriciales, 
evitando el uso de las series de Fourier. 
De este modo, si representamos por A. la matriz obtenida 
discretizando el operador A, podemos aproximar (1) por el 
sistema, 
du . 
1F = Ah u» 
u(o) - u0, 
cuya solución es 
u(t) = eAht uQ, 
así que para resolver (1), no tendremos más que aproximar la 
exponencial anterior. 
Es interesante comparar el método anterior, con los re-
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sultados obtenidos por los métodos clásicos de Euler (explíci-
to e implícito) y de Crank-Nicolson, consistentes en discreti-
zar también la variable temporal. Representando por v(t) la 
aproximación a u(t), se tiene respectivamente, 
v(t + 4t) - v(t) 
Ah. v(t), 
Ah v(t + 4 t ) , 
v(t + At) + v(t) 
Ah 2 • 
que resueltos en v(t + At) dan lugar a las ecuaciones en di-
ferencias, 
v(t +At) = (I + M A h ) v(t), 
v(t +At) = (I - 4t A h ) _ 1 v(t), 
v(t +At) = (I - 1/2 At Ah) (I + 1/2 At A h ) _ 1 v(t) 
cuyos segundos miembros no son, sino las aproximaciones a 
eAt Ah siguientes (z = At Ah) 
ez = 1 +-z + o(z), 
v(t + A t) - v(t) 
__ 
v(t +At) - v(t) 
A~t 
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ez = f T T + °íz)' 
2 + z
 2 
e = T T T + o ( z Z ) . 
El problema así planteado (obtención de aproximaciones a 
la exponencial de orden tan elevado como sea posible) se com-
plica considerablemente si la ecuación diferencial, es de 
tipo "stiff", como expondremos en el capitulo 4. En este ca-
so, como sabemos, el método debe satisfacer además la' condi-
ción adicional de la A-estabilidad (ver pág.33) [9], lo cual 
impone condiciones adicionales a las aproximaciones citadas. 
2.1. Aproximaciones racionales 
De entre todas las aproximaciones a la exponencial, las 
que han demostrado ser más ventajosas, en orden a la obten-
ción de la A-estabilidad, han sido las aproximaciones raciona-
les, y para estas la propiedad que traduce la A-estabilidad 
es la A-aceptabilidad (ver pág. 34), como resulta evidente de 
las definiciones de ambas. Además, es conveniente un rápido 
decrecimiento de estas aproximaciones al alejarnos de t = o, 
por lo que frecuentemente se exige a éstas que cumplan la 
condición suplementaria de la L-aceptabilidad. 
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En este trabajo las aproximaciones racionales se repre-
sentarán por: 
Pm ^ 
Rm n ( z ) = ~ ' 
m.n
 Qn (z) 
donde los grados de numerador y denominador son respectivamen-
te m y n. 
2.2. Aproximaciones de Padé 
De entre todas las aproximaciones racionales a exp(z), 
las primeramente estudiadas fueron las de Padé (ver pág. 36), 
demostrándose enseguida.a partir del teorema del módulo máxi-
mo de las funciones analíticas,que todas las aproximaciones 
de la diagonal de la tabla de Padé son A-aceptables [4]. Un 
poco más tarde Ehle [ll] demostré lo mismo para la primera y 
segunda subdiagonal de la tabla (es decir, aproximaciones de 
la forma (R „ . (z) y R „
 0 (z)). Más aun, Ehle demostré n,n-l J n,n-¿ 
que son L-aceptables. En este articulo se conjeturé, además, 
un importante resultado: la diagonal y las dos primeras sub-
diagonales eran las ünicas funciones A-aceptables de la tabla 
de Padé. 
En un articulo posterior, N^rsett [26], por medios total-
mente distintos (teoría de los C-polinomios, que más adelante 
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esbozaremos), demostró que la conjetura de Ehle era cierta 
para R (z) con n = m + 3 y n = m + 4. 
Finalmente, Iserles [15], usando de nuevo el teorema del 
módulo máximo, demostró la veracidad de la conjetura citada 
para n > m + 3 > 3 y para n - m £ 2 (mód. 4). 
* 
2.3. Aproximaciones restringidas 
En la aproximación al operador exp(tA) por R
 n(hA), kh 
= t, nos vemos obligados a invertir el denominador de esta 
última, que es una función polinomial del operador A, lo cual 
suele ser muy costoso. Evidentemente, se obtendría una gran 
ventaja si Q_(z) tuviese solo ceros reales y mucha mayor si 
éstos fuesen uno solo. Se puede demostrar que en este ultimo 
caso, incluso se preservan las propiedades del operador A; 
si, por ejemplo, éste fuese una matriz tridiagonal, también 
lo serla Q (hA) con las grandes ventajas que esto reporta a 
la hora de su inversión. La idea anteriormente expuesta, fue 
desarrollada por N0rsett [25] para dar lugar a las llamadas 
aproximaciones de Padé restringidas R (z,a) 
a
 m,n 
R„ „(z,«) = m . , , a número real. 
^'
n
 (1 - ia)n 
Para un a cualquiera la aproximación es de orden n. Sin 
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embargo, para cada n hay n valores de a. que producen una apro-
ximación de orden n+1. Estos valores son los recíprocos de 
las raices de L' ,(z) donde L (z) es el polinomio de Laguerre 
de orden n. Posteriormente Wanner, Hairer y NpVsett [36] de-
mostraron,usando la teoria de "order-stars", que más adelante 
resumiremos, que los Qnicos valores de n para los cuales se 
puede escoger el parámetro a de. modo que la aproximación sea 
A-aceptable y de orden n, son n = 1, 2, 3, 5. 
2.4. Teoría de los C-polinomios. 
Una de las teorías que prometen tener más futuro en el 
campo de las aproximaciones racionales, fue establecida por 
Npírsett en 1975 [26], dándole el nombre de teoría de los C-po-
linomios (C de coeficiente) y consistente en el estableci-
miento de una correspondencia entre la aproximación, de cual-
quier tipo, R (z) de orden al menos m a la exponencial, y 
un cierto polinomio de grado n, el llamado C-polinomio. Así 
Rm „(z) se puede escribir como, 
m,n r 
m 
Z (" X> Pn i») zk 
k=o 
*mJz>~ (m < n) 
V k ( n " k ) k 
AJ (- D k Pn (1) zk 
k=o n 
donde, 
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P^"' (l) - i; Pn |i)-oj 
P„W - I V? ¿ 
i=o 
(i) 
y P_(z) es la i-ésima derivada de Pn(z) 
Así por ejemplo, s? 
P„(z) = 7HJT Lr> í22"1» <2> 
con Ln(z) el polinomio de Legendre de grado n, y m=n, el con-
junto de las aproximaciones obtenidas constituyen la diagonal 
de la tabla de Padé. Es decir (2) es el C-polinomio para es-
tas aproximaciones. 
Además, si denominamos s^m al orden de la aproximación, 
ésta es A-aceptable, si y solo si, 
1) R (z) es analítica en {z e C/ Re(z) < o} 
2) 2(-l)B ] T | (- liy1 pn<t> p„ « 2"-« +» (t) dt j x2í 
i= s+2 o 
! p n ( D I 2 - |Pn (0) | 2 [ x 2 n ^ 0 
donde la segunda condición establece simplemente que 
|Rm>n ( i ' x ) U 1 Vx € R. 
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Con esta teoría se pueden desarrollar otros importantes 
aspectos de las aproximaciones racionales, como las aproxi-
maciones de ajuste exponencial que veremos más adelante. 
2.5. Order-stars 
Junto con la anterior teoría constituye la más promete-
dora de aplicaciones futuras. Está basada en la gran importan-
cia que tienen en las aproximaciones a la exponencial, la 
geometría de los conjuntos, 
y 
D = C - A 
el primero de los cuales recibe el nombre de order-stars [17] 
Por ejemplo, R (z) es A-aceptable,si y solo si.es ana-
lítica en Re(z) < o y A niR = o. 
Otro ejemplo del gran campo de aplicación teórica de 
esta teoría es la demostración del siguiente teorema: 
Si R (z} es una aproximación de orden mayor o igual a 
2n-2 y tal que |Rm n(z)| < 1 y si los coeficientes de Qn(z) 
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tienen signos alternados, entonces R „(z) es A-aceptable J
 m,n 
(Crouzeix y Ruamps [8]). 
2.6. Aproximaciones máximas 
Otra vía en el estudio de las aproximaciones racionales, 
ha consistido en intentar que los puntos en los que exp(z) y 
R (z) se cortan, se extiendan por todo el semiplano izquier-
do, en vez de coincidir todos en el origen. El número de es-
tos puntos de interpolación entre la exponencial y su aproxi-
mación está acotado por el siguiente teorema: 
El numero de ceros de la ecuación R (z) = exp(z) conta-rían r 
dos con su multiplicidad no puede exceder de m + n + 1 [16]. 
Por otra parte, se dice que la aproximación es máxima si 
el número de puntos de interpolación reales no positivos, 
contados con su multiplicidad, de R (z) con exp(z) coincide 
r m,n x ' rv 
con m+n+1. 
El caso más estudiado, dentro de estas aproximaciones 
máximas es el de las aproximaciones ajustadas exponencialmen-
te. Supongamos que R (z) tiene ciertos parámetros libres 
/Ji> /5o» **• A M •c,ue P u e d e n fijarse de modo que, 
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Rmjn(z.) = exp(z.) K i < M < m + n + l. 
Se dice entonces [20], que la aproximación tiene M gra-
dos de ajuste exponencial. Si tuviese más de M parámetros 
libres (pero siempre menos de m + n + 1) podrían usarse para 
lograr un orden de convergencia más elevado en el origen. 
Otro caso importante es el de las denominadas por Ehle 
[12], aproximaciones de Chebyshev de orden restringido. Este 
autor considera aproximaciones racionales a e que compartan 
las propiedades de las aproximaciones uniformes y de las apro-
ximaciones Padé. Para ésto comienza definiendo la siguiente 
función racional (llamada por algunos autores [16], aproxima-
ción generalizada de Padé) dependiente de 1 (ISm) paráme-
tros, 
I o,) rmW* z « i W pm(1)<z> 
i=l 1=1 
f a,) Qn(*)+ l « t <)„.,<*) " Qfl> (z) 
1=1 i=l 
donde 





es la aproximación de Padé a ez de orden [m-i, n-i] y a , , ^ 
. . . a - , constantes arbitrarias. 
En estas condiciones se cumple que, 
d1 (1) . d1 
z T Rm
 nW I = T e I i = 0, 1, ... m + n - 1, 
dt m'n dt1 
z=o z=o 
es decir, R ' '(z) se comporta como una aproximación de 
Padé en el origen. 
Además, se verifica que existe un único conjunto de pará-
metros a. (l<i<l) tal que, 
Rm,n(1) ( zi } = eZi ( z i ^ o) 1- = l* 2 ] 
para z. arbitrarios tal que z. € (-00,0) 
1 
donde a . e (0,1); £ a - e (0,1), 
i=l 
Es decir, tenemos 1 grados de libertad para ajustar nues-
tra función a la exponencial, demostrándose, además, que 
Rm n ( 1 )(z) no 
m,n ' 
distintos [16] 
 * '(z) no puede ajustarse exponencialmente a más puntos 
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Finalmente, se demuestra [12], que para todo 1 se puede 
hallar un conjunto de 1 parámetros a ., 
a e (0,1), \
 a . 6 (0,1) 
1
 1-1 
tal que la correspondiente aproximación racional R * '(z) 
cumple las condiciones necesarias, y suficientes, para que sea 
una aproximación Óptima en el sentido de Chebyshev; es decir 
exista un conjunto de puntos 0 , z, , z2 , ... »zi+i y una 
constante fi tal que, 
R
„ , , „
0 ) < 2 i > - e Z l = <-1>V 
En este caso, R * ' es la mejor aproximación racional 
m,n "
 r 
en el sentido de Chebyshev (o aproximación óptima), pues se 
cumple que entre todas las funciones cuyo numerador y denomi-
nador sean de grados menor o igual a m y n respectivamente, 
es la que minimiza la expresión 
mSx |Rm n(1) (z,) - ez|. i ' m,n x i ' ' 
2.7. Convergencia y estabilidad de las aproximaciones a 
la exponencial. 
Como ya hemos visto a lo largo de este capitulo, al tra-
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tar de resolver el problema (1) por el método de discret iza-
ci'6n, nos vemos obligados a resolver una ecuación en diferen-
cias de la forma 
v(t+h) = R(hA) v ( t ) , 
v(0) = u0 , 
siendo R(z) una aproximación racional (en cuya notación hemos 
suprimido los subíndices, por no ser significativos en este 
apartado los grados del numerador y denominador), a e z que 
supondremos A-aceptable. 
Por otro lado, como el teorema de la equivalencia de Lax 
establece la equivalencia entre estabilidad y convergencia, 
supuesto que |R(z) - e | = 0(h ) con n > l , nos referiremos 
indistintamente a uno y otro concepto, aunque operaremos más 
frecuentemente con el primero por ser más sencilla su formu-
lación (pág 32). 
Establecido esto, podemos pasar a revisar los resultados 
existentes en el momento actual, acerca de la convergencia y 
estabilidad, resultados que constituyen los antecendentes de 
nuestro trabajo. 
El punto fundamental lo constituye la siguiente pregun-
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ta, ¿se pueden obtener esquemas estables y de alto grado de 
exactitud sin conocer la estructura del operador A?. La res-
puesta a esta cuestión es negativa. En efecto Kato demostró 
que para el operador 
;0XA) = U (-oo ,oo ) dx '"*"' n 
y representando por Rii(z) la aproximación de Padé de orden 
[1,1] se ver i f ica: 
l|Rn n(hA)|U en 1/2 
de donde evidentemente el método definido por R,-i(hA) no será 
estable. 
Más adelante, en un conocido articulo [13], Kato y Herch 
conjeturaron que para un operador genérico A y una aproxima-
ción racional A-aceptable a ez se cumple 
||Rn (hA)|| = 0 ( n 1 / 2 ) , 
comprobando esta conjetura para algunos operadores A particu-
lares. Por ejemplo, demostraron que s1 A es el generador de 
un semigrupo fuertemente continuo de clase A (p§g. 27) tal 
que, 
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||T ( t ;A) | | < C 0 e" 1 , 
con C y O)constantes y si R(z) es A-aceptable con |R(oo) |< l 
enconces 
||Rn (hA)|| £ 1 + Cj r í / 2 e t k w , k constante. 
En un artículo posterior aunque publicado en el mismo 
número de S.I.A.M. [23],Brenner y Thomée uti l izando el cálcu-
lo operacional de H i l l e -Ph i l l i ps , demostraron la conjetura de 
Kato-Hersch, concretamente dedujeron que, 
MR" (hA)||<C n 1 / 2 e°tk , t = nh, 
con k; C; (o constantes reales. 
De este modo quedó probado que para A y R(z) generales 
no hay estabilidad. Habrá pues, que restringir el campo de 
las aproximaciones racionales, el de los operadores A o el de 
ambos. 
Asi, por ejemplo, Vitasek [35] demostró la estabilidad 
de cualquier esquema A-aceptable aplicado a operadores autoad-
juntos (pág. 21), concretamente probó que para estos operado-
res 
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||Rn (hA)|| £ e M t , M constante real , 
con A autoadjunto. Es decir, demostró que la A-estabilidad (e 
incluso la A(o)-estabilidad implicaba la estabilidad. 
Asimismo, Kato y Herch [13] demostraron que para Rii(z) 
= (2 + z) (2 - z) y T(t; A) semigrupo de clase A 
l|Rn (hA)|U 1 + C n 3 / 4 e 2 t m. 
Igualmente, dichos autores en el articulo citado, demos-
traron la estabilidad en el caso de semigrupos disipativos y 
holomorfos. Concretamente, si T(t; A) es disipativo y R(z) 
A-aceptable, 
||R (hA)|| £ 1 , 
y si T(t; A) es holomorfo y R(z) A-aceptable y su grado (dife-
rencia entre los grados del numerador y denominador) es nega-
tivo, 
||R (hA)|| = 0(h"á) , 
cuando h-*0 y 8 > 0 cualquiera. 
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CAPITULO 3 
APROXIMACIÓN RACIONAL A SEMIGRUPOS GENERADOS POR OPERADORES 
DE CLASE 3" 
El presente capitulo, en el que expondremos las lineas 
principales de nuestro trabajo, lo hemos dividido en tres 
teoremas y cuatro lemas. De ellos son rigurosamente origina-
les los tres primeros lemas y los dos primeros teoremas. No 
ocurre lo mismo con el lema cuarto y el teorema tercero, por 
lo que hemos omitido sus demostraciones, haciendo solo refe-
rencia bibliográfica a las mismas. 
Para el desarrollo de los anteriores lemas y teoremas, 
hepios precisado dar dos definiciones: en la primera, concreta-
mos la clase de operadores a los que se aplica nuestra teoría 
y en la segunda, caracterizamos las funciones racionales, que 
pueden ser utilizadas como aproximaciones a los semigrupos 
generados por los operadores definidos anteriormente. 
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3.1. Lema 1 
Sea Q un operador lineal acotado de un espacio de Banach 
5J en s1 mismo. Existe una norma equivalente |[•]| a la del 
espacio de Banach ||-||, dada por 
MQ k x|1 
(r(Q)+e)k (1) 
|[Q]I < r(Q) + e 
siendo e un número real arbitrariamente pequeño y N un número 
natural función de e . 
Demostración: 
Según se sabe, 
l i m | | Q k | | 1 / k = r(Q) 
k — oo 
siendo k un número natural y 
r ( Q ) < | | Q k | ' | 1 / k 
IMI -^ 
k=0 
con x e3S y tal que, 
- 5 8 -
Asi pues, dado un e>0, existe un número natural N, tal 
que Vk > N, 
||Qk||1/k< r(Q) + e (2) 
Por otra parte, es fácil comprobar que V x , y e $ 
1) IDO | ^0; |[x]| =0<^x = 0; 
2) | [ a x j | = | a | | [x] | a escalar; 
3 ) | [ x
 + y j | - ¿ I Í O V L Ü Í I < i llQkxll + [lQkyil = 
k=0
 (r (Q) + e ) " (r (Q) + e)k 
I W I + |[y]|, 
por lo que efectivamente la función |[ • Jj definida por (1) 
es una norma. 









 l l n k v l l N l lnk l [x]| = I l | Q x"




k=0 ( r (Q)+e ) ' 
En resumen, como queríamos demostrar, 
l |x | | < | [ x ] | < ' / j | | x | | . 
Veamos ahora, con esta norma equivalente a 
el valor de | [Q]|. Por definición: 
[Q]l = 












l Q k + 1 x H 
(r(Q)+e)k 
(r(Q) + ¿ ) k 
l [x] 
lQkxl |QN+1 x 
k =
° (r(Q) + e f (r (Q)+e) 
r(Q)+e 
= r(Q) + € + 
[x] 
H Q N + 1 x 
(r(Q) + c ) 
N+l 
N+l l l x l 
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deduciéndose a partir de (2) que la cantidad entre llaves es 
negativa. En efecto, 
IIQN*'*|¡ IlQNnll I N I A m i l í l iixii =l!xii 
Así pues volviendo a (4), 
I M I ,
 N 
T w T < r ( Q ) + e 
con lo que, en definitiva, 
|[Q]| < r(Q) +e 
Hay que destacar que el resultado de este lema, junto con la 
conocida desigualdad ([32], pág. 394), 
r(Q)< |[Q1| 
nos permite escribir , 
r (Q ) l | [Q j | < r (Q ) + e . 
Es decir, hemos demostrado la posibilidad de construir 
una norma, con la que acercarnos tanto cuanto queramos al 
radio espectral de un operador lineal acotado. 
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3.2. Teorema 1 
Consideramos un espacio de Banach 3 y un operador lineal 
acotado A, que aplique 65 en sí mismo, de la forma, 
j=o 
donde 
|Aj | = r(A)>r(Q) 
Pv?r?yP.=8..P. (j,i=l, 2, . . . p ) ; 
Pj.Q = Q.Pj = 0 (j= l, 2, ..., p). 
Existe una norma equivalente | | | . | | | con la norma o r i g i -
nal | | . | | del espacio de Banach 
P N IÍOk x l l 
l l l x l l l = I | [ P j X ] |
 + T
 | i q X J
' (5) 
j=0 ' k=0 (r(Q) + e ) k 
tal que, 
I I IAIM - KA) , 
x € $ ,e>0 arb i t rar io , N un numero natural función de e , y 
| [ - ] | la norma definida en el lema primero. 
Demostración: 
Por el lema primero, se sabe que dado un e arbitario 
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existe una norma |[*]|, tal que, 
|[Q]| < r(Q) + € . 
Así pues, podemos elegir dicho e de modo que, 
|[Q]|<r(Q) + e<v(A) (6) 
Teniendo en cuenta que |[•]| es una norma, es inmediato 
comprobar que |||*||| también lo es. En efecto, 
1) l l | x | | | > 0 , IHxlll = 0<£>x=0; 
2) M l a x l l l = \a\ | | | x | | | , «escalar ; 
P J L -Je 
3) | | |x+y| | = [QK (x+y)]| ¿^ l[Pj(x+y)]| + ¿^ ^ ^ y , n 
j ^ " k^ O ( r ( Q ) ' + e ) k 
N p N 
V 1 irnk . . i ! T " 1 V"1 ir „k. i y I[P
 x ] | +¿ 1 l « í k X|D> J y ] | +¿ lU£ iüL 1 i 
¿R J k=0 (r(Q)+e)K j^O J k=0 (r(Q)+ e ) K 
= Mlxlll + lllylll. 
Veamos ahora que es equivalente a |[*]|, 
l l lx | lk(2 KPjJI + I H qk H )| [x] | - v|[x]| 
j=0 ' k=0 ( r ( Q ) + e ) k / 
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donde y>\ pues |[P.¡]|^1, por ser P. (j=0, 1, ..., p) proyec-
tores (ver pág. 12). 
Por otro lado, 




con lo que | | | . | | | es equivalente a | | - | | y por (3) a | | « | | . 
Para calcular | | | A | | | , consideremos en primer lugar, 
P 
x-Px ^ 0 ( T P. = P) , entonces, 
y tomando normas 
||Pj A x | | - |Aj | | |Pj x | | = r(A) | |Pj x | | (7) 
Por otro lado, 
Qk A x = Qk( 2 A j Pj + Q) x = Qk + 1x, 
de donde, 
| | Q k A x | | = | | Q k + 1 x l U M Q M | | Q k x | | . 
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Con estos resultados y de la definición de | | | . | | | 
tenemos, 
l l |Ax| | | -¿ l[PjAx]|.k^l(rfcV6]il^ 
r(A) j io lÍPj^lHÍQJUio-feb 
KA) X |[Pi x]| + r(A) ¿^ _íi¿J<iL<r(A) || 
:F0 J k=0 (rfQ) +€)K~ 
|Ax|l l 
<r(A) 
En segundo lugar, si se veri f ica que x - Px = 0, se ten-
drá, 
x-P x = 0 =•> Q(I-P) x=Qx = 0=#>Qk + 1 x = 0 
con lo cual por (7) , 
MlAxI l l = | | [P. Axil = r(A) I | [P. xj 
J-0 j=o 
- K A ) | | | x | | | . 
Asi pues, 
NA x l l l 
l l | x | | | r(A). 
- 6 5 -
|||A||| = r(A) c.q.d. 
3.3. Definición 
Diremos que el operador lineal A pertenece a la clase Co 
(<*>), si A es el generador infinitesimal de un semigrupo 
[T(t; A ) , t>Oj de clase Co tal que 
|T(t; A) 11 < C e C, inconstantes reales 
Diremos que el operador lineal A pertenece a la claseÍT 
si: 
1) A e Co(tú); 
2) A genera el semigrupo [ T ( t ; A ) , t > 0 ] de la forma 
T ( t ; A) = P eAot + S ( t ; A j ) ; t > 0 , ¿ Q r e a l , (8) 
con i ) P2 = P, | | P | | < K < oo , 
i i ) P S ( t ; Ax) = S ( t ; Aj) P = O 
y i i i ) r [S(t; Aj)]< e V . 
Antes de seguir, veamos las propiedades de S(t; A,). De 
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la definición de clase ÍT , tendremos; 
T(t i ;A) T(t2;A) = (P e ° X+ Sít^A^) (Pe ° 2+ S í t ^ A j ) ) = 
= P e V W + SítpAj) S(t2;A1) 
T(tj + t2;A) = P e V W + S(tj + t^Aj) 
y por ser [T(t;A), t>0] un semigrupo serán iguales los prime-
ros miembros, y por tanto los segundos , con lo que 
[S(t;A,), t>o] es un semigrupo. 
Por otro lado, al ser [T(t;A), t>0] fuertemente conti-
nuo de clase Co, [S(t;A,), t > Oj también lo será ([14], pág 
389) 
En resumen, [S(t;A,), t>0] es también un semigrupo fuer-
temente continuo de clase Co cuyo generador infinitesimal 
representaremos por A,. 
3.4. Lema 2 
Si AeíT y [T(t;A), t>0] es acotado, 
1) A = A Q P + Ax, 
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siendo A, el generador infinitesimal de S(t;A,) 
2) A_ es negativo; 
3) ffíAjJcfz eC, tal que Re (zQ) < A 0 } . 
Demostración 
De la definición de clase ÍT , se tiene 
T(t;A) x = P e V x + SCtjAj) x (9) 
Restando (9) de la identidad 
x = Px + x - Px, 
dividiendo por t y tomando limites obtenemos 
V 
lim T(t;A) ~ l x = limP- =-i- x + 
t - o + t t-01" l 
+ lim S(t;Ai) Z l x 
t-0 + t 
de donde 
A =A 0 P + Ax, 
con lo que hemos demostrado la primera proposición. 
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Es de notar que este resultado era previsible, puesto 
que el generador infinitesimal puede considerarse como la 
"derivada" en un cierto sentido del correspondiente semigru-
po. Asi pues, "derivando" (8) con respecto al tiempo se obtie-
ne el resultado deseado 
2) Tomando la norma de (8) 
l|T(t;A)||á ||P|| eA° + ¡ |S(t;A1) 11 
y como T(^;A)es acotado, se deduce queA debe ser negativo. 
3) De la definición de claseíT(condición i i i ) ) 
r |S( t ;A 1 ) |<eAo t 
o 
y con el lema 1", se obtiene 
|[S(t;A1)J|< e V 
y de la definición de tipo de un semigrupo se obtiene, repre-
sentando pora) el tipo S(t;A,), 
(o = lim sup-J-ln |[S(t;A,)]|, 
u
 t — o o u L 
con lo cual 
afAjJcjzeC, tal que Re(z)<A Q}, c.q.d. 
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Finalmente, una característica a destacar es que 
Síf.Aj) (I-P) = (I-P) SítjAj) = SítjAj), 
como resulta evidente de ii). 
Introduciremos a continuación una condición que denomi-
naremos.^. 
3.5. Definición 
Sea un operador lineal A de la forma 
A =^P + Aj 
y una función racional R (z). 
Diremos que R (z) satisface la condición JL si es una 
n
 m,n ' 
aproximación A-aceptable a la exponencial y además ver i f i ca , 
lRm,n (Ao>l > s u p { | R m > n ( / / ) | ; R e / a < A 0 } . 
Que la clase definida por la condición JG no es vacia es 
fác i l de comprobar prácticamente, concretamente lo hemos he-
cho para las aproximaciones de Padé R .(z) y R Jz) y ya 
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que las aproximaciones situadas por debajo de la diagonal 
principal de la tabla de Padé, toman el valor unidad en el 
eje imaginario y tienden a cero cuando z <» , es fácil 
suponer que también satisfagan dicha condición. Sin embargo, 
no pueden cumplir dicha condición, pues toman el valor unidad 
tanto en el eje imaginario como en - oo , las aproximaciones 
de la diagonal principal. 
Veremos a continuación un lema fundamental para nuestro 
estudio, que establece la conservación de la condición 3* cuan-
do un operador de esta clase, se toma como argumento de una 
función racional, que verifique la condiciónJC 
3.6. Lema 3 
Sea Ae 3* y R (z) una función racional que verifica la 
condiciónJC. Entonces 




Comencemos demostrando que, 
R
m n( h A) = p Rm n ( n A J + Rm JhA,) m,n* m,nx o' m,nx 1 
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en efecto, de (7) , 
T(t;A) = P eA o t + S f t ^ ) 
tomando transformadas de Laplace 
R (A.A) = J^J- +RU.A!) 
y de aquí (ver f igura) , 
Rm,n(hA^= -7ZT<k W h A ) R ( A » A) 
^éRm,n(h A ) A-J*. dA + 
= P R m , n ( h A o ) + R m , n ( h A l ) ' c.q.d 
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Además, por el teorema de la transformación espectral (ver 
pág. 24) y la condiciónJC, 
rtRm,n(h A1}J = ^ PÍ'VnW ta1 que feai^) \< Rm,n(H) 
y finalmente no quedará más que demostrar: 
P Rm n(n A T ) = Rm n ( n A,) P = 0. ,n* 1' m^n 1 
En efecto, ya que, 
P
' V ( h Al ) =-¿if Rm,n ( h^ ) P R (^' Al ) d^' 
V n ^ V ' P=TTi^Rm,n(h^R^'Al) P d^ ' 
bastará con demostrar, 
P R í / M j ) = RÍ/U.Aj) P . 
Ahora bien, segOn se sabe 




P RÍ/U.Aj) = I e~Mt P SítjAj) dt 
J
 o 
Rf^u.A,) P = I e " ^ Sí t íA^P dt 
y teniendo en cuenta la condición i i ) de la definición de 
clase 3", se llega al resultado deseado. 
Para determinar estos lemas, necesarios para la demostra-
ción del teorema 2, vamos a enunciar el siguiente lema, cuya 
demostración no daremos pues, a diferencia de los anteriores, 
es ya conocido y puede consultarse, por ejemplo, en ( [14 ] , 
pSg. 357). 
3.7. Lema 4 
Supuesto que [T(t;A), t > o] sea un semigrupo continuo, 
S(t;B) = e"*" T(t;A) define también un semigrupo fuertemente 
continuo y 
B-= A - col 
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donde B es el generador infinitesimal de S(t;B) y A el de 
T(t;A). 
3.8. Teorema 2 
Sea AeíTy R (z) una función racional que cumple la 
condición JL. Entonces: 
i l [ R m j n ( h A ) ] n | U M e ' £ t 
n = 1 , 2, . . . . t = nh, t = f i j o . 
Es decir, el esquema definido por R (z) es estable. 
Demostración: 
Supongamos primero que T(t;A) sea acotado. Según el lema 
tercero y el teorema primero, podemos hal lar una norma I I I* 11 I 
ta l que 
H I W h A ) l l l = r tRn>,n<hA)]= W h A o > -
y as i , por ser Rm n(z) A-aceptable y A < 0 (lema 2) , 
M | R m j n ( h A ) | | | < l , 
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de modo que, 
MI[R m, n(hA)] n |J|<1, 
il ™ J. y £ ) O $ • • • ) 
y con otra norma equivalente cualquiera 
M [ R m > n ( h A ) ] n | | . < / J , £ > o 
n = 1 , 2 , 3, . . . 
Lo cual demuestra la estabilidad del esquema definido por 
R (z) para T(t;A) acotado. 
Supongamos ahora que A es el generador infinitesimal de 
un semigrupo [T(t;A), t>0] no acotado 
||T(t;A)|UCea,t , o)> 0 
Definamos una nueva función, 
1 
Mz) = ~ T T r [ R m n ( z + hü>) - Rm K,(Z)J n nú) L ,  ' ,nv J 
despejando R (z + hco) resulta, 
- 7 6 -
Rm n(Z + h<*>) = Rm n(Z) + ^ 6>f
 h (Z) 
m,nv ' m,n n 
y consiguientemente, podremos escribir 
Rm n(h A) = Rm n(h B) + hwf.(h B) (10) m,n m,nv h 
donde evidentemente 
B = A -O) I 
Un aspecto a destacar en la anterior expresión es que, 
asi como la función de operador R (h B) podriamos definir-
la a partir de R (z) del modo clásico, 
r
 m,n ' 
Rm n(h B) = " 5 — T ^ R m n(Z) R(Z> h B) ÓZ • 
m,nv ' ZTZ 1 j l m,nv ' v ' 
(C contorno de cr(A) con respecto de R _(z)) puescr(B) es un 
subconjunto del dominio de analiticidad de R (z), no ocurre 
m,n 
lo mismo con Rm (h A) respecto de R (z + ho>), ya que si m,nv ' r m,n v ' J ^ 
denominamos A al dominio de analiticidad de este último 
A = {zeC / Re(z)< - h ü ) } 
y teniendo en cuenta que el tipo del operador A esa»0, se 
tiene 
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c(A) c (z e C / Re(z)<cü } , 
por lo que 
ff(A)í4 
y hemos de definir R (h A) a partir del cálculo operacional 
de Hille-Phillips ([14] cap. XV o [10] cap. VIII), como 
Rm,n(h A ) = /T(t;A) d a(t) 
siendo Rm Az + ho>) la transformada de Laplace-Stieltjes m,n ' r 
(ver pág. 28) de la función a ( t ) , 
RmJZ + hü,) = p Z + hwH d a ( t ) 
consecuentemente, también 
m,nv ' 
f h (h B) 
con 
ÍT(t;B) d a ( t ) , 
o 
JT(t;B) d b(t), 
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Rm,n<2> = / e Z t d a ( t ) , 
fh(z) = | e z t d b ( t ) . 
Volviendo a (10) y tomando la norma . 
I H R m y h A ) i l l < l l l R m , n í h l 3 ) I M + h " M | f h ( h B ) | | ! 
como ahora B es el generador de un semigrupo acotado tendre-
mos por la primera parte de este teorema 
l l | R m , n O > B ) | | | < i . 
Veamos lo que sucede con f. (h B). Por ser R (z) A-acep-
table, se tendrá 
con |Too| = 1 6 0 y grado Q2(z) > grado P2(z). Del mismo modo 
con |r^ | = 1 5 0 y grado Q,(z) > grado P,(z). 
Entonces 





-u tm" r°° tTírtr 
Pt(z) Q2(z) - P2(z) Q^z) P3(z) P3(z) 
Qj(z) Q2(z) = "Q3TZT 
Como B es el generador de un semigrupo acotado, tendre-
mos, por la primera parte de este teorema 
niyn<hB>m< i. 
Para ver lo que sucede con la cota de f. (h B) necesita-
mos una ciertas definiciones y nomenclatura que tomaremos de 
[5]. Representaremos por M el espacio de Banach de las medi-
das acotadas en R con norma, 
||a(t)|| = f d |a|(t) 
•Loo 
A 
y por M el álgebra de sus transformadas de Fourier, 
á(z) = / e i t z d a ( t ) , 
con norma 
1*11 • 11*1 
Además, denotaremos por M el álgebra de las transforma-
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das de Laplace a de las medidas: 
~ + 
Si a e M con soporte comprendido en R , 
00 
a(z) =/ezt d a(t) . 
'o 
Asimismo denotaremos por f> x la restricción de f a Re z 
c, as! por ejemplo, 
fc(¿) =f(i{+c). 
Por otra parte, por ser R
 n ( z ) , A-aceptable, se tendrá 
fn(0) e L2 (R) y f¿(0)e L2(R) y asi f h (0 )« M y f ^ í í y por 
consiguiente, 
Mf h (B ) | | < C . 
de donde, 
||Rm>n(h A)||*l + hwC. 
Asi pues, 
n wCt I M | R m í n ( h A ) | n | | | á ( l + hwC) < e' 
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Finalmente, no debemos terminar este capitulo sin hacer 
algunas precisiones sobre el modo de operar prácticamente 
para resolver un problema de Cauchy bien planteado, asi como 
estudiar,en este caso,la convergencia de la solución obteni-
da. 
A efectos prácticos, no solo se procede a sustituir el 
semigrupo de operadores por su aproximación racional, sino 
que además el operador A se discretiza (habitualmente por 
diferencias finitas o elementos finitos) para obtener una 
matriz A. , con lo cual la solución que obtenemos es de la 
forma, 
v(t) = Rn (h Ah) u0, n h = t, 
en lugar de la solución teórica 
u(t) = T(t;A) u0, 
con lo cual el error cometido será: 
l|u(t)|| - v(t)|| (11) 
Pero antes jde seguir estudiando la anterior expresión, 
enunciaremos un nuevo teorema que vamos a necesitar inmediata-
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mente y cuya demostración puede ser consultada en [22]. 
3.9. Teorema 3 
Si u eD(A s + 2), R(z) es A-aceptable y 
|R(z) - ez | = 0 (|z|)-
se tiene 
||Rn(h A) u0 - T(t;A) u j | = 0(hs), 
Volviendo a (11) aplicando la desigualdad del triángulo 
se obtiene 
||T(t;A) uQ - Rn(h Ah) uQ|| < ||T(t;A) uQ - etAh uQ|| + 
+ ||e t Ahu 0- Rn (hA h) u0||. 
Ahora bien, supuesto ||A- Ah|| = 0(hs+1) con uQ e © ( A 1 ) 
se puede demostrar [13] que, 
||etAh uQ - T(t;A) uQ|| = 0(hs). 
Como por otra parte, supuesto que se cumplen las hipóte-
sis del teorema 3, tenemos, 
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| |Rn(h A) uQ - T( t ;A) uQ\\ = 0 ( h s ) , 
resulta en d e f i n i t i v a 
| | u ( t ) - v ( t ) | | = 0(hs) 
con u 0 € D ( A J ) ; j = máx ( 1 , s+2>. 
Asi pues, supuesto nuestro método convergente para un 
cierto operador A, también resultará convergente para el ope-
rador resultante de discretizar aquel A, . 
Pero tadavía hay otro resultado notable y es que para 
resolver el problema de Cauchy abstracto sustituyendo A por 
A. mediante nuestro método habrá que comprobar si A. e 3* , lo 
cual será ahora mucho más fácil, por ser A, una matriz y re-
sultar bastante más sencillo el cálculo de su espectro. 
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CAPITULO 4 
EJEMPLOS DE APLICACIONES 
El presente capítulo lo vamos a dedicar a exponer dife-
rentes tipos de ecuaciones de frecuente aparición en Análisis 
Numérico Aplicado, que pueden ser descritas por operadores de 
la denominada clase 3*, y a los que por tanto son aplicables 
los métodos de resolución ya descritos. Comenzaremos por los 
sistemas llamados "stiff" cuyos mas notables ejemplos prácti-
cos se hallan en la teoría de control e ingeniería química. 
4.1. Sistemas "stiff" 
Consideremos el sistema de ecuaciones diferenciales 
y' = Ay +<D(x) 
donde<p(x) es un vector de m dimensiones y A una matriz m x 
m. La solución de este sistema es 
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m 
y(x) = / ^ ck e K zk + V(x) 
k=l 
donde A k son los autovalores de A; z. los correspondientes 
autovectores; c. constantes a determinar a partir de las con-
diciones iniciales yf(x) una solución particular del siste-
ma. Supongamos ahora que ReA k< 0 con K = 1, 2, ... m y sean 
A^yA^dos autovalores tales que: 
|ReAM | 1 iRe A k| £ |Re A „ | . 
Ahora, para llegar a obtener numéricamente la solución 
permanente ^(x) debemos: 
1) Tomar un intervalo de integración numérica tanto más 
grande cuanto más pequeño sea |ReAtí |. 
2) Escoger un paso h de integración pequeño, pues el tamaño 
de h, debido a la estabilidad, está determinado por r(A) 
que será igual a |ReAv|. 
En resumen, si |ReA
 v\ » |Re A^| debemos de trabajar en 
un intervalo grande aplicando un paso pequeño. Esta situación 
extremadamente desfavorable se denomina "stiffness". Así pues 
podremos definir [19] un sistema "stiff" del modo siguiente: 
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El sistema lineal 
y' = Ay +<P(x) , 
se denomina "stiff" si 
1) ReA
 k < 0 Vk4 
2) máx |ReA , | » min |Re A
 k | . 
l < k < m l < k £ m 
A la razón 
ntéx |ReA k l 
m1n | Re A. | 
se le denomina radio de "stiffness". 
Para sistemas y1 = f(x, y) no lineales, la "stiffness" 
está determinada por la estructura de los autovalores del 
jacobiano de f(x, y ) , y asi diremos que el anterior sistema 
es "stiff" en un intervalo I de x si V x e I los autovalores 
de satisfacen las condiciones 1) y 2) de nuestra defini-
cifin. 
A estos sistemas se les conoce también como "sistemas 
-87-
con gran constante de Lipschitz", pues, llamando L a esta 
constante, se tiene 
L = \\H\\>r(lL) =máx U J (k = 1, . . . , m) 
dy ~ dy K 
y para estos sistemas hemos visto que 
mSx |Ak| » 0 
Un ejemplo sencillo, pero muy interesante, lo constituye 
la ecuación del calor 
2 
J L " -|4 0 < X < 1 , 0 < t < T 
óx ° 
con la condición inicial 
u(x, 0) = g(x) 
y las condiciones de contorno 
u(0,t) = u(l,t) = 0. 
Para resolver esta ecuación procederemos por el método 
de semidiscretización, que como dijimos anteriormente,consis-
te en discretizar primero las variables espaciales. Escribien-
do h =4- y 
m 
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d u u(x - h, t) 
— = 




u l = 
u2 = 
u3 = 
h h h 
Y (- 2uj + u2) 
^(uj - 2u2 + u3) 
u9 - 2u, + u,) 
m-1 
— x (1,0) 
.2Au2 "u3 u4 
U l 1 = _ 9 " (Um O " 2Um i) 
m-1 ,¿ x m-2 m-1' 




















L V lJ 
o, en la forma más compacta, 
u
' h = Ah uh (1) 
y solo quedará resolver este sistema. Ahora bien, los autova-
loresAk de la matriz A. están dados por: 
1 - 4 con2 k * 
xk - --$ sen *r k = 1, ..., m-1 
y consecuentemente el sistema (1) es "stiff", pues, para h 
pequeño 
4
 con2 * n 





De la definición expuesta de sistemas "stiff", la apli-
cación de nuestros resultados a los mismos es obvia, ya que 
si A es la matriz de un sistema "stiff" sus autovalores son 
distintos, la matriz será diagonalizable y por tanto se podrá 
expresar de la forma 
m 
A= n k pk, 
k=l 
con 
Pk . P, = o, 
m 
1 = I Pk 
k=l 
que implica que A sea de clase í. 
4.2. Ecuación de difusión 
El siguiente tipo de ecuaciones que vamos a tratar por 
nuestro método son las ecuaciones de difusión , de máxima 
importancia en la Física. Tomaremos como ejemplo de estas 
ecuaciones, la siguiente ecuación en un espacio tridimensio-





— = div (D(x) grad u(x , t ) ) + au (x , t ) xe G (2a) 
Bt 
con las condiciones de contorno, 
u(x.t) « 0;2ü. = 0 x e ^ G ( 2 b ) 
Bt 
y la condición inicial u(x,0) = u , 
donde u(x,t) representa la concentración de materia en el 
punto x, en el momento t; x = (x,, Xp, x 3 ) , D(x) es una fun-
ción positiva y parcialmente continua en G, y cr una constante 
negativa. 
Nuestro operador será 
A = div (D(x) grad) + o 
y su dominio de def inic ión, 
D(A) = {u e L2, u'e L2, u"e L2; u(x) = 0, x €,?G} 
Para demostrar que este operador pertenece a nuestra 
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clase (T , necesitamos previamente estudiar sus propiedades, y 




 ¿j dT (D^ +Í7U 
j=i J J 
prescindiendo de expresar la dependencia de D y u con la va-
riable. 
1" A es un operador autoadjunto (pág.21). 
En efecto, sean u, v e D ( A ) , formemos el producto esca-
lar (A u, v) 
(A u, v) =j( 2 - ^ r ( D ^ u))v dx +afu v dx; 
G j = l j j G 
aplicando ahora la fórmula de Green ([6], vol I, pag. 
280) a la primera integral del segundo miembro, tenemos 
(Au, v) = - J j (D-^u) (J-v) dx + 
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• I /.(D-g- v - D ^ U) ds • a / u v d x . 
donde la segunda de las integrales valdrá cero por las 
condiciones de contorno. Aplicando de nuevo la fórmula 
de Green, encontramos 
(Au, v) = £ f u ^ - Í D ^ v ) d x + a í u v d x 
j=lJG J J ;G 
= (u, Av). 
A es definido negativo (pág. 22). 
Resulta inmediato del anterior desarrollo, pues teniendo 
en cuenta que O"<0, 
3 
(Au, u) = - > ¡ DU— U) dx +<J I u2 dx < 0. ¿^ j ü(£-u) x+a/ u< 
j=l G J G 
O (A) c ( -oo, 0). 
Por ser A autoadjunto, su espectro pertenece al cuerpo 
de los reales. Además, si Ae<j(A), O i A e R , se tendrá, 
(A u, u) = U u, u) = X u 210 
en contradicción con la propiedad demostrada de ser A 
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definido negativo. 
Como corolario, se deduce que A existe, pues, ya que 
O Í < T ( A ) , no existirá ningún u * 0 e D ( A ) , tal que 
Au = 0, 
quedando probado ([32], pág. 14) la existencia del ope-
rador inverso. 
a -i 
4" A es continuo. 
Bastará con demostrar que 
||Au||^m||u||, V u e a (A), 
pues entonces ([32], pág. 55) existe y es continuo el 
operador A~ , cumpliéndose, además, 
I I A " 1 ! ^ — • 
m 
Recordando la desigualdad de Schwartz tendremos, 
| |Au| | | | u | | > | ( A u , u) | -
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3 
= 1-1 \^r. (D^T u) u dx + a j u2 dx| 
-¡=1 J J 
y, aplicando nuevamente la fórmula de Green, teniendo en 
cuenta las condiciones de contorno 
c c 
l|Au|| M u l U I ^ / ' D ( ^ T u) dx+cr/u dx| 
G 
2 
Recordando ahora la desigualdad de Friederich: si ue|_ , 
2 
u' e L , 3 K > 0 tal que 
j |U'(X)|2 dx > K Í|U(X)|2 dX 2
 dx >fcí|-'-" u 2 
G G 
y aplicando el teorema del valor medio a la primera de 
las integrales 
o 
| |Au| | | | u | | > DQ ^ J ( - ^ - u ) 2 d x + | a\f u 
j = l G J G 
D0 = mjn |D| 
2
 dx , 
- 9 6 -
tendremos definitivamente 
3 




MAu|| ^ m||u|| c.q.d. 
5" A es cerrado (pSg. 9). 
Efectivamente, consideremos una sucesión { u }tal que u 
e D ( A ) , V n . Seajf lotra sucesión tal que, 
n n 
por la existencia de A" , esto implica, 
un = A _ 1 fn 
n n 
y como A" es también continuo 
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llm un = A"1 I1m f . n n 
n — co n — oo 
Llamando ltm u = u; lím f = f, tendremos, 
n n 
n — o o n — oo 
u = A _ i f 
de donde 
u =tt(A_1) = D (A). (3) 
Por otra parte, de 
u = A_ i f 
se obtiene, 
f = A u 
es decir, 
L1mfn = A (Hm u n ) , (4) 
n — oo n — °° 
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deduciéndose de (3) y (4) que A es cerrado. 
También se podría demostrar que A es cerrado probando 
que el operador adjunto de uno dado es siempre cerrado. 
En efecto, sea A' el operador adjunto de A, y sean un y 




n — co 
A u n _ f ; 
n — oo 
VzeD(A) estas hipótesis implican 
(z, u n ) — (z,u), (5) 
(z, A' un) — (z, f), (6) 
De la definición de operador adjunto: 
(z, A un) = (Az, un) 
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A su vez, de (4) se obtiene, 
(Az, un) — (Az, u) (7) 
y de (6) y (7) se llega a, 
(Az, u) = (z, f ) ; 
de donde, 
f = A' u 
y 
U e D (A') C.q.d. 
a 
6" A es el generador infinitesimal de un semigrupo de cla-
se CQ (pág. 26). 
Es fácil de comprobar a partir del teorema de Hille-Yosi-
da. Como acabamos de demostrar que A es cerrado y eviden-
temente 2) (A) =&,solo queda por probar que, 
11 [R(A ,A)Jnf | < ^ — n 
{A + (o) 
paraX> 0; n= 1, 2, 3, ... 
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SegGn se sabe si A es autoadjunto, 
l R ^ > A > M á d ( / i > a ( A ) ) 
([10], vol II, pág. 1.192) representando por d(¡u,cr(k)) 
la distancia de /u a <7(A). Como a(A) c (-00, 0 ) , si ¡u > 0 
d (|i,or(A))>|i. 
Así pues: 
1 ||RU, A)||£— c.q.d. 
En resumen, se verifica el teorema de Hille-Yosida (ver 
pág. 28) por lo que efectivamente A genera un semigrupo 
T(t;A) y consecuentemente nuestra ecuación (2a),con la condi-
ción de contorno (2b), tiene solución que se puede expresar 
por 
u(t) = T(t; A) uQ, 
siendo u = u(0). 
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Vistas estas propiedades, podemos demostrar que el opera 
dor A e í . SegOn la tercera de las propiedades del operador 
A, CJ(A) c (-oo, 0) y, además, es conocido que el conjunto de 
sus autovalores son simples y constituyen conjunto numerable, 
siendo el sistema de sus autofunciones (que representamos por 




/G vk • v i d x = «i j • 
De lo anterior se deduce que si u(x) e D(A) y satisface 
(2a), puede expresarse como 
00 
U(X) = ¿^ <u> \) V 
k=0 
por lo cual, 
00 00 
AU = A
 Z ^ » v v k = Z A k ( u > vk)vk 
k=0 k=0 
y podremos escribir 
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Au = A Pu + A, u, 
donde 
Pu - (u, v0) v0, 
00 
Al u\L Ak (U' "*] V 
k=l 
expresiones que prueban que el operador P representa el opera-
dor proyección sobre v mientras que A, representa la suma de 
las proyecciones sobre las restantes autofunciones v. , k = 1, 
2 
De lo anterior es inmediato que A e ÍT y por tanto podre-
mos aplicar nuestro método a este tipo general de ecuaciones. 
4.3. Ecuación de transporte 
El ultimo ejemplo de ecuaciones a las que demostraremos 
que se pueden aplicar nuestro método lo constituye la ecua-
ción de transporte. Como es sabido la forma más general de 
esta ecuación es: 
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xe G (8a), 
x e<?G. (8b) 
(u (x, v), n (x))< o xe<?G (8c) 
donde [23], ([29], pág. 218, 222), donde x,v y v' son vecto-
res que caracterizan la posición y las velocidades de la par-
tícula; u (x, v) denota la densidad de partículas (normal-
mente neutrones de un reactor) y también depende del tiempo 
aunque por simplicidad no lo hemos denotado explícitamente, 
finalmente, v , o ,(jf> ov* V,X J Q» son magnitudes que re-
presentan parámetros físicos del sistema. 
En las condiciones de contorno, n(x) representa la nor-
mal exterior a la superficie, por lo que es evidente, que la 
segunda de las condiciones, implica la no incidencia de par-
tículas al sistema desde el exterior. 
Habitualmente Q = 0 y así lo consideraremos. Por lo que 
í""5t + v 7^ u ^x' v^ = -va(x> v) u + 
/ v'a (v1, v, x) u (x, v') dv' 
V 
/v v'v(y) of (v')X(v', v) u (x, v') dv' + Q 
con las condiciones de contorno 
u (x, v) = 0 
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respecta a la última de las integrales de (8a), vale cero si 
el medio no es multiplicativo, es decir es un moderador, aun-
que aquí la consideremos distinta de cero para mayor generali-
dad. 
Como normalmente u(x, v) es conocido en t = 0 las ecua-
ciones (8a), (8b) y (8c) constituye un problema de valores 
iniciales que se puede escribir simplificadamente: 
3u 
-= A u 
-at 
u (o) = u0 
donde A es el operador de Boitzmann que descompondremos en la 
forma 
A = L + S + F, 
L = - v 7 - U f f , 
S = jv' <JS (v 1 , v, x) d v \ 
,F =jv'v(v)af (v')X(v', v) dv ' , 
- 1 0 5 -
con ÍD{A) » {u, u" e LP (G)} 
y 
P e (l,00) 
Descomponiendo a su vez el operador de scattering S en 
la forma 
S = S + S. , 
e in* 
donde S. es compacto, Marek demuestra en el articulo citado 
[22] que si 
r(R(a, A))>r(R(a, L + Sfi)), (9) 
siendo 
a e p(A)np(L + S e), 
se verifica: 
1) A es el generador infinitesimal de un semi grupo de 
operadores T(t; A) de clase C . 
2) Hay un t > 0 tal que r(T (t; A)) es un polo de R(/u, 
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T(t;A)) con un número f i n i t o de autovalores asociados. 
3) Existe unA tal que, 
Aea(A)=>Re A £Re^Q = AQ 
y existe un A e a (A) con • Re A = A 
4) El semigrupo T(t; A) es K-positivo (ver pág. 18) para 
t > 0. 
5) El semigrupo T(t; A) es K-irreducible (ver pág. 18) para 
grandes valores de t. 
Con estas conclusiones tomadas como hipótesis se puede 
demostrar finalmente [22] que: 
1) a(A)n{^: Re A =A Q } ^ AJ, 
2) T(t; A) = e A o t P + S (t; Aj). 
donde 
P2 = P, 
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P . S (t; Aj) = S(t; Aj). P = O 
y 
e-*ot >r|S(t; A ^ l , 
es decir, 
Ae ÍT , 
con lo que queda demostrada la posibilidad de resolver estas 
importantes ecuaciones de la Física por nuestro método. Hay 
que hacer notar que la condición (9) apenas es restrictiva, 
pues es satisfecha por gran número de modelos prácticos de 
ecuaciones de transporte con que se representan los procesos 
de este tipo que tienen lugar, por ejemplo, en el interior de 
un reactor. 
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