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META-STABILITY AND CONDENSED ZERO-RANGE
PROCESSES ON FINITE SETS
J. BELTRA´N, C. LANDIM
Abstract. We propose a definition o meta-stability and obtain sufficient con-
ditions for a sequence of Markov processes on finite state spaces to be meta-
stable. In the reversible case, these conditions reduce to estimates of the
capacity and the measure of certain meta-stable sets. We prove that a class
of condensed zero-range processes with asymptotically decreasing jump rates
is meta-stable.
1. Introduction
The zero-range dynamics is a Markov process which models the evolution of
indistinguishable particles on some set S. It can be informally described as follows.
Set S = ΛL, the one dimensional discrete torus with L points, fix a finite range
probability measure p on Z and a rate function g : N → R+ such that g(0) = 0,
g(k) > 0 for k ≥ 1. If there are n particles at a site x of ΛL, at rate p(y)g(n) one of
them jumps from x to x+ y. The name “zero-range” derives from the observation
that, infinitesimally, the interaction is only with respect to those particles at the
particular vertex. The case when g(k) is proportional to k describes the situation
of completely independent particles.
Denote by η the configurations of the state space NΛL and by η(x), x ∈ ΛL,
the number of particles at site x for the configuration η. To describe the invariant
states of the process, let Z : [0, ϕ∗)→ R+ be the partition function given by
Z(ϕ) =
∑
k≥0
ϕk
g(k)!
,
where g(k)! = g(1) · · · g(k), and where ϕ∗ stands for the radius of convergence of Z.
An elementary computation shows that the product measures {νϕ : 0 ≤ ϕ < ϕ∗}
defined by
νϕ(η) =
∏
x∈ΛL
1
Z(ϕ)
ϕη(x)
g(η(x))!
are stationary states for the Markov dynamics described above. The parameter ϕ
is called the fugacity.
The density of particles under the stationary state νϕ, denoted by ρ(ϕ), is given
by
ρ(ϕ) = Eνϕ [η(x)] =
1
Z(ϕ)
∑
k≥0
k
ϕk
g(k)!
= ϕ∂ϕ logZ(ϕ) .
The density ρ : [0, ϕ∗)→ R+ is a strictly increasing function of the fugacity. Denote
ϕ(ρ) the inverse function and by ρ∗ = limϕ→ϕ∗ ρ(ϕ) the critical density. By [11,
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Lemma II.3.3], ρ∗ = ∞ whenever ϕ∗ = ∞. In contrast, if ϕ∗ < ∞ both cases can
occur.
Assume that ρ∗ < ∞, i.e., that we have a phase transition. By [11, Lemma
II.3.3], Z(ϕ∗) < ∞ and the measure νϕ∗ is well defined. Therefore, there is a
product stationary state if and only if the density is less than or equal to the
critical density ρ∗.
To examine the stationary states above the critical density, denote by ΣΛL,N ,
N ≥ 1, the set of configurations with N particles: ΣΛL,N = {η ∈ N
ΛL :
∑
x∈ΛL
η(x)
= N}. Since the dynamics preserve the total number of particles, if the randomwalk
on ΛL associated to the transition probability p is irreducible, the sets ΣΛL,N are
the ergodic components of the state space. Let µL,N denote the unique stationary
probability measure on ΣΛL,N .
For ρ ≤ ρ∗, as the total number of site increases to infinity and the density
is kept equal to ρ, the equivalence of ensembles [11, Appendix 2] states that the
marginals of the measure µL,N converges to the measure νϕ(ρ). More precisely, for
any n ≥ 1 and any (k1, . . . , kn) in Nn,
lim
L→∞
µL,[ρL]
{
η : η(xi) = ki , 1 ≤ i ≤ n
}
= νϕ(ρ)
{
η : η(xi) = ki , 1 ≤ i ≤ n
}
.
In this formula, [a] stands for the integer part of a ∈ R.
Above the critical density, in the stationary state, all additional particles concen-
trate on one single site [6, 10, 9, 8]. In the remaining sites, particles are distributed
according to the grand canonical measure at the critical density [9, 1]: for ρ > ρ∗,
lim
L→∞
µL,[ρL]
{
η : η(xi) = ki , 1 ≤ i ≤ n
}
= νϕ(ρ∗)
{
η : η(xi) = ki , 1 ≤ i ≤ n
}
,
lim
L→∞
µL,[ρL]
{
max
1≤x≤L
η(x) ≥ [(ρ− ρ∗)L]
}
= 1 .
There is a huge physical literature on condensation. In this respect, the zero-
range process and similar interacting particle systems have been used to model
traffic flow, phase separation dynamics and sandpile models ([7] and references
therein).
In this article we examine the time evolution of the site which concentrates all
additional particles in the case where the total number of sites is kept fixed, particles
are allowed to jump to any site with uniform probability and the total number of
particles increases to infinity. We prove that in a proper time scale the position of
the site evolves according to a random walk on ΛL.
To prove this result we first propose a simple analytical definition of meta-
stability to be compared with the pathwise approach introduced in [5] and the
spectral definition in [4]. A sequence of Markov processes {ηNt : t ≥ 0} indexed by
a parameter N is said to be meta-stable if the state space EN can be partitioned
in a fixed finite number of sets ∆N , E1N , . . . , E
κ
N with the following two properties.
(a) The time spent in ∆N in any interval of time [0, t] vanishes as N ↑ ∞.
(b) Denote by ξNt the trace of the process η
N
t on EN \∆N . For x in EN \∆N , let
ΨN (x) = j if x belongs to E
j
N , 1 ≤ j ≤ κ. The (not necessarily Markovian)
process ΨN(ξ
N
t ) converges to a Markovian process as N ↑ ∞.
If there is a well deeper than all others, as it is the case in the Curie-Weiss model
of [5] for some parameters, the asymptotic Markov process has one absorbing state.
In the condensed zero-range processes of Subsection 2.4, in contrast, there are
3several well at the same maximal depth and no absorbing state appears in the
limit.
We obtain sufficient conditions for a sequence of Markov processes on finite
state spaces to be meta-stable. In the reversible case, these conditions reduce to
estimates on the capacity and on the measure of the meta-stable sets EjN . We then
prove that zero range processes associated to a class of decreasing rate functions
g(·) are meta-stable.
2. Notation and Results
2.1. Meta-stability. Let (EN )N≥1 be a sequence of finite state spaces. For each
fixed N ≥ 1 consider an irreducible EN -valued Markov process (PNη )η∈EN on the
path space D(R+, EN ) with generator
LN(f)(η) =
∑
ξ∈EN
{
f(ξ)− f(η)
}
RN (η, ξ) .
Let ENη denote the expectation with respect to P
N
η . For t ≥ 0, let η
N
t stand for the
projection ηNt : D(R+, EN ) 7→ EN . As usual, we shall also use η
N
t to refer to the
Markov Process (PNη )η∈EN .
Fix an integer κ ≥ 1 such that
κ < lim inf
N→∞
|EN | ,
where |EN | stands for the cardinality of EN . Let S = {1, 2, . . . , κ}. For each EN
and each x ∈ S fix a subset ExN ⊆ EN such that E
x
N ∩ E
y
N = ∅ for all x 6= y. Let us
denote EN = ∪x∈SExN and ∆N = EN \ EN , so that we get the partition
EN =
( ⋃
x∈S
ExN
)
∪∆N .
Let ΨN : EN 7→ S be given by
ΨN (η) =
∑
x∈S
x1{η ∈ ExN} .
In order to introduce the notion of meta-stability we need to recall the definition
of the trace of a Markov process on a subset of the state space. Let F be a subset
of EN . For each t ≥ 0, let T Ft : D(R+, EN ) 7→ R+ be the time the process stayed
in the set F in the interval [0, t]:
T Ft (ω) :=
∫ t
0
1{ω(s) ∈ F}ds
and let SFt be the generalized inverse of T
F
t :
SFt (ω) := sup{s ≥ 0 : T
F
s (ω) ≤ t}.
For any path ω ∈ D(R+, EN ) such that ω(0) ∈ F , we define a new path RF (ω) ∈
D(R+, F ) by RF (ω)(t) = ω(St(ω)) . It is well known that, if for each η ∈ F we
denote
PFη := P
N
η ◦ (R
F )−1,
then (PFη )η∈F is a strong Markov process with path spaceD(R+, F ) (see [3, V.2.11]).
This Markov process is called the trace of the Markov process ηNt on F . Let η
F
t
denote the projection ηFt : D(R+, F ) 7→ F , for t ≥ 0 . η
F
t will also be used to refer
to the trace of ηNt on F .
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Consider the trace of ηNt on EN , referred to as η
EN
t . For each η ∈ EN denote by
QNη the measure on D(R+, S) induced by the process X
N
t := ΨN (η
EN
t ) when η
EN
t
starts at η.
Definition 2.1 (Meta-stability). The sequence of Markov processes (ηNt )N≥1
is said to be meta-stable with meta-states given by (ExN )x∈S and limit given by a
Markov process (Qx)x∈S on D(R+, S) if
(A) For any x ∈ S and any sequence ηN ∈ ExN , N ≥ 1, the sequence Q
N
ηN
converges to Q x.
(B) For any t > 0,
lim
N→∞
max
η∈EN
ENη [T
∆N
t ] = 0 .
Condition (B) states that ηNt spends a vanishing period of time on the subset
∆N . Condition (A) states that, after cutting off the negligible time η
N
t spends on
∆N , the asymptotic evolution of the trace process is described by a Markov process
on S.
In fact, if the meta-stability behaviour of ηNt is assumed, such cut off is no
more necessary to observe the asymptotic evolution. More precisely, consider the
stochastic process XˆNt with state space S defined as
XˆNt = ΨN (η
N
σ(t)) ,
where σ(t) := sup{s ≤ t : ηNs ∈ EN}. Note that Xˆ
N
t is well defined whenever η
N
t
starts at a point in EN . Denote by QˆNη the measure on D(R+, S) induced by Xˆ
N
t
when ηNt starts at η ∈ EN .
Proposition 2.2. If the sequence of Markov processes (ηNt )N≥1 is meta-stable with
meta-states given by (ExN )x∈S and limit given by the Markov process (Qx)x∈S, then
for any x ∈ S and any sequence ηN ∈ E
x
N , N ≥ 1, the sequence Qˆ
N
ηN converges to
Q x.
We postpone the proof of this proposition to Section 4.
2.2. Entry times and meta-stability. The purpose of this subsection is to pro-
vide sufficient conditions on the sequence of Markov processes ηNt to ensure a non-
trivial meta-stability behavior of the dynamics.
To state such conditions we shall use entry times. For a subset G of EN we
denote by HG : D(R+, EN ) 7→ R+ the entry time in G defined as
HG(ω) := inf{t ≥ 0 : ω(t) ∈ G}, (2.1)
with the convention thatHη = H{η} whenG is a singleton {η}. By abuse of notation
we also denote by HG : D(R+, FN ) 7→ [0,+∞] the entry time in G ⊆ FN for any
FN subset of EN .
Let (REN (η, ξ) : η, ξ ∈ EN ) be the transition rates of η
EN
t and let L
E
N be the
corresponding generator:
LENf(η) =
∑
ξ∈EN
{f(ξ)− f(η)}REN (η, ξ) .
For each pair x, y ∈ S, x 6= y and η ∈ ExN we define
REN (η, y) :=
∑
ξ∈Ey
N
REN (η, ξ) .
5Recall that ηNt is supposed to be irreducible. Denote by νN its unique invariant
probability measure. Let rN (x, y) be the expectation of R
E
N (·, y) with respect to
νN conditioned on ExN :
rN (x, y) :=
1
νN (ExN )
∑
η∈Ex
N
REN (η, y)νN (η) .
We shall require that the following limit exists
r(x, y) := lim
N→∞
rN (x, y) . (C1)
for all x, y ∈ S. The limits (r(x, y) : x, y ∈ S) become the transition rates of the
Markov process limit in condition (A).
The Markov property for the limit of XNt follows from a suitable ergodic as-
sumption for the dynamics on each ExN . For each set E
x
N , choose a site ξ
x
N and let
MN = {ξxN : x ∈ S} be the meta-stable sites. We shall assume that for each x ∈ S,
the time it takes for ηNt to visit the meta-stable site ξ
x
N , once it enters E
x
N is of
sufficiently small order. More precisely, we shall assume that
lim
N→∞
(
max
η∈Ex
N
REN (η, y)
) (
max
η∈Ex
N
ENη [HξxN ]
)
= 0 , (C2)
for all x, y ∈ S.
In this assumption we could replace ENη [HξxN ] by the smaller quantity E
E
η[HξxN ].
The difference, however, is the time spent in ∆N which we require to vanish in
condition (B).
For condition (B), we need to regard, for each x ∈ S, the trace of ηNt on EN \E
x
N ,
which will be denoted by (PN,xη )η∈EN\ExN . Denote by E
N,x
η the expectation with
respect to PN,xη . For each x ∈ S, let us denote by ∂x∆N the set of sites in ∆N
which may be attained from a site in ExN after a jump.
∂x∆N := {ξ ∈ ∆N : RN (η, ξ) > 0 for some η ∈ E
x
N} .
Let also EˇxN stands for EN \ E
x
N . We shall require that
lim
N→∞
max
η∈∂x∆N
EN,xη [HEˇx
N
] = 0 (C3)
for all x ∈ S, where the maximum is equal to zero, if ∂x∆N is empty. In particular,
(C3) is automatically satisfied if ∂x∆N is empty for all N ≥ 0.
We now state our first main result in this article.
Theorem 2.3. A sequence of Markov processes satisfying conditions (C1) – (C3)
is meta-stable in the sense of Definition 2.1, with meta-states given by (ExN )x∈S and
limit given by the Markov process {Q x}x∈S with transition rates (r(x, y) : x, y ∈ S).
It is important to notice that in this theorem we do not exclude the possibility
that νN (ExN ) vanishes as N ↑ ∞ for some x ∈ S. The proof of this theorem is given
in Section 2.3.
2.3. The reversible case, potential theory. In this subsection, we restrict our-
selves to the case where νN is a reversible probability measure for all N ≥ 1.
Our aim is to state conditions concerning the generator LN and the invariant
measure νN which ensure that Theorem 2.3 is in force. We then need good estimates
for the mean of entry times. As we shall see in Section 4, in the reversible case,
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the mean of an entry time has a simple expression involving capacities, which are
defined as follows. For two disjoint subsets F , G of EN define
BN(F,G) := {f : EN 7→ R : f(η) = 1 ∀ η ∈ F and f(ξ) = 0 ∀ ξ ∈ G} .
We denote by fF,G : EN 7→ R the function in BN(F,G) defined as
fF,G(η) := P
N
η [HF < HG] .
An elementary computation shows that fF,G solves

(LNfF,G)(η) = 0 η ∈ E \ (F ∪G) ,
fF,G(η) = 1 η ∈ F ,
fF,G(η) = 0 η ∈ G .
The maximum principle guarantees that there is a unique solution of this equation
given by fF,G. Let νN ( · ) stand for the expectation with respect to νN and let
〈·, ·〉νN stand for the scalar product in L
2(νN ). Denote by DN the Dirichlet form
associated to the generator LN :
DN(f) := 〈−LNf, f〉νN
for every f : EN 7→ R. The capacity of two disjoint subsets F , G of EN is defined
as
capN (F,G) := inf
{
DN (f) : f ∈ BN (F,G)
}
.
Observe that capN (F,G) = capN (G,F ). If F or G are equal to an unitary set {η}
in any notation just introduced, then we shall write η instead of {η}. It is well
known that, since νN is supposed to be reversible,
capN (F,G) = DN (fF,G)
(see Theorem II.6.1 in [12] ).
We now state the hypotheses we shall use to prove that condition (C3) is in
force. Choose for each x ∈ S and N ≥ 1, a suitable site ζxN ∈ ∂x∆N , whenever
∂x∆N is non-empty. We require that
lim
N→∞
νN (∆N )
capN (ζ
x
N , Eˇ
x
N)
= 0 . (H2)
Of course, (H2) follows from the stronger condition
lim
N→∞
νN (∆N ) = 0 and inf
N≥1
capN (ζ
x
N , Eˇ
x
N ) > 0 , (H2’)
where the infimum in the right hand side is carried over all N ≥ 1 such that ∂x∆N
is non-empty. In case that ∂x∆N is empty for all N ≥ 1 then the right hand side
is supposed to be automatically satisfied.
Let ExN stand for the set E
x
N ∪ ∂x∆N . In addition, for each pair x, y of different
elements of S we denote by ∂Ex,yN the support of R
E
N (·, y) on E
x
N :
∂Ex,yN := {η ∈ E
x
N : R
E
N (η, y) > 0}.
As our ergodic hypotheses, we shall assume that for any pair x, y ∈ S such that
x 6= y there holds
lim
N→∞
min
{
capN (η, ξ
x
N ) : η ∈ E
x
N
}
min
{
νN (η) : η ∈ ∂E
x,y
N
}
= ∞, (H3)
where the second minimum is equal to 1 if ∂Ex,yN is empty.
We now state our second main theorem that assures a meta-stable behaviour in
the reversible setting. Its proof is postponed to Section 4.
7Theorem 2.4. A sequence of reversible Markov processes satisfying conditions
(C1), (H2), (H3) is meta-stable in the sense of Definition 2.1, with meta-states
given by (ExN )x∈S and limit given by the Markov process (Q x)x∈S with transition
rates (r(x, y) : x, y ∈ S).
2.4. Meta-stable behavior of condensed zero-range processes. Fix an inte-
ger κ ≥ 2 and the set of sites S = {1, 2, . . . , κ}. Denote by N the set of nonnegative
integer numbers. For each N ≥ 1, consider the set of configurations
EN := {η ∈ N
S :
∑
x∈S
η(x) = N}
where η(x) stands for the number of particles at the site x ∈ S. Fix α > 1 and let
g : N\{0} 7→ R be given by g(1) = 1 and
g(n) =
( n
n− 1
)α
, ∀n ≥ 2
in such a way that g(1)g(2) . . . g(n) = nα for all n ≥ 1. Notice that (g(n) : n ≥ 2) is
a strictly decreasing sequence and that g(n)→ 1 as n→∞. On each EN consider
the zero range process whose generator LN is given by
LNf(η) =
∑
x,y∈S
g(η(x))1{η(x) > 0}
{
f(σx,yη)− f(η)
}
for f : EN 7→ R . Here σx,yη is the configuration obtained from η letting a particle
jump from x to y:
σx,yη(z) =


η(x)− 1 if z = x ,
η(y) + 1 if z = y ,
η(z) otherwise ,
so σx,yη is well defined whenever η(x) > 0.
For each N ≥ 1, we denote by νN the unique invariant probability measure
corresponding to LN . It is easy to see that each νN is a reversible measure and can
be written as
νN (η) =
1
ZN,κ
Nα∏
x∈S p(η(x))
, ∀η ∈ EN
where p(0) = 1, p(n) = nα if n ≥ 1 and ZN,κ > 0 is a normalizing constant. It is
not difficult to prove that for each κ ≥ 2, there exists a constant δκ > 0 such that
δκ < ZN,κ < δ
−1
κ (2.2)
for every N ≥ 1.
Let (ℓN )N≥1 be a sequence of positive integers such that
lim
N→∞
N−1ℓN = 0 and lim
N→∞
ℓN = ∞ .
This sequence determines the subsets of EN :
ExN := {η ∈ N
S ; η(x) ≥ N − ℓN} , x ∈ S .
Since N−1ℓN → 0, for N large enough we have ExN ∩ E
y
N = φ for all x 6= y and
EN \ (∪x∈SExN ) 6= φ . Let EN stand for ∪x∈SE
x
N and ∆N stand for EN \ EN .
To establish the time-scale at which the zero-range process exhibit a non-trivial
meta-stable behavior, let (θN )N≥1 be a sequence of positive numbers. For eachN ≥
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1, let ηNt stand for the zero range process LN speeded-up by θN . Let (RN (η, ξ) :
η, ξ ∈ EN ) denote the transition rates of ηNt :
θNLNf(η) =
∑
ξ∈EN
{
f(ξ)− f(η)
}
RN (η, ξ) .
We shall choose the time scale by examining condition (C1).
Let cap(·, ·) be the capacity with respect to the generator LN . We choose the
sequence (θN )N≥1 as
θN =
1
cap(ExN , Eˇ
x
N )
, for N ≥ 1 . (2.3)
Since particles jump to any site with equal probability, the right hand side does
not depend on x ∈ S. We prove in Lemma 3.2 below that there exists a constant
C0 > 0 such that
1
C0
<
θN
N1+α
< C0
for all N ≥ 1.
Recall that for x, y ∈ S, x 6= y we denote
rN (x, y) =
1
νN (ExN )
∑
η∈ExN
ξ∈Ey
N
RN (η, ξ)νN (η) .
Notice that rN (x, y) does not depend on x, y ∈ S. By formula (c) in Lemma 5.4,
∑
y∈S\{x}
rN (x, y) = κ , ∀x ∈ S
and so, rN (x, y) = κ(κ− 1)−1 for all N ≥ 1 and all x, y ∈ S, x 6= y. In particular,
condition (C1) is trivially satisfied.
Theorem 2.5. Let (θN )N≥1 be given by (2.3). If ℓN →∞ and
lim
N→∞
(ℓN )
2α(κ−1)+1
N1+α
= 0 , (2.4)
then the sequence of zero-range processes ηNt is meta-stable in the sense of Definition
2.1, with meta-states given by (ExN )x∈S. The meta-stable behaviour is described by
a Markov process on S with transition rates r(x, y) = κ(κ− 1)−1 for any x, y ∈ S,
x 6= y.
3. Condensed zero-range processes
We show in this section that the condensed zero-range processes introduced in
Section 1 present a meta-stable behavior in the sense of Definition 2.1. We start
with a generalization of zero-range processes on two sites. Throughout this section
we use systematically the notation introduced in the previous section.
93.1. Birth and death process. Fix a < b in R and consider a nonnegative smooth
function H : [a, b]→ R+. Assume that H vanishes only at a finite number of points
denoted by a1 < a2 < · · · < am:
H(x) = 0 if and only if x ∈ {a1, . . . , am} .
We do not exclude the possibility that H vanishes at the boundary points a, b.
For each i = 1, . . . ,m, assume that there exist a neighborhood Vai of ai and
αi > 0 such that
H(x) = |x− ai|
αi for all x ∈ Vai ,
and that Vai ∩ Vaj = φ for i 6= j. Let α = max{αi : 1 ≤ i ≤ m}. Assume that
α > 1 and that there are at least two exponents αi equal to α:
κ :=
∣∣{i : αi = α}∣∣ ≥ 2 ,
where |A| indicates the cardinality of a finite set A. Denote by b1 < b2 < · · · < bκ
the elements of {a1, . . . , am} whose associated exponents are α.
The definition of the state space of the birth and death process requires some
notation. Fix N ≥ 1, 1 ≤ i ≤ m− 1, and let
kN0 = min
{
k ≥ 0 : a > a1 − (k + 1)/N
}
,
kNi = min
{
k ≥ 0 : ai + (k + 1)/N > ai+1 − (k + 1)/N
}
,
kNm = min
{
k ≥ 0 : am + (k + 1)/N > b
}
.
For 1 ≤ i ≤ m− 1, set
GN,0 =
{
a1 − k
N
0 /N, . . . , a1 − 1/N, a1
}
,
GN,i =
{
ai + 1/N, ai + 2/N, . . . , ai + k
N
i /N, ai+1 − k
N
i /N, . . . , ai+1
}
,
GN,m =
{
am + 1/N, am + 2/N, . . . , am + k
N
m/N
}
and let the state space EN be
⋃m
i=0GN,i. Note that the exact definition of EN is not
important for the meta-stability behavior discussed in this section. The elements
of EN are denoted by the letters x, y, z. Two points x < y are said to be neighbors
in EN if there is no z in EN such that x < z < y.
Let νN be the probability measure on EN defined by
νN (x) =


1
ZN
1
H(x)
if x 6∈ {a1, . . . , am} ,
1
ZN
Nαi if x = ai for some 1 ≤ i ≤ m .
In this formula ZN is a normalizing constant. An elementary computation shows
that
lim
N→∞
ZN
Nα
=
κ∑
i=1
{
1 + σi
∑
k≥1
1
kα
}
. (3.1)
where σi = 1 if bi ∈ {a, b} and σi = 2 otherwise. In particular, if we denote
m(bi) = 1 + σi
∑
k≥1
1
kα
, for i = 1, . . . , κ
then
lim
N→∞
νN (bi) =
{ κ∑
i=1
m(bi)
}−1
> 0 (3.2)
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for every 1 ≤ i ≤ κ.
We now fix a convenient sequence of neighborhoods around each point bi, i =
1, . . . , κ. Let (ℓN )N≥1 be a sequence of positive integers, both small for the macro-
scopic scale and large for the microscopic scale:
lim
N→∞
N−1ℓN = 0 and lim
N→∞
ℓN = ∞ .
For each bi, 1 ≤ i ≤ κ, we define
E iN := EN ∩
[
bi −
ℓN
N
, bi +
ℓN
N
]
.
Notice that, because N−1ℓN → 0, for N large enough we have E iN ⊆ Vbi for every
1 ≤ i ≤ κ. In particular, for N large enough, E iN ∩ E
j
N = φ for all i 6= j. Moreover,
since ℓN →∞,
lim
N→∞
νN (∆N ) = 0 and lim
N→∞
νN (E
i
N ) =
m(bi)∑κ
j=1m(bj)
(3.3)
for all 1 ≤ i ≤ κ, where ∆N := EN \ (∪κi=1E
i
N ).
In view of the theory presented in Section 2, this concentration of the measure
on small macroscopic subsets suggests that a Markov process on EN , reversible
with respect to νN , is a good candidate to exhibit a meta-stable behavior with
{b1, . . . , bκ} as meta-stable points.
Fix a positive function λ : [a, b] → R+ bounded above and below by a strictly
positive constant:
0 < δ ≤ λ(x) ≤ δ−1 .
This assumption is not really needed but we do not seek optimal assumptions in
this subsection. Consider a birth and death process {ZNt : t ≥ 0} on EN with rates
given by
RN (x, y) =


N1+α λ(x) if x > y,
N1+α λ(y)
νN (y)
νN (x)
if x < y ,
provided x and y are neighbors in EN . The process is of course reversible with
respect to the measure νN . As we shall see in the proof of the next result N
1+α is
the correct scale to observe a non-trivial meta-stable behaviour.
Theorem 3.1. Assume that (ℓN )N≥1 is chosen such that ℓN →∞ and
lim
N→∞
(ℓN )
2α+1
Nα+1
= 0 . (3.4)
Then, (ZNt )N≥1 is meta-stable in the sense of Definition 2.1, with meta-states
given by (E iN )1≤i≤κ. The meta-stable behavior is described by a Markov process
on {1, . . . , κ} with rates given by
r(i, i+ 1) =
1
m(bi)
1∫ bi+1
bi
{H(u)/λ(u)} du
,
r(i + 1, i) =
1
m(bi+1)
1∫ bi+1
bi
{H(u)/λ(u)} du
,
for 1 ≤ i < κ.
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Proof. We shall verify each hypothesis of Theorem 2.4. Let ξiN = bi for 1 ≤ i ≤ κ.
The first condition of (H2’) has been derived in (3.3).
To check the second condition of (H2’) and (H3), we take advantage from the
one-dimensional setting to get explicit expressions for capacities. Let xN < yN be
points in EN . Recall that cap(x
N , yN) = DN (fxN ,yN ) where fxN ,yN : EN 7→ R
solves the equation LNfxN ,yN (z) = 0 for z 6∈ {x
N , yN} with boundary conditions
fxN ,yN (x
N ) = 1 and fxN ,yN (y
N ) = 0. An elementary computation gives that
f(z) = 1 for z ≤ xN , f(z) = 0 for z ≥ yN and
f(z + 1/N)− f(z) =
{
νN (z)RN (z, z + 1/N)
}−1
∑yN−1/N
z=xN
{
νN (z)RN(z, z + 1/N)
}−1
for z ∈ EN ∩ [xN , yN [ . Hence,
cap(xN , yN) =
1∑yN−1/N
z=xN
{
νN (z)RN(z, z + 1/N)
}−1 . (3.5)
In last two formulae, there is a slight abuse of notation since EN is not the set
{z/N : z ∈ Z ∩ [aN, bN ]}, but the meaning is clear. In particular, it follows from
(3.5) that, if xN → a′ and yN → b′ for some 0 ≤ a′ < b′ ≤ 1 then
lim
N→∞
cap(xN , yN) =
1∑κ
i=1m(bi)
{ ∫ b′
a′
{H(u)/λ(u)} du
}−1
> 0 . (3.6)
We are now in a position to check the second condition of hypothesis (H2’). For
each 1 ≤ i ≤ κ andN ≥ 1, we choose the point cNi ∈ ∂i∆N as c
N
i = bi−(ℓN+1)/N if
bi = b and c
N
i = bi+(ℓN+1)/N otherwise. Taking advantage of the one-dimensional
setting, it is not difficult to show that cap(cNi , Eˇ
i
N) is equal to
1{i < κ} cap(cNi , bi+1 − ℓN/N) + 1{1 < i} cap(c
N
i , bi−1 + ℓN/N) ,
for 1 ≤ i ≤ κ. Therefore, hypotheses (H2’) follows from (3.6).
Recall definition of subsets ∂E i,jN , E
i
N and ∂i∆N of EN introduced in the previous
section. To check hypotheses (H3) notice that in our model,
E iN = EN ∩ [ bi − (ℓN + 1)/N , bi + (ℓN + 1)/N ] for 1 ≤ i ≤ κ .
Observe that for any 1 ≤ i ≤ κ and N large enough, H(x) = |x−bi|α for all x ∈ E iN .
In consequence, by using (3.5), it is easy to see that there exists a positive constant
C0 depending only on λ such that
cap(x, bi) ≥
C0N
2α+1
ZN(ℓN + 1)α+1
, (3.7)
for any 1 ≤ i ≤ κ and x ∈ E iN . In particular, by (3.1),
lim
N→∞
min
{
cap(x, bi) : x ∈ E iN
}
= ∞
since N−1ℓN → 0. Moreover, for any two points i 6= j in {1, . . . , κ}, ∂E
i,j
N =
{bi + (j − i)ℓN/N} if |i − j| = 1 and ∂E
i,j
N = φ otherwise. Therefore, in view
of assumption (3.4), an elementary calculation shows that hypotheses (H3) is in
force.
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It remains to check hypotheses (C1). Notice that, in our model, rN (i, j) = 0 for
|i− j| > 1. For G1, G2 disjoint subsets of EN , let rN (G1, G2) be given by
rN (G1, G2) :=
1
νN (G1)
∑
x∈G1
y∈G2
REN (x, y)νN (x)
in such a way that, for i 6= j, rN (E iN , E
j
N ) coincides with rN (i, j). Fix an arbitrary
1 ≤ i < κ. Observe that letting G1 = ∪j≤iE
j
N , and G2 = ∪j>iE
j
N we have
νN (E
i
N ) rN (i, i+ 1) = νN (bi +
ℓN
N
)REN (bi +
ℓN
N
, bi+1 −
ℓN
N
)
= νN (G1) rN (G1, G2) .
Therefore, by using formula (c) of Lemma 5.4 for rN (G1, G2),
rN (i, i+ 1) =
νN (G1) rN (G1, G2)
νN (E iN )
=
cap(G1, G2)
νN (E iN )
=
cap(bi + ℓN/N, bi+1 − ℓN/N)
νN (E iN )
·
Analogously, we obtain
rN (i, i− 1) =
cap(bi − ℓN/N, bi−1 + ℓN/N)
νN (E iN )
for any 1 < i ≤ κ. Therefore, by (3.6) and (3.3),
lim
N→∞
rN (i, i+ 1) =
1
m(bi)
{ ∫ bi+1
bi
{H(u)/λ(u)} du
}−1
and
lim
N→∞
rN (i + 1, i) =
1
m(bi+1)
{ ∫ bi+1
bi
{H(u)/λ(u)} du
}−1
for any 1 ≤ i < κ. We are done. 
3.2. Condensed zero-range processes. We prove in this subsection Theorem
2.5. The case κ = 2 is a particular case of the birth and death processes considered
in the previous section. Indeed, since the total number of particles is settled to be
equal to N , the number of particles on the first site, η(1), is a Markov process on
{0, 1, . . . , N}. The density of particles speeded up by N1+α, {ηtN1+α(1) : t ≥ 0},
corresponds to the birth and death process on {0, 1/N, . . . , 1} associated to the
functions H(x) = xα(1 − x)α, λN (x) = (x/x −N
−1)α1{x ≥ 2/N}+ 1{x = 1/N}.
In contrast with the set-up of the previous section, λN depends on N , but all the
arguments go through. Observe that λN converges to 1 as N ↑ ∞.
By Theorem 3.1, on the scale N1+α, the zero-range process on two sites has
a meta-stable behavior with meta-states E1N = {η : η(1) ≥ N − ℓN}, E
2
N = {η :
η(2) ≥ N − ℓN}, and asymptotic Markov evolution with rates r(1, 2) = r(2, 1) =
(m
∫ 1
0 u
α(1− u)αdu)−1, where m = 1 +
∑
k≥1 k
−α.
We now turn to the general case. Recall the definitions introduced in Subsection
2.4. We first estimate the order of (θN )N≥1. For each x ∈ S and N ≥ 1, let the
configuration ξxN ∈ E
x
N be given by ξ
x
N (x) = N . Denote by DN the Dirichlet form
associated to the generator LN .
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In the next lemma and below, we adopt the convention that C0 stands for a
positive finite constant depending only on κ and α whose value may change from
line to line.
Lemma 3.2. There exists a constant C0 > 0 such that
1
C0
<
θN
N1+α
< C0
for all N ≥ 1.
Proof. For each N ≥ 1, we fix the set IN := {0, 1, . . . , N} and the measure
µN (n) =
1
ZN,2
Nα
p(N − n)p(n)
, n ∈ IN ,
so that, if κ = 2, νN (η) = µN (η(x)) for any x ∈ {1, 2}.
For κ ≥ 2, given x, y ∈ S, x 6= y and N ≥ 1, a simple calculation shows that for
any η′ ∈ EN such that η′(x) = N − n and η′(y) = n for some n ∈ IN we have
ZN,2
ZN,κ
µN (n) = νN (η
′) ≤ νN
(
{η : η(x) = N − n}
)
=
ZN,2Zn,κ−1
ZN,κ
µN (n) .
In particular, there exists a constant C0 > 0 such that
1
C0
<
νN (η
′)
µN (n)
≤
νN
(
{η : η(x) = N − n}
)
µN (n)
< C0 , (3.8)
for all N ≥ 1 and n ∈ IN .
Fix x ∈ S and N ≥ 1. To get a lower bound for capN (E
x
N , Eˇ
x
N ), fix an ar-
bitrary f ∈ BN (ExN , Eˇ
x
N) and choose a site y ∈ S\{x}. Consider the path η
(j),
j = 0, 1, . . . , N from η(0) = ξxN to η
(N) = ξyN satisfying η
(j+1) = σx,yη(j) for
j = 0, 1, . . .N − 1. By using Cauchy-Schwarz inequality and (3.8) we obtain
1 =
{ N−1∑
j=0
[
f(η(j+1))− f(η(j) )
] }2
≤ DN (f)
N−1∑
j=0
1
νN (η(j))g(η(j)(x))
(3.9)
≤ DN (f)
N−1∑
j=0
C0
µN (j)
·
Therefore,
capN (E
x
N , Eˇ
x
N ) ≥ C0
{N−1∑
j=0
1
µN (j)
}−1
≥
C0
Nα+1
·
To get a lower bound, consider the function ϕN : IN 7→ R defined as ϕN (n) = 0 for
n ≤ ℓN , ϕN (n) = 1 for n ≥ N − ℓN and
ϕN (n)− ϕN (n− 1) =
{ N−ℓN∑
k=ℓN+1
1
µN (k)g(k)
}−1 1
µN (n)g(n)
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for ℓN + 1 ≤ n ≤ N − ℓN . Then, define the function fN : EN 7→ R by fN (η) :=
ϕN (η(x)). Hence, fN ∈ BN(ExN , Eˇ
x
N ) and so capN (E
x
N , Eˇ
x
N) is less than or equal to
DN (fN ) =
N∑
n=1
[
ϕN (n)− ϕN (n− 1)
]2
(κ− 1)g(n)νN
(
{η : η(x) = n}
)
.
By using (3.8) and definition of ϕN we obtain
capN (E
x
N , Eˇ
x
N ) ≤
C0
Nα+1
·

We now turn to the
Proof of Theorem 2.5. Since the process is reversible, by Theorem 2.4 and by
the definition of θN , we just need to verify conditions (H2), (H3).
Since ℓN →∞, by (2.4), N
−1ℓN → 0. In particular, an elementary computation
shows that
lim
N→∞
νN (∆N ) = 0 and lim
N→∞
νN (E
x
N ) = 1/κ
for every x ∈ S. The first identity corresponds to the first assumption of (H2’).
For the second claim in (H2’), notice that in this setting
∂x∆N = {η ∈ EN : η(x) = N − ℓN − 1} .
For each x ∈ S and N ≥ 1 we choose the configuration ζxN ∈ ∂x∆N such that
ζxN (x) = N − ℓN − 1 and ζ
x
N (y) = ℓN +1 for some y 6= x. It is not difficult to adapt
the proof of the lower bound for capN (E
x
N , Eˇ
x
N) to show that
capN (ζ
x
N , Eˇ
x
N) ≥
C0
Nα+1
.
Therefore, the second condition in (H2’) follows from Lemma 3.2 if one recalls
that cap stands for the capacity associated to the generator LN which has not been
speeded up.
Finally, we check hypothesis (H3). In this setting,
∂Ex,yN = {η ∈ EN : η(x) = N − ℓN}
and
ExN = {η ∈ EN : η(x) ≥ N − ℓN − 1}
for any x, y ∈ S, x 6= y and N ≥ 1. Fix x ∈ S. It is not difficult to prove that for
any η ∈ ExN and N large enough
νN (η) ≥
1
ZN,κ
1
(ℓN + 1)α(κ−1)
· (3.10)
By similar reasons,
min{νN (η) : η ∈ ∂E
x,y
N } ≥
C0
(ℓN )α(κ−1)
· (3.11)
Fix an arbitrary η ∈ ExN . Consider a path
η(j) ∈ ExN , j = 0, 1, . . . , p
15
such that η(0) = η, η(p) = ξxN , p ≤ ℓN and RN (η
(j), η(j+1)) > 0 ∀ 0 ≤ j < p. Let
f be an arbitrary function in BN(η, ξxN ). By using Cauchy-Schwarz as in (3.9) we
obtain
DN (f) ≥
{ p−1∑
j=0
1
νN (η(j))
}−1
. (3.12)
So, it follows from (3.10) and (3.12) that
min
{
capN(η, ξ
x
N ) : η ∈ E
x
N
}
≥
C0
(ℓN )α(κ−1)+1
(3.13)
for any x ∈ S. Finally, putting together (3.11) and (3.13), and using Lemma 3.2
θN min
{
capN (η, ξ
x
N ) : η ∈ E
x
N
}
min{νN (η) : η ∈ ∂E
x,y
N } ≥
C0N
α+1
(ℓN )2α(κ−1)+1
·
Hence, hypotheses (H3) follows from assumption (2.4). 
4. Meta-stability
In this section we prove Theorem 2.3, Theorem 2.4 and Proposition 2.2.
4.1. Proof of Theorem 2.3. We divide the proof of Theorem 2.3 in two parts:
proof of condition (A) and proof of condition (B) in Definition 2.1.
We start with a replacement lemma which is the key point in the proof of condi-
tion (A). For a function VN : EN 7→ R, denote by VˆN its νN -conditional expectation
given the σ-algebra generated by the sets (ExN )x∈S :
VˆN (η) =
1
νN (ExN )
∑
ξ∈Ex
N
V (ξ) νN (ξ)
for any x ∈ S and η in ExN . Let us also denote
σN (x) := max
η∈Ex
N
EEη [HξxN ] .
Lemma 4.1. Fix a sequence of functions VN : EN 7→ R such that
lim
N→∞
σN (x) max
η∈Ex
N
∣∣VN (η)∣∣ = 0 .
for any x ∈ S. Then, for any sequence (ηN )N≥1 in EN ,
lim
N→∞
EEηN
[ ∫ t
0
{
VN (η
EN
s )− VˆN (η
EN
s )
}
ds
]
= 0 .
Proof. Assume without loss of generality that VN vanishes outside some subset ExN ,
i.e. VN (η) = 0 for η ∈ EˇxN . By Corollary 5.2, the expectation appearing in the
statement of the lemma is bounded by
2σN (x)‖VN − VˆN‖∞ .
Since ‖VˆN‖∞ ≤ ‖VN‖∞ this expression vanishes as N ↑ ∞ by assumption. 
Condition (A). Fix x ∈ S and a sequence (ηN )N≥1 such that ηN ∈ ExN for all
N ≥ 1. The convergence of the sequence {QNηN }N≥1 stated in condition (A), follows
from tightness and uniqueness of limit points. We first examine the tightness.
Denote by (PEη )η∈EN the trace of the Markov process η
N
t on EN , and denote by
EEη the expectation with respect to P
E
η .
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Lemma 4.2. The sequence (QNηN )N≥1 is tight provided conditions (C1), (C2)
hold.
Proof. For each T > 0, let TT denote the set of all stopping times bounded by T .
By Aldous criterium (see Theorem 16.10 in [2]) we just need to show that
lim
δ↓0
lim
N→∞
sup
θ≤δ
sup
τ∈TT
PEηN
[
|XNτ+θ −X
N
τ | > ǫ
]
= 0 (4.1)
for every ǫ > 0 and T > 0.
Recall that we denote by LEN the generator of the trace process η
EN
t . Denote by
MNt the martingale defined by
MNt = X
N
t − X
N
0 −
∫ t
0
LENX
N
s ds .
To prove tightness of the processXNt , it is therefore enough to show that (4.1) holds
with the difference XNτ+θ −X
N
τ replaced by M
N
τ+θ −M
N
τ and by
∫ τ+θ
τ L
E
NX
N
s ds.
Consider the integral term. By Chebychev inequality and by the strong Markov
property, we need to prove that
lim
δ↓0
lim
N→∞
sup
θ≤δ
max
ξ∈EN
EEξ
[ ∣∣∣
∫ θ
0
LENX
N
s ds
∣∣∣
]
= 0 .
An elementary computation shows that
LENΨN(η) =
κ∑
x=1
{x−ΨN (η)}R
E
N (η, x)
for each η in EN . The proof is thus reduced to the claim
lim
δ↓0
lim
N→∞
max
ξ∈Ey
N
EEξ
[ ∫ δ
0
REN (ηs, x)ds
]
= 0
for all x, y in {1, . . . , κ}.
Fix x, y. In the previous expectation add and subtract the νN -conditional expec-
tation of REN (η, x) with respect to E
y
N , denoted by rN (y, x). By condition (C1), the
expectation involving rN is bounded by C0δ, which vanishes as δ ↓ 0. On the other
hand, by condition (C2), maxη∈Ey
N
REN (η, x)maxη∈EyN E
N
η [HξyN ] vanishes as N ↑ ∞.
Since EEη[HξyN ] ≤ E
N
η [HξyN ], we also have that maxη∈E
y
N
REN (η, x)maxη∈EyN E
E
η[HξyN ]
vanishes as N ↑ ∞. In particular, by Lemma 4.1, the expectation involving the
difference REN (η, x) − rN (y, x) vanishes as N ↑ ∞ for every δ > 0.
We now turn to the martingale part MNt , whose quadratic variation is given
by the time integral of LENΨN(X
N
t )
2 − 2ΨN(XNt )L
E
NΨN (X
N
t ). An elementary
computation shows that this expression is equal to
κ∑
x=1
{x−ΨN (η)}
2REN (η, x) .
Denote by 〈MN 〉t the quadratic variation of the martingaleMN . By the explicit
formula for the quadratic variation, by Chebychev inequality and by the strong
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Markov property,
PEηN
[ ∣∣MNτ+θ −MNτ ∣∣ > ǫ] ≤ 1ǫ2 EEηN
[
〈MN 〉τ+θ − 〈M
N 〉τ
]
≤
C0
ǫ2
max
ξ∈EN
EEξ
[ ∫ δ
0
REN (ηs, x)ds
]
It remains to repeat the arguments presented for the intgral term of the decompo-
sition. 
Now we turn to prove the uniqueness of limit points. Assume without loss of
generality that the sequence of probability measures QNηN converges to a measure
Q . Recall definition of (rN (x, y) : x, y ∈ S) and their limits (r(x, y) : x, y ∈ S) in
condition (C1). Denote by LN and L the Markov generators on the state space
S = {1, . . . , κ} given by
(LNF )(x) =
∑
y∈S\{x}
{F (y)− F (x)}rN (x, y)
and
(LF )(x) =
∑
y∈S\{x}
{F (y)− F (x)} r(x, y) .
For t ≥ 0, let Xt denote the projection D(R+, S) 7→ S. We shall prove in Lemma
4.3 below that Q solves the martingale problem associated to the generator L. It
is well known that this property together with the distribution of X0 characterize
the measure Q .
Lemma 4.3. Assume conditions (C1) and (C2). Then, under Q , X0 = x and
Mt = F (Xt) − F (X0) −
∫ t
0
LF (Xs) ds (4.2)
is a martingale for any function F : S 7→ R.
Proof. Fix 0 ≤ s < t, a function F : S 7→ R and a bounded function U :
D(R+, S) 7→ R depending only on {Xr : 0 ≤ r ≤ s}, continuous for the Skoro-
hod topology. Denote by EQ and EQNηN
the expectation with respect to Q and
QNηN , respectively. We shall prove that
EQ[MtU ] = EQ[MsU ] . (4.3)
Recall that LEN denotes the generator of the trace process η
EN
t . For N ≥ 1,
consider the PEηN -martingale M
N
t defined by
MNt = F (X
N
t ) − F (X
N
0 ) −
∫ t
0
LEN(F ◦ΨN)(η
EN
s ) ds .
As MNt is a martingale, E
E
ηN [M
N
t U ] = E
E
ηN [M
N
s U ] so that
EEηN
[
U
{
F (XNt ) − F (X
N
s ) −
∫ t
s
LEN(F ◦ΨN)(η
EN
r ) dr
}]
= 0 .
Since QNηN converges to Q , time averages of EQNηN
[F (Xt)U ], EQNηN
[F (Xs)U ] con-
verge to time averages of EQ[F (Xt)U ], EQ[F (Xs)U ], respectively.
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We first claim that
lim
N→∞
EEηN
[
U
∫ t
s
{
(LEN (F ◦ΨN ))(η
EN
r )− (LNF )(X
N
r ))
}
dr
]
= 0 . (4.4)
Since U is bounded, by the Markov property, it is enough to show that
lim
N→∞
max
η∈EN
∣∣∣EEη
[ ∫ t−s
0
{
(LEN(F ◦ΨN ))(η
EN
r )− (LNF )(X
N
r ))
}
dr
] ∣∣∣ = 0 .
By definition of the operator LN and since
LEN(F ◦ΨN)(η) =
∑
y∈S\{x}
{
F (y)− F ◦ΨN(η)
}
REN (η, y) , for η ∈ E
x
N ,
the difference LEN (F ◦ΨN )(η)− (LNF )(ΨN (η)) is equal to∑
y∈S
{
F (y)− F (ΨN(η))
}
{REN(η, y)− rN (ΨN(η), y)} .
In particular, (4.4) follows from Lemma 4.1 and condition (C2) because
EEη [HξxN ] ≤ E
N
η [HξxN ]
for every η ∈ ExN . On the other hand, from condition (C1), it follows that
lim
N→∞
EEηN
[
U
∫ t
s
{
(LNF )(X
N
r )− (LF )(X
N
r )
}
dr
]
= 0 .
QNηN converges to Q by assumption. Hence, putting together the previous estimates
we obtain that
lim
N→∞
EEηN
[
U
∫ t
s
(LEN (F ◦ΨN))(η
EN
r ) dr
]
= EQ
[
U
∫ t
s
(LF )(Xr) dr
]
because U is bounded and continuous for the Skorohod topology.
Up to this point we proved that
1
ǫ
∫ ǫ
0
dr EQ
[
U
{
F (Xt+r) − F (Xs+r) −
∫ t+r
s+r
(LF )(Xs)
}]
= 0
for every ǫ > 0. It remains to let ǫ ↓ 0 and use the right continuity of the process
to deduce (4.3), which concludes the proof of the lemma. 
Condition (B). We need to introduce some additional notation. For a path ω ∈
D(R+, S) performing infinitely many jumps, we denote by τn(ω), n ≥ 0 the jumping
times of ω: τ0(ω) = 0 and
τn(ω) := inf{t > τn−1(ω) : ω(t) 6= ω(τn−1(ω))} . (4.5)
Let us denote
Tn(ω) := τn(ω)− τn−1(ω) , n ≥ 1 .
Further, denote by Nt the number of jumps up to time t:
Nt(ω) := sup{j ≥ 0 : τj(ω) ≤ t} .
The processXNt := ΨN (η
EN
t ) is defined on the path spaceD(R+, EN ). Nevertheless,
XNt can be think of as a process defined on D(R+, EN ) in the obvious way. Hence,
we obtain a coupling of XNt and Xˆ
N
t , where Xˆ
N
t has been defined defined just
before Proposition 2.2. In what follows we consider this coupling.
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Lemma 4.4. Condition (C3) implies that for every n ≥ 1
lim
N→∞
max
η∈EN
ENη [Tn(Xˆ
N)− Tn(X
N) ] = 0 . (4.6)
Proof. By the strong Markov property, it suffices to prove the limit (4.6) for n = 1.
Let ω be a path in D(R+, EN ). Fix x ∈ S and η ∈ ExN . Under P
N
η , if HEˇx
N
(ω) <
H∆N (ω) then T1(Xˆ
N (ω)) = T1(X
N(ω)) and otherwise
T1(Xˆ
N(ω))− T1(X
N (ω)) = HEˇx
N
◦ REN\E
x
N ◦Θ(H∆N )(ω) (4.7)
where Θ(H∆N )(ω) ∈ D(R+, EN ) is defined by
Θ(H∆N )(ω)(t) = ω(H + t)
and H := H∆N (ω). By using (4.7) and the strong Markov property,
ENη [T1(Xˆ
N )− T1(X
N ) ] ≤ max
ξ∈∂x∆N
ENξ [HEˇx
N
◦ REN\E
x
N ]
= max
ξ∈∂x∆N
E
N,x
ξ [HEˇxN
]
Hence, (4.6) for n = 1 follows from condition (C3). 
Now, we proceed to check condition (B). To keep notation simple, set Nˆt :=
Nt(Xˆ
N), Tˆn := Tn(Xˆ
N ) and Tn := Tn(X
N). Fix an arbitrary η ∈ EN . Under PNη ,
it is easy to see that
T ∆Nt ≤ t ∧
Nˆt+1∑
n=1
(Tˆn − Tn)
≤ 1{Nˆt ≥ K} t + 1{Nˆt < K}
K∑
n=1
(Tˆn − Tn) ,
for any positive integer K. Therefore,
ENη [T
∆N
t ] ≤ t P
N
η [Nt(Xˆ
N ) ≥ K ] + ENη [ τK(Xˆ
N )− τK(X
N) ] . (4.8)
It follows from the previous lemma that
lim
N→∞
max
η∈EN
ENη [ τK(Xˆ
N)− τK(X
N ) ] = 0 .
Hence, in view of estimate (4.8), it remains to prove that
lim
K→∞
lim sup
N→∞
max
η∈EN
PNη [Nt(Xˆ
N) ≥ K ] = 0 . (4.9)
For it, notice that Nt(Xˆ
N) ≤ Nt(XN ), PNη - a.s. for all η ∈ EN and, in consequence,
PNη [Nt(Xˆ
N) ≥ K ] ≤ PNη [Nt(X
N) ≥ K ] .
Fix the sequence ηN ∈ EN , N ≥ 1 defined by
max
η∈EN
PNη [Nt(X
N) ≥ K ] := PNηN [Nt(X
N) ≥ K ]
= QNηN [Nt ≥ K]. (4.10)
Now, it is not difficult to see that [Nt ≥ K] is a closed set for the Skorohod topology
on D(R+, S). Then,
lim sup
N→∞
QNηN [Nt ≥ K] ≤ maxx∈S
Q x[Nt ≥ K] . (4.11)
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Finally, since S is a finite set, limit (4.9) follows from (4.10) and (4.11). This
concludes the proof of Theorem 2.3.
4.2. Proof of Theorem 2.4. Recall that νN is supposed to be a reversible proba-
bility measure for all N ≥ 1. We recall the formula for the expected value of entry
times proved in [4] : For any subset F of EN and any η ∈ EN \ F ,
ENη [HF ] =
νN (fη,F )
capN (η, F )
· (4.12)
This is the key result in order to introduce the notion of capacity in our study of
meta-stability.
In what follows, we check each condition in Theorem 2.3. Obviously, condition
(C1) is already in force. To check condition (C2), fix two elements x, y of S, x 6= y.
By using the strong Markov property, we have for any two sites η, ξ ∈ ExN ,
ENη [Hξ] ≤ E
N
η [HξxN ] + E
N
ξx
N
[Hξ] .
Then, by using formula (4.12),
max
η,ξ∈Ex
N
ENη [Hξ] ≤
2
min{capN (η, ξ
x
N ) : η ∈ E
x
N}
· (4.13)
On the other hand, if ∂Ex,yN is empty then maxη∈ExN R
E
N (η, y) = 0. Otherwise, an
elementary estimate shows that
max
η∈Ex
N
REN (η, y) ≤
νN (E
x
N )rN (x, y)
min{νN (η) : η ∈ ∂E
x,y
N }
· (4.14)
Therefore, condition (C2) follows from (4.13), (4.14) and hypotheses (H3) because
rN (x, y) is bounded by virtue of hypotheses (C1).
Finally we check condition (C3). Fix x ∈ S. By using the strong Markov
property for the trace of ηNt on EN \ E
x
N ,
max
η∈∂x∆N
EN,xη [HEˇx
N
] ≤ max
η∈∂x∆N
EN,xη [HζxN ] + E
N,x
ζx
N
[HEˇx
N
] .
By hypotheses (H3) and estimate (4.13), the first term in the right hand side of
this inequality vanishes as N ↑ ∞, because EN,xη [HζxN ] ≤ E
N
η [HζxN ] for all η ∈ ∂x∆N .
Moreover, by using the formula in (e) of Lemma 5.4,
E
N,x
ζx
N
[HEˇx
N
] =
νN
(
1{EN \ ExN} fζx
N
,Eˇx
N
)
capN (ζ
x
N , Eˇ
x
N )
≤
νN (∆N )
capN (ζ
x
N , Eˇ
x
N )
·
In view of (H2), this concludes the proof.
4.3. Proof of Proposition 2.2. At first, we fix a metric in D(R+, S) which in-
duces the Skorohod topology. For each integer m ≥ 1, let Λm denote the class of
strictly increasing, continuous mappings of [0,m] onto itself. If λ ∈ Λ, then λ0 = 0
and λm = m. For ω and ωˆ in D(R+, S), define dm(ω, ωˆ) to be the infimum of those
positive ǫ for which there exists in Λm a λ satisfying
sup
t∈[0,m]
|λt − t| < ǫ
21
and
sup
t∈[0,m]
|ω(λt)− ωˆ(t)| < ǫ .
Now, for each integer m ≥ 1, define
gm(t) =


1 if t ≤ m− 1 ,
m− t if m− 1 ≤ t ≤ m ,
0 if t ≥ m .
For each ω ∈ D(R+, S) let ωm the element of D(R+, S) defined by
ωm(t) = gm(t)ω(t), t ≥ 0 .
Finally, we define the metric in D(R+, S) by
d(ω, ωˆ) =
∞∑
m=1
2−m(1 ∧ dm(ω
m, ωˆm)) .
This metric induces the Skorohod topology in D(R+, S) (cf. [2]).
Recall the jumping times τn(ω), n ≥ 0 defined in (4.5) for any path ω ∈ D(R+, S)
performing infinitely many jumps. Further, let nt(ω) stand for the number of jumps
of ω strictly before time t > 0 :
nt(ω) := sup{j ≥ 0 : τj(ω) < t} .
Now, let ω and ωˆ be elements of D(R+, S) which perform infinitely many jumps.
To keep notation simple set τn := τn(ω), τˆn := τn(ωˆ) and nˆt := nt(ωˆ). Suppose
that
τˆn+1 − τˆn ≥ τn+1 − τn and ω(τn) = ωˆ(τˆn) for all n ≥ 0 , (4.15)
so that ω(s) = ωˆ(t) for (s, t) ∈ [τn, τn+1[×[τˆn, τˆn+1[ and n ≥ 0. Then, we claim that
dm(ω
m, ωˆm) ≤ κmax{τˆnˆm − τnˆm , (m− τnˆm+1)
+} (4.16)
for all integerm ≥ 1. Let us prove the claim. Notice that τnˆm < m for everym ≥ 1.
Choose ǫ > 0 small enough such that τˆnˆm < m − ǫ and τnˆm < (m ∧ τnˆm+1) − ǫ.
Now, let λ ∈ Λm be given by: λτˆj = τj , for j ≤ nˆm, λm−ǫ = (m ∧ τnˆm+1) − ǫ,
λm = m and we complete λ on [0,m] by linear interpolation. Then,
sup
t∈[0,m]
|λt − t| ≤ max{τˆnˆm − τnˆm , (m− τnˆm+1)
+} .
Moreover,
sup
t∈[0,m−ǫ]
∣∣g(λt)ω(λt)− g(t)ωˆ(t)∣∣ ≤ κ sup
t∈[0,m−ǫ]
|g(λt)− g(t)|
≤ κmax{τˆnˆm − τnˆm , (m− τnˆm+1)
+}
and
sup
t∈[m−ǫ,m]
∣∣g(λt)ω(λt)− g(t)ωˆ(t)∣∣ ≤ κ sup
t∈[m−ǫ,m]
(
|g(λt)|+ |g(t)|
)
≤ κ{(m− τnˆm+1)
+ + 2ǫ} .
Since ǫ is arbitrary small, the claim is proved.
Recall the coupling of XˆNt and X
N
t used in the proof of Condition (B). Then, in
order to prove Proposition 2.2, it is enough to prove that for any δ > 0
lim
N→∞
PNηN
[
d(XN , XˆN) > δ
]
= 0 .
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Notice that the paths of XˆNt and X
N
t in the coupling satisfy conditions (4.15) and,
in consequence, estimate (4.16). Let us denote nˆNm := nm(Xˆ
N). To estimate the
right hand side in (4.16), observe that
τnˆNm(Xˆ
N )− τnˆNm(X
N ) = T ∆N
nˆNm
≤ T ∆Nm
and (m− τnˆNm+1(X
N ))+ ≤ T ∆Nm . Therefore, by (4.16) we have
d(XN , XˆN) ≤
∞∑
m=1
2−m(1 ∧ κT ∆Nm ) .
From this estimate and condition (B) of meta-stability it follows that
lim
N→∞
ENηN [d(X
N , XˆN)] = 0 .
This completes the proof of Proposition 2.2.
5. Markov processes
We state in this section several properties of Markov processes used throughout
the article. Consider an irreducible Markov process {ηt : t ≥ 0} on a finite state
space E and denote its unique invariant measure by ν. Denote by Pη the probabil-
ity measure on the path space D(R+, E) corresponding to the Markov process ηt
starting from η and let Eη stand for the expectation with respect to Pη.
5.1. Replacement Lemma. In this subsection we prove the result used in Lemma
4.1. We start with the following identity.
Lemma 5.1. Fix a mean-zero function V : E → R and a site η in E. Let Hη be
the entry time to η : Hη = inf{t ≥ 0 : ηt = η}. Then, for all ξ in E,
Eξ
[ ∫ t
0
V (ηs) ds
]
= Eξ
[ ∫ Hη
0
V (ηs) ds
]
− Eξ
[
Eηt
[ ∫ Hη
0
V (ηs) ds
] ]
.
Proof. Let (Θt)t≥0 stand for the shift operators. Define H0 = 0,
H1 = inf{t ≥ 0 : ηt = η , ηs 6= η for some 0 ≤ s < t}
and Hj+1 = H1 ◦ΘHj for j ≥ 1. The expected value appearing in the statement of
the lemma can be written as
∑
j≥0
Eξ
[ ∫ t
0
V (ηs) ds1{Hj ≤ t < Hj+1}
]
(5.1)
=
∑
j≥0
j∑
k=0
Eξ
[ ∫ Hk+1
Hk
V (ηs) ds1{Hj ≤ t < Hj+1}
]
−
∑
j≥0
Eξ
[ ∫ Hj+1
t
V (ηs) ds1{Hj ≤ t < Hj+1}
]
.
We compute these two terms separately. The first one can be rewritten as
∑
k≥0
Eξ
[ ∫ Hk+1
Hk
V (ηs) ds1{Hk ≤ t}
]
.
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Taking conditional expectation with respect to FHk , by the strong Markov property,
this sum is equal to
Eξ
[ ∫ H1
0
V (ηs) ds
]
+ Eη
[ ∫ H1
0
V (ηs) ds
] ∑
k≥1
Pξ
[
Hk ≤ t
]
.
Notice that in the second expectation, η appears instead of ξ. Since V has mean-zero
with respect to the unique stationary measure ν, the second expectation vanishes.
We now turn to the second term in the decomposition (5.1). Observe that
{Hj ≤ t < Hj+1} belongs to the σ-algebra Ft and on this set Hj+1 = t+H1 ◦ Θt.
Therefore, by the Markov property, the second term in (5.1) is equal to
∑
j≥0
Eξ
[
1{Hj ≤ t < Hj+1}Eηt
[ ∫ H1
0
V (ηs) ds
] ]
= Eξ
[
Eηt
[ ∫ H1
0
V (ηs) ds
] ]
.
We have just proved that
Eξ
[ ∫ t
0
V (ηs) ds
]
= Eξ
[ ∫ H1
0
V (ηs) ds
]
− Eξ
[
Eηt
[ ∫ H1
0
V (ηs) ds
] ]
.
On the one hand, if ξ 6= η then Hη = H1 Pξ-a.s. and so
Eξ
[ ∫ H1
0
V (ηs) ds
]
= Eξ
[ ∫ Hη
0
V (ηs) ds
]
.
On the other hand, if ξ = η then Hη = 0 Pξ-a.s. and so
Eη
[ ∫ H1
0
V (ηs) ds
]
= 0 = Eη
[ ∫ Hη
0
V (ηs) ds
]
.
This concludes the proof of the lemma. 
Corollary 5.2. Assume further that V vanishes outside a subset F of E. Then,
max
ξ∈E
∣∣∣Eξ
[ ∫ t
0
V (ηs) ds
] ∣∣∣ ≤ 2‖V ‖∞max
ξ∈F
Eξ[Hη] .
Proof. We need to estimate the two expectations appearing on the right hand side
of the statement of Lemma 5.1. Recall that HF denotes the entry time in F defined
in (2.1). Since V vanishes outside F , in the first expectation we may take the time
integral on the interval [HF , Hη] and apply the strong Markov property to rewrite
this term as
Eξ
[
EηHF
[ ∫ Hη
0
V (ηs) ds
] ]
.
This expression is absolutely bounded by ‖V ‖∞maxξ∈F Eξ[Hη]. By the same rea-
sons, the second term is bounded above by the same quantity. 
5.2. The trace process. We recall in this subsection some elementary properties
of trace processes and deduce from these attributes some identities used throughout
the article.
Denote by L the generator of the Markov process ηt and by R(·, ·) its transition
rates so that
(Lf)(η) =
∑
ξ∈E
{
f(ξ)− f(η)
}
R(η, ξ)
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for all functions f : E → R. Let p(·, ·) be the jump probabilities and λ the holding
times:
λ(η) =
∑
ξ 6=η
R(η, ξ) , p(η, ξ) =
1
λ(η)
R(η, ξ) .
Fix a non-empty subset F of E. Denote by ηFt the trace process of ηt on F .
Denote by LF the generator of the Markov process ηFt , by R
F (·, ·) its transition
rates, by λF the holding times and by pF (·, ·) the jump probabilities. We have that
λF (η) = λ(η)Pη
[
HF\{η} < τη
]
, pF (η, ξ) = Pη
[
H{ξ} = HF\{η}
]
(5.2)
for η, ξ ∈ F , η 6= ξ, where τη stands for the time of the first return to η :
τη = inf
{
t ≥ 0 : ηt = η , ηs 6= η for some 0 ≤ s < t
}
.
To prove the first identity in (5.2), denote by τF1 the first jumping time of the
process ηFt . Under Pη, τ
F
1 can be represented as
τF1 =
N∑
j=1
Sj ,
where Sj are i.i.d. exponential random variables with parameter λ(η) and, by the
strong Markov property, N is a geometric r.v. independent of the sequence {Sj :
j ≥ 1} and such that Pη[N = k] = a(1 − a)k−1, k ≥ 1, for a = Pη
[
HF\{η} < τη
]
.
It remains to recall that an independent geometric sum of independent exponential
r.v. is exponentially distributed. The second identity in (5.2) is obvious.
An explicit formula for λF , pF can be obtained recursively. Indeed, an elemen-
tary computation shows that, when F = E \ {ξ0} for some ξ0 in E,
RF (η, ξ) = R(η, ξ) + R(η, ξ0) p(ξ0, ξ) (5.3)
for η 6= ξ, {η, ξ} ⊆ E \ {ξ0}.
From now on, we assume that ηt is an irreducible Markov process. Denote by ν
its unique invariant measure.
Lemma 5.3. For any non-empty subset F of E, {ηFt : t ≥ 0} is an irreducible
Markov process. The measure ν conditioned to F , denoted by νF , is the unique
invariant probability measure of ηFt . Moreover, ν
F is reversible, whenever ν is.
Proof. For F = E \{ξ0}, the lemma follows from identity (5.3) and straightforward
computations. To prove it for general subsets F we proceed by induction on the
cardinality of F . 
For each F ⊆ E, and all subsets G1, G2 of F such that G1 ∩G2 = φ we denote
rF (G1, G2) :=
1
ν(G1)
∑
η∈G1
ξ∈G2
ν(η)RF (η, ξ) .
Observe that if ν is reversible, then
ν(G1) rF (G1, G2) = ν(G2) rF (G2, G1) .
Recall the definition of the capacity of irreducible reversible Markov processes in-
troduced in Subsection 2.3. We denote by cap(·, ·), respectively by capF (·, ·), the
capacity for ηt, respectively for η
F
t .
We summarize in the next lemma, properties of the process ηFt used throughout
Section 4. For each η in F , let PFη be the probability measure on the path space
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D(R+, F ) induced by the Markov process η
F
t starting from η. Also, denote by E
F
η
the expectation with respect to PFη for each η ∈ F .
Lemma 5.4. Fix a non-empty subset F of E, and two subsets G1, G2 of F such
that G1 ∩G2 = φ. There holds,
(a) For all η in F ,
PFη
[
HG1 < HG2
]
= Pη
[
HG1 < HG2
]
.
(b) Let Gˇ2 = F \G2, then
ν(G1) rF (G1, G2) =
∑
η∈G1
ξ∈E
ν(η)R(η, ξ)Pξ
[
HG2 < HGˇ2
]
.
(c) If ν is reversible and F = G1 ∪G2, then
ν(G1) rF (G1, G2) = cap(G1, G2) .
(d) If ν is reversible, then
capF (G1, G2) =
cap(G1, G2)
ν(F )
·
(e) If ν is reversible, then for any η ∈ F \G
EFη [HG] =
∑
ξ∈F Pξ
[
H{η} < HG
]
ν(ξ)
cap
(
{η}, G
) ·
Proof. Claim (a) is obvious from the construction of the trace process. To prove
Claim (b), observe that we may write the left hand side of (b) as∑
η∈G1
ξ∈F
ν(η)RF (η, ξ)PFξ
[
HG2 < HGˇ2
]
.
Enumerate the set E \ F as {ξ1, . . . , ξM}. Let E0 = φ, Ei = {ξ1, . . . , ξi}, for
1 ≤ i ≤M . We prove by induction that the previous expression is equal to∑
η∈G1
ξ∈F∪Ei
ν(η)RF∪Ei(η, ξ)PF∪Eiξ
[
HG2 < HGˇ2
]
(5.4)
for 0 ≤ i ≤M . Claim (b) follows from this identity since the right hand side of (b)
coincide with the previous sum for i = M .
Obviously, the two previous sums are equal for i = 0. Assume that the identity
holds for some 0 ≤ i ≤M − 1. By (5.3), (5.4) is equal to∑
η∈G1
ξ∈F∪Ei
ν(η)RF∪Ei+1(η, ξ)PF∪Eiξ
[
HG2 < HGˇ2
]
+
∑
η∈G1
ξ∈F∪Ei
ν(η)RF∪Ei+1(η, ξi+1)p
F∪Ei+1(ξi+1, ξ)P
F∪Ei
ξ
[
HG2 < HGˇ2
]
.
By (a), we may replace in the previous formula F ∪Ei by F ∪Ei+1 in the superscript
of Pξ. After this replacement, note that∑
ξ∈F∪Ei
pF∪Ei+1(ξi+1, ξ)P
F∪Ei+1
ξ
[
HG2 < HGˇ2
]
= P
F∪Ei+1
ξi+1
[
HG2 < HGˇ2
]
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since the left hand side is obtained from the right hand side by conditioning on the
first jump. This proves (b).
To prove claims (c), (d) and (e), for the remaining part of the proof we suppose
that ν is reversible. By arguments similar to the proof of Theorem II.6.1 in [12],
we have
cap(G1, G2) =
∑
η∈G1
ξ∈E
ν(η)R(η, ξ)Pξ
[
HG2 < HG1
]
. (5.5)
Therefore, claim (c) follows from this identity and claim (b) when F = G1 ∪ G2.
Further, it follows from the proof of (b) that∑
η∈G1
ξ∈F
ν(η)RF (η, ξ)PFξ
[
HG2 < HG1
]
=
∑
η∈G1
ξ∈E
ν(η)R(η, ξ)Pξ
[
HG2 < HG1
]
.
By the version of identity (5.5) for the trace process ηFt , the left hand side of this
equation is equal to ν(F )capF (G1, G2). By (5.5), this completes the proof of (d).
Finally, claim (e) follows easily from formula (4.12) for the trace process ηFt , claim
(a) and claim (d). We are done. 
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