Introduction
The use of Green's function in sampling theory is due to the work of Zayed [8] , where a sampling theorem for integral transform whose kernel includes Green's function of not necessarily self-adjoint problems of the form is introduced. This theorem can be stated as follows. Let H(x, ξ, λ) be the Green's function of the problem (1.1) and
where {λ k } ∞ k=1 are the eigenvalues of (1.1). If this product is not convergent, then a multiplication by exp(λ/λ k ) is needed. For some fixed ξ 0 ∈ [a, b], put Φ(x, λ) = P (λ) H(x, ξ 0 , λ).
Hence, the sampling theorem of [8] reads:
Then f (λ) can be represented as
4)
If the problem (1.1) is self-adjoint or g satisfies the boundary conditions, then the series converges uniformly on compact subsets of C.
For more details one may refer to [8] . In [4] , certain modifications for the above result were given. In [2] , Green's function for deriving sampling theorems associated with discontinuous eigenvalue problems was also given. In [1] , the authors used Green's function associated with differential operators on a space of vector-function of dimension two to derive the sampling theorem. They considered the Dirac system of differential equations 
⊤ be two solutions of (1.5) satisfying
and let w(λ) = ψ 1 (0) sin α + ψ 2 (0) cos α . Thus, Green's matrix of problem (1.5)-(1.6) [5, 6] is:
(1.8)
is an entire vector-function of λ for every ξ ∈ [0, π] . The sampling theorem for vector-valued transforms whose kernels arise from Green's matrix of [1] states:
) be the vectorvalued transform 
The vector-valued series (1.11) converges uniformly on any compact subset of C and absolutely on C.
Also, in [3] , two-dimensional sampling theorems associated with first-and second-order two-parameter differential equations via Green's function were given.
The aim of this article is to introduce a sampling theorem for integral transforms whose kernels arise from Green's function of differential operators in a space of vector-functions of dimension m and consist of systems of m equations in m unknowns. This will generalize the result of [4] , where a system of differential equations of arbitrary order with boundary conditions that may be of mixed type is included.
Some main definitions for the problem and the formula of Green's function are given in the following section as well as some results that are used in the sequel. Most of these definitions and the results have been taken from [7] . Section 3 contains the sampling theorem in which the integral transform is a vector of dimension m involving Green's function in its kernel. Some illustrative examples are provided in the last section.
Preliminaries
Let 
where y ∈ C (n) [a, b] and the n boundary conditions
,n are fixed (constant) operator functions. We assume that these boundary conditions are linearly independent, i.e. the rank of 
where
and P (η, ζ) is a bilinear form in 
Lemma 2.1 Any self-adjoint differential expression is a sum of differential expressions of the form
where P = P (x) is an operator function whose values are Hermitian matrices.
We extend U 1 , · · · , U n with other forms U n+1 , · · · , U 2n to obtain a linearly independent system of 2n forms
In this case Lagrange's formula takes the form
are linearly independent forms in the variables
The boundary conditions 6) are said to be the adjoint conditions to the original boundary conditions
Boundary conditions are said to be self-adjoint if they are equivalent to their adjoint boundary conditions. Let L be the operator generated by the expression ℓ(y) and the boundary conditions (2.7). The operator generated by ℓ * (y) and the boundary conditions (2.6) is denoted by L * and is called the adjoint operator of
and only if it is generated by a self-adjoint differential expression and self-adjoint boundary conditions. Now we look for a special form of the boundary conditions (2.2), which are called regular boundary conditions. This definition can be stated as follows. Assume that the boundary conditions (2.2) have the form
and for each ν, ν = 1, · · · , n, at least one of the matrices A ν , B ν is different from zero. The conditions (2.8) are called normalized. It is always possible to put boundary conditions in a normalized form [7, p. 120] . The definition of regularity of (2.8) [7] depends on whether n is even or odd as follows:
When n is odd: n = 2µ − 1, conditions (2.8) are said to be regular if the numbers θ 0 and θ m defined by
are both different from zero, where w k are the different n roots of -1.
When n is even: n = 2µ, conditions (2.8) are said to be regular if the numbers θ −m and θ m defined by are both different from zero.
In the following we investigate the eigenvalues of the operator L and Green's function of the operator L−λI . For this task, we need an operator form of equation (2.
1). Consider the equation in an operator function
. This is equivalent to that the matrix 
(2.13)
The solutions Y 1 , · · · , Y n can be chosen to be analytic operator functions in the parameter λ , and hence ∆(λ) also is an analytic function. If this determinant is not identically zero, then these are zeros; the eigenvalues of the operator L are at most a countable set with no finite limit point. If λ 0 is a zero of ∆(λ) with multiplicity ν , then the multiplicity of the eigenvalue λ 0 cannot be greater than ν . Hence, if λ 0 is a simple zero of ∆(λ), then the multiplicity of the eigenvalue λ 0 is also unity. In this case λ 0 is called a simple eigenvalue.
In the following we give the Green's function expression for the operator L − λI . This is guaranteed if L − λI = 0 has only a trivial solution; in other words, λ is different from the eigenvalues of L .
Let |W | be the determinant of the matrix
and denote by W ν , ν = 1, · · · , n, the transpose of the mth order matrices consisting of the cofactors of the elements of Y ν in W . Put
where W jν are m × m matrices. The Green's function for the operator L − λI is given by
(2.14)
The function G(x, ξ, λ) is a meromorphic matrix-function of the parameter λ , and only eigenvalues of L can be poles of this function [7, p. 117] . Hence, the solution of
The following theorem gives a significant characterization of the Green's function G(x, ξ, λ). From now on we assume that all the eigenvalues of the operator L generated by regular boundary conditions are simple zeros of ∆(λ). Assume also that {λ k } , respectively, where ϕ k and ψ k are normalized so that
Theorem 2.2 Green's function can be represented as the uniformly convergent expansion
Proof Green's function of the operator L has the following uniform convergent series [7, p. 128] : 
The sampling theorem
In this section we introduce the main result for a sampling theorem of vector-valued transform of dimension m with a kernel defined via Green's function as follows:
where the inner product and the norm are
be an m-dimensional vector-valued transform, and then F (λ) can be represented as
This series converges uniformly on a compact subset of C if:
f is in the domain of L when it is not self-adjoint, or 2. the operator L is self-adjoint.
Proof From (3.4) and (2.16), one has
This leads to
Combining (3.6) and (3.7), one gets (3.5).
For the uniform convergence, we apply the same technique used in [9, p. 176] . Let K be a compact subset of the complex λ -plane. Let Λ = {λ k } ∞ k=1 and Λ = {λ K1 , · · · , λ Kp } be the set of eigenvalues that lie in K , which is finite since Λ has no finite limit point. Put ρ = distance(K, Λ − Λ); thus, for all λ k ∈ Λ − Λ , one gets
Hence, for all λ k , one obtains
Now in view of (3.6), we have
The last series is independent of λ and tends to zero as m → ∞ in the following cases.
1. If f is in the domain of L when the operator L is not self-adjoint, then f has the uniform convergent expansion (3.1) by the infinite product (1.2) in the kernel (3.1) to get a representation similar to (1.4) . In fact, let
Then the transform
will have the expansion
Since P (λ) and ∆(λ) have the same zeros, then
where R(λ) is an entire function with no zeros.
Examples
In this section we give three examples for the above sampling theorem associated with boundary value problems of order one and two on a space of vector-functions that is two-dimensional.
Example 4.1 Consider the boundary value problem
This problem is self adjoint since
] .
Any solution of ℓ(Y ) = λY will be
Hence, any solution of (4.1) is
The boundary condition is regular since (2.10) will be
This means that θ 0 = 0, θ 2 = 1 . We have
and hence the eigenvalues are
.
has the expansion
. For the transform
one obtains
. 
This problem is self adjoint since V (z) = i
. The solution is the same as in the previous example and the boundary conditions are regular. The eigenvalues are the zeros of
and hence the eigenvalues are λ k = k, k ∈ Z. Here, we have
; then the transform (3.4) has the expansion
one gets
Example 4.3 Consider the boundary value problem
Lagrange's formula will be
where .
Hence, G(x, ξ, λ) can be determined from (2.14). For the transform (3.4) , we have 
