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The limits of frequency resolution in nano NMR experiments have been discussed extensively in recent years.
It is believed that there is a crucial difference between the ability to resolve a few frequencies and the precision
of estimating a single one. Whereas the efficiency of single frequency estimation gradually increases with the
square root of the number of measurements, the ability to resolve two frequencies is limited by the specific
time scale of the signal and cannot be compensated for by extra measurements. Here we show theoretically
and demonstrate experimentally that the relationship between these quantities is more subtle and both are only
limited by the Crame´r-Rao bound of a single frequency estimation.
We consider the problem of spectral resolution; i.e., differ-
entiating between two close frequency components of a sig-
nal. In the nano NMR setting this can be formulated as fol-
lows. A time dependent signal is coupled to a two-level sys-
tem by a term such asH = f(t)σz,where σz is a Pauli matrix,
with the aim to assess the spectral content of f(t). This prob-
lem has been extensively examined in the past few years via
NV centers in diamond [1–11]. The limit of resolution of the
frequency spectrum of signals is believed to be set by the line-
width of the power spectrum [1–3] where the liquid state is
dominated by diffusion [9, 10, 12, 13] . The main problem is
illustrated in Fig. 1a, where two signals that are close enough
manifest a power spectrum which is similar to that of a single
broad frequency. This intuition that resolution is limited by
the line-width is based on the Rayleigh criterion from optics
[17, 18] where an analogy is drawn between the wavelength
and the line-width. This notion is one of the main pillars of
spectroscopy. Here, we challenge this concept.
The traditional method of spectroscopy with quantum sen-
sors uses dynamical decoupling pulses for a certain duration,
since the fluorescence as a function of the dynamical decou-
pling frequency reflects the spectrum of the signal [19, 20].
Thus when implementing this method two frequencies are
only resolvable if the difference between them is larger than,
roughly, T−12 , where T2 is the coherence time of the probe.
This was believed to impose a fundamental limit on frequency
resolution. However, it was realized that by transferring the
quantum phase of the sensor to the state population that sur-
vives up to longer T1 relaxation times [13, 21], resolution
could be improved. Moreover, by using a hybrid quantum sys-
tem where an additional long-lived qubit acts as a more stable
clock [4, 5, 10, 22–24] the limit could be extended to the co-
herence time of the ancilla qubit. Recently it was realized
that the quantum memory could be replaced by a classical one
[1–3, 25]. In these contributions it was shown that although
the efficiency of estimating a single frequency improves with
the number of measurements, the resolution limit is set by the
specific time scale of the scheme.
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Figure 1. Resolution problem. (a) When the two signals are close
enough (blue and orange), their sum looks like one Lorentzian
(green) making it impossible to differentiate between two sources
and one broad source. Experimental scheme. (b) Experimental
scheme for a set of frequencies. A set of n measurements is made
during the time that the phase of the signal is stable, where the time
of each measurement is τ and is limited by the coherence time of
the probe (T2). The sets are repeated N times to obtain more statis-
tics; i.e., N uncorrelated sets. The estimation of the frequencies is
done by calculating the likelihood function and locating its maxi-
mum value [14–16]; i.e., maxL({δk,Ωk, ϕ(`)k }k,`), where k is the
index of the frequencies (δ) and ` designates the phases (ϕ), and Ω
is the Rabi-frequency of the signal.
Here we show that by utilizing a suitable processing algo-
rithm of the data, the behavior of resolution in the nano NMR
setting is highly similar to that of a single frequency estima-
tion; i.e., it improves with extra uncorrelated measurements
and does not diverge for close frequencies. In this letter, we
focus on the post-processing of the data, given the measure-
ment protocol of [1–3].
Formulation of the problem and outline of the algorithm—
We define resolution as the ability to determine the number
of frequencies in a signal and estimating them. We consider
in detail the case in which the maximal number of frequen-
cies is two i.e., whether the signal contains a single frequency
or two different frequencies, and test the extension to multi-
ple frequencies numerically. The basic algorithm proceeds as
follows. We first assume the number of frequencies is two (de-
noted as δ1, δ2) and then use Maximum-likelihood (ML) [26]
ar
X
iv
:1
70
7.
01
90
2v
2 
 [q
ua
nt-
ph
]  
17
 Fe
b 2
01
9
2to either estimate δ1−δ2 or δ1, δ2 separately. If ∆ (δ1 − δ2) <
|δ1 − δ2| or ∆ (δ1) + ∆ (δ2) < |δ1 − δ2|, where ∆ (x) is the
standard deviation (SD) of x, then we can deduce that there
are two resolvable frequencies (as the error probability is neg-
ligible). Therefore the quantities ∆ (δ1 − δ2) , ∆ (δ1) , ∆ (δ2)
determine our resolution limits. On the other hand, precision
is our ability to estimate the value of a frequency given that
the signal contains only one frequency.
To address this problem of frequency resolution it is in-
structive to first understand the origin of the notion that resolu-
tion and single frequency estimation are two different things.
The standard frequency measurement protocol is based on dy-
namical decoupling [27, 28]. In the regime where the co-
herence time of the signal is longer than the coherence time
of the probe, synchronized measurements can be performed
[1–3]. In these scenarios the standard estimation method in-
volves estimating the frequencies out of the power spectrum.
For a single frequency δ, the spectrum is a peaked function
g ((x− δ)Tϕ) (e.g. g (·) can be Gaussian or Lorentzian)
around the signal frequency δ, with a characteristic width of
T−1ϕ - one over the coherence time of the signal. For two
frequencies δ2, δ1, the line shape is the sum of these func-
tions g ((x− δ1)Tϕ) + g ((x− δ2)Tϕ). It can be shown
that for a Lorentzian line-shape, the uncertainty diverges with
|(δ2 − δ1)Tϕ|−1 - this is the Rayleigh curse. For example, in
the case where (δ2 − δ1)Tϕ = 0.1, the experiment needs to
be prolonged by a factor of 102 to get the same uncertainty as
in the (δ2 − δ1)Tϕ  1 regime. For a Gaussian line-shape
the scaling is |(δ2 − δ1)Tϕ|−3 when Tϕ is unknown (see SI-
I A).
In the next section we show that in the case of a phase sen-
sitive measurement, the divergence is due to the loss of in-
formation on the initial phase of the signal. This information
is always lost whenever estimating the frequencies from the
power-spectrum/auto-correlation alone, which explains the di-
vergence in this case.
Phase sensitive measurement of fully correlated signal—
Let us start by analyzing a single frequency signal under
dynamical decoupling [27], where δTϕ  1. The phase sen-
sitive measurement protocol is illustrated in Fig. 1b, where
many measurements are performed during a phase correlation
time and thus the initial phase can be estimated as well. In
the first examples of phase sensitive measurement on coher-
ent signals, it was shown that the single frequency estimation
uncertainty takes the form of [1]:
∆ (δ) ∝ 1
Ω
√
τT 3/2
√
N
, (1)
where T is the minimum between the coherence time of the
signal and the stability time of the clock, τ is the length of
each experimental run and is limited by the coherence time of
the probe (T2), Ω is the Rabi frequency, and N is the num-
ber of uncorrelated measurement sets. The prefactor changes
according to the precise experimental realization (readout ef-
ficiency, prior knowledge of the amplitudes, etc.). The op-
timal SD presented in Eq. 1 can be attained by Maximum-
Likelihood Estimation (MLE), which saturates the Crame´r-
Rao bound [15]. The use of MLE has been shown to be useful
in quantum optics in recent years [1, 29–31].
Eq. 1 deals with a single frequency estimation, and since
we are interested in resolution, the quantity of interest is
∆ (δ1 − δ2) (or ∆ (δ1) + ∆ (δ2) , in some cases) in the limit
of |δ1 − δ2|Tϕ  1. According to the Crame´r-Rao bound:
∆ (δj) ≥
√
(I−1)δj ,δj , where I is the Fisher-Information
(FI) matrix, and
(
I−1
)
x,y
is the value relevant for the con-
venience between x and y taken from the inverse matrix of I .
Therefore it is critical to inquire whether
(
I−1
)
δj ,δj
does not
diverge as |δ1 − δ2|Tϕ  1, this analysis appears in SI-I B,
where we show that under certain conditions this quantity re-
mains approximately constant. The intuition for these results
can be understood from looking at the single frequency case
where δTϕ  1 which is analogous to the case of two close
frequencies where we know the average frequency. For dy-
namics given by the Hamiltonian H = Ωσz cos (δt+ ϕ), the
probability for detecting a photon is given by
p = sin2
(
φ+
pi
4
)
φ = Ωτsinc
(
δτ
2
)
cos (δt+ ϕ)
where φ is the phase gained by the probe during the mea-
surement, and Ω, ϕ, δ are the unknown parameters; Rabi fre-
quency, phase, and frequency, respectively. In the limit of
Ωτ  1 and δTϕ  1 the probability can be simplified to
p ≈ 1
2
+ Ωτ (cos (ϕ)− sin (ϕ) δt) .
In this case we can only estimate Ω cosϕ and Ωδ sinϕ and this
is the underlying cause of the resolution problem. In the case
where the amplitude is constant, which corresponds to a more
classical signal, intuitively we can get some information about
δ by performing more measurements, each with a different
phase, and analyzing the statistics.
More precisely, for a single set of measurements (with the
same phase) there are three degrees of freedom (δ,Ω, ϕ) to be
estimated, but only two constraints for Ω cosϕ and Ωδ sinϕ.
Each new measurement set adds two more constraints, but
only one degree of freedom; hence, the frequency can be es-
timated. Here we see that the phase noise is crucial for the
estimation of δ. In the case where the amplitude also fluc-
tuates, which corresponds to signals commonly seen in the
nano-NMR scenario, each new measurement adds two de-
grees of freedom and the resolution problem re-emerges. In
this case, by averaging the probability function over the am-
plitude distributions the problem effectively reverts back to
the model with constant amplitude, and enables us to estimate
δ. In the next sections we show numerically and experimen-
tally that this intuition holds true and indeed the resolution
limit is no longer valid. See SI-I for more information.
This basically challenges a key assumption in the field of
nano NMR [1–7, 9]: Namely, that resolution is set by the time
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Figure 2. Resolving the experimental data. (a) Two frequencies with a frequency difference below the DFT limit, δ1 = 250 [2piHz] and
δ2 = 251.6 [2piHz] (δ2 − δ1 = 0.4
[
2piT−1ϕ
]
) were resolved. The Rabi-frequency of the signal was Ω ≈ 12 [2pikHz]. The inset, and the blue
line over the histogram, show the DFT of 33 measurement sets. The figure depicts a histogram of the estimators from 210 iterations of MLE,
each over the 33 data-sets randomly chosen from the total of 880 data-sets. The average estimators are
〈
δ˜1
〉
= 250.22 ± 0.45 [2piHz], and〈
δ˜2
〉
= 251.68 ± 0.40 [2piHz] (the errors represent the SD); i.e., over 2.4σ apart. (b) The result of the same procedure, for data containing
only a single frequency. The average of the difference is
〈
|δ˜1 − δ˜2|
〉
= 0.51 ± 0.53 [2piHz]. Figure (c) shows the histogram of |δ2 − δ1|
taken from the data in figures (a) (purple) and (b) (green). Note that the 100 [Hz] component in the spectrum (and harmonics) is noise due to
fluctuations in the room’s fluorescent lights.
Tϕ (see Fig. 1b) and extra uncorrelated measurements will not
greatly improve the ability to resolve two frequencies. We
claim that with phase sensitive measurement, the resolution
behaves like the single frequency uncertainty (Eq. 1). This is
shown by analytic calculation of the FI (SI-I B) and numerical
simulation of MLE (Fig. 3) [32].
Experimental results— To verify the theoretical analysis
we performed high resolution radio-frequency spectroscopy
with a single NV center in diamond. The experimental proce-
dure is depicted in [1] which involved a phase sensitive mea-
surement where a series of resonant pi pulses were applied to
the NV center in the form of an XY8 sequence. The spac-
ing of the pi pulses provides a spectral filter centered around
1/2τ = 500 [kHz], with a band-width dictated by the num-
ber of pi pulses (here N = 8, which corresponds to a band-
width of ∼60kHz). After application of one XY8 sequence,
the NV center is read out to give information about fluctuating
magnetic fields within the spectral bandwidth. By concatenat-
ing several of these measurements and precisely recording the
elapsed time between measurements, the line-width of the re-
sulting spectrum can be further reduced to be limited by T−1ϕ .
Here a total coherent measurement time of 0.25 seconds was
used to obtain a measurement line-width of 4Hz. These mea-
surements were repeated to generate 880 uncorrelated mea-
surement sets. For more information see SI section IV. This
scenario imitates the case in which the resolution is limited by
the clock coherence time ( Tϕ).
The ML analysis is shown in Fig. 2. The estimation proce-
dure is as follows. First, a Fourier transform analysis is done
to obtain an initial estimate of the amplitude, and the cen-
tral frequency. The minimization procedure is a multi-search
around the initial estimates of the frequencies - with a width
of 5T−1ϕ , and the phases are generated randomly from a uni-
form distribution. The uncertainty obtained for the frequen-
cies is around 0.4 Hz; i.e., an order of magnitude smaller than
the Discrete Fourier Transform (DFT) limit, which is the line-
width of the power spectrum.
Nano NMR signal— We now consider the case of the
nano NMR signal; i.e., a signal that originates from an unpo-
larized substance such that both the amplitude and the phase
fluctuate. Let us analyze the model that originates in unpo-
larized nano NMR [9, 10, 12, 13], where the polarization is
normally distributed around zero and does some random pro-
cess; e.g., Ornstein-Uhlenbeck, with a finite coherence time
Tϕ. We analyze the signal at short times compared to the co-
herence time; i.e., we assume the signal is totally coherent
up to time Tϕ, and then the amplitude and phase are redrawn
from their respective distribution; e.g., Rayleigh distribution
for the amplitude and uniform for the phase.
Unlike the previous noise model the regular Bayesian anal-
ysis results in a diverging frequency uncertainty when the two
frequencies merge into one. In order to overcome this diver-
gence we use a different probability function for the Bayesian
fit which we get by averaging over the amplitudes. By doing
so we aim to revert to the previous noise model and remove
the divergence; see SI-I C for more details.
The numerical analysis is shown in Fig. 3. The signal
is generated with two frequencies of δ1 = e4
[
2piT−1ϕ
]
and
δ2 = δ1 + ∆δ, with phases randomly taken from a uniform
distribution ϕ ∼ U (0, 2pi) and amplitudes randomly taken
4Figure 3. SD of estimators from Global search vs. Crame´r-Rao
bound. The SD of the estimators are plotted in black circles with
error bars calculated from the SD of the statistics, and the root of the
mean square error is plotted in green asterisks. For comparison the
Crame´r-Rao bound of δ2 − δ1 calculated from the probability (red),
and the average probability over the amplitudes (blue) - the scatter-
ing is due to the randomness of the phases. The dashed black line
indicates the 2-3σ certainty regime. The signal is generated with
two frequencies of δ1 = e4
[
2piT−1ϕ
]
and δ2 = δ1 + ∆δ, with
phases randomly taken from a uniform distribution ϕ ∼ U (0, 2pi)
and amplitudes randomly taken from a Rayleigh distribution Ω ∼
R
(√
2/pi 〈Ω〉
)
.
from a Rayleigh distribution Ω ∼ R
(√
2/pi 〈Ω〉
)
. Where the
mean amplitudes are 〈Ω〉 = 0.05 [2piτ−1], each sequence of
measurement has a length of Tϕ = 210τ , and 26 sequences
with different phases and amplitudes are generated; i.e., each
signal is composed of 26 · 210 measurements, and for sim-
plicity we assume single shot measurements. The estimation
procedure is the same as for the experimental data (Fig. 2)
up to the fact that we have used an effective distribution af-
ter averaging over the amplitude. The procedure is repeated
27 times to gather statistics. Comparing the multi-search pro-
cedure with the local search around the real parameters did
not always find the most likely estimators, which indicates
that with more computing power the global search should con-
verge to the estimators from the local search (see SI Fig. 10);
furthermore, we believe that as more datasets will be analyzed
together the SD of the estimator should converge to the blue
dots in the figure. A pronounced difference is shown between
the regular Bayesian method (red) which diverges and the cor-
rected Bayesian method (blue), for which the Fisher Informa-
tion tends to a constant value.
Conclusions and outlook— We showed theoretically and
verified experimentally that the resolution achieved for spec-
troscopic measurements by a quantum sensor does not diverge
for small beat-note frequencies (|δ2 − δ1|Tϕ  1) but rather
scales like precision; i.e., as 1/
√
N , whereN is the number of
measurements, with a proportionality coefficient comparable
to the single frequency case. This contrasts with the paradigm
that the scaling should be much worse, to such an extent that
it limits the resolution to the line-width.
We analyzed a general scenario of amplitude and phase
noise. We believe that it captures the essence of a large
family of noise models that exhibit temporal fluctuations in
phase/amplitude. In particular, we have studied in detail the
exact model of noise that originates from the lack of clock sta-
bility and the noise model imposed by diffusion in the nano-
NMR setting. In both cases we have shown that unlike in the
regular macroscopic NMR setup, the line-width does not im-
pose a limit on frequency resolution.
This super-resolution method utilizes phase and amplitude
noise in nano-NMR experiments to increase resolution. It is
interesting to draw an analogy to optical super-resolution al-
gorithms that utilize noise such as STORM [35] or SOFI [36].
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