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“It’s not who I am underneath,
but what I do that defines me.”
Batman

ABSTRACT
Topological Quantum Field Theory for Character Varieties
by A´ngel Gonza´lez Prieto
Abstract en Espan˜ol
La presente tesis doctoral esta´ dedicada al estudio de las estructuras de Hodge de un tipo especial
de variedades algebraicas complejas que reciben el nombre de variedades de caracteres. Para este fin,
proponemos utilizar una poderosa herramienta de naturaleza a´lgebro-geome´trica, proveniente de la
f´ısica teo´rica, conocida como Teor´ıa Topolo´gica de Campos Cua´nticos (TQFT por sus siglas en ingle´s).
Con esta idea, en la presente tesis desarrollamos un formalismo que nos permite construir TQFTs a
partir de dos piezas ma´s sencillas de informacio´n: una teor´ıa de campos (informacio´n geome´trica) y
una cuantizacio´n (informacio´n algebraica). Como aplicacio´n, construimos una TQFT que calcula las
estructuras de Hodge de variedades de representaciones y la usamos para calcular expl´ıcitamente los
polinomios de Deligne-Hodge de SL2(C)-variedades de caracteres parabo´licas.
Palabras clave: TQFT, variedades de caracteres, estructuras de Hodge, espacios de mo´duli, GIT.
Abstract in English
This PhD Thesis is devoted to the study of Hodge structure on a special type of complex algebraic
varieties, the so-called character varieties. For this purpose, we propose to use a powerful algebro-
geometric tool coming from theoretical physics, known as Topological Quantum Field Theory (TQFT).
With this idea in mind, in the present Thesis we develop a formalism that allows us to construct TQFTs
from two simpler pieces of data: a field theory (geometric data) and a quantisation (algebraic data).
As an application, we construct a TQFT computing Hodge structures on representation varities and we
use it for computing explicity the Deligne-Hodge polynomials of parabolic SL2(C)-character varieties.
Key words: TQFT, character varieties, Hodge structures, moduli spaces, GIT.
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Introduction
Let M be a compact differentiable manifold, possibly with boundary, and let G be a complex algebraic
group. The set of representations ρ : pi1(M)→ G can be endowed with a structure of complex algebraic
variety, the so-called representation variety of M into G, denoted XG(M). Moreover, the group G
itself acts on XG(M) by conjugation so, taking the Geometric Invariant Theory (GIT) quotient of
XG(W ) by this action, we obtain the so-called character variety
RG(M) = XG(M) G.
It is the moduli space of representations of pi1(M) into G, as treated in [Nak00], also known as the
Betti moduli space. Even in the simplest cases, the topology and algebraic structure of these character
varieties is extremely rich and has been objective of studies for the last twenty years.
One of the main reasons for studying character varieties is their prominent role in the non-abelian
Hodge correspondence. This beautiful theory states that character varieties are just one of the three
faces of the same object. The first incarnation of this principle is the so-called Riemann-Hilbert
correspondence ([Sim94a] [Sim94b]). For M = Σ a compact Riemann surface and G = GLn(C) (resp.
G = SLn(C)), an element of RG(Σ) defines a G-local system and, thus, a rank n algebraic vector
bundle E → Σ of degree zero (resp. and fixed determinant) with a flat connection on it. In this way,
the Riemann-Hilbert correspondence gives a real analytic correspondence between RG(Σ) and the
moduli space of flat bundles on Σ of rank n and degree zero (resp. and fixed determinant), usually
called the de Rham moduli space. Furthermore, via the Hitchin-Kobayashi correspondence ([Sim92]
[Cor88]), we also have that, for G = GLn(C) (resp. G = SLn(C)), the Betti moduli space RG(Σ) is
real analytic equivalent to the Dolbeault moduli space, that is, the moduli space of rank n and degree
zero (resp. and fixed determinant) G-Higgs bundles i.e. vector bundles E → Σ together with a field
Φ : E → E ⊗KΣ called the Higgs field.
Using these correspondences, it is possible to compute the Poincare´ polynomial of character varieties by
means of Morse theory. Following these ideas, Hitchin, in the seminal paper [Hit87], gave the Poincare´
polynomial for G = SL2(C). Gothen also computed it for G = SL3(C) in [Got94] and Garc´ıa-Prada,
Heinloth and Schmitt for G = GL4(C) in [GPHS14].
However, these correspondences from non-abelian Hodge theory are far from being algebraic. For this
reason, the study of the algebraic structure on the character varieties turns important. In particular,
it is interesting to analyze an extra linear structure that appears on the cohomology of these varieties,
the so called mixed Hodge structure. The origin of these invariants goes back to classical Hodge theory,
where they are related with something as subtle as the harmonic forms on a variety. However, it was
not until the work of Deligne in [Del71a], [Del71b] and [Del71a], in the context of the Weil conjectures,
when Hodge structures gained lot of visibility as important algebraic invariants. The point was that,
xii
in those papers, Deligne proved that the cohomology of every complex algebraic variety is endowed
with a natural Hodge structure.
Roughly speaking, a Hodge structure on a complex variety X is a decomposition of Hkc (X;C) as a
lattice Hk;p,qc (X) with p, q ∈ Z. The dimensions of these Hodge pieces, hk;p,qc (X) = dimCHk;p,qc (X),
are the so-called Hodge numbers and can be thought as an algebraic refinement of the Betti numbers.
In particular, from them we can construct the Deligne-Hodge polynomial, or E-polynomial, of X as a
kind of Euler characteristic with the Hodge numbers
e (X) =
∑
k,p,q
(−1)k hk;p,qc (X)upvq ∈ Z[u±1, v±1].
However, in general, the Deligne-Hodge polynomial of character varieties is unknown. One of the
most important advances in this direction was accomplished by Hausel and Rodr´ıguez-Villegas in
[HRV08] by means of a theorem of Katz of arithmetic flavour, based on the Weil conjectures and the
Lefschetz principle. In that paper, they computed an expression of the E-polynomial for GLn(C)-
twisted character varieties on surfaces in terms of generating functions. This technique was later
expanded in [Mer15] for G = SLn(C) and, recently, in [BH17] for the untwisted case and orientable
surfaces (G = GL3(C) and SL3(C)) and for non-orientable surfaces (G = GL2(C) and SL2(C)).
However, this approach suffers of a major problem since, in order to use Katz’ theorem, it is necessary
to count the number of points of the character varieties over finite fields and that requieres to use
character tables of the finite groups GLn(Fq). However, for high rank, these tables cannot be explicitly
computed so only an expression of the E-polynomial in terms of generating functions can be obtained.
Trying to overcome this problem, a new approach was initiated by Logares, Mun˜oz and Newstead in
[LMnN13]. The strategy there was to focus on the computation of the Deligne-Hodge polynomial of the
representation variety by chopping it into simpler strata for which this polynomial can be computed
and to sum all the contributions. After that, they studied the identification that took place in the
GIT quotient and, from these data, they computed the Deligne-Hodge polynomial of the corresponding
character variety. Following this idea, explicit expressions of the E-polynomials for genus g = 1, 2 and
G = SL2(C) were computed in [LMnN13] and, later, extended for arbitrary genus in [MMn16b] and,
for G = PGL2(C), in [Mar17].
A step forward in representation varieties is to consider a parabolic structure on a surface Σ, which
is a finite collection of pairs Q = {(pi, λi)}si=1, where pi ∈ Σ and λi ⊆ G is a subvariety closed under
internal automorphisms of G, called the holonomy of pi. In that case, the parabolic representation
variety XG(Σ, Q) is the set of representations ρ : pi1(Σ− {p1, . . . , ps})→ G such that the image of the
positive loop around pi lies in λi.
The importance of these parabolic counterparts is that the non-abelian Hodge correspondence extends
to the parabolic context. For example, for G = GLn(C) and Q a single marked point with holonomy
a primitive root of unit e2piid/n (the so-called twisted case), we have that RGLn(C)(Σ, Q) is diffeomor-
phic to the moduli space of rank n and degree d Higgs bundles and to the moduli space of rank n
logarithmic flat bundles with a simple pole with residue − dn Id. Analogous correspondences also hold
for generic semi-simple conjugacy classes [Sim90]. Using these correspondences, Boden and Yokogawa
calculated the Poincare´ polynomial of character varieties in [BY96] for G = SL2(C) and generic semi-
simple conjugacy classes, and Garc´ıa-Prada, Gothen and Mun˜oz for G = GL3(C) and G = SL3(C) in
[GPGMn07]. Incidentally, other correspondences can also appear, as for G = SL2(C), Σ an elliptic
curve and Q two marked points with different semi-simple conjugacy classes not containing a multiple
of identity, in which RG(Σ, Q) is diffeomorphic to the moduli space of doubly periodic instantons
through the Nahm transform [BJ01] [Jar02].
However, the calculation of E-polynomials for parabolic character varieties is much harder than for
the non-parabolic case due to the extra perturbation generated by the punctures. Some advances were
given in [HLRV11], following the arithmetic method, for G = GLn(C) and generic semi-simple marked
points (but the result is not explicit) and in [LMn14] with the geometric method but only at most two
marked points. In the general case there is not a satisfactory solution.
In this PhD Thesis, we propose a new approach to the problem of computing Hodge structures on
character varieties based on Topological Quantum Field Theories (TQFTs). The seed of this idea
is the paper [MMn16b], in which the authors computed the Deligne-Hodge polynomials of SL2(C)-
representation varieties by means of the geometric method. However, beyond the calculation itself, the
important point is that they proved that, if Σg is the compact genus g surface, there exists a recursive
algorithm that computes the Deligne-Hodge polynomial of XSL2(C)(Σg) in terms of the E-polynomial of
XSL2(C)(Σg−1) and an extra piece of data called the Hodge monodromy representation. This recursive
pattern brings us back to TQFTs.
The origin of TQFTs dates back to the seminar paper of Witten [Wit88] in which he showed that the
Jones polynomial (a knot invariant) can be obtained from a quantum field theory known as Chern-
Simons theory. Aware of the importance of this discovery, Atiyah in [Ati88] gave a full definition of
this kind of theories and coined the term Topological Quantum Field Theory. There, he emphasized
in the categorical nature of this kind of constructions and formulated them as monoidal functors
Z : Bdn → R-Mod from the category of n-dimensional bordisms to the category of R-modules.
However, for our purposes, the most important application of TQFTs is that they give effective
methods of computation of algebraic invariants. Suppose that we are interesed in some algebraic
invariant that takes values on a ring R, and suppose that have a TQFT, Z : Bdn → R-Mod,
such that, if M is a closed n-dimensional manifold, seen as a bordism M : ∅ → ∅, we have that
Z(M)(1) ∈ R is the desired invariant of M . Observe that, as Z is monoidal, Z(∅) = R so Z(M) is
a R-linear automorphism of R i.e. it is multiplication by some fixed element of R. In that case, we
can split M into simpler pieces in order to obtain such a invariant in a recursive way. For example,
suppose that M = Σg and decompose M = D
† ◦ Lg ◦ D, where D : ∅ → S1 is a disc, L : S1 → S1
is a torus with two discs removed and D† : S1 → ∅ is a disc in the other way around, as depicted in
Figure 1.
Figure 1
In that case, the TQFT gives us a decomposition Z(Σg) = Z(D
†) ◦Z(L)g ◦Z(D), where Z(D), Z(D†)
and Z(L) are fixed R-module homomorphisms, independent of g. Hence, as Z(Σg)(1) is the desired
invariant, it can be computed automatically for all the surfaces Σg from the knowledge of just three
homomorphisms. In that sense, a TQFT can be thought as the dynamic version of something static
as an algebraic invariant.
This PhD Thesis is structured in four chapters. Chapter 1 is devoted to Topological Quantum Field
Theories. In Section 1.1, especially 1.1.2, we will review the definitions concerning TQFTs and some
of their fundamental properties, including the fact that, for all M ∈ Bdn, the module Z(M) is forced
to be finitely generated. This restriction imposes a major obstruction to the construction of TQFTs
since, in most cases, the natural assigment for Z(M) is not finitely generated. In order to overcome
this problem, in Section 1.1.3 we propose to relax the monoidality condition and to consider lax
monoidal Topological Quantum Field Theories, that is, functors Z : Bdn → R-Mod such that, for all
M,N ∈ Bdn, there exists a homomorphism ∆ : Z(M) ⊗ Z(N) → Z(M unionsq N) which is no longer an
isomorphism.
Under these relaxed conditions, life becomes easier and, actually, there are plenty of TQFTs that can
be constructed. In this direction, in Section 1.2 we describe a new procedure, of physical inspiration,
that creates a lax monoidal TQFT from two simpler pieces: a field theory (a geometric data) and a
quantisation (an algebraic data). The idea is to consider a category C with final object and pullbacks
that is going to play the role of a ’category of fields’ (in the physical sense), and to split our TQFT as
a composition
Bdn
F−→ Span(C) Q−→ R-Mod,
where Span(C) is the category of spans in C (see Section 1.2). The functor F is the ’field theory’ and
can be constructed from a functor Embc → C that preserves gluings (Section 1.2.3). Here, Embc
stands for the wide subcategory of compact differentiable manifolds but only embeddings between
them. In the other hand, the functor Q is the ’quantisation’ and can be made from a piece of algebraic
data called a C-algebra (Sections 1.2.1 and 1.2.2). On order to finish Chapter 1, in Section 1.3 we
describe how this procedure can be expanded to construct other types of Topological Quantum Field
Theories as TQFTs preserving some extra structure (Section 1.3.1), TQFTs only on tubes instead
of general bordisms (Section 1.3.2), simplified versions of TQFTs from an heuristic datum (Section
1.3.3) and a kind of weaker version of TQFTs, called soft TQFTs, when only half of the C-algebra is
available (Section 1.3.4). These alternative versions of TQFTs will be very useful in Chapter 3, where
we will construct a TQFT computing Hodge structures on representation varieties.
In Chapter 2, we will focus on Hodge theory, as the framework in which the algebraic invariants that
we want to study fit. After some preliminaries about K-theory and Grothendieck rings (Section 2.1),
we will review Hodge structures in Section 2.2, both pure Hodge structures (as in the compact Ka¨hler
case) and mixed Hodge structures (in the general case).
However, the core of Chapter 2 is the Section 2.3, in which we review Saito’s theory of mixed Hodge
modules. These mixed Hodge modules are cornerstones in our construction of a TQFT computing
Hodge structures of representation varieties, since the Grothendieck rings of mixed Hodge modules
will be the VarC-algebra choosen for the quantisation. As preparation, in Section 2.3.1 we will
review D-modules and perverse sheaves as well as their interplay by means of the Riemann-Hilbert
correspondence. These objects are needed because they actually are the building blocks of the category
of mixed Hodge modules, as explained in Section 2.3.2. Roughly speaking, the category of mixed Hodge
modules is just a suitable subcategory of the category of filtered pairs of D-modules and perverse
sheaves. However, the selection rule to decide whether one of such a pairs is a mixed Hodge module is
extremely involved and requieres lots of subtle functors controlling the behaviour of several filtrations.
No original work is intended to be shown in this section, but only a reinterpretation of Saito’s theory
as a black box suitable for our purposes.
In fact, the definition of mixed Hodge modules is so hard that almost no example of a mixed Hodge
module can be constructed by hand. However, in Section 2.4, we will review some of the fundamental
results of Saito that state that the category of variations of Hodge structures (i.e. sheaves whose stalks
are Hodge structures) can be seen as a subcategory of the category of mixed Hodge modules. With
this result at hand, given a fibration f : X → B of smooth complex varieties locally trivial in the
analytic topology, we will construct a mixed Hodge module on B that controls the monodromy of
f . Such a Hodge module is called the Hodge monodromy representation of f and, as we will show,
generalizes the Hodge monodromy representation introduced in [LMnN13].
Chapter 3 is devoted to representation varieties. First of all, in Section 3.1 we will review some of the
fundamentals of representation and character varieties and we will put them in context by describing
briefly the non-abelian Hodge theory (Section 3.1.3). However, the heart of this Thesis is Section 3.2.
In that section, we will prove the following fundamental result (Theorem 3.2.6).
Theorem. Let G be a complex algebraic group. For every n ≥ 1, there exists a lax monoidal TQFT
of pairs, ZG : Bdpn → KHS-Modt, such that, for every n-dimensional connected closed manifold W
and every non-empty finite subset A ⊆W , we have
ZG(W,A) (1) = [H
•
c (XG(W );Q)]⊗ [H•c (G;Q)]|A|−1 ∈ KHS.
Here, HS stands for the category of (mixed) Hodge structures with 1 ∈ KHS the unit of its Grothendieck
ring and KHS-Modt is an enharced version of the usual category of modules with an extra 2-category
structure (see Example 1.1.20)
This result, as well as the construction methods of TQFTs of Section 1.2, appeared for the first time
in the paper [GPLMn17] (but with a remarkable lower degree of generality). For the construction of
ZG, we will take as category of fields C = VarC, the category of complex algebraic varieties. The
field theory will be constructed from the functor XG : Embpc → VarC that assigns, to every pair
(M,A) with M a compact manifold and A ⊆ M a finite set, the generalized representation variety
XG(M,A) = Hom (Π(M,A), G). Recall that Π(M,A) is the fundamental groupoid of (M,A), that
is, the groupoid of homotopy classes of paths on M between points of A. However, the core of the
construction is the quantisation part. For it, we will use the Grothendieck rings of mixed Hodge
modules that, as we will have proved in Section 2.3.2, can be made a VarC-algebra. Moreover, this
construction can be extended to the parabolic case without further modifications, as shown in Section
3.2.2.
Despite that the TQFT introduced above captures the Hodge structures of representation varieties,
with a view towards practical calculations it is not the best option. With this idea, in Section 3.3
we will show several variants of the previous TQFT. The most useful on for our purposes will be the
geometric version introduced in Section 3.3.3. For that, we will need to introduce the category of
piecewise algebraic varieties, PVark, as explained in Section 3.3.2. Roughly speaking, this category
has, as objects, the elements of the Grothendieck semi-ring of algebraic varieties and, as morphisms,
maps that can be decomposed as disjoint union of regular morphisms.
Finally, in Section 3.4, we will show how this geometric version of TQFT, ZgmG , can be effectively
used for computing Hodge structures of representation varieties. This result can also be found in the
paper [GP18a]. We will focus on the case G = SL2(C) and parabolic structures with holonomies in
the conjugacy classes of the Jordan type elements, J± ∈ SL2(C) and λ = [J±] (see Section 3.4 for an
introduction to this group). We will show that, in fact, all the computations of the TQFT can be
done in a certain finitely generated submodule W and we will compute explicitly the homomorphisms
ZgmSL2(C)(D) : KHS → W, Z
gm
SL2(C)(D
†) : W → KHS and ZgmSL2(C)(Lλ) : W → W needed for the
computation. Here, Lλ : (S
1, ?)→ (S1, ?) is the trivial tube with a puncture in the class λ. Actually,
as shown in Section 3.4.2, the first two homomorphisms are rather trivial so the unique challenge is
the third one. Section 3.4.3 is devoted to the computation of this morphism ZgmSL2(C)(Lλ). Finally, in
Section 3.4.4 we will show that the algorithmic procedure of [MMn16b] is nothing but the calculation of
(a slightly modified version of) ZgmSL2(C)(L). Therefore, putting together the calculations of [MMn16b]
and the ones of this Thesis, we conclude the following result (Theorem 3.4.17).
Theorem. Let Q be a parabolic structure with r+ punctures with holonomies [J+], r− punctures with
holonomies [J−] and t punctures with holonomies in −Id. Denote r = r+ + r− and σ = (−1)r−+t.
Then, the image of the mixed Hodge structure on the cohomology of XSL2(C)(Σg, Q) in KHS is:
• If σ = 1, then
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
(
q2 − 1)2g+r−1q2g−1 + 1
2
(q − 1)2g+r−1q2g−1(q + 1)(22g + q − 3)
+
(−1)r
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1).
• If σ = −1, then
[
H•c
(
XSL2(C)(Σg, Q)
)]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Here, q = Q(−1) = [H•c (C)] is the one-dimensional pure Hodge structure concentrated in the
piece (1, 1).
However, the final object of desire is not the Hodge structures of representation varieties but of their
GIT quotients, the character varieties. In order to fill that gap, Chapter 4 is devoted to GIT-like
techniques that allow us to compute Deligne-Hodge polynomials of character varieties from the ones
of representation varieties. In order to do so, we will need to consider weak quotients that go beyond
the scope of classical GIT (as reviewed in Section 4.1). The results of this chapter can also be found
in [GP18b].
The problem is the following. Suppose that X is an algebraic variety with an action of an algebraic
group G such that the GIT quotient, pi : X → X  G, is good. Suppose that we can decompose
X = Y unionsq U with Y ⊆ X closed and U ⊆ X open, both invariant for the action. In general, X G 6=
(Y  G) unionsq (U  G) so the GIT quotient is not well-behaved under decompositions. The underlying
problem is that, while U → pi(U) is still a good quotient (so pi(U) = U  G), the closed part pi|Y :
Y → pi(Y ) may no longer be a good quotient since they could exist G-invariant functions on Y that
do not factorize through pi|Y .
Nonetheless, the closed part Y → pi(Y ) still holds all the topological properties of good quotients.
For this reason, in Section 4.2, we introduce the notion of pseudo-quotient as a kind of weak quotient
regarding only the topological properties of good quotients. Using this approach, we will prove in
Section 4.2.2 (Theorem 4.2.11) that, if X = Y unionsq U as above and pi : X → X is a pseudo-quotient
for the action of G, then pi : Y → pi(Y ) and pi : U → pi(U) are pseudo-quotients. Moreover, pseudo-
quotients allow us to obtain a sort of quotient even in the case that G is not reductive. In this
sense, pseudo-quotients are a simpler tool than the sophisticated techniques used for constructing
non-reductive GIT quotients, as in [BDHK15], [DK07] or [Kir09].
On the other hand, pseudo-quotients are no longer unique but, as we will show in Section 4.2.1, their
classes in the Grothendieck ring of complex algebraic varieties are so. In particular, this is enough
to ensure that their E-polynomials agree. Putting together these two facts, we obtain the following
result.
Theorem. Let X be a complex algebraic variety with a linear action of a reductive group G. If we
decompose X = Y unionsq U with Y ⊆ X closed and U orbitwise-closed (see Definition 4.2.3), then
e (X G) = e (Y G) + e (U G) .
As an application to character varieties, there is a natural decomposition of the representation variety
as XG(Γ) = X
r
G(Γ) unionsqXirG(Γ), where XrG(Γ) denotes the set of reducible representations and XirG(Γ) the
set of irreducible ones. In that case, the results of Section 4.3 imply that
e (RG(Γ)) = e (XrG(Γ) G) + e (XirG(Γ) G) .
In this way, each stratum can be analyzed separately. For the stratum XirG(Γ), the situation is quite
simple since the action on it is closed and (essentially) free, so e
(
XirG(Γ) G) is just the quotient of
the E-polynomial of XirG(Γ) over the E-polynomial of G/G
0, where G0 ⊆ G is the center of G.
For the stratum XrG(Γ), the situation is a bit harder. The idea here is that the closures of the
orbits of elements of XrG(Γ) always intersect the subvariety of diagonal representations. This is a
geometric situation is treated in Proposition 4.2.14 and implies that the GIT quotient is isomorphic
to the quotient of the diagonal representations under permutation of eigenvalues. Therefore, for this
stratum, the calculation reduces to the analysis of a quotient by a finite group.
Using these ideas, in Section 4.4 we will recompute, for G = SL2(C), the Deligne-Hodge polynomial
of character varieties of free groups and surface groups (i.e. fundamental groups of closed orientable
surfaces) from the ones of the corresponding representation variety, reproving the results of [CL14]
and [MMn16a] respectively. Moreover, in Section 4.5, we will explore the parabolic case and we will
compute the Deligne-Hodge polynomial of SL2(C)-parabolic character varieties of free and surface
groups with any number of punctures with holonomies of Jordan type. In the case of surface groups,
we obtain the following result.
Theorem 0.0.1. Let Q be a parabolic structure on Σg with r+ punctures with holonomies [J+], r−
punctures with holonomies [J−] and t punctures with holonomies in −Id. Denote r = r+ + r− and
σ = (−1)r−+t. Then, the Deligne-Hodge polynomials of parabolic SL2(C)-character varieties are:
• If σ = 1, then
e
(RSL2(C)(Σg, Q)) = (q2 − 1)2g+r−2q2g−2 + (−1)r 22g(q − 1)q2g−2(1− (1− q)r−1)
+
1
2
(q − 1)2g+r−2q2g−2 (22g + q − 3)
+
1
2
(q + 1)2g+r−2q2g−2
(
22g + q − 1) .
• If σ = −1, then
e
(RSL2(C)(Σg, Q)) = (−1)r−1 22g−1(q + 1)2g+r−2q2g−2
+ (q − 1)2g+r−2q2g−2
(
(q + 1)2g+r−2 + 22g−1 − 1
)
.
From the results of this PhD Thesis, several lines of reseach are opened, as sketched in the final section
of this document. Let us review some of them here. First of all, in this Thesis we have focused on the
case of Jordan type punctures. The reason is that, when we want to introduce conjugacy classes of
semi-simple type, a new interaction phenomenon appears that complicates the calculations. However,
we expect that, using the techniques introduced in this Thesis, a detailed study of these interferences
will allow us to extend the calculations also to this case.
Moreover, so far we have only centered our attention to the case G = SL2(C). However, the TQFTs
constructed in this Thesis are valid for any complex algebraic group so a next step would be to consider
other groups. As a starting point, it would be interesting to study the case G = SLr(C) with r ≥ 2
and to understand how the TQFT and the GIT quotient behave when we increase the rank.
Furthermore, along this Thesis, we have always focused on character varieties, forgetting about the
other faces of the non-abelian Hodge theory. However, if we still use the mixed Hodge modules as
quantisation, it may be expectable that some suitable fields theories will allow us to obtain similar
results for the moduli spaces of Higgs bundles and of flat connections. That would be very interesting
since, in that case, we could capture the whole hyperka¨hler structure of these moduli spaces.
Another exciting exploration point would be to study the monoidality restriction of the described
TQFT. As we mentioned above, the constructed TQFT is no longer a strict monoidal functor but only
a lax monoidal functor. However, as the known cases show, all the computations can be performed
in a finitely generated submodule. This shows that, morally, the TQFT wants to be monoidal but
there are some obstructions that prevent it from being so. For this reason, we expect that the previ-
ous construction could be modified to give rise to a strict monoidal TQFT, maybe using a different
quantisation or varying the monoidal structures.
Finally, another framework in which character varieties are central is the geometric Langlands pro-
gram (see [BD96]). In this setting, the Hitchin fibration for the Dolbeault moduli space satisfies
the Strominger-Yau-Zaslow conditions of mirror symmetry for Calabi-Yau manifolds (see [SYZ96]),
from which it arises several questions about relations between E-polynomials of character varieties for
Langlands dual groups, as conjectured in [Hau05] and [HRV08]. The validity of these conjectures has
been discussed in some cases as in [LMnN13] and [Mar17]. Despite of that, the general case remains
unsolved. We hope that the ideas introduced in this PhD Thesis could be useful to shed light upon
these questions.

Introduccio´n
Sea M una variedad diferenciable compacta, posiblemente con frontera, y sea G un grupo algebraico
complejo. El conjunto de representaciones ρ : pi1(M) → G puede ser dotado de la estructura de
una variedad algebraica, la llamada variedad de representaciones de M en G y denotada por XG(M).
Adema´s, el grupo G actu´a en XG(M) por conjugacio´n por lo que, tomando el cociente de Teor´ıa de
Invariantes Geome´tricos (GIT, por sus siglas en ingle´s) de XG(W ) bajo esta accio´n, obtenemos la
variedad de caracteres
RG(M) = XG(M) G.
La variedad de representaciones es el espacio de mo´duli de representaciones de pi1(M) en G, como
se trata en [Nak00] y, en este contexto, este espacio es conocido como el espacio de mo´duli de Betti.
Incluso en los casos ma´s sencillos, la topolog´ıa y estructura algebraica de estas variedades de caracteres
es extremada rica y ha sido muy estudiada durante los u´ltimos veinte an˜os.
Uno de los principales motivos para estudiar variedades de caracteres es su importante papel en la
correspondencia de Hodge no abeliana. Esta bella teor´ıa muestra que las variedades de caracteres
son solo una de las tres caras de una misma realidad. La primera encarnacio´n de esta teor´ıa es la
correspondencia de Riemann-Hilbert ([Sim94a] [Sim94b]). Para M = Σ una superficie de Riemann
compacta y G = GLn(C) (resp. G = SLn(C)), un elemento de RG(Σ) define un G-sistema local y,
por tanto, un fibrado vectorial algebraico de rango n, E → Σ, de grado cero (resp. y determinante
fijado) con una conexio´n plana en e´l. En esta filosof´ıa, la correspondencia de Riemann-Hilbert nos
da una una correspondencia anal´ıtica-real entre RG(Σ) y el espacio de mo´duli de fibrados planos en
Σ de rango n y grado cero (resp. y determinante fijado), el conocido como espacio de mo´duli de de
Rham. Ma´s au´n, v´ıa la correspondencia de Hitchin-Kobayashi ([Sim92] [Cor88]), tambie´n tenemos
que, para G = GLn(C) (resp. G = SLn(C)), el espacio de mo´duli de Betti RG(Σ) es equivalente
anal´ıtico-real al espacio de mo´duli de Dolbeault, esto es, el espacio de mo´duli de G-fibrados de Higgs
de rango n y grado cero (resp. y determinante fijado) i.e. fibrados vectoriales E → Σ junto con un
campo Φ : E → E ⊗KΣ, llamado el campo de Higgs.
Por medio de estas correspondencias, es posible calcular el polinomio de Poincare´ de las variedades
de caracteres a trave´s de teor´ıa de Morse. Siguiendo estas ideas, Hitchin, en el paper seminal [Hit87],
dio el polinomio de Poincare´ para G = SL2(C). Posteriormente, Gothen tambie´n lo calculo´ para
G = SL3(C) en [Got94] y Garc´ıa-Prada, Heinloth y Schmitt para G = GL4(C) en [GPHS14].
Sin embargo, estas correspondencias de la teor´ıa de Hodge no abeliana esta´n muy lejos de ser alge-
braicas. Por esta razo´n, es importante estudiar la estructura algebraica de las variedades de caracteres.
En particular, es interesante analizar una estructura lineal extra que aparece en la cohomolog´ıa de
estas variedades, la llamada estructura de Hodge mixta. El origen de estos invariantes se retrotrae a
teor´ıa de Hodge cla´sica, donde se relacionan con cuestiones tan sutilies como las formas armo´nicas en
la variedad. Sin embargo, no fue hasta los trabajos de Deligne en [Del71a], [Del71b] y [Del71a], en
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el contexto de las conjeturas de Weil, cuando las estructuras de Hodge cobraron importancia como
invariantes algebraicos. La razo´n de ello es que, en esos art´ıculos, Deligne probo´ que la cohomolog´ıa
de una variedad algebraica compleja esta´ equipada, de forma natural, con una estructura de Hodge.
Sin entrar en detalles, una estructura de Hodge en una variedad compleja X es una descomposicio´n de
la cohomolog´ıa con soporte compacto, Hkc (X;C), como un ret´ıculo de piezas H
k;p,q
c (X) con p, q ∈ Z. La
dimensio´n de estas piezas, hk;p,qc (X) = dimCH
k;p,q
c (X), son los llamados nu´meros de Hodge y pueden
pensarse como un refinamiento de los nu´meros de Betti. En particular, a partir de estos nu´meros
de Hodge, podemos construir el polinomio de Deligne-Hodge, o E-polinomio, de X como una suma
alternada al estilo de una caracter´ıstica de Euler
e (X) =
∑
k,p,q
(−1)k hk;p,qc (X)upvq ∈ Z[u±1, v±1].
Sin embargo, en general, el polinomio de Deligne-Hodge de las variedades de caracteres es desconocido.
Uno de los mayores avances en este sentido fue llevado a cabo por Hausel y Rodr´ıguez-Villegas en
[HRV08] mediante un teorema de Katz de sabor aritme´tico basado en las conjeturas de Weil y el
principio de Lefschetz. En ese art´ıculo, los autores calcularon una expresio´n del E-polinomio para
GLn(C)-variedades de caracteres torcidas (twisted) en superficies compactas en te´rminos de funciones
generatrices. Esta te´cnica fue posteriormente expandida en [Mer15] para G = SLn(C) y, recientemente,
en [BH17] para el caso no-torcido y superficies orientables (G = GL3(C) y SL3(C)) y para variedades
no orientables (G = GL2(C) y SL2(C)). No obstante, esta aproximacio´n adolece de un grave problema
porque, para poder usar el teorema de Katz, es necesario contar el nu´mero de puntos de variedades
de caracteres sobre cuerpos finitos y esto requiere usar la tabla de caracteres de los grupos finitos
GLn(Fq). Sin embargo, para rango alto, estas tablas no pueden calcularse expl´ıcitamente y, por tanto,
solo se puede dar una expresio´n del E-polinomio en te´rminos de funciones generatrices.
Tratando de superar este escollo, Logares, Mun˜oz y Newstead en [LMnN13] iniciaron una nueva aprox-
imacio´n a este problema. En ese art´ıculo, la estrategia consiste en centrarse en el ca´lculo del polinomio
de Deligne-Hodge de las variedades de representaciones. Para ello, la variedad se trocea en estratos
ma´s sencillos de los que s´ı se conoce su E-polinomio y luego se suman todas esas contribuciones.
Tras ello, estudiaron que´ identificaciones deben realizarse para pasar al cociente GIT y, a partir de
esta informacio´n, calcularon el polinomio de Deligne-Hodge de las variedades de caracteres correspon-
dientes. Siguiendo este principio, se han calculado expresiones expl´ıcitas de los E-polinomios para
ge´nero g = 1, 2 y G = SL2(C) en [LMnN13] y, posteriormente, se han extendido a ge´nero arbitrario
en [MMn16b] y, para G = PGL2(C), en [Mar17].
Un paso ma´s alla´ en las variedades de representaciones es considerar una estructura parabo´lica sobre
una superficie Σ. E´stas no son ma´s que una coleccio´n finita de pares Q = {(pi, λi)}si=1, donde pi ∈ Σ
son los llamados puntos marcados y λi ⊆ G es una subvariedad cerrada bajo conjugacio´n por G,
llamada la holonomı´a de pi. En ese caso, la variedad de representaciones parabo´lica XG(Σ, Q) es el
conjunto de representaciones ρ : pi1(Σ − {p1, . . . , ps}) → G tales que la imagen de los lazos positivos
alrededor de los pi viven en λi.
Estas contrapartidas parabo´licas son importantes porque la correspondencia de Hodge no abeliana
tambie´n se extiende a este contexto. Por ejemplo, para G = GLn(C) y Q un solo punto marcado con
holonomı´a una ra´ız primitiva de la unidad e2piid/n (el llamado caso torcido), se tiene que RGLn(C)(Σ, Q)
es difeomorfo al espacio de mo´duli de fibrados de Higgs de rango n y grado d, y espacio de mo´duli
de fibrados logar´ıtmicos planos de rango n con un polo simple de residuo − dn Id. Ana´logas correspon-
dencias existen tambie´n para clases de conjugacio´n semi-simples gene´ricas, [Sim90]. A trave´s de estas
correspondencias, Boden y Yokogawa calcularon el polinomio de Poincare´ de variedades de caracteres
parabo´licas en [BY96] para G = SL2(C) y clases de conjugacio´n semisimples, y Garc´ıa-Prada, Gothen
y Mun˜oz para G = GL3(C) y G = SL3(C) en [GPGMn07]. Incidentalmente, otras correspondencias
excepcionales pueden aparecer, como para G = SL2(C), Σ una curva el´ıptica y Q dos puntos marcados
con diferente holonomı´a semi-simple, en cuyo caso RG(Σ, Q) es difeomorfo al espacio de mo´duli de
instantones doblemente perio´dicos a trave´s de la transformada de Nahm [BJ01] [Jar02].
No obstante, el calculo de E-polinomios para variedades de caracteres parabo´licas es mucho ma´s dif´ıcil
que para el caso no parabo´lico debido a las nuevas perturbaciones generadas por los puntos eliminados.
Algunos avances en este sentido se han producido en [HLRV11], mediante el me´todo aritme´tico, para
G = GLn(C) y puntos marcados gene´ricos semi-simples (pero el resultado no es expl´ıcito) y en [LMn14]
con el me´todo geome´trico pero, a lo sumo, dos puntos marcados. El caso general sigue abierto.
En esta tesis doctoral, proponemos una nueva aproximacio´n al problema de calcular las estructuras
de Hodge de variedades de representaciones basada en Teor´ıas Topolo´gicas de Campos Cua´nticos
(Topological Quantum Field Theories o TQFTs). El germen de esta idea es el art´ıculo [MMn16b], en
el que los autores calculan el polinomio de Deligne-Hodge de SL2(C)-variedades de representaciones
por medio del me´todo geome´trico. Sin embargo, ma´s alla´ del ca´lculo en s´ı mismo, el punto fundamental
es que probaron que, si Σg es la superficie compacta de ge´nero g, existe un algoritmo recursivo que
calcula el polinomio de Deligne-Hodge de XSL2(C)(Σg) en te´rminos del de XSL2(C)(Σg−1) y una pieza
de informacio´n extra conocida como representacio´n de monodromı´a de Hodge. Este patro´n recursivo
evoca fuertemente a las TQFTs.
El origen de las TQFTs se remonta al art´ıculo seminal de Witten [Wit88], en el que mostro´ que el poli-
nomio de Jones (un invariante de nudos) puede obtenerse a trave´s de una teor´ıa de campos cua´nticos
conocida como teor´ıa de Chern-Simons. Consciente de la importancia de este descubrimiento, Atiyah
en [Ati88] dio una fundamentacio´n completa de este tipo de teor´ıas y acun˜o´ el te´rmino Topological
Quantum Field Theory. En ese art´ıculo, se enfatiza la naturaleza catego´rica de este tipo de construc-
ciones y las formula como functores monoidales Z : Bdn → R-Mod de la categor´ıa de bordismos
n-dimensionales a la categor´ıa de R-mo´dulos.
Sin embargo, para nuestros propo´sitos, la aplicacio´n ma´s importante de las TQFTs es que proporcio-
nan un me´todo efectivo de ca´lculo de invarientes algebraicos. Para verlo, supongamos que estamos
interesados en un invariante algebraico que toma valores en un cierto anillo R, y supongamos que
disponemos de una TQFT, Z : Bdn → R-Mod, tal que, si M es una variedad cerrada n-dimensional,
vista como un bordismo M : ∅ → ∅, tenemos que Z(M)(1) ∈ R es el invariante de M buscado.
Obse´rvese que, como Z es monoidal, Z(∅) = R por lo que Z(M) es un automorfismo R-lineal de R
i.e. es multiplicar por un cierto elemento fijo de R. En ese caso, podemos descomponer M en piezas
ma´s sencillas para obtener el invariante de forma recursiva. Por ejemplo, supongamos que M = Σg y
descompongamos M = D† ◦ Lg ◦D, donde D : ∅ → S1 es un disco, L : S1 → S1 es un toro con dos
discos recortados y D† : S1 → ∅ es un disco en el sentido opuesto a D, tal y como se muestra en la
Figura 2.
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En ese caso, la TQFT nos aporta una descomposicio´n Z(Σg) = Z(D
†) ◦ Z(L)g ◦ Z(D), donde
Z(D), Z(D†) y Z(L) son homomorfismos de R-mo´dulos fijados e independientes de g. De este modo,
el invariante deseado Z(Σg)(1) puede ser calculado automa´ticamente para todas las superficies Σg sin
ma´s que el entender estos tres homomorfismos. En este sentido, una TQFT puede pensarse como la
versio´n dina´mica de algo esta´tico como un invariante algebraico.
Esta tesis doctoral se estructura en cuatro cap´ıtulos. El Cap´ıtulo 1 esta´ dedicado a las Teor´ıas
Topolo´gicas de Campos Cua´nticos. En la Seccio´n 1.1, y especialmente en 1.1.2, revisaremos algunas
de la definiciones y propiedades fundamentales de las TQFTs, incluido el hecho de que, para todo
M ∈ Bdn, el mo´dulo Z(M) esta´ obligado a ser finitamente generado. Esta restriccio´n es crucial
en tanto que impone serveras obstrucciones a la construccio´n de TQFTs pues, en muchos casos, la
asignacio´n natural para Z(M) no es finitamente generada. Para salvar este problema, en la Seccio´n
1.1.3 proponemos relajar la condicio´n de monoidalidad y considerar TQFTs monoidales laxas (lax
monoidal), esto es, functores Z : Bdn → R-Mod tales que, para todo M,N ∈ Bdn, existe un
homomorfismo ∆ : Z(M)⊗ Z(N)→ Z(M unionsqN) que podr´ıa no ser un isomorfismo.
Bajo estas condiciones relajadas, la vida se vuelve mucho ma´s sencilla y podemos construir multitud
de TQFTs. En esta direccio´n, en la Seccio´n 1.2 describimos un nuevo procedimiento, de inspiracio´n
f´ısica, que crea una TQFT monoidal laxa a partir de dos piezas ma´s sencillas: una teor´ıa de campos
(informacio´n geome´trica) y una cuantizacio´n (informacio´n algebraica). Para ello, la idea es considerar
una categor´ıa C con objeto final y pullbacks que jugara´ el papel de una cierta “categor´ıa de campos”
(en el sentido f´ısico), y descomponer nuestra TQFT como una composicio´n
Bdn
F−→ Span(C) Q−→ R-Mod,
donde Span(C) es la categor´ıa de los spans de C (ve´ase Seccio´n 1.2). El functor F es la “teor´ıa de cam-
pos” y puede ser construido a partir de otro functor Embc → C que preserve pegados (Seccio´n 1.2.3).
Obse´rvese que, aqu´ı, Embc es la categor´ıa amplia (wide subcategory) de variedades diferenciables com-
pactas pero u´nicamente embebimientos entre ellas. Por otra parte, el functor Q es la “cuantizacio´n” y
puede construirse a partir de una pieza de informacio´n algebraica conocida como C-a´lgebra (Secciones
1.2.1 y 1.2.2). Para terminar el Cap´ıtulo 1, en la Seccio´n 1.3 describimos co´mo este procedimiento
puede extenderse para construir otros tipos de Teor´ıas Topolo´gicas de Campos Cua´nticos, como TQFTs
que preservan algu´n tipo de estructura extra (Seccio´n 1.3.1), TQFTs definidas u´nicamente en tubos y
no en bordismos generales (Seccio´n 1.3.2), versiones simplificadas de TQFTs a partir de informacio´n
heur´ıstica (Seccio´n 1.3.3) y un tipo de versio´n de´bil de TQFTs conocidas como TQFTs blandas (soft
TQFTs), disponibles cuando solo la mitad de la C-a´lgebra esta´ a nuestro alcance (Seccio´n 1.3.4). Estas
versiones alternativas de TQFTs sera´n de gran utilidad en el Cap´ıtulo 3, donde construiremos una
TQFT que calcule estructuras de Hodge en variedades de representaciones.
En el Cap´ıtulo 2, nos centraremos en la teor´ıa de Hodge como el marco natural en el que encajan los
invariantes algebraicos que queremos estudiar. Tras algunos preliminares sobre K-teor´ıa y anillos de
Grothendieck (Seccio´n 2.1), revisaremos las estructuras de Hodge en la Seccio´n 2.2, tanto de tipo puro
(como en el caso de variedades Ka¨hler compactas) como de tipo mixto (en el caso general).
Sin embargo, el nu´cleo del Cap´ıtulo 2 es la Seccio´n 2.3, en la cual revisamos la teor´ıa de Saito de
mo´dulos de Hodge mixtos. Estos mo´dulos de Hodge mixtos son la piedra angular de nuestra con-
struccio´n de una TQFT que calcule las estructuras de Hodge de variedades de representaciones, en
tanto que sus anillos de Grothendieck sera´n la VarC-a´lgebra escogida para la cuantizacio´n. Como
preparacio´n, en la Seccio´n 2.3.1 revisaremos la teor´ıa de D-mo´dulos y haces perversos (perverse
sheaves) as´ı como sus interrelaciones a trave´s de la correspondencia de Riemann-Hilbert. Estos ob-
jetos son enormemente necesarios porque, como explicamos en la Seccio´n 2.3.2, son precisamente
los bloques ba´sicos de la construccio´n de mo´dulos de Hodge mixtos. Grosso modo, la categor´ıa de
mo´dulos de Hodge mixtos no es ma´s que una subcategor´ıa apropiada de la categor´ıa de pares filtrados
de D-mo´dulos y haces perversos. No obstante, la regla de seleccio´n que decide si uno de esos pares
merece la denominacio´n de mo´dulo de Hodge mixto es extremadamente compleja y requiere el uso
de mu´ltiples functores que controlan, de forma muy sutil, el comportamiento de diversas filtraciones.
En esta seccio´n, no pretendemos mostrar ningu´n tipo de trabajo original, sino u´nicamente una rein-
terpretacio´n de la teor´ıa de Saito como una caja negra con las funciones apropiadas para nuestros
propo´sitos.
De hecho, la definicio´n de los mo´dulos de Hodge mixtos es tan dif´ıcil que pra´cticamente no se pueden
construir mo´dulos de Hodge mixtos a mano. Sin embargo, en la Seccio´n 2.4 revisaremos algunos de
los resultados ba´sicos de Saito que afirman que la categor´ıa de variaciones de estructuras de Hodge
(i.e. haces cuyos tallos (stalks) son estructuras de Hodge) puede verse como una subcategor´ıa de la
categor´ıa de los mo´dulos de Hodge mixtos. A partir de este resultado, dada una fibracio´n f : X → B
de variedades complejas lisas que es localmente trivial en la topolog´ıa anal´ıtica, construiremos un
mo´dulo de Hodge mixto en B que controle la monodromı´a de f . Llamaremos a ese mo´dulo de Hodge
la representacio´n de monodromı´a de Hodge de f y, como veremos, generaliza las representaciones de
monodromı´a de Hodge introducidas en [LMnN13].
El Cap´ıtulo 3 esta´ dedicado a las variedades de representaciones. En primer lugar, en la Seccio´n 3.1
revisaremos los fundamentos de la variedades de representaciones y los situaremos en su contexto,
esbozando los hitos de la teor´ıa de Hodge no abeliana (Seccio´n 3.1.3). Sin embargo, el corazo´n de esta
disertacio´n es la Seccio´n 3.2, en la cual probamos el siguiente resultado fundamental (Teorema 3.2.6).
Theorem. Sea G un grupo algebraico complejo. Para todo n ≥ 1, existe una TQFT monoidal laxa
de pares, ZG : Bdpn → KHS-Modt, tal que, para toda variedad n-dimensional cerrada y conexa W
y todo subconjunto finito no vac´ıo A ⊆W , tenemos
ZG(W,A) (1) = [H
•
c (XG(W );Q)]⊗ [H•c (G;Q)]|A|−1 ∈ KHS.
Aqu´ı, HS denota la categor´ıa de las estructuras de Hodge (mixtas) y cuya unidad de su anillo de
Grothendieck es 1 ∈ KHS y KHS-Modt es una versio´n ampliada de la categor´ıa de mo´dulos usuales
con una estructura de 2-categor´ıa extra (ve´ase Ejemplo 1.1.20)
Este resultado, as´ı como los me´todos de construccio´n de TQFTs de la Seccio´n 1.2, aparecieron por
primera vez en el art´ıculo [GPLMn17] (aunque con un notablemente menor grado de generalidad). Para
la construccio´n de ZG, tomaremos como categor´ıa de campos C = VarC, la categor´ıa de las variedades
algebraicas complejas. La teor´ıa de campos se construye a partir del functor XG : Embpc → VarC que
asigna, a cada par (M,A) con M una variedad compacta y A ⊆M un subconjunto finito, la variedad
de representaciones generalizada XG(M,A) = Hom (Π(M,A), G). Recue´rdese que Π(M,A) denota el
grupoide fundamental del par (M,A), esto es, el grupoide de clases de homotop´ıa de caminos de M
entre puntos de A. Sin embargo, la clave de esta construccio´n es la cuantizacio´n. Para ella, usaremos
el anillo de Grothendieck de mo´dulos de Hodge mixtos que, como habremos probado en la Seccio´n
2.3.2, forma una VarC-a´lgebra. Ma´s au´n, esta construccio´n puede extenderse al caso parabo´lico sin
grandes modificaciones, como mostramos en la Seccio´n 3.2.2.
A pesar de que esta TQFT captura las estructuras de Hodge de las variedades de representaciones,
con vista a los ca´lculos expl´ıcitos no es la mejor opcio´n. Con esta idea, en la Seccio´n 3.3 mostraremos
diversas variantes de la TQFT anterior. La ma´s u´til para nuestros propo´sitos sera´ la versio´n geome´trica
introducida en la Seccio´n 3.3.3. Para construirla, necesitaremos introducir la categor´ıa de las variedades
algebraicas a trozos, PVark, como explicamos en la Seccio´n 3.3.2. En l´ıneas generales, esta categor´ıa
tiene, como objetos, los elementos del semi-anillo de Grothendieck de variedades algebraicas y, como
morfismos, aplicaciones que pueden descomponerse como unio´n disjunta de morfismos regulares.
Finalmente, en la Seccio´n 3.4 mostreremos que la versio´n geome´trica de la TQFT, ZgmG , puede ser
utilizada para realizar ca´lculos efectivos de estructuras de Hodge en variedades de representaciones.
Este resultado tambie´n puede encontrarse en el art´ıculo [GP18a]. Nos centraremos en el caso G =
SL2(C) y estructuras parabo´licas con holonomı´as en clases de conjugacio´n de elementos de tipo Jordan,
J± ∈ SL2(C) y λ = [J±] (ve´ase Seccio´n 3.4 para una revisio´n de este grupo). Mostraremos que, de
hecho, todos los ca´lculos de la TQFT pueden realizarse en un cierto submo´duloW finitamente generado
y calcularemos expl´ıcitamente los homomorfismos ZgmSL2(C)(D) : KHS→W, Z
gm
SL2(C)(D
†) :W → KHS
y ZgmSL2(C)(Lλ) :W →W necesarios para el co´mputo. Aqu´ı, Lλ : (S1, ?)→ (S1, ?) denota el tubo trivial
con un punto marcado con holonomı´a en la clase λ. De hecho, como se muestra en la Seccio´n 3.4.2, los
dos primeros homomorfismos son bastante triviales, por lo que el verdadero desaf´ıo se encuentra en el
tercero de ellos. En este sentido, la Seccio´n 3.4.3 esta´ dedicada al ca´lculo de este morfismo ZgmSL2(C)(Lλ).
Finalmente, en la Seccio´n 3.4.4 explicaremos que el me´todo algor´ıtmico de [MMn16b] no es sino el
ca´lculo de (una versio´n ligeramente modificada de) ZgmSL2(C)(L). De este modo, juntado los ca´lculos de
[MMn16b] con los de esta tesis doctoral, concluimos el siguiente resultado (Teorema 3.4.17).
Theorem. Sea Q una estructura parabo´lica con r+ puntos marcados con holonomı´as [J+], r− puntos
marcados con holonomı´as [J−] y t puntos marcados con holonomı´as −Id. Denotemos r = r+ + r− y
σ = (−1)r−+t. Entonces, la imagen en KHS de la estructura de Hodge mixta en la cohomolog´ıa de
XSL2(C)(Σg, Q) es:
• Si σ = 1, entonces
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
(
q2 − 1)2g+r−1q2g−1 + 1
2
(q − 1)2g+r−1q2g−1(q + 1)(22g + q − 3)
+
(−1)r
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1).
• Si σ = −1, entonces
[
H•c
(
XSL2(C)(Σg, Q)
)]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Aqu´ı, q = Q(−1) = [H•c (C)] es la estructura de Hodge pura unidimensional concentrada en la
pieza (1, 1).
Sin embargo, recordemos que el objeto del deseo no son las estructuras de Hodge de variedades de
representaciones, sino de su cociente GIT, las variedades de caracteres. Con el fin de rellenar ese
hueco, el Cap´ıtulo 4 esta´ dedicado a te´cnicas de tipo GIT que nos permitan calcular el polinomio de
Deligne-Hodge de variedades de caracteres a partir del de variedades de representaciones. Para ello,
necesitaremos considerar versiones de´biles de cocientes que van ma´s alla´ del a´mbito de la Teor´ıa de
Invariantes Geome´tricos cla´sica (que revisamos en la Seccio´n 4.1). Los resultados de este cap´ıtulo
tambie´n se encuentran recogidos en el art´ıculo [GP18b].
El problema fundamental es el siguiente. Supongamos que X es una variedad algebraica con una
accio´n de un grupo algebraico G tal que su cociente GIT, pi : X → X G, es bueno. Supongamos que
descomponemos X = Y unionsq U con Y ⊆ X cerrado y U ⊆ X abierto, ambos invariantes bajo la accio´n.
En general, X  G 6= (Y  G) unionsq (U  G) por lo que el cociente GIT no se comporta bien respecto
a descomposiciones. El problema subyacente es que, mientras que U → pi(U) sigue siendo un buen
cociente, (y, por tanto, pi(U) = U G), la parte cerrada pi|Y : Y → pi(Y ) podr´ıa dejar de ser un buen
cociente porque podr´ıan existir funciones G-invariantes en Y que no factorizasen a trave´s de pi|Y .
A pesar de ello, la parte cerrada Y → pi(Y ) au´n conserva todas las propiedades topolo´gicas de los
buenos cocientes. Por esta razo´n, en la Seccio´n 4.2, introducimos la nocio´n de pseudo-cociente como
un tipo de cociente de´bil que u´nicamente tiene en cuenta las propiedades topo´logicas de los buenos
cocientes. Usando esta aproximacio´n, en la Seccio´n 4.2.2 (Teorema 4.2.11) probaremos que, si X =
Y unionsq U como antes y pi : X → X es un pseudo-cociente para la accio´n de G, entonces pi : Y → pi(Y ) y
pi : U → pi(U) son pseudo-cocientes. Ma´s au´n, los pseudo-cocientes nos permiten obtener una suerte
de cociente incluso cuando el grupo G no es reductivo. En este sentido, los pseudo-cocientes son
herramientas ma´s sencillas que las sofisticadas te´cnicas empleadas para construir cocientes GIT no
reductivos, como en [BDHK15], [DK07] o [Kir09].
En contrapartida, los pseudo-cocientes no son u´nicos pero, como vermos en la Seccio´n 4.2.1, sus clases
en el anillo de Grothendieck de variedades complejas s´ı lo son, lo cual es suficiente para garantizar que
sus E-polinomios coinciden. Por ello, uniendo estos dos hechos, obtenemos el siguiente resultado.
Theorem. Sea X una variedad compleja algebraica con una accio´n lineal de un grupo reductivo G.
Si descomponemos X = Y unionsq U con Y ⊆ X cerrado y U cerrado por o´rbitas (orbitwise-closed, ve´ase
Definicio´n 4.2.3), entonces
e (X G) = e (Y G) + e (U G) .
Como aplicacio´n a variedades de caracteres, tenemos una descomposicio´n natural de la variedad de
representaciones como XG(Γ) = X
r
G(Γ)unionsqXirG(Γ), donde XrG(Γ) denota el conjunto de representaciones
reducibles y XirG(Γ) el conjunto de las irreducibles. En este caso, los resultados de la Seccio´n 4.3
implican que
e (RG(Γ)) = e (XrG(Γ) G) + e (XirG(Γ) G) .
De este modo, cada estrato puede ser analizado separadamente. Para el estrato XirG(Γ), la situacio´n es
bastante simple porque la accio´n en e´l es (esencialmente) libre, luego e
(
XirG(Γ) G) no es ma´s que el
cociente del E-polinomio de XirG(Γ) sobre el E-polinomio de G/G
0, donde G0 ⊆ G es el centro de G.
Para el estrato XrG(Γ), la situacio´n es un poco ma´s complicada. La idea aqu´ı es que la clausura
de las o´rbitas de los elementos de XrG(Γ) siempre interseca a la subvariedad de las representaciones
diagonales. E´sta es una situacio´n geome´trica que es tratada en la Proposicio´n 4.2.14 e implica que el
cociente GIT sea isomorfo al cociente de las representaciones diagonales bajo la permutacio´n de sus
autovalores. De este modo, para este estrato, el ca´lculo se reduce al ana´lisis del cociente por un grupo
finito.
Usando estas ideas, en la Seccio´n 4.4 recalcularemos, para G = SL2(C), el polinomio de Deligne-Hodge
de variedades de caracteres de grupos libres y grupos fundamentales de superficies cerradas orientables
(grupos de superficie) a partir de los correspondientes para variedades de representaciones, reprobando
los resultados de [CL14] y [MMn16a] respectivamente. Ma´s au´n, en la Seccio´n 4.5, exploraremos el
caso parabo´lico y calcularemos el polinomio de Deligne-Hodge de SL2(C)-variedades de caracteres
parabo´licas de grupos libres y grupos de superficie con cualquier nu´mero de puntos marcados con
holonomı´as de tipo Jordan. En el caso de grupos de superficie, obtenemos el siguiente resultado.
Theorem 0.0.2. Sea Q una estructura parabo´lica sobre Σg con r+ puntos marcados con holonomı´as
[J+], r− puntos marcados con holonomı´as [J−] y t puntos marcados con holonomı´as −Id. Denotemos
r = r+ + r− y σ = (−1)r−+t. Entonces, el polinomio de Deligne-Hodge de SL2(C)-variedades de
caracteres parabo´licas son:
• Si σ = 1, entonces
e
(RSL2(C)(Σg, Q)) = (q2 − 1)2g+r−2q2g−2 + (−1)r 22g(q − 1)q2g−2(1− (1− q)r−1)
+
1
2
(q − 1)2g+r−2q2g−2 (22g + q − 3)
+
1
2
(q + 1)2g+r−2q2g−2
(
22g + q − 1) .
• Si σ = −1, entonces
e
(RSL2(C)(Σg, Q)) = (−1)r−1 22g−1(q + 1)2g+r−2q2g−2
+ (q − 1)2g+r−2q2g−2
(
(q + 1)2g+r−2 + 22g−1 − 1
)
.
A partir de los resultados de esta tesis doctoral, varias lineas de investigacio´n se abren, tal y como
son esbozadas en la u´ltima seccio´n de este documento. Revisemos brevemente algunas de ellas aqu´ı.
En primer lugar, en esta tesis doctoral nos hemos centrado en el caso de puntos marcados de tipo
Jordan. La razo´n para ello es que, en el caso de clases de conjugacio´n semi-simples, surge un nuevo
feno´meno de interaccio´n que complica los ca´lculos. Sin embargo, es de esperar que, con las te´cnicas
introducidas en esta tesis doctoral, sea posible extender los ca´lculos tambie´n a este caso a trave´s de
un estudio detalado de estas interferencias.
Adema´s, hasta ahora hemos centrado nuestra atencio´n en el caso G = SL2(C). Sin embargo, la
TQFT construida en esta disertacio´n es va´lida para cualquier grupo algebraico complejo, por lo que el
siguiente paso natural ser´ıa considerar otros grupos. Como punto de partida, ser´ıa interesante estudiar
el caso G = SLr(C) con r ≥ 2 y entender co´mo la TQFT y el cociente GIT se comportan cuando
incrementamos en rango.
Ma´ au´n, a lo largo de esta tesis doctoral, nos hemos centrado en variedades de caracteres, olvida´ndonos
completamente de las otras caras de la teor´ıa de Hodge no abeliana. Sin embargo, si seguimos usando
mo´dulos de Hodge mixtos como cuantizacio´n, es de esperar que, con teor´ıas de campos apropiadas,
seamos capaces de obtener resultados similares para los espacios de mo´duli de fibrados de Higgs y para
el de conexiones planas. Este estudio ser´ıa muy interesante porque, en ese caso, podr´ıamos capturar
la estructura hyperka¨hler de estos espacio de mo´duli.
Otra v´ıa de exploracio´n interesante ser´ıa estudiar las restricciones de monoidalidad de que presenta
la TQFT descrita aqu´ı. Como mencionamos anteriormente, la TQFT construida no es un functor
monoidal estricto, sino u´nicamente monoidal laxo. Sin embargo, en los casos conocidos, siempre los
ca´lculos han podido ser realizados en un submo´dulo finitamente generado. Moralmente, eso significa
que la TQFT quiere ser monoidal, pero existen algunas obstrucciones que se lo inpiden. Por este
motivo, esperamos que las construcciones previas puedan ser modificadas para dar lugar a una TQFT
monoidal estricta, para lo cual quiza´ sea necesario cambiar la cuantizacio´n o variar las estructuras
monoidales.
Finalmente, otro contexto en el que las variedades de caracteres son centrales es el programa de
Langlands geome´trico (ve´ase [BD96]). En este escenario, la fibracio´n de Hitchin para el espacio de
mo´duli de Dolbeault satisface las condiciones de Strominger-Yau-Zaslow de simetr´ıa especular (mirror
symmetry) para variedades Calabi-Yau (ve´ase [SYZ96]). A partir de esta observacio´n, surgen varias
preguntas que relacionan los E-polinomios de variedades de caracteres para grupos duales Langlands,
tal y como se conjeturo´ en [Hau05] y [HRV08]. La validez de estas conjeturas ha sido estudiada en
algunos casos, como en [LMnN13] y [Mar17]. A pesar de ello, el caso general permanece sin resolver.
Por ello, esperamos que las ideas introducidas en esta tesis doctoral puedan ser u´tiles para arrojar
algo de luz sobre estas cuestiones.
Chapter 1
Topological Quantum Field Theories
1.1 Review of category theory and TQFTs
In order to fix notation, let us review some fundamental concepts of category theory that is going
to appear along this thesis. The basic reference for all the categorical machinery that we will use is
[ML98].
Recall that a category C is comprised by a class Obj(C) (in the sense of Von Neumann-Bernays-Go¨del
set theory, see [Ber91]), called the class of objects of C, and, for any a, b ∈ Obj(C), a class Hom C(a, b),
called the class of morphisms between a and b. For any a ∈ Obj(C), the class Hom C(a, a) has a
distinguished element 1a, called the identity morphism, and, for any a, b, c ∈ Obj(C), there is a map
◦ : Hom C(b, c)×Hom C(a, b)→ Hom C(a, c) called composition. This composition is associative in the
sense that h ◦ (g ◦ f) = (h ◦ g) ◦ f , for any f ∈ Hom C(a, b), g ∈ Hom C(b, c) and h ∈ Hom C(c, d); and
1a ∈ Hom C(a, a) is an identity in the sense that f ◦ 1a = f and 1a ◦ g = g for any f ∈ Hom C(a, b) and
g ∈ Hom C(c, a). A morphism f ∈ Hom C(a, b) is called an isomorphism if it has a right and left inverse,
i.e. if there exists g ∈ Hom C(b, a) such that g ◦ f = 1a and f ◦ g = 1b. In order to lighten notation, we
will shorten a ∈ Obj(C) by a ∈ C and a morphism f ∈ Hom C(a, b) will be denoted f : a → b. When
the underlying category is clear from the context, Hom C(a, b) will be denoted just by Hom (a, b).
The role of morphisms between categories will be played by functors. A (covariant) functor F : C → D
between categories C and D is an assignment rule that, for any a ∈ C, gives an object F (a) ∈ D and,
to any morphism f : a → b in C, assigns a morphism F (f) : F (a) → F (b) in D. Such an assignment
must preserve composition in the sense that F (g ◦ f) = F (g) ◦ F (f) for any f : a → b and g : b → c
(in Section 1.1.3 we will weaken this notion to obtain lax functors).
Given two categories C and D, it is said that D is a subcategory of C if Obj(D) ⊆ Obj(C) and
HomD(a, b) ⊆ Hom C(a, b) for any a, b ∈ D. In that case, we have a forgetful functor, D → C that
’forgets’ the extra data given by D. In particular, the forgetful functor from a category C to itself as
a subcategory will be denoted by 1C : C → C. Given D a subcategory of C, if, for any a, b ∈ D, we
1
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have HomD(a, b) = Hom C(a, b) it is customary to call D a full subcategory of C. On the other hand,
if Obj(D) = Obj(C), D is usually referred to as a lluf or a wide subcategory.
Remark 1.1.1. Given a category C, we can construct its opposite category, Cop having the same objects
as C and the same morphisms but with the arrows reversed (i.e. Hom Cop(a, b) = Hom C(b, a)). A
functor F : Cop → D is also called a contravariant functor, F : C → D. If we have a functor F : C → D,
we can construct the opposite functor F op : Cop → Dop.
Analogously, the role of morphisms between functors will be played by natural transformations. Given
functors F,G : C → D, a natural transformation τ : F ⇒ G is an assignment, to every a ∈ C, of a
morphism τa : F (a) → G(a) in D, called the components. Such an assignment must satisfy that, for
any morphism f : a→ b in C, the following diagram commutes
F (a)
τa //
F (f)

G(a)
G(f)

F (b) τb
// G(b)
A natural transformation is called a natural isomorphism if all the morphisms τa, for a ∈ C, are
isomorphisms.
Example 1.1.2. • Some examples of categories are the empty category ∅, with no objects and no
morphisms, the category Set, whose objects are sets and whose morphisms are maps between
sets, and the category Cat, for which the objects are small categories (i.e. categories whose class
of objects is actually a set) and whose morphisms are functors between them.
• In a more geometric context, we find the category of topological spaces and continuous maps
between them, Top, or the category of compact differentiable manifolds (maybe with bound-
ary) with differentiable maps, Diffc. Another useful category will be Embc, which is the wide
subcategory of Diffc whose morphisms are tame differentiable embeddings between manifolds of
the same dimension (see Section 1.2.3 for a more precise description).
• From algebraic geometry, we also have the category of varieties over an (algebraically closed)
field k with regular morphisms between them, Vark. Here, and all along this document, by an
algebraic variety over k we mean a reduced separated scheme of finite type over k. In particular,
a variety may not be irreducible. By a projective variety we mean a variety admitting a closed
embedding into the projective space PN for N large enough. A quasi-projective variety is an
open subset of a projective variety. More generally, we can also consider the category of schemes,
Sch.
• In an algebraic setting, an archetypal category is, fixed a field k, the category of k-vector spaces
with linear maps, k-Vect or, more generally, the category of modules with module homomor-
phisms over a ground ring R, R-Mod. Another useful categories would be the category of
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groups and group homomorphisms, Grp, the category of abelian groups, Ab, and the category
of commutative rings with unit, Ring.
• Given two categories C and D, we can build its product category C × D. It is the cate-
gory whose objects class is the cartesian product Obj(C) × Obj(D) and whose morphisms are
Hom C×D((c, d), (c′, d′)) = Hom C(c, c′)×HomD(d, d′) for c, c′ ∈ C and d, d′ ∈ D.
Recall that, given a category J (called the diagram) and a functor F : J → C, a cone of F is a
pair (c, ψ), where c ∈ C and ψ is a collection of morphisms ψj : c → F (j) for j ∈ J such that
F (f) ◦ ψj = ψj′ for any morphism f : j → j′ in J . A limit is a ’universal cone’ (`, φ), in the sense
that, for any other cone (c, ψ) of F , there exists an unique morphism ϕ : c→ ` such that φj ◦ ϕ = ψj
for all j ∈ J . Analogously, given a functor F : C → J , a cocone (resp. colimit) is a cone (resp. limit)
for F op : Cop → J op.
Remark 1.1.3. • By the universal property defining them, if a limit or colimit exists, it is unique
up to isomorphism.
• Taking J = ∅, a limit of the unique functor ∅ → C is called a final object of C and a colimit is
called an initial object of C. If there exists an object of C which is both initial and final, it is
called the zero object and it is denoted by 0 ∈ C. In particular, for any a ∈ C, there are unique
morphisms a→ 0 and 0→ a which are both denoted by 0.
• Let J be a subcategory of C with only identity morphisms. A limit of the forgetful map J → C
is called a product, and it is denoted by
∏
a∈J a, and a colimit is called a coproduct and it is
denoted
∐
a∈J a. If C has products (resp. coproducts) for any finite full subcategories (including
the empty one), then C is said to have finite products (resp. finite coproducts).
• Let J be the subcategory with three objects a1, a2, b ∈ C and two morphisms f1 : b → a1,
f2 : b → a2 (and the identities between them). A pushout (resp. pullback) is a limit (resp.
colimit) of the forgetful functor F : J → C. In other words, a pushout is an object, usually
denoted a1 unionsqb a2 ∈ C which is a limit of the diagram
b
f1 //
f2

a1
g1

a2 g2
// a1 unionsqb a2
where g1 : a1 → a1 unionsqb a2 and g2 : a2 → a1 unionsqb a2 are the morphisms of the cone defining the limit.
Analogously, it is customary to denote the pullback by a1 ×b a2.
• If C has an final object ? ∈ C, then the product of a1 and a2 is the same as the pullback of a1
and a2 over ?. Analogously, a coproduct is a pushout over the initial object. For short, we will
denote them a1 ? a2 and a1 unionsq a2.
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1.1.1 Monoidal categories
A main concept along this chapter are the so-called monoidal categories. These categories can be
thought as a category with an extra binary operation in the spirit of tensor product on modules. For
further information about monoidal categories, see [ML63] or [ML98].
Definition 1.1.4. A monoidal category is a category C, with a functor
⊗ : C × C → C
and a distinguished object I ∈ C such that:
• (Identity) There are natural isomorphisms
λ : I ⊗− ⇒ 1C , ρ : −⊗ I ⇒ 1C .
• (Associtivity) There is a natural isomorphism α : (−⊗−)⊗− ⇒ −⊗ (−⊗−).
• (Triangle identity) For any a, b ∈ C, the following diagram commutes
(a⊗ I)⊗ b αa,I,b //
ρa⊗1b &&
a⊗ (I ⊗ b)
1a⊗λbxx
a⊗ b
• (Pentagon identity) For any a, b, c, d ∈ C, the following diagram commutes
(a⊗ b)⊗ (c⊗ d)
αa,b,c⊗d
))
((a⊗ b)⊗ c)⊗ d
αa,b,c⊗1d

αa⊗b,c,d
55
a⊗ (b⊗ (c⊗ d))
(a⊗ (b⊗ c))⊗ d αa,b⊗c,d // a⊗ ((b⊗ c)⊗ d)
1a⊗αb,c,d
OO
A monoidal category is said to be braided if there exists a natural isomorphism Ba,b : a ⊗ b → b ⊗ a
for a, b ∈ C, called the braiding. If Bb,a ◦Ba,b = 1a,b, the category is said to be symmetric.
Remark 1.1.5. • Despite that, a priori, the coherence conditions for monoidal categories could
comprise much more relations, Kelly coherence theorem (see [Kel64] shows that the triangle and
the pentagon identity are enough generate them. Hence, on a monoidal category, all the possible
placements of brackets in a steam of objects of C give the same object.
• To be precise, some extra coherence conditions are needed for braided categories, in the spirit of
the triangle of pentagon identities. For simplicity, we will not quote them here, but they can be
checked in [JS93].
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Example 1.1.6. The model example of monoidal category is k-Vect with tensor product ⊗ and unit
k ∈ k-Vect or, more generally, R-Mod with tensor product ⊗R and unit R. Another example is Set
with the cartesian product and the singleton set ? ∈ Set as the unit, or Cat with the product of
categories and unit the category with a single object and only the identity as morphism.
In general, if a category has a final object and pullbacks, it can be endowed with a monoidal structure
where the unit is the final object and the tensor product is the pullback of two objects over the final
object. In this fashion, such a category is called a cartesian monoidal category. Analogously, if the
category has initial object and pushout, it becomes a monoidal category usually referred to as the
cocartesian monoidal category.
The reason of the name ’braiding’ comes from the category of braids. Roughly speaking, this category,
B, has Obj(B) = N and, given a natural number n, Hom B(n, n) is the braid group in n elements (see
[Mag74] for a survey about braid groups). It has no morphisms between different natural numbers. The
category B is monoidal with the disjoint union of braids (i.e. given natural numbers n,m, n⊗m = n+m
and the tensor product of two braids is just to juxtapose them). Furthermore, it is a braided category
with the braiding Bn,m : n⊗m→ m⊗ n given by ’crossing strands’, as shown in Figure 1.1.
Figure 1.1
Obviously, Bn,m is an isomorphism (all the morphism are so) but Bm,n ◦ Bn,m 6= 1n+m so B is not a
symmetric monoidal category.
The most important example of monoidal category for our purposes is the so-called category of n-
dimensional oriented bordisms, Bdorn . Given n ≥ 1, this category is given by the following data:
• Objects: The objects of Bdorn are (n − 1)-dimensional closed (i.e. compact without boundary)
oriented differentiable manifolds, maybe empty.
• Morphisms: Given objects M1,M2 ∈ Bdorn , a morphism M1 →M2 is a class of oriented bordisms
between M1 and M2, i.e. of compact oriented differentiable manifolds W with boundary ∂W =
M1 unionsqM2 in such a way that the inclusion i1 : M1 ↪→ ∂W (resp. i2 : M2 ↪→ ∂W ) preserves (resp.
inverts) orientation over its image. It is customary to denote this situation by ∂W = M1 unionsqM2.
Two bordisms are in the same class if there exists an orientation-preserving diffeomorphism of
bordisms (i.e. fixing the boundaries) between them. For a more precise definition of bordisms,
see [Mil65].
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• Composition: Given W : M1 → M2 and W ′ : M2 → M3, we define W ′ ◦W as the morphism
W ∪M2 W ′ : M1 →M3 where W ∪M2 W ′ is the usual gluing of bordisms along M2.
• Monoidal structure: It is given by the bifunctor unionsq : Bdorn × Bdorn → Bdorn that takes disjoint
union of both objects and bordisms. The unit of the monoidal structure is the empty set manifold
∅ ∈ Bdorn .
For further information about this category, see [Koc04].
Definition 1.1.7. Let (C,⊗C , IC) and (D,⊗D, ID) be monoidal categories. A functor F : C → D is
called monoidal if:
• There is an isomorphism α : ID → F (IC).
• There is a natural isomorphism ∆ : F (−)⊗D F (−)⇒ F (−⊗C −).
If C and D are symmetric monoidal categories, then F is also called symmetric if ∆b,a ◦ BF (a),F (b) =
F (Ba,b) ◦∆a,b.
1.1.2 Duality properties and low dimensional classification of TQFTs
With these definitions at hand, we can define the central concept of this chapter (and of this thesis),
the so-called Topological Quantum Field Theories. Introducted by Segal in [Seg88] from the physical
intuition behind Feynman’s path integral, they were formalized by Atiyah in [Ati88] and Witten
[Wit88]. Here, we will focus on a description in terms of categories (for further information, see
[Koc04]).
Definition 1.1.8. Let R be a commutative ring with unit. An (oriented) Topological Quantum Field
Theory, shorten as TQFT, is a symmetric monoidal functor Z : Bdorn → R-Mod.
Given two TQFTs, Z,Z ′ : Bdorn → R-Mod, we will say that they are isomorphic if there exists a
natural isomorphism τ : Z ⇒ Z ′ such that the following two diagrams commute
Z(M1)⊗R Z(M2)
τM1⊗RτM2 //
∆M1,M2

Z ′(M1)⊗R Z ′(M2)
∆′M1,M2

Z(M1 unionsqM2) τM1unionsqM2
// Z ′(M1 unionsqM2)
R′
α
}}
α
""
Z(∅) τ∅ // Z ′(∅)
In general, such a natural transformation between monoidal functors is called a natural monoidal
transformation.
Fix M ∈ Bdorn and denote by M the same manifold but with the opposite orientation. Among the
cobordisms of M , the simplest one is the oriented bordism M × [0, 1] whose boundary is two copies of
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M , where [0, 1] has the natural orientation. Depending on the orientation of the boundaries, we obtain
three different morphisms of Bdorn . We have the unit morphism 1M : M → M if both boundaries
have the same orientation, µM : M unionsqM → ∅ if both boundaries have the induced orientation and
M : ∅ → M unionsq M if both boundaries have the opposite orientation to the induced one. Another
important bordism is the swap tube SM : M unionsqM →M unionsqM given by the twist of two identity tubes.
Lemma 1.1.9 (Zorro’s property). Let Z : Bdorn → R-Mod be a Topological Quantum Field Theory
and M ∈ Bdorn .
i) It holds
(
Z(µM )⊗ 1Z(M)
) ◦ (1Z(M) ⊗ Z(M )) = 1Z(M).
ii) The R-module Z(M) is finitely generated.
iii) The morphism Z(µM ) : Z(M)⊗ Z(M)→ R is non-degenerate.
iv) The morphism Z(SM ) : Z(M)⊗ Z(M)→ Z(M)⊗ Z(M) is an isomorphism.
Proof. In the category Bdorn , we have that (µM unionsq 1M ) ◦ (1M unionsq M ) = 1M as depicted in Figure 1.2.
For that reason, i) follows inmediately after applying Z.
Figure 1.2
For ii) observe that, since Z(M ) : R→ Z(M)⊗Z(M), we can write Z(M )(1) =
N∑
i=1
yi ⊗ xi for some
xi ∈ Z(M) and yi ∈ Z(M). Given x ∈ Z(M), from i) we have that
x = 1Z(M)(x) =
(
Z(µM )⊗ 1Z(M)
)( N∑
i=1
x⊗ yi ⊗ xi
)
=
N∑
i=1
µ(x⊗ yi)xi.
Hence, the elements x1, . . . , xN generate Z(M), as claimed. The same calculation also proves that µ
is non-degenerate in the first variable since, if x 6= 0, some of the products µ(x⊗ yi) 6= 0.
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For iv), observe that SM ◦SM = 1MunionsqM and SM ◦SM = 1MunionsqM . Hence, SM is an isomorphism in Bdorn
so Z(SM ) is so in R-Mod. In order to finish, observe that µM ◦ SM = µM so the non-degeneracy in
the second component of µM follows from the one in the first component of µM . 
Remark 1.1.10. • The cornerstone in the previous proof of the finite generation of Z(M) was the
elbow M : ∅ → M unionsqM . Actually, this bordism itself determines a set of generators of Z(M)
since, as shown in the proof above, if Z(M )(1) =
∑
yi⊗xi then the elements xi generate Z(M).
• Suppose that the ground ring R is a field k. In that case, by the previous lemma, Z(M) is a
finite dimensional vector space and Z(µM ) is a perfect pairing, so we have a natural identification
Z(M) = Z(M)∗. Under this identification, Z(µM ) = ev : Z(M)⊗ Z(M)∗ → k is the evaluation
map and Z(M ) = coev : k → Z(M)∗ ⊗ Z(M) is the coevaluation map, that is, Z(M )(1) =∑
v∗i ⊗ vi where the vectors vi form a basis of Z(M) and v∗i is the dual basis of Z(M)∗.
Example 1.1.11. Along these examples, suppose that R = k is a field.
• Let n = 1. In that case, the objects of Bdor1 are disjoint union of three basic objects: ∅ and
the point with its two possible orientations, + and −. Moreover, morphisms are just paths, so
they are disjoint union of the four previous ones and the circle S1 : ∅ → ∅ (and their opposite
orientations). Hence, by the previous Proposition, a 1-TQFT, Z : Bdor1 → k-Vect, is completely
determined by the finite dimensional vector space Z(+). Even more, since S1 = µ+ ◦ +, we
have that
Z(S1)(1) = Z(µ+) ◦ Z(+)(1) = Z(µ+)
(
d∑
i=1
v∗i ⊗ vi
)
= d,
where v1, . . . , vd is a basis of Z(+). Hence, Z(S
1) is just multiplication by the dimension of
Z(+). It is a general fact that Z(W ) for a closed n-dimensional manifold W : ∅ → ∅ usually is
multiplication by some important datum.
• For n = 2, a similar classification result holds, since a 2-TQFT is equivalent to a Frobenius
algebra. Recall that a Frobenius algebra A is a commutative k-algebra of finite type with a
non-degenerate bilinear form B : A⊗A→ k such that B(ab, c) = B(a, bc) for all a, b, c ∈ A. We
are not goint to present here a full proof of this result, that can be found in [Koc04]. However,
at least we will show how the Frobenius algebra structure appears. The category Bdor2 has
two basis objects, ∅ and S1, beeing the other objects disjoint unions of them or their opposite
orientation. Let Z : Bdorn → k-Vect be a TQFT and set A = Z(S1). We have two special types
of bordisms, the pair of pants ∆ : S1unionsqS1 → S1, as depicted in Figure 1.3, and µS1 : S1unionsqS1 → ∅.
After identifying Z(S1) and Z(S1), the image of ∆ is an homomorphism Z(∆) : A ⊗ A → A,
which gives the algebra structure. The bilinear form is nothing but B = Z(µS1) : A ⊗ A → k.
Using the relations between these bordisms in Bdor2 , it can be proven that these data give to A
a Frobenius algebra structure. Conversely, it can be given a full description of the morphism of
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Figure 1.3
Bdor2 in terms of generators and relations (which are nothing but compact orientable surfaces
minus discs, which are completely classified). From them, it can be proven that, just giving the
assignment of ∆ and µS1 under the TQFT, the rest of bordisms are completely determined.
As a final comment, observe that we may remove the orientability condition on Bdorn . In that case,
we obtain the category of n-dimensional bordisms, Bdn that has, as objects, n-dimensional closed
manifolds and, as morphisms, bordisms between them up to boundary preserving isomorphism.
Definition 1.1.12. Let R be a commutative ring with unit. A Topological Quantum Field Theory is
a symmetric monoidal functor Z : Bdn → R-Mod.
Since there is a forgetful functor Bdorn → Bdn just by ignoring the orientation, any non-oriented
TQFT induces an oriented one. Moreover, observe that the proof of the Zorro’s property 1.1.9 does
not requiere indeed the orientation on M so it can be adjusted to prove the same result for non-
oriented TQFT. For this reason, since all the morphisms in Bd1 are orientable, it can be shown that
an analogous classification for 1-TQFTs holds on the non-oriented case. However, the classification of
2-TQFT is not preserved in the non-oriented setting since there are non-oriented bordisms that must
be analyzed.
Remark 1.1.13. Historically, Topological Quantum Field Theories were introduced as a phenomeno-
logical description of path integrals. Roughly speaking, the idea is the following. Suppose that we
have a field (in the physical sense) on a boundary of a bordism. We can propagate it to the opposite
boundary by means of the integration of the action of all the fields on the whole bordism that restrict
to the initial field in the incoming boundary. If such an action does not depend on the metric of the
bordism, the obtained propagation method is purely topological and satisfies the same conditions as
a TQFT. For a more detailed introduction, see [CR17].
However, this origin is extremely informal and, after the papers of Witten ([Wit88]) and, specially,
Atiyah ([Ati88]), this physical background was pulled apart and the mathematical framework presented
here was introduced. Nonetheless, most of the mathematical constructions of TQFT follow similar lines
to the original construction for path integrals. Actually, in the following section we give a construction
of TQFT that deeply reminds the historical one.
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1.1.3 Lax monoidality and 2-categories
As we showed in the previous section, monoidality of a TQFT implies very strong algebraic restrictions
on the TQFT. As shown in Zorro’s lemma 1.1.9, if Z is a strict monoidal TQFT, then Z(M) is a finitely
generated module. As explained in Remark 1.1.10, the culprit of this phenomenon is the elbow bordism
M : ∅ →M unionsqM . For this reason, if we want to bypass Zorro’s lemma and allow infinitely generated
modules, we need to focus on M . There are (at least) two obvious approaches to this problem.
• Restrict the morphisms. Consider an appropiate subcategory B of Bdn that no longer contains
M . In that case, Zorro’s lemma cannot be accomplished in B so a monoidal functor Z : B →
R-Mod is not forced to land into finitely generated modules. A classical choice for B is to
restrict to bordisms with non-empty ingoing boundary. In the extended framework, this gives
rise to the so-called non-compact TQFTs, as studied in [Lur09b], Section 4.2. In this thesis, we
also propose to take B = Tbn as the category of tubes i.e. bordisms with connected (or empty)
ingoing and outgoing boundaries. A symmetric monoidal functor Z : Tbn → R-Mod is called an
almost-TQFT and they will be studied in Section 1.3.2. This choice of B has the advantage that
closed manifolds remain as morphisms, so almost-TQFTs are good enough for computational
purposes.
• Relax monoidality. Suppose that the functor Z : Bdn → R-Mod is no longer monoidal. In that
case, it may happen Z(M unionsqM) 6= Z(M)⊗ Z(M) so, in the proof of Zorro’s lemma, we cannot
write Z(M )(1) =
∑
yi ⊗ xi with yi, xi ∈ Z(M). For this reason, the proof fails and Z(M) is
not forced to by finitely generated (actually, the lax monoidal TQFT constructed in Chapter 3
will be an example of this phenomenon). This approach has the advantage that we impose no
restrictions on the allowed bordisms, so the source category remains unchanged.
Along this section, we will focus on the second method and we will consider the so-called lax monoidal
TQFTs. In some sense, the TQFTs considered in this thesis arise naturaly in this context.
Definition 1.1.14. Let (C,⊗C , IC) and (D,⊗D, ID) be monoidal categories. A functor F : C → D is
said to be lax monoidal if there exists:
• A morphism α : ID → F (IC).
• A natural transformation ∆ : F (−)⊗D F (−)⇒ F (−⊗C −).
If α and ∆ are isomorphisms, F is said to be pseudo-monoidal (or just monoidal) and, if they are
identity morphisms, F is called strict monoidal.
Remark 1.1.15. • To be precise, the transformations α and ∆ have to satisfy a set of coherence
conditions similar to the ones of Definition 1.1.4. We will not state them here but, for a precise
definition, see Definition 1.2.10 of [Lei04].
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• If a functor F : C → D is a lax monoidal functor when seen in the opposite categories F : Cop →
Dop it is customary to call F oplax monoidal.
Definition 1.1.16. Let R be a commutative ring with unit. A lax monoidal Topological Quantum
Field Theory is a symmetric lax monoidal functor Z : Bdn → R-Mod.
Another important concept in category theory is the notion of a 2-category. The idea is very simple:
a 2-category is a category with an extra layer of arrows between morphisms, called 2-morphisms.
However, at the moment of defining them, we find several technical difficulties concerning the inter-
play between 1-morphisms and 2-morphisms. For these reasons, there exists several (non-equivalent)
formulations of 2-categories depending on the level of strictness required.
In this section, we will first introduce the notion of a strict 2-category as a particular case of an
enriched category. It is somehow the cleanest way of introducing 2-categories but, sadly, they are
too restictive for our purposes. In order to solve it, we will introduce the weak 2-categories just by
requiring that the coherence conditions are satisfied up to invertible 2-morphism.
Definition 1.1.17. Given a monoidal category (V,⊗, I), a V-enriched category C is a category such
that:
i) For any a, b ∈ C, the morphisms between a and b, Hom C(a, b), is an object of V.
ii) The composition is given by morphisms of V, ◦ : Hom C(b, c)⊗Hom C(a, b)→ Hom C(a, c)
iii) For every a ∈ C, there exists a morphism ja : I → Hom C(a, a).
iv) For any a, b, c, d ∈ C, the following diagram commutes
(Hom C(c, d)⊗Hom C(b, c))⊗Hom C(a, b)
◦⊗1

α // Hom C(c, d)⊗ (Hom C(b, c)⊗Hom C(a, b))
1⊗◦

Hom C(b, d)⊗Hom C(a, b)
◦

Hom C(c, d)⊗Hom C(a, c)
◦
rr
Hom C(a, d)
v) For any a, b ∈ C, the following diagram commutes
Hom C(b, b)⊗Hom C(a, b) ◦ // Hom C(a, b) Hom C(a, b)⊗Hom C(a, a)◦oo
I ⊗Hom C(a, b)
jb⊗1
OO
λ
55
Hom C(a, b)⊗ I
1⊗ja
OO
ρ
ii
Example 1.1.18. Most of the algebraic categories are enriched categories. For example, the category
R-Mod is a R-Mod-enriched category (in general, categories enriched over R-Mod are called R-linear
categories). A category enriched over Set is the same as a locally small category (i.e. a category whose
morphisms between two objects are genuine sets).
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A category C enriched over Cat is called a strict 2-category. Given a, b ∈ C, the objects of Hom C(a, b)
are usually referred to as 1-morphisms. However, as Cat-enriched category, Hom C(a, b) itself has a
category structure. Hence, given f, g ∈ Hom C(a, b), we have also morphism between f and g, denoted
as f ⇒ g and called 2-morphisms or 2-cells.
However, for most applications, strict 2-categories are too restrictive. In order to solve this problem,
we can consider the notion of weak 2-categories. These categories satisfy the same conditions as items
i)-iii) of Definition 1.1.17 for V = Cat (in particular, there is a notion of 2-morphisms). However,
items iv)-v) are satisfied only up to invertible 2-morphism. For a complete introduction to 2-categories,
see [Ben67]. Except when explicitly said, from now on 2-category will mean weak 2-category.
Remark 1.1.19. The incarnation of weak 2-category given here actually corresponds to the one of
bicategories, as decribed in [Ben67]. Other formulations of weak 2-categories can be given in the
context of higher category theory (see [Lur09a]).
Example 1.1.20. • Cat is a (strict) 2-category. The 1-morphisms are functors between categories
and the 2-morphisms are natural transformations between functors.
• The category Top can be endowed with a 2-category structure by taking as 2-cell f ⇒ g between
continuous maps an homotopy between f and g (actually, homotopy classes of homotopies in
order to have a well-behaved composition).
• Let C be a monoidal category. We build the category BC with a single object ? and HomBC(?, ?) =
C. Composition of two 1-morphisms a, b ∈ C is given by tensor product a⊗b ∈ C and composition
of two 2-morphisms f : a → b and g : b → c is given by the usual composition g ◦ f : a → c.
Hence, BC is a 2-category which is usually referred to as the delooping of C. Actually, the
construction is invertible so a monoidal category is the same as a 2-category with a single object.
• Let R be a ring. We define the 2-category R-Bim of R-algebras and bimodules whose objects
are commutative R-algebras with unit and, given algebras A and B, a 1-morphism A → B is
a (A,B)-bimodule. By convention, an (A,B)-bimodule is a set M with a left A-module and a
right B-module compatible structures, usually denoted AMB. Composition of M : A → B and
N : B → C is given by A(M ⊗B N)C .
With this definition, the set HomR-Bim(A,B) is naturally endowed with a category structure,
namely, the category of (A,B)-bimodules. Hence, a 2-morphism M ⇒ N between (A,B)-
bimodules is a bimodule homomorphism f : M → N . Therefore, R-Bim is a monoidal 2-category
with tensor product over R.
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• Let R be a fixed ring (commutative and with unit). Given two homomorphisms of R-modules
f, g : M → N , we say that g is an immediate twist of f if there exists an R-module D, homo-
morphisms f1 : M → D, f2 : D → N and ψ : D → D such that f = f2 ◦ f1 and g = f2 ◦ ψ ◦ f1.
M
f1 //
g
77D
f2 //
ψ

N
In general, given f, g : M → N two R-module homomorphisms, we say that g is a twist of f if
there exists a finite sequence f = f0, f1, . . . , fr = g : M →M of homomorphisms such that fi+1
is an immediate twist of fi.
In that case, we define the category of R-modules with twists, R-Modt as the category whose
objects are R-modules, its 1-morphisms are R-modules homomorphisms and, given homomor-
phisms f, g : A → B, a 2-morphism f ⇒ g is a twist from f to g (i.e. a sequence of immediate
twists). Composition of 2-cells is juxtaposition of twists. With this definition, R-Modt has a
2-category structure. Moreover it is a monoidal category with the usual tensor product.
Exactly as for usual categories we have a notion of functor, for 2-categories there is an analogous
version, called a 2-functor.
Definition 1.1.21. A lax 2-functor between 2-categories, F : C → D, is an assignment that:
• For each object x ∈ C, it gives an object F (x) ∈ D.
• For each pair of objects x, y of C, we have a functor
Fx,y : Hom C(x, y)→ HomD(F (x), F (y)).
• For each object x ∈ C, we have a 2-morphism F1x : 1F (x) ⇒ Fx,x(1x).
• For each triple x, y, z ∈ C and every f : x→ y and g : y → z, we have a 2-morphism Fx,y,z(g, f) :
Fy,z(g) ◦ Fx,y(f)⇒ Fx,z(g ◦ f), natural in f and g.
Also, some technical conditions, namely the coherence conditions, have to be satisfied (see [Ben67]
or [ML98] for a complete definition). If the 2-morphisms F1x and Fx,y,z are isomorphisms, it is said
that F is a pseudo-functor or a weak functor (or even simply a 2-functor) and, if they are the identity
2-morphism, F is called a strict 2-functor.
Finally, we also have a notion of natural equivalence between 2-functors.
Definition 1.1.22. Let F,G : C → D be (maybe lax) 2-functors between 2-categories. A lax natural
transformation is a collection of assignments:
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• For any a ∈ C, a morphism τa : F (a)→ G(a).
• For any morphism f : a→ b of C, a 2-morphism τf : G(f) ◦ τa ⇒ τb ◦ F (f).
such that τf : (τa)
∗ ◦ Ga,b ⇒ (τb)∗ ◦ Fa,b is a natural transformation (of usual categories). Here
(τa)
∗ : HomD(G(a), G(b)) → HomD(F (a), G(b)) is the functor given by f 7→ f ◦ τa and (τb)∗ :
HomD(F (a), F (b))→ HomD(F (a), G(b)) is given by f 7→ τb ◦ f .
As in the case of 2-functors, if the 2-cells τf are invertible, τ is called pseudo-natural (or just natural)
and, if they are identities, τ is called strict natural.
Remark 1.1.23. • If the 2-cells in the definitions of lax natural transformation and lax functor go
in the other way around, it is customary to call them oplax.
• In higher category theory, the functors that appear between 2-categories are usually pseudo-
functors. That is the reason why, by default, 2-functor stands for pseudo-functor.
1.2 Lax monoidal Topological Quantum Field Theories
In this section, we will describe a general recipe for constructing lax monoidal TQFTs from two simpler
pieces of data: one of geometric nature (a field theory) and one of algebraic nature (a quantisation).
This is a very natural construction that, in fact, has been widely used in the literature in some related
form (see, for example, [Fre94], [FHLT10], [FHT10], [Hau17], [BZN16] or [BZGN17] among others),
sometimes referred to as the ‘push-pull construction’. In this thesis, we recast this construction to
identify the requiered input data in a simple way that will be useful for applications. For example, it
fits perfectly with Saito’s theory of mixed Hodge modules (see Chapter 2).
The idea of the construction is to consider an auxiliar category C with pullbacks and final object, that
is going to play the role of a category of fields (in the physical sense). Then, we are going to split our
functor Z as a composition
Bdn
F−→ Span(C) Q−→ R-Mod,
where Span(C) is the category of spans of C (see Section 1.2.2). The first arrow, F, is the field theory
and we will describe how to build it in Section 1.2.3. The second arrow, Q, is the quantisation part.
It is, in some sense, the most subtle piece of data. It will be constructed by means of something called
a C-algebra (see Section 1.2.2). A C-algebra can be thought as collection of rings parametrized by C
with a pair of induced homomorphisms from every morphism of C.
1.2.1 C-algebras
Let C be a cartesian monoidal category (see 1.1.6) and let A : C → Ring be a contravariant functor.
If ? ∈ C is the final object, the ring A(?) plays a special role since, for every a ∈ C, we have an unique
Chapter 1. Topological Quantum Field Theories 15
map ca : a → ? which gives rise to a ring homomorphism A(ca) : A(?) → A(a). Hence, we can see
A(a) as a A(?)-module in a natural way. Such a module structure is the one considered in the first
condition of Definition 1.2.3 below.
Given a, b, d ∈ C with morphisms a → d and b → d, let p1 : a ×d b → a and p2 : a ×d b → b be the
corresponding projections. We define the external product over d
d : A(a)⊗A(d) A(b)→ A(a×d b),
by zdw = A(p1)(z) ·A(p2)(w) for z ∈ A(a) and w ∈ A(b). The external product over the final object
will be denoted just by  = ? : A(a)⊗A(?) A(b)→ A(a× b).
Remark 1.2.1. For b = ?, we have that p1 = λ : a× ?→ a is the unital isomorphism of the monoidal
structure (see Definition 1.1.4) so it gives raise to an isomorphism A(λ) : A(a) → A(a × ?) of rings
and A(?)-modules. Under this isomorphism, the external product  : A(a)⊗A(?)→ A(a× ?) ∼= A(a)
is the given A(?)-module structure on A(a).
Proposition 1.2.2. The external product  : A(−)⊗A(?)A(−)⇒ A(−×−) is a natural tranformation.
Proof. Let f : a→ b and g : a′ → b′ be morphisms in C. In order to prove that  is natural, we have
to check that A(f × g)(z  w) = A(f)z  A(g)w for z ∈ A(b) and w ∈ A(b′). Let p1 : a × a′ → a,
p2 : a × a′ → a′, ρ1 : b × b′ → b and ρ2 : b × b′ → b′ be the corresponding projections. Observe that
ρ1 ◦ (f × g) = f ◦ p1 and ρ2 ◦ (f × g) = g ◦ p2 so
A(f)z A(g)w = [A(p1) ◦A(f)z] · [A(p2) ◦A(g)w] = A(f ◦ p1)z ·A(g ◦ p2)w
= A(ρ1 ◦ (f × g))z ·A(ρ2 ◦ (f × g))w
= [A(f × g) ◦A(ρ1)z] · [A(f × g) ◦A(ρ2)w] = A(f × g)(z  w),
as we wanted to prove. 
Definition 1.2.3. Let (C,×, ?) be a cartesian monoidal category. A C-algebra, A, is a pair of functors
A : Cop → Ring, B : C → A(?)-Mod
such that:
• They agree on objects, that is, A(a) = B(a) for all a ∈ C, as A(?)-modules.
• They satisfy the Beck-Chevaley condition (also known as the base change formula), that is, given
a1, a2, b ∈ C and a pullback diagram
d
g′ //
f ′

a1
f

a2 g
// b
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we have that A(g) ◦B(f) = B(f ′) ◦A(g′).
• The external product  : B(−)⊗A(?)B(−)⇒ B(−×−) is a natural transformation with respect
to B.
Remark 1.2.4. • A C-algebra can be thought as a collection of rings parametrized by C. For this
reason, we will denote Aa = A(a) for a ∈ C.
• The Beck-Chevalley condition appears naturally in the context of Grothendieck’s yoga of six
functors f∗, f∗, f!, f !,⊗ and D in which (f∗, f∗) and (f!, f !) are adjoints, and f∗ and f! satisfy
the Beck-Chevalley condition. In this context, we can take A to be the functor f 7→ f∗ and
B the functor f 7→ f!. Moreover, in order to get in touch with this framework, we will denote
A(f) = f∗ and B(f) = f!. For further infomation about Grothendieck’ six functors, see for
example [FHM03] or [Ayo07].
Using the covariant functor B, for every object a ∈ C, we obtain a A?-module homomorphism (ca)! :
Aa → A?. The special element µ(a) = (ca)!(1) ∈ A?, where 1 ∈ Aa is the unit of the ring, will be
called the measure of a.
Example 1.2.5. A toy example of these type of algebras can be given from commutative algebra.
Let us denote by Ringfl the subcategory of Ring of rings and flat ring homomorphisms i.e. a ring
homomorphism R → R′ is a morphism in Ringfl if R′ is flat as R-module. We define the Ringopfl -
algebra K((−)-Mod) = (A,B) as follows:
• The contravariant functor A : Ringopfl → Ring takes a ring R and assigns the Grothendieck
ring K(R-Mod) (see Section 2.1.2). If we have a morphism f : R′ → R (which corresponds to a
genuine flat ring homomorphism f : R→ R′), consider the functor R-Mod→ R′-Mod given by
M 7→ M ⊗R R′ for M ∈ R-Mod. Observe that, as R′ is a flat R-module, this functor descends
to Grothendieck ring to give a ring homomorphism A(f) : K(R-Mod)→ K(R′-Mod). Observe
that Z is the initial object of Ringfl so it is the final object of Ring
op
fl and, thus, the ground
ring of A is K(Z-Mod) = KAb.
• The functor B : Ringopfl → KAb-Mod is given by restriction of scalars. That is, B(R) =
K(R-Mod), seen as a KAb-module, and, given a morphism f : R′ → R in Ringopfl , it assigns
the K-theory morphism associated to the functor R′-Mod → R-Mod given by restriction of
scalars from R′ to R via f i.e. M 7→MR for M ∈ R′-Mod.
By construction, these functors agree on objects. Moreover, pushouts in the category Ring are given
by tensor product. Therefore, a cartesian square in Ringopfl (i.e. a pushout in Ringfl) is given by
S ⊗R T //

S

T // R
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Then, A and B satisfy the Beck-Chevalley condition since, for all M ∈ S-Mod, MR ⊗R T ∼=
(M ⊗S [S ⊗R T ])T . In the same spirit, B preserves external product, so K((−)-Mod) is a Ringopfl -
algebra.
Example 1.2.6. Given a locally compact Hausdorff topological space X, let us consider the category
Sh (X) of sheaves (of rational vector spaces) on X with sheaf transformations between them (i.e.
natural transformations). It is an abelian monoidal category with monoidal structure given by tensor
product of sheaves. Given a continuous map f : X → Y , we can induce two maps at the level of
sheaves. The first one, called the inverse image or pullback, f∗ : Sh (Y ) → Sh (X) takes a sheaf F
on Y and assigns the sheaf on X associated to the presheaf U 7→ lim−→ F(V ), where the direct limit is
taken over all the open sets V ⊆ Y such that f(U) ⊆ V . It is an exact functor (see [Ive86], Section
II.4).
On the other way around, we also have a functor f! : Sh (X) → Sh (Y ), called the direct image with
compact support or the exceptional pushout. It is the sheaf associated to the presheaf that, given an
open set U ⊆ Y , assigns the set of sections s ∈ f−1(U) such that f : supp(s) → U is proper. In
this case, f! is only left exact, so we can consider its derived functor Rf! : Sh (X) → D+Sh (Y ) (see
Section 2.1.1). In order to have some flavour about this map, observe that, for any sheaf F on X the
stalk of Rkf!(F) at y ∈ Y is (Rkf!(F))y = Hkc (f−1(y),F). In this context, the base change theorem
with compact support (see [Dim04], Theorem 2.3.27) implies that, for any pullback diagram of locally
Hausdorff spaces
X ×Z Y g
′
//
f ′

X
f

Y g
// Z
there is a natural isomorphism g∗ ◦Rf! ∼= Rf ′! ◦ g′∗. Even more, Rf! preserves the external product.
This situation can be exploited to obtain a C-algebra. However, we must surround the annoying
difficulty that, for a general topological space X, Rkf!F may not vanish for arbitrary large k. In order
to solve this problem, let us restrict to the full subcategory Top0 of Top of locally compact Hausdorff
topological spaces with finite cohomological dimension (or, even simpler, to Diff), see [Bre97]. In
this subcategory, we do have Rf! : Sh (X) → DbSh (Y ) for f : X → Y continuous. Hence, Rf!
induces a map in K-theory f! : KSh (X) → KSh (Y ) (see Proposition 2.1.16) and analogously for
f∗ : KSh (Y )→ KSh (X). Even more, f∗ is a ring homomorphism and f! is a module homomorphism
over KSh (?) = K(Q-Vect) = Z (see Example 2.1.14). Thus, by the previous properties, KSh (−) is a
Top0-algebra with A : f 7→ f∗ and B : f 7→ f!. Observe that the unit object in KSh (X) is the image
of constant sheaf Q
X
on X with stalk Q.
Moreover, given X ∈ Top0, let cX : X → ? the projection onto the singleton set. Then, the measure of
X is the object (cX)!(QX) which is a sheaf whose unique stalk is (cX)!(QX)? = [H
•
c (X;Q)] = χ(X) ∈
K(Q-Vect) = Z. Hence, the measure of X is nothing but the Euler characteristic of X (with compact
support), which is a kind of data compression of X. This justifies the fancy name ’measure’ of X.
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Remark 1.2.7. • The construction of the Top0-algebra in Example 1.2.6 is paradigmatic in the
sense that, in Theorem 2.3.36, we will construct the VarC-algebra of mixed Hodge modules
following the same recipe.
• Analogous construction can be built by considering the category of algebraic varieties (or, more
generally, quasi-compact and quasi-separated schemes) and quasi-coherent sheaves on them.
• We can also consider the usual direct image functor f∗F(U) = F(f−1(U)) for U ⊆ Y . It is
related with the one with compact support via a sheaf morphism f! → f∗ that is an isomorphism
for f proper. For usual direct image, the Beck-Chevalley condition g∗◦Rf∗ ∼= Rf ′∗◦g′∗ holds if X
is Hausdorff, Y is locally compact Hausdorff and f is universally closed ([Mil80], Theorem 17.3).
In the context of algebraic geometry, base change also holds if f is proper between noetherian
schemes and flat sheaves [Har77]. The base change formula has also been extended to the context
of stacks in [BZFN10].
Lemma 1.2.8. Let A be a C-algebra and let f : a → b be an isomorphism in C. Then, f∗ = (f−1)!.
In particular, f! is also a ring homomorphism, f
∗ ◦ f! = 1a and f! ◦ f∗ = 1b.
Proof. Since f is an isomorphism, the following square is a pullback
a
1a //
1a

a
f

a
f
// b
Hence, f∗ ◦ f! = (1a)! ◦ (1a)∗ = 1Aa . Since f! has a two-sided inverse (f−1)!, we have that f∗ = (f−1)!,
as claimed. 
Remark 1.2.9. There is an equivalent way of defining a C-algebra. Recall that a bivariant functor
Φ : C → D is an assigment that associates, to every a ∈ C an object Φ(a) ∈ D, and to every morphism
f : a → b of C a pair of morphisms Φ(f)! : Φ(a) → Φ(b) and Φ(f)∗ : Φ(b) → Φ(a). In this way,
a C-algebra A can be seen as a bivariant functor A : C → R-Mod such that Φ(a) has a prescribed
ring structure for all a ∈ C, Φ(?) = R, Φ(f)∗ is a ring homomorphism for all morphism f of C and
Φ satisfies the six functors properties. In this fashion, the notion of C-algebra is the non-categorified
analog of the sheaf theories of [GR17], Part III.
However, with a view towards its application in Chapters 2 and 3, it is very useful to consider separely
the A and the B part of the C-algebra. In Chapter 2, we will show that a C-algebra can be constructed
via the K-theory of a derived functor. In that formulation, the functors f∗ and f! play, philosophically,
different roles (actually, f∗ is exact and f! is not). Moreover, in some contexts, as for soft TQFTs (see
Section 1.3.4), only half of the C-algebra structure is available.
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1.2.2 Quantisation
Given a category C with pullbacks, we can construct the 2-category of spans of C, Span(C). As
described in [Ben67], the objects of Span(C) are the same as the ones of C. A morphism a → b in
Span(C) is a span, that is, a triple (d, f, g) of morphisms
d
f
  
g

a b
where d ∈ C. Given two spans (d1, f1, g1) : a → b and (d2, f2, g2) : b → c, we define the composition
(d2, f2, g2) ◦ (d1, f1, g1) = (d1 ×b d2, f1 ◦ f ′2, g2 ◦ g′1), where f ′2, g′1 are the morphisms in the pullback
diagram
d1 ×b d2
f ′2
{{
g′1
##
d1
f1

g1
$$
d2
f2
zz
g2

a b c
Finally, a 2-morphism (d, f, g) ⇒ (d′, f ′, g′) between a f← d g→ b and a f
′
← d′ g
′
→ b is a morphism
α : d′ → d (notice the inverted arrow!) such that the following diagram commutes
d′
g′

f ′

α

a b
d
g
??
f
__
Moreover, if C is a monoidal category, Span(C) inherits a monoidal structure by tensor product on
objects and morphisms.
Proposition 1.2.10. Let A be a C-algebra, where C is a category with final object ? and pullbacks.
Then, there exists a lax monoidal (strict) 2-functor QA : Span(C)→ A?-Modt such that
QA(a) = Aa QA(d, f, g) = g! ◦ f∗ : Aa → Ab,
for a, b ∈ C and a span a f← d g→ b. The functor QA is called the quantisation of A.
Proof. More detailed, the functor QA : Span(C)→ A?-Modt is given as follows:
• For any a ∈ C we define QA(a) = Aa.
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• Fixed a, b ∈ C, we define the functor
(QA)a,b : Hom Span(C)(a, b)→ HomA?-Modt(Aa,Ab)
by:
– For a 1-morphism a
f← d g→ b we define QA(d, f, g) = g! ◦ f∗ : Aa → Ad → Ab.
– For a 2-morphism α : (d, f, g)⇒ (d′, f ′, g′) given by α : d′ → d, we define the endomorphism
ψ = α!α
∗ : Ad → Ad. Since α is a 2-cell in Span(C) we have that g! ◦ ψ ◦ f∗ = (g′)! ◦ (f ′)∗
so ψ is a twist g! ◦ f∗ ⇒ (g′)! ◦ (f ′)∗. Observe that, if α is an isomorphism, then ψ = 1Ad
by Lemma 1.2.8.
• For (QA)1a , a ∈ C, we take the identity 2-cell.
• Given 1-morphisms (d1, f1, g1) : a → b and (d2, f2, g2) : b → c we have (QA)b,c(d2, f2, g2) ◦
(QA)a,b(d1, f1, g1) = (g2)!(f2)∗(g1)!(f1)∗. On the other hand, (QA)a,c((d2, f2, g2) ◦ (d1, f1, g1)) =
(g2)!(g
′
1)!(f
′
2)
∗(f1)∗, where g′1 and f ′2 are the maps in the pullback
d1 ×b d2
f ′2
{{
g′1
##
d1
f1

g1
$$
d2
f2
zz
g2

a b c.
By the Beck-Chevalley condition we have (g′1)!(f ′2)∗ = (f2)∗(g1)! and the two morphisms agree.
Thus, we can take the 2-cell (QA)a,b,c as the identity.
This proves that QA is a strict 2-functor. Furthermore, QA is also lax monoidal taking ∆a,b to be the
external product  : Aa ⊗ Ab → Aa×b as in Section 1.2.1. In order to check that, suppose that we
have spans (d, f, g) : a→ b and (d′, f ′, g′) : a′ → b′. Then, since both the pullback (Proposition 1.2.2)
and the pushout maps (Definition 1.2.3) preserve the tensor product we have, for all z ∈ Aa, w ∈ Aa′ ,
g!f
∗z  g′!f ′∗w = (g × g′)!(f∗z  f ′∗w) = (g × g′)!(f × f ′)∗(z  w). Therefore, the following diagram
commutes
Aa ⊗Aa′  //
g!f
∗⊗g′!f ′∗

Aa×a′
(g×g′)!(f×f ′)∗

Ab ⊗Ab′  // Ab×b′
Hence, ∆ is natural, as we wanted. 
Remark 1.2.11. • If the functor A defining a C-algebra A = (A,B) is monoidal, then QA is strict
monoidal.
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• If the Beck-Chevalley condition was satisfied up to natural isomorphism, then we would have
equality after a pair of automorphisms in Ad1 and Ad2 which correspond to an invertible 2-cell
in A?-Modt. In this case, QA would be a pseudo-functor.
Remark 1.2.12. If α : (d, f, g) ⇒ (d′, f ′, g′) is an invertible 2-cell between spans, then QA(d, f, g) =
g!α!α
∗f∗ = (g′)!(f ′)∗ = QA(d′, f ′, g′) since α!α∗ = 1Ad by Lemma 1.2.8. Thus, it seems reasonable to
restrict the 2-cells in Span(C) to isomorphisms and to drop out the cumbersome twisting in A?-Mod.
However, there is a deep reason for keeping track the twisting. In Section 1.3.1, we will consider the
category of bordisms with an extra structure, BdSn , and a 2-cell between two bordisms will be given
by a morphism of the extra data. In this way, BdSn has a natural 2-category structure and, in general,
its 2-cells are non-invertible. Hence, under a TQFT, they become non-trivial twists.
The construction described in this section is strongly related to the sheaf theoretic formalism of
[GR17], Part III (specially, Chapters 7 and 8). In that paper, it is proven that a bivalent functor
Φ : C → S satisfying the six functors formalism (which is the analogous of a C-algebra, see Remark
1.2.9) is equivalent to a functor out of the 2-category of correspondences Corradmvert,horiz(C) (Theorem
2.13, Chapter 7).
The category Corradmvert,horiz(C) is very similar to our category Span(C). The idea of this category is
that we choose three subsemi-groups of morphisms vert, horiz, adm of C, with adm ⊆ vert ∩ horiz.
Then, the objects of Corradmvert,horiz(C) are the ones of C, a 1-morphism is a span a
f← d g→ b with
f ∈ vert and g ∈ horiz, and a 2-morphism is a morphism of spans given by a morphism in adm. In
this way, Corradmvert,horiz(C) is a subcategory of Span(C) where the maps that take place in the cells
are restricted. Under this interpretation, our Proposition 1.2.10 is parallel to half of Theorem 2.13 of
Chapter 7 of [GR17].
However, in the present thesis, we want to emphasize in the C-algebra part rather than its formulation
as correspondences. One of the reasons for this is that C-algebras may be thought precisely as a quan-
tized analog of the invariant under study. In this way, it is more natural to reformulate Saito’s theory
of mixed Hodge modules (see Chapter 2) as a VarC-algebra than as a functor out of correspondences.
Actually, this interpretation underlies many of the references in Hodge theory, like [Sch11] or [Sai17].
In any case, it would be very interesting to study in further detail the relation between the sheaf
theoretic framework of [GR17] and the C-algebras developed in this thesis. We hope that the precise
statement of this interplay will allow us to formulate some of the C-algebras considered in this thesis,
as mixed Hodge modules, in a sheaf theoretic way. That would produce a deeper insight in the (very
tangled) category of mixed Hodge modules.
1.2.3 Field theory
Let W be a compact manifold with boundary and let M ⊆ ∂W be a union of connected components
of ∂W . The collar extension of W along M is the open manifold (with boundary) W ∪M (M × [0, 1]),
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where the pasting is performed along M × {0} (see Figure 1.4). Now, let W1 and W2 be smooth
Figure 1.4: Collar extension W ∪M (M × [0, 1]).
manifolds (maybe with boundary) of the same dimension. A tame smooth embedding f : W1 → W2
is a smooth map that, for some union of connected components M ⊆ ∂W1, extends to a smooth
embedding f˜ : W1 ∪M (M × [0, 1])→W2 with f˜−1(∂W2) = ∂W1 −M .
Remark 1.2.13. Observe that ∂ [W1 ∪M (M × [0, 1])] = ∂W1 −M so the last condition means that f˜
sends the boundary of the collar extension W1 ∪M (M × [0, 1]) into the boundary of W2. We actually
have that M = ∂W1 − f−1(∂W2), that is, M is the set of connected components of ∂W1 that do not
meet ∂W2 under f . In this way, the tameness condition says precisely that f can be slightly extended
around these boundary components to give an open embedding.
Let us consider the category Embc whose objects are of compact differentiable manifolds, maybe with
boundary, and, given compact manifolds M1 and M2 of the same dimension, a morphism M1 →M2 in
Embc is a class of tame smooth embeddings f : M1 →M2. Two such an embeddings f, f ′ : M1 →M2
are equivalent if there exists an ambient diffeotopy h between them i.e. a smooth map h : M2× [0, 1]→
M2 such that ht = h(−, t) is a diffeomorphism of M2 for all 0 ≤ t ≤ 1, h0 = IdM2 , ht|∂M2 = Id∂M2 for
all t, and h1 ◦ f = f ′. There are no morphisms in Embc between manifolds of different dimensions.
Example 1.2.14. Let W be a compact manifold and let M ⊆ ∂W be a union of connected components
of ∂W . Let U ⊆ W be an open collaring around M , that is, an open subset of W such that there
exists a diffeomorphism ϕ : M × [0, 1) → U . In that case, ϕ : M × [0, 1/2] → U ⊆ W defines a
morphism in Embc. Moreover, such a morphism does not depend on the chosen collaring as any two
collars are ambient diffeotopic. For this reason, we will denote this map M × [0, 1/2] → W in Embc
just by M →W .
Let W1 and W2 be n-dimensional compact manifolds and let M be a (n − 1)-dimensional closed
manifold. Suppose that there exist tame embeddings f1 : M → W1 and f2 : M → W2 as in Example
1.2.14. This means that, for k = 1, 2, M is diffeomorphic to a union of connected components of ∂Wk
and fk is the collaring fk : M × [0, 1/2] → Wk along that boundary. In that case, the pushout of f1
and f2 in Embc, W1 ∪M W2, exists and it is given by the gluing of W1 and W2 along M .
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For this reason, we will call this special situation a gluing pushout.
Remark 1.2.15. On the category Diffc, pushouts may or may not exist. For example, take f1, f2 :
{1} → S1 as the inclusions onto 1 ∈ S1. In the category Top, the pushout of these diagram is the
wedge sum of two S1 which is no longer a differentiable manifold. However, the forgetful functor
Diffc → Top does not preserves colimits, so we cannot assure that such a wedge sum has to be the
pushout. In order to solve it, the category of Fro¨licher spaces, Fro¨l, can be used as an intermediate
category between Diffc (or even Diffc) and Top (see [KM97], Theorem 23.2). This category always
has limits and colimits and the forgetful functor Embc → Fro¨l preserves them. It can be proven
directly that, in Fro¨l, the pushout of f1, f2 is the wedge sum of two copies of S
1, completing the proof
that such a pushout cannot exist in Diffc. In the same spirit, pushouts in Embc may not exist.
Definition 1.2.16. Given a category C with final object, a contravariant functor F : Embc → C is
said to have the Seifert-van Kampen property if F sends gluing pushouts into pullbacks and sends the
initial object of Embc (i.e. ∅) into the final object of C.
Proposition 1.2.17. Let C be a category with final object and pullbacks and let F : Embc → C be
a contravariant functor satisfying the Seifert-van Kampen property. Then, there exists a monoidal
functor FF : Bdn → Span(C) such that
FF (M) = F (M), F (M1) F (i1)← F (W ) F (i2)→ F (M2),
for all objects M,M1,M2 ∈ Bdn and bordisms W : M1 →M2 where ik : Mk → W are the inclusions.
In this situation, the functor F is called the geometrisation and FF is called the field theory of F .
Proof. The complete definition of F is given as follows. Given M ∈ Bdn, M is a compact manifold
so we can define FF (M) = F (M). With respect to morphisms, given a bordism W : M1 → M2 in
Bdn, let i1 : M1 → W and i2 : M2 → W be the inclusions of M1 and M2 as boundaries of W (as in
Example 1.2.14). To W , FF assigns the span
F (M1) F (W )
F (i2) //F (i1)oo F (M2)
This assignment is a functor. In order to check it, let W : M1 → M2 and W ′ : M2 → M3 be two
bordisms with inclusions ik : Mk → W and i′k : Mk → W ′. As we mentioned in Remark 1.2.15, as a
manifold, W ′ ◦W is the gluing pushout of Embc
M2
i′2

i2 //W
j

W ′
j′
//W ′ ◦W
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and, since F sends gluing pushouts into pullbacks, the following diagram is a pullback in C
F (W ′ ◦W )F (j) //
F (j′)

F (W )
F (i2)

F (W ′)
F (i′2)
// F (M2)
Therefore, FF (W ′) ◦ FF (W ) is given by the span
F (W ′ ◦W )
F (j)
xx
F (j′)
&&
F (W )
F (i1)
zz
F (i2)
&&
F (W ′)
F (i′2)
xx
F (i′3)
%%
F (M1) F (M2) F (M3).
Since i1 ◦ j and i′3 ◦ j′ are the inclusions onto W ′ ◦W of M1 and M3 respectively, the previous span is
also FF (W ′ ◦W ), as we wanted.
For the monoidality, let M1,M2 ∈ Bdn. As the coproduct M1 unionsqM2 can be seen as a gluing pushout
along ∅, F sends coproducts in Bdn into products on C. Hence, F (M1 unionsqM2) = F (M1) × F (M2).
Since the monoidal structure on Span(C) is given by products on C, monoidality holds for objects. For
morphisms, the argument is analogous. 
Putting together Proposition 1.2.10 and Proposition 1.2.17, we obtain the main theorem of this section.
Theorem 1.2.18 (Lagrangian formulation of TQFTs). Let C be a category with final object ? and
pullbacks. Given a functor F : Embc → C with the Seifert-van Kampen property and a C-algebra A,
there exists a lax monoidal Topological Quantum Field Theory
ZF,A : Bdn → A?-Mod.
Remark 1.2.19. From the explicit construction given in the proofs of Propositions 1.2.10 and 1.2.17,
the functor ZF,A satisfies:
• For an object M ∈ Bdn, it assigns ZF,A(M) = AF (M).
• For a bordism W : M1 →M2, it assings ZF,A(W ) = F (i2)! ◦ F (i1)∗ : AF (M1) → AF (M2).
• For a closed n-dimensional manifold W , seen as a bordism W : ∅ → ∅, the homomorphism
ZF,A(W ) : A? → A? is given by multiplication by the measure µ(F (W )) ∈ A?. This follows
from the fact that, since F (∅) = ?, the inclusion i : ∅ → W gives the projection cW = F (i) :
F (W ) → ?. Hence, we have, ZF,A(W )(1?) = (cW )! ◦ (cW )∗(1?) = (cW )!(1F (W )) = µ(F (W )).
Here, 1? and 1F (W ) denote the unit in A? and AF (W ) respectively.
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Remark 1.2.20. We can also consider the case in which the geometrisation functor F : Embc → C no
longer has the Seifert-van Kampen property, but it still maps the initial object into the final object.
In that case, the image of a gluing pushout under F is not a pullback but, as for any functor, it is a
cone. Suppose that we have two bordisms W : M1 → M2 and W ′ : M2 → M3 that fit in the gluing
pushout in Embc
M2 //

W

W ′ //W ′ ◦W
By definition of pullback, there exists an unique morphism φ : F (W ′ ◦W )→ F (W ′)×F (M2) F (W ) in
C such that the induced diagram commutes
F (W ′ ◦W )
φ
)) ))
((
F (W ′)×F (M2) F (W ) //

F (W ′)

F (W ) // F (M2)
This morphism φ induces a 2-morphism FF (W ′) ◦ FF (W ) ⇒ FF (W ′ ◦W ). Therefore, in this case,
F : Bdn → Span(C) is no longer a functor but a lax 2-functor (see Definition 1.1.21). Thus, the
induced functor
ZF,A : Bdn → A?-Modt
is a lax monoidal symmetric lax 2-functor (recall that QA : Span(C)→ A?-Modt is a 2-functor). We
will call such functors very lax Topological Quantum Field Theories.
Remark 1.2.21. The first version of this theorem was described in [GPLMn17]. However, there the
method is built ad hoc for the lax monoidal TQFT that computes mixed Hodge structures (Section
4.1). In that paper, the field theory procedure described here corresponds to the geometrisation part
of the construction. We thank D. Ben-Zvi for suggesting us the name ’field theory’ and ’Lagrangian
formulation’ based on the physical interpretation of TQFTs.
As a final remark, it is customary in the literature to focus on the field theory as a functor F :
Bdn → Span(C) and on the quantisation as a functor Q : Span(C)→ R-Mod, and to forget about the
geometrisation and the C-algebra, despite that they underlie the whole construction (see, for example,
[FHLT10] or [FHT10]). In this form, the Seifert-van Kampen property and the base change property
stay encoded in the functoriality of F of Q, respectively, and many properties follow in a simpler way
so this description gives a deeper insight in the properties of the TQFT.
However, in this thesis we want to emphasize the role of the geometrisation F and the C-algebra A in
the construction. The reason is that we are constructing TQFTs with a view towards the creation of
new effective computational methods of algebraic invariants. In this way, A determines the algebraic
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invariant under study and F determines the object for which we are going to compute the invariant. As
an example of this principle, in Chapter 3, we will build a TQFT that computes the Hodge structure
of representation varieties. As ingredients for that TQFT, we will take F as the representation variety
functor andA will be the VarC-algebra of mixed Hodge modules, that might be thought as a variational
version of Hodge structures. This principle opens the door to the development of new computational
methods based on TQFTs, just by modifying the input data: the geometrisation and the C-algebra.
1.3 Other versions of Topological Quantum Field Theories
The previous formulation of TQFTs can be refined in order to obtain several variants. Such modified
versions will be useful in Chapter 3 since, there, the TQFT that suits the problem is an extended
version of the one constructed in the previus section.
In this section, we will discuss four types of variations. The first one concerns TQFTs that preserve a
sheaf that can be thought as an extra structure on the category of bordisms. The second variant are
the so-called almost-TQFT. Recall that the TQFTs constructed by the Lagrangian formulation are, in
general, far from being monoidal and the problem is that the elbow bordism breaks this monoidality
(see Remark 1.1.10). However, if we restrict ourselves to the subcategory Tbn of Bdn of tubes (i.e.
of bordisms with only at most one connected component for each boundary) then we remove all the
sources of problems and the resultant functor happens to be monoidal.
The third construction will be very relevant in Chapter 3. The idea is that a TQFT might be too
involved for computational purposes because the field FF (M) is too complex. However, if we have a
collection of morphisms that send FF (M) to a simplest field, the complexity of the calculation can be
reduced drastically. As payback, we lose the strict functoriality property, but it can be fixed by means
of some extra data.
To finish the section, we will introduce soft Topological Quantum Field Theories. The point is that
the construction of a C-algebra may be too hard for some applications, but having only ’half of a
C-algebra’ may be feasible. In that case, instead of a quantisation, we can build a pre-quantisation
and, by means of it, construct a sort of TQFT with vales in the category of bimodules.
1.3.1 TQFTs over a sheaf
In this section, we will consider a larger class of Topological Quantum Field Theories. For that
purpose, we will endow the bordisms with an extra algebraic structure, described in terms of a sheaf.
This idea is recurrent in the literature and, actually, the classical definition of a TQFT requires not
pure bordisms, but oriented bordisms [Ati88]. In fact, the celebrated Lurie’s cobordism hypothesis
is stated for framed bordisms, i.e. bordisms with a chosen trivialization of the trivial bundle or, in
general, with a chosen (X, ξ)-structure, where X is a CW-complex and ξ is a real vector bundle of
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rank r (see Theorem 2.4.18 of [Lur09b]). The formulation of these extra structures as sheaves goes
back to [MW07] (see also [GTMW09] and [Aya09]).
The consideration of extra structures on bordisms has two advantages. The first one is that these
TQFTs have an additional structure of 2-functor that gives extra data about the topological problem.
The second one is that this enriched version of TQFTs may be built in contexts in which a classical
TQFTs cannot be constructed (at least, in a natural way).
Let us consider a sheaf S : Embc → Cat with S(∅) = ∅. By a sheaf we mean the following (c.f.
[MW07]). Let W be a compact manifold and suppose that we have a collection of tame morphisms
iα : Mα → W , for α ∈ Λ, such that W = ∪αiα(Mα). Then, a sheaf S is a contravariant functor
such that, for any collection sα ∈ S(Mα) with S(iα,β)(sα) = S(iβ,α)(sβ) for all α, β ∈ Λ (where
iα,β : Mα ∩ i−1α (iβ(Mβ)) → Mα are the restrictions) there exists an unique s ∈ S(M) such that
S(iα)(s) = sα for all α ∈ Λ.
Remark 1.3.1. We insist that, in contrast with usual sheaves, the coverings considered here are closed.
However, they also give an open covering since the embeddings iα have to extend to a small open set
around Mα.
Given such a sheaf S, we define the category of embeddings over S, or just S-embeddings, EmbSc . The
objects of this category are pairs (M, s) with M ∈ Embc and s ∈ S(M) (and the initial object ∅).
Given objects (M1, s1), (M2, s2) ∈ EmbSc , a morphism between them is a pair (f, α) where f : M1 →
M2 is a morphism in Embc and α : s1 → S(f)(s2) is a morphism of S(M1).
In analogy with Section 1.2.3, given two morphisms (f1, α1) : (M1, s1) → (W, s) and (f2, α2) :
(M2, s2) → (W, s) in EmbSc , we will call them a gluing pushout if f1 and f2 are gluing pushouts
of Embc, α1 = 1s1 and α2 = 1s2 . Hence, if C is a category with final object and pullbacks and
F : EmbSc → C is a contravariant functor, we will say that F satisfies the Seifert-van Kampen prop-
erty if it sends the initial object of EmbSc into the final object of C and assigns gluing pushouts to
pullbacks.
Analogously, given n ≥ 1, we define the category of n-bordisms over S, BdSn . It is a 2-category given
by the following data:
• Objects: The objects of BdSn are pairs (M, s) where M is a (n− 1)-dimensional closed manifold
and s ∈ S(M). Observe that, if M 6= ∅ has S(M) = ∅, then M does not appear as object of
BdSn .
• 1-morphisms: Given objects (M1, s1), (M2, s2) of BdSn , a morphism (M1, s1) → (M2, s2) is a
class of pairs (W, s), where W : M1 → M2 is a morphism in Bdn such that S(i1)(s) = s1 and
S(i2)(s) = s2, ik : Mk → W being the inclusions. Two bordisms (W, s) and (W ′, s′) are in
the same class if there exists a boundary preserving diffeomorphism f : W → W ′ such that
S(f)(s′) = s.
With respect to the composition, given (W, s) : (M1, s1) → (M2, s2) and (W ′, s′) : (M2, s2) →
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(M3, s3), we define (W
′, s′) ◦ (W, s) as the morphism (W ∪M2 W ′, s ∪ s′) : (M1, s1) → (M3, s3)
where W ∪M2 W ′ is the usual gluing of bordisms along M2 and s ∪ s′ ∈ S(W ∪M2 W ′) is the
object given by gluing s and s′ with the sheaf property of S.
• 2-morphisms: Given two 1-morphisms (W, s), (W ′, s′) : (M1, s1) → (M2, s2), a 2-cell (W, s) ⇒
(W ′, s′) is a pair (f, α), where f is a diffeomorphism of bordisms f : W → W ′ and α is a
morphism α : s→ S(f)(s′). Composition of 2-cells (f, α) and (f ′, α′) is just (f ′ ◦f,S(f)(α′)◦α).
Remark 1.3.2. The equipment of a 2-category structure on the category of bordisms is a recurrent
idea for improving the understanding of the topological nature of the TQFT. A similar idea appears
in Extended Topological Quantum Field Theories (see [Lur09b] or [BD95]), where the extra structure
allows their full classification via cobordism’s hypothesis.
In this form, BdSn is not exactly a category since, for (M, s) ∈ BdSn , it may be no unit morphism in
the category HomBdSn ((M, s), (M, s)). In that case, it can be solved by weakening slightly the notion
of bordism, allowing that M itself could be seen as a bordism M : M → M . With this modification,
(M, s) : (M, s) → (M, s) is the desired unit and it is a straightforward check to see that BdSn is a
(strict) 2-category. Furthermore, as for Bdn, it has a natural monoidal structure by means of disjoint
union.
Definition 1.3.3. Let S : Embc → Cat be a sheaf and let R be a ring. A (lax monoidal) Topological
Quantum Field Theory over S, shorten as (lax monoidal) S-TQFT, is a (lax) monoidal symmetric
(strict) 2-functor Z : BdSn → R-Modt.
In analogy with the procedure of Theorem 1.2.18, TQFTs over a sheaf also has a physical-inspired
construction method. For that, we only need to adjust the previous construction to take into account
the sheaf.
Proposition 1.3.4. Let C be a category with final object and pullbacks and let F : EmbSc → C be
a contravariant functor satisfying the Seifert-van Kampen property. Then, there exists a monoidal
2-functor FF : BdSn → Span(C) such that
FF (M, s) = F (M, s), F (M1, s1)
F (i1,1s1 )←− F (W, s) F (i2,1s2 )−→ F (M2, s2),
for all objects (M, s), (M1, s1), (M2, s2) ∈ BdSn and bordisms (W, s) : (M1, s1) → (M2, s2) where ik :
Mk →W are the inclusions.
Proof. The exhaustive definition of FF is analogous to the one of Proposition 1.2.17 and the proof
that it is a monoidal functor works verbatim in this context. For the 2-functor structure, suppose that
(f, α) is a 2-cell between 1-morphisms (W, s), (W ′, s′) : (M1, s1)→ (M2, s2). In that case, (f, α) is also
a morphism in EmbSc so we obtain a morphism F (f, α) : (W ′, s′)→ (W, s) fitting in the commutative
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diagram
F (W ′, s′)
F (i′2,1)
&&
F (f,α)

F (i′1,1)
xx
F (M1, s1) F (M2, s2)
F (W, s)
F (i2,1)
88
F (i1,1)
ff
This produces the desired 2-morphism in Span(C). 
Combining this result with Proposition 1.2.10 we obtain the following result, analogous to Theorem
1.2.18.
Theorem 1.3.5. Let C be a category with final object ? and pullbacks. Given a functor F : EmbSc → C
with Seifert-van Kampen property and a C-algebra A, there exists a lax monoidal Topological Quantum
Field Theory over S
ZF,A : BdSn → A?-Modt.
The description of the obtained TQFT given in Remark 1.2.19 also holds, with the corresponding
modifications. In particular, if W is a closed n-manifold and s ∈ S(W ), then ZF,A(W, s) : A? → A?
is given by multiplication by the measure µ(F (W, s)) ∈ A?. With respect to the 2-functor structure,
given a 2-morphism (f, α) : (W, s)⇒ (W ′, s′) in BdSn , it assigns the twist given by the endomorphism
F (f, α)! ◦ F (f, α)∗ : AF (W,s) → AF (W,s).
Remark 1.3.6. As in Remark 1.2.20, if F : EmbSc → C no longer has the Seifert-van Kampen property
but it still maps the initial object into the final object, then FF : BdSn → Span(C) is a lax 2-functor (see
Definition 1.1.21). Thus, the induced functor ZF,A : BdSn → A?-Modt is a lax monoidal symmetric
lax 2-functor, i.e. a very lax Topological Quantum Field Theory.
In the context of bordisms with sheaves, the requirement of the whimsical twisting structure on
A?-Modt becomes evident. The existence of a non-invertible 2-cell (f, α) : (W, s)⇒ (W, s′) reflects a
non-invertible morphism α : s→ S(f)(s′) that can be interpreted as a restriction of the extra structure
sheaf (e.g. in the case of unordered configurations of points, as in the following section). As explained
in Remark 1.2.12, these non-invertible cells become non-trivial twists in A?-Modt that compare how
the homomorphism changes under morphisms of sheaves.
Moreover, as a future work, we might extend the category of bordisms to also comprise manifolds with
singular points. In this way, degenerations of bordisms can be encoded into non-invertible 2-cells. This
idea opens the door to formulate some observed degeneration phenomena in the language of TQFTs,
as the work on monodromy manifolds and character varieties in [CMR17b] and [CMR17a]. In those
papers, it is proven that the well-known confluence scheme of Painleve´ equations is a consequence of
the degeneration of decorated character varieties over holed spheres with nodal singularities under the
so-called ‘chewing-gum’ operations on surfaces. We hope that the kind of ideas sketched here will be
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useful to formulate this confluence scheme as the image, under a TQFT, of a diagram of non-invertible
2-cells in the category of 2-dimensional bordisms.
Some useful extra structures
In this section, we will describe in detail some examples of sheaves, some of which will be used in
Chapter 3. As we will see, the extra structure given by these sheaves is necessary for defining a field
theory that captures the geometric nature of representation varieties.
The first example is the sheaf Sor : Embc → Cat of orientations. Given a compact orientable
manifold W with m connected components, the category Sor(W ) has 2m objects, one for each possible
orientation of W , and no morphisms different than the units. If W is non-orientable, then Sor(W ) is
the empty category. For a tame embedding f : W1 → W2, the functor Sor(f)(W2) → Sor(W1) sends
an orientation in W2 into the induced orientation in W1 (recall that they have the same dimension).
Observe that, in this case, EmbS
or
c has, as objects, oriented compact manifolds and, as morphisms,
orientation-preserving differentiable maps. In this way, BdS
or
n is nothing but the usual category of
oriented bordisms, Bdorn and an Sor-TQFT is the same as an oriented TQFT.
Another important example is the sheaf Sp : Embc → Cat of unordered configurations of points (or
the sheaf of pairs). For a compact manifold W , the category Sp(W ) has, as objects, finite subsets
A ⊆ W meeting every connected component and every boundary component of W . Given two finite
subsets A1, A2 ⊆ W , a morphism A1 → A2 in Sp(W ) is an inclusion A1 ⊆ A2. With respect to
morphisms, if f : W1 →W2 is an embedding, the functor Sp(f) : Sp(W2)→ Sp(W1) is given as follows.
For A ⊆ W2, it assigns Sp(f)(A) = f−1(A) ∈ Sp(W1) and, if we have an inclusion A1 ⊆ A2 then it
gives the inclusion f−1(A1) ⊆ f−1(A2) as a morphism in Sp(W1). It is straighforward to check that
Sp is a sheaf.
The associated categories Emb
Sp
c and Bd
Sp
n will be called the category of embeddings of pairs and the
category of n-bordisms of pairs and will be denoted by Embpc and Bdpn, respectively. Explicitly,
the later is given by the following data:
• Objects: The objects of Bdpn are pairs (M,A) where M is a (n−1)-dimensional closed manifold
together with a finite subset of points A ⊆M that intersects every connected component of M .
• 1-morphisms: Given objects (M1, A1), (M2, A2) of Bdpn, a morphism (M1, A1)→ (M2, A2) is a
class of pairs (W,A) where W : M1 →M2 is a bordism and A ⊆W is a finite set meetting every
connected component of W such that M1∩A = A1 and M2∩A = A2. Two pairs (W,A), (W ′, A′)
are in the same class if there exists a diffeomorphism of bordisms f : W →W ′ such that f(A) =
A′. The composition of (W,A) : (M1, A1) → (M2, A2) and (W ′, A′) : (M2, A2) → (M3, A3) is
given by the morphism (W ∪M2 W ′, A ∪A′) : (M1, A1)→ (M3, A3).
• 2-morphisms: Given two 1-morphisms (W,A), (W ′, A′) : (M1, A1)→ (M2, A2), a 2-cell (W,A)⇒
(W ′, A′) is a diffeomorphism of bordisms f : W →W ′ such that A ⊆ f−1(A′).
Chapter 1. Topological Quantum Field Theories 31
A (lax monoidal) Sp-TQFT will be referred to as a (lax monoidal) Topological Quantum Field Theory
of pairs.
Another important sheaf for applications is the so-called sheaf of parabolic structures. The starting
point is a fixed set Λ that we will call the parabolic data. We define SΛ : Embc → Cat as the following
functor. For a compact manifold W , SΛ(W ) is the category whose objects are (maybe empty) finite
sets Q = {(S1, λ1), . . . , (Sr, λr)}, with λi ∈ Λ, called parabolic structures on W . The Si are pairwise
disjoint compact submanifolds of W of codimension 2 with a co-orientation (i.e. an orientation of their
normal bundle) such that Si ∩ ∂M = ∂Si transversally. A morphism Q → Q′ between two parabolic
structures in SΛ(W ) is just an inclusion Q ⊆ Q′.
Moreover, suppose that we have a tame embedding f : W1 → W2 in Embc and let Q ∈ SΛ(W2).
Given (S, λ) ∈ Q, if S ∩ f(∂W1) transversally then the intersection has the expected dimension and,
thus, f−1(S) is a codimension 2 submanifold of W1. Furthermore, the co-orientation of S induces a
co-orientation on f−1(S) by pullback. Hence, we can define SΛ(f)(Q) as the set of pairs (f−1(S), λ)
for (S, λ) ∈ Q with S ∩ f(∂W1) transversal. For short, we will denote Q|W1 = SΛ(f)(Q). Obviously,
if Q ⊆ Q′ then Q|W1 ⊆ Q′|W1 so SΛ(f) : SΛ(W2)→ SΛ(W1) is a functor. With this definition, SΛ is a
sheaf, called the sheaf of parabolic structures over Λ.
Example 1.3.7. • Since a 1-dimensional manifold cannot have codimension 2 subvarieties, there
do not exist non-empty parabolic structures over a curve.
• In the case of surfaces, a parabolic structure over a surface W is a set Q = {(p1, λ1), . . . , (pr, λr)}
with λi ∈ Λ and pi ∈W points with a preferred orientation of a small disc around them.
• For a 3-fold W , a parabolic structure is given by Q = {(S1, λ1), . . . , (Sr, λr)}, where the Si are
pairwise disjoint paths in W with endpoints in ∂M and reaching the boundary transversally. If
we have an embedding f : W ′ →W with W ′ another 3-fold, the restriction Q|W ′ is given by the
restriction to W ′ of those paths Si that are not tangent to the surface ∂W ′. In Figure 1.5 it is
depicted and example of this phenomenon where W1 is the shadowed open set with ∂W1 = Σ2,
W2 = S
3 and S ⊆ S3 is a knot. The induced parabolic structure is the segment f−1(S) ⊆W1.
Figure 1.5: Example of induced parabolic structure.
As for the sheaf of unordered points, the sheaf SΛ gives us categories EmbSΛc and BdSΛn , that we will
shorten Embc(Λ) and Bdn(Λ). Even more, we can combine the two previous sheaves and to consider
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the sheaf Sp,Λ = (SΛ × Sp) ◦∆ : Embc → Cat, where ∆ : Embc → Embc × Embc is the diagonal
functor. In that case, we will denote by Embpc(Λ) and by Bdpn(Λ) the categories of Sp,Λ-embeddings
and Sp,Λ-bordisms, respectively.
For the convenience of Chapter 3, let us write down the definition of Bdpn(Λ). The objects of
Bdpn(Λ) are triples (M,A,Q) with (M,A) ∈ Bdpn and Q a parabolic structure on M . A morphism
(M1, A1, Q1) → (M2, A2, Q2) is a class of triples (W,A,Q) where W : M1 → M2 is a bordism,
A∩M1 = A1, A∩M2 = A2 and Q is a parabolic structure on W such that Q|M1 = Q1 and Q|M2 = Q2.
Two triples (W,A,Q) and (W ′, A′, Q′) are in the same class if there exists a boundary preserving
diffeomorphism F : W → W ′ such that F (A) = A′ and (S, λ) ∈ Q if and only if (F (S), λ) ∈ Q′. A
composition of morphisms in Bdpn(Λ) is given by (W
′, A′, Q′)◦(W,A,Q) = (W∪W ′, A∪A′, Q∪Q′). In
the same spirit, we have a 2-morphism (W,A,Q)⇒ (W ′, A′, Q′) if there exists a boundary preserving
diffeomorphism F : W →W ′ such that F (A) ⊆ A′ and Q ⊆ SΛ(f)(Q′).
In this case, a (lax monoidal) Sp,Λ-TQFT will be called a (lax monoidal) parabolic Topological Quantum
Field Theory of pairs.
1.3.2 Almost-TQFTs and the category of tubes
Recall that Zorro’s lemma 1.1.9 forces a strict monoidal TQFT to land into finitely generated modules.
This fact imposes very strong algebraic restrictions that avoid the construction of several TQFTs in
a natural way. In order to overcome this problem, a solution is to relax the monoidality condition
and to consider instead lax monoidal functors, as done in Section 1.2. However, as mentioned in the
introduction of Section 1.1.3, another approach to this problem is to restrict the source category of
the TQFT, dropping out the elbow bordism. This is the method explored in this section.
Consider the subcategory Tbn of Bdn of tubes. Roughly speaking, it is a subcategory with the same
objects but with all the elbow-like bordisms removed. To be precise, let us consider the subcategory
Tb0n ⊆ Bdn of strict tubes. An object M ∈ Bdn is an object of Tb0n if M is connected or empty and
there exists a compact n-dimensional manifold W such that ∂W = M . Given objects M1 and M2 of
Tb0n, a morphism W : M1 → M2 of Bdn is in Tb0n if W is connected. We will call such morphisms
strict tubes. From this category, we consider the category of tubes, Tbn, as the subcategory of Bdn
whose objects and morphisms are disjoint unions of the ones of Tb0n. That is, Tbn is the monoidal
closure of Tb0n in Bdn. Observe that, in particular, Tbn is a wide subcategory of Bdn. As in the
case of Bdn, Tbn is a monoidal category with the disjoint union.
Definition 1.3.8. Let R be a ring. An almost-TQFT is a symmetric monoidal functor Z : Tbn →
R-Mod.
Remark 1.3.9. Since Tbn does not contain the elbow bordisms, dualizing arguments no longer hold
for almost-TQFTs so Z(M) is not forced to be finitely generated for M ∈ Tbn. Moreover, for n = 2
the pair of pants is not a tube, so, in contrast with strict monoidal TQFTs, we cannot assure that
Z(S1) is a Frobenius algebra, as it happened in Section 1.1.11.
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An almost-TQFT gives an effective way of computing invariants as follows. Fix n ≥ 1 and suppose
that we have a set of generators ∆ for the morphisms of Tb0n, i.e. up to boundary preserving diffeo-
morphisms, every morphism of Tb0n is a compositions of elements of ∆. For example, for n = 2, these
generators can be obtained by means of Morse theory (see Section 1.4 of [Koc04]).
Suppose that we want to compute an invariant that, for a closed connected orientable n-dimensional
manifold W , is given by Z(W )(1). In that case, seeing W as a morphism W : ∅ → ∅, we can decompose
W = Ws ◦ . . . ◦W1 with Wi ∈ ∆. Thus, for Z(W ) : R→ R we have
Z(W )(1) = Z(Ws) ◦ . . . ◦ Z(W1)(1)
Hence, the knowledge of Z(Wi) for Wi ∈ ∆ is enough to compute that invariant for all the closed
manifolds.
Given a lax monoidal TQFT, Z : Bdn → R-Mod, we can build an almost-TQFT from it, Z = ZZ :
Tbn → R-Mod. For that, notice that the restriction of Z to Tb0n gives us a functor Z : Tb0n →
R-Mod. Now, we define Z by:
• Given objects M i of Tb0n, we take
Z
(⊔
i
M i
)
=
⊗
i
Z(M i)
where the tensor product is taken over R.
• Given strict tubes W i : M i1 →M i2, we define
Z
(⊔
i
W i
)
=
⊗
i
Z(W j) :
⊗
i
Z(M i1)→
⊗
i
Z(M i2)
Remark 1.3.10. The apparently artificial definition of Z can be better understood in terms of the
corresponding map of Z. To see it, let W : M1 → M2 and W ′ : M ′1 → M ′2 be two tubes. Recall
that, since Z is lax monoidal, we have a natural trasformation ∆ : Z(−) ⊗R Z(−) ⇒ Z(− unionsq −) (see
Definition 1.1.14). Then, Z (W unionsqW ′) is just a lift
Z(M1)⊗R Z(M ′1)
∆M1,M′1

Z(WunionsqW ′) // Z(M2)⊗R Z(M ′2)
∆M2,M′2

Z(M1 unionsqM ′1) Z(WunionsqW ′) // Z(M2 unionsqM
′
2)
Since composition of tubes is performed by componentwise gluing, these lifts behave well with com-
position, which implies that Z is well defined. This property no longer holds for Z since there exists
bordisms mixing several components.
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In the case n = 2, we can go a step further and describe explicitly the functor Z. Regarding the
objects of Tb02, recall that every non-empty 1-dimensional closed connected manifold is diffeomorphic
to S1. Regarding morphisms, observe that, adapting the proof of Proposition 1.4.13 of [Koc04] for
the generators of Bd2, we have that a set of generators of Tb2 is ∆ =
{
D,D†, L
}
, where D : ∅ → S1
is the disc, D† : S1 → ∅ is the opposite disc and L : S1 → S1 is the torus with two holes. They are
depicted in Figure 1.6.
Figure 1.6
Suppose that Z comes from a lax monoidal TQFT constructed by means of a geometrisation F :
Bdn → C and a C-algebra A. If i : S1 ↪→ D denotes the inclusion of S1 as a boundary in D and
j1, j2 : S
1 ↪→ L denote the inclusions of the two boundaries of T , the image under the field theory are
the spans
FF (D) : ?←− F (D) F (i)−→ F (S1), FF (D†) : F (S1) F (i)←− F (D) −→ ?,
FF (L) : F (S1) F (j1)←− F (L) F (j2)−→ F (S1).
Therefore, the image under the almost-TQFT are the ring homomorphisms
Z(D) = i! ◦ c∗ : A? → AF (S1), Z(D†) = c! ◦ i∗ : AF (S1) → A?,
Z(L) = (j2)! ◦ (j1)∗ : AF (S1) → AF (S1),
where we have shorten i∗ = F (i)∗, i! = F (i)! and so on, and c = cF (D) : F (D) → ? is the projection
of F (D) onto the final object.
Analogous considerations can be done if we consider a sheaf S given some extra data. In that case,
the the preimage of Tbn ⊆ Bdn under the forgetful functor BdSn → Bdn will be called the category of
S-tubes and will be denoted by TbSn ⊆ BdSn . As before, we will short Tbpn = TbSpn and Tbpn(Λ) =
Tb
Sp,Λ
n .
1.3.3 Reduction of a TQFT
Let C be a category with final object and pullbacks, let F : Embc → C be a contravariant functor with
the Seifert-van Kampen property and let A be a C-algebra. By Theorem 1.2.18, these data give rise to
a lax monoidal TQFT Z = ZF,A : Bdn → A?-Mod and, as explained in Section 1.3.2, theoretically Z
can be used for computing algebraic invariants. However, for M ∈ Bdn, the module Z(M) = AF (M)
may be very complicated (e.g. it might be infinitely generated). Hence, from a computational point
of view, it is not feasible to explicitly compute the homomorphisms associated to bordisms.
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This problem can be mitigated if the objects F (M) have some kind of symmetry that may be exploited.
For example, suppose that there is a natural action of a group G on F (M) so that the categorical
quotient object F ′(M) = F (M)/G ∈ C can be defined (e.g. if C = Vark and G is an algebraic reductive
group, see Chapter 4). In the general case, such a symmetry can be modelled by an assignment τ
that, for any M ∈ Bdn, gives a pair (F ′(M), τM ), where F ′(M) ∈ C and τM : F (M) → F ′(M) is a
morphism in C. Suppose also that F ′(∅) = F (∅).
In that case, we can ‘reduce’ the field theory and to consider FF,τ : Bdn → Span(C) such that
FF,τ (M) = F ′(M), for M ∈ Bdn, and, for a bordism W : M1 →M2, FF,τ (W ) is the span
F ′(M1) F (W )
τM2◦F (i2) //τM1◦F (i1)oo F ′(M2) .
With this field theory, we form Zτ = QA ◦ F ′F , called the prereduction of Z by τ .
However, even if F had the Seifert-van Kampen property, FF,τ may not be a functor so Zτ will be, in
general, a very lax TQFT. Indeed, the prereduction Zτ is simpler than Z but, as it is not a functor,
we can no longer use it for a computational method. In this section we will show that, under some
mild conditions, we can slightly modify Zτ in order to obtain a (strict) almost-TQFT, Zτ , called the
reduction, with essentially the same complexity as Zτ . In this way, Zτ can be used to give an effective
computational method.
In order to do so, for any M ∈ Tb0n, let us denote by VM be the submodule of AF ′(M) generated by
the images Zτ (Wr) ◦ . . . ◦ Zτ (W1)(1) ∈ AF (M) of all the sequences of strict tubes Wk : Mk−1 → Mk
with M0 = ∅. Notice that, by definition, the submodules VM are invariant for strict tubes, that is,
Zτ (W )(VM ) ⊆ VN for any strict tube W : M → N .
Proposition 1.3.11. Suppose that (τM )! ◦ (τM )∗(VM ) ⊆ VM for all M and that the extended mor-
phisms ηM = (τM )! ◦ (τM )∗ : VM → VM are invertible. Then, for every strict tube W : M → N , there
exists an unique morphism Zτ (W ) : VM → VN such that the diagram commute
τ∗MVM
Z(W ) //
(τM )!

Z(W ) (τ∗MVM )
(τN )!

VM Zτ (W )
// VN
Proof. First of all, observe that the diagram above makes sense since (τN )! ◦ Z(W ) ◦ (τM )∗(VM ) =
Zτ (W )(VM ) ⊆ VN . Suppose that we have a morphism f : VM → VN such that f◦(τM )! = (τN )!◦Z(W ).
Then, pre-composing with τ∗M ◦ η−1M : VM → τ∗MVM we obtain that
(τN )! ◦ Z(W ) ◦ τ∗M ◦ η−1M = f ◦ (τM )! ◦ τ∗M ◦ η−1M = f ◦ ηM ◦ η−1M = f.
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Hence, if such a map exists, it is unique. Actually, this calculation shows that we must take Zτ (W ) =
(τN )! ◦ Z(W ) ◦ τ∗M ◦ η−1M = Zτ (W ) ◦ η−1M and it is a straighforward check that Zτ (W ) has the desired
property. 
Corollary 1.3.12. In the situation of Proposition 1.3.11, there exists an (strict) almost-TQFT
Zτ : Tbn → A?-Mod
such that Zτ (M) = VM for all M ∈ Tbn connected and Zτ (W )(τM )! = (τN )! ◦ Z(W ) for all strict
tubes W : M → N . This TQFT is called the reduction of Z via τ .
Proof. Recall that, in order to define an almost TQFT, it is enough to define it on strict tubes. Hence,
for M ∈ Tb0n, we assign Zτ (M) = VM and, for a strict tube W : M → N , we assign the morphism
Zτ (W ) : VM → VN previously constructed. In order to prove that Zτ is a functor, suppose that
W : M → N and W ′ : N → Z are strict tubes. Then, by the previous proposition, we have a
commutative diagram
τ∗MVM
Z(W ) //
(τM )!

Z(W ) (τ∗MVM )
(τN )!

Z(W ′)// Z(W ′ ◦W ) (τ∗MVM )
(τZ)!

VM Zτ (W )
// VN Zτ (W ′)
// VZ
Therefore, we have Zτ (W ′) ◦ Zτ (W ) ◦ (τM )! = (τZ)! ◦ Z(W ′) ◦ Z(W ) = (τZ)! ◦ Z(W ′ ◦W ) and, by
uniqueness, this implies that Zτ (W ′) ◦ Zτ (W ) = Zτ (W ′ ◦W ). 
Remark 1.3.13. • The almost-TQFT, Zτ : Tbn → A?-Mod, satisfies that, for all closed n-
dimensional manifolds W
Zτ (W )(1) = Zτ (W ) ◦ (τ∅)!(1) = (τ∅)! ◦ Z(W )(1) = Z(W )(1),
where we have used that τ∅ = 1?. Hence, Zτ and Z compute the same invariant.
• It may happen, and it will be the case for representation varieties, that ηM : VM → VM are not
invertible as A?-module. However, it could happen that, for some fixed multiplicative system
S ⊆ A?, all the extensions to the localizations ηM : S−1VM → S−1VM are invertible. In
that case, we can fix the problem by localizing all the modules and morphisms of the original
TQFT to obtain another TQFT, Z : Bdn → S−1A?-Mod, to which we can apply the previous
construction.
• If Z(W )(τ∗MVM ) ⊆ VN for all the strict tubes W : M → N , then the original almost-TQFT,
Z : Tbn → A?-Mod, can be restricted to assign Z(M) = τ∗MVM . In that case, the reduction
τ defines a natural transformation between the restricted almost-TQFT and the reduced one,
Z⇒ Zτ .
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• Instead of the submodule VM generated by the elements Zτ (Wr) ◦ . . . ◦Zτ (W1)(1) ∈ AF (M) with
Wr ◦ . . .◦W1 : ∅ →M strict tubes, we can consider the submodule V ′M generated by the elements
Zτ (Wr)◦ . . .◦Zτ (W1)(1) ∈ AF (M) with Wr ◦ . . .◦W1 : ∅ →M any bordism. In that case, if V ′M is
invariant under ηM = (τM )! ◦ (τM )∗ and ηM is invertible there, the same procedure as above will
allow us to constuct a genuine TQFT, Zτ : Bdn → A?-Mod, with Zτ (M) = V ′M . However, in
general this condition is much harder to check, so we will focus on the version presented above,
which is enough for computations.
• With the appropiate modifications, the same results of this section hold for TQFTs over a sheaf.
Example 1.3.14. For n = 2 (surfaces), the unique non-empty connected object of Bd2 is S
1. Hence,
it is enough to consider V = VS1 and τ = τS1 : F (S1) → F ′(S1). Actually, V is the submodule
generated by the elements Zτ (L)
g ◦ Zτ (D)(1) for g ≥ 0, where L : S1 → S1 is the holed torus and
D : ∅ → S1 is the disk (i.e. by the image of all the compact surfaces with a disc removed). In that
case, the only condition we need to check is that η = τ! ◦ τ∗ : V → V is invertible.
Remark 1.3.15. Instead of the diagram of Proposition 1.3.11, we could look for a morphism Z ′τ (W ) :
VM → VN such the diagram
τ∗MVM
Z(W ) // Z(W ) (τ∗MVM )
VM
τ∗M
OO
Z′τ (W )
// VN
τ∗N
OO
commutes. In that case, in the same conditions as in Proposition 1.3.11, Z ′τ exists, it is an almost
TQFT and Z ′τ (W ) = η−1N ◦ Zτ (W ). We will call Z ′τ the left τ -reduction.
1.3.4 Soft TQFTs
In this section, we will study a lighter version of Topological Quantum Field Theories called soft
TQFTs. As we will see, these TQFTs can be built with less data than genuine TQFTs so they are
available in more general circumstances. The construction is similar to the (1, 2)-parts of extended
TQFTs, as studied in [LP08], [SP09] or [BZFN10]. It is a prospective work to establish the link
between the two approaches and to try to improve these soft TQFTs to extended TQFTs.
Recall from Example 1.1.20 that, given a ground commutative ring R with identity, we can define the 2-
category R-Bim of R-algebras and bimodules whose objects are commutative R-algebras, 1-morphisms
are bimodules and 2-morphisms are bimodule homomorphisms. The category R-Bim is a monoidal
2-category with tensor product over R. Observe that, since R is commutative, a (A,B)-bimodule is
the same as a (B,A)-bimodule. Hence, we have an involutive functor (−)† : R-Bim→ R-Bim which
is the identity on objects and, for M : A → B a (A,B)-bimodule, it gives M † : B → A, seen as a
(B,A)-bimodule (in general, a category with a functor (−)† as above is called a dagger category).
Definition 1.3.16. Let R be a commutative ring with unit. A soft Topological Quantum Field Theory
of pairs is a lax functor Z : Bdn → R-Bim such that:
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• There is an isomorphism α : R→ F (∅).
• For any M,N ∈ Bdn, there exists a 1-morphism ∆M,N : Z(M) ⊗R Z(N) → Z(M unionsqN). These
morphisms satisfy that, for any morphisms W : M → N and W ′ : M ′ → N ′, there is a 2-
morphism τW,W ′ : ∆N,N ′ ◦ (Z(W )⊗R Z(W ′)) ◦∆†M,M ′ ⇒ Z(W unionsqW ′).
Z(M)⊗R Z(M ′)
Z(W )⊗RZ(W ′)

Z(M unionsqM ′)
Z(WunionsqW ′)

∆†
M,M′oo
τW,W ′ +3
Z(N)⊗R Z(N ′)
∆N,N′
// Z(N unionsqN ′)
A general recipe for building a soft TQFT from simpler data can be given analogously as for genuine
TQFT decomposing the functor as Z : Bdn → Span(C) → R-Bim. As above, the field theory
F : Bdn → Span(C) can be determined from a contravariant functor F : Embc → C with the Seifert-
van Kampen property. However, for the ’quantum’ part Span(C) → R-Bim, we do not need a full
C-algebra but only half of it. To be precise, let A : C → Ring be a contravariant functor where C is a
category with pullbacks and final object ?. In analogy with the notation of Section 1.2.1 (in particular,
Remark 1.2.4), we denote A(a) = Aa and A(f) = f
∗ for a ∈ C and a morphism f in C. We define the
pre-quantisation, Q0A : C → A?-Bim, as follows:
• For any a ∈ C, we set Q0A(a) = Aa. The A?-algebra structure on Aa is given by the morphism
A? → Aa image of the final map a→ ? (c.f. Section 1.2.1).
• Let us fix a, b ∈ C. We define
Q0A : Hom Span(C)(a, b)→ HomA?-Bim(Aa, Ab)
as the functor that:
– For any 1-morphism a
f← d g→ b it assigns Q0A(d, f, g) = Ad with the (Aa, Ab)-bimodule
structure given by λz = f∗(λ) · z and zµ = z · g∗(µ), for λ ∈ Aa, µ ∈ Ab and z ∈ Ad.
– For a 2-morphism α : (d, f, g) ⇒ (d′, f ′, g′) given by a morphism α : d′ → d, we define
Q0A(α) = α∗ : Ad → Ad′ . Since A is a functor to rings, α∗ is a bimodule homomorphism.
• The 2-morphism 1Aa ⇒ Q0A(1a) is the identity for all a ∈ C.
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• Let a f1← d1 g1→ b and b f2← d2 g2→ c. By definition of Q0A,
Q0A(d2, f2, g2) ◦ Q0A(d1, f1, g1) = Ab [Ad2 ]Ac ◦ Aa [Ad1 ]Ab
= Aa [Ad1 ⊗Ab Ad2 ]Ac ,
Q0A((d2, f2, g2) ◦ (d1, f1, g1)) = Aa [Ad1×bd2 ]Ac .
Hence, the 2-morphismQ0A(d2, f2, g2)◦Q0A(d1, f1, g1))⇒ Q0A((d2, f2, g2), (d1, f1, g1)) is the (Aa, Ab)-
bimodule homomorphism given by external product b : Ad1 ⊗Ab Ad2 → Ad1×bd2 .
Furthermore, with the construction above, the lax functor Q0A : C → A?-Bim is also monoidal in the
sense of Definition 1.3.16. Since Q0A preserves the units of the monoidal structures it is enough to
define the morphisms ∆a,b : Aa ⊗A? Ab → Aa×b. For that, just take as bimodule the own ring Aa×b,
where the left (Aa⊗A? Ab)-module structure comes from the external product  : Aa⊗A? Ab → Aa×b.
In that case, if (d, f, g) : a→ b and (d′, f ′, g′) : a′ → b′ are two spans, we have a commutative diagram
Aa ⊗Aa′
Ad⊗Ad′

Aa×a′
Ad×d′

Aa×a′oo
τ +3
Ab ⊗Ab′ Ab×b′
// Ab×b′
where τ is the bimodule homomorphism τ : Aa′×b′ ⊗(Aa′⊗Ab′ ) [Ad ⊗Ad′ ]⊗(Aa⊗Ab) Aa×b → Ad×d′ given
by τ(x, z, w, y) = A(g × g′)(y) · [z  w] ·A(f × f ′)(x) for x ∈ Aa×a′ , y ∈ Ab×b′ , z ∈ Ad and w ∈ Ad′ .
Remark 1.3.17. If the functor A : C → Ring is monoidal (C with the cartesian monoidal structure),
then Q0A is strict monoidal. Moreover, if it satisfies that Ad1 ⊗Ab Ad2 = Ad1×bd2 (resp. isomorphic)
then it is also a strict (resp. pseudo) functor.
Therefore, with this construction at hand, given a contravariant functor F : Embc → C with the
Seifert-van Kampen property and a contravariant functor A : C → Ring, we can build a soft TQFT,
ZF,A, by
ZF,A = Q0A ◦ FF : Bdn → R-Bim.
Analogously to Section 1.3.1, given a sheaf S, a lax monoidal (in the sense of Definition 1.3.16) lax
functor Z : BdSn → R-Bim will be called a S-soft TQFT. Since the construction above does not
depend on the field theory, combined with the methods of Section 1.2.3, we can obtain S-soft TQFT
from the geometrisation F : EmbSc and A. We will use this approach in Remark 3.2.7 in order to
define a soft TQFT computing Hodge structures of representation varieties.

Chapter 2
Hodge Theory
2.1 A panoramic view of K-theory
Let us consider a category A with a zero object (i.e. an object that is both initial and final). Given a
morphism f : A→ B in A, the kernel of f , denoted i : ker f → A, is the pullback of the diagram
ker f //
i

0

A // B
Analogously, a cokernel, denoted p : B → coker f , is the pushout of the diagram
A
f //

B
p

0 // coker f
A morphism f with ker f = 0 is called a monomorphism and a morphism with coker f = 0 is called
an epimorphism.
Remark 2.1.1. Even if A is a subcategory of Set, not every monomorphism has to be injective.
However, every injective map is a monomorphism.
With these concepts at hand, we can define a very special kind of categories that behave like the usual
’algebraic categories’ of modules, called abelian categories. For a complete introduction to abelian
categories, see Chapter VIII of [ML98] or Appendix A.4 of [Wei94].
Definition 2.1.2. A category A with zero object is an abelian category if:
i) For any A,B ∈ A, Hom C(A,B) has an abelian group structure (i.e.A is an Ab-enriched category,
see Definition 1.1.17) and the composition is bilinear.
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ii) A has finite coproducts.
iii) Every morphism of A has a kernel and a cokernel.
iv) For every morphism f : A→ B of A, there exists a decomposition f = i ◦ f¯ ◦ p, where
A
p−→ coker (ker f) f¯−→ ker (coker f) i−→ B,
with f¯ an isomorphism.
Remark 2.1.3. • The prototypical example of an abelian category is the category of abelian groups,
Ab, or, more generally, of R-modules, R-Mod. In this spirit, the category of sheaves over a
topological space X, Sh (X), is abelian. However, the full subcategory of vector bundles on
X, Vb(X), (i.e. locally free sheaves over the sheaf of continuous functions on X) is no longer
abelian, since the kernel of a vector bundle morphism may be no longer a vector bundle.
• As proven in [ML98], condition iv) is equivalent to the fact that every monomorphism is a kernel
and every epimorphism is a cokernel.
• In an abelian category, finite products and coproducts agree. It is customary to denote the
product of {Ai}i∈Λ just by
⊕
i∈ΛAi and this operation is called the direct sum.
• A functor F : A → B between abelian categories is said to be additive if it preserves finite
products. Hence, if F is additive, F (0A) ∼= 0B and F (A⊕B) ∼= F (A)⊕ F (B) for any A,B ∈ A.
Let A be an abelian category and let A ∈ A. An increasing filtration F • of A is a sequence of
subobjects of A
0 ⊆ . . . ⊆ F k−1A ⊆ F kA ⊆ F k+1A ⊆ . . . ⊆ A.
The filtration F • is called finite if F kA = 0 for k small enough and F kA = A for k large enough.
Given two filtered objects, (A,F •) and (B,G•), a morphism f : A→ B in A is said to be filtered (or
to preserve the filtrations) if f(F kA) ⊆ f(GkB) for all k ∈ Z.
Remark 2.1.4. • Analogously, a decreasing filtration F• of A is a sequence of subobjects with
FkA ⊇ Fk+1A.
• Strictly speaking, in a general abelian category, there is no notion of inclusion and it has to
be replaced by the notion of subobject. Given A ∈ A and monomorphisms i : B → A and
i′ : B′ → A, we say that i ⊆ i′ if there exists ψ : B → B′ such that i = i′ ◦ ψ. Two such
monomorphisms are declared to be equivalent if i ⊆ i′ and i′ ⊆ i (observe that being equivalent
does not imply that B and B′ are isomorphic). In this way, the subobjects of A are nothing but
these equivalence classes, which are a partially ordered class1 with ⊆, and a filtration of A is a
chain (i.e. a totally ordered subset) of this partial order.
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Recall that, in an abelian category, a pair of morphisms
B
f−→ A g−→ C
is said to be exact in A if im f = ker g (in the sense that they are the same subobject of A, see Remark
2.1.4). If a sequence of morphisms is exact in all its objects, such a sequence is called exact. An
important class of exact sequences are the so-called short exact sequences that have the form
0 −→ B −→ A −→ C −→ 0.
A functor F : A → B between abelian categories is said to be left exact if, given a short exact sequence
0→ B f→ A g→ C → 0, the induced sequence
0 −→ F (B) F (f)−→ F (A) F (g)−→ F (C)
is exact. By duality, a right exact functor is a functor that sends short exact sequences into sequences
that are exact everywhere except in their leftmost term. A functor which is both left and right exact
is called exact.
Remark 2.1.5. There is a weaker notion than abelian categories, the so-called triangulated categories.
Consider a category A with an invertible functor T : A → A, called the translation, which is tipically
denoted TA = A[1], for A ∈ A. In this setting, we can consider triangles, which are triples of
morphisms of the form
B −→ A −→ C −→ B[1].
In that case, a triangulated category is a pair (A, T ) with a choose of a special collection of triangles,
called the distinguished triangles, satisfying a set of coherence axioms (see [Wei94], Section 10.2). The
importance of these triangulated categories is that the derived category (see the following section) is
no longer an abelian category, but a triangulated one.
2.1.1 Review of derived categories
Given an abelian category, we can extend it in order to consider the categories of cochain complexes of
objects on it. These are, roughly speaking, the derived categories. Such a constructions are extremely
important in homological algebra and most of the homological machinery can be restated in the context
of derived categories. In order to fix notation and for the sake of completeness, we will review some
fundamental notions of derived categories that will be useful for future constructions. For a complete
exposition of derived categories, see [Huy06] and [Wei94].
Let A be an abelian category. The category ChA is the category whose objects are cochain complexes
. . .
d−→ Ak−1 d−→ Ak d−→ Ak+1 d−→ . . . ,
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with d2 = 0. Such a chain complex is usually shortened (A•, d) ∈ ChA or just by A• when the
morphisms d are understood. A morphism of chain complexes f : A• → B• is a set of morphisms of
A, fk : Ak → Bk, commuting with d, which is determined up to homotopy of chain complexes (see
[Wei94] for the definition). The most important operation that can be performed in a chain complex
A• is to consider its cohomology
Hk(A•) =
ker d : Ak → Ak+1
im d : Ak−1 → Ak .
Observe that, by construction, a morphism of chain complexex f : A• → B• induces a map on
cohomology Hk(f) : Hk(A•)→ Hk(B•).
Remark 2.1.6. Sometimes in the literature (notably [Huy06]), ChA stands for the category of cochain
complexes before identifying homotopic chain morphisms. In that case, the category obtained after
the identification of homotopic morphisms is denoted by KA. However, we will reserve such notation
for the Grothendieck group of A (see Section 2.1.2).
From this category, one can build the derived category of A, denoted DA. It has the same objects as
ChA but we localize the morphism of ChA by quasi-isomorphisms. Recall that a quasi-isomorphism
is a chain complex map φ : A• → B• such that the induced maps in cohomology Hk(φ) : Hk(A•) →
Hk(B•) are isomorphism. Hence, a morphism A• → B• in DA is a span
A• φ←− D•−→B•,
where φ is a quasi-isomorphism. Obviously, there is a projection ChA → DA.
The full subcategory of DA of chain complexes A• such that Ak = 0 for k small enough (resp. k big
enough) will be denoted by D+A (resp. D−A) and will be called the bounded below derived category
(resp. bounded above derived category). The subcategory of both bounded above and below cochain
complexes is called the bounded derived category and is denoted by DbA. Analogous considerations
hold for Ch+A, Ch−A and ChbA.
Remark 2.1.7. The derived category DA of an abelian category is no longer an abelian category. How-
ever, it has a natural structure of a triangulated category (see [Wei94], Section 10.2). The translation
operator is the shifting operator of the chain complex to the left i.e. for A• ∈ DA with differential d,
A•[1] is the chain complex with A•[1]k = Ak+1 and differential −d. In order to define the distinguished
triangules, suppose that we have an exact sequence 0→ B• → A• → C• → 0 of chain complexes and
suppose that, for all k, the sequence 0 → Bk → Ak → Ck → 0 in A splits (i.e. Ak ∼= Bk ⊕ Ck). In
that case, a chain morphism h : C• → B•[1] can be built from the sections of the splittings, called the
homotopy invariant. Then, we declare that B• → A• → C• h→ B•[1] is a distinguished triangle.
Derived categories are the natural framework in which derived functors can be formulated. Suppose
that our abelian category A has enough injectives, that is, for any A ∈ A there is an injective object
I ∈ A and a monomorphism A→ I (see [Wei94], Section 2.3, for the definition of an injective object).
Chapter 2. Hodge Theory 45
In that case, given a cochain complex A• ∈ D+A, there exists a quasi-isomorphism of chain complexes
A• → I•, where I• ∈ D+A is a complex of injective objects (see [Huy06], Proposition 2.35). Such a
quasi-isomorphism is called an injective resolution. Injective resolutions of a chain complex are unique
up to homotopy equivalence. Even more, if we have a chain morphism f : A• → B• and A• → I•,
B• → J• are injective resolutions, there exists a chain morphism f˜ : I• → J•, unique up to homotopy,
such that the following diagram commute
A•
f //

B•

I•
f˜
// J•
In that context, suppose that we have a left exact functor F : A → B between abelian categories. In
that case, we define the derived functor of F , RF : D+A → D+B, as follows.
• For A• ∈ D+A, it assigns RF (A•) = F (I•), where A• → I• is any injective resolution.
• Given a morphism of chain complexes f : A• → B•, it assigns RF (f) = F (f˜) : F (I•) → F (J•)
where A• → I• and B• → J• are injective resolutions.
Finally, for k ∈ Z, the k-th derived functor is the k-th cohomology of RF , that is, the functor
RkF = Hk(RF ) : A → B. A functor such that RF (DbA) ⊆ DbB is said to have a bounded derived
functor.
The importance of the derived functor is that, given a short exact sequence 0→ B → A→ C → 0 in
A, the k-th derived functors fit in a long exact sequence
0 // F (A) // F (B) // F (C)
// R1F (A) // R1F (B) // R1F (C)
// R2F (A) // R2F (B) // R2F (C) // . . .
Remark 2.1.8. • If we consider just one object A ∈ A as a cochain complex concentrated in degree
0, we can also consider RF (A). Observe that, in that case, an injective resolution A→ I• is given
by a sequence A → I0 → I1 → . . . with the first arrow a monomorphism. Hence, R0F (A) = A
for all A ∈ A, so R0F = F .
• If F : A → B is exact, it sends quasi-isomorphisms into quasi-isomorphisms. Hence, for an
injective resolution A• → I•, RF (A•) = F (I•) is quasi-isomorphic to F (A•). Thus, RF is
isomorphic to F itself (when extended to complexes).
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• If F is right exact, a dual construction can be given by means of projective objects. In that
case, the derived functor is called the left derived functor, LF : D−A → D−B. Analogous
considerations can be done for contravariant functors.
• Strictly speaking, the derived functor is defined only up to isomorphism, since we have to
choose an injective resolution. It becomes clearer if we consider the induced morphism i :
Ch+(Inj(A)) → D+A, where Inj(A) is the full subcategory of injective objects of A. It can
be proven that all the quasi-isomorphisms in Ch+(Inj(A)) are actually isomorphisms so i is an
equivalence of categories (i.e. i has an inverse up to natural isomorphism). In that case, if we
choose an inverse i−1 : D+A → Ch+(Inj(A)), the derived functor is given by the composition
RF : D+A i−1→ Ch+(Inj(A)) F→ Ch+B → D+B.
Hence, the definition of RF depends on the chosen inverse i−1.
Example 2.1.9. • Let X be a topological space and let Γ : Sh (X) → Q-Vect be the functor of
global sections of sheaves on X, Γ(F) = F(X) for F ∈ Sh (X). The k-the derived functor of Γ
is the sheaf cohomology of F , RkΓ(F) = Hk(X;F). Analogously, if X is locally compact, we
can consider the functor of global sections with compact support Γc : Sh (X) → Q-Vect. In
that case, RkΓc(F) = Hkc (X;F) is the compactly supported k-th sheaf cohomology.
• Fix a ring R and, for a R-module M , consider the functor − ⊗RM : R-Mod → R-Mod. It is
a right exact functor and its k-th derived functor Lk(− ⊗RM)(N) = TorRk (N,M) is called the
Tor functor. Observe that M is flat exactly when TorR1 (N,M) = 0 for all N ∈ R-Mod. On the
other hand, the functor Hom (M,−) : R-Mod→ R-Mod is right exact and its derived functors
RkHom (M,−)(N) = ExtkR(M,N) are called the Ext functors.
2.1.2 Grothendieck group
From an abelian category, we can construct an abelian group, the so-called Grothendieck group, that
will be extremelly useful for our purposes. Here, we will sketch the fundamental properties of this
construction. For a complete description of this important theory, see [Wei13].
Definition 2.1.10. LetA be an abelian category which is skeletally small (i.e. the class of isomorphism
classes of objects of A is a genuine set). We define the Grothendieck group or the K-theory of A, KA, as
the abelian group generated by the isomorphism classes [A] of objects A ∈ A subject to the restriction
that [A] = [B] + [C] whenever there exists a short exact sequence in A
0 −→ B −→ A −→ C −→ 0.
The group structure is given by [A] + [B] = [A⊕B] for A,B ∈ A.
Chapter 2. Hodge Theory 47
Obviously, in that situation we have a function Obj(A) → KA that sends A ∈ A to the image of its
isomorphism class [A] ∈ KA.
Remark 2.1.11. • If the category A is not abelian but only triangulated, we can still define the
Grothendieck group of A by declaring that [A] = [B] + [C] for every distinguished triangle
B → A → C → B[1]. In particular, we can consider the Grothendieck group of the derived
category of an abelian category.
• As an intermediate step, we can also consider the Grothendieck semiring of a skeletally small
abelian category A, SA, as the abelian semi-group generated by the isomorphism classes of
objects of A after decreeing that all the short exact sequences split. From SA, the Grothendick
group KA can be constructed by introducing formal inverses to all the elements of SA, in the
same spirit as Z is constructed from N.
• It may be considered higher versions of K-theory, as described in [Wei13]. For this reason, it is
customary in the literature to denote the Grothendieck group of A by K0A in order to distinguish
it from the higher ones. However, we will not use these higher versions so KA always stands for
Grothendieck groups.
It can be proven ([Wei13], 6.1.2) that KA satisfies the following universal property. Suppose that G is
an abelian group and that f : Obj(A)→ G is a function with f(A) = f(B) + f(C) whenever we have
a short exact sequence 0 → B → A → C → 0. Then, there exists an unique group homomorphism
f˜ : KA → G with f˜ ◦ i = f .
Obj(A)
f
##
i

KA
f˜
// G
Moreover, suppose that we have a bounded chain complex A• ∈ ChbA. We define its Euler character-
istic, χ(A•), as the element
χ(A•) =
∑
k
(−1)k [Hk(A•)] =
∑
k
(−1)k [Ak] ∈ KA,
where the last equality can be shown by splitting the long exact sequence in cohomology into sort
exact sequences. In particular, quasi-isomorphic chain complexes map to the same element of KA and
χ(A•) = 0 if A• is exact. Hence, the Euler characteristic descends to the bounded derived category to
give a map
χ : DbA → KA.
Using the universal property of K-theory, this map descends to the K-theory of DbA to give a map
χ˜ : K(DbA)→ KA. This χ˜ is actually an isomorphism so we have a natural identification K(DbA) =
KA.
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Proposition 2.1.12. Let A and B be abelian categories and let F : A → B be a left-exact functor
with bounded derived functor RF : A → DbB. Then, F descends to a map KF : KA → KB given by
KF ([A]) = χ(RF (A)) =
∑
k
(−1)k [RkF (A)].
Proof. Consider the map h : Obj(A) → KB that sends A 7→ χ(RF (A)). By the long exact sequence
in cohomology of the derived functor, for any short exact sequence in A, 0 → B → A → C → 0 , we
have that χ(RF (A)) = χ(RF (B)) + χ(RF (C)). Hence, by the universal property of KA, h descends
to K-theory to give the desired map KF = h˜ : KA → KB. 
Furthermore, suppose that our skeletally small abelian category A has also a symmetric monodal
structure (A,⊗, I). If ⊗ : A × A → A is additive on each argument separately, A is said to be
an abelian monoidal category. If, in addition, for all A ∈ A, the functors − ⊗ A : A → A and
A ⊗ − : A → A are exact then the Grothendieck group of A, KA, inherits also a ring structure by
[A] · [B] = [A⊗B] for A,B ∈ A. In this case, it is customary to call KA the Grothendick ring or the
K-theory ring.
Remark 2.1.13. The requirement that −⊗A and A⊗− are exact functors is usually refered to as ⊗
being biexact. This property is needed since, if we have a short exact sequence
0 −→ B −→ A −→ C −→ 0,
then, for D ∈ A, ([B] + [C]) · [D] = [A] · [D] if and only if
0 −→ B ⊗D −→ A⊗D −→ C ⊗D −→ 0
is exact, that is, if −⊗D is exact. In the case that ⊗ was not biexact, we could consider, instead of
KA, the abelian group generated by the semi-group (Obj(A),⊕) without quotienting by short exact
sequence. In that situation, we can still endow such a group with a ring structure but it does not
descend to a ring structure on KA.
Example 2.1.14. • Let us consider the subcategory of finite dimensional k-vector spaces, k-Vect0.
It is an abelian monoidal category with direct sum given by cartesian product and monoidal
structure given by tensor product, and the tensor product is biexact. The dimension of a vector
space gives a correspondence between isomorphism classes of objects of k-Vect0 and N. Under
this identification, direct sum and tensor product correspond to sum and product of natural
numbers, respectively. Hence, K(k-Vect0) = Z as a ring. Actually, the construction is exactly
the same as when we construct Z from the semi-ring N.
• The category of rational sheaves on a topological space X, Sh (X), is an abelian monoidal
category with tensor product. Even more, since exactness can be checked stalkwise and the
rational vector spaces are flat, ⊗ is biexact. Hence, the Grothendieck group KSh (X) has a
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natural ring structure. If we consider the subcategory Vb(X) of rational vector bundles, then
its Grothendieck ring KVb(X) is called the (rational) K-theory of X and it is customary to
denote it K0(X) or just K(X).
Remark 2.1.15. The category of algebraic varieties over a field k, Vark, is not an abelian category (it
is not even triangulated). However, analogously to the abelian case, we can construct its Grothendieck
semi-group as the abelian semi-group generated by the isomorphism classes of algebraic varieties with
the relation that [X] = [Y ] + [U ] if X = Y unionsq U with Y ⊆ X a closed subvariety. Moreover, this
semi-group can be extended to obtain an abelian group, denoted KVark. In that case, the cartesian
product of varieties also endows KVark with a ring structure. For this reason, KVark is known as the
Grothendieck ring of algebraic varieties.
In this context, if R is any ring, a ring homomorphism E : KVark → R is called a generalized Euler
characteristic. Observe that such a homomorphism is uniquely determined by a map Eˆ : Obj(Vark)→
R such that Eˆ(X) = Eˆ(Y ) + Eˆ(U) for any decomposition X = Y unionsq U with Y ⊆ X closed and such
that Eˆ(X × Y ) = Eˆ(X) · Eˆ(Y ) for all varieties X,Y .
Using the algebraic tool of Grothedieck rings, we can create an important class of C-algebras (cf.
Remark 1.2.4) from simpler data, in the spirit of Grothendieck six operators.
Proposition 2.1.16. Let C be a cartesian monoidal category. Let H be a functor H : C → Catop×Cat
such that, for all a ∈ C, H(a) = (Ha,Ha) for some category Ha. Given f : a → b in C, let us denote
H(f) = (f∗, f!), with f∗ : Hb → Ha and f! : Ha → Hb. Suppose that
1. For all a ∈ A, Ha a triangulated monoidal category with biexact monoidal structure.
2. For every morphism f of C, the functor f∗ is monoidal.
3. For any pullback diagram in C
d
g′ //
f ′

a1
f

a2 g
// b
we have a natural isomorphism g∗ ◦ f! ∼= f ′! ◦ g′∗. That is, the following diagram commutes up to
isomorphism
Hd
f ′!

Ha1
g′∗oo
f!

Ha2 Hbg∗oo
4. For any f : a→ b, g : a′ → b′ and any A ∈ Ha and A′ ∈ Ha′, we have
(f! ⊗ g!)(p∗1A⊗ p∗2A′) = ρ∗1f!A⊗ ρ∗2f!A′,
where p1 : a× a′ → a, p2 : a× a′ → a′, ρ1 : b× b′ → b and ρ2 : b× b′ → b′ are the projections.
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In that situation, H induces a C-algebra, denoted by KH.
Proof. The complete definition of KH = (A,B) is the following. The contravariant functor A : C →
Ring assigns, to a ∈ C, the Grothendieck ring KHa and, to a morphism f : a → b, the induced map
f∗ = Kf∗ : KHb → KHa which, since f∗ is monoidal, is a ring homomorphism.
On the other hand, the functor B : C → KH?-Mod assigns, to f : a→ b, the induced homomorphism
of abelian groups f! = Kf! : KHa → KHb of Proposition 2.1.12. Observe that f! preserves the exterior
product induced by A by condition 4. Exactly by the same reason, f! is a homomorphism of KH?-
modules since the module structure can be given in terms of the exterior product (see Remark 1.2.1).
Finally, KH satisfies the Beck-Chevalley condition directly by item 3. 
Example 2.1.17. A typical case in which this result can be applied is the following. Suppose that,
for every a ∈ C, we have an abelian category Aa and, for every morphism f : a → b in C, we have
induced morphisms f∗ : Ab → Aa and f! : Aa → Ab. Moreover, suppose that f∗ is exact monoidal
and that f! is left exact with bounded derived functor. In that case, we set H(a) = (D
bAa,DbAa) for
a ∈ C and, for f : a → b in C, we set H(f) = (f∗, Rf!) as morphisms between the derived categories.
If (f∗, Rf!) have the Beck-Chevalley condition and Rf! preserves the external product, then KH is
a C-algebra with object KHa = KDbAa = KAa for a ∈ C. This was the version of the proposition
applied in Example 1.2.6.
2.2 Hodge structures
In this section, we will discuss briefly the fundamentals of Hodge theory. It is a beautiful topic with
many links with different areas of mathematics but its main application is as a subtle invariant that
traces the complex structure of an algebraic variety. For a more extensive introduction to Hodge
theory and its applications, see [PS08] or [EZT14].
2.2.1 Pure Hodge structures
The idea of Hodge theory is that the cohomology of a complex algebraic variety carries naturally an
extra linear structure called a Hodge structure. In order to explain them, in this section we will focus
on the simplest case of Hodge structures, the so-called pure Hodge structures. These are precisely the
Hodge structures that are present on projective varieties.
Definition 2.2.1. Let H be a rational vector space of finite dimension. A pure (rational) Hodge
structure of weight k on H, or just a Hodge structure of weight k, is a direct sum decomposition of
HC = H ⊗Q C as
HC =
⊕
p+q=k
Hp,q,
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such that Hp,q = Hq,p for all p, q. A morphism of Hodge structures of weight k is a Q-linear map
f : H → H ′ such that, for all p, q ∈ Z with p+ q = k we have that fC : Hp,q → H ′p,q, where fC is the
C-linear extension of f . For k ∈ Z, the category of pure Hodge structures of weight k and morphism
of Hodges structures will be denoted by HSk.
Example 2.2.2. Given m ∈ Z, we define the Tate structures, Q(m), as the pure Hodge structure
whose underlying rational vector space is (2pii)mQ ⊆ C with a single-piece decomposition Q(m) =
Q(m)−m,−m that converts it into a pure Hodge structure of weight −2m. For short, we will denote
Q0 = Q(0) (or just 1 = Q(0) when it does not cause confusion), the Tate structure of weight zero. From
Tate’s Hodge structures, if H is another pure Hodge structure of weight k then H(m) = H ⊗ Q(m)
(see below for the definition of tensor product) is a pure Hodge structure of weight k− 2m, called the
Tate twist of H.
We can use the general contructions of linear algebra to build new Hodge structures. Suppose that H
and H ′ have pure Hodge structures of weights k and k′, respectively.
• There is a Hodge structure of weight k + k′ on H ⊗Q H ′ by defining
(H ⊗H ′)p,qC =
⊕
p1+p2=p
q1+q2=q
Hp1,q1 ⊗Hp2,q2 .
• There is a Hodge structure of weight −k on the dual vector space H∗ by taking
H∗C
p,q =
(
H−p,−q
)∗
.
• More generally, HomQ(H,H ′) have a pure Hodge structure of weight k′ − k by defining
Hom(H,H ′)p,qC =
⊕
p2−p1=p
q2−q1=q
HomC(H
p1,q1 , Hp2,q2).
Remark 2.2.3. With this definition, HSk can be endowed with a monoidal structure by means of the
tensor product. In this way, the forgetful functor HSk ↪→ Q-Vect that sends a Hodge structure into
its underlying vector space is an additive monoidal functor.
The origin of pure Hodge structures can be traced back to a classical theorem of Hodge about Ka¨hler
manifolds.
Theorem 2.2.4 (Hodge). Let M be a compact Ka¨hler manifold. For all k ≥ 0, the cohomology
Hk(M ;Q) carries a pure Hodge structure of weight k given by the Hodge decomposition
Hk(M ;C) =
⊕
p+q=k
Hp,q(M),
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where Hp,q(M) denotes the Dolbeaut cohomology of M . Furthermore, if Ka¨hc is the full subcategory
of Diffc of compact Ka¨hler manifolds, then, for all k, the cohomology functor H
k : Ka¨hc → Q-Vect
factorizes through HSk by means of a monoidal functor Ka¨hc → HSk
Ka¨hc
Hk //
##
Q-Vect
HSk
, 
::
The proof of this theorem is one of the greatest advances of classical Hodge theory. The proof is very
beautiful since it links hard analysis techniques with subtle algebraic facts. Roughly speaking, the
idea is that, in a general compact manifold, every cohomology class of Hk(M ;C) contains one and
only one harmonic representative (with respect to the Laplace-Beltrami operator ∆d = dd
† + d†d). In
this way, Hk(M ;C) can be naturally identified with the space of harmonic k-forms. Analogously, if M
is a complex manifold, the Dolbeault cohomology Hp,q(M) can be naturally identified with the space
of ∆∂-harmonic k-forms, where ∆∂ = ∂∂
†
+ ∂
†
∂ is the (anti)-holomorphic Laplace-Beltrami operator.
However, in the Ka¨hler case, magic happens and the two operators are related in a very simple way
by ∆d = 2∆∂ . This implies that every harmonic k-form can be decomposed into its (p, q)-pieces and
these pieces are still harmonic. This decomposition gives the desired result.
Example 2.2.5. Let M be a compact Ka¨hler manifold of real dimension 2n. Observe that the
integration map in top cohomology
∫
: H2n(M ;Q) → Q
[ω] 7→ 1
(2pii)n
∫
M
ω
cannot respect the Hodge structures on H2n(M ;Q)C = Hn,n(M) and QC = Q0,0, since they have
different weights. However, if we twist the grading in Q, then the map
∫
: H2n(M ;Q) → Q(−n) do
respect the Hodge structures. Moreover, using this shifted integration map, we have that the bilinear
form used in the Poincare´ duality
Hk(M ;Q)⊗Q H2n−k(M ;Q) ∩→ H2n(M ;Q)
∫
→ Q(−n)
respects the Hodge structures.
Generalizing this concept to the general framework, we obtain the so-called polarization on a pure
Hodge structure.
Definition 2.2.6. Let H be a pure Hodge structure of weight k. A polarization on H is a bilinear
form
Q : H ⊗Q H → Q(−k)
preserving the Hodge structures and such that
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• Q is symmetric for k even and antisymmetric for k odd.
• With respect to its complexification, QC : HC ⊗C HC → C, the spaces Hp,q and Hp′,q′ are
orthogonal for p 6= p′ or q 6= q′.
• For all p, q, the quadratic form Qp,q : Hp,q ⊗ Hp,q → C given by Qp,q(x, y) = ip−qQC(x, y) is
positive-definite.
A pure Hodge structure that admits a polarization is said to be polarizable.
Definition 2.2.7. The category of polarizable pure Hodge structures, HS, is the category whose
objects are finite sums of polarizable pure Hodge structures (maybe of different weights) and whose
morphism are finite sums of morphisms of pure Hodge structures. It is an abelian category (see [AK06]
and [Del71b]).
There is an alternative way of giving a pure Hodge structure which will be more useful for defining
mixed Hodge structures. Given a pure Hodge structure H of weight k, we define the subspaces
FpHC =
⊕
r≥p
Hr,k−r.
Observe that the Fp form a finite decreasing filtration
HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ {0}
called the associated Hodge filtration. Moreover, the fact that Hq,p = Hp,q translates as FpHC ⊕
Fk−p+1HC = HC for all p ∈ Z. The original decomposition can be recovered from the filtration by
Hp,q = FpHC ∩ FqHC. Therefore, we can reformulate the property of having a Hodge structure of
weight k.
Definition 2.2.8 (Equivalent to 2.2.1). Given a finite dimensional rational vector space H, a pure
Hodge structure on H of weight k is a decreasing filtration of HC
HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ {0}
such that, for all p ∈ Z, FpHC ⊕ Fk−p+1HC = HC.
2.2.2 Mixed Hodge structures
With a view towards the Weil conjectures, in a serie of articles published between 1971 and 1974
([Del71a], [Del71b] and [Del71c]), Deligne extended the notion of pure Hodge structures into a larger
category, rather abstract and artificial, known as mixed Hodge structures. With this general definition,
he could prove that the cohomology ring of any complex algebraic variety is naturally endowed with
a mixed Hodge structure.
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Definition 2.2.9. Let H be a finite dimensional rational vector space. A mixed Hodge structure on
H is pair of filtrations.
• A finite increasing filtration of H, W •H, called the weight filtration
0 ⊆ . . . ⊆W k−1H ⊆W kH ⊆W k+1H ⊆ . . . ⊆ H.
• A finite decreasing filtration of the C-vector space HC, F•HC, called the Hodge filtration
HC ⊇ . . . ⊇ Fp−1HC ⊇ FpHC ⊇ Fp+1HC ⊇ . . . ⊇ 0.
They have to satisfy that, for every k ∈ Z, the induced filtration of F• on
(
GrkW H
)⊗Q C gives a pure
Hodge structure of weight k on GrkW H. A mixed Hodge structure is said to be graded polarizable if
each of the pieces GrkW H are polarizable.
Given two mixed Hodge structures H and H ′, a homomorphism f : H → H ′ is called a morphism of
mixed Hodge structures if f : H → H ′ is a filtered morphism with respect to W •H and fC : HC → H ′C is
a filtered morphism with respect to F•HC. With these definitions, the category of (graded polarizable)
mixed Hodge structures will be denoted by MHS.
Example 2.2.10. • Let H be a pure Hodge structure of weight k, induced by a decreasing fil-
tration F• of HC. Then, H also has a mixed Hodge structure by taking the Hodge filtration as
F•HC and the weight filtration as W sH = 0 for s < k and W sH = H for s ≥ k.
• A mixed Hodge structure H is said to be balanced or of Hodge-Tate type if GrpF Gr
W
p+qH = 0 for
p 6= q. In that case, for all p, GrW2p H has a single step decomposition as GrW2p HC =
(
GrW2p H
)p,p
.
One of the most importants results about the category of mixed Hodge structures is that it is well
behaved with respect to kernels and cokernels. The proof of the following theorem can be found in
[CEZGT14] or [Del71a].
Theorem 2.2.11 (Deligne). The category of mixed Hodge structures, MHS, is an abelian category.
Remark 2.2.12. In analogy with the pure case, given mixed Hodge structures H and H ′, the direct sum
can be endowed with a mixed Hodge structure just by taking direct sum of the filtrations. Analogous
considerations can be done to equip tensor products, dual spaces and homomorphisms of mixed Hodge
structures with a mixed Hodge structure. However, the definition is not as straightforward and can
be checked in [PS08], Example 3.2.2. With these definitions, the forgetful functor MHS→ Q-Vect is
an additive monoidal functor.
The main theorem in this bussiness, and the reason for the introduction of of mixed Hodge structures
is the following result, whose proof can be found in [CEZGT14] or [Del71b]-[Del71c].
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Theorem 2.2.13 (Deligne). The cohomology ring of any complex algebraic variety carries a natural
mixed Hodge structure. Furthermore, for any k ≥ 0, the cohomology functor Hk : VarC → Q-Vect
factorizes through MHS via a monoidal functor VarC →MHS.
VarC
Hk //
$$
Q-Vect
MHS
+ 
99
Remark 2.2.14. • For a projective variety, the mixed Hodge structure that its cohomology has
as complex algebraic variety agrees with the pure Hodge structure given as compact Ka¨hler
manifold. This is not a trivial result at all and was proven by Deligne in [Del71b].
• The same theorem also holds if we consider compactly supported cohomology X 7→ Hkc (X;Q).
Now, let us analize the Grothendieck group of mixed Hodge structures, KMHS. Suppose that H ∈
MHS and that l is the smallest index with W lH = H. In that case, we have a short exact sequence
0 −→W l−1H −→ H −→ GrWl H −→ 0,
so, in KMHS, we have [H] = [GrWl H] + [W
l−1H]. Analogously, we have a short exact sequence
0 → W l−2H → W l−1H → GrWl−1H → 0, so [W l−1H] = [GrWl−1H] + [W l−2H]. Hence, proceding
inductively, we have that the image of H in KMHS decomposes as [H] =
∑
k
[
GrWk H
]
, where the
objects GrWk H are polarizable pure Hodge structures of weight k. For this reason, we have that
KMHS = KHS (for further details, see [AK06]).
A very important property of mixed Hodge structures on the compactly supported cohomology is that
the long exact sequence of a stratification is also a sequence of mixed Hodge structures. The proof of
this result can be found in [PS08].
Proposition 2.2.15. Let X be a complex algebraic variety and decompose it as X = Y unionsq U where
Y ⊆ X a closed subvariety and U ⊆ X is an open set. Then, we have a long exact sequence of mixed
Hodge structures in compactly supported cohomology
0 // H0c (U) // H
0
c (X) // H
0
c (Y )
δ
// H1c (U) // H
1
c (X) // H
1
c (Y )
// Hnc (U) // H
n
c (X) // H
n
c (Y ) // . . .
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Now, consider the map α : Obj(VarC) → KMHS = KHS that, to any complex algebraic variety X,
assigns the Euler characteristic of the mixed Hodge structure on its compactly supported cohomology
χ (H•c (X;Q)) ∈ KHS. By the previous proposition, if we have a decomposition X = Y unionsq U with
Y ⊆ X a closed subvariety, then χ (H•c (X;Q)) = χ (H•c (Y ;Q)) + χ (H•c (U ;Q)). Moreover, α sends
cartesian products into tensor products. Hence, by Remark 2.1.15, α gives rise to a generalized Euler
characteristic Kα : KVarC → KHS. Given [X] ∈ KVarC, we will denote its image by [H•c (X;Q)] ∈
KHS or just by [H•c (X)].
A step forward, let us define the map  : Obj(HS) → Z[u±1, v±1] that, to a (polarizable) Hodge
structure H of weight k, assigns the polynomial (H) =
∑
p+q=k dimCH
p,q upvq. Observe that this
map is additive since, if we have a short exact sequence 0→ H ′ → H → H ′′ → 0 of Hodge structures,
then, as the morphisms preserve the decomposition, we also have short exact sequences 0→ H ′p,q →
Hp,q → H ′′p,q → 0 for all p, q ∈ Z. In particular, dimCHp,q = dimCH ′p,q + dimCH ′′p,q, which shows
that  is additive. Hence,  descends to the Grothendieck ring.
Definition 2.2.16. The ring homomorphism e = K : KHS → Z[u±1, v±1] is called the Deligne-
Hodge polynomial or the E-polynomial. Given a complex algebraic variety X, we will short e (X) =
e ([H•c (X;Q)]) and we will call it the Deligne-Hodge polynomial of X.
The computation of these Deligne-Hodge polynomials for a special kind of complex algebraic varieties
called character varieties is, precisely, the goal of this thesis.
Remark 2.2.17. Unraveling the definitions, for a complex algebraic variety X, its E-polynomial is
given by
e (X) =
∑
k
(−1)ke
(
Hkc (X;Q)
)
=
∑
k,l
(−1)ke
(
GrWl H
k
c (X;Q)
)
=
∑
k,l,p
(−1)k dimC
(
GrpF Gr
W
l H
k
c (X;Q)
)
upvl−p.
It is customary to denote Hk;p,qc (X) = Gr
p
F Gr
W
p+qH
k
c (X;Q) and h
k;p,q
c (X) = dimCH
k;p,q
c (X) and to
call them the (compactly supported) mixed Hodge pieces and mixed Hodge numbers of X, respectively.
In that case, the Deligne-Hodge polynomial can be written down as
e (X) =
∑
k,p,q
(−1)khk;p,qc (X)upvq.
This is the classical definition of the E-polynomial as in [HRV08] or [LMnN13].
In the upcoming arguments, the (−1)-Tate structure of weight 2, Q(−1), is going to play a very
important role. For this reason, we will short q = [Q(−1)] ∈ KHS. Observe that, by classical Hodge
theory, we know that
[
H•c
(
P1
)]
= 1 + q. Hence, as [H•c (?)] = 1 and [P1] = [C] + [?], we have that
[H•c (C)] =
[
H•c
(
P1
)] − [H•c (?)] = q. Moreover, observe that the Deligne-Hodge polynomial of q is
e (q) = uv ∈ Z[u±1, v±1], which justifies to also denote q = uv.
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2.3 Mixed Hodge modules
In this section, we will describe a large generalization of mixed Hodge structures called mixed Hodge
modules. These are a collection of abelian categories for every complex algebraic variety with functors
between them induced by regular morphisms.
The idea of Hodge modules is that, while Hodge structures are, in some sense, pointwise, the category
of mixed Hodge module on X, MX , captures the idea of a varying mixed Hodge structure along X.
However, the construction is not as easy since the na¨ıve solution of taking sheaves of Hodge modules
is not good enough for our purposes. In fact, the construction of this category is extremely involved
an requiere the use of many hard concepts from singularity theory, sheaf theory and category theory.
For this reason, in this section we will just sketch the most important milestones in the construction of
MX and we will skip lots of details. For a complete description of mixed Hodge modules with plenty
of details, see the original reference [Sai90] (also [Sai86]). There are also very readable surveys about
the construction that are very recomendable like [Sai89], [Sai17], [Sch14] and [Sch11]. The exposition
of this section does not, in any way, intend to be original. It is absolutely limited to rephrase Saito’s
construction and to reinterpret it in the way in which it is most useful for our purposes.
2.3.1 Riemann-Hilbert correspondence
In this section, we will briefly review some notions of D-modules and perverse sheaves and we will show
that they are strongly related by the celebrated Riemann-Hilbert correspondence. These constructions
will be useful in Section 2.3.2 since they are the building blocks of mixed Hodge modules.
D-modules
Let X be a complex algebraic variety and let OanX be its sheaf of holomorphic functions (i.e. its
structure sheaf as analytic variety). The sheaf of differential operators, (DX , F •), is an increasing
filtered subsheaf of End C(OanX ) defined recursively as follows.
• F 0DX = OanX , seen OanX ⊆ End C(OanX ) via de multiplication operator i.e. f(g) = fg for f, g ∈
OanX .
• Given T ∈ End C(OanX ), we declare T ∈ F kDX if and only if [T, f ] ∈ F k−1DX for all f ∈ OanX .
Here, the commutator is the usual commutator of operators.
From this filtration, we define DX =
⋃
k≥0 F
kDX . As its name suggests, a DX -module (aka. a D-
module) is just a a sheaf of DX -modules on the left. Given Z ⊆ X a subvariety of X, a DX -module
M is said to have strict support on Z if every non-zero subobject or quotient of M has support equal
to Z.
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Remark 2.3.1. • By construction, F kDXF lDX ⊆ F k+lDX .
• Suppose that X is smooth of complex dimension n and (z1, . . . , zn) are local (holomorphic)
coordinates in an open set U ⊆ X. In that case, any T ∈ F kDX(U) can be uniquely written as
T =
∑
0≤i1+...+in≤k
fi1,...,in
(
∂
∂z1
)i1
· · ·
(
∂
∂zn
)in
,
for some fi1,...,in ∈ OanX (U). Equivalently, DX is generated, as a ring, by OanX and the holomorphic
tangent sheaf T X. In particular, F 1DX = OanX ⊕ T X.
As we mentioned in the previous remark, if X is smooth, DX is generated by the structure sheaf and
the tangent sheaf. For this reason, one can think that a DX -module is nothing but a OanX -module with
a well-behaved action of T X. This is exactly what the following proposition states, whose proof can
be found in [PS08], Lemma 13.31.
Proposition 2.3.2. Let M be a OanX -module and suppose that M has an action of T X such that, for
any f, g ∈ OanX , v, w ∈ T X and m ∈M
• (Linearity): (fv + gw) ·m = (fv ·m+ gw ·m).
• (Leibniz rule): v · (fm) = fX ·m+ v(f) ·m.
• (Compatibility with bracket): [v, w] ·m = v · w ·m− w · v ·m.
Then, the action of T X lifts to an action of DX in such a way that M becomes a DX-module.
Remark 2.3.3. The previous hypothesis are equivalent to have a morphism of Lie algebra sheaves
T X → Hom(M,M).
Corollary 2.3.4. Let V be a holomorphic vector bundle, seen as a locally free OanX -module. Then, a
DX-module structure on E is equivalent to an itegrable holomorphic connection on V.
Proof. An integrable connection ∇ : V → V ⊗Ω1, where Ω• is the sheaf of holomorphic forms, gives
a compatible action by defining v · ψ = ∇vψ for v ∈ TM and ψ ∈ V. Moreover, this construction can
be clearly reversed. 
Remark 2.3.5. So far, we have considered only DX -modules on the left. Analogously, we can also
consider right DX -modules and, actually, there is an equivalence of categories between left and right
DX -modules. The point for such an equivalence is to observe that the canonical sheaf KX has a natural
compatible action on the right of T X by means of the Lie derivative. In this way, KX is naturally
a right DX module and, thus, given a left DX -module M we can turn it into a right DX -module by
taking M rgt = KX ⊗OanX M . Analogously, if M is a right DX -module, then M lft = Hom(KX ,M) is a
left DX -module. In particular, we define the dualizing module as the left DX -module D∗X =
(
DrgtX
)lft
=
HomOanX (KX ,KX ⊗OanX DX).
Chapter 2. Hodge Theory 59
The theory of DX -modules is compatible with respect to morphisms. Suppose that f : X → Y is an
holomorphic map between complex varieties. From this morphism, given a DY -module N on Y , we
can define consider the pullback sheaf f−1N on X. However, it has no natural DX -module structure.
If we want to promote it to a DX -module, we have to consider f∗N = OanX ⊗f−1OanY f−1N which is
the right pullback in between the categories of D-modules f∗ : DY -Mod → DX -Mod. Furthermore,
it can be extended to the derived category to obtain a functor f ! : Db(DY -Mod) → Db(DX -Mod).
Analogously, the usual direct image morphism f∗ : Sh (X)→ Sh (Y ) can be refined in order to obtain
a corresponding morphism f+ : D
b(DX -Mod) → Db(DY -Mod). For a precise definition of all these
functors, see [PS08], Section 13.3.4.
Moreover, given a DX -module M , using the dualizing module we can consider its dual module as the
left DX -module M∗ = HomDX (M,D∗X). Moreover, such a dualizing procedure can be promoted to
the bounded category to obtain a dualization operator DX : Db(DX -Mod)→ Db(DX -Mod) which is
given as DXM• = ExtDX (M•,D∗X)[dimCX], where Ext = R(Hom). From this dualization operator,
we define f+ = DX ◦ f ! ◦ DY and f! = DY ◦ f+ ◦ DX so we have a commutative diagram
Db(DX -Mod)
f! ,,
OO
DX

Db(DY -Mod)
f+
kk OO
DY

Db(DX -Mod)
f+
,,
Db(DY -Mod)
f !
kk
Remark 2.3.6. If one checks the precise definitions of these morphisms, there are some misterious shifts
by the dimensions of X and Y , as for the case of DX . There is nothing deep inside and they are only
considered in order to fit nicely in the Riemann-Hilbert correspondence.
Definition 2.3.7. Let M be a DX -module and let F •M be an increasing filtration. It is called a good
filtration if
• F kDX · F pM ⊆ F k+pM , with equality for p large enough.
• Every point of X has a neighbourhood on which F pM = 0 for p small enough (i.e. the filtration
is locally bounded below).
• Each F pM is a coherent OanX -module.
Example 2.3.8. The natural filtration F • of DX by the order is a good filtration.
As we explain below, there are very good criterions to decide whether a DX -module admits or not a
good filtration. For the proof of these results, see [PS08], Section 13.4.2.
Proposition 2.3.9. Let X be a complex algebraic variety and let M be a DX-module.
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• A filtration F • of M is a good filtration if and only if Gr•F M is coherent as Gr
•
F DX-module.
• M admits a locally good filtration (i.e. a good filtration on an open set) if and only if M is
coherent as DX-module.
For a while, let us focus on the order filtration F • of DX . Notice that, as [F kDX , F lDX ] ⊆ F k+l−1DX ,
each of the graded pieces GrkF DX = F kDX/F k+1DX is a commutative OanX -algebra. In particular, if
X is smooth, as DX is generated by T X and OanX , we have that Gr•F DX is isomorphic to the symmetric
algebra SymOanX T X. On the other hand, there is a natural identification SymOanX T X ∼= pi∗ (OT ∗X)
where pi : T ∗X → X is the holomorphic cotangent bundle.
As an application, if (M,F •) is a well-filtered DX -module, then Gr•F M has a coherent pi∗ (OT ∗X)-
module structure. In particular, we can consider its annihilator ideal Ann Gr•F M ⊆ pi∗ (OT ∗X) and to
denote by I(M,F •) the radical ideal of Ann Gr•F M . It can be proven (see [PS08], Proposition 13.44)
that the ideal I(M,F •) actually does not depend of the chosen good filtration. For this reason, if we
have a coherent DX -module then, locally, taking any local good filtration F • we have a well-defined
ideal I(M,F •). Moreover, since they are uniquely defined, they can be glued together along different
open sets to give rise to a global ideal that we will denote I(M).
Observe that, for any x ∈ X, this construction gives an ideal I(M)x ⊆ pi∗ (OT ∗X)x so its zero set
Z (I(M)x) can be seen as a subvariety of T
∗
xX. Pasting together these zero sets, we obtain a subvariety
ChM =
⋃
x∈X
Z (I(M)x) ⊆ T ∗X,
called the characteristic variety of M . For a more precise definition, see [PS08], Section 13.4.2.
Example 2.3.10. Seen DX as a DX -module, we have that Gr•F DX = pi∗ (OT ∗X). In particular, its
annihilator is trivial so ChDX = T ∗X.
The character variety is a very special subvariety of the symplectic manifold T ∗X, as shown in the
following result whose proof can be found in [Mal79]. Recall that, given a symplectic manifold (M,ω)
a submanifold S ⊆ M is called involutive if TxS ⊇ TxS⊥ for all x ∈ M , where the orthogonality is
measured with respect to the symplectic form ω.
Theorem 2.3.11 (Bernstein’s inequality). Let M be a coherent DX-module. Its characteristic variety
ChM ⊆ T ∗X is an involutive submanifold. In particular, dimR ChM ≥ dimRX
Definition 2.3.12. Let M be a coherent DX -module. It is said to be holonomic if ChM ⊆ T ∗X is
a lagrangian submanifold or, in other words, if dimR ChM = dimRX.
Example 2.3.13. It can be shown that, for any DX -module that is coherent as OanX -module, its
characteristic variety is precisely the zero section of the cotangent bundle so, in particular, it is
holonomic.
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Another important property of D-modules is the so-called regularity. Let us consider ∆∗ ⊆ C the
punctured disc and let M be an holonomic D∆∗-module. As M is coherent as a DX -module, this
structure is equivalent to see M as a complex vector bundle with a holomorphic connection ∇ : M →
M ⊗ Ω1. We will say that M has a regular singularity at 0 if there exists an extension bundle M˜
of M to the whole disc ∆ = ∆∗ ∪ {0} and a logarithmic connection ∇˜ extending ∇. Recall that a
logarithmic connection is a connection such that the entries of the matrix of connection 1-forms are
meromorphic forms with a single pole at 0 ∈ ∆.
More generally, given an irreducible complex curve C and a good compactification C ⊆ C (i.e. a
compactification whose difference is a finite number of points, see [PS08], Definition 4.1), an holonomic
DC module is said to have regular singularities if it has, locally, regular singularities on each of the
points of C − C as above.
Definition 2.3.14. Let X be a complex algebraic variety and let M be an holonomic DX -module.
We will say that M is regular holonomic if, for all holomorphic maps f : C → X with C a smooth
irreducible curve, we have that cohomology of f !M ∈ DC-Mod has regular singularities.
As we will see in the following section, D-modules are strongly related with another object called per-
verse sheaves, via an extremely important correspondence called the Riemann-Hilbert correspondence.
A notion needed for this correspondence is the so-called de Rham complex.
Definition 2.3.15. Suppose that X is a smooth complex algebraic variety and let M• be a complex
of DX -modules. The de Rham complex of M , denoted DR(M) is the complex of (complex) sheaves
DR(M) =
(
Ω• ⊗OanX M•
)
[dimRX],
where Ω• is the complex of sheaves of holomorphic differential forms and the tensor product is the
one of complexes (see [Wei94], 2.7.1).
Example 2.3.16. • Suppose that M• = M is a single module. In that case, if we set d = dimRX,
we have that DR(M)k = Ωk+d ⊗OanX M .
• If V is a vector bundle with an integrable holomorphic connection ∇, then the de Rham complex
DR(V) is precisely the complex of holomorphic forms with values in V (shifted), Ω•(V) and the
diferential is the covariant derivative d∇ : Ωk(V)→ Ωk+1(V).
Perverse sheaves
Let X,Y be topological spaces with finite cohomological dimension. Given a continuous morphism
f : X → Y , as explained in Example 1.2.6, we have induced maps on the categories of bounded derived
complexes of (rational) sheaves
Rf∗, Rf! : DbSh (X)→ DbSh (Y ), f∗ : DbSh (Y )→ DbSh (X).
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Recall that f∗ is given by f∗F(U) = F(f−1(U)), for F ∈ Sh (X) and U ⊆ Y open, and that f∗ is
right exact so Rf∗ = f∗. Notice that Rf∗ and f∗ mutually adjoint. In the same spirit, the adjoint of
Rf! can be defined and it is denoted by f
! : DbSh (Y )→ DbSh (X) and it is called the extra-ordinary
pullback.
Remark 2.3.17. It is customary to denote the functor f∗ : Sh (Y ) → Sh (X) by f−1 and to reserve
the notation f∗ for its extension to modules, as for D-modules. However, in order to simplify notation
and to get in touch with the Grothendieck’s six operators setting (see Remark 1.2.4), we will not make
this difference here.
Also, as for D-modules, there is a duality operator called the Verdier duality and denoted VeDX .
Its definition is much more involved than for D-modules so, here, we just sketch it. For a complete
definition, see [Dim04]. Let F• be a complex of rational sheaves. There is a special soft resolution of F•
called the c-Godement resolution, F• → cC•Gd(F•), which is just the truncation of the usual Godement
resolution (see [PS08], Example 13.2). From this resolution, given an open set U ⊆ X, we define
VeDXF•(U) = Hom •Q(Γc(U, cC•Gd(F•)),Q), where Hom •Q denotes the complex of graded morphisms of
chains as in [PS08], Section A.2.1. Verdier duality induces a functor VeDX : DbSh (X) → DbSh (X).
As for the case of D-modules, using this duality we have a commutative diagram
DbSh (X)
Rf! ++
OO
VeDX

DbSh (Y )
f∗
jj OO
VeDY

DbSh (X)
Rf∗ ++
DbSh (Y )
f !
jj
Now, we want to consider a special case of rational sheaves. Suppose that X is an analytic space of
pure dimension n. Recall that a Whitney complex analytic stratification consists of a filtration
X = Xn ⊇ Xn−1 ⊇ . . . ⊇ X0
such that each Xk is a closed analytic subspace of X and the connected components of Xk−Xk−1 are
k-dimensional complex manifolds.
Definition 2.3.18. Let X be a complex algebraic variety, let R be ring and let F be a sheaf of
R-modules on X. F is called constructible if:
• There exists a Whitney stratification of X such that the restriction of F to each stratum is
locally constant.
• For all x ∈ X, the stalk Fx is a finitely generated R-module.
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A complex of sheaves K = F• is called cohomologically constructible if there exists a Whitney strati-
fication such that Hk(F•) is constructible for all k ∈ Z.
Definition 2.3.19. Let K ∈ DbSh (X) be a complex of rational sheaves on X. Then, K is called a
perverse sheaf if K is cohomologically constructible with respect to a stratification
X = Xn ⊇ Xn−1 ⊇ . . . ⊇ X0
such that, for all 0 ≤ k ≤ n:
• For all x ∈ Xk −Xk−1 and j > −k, we have Hj(K)x = 0.
• For all x ∈ Xk −Xk−1 and −j > −k, we have Hjc (K)x = 0. Here, Hjc (K)x = lim←−
x∈U
Hkc (U,K).
The importance of perverse sheaves is the following fact, whose proof can be found in [PS08], Lemma
13.22.
Proposition 2.3.20. The full subcategory of DbSh (X) of perverse sheaves, denoted Perv(X), is an
abelian category.
Remark 2.3.21. • A perverse sheaf is not a sheaf neither perverse. The reason of this terminology
is historical.
• Given a morphism of analytic spaces f : X → Y , the functors f∗ and f ! preserve the condition of
being cohomologically constructible. Moreover, if f is a regular morphism of complex algebraic
varieties, then Rf∗ and Rf! also preserve cohomologically constructible complexes. However,
none of these morphisms preserve, in general, perversity.
• So far, we have focused in the case of rational sheaves since they are the most useful for the
definition of mixed Hodge modules. However, thay can be defined for any subfield k ⊆ C without
further differences.
With all these preliminaries, we are in disposition of stating the Riemann-Hilbert correspondence.
This is an extremely important correspondence that shows that D-modules and perverse sheaves are
the two faces of the same coin. The proof of the result can be found in [BGK+87]. In order to state
it properly, let us denote:
• DX -Modrh is the full subcategory of DX -Mod of regular holonomic D-modules (see Definition
2.3.14).
• Dbrh(DX) is the full subcategory of Db(D-Mod) of bounded complexes of coherent DX -modules
whose cohomology sheaves are regular holonomic.
• Given a subfield k of C, Dbcs(X; k) is the full subcategory of DbSh (X, k) of bounded complexes
of sheaves of k-vector spaces which are cohomologically constructibles.
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Theorem 2.3.22 (Riemann-Hilbert correspondence). Let X be a smooth complex algebraic variety.
• The de Rham complex gives rise to an equivalence of categories DR : Dbrh(DX) → Dbcs(X;C).
Restricting this functor, we also have an equivalence DR : DX-Modrh → Perv(X;C).
• Let f : X → Y be a morphism of smooth complex algebraic varieties. The induced maps from f
fit in the following commutative diagrams
Dbrh(DY ) DR //
f !

Dbcs(Y ;C)
f !

Dbrh(DX) DR // D
b
cs(X;C)
Dbrh(DX) DR //
f+

Dbcs(X;C)
Rf∗

Dbrh(DY ) DR // D
b
cs(Y ;C)
• Under the de Rham functor, the Verdier dual and the dual of D-modules correspond, in the sense
that the following diagram commutes
Dbrh(DX) DR //OO
DX

Dbcs(X;C)OO
VeDX

Dbrh(DX) DR // D
b
cs(X;C)
Remark 2.3.23. Since the dual of D-modules and the Verdier duality commute, we also have analogous
diagrams for the pairs (f!, Rf!) and (f
+, f∗).
Definition 2.3.24. Let X be a complex algebraic variety. A filtered DX-module with Q-structure is
a tuple (M,F •,K, α), where (M,F •) is a good-filtration of DX -modules, K is a perverse sheaf and α
is an isomorphism DR(M) ∼= K ⊗Q C.
2.3.2 Saito’s theory of mixed Hodge modules
Mixed Hodge modules are the most important algebraic tool used in this thesis and they will be
ubiquous from now on. In this section, we will sketch some of the most important steps in the
construction of the category of mixed Hodge modules on an algebraic variety by means of D-modules
and perverse sheaves.
Nearby and vanishing cycles functors
A very important tool for the construction Saito’s mixed Hodge modules are the so-called nearby and
vanishing cycles functors. The starting point in Saito’s construction is to consider the category of pairs
of filtered D-modules with a Q-structure. However, this category is too wide for being well behaved
under direct and inverse images, so we need to extract an appropiate subcategory, which we will call
the category of (pure) Hodge modules. For that purpose, the nearby and vanishing cycles functors
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will be the key. For this reason, in this section we will sketch the construction of these functors. For
a more complete introduction, see [Wu17].
Let X be a complex manifold, let ∆ ⊆ C be the unit disc and suppose that we have an holomorphic
functor f : X → ∆ such that f is submersive on ∆∗ = ∆ − {0} (these are the so-called 1-parameter
degenerations). In that case, the fiber over 0, X0 = f
−1(0), is the singular fiber with an inclusion
i : X0 ↪→ X. Let us consider the universal covering e : H→ ∆∗, where H us the upper half plane and
e(z) = e2piiz. With these spaces, we build the pullback diagram
X∞
k //

X
f

H e // ∆
∗
The space X∞ can be understood as the generic fiber of f , since all the fibers are homotopic.
Definition 2.3.25. Let f : X → ∆ be a 1-parameter degeneration. The nearby cycles functors,
ψf : D
b
cs(X;C)→ Dbcs(X0;C) is the functor that, for any K ∈ Dbcs(X;C), gives
ψf K = i
∗Rk∗ (k∗K) .
Moreover, the vanishing cycles functor, φf : D
b
cs(X;C) → Dbcs(X0;C) is the functor that, to any
K ∈ Dbcs(X;C), assigns the cone of the morphism i∗K → ψf K (see [Wei94]).
Remark 2.3.26. • The morphism i∗K → ψf K is constructed as follows. By adjointness of k∗ and
Rk∗, we have a morphism K → Rk∗(k∗K) and the desired map is obtained by applying i∗.
• By construction, there is a map can : ψf K → φf K. Another map in the other way around,
var : φf K → ψf K, can also be constructed.
• It can be proven ([Dim04], Proposition 4.2.2) that, for all x ∈ X0, there is a natural isomorphism
(Hkψf K)x ∼= Hk(Fx,K), where Fx = f−1(t) ∩B(x) for  > 0 small enough is the local Milnor
fiber around x.
• If K is a (complex) perverse sheaf, it can be proven [Sch14] that ψf K[−1] and φf K[−1] are
both perverse sheaves. It is customary to denote them pψf K and
pφf K respectively.
Suppose that K ∈ Perv(X;C) with vanishing cycle complex pψf K. Inside a small ball around x ∈ X0,
Rkf∗K is a local system and, thus, we have a monodromy action pi1(∆∗) → AutHk(Fx,K) (see
[PS08], Appendix B.3). In particular, the positive oriented loop around 0 induces an automorphism
Hk(Fx,K) and, by the third item of the previous remark, also an automorphism of
pψf K, denoted
T : pψf K → pψf K and called the monodromy operator.
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As the category of perverse sheaves is an abelian category, we can decompose in generalized eigenspaces
of T
pψf K =
⊕
λ∈C∗
pψf,λK,
where ψf,λK = ker (T − λI)l for l large enough. In particular, in the unipotent part ψf,1K =⋃
l ker (T − I)l we can consider the unipotent monodromy operator
N = − 1
2pii
log T =
1
2pii
∞∑
l=1
(I − T )k
k
.
It can be proven that, actually, N = var ◦ can.
By the Riemann-Hilbert correspondence, these morphisms must have a counterpart in the side of
D-modules. In order to state it, given a D-module M , we consider a special filtration V•M of M
called the Kashiwara-Malgrange filtration. We will not construct it here but a complete description
can be checked in [PS08], Section 14.2.2 or [Sch14], Section 8. However, roughtly speaking, suppose
that we have local coordinates (t, z1, . . . , zn−1) on X such that X0 corresponds to t = 0. Take ∂t to
be the vector field associated to the coordinate t so that [∂t, t] = 1. In that case, the filtration V•M
is the unique increasing filtration such that the action of t on V•M descends the degree by one (with
equality for small enough degree), the action of ∂t ascends it by one and the eigenvalue of the so-called
Fuchs field t∂t on Gr
k
V have real part in (k − 1, k].
In that case, given such a Kashiwara-Malgrange filtration V• on M and α ∈ C, we define Mα as the
generalized eigenspaces of t∂t of eigenvalue α on Gr
dReαe
V M , where dReαe denotes the smallest integer
greatest or equal than Reα. Then, setting λ = e2piiα, we have isomorphisms
DR(Mα) ∼= pψf,λDR(M) (−1 ≤ Reα < 0), DR(Mα) ∼= pφf,λDR(M) (−1 < Reα ≤ 0).
Under this correspondence, the morphisms can and var are assigned to the actions of ∂t : M−1 →M0
and t : M0 →M−1. In particular, the unipotent monodromy operator N corresponds to ∂tt = t∂t + 1.
Remark 2.3.27. To be precise, in the general case of a function f : X → C, we have to consider the
graph of f , Γf : X → X × C. In that situation, we now have the local coordinate t as desired on
X × C and we have to substitute M by (Γf)+M (see [Sch14], Section 8). However, for simplicity, we
will omit this technical point.
Now, suppose that (M,F •M,K,α) is aD-module withQ-structure and suppose that all the eigenvalues
of pψf K are roots of unit. This implies that the eigenvalues of t∂t are rational numbers. In that
situation, from the Kashiwara-Malgrange filtration, V•M , we can define a rational filtration V •M
called the V -filtration. For α ∈ Q, we consider the direct sum
⊕
dαe−1<β≤α
Mβ ⊆ GrdαeV M.
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Then, we set V αM ⊆ VdαeM to be the preimage of such a sum under the projection VdαeM → GrdαeV M .
Definition 2.3.28. Let X be a complex algebraic variety and let (M,F •M,K,α) be a filtered DX -
module with Q-structure and with V -filtration V •M . Given an holomorphic function, f : X → C, we
will say that it is quasi-unipotent along f = 0 if:
• All the eigenvalue of pψf K are roots of unit.
• t : F pV αM → F pV α−1M is surjective for α < 0.
• ∂t : F pGrαV M → F p+1Grα+1V M is surjective for α > 1.
On the other hand, it is said to be regular along f = 0 if F •GrαV M is a good filtration for every
−1 ≤ α ≤ 0.
Definition of pure Hodge modules
With the previous notions at hand, we are in disposition of defining pure Hodge modules of weight w ∈
Z on a complex smooth algebraic variety X. The basic objects of this category are regular holonomic
filtered D-modules with Q-structure, (M,F •M,K,α). Moreover, we will require that (M,F •) is quasi-
unipotent and regular along f = 0 for every locally defined holomorphic function f : U ⊆ X → C and
that it admits a decomposition by strict support. For short, we will denote such a triple just by M .
The category of pure Hodge modules of weight w on X, HMw(X), is a full subcategory of the previous
objects. It is defined recursively from two auxiliar categories
HMwZ(X) =
{
Hodge modules of weight
w with support on Z ⊆ X
}
, HMw<d(X) =
⊕
Z⊆X
dimZ<d
HMwZ(X).
The base case is Z = {x} for x ∈ X with inclusion i : {x} ↪→ X. In that case, we set HMw{x}(X) =
i∗HSwQ. For the induction case, if Z ⊆ X is a subvariety of dimension d, we say that M ∈ HMwZ(X) if
and only if, for every holomorphic function f : U ⊆ X → C that does not vanish identically on Z ∩U ,
we have that
Gr
W (N)
k φfM ∈ HMw+k−1<d (X).
Here, W (N) is the monodromy filtration associated to the unipotent operator N on the nearby cycles
(see Remark 2.3.31). From these categories, we define
HMw(X) =
⊕
Z⊆X
HMwZ(X).
Remark 2.3.29. Analogously to the case of variations of Hodge structures (see Section 2.4), it can be
defined a notion of polarization of a pure Hodge module. Roughly speaking, on a complex algebraic
variety X of complex dimension n, a polarization of a pure Hodge modules (M,F •M,K,α) of weight
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w is a non-degenerate morphism K(w)→ RHom(K,Q
X
(n))[2n] that is compatible with the filtrations
and the strict support decomposition and recovers the usual notion of polarization of Hodge structure
for dim Z = 0.
Definition of mixed Hodge modules
With all the background developed in the previous section, in this section we finally define mixed
Hodge modules. The idea of these modules is that, as for mixed Hodge structures, the pure case
is not good enough since it loses some important properties. For that reason, we have to consider
a refinement of the definition of the pure case. However, in the case of mixed Hodge modules, the
definition is extremely involved by its own. In particular, it is really hard to decide whether an object
is a mixed Hodge module or not. Nevertheless, at the end of the day, we will find a very well-behaved
abelian category.
The threatening aspect of this definition should not scare us. The accurate point is that this category
can (and should) be used as a black box with some opperations defined. Actually, in Section 2.4 we
will show that some very tangible objects can be automatically interpreted as mixed Hodge modules
and this will give us a large amount of elements of this category. In this way, we will never need to
check the very definition of mixed Hodge modules.
For simplicity, along this section we will suppose that X is a smooth complex algebraic variety. The
singular case can also be treated similarly by embedding the singular variety into smooth manifolds. As
in the pure case, the definition of mixed Hodge modules is recursive by nature. The basic building block
is the category HMW(X) of (graded polarizable) weakly mixed Hodge modules. It is constructed in
analogy with the case of mixed Hodge structures as the full subcategory of pairs (M,W •M) where M is
a filtered regular holonomic DX -module with an increasing filtration W • such that GrkW M ∈ HMk(X)
for all k ∈ Z and it is polarizable.
It can be proven that, if (M,W •M) ∈ HMW(X), then M is quasi-unipotent and regular along f for
any non-constant holomorphic function f : X → C. However, this category is not good enough for our
purposes and we need to refine it. In the mixed case, the key propery is the so-called admissibility.
Definition 2.3.30. Let (M,W •M) ∈ HMW(X) be a weakly mixed Hodge module and let f : X → C
be a non-constant holomorphic function. Define the limit filtrations for the nearby and vanishing
functors Lk ψf (M) = ψf
(
W k+1M
)
and Lkφf,1(M) = φf,1(W
kM). We will say that it is admissible
along f = 0 if:
• The weight filtration W •, the natural filtration F • and the V -filtration V • of M are compatible
in the sense that, when computing the graded complex, the order of the filtrations is indiferent.
• The relative monodromy filtrations W •(N,L•ψf (M)) and W •(N,L•φf,1(M)) for the action of
the unipotent monodromy operator N exists.
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Remark 2.3.31. The relative monodromy filtration is a special type of filtration constructed from
simpler data. The idea is that, given a filtered object and a nilpotent filtered morphism, the relative
monodromy filtration is the unique filtration that respects these data in a controlled way (for a precise
definition, see [Sai90] Section 1). In this case, the role of the filtration of played by L• and the
morphism is the unipotent monodromy N . In the case that L• is trivial, we recover the notion of an
(absolute) monodromy filtration, as for pure Hodge modules.
With this definition at hand, we can finally define what a mixed Hodge module is. Let (M,W •M) be
a graded polarizable weakly mixed Hodge module. We will say that it is a (graded polarizable) mixed
Hodge module if, for every non-constant holomorphic function, f : U → C, defined on an open set
U ⊆ X such that f−1(0) does not contain any irreducible component of U ∩ supp(M), it is admisible
along f = 0 and both (ψf (M),W
•(N,L•ψf (M))) and (φf,1(M),W •(N,L•φf,1(M))) are mixed Hodge
modules. Observe that, as in the pure case, this definition makes sense since the nearby and the
vanishing cycles have support of strictly smaller dimension than X.
Definition 2.3.32. Let X be a complex algebraic variety. The full subcategory of HMW(X) of
(graded polarizable) mixed Hodge modules on X will be denoted by MX .
Remark 2.3.33. The notation MX is not standard at all. In the papers of Saito, such a category is
usually denoted by HMHp(X). However, due to its omnipresence along this thesis, we will shorten it.
The category MX is an abelian category, as proved in [Sai86] and [Sai90]. By construction, we have
functors
ratX :MX → Perv(X), DmodX :MX → DX -Modrh,
that just project to the underlying perverse sheaf and DX -module, respectively. They can be extended
to the (bounded) derived categories as functors
ratX : D
bMX → Dbcs(X;Q), DmodX : DbMX → Dbrh(DX).
Moreover, given a regular morphism f : X → Y , we can define the functors
f∗, f! : DbMX → DbMY , f∗, f ! : DbMY → DbMX ,
by lifing the corresponding functors Rf∗, Rf!, f∗ and f ! on the level of constructible sheaves (and their
counterparts on D-modules via Riemann-Hilbert correspondence). The fact that they send mixed
Hodge modules into mixed Hodge modules is not trivial at all and can be checked in [Sai90].
Finally, the tensor and external product of constructibles complexes (and complexes of D-modules)
also lift to give bifunctors
⊗ : DbMX ×DbMX → DbMX  : DbMX ×DbMY → DbMX×Y .
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Remark 2.3.34. As in the case of constructible complexes, the external product can be defined in terms
of the usual tensor product by
M• N• = pi∗1M• ⊗ pi∗2N•,
for M• ∈ DbMX , N• ∈ DbMY and pi1 : X × Y → X, pi2 : X × Y → Y the corresponding projections.
See also Section 1.2.1.
A very important feature of these induced functors is that they behave in a functorial way, as the fol-
lowing result shows. The proof of this claim is a compendium of Section 4.2 of [Sch11] and Proposition
4.3.2 and Section 4.4 (in particular 4.4.3) of [Sai90].
Theorem 2.3.35 (Saito). • Let f : X → Y be a regular morphism. The morphisms f!, f∗ :
DbMX → DbMY and f ! : DbMY → DbMX commute with the external product. Moreover, the
morphism f∗ : DbMY → DbMX commutes with the tensor product.
• The induced functors commute with composition. More explicitly, let f : X → Y and g : Y → Z
regular morphisms of complex algebraic varieties, then
(g ◦ f)∗ = g∗ ◦ f∗ (g ◦ f)! = g! ◦ f! (g ◦ f)∗ = f∗ ◦ g∗ (g ◦ f)! = f ! ◦ g!
• Suppose that we have a cartesian square of complex algebraic varieties (i.e. a pullback diagram
in VarC)
W
g′ //
f ′

X
f

Y g
// Z
Then we have a natural isomorphism of functors g∗ ◦ f! ∼= f ′! ◦ (g′)∗.
• For a singleton we have a natural isomorphism of categories M? = MHS.
• Given a complex algebraic variety X, let us denote the unit of the monoidal structure on MX by
Q
X
. Then, if cX : X → ? is the projection onto a point, under the previous isomorphism we have
that, for all k, Hk
(
(cX)!QX
)
is the natural mixed Hodge structure on Hkc (X;Q). Analogously,
Hk
(
(cX)∗QX
)
= Hk(X;Q).
With this theorem at hand, let us define the functor M : VarC → Catop ×Cat that, for X ∈ VarC,
assigns M(X) = (DbMX ,DbMX), and, for a regular morphism f : X → Y , it assigns M(f) = (f∗, f!).
By the previous theorem, the functor M satisfies the hypothesis of Proposition 2.1.16. This proves
the following result, which is the main theorem of this chapter.
Theorem 2.3.36. The Grothendieck rings of mixed Hodge modules, KM, forms a VarC-algebra that
assigns KMX for X ∈ VarC, and pullback f∗ and pushout f! for a regular morphism f : X → Y .
Remark 2.3.37. • To be precise, the VarC-algebra assigns, to X ∈ VarC, the ring K
(
DbMX
)
.
However, as mentioned in 2.1.2, this ring is naturally isomorphic to KMX .
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• For the case of a singleton ? ∈ VarC, this VarC-algebra assigns KM? = KMHS = KHS, where
the first equality follows from the equality M? = MHS and the second one from Section 2.2.2.
• Let Q
X
∈ KMX be the unit of the ring structure on KMX . By Theorem 2.3.35, the measure of
Q
X
is µ(Q
X
) = (cX)!QX = [H
•
c (X;Q)], where [H•c (X;Q)] ∈ KHS denotes the K-theory image
of the (mixed) Hodge structure on H•c (X;Q).
Another very useful property of mixed Hodge modules is that they behave well with respect to strat-
ification of the underlying space.
Proposition 2.3.38. Let X be a complex algebraic variety and suppose that we have a decomposition
X = Y unionsq U where i : Y ↪→ X is a closed subvariety and j : U ↪→ X is a Zariski open subset. Then,
the ring homomorphism
i! + j! : KMY ⊕KMU → KMX
is an isomorphism.
Proof. It is easy to check that i! + j! is injective since it has no kernel. This is due to the fact that
the supports of elements of KMY and KMU do not intersect so the image would vanish if and only
if each of the initial pieces vanish.
On the other hand, by Saito’s result (4.4.1) of [Sai90], there is a distinguised triangle in DbMX
j!j
∗ −→ 1MX −→ i!i∗
[1]−→ · · · .
Hence, at the level of Grothendieck rings, we have an equality of morphisms 1KMX = i!i
∗ + j!j∗. In
particular, it shows that i!+j! is surjective since, for every M ∈ KMX , we have M = i!(i∗M)+j!(j∗M)
with i∗M ∈ KMY and j∗M ∈ KMU . This finishe the proof. 
Remark 2.3.39. Given a closed subvariety Y ⊆ X andM ∈ KMX , for short we will denoteM |Y = i∗M .
Observe that, by the previous proposition, if X = Y unionsq U we have that M = i! (M |Y ) + j! (M |U ) for
all M ∈ KMX .
2.4 Monodromy as mixed Hodge module
Despite the abstract definition of mixed Hodge modules, it is still possible to identify some especific
subcategories. That will be very useful since, as we will show, this allows us to formulate monodromy
actions as mixed Hodge modules. This is the key for putting in context the so-called Hodge monodromy
representation.
Definition 2.4.1. Let B a complex manifold. A variation of mixed Hodge structures is a triple
(V,W •,F•) composed by:
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• A local system V of Q-vector spaces on B i.e. a locally constant sheaf.
• A finite increasing filtration W • of V by local subsystems, called the weight filtration.
• A finite decreasing filtration F• of the holomorphic vector bundle V = V⊗Q
B
OanB by holomorphic
subbundles, called the Hodge filtration.
such that:
1. For any b ∈ B, the stalks W •b ,F•b induce a mixed Hodge structure on Vb.
2. (Griffiths’ transversality condition) If ∇ : V → V ⊗OanB Ω1B is the induced connection, then, for
any p
∇(Fp) ⊆ Fp−1 ⊗OanB Ω1B
Remark 2.4.2. • If the weight filtration W • is constant and with a single step, the variation is
called a variation of (pure) Hodge structures. In that case, the jumping degree is called the
weight of the variation.
• The induced connection ∇ on V is the so-called Gauss-Manin connection which is an integrable
holomorphic connection such that V = ker∇. For a detailed description see [PS08], 10.24.
• The Griffiths’ transversality condition appears naturally in the following context. Let f : X →
B be a proper morphism between complex manifolds of maximal rank and such that X is
bimeromorphic to a compact Ka¨hler manifold. Then, if Q
X
denotes the constant sheaf on X,
then the direct images sheaves Rkf∗QX have a natural structure of variations of pure Hodge
structures such that, for any b ∈ B, the Hodge structure on the stalk over b corresponds to
the usual pure Hodge structure on (Rkf∗QX)b = H
k(f−1(b);Q). In this case, the Gauss-Manin
connection automatically satisfies Griffiths’ transversality condition (see [PS08], Corollary 10.31).
• In general, let f : X → B be a regular morphism between complex algebraic varieties with B
smooth which is locally trivial in the analytic topology. We will say that f is a nice fibration. In
this case, the direct images sheaves Rkf!QX have a natural structure of variations of mixed Hodge
structures such that, for any b ∈ B, we have an isomorphism (Rkf!QX)b ∼= Hkc (f−1(b);Q) as
mixed Hodge structures (see [Sch11], Example 3.11). This construction is the so-called geometric
variation of mixed Hodge structures. Analogous considerations hold for Rkf∗QX , whose stalks
are (Rkf∗QX)b
∼= Hk(f−1(b);Q) as mixed Hodge structures.
Definition 2.4.3. A polarization of a variation V of pure Hodge structures of weight k over B is a
morphism Q : V⊗V→ Q(−k)
B
that induces a polarization of pure Hodge structures on each stalk. A
variation of mixed Hodge structures is said to be graded-polarizable if the induced variations of pure
Hodge structures GrWk V are polarizable.
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Now, let B a smooth irreducible algebraic variety of dimension d and suppose that, seen as a complex
manifold, we have a variation of mixed Hodge structures (V,W •,F•) on B. Using the Gauss-Manin
connection, ∇, induced by the local system V, V becomes a regular holonomic DB-module and Grif-
fiths’s transversality condicion says that F• is a good filtration. Moreover, taking the shifted de
Rham complex then, by the Riemann-Hilbert correspondence (see Section 2.3.1), DR(V) is a per-
verse sheaf on B with an isomorphism α : DR(V) → V[d] ⊗Q C, where d = dimCB. Shifting W • to
W ′k(V[d]) = W k−dV[d] we build a tuple MV = ((V, F •,V[d], α),W ′•) as in the definition of a mixed
Hodge module.
In general, this tuple MV does not define a mixed Hodge module if we do not requiere more conditions
to V. First, suppose that there exists a compact algebraic variety B ⊇ B such that D = B − B has
smooth irreducible components and looks, locally, like the crossing of coordinate hyperplanes. This is
sometimes called a good compactification of B and D is said to be a simple normal crosssing divisor.
The existence of such good compactifications is shown in [Hir64].
In that situation, a local system V is said to have quasi-unipotent monodromy at infinity if the
monodromy of the loops around D is quasi-unipotent (i.e. some power is unipotent). Moreover, there
is a set of technical conditions on a variation of mixed Hodge structures, called admissibility, as
described in [SZ85] and [Kas86]. We will not need an explicit formulation of these conditions but they
should be thought of as the incarnation of the corresponding conditions for mixed Hodge modules in
MV.
Remark 2.4.4. To be honest, historically the process went in the other way around. Actually, as Saito
explained, he came up the the right definition of admissibility by generalizing the concept for variations
of Hodge structures.
Definition 2.4.5. A variation of mixed Hodge structures is said to be good if it is admissible and it
has quasi-unipotent monodromy at infinity. The full subcategory of graded polarizable good variations
of mixed Hodge structures on B is denoted by VMHS0(B), which is an abelian category stable under
pullbacks and tensor products.
Example 2.4.6. In general, to check whether a variation of mixed Hodge structures is good may be
quite hard. However, a large class of such a variations are automatically good, as the following results
show:
• (Schmid). A polarizable variation of pure Hodge structures is admisible (see [Sch73]). Hence, it
is good if and only if it has quasi-unipotent monodromy at infinity.
• (Steenbrink-Zucker). Geometric variations of mixed Hodge structures (i.e. those coming from
nice morphisms, see Remark 2.4.2, fourth item) are good. For a proof, see [SZ85] and [Kas86].
Theorem 2.4.7 (Saito). Let B a complex algebraic variety. If V is a good variation of mixed Hodge
structures on B, then MV is a mixed Hodge module. Moreover, this correspondence is an isomorphism
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of categories
VMHS0(B)
∼=→MsmB ,
where MsmB ⊆ MB is the full subcategory of smooth mixed Hodge modules, that is, mixed Hodge
modules M ∈MB such that ratBM [−dimB] is a local system.
Remark 2.4.8. Actually, this theorem also identifies the unit of the monoidal structure on MB: it
is precisely the mixed Hodge module associated to the trivial variation of pure Hodge modules of
weight zero, Q
B
, on B that has the constant Q sheaf as local system and a single step Hodge filtration
jumping at p = 0. In order to get in touch with the notation of [LMnN13], we will also denote this
unit as TB (or just T if B is understood) when we want to emphasize its monodromic nature. Finally,
if we want to focus on the monoidal structure ofMB, such a unit will be simply denoted by 1 ∈MB.
Corollary 2.4.9. Let f : X → B be a nice morphism and denote the associated variations of mixed
Hodge structures as Vkf = Rkf!QX . Then, in KMB, we have the equality
f!QX =
∑
k
(−1)kMVkf
In particular, if f has trivial monodromy with fiber F , then f!QX = [H
•
c (F ;Q)] QB.
Proof. LetQ
X
be the trivial variation of mixed Hodge modules onX. By definition, in the Grothendieck
ring of variations of mixed Hodge structures on B we have that
Kf!QX = χ
(
Rf!QX
)
=
∑
k
(−1)k Vkf .
In particular, since all the Vkf are good, Kf!QX ∈ K (VMHS0(B)) and the first part follows by passing
to KMB via Theorem 2.4.7. For the second part, just observe that, if f has trivial monodromy, then
Vkf = Hkc (F ;Q)QB as variations of mixed Hodge structures and, thus, as mixed Hodge modules when
passing to MB via Theorem 2.4.7. 
Corollary 2.4.10 (Logares-Mun˜oz-Newstead). If f : X → B is a nice morphism with trivial mon-
odromy and fiber F , then
[H•c (X;Q)] = [H•c (F ;Q)][H•c (B;Q)].
In particular, e (X) = e (F ) e (B).
Proof. Just apply (cB)! to both sides of the second part of Corollary 2.4.9, where cB : B → ? in the
projection onto a point, and use Theorem 2.3.35. 
Remark 2.4.11. As explained in [LMnN13], Remark 2.5, there are some cases in which we can auto-
matically know that a nice fibration f has trivial monodromy, as the following:
• If f is locally trivial in the Zariski topology.
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• If f is a principal G-bundle with G a connected algebraic group.
• If the fiber is F = PN for some N .
Let B be an algebraic smooth variety and let ρ : pi1(B) → Aut(V ) be a representation where V is a
polarized pure Hodge structure preserved by ρ. Then, the local system associated to ρ (see [PS08],
Appendix B.3.1), call it Vρ, has a natural structure of polarizable variation of pure Hodge structures
just by considering the corresponding subbundles for the Hodge filtration. If ρ is also quasi-unipotent
at infinity, then Vρ is a good variation and, thus, it defines a mixed Hodge module that, for simplicity,
we will denote also by ρ ∈MB.
Example 2.4.12. • If V is a graded-polarizable mixed Hodge structure and ρ : pi1(B)→ Aut(V )
is a representation preserving it with quasi-unipotent monodromy at infinity, then, the associated
variation of mixed Hodge structures Vρ is graded-polarizable. It might be not admissible by its
own but, in K-theory, it decomposes as a sum of polarizable variations of pure Hodge structures.
Hence, in any case, we can associate to ρ the sum of the associated mixed Hodge modules of
each of these summands. The resulting mixed Hodge module is also denoted by ρ ∈ KMB.
• If f : B′ → B is a regular morphism and ρ : pi1(B) → Aut(V ) is a representation preserving a
graded polarizable mixed Hodge structure V , then f∗Vρ = Vρ◦f as variations of mixed Hodge
structures. Hence, as elements of KMB′ , we have f∗ρ = (ρ ◦ f) which justifies the notational
ambiguity with pullbacks of representations.
• Let ρ : pi1(B)→ Aut(V ) be a representation of graded-polarizable mixed Hodge structures with
finite image. Then, automatically, ρ is quasi-unipotent so, in particular, it is quasi-unipotent at
infinity. Hence, it defines a mixed Hodge module.
• Let pi : X → B be a nice fibration with fiber F such that all the monodromy representations
hk : pi1(B) → Aut
(
Hkc (F ;Q)
)
preserve the mixed Hodge structure and have quasi-unipotent
monodromy at infinity. Then, as variations of mixed Hodge modules, we have Rkf!QX = Vhk
so, by Corollary 2.4.9, we have that, in KMB
pi!QX =
∑
k
(−1)khk
• In particular, if pi : X → B is a finite covering of degree d, then H0c (F ;Q) = Qd0 and Hkc (F ;Q) = 0
for k > 0 as Hodge structures. In that case, the only non-trivial monodromy is h = h0 :
pi1(B) → Aut
(
Qd0
)
which preserves the Hodge structure and has finite image. Hence, we have
that pi!QX = h.
Definition 2.4.13. Given a nice morphism f : X → B, we define the Hodge monodromy representation
of X on B by
Rf (X|B) = f!QX ∈ KMB.
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When the morphism f it clear from the context, we will just write R (X|B).
In order to get in touch with the definition of Hodge monodromy representation of [LMnN13], recall
that q = Q(−1) denotes the (−1)-Tate structure of weight 2. In that case, KMB has a natural
Z[q]-module structure inherited from the one as KHS-module.
Now, suppose that we have a representation of mixed Hodge modules ρ : pi1(B) → Aut(V ), where V
is a balanced mixed Hodge structure (see 2.2.10, second item). In that case, in KMB, we have that
ρ =
∑
p ρ
p,p qp where ρp,p : pi1(B)→ Aut(V p,p) is the restriction of ρ to the pieces of V which are V p,p
of degree 2p and concentrated at (p, p).
In particular, for the monodromy representations, hk : pi1(B) → Aut(Hkc (F ;Q)), of a nice fibration
X → B with fiber F of balanced type, we have hk =
∑
p h
p,p
k q
p where hp,pk : pi1(B)→ Aut(Hk;p,pc (F ;Q))
are the restrictions. Therefore, adding up we have that
R (X|B) =
∑
k
(−1)k hk =
∑
k,p
(−1)k hp,pk (X) qp,
which can be seen as an element of the representation ring of pi1(B) tensorized with Z[q±1]. This is
precisely the definition of [LMnN13] of Hodge monodromy representations. In particular, reinterpret-
ing Hodge monodromy representations as mixed Hodge modules, all the computations of [LMnN13],
[MMn16b] and [Mar17] can be seen as calculations of mixed Hodge modules.
2.4.1 Hodge monodromy representations of covering spaces
Suppose that X and B are smooth complex varieties and that pi : X → B is a regular morphism which
is a covering space with finite fiber F and degree d. In that case, the monodromy of pi is given by
path lifting.
More precisely, there is an action of pi1(B) on F given as follows. Let γ ∈ pi1(B) and x ∈ F so there
exists an unique path lift γ˜x : [0, 1] → X of γ such that γ˜x(0) = x. Then, we set γ · x = γ˜x(1) ∈ F .
Since F is a finite set of d points, Hkc (F ;Q) = 0 for k > 0 and H0c (F ;Q) = Qd. Hence, the only non-
trivial action induced on cohomology h = h0 : pi1(X) → GL(H0c (F ;Q)) = GLd(Q) is the monodromy
action so R (X|B) = h.
Using this description, some important examples of monodromy can be computed.
Example 2.4.14. Let X =
{
(x, y) ∈ C∗ × C∗ | y2 = x} ∼= C∗, B = C∗ and consider the projection pi :
X → B given by pi(x, y) = x. It is a double covering with non-trivial monodromy. In order to compute
this action, consider the fiber over 1 ∈ C∗, F = pi−1(1) = {(1, 1), (1,−1)}. Given the generator loop
γ(t) = e2piit, for 0 ≤ t ≤ 1, the lifts are loops γ˜ = ±epiit. Hence, if γ˜(0) = (1, 1) then γ˜(1) = (1,−1) and
viceversa. Therefore, on cohomology, the monodromy action h : pi1(C∗) → GL(H0c (F ;Q)) = GL2(Q)
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is given by
γ 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
.
Hence, h = T +S, where T is the trivial action (i.e. the unit of KMB) and S : pi1(C∗)→ Q∗ = GL1(Q)
is the action γ 7→ −1. Thus, the Hodge monodromy representation of pi is R (X|B) = T + S.
Given M ∈ KMB, we will short µ(M) = c!M ∈ KHS, where c : B → ? is the projection onto a point.
Observe that µ(B) = µ(TB) by construction. In particular, since [H
•
c (X)] = [H
•
c (C∗)] = q − 1 and
µ(T ) = [H•c (C∗)] = q − 1, we must have µ(S) = 0 because it holds
q − 1 = [H•c (X)] = µ(R (X|B)) = µ(T ) + µ(S) = q − 1 + µ(S).
In general, let us fix p0, . . . , ps ∈ C with pi 6= ±pj for 0 ≤ i, j ≤ s and consider B = C−{p0, . . . , ps}. We
have the collection of representations Spi : pi1(B)→ Q∗, for 0 ≤ i ≤ s, that are given by Spi(γpj ) = 1
if i 6= j and Spi(γpi) = −1, where γpj is a small loop around pj
The importance of these representations appears when we consider X =
{
(x, y) ∈ B × C | y2 = x− p0
}
with projection pi : X → B, pi(x, y) = x. An analogous analysis to the previous one shows that
the Hodge monodromy representation of pi is R (X|B) = T + Sp0 . However, in this case X ∼=
C∗ − {±√p1, . . . ,±√ps} so [H•c (X)] = q − 2s− 1. Thus, it holds
q − 2s− 1 = [H•c (X)] = µ(R (X|B)) = µ(T ) + µ(Sp0) = q − (s+ 1) + µ(Sp0).
Hence, µ(Sp0) = −s. This agrees with discussion after Theorem 6 of [MMn16b]. Actually, a modifica-
tion of this argument with X =
{
y2 = (x− pi)(x− pj)
}
shows that, also, µ(Spi ⊗ Spj ) = −s for any
i 6= j.
Example 2.4.15. Let pick a point λ ∈ C − {0, 1}, set B = C − {0, 1, λ} and consider the variety
X =
{
(x, y) ∈ B × C∗ | y2 = x(x− 1)(x− λ)} with a projection pi : X → B, pi(x, y) = x. As above,
we have that R (X|B) = T + S0 ⊗ S1 ⊗ Sλ. Moreover, X is a cubic curve minus four points (the
three removed values of x and the point at infinity), so [H•c (X)] = −3 − u − v + q, where u (resp.
v) is the 1-dimensional pure Hodge structure of degree 1 concentrated at (1, 0) (resp. (0, 1)). Since
µ(T ) = [H•c (B)] = q−3, we have that µ(S0⊗S1⊗Sλ) = −u−v. This is important since −u−v ∈ KHS
is not of balanced type.
Example 2.4.16. Let X = C∗ − {±1} and B = C − {±2} with the morphism t : X → B given by
t(λ) = λ + λ−1 for λ ∈ C∗ − {±1}. Again, the morphism t is a double cover and the monodromy
action of pi1(C − {±2}) on the fiber F is given by path lifting. The lifts of a small loop around 2,
γ2(t) = 2 + re
2piit, for 0 ≤ t ≤ 1 and r > 0 small, are the paths
γ˜2(t) =
2 + re2piit ± r1/2epiit√4 + reit
2
≈ 1± r1/2epiit + r
2
e2piit.
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Hence, the endpoint of γ˜2(t) does not agree with the initial point, so γ2 acts on F by interchanging
its elements. Analogously, a small loop around −2, γ−2, also interchanges the elements. Thus, on
cohomology, the monodromy action h : pi1(C− {±2})→ GL2(Q) is given by
γ2 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
, γ−2 7→
(
0 1
1 0
)
∼
(
1 0
0 −1
)
.
Therefore, R (C∗ − {±1}|C− {±2}) = h = T + S2 ⊗ S−2, where T is the trivial action and S±2 :
pi1(C− {±2})→ Q∗ = GL1(Q) are the actions γ±2 7→ −1 and γ∓2 7→ 1 respectively. Observe that, as
explained above, µ(S2 ⊗ S−2) = −1 so
[H•c (C∗ − {±1})] = µ(R (C∗ − {±1}|C− {±2}))
= µ(T ) + µ(S2 ⊗ S−2) = q − 2− 1 = q − 3,
as we already knew.
2.4.2 Equivariant Hodge monodromy representations
In order to finish this chapter, let us look more closely to a special type of coverings coming from
group actions. Let X be an algebraic variety with a free action of Z2 on it. We define its equivariant
Hodge structures as the elements of KHS given by
[H•c (X;Q)]
+ = [H•c (X/Z2;Q)] , [H•c (X;Q)]
− = [H•c (X;Q)]− [H•c (X;Q)]+ .
Moreover, if X → Z is a nice fibration equivariant for the Z2-action, we denote R (X|Z)+ =
R (X/Z2|Z) and R (X|Z)− = R (X|Z)−R (X|Z)+.
Observe that the action of Z2 on X induces an action of Z2 = pi1(X/Z2)/pi1(X) on the cohomology
of X. In that case, [H•c (X;Q)]
+ can also be seen as the fixed part of the cohomology of X by this
action (see Proposition 4.3 of [FS17]). Analogously, R (X|Z)+ can be seen as the invariant part of
the monodromy representation by the action of Z2.
Now, let us consider a nice fibration f : X → B with fiber F and trivial monodromy. In addition,
suppose that there is a free action of Z2 on X and B such that f is equivariant, so it descends to a
regular morphism f˜ : X/Z2 → B/Z2. This means that they fit in a diagram of fibrations
F // X
f //

B

F // X/Z2
f˜
// B/Z2
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where the vertical arrows are the quotient maps and the upper fibration has trivial monodromy. In
[LMnN13], Proposition 2.6, it is proven that, on KHS, we have an equality
[H•c (X;Q)]
+ = [H•c (B;Q)]
+ [H•c (F ;Q)]
+ + [H•c (B;Q)]
− [H•c (F ;Q)]
− .
Here, [H•c (F ;Q)]
+ denotes the invariant part of the mixed Hodge structure on the cohomology of F
under the action of Z2.
Example 2.4.17. Proceding recursively with this formula, we have that, if Z2 acts on Xn with a
simultaneous action, then
[H•c (X
n)]+ =
1
2
[
[H•c (X)]
n +
(
[H•c (X)]
+ − [H•c (X)]−
)n]
,
[H•c (X
n)]− =
1
2
[
[H•c (X)]
n − ([H•c (X)]+ − [H•c (X)]−)n] .
The same argument can be adapted to consider the case of Hodge monodromy representations. Sup-
pose that, in addition to previous diagram, we also have a nice morphism pi : B → Z which is
invariant for the Z2 action. From this map, we also obtain natural morphisms X → Z, X/Z2 → Z
and B/Z2 → Z. In that case, we claim that
R (X|Z)+ = R (B|Z)+ [H•c (F ;Q)]+ +R (B|Z)− [H•c (F ;Q)]− .
In order to check it, observe that R (X|Z)+ = R (X/Z2|Z) is precisely the invariant part of the
monodromy of X → Z by the action of Z2. Hence, as X → B has trivial monodromy, we have
f!QX = [H
•
c (F ;Q)]QB and, thus, we can compute
R (X|Z)+ = [(pi ◦ f)!QX]+ = [pi! (f!QX)]+ = [[H•c (F ;Q)] pi!QB]+ = [[H•c (F ;Q)]R (B|Z)]+
= [H•c (F ;Q)]
+R (B|Z)+ + [H•c (F ;Q)]−R (B|Z)− .
Remark 2.4.18. This kind of arguments deeply reminds to equivariant cohomology. Actually, we expect
that, following the ideas of [FS17], equivariant Hodge representations might be formulated in great
generality for equivariant mixed Hodge modules. It is a future work to explore. However, in this
thesis, we will not need this general case but only for Z2 actions.

Chapter 3
TQFTs and Representation Varieties
3.1 Group representations as algebraic varieties
In this chapter, we are going to focus on the main objects of study of this thesis, the so-called
representation varieties. For this reason, in this section we will review the definition of representation
and character varieties and we will describe some variants as parabolic representation varieties.
Along this section, we will work over a ground algebraically closed field k.
Definition 3.1.1. Let Γ be a finitely generated group and G an algebraic group. The set of repre-
sentations of Γ into G
XG(Γ) = Hom (Γ, G)
is called the representation variety.
As its name suggests, XG(Γ) has a natural algebraic structure. In order to define it, let Γ =
〈γ1, . . . , γr | Rα(γ1, . . . , γr) = 1〉 be a presentation of Γ with finitely many generators, where Rα are
the relations (possibly infinitely many). In that case, we define the injective map ψ : Hom (Γ, G)→ Gr
given by ψ(ρ) = (ρ(γ1), . . . , ρ(γr)). The image of ψ is the algebraic subvariety of G
r
imψ = {(g1, . . . , gr) ∈ Gr |Rα(g1, . . . , gr) = 1 } .
Hence, we can impose an algebraic structure on Hom (Γ, G) by declaring that ψ is a regular isomor-
phism over its image. Observe that this algebraic structure does not depend on the chosen presentation.
3.1.1 Character varieties
The representation variety XG(Γ) has a natural action of G by conjugation i.e. g · ρ(γ) = gρ(γ)g−1 for
g ∈ G, ρ ∈ XG(Γ) and γ ∈ Γ. Recall that two representations ρ, ρ′ are said to be isomorphic if and
only if ρ′ = g · ρ for some g ∈ G.
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Definition 3.1.2. Let Γ be a finitely generated group and G an algebraic reductive group. The
Geometric Invariant Theory quotient
RG(Γ) = XG(Γ) G,
is called the character variety.
Remark 3.1.3. The Geometric Invariant Theory quotient, also known as GIT quotient, is a kind of
quotient that makes sense for algebraic varieties. The problem is that, in general, the orbit space is
no longer an algebraic variety, so we have to substitute the quotient space by an algebraic variety that
behaves as expected for quotient spaces. This can be done if the acting group G is reductive and the
unique solution is the GIT quotient. We will review Geometric Invariant Theory in Section 4.1.
Example 3.1.4. • Take Γ = Fn, the free group with n generators. In that case, for short, we will
denote the associated representation variety by Xn(G) = XG(Fn) = G
n or, when the group G is
understood, just by Xn. The corresponding character variety is RG(Fn) = Xn(G)G = GnG.
The importance of this case comes from the fact that, if Γ is any finitely generated group with
n generators, then the epimorphism Fn → Γ gives an inclusion XG(Γ) ⊆ Xn(G).
• Let M be a compact manifold with fundamental group Γ = pi1(M). The fundamental group of
such a manifold is finitely generated since a compact manifold has the homotopy type of a finite
CW-complex. Hence, we can form its representation variety, that we will shorten XG(M) =
XG(pi1(M)). The corresponding character variety is called the character variety of M and it is
denoted by RG(M) = XG(M) G.
• As a particular case, take Γ = pi1(Σg), the fundamental group of the genus g compact surface.
In that case, we will denote the associated representation variety by Xg(G) = XG(Σg) or even
just by Xg when the group G is understood from the context. Since the standard presentation
of Γ is
pi1(Σg) =
〈
α1, β1 . . . , αg, βg
∣∣∣∣∣
g∏
i=1
[αi, βi] = 1
〉
,
then Xg(G) ⊆ X2g(G). Actually, Xg(G) is given by tuples of 2g elements of G satisfying the
relation of pi1(Σg). Explicitly
XG(Σg) =
{
(A1, B1 . . . , Ag, Bg) ∈ G2g
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = 1
}
.
The GIT quotient of this representation variety under the conjugacy action will be denoted by
Rg(G) or just Rg. These representation varieties will be studied in detail in Sections 3.2.1 and
3.4 and the corresponding character varieties in Sections 4.4.2 and 4.5.2.
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3.1.2 Parabolic representation varieties
A step further in the construction of character varieties can be done by considering an extra structure
on them, called a parabolic structure. As we will see in 3.1.3, these parabolic structures allow us to ex-
tend the non-abelian Hodge theory. In this way, we obtain further correspondences between parabolic
character varieties, moduli spaces of parabolic Higgs bundles and moduli spaces of logarithmic flat
connections.
As above, let Γ be a finitely generated group and let G be an algebraic group. A parabolic structure
on XG(Γ), Q, is a finite set of pairs (γ, λ), where γ ∈ Γ and λ ⊆ G is a locally closed subset which
is closed under conjugation. Given such a parabolic structure, we define the parabolic representation
variety, XG(Γ, Q), as the subset of XG(Γ)
XG(Γ, Q) = {ρ ∈ XG(Γ) | ρ(γ) ∈ λ for all (γ, λ) ∈ Q} .
As in the non-parabolic case, XG(Γ, Q) has a natural algebraic variety structure given as follows.
Suppose that Q = {(γ1, λ1), . . . , (γs, λs)}. Then, we choose a finite set of generators S of Γ that
contains all the γi, say S = {η1, . . . , ηr, γ1, . . . , γs}. Using S, we can identify XG(Γ) with a closed
subvariety of Gr+s (see Section 4.3). In that case, we also have a natural identification XG(Γ, Q) =
XG(Γ) ∩ (Gr × λ1 × . . .× λs). We impose in XG(Γ, Q) the algebraic structure inherited from this
identification and, as before, such a structure does not depend on S.
The conjugacy action of G on XG(Γ) restricts to an action on XG(Γ, Q) since the subsets λi are closed
under conjugation. The GIT quotient of the representation variety by this action,
RG(Γ, Q) = XG(Γ, Q) G,
is called the parabolic character variety.
Remark 3.1.5. As a particular choice for the subset λ ⊆ G, we can choose the conjugacy classes of an
element h ∈ G, denoted [h]. Observe that [h] ⊆ G is locally closed since, by [New78] Lemma 3.7, it is
an open subset of its Zariski closure, [h].
Example 3.1.6. • The simplest example can be obtained by taking Γ = Fn+s and the parabolic
structure Q = {(γ1, λ1), . . . , (γs, λs)}, where γ1, . . . , γs ∈ Fr+s is an independent set. The corre-
sponding representation variety is, thus, XG(Fr+s, Q) = G
r × λ1 × . . .× λs.
• Let Σ = Σg − {p1, . . . , ps} with pi ∈ Σg distinct points, called the punctures or the marked
points. In that case, we have a presentation of the fundamental group of Σ given by
pi1(Σ) =
〈
α1, β1 . . . , αg, βg, γ1, . . . , γs
∣∣∣∣∣∣
g∏
i=1
[αi, βi]
s∏
j=1
γs = 1
〉
,
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where the γi are the positive oriented simple loops around the punctures. As parabolic structure,
we will take Q = {(γ1, λ1), . . . , (γs, λs)}. The corresponding parabolic representation variety is
XG(pi1(Σ), Q) =
(A1, B1 . . . , Ag, Bg, C1, . . . , Cs) ∈ G2g+s
∣∣∣∣∣∣∣∣
g∏
i=1
[Ai, Bi]
s∏
j=1
Cs = 1
Cj ∈ λj
 .
Observe that the epimorphism F2g+s → pi1(Σ) gives an inclusion XG(pi1(Σ), Q) ⊆ XG(F2g+s, Q).
Let M be a compact differentiable manifold and let S ⊆ M be a codimension 2 closed connected
submanifold with a co-orientation (i.e. an orientation of its normal bundle). Embed the normal
bundle as a small tubular neighbourhood U ⊆ M around S. Fixed s ∈ S, consider an oriented local
trivialization ψ : V × R2 → U of the normal bundle around an open neighbourhood V ⊆ S of s. In
that situation, the loop γ(t) = ψ(s, (cos t, sin t)) ∈ pi1(M −S) is called the positive meridian around s.
Remark 3.1.7. • Two positive meridians around s, s′ ∈ S are conjugate to each other on pi1(M−S).
For that, choose any path in S between s and s′ and move it slighly outwards S in order to obtain
a path outsite S very close to the original. By means of such a path, both meridians become
conjugate.
• If S is not connected, then the conjugacy classes of meridians are in correspondence with the
connected components of S.
• A loop γ ∈ pi1(M − S) is a generalized knot. In that sense, the kernel of pi1(M − S) → pi1(M)
are the loops in M − S that ’surround’ S. It can be proven (see [Smi78]) that this kernel is the
smallest normal subgroup containing all the meridians around the connected components of S.
Hence, the meridians capture all the information of the loops surrounding S.
Take Λ to be a collection of locally closed subsets of G that are invariant under conjugation. Sup-
pose that Q = {(S1, λ1), . . . , (Ss, λs)} is a parabolic structure over Λ, in the sense of Section 1.3.1.
Let us denote S =
⋃
i Si. To this parabolic structure, we can build the parabolic structure on
XG(pi1 (M − S)), also denoted by Q, Q = {(γ1,1, λ1), . . . , (γ1,m1 , λ1), . . . , (γs,1, λs), . . . , (γs,ms , λs)},
where γi,1, . . . , γi,mi is a generating set of positive meridians around the connected components of
Si. As for the non-parabolic case, we will shorten the corresponding parabolic character variety by
XG(M,Q) = XG(pi1 (M − S) , Q).
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Remark 3.1.8. Suppose that M = Σg is a closed oriented surface. A parabolic structure is given
by Q = {(p1, λ1), . . . , (ps, λs)}, with pi ∈ Σg points with a preferred orientation of a small disk
around them (see Example 1.3.7). In that case, the meridian of pi is given by a small loop encycling
pi positively with respect to the orientation of the small disk around it. Therefore, the associated
parabolic structure of representation variety is
XG(Σg, Q) =
(A1, B1 . . . , Ag, Bg, C1, . . . , Cs) ∈ G2g+s
∣∣∣∣∣∣∣∣
g∏
i=1
[Ai, Bi]
s∏
j=1
Cs = 1
C
j
j ∈ λj
 ,
where j = 1 if the orientation of the disk around pj agrees with the global orientation and j = −1 if
it does not. Notice that, they agree with the ones of Example 3.1.6.
3.1.3 A brief on non-abelian Hodge theory
The importance of character varieties comes from the strong relation of these spaces with the moduli
spaces of Higgs bundles and the moduli spaces of flat connections. It is a very deep and active area of
reseach, known as non-abelian Hodge theory. In this section, we will sketch the fundamental results of
the theory, maybe in a rather informal way. For a detailed account on this wide subject, see [Sim91]
or [Hau05].
As the name sugests, the starting point of this theory is the following interplay between algebro-
geometric objects. Since every compact Riemann surface X is a compact Ka¨hler manifold, classical
Hodge theory (see Theorem 2.2.4) gives us a decomposition H1(X;C) ∼= H1,0(X)⊕H0,1(X). Consid-
ering Dolbeault cohomology as a sheaf cohomology, if Ωp denote the sheaf of holomorphic p-forms, we
have isomorphisms
H0,1(X) ∼= H0(X; Ω1), H1,0(X) ∼= H1(X; Ω0) = H1(X;OX).
Each element of H1(X,OX) determines a degree zero line bundle via its image under the exponential
sequence H1(X;OX) → H1(X;O∗X) → H2(X;Z). Therefore, by means of these isomorphisms, the
previous decomposition can be reinterpreted as that it is equivalent to have a degree 1 cohomology
class as to have a pair of a degree zero algebraic line bundle and a holomorphic 1-form.
On the other hand, if HB(X;C) is the singular cohomology of X with coefficients in C (also called
Betti cohomology), then de Rham theorem give us an isomorphism HB(X;C) ∼= HDR(X;C). However,
by Hurewicz theorem, we have that HB(X;C) ∼= pi1(X)[pi1(X),pi1(X)] ⊗Z C ∼= Hom (pi1(X),C).
Philosophically, non-abelian Hodge theory translates this abelian framework to the more general set-
ting of moduli spaces. Along this section, G will be a complex reductive linear group and X a compact
Riemann surface. In the sense of non-abelian Hodge theory, the non-abelian analogues of the previous
one are the following:
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• De Rham cohomology: Its non-abelian analogous is the moduli space of flat G-connections,
MDR(X,G), i.e. the space that parametrices flat connections on X.
• Dolbeault cohomology: Its non-abelian analogous is the moduli space of G-Higgs bundles,
MDol(X,G) i.e. the space that parametrices Higgs bundles on X.
• Betti cohomology: Its non-abelian analogous is character variety, RG(X), also denoted in this
context MB(X,G).
The first step in this non-abelian Hodge theory is to understand the relation between flat G connections
and representations pi1(X)→ G. Recall from [PS08], Appendix B.3, that every G-local system (i.e. a
local system with transition functions on G) induce a representation pi1(X)→ G, just by considering
its action over a point. Now, notice that a G-local system is the same as a G-locally constant sheaf
and the later is equivalent to a G-vector bundle equipped with a flat connection. Hence, to each flat
G-vector bundle on X we can associate a representation of pi1(X) onto G, the so-called monodromy
representation.
Therefore, putting together these correspondences, we have a mapping from flat G-vector bundles,
modulo gauge equivalence, to representations pi1(X) → G modulo conjugation. The fact that this
identification which respects the topology of the moduli spaces is the content of the so-called Riemann-
Hilbert correspondence, whose proof can be found in [Sim94b].
Theorem 3.1.9 (Riemann-Hilbert correspondece). The moduli spaces of G-flat connectionsMDR(X,G)
and the character variety RG(X) are real analytically isomorphic.
Remark 3.1.10. The coincidence between the name of this result and the one in the theory ofD-modules
and perverse sheaves is not accidental. Both theorems show the same principle: it is equivalent to
have a vector bundle with an integrable connection (i.e. a D-module) that some kind of algebraic data
as perverse sheaves or Higgs bundles.
Even more, we can twist these spaces in order to obtain a more general Riemann-Hilbert correspon-
dence. For this purpose, let G be a linear group with a faithful representation of rank n and pick
a point p ∈ X. For d ∈ N, we consider the parabolic structure Qd =
{(
p,
[
e
2piid
n Id
])}
on Σ. The
associated character variety
RG(X,Qd) =
{
(A1, . . . , Ag, B1, . . . , Bg) ∈ G2g |
g∏
k=1
[Ak, Bk] = e
2piid
n Id
} G
is usually called the twisted character variety and it is denoted MdDR(X,G) in the context of non-
abelian Hodge theory.
Theorem 3.1.11 (Riemann-Hilbert correspondece, twisted case). The moduli spaces of logarithmic
G-flat connections on X with a single pole at p with residue − dnId, MdDR(X,G), and the twisted
character variety, MdB(X,G), are real analytically isomorphic.
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Now, we can also focus our attention to the moduli space of G-Higgs bundles or, more restrictive,
of holomorphic vector bundles. In this context, the starting point of the theory was a result of
Narasimahan and Seshadri that relates poly-stable holomorphic vector bundles of rank n and unitary
character varieties. In the original proof in [NS65], they used only algebraic methods to prove the
theorem. However, Donaldson, in a later paper [Don83], gave a new proof of this theorem using
gauge-theoretical methods. This iniciated the study of this kind of theorems from the point of view
of Higgs bundles.
Theorem 3.1.12 (Narasimhan-Seshadri). The moduli space of poly-stable holomorphic vector bundles
of rank n and degree d,MVB(M,n, d), is homeomorphic to the twisted character varietyMdB(X,U(n)).
Hitchin, in [Hit87], proved a generalization of this theorem for the case of SU(2)-Higgs bundles using
a totally different proof based on gauge theory. Later, the combined work of Donaldson, Corlette and
Simpson in [Don87], [Cor88] and [Sim92], among others, proved the following version.
Theorem 3.1.13 (Hitchin-Kobayashi correspondence). Let G ⊆ GLn(C) be a reductive Lie group.
The moduli space of poly-stable G-vector bundles of rank n and degree d, MdDol(M,G), is real analiti-
cally isomorphic to the twisted character variety, RG(X,Qd) =MdB(X,G).
Therefore, with this result, the relation between moduli spaces is the following.
MdB(X,G)gg
''
77
ww
MdDR(X,G) oo //MdDol(X,G)
Remark 3.1.14. These equivalences are real analytic but they are far from being holomorphic (complex
analytic). Hence, these three different points of view allow us to introduce a very special structure on
these spaces, known as a hyperka¨hler structure, which consists of three compatible Ka¨hler structures.
Finally, in the context of parabolic G-Higgs bundles, Mehta and Seshadri in [MS80], first, and later
Simpson in [Sim90], proved the following non-abelian Hodge correspondence for parabolic Higgs bun-
dles.
Theorem 3.1.15. Let G ⊆ GLn(C) reductive. Let us choose parabolic points p1, . . . , ps ∈ X and let
us fix conjugacy classes λ1, . . . , λs ⊆ G of semisimple elements. Denoting the effective Weil divisor
D = p1 + . . .+ ps and Q = {(pi, λi)}si=1 we have:
• The moduli space of parabolic G-Higgs bundles of parabolic degree zero with parabolic structures
α on D (see [BY96], Definition 2.1),MαDol(X,G), is real analitically isomorphic to the parabolic
character variety, RG(X,Q) =MQB(X,G).
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• The moduli space of logarithmic flat G-vector bundles with poles in D, MDDR(X,G), is real
analytically isomorphic to the parabolic character variety, RG(X,Q) =MQB(X,G).
MB(X,Q,G)hh
((
66
vv
MDDR(X,G) oo //MαDol(X,G)
Remark 3.1.16. For the definition of a parabolic Higgs bundle, see [BY96].
In particular, take G = SL2(C), X an elliptic curve and two punctures. Using the Nahm transform
(see [Jar04], [Jar02], [Jar99], [Jar01] and [BJ01]), it can be proven that MαDol(X,G) is diffeomorphic
to the moduli space of doubly periodic instantons (i.e. anti self-dual solutions to Yang-Mills equations
which are invariant in two directions). This exceptional equivalence is one of the reasons for studying
SL2(C)-character varieties in Section 3.4.
3.2 A TQFT for representation varieties
This section is the heart of this PhD thesis. Here, we are going to construct a lax monoidal TQFT
(of pairs) that computes the Hodge structures of representations varieties of any complex group. For
that purpose, we will use the construction technique described in Theorem 1.3.5.
As the category of fields for this construction, we take the category of complex algebraic varieties,
VarC. In this setting, the role of the field theory will be played by a sort of generalized representation
varieties that consider not only representations of the fundamental group but also of the fundamental
groupoid. For the quantisation, we will use the VarC-algebra KM of Grothendieck rings of mixed
Hodge modules constructed in Theorem 2.3.36.
Recall that a groupoid, G, is a category in which all the morphisms are invertible. We will denote by
Grpd the category of small groupoids with natural transformations as morphisms. In particular, a
group can be seen as a groupoid with a single object. Given a groupoid G, we will say that G is finitely
generated if Obj(G) is finite and, for any object a of G, Hom G(a, a) (usually denoted Ga, the vertex
group of a) is a finitely generated group. We will denote by Grpd0 the full subcategory of Grpd of
finitely generated groupoids.
Remark 3.2.1. Given a groupoid G, two objects a, b ∈ G are said to be connected if Hom G(a, b) is not
empty. In particular, this means that Ga and Gb are isomorphic groups so, in order to check whether
G is finitely generated, it is enough to check it on a point of every connected component.
Recall from [Bro06], Chapter 6, that given a topological space X and a subset A ⊆ X, we can define
the fundamental groupoid of X with respect to A, Π(X,A), as the category whose objects are the
points in A and, given a, b ∈ A, Hom (a, b) is the set of homotopy classes (with fixed endpoints) of
paths in X between a and b. It is a straighforward check that this category is actually a groupoid
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and only depends on the homotopy type of the pair (X,A). In particular, if A = {x0}, Π(X,A) has a
single object whose automorphism group is pi1(X,x0), the fundamental group of X based on x0. For
convenience, if A is any set, not necessarily a subset of X, we will denote Π(X,A) = Π(X,X ∩A) and
we declare that Π(∅, ∅) is the singleton category.
Remark 3.2.2. Let M be a compact connected manifold (possibly with boundary) and let A ⊆ X
be finite. As we mentioned above, for any a ∈ A, Π(M,A)a = pi1(M,a). But a compact connected
manifold has finitely generated fundamental group (c.f. 3.1.4, second item). Hence, in that case
Π(M,A) is a finitely generated groupoid.
As for the fundamental group, if f : (X1, A1) → (X2, A2) is a continuous map of pairs (i.e. f(A1) ⊆
A2) then we have an induced groupoid homomorphism f∗ : Π(X1, A1) → Π(X2, A2). Hence, the
fundamental groupoid of a pair gives a functor Π : Embpc → Grpd0.
The functor Π send the initial object of Embpc, namely (∅, ∅), into the initial object of Grpd0 since,
by definition Π(∅, ∅) = 1 is the unit group. Moreover, Π sends gluing pushouts in Embpc to pushouts.
In order to see that, let (M,A) ↪→ (∂W+1 , A) ⊆ (W1, A1) and (M,A) ↪→ (∂W+2 , A) ⊆ (W2, A2) be a
gluing pushout. Let V ⊆W1 ∪M W2 be an open bicollar around M such that V ∩ (A1 ∪A2) = A. Set
U1 = W1 ∪ V and U2 = W2 ∪ V (see Figure 3.1).
Figure 3.1
By construction, {U1, U2} is an open covering of W1 ∪M W2 such that (U1, A1) is homotopically
equivalent to (W1, A1), (U2, A2) is homotopically equivalent to (W2, A2) and (U1∩U2, (A1∪A2)∩V ) =
(V,A) which is homotopically equivalent to (M,A). Therefore, by Seifert-van Kampen theorem for
fundamental groupoids (see [Bro06], [Bro67] and [Hig05]) we have a pushout diagram induced by
inclusions
Π(V,A) = Π(M,A) //

Π(U1, A1) = Π(W1, A1)

Π(U2, A2) = Π(W2, A2) // Π(W1 ∪M W2, A1 ∪A2)
Hence Π(W1 ∪M W2, A1 ∪A2) is a pushout, as claimed.
Now, let G be an algebraic group. Seeing G as a (small) groupoid, we can consider the func-
tor HomGrpd(−, G) : Grpd → Set. Moreover, if G is finitely generated, then Hom (G, G) =
HomGrpd(G, G) has a natural structure of complex algebraic variety. To see that, pick a set J =
{a1, . . . , as} of objects of G such that every connected component of G contains exactly one element
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of J . Moreover, for any object a of G, pick a morphism fa : a→ ai where ai is the object of J in the
connected component of a. Hence, if ρ : G → G is a groupoid homomorphism, it is uniquely deter-
mined by the group representations ρi : Gai → G for ai ∈ J together with elements ga corresponding
to the morphisms fa for any object a. Since the elements ga can be chosen without any restriction, if
G has n objects, we have
Hom (G, G) ∼= Hom (Ga1 , G)× . . .×Hom (Gas , G)×Gn−s,
and each of these factors has a natural algebraic structure as representation variety. This endows
Hom (G, G) with an algebraic structure which can be shown not to depend on the choices.
Definition 3.2.3. Let (X,A) be a pair of topological spaces such that Π(X,A) is finitely generated
(e.g. X is a compact manifold and A is finite). The variety
XG(X,A) = Hom (Π(X,A), G)
is called the representation variety of (X,A) into G.
Remark 3.2.4. • In particular, if A is a singleton, we recover the usual representation varieties.
• If we drop out the requirement of G being finitely generated, we can still endow Hom (G, G) with
a scheme structure following the same lines (see, for example [Nak00]). However, in general, this
scheme is no longer of finite type. For this reason, in the definition of Bdpn, we demand the
subset A ⊆W to be finite.
Therefore, we can promote this functor to a contravariant functor Hom (−, G) : Grpd0 → Vark.
Recall that Hom (−, G) sends colimits of Grpd into limits of Vark so, in particular, sends pushouts
into pullback. Hence, the functor XG = Hom (−, G) ◦ Π : Embpc → Grpd0 satisfies the Seifert-van
Kampen property. Therefore, by Proposition 1.2.17, we obtain an associated field theory
FXG : Bdpn → Span(Vark).
Observe that, since Π and Hom (−, G) are both strict monoidal functors, FXG is strict monoidal.
Remark 3.2.5. The key point in the proof that XG = Hom (−, G) ◦Π : Embpc → Grpd0 sends gluing
pushouts into pullbacks was precisely the Seifert-van Kampen theorem. That is the reason for the
name Seifert-van Kampen property.
Now, suppose that the ground field is k = C. By Theorem 2.3.36, the K-theory of mixed Hodge
modules, KM, is a VarC-algebra. From this, Theorem 1.3.5 implies that, for any n ≥ 1, there exists
a lax monoidal TQFT
ZXG,KM : Bdpn → KHS-Modt.
For short, we will denote ZG = ZXG,KM . Using the properties of this TQFT as explained in Remark
1.2.19, we have obtained the following result.
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Theorem 3.2.6. There exists a lax monoidal TQFT of pairs, ZG : Bdpn → KHS-Modt such that,
for any n-dimensional connected closed manifold W and any non-empty finite subset A ⊆W , we have
ZG(W,A) (1) = [H
•
c (XG(W );Q)]⊗ [H•c (G;Q)]|A|−1
where 1 = Q0 ∈ KHS is the unit Hodge structure.
Remark 3.2.7. • In particular, taking the Deligne-Hodge polynomial of the classes of Hodge struc-
tures above, we obtain that
e (XG(W )) =
e (ZG(W,A)(1))
e (G)|A|−1
.
Observe that e (G) is usually known for the standard groups. For this reason, we say that ZG
computes the Deligne-Hodge polynomials of representation varieties.
• Consider bordisms (W,A), (W,A′) : (M1, A1) → (M2, A2) with A′ ⊆ A. This defines a 2-cell
(W,A′)⇒ (W,A) in Bdpn that, under the field theory, becomes the 2-morphism of spans
XG(W,A) = XG(W,A
′)×G|A|−|A′|
α

i1
tt
i2
**
XG(M1, A1) XG(M2, A2)
XG(W,A
′)
j2
44
j1
jj
where α : XG(W,A
′) × G|A|−|A′| → XG(W,A′) is the projection onto the first component and
i1, i2, j1, j2 are the restrictions of the representation varieties to the boundaries. In this way, we
have ZG(W,A
′) = (j2)!(j1)∗ and ZG(W,A) = (i2)!(i1)∗ = (j2)!α!α∗(j1)∗. Thus, α!α∗ is the twist
defining the 2-cell ZG(W,A
′)⇒ ZG(W,A).
• As KM is a VarC-algebra, in particular, it can be used to obtain a pre-quantisation Q0KM :
VarC → KHS-Bim, as described in Section 1.3.4. With this datum, we can also construct a
soft-TQFT, ZXG,KM = Q0KM ◦ FXG : Bdn → KHS-Bim, that also computes Hodge structures
of representation varieties.
• This result was proven for the first time in [GPLMn17], but with a remarkable lower degree of
generality. In a parallel work, Ben-Zvi, Gunningham and Nadler in [BZGN17] have constructed
a 2-dimensional Extended Topological Quantum Field computing the Dolbeault cohomology of
the character stack. For that purpose, instead of generalized representation varieties, they use
the stack of G-local systems. Moreover, in that case, the construction of the functor is not
explicit but it is done by means of Lurie’s cobordisms hypothesis. Recall from Remark 1.3.2,
that this result classifies Extended TQFTs in terms of a special type of objects, the so-called
fully dualizable objects (see [Lur09b] for further information). It is an interesting future work
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to study in which way the construction of [BZGN17] is related with the one introduced in this
thesis.
3.2.1 Almost-TQFT description and computational strategy
From the lax monoidal TQFT of pairs described in the previous section, we can obtain an almost-
TQFT, ZG : Tbpn → KHS-Mod, following the recipe of Section 1.3.2. That almost-TQFT allows
the computation of Hodge structures of representation varieties. To be precise, from the previous
construction we obtain the following result.
Corollary 3.2.8. There exists an almost-TQFT of pairs, ZG : Tbpn → KHS-Mod, such that, for
any n-dimensional connected closed orientable manifold W and any non-empty finite set A ⊆ W , we
have
ZG(W,A)(1) = [H
•
c (XG(W );Q))]⊗ [H•c (G)]|A|−1
where 1 ∈ KHS is the unit of the ring.
In the case n = 2 (surfaces), we can describe explicitly this almost-TQFT following the lines of Section
1.3.2. In this case, since the objects of Bdp2 are equipped with a finite configuration of points, we
have to substitute the generators of Section 1.3.2 by the set ∆ =
{
D,D†, L, P
}
depicted in Figure 3.2.
Figure 3.2
Recall that pi1(S
1) = Z so, for any point ? ∈ S1, we have XG(S1, ?) = Hom (Z, G) = G. Therefore, on
objects, the almost-TQFT assigns
ZG(∅) = KM1 = KHS, ZG(S1, ?) = KMG.
Regarding morphisms, observe that the disc is simply connected so XG(D) = XG(D
†) = 1. Therefore,
their images under the field theory, FXG , are
FXG(D) =
[
1←− 1 i−→ G
]
, FXG
(
D†
)
=
[
G
i←− 1 −→ 1
]
,
where i : 1→ G is the inclusion map. Thus, their images under ZG are
ZG(D) = i! : KHS = KM1 → KMG ZG(D†) = i∗ : KMG → KM1 = KHS.
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For the holed torus L : (S1, ?) → (S1, ?) the situation is a bit more complicated. Let L = (L0, A)
with A = {x1, x2} the set of marked points of L, where x1 lies in the ingoing boundary and x2 lies in
the outgoing boundary. Recall that L0 is homotopically equivalent to a bouquet of three circles so its
fundamental group is the free group with three generators. Thus, we can take γ, γ1, γ2 as the set of
generators of Π(L)x1 = pi1(L0, x1) depicted in Figure 3.3 and α the shown path between x1 and x2.
Figure 3.3
With this description, γ is a generator of pi1(S
1, x1) and αγ[γ1, γ2]α
−1 is a generator of pi1(S1, x2),
where [γ1, γ2] = γ1γ2γ
−1
1 γ
−1
2 is the group commutator. Hence, since XG(L) = Hom (Π(L0, A), G) = G
4
we have that the associated field theory, FXG(L), is the span
G
p←− G4 q−→ G
g ←[ (g, g1, g2, h) 7→ hg[g1, g2]h−1
where g, g1, g2 and h are the images of γ, γ1, γ2 and α, respectively. Hence, we obtain that
ZG(L) : KMG p
∗
−→ KMG4 q!−→ KMG.
For the morphism P , let P = (S1× [0, 1], A) where A = {x1, x2} with x1, x2 the ingoing and outgoing
boundary points, respectively. Since pi1(S
1 × [0, 1]) = Z, the fundamental groupoid Π(P ) has two
vertices isomorphic to Z and, thus, XG(P ) = Hom (Π(P ), G) = G2. Let γ be a generator of pi1(S1, x1)
and α a path between x1 and x2, as depicted in Figure 3.4.
Figure 3.4
Since αγα−1 is a generator of pi1(S1, x2) we obtain that FXG(P ) is the span
G
u←− G3 v−→ G
g ← [ (g, h) 7→ hgh−1
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Hence, we have that
ZG(P ) : KMG u
∗−→ KMG3 v!−→ KMG.
Now, let Σg be the closed orientable surface of genus g. Choose any g + 1 points on Σg so we have a
decomposition of the bordism Σg : ∅ → ∅ as Σg = D† ◦ Lg ◦D.
By Corollary 3.2.8, if [H•c (G)] ∈ KHS is not a zero divisor, we have that
[H•c (XG(Σg))] =
1
[H•c (G)]
g ZG(D
†) ◦ ZG(L)g ◦ ZG(D)(1) = 1
[H•c (G)]
g i
∗ ◦ (q!p∗)g ◦ i!(1).
Therefore, in order to compute the Hodge structure of a representation variety, we just need to compute
three linear maps
i! : KHS→ KMG i∗ : KMG → KHS q!p∗ : KMG → KMG
Actually, as we will show in 3.4.2, i! and i
∗ are quite easy to work with. Therefore, the most important
part is to understand the linear map q!p
∗ : KMG → KMG.
Remark 3.2.9. These kind of computations were carried out in the paper [MMn16b] for G = SL2(C)
and in [Mar17] for G = PGL2(C). There, the underlying calculations hid the almost-TQFT described
here. However, since this machinery was not available at that time, all the computations were done
by performing an explicit pasting. For a more precise description of the interpretation of these results
in the context of TQFTs, see Section 3.4.4.
3.2.2 Parabolic case
The previous construction can be easily extended to the parabolic case. Following the construction
above, it is just necessary to adapt the geometrisation functor to the parabolic context.
As above, let us fix an algebraic group G and, as parabolic data, we choose for Λ a collection of locally
closed subsets of G which are closed under conjugacy. Consider a compact manifold M , a finite subset
A ⊆ M and a parabolic structure Q = {(S1, λ1), . . . , (Ss, λs)} on M (see Section 1.3.1 and Section
3.1.2). Denote S =
⋃
i Si. In analogy with Section 3.1, the representation variety of Π(M,A) into G
with parabolic structure Q is
XG(M,A,Q) =
{
ρ : Π(M − S,A)→ G
∣∣∣∣∣ ρ(γi) ∈ λi for all γipositive meridian around Si
}
.
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Observe that positive meridians with different basepoints are conjugated, so the notion of positive
meridian is well defined even for fundamental groupoids. Actually, if M = M1 unionsq . . . unionsq Ms is the
decomposition of M into connected components, we have an identification
XG(M,A,Q) = XG(M1, Q)× . . .× XG(Ms, Q)×G|A|−s
Hence, XG(M,A,Q) has also a natural algebraic structure. Using these varieties, we define the functor
XG : Embpc(Λ)→ Vark that assigns, to (M,A) ∈ Embpc(Λ), the variety XG(M,A).
As in the non-parabolic case, XG has the Seifert-van Kampen property. Hence, for k = C, this functor
together with the VarC-algebra KM gives us, by means of Theorem 1.3.5, a lax monoidal TQFT
ZG = ZXG,KM : Bdpn(Λ)→ KHS-Modt.
Again, by the description of Remark 1.2.19, this TQFT satisfies that, for any closed connected n-
dimensional manifold W , any non-empty finite subset A ⊆ W and any parabolic structure Q, we
have
ZG(W,A,Q)(1) = [H
•
c (XG(W,Q);Q)]⊗ [H•c (G;Q)]|A|−1 .
Furthermore, following the construction of Section 1.3.2, we can also modify this result to obtain an
almost-TQFT, ZG : Tbpn(Λ) → KHS-Mod, where Tbpn(Λ) is the category of tubes of pairs with
parabolic data Λ.
In the particular case n = 2, recall from Example 1.3.7 that a parabolic structure is given by a bunch
of points on the surface. Hence, in order to obtain a set of generators of Tbpn(Λ), it is enough to
consider the elements of the set of generators ∆ previouly defined with no parabolic structure and to
add a collection of tubes Lλ = (S
1 × [0, 1], {x1, x2} , {(x, λ)}) for λ ∈ Λ. Here, x is any interior point
of S1 × [0, 1] with parabolic structure λ and x1, x2 are points in the ingoing and outgoing boundaries,
repectively, as depicted in Figure 3.5.
Figure 3.5
In this case, observe that pi1((S
1 × [0, 1]) − {x}) is the free group with two generators and that the
fundamental groupoid of Lλ has two vertices. These generators can be taken to be around the incoming
boundary and around the marked point so XG(Lλ) = G
2 × λ. Thus, the image under the field theory
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of Lλ is the span
G
r←− G2 × λ s−→ G
g ←[ (g, h, ξ) 7→ hgξh−1
Hence, the image ZG(Lλ) is the morphism
ZG(Lλ) : KMG r
∗−→ KMG2×λ s!−→ KMG.
With this description, as an extension of Corollary 3.2.8, we have proven the following result.
Theorem 3.2.10. Let Σg be a closed oriented surface of genus g and Q a parabolic structure on Σg
with s marked points with data λ1, . . . , λs ∈ Λ. Then,
[H•c (XG(Σg, Q))] =
1
[H•c (G)]
g+sZG(D
†) ◦ ZG(Lλs) ◦ . . . ◦ ZG(Lλ1) ◦ ZG(L)g ◦ ZG(D)(1).
3.3 Other TQFTs for representation varieties
In this section, we will describe several variants of the previous TQFT more focused on character
varieties than on representation varieties. As we will see, these solutions are not as elegant as the
previous one. However, with a view towards explicit computations, some of them are more suitable
so they will be used in the upcoming sections.
3.3.1 TQFT for character varieties
Let G be an algebraic reductive group. In Section 3.2, we built the contravariant functor XG :
Embpc → Vark. However, as for representation of the fundamental group, for a pair (M,A) ∈
Embpc, the associated representation variety XG(M,A) = Hom (Π(M,A), G) has a natural action of
G by conjugation. That is, given g ∈ G, ρ : Π(M,A)→ G and a path γ : a→ a′ the action is given by
(g · ρ)(γ) = gρ(γ)g−1.
Therefore, we can also consider the associated character variety RG(M,A) = XG(M,A) G.
Even more, suppose that f : (M1, A1)→ (M2, A2) is a continuous map with f(A1) ⊆ A2. By composing
the induced morphism XG(f) : XG(M2, A2)→ XG(M1, A1) with the quotient map of XG(M1, A1), we
obtain a G-equivariant morphism XG(M2, A2) → RG(M1, A1). Hence, by the universal property of
GIT quotients, it can be promoted to a morphism RG(f) : RG(M2, A2) → RG(M1, A1). Therefore,
as in Section 3.2, this description gives us a contravariant functor RG : Embpc → Vark. However,
this functor has not the Seifert-van Kampen property since, in general, if (W1, A1) and (W2, A2) are
compact manifolds to be pasted along a common boundary (M,A), we have that RG(W2◦W1, A1∪A2)
is not the pullback of RG(W1, A1) and RG(W2, A2) along RG(M,A).
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In any case, RG : Embpc → Vark does send the initial object into the final object. Hence, by
Remarks 1.2.20 and 1.3.6, the associated field theory FRG : Bdpn → Span(Vark) is a lax 2-functor.
In particular, if k = C, using the VarC-algebra KM, we obtain a very lax Topological Quantum Field
Theory
ZRG,KM : Bdpn → KHS-Modt.
The importance of this TQFT is that, if W is a closed connected n-dimensional manifold and A ⊆W
is a finite subset, then, by construction
ZRG,KM(W,A) (1) = [H
•
c (RG(W,A);Q)] .
Remark 3.3.1. • Despite that XG(W,A) = XG(W ) × G|A|−1, the same decomposition no longer
holds for character varieties since G acts simultaneously on the components. For this reason,
the later cohomology no longer decomposes as in Theorem 3.2.6
• Since our main aim is to compute Deligne-Hodge polynomials of character varieties, this TQFT
seems more suited than the one in Section 3.2. However, its very lax condition, together with
the involved structure of the intermediate varieties of the spans, make this TQFT not too much
useful for explicit computations.
• The construction above can be extended to the parabolic case without major modifications,
giving rise to a very lax TQFT ZRG,KM : Bdpn(Λ)→ KHS-Modt.
3.3.2 Piecewise regular varieties
In this section, we extend slightly the notion of an algebraic variety in order to allow topological spaces
which are not algebraic varieties, but disjoint union of algebraic varieties, as in the case of orbit spaces.
This will allow us to considier a variation of the TQFT above that, instead of GIT quotients, uses
usual quotients as orbit spaces
Definition 3.3.2. Let k be an algebraically closed field. We define the category of piecewise varieties
over k, PVark as the category given by:
• Objects: The objects of PVark is the Grothendieck semi-ring of algebraic varieties over k (see
Remark 2.1.15). This is the semi-ring generated by the symbols [X], for X an algebraic variety,
with the relation [X] = [U ] + [Y ] if X = U unionsq Y with U ⊆ X open and Y ⊆ X closed. It is a
semi-ring with disjoint union as sum and cartesian product as product. For further information,
see [Kub15].
• Morphisms: Given [X], [Y ] ∈ PVark a morphism f : [X]→ [Y ] is given by a function f : X → Y
that decomposes as a disjoint union of regular maps. More precisely, it must exist decompositions
[Y ] =
∑
i[Yi] and [X] =
∑
i,j [Xij ] into algebraic varieties such that f =
⊔
i,j
fij with fij : Xij → Yi
a regular morphism.
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• Composition is given by the usual composition of maps. Observe that, given f : [X]→ [Y ] and
g : [Y ] → [Z], by Chevalley theorem [DG71], we can find a common decomposition Y = unionsqi,jYij
such that
f =
⊔
i,j,k
fijk :
⊔
i,j,k
Xijk →
⊔
i
Yij , g =
⊔
i,j
gij :
⊔
i,j
Yij →
⊔
i
Zi
decompose as regular maps. Hence, g ◦ f = ⊔
i,j,k
(gij ◦ fijk) is a decomposition into regular maps
of g ◦ f .
Remark 3.3.3. • There is a functor Vark → PVark that sends X 7→ [X] and analogously for
regular maps. On the other way around, there is a forgetful functor PVark → Set that recovers
the underlying set of a piecewise variety.
• The functor Vark → PVark is not an embedding of categories. For example, let X =
{
y2 = x3
}
a cuspidal cubic plane curve. Observe that, removing the origin in X, we have a decomposition
[X] = [X − ?] + [?] = [A1 − ?] + [?] = [A1]. Hence, the images of X and A1 under this functor
agree, even though they are not isomorphic.
Example 3.3.4. The affine line with a double point at the origin X is not an algebraic variety.
However, it is a piecewise variety since we can decompose [X] = [A1] + [?] with both pieces locally
closed subsets.
Remark 3.3.5. There is a slightly more abstract (and precise) way of defining PVark that we sketch
below:
• Let U be the collection of finite sets of algebraic varieties. Given {X1, . . . , Xr} ∈ U , we declare the
binary relation {X1, . . . , Xr} ≺
{
X1, . . . , Xˆi, . . . , Xr, Ui, Yi
}
where Xi = Ui unionsq Yi with Yi ⊆ Xi
closed and Xˆi denotes the omision of Xi. If ≤ is the partial order obtained by taking the
transitive closure of ≺, then (U ,≤) is a partially ordered set (also an abstract rewriting system,
see [Lee90]).
• Given X,Y ∈ U , we define the relation X ∼ Y if the open intervals [X,∞) ∩ [Y,∞) 6= ∅. As ≤
is a confluent order, ∼ is an equivalence relation. The class of X ∈ U , [X], can be interpreted
as all the possible partitions of X into algebraic varieties.
• In other terms, the interval [X,∞) is a (principal) filter on (U ,≤) and [X] is the associated
ultrafilter (see [Mar02]). If [X] has a least element, it is also a principal filter, and such a least
element is understood as a minimal decomposition of X.
• Suppose that, for X ′ = {Xi} ∈ [X] and Y ′ = {Yi} ∈ [Y ] big enough we have a set of regular
maps unionsqifi : Xi → Yi. By Chevalley theorem, given any other representatives bigger than X ′ and
Y ′, we can refine them to obtain another representation of f by restriction. Hence, f does not
depend on the chosen representatives.
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Let G be an algebraic group acting on a variety X. Maybe after restricting to the open subset of
semi-stable points, we can suppose that a (good) GIT quotient pi : X → X  G exists (see Remark
4.1). On X, we find the subset X1 ⊆ X of poly-stable points of whose orbits have maximum dimension
(see Remark 4.1.4). It is an open subset by an adaptation of Proposition 3.13 of [New78] and it is
non-empty since the set of poly-stable points is so. On the poly-stable points, the GIT quotient is an
orbit space so we have a G-invariant regular map pi1 : X1 → X1/G. Now, let Y = X −X1. As Y is
closed on X and the action of G restricts to an action on Y and we can repeat the argument to obtain
a regular G-invariant map pi2 : X2 ⊆ Y → X2/G, where X2 ⊆ Y is the set of poly-stable points of Y
of maximum dimension. Repeating this procedure, we obtain a stratification X = X1 unionsq . . . unionsqXr and
a set of regular maps pii : Xi → Xi/G where each Xi/G has a natural algebraic structure.
Definition 3.3.6. Let G be a reductive group and let X be an algebraic variety. With the decom-
position above, the piecewise quotient of X by G, denoted by [X/G] is the object of PVark given
by
[X/G] = [X1/G] + . . .+ [Xr/G].
We also have a piecewise quotient morphism pi = unionsqipii : [X] → [X/G] where pii : Xi → Xi/G are the
projections on the orbit space of each of the strata.
Remark 3.3.7. Actually, since all the strata considered are made of poly-stable points over the previous
statum, no orbits are identified under the quotient. Hence, each orbit of X is contained in exactly one
of the strata X1, . . . , Xr. Therefore, the underlying set of [X/G] is, precisely, X/G so the previous
construction can be restated as that the orbit space of X by G has a piecewise variety structure.
The piecewise quotients have similar properties than GIT quotients but in the category PVark. In
particular, they satisfy a similar universal property.
Proposition 3.3.8. Let G be a reductive group acting on a variety X and let f : [X] → [Y ] be a
morphism of piecewise varietes which is G-invariant. Then, there exists a unique piecewise morphism
f˜ : [X/G]→ [Y ] such that f˜ ◦ pi = f .
[X]
f //
pi

[Y ]
[X/G]
f˜
<<
Proof. Suppose that f = unionsq fjk : unionsqX ′jk → unionsqYj is a decomposition of f into regular morphisms. We
refine this stratification of X by taking Xijk = Xi ∩X ′jk, where the statum Xi are the ones considered
in Definition 3.3.6. Since f is G-invariant, fijk = f |Xijk : Xijk → Yj is a G invariant morphism
of algebraic varieties. Thus, it descends to a regular morphism f˜ijk : Xijk/G → Yj . Putting them
together, we obtain a map ⊔
i,j,k
f˜ijk :
⊔
i,j,k
Xijk/G→
⊔
j
Yj .
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Since Xi/G =
⊔
j,kXijk/G, we have a decomposition [X/G] =
∑
i,j,k[Xijk/G] so this map gives rise to
a piecewise morphism f˜ : [X/G]→ [Y ]. By construction, f˜ ◦ pi = f and it is unique. 
Definition 3.3.9. Let G be an algebraic group. Given a pair of topological spaces (X,A) such that
Π(X,A) is finitely generated, we define the piecewise character variety as the object of PVark
RG(X,A) = [XG(X,A)/G].
Here, G acts on XG(X,A) by conjugation (see Section 3.1.1).
As an application, we can construct a TQFT focused on piecewise character varieties, in analogy
with the one of Section 3.3.1 for genuine character varieties. For that, given a reductive algebraic
group G, we can define a new geometrisation functor RG : Embpc → PVark by replacing the GIT
quotient of Section 3.3.1 by a piecewise quotient. With respect to morphisms, given an embedding
f : (M1, A1)→ (M2, A2), the induced map to the quotient XG(M2, A2)→ XG(M1, A1)→ RG(M1, A1)
is a G-invariant piecewise morphism. Hence, it descends to a piecewise map RG(f) : RG(M2, A2) →
RG(M1, A1). However, as in Section 3.3.1, RG no longer sends gluing pushouts into pullbacks but it
sends the initial object into the final object of PVark (which is still ?). Hence, it gives a monoidal lax
2-functor FRG : Bdpn → Span(PVark).
With respect to the quantization part, we have the following fundamental result.
Proposition 3.3.10. The VarC-algebra KM extends to a PVarC-algebra.
Proof. For an object [X] = X1 + . . . + Xr ∈ PVarC, we define KM[X] =
⊕
i KMXi . This definition
does not depend on the chosen representative of [X]. Indeed, if X = X1i unionsq X2i , with X1i ⊆ Xi
closed, and ik : X
k
i → Xi are the inclusions for k = 1, 2, then, by Proposition 2.3.38, the map
(i1)! + (i2)! : KMX1i ⊕KMX2i → KMXi is an isomorphism.
For a morphism f : [X]→ [Y ], given as a set of regular maps fi,j : Xi,j → Yi, we define
f∗ =
⊕
i
⊕
j
f∗i,j : KMYi →
⊕
j
KMXi,j
 , f! = ⊕
i
∑
j
(fi,j)! :
⊕
j
KMXi,j → KMYi
 .
Again, they do not depend on the chosen representatives. In order to prove it, let us suppose that
f : X → Y is a morphism between algebraic varieties. If X = X1unionsqX2, ik : Xk → X are the inclusions
and fk = f |Xk : Xk → X are the corresponding restrictions, we have commutative diagrams
KMX1 ⊕KMX2
(f1)!+(f2)! //
(i1)!+(i2)!

KMY
KMX
f!
55 KMY
f∗1⊕f∗2 //
f∗ ))
KMX1 ⊕KMX2
(i1)!+(i2)!

KMX
The commutativity of the first diagram is immediate and the commutativity of the second one follows
from the fact that (i1)!f
∗
1 +(i2)!f
∗
2 = (i1)!(i1)
∗f∗+(i2)!(i2)∗f∗ = f∗ since (i1)!(i1)∗+(i2)!(i2)∗ = 1KMX
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as shown in the proof of Proposition 2.3.38. On the other hand, suppose that we have a decomposition
Y = Y1 unionsq Y2 with inclusions jk : Yk → Y and we set Xk = f−1(Yk) with inclusions ik : Xk → X.
Setting fk = f |Xk : Xk → Yk, we have commutative diagrams
KMX1 ⊕KMX2
(f1)!⊕(f2)! //
(i1)!+(i2)!

KMY1 ⊕KMY2
(j1)!+(j2)!

KMX
f!
// KMY
KMY1 ⊕KMY2
f∗1⊕f∗2 //
(j1)!+(j2)!

KMX1 ⊕KMX2
(i1)!+(i2)!

KMY
f∗
// KMX
The first one follows from the fact that [(j1)! + (j2)!] ◦ [(f1)! ⊕ (f2)!] = (j1 ◦ f1)! + (j2 ◦ f2)! =
(f ◦ i1)! + (f ◦ i2)! = f! ◦ [(i1)! + (i2)!]. For the second one, observe that [(i1)! + (i2)!] ◦ (f∗1 ⊕ f∗2 ) =
(i1)!f
∗
1 + (i2)!f
∗
2 = f
∗ ◦ [(j1)! + (j2)!], where the last equality follows from the Beck-Chevalley property
of KM and the fact that, for k = 1, 2, the square
Xk
fk //
ik

Yk
jk

X
f
// Y
is a pullback. 
With this results at hand, if G is a complex group, Theorem 1.3.5 gives the following result.
Corollary 3.3.11. The assignment ZRG,KM : Bdpn → KHS-Modt is a very lax Topological Quan-
tum Field Theory.
3.3.3 Geometric and reduced TQFT
In this section, we will describe an intermediate step between the TQFTs for character varieties
introduced in Section 3.3.1 and the one for piecewise character varieties presented in the previous
section. Thanks to its mixed nature, this TQFT will be suited for explicit calculations of mixed Hodge
structures of representation varieties. Actually, as it will be clear from the computations in Sections
3.4.3 and 3.4.4, this procedure underlies the calculations of [LMnN13], [MMn16a] and [MMn16b]. The
method of this section is based on the reduction of a TQFT of Section 1.3.3.
From a complex algebraic group G, we can consider the representation variety geometrisation XG :
Embpc → VarC as in Section 3.2. After the functor VarC → PVarC of Remark 3.3.3, we may
consider the reduction pi that assigns, to (M,A) ∈ Bdpn, the piecewise character variety RG(M,A) =
[XG(M,A)/G] together with the piecewise quotient morphism pi(M,A) : XG(M,A) → RG(M,A). As
explained in Section 1.3.3, this reduction can be used to modify the standard TQFT, ZG of Theorem
3.2.6, in order to obtain a very lax TQFT ZgmG = (ZG)pi : Bdpn → KHS-Modt.
Let us we denote by V(M,A) the submodule of KMRG(M,A) generated by the images ZgmG (Wr) ◦ . . . ◦
ZgmG (W1)(1) ∈ V(M,A) for strict tubes Wr ◦ . . .W1 : ∅ → (M,A), as in Section 1.3.3. If the morphism
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η(M,A) = (pi(M,A))! ◦ (pi(M,A))∗ : (V(M,A))0 → (V(M,A))0 is invertible as a KHS0-module homomorphism
for all (M,A) ∈ Bdpn, then the morphisms ZgmG (W,A) = ZgmG (W,A) ◦ η(M,A) give rise to a strict
TQFT, the pi-reduction of ZG (Corollary 1.3.12). Here, (V(M,A))0 stands for the localization S−1V(M,A)
by an appropiate multiplicative system S ⊆ KHS (for example, S can be the set of non-zero divisors
of the ring KHS).
Moreover, this construction can be extended to the parabolic case without major modifications. Sup-
pose that we have a set of parabolic data Λ of conjugacy invariant subvarieties of G. Then, given
(M,A,Q) ∈ Bdpn(Λ), as RG(M,A,Q) has a natural G-action, we can also consider the piecewise quo-
tient RG(M,A,Q) = [XG(M,A,Q)/G]. Hence, we can extend the reduction pi to the parabolic context
giving rise to a prerreduction, ZgmG : Bdpn(Λ)→ KHS-Modt. If the morphisms η(M,A,Q) are also in-
vertible after some localization, then we can also define the reduction ZgmG : Bdpn(Λ)→ KHS0-Modt.
Definition 3.3.12. Let G be a complex algebraic group and Λ a collection of conjugacy closed
subvarieties of G. The Topological Quantum Field Theories
ZgmG : Bdpn(Λ)→ KHS-Modt, ZgmG : Bdpn(Λ)→ KHS0-Modt,
are called the geometric TQFT and the reduced TQFT for representation varieties, respectively.
Such a TQFTs will be extensively used along Section 3.4 since, as we will see, they allow us to compute
Hodge structures on representation varieties in a simple way.
Example 3.3.13. In the case of surfaces (n = 2), the morphisms of ZgmG can be explicitly written
down from the description of Section 3.2.1. Consider the set of generators ∆ =
{
D,D†, L, P
}
of Bdp2
as depicted in Figure 3.2. Since, by definition, ZgmG (W,A) = pi! ◦Z(W,A) ◦pi∗ for any bordism (W,A),
then we have that
ZgmG (D) = (pi ◦ i)! : KHS→ KM[G/G], ZgmG (D†) = (pi ◦ i)∗ : KM[G/G] → KHS,
ZgmG (L) = qˆ! ◦ pˆ∗ : KM[G/G] → KM[G/G], ZgmG (P ) = vˆ! ◦ uˆ∗ : KM[G/G] → KM[G/G],
where qˆ = pi ◦ q, pˆ = pi ◦ p : G4 → [G/G] and vˆ = pi ◦ l, uˆ = pi ◦ t : G3 → [G/G]. Observe that pi∅ is the
identity map since XG(∅) = RG(∅) = 1 and that ZgmG (S1, ?) = XG(S1, ?) = [G/G].
If we also consider parabolic structures with parabolic data Λ, then we have to add to the set of
generators the tube Lλ : (S
1, ?) → (S1, ?), for λ ∈ Λ, as depicted in Figure 3.5. For that tube, the
recipe above says that
ZgmG (Lλ) = sˆ! ◦ rˆ∗ : KM[G/G] → KM[G/G],
where rˆ = pi ◦ r, sˆ = pi ◦ s : G2 × λ→ [G/G].
Finally, as mentioned in Example 1.3.14, the only relevant submodule is V = V(S1,?) ⊆ KMRG(S1,?) =
KM[G/G], so we can restrict the previous maps to V. Moreover, if the morphism η = η(S1,?) : V0 → V0
is invertible, the reduction ZgmG can also be constructed.
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3.4 SL2(C)-representation varieties
In this section, we will focus on the case G = SL2(C) and n = 2 (surfaces). As an application
of the previous TQFTs, we will compute the image in K-theory of the Hodge structures of some
parabolic representations varieties for arbitrary genus. For that, we will give explicit expressions of
the homomorphisms of Section 3.3.3.
First of all, let us describe some general properties of the group SL2(C) that will be used in the following
computations. Recall that SL2(C) is the group of volume preserving C-linear automorphisms of C2
or, equivalently, the set of 2× 2 matrices with determinant 1. As a variety, it is an affine variety given
as a hypersurface of C4. In particular, its (complex) dimension is 3. Moreover, the action of SL2(C)
on itself by left multiplication becomes it into a homogeneous variety so it is smooth. For short, from
now on, we will denote SL2 = SL2(C).
The first observation is that, with respect to the action of SL2 on itself by conjugation, we have that
the GIT quotient map is the usual trace map tr : SL2 → C = SL2  SL2. As SL2 is affine, all the
points are semi-stable for this action. However, there are no stable points for the action since every
representation ρ : Z→ SL2 is reducible (see Corollary 4.3.3 with Γ = Z).
The unique points which are not poly-stable are the non-diagonalizable matrices of SL2. These matrices
are conjugated to the Jordan type matrices
J+ =
(
1 1
0 1
)
, J− =
(
−1 1
0 −1
)
.
The stabilizer of J± is the set
Stab J± =
{(
±1 α
0 ±1
)∣∣∣∣∣ α ∈ C
}
∼= C.
Hence, their orbits [J±] are isomorphic to SL2/Stab J± = SL2/C.
With respect to the poly-stable points, the points Id,−Id ∈ SL2 are poly-stable with zero dimensional
orbits (indeed, the action is trivial on them). The remaining set is D = SL2 − {±Id} − [J±] =
{A ∈ SL2 | tr (A) 6= ±2}, which are the poly-stable points of maximal dimension. Every element A ∈ D
is conjugated to
Dλ =
(
λ 0
0 λ−1
)
,
where λ ∈ C−{0,±1} satisfies λ+λ−1 = trA. In particular, Dλ ∼ Dλ−1 , where ∼ stands for ’conjugate
to’, and these are the unique diagonal elements mutually conjugated. Actually, Dλ−1 = P0DλP
−1
0
where
P0 =
(
0 −1
1 0
)
.
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The stabilizer of Dλ is the set
StabDλ =
{(
µ 0
0 µ−1
)∣∣∣∣∣ µ ∈ C∗
}
∼= C∗,
where C∗ = C− {0}. Hence, [Dλ] = SL2/C∗ and D is isomorphic to
D =
(C∗ − {±1})× SL2/C∗
Z2
.
Here, Z2 acts on (C∗ − {±1}) × SL2/C∗ by −1 · (λ, P ) = (λ−1, P0PP−10 ) for λ ∈ C∗ − {±1} and
P ∈ SL2/C∗. The isomorphism sends (λ, P ) 7→ PDλP−1. Observe that, in particular, the quotient
map given by the trace tr : D → C− {±2} = (C∗ − {±1})/Z2 has non-trivial monodromy of order 2.
From this description, we obtain a decomposition of SL2 by
SL2 = {Id} unionsq {−Id} unionsq [J+] unionsq [J−] unionsqD. (3.0)
The stratum D are the poly-stable points of maximal dimension. On SL2 −D, the poly-stable points
of maximal dimension are ±Id and, on [J±] = SL2 − D − {±Id}, all the points are poly-stable (on
itself). Hence, this decomposition corresponds, stratum by stratum, with the piecewise quotient
[SL2/SL2] = {Id}+ {−Id}+ {[J+]}+ {[J−]}+ (C− {±2}).
In particular, using the description of the geometric TQFT given in Section 3.3.3, we obtain that
ZgmG (S
1, ?) = KM[SL2/SL2] = KMId ⊕KM−Id ⊕KM[J+] ⊕KM[J−] ⊕KMC−{±2},
where the first four summands are mixed Hodge modules over a point and, thus, they are naturally
isomorphic to KHS.
3.4.1 Hodge theory on SL2(C)
Thanks to the explicit expression of SL2, one can compute the K-theory image of the mixed Hodge
structure on its cohomology. Notice that we have a surjective regular map pi : SL2 → C2 − {(0, 0)}
given by pi(A) = A(1, 0)t. For any (a, b) ∈ C2 − {(0, 0)}, the fiber of this morphism is the affine line
{(x, y) | ay − bx = 1} so pi−1(v) ∼= C. Hence, we have a fibration
C −→ SL2 pi−→ C2 − {(0, 0)} .
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Moreover, this fibration is locally trivial in the Zariski topology so, in particular, it has trivial mon-
odromy. Hence, by Corollary 2.4.10 we have
[H•c (SL2)] = [H
•
c (C)] ·
[
H•c
(
C2 − {(0, 0)})] = q(q2 − 1) = q3 − q,
where q = [H•c (C)] ∈ KHS, see Remark 2.2.2.
Remark 3.4.1. On the finite field of q elements, Fq, let us consider the group SL2(Fq). Such a group
has q3− q elements, precisely because, fixed the image of (1, 0) (for which we have q2− 1 possibilities)
we can assign to (0, 1) only q different vectors. Hence, |SL2(Fq)| = q3 − q so, by Katz’ theorem
(see [HRV08]), the Deligne-Hodge polynomial of SL2(C) is balanced (see Example 2.2.10) and it is
e (SL2(C)) = q3−q, in agreement with the previous computation. Actually, the proof is essentially the
same (a counting matter) which ilustrates the principle that Katz’ theorem and mixed Hodge modules
are the two faces of the same coin.
From this calculation, the Hodge structures of the strata of SL2 of decomposition (3.4) can also be
computed. For the orbits of the Jordan type elements, the argument is simple since the fibration
C = StabJ± −→ {J±} × SL2−→[J±]
is locally trivial in the Zariski topology. Hence, we have
[H•c ([J±])] =
[H•c (SL2)]
[H•c (C)]
=
q3 − q
q
= q2 − 1.
Analogously, for the orbit of [Dλ] we have a locally trivial fibration C∗ → Dλ × SL2 → [Dλ] so
[H•c ([Dλ])] = (q3 − q)/(q − 1) = q2 + q.
Example 3.4.2. Another way of computing such Hodge structure is to notice that, fixed λ ∈ C∗ −
{±1}, an element of the conjugacy class [Dλ] is determined by the directions of its two different
eigenvectors. Such a possible directions are (P1 × P1)−∆, where ∆ ⊆ P1 × P1 is the diagonal, which
is isomorphic to P1. Hence [H•c ([Dλ])] =
[
H•c
(
P1 × P1)]− [H•c (P1)] = (q + 1)2 − (q + 1) = q2 + q, in
agreement with the previous result.
Moreover, with this description, consider the map ρ : (P1 × P1) − ∆ → P2 given by ρ([a : b], [c :
d]) = [ac : bd : ad + bc]. This map is Z2-invariant so it descends to an injective morphism ρ˜ :
[(P1 × P1) − ∆]/Z2 → P2 whose image is the whole P2 minus the conic C =
{
x22 = 4x0x1
} ⊆ P2.
Hence, [(P1 × P1)−∆]/Z2 ∼= P2 − C so, in the notation of Section 2.4.2,
[H•c (SL2/C∗)]
+ =
[
H•c
(
(P1 × P1)−∆)]+ = (q2 + q + 1)− (q + 1) = q2.
Therefore, [H•c (SL2/C∗)]
− = [H•c (SL2/C∗)]− [H•c (SL2/C∗)]+ = q.
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The Hodge structure of D cannot be obtained with the same kind of argument. However, using the
stratification (3.4), we have D = SL2 − {±Id} − [J±] so
[H•c (D)] = [H
•
c (SL2)]− [H•c (±Id)]− [H•c ([J±])] = (q3 − q)− 2− 2(q2 − 1) = q3 − 2q2 − q.
Observe that [H•c (C− {±2})] [H•c ([Dλ])] = q3 − q2 − 2q 6= [H•c (D)], so the quotient map tr : D →
C− {±2} no longer has trivial monodromy. Thus, if we want to compute [H•c (D)] by means for this
map, we need to control the monodromy.
For that purpose, mixed Hodge modules coming from variations of Hodge structures (see Section 2.4)
are the key ingredients. The point is that we can cover the fibration tr : D → C − {±2} by another
fibration with trivial monodromy. Consider the diagram of fibrations
SL2/C∗ // (C∗ − {±1})× SL2/C∗ //

C∗ − {±1}
t

SL2/C∗ // D tr
// C− {±2}
Here, t : C∗ − {±1} → C − {±2} is the morphism t(λ) = λ + λ−1 and the middle vertical arrow is
the quotient by the action of Z2 on (C∗ − {±1})× SL2/C∗ given by −1 · (λ, P ) = (λ−1, P0PP−10 ), for
λ ∈ C∗ − {±1} and P ∈ SL2/C∗. Since the upper fibration has trivial monodromy, by the results of
Section 2.4.2, we have that
R (D|C− {±2}) = [H•c (SL2/C∗)]+R (C− {±2}|C− {±2})
+ [H•c (SL2/C∗)]
− (R (C∗ − {±1}|C− {±2})−R (C− {±2}|C− {±2}))
= q2T + q (T + S2 ⊗ S−2 − T ) = q2T + qS2 ⊗ S−2.
Here, we have used that R (C∗ − {±1}|C− {±2}) = T + S2 ⊗ S−2 by Example 2.4.16 and that
[H•c (SL2/C∗)]
+ = q2 by Example 3.4.2. Observe that this agrees with the previous computation since
[H•c (D)] = µ(R (D|C− {±2})) = q2µ(T ) + qµ(S2 ⊗ S−2) = q2(q − 2)− q = q3 − 2q2 − q,
where µ = c! : KMC−{±2} → KHS is the pushout via the projection c : C− {±2} → ?.
The core submodule
Recall that the piecewise quotient of SL2 under conjugation decomposes as [SL2/SL2] = {Id}+{−Id}+
{J+}+ {J−}+ (C− {±2}), so KM[SL2/SL2] = KMId ⊕KM−Id ⊕KMJ+ ⊕KMJ− ⊕KMC−{±2}. For
short, in the following we will denote Bt = C−{±2} and we will call it the space of traces, as it is the
image of the quotient map tr : D → C− {±2}.
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Let T1 ∈ KMId, T−1 ∈ KM−Id, T+ ∈ KMJ+ and T− ∈ KMJ− be the units of these rings (recall that
all are isomorphic to KM? = KHS). On KMBt , we consider the unit TBt and S2, S−2 ∈ KMBt the
one dimensional representations of pi1(C− {±2}) that are non-trivial on small loops γ2, γ−2 around 2
and −2, respectively, as in Example 2.4.16.
Definition 3.4.3. The set S = {T1, T−1, T+, T−, TBt , S2, S−2, S2 ⊗ S−2} ⊆ KM[SL2/SL2] is called the
set of core elements. The submodule of KM[SL2/SL2] generated by S, W, is called the core submodule.
Remark 3.4.4. The submodule W will be very important in the incoming computations since we will
show that W is the submodule generated by the elements ZgmSL2(L)g ◦ Z
gm
SL2
(D)(1) for g ≥ 0, that is
W = V(S1,?) using the notations of Section 1.3.3.
Now, consider the quotient map tr : SL2 → [SL2/SL2]. From this map, we can build the endomorphism
η = tr ! ◦ tr ∗ : KM[SL2/SL2] → KM[SL2/SL2]. This morphism will be useful in the upcoming sections
due to its role in Corollary 1.3.12.
Proposition 3.4.5. The core submodule W is invariant for the morphism η. Actually, we have
η(T±1) = T±1 η(T±) = (q2 − 1)T±
η(TBt) = q
2TBt + qS2 ⊗ S−2 η(S2 ⊗ S−2) = qTBt + q2S2 ⊗ S−2
η(S2) = q
2S2 + qS−2 η(S−2) = qS2 + q2S−2
Proof. First of all, observe that, if i : X ↪→ [SL2/SL2] is the inclusion of a locally closed subset and
X¯ = tr−1(X) ⊆ SL2, they fit in a pullback diagram
X¯
tr |X¯ // _

X _
i

SL2 tr
// [SL2/SL2]
Thus, tr ! ◦tr ∗ ◦ i! = (tr |X¯)! ◦(tr |X¯)∗ that is, we can compute the image of η within X¯. For this reason,
since tr |{±1} : {±1} → {±1} is the identity map, we have η(T±1) = T±1. Analogously, since (tr |[J±])∗
is a ring homomorphism, it sends units into units so, for T±, we have that η(T±) = (tr |[J±])!Q[J±]T± =
[H•c ([J+])] = (q2 − 1)T±.
For the first identity of the second row, we have (tr |D)!(tr |D)∗TBt = (tr |D)!TD = R (D|Bt) and
the result follows from the computation of Section 3.4.1. For S2, consider the auxiliar variety Y ={
(t, y) ∈ Bt × C∗ | y2 = t− 2
}
, for which R (Y |Bt) = TBt + S2 (see Section 2.4.1), and the variety
Y ′ =
{
(A, y) ∈ D × C∗ | y2 = tr (A)− 2}. They fit in a commutative diagram
Y ′

//
~~
Y

Bt D
tr |D
//
tr |D
oo Bt
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where the rightmost square is a pullback. Hence, we have that η(TBt) + η(S2) = (tr |D)!(tr |D)∗(TBt +
S2) = R (Y
′|Bt) and, thus, η(S2) = R (Y ′|Bt)− q2TBt − qS2 ⊗ S−2 by the computation for TBt .
In order to compute R (Y ′|Bt) observe that the fiber of the morphism Y ′ → Bt over a point t is
[Dλ]×
{±√t− 2}, which is isomorphic to [(P1 × P1)−∆]× {±√t− 2}. If we compactify the space
Y ′ fiberwise, we obtain a variety Y ′ and a morphism Y ′ → Bt with fiber, F , equal to two copies of
P1×P1. Therefore, the Hodge structure on the cohomology of F is pure and its unique non-vanishing
pieces are H0;0,0c (F ) = Q⊕Q, H2;1,1c (F ) = Q2 ⊕Q2 and H4;2,2c (F ) = Q⊕Q. Hence, as mixed Hodge
structures, H0c (F ) = 2Q0, H2c (F ) = 4q and H4c (F ) = 2q2. Working explicitly with the description
above, we obtain that the monodromy action of pi1(Bt) on H
k
c (F ) is given as in the following table.
k = 0 k = 2 k = 4
γ2
(
0 1
1 0
)
∼
(
1 0
0 −1
) 
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ∼

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

(
0 1
1 0
)
∼
(
1 0
0 −1
)
γ−2
(
1 0
0 1
) 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ∼

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

(
1 0
0 1
)
Therefore, we have R
(
Y
′∣∣∣Bt) = TBt + S2 + q(TBt + S2 + S−2 + S2 ⊗ S−2) + q2(TBt + S2).
The projection of the complement Y
′− Y ′ → Bt has fiber ∆×
{±√t− 2} ∼= P1× {±√t− 2}. Hence,
for the monodromy action we have that γ−2 acts trivially and γ2 interchanges the two copies of P1, so
R
(
Y
′ − Y ′
∣∣∣Bt) = TBt + S2 + q(TBt + S2). Thus, we obtain that
R
(
Y ′
∣∣Bt) = R(Y ′∣∣∣Bt)−R(Y ′ − Y ′∣∣∣Bt) = q(S−2 + S2 ⊗ S−2) + q2(TBt + S2).
From this, it follows that η(S2) = q
2S2 + qS−2, as claimed. The calculations for S−2 and S2⊗S−2 are
analogous. 
The morphism η : W → W is not invertible since, on KHS, the elements q − 1 and q + 1 have no
inverse. We can solve this problem by considering the localization of KHS over the multiplicative
system generated by q− 1 and q+ 1, denoted KHS0. Extending the localization to W, we obtain the
KHS0-module W0.
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Corollary 3.4.6. The matrix of the KHS-module endomorphism η :W →W in the set of generators
S of core elements is 
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 q2 − 1 0 0 0 0 0
0 0 0 q2 − 1 0 0 0 0
0 0 0 0 q2 0 0 q
0 0 0 0 0 q2 q 0
0 0 0 0 0 q q2 0
0 0 0 0 q 0 0 q2

In particular, it is an isomorphism η :W0 →W0.
Let us consider the parabolic data Λ = {{1} , {−1} , [J+], [J−]}, let ZSL2 : Bdpn(Λ)→ KHS-Modt be
the associated TQFT as done in Section 3.2.2 and let ZgmSL2 : Bdpn(Λ)→ KHS-Modt be the geometric
TQFT of Section 3.3.3. As a result of the upcoming computations of Sections 3.4.3 and 3.4.4, we will
show that W = V(S1,?). Hence, applying Corollary 1.3.12, we obtain the following result.
Theorem 3.4.7. Let ZSL2 : Bdpn(Λ)→ KHS0-Modt be the TQFT for SL2(C)-representation vari-
eties and let ZgmSL2 : Bdpn(Λ)→ KHS0-Modt be the geometric TQFT. There exists an almost-TQFT,
ZgmSL2 : Tb2(Λ)→ KHS0-Mod, such that:
• The image of the circle is ZgmSL2(S1, ?) =W ⊆ KM[SL2/SL2]0.
• For a strict tube (W,A,Q) : (S1, ?) → (S1, ?) it assigns ZgmSL2(W,A,Q) = Z
gm
SL2
(W,A,Q) ◦ η−1 :
W0 →W0.
• For a closed surface W : ∅ → ∅, it gives ZgmSL2(W,A,Q)(1) = [H•c (XSL2(W,Q))]⊗ (q3 − q)|A|−1.
3.4.2 Discs and first tubes
As a warm lap, in this section we will compute the morphisms ZgmSL2(Lλ), for λ = {Id} and λ = {−Id},
where Lλ : (S
1, ?)→ (S1, ?) denotes the trivial tube with a marked point with the class λ. Moreover,
we will show that these morphisms preserve the submodule W.
First, let us focus on the case λ = {Id}. The image under the field theory of ZgmSL2 of the tube LId is
the span
[SL2/SL2]
tr ◦pi1←− SL22 tr ◦pi1−→ [SL2/SL2],
where pi1 : SL
2
2 → SL2 denotes the projection onto the first component.
Therefore, ZgmSL2(LId) = tr ! ◦ (pi1)! ◦ (pi1)∗ ◦ tr ∗ = (q3 − q)η : KM[SL2/SL2] → KM[SL2/SL2], where we
have used that (pi1)! ◦ (pi1)∗ : KMSL2 → KMSL2 is just multiplication by [H•c (SL2)] = q3− q. Thus, by
Proposition 3.4.5, we have that ZgmSL2(LId)(W) ⊆ W and, moreover, its matrix in the generators S is the
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one given in Corollary 3.4.6. In consequence, the reducted TQFT does ZgmSL2(LId) = Z
gm
SL2
(LId) ◦ η−1 =
(q3 − q)1KM[SL2/SL2]0 .
For the case λ = {−Id}, the computation is similar. In that case, the image under the field theory is
the span
[SL2/SL2]
tr ◦pi1←− SL22 −tr ◦pi1−→ [SL2/SL2].
Hence, we have ZgmSL2(L−Id) = (−tr )!◦(pi1)!◦(pi1)∗◦tr ∗ = (q3−q)σ!◦η, where σ : [SL2/SL2]→ [SL2/SL2]
is the reflection that sends σ([A]) = [−A] for A ∈ SL2. It is straighforward to check that
σ!(T±1) = T∓1 σ!(T±) = T∓ σ!(TBt) = TBt σ!(S±2) = S∓2 σ!(S2 ⊗ S−2) = S2 ⊗ S−2.
In particular, σ!(W) ⊆ W and ZgmSL2(L−Id) = Z
gm
SL2
(L−Id) ◦ η−1 = (q3 − q)σ!. Thus, the matrix of
ZgmSL2(L−Id) in the generators S of W is
ZgmSL2(L−Id)|V = (q3 − q)

0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1

.
Finally, with respect to the discs D : ∅ → (S1, ?) and D† : (S1, ?) → ∅ recall that ZgmSL2(D) = i! and
ZgmSL2(D
†) = i∗, where i : {Id} ↪→ [SL2/SL2] is the inclusion. The image of the first one is very easy to
identify since, by definition ZgmSL2(D)(1) = i!(1) = T1. For the second one, observe that i
∗T1 = 1 but
i∗T−1 = i∗T± = i∗TBt = i∗S±2 = 0, so Z
gm
SL2
(D†) : W → KHS is just the projection onto T1. Since η
fixes T1, we also have Z
gm
SL2
(D) = ZgmSL2(D) and Z
gm
SL2
(D†) = ZgmSL2(D†).
3.4.3 The tube with a Jordan type marked point
In this section, we will focus on the computation of the image of the tube L[J+] : (S
1, ?) → (S1, ?).
Again, the field theory for ZgmSL2 on L[J+] is the span
[SL2/SL2]
rˆ←− SL22 × [J+] sˆ−→ [SL2/SL2]
tr (A) ←[ (A,B,C) 7→ tr (BACB−1) = tr (AC)
so ZgmSL2(L[J+]) = sˆ! ◦ rˆ∗ : KM[SL2/SL2] → KM[SL2/SL2].
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Notice that, if i : X ↪→ [SL2/SL2] is an inclusion of a locally closed subset, then we have a commutative
diagram
rˆ−1(X)
rˆ|rˆ−1(X) //
 _

X _
i

SL22 × [J+] rˆ // [SL2/SL2]
Hence, for any M ∈ KMX , sˆ! ◦ rˆ∗ ◦ i!M = sˆ! ◦ (rˆ|rˆ−1(X))∗M . Moreover, if we decompose [SL2/SL2] =∑
k Yk with inclusions jk : Yk ↪→ [SL2/SL2], observe that, by the proof of Proposition 2.3.38, we have∑
k(jk)!(jk)
∗ = 1 so sˆ! =
∑
k(jk)!(jk)
∗sˆ! =
∑
k(jk)!(sˆ|sˆ−1(Yk))!. Therefore,
ZgmSL2(L[J+])(i!M) = sˆ! ◦ rˆ∗ ◦ i!M =
∑
k
(jk)! ◦ (sˆ|rˆ−1(X)∩sˆ−1(Yk))! ◦ (rˆ|rˆ−1(X)∩sˆ−1(Yk))∗M
Notice that we can decompose
rˆ−1(X) ∩ sˆ−1(Y ) = {(A,B,C) ∈ rˆ−1(X)× [J+] | tr (AC) ∈ Y }
∼= {A ∈ tr−1(X) | tr (AJ+) ∈ Y }× (SL2/C)× SL2,
where the last isomorphism is given by sending (A,P,B) ∈ tr−1(X) × (SL2/C) × SL2, in the variety
downstairs, to (PAP−1, B, PJ+P−1), in the variety upstairs. For short, we will denote ZX,Y =
rˆ−1(X)∩sˆ−1(Y ) and Z0X,Y =
{
A ∈ tr−1(X) | tr (AJ+) ∈ Y
}
. Using as stratification the decomposition
[SL2/SL2] = {±1}+ {[J±]}+Bt, we can compute:
• For T1, we have rˆ−1(Id) = ZId,[J+] = [J+] × SL2 and sˆ is just the projection onto a point
sˆ : [J+]× SL2 → {[J+]}. Hence, ZgmSL2(L[J+])(T1) = (q2 − 1)(q3 − q)T+.
• For T−1, since [−J+] = [J−], we have rˆ−1(−Id) = Z−Id,[J−] = [J−] × SL2. Again, sˆ is just the
projection [J−]× SL2 → {[J−]} so ZgmSL2(L[J+])(T−1) = (q2 − 1)(q3 − q)T−.
• For T+, the situation becomes more involved since we have a non-trivial decomposition of
rˆ−1([J+]). We analize each stratum separately:
– For Id, we have Z[J+],Id = [J+] × SL2 since all the elements of Z[J+],Id have the form
(A−1, B,A). Thus, sˆ : [J+]×SL2 → {Id} is the projection onto a point so ZgmSL2(L[J+])(T+)|Id =
(q2 − 1)(q3 − q)T1.
– For −Id, observe that Z[J+],−Id = ∅ so ZgmSL2(L[J+])(T+)|−Id = 0.
– For [J+], a straightforward check shows that
Z0[J+],[J+] =
{(
1 b
0 1
)∣∣∣∣∣ b ∈ C− {0,−1}
}
.
Hence, Z[J+],[J+] = (C− {0,−1})× (SL2/C)× SL2 and sˆ is a projection onto the singleton
{[J+]}. Thus, ZgmSL2(L[J+])(T+)|[J+] = (q − 2)(q2 − 1)(q3 − q)T+.
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– For [J−], we have that
Z0[J+],[J−] =
{(
1 + a a
2
2
−4 1− a
)∣∣∣∣∣ a ∈ C
}
.
Therefore, Z[J+],[J−] = C× (SL2/C)× SL2 so ZgmSL2(L[J+])(T+)|[J−] = q(q2 − 1)(q3 − q)T−.
– For Bt, we have that
Z0[J+],Bt =
{(
1 + a −a2c
c 1− a
)∣∣∣∣∣ a ∈ C, c ∈ C∗ − {−4}
}
,
with the projection Z0[J+],Bt → Bt given by A 7→ c + 2. Hence sˆ : Z[J+],Bt = Z0[J+],Bt ×
(SL2/C) × SL2 → Bt applies sˆ(A,B, P ) = c + 2. In particular, sˆ has trivial monodromy
there, so ZgmSL2(L[J+])(T+)|Bt = R
(
Z[J+],Bt
∣∣Bt) = q(q2 − 1)(q3 − q)TBt .
Summarizing, we have
ZgmSL2(L[J+])(T+) = (q
2 − 1)(q3 − q) [T1 + (q − 2)T+ + qT− + qTBt ] .
• For T−, the calculation is very similar to the one of T+, since Z0[J−],Y = Z
0
[J+],−Y for every stratum
Y . Hence, we have:
– For Id, Z[J−],Id = ∅, so ZgmSL2(L[J+])(T−)|Id = 0. Analogously, for −Id we have Z[J−],−Id =
−[J+]× SL2, so ZgmSL2(L[J+])(T−)|−Id = (q2 − 1)(q3 − q)T−1.
– For [J+], Z
0
[J−],[J+] = Z
0
[J+],[J−]
∼= C, so ZgmSL2(L[J+])(T−)|[J+] = q(q2 − 1)(q3 − q)T+.
– For [J−], we have Z0[J−],[J−] = Z
0
[J+],[J+]
∼= C − {0,−1}. Hence, ZgmSL2(L[J+])(T−)|[J−] =
(q − 2)(q2 − 1)(q3 − q)T−.
– For Bt, since −Bt = Bt, we have Z0[J−],Bt = Z0[J+],−Bt ∼= C× (C∗ − {−4}). Hence, sˆ also has
trivial monodromy on Z[J−],Bt so Z
gm
SL2
(L[J+])(T−)|Bt = q(q2 − 1)(q3 − q)TBt .
Summarizing, this calculation says that
ZgmSL2(L[J+])(T−) = (q
2 − 1)(q3 − q) [T−1 + qT+ + (q − 2)T− + qTBt ] .
• For TBt , observe that we have ZBt,±Id = ∅ so ZgmSL2(L[J+])(TBt) has no components on ±Id. In
this section, we will compute the image of ZgmSL2(L[J+])(TBt) on [J±]. Its image on Bt is much
harder and it will be described later. For [J±] observe that Z0Bt,[J±]
∼= Z0[J±],Bt ∼= C×(C∗−{−4}).
Hence, ZgmSL2(L[J+])(TBt)|[J±] = q(q − 2)(q2 − 1)(q3 − q)T±.
• For S2, Z
gm
SL2
(L[J+])(S2) has no components on ±Id. Again, we will only focus on its image on
[J±]. We consider the auxiliar variety
Y2 =
{
(t, y) ∈ Bt × C∗ | y2 = t− 2
}
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with nice fibration Y2 → Bt given by (t, y) 7→ t whose Hodge monodromy representation is
R (Y2|Bt) = TBt + S2. In that case, we have a commutative diagram
Yˆ2
{{
// Y2

[J+] ZBt,[J+]sˆ
oo
rˆ
// Bt
where Yˆ2 is the pullback of ZBt,[J+] and Y2 over Bt. Computing directly, we obtain that
Yˆ2 =
{
(t, x, y, P,B) ∈ Bt × C× C∗ × (SL2/C)× SL2 | y2 = t− 2
} ∼= Y2 × C× (SL2/C)× SL2.
Hence, R
(
Yˆ2
∣∣∣ [J+]) = q(q2 − 1)(q3 − q) [H•c (Y2)]T+ = q(q2 − 1)(q3 − q)(q − 3)T+. Since
R
(
Yˆ2
∣∣∣ [J+]) = sˆ!rˆ∗R (Y2|Bt) = ZgmSL2(L[J+])(TBt)|[J+] + sˆ!rˆ∗S2,
we obtain that ZgmSL2(L[J+])(S2)|[J+] = sˆ!rˆ∗S2 = −q(q2−1)(q3− q)T+. Furthermore, as ZBt,[J+] ∼=
ZBt,[J−], we also have Z
gm
SL2
(L[J+])(S2)|[J−] = −q(q2 − 1)(q3 − q)T−.
• For S−2 the calculation is analogous to the one of S2 so Z
gm
SL2
(L[J+])(S−2)|[J+] = −q(q2− 1)(q3−
q)T+ and Z
gm
SL2
(L[J+])(S−2)|[J−] = −q(q2 − 1)(q3 − q)T−. The same holds for S2 ⊗ S−2 so
ZgmSL2(L[J+])(S2 ⊗ S−2)|[J+] = −q(q2 − 1)(q3 − q)T+ and Z
gm
SL2
(L[J+])(S2 ⊗ S−2)|[J−] = −q(q2 −
1)(q3 − q)T−.
The components in Bt
The calculation of the components of the mixed Hodge modules TBt , S2, S−2 and S2 ⊗ S−2 on Bt is
harder than the previous ones and it requires a more subtle analysis. For this reason, we compute it
separately. First of all, observe that
Z0Bt,Bt =
{(
t
2 + a b
t′ − t t2 − a
)∣∣∣∣∣ t, t′ ∈ Bt, a, b ∈ Ct2
4 − a2 − (t′ − t)b = 1
}
.
The projections onto each copy of Bt are rˆ(a, b, t, t
′) = t and sˆ(a, b, t, t′) = t′. We decompose Z0Bt,Bt =
Z1 unionsq Z2 where Z1 = Z0Bt,Bt ∩ {t = t′} and Z2 = Z0Bt,Bt ∩ {t 6= t′}.
For Z1, we have the explicit expression Z1 =
{
4a2 = (t+ 2)(t− 2)}×C. Hence, by the same argument
that in Section 2.4.1, with respect to the projection (t, a, b) 7→ t we have R (Z1|Bt) = q(TBt+S2⊗S−2).
Thus, the contribution of Z1 to Z
gm
SL2
(L[J+])(TBt)|Bt is q(q2 − 1)(q3 − q)(TBt + S2 ⊗ S−2).
Chapter 3. TQFTs and Representation varieties 114
With respect to S2, we again consider Y2 =
{
y2 = t− 2}, for which we have a commutative diagram
Yˆ2
~~
// Y2

Bt Z1
sˆ
oo
rˆ
// Bt
where Yˆ2 is the pullback of Z1 and Y2 over Bt. Computing directly
Yˆ2 =
{
(t, a, y) ∈ Bt × C∗ × C× C∗
∣∣∣∣∣ 4a2 = (t+ 2)(t− 2)y2 = t− 2
}
× C,
with projection Yˆ2 → Bt given by (t, a, y, b) 7→ t. The fiber over t ∈ Bt is the set of four lines F ={(
t,±12
√
(t+ 2)(t− 2),±√t− 2
)}
×C so the monodromy action of pi1(Bt) on H1c (F ) = Q(−1)4 = 4q
is given by
γ2 7→

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0
 ∼

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , γ−2 7→

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
 ∼

1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
 .
Therefore, R
(
Yˆ2
∣∣∣Bt) = q(TBt + S2 + S−2 + S2 ⊗ S−2). Since R( Yˆ2∣∣∣Bt) = sˆ!rˆ∗R (Y2|Bt) =
sˆ!rˆ
∗(TBt + S2) = R (Z1|Bt) + sˆ!rˆ∗S2, we finally obtain that sˆ!rˆ∗S2 = q(S2 + S−2). Therefore, the
contribution of Z1 to Z
gm
SL2
(L[J+])(S2)|Bt is q(q2−1)(q3− q)(S2 +S−2). By symmetry, the contribution
to ZgmSL2(L[J+])(S−2)|Bt is q(q2 − 1)(q3 − q)(S2 + S−2). An analogous computation for S2 ⊗ S−2 shows
that the contribution of Z1 to Z
gm
SL2
(L[J+])(S2 ⊗ S−2)|Bt is q(q2 − 1)(q3 − q)(TBt + S2 ⊗ S−2).
The most involved stratum is Z2. For it, we have the explicit expression
Z2 =
{(
t
2 + a
t2−4a2−4
4(t′−t)
t′ − t t2 − a
)∣∣∣∣∣ t, t′ ∈ Bt, t′ 6= ta ∈ C
}
∼= C× [(C− {±2})2 −∆] ,
where ∆ ⊆ (C−{±2})2 is the diagonal. Here, the projections are rˆ(a, t, t′) = t and sˆ(a, t, t′) = t′. In this
way, the second factor of this decomposition of Z2 is as depicted in Figure 3.6. In particular, observe
that, under the projection sˆ, the monodromy is trivial so R (Z2|Bt) = q(q−3)TBt . Hence, as ZBt,Bt =
Z0Bt,Bt × SL2/C× SL2, the contribution of Z2 to Z
gm
SL2
(L[J+])(TBt)|Bt is q(q − 3)(q2 − 1)(q3 − q)TBt .
For S2, again consider the auxiliar variety Y2 =
{
y2 = t− 2} for t 6= ±2. In that case, the pullback of
Y2 and Z2 over Bt is
Yˆ2 =
{
(a, t, t′, y) ∈ C× [(C− {±2})2 −∆]× C∗ ∣∣ y2 = t− 2}
= C× {(t, t′, y) ∈ [(C− {±2})2 −∆]× C∗ ∣∣ y2 = t− 2} .
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Figure 3.6
Denote X2 =
{
(t, t′, y) ∈ [(C− {±2})2 −∆]× C∗ ∣∣ y2 = t− 2}. Under the projection sˆ, the fiber of
X2, F , is a parabola with five points removed. Compactifying the fibers of X2 we obtain a variety
X2 whose fiber F is P1. By Remark 2.4.11 (see also Remark 2.5 of [LMnN13]), a nice fibration whose
fiber is P1 has trivial monodromy. Therefore, R
(
X2
∣∣Bt) = (q + 1)TBt .
Now, consider the difference X2 −X2, whose fiber over t′ ∈ Bt is the set of six points
F − F =
{
(2, t′, 0), (−2, t′,±2i), (t′, t′,±√t′ − 2),∞
}
,
where∞ denotes the (unique) point at infinity of the parabola over t′. From this expression, we obtain
that the monodromy action of pi1(Bt) on the fiber of the covering X2 −X2 is given by
γ2 7→

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1

∼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 1

γ−2 7→ Id
Therefore, R
(
X2 −X2
∣∣Bt) = 5TBt+S2 so R (X2|Bt) = R (X2∣∣Bt)−R (X2 −X2∣∣Bt) = (q+1)TBt−
5TBt −S2 = (q− 4)TBt −S2. Hence, since Yˆ2 = C×X2, we finally obtain R
(
Yˆ2
∣∣∣Bt) = qR (X2|Bt) =
q(q − 4)TBt − S2. With this information at hand, for the restriction to Z2 we have
R
(
Yˆ2
∣∣∣Bt) = (sˆ|Z2)!(rˆ|Z2)∗R (Y2|Bt) = (sˆ|Z2)!(rˆ|Z2)∗(TBt + S2) = R (Z2|Bt) + (sˆ|Z2)!(rˆ|Z2)∗S2.
Therefore, the contribution of Z2 to Z
gm
SL2
(L[J+])(S2)|Bt is (q2−1)(q3−q)(sˆ|Z2)!(rˆ|Z2)∗S2 = (q2−1)(q3−
q) [−qTBt − qS2]. For S−2, the calculation is absolutely analogous by considering Y−2 =
{
y2 = t+ 2
}
,
so we obtain that the contribution of Z2 to Z
gm
SL2
(L[J+])(S−2)|Bt is (q2 − 1)(q3 − q) [−qTBt − qS−2].
Chapter 3. TQFTs and Representation varieties 116
For S2 ⊗ S−2, the computation has some peculiarities that deserve a brief explanation. Consider
the auxiliar variety Y2,−2 =
{
y2 = (t− 2)(t+ 2)} so, under the projection (t, y) 7→ t, we have
R (Y2,−2|Bt) = TBt+S2⊗S−2. In this case, the pullback of Y2,−2 and Z2 under Bt is Yˆ2,−2 = C×X2,−2,
with
X2,−2 =
{
(t, t′, y) ∈ [(C− {±2})2 −∆]× C∗ ∣∣ y2 = (t− 2)(t+ 2)} .
Hence, this time the fiber F is an hyperbola with four points removed. Again, for the fiberwise
compactification of X2,−2, X2,−2, with fiber F , we have R
(
X2,−2
∣∣Bt) = (q + 1)TBt . The fiber over
t′ ∈ Bt is the set of six points
F − F =
{
(±2, t′, 0), (t′, t′,±
√
(t′ − 2)(t′ + 2)),±∞
}
,
where ±∞ denotes the two points at infinity of the hyperbola over t′. Hence, the monodromy action
on X2,−2 −X2,−2 is given by
γ2, γ−2 7→

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 1 0 0
0 0 0 0 0 1

∼

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 −1 0
0 0 0 0 0 1

Therefore, R
(
X2,−2
∣∣Bt) = 5TBt +S2⊗S−2. Repeating the computations above as for S2, this implies
that the contribution of Z2 to Z
gm
SL2
(L[J+])(S2 ⊗ S−2)|Bt is (q2 − 1)(q3 − q) [−qTBt − qS2 ⊗ S−2].
Summarizing, if we put together the calculations for Z1 and Z2, we finally obtain that
ZgmSL2(L[J+])(TBt)|Bt = (q2 − 1)(q3 − q) [q(TBt + S2 ⊗ S−2) + q(q − 3)TBt ]
= (q2 − 1)(q3 − q) [(q2 − 2q)TBt + qS2 ⊗ S−2] ,
ZgmSL2(L[J+])(S2)|Bt = (q2 − 1)(q3 − q) [q(S2 + S−2)− q(TBt + S2)]
= (q2 − 1)(q3 − q) [−qTBt + qS2] ,
ZgmSL2(L[J+])(S−2)|Bt = (q2 − 1)(q3 − q) [q(S2 + S−2)− q(TBt + S−2)]
= (q2 − 1)(q3 − q) [−qTBt + qS−2] ,
ZgmSL2(L[J+])(S2 ⊗ S−2)|Bt = (q2 − 1)(q3 − q) [q(TBt + S2 ⊗ S−2)− q(TBt + S2 ⊗ S−2)] = 0.
Therefore, we have completed the proof of the following result.
Theorem 3.4.8. The core submodule,W, is invariant under the morphism ZgmSL2(L[J+]) : KM[SL2/SL2] →
KM[SL2/SL2]. Moreover, in the set of generators S of W, the matrix of ZgmSL2(L[J+]) is
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ZgmSL2(L[J+]) = (q
2 − 1)(q3 − q)

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 q − 2 q q2 − 2 q −q −q −q
0 1 q q − 2 q2 − 2 q −q −q −q
0 0 q q q2 − 2 q −q −q 0
0 0 0 0 0 0 q 0
0 0 0 0 0 q 0 0
0 0 0 0 q 0 0 0

.
In particular, multiplying by η−1 on the right, we obtain the following corollary.
Corollary 3.4.9. In the set of generators S, the matrix of ZgmSL2(L[J+]) :W0 →W0 is
ZgmSL2(L[J+]) = (q3 − q)

0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
q2 − 1 0 q − 2 q (q − 1)2 −q + 1 −q + 1 −2 q + 2
0 q2 − 1 q q − 2 (q − 1)2 −q + 1 −q + 1 −2 q + 2
0 0 q q q2 − 2 q −q + 1 −q + 1 −q + 2
0 0 0 0 0 −1 q 0
0 0 0 0 0 q −1 0
0 0 0 0 q 0 0 −1

.
Remark 3.4.10. From this computation, it is relatively easy to calculate the image of the tube L[J−] :
(S1, ?) → (S1, ?). The point is that, since [J−] = −[J+], the span associated to L[J−] fits in a
commutative diagram
SL22 × [J−]
ϕ

%%yy
SL2 SL2
SL22 × [J+]
r
99
ς◦s
ee
where ϕ(A,B,C) = (A,B,−C) and ς : SL2 → SL2 is given by ς(A) = −A. Hence, as ϕ is an
isomorphism, by Lemma 1.2.8 we have ϕ! ◦ ϕ∗ = 1, so ZSL2(L[J−]) = ς! ◦ s! ◦ r∗. This implies
that ZgmSL2(L[J−]) = σ! ◦ Z
gm
SL2
(L[J+]), where σ : [SL2/SL2] → [SL2/SL2] is the factorization through
the quotient of ς. Hence, using the description of σ of Section 3.4.2, we obtain that the matrix of
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ZgmSL2(L[J−]) in W is
ZgmSL2(L[J−]) = (q3 − q)

0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 q2 − 1 q q − 2 q2 − 2 q + 1 −q + 1 −q + 1 −2 q + 2
q2 − 1 0 q − 2 q q2 − 2 q + 1 −q + 1 −q + 1 −2 q + 2
0 0 q q q2 − 2 q −q + 1 −q + 1 −q + 2
0 0 0 0 0 q −1 0
0 0 0 0 0 −1 q 0
0 0 0 0 q 0 0 −1

Remark 3.4.11. Observe that, despite that we need to localize in order to invert η, ZgmSL2(L[J+]) is a
well-defined map on W itself. Moreover, the matrix of ZgmSL2(L[J+]) for the generators S is diagonaliz-
able. Actually, using any kind of symbolic computation software, like SageMath [Sag18], we find that
ZgmSL2(L[J+]) = PDP−1, where
D = (q3 − q)

q2 − 1 0 0 0 0 0 0 0
0 −q − 1 0 0 0 0 0 0
0 0 −q − 1 0 0 0 0 0
0 0 0 −q − 1 0 0 0 0
0 0 0 0 q − 1 0 0 0
0 0 0 0 0 q − 1 0 0
0 0 0 0 0 0 q − 1 0
0 0 0 0 0 0 0 0

P =

1 1 0 0 1 0 0 1
1 0 1 0 0 1 0 1
q2 − 1 −q − 1 0 0 q − 1 0 0 0
q2 − 1 0 −q − 1 0 0 q − 1 0 0
q2 qq−1
q
q−1 0 0 0 1 1
0 0 0 1 12 q
1
2 q
1
2 q − 32 0
0 0 0 −1 12 q 12 q 12 q − 32 0
q − qq−1 − qq−1 0 0 0 1 q

The suggestive form of these matrices deserves an explanation.
3.4.4 The genus tube
In this section, we discuss the case of the holed torus tube L : (S1, ?) → (S1, ?), see Sections 1.3.2
and 3.2.1 for the precise definition. As described there, the standard TQFT induces a morphism
ZSL2(L) : KMSL2 → KMSL2 . This morphism has been implicitly studied in the articles of [LMnN13]
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and [MMn16b] (see also [MMn16a]). However, there, the approach was focused on computing Hodge
monodromy representations of representation varieties since the TQFT formalism was not known at
that time. Despite of that, as we saw in Section 2.4, Hodge monodromy representation has a direct
interpretation in terms of K-theory classes of mixed Hodge modules.
Using this interpretation, in this section we will show that the computations of [MMn16b] is nothing
but the calculation of the geometric TQFT as above, with some peculiarities. For a while, let us
consider the general case of an arbitrary (reductive) group G. As explained in 3.2.1, ZG(L) = q! ◦ p∗
with p : G4 → G given by p(a, g, h, b) = a and q : G4 → G given by q(a, g, h, b) = ba[g, h]b−1 (beware of
the change of notation for the arguments). Hence, ZG(L)
g = (q!p
∗)g. In order to compute it explicitly,
recall that we have a pullback diagram
G7 //

G4
q

G4 p
// G
where the upper arrow is (a, g, h, g′, h′, b, b′) 7→ (b−1ab, b−1gb, b−1hb, b) and the leftmost arrow is
(a, g, h, g′, h′, b, b′) 7→ (a[g, h], g′, h′, b′). Repeating the procedure, we have that ZG(L)g = (βg)! ◦ (αg)∗
where αg, βg : G
3g+1 → G are given by
αg(a, g1, h1, g2, . . . , gg, hg, b1, . . . , bg) = bg · · · b1ab−11 · · · b−1g ,
βg(a, g1, h1, g2, . . . , gg, hg, b1, . . . , bg) = a
g∏
i=1
[gi, hi].
In particular, ZG(L)
g ◦ZG(D)(1) = R
(
G3g
∣∣G) under the projection γg(g1, h1, . . . , gg, hg, b1, . . . , bg) =
βg(1, g1, h1, . . . , gg, hg, b1, . . . , bg) =
∏
i≥1[gi, hi].
Let us come back to the case G = SL2(C). The aim of the paper [MMn16b], as iniciated in [LMnN13],
is to compute, for g ≥ 0, the Hodge monodromy R (Yg/Z2|Bt) where
Yg =
{
(A1, B1, . . . , Ag, Bg, λ) ∈ SL2g2 × (C∗ − {±1})
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = Dλ
}
,
and the action of Z2 on Yg is −1 ·(Ai, Bi, λ) = (P0AiP−10 , P0BiP−10 , λ−1), where P0 ∈ SL2 is the matrix
of Section 3.4 and the projection wg : Yg/Z2 → Bt is wg(Ai, Bi, λ) = λ+λ−1. In [MMn16b], it is proven
that R (Yg/Z2|Bt) ∈ W|Bt ⊆ KM[SL2/SL2] for all g ≥ 0. Here, W|Bt denotes the submodule of W
generated by TBt , S±2 and S2⊗S−2. Moreover, they proved that there exists a module homomorphism
M :W|Bt →W|Bt such that, for all g ≥ 1
R (Yg/Z2|Bt) = M (R (Yg−1/Z2|Bt)) .
Remark 3.4.12. • Strictly speaking, the paper [MMn16b] performs this computation seeing the
Hodge monodromy representation as an element of the representation ring of Bt = C − {±2}
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and focusing on Deligne-Hodge polynomials. However, if we reinterpret the representation ring
as mixed Hodge modules (see Section 2.4) a complete review of that paper shows that, formally,
all the computations are valid as elements of KMBt = KMC−{±2}, seen as a KHS-module. For
that reason, under this interpretation, [MMn16b] proves the claimed result.
• In the paper [MMn16b], the variety Yg is denoted by X
g
4. However, we will not use this notation
since it is confusing with ours.
Lemma 3.4.13. Let Xg =
{
(Ai, Bi) ∈ SL2g2 |
∏g
i=1[Ai, Bi] ∈ D
}
and consider ωg : Xg → D given by
ωg(Ai, Bi) =
∏g
i=1[Ai, Bi]. Then, tr
∗R (Yg/Z2|Bt) = R (Xg|D).
Proof. We have a pullback diagram
Yg/Z2 //
ωg

Yg/Z2
wg

D ⊆ SL2 tr // Bt
where the pullback variety is
Yg/Z2 =
{
((Ai, Bi, λ), P ) ∈ Yg/Z2 ×D
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = Dλ ∼ P
}
,
with map Yg/Z2 → D given by projection over the last variable. Here, (Ai, Bi, λ) ∈ Yg/Z2 denotes
the class of (Ai, Bi, λ) ∈ Yg under the action of Z2. Now, consider the auxiliar varieties
Yg/Z2
′
=
{
(Ai, Bi, λ,Q) ∈ (Yg × SL2) /Z2
∣∣∣∣∣
g∏
i=1
[Ai, Bi] = Dλ
}
,
X ′g =
{
(Ai, Bi, Q) ∈ Xg × SL2/Z2
∣∣∣∣∣ Q−1
g∏
i=1
[Ai, Bi]Q = Dλ
}
,
where Z2 acts on SL2 by −1 · Q = QP0. These varieties have morphisms Yg/Z2′ → Yg/Z2 and
X ′g → Xg given by (Ai, Bi, λ,Q) 7→ ((Ai, Bi, λ), QDλQ−1) and (Ai, Bi, Q) 7→ (Ai, Bi), both with
trivial monodromy and fiber C∗.
Moreover, we have an isomorphism ϕ : Yg/Z2
′ → X ′g given by ϕ(Ai, Bi, λ,Q) = (QAiQ−1, QBiQ−1, Q),
which fits in a commutative diagram with fibrations as rows
C∗ // Yg/Z2
′ //
OO
ϕ

Yg/Z2
C∗ // X ′g // Xg
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Therefore, since isomorphisms do not change Hodge monodromy representations, we have
tr ∗R (Yg/Z2|Bt) = R
(
Yg/Z2
∣∣∣D) = 1
q − 1R
(
Yg/Z2
′∣∣∣D) = 1
q − 1R
(
X ′g
∣∣D) = R (Xg|D) ,
as we wanted to prove. 
Corollary 3.4.14. For all g ≥ 0, we have
ZgmSL2(L) (R (Yg−1/Z2|Bt)) |Bt = (q3 − q) η (R (Yg/Z2|Bt)) .
Proof. If we compute the right hand side, we have η (R (Yg/Z2|Bt)) = tr ! ◦ tr ∗ (R (Yg/Z2|Bt)) =
R (Xg|Bt), by the previous Lemma, where the projection is tr ◦ ωg : Xg → Bt.
On the other hand, the left hand side can be rewritten as ZgmSL2(L) (R (Yg−1/Z2|Bt)) |Bt = tr ! ◦
ZSL2(L)◦tr ∗ (R (Yg−1/Z2|Bt)) |Bt = tr !◦ZSL2(L) (R (Xg−1|D)) |Bt . Observe that γ−1g (D) = Xg×SLg2
so R (Xg|D) = 1(q3−q)g (γg|γ−1g (D))!Q = 1(q3−q)g (ZSL2(L)g ◦ Z(D)(1)) |D. Using that, we finally obtain
that
tr ! ◦ ZSL2(L) (R (Xg|D)) =
1
(q3 − q)g−1 tr ! ◦ ZSL2(L)
[
ZSL2(L)
g−1 ◦ Z(D)(1)] |D
=
1
(q3 − q)g−1 tr ! [ZSL2(L)
g ◦ Z(D)(1)] |D = (q3 − q) tr ! (R (Xg|D))
= (q3 − q)R (Xg|Bt) .
This proves the desired equality. 
Corollary 3.4.15. The morphism M :W|Bt →W|Bt satisfies that (q3 − q)M = η−1 ◦ ZgmSL2(L)|Bt.
Proof. By the results of [MMn16b], the set {R (Yg/Z2|Bt)}g≥0 generate the same submodule as
TBt , S2, S−2 and S2 ⊗ S−2. Therefore, since R (Yg/Z2|Bt) = M (R (Yg−1/Z2|Bt)), from Proposi-
tion 3.4.14 we obtain that (q3 − q)η ◦M = ZgmSL2(L) on the submodule generated by TBt , S2, S−2 and
S2 ⊗ S−2. 
Indeed, in [MMn16b], Section 9, a larger homomorphism M :W →W is defined for which the previous
one is just its restriction to W|Bt . The explicit expression of M in the set of generators W is
q4 + 4q3 q3 − q q5 − 2q4 − 4q3 q5 + 3q4 q6 − 2q5 − 4q4 −q5 − 4q4 2q5 − 7q4 − 3q3 −5q4 − q3
−q2 − 4q +2q2 + 3q −q3 − 3q2 +3q2 + 2q +4q2 + q +7q2 + q +5q2 + q
q3 − q q4 + 4q3 q5 + 3q4 q5 − 2q4 − 4q3 q6 − 2q5 − 4q4 2q5 − 7q4 − 3q3 −q5 − 4q4 −5q4 − q3
−q2 − 4q −q3 − 3q2 +2q2 + 3q +3q2 + 2q +7q2 + q +4q2 + q +5q2 + q
q3 − 2q2 q3 + 3q2 q5 + q4 q5 − 3q3 q6 − 2q5 − 3q4 −q5 + 2q4 −q5 − q4 −2q4 − q3
−3q +3q2 + 3q −6q2 +q3 + 3q2 −4q3 + 3q2 −4q3 + 6q2 +3q2
q3 + 3q2 q3 − 2q2 q5 − 3q3 q5 + q4 q6 − 2q5 − 3q4 −q5 − q4 −q5 + 2q4 −2q4 − q3
−3q −6q2 +3q2 + 3q +q3 + 3q2 −4q3 + 6q2 −4q3 + 3q2 +3q2
q3 q3 q5 − 3q3 q5 − 3q3 q6 − 2q5 − 2q4 −q5 − q4 −q5 − q4 −2q4
+4q3 + q2 +2q3 +2q3
−3q 3q2 3q2 + 3 −6q2 −3q3 + 3q2 4q4 − 6q3 + 4q2 −8q3 + 6q2 −3q3 + 3q2
3q2 −3q −6q2 3q3 + 3q −3q3 + 3q2 −8q3 + 6q2 4q4 − 6q3 + 4q2 −3q3 + 3q2
−1 −1 2q2 2q2 −4q2 + 2 −2q2 + q + 1 −2q2 + q + 1 q4 − 2q2
+2q + 1

.
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Analogous (and simpler) calculations can be done as in Corollary 3.4.14 in order to show that (q3 −
q)η ◦M(T±1) = ZgmSL2(L)(T±1) and (q3− q)η ◦M(T±) = Z
gm
SL2
(L)(T±). Hence, (q3− q)η ◦M = ZgmSL2(L)
on the whole W. This proves the following result.
Corollary 3.4.16. The morphism M :W →W satisfies that (q3 − q)M = η−1 ◦ ZgmSL2(L).
Corollary 3.4.16 can be restated as that M : W0 → W0 is (up to a constant) the left tr -reduction
of the standard TQFT, as explained in Remark 1.3.15. However, we have chosen to consider right
tr -reductions in Section 3.3.3 since they are more natural from the geometric point of view. In any
case, from this expression we can recover the geometric TQFT as ZgmSL2(L) = (q
3 − q)ηM . Hence, in
the set of generators S, the matrix of ZgmSL2(L) is
(q3 − q)2

q + 4 1 q2 − 2q − 3 q2 + 3q q3−2q2−3q−2 −q
2 − 4q − 1 2q2 − 7q − 1 −5q − 1
1 q + 4 q2 + 3q q2 − 2q − 3 q3−2q2−3q−2 2q
2 − 7q − 1 −q2 − 4q − 1 −5q − 1
q2 − 2q − 3 q2 + 3q q4+q3
+3q+3
q4 − 3q2 − 6q q5−2q4−3q3
+q2+3q
−q4+2q3
−4q2+3q
−q4−q3
−4q2+6q −2q
3 − q2 + 3q
q2 + 3q q2 − 2q − 3 q4 − 3q2 − 6q q4+q3
+3q+3
q5−2q4−3q3
+q2+3q
−q4−q3
−4q2+6q
−q4+2q3
−4q2+3 q −2q
3 − q2 + 3q
q2 + 1 q2 + 1 q4 − 2q2 q4 − 2q2 q5−2q4−q3
+2q2−2
−q4−q3
+q2−q−1
−q4−q3
+q2−q−1
−2q3
+q2−2q−1
0 3q 3q2 −3q −3q2 4q3 − 6q2 −4q2 −3q2
3q 0 −3q 3q2 −3q2 −4q2 4q3 − 6q2 −3q2
q q q3 q3 q
4−2q3
−q2−2q −q
3 − q2 − q −q3 − q2 − q q3 − 2q2 − q

.
Analogous calculation can be done to obtain ZgmSL2(T ) = (q3 − q)ηMη−1.
Let Σg be the closed surface of genus g ≥ 0. For the parabolic data Λ = {{−Id} , [J+], [J−]} we
consider a parabolic structure on Σg, Q = {(p1, [C1]), . . . , (ps, [Cs])}, where Ci = J+, J− or −Id and
p1, . . . , ps ∈ Σg. Let us denote by r+ be the number of [J+] in Q, r− the number of [J−] and t the
number of −Id (so that r+ + r− + t = s). Set r = r+ + r− and σ = (−1)r−+t.
Theorem 3.4.17. The K-theory image of the cohomology of XSL2(C)(Σg, Q) is
• If σ = 1, then
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
(
q2 − 1)2g+r−1q2g−1 + 1
2
(q − 1)2g+r−1q2g−1(q + 1)(22g + q − 3)
+
(−1)r
2
(q + 1)2g+r−1q2g−1(q − 1)(22g + q − 1).
• If σ = −1, then
[
H•c
(
XSL2(C)(Σg, Q)
)]
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Proof. By Theorem 3.2.10, we have that
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
1
(q3 − q)g+sZ
gm
SL2
(D†) ◦ZgmSL2(L[Cs]) ◦ . . . ◦Z
gm
SL2
(L[C1]) ◦ZgmSL2(L)g ◦Z
gm
SL2
(D)(1).
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Moreover observe that, as ZgmSL2 is an almost-TQFT and the strict tubes commute, all these linear
morphisms commute. Hence, we can group the −Id and J− tubes together and, using that ZgmSL2(L−Id)◦
ZgmSL2(L−Id) = (q3 − q)21KMSL2 and Z
gm
SL2
(L−Id) ◦ ZgmSL2(L[J−]) = (q3 − q)Z
gm
SL2
(L[J+]), we finally have:
• If σ = 1, then all the −Id tubes cancel so we have
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
1
(q3 − q)g+rZ
gm
SL2
(D†) ◦ ZgmSL2(L[J+])r ◦ Z
gm
SL2
(L)g ◦ ZgmSL2(D)(1).
Now, observe that, as ZgmSL2(L) and Z
gm
SL2
(L[J+]) commute, they can be simultaneously diago-
nalized. Hence, there exists P,A,B : W0 → W0 such that PAP−1 = ZgmSL2(L) and PBP−1 =
ZgmSL2(L[J+]). Therefore, we have that
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
1
(q3 − q)g+rZ
gm
SL2
(D†)PBrAgPZgmSL2(D)(1).
From the matrices of ZgmSL2(L) and Z
gm
SL2
(L[J+]) for the set of generators S, the matrices P,A and
B can be explicitly calculated with a symbolic computation software (like SageMath [Sag18]).
Using that matrices, and recalling that ZgmSL2(D) and Z
gm
SL2
(D†) are the inclusion and projection
onto T1 respectively, the calculation follows.
• If σ = −1, then all the −Id tubes cancel except one, so we have
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
1
(q3 − q)g+r+1Z
gm
SL2
(D†)◦ZgmSL2(L−Id)◦Z
gm
SL2
(L[J+])
r◦ZgmSL2(T )g◦Z
gm
SL2
(D)(1).
Again, decomposing PAP−1 = ZgmSL2(T ) and PBP−1 = Z
gm
SL2
(L[J+]), we obtain that
[
H•c
(
XSL2(C)(Σg, Q)
)]
=
1
(q3 − q)g+r+1Z
gm
SL2
(D†)ZgmSL2(L−Id)PBrAgPZ
gm
SL2
(D)(1).
Hence, using a symbolic computation software, the result follows.

Remark 3.4.18. When interpreting q as a variable, the previous polynomials are also the Deligne-
Hodge polynomials of the parabolic representations varieties with q = uv. This is due to the fact that
e (q) = e ([H•c (C)]) = uv.
Under this point of view, the results of Theorem 3.4.17 generalize the previous work on Deligne-Hodge
polynomials of parabolic representation varieties to the case of an arbitrary number of marked points.
For genus g = 1, 2 and one marked point in the class [J±] (i.e. r+ = 1 or r− = 1), this Theorem agrees
with the calculations of [LMnN13], Sections 4.3, 4.4, 11 and 12. For arbitrary genus and one marked
point, this result agrees with [MMn16b], Proposition 11. Finally, for the case g = 1 and two marked
points in the classes [J±], this Theorem agrees with the computations of [LMn14], Section 3.

Chapter 4
Topological Geometric Invariant
Theory
4.1 Review of Geometric Invariant Theory
Except when explicitly said, along this section and sections 4.2 and 4.2.2, we will work over an
arbitraty algebraically closed field k. In this section, we will review some of the most important
notions of Geometric Invariant Theory (GIT for short). The definitions are essentially the ones used
in Newstead’s book [New78].
In order to fix some notation, given an algebraic group G acting algebraically on a variety X we will
denote by Gx (or by [x] when G is clear from the context) the orbit of x ∈ X and by Gx (or by [x]) its
Zariski closure. In general, the space of orbits X/G has no structure of algebraic variety so we need
to consider more subtle quotients.
Recall that a categorical quotient of X by G is a G-invariant regular morphism pi : X → Y onto some
algebraic variety Y such that, for any G-invariant regular morphism f : X → Z, with Z and algebraic
variety, there exists a unique regular morphism f˜ : Y → Z such that the following diagram commutes
X
f //
pi

Z
Y
f˜
>>
Using this universal property, it follows that the categorical quotient, if exists, is unique up to regular
isomorphism.
Remark 4.1.1. Along this paper, we will always work with categorical quotients within the category
of algebraic varieties and regular morphisms. However, sometimes in the literature, larger categories
are considered.
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Example 4.1.2. Let X = Spec(R) be an affine algebraic variety, where R is a finitely generated
torsion-free k-algebra. By considering R as the algebra of regular functions on X, the action of G on
X induces an action on R. By Nagata’s theorem (see [Nag64] or Theorem 3.4 of [New78]), if G is
reductive (i.e. if its radical is isomorphic to a torus group) then the ring of G-invariant elements of R,
RG, is finitely generated. Therefore, taking Y = Spec(RG), the inclusion RG ↪→ R induces a regular
morphism pi : X → Y that can be shown to be a categorical quotient.
The definition of a categorical quotient does not say anything about the geometry of Y . Trying to
capture these geometric properties, a regular morphism pi : X → Y is called a good quotient if it
satisfies:
i) pi is G-invariant.
ii) pi is surjective.
iii) For any open set U ⊆ Y , pi induces an isomorphism
pi∗ : OY (U)
∼=−→ OX(pi−1(U))G ⊆ OX(pi−1(U)),
where OX is the sheaf of regular functions on X.
iv) If W ⊆ X is a closed G-invariant set, then pi(W ) ⊆ Y is closed.
v) Given two closed G-invariant subsets W1,W2 ⊆ X, W1∩W2 = ∅ if and only if pi(W1)∩pi(W2) = ∅.
If pi : X → Y is a good quotient, then it is a categorical quotient (see Corollary 3.5.1 of [New78]). On
the other side, the categorical quotients described in Example 4.1.2 actually are good quotients (see
Theorem 3.5 of [New78]).
The last useful standard quotient considered in the literature is the so-called geometric quotient. It
is a good quotient pi : X → Y such that, for any y ∈ Y , pi−1(y) = Gy. This last condition is
sometimes referred to as an orbit space. Obviously, geometric quotients are categorical so they are
unique. Observe that, from the properties of good quotients, a geometric quotient is the same as a
good quotient in which the action of G on X is closed (i.e. Gx is a closed subset of X for all x ∈ X).
Remark 4.1.3. Sometimes in the literature, good quotients are referred to as good categorical quo-
tients and geometric quotients are called good geometric quotients. Moreover, some authors (notably
[New78]) add to the definition of good quotient the requirement that pi is affine. The inclusion of this
hypothesis is purely technical and is only useful for proving some restrictions to the existence of geo-
metric quotients (see Proposition 3.24 and Remark 3.25 of [New78]). In particular, it has no influence
in the validity of existence results. Actually, the addition of this hypothesis is not too restrictive since
most times it can be taken for granted (see Propositions 0.7 and 0.8 of [MFK94]).
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In this framework, GIT deals with the problem of existence of these quotients for the action of a
reductive group G on an algebraic variety X. Suppose also that the action of G is linearizable,
meaning that there exists a line bundle L→ X with a fiberwise linear action of G compatible with the
one on X. Observe that, if L is ample, then some tensor power of L gives an embedding X ↪→ PN for
N large enough. In this setting, the linearization reduces to a linear representation G → GLN+1(k)
such that, when restricted to X ⊆ PN , gives the original action.
If L → X is a fixed linearization of the action of G, then a point x ∈ X is called semi-stable if there
exists a G-invariant section f of Lr for some r > 0 such that f(x) 6= 0 and Xf = {x ∈ X | f(x) 6= 0} ⊆
X is affine. If the action of G on Xf is, in addition, closed and dimGx = dimG, then x is called
stable. The set of semi-stable and stable points are open subsets of X and we will denote them by
XSS and XS , respectively.
With these definitions, the most important result of GIT about the existence of quotients says that if
G is a reductive group acting via a linearizable action on a (quasi-projective) variety X, then there
exists a good quotient on XSS that restricts to a geometric quotient on XS . It is customary to call
this good quotient the GIT quotient and denote it by XSS → X  G, or XSS  G when we want to
emphasize that it is defined only on XSS . The proof of this result is just an appropriate gluing of the
good quotients constructed in Example 4.1.2 for an affine covering of XSS . Despite that, a priori, the
result of this gluing is an algebraic scheme, if we push forward the ample line bundle L|XSS → XSS
to X G we obtain an ample line bundle there that embedds it into the projective space, turning the
scheme into a variety.
Remark 4.1.4. There is another important class of points on X, called the poly-stable points on X
and denoted by XPS . These are the points x ∈ X such that there exists a G-invariant section f of
Lr for some r > 0 with f(x) 6= 0, Xf affine and the action of G on Xf is closed. Hence, stable points
are nothing but poly-stable points with orbits of full dimension (actually, poly-stable points are just
called stable on [MFK94]). The closure of the orbit of each (semi-stable) point contains exactly one
poly-stable point so the orbits of poly-stable points are in natural bijection with the GIT quotient.
However, XPS ⊆ X may be not open nor closed, as it happens for XSS and XS , so they are less useful
for GIT considerations.
4.2 Pseudo-quotients and stratification of algebraic quotients
Let pi : X → Y be a good quotient. If U ⊆ Y is an open subset, then the restriction pi : pi−1(U)→ U
is again a good quotient (see Theorem 3.10 of [New78]). However, if we take a closed set W ⊆ Y , the
restriction pi : pi−1(W )→W could be no longer a good quotient. However, the topological properties
of the good quotient remain valid when restricted to pi−1(W ), so it is useful to collect them as a kind
of weaker quotient.
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Definition 4.2.1. Let X be an algebraic variety with an action of an algebraic group G. A pseudo-
quotient for the action of G on X is a surjective G-invariant regular morphism pi : X → Y such that,
for any disjoint G-invariant closed sets W1,W2 ⊆ X, pi(W1) ∩ pi(W2) = ∅.
Remark 4.2.2. Suppose that pi : X → Y is a pseudo-quotient:
i) Let x1, x2 ∈ X. Since pi is G-invariant, pi maps every point of Gxi into the same point of Y
(i.e. pi(xi)). Therefore, since the Gxi are closed G-invariant sets, Gx1 ∩ Gx2 = ∅ if and only if
pi(x1) 6= pi(x2).
ii) Let W ⊆ X be a G-invariant closed set and suppose that pi(W ) were not closed. Then, for any
y ∈ pi(W )−pi(W ), we would have that pi−1(y) and W are closed G-invariant sets so {y}∩pi(W ) =
∅, which is a contradiction. Thus, the image of any G-invariant closed set is closed. In particular,
good quotients are pseudo-quotients.
iii) Let U ⊆ Y be an open set and let pi∗ : OY (U) → OX(pi−1(U)) be the induced ring mor-
phism. Since pi is G-invariant, this morphism factorizes through the inclusion OX(pi−1(U))G ⊆
OX(pi−1(U)) so it defines a ring morphism pi∗ : OY (U) → OX(pi−1(U))G. However, in contrast
with good quotients, we requiere no longer this morphism to be an isomorphism. For all these
reasons, a pseudo-quotient is a regular map satisfying conditions i), ii), iv) and v) of a good
quotient, but maybe failing iii).
iv) If pi : X → Y is a pseudo-quotient and W ⊆ X is a closed G-invariant set, then the restriction
pi : W → pi(W ) is also a pseudo-quotient. For open sets, an easy adaptation of Lemma 3.6 of
[New78] shows that, if U ⊆ Y is an open set, then pi : pi−1(U)→ U is a pseudo-quotient.
Definition 4.2.3. Let X be a variety and let G be an algebraic group acting on X. A subset A ⊆ X
is said to be orbitwise-closed if, for any a ∈ A, Ga ⊆ A. Analogously, A is said to be completely
orbitwise-closed if both A and X −A are orbitwise-closed.
Example 4.2.4. A closed invariant subset is orbitwise-closed. An open orbitwise-closed set is com-
pletely orbitwise-closed.
Lemma 4.2.5. Let G be an algebraic group acting on a variety X and let pi : X → Y be a pseudo-
quotient.
i) If A ⊆ X is completely orbitwise-closed, then it is saturated for pi, i.e. pi−1(pi(A)) = A.
ii) If U is open and orbitwise-closed, then pi(U) is open. Moreover, pi|U : U → pi(U) is a pseudo-
quotient.
Proof. For i), trivially, A ⊆ pi−1(pi(A)). For the other inclusion, if x ∈ pi−1(pi(A)) then pi(x) = pi(a)
for some a ∈ A. Hence, since pi is a pseudo-quotient, Gx ∩ Ga 6= ∅ which implies that x ∈ A since
A is completely orbitwise-closed. For ii), observe that, by Remark 4.2.2 ii), if we set W = X − U ,
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then pi(W ) is closed so Y − pi(W ) is open. But, since U is completely orbitwise-closed and pi is
surjective, Y = pi(U) unionsq pi(W ), so pi(U) = Y − pi(W ) is open. Finally, the fact that pi|U : U → pi(U) is
a pseudo-quotient follows from Remark 4.2.2 iv) since U is saturated. 
Example 4.2.6. In contrast with categorical quotients, pseudo-quotients may not be unique. As
an example, let us take X = A2 and G = k∗ acting by λ · (x, y) = (λx, λ−1y), for λ ∈ k∗ and
(x, y) ∈ A2. Since the ring of G-invariant regular functions on X is OX(X)G = k[xy], standard GIT
results show that the inclusion k[xy] ↪→ k[x, y] = OX(X) induces a good quotient pi : X → A1. Now,
let C =
{
y2 = x3
} ⊆ A2 be the nodal cubic curve. The map α : A1 → C, α(t) = (t2, t3), is a regular
bijective morphism so α ◦ pi : X → C is a pseudo-quotient for X. However, C is not isomorphic to A1
since C is not normal.
4.2.1 Uniqueness of pseudo-quotients
The previous Example 4.2.6 is general in the way that, if pi : X → Y is a pseudo-quotient and
α : Y → Y ′ is any regular bijective morphism, then α ◦ pi : X → Y ′ is also a pseudo-quotient.
However, this non-uniqueness of pseudo-quotients is, in some sense, the typical case. We are going
to devote the rest of this section to study this kind of uniqueness properties. The first result in this
direction is the following.
Proposition 4.2.7. Let X be an algebraic variety acted on by an algebraic group G. Suppose that
pi : X → Y and pi′ : X → Y ′ are pseudo-quotients and that pi is a categorical quotient. Then, there
exists a regular bijective morphism α : Y → Y ′.
Proof. By definition, the map pi′ : X → Y ′ is G-invariant so, using the categorical property of Y , it
defines a regular map α : Y → Y ′ such that pi′ = α ◦ pi. The surjectivity of α follows from the one
of pi′. For the injectivity, suppose that α(y) = α(y′) for some y, y′ ∈ Y . Then, there exists x, x′ ∈ X
such that y = pi(x) and y′ = pi(x′) so pi′(x) = α(pi(x)) = α(pi(x′)) = pi′(x′). Thus, since pi′ is a
pseudo-quotient, Gx ∩Gx′ 6= ∅ so y = pi(x) = pi(x′) = y′. 
If there exists a pseudo-quotient pi : X → Y which is also categorical, we will say that X admits a cat-
egorical pseudo-quotient. Observe that, if that occurs, any categorical quotient of X is automatically
a pseudo-quotient. This happens, for example, if G is a reductive group acting linearly on X and all
the points of X are semi-stable for the action.
In order to obtain stronger results about uniqueness of pseudo-quotients, for the rest of the section we
will suppose that k is an algebraically closed field of characteristic zero.
Remark 4.2.8. i) If there exists a regular bijective morphism α : X → Y between algebraic vari-
eties, then X and Y define the same element in the K-theory of algebraic varieties (see Remark
2.1.15). This is a consequence of the fact that, in characteristic zero, every dominant injective
regular morphism is birational (essentially, because every field extension is separable and, thus,
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the degree of α is the degree of the field extension K(X)/K(Y )). Thus, there exists proper
subvarieties X ′ ⊆ X and Y ′ ⊆ Y such that X − X ′ and Y − Y ′ are isomorphic. Therefore,
arguing inductively on X ′ and Y ′, there exists a stratification of X and another one for Y with
isomorphic pieces by pairs. Hence, in the K-theory of algebraic varieties, X and Y define the
same object.
ii) If α : X → Y is a regular bijective morphism and Y is normal then, indeed, α is an isomorphism.
To check that, observe that, as we argued above, α is a birational equivalence. Then, by Zariski’s
main theorem (see [Gro05]), α is a regular isomorphism of X with some open subvariety V ⊆
Y . But, since α is surjective, V = Y , proving that α was an isomorphism. In particular, if
pi : X → Y ′ is a pseudo-quotient with Y ′ normal and the action on X admits a categorical
pseudo-quotient X → Y then Y ∼= Y ′ and pi is categorical too.
In the general case, it can happen that the categorical quotient does not exist. Even in this case, in
characteristic zero it is possible to compare pseudo-quotients. The key point is the following proposition
that adapts Proposition 0.2 of [MFK94] to the context of pseudo-quotients. Also, compare it with
Remark 4.2.8 above.
Proposition 4.2.9. Let pi : X → Y be a pseudo-quotient for the action of some algebraic group G on
X. If X is irreducible and Y is normal, then pi is a good quotient.
Proof. As we mentioned in Remark 4.2.2 iii), it is enough to prove that, for any open set U ⊆ Y , the
induced ring morphism pi∗ : OY (U)→ OX(pi−1(U))G ⊆ OX(pi−1(U)) is an isomorphism. Recall that,
since pi is G-invariant, pi∗ (OY (U)) ⊆ OX(pi−1(U))G. Moreover, since pi is surjective, pi∗ is injective.
In order to prove the surjectivity of pi∗, let f : pi−1(U) → k = A1 be a regular G-invariant function.
We want to show that f can be lifted to a regular morphism f˜ : U → A1 such that f = f˜ ◦ pi. The
only possible candidate is f˜(y) = f(x) for any x ∈ pi−1(y), which is well-defined since pi is a pseudo-
quotient. Observe that f˜ is continuous in the Zariski topology. To check that, let W ⊆ A1 a closed
set. Then, the set f−1(W ) is a closed G-invariant set so, by Remark 4.2.2 ii), pi(f−1(W )) ⊆ U is
closed. But, by construction, pi(f−1(W )) = f˜−1(W ), proving the continuity of f˜ .
Therefore, it is enough to prove that f˜ : U → A1 is regular. For this purpose, construct the morphism
pi′ = f × pi : pi−1(U) → A1 × U and let U ′ ⊆ A1 × U be the closure of pi′(pi−1(U)). Denoting by
p1 : A1×U → A1 and p2 : A1×U → U the first and second projections respectively and ω = p2|U ′ we
have a commutative diagram
pi−1(U) pi
′
//
pi
##
f
&&
U ′ 
 //
ω

A1 × U p1 // A1
U
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Observe that, in order to finish the proof, it is enough to prove that ω is an isomorphism, since, in
that case f˜ = p1 ◦ω−1 would be regular. First of all, ω is surjective since pi is. Moreover, ω is injective
on pi′(pi−1(U)) ⊆ U ′ since, for any x, x′ ∈ pi−1(U), if ω(pi′(x)) = ω(pi′(x′)) then pi(x) = pi(x′) which
happens if and only if Gx ∩ Gx′ 6= ∅. In that case, since f is G-invariant, f(x) = f(x′) and, thus,
pi′(x) = (f(x), pi(x)) = (f(x′), pi(x′)) = pi′(x′).
Therefore, in order to conclude that ω is bijective, it is enough to prove that pi′ is surjective. Let
A = U ′−pi′(pi−1(U)) which can be described as the set of points z ∈ U ′ such that, for any x ∈ pi−1(U)
with pi(x) = ω(z), it holds pi′(x) 6= z. Using the continuity of f˜ , we can rewrite A as the open set
A =
{
(l, y) ∈ U ′ | f˜(y) 6= l
}
.
Thus, if A was non-empty, then, since pi′(pi−1(U)) ⊆ U ′ is dense, pi′(pi−1(U)) ∩ A 6= ∅, which is
impossible.
Hence, pi′ is surjective and, thus, ω : U ′ → U is a regular bijective morphism. But, since the char-
acteristic of k is zero, as mentioned in Remark 4.2.8, Zariski’s main theorem implies that ω is an
isomorphism, as desired. 
Corollary 4.2.10. Let X be an algebraic variety with an action of an algebraic group G. For any
pseudo-quotients pi1 : X → Y1 and pi2 : X → Y2, the varieties Y1 and Y2 define the same element in
the K-theory of algebraic varieties.
Proof. First of all, observe that, restricting to the irreducible components of X if necessary, we can
suppose that X is irreducible. Let Y
′
i ⊆ Yi be the open subset of normal points of Yi for i = 1, 2.
Since the pi−1i (Y
′
i ) ⊆ X are open orbitwise-closed sets, U = pi−11 (Y
′
1 ) ∩ pi−12 (Y
′
2 ) ⊆ X is an open
orbitwise-closed set. Therefore, the restrictions pii|U : U → pii(U) ⊆ Y ′i are pseudo-quotients onto
normal varieties so, by Proposition 4.2.9, they are good quotients. In particular, they are categorical
quotients so, by uniqueness, pi1(U) is isomorphic to pi2(U).
Therefore, proceding inductively on X − U , we find a stratification Y1 = Z1 unionsq . . . unionsq Zs and Y2 =
Zˆ1 unionsq . . . unionsq Zˆs such that Zj is isomorphic to Zˆj for j = 1, . . . , s, so they define the same object in the
K-theory of algebraic varieties. 
4.2.2 Stratification techniques
In this section, we will show that the previous results can be used to reconstruct the quotient of an
algebraic variety from the corresponding quotients of the pieces of a suitable decomposition. This
kind of arguments will be very useful in the following computations. Except when explicitly noted,
the arguments of this section works on any algebraically closed ground field k.
Theorem 4.2.11. Let X be an algebraic variety with an action of an algebraic group G with a pseudo-
quotient pi : X → X. Suppose that we have a decomposition X = Y unionsqU where Y is a closed subvariety
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and U is an open orbitwise-closed subvariety. Then, we have a decomposition
X = pi(Y ) unionsq pi(U)
where pi(U) ⊆ X is open, pi(Y ) ⊆ Y is closed and the maps pi|U : U → pi(U) and pi|Y : Y → pi(Y ) are
pseudo-quotients.
Furthermore, if k has characteristic zero then, for any pseudo-quotients Y → Y and U → U , we have
that [X] = [Y ] + [U ] in the K-theory of algebraic varieties.
Proof. The decomposition X = pi(Y ) unionsq pi(U) and properties of pi(Y ) and pi(U) follows immediately
from the surjectivity of pi together with Remark 4.2.2 iv) and Lemma 4.2.5 ii). For the last part, use
Corollary 4.2.10. 
Remark 4.2.12. Along this remark, with the notations of Theorem 4.2.11, suppose that pi : X → X is
good.
• In that case, pi|U : U → pi(U) is also good. However, a priori nothing more can be said about
the closed part pi|Y : Y → pi(Y ).
• Furthermore, if pi(Y ) is normal and k has characteristic zero, then, for any categorical quotients
Y → Y and U → U we have X = Y unionsq U . It follows immediately from the uniqueness of
categorical quotients together with the observation that the pseudo-quotient pi|Y : Y → pi(Y ) is
good by Proposition 4.2.9.
Example 4.2.13. The hypothesis that pi : X → X is a pseudo-quotient is needed in Theorem 4.2.11,
even if k = C. Consider G = C and X = A2 with the action λ · (x, y) = (x, y + λx), for λ ∈ C and
(x, y) ∈ A2. Recall that G is not reductive, so classical GIT theory does not garantee that a good
quotient for the action exists. Actually, the map pi : X → X = A1, pi(x, y) = x, is a categorical
quotient but is not a pseudo-quotient so it is not good.
Let us take U = {x 6= 0} ⊆ X and Y = {x = 0} ⊆ X. Observe that U is orbitwise-closed (actually,
the full action is closed), the restriction pi|U : U → U = pi(U) = A1 − {0} is a good quotient and
pi(Y ) = {0}. On the other hand, the identity map Y → Y is a categorical pseudo-quotient for the
trivial action of G on Y but [X] 6= [Y ] + [U ] (it can be checked using the Deligne-Hodge polynomial)
so the conclusion of Theorem 4.2.11 fails.
Another useful application of pseudo-quotients arises when we we find a subset of an algebraic variety
that concentrates the action. In this case, we can obtain much information of the pseudo-quotients of
the whole variety from the ones of these special subvarieties.
Proposition 4.2.14. Let X be an algebraic variety with an action of an algebraic group G. Suppose
that there exists a subvariety Y ⊆ X and an algebraic subgroup H ⊆ G such that:
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i) Y is orbitwise-closed for the action of H.
ii) For any x ∈ X, Gx ∩ Y 6= ∅.
iii) For any W1,W2 ⊆ Y closed (in Y ) H-invariant subsets, we have W1 ∩W2 6= ∅ if and only if
GW1 ∩GW2 6= ∅.
Such a pair (Y,H) is called a core. Suppose that there exists a pseudo-quotient pi : X → X for the
action of G on X. Then, pi restricts to a pseudo-quotient pi|Y : Y → X for the action of H on Y .
Proof. For the surjectivity of pi|Y , take x ∈ X. Since pi is surjective, x = pi(x) for some x ∈ X and, by
hypothesis ii), there exists y ∈ Y such that Gy ∩Gx 6= ∅. Thus, pi(y) = pi(x) = x.
Now, let W1,W2 ⊆ Y be two disjoint closed H-invariant subsets. If pi(W1) ∩ pi(W2) 6= ∅, then
pi−1
(
pi(W1)
)
∩ pi−1
(
pi(W2)
)
6= ∅. But we claim that pi−1
(
pi(Wi)
)
= GWi, so this is impossible. In
order to check that, observe that the inclusion GWi ⊆ pi−1
(
pi(Wi)
)
is trivial. For the other inclusion,
since GWi is a closed G-invariant set, then pi(GWi) is a closed subset containing pi(Wi) and, thus,
pi(Wi) ⊆ pi(GWi) which implies that pi−1
(
pi(Wi)
)
⊆ pi−1 (pi(GWi)) = GWi, as desired. 
As a final remark, observe that the results about uniqueness of pseudo-quotients are good enough
to prove equality of a generalized Euler characteristic E (see 2.1.15) since we have uniqueness of the
K-theory class (Corollary 4.2.10). Therefore, rephrasing the results above, we obtain:
• Let X be an algebraic variety with an action of an algebraic group G. Then, for any pseudo-
quotients pi : X → Y and pi′ : X → Y ′ (categorical or not) we have E (Y ) = E (Y ′). It follows
from Corollary 4.2.10.
• Let X be an algebraic variety with a decomposition X = Y unionsq U with Y ⊆ X closed and U ⊆ X
an open orbitwise-closed subset. Then, for any pseudo-quotients X → X, Y → Y and U → U we
have E
(
X
)
= E
(
Y
)
+E
(
U
)
. It follows from Theorem 4.2.11. In particular, if G is a reductive
group acting linearly on X and X = Xss, we can consider the usual GIT quotients, which are
good, so we have an equality of generalized Euler characteristics
E (X G) = E (Y G) + E (U G) .
• If (Y,H) is a core for the action of G on X then, for any pseudo-quotient Y → Y we have
E
(
X
)
= E
(
Y
)
. It follows from Proposition 4.2.14.
We will focus our attention to Deligne-Hodge polynomials, which are a generalized Euler characteristic
(Definition 2.2.16). Even more, we will need a subtler analysis of how Deligne-Hodge polynomial
behaves for geometric quotiens. To do so, have to show that such geometric quotient is actually a
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principal bundle. This is precisely the content of the so-called Luna’s slice theorem, whose proof can
be found in [Lun73] (see also [Dre04], Proposition 5.7).
Theorem 4.2.15 (Luna’s slice theorem). Let X be an affine variety with an action of an algebraic
reductive group G on it. Let X0 ⊆ X the set of points where the action of G is free and closed
(on X). Then, X0 is open and saturated for the GIT quotient pi : X → X  G and the restriction
pi|X0 : X0 → pi(X0) is a principal G-bundle of analytic spaces.
Corollary 4.2.16. With the notations and hypothesis of Theorem 4.2.15, if U ⊆ X0 is a G-invariant
open set, then pi|U : U → pi(U) = U G is a principal G-bundle. Moreover, if G is connected, we have
e (U G) = e (U) /e (G).
Proof. By Luna’s slice theorem 4.2.15, pi|X0 : X0 → pi(X0) is a principal G-bundle. Since U is an
orbitwise-closed open set, Lemma 4.2.5 i) implies that U is saturated and pi(U) is open. In that
setting, the restriction pi|U : U → pi(U) is also a principal G-bundle. For the last part, just use
Remark 2.5 of [LMnN13] to observe that pi|U has trivial monodromy, so e (U) = e (G) e (U G). 
4.3 GIT properties of character varieties
In this section, we will review some well-known results about the structure of representation varieties
that will be also useful to fix the notation. We will work on an arbitrary algebraically closed field k.
Recall from Section 3.1 that, for a finitely generated group Γ and an algebraic group G, the represen-
tation variety of Γ into G is denoted by XG(Γ) = Hom (Γ, G). The GIT quotient of the representation
variety is RG(Γ) = XG(Γ)G, the so-called character variety as explained in Section 3.1.2. The aim of
this chapter is to study the properties of this quotient and to show how to compute the Deligne-Hodge
polynomial of RG(Γ) from the Hodge structures of XG(Γ) that we computed in Theorem 3.4.17.
We will focus on the cases of Example 3.1.4, that is Γ = Fn, the free group with n generators, for which
the representation variety will be shorten Xn(G) = XG(Fn) = G
n or just Xn. The other important
case will be for Γ = pi1(Σg), the fundamental group of the genus g compact surface. In that case, we
will shorten the associated representation variety by Xg(G) = XG(pi1(Σg)), or even just Xg, and the
corresponding character variety by Rg(G) or just Rg.
4.3.1 Stability of representation varieties
Before studying the general case of representation varieties, let us consider a simpler case. Fixed an
integer m ≥ 1, consider the action of GLm(k) on itself by conjugation, that is P · X = PXP−1 for
P,X ∈ GLm(k). This action is linearizable since, if Mm is the vector space of m×m matrices, then,
for any P ∈ GLm(k), the map A1k ⊕Mm → A1k ⊕Mm given by λ + X 7→ λ + P · X = λ + PXP−1
is linear and commutes with homotheties. Hence, we can see GLm(k) as a quasi-affine variety of
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P(k ⊕Mm) = Pm2k in which the action by commutation is the restriction of a linear one. In other
words, L = OPm2k (1)|GLm(k) → GLm(k) is an ample G-line bundle compatible with the conjugacy
action.
Actually, the same holds for any linear algebraic group G ⊆ GLm(k) and its action by conjugation.
For that, let i : G → GLm(k) be the embedding of G as linear group. Since conjugation is just twice
product on the group, i is a G-equivariant map for the conjugacy action. Hence, if L → GLm(k) is
the linearization of the action above, then L′ = i∗L → G is a linearization for the action of G by
conjugation. Moreover, since L is ample, L′ is too.
Proposition 4.3.1. Let Γ be a finitely generated group and let G be a linear algebraic group. Then,
the action of G on XG(Γ) is linearizable via an ample line bundle.
Proof. As we mentioned above, XG(Γ) ⊆ Xn(G) = Gn for some n > 0, so it is enough to prove it in
the free case. In that situation, just take the line bundle
⊗n
i=1 pi
∗
i L
′ → Xn(G) where pii : Gn → G is
the i-th projection and L′ → G is the line bundle constructed above. 
Recall that a linear representation ρ : Γ → GL(V ), where V is a finite dimensional k-vector space, is
said to be reducible if there exists a proper Γ-invariant subspace of V . If G is a linear group, we can
see G ⊆ GLm(k) for m large enough, so it also make sense to speak about reducible G-representations.
With this definition, we have a decomposition
XG(Γ) = X
r
G(Γ) unionsq XirG(Γ),
where XrG(Γ) ⊆ XG(Γ) is the closed subvariety of reducible representations and XirG(Γ) the open set of
irreducible ones.
Proposition 4.3.2. Let XGLm(k)(Γ)
S and XGLm(k)(Γ)
SS be the set of stable and semi-stable points,
respectively, of XGLm(k)(Γ) under the action of GLm(k) by conjugation. Then, we have XGLm(k)(Γ)
SS =
XGLm(k)(Γ) and XGLm(k)(Γ)
S = XirGLm(k)(Γ).
Proof. We will use the Hilbert-Mumford criterion of stability (see [New78], Theorem 4.9). Recall that
this criterion says that A ∈ XGLm(k)(Γ)S (resp. A ∈ XGLm(k)(Γ)SS) if and only if µ(A, λ) > 0 (resp.
≥ 0) for all 1-parameter subgroups λ : k∗ → GLm(k), where µ(A, λ) is the minimum α ∈ Z such that
lim
t→0
tαλ(t) ·A exists.
Let us prove that all the elements of XGLm(k)(Γ) are semi-stable. Given a 1-parameter subgroup
λ : k∗ → GLm(k), pick a regular function α : k∗ → k∗ such that α(t)m = detλ(t) for all t ∈ k∗. In
this case, λ(t) = α(t)−1λ(t) ∈ SLm(k) for all t ∈ k∗, so it is a 1-parameter subgroup of SLm(k). By
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[New78], Theorem 4.11, there exists P ∈ SLm(k) such that
P−1λ(t)P =

ts1 0 · · · 0
0 ts2 · · · 0
...
. . .
...
0 . . . tsm
 =: Ds1,...,sm(t)
for some s1 ≥ s2 . . . ≥ sm ∈ R, not all zero, and
∑
i si = 0. Now, given A ∈ XGLm(k)(Γ), we have that
λ(t) ·A = λ(t)Aλ(t)−1 = λ(t)Aλ(t)−1 = PDs1,...,sm(t)P−1APDs1,...,sm(t)−1P−1.
Hence, without loss of generality, we can suppose that λ(t) = Ds1,...,sm(t). Let A = (A1, . . . , An) ∈
XGLm(k)(Γ), where Al =
(
ali,j
)
for 1 ≤ l ≤ n. A direct computation shows that the (i, j)-entry of
λ(t) · Al is ali,jtsi−sj . In particular, all the elements in the diagonal and under it are multiplied by tβ
with β ≤ 0. Since at least one of them have to be non-zero, lim
t→0
tαλ(t) ·A cannot exist if α < 0. Hence,
µ(A, λ) ≥ 0 for all 1-parameter subgroups, proving that all the points are semi-stable.
For the stable points, suppose that A = (A1, . . . , An) is reducible with a proper invariant subspace of
dimension k < m. In that case, maybe after conjugation, we can get that the entries ali,j = 0 for i > k
and j ≤ k. Taking λ(t) = Ds1,...,sm(t) with si = 1/k for i ≤ k, and si = −1/(m− k) for i > k, we have
that all the non-zero entries of λ(t) · Al are multiplied by tβ with β ≥ 0. Hence, lim
t→0
λ(t) · A exists so
µ(A, λ) = 0 and A cannot be stable.
On the other hand, if A ∈ Xn is not stable, then lim
t→0
λ(t) · A exists for some 1-parameter subgroup
λ(t). As we explained above, maybe after conjugate A, we can suppose that λ(t) = Ds1,...,sm(t). In
that case, λ(t) · A cannot have non-zero entries with a factor tβ with β < 0, which is possible if and
only if there is 1 ≤ k < m such that s1 = s2 = . . . = sk > sk+1 = . . . = sm and all the entries ali,j with
i > k and j ≤ k of A vanish, that is, if and only if A has a proper invariant subspace. 
Corollary 4.3.3. Let Γ a finitely generated group and G a linear algebraic group. Then all the points
of XG(Γ) are semi-stable for the action of G by conjugation and XG(Γ)
S = XirG(Γ)
Proof. For the first part, observe that the inclusion G ⊆ GLm(k) induces a natural inclusion XG(Γ) ⊆
XGLm(k)(Γ). Hence, since all the points of XGLm(k)(Γ) are semi-stable for the conjugacy action of
GLm(k), the same holds for XG(Γ). For the stable points, just use the same argument than above
taking into account that the reducibility of a representation does not change after a conjugation. 
By definition, the action of G on the stable locus is closed. However, we cannot expect that the action
of G there was free because all the elements in the center of G, G0 ⊆ G, act trivially. However, it
turns out that, along the irreducible representations, the action of G/G0 is, indeed, free.
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Proposition 4.3.4. Suppose that k is an algebraically closed field. The action of G/G0 on the ir-
reducible representations XirG(Γ) is free. In particular X
ir
G(Γ) → XirG(Γ)  (G/G0) is a free geometric
quotient.
Proof. Suppose that G ⊆ GLm(k) for m large enough. Let A = (A1, . . . , An) ∈ XirG(Γ) and suppose
that P ∈ G satisfies P · A = A, that is, PAiP−1 = Ai for all i or, equivalently, PAi = AiP , i.e. Ai
and P commutes. We are going to prove that there exists a basis v1, . . . , vm ∈ km of eigenvectors of
P with the same eigenvalue. In that case, P would be a multiple of the identity so P ∈ G0.
To do so, let v1 ∈ km − {0} be an eigenvector of P with eigenvalue λ ∈ k. Since A is irreducible,
the matrices Ai cannot have a common eigenvector so Ajv1 6∈ 〈v1〉 for some 1 ≤ j ≤ n. Moreover,
since P and Aj commutes, Ajv1 is also an eigenvector of P of eigenvalue λ and we set v2 = Ajv1.
By induction, suppose that we have build v1, . . . , vl a set of linearly independent eigenvectors of P of
eigenvalue λ with l < m. Since A is irreducible, Ajvi 6∈ 〈v1, . . . , vl〉 for some 1 ≤ i ≤ l and 1 ≤ j ≤ n.
Hence, Ajvi is an eigenvector of P of eigenvalue λ linearly independent with v1, . . . , vm, so we can set
vl+1 = Ajvi. 
Remark 4.3.5. • If G ⊆ GL2(k), then a representation ρ : Γ→ G is reducible if and only if all the
elements of ρ(Γ) have a common eigenvector.
• By [Bor91] Proposition 1.10, every affine group is linear so the previous results automatically
holds for affine groups.
4.4 Deligne-Hodge polynomials of SL2(C)-character varieties
For the rest of the paper, we will work within the ground field k = C and we will focus on the algebraic
group G = SL2(C). For short, we will just denote by SL2 = SL2(C) and PGL2 = PGL2(C).
The center of SL2 are the matrices ±Id so the action of SL2 by conjugation descends to an action of
SL2/ {±Id} = PGL2. Hence, given a finitely generated group Γ, we have a decomposition XSL2(Γ) =
XrSL2(Γ) unionsq XirSL2(Γ). The first stratum of this decomposition is a closed set and the second stratum is
an open set with a geometric free action of PGL2. Observe that two representations of XSL2(Γ) are
conjugated by an element of GL2 if and only if they are so by an element of SL2, so the conjugacy
classes agree. In particular, A ∈ XSL2(Γ) is reducible if and only if it is SL2-conjugate to a upper
triangular element.
Proposition 4.4.1. Let Γ be a finitely generated group. Suppose that A ∈ XSL2(Γ) has non trivial
isotropy for the action of PGL2. Then, A is conjugate to an element of the following classes:((
±1 α1
0 ±1
)
, . . . ,
(
±1 αn
0 ±1
))
or
((
λ1 0
0 λ−11
)
, . . . ,
(
λn 0
0 λ−1n
))
,
for αi ∈ C and λi ∈ C∗ = C− {0}.
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Proof. By Proposition 4.3.4, A must be reducible so, after conjugation, we can suppose that
A = (A1, . . . , An) =
((
λ1 α1
0 λ−11
)
, . . . ,
(
λn αn
0 λ−1n
))
.
If all λi = ±1, then A belongs to the first class. Hence, we can suppose that λj 6= ±1 for some
1 ≤ j ≤ n. In that case, conjugating with
P0 =
1 αjλj−λ−1j
0 1

we obtain that αj = 0 so Aj is a diagonal matrix. We claim that, after such a conjugation, all the
αi must vanish so A is of the second class. Otherwise, since P0 preserves upper triangular matrices,
there must be another upper triangular non-diagonal matrix Ak. In that case, if P ∈ SL2 fixes A,
we obtain in particular that P stabilices both a diagonal matrix and a non-diagonal upper triangular
matrix. But this is only possible if P = ±Id. 
Given a finitely generated group Γ, let us denote by XUSL2(Γ) the representations that have the form
of the first class and not of the second class and let XυSL2(Γ) be the union of the orbits of elements
of XUSL2(Γ). Analogously, we will denote by X
D
SL2
(Γ) the representations that has the form of only
the second class and by XδSL2(Γ) their orbits. Finally, X
ι
SL2
(Γ) will be the representations that belong
to both classes. Observe that the action of SL2 on the later stratum is trivial. Setting X
%
SL2
(Γ) =
XrSL2(Γ)− XυSL2(Γ)− XδSL2(Γ)− XιSL2(Γ) we obtain a stratification
XSL2(Γ) = X
ir
SL2(Γ) unionsq XυSL2(Γ) unionsq XδSL2(Γ) unionsq XιSL2(Γ) unionsq X%SL2(Γ).
Observe that this stratification also decomposes XSL2(Γ) in terms of the conjugacy classes of the
stabilizers for the action of SL2. To be precise, the stabilizer of the points of X
υ
SL2
(Γ) and XδSL2(Γ) are
conjugated to the subgroups of SL2
Stab J+ =
{(
±1 β
0 ±1
)
, β ∈ C
}
Stab Dλ =
{(
µ 0
0 µ−1
)
, µ ∈ C∗
}
,
respectively, where Dλ is the diagonal matrix with eigenvalues λ
±1. For the stratum XιSL2(Γ), the
action is trivial and for the strata XirSL2(Γ) and X
%
SL2
(Γ) the action of PGL2 is free.
Remark 4.4.2. The stratification considered in this paper is strongly related to the so-called Luna’s
stratification for XSL2(Γ) (see [Lun72] and [Lun73], also Section 6.9 of [VP89]). In this case, the Luna
strata are XυSL2(Γ), X
δ
SL2
(Γ), XιSL2(Γ) and X
ir
SL2
(Γ) ∪ X%SL2(Γ).
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4.4.1 Free groups
Let us fix Γ = Fn, the free group of n generators, and recall that we abbreviate Xn = XSL2(Fn). In
this case, the stratification considered above has the following properties:
• Xυn . Given A = (A1, . . . , An) ∈ Xυn , let((
1 α1
0 1
)
, . . . ,
(
n αn
0 n
))
be the element of XUn conjugate to A with i = ±1 and αi ∈ C not all zero. Observe that such
an element of XUn is unique up to simultaneous rescalling of the upper triangular components
αi. Thus, the SL2-orbit of A, [A], is the set of reducible representations (B1, . . . , Bn) ∈ Xn with
a double eigenvalue such that, in their upper triangular form,((
1 β1
0 1
)
, . . . ,
(
n βn
0 n
))
there exists λ 6= 0 such that (α1, . . . , αn) = λ(β1, . . . , βn). Then, taking λ→ 0, we find that the
closure of the orbit, [A], is precisely set of reducible representations with double eigenvalue such
that their upper triangular components satisfy (α1, . . . , αn) = λ(β1, . . . , βn) for some λ ∈ C. In
particular, for λ = 0 we have that (1Id, . . . , nId) ∈ [A].
The Deligne-Hodge polynomial of this stratum can be computed observing that the tuple (α1, . . . , αn) ∈
Cn−{0} determines the diagonal form up to projectivization. Hence, we obtain a regular fibra-
tion
C∗ −→ SL2/Stab J+ × {±1}n × (Cn − {0}) −→ Xυn .
Observe that this fibration is locally trivial in the Zariski topology so, by [LMnN13], this fibration
has trivial monodromy and, thus
e (Xυn) = e ({±1}n) e
(
CPn−1
)
e (SL2/Stab J+) = 2
n(q2 − 1)q
n − 1
q − 1 .
• Xδn. Given A = (A1, . . . , An) ∈ Xδn, let((
λ1 0
0 λ−11
)
, . . . ,
(
λn 0
0 λ−1n
))
be the element of XDn conjugate to A with λi ∈ C∗ and not all equal to ±1. In order to compute
the Deligne-Hodge polynomial of this stratum, recall that the diagonal form of an element of Xδn
is determined up to permutation of the columns, so we have a double covering
SL2/Stab Dλ × ((C∗)n − {(±1, . . . ,±1)}) −→ Xδn.
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Therefore, we obtain that
Xδn =
SL2/Stab Dλ ×
(
(C∗)n − {(±1, . . . ,±1)} )
Z2
.
Using Example 2.4.17, its Deligne-Hodge polynomial is
e
(
Xδn
)
=
q3 − q
2
(
(q − 1)n−1 + (q + 1)n−1)− 2nq2.
• Xιn. Here, the action of SL2 is trivial so, in particular, the action is closed. This stratum consists
of 2n points, so e (Xιn) = 2
n.
• X%n. This is the set of reducible representations, not completely reducible, such that some matrix
has no double eigenvalue. Given A ∈ X%n, A is conjugate to an element of the form((
λ1 α1
0 λ−11
)
, . . . ,
(
λn αn
0 λ−1n
))
,
where the vector (α1, . . . , αn) is determined up to the action of U = C∗ × C by
(µ, a) · (α1, . . . , αn) =
(
α1µ
2 − aµ (λ1 − λ−11 ) , . . . , αnµ2 − aµ (λn − λ−1n ))
Observe that, since A 6∈ XDn , we must have (µ, a) · (α1, . . . , αn) 6= (0, . . . , 0) for all (µ, a) ∈ U .
This vanishing can happen if and only if (α1, . . . , αn) = λ(λ1 − λ−11 , . . . , λn − λ−1n ) for some
λ ∈ C. Therefore, the allowed values for (α1, . . . , αn) lie in Cn − l, where l ⊆ Cn is the line
spanned by (λ1 − λ−11 , . . . , λn − λ−1n ). Thus, we have regular fibration
U −→ PGL2 × Ω pi−→ X%n,
where Ω ∼= ((C∗)n − {±1, . . . ,±1} ) × (Cn − l) is the set of allowed values for the eigenvalues
and the antidiagonal component. Hence, the Deligne-Hodge polynomial of this stratum is
e (X%n) =
q3 − q
(q − 1)q ((q − 1)
n − 2n) (qn − q) .
From this analysis, it is possible to describe the GIT quotient Xn  SL2 quite explicitly. First of all,
recall that we have a decomposition Xn = X
r
n unionsq Xirn with Xirn an open subvariety. Since SL2 is a
reductive affine group, by the results of Section 4.2.2, we have
e (Xn  SL2) = e (Xrn  SL2) + e (Xirn  SL2) .
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The action of PGL2 on X
ir
n is closed and free, so the Deligne-Hodge polynomial of the quotient can
be computed by Corollary 4.2.16, obtaining
e
(
Xirn  SL2) = e (Xirn )e (PGL2) = e
(
Xirn
)
q3 − q .
The computation of e
(
Xirn
)
can be done using the analysis above since Xirn = Xn−Xυn−Xδn−Xιn−X%n.
Using that e (Xn) = e (SL2)
n = (q3 − q)n, we find that
e
(
Xirn
)
= 2nq2 − 1
2
(
q3 − q)((q + 1)n−1 + (q − 1)n−1)
− (2nq + (q − 1)nqn − (q − 1)nq − 2n)(q + 1)− 2n + (q3 − q)n.
On the other hand, for Xrn the situation is more involved since the action is very far from being closed.
Actually, we are going to show that (XDn ,Z2) is a core for the action of SL2 on Xrn. For that, we need
a preliminary result about the behaviour of the orbits.
Proposition 4.4.3. Let W ⊆ XDn (SL2) be a closed set. For any A ∈ [W ] we have that [A] ∩W 6= ∅.
Proof. Since W is closed, it is the zero set of some regular functions f1, . . . , fr : X
D
n
∼= (C∗)n → C.
Since O(C∗)n((C∗)n) = C[λ1, λ−11 , . . . , λn, λ−1n ], after multiplying by some polynomials we can suppose
that fi ∈ C[λ1, . . . , λn]. Now, let us consider the algebraic variety
Ω =
{
(Ai, λi, v) ∈ Xn × (C∗)n ×
(
C2 − {0}) ∣∣∣∣∣ Aiv = λivfi(λ1, . . . , λn) = 0
}
⊆ Xn × Cn+2.
Now, let p : Xn × Cn+2 → Xn be the projection onto the first factor, and let W ′ = p(W ). Observe
that, if A = (A1, . . . , An) ∈ W ′, then the matrices Ai have a common eigenvector so A is reducible.
Hence,
QAQ−1 =
((
λ1 a1
0 λ−11
)
, . . . ,
(
λn an
0 λ−1n
))
for some Q ∈ SL2 and satisfying fi(λ1, . . . , λn) = 0. Therefore, taking Pm =
(
m−1 0
0 m
)
we have
(PmQ) ·A→
((
λ1 0
0 λ−11
)
, . . . ,
(
λn 0
0 λ−1n
))
∈ XDn ,
for m→∞. That diagonal element is in the analytic closure of [A] and, thus, also in the Zariski one.
Moreover, fi(λ1, . . . , λn) = 0, so this element belongs to W . Therefore, [A] ∩W 6= ∅. Hence, in order
to finish the proof, it is enough to show that [W ] ⊆W ′. Trivially, [W ] ⊆W ′, so it is enough to prove
that W ′ is closed.
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To do so, let us consider the projectivization of Ω to the closed projective set
Ω˜ =
{
(Ai, [µ0 : µ1 : . . . : µn], v¯) ∈ Xn × Pn × P1
∣∣∣∣∣ Aiµ0v = µivf˜i(µ0, . . . , µn) = 0
}
⊆ Xn × Pn × P1,
where f˜i denotes the homogenization of the polynomial fi. Any element (Ai, [µ0 : µ1 : . . . : µn], v¯) ∈ Ω˜
must have µ0 6= 0 so there are no points at infinity. Hence, we can also write W ′ = ρ(Ω˜) where
ρ : Xn × Pn × P1 → Xn is the first projection. Recall that projective spaces are universally closed, so
ρ is closed and, thus, W ′ = ρ(Ω˜) is closed, as we wanted. 
Corollary 4.4.4. Consider the action of Z2 on XDn by permutating the columns. Then (XDn ,Z2) is a
core for the action of SL2 on X
r
n.
Proof. First, observe that the orbit of an element of XDn by the action of Z2 is finite, so the action
is automatically closed and, thus, part i) of Proposition 4.2.14 holds. For part ii), observe that,
for any A ∈ Xrn, taking Q and Pm as in the proof of Proposition 4.4.3, we see that [A] ∩ XDn 6= ∅.
This intersection consists of, at most, two points uniquely determined by the eigenvalues of A so, in
particular, they are Z2-equivalent.
In order to prove condition iii), let W1,W2 ⊆ XDn be two Z2-invariant disjoint closed subsets and
suppose that A ∈ [W1]∩ [W2]. By Proposition 4.4.3, we have [A]∩W1 6= ∅ and [A]∩W2 6= ∅. However,
this cannot happen since the elements of [A]∩XDn are Z2-equivalent and W1,W2 are Z2-invariant and
disjoint. Thus, [W1] ∩ [W2] = ∅, proving condition iii). This proves that (XDn ,Z2) is a core. 
Corollary 4.4.5. The Deligne-Hodge polynomial of the GIT quotient of the reducible stratum is
e (Xrn  SL2) = 12 ((q − 1)n + (q + 1)n) .
Proof. Observe that Z2 is a reductive group so the GIT quotient of XDn by Z2 exists and is a pseudo-
quotient. Hence, by Proposition 4.2.14 and the results of Section 4.2.2, we have that e (Xrn  SL2) =
e
(
XDn  Z2). For computing this last polynomial, observe that XDn = (C∗)n and use the calculations
of [MMn16b] (see also Example 2.4.17). 
After this analysis, we have computed the Deligne-Hodge polynomials of both strata so, adding up
the contributions we obtain that
e (Xn  SL2) = 1
2
(q + 1)n−1q +
1
2
(q − 1)n−1q − (q − 1)n−1qn−1 + (q3 − q)n−1.
Remark 4.4.6. This result agrees with the computations of [LMn16] and [CL14]. Actually, the argu-
ment is, somehow, parallel to the one in the former paper.
Remark 4.4.7. From the analysis of this section, it is also possible to study the case in which Γ = Zn
is the free abelian group with n generators and G = SLm. Observe that, in this case, XSLm(Zn)
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is the set of tuples of n pairwise commutating matrices of SLm. Since commutating matrices share
a common eigenvector, all the representations of XSLm(Zn) are reducible so XSLm(Zn) = XrSLm(Z
n).
Hence, analogously to Corollary 4.4.4, (XDSLm(Z
n), Sm) is a core for X
r
SLm
(Zn), where Sm acts on
XDSLm(Z
n) = (C∗)n(m−1) by permutation of the eigenvalues. Hence, we obtain that
XSLm(Zn)  SLm = (C∗)n(m−1)  Sm.
Analogously, for G = GLm(C), we obtain that XGLm(C)(Zn) GLm(C) = (C∗)nm  Sm. This reproves
Theorem 5.1 of [FS17]. In the case m = 2, the Deligne-Hodge polynomial of these character varietes
can be computed by means of Example 2.4.17, obtaining that
e (XSL2(Zn)  SL2) = e ((C∗)n  Z2) = 12 ((q − 1)n + (q + 1)n) ,
e (XGL2(Zn) GL2) = e ((C∗)2n  Z2) = 12 ((q − 1)2n + (q + 1)2n) .
In the higher rank case, we need to use stronger results about equivariant cohomology in order to
compute the corresponding quotient by Sm. This is, precisely, the strategy accomplished in [FS17].
4.4.2 Surface groups
In this section, we will consider the case Γ = pi1(Σg), where Σg is the genus g ≥ 1 compact surface.
Recall that, for short, we will denote the associated SL2-representation variety by Xg = XSL2(pi1(Σg))
and its GIT quotient Rg = Xg  SL2. We have that Xg ⊆ X2g as a closed subvariety.
In order to identify the elements of Xg, let us denote the set of upper triangular matrices of Xn by
XUTn
∼= (C∗)n × Cn and XUTg = XUT2g ∩ Xg. Given A ∈ XUT2g , say
A =
((
λ1 α1
0 λ−11
)
,
(
µ−11 β1
0 µ1
)
, . . . ,
(
λg αg
0 λg
)
,
(
µg βg
0 µg
))
with λi, µi ∈ C∗ and αi, βi ∈ C, a straighforward computation shows that A ∈ XUTg if and only if
g∑
i=1
λiµi
( (
µi − µ−1i
)
βi −
(
λi − λ−1i
)
αi
)
= 0.
In particular, this implies that, for the strata given by Proposition 4.4.1, we have XUg = X
U
2g, X
D
g = X
D
2g
and Xιg = X
ι
2g. Let pi ⊆ C2g be the (αi, βi)-plane defined by the previous equation for fixed (λi, µi).
• For Xrg, observe that, using the equality XDg = XD2g and Corollary 4.4.4, we obtain that (XDg ,Z2)
is a core for the action. Therefore, since XD2g = (C∗)n, we have
e
(
Xrg  SL2) = e ((C∗)2g  Z2) = 12 ((q − 1)2g + (q + 1)2g) .
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• For Xirg , observe that, since Xir2g is an open set of X2g in which the action of PGL2 is closed and
free, and Xg ⊆ X2g is closed, then Xirg = Xir2g ∩Xg is an open subset of Xg with a closed and free
action. Therefore, Corollary 4.2.16 gives us that
e
(
Xirg  SL2) = e (Xirg )e (PGL2) = e
(
Xirg
)
q3 − q .
In order to complete the calculation, it is enough to compute e
(
Xirg
)
. For this purpose, we will
use that Xirg = Xg − Xυg − Xδg − Xιg − X%g and count.
– Xυg . In this case, since X
U
g = X
U
2g and Xg is SL2-invariant, we have that X
υ
g = X
υ
2g.
Therefore,
e
(
Xυg
)
= e
(
Xυ2g
)
= 22g(q2 − 1)q
2g − 1
q − 1 .
– Xδg. Again, X
D
g = X
D
2g and, thus, X
δ
g = X
δ
2g. Therefore,
e
(
Xδg
)
= e
(
Xδ2g
)
=
q3 − q
2
(
(q − 1)2g−1 + (q + 1)2g−1)− 22gq2.
– Xιg. Again, X
ι
g = X
ι
2g, which are 2
2g matrices so e
(
Xιg
)
= 22g.
– X%g. In this case, any element is conjugated to one of the form((
λ1 α1
0 λ−11
)
,
(
µ−11 β1
0 µ1
)
, . . . ,
(
λg αg
0 λg
)
,
(
µg βg
0 µg
))
,
with (λ1, µ1, . . . , λg, µg) ∈ (C∗)2g−{(±1, . . . ,±1)} and (α1, β1, . . . , αg, βg) ∈ pi− l where l is
the line spanned by (λ1−λ−11 , µ1−µ−11 , . . . , λg −λ−1g , µg −µ−1g ). Thus, we have a fibration
U −→ PGL2 × Ω −→ X%g,
where U = C × C∗ and Ω is a fibration with trivial monodromy pi − l → Ω → (C∗)2g −
{(±1, . . . ,±1)}. Using that e (pi) = q2g−1 and e (l) = q, the Deligne-Hodge polynomial is
e
(
X%g
)
=
q3 − q
(q − 1)q
(
(q − 1)2g − 22g) (q2g−1 − q) .
Therefore, putting all together we have that
e
(
Xrg
)
= (q + 1)(q − 1)2g (q2g−1 − q)+ q3 − q
2
(
(q − 1)2g−1 + (q + 1)2g−1)− 22g(q2 − 1).
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From [MMn16b], Proposition 11, we know that the Deligne-Hodge polynomial of the total space is
e (Xg) = 2
2g−1(q − 1)2g−1(q + 1)q2g−1 + 22g−1(q + 1)2g−1(q − 1)q2g−1
+
1
2
(q + 1)2g−1(q − 1)2q2g−1 + 1
2
(q − 1)2g−1(q + 1)(q − 3)q2g−1
+
(
q + q2 g−1
)(
q2 − 1)2 g−1.
So we finally find that
e (Rg) = 1
2
((
22g + 2 (q − 1)2g−2 + q − 1
)
q2g−2 + q2 + 2 (q − 1)2g−2 + q
)
(q + 1)2g−2
+
1
2
((
22g − 1)(q − 1)2g−2 − (q − 1)2g−2q − 22g+1)q2g−2 + 1
2
(q − 1)2 g−1q.
Remark 4.4.8. This result agrees with the one given in [MMn16b], Theorem 14, and in [BH17], Theorem
1.3.
4.5 Parabolic SL2(C)-character varieties
In this section, we will discuss the case of parabolic representation varieties. Recall from Section 3.1.2
that, given a finitely generated group Γ and an algebraic group G, a parabolic structure Q is a finite
set of pairs (γ, λ) where γ ∈ Γ and λ ⊆ G is a locally closed subset which is closed under conjugation.
The corresponding representation variety is
XG(Γ, Q) = {ρ ∈ XG(Γ) | ρ(γ) ∈ λ for all (γ, λ) ∈ Q} .
As a subvariety of XG(Γ), all the previous results about stability translate to parabolic representation
varieties. In this way, all the points of XG(Γ, Q) are semi-stable for this action, the stable points are
XirG(Γ, Q) = X
ir
G(Γ) ∩ XG(Γ, Q), in which the action of G/G0 is closed and free.
In this Section, we are going to focus in the following cases (cf. Example 3.1.6):
• Fix some elements h1, . . . , hs ∈ G and let [hi] be their conjugacy classes. Then, we take Γ = Fn+s
and Q = {(γ1, [h1]), . . . , (γs, [hs])}, where γ1, . . . , γs ∈ Fn+s is an independent set.
• Let Σ = Σg−{p1, . . . , ps} with pi ∈ Σg distinct points. As parabolic structure, we will take Q =
{(γ1, [h1]), . . . , (γs, [hs])} for some fixed elements hi ∈ G, where γi are the positive oriented loops
around pi. Observe that the epimorphism F2g+s → pi1(Σ) gives an inclusion XG(pi1(Σ), Q) ⊆
XG(F2g+s, Q).
As in the previous section, we will focus on the case k = C and G = SL2. In this paper, we are
going to study the parabolic character varieties whose parabolic data lie in the conjugacy classes of
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the matrices
J+ =
(
1 1
0 1
)
J− =
(
−1 1
0 −1
)
− Id =
(
−1 0
0 −1
)
.
As we will see, the most important case to be considered is to take the parabolic structure Q+s =
{(γ1, [J+]), . . . , (γs, [J+])}. The rest of cases can be easily obtained from this one, as shown in Section
4.5.3.
4.5.1 Free groups
For short, let us denote Xn,s = XSL2(Fn+s, Q
+
s ). As before, we have a stratification Xn,s = X
ir
n,sunionsqXrn,s.
Hence, by the results of Section 4.2.2, we have that
e (Xn,s  SL2) = e (Xirn,s  SL2)+ e (Xrn,s  SL2) .
Let us analyze each stratum separately.
• Xirn,s is again an open subvariety in which the the action of PGL2 is closed and free, so Corollary
4.2.16 gives us that
e
(
Xirn,s  SL2) = e (Xirn,s)e (PGL2) = e
(
Xirn,s
)
q3 − q .
In order to compute e
(
Xirn,s
)
we count:
– Xυn,s. In this case, X
U
n,s = {±1}n × (Cn × (C∗)s) and the action restricts to projectivizing
the second factor. Therefore,
e
(
Xυn,s
)
= 2n(q2 − 1)q
n(q − 1)s
q − 1 .
– Xδn,s. In this case, since J+ is not diagonalizable, X
D
n,s = ∅ so Xδn,s = ∅ and it makes no
contribution.
– Xιn,s. Again, it is empty so it makes no contribution.
– X%n,s. In this case, any element is conjugated to one of the form((
λ1 α1
0 λ−11
)
, . . . ,
(
λn αn
0 λ−1n
)
,
(
1 c1
0 1
)
, . . . ,
(
1 cs
0 1
))
with (λ1, . . . , λn) ∈ (C∗)n−{(±1, . . . ,±1)} and (α1, . . . , αn, c1, . . . , cs) ∈ Cn× (C∗)s. Thus,
we have a fibration
U −→ PGL2 × Ω −→ X%n,s,
where Ω =
(
(C∗)n−{(±1, . . . ,±1)} )×(Cn×(C∗)s). Observe that we do not need to remove
any antidiagonal value since the intersection of the line spanned by (λ1 − λ−11 , . . . , λn −
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λ−1n , 0, . . . , 0) with Cn × (C∗)s is empty. Hence, the Deligne-Hodge polynomial is
e
(
X%n,s
)
=
q3 − q
(q − 1)q ((q − 1)
n − 2n) qn(q − 1)s.
Therefore, putting all together we have that
e
(
Xrn,s
)
= (q − 1)n(q − 1)s(q + 1)qn.
Using that Xn,s = SL
n
2×[J+]s and e ([J+]) = (q2−1), we obtain that e (Xn,s) = (q3−q)n(q2−1)s,
so we finally find
e
(
Xirn,s
)
= (q − 1)n(q − 1)s ((q2 + q)n(q + 1)s − (q + 1)qn) .
• For Xrn,s the situation becomes completely different from the previous ones. As we have shown,
XDn,s = ∅ so it can be no longer a core for the action. The key point now is that, precisely for this
reason, the action of SL2 on X
r
n,s is closed. To be precise, let A ∈ Xrn,s ⊆ Xrn+s and let [A] be the
closure of its orbit in Xn+s. The difference [A]−[A] lies in XDn+s so, since XDn+s∩Xn,s = XDn,s = ∅,
the orbit of A is closed in Xrn,s. However, the action of PGL2 on X
r
n,s is not free everywhere so
we have to distinguish between two strata:
– X%n,s. Here, the action of PGL2 is free so, by Corollary 4.2.16, we have
e
(
X%n,s  SL2) = e (X%n,s)q3 − q = ((q − 1)n − 2n) qn−1(q − 1)s−1.
– Xυn,s. Here, the action of PGL2 is not free, but it has stabilizer isomorphic to Stab J+
∼= C.
The fact that [J+] ∼= SL2/Stab J+ implies that the GIT quotient Xυn,s → Xυn,s  SL2 is
a locally trivial fibration with fiber SL2/Stab J+ and trivial monodromy. Hence, we have
that
e
(
Xυn,s  SL2) = e (Xυn,s)q2 − 1 = 2nqn(q − 1)s−1.
Observe that we have used that e (SL2/Stab J+) = e (SL2) /e (Stab J+) = q
2 − 1.
We have a stratification Xrn,s = X
υ
n,s unionsqX%n,s, where X%n,s is open orbitwise-closed. Thus, we have
e
(
Xrn,s  SL2) = e (Xυn,s  SL2)+ e (X%n,s  SL2) = (2n + (q − 1)n−1)(q − 1)sqn−1.
Summarizing, the analysis above shows that
e (Xn,s  SL2) = 2n(q − 1)sqn−1 + (q3 − q)n−1(q2 − 1)s.
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4.5.2 Surface groups
Let Σ be the genus g compact surface with s punctures and let us denote Xg,s = XSL2(pi1(Σ), Q
+
s ). As
we mentioned in Section 4.2.2, the decomposition into reducible representations and irreducible ones
gives an equality
e (Xg,s  SL2) = e (Xrg,s  SL2)+ e (Xirg,s  SL2) .
In order to understand this stratification, observe that, as closed subvarieties of the one for the free
case, we have XDg,s = X
δ
g,s = X
ι
g,s = ∅. Let us define XUTn,s = XUTn+s ∩Xn,s and XUTg,s = XUT2g+s ∩Xg,s and
take A ∈ XUT2g,s, say
A =
((
λ1 α1
0 λ−11
)
,
(
µ−11 β1
0 µ1
)
, . . . ,
(
λg αg
0 λg
)
,
(
µg βg
0 µg
)
,
(
1 c1
0 1
)
, . . . ,
(
1 cs
0 1
))
,
with λi, µi ∈ C∗, αi, βi ∈ C and ci ∈ C∗. Then, we have that A ∈ XUTg,s if and only if
g∑
i=1
λiµi
( (
µi − µ−1i
)
βi −
(
λi − λ−1i
)
αi
)
+
s∑
i=1
ci = 0.
In particular, XDg,s = X
D
2g,s. Let us analyze each stratum separately.
• Xirg,s is again an open subvariety in which the the action of PGL2 is closed and free so Corollary
4.2.16 gives us that
e
(
Xirg,s  SL2) = e (Xirg,s)e (PGL2) = e (Xg,s)− e
(
Xrg,s
)
q3 − q .
The calculation of each of the strata of Xrg,s mimics the corresponding one for X
r
2g,s but taking
care of the previous equation.
– Xυg,s. In this case X
U
g,s = {±1}2g ×
(
C2g × pis
)
, where
pis =

s∑
j=1
cj = 0
∣∣∣∣∣∣ cj 6= 0
 .
In order to compute the Deligne-Hodge polynomial of this space, just observe that pis =
(C∗)s−1 − pis−1. Therefore, using the base case pi1 = ∅, we have
e (pis) = (q − 1)s−1 − e (pis−1) =
s−1∑
k=1
(−1)k+1(q − 1)s−k
= (−1)s
(
(1− q)s − 1
q
+ 1
)
.
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Observe that, as in the free case, the action of SL2 on X
U
g,s is just the projectivization on
Cn × pis so we obtain a fibration with trivial monodromy
C∗ −→ SL2
Stab J+
× {±1}2g × (C2g × pis) −→ Xυg,s.
Therefore, we have
e
(
Xυg,s
)
= 22g(q2 − 1) q
2g
q − 1
(
(−1)s
(
(1− q)s − 1
q
+ 1
))
.
– Xδg,s. This case makes no contribution since X
D
n,s = ∅.
– Xιg,s. Again, it is empty so it makes no contribution.
– X%g,s. In this case, any element is conjugated to one of the form((
λ1 α1
0 λ−11
)
, . . . ,
(
µg βn
0 µ−1g
)
,
(
1 c1
0 1
)
, . . . ,
(
1 cs
0 1
))
with (λ1, . . . , µg) ∈ (C∗)2g − {(±1, . . . ,±1)} and (α1, . . . , βg, c1, . . . , cs) ∈ Πs, where we
denote
Πs =
{
g∑
i=1
λiµi
( (
µi − µ−1i
)
βi −
(
λi − λ−1i
)
αi
)
+
s∑
i=1
ci = 0
}
,
for fixed (λi, µi). In order to compute the Deligne-Hodge polynomial of Πs observe that
Πs = C2g× (C∗)s−1−Πs−1. Using as base case that Π1 is C2g minus a hyperplane, we have
e (Πs) = q
2g(q − 1)s−1 − e (Πs−1)
= q2g
s∑
k=1
(−1)k+1(q − 1)s−k + (−1)sq2g−1 = q2g−1(q − 1)s.
Thus, we have a fibration
U −→ PGL2 × Ω −→ X%g,s,
where Πs → Ω→ (C∗)2g−{(±1, . . . ,±1)} is a fibration with trivial monodromy. Therefore,
the Deligne-Hodge polynomial is
e
(
X%g,s
)
=
q3 − q
(q − 1)q
(
(q − 1)2g − 22g) q2g−1(q − 1)s.
Therefore, putting all together, we obtain that
e
(
Xrg,s
)
= 22g (−1)s (q + 1)q2g
(
(−q + 1)s − 1
q
+ 1
)
−
(
22 g − (q − 1)2g
)
(q − 1)s(q + 1)q2g−1.
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In [GP18a], it is proven that the Deligne-Hodge polynomial of the whole representation variety
is
e (Xg,s) =
(
q2 − 1)2g+s−1q2g−1 + 1
2
(q − 1)2g+s−1q2g−1(q + 1)(22g + q − 3)
+
(−1)s
2
(q + 1)2g+s−1q2g−1(q − 1)(22g + q − 1).
Therefore, substracting the contribution of the previous strata, we obtain
e
(
Xirg,s
)
= 22g−1 (−1)s (q + 1)2g+s−1(q − 1)q2g−1
− 22g (−1)s (q + 1)q2g
(
(1− q)s − 1
q
+ 1
)
+
1
2
(−1)s (q + 1)2g+s−1(q − 1)2q2g−1 +
(
22 g − (q − 1)2g
)
(q − 1)s(q + 1)q2g−1
+
1
2
(q − 1)2g+s−1(q + 1)(q − 3)q2g−1
+
(
22gq2 + 22g+1q + 22 g + 2 (q + 1)2g+s
)
(q − 1)2g+s−1q2g−1
2 (q + 1)
.
• For Xrg,s, the situation absolutely analoguous for the one of Xr2g,s. Since the action there was
closed, it is also on Xrg,s = X
r
2g,s ∩ Xg,s. Therefore, stratifying in terms of the stabilizers for the
action, we have:
– X%g,s. Here, the action of PGL2 is free so, by Corollary 4.2.16, we have
e
(
X%g,s  SL2) = e (X%g,s)q3 − q = (−1)s ((q − 1)2g − 22g) q2g−2(1− q)s−1.
– Xυg,s. Here, the action of PGL2 is not free, but it has stabilizer isomorphic to Stab J+
∼= C.
As in the free case, the GIT quotient is a locally trivial fibration with trivial monodromy
so
e
(
Xυg,s  SL2) = e (Xυg,s)q2 − 1 = (−1)s22g q2gq − 1
(
(1− q)s − 1
q
+ 1
)
.
Therefore, using the stratification Xrg,s = X
υ
g,s unionsq X%g,s with X%g,s an open orbitwise-closed set,
Theorem 4.2.11 and Section 4.2.2 give us
e
(
Xrg,s  SL2) = e (Xυg,s  SL2)+ e (X%g,s  SL2)
=
22gq2g (−1)s
(
(1−q)s−1
q + 1
)
q − 1 −
(
22g − (q − 1)2g
)
(q − 1)s−1q2g−2.
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Summarizing, the analysis above shows that
e (Xg,s  SL2) = (q2 − 1)2g+s−2q2g−2 + (−1)s 22g(q − 1)q2g−2(1− (1− q)s−1)
+
1
2
(q − 1)2g+s−2q2g−2 (22g + q − 3)
+
1
2
(q + 1)2g+s−2q2g−2
(
22g + q − 1) .
4.5.3 General parabolic data of Jordan type
On the genus g closed orientable surface, Σg, sonsider the parabolic structureQ = {(γ1, [C1]), . . . , (γs, [Cs])},
where Ci = J+, J− or −Id. Let r+ be the number of J+, r− the number of J− and t the number of
−Id (so that r+ + r−+ t = s), and let σ = (−1)r−+t. Observe that J+ ∈ [−J−] and [−Id] = {−Id} so,
depending on σ, we have:
• If σ = 1, then we have XSL2(Σg, Q) = XSL2(Σg, Q+r ) where r = r+ + r−. Hence, we have
e (XSL2(Σg, Q)  SL2) = e (Xg,r  SL2) and the polynomial follows from the computations above.
• If σ = −1, then we have XSL2(Σg, Q) = XSL2(Σg, Q−r ) where r = r+ + r− and consider
Q−r = {(γ1, [J+]), . . . , (γr, [J+]), (γr+1, {−Id})}. This is the so-called twisted representation
variety. This variety does not contain reducible representations. To check that, let A =
(A1, B1, . . . , C1, . . . , Cr,−Id) ∈ XSL2(Σg, Q−r ) so that
2g∏
i=1
[Ai, Bi]
s∏
j=1
Ci = −Id.
If v ∈ C2−{0} is a common eigenvector of A, then, since all the eigenvalues of the commutators
[Ai, Bi] and the Ci are equal to 1, the left hand side of the previous equation fixes v but the right
hand side does not. This proves that such a v cannot exists. Therefore, the action of PGL2 on
XSL2(Σg, Q
−
r ) is closed and free.
As proven in [GP18a], the representation variety has Deligne-Hodge polynomial
e
(
XSL2(Σg, Q
−
r )
)
= (q − 1)2g+r−1(q + 1)q2g−1
(
(q + 1)2 g+r−2 + 22g−1 − 1
)
+ (−1)r+1 22g−1(q + 1)2g+r−1(q − 1)q2g−1.
Therefore, Corollary 4.2.16 gives us
e (XSL2(Σg, Q)  SL2) = (−1)r−1 22g−1(q + 1)2g+r−2q2g−2
+ (q − 1)2g+r−2q2g−2
(
(q + 1)2g+r−2 + 22g−1 − 1
)
.
Summarizing, we have proven the following result.
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Theorem 4.5.1. With the notations above, the Deligne-Hodge polynomials of parabolic SL2(C)-
character varieties are:
• If σ = 1, then
e
(RSL2(C)(Σg, Q)) = (q2 − 1)2g+r−2q2g−2 + (−1)r 22g(q − 1)q2g−2(1− (1− q)r−1)
+
1
2
(q − 1)2g+r−2q2g−2 (22g + q − 3)
+
1
2
(q + 1)2g+r−2q2g−2
(
22g + q − 1) .
• If σ = −1, then
e
(RSL2(C)(Σg, Q)) = (−1)r−1 22g−1(q + 1)2g+r−2q2g−2
+ (q − 1)2g+r−2q2g−2
(
(q + 1)2g+r−2 + 22g−1 − 1
)
.
Recall that the union of the conjugacy classes of J+, J− and −Id ∈ SL2, together with Id, is exactly
the set of C ∈ SL2 such that trC = ±2. Therefore, with this result, we have finally computed the
Deligne-Hodge polynomial of the parabolic character variety of a punctured closed orientable surface
with any parabolic structure of the form Q = {(γi, [Ci])} where Ci ∈ SL2 −D.
Future work
Parabolic SL2(C)-character varietes with semi-simple punctures
As we showed in Sections 3.4.1, 3.4.3 and 3.4.4, in the case G = SL2(C) the core submodule W =
〈T±1, T±, TBt , S±2, S2⊗S−2〉 ⊆ KM[SL2(C)/SL2(C)] is an invariant submodule for ZgmSL2(L) and Z
gm
SL2
(Lλ)
for λ = [J±] ⊆ SL2(C). However, some preliminary computations show that, if we want to extend the
previous result to semi-simple conjugacy classes, the submodule W is no longer invariant.
To be precise, pick t ∈ C− {±2} and consider the class λt of the elements of SL2(C) with trace t i.e.
λt = [Dµ] with µ+ µ
−1 = t. In that case, we have that ZgmSL2(Lλt)(W) ⊆ 〈W, St, S−t〉, where St (resp.
S−t) denotes the monodromy representation of order two on C − {±2,±t} that is non-trivial on the
loop around t (resp. around −t).
Nevertheless, this homomorphism can be computed explicitly using the techniques of Section 3.4.3
without further considerations. Moreover, if we now consider λt′ with t
′ 6= ±t, then the same calcu-
lation can be performed and the image submodule can be controlled. However, if we want to add a
new tube with t′ = ±t, a non-trivial interference between the two puctures occurs. This effect is new
with respect to the Jordan type case and reflects an arithmetic dependence previously observed for
parabolic Higgs bundles.
For this reason, a prospective future work is to study parabolic SL2(C)-representation varieties with
semi-simple punctures, both in the generic and non-generic setting. In addition, it may be important
to analyze the stability of the geometric structures of this parabolic representation varieties with
respect to the punctures in a (kind of) chambers-and-walls framework as in [GPGMn07]. These cases
are especially important since the parabolic SL2(C)-character variety with two semi-simple punctures
over a torus is diffeomorphic to the moduli space of doubly periodic instantons by means of the Nahm
transform.
Higher rank character varietes
The constructed TQFT, ZG : Bdpn → KHS-Modt, is valid for any complex group G and any
dimension n. For this reason, it would be interesting to considered different groups that SL2(C), for
example, the higher rank groups SLr(C) with r ≥ 2. As a first step, it would be useful to study
the rank 3 case and to compute the Hodge structures of SL3(C)-parabolic representation varieties by
means of the TQFT ZSL3(C) and its geometric counterpart Z
gm
SL3(C).
Recall that, as shown in Section 3.4, the key space in the calculation of SL2(C)-representation varieties
was the piecewise quotient [SL2(C)/SL2(C)] by inner automorphisms. In this case, we have that the
GIT quotient SL2(C)  SL2(C) = C, with quotient map given by the trace. Moreover, this GIT
quotient collapses the orbits of the two Jordan type matrices to the completely reducible ones. In this
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way, [SL2(C)/SL2(C)] can be understood as C with the points ±2 doubled. These doubled points are
precisely the origin of the monodromy interaction captured by the Hodge monodromy representation.
Analogously, for the rank 3 case, the computations of ZgmSL3(C) are based on the piecewise quotient
[SL3(C)/SL3(C)]. In general, the GIT quotient is given by the coefficients of the characteristic poly-
nomial so, now, SL3(C)  SL3(C) = C2 and the quotient map controls both the trace and the minors
of the matrix. Hence, [SL3(C)/SL3(C)] is just C2 with some doubled curves corresponding to the
collapsing Jordan type orbits. Thus, we expect that the computations of the geometric TQFT will be
similar to the rank 2 case but with Hodge monodromy representations supported on curves.
Another exciting prospective work would be to consider higher dimensional manifolds for the TQFT.
For example, it would be interesting to analyze the case of 3-manifolds and to link it with Thurston’s
geometrisation program.
Relation with other constructions of TQFTs
The building method of TQFTs given in Section 1.2 is, formally, similar to other existing constructions
in the literature so it would be of primary interest to link them. An inspiring starting point is the
paper [DW90], in which a TQFT is constructed for character varieties with finite gauge group. The
quantisation method there is, somehow, similar to our approach since, in both cases, there is a kind of
weighted ‘counting’ of the character varieties (number of points in [DW90] and by means of K-theory
in this thesis). In this direction, in [BZGN17] (see also [BZFN10] and [BZN09]) it was proposed an
extended TQFT for the homology of character varieties and related with geometric Langlands duality.
There, the TQFT is constructed indirectly via the Cobordism Hypothesis (see [Lur09a]) by proving
that the monoidal category of Harish-Chandra bimodules is a 2-dualizable Calabi-Yau category. It
would be fascinating to be able to restate all these proposals in a common framework and to compare
them.
Further than the particular scope of application, there are also strong parallelisms in the construc-
tion methods of the literature that are based on the same philosophical principle: TQFTs can be
constructed as a composition of a field theory and a quantisation, in the spirit of a mathematical
formulation of Lagrangian field theories. In this way, it would be very interesting to unravel the re-
lation between the sheaf theoretic formalism of [GR17], based in correspondences, and the C-algebras
developed in Section 1.2.1. As explained in Remark 1.2.9, both are models of Grothendieck’s six
functors formalism and can be used for constructing quantisations. Another alternative point of view
is the work [RS18], in which cut-and-paste invariants are related with TQFTs. In this direction, a
prospective future work would be to recast the Seifert-van Kampen property (Section 1.2.3) with these
cut-and-paste invariants.
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TQFTs for the confluence scheme of Painleve´ equations
Another interesting scope of application of the ideas developed in this thesis is to formulate the results
of [CMR17b] and [CMR17a] about monodromy manifolds and decorated character varieties in the
language of TQFTs. The point is that the behaviour of these manifolds with respect to the ‘chewing-
gum’ operations strongly suggests that the confluence scheme of Painleve´ equations and their relation
with decorated character varieties should underlie a TQFT that governs the degeneration process.
As mentioned in Section 1.3.1, we may consider an extra 2-category structure on Bdn to allow non-
reversible deformations on bordisms. In this way, after extending the category Bd2 to comprise also
bordered cusped surfaces, the ‘chewing-gum’ operations of [CMR17b] may be understood as non-
invertible 2-morphisms between bordisms. Under this interpretation, the confluence scheme would
correspond to a commutative diagram in Bd2. Moreover, seeing decorated representation varieties as
complexifications of bordered cusped Teichmu¨ller spaces, these 2-cells would also have a combinatorial
interpretation in terms of cusped fat graphs (see [FG07]).
For that, it is necessary to analyze what kind of field theory should be used. It seems plausible that
a modification of the generalized representation varieties considered in Section 3.2 may work. An
heuristic argument for so is that use of shear coordinates in [CMR17b] and [CMR17a] is very similar
to the description of the TQFT given in Section 3.2.1. Moreover, the natural conjugacy action on the
representation varieties does not preserve the field theory considered in this thesis, but the action by
unipotent Borel subgroups, as in [CMR17b], might do. That suggests this should be right framework.
Moreover, it is interesting to look for a suitable quantisation giving rise to a complete TQFT. In this
direction, a first try would be to consider the Cherednik and Zhedanov algebras that were used in
[Maz16] to relate Painleve´ equations with the degenerations of the q-Askey scheme.
Extension of pseudo-quotients
In Section 4.4, we have intensively used pseudo-quotients for computing the Deligne-Hodge polynomial
of SL2(C)-character varieties from the corresponding representation varieties. A panoramic view of the
techniques used in that chapter shows that the stratifications of the representation variety considered
were determined by the stabilizers of the action of SL2(C). This brings us back to the so-called Luna’s
stratification [Lun73] that, roughly speaking, stratifies an algebraic variety in terms of the stabilizers.
Therefore, a deep study of the relation between these two techniques is required. It is expectable that
Luna’s stratification would be the key for considering quotients of higher rank representation varieties.
Furthermore, as proposed to me by L. A´lvarez-Consul, the construction of the quotient of a stack by
a group action is, formally, similar to the one of pseudo-quotients as the quotient stack takes into
account the action of the stabilizers by the action. For this reason, it would be interesting to analyze
the relation of pseudo-quotients with quotients of stacks. This exploration can also be very useful
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to address mirror symmetry conjectures (see last objective) since, as explained in [Mar17], in the
parabolic setting a correction term must be expected coming from the stabilizers for the action.
Equivariant Hodge monodromy representation
In Section 2.4.2, we sketched how the Hodge monodromy representation behaves when we have an
underlying action of Z2. This is just the first step in the more ambitious goal of studying equivariant
Hodge monodromy representations.
As a first step, it would be interesting to extend the results of Section 2.4.2 to the case of an action of
a finite group F on an algebraic variety X. This study is necessary, for example, for addressing the
problem of SLr(C)-varieties. The idea is that, for SL2(C), the action of Z2 appeared as the action of
interchanging the two eigenvalues of a matrix. For this reason, in the SLr(C) case, it can be expected
to have an underlying action of Sr by interchanging the r eigenvalues (see [LMn16] for the r = 3 case).
As shown in [FS17], Section 4.2, the mixed Hodge structure on H•c (X/F ;Q) is precisely the invariant
part of H•c (X;Q) under the action of F on cohomology. Obviously, it is in agreement with the general
principle in GIT that the rings associated to XF are precisely the F -invariant parts of the ones on X.
For this reason, we could expect that similar results must hold for Hodge monodromy representations.
Moreover, it would be very interesting to link it with the theory of equivariant mixed Hodge modules
[Tan87].
Construction of strict TQFTs for character varieties
The TQFT for G-representation varieties is not a strict monoidal functor, but only a lax monoidal
functor. Recall that, from the Zorro’s property (Lemma 1.1.9), it is absolutely necessary to relax the
monoidality condition if we want to use Grothendieck rings of mixed Hodge modules as quantisations,
since they are very far from being finitely generated. Hence, this finiteness condition is a major
obstruction to ZG to be strict monoidal.
Nonetheless, as we showed in 3.4, for the 2-TQFT we do not need the whole module KM[G/G] and
we can restrict our attention to the submodule V = V(S1,?) ⊆ KM[G/G]. Moreover as byproduct of
the computations of this thesis, [MMn16b] and [Mar17], it was shown that, actually, V is finitely
generated, at least for G = SL2(C) and G = PGL2(C). For this reason, we expect that, restricting
ZG to a submodule of the target, we could promote it to a monoidal functor. Hence, the objective in
this direction would be to find out under which conditions the submodule V is finitely generated and
to construct strict monoidal TQFTs from it.
For this purpose, a good idea would be to base on the calculations of SL3(C)-character varieties
previously mentioned. The point is that, for G = SL2(C), this finiteness condition might have appeared
as a consequence of the fact that it has finitely many non-polystable orbits and the monodromy always
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arises around these orbits. However, this no longer holds for G = SL3(C) so it may be expected that
the computations of this case will be helpful for clarifying the situation. Even in the case that the
result was not true, it would give the first example of an almost-TQFT that cannot be extended to a
strict TQFT.
This kind of behaviour usually means that the whole ZG actually is a monoidal functor, but with
a different monoidal structure on the source and target categories (see [Was17b] and [Was17a] for
an example of this phenomenon). Hence, another objective in this direction would be to design an
appropiate tensor product that makes the TQFT ZG monoidal.
Finally, a step further would be to improve the construction method developed in this thesis and to
obtain an extended TQFT (see [Fre94] and [Law93]). For that purpose, we will need to bind the gluing
properties of character varieties and Hodge modules with the presentations of the category of extended
2-bordisms (see [SP09]) and once-extended 3-dimensional TQFTs (see [BDSPVb], [BDSPV14] and
[BDSPVa]). The later case is particulary exiciting since these TQFTs are known to be equivalent to
modular tensor categories (see [BK01] and [BDSPV15]).
TQFTs accross the non-abelian Hodge correspondence
So far, we have focused our study on the character varieties part of the non-abelian Hodge theory.
However, as explained in 1.2, the construction of the TQFT ZG requires the use of two ingredients:
the field theory, that captures which space we are studying; and the quantisation, that captures which
algebraic invariant we are modelling. Hence, if we still use mixed Hodge modules as quantisation
but we vary the field theory, we can study Hodge structures on different spaces. In particular, a
prospective work would be to construct field theories adapted to moduli spaces of Higgs bundles and
of flat connections accross the non-abelian Hodge theory (see Section 3.1.3). However, these moduli
spaces depend not only on the topological structure of the underlying surface (as for character varieties)
but on its complex structure. For this reason, it will be necessary to endow the surface with an extra
structure that encodes the complex structure as, for example, a conformal structure, and to addapt
the TQFT to this context.
This understanding is relevant for the following reason. The correspondences of non-abelian Hodge
theory are far from being holomorphic and, actually, each of the moduli spaces on this correspondence
is equipped with its own complex structure. In other words, there is a single object from the topological
point of view but it admits three different (but compatible) Ka¨hler structures, in a structure called
hyperka¨hler. For this reason, the construction of this triple of TQFTs will allow us to fully understand
this hyperka¨hler structure.
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Mirror symmetry
Finally, another framework in which character varieties are central is the geometric Langlands program
(see [BD96]). In [HT03], Hausel and Thaddeus proved that the moduli space of SL2(C)-Higgs bundles is
the first non-trivial example of the Strominger-Yau-Zaslow conditions for mirror symmetry for Calabi-
Yau manifolds (see [SYZ96]). As shown in [Hau05] and [HRV08], this conjecturally would imply that
a collection of conjectures concerning Hodge structures of character varieties must hold.
In particular, it can be expected some very astonishing symmetries between Hodge structures of G-
character varieties and LG-character varieties, where LG is the Langlands dual group of G. The validity
of these conjectures has been discussed in some cases as in [LMnN13] and [Mar17] for G = SL2(C)
and LG = PGL2(C). Despite of that, the general case remains unsolved.
At a long term, we hope that the ideas introduced in this work by means of the constructed TQFT
for representation varieties might be useful to shed light into these questions. In particular, it would
be very interesting to study whether the TQFTs of G and LG are somehow related and what kind of
implications it has for mirror symmetry.
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