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Resumen
La Minerı´a de Datos Educativos (Educational Data Mining - EDM) esta´ adquiriendo gran importancia como un
nuevo campo de investigacio´n interdisciplinario relacionado con algunas otras a´reas. Esta´ directamente relacionado
con los Sistemas Educativos basados en la Web (Web-based Educational Systems - WBES) y la Minerı´a de Datos
(Data Mining - DM), siendo esta u´ltima una parte fundamental del Descubrimiento de Conocimiento en Bases de
Datos (Knowledge Discovery in Databases - KDD).
Los WBES almacenan y administran grandes cantidades de datos. Estos datos esta´n creciendo cada vez ma´s y
contienen conocimientos ocultos que podrı´an ser muy u´tiles para los usuarios (tanto profesores como estudiantes).
Es conveniente identificar tales conocimientos en forma de modelos, patrones o cualquier otro esquema de repre-
sentacio´n que permita una mejor explotacio´n del sistema. La minerı´a de datos se revela como la herramienta para
lograr tal descubrimiento, dando lugar a la EDM. En este contexto complejo se suelen utilizar distintas te´cnicas y
algoritmos de aprendizaje para obtener los mejores resultados.
En este trabajo se estudia, para una asignatura de Informa´tica Teo´rica, concretamente la asignatura “Teorı´a de
Auto´matas y Lenguajes Formales”, co´mo predecir el rendimiento acade´mico alcanzado por los estudiantes, a partir
de la realizacio´n de controles intermedios. Para ello se han aplicado y comparado distintos tipos de algoritmos de
aprendizaje (vecinos ma´s cercanos, a´rboles de decisio´n, multiclasificadores). Todo el proceso de control y evaluacio´n
de los estudiantes durante el curso se ha llevado a cabo a trave´s de la herramienta web denominada SIETTE,
desarrollada en nuestro departamento, y que adema´s se utiliza en a´mbitos fuera de nuestra propia universidad.
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1. Introduccio´n
Desde que Internet abrio´ nuevas formas de comunicacio´n, el sector educativo adopto´ tal tecnologı´a y
desarrollo´ los Sistemas Educativos basados en la Web (WBES). Al principio eran sistemas esta´ticos,
principalmente dedicados a la divulgacio´n de contenidos. Pero progresivamente fueron ampliando sus
caracterı´sticas para hacerlos sistemas adaptativos e inteligentes [1]. En estos momentos existen muchos
sistemas diferentes que combinan diversos elementos para alcanzar cierto nivel de inteligencia. Ası´, po-
demos encontrar WBES con te´cnicas adaptativas [2], otros WBES con mecanismos inteligentes [3] y
sistemas ma´s complejos que combinan ambas propiedades (una revisio´n detallada de tales sistemas fue
presentada por Brusilovsky y Peylo [4]).
Lo que es evidente es el alto volumen de datos que estos sistemas almacenan y procesan continuamente:
las relaciones entre los contenidos ofrecidos a los estudiantes, las interacciones con los estudiantes, el
nu´mero de visitas, las puntuaciones obtenidas en las pruebas, el tiempo utilizado para responder a esas
pruebas, etc.
El descubrimiento de conocimiento en bases de datos (KDD) continu´a extendie´ndose a casi todos los
campos donde se almacenan y procesan grandes cantidades de datos (bases de datos, registros del sistema,
registros de actividad, etc.), por lo que los WBES se convierten en otro entorno para aplicar procesos de
KDD. Las te´cnicas de minerı´a de datos son esenciales para uno de los puntos ma´s importantes del KDD:
se aplican en fase de ana´lisis de datos y se utilizan algoritmos de aprendizaje automa´tico para producir los
modelos que resumen el conocimiento descubierto [5]. Por lo tanto, es fa´cil ver que las tareas educativas
pueden beneficiarse del conocimiento extraı´do por la minerı´a de datos.
Este campo de investigacio´n se llama Minerı´a de Datos Educativos (EDM) y su objetivo principal es ana-
lizar los datos almacenados en WBES para resolver problemas de investigacio´n educativa [6]: validacio´n
del sistema educativo, prediccio´n de logros de aprendizaje de los estudiantes, identificacio´n de conceptos
erro´neos [7], evaluacio´n y retroalimentacio´n a los autores de los cursos [8], etc.
En este trabajo se estudia, para la asignatura de Informa´tica Teo´rica “Teorı´a de Auto´matas y Lenguajes
Formales”, co´mo predecir los resultados de aprendizaje alcanzados por los estudiantes, a partir de la
realizacio´n de controles intermedios. Mediante la recopilacio´n de las respuestas dadas a las preguntas en
dichos controles y su posterior ana´lisis, se pretende conocer el desempen˜o que alcanzara´n los diferentes
estudiantes en la citada asignatura. Para ello se han aplicado y comparado distintos tipos de algoritmos de
aprendizaje (vecinos ma´s cercanos, a´rboles de decisio´n, multiclasificadores).
Esta comunicacio´n esta´ organizada de la siguiente manera. En primer lugar, en la Seccio´n 2 se delimitan
los objetivos que se pretenden conseguir. A continuacio´n, en la Seccio´n 3 se describen los materiales
utilizados y la metodologı´a llevada a cabo. Ba´sicamente, los materiales utilizados han sido los datos
recogidos por SIETTE (herramienta basada en la Web para pruebas adaptativas [9]), y los algoritmos de
aprendizaje necesarios para hacer el ana´lisis, disponibles en el entorno de trabajo para minerı´a de datos
llamado Weka [10]. Luego, en la Seccio´n 4, presentamos la experimentacio´n y los resultados obtenidos,
comentando los patrones descubiertos por los algoritmos de aprendizaje automa´tico. Finalmente, en la
rmorales@uma.es (R. Morales-Bueno), BaenaGM@vithas.es (M. Baena-Garcı´a).
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Seccio´n 5, resumimos las conclusiones ma´s relevantes y proponemos como lı´nea de trabajo futura la
realizacio´n de un estudio de campo, utilizando el modelo predictivo obtenido, para ver si la realimentacio´n
de las predicciones personalizadas a los estudiantes pueden mejorar sus resultados acade´micos.
2. Objetivos
En este trabajo se pretende estudiar la posibilidad de comprender y predecir el rendimiento que alcanzan
los estudiantes en una asignatura concreta, partiendo de una serie de evidencias intermedias, recopiladas
en forma de controles basados en preguntas de tipo test. La asignatura escogida para estudiar la viabili-
dad esta´ en el a´mbito de la Informa´tica Teo´rica, concretamente la asignatura de “Teorı´a de Auto´matas y
Lenguajes Formales”. Es una asignatura del segundo curso del Grado de Ingenierı´a Informa´tica, que se
imparte en la Escuela Te´cnica Superior de Ingenierı´a Informa´tica de la Universidad de Ma´laga (Espan˜a).
En esta asignatura se presentan diferentes tipos de conceptos, segu´n se atienda a diversos criterios. Entre
ellos se podrı´a destacar la separacio´n existente entre conceptos teo´ricos y conceptos procedimentales. Al
mismo tiempo, tambie´n se pueden considerar diferencias atendiendo a la novedad del concepto, puesto que
hay conceptos nuevos, que a su vez se basan en conceptos que deberı´an haber sido adquiridos previamente
(en otras asignaturas o incluso en otros niveles educativos). Es conveniente comentar en este punto dichas
diferenciaciones, porque estara´n directamente relacionadas con las caracterı´sticas de las propias preguntas
que se incluira´n en los controles de tipo test. Y, como se reflejara´ en los resultados, puede ser un criterio
determinante para predecir el rendimiento que alcanzara´ un estudiante determinado.
La evaluacio´n de esta asignatura se divide de la siguiente forma: 50% de la nota para controles intermedios
y 50% de la nota para el control final (realizado al final del semestre). Se realizan 3 controles intermedios
y cada uno de ellos tiene el mismo peso, por lo que la contribucio´n a la nota de la asignatura de cada uno
de ellos es de 1/6. Como se ha comentado, se quiere estudiar el desempen˜o del alumnado considerando la
informacio´n que ofrecen los controles intermedios, por lo que surgen dos objetivos que se pueden afrontar
al mismo tiempo:
determinar el resultado que se obtendra´ en el control final (que supone el 50% de la asignatura) y
determinar el aprovechamiento global del estudiante (la asignatura se supera si se obtiene un cinco o
ma´s sobre diez al realizar la suma ponderada de las notas de todos los controles).
3. Metodologı´a
Para el estudio hemos recopilado la informacio´n de diferentes grupos y cursos (entre 2014-2015 y 2015-
2016), obteniendo un total de 124 estudiantes. El criterio para escoger dichos datos ha sido el tener ase-
gurado que todos esos estudiantes han seguido el mismo proceso de evaluacio´n, realizando los mismos
controles bajo condiciones similares.
Cada uno de los controles intermedios se conforma a partir de una base de datos con preguntas agrupadas
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segu´n diferentes caracterı´sticas relacionadas con la tema´tica a evaluar. Tener dicha base de datos de pre-
guntas permite que el repositorio de preguntas vaya aumentando y se vaya actualizando. Para cada uno
de los controles intermedios realizados en el marco de este trabajo, el banco de preguntas de cada control
consta de 30 preguntas, de las cuales se proponen a cada estudiante 20 preguntas elegidas de forma aleato-
ria. Por otro lado, el control final se confecciona con un total de 50 preguntas, seleccionadas manualmente
del banco de preguntas.
Cada una de las preguntas presenta tres opciones, entre las cuales so´lo hay una correcta. Como correspon-
de, desde el punto de vista de la teorı´a para test de respuestas cerradas (con tres opciones), cada pregunta
erro´neamente contestada resta la mitad de lo que suma cada una contestada correctamente, no sumando
ni restando las dejadas en blanco.
3.1. Conjuntos de datos
Los conjuntos de datos que se han generado para realizar el proceso de minerı´a de datos, han sido mu´lti-
ples y variados. De esta forma se pueden analizar diferentes opciones y determinar si hay algu´n tipo de
informacio´n que sea ma´s relevante. En este subapartado se presentan los detalles ma´s destacados para la
creacio´n de dichos conjuntos de datos.
Para cada estudiante se tiene registro sobre su respuesta a cada pregunta de cada uno de los controles
intermedios, ası´ como la nota que saco´ en dichos controles. Adema´s, dicha informacio´n podemos utilizarla
agrupa´ndola de diferentes formas. A continuacio´n detallamos la informacio´n disponible y co´mo se ha
representado:
respuesta dada a cada una de las preguntas (de cada uno de los controles intermedios). Si el estu-
diante no se presento´ al control, en todas las preguntas de dicho control aparece el valor “Ausente”.
Por otro lado, si una pregunta concreta no fue elegida en la composicio´n del test de ese estudiante
(recordar que se eligen 20 de 30 posibles), aparece el valor “NoSale”. En el caso de que la pregunta
se le presentase y no se contestase, el valor en ese caso es “Blanco”. Por u´ltimo, en el caso de que
sı´ se contestase la pregunta existen dos opciones para ser estudiadas: a) respuesta concreta sen˜alada
(A, B o C) y b) acierto de la pregunta (sı´ o no).
De esta forma, para cada una de las preguntas existen cinco o seis valores posibles (segu´n se utilice
la respuesta concreta o el acierto a la pregunta).
La inclusio´n del valor “NoSale” permite seguir ampliando la base de datos con preguntas, porque
se podra´n contemplar muchas ma´s combinaciones y se podra´n fusionar los datos de diferentes es-
tudiantes que no hayan respondido exactamente la misma configuracio´n de preguntas. De no haber
introducido dicho valor, se estarı´a obligando a configurar todos los controles intermedios de forma
esta´tica, dejando ası´ de aprovechar la opcio´n de configurar aleatoriamente las preguntas de cada
estudiante.
nota nume´rica obtenida (en cada uno de los controles intermedios). Utilizada como nu´mero real.
La informacio´n anterior se ve complementada con el resultado final alcanzado por el estudiante y que, co-
mo se explico´ anteriormente, se convierte en nuestro objetivo. Ası´, los atributos de clase que estudiaremos
son dos:
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nota obtenida en el control final (50% de la calificacio´n final).
calificacio´n final alcanzada en la asignatura (suma ponderada de los controles intermedios y final)
Las notas (y calificaciones) han sido categorizadas atendiendo a dos criterios alternativos no excluyentes:
las calificaciones cla´sicas (“suspenso”, “aprobado”, “notable”, “sobresaliente”) ma´s “no presen-
tado”, lo que nos da cinco valores posibles.
una clasificacio´n ma´s sencilla atendiendo a si “supera” o “no supera” la nota mı´nima de cinco para
aprobar, y el “no presentado”, lo que nos da tres valores.
Para estudiar la posible influencia de la incorporacio´n de nueva informacio´n, conforme los controles in-
termedios se iban realizando, se han creado diferentes conjuntos de datos. En los ma´s simples u´nicamente
se utilizaba la informacio´n del primer control intermedio, y progresivamente se ha an˜adido el resto de
informacio´n (los dos primeros controles y los tres controles).
3.2. Algoritmos de aprendizaje
Existen mu´ltiples me´todos para realizar el aprendizaje automa´tico en el a´mbito de la clasificacio´n. A
continuacio´n enumeramos y resumimos los me´todos que vamos a utilizar:
vecinos ma´s cercanos: los algoritmos basados en instancias constituyen un enfoque bastante senci-
llo, pero que no tienen que corresponderse con un pobre resultado. Su estrategia es determinar que´
instancias del conjunto de datos son ma´s parecidas a la nueva observacio´n. Para realizar la prediccio´n
se tienen en cuenta las instancias ma´s parecidas y una funcio´n de distancia. Uno de los me´todos ma´s
conocidos es el de los k vecinos ma´s cercanos (donde k hace referencia al nu´mero de “vecinos” a
considerar) [11]. La implementacio´n que esta´ disponible en Weka se llama IBk.
a´rboles de decisio´n: los algoritmos que inducen a´rboles de decisio´n son ampliamente usados y exis-
ten mu´ltiples variantes. Algunas de sus caracterı´sticas ma´s destacadas son la capacidad de inducir
modelos comprensibles (incluso por personas no experimentadas), y la habilidad para particionar el
problema recursivamente de forma que se vaya simplificando su resolucio´n (siguiendo estrategias de
“divide y vencera´s”). Uno de los algoritmos ma´s conocidos es C4.5 [12], que permite trabajar con
atributos tanto nominales como nume´ricos, valores desconocidos, ruido, etc. La implementacio´n de
C4.5 que esta´ disponible en Weka se llama J48.
sistemas multiclasificadores: estos sistemas se benefician de la idea de combinar diferentes modelos
(generados con algu´n algoritmo ba´sico). Ası´, realizando algu´n tipo de variacio´n que permita obte-
ner diferentes modelos a partir del mismo conjunto de datos, se puede enfatizar el aprendizaje en
caracterı´sticas que un u´nico modelo no serı´a capaz de analizar con tanto detalle. Por lo general, son
me´todos que alcanzan una mayor precisio´n, son robustos al ruido y no producen sobreajuste, pero,
como contrapartida, dificultan la posibilidad de ser comprendidos (un a´rbol de decisio´n serı´a ma´s
fa´cil de interpretar que un conjunto de a´rboles que son combinados con alguna funcio´n de votacio´n).
Dos de los me´todos ma´s utilizados son Bagging y Random Forest [13]. Random Forest[14] induce
un conjunto de a´rboles de decisio´n seleccionando de forma aleatoria el conjunto de atributos que
puede usarse en la induccio´n de cada uno de esos a´rboles. Tambie´n existe una implementacio´n de
RandomForest disponible en Weka (lo nombraremos como RF).
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Adema´s de estos enfoques se ha considerado otro ma´s ba´sico, que podrı´a verse como un a´rbol de decisio´n
en el que no se ha llegado a producir ninguna expansio´n. Concretamente se llama “sin reglas” (el nombre
en Weka es ZeroR) y u´nicamente ofrece el valor ma´s repetido (la moda) cuando la clase es nominal (si
fuese nume´rica devolverı´a la media aritme´tica). El objetivo de incorporar este algoritmo tan ba´sico es
establecerlo como punto de referencia, con el que comparar el resto de algoritmos. Serı´a de esperar que
cualquier algoritmo (que realice una bu´squeda ma´s “inteligente”) fuese capaz de mejorarlo.
4. Resultados
Dada las distintas categorizaciones de los atributos, las dos posibles clases a estudiar, los distintos algo-
ritmos utilizados, y otras variantes, el nu´mero de experimentos que se han realizado es elevado, por lo
que so´lo comentaremos en este trabajo los resultados ma´s significativos (por ejemplo, no se muestran los
resultados en los que se considera el acierto o fallo de preguntas concretas de los test).
Entre las variantes que se muestran se han incluido aquellas que han analizado la inclusio´n (o no) de las
notas de los controles intermedios. El motivo es que se suponı´a (con razo´n como se vera´ despue´s) que
ninguna pregunta concreta de los controles iba a poder competir en capacidad predictiva con la nota de
los controles intermedios, ya que dichas notas son un resumen de muchas preguntas y adema´s influyen
directamente en la nota final de la asignatura. De ahı´ el hacer el estudio tanto contando con las notas
de los controles intermedios como sin utilizarlas. En este u´ltimo caso lo interesante no serı´a mejorar la
prediccio´n, sino detectar preguntas clave dentro de la comprensio´n de la asignatura, objetivo tambie´n
importante.
A todo esto hay que an˜adir que se han construido conjuntos de datos de forma acumulativa, incorporando
inicialmente so´lo el primer control (con todas las variaciones ya comentadas), posteriormente el primero
y el segundo, y finalmente los tres controles. Como ya se ha adelantado, por razones obvias de espacio no
vamos a exponer aquı´ todos los resultados de los experimentos realizados, sino so´lo un grupo en el que
se encuentra el resultado predictivo ma´s significativo, que incluye adema´s, como veremos, conocimiento
relevante respecto a la pregunta ma´s significativa. En el Cuadro 1 se recopilan las diferentes configura-
ciones estudiadas cuando la clase a predecir es la nota del control final, mientras que en el Cuadro 2 se
considera como clase la calificacio´n final obtenida en la asignatura.
Para obtener dichos resultados se han repetido 10 validaciones cruzadas con 10 particiones y se han reali-
zado test estadı´sticos (t-test pareado) con una confianza del 95% para buscar cua´les son significativamente
mejores (indicado con una “⊕”) o significativamente peores (indicado con un “	”) que los valores del
algoritmo que hemos escogido como referencia (ZeroR).
En general, y en contra de lo que se podrı´a esperar, la media de los algoritmos IBk y J48 suelen ser
ligeramente peor que la de ZeroR, a pesar de que podrı´a pensarse que este u´ltimo es un algoritmo ma´s
“ingenuo” que los otros dos. La media de Random Forest sı´ es mejor que la de ZeroR, lo cual en este caso
no es ninguna sorpresa al ser un algoritmo de tipo Bagging. Los multiclasificadores suelen tener mejores
resultados que los clasificadores simples. De hecho, si miramos los 24 casos, vemos que en 14 (2+1+5+6)
de ellos obtiene resultados significativamente mejores, y en ninguno hay resultados significativamente
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Clase Calificacio´n (sobr., not., aprob., susp.) Supera / No supera
Conjunto de datos ZeroR IBk J48 RF ZeroR IBk J48 RF
Respuestas 1 62,19 48,68 	 54,39 	 62,01 62,12 55,63 52,69 	 65,3
Respuestas 1 + Notas 62,19 48,22 	 53,68 	 62,19 62,12 55,63 53,1 	 64,85
Respuestas 1+2 62,19 46,81 	 53,46 	 66,2 ⊕ 62,12 50,67 	 59,27 66,19
Respuestas 1+2 + Notas 62,19 45,69 	 55,42 66,2 ⊕ 62,12 51,44 	 60,26 68,03 ⊕
Respuestas 1+2+3 62,19 50,56 	 51,51 	 65,47 62,12 57,29 56,52 65,68
Respuestas 1+2+3 + Notas 62,19 48,18 	 52,46 	 65,47 62,12 55,88 59,53 66,65
Valor medio 62,19 48,02 53,49 64,59 62,12 54,42 56,9 66,12
Diferencias (⊕/ /	) (0/0/6) (0/1/5) (2/4/0) (0/4/2) (0/4/2) (1/5/0)
Cuadro 1
Tabla de resultados de experimentacio´n para predecir la nota del control final.
Clase Calificacio´n (sobr., not., aprob., susp.) Supera / No supera
Conjunto de datos ZeroR IBk J48 RF ZeroR IBk J48 RF
Respuestas 1 42,74 30,99 	 43,72 46,79 50,82 48,99 55,6 61,57 ⊕
Respuestas 1 + Notas 42,74 26,66 	 44,14 50,46 ⊕ 50,82 49,69 60,05 ⊕ 64,37 ⊕
Respuestas 1+2 42,74 31,22 	 40,04 56,04 ⊕ 50,82 51,4 54,47 67,96 ⊕
Respuestas 1+2 + Notas 42,74 33,8 50,34 57,24 ⊕ 50,82 54,29 66,62 ⊕ 71,57 ⊕
Respuestas 1+2+3 42,74 35,97 42,18 54,25 ⊕ 50,82 54,63 55,06 65,76 ⊕
Respuestas 1+2+3 + Notas 42,74 32,36 	 47,28 53,08 ⊕ 50,82 54,12 66,1 ⊕ 68,69 ⊕
Valor medio 42,74 31,83 44,62 52,98 50,82 52,19 58,26 65,67
Diferencias (⊕/ /	) (0/2/4) (0/6/0) (5/1/0) (0/6/0) (3/3/0) (6/0/0)
Cuadro 2
Tabla de resultados de experimentacio´n para predecir la calificacio´n final en la asignatura.
peores.
Tambie´n es curioso que no se obtienen los mejores resultados cuando se incluyen los tres controles inter-
medios, sino cuando so´lo se tienen dos. Podrı´a pensarse que cuanta ma´s informacio´n mejor, pero puede
ocurrir que al incluir los tres controles se produzca una eleccio´n inicial de atributos algo peor. Concre-
tamente en nuestra experimentacio´n todos los grupos que incluyen los tres controles tienen en su a´rbol
como raı´z la nota del control tres, lo que al parecer finalmente, cuando se desarrolla todo el a´rbol, no es
tan bueno para predecir como si tenemos la nota del control uno en la raı´z (que es justamente la que tiene
el a´rbol obtenido para el conjunto que incluye la opcio´n con so´lo los dos primeros controles intermedios).
Otro resultado, esta vez esperado, es que la prediccio´n mejora, aunque sea levemente, cuanto incluimos
las notas de los controles que estemos considerando como atributos adicionales para la prediccio´n.
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Respecto a los resultados del conjunto concreto que tiene la mejor prediccio´n (en negrita en el Cuadro
2) vemos que asciende a un 71,57%, lo cual no es mal resultado cuando nos referimos a un entorno
educativo como es el caso [15]. Esto significa que aproximadamente a mitad de la asignatura, tras hacer
los dos primeros controles, y aunque au´n so´lo tengamos 1/3 de la nota ponderada de cada estudiante,
ya podrı´amos hacer con este modelo generado una prediccio´n personalizada para cada estudiante con un
acierto por encima del 70% sobre cada uno de dichos estudiantes superara´ o no la asignatura al final.
Hay otro aspecto interesante, y es el conocimiento sobre las preguntas que obtenemos. Si bien Random
Forest es, como hemos sen˜alado, un algoritmo multiclasificador, por lo que no es fa´cil consultar directa-
mente el conocimiento generado dentro del modelo, sı´ podemos consultar fa´cilmente el a´rbol de decisio´n
generado por el algoritmo J48 para este conjunto de datos (subrayado en el cuadro). Si bien su precisio´n
es menor (66,62%) sigue siendo estadı´sticamente mejor que la referencia, y tiene la ventaja de poder
consultar, como hemos comentado, el conocimiento generado. Es de destacar tambie´n el reducido taman˜o









SUP (3)NO_SUP (10/1) NO_SUP (1)
SUP (9/1)SUP (1) NO_SUP (3)NO_SUP (1)
NO_SUP (3)
NP (8/1) NO_SUP (27/4) SUP (45/7) SUP (1) NO_SUP (4)
NP >=0 A C Blanco NoSale
A NoSaleB
NoSaleB Blanco
A B C Blanco NoSale
Figura 1. A´rbol generado por el algoritmo J48 para cuando se quiere predecir la calificacio´n del estudiante en la
asignatura teniendo en cuenta la informacio´n de los dos primeros controles intermedios
Concretamente queremos destacar la primera pregunta de los controles que aparece, desde la raı´z, al
descender por el a´rbol: “Cardinal no pares”. Sin entrar en detalles de la asignatura, es una pregunta de
fundamentos, de conceptos previos a la materia, ya que trata sobre los distintos cardinales infinitos. Esto
muestra que la comprensio´n de un estudiante de los conceptos fundamentales de la asignatura son un buen
indicador sobre el rendimiento final en la misma. Tambie´n podrı´a interpretarse como que es la parte de
la asignatura que ma´s difı´cil se le hace al estudiante entender, y que mejor discrimina por ello sobre su
rendimiento final.
De hecho, esta hipo´tesis de que las preguntas de fundamentos son las ma´s discriminantes a la hora de
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predecir el rendimiento acade´mico se confirma si miramos cua´l es la siguiente pregunta en el a´rbol cuan-
do la anterior no le ha aparecido al estudiante en el control (valor “NoSale”). La pregunta “E3-T5” es
una pregunta sobre la denominada condicio´n de bombeo regular, que tambie´n se puede considerar una
pregunta de fundamentos, de un nivel de abstraccio´n tambie´n alto.
Las otras dos preguntas que aparecen en el a´rbol, “B6 grama´tica” y “F3 opcio´n grama´tica”, son sobre
las grama´ticas. Concretamente la primera es sobre la relacio´n entre grama´ticas regulares izquierdas y
derechas, y la segunda sobre las formas normales de las grama´ticas regulares. Es decir, son preguntas
del nu´cleo de la asignatura pero de corte ma´s teo´rico que aplicado. Esto confirma la opinio´n general del
profesorado de la asignatura de que a los estudiantes lo que ma´s le cuesta de la misma son los aspectos
teo´ricos, mientras que la aplicacio´n de las grama´ticas y sobre todo de los auto´matas (destacar que no hay
ninguna pregunta sobre ellos en el a´rbol) suele suponer menos esfuerzo para los estudiantes.
5. Conclusiones
Hay muchas ma´s reflexiones que se podrı´an hacer sobre los datos obtenidos en esta experimentacio´n,
si bien con los resultados expuestos hemos cubierto el objetivo del trabajo que era mostrar la utilidad y
potencial de la utilizacio´n de la minerı´a de datos en entornos educativos, concretamente en la prediccio´n
del rendimiento acade´mico dentro de una asignatura.
En el caso estudiado se ha visto que es posible predecir de manera personalizada, aproximadamente a
mitad de la asignatura, y cuando au´n so´lo disponemos del 33% de la calificacio´n final del estudiante, si
superara´ o no la misma con ma´s del 70% de acierto. El objetivo, entre otros, es que dicha informacio´n
sirva para informar al estudiante y motivarlo para mejorar su rendimiento.
Adema´s se ha detectado que la pregunta ma´s predictiva es una de fundamentos matema´ticos anterior al
nu´cleo de la asignatura propiamente dicha. Tambie´n la segunda pregunta ma´s predictiva es de tipo funda-
mental. Este clase de descubrimientos puede ayudar a disen˜ar una mejor metodologı´a docente, haciendo
hincapie´ en las preguntas clave, de manera que el estudiante vea de forma ma´s homoge´nea la dificultad
de la asignatura.
Como trabajo futuro planteamos dos lı´neas. Por una parte, a nivel de algoritmos de aprendizaje, queremos
no so´lo probar con ma´s algoritmos, sino tambie´n binarizar los datos para ver si, al igual que en otros con-
textos, dicha binarizacio´n mejora los ı´ndices de prediccio´n. La segunda lı´nea de trabajo futuro tiene que
ver con el aspecto mencionado de dar informacio´n sobre las predicciones personalizadas a los estudiantes:
informar a un grupo de estudiantes, al terminar el segundo test, de la prediccio´n personalizada sobre si
superara´ o no la asignatura si sigue en con mismo nivel de estudios; mientras que a otro grupo (que serı´a el
grupo de control), so´lo se le animarı´a a mejorar su nivel de estudios, pero sin la prediccio´n personalizada.
El objetivo serı´a ver si suministrar la prediccio´n personalizada aumenta significativamente el porcentaje
de estudiantes aprobados.
Por todo lo expuesto creemos que la minerı´a de datos educativos para la prediccio´n personalizada del
rendimiento acade´mico es un campo de investigacio´n interesante, tanto a nivel teo´rico de aprendizaje
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automa´tico, como a nivel aplicado dentro del a´mbito docente.
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