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The Realization and Study of Optical Wings

Abstract
Consider the airfoil: a carefully designed structure capable of stable lift in a uniform air
flow. It so happens that air pressure and radiation (light) pressure are similar phenomena
because each transfer momentum to flow-disturbing objects. This, then, begs the question:
does an optical analogue to the airfoil exist? Though an exceedingly small effect, scientists harness radiation pressure in a wide gamut of applications from micromanipulation of
single biological particles to the propulsion of large spacecrafts called solar sails. We introduce a cambered, refractive rod that is subjected to optical forces analogous to those seen
in aerodynamics, and I call this analogue the optical wing. Flight characteristics of optical
wings are determined by wing shape and material in a uniform radiation field. Theory
predicts the lift force and axial torque are functions of the wing’s angle of attack with
stable and unstable orientations. These structures can operate as intensity-dependent,
parametrically driven oscillators. In two-dimensions, the wings exhibit bistability when
analyzed in an accelerating frame. In three-dimensions, the motion of axially symmetric
spinning hemispherical wings is analogous to a spinning top. Experiments on semi-buoyant
wings in water found semicylindrically shaped, refractive microparticles traversed a laser
beam and rotated to an illumination-dependent stable orientation. Preliminary tests aid
in the development of a calibrated force measurement experiment to directly evaluate the
optical forces and torque on these samples. A foundational study of the optical wing, this
work contributes to future advancements of flight-by-light.
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Chapter 1

Introduction
Scientists have contemplated the momentum of light since Johannes Kepler, who argued
in 1619 that comet tails point away from streams of light flowing from the sun. Newton
(1704), Euler (1746), and many others in the 18th century used the phenomenon as vindication for the corpuscular theory of light, arguing that momentum carrying particles must
be the fundamental components of light [1]. Yet these scientists were limited to qualitative
arguments at that time. Inadequate technology in the 18th and 19th Centuries, coupled
with the largely overestimated magnitude of light momentum, prevented experimentalists
from obtaining conclusive results in their measurements of light pressure.
James Clerk Maxwell, in his seminal Treatise On Electricity and Magnetism in 1873
[2], was the first to present accurate expressions to derive the momentum of light. These
expressions are the currently recognized Maxwell’s Equations, rewritten in the form seen
today in the 1891 posthumous edition of his treatise [3]. From Maxwell’s equations, we
now know that the momentum of light is extremely small in magnitude, for instance a
single photon in the visible spectrum carries on the order of 10−19 Nm of momentum in
vacuum. We can also calculate the force exerted on an object absorbing, reflecting, or
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refracting the light, which too is insurmountably small. For example, the weight of a
paperclip in Earth gravity is equal to the force of 14.7 trillion laser pointers reflected by
a perfect mirror.
Overcoming odds, in 1901 Peter Lebedev [4] in Russia and E. Nichols and G. Hull
[5] in the U.S. completed careful experiments that, at long last, accurately measured the
mechanical pressure of light. It was specifically Lebedev who reported laboratory measurements of light momentum that closely agreed with the expressions given by Maxwell
- results that were quickly improved upon by Nichols and Hull in 1903 [6]. These successes were monumental both for the mastery of contemporary technology and for the
inextricable validation of Maxwell’s definition of momentum carrying light.
Progress in experimentation achieved at the turn of the 20th century spurred research
that lead to an anomaly in the theory of light momentum for beams in dielectric. In the
later part of his career, John Henry Poynting examined the intriguing topic of radiation
pressure [7]. He deemed that a beam of light was a “stream of momentum” and that
the momentum per cross-sectional area per unit time of the beam was equal to its energy
density [8]. Two other scientists, Abraham and Minkowski, both agreed with Poynting’s
derivation, but did not agree with each other on the expression for the momentum of light
in dielectric. At the end of the first decade, both Abraham and Minkowski used relativistic
reasoning to develop two outstanding expressions for the momentum carried by a single
photon in a dielectric. These expressions are
1 hν
n c
hν
=n
c

pA =

(1.1)

pM

(1.2)

for Abraham and Minkowski, respectively, where hν is the photon energy, c is the speed
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of light in vacuum, and n is the refractive index of the dielectric. Today, the apparent
disagreement between these two expressions is understood to be a difference in division
of the total momentum of the system - the beam and the medium. The Minkowski representation includes a component of material effect, while the Abraham approach requires
the material effect to be added separately. As long as one correctly accounts for all aspects of the system, the total momentum will always be equivalent, whichever formalism is
used [9, 10, 11]. However, since this was not always understood, the Abraham-Minkowski
controversy prompted large amounts of theoretical and experimental work to resolve the
quandary.
Half a century later, development of the first laser [12] led to Arthur Ashkin’s pioneering experimental observation of optical acceleration and trapping, where free floating
microscopic particles were levitated and trapped in potential wells from laser light. In an
early set of experiments, Ashkin focused an argon laser onto 2 µm diameter, transparent
latex spheres in water and propelled these spheres using merely a few hundred milliwatts
of power equivalent to piconewtons of force [13]. The Gaussian profile of the focused beam
led to particles accelerated not only along the beam axis, but also radially inward along
the gradient of the beam. This radial attraction was termed the gradient force, and its
discovery led to the realization of optical tweezers [14, 15] and the still booming field of
optical micromanipulation.
Micromanipulation of small particles is extremely useful in many fields. Force detection
and kinetic studies of hoards of small biological organisms such as living cells [16, 17],
molecular motors [18, 19], single molecules like DNA [20], and organelles within the cell [21]
are enabled by optical tweezers. Laser radiation pressure with single or multiple beams
is also a tool for the trapping and cooling of atoms [22, 23, 24, 25, 26, 27], Bose-Einstein
condensate generation [28], and interaction studies of colloids and nanoparticles [29, 30,
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31]. A thorough review of the history and early advancements of optical trapping and
the manipulation of micron-sized particles is given by A. Ashkin in Ref. [32]. Moreover,
in the last decade, researchers have taken optical micromanipulation to a new level by
engineering both the light [33, 34] and the objects interacting with the light [35] thereby
building highly tunable devices for a range of applications. Current state of the art research
in this field is summarized by Qiu, et al in Ref. [36].
An especially intriguing element in the story of engineered optical micromanipulation technologies is the optical wing - a cambered, refracting microstructure designed to
undergo lifting with rotational stability when illuminated with collimated light. Unlike
Ashkin’s experiments where focused light imparts a gradient force that directs an object
into an optical potential well, optical wings are illuminated with un-focused, plane waves
of light. By way of momentum transfer at the surface of the refracting body, a force
transverse to the direction of incidence induces lifting movement of the wing. This system
is analogous to aerodynamic lift as illustrated by the Kutta-Joukowski Theorem:
I
Fy =

pn̂ · ŷ dA

(1.3)

This formula states that a resultant lift force in the y-direction (orthogonal to the apparent
wing vector) is related to the pressure p at every point along the surface of the wing, where
n̂ is the unit normal vector at surface element dA. The point where this lift force acts on
the body is termed the center of pressure (CP). An optical torque can arise to rotate the
wing to an equilibrium angle of attack in the event the center of mass (CM) of the object
does not lie along the line of action of the CP.
When the optical wing is under-damped, the optical torque will induce oscillations
about an equilibrium angle of attack. The force and torque on an optical wing are related
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to the power P of incident light (defined at normal incidence), the size of the wing radius
r, and an angularly dependent term called the “Q-factor,” where α is the angle of attack
[37].
P
Qf orce (α)
c
Pr
T =
Qtorq (α)
c

F =

(1.4)
(1.5)

The “Q-factor” is “the fraction of light effectively reflected back” [13] and is a function of
the optical parameters of the wing, namely its shape and relative refractive index. Because
no closed form solution exists for the Q values of an arbitrary object at any given attack
angle, numerical techniques are employed. For sufficiently large wings [38], the transfer of
momentum may be determined via ray tracing [39].
Current research on optical wings follows in the example of the Wright brothers aiming
to develop a foundation of knowledge that will lead to the first practical optical craft using
wings. The lift force and torque are unique features of an optical wing that other radiation
pressure-based systems do not possess. We believe optical wings will provide a tool for the
transport and manipulation of structures at microscopic and macroscopic object scales.
For example, a single optical wing may be useful to manipulate biological tissue or to propel
micromachines. On the other hand, as integrated elements on solar sails (propellantless
spacecrafts that accelerate solely due to radiation pressure from the sun [40]), large arrays
of optical wings may provide a means for rotational stability while allowing for controllable
movement transverse to the sail-sun line along the orbit about the sun.

Chapter 2

Background Literature
2.1

Earliest Measurements of Radiation Pressure

Torsion balance experiments have been used since at least the 18th century in attempts
to measure the momentum of impinging light. Great scientists like G. de Meran and
C. Dufay (1754)[41], Rev. John Michell (unpublished) (see []), A. Walker (1799), A.
Fresnel (1825)[42], W. Crookes (1874)[43], A. Paschen, F. Zöllner (1877)[44], and A. Righi
(1877) all endeavored to measure the momentum of light, but succeeded only in measuring
radiative effects that have since become known as thermal transpiration, the moving of gas
molecules to equalize temperature pressure differences in the gas [45, 46]. In those early
days, technology was insufficiently advanced to measure the extremely small magnitude of
radiation pressure, but as the theoretical understanding of photon momentum developed,
so too did experimental techniques to measure forces of minute magnitude.
In Maxwell’s treatise, he put forward a seemingly simple experiment to measure the
mechanical effect of light. A bundle of rays from an electric lamp hitting a thin metal disk
suspended in vacuum should quantitatively present the mechanical effect of light, sug-
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gested Maxwell. Zöllner was the first to attempt Maxwell’s design, but failed to achieve
the desired measurement [44]. Then around 1899, Lebedev, a Russian experimentalist,
began the onerous task of constructing Maxwell’s experiment such that the desired measurements could be made with confidence. Importantly, it needed to be shown that the
measurements were indeed the result of radiation pressure and not from the movement
of gas particles that were heated by the light source. Fortunately, Lebedev had access to
some of the best vacuum technology of the day. He constructed a system that removed the
last gaseous compounds left after a Kahlbaum pumping of the chamber with mercury by
subsequently freezing these remaining compounds with a cooling intermixture of ice and
salt. This dramatically reduced convective forces. Lebedev also calculated the radiative
force that comes from a difference in front and back emission of the sample when it has
absorbed some of the incident light. Lebedev tested samples of different thicknesses to
perform this calculation. Additionally, he filtered the light through water to remove the
infrared component of the spectrum and reduce the magnitude of sample absorption and
subsequent emission. Observations were made using three different torsion fibers, all with
oscillation periods between 13 and 35 seconds. Light energy incident on a sample was two
to three times greater than that of sunlight at the Earth’s surface. In the end, Lebedev’s
measurement of radiation pressure agreed with calculations given by Maxwell’s equations
to within experimental error [4]. This work was completed simultaneously with experiments by Nichols and Hull [5] from America, who constructed a similar torsion balance
experiment to the design used by Lebedev. The two experimental groups concurrently
achieved the first quantitative experimental verification of light momentum.
In a 1905 Presidential Address of the Physical Society Annual General Meeting, Poynting reported the results of minuscule, but measurable, oscillations of two torsion balance
systems. Rather than bouncing incident light off a reflector, these systems considered
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momentum transfer due to the displacement of a beam through multiple reflections [47].
In the first experiment, Poynting and Barlow hung a horizontal glass rod of dimensions
3 cm × 1 cm × 1 cm on the end of a quartz fiber. They illuminated one end of the rod
with a horizontal beam of light. Upon entering the rod, the light was totally internally
reflected, and after completing two reflections inside the rod, the beam of light emerged
from the opposite end parallel to its entrance path. Due to the translation of the “stream
of momentum” of the incident light, the glass rod was accelerated to rotate. Even though
the experiment was performed in an exhausted chamber, the angular deflection of the
rod was exceedingly small. To exaggerate the effect, the light was modulated in phase
with the oscillation of the rod so that the amplitude was increased by the pressure of
light. Their second experiment was very similar in design. Replacing the glass rod, two
prisms affixed to opposite ends of a brass torsion-arm refracted the incident light parallel
to the torsion-arm from one prism to the second so that the beam emerged parallel to its
approach. Similar to the first experiment where internal reflections within the rod led to
rotation, in this second experiment the force at the entrance and exit points at either end
of the torsion-arm also produced a rotation of the arm.
Lebedev, in 1910, published meticulous experimental results on the measurement of
radiation pressure on absorbing gasses. The objective was to support the theory originally
presented by Keplar that gasses within the tails of comets are pushed away from the sun
by the impinging light. This experiment marked the first accurate measurement of gas
movement by light momentum. Lebedev’s results measured light pressure (100 s pN) to
within 10% of the calculations performed by Fitzgerald for the pressure of light described
by Maxwell’s Equations [48]. Lebedev’s experiment consisted of an isolated gas chamber,
a rotating valve, a quartz-fiber torsion balance, and a focused beam of white light. Inside
the gas chamber, the light pushed the gas from one side of the chamber to the other so
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that a difference in pressure caused a rotation of the gas within the chamber. This rotation
then pivoted a valve attached to the torsion balance to measure the magnitude of rotation.
Light not only carries linear momentum, it also may carry angular momentum in the
form of spin angular momentum (SAM) or orbital angular momentum (OAM). SAM of
light arises when light is circularly polarized such that the electric field of the light beam
rotates about the optical axis as the beam propagates. OAM of light arises from the addition of an azimuthal dependent phase shift to the planar wavefront of propagating light.
Such a beam has a helical wavefront that rotates about the optical axis. Angular momentum of light will transfer to objects that change the polarization of the light, imparting
spin, or that absorb the azimuthal dependent phase, imparting OAM.
The first demonstration of rotating objects when illuminated by light carrying SAM
was performed by Richard Beth in 1936. Beth designed an apparatus that sent circularly
polarized light through a half-wave plate, changing the handedness of the light’s polarization, and inducing a slight rotation of the plate [49]. Specifically, Beth designed a system
of three wave plates - two quarter-wave plates fixed in place and a half-wave plate between
them hanging in a vacuum chamber on a thin quartz fiber. Light entered at the bottom of
the chamber and reflected off a mirror at the top of the chamber to pass through the system twice. Due to the configuration of the three wave plates, the light additively imparted
SAM to the hanging half-wave plate on each pass. Beth’s success with this experiment
was as remarkable as the successes of Lebedev and Nichols and Hull in 1901. Beth is now
noted as a great experimentalist for this achievement.

2.2

Laser Radiation Pressure

With the advent of the laser, experiments investigating the momentum of light became
easier to complete. The first experimental observation of laser radiation pressure was
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published by Arthur Ashkin in 1970 when he showed that focused laser beams could
influence the dynamics of neutral microparticles [13]. He identified two basic forces in this
system: a scattering force in the direction of incidence of the light beam, and a gradient
force in the direction of the intensity gradient along the beam’s Gaussian profile. Ashkin
and colleagues spent many years experimenting with variations of the simple system and
studying its effect on a variety of microparticles and atoms [50].
One of Ashkin’s early investigations was the levitation of microparticles in air [51].
A 20 µm diameter glass sphere was levitated by a TEM00 mode (single mode transverse
magnetic) 250 mW continuous-wave (CW) laser beam. Ashkin and collaborator Dziedzic
were able to overcome the force of gravity with the laser pressure, but only after breaking a
the van der Waals attraction between the particle and the supporting glass plate. Shaking
the plate with a piezo-electric ceramic cylinder on resonance with the plate momentarily
released several particles from the strong surface bond. They positioned the focused beam
waist (2w0 ≈ 25 µm) just above the glass plate, and, with the force of several g, vertically
lifted one of the released spheres to the center of the 1.5 cm chamber where a second
horizontal beam probed the floating particle for observations and measurements. Subsequent experiments carried out similar levitation in high vacuum [52] and with feedback
stabilization [53].
In 1986, Ashkin and collaborators published a seminal paper reporting the optical
trapping of dielectric particles in a single-beam gradient force trap [14]. This was the first
example of an optical tweezer. A highly focused laser beam (NA=1.25) produces a threedimensional optical trap with an equilibrium point in space. The displacement of a particle
from that equilibrium point in any direction results in a resorting force. To acquire the
numerical aperture of the focusing beam, microscope objectives are generally used. Ashkin,
et al. reported trapping of a range of particle sizes from 10 µm to 25 nm. The particles
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were made of glass and immersed in water so that the relative refractive index was about
1.15 and the glass sphere acted as a weak positive lens. Ashkin described in great detail the
forces present in a single, gradient force trap in the ray-optics regime in a later article [15].
With these forces known, a well calibrated optical tweezer is an outstandingly useful tool
to measure the forces exerted by molecular motors such as myosin, protective enzymes,
and ribosome as well as a range of mesoscopic biological [19] and physical systems [32, 33].
All of the work completed by Ashkin and his colleagues in the 70’s and 80’s primed
the field of optical micromanipulation. Today researchers continue to develop the field. In
the next section, novel variations to the single trap optical tweezer and levitation setups
will be discussed including the movement toward holographic optical tweezers (HOTs) and
unusually shaped handles for optical manipulation.

2.3

Novel Optical Traps and Structured Objects

Prior to Ashkin’s discovery of the optical tweezer, researchers were unable to directly
interact micro-dynamic events on the particle scale, limited instead to global manipulation
of a large volume of samples. The new opportunity to probe individual micron and submicron interactions was enabling, but scientists quickly desired expansions to the simple
single trap system for added versatility. It was realized that new frontiers of science could
be investigated if the optical tweezer could interrogate more complex systems at many
points at once. Moreover new micromachines and probes were possible if a tweezer were
to actuate shaped structures with controllable form. These desired extensions required
two modifications of the single-beam trapping of microspheres: shaping of the trapping
beam and shaping of the object interacting with the beam.
One of the most powerful enhancements of the single trap was the integration of
diffractive optics. These components, whether static or dynamic, morph the laser beam
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to form arbitrary two- and three-dimensional traps. The resulting patterns in the sample
plane are known as holographic optical tweezers (HOTs). The most adaptable diffracting
component used is the spatial light modulator (SLM). An SLM is composed of millions
of liquid crystal pixels, each on the order of one micron in size, forming an array that
locally changes the wavefront amplitude and phase of an incident beam. By applying
computationally derived voltages to each pixel, an arbitrary beam shape can be formed
in the sample plane, limited by the spatial resolution of the SLM and the range of spatial
frequencies that are passed by the microscope objective. High speed movement of the
pattern of traps is still limited by the switching rate of the SLM, which is on the order of
200 Hz. For this reason, the biology field often uses acousto-optic devices (AOD) instead
of the SLM. With a reversing rate on the order of 30 − 200 kHz, switching between several
trap locations with an AOD approximates an array of continuously illuminated traps [54].
Meanwhile, advancing SLMs to higher speeds is an active field of research [34].
The ability to generate an arbitrary pattern of light leads one to imagine infinitely many
variations to the single optical trap [33, 34, 55]. Two- and three-dimensional arrays of traps
can not only be formed, but also dynamically controlled to move particles independently
in space [56]. Line traps allow the manipulation of many particles in unity [57] or control
over asymmetric particles. Crystalline structures, formed from an assembly of colloids,
are templates for three-dimensional photonic band gap materials of arbitrary design [58].
The interaction of a particle with an optical lattice, or array of optical traps, is highly
impacted by the size of the particle such that high efficiency optical size or refractive index
sorters are achievable [59].
Other, more complex ‘lab-on-a-chip’ systems use trapped particles as actuators for
various small scale interactions. Trapped microspheres can be positioned and polymerized
to form linear structures to be used as fluid driving devises inside microfluidic chambers
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as valves or pumps [60, 61]. With multi-beam manipulation, mulitplexing micromachines
is possible and variational driving pumps and devices can lead to a micro-actuated system
[62]. Micro-rotors and turbines are also possible and will be discussed in the next section.
Exposure to highly focused light is often detrimental to absorbing particles. One
solution was shown using optical vortex beams, or optical spanners. Due to destructive
interference at the center of the beam, a ring of light, called the ring of fire, surrounds a
dark region at the center of the beam. A trapped low index particle, otherwise thrown
out of a standard optical trap, may be trapped in this low intensity region [63], and a
trapped absorbing particle will safely reside at the dark center of the ring of fire without
high risk of heating [64]. It was further shown that both high and low index particles may
be trapped simultaneously where the high index particles rotated around the low index
particles by following the bring ring [65].
In some cases, the high intensity of light at the center of an optical trap is actually
beneficial. Tasks such as precision cutting and local sintering are possible when objects
absorb some of the light. Such applications commonly refer to the optical trap as optical
scissors and scalpels. These devices enable microsurgery within individual cells [66].
The described optical systems so far have all been depth-limited due to strong divergence from the focal plane and evolution of the beam profile through propagation.
Nevertheless, some beam shapes are propagation-invariant and can be used to trap particles over relatively long distances. Bessel beams do not diverge and may be used for form
a long chain of optical traps [67]. Optical conveyor belts using Bessel beams can transport trapped particles over near millimeter ranges [68]. By interfering two Bessel beams,
optical conveyors can be activated to transport particles either upstream or down stream
[69]. The bright modes of Airy beams follow parabolic trajectories and have been used
for particle clearing by guiding the particles along the bright Airy mode [70]. Like Bessel
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beams, Mathieu beams are ‘self healing’. Rather than having circular symmetry, however,
Mathieu beams have elliptical symmetry making them well suited for the manipulation of
elongated particles [71].
In contrast to the traditional technique of trapping whereby the laser beam defines
action within the trap, manipulation of objects having non-spherical, non-symmetric, and
arbitrary form is highly beneficial for some applications. The majority of work in this
field leverages circular asymmetries in objects to induce torque. This will be discussed
at length in the next section. Non-rotating, shaped micro-structures within optical traps
have slowly developed in recent years. Constant-force optical springs, for example, are
possible by placing cone shaped objects within an optical trap [72, 73, 74, 75]. These
force probes can form nanometer-precision scanning force microscopes with femto-Newton
force, possible only by the shape of the probe which softens the trap along the sensing axis
[76]. Micro-waveguides have also been considered to redirect light and move due to the
transfer of momentum. In principle, these devices can steer the incident light with very
high efficiency, and experimentation showed that static illumination can exert a constant
force on such a structure [77]. Even plasmonic metamaterials have potential for unique
applications of light force defined by the shaping of the structure. In one case near-field
optical binding forces are predicted to attract a metamaterial film to a dielectric surface as
an optical analogue to gecko toes [78]. One last example of a shaped structure interacting
with light is the focus of this dissertation - the optical wing. Mechanics of the wing and
discussions of its usefulness are presented at length in the following chapters.
In light-matter interactions, either the light or the object may be designed to achieve
specific interaction outcomes. Shaping of the optical field, e.g. with SLMs and other
diffractive optical elements, has been extensively developed. Sculpting of the object for
similar or new outcomes, on the other hand, is much less evolved, hence the interest to
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develop the optical wing.

2.4

Objects with Optical Torque

Optical torque may originate from one of two sources. The first, as we have discussed,
is light carrying angular momentum that transfers to absorbing and refracting objects.
There are many examples of research exploring both SAM and OAM carrying laser beams,
rotating objects in circularly polarized light [79] and in helical wavefront beams [80],
respectively. The second way in which optical torque may arise is by asymmetries in the
object. Either like rotating turbines, or like pitching wings due to an offset of center of
pressure and center of mass, some objects experience a rotational impetus without need
for an angular momentum carrying incident beam.
The simplest object to rotate in a beam carrying no angular momentum is the rod. A
small rod in a large beam may trace the vector of linear polarization in an electric field
that, rotating in time, leads to rotation of the rod as was demonstrated by Bonin, et al.
in 2002 [81] and extended by Bishop, et al. in 2003 [82]. Gauthier, et al. in 1999 observed
long cylinders align their central axis with the propagation axis of a non-polarized laser
beam [83]. Going further than alignment with a single beam, they even crossed four inplane laser beams to control the angle of the cylinder and rotate it about a pivot point.
Another method combines beam shaping with object shaping by rotating a rectangular
aperture in the beam path of an optical trap [84]. This is analogous to rotating an optical
line trap. The rod, trapped along the focused line, follows the aperture rotation.
A geometrically anisotropic, refracting object placed in a circularly symmetric beam
will spin simply due to the net radiation pressure at the object surface. Higurashi, et al.
were among the first to show this in 1994 [85]. They fabricated 10 µm thick silicon dioxide
pinwheel structures by reactive ion etching and placed these structures in a highly focused
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beam such that the grazing incident rays induced a torque in the object. Their work was
quickly confirmed numerically by Gauthier in 1995 who used ray tracing to characterize
the system and study the effects of varying parameters such as relative refractive index,
beam waist, and beam power [86]. A wave optics approach was also presented by Collett,
et al. in 2003 [87]. Later experiments investigated fluorinated polyamide micro-objects
with lower refractive index and shape anisotropy on the interior of the object rather than
on its outer edge [88, 89].
The optically-driven rotary engine continued to evolve over the years with improved
efficiency. A group in 1997 designed a simple cylinder with sloped ends like the faces
of a prism, bending the light upon exiting the upright cylinder and causing the cylinder
to rotate in reaction [90]. This beveled-edge cylinder showed orders of magnitude higher
rotation rates than the gear and pinwheel shaped structures designed by Higurashi, et al.
Even higher conversion efficiency was achieved by Lin, et al., who shaped the micro-rotor
into a bladed spiral phase plate rotating at 500 rpm with as much as 34.55 ~/photon
efficiency [91] - an enhancement on the 1932 Beth experiment. Nano-rotors have also been
realized [92]. Plasmonic, gammadion (in the shape of a swastika) structures on the scale of
100 nm strongly interact with light containing no angular momentum. Due to variation of
the phase retardation within the plasmonic structure, the linear momentum of the incident
light was converted to orbital angular momentum with extremely high efficiency. More
recently, in 2010, Inman and company published an article describing an optical trap and
cylindrical object system that allowed for controllable torque magnitude without the need
to change laser power [93]. Their system used a cylinder aligned vertically in the trap and
rapidly rotating linearly polarized light.
After the invention of two-photon polymerization, it became possible to fabricated
highly intricate and complex-shaped objects in all three dimensions. This technique was
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used in complex micromachine systems where angular momentum transferred from an
actuated element to other micro-objects like gears [94] with versatile control of the various
spin parameters [95]. It was also used to fabricate helical shaped micro-objects that rotate
in an optical trap.
Mentioned in Ch. 1 and discussed in greater detail in Ch. 4, optical wings experience
an orientation dependent torque in uniform collimated light. Because this torque is a
function of the shape and refractive index of the wing, these objects may be designed
with particular torque stiffness and stability orientations in mind for a given application.
Such applications may include micromanipulation of biological materials in extension to
the rich field of work with optical tweezers or the manipulation of large objects like solar
sail spacecraft for higher-order attitude control.

Chapter 3

Basic Theory and Ray Model
The first realization of stable optical lift was achieved in 2010 [37]. Since that point, ongoing exploratory research on optical wing structures has led to a preliminary foundation
from which we may understand these devices and the forces attributed to them. This
chapter summarizes the fundamentals of optical wings (Section 3.1) and describes the
in-house ray-tracing program used throughout this research for optical wing modeling
(Section 3.2). The description of this ray program is limited to what is necessary for
understanding the material contained in this document. A detailed account of this program
and its development may be found in Ref. [39].

3.1
3.1.1

Fundamental Concepts
The Lightfoil

Like in aerodynamics, optical lift is a phenomenon whereby a uniform flow of light in one
direction produces a component of force on an obstacle in an orthogonal direction. This
may be achieved with a collimated beam of light and an asymmetric, refracting element
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Chord axis
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Lightfoil
Optical Wing

Longitudinal axis
(Rotation axis)

Figure 3.1: Definition of wing axes (body frame).

- an optical wing. Depending on the angle of attack of the cambered optical wing with
respect to the direction of light incidence, a torque from radiation pressure may cause the
wing to rotate. As many as four stable, zero torque attack angles have been found for a
semicylindrical, refracting element of a given refractive index, and more are possible for
other wing shapes.
An optical wing may be any refracting or semi-refracting/semi-reflecting, rod-like object with a plane of asymmetry. The model optical wing is the semicylindrical rod (a
cylinder cut in half along its axis, see Fig. 3.1). When discussing optical wing shapes, it is
convenient to describe the shape in a plane slicing through the rod, i.e. the cross-section.
This we refer to as the lightfoil, see Fig. 3.1. The optical forces, e.g. the lift force, act on
the optical wing in this plane. We refer to this plane as the principle action plane.

3.1.2

Component Forces

Apart from the lift force, a scatter force, analogous to drag in aerodynamics, pushes the
optical wing along the direction of light propagation. The lift and scatter forces together
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Figure 3.2: Lift and scatter component forces with lift angle Θ and center of pressure
(CP).

make up orthogonal components of the total optical force, see Fig. 3.2, as given by

Ftotal = Flif t x̂ + Fscat ẑ.

(3.1)

The lift and scatter forces are also related by the lift angle:

tan(Θ) = Flif t /Fscat .

(3.2)

As we will discuss in Section 3.2, radiation pressure acts on every surface of the wing;
however, it is useful to discuss a single force that in effect acts on the wing at a single
point denoted by the center of pressure (CP). This point is found by summing over the
pressure field and constrained by an orthogonality condition. This specification of the
CP and total force is further useful when discussing the moment that results from the
radiation pressure field encountering this asymmetric object.
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Figure 3.3: CM-CP offset, r0 , and angle of attack, α.

3.1.3

Optical Torque

The total force acting at the CP may be equivalently defined by a force acting at the center
of mass (CM) of the wing paired with a moment, the optical torque, which is defined

T = r0 × Ftotal ,

(3.3)

where r0 is a moment arm pointing from the wing CM to the location of the CP defined
to be orthogonal to Ftotal , i.e. the CM-CP offset. As described below, the ray-tracing
program is used to calculate the total torque from a collection of rays that each impart
a small force at the surface of the wing. With this torque in hand, the CM-CP offset is
then found (see Sec. 3.2.1).

3.1.4

Attack Angle

Mechanical pressure from the illumination of light on an optical wing arises from the
refraction and reflection of the light at the wing’s surface. As the angle of incidence is
varied, the resulting pressure changes. This means that the lift force, scatter force, and
optical torque all depend on the orientation of the optical wing in the light field. We define
the wing’s orientation by the angle of attack, α, which is the angle between the chord axis
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of the lightfoil and the wave vector of incident plane-wave light, see Fig. 3.3.
Rotational stability may be of particular importance for applications that benefit from
uniform motion. There are orientations, called stable angles of attack, in which the torque
from radiation pressure on the wing is zero and has a slope characterized by ∂T /∂α < 0.
The reader is directed to Sec 4.1 for a deeper discussion of the optical torque and these
stable orientations. As we find the torque on various optical wings throughout this work,
the stable angles will be highlighted.

3.1.5

Efficiencies

As discussed in Chapter 1 (see Eq. 1.4 and 1.5), force and torque scale with the incident
power on wing defined at the normal incidence orientation, P , over the speed of light in
vacuum, c, and depend on an angularly varying term, Q(α). This “Q-factor” is the efficiency of the force or torque for the particular wing shape and material. Where the torque
q
depends directly on the torque efficiency Qt , the total force depends on Q = Q2l + Q2s ,
where Ql and Qs are the efficiencies of the lift and scatter components, respectively. A
perfect mirror at normal incidence has a value of Q = Qs = 2. This value changes as a
function of attack angle according to these closed-form expressions:

Ql−mirror = 2 cos(α) sin(α)

(3.4)

Qs−mirror = 2 |cos(α)| cos(α).

(3.5)

A general closed-form expression for the force or torque efficiency of an arbitrary refracting object does not presently exist. Numerical methods are used instead to determine
the values of Q. Several computational methods are available to do this; selecting the best
method depends on the object size and details of the system while balancing the speed
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of the calculation. Integration of the Maxwell stress tensor over a surface enclosing the
object is the preferred technique in applications of optical micromanipulation because the
method is synergistic with well-understood light scattering practices, the most common in
this context being the T-matrix formalism [96] or the discrete dipole approximation [97].
These methods capture the wave nature of light necessary when dealing with objects of
size on the order of and smaller than the wavelength of incident light. They are, however,
computationally intensive. On the other hand, when the object’s features are large, the
propagating light is well characterized by a pencil of rays governed by Snell’s Law. This
method is relatively fast and accurate when thousands of rays are traced. Due to the large
variety of optical wing shapes and materials, a significant group of which are modeled in
this work, the ray-tracing method is used to predict forces and torque on optical wings.

3.2

Ray-Tracing Program

We developed a numerical program to calculate the force and torque on arbitrary optical
wings. The program employs open-source software called Persistence of Vision Raytracer
(POV-Ray) [98] as the ray-tracing engine. Previous work verified that the POV-Ray
correctly predicts refraction angles according to Snell’s law and Fresnel coefficients, and
our ray-tracing program correctly calculates the force and torque of radiation pressure on
known objects [39].
The transfer of light momentum is given by each ray-object boundary event. At a
refracting boundary, Snell’s law is used to determine the direction of the transmitted ray:

n1 sin(θ1 ) = n2 sin(θ2 )

(3.6)

where θ1 is the angle of the incident ray with respect to the boundary surface normal
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traveling through a medium of refractive index n1 and θ2 is the angle of the refracted ray
passing through the boundary in a medium of refractive index n2 . We generally do not
include dispersive effects of the material (n(λ) = n). For one, our experimentation has
been limited to laser, narrow band, illumination, where n(λ) is practically constant. For
another, n(λ) changes vary little over band-limited illumination for most materials, e.g.
BK7 glass varies from 1.53 to 1.51 over the visible spectrum (400 to 700 nm). Therefore,
the variation of the force and torque from dispersion is small. The relative intensity of
the reflected and refracted rays with respect to the incident ray is given by Fresnel’s
coefficients. For s-polarized light (electric field perpendicular to the plane of incidence),
the fraction of light reflected at the interface is Rs . Similarly, Rp is the fraction of reflected
p-polarized light (magnetic field perpendicular to the plane of incidence). Unpolarized light
is modeled as R = (Rs + Rp )/2. The fraction of transmitted light is then the remainder
of non-reflected light: R + T = 1.

Rs =

Rp =

3.2.1

n1 cos(θ1 ) − n2 cos(θ2 )
n1 cos(θ1 ) + n2 cos(θ2 )

2

n1 cos(θ2 ) − n2 cos(θ1 )
n1 cos(θ2 ) + n2 cos(θ1 )

2

(3.7)
(3.8)

Force and Torque from a Pencil of Rays

From its change in momentum (∆pj = (pt,j − pr,j ) − pi,j ), the force from a single ray,
j, with incident power, Pj , on a transparent body may be expressed using the Minkowski
interpretation:

Fj =

Pj
(n2,j cos(θ2,j ) (1 − Rj ) − n1,j cos(θ1,j ) (1 + Rj )) n̂j
c

(3.9)
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Figure 3.4: Path of a single ray, j, through an optical wing and child ray generation.

where n̂j is the outward pointing (toward the medium and away from the object) surface
normal of the plane of incidence. Upon reflection and refraction at the object boundary,
child rays are generated and subsequently traced to the next boundary in the path. This
continues the generation of child rays until so many ray-boundary interactions have occurred that the power of rays inside the object is negligible. Figure 3.4 graphically tracks
a single ray through this lifecycle. The net force on the body is then given by summing
over all parent and child rays:

F=

X

Fj

(3.10)

j

A moment about the CM is also generated on the object by each force element acting
on each surface element:

Tj = rj × Fj ,

(3.11)

where rj is the vector from the CM to the surface element. The net torque is the sum of
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Figure 3.5: Ray-trace illustration of a glass semicylinder in water at three angles of attack.

elemental torques

T=

X

Tj .

(3.12)

j

Examples of the force exerted on an optical wing from a large number of rays is
illustrated in Fig. 3.5 for three different angles of attack. In this example, the relative
refractive index of the semicylindrical wing with respect to its surrounding medium is
n = 1.2. The net force is shown as a vector pointing from the CM of the wing. The net
torque (about the CM) is drawn as a horizontal vector to represent positive rotation about
the y axis when pointed in the +z-direction and negative rotation about the y axis when
pointed in the −z-direction.
Recalling that only the net force acts on the wing at the CP, we solve for the CM-CP
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offset using the output of the ray-tracer (Eq. 3.13), which allows a moment about any
point in the zx-plane to be calculated by a simple translation from the CP to the desired
point (see Fig. 3.6):

r0 =

Tray−trace × Fray−trace
.
|Fray−trace |2

(3.13)

To avoid issues of scaling when the number of rays impinging the object is varied,
the total power associated with the bundle of rays is normalized to impart unit pressure
P
( j Pj /c = 1). This in turn means that the ray-tracer actually outputs force and torque
efficiencies (Qf orce and Qtorque ), which are converted to physical force and torque by
Eq. 1.4 and 1.5, respectively.

3.2.2

Convergence in Ray Model

This section briefly analyzes the impact of two parameters in the ray model: 1) the number
of rays and 2) the number of reflections each ray undertakes. Rays are fired at the object
in a grid pattern with small random displacements. The distance between rays in this
grid is defined by the refinement level (γR ). A refinement level of 0 is a unit-sized grid,
a refinement level of 1 is a half-unit grid, and so on, where the ray spacing is given by
2−γR and an object that spans exactly a one-unit area is impinged by 22γR . Each ray then
interacts with the object through multiple reflections within the object. The number of
ray-boundary interactions, or the number of internal reflections, of parent ray is defined by
the trace level (τ ). The impact of these two parameters on the force and torque efficiency
of a n = 1.6 semicylindrical wing is presented in Fig. 3.7. Each combination of refinement
and trace level is compared to a maximum case (γR = 9, τ = 11). The selection of
parameter for this maximum cases is explained below. The root mean squared difference

Lifting Direction
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Figure 3.6: The total optical force (Ftot ) and torque (T) on an wing are output from the
in-house ray-tracing program in vector form. Following Eq. 3.13, we calculate the center
of mass (CM)-center of pressure (CP) offset (r0 ) to find the location of the CP. Vectors
drawn to scale for a semicylinder of glass in water rotated to a 64◦ angle of incidence.

between each trial and the max case over twenty angles of attack is used as a metric to
show the convergence of these parameters. A low difference from the highest number of
rays and number of reflections indicates convergence of the model over these parameters.
For refinement levels greater than 7, force/torque curves versus angle of attack approach
similar values with increasing ray refinement. Furthermore, this model shows no difference
in resultant force or torque efficiencies for values of τ ≥ 9.
Increasing the ray refinement and trace levels is limited by computational memory.
On the machine used to generate the data in Fig. 3.7 - a 2011 Macbook Pro, with 2.8
GHz Intel Core i7 processor and 16GB memory - the program returns a malloc error
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when refinement levels above 9 are set. POV-Ray saves every parent and child ray of
all boundary interactions to memory as part of the ray tracing [98]. Therefore, a given
machine can process a limited number of rays as long as POV-Ray is used to complete the
ray tracing tasks. This is why the refinement level = 9, trace level = 11 case is called the
“maximum” case, because it includes the largest number of rays that are computable on
the machine used throughout the presented work. Using an alternative ray tracing engine
that does not save all ray data to memory would allow computation with a higher number
of rays and improve prediction accuracy.

3.2.3

Model Comparison of Minkowski and Abraham

Recent theoretical and experimental inspection of dielectric objects and interfaces has
illuminated the cause of the Abraham-Minkowski discrepancy - that is, two expressions
defining the momentum of a photon in a dielectric differ in scaling of the vacuum momentum by either n or n−1 , where n is the refractive index of the medium. In truth,
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these two expressions (see Eq. 1.1 and 1.2) account for slightly different components of
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Figure 3.7: Convergence of root mean squared difference in force (Q) and torque (Qt )
efficiencies with refinement and trace levels in the ray model.
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the total momentum within a thermodynamically closed system [9, 99, 10]. For example,
when light enters a dielectric interface, particles of the dielectric recoil with some fraction
of the total system momentum. No expression for the momentum transfer of light in a
dielectric system is complete on its own. In fact, Abraham and Minkowski are just two
examples of several electromagnetic energy-momentum tensors that have been suggested
over the years, all of which isolate components of the system in different ways [9].
The transfer of momentum from a beam of light to a dielectric primarily occurs at
the interface of the dielectric object; however, interactions within the object also carry
momentum. These interactions, between the light and the material of the dielectric object, are fully captured by neither the Minkowski or Abraham expression. But, rather
than calculating the total energy-momentum tensor every time a model of momentum
transfer is sought (a derivation of such calculation has been laid out by Mikura [100]), it
is generally possible to use either the Minkowski or Abraham models directly when specific assumptions apply. The Minkowski expression is particularly suited to systems when
the momentum across a boundary predominate, e.g. a dielectric object in a low index
surrounding. On the other hand, the Abraham expression is well-suited to highly transmissive dielectrics, specifically those with antireflection coatings, where the movement of
the object center of mass as a result of light passing through it dominates.
Following the same arguments made in much of the literature relating to optical tweezers [96, 101], we prefer the Minkowski model in our predictions of optical wings. The
Minkowski model includes a component of momentum transfer by a pressure buildup in
the material at either side of the object interface. For completeness, we compare the
Abraham and Minkowski expressions in our ray model and find that both return force
and torque efficiencies similar enough (see Fig. 3.8) to argue that their difference does not
influence our interpretation of the ray model results.
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Figure 3.8: Total force efficiency (Q), torque efficiency (Qt ), lift component force efficiency
(Ql ), and scatter component force efficiency (Qs ) on a semicylindrical wing calculated with
the Minkowski formalism (points) and the Abraham formalism (circles) for two dielectrics
of n = 1.6 (gray) and n = 1.2 (red) relative refractive indexes. The angle of attack defines
the orientation of the wing with respect to parallel rays incident from the left. Slight
differences between Minkowski and Abraham prediction are visible at 0◦ and orientations
of max lift and max torque.

The Abraham analogue to Eq. 3.9 replaces n1,j and n2,j with 1/n1,j and 1/n2,j , respectively. In Fig. 3.8, no discernible difference in force and torque efficiencies on a semicylindrical wing of low relative refractive index (n = 1.2) was generated between the two
models. Slight regional differences between the two models developed for a wing of higher
relative refractive index (n = 1.6). The Minkowski model predicted higher force when the
wing focused the rays forming pockets of high intensity, as can be seen in Fig. 3.8 (Ql )
near an attack angle of 45◦ . In an experiment, the focused light would generate regions
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of increased pressure in the medium surrounding the wing, which would add to the force
on the wing. Conversely, rather than focusing the incident beam, when the optical wing
spreads the light, as is the case at 0◦ , the Minkowski force decreases relative to Abraham.
When the light is diverged the material pressure would too decrease. Most importantly,
the difference between these two methods in the ray model is small - less than 2% of
maximum total force efficiency (see inset of Fig. 3.8 (Q)).

3.3

Remarks

In this dissertation, we restrict ourselves to analyze micro- to macro-scale structures that
satisfy the requirements of the ray regime. With this constraint in place, we are able
to investigate the forces imparted to several optical wing designs as well as the motion
of these structures in a set of environments. These analyses set the stage for future
applications where optical wing-like objects may be used for optical micromanipulation or
for the advancement of solar sail spacecrafts. In the next chapter, I present this ray-based
mechanical analysis of wings in free-space in both two- and three-dimensions. I also guide
the reader through a derivation of a rocking semicylindrical wing on a flat, non-slip surface
in an accelerating reference frame given by a force field like gravity.

Chapter 4

Modeled Optical Wing Dynamics
This chapter focuses on dynamics of the optical wing derived from predictions of the raytracing program. Details of this ray program are given in Ch. 3. I begin by demonstrating
the motion of select optical wings in free-space solely considering the impact of RP force
and torque. Constrained to two-dimensional motion, these objects are oscillators with
multiple stable orientations [37, 102, 103]. In three-dimensions, hemispheres with six
degrees of freedom show similar behavior to spinning tops, but, unlike the tops, these wings
have a pivot point that moves freely through space [104]. The intensity-dependent rocking
frequency of an illuminated semicylindrical optical wing on a flat, nonslip surface is also
investigated. Both longitudinal and transverse RP forces (scatter and lift forces), as well
as RP torque, transform the mechanical system into one having a bistable potential energy
above a critical intensity, and the effect of intensity modulation is explored [105, 106].

4.1

Free-Space Dynamics in 2D

The forces and torque of radiation pressure (RP) imparted to an optical wing are dependent on the wing’s shape and refractive index [107]. This is a particular boon of optical
33
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Figure 4.1: Ray traced plots of a semicylindrical and trapezoidal optical wing at normal
incidence (α = 0◦ ) given four different indexes of refraction relative to the surrounding
medium (n).

wings, because the straightforward manipulation of geometric parameters directly influences the motion and stability of the wings in flight. Optical wings may, therefore, be
designed for specific applications.
As an example, let us consider two different lightfoils (cross-sectional shapes): a semicircle and a trapezoid. These wings are entirely refractive, long rods with equal volume.
Here, we define the length of the rods to be long so that we may assume all of the motion
takes place in a plane bisecting the rod axis. RP is the only force on each wing, and we
study its instantaneous impact. Oriented to normal incidence (α = 0◦ ), both wing shapes
have equal projected area such that the same amount of flux is incident on each wing in
this orientation. As the refractive index of the wing increases, the object has a higher reflectivity. This leads to a greater transfer of momentum to the wing, which is visible in the
ray plots drawn in Fig. 4.1 for four relative refractive indices: n = 1.05, 1.2, 1.6, and 3.5.
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Figure 4.2: From left to right: scatter force (Qs ), lift force (Ql ), and torque (Qt ) efficiencies
of a semicylindrical wing (top) and a 60◦ isosceles trapezoid (bottom) with various indexes
of refraction relative to the surrounding medium (n). Both objects are entirely refractive.

I remind the reader that the ray program used to predict this momentum transfer does not
account for absorption of the light by the object. A refractive index of n = 3.5 is included
to reinforce this discussion of refraction and its impact on radiation pressure. However,
in practice absorption will generally dominate in materials, like silicon and metals, that
have a very high refractive power.
The efficiency of the scatter force, lift force, and RP torque as functions of angle of
attack are plotted in Fig. 4.2 (for each of the eight objects drawn in Fig. 4.1). It is clear that
the increase in refractive index increases the magnitude of the component forces. What is
also notably visible is the sharp changes in force and torque efficiency of the trapezoid as
compared to the semicylinder. Hard corners in the trapezoid abruptly change the passage
of light through the object. Meanwhile, flat faces on the trapezoid allow large groups of
rays to pass through the wing in unison. At critical angles for total internal reflection, the
forces and torque locally spike as a result of this grouping.
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These efficiency curves tell a detailed story of the motion of optical wings in a uniform
beam of light. Both wing shapes have no lift force and no torque at normal incidence (α =
0◦ ) due to the symmetry of that orientation. In the case of the high index semicylinders, the
slope of the torque efficiency about normal incidence is negative, which means that α = 0◦
is a stable orientation. Three stable angles exist in these two high index semicylindrical
wings. Four are present in the lower index semicylindrical wings, while as many as six
stable angles exist for the low index trapezoid and four for the high index trapezoid.
Undamped, a wing will naturally oscillate about a stable angle. The maximum amplitude
of this oscillation depends on the range between the surrounding unstable angles, and the
frequency of oscillation depends on the slope of the torque curve. Orientations where the
torque crosses zero with a positive slope are unstable angles.
We are particularly interested in rotational dynamics near stable orientations because
the optical wing naturally inhabits this domain. We first recognize that the RP torque
conservative and depends only on orientation of the wing. This conservative torque gives
rise to a rotational potential energy, which is defined as the cumulative sum of the torque
over the range of attack angles from normal incidence where the torque is zero:
α

Z
U (α) = −

T (θ)dθ.

(4.1)

0

Or equivalently we may calculate the work done by rotating the wing: W = −U . Making
use of the torque efficiency (Qt ), we define a normalized potential energy:
Z
Ũ (α) = −

α

Qt (θ)dθ,

(4.2)

0

where Ũ = U (c/IAs R) has been normalized by the speed of light c, the intensity of incident
light I, the source-facing projected area of the wing when oriented to normal incidence
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Figure 4.3: Normalized rotational potential energy (Eq. 4.2) of a (a.) semicylindrical and
(b.) trapezoidal wing with two different relative refractive indices. Local minima in these
curves indicate stable orientations while local maxima indicate unstable orientations of
the wing in a collimated beam of uniform light.

As , and the maximum moment arm given by the width of the wing at normal incidence R
(see Fig. 4.1) [103]. When plotted, minima in the curve of potential energy occur at stable
angles of attack and maxima in the curve occur at unstable angles of attack. Looking
back at the example wings, for n = 1.2 the semicylinder has stable angles at ±50◦ and
±81◦ with shallow wells as compared to the n = 1.6 case, which has deep wells at 0◦ and
±90◦ (see Fig. 4.3(a)). At the same indexes of refraction, the trapezoid is rotationally
stable at ±54◦ , ± 131◦ , and ± 175◦ when n = 1.2 and at ±22◦ and ±56◦ when n = 1.6
(see Fig. 4.3(b)). The stable orientations of the trapezoid are stiffer than the those of the
semicylinder, but with shorter range.
Near stable angles, we approximate the motion of these optical wings as simple harmonic. This allows us to define a rotational stiffness from a linearized approximation of
the torque efficiency:

Qt ≈ −κα α,

(4.3)

where κα has units of 1/radians.
The oscillation period due to the optical torque on a wing is related to torsional
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Figure 4.4: Stiffness of the torque efficiency at α = 0◦ against refractive index n for a
semicylindrical wing. Whereas below n = 1.45 κα < 0 because α = 0 is unstable, above
n = 1.45 κα > 0 because α = 0 is stable. In broadband illumination, a fast rate of change
in κα with n is undesirable.

stiffness by Π = 2π

p
Icm /(κα IAs R/c), where Icm is the moment of inertia of the wing

about the CM. A semicylindrical wing made of OIR620 photoresist (n = 1.6) with radius
R = 1.6 µm, source-facing area As = 128 µm2 , and mass m = 200 pg has a rotational
stiffness of 0.2 radians−1 about the stable angle at α = 0◦ . This object therefore oscillates
in a 10 µW/µm2 beam of light with a period of 2.1 ms. For comparison, if the same
semicylindrical object is placed curved-side down on a flat, non-slip surface gravity alone
causes the wing to oscillate with a 0.5 ms period.
The dependence of rotational stiffness on refractive index for the semicylindrical wing
at normal incidence is plotted in Fig. 4.4. At n = 1.44 and below, κα=0 < 0 because here
α = 0◦ is unstable; otherwise, α = 0 is stable and κα=0 > 0. From n = 1.45 to n = 2.0,
stiffness increases with refractive index to a peak of 0.5 radians−1 . In applications using
broadband illumination, small change in stiffness with refractive index may be desirable.
This curve suggests high index materials may be preferred in such applications as the
variation in torque stiffness near n = 2.0 is much smaller than near the index range of
standard glass (n = 1.5).
To visualize the free-flight trajectories of these optical wings, phase diagrams in Fig. 4.5
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0.5[α02/mR]

Figure 4.5: Phase diagrams at n = 1.6 for a fully refractive (a) semicylindrical and (b)
trapezoidal
rod. Contours separated by (1 J) × ω02 /mR2 (unless otherwise marked), where
p
ω0 = cmR/IAs .

for the (a) semicylinder and (b) trapezoidal rod plot the angular velocity (ω) of each wing
as a function of angle of attack for n = 1.6. Each contour line is a path of constant energy
in the (α, ω) plane. The contours are separated by (1 J) × ω02 /mR2 unit-less energy units,
p
where ω0 = cmR/IAs . From the phase diagram of the semicylinder, we notice that near
α = 0◦ and α = 90◦ there are stable orbits highlighted in black. With too much initial
angular velocity, the wing goes into a tumble. Rotated to too great an angle of attack, the
wing follows a different stable orbit. Stable orbits followed by the trapezoid show similar
behavior, but with fewer energy lines. At only 2 energy units as compared to 6 energy
units at normal incidence, far less energy is needed to send this trapezoidal wing into a
tumble than the semicylinder.
Adding a single reflective surface to the back (flat) face of both example wings, we
invert the regions of stability. Phase plots of the mirrored (a) semicylinder and (b) trapezoidal rod for n = 1.6 in Fig. 4.6 show these stable orbits center on 180◦ for both wings.
In this orientation, the mirrored face of the wing points toward the light source. These
stable orbits span a large range of angles. As such, the wings gently roll from −90◦ to 90◦
when no forces other than RP are present.
There may be applications of optical wing oscillators that make use of the curved
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Figure 4.6: Phase diagrams of n = 1.6 refractive wings with one reflective surface in the
shape of a (a) semicylinder and a (b) trapezoidal
rod. Contours separated by (1 J×ω02 /mR2
p
(unless otherwise marked), where ω0 = cmR/IAs . (c) Efficiency plots of the two objects
from left to right: rotational potential energy (Ũ ), scatter force (Qs ), lift force (Ql ), and
torque (Qt ).

surface of the semicylinder. For example, a semicylinder placed curved side down on a
microscope slide would rock from side to side on the slide when exposed to light. Any
losses to the rocking period would be an indication of the surface tension between the
wing and the slide.
To scale-up optical torque, many wings may be joined together to form a wing array
with a total torque Tt = N T , where N is the number of wings in the array. Additional
torques that arise from the shifting of wings from the pivot point of a larger object, like
a solar sail, may be avoided by insuring a balance of wings to either side of the pivot
point. As such, only the optical torque from the wings Tt would be applied to the large
craft. Given two arrays of 1000 semicylindrical wings, each having a width on the order
of a millimeter, placed equidistant from the center of a 67 × 67 m solar sail made of CP1
[108], the sail would passively follow an orbit with a period of three years when uniformly
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exposed to 1500 Wm2 intensity of light.
Through the example of two optical wing designs, we have numerically shown that
optical wing oscillators are orbitally stable. The trapezoidal rod presented has the benefit of possessing many stable orientations; however, it has small angular regions where
stable oscillation is possible and is easily launched into a tumble. On the other hand, the
semicylinder is stable over a large range of angles and its curved surface provides other
opportunities for rotation-based applications. Leveraging the rotational stiffness, optical
wing oscillators may be used to passively maintain periodic orbits of solar sails, or used
in microscopic investigations.

4.2

Free-Space Hemisphere in 3D

In this analysis, a three-dimensional axisymmetric refractive hemisphere is exposed to
uniform light in vacuum and in the absence of gravity. The equations of motion (EOM)
that describe this system were originally derived by Daniel Schuster along with a comparison to a spinning top [109]. The EOM derivation is reproduced here with a change
in axes definitions to agree with the axes used in other chapters. The derived equations
are used to predict both the rotational and translational motion of this three-dimensional
wing structure analytically and numerically as an extension to the work completed by D.
Schuster in 2014.
The schematic for this model is shown in Fig. 4.7. Note that we designate α as the
angle between the light direction vector, ẑ2 , and the normal unit vector, n̂, and is the
angle of attack of the hemispherical wing. The radius of the hemisphere is R. Owing
to symmetry, the RP forces and torque can be described by a principle action plane (see
Fig. 4.7(b.)). This plane contains both ẑ2 and n̂.
Because the hemisphere is axisymmetric, the model of radiation pressure efficiency
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Figure 4.7: (a.) Schematic of a three-dimensional hemisphere showing the flat-surface
normal n̂ (equivalently ẑ3 ), angle of attack α, and incident light direction along ẑ2 (equivalently ẑ1 ), which define the radiation pressure principle action plane (b.) on which the
RP forces and torque are defined. Positive-valued lift and scatter component forces are
directed along x̂2 and ẑ2 , respectively, while positive-valued torque rotates about ŷ2 .

on the hemisphere is identical to any wing with semicircular cross-section (i.e. the twodimensionally constrained semicylindrical wing described in 4.1). That is, at any orientation of the sphere with respect to a fixed frame, the net force may be described as a vector
in a plane and the net torque as a vector perpendicular to that plane.
As seen in Fig. 4.7(b.), the net force from radiation pressure acts on the hemisphere at
its center of mass (CM) and is composed of two perpendicular components, namely a lift
and a scatter force, denoted as Fx x̂2 and Fz ẑ2 , respectively. As in Ch. 3, the component
forces and torque may be defined in terms of efficiencies, Q, of the momentum transfer
between the light and the hemisphere. That is,
P0
Qy (α)
c
P0
Fx (α) =
Qz (α)
c
P0 R
Ty (α) =
Qt (α)
c
Fz (α) =

(4.4)
(4.5)
(4.6)

CHAPTER 4. MODELED OPTICAL WING DYNAMICS

43

where P0 = πR2 I˜ is the power incident on a fully illuminated hemisphere, c = 3 × 108 m/s
is the speed of light in vacuum, and I˜ is the irradiance of the incident beam. The lift
force and torque are odd functions of attack angle, whereas the scatter force is even. As
outlined in Ch. 3, these efficiency values are numerically calculated with the ray tracing
program for a given angle of attack α [39]. In this analysis, the hemisphere has a refractive
index of 1.6 (see Fig. 4.2 for the dependence of lift, scatter, and torque on attack angle).
In a continuous, uniform beam of light, the component forces and torque are conservative.
Therefore, the rotational potential energy may be expressed
Z
EUr = −

Ty dα.

(4.7)

In general form, the kinetic energy, EK , of the hemisphere is
1
1
EK = m|~vcm |2 + ω
~ · (¯
Īcm ω
~ ),
2
2

(4.8)

where m is the hemisphere mass, ~vcm is the velocity of the center of mass (CM), ω
~ is
the angular velocity, and ¯
Īcm is the mass moment of inertia matrix about the CM in the
x̂4 ŷ4 ẑ4 body frame (see Fig. 4.8 for definition of axes):

¯
Īcm


 
Ia 0 0  x̂4 

 
 ŷ  ,
=
0
I
0
a

  4

 
0 0 Izz
ẑ4

where Ia = (83/320)mR2 and Izz = (2/5)mR2 .

(4.9)
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Figure 4.8: Definition of precession, nutation, and spin angles and the corresponding axes
defining each frame. (Reproduced with permission from D. Schuster [109].)

The angular velocity vector, ω, may be expressed:

ω = ωx x̂4 + ωy ŷ4 + ωz ẑ4

(4.10)

where ωx , ωy , and ωz are the angular velocity components written in the body frame.
These scalar components may be expressed in terms of three Euler angles (θ, α, and ψ)
and angular velocities (θ̇, α̇, and ψ̇):

ωx = −θ̇ cos ψ sin α + α̇ sin ψ

(4.11)

ωy = θ̇ sin α sin ψ + α̇ cos ψ

(4.12)

ωz = θ̇ cos α + ψ̇

(4.13)

In Sec. 4.2.1, we show that ωz is constant. Given the angular velocity vector, the angular
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momentum, J, is found in the x̂4 ŷ4 ẑ4 body frame by
J =¯
Īcm ω.

(4.14)

Expressing the CM velocity in the lab frame as

vcm = ẋx̂1 + ẏŷ1 + żẑ1 ,

(4.15)

the kinetic energy in Eq. 4.8 may be expressed as the sum of translational and rotational
components EK = EKt + EKr , where
1
EKt = m(ẋ2 + ẏ 2 + ż 2 )
2
1
EKr = [Ia (θ̇2 sin2 α + α̇2 ) + Izz (θ̇ cos α + ψ̇)2 ].
2

(4.16)
(4.17)

Note that the total rotational energy Er = EKr + EUr is invariant under translation,
whereas the total translational energy of the CM Et = EKt + EUt is dependent on the
rotational state of the hemisphere, specifically the angle of attack α. As we will see,
the total rotational energy is conserved, whereas only a component of the translational
energy is conserved. For these reasons, we approach the rotational and translational EOMs
separately beginning with the rotational.

Rotational EOM
The rotational EOM for the hemisphere is found by way of the general Euler-Lagrange
equation:
d
dt



∂L
∂ q˙i



∂L
−
=
∂qi



∂W
∂qi


,

(4.18)

CHAPTER 4. MODELED OPTICAL WING DYNAMICS

46

where L = EKr −EUr is the Lagrangian, qi is one of the three angular coordinates (θ, α, ψ),
and W is the external work from nonconservative forces. The external torque due to
radiation pressure can be described as a potential (Eq. 4.7). Therefore, because no other
rotational forces are present, W = 0.
Applying Eq. 4.18, we find the rotational EOM of this system is a set of coupled 2nd
order nonlinear differential equations.
α̇[Izz (θ̇ cos α + ψ̇) − 2Ia θ̇ cos α]
Ia sin α
θ̇ sin α[Ia θ̇ cos α − Izz (θ̇ cos α + ψ̇)] + Ty
α̈ =
Ia
2
Ia θ̇α̇(1 + cos α) − Izz α̇ cos α(θ̇ cos α + ψ̇)
ψ̈ =
Ia sin α
θ̈ =

(4.19)
(4.20)
(4.21)

We note that a rotating top in a gravitational field would have a similar form with the
radiation pressure torque term, Ty in Eq. 4.20, replaced by a related gravity-term of the
opposite sign.

Translational EOM
To formulate the translational EOM it is simplest to use a Newtonian formulation due to
the inconvenience of the work term associated with the lift and scatter forces. Summing
all external forces acting on the CM, we obtain
X

F = macm = −Fx x̂2 + Fz ẑ2

(4.22)

where acm is the acceleration of the hemisphere’s CM given as

acm = ẍx̂1 + ÿŷ1 + z̈ẑ1 .

(4.23)
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The resulting translational EOMs are

ẍ = −(Fx /m) cos(θ).

(4.24)

ÿ = −(Fx /m) sin(θ)

(4.25)

z̈ = (Fz /m)

(4.26)

Using this system of six equations of motion (Eq. 4.19-4.21 and 4.24-4.26), the following
sections will investigate the dynamics of the hemispheric optical wing in free space while
uniformly illuminated. Both analytical and numerical methods are employed to complete
this investigation depending on the complexity of a given trajectory. We begin with a
comparison of the wing to a spinning top to find the conditions under which the hemisphere
will purely precess. We then apply small perturbations to that motion to induce nutational
motion.

4.2.1

Analogous Motion of the Hemisphere to a Spinning Top on a Fixed
Surface

The rotational motion of this hemisphere resembles the spinning axisymmetric top that
is in gravity and has a single fixed point on a surface. Classical motions of a spinning
top - pure precession, nutation with cusps, sinusoidal nutation, and looping nutation - are
present with the hemisphere in uniform illumination. Principles of energy conservation
and angular momentum are employed to provide some insight in this more complex and
nonlinear system.
It is simple to show that radiation pressure torque is a conservative field by ∇ × T = 0
and, therefore, that the rotational energy is conserved: Er = EKr + EU ≡ constant.
By definition, a torque, T, is given by the rate of change of angular momentum:
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dJ/dt = T. If T = |T|ŷ2 , as is the case for the illuminated hemisphere, then
d
d
J · ẑ2 = J · x̂2 = 0.
dt
dt

(4.27)

Therefore, to conserve angular momentum along the illumination direction, the following
projection is constant with time:

J · ẑ2 = Izz (θ̇ cos α + ψ̇) cos α + Ia θ̇ sin2 α ≡ ς

(4.28)

By the same argument, again because T = |T|ŷ2 in this system, (dJ/dt) · ẑ4 = 0 such
that Izz (dωz /dt) = 0, from Eq. 4.14. Noting that the moment of inertia does not vary with
time, the component of angular velocity along the axis of symmetry is, therefore, constant
with time:

ωz = θ̇ cos α + ψ̇ ≡ Υ.

(4.29)

With these simplifications, we may now derive the conditions necessary to obtain
classical motions of a spinning top for the hemisphere.

Pure Precession
In the case of pure precession, we require α̈ = α̇ = 0. Defining θ̇ = Ω and α = η, where
Ω and η are constants of precession rate and nutation angular position under steady
precession, Eq. 4.20 can be simplified to

Ω2 (Ia − Izz ) sin η cos η − ΩIzz ψ̇ sin η + Ty (η) = 0.

(4.30)
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The values of Ω that satisfy this second-order polynomial result in pure precession, and
are found by the quadratic formula (see Fig. 4.9 for the dependence on η):

Ω1,2 =

q
Ia ψ̇ sin η ± (Izz sin η ψ̇)2 − 4Ty sin η cos η(Ia − Izz )
2 sin η cos η(Ia − Izz )

(4.31)

In this system, we know that

Ia − Izz = −(9/64)mR2 ,

(4.32)

Ty sin η cos η < 0.

(4.33)

4Ty sin η cos η(Ia − Izz ) ≥ 0.

(4.34)

and, for 0◦ ≤ η ≤ 50◦ ,

We, therefore, find that

Thus, the following relation defines the condition necessary for pure precession to occur:

(Izz ψ̇ sin η)2 ≥ 4Ty sin η cos η(Ia − Izz ).

(4.35)

Similar to the spinning top [110], Eq. 4.35 shows that there exists some critical spin
rate, ψ̇c , such that any value for which ψ̇(t = 0) < ψ̇c , pure precession is not possible, and
any value for which ψ̇(t = 0) ≥ ψ̇c , pure precession will occur. Given an initial nutation
angle (η), this critical initial spin rate is
s
ψ̇c = ±

4Ty (Ia − Izz )
,
2 tan η
Izz

(4.36)

Note that η is constant with time in pure precessional motion, which means that Ty and

pure precession rate [rev/s]
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Figure 4.9: Pure precession rate (in revolutions per second) satisfying Eqs. 4.31 and 4.35.
Data calculated using hemisphere parameters given in Table 4.1.

ψ̇c are also constant.
Unlike the spinning top, it is difficult to derive a critical nutation angle for this radiation
pressure driven system, because the radiation pressure torque Ty is a function of nutation
angle whereas the force gravity does not depend on the position of the top. If we assume
asmall nutation angle, we can approximate Ty ≈ −(P0 R/c)κα η, for some linear stiffness
κα , [103] and simplify Eq. 4.35 to


η2
(Ia − Izz ) .
(Izz ψ̇) ≥ −4(P0 R/c)κα 1 −
2
2

(4.37)

Solving for η when both sides of Eq. 4.37 are equal returns an approximation of the critical
nutation angle necessary for pure precession when an arbitrary spin rate is given,
s
ηc =

(Iyy ψ̇)2
− 2.
2(P0 R/c)κα (Ia − Iyy )

(4.38)

Under pure precessional motion, in order for the hemisphere to follow a closed orbit
in the x̂1 ŷ1 -plane, we must correctly initialize the translational state of the CM. In the
current configuration, the lift force initially points along the x̂1 -axis. As such, the initial
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velocity of the CM in the ŷ1 -direction must be set to

vx0 = −Fx0 /mΩ,

(4.39)

where Fx0 = Fx (α0 ) is the magnitude of the lift force and α0 = α(t = 0) is the initial
angle of attack, both of which are constant with time. The radius of the circular orbit of
the hemisphere in the x̂1 ŷ1 -plane is given by
r = |Fx0 |/mΩ2 .

(4.40)

Using this, we calculate the maximum extent of the orbit in the x̂1 ŷ1 -plane. For example,
the trajectories in Fig. 4.10 were obtained numerically using Matlab’s ode45 differential
equation solver by initializing the state of the hemisphere with the necessary conditions
for pure precessional motion given by Eq.s 4.31-4.39. From Eq. 4.40, we calculate the
theoretical extent of each orbit, see the table in Fig. 4.10, and find excellent agreement
with the numerical outcome.
In pure precessional motion, the nutation angle of the hemisphere is constant. This
means that the scatter and lift forces are both constant with time. Therefore, it is straightforward to find the displacement in the ẑ1 -direction along the beam propagation given the
Parameter

Value

Units

Density of hemisphere, ρ
Radius of hemisphere, R
Mass, m
Mass Moment of Inertia along ŷ4 , Ia
Mass Moment of Inertia along ẑ4 , Izz
Light beam power, P0

1060
2.5
1.39 × 10−8
2.25 × 10−20
3.47 × 10−20
196.35

kg/m3
µm
kg
kg · m2
kg · m2
µW

Table 4.1: Model parameters used in analysis of hemisphere.
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xmin
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Figure 4.10: (left) Hemisphere trajectory in the x̂1 ŷ1 -plane when the initial conditions for
pure precession have been satisfied. Three initial nutation angles α0 are plotted to show
the dependence on angle of attack. (right) Orbital extent of pure precesional motion in
the x̂1 ŷ1 -plane given by Eq. 4.40 for comparison with the numerically derived orbits in
the plot to the left. Values given in units of µm.

initial z velocity:

∆z = vz0

2πh
Fz0
+
Ω
2m



2πh
Ω

2
,

(4.41)

where h is the number of precession cycles that have passed and Fz0 = Fz (α0 ) is the
constant scatter force given by the initial angle of attack. Combining Eq.s 4.40 and 4.41,
we find an expression for the ratio of the maximum displacement owing to lift and the
displacement owing to scatter in a given number of cycles:
Fz0 π 2 2 mπvz0 |Ω|
∆z
=
h +
h.
2r
|Fx0 |
|Fx0 |

(4.42)

If we assume vz0 = 0, then this ratio scales as the scatter force over the lift force. There
are some attack angles at which the lift force can be up to two times greater than the
scatter force; however, the factor of π 2 guarantees this ratio will often be greater than 1.
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Figure 4.11 presents this ratio in one period of precession as a function of angle of attack.
The plot indicates in one period the hemisphere will travel at least an order of magnitude
further along the direction of the beam than the extent of its precession orbit. At any
point where the lift force crosses zero, this ratio goes to infinity. That is, at 0◦ , 86◦ , and
180◦ , the ratio ∆z/2r goes to infinity. Note that this relationship is independent of beam
intensity since both the scatter and lift forces scale as P0 /c.
We can also use Eq. 4.42 to determine the number of precession cycles, h, necessary
for this ratio of displacements to equal 1:

heq =

−mvz0 |Ω| +

p
(mvz0 Ω)2 + 4Fz0 |Fx0 |
,
2πFz0

(4.43)

which is plotted in Fig. 4.12 for three initial angles of attack. As one might expect, if the
hemisphere is traveling toward the light source, then its progress along the scatter force
direction is slowed, thus requiring more cycles to catch up with the transverse extent of
its precessing orbit.

Nutation
Adding small perturbations to the pure precessional motion causes the nutation angle and
precession rate of the hemisphere to periodically vary about the initial values. These small
variations are known as nutations and are defined here as (t) and σ̇(t). For   1 and
σ̇  1, the nutation angle and precession rate are written

α(t) = η + (t)

(4.44)

θ̇(t) = Ω + σ̇(t).

(4.45)
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Figure 4.11: Ratio of maximum displacement after one precession period of the
hemisphere CM in a direction transverse to
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the beam propagation direction (Eq. 4.42).
Note this curve is independent of the irradiance of the beam.
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Figure 4.12: Number of pure precession
cycles, h, necessary for the displacement in
z to equal the diameter of the precession
orbit 2r in the x̂1 ŷ1 -plane. Given for three
initial angles of attack α0 .

At small nutation angles (|α| < 30◦ ) the torque efficiency is approximately linear:

Qt ≈ −κα α,

(4.46)

where the coefficient, κα , is the torque stiffness [103] (see Section 4.1). Using this approximation to the torque efficiency and Eq. 4.44, we can express Ty (α) as the sum of a
constant and a time varying component:

Ty (η + (t)) ≈ Ty (η) + γ(t)

(4.47)

where

γ=−

P0 R
κα
c

Note, because   1, higher orders of  are taken to be zero.

(4.48)
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Substituting Eq.s 4.44 and 4.45 into Eq.s 4.20 and 4.28 and using Eq. 4.28 (dς/dt =
0), Eq. 4.29 (dΥ/dt = 0), Eq. 4.30, and Eq. 4.47 along with the assumption of small
perturbation (  1 and σ̇  1) to simplify the results, we obtain the following system of
equations:

Ia ¨ + A1  + A2 σ̇ = 0

(4.49)

B1 ˙ + B2 ˙ + B3 (σ̈ + ˙σ̇) + B4 σ̈ = 0,

(4.50)


A1 = Izz ΩΥ cos η − Ω2 Ia cos(2η) + Izz sin2 η − γ

(4.51)

A2 = sin η [Izz Υ + (Izz − 2Ia )Ω cos η]

(4.52)

B1 = − sin η [Izz Υ + 2Ia Ω cos η]

(4.53)

B2 = 2Ia Ω cos(2η) − Izz Υ cos η

(4.54)

B3 = 2Ia cos η sin η

(4.55)

B4 = Ia sin2 η.

(4.56)

where

We may simplify these equations of motion by setting to zero any term that involves a
product of a perturbation with a rate of perturbation (i.e. ,
˙ σ̈, and ˙σ̇). This leads us
to a direct solution to the equations of motion by taking the time derivative of Eq. 4.49
and substituting the outcome into Eq. 4.50:
...
 + ξ 2 ˙ = 0,

(4.57)
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b.

c.

Figure 4.13: (a.) Numerically derived perturbations to the constant nutation angle and
precession rate - respectively  and σ̇ - given small nutation (5%) disturbance to pure
precessional motion. Parameters given in Table 4.1. (b.) Magnitudes of the eight terms
in Eq.s 4.49 and 4.50 showing two of the terms to be small enough in comparison to be
ignored. (c.) Time derivative of Izz ωz is numerically zero for all time as expected.

where

ξ=

p
(A2 B1 − A1 B4 )/Ia B4

(4.58)

is the frequency of the periodic solutions to both  and σ̇ [109]. However, beyond the first
order understanding that the nutations vary periodically with time, this gross simplification of the equations of motion misses some of the intricate dynamics. We see a moderate
disagreement between the numerically obtained period of the nutations and the predicted
period given by ξ in Fig. 4.13(a.).
Let us setup an example of small amplitude nutation. In this example, we set α(t =
0) = η = 10◦ and θ̇(t = 0) = Ω + 0.05Ω. Then, utilizing the parameters given in Table 4.1
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Figure 4.14: (a) Sinusoidal nutation, (b) nutation with cusps, and (c) looping nutation
disturbances to pure precessional motion of the illuminated hemisphere. Initial precession
angle, nutation angle and spin rate for all three motions are θ0 = 0◦ , α0 = 10◦ and ψ̇0 =
−3.12 rad./s. One period of precession plotted. Pure precessional motion would occur
when the initial precession rate equalled θ̇0 = −5.63 rad./s, where as the three plotted
motions have the following initial precession rates: (a) θ̇0 = 0.75 rad./s, (b) θ̇0 = 0 rad./s,
and (c) θ̇0 = −1 rad./s. (Reproduced with permission from D. Schuster [109].)

and the Matlab ode45 numerical integrator, we can plot each of the terms from Eq.s 4.49
and 4.50 over time (see Fig. 4.13(b.)). This plot tells us that two of the terms in Eq. 4.50
(B2 ˙ and B3 σ̈) are more two orders of magnitude smaller than the other terms, suggesting
these two terms can safely be ignored, while B3 ˙σ̇ must be included in a solution. This
leads us to an expression for the nutation perturbation:
...
Ia B4  + Ia B3 ¨˙ + (A1 B4 − A2 B1 )˙ + A1 B3 
˙ = 0.

(4.59)

To my knowledge, there is no solution to Eq. 4.59; therefore, we henceforth rely on the
numerical model to continue the study of nutation. We also numerically verify that
Izz dωz /dt = 0 confirming that the numerical integrator complies with Eq. 4.29 (see
Fig. 4.13(c.)).
Tuning the perturbations, we find this system displays several types of nutation. Specif-
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Figure 4.15: (a.) Sinusoidal-like nutation and (b.) x̂1 ŷ1 trajectories of the illuminated
hemisphere. In all three cases, initial precession and spin rates are θ̇ = −1 rad/s and
ψ̇0 = −3.12 rad/s, respectively. Pure precessional motion (no variation in nutation angle)
would occur when the initial precession rate equalled θ̇0 = −5.63 rad/s. One period of
precession is plotted. Highlighting the nonlinearity of the applied optical torque, a large
initial angle (α0 = 60◦ ) departs from the simple sine wave. An unstable point in the
torque curve exists at 48.5◦ . No oscillation is present about this orientation. At 0◦ and
90◦ , stable angles exist. The initial velocity in the y-direction for each of the three cases
are respectively: −1.81 µm/s, −3.48 µm/s, and −1.83 µm/s.

ically, those corresponding to nutation with sinusoidal variation, cusps, and loops are observed (see Fig. 4.14). Exemplifying the nonlinear dependence of radiation pressure torque
and force on the nutation angle, from both Fig. 4.15 we note that the pattern of both the
nutation and the x̂1 ŷ1 -orbital path are highly dependent on the initial orientation (α0 ).

4.2.2

Discussion of the Spinning Hemisphere

The three-dimensional motion of a gravity-free refractive hemisphere that is influenced
by radiation pressure has been presented. By using both a Lagrangian and Newtonian
formulation, the equations of motion of the hemisphere are given for both the rotational
and translational degrees of freedom. The gyroscopic motion of the hemisphere compares
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with the motion of a spinning axisymmetric top under the influence of gravity. This is
observed through analytical and numerical techniques. By simulating the equations of
motion it is shown that pure precessional motion and various forms of nutational motion
in the radiation pressure system are possible and akin to that of the top.
To further extend the use of these hemispheres to applications driven by radiation
pressure there is the need for more advanced modeling as well as experimentation. The
simplified models presented here may provided guidance in designing control schemes to
drive the motion of these objects. Active research currently aims at determining whether
the hemisphere’s motion can be controlled in an open loop strategy. The first test of
an open-loop scheme used a trainer scheme, one found by continuous knowledge of the
object’s state in a closed-loop configuration, and applied this trainer scheme to a wide set
of hemisphere states, where both initial orientation and initial translation and rotation
rates were varied. The model found that 25% of the tested parameter space was driven
to maintain a nutation angle, or angle of attack, of α ≤ 5◦ , but the scheme require
unreasonably large laser intensities (on the order of 1013 W/m2 ) to complete the task [109].
This work further develops our understanding of these asymmetric optical structures with
the outlook to next generation solar sail navigation and control technology. We envision
large sections of the sail covered in arrays of microscopic wings. Thus, by shining a directed
laser beam on the sail, the force and torque provided by these wings may contribute to a
more optimal means of navigation and control. Experiments testing the theory that has
been put forward are currently limited by the need for levitation. Acoustic standing waves
are being investigated as a technique for levitating optical wings and sheets consisting of
an array of wings against gravity with minimal damping. Near buoyant experiments with
wings in water are discussed in Ch. 6.
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Rocking on a Flat Surface

In this section, we investigate the undamped optomechanical rocking dynamics of a uniformly illuminated semicylindrical optical wing on a non-slip flat surface as gravity pulls
the wing down. In the absence of gravity, these same mechanics describe the system in an
accelerating reference frame where the flat surface is moving through free-space with an
acceleration equal to g.
Ignoring the end faces of a long rod, the system of a uniformly illuminated semicylindrical optical wing may be reduced to two geometric dimensions. The scatter force, shown
along the ẑ direction in Fig. 4.16, may be enhanced by applying a reflective surface such
as a thin aluminum coating to the long flat face of the semicylinder. Here we assume the
curved side of the rod makes contact with a flat non-slip surface so that the rod may rock
back and forth with a period that depends on both the gravitational force, Fg , applied at
the center of mass (CM), and the total RP force, FRP , effectively acting at the center of
pressure (CP). Both FRP and CP depend on the angular orientation of the rod, α, and are
found through ray tracing [39], but may be found by other numerical techniques [38]. The
assumption that the wing makes contact with the surface is valid as long as the surface
normal force (not shown) is positive, i.e., (Fg − FRP ) · ŷ < 0. We further assume the
flat surface supporting the rod has an antireflection coating so that no multiple reflections
occur between the rod and surface. We define the long axis of the rod as aligned in the
y-direction.
Without illumination, the system may be described as a nonlinear mechanical oscillator; however, for α << 1 it resembles a linear oscillator having a rocking frequency that
√
depends on g, where g is the acceleration of the reference frame in the y-direction. When
α = 0, only the scatter, gravitational, and normal forces act on the rod, with scatter resembling a buoyant force acting against gravity. The lowest order approximation therefore
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suggests that the illuminated rod will have an angular rocking frequency that depends on
the square root of a reduced value of g. That is, the oscillation period is expected to
increase with the square root of the intensity of light. As shown below with higher order
approximations, radiation pressure and torque transform the system into a parametrically
driven bistable nonlinear oscillator.
In the following sections we use the Euler-Lagrange method to establish the work done
by radiation pressure and to obtain the equation of motion of the rod orientation, α.
The equilibrium angle of the system and its bifurcation at a critical intensity, Icr , are
obtained from this, along with the potential energy of the system. Harmonic solutions
near the equilibrium point are also determined. Two examples of the system dynamics
under linearly increasing and sinusoidal illumination I(t) are studied, where the solutions
are respectively given by Airy and Mathieu functions when I(t) < Icr .

4.3.1

Euler-Lagrange Equation of Motion

The distance a (see Fig. 4.16) between the CM of a semicylindrical rod and the geometric
center (GC) of a whole cylinder (of radius r) is given by

a=

4
3π r.

(4.60)

Using the parallel axis theorem, the moment of inertia about the point CM may be shown
to be

Icm =

1
2

−

16
9π 2



mr2 ,

(4.61)

where m is the mass of the wing. The force and torque on the wing may be computed from
the Lagrangian, L(α, α̇) = K(α, α̇) − U (α), where K and U are the kinetic and potential
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GC

CM

CP

Figure 4.16: Transparent semicylindrical rod of refractive index n and radius r. The flat
face, which is mirrored, defines the orientation angle α. The force of gravity Fg at the
center of mass (CM) and the force of radiation pressure FRP at the center of pressure
(CP) both influence the frequency of oscillation as the wing rocks on a transparent flat
surface about a pivot point p. FRP has a scatter component in the direction of ẑ and a
lift component in the direction of ±x̂. GC is the geometric center of a whole cylinder, and
a = 4r/3π. Surface normal force not shown.

energies, respectively, and α̇ is the angular velocity.
The wing is constrained to roll on the surface without slipping, and therefore the GC
point remains at the same height above the surface. However, the height of the CM point
changes with the orientation angle, α:

y = a(1 − cos(α))

(4.62)

The gravitational potential energy is therefore

Ug (α) = mga(1 − cos(α)).

(4.63)

To find the kinetic energy we note that as the body rocks, the horizontal position of
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the CM point varies with α:

x = xgeo + a sin α.

(4.64)

where xgeo = −rα is the horizontal displacement of the GC point. The kinetic energy of
the wing CM may be written

K = Krot + Ktrans ,

where the rotational kinetic energy is
1
Krot = Icm α̇2
2
and the translational kinetic energy is given by the movement of the wing CM in the xz
coordinate plane

1
Ktrans = m ẋ2 + ż 2 .
2
The translational kinetic energy may be expressed in terms of α

1
Ktrans = m r2 + a2 − 2ra cos α α̇2 .
2
Combining the two types of kinetic energy, we get the following expression for the total
kinetic energy:

K(α, α̇) =


1
Icm + m r2 + a2 − 2ra cos(α) α̇2 .
2
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Figure 4.17: Diagram of semicylindrical wing at normal incidence (right) and rotated to
an angle α (left) showing
p the change in displacement of the pivot point at the floor to the
CM given by ∆(α) = r2 + a2 − 2ra cos(α).

This has the form of a purely rotating system, where the rotation axis is shifted from

the CM to some angle dependent location given by m r2 + a2 − 2ra cos(α) , which is the
contact point between the edge of the wing and the surface (see Fig. 4.17).
In total, the kinetic energy of the wing may now be expressed:

K(α, α̇) = Krot + Ktrans = 21 Ip α̇2 ,

(4.65)


Ip = Icm + m r2 + a2 − 2ra cos(α)

(4.66)

where

is the moment of inertia about the pivot point where the wing makes contact with the
horizontal surface. The Lagrangian of the unexposed wing (I = 0) becomes

L(α, α̇) = 21 Ip α̇2 − mga (1 − cos(α)) .

(4.67)

There is no closed form expression for the potential energy associated with radiation

CHAPTER 4. MODELED OPTICAL WING DYNAMICS

65

pressure. Instead it suffices to numerically determine the work done by radiation pressure
forces and torques, and use polynomial fits to obtain differentiable expressions. Toward
this end the angle-dependent scatter force, lift force, and torque may be expressed in terms
of corresponding efficiency factors, Q:
2Ilr
Qs (α)
c
2Ilr
FxRP (α) =
Ql (α)
c
2Ilr2
T RP (α) =
Qt (α),
c

FyRP (α) =

(4.68)
(4.69)
(4.70)

where l is the length of the cylinder. For small angles (α << 1) we numerically obtained
via ray tracing:
Qs ≈ qs (1 − α2 ) + qs0 α4

(4.71)

Ql ≈ −ql α + ql0 α3

(4.72)

Qt ≈ −qt α + qt0 α3

(4.73)

with fitting coefficients (for n = 1.6):
qs = 1.576 ± 0.001
ql = 1.458 ± 0.006
qt = 0.002 ± 0.001

qs0 = 0.163 ± 0.003
ql0 = 1.13 ± 0.02
qt0 = 0.21 ± 0.01.

Note, we found that higher order corrections to Eq.s 4.71 - 4.73, valid up to α = π/2, did
not produce qualitatively different dynamics.
These results lose validity when the scatter force is greater or equal to the opposing
gravitational force, i.e. when the rod is levitated away from the surface. Equating the
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magnitude of the these two forces, we find an upper limit of irradiance:

Iul = πgcρr/4 qs (1 − α2 ) + qs0 α4 ,

(4.74)

where ρ is the density of the wing. A typical value of Iul at α = 0 (see Table 4.2 for
parameters) is 3.8 µW/µm2 .
The net work done by the light beam on the wing, WRP = Ws + Wl + Wt , is found by
integrating Eq’s 4.68 - 4.70:
4Ilr2
7 4
qs (α2 − 12
α )
3πc

Ilr2
Wl =
ql (3π − 4)α2 − ql0 3π−4
α 4 + ql α 4
2
3πc

Ilr2
Wt =
−qt α2 + qt0 12 α4
c

Ws =

(4.75)
(4.76)
(4.77)

In this configuration, the scatter force does positive work against gravity (Ws > 0)
for |α| < 2π/5. The lift force does positive work translating the CM point (Wl > 0)
for |α| < π/2. Radiation pressure torque does positive work as long as the CP point is
elevated above the GC point, which is found in the range |α| > π/25; otherwise it does
negative work. All three of these positive work functions minimize the potential energy of
the wing, as discussed in the next section.
To find the equation of motion for the wing angle α we apply the Euler-Lagrange
equation:
∂WRP
d ∂L ∂L
−
=
,
dt ∂ α̇ ∂α
∂α

(4.78)

After a little algebra and assuming α < 1 (keeping orders up to α3 to maintain some of
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the nonlinearity) we obtain an equation of motion for the orientation of the wing:
α̈ + γα2 α̈ + Ω2 α + γαα̇2 − Ω02 α3 = 0

(4.79)

where

2
Ω2 = ωg2 − ωRP
02

Ω =

1 2
6 ωg

−



02
ωRP

(4.80)


γ = mra/I˜p = 0.652
q
ωg = mga/I˜p

(4.81)

β0 =
(4.83)

02
ωRP
(I)

0

= β I/I˜p

2lr2
c

4
3π qs

+ 1−

4
3π



ql − qt



(4.86)

= 3.14 µm2 · ps

(4.82)

2lr2
c

14
9π qs

−

2
3π ql

+ 1−

4
3π



ql0 − qt0



(4.87)

= 1.90 µm2 · ps

= 1.6 × 103 rad/s
2
ωRP
(I) = βI/I˜p

β=

(4.84)
(4.85)

I˜p = Icm + m(r − a)2 = 2.12 ng· µm2

(4.88)

Icr = ωg2 I˜p /β ≈ 0.221 cgρr.

(4.89)

Equation 4.79 represents a parametrically driven nonlinear harmonic oscillator with a
natural intensity-dependent frequency Ω. Under illumination this frequency differs from
the gravitationally driven frequency ωg . In a non-accelerating frame (e.g., g = 0), the
natural frequency is represented by ωRP . At a critical intensity, Icr , the natural frequency
is zero valued (Ω = 0). For the system examined here, we calculate the critical intensity
is 2.25 times smaller than the upper limit established by levitation. The dimensionless
shape parameter γ and the squared frequency Ω02 scale the nonlinear terms in Eq. 4.79.
0 , parametrically drive the system. For
Both intensity-dependent frequencies, ωRP and ωRP

convenience we replaced Eq. 4.66 with the small angle approximation Eq. 4.88.
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Figure 4.18: Net potential energy in atto-Joules at different values of irradiance for the
wing parameters given in Table 4.2. For comparison at I = 3 µW/µm2 the small angle
and “no approx” plots agree for α << 1.

4.3.2

Potential Energy and Equilibrium Angles

Before discussing several solutions of the equation of motion, we consider the net potential energy of the wing (gravitational potential energy minus the work done by radiation
pressure). Inserting the values of q, a/r, and c, and expressing mass as the product of the
density ρ and the volume, we obtain for α << 1:
U (I, α) ≈ ρgr/3 − 5.0 × 10−9

 s   2 2
I lr α
m
  
− ρgr/12 − 1.1 × 10−9 ms I lr2 α4

(4.90)

The plot of potential energy as a function of the orientation angle α in Fig. 4.18 shows
an equilibrium angle at α = 0 for low irradiance. At I ≈ 2 µW/µm2 , the net potential
energy flattens such that the wing has no energy to change its angular momentum at
small angles. This marks a critical bifurcation point. When the irradiance is above a
critical threshold, Icr , double potential energy wells are formed. To gauge the magnitude
of the potential energy in Fig. 4.18, we note that 1 aJ corresponds to 243kB T at room
temperature, T , where kB is the Boltzmann constant. The “no approx” line in Fig. 4.18,

Equilrbium Angle [rad]

CHAPTER 4. MODELED OPTICAL WING DYNAMICS
π
2

69

stable
unstable

π
4

0

− π4

Icr

− π2
0

0.5

1

1.5
2
2.5
Intensity [µW/µm2]

3

3.5

Figure 4.19: Supercritical pitchfork bifurcation of the equilibrium angle given the bifurcation intensity Icr = 1.7 µW/µm2 . The optical wing levitates above the surface for
I > Iul = 3.9 µW/µm2 Wing parameters are given in Table 4.2.

showing excellent agreement with the corresponding α << 1 plot, was determined by use
of numerically determined efficiency values, Q for all values of α [39].

Radius (r)
2.5 µm

Length (l)
50 µm

Density (ρ)
1060 kg/m3

Mass (m)
5.2 × 10−15 kg

Relative Refractive Index (n)
1.0, 1.6

Table 4.2: Sample wing optical parameters.

4.3.3

Harmonic Solutions and Bifurcation

Small amplitude oscillations of frequency ω about a stable equilibrium point A0 may be
understood by inserting into Eq. 4.79 the ansatz:

α(t) = A0 + A1 sin(ωt).

(4.91)
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Figure 4.20: Oscillation frequency of a semicylindrical optical wing having two different
radii over a range of intensities. At the critical intensity Icr , the frequency vanishes
(ω = 0).

From this, we obtain three solutions for the equilibrium points: A0 = 0, ±(Ω/Ω0 ). The
latter value is real and small valued for I ≥ Icr , and the former value is unstable in that
intensity range. For small oscillation amplitudes, A1 << 1 we find

ω=






Ω,

(A0 = 0)
(4.92)



p−2Ω2 /(1 + γA2 ) , (A = ± (Ω/Ω0 ))
0
0
One may show that for small positive relative values above the critical intensity, 0 <
(I − Icr )/Icr << 1 (the so-called bifurcation parameter), the shifted equilibrium angle
increases as A0 ≈ ± ((β/β 0 )(I − Icr )/Icr )1/2 , and the oscillation frequency increases as
1/2
ω ≈ 2ωg2 (I − Icr )/Icr
.
This supercritical pitchfork bifurcation of the equilibrium angle at Icr is depicted in
Fig. 4.19. At low intensity, the wing stably oscillates about A0 = 0. For I > Icr =
1.7 µW/µm2 , the A0 = 0 solution is unstable and two new stable points are established
(see also the potential energy plots in Fig. 4.18).
The intensity-dependent frequency (Eq. 4.92) is plotted in Fig. 4.20 for two different

Critical Intensity [µW/µm2]
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Figure 4.21: Critical intensity Icr at which the stable angle bifurcates, with stable angle
A0 = 0 for I < Icr and A0 = ±(Ω/Ω0 )1/2 for I > Icr . Plotted for three different wing
densities, ρ.

values of wing radius. Smaller particles are seen to have a larger oscillation frequency at
I = 0 and a smaller values of Icr . If the intensity is adiabatically increased from zero, ω
is expected to first decreases until the value I = Icr is reached, after which the frequency
increases. There is no small angle oscillation when I = Icr because ω = 0 at this value.
The size comparison shows that the oscillation frequency is more sensitive to intensity
changes for smaller wing radii, as may be expected.
The value of the critical intensity, plotted in Fig. 4.21 for different values of wing
density and radius, increases with both density and radius. From an experimental point
of view where low intensities are preferable, one may wish to demonstrate multi-stable
wing oscillations using a small radius, low density wing. Because our model makes the ray
optics approximation, we caution the reader against extrapolating this analysis for wing
radii smaller or on the order of the wavelength of light. Small radius wings may also suffer
from stiction at the interface, and thus, larger radii have practical advantages that must
be weighed against the advantage of small values of Icr for small radii. Next we examine
how changes of the intensity affect the orientation of the wing.
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Modulated Intensity

Unlike the above case, where a constant value of intensity was assumed, here we explore
solutions in cases where the intensity changes with time. By neglecting the nonlinear terms
in Eq. 4.79 analytical solutions may be found, for example, when the intensity is linearly
increased with time, or when it oscillates periodically about some average intensity. These
approximate solutions may be compared with Runge-Kutta based numerical solution of
the full nonlinear equation of motion to validate the approximation. In this section we
limit our attention to intensity values below the critical intensity (I < Icr ). The complex
dynamics associated with higher intensities is beyond the scope of this report. The wing
parameters given in Table 4.2 will be used below to determine frequency and intensity
values.
Expressing the intensity as

I(t) = I0 + I1 f (t),

(4.93)

the linear equation of motion may be expressed as a parametrically driven harmonic oscillator

α̈ + Ω20 α − Ω21 f (t)α = 0,
where Ω20 = ωg2 (1 − I0 /Icr ) and Ω21 = ωg2 (I1 /Icr ).

(4.94)
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Linear Intensity Ramp
Let us consider ramping the intensity linearly over time such that

f (t) = t/T,

(4.95)

where T characterizes the time scale. The linearized equation of motion, which may be
written α̈ + Γ2 α = 0, where Γ2 = ωg2 α ((1 − I0 /Icr ) − (I1 /Icr )(t/T )), produces harmonic
solutions when Γ2 > 0 and exponential solutions otherwise. Thus, for time t > tcr =
(Icr − I0 )T /I1 the wing angle may admit unphysical solutions. For t < tcr , the amplitude
of oscillation may also increase with time because the equation of motion has the form of
the Airy differential equation with solutions [111]

α(t) = c1 Ai (Φ) + c2 Bi (Φ)
Φ=

(4.96)

Ω21 T t − Ω20 T 2
,
(Ω21 T 2 )2/3

where c1 and c2 are constants that depend on the initial condition of the wing orientation
and rotational velocity (α(0), α̇(0)). The values of the constants c1 and c2 for a specific
initial condition, α(0) = α1 and α̇(0) = α̇1 follows, where a prime (0 ) is used to denote the
derivative of the Airy function.

c1 =

−α1 (Ω21 /T )Bi0 (Φ1 ) + α̇1 (Ω21 /T )2/3 Bi(Φ1 )
(Ω21 /T ) [Ai0 (Φ1 )Bi(Φ1 ) − Ai(Φ1 )Bi0 (Φ1 )]

(4.97)

c2 =

−α1 (Ω21 /T )Ai0 (Φ1 ) + α̇1 (Ω21 /T )2/3 Ai(Φ1 )
,
(Ω21 /T ) [Ai0 (Φ1 )Bi(Φ1 ) − Ai(Φ1 )Bi0 (Φ1 )]

(4.98)
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Figure 4.22: Normalized Airy function solution, α(t)/α(0). For linearly increasing intensity, the wing oscillates with increasing amplitude and decreasing frequency. Parameters:
α(0) = 5◦ , α̇(0) = 0, I0 = 0, I1 /T = 0.17 µW/µm2 s, tcr = 10 s.

where

Φ1 =

−Ω20 T 2
.
(Ω21 T 2 )2/3

(4.99)

From Fig. 4.22, we see that as the intensity increases, the wing oscillates with progressively lower frequency as predicted by Eq. 4.92. Interestingly, we see that as the frequency
decreases, the amplitude of oscillation A1 increases. This result is akin to gradually reducing the spring stiffness in a mass-spring system. The stiffness is equal to the curvature of
the potential energy (see Fig. 4.18). Figure 4.22 is an example of the adiabatic variation
of intensity over time (T >> 2π/ωg ).
In Fig. 4.23, we compare Eq. 4.96 to the numerical Runge-Kutta solution of the nonlinear equation of motion Eq. 4.79. Over this short time scale we see that the linearized
equation of motion predicts a slightly higher oscillation frequency than the nonlinear
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Figure 4.23: Comparison of Fig. 4.22 to Runge-Kutta solution of the nonlinear equation
of motion (Eq. 4.79) showing good agreement over a short time scale.

equation of motion. Over longer time scales we find a similar increase in amplitude for
both cases (not shown), with amplitudes exceeding the small angle approximation as the
intensity approaches Icr .
Sinusoidal Intensity Modulation
Another way to modulate the intensity, and thus the oscillation characteristics of the wing,
is to periodically vary the intensity. As a simple example, we vary the intensity about an
¯ from to 0 to 2I¯ at an angular frequency η and with a phase φ:
average value, I,

f (t) = cos(ηt + φ),

(4.100)

where I0 = I1 = I¯ in Eq. 4.93. The instantaneous equation of motion swings between
α̈ + ωg2 (1 − 2I0 /Icr )α = 0 and α̈ + ωg2 α = 0. If I0 < (1/2)Icr then the equation of motion
provides oscillating solutions for all time; otherwise, piecewise oscillating and exponential
solutions will occur over the modulation period. In the latter case, large values of α may
be expected. In the former, case the solution of Eq. 4.94 is a weighted sum of even and
odd Mathieu functions (see the review in [112]), where c1 and c2 are constants that depend
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Figure 4.24: Normalized Mathieu function solution, α(t)/α(0). For sinusoidal intensity
modulation, I0 (1+cos(ηt)), the amplitude and frequency of the rapidly oscillating wing follows the slow variation of intensity. Parameters: α(0) = 10◦ , α̇(0) = 0, I0 = 0.7 µW/µm2 ,
η = 10 rad/s, φ = 0.

on the initial state of the wing.

4Ω20 2Ω21 tη + φ
,
,
α(t) = c1 Ce
η2 η2
2
 2

2
4Ω0 2Ω1 tη + φ
+ c2 Se
,
,
,
η2 η2
2


(4.101)

where
−α1 ηSe0 (χ1 ) + 2α̇1 Se(χ1 )
η [Ce0 (χ1 )Se(χ1 ) − Ce(χ1 )Se0 (χ1 )]
α1 ηCe0 (χ1 ) − 2α̇1 Ce(χ1 )
c2 =
η [Ce0 (χ1 )Se(χ1 ) − Ce(χ1 )Se0 (χ1 )]

c1 =

(4.102)
(4.103)

and

χ1 =

4Ω20 2Ω21 φ
,
,
η2 η2 2


.

(4.104)

The wing angle, for a slowly varying intensity (η << ωg ) and I0 < (1/2)Icr , is shown
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Figure 4.25: Normalized Mathieu function solution, α(t)/α(0), as in Fig. 4.24 except
η = ωg = 1.60 × 103 rad/s.

in Fig. 4.24. As for the linear ramp case, we find slowly varying amplitude and frequency
variations of the oscillation owing to the adiabatic variation of the intensity. However, in
this case the amplitude does not increase above the initial value if I(t = 0) is a maximum.
In contrast, when the intensity is modulated near the natural frequency of the wing
(e.g., in the non-adiabatic case), the amplitude and frequency of the oscillating wing, as
described by Eq. 4.101, fluctuate erratically. A Runge-Kutta solution (not shown) of the
nonlinear equation of motion (Eq. 4.79) produces qualitatively similar fluctuations as this
linearized solution.

4.3.5

Discussion of the Surface Rocking Wing

For the case examined here (semi-mirrored semicylindrical rod with a relative refractive
index of 1.6) the value of the critical intensity is less than the intensity required for radiation pressure to levitate the rod off the surface. Therefore, it may be experimentally
possible to observe the complex rocking dynamics expected from this system. The bifurcation occurs because the potential energy transforms from a single to a double potential
well.
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Below the critical intensity (I < Icr ) the wing stably oscillates about α = 0◦ . At higher
values (I > Icr ) the stable equilibrium orientation of the wing increases as ((I −Icr )/Icr )1/2 .
This is a typical characteristic of a supercritical pitchfork bifurcation. The oscillation
frequency ω varies with intensity as the absolute value, ωg |(I − Icr )/Icr |, where ωg is
the natural oscillation frequency of the rod when I = 0 (e.g., owing to gravity). For
the rod parameters assumed in Table 4.2, we find values Icr = 1.7 µW/µm2 and ωg =
1.6 × 103 rad/s.
Experiments to test the influence of radiation pressure on the rocking optical wing may
be designed to measure the frequency of oscillation as a function of incident light intensity.
The wing is expected to oscillate with a frequency ωg while the beam is off (I = 0).
When the intensity is adiabatically increased, one may measure both the frequency of
oscillation and the average (equilibrium) angle of the wing by use of a probe laser. A
small amount of damping from air or surface friction would allow the rod to decay into
one of the intensity-dependent equilibrium angles. Observations of bistability above a
critical intensity would verify the foregoing predictions. If large amplitude oscillations can
be achieved in the experiments, one may expect additional nonlinear effects, as suggested
by an examination of Eq. 4.79. Numerical investigation of the fully non-linear motion of
this system are elsewhere compared with the analytical approximation presented here with
good agreement [106]. Tests with photoresist micron-scale optical wings on the surface of
a glass microscope slide were attempted; however, the wings were stuck, as if glued, to
the slide and no force shy of scraping them off was powerful enough to manipulate the
tiny objects. We tried several hydrophobic surface treatments on the slide including a
Teflon-like fluorocarbon coating, but saw no improvement. Optical wings made of glass,
as apposed to photoresist, might be less susceptible to the strong stiction. Glass can at
least be coated with a hydrophobic layer to reduce some stiction, which cannot be done

CHAPTER 4. MODELED OPTICAL WING DYNAMICS

79

with the photoresist.
The multi-stable nature of the system suggests potential applications such as an optomechanical switching or an intensity-dependent steering mechanisms on an accelerating
interplanetary laser-driven sailcraft. Although we have ignored damping in our system, it
is clear from an understanding of the potential energy that switching in a viscous medium
between monostability and bistability states is possible by changing the intensity below
and above Icr . A significant amount of energy, relative to kB T , may be pumped into the
system by switching the intensity on and off.
When the intensity is linearly increased with time, the orientation angle of the wing
may be describe by Airy functions, assuming we neglect the nonlinear terms in the equation
of motion. Above the critical intensity the semicylindrical rod angle may rapidly increase
and flip over. It was found that increasing the intensity is analogous to softening the
stiffness of a spring in a mass-spring system. Similarly, when the intensity is varied
sinusoidally about some average value, the linearized description provides solutions in
the form of Mathieu functions.
Solutions that include periods when I > Icr and experiments to validate the foregoing
predictions could be explored in further research. This semicylindrical rod system is of
general interest as it provides a simple model for understanding the force and torque
on asymmetrical particles owing to radiation pressure. As an ultimate application, we
envision arrays of microscopic optical wings lining a solar sail to provide a new means for
steering of sailcrafts.

Chapter 5

Optical Wing Fabrication
With a theory in place that predicts the radiation pressure forces and ensuing dynamics of optical wings, I next pursued experimental studies of physical optical wings in the
laboratory. This chapter outlines the methods of fabrication used to create micron-scale
optical wings. All of the processes were carried out in the Semiconductor and Microsystems Fabrication Laboratory (SMFL), a class 1000 cleanroom facility at RIT. Standard
microlithographic techniques were used to generate three different structures: 1) single
semicylindrical optical wings, 2) arrays of semicylindrical wings colloquially called “flying
carpets,” and 3) glass micro-oscillators used to measure the force and torque applied to a
semicylindrical wing. The sections of this chapter focus on each of these components. In
the next chapter, I will disclose the results from tests of these fabricated wings.

5.1

Single Wing Fabrication

Motivated to develop a monolithic fabrication technique for microlenses on integrated
circuits, in 1988, Popovic, et al. introduced a simple technique to build 15 µm diameter
lenses with annealed photoresist [113]. By melting islands of thick photoresist, they created
80
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Figure 5.1: To fabricate individual optical wings from photoresist, (i.) the resist is first
spin-coated on a silicon wafer and patterned using photolithography. (ii.) The resist is
heated to 140◦ C for 12 minutes to form curved elements, then (iii.) released by etching
away the Si in XeF2 vapor. Finally, (iv.) in most cases the released wings are collected in
a dilute surfactant-water wash.

arrays of lenses with approximately diffraction limited performance. Governed by the
surface tension of the liquid resist on the underlying substrate and the volume of resist
in each island, this reflow process can produce both spherical and non-spherical lenses
[114, 115] up to a few tens of microns in thickness. This elegant and simple technique can
easily be extended to form a number of odd lens shapes from ball lenses [116] to tilted
microlenses [117], and now this reflow technique is utilized to create semicylindrical optical
wings.
The complete fabrication process of single semicylindrical optical wings is portrayed
in Fig. 5.1. This process begins with a thick layer of positive photoresist spin-coated
onto a blank silicon wafer. Two different resists were used throughout this research for
their distinct thickness properties. By varying the spin rate, OiR 620 photoresist can
produce film thicknesses between ∼ 0.8 − 1.5 µm while Shipley 1827 photoresist results
in thickness between ∼ 1.5 − 2.5 µm. Optical parameters at of each resist type are given
Photoresist
OiR 620
Shipley 1827

n
1.6
1.6

α [cm−1 ]
0.00033
0.0003

ρ [kgm−3 ]
1060
1050

Table 5.1: Refractive index (n), absorption coefficient (α), and density (ρ) at λ = 980 nm of
photoresist types used to form optical wings. Optical parameters measured on a Woollam
VASE Ellipsometer.
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Figure 5.2: Scanning electron micrograph images of optical wings (a.) before and (b.) after
heating to reflow the resist. (a.) Background image shows an array of wings sizes that
was repeated hundreds of times across the silicon wafer. In this image, the wings increase
in size from the bottom to the top. A subregion is enlarged showing three 10 µm × 2 µm
wings. (b.) These wings are perfect semicylinders with a radius of 2.5 µm.

in Table 5.1. The resist is then exposed to ultraviolet illumination through a mask that
defines the two-dimensional length and width of each wing in an array of many sizes (see
background image in Fig. 5.2). Excess resist is removed in a developer, and the wafer
is then baked on a hot plat at 140◦ C for 12 minutes so that the rectangular columns
of photoresist remelt into hemispherical cross-sections. The wings are released from the
wafer by etching the silicon substrate in dry xenon difluoride (XeF2 ) gas and are collected
with a dilute surfactant-water wash. XeF2 is highly selective meaning it removes only the
silicon beneath the wings and does not attack the resist. Scanning electron microscope
images of our fabricated optical wings before (a.) and after (b.) the reflow step are given
in Fig. 5.2.
This simple fabrication procedure is easily modified to create other types of singles
wings. For instance, mirrored optical wings where the flat surface of the semicylinder is
coated with a reflective layer is achieved by sputtering ∼ 100 Å of aluminum on the blank
wafer before coating with resist. Once patterned, the resist does the job of masking the
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Al layer so it can be etched (in a wet chemical solution). Then the process continues from
step (ii.) in Fig. 5.1. Alternatively, rectangular wings are generated when the reflow step
is omitted, and skewed semicylinders are formed when the reflow step takes place on a
sloped surface.

5.2

Flying Carpet (a.k.a. Wing Array) Fabrication

Arrays of optical wings, colloquially called ‘flying carpets,’ are formed in silicon molds.
The molds are standard 6” wafers patterned using microlithography processing. The
carpets are made of a polymer, either Polydimethylsiloxane (PDMS) or Langley Research
Center Colorless Polyimide 1 (CP1), that is spin casted on the mold and pealed off after
curring. The mold is created by way of isotropic reactive ion etching (RIE) of silicon to
carve semicylindrical grooves into the substrate [118].
The flying carpet fabrication steps are depicted in Fig. 5.3. RIE of silicon requires a
hard mask to properly shield the etchant from attacking the entire wafer. In this process,
1 µm thermally grown oxide (Si02 ) is used as a hard mask. Photoresist is spin-coated on
v.

UV
BOE

Mask

resist
oxide

i.

Si Wafer

CP1 carpet

SF6

oxide

ii.

Si Wafer

CP1

iii.

Si Wafer

RIE

iv.

Si Mold

Figure 5.3: Arrays of optical wings are cast in Colorless Polyimide 1 (CP1) with a silicon
mold. The mold is made by first (i.) growing thermal oxide on a silicon wafer and spincoating and patterning photoresist on top of the oxide. (ii.) The oxide is then etched in
buffered oxide etch (BOE) using the resist as a mask. (iii.) Isotropic reactive ion etching
(RIE) of the exposed silicon in sulfur hexafluoride (SF6 ) carves semicylindrical channels
in the substrate. Remaining oxide is stripped in BOE. (v.) CP1 is spin coated on the Si
mold, cured, and peeled off by hand.

CHAPTER 5. OPTICAL WING FABRICATION

84

top of the oxide and patterned in ultra-violet light through a lithographic mask. This resist
then functions as an etching mask for patterning the oxide layer. The oxide is submerged
in buffered oxide etch (BOE), a solution of buffered hydrofluoric acid (HF), for several
minutes to expose areas of the underlying silicon. When the silicon is then exposed to
20 sccm of sulfur hexafluoride (SF6 ) reactive plasma, an isotropic etch into the silicon
carves semicylindrical channels between the oxide pads. The plasma is generated with a
240 W radio frequency powered magnetic field at 60 mTorr pressure. Etch times are tuned
according to the feature width with a limit of about 10 minutes for 50 µm wide features.
Larger than 50 µm, the trenches end up flat bottomed. Once the RIE is complete, the
remaining oxide is stripped in BOE leaving a clean silicon mold of the wing array.
The mold is filled with either PDMS or CP1 to form the carpet structures. PDMS is a
hydrophobic polymer with a refractive index of about 1.4. The PDMS is mixed in a ratio
of 10:1 base to curing agent and poured onto a cleaned silicon mold. The wafer is then
degassed for 30 minutes, baked on a hot plate at 70◦ C for 3.5 hours, and allowed to rest
over night before being peeled off the silicone substrate by hand (this is most easily done
by placing a small piece of tape on the edge of the mold before depositing the PDMS such
that the tape functions as a handle when the film is ready to be peeled off). The resulting
sample will have a thick (∼ 3 mm) substrate with small semicylindrical features on one
side.
To dramatically reduce the thickness of the carpet substrate, a polyimide resin (CP1)
is deposited on a spinning silicon mold. The mold is first ramped up to 35 RPM, then
∼ 30 g of resin are deposited onto the center of the wafer and the spin speed is increased
to 90 RPM. Humidity and spin speeds will affect the final thickness of the film, which are
on the order of 10 − 50 µm with some tuning of the spin procedure. Thinner films should
be possible, but were not achieved with this basic procedure. A primer may be necessary
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to improve the thickness and uniformity of the resin just prior to spin-coating. A slow,
cycled bake process cures the CP1 resin and evaporates the solvent, diglyme, which has a
boiling point of 162◦ C. CP1 has a glass transition temperature of 263◦ C. A typical cure
procedure follows:
1. Ramp from room temp to 100◦ C over 1 hour period
2. Soak at 100◦ C for 1 hour
3. Ramp from 100◦ C to 200◦ C over 1 hour period
4. Soak at 200◦ C for 1 hour
5. Ramp from 200◦ C to 255◦ C over 1 hour period
6. Soak at 255◦ C for 1 hours
CP1 is a NASA Langley Research Center (LaRC) developed colorless polyimide with
excellent resistance to ultra-violet radiation and superb thermal properties. It is a choice
material for solar sails as the ultra light-weight membrane. The material can be cast to
form ≤ 5 µm sheets that are about 1 m wide and tens of meters long. CP1 has high
emissivity and low absorption, which means it will stay at cooler temperatures when
blasted with sunlight than other materials like Kapton (another favored material for solar

Figure 5.4: Arrays of semicylindrical optical wings made of CP1. Each wing has a radius
of 5 µm and sits on top a 50 µm substrate. Here the arrays have yet to be cut from the
CP1 film (shown on the right).

CHAPTER 5. OPTICAL WING FABRICATION

86

sail membranes) [108]. At λ = 549 nm, the refractive index of CP1 is 1.57. With the
outlook that arrays of optical wings may one day contribute to the advancement of solar
sails, we selected to test the fabrication procedure using this material. A microscope image
of two arrays of optical wings formed out of CP1 are shown in Fig. 5.4.

5.3

Micro Oscillator Fabrication

Micro-oscillators are widespread instruments of force detection [119, 120, 121, 122]. This
section outlines the fabrication of silicon oxide glass, doubly clamped micro-oscillators for
the detection of RP force and torque on a single semicylindrical optical wing. Because the
RP torque imparted to an optical wing is strongly influenced by the presence of a reflecting
surface on the wing (see Sec. 4.1), a transparent oscillator is required to maximize the
torque for detectability.
The oscillator is made of a thin layer of low stress silicon oxide. We selected to use
plasma enhanced chemical vapor deposited (PECVD) oxide because internal stress in the
film is tunable and because it is an accessible process in the SMFL. Other transparent
materials such as quartz can be formed into micro-oscillators as well with high quality
factors [123]. Future tests requiring transparent oscillators may consider such materials
as an alternative to glass when high finesse is needed.
The general steps for building a micro-oscillator and optical wing system are illustrated
in Fig. 5.5. First, a 200 − 600 nm layer of oxide is deposited on a silicon wafer by way
of PECVD using tetraethyl orthosilicate (SiC8 H20 O4 ), or TEOS, as the reactant gas.
Once the right characteristics are developed in the oxide film, the structure of the microoscillator is etched into the film by way of magnetically enhance reactive ion etching
(MERIE) with a 10:5:1 mixture of trifluoromethane (CHF3 ), tetrafluoromethane (CF4 ),
and oxygen (O2 ) using a thick layer of photoresist as an etching mask. Because MERIE
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Figure 5.5: Glass micro-oscillators are fabricated by (i.) depositing PECVD TEOS on a
silicon wafer, (ii.) etching the oscillator pattern using MERIE with a chemical mixture and
thick photoresist as a mask, (iii.) depositing and reflowing an optical wing at the center
of each oscillator as in Sec. 5.1 and releasing the structure from the Si wafer in XeF2 , and
finally (iv.) lifting the oscillator off the underlying substrate by gluing it precisely to a
silicon handle. The oscillator ultimately has no substrate above or below it so that optical
probes can approach from both sides.

significantly hardens the photoresist, the resist is then ashed in pure O2 plasma generated
at low power (100 W) for 17 minutes. The optical wing is placed at the center of the
oscillator microlithographically and reflowed as in Sec. 5.1. XeF2 is used again to etch
away a deep cavity in the silicon wafer almost entirely releasing the oscillators from the
underlying substrate. Finally, a handle made from a second, thinner silicon wafer precisely
cut to match the length of the oscillator is glued to the mostly-released oxide film. Lifting
the handle breaks the remaining bond between the oscillator and the underlying silicon
substrate. The oscillator is positioned in the hole of the handle with no substrate above or
below so that two lasers, one for driving the oscillator and one for detecting displacements,
can probe the oscillator from each side.

5.3.1

Sample Transfer and Loading

Once the glass oscillators are patterned and released from the underlying silicon substrate
(see Fig. 5.6), they are transferred to a handle and loaded into a vacuum chamber for
testing. This transfer and loading process is summarized.
Handles made from thin silicon wafer are square substrates, 5.6 mm on a side, with
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Figure 5.6: Microscope image of a 120 µm oscillator just released from the underlying
silicon substrate in preparation of transfer and loading.

a notch cut precisely to the length of a glass oscillator; an example is drawn in Fig. 5.7.
These handles are cut using an STS ASE Silicon Deep Etch with thick photoresist as
the etching mask. In this deep etch, a 85:20 mixture of octafluorocyclobutane (C4 F8 )
and argon passivate the surface of the silicon by depositing a thin Teflon-like layer on
the side-walls of the silicon. This passivation slows isotropic etching of the side-walls.
Deposition of the passivation layer is repeated in cycles with the etching gas, a 130:12:20
mixture of sulfur hexafluoride (SF6 ), oxygen (O2 ), and argon. The etched walls of the
silicon are scalloped as a result of this cycled passivation process. Following the deep etch,
the handles are cleaned in low-power O2 plasma and stored.
Glued to the handle with epoxy, the oscillators are rigidly bonded to the large substrate
at the two ends of the bridge. In this position, the oscillators are fully exposed so probe
lasers can approach from any angle. A range of oscillator lengths and designs are fabricated
at once and matched to the appropriately sized handle. The image in Fig. 5.8 was taken
during the attachment process. Translation and rotation stages accurately position the
samples and a vacuum pen precisely places the handle onto the samples. A thin layer
of epoxy bonds the delicate oscillators to the handle after a 15 minute cure. Following,
the pen pulls the handle upward, breaking the remaining bond between the samples and
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2
oscillator length
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Figure 5.7: (left) Oscillator handle made of 380 µm thick silicon wafer, and (right) close
up of six oscillator designs all 200 µm in length loaded in the cut-out notch of the handle.
A total of six handle+oscillator pairs were designed corresponding to six oscillator lengths:
(1) 140, (2) 200, (3) 120, (4) 240, (5) 300, and (6) 350 µm.

underlying substrate, see Fig. 5.9. Once transferred, the samples are loaded into a vacuum
chamber by adhering the handle to a piezo-ceramic actuator with silver epoxy.

5.3.2

Refining the oscillator thin film

While testing the glass micro-oscillators, it was found that the samples had a short shelf
life. Pre- or post-release, the film of glass accumulated compressive stress as the samples
sat waiting to be tested. Compressive stress led to drooping and bowing samples that
were difficult to align in the testing system. More details on results of testing stressed
oscillators are in Sec. 6.2. In attempt to resolve this issue of stress accumulation, this
section provides preliminary testing of various film treatments, specifically annealing the
TEOS deposited film prior to patterning.
Porosity in the PECVD oxide film leads to water adsorption when the film is exposed
to moist (40%-50% humidity) air at room temperature [124]. This water increases com-
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Vacuum Pen

Samples

Handle

Figure 5.8: Photograph of in process sample loading onto a silicon handle. Translation/rotation stages align the handle, held with a vacuum pen, to the released samples
with an overhead microscope for viewing. A thin layer of epoxy on the handle bonds the
samples to the handle after a 15 minute cure.

pressive stress in the film. Heating the film leads to desorption of both the adsorbed
water (occurs at temperatures of 200 − 350◦ C) and of constitution water in the oxide film
(isolated Si-OH that develop in deposition) (occurs at temperatures of 350−600◦ C). Placing the wafer in vacuum for several hours also leads to water desorption of the adsorbed
concentrations, but does not effect the constitution water. Heating the film above 600◦ C
ensures the adsorbed liquid like water and bonded water molecules at pore surfaces in
the film as well as the isolated Si-OH bonds in the film are desorbed. By measuring a
change in the film thickness, Hirashita, et al. determined that macropores in the film are
eliminated by this annealing [124]. However, the process is somewhat reversible. Pore sites
appear to redevelop in films annealed to low temperatures (≤ 330◦ C), but at ≥ 400◦ C a
microstructural change in the oxide film occurs that is irreversible. This structural change
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300 μm

CHAPTER 5. OPTICAL WING FABRICATION

Back (flat) side of
semicylindrical wing

Figure 5.9: Microscope image (×20) of 440 nm thick, 300 µm long oscillators with 2 µm
wide ribbons glued to a handle. The view is of the back side (wafer side) of the samples
such that residual Si is visible on the glass paddles of the oscillators.

causes the film to densify.
Due to the desorption and densification processes described above, stress in the PECVD
oxide film changes both with air exposure and annealing temperature. Stress in the asdeposited film is controlled by varying the radio frequency (RF) power of the electrodes
that create a plasma from the TEOS gas. Film stress is determined by solving Stoney’s
equation [125]:
Es t2s
σf =
6tf (1 − νs )



1
1
−
Rf
Rs


,

(5.1)

where the radius of curvature of the substrate before the film is deposited, Rs , and of the
film+substrate stack after deposition, Rf , are measured on a KLA-Tencor Profilometer
2. Young’s modulus of the silicon substrate, Es , is 130 GPa and Poisson’s ratio of silicon,
νs , is 0.28 (both taken from literature [126]). The thickness of the silicon substrate, ts ,
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Figure 5.10: PECVD TEOS oxide film stress dependence on deposition RF power, plus
stress change when samples are left in moist air (40%-50% humidity) or following annealing
in N2 for 4hr at 1000◦ C. Stress in as-deposited samples changes from tensile (+MPa) to
compressive (−MPa) as RF power increases. Moist air exposure increases compressive
stress in low RF power films. High temp annealing leads to high compressive stress, and
stress is stable in air following this heat treatment.

is known from the manufacturer (625 µm) and the film thickness, tf , is measured on a
Prometrix SM300 SpectraMap.
As shown in Fig. 5.10, low RF power (< 250 W) results in an as-deposited oxide
film with tensile stress (+MPa) while high RF power (> 250 W) results in a film with
compressive stress (−MPa). A low stress and slightly tensile film is needed to make flat
oscillators. Extra compressive stress will lead to buckling and drooping of the oscillators
post release. The low RF power tensile films, though, are less stable when exposed to
air, perhaps because they are more porous than the high RF power counterparts (see
Fig. 5.10). Annealing at high temperature purifies and densifies the film leading to both
more stable and more compressive films (see Fig. 5.10 and Fig. 5.11). The annealing gas
too has an impact on the stress and thickness variation of the film as seen in the curves
plotted in Fig. 5.11.
Low stress, slightly tensile oxide film with low porosity is ideal to maintain flat oscillators. Tensile stress peaks when the PECVD oxide film is annealed at or up to 600◦ C.
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Figure 5.11: Departure of oxide film stress, σf (top), and film thickness, tf (bottom), from
measurements taken just after annealing in N2 for 4hr at 600◦ C (left) or 1000◦ C (right)
while samples are left in 40%-50% humidity room temperature environment for extended
time to demonstrate the instability of the lower temperature annealed film as compared
to higher temperature annealing. Exponential curves are fit to the data with confidence
bounds shown in gray.

Film stress then drops dramatically crossing to compressive stress at 800◦ C and continues
to increase in compressive stress at higher temperatures [127]. This can be noted from
the average stress values reported on the plots in Fig. 5.11, where σ̄f = 207 MPa (tensile)
just after annealing at 600◦ C while σ̄f = −195MPa (compressive) just after annealing at
1000◦ C.
As Guan, et al. point out in their recent 2014 paper, PECVD oxide annealed in O2
as opposed to N2 decreases the variation in the film stress over annealing temperature
[128]. O2 may lead to further oxidation of the oxide film resulting in a denser film. The
additional oxidized silicon takes up a larger volume so that low temperature annealing
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(< 800◦ C) produces a less tensile film than N2 annealing by adding more compressive
stress. Additionally, they argue that this densification fills the pores left in the film from
deposition so that annealing at higher temperatures (> 800◦ C) leads to less stress change
toward compressive films than annealing in N2 . These claims were not tested in the SMFL,
but it is highly recommended that future research involving glass micro-oscillators look
into this treatment option. Additionally, just prior to the release of patterned microoscillators, exposing the wafer to hexamethyldisilazane (HDMS) vapor will result in a
slightly hydrophobic surface and may further increase the sample shelf life. A further step
to improve the resistance of the glass to heating is to add doping agents to the TEOS
mixture during deposition. Boron and phosphorous doped TEOS oxide, borophosphosilicate glass (BPSG), has a higher coefficient of thermal expansion (CTE) than TOES oxide
alone: 2.78 ppm/◦ C for BPSG compared to 1.36 ppm/◦ C for TEOS alone [129]. This
better matches the thermal expansion of silicon, which is 2.6 ppm/◦ C. Therefore, this
material will undergo less stress variation during the anneal.

Chapter 6

Experiments with Optical Wings
The first experimental suggestion for optical lifting by cambered, refractive micro-structures
was observed in 2010 when polymer wings submerged in water traversed a weakly focused
laser beam [37]. These semicylindrical rods were further found to automatically torque
into a stable angle of attack upon illumination of milli-watt scale laser light. Next, the
experiment was extended to test the effect of an added thin reflective coating to the flat
surface of the semicylinder. The coating considerably reduced the amount of laser power
required to instigate rotation and lifting of the wing. Following these demonstrations, we
proceeded with a force measurement experiment to corroborate ray-based predictions of
force and torque from radiation pressure on micron-scale semicylinders. The inceptive results of this experiment were the first to detect a force of radiation pressure by excitation
of glass mechanical bridge-oscillators. What is more, measured force and torque on these
wings agree with ray-based predictions to within experimental error.
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Flight in Water

To support our predictions of stable optical lift and to demonstrate that this phenomenon
may be observed in the laboratory, we completed experiments on microscopic semicylindrical wings in water. The sample wings were partially buoyant against gravity, and surface
tension limited the opportunity for stiction between the walls of the test chamber and the
samples. These factors allowed the wings to travel in three dimensions such that optical
lifting and torquing could be observed regardless of the initial orientation of the wing.
The wings were formed from annealed photoresist patterned to ∼ 2×4×L µm rectangular rods, where the length, L, was varied. Details on the fabrication of these semicylindrical
microstructures is located in Sec. 5.1. Following release, the samples were collected with
a water and surfactant solution that was deposited in a 150 µm thick by 1 in. diameter
cylindrical chamber. The test chamber was created by sandwiching an adhesive spacer
between a glass microscope slide and a thin glass coverslip.
In the experiment, setup diagrammed in Fig. 6.1(a.), a laser beam of wavelength
λ = 980 nm having a diameter d = 50 µm was directed vertically into the chamber
of water containing the transparent micro-wings. With a total beam power of 130 mW,
roughly 2 mW was incident on a single wing. The relative refractive index of the wings in
water was n/nw = 1.2.

6.1.1

Lifting

In the first observation, 10 µm long, semicylindrical wings exhibited lift by traversing the
beam profile while levitating due to the pushing scatter force as shown in Fig. 6.1(b.).
Importantly, spheres of similar size and refractive index placed in the same testing conditions did not exhibit this behavior. As perfectly symmetric objects, the spheres were not
expected to travel transversely through the beam if optical lift was the only transverse
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Figure 6.1: (a.) Experimental configuration used in first observation of optical lift. A laser
beam is weakly focused to a diameter d = 50 µm on at 150 µm thick sample chamber using
a defocused lens of focal length f = 60 mm. White-light images are recorded through a
×40 microscope objective onto a CCD camera after the laser wavelength (λ = 980 nm)
is filtered out. The samples are mounted on a three-dimensional translation stage. (b.)
Time-lapse composite image (1.67 s per shot) of a semicylindrical, transparent rod lifting
to the right (from t0 to tf ) near the bottom of a glass chamber filled with water as a
result of the optical lift force. The rod exhibits a distinct translation with velocity vector
vx directed to the right. The accompanying levitation from the scattering force brings
the rod up toward the camera and out of focus by the end of the series. Beam power is
130 mW and peak intensity on wing is 132 MW/m2 .

force. Forces from convection due to laser heating of the water and from the gradient of
the focused Gaussian beam would be directed in the transverse xy-plane and may produce similar results to optical lift. Yet, these forces would act equally on a sphere as on
an optical wing. Therefore, no observable transverse movement of the sphere provided
reasonable grounds to suggest optical lift was the dominant force at play.
Calibrating particle position in three dimensions for each video frame was completed
in two steps. First, the xy lateral position across the image plane on the CCD camera
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Figure 6.2: Precision manufactured micron-scale mesh imaged to calibrate xy lateral dimensions of each image on the CCD camera. Bar width is 40 µm and hole width is 85 µm.
Resulting calibration was 0.084 ± 0.001 µm/px, where uncertainty was determined from
the standard deviation of 168 measurements.

was calibrated against a precision manufactured, micron-scale hexagonal mesh sold by
Ted Pella, Inc. The mesh, developed for transmission electron microscopy calibration, was
made of 20 µm thick copper. An image with dimensions is provided in Fig. 6.2. The
resulting calibration was 0.084 ± 0.001 µm/px, given by the mean and standard deviation
of 108 measurements of the hole width and 60 measurements of the bar width. These
measurements included several images and several holes and bars.
Second, the z position of a particle was calibrated by imaging the sample at known z
displacements from the focal plane. As the particle’s vertical position displaced from the
plane of focus of the microscope objective, its image blurred. This blurring resulted in a
spreading of the particle length that was standardized as depicted in Fig. 6.3. The sample
stage was stepped by 2 ± 0.2 µm from the plane of focus, while a sample in water rested
on the bottom surface of the sample chamber. Due to the physical boundary of the water
chamber, in the experiment we know the wing cannot have a negative displacement from

CHAPTER 6. EXPERIMENTS WITH OPTICAL WINGS
z=2μm

z=4μm

z=6μm

z=8μm

z=10μm

spre

ad

z=0μm

99

10μm

y
x

Figure 6.3: The apparent length of the particle as seen by the camera and grows in size as
its image blurs due to vertical (z) displacement of the particle. This relationship between
spreading of the particle’s length with known steps in z is calibrated by measuring the
ends of a particle as depicted here.

the focal plane of the camera if the camera is focused onto a wing initially at rest on the
bottom surface of the chamber. For this reason, only positive steps in z are considered for
this calibration.
The length of the particle was then measured based on the aforementioned xy calibration as depicted in Fig. 6.3 and fit to the known z steps. A linear fit based on results from

Figure 6.4: Increased length of a particle from its in focus size, measured in pixels on the CCD camera and converted to microns by the xy calibration, was fit to
the sample stage translation in z. Error bars for each point are small. Confidence
in fit comes from the combined result of two particles. Resulting calibration was
1.00 ± 0.007 (spread [µm]/z step [µm]).
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two different samples is plotted in Fig. 6.4. The discrepancy between the two samples may
be explained by the asymmetric shape of these semicylindrical particles. One sample was
oriented with its flat side facing the camera, while the other was oriented with its curved
side facing the camera. The resulting blurred images were, therefore, slightly different.
This difference was captured in the confidence interval of the fit (dashed lines in Fig. 6.4)
and tracked as uncertainty in the z position calibration. The data in Fig. 6.4 suggests a
nonlinear fit would produce more precise results, yet, given that particle orientation both
along the rod and across the rod are not accounted for in this calibration, experimental
uncertainty was not limited by the use of a linear fit.
a.

b.

Figure 6.5: (a.) Measured trajectory of the 14 µm long, 2 µm radius semicylindrical
particle from Fig. 6.1(b.) as it traverses a 130 mW laser beam. The averaging line was
calculated from a moving average of 45 video frames (3 s), and was used to calculate the
velocities reported in (b.). The particle x velocity, transverse to the beam, peaks near the
region of highest laser intensity at a value of 3.3 ± 0.5 µm/s. The longitudinal z velocity
consistently hold value too small to exceed uncertainty.
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By tracking the particle position in each frame of the video, I approximated local
averages to transverse and longitudinal velocity. Figure 6.5 presents the measured position
and velocity of the particle first presented in Fig. 6.1(b.). The averaging line in Fig. 6.5(a.)
was calculated from a local weighted regression of the data using a window of 45 video
frames (3 s) to average over Brownian motion noise. The averaged data was then used
to determine the velocities reported in Fig. 6.5(b.) by finite difference. The outcome
indicates that the particle transverse x velocity peaked to a value of 3.3 ± 0.5 µm/s midtrajectory, approximately when the particle crosses the central portion of the laser beam
where the intensity is highest. These calculations were repeated with another particle,
reported in Fig. 6.6. While the first particle began at one edge of the beam, this second
particle was at the center of the beam when the laser was turned on. From the measured
particle trajectory, the transverse velocity of this particle increased with time to a peak
value of 1.0 ± 0.2 µm/s.
Besides radiation pressure, other forces affected the movement of these particles. As
mentioned previously, convective and gradient forces, from water heating and the laser
intensity gradient, respectively, had no measurable effect on spherical glass particles of
radius 5 − 10 µm. On the other hand, viscous drag and van der Waals interaction force
were influential to the particle’s motion. The Reynold’s number for these small, slow
moving particles is on the order of 10−4 and the flow is viscous around the particles.
In bulk fluid, the viscous drag on a sphere of radius R is given by Stoke’s Law: Fd =
6πµRv, where µ is the dynamic viscosity of the fluid and v is the fluid flow relative to the
object. Near a surface, like the base of the test chamber in this experiment, the viscous
flow may be derived from Navier-Stokes equations, which define the velocity field of the
fluid. E. Schäffer, S. Nørrelykke, and J. Howard tested viscous drag on optically trapped
polystyrene spheres in water near the surface of a coverslip and found good agreement with
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Figure 6.6: A 10 µm long, 2 µm radius semicylindrical wing in water is positioned near
the center of a d = 50 µm diameter, 130 mW laser beam when the beam is turned on (t0 ).
Radial position across the beam (x) and toward the camera (z) are tracked (a.) and used
to calculate the particle velocity (b.). The x velocity increases over time to a peak value
of 1.0 ± 0.2 µm/s. (c.) Time-lapse composite image of particle where adjacent images step
by 2 s.

analytic expressions for lateral and axial drag. Lateral drag parallel to the surface is given
by Faxén’s law, which is an exact solution to the Navier-Stokes equations. Axial drag
perpendicular to the surface, on the other hand, is approximated from the Navier-Stokes
equations [130], and Schäffer, et al. derive a closed-form expression from an interpolation
of the approximated solution. The coefficients of lateral γk and axial γ⊥ drag on a sphere
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are [131]
6πµR
,
(6.1)
1 − (9R/16h) +
− 45(R/4h)4 − (1/16)(R/h)5
6πµR
γ⊥ =
,
4
1 − (9R/8h) + (57/100)(R/h) + (1/5)(R/h)5 + (7/200)(R/h)11 − (1/25)(R/h)12
γk =

(R/2h)3

(6.2)
where h = z + R is the height of the sphere COM from the surface and z is the separation
distance. As h → ∞, both drag coefficient approach the coefficient for bulk fluid drag
(6πµR). We may approximate the viscous drag on a cylindrical rod as the sum of N
spheres, where N = L/2R. This, of course, assumes the velocity points perpendicular to
the rod axis. For a L = 10 µm long cylindrical rod of radius R = 2 µm in distilled water
(µ = 1.002 mPa · s) z = 1 µm the approximated axial and lateral drag coefficients are
γ⊥ = 0.3 µNs/m and γk = 0.15 µNs/m. The mean lateral x velocity of the 10 µm particle
in Fig. 6.6 was 0.6 µm/s. Thus, the drag force on this particle was approximately 0.1 pN.
Similarly, the average approximate lateral drag on the 14 µm wing in Fig. 6.5 was 0.3 pN.
In each case, we can use the ray-traced prediction of the peak lift force over the duration
of the trajectory, which are 0.7 pN and 1.0 pN on the short and long particle, respectively.
The lift force, therefore, has the potential to overcome fluid friction near the surface of
the chamber.
We witnessed transverse movement of several fabricated optical wings in water while
illuminated by a laser. Results from tracking the trajectories of two different wings indicate
the wings accelerated laterally across the beam while being pushed by the scattering force
toward the imaging camera. The transverse lift force can overcome viscous drag near a
wall of the testing chamber. Meanwhile, movement of similarly size glass spheres was not
observed suggesting that convective forces from laser heated water and the gradient force
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Figure 6.7: A 38 mW laser of wavelength λ = 980 nm and beam diameter 50 µm illuminates a 15 µm long, 2 µm radius semicylinder in water, causing it to rotate from an
angle of attack of 180◦ (an unstable orientation) to ∼ 81◦ (a stable orientation). The
rotation takes 2 s to complete once the laser is on, and, 3 s after the laser is turned off,
the semicylinder returns to its original orientation. Peak intensity on wing is 39 MW/m2 .

from the weakly focused Gaussian beam were much smaller in magnitude than force that
exclusively act on asymmetric particles, such as the lift force.

6.1.2

Torquing

Low power illumination was insufficient to produce lateral motion of the wing-shaped particles. Instead, short scale stiction forces, like van der Waals and physical heterogeneities
on the surface of the chamber floor, would hold a wing at the base of the chamber. Illuminated, the wing still rotated due to the radiation pressure torque, which prompted the
wing into a stable orientation with respect to the incident beam. Video frames in Fig. 6.7
show this stationary rotation of a 15 µm long semicylinder illuminated by a 38 mW, 50 µm
diameter beam. The laser again illuminated the particle from below, but this time was not
filtered so that the CCD camera detected when the beam was on or off. From these frames
we see the particle rotated to a stable orientation, α = 81◦ , after 2 s of illumination, held
this orientation for 7 s until the beam was turned off, and slowly fall back to its original
state. The initial and final orientation of the wing was stable without radiation pressure.
Considering buoyancy and gravity, and by inspection of the particle images, we deduced
that the initial and final orientation of the wing was ∼ 180◦ . The action was repeated
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Figure 6.8: Time-lapse composite image of a semicylindrical rod having a reflective coating
on its flat surface and exhibiting lift to the left near the bottom of a glass chamber full of
water. A 6 s delay is present between each image. The particle is seen to rotate shortly
after the laser was turned on followed by a lateral movement to the left. After 46.6 s, the
large area (d = 470 µm) 1.9 MW/m2 , uniform intensity laser is turned off, at which point
lifting ceases and the particle rotates back to its original orientation. A hidden image
of particle captured just prior to when the laser was turned off, is outlined to show the
change between this and the last frame.

many times and the rotation of the particle was always qualitatively the same.

6.1.3

Mirrored Wings

Without increasing laser power, we amplified the effect of radiation pressure on the wing
by coating the flat surface of the semicylinder with a thin layer of reflective metal, in
this case 50 nm of aluminum. One of these mirrored wings was seen traversing a wide
1.9 MW/m2 laser beam in Fig. 6.8. This was a slightly larger particle made of Shipley
1827 photoresist (n/nw = 1.2) with a length of 40 µm and a radius of 2.5 µm. The
laser intensity causing this motion was significantly lower than the peak intensities of the
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previous two experiments, which were 132 MW/m2 and 39 MW/m2 , respectively. Once
again, the particle rotated from its initial orientation, α ∼ 0◦ , to a stable orientation,
α ∼ 81◦ , after being illuminated by the laser. On edge (∼ ±90◦ ), the forces and torque
on a mirrored semicylinder are identical to those on a non-mirrored semicylinder. This is
why we expected both objects, from Fig. 6.7 and Fig. 6.8, to rotate to the stable angle
near 81◦ . The difference, though, in this experiment as compared to the one depicted
in Fig. 6.7 is that the initial scatter force efficiency is almost 6× larger, based on the
ray-model predictions. This big initial kick from the scatter force raises the wing off the
bottom surface of the test chamber, thus reducing the surface stiction on the wing and
allowing it to travel laterally with less laser power. The predicted initial scatter force on
the stuck particle (Fig. 6.7) was 2.3 pN, while the predicted initial scatter force on this
mirrored wing was 8.7 pN.
This particle traversed the beam with a velocity greater than zero only while the laser
was on, as evident in the plots of Fig. 6.9. The motion of the particle was initially delayed
for approximately 6 s (marked by a shaded region in the plots). It is unclear why the
particle would delay in this way, yet a possible explanation may be that in this time the
scatter force levitated the wing to a critically height above the chamber floor where the
lift force and torque were able to overcome stiction with the test chamber. Immediately
following this delay, the particle accelerated in the −x direction over a span of 10 frames,
at which point it reached a peak velocity of −1.0 ± 0.2 µm/s. The particle then held this
velocity constant for about 10 s before slowing to a new constant velocity of −0.6±0.2 µm/s
until the laser was turned off again. As portrayed in Fig. 6.9(c.), the width of the particle
image projected onto the CCD camera was tracked over the duration of the video clip.
This plot plainly shows a drop in the projected width of the particle that is only present
while the laser was on. The reduced projected width was due to the particle rotation
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Figure 6.9: (a.) Position along the x axis of the top and bottom ends of the mirrored
particle from Fig. 6.8. Smooth lines were calculated by a weighted linear regression in
a 45 frame (9 s) sliding window and used to calculate the velocities plotted in (b.). (c.)
Projected width of the particle on the CCD camera reduces by than 15% indicating a
rotation of the particle while the laser is on. Marked by the shaded region in each plot,
there is approximately a 6 s delay after the laser is turned on and before the particle begins
to move.

into a stable orientation. Once the laser was turned off, the projected width returned to
its original value indicating a clear dependence on radiation pressure of the orientation
stability.
We witnessed lateral motion of a large wing that was coated with a thin layer of
aluminum on one face of the semicylinder. The movement was related to illumination of
a low-intensity, flat top laser beam. The reflective surface on the wing reduced the power
needed to instigate motion of the particle. Both the lateral motion and the orientation
of the wing were undoubtedly dependent on laser illumination. Most notably, a new
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orientation of stability was only present while the laser was on, indicating a radiation
pressure dependence.

6.2

Force Measurement

A controlled experiment was formulated that enabled a measurement of the optical force
and torque on single semicylindrical wings. A micro-oscillator with known resonant modes
and known damping was designed to be driven by the RP force and torque applied to an
optical wing. By detecting the amplitude of this driven oscillation, the magnitude of
force and torque was measured. In this way, ray-based force and torque efficiencies were
compared with experimental measurements. This section provides a procedural outline
of this force measurement experiment and reports the first detection of force and torque
on an optical wing. These early results indicate that the measured forces on polymer
micron-scale wings agree to within experimental error with ray-based predictions.

6.2.1

Damped Driven Harmonic Oscillator

Three mass elements are held along a beam clamped in place at both ends, see diagram
in Fig. 6.10. This is a triple coupled oscillator that may be investigated analytically. This
section begins with analytical derivations of the natural frequencies of the fundamental
bending and twisting vibration modes of this system. Damping and a driving force are
subsequently added to the analytical system to obtain a relationship between applied force
and measured displacement of a point on the oscillator.
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Figure 6.10: Diagram of three mass torsional spring system where I is the moment of
inertia of each mass element and κ is the torsional stiffness of each string element.

Twisting Modes
Each mass may pivot about the string independently given by θ1 , θ2 , and θ3 . By summing
the torques on each mass the equations of motion are
I1 θ¨1 = −κ1 θ1 − κ2 (θ1 − θ2 )

(6.3)

I2 θ¨2 = −κ2 (θ2 − θ1 ) − κ2 (θ2 − θ3 )

(6.4)

I1 θ¨3 = −κ1 θ3 − κ2 (θ3 − θ2 ).

(6.5)

We assume a harmonic solution to each θ:

θ1 = A cos(ωt + φ)

(6.6)

θ2 = B cos(ωt + φ)

(6.7)

θ3 = C cos(ωt + φ)

(6.8)
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where ω is the twisting frequency of the entire system and φ is some phase shift in time.
Substitute this into the equations of motion:

ω 2 I1 A = κ1 A + κ2 (A − B)

(6.9)

ω 2 I2 B = κ2 (B − A) + κ2 (B − C)

(6.10)

ω 2 I1 C = κ1 C + κ2 (C − B)

(6.11)

One way to solve this system of equations is by finding the eigenvalues (frequencies of
the three fundamental modes) and eigenvectors (A, B, and C amplitudes for each mode).
This method has been used to obtain the following solutions.
 
−1
 
κ
+
κ
1
2

ω12 =
, 
0
I1
 
1
2
ω2,3

(6.12)

p
(2I1 κ2 + I2 (κ1 + κ2 ))2 − 8I1 I2 κ1 κ2
,
=
2I1 I2


1


 −2I κ +I (κ +κ )±√(2I κ +I (κ +κ ))2 −8I I κ κ 
1
2
2
1
2
1
2
2
1
2
1
2
1
2




2I2 κ2


1
2I1 κ2 + I2 (κ1 + κ2 ) ±

(6.13)

To test this solution, the set of equations Eq. 6.9-6.11 are also solved algebraically by
assuming that A = C.

2

ω =

2I1 κ2 + I2 (κ1 + κ2 ) ±

p
(2I1 κ2 + I2 (κ1 + κ2 ))2 − 8I1 I2 κ1 κ2
2I1 I2

Eq. 6.14 does agree with Eq. 6.13 for the two modes when A = C.

(6.14)
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In the limit where κ2 /κ1 → ∞,
ω 2 = κ2

2I1 + I2
or 0.
I1 I2

(6.15)

In the limit where κ2 /κ1 → 0,
ω2 =

κ1
.
2I1

(6.16)

In the limit where I2 κ1 /I1 κ2 → 0,
2

ω =

κ2 (2I1 + I2 ) ±

p

κ22 (2I1 + I2 )2 − 8I1 I2 κ1 κ2
.
2I1 I2

(6.17)

The mass-less springs in this system are modeled as thin beams each with torsional
stiffness κ. Depending on the dimensions of the beam, we estimate the torsional stiffness
by [132]:
2wt3
κ=G
l

1
1
− 0.209 1 −
3
12



t
2w

4 !!
,

(6.18)

given the beam width w in the x dimension, beam thickness t in the z dimension, beam
length l along the y axis, and the shear modulus of the glass material G. Each mass-less
beam in Fig. 6.10 has one of two lengths resulting in one of two stiffness values. The two
beams at either side of each mass add in parallel while the three mass+spring systems add
in series such that we may estimate an effective torsional stiffness of the whole system as
1
2
1
1
=
+
≈
,
κef f
2κ2 κ1 + κ2
Itot ω 2

(6.19)

where Itot is the moment of inertia of the whole system given rotation about the y-axis
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and ω is the frequency of the lowest order twisting mode (where all three masses rotate in
phase). This stiffness relates displacement at the fundamental twisting mode to a torque
applied to the central oscillator.
Bending Modes
The system is now given the freedom to translate out-of-plane. For simplification, we
consider the three mass elements as point masses surrounded by cantilever springs with a
bending stiffness denoted by k, see Fig. 6.11.
k2

k2

k1

m1

m2

}

}
}

}

k1

m1
x
y

z

Figure 6.11: Diagram of the three point mass bending spring system where m is the mass
of each element and k is the bending stiffness of each segment.
Each mass is free to move in the z-direction independently given by z1 , z2 , and z3 .
Rather than laboriously deriving and solving the coupled equations of motion from each
mass, we may simply use Dunkerley’s equation, which states
1
1
1
1
= 2 + 2 + 2,
2
ω
ω1
ω2
ω3

(6.20)

where ωn is the natural frequency of the system with only one of the three masses. A
mass-less beam clamped at both ends and bending out of plane with a single concentrated
mass placed mid-span has a spring constant given by [133]:

k=

16Ewt3
,
L3

(6.21)
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where E is Young’s modulus and L is the total length of the entire beam. This expression
of stiffness specifically relates to the fundamental, or lowest order, bending mode. The
natural frequency of this single-mass system is therefore

ωn2 =

k
mn

(6.22)

for the nth mass. Following Dunkerley’s equation, the natural frequency of the fundamental bending mode is

ω2 =

k
k
=
.
2m1 + m2
mtot

(6.23)

The measured displacement amplitude is therefore related to the applied force by k.

Damped Driven Oscillator
The system diagrammed in Fig. 6.10 and in Fig. 6.11 is driven by a torque or force,
respectively, with viscous damping.
Viscous damping implies a drag force with magnitude proportional to the velocity of
motion and in the opposite direction to the motion. Here we consider damping in terms
of the ‘Q-factor’:

Q=

ω0
1
cc
ω0
=
=
=
= 12 ω0 τ
∆ω
2ζ
2c
2γ

(6.24)

where ω0 is the resonant angular frequency, ∆ω is the width at half maximum of the
resonant frequency, i.e. the bandwidth, ζ is the damping ratio, c is the damping coefficient,
√
√
cc = κI or = km is the coefficient for critical damping, γ is the attenuation ratio, and
τ is the exponential time constant. When Q = 0.5, the system is critically damped, and
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above or below this value the system is under- or over-damped, respectively. We will only
consider the dynamics for under-damping.
The equation of motion of a damped driven oscillator has the form

mz̈ + cż + kz = F0 sin(ωt)

(6.25)

where the driving force is modulated sinusoidally at a frequency of ω. The twisting
oscillator is similarly described by

I θ̈ + cθ̇ + κef f θ = T0 sin(ωt).

(6.26)

The response for these two systems may be written [134]:
T0
Rd sin(ωt − Φ)
Iω02
F0
z(t) =
Rd sin(ωt − Φ),
mω02
θ(t) =

(6.27)
(6.28)

where
−1

Φ = tan



ω/Qω0
1 − ω 2 /ω02


(6.29)

and
1
Rd = p
2
2
(1 − ω /ω0 )2 + (ω/Qω0 )2

(6.30)

is a dimensionless response factor giving the ratio of the amplitude of the vibration to the
actual displacement. Consider the following special cases:
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1. [ω = ω0 ] −→ Rd = Q, Φ =
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π
2

2. [ω  ω0 ] −→ Rd ≈ 1, Φ ≈ 0
3. [ω  ω0 ] −→ Rd ≈ ω02 /ω, Φ ≈ π
4. [ω = ω0 (1 ± a), where a  1] −→

Rd ≈ Q ∓ aQ(1 + a),
 2

−1 a − 2a − 4
Φ ≈ tan
8aQ
If we take the case [ω = ω0 ], then the maximum oscillation amplitude at steady state
for each of the systems follows:
T0
Qtwist
κef f
F0
Z=
Qbend ,
k
Ω=

(6.31)
(6.32)

noting that the Q-factor will depend on the oscillating mode.

Force Sensitivity
The detection of oscillations from an applied force or torque is ultimately limited by
Brownian motion of the oscillator. The force related to this motion is [135]
s
Fmin =

4kB T k
Qbend ωbend

√
[N/ Hz]

(6.33)

at the fundamental bending mode where kB is the Boltzmann constant and T is ambient
temperature. Similarly, at the fundamental twisting mode, the torque related to Brownian
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motion is
s
Tmin =

4kB T κef f
Qtwist ωtwist

√
[Nm/ Hz].

(6.34)

These define the minimum force or torque, above which detected oscillations may be
attributed to an external source.
In the experimental measurements that follow, we found that the applied force and
torque on the optical wing exceeded this sensitivity limit. The minimum force of the tested
√
oscillator was on the order of 10−15 N/ Hz while the applied force was on the order of
√
10−12 N. The minimum torque of the oscillator was on the order of 10−20 Nm/ Hz and
the applied torque was on the order of 10−18 Nm.

6.2.2

Test Sample

An example of one micro-oscillator design is given in Fig. 6.12. Many oscillator aspect
ratios were fabricated as a group so that a range of resonant frequencies were available
to test. The left and right ends of the oscillator were fixed, while the rest of the object
floated in vacuum. The total mass of the structure in Fig. 6.12 was 1.8 × 10−12 kg such
that the force of gravity on this object was 17 pN. Radiation pressure was applied to the
optical wing by way of laser illumination from above (+z) such that the total optical force
on the wing pointed in the (−z, +x) quadrant of the zx-plane and the torque acted about
the y axis. The system was designed so that the angle of attack, α, of laser incidence on
the wing could vary, changing the direction of radiation pressure force and magnitude of
radiation pressure torque on the wing; however, results were collected only at one angle
of incidence (α = 32◦ ). Tests at other angles of attack may be the focus of future work.
In the case that resonant vibration modes of the micro-oscillator are excited by a
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Figure 6.12: (a.) Top view and (b.) side view with dimensions of an example forcedetecting micro-oscillator. The optical wing, pink structure in the middle, is illuminated
with a driving laser from +z at an angle of attack, α, while the displacement of the paddles
is detected interferometrically.

modulated laser incident on the wing, the amplitude of this oscillation, either bending, Z,
or twisting, Ω, is related to the applied force, F , or torque, T , of radiation pressure on the
wing by (see Eq. 6.31 and 6.32):

F (α) = Z

k
Qbend

and

T (α) = Ω

κef f
,
Qtwist

(6.35)

where Q and Z or Ω are determined by fitting measured data of displacement versus
driving frequency near a resonant mode to
A/Q
y=p
(1 − (ω/ω0 )2 )2 + (ω/Qω0 )2

(6.36)

A corresponding to Z and Ω as appropriate. This fit also determines the resonant frequency
of the mode ω0 .
In the experiment, the oscillator mass and moment of inertia were calculated based on
the patterned and deposited dimensions of the oscillator. Material densities were taken
from literature [136, 137]. The resonant frequency and quality factor were measured from
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Figure 6.13: Finite element model results using COMSOL Multiphysics assuming Qbend =
Qtwist = 100. First bending (a) and twisting (c) mode shapes of an example microoscillator design (scale in µm). (b) Oscillation amplitude of points on the oscillator showing resonant peaks of the first bending and twisting modes at 16.7 kHz and 22.6 kHz,
respectively.

the vibration spectrum of each oscillator.
Both the optical force and torque are functions of the angle of attack, α, between the
symmetric axis of the wing and the incident beam of light. A symmetric micro-oscillator
bridging an optical wing at its center is flexible and provided enough separation of the
resonant peaks to impede cross-talk, such that the forces in question were detectable and
separable. Figure 6.13(a,c) demonstrates the shapes of the first bending and twisting
modes of a micro-oscillator design. These finite element (FEM) results indicated that subnm resolution was needed for displacement detection. Figure 6.13(b) plots the oscillation
amplitude of several points along the edges of the oscillator paddles (wide rectangular
structures) as a function of frequency. A damping factor of Q = 100 for both modes was
assumed in this FEM model. On the order of 10 nm displacement was predicted when the
first bending mode at 16.7 kHz was excited. Unsurprisingly, the amplitude of this bending
mode near the center of the oscillator was greater than at a point near the outer edge. At
the twisting resonance, left and right edges of the oscillator were out of phase (phase not
shown), an indication that phase may be used to differentiate twisting from bending. The
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peak resonant amplitude of the twisting mode was on the order of 1 nm at 22.6 kHz.
As mentioned in Eq. 6.35, the force and torque of radiation pressure on the wing differ
with the angle of attack of the impinging laser illumination. The FEM results reported
here were for a fixed angle of attack of 32◦ , at a local peak in the torque magnitude for
semicylindrical wing of n = 1.6. If instead we illuminated the wing at an angle of 0◦
(where the torque drops to zero), then the twisting resonant peak would disappear, while
the bending resonant peak would change only slightly in magnitude. This orientation
dependence would provide another means of separation between the twisting and bending
modes and may be a focus of future work.

6.2.3

Experimental System

Driving Laser
The experimental apparatus is diagrammed in Fig. 6.14. This systems consists of two
arms: a driving arm and a measurement arm. In the driving arm, a λd = 980 nm,
variable power laser with peak achievable power 300 mW is modulated and focused onto
the optical wing at the center of a micro-oscillator. To modulate this beam at 100 s kHz, we
used a Boston Micromachines Reflective Optical Chopper (ROC), a gold-coated reflective
grating with variable depth that diffracted nearly all of the incident light into higher orders
when on. These higher orders were then filtered by an aperture to extinguish the beam
incident on the sample. An example of the modulated signal is given in Fig. 6.15. The
modulated beam was focused with a 200 mm lens to form a 2w0 = 50 µm diameter spot
on the optical wing. The spot size was selected to maximally illuminate the wing while
minimally illuminating the glass oscillator.
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Figure 6.14: Diagram of force measurement experiment where a sample, consisting of a
20 − 40 µm long semicylindrical optical wing made of Shipley 1827 photoresist at the
center of a SiO2 micro-oscillator, was driven to oscillate at a resonant frequency by a
modulated λd = 980 nm driving laser. The oscillation amplitude of an edge point was
detected interferometrically with a λm = 780 nm measurement laser. The signal collected
by the photodetector was passed through a low-frequency feedback for fringe-locking and
to a lock-in amplifier to extract the high-frequency (∼ 30 kHz) oscillation amplitude. The
sample was in vacuum (∼ 5 mTorr). Quality factor and resonant frequency of the each
sample was measured by driving oscillation with a shaking piezo ceramic actuator.
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Figure 6.15: Example signal from the modulated driving laser at 40 kHz showing the fixed
(independent of frequency) rise time of 40 µs and fall time of 10 µs and the signal contrast
of 0.76 and extinction ratio of 8.7 dB when the reflective optical chopper is driven with
140 V input.

Interferometric Displacement Measurements
Interferometry is the superposition of two or more light beams and is a common technique
used for measuring phase differences. The measurement arm of this experiment consisted of
an optical fiber Michelson interferometer used to detect differences in path length between
a reference beam and a beam reflected off the micro-oscillator. Sub-nanometer (i.e. subwavelength) resolution was required to detect the sample oscillation. To achieve this
resolution, a DC feedback circuit maintained the average path difference between each
beam of the interferometer over the collection period. This technique is called fringe
locking as it sustains a signal from a selected point on an interference fringe, i.e. the
sinusoidal intensity variation that arises from the path difference of the reference and
sample beams.
In this experiment, the fringe locking feedback was set to a point where the interference
signal changed linearly over a short displacement range. The interference signal is given

Signal [V]
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Figure 6.16: Normalized intensity due to interference of the reference and sample beams as
the relative path difference between the two beams (∆L) is shifted. Linear portions of the
fringe are marked (in red) with either positive or negative slope showing the corresponding
change in intensity (∆IS ) from the oscillator displacement (∆z).

by the time average of the superposition of the reference and sample beam electric fields:

Ip = (Imax − Imin ) cos2 (k∆L) + Imin ,

(6.37)

where Ip is the interference signal at the photodetector, Imax and Imin are maximum
and minimum intensities, k = 2π/λm , and ∆L is the difference in path length between
the reference and sample beams. The maximum interference signal occurs when ∆L =
mλ/2, m = 0, ±1, ±2, ... and the minimum signal occurs when ∆L = (m + 1/2)λ/2, m =
0, ±1, ±2, ... . Therefore, the interference signal varies linearly in a region near ∆L =
(m ± 1/4)λ/2, m = 0, ±1, ±2, ..., as in Fig. 6.16.
In data collection, the signal (S) is the amplitude in volts of a small oscillating voltage
at known frequency determined by a lock-in amplifier. With this knowledge, Eq. 6.37 is
simplified to the non-shifted expression

S=

(Vmax − Vmin )
cos(2k∆z),
2

(6.38)
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where Vmax and Vmin are the maximum and minimum voltage readouts marking the extremes of the fringe. Equation 6.38 may be solved to obtain the displacement of the sample
(∆z) from the amplitude signal for ∆z < λm /2:
1
∆z =
cos−1
2k



2S
Vmax − Vmin


.

(6.39)

In the fringe locking feedback circuit, the average signal integrated over 500 µs (the
DC signal) was passed to the feedback circuit, which then output a voltage to drive a
piezo actuator. A diagram of this feedback circuit is given in Fig. 6.17, and further details
relating to this circuit may be found in Ref. [132]. The piezo actuator varied the path
length of the sample beam. In the setup diagrammed in Fig. 6.14, the reference beam
came from a 4% reflection off the cleaved end of a single mode fiber, which terminated
at a beam collimator. On the other hand, the sample beam came from the beam leaving
the collimator, which was focused with a 40 mm lens onto a paddle of the oscillator with
a spot size of 16 µm diameter. With near-perfect alignment, 4% reflection off the glass
paddle was directed back through the focusing lens and collimator and coupled back into
the single mode fiber. This reflection off the oscillator served as the sample beam. The
total path length difference between the reference and sample beams was, therefore, equal
to two times the distance from the cleaved fiber tip to the oscillator. Controlled translation
of the fiber tip with respect to the oscillator gave rise to fringe locking.
As the oscillator vibrated, the interference signal at the photodetector modulated with
a period of ∼ 10 µs (much faster than the integration time of the fringe locking feedback).
A lock-in amplifier extracted this high frequency, low amplitude intensity signal (labeled
∆IS in Fig. 6.16). Because the fringe locking was set to a linear portion of the interference
curve, small displacements of the oscillator gave rise to small shifts in the path length
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Figure 6.17: Once the minimum and maximum of interference signal at the photodetector
is determined, a midway setpoint is selected. The difference between this setpoint and the
signal in is integrated over 500 µs as voltage output (P+ out) to a piezo actuator that
translates an optical fiber tip in order to adjust the path length difference between the
reference and sample beams of the interferometer. The slope of the feedback circuit can
be set to hold position on either a rising or falling portion of the interference fringe.

difference (∆z) resulted in linear fluctuations of the interference signal. The slope of this
linear dependence was determined by measuring the maximum and minimum intensities of
the interference signal. In this way, signal output from the lock-in amplifier was converted
to oscillation amplitude of a known point on the micro-oscillator.
Both the reference and sample beams of the interferometer came from reflectances off
glass surfaces with 4% reflectivity. Ignoring small losses due to absorption, at 4% of the
total laser beam power, the reference beam was 0.37 mW, while the sample beam was
0.35 mW, assuming all of the light was coupled back into the fiber. Therefore the peak
power at the photodetector was on the order of 0.7 mW. The intensity and frequency of
the laser diode were thermally controlled with a heat sink and control unit to stabilize the
laser output.
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Figure 6.18: Photograph of vacuum chamber with a loaded sample.

Vacuum Chamber
A vacuum chamber was built from two anti-reflection coated windows and an aluminum
spacer; a photograph of chamber is given in Fig. 6.18. The windows were coated to
minimize reflections from both the measurement interferometry laser (λm = 780 nm) and
the driving laser (λd = 980 nm). Each square window was 3 in. on a side and 1/4 in.
thick. The aluminum spacer was 1/2 in. thick and included electrical ports for driving a
vibrating piezo ceramic actuator for damping measurements as well as the vacuum port.
O-rings sealed all of the ports and sealed the gaps between the windows and the aluminum
spacer. A plastic bracket and rubber band held the windows in place when the chamber
was at atmospheric pressure. While vacuum was pulled in the chamber, the windows
sealed against the o-rings and the aluminum spacer. A roughing and turbo pump were
used in series to evacuate the 3 1/8 in.3 volume chamber. Pressure levels in the chamber
were on the order of 5 mTorr. In the experimental system, the entire vacuum chamber
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was translated and rotated to align the reflected sample beam with the optical fiber of the
interferometer. For this reason, the chamber was designed to be small and lightweight.

6.2.4

Measured Data

A glass micro-structure with an optical wing at its center was driven into oscillation by
forces of radiation pressure from an illuminating laser. Resonant modes were detected.
The frequency of these modes closely agreed with the response of the same oscillator when
driven by a piezo ceramic shaker in place of the driving laser. Lowest order bending and
twisting modes were located and used to measure the applied force and torque on the
wing. These measured values are comparable to ray-based predictions of optical force and
torque.
Appearance of new resonant modes not predicted by finite-element models of the glass
structure indicated that this sample was not flat and symmetric. Compressive stress, overetching, and misalignment to the silicon handle (see Fig. 6.19) are likely contributors to
the differences between the finite-element models and experimental observations. Given
this structural uncertainty, the fact that the measured forces and ray-based predictions are
of similar magnitude is a positive indication that this technique, once refined, may be used
for future optical force measurements of this type. These results give strong evidence that
optical forces do act on a refractive, cambered object illuminated by a pseudo-collimated
laser beam and give us no reason to reject the ray-based predictions of these forces.

Measured Vibration Spectrum
The sample was first shaken by a piezo ceramic actuator (see Fig. 6.14 for location of this
actuator). As a function of driving frequency, Fig. 6.20 plots the amplitude of oscillation
of a point on the upper left paddle of the sample detected by the interferometer (discussed
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Figure 6.19: Two microscope images of the tested micro-oscillator each focused on a
slightly different plane to convey the three-dimensionality of this structure. Several structural concerns are pointed out including etched artifacts in the glass film and oscillator
pattern and offset of the oscillator position with respect to the silicon handle. Due to this
offset, the oscillator is not rigidly attached precisely at the beam ends.

in Sec. 6.2.3). The same amplitude data was then collected while the structure was drive
to oscillate by a laser directly illuminating the optical wing. The laser caused a small
shift in frequency of some of the modes. The central frequency of each mode is given in
Table 6.1.
The piezo and the laser applied driving forces to different points on the oscillator
causing variations in the relative heights of each mode. The piezo applied a force to the
silicon handle that then was applied to the ends of the oscillator. On the other hand,
the laser, oriented to an angle of incidence of 32◦ , applied a force and torque only to the
Piezo
Laser

13.8kHz
14.3kHz

14.4kHz
15.1kHz

21.0kHz
20.9kHz

22.2kHz
22.2kHz

42.7kHz
41.7kHz

46.3kHz
45.5kHz

Table 6.1: Central frequency of first six resonance modes of the glass micro-mechanical
oscillator when driven by a piezo shaker or by a laser illuminating the optical wing at the
center of the structure.
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Figure 6.20: Low-frequency vibration spectrum showing peak normalized oscillation amplitude of a single point on the glass micro-oscillator driven by either a piezo ceramic
shaker (blue dots) or the driving laser which illuminates the optical wing (red circles).
The resonant frequencies excited by each driver are similar with the largest shift from
41.6 kHz (piezo) to 42.7 kHz (laser). Inset shows location of measurement probe.

wing at the center of the structure. We expected asymmetric modes, i.e. when paddles
and wing were out of phase or when the upper and lower halves of the long structure
were out of phase, to be excited less by the laser than by the piezo due to the respective
positions of the applied forces. This suggested that the two resonances near 40 kHz may
have been higher order asymmetric modes because laser-driven peaks are much lower than
piezo-driven peaks.
To decipher which resonances corresponded to bending or twisting vibration mode
shapes, we collected the vibration amplitude spectrum of a point along the rotation axis
of the oscillator, plotted in Fig. 6.21. Two low-frequency resonances vanished; however,
as more points on the oscillator were measured, we noticed the lowest frequency mode
near 14 kHz would vanish and reappear, while the third mode near 22 kHz only vanished
when the measurement was taken on the rotation axis of the oscillator. Figure 6.22 is an
example of a measurement taken off the rotation axis where the lowest frequency mode
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Figure 6.21: Vibration amplitude spectrum (peak normalized) of a point on the rotation
axis of the micro-oscillator when the structure is driven by either the piezo shaker or a
laser illuminating the optical wing. The first order twisting mode shape has not amplitude
on the rotation axis, and we see its corresponding resonant peak vanish.

has vanished, perhaps from destructive interference with another harmonic. We speculate
this lowest frequency mode arises from asymmetries in the sample that may cause the first
order bending mode to split. The fourth mode at 22 kHz is thus taken to be the first order
twisting mode.

Force/Torque Calculation
Equation 6.35 was used to calculate the force or torque applied to the micro-oscillator by
way of laser illumination of an optical wing. Fits to the laser-driven resonances corresponding to either the first order bending or first order twisting vibration modes specified
the peak amplitude (A), Q-factor (Q), and natural frequency (ω0 ) for each mode by
Eq. 6.36. Figure 6.23 plots resonance curves and corresponding fits measured at three
different points on the oscillator. Table 6.2 gives the fit parameters.
The amplitudes in Eq. 6.35 correspond to the peak amplitude of the mode shape. For
example, the first order bending mode oscillates like a bridge with maximum displacement
at the center of the structure where the wing is located and no displacement at the

Normalized Amplitude

CHAPTER 6. EXPERIMENTS WITH OPTICAL WINGS
10

130

0

10-1
10-2

Measurement
Probe

10

-4

10

-5

10

Wing

10-3
First Bending

15

Frequency [kHz]

40 μm
long wing

First Twisting

20

25

Figure 6.22: Lowest frequency mode appears destructively interfered with suggesting this
mode arises from stress asymmetries in the oscillator.
Mode Shape
Bending

Twisting

Probe Location
center
right
left
center
right
left

A
11.1 ± 0.8 nm
9 ± 1 nm
3.00 ± 0.09 nm
0.38 ± 0.03 nm
0.28 ± 0.02 nm

Q
750 ± 80
320 ± 80
830 ± 70
1000 ± 100
1300 ± 100

ω0
15.34 ± 0.01 kHz
15.30 ± 0.01 kHz
15.06 ± 0.01 kHz
22.181 ± 0.001 kHz
22.171 ± 0.001 kHz

Table 6.2: Fit parameters for Eq. 6.36 for each resonance plotted in Fig. 6.23.

ends where the oscillator is attached to the silicon handle. To estimate the variation
in displacement, for the bending mode, as a function of y-position along the length of the
oscillator, a finite element model of the structure was used to determine z-displacement
versus y-position and scale the measured amplitude (Table 6.2) to the maximum amplitude
at the center of the structure by according to the relative scaling given by the model. When
twisting, the wing oscillated with a larger amplitude than the paddles, as predicted by
Eq. 6.13. A similar correction, however, was not completed for the twisting mode data.
As a result, we expected the measured torque to underestimate the applied torque.
Spring stiffness for bending and twisting was estimated based on the dimensions and
material of the oscillator. The total mass of the object was estimated at mtot = 6 ± 1 ng,
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Figure 6.23: First order bending and twisting mode resonance data fit to Lorentzian curves
(Eq. 6.36) to determine A, Q, and ω0 . Each column was collected at a different probe
location on the sample as indicated by the cartoon and microscope images at top.

and the effective spring stiffness, keff = 0.06 ± 0.01 N/m, was calculated from Eq. 6.23.
From Eq. 6.18 and Eq. 6.19, the torsional stiffness was estimated to be κeff = 80 ±
20 pNm/rad.. Low certainty in the thickness (700 ± 50 nm) and width (1.5 ± 0.1 µm) led
to large uncertainty in this stiffness.
Final calculated values of force and torque applied to the oscillator when driven by
laser illumination are given in Table 6.3. For comparison, the ray-based predictions of force
and torque on the wing are also reported in Table 6.3. Ray predictions were calculated
from the known laser power on the wing (10 ± 1 mW) and efficiency values. Table 6.3
reports the component of total predicted force in the direction of bending displacement.
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Probe Location
center
right
left

Measured Force
1.4 ± 0.3 pN
2.5 ± 0.8 pN
0.31 ± 0.07 pN

Predicted Force
3.2 ± 0.8 pN
3.2 ± 0.8 pN
3.2 ± 0.8 pN
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Measured Torque
1.2 ± 0.5 aNm
0.9 ± 0.3 aNm

Predicted Torque
3 ± 1 aNm
3 ± 1 aNm

Table 6.3: Comparison of optical force and torque calculated from measured oscillation
data with ray-based predictions.

6.2.5

Conclusion of Experiment

An experimental system consisting of a glass micro-mechanical oscillator and a laser illuminated optical wing was tested for aptness in measuring the force and torque of radiation
pressure on the optical wing. Final measurements of force and torque on the sample wing
agree within order of magnitude with the ray-tracer predictions. These results indicate
that this experimental design may be used for measurements of optical forces on refractive
objects in vacuum. There is, however, significant room for improvement.
Beginning with fabrication of the micro-mechanical structure, it was found that stresses
in the glass film can complicate the resonant modes of the oscillator making it difficult
to decipher between mode shapes. Approaches for controlling stress in the glass film are
discussed in detail in Sec. 5.3.2. Large uncertainty in the calculated force and torque
from experimental data was primarily due to imprecise knowledge of spring stiffness. The
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Figure 6.24: Displacement correction for bending mode to account for a displacement
measurement that was not collected at the point of maximum displacement.
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structure that was fabricated and tested was thinned during etching because the photoresist mask did not withstand the long etch cycle. This produced large uncertainty in the
width and thickness of the thin beams of the structure. A hard mask of metal, such as
aluminum, would greatly reduce the risk of over etching such that the designed dimensions
of the oscillator would be maintained and uncertainty reduced. An ideal technique would
be to measure the effective stiffness of each mode by applying a known force to the optical
wing.
The fringe locking feedback circuit needs improvement. Throughout data collection,
the DC value of the interference signal was not stable, which led to large variations in the
collected displacement data (see for example Fig. 6.23(b.), where the amplitude of one
frequency sweep is clearly larger than the second pass through frequencies). Circuit noise
prompted additional movement of the piezo actuator, which modulated the interference
signal with time. Additional noise reduction components in the circuit would improve
this issue. The piezo actuator was also overly responsive to the feedback signal. This
meant that the feedback was constantly overshooting and correcting. The aggregated displacement signal was, as a result, smaller than would be had the DC value been constant.
This is because the small intensity change caused by the oscillator displacement is further reduced when the relative phase of the two interferometer arms are near 0 or mλ/4.
Overshooting the control of the piezo actuator meant that the baseline phase difference
was rarely near the optimal position of (m/2 ± 1/8)λ. Low pass filtering the voltage output of the feedback circuit prior to reaching the piezo actuator improved the problem of
overshooting the set point.
Given these many sources of uncertainty in the collected oscillation data, the order
of magnitude agreement between measured and predicted force and torque on the optical
wing is promising. It is clear that laser-driven forces induced oscillation of the glass
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mechanical oscillator and from these results, we currently have no cause to reject the raybased predictions of optical forces on the refractive optical wing. Fabrication and fringe
locking are the two weakest steps in this experiment. We anticipate that the outlined
improvements will enable higher force measurement precision, and this experimental design
may be used for future optical force measurements on refractive objects.
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[67] V. Garcés-Chávez, D. McGloin, H. Melville, W. Sibbett, and K. Dholakia, “Simultaneous micromanipulation in multiple planes using a self-reconstructing light beam,”
Nature 419, 145–147 (2002).
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