The Low-Density Parity-Check (LDPC) code is a linear block code specified by a parity-check matrix H. The construction process of LDPC codes considers the parameters such as row weight, column weight, density of H-matrix, code rate, code length and girth. A novel flexible method for constructing structured regular LDPC codes considering all these parameters, using Gray-code representations, was reported in our earlier work. LDPC codes with column-weight two have low computational complexity and are promising for data storage and partial response channels. This paper presents the performance analysis of column-weight two LDPC codes constructed using the method proposed in our previous work. The BER performance of the obtained codes is comparable to that of the standard Gallager"s random codes and QC-LDPC codes.
II. Graphical Representation of LDPC Codes
LDPC codes can be graphically represented by bipartite graphs called Tanner graphs [12] , as shown in Fig. 1 [13] . The Fig. 1 (a) shows 4 × 8 H-matrix and its Tanner graph is shown in Fig. (b) . The rows of H-matrix correspond to the check nodes and the columns to the bit nodes of the Tanner graph.
The set of edges, corresponding to the 1"s in H matrix, connect these nodes. A chain of nodes, where initial and terminal nodes are the same and that do not use the same edge more than once is called a cycle. The shortest length cycle in the graph is called girth "g". Short cycles lead to inefficient decoding. Hence, LDPC codes with large girth are preferred. An alternative method of graphical representation of H is by a structured graph [13] . Structure graph is used to identify cycles in LDPC H-matrices. Two distinct edges between two nodes in a structure graph stand for 4-cycle. A 6-cycle is a triangle comprising three points and three edges between any two points. An 8-cycle is a loop composed of four points and four edges. Fig. 2 shows examples of cycles with length 4, 8 and 10. We have used structured graph to find the girth of a required graph. 
III. Proposed Algorithm
Let "H" be the parity-check matrix of an LDPC code with "m" parity-check equations, i.e., H is m × n matrix, where "n" is the code length. We represent these parity check equations by a decimal set "X" of "ρ" points. We call "X" the "point set' of the H-matrix. Let the elements of point set "X" be X = {X 1 , X 2 , X 3 ,………., X ρ } where "ρ" is the row-weight of H-matrix. The elements of this set can be selected using either of the following two equations, with X 1 =1, for both the equations:
Construction of sub-matrices:
The proposed method is based on Gallager"s method of construction of LDPC codes. For (ρ, γ) LDPC code, where "ρ" is row-weight and "γ" is column-weight, the H matrix is constructed by concatenating "γ" number of sub-matrices vertically and by taking the transpose of H matrix as given below: H΄ = [H 1 , H 2 , H 3 ,……..,H γ ] The H-matrix of column-weight two codes is constructed with two sub-matrices H 1 and H 2 .
Construction of H 1 :
The point set "X" can be selected according to the required row-weight. Thus, the set is X = {X 1 , X 2 , X 3 , ………., X ρ }. This forms the first row of H 1 . The subsequent rows of H 1 are obtained by cyclically shifting the elements of first row, to right, until the first row repeats. The girth obtained with this construction method is eight, which we have verified with the corresponding structure graph. The minimum distance of the code is at least one more than γ.
Performance Analysis of Gray Code based Structured Regular Column-Weight Two LDPC Codes
For example, the sub-matrix H 1 , for row-weight 4, can be constructed using the first four decimal values from the designed point set. The first row of H 1 is formed directly from the point set. The second and subsequent rows are obtained by circularly shifting the first and preceding rows to the right, respectively, as shown below:
Similarly, H 2 is constructed. The elements of these two sub-matrices are chosen as explained in the construction method. Finally, these matrix elements, which are in decimal form, are represented into their corresponding Gray code format. The decimal numbers selected in set are such that, when converted into Gray code representations, they have more number of 0"s compared to number of 1"s, so that the generated H-matrix is sparse. The proposed algorithm gives the systematic way of selecting the decimal numbers using one of the design equations.
Code Expansion:
We call the H-matrix constructed for any selected value of ρ, as a "base matrix" of size (mn) and of row-weight "ρ" and it is a matrix with minimum code size. This base matrix can be expanded to different levels. In expansion level 1, each "1" in (mn) base matrix, is replaced by any one block of base matrix, of size (ρρ) and a "0" is replaced by a zero matrix of same size, where block is the sub-matrix obtained after converting point set into its Gray code values. Thus, the size of expanded matrix in level 1 will be ρ (mn). This is the base matrix for expansion level 2. Same procedure is followed for the expansion level 2 and the size of the expanded matrix in level 2 is ρ 2 (mn) and for level 3, size is ρ 3 (mn). Table 1 shows code-sizes and code rates of column weight two codes i.e., (n, 2, ρ) codes, with different row weights. 
IV. Performance Simulations
The base matrix constructed using Gray code representations results in too small codes for practical use. An expansion method is therefore needed to get larger codes. Each "0" entry in the matrix is replaced by a pp zero sub-matrix and each "1" entry is replaced by a shifted pp identity sub-matrix, where p is any integer greater than 2. The expanded code is larger than the base matrix by a factor of p and has girth at least that of the base matrix. Using shifted identity sub-matrices, simplifies addressing in hardware implementation [14] .
Decoding performance of obtained codes was measured using bit-error rate (BER) simulations on AWGN channel with BPSK modulation. The received waveform was demodulated and decoded by Logarithmic Sum-Product Algorithm. Obtained codes show good BER performances approaching BER of 10 -4 between 3 and 4 dB SNR. Fig. 3 shows performance of these codes with different number of row weights and different lengths, but with the same column weights of two. Fig. 4 shows performance of codes of different code lengths with the same number of iterations.
To demonstrate the error-correcting performance, we constructed rate-1/2 LDPC codes using the proposed method. For the purpose of comparison, we also constructed Gallager"s codes and QC-LDPC codes [10] . Both codes are good codes for comparison and are constructed with the same parameters as that of proposed codes.
The GC-LDPC codes are obtained using the proposed method. Performance curves of (1600, 2, 4) GC-LDPC codes are compared to those of QC-LDPC codes [10] of same size and rate and shown in Fig. 5 .
Obtained codes perform similar to QC-LDPC codes up to 4.0 dB SNR. The advantage of GC-LDPC codes is their regular structure which makes it much easier to implement their encoders and decoders. Fig. 6 shows the performance comparison of obtained codes with that of (1600, 2, 4) random Gallager"s codes. The BER performance of the proposed codes is very close to the standard Gallager"s random codes and QC-LDPC codes. In [15] , LDPC codes are constructed using MacKay encoder which aredes are also comparable to these codes. 
V. Conclusion
Construction of structured regular column-weight two LDPC codes based on Gray-code representations is described. These codes are systematically constructed and their H sub-matrices are generated using a set of decimals selected from one of the defined equations. The construction method provides the flexibility in rates and lengths. Girth of the constructed codes can easily be found from structured graph of the base matrix. The BER performance of the obtained codes are presented and noticed that they are comparable to the standard Gallager"s random codes and column-weight two QC-LDPC codes.
