Abstract. We revisit the notion of reduced spectra sp F (φ) for bounded measurable functions φ ∈ L ∞ (J, X), F ⊂ L 1 loc (J, X). We show that it can not be obtained via Carleman spectra unless φ ∈ BU C(J, X) and F ⊂ BU C(J, X). In section 3, we give two examples which seem to be of independent interest for spectral theory. In section 4, we prove a spectral criteria for bounded mild solutions of evolution equation (*)
example 3.1 to show that φ is a Bochner almost automorphic function without using the result of Levitan [17, p. 144 ] that φ is a Levitan almost periodic function. Example 3.2 is very important because it shows in particular that there is ψ ∈ AP with derivative ψ ′ continuous and bounded but ψ ′ is not even recurrent or Poisson stable (see the definitions (3.1), (3.2) in §3). This seems to be a missing example in the literature. In section 4, we prove a spectral criteria for the bounded mild solutions of the inhomogeneous abstract Cauchy problem (*) du(t) dt = Au(t) + φ(t), u(0) = x ∈ X, t ∈ J,
where A is a closed linear operator on X and φ ∈ L ∞ (J, X), J ∈ {R + , R}.
This criteria is useful particularly in the case when φ is not necessary uniformly continuous but u is uniformly continuous.
§1. Notation, Definitions and Preliminaries
In the following J,J ∈ {R + , R}, where R + = [0, ∞), N 0 = N∪{0}, X is a complex functions on R will be denoted by S(R). The Fourier transform of f ∈ L 1 (R, C) will be denoted byf (λ) = ∞ −∞ e −iλt f (t) dt, γ λ respectively g will denote the functions γ λ (t) = e iλt respectively g(t) = e it 2 , t, λ ∈ R.
For the convenience of the reader we collect some further definitions, assumptions and needed earlier results, for F ⊂ X J .
Invariant : φ a ∈ F if φ ∈ F , a ∈ R with translate φ a (t) := φ(t + a).
P ositive-invariant: translate φ a ∈ F if φ ∈ F and 0 ≤ a < ∞.
BU C − invariant : φ ∈ BU C(R, X) and φ| J ∈ F imply φ a | J ∈ F for all a ∈ R.
U nif ormly closed : φ n ∈ F , n ∈ N, and φ n → φ uniformly on J implies φ ∈ F .
(1.1)
where Ψ := ψ on J, Ψ = 0 on R \ J,
The spectrum of an φ ∈ L ∞ (J, X) with respect to a class F ⊂ L 
Here Φ = φ onJ, Φ = 0 on R \J. sp F (φ) is always closed in R. For J = R =J the sp F (φ) of (1.6) coincides with the definitions in [2] , [4] , [9] , [13] by (1.7).
(
([4, Lemma 1.1 (C)]).
loc (J, X) satisfies (∆) and rF ⊂ F for real r > 0, then
where [1, Proposition 1.1.7, p. 11].
Proof. For any λ ∈ R, define h = π/|λ| if λ = 0, else h = 1; then the step function
and with Φ := 0 outside J,Φ = φ on J, one has f * Φ|J = M h φ ∈ F , withf (λ) = 0, so λ ∈ sp F (Φ). It follows sp F (Φ) = ∅ and so sp F (φ) = ∅ by (1.6).
This is false without F ⊂ MF by φ = g and F = g · AP (R, C).
Proof. (i) With (1.7), this is a special case of [9,(3.11) , (4.1)].
(ii) Assuming
against the assumption.
In the following we identify
for all step functions ξ on R − ; since these are dense in L 1 (R − , C) and F is uniformly closed, (ii) follows.
(ii) ⇒ (i) follows by (1.16) and
The proof is similar to part (a).
(c) By (a)(i), (1.16) and the property that F is BU C-invariant, one has
and so φ * ζ| J ∈ F for all step functions ζ on R; since these are dense in
and F is uniformly closed, (b)(ii) follows. An "inverse" of Proposition 1.5 is false, F ⊂ MF does not imply BU C-invariance:
(ii).
In the following we give some comments which had been written before the author kindly informed us about his corrigendum [16] . So, the comments (A), 
This is possible if F = {0} or F = BC(J, X). We are not aware of other interesting classes satisfying Condition F or F + and (2.1): 
If F = {0} satisfies Condition F of [15] , then AP (R, X) ⊂ F and if F satisfies
Indeed, by the statements (1.13),(1.11), (1.10), we have
Since D is not well defined for the known classes of interest, Definition 2.8 of 
Here follow the two examples used to refute many of the results of [15] . Here we give a direct proof for example 3.1. Example 3.2 is instructive for various conclusions concerning wide classes of almost periodicity (for example almost periodic (ap), almost automorphic (aa), Levitan almost periodic (L-ap), recurrent and Poisson stable functions). For the benefit of the reader we give the relevant definitions.
(3.1) By a recurrent function φ we mean φ ∈ REC(R, X) := {φ ∈ C(R, X) :
E(φ, 1/n, n) relatively dense in R for each n ∈ N}, with E(φ, ε, n) := {τ ∈ R : ||φ(t + τ ) − φ(t)|| ≤ ε for all |t| ≤ n}.
E(φ, 1/n, n) is relatively dense means there is a compact set K ⊂ R such that Proof. First we show that φ ∈ S 1 -AP . Set φ n (t) := sin 1 2+ max {cos t,−1+ . Then φ n ∈ AP for each n ∈ N and φ n (t) = φ(t) if max {cos t, −1 + 1 n } = cos t. 
It follows
with cos δ n = 1 − 1/n, t ∈ R, with δ n → 0 as n → ∞. It follows lim n→∞ 
Finally, we show that φ is B-aa. Indeed, since (cos t, cos √ 2t) is almost periodic, for (t n ′ ) ⊂ R there are α, β ∈ R and a subsequence (t n ) such that
Since q is entire, C := {s ∈ R : q(s) = 0} is at most countable. So, there is a (diagonal) subsequence (s n ) and ψ : R → [−1, 1] with φ(t+s n ) = sin
pointwise for each t ∈ R. Now, (3.3) implies q(t − s n ) → p(t), p(t + s m − s n ) → q(t − s n ) and then p(t + s m − s n ) → p(t) as (n, m) → ∞ for each t ∈ R. This yields Proof. Take ψ = ∞ n=1 h n , h n periodic with period 2 n+1 ,
One has supp h n = I n + 2 n+1 Z and for each n = m, supp h n ∩ supp h m = ∅: The right endpoints of the translations of I n are all even, and if n = m + k, k ∈ N 0 , 2 n + 2 n+1 u = 2 m + 2 m+1 v implies 2 k (1 + 2u) = (1 + 2v) and then k = 0, u = v. It follows ψ ∈ BC(R, R) and with
Since In h n (t) dt = 0, P h n is periodic with period 2 n+1 and ||P h n || ∞ ≤ 2 −n . It follows P ψ ∈ AP (R, R). This implies M h ψ ∈ AP for h > 0, and so sp BAA (ψ) ⊂ sp AP (ψ) = ∅ by Prop. 1.1.
It follows ∆ 1 ψ and so ψ are not uniformly continuous even in the S p -norm (see [4, p. 132] for the definition). Hence ψ, ∆ 1 ψ are not almost periodic and not S 1 -almost periodic.
Since to each even n ∈ N there exist unique m ∈ N, k ∈ N 0 = N ∪ {0} such that
We show that for each τ ≥ 2 there is r ∈ N with sup t∈I |h r (t + τ )| = 1. Indeed, let τ ∈ 2N + y for some y ∈ [0, 2]. Then by (3.5), since 2n + y = 2(n + 1) + y ′ with
By (3.4), it follows sup t∈I |ψ(t + τ ) − ψ(t)| ≥ 1 for all τ ≥ 2. Since B-aa and V-aa functions are always recurrent, we conclude ψ is not B-aa or V-aa or recurrent or
Poisson stable by the definitions (3.1), (3.2). §4. Reduced spectrum of solutions of evolution equations
In this section we study the reduced spectrum with respect to a class F ⊂ L 1 loc (J , X) of bounded solutions of evolution equations (4.1)
where A is a closed linear operator on X and φ ∈ L ∞ (J, X). Proposition 4.2. Let u ∈ BC(R, X) be a mild solution of (4.1), J = R, with
is a classical and so a mild solution of 
This and Definition 4.1 for u proves that v = u * g is a mild solution of (4.2) for the case n = 0. Since g ∈ S(R), v = u * g, φ * g are infinitely differentiable,
It follows that v is a classical solution by an extension of 
If moreover φ ∈ MF , then
Proof. First we prove the case J = R. Let u ∈ BC(R, X) be a mild solution of equation (4.1). Let ρ(A) be the resolvent set of A and let iλ 0 ∈ U = (ρ(A) ∩ iR) ∩ (iR \ isp F (φ)). Since U is an open set, there is 1 > δ > 0 and f ∈ S(R) such that i(λ 0 −δ, λ 0 +δ) ⊂ U and suppf ⊂ (λ 0 −δ, λ 0 +δ). It follows suppf ∩sp F (φ) = ∅. By (4.3) and (1.8), we have isp
we conclude u * f | J ∈ F by [4, Corollary 2.3 (A)], and so iλ 0 ∈ sp F (u). This proves (4.5). If φ ∈ MF , then sp F (φ) = ∅ by Proposition 1.1. This and (4.5) give (4.6).
The case J = R + . Let u ∈ BC(R + , X) be a mild solution of equation (4.1) and let k, h > 0. With [1, Proposition 3.1.15 p. 120] for M h u, one can show that
This is possible by [3, Lemma 3.2 (i)] and (4.8). Applying the case J = R, we get
Using (1.6), [9, Lemma 4.2, (4.1), (3.11)] by (1.8) and (4.9), with Φ as defined in (1.6) we conclude
This proves (4.5). Finally, (4.6) follows from (4.5) by the same argument as in the case J = R.
In the following example we consider the case X = C and A : C → C defined by Ac = ic. We have σ(A) = {i}. e −is g(s) ds) =: γ 1 (t)(c + y 1 (t)), where c ∈ C.
(i) If F = g · AP (R, C), then sp F (g) = R and so (4.5) is trivially satisfied.
(ii) If F = g · AP (R, C) ⊕ AP (R, C), then F satisfies (1.4), (1.5) but sp 0 (g) = sp F (y) = R and so (4.6) is not satisfied.
(iii) If F = (g · AP (R + , C)) ⊕ (C 0 (R + , C) ⊕ (γ 1 · C)), then F ⊂ MF , sp F (g) = ∅
and sp F (y) = ∅, c ∈ C.
(iv) If F = (g · AP (R, C)) ⊕ (γ 1 · C(R, C)), then sp F (g) = sp F (y) = ∅, c ∈ C.
Here C(R, C) = {φ ∈ BU C(R, C) : lim t→∞ φ(t), lim t→−∞ φ(t) exist}.
Proof. (i) we have g ∈ F = g · AP but sp F (g) = sp F ∩BUC(R,C) (g) = sp 0 (g) = suppĝ = R (see [4, (1. 3)], [9, (3. 3)], [10, Example 2.2]). It follows (4.5) is trivially satisfied.
(ii) F satisfies (1.4), (1.5), but we omit the proof that F is uniformly closed. We have g ∈ F but sp F (g) = sp F ∩BUC(R,C) (g) = sp AP (g) = R since g * f ∈ AP (R, C)
implies g * f ∈ AP (R, C) ∩ C 0 (R, C) = {0}, f ∈ L 1 (R, C), and sp 0 (g) = R. (iii) We have y, g| R + ∈ F and F satisfies F ⊂ MF . So, sp F (g) = sp F (g) = ∅
by Corollary 1.2.
(iv) We have g, y ∈ F and F ⊂ MF . The result follows by Corollary 1.2.
