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Abstract

In this thesis, I study skin lesion detection and its applications to skin cancer
diagnosis. A skin lesion detection algorithm is proposed. The proposed algorithm is
based color information and threshold. For the proposed algorithm, several color
spaces are studied and the detection results are compared. Experimental results show
that YUV color space can achieve the best performance. Besides, I develop a
distance histogram based threshold selection method and the method is proven to be
better than other adaptive threshold selection methods for color detection. Besides
the detection algorithms, I also investigate GPU speed-up techniques for skin lesion
extraction and the results show that GPU has potential applications in speeding-up
skin lesion extraction. Based on the skin lesion detection algorithms proposed, I
developed a mobile-based skin cancer diagnosis application. In this application, the
user with an iPhone installed with the proposed application can use the iPhone as a
diagnosis tool to find the potential skin lesions in a persons' skin and compare the
skin lesions detected by the iPhone with the skin lesions stored in a database in a
remote server.

VIII

Chapter 1. Background
1.1.

skin cancer

Cancer is one of the biggest threats to human beings and is the second leading cause
of death the entire world human [1]. According to the statistical data from
WHO(World Health Organization) [2], cancer caused about 7.6 million people death
worldwide in 2008, and it is predicted that the number of deaths caused by cancer is
being increased and the number will possibly increase to 13.1 million in 2030 [2].
Based on related research, cancer will become the leading death in next 20 years [3].

Of all the known cancers, in USA, skin cancer is the most prevalent form of cancer
[4]. It is found that each year, more new cases of skin cancer are diagnosed than all
the cases of breast cancers, prostate cancers, lung cancers, and colon cancers
diagnosed [5]. Based on the statistics in 2008, in USA about 6,000 people were
diagnosed with melanomas of the skin, and more than 8,000 people died from it [6].
In Americans lifetime, one in five of them will develop skin cancer [7].

There are three types of skin cancer: Basal cell cancer and squamous cell cancer are
called non-melanoma skin cancer while melanoma is on melanocytes cells, Basal
1

cell cancer and squamous cell cancer are common but less dangerous. Melanoma is
not common as non-melanoma skin cancers, however, it is more likely to spread and
become fatal [8].

Although skin cancer is a threat to human life, fortunately even melanoma can be
cured if it is detected early. According to research, the curable rate will be more than
90% high if cancer can be diagnosed in its early stages while the curable rate will be
less than 50% in its late stage [9]. Thus, the detection of skin cancer in its early stage
has attracted the attention from different fields [10].

Currently the diagnosis of skin cancer is done mainly by a human, who is called
dermatologist. During diagnosis, a dermatologist exams the skin carefully by his
eyes or using a device called dermascope. During this stage, dermatologists
generally use “ABCD” rule to find the signs of skin cancer [11]. ABCD means
Asymmetry, Borders (irregular), Color (variegated), Diameter (greater than 6mm) of
a skin patch [11]. By observing the early signs using “ABCD” rule, dermatologists
can classify whether a skin patch is benign or malignant. If a patch is determined to
be malignant, a biopsy will be used to confirm the final result [12]. Although the
procedure used above is standard, a dermatologist has subjective bias and the correct
2

diagnosis depends on a dermatologist's experience. Besides, the procedure examined
by a dermatologist takes long time. In order to improve the diagnosis rate, computer
aided skin cancer detection techniques have been investigated to aid the
dermatologists for skin cancer detection. The basic idea of computer-aided detection
(CAD) is to use imaging technique, image processing technique, and pattern
recognition technique to detect the suspected skin patches. It is used generally as the
second opinion to a dermatologist.

In this thesis, I mainly study the key technique used in CAD system for skin cancer
detection. The key technique is the extraction of the boundary of skin lesions. Two
algorithms for the extraction of the boundary of skin lesions are proposed. Besides, I
also develop an application based on iPhone which can be used for skin cancer
detection by a person which is not a dermatologist. The iPhone based skin cancer
detection application provide a care-everywhere tools which provide a good skin
care method potentially and help a person find skin cancer possibly without going to
a clinic.

1.2.

Skin lesion detection with CAD

3

The development of CAD systems and related techniques have been over 20 years
and many systems have been developed [13]. In [14], a skin cancer detection system
was developed by F. Ercal. In the proposed system, the border of the skin lesion was
extracted by doctors and the features were constructed using ABCDE rule. A
commercial neural network classifier was adopted to classify the skin lesions into
benign or malignant. This system can achieve 80% accuracy rate. In [15], another
computer program named MoleSence was developed by Opticom Data Research.
This program also used "ABCDE rule" to analyze the skin cancer images. In [16], an
automated melanoma recognition system was developed by H. Ganster. In the
system, automated image segmentation was accomplished by fusing the output of 3
algorithms and the segmentation accuracy is 96%. A 24-NN (Nearest Neighbor)
classifier was used for skin cancer classification and it achieved 73% melanoma
recognition rate. The sensitivity and specificity are 87% and 92% for the "not
benign" class in a two class scenario. In [17], Handyscope was developed by the
company called Fotofinderin Germany. It merges a dermatoscope with an iPhone and
can extract lesion features. However, it does not incorporate lesion classification in
the same device.

In all of the CAD systems described above, one key technique is to extract the lesion
4

region from the background and thus it has attracted a lot of efforts. Two widely used
techniques are thresholding and region growing. Both of the two techniques can
achieve good performance for boundary extraction when the boundaries of skin
lesion images are clear. However, the techniques will fail if the boundary of the
lesion region is unclear. For the images with unclear boundaries, many algorithms
have been developed. A multi-direction gradient vector flow (GVF) is proposed for
skin cancer border extraction in [18]. In the proposed method, a new anisotropic
diffusion filter employing new gradient computation and adaptive threshold selection
method was used to remove the noise. After noise reduction, the system used a
multi-direction GVF snake which was extended from the single direction GVF snake
to segment the skin cancer image [18]. In [19], an automatic detection method
employing radial search algorithm to detect irregular borders in skin tumor images
was proposed. In [20], a method based on domain-specific algorithms was used to
extract the boundary of skin lesion, and this method can achieve high success rate. In
[21], an automatic approach for skin cancer segmentation was proposed by the
modification of Region-based Active Contour model (RACM). In the proposed
approach, initial threshold was set automatically and a function named
Courant-Friedreichs-Lewy (CFL) was used to enforce the stability of curves.
Compared with other state-of-the-art methods, this approach achieves a better
5

accuracy. From [22], a method based on a principle components transform algorithm
was developed for automatic color segmentation. This method could detect the
borders of skin cancer in six different color spaces. Many images were obtained with
low contrast and lack color calibration, thus in [23], an approach to improve the
accuracy of skin cancer segmentation for these cases was provided. This approach
enhanced color information by a pre-processing step and then skin cancer
segmentation was performed on the pre-processed images. In [24], a segmentation
algorithm based on an evolution strategy (EV) was provided to detect the skin cancer
area. The segmentation results were compared with those obtained by a
dermatologist and the comparison showed that the proposed method can get high
accuracy for images with high-level noise. Using region fusion and narrow band
energy graph partitioning technology, a novel multi-modal skin lesion segmentation
method was developed in [25]. The proposed method can process skin cancer images
with blurred and irregular edges well and can achieve a better performance
compared with other state-of-the-art segmentation methods. A new automatic skin
cancer segmentation method was introduced in [26]. The method first converted a
color image into a gray image and then the image is segmented using intensity
thresholding. The segmentation is refined using image edges.
Although many boundary extraction algorithms have been proposed, the existing
6

algorithm is still far from real application and thus thesis will attack this difficult.

1.3.

Statement of Problem

The aim of this thesis is to investigate new boundary extraction algorithms. The
proposed algorithm is based color information and threshoding. In the proposed
algorithm, the key problem is how to select color space and threshold. I compared
different color spaces and find the best one. For threshold selection, I developed a
distance histogram based algorithm which can achieve much better performance than
traditional thresholding algorithm. Besides, I developed a mobile-based skin cancer
diagnosis application. In this application, the user with an iPhone installed with the
proposed application can use the iPhone as a diagnosis tool to find the potential skin
lesions in a persons' skin and compare the skin lesions detected by the iPhone with
the skin lesions stored in a database in a remote server. In the iPhone applications,
the key step is to compare the similarity between two boundaries. Fourier descriptor
is investigated in the thesis.
The rest of the thesis is organized as follows. In Chapter 2, I introduce some basic
knowledge of color modeling and noise reduction. Then I investigate my new
segmentation method and discuss different color modeling methods and different
7

noise reduction methods. I also introduce GPU techniques for skin lesion extraction
and the results show that GPU has potential applications in skin lesion extraction. In
Chapter 3, I develop an IPhone application for skin lesion image retrieval. In Chapter
4, I conclude the Thesis.

8

Chapter 2. Skin Lesion Extraction Based on Color Information and
Thesholding
2.1. General Framework
My skin lesion segmentation system consists of three main stages which are shown
in Figure 1. In the first stage, noise reduction technology is used to remove the noise
and hairs in the skin cancer image; In the second stage, the color image is converted
into a color space and adaptive color model is constructed; In the third stage, color
information and distance histogram are used to extract the border of the lesions from
the skin cancer image.
Original image

Noise reduction

Adaptive Color Model
Building

Skin Lesion Extraction

Output

Figure1. System Architecture
9

2.2. Noise reduction

Because skin cancer images obtained generally include noise and hairs, thus noise
reduction technology is used in the system so that the segmentation results will be
good. In the past, a lot of techniques were developed for noise reduction. One of the
techniques is Gaussian filter. Gaussian filter has many shortcomings. For example,
Gaussian filter generally blurs the edges [27]. Thus, researchers tried to develop
other noise reduction techniques such as bilateral filter for noise reduction. Let I(Y)
be the original image and I(X) be filtered image, X and Y be the coordinates vectors,
and σ be the standard deviation of the Gaussian distribution, then noise reduction
using Gaussian filter can be expressed as [28][29][30]
1

𝐼(𝑋) = 2𝜋𝜎2 ∙ 𝑒

𝑥2 +𝑦2
2𝜎2

−

∙ 𝐼(𝑌)

(1)

However, as I mentioned above, Gaussian filter generally blurs the edges of the
images and thus bilateral filter is studied in this thesis. Different from Gaussian filter,
bilateral filter show excellent performance in edge preservation while reducing the
noise[31]. Since bilateral filter was proposed in [31], it has been applied to many
noise reduction problems and is found effective.
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Several types of bilateral filters [31][32] were developed in the past. One of them is
Gaussian bilateral filter. Gaussian bilateral filter has the following format [31][33]
 Y X
1
2 d2
I (X ) 

e
C YN ( X )

2

e

 I (Y )  I ( X )
2 r2

2

I (Y )

(2)

where I ( X ) is the pixel value for the output at location X, I (Y ) is the pixel value
for the input at the location Y, X and Y are the two vectors composed coordinates.
The two parameters:  d2 and  r2 can control spatial weights and intensity weights.
And N (X ) is a neighborhood of I (X ) , C is the constant normalization value:

C

e

Y N ( X )

 Y X
2 d2

2

e

 I (Y )  I ( X )

2

(3)

2 r2

2.3. Color Modeling
2.3.1. Color spaces

Several color spaces are investigated in this thesis. They are RGB, YUV, HSV , and
YCbCr color space. YUV color space consists of two components: one is luminance
(Y), which carries the brightness information of the images; the others are
chrominance components U and V, which represent the color information of the
images [34]. HSV color space uses two cylinders to represent the pixels in an RGB
color space. In HSV color space, H means hue, which is the degree of the angle
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around the center vertical axis in each cylinder; S means saturation, which indicates
the degree to which the hue differs from a neutral gray; V means value, which stands
for the illumination level [35]. YCbCr, Y′CbCr, or Y Pb/Cb Pr/Cr is the same color
spaces. Y is one component of this color space, and it means luminance. Cb and Cr
are the others, and they stands for blue and red difference [36]. The relationship
between RGB color space and other color spaces can be obtained by different
mathematics.

For RGB to YUV, the following equation is adopted

Y  0.299 R  0.587G  0.114 B
U  0.14713R  0.28886G  0.436 B

(4)

V  0.615R  0.51499G  0.10001B

The conversion from RGB to YCbCr can be expressed as

Y  0.299 R  0.587G  0.114 B
Cb  0.564B  Y   128
Cr  0.713R  Y   128

and the conversion from RGB to HSV can be obtained by

12

(5)

M  max( R, G, B)
m  min( R, G, B)
V  M / 255
1  m / M if
S
if
 0



M 0
M 0



 cos 1 R  0.5G  0.5B  / R 2  G 2  B 2  RG  RB  GB
H 
360  cos 1 R  0.5G  0.5B  / R 2  G 2  B 2  RG  RB  GB



if

 if

GB
GB

……………………………………………………………………………………(6)

2.3.2. Adaptive Color Model Building
In order to use color information to detect the lesions, I need to build up the color
model. In this thesis, I will investigate adaptive color modeling. My modeling is to
build the color model for background and is composed of two steps. In the first step,
I will build a general background color model for color detection. In the second step,
when the general model is used to detect the color information in a specific image, I
will use the color information from the four corners of the image detected by the
general model to rebuild a color model specified for the image and then the new
color model is used to detect the lesions in the image. Specifically, in the building
processing, for each color space I will first calculate the mean and co-variance of
color components using 20 images as the general color model. The following is an
example of mean and co-variance computations in YUV color space.
13

M  (M y , M u , M v )

(7)

 C yu 1,1 C yu 1,2 C yv 1,2 


C   C yu 1,2 C yu 2,2 Cuv 1,2 
 C 1,2 C 1,2 C 2,2
uv
uv
 yv


(8)

where M is the mean value and C is the co-variance. After the mean and co-variance
of the general color model is built. When color detection begins for a specific image,
the general color model is used to detect the color from four corners of the image.
The color regions found using the general color model will be used to rebuild a color
model for the specific image, which specific mean and co-variance are obtained for
the image. About the specific color detection method, please refer to section 2.4.

Figure 2. Color Model Build

2.4. Skin lesion detection using distance histogram

The proposed lesion extraction is composed of three steps. They are skin color
14

detection, adaptive thresholding, and morphological post-processing.

2.4.1. Skin color detection
In this step, I will use color information to find the lesion regions. Based on the
assumption that lesion regions and background have different color distributions,
which can be characterized using mean and co-variance. Thus, I can classify a pixel
as the part of background or the part of skin lesion using Mahalanobis distance
d ( x, y)  I ( x, y)  M   C 1  I ( x, y)  M 
T

(9)

where I(x,y) is a vector constructed from the color components of pixel (x,y) and
d(x,y) is the Mahalanobis distance at pixel (x,y). M and C are the mean and the
co-variance of the adaptive color model obtained using equations (7) and (8). For
each pixel in the original image I can obtain a d(x,y). A pixel at location (x,y) is
determined to be background by the following rules: for a pre-determined threshold
T, if d(x,y)<T, then the pixel belongs to background regions, or it is classified into
skin lesions. If I set the pixel values to be 1 if it is classified into skin lesion and to
be 0 if it is classified into background, thus I obtain a binary image. For convenience,
I denote the binary image by B, which has the same size as the original image.

15

(a)

(b)

Figure 3. (a) Distance histogram without smoothing. (b) Smoothed histogram from
(c). The red point is the threshold.

2.4.2. Adaptive Thresholding
The important steps to classify a pixel into skin lesions or background is the
threshold T. Several methods have been proposed in different literatures. In this
paper, I will develop a new adaptive thresholding method. The proposed method is
distance histogram based method. The basic idea is to use d(x,y) to generate a
histogram and based on the histogram to determine the threshold T. However, the
histogram generated directly from d(x,y) is sticky and noisy, it is difficult to find the
suitable T. In the proposed method, I first smooth the histogram directly obtained
from d(x,y) and the smoothed histogram will be used to get the threshold T. Figure 3
(a) shows the original histogram obtained directly from d(x,y) and Figure 3 (b)
shows the histogram smoothed using Gaussian filter(sigma=3). In order to find the
16

threshold T, I first find the lowest point between the first peak and the second peak
of the smoothed histogram. The first peak stands for the number of the pixels which
are closest to the adaptive color model (normal skin), so the lowest point splits the
normal skin and the lesion skin. The parts whose distances are larger than the
threshold are the lesion skin.

2.4.3. Morphological processing
In this step, morphological technology will be used. The image obtained using the
method in section 2.3.2 may have noise in the normal skin and the lesion skin. I used
two morphological operators to post-process the binary image B.

The first operator used is called connected-component labeling technology, which is
used to remove the small objects. The basic idea of connected-component labeling
technology is to separate the images into several objects and label them. During the
processing, the background is labeled as 0, the first object is labeled 1, the second
object is labeled as 2, and so on. After all the objects are labeled, I compare the size
of these objects with a preset threshold. If the size of an object is smaller than the
preset threshold, the object will be labeled as 0(the background). Figure 4(a) shows
17

the original binary image and Figure 4(b) shows the processed one.

(a)

(b)

Figure 4. (a) Original binary image; (b) Processed image

After the image is processed using the first morphological operator. The second
operator used in the post-processing is closing operation. Closing operation can be
done by dilation and erosion. It is useful to remove small holes. Figure 5 shows the
images after closing operation.

Figure 5. (a) Original binary image; (b) Processed image
18

2.5. Results and analysis
2.5.1 Noise Reduction on Synthetic Images
The first experiment was used to perform noise reduction on synthetic images. A red
square image was created and different levels of noise were added to the image. In
this thesis, Gaussian noise was added to the images. Figure 6 shows the original
images and the corresponding images after noise reduction. In the figure, Column (a)
lists the original synthetic images; column (b) lists the images after Gaussian noise
with different variances are added; column (c) lists the filtered images obtained by
Gaussian filter; column (d) lists the filtered images obtained by bilateral filter.

For evaluating the performance of the two filters, I used a quantitative measure
which is mean square error (MSE) [37]. The MSE is defined as follows [37].
M

 (I

0
( x , y )image

( x, y)  I ( x, y)) 2

MSE  M R  M G  M B  / 3

(10)

(11)

where I0 and I are the original synthetic image and the filtered image respectively.
When noise reduction methods are compared, the smaller the MSE value is, the
better the filtered result will be. Table 1 shows the comparison results of the two
19

noise reduction methods. From table 1, I can find that under different variances of
Gaussian noise, the MSE values obtained by Bilateral filter are always smaller than
the MSE values obtained by Gaussian filter. It means that Bilateral filter has a better
performance than Gaussian filter when they are applied to reduce the noise in the
synthetic images.
Table 1. MSE values obtained by Gaussian filter and Bilateral filter.
Variance

Gaussian filter (MSE)

Bilateral filter (MSE)

0.001

6.752

3.183

0.002

7.773

4.455

0.005

9.933

7.034

0.01

12.469

10.232

0.02

16.177

15.636

(a)

(b)

(c)

Figure 6. (a) Original skin lesion image; (b) the image filtered by Gaussian filter; (c)
the image filtered by bilateral filter.
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2.5.2 Noise Reduction on Skin Lesion Images
How about the two filters work on the real images? In order to demonstrate the
ability, I processed them on 20 different skin lesion images. Each image has one or
more lesions, and some of them have hairs and noise. Figure 6 shows a sample of the
original image and the corresponding image filtered by Gaussian filter and bilateral
filter respectively. Figure 6.(a) shows the original skin lesion image, (b) shows the
image filtered by Gaussian filter, and (c) shows the image filtered by bilateral filter.
From Figure 6, I can find that bilateral filter is much better than Gaussian filter.

For evaluating the performance of the two filters working on the real images
quantitatively, I need to evaluate two things. One is the performance for noise
reduction, and the other is the performance for edge preservation. Because I focus on
border detection, the performance of edge preservation is much more important. To
evaluate the performance, I computed the local contrast of the edge region and
homogeneous region. This measure can be expressed as
Cw ( I ) 

1
 c( x, y) log(1  c( x, y) )
m w

(12)

where c(x,y) is the local contrast at pixel (x,y) and can be expressed as
c( x, y)  4I ( x, y)  {I ( x  1, y)  I ( x, y  1)  I ( x  1, y)  I ( x, y  1)}

(13)

where I(x,y) is the intensity for pixel (x,y) in an image, w is a set of edge points,
21

and m is the total number of the pixels in the edge points.

(a)

(b)

Figure 7. Homogenous regions and edge points selected for evaluating the
performance. From top to bottom, the images are labeled as image 1, image 2 and
image3.

Three images were used to compare the performance of the two filtering methods.
22

For each image, I selected one homogenous region and one set of edge points for
evaluation. Figure 7 shows the selections. Column a shows the homogenous regions
selected and column b shows edge points set selected. When comparing the two
filters, I consider the edge preservation in the set of edge points and noise reduction
in homogenous regions selected. A good filter should remove the noise while
preserving the edges in the image. Thus in the comparison of the two filters, I
compared the edge preservation in the all edge points selected and made the selected
homogenous have the

Table 2. The contrasts of selected homogenous regions
Image

Gaussian filter (C)

Bilateral filter (C)

Image 1

0.000016

0.000015

Image 2

0.000012

0.000011

Image 3

0.000196

0.000194

similar smoothness. Table 2 shows the average contrasts in the homogenous regions
obtained by Gaussian filter and bilateral filter which corresponds to Figure 7(a).
Table 3 shows the average contrasts in the all edge points obtained by Gaussian filter
and bilateral filter respectively which correspond to Figure 7(b). From the two tables,
23

I can find that the contrast of the set edge points obtained by the bilateral filter is
much bigger that those obtained by Gaussian filter while they have the similar
contrast in the selected homogenous regions, which means that bilateral filter is
much better than Gaussian filter.

Table 3. The contrasts of selected edge points set
Image

Gaussian filter (C)

Bilateral filter (C)

Image 1

0.0001

0.0004

Image 2

0.0002

0.0004

Image 3

0.0013

0.0035

2.5.3 Color Space Experiments
Experiments were performed to conform the proposed method work well. The
experiments are divided into two parts. The first part is used to test the noise
reduction method and the second part is used to test the proposed skin lesion
extraction method.

  0.001
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  0.002

  0.005

  0.01

  0.02
(a)

(b)

(c)

(d)

Figure 8. Filtered results of different Gaussian noised synthetic images. Column (a)
is the original synthetic images; column (b) is the images after Gaussian noise with
different variances are added; column (c) is the filtered images obtained by Gaussian
filter; column (d) are the filtered images obtained by bilateral filter.

2.5.4 Experimental Results on Skin Lesion Segmentation
For skin lesion extraction, 20 images including one or more than one skin
lesions were used in the experiments. Different color spaces were tested and
compared. For each color space, the same procedure developed in Section 2.3 was
used to extract skin lesions. Figure 9 shows some samples of lesion extraction using
25

different color spaces. From Figure 9, I can find that RGB, YUV and YCbCr color
spaces almost achieved the same performance while HSV is much worse than the
other three color spaces. To evaluate the performance for skin lesion extraction using
different color spaces , Pratt’s quality measurement metric (FOM) was used. The
definition of the FOM is defined as:

F

1
1   ( d (i ) 2 )
m a xI(A , I I )



IA

i 1

(14)

where IA and II are the number of boundary pixels which II is delineated by
dermatologists and IA is delineated by this system. d(i) is the Euclidean distance
between a pixel from II and the nearest pixel from IA. α is a scaling constant (0.05 in
my experiments). The best matching between the boundary segmented by CAD and
by the technicians has F=1.

a

b

c

d

e

Figure 9. Segmentation results of skin lesions using 4 different color spaces.
Column a: original skin lesion images, column; b: segmentation obtained by RGB
color space; column c: segmentation obtained by YUV color space; column d:
26

Segmentation obtained by HSV color space; column e: segmentation obtained by
YCbCr color space.

In experiments, one technician was used to segment the skin lesions manually and
the results were used to compute FOMs using equation (13). Figure 10 shows the
FOM values obtained using different color spaces. From Figure 10, I can find that
YUV color space achieved the highest FOM values. So YUV color space performed
better than other three color space using the proposed method.
1
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FOM Value

0.7
0.6
0.5

YUV

0.4
0.3

RGB

0.2
YCbC
r

0.1
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Image Number

Figure 10. The FOM values of 20 segmentation images with RGB, YUV and YCbCr
color spaces.
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2.6. Speeding up with GPU
2.6.1 Introduction to GPU
In skin lesion boundary extraction, matrix operations are needed to be performed.
Generally speaking, the computational cost will be very high when many matrix
operations are involved. In order to speed-up the processing, I investigate GPU
technology instead of CPU technology for matrix arithmetic in my skin lesion
extraction algorithm. GPU is the abbreviation for Graphics Processing Unit and it is
used to render videos [38]. GPU is highly optimized to perform advanced
calculations such as floating-point arithmetic, matrix arithmetic and so on. The
design of GPU is more of data processing than data caching and flow

(a)

(b)
Figure 11. CPU and GPU structure
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control than CPU [39]. The following graph (Figure 11 [39]) shows the difference
between CPU and GPU in their structure. In CPU (see Fig.11 (a)), cache is designed
for data caching; control is designed for flow control; ALU (Arithmetic Logic Unit)
is designed for data processing. So the major difference between GPU and CPU is
that GPU has highly parallel structure (much more ALUs) which makes it more
effective than CPU for some operations.

2.6.2 Simulation
MATLAB provides GPU computing functionality which is well suited for a bunch of
applications such as data analysis, signal processing, and image processing. Using
the GPU functionality in MATLAB is much easier than using GPU computing
technologies based on C or FORTRAN. Another advantage is that I don’t need to
know the libraries of GPU computing. I just need to be familiar with MATLAB
language. In this thesis, I choose MATLAB to accelerate computation.
MATLAB has a certain Image Processing Toolbox function to process the images on
GPU. The flow chart below is the main steps about how this function works.
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Figure 12. How GPU function works

Table 4: Hardware/Software Info
Entity

Specification

CPU

Intel Xeon Quad core @ 3.07 GHz

Installed Memory

16.00GB

System Type

64-bit

GPU

NVIDIA Quadro 600

Operating System

Windows 7

MATLAB Version

R2012b
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In the processing, the first step is to transfer the data from CPU to GPU. At this
step, MATLAB offers gpuArray() function to copy the numeric data to the GPU and
return a gpuArray object.

Any toolbox function that accepts a gpuArray as an input

can work on the GPU. After processing, gather() function can be used to move the
data back to the CPU from GPU.

In the following, I will provide an example of using GPU to solve 2-D cross
correlation problem, which is shown in Figure 13. The specifications for experiments
are listed in table 4. The MATLAB programs which use CPU and GPU to compute
the cross correlation between matrix a and matrix b are shown in Figure 13 (a) and
Figure 13(b) respectively. For comparison, I tried 5 different sizes (1000, 2000, 5000,
10000 and 120000) for matrix b to compare the performance between CPU and GPU.
Figure 14 shows the execution time in different size of matrix b. When the size of
matrix is 1000, the execution time is nearly the same. After that, the execution time
of CPU grows rapidly. In contrast to CPU, the execution time of GPU grows slowly.
While the size of matrix reaches 120000, the execution time of CPU is 7.4 times
than GPU. In a conclusion, the bigger the size of matrix is, the better the GPU will
perform.
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(a)

(b)

Figure 13. 2-D Cross Correlation Example

Figure 14. CPU vs GPU Cross-Correlation of 2-D Data

2.6.3. Skin lesion detection using GPU technology
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In matrix operations, the size of the matrix will affect the performance. There is a
threshold for you decide to use GPU or not. If the matrix size is below this threshold,
the computing speed between CPU and GPU are nearly the same. Otherwise, GPU is
faster than CPU. The bigger the matrix size is, the faster the GPU will be. In my skin
lesion extraction, I used GPU technology to perform the matrix operations in
equation (8), and the results are shown above Fig.15. From Figure 15, I can find that
border extraction involving GPU technology can improve from 30% to 40% in
running speed according to the matrix size.

Figure 15. Comparison of CPU and GPU technologies for border extraction
Although the GPU can only improve 30%~40% in computational cost, the GPU has
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potential application in skin lesion extraction when all-body skin image are
available.

In this case, the size of the image will be very big and computation technology based
on CPU technology cannot satisfy the applications. Besides, in my application, I did
use specific outside GPU, I used the GPU coming with the computer. If specific
outside GPU is used, the computation cost will be increased a lot. I plan to
investigate this issue in the future.
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Chapter 3. An Iphone Mobile Application for Aiding Skin Cancer
Diagnosis

3.1. Introduction
A smartphone is an advanced mobile phone that is built on a mobile operating
system (OS) with much more powerful computing capability than feature mobile
phones [40]. Many smartphones usually have one or more powerful processors, large
memory, and storage capability. Besides these core components, most of
smartphones are equipped with a variety of sensors and accessories which allow
them to interact with the environment easily. These components include
high-megapixel cameras, high-resolution touchscreen, GPS navigation unit, Wi-Fi,
mobile broadband, and so on. [41]. Because of these great features, many
applications based on smart phone have been become possible. In fact, currently
applications based on smartphones are becoming great demands in my society and
many applications are based on smartphones, such as visual recognition, security,
medical applications, and so on.

A mobile application (mobile app) is a kind of software applications running on
mobile phone. In the older generations of mobile phones, mobile apps were
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developed to provide some simpler functionality such as calendar, maps, clock, and
weather information. With the new generations of mobile phone, such as
smartphones, coming out, mobile app developers started to turn their attentions into
other categories of applications, such as music playing, mobile games, mobile
chatting, ticket purchase, and so on [42]. Health application running on smartphones
is one of the big research areas. In the past, some work has been done in this area. In
[43], Wadhawan developed a portable library to detect skin cancer automatically.
This library can be used on smartphones (iPhone 4), and but the performance in real
applications is not good. In [44], Li developed a mobile application based on the
interaction physical-activity housekeeper (IPHA), which contributes to monitoring
the physical status of the elder people. In [45], the authors proposed an ambulatory
electrocardiographic monitoring application, and the application is based on iOS and
Android system. In [46], Kong proposed an automatic camera phone based
multi-view food classification application. The purpose of this application is to
evaluate food intake automatically using food recognition from images. This
application has been implemented on iPhone, and the recognition accuracy is about
84% for common food items. In [47], the authors present a health management
application implemented on iPhone, and it uses QR-code to input food information
such as nutrition and calorie. The application can provide diet recommendations to
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the users. In [48], Chemlal developed a real time prediction system for blood glucose
running on iPhone. The purpose of this application is to monitor physical activities
of the users with type 2 diabetes. Gegg-Harrison in [49] proposed a new application
of smartphones to make the Lung Cancer Survivability Prediction Tool more
accessible and convenient to doctors. In [50], Chan developed an application using
the capabilities of the accelerometer within the iPhone to identify the users’ walk
along a flat surface. The aim of the application is help elder people avoid injury from
falling.

In this thesis, a mobile based skin cancer diagnosis application is developed. In this
application, the user with an iPhone installed with the proposed application can use
the iPhone as a diagnosis tool to find the potential skin lesions in a persons' skin and
compare the skin lesions detected by the iPhone with the skin lesions stored in a
database in a remote server.

3.2. Development Environment and System Structure

In order to develop the application for aiding skin cancer diagnosis, one of the first
things is to select development platform. Based on the difficulty of development and
market share, I decided to develop my applications on iOS platform. iOS uses Xcode
37

development environment which can run on Apple Mac Machine. Xcode was first
released in 2003, and it was devised for developing software for OS X and iOS [51].
The strength of the iOS platform is that it has much fewer releases than other
platforms, and Apple supports all of these releases.

The second thing to develop the application is to select a language which can be
supported by IOS platform. Objective-C programming language is the most
supported programming language in IOS platform [52] and thus I select it as the
language to write the codes.

For the reason above, I chose Xcode 5.0 as my development environment and
Objective-C as my programming language to develop my iOS app.

3.3. Skin cancer Image retrieval using boundary information
3.3.1 Introduction to Image Retrieval
Searching and retrieving images is the main task for the image retrieval system. One
of important research area is content based image retrieval. The basic idea of content
based image retrieval is to use image to find images. Features such as color, texture,
shape and other information are extracted from the query image and then the features
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are compared with the features of the images in the database. A similarity metric is
used to compare the similarity if the images. Some work has been done in the past.
In [53], Krishnapuram proposed a fuzzy image retrieval system. This system used
fuzzy set theory and the experimental results shows that it is possible to improve the
performance of content-based image retrieval by using fuzzy set theory. In [54],
Suzuki designed a new image retrieval system on multimedia networks in 2000, and
the system uses a sketched image to retrieve similar images. In 2003, Stejic Z.
proposed a relevance feedback-based image retrieval system which the users can
select regions and features, and it brought average 6%-30% increase in
retrieval precision [55]. In [56], Yang presented a boosting framework for distance
metric learning method for medical image retrieval and the authors declared that
their framework worked well for regular image data sets with less computational
complexity. In [57], Kotoulas introduced an image retrieval algorithm based on
composite color image histogram. The algorithm is faster and can achieve higher
retrieval accuracy than some traditional histogram based image retrieval. In many
image retrieval systems, one problem is that the retrieval accuracy may vary on
different queries. For tackling this problem, Li [58] proposed a query difficulty
guided image retrieval system. This system can estimate the queries’ performance by
different difficulty degrees, and use the optimization approaches to retrieve the
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image and thus obtain high accuracy.

Existing texture image retrieval systems have

the following shortcomings: low retrieval accuracy and high computational cost.
Kokare [59] proposed a novel approach to attack this problem. In the proposed
approach, he used a set of dual-tree rotated complex wavelet filter and
dual-tree-complex wavelet transform jointly to obtain the features of texture. The
retrieval rate was improved from 69.61% to 77.75%. Besides using global features to
retrieve images, other research work uses local features to retrieve images. The
authors in [60] proposed segmentation based image retrieval system. In the system,
an image is segmented into different regions and the image retrieval is performed on
the region level.

In this thesis, I will study skin lesion image retrieval. My aim is to find the cases
with similar shapes in the database so that a user can analyze the possibility that a
skin lesion is malignant. The feature used in the thesis is boundary information - the
shape of the skin lesion. Based on research, shape of the skin lesion can tell whether
a skin lesion is benign or malignant. In order to compare the similarity of the shapes,
Fourier descriptor is used to extract the shape feature.

3.3.2 Feature Extraction Using Fourier Descriptor
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Fourier descriptor is a way of encoding the shape of a 2-D object, object recognition
and boundary shape representation are two main applications with Fourier
Descriptors. The second application is always used for shape matching. The Fourier
descriptor of a shape can be calculated as: First, find the coordinates of all points on
the skin lesion boundary and put them in a set(𝑥𝑘 , 𝑦𝑘 )(𝑘 = 0,1, . . . 𝑁). Here N
indicates how many number of the points on the boundary.

Then a complex vector

is created using the coordinates above. The typical way is to change the name of the
x axis to R for “real”, and the y axis to I for “imaginary” as follows
𝑠(𝑘) = 𝑥𝑘 + 𝑖𝑦𝑘

(15)

After creating the complex vectors 𝑠(𝑘) , discrete Fourier Transform is performed
on the set 𝑠(𝑘)
1

−𝑖2𝜋𝑢/𝑁
𝐹(𝑢) = 𝑁 ∑𝑁−1
𝑘=0 𝑠(𝑘)𝑒

(16)

where u = 0, 1, … , N − 1. The complex coefficients F(u) are called the Fourier
descriptor of the boundary.

3.3.3. Similarity Metric
In order to compare the similarity between two boundaries, I need to develop a
similarity metric. I will use the magnitude of the Fourier coefficients to compare two
shapes. Let FQ(u) and FD(u) represent the coefficients of the query shape and an
shape in the database. The similarity between shapes Ds of these two components is
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computed by
𝐷𝑠 = √∑𝑢(𝐹𝑄 (𝑢) − 𝐹𝐷 (𝑢))2

(16)

3.4. System description
3.4.1. Flowchart for the IPhone application prototype
The iPhone application includes two parts: the skin lesion image collection parts and
the image retrieval part. The skin lesion image collection part permits the users to
upload skin lesion images into the server. After the server receives the images, it will
send E-mail to the administrator and the administrator will determine whether the
images will be collected into the server.

Take picture
using IPhone
or Select image from
other resources

Boundary
Extraction
Unit

Server

Invoke

E-mail

administrator

Figure 16.

Image
collection

Skin lesion image collection part

After the administrator decides to collect an image into the server, the image will be
sent to boundary extraction unit and the boundary of the skin lesion will be extracted.
After the boundary information is extracted, the image and the extract boundary
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information will be sent to the server for storage. Figure 16 shows how flow chart of
the first part.
The second part of the application is image retrieval part. In this part, a user can take
a picture using his iPhone and use the acquired picture as the query image. The
query image will be sent to the sever side and the image will be processed by the
image retrieval unit. The image retrieval unit will extract the boundary of the skin
lesion and compare the similarity between the query image and the images stored in
the server. The image retrieval unit will rank the image based on the similarity
computed using equation (16), 3 mostly matched skin lesion image will be returned.
Figure 17 show the flow chart of image retrieval part.

Take picture
using IPhone
or Select image from
other resources

Server

Image
retrieval unit

Image
collection

Figure 17. Image retrieval part

3.4.2. Interface for IPhone Application
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My iPhone application is designed to be easy using for users. The uses can click the
app to launch the application. Figure 18 shows the main storyboard of the
application.
After a user clicks the SkinLesion button, there are two choices. One is for the users
which can use for retrieving images from the server and the other button is used for
upload and retrieval. The first choice is designed for patients(retrieval button) and
the second choice is designed for doctors( retrieval and upload button). In the first
choice, the users can just use image to retrieve similar images from the server while
the users can retrieve and upload skin lesion images in the second choice. For
uploading an image, the users need to take a photo using the phone’s camera or
choose a photo in phone’s library. This can be done by click the “Choose Image”
button. When the photos are prepared, the users can click the “Send” or “Upload”
button. Then an email sending interface will appear, and the users just need to click
the “send” button because the email has been atomically filled by my system. The
email will be sent to the server administrators, and an administrator will invoke the
processing of the image on the server part and return the results back. The “retrieval”
button is used to get the results.
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Retrieval Part
Used for Patients

Retrieval

Upload and Retrieval
Upload and Retrieval
Part
Used for Doctors

Figure 18. Main storyboard

3.5. Experimental Results

There are 50 skin cancer images in my collection. Mostly of them are from No1.
Suzhou Hospital and the rest are from the Internet. Each of them has been segmented
and the boundary information has been recorded. In the following, I present some of
the image retrieval results using different query images. The retrieval is performed as
follows: the user will upload an image and send it to the server. The server will
compute the similarity between the query image and the images in the collection in
the server side. The mostly matched 3 image will be returned and send back to the
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user.

In Figure 21, (a) is the query image, and (b) to (d) are the retrieval results, I rank
them descending by Ds. From the figure, I can find that the retrieval results are good.
Figure 22 shows the retrieval result using another image as query image.

(a)

(b)

(c)

(d)

Figure 19. (a) is the query image, (b) to (d) are the retrieved images

(a)

(b)

(c)

(d)

Figure 20. (a) is the query image, (b) to (d) are the retrieved images
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Chapter 4. Summary and Future work

In this thesis, skin lesion segmentation is investigated and a new skin border
extraction based on distance histogram and color information is proposed. The new
distance histogram based skin lesion border extraction can achieve high accuracy.

In order to remove the noise, two noise reduction technologies were investigated.
Gaussian filter and bilateral filter were compared in the noise reduction part. The
experimental results show that bilateral filter is better at edge preservation than
Gaussian filter.

I also compared four color spaces (RGB, YUV, HSV and YCbCr) for skin lesion
extraction, and I found that YUV color space is more suitable for the proposed
method. Because YUV color space separately stores the brightness information (Y)
and chrominance information (UV) of images, it can reduce the effect by brightness
for color images.

In order to improve computation efficiency, GPU techniques for skin lesion
extraction is investigated and the results show GPU has potential applications in skin
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lesion extraction.

Based on my skin lesion extraction system, an iPhone application for skin lesion
image retrieval system is developed. In the proposed system, Fourier Descriptor is
used to extract features and the magnitude of the Fourier coefficients is used for
shape matching. Experimental results show the potential of the proposed image
retrieval system.

Besides boundary information, other information such as the texture information,
color information is also useful in skin cancer diagnosis. Thus I plan to integrate this
information into the system for skin cancer diagnosis in the future.
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