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りi(i+1)=kfm(i)+∑ wi,.X,･(i), Ei(i+1)-k,Ei(i)-αXi(i)+a (3)3'=1
に帰着される(ただし,-ei(1-k,)≡a).(3)式においてkf-良,-α-0とすると(1)式は
.〟
xi(t･1)-I(∑ wi,X,.(tト Ci)3'-1 (4)
の従来のホップフィールド型ニューラルネットにおける発展方程式に一致する.すなわち,カオス･ニュー
ラルネットワークはkf-k,-α-0(以降,これをホップフィー ルドネット･ポイント(HopfieldNetwork
Point:HNP)と呼ぶ.)のときは従来の静的連想記憶モデルと等しいが,これらのパラメータを0から増
加させることにより,従来の静的連想記憶モデルには存在しないカオス ･ダイナミクスが導入されること
になる.外界からの刺激の寄与は,発展方程式(1)の内部状態に外部刺激項qi(i-1,- ,N)を付加する形
(71i十(i-71i+Ei+qi)で考慮される.これは外部刺激の効果をネットワーク内の各ニューロンに対する
しきい値変化として扱うものであり,外部刺激によるニューロン発火性(興奮/抑制)への影響のモデル化
としては簡明かつ有効な形式の1つである.
2.2 動的想起メカニズム
カオス･ニューラルネットワークは履歴性や不応性のパラメータの設定に応じて,従来の静的連想記憶モ
デルには存在し得なかった様々な性質を有することがわかっている.自発想起における遍歴性(Itinerancy),
震動性(Trembling),突発性(Burst)現象および外部刺激によるそれらの状態の誘発想起がそれである･こ
れらの基本的かつ多様な過程を統合的に内包する一
つのシステムを構成することが,動的想起メカニズ
ムのモデリングである.外界との相互作用を前提と
する機構モデルの定性的な描像は図1のようになる.
すなわち,外部刺激がないときには,ネットワー クは
通常,カオス遍歴に近い震動状態のカオス基準モー Iudcedby
ド(ChaoticNormalMode:CNM)をとっている.そ
こに外部刺激が入ると誘発想起が起き,刺激のもつ
情報(パターン)に応じたカオス震動モード(Chaotic
TremblingMode:CTM)に遷移する.その後しばら
くはそのモードを維持するか,または自発的/鋳発
的なカオス突発(ChaoticBurst)により他のパターン
のCTMへ移行したりする.そして､外部刺激が遠
ざかるとやがてまたCNMに復帰する.このように,
カオス･ニューラルネットワークに基づく想起の機
構モデルはすべての過程が動的であり,しかも外界
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Fig.1.Conceptualdiagramilustratingthemech-
anismofdynamicretrieval.
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との相互作用が本質的な役割を果たすことになる.
3 カオス震動モード(CTM)とその性質
カオス･ニューラルネットワークでは,内在する
カオス活性のためにネットワーク状態は常に何らか
の(決定論的)揺動を保持している.そして,1つの
安定状態(HNP時における)の引力圏内でのこの揺
動のことを我々はカオス麓動と呼んでいる.図2は
不応性項パラメータαの違いにより,α-0のとき
の安定なネットワーク状態(パターンLに一致:重な
り度<mL>-1)が動的状態になる様子を示したも
のである.最大リアプノフ指数が正(入1>0)である
にもかかわらず,Lパターン近傍状態(<mL>竺1)
に留まっているカオス廉動モード(CTM)の出現が
α-0.5付近に見られる.このCTMの状態は,想起
としては従来の静的モデルにおける定常状態とほと
んど同じに見えるが,実は外部刺激に対する強い時
間敏感性を持っている.それを示す具体例が図3で
ある.刺激(▼印)の印加時刻の違いがその後のネッ
トワークの振舞いに決定的な影響を及ぼしているの
がわかる.記憶の動的過程を秩序と無秩序の臨界に
おいて捉えようとするとき,カオス震動モードの存
在は重要な位置と意味を占めることになる.
4 おわリに
記憶械能を支える記銘,想起,忘却の3つの過程は
本来,同時的で不可分な関係にあることを考えると,
想起と学習に関する統合的見地からの勤的な連想記
憶機構の構築が最終的な目標となる.その際,新た
な記銘形成により古い記銘が失われてしまう忘却過
程や新たな記銘と古い記銘の共存や再編成も重要な
検討項目である.また,これまで別個に扱ってきた
カオス･ニューラルネットワークと確率的ニューラ
ルネットワー クを融合し,カオス活性と確率的活性
の複合ダイナミクスを持つ確率的カオス･ニューラ
ルネットワー クを考えることもできる.現実の脳の
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Fig.2. α-dependenceofLyapunovexponent(left
axis)andmean overlap(rightaxis).
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Fig･3. Time-SensitivityofCTM reactionsto
externalst.imuliat,diferenttime.
情報処理能力が両者の力学的性質の適当な協同で担
われている可能性も大いに有り得ることである.いずれにしても,各種パラメータの設定の違いが生み出
すニューラルネットワークの多様な性質を一つの動的機構としてまとめ上げるには,今後,カオス制御を
含む自己組織的システムの新しい処方を模索してゆく必要がある.
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