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Abstract
Building upon the linear version of mixed summable sequences in arbitrary Banach spaces of
A. Pietsch, we introduce a nonlinear version of his concept and study its properties. Extending
previous work of J. D. Farmer, W. B. Johnson and J. A. Cha´vez-Domı´nguez, we define Lipschitz(
mL (s; q) , p
)
and Lipschitz
(
p,mL (s; q)
)−summing maps and establish inclusion theorems,
composition theorems and several characterizations. Furthermore, we prove that the classes
of Lipschitz
(
r,mL (r; r)
)−summing maps with 0 < r < 1 coincide. We obtain that every
Lipschitz map is Lipschitz
(
p,mL (s; q)
)−summing map with 1 ≤ s < p and 0 < q ≤ s and
discuss a sufficient condition for a Lipschitz composition formula as in the linear case of A.
Pietsch. Moreover, we discuss a counterexample of the nonlinear composition formula, thus
solving a problem by J. D. Farmer and W. B. Johnson.
1 INTRODUCTION
The starting point of the theory of linear operator ideals is the fundamental work of A. Grothendieck
[6] together with the study of operator ideals in Hilbert spaces by I. Gohberg, M. G. Krejn [5] and
R. Schatten [18]. This work was done in the middle of the last century.
The book [15] by A. Pietsch constitutes a culminating point in the development. Two things
are established there. First, a general theory of operator ideals is presented. Second, a wealth of
important examples of operator ideals are treated in detail. This lead to widespread applications not
only in Banach space theory and operator theory, but also in harmonic analysis and approximation
theory.
One particular important class of operator ideals is the class of p−summing operators considered
already by A. Grothendieck in the cases p = 1 and p = 2 and generalized by A. Pietsch to 1 ≤ p <∞.
A. Pietsch established many of their fundamental properties. The celebrated Pietsch Domina-
tion and Factorization Theorem is proved here. A beautiful consequence of the Pietsch Domination
and Factorization Theorems is the composition theorem for p−summing operators.
A. Pietsch [15] and Maurey [11] have studied the characterizations of (s; q)−mixing operators.
Ma´rio C. Matos [12],[13] first studied the concepts (p,m(s; q)) and (m (s; q) , p)−summing mappings
with 0 < q ≤ s ≤ ∞; p ≥ q and p ≤ q, respectively.
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J. D. Farmer and W. B. Johnson [4] have formally introduced the concept of a Lipschitz
p−summing operator between metric spaces with 1 ≤ p <∞, although this notion already played
a role in earlier work of J. Bourgain in [1].
The paper of J. Bourgain found applications in computer science, so the Lipschitz p−summing
operators are expected to play a similar important role for applications in the nonlinear case as the
linear p−summing operators for the linear theory.
J. D. Farmer and W. B. Johnson proved that this is a true extension of the linear concept and
obtained a nonlinear counterpart of important fundamental characterizations of p−summing linear
operators.
This was done by showing a nonlinear version of the Pietsch Domination and Factorization
Theorem. With this theorem they proved that the Lipschitz p−summing norm of a linear operator
is the same as its p−summing norm.
J. A. Cha´vez-Domı´nguez [3] introduced the nonlinear concept of Lipschitz (s; q)−mixing oper-
ators and proved several characterizations.
In the present paper, the corresponding concepts of Lipschitz mixed (s; q)−summable sequences,
Lipschitz
(
mL (s; q) , p
)
and Lipschitz
(
p,mL (s; q)
)−summing maps are defined and studied, respec-
tively.
We start by recalling the definitions of mixed summable sequences in arbitrary Banach spaces
and various special cases of (p,m (s; q)) and (m (s; q) , p)−summing bounded linear operators in ar-
bitrary Banach spaces. Then we present fundamental definitions and basic properties of Lipschitz
mixed (s; q)−summable sequences, Lipschitz (p,mL (s; q)) and Lipschitz (mL (s; q) , p)−summing
maps. Afterwards several characterizations and useful results such as inclusion theorems and com-
position theorems are established.
Furthermore, we prove that the classes of Lipschitz
(
r,mL (r; r)
)−summing maps with 0 < r < 1
coincide. We obtain that every Lipschitz map is Lipschitz
(
p,mL (s; q)
)−summing with 1 ≤ s < p
and 0 < q ≤ s and discuss a sufficient condition for a Lipschitz composition formula as in the linear
case of A. Pietsch [14].
Moreover, we discuss a counterexample of the nonlinear composition formula, thus solving a
problem by J. D. Farmer and W. B. Johnson [4, Problem 1].
2 NOTATIONS AND PRELIMINARIES
We introduce concepts and notations that will be used in this article. The letters X, Y and Z
will denote pointed metric spaces, i.e. each one has a special point designated by x0, y0 and z0,
respectively. The letters E, F and G will denote Banach spaces. The closed unit ball of a Banach
space E is denoted by BE . The dual space of E is E
∗. The class of all bounded linear operators
between arbitrary Banach spaces will be denoted by L. The symbols R and N stand for the set
of all real numbers and the set of all natural numbers, respectively. For the Lipschitz mapping T
between metric spaces, Lip(T ) denotes its Lipschitz constant.
Given metric spaces X and Y , the set of all Lipschitz functions from X into Y that send the
special point x0 to y0 will be denoted by Lx0(X,Y ) and the set of all Lipschitz functions from X
into Y will be denoted by L(X,Y ). For the special case Y = R, the Banach space of real−valued
Lipschitz functions defined on X that send the special point x0 to 0 with the Lipschitz norm Lip(·)
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will be denoted by X#. The space X# is called Lipschitz dual of X. The symbol W (BX#) stands
for the set of all Borel probability measures defined on BX# .
In this paper, we write κ = (κj)j∈N ⊂ R+; η = (ηj)j∈N ⊂ R; ζ = (ζj)j∈N ⊂ R; α = (αj)j∈N ⊂ R;
λ = (λj)j∈N ⊂ R\ {0}; σ = (σj)j∈N ⊂ R\ {0} and x′ = (x′j)j∈N; x′′ = (x′′j )j∈N are abbreviations for
the corresponding sequences in X.
In contrast to the situation in Banach spaces E, where it is enough to consider sequences
(xj)j∈N ⊂ E, we need to consider sequences
(
(σj , x
′
j, x
′′
j )
)
j∈N
of triples (σj , x
′
j , x
′′
j ) ∈ R ×X ×X.
To simplify notation we write (σ, x′, x′′) =
(
(σj , x
′
j , x
′′
j )
)
j∈N
⊂ R×X ×X, for such a sequence.
If τ = (τj)j∈N ⊂ R\ {0} is a scalar sequence, then we write (στ , x′, x′′) =
(
(
σj
τj
, x′j , x
′′
j )
)
j∈N
.
Let 0 < p <∞. The p−sequence set, denoted by ℓp(N,R×X ×X) or ℓp(R×X ×X), is defined as
ℓp(R×X ×X) =

(σ, x′, x′′) ⊂ R×X ×X :
∞∑
j=1
|σj|p dX(x′j , x′′j )p <∞

 .
We denote its strong p−norm by
∥∥∥(σ, x′, x′′)∣∣∣ℓp∥∥∥ =
[
∞∑
j=1
|σj|p dX(x′j , x′′j )p
] 1
p
.
Also the weak Lipschitz p−sequence set, denoted ℓL,wp (N,R×X×X) or ℓL,wp (R×X×X), is defined
as
ℓL,wp (R×X ×X) =

(σ, x′, x′′) ⊂ R×X ×X : supf∈B
X#
∞∑
j=1
|σj |p
∣∣fx′j − fx′′j ∣∣p <∞

 .
We denote its weak Lipschitz p−norm by
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ = sup
f∈B
X#
[
∞∑
j=1
|σj|p
∣∣fx′j − fx′′j ∣∣p
] 1
p
.
In the case p = ∞, the ∞−sequence set, denoted by ℓ∞(N,R × X × X) or ℓ∞(R × X × X), is
defined as
ℓ∞(R×X ×X) =
{
(σ, x′, x′′) ⊂ R×X ×X : |σj| dX(x′j , x′′j ) <∞
}
.
We denote its ∞−norm by ∥∥∥(σ, x′, x′′)∣∣∣ℓ∞∥∥∥ = sup
j∈N
|σj | dX(x′j , x′′j ).
Also we denote its weak Lipschitz ∞−norm by∥∥∥(σ, x′, x′′)∣∣∣ℓL,w∞ ∥∥∥ = sup
f∈B
X#
sup
j∈N
|σj|
∣∣fx′j − fx′′j ∣∣ .
It is obvious that ∥∥∥(σ, x′, x′′)∣∣∣ℓ∞∥∥∥ = ∥∥∥(σ, x′, x′′)∣∣∣ℓL,w∞ ∥∥∥ .
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The same notations are used for finite sequences of the same length.
Observe that, since there is no linear structure on the set of triples (σ, x′, x′′), the above notions
are not really norms. But because of the similarity with the usual ℓp−norm, we shall call them
norms.
Let 0 < q ≤ s ≤ ∞ and let the index s′ (q) is determined by the equation
1
s′ (q)
+
1
s
=
1
q
.
In this case we say that s and s′ (q) are q−conjugate. We also denote s′ (1) by s′. In this case s
and s′ are conjugate in the usual sense.
Recall that, for 1 ≤ p <∞, a bounded linear operator T from E into F is called p−summing if
there is a nonnegative constant C1 such that for all m ∈ N and any vectors xj ∈ E, the inequality
m∑
j=1
‖Txj‖p ≤ Cp1 · sup
x∗∈BE∗
m∑
j=1
|x∗(xj)|p (1)
holds. In this case, the p−summing norm πp(T ) of T is the infimum of such constants C1.
Inspired by this useful concept, J. D. Farmer and W. B. Johnson [4] defined the Lipschitz p−
summing norm πLp (T ) of a (not necessarily linear) mapping T from X into Y as the infimum of
all nonnegative constants C2 such that for all m ∈ N, any sequences x′, x′′ in X and κ in R+, the
inequality ∥∥∥(κ, Tx′, Tx′′)∣∣∣ℓp∥∥∥ ≤ C2 · ∥∥∥(κ, x′, x′′)∣∣∣ℓL,wp ∥∥∥
holds. This definition remains unchanged if we consider only the case κj = 1, a very useful obser-
vation in [4] also credited to M. Mendel and G. Schechtman. The set of all Lipschitz p−summing
maps from X to Y is denoted by ΠLp (X,Y ).
Recall that the definition of mixed summable sequences in arbitrary Banach spaces of A. Pietsch
[15] is as follows. Let 0 < q ≤ s ≤ ∞ and let the index s′ (q) is determined by the equation
1
s′ (q)
+
1
s
=
1
q
.
A sequence x ⊂ E, is called mixed (s; q)−summable, if there exists a sequence ζ ∈ ℓs′(q) and a
sequence x0 ∈ ℓws (E) such that xj = ζj · x0j , ∀ j ∈ N.
We denote by ℓm(s;q)(E) the vector space of all mixed (s; q)−summable sequences of elements of
E. For x ∈ ℓm(s;q)(E) we set ∥∥∥x∣∣∣ℓm(s;q)(E)∥∥∥ = inf ∥∥∥ζ∣∣∣ℓs′(q)∥∥∥ ∥∥∥x0∣∣∣ℓws (E)∥∥∥ , (2)
where the infimum is taken over all possible factorizations.
On ℓm(s;q)(E),
∥∥∥(·)∣∣∣ℓm(s;q)(E)∥∥∥ defined by (2) is a norm for q ≥ 1 and a q−norm for 0 < q < 1.
We abbreviate
∥∥∥x∣∣∣ℓm(s;s)(E)∥∥∥ = ∥∥∥x∣∣∣ℓws (E)∥∥∥, for every sequence x ⊂ E.
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For 0 < q ≤ s ≤ ∞ and p ≥ q, Ma´rio C. Matos [12] defined the (p,m (s; q))−summing norm
‖T‖(p,m(s;q)) of a bounded linear mapping T from E into F as the infimum of all nonnegative
constants C3 such that for all m ∈ N and any vectors xj ∈ E the inequality
m∑
j=1
‖Txj‖p ≤ Cp3 · ‖(xj)j‖pm(s;q) , (3)
holds. The vector space of all (p,m (s; q))−summing bounded linear mappings from E into F is
denoted by L(p,m(s;q))(E,F ).
The following special cases of (p,m (s; q))−summing bounded linear maps were already consid-
ered by A. Pietsch [15]. If s = q, then the (p,m (s; s))−summing norm ‖T‖(p,m(s;s)) of the mapping
T is the infimum of all nonnegative constants C4 such that for all m ∈ N and any vectors xj ∈ E
the inequality 
 m∑
j=1
‖Txj‖p


1
p
≤ C4 · sup
x∗∈BE∗

 m∑
j=1
|x∗(xj)|s


1
s
holds. This is the usual (p, s)−summing norm of T .
If s = q = p, then the (p,m (p; p))−summing norm ‖T‖(p,m(p;p)) of the mapping T is the infimum
of all nonnegative constants C5 such that for all m ∈ N and any vectors xj ∈ E the inequality (1)
holds. So we obtain the usual p−summing norm of T .
For 0 < q ≤ s ≤ ∞ and p ≤ q, Ma´rio C. Matos [13] also defined the (m (s; q) , p)−summing
norm ‖T‖(m(s;q),p)of a bounded linear mapping T from E into F as the infimum of all nonnegative
constants C6 such that for all m ∈ N and any vectors xj ∈ E the inequality
‖(Txj)j‖pm(s;q) ≤ Cp6 · sup
x∗∈BE∗
m∑
j=1
|x∗(xj)|p (4)
holds. The vector space of all (m (s; q) , p)−summing bounded linear mappings from E into F is
denoted by L(m(s;q),p)(E,F ).
The following special case of (m (s; q) , p)−summing bounded linear maps were already consid-
ered by A. Pietsch [15]. If p = q, then the (m (s; p) , p)−summing norm ‖T‖(m(s;p),p) of the mapping
T is the infimum of all nonnegative constants C7 such that for all m ∈ N and any vectors xj ∈ E
the inequality
‖(Txj)j‖pm(s;p) ≤ Cp7 · sup
x∗∈BE∗
m∑
j=1
|x∗(xj)|p
holds.
Remark 2.1. Ma´rio C. Matos [13] proved if a map T from E into F satisfying the inequality (3)
with p < q and the inequality (4) with p > q, respectively, then in both cases T is a zero map.
A. Pietsch [15, Chap. 21] defined the ideal of operators possessing (s, p)−type for 0 < p < s ≤ 2.
The theory of these operators was created by B. Maurey [10].
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For every finite sequence x ⊂ E, we put
t(s,p) (xk) = c
−1
sp ·
(∫
Rn
∥∥∥∥∥
n∑
k=1
tk · xk
∥∥∥∥∥
p
dµns (t)
) 1
p
. (5)
Here t = (t1, · · · , tn) ∈ Rn and µns denotes the n−fold product of s−stable laws µs were invented
by P. Le´vy [9].
An operator S ∈ L(E,F ) is said to be of (s, p)−type if there exists a constant ̺ ≥ 0 such that
t(s,p) (Sx) ≤ ̺ ‖x|ℓs(E)‖ (6)
for arbitrary finite sequence x in E; k = 1, · · · , n and n ∈ N. We put T(s,p)(S) = inf ̺.
The class of these operators is denoted by T(s,p). For further reference, we recall the following
theorem.
Theorem 2.2. [15, Sec. 21] If 0 < p < s < 1. Then T(s,p) = L.
The absolute moments
csp =

∫
R
|l|p dµs(l)


1
p
= 2 ·
[
Γ
(
s−p
s
) · Γ( 1+p2 )
Γ
(
2−p
2
)
· Γ (12)
] 1
p
exist for 0 < p < s < 2. We also have
(∫
Rn
∣∣∣∣∣
n∑
k=1
tk · ξk
∣∣∣∣∣
p
dµns (t)
) 1
p
= csp ·
[
n∑
k=1
|ξk|s
] 1
s
(7)
for ξ1, · · · , ξn ∈ R and n ∈ N.
3 DEFINITIONS AND ELEMENTARY PROPERTIES
In this section, the concepts of Lipschitz mixed (s; q)−summable sequences, Lipschitz (mL (s; q) , p)
and Lipschitz
(
p,mL (s; q)
)−summing maps are defined and studied. Several properties, charac-
terizations and remarks relevant of them help us to establish further results in the next sections.
Inspired by the definition of mixed summable sequences in arbitrary Banach spaces of A. Pietsch
[15], we present the following definition.
Definition 3.1. Let 0 < q ≤ s ≤ ∞ and let the index s′ (q) is determined by the equation
1
s′ (q)
+
1
s
=
1
q
.
A sequence (σ, x′, x′′) ⊂ R × X × X is called Lipschitz mixed (s; q)−summable, if there exists a
sequence τ ∈ ℓs′(q) such that (στ , x′, x′′) ∈ ℓL,ws (R ×X ×X).
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The class of all Lipschitz mixed (s; q)−summable sequences is denoted by ML(s;q)(R ×X ×X).
Moreover, for a sequence (σ, x′, x′′) ∈ML(s;q)(R×X ×X) define
mL(s;q)(σ, x
′, x′′) = inf
∥∥∥τ ∣∣∣ℓs′(q)∥∥∥ ∥∥∥(σ
τ
, x′, x′′)
∣∣∣ℓL,ws ∥∥∥ (8)
where the infimum is taken over all sequences τ ∈ ℓs′(q).
Definition 3.2. Let 0 < q < ∞. We denote by ML,0(q;q)(R × X × X) the class of all sequence
(σ, x′, x′′) ⊂ R×X×X such that there exists a sequence τ ∈ c0 with (στ , x′, x′′) ∈ ℓL,wq (R×X×X).
Moreover, for a sequence (σ, x′, x′′) ∈ML,0(q;q)(R×X ×X) define
m
L,0
(q;q)(σ, x
′, x′′) = inf
∥∥∥τ ∣∣∣ℓ∞∥∥∥ ∥∥∥(σ
τ
, x′, x′′)
∣∣∣ℓL,wq ∥∥∥
where the infimum is taken over all sequences τ ∈ c0.
The proof of the next proposition is similar to [3, Proposition 4.2] and is therefore omitted.
Proposition 3.3. Let 0 < q < s < ∞. A sequence (σ, x′, x′′) is Lipschitz mixed (s; q)−summable
if and only if [
∞∑
j=1
[ ∫
B
X#
|σj |s
∣∣f(x′j)− f(x′′j )∣∣s dµ(f)
] q
s
] 1
q
<∞,
for every µ ∈W (BX#). In this case
sup
µ∈W (B
X#
)
[
∞∑
j=1
[ ∫
B
X#
|σj |s
∣∣f(x′j)− f(x′′j )∣∣s dµ(f)
] q
s
] 1
q
= mL(s;q)(σ, x
′, x′′).
Definition 3.4. Let 0 < q ≤ s ≤ ∞ and p ≤ q. A Lipschitz map T from X into Y is called
Lipschitz
(
mL (s; q) , p
)−summing if there is a constant C8 ≥ 0 such that
mL(s;q)(σ, Tx
′, Tx′′) ≤ C8 ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ (9)
for arbitrary finite sequences x′, x′′ in X and σ in R.
Let us denote by ΠL
(mL(s;q),p)
(X,Y ) the class of all Lipschitz
(
mL (s; q) , p
)−summing maps from
X into Y with
πL(mL(s;q),p)(T ) = inf C8.
Remark 3.5. 1. An equivalent definition of Lipschitz
(
mL (s; q) , p
)−summing map is as follows.
A Lipschitz map T from X into Y is Lipschitz
(
mL (s; q) , p
)−summing, if every Lipschitz weakly
p−summable sequence is mapped to a Lipschitz mixed (s; q)−summable sequence.
2. The linear space ΠL
(mL(s;q),p)
(X,E) equipped with the norm πL
(mL(s;q),p)
(·) is a Banach space if
q ≥ 1 and a complete q−normed space if 0 < q < 1.
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Definition 3.6. Let 0 < q ≤ s ≤ ∞ and p ≥ q. A Lipschitz map T from X into Y is called
Lipschitz
(
p,mL (s; q)
)−summing if there is a constant C9 ≥ 0 such that∥∥∥(σ, Tx′, Tx′′)∣∣∣ℓp∥∥∥ ≤ C9 ·mL(s;q)(σ, x′, x′′) (10)
for arbitrary finite sequences x′, x′′ in X and σ in R.
Let us denote by ΠL
(p,mL(s;q))
(X,Y ) the class of all Lipschitz
(
p,mL (s; q)
)−summing maps from
X into Y with
πL(p,mL(s;q))(T ) = inf C9.
Remark 3.7. 1. An equivalent definition of Lipschitz
(
p,mL (s; q)
)−summing map is as follows.
A Lipschitz map T from X into Y is Lipschitz
(
p,mL (s; q)
)−summing, if every Lipschitz mixed
(s; q)−summable sequence is mapped to a strong p−summable sequence.
2. The linear space ΠL
(p,mL(s;q))
(X,E) equipped with the norm πL
(p,mL(s;q))
(·) is a Banach space if
p ≥ 1 and a complete p−normed space if 0 < p < 1.
Concluding Remarks 3.8. 1. If we consider a Lipschitz map T from X into Y satisfying the
inequality (9) with p > q and the inequality (10) with p < q, respectively, then in both cases T
is a constant map, i.e. T (x) = y0 for every x ∈ X. Hence the class of Lipschitz
(
mL (s; q) , p
)
-
summing maps is only interesting for p ≤ q and the class of Lipschitz (p,mL (s; q))−summing
maps is only interesting for p ≥ q.
2. Let (σ, x′, x′′) ∈ML(s;q)(R×X ×X).
• If q = s, then ML(q;q)(R×X×X) = ℓL,wq (R×X×X) with mL(q;q)(σ, x′, x′′) =
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wq ∥∥∥.
• If s =∞, then ML(∞;q)(R×X×X) = ℓq(R×X×X) with mL(∞;q)(σ, x′, x′′) =
∥∥∥(σ, x′, x′′)∣∣∣ℓq∥∥∥.
3. It is obvious that the Lipschitz
(
mL (s; q) , p
)−summing maps satisfy the ideal property, i.e.
πL(mL(s;q),p)(S ◦ T ◦R) ≤ Lip(S) · πL(mL(s;q),p)(T ) · Lip(R)
whenever the composition makes sense and also the Lipschitz
(
p,mL (s; q)
)−summing map sat-
isfy the ideal property, i.e.
πL(p,mL(s;q))(S ◦ T ◦R) ≤ Lip(S) · πL(p,mL(s;q))(T ) · Lip(R)
whenever the composition makes sense.
4. The following inclusion results are obvious:
• Let 0 < q < s ≤ ∞. Then
ML(s;q)(R ×X ×X) ⊂ML,0(q;q)(R×X ×X) ⊂ML(q;q)(R ×X ×X).
Moreover
mL(q;q)(σ, x
′, x′′) ≤ mL,0(q;q)(σ, x′, x′′) ≤ mL(s;q)(σ, x′, x′′)
for every (σ, x′, x′′) ∈ML(s;q)(R ×X ×X).
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• Let 0 < q ≤ s ≤ ∞ and let the index s′ (q) is determined by the equation
1
s′ (q)
+
1
s
=
1
q
.
Then ML(s;q)(R ×X ×X) ⊂ ℓs′(q)(R×X ×X). Moreover∥∥∥(σ, x′, x′′)∣∣∣ℓs′(q)∥∥∥ ≤ mL(s;q)(σ, x′, x′′).
• If 0 < q ≤ s1 ≤ s2 ≤ ∞, then ML(s2;q)(R×X ×X) ⊂ML(s1;q)(R×X ×X). Moreover
mL(s1;q)(σ, x
′, x′′) ≤ mL(s2;q)(σ, x′, x′′)
for every (σ, x′, x′′) ∈ML(s2;q)(R×X ×X). Thus it follow that
ΠL(p,mL(s1;q))(X,Y ) ⊂ ΠL(p,mL(s2;q))(X,Y ).
Moreover
πL(p,mL(s2;q))(T ) ≤ πL(p,mL(s1;q))(T )
for every T ∈ ΠL
(p,mL(s1;q))
(X,Y ).
• If 0 < q ≤ s ≤ ∞ and 0 < p1 ≤ p2, then ΠL(p1,mL(s;q))(X,Y ) ⊂ ΠL(p2,mL(s;q))(X,Y ). Moreover
πL(p2,mL(s;q))(T ) ≤ πL(p1,mL(s;q))(T )
for every T ∈ ΠL
(p1,mL(s;q))
(X,Y ).
5. Inspired by the dual operators of linear and nonlinear operators between arbitrary Banach spaces,
see I.Sawashima [17], the Lipschitz dual operator S# from Y # into X# of a map S ∈ Lx0(X,Y )
is defined by
〈g, Sx〉(Y #,Y ) =
〈
S#g, x
〉
(X#,X)
for every x ∈ X and g ∈ Y #. This is a bounded linear operator and Lip(S) = ∥∥S#∥∥
L(Y #,X#)
.
6. Recall Definition 3.4. If 0 < p ≤ q and s = q, then every Lipschitz map is Lipschitz (mL (q; q) , p)
−summing. If 0 < q ≤ ∞ and p = q = s, then πL
(mL(q;q),q)
(IX) = 1, where IX stands for the
identity map on X.
7. Recall Definition 3.6. If 1 ≤ p < ∞ and p = s = q, then the (p,mL (p; p))−summing maps
are the Lipschitz p−summing maps considered in [4]. If 1 ≤ s < p and s = q, then the(
p,mL (s; s)
)−summing maps are the Lipschitz (p, s)−summing considered in [8]. It is also
proved in [8] that every Lipschitz map is Lipschitz (p, s)−summing.
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4 Main Results
The following characterization of Lipschitz
(
mL (s; q) , p
)−summing maps is presented in the fol-
lowing theorem, it is somewhat inspired by analogous results in the linear theory.
Theorem 4.1. A Lipschitz map S from X into Y is Lipschitz
(
mL (s; q) , p
)−summing if and only
if there is a constant C10 ≥ 0 such that[
m∑
j=1
|σj|q
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
q
s
] 1
q
≤ C10·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥·∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥
(11)
for every σ1, · · ·, σm ∈ R; x′1, · · · , x′m, x′′1 , · · · , x′′m ∈ X; g1, · · · , gn ∈ Y # and m,n ∈ N. Moreover
πL(mL(s;q),p)(S) = inf C10.
Proof. Assume that S is a Lipschitz
(
mL (s; q) , p
)−summing map. Consider g1, · · ·, gn ∈ Y # and
define the discrete probability µ =
n∑
k=1
tkδk, where tk = Lip(gk)
s ·
∥∥∥(gk)nh=1∣∣∣ℓs(Y #)∥∥∥−s and δk
denotes the Dirac measure at bk =
gk
Lip(gk)
∈ BY # ; k = 1, · · ·, n. Then µ ∈W (BY #).
For σ1, · · ·, σm ∈ R, x′1, · · · , x′m, x′′1, · · · , x′′m ∈ X, we conclude from Proposition 3.3 that[
m∑
j=1
|σj |q
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
q
s
] 1
q
=
[
m∑
j=1
|σj |q
[ ∫
B
Y#
∣∣∣〈g, Sx′j〉(Y #,Y ) − 〈g, Sx′′j 〉(Y #,Y )
∣∣∣s dµ(g)]
q
s
] 1
q
·
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥
≤ mL(s;q)(σ, Sx′, Sx′′) ·
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥
≤ πL(mL(s;q),p)(S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ · ∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
To show the converse, observe that (11) means[
m∑
j=1
|σj|q
[ ∫
B
Y#
∣∣∣〈g, Sx′j〉(Y #,Y ) − 〈g, Sx′′j 〉(Y #,Y )
∣∣∣s dµ(g)]
q
s
] 1
q
≤ C10 ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ (12)
for every discrete probability measure µ on BY # and σ1, · · ·, σm ∈ R; x′1, · · · , x′m, x′′1 , · · · , x′′m ∈ X.
Since the set of all finitely supported probability measures on BY # is σ(C(BY #)
∗, C(BY #))−
dense in the set of all probability measures on BY # , it follows that (12) holds for all probability
measures µ on BY # and σ1, · · ·, σm ∈ R, x′1, · · · , x′m, x′′1, · · · , x′′m ∈ X.
Taking the supremum over µ ∈ W (BY #) on the left side of (12) and using Proposition 3.3, we
obtain
mL(s;q)(σ, Sx
′, Sx′′) ≤ C10 ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ .
 
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In the previous section we obtained that for any Lipschitz mapping S between pointed metric
spaces X and Y one can naturally define a Lipschitz dual operator acting between the Lipschitz
dual spaces Y # and X#. The next theorem connects Lipschitz
(
mL (s; q) , p
)−summing maps with
the type constants of the Lipschitz dual operators, which is a well-known linear concept, see [15].
Theorem 4.2. Let 0 < p ≤ q < s < 2. If the Lipschitz dual operator S# ∈ L(Y #,X#) of the map
S ∈ Lx0(X,Y ) is (s, p)−type, then S is a Lipschitz
(
mL (s; q) , p
)−summing map. Moreover
πL(mL(s;q),p)(S) ≤ T(s,p)(S#).
Proof. Let σ1, · · ·, σm ∈ R; x′1, · · · , x′m, x′′1 , · · · , x′′m ∈ X and g1, · · · , gn ∈ Y #. Then from (7) and
p ≤ q we have
[
m∑
j=1
|σj|q
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
q
s
] 1
q
≤
[
m∑
j=1
|σj|p
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
p
s
] 1
p
= c−1sp ·
[
m∑
j=1
|σj |p
∫
Rn
∣∣∣∣∣
n∑
k=1
tk ·
〈
gk, Sx
′
j
〉
(Y #,Y )
−
n∑
k=1
tk ·
〈
gk, Sx
′′
j
〉
(Y #,Y )
∣∣∣∣∣
p
dµns (t)
] 1
p
= c−1sp ·
[∫
Rn
m∑
j=1
|σj |p
∣∣∣∣∣
n∑
k=1
tk ·
〈
S#gk, x
′
j
〉
(X#,X)
−
n∑
k=1
tk ·
〈
S#gk, x
′′
j
〉
(X#,X)
∣∣∣∣∣
p
dµns (t)
] 1
p
= c−1sp ·
[∫
Rn
m∑
j=1
|σj |p
∣∣∣∣∣∣
〈
n∑
k=1
tkS
#gk, x
′
j
〉
(X#,X)
−
〈
n∑
k=1
tkS
#gk, x
′′
j
〉
(X#,X)
∣∣∣∣∣∣
p
dµns (t)
] 1
p
≤ c−1sp ·
[∫
Rn
Lip
(
n∑
k=1
tkS
#gk
)p
dµns (t)
] 1
p
·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ .
Hence from (5) and (6) we obtain
[
m∑
j=1
|σj |q
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
q
s
] 1
q
≤ t(s,p)(S#gk) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥
≤ T(s,p)(S#) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wp ∥∥∥ · ∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .

In the case that p = q, Theorem 4.2 reads as follows.
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Corollary 4.3. Let 0 < p < s < 2. If the Lipschitz dual operator S# ∈ L(Y #,X#) of the map
S ∈ Lx0(X,Y ) is of (s, p)−type, then S is a Lipschitz
(
mL (s; p) , p
)−summing map. Moreover
πL(mL(s;p),p)(S) ≤ T(s,p)(S#).
The composition result that will be used later is the following:
Theorem 4.4. Let 0 < p ≤ s ≤ ∞, p ≥ r. If S ∈ ΠL
(mL(s;p),r)
(X,Y ) and T ∈ ΠL
(s,mL(s;s))
(Y,Z),
then T ◦ S ∈ ΠL
(p,mL(r;r))
(X,Z). Moreover
πL(p,mL(r;r))(T ◦ S) ≤ πL(s,mL(s;s))(T ) · πL(mL(s;p),r)(S).
Proof. We recall that for 0 < p ≤ s ≤ ∞ the index s′ (p) is determined by the equation
1
s′ (p)
+
1
s
=
1
p
.
Let σ1, · · ·, σm ∈ R, x′1, · · · , x′m, x′′1 , · · · , x′′m ∈ X and m ∈ N. The Ho¨lder inequality, the definition
of Lipschitz
(
s,mL (s; s)
)−summing maps, the definition of (mL (s; p) , r)−summing maps and (8)
naturally come together to give us∥∥∥(σ, (T ◦ S)x′, (T ◦ S)x′′) ∣∣∣ℓp∥∥∥ ≤ ∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ · ∥∥∥(σ
τ
, T (Sx′), T (Sx′′)
) ∣∣∣ℓs∥∥∥
≤ πL(s,mL(s;s))(T ) ·
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ · ∥∥∥(σ
τ
, Sx′, Sx′′
)∣∣∣ℓL,ws ∥∥∥ . (13)
Taking the infimum over all τ ∈ ℓs′(p) on the right side of (13), we get∥∥∥(σ, (T ◦ S)x′, (T ◦ S)x′′) ∣∣∣ℓp∥∥∥ ≤ πL(s,mL(s;s))(T ) ·mL(s;p)(σ, Sx′, Sx′′)
≤ πL(s,mL(s;s))(T ) · πL(mL(s;p),r)(S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥ .
Hence T ◦ S ∈ ΠL
(p,mL(r;r))
(X,Z). Now it follows from Definition 3.6 that
πL(p,mL(r;r))(T ◦ S) ≤ πL(s,mL(s;s))(T ) · πL(mL(s;p),r)(S).

The special case p = r gives.
Corollary 4.5. Let 0 < p ≤ s ≤ ∞. If S ∈ ΠL
(mL(s;p),p)
(X,Y ) and T ∈ ΠL
(s,mL(s;s))
(Y,Z), then
T ◦ S ∈ ΠL
(p,mL(p;p))
(X,Z). Moreover
πL(p,mL(p;p))(T ◦ S) ≤ πL(s,mL(s;s))(T ) · πL(mL(s;p),p)(S).
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Lemma 4.6. Let 0 < q ≤ s ≤ ∞, p ≤ q and let T be a Lipschitz map from X into Y . If there is a
constant C11 ≥ 0 such that for any probability measure ν on BY # there exists a probability measure
µ on BX# such that for every a, b in X,[ ∫
B
Y#
|g(Ta) − g(Tb)|s dυ(g)
] 1
s
≤ C11 ·
[ ∫
B
X#
|f(a)− f(b)|p dµ(f)
] 1
p
,
then T is a Lipschitz
(
mL (s; q) , p
)−summing map. Moreover
πL(mL(s;q),p)(T ) = inf C11.
Proof. Let η be an arbitrary sequence in R. By the assumptions, we have
[
m∑
j=1
[ ∫
B
Y#
|ηj |s |g(Taj)− g(Tbj)|s dν(g)
] q
s
] 1
q
≤
[
m∑
j=1
[ ∫
B
Y#
|ηj|s |g(Taj)− g(Tbj)|s dν(g)
] p
s
] 1
p
≤ C11 ·
[
m∑
j=1
∫
B
X#
|ηj |p |f(aj)− f(bj)|p dµ(f)
] 1
p
≤ C11 ·
∥∥∥(η, a, b)∣∣∣ℓL,wp ∥∥∥ . (14)
Taking the supremum over ν ∈ BY # on the left side of (14) and from Proposition 3.3, we get
mL(s;q)(η, Ta, T b) ≤ C11 ·
∥∥∥(η, a, b)∣∣∣ℓL,wp ∥∥∥

Proposition 4.7. Let 0 < q ≤ r ≤ t ≤ ∞. If S from Y into Z is a Lipschitz (mL (t; s) , r)−summing
map and T from X into Y is a Lipschitz
(
mL (r; p) , q
)−summing map, then S ◦ T from X into Z
is a Lipschitz
(
mL (t; p) , q
)−summing map. Moreover
πL(mL(t;p),q)(S ◦ T ) ≤ πL(mL(t;s),r)(S) · πL(mL(r;p),q)(T ).
Proof. From Definition 3.1, we have
mL(t;p)
(
σ, (S ◦ T )x′, (S ◦ T )x′′) = inf
τ
∥∥∥τ ∣∣∣ℓt′(p)∥∥∥ ∥∥∥(σ
τ
, (S ◦ T )x′, (S ◦ T )x′′
)∣∣∣ℓL,wt ∥∥∥
= inf
τ1·τ2
∥∥∥τ1 · τ2∣∣∣ℓt′(p)∥∥∥
∥∥∥∥( στ1 · τ2 , (S ◦ T )x′, (S ◦ T )x′′
)∣∣∣ℓL,wt
∥∥∥∥ .
13
Let σ′ = σ
τ1
. Since 1
t′(s) +
1
r′(p) =
1
t′(p) with the Ho¨lder inequality give us
mL(t;p)
(
σ, (S ◦ T )x′, (S ◦ T )x′′) ≤ inf
τ1·τ2
∥∥∥τ1∣∣∣ℓr′(p)∥∥∥ · ∥∥∥τ2∣∣∣ℓt′(s)∥∥∥
∥∥∥∥(σ′τ2 , S(Tx′), S(Tx′′)
)∣∣∣ℓL,wt
∥∥∥∥
= inf
τ1
∥∥∥τ1∣∣∣ℓr′(p)∥∥∥ · inf
τ2
∥∥∥τ2∣∣∣ℓt′(s)∥∥∥
∥∥∥∥(σ′τ2 , S(Tx′), S(Tx′′)
)∣∣∣ℓL,wt
∥∥∥∥
= inf
τ1
∥∥∥τ1∣∣∣ℓr′(p)∥∥∥ ·mL(t;s)(σ′, S(Tx′), S(Tx′′))
≤ πL(mL(t;s),r)(S) · infτ1
∥∥∥τ1∣∣∣ℓr′(p)∥∥∥ · ∥∥∥(σ′, Tx′, Tx′′)∣∣∣ℓL,wr ∥∥∥
= πL(mL(t;s),r)(S) ·mL(r;p)(σ, Tx′, Tx′′)
≤ πL(mL(t;s),r)(S) · πL(mL(r;p),q)(T ) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wq ∥∥∥ .
Finally, it follows from Definition 3.4 that
πL(mL(t;p),q)(S ◦ T ) ≤ πL(mL(t;s),r)(S) · πL(mL(r;p),q)(T ).

In the case that s = r and p = q, this result gives
Corollary 4.8. Let 0 < p ≤ s ≤ t ≤ ∞. If S from Y into Z is a Lipschitz (mL (t; s) , s)−summing
map and T from X into Y is a Lipschitz
(
mL (s; p) , p
)−summing map, then S ◦ T from X into Z
is a Lipschitz
(
mL (t; p) , p
)−summing map. Moreover
πL(mL(t;p),p)(S ◦ T ) ≤ πL(mL(t;s),s)(S) · πL(mL(s;p),p)(T ).
An interesting inclusion result that will be used later is the following.
Theorem 4.9. If 0 < p ≤ s, then ΠL
(p,mL(s;p))
(X,Y ) ⊂ ΠL
(s,mL(s;s))
(X,Y ). Moreover
πL(s,mL(s;s))(T ) ≤ πL(p,mL(s;p))(T )
for every T ∈ ΠL
(p,mL(s;p))
(X,Y ).
Proof. Let T be an arbitrary operator in ΠL
(p,mL(s;p))
(X,Y ); σj , αj ∈ R; x′j, x′′j ∈ X; j = 1, · · ·,m
and m ∈ N. We have
m∑
j=1
|αj| |σj|p dY (Tx′j, Tx′′j )p =
m∑
j=1
∣∣∣|αj | 1p · σj∣∣∣p dY (Tx′j , Tx′′j )p
≤
[
πL(p,mL(s;p))(T )
]p
·
[
mL(s;p)
( |α| 1p · σ, x′, x′′)]p
≤
[
πL(p,mL(s;p))(T )
]p
·
∥∥∥∥α∣∣∣ℓ s′(p)
p
∥∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,ws ∥∥∥p . (15)
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Taking the supremum over all such α with ·
∥∥∥∥α∣∣∣ℓ s′(p)
p
∥∥∥∥ ≤ 1 on the both sides of (15), we have
[
m∑
j=1
[
|σj |p dY (Tx′j, Tx′′j )p
] s
p
] p
s
≤
[
πL(p,mL(s;p))(T )
]p
·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,ws ∥∥∥p .
But this implies that ∥∥∥(σ, Tx′, Tx′′)∣∣∣ℓs∥∥∥ ≤ πL(p,mL(s;p))(T ) · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,ws ∥∥∥ .
Hence T is a Lipschitz
(
s,mL (s; s)
)−summing map. Finally, it follows from Definition 3.6 that
πL(s,mL(s;s))(T ) ≤ πL(p,mL(s;p))(T ).

More generally, we have the following composition result between Lipschitz
(
p,mL (s; q)
)
and
Lipschitz
(
mL (s; q) , r
)−summing maps.
Proposition 4.10. Let 0 < q ≤ s ≤ ∞, q ≥ r and p ≥ q. If S ∈ ΠL
(mL(s;q),r)
(X,Y ) and
T ∈ ΠL
(p,mL(s;q))
(Y,Z), then T ◦ S ∈ ΠL
(p,mL(r;r))
(X,Z). Moreover
πL(p,mL(r;r))(T ◦ S) ≤ πL(p,mL(s;q))(T ) · πL(mL(s;q),r)(S).
Proof. Together, Definition 3.4 and Definition 3.6 immediately give us the result.

In the case that p = q, this result gives
Corollary 4.11. Let 0 < p ≤ s ≤ ∞, p ≥ r. If S ∈ ΠL
(mL(s;p),r)
(X,Y ) and T ∈ ΠL
(p,mL(s;p))
(Y,Z),
then T ◦ S ∈ ΠL
(p,mL(r;r))
(X,Z). Moreover
πL(p,mL(r;r))(T ◦ S) ≤ πL(p,mL(s;p))(T ) · πL(mL(s;p),r)(S).
Theorem 4.12. Let 1 ≤ s ≤ ∞, 0 < p ≤ s ≤ ∞ and p ≥ r. If S is a Lipschitz map from X into
Y such that T ◦ S ∈ ΠL
(p,mL(r;r))
(X,F ) for every T ∈ ΠL
(p,mL(s;p))
(Y, F ) and each Banach space F ,
then S ∈ ΠL
(mL(s;p),r)
(X,Y ). Moreover
πL(mL(s;p),r)(S) = sup
F Banach space
{
πL(p,mL(r;r))(T ◦ S) : T ∈ ΠL(p,mL(s;p))(Y, F );πL(p,mL(s;p))(T ) ≤ 1
}
Proof. By analogous reasoning as in the theory of operator ideals, see [15, Sec. 7.2] we have
M = sup
F Banach space
{
πL
(p,mL(r;r))
(T ◦ S) : T ∈ ΠL
(p,mL(s;p))
(Y, F );πL
(p,mL(s;p))
(T ) ≤ 1
}
<∞.
For (gk)
n
k=1 ⊂ Y # and n ∈ N. We define T ∈ ΠL(p,mL(s;p))(Y, ℓs) by the rule
T (y) =
(
〈g1, y〉(Y #,Y ) , · · · , 〈gn, y〉(Y #,Y ) , 0, 0, 0, · · ·
)
.
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We recall that for 0 < p ≤ s ≤ ∞, the index s′ (p) is determined by the equation
1
s′ (p)
+
1
s
=
1
p
.
Let σ1, · · ·, σm ∈ R; x′1, · · · , x′m, x′′1 , · · · , x′′m ∈ X; y′1, · · ·, y′m, y′′1 , · · ·, y′′m ∈ Y and m ∈ N. By using
the Ho¨lder inequality we have
[
m∑
j=1
|σj|p
∥∥∥Ty′j − Ty′′j ∣∣∣ℓs∥∥∥p
] 1
p
≤
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ·
[
m∑
j=1
∣∣∣∣σjτj
∣∣∣∣
s ∥∥∥Ty′j − Ty′′j ∣∣∣ℓs∥∥∥s
] 1
s
=
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ·
[
m∑
j=1
∣∣∣∣σjτj
∣∣∣∣
s ∥∥∥( 〈gk, y′j〉(Y #,Y ) − 〈gk, y′′j 〉(Y #,Y )
)n
k=1
∣∣∣ℓs∥∥∥s
] 1
s
=
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ·
[
m∑
j=1
n∑
k=1
∣∣∣∣σjτj
∣∣∣∣
s ∣∣∣〈gk, y′j〉(Y #,Y ) − 〈gk, y′′j 〉(Y #,Y )
∣∣∣s
] 1
s
=
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ·
[
m∑
j=1
n∑
k=1
∣∣∣∣σjτj
∣∣∣∣
s
· Lip(gk)s
∣∣∣∣∣
〈
gk
Lip(gk)
, y′j
〉
(Y #,Y )
−
〈
gk
Lip(gk)
, y′′j
〉
(Y #,Y )
∣∣∣∣∣
s ] 1
s
=
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ·
[
n∑
k=1
m∑
j=1
∣∣∣∣σjτj
∣∣∣∣
s
· Lip(gk)s
∣∣∣∣∣
〈
gk
Lip(gk)
, y′j
〉
(Y #,Y )
−
〈
gk
Lip(gk)
, y′′j
〉
(Y #,Y )
∣∣∣∣∣
s ] 1
s
≤
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ · ∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥∥(στ , y′, y′′)
∣∣∣ℓL,ws ∥∥∥ . (16)
Taking the infimum over all τ ∈ ℓs′(p) on the right side of (16), we get
[
m∑
j=1
|σj|p
∥∥Ty′j − Ty′′j ∣∣ℓs∥∥p
] 1
p
≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ ·mL(s;p)(σ, y′, y′′).
Then
πL(p,mL(s;p))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
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[
m∑
j=1
|σj|p
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
p
s
] 1
p
=
[
m∑
j=1
|σj |p
∥∥∥( 〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
)n
k=1
∣∣∣ℓs∥∥∥p
] 1
p
=
[
m∑
j=1
|σj |p
∥∥∥T (Sx′j)− T (Sx′′j )∣∣∣ℓs∥∥∥p
] 1
p
=
[
m∑
j=1
|σj |p
∥∥∥(T ◦ S)(x′j)− (T ◦ S)(x′′j )∣∣∣ℓs∥∥∥p
] 1
p
(17)
≤ πL(p,mL(r;r))(T ◦ S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥
≤M ·
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥
By Theorem 4.1, we obtain S ∈ ΠL
(mL(s;p),r)
(X,Y ) with πL
(mL(s;p),r)
(S) ≤ M . From Corollary 4.11
we have πL
(mL(s;p),r)
(S) =M .

Now we consider some special cases. By Theorem 4.9 and Theorem 4.12, we can state the
following result.
Corollary 4.13. Let 1 ≤ s ≤ ∞, 0 < p ≤ s ≤ ∞, p ≥ r. If S is a Lipschitz map from X into Y
such that T ◦S ∈ ΠL
(p,mL(r;r))
(X,F ) for every T ∈ ΠL
(s,mL(s;s))
(Y, F ) and each Banach space F , then
S ∈ ΠL
(mL(s;p),r)
(X,Y ). Moreover
πL(mL(s;p),r)(S) = sup
F Banach space
{
πL(p,mL(r;r))(T ◦ S) : T ∈ ΠL(s,mL(s;s))(Y, F );πL(s,mL(s;s))(T ) ≤ 1
}
Proof. By analogous reasoning as in the theory of operator ideals, see [15, Sec. 7.2] we have
D = sup
F Banach space
{
πL
(p,mL(r;r))
(T ◦ S) : T ∈ ΠL
(s,mL(s;s))
(Y, F );πL
(s,mL(s;s))
(T ) ≤ 1
}
<∞.
As in the beginning of the proof of Theorem 4.12, for (gk)
n
k=1 ⊂ Y # we define T ∈ ΠL(p,mL(s;p))(Y, ℓs)
by the rule
T (y) =
(
〈g1, y〉(Y #,Y ) , · · · , 〈gn, y〉(Y #,Y ) , 0, 0, 0, · · ·
)
.
We also obtained
πL(p,mL(s;p))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
It follows from Theorem 4.9 that
πL(s,mL(s;s))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
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Then from (17) we have
[
m∑
j=1
|σj|p
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
p
s
] 1
p
≤ D ·
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥ .
By Theorem 4.1, we obtain S ∈ ΠL
(mL(s;p),r)
(X,Y ) with πL
(mL(s;p),r)
(S) ≤ D. From Theorem 4.4 we
have πL
(mL(s;p),r)
(S) = D.

The general inclusion results are the following.
Proposition 4.14. If 0 < p1 ≤ p2; 0 < q1 ≤ q2; 0 < s1 ≤ s2; qj ≤ sj; qj ≤ pj; j = 1, 2 and
1
q1
− 1
q2
≤ 1
s1
− 1
s2
≤ 1
p1
− 1
p2
,
then
ΠL(p1,mL(s1;q1))(X,Y ) ⊂ ΠL(p2,mL(s2;q2))(X,Y ).
Moreover
πL(p2,mL(s2;q2))(T ) ≤ πL(p1,mL(s1;q1))(T )
for every T ∈ ΠL
(p1,mL(s1;q1))
(X,Y ).
Proof. We consider 1
q
= 1
q1
− 1
q2
; 1
s
= 1
s1
− 1
s2
and 1
p
= 1
p1
− 1
p2
. We have p ≤ s. Let T be an arbitrary
operator in ΠL
(p1,mL(s1;q1))
(X,Y ) and α ⊂ R. Hence∥∥∥(α · σ, Tx′, Tx′′)∣∣∣ℓp1∥∥∥ ≤ πL(p1,mL(s1;q1))(T ) ·mL(s1;q1)(α · σ, x′, x′′)
≤ πL(p1,mL(s1;q1))(T ) ·
∥∥∥λ∣∣∣ℓs′1(q1)
∥∥∥ · ∥∥∥(α · σ
λ
, x′, x′′
) ∣∣∣ℓL,ws1 ∥∥∥ .
By using the Ho¨lder inequality and s′2(q2) ≤ s′1(q1), we have∥∥∥(α · σ, Tx′, Tx′′)∣∣∣ℓp1∥∥∥ ≤ πL(p1,mL(s1;q1))(T ) ·
∥∥∥λ∣∣∣ℓs′2(q2)
∥∥∥ · ∥∥∥α∣∣∣ℓs∥∥∥ · ∥∥∥(σ
λ
, x′, x′′
) ∣∣∣ℓL,ws2 ∥∥∥ . (18)
Since p ≤ s and taking the infimum over λ ∈ ℓs′2(q2) on the right side of (18), we obtain∥∥∥(α · σ, Tx′, Tx′′)∣∣∣ℓp1∥∥∥ ≤ πL(p1,mL(s1;q1))(T ) ·
∥∥∥α∣∣∣ℓp∥∥∥ ·mL(s2;q2)(σ, x′, x′′).
Then ∥∥∥(σ, Tx′, Tx′′)∣∣∣ℓp2∥∥∥ ≤ πL(p1,mL(s1;q1))(T ) ·mL(s2;q2)(σ, x′, x′′).
Moreover, it follows from Definition 3.6 that
πL(p2,mL(s2;q2))(T ) ≤ πL(p1,mL(s1;q1))(T ).

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In the case that qj = sj, for j = 1, 2, this result gives
Corollary 4.15. If 0 < p1 ≤ p2; 0 < q1 ≤ q2; qj ≤ pj, j = 1, 2 and 1q1 − 1q2 ≤ 1p1 − 1p2 , then
ΠL(p1,mL(q1;q1))(X,Y ) ⊂ ΠL(p2,mL(q2;q2))(X,Y ).
Moreover
πL(p2,mL(q2;q2))(T ) ≤ πL(p1,mL(q1;q1))(T )
for every T ∈ ΠL
(p1,mL(q1;q1))
(X,Y ).
Proof. We define 1
q
= 1
q1
− 1
q2
and 1
p
= 1
p1
− 1
p2
. Then we have p ≤ q. Let T be an arbitrary operator
in ΠL
(p1,mL(q1;q1))
(X,Y ); α ⊂ R. We have
∥∥∥(α · σ, Tx′, Tx′′)∣∣∣ℓp1∥∥∥ ≤ πL(p1,mL(q1;q1))(T ) ·mL(q1;q1)(α · σ, x′, x′′)
= πL(p1,mL(q1;q1))(T ) ·
∥∥∥(α · σ, x′, x′′)∣∣∣ℓL,wq1 ∥∥∥ .
By using the Ho¨lder inequality, we obtain∥∥∥(α · σ, Tx′, Tx′′)∣∣∣ℓp1∥∥∥ ≤ πL(p1,mL(q1;q1))(T ) ·
∥∥∥α∣∣∣ℓq∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wq2 ∥∥∥
≤ πL(p1,mL(q1;q1))(T ) ·
∥∥∥α∣∣∣ℓp∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wq2 ∥∥∥ .
Then ∥∥∥(σ, Tx′, Tx′′)∣∣∣ℓp2∥∥∥ ≤ πL(p1,mL(q1;q1))(T ) ·mL(q2;q2)(σ, x′, x′′).
Moreover, it follows from Definition 3.6 that
πL(p2,mL(q2;q2))(T ) ≤ πL(p1,mL(q1;q1))(T ).

Proposition 4.16. If 1 ≤ s2 ≤ s1 ≤ ∞, 0 < pj ≤ sj ≤ ∞, 0 < p1 ≤ p2, 0 < r1 ≤ r2, rj ≤ pj,
j = 1, 2 and 1
r1
− 1
r2
≤ 1
p1
− 1
p2
, then
ΠL(mL(s1;p1),r1)(X,Y ) ⊂ ΠL(mL(s2;p2),r2)(X,Y ).
Moreover
πL(mL(s2;p2),r2)(S) ≤ πL(mL(s1;p1),r1)(S)
for every S ∈ ΠL
(mL(s1;p1),r1)
(X,Y ).
Proof. Let S be an arbitrary operator in ΠL
(mL(s1;p1),r1)
(X,Y ) and let T be an arbitrary operator
in ΠL
(s2,mL(s2;s2))
(Y,Z). Then from Corollary 4.15, we have T ∈ ΠL
(s1,mL(s1;s1))
(Y,Z) with
πL(s1,mL(s1;s1))(T ) ≤ πL(s2,mL(s2;s2))(T ).
19
Hence from Theorem 4.4, we obtain T ◦ S ∈ ΠL
(p1,mL(r1;r1))
(X,F ) with
πL(p1,mL(r1;r1))(T ◦ S) ≤ πL(s1,mL(s1;s1))(T ) · πL(mL(s1;p1),r1)(S)
≤ πL(s2,mL(s2;s2))(T ) · πL(mL(s1;p1),r1)(S).
From Corollary 4.15, we get T ◦ S ∈ ΠL
(p2,mL(r2;r2))
(X,F ) with
πL(p2,mL(r2;r2))(T ◦ S) ≤ πL(p1,mL(r1;r1))(T ◦ S).
Now for (gk)
n
k=1 ⊂ Y # and n ∈ N. We define T ∈ ΠL(p2,mL(s2;p2))(Y, ℓs2) by the rule
T (y) =
(
〈g1, y〉(Y #,Y ) , · · · , 〈gn, y〉(Y #,Y ) , 0, 0, 0, · · ·
)
with
πL(p2,mL(s2;p2))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs2(Y #)∥∥∥ .
It follows from Theorem 4.9 that
πL(s2,mL(s2;s2))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs2(Y #)∥∥∥ .
Then from (17) we have
[
m∑
j=1
|σj |p2
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s2 ]
p2
s2
] 1
p2
≤ πL(p2,mL(r2;r2))(T ◦ S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr2 ∥∥∥
≤ πL(mL(s1;p1),r1)(S) ·
∥∥∥(gk)nk=1∣∣∣ℓs2(Y #)∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr2 ∥∥∥ .
From Theorem 4.1, we obtain S ∈ ΠL
(mL(s2;p2),r2)
(X,Y ) with
πL(mL(s2;p2),r2)(S) ≤ πL(mL(s1;p1),r1)(S).

In the case that pj = rj , for j = 1, 2, this result gives
Corollary 4.17. If 1 ≤ s2 ≤ s1 ≤ ∞, 0 < pj ≤ sj ≤ ∞ and 0 < p1 ≤ p2, then
ΠL(mL(s1;p1),p1)(X,Y ) ⊂ ΠL(mL(s2;p2),p2)(X,Y ).
Moreover
πL(mL(s2;p2),p2)(S) ≤ πL(mL(s1;p1),p1)(S)
for every S ∈ ΠL
(mL(s1;p1),p1)
(X,Y ).
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5 Chevet−Saphar spaces for Lipschitz (mL (s; p) , r)−summing maps
In this section, the letters s, p, r will designate elements of [1,∞]; s′, p′ and r′ denote the exponent
conjugate to s, p and r, respectively.
We start by recalling the definitions, basic properties and theorems of the Chevet−Saphar spaces
in [2].
An E−valued molecule on X is a finitely supported function m from X into E such that∑
x∈X
m(x) = 0. The vector space of all E−valued molecules on X is denoted by M(X,E).
Given x1, x2 ∈ X, define mx1x2 = χx1 − χx2 , where χxi stands for the characteristic function
on X, i = 1, 2. The simplest nonzero molecules, i.e. those of the form vmx1x2 , for some x1, x2 ∈ X
and v ∈ E, are called atoms. Note that any molecule may be expressed (in a non unique way) as
a finite sum of atoms.
Similarly to [2], we define the p−th Chevet−Saphar norm csp of a molecule m
csp(m) = inf
∥∥∥σ · ‖v‖ ∣∣∣ℓp∥∥∥∥∥∥(σ−1, x′, x′′)∣∣∣ℓL,w
p
′
∥∥∥
where the infimum is taken over all representations m =
m∑
j=1
vjmx′jx
′′
j
and σ ⊂ R.
Similarly to [2, Theorem 4.1], the vector space of E−valued molecules on X, endowed with the
norm csp(·), forms a normed space denoted by CSp(X,E).
There is a canonical way of inducing a pairing between E−valued molecules on X and functions
from X to E∗. Given m ∈ M(X,E) and a function T from X into E∗, this pairing is defined by
the rule
〈T,m〉 =
∑
x∈X
〈T (x),m(x)〉 .
If we know an expression of the molecule as a sum of atoms, say m =
m∑
j=1
vjmx′
j
x′′
j
, then
〈T,m〉 =
m∑
j=1
〈
Tx′j − Tx′′j , vj
〉
. (19)
Also, similarly to [2, Theorem 4.3], the dual space of CSp(X,E) is canonically identified with
the space of Lipschitz (p′,mL(p′; p′))−summing operators from X into E∗ by the pairing formula
defined in (19).
For an arbitrary molecule m ∈ M(X,E), let us define
csp′, r(m) = inf
∥∥∥σ · ‖v‖ ∣∣∣ℓp′∥∥∥∥∥∥(σ−1, x′, x′′)∣∣∣ℓL,wr ∥∥∥
where the infimum is taken over all representations of m =
m∑
j=1
vjmx′jx
′′
j
and σ ⊂ R.
Also, observe that for any Banach space E a Lipschitz map T from X into Y naturally induces
a well−defined linear map TE from M(X,E) into M(Y,E) given by
TE

 m∑
j=1
vjmx′jx
′′
j

 = m∑
j=1
vjmTx′jTx
′′
j
.
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Recall that for 0 < β ≤ 1, a non−negative positively homogeneous functional ρ defined on a
vector space U is called a β−seminorm if ρ(u1 + u2)β ≤ ρ(u1)β + ρ(u2)β for all u1, u2 ∈ U . If in
addition ρ vanishes only at 0, it is called a β−norm.
Remark 5.1. • Recall the definition of the norm µp ,r ,s(·) in [2, Sec. 5.1]. For the special case
s =∞, it is obvious that µp, p′,∞(·) = csp(·) and µp′, r,∞(·) = csp′, r(·).
• Recall the definition of Lipschitz (p, r, s)−summing maps in [2, Sec 5.2]. For the special case
s =∞, we have
ΠLp, r,∞(X,E
∗) = ΠL(p,mL(r;r))(X,E
∗).
The next Lemma is a special case of [2, Theorem 5.1].
Lemma 5.2. If 1
β
= 1
p′
+ 1
r
≥ 1, then (M(X,E), csp′ , r(·)) is a β−normed space.
Remark 5.3. The β−normed space (M(X,E), csp′ , r(·)) will be denoted by CSp′, r(X,E).
The next Proposition is a special case of [2, Theorem 5.2].
Proposition 5.4. The spaces CSp′, r(X,E)∗ and ΠL(p,mL(r;r))(X,E∗) are isometrically isomorphic
via the canonical pairing defined in (19).
The following characterization of Lipschitz
(
mL (s; p) , r
)−summing maps between metric spaces
is in terms of ideal norms of associated bounded linear operators between Chevet−Saphar spaces.
Theorem 5.5. Let S from X into Y be a Lipschitz map. The following are equivalent
1. S is a Lipschitz
(
mL (s; p) , r
)−summing map.
2. For every Banach space G (or only G = ℓs′), the operator
SG : CSp′, r(X,G) −→ CSs′(Y,G)
is bounded. In this case
πL(mL(s;p),r)(S) =
∥∥Sℓs′ : CSp′, r(X, ℓs′) −→ CSs′(Y, ℓs′)∥∥ ≥ ∥∥SG : CSp′, r(X,G) −→ CSs′(Y,G)∥∥ .
Proof. First, suppose that S is a Lipschitz
(
mL (s; p) , r
)−summing map. Let ϕ ∈ CSs′(Y,G)∗
with ‖ϕ‖ ≤ 1. Since CSs′(Y,G)∗ ≡ ΠL(s,mL(s;s))(Y,G∗), we can identify ϕ with a map Lϕ ∈
ΠL
(s,mL(s;s))
(Y,G∗) with πL
(s,mL(s;s))
(Lϕ) = ‖ϕ‖ ≤ 1.
Let m be a G−valued molecule on X, say m =
m∑
j=1
vjmx′jx
′′
j
with x′j , x
′′
j ∈ X and vj ∈ G. Then
SG (m) =
m∑
j=1
vjmSx′jSx
′′
j
.
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The pairing formula defined in (19), the Ho¨lder inequality and Theorem 4.4 naturally come
together to give us
〈ϕ, SG (m)〉 =
m∑
j=1
〈
Lϕ(Sx
′
j)− Lϕ(Sx′′j ), vj
〉
=
m∑
j=1
〈
(Lϕ ◦ S) x′j − (Lϕ ◦ S) x′′j , vj
〉
= 〈Lϕ ◦ S,m〉 .
Hence
|〈ϕ, SG(m)〉| = |〈Lϕ ◦ S,m〉|
≤
m∑
j=1
∣∣〈(Lϕ ◦ S) x′j − (Lϕ ◦ S) x′′j , vj〉∣∣
≤
m∑
j=1
∥∥(Lϕ ◦ S) x′j − (Lϕ ◦ S)x′′j∥∥ ‖vj‖
≤

 m∑
j=1
∣∣∣∣ 1σj
∣∣∣∣
p ∥∥(Lϕ ◦ S)x′j − (Lϕ ◦ S) x′′j∥∥p


1
p
·
∥∥∥σ · ‖v‖ ∣∣∣ℓp′∥∥∥
≤ πL(p,mL(r;r))(Lϕ ◦ S) ·
∥∥∥∥( 1σ , x′, x′′)
∣∣∣ℓL,wr
∥∥∥∥ ·
∥∥∥σ · ‖v‖ ∣∣∣ℓp′∥∥∥
≤ πL(mL(s;p),r)(S) ·
∥∥∥∥( 1σ , x′, x′′)
∣∣∣ℓL,wr
∥∥∥∥ · ∥∥∥σ · ‖v‖ ∣∣∣ℓp′∥∥∥ . (20)
Taking the infimum over all representations of m and σ ⊂ R on the right side of (20), we have
|〈ϕ, SG (m)〉| ≤ πL(mL(s;p),r)(S) · csp′, r(m) (21)
Taking the supremum over all such ϕ on the left side of (21), we have
sup
ϕ∈BCS
s′
(Y,G)∗
|〈ϕ, SG (m)〉| ≤ πL(mL(s;p),r)(S) · csp′, r(m).
Then
css′(SG (m)) ≤ πL(mL(s;p),r)(S) · csp′, r(m)
and
‖SG‖ ≤ πL(mL(s;p),r)(S).
Conversely, suppose that Sℓs′ : CSp′, r(X, ℓs′) −→ CSs′(Y, ℓs′) is a bounded linear operator. Let
(gk)
n
k=1 ⊂ Y # and n ∈ N. We define T ∈ ΠL(p,mL(s;p))(Y, ℓs) by the rule
T (y) =
(
〈g1, y〉(Y #,Y ) , · · · , 〈gn, y〉(Y #,Y ) , 0, 0, 0, · · ·
)
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with
πL(p,mL(s;p))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
It follows from Theorem 4.9 that
πL(s,mL(s;s))(T ) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ .
Assume m is an ℓs′−valued molecule on X, say m =
m∑
j=1
vjmx′jx
′′
j
with x′j, x
′′
j ∈ X and vj ∈ ℓs′ .
It suffices to show that T ◦ S ∈ ΠL
(p,mL(r;r))
(X, ℓs).
〈T ◦ S,m〉 =
m∑
j=1
〈
(T ◦ S)x′j − (T ◦ S)x′′j , vj
〉
=
m∑
j=1
〈
T (Sx′j)− T (Sx′′j ), vj
〉
=
〈
T,
m∑
j=1
vjmSx′jSx
′′
j
〉
=
〈
T, Sℓs′ (m)
〉
.
The Ho¨lder inequality and the definition of Lipschitz
(
s,mL (s; s)
)−summing maps naturally come
together to give us
|〈T ◦ S,m〉| =
∣∣〈T, Sℓs′ (m)〉∣∣
≤
m∑
j=1
∣∣〈T (Sx′j)− T (Sx′′j ), vj〉∣∣
≤
m∑
j=1
∥∥∥T (Sx′j)− T (Sx′′j )∣∣∣ℓs∥∥∥ ∥∥∥vj∣∣∣ℓs′∥∥∥
≤

 m∑
j=1
∣∣∣∣ 1σj
∣∣∣∣
s ∥∥∥T (Sx′j)− T (Sx′′j )∣∣∣ℓs∥∥∥s


1
s
·
∥∥∥σ · ‖v‖ ∣∣∣ℓs′∥∥∥
≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ ·
∥∥∥∥( 1σ , Sx′, Sx′′)
∣∣∣ℓL,ws
∥∥∥∥ · ∥∥∥σ · ‖v‖ ∣∣∣ℓs′∥∥∥ . (22)
Taking the infimum over all representations of m and σ ⊂ R on the right side of (22) and using the
boundedness of Sℓs′ , we have
|〈T ◦ S,m〉| ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · css′ (Sℓs′ (m))
≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥Sℓs′∥∥ · csp′, r(m). (23)
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Therefore, from the duality between csp′, r(·) and πL(p,mL(r;r))(·), after taking the supremum over all
molecules m with csp′, r(m) ≤ 1 on both sides of (23), we obtain
πL(p,mL(r;r))(T ◦ S) ≤
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥Sℓs′∥∥ .
Then from (17) we have
[
m∑
j=1
|σj|p
[ n∑
k=1
∣∣∣〈gk, Sx′j〉(Y #,Y ) − 〈gk, Sx′′j 〉(Y #,Y )
∣∣∣s ]
p
s
] 1
p
≤ ∥∥Sℓs′∥∥ ·
∥∥∥(gk)nk=1∣∣∣ℓs(Y #)∥∥∥ · ∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥ .
By Theorem 4.1 we get S is a Lipschitz
(
mL (s; p) , r
)−summing map with πL
(mL(s;p),r)
(S) ≤ ∥∥Sℓs′∥∥.

6 APPLICATIONS
6.1 An ’interpolation style’ theorem
As it so often happens with many constants associated to mappings, it is not easy to calculate the
Lipschitz
(
mL (s; p) , r
)−summing constant of a specific map. The following ’interpolation style’
theorem is based on [16, Lemma 5] and gives useful bounds that are sufficient in some cases.
Theorem 6.1.1. If 1 ≤ s ≤ ∞, 0 < p ≤ s ≤ ∞, p ≥ r, then every Lipschitz (p,mL (r; r))−
summing operator S from X into Y is Lipschitz
(
mL (s; p) , r
)−summing and satisfies
πL(mL(s;p),r)(S) ≤ πL(p,mL(r;r))(S)
p
s′(p) · Lip(S) ps .
Proof. From Corollary 4.13 and the ideal property of Lipschitz
(
p,mL (r; r)
)−summing operators
we conclude that S is a Lipschitz
(
mL (s; p) , r
)−summing operator.
We recall that for 0 < p ≤ s ≤ ∞, let the index s′ (p) is determined by the equation
1
s′ (p)
+
1
s
=
1
p
.
Now , let σ1, · · · , σm ∈ R; x′1, · · · , x′m, x′′1, · · · , x′′m ∈ X and m ∈ N. For any probability measure µ
on BY # , from the point wise inequality∣∣∣〈g, y′〉(Y #,Y ) − 〈g, y′′〉(Y #,Y )
∣∣∣ ≤ Lip(g) · dY (y′, y′′)
25
for every y′, y′′ ∈ Y and g ∈ Y #, we obtain[
m∑
j=1
[ ∫
B
Y#
|σj |s
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣s dµ(g)]
p
s
] 1
p
≤
[
m∑
j=1
( ∫
B
Y#
|σj |p
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣p dµ(g))
p
s
·
(
|σj|
(s−p)·p
s · dY (Sx′j , Sx′′j )
(s−p)·p
s
)] 1p
.
Noting that p = (s−p)·s
′(p)
s
and using the Ho¨lder inequality, we have
[
m∑
j=1
[ ∫
B
Y#
|σj |s
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣s dµ(g)]
p
s
] 1
p
≤
[
m∑
j=1
∫
B
Y#
|σj|p
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣p dµ(g)
] 1
s
·
[
m∑
j=1
|σj |p · dY (Sx′j, Sx′′j )p
] 1
s′(p)
. (24)
On the one hand, the fact that S is a Lipschitz
(
p,mL (r; r)
)−summing means that[
m∑
j=1
|σj |p·dY (Sx′j , Sx′′j )p
] 1
s′(p)
≤ πL(p,mL(r;r))(S)
p
s′(p) · sup
f∈B
X#
[( m∑
j=1
|σj|r
∣∣fx′j − fx′′j ∣∣r
) p
r
] 1
s′(p)
. (25)
On the other hand, we have[
m∑
j=1
∫
B
Y#
|σj |p
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣p dµ(g)
] 1
s
≤ Lip(S) ps · sup
f∈B
X#
[( m∑
j=1
|σj |r
∣∣fx′j − fx′′j ∣∣r
)p
r
] 1
s
. (26)
Putting (24), (25) and (26) together gives[
m∑
j=1
[ ∫
B
Y#
|σj|s
∣∣∣〈g, Tx′j〉(Y #,Y ) − 〈g, Tx′′j 〉(Y #,Y )
∣∣∣s dµ(g)]
p
s
] 1
p
≤ πL(p,mL(r;r))(S)
p
s′(p) · Lip(S) ps ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥
26
and thus the required conclusion follows from Theorem 4.1. 
If we combine Theorem 6.1.1 and Corollary 4.15, then we have the following result.
Corollary 6.1.2. If 1 ≤ s ≤ ∞, 0 < p ≤ s ≤ ∞, p ≥ r, then every Lipschitz (r,mL (r; r))−
summing map S from X into Y is Lipschitz
(
mL (s; p) , r
)−summing and satisfies
πL(mL(s;p),r)(S) ≤ πL(r,mL(r;r))(S)
p
s′(p) · Lip(S) ps .
6.2 The identity on a finite discrete metric space.
Let Dn stand for the discrete metric space on n points. Assume 1 ≤ s ≤ ∞, 0 < p ≤ s ≤ ∞, p ≥ r.
J. D. Farmer and W. B. Johnson [4] proved that
πL(r,mL(r;r))(IDn) =
(
2− 2
n
) 1
r
for any r ∈ [1,∞] and from Corollary 6.1.2, we obtain
πL(mL(s;p),r)(IDn) ≤ πL(r,mL(r;r))(IDn)
p
s′(p) · 1
=
[
2− 2
n
] p
r·s′(p)
.
In the case that p = r, this result gives πL
(mL(s;p),p)
(IDn) =
[
2− 2
n
] 1
p
−
1
s
, proved in [3].
6.3 The general ’interpolation style’ theorem
Corollary 6.1.2 is in fact a particular case of the following more general theorem.
Theorem 6.3.1. Let 0 < θ < 1; 0 < p ≤ s, s0, s1 ≤ ∞ and r ≤ p. Define 1s = 1−θs0 + θs1 . For
Lipschitz map S from X into Y ,
πL(mL(s;p),r)(S) ≤ πL(mL(s0;p),r)(S)1−θ · πL(mL(s1;p),r)(S)θ.
Proof. The p−conjugate s′ (p); s′0 (p) and s′1 (p) are determined by the following equations
1
s′ (p)
+
1
s
=
1
p
;
1
s′0 (p)
+
1
s0
=
1
p
and
1
s′1 (p)
+
1
s1
=
1
p
,
respectively. Note that 1
s′(p) =
1−θ
s′0(p)
+ θ
s′1(p)
.
Let σ1, · · ·, σm ∈ R; x′1, · · ·, x′m, x′′1, · · ·, x′′m ∈ X and m ∈ N. Given ǫ > 0, from (8), for each
i = 0, 1 there exists a sequence τi ∈ ℓs′i(p) such that∥∥∥τi∣∣∣ℓs′i(p)
∥∥∥∥∥∥∥( στi , Sx′, Sx′′
)∣∣∣ℓL,wsi
∥∥∥∥ ≤ (1 + ǫ) ·mL(si;p)(σ, Sx′, Sx′′)
≤ (1 + ǫ) · πL(mL(si;p),r)(S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥ .
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Moreover, dividing by appropriate constant we may assume that in fact∥∥∥τi∣∣∣ℓs′i(p)
∥∥∥ ≤ (1 + ǫ) · πL(mL(si;p),r)(S) ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥
and ∥∥∥∥( στi , Sx′, Sx′′
)∣∣∣ℓL,wsi
∥∥∥∥ ≤ 1.
For 1 ≤ j ≤ m, set |τj| = |τj,0|1−θ · |τj,1|θ. Then by the Ho¨lder inequality, we have∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ ≤ ∥∥∥τ0∣∣∣ℓs′0(p)
∥∥∥1−θ · ∥∥∥τ1∣∣∣ℓs′1(p)
∥∥∥θ
≤ (1 + ǫ) · πL(mL(s0;p),r)(S)1−θ · πL(mL(s1;p),r)(S)θ ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥
On the other hand, it follows from∣∣∣∣σjτj
∣∣∣∣ · ∣∣fx′j − fx′′j ∣∣ = |σj|1−θ|τj,0|1−θ ·
∣∣fx′j − fx′′j ∣∣1−θ · |σj |θ|τj,1|θ ·
∣∣fx′j − fx′′j ∣∣θ
that ∥∥∥(σ
τ
, Sx′, Sx′′
)∣∣∣ℓL,ws ∥∥∥ ≤ 1∏
i=0
∥∥∥∥( στi , Sx′, Sx′′
)∣∣∣ℓL,wsi
∥∥∥∥ ≤ 1.
Then
mL(s;p)(σ, Sx
′, Sx′′) ≤
∥∥∥τ ∣∣∣ℓs′(p)∥∥∥ · ∥∥∥(σ
τ
, Sx′, Sx′′
)∣∣∣ℓL,ws ∥∥∥
≤ (1 + ǫ) · πL(mL(s0;p),r)(S)1−θ · πL(mL(s1;p),r)(S)θ ·
∥∥∥(σ, x′, x′′)∣∣∣ℓL,wr ∥∥∥ .
Hence S is a Lipschitz
(
mL (s; p) , r
)−summing map with
πL(mL(s;p),r)(S) ≤ (1 + ǫ) · πL(mL(s0;p),r)(S)1−θ · πL(mL(s1;p),r)(S)θ.
By letting ǫ −→ 0+, our result is proved.

Let 0 < p ≤ s ≤ ∞ and r ≤ p. We say that a metric space X is an ((s; p), r)−space if the
identity map on X is Lipschitz
(
mL (s; p) , r
)−summing. The following corollary shows that the
class of ((s; p), r)−spaces does not depend on p and r.
Corollary 6.3.2. If 0 < p ≤ s ≤ ∞, r0 ≤ r1 and r1 ≤ p, then X is an ((s; r0), r0)−space if and
only if it is an ((s; p), r1)−space. Moreover
πL(mL(s;p),r1)(IX) ≤ πL(mL(s;r0),r0)(IX) ≤ πL(mL(s;p),r1)(IX)
1
θ
where θ is defined by 1
r1
= 1−θ
s
+ θ
r0
.
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Proof. Assume X is an ((s; r0), r0)−space. By Proposition 4.16 we have
πL(mL(s;p),r1)(IX) ≤ πL(mL(s;r0),r0)(IX).
Conversely, suppose that X is an ((s; p), r1)−space. The composition property from Proposition
4.7 provides us with the inequality
πL(mL(s;r0),r0)(IX) ≤ πL(mL(s;p),r1)(IX) · πL(mL(r1;r0),r0)(IX).
Now from Theorem 6.3.1 we have
πL(mL(r1;r0),r0)(IX) ≤ πL(mL(s;r0),r0)(IX)1−θ · πL(mL(r0;r0),r0)(IX)θ
= πL(mL(s;r0),r0)(IX)
1−θ.
So we obtain
πL(mL(s;r0),r0)(IX) ≤ πL(mL(s;p),r1)(IX) · πL(mL(s;r0),r0)(IX)1−θ. (27)
This finally leads to
πL(mL(s;r0),r0)(IX) ≤ πL(mL(s;p),r1)(IX)
1
θ .

6.4 Lipschitz
(
r,mL (r; r)
)−summing maps for 0 < r < 1
A. Pietsch [15, Sec. 21.2.11] proved that all operator ideals Pr with 0 < r < 1 coincide. We need
the following interesting result that is useful to prove that the classes of Lipschitz
(
r,mL (r; r)
)−
summing maps with 0 < r < 1 coincide.
Theorem 6.4.1. If 0 < p ≤ q < s < 1, then ΠL
(mL(s;q),p)
(X,Y ) ∩ Lx0(X,Y ) = Lx0(X,Y ).
Proof. Let S ∈ Lx0(X,Y ) with Lipschitz dual operator S# ∈ L(Y #,X#). From Theorem 2.2
we obtain the operator S# is of (s, p)−type. Hence from Theorem 4.2 we get S is a Lipschitz(
mL (s; q) , p
)−summing map.

In the case that p = q, if we combine Theorem 2.2 and Corollary 4.3, then we have the following
result.
Corollary 6.4.2. If 0 < p < s < 1, then ΠL
(mL(s;p),p)
(X,Y ) ∩ Lx0(X,Y ) = Lx0(X,Y ).
Theorem 6.4.3. If 0 < p < s < 1, then ΠL
(p,mL(p;p))
(X,Y ) = ΠL
(s,mL(s;s))
(X,Y ).
Proof. From Corollary 4.15 we have ΠL
(p,mL(p;p))
(X,Y ) ⊂ ΠL
(s,mL(s;s))
(X,Y ). To show the converse,
let T ∈ ΠL
(s,mL(s;s))
(X,Y ). From Corollary 6.4.2 we have IX is a Lipschitz
(
mL (s; p) , p
)−summing
map. Hence from Corollary 4.5, we obtain that T is a Lipschitz
(
p,mL (p; p)
)−summing map.

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7 Concluding Remarks
1. From Concluding Remarks 3.8 (point 7) and the inclusion result
ΠL(p,mL(s;s))(X,Y ) ⊂ ΠL(p,mL(s;q))(X,Y ),
we conclude that
ΠL(p,mL(s;s))(X,Y ) = L(X,Y ) = Π
L
(p,mL(s;q))(X,Y )
for every 1 ≤ s < p and 0 < q ≤ s.
2. We recall that for 0 < p ≤ s ≤ ∞, the index s′ (p) is determined by the equation
1
s′ (p)
+
1
s
=
1
p
.
In order to simplify our notations we write r˜ = s′ (p). In the linear case if 1
r˜
+ 1
s
= 1
p
≤ 1, then
‖·‖(m(s;p),p) ≤ ‖·‖(r˜,m(r˜;r˜))
for every bounded linear operator in arbitrary Banach spaces, see [15, Sec. 20].
Now if we assume this condition is also true in the nonlinear case (Lipschitz) and apply it in
Corollary 4.5, we obtain the following result.
Theorem 7.1. Let 0 < p ≤ s ≤ ∞ and 1
p
= 1
s
+ 1
r˜
≤ 1. If S ∈ ΠL
(mL(s;p),p)
(X,Y ); T ∈
ΠL
(s,mL(s;s))
(Y,Z) and πL
(mL(s;p),p)
(S) ≤ πL
(r˜,mL(r˜;r˜))
(S), then T ◦ S ∈ ΠL
(p,mL(p;p))
(X,Z). Moreover
πL(p,mL(p;p))(T ◦ S) ≤ πL(s,mL(s;s))(T ) · πL(r˜,mL(r˜;r˜))(S).
Remark 7.2. Theorem 7.1 gives a sufficient condition for a Lipschitz composition formula as
in the linear case of A. Pietsch [14].
3. As before, we use the abbreviation πLp (·) = πL(p,mL(p;p))(·).
J. D. Farmer and W. B. Johnson [4, Problem 1] asked, if the composition formula
πLp (T ◦ S) ≤ πLr (T ) · πLs (S). (28)
in Theorem 7.1 is true for arbitrary Lipschitz r−summing maps T , Lipschitz s−summing maps
S and 1
p
≤ (1
r
+ 1
s
) ∧ 1.
In the forthcoming paper [7], we will provide an algorithm to compute the πLp−summing norm
of maps between finite metric spaces exactly. With the help of this algorithm, we show that
(28) is in general not true, in contrast to the situation for linear operators. Here we just state
the example, details will be provided in [7].
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Example 7.3. We use three−point metric spaces X = {x0, x1, x2}; Y = {y0, y1, y2} with
dX(x0, x1) = dX(x1, x2) = dX(x0, x2) = dY (y0, y1) = 1
and
dY (y1, y2) = dY (y0, y2) = 2.
Let S from X into Y be the map defined by
Sxj = yj; j = 0, 1, 2.
Obviously, S is a Lipschitz map with Lip(S) = 2. Then the algorithm from [7] can be used to
compute
πL1 (S) =
5
2
, πL2 (S) =
3√
2
and πL2 (IY ) =
√
11
2 · √2 .
Since
5
2
>
3√
2
·
√
11
2 · √2
this is a counterexample to (28) in the case r = s = 2, p = 1 and T = IY .
In [7], we elaborate on this example in detail and provide counterexamples for other values
of p, r and s. We finish with an application of Corollary 6.1.2 to estimate rather accurately(
mL (s; p) , r
)−summing norms for the map from the above example.
Example 7.4. If X, Y and S be defined in the above example, then Corollary 6.1.2 gives
πL(mL(s;p),2)(S) ≤
[
πL2 (S)
] p
s′(p) · Lip(S) ps
≤
[ 3√
2
] p
s′(p) · 2ps .
In the special case s = 4, p = 3 we e.g. obtain s′ (p) = 12 and
2 = Lip(S) ≤ πL(mL(4;3),2)(S) ≤ 2.029663590.
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