Abstract. In the case of rational Cherednik algebras associated with cyclic groups, we give an alternative proof that the projective object PKZ representing the KZ-functor is isomorphic to the ∆-module associated with the coinvariant algebra for a subset of parameter values from which all parameter values can be obtained by integral translations. We also specify the exact parameter values for which this isomorphism occurs. Furthermore, we determine the action of the cyclotomic Hecke algebra on PKZ for these parameter values, thereby giving a complete algebraic description of the KZ-functor in this case.
Introduction
The rational Cherednik algebra H c (W, h) associated with the complex reflection group W and one of its reflection representations h, was introduced in [EtGi] using ideas from [Che] , and is a certain deformation of S(h ⊕ h * ) ⋊ W , depending on a finite set of complex parameters c. The algebra H c (W, h) has a so-called triangular decomposition (Theorem 1.3 of [EtGi] ), reminiscent of that of the universal enveloping algebra of a finite-dimensional semisimple complex Lie algebra g. As a result, it has a category O c (W, h) of representations associated with it as introduced in [DuOp] and [BeEtGi] , inspired by and sharing many similarities with the BGG category O associated with g defined in [BGG] . In particular, it was proved in [Gua] that category O c (W, h) is a highest weight category in the sense of [CPS] , indexed by the irreducible W -modules. An important problem in the representation theory of rational Cherednik algebras is to understand the structure of category O c (W, h).
A crucial tool to this end is the so called Knizhnik-Zamolodchikov functor, or KZfunctor for short, introduced in [GGOR] . This functor relates the category O c (W, h) to the category of finitely-generated modules over a corresponding cyclotomic Hecke algebra H c (W, h) (cf. Section 4.C of [BMR] ), and enables results in the representation theory of Hecke algebras to be translated to the setting of rational Cherednik algebras and vice versa. The construction of the functor is geometric in nature, but the functor is exact, and is therefore represented by a projective object P KZ of O c (W, h) (cf. Section 5.4 of [GGOR] ). The main aim of this article is to give an explicit algebraic description of P KZ , including the action of the Hecke algebra H c (Z/n, C) on it, in the case of the rational Cherednik algebras H c (Z/n, C) corresponding to cyclic reflection groups, for a certain subset of parameter values.
More specifically, we show that in category O c (Z/n, C), there is a subset F of parameter values for which P KZ is isomorphic to the module ∆ c (S(h) W ) corresponding to the coinvariant algebra S(h) W , and that all possible parameter values can be obtained from F by integral translations. This has been conjectured by Rouquier to hold for rational Cherednik algebras associated with general complex reflection groups, and was proved in [Los1] for the groups G(l, 1, n) = S n ⋊(Z/l) n . Here we obtain the result independently for cyclic reflection groups. In addition, we establish the precise parameter values for which P KZ ∼ = ∆ c (S(h) W ), and thus, using the terminology introduced in [Los1] , determine all the totally aspherical parameters for H c (Z/n, C). This work was part of the authors D.Phil thesis, completed in October 2014. Furthermore, we complete the algebraic description of the KZ-functor in this case, by giving an explicit description of the action of the cyclotomic Hecke algebra H c (Z/n, C) on ∆ c (S(h) W ) for parameter values in F.
The structure of this article is as follows: In Section 2, we include some background material on rational Cherednik algebras, category O, the KZ-functor and the coinvariant algebra, focusing in particular on the facts relevant to the rational Cherednik algebras H c (Z/n, C), and in Section 3 we list the main results. We then study the space S = Hom Hc(W,h) (∆ c (S(h) W ), ∇ c (S(h * ) W ⊗ C det −1 h N )) for general complex reflection groups W in Section 4, and show that its elements are in one-to-one correspondence with the elements of Hom CW (S(h * ) W , Har * ). From Section 5 onwards, we specialise to the rational Cherednik algebras H c (Z/n, C) associated with cyclic reflection groups. In this setting, we give a criterion for when an element of Hom CW (S(h * ) W , Har * ) lifts to an isomorphism in S. Using this criterion, we identify a distinguished element of Hom CW (S(h * ) W , Har * ) which lifts to an isomorphism in S for parameter values in a certain set F. It thus follows that ∆ c (S(h) W ) is a so-called tilting module (in the sense of [Don] ) for these parameter values. As it was proved in [GGOR] that P KZ is a tilting module, and in [DlRi] that the collection of tilting modules contains a distinguished set of indecomposable objects which form a Z-basis for the Grothendieck group K 0 (O c (W, h)), it then follows that P KZ ∼ = ∆ c (S(h) W ) for parameter values in F, as [P KZ ] = [∆ c (S(h) W )] in K 0 (O c (W, h)). We also show that all parameter values can be obtained from F by integral translations. In Section 6 we then show, by examining the endomorphism rings of P KZ and ∆ c (S(h) W ), that P KZ and ∆ c (S(h) W ) are isomorphic in category O c (Z/n, C) precisely for the parameter values contained in F. We conclude in Section 7 by determining the action of the Hecke algebra H c (Z/n, C) on ∆ c (S(h) W ) for these parameter values, thus giving a complete algebraic description of the KZ-functor in this case.
Background and setup
In this section, we recall some background material that will be needed for what follows. For more comprehensive overviews, in addition to the articles cited below, the reader is referred to [Ari] , [Bro] , [Gor] and [Rou1] .
Complex reflection groups.
If h is a finite-dimensional complex vector space, a non-identity element s ∈ GL C (h) is called a pseudo-reflection if it has finite multiplicative order and fixes a hyperplane pointwise, that is if Ker(s − id h ) has codimension 1 in h. A complex reflection group W is a finite subgroup of GL C (h) which is generated by pseudo-reflections. If W is a complex reflection group, we denote by Refl W its set of pseudo-reflections, let N = |Refl W |, and for s ∈ Refl W , we let H s = Ker(s − id h ) be the corresponding reflection hyperplane. Furthermore, we let A W = {H s : s ∈ Refl W }, and for H ∈ A W , we denote by W H the cyclic subgroup consisting of the elements of W that fix H pointwise, and by v H an element of h (unique up to multiplication by a scalar) such that h = H ⊕ Cv H . For each s ∈ W H \ {0}, we let v s = v H , and we denote by α H as well as α s the unique element of h * such that Kerα H = H and (v H , α H ) := α H (v H ) = 1. We also let λ s be the eigenvalue of α s with respect to s, so that λ −1 s is the eigenvalue of v s with respect to s. The complex reflection groups that we shall be mainly occupied with are the cyclic ones, where h = C and W = Z/n = s with s.w = qw = e 2πi/n w for each w ∈ C. We then have Refl Z/n = (Z/n) \ {0} and A Z/n = {H s } = {{0}}, and letting {ξ} be a basis of C with {x} the corresponding dual basis of C * , we let v s = ξ, so that α s = x and λ s = q −1 .
Rational Cherednik algebras.
If W ≤ GL C (h) is a complex reflection group, it acts on its set of pseudo-reflection Refl W by conjugation, and we can therefore speak of W -equivariant functions c : Refl W → C, that is functions that are constant on conjugacy classes of pseudo-reflections. These functions can be identified with
for all ξ 1 , ξ 2 ∈ h and x 1 , x 2 ∈ h * . It was proved in [EtGi] that H c (W, h) has a PBW-type decomposition in the sense that S(h * ), CW and S(h) embed as subalgebras of H c (W, h) and H c (W, h) = S(h * )⊗ C CW ⊗ C S(h) as a vector space, that is, if {ξ 1 , . . . , ξ n } is a basis for h and {x 1 , . . . , x n } is a basis for h * , then {x
) has a Z-grading, with h * sitting in degree 1, W sitting in degree 0 and h sitting in degree −1 (we let S(h) k = S(h) −k ). As is proved after Lemma 2.5 of [BeEtGi] , this grading is inner in the sense that, with
we have that [h, h] = deg(h)h for every homogeneous h ∈ H c (W, h). In the case when W = Z/n and h = C, the action of Z/n on Refl Z/n is trivial, so that the set of Z/nequivariant functions Refl Z/n → C can be identified with C n−1 , and the rational Cherednik algebra H c (Z/n, C) is generated by x, s and ξ satisfying the relations
2.3. An alternative parametrisation. There is an alternative parametrisation of the rational Cherednik algebras associated with W and h that will sometimes be more convenient for our purposes. For H ∈ A W , let e H = |W H |, and for i ∈ Z, let ε H,i = 1 e H w∈W H det(w) i w. Then {ε H,i : 0 ≤ i ≤ e H − 1} is a complete set of primitive orthogonal idempotents for CW H , and therefore, for each c ∈ C[Refl W ] W , there are unique constants {k H,i : H ∈ A W , 0 ≤ i ≤ e H } such that k H,0 = k H,e H = 0 and
As wε H,i w −1 = ε w(H),i and c is W -equivariant, it follows that k H,i = k w(H),i for all w ∈ W and H ∈ A W . Denoting by C[k H,i ] the polynomial ring in indeterminates k H,i with H ∈ A W and 1 ≤ i ≤ e H − 1 such that k w(H),i = k H,i for all w ∈ W , and making the obvious identification between elements of C[k H,i ] and sets k = {k H,i : H ∈ A W , 1 ≤ i ≤ e H − 1 and k w(H),i = k H,i for all w ∈ W }, equation (2) gives a one-to-one correspondence between C[Refl W ] W and C[k H,i ]. We write H k (W, h) with k ∈ C[k H,i ] to indicate that we are using the alternative parametrisation. With the help of the constants k H,i , we can also define the elements
Letting eu = eu C − z (cf. Proposition 2.4 of [DuOp] ), it can then be seen that h − eu =
Furthermore it is proved in Lemma 2.5 of [DuOp] that z ∈ Z(CW ), as wa H w −1 = a w(H) , and therefore z acts by multiplication by a scalar c E on every E ∈ Irr(W ). These constants play an important role in the representation theory of H k (W, h). Returning again to the case W = Z/n and h = C, we let E i = C.v i be the element of Irr(Z/n) such that s.v i = q −i v i . Letting k i = k {0},i and ε i := ε {0},i , it then follows that ε i fixes v j if i ≡ j (mod n) and kills it otherwise. As z = a {0} = n−1 i=1 nk i ε i , it follows that c i := c E i = nk i for i ∈ Z. The rational Cherednik algebras associated with W = Z/n and h = C can therefore also be parametrised in terms of the c := (c 1 , . . . , c n ), where c n = 0 and the other c i can vary freely in C. We write H c (Z/n, C) to indicate that we are using this parametrisation.
2.4. The standard and costandard modules. Two types of H c (W, h)-modules are of particular importance. First, for a finite-dimensional, graded S(h) ⋊ W -module M , we let
In particular, if E is a finitedimensional W -module, it can be made into a graded S(h) ⋊ W -module by declaring that h acts by zero and letting E be concentrated in degree zero. This way one can speak of the module ∆ c (E), introduced in equation (25) of [DuOp] and just after Definition 2.1 of [BeEtGi] . Next, for a finite-dimensional, graded S(h * ) ⋊ W -module M , we let
The module ∇ c (M ) is a graded H c (W, h)-module with its ith degree component ∇(M ) i equal to Homgr i S(h * )⋊W (H c (W, h), M ). Furthermore, it can be seen that ∇ c (M ) consists of the elements of Hom S(h * )⋊W (H c (W, h), M ) that are nilpotent with respect to the action of h (that is elements that are killed by h r for some r ≥ 0), which we denote by Hom S(h * )⋊W (H c (W, h), M ) ln . Similarly to above, if E is a finite-dimensional W -module, it can be made into a graded S(h * ) ⋊ W -module by declaring that h * acts by zero and letting E be concentrated in degree zero. Therefore one can speak of the module ∇ c (E) (cf. [Gua] and [GGOR] [DuOp] and [BeEtGi] . It consists of the H c (W, h)-modules M that are finitely generated as H c (W, h)-modules and locally nilpotent with respect to the action of h, that is such that for every m ∈ M , there exists some r(m) ≥ 0 such that h r(m) .m = 0. Every module M of category O c (W, h) decomposes as the direct sum of its generalised eu-eigenspaces W α (M ) (cf. [Gua] ), and in particular ∆ c (E) i = W i−c E (∆ c (E)) and ∇ c (E) i = W i−c E (∇ c (E)) for all E ∈ Irr(W ). We let Irr(W ) denote a complete set of pairwise non-isomorphic W -modules, and endow it with a partial ordering < c by declaring that for E, F ∈ Irr(W ), we have E < c F if and only if c F − c E ∈ Z >0 . It is then proved in [Gua] that category O c (W, h) is a finite-length highest weight category in the sense of [CPS] , with indexing set Irr(W ). The standard modules are the ∆ c (E), and the costandard modules are the ∇ c (E) with E ∈ Irr(W ), whereas the simple modules are the L c (E) that are the heads of the ∆ c (E), or equivalently the socles of the ∇ c (E). Furthermore, we denote the projective and injective indecomposable modules by P c (E) and I c (E) respectively. We let F(∆) and F(∇) denote the sets of modules that have a finite filtration with quotients isomorphic to modules ∆ c (E) and ∇ c (E) respectively, and recall that F(∆) ∩ F(∇) is the collection of tilting modules (in the sense of [Don] ) in category O c (W, h). The following important consequence of the fact that category O c (W, h) is a finite-length highest weight category with a finite indexing set follows from Proposition 3.1 of [DlRi] :
In particular, any two tilting modules that represent the same element in K 0 (O c (W, h)) are necessarily isomorphic. We will be making use of this fact below.
In the case of cyclic reflection groups, we let Irr(W ) = {E i : 1 ≤ i ≤ n} with E i defined as in Subsection 2.3. We note the following result, where for two complex numbers z 1 and z 2 we write z 1 ≡ z 2 (mod n) to mean that z 1 − z 2 ∈ nZ:
Proof. It is a consequence of Propositions 5.15 and 5.16 of [GGOR] , that category O c (Z/n, C) is semisimple if and only if the cyclotomic Hecke algebra H c (Z/n, C) (cf. the next subsection) is semisimple, and the claim then follows from (3) together with the fact that c i = nk i .
2.6. Cyclotomic Hecke algebras. In this subsection we outline the definition of the cyclotomic Hecke algebra H k (W, h) associated with the rational Cherednik algebra H k (W, h). For details, the reader is referred to [BMR] Section 4.C.
For a complex reflection group W with reflection representation h, we let h reg = h \ H∈A W H. Then W acts freely on h reg and, fixing x 0 ∈ h reg , the braid group associated with W and h is the fundamental group π 1 (h reg /W, x 0 ). We call a pseudo-reflection s ∈ Refl W distinguished if it satisfies det h (s) = exp( 2πi e Hs ). As the subgroups W H are cyclic, there is precisely one distinguished pseudo-reflection associated to each hyperplane H ∈ A W , and we denote it by s H . It is then proved in [BMR] Theorem 2.17 that the braid group π 1 (h reg /W, x 0 ) is generated by elements {T s H : H ∈ A W }, where T s H is a so-called s H -generator of the monodromy around the image of H in h reg /W . Furthermore, it is shown in Proposition 4.22 of [BMR] that (with some mild restrictions on the reflection group W ) the T s H satisfy certain braid relations, for the details of which we again refer the reader to [BMR] Section 4.C. The cyclotomic Hecke algebra H k (W, h) is then defined as the quotient of the group algebra Cπ 1 (h reg /W, x 0 ) by the twosided ideal generated by the set { [GGOR] , the set of generators {T s H : H ∈ A W } for the cyclotomic Hecke algebra H k (W, h) used here are replaced by their inverses, so that
In the case where W = Z/n = s and h = C, the generator s is the unique distinguished pseudo-reflection of Z/n, and therefore π 1 (h reg /W, x 0 ) is generated by T := T s . As h reg /W = C × /(Z/n) is a cylinder, π 1 (h reg /W, x 0 ) ∼ = Z, and therefore the corresponding cyclotomic Hecke algebra satisfies
2.7. The KZ-functor and P KZ . A critical tool for studying category O is the KZfunctor introduced in Section 5.3 of [GGOR] . Through localising, making use of the so-called Dunkl embedding (cf. Proposition 4.5 of [EtGi] ) and taking monodromy, it is proved in [GGOR] that there exists an exact functor KZ :
where H c (W, h)-mod denotes the finitely-generated modules over the cyclotomic Hecke algebra H c (W, h). The definition of KZ is geometric in nature, but as the functor is exact, it is represented by a projective module P KZ in O c (W, h). In other words, there is an algebra homomorphism φ :
, such that the functors KZ and Hom H k (W,h) (P KZ , −) are naturally isomorphic. The aim of this article is to give an explicit algebraic description of P KZ as an (H k (W, h), H k (W, h))-bimodule in the special case of rational Cherednik algebras corresponding to cyclic complex reflection groups for certain parameter values. To this end, we recall a few properties of P KZ that will be important below. First, as P KZ is projective, it is contained in F(∆), and it follows from the definition of P KZ that it has a decomposition
Using this decomposition together with the fact that dim(Hom
, a calculation similar to that at the end of the proof of Proposition 5.15 of [GGOR] gives the following result (where for modules M ∈ F(∆) and E ∈ Irr(W ), we denote by [M : ∆(E)] the number of times ∆(E) appears in a ∆-filtration of M ):
Furthermore, it is proved in Proposition 5.21 of [GGOR] that P KZ is also injective, so that it belongs to F(∇). We therefore have the following result, we which will be crucial in what follows.
Proposition 2.4 ( [GGOR, Proposition 5.21] ). The projective object P KZ is a tilting module. 
Rouquier also proves in Theorem 5.5 of [Rou1] that under certain conditions on the parameter k, the categories O k (W, h) and O k+l (W, h) are in fact equivalent. Taken together, these results motivate the following definition.
Definition 2.1.
In Section 5 we give an explicit algebraic description of P KZ in category O k (Z/n, C) for a good set of parameter values F.
2.8. The coinvariant algebra. In order to give an algebraic description of P KZ in category O k (Z/n, C) for a good set of parameter values, we will make use of the coinvariant algebra. If W is a complex reflection group with corresponding reflection representation h, the symmetric algebra S(h) has a natural structure of a graded S(h) ⋊ W -module given by (g ⊗ w).g ′ = g(w.g ′ ) for w ∈ W and g, g ′ ∈ S(h), with h sitting in degree −1. We let S(h) W = {g ∈ S(h) : w.g = g for all w ∈ W } be the subalgebra of S(h) consisting of the W -invariant elements of S(h), and we define the coinvariant algebra S(h) W to be the quotient
). This is a graded S(h) ⋊ W -module with the image of h sitting in degree −1. The importance of it in our setting comes from the following result, proved in [Ch] :
(ii) The coinvariant algebra S(h) W is concentrated in degrees between −N and 0, where we recall that N = |Refl W |.
As a consequence of Proposition 2.7 and the fact that H c (W, h) is free as a right S(h) ⋊ W -module by the PBW Theorem, we have the following:
The following has been conjectured by Rouquier (unpublished) :
We observe that it follows from Corollaries 2.5 and 2.8 that if ∆ c (S(h) W ) has a ∇-filtration, so that it is a tilting module, then ∆ c (S(h) W ) ∼ = P KZ . Note that this is automatically true for parameter values such that category O c (W, h) is semisimple. We will prove that it holds in category O c (Z/n, C) for a good set of parameter values, thus confirming Rouquier's conjecture in this case. We do this by showing that ∆ c (S(h) W ) is isomorphic to a module in F(∇) that we now introduce. For the reflection representation h * of W , we can analogously to above consider the coinvariant algebra corresponding to
) (observe that we take the image of h * to sit in degree 1). Letting det h denote the 1-dimensional W -representation obtained by taking the determinant, we then have that S(h * )
h N is a graded S(h * ) ⋊ W -module concentrated in degrees between −N and 0, where S(h * ) acts naturally on the first factor, leaving the second factor fixed, and W acts diagonally. Similarly to Proposition 2.8 we then have:
As a consequence we have:
Proof. This follows from Propositions 2.8 and 2.9, as [
for every E ∈ Irr(W ) by Proposition 3.3 of [GGOR] .
2.9. Harmonic polynomials. In order to find parameter values c for which ∆ c (S(h) W ) is a tilting module, we will make use of the so-called harmonic polynomials (cf. Sections 3.3.3 and 4.3 of [Bro] ). Let W be a complex reflection group with reflection representation h. We recall from Proposition 3.20 of [Bro] that there exists a unique
for all x ∈ h * and ξ ∈ h, and such that D(x)(gg ′ ) = D(x)(g)g ′ + gD(x)(g ′ ) for all x ∈ h * and g, g ′ ∈ S(h). Thus, S(h) has the structure of an S(h * )-module, and furthermore w.D(f )(g) = D(w.f )(w.g) for all f ∈ S(h * ), g ∈ S(h) and w ∈ W . This gives rise to a duality −, − :
It is then proved in Lemma 3.21 of [Bro] that if {ξ 1 , . . . , ξ k } is a basis for h and {x 1 , . . . , x k } is the corresponding dual basis for h * , and we let ξ m = ξ
x n , ξ m equals m! if n = m and 0 otherwise. One then defines the so-called harmonic polynomials by Har := {g ∈ S(h) : f, g = 0 for all f ∈ S(h * ).S(h * ) W >0 }. This is a homogeneous W -submodule of S(h), and Proposition 3.24 of [Bro] says that there is a decomposition S(h) = (S(h).S(h) W <0 ) ⊕ Har as graded W -modules. We also recall the the Jacobian associated to W is the element J := H∈A W v e H −1 H ∈ S(h). When W = Z/n and h = C, we have that S(h * ).S(h * ) W >0 = x n , so that Har = Span C {ξ i : 0 ≤ i ≤ n − 1}, and J = ξ n−1 .
2.10. More general rings. This subsection will be needed for Section 7 below. Let k be a local, noetherian, commutative C-algebra. Rational Cherednik algebras associated with a complex reflection group W ≤ GL C (h) can be considered over k rather than C.
for all ξ 1 , ξ 2 ∈ h and x 1 , x 2 ∈ h * . Much of the above theory carries over to this setting. In particular, the results of [EtGi] again apply to give a PBW-type decomposition
) again has a Z-grading which is inner with respect to the element eu = eu C − z with eu C and z defined entirely analogously to in Subsections 2.2 and 2.3 above, and there is again an alternative parametrisation as described in Subsection 2.3 (we sometimes write k k H,i and c k E to emphasise that we are working over k). The standard and costandard modules are defined as in Subsection 2.4 (observe that H k c (W, h) has subalgebras isomorphic to k ⊗ C (S(h) ⋊ W ) and k ⊗ C (S(h * ) ⋊ W )) and category O k c (W, h) again consists of the finitely generated H k c (W, h)-modules that are locally nilpotent with respect to the action of h. Like category O c (W, h), the category O k c (W, h) is a highest weight category, though now in the sense of Definition 4.11 of [Rou2] (cf. Theorem 5.2 of [Rou2] ). The cyclotomic Hecke algebra described in Subsection 2.6 can be defined over k as well, as long as exponentials are well-defined in k, in which case H k c (W, h) is defined as the quotient of the group algebra kπ 1 (h reg /W, x 0 ) by the two-sided ideal generated by the set {
We will make use of these concepts in Section 7.
Results
In Section 4, we investigate maps between the modules ∆ c (S(h) W ) and ∇ c (S(h * ) ⊗ W ) and prove the following result:
Theorem A. There is a one-to-one correspondence between the elements of the spaces
Specialising to the setting of the rational Cherednik algebras H c (Z/n, C) in Section 5, we use Theorem A to obtain the following:
There is a good set of parameter values F such that
where F consists of those parameters c which satisfy
Examining the endomorphism rings of P KZ and ∆ c (S(h) W ) in Section 6, we obtain a precise condition on the parameter c for P KZ and ∆ c (S(h) W ) to be isomorphic in category O c (Z/n, C):
Theorem C. In category O c (Z/n, C), the modules P KZ and ∆ c (S(h) W ) are isomorphic if and only if c ∈ F.
From Theorem B and the fact that H c (Z/n, C) is commutative, it follows that for parameter values in F, the KZ-functor induces an algebra homomorphism φ from H c (Z/n, C) to End Hc(Z/n,C) (∆ c (S(h) W )), which is in fact an isomorphism by Theorem 5.15 of [GGOR] . We give an explicit description of this isomorphism in Section 7, thus specifying the (H k (W, h), H k (W, h))-bimodule structure on ∆ c (S(h) W ) and thereby completing the algebraic description of the KZ-functor in this case.
In order to find parameter values c for which ∆ c (S(h) W ) is a tilting module, so that
h N , and show that there is a one-to-one correspondence between the elements of S and the elements of Hom CW (S(h * ) W , Har * ). In Section 5 we identify the elements of this space in the special setting of category O c (Z/n, C), and calculate their liftings to S. It turns out that one of these elements lifts to an isomorphism between ∆ c (S(h) W ) and ∇ c (S(h * ) ⊗ W ) for a good set F of parameter values (see Definition 2.1), thus demonstrating that for these parameter values,
In this section, we work with a general finite complex reflection group W , with reflection representation h, and we specialise to category O c (Z/n, C) from Section 5 onwards. We demonstrate how S is related to Hom CW (S(h * ) W , Har * ) in three steps, beginning by showing that there is a one-to-one correspondence between elements of S and elements of 
follows from induction and restriction that
). We recall from Subsection 2.8 that the action of S(h) ⋊ W on S(h) is given by (f ⊗ w).g = f (w.g), and that S(h) W = S(h)/(S(h).S(h) W <0 ). We therefore have a map φ :
, which is clearly onto, and whose kernel
) by the definition of ϕ, and therefore
, w − 1 w∈W as S(h) ⋊ W -modules, and therefore (4) implies that S is in one-to-one correspondence with the elements of ∇ c (S(h * ) ⊗ W ) that are killed by S(h) W <0 and fixed by all elements of W , as claimed. In order to understand what such elements look like, we go on to find an alternative expression for
Denoting by S(h) ⊛ the elements of S(h) * = Hom C (S(h), C) that are nilpotent with respect to the natural action of h, we then have the following:
There is an isomorphism of vector spaces
with S(h) acting naturally on the first factor, leaving the second factor fixed, and W acting diagonally.
Proof. By the PBW-Theorem (see Subsection 2.2), we have that H c (W, h) = (S(h * ) ⋊ W ) ⊗ C S(h) as an S(h * ) ⋊ W -module, and it is therefore a consequence of induction and restriction that the maps defined by
for all y ∈ S(h) and all b ∈ S(h * ) ⋊ W , provide mutually inverse isomorphisms between
. It is furthermore easy to see that these maps restrict to an isomorphism between Hom
ln denotes the elements of the space Hom C (S(h), S(h * ) ⊗ W ) that are locally nilpotent with respect to the natural action of h. This isomorphism gives Hom C (S(h), S(h * ) ⊗ W ) ln the structure of an S(h) ⋊ W -module, with S(h) acting naturally, and W acting diagonally in the sense that (w.f )(y) = w.f (w −1 .y) for all w ∈ W , y ∈ S(h) and f ∈ Hom C (S(h), S(h * ) ⊗ W ) ln . Next, let B be a homogeneous basis for S(h). Observe that an element f ∈ S(h) * is contained in S(h) ⊛ if and only if there exists an integer n such that f (S(h) >n ) = 0. As h is finite-dimensional, it therefore follows that the set of dual vectors B ∨ = {v ∨ : v ∈ B} corresponding to B, is a basis for S(h) ⊛ . We define a map α :
observing that only finitely many of the terms in the sum are non-zero. We also define a map β :
We show that α and β are inverse to each other.
and since B ∨ is a basis for
W are isomorphic as vector spaces. This isomorphism gives S(h) ⊛ ⊗ C S(h * ) ⊗ W the structure of a S(h) ⋊ W -module, with S(h) acting naturally on the first factor, leaving the second factor fixed and W acting diagonally. This completes the proof.
In line with Proposition 4.1, we thus want to understand the elements of
and fixed by all elements of W . To this end, we show in the next subsection that these elements of S(h) ⊛ ⊗ C S(h * ) ⊗ W are in one-to-one correspondence with the elements of Hom CW (S(h * ) W , Har * ). First, we make the following observation, which will be needed in Section 5 to identify isomorphisms in S in the setting of category O c (Z/n, C). Proof. We first identify the elements of S(h) ⊛ ⊗ C S(h * ) ⊗ W that are killed by S(h) W <0 . Since S(h) is only acting on the first factor of S(h) ⊛ ⊗ C S(h * ) ⊗ W , it is sufficient to identify the elements of S(h) ⊛ that are killed by S(h) W <0 . Denote these elements by X, and observe that X = {f ∈ S(h) ⊛ : f ((S(h).S(h) W <0 )) = 0} is a W -submodule of S(h) ⊛ . We recall from Subsection 2.9 that we have a decomposition S(h) = (S(h).S(h) W <0 ) ⊕ Har of S(h) as a W -module, where Har denotes the set of harmonic polynomials in S(h). The maps X → Har * , f → f | Har and Har * → X, g → 0 ⊕ g are readily seen to be inverse to each other, and it is clear that these maps respect the action of W . This means that there is a one-to-one correspondence between elements of that are fixed by W . In order to identify such elements, we recall the definition of the duality −, − : S(h * )× S(h) → C and the Jacobian J ∈ S(h) of W given in Subsection 2.9. In terms of these notions, it is proved in Theorem 4.25(2) of [Bro] that there is an isomorphism of Wmodules S(h * ) 
and it is easy to check that it is a W -module homomorphism. Furthermore, if we let B denote a basis for S(h * ) W and let B ∨ = {v ∨ : v ∈ B} be the corresponding dual basis of In the next section, we analyse the correspondence of Theorem A in the setting of category O c (Z/n, C), to find a set of parameter values c for which we have that P KZ ∼ = ∆ c (S(h) W ).
P KZ in category O c (Z/n, C)
In this section, we show that P KZ ∼ = ∆ c (S(h) W ) in category O c (Z/n, C) for a good set F of parameter values c. We do this by using the results from Section 4 to find an isomorphism in S = Hom Hc(W,h) (∆ c (S(h) W ), ∇ c (S(h * ) ⊗ W )) in the setting of category O c (Z/n, C). Specifically, we describe the set Hom CW (S(h * ) W , Har * ), and compute the lifting of its elements to the module M := S(h) ⊛ ⊗ C S(h * ) ⊗ W . As described in Proposition 4.3, the lifting of such an element to S is an isomorphism, if and only if the lifting of the same element to M generates M as an H c (Z/n, C)-module. In order to determine for which parameter values c there exists an element of Hom CW (S(h * ) W , Har * ) that lifts to an isomorphism in S, we therefore need to understand the action of H c (W, h) on M . The action of the subalgebra S(h) ⋊ W on M was determined in Proposition 4.2, and the action of S(h * ) that M inherits from ∇ c (S(h * ) ⊗ W ) is computed in Proposition 5.5. It turns out that in the setting of category O c (Z/n, C), it is enough to study the lifting of a single distinguished element of Hom CW (S(h * ) W , Har * ), and that the question for which parameter values c this lifting is an isomorphism in S reduces to determining for which values of the parameter c a certain family of matrices are all non-singular.
We start by describing Hom CW (S(h * ) W , Har * ), and calculate the liftings of its elements to M = S(h) ⊛ ⊗ C S(h * ) ⊗ W in the setting of category O c (Z/n, C).
Lifting elements of Hom
Recall from Subsection 2.9 that S(h * ).S(h * ) W >0 = x n and Har = Span C {ξ i : 0 ≤ i ≤ n − 1}. Let {(ξ i ) * : 0 ≤ i ≤ n − 1} be the dual basis of Har * corresponding to the basis {ξ i : 0 ≤ i ≤ n − 1} of Har, and for every y ∈ S(h * ), letȳ = y + x n ∈ S(h * ) W . 
Proof. As graded Z/n-modules, both S(h * ) W and Har * are concentrated in degrees between 0 and n − 1. As both (S(h * ) W ) i and (Har * ) i are isomorphic to E i as Z/n-modules for 0 ≤ i ≤ n − 1 (cf. Section 2.3), the result follows.
Next, we lift the ψ i ∈ Hom CW (S(h * ) W , Har * ) to the module M = S(h) ⊛ ⊗ C S(h * ) ⊗ W by analysing the isomorphism of Propositions 4.4. We denote by B ∨ = {(ξ i ) ∨ : i ∈ N} the set of dual vectors in S(h) * corresponding to the basis B = {ξ i : i ∈ N} of S(h). Observe that B ∨ is a basis for S(h) ⊛ .
Proposition 5.2. The element
It was seen in the proof of Proposition 4.4 that, if we let {(x j ) ∨ : 0 ≤ j ≤ n − 1} be the dual basis of S(h * ) * W corresponding to the basis {x j : 0 ≤ j ≤ n − 1} of S(h * ) W , then ψ i lifts to the element
Next, we lift this element to Har * ⊗ C S(h * ) ⊗ W . This amounts to finding the preimage of (x i ) ∨ under the isomorphism φ defined in (5). Since it was seen in Subsection 2.9 that the Jacobian J = ξ n−1 , it follows that φ −1 ((
Recalling from Subsection 2.9 how −, − behaves with respect to a basis and its dual basis, we see that this forces
Hence, the element in (6), and thus ψ i , lifts to the element
Z/n >0 = ξ n . Therefore, the decomposition S(h) = (S(h).S(h) W >0 ) ⊕ Har together with the discussion at the beginning of the proof Proposition 4.4 implies that the element (ξ i ) * of Har * lifts to the element (ξ i ) ∨ in S(h) ⊛ . It follows that the element of (7), and hence ψ i , lifts to the element
This completes the proof. We make the following definition in order to simplify the notation.
Definition 5.1.
(i) For i, j ≥ 0 we define
(ii) For t = (t 0 , t 1 , . . . , t n−1 ) ∈ C n , we let
We want to understand for which parameter values c there exists an n-tuple t such that ψ M c,t generates M as an H c (Z/n, C)-module. In order to do this we need to understand the action of H c (Z/n, C) on M . We begin by noting the following.
Proposition 5.3. A basis for
Furthermore, M is concentrated in degrees greater than or equal to 1 − n, and for each k ≥ 1 − n, {v i,j : i ≥ 0, 0 ≤ j ≤ n − 1, i + j = k + (n − 1)} is a basis for the kth graded component M k of M . In particular
Proof. As ξ has degree −1, the space S(h) ⊛ = C[ξ] ⊛ is concentrated in non-negative degrees, and as x has degree 1, S(h * ) W = C[x]/ x n is concentrated in degrees between 0 and n − 1. Since det
h n − 1 , the claim then follows easily. We proceed to describe the action of H c (Z/n, C) on this basis.
The action of H
It was noted in that proposition that S(h) acts naturally on the first factor of M , leaving the second factor fixed, and that W acts diagonally. In order to translate the action of S(h * ) on ∇ c (S(h * ) ⊗ W ) to M , we will need the following result. Recall the definition of the idempotents ε i from Subsection 2.3.
Proposition 5.4. The following holds in H c (Z/n, C):
(i) For all i ∈ Z we have that ξε i = ε i−1 ξ.
(ii) For all j ≥ 0 we have that
Proof. Suppose that i ∈ Z. As w −1 ξw = w −1 .ξ so that ξw = det −1 (w)wξ, it follows that
which proves (i). We prove part (ii) by induction on j ≥ 0. It is clearly true for j = 0 (we let ξ −1 = 0), and it follows from (1), (2) and the fact that c i = nk i that it holds for j = 1. Suppose that the claim holds true for some j ≥ 1. Then,
where equation (8) follows from our inductive hypothesis, equation (9) follows from our inductive hypothesis and part (i), and equation (10) follows from the fact that ε k = ε l and c k = c l whenever k ≡ l (mod n). The claim thus follows by induction, and this completes the proof.
With the help of this result, we are now able to compute the action of 
where we let v −1,j = 0.
Proof. It was seen in Proposition 4.2 that S(h) = C[ξ] acts naturally on the first factor of
, leaving the second factor fixed, and that W = Z/n acts diagonally, and this gives the action of ξ and s. For the action of x, let
⊗ W denote the isomorphisms described in the proof of Proposition 4.2. The action of
ln , in accordance with the composition of these isomorphisms. Using the definitions of φ 1 and φ 2 , we therefore have that for i ≥ 0 and 0 ≤ j ≤ n − 1,
where equation (11) follows from Proposition 5.4(ii), and equation (12) follows from the fact that Span C {x j ⊗ 1} is isomorphic to E j+1 as a C(Z/n)-module, and hence is fixed by ε j+1 and killed by the other ε l (see Subsection 2.3). This completes the proof.
We see from Proposition 5.5 that the action of x on M depends on the values of the parameters c. We now go on to determine for which values of c one of the elements ψ M c,t generates M as an H c (Z/n, C)-module.
5.3.
A criterion for when ψ M c,t generates M . In this section we describe how whether ψ M c,t generates M as an H c (Z/n, C)-module is equivalent to whether a family of matrices, whose entries are expressions in the coordinates of c and t, are all non-singular. We begin by making the following definition:
We will generally just write M c,t for M c,t (Z/n, C).
as a vector space by the PBW Theorem, it follows that M c,t is spanned by vectors of the form (x i wξ j ).ψ M c,t , where w ∈ Z/n. Now,
where the last equality follows from the fact that ψ M c,t ∈ M W , that is, it is fixed by all elements of Z/n. Hence M c,t = Span C {x i ξ j .ψ M c,t : i ≥ 0, 0 ≤ j ≤ n − 1}, and as x has degree 1, ξ has degree −1, ψ M c,t has degree 0 and M is concentrated in degrees ≥ 1 − n, the rest of the claim then follows.
This result lets us formulate a criterion for when ψ M c,t generates M as an H c (Z/n, C)-module, in terms of the action of x on the graded components of M .
Proposition 5.7.
(i) If t n−1 = 0, the element ψ M c,t generates M as an H c (Z/n, C)-module if and only if
(ii) If t n−1 = 0, then ψ M c,t does not generates M as an H c (Z/n, C)-module. Proof. Assume first that t n−1 = 0 and that (13) holds. We will prove that (M c,t ) k = M k for all k ≥ 1−n by induction. For the base step k = 1−n, observe that ξ n−1 .ψ M c,t = t n−1 (n−1)! .v 0,0 . Hence it follows from Propositions 5.3 and 5.6 that (M c,t ) 1−n = Span C {v 0,0 } = M 1−n . Next assume that 1 − n ≤ k < 0 and that (M c,t ) k = M k . It then follows from Proposition 5.6, and our assumption that (13) holds, that
Then it again follows from Proposition 5.6(ii), and our assumption that (13) holds, that
Hence it follows by induction that (M c,t ) k = M k for all k ≥ 1 − n, so that M c,t = M , and ψ M c,t generates M as an H c (Z/n, C)-module. For the converse, assume that (13) does not hold. Then either
for some k ≥ 0. In the first case we have that, according to Proposition 5.6,
and, similarly, in the second case we have that
In either case M c,t = M , so that ψ M c,t does not generate M as an H c (Z/n, C)-module. This completes the proof of (i). Next assume that t n−1 = 0. Then, according to Propositions 5.3 and 5.6, we have that
Therefore M c,t = M , which means that ψ M c,t does not generate M as an H c (Z/n, C)-module. This completes the proof.
With the help of Proposition 5.7, we can formulate a criterion for when ψ M c,t generates M as an H c (Z/n, C)-module in terms of the non-singularity of a set of matrices, whose entries are expressions in the coordinates of c and t. In order to simplify the notation of the following result, we make the following definition:
We then have the following:
given by first multiplying by x and then projecting onto
with respect to the basis {v k+n−1,0 , v k+n−2,1 , . . . , v 0,k+n−1 } of M k and the basis
with respect to the basis {v k+n−1,0 , v k+n−2,1 , . . . , v k,n−1 } of M k and to the basis
Proof. Assume that 1 − n ≤ k ≤ 0. We know from Proposition 5.3 that M k has a basis {v n+k−1,0 , v n+k−2,1 , . . . , v 1,n+k−2 , v 0,n+k−1 }. Since t n−1 = 0, the coefficient of
is non-zero, and therefore {ξ −k .ψ M c,t , v n+k−2,1 , . . . , v 1,n+k−2 , v 0,n+k−1 } is a basis for M k as well, which proves (i). For part (ii), assume that 1 − n ≤ k < 0. We see from Proposition 5.5 that for 0 ≤ i ≤ k + n − 1 we have that
For 1 ≤ i ≤ k + n − 1, this gives the last n + k − 1 columns of F c,t k . When i = 0, we observe that equation (14), with k + 1 in place of k, implies that
which gives the first column of F Proof. Let c ∈ C n with c n = 0 (cf. end of Subsection 2.3) and let 1 − n ≤ k < 0. We see from Proposition 5.8 (ii) that when t = (0, 0, . . . , 0, 1), the matrix F c,t k is upper-triangular with all its diagonal entries equal to 1, which completes the proof.
We go on to study the matrices D c,t k . As they are lower triangular, they are invertible exactly when all the diagonal entries are non-zero. This allows us to find a simple criterion for determining when all the matrices D c,t k are non-singular. 
Proof. First, assume that 1 ≤ i, j ≤ n are integers such that c i − c j ≡ j − i (mod n) but c i − c j = j − i. Possibly interchanging i and j, we can assume that c i − c j < 0, so that
We show that this implies that D c,t k is singular. Since
Therefore, as D c,t k is lower triangular, it follows that D c,t k is singular. Conversely, assume there exists an integer k ≥ 0 such that D c,t k is singular. Then, one of its diagonal entries must be zero, so that there exists an integer 1 ≤ j ≤ n such that (n+k+1)−j +∆ k+1,j = 0. Let 1 ≤ i ≤ n be such that i ≡ k + 1 (mod n). Then
In light of this claim, we make the following definition.
Definition 5.4. We define F to be the subset of C n such that c = (c 1 , c 2 , . . . , c n ) ∈ F if c n = 0 and for all 1 ≤ i, j ≤ n we have that whenever
Combining Corollaries 2.5 and 2.8, Proposition 4.3, Corollary 5.9 and Propositions 5.10 and 5.11, we thus obtain the following:
Proposition 5.12. We have that
Proof. Suppose that c ∈ F and let t = (0, 0, . . . , 0, 1). Then the matrices D c,t k and F c,t k are all non-singular by Propositions 5.10 and 5.11. Therefore, the element ψ M c,t ∈ M = S(h) ⊛ ⊗ C S(h * ) ⊗ W generates M as an H c (Z/n, C)-module by Corollary 5.9. Hence, the element ψ t ∈ Hom CW (S(h * ) W , Har * ) corresponds to an isomorphism in the space
is a tilting module, and it follows from Corollaries 2.5 and 2.8 that P KZ ∼ = ∆ c (S(h) W ) in category O c (Z/n, C), which completes the proof.
Next, we observe that the set F of parameter values is good in the sense of Definition 2.1 (recall that c i = nk i ).
Proposition 5.13. For every c = (c 1 , c 2 , . . . , c n ) ∈ C n with c n = 0, there exists
Proof. Let c = (c 1 , c 2 , . . . , c n ) ∈ C n with c n = 0. We introduce an equivalence relation on {1, . . . , n} by declaring that i ∼ j if c i − c j ≡ j − i (mod n). 
where the last equality follows from the fact that
. . , c ′ n ), and this completes the proof. Taken together, Propositions 5.12 and 5.13 give the main result of this section:
There is a good set of parameter values F such that P KZ ∼ = ∆ c (S(h) W ) in category O c (Z/n, C) when c ∈ F, where F consists of those parameters c which satisfy
We will see in the next section that P KZ ∼ = ∆ c (S(h) W ) in category O c (Z/n, C) if and only if c ∈ F.
The endomorphism ring of ∆ c (S(h) W )
We saw in the last section that there exists a good set F of parameter values c for which
In this section, we will show that this is best possible, in the sense that P KZ is not isomorphic to ∆ c (S(h) W ) for parameter values c outside of F. We will demonstrate this by examining the endomorphism rings of P KZ and ∆ c (S(h) W ).
6.1. The endomorphism ring of P KZ . We begin by noting the following result:
Proposition 6.1. The dimension of the endomorphism ring of P KZ satisfies dim(End Hc(Z/n,C) (P KZ )) = n for all parameter values c.
Proof. This is a consequence of the decomposition P KZ = E∈Irr(W ) dim(KZ(L(E)))P (E) and is proved as part of Proposition 5.15 in [GGOR] .
We proceed to show that the dimension of End Hc(Z/n,C) (∆ c (S(h) W )) is n exactly when c ∈ F.
The correspondence between End
Proposition 6.2. There is a linear one-to-one correspondence between the elements of End Hc(Z/n,C) (∆ c (S(h) W )) and the elements of ∆ c (S(h) W ) that are killed by S(h) W <0 and fixed by W . In particular, dim(End
.y = 0 and w.y = y for all w ∈ W }. Proof. As ∆ c (S(h) W ) = H c (Z/n, C) ⊗ S(h)⋊W S(h) W , it follows from induction and restriction that End Hc(Z/n,C) (∆ c (S(h) W )) ∼ = Hom S(h)⋊W (S(h) W , ∆ c (S(h) W )). Now, it was seen in the proof of Proposition 4.1 that
) is a linear isomorphism between Hom S(h)⋊W (S(h) W , ∆ c (S(h) W )) and ∆ c (S(h) W ) • and this completes the proof.
/ ξ n as a vector space, so that ∆ c (S(h) W ) has a basis given by {v i,j = x i ⊗ξ j : i ≥ 0, 0 ≤ j ≤ n − 1}, whereξ = ξ + ξ n . In order to determine for which parameter values c the dimension of ∆ c (S(h) W ) • is n, we calculate the action of the generators x, s and ξ of H c (Z/n, C) on this basis. Proposition 6.3. The action of the generators x, s and ξ of H c (Z/n, C) on the basis
Proof. The action of x and s on the basis follows immediately from the definitions. We prove the action of ξ by induction on i. The statement is clearly true when i = 0. To prove it also holds for i > 0, observe that (1), (2) and the fact that c r = nk r implies that [ξ, x] = 1 + n−1 k=0 (c k+1 − c k )ε k , and recall from Subsection 2.3 that ε k fixes the simple Z/n-module E l if k ≡ l (mod n) and kills it otherwise. As C.v i,j ∼ = E i−j as a Z/n-module, it therefore follows that for i > 0,
from which the claim follows by induction.
We now show that whether the dimension of the endomorphism ring of ∆ c (S(h) W ) is n is determined by whether ∆ c (S(h) W ) • contains any non-zero homogeneous elements having degree a positive multiple of n.
Proof. It is clear that
.y = 0 and w.y = y for all w ∈ W } = {y ∈ ∆ c (S(h) W ) : ξ n .y = 0 and s.y = y}, and that it is a homogeneous subspace of ∆ c (S(h) W ). Furthermore it is clear from (15) that the generator s of Z/n acts on ∆ c (S(h) W ) i by multiplication by q −i . This implies that ∆ c (S(h) W ) • is concentrated in degrees divisible by n. Next, ∆ c (S(h) W ) is concentrated in degrees greater than or equal to 1 − n, and since ξ sits in degree −1, it follows that
We go on to show that ∆ c (S(h) W ) • is concentrated in degree zero precisely for parameter values c ∈ F. Recall the notation ∆ i,j = c i − c j from Definition 5.3.
Proposition 6.5.
(i) For each k ∈ Z >0 and for each 0 ≤ i ≤ n − 1 we have that
where
Proof. Let k ∈ Z >0 and 0 ≤ i ≤ n − 1. Using (15), an easy induction argument shows that for 1 ≤ r ≤ n,
∈ Span C {v (kn−r)+j,j : i < j ≤ n − 1}, and this proves (i). It follows that the matrix of (ξ n ) * k with respect to the bases {v kn+i,i : 0 ≤ i ≤ n − 1} and
n respectively is lower triangular with its ith diagonal entry equal to
which proves (ii).
Combining Propositions 6.4 and 6.5 gives the following: Proof. It was seen in Proposition 5.12 that P KZ ∼ = ∆ c (S(h) W ) when c ∈ F. Furthermore, we see from Propositions 6.1 and 6.6 that if c / ∈ F, then the endomorphism rings of P KZ and ∆ c (S(h) W ) have different dimensions, so that necessarily P KZ ∼ = ∆ c (S(h) W ). This completes the proof.
In the next section, we will complete the algebraic description of the KZ-functor when c ∈ F by determining the action of the the Hecke algebra H c (W, h)) on ∆ c (S(h) W ).
commutative by (17), can be considered as homomorphisms into End H R ′ c (Z/n,C) (P R ′ KZ ) and End H K ′ c (Z/n,C) (P K ′ KZ ) respectively. In order to relate the maps φ, φ R ′ and φ K ′ or equivalently the modules P KZ , P R ′ KZ and P K ′ KZ , we need the following lemma:
Lemma 7.1. For every projective module P and every ∆-filtered module M in category O R ′ c (Z/n, C), the homomorphisms
Proof. We start with θ P,M . Observe that there is a surjective map of R ′ -algebras π :
where φ is induced by ψ • π P as π M is onto, P is projective and all the modules live in category O R ′ c (Z/n, C). It follows that θ P,M (1 ⊗ φ) = ψ and hence that θ P,M is surjective. Next, by Theorem 4.24 and the remark before Corollary 4.26 of [Ari] , we have that
As P is projective, it is ∆-filtered and therefore free as an R ′ -module. It follows that every map of
As these spaces are finite-dimensional and θ P,M is surjective, it follows that it is an isomorphism. As for τ P,M , since P is finitely generated as an
, then there exists r ∈ R ′ such that (rψ)(P ) ⊆ M (as P and M are free as R ′ -modules, they embed into K ′ ⊗ R ′ P and K ′ ⊗ R ′ M respectively), and it is straight-forward to check that the map that takes ψ to (1/r) ⊗ (rψ) is independent of r and an inverse to τ P,M which completes the proof. Now, by Theorem 5.13 of [GGOR] (with R ′ in place of R), there is a commutative diagram
This diagram implies that, for M an object of category O
as
as H c (W, h)-modules, where (20) and (21) follow from Lemma 7.1 (observe that since
(Z/n, C), it follows by the Yoneda lemma that as an (
KZ . This is equivalent to that
A description of the map φ R ′ therefore immediately gives a description of the map φ. In order to describe φ R ′ , we will construct a map ψ R ′ :
The reason for this approach is that category O K ′ c (Z/n, C) is semisimple, which will be key to showing that
In order to construct the map ψ R ′ , we first need a description of P R ′ KZ and P K ′ KZ . For c ∈ F, Theorem B implies an analogous description to that over C, in terms of the coinvariant algebra: such that (R ′ /m ′ ) ⊗ R ′ Ω is an isomorphism. We want to show that Ω is an isomorphism as well. By Corollary 2.8 of [GGOR] , category O R ′ c (Z/n, C) has a progenerator Q R ′ and with Γ R ′ = End H R ′ c (Z/n,C) (Q R ′ ) opp there is the standard equivalence Since F R ′ is an equivalence, it is enough to prove that F R ′ (Ω) is an isomorphism, and as Γ R ′ is a finite-rank R ′ -module, F R ′ (P R ′ KZ ) and F R ′ (∆(R ′ ⊗ C S(h) W )) are finitely generated as R ′ -modules, and so it is sufficient by Nakayama's Lemma to prove that (R ′ /m ′ )⊗ R ′ F R ′ (Ω) is an isomorphism. It follows from Lemma 7.1 that we have a commutative diagram
and this completes the proof that
, this concludes the proof of the claim.
We proceed to construct the map ψ R ′ .
7.4. The construction of the map ψ R ′ . In this subsection, we construct the homomorphism ψ R ′ : H R ′ c (Z/n, C) ∼ −→ End H R ′ c (Z/n,C) (∆ c (R ′ ⊗ C S(h) W )). This is done by identifying an element of End H R ′ c (Z/n,C) (∆ c (R ′ ⊗ C S(h) W )) that is annihilated by the polynomial n j=1 (T − q −j .q ′ −1 j ) giving the defining relation of H R ′ c (Z/n, C) in (17). To this end, we recall from Subsection 2.3 the element eu = eu C − z of H R ′ c (Z/n, C) which gives it its inner grading, and that eu = xξ − n−1 i=1 c R ′ i ε i = xξ − n−1 i=1 z i ε i . The element eu acts on ∆ c (R ′ ⊗ C S(h) W ) by multiplication, and since it sits in the degree zero component of H R ′ c (Z/n, C), it preserves the graded components of ∆ c (R ′ ⊗ C S(h) W ). Proposition 6.3 easily generalises (with {v i,j = x i ⊗ξ j : i ≥ 0, 0 ≤ j ≤ n − 1} an R ′ -basis rather than a C-basis) from ∆ c (S(h) W ) to ∆ c (R ′ ⊗ C S(h) W ) giving the following: Proposition 7.3.
(i) For k ≥ 0, the action of eu on ∆ c (R ′ ⊗ C S(h) W ) k with respect to the R ′ -basis {v k+(n−1),n−1 , v k+(n−2),n−2 , . . . , v k,0 } is given by the n × n-matrix Proof. Proposition 6.3, applied over R ′ , implies that, using the notation of Subsection 2.3, R ′ .v i,j ∼ = R ′ ⊗ C E i−j as a Z/n-module. Therefore, as a Z/n-module, ∆ c (R ′ ⊗ C S(h) W ) k is a direct sum of R ′ ⊗ C E k 's. Since E k is fixed by ε k and killed by all the other ε l , it follows that n−1 i=1 z i ε i acts on ∆ c (R ′ ⊗ C S(h) W ) k by multiplication by z k . The claim is then a direct consequence of equation (15) (recalling that c R ′ k = z k ).
We now introduce the element of End H R ′ c (Z/n,C) (∆ c (R ′ ⊗ C S(h) W )) which we will use to construct the map ψ R ′ . We let η := s.exp( 2πi n eu). This is not well-defined as an element of H R ′ c (Z/n, C), but we will see that it is well-defined as an element of End H R ′ c (Z/n,C) (∆ c (R ′ ⊗ C S(h) W )) and that it is annihilated by n j=1 (T − q −j .q ′ −1 j ). (iii) η is an element of End H R ′ c (Z/n,C) (∆ c (R ′ ⊗ C S(h) W )). Proof. In light of Proposition 7.3, we need to define the exponential of a square matrix with entries in R ′ . Suppose that M = ((f ij , U ij )) ∈ Mat l×l (R ′ ) where U ij is some open set containing (c 1 , . . . , c n−1 ) and f ij : U ij → C is holomorphic. Let W be an open set containing (c 1 , . . . , c n−1 ) such that W is compact and W ⊂ U i,j . Restricting the f i,j to W , we can think of them as elements of B = C(W , C), the Banach algebra of continuous functions from W to C. M can then be considered as an element of the Banach algebra Mat l×l (B). As exponentials are well defined in the setting of Banach algebras, we can define N = exp(M ) = (g ij ) as an element of Mat l×l (B). Since W is compact, the convergence of every entry of the matrix is uniform. In particular, the convergence is uniform on W . As the uniform limit of holomorphic functions is again holomorphic, each (g ij , W ) ∈ R ′ , so we can let exp(M ) = ((g ij , W )) ∈ Mat l×l (R ′ ) and it is clear that this definition is independent of the particular representatives (f ij , U ij ) above. We can therefore take the exponentials of the matrices of Proposition 7.3 to see that s.exp( 2πi n eu| ∆c(R ′ ⊗ C S(h) W ) k ) is well-defined for all integers k, and therefore that η := s.exp( 2πi n eu) is well-defined as an element of End R ′ (∆ c (R ′ ⊗ C S(h) W )).
With respect to the R ′ -basis of ∆ c (R ′ ⊗ C S(h) W ) k specified in Proposition 7.3, the matrix of exp( 2πi n eu)| ∆c(R ′ ⊗ C S(h) W ) k is upper triangular, with jth diagonal entry equal to exp( 2πi n (k+(n−j)−z j )) = q k−j q ′ −1 j . As ∆ c (R ′ ⊗ C S(h) W ) k is isomorphic to a direct sum of R ′ ⊗ C E k 's as a Z/n-module, it follows that s acts on ∆ c (R ′ ⊗ C S(h) W ) k by multiplication by q −k , and therefore, the matrix of η| ∆c(R ′ ⊗ C S(h) W ) k is upper triangular, with jth diagonal
