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1. INTRODUCTION 
Let C be a class of all continuous functions from C--r, 0] into R”. For 
6~ C, we define the norm 
where 1.1 is any convenient norm on R”. Clearly C is a Banach space. Let 
L(t, 6) and f(t, 6) be continuous mappings from [a, b] x C -+ R”, and for 
each t E [a, 61 let L(t, 6) be a bounded linear operator from C into R”. For 
any continuous function z(t) defined on [a - Y, b], let z, denote the element 
in C defined by z,(0) = z(t + 0), 9 E [ -Y, 01, t E [a, b]. 
We shall now consider the two point boundary value problem 
-2(t) = Uf, x,) +.A& XI), tECa,bl (1.1) 
Mx,+Nxb=t), $EC (1.2) 
where M and N are bounded linear operators on C. In this paper, we are 
mainly concerned with the question of existence and uniqueness of 
solutions of the nonlinear functional differential equation (1.1) subjected to 
nonhomogeneous linear boundary conditions (1.2). A linear version of this 
problem was posed by Cooke [Z] and the results concerning this case may 
be found in Hale [6]. A nonlinear problem of this type has been discussed 
by Fennel and Waltman [4] and Waltman and Wong [ 111, among others. 
We shall consider in this paper a larger class of nonlinear perturbation 
functional f( 1, x,) in ( 1.1) and adopt an entirely different technique so as to 
include and improve some of the earlier results (see [4, 111) on the 
existence and uniqueness of solutions of (1.1 ), (1.2). The main tools are the 
concept of local spectrum (see [S-J), the shooting method (that is, finding 
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an initial function $ E C such that the corresponding unique solution of 
(1.1) also satisfies boundary condition (1.2) (cf. [l] or [lo]) and degree 
theory (cf. [7]). Section 2 is devoted to the preliminaries and basic lem- 
mas. Section 3 contains the main theorems on the existence and uniqueness 
of solutions of (l.l), (1.2). We shall also discuss in Section 3 some impor- 
tant special cases where the linear term L( t, x,) in (1.1) ceases to be 
functionally dependent (that is, L(t, x,) = A(t) x(t)). Some examples are 
given in Section 4 to illustrate the results. 
2. HYPOTHESES AND BASIC LEMMAS 
Let L(t, 6) be a continuous linear mapping from [a, b] x C into R” and 
f(t, 3) be a continuous nonlinear mapping from [a, b] x C into R”. We 
shall first give an account of the basic hypotheses on the functions L(r, $) 
and f( t, 4). Assume that: 
(H, ) there exists a function I E L, [a, b] such that 
IUt, $>I G 42) II&7 tE[a,b],&C; (2-l) 
(HZ) there exists a continuous function K(t) for c1< t < b such that 
MC $11 <K(f) dIIiJIlc)~ t~[u,b],&C (2.2) 
where g E C(R+, R+ ), g(0) = 0 and g(u) is nondecreasing in U. Moreover, 
o(q) = ja (&/g(t)) is divergent for q > 0; 
(H3) f(t, 6) maps closed bounded subsets of [a, b] x C into bounded 
sets in R” and satisfies 
uniformly in t E [a, b]. 
Remark 2.1. If g in (2.2) is given by g(u) = Mu”, 0 <a < 1, M> 0, then 
(H3) holds. If g = MU’, 1 f a < co, M> 0, then (HZ) holds but not (H,). In 
the former case j; (&/g(t)) (q > 0) is convergent and therefore we cannot 
conclude that the Lipschitz condition 
If(c G-f(~~ &,I ~~ll31-azll~~ M>O,O<a<l 
implies uniqueness. However, in the latter case, 1; (&/g(t)) (q > 0) is 
divergent and hence the hypothesis (HZ) with (2.2) replaced by 
Lot9 6lkm &,I <K(t) dl& -&II.) 
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and (H 1) imply the existence and uniqueness of solutions of (1.1) with 
initial function x, = b 15 C for all t E [a, h]. 
DEFINITION 2.1. The function f(t, 6) is said to be quasi-bounded if 
f: [a, h] x C -+ R” maps closed bounded subsets of [a, b] x C into bounded 
sets in R” and satisfies 
lim supZ+< +co, 
IlfPll c
uniformly in f E [a, h]. 
Il6llc- = 
It should be noted that hypothesis (H,) is a special case of the quasi- 
boundedness property on f( t, $) wheras this property on f( t, 6) is included 
in hypothesis (H,) with g(u)=pu, where p is any positive constant. 
Waltman and Wong have proved an existence theorem (see [ 11, Theorem 
(3.1)]) for the boundary value problem (l.l), (1.2) with (H,) onf(t,$). 
We shall consider (l.l), (1.2) with (HZ) on f(t, &, sufficiently general to 
include some of the recent results (see [4, 111) as special cases. 
We shall now introduce the concept of local spectrum (spectrum at a 
point) for a continuous map F: C -+ C defined on an open set U of the 
Banach space C. For simplicity, let 0 E U and F(O) = 0. Then the set 
Q,(F)= itk:liminf”@~$6)“c=O} 
i 6-O c 
where k is the field of scalars, is called the spectrum at the point zero of F. 
In particular, if F: C -+ C is Frechet differentiable at zero and if F(0) is the 
corresponding Frtchet derivative, then Q,(F) = Q,(F(O)). Moreover if 
L: C + C is bounded, linear and compact, then O,(L) = a(L), from which 
one can conclude that in this special case, the local spectrum coincides with 
the usual spectrum o(L). 
DEFINITION 2.2. The map F: U+ C is said to be quasi-bounded at a 
point $ E U if there exist A > 0 and E > 0 such that 
II~~~+ICI~-~~~~ll.~~II~II~ (2.3) 
for all JE B(E) = {JE C: IIJljc< E}. 
The inlinum of all A > 0 such that the inequality (2.3) which holds for 
some E > 0 is called the quasi-norm of F at I$ and is denoted by [FIti. More 
precisely, 
IFIa=limsup IIF($+IL)-W& 
6-0 ll& . 
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Let QO( C) be the set of all maps F quasi-bounded at 0 with F(0) = 0. We 
use the following lemmas in our subsequent discussion. 
LEMMA 2.1 ([S]). Let UcCbeanopensetandOEU. LetF:U+Cbe 
compact and limsu~6,~(llF($)Jldll~().)< +co. Then G+,(F) is compact. 
Moreover, if I belongs to an unbounded component of k - Q,(F), then there 
exists a neighbourhood V of 0 such that @-- F(J) = I,!J has a solution for any 
*E v. 
For simplicity we shall use hereafter 4 for both an element in C as well 
as an initial function in C. 
Let FE QO( C) be compact and J. E k - g,(F). Assume that A # 0. From 
the definition of a local spectrum, it follows immediately that 0 is an 
isolated solution of the equation @ - F(4) = 0, i.e., there exists a p > 0 such 
that @#F(4) for all 4 such that 0 c jl~llc.< p. This implies that for any 
open neighbourhood U of 0 contained in B(p) = (4 E C: II+511 c < p } the 
degree, deg(iZ- F, U, 0) is defined (see [S]). By deg(lZ- F, U, 0) we mean 
the Leray-Schauder degree of the compact vector tield I- ;l-‘F if A # 0. 
By the excision property of the degree, deg(lZ- F, U, 0) does not depend 
upon U provided that U is a small enough open neighbourhood of 0. In 
view of this, we shall write deg,(AZ- F) instead of deg(AZ- F, U, 0). 
The following results are useful in our subsequent discussion. 
LEMMA 2.2 ([S]). Let FE Q,,(C) be compact. Zf 1 E k is such that 
111 > / FI 0, then deg,(AZ- F) is defined and different from zero. Moreover, 
the operator equation @-F(4) = $ has a solution for any I/I E V, a 
neighbourhood of 0. 
Let FE Q,(C). Define 
d,(F) = SF i;fp. 
C 
THEOREM 2.1. Let BE QO(C) be compact and A be a strict contraction on 
C (i.e., for any 4,) dz E C, there exists a y (0 < y < 1) such that 
lIA~,-A~211c<rII~1-~zllo) with A(O)=O. Zf AEk is such that 
I BI 0 < \,I\- y, then deg,(lZ- A - B) is defined and different from zero and 
moreover AZ- A - B maps a neighbourhood of 0 onto a neighbourhood of 0. 
Proof From 
d,,(ll-A-B)=liminf”~~-~~l-B4’~c, 
(-0 C 
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it follows that 
II/---- 
= 111 -y- IBI,>O 
and hence deg,(lZ- A - B) is defined. Since the degree of the map x + Ax 
(A # 0) is either 1 or - 1, to conclude that the deg,(lZ- A - B) is different 
from zero, it is enough if we show that there exists a sufficiently small open 
neighbourhood U of zero such that the homotopy H: U x [0, 11 --) C 
defined by 
satisfies the condition H(q5, t) # 0 for all 4 E 8U and t E [0, 11; this can be 
shown easily by a simple argument. The latter part of the theorem follows 
immediately from the well-known property of degree [7]. 
The following corollary is immediate. 
COROLLARY 2.1. Let BE Q,(C) be compact and A be a strict contraction 
on C with A(0) = 0. Zf IB(,=O, then deg,(Z- A - pB) is defined and dif- 
ferent from zero for any real number ,u and maps a neighbourhood of 0 onto 
a neighbourhood of 0. 
Remark 2.1. Lemmas 2.1 and 2.2, Theorem 2.1 and Corollary 2.1 are 
also valid for a general Banach space. 
LEMMA 2.3 ([S]). Let m, VE C ([a, b]; R+), ge C(R+, R+), g(0) = 0, 
g(u) > 0 for u > 0 be nonalecreasing in u and K be a nonnegative constant. 
Then if the inequality 
’ m(t) < K+ 5 V(s) g(m(s)) k; tE [a, bl n 
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holds, the inequality 
m(t) < w-‘(w(K) + (’ V(s) a!s); t E [a, bl, u 
remains valid as long as w(K) + JS: V(s) ds lies in the domain of definition 
w-l, where the function w is defined by w(u) = S: (dz/g(z)), E > 0, p > 0 and 
w -’ is the inverse mapping of function w. 
LEMMA 2.4. Suppose (H,) holds. Then every solution y(t; u, 4) of the 
linear homogeneous equation 
I’(t) = UC Y,) (2.4) 
with y, = 4 E C satisfies the estimate 
Il~,(~.~,~~l/,dll~ll~exp[~~l(s)ds], tE[a,b]. 
a 
Proof From 
At; a, 4) =4(O) + j’ Us, Y,(., 094) 4 
u 
it follows that 
i.e., 
y(t+8;a,g)=((O)+S’+‘L(S,y~(.;a,d))ds 
u 
HeDce 
Y,(*; a, d)(e) = 40) + ji+’ Us, Y,(.; a7 4)) ds. 
IY,(-; a, #)(@I G IW)l +I’+’ IUs, YA.; a, 4))I ds 
a 
w9+~‘+nl(s) IIY,(.;~,4)llc~. 
(I 
Therefore, we have 
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Now the application of the Gronwall-Ried-Bellman inequality (see [9 J ) 
yields the desired result. 
LEMMA 2.5 ([3]). The solution x(t; a, 4, f) qf (1.1) satisfying x, = d E C 
is given bv 
x(t; 4 4, f) = Y(C 4 4) + j’ Y(C s, f(s, x,) u) 4 for a-rdt<b (2.5) 
0 
where y(t; a, 4) is any solution of (2.4) with y, = 4 and u is an unit step 
function defined as 
u(d) = 0 for -r,<8<0 
= 1 for 6= 0. 
LEMMA 2.6. Let x(t; a, 4, f) and y(t; a, 4) be the solutions of (1.1) and 
(2.4), respectively, with x, = y, = 4. Then the relation 
X,(.;4hf)(w=Y,(~; a, #)(Q + j; Y,(.; s, f(s, x,) u)(e) ds, 
6’ E C-r, 01, r E [a, b] (2.6) 
holds. 
Proof Since x( t; a, 4,O) = y( t; a, d), the equation (2.5) takes the form 
x(t; a, 4, f) = Nt; a, 4, 0) + x(t; a, 0, f) 
where 
x(t; a, 0, f) - lb y(t; s, f(s, x,) u) ds, t E [a, b]. 
Jo 
Therefore, we have 
4. ; 4 4, f)(e) = x,(. ; 4 &O)(e) + x,( . ; a, 0, f)(o) 
where 
(2.7) 
x,(.;a,O,f)(B)~ib’+‘y,(-;s,f(s,x,)u)dF, tE[a,b],eE[-r,O]. 
(2.8) 
From 
f(4 x,) u(e) = 0 for -r<O<O 
=fh x,1 for 8=0 
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and the uniqueness of solutions of (2.4), with y, = Q E C, it follows that 
Y,(.i s> f(S> x,) u)(e) =o for t+tl$s<t, -r<8<0 
and hence 
s ’ Y,(~;~,f(s,~,)~)(e)d~=o for 0~ [-r,O]. t+B 
Therefore, (2.6) follows from (2.8). 
LEMMA 2.7. Suppose (H,) and (Hz) hold. Then the inequality 
11x,(.; a, 4, f)ll c < o-‘(o(M, 11~11 c) + 1’ M&(s) e-E’cT)dT ds) (2.9) 
(1 
holds for t E [a, b], where MO = maxtt rO, b, exp(j: l(s) ds). 
Proof: From (2.6), we have 
4.; 4 4,f )(Q) = Y,(. ; a, 4)(@ + 5’ Y,( . ; s, f(s, x,1 u)(e) ds. 
(1 
Using Lemma 2.4, we obtain 
/1x,(.; a, 4, f)llc< Ilcj(lce~~‘cs)ds+ 
I ’ If(s, x,)1 e@(7)drds. a 
Therefore, (2.2) gives 
Ilx,(-;~,hf)llcd~o 
[ 
Il~llc+~‘~~~)~~~~~~r~drg(Il~~Il~~~~ . a 1 
Thus the application of Lemma 2.3 yields the desired result. 
Let X be the operator on C such that 
(X4)(@= Y,(‘i 4 #)(e)=%(‘; 03 $9 o)(e) (2.10) 
which maps 4 E C into the segment at b of the solution of the initial value 
problems (2.4) with y, = 4, and let S: C + C be an operator defined by 
w)(e) = xd- ; U, 0, f) = 1” Y&; S, f(s, X,) U)(e) ds. (2.11) (I 
LEMMA 2.8. Let (H,) hold. Then operator X defined by (2.10) is a com- 
pletely continuous linear operator on C. 
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Proof: First we show that X is a linear operator on C. For dl, & E C 
and scalars c( and 0, we define z(t) = cly(t; a, 4,) + /?.Y( t; a, &) - 
~(t; a, ~0, + /?&). Obviously z, =O. From the uniqueness of the solution of 
the linear equation (2.4) we obtain z(t) z 0. This proves that X is linear. 
Since the solutions of (2.4) depend continuously on initial conditions (see 
[3]). X is continuous. By the continuity of y(b + 8; a, 4) with respect to all 
the variables in the set 8 E C-r, 01, 4 E B(p), for a given E > 0, we can find a 
6 = d(s) > 0 such that 
for al 0,) 8, E C-r, 0],4 E B(p) whenever (8, - e2( < 6. Then, for 4 E B(p) it 
follows from (2.10) that 
for all 8,, f3,[-r, 01, whenever 10, - 8,( < 6. 
This shows that the set (X4: 4 E B(p)} is an equicontinuous subset of C. 
Further if 4 E B(p), then we have 
This implies that the set (X4: 4 E B(p)} is uniformly bounded in C. Thus 
by an application of the Arzela-Ascoli theorem, the operator X from C 
into C is compact. This proves the lemma. 
LEMMA 2.9. Assume that (H,) and (H,) hold. Then the operator S 
defined by (2.11) is a completely continuous operator on C. 
ProoJ By the continuity of y6( *; s, f(s, x,) u)(e) with respect to all the 
variables in the set 8 E C-r, 01, s E [a, b], 4 E g(p) and in view of 
Lemma 2.8, for a given E > 0, we can find a 6 = 6(s) > 0 such that 
be; S, fh ~,w) wu - Y,(.; S, ft.5 Ox,) wdl <E/w - 4 
for all f3,, &E C-r, 01, s E [a, b], 4 E B(p) whenever IfI - f&l G 6, where 
x,(4) = x3( .; a, 4, f). Then, for 4 E &I) it follows from (2.11) that 
G 
s 
b IYb(‘;s,f(s,X,(~))~)(fjl)-Yb(‘;S,f(S,X,(~))~)(~Z)i de&. 
a 
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This shows that S# E C and the set ($6: 4 E B(p)} is an equicontinuous 
subset of C. Further, if 4 E B(p), then from (2.11) we have 
I(S4)(e)l <lb I.Y,(*; s, f(s, x,(4)) u)(e)1 ds. 
a 
Applying Lemma 2.4, we get 
I(@)(@1 6 jb If(s, x,(d))1 eJ~+“‘(r)dr ds. 0 
Using (2.2) and (2.9), we obtain 
I(@)(Ql G j: K(s) eJf’(+‘g (0-l ( 4Mo I1411c) 
+ M,K(T) e-r:l(p)dp dz 
)) 
ds. (2.12) 
Let ~l(s)=o(M,Il~ll~)+M~S”,K(r)e- 
e-@(P)dp and hence (2.12) gives 
fXp)dp dI’. Then dq/ds = M,K(s) 
(2.13) 
Now set w-‘(q) = 5. Then q = w(r) =s5 (dT/g(z)), dq = dt/g(t) and 
gW’(rtN 4 = g(t)(l/g(t)) 4 = &. 
Therefore, from (2.13), we obtain 
IWM’3l d 6’9’ & = (t(b) - t(a)). 
P 
Hence, 
Il%ll c G 5(b) - 5(a) < a since K(S) e-J:‘(r)d7 ds < co. 
This implies that the set { Sr$: 4 E B(p)} is uniformly bounded in C. Thus, 
an application of the Arzela-Ascoli theorem will provide the compactness 
of the operator S from C into C. We shall now prove that S is continuous 
from C into C. Let (4,) ;” be a sequence in C such that 4, E B(p) and 
lim, _ m 114, - 411 c = 0. Since yb( ’ ; 3, f(s, x,(4)) #) is linear in fi, it follows 
from the continuity off that 
lim Ybk s9f(s9 xs(dn)) d(e)= Ybh sy lim .f(s; xs(&d) u)(o) 
n-cc n-rc.2 
= Yb(-; Sy fh X,(d)) w). 
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Therefore, 
l(S4,,)(@ - (f-+)(e)1 --) 0 as n -+ m for all 6 E [ -r, 01. 
From the equicontinuous property of the sequence { @,}, we thus con- 
clude that 
lim /lSd,-S~$Il~=o uniformly in 8 E [ -r, 0] 
,, 4 a. 
Hence S is continuous. This completes the proof, 
LEMMA 2.10 (Fredholm alternative; see [ 1, p. 3241). Let the operation 
T be linear and completely continuous from C into C. If Q ~0 is the only 
solution of (I + T) 4 = 0, then,for each $ E C there exists a unique $E C such 
that (I+ T) 6 = $. 
LEMMA 2.11. Let (2.1) and (2.2) be satisfied. Zf ~~K(s)~-@(‘)~’ ds= 
Kl(< + a) and lim p+o (g(pVp)=& < +a, then lim sup,,, 
(llWlc/lldllc) is finite. 
Proof: From (2.11), we have 
(s4Ne) = G’ Yb(.i s>fb, x,(4)) u)(~) & Be [-r,O]. 
Therefore, 
tYb(‘; s,f(h X,(d)) U)(@t ds. 
Since yb( .; s, fu) is linear in fu, it follows from Lemma 2.4 that 
I( < 
I 
b 
1lG4lc 0 
if@ x,(#))i eJf+"/(r)di ds, 
IMIC 
OE C-r, 01. 
Using (2.2), we obtain 
qs) e-@(‘)dT g(lIx,(d)ll c &, 
11411 c 
Setting 
(2.14) 
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with M(a)=M,, we get 
and hence the inequality (2.9) gives 
Since g(u) is nondecreasing in U, we have that 
dllxt(4)ll c) d g(Wt) ll~llc) 
G AM, II411 c)
where W = supIE cu, bl M(t), may depend on IIdIlc. 
This, in turn, implies that 
lirn ~~Ilx~~~~llc~ < lirn g’M1 “Al”’ M = K M < fco 
4-o lldllc ---)*O M,/b?Il. l * 2 
where M, = lim, _ o M,( IIcJ~II~) < +co. Hence, from the hypothesis and 
(2.14), the result follows. 
Remark 2.2. The functions g(p) = pep and g(p) = p* are admissible in 
Lemma 2.11. Observe that in Lemma 2.11, if K, = 0, then 
liTs;pp=O. 
C 
3. EXISTENCE AND UNIQUENESS OF SOLUTIONS 
In this section, we shall give sufficient conditions for the existence and 
uniqueness of solutions of the boundary value problem (1.1 ), (1.2). 
THEOREM 3.1. Assume that 
0) W,), W2) hold, 
(ii) lim,,, MP)lP) < a> 
(iii) the operator (M + KY), where M and N are given in (1.2) and X 
by (2.10), has a continuous inverse, and 
(iv) 1 belongs to the unbounded component of k- f2,(I7W), where 
r= (M+ AX-‘. Then the boundary value problem (l.l), (1.2) has at least 
one solution for any Ic/ E V, a neighbourhood of 0. 
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Proof: Define a mapping T: C -+ C by the relation 
(T4)(‘4 = x/d.; a> 4, S)(Q). (3.1) 
Since xh( .; a, I$, f)(0) =x,( .; a, &O)(O) + xh( .; a, 0, f)(0), it follows that 
T-X=S. 
The boundary condition (1.2) together with (3.1) gives 
(M+NT)d=IC/, *EC 
which in turn implies 
(M+NX-N(X-T))#=$, @EC. 
Therefore, it is clear that the solution x(t; a, 4, f) of (1.1) with initial 
function x, = 4 E C also satisfies the boundary condition (1.2) if and only if 
the operator equation 
(I-TN(X-T))#=r$, I,QE V, (3.2) 
where Z denotes identity, has a solution for $ E V. Since TN is a bounded 
linear operator and S is compact (see Lemma 2.9), fNS is compact. 
Moreover, using Lemma 2.11, we obtain 
Since A = 1 belongs to an unbounded component of k - sZ,(rNS), the 
application of Lemma 2.1 yields that the operator equation (3.2) has a 
solution for any + E V. This in turn implies that the boundary value 
problem (1.1 ), (1.2) has at least one solution for any $ E V and hence the 
proof is complete. 
COROLLARY 3.1. Suppose that the assumptions (i), (ii) and (iii) of 
Theorem 3.1 hold. If /I rN(l c ( SI o < 1, then the bowdary value problem ( 1. 1 ), 
(1.2) has at least one solution for any $ E V. 
Proof. By proceeding as in Theorem 3.1, we obtain (3.2). From 
Lemma 2.2, we conclude that deg(lZ- TNS, U, 0) #O, where A= 1. This in 
turn implies that (I- fNS) maps a neigbbourhood of 0 onto a 
neighbourhood of zero (see (51). Hence the conclusion of the coroky 
follows. 
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COROLLARY 3.2. Suppose that the assumptions (i) and (iii) of 
Theorem 3.1 hold. Zf 
lim g(P)=0 
P+o p 
holds, then the conclusion of Theorem 3.1 remains valid. 
Proof In view of Remark 2.2, it is clear that 1 SI o = 0 < 1 and hence the 
application of Corollary 3.1 yields the desired result. 
COROLLARY 3.3. Let the assumptions (i), (ii) and (iv) of Theorem 3.1 be 
satisfied. Suppose the boundary value problem (2.4), (1.2) with @ 3 0 has only 
the zero solution. Zf A4 has a closed inverse, then the boundary value problem 
(2.4) (1.2) has a solution for any $ E V. 
Proof Since A4 is linear and bounded, by closed graph theorem, it 
follows that M-’ is continuous. Therefore, from (1.2) we obtain 
(z+M-‘NX)~=API(I, $EC. 
To apply Theorem 3.1, we only need to show that operator (I+ M-‘AX) 
has a continuous inverse. Since X is completely continuous (see 
Lemma 2.8) and M-‘N is linear and continuous, clearly M-‘NX is com- 
pletely continuous. Moreover, by hypothesis, the only solution of 
is 4 E 0. Thus the application of Lemma 2.10 yields that (I+ M- ‘AX) has 
a continuous inverse. 
THEOREM 3.2. In addition to assumptions (i)-(iv) of Theorem 3.1, sup- 
pose f (t, 4) satisfies 
If(t,d,)-f(t, eMI <K(t) g 
( 
(“,1,2”C)) 
1 
(3.3) 
for all t E [a, b], 4,) #2 E C, where g(p) < p for p > 0, K(t) is a nonnegative 
continuous function for t E [a, b] and MI is a positive constant. 
Zf MO K, 11 ZWll c < 1, then the boundary value problem ( 1.1 ), ( 1.2) has a 
unique solution for any II/ E V, a neighbourhood of zero. 
Proof Define an operator F by the relation 
Fd = Z+ - (TM) rj 
for 4 E B(E) and ZJ5 E V t B(E). 
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It can be easily seen that F maps B(E) into itself for any r$ E VC B(C). 
Moreover, for d,, d2 E B(c), we have 
Therefore, from the linearity of yh( .; s, fi) in fu, Lemma 2.4 and (3.3), we 
obtain 
Since l/x,(4,)-x,(&)11 c 6 M(t) IId, -&/I c‘ and g is nondecreasing, it 
follows that 
Using Ml = wt6 [u, b] M(t) and the nondecreasing property on g, we 
obtain 
Thus all the conditions of extended contraction mapping theorem (see 
[S, p. 1171) hold. Hence the result follows. 
Degenerate Cases 
We shall now consider the equation (1.1) when the linear part is not a 
functional on C. More specifically we shall consider the functional differen- 
tial equation of the form 
i(f) = A(t) x(t) +f(t, xt), tECa,bl (3.4) 
where A(t) is an n x n continuous matrix for t E [a, b] andfis a continuous 
mapping from [a, 61 x C + R”. 
We consider first the case when A(t) E 0. This type of equation has been 
discussed first by Fernnell and Waltman [4] and then by Waltman and 
Wong [ 111. In this case, the operator X defined by (2.10) reduces to 
Xd=d(O) (3.5) 
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where 4(O) denotes the function in C which has the constant 4(O). We now 
introduce an equivalent norm on C, which is useful in the present analysis. 
For each 4 E C, we define 
11441 = Id( + 11~11 c- (3.6) 
For a linear operator L on C, we define the operator norm with respect 
to the norm I(.11 by 
IILII = SUP (llL4II). 
11411 = 
(3.7) 
THEOREM 3.4. For Eq. (3.4), suppose the assumptions (i), (ii) and (iv) of 
Theorem 3.1 hold. Zf Z,, = (A4 + N) -’ exists, is continuous and I( Z,NII < 1, 
then the boundary value problem (3.4), (1.2) with A(t) = 0 has a solution for 
any tj E V, a neighbourhood of 0. 
COROLLARY 3.4. Suppose that all the assumptions of Corollary 3.2 hold 
for Eq. (3.4). ZfZ,= (M+N))’ exists, is continuous and llZ,,Nll < 1, then 
the boundary value problem (3.4), (1.2) with A(t) - 0 has a solution for any 
I,!I E V, a neighbourhood of 0. 
Remark 3.1. Clearly the mapping X defined in (3.5) assigns the same 
value to different functions d,, &E C, as long as dl(0) =4*(O). Since X is 
not one-to-one, the operator M+ NX need not be invertible. However, 
II r,NII < 1 is sufficient for the invertibility of A4 + AK 
We shall now consider the case where A(r) # 0 in (3.4). Hereafter we 
assume that M and N are n x n constant matrices. Let Q(t) be a fundamen- 
tal matrix of the linear equation 
AtI = A(t) y(t), tECa,bl (3.8) 
satisfying @(a) = Z, identity matrix. 
Define an operator X, by the relation 
U’,d)(e) = @(b + 0) &O t3E[-r,O]. (3.9) 
THEOREM 3.5. Let A4 and N be n x n constant matrices. Assume that 
(i) (H,) and (Hz) are satisfied, and 
(ii) ji j@)-‘(s)/ K(s) ds=R,( < co) and lime,, (g(p)/p)=O holds, 
where Q(t) is a fundamental matrix of (3.8). Zffor all 8 E [-r, 0] the matrix 
M x N@( b + 0) is nonsingular and Z(0) = (M + N@(b + 6)) ~ ’ satisfies 
II TNx, II c = SUP [r(e) N@(b + 0)l < 1. (3.10) 
--r<fl<O 
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Then the boundary value problem (3.4) (1.2) has a solution for any 
t,G E V, a neighbourhood of 0. 
4. APPLICATIONS 
In this section, we shall discuss several examples to show the generality 
of our conditions and also to indicate how our results can be used to 
obtain the existence and uniqueness of solutions of a variety of non-linear 
boundary value problems. 
EXAMPLE 4.1. Consider the scalar functional differential equation 
e(l)=~u(t-l)+f(t,U,), tE(O, 21 (4.1) 
subject to the nonhomogeneous boundary conditions 
4uo - $u* = p, u,,u,,pEC([-l,O];R)=C. (4.2) 
Equations (4.1), (4.2) describe a special case of boundary value problem 
(l.l), (1.2). Here, M=$I, N=+Z, a=O, b=2, r= 1, +=p, L(t, u,)= 
(l/t”“) u( t - 1) and f E 0( (0,2] x C; R) satisfying (Hz). For example, 
f( t, 4) = e’@, 1 < a < co. Clearly these functions L and f satisfy (H, ) and 
(Hz), respectively. Let u0 = 4 E C be the initial function. Since r(t) = l/t1’4, 
K(t) = e’, g(p) = p’ (1 < CI < co), we see that 
K, = jb K(s) e-SS(T)dr & = j2 es x e-4’323’4 & < j: es & = e2 - 1 N 6.39 
a 0 
and 
K2= lim g(P)= lim pa-~. 
p-0 p p-0 
=O, since a>l. 
It is clear (see Remark 2.2) that [Slo=O. Further, the initial value 
problem’for the homogeneous linear equation 
“(‘)+p(‘- 1) 
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can be solved by the method of steps; that is, for any initial function 
$ E C( [ - 1, 01; R), we have 
O<t<l. 
Therefore, 
and hence 
-“‘)(s-l)dS+[;z-1’4{d(o) 
+I’-’ s-1” qqs- 1) ds dz, I 
16f<2 
0 
-““#(s- 1) ds+qS(O) J~‘T-“~ dz 
- 1’4s - “4tj( s - 1) & dq l<t<2. 
Thus, (X+)(0) is given by 
and we readily see that IIXJ(o = suplldll = 1 IlX#ll C < 16/X N 0.76. 
From I’= (M+ AX-’ = (jr- 4X)-’ it follows that 
-I/8 
I-N=- 
$I- $X 
and hence 
1 1 1 
‘ix+-& - 
42 
= - 8 x -N 17 0.30. 
409/109/l-19 
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Therefore, Ilf’Nlj c ISI,, = 0 < 1. This implies that deg(l- TN& U, 0) # 0. 
Hence (I- I’NS) maps a neighbourhood of 0 onto a neighbourhood of 0. 
Thus the application of Corollary 3.2 yields that the boundary value 
problem (4.1), (4.2) has a solution for any p E V. 
EXAMPLE 4.2. Choose 
f’(t, 4)=&e (4’3)q 1 + #) log( 1 + 4) 
for tE (0,2], q5E C in Example 4.1. Here 
1 
K(r)=-e +(4/3)&4 
600t2’3 ’ 
I(t) = l/t’/4, g(p) = (1 + p) log( 1 + p). Therefore, Me N 9.365, 
K, = j” K@) ,-J:Wd~ ds = j; & x e(4/3)s3i4 x e-ft~-“~~~ ds 
a 
1 2 
=m OS 5 
-213 x e(4/3).s’/4 x e- (4/3)s w ds 
1 2 
=mo s 
2’13 1.26 
s-2i3ds=-& [s’/‘];=,,=,,~O.O063. 
Since 
MO 
we have 
Therefore 
and hence 
zqs) e--jt’(r)dr ds = 
s 
~(r)livllc du 
-, 
~oll4llc g(u) 
where M(a) 
~(~)ll4llc 
M,j~~s-2/3ds=j~o,,(Ir (1 +u)Fzg(l +u) 
= [log(log( 1 + U))] $;,s;;‘? 
MO l/3 _ 
ZiY 
 log log(l + M(t) II411 c)
Wl + MO IIQIIC) 
=M0, 
bid1 + M(t) Itill c.) = eMo”‘3’2w log( 1 + M,II~II c), 
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which in turn implies 
M(r) = exp(e 
M”“‘3’200 log( 1 + MO II &I c)) - 1 
llc4lc 
From 
Ml = ,y, (M(f)) = 
exp(e”OK’ log(l + MO 11411 d) - 1 
11~11 c 
it is clear that 
M2 = lim M, = eMoKIM, 1: 9 93 . . 
4-O 
Moreover 
K2=limgO= lim (1 +P)log(l +d= 1 
p-0 p p-0 P 
Hence IIrNll c I Slo < 0.176. Thus we conclude from Corollary 3.1 that the 
boundary value problem (4.1), (4.2) with 
f(t, $I= &me (4’3)t”4( 1 + 4) log( 1 + 4) 
has at least one solution for any p E V. 
EXAMPLE 4.3 (Degenerate Case). Consider the functional differential 
equation 
t;(t)= -2tu(t)+f(t, u(t- l)), tECO721 
subject to the nonhomogeneous boundary conditions 
fUo - +u2 = II/, %I, u2, $ E C(C- 401; w. 
(4.3) 
(4.4) 
Equations (4.3), (4.4) describe a special case of boundary value problem 
(3.4), (1.2). Here M= l/3, N= -l/7, a=O, 6=2, r= 1, .4(t)= -2t and 
f~ C( [0, 23 x C; R) satisfying (HZ). For example, f(t, 4) = [e-f2 cos(7~/2] 
(1 + 4) log( 1 + 4). Let u. = 4 E C be the initial function. Since A(t) = -2t, 
K(t)=ePr2cos(7rt/2), g(p)=(l +p)log(l +p), we see that @(t)=eP’*, 
ji I@-l(s)1 K(s)ds=O, lim,,, (g(p)/p)=l, X,=@(b+8)=ep’2+e)* and 
N+N@(b+fI)=1/3-(1/7)eP(2+e)2, which is clearly not equal to zero for 
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any 8~ [ - 1, 01. Hence f(O)= (MS N@(h+H)) ’ exists, which satisfies 
the condition (3.10). Indeed, 
Therefore, all the conditions of Thorem 3.5 are satisfied. Thus the 
application of Theorem 3.5 yields that the boundary value problem (4.3), 
(4.4) has a solution for any $ E V, a neighbourhood of 0. 
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