Abstract. This work records the details of the Ram-Yip formula for nonsymmetric Macdonald-Koornwinder polynomials for the double affine Hecke algebras of not-necessarily-reduced affine root systems. It is shown that the t → 0 equal-parameter specialization of nonsymmetric Macdonald polynomials admits an explicit combinatorial formula in terms of quantum alcove paths, generalizing the formula of Lenart in the untwisted case. In particular our formula yields a definition of quantum Bruhat graph for all affine root systems. For mixed type the proof requires the Ram-Yip formula for the nonsymmetric Koornwinder polynomials. A quantum alcove path formula is also given at t → ∞. As a consequence we establish the positivity of the coefficients of nonsymmetric Macdonald polynomials under this limit, as conjectured by Cherednik and the first author. Finally, an explicit formula is given at q → ∞, which yields the p-adic Iwahori-Whittaker functions of Brubaker, Bump, and Licata.
1. Introduction 1.1. Ram-Yip formula. The nonsymmetric Macdonald-Koornwinder polynomials E λ (X; q; t • ) [5] [24] [26] [29] form a remarkable basis of the polynomial module of the double affine Hecke algebra (DAHA). The Ram-Yip formula [27] gives an explicit expression for E λ (X; q; t • ) that is particularly suitable for combinatorial study. Although in [27] the formula was stated for the equal-parameter DAHAs of reduced affine root systems, it was intended to work for general DAHAs, and indeed it does. The first goal of this paper is to record the details of the generalization of the Ram-Yip formula to the unequal parameter nonreduced case, which includes the Koornwinder polynomials. A similar generalization is given for the symmetric Macdonald-Koornwinder polynomials P λ (X; q; t • ).
We study the behavior of the Ram-Yip formula at various specializations. At t → 0, E λ (X; q; 0) and P λ (X; q; 0) are related to affine Demazure characters [15] [30], Kirillov-Reshetikhin characters [10] [22] , characters of Weyl modules of current algebras [3] [10] , and projected level zero Lakshmibai-Seshadri paths [22] . We give a formula for E λ (X; q; 0) in terms of quantum alcove paths, generalizing to arbitrary affine root systems the formulas of [20] [21] for P λ (X; q; 0) in the untwisted case.
At t → ∞ the polynomials E λ (X; q; ∞) arise in the study of the finite-difference Toda lattice and are conjecturally related to the PBW filtration of affine Demazure modules [8] [9] . We give an alcove path formula for E λ (X; q; ∞) in terms of reverse paths in the quantum Bruhat graph. This establishes the positivity of the coefficients of E λ (X; q; ∞) for all affine root systems, as conjectured in [9] in the dual untwisted setting.
At q → ∞, the E λ (X; ∞; t) for untwisted affine root systems are the p-adic Iwahori-Whittaker functions of Brubaker, Bump, and Licata [1] . 1 We give an alcove path formula for the specialization q → ∞ valid for all affine root systems. We also consider the limit q → 0, which is the case that inspired the Ram-Yip formula: P λ (X; 0; t) is the spherical function known as the Hall-Littlewood polynomial, and the Ram-Yip formula degenerates to Schwer's formula [31] . The specializations E λ (X; 0; t) and E λ (X; ∞; t) also have interpretations as standard and dual standard bases in Kazhdan-Lusztig theory [16] .
We would be remiss not to mention the formula of Haglund, Haiman, and Loehr [13] for E λ (X; q; t) in type A, and the many deep related works for the modified Macdonald polynomials.
Thanks to Bogdan Ion, Arun Ram, and Siddartha Sahi, for patient explanations about the double affine Hecke algebra. Thanks to Anne Schilling and Nicolas Thiéry and for implementing nonsymmetric Macdonald polynomials in sage [28] ; we used their program extensively. Thanks to ICERM, which provided the venue for the above activities. Thanks to Christian Lenart, Satoshi Naito, Daisuke Sagaki, and Anne Schilling for related collaborations. Thanks to Ivan Cherednik for helpful discussions. The second author thanks the NSF for the support from grant NSF DMS-1200804.
DAHA
Our exposition of the DAHA follows Haiman [14] but with important notational differences. We consistently name an object according to the relations it satisfies or by its behavior, regardless of the origins of its ingredients.
Cartan data.
A Cartan datum is a pair (I, A) where I is a finite set and A = (a ij | i, j ∈ I) is a generalized Cartan matrix, that is, an integer matrix with a ii = 2 for all i ∈ I, and for all i, j ∈ I with i = j, a ij ≤ 0 with a ij < 0 if and only if a ji < 0. This defines the Weyl group W = W (I, A), the Coxeter group generated by elements s i for i ∈ I satisfying s 2 i = 1 and for i = j, (s i s j ) has order 2, 3, 4, 6, ∞ according as a ij a ji has value 0, 1, 2, 3, ≥ 4. The affine Weyl group W a (D
2+1 ) is generated by involutions s 0 , s 1 , s 2 with braid relations (s 0 s 1 ) 4 = (s 1 s 2 ) 4 = (s 0 s 2 ) 2 = id. We require that X and Y have rank |I 0 |, so that
Root data. Given a Cartan datum (I,
where Q and P denote the root and weight lattices respectively. Let ω X i ∈ P X for i ∈ I 0 be the fundamental weights, which are defined by α ∨X j , ω X i = δ ij for all j ∈ I 0 . Let P X + = i∈I0 Z ≥0 ω X i be the set of dominant weights of X and X + = P X + ∩ X. Let P X − = −P X + and X − = −X + be the corresponding sets of antidominant weights. We make similar definitions for Y .
2.4.
Pair of affine root data. For a double affine datum (X, Y ), let X red and Y red be the associated pair of irreducible reduced affine root data, defined as follows. Let I = I 0 ∪{0} be the affine Dynkin node set, with distinguished affine node 0 ∈ I.
Suppose X and Y have dual Cartan data. Let X (resp. Y ) stand for the affine Cartan data obtained from X (resp. Y ) by untwisted affinization. In this case we say that (X, Y ) is of untwisted type.
Suppose X and Y share a common Cartan datum. Then the common affine Cartan data of X and Y is obtained from X by taking the dual, then the untwisted affinization, and then the affine dual. The result is a Cartan datum of dual untwisted (the dual of an untwisted) affine type. Hence we say that such (X, Y ) has dual untwisted type.
Example 2.3.
(1) Let X and Y be of type A n . Then X and Y are of type A
n . (2) Let X and Y be of type B n . Then X and Y are of type D (2) n+1 .
(3) Let X and Y be of types B n and C n respectively. Then X and Y are of types B
(1) n and C
(1) n respectively.
Remark 2.4. The mixed affine root systems A
2n (with α 0 extra short) and its dual A (2) † 2n do not occur as either X or Y . Their Macdonald polynomials may be obtained by specializations of Koornwinder polynomials, which come from the double affine datum (Q(B n ), Q(B n )). See Remark 2.15 and §4.4, 4.5. Let δ X = α X 0 + θ X be the affine null root, where θ X ∈ X. In the untwisted case, θ X is the high root and in the dual untwisted case, it is the dominant short root, that is, the root associated with the highest coroot. Define the lattice X = X ⊕Zδ X . For i ∈ I 0 , let α ∨ i ∈ X * := Hom Z ( X, Z) be defined by the extension of α Let ϑ X ∈ X be the dominant short root. Thus, in the untwisted case ϑ X is the root associated to θ Y (viewed as a coroot of X), and in the dual untwisted case
Y ∈ Y with β ∈ Y , let µ = β be the projection to the classical weight lattice. Define the function deg :
2.5. Reduced affine root systems. Let W a = W a ( X) denote the (nonextended) affine Weyl group, which is generated by reflections s X i for i ∈ I X , and denote by R red ( X) = i∈I W a (α i ) the set of real roots. The subscript red is used to distinguish this set of roots (the real roots in the reduced affine root system) from a possibly larger set of roots R( X) which shall be defined later. Let R red ( Y ) be defined similarly.
where Q ∨ is the coroot lattice. The map η is a W 0 -equivariant embedding. Define
where · , · is the evaluation pairing on Q ∨X × Q X . In the dual untwisted case, (, ) is the W 0 -invariant pairing on Q X × Q X under which short roots have square length 2.
Remark 2.5.
(1) If (X, Y ) is untwisted, γ i = 1 for all i ∈ I 0 and the map η is a canonical W 0 -equivariant isomorphism.
(2) If (X, Y ) is dual untwisted, (γ i | i ∈ I 0 ) is the Cartan symmetrizer, the unique I 0 -tuple of positive integers such that γ i = 1 for α Y i ∈ Y short and the matrix (γ i a ij | i, j ∈ I 0 ) is symmetric, where (a ij | i, j ∈ I 0 ) is the Cartan matrix for Y . Moreover, for α Y i long, γ i = r, where r ∈ {2, 3} is the multiplicity of the multiple bond in the Dynkin diagram of Y , or equivalently, the twist of the affine root system Y , e. g., the 2 in D (2) n+1 or the 3 in D (3) 4 in the notation of [17] . By symmetry and W 0 -invariance, for any root β ∈ R(X) ⊂ Q X = Q Y and weight µ ∈ P Y = P X we have
2.7. Affine Weyl groups. For the affine root datum X, denote by W a ( X) and W e ( X) its affine and extended affine Weyl groups respectively.
where Q ∨ and P ∨ are the coroot and coweight lattices of the classical subsystem X. For µ ∈ P ∨ , we write t µ for the corresponding element of W e ( X) given by this decomposition. One has
and t µ (δ) = δ.
There is an isomorphism W e ∼ = Π ⋉ W a where Π is the subgroup of length zero elements in W e . The group Π may be realized as a subgroup of the group Aut = Aut( X) of automorphisms of the affine Dynkin diagram, expressed as permutations of I. Then Π acts on W a by affine Dynkin automorphisms: for π ∈ Π and i ∈ I, πs i π −1 = s π(i) . To describe the group Π explicitly, say that a node i ∈ I is special if there is an element of Aut which sends 0 to i. Denote by I sp the subset of special nodes. There is an isomorphism Π ∼ = P ∨ /Q ∨ . There is a bijection
∨ induces a permutation of the set I sp , which extends uniquely to a permutation of I that defines an element π i ∈ Aut. Then Π = {π i | i ∈ I sp }. We have
where, for λ ∈ P ∨ , u λ ∈ W 0 is the shortest element such that u λ (λ) is antidominant. The dual untwisted case is very similar. We have W a ∼ = W 0 ⋉Q and W e ∼ = W 0 ⋉P where Q and P are the root and weight lattices of the classical subsystem. The rest is entirely similar to the untwisted case except that coroots and coweights are replaced by roots and weights. The general version of (2.9) is given by (2.16) below.
2.8. Affine Weyl groups for double affine data. Let (X, Y ) be a double affine datum and ( X, Y ) the associated pair of affine root data. In light of (2.2) and (2.3) and the identification of the coroot/coweight lattice with the root/weight lattice of dual finite type, we have (by definition for W ( X))
where
Recall that m ∈ Z >0 was chosen to satisfy (Y, X) ⊂ (1/m)Z. We extend (2.16) to get an action of t µ on X ⊕ Z(1/m)δ X for µ ∈ Y , where t µ is the corresponding element of W ( X); this action preserves R( X). From this point on X will denote the lattice X ⊕ Z(1/m)δ X . All of the constructions above remain the same for this larger lattice.
We make similar definitions in which X and Y are exchanged. In particular, s
where ϑ = ϑ X ∈ X is the dominant short root. We also extend the affine weight lattice to Y = Y ⊕ Z(1/m)δ Y , as above.
Remark 2.6. The notation Π X serves as a reminder that Π X is a subgroup of W ( X) and acts on the nodes I X by automorphisms of the affine Dynkin diagram of X. In general, we use a superscript of X or Y to show which (affine) root system a Weyl group element naturally acts upon. Thus we denote the simple reflections in W a ( X) by s X i for i ∈ I X . Below we will use similar notation to label certain elements in the DAHA.
Remark 2.7. Note that X is the translation lattice for W ( Y ) and Y is the translation lattice for W ( X). Lemma 2.9. Let (X, Y ) be a double affine datum. Then W a ( X) and W e ( X) have the same orbits on R red ( X) (consisting of long roots and of short roots) except for X = A
n+1 . For each such X, Π X e is generated by the involution π X n that reverses the affine Dynkin diagram (and in particular exchanges nodes 0 and n), and the orbit W e ( X)(α n ) = Zδ + W 0 α n is the disjoint union of the orbits W a ( X)(α n ) = 2Zδ + W 0 α n and W a ( X)(α 0 ) = (2Z + 1)δ + W 0 α n . Proof. One may check that for every irreducible reduced root system of finite type, the subgraph of the Dynkin diagram obtained by restriction to nodes i for α i short (resp. long) is connected by simple bonds. Whenever i, j ∈ I are joined by a simple bond then s i s j α i = α j and W a ( X)(α i ) = W a ( X)(α j ). We deduce that the orbit structure of W e ( X) and W a ( X) are the same if 0 is connected to another node by a simple bond. The alternative is that 0 is connected by a double bond. Since X is untwisted or dual untwisted, the only choices for X are A
n , and D (2) n+1 . In each case one checks the facts recorded in the Lemma.
X is the set of all nodes in I X with even Cartan rows if X = Q X and is empty otherwise.
Proof. For (2), suppose X = Q X . It is immediate from the definitions that if i ∈ S X then i has even Cartan row. Conversely, if i has even Cartan row then since the simple roots {α j | j ∈ I 0 } are a basis of Q X = X, it follows that i ∈ S X . Now suppose X = Q X . We must show that S X = ∅. Suppose not, say i ∈ S X . We have i / ∈ I 0 for otherwise ω i ∈ P X = X and α in which the central node is 2.
The not-necessarily-reduced set R( X) of roots is defined by 
, the W ( X)-orbits on R( X) are the same as the W ( X ′ )-orbits on R( X ′ ), and similarly for the Y s. Lemma 2.13.
(1) Suppose (X, Y ) is a double affine datum such that X has no node with even Cartan row. Then (X, Y ) and (P X , Y ) are orbit equivalent.
(2) Suppose (X, Y ) is a double affine datum such that X has a node with even Cartan row. Then Q X has index 2 in P X ; (Q X , Y ) and (P X , Y ) are not orbit equivalent; and if X ′ has the same type as X and X ′ = Q X and X = Q X then (X, Y ) and (X ′ , Y ) are orbit-equivalent. Moreover similar statements hold with the roles of X and Y interchanged.
Proof. This follows from the definitions and Lemmas 2.9 and 2.11.
Remark 2.14. In light of Lemma 2.13, up to orbit equivalence we may always take
with the latter only a possibility if X (resp. Y ) has a node with even Cartan row.
2.10. Hecke parameters. Let (X, Y ) be a double affine datum. Let K be a field that contains invertible elements v α for every α ∈ R( X), which depend only on the
In particular we have elements v αi for i ∈ I X and elements v 2αi for i ∈ S X . For convenience for i ∈ I X \ S X we write v 2αi = v αi . In the literature the symbol t i is often used for v 2 αi .
Remark 2.15. If 2α i ∈ R( X) for some i ∈ I, then specializing v 2αi = v αi has the effect of deleting the affine Weyl orbit of the root 2α i from the set of real roots. Specializing v 2αi = 1 removes the orbit of the root α i . For instance, consider the Koornwinder double affine datum (X,
(1) To get nonreduced type A 
X , and q ±1/m and the following relations. One has
X and π ∈ Π X . Moreover we regard KX[q ±(1/m) ] as the group algebra over
X and µ ∈ X, and correspondingly we have the relations
are subject to the same braid relations as the generators s i = s X i ∈ W a ( X) (see Remark 2.6 above for an explanation of the superscript notation). For w ∈ W ( X), let w = π X s i1 · · · s i ℓ be a reduced expression (one in which ℓ is minimal). Define
Since the T i satisfy the braid relations this is independent of the reduced expression.
Finally, there are the quadratic relations
and the commutation relation
for all λ ∈ X and i ∈ I X . When i ∈ I X \ S X , (2.24) reduces to
We also note that, when i ∈ S X , (2.23) is equivalent to the special case of (2.24) when λ = α i .
2.12. Dual Hecke parameters. The DAHA duality theorem, Theorem 2.17 below, requires another indexing of the Hecke parameters. Let j ∈ I 0 be the index of any short simple root α j ∈ X. Let
For arbitrary λ ∈ Y , first write λ = µ − ν, where µ and ν are dominant, and
This definition is independent of the decomposition of λ, and the Y λ generate a subalgebra of H(X, Y ) isomorphic to the group algebra
where ϑ = ϑ X is the short dominant root in X. Let
; note that π Y 0 = 1 due to our convention ω X 0 = 0. The duality theorem below implies that the elements π
that is the identity on X, Y , Π X , and 2.14. Intertwiners. Equation (2.24) can be rewritten as
for all i ∈ I X and λ ∈ X (2.30)
The notation s X i,q refers to the action of s i ∈ W a ( X) on X. The equality of formulas (2.31) and (2.32) follows from (2.22) .
The φ X i satisfy the same braid relations as the simple reflections s i ∈ W ( X).
Dual intertwiners. Define φ
Y and µ ∈ Y . Explicitly,
The ψ i satisfy the same braid relations as
This definition is independent of the reduced expression for w.
2.16.
Trivial module for the affine Hecke algebra. Let H( X) be the Ksubalgebra of H(X, Y ) generated by T X i for i ∈ I X and π X ∈ Π X . H( X) is the Hecke algebra for the affine root datum X. Let K1 be the trivial one-dimensional H( X)-module, defined by
where v w ∈ K is defined by
The PBW Theorem for the DAHA (see [7, Thm. 3 
be the element of minimum length in the coset t λ W 0 . Explicitly
where u λ ∈ W 0 is the shortest element such that u λ (λ) ∈ −X + . The nonsymmetric Macdonald-Koornwinder polynomial E λ ∈ V is defined by:
We normalize E λ so that the monomial X λ has coefficient 1. This definition takes place in the polynomial module with scalars extended to K(q 1/m ). However, it is easy to see that the coefficients of E λ are rational functions of q and the v 2 α . The use of intertwiners to construct the E λ originated in [18] for type A and [6] for the general dual untwisted case. The symmetric Macdonald-Koornwinder polynomial P λ ∈ V is defined by
The element P λ is W 0 -invariant and the coefficient of the monomial symmetric function u∈W λ 0 X u(λ) in P λ is equal to 1.
Remark 2.20. [25, (5.7.5)] For λ ∈ X + one has By Lemma 2.9 there are at most three W ( X)-orbits on R red ( X). The nonempty sets among the following form the W ( X)-orbit decomposition of R red ( X).
These orbits have corresponding Hecke parameters v s = v α for α in the set of short roots R s (X), v l = v β for β in the set of long roots R l (X), and v 0 = v α0 . For α ∈ R( X) define the symbols k α by the logarithmic notation v α = q kα . Let 
and preserving the other parameters. In particular if all Hecke parameters v αi and v 2αi are set to a single invertible parameter v ∈ K then
Remark 2.23. In [14, Prop. 6.9 ] the formula is stated and proved when R 0 red ( X) = ∅.
We recall some facts about real roots in affine root systems.
Lemma 2.25.
[17] Let X be an irreducible reduced affine root system of untwisted or dual untwisted type. Suppose β ∈ R(X) and a ∈ Z.
(1) If X is untwisted then aδ + β ∈ R( X) always, and aδ + β ∈ R + ( X) if and only if a ∈ Z >0 or if a = 0 and β ∈ R + (X). (2) If X is dual untwisted then aδ + β ∈ R( X) if and only if a ∈ ((β, β)/2)Z where (, ) is the W 0 -invariant pairing defined above. Moreover aδ + β ∈ R + ( X) if and only if a ∈ ((β, β)/2)Z >0 or a = 0 and β ∈ R + (X).
Lemma 2.26. Suppose µ ∈ Y + and aδ + β ∈ R( X) for a ∈ Z and β ∈ R(X). Then aδ + β ∈ Inv(t µ ) if and only if 0 ≤ a < (µ, β) and β ∈ R + (X).
Proof. This follows easily from the formula
which holds for any µ ∈ Y , β ∈ X, and a ∈ (1/m)Z; see (2.16).
Let R s + (X) (resp. R l + (X)) denote the set of short (resp. long) roots in R + (X) and let R ∨s + (X) (resp. R ∨l + (X) be the set of short (resp. long) positive coroots. Let 2ρ
∨X s = α∈R ∨s + (X) α, and 2ρ
is as before, and the formula for |Inv s (t µ )| (resp. |Inv l (t µ )|) is 1/2 the value in the previous case.
Proof. Suppose first that X is untwisted and R 0 ( X) = ∅. By Lemmas 2.25 and 2.26 the elements of Inv s (t µ ) consist of aδ +β where β ∈ R s + (X) and 0 ≤ a < (µ, β). It follows that |Inv s (t µ )| = (µ, 2ρ Suppose next that X is dual untwisted and R 0 ( X) = ∅. By Lemma 2.26 the elements of Inv l (t µ ) are precisely given by aδ + β where β ∈ R l + (X), 0 ≤ a < (µ, β), and a ∈ Z is a multiple of r = (1/2)(β, β). By (2.8) we have (µ, β) = r β ∨ , µ ∈ rZ. We deduce that for a fixed long root β ∈ R + (X), the number of a such that aδ +β ∈ Inv l (t µ ), is β ∨ , µ . In dual untwisted type, X and Y have the same Cartan type. Therefore |Inv l (t µ )| = 2ρ ∨Y s , µ since long roots have short associated coroots. A similar argument for short roots shows that |Inv s (t µ )| is as stated. Finally, suppose R 0 ( X) = ∅. This happens exactly when W a ( X) and W e ( X) have different orbit structure on R( X). Lemma 2.9 lists the cases when this occurs. One may check that in all cases, (P X , β) ∈ 2Z for β ∈ W 0 (α n ). It follows that |Inv 0 (t µ )| = |Inv(t µ ) ∩ W ( X)(α n )|, which equals |Inv s (t µ )| (resp. |Inv l (t µ )|) if α n is short (resp. long). The rest may be deduced using similar arguments.
Proof of Prop. 2.21.
By the definition of Y µ in §2.13, the fact that the map µ → χ µ,λ is a group homomorphism, and that the expressions for χ µ,λ also define a group homomorphism, we may assume that µ ∈ Y + .
We first consider the case λ = 0. Since E 0 = 1 ∈ V, by the definition of Y µ and (2.42) the result reduces to counting the inversions of t µ according to W ( Y )-orbit, which is accomplished by Lemma 2.27.
The proof of [14, Prop. 6.9] can be adapted to deduce the result for all λ ∈ X.
Ram-Yip formula
We record the details of the Ram-Yip formula for the nonsymmetric MacdonaldKoornwinder polynomials, for not-necessarily-reduced DAHAs. The formula in [27] applies to the reduced equal-parameter case.
3.1. The elements X w . Let (X, Y ) be a double affine datum and H = H(X, Y ). Let w ∈ W ( Y ). Consider a not-necessarily-reduced factorization
w is independent of the factorization w = π Y s i1 · · · s i ℓ and hence well-defines an element X w ∈ H. Moreover,
in V, where the elements wt(w) ∈ X and dir(w) ∈ W 0 are defined by the decomposition W ( Y ) ∼ = X ⋊ W 0 :
Remark 3.2. When w = t λ for λ ∈ X, the element X w is equal to the generator X λ of H. This is a consequence of Theorem 2.17. Example 3.5. Let (X, Y ) = (P (A 2 ), P (A 2 )) so that X and Y are both of reduced type A
2 . There is a single Hecke parameter, which we denote by v.
Example 3.6. Let (X, Y ) be as in the previous example. Let λ = 2ω 1 − ω 2 = α 1 . Then u λ = s 2 s 1 . Let w = t λ s 1 s 2 = s 2 s 0 ; this expression is reduced. We have
where ϑ = ϑ X = θ X = α 1 + α 2 . This agrees with wt(w) = λ = α 1 and dir(w) = s 1 s 2 .
Ram-Yip DAHA formula, preliminary version. The goal of this subsection is to state a form of [27, Thm. 2.2] for arbitrary DAHAs.
Let (X, Y ) be a double affine datum and w ∈ W ( Y ). Let w = π Y s i1 · · · s i ℓ be a reduced factorization and write w = (i 1 , . . . , i ℓ ). Define the sequence of affine real roots β k ∈ R( Y ) by Example 3.7. With the double affine datum of Example 2.8, let w = t −ϑ . We have π Y = id and reduced word w = (1, 2, 1, 0), and inversions β 1 = 2δ − (e 1 − e 2 ), β 2 = 2δ − e 1 , β 3 = 2δ − (e 1 + e 2 ), β 4 = δ − e 1 .
Fix an element
ℓ be a binary word of length ℓ. It is used to select an arbitrary subsequence of reflections from w. Define the elements u k ∈ W ( Y ) by
Define the signs ǫ k ∈ {±1} by 1, 1, 1) .
Proof. The idea is to expand the intertwiners from left to right, using (2.36) or (2.37) depending on how previous choices were made. We first have
This relation follows from the definition (3.2) and the commutation
which holds by Theorem 2.17 and the corresponding defining relation of the DAHA H(Y, X). By (3.14) we have
We expand ψ i1 depending on ǫ 1 (see (3.10)).
(1) If ǫ 1 = 1, by (2.36) and (2.35) we have
(2) If ǫ 1 = −1, by (2.37) and (2.35) we have
The Theorem follows by expanding X uπ Y si 1 ψ si 2 ···si ℓ and X uπ Y ψ si 2 ···si ℓ by induction.
Example 3.10. Let (X, Y ) = (P (A 2 ), P (A 2 )) and write v for all parameters. Let u = id and w = π Y 1 s 1 s 0 . We have β 1 = s 0 α 1 = α 0 + α 1 = δ − α 2 and β 2 = α 0 = δ−α 1 −α 2 . We first compute by direct expansion following the proof of Theorem 3.9. We use that π
Thus we use three cases of (2.36).
We list (b 1 , b 2 ), (u 1 , u 2 ), and the corresponding terms in X id ψ s1s0 . We have u 0 = π Y 1 . In every case it turns out that ǫ 1 = ǫ 2 = 1.
• By what will eventually be abuse of language, we call this data the alcove path p J . This data is depicted z 0
Equivalently, z 0 = uw, and successive z's are obtained by removing the j 1 -th reflection, then the j 2 -th, and so on. We have
This holds because z m β jm = u jm−1 α ij m . Define the subsets J ± ⊂ J by
We denote by B(u; w) = {p J | J ⊂ {1, 2, . . . , ℓ}} (by abuse of notation, since it depends on the factorization of w) the set of such sequences (z 0 , z 1 , . . . , z r ) (together with the knowledge of J). In the new notation we have the equality in H: .21) 3.4. Alcove paths. We explain the name "alcove path" for p J . This is called an LS-gallery in [11] .
For i ∈ I 0 let H i be the hyperplane in X R = X ⊗ Z R through the origin, normal to α The fundamental alcove A is the unique alcove that has H i as a wall for all i ∈ I. There is a bijection from W a ( Y ) to the set of alcoves in X R given by w → wA. The alcove wA has walls wH i for i ∈ I. Given i ∈ I Y , the alcoves wA and ws i A are on opposite sides of their one common wall wH i = ws i H i .
This describes the alcoves for The sign ǫ k indicates whether the k-th part of the path starts in the positive or negative orientation with respect to the wall it approaches. If b k = 0, the k-th step is called a fold and if b k = 1 it is called a crossing.
The alcove path p J can also be constructed by "folding" as follows. Begin with the path p ∅ . It consists of directed line segments connecting the centers of the alcoves (uπ
. . , uwA). To form p {j1} , consider the hyperplane crossed by the j 1 -th line segment of p ∅ . Reflect the part of p ∅ after the hyperplane, across the hyperplane. This reflection is s β1 . To form p {j1,j2} , consider the hyperplane crossed by the j 2 -th segment of p {1} . Reflect the part of the path p {j1} after the hyperplane, across it (using s β2 ). Continue until p J is constructed. The alcove walk p {1,4} is constructed by folding. We start with p ∅ ; see Figure 1 . We add a fold in the j 1 = 1-th segment. This reflects the tail of the path p ∅ across the line x = y, producing the alcove path p {1} , pictured in Figure 2 . Finally we add a fold to the j 2 = 4-th segment. This reflects the tail of p {1} across the line y = −1/2, resulting in p {1,4} , pictured in Figure 3 . This is the alcove path of Example 3.11.
It is convenient to organize the alcove paths into a tree in which each vertex is an alcove path p J for a subset J ⊂ {1, 2, . . . , ℓ}. The root of the tree is p ∅ . For ∅ = J ⊂ {1, 2, . . . , ℓ} the parent of p J is pĴ whereĴ is obtained from J by removing its largest element M = max(J) (that is, its last fold) and the directed edge from J to J is labeled β M . See Example 4.5 for an example of a subtree of this tree. .20), and c j and d j as in (3.11) and (3.12). Finally, with ξ j defined by Y −βj 1 = ξ j 1, we have
where wt(p J ) = wt(end(p J )) and dir(p J ) = dir(end(p J )).
Taking u = id yields the Ram-Yip formula for E λ .
Remark 3.14. By Proposition 2.21: ξ j = χ −βj ,0 . In the equal-parameter case, by (2.57),
∨Y , −β j where deg is defined in (2.4) and β j is the projection of β j to the classical weight lattice. 
If all v αi and v 2αi are set to an invertible element v ∈ K (the equal-parameters specialization) then (3.22) further simplifies to
with ξ j as in Remark 3.14.
Remark 3.16. Theorem 3.1 in [27] is stated only for λ ∈ Q X , the root lattice of X. We also point out an erratum in [27] related to the formula (T [27, (2.27) ] and the formula given there uses the highest root of X, which is equal to the correct root ϑ if and only if X is simply-laced.
In particular, the inversions β j of w = m λ satisfy (3.25) and each ξ j is a positive power of q times a nonempty product of positive powers of Hecke parameters.
3.6. Mixed type. We present the Ram-Yip formula for nonsymmetric Macdonald polynomials of type A (2) 2n (which has α 0 as the extra short root) and its affine dual A (2) † 2n . Following [14, §6.7] , these are obtained from the nonsymmetric Koornwinder polynomials E K λ by specialization of Hecke parameters. Let H K (K is for Koornwinder) be the DAHA with double affine datum (X, Y ) = (Q(B n ), Q(B n )). It has X and Y both of type D (2) n+1 and S X = {0, n}. There are five independent Hecke parameters: n+1 and 1 ≤ i ≤ n − 1. Using (2.36) and (2.37) for the intertwiners and (2.26) through (2.29) for the dual parameters, we obtain
2n is by definition the image of the Koornwinder DAHA H K (having double affine datum (Q(B n ), Q(B n ))) under the specialization v 2α X 0 → v α X 0 and v 2α X n → 1, that is, v z → v 0 and v 2 → 1. The substitution v 2 = 1 has the effect of getting rid of the W ( X)-orbit of the root α n and v z = v 0 gets rid of the W ( X)-orbit of the root 2α 0 , leaving the real roots of type A (2) 2n . Let λ ∈ P (C n ). We regard λ as an element of Q(B n ) via the isomorphism P (C n ) ∼ = Q(B n ) given by ω 2n is
Similar definitions are made for E.
In the equal parameters case we further set v s = v, v l = v, and v 0 = v. After these specializations, using (3.26) through (3.31) we have
where the roots are of type
. . , i ℓ ) and β j as before. For J ⊂ {1, . . . , ℓ} define J 0 = {j ∈ J | i j = 0} and let J ± be the set of j ∈ J \ J 0 where the fold at j has sign ±1. We have
∨Y is the sum of positive coroots of type B n and
The classical subsystem has type B n . Let λ ∈ Q(B n ). The definition of the nonsymmetric Macdonald polynomial of type A 
Proposition 3.19. Let u ∈ W ( Y ) and λ ∈ X = Q(B n ). With notation as in Proposition 3.18, let J 0± be the subset of J 0 consisting of folds with sign ±1. Then
Ram-Yip for symmetric Macdonald-Koornwinders. Let λ ∈ X + , (W 0 ) λ be the stabilizer of λ in W 0 , and W λ 0 the set of minimum length coset representatives in W 0 /(W 0 ) λ . The following is the not-necessarily-reduced analogue of [27, Thm. 3.4] , which computes P λ instead of P λ .
Proposition 3.20. Let λ ∈ X + . With notation as in Theorem 3.13,
where, for u ∈ W λ 0 , f J (u) denotes the product over J + times the product over J − in (3.22) for the alcove path p J (u).
Proof. The Proposition follows by applying Theorem 3.13 to the summands of (2.48) with the help of Remark 3.3.
At v → 0
We study the Ram-Yip formula when v → 0, that is, when all the Hecke parameters v αi , v 2αi are set to a single variable v which is then sent to zero. 4.1. Quantum Bruhat graph for untwisted and dual untwisted affine type. Let X be a reduced root datum of untwisted or dual untwisted affine type. Let (X, Y ) be the reduced double affine datum that gives rise to the pair ( X, Y ), where X = P X is the classical weight lattice of X and Y = P Y is the weight lattice of type dual to (resp. the same as) X if X is untwisted (resp. dual untwisted). The quantum Bruhat graph QB( X) of X is the directed edge-labeled graph with vertex set W 0 (Y ) ∼ = W 0 (X) and directed labeled edges of the form w α − → ws α for w ∈ W 0 (Y ) and α ∈ R + (Y ), such that either
• ℓ(ws α ) = ℓ(w) + 1, giving a covering relation in the usual Bruhat order, or • ℓ(ws α ) = ℓ(w) − 2ρ ∨Y , α + 1, in which case the corresponding edge is called a quantum edge.
Remark 4.1. Let us write QB X for the quantum Bruhat graph in the literature [2] [19] [22] . It is associated with a finite root datum X: its vertices have labels W 0 (X) and its edges are labeled by elements of R ∨ + (X). For X untwisted, X and Y are of dual types, X is the untwisted affinization of X, and QB( X) ∼ = QB X given by W 0 (Y ) ∼ = W 0 (X) via s Let ord(p J ) ∈ Z denote the order in v of the summand of p J in the equal-parameter specialization of (3.22) (when all Hecke parameters v αi and v 2αi have been set to v).
Proof. This follows directly from Remarks 3.14, 3.15 and 3.17.
Recall the elements (z 0 , . . . , z r ) in (3.16) associated with p J ∈ B(u; m λ ) where J = {j 1 < · · · < j r }. Say that p J ∈ QB(u; m λ ) (and say p J is a quantum alcove path) if
is a path in QB( X). Here β is by definition the image of the affine root β in the classical root lattice. By Remark 3.17 −β j ∈ R + (Y ) and deg(β j ) > 0 for all 1 ≤ j ≤ ℓ. Proof. The proof proceeds by induction on |J|. For J = ∅ the induction hypothesis holds trivially. Otherwise let J ⊂ {1, 2, . . . , ℓ} be nonempty with maximum element j r = M and letĴ = J \ {M }. By induction ord(pĴ ) ≥ 0 with equality if and only if pĴ ∈ QB(u; m λ ). We have
Here χ = 1 if M is a negative fold and χ = 0 otherwise.
We
• If M is a positive fold of p J then z r β M ∈ R + (Y ). Equivalently
It follows that dir(p J ) > dir(pĴ ) (4.5) and therefore ord(p J ) ≥ ord(pĴ ) with equality if and only if dir(p J ) is a Bruhat cover of dir(pĴ ).
• If M is a negative fold of p J then z r β M ∈ −R + (Y ). Hence dir(p J ) < dir(pĴ ) (4.6) and
Therefore, ord(p J ) ≥ ord(pĴ ) with equality if and only if dir(pĴ ) 
Here v → 0 means that all Hecke parameters are set equal to v and then v is sent to 0.
Since every alcove walk p J satisfies ord(p J ) ≥ ord(p ∅ ), the limit in (4.8) is well-defined. Terms corresponding to p J not in QB(u; m λ ) have ord(p J ) > ord(p ∅ ) and therefore vanish in the limit.
Example 4.5. Let w and β j be as in Example 3.7 and let u = id and λ = −ϑ = −e 1 . Writing e 1 = (1, 0) and e 2 = (0, 1) we have
For the Ram-Yip formula we have the reduced word w = (1, 2, 1, 0) for
3 ). We have Here is the tree of alcove paths, but restricted to the elements of QB(u; m λ ). The vertex p J has been labeled by dir(p J ) on the top and J on the bottom. The arrows are labeled by β j rather than −β j . 
There is one quantum edge going from p 123 → p 1234 and the other edges are Bruhat. 
(u; m λ ) be the set of quantum alcove paths p J ∈ QB D 
.
(4.12)
Proof. The proof is similar to that for Proposition 4.3 except paths p J with a step j ∈ J 0 . We have β j ∈ (2Z + 1)δ − R + (Y ) by Lemma 2.9 and Remark 3.17. If the sign of the fold at j is negative then the proof goes as before for the case of a quantum edge in the quantum Bruhat graph. If the sign of the fold at j is positive then when this fold gets added to the path, the change in qwt A 
n+1 of minimum order, correspond to Bruhat steps in QB(D
n+1 ), the Proposition follows.
Example 4.9. Let λ = −ω 1 ∈ P (C 2 ), the classical weight lattice of A (2) 2·2 . It can be viewed as an element in X where (X, Y ) = (Q(B 2 ), Q(B 2 )) is the Koornwinder double affine datum. The computation of E λ (X; q; 0) in type A (2) 2n consists of the computation of E λ (X; q; 0) in type D (2) 2+1 as in Example 4.5, but with some branches of the tree truncated: the Bruhat edges for roots β j of the form (2Z + 1)δ + β for β short, or equivalently, with i j = 0. In this example the only such root is β 4 = δ − (1, 0) and the only Bruhat edge labeled by this root is the edge p 1 → p 14 . The answer is 
(4.15)
Example 4.12. Consider the situation of Example 4.9 except for the root system A (2) † 2n . The only difference is that instead of truncating Bruhat edges associated with roots β j with i j = 0, we cut quantum edges labeled by β j with i j = 0. Instead of cutting the edge p 1 → p 14 we cut the edge p 123 → p 1234 . We have
At v → ∞
In this section we study the limit where all Hecke parameters are set to v and then v is sent to ∞.
5.1. Duality of Macdonald polynomials. Let w 0 ∈ W 0 be the long element.
The following result is stated in [7] in the dual untwisted case but the proof is the same for the general case. The following result says that the v = ∞ specialization is like the v = 0 specialization, except that the alcove path must project to the reverse of a path in the quantum Bruhat graph. The edges in the quantum Bruhat graph that contribute to the power of q are still the quantum edges, but since these edges and those in the alcove path go in opposite directions, positive folds contribute to the power of q rather than negative. by Corollary 4.4 with u = w 0 and Remark 3.3. By [22] the long element w 0 ∈ W 0 induces an arrow-reversing involution on the quantum Bruhat graph that preserves the edge labels and sends Bruhat arrows to Bruhat and quantum arrows to quantum. It follows that the bijection * of Proposition 5.3 p → p * restricts to a bijection QB(w 0 ; m λ ) → ←− QB(id; m λ ) such that wt(p * ) = w 0 (wt(p)) and qwt * (p * ) = qwt(p), the latter holding because folds changed signs. The Proposition follows.
In particular, (5.5) shows that the coefficients of E λ (X; q −1 ; ∞) belong to Z ≥0 [q], confirming a conjecture from [9] (and extending it to arbitrary affine type).
Remark 5.5. For any λ ∈ X − and µ ∈ W 0 (λ), the coefficient [X µ ]E λ (X; q −1 ; ∞) is a nonnegative power of q. This is [9, Corollary 2.6(i)] in the dual untwisted case and [8, Theorem 3.1] in the general reduced case. This fact also follows directly from the specialization at q = 1 of [25, (5.7.8))], the formula which expresses P w0(λ) as a sum of E µ for µ ∈ W 0 (λ). Returning to 5.5, we deduce that for λ ∈ X − and µ ∈ W 0 (λ), there exists a unique element p ∈ ←− QB(id; m λ ) satisfying wt(p) = µ. We believe that a similar statement holds for arbitrary λ ∈ X and µ ∈ W 0 (λ), namely that [X µ ]E λ (X; q −1 ; ∞) is either 0 or a nonnegative power of q, and the latter happens only if u µ ≥ u λ in Bruhat order on W 0 (but not if and only if). This should follow from the shellability of the quantum Bruhat graph [2] .
Remark 5.6. For any λ ∈ X + , one has P λ (X; q; v) = P λ (X; q −1 ; v −1 ) [25, (5.3.2) ]. Hence the specializations of P λ at v = 0 and v = ∞ (resp. q = 0 and q = ∞) are identical, up to the substitution q → q −1 (resp. v → v −1 ).
6. At q ± → 0 6.1. At q = 0. We set all Hecke parameters to v and set q to 0 in E λ (X; q; v). The following is due to Schwer [31] for P λ (X; 0; v). Let B + (u; m λ ) be the set of alcove paths with all folds positive. Define B − similarly but with all folds negative. Proof. This follows from Theorem 3.13 using Remarks 3.15 and 3.17.
6.2. At q = ∞. Suppose all Hecke parameters have been set equal to v and q is sent to ∞. 
