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C1,α-SUBELLIPTIC REGULARITY ON SU(3) AND
COMPACT, SEMI-SIMPLE LIE GROUPS
ANDRA´S DOMOKOS AND JUAN J. MANFREDI
Abstract. Let the vector fieldsX1, ..., X6 form an orthonormal basis of
H, the orthogonal complement of a Cartan subalgebra (of dimension 2)
in SU(3). We prove that weak solutions u to the degenerate subelliptic
p-Laplacian
∆H,pu(x) =
6∑
i=1
X
∗
i
(
|∇Hu|
p−2
Xiu
)
= 0,
have Ho¨lder continuous horizontal derivatives ∇Hu = (X1u, . . . ,X6u)
for p ≥ 2.
We also prove that a similar result holds for all compact connected
semisimple Lie groups.
1. Introduction
Given a set of m vector fields X1,X2, . . . ,Xm, in a domain Ω ⊂ RN ,
where m ≤ N , the horizontal gradient of a function u : Ω 7→ R is the vector
field
∇Hu = X1(u)X1 +X2(u)X2 + . . .+Xm(u)Xm.
For p ≥ 1 the horizontal Sobolev space W 1,pH (Ω) consists of functions u for
which we have
‖u‖W 1,p
H
(Ω) =
(∫
Ω
(|∇Hu(x)|p + |u(x)|p ) dx
)1/p
<∞.
Here we have used
|∇Hu| =
(
m∑
i=1
(Xiu)
2
)1/2
.
As usual, we define W 1,pH,0(Ω) as the closure in the W
1,p
H (Ω)-norm of the the
smooth functions with compact support. Given a function F ∈ W 1,pH (Ω),
consider the variational problem
inf
u−F∈W 1,p
H,0(Ω)
∫
Ω
|∇Hu(x)|p dx. (1.1)
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When p > 1 there exists a minimizer, that it is also unique when the
vector fields satisfty the Ho¨rmander condition
rank Lie span{X1,X2, . . . ,Xm}(x) = N for all x ∈ Ω, (1.2)
which we assume from now on. Minimizers of (1.1) are weak solutions of
the subelliptic or horizontal p-Laplacian
∆H,pu(x) =
m∑
i=1
X∗i
(|∇Hu|p−2Xiu) = 0, (1.3)
where X∗i is the adjoint of Xi with respect to the Lebesgue measure. Note
that in the linear case p = 2 we get
∆H,2u(x) =
m∑
i=1
X∗i Xiu(x).
If the dimension of the Lie algebra generated by X1,X2, . . . ,Xm at each
point x is N (Ho¨rmander’s condition (1.2)), then it is well-known that the
operator ∆H,2 is hypoelliptic [Ho¨r67]. In fact, Ho¨rmander proved several
estimates in L2-fractional Sobolev spaces. These estimates were extended
to more general Lp-fractional Sobolev and Besov space by Rothschild and
Stein [RS76].
In the quasilinear case p 6= 2, when the non-degeneracy and boundedness
condition for the horizontal gradient
0 <
1
M
≤ |∇Hu|(x) < M, for a. e. x ∈ Ω. (1.4)
is satisfied, Capogna [Cap97, Cap99] proved that solutions to (1.3) are C∞-
smooth for the Heisenberg group, and Carnot groups, respectively. The case
of general semi-simple Lie groups follows from work done by us in [DM09]
for special classes of vector fields.
The situation is more complicated when we only assume the non-degeneracy
condition for the horizontal gradient
0 <
1
M
≤ |∇Hu|(x), for a. e. x ∈ Ω . (1.5)
In this case the key step is to show first the boundedness of the horizontal
gradient. In the case of the Heisenberg group this is due to Zhong [Zho17],
who extended the Hilbert-Haar theory to the Heisenberg group. Assuming
(1.5), Ricciotti [Ric15] proved C∞-smoothness of p-harmonic functions in
the Heisenberg group for 1 < p < ∞. This result was extended to general
contact structures by using Riemannian approximations in [CCDO18], which
is the method we will extend below.
When condition (1.5) is not assumed, we can only expect C1,α-regularity
as in the Euclidean case. For the Heisenberg group this is indeed the case.
See [Ric18] for the case p > 4, [Zho17] for p > 2, and [MZ17] for 1 < p <∞.
The case of general contact structures is considered in [CCDO18], where
the C1,α-regularity of p-harmonic functions is obtained for p ≥ 2.
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In this paper, we consider first the group SU(3) and second, all compact,
connected, semi-simple Lie groups, and prove that if u is a solution of (1.3)
and p ≥ 2, then ∇Hu is Ho¨lder continuous. As we shall explain below,
the dimension of the space of non-horizontal vectors fields, which turns out
to be the dimension of the maximal torus, may be greater than 1; thus, it
cannot support a contact structure since the dimension of the non-horizontal
subspace is greater than or equal to two.
We extend the Riemannian approximation method of [CC16] to SU(3)
(and general semisimple compact Lie groups) to get boundedness of the
gradient, and build on the work of [MM07],[DM09], [MZGZ09], [Zho17],
and [CCDO18] to extend the regularity proof to our case. Note that, as
in the case if the previous contributions mentioned above, we don’t have a
nilpotent structure, so when we differentiate the equation we need to account
for all commutators by relying on the root structure of the Lie algebra.
Given the technical character of the regularity proofs, we present first
the proof for SU(3) in full detail, and later indicate the minor modifications
needed in the general case.
2. Statements of the Main Results for SU(3)
The special unitary group of 3× 3 complex matrices is defined by
SU(3) = {g ∈ GL(3,C) : g · g∗ = I , det g = 1} ,
and its Lie algebra by
su(3) = {X ∈ gl(3,C) : X +X∗ = 0 , traceX = 0} .
The inner product is defined by a multiple of the Killing form
〈X,Y 〉 = −1
2
trace(XY ) .
We consider the two-dimensional maximal torus
T =




eia1 0 0
0 eia2 0
0 0 eia3

 : a1, a2, a3 ∈ R , a1 + a2 + a3 = 0


and its Lie algebra
T =




ia1 0 0
0 ia2 0
0 0 ia3

 : a1, a2, a3 ∈ R , a1 + a2 + a3 = 0


,
which is our choice for the Cartan subalgebra. The following are the Gell-
Mann matrices, which form an orthonormal basis of su(3):
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T1 =


−i 0 0
0 i 0
0 0 0

 , T2 =


−i√
3
0 0
0 −i√
3
0
0 0 2i√
3

 ,
X1 =


0 1 0
−1 0 0
0 0 0

 , X2 =


0 i 0
i 0 0
0 0 0

 ,
X3 =


0 0 0
0 0 1
0 −1 0

 , X4 =


0 0 0
0 0 −i
0 −i 0

 ,
X5 =


0 0 1
0 0 0
−1 0 0

 , X6 =


0 0 i
0 0 0
i 0 0

 .
For the method of Riemannian approximation, described in Section 3, the
following two vector fields provide simpler calculations than T1 and T2. As
it is described in Section §5, these are two of the positive roots.
X7 = −[X1,X2] =


−2i 0 0
0 2i 0
0 0 0

 , X8 = −[X3,X4] =


0 0 0
0 2i 0
0 0 −2i

 .
We list all the commutators of the vector fields X1, ...,X8 in the next
table.
In case of SU(3) the orthonormal basis for the horizontal subspace H is
BH = {X1,X2,X3,X4,X5,X6} .
The commutation properties in Table 2.1 show that, by identifying G with
the Lie algebra of left-invariant vector fields, BH satisfies the Ho¨rmander
condition and generates the horizontal distribution of a sub-Riemannian
manifold.
Recall that the curve γ : [0, T ]→ G is subunitary associated to BH if γ is
an absolutely continuous function, such that for all i ∈ {1, ..., 6} there exists
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Table 2.1. Commutators in SU(3)
X1 X2 X3 X4 X5 X6 X7 X8
X1 0 −X7 X5 −X6 −X3 X4 4X2 2X2
X2 X7 0 X6 X5 −X4 −X3 −4X1 −2X1
X3 −X5 −X6 0 −X8 X1 X2 2X4 4X4
X4 X6 −X5 X8 0 X2 −X1 −2X3 −4X3
X5 X3 X4 −X1 −X2 0 X8 −X7 2X6 −2X6
X6 −X4 X3 −X2 X1 X7 −X8 0 −2X5 2X5
X7 −4X2 4X1 −2X4 2X3 −2X6 2X5 0 0
X8 −2X2 2X1 −4X4 4X3 2X6 −2X5 0 0
αi ∈ L∞[0, T ] with the properties
γ′(t) =
6∑
i=1
αi(t)Xi(γ(t)) ,
6∑
i=1
α2i (t) ≤ 1 , a.e. t ∈ [0, T ] .
The control distance (Carnot-Carathe´odory distance) with respect to BH is
defined by
d(x, y) = inf{T ≥ 0 : there exists γ : [0, T ]→ G, a subunitary curve
for BH, connecting x and y} . (2.1)
We use Br for the Carnot-Carathe´odory balls of radius r generated by d.
Let us fix a bi-invariant Haar-measure and note that for left-invariant
vector fields we always have X∗i = −Xi. Consider a domain Ω ⊂ SU(3), and
the following quasilinear subelliptic equation:
6∑
i=1
Xi (ai(∇Hu)) = 0 , in Ω , (2.2)
where for some 0 ≤ δ ≤ 1, p > 1 , 0 < l < L, and for all η, ξ ∈ R6 the
following properties hold:
6∑
i,j=1
∂ai
∂ξj
(ξ) ηiηj ≥ l
(
δ + |ξ|2
) p−2
2 |η|2 , (2.3)
6∑
i,j=1
∣∣∣∣∂ai∂ξj (ξ)
∣∣∣∣ ≤ L(δ + |ξ|2)
p−2
2
, (2.4)
|ai(ξ)| ≤ L
(
δ + |ξ|2) p−12 . (2.5)
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The quintessential representative example for the functions ai is given by
ai(ξ) = (δ + |ξ|2)
p−2
2 ξi .
A function u ∈W 1,pH,loc(Ω) is a weak solution of (2.2) if
6∑
i=1
∫
Ω
ai(∇Hu(x)) Xiφ(x) dx = 0 , for all φ ∈ C∞0 (Ω). (2.6)
We list our main results:
Theorem 2.1. Let p > 1 and u ∈ W 1,pH,loc(Ω) be a weak solution of (2.2).
Then there exists a constant c > 0, depending only on p, l, L, such that for
any Carnot-Carathe´odory ball Br ⊂⊂ Ω we have
sup
Br/2
|∇Hu| ≤ c
(
−
∫
Br
(δ + |∇Hu|2)
p
2 dx
) 1
p
. (2.7)
Theorem 2.2. Let p ≥ 2 and u ∈ W 1,pH,loc(Ω) be a weak solution of (2.2).
Then ∇Hu ∈ Cαloc(Ω).
3. The proof of Theorem 2.1
Consider an arbitrary, but fixed 0 < ε < 1. Define the following vector
fields:
• For i ∈ {1, ..., 6} define Xεi = Xi.
• For i ∈ {7, 8} define Xεi = εXi.
Regarding the behavior as ε→ 0, we have three types of commutators:
[Xε1 ,X
ε
2 ] = −
1
ε
Xε7 , [X
ε
3 ,X
ε
4 ] = −
1
ε
Xε8 , [X
ε
5 ,X
ε
6 ] =
1
ε
(Xε8 −Xε7)
[Xε7 ,X
ε
1 ] = −4εXε2 , ..., [Xε7 ,Xε3 ] = −2εXε4 , ..., [Xε8 ,Xε1 ] = −2εXε2 , ...
[Xε1 ,X
ε
3 ] = X
ε
5 , [X
ε
1 ,X
ε
4 ] = −Xε6 , ..., [Xε2 ,Xε3 ] = Xε6 , ...
(3.1)
We will use the following notations:
• ∇T = (X7,X8), ∇H = (X1, ...,X6).
• ∇εT = (Xε7 ,Xε8), ∇ε = (Xε1 , ...,Xε6 ,Xε7 ,Xε8).
• ωε = δ + |∇εuε|2.
We can always extend the vector function (a1, ..., a6) to (a1, ..., a8) in such
a way that we keep the properties (2.3), (2.4) and (2.5). Consider the
quasilinear elliptic PDE, which will serve as a Riemannian approximation
of (2.2):
8∑
i=1
Xεi (ai(∇εu)) = 0, in Ω. (3.2)
Remark 3.1. If δ > 0 and ε > 0, the weak solutions of the non-degenerate
quasilinear elliptic equation (3.2) are smooth in Ω by classical regularity
theory. See for example [LU68].
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The series of lemmas that follow contain generalizations of the Cacciopoli-
type inequalities that were developed and gradually refined in the case of
Heisenberg group in [MM07, MZGZ09, Zho17, Ric15, CCDO18].
Lemma 3.1. Let 0 < δ < 1, β ≥ 0 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on p, l and L such that
for any solution uε ∈ C∞(Ω) of (3.2) we have∫
Ω
η2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx
≤ c
∫
Ω
|∇εη|2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ cε2(β + 1)2
∫
Ω
η2 ω
p
2
ε |∇εT uε|2β dx. (3.3)
Proof. In order to accommodate all the terms, we will simplify the writing
of (3.2): ∑
i
Xεi (ai) = 0 . (3.4)
By differentiating (3.4) with respect to Xε7 and switching X
ε
7 and X
ε
i we get∑
i
Xεi (X
ε
7(ai)) = 4εX
ε
2 (a1)− 4εXε1(a2) + 2εXε4(a3)− 2εXε3 (a4)
+ 2εXε6(a5)− 2εXε5(a6).
Using the notation aij =
∂ai
∂ξj
, for any φ ∈ C∞0 (Ω) we get∑
i,j
∫
Ω
aij X
ε
7X
ε
juεX
ε
i φdx = 4ε
∫
Ω
a1X
ε
2 φdx+ similar terms.
Another switch between Xε7 and X
ε
j leads to∑
i,j
∫
Ω
aij X
ε
jX
ε
7uεX
ε
i φdx
= 4ε
∫
Ω
a1X
ε
2φdx+ similar terms
+ 4ε
∑
i
∫
Ω
ai1X
ε
2uεX
ε
i φdx+ similar terms. (3.5)
Let us use φ = η2 |∇εT uε|2β Xε7uε in (3.5). Then,
Xεi φ = 2η X
ε
i η |∇εT uε|2β Xε7uε
+ η2 β |∇εT uε|2β−2Xεi (|∇εT uε|2)Xε7uε
+ η2|∇εT uε|2β XεiXε7uε ,
and hence
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∑
i,j
∫
Ω
aij X
ε
jX
ε
7uε 2ηX
ε
i η |∇εT uε|2β Xε7uε dx
+
∑
i,j
∫
Ω
aij X
ε
jX
ε
7uε η
2 β|∇εT uε|2β−2Xεi (|∇εT uε|2)Xε7uε dx
+
∑
i,j
∫
Ω
aij X
ε
jX
ε
7uε η
2 |∇εT uε|2β XεiXε7uε dx
= 4ε
∫
Ω
a1 2η X
ε
2η |∇εT uε|2β Xε7uε dx
+ 4ε
∫
Ω
a1 η
2 β|∇εT uε|2β−2Xε2(|∇εT uε|2)Xε7uε dx
+ 4ε
∫
Ω
a1 η
2 |∇εT uε|2β Xε2Xε7uε dx+ ...
+ 4ε
∑
i
∫
Ω
ai1X
ε
2uε 2η X
ε
i η |∇εT uε|2βXε7uε dx
+ 4ε
∑
i
∫
Ω
ai1X
ε
2uε η
2 β |∇εT uε|2β−2Xεi (|∇εT uε|2)Xε7uε dx
+ 4ε
∑
i
∫
Ω
ai1X
ε
2uε η
2 |∇εT uε|2β XεiXε7uε dx+ ...
(3.6)
As we already did in (3.6), in the following estimates we will list one member
of each group of terms requiring certain type of inequalities and signal the
presence of similar terms by “...”. By writing an identical equation for Xε8
and adding it to (3.6), we get nine representative terms:
(L1) + (L2) + (L3)
= (R11) + (R12) + (R13) + ...
+ (R21) + (R22) + (R23) + ...
We estimate each term.
(L3) ≥ l
∫
Ω
η2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx.
(L2) =
1
2
∑
i,j
∫
Ω
aijX
ε
j (|∇εT uε|2) η2 β |∇εT uε|2β−2Xεi (|∇εT uε|2) dx
≥ βl
2
∫
Ω
η2 ω
p−2
2
ε |∇εT uε|2β−2 |∇ε(|∇εT uε|2)|2 dx
(L1) ≤ c
∫
Ω
ω
p−2
2
ε |∇ε∇εT uε| 2η |∇εη| |∇εT uε|2β+1 dx
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≤ l
100
∫
Ω
η2ω
p−2
2
ε |∇εT uε|2β|∇ε∇εT uε|2 dx
+ c
∫
Ω
|∇εη|2 ω
p−2
2
ε |∇εT uε|2β+2 dx
(R11) + (R21) ≤ cε
∫
Ω
ω
p−1
2
ε η |∇εη| |∇εT uε|2β+1 dx
≤ c
∫
Ω
|∇εη|2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ cε2
∫
Ω
η2 ω
p
2
ε |∇εT uε|2β dx
(R12) + (R13) + (R22) + (R23)
≤ cε(β + 1)
∫
Ω
ω
p−1
2
ε η
2 |∇εT uε|2β |∇ε∇εT uε| dx
≤ l
100
∫
Ω
η2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx
+ cε2(β + 1)2
∫
Ω
η2 ω
p
2
ε |∇εT uε|2β dx
By combining all these estimates we get (3.3). 
Remark 3.2. If in Lemma (3.1) we change η to ηβ+2 we get the following
estimate:
∫
Ω
η2β+4 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx
≤ c(β + 1)2||∇εη||2L∞
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ cε2(β + 1)2
∫
Ω
η2β+4 ω
p
2
ε |∇εT uε|2β dx. (3.7)
Lemma 3.2. Let 0 < δ < 1, β ≥ 0 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on G, p, l and L such
that for any solution uε ∈ C∞(Ω) of (3.2) we have∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
≤ c(β + 1)4
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+ c(β + 1)2
∫
Ω
(η2 + |∇εη|2 + η|∇T η|)ω
p
2
+β
ε dx. (3.8)
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Proof. Let’s differentiate equation (3.4) with respect to Xε1 and switch X
ε
1
and Xεi . In this way we get∑
i
Xεi (X
ε
1ai) =
1
ε
Xε7a2 − 4εXε2a7 −Xε5a3 + similar terms.
The weak form of this equation looks like
∑
i,j
∫
Ω
aij X
ε
1X
ε
juεX
ε
i φdx
=
1
ε
∫
Ω
a2X
ε
7φdx − 4ε
∫
Ω
a7X
ε
2φdx −
∫
Ω
a3X
ε
5φdx + ... (3.9)
After switching Xεj and X
ε
1 in (3.9) we get
∑
i,j
∫
Ω
aij X
ε
jX
ε
1uεX
ε
i φdx
=
1
ε
∫
Ω
a2X
ε
7φdx− 4ε
∫
Ω
a7X
ε
2φdx−
∫
Ω
a3X
ε
5φdx+ ...
+
1
ε
∑
i
∫
Ω
ai2X
ε
7uεX
ε
i φdx− 4ε
∑
i
∫
Ω
ai7X
ε
2uεX
ε
i φdx
−
∑
i
∫
Ω
ai3X
ε
5uεX
ε
i φdx+ ...
(3.10)
Let us use φ = η2 ωβε Xε1uε in (3.10).
∑
i,j
∫
Ω
aij X
ε
jX
ε
1uε η
2 ωβε X
ε
iX
ε
1uε dx
+
∑
i,j
∫
Ω
aij X
ε
jX
ε
1uε η
2 βωβ−1ε X
ε
i (|∇εuε|2)Xε1uε dx
+
∑
i,j
∫
Ω
aij X
ε
jX
ε
1uε 2η X
ε
i η ω
β
ε X
ε
1uε dx+ ...
=
1
ε
∫
Ω
a2 η
2 ωβε X
ε
7X
ε
1uε dx
+
1
ε
∫
Ω
a2 η
2 βωβ−1ε X
ε
7(|∇εuε|2)Xε1uε dx
+
1
ε
∫
Ω
a2 2η X
ε
7η ω
β
ε X
ε
1uε dx+ ...
− 4ε
∫
Ω
a7 η
2 ωβε X
ε
2X
ε
1uε dx
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− 4ε
∫
Ω
a7 η
2 βωβ−1ε X
ε
2(|∇εuε|2)Xε1uε dx
− 4ε
∫
Ω
a7 2η X
ε
2η ω
β
ε X
ε
1uε dx+ ...
−
∫
Ω
a3 η
2 ωβε X
ε
5X
ε
1uε dx
−
∫
Ω
a3 η
2 βωβ−1ε X
ε
5(|∇εuε|2)Xε1uε dx
−
∫
Ω
a3 2η X
ε
5η ω
β
ε X
ε
1uε dx+ ...
+
1
ε
∑
i
∫
Ω
ai2X
ε
7uε η
2 ωβε X
ε
iX
ε
1uε dx
+
1
ε
∑
i
∫
Ω
ai2X
ε
7uε η
2 βωβ−1ε X
ε
i (|∇εuε|2)Xε1uε dx
+
1
ε
∑
i
∫
Ω
ai2X
ε
7uε 2η X
ε
i η ω
β
ε X
ε
1uε dx+ ...
− 4ε
∑
i
∫
Ω
ai7X
ε
2uε η
2 ωβε X
ε
iX
ε
1uε dx
− 4ε
∑
i
∫
Ω
ai7X
ε
2uε η
2 βωβ−1ε X
ε
i (|∇εuε|2)Xε1uε dx
− 4ε
∑
i
∫
Ω
ai7X
ε
2uε 2η X
ε
i η ω
β
ε X
ε
1uε dx+ ...
−
∑
i
∫
Ω
ai3X
ε
5uε η
2 ωβε X
ε
iX
ε
1uε dx
−
∑
i
∫
Ω
ai3X
ε
5uε η
2 βωβ−1ε X
ε
i (|∇εuε|2)Xε1uε dx
−
∑
i
∫
Ω
ai3X
ε
5uε 2η X
ε
i η ω
β
ε X
ε
1uε dx+ ... .
Repeat the above calculations for Xε2 , ...,X
ε
8 and add all equations. In this
way we get an equation in the following format
L(1.1) + L(1.2) + L(1.3) =
6∑
i=1
R(i.1) + R(i.2) + R(i.3) + ...
We estimate each term.
L(1.1) =
∑
i,j,k
∫
Ω
aij X
ε
jX
ε
kuε η
2 ωβε X
ε
iX
ε
kuε dx
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≥ l
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx.
L(1.2) =
∑
i,j
∫
Ω
aij
∑
k
XεjX
ε
kuεX
ε
kuε η
2 βωβ−1ε X
ε
i (|∇εuε|2) dx
=
β
2
∑
i,j
∫
Ω
aij X
ε
j (|∇εuε|2) η2 ωβ−1ε Xεi (|∇εuε|2) dx
≥ βl
2
∫
Ω
η2ω
p−2
2
+β−1
ε |∇ε(|∇εuε|2) dx.
|L(1.3)| ≤ c
∫
Ω
ω
p−2
2
ε |∇ε∇εuε| η |∇εη|ωβ+
1
2
ε dx
≤ l
100
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
+ c
∫
Ω
|∇εη|2 ω
p
2
+β
ε dx .
R(1.1) =
1
ε
∫
Ω
a2 η
2 ωβε X
ε
7X
ε
1uε dx+ ...
=
1
ε
∫
Ω
a2 η
2 ωβε (X
ε
1X
ε
7uε − 4εXε2uε) dx+ ...
= −1
ε
∫
Ω
Xε1(a2 η
2 ωβε )X
ε
7uε dx+ 4
∫
Ω
a2 η
2 ωβε X
ε
2uε dx+ ...
= −
∑
i
∫
Ω
a2iX
ε
1X
ε
i uε η
2 ωβε X7uε dx−
∫
Ω
a2 2η X
ε
1η ω
β
ε X7uε dx
−
∫
Ω
a2 η
2 βωβ−1ε 2〈∇εuε,Xε1∇εuε〉X7uε dx
+ 4
∫
Ω
a2 η
2 ωβε X
ε
2uε dx+ ...
≤ c
∫
Ω
ω
p−2
2
ε |∇ε∇εuε| η2ωβε |∇T uε| dx+ c
∫
Ω
ω
p−1
2
ε η |∇εη|ωβε |∇T uε| dx
+ c
∫
Ω
ω
p−1
2
ε η
2 βωβ−1ε ω
1
2
ε |∇ε∇εuε| |∇T uε| dx
+ c
∫
Ω
ω
p−1
2
ε η
2 ωβε ω
1
2
ε dx
≤ l
200
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ 2c
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+ c
∫
Ω
|∇εη|2 ω
p
2
+β
ε dx
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+
l
200
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ cβ2
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+ c
∫
Ω
η2 ω
p
2
+β
ε dx
≤ l
100
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ c(β + 1)2
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+ c
∫
Ω
(η2 + |∇εη|2)ω
p
2
+β
ε dx .
For the next set of estimates we will use the following identity that comes
from the commutators’ Table 2.1:
〈∇εuε,Xεi∇εuε〉 = 〈∇εuε,∇εXεi uε〉 , if i = 7 or 8 .
R(1.2) =
1
ε
∫
Ω
a2 η
2 βωβ−1ε X
ε
7(|∇εuε|2)Xε1uε dx+ ...
=
1
ε
∫
Ω
a2 η
2 βωβ−1ε 2〈∇εuε,Xε7∇εuε〉Xε1uε dx+ ...
=
1
ε
∫
Ω
a2 η
2 βωβ−1ε 2〈∇εuε,∇εXε7uε〉Xε1uε dx+ ...
=
2β
ε
∑
i
∫
Ω
a2 η
2ωβ−1ε X
ε
i uεX
ε
iX
ε
7uεX
ε
1uε dx+ ...
= −2β
ε
∑
i
∫
Ω
Xεi (a2 η
2ωβ−1ε X
ε
i uεX
ε
1uε)X
ε
7uε dx+ ...
= −2β
∑
i
∫
Ω
Xεi (a2 η
2ωβ−1ε X
ε
i uεX
ε
1uε)X7uε dx+ ...
= −2β
∑
i,j
∫
Ω
a2j X
ε
iX
ε
juε η
2ωβ−1ε X
ε
i uεX
ε
1uεX7uε dx+ ...
− 2β
∑
i
∫
Ω
a2 2η X
ε
i η ω
β−1
ε X
ε
i uεX
ε
1uεX7uε dx+ ...
− 2β(β − 1)
∑
i
∫
Ω
a2 η
2 ωβ−2ε X
ε
i (|∇εuε|2)Xεi uεXε1uεX7uε dx+ ...
− 2β
∑
i
∫
Ω
a2 η
2ωβ−1ε X
ε
iX
ε
i uεX
ε
1uεX7uε dx+ ...
− 2β
∑
i
∫
Ω
a2 η
2ωβ−1ε X
ε
i uεX
ε
iX
ε
1uεX7uε dx+ ...
≤ cβ
∫
Ω
ω
p−2
2
+β
ε |∇ε∇εuε| η2 |∇T uε| dx
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+ cβ
∫
Ω
ω
p−1
2
+β
ε η |∇εη| |∇T uε| dx
+ c(β + 1)2
∫
Ω
ω
p−2
2
+β
ε |∇ε∇εuε| η2 |∇T uε| dx
≤ l
200
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ cβ2
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+ c
∫
Ω
|∇εη|2 ω
p
2
+β
ε dx+ cβ
2
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
+
l
200
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ c(β + 1)4
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
≤ l
100
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
+ c(β + 1)4
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx+ c
∫
Ω
|∇εη|2 ω
p
2
+β
ε dx .
R(1.3)+R(2.3)+R(5.3) ≤ c(ε+ 1)
∫
Ω
η|∇T η|ω
p
2
+β
ε dx.
R(2.1)+R(2.2)+R(3.1)+R(3.2)+R(5.1)+R(5.2)+R(6.1)+R(6.2)
≤ c(ε+ 1)(β + 1)
∫
Ω
η2 ω
p−1
2
+β
ε |∇ε∇εuε| dx
≤ l
100
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ c(ε + 1)2(β + 1)2
∫
Ω
η2 ω
p
2
+β
ε dx .
R(3.3)+R(6.3) ≤ c
∫
Ω
ω
p−1
2
ε η |∇εη|ωβ+
1
2
ε dx
≤ c
∫
Ω
(η2 + |∇εη|2)ω
p
2
+β
ε dx.
R(4.1)+R(4.2) ≤ c(β + 1)
∫
Ω
ω
p−2
2
+β
ε |∇T uε| η2 |∇ε∇εuε| dx
≤ l
100
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx+ c(β + 1)2
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx.
R(4.3) ≤ c
∫
Ω
ω
p−1
2
+β
ε |∇T uε| η |∇εη| dx
≤ c
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx+ c
∫
Ω
|∇εη|2 ω
p
2
+β
ε dx .
By adding the estimates from above we get (3.8) and this finished the proof
of Lemma 3.2. 
C1,α-SUBELLIPTIC REGULARITY 15
Lemma 3.3. Let 0 < δ < 1, β ≥ 1 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on p, l and L such that
for any solution uε ∈ C∞(Ω) of (3.2) we have∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
≤ cε2(β + 1)4‖∇εη‖2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2dx .
(3.11)
Proof. Let us use φ = η2β+2 |∇εT uε|2β Xε1uε in (3.9). First, let us organize
the terms of Xεi φ in the following way:
Xεi φ = η
2β+2 |∇εT uε|2β Xε1Xεi uε + δi2
1
ε
η2β+2 |∇εT uε|2β Xε7uε + ...
− 4δi7 εη2β+2 |∇εT uε|2β Xε2uε + ...− δi3 η2β+2 |∇εT uε|2β Xε5uε + ...
+ η2β+2 β |∇εT uε|2β−2Xεi (|∇εT uε|2)Xε1uε
+ (2β + 2)η2β+1Xεi η |∇εT uε|2β Xε1uε .
Therefore, equation (3.9) has the following form.
∑
i,j
∫
Ω
aij X
ε
1X
ε
juε η
2β+2 |∇εT uε|2β Xε1Xεi uε dx
+
1
ε
∑
j
∫
Ω
a2j X
ε
1X
ε
juε η
2β+2 |∇εT uε|2β Xε7uε dx+ ...
− 4ε
∑
j
∫
Ω
a7j X
ε
1X
ε
juε η
2β+2 |∇εT uε|2βXε2uε dx+ ...
−
∑
j
∫
Ω
a3j X
ε
1X
ε
juε η
2β+2 |∇εT uε|2β Xε5uε dx+ ...
+ β
∑
i,j
∫
Ω
aij X
ε
1X
ε
juε η
2β+2 |∇εT uε|2β−2Xεi (|∇εT uε|2) Xε1uε dx
+ 2(β + 1)
∑
i,j
∫
Ω
aij X
ε
1X
ε
juε η
2β+1Xεi η |∇εT uε|2β Xε1uε dx
= −1
ε
∫
Ω
Xε7a2 η
2β+2 |∇εT uε|2β Xε1uε dx+ ...
+ 4ε
∫
Ω
Xε2a7 η
2β+2 |∇εT uε|2βXε1uε dx+ ...
+
∫
Ω
Xε5a3 η
2β+2 |∇εT uε|2β Xε1uε dx+ ... .
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By repeating this for i = 1, 2, ..., 8 and adding the equations we get the
following terms:
6∑
i=1
(Li) =
3∑
i=1
(Ri) .
Once more, let’s estimate each term.
(L1) =
∑
k
∑
i,j
∫
Ω
aijX
ε
kX
ε
j uε η
2β+2 |∇εT uε|2βXεkXεi uε dx
≥ l
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx.
(L2) =
1
ε
∑
j
∫
Ω
a2j X
ε
1X
ε
juε η
2β+2 |∇εT uε|2βXε7uε dx+ ...
=
1
ε
∫
Ω
Xε1a2 η
2β+2 |∇εT uε|2β Xε7uε dx+ ...
= −1
ε
∫
Ω
a2X
ε
1(η
2β+2 |∇εT uε|2β Xε7uε) dx+ ...
= −1
ε
∫
Ω
a2 (2β + 2) η
2β+1Xε1η |∇εT uε|2β Xε7uε dx+ ...
− 1
ε
∫
Ω
a2 η
2β+2 β|∇εT uε|2β−2Xε1(|∇εT uε|2)Xε7uε dx+ ...
− 1
ε
∫
Ω
a2 η
2β+2 |∇εT uε|2β Xε1Xε7uε dx+ ...
≤ c(β + 1)
ε
∫
Ω
η2β+1 ω
p−1
2
ε |∇εη| |∇εT uε|2β+1 dx
+
c(β + 1)
ε
∫
Ω
η2β+2 ω
p−1
2
ε |∇εT uε|2β |∇ε∇εT uε| dx
≤ l
400ε2
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ c(β + 1)2
∫
Ω
η2β ω
p
2
ε |∇εη|2 |∇εT uε|2β dx
+
l
200cε2 (β + 1)2||∇εη||2L∞
∫
Ω
η2β+4 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx
+ c3(β + 1)4||∇εη||2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β dx .
In the following we use (3.7), the inequalities
|∇εT uε|2 ≤ 2ε2|∇ε∇εuε|2, ||η||L∞ ≤ 1 ,
and that without loss of generality we can assume ||∇εη||L∞ ≥ 1.
C1,α-SUBELLIPTIC REGULARITY 17
(L2) ≤ l
200
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ c(β + 1)2 ||∇εη||2L∞ ε2
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx
+
l
200ε2
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ c
∫
Ω
η2β+4 ω
p
2
ε |∇εT uε|2β dx
+ c3(β + 1)4||∇εη||2L∞ ε2
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx
≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ c(β + 1)4||∇εη||2L∞ ε2
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx.
(L3) + (L4) + (R2) + (R3)
≤ c(ε + 1)
∫
Ω
η2β+2 ω
p−1
2
ε |∇εT uε|2β |∇ε∇εuε| dx
≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ c(ε + 1)2
∫
Ω
η2β+2 ω
p
2
ε |∇εT uε|2β dx
≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ cε2(ε+ 1)2
∫
Ω
η2β+2 ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx.
(L5) ≤ cβ
∫
Ω
η2β+2 ω
p−1
2
ε |∇εT uε|2β−1 |∇ε∇εuε| |∇ε∇εT uε| dx
≤ l
200cε2(β + 1)2||∇εη||2L∞
∫
Ω
η2β+4 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εT uε|2 dx
+ c3ε2(β + 1)4||∇εη||2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx
≤ l
200ε2
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β+2 dx
+ c
∫
Ω
η2β+4 ω
p
2
ε |∇εT uε|2β dx
+ c3ε2(β + 1)4||∇εη||2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx
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≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ cε2(β + 1)4||∇εη||2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx.
(L6) ≤ c(β + 1)
∫
Ω
η2β+1 |∇εη|ω
p−1
2
ε |∇εT uε|2β |∇ε∇εuε| dx
≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ cε2(β + 1)2||∇εη||2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx.
(R1) = −1
ε
∑
j
∫
Ω
a2j X
ε
7X
ε
juε η
2β+2 |∇εT uε|2β Xε1uε dx+ ...
= −1
ε
∑
j
∫
Ω
a2j X
ε
jX
ε
7uε η
2β+2 |∇εT uε|2β Xε1uε dx+ ...
+ 4
∫
Ω
a21X
ε
2uε η
2β+2 |∇εT uε|2β Xε1uε dx+ ...
≤ c
ε
∫
Ω
η2β+2 ω
p−1
2
ε |∇εT uε|2β |∇ε∇εT uε| dx+ c
∫
Ω
η2β+2 ω
p
2
ε |∇εT uε|2β dx .
Following now the estimates from (L2) we get that
(R1) ≤ l
100
∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
+ c(β + 1)2||∇εη||2L∞ ε2
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2 dx.
We can finish now the proof by combining the above estimates. 
Using the fact that |∇T uε|2 ≤ 2|∇ε∇εuε|2, we can adapt the proof of
Lemma 3.3 to the case β = 0, to obtain the following estimate.
Corollary 3.1. Let 0 < δ < 1 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on p, l and L such that
for any solution uε ∈ C∞(Ω) of (3.2) we have∫
Ω
η2 ω
p−2
2
ε |∇ε∇εuε|2 dx
≤ c (1 + ||∇εη||2L∞ + ||∇T η||L∞)
∫
supp(η)
ω
p
2
ε dx. (3.12)
Lemma 3.4. Let 0 < δ < 1, β ≥ 1 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on p, l and L such that
for any solution uε ∈ C∞(Ω) of (3.2) we have
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Ω
η2β+2 ω
p−2
2
ε |∇T uε|2β |∇ε∇εuε|2 dx
≤ cβ(β + 1)4β‖∇εη‖2βL∞
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2dx .
(3.13)
Proof. The case β = 1 is included in Lemma (3.3).
In the case of β > 1, in the right hand side of (3.11) we use Young’s inequality
with the constants p = ββ−1 and q = β.∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
≤ cε2(β + 1)4‖∇εη‖2L∞
∫
Ω
η2β ω
p
2
ε |∇εT uε|2β−2 |∇ε∇εuε|2dx
≤
(∫
Ω
η2β+2 ω
p−2
2
ε |∇εT uε|2β |∇ε∇εuε|2 dx
)β−1
β
·
(
cβ ε2β (β + 1)4β ||∇εη||2βL∞
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
) 1
β
.
Taking into consideration a division by ε2β, estimate (3.13) is now a simple
consequence of the above inequality. 
Proof of Theorem 2.1.
Proof. We start with the first term on the right hand side of (3.8). By
Young’s inequality with exponents p = β + 1 and q = β+1β and Lemma 3.4
we get that
c(β + 1)4
∫
Ω
η2 ω
p−2
2
+β
ε |∇T uε|2 dx
≤ c(β + 1)4
(∫
Ω
η2β+2 ω
p−2
2
ε |∇T uε|2β+2 dx
) 1
β+1
·
(∫
supp η
ω
p
2
+β
ε dx
) β
β+1
≤ c(β + 1)4
(
2
∫
Ω
η2β+2 ω
p−2
2
ε |∇T uε|2β |∇ε∇εuε|2 dx
) 1
β+1
·
(∫
supp η
ω
p
2
+β
ε dx
) β
β+1
≤ c(β + 1)4
(
cβ(β + 1)4β ||∇εη||2βL∞
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
) 1
β+1
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·
(∫
supp η
ω
p
2
+β
ε dx
) β
β+1
≤ c 2β+1β+1 (β + 1) 8β+4β+1 ||∇εη||
2β
β+1
L∞
(∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
) 1
β+1
·
(∫
supp η
ω
p
2
+β
ε dx
) β
β+1
≤ 1
β + 1
∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
+
β
β + 1
c
2β+1
β (β + 1)
8β+4
β ||∇εη||2L∞
∫
supp η
ω
p
2
+β
ε dx .
Hence, inequality (3.8) implies the following estimate:∫
Ω
η2 ω
p−2
2
+β
ε |∇ε∇εuε|2 dx
≤ c(β + 1)12 (1 + ||∇εη||2L∞ + ||∇T η||L∞)
∫
supp η
ω
p
2
+β
ε dx. (3.14)
Since for any integer 1 ≤ i ≤ 8 we have(
Xεi
(
η ω
p
4
+β
2
ε
))2
≤ 2|∇εη|2 ω
p
2
+β
ε + 2
(p
2
+ β
)2
η2 ω
p
2
+β
ε |∇ε∇εuε|2 ,
it follows that∫
Ω
∣∣∣∣∇ε
(
η ω
p
4
+β
2
ε
)∣∣∣∣
2
dx
≤ c(β + 1)14 (1 + ||∇εη||2L∞ + ||∇T η||L∞)
∫
supp η
ω
p
2
+β
ε dx.
Similarly to (2.1), for any small ε > 0, consider subunitary curves associ-
ated to {Xεi , 1 ≤ i ≤ 8}, the control distance dε and balls Bεr .
Notice that for all ε > 0 and x, y ∈ SU(3) we have dε(x, y) ≤ d(x, y), and
hence it follows that Br ⊂ Bεr . The homogeneous dimension Q = 10 pro-
vides a constant c independent of ε such that for volumes of balls of radius
0 < r ≤ 1 we have
crQ ≤ |Br| ≤ |Bεr | .
By [VSCC92, Theorem V.4.5, page 70], the Sobolev inequality holds for
κ = QQ−2 =
5
4 and a constant c, depending only on Q and independent of ε.
For a careful study of the independence of c of ε, see [CC16]. Therefore, for
0 < r2 ≤ r1 < r2 ≤ r and appropriate cut-off function η we have[∫
Bεr1
η2κ ω
(p
2
+β)κ
ε
] 1
κ
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≤ c(β + 1)14 (1 + ||∇εη||2L∞ + ||∇T η||L∞)
∫
Bεr2
ω
p
2
+β
ε dx.
The well-known Moser iteration leads to a constant independent of ε, such
that for any weak solution uε of (3.2) in B, satisfying uε = u on ∂B we have
sup
Bε
r/2
|∇εuε| ≤ c
(
−
∫
Bεr
(δ + |∇εuε|2)
p
2 dx
) 1
p
. (3.15)
Letting ε→ 0 in (3.15), we obtain (2.7). 
4. The proof of Theorem 2.2
Based on the Lipschitz regularity from Theorem 2.1 and [DM09, Theorem
1.1] we have the following result:
Theorem 4.1. Let p ≥ 2, δ > 0 and u ∈ W 1,pH loc(Ω) be a weak solution of
(2.2). Then u ∈ C∞(Ω).
We can observe that the estimates from the Lemmas and Corollaries
from the previous section are homogeneous in ε. Therefore, by dividing
with the corresponding power of ε and then letting ε → 0, we obtain
the following intrinsic Cacciopoli type inequalities for solutions of (2.2).
Similar inequalities were obtained in the case of the Heisenberg group in
[MM07, MZGZ09, Ric18, Zho17]. We will use the notation w = δ + |∇Hu|2.
Corollary 4.1. Let 0 < δ < 1 and η ∈ C∞0 (Ω) be such that 0 ≤ η ≤ 1.
Then there exists a constant c > 0 depending only on p, l and L such that
for any solution u ∈ C∞(Ω) of (2.2) the following inequalities hold:
(1) If β ≥ 0, then∫
Ω
η2 w
p−2
2 |∇T u|2β |∇H∇T u|2 dx ≤ c
∫
Ω
|∇Hη|2 w
p−2
2 |∇T u|2β+2 dx
+ c(β + 1)2
∫
Ω
η2 w
p
2 |∇T u|2β dx. (4.1)
(2) It β ≥ 0, then∫
Ω
η2 w
p−2
2
+β |∇H∇Hu|2 dx ≤ c(β + 1)4
∫
Ω
η2 w
p−2
2
+β |∇T u|2 dx
+ c(β + 1)2
∫
Ω
(η2 + |∇Hη|2 + η|∇T η|)w
p
2
+β dx. (4.2)
(3) It β ≥ 1, then∫
Ω
η2β+2 w
p−2
2 |∇T u|2β |∇H∇Hu|2 dx
≤ c(β + 1)4‖∇Hη‖2L∞
∫
Ω
η2β w
p
2 |∇T u|2β−2 |∇H∇Hu|2dx .
(4.3)
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(4) If β ≥ 1, then∫
Ω
η2β+2 w
p−2
2 |∇T u|2β |∇H∇Hu|2 dx
≤ cβ(β + 1)4β‖∇Hη‖2βL∞
∫
Ω
η2 w
p−2
2
+β |∇H∇Hu|2dx .
(4.4)
(5) If β ≥ 0, then∫
Ω
η2 w
p−2
2
+β |∇H∇Hu|2 dx
≤ c(β + 1)12 (1 + ||∇Hη||2L∞ + ||∇T η||L∞)
∫
supp η
w
p
2
+β dx. (4.5)
In case of δ = 0 the key result in proving the C1,α regularity of weak
solutions of equation (2.2) is the following lemma:
Lemma 4.1. Let δ > 0, u ∈ C∞(Ω) be a solution of (2.2) and consider a
CC-ball B3r0 ⊂ Ω. For any q ≥ 4 there exists a constant c > 0, depending
only on G, p, l, L, r0 and q, such that for all k ∈ R, |k| < M , 0 < r′ < r < r0,
s ∈ I we have∫
A+
s,k,r′
(δ + |∇Hu|2)
p−2
2 |∇H(Xsu− k)+|2 dx
≤ c
(r − r′)2
∫
A+s,k,r
(δ + |∇Hu|2)
p−2
2 ((Xsu− k)+)2 dx
+ c(δ +M2)
p
2 |A+s,k,r|1−
2
q , (4.6)
where M = supB2r0
|∇T u| and A+s,k,r = {x ∈ Br : Xsu(x)− k > 0}.
Proof. We will present the proof for s = 1, the other cases are identical. Let
us denote v = (X1u − k)+. As in Section §3, let us differentiate equation
(2.2) with respect to X1, multiply it by a φ ∈ C∞0 (Ω) and integrate. In this
way we obtain
∑
i,j
∫
Ω
aij XjX1uXiφdx = −
∫
Ω
X7a2 φdx−
∫
Ω
a3X5φdx+ ...
+
∑
i
∫
Ω
ai2X7uXiφdx−
∑
i
∫
Ω
ai3X5uXiφdx+ ... (4.7)
Consider a cut-off function η ∈ C∞0 (Br) such that η ≡ 1 in Br′ , ||∇Hη||L∞ ≤
2
r−r′ and ||∇T η||L∞ ≤ 8(r−r′)2 . After substituting the test function φ = η2v
in equation (4.7), we get the following terms:
L1 + L2 = R1 +R2 + ...+R3 +R4 + ...
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We will estimate each term. Note that XjX1u(x) = Xjv(x) if v(x) 6= 0 and
we can assume |B2r0 | ≤ 1.
L1 =
∑
i,j
∫
Br
aij XjX1u η
2Xiv dx ≥ l
∫
Br
η2 w
p−2
2 |∇Hv|2 dx .
L2 =
∑
i,j
∫
Br
aij XjX1u 2η Xiη vdx ≤ c
∫
Br
w
p−2
2 |∇Hv| η |∇Hη| v dx
≤ l
100
∫
Br
η2 w
p−2
2 |∇Hv|2 dx+ c
∫
Br
|∇Hη|2 w
p−2
2 v2 dx .
R1 = −
∫
Br
X7a2 η
2 v dx = −
∑
i
∫
Br
a2iX7Xiu η
2 v dx
= −
∑
i
∫
Br
a2iXiX7u η
2 v dx+ 4
∫
Br
a21X2u η
2 v dx+ ...
≤ c
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx+ c
∫
Br
η2 w
p−1
2 v dx
≤ c
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx+ c
∫
Br
η2 w
p−2
2 v2 dx+ c
∫
A+1,k,r
η2 w
p
2 dx
≤ c
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx+ c
∫
Br
η2 w
p−2
2 v2 dx
+ c(δ +M2)
p
2 |A+1,k,r|
≤ c
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx+ c
∫
Br
η2 w
p−2
2 v2 dx
+ c(δ +M2)
p
2 |A+1,k,r|1−
2
q .
R2 =
1
2
∫
Br
a3 (η
2X5v + 2η X5η v) dx
≤ c
∫
Br
w
p−1
2 η2 |∇Hv| dx+ c
∫
Br
w
p−1
2 η |∇Hη| v dx
≤ l
100
∫
Br
η2 w
p−2
2 |∇Hv|2 dx+ c
∫
A+1,k,r
η2 w
p
2 dx
+ c
∫
Br
|∇Hη|2 w
p−2
2 v2 dx
≤ l
100
∫
Br
η2 w
p−2
2 |∇Hv|2 dx+ c
∫
Br
|∇Hη|2 w
p−2
2 v2 dx
+ c(δ +M2)
p
2 |A+1,k,r|1−
2
q .
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R3 =
∑
i
∫
Ω
ai2X7u (η
2Xiv + 2η Xiη v) dx
≤ c
∫
Br
w
p−2
2 |∇T u| η2 |∇Hv| dx + c
∫
Br
w
p−2
2 |∇T u| η |∇Hη| v dx
≤ l
100
∫
Br
η2 w
p−2
2 |∇Hv|2 dx+ c
∫
Br
|∇Hη|2 w
p−2
2 v2 dx
+ c
∫
Br
η2 w
p−2
2 |∇T u|2 dx .
The last term needs more attention. We will use the Ho¨lder inequality
and inequalities (4.4) and (4.5). All multipliers involving q and r0 will be
included in the general constant c.
c
∫
Br
η2 w
p−2
2 |∇T u|2 dx
≤ c
(∫
A+1,k,r
w
p−2
2 dx
)1− 2
q (∫
Br
ηq w
p−2
2 |∇T u|q dx
) 2
q
≤ c(δ +M2)
(p−2)(q−2)
2q |A+1,k,r|1−
2
q
(∫
Br
ηq w
p−2
2 |∇T u|q−2 |∇H∇Hu|2 dx
) 2
q
≤ c(δ +M2)
(p−2)(q−2)
2q |A+1,k,r|1−
2
q
·

c q−22 (q
2
)2q−4 ( 8
r0
)q−2 ∫
B 5r0
4
w
p+q−4
2 |∇H∇Hu|2 dx


2
q
≤ c(δ +M2)
(p−2)(q−2)
2q |A+1,k,r|1−
2
q ·

∫
B 6r0
4
w
p+q−2
2 dx


2
q
≤ c(δ +M2)
(p−2)(q−2)
2q |A+1,k,r|1−
2
q · (δ +M2) p+q−2q
≤ c(δ +M2) p2 |A+1,k,r|1−
2
q .
The estimate of R4 is similar to the estimate of R2. In conclusion, at this
stage for a constant c0 > 0, we have the following estimate:∫
Br
η2 w
p−2
2 |∇Hv|2 dx ≤ c0
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx
+ c0
∫
Br
(η2 + |∇Hη|2)w
p−2
2 v2 dx+ c0 (δ +M
2)
p
2 |A+1,k,r|1−
2
q . (4.8)
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It is left to estimate the term
A0 = c0
∫
Br
η2 w
p−2
2 |∇H∇T u| v dx .
By introducing the term
κ =
(∫
Br
(η2 + |∇Hη|2)w
p−2
2 v2 dx+
∫
Br
η2 w
p−2
2 |∇Hv|2 dx
) 1
2
,
inequality (4.8) can be rewritten as
κ2 ≤ A0 + (c0 + 1)
∫
Br
(η2 + |∇Hη|2)w
p−2
2 v2 dx
+ c0 (δ +M
2)
p
2 |A+1,k,r|1−
2
q . (4.9)
We will focus now on A0. By Ho¨lder’s inequality we obtain
A0 ≤ c0
(∫
A+1,k,r
η2 w
p−2
2 dx
) 1
2 (∫
Br
η2 w
p−2
2 |∇H∇T u|2 v2 dx
) 1
2
≤ c0(δ +M2)
p−2
4 |A+1,k,r|
1
2
(∫
Br
η2 w
p−2
2 |∇H∇T u|2 v2 dx
) 1
2
.
For β ≥ 0, we introduce the following terms:
Γβ =
∫
Br
η2 w
p−2
2 |∇H∇T u|2 |∇T u|β v2 dx ,
Λβ =
∫
Br
η2 w
p
2 |∇T u|β v2 dx .
Note that we have
A0 ≤ c0(δ +M2)
p−2
4 |A+1,k,r|
1
2 Γ
1
2
0 . (4.10)
By the fact that v2 ≤ 4(δ+M2) and after repeated use of the inequalities
(4.1)-(4.5), we find a constant c > 0 depending on p, l, L, r0, β such that
Γβ + Λβ ≤ c(δ +M2)
p+β+2
2 . (4.11)
Applying the Ho¨lder inequality to Λβ, for β > 0 we get that
Λβ ≤ cκ (δ +M2)
1
2 Λ
1
2
2β , (4.12)
and after iterating (4.12) m times, we find that there exists a constant c > 0
depending also on p, l, L, r0, β and m such that
Λβ ≤ cκ2−
1
2m−1 (δ +M2)1−
1
2m Λ
1
2m
2mβ , (4.13)
To estimate Γβ let us differentiate (2.2) with respect to X7 to get
6∑
i,j=1
∫
Ω
aij XjX7uXiφdx
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= 4
∫
Ω
a1X2φdx+ ...+ 4
6∑
i=1
∫
Ω
ai1X2uXiφdx− ...
We will use φ = η2 v2 |∇T u|β X7u. In Xiφ we will order the four terms in
the following way:
Xiφ = 2η Xiη v
2 |∇T u|β X7u+ η2 2v Xiv |∇T u|β X7u
+ η2 v2
β
2
|∇T u|β−2Xi(|∇T u|2)X7u+ η2 v2 |∇T u|β XiX7u .
By repeating the same steps for X8 and adding the two equations we get
the following terms:
L1 + L2 + L3 + L4 =
4∑
i=1
R1i + ...+
4∑
i=1
R2i + ...
For each term we have the following estimates.
L1 ≤ c
∫
Ω
w
p−2
2 |∇H∇T u| η |∇Hη| v2 |∇T u|β+1 dx
≤ c
(∫
Ω
|∇Hη|2w
p−2
2 v2 dx
) 1
2
·
(∫
Ω
η2 w
p−2
2 |∇H∇T u|2 |∇T u|2β+2 v2 dx
) 1
2
≤ c κΓ
1
2
2β+2 .
L2 ≤ similarly to L1 ≤ c κΓ
1
2
2β+2 .
L3 ≥ lβ
4
∫
Ω
η2 w
p−2
2 |∇H(|∇T u|2)|2 |∇T u|β−2 v2 dx .
L4 ≥ l
∫
Ω
η2 w
p−2
2 |∇H∇T u|2 |∇T u|β v2 dx = lΓβ .
By Ho¨lder’s inequality we get
R11 +R12 +R21 +R22 ≤ c κΛ
1
2
2β+2 .
Young’s inequality leads to
R13 +R14 +R23 +R24 ≤ l
100
Γβ + c κ (β + 1)
2 (δ +M2)
1
2 Λ
1
2
2β .
Therefore in case of β ≥ 2 we obtained the following inequality:
Γβ ≤ c κ
(
Γ
1
2
2β+2 + Λ
1
2
2β+2 + (δ +M
2)
1
2 Λ
1
2
2β
)
, (4.14)
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where the constant c depends on β.
In case of β = 0 the terms L3, R13 and R23 are missing and, for an integer
m ∈ N, the estimate for R14 +R24 can be changed to the following.
R14 +R24 ≤ c
∫
Ω
w
p−1
2 η2 v2 |∇H∇T u| dx
≤ l
100
∫
Ω
η2 w
p−2
2 |∇H∇T u|2 v2 dx+ c
∫
Ω
η2 w
p
2 v2 dx
≤ l
100
Γ0 + c(δ +M
2)
∫
Ω
η2 w
p−2
2 v2 dx
≤ l
100
Γ0 + c(δ +M
2)κ2(1−
1
2m+1
)
(∫
Ω
η2 w
p−2
2 v2 dx
) 1
2m+1
≤ l
100
Γ0 + c κ
2− 1
2m (δ +M2)1+
p
2m+2 .
Therefore, we have obtained the following estimate:
Γ0 ≤ cκ
(
Γ
1
2
2 + Λ
1
2
2 + (δ +M
2)1+
p
2m+2 κ1−
1
2m
)
. (4.15)
In inequality (4.15) we will have to have to iteratively apply (4.14). First,
by using (4.12) and (4.11), we can rewrite (4.14) in the following way:
Γβ ≤ c κΓ
1
2
2β+2 + c κ
2− 1
2m (δ +M2)
β+2
2
+ p
2m+2 . (4.16)
After m iterations of (4.16) and by choosing βm = 2
m − 2, we get the
following inequality:
Γ2 = Γβ2 ≤ c κ
∑m−1
i=0
1
2i Γ
1
2m
β2+m
+
m−1∑
i=0
κ
2− 1
2m+i (δ +M2)2+
p
2m+2+i . (4.17)
By applying (4.11) and (4.17) in (4.15) we get that
Γ0 ≤ c κ2−
1
2m (δ +M2)1+
p
2m+2 + c
m∑
i=1
κ
2− 1
2m+i (δ +M2)1+
p
2m+2+i
+ 2c κ2−
1
2m (δ +M2)1+
p
2m+2 .
Hence, we obtained a constant c1 such that
Γ0 ≤ c1
m∑
i=0
(κ2)1−
1
2m+i+1 (δ +M2)1+
p
2m+i+2 . (4.18)
We return now to inequality (4.10) and obtain
A0 ≤ c0(δ +M2)
p−2
4 |A+1,k,r|
1
2
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·
(
c1
m∑
i=0
(κ2)1−
1
2m+i+1 (δ +M2)1+
p
2m+i+2
) 1
2
≤ c0(δ +M2)
p
4 |A+1,k,r|
1
2
(
c
1
2
1
m∑
i=0
(κ2)
2m+i+1−1
2m+i+2 (δ +M2)
p
2m+i+3
)
≤
m∑
i=0
(κ2)
2m+i+1−1
2m+i+2
(
c0c
1
2
1 (δ +M
2)
p(2m+i+1+1)
2m+i+3 |A+1,k,r|
1
2
)
.
By applying Young’s inequality to each term we obtain
A0 ≤
m∑
i=0
1
2(m+ 1)
κ2
+
m∑
i=0
c(m) (c0
√
c1)
2m+i+2
2m+i+1+1 (δ +M2)
p
2 |A+1,k,r|
2m+i+2
2m+i+2+2 .
By choosing m ∈ N such that
1− 2
q
≤ 2
m+2
2m+2 + 2
,
and taking into consideration (4.9), we obtain that
A0 ≤ 1
2
A0 +
c0 + 1
2
∫
Br
(η2 + |∇Hη|2)w
p−2
2 v2 dx
+ (
c0
2
+ c) (δ +M2)
p
2 |A+1,k,r|1−
2
q .
In conclusion, from (4.8) we get that∫
Br
η2 w
p−2
2 |∇Hv|2 dx ≤ c
∫
Br
(η2 + |∇Hη|2)w
p−2
2 v2 dx
+ c (δ +M2)
p
2 |A+1,k,r|1−
2
q ,
and this finishes the proof of Lemma 4.1. 
In a similar way we can prove Lemma 4.1 for the lower level sets A−1,k,r
and then the proof of Theorem 2.2 relies only on properties of functions
belonging to the De Giorgi classes. The De Giorgi-type iteration methods
leading to Ho¨lder continuity are well known and are available in a wide range
of spaces, including homogeneous metric measure spaces. For references we
quote [Giu03, KS01, KMMP12, LU68, Ric18, Zho17].
5. The case of a general semi-simple, compact, connected Lie
group
The proofs of our results are based on the properties of the commutators
listed in Table 2.1 and (3.1). This is how we can handle the fact that we
don’t have a nilpotent stucture. Similar properties of commutators of vector
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fields hold in any compact, connected, semi-simple Lie group. For the sake
of clarity we presented all details for the case of SU(3), which is the simplest
non-nilpotent group case that takes into account all possible commutators
present in the general case.
Next, we describe those algebraic and analytic properties of semi-simple,
compact, connected Lie groups, which allow mutatis mutandis for the ex-
tension of our proofs in SU(3) to any semi-simple, compact, connected Lie
group.
Let G be a semi-simple, connected, compact matrix Lie group and G its
Lie algebra. Note that every compact Lie group is isomorphic to a compact
group of matrices [HM06, Corollary 2.40], so there is no loss of generality
assuming that G is a matrix group.
On G we consider an inner product with properties
〈Ad g(X),Ad g(Y )〉 = 〈X,Y 〉, for all g ∈ G, X, Y ∈ G ,
and
〈adX(Y ), Z〉 = −〈Y, adX(Z)〉, for all X,Y,Z ∈ G ,
where Ad g(X) = gXg−1 and adX(Y ) = [X,Y ]. An example of such an
inner product is given by any negative multiple of the Killing form [Arv03].
Consider a maximal torus T of G and its Lie algebra T , which is a maximal
commutative subalgebra of G, called a Cartan subalgebra. Let us fix an
orthonormal basis BT = {T1, . . . , Tν} of T , and identify the dual space T ∗
(space of roots) with T (space of root vectors).
We extend the inner product bi-linearly to the complexified Lie algebra
GC = G ⊕ iG. The mappings adT : GC → GC, T ∈ T , form a commuting
family and are skew-symmetric, so they share eigenspaces and have purely
imaginary eigenvalues.
Definition 5.1. We define R ∈ T to be a root if R 6= 0 and the root space
GR 6= {0}, where
GR = {Z ∈ GC : [T,Z] = i 〈R,T 〉Z , for all T ∈ T } .
Let R be the set of all roots. We call a root positive if its first non-zero
coordinate relative to the ordered basis BT is positive and let R+ denote
the set of all positive roots.
For the following properties of the real root space decomposition we quote
[HM06, Proposition 6.45, Theorem 6.49]. We have
G = T ⊕H
where
H = T ⊥ =
⊕
R∈R+
HR and HR = (GR ⊕ G−R) ∩ G . (5.1)
Therefore, we can choose an orthonormal basis of H,
BH = {X1,X2, . . . ,X2n−1,X2n} , (5.2)
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with the following properties:
(i) For all 1 ≤ j ≤ n there exists Rj ∈ R+ such that
span{X2j−1,X2j} = HRj .
(ii) [X2j−1,X2j ] = −Rj, [X2j , Rj ] = −||Rj ||2X2j−1,
[Rj,X2j−1] = ||Rj ||2X2j .
(iii) If (m,k) 6= (2j − 1, 2j), then [Xm,Xk] ∈ H .
(iv) If T ∈ T , then {[X2j−1, T ], [X2j , T ]} ⊂ HRj .
(5.3)
Notice that [Arv03, Proposition 2.20] the positive roots span the Cartan
subalgebra T , but might not form a linearly independent set. To extend BH
to a basis of G, let us select a subset of positive roots {R1, ..., Rν}, which
form a basis of T . This can be the set of simple roots, but not necessarily.
For 0 < ε < 1, define the following vector fields:
• For i ∈ {1, 2n} define Xεi = Xi.
• For j ∈ {1, ν} define Rεj = εRj .
Consider the Riemannian approximation given by setting as an orthonormal
basis of G the vector fields
{X1, ...,X2n, Rε1, ..., Rεν}.
We now set the horizontal and vertical gradients
∇Hu =
2n∑
i=1
(Xiu)Xi, ∇T u =
ν∑
j=1
(Rju)Ri,
and the full Riemannian gradient
∇εu = ∇Hu+ ǫ∇T u.
We also set
ωε = δ + |∇εuε|2,
and
∇εT u = ǫ∇T u
Let us fix a bi-invariant Haar-measure in G. Consider a domain Ω ⊂ G,
and the following quasilinear subelliptic equation:
2n∑
i=1
Xi (ai(∇Hu)) = 0 , in Ω , (5.4)
where for some 0 ≤ δ ≤ 1, p > 1 , 0 < l < L, and for all η, ξ ∈ R2n the
following properties hold:
2n∑
i,j=1
∂ai
∂ξj
(ξ) ηiηj ≥ l
(
δ + |ξ|2
) p−2
2 |η|2 , (5.5)
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2n∑
i,j=1
∣∣∣∣∂ai∂ξj (ξ)
∣∣∣∣ ≤ L(δ + |ξ|2)
p−2
2
, (5.6)
|ai(ξ)| ≤ L
(
δ + |ξ|2) p−12 . (5.7)
We list our main results for a general semi-simple, compact, connected
Lie group G.
Theorem 5.1. Let p > 1 and u ∈ W 1,pH,loc(Ω) be a weak solution of (5.4).
Then there exists a constant c > 0, depending only on G, p, l, L, such that
for any Carnot-Carathe`odory ball Br ⊂⊂ Ω we have
sup
Br/2
|∇Hu| ≤ c
(
−
∫
Br
(δ + |∇Hu|2)
p
2 dx
) 1
p
. (5.8)
Theorem 5.2. Let p ≥ 2 and u ∈ W 1,pH,loc(Ω) be a weak solution of (5.4).
Then ∇Hu ∈ Cαloc(Ω).
Regarding the Riemannian approximation as ε→ 0, by (5.3), the commu-
tation relations that arise are exactly the same as those described in (3.1).
This means that all the proofs in Sections §3 and §4 carry over with minor
modifications (for example, the homogeneous dimension is Q = 2n + 2ν),
and our results are valid in any semi-simple, compact, connected Lie group
G.
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