Ergodicity of Burgers' system by Peszat, Szymon et al.
ar
X
iv
:2
00
6.
10
04
9v
1 
 [m
ath
.PR
]  
17
 Ju
n 2
02
0
ERGODICITY OF BURGERS’ SYSTEM
SZYMON PESZAT, KRYSTYNA TWARDOWSKA, AND JERZY ZABCZYK
Abstract. We consider a stochastic version of a system of cou-
pled two equations formulated by Burgers [2] with the aim to de-
scribe the laminar and turbulent motions of a fluid in a channel.
The existence and uniqueness of the solution as well as the irre-
ducibility property of such system were given by Twardowska and
Zabczyk [18, 19, 20]. In the paper the existence of a unique invari-
ant measure is investigated. The paper generalizes the results of
Da Prato, Debussche and Temam [4], and Da Prato and Gatarek
[5], dealing with one equation describing the turbulent motion only.
1. Introduction
Let U = U(t) denote the primary velocity of the fluid, parallel to the
walls of the channel, and let v = v(t, x) denote the secondary velocity
of the turbulent motion. According to [2], they satisfy the following
system of equations
dU
dt
(t) = P − νU(t)−
∫ 1
0
v2(t, y)dy,(1)
∂v
∂t
(t, x) = ν
∂2v
∂x2
(t, x) + U(t)v(t, x)− ∂
∂x
(v2(t, x))(2)
for t > 0 and x ∈ (0, 1). The system is considered with the initial and
boundary conditions
(3)
U(0) = U0, v(0, x) = v0(x), x ∈ (0, 1)
v(t, 0) = v(t, 1) = 0, t > 0.
In (1) and (2), P is a constant representing an exterior force, anal-
ogous to the mean pressure gradient in the hydrodynamic case, and
ν = µ
ρ
> 0, where ρ is the density and µ is the viscosity of the fluid.
We assume that ρ and µ are constant. The system is derived from
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the theory of turbulent fluid motion and has similar properties to the
Navier–Stokes equation, but is much simpler to study.
The existence and uniqueness of the global solution was established
by D lotko [8], using the Galerkin method. The necessary and sufficient
conditions on P and ν such that the solutions to (1)–(3) satisfy U(t)→
0 and v(t)→ 0 as t→ +∞ are given in [3] and [8].
In order to obtain nontrivial limiting behaviour of solutions as t →
+∞, the following stochastic perturbation was proposed
(4) dU(t) =
(
P − νU(t)−
∫ 1
0
v2(t, y)dy
)
dt+ g0 (U(t), v(t)) dW0(t),
(5)
dv(t, x) =
(
ν
∂2v
∂x2
(t, x) + U(t)v(t, x)− ∂
∂x
(v2(t, x))
)
dt
+ g1 (U(t), v(t, ·)) (x)dW1(t, x)
with the initial and boundary conditions (3). Above W0 is a real-
valued Wiener process, W1 is an independent of W0 cylindrical Wiener
process in L2 := L2(0, 1), see the next section, g0 : R × L2 7→ R and
g1 : R× L2 7→ L2 are Lipschitz continuous functions.
The existence and uniqueness of the global solution to (3)–(5) in the
spaceH := R×L2 was established by Twardowska and Zabczyk [18, 19,
20]. The existence and uniqueness of the solution for the classical one
dimensional stochastic Burgers equation driven by cylindrical Wiener
process, as well as the existence of an invariant measure was established
by Da Prato, Debussche and Temam [4].
As the main result, we prove the existence of an invariant measure to
system (3)–(5). In the proof we use the Krylov–Bogolyubov theorem
adapting the method od Da Prato and Gatarek [5], see also [7]. The
main difficulty is caused by the fact that since the noise is not an
R×L2-valued process we cannot use the Itoˆ formula. Due to existence
of nonlinear diffusion terms and different structure of our system we
cannot apply the Hopf–Cole transformation as for example in [10].
A similar problem of an hydrodynamic equation coupled with heat
equation was studied by Ferrario [11]. In the considered there Be´nnard
problem: a viscous fluid, in a rectangular container, is heated from
below and the top surface is taken at constant temperature. Heating
the fluid, its density changes and the gradient of density gives rise to
a motion of particles from the bottom to the top of the container.
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2. Preliminaries and formulation of the main result
Let L2 := L2(0, 1) be the Hilbert space equipped with the scalar
product 〈ϕ, ψ〉 = ∫ 1
0
ϕ(x)ψ(x)dx and the corresponding norm ‖ · ‖.
Let (Ω,F , (Ft)t≥0,P) be a filtered probability space. We assume that
(Ω,F ,P) is complete, the filtration is right-continuous and each Ft
contains all P-null sets in F . We consider the one-dimensional Wiener
process W0(t), t ≥ 0, and a cylindrical Wiener process W1(t, ·), t ≥ 0,
in L2. It can be defined as the sum
W1(t, x) =
∞∑
k=1
W k(t)ek(x),
where (ek) is any orthonormal basis of L
2 and (W k) are independent
real-valuedWiener processes. The sum converges however not in L2 but
in any Hilbert space V such that the imbedding L2 →֒ V is Hilbert–
Schmidt. We assume that for all t > s > 0, k ∈ N, the increments
W0(t)−W0(s) , W k(t)−W k(s) are independent of the σ-field Fs.
From now on, we assume that (ek) is the orthonormal basis of the
eigenvectors of the Laplace operator on L2 with Dirichlet boundary
conditions, that is
(6) ek(x) =
√
2
π
sin kπx, x ∈ (0, 1), k = 1, 2, . . . .
Definition 1. A pair of processes (U, v) is a weak solution to problem
(3)–(5) if and only if they are adapted with continuous trajectories in
R and L2, respectively, and such that for arbitrary t ≥ 0,
U(t) = U0 + tP − ν
∫ t
0
U(s)ds−
∫ t
0
‖v(s)‖2ds
+
∫ t
0
g0 (U(s), v(s)) dW0(s), P-a.s.,
and for arbitrary ϕ ∈ C∞0 (0, 1),
〈v(t), ϕ〉 = 〈v0, ϕ〉+
∫ t
0
U(s)〈v(s), ϕ〉ds
+
∫ t
0
〈
v(s), ν
d2ϕ
dx2
〉
ds+
∫ t
0
〈
v2(s),
dϕ
dx
〉
ds
+
∫ t
0
〈ϕ, g1 (U(s), v(s, ·)) dW1(s)〉 , P-a.s.
We introduce now an equivalent concept of the integral or mild so-
lution, see e.g. [6, 7]. Namely, let (ek) be the orthonormal basis of L
2
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given by (6), and let S(t), t ≥ 0, be the classical heat semigroup on
L2. Then, for any ψ ∈ L2,
S(t)ψ =
∞∑
k=1
e−
pi2
ν
k2t〈ψ, ek〉ek
with the convergence of the series in L2. It is well known that the
generator A of the semigroup S(t), t ≥ 0, is identical with the second
derivative operator d
2
dx2
on the domain D(A) consisting of functions ψ
such that ψ and dψ
dx
are absolutely continuous, ψ, dψ
dx
, d
2ψ
dx2
∈ L2, and
ψ(0) = ψ(1) = 0.
A proof of the following lemma can be find e.g. in [4, 18, 19, 20].
Lemma 1. The operators S(t), t > 0, can be extended linearly to the
space of all distributions of the form dψ
dx
, ψ ∈ L1(0, 1), in such a way
that they take values in L2 and for all ψ ∈ L2 and t ≥ 0,∥∥∥∥S(t)dψdx
∥∥∥∥ ≤ ‖ψ‖L1(0,1)
(
∞∑
k=1
2π√
ν
k2e−
2pi2
ν
k2t
)1/2
≤ C√
t
‖ψ‖L1(0,1).
Definition 2. A pair of continuous adapted processes (U, v) with values
in R and L2, respectively, is said to be an integral or mild solution to
problem (3)–(5) if
U(t) = e−νtU0 +
∫ t
0
e−ν(t−s)
(
P − ‖v(s)‖2) ds
+
∫ t
0
e−ν(t−s)g0 (U(s), v(s)) dW0(s),
and
v(t) = S(t)v0 +
∫ t
0
S(t− s)
(
U(s)v(s)− dv
2
dx
(s)
)
ds
+
∫ t
0
S(t− s)g1 (U(s), v(s)) dW1(s).
In the integral ∫ t
0
S(t− s)dv
2
dx
(s)ds
we use the extension of the operator S(t− s) described in Lemma 1.
Let ZpT , p > 1, denote the space of all continuous adapted processes
X = (U, v) on [0, T ] with values on R× L2 such that
‖(U, v)‖p,T = ‖U‖1,p,T + ‖v‖2,p,T < +∞,
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where
‖U‖1,p,T =
(
E sup
t∈[0,T ]
|U(t)|p
)1/p
,
‖v‖2,p,T =
(
E sup
t∈[0,T ]
‖v(t)‖p
)1/p
.
The first part of the theorem below concerning the existence of the
solution was proven in [18, 19, 20] and it is stated here only for the
sake of completeness. The second and the third parts concerning ex-
istence and uniqueness of the invariant measure are the main result
of the present paper. Their proofs are presented in Sections 4 and 5,
respectively.
Theorem 1. Assume that the mappings g0 : R× L2 7→ R and g1 : R×
L2 7→ L2 are bounded and Lipschitz continuous. Then the following
assertions are true:
(i) For any initial values U0 ∈ R and v0 ∈ L2, system (3)–(5) has a
unique weak solution in any ZpT -space, T > 0, p ≥ 1. Moreover, (3)–(5)
defines Feller Markov process on the Hilbert space H := R× L2.
(ii) There is an invariant measure µ for the Markov family defined by
system (3)–(5).
(iii) If g0 and g1 are separated from zero; i.e. there is a constant C > 0
such that∣∣∣∣ 1g0(r, ψ)
∣∣∣∣ ≤ C,
∥∥∥∥ 1g1(r, ψ)
∥∥∥∥ ≤ C for all r ∈ R and ψ ∈ L2,
then the corresponding transition semigroup (Pt) is strong Feller and
irreducible, and the invariant measure µ is unique. Finally, for any
initial value (U0, v0) the law L(U(t), v(t)) of the solution at time t con-
verges in the total variation norm to µ as t→ +∞.
3. Auxiliary results
To prove the existence of an invariant measure we shall apply the
classical Krylov–Bogolyubov criterion in the form of the following propo-
sition, see [7].
Proposition 1. (Krylov–Bogolyubov) Assume that X is a Feller
Markov process on a Hilbert space H and H0 ⊂ H is a Hilbert space
contained in H with compact embedding. If for some X(0) and for each
ε > 0 there exists a constant M such that for all t > 0,
1
t
∫ t
0
P (‖X(s)‖H0 ≥M) ds ≤ ε,
5
then there exists an invariant measure for X in H.
Let us recall that ν is the viscosity parameter. The eigenvalues of
A are −λm = pi2m2ν , m = 1, . . .. The operator −A is self-adjoint and
positive definite and for arbitrary α > 0 the fractional power (−A)α is
given by the formulae,
(−A)αψ =
∞∑
m=1
λαmψmem for ψ =
∞∑
m=1
ψmem ∈ D(−A)α,
where ψ ∈ D(−A)α if and only if
‖(−A)αψ‖ =
(
∞∑
m=1
λ2αm ψ
2
m
)1/2
< +∞.
We set H2α = D(−A)α.
In our proof of the existence of an invariant measure to (3)–(5) we
will show that the assumptions of the proposition above are satisfied
for H = R× L2 and H0 = R×H 14 .
Let X(t) = (U(t), v(t)) be the solution to problem (3)–(5). We
assume that U(0) = 0 and v0 = 0. Given L > 0 set
(7)
ZL(t) :=
∫ t
0
e−L(t−s)S(t− s)g1 (U(s), v(s)) dW1(s), t > 0,
YL(t) :=
∫ t
0
e−(L+ν)(t−s)g0 (U(s), v(s)) dW0(s), t > 0.
Lemma 2. Let p ≥ 2 and ε > 0. There exists L0 ≥ 0 such that for
L ≥ L0 we have
sup
0≤t<+∞
E
(
‖ZL(t)‖p
H
1
4
+ |YL(t)|p
)
≤ ε.
Proof. Let ‖B‖(HS) denote the Hilbert–Schmidt norm of a linear oper-
ator B : L2 7→ L2. In (7) we identify an element g1 (U(s), v(s)) of L2
with the multiplication operator
g1 (U(s), v(s)) : L
2 ∋ ψ 7→ g1 (U(s), v(s))ψ ∈ L2.
Clearly, its operator norm
‖g1 (U(s), v(s))‖L(L2,L2) ≤ sup
r∈R,ψ∈L2
‖g1(r, ψ)‖ := K.
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Hence using the Burkholder inequality and denoting by SL(t) = e
−LtS(t),
we obtain
E ‖ZL(t)‖p
H
1
4
≤ cpE
(∫ t
0
∥∥∥(−A) 18SL(t− s)g1 (U(s), v(s))∥∥∥2
(HS)
ds
) p
2
≤ cpKp
(∫ +∞
0
∥∥∥(−A) 18SL(s)∥∥∥2
(HS)
ds
) p
2
≤ cpKp
(∫ +∞
0
e−2Ls
∥∥∥(−A) 18S(s/2)S(s/2)∥∥∥2
(HS)
ds
) p
2
.
Since∥∥∥(−A) 18S(s/2)S(s/2)∥∥∥
(HS)
≤
∥∥∥(−A) 18S(s/2)∥∥∥
L(L2,L2)
‖S(s/2)‖(HS)
≤ Cs− 18 ‖S(s/2)‖(HS) ,
we have
E ‖ZL(t)‖p
H
1
4
≤ C ′
(∫ +∞
0
e−2Lss−
1
4
∞∑
k=1
e−
pi2
ν
k2sds
) p
2
.
Therefore the desired conclusion follows from the Lebesgue dominated
convergence theorem and fact that∫ +∞
0
s−
1
4
∞∑
k=1
e−
pi2
ν
k2sds =
∫ +∞
0
s−
1
4 e−sds
∞∑
k=1
(
π2
ν
k2
)−1+ 1
4
< +∞.
Clearly, in the same way one can obtain the desired estimate for YL. 
Corollary 1. Taking into account the Sobolev embedding H
1
4 →֒ L4,
see Theorem 3, p. 8 in [17], we obtain
lim
L→+∞
sup
t≥0
E ‖ZL(t)‖pL4 = 0.
Let
VL(t) := v(t)− ZL(t),
UL(t) := U(t)− YL(t).
Note that VL and UL are solutions to the following system of equations
with random coefficients:
dUL
dt
(t) = P − νUL(t)− ‖VL(t) + ZL(t)‖2 + LYL(t),
UL(0) = U0
7
and
∂VL
∂t
(t, x) = ν
∂2VL
∂x2
(t, x) + (UL(t) + YL(t)) (VL(t, x) + ZL(t, x))
− ∂
∂x
(VL(t, x) + ZL(t, x))
2 + LZL(t, x),
VL(0, x) = v0(x),
VL(t, 0) = 0 = VL(t, 1), t > 0.
Recall, see e.g. [17], that H10 is the Sobolev space consisting of
absolutely continuous functions ψ such that dψ
dx
∈ L2, and ψ(0) =
ψ(1) = 0. We can now state the main result of this section.
Lemma 3. Given L write
yL(t) := ‖VL(t)‖2 + U2L(t), t ≥ 0.
Then there are independent of L constants β > 0 and C > 0 such that
d
dt
yL(t) + β
[
yL(t) + ‖VL(t)‖H1
0
]
≤ CyL(t)ξL(t) + CηL(t),
where
ξL(t) := |YL(t)|+ ‖ZL(t)‖2 + ‖ZL(t)‖+ ‖ZL(t)‖
8
4
L4 ,
ηL(t) := (1 + L
2)
(
Y 4L (t) + ‖ZL(t)‖4L4
)
+ 1.
Proof. We have〈
∂VL
∂t
, VL
〉
= ν
〈
∂2VL
∂x2
, VL
〉
+ U 〈VL + ZL, VL〉
−
〈
∂
∂x
(VL + ZL)
2, VL
〉
+ L 〈ZL, VL〉 .
Therefore
1
2
d
dt
‖VL‖2 = −ν
〈
∂VL
∂x
,
∂VL
∂x
〉
+ U〈VL, VL〉+ U〈ZL, VL〉
+
〈
V 2L ,
∂VL
∂x
〉
+ 2
〈
VLZL,
∂VL
∂x
〉
+
〈
Z2L,
∂VL
∂x
〉
+ L〈ZL, VL〉
= −ν
〈
∂VL
∂x
,
∂VL
∂x
〉
+ U〈VL, VL〉+ U〈ZL, VL〉
+ 2
〈
VLZL,
∂VL
∂x
〉
+
〈
Z2L,
∂VL
∂x
〉
+ L〈ZL, VL〉,
8
since
〈
V 2L ,
∂VL
∂x
〉
= 0. In other words we have
1
2
d
dt
‖VL‖2 + ν‖VL‖2H1
0
= U‖VL‖2 + U〈VL, ZL〉+ 2
∫ 1
0
VLZL
∂VL
∂x
dx+
∫ 1
0
Z2L
∂VL
∂x
dx+ L〈ZL, VL〉.
Further we have∣∣∣∣
∫ 1
0
Z2L
∂VL
∂x
dx
∣∣∣∣ ≤ ‖Z2L‖ 12
∥∥∥∥∂VL∂x
∥∥∥∥ = ‖ZL‖2L4‖VL‖H10
≤ ν
4
‖VL‖2H1
0
+
1
ν
‖ZL‖4L4 .
Using an interpolation estimate, see e.g. [13], we obtain
2
∣∣∣∣
∫ 1
0
VLZL
∂VL
∂x
dx
∣∣∣∣ ≤ 2C1‖VL‖ 34‖VL‖ 54H1
0
‖ZL‖L4 ≤ ν
4
‖VL‖2H1
0
+ C2‖VL‖2‖ZL‖
8
3
L4
Hence
1
2
d
dt
‖VL‖2 + ν
2
‖VL‖2H1
0
≤ U‖VL‖2 + U〈VL, ZL〉+ L‖ZL‖‖VL‖
+ C2‖VL‖2‖ZL‖
8
4
L4 +
1
ν
‖ZL‖4L4 .
Recall that U = UL + YL and
1
2
dU2L
dt
+ νU2L = UL
(
P − ‖VL + ZL‖2 + LYL
)
= UL
(
P − ‖VL‖2 − 2〈VL, ZL〉 − ‖ZL‖2
)
+ LULYL
≤ ν
2
U2L +
1
2ν
P 2 − UL‖VL‖2 − 2UL〈VL, ZL〉 − UL‖ZL‖2
+ LULYL.
Therefore adding the above inequality we obtain
1
2
d
dt
[‖VL‖2 + U2L]+ ν2
[
‖VL‖2H1
0
+ U2L
]
≤ YL‖VL‖2 + (YL − UL)〈VL, ZL〉+ L‖ZL‖‖VL‖
+ C2‖VL‖2‖ZL‖
8
4
L4 +
1
ν
‖ZL‖4L4 +
1
2ν
P 2 − UL‖ZL‖2 + LULYL.
9
Thus, using the Young inequality |ab| ≤ ap/p+ bq/q, we obtain
d
dt
[‖VL‖2 + U2L]+ ν2
[
‖VL‖2H1
0
+ U2L
]
≤ 2|YL|‖VL‖2 + 2(YL − UL)〈VL, ZL〉+ C3L2‖ZL‖2
+ 2C2‖VL‖2‖ZL‖
8
4
L4 +
2
ν
‖ZL‖4L4 +
1
ν
P + C3‖ZL‖4 + C3L2Y 2L
≤ 2|YL|‖VL‖2 + 2|YL|‖ZL‖‖VL‖+ 2|UL|‖VL‖‖ZL‖+ C3L2‖ZL‖2
+ 2C2‖VL‖2‖ZL‖
8
4
L4 +
2
ν
‖ZL‖4L4 +
1
ν
P + C3‖ZL‖4 + C3L2Y 2L
≤ 2|YL|‖VL‖2 + |YL|2 + ‖ZL‖2‖VL‖2 + U2L‖ZL‖+ ‖VL‖2‖ZL‖
+ C3L
2‖ZL‖2 + 2C2‖VL‖2‖ZL‖
8
4
L4 +
2
ν
‖ZL‖4L4
≤ +1
ν
P + C3‖ZL‖4 + C3L2Y 2L
≤ C4
[‖VL‖2 + U2L] (YL(t) + ‖ZL‖2 + ‖ZL‖+ ‖ZL‖ 84L4)
+ C4
(
(1 + L2)|YL|2 + (1 + L2)‖ZL‖2 + ‖ZL‖4L4 + P
)
and the desired estimate follows from the Poincare´ inequality
π2‖VL‖2 ≤ ‖VL‖2H1
0
and from the fact that ‖ZL‖+ ‖ZL‖2 ≤ 2‖ZL‖4L4 + 2. 
Corollary 2. Let X = (U, v) be the solution to problem (3)–(5) with
initial conditions U(0) = U0 ∈ R and v(0) = v0 ∈ L2. Then
lim
M→+∞
lim sup
T→+∞
1
T
∫ T
0
P (|U(t)|+ ‖v(t)‖ ≥M) dt = 0.
Proof. We use the idea of Da Prato and Gatarek [5], see also Da Prato
and Zabczyk [7]. Namely, let us fix M ≥ 2. Recall, see Lemma 3, that
yL(t) := ‖VL(t)‖2 + U2L(t). Given L > 0 set
ζL(t) := log
(
yL(t) ∨ M
2
)
.
Then
d
dt
ζL(t) = χ{yL(t)≥M/2}
1
yL(t)
d
dt
yL(t).
Recall, see Lemma 3 that
d
dt
yL(t) + βyL(t) ≤ CyL(t)ξL(t) + CηL(t).
10
Multiplying both sides of the inequality above, by
χ{yL(t)≥M/2}
1
yL(t)
≤ 2
M
,
we obtain
d
dt
ζL(t) + βχ{yL(t)≥M/2} ≤ CξL(t) +
2C
M
ηL(t).
Hence, after integrating over t and taking expectation, we get
E (ζL(T )− ζL(0)) + β
∫ T
0
P
(
yL(t) ≥ M
2
)
dt
≤ C
∫ T
0
(
E ξL(t) +
2E ηL
M
)
dt.
Since ζL(T )− ζL(0) ≥ 0 because M ≥ 2, we have
1
T
∫ T
0
P
(
yL(t) ≥ M
2
)
dt ≤ C
βT
∫ T
0
(
E ξL(t) +
2E ηL
M
)
dt.
Let us fix an ε > 0. Then, by Lemma 2 there is a constant L0 such
that for any L ≥ L0,
sup
t≥0
E ξL(t) ≤ ε and sup
t≥0
E ηL(t) ≤ (1 + L2)ε+ 1.
Therefore, for L ≥ L0,
1
T
∫ T
0
P
(
yL(t) ≥ M
2
)
dt ≤ C
β
[
ε+
(1 + L2)ε+ 1
M
]
.
Since
U2(t) + ‖v(t)‖2 = yL(t) + Y 2L (t) + ‖ZL(t)‖2,
we have by the Chebyshev inequality
1
T
∫ T
0
P
(
U2(t) + ‖v(t)‖2 ≥ M) dt
≤ 1
T
∫ T
0
[
P
(
yL(t) ≥ M
2
)
+ P
(
Y 2L (t) + ‖ZL(t)‖2 ≥
M
2
)]
dt
≤ C
β
[
ε+
(1 + L2)ε+ 1
M
]
+
2
M
sup
t≥0
E
[
Y 2L (t) + ‖ZL(t)‖2
]
,
and the desired conclusion follows since by Lemma 2,
lim
L→+∞
sup
t≥0
E
[
Y 2L (t) + ‖ZL(t)‖2
]
= 0.
To be more precise, given ε > 0 we first find L such that
sup
t≥0
E
[
Y 2L (t) + ‖ZL(t)‖2
] ≤ ε
2
,
11
and than M > 2 such that
C
β
[
ε+
(1 + L2)ε+ 1
M
]
≤ ε
2
.

4. Proof of the existence of an invariant measure
Taking into account the Krylov-Bogolyubow criterion (see Propo-
sition 1) and Corollary 2 it is enough to show that the family of
laws (L(v(t)), t > 0 is tight in the space H 14 . Recall that v(t) =
VL(t) + ZL(t). On the other hand by Lemma 3 we have the inequality
β‖VL(t)‖2H1
0
≤ CyL(t)ξL(t) + CηL(t) ≤ C
[
y2L(t) + ξ
2
L(t) + ηL(t)
]
.
Since
yL(t) = ‖VL(t)‖2+U2L(t) ≤ 2
(‖v(t)‖2 + U2(t))+2 (‖ZL(t)‖2 + Y 2L (t)) ,
and ‖ · ‖
H
1
4
≤ C1‖ · ‖H1
0
we have
‖v(t)‖
H
1
4
≤ ‖ZL(t)‖H 14 + C2
(‖v(t)‖2 + U2(t))
+ C2
(‖ZL(t)‖2 + Y 2L (t))+ C2 [ξ2L(t) + ηL(t)] 12
≤ C2
(‖v(t)‖2 + U2(t))+RL(t),
where, by Lemma 2,
RL(t) := ‖ZL(t)‖H 14 + C2
(‖ZL(t)‖2 + Y 2L (t))+ C2 [ξ2L(t) + ηL(t)] 12
satisfies
sup
t>0
ERL(t) < +∞.
Hence
P
(
‖v(t)‖
H
1
4
≥ M
)
≤ P
(
‖v(t)‖2 + U2(t) ≥ M
2C2
)
+ P
(
RL(t) ≥ M
2
)
.
By Corollary 2,
lim
M→+∞
lim sup
T→+∞
1
T
∫ T
0
P
(
‖v(t)‖2 + U2(t) ≥ M
2C2
)
dt = 0.
By Chebyshev’s inequality
lim
M→+∞
lim sup
T→+∞
1
T
∫ T
0
P
(
RL(t) ≥ M
2
)
dt
≤ lim
M→+∞
2 supt>0 ERL(t)
M
= 0. 
12
5. Strong Feller and Irreducibility
In this section we will show that if g0 and g1 are separated from
0, then the semigroup defined by problem (3)–(5) is strong Feller and
irreducible.
Let us recall first some basic definitions and theorems. Assume that
Pt(z,Γ), t ≥ 0, z ∈ E, Γ ∈ B(E) is a transition probability on a Polish
space E. Let (Pt) be the corresponding transition semigroup.
Definition 3. We call a transition probability P regular if the measures
Pt(u, ·) and Pt(z, ·), u, z ∈ E and t, s > 0 are mutually absolutely
continuous.
We call P strong Feller if the semigroup Pt : Bb(E) 7→ Cb(E) for t > 0.
We call it irreducible if P (t, z,O) > 0 for all t > 0, z ∈ E and non-
empty open set O ⊂ E.
The first part of the theorem below is due to Khas’minskii [12]. The
second part is due to Doob [9]. For the proofs of thees two parts we
refer the reader also to [7]. The third part contains results of Seidler
[15] and Stettner [16].
Theorem 2. (i) If a transition probability is strong Feller and irre-
ducible then it is regular. (ii) If P is stochastically continuous and
regular transition probability and µ is an invariant measure with re-
spect to P , than µ is unique, equivalent to all measures Pt(z, ·) and for
all z ∈ E and Γ ∈ B(E),
lim
t→+∞
Pt(z,Γ) = µ(Γ),
(iii) Assume that the Markov process X with a transition function P
is right-continuous, strong Markov and regular. Assume that µ is an
invariant-measure for X. Then for any probability measure µ˜ on E we
gave
lim
t→+∞
‖P ∗t µ− µ‖TV = 0.
Recall that the total variation norm of two probability measures µ
and µ˜ on E is given as follows
‖µ− µ˜‖TV = sup
Γ∈B(E)
|µ(Γ)− µ˜(Γ)| .
5.1. Proof of strong Feller property. In this part we are going
to apply some standard techniques. Therefore we present here only a
sketch of the proof. First we need to approximate g0 and g1 by sequence
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of C∞ mappings gn0 and g
n
1 such that the corresponding Lipschitz con-
stants converge; i.e.
‖gn0‖Lip → ‖g0‖Lip and ‖gn1‖Lip → ‖g1‖Lip.
We require also point convergence and the upper and lower bonds:
|gn0 (r, ψ)−g0(r, ψ)| → 0 and ‖gn1 (r, ψ)−g1(r, ψ)‖ → 0, ∀ r ∈ R, ψ ∈ L2.
and there is a constant C ∈ (0,+∞) such that for all r ∈ R and ψ ∈ L2
all the following numbers
|gn0 (r, ψ)|,
1
|gn0 (r, ψ)|
, ‖gn1 (r, ψ)‖ ,
∥∥∥∥ 1g1(r, ψ)
∥∥∥∥
are less or equal to C. In [14] one can find a construction of such
sequences.
We need also to regularize (in fact localize) the mappings N (ψ) =
‖ψ‖2 and B(ψ) = − ∂
∂x
ψ2. We set
(8) Nn(ψ) = N (ψ)φn(‖ψ‖2),
where φn ∈ C∞(R) is such that 0 ≤ φn(r) ≤ 1, |φ′(r)| ≤ 2 for r ∈ R,
φn(r) = 1 for r ≤ n + 1 and φn(r) = r for r ≤ n. In the same fashion
we localize B,
(9) Bn(ψ) = B
(
ψφn(‖ψ‖2)
)
.
Let Xzn,m(t) = (U
z
n,m(t), v
z
n,m(t)) be the value at time t of the solution
to the problem obtained from (3)–(5) by replacing gi by g
m
i , and N
and B by Nn and Bn. We denote by z = (U(0), v(0) the initial data.
We take for granted the existence and uniqueness of the solution to the
modify problem on the state space H = R× L2.
Let
P n,mt f(z) = E f(X
z
n,m(t)), z = (r, ψ) ∈ R× L2,
be the transition semigroup to the modify problem. As in [14] one can
derive the Bismut–Elworthy–Li formula
DrP
n,m
t f((r, ψ))a+DψP
n,m
t f ((r, ψ)) [ϕ]
= E f(Xzn,m(t))Yn,m(r, ψ, t, a, ϕ),
14
where: a ∈ R and ϕ ∈ L2 are directions, Dr and Dψ denote the
derivatives in r and ψ,
Yn,m(r, ψ, t, a, ϕ) = Y
1
n,m(r, ψ, t)a+ Y
2
n,m(r, ψ, t, ϕ),
Y 1n,m(r, ψ, t) :=
1
t
∫ t
0
1
g0(X
(r,ψ)
n,m (s))
∂
∂r
U (r,ψ)n,m (s)dW0(s),
Y 2n,m(r, ψ, t, ϕ) :=
1
t
∫ t
0
〈
1
g1(X
(r,ψ)
n,m (s))
DψU
(r,ψ)
n,m (s)[ϕ], dW0(s)
〉
.
We left to the reader the verification of the fact that there is an inde-
pendent of m, r, ψ, a, and ϕ constant C(n, t) such that
E |Yn,m(r, ψ, t, a, ϕ)| ≤ C(n, t)
[|a|2 + ‖ϕ‖2] 12 .
This ensures not only the strong Feller property of (P n,mt ) but also
gives the estimate
‖DP n,mt f(z)‖L(H,H) ≤ C(n, t) sup
z∈H
|f(z)|.
Therefore Ptf is Lipschitz continuous function on H , and
‖P n,mt f‖Lip ≤ C(n, t).
Since C(n, t) does not depend on m it enables us to pass with n→∞
and prove the strong Feller property of the transition semigroup (P nt )
for the problem, say problem Πn, obtained from (3)–(5) by replacing
only N and B by Nn and Bn. In fact, P nf is Lipschitz continuous and
for any bounded measurable function f we have
‖P nt f‖Lip ≤ C(n, t).
We can now conclude by using a standard localization procedure.
Namely letXzn be the solution to problem Πn and letX
z be the solution
to problem (3)–(5). Then, from the uniqueness of the solutions and
since for ψ : ‖ψ‖ ≤ n we have Nn(ψ) = N (ψ) and Bn(ψ) = B(ψ), we
infer that
(10) Xzn(s) = X
z(s) for s < τnz ,
where
τnz := inf{s : ‖Xz(s)‖ ≥ n}.
We can now repeate arguments from [5, 7]. Namely, let f be a bounded
measurable function on H = R× L2. We have
|P nt f(z)− Ptf(z)| =
∣∣E [f(Xzn(t))− f(Xz(t))]χ{t≥τnz }∣∣
≤ 2 sup
z∈H
|f(z)|P (t ≥ τnz ) .
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Since functions P nt f are continuous, it is enough to show that for all
M > 0 and t > 0 we have
lim
n→+∞
sup
‖z‖H≤M
P (t ≥ τnz ) = 0.
This can be written equivalently as
lim
n→+∞
sup
‖z‖H≤M
P
(
sup
s≤t
‖Xz(s)‖H ≥ n
)
= 0,
which can be easily deuced from Lemma 3, see [5] for more details, or
from the existence of solution in the spaces ZpT , p > 1, established in
[18, 19, 20].
5.2. Proof of irreducibility. We will follow [5, 14]. Namely, from
(10) we infer that it is enough to prove the irreducibility for the problem
Πn obtained from the original problem (3)–(5) by replacing N and B
by Nn and Bn, see formulae (8) and (9) from Section 5.1. The idea
is to use the Girsanov theorem. Let O 6= ∅ be an open set in H and
let T > 0. Let z = (U0, v0) be a fixed initial datum. We are going to
show that P nT (z,O) > 0. Let z = (U, v) ∈ O. Since the domain D(A)
is dense in L2 we can assume that v ∈ D(A). We will show that for
any ε > 0, P nT (z, B(z, ε)) > 0, where B(z, ε) is the ball in H of radius
ε and center at z. To explain the idea it will be convenient for us to
write our problem in the following form
dXn = [AXn + Fn(Xn)] dt + σ(Xn)dW,
with with properly chosen A, Fn and σ. In particular A = (A,−ν).
Given 0 < h < T define
fh(s) =
{
0 for s ≤ T − h,
h−1eA(s−(T−h) (z −Xn(T − h))−Az for s > T − h.
Note that the mapping fh is such that
(11) Xn(T − h) +
∫ T
T−h
eA(T−s)fh,m(s)ds = z.
Let
ζh,m(s) := σ(Xn(s))
−1
[
fh(s)
]
χ{‖Xn(T−h)‖H≤m}.
Then under the probability measure
dP∗ = exp
{
−
∫ T
0
ζh,m(s)dW (s)− 1
2
∫ T
0
‖ζh,m(s)‖2ds
}
dP,
W ∗(t) = W (t) +
∫ t
0
ζh,m(s)ds, t ≤ T,
16
is a cylindrical Wiener process on H . Therefore the law of Xn is equiv-
alent to the law of the solution X˜n to the following equation
dX˜n =
[
AX˜n + Fn(X˜n) + fhχ{‖X˜n‖H≤m}
]
dt + σ(Xn)dW.
Taking into account, (11), we have
X˜n(T ) = z +Rh(T ) if ‖Xn(T − h)‖H ≤ m,
where
Rh(T ) :=
∫ T
T−h
eA(T−s)Fn(X˜n(s))ds+
∫ T
T−h
eA(T−s)σ(X˜n(s))dW (s).
Obviously we have
lim
m→+∞
P (‖Xn(T − h)‖H ≤ m) = 1.
Thus the proof will be completed as soon as we can show that for any
ε > 0 we have
lim
h↓0
P (‖Rh(T )‖H < ε) > 0.
Since it can be done in the same way as in Da Prato and Gatarek [5]
and we leave it to the reader.
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