Abstract. The homogenization problem is studied for a non-stationary convectiondiffusion equation with rapidly oscillating coefficients periodic in the spatial variables and stationary random in the time. Under the assumption that the coefficients of the equation have rather good mixing properties, it is shown that, in properly chosen moving coordinates, the distribution of the solution of the original problem converges to the solution of the limit stochastic partial differential equation. The homogenized problem is well-posed and determines the limit measure uniquely.
We study the homogenization problem for a non-stationary convection-diffusion equation with rapidly oscillating coefficients that are random in the time and periodic in the spatial variables. We assume that the dependence of the coefficients on the time reduces to a dependence on a stationary random process ξ · with values in R d , d 1. The corresponding Cauchy problem becomes
u ε (x, 0) = u 0 (x), and we investigate the limit behaviour of the solutions u ε as ε → 0.
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Similar problems for parabolic equations with symmetric elliptic part and with diffusion process ξ · were treated earlier in [7] and [13] . In [13] it was shown that the 'classical' homogenization result holds for operators in divergence form, that is, the family of solutions of the Cauchy problem or of an initial-value boundaryvalue problem for the original equation converges almost surely (a.s.) as ε → 0 to a solution of the corresponding Cauchy problem or initial-value boundary-value problem for the homogenized parabolic equation with constant non-random coefficients.
The picture of the limit behaviour of the solutions changes substantially in the presence of an increasing zero-order term; see [7] . In this case the limit dynamics remains random in general, and the homogenization result holds in a weaker form. Namely, the family of probability measures generated by the distributions of the solutions of the original problem in an appropriate function space is weakly convergent as ε → 0 to a measure solving the limit martingale problem.
Homogenization problems for diverse elliptic and stationary parabolic operators with lower-order terms were studied in [14] , [15] , [24] , [19] , [21] . Special attention has been given in the literature to operators with incompressible convection terms; see [2] , [3] , [9] , [10] , [25] .
Non-stationary parabolic equations of convection-diffusion type whose coefficients are periodic with respect to both the spatial variables and the time were treated in [11] , where the homogenization result was obtained under the assumption that the oscillation in the time is 'slower' than that in the spatial variables.
The basic concepts of homogenization theory can be found, for instance, in the books [4] and [12] .
As in the deterministic case, when studying the problem (1), one must take into account the convection term of order 1/ε in the asymptotics of u ε . In this connection, the result on homogenization of the problem (1) is obtained below in moving coordinates x = x −bt/ε with some constant vectorb. This change of variables enables us to avoid the growing velocity field (of order 1/ε) in the effective dynamics.
We show here that the family of measures defined by the distribution laws of the solutions of the problem (1) is weakly convergent as ε → 0 to a solution of the limit martingale problem in the energy function space. The diffusion arising in the limit equation is finite-dimensional and has a coefficient of the form Λ∇u, where Λ = {Λ ij } is a constant matrix, and the drift operator is a second-order elliptic operator with constant coefficients. The matrix Λ is of special interest because, if ξ · is a diffusion process, then this matrix cannot be constructed by solving the ordinary 'local' problem on a cell with the help of the generator of the process: its construction requires a more delicate analysis.
In this paper we construct several correctors that are solutions of auxiliary partial differential equations, prove several a priori estimates, and then combine this technique with some ideas developed in [23] and [6] . It should be noted that some correctors constructed here depend not only on the value of the process ξ · at the current time but also on the entire 'future' of the process. This differs substantially from the approaches used in [7] , [13] , and [6] , where the diffusion nature of the correctors was used.
In § 2 we pose the problem and formulate the conditions on the coefficients and on the process. The objective of § 3 is to prove the tightness of the family of distributions for the solutions of the original problem. In § 4 we pass to the limit, construct the coefficients of the limit martingale problem, and then, using the uniqueness of the solution of the limit problem, prove the convergence of the distributions of u ε . The last section is devoted to a special case in which ξ · is a diffusion process. § 2. Setting of the problem
We study the asymptotic behaviour of solutions of the Cauchy problem
for small ε > 0; here ξ · stands for an ergodic stationary random process defined on a probability space (Ω, F, P) and taking values in R d . The symbol E always stands for the expectation. If ξ · is a diffusion process, then we denote by L its infinitesimal generator,
Further conditions on the process ξ · are given below in terms of strong or uniform mixing coefficients or in terms of the maximum correlation coefficient. We present here the corresponding definitions for the convenience of the reader.
Let F t and F t be the σ-algebras σ(ξ s , s t) and σ(ξ s , s t), respectively. The function α(s), s 0, given by
is called the strong mixing coefficient of the process ξ · . The function φ(s), s 0, given by φ(s) = sup
is called the uniform mixing coefficient of ξ · . Finally, the maximum correlation coefficient ρ(s), s 0, is defined by
where the supremum is taken over all F 0 -measurable functions η 1 and all F smeasurable functions η 2 such that E(η 1 ) 2 < ∞ and E(η 2 ) 2 < ∞, and the symbol cov stands for the covariance.
In what follows we always assume that the coefficients a ij (z, y) and b i (z, y) are periodic with respect to the variable z. The other assumptions are formulated below.
A1. The functions a ij (z, y) and b i (z, y) and their first-order derivatives with respect to z and y are uniformly bounded:
here and below, the symbol c stands for positive constants. A2. The matrix a ij (z, y) is positive definite, that is,
for some c > 0 and for any (z, y) ∈ T n × R d . A3. At least one of the following relations holds:
For the special case in which ξ · is a diffusion process, there is a natural desire to replace the above condition A3 by some effectively verifiable sufficient condition in terms of the coefficients of the generator. However, it turns out to be much more convenient to use the generator of the time-reversed process ζ s = ξ −s rather than that of the original process ξ s . In this connection we introduce the notation L for the generator of ζ s ,
and suppose that the following condition holds instead of A3. A3 . The diffusion coefficients q kl (y) and their first-order derivatives are uniformly bounded,
and the operator L is uniformly elliptic,
for any y ∈ R d . The vector function B(y) admits the polynomial estimate
for some κ > 0, and there are numbers µ > −1, R > 0, and c > 0 such that
for all y in {y : |y| R}.
According to [20] (see also [7] ), under the condition A3 the process ζ · (and hence the process ξ · as well) admits a unique invariant measure, which has a continuous density ρ(y) satisfying the equation
and decaying at infinity more rapidly than any negative power of |y|; here the symbol L * stands for the adjoint operator. Moreover, for the stationary version of the process ζ · with generator L the strong mixing coefficient α(s) decays at infinity more rapidly than any negative power of s, which implies the condition A3.
Further, the distribution of the stationary process ξ · (ξ s = ζ −s ) in the space of sample paths coincides with the distribution of the stationary diffusion process with generator
we identify these processes in what follows.
Under the assumptions A1-A3, the problem (2) has for any initial condition u 0 ∈ L 2 (R n ) and any ε > 0 a unique solution
almost surely. The distribution of this solution generates a Radon probability measure on the space
equipped with the Borel σ-algebra; the symbol w stands here for the weak topology. This measure, defined as the distribution of u ε in V , is denoted by Q ε . § 3. Tightness
In this section we establish results on tightness of the family of measures Q ε . Generally, this family of measures itself is not tight in V . To obtain a tight family, we introduce a moving system of coordinates (x , t) = (x −b/ε, t) with a constant vectorb and show that for an appropriate choice ofb the family of distributions of the functions u ε (x , t) is tight in V . This result is based on a priori estimates for a solution of the problem (2) and on the Prokhorov theorem (see [23] , [6] ).
holds uniformly with respect to ε > 0. There is a constant vectorb such that
Proof. Let us consider the auxiliary problem
where
By the maximum principle (see [16] ), the solution p ε (z, s) is strictly positive. Moreover, taking account of the structure of the equation and integrating by parts over the set T n × (s, (T + 1)/ε 2 ), we get that
for any s (T + 1)/ε 2 . It follows from Harnack's inequality (see [22] ) that
where the constants c 1 and c 2 depend neither on ε nor on the sample path of ξ · . Multiplying the equation (2) by p ε (x/ε, s/ε 2 )u ε (x, s) and integrating the resulting formula over R n × (0, t), we see after simple manipulations that
According to (5), the last integral vanishes. Therefore, by (7) we readily obtain (3).
Let us now pass to (4) . The following statement is crucial here.
Then there is a non-random function κ 1 (ε) vanishing as ε ↓ 0 and such that
where G ε x stands for the set
Proof. Let us consider the auxiliary periodic Cauchy problem
with the operator
The solution v(z, s) of this problem tends exponentially to a constant as s−s 0 → ∞. In particular, osc
where c and c depend neither on s 0 nor on a realization of ξ · . Indeed, under the assumptions A1 and A2 the solution v(z, s) satisfies the uniform Harnack inequality, which, in turn, implies the desired estimate (see, for instance, the proof of Lemma 2 below). The operator
commutes with any shift of the form S k u(x) = u(x + εk), k ∈ Z n . Therefore, by the maximum principle we get that
where M = max x |∇u 0 (x)|. Next, let us arbitrarily choose t 0 0 and x 0 ∈ R n , restrict the function u ε (x, t 0 ) to G ε x0 , and denote by v ε 0 the periodic extension of this restriction with period ε with respect to the coordinate directions. By (11) we have
for all x such that |x − x 0 | ε 1/4 . Let p(t, t , x, x ) be the fundamental solution of the problem (2). According to [1] , under the assumptions A1-A2 the inequality
holds for any x, x such that |x − x | > ε 1/4 , where c and c depend only on the constants in the conditions A1-A2. Integrating this inequality over the set {x : |x − x | > ε 1/4 }, we see that
Let v ε (x, t) be the solution of the equation
On the other hand, it follows from (12) and (14) that
for any x ∈ G ε x0 . The last two inequalities imply the desired statement for any t ε 3/2 . For small t this statement is a trivial consequence of (14), which completes the proof of the lemma.
In what follows, we need a sequence of problems
with the operator A * given by (6) . By the above arguments one can readily show that the functions p N satisfy the estimate (7) uniformly with respect to N and s, −∞ < s N .
Lemma 2. The sequence p N converges as N → ∞ to a stationary ergodic process with values in C(T n ), and the realizations of this process satisfy the equation
Moreover, there are non-random constants c > 0 and c 1 > 0 such that
Proof. To prove the convergence and the estimate (17), we consider the following problem:
in which q 0 ∈ L 2 (T n ) satisfies the equation
Let us first show that, for our purposes, it suffices to verify the exponential decay of a solution of the problem (18) as N − s → ∞, that is, to obtain the estimate
Indeed, for any N > 0 and k > 0 the difference
and for any s N we have
Therefore, assuming the validity of the estimate (20), we get that
By the Cauchy criterion, the sequence p N converges as N → ∞ to a limit continuous function, which we denote by p(z, s), and this function satisfies the inequality (17). Passing to the limit in (15), we obtain (16) .
To prove the estimate (20), we consider the conjugate problem
where N] , and integrating by parts several times, we get that
By the Nash inequality (see [16] ),
Let ν + (z, s 1 ) and ν − (z, s 1 ) be the positive and negative parts of ν(z, s 1 ), respectively:
Subtracting an appropriate constant if necessary, we can assume without loss of generality that max
and hence ν
Applying Harnack's inequality to the solution to the problem
we obtain the estimate
with a constant c 2 depending only on the constants in the conditions A1 and A2.
Combining this with the obvious estimate
Similarly, if ν 2 is the solution of the problem
then it admits an estimate of the form
By the last two inequalities, it follows that there is a constant c 4 > 0 such that
for any s > s 0 + 1. By (23) , this implies that
for any s s 0 + 1. Finally, it follows from (22), (19) , and the last estimate that
where the Nash estimate was again used in the proof of the latter estimate. Let us consider the functions p N (z, s) = p N+s (z, s), where p N is the solution of the problem (15) . For any N > 0 the function p N is defined for any s ∈ R, and it is a stationary ergodic process with values in C(T n ). As proved above, the sequence p N (z, s) converges exponentially to p(z, s) as N → ∞. Hence, p( · , s) is also a stationary ergodic process. This completes the proof of the lemma.
We now introduce the constant vector
and the following stationary random process with values in R n :
All processes used in the definition of the vectorb are stationary and ergodic. Thus, by Birkhoff's theorem we havē
for almost all ω ∈ Ω.
Lemma 3. The process η(s) satisfies the functional central limit theorem (the invariance principle) with the covariance matrix
That is,
n , where w · is the standard n-dimensional Brownian motion.
Proof. Let us first prove that the inequality
holds for any T > 0 with some constants c > 0 and c 1 > 0. To this end, we represent the function p(z, s) on the interval 0 s T /2 as a sum p(z, s) = p 1 (z, s)+p 2 (z, s), where the summands p 1 and p 2 satisfy the equation
with the initial conditions p 1 | s=T /2 = 1 and p 2 | s=T /2 = p(z, T /2) − 1, respectively. Then we have η(0) = η 1 (0) + η 2 (0), where
It follows from the definition that p 1 (0) is measurable with respect to F T /2 , and hence so is η 1 (0). By the mixing condition A3 we get that
It follows from (17) that
Hence,
and this inequality, together with (29), gives the desired estimate (28).
According to [18] , Chapter 9, under the assumption A3 the inequality (28) ensures the functional central limit theorem (CLT) for the process η(−s), which in turn implies the functional CLT for η(s). Indeed, by the Prokhorov theorem (see [5] ), the family ε Remark. We have proved the assertion of Lemma 3 under the assumption that the last inequality in A3 holds. The other two cases (of strong or uniform mixing) can be treated similarly. Let us consider another auxiliary problem,
where A * is given by (6) . Proof. For brevity, we denote the right-hand side of (30) by F (z, s). Let us consider the following sequence of Cauchy problems:
where 1 {N−1<s N} stands for the indicator function of the interval (N − 1, N) .
Taking into account the equality T n F (z, s)dz ≡ 0, we can readily see that
for any s, where we assume for convenience that ψ N = 0 for s > N. By (3.20) we obtain the estimate
for all k N . Summing the functions over N , −∞ < N < +∞, we obtain the stationary solution ψ = +∞ N=−∞ ψ N of the problem (30). Moreover,
for some non-random constant C. The uniqueness and ergodicity can now be proved in the same way as in Lemma 2.
To complete the proof of the tightness of the family of distributions of {u ε }, we consider the expression (
for an arbitrary test function ϕ ∈ C ∞ 0 (R n ), where
We also use the notation
and write
for an arbitrary function r. Using the equations (16) and (30), integrating by parts, and making simple manipulations, we get that
By (3), this implies the inequality
Approximating the initial condition u 0 ∈ L 2 (R n ) in the problem (1) by a sequence u N 0 ∈ C ∞ 0 (R n ) if necessary and using (3), we can always assume that u 0 ∈ C ∞ 0 (R n ). Then by (34) and Lemma 1, we get that
Writing
we arrive at the relation
For any function ϕ ∈ C ∞ 0 (R n ) the first two terms on the right-hand side of (37) vanish as ε → 0 and |t − s| → 0, uniformly with respect to t, s, and ω ∈ Ω. By Lemma 3, the integral 1 ε
n on any finite interval [0, T ]. Therefore, applying the Prokhorov theorem twice, we see that the family of distributions of ( u ε , ϕ) is tight in C(0, T ). § 4. Passage to the limit
The objective of this section is to show that the family { u ε } of functions converges almost surely to a solution of the Cauchy problem for a limit deterministic parabolic equation with constant coefficients, and to obtain the main results on convergence in distribution for the family of solutions of the problem (1). We first prove convergence in the space V introduced in § 2. Then we prove the same convergence in a stronger topology.
We have already proved that the family { u ε } is tight. Therefore, to find the limit distribution, it suffices to pass to the limit in the expressions of the form ( u ε , ϕ) for an arbitrary function ϕ ∈ C ∞ 0 . By (33) and by Lemma 1 we get that
The following lemma will help us to pass to the limit in this expression.
Lemma 5. Let ζ(z, s) be a stationary ergodic process with values in
for a non-random constant C. Then the relation
holds almost surely for any C ∞ 0 -function ϕ, where
and ϕ is defined in (32).
Proof. We can assume without loss of generality that ζ = 0, and we write µ(s) = T n ζ(z, s)dz. By Lemma 1,
with a non-random constant C. Thus, it suffices to show that
By the Arzelà theorem, it follows from (35) that for any ϕ ∈ C ∞ 0 (R n ) there is a compact subset K ⊂ C[0, T ] for which ( u ε (·), ϕ) ∈ K almost surely for any ε > 0. The rest of the proof is standard. We construct a finite δ-net consisting of step functions and use Birkhoff's theorem to prove the limit relation
for any t T . This, together with the simple estimate
establishes the relation (40), which completes the proof.
We denote byā ij the 'homogenized' matrix given bȳ
This definition is natural since the terms on the right-hand side of (38) which do not enter the definition ofā ij satisfy the equation
By Lemma 5, (38) , and the last equation, we get that
almost surely for any ϕ ∈ C ∞ 0 . Thus, any limit point of { u ε } in V satisfies the equation
for any typical realization of ξ · and forĀ =ā ij ∂ ∂x i ∂ ∂x j . A solution of the problem (42) is unique, and hence the family { u ε } converges almost surely in V to the function u 0 as ε → 0.
In fact, the above convergence result can be improved. Let us show that there is a stationary ergodic process χ(z, s) with values in C(T n ) for which the function
converges almost surely to 0 with respect to the norm of the space
. To this end, we substitute the expression (43) into the original equation, collect the terms with like powers of ε, and equate the resulting expressions to zero. The first equation in this chain is generated by the terms of order ε −1 , and it is ∂ ∂s χ(z, s) − Aχ(z, s)
here and henceforth, we use the notation
Hence, we want to choose the function χ(z, s) as a solution of the equation
and integrate the resulting formula over R d × (0, T ). After simple manipulations, this gives Let us now pass to the main results of the paper. We denote by Q ε the distribution of the function u ε (x, t) = u ε (x − ε −1b t, t) in V , where the vectorb is given by (25) . We also recall that the matrix {ā ij } was introduced in (41).
Theorem 1. Let {u ε } be the family of solutions of the problem (1). Suppose that u 0 ∈ L 2 (R n ). Then the measures Q ε converge weakly in V as ε → 0 to the unique solution of the stochastic partial differential equation
where the matrix Λ is given by the formula
and w t stands for the standard n-dimensional Wiener process.
Proof. One can readily see by Itô's formula that the function u 0 (x − Λw t , t) is a solution of the problem (47). According to [8] , this problem is well-posed and has a unique solution.
Let us transform the function u ε (x − ε −1b t, t) as follows:
It follows from Lemma 6 that the L ∞ (0, T ; L 2 (R n ))-norm of the difference between the second and third terms on the right-hand side vanishes almost surely as ε → 0. Thus, for any ϕ ∈ C ∞ 0 the families
is continuous, and since the functions
converge in distribution to Λw t in (C(0, T )) n , it follows that the functions
converge in distribution to (u 0 (x + Λw t , t), ϕ), which proves the theorem.
The topology of V is very weak. In fact, the same convergence holds in a stronger topology.
Theorem 2. The family u ε converges in distribution in the function space
endowed with the topology of convergence in norm (the strong topology).
Proof. As already proved, the difference
converges to zero almost surely in V 1 , that is, with respect to the
By the Prokhorov theorem and Lemma 3, for any δ > 0 there is a compact subset K ⊂ (C(0, T )) n such that
is continuous. Therefore, for any δ > 0 there is a compact subset
By Lemma 6, this implies that the families In this section we assume that the process ξ · in the definition of the coefficients of the equation (1) is a diffusion process. In this special case, the coefficients of the effective equation (47) can be found in terms of solutions of auxiliary deterministic partial differential equations. Moreover, diverse sufficient conditions ensuring the mixing property A3 of the process ξ · can be formulated in terms of the coefficients of the generator of ξ · .
Let us recall the notation ζ s = ξ −s and consider the diffusion process ( X s , ζ s ) with values in T n × R d that corresponds to the operator
According to [20] and [7] , under the assumptions A1, A2, and A3 the process ( X s , ζ s ) has a unique invariant measure, and the density of this measure satisfies the equation (A * + L * ) ρ(z, y) = 0,
Moreover, ρ(z, y) decays as |y| → ∞ more rapidly than any negative power of |y|. In what follows, we always suppose that ( X s , ζ s ) is a stationary process with density ρ(z, y).
Let p(z, s) be the conditional density of X s given ξ τ , τ ∈ [s, +∞). Then p(z, s) satisfies the equation (16) almost surely (see [17] ), and the process η defined in (26) admits the representation η(s) = E div[a(X s , ξ s )] + b i (X s , ξ s ) −b i | σ(ξ τ , τ s) .
We note that the condition (49) is equivalent to Ef( X s , ζ s ) = 0. In particular, the solvability condition holds for the function f b (z, y) = (div z [a(z, y)] + b i (z, y) −b i ). We denote the corresponding solution by χ b (z, y). Applying Itô's formula to the expression χ b ( X s , ζ s ), we get after simple manipulations that
where w 1 and w 2 are independent Wiener processes of dimensions n and d, respectively, and σ(z, y) = {a ij (z, y)}, Σ(y) = {q kl (y)}.
Passing in the preceding formula to the conditional expectations with respect to the σ-algebra F −∞,t = σ{ζ τ , −∞ < τ t} = F −t,+∞ and taking the independence of {ζ · } and w 1 into account, we get that
where the process η s is defined in (26). The first term on the right-hand side vanishes as t → ∞. Calculating the quadratic characteristic of the Itô integral in the second term and applying Birkhoff's theorem, we see that
Finally, by Theorem 9.1 and 9.2 in [18] we have the convergence
where W t is the standard n-dimensional Wiener process.
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