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中文摘要 
在無母數迴歸方法中，平滑樣條(smoothing spline)的方法常被使用做曲線的配
適。而此方法的關鍵在於平滑參數的選取。過去的文獻中，有許多學者提出選
取平滑參數的準則。例如：Cp (Mallows 1973)，generalized maximum likelihood 
(GML) (Wecker and Ansley 1983; Wahba 1985)，和 extended exponential (EE) 準
則 (Kou and Efron 2002)。雖然 Li (1986) 已經證明 Cp 在誤差平方和之下具有
近似最佳的性質，但是 Kou 和 Efron (2002) 研究上述三個選取準則的幾何性
質，說明了 Cp 準則在有限樣本的情形下具有較 GML 和 EE 高的選取變異，
因而在有限樣本的情形下表現的較不理想。相反的，雖然 GML 和 EE 的幾何
性質較穩定，但二者卻沒有和 Cp 一樣具有近似最佳的性質。因此本計畫的主
要構想是：提出一個選取平滑參數的準則，使其在有限樣本的情形下能有好的
表現，同時也能具有與 Cp 一樣的近似最佳性質。 
 
 
 
Abstract 
In nonparametric regression, smoothing splines are a popular method for curve 
fitting, in which selection of the smoothing parameter is crucial. In the past 
literatures, there are many scholars who proposed some criteria for selecting the 
smoothing parameter, such as Cp (Mallows 1973), generalized maximum likelihood 
(GML) (Wecker and Ansley 1983; Wahba 1985), and the extended exponential (EE) 
criterion (Kou and Efron 2002). Although Cp has been shown to be asymptotically 
optimal under the squared error loss (Li 1986), Kou and Efron (2002) utilized a 
geometric approach to show that Cp has a higher variability than GML and EE for 
small to moderately large sample sizes. On the other hand, GML and EE are more 
stable than Cp, but they do not possess the same asymptotic optimality as Cp. 
Therefore, in this research project, a new selection criterion would be proposed 
which is expected to be superior and more stable than Cp for small to moderately 
large sample sizes, and possesses the same asymptotic optimality as Cp. 表  
