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Resumen
La α-aminoglicina (Agl) es un derivado de la glicina, uno de los aminoa´cidos fundamentales.
Se caracteriza por estar unido a un sustituyente amino en el carbono α, a mayores del ya
presente en el aminoa´cido. El hecho de que este carbono posea dos sustituyentes ide´nticos
hace que la mole´cula no sea quiral, una de las caracter´ısticas ma´s representativas de este tipo
de sistemas moleculares.
El objetivo de este trabajo es encontrar los confo´rmeros ma´s estables, los ma´s poblados
en fase gas, de la mole´cula estudiada. Para ello, se llevara´n a cabo diversas ca´lculos compu-
tacionales y, comparando todas ellas, se elige el mejor me´todo para la obtencio´n de sus
confo´rmeros. Finalmente, se estudiara´n las interacciones que estabilizan el sistema molecular.
iii

Abstract
The α-aminoglycine (Agl) is a glycine derivate, one of the fundamental aminoacids. An
aditional amino sustituent bonded to the α carbon is the difference between the derivate and
the aminoacid. The fact of having another amino group bonded to the α carbon makes the
molecule not quiral, which is one of the characteristics of aminoacids.
The aim of this work is to find the most stable and the most populated in gas phase,
conformers of the studied molecule. To this end, several computational calculations are going
to be used and, comparing all of them, the best method to obtain the conformers will be
chosen. Finally, the interations that stabilize this molecular system are going to be studied.
v

Cap´ıtulo 1
Introduccio´n
1.1. Importancia de la estructura en la Qu´ımica
La versatilidad de enlace del carbono, consigo mismo y con otros elementos, es una de
las causas por las que desempen˜a un papel tan importante a nivel estructural en las ce´lulas.
Puede formar mole´culas de diversos taman˜os, formas y composicio´n, adema´s de unirse a otros
heteroa´tomos. Es destacable la capacidad del a´tomo de carbono para compartir electrones,
dando lugar a cuatro enlaces simples muy estables con otros carbonos, y con otros elementos
como el ox´ıgeno y el nitro´geno. Si en vez de enlazarse compartiendo un u´nico par de electrones,
lo hacen compartiendo dos o tres pares se consiguen enlaces dobles o triples, los cuales
proporcionan mayor rigidez al sistema molecular. Cuando el enlace entre dos a´tomos es
simple puede darse la rotacio´n en torno a ese enlace, mientras que cuando se trata de un
enlace doble o triple la distancia de enlace disminuye y, adema´s, no es posible la rotacio´n
alrededor de este tipo de enlace.
La composicio´n de un sistema molecular y la distribucio´n espacial de sus a´tomos influyen
en las propiedades de la mole´cula. La distribucio´n y orientacio´n de los a´tomos permite a la
mole´cula interaccionar con a´tomos cercanos, pertenecientes o no al mismo sistema molecular.
Cuando tenemos una biomole´cula en disolucio´n acuosa existen cuatro tipos de interacciones
no covalentes (“de´biles”) entre ella y el medio, enlaces de hidro´geno, interacciones io´nicas,
interacciones hidrofo´bicas e interacciones de Van der Waals.
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a. b.
Figura 1.1: a. Enlace de hidro´geno intermolecular. b. Enlace de hidro´geno intramolecular.
Los enlaces de hidro´geno, debido a la electronegatividad del ox´ıgeno, presentan un
reparto desigual de la carga compartida a lo largo del enlace H-O, por lo que apa-
recen sobre los a´tomos de ox´ıgeno e hidro´geno cargas parciales negativa y positiva,
respectivamente, genera´ndose un dipolo ele´ctrico. Como resultado de ello, existe una
atraccio´n electrosta´tica entre un ox´ıgeno y un hidro´geno -no unidos covalentemente- de
dos mole´culas distintas, interaccio´n intermolecular, o de la misma mole´cula, interaccio´n
intramolecular, como podemos ver en la Figura 1.1
Las interacciones io´nicas a las que se ha hecho referencia anteriormente aparecen cuando
existen mole´culas cargadas, si las cargas son iguales la interaccio´n es de repulsio´n,
mientras que si son cargas opuestas la interaccio´n es de atraccio´n.
Las interacciones hidrofo´bicas son aquellas fuerzas que mantienen juntas las regiones
apolares de las mole´culas.
Las interacciones de Van der Waals se dan cuando variaciones en las posiciones de
los electrones generan un dipolo ele´ctrico transitorio que induce otro dipolo ele´ctrico
opuesto transitorio en un enlace cercano, con lo que la atraccio´n entre los dipolos resulta
en un acercamiento entre los nu´cleos.[1]
En este trabajo de fin de grado todos los ca´lculos se llevan a cabo sin considerar interacciones
de la mole´cula con el medio o con mole´culas adyacentes, y la mole´cula estudiada no esta´
cargada, por lo que estos tres u´ltimos tipos de interacciones no se van a tener en cuenta en
este caso, pero s´ı que habr´ıa que considerarlas en el caso de simulaciones en medio acuoso o
en presencia de otras mole´culas, incluida ella misma.
La reactividad de las mole´culas es altamente dependiente de la conformacio´n de la mole´cula,
existen disposiciones de los a´tomos que crean un gran impedimento para el acercamiento de
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un nuevo sustituyente a la mole´cula, lo que puede traducir en una disminucio´n de la velocidad
de reaccio´n. Puede que una disposicio´n quede bloqueada por los sustituyentes de la mole´cula
y que esa posicio´n disminuya la reactividad debido a que dificulte la aproximacio´n de un
reactivo a un centro activo. En el caso de la α-aminoglicina debido al pequen˜o taman˜o de
sus sustituyentes la rotacio´n de los grupos no esta´ muy impedida, por lo que se espera que
sea una mole´cula bastante reactiva y flexible en este aspecto como tambie´n lo es la glicina,
el aminoa´cido del que procede.
1.2. DNA, prote´ınas y aminoa´cidos
Una vez vista la importancia de la disposicio´n de los grupos funcionales y composicio´n de
los sistemas moleculares para su reactividad y propiedades fisicoqu´ımicas se va a proceder a
estudiar las interacciones de los distintos agregados moleculares, y la importancia que tienen
en cada nivel. Por ejemplo, la estructura del DNA (a´cido desoxirribonucleico) y del RNA
(a´cido ribonucleico) y las prote´ınas esta´ muy ligada a la disposicio´n y las interacciones que
se pueden dar entre las unidades que los constituyen, los nucleo´tidos y los aminoa´cidos,
respectivamente.
As´ı pues, las cadenas de DNA y de RNA, son cadenas de nucleo´tidos sucesivos que esta´n
unidos covalentemente mediante “puentes”de grupos fosfato, enlaces fosfodie´ster. Por lo tan-
to, se podr´ıan considerar como cadenas de grupos fosfato y pentosas, con las bases pur´ınicas
y pirimid´ınicas como grupos laterales unidos al esqueleto a intervalos regulares. [2] Por otro
lado, las propiedades de las bases de los nucleo´tidos influyen en la estructura tridimensional
de los a´cidos nucleicos, as´ı, los grupos funcionales de las purinas y pirimidinas que son los
grupos carbonilo y los grupos amino exoc´ıclicos, participan en las interacciones entre dos (en
ocasiones tres o cuatro) cadenas complementarias del a´cido nucleico. Los patrones de enlaces
de hidro´geno son la unio´n espec´ıfica entre la adenina (A) y la timina (T) (o uracilo (U) en el
caso del RNA), y la guanina (G) con la citosina (C), estos dos son los patrones de los puentes
de hidro´geno entre los pares de bases predominantes en el DNA y el RNA (Figura 1.2).
Las rotaciones en torno a estos enlaces generan diferentes estructuras, cada una de ellas con
unas propiedades caracter´ısticas. Y ciertas secuencias del DNA como son los pal´ındromos,
estos hacen que la hebra adopte estructuras peculiares como las horquillas (una hebra) o la
cruciforme (dos hebras) (Figura 1.3), esto ocurre por la formacio´n, a trave´s de enlaces de
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Figura 1.2: Patrones de los puentes de hidro´geno de los pares de bases adenina (A) y la timina
(T), y guanina (G) con la citosina (C).
hidro´geno, de pares de bases intracatenarios. [2]
a. b.
Figura 1.3: Ejemplos de secuencias palindro´micas del DNA, o RNA, formadas por el apa-
reamiento de bases intracatenario. a. Disposicio´n en horquilla. b. Disposicio´n cruciforme.
[2]
La importancia de las prote´ınas es muy destacable ya que intervienen pra´cticamente en
todos los procesos que tienen lugar en la ce´lula, son pol´ımeros constituidos por combinacio´n de
un conjunto de 20 aminoa´cidos, conocidos como aminoa´cidos esenciales. Los aminoa´cidos
tienen caracter´ısticas estructurales comunes, todos tienen un grupo carboxilo y un grupo
amino unidos al mismo a´tomo de carbono (el carbono α), y difieren entre ellos en la cadena
lateral o grupo R, el cual influye en las caracter´ısticas finales del aminoa´cido.
Las prote´ınas poseen ciertas peculiaridades, por ejemplo, la estructura que adopta la pro-
te´ına viene determinada por su secuencia de aminoa´cidos. Por otro lado, la funcio´n que
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desempen˜a depende de su estructura. Adema´s, casi todas las prote´ınas existen en una u´nica
conformacio´n o un pequen˜o nu´mero de ellas. Finalmente, la estabiliazacio´n de la estructura de
la prote´ına se logra, principalmente, a trave´s de interacciones de´biles (enlaces de hidro´geno,
interacciones io´nicas...) pero tambie´n lo puede hacer a trave´s de puentes disulfuro (enlace
covalente) como se puede ver en la Figura 1.4.
Figura 1.4: Interacciones de´biles y covalentes que se dan entre cadenas laterales y constituyen
la estructura terciaria.
En general, en las prote´ınas el enlace pept´ıdico tiene cara´cter parcial de doble enlace debido
a la configuracio´n plana, lo cual le otorga cierta rigidez al grupo pept´ıdico (Figura 1.5), esto
genera una serie de limitaciones estructurales caracter´ısticas de este tipo de enlaces, y son
los enlaces Cα-C y N-Cα los que van a rotar con mayor facilidad.
Figura 1.5: Grupo pept´ıdico plano, los a´tomos constituyentes aparecen sen˜alados. [1]
La conformacio´n espacial de una prote´ına se analiza en te´rminos de estructura secundaria
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y estructura terciaria. La asociacio´n de varias cadenas polipept´ıdicas origina un nivel supe-
rior de organizacio´n, la llamada estructura cuaternaria. Todas estas disposiciones aparecen
representadas en la Figura 1.6.
Figura 1.6: Disposicio´n espacial que adopta la prote´ına en funcio´n de las interacciones que
tienen a nivel intracatenario e intercatenario.
Adema´s de los aminoa´cidos esenciales, que son aquellos que unidos covalentemente forman
las prote´ınas, existe otro grupo, conocidos como aminoa´cidos no prote´ınicos o no codifi-
cantes, que aparecen como intermediarios en s´ıntesis biolo´gicas o como precursores de otros
aminoa´cidos, pudiendo aparecer dentro de una cadena prote´ınica cuando los residuos de la
cadena son modificados una vez unidos entre s´ı. Estos aminoa´cidos no esta´ndar forman un
grupo mucho mayor, se han encontrado alrededor de 300 de estos aminoa´cidos en las ce´lulas,
y generalmente suelen ser α-aminoa´cidos. [3]
Estos aminoa´cidos no esta´ndar tambie´n tienen importancia biolo´gica, por ejemplo, el a´cido
γ-aminobut´ırico es un neurotransmisor, y la carnitina participa en el transporte lip´ıdico a
trave´s de la membrana. Como intermediarios aparece la N-acetiltirosina durante el meta-
bolismo de formacio´n de la tirosina, la betaina en la bios´ıntesis de la glicina y la citrulina
participa en el ciclo de la ornitina, que a su vez forma parte del ciclo de la urea. [3]
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1.3. Caso particular
En este trabajo va a estudiarse el panorama conformacional de la α-aminoglicina, de ahora
en adelante Agl, un α-aminoa´cido no esencial (Figura 1.7). Se espera encontrar interaccio-
nes mediante enlaces de hidro´geno entre los grupos carboxilo y amino caracter´ısticos del
aminoa´cido, pero adema´s tambie´n va ha haber interaccio´n con el grupo R de la mole´cula,
otro grupo amino. Del ana´lisis conformacional de otros aminoa´cidos, como la alanina [4],
la valina [5], la leucina [6], la serina [7] y la treonina [8], entre otros, se observa que las
interacciones intramoleculares comunes a todos estos casos son de tres tipos (Figura 1.8).
Figura 1.7: La α-aminoglicina, Agl, mole´cula estudiada en este trabajo.
Figura 1.8: Los distintos tipos de confo´rmeros que existen al considerar la estabilizacio´n por
puentes de hidro´geno intramoleculares entre el grupo amino y el grupo del a´cido carbox´ılico
del aminoa´cido.
En la Figura 1.8 el primer esquema representa una interaccio´n entre el grupo COOH, en
una disposicio´n conocida como cis, con los dos hidro´genos del grupo amino mediante un en-
lace de hidro´geno, N−H · · ·O = C, siendo etiquetado como I. A continuacio´n, se representa
la interaccio´n entre el grupo COOH en disposicio´n trans con el nitro´geno del grupo amino
mediante un enlace de hidro´geno, O − H · · ·N − H, se etiqueta como II. Y, finalmente, se
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representa la interaccio´n entre el grupo COOH en disposicio´n cis con los hidro´genos del grupo
amino mediante un enlace de hidro´geno, este caso se etiqueta como III.
Atendiendo a la estructura del Agl, se puede pensar que presentara´ similitudes con los
confo´rmeros encontrados para otros α-aminoa´cidos como la glicina [9], la alanina [4] y otros
derivados de cadena polar. La Agl es un α-aminoa´cido derivado en el cual el sustituyente R
es un grupo amino, semejante en volumen al resto R de la alanina, pero debido a que es un
grupo polar va a interaccionar con el grupo carboxilo como lo hace de forma general el grupo
amino caracter´ıstico de los aminoa´cidos. La existencia de interacciones de una cadena polar
con el grupo carboxilo y amino se ha documentado experimentalmente en otros aminoa´cidos
como la serina [7], la treonina [8] o la ciste´ına [10]. El hecho de que existan dos grupos amino
puede conducir a una interaccio´n entre ellos, que sumada a la interaccio´n con el grupo car-
boxilo, puede llevar a confo´rmeros de gran estabilidad.
Por otro lado, existen algunos trabajos en los que se han utilizado derivados de este
aminoa´cido, ciertos N-sustituidos α, α-diaminoa´cidos han sido estudiados por sus caracter´ısti-
cas anticonvulsionantes [11] y, por otro lado, es utilizado en la elaboracio´n en laboratorios
de estructuras pept´ıdicas [12]. Estos usos de la Agl hace interesante y necesario el ana´lisis
y estudio de sus propiedades intr´ınsecas, libre de interacciones con el entorno que pueda
rodearla. Por ello se llevara´ a cabo su ana´lisis conformacional en fase gas mediante ca´lculos
computacionales. Estos ca´lculos no solo aportan informacio´n sobre las propiedades del sis-
tema, como la estructura, la energ´ıa relativa entre las distintas conformaciones, propiedades
termodina´micas, o ele´ctricas, entre otras, sino que son el paso previo necesario para abordar
su ana´lisis experimental (espectrosco´pico, por ejemplo), para la determinacio´n de todas estas
propiedades.
Cap´ıtulo 2
Objetivos y plan de trabajo
2.1. Objetivos
Los objetivos que nos hemos propuesto alcanzar en el presente Trabajo Fin de Grado son
los siguientes:
◦ Estudiar las diferentes conformaciones de la α-aminoglicina en su forma neutra en fase
gas con los diferentes me´todos teo´ricos usados habitualmente.
◦ Realizar una optimizacio´n de la geometr´ıa de los diferentes confo´rmeros obtenidos con
cada me´todo.
◦ Analizar de forma comparativa las diferencias energe´ticas existentes entre los confo´rme-
ros y estableceer un orden energe´tico de todos los confo´rmeros obtenidos.
◦ Analizar las diferentes interacciones intramoleculares que estabilizan estos confo´rmeros.
◦ Analizar los posibles caminos de interconversio´n entre confo´rmeros que nos indiquen
posibles v´ıas de relajacio´n de unas conformaciones a otras.
2.2. Plan de trabajo
El plan seguido en este Trabajo de Fin de Grado es el siguiente:
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◦ Bu´squeda bibliogra´fica de posibles trabajos previos sobre la misma mole´cula
◦ Bu´squeda conformacional de posibles confo´rmeros mediante los me´todos computacio-
nales
◦ Comparacio´n de los resultados obtenidos por los distintos me´todos y eleccio´n del ma´s
adecuado.
◦ Optimizacio´n energe´tica para los distintos confo´rmeros y posterior comparacio´n de estos
resultados y sus constantes de rotacio´n. Eliminacio´n de posibles duplicados.
◦ Ana´lisis de las frecuencias de los modos de vibracio´n de los distintos confo´rmeros.
◦ Construccio´n de funciones de potencial monodimensionales sobre una coordenada es-
tructural que conecta diferentes confo´rmeros. Descarte de falsos mı´nimos.
Cap´ıtulo 3
Fundamentos teo´ricos
En este cap´ıtulo se introducira´n los conceptos ba´sicos de la Qu´ımica Cua´ntica que funda-
mentan los ca´lculos llevados a cabo en este trabajo. Para ello se han utilizado diversos textos
que describen los me´todos utilizados.[13–19]
3.1. Meca´nica Cua´ntica
Entre finales del siglo XIX y principios del XX surgen las primeras bases teo´ricas de la
meca´nica cua´ntica ya que la f´ısica cla´sica resulta insuficiente para explicar los feno´menos
observados a escala microsco´pica. Las primeras hipo´tesis llegan a contradecir a las ideas
cla´sicas lo que genera un gran revuelo cient´ıfico con interesantes debates dentro de este
sector.
Hay tres factores importantes ligados al inicio de esta nueva teor´ıa y de sus bases. Todo
comienza con el estudio de la radiacio´n del cuerpo negro llevado a cabo por Planck en el an˜o
1900, a esto le siguio´ la teor´ıa del efecto fotoele´ctrico planteada por Einstein en la que, a
ra´ız de esta hipo´tesis sobre la cuantizacio´n de la energ´ıa, introduce el concepto del foto´n. En
base a esta idea, Bohr propone en 1913 el modelo del a´tomo de hidro´geno, y demuestra que
no cumple los principios de la electrodina´mica cla´sica, introducie´ndose la visio´n del electro´n
como onda estacionaria. En 1926 Erwin Schro¨dinger acun˜o´ el concepto de funcio´n de onda
y definio´ la ecuacio´n que nos describe un sistema en funcio´n de las coordenadas y el tiempo,
la ecuacio´n de Schro¨dinger. Pero el principal problema de esta ecuacio´n es su resolucio´n,
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pues es imposible resolverla de forma anal´ıtica y obtener una solucio´n exacta para sistemas
polielectro´nicos. La solucio´n a este problema es la actual base de los me´todos “ab initio”.
3.1.1. La ecuacio´n de Schro¨dinger
Para definir la ecuacio´n de Schro¨dinger se va a partir del operador asociado a la energ´ıa de
una part´ıcula, el operador Hamiltoniano [13]:
Hˆ = − ~
2
2m
∇2 + Vˆ (3.1)
donde el primer te´rmino se corresponde con la energ´ıa cine´tica, ∇ = ∂/∂q, y el segundo
te´rmino se corresponde con la energ´ıa potencial. Al aplicar el operador sobre una funcio´n
propia del Hamiltoniano ψ(q), donde q son las coordenadas en el espacio de la part´ıcula, se
obtiene la ecuacio´n de Schro¨dinger independiente del tiempo.
[
− ~
2
2m
(∇2)+ Vˆ (q)]ψi(q) = Eiψi(q) (3.2)
Resolviendo esta ecuacio´n diferencial se obtienen los valores propios de este operador y sus
funciones propias ψi(q). Dado que el hamiltoniano es independiente del tiempo, se obtienen las
energ´ıas independientes del tiempo. Teniendo en cuenta la evolucio´n del sistema, la ecuacio´n
de Schro¨dinger dependiente del tiempo es:
HˆΨ = −~
i
∂Ψ
∂t
(3.3)
donde Hˆ es el operador hamiltoniano, y la funcio´n de onda Ψ depende de las coordenadas
espaciales y la variable tiempo. Esta funcio´n de onda se puede escribir como el producto de
una funcio´n de las coordenadas del espacio y otra del tiempo.
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Ψj(q, t) = ψj(q)χj(t) (3.4)
donde ψj(q) es una de las soluciones de la ecuacio´n (3.2) y χj(t) es la parte dependiente del
tiempo. Sustituyendo esto en la ecuacio´n (3.3), reordenando los te´rminos, teniendo en cuenta
la ecuacio´n 3.2 y separando las variables podemos reescribir (3.4) como:
Ψj(q, t) = ψj(q)e
−
i
~
Ejt
(3.5)
De esta forma quedan definidas la ecuacio´n de Schro¨dinger independiente del tiempo (3.2) y
la ecuacio´n de Schro¨dinger dependiente del tiempo (3.3). El principal objetivo de la Qu´ımica
Cua´ntica es encontrar la solucio´n de la primera para cada sistema qu´ımico que estudiemos.
Pero no es sencillo, por lo que se pueden llevan a cabo ciertas aproximaciones.
3.1.2. Aproximacio´n de Born-Oppenheimer
En este trabajo el objetivo es encontrar las conformaciones ma´s estables para una mole´cula,
es decir, las disposiciones geome´tricas de la mole´cula que ma´s estabilidad otorguen al siste-
ma. A partir de la ecuacio´n de Schro¨dinger independiente del tiempo, sin considerar efectos
relativistas, se puede conocer el estado de un sistema formado por nu´cleos y electrones. El
hamiltoniano, en funcio´n de las posiciones de los n electrones: r, y de los N nu´cleos: R, (con
carga eZi), sera´:
Hˆ = −
n∑
i
~2
2me
∇2i −
N∑
k
~2
2Mk
∇2k+
− 1
4piε0
N,n∑
i,k
e2Zk
|Rk − ri| +
1
4piε0
n∑
i,j<i
e2
|ri − rj| +
1
4piε0
N∑
k,l<k
e2ZkZl
|Rk −Rl|
(3.6)
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La resolucio´n de esta ecuacio´n es computacionalmente compleja, y conllevar´ıa un coste que
no compensa con respecto al resultado, ya que podemos llevar a cabo aproximaciones que
nos dan resultados muy ajustados al real.
As´ı pues, analizando el hamiltoniano definido anteriormente en la ecuacio´n (3.6): Podemos
obtener dos grandes conjuntos de te´rminos: el la primera l´ınea se hace referencia a la energ´ıa
cine´tica de los electrones y nu´cleos respectivamente, y la segunda l´ınea hace referencia a la
interaccio´n entre las part´ıculas del sistema, dentro de este conjunto el primer te´rmino hace
referencia a la atraccio´n entre electrones y nu´cleos, el segundo a la repulsio´n entre electrones
y el tercero y u´ltimo a la repulsio´n entre los nu´cleos.
Sabiendo que la masa del electro´n es de 9, 109 · 10−31 kg, mientras que en el nu´cleo ma´s
pequen˜o, el proto´n de hidro´geno, tiene una masa de 1,672 · 10−27 kg [20] se puede asegurar
que mN  me, por lo que los electrones se van a mover ma´s ra´pido que los nu´cleos, es
decir, puede considerarse que los nu´cleos permanecen esta´ticos mientras que los electrones se
mueven en el campo creado por estos, por lo tanto la energ´ıa cine´tica de los nu´cleos puede
no tenerse en cuenta. Dado que su posicio´n no cambia, el te´rmino potencial de los nu´cleos va
a mantenerse constante en cada posicio´n geome´trica. Esta es la base de la aproximacio´n de
Born-Oppenheimer. [21]
De esta forma se puede reescribir la ecuacio´n (3.6) teniendo en cuenta que la repulsio´n
entre nu´cleos es constante, VNN = cte., para obtener la ecuacio´n del movimiento electro´nico,
como:
Hˆψel =
(
Hˆel + VNN
)
ψel = Uψel (3.7)
donde ψel es la funcio´n propia del Hamiltoniano para el movimiento electro´nico, U es la suma
de la repulsio´n internuclear y la energ´ıa electro´nica, el valor esperado de la energ´ıa para la
funcio´n ψel, y Hel es el Hamiltoniano electro´nico, que se definira´ como:
Hˆel = −
n∑
i
~2
2me
∇2i −
1
4piε0
N,n∑
i,k
e2Zk
|Rk − ri| +
1
4piε0
n∑
i,j<i
e2
|ri − rj| = Tˆ + VˆNe + Vˆee (3.8)
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donde Tˆ es la energ´ıa cine´tica asociada a los electrones, VˆNe es el te´rmino potencial de
interaccio´n entre los nu´cleos y los electrones, y Vˆee es el potencial de interaccio´n entre los
electrones.
As´ı pues, esta aproximacio´n debida a M. Born y R. Oppenheimer [21] permite la resolucio´n
de la parte electro´nica de la ecuacio´n de Schro¨dinger con independencia de la nuclear. Con
la aproximacio´n de Born-Oppenheimer se puede definir el concepto de superficie de energ´ıa
potencial. La Superficie de Energ´ıa Potencial se obtiene a partir de la representacio´n de
la energ´ıa, U , del sistema en funcio´n de para´metros geome´tricos de los nu´cleos como las
distancias, los a´ngulos de enlace... (Figura 3.1).
Figura 3.1: Representacio´n gra´fica de una Superficie de Energ´ıa Potencial (SEP) con dos
grados de libertad.
La superficie de energ´ıa potencial representa el potencial en que se mueven los nu´cleos, es
decir, el potencial de vibracio´n. Los mı´nimos de esta superficie son las conformaciones ma´s
estables, las de menor energ´ıa. Para llegar de una conformacio´n a otra los a´tomos pueden,
por ejemplo, girar alrededor de un enlace pasando por otras conformaciones menos estables,
los estados de transicio´n.
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3.1.3. Me´todo variacional
Teniendo en cuenta la aproximacio´n de Born-Oppenheimer, se lleva a cabo el tratamiento
de la parte electro´nica de la ecuacio´n de Schro¨dinger independiente del tiempo para ma´s
de un electro´n, usando el me´todo variacional [22]. Con el me´todo variacional se puede
estimar la energ´ıa y de forma aproximada la funcio´n asociada a un Hamiltoniano conocido.
El primer paso es definir una funcio´n de prueba, φ, la cual va a optimizarse. Esta funcio´n φ
puede escribirse, ecuacio´n 3.9, por combinacio´n lineal de n funciones base reales y propias
del Hamiltoniano, que son linealmente independientes, f1, f2, ......., fn.
φ = c1f1 + c2f2 + ........+ cnfn =
∑
i
cifi (3.9)
Donde ci son para´metros variacionales que indican la contribucio´n de cada funcio´n fi, siendo
los para´metros a determinar y que permiten minimizar la energ´ıa. El valor esperado de la
energ´ıa para la funcio´n de prueba sera´:
W =
〈
φ|Hˆ|φ
〉
〈φ|φ〉 ≥ E0 (3.10)
Esta desigualdad, se basa en el principio de variaciones de Rayleigh-Ritz que establece que
la energ´ıa para el estado fundamental de un sistema calculada a partir de una funcio´n de
prueba es siempre mayor o igual que la energ´ıa calculada con la funcio´n de onda exacta. E0
es el valor exacto de la energ´ıa ma´s baja del Hamiltoniano H.
El u´nico caso en que se cumple que W = E0 es cuando la funcio´n de prueba construida
coincide con la real, pero no se puede llegar hasta ella a trave´s del me´todo porque no tiene
en cuenta la correlacio´n entre espines opuestos, entonces la energ´ıa que se obtiene, W , va a
ser superior a la exacta y la diferencia entre ellas ser´ıa la de correlacio´n.
Se resuelve la integral del numerador y del denominador por separado. Obteniendo:
W =
∑
i
∑
j cicjHij∑
i
∑
j cicjSij
(3.11)
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donde Hij es la integral de resonancia y Sij es la integral de solapamiento. Para obtener a
partir de esta ecuacio´n el mejor valor de la funcio´n de onda Φ0 se debe derivar esta igualdad
respecto a los coeficientes de la combinacio´n lineal ck, e igualar a 0, es decir, se impone la
condicio´n de mı´nimo.
∂W
∂ck
=
n∑
i=1
ci (Hki − ESki) = 0 (3.12)
Al derivar se obtiene un sistema de ecuaciones lineales homoge´neas, que dan lugar al deter-
minante secular, con el mismo nu´mero de ecuaciones que funciones base conforman la funcio´n
prueba. Para que el sistema tenga una solucio´n u´nica el determinante de los coeficientes debe
anularse (ecuacio´n 3.13).
∣∣∣∣∣∣∣∣
H11 − ES11 · · · H1n − ES1n
...
. . .
...
Hn1 − ESn1 · · · Hnn − ESnn
∣∣∣∣∣∣∣∣ = 0 (3.13)
Del determinante se obtienen las energ´ıas asociadas a cada valor propio del Hamiltoniano,
y a partir de ellas las funciones propias aproximadas, Ψn.
Ψm(x) ≈
n∑
i
cmif(x) (3.14)
3.1.4. Las funciones esp´ın-orbitales y los determinantes de Slater
Para un sistema de fermiones es necesario que la funcio´n de onda satisfaga una serie de con-
diciones. As´ı pues, a la hora de construir dichas funciones se va a considerar cada electro´n de
manera independiente, y la funcio´n de onda total va a ser un producto de funciones de onda
de los electrones independientes. Adema´s, es necesario tener en cuenta el esp´ın. Se expresa la
funcio´n de onda ψel como una combinacio´n de n funciones χ(x) (funciones esp´ın-orbitales)
que resultan del producto de la parte espacial por la funcio´n de esp´ın, α(s) o β(s), estas
funciones cumplen el principio de ortonormalidad:
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χi(x) = ϕi(r)α(s) = ϕiα o χi(x) = ϕi(r)β(s) = ϕβ (3.15)
La condicio´n ma´s importante que debe cumplir la funcio´n que se esta´ construyendo es que
cumpla el principio de Pauli: la funcio´n de onda (con la parte de esp´ın incluida) debe ser
antisime´trica respecto del intercambio de cualquier par de electrones. [15] Con el objetivo
de que se cumpla este principio, y partiendo de las funciones definidas anteriormente en la
ecuacio´n (3.15), surge la idea de escribir la funcio´n como un determinante, el determinante de
Slater. El determinante de Slater es una forma de escribir la funcio´n antisime´trica asociada
a un sistema de electrones. Para un caso general de n electrones y, en consecuencia, n esp´ın-
orbitales, sera´:
Ψ(x1,x2, · · · ,xn) = 1√
n!
∣∣∣∣∣∣∣∣∣∣∣
χ1 (x1) χ2 (x1) χn (x1)
χ1 (x2) χ2 (x2) · · · χn (x2)
...
...
. . .
...
χ1 (xn) χ2 (xn) · · · χn (xn)
∣∣∣∣∣∣∣∣∣∣∣
(3.16)
Donde
1√
n!
es la constante de normalizacio´n. Adema´s, se impone que los esp´ın-orbitales
cumplan el principio de ortonomalidad. Por lo que:
〈χi|χj〉 = δij (3.17)
δij = 1 para i = j
δij = 0 para i 6= j
Atendiendo a esta caracter´ıstica la ecuacio´n (3.16) se puede reescribir de forma resumida
solo con los elementos diagonales, y utilizando la notacio´n bra-ket:
Ψ = |χ1 (1)χ2 (2) · · ·χn (n)〉 (3.18)
De esta forma se cumple el principio de antisimetr´ıa de Pauli, ya que al intercambiar las
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coordenadas de dos electrones se intercambian dos filas del determinante. Adema´s, se cumple
una condicio´n derivada de este requisito, que no puede haber dos columnas iguales -electrones
ide´nticos-, pues esto anular´ıa la funcio´n de onda; otra forma de enunciar el principio de Pauli.
3.2. Me´todo Hartree-Fock (HF)
El me´todo de Hartree-Fock [23, 24] es el punto de partida de muchos de los me´todos ab
initio. Se resuelve la parte electro´nica de la ecuacio´n de Schro¨dinger independiente del tiempo
considerando que no hay interaccio´n entre dos electrones individualizadamente, sino de cada
electro´n con el resto como conjunto. Se asume una densidad electro´nica inicial que se mejora
de manera iterativa. As´ı pues, en el me´todo de Hartree-Fock no se incluye la correlacio´n del
movimiento de los electrones, y por lo tanto tampoco la energ´ıa de correlacio´n.
Se parte de un conjunto de orbitales, en principio ato´micos pero es aplicable a moleculares,
con los que se construye el potencial promedio de cada electro´n. Mediante un proceso iterativo
se mejora el conjunto hasta alcanzar la autoconsistencia. El objetivo es alcanzar el conjunto
de orbitales que nos dan la mejor energ´ıa EHF > Eexacta, es decir, se repite el ca´lculo hasta
que la diferencia entre los valores sea menor que un valor previamente fijado.
A la hora de definir la funcio´n de onda esta debe cumplir los requisitos que se han comentado
en el apartado 3.1.4. En el me´todo de Hartree-Fock la funcio´n de onda queda definida con
un u´nico determinante de Slater.
El Hamiltoniano de Hartree-Fock u operador de Fock monoelectro´nico se define como:
fˆ =
N∑
j=1
hjj +
N∑
i=1
N∑
j>i
(
Jˆij − Kˆij
)
(3.19)
Este operador incluye los te´rminos contenidos en el Hamiltoniano monoelectro´nico hˆ(1)
adema´s de la repulsio´n media con el resto de electrones a trave´s de los operadores Jˆij yKˆij.
Se puede escribir como:
20 CAPI´TULO 3. FUNDAMENTOS TEO´RICOS
hjj =
〈
χj (1)
∣∣∣hˆ (1)∣∣∣χj (2)〉
Integral de Coulomb Jˆij =
〈
χi (1)χj (2)
∣∣∣∣ 1rij
∣∣∣∣χi (1)χj (2)〉 = 〈ii|jj〉
Integral de Cambio Kˆij =
〈
χi (1)χj (2)
∣∣∣∣ 1rij
∣∣∣∣χj (1)χi (2)〉 = 〈ij|ji〉
El operador de Coulomb es un operador monoelectro´nico que representa el potencial elec-
troesta´tico creado por un electro´n descrito por el esp´ın-orbital χi en el punto correspondiente
a las coordenadas del electro´n i. El operador de cambio es un operador no local ya que no
va a depender solo de un punto sino de todo el espacio. As´ı, el operador Jˆj es la energ´ıa
potencial de la interaccio´n entre el electro´n y la nube de electrones, y el operador de cambio
Kˆj proviene de la condicio´n de antisimetr´ıa de la ecuacio´n de onda respecto al intercambio
de electrones. Adema´s, por hermiticidad se tiene que Jij = Jji y Kij = Kji.
A continuacio´n se buscan los orbitales χi que minimizan las energ´ıas resultantes del ope-
rador de fock, ecuacio´n (3.19):
fˆiχi = εiχi (3.20)
Ya que fˆi es un operador monoelectro´nico, si se extiende a n electrones, la energ´ıa total
quedara´ como:
n∑
i=1
εi =
n∑
i
hii +
n∑
ij
(Jij −Kij) (3.21)
La energ´ıa total del sistema no es la suma de las energ´ıas orbitales porque en la ecuacio´n
(3.21) se esta´ contabilizando la repulsio´n interelectro´nica dos veces, por lo que hay que restar
la mitad de la contribucio´n. As´ı pues, la ecuacio´n de Hartree-Fock para la energ´ıa en funcio´n
de las energ´ıas de los orbitales moleculares sera´:
EHF =
n∑
i
εi − 1
2
n∑
ij
(Jij −Kij) + VNN (3.22)
En la ecuacio´n 3.22, VNN es el operador de la energ´ıa potencial de repulsio´n internuclear,
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y no se tiene en cuenta para el ca´lculo de la energ´ıa hasta el momento final, ya que bajo
la aproximacio´n de Born-Oppenheimer se trata de una constante. Para aplicar el me´todo
de Hartree-Fock a mole´culas poliato´micas es necesario aplicar la aproximacio´n de Roothaan
que permite escribir los esp´ın-orbitales que componen el determinante de Slater en forma
de combinacio´n lineal de las Nb funciones de base (φ
OA
v ). En otras palabras, los orbitales
moleculares se consideran combinacio´n lineal de los orbitales ato´micos (OM-CLOA). De estos
se obtienen las ecuaciones de Roothaan-Hall al aplicar el operador de Fock, de esta manera
la resolucio´n de las ecuaciones de Hartree-Fock se puede llevar a cabo de modo matricial.
fˆi
∑
v
cviφ
OA
v = εi
∑
v
cviφ
OA
v (3.23)
Al multiplicar por la izquierda por φ∗OAv e integrar se obtiene un sistema de ecuaciones
seculares con Nb inco´gnitas. Se puede escribir como:
F C = S C E (3.24)
Donde F es la matriz operador de Fock, C es la matriz columna que contiene los coeficientes
de la combinacio´n de los esp´ın-orbitales, S es la integral de solapamiento que justifica el enlace
y E es la matriz de las energ´ıas orbitales. Al resolver esta ecuacio´n se obtiene la matriz de
los coeficientes (autovectores). El procedimiento iterativo (Figura 3.2) que se sigue aplica los
siguientes pasos [16]:
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Funciones de base
Integrales mono
y bielectro´nicas
Primer conjunto
de coeficientes iniciales
(OM de partida)
Matriz de Fock
FC=ESC
como solucio´n
nueva matriz C
¿Convergencia?
Solucio´n final:
orbitales y energ´ıa
Se calcula
Se estima
Se construye
Se evalu´a
Se comprueba
S´ı
No
Figura 3.2: Diagrama en el que se recogen los pasos que se realizan en un ca´lculo que sigue
el me´todo de Hartree-Fock para mole´culas. Es un proceso iterativo, se repite hasta alcanzar
un valor de la energ´ıa que se adapta a un criterio de convergencia previa.
En este me´todo se parte de la hipo´tesis adicional de Hartree, que es suponer que el potencial
efectivo tiene simetr´ıa esfe´rica, por lo que se emplean funciones del tipo [16]:
φnlml (r, θ, ϕ) = NRn (r)Ylml (θ, ϕ) (3.25)
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N es la constante de normalizacio´n, Ylml (θ, ϕ) es la parte angular, generalmente armo´nicos
esfe´ricos y para la parte radial Rn (r) se toma una funcio´n de base. Dado que el me´todo
de Hartree-Fock es un me´todo iterativo, una de las claves para reducir las iteraciones ser´ıa
elegir una buena base de partida. En la siguiente seccio´n se estudiara´n los posibles bases de
funciones.
3.2.1. Hartree-Fock Restringido y No Restringido
El determinante de Slater se escribe en funcio´n de los te´rminos esp´ın-orbitales que son el
producto de una funcio´n espacial por una funcio´n de esp´ın (α o´ β). Atendiendo al orbital
espacial se puede distinguir entre el me´todo de Hartree-Fock restringido (RHF, por
sus siglas en ingle´s -Restricted Hartree-Fock-), donde los electrones esta´n descritos por pa-
res con el mismo orbital espacial y cada uno con una funcio´n de esp´ın, y el me´todo de
Hartree-Fock no restringido (UHF, por sus siglas en ingle´s -Unrestricted Hartree-Fock-),
cada electro´n esta´ descrito por una funcio´n de onda y una funcio´n de esp´ın diferente, es un
caso particular de un sistema de capa abierta, donde los electrones esta´n apareados en el
mismo orbital espacial pero hay alguno que queda desapareado, en capa abierta, (ROHF o
OSRHF, por sus siglas en ingle´s -Open Shell Restricted Hartree-Fock-). (Figura 3.3)
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Figura 3.3: Representacio´n gra´fica de los estados singlete de RHF y los doblete de ROHF
y UHF. Donde las lineas horizontales representan los orbitales espaciales mientras que las
flechas verticales hacen referencia al esp´ın. [16]
Si se expresan los determinantes de Slater para los distintos me´todos como se hizo ante-
riormente con la ecuacio´n (3.18), se obtienen las siguientes ecuaciones [17]:
ΦRHF = |ϕ1α, ϕ1β, · · · , ϕn/2α, ϕn/2β,
〉
ΦROHF = |ϕ1α, ϕ1β, · · · , ϕn/2α, ϕn+1/2α,
〉
ΦUHF = |ϕ1α, ϕ2β, · · · , ϕnαα, ϕnα+1β, · · · , ϕnα+nββ
〉 (3.26)
3.3. Bases de funciones
Como se ve´ıa previamente en la seccio´n 3.2, los orbitales moleculares pueden expresarse co-
mo combinacio´n lineal de una base de funciones y orbitales ato´micos, y los orbitales ato´micos
surg´ıan al combinar una parte angular con una parte radial y una constante de normalizacio´n,
ecuacio´n (3.25). En la parte radial se definen dos posibilidades, las funciones de tipo Slater
y las funciones de tipo Gaussiano, ambos tipos de bases de funciones esta´n centradas en los
a´tomos y se obtienen a partir de la Ecuacio´n de Schro¨dinger para el a´tomo de Hidro´geno.
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Ambas bases de funciones coinciden en la parte angular -los armo´nicos esfe´ricos- mientras
que difieren en la parte radial.
Funciones de tipo Slater, STO:
χSTOn,l,ml (r, θ, ϕ) = NYl,ml (θ, ϕ) r
n−1e−ζr (3.27)
donde ζ es un para´metro que hace referencia a la carga nuclear efectiva, y n, l,ml son los
nu´meros cua´nticos principal, secundario y del momento magne´tico, respectivamente, de cada
electro´n
Funciones de tipo Gaussiano, GTO:
χGTOn,l,ml (r, θ, ϕ) = NYl,ml (θ, ϕ) r
(2n−2−l)e−ζr
2
(3.28)
La dependencia de r2 en la exponencial hace que las bases GTOs sean menos precisas que
las STOs, ya que las GTOs van a tener ma´s problemas para acertar con el comportamiento
cerca del nu´cleo y en la cola de las funciones la representacio´n tambie´n va a ser pobre [16].
Por lo tanto sera´n necesarias ma´s GTOs para obtener la misma precisio´n que con las STOs.
Con tres funciones GTOs se obtiene el mismo orbital que con una STO, Figura 3.4.
Figura 3.4: Aproximacio´n de un orbital de Slater con varios orbitales de tipo gaussiano. [18]
Por otro lado, el ca´lculo de las GTOs es ma´s sencillo y, por lo tanto, menos costoso compu-
tacionalmente. Generalmente se recurre a la combinacio´n lineal de funciones gaussianas:
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ΦSTOn,l,ml =
n∑
j
QjΦ
GTO
j (3.29)
es decir, un sumatorio de gaussianas donde Qj son los coeficientes.
A continuacio´n se resumen los principales conjuntos de funciones de base con la nomencla-
tura de Pople [25–28]:
Se conoce como conjunto mı´nimo de bases al menor nu´mero de funciones necesarias,
es decir, las suficientes para contener todos los electrones de los a´tomos neutros, son las ba-
ses STO-nG, donde se esta´n combinando linealmente n funciones gaussianas para imitar el
comportamiento del orbital STO.
Debido a que los orbitales ma´s importantes a la hora de estudiar el enlace qu´ımico son los
de valencia y no los del core, surge otro tipo de funciones base que dobla las funciones en
la capa de valencia y que sigue describiendo el core con bases mı´nimas. Bases de valencia
desdoblada o Split-valence basis set. Se obtiene una base de tipo Doble Zeta (DZ), Triple
Zeta (TZ)... O tambie´n se puede ver como:
B 6-31G, cada orbital interno es descrito por 6 gaussianas y cada orbital de valencia es
doble-zeta (dos funciones), una de ellas contraccio´n de 3 gaussianas y la otra como una u´nica
gaussiana primitiva.
Otro tipo de bases ser´ıan las funciones de polarizacio´n. Permiten a los orbitales cam-
biar el taman˜o pero no cambiar la forma, esto es posible al an˜adir orbitales con un momento
angular mayor del necesario (l+1). As´ı pues:
B 6-31G* o 6-31G(d) se an˜ade un conjunto de funciones d para cada a´tomo pesado.
B 6-31G** o 6-31G(d, p) an˜ade un conjunto de funciones d para cada a´tomo pesado y un
conjunto de funciones p para cada a´tomo de hidro´geno.
Y para finalizar existe otro tipo de bases, las funciones difusas. Son mayores espacial-
mente, al tener un zeta muy pequen˜o, permiten la ocupacio´n del orbital en una mayor regio´n
del espacio. Son bases buenas cuando el electro´n se situ´a relativamente alejado del nu´cleo,
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son importantes e casos en los haya expansio´n de la distribucio´n electro´nica. Por lo tanto:
B 6-31+G(d) es como 6-31G(d) pero con funciones an˜adidas para a´tomos pesados.
B 6-31++G(d) an˜ade, adema´s de funciones a los pesados, una funcio´n difusa (s) para cada
a´tomo de hidro´geno.
Por otro lado, existen otros tipos de bases que no han sido definidas por el laureado Pople,
las bases de Dunning[29]. Este tipo de bases no requieren tiempos de ca´lculo mucho
mayores que las de Pople y pueden llegar a proporcionar mejores resultados. Se denominan
correlation consistent polarized Valence X Zeta, se denotan como: cc-pVXZ, con X=D, T,
Q...
Si se an˜aden funciones difusas se denominan augmented correlation consistent polarized
Valence X Zeta, aug-cc-pVXT.
3.4. Me´todos post-Hartree-Fock
Como se vio en la seccio´n anterior 3.2, existe una correlacio´n electro´nica que en el desarro-
llo del me´todo de Hartree-Fock no se tuvo en cuenta, pero es interesante considerarla sobre
todo si se trata de sistemas de capa cerrada en su geometr´ıa de equilibrio. Los me´todos que
consideran esta correlacio´n se les conoce como me´todos post-Hartree-Fock.
Segu´n la teor´ıa de Lo¨wdin la energ´ıa de correlacio´n es la diferencia entre la energ´ıa real y
la dada por el me´todo de Hartree-Fock.
Ecorr = Eexacta − E0 (3.30)
Tres de los me´todos post-Hartree-Fock que s´ı tienen en cuenta la correlacio´n electro´nica
son el me´todo perturbativo de Møller Plesset, el de interaccio´n de configuraciones (CI) y el
de agregados acoplados (CC). Estos dos u´ltimos me´todos a pesar de enunciarlos no se han
utilizado debido a su alto coste computacional.
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3.4.1. Me´todo de perturbaciones
El me´todo de Møller-Plesset se basa en el me´todo de perturbaciones independiente del
tiempo [14]. Se parte de un sistema con un Hamiltoniano H independiente del tiempo que no
permite resolver la ecuacio´n de Schro¨dinger (para un estado n):
HΨn = EnΨn (3.31)
Pero puede ocurrir que el Hamiltoniano real H, sea ligeramente diferente de un Hamilto-
niano lineal y hermı´tico H0 de un sistema cuya ecuacio´n puede resolverse de manera exacta:
H0Ψ0n = E
0
nΨ
0
n (3.32)
donde H0 es el Hamiltoniano del sistema sin perturbar y H el hamiltoniano del sistema
perturbado. Lo que se busca es relacionar las funciones propias y valores propios desconocidos
del sistema real (perturbado) (Ψn y En) con los del sistema sin perturbar (Ψ
0
n y E
0
n). Para ello
se supone que la perturbacio´n se aplica en pequen˜as etapas efectuando un cambio continuo
del sistema sin perturbar al perturbado.
H = H0 + λH ′ (0 ≤ λ ≤ 1) (3.33)
donde λ hace referencia al grado de avance de la perturbacio´n, siendo λ = 0 para el
sistema sin perturbar, y λ = 1 para el sistema perturbado, es decir, la perturbacio´n ha sido
completada. En esta ecuacio´n el primer te´rmino H0 es el no perturbado, el segundo es el que
define la perturbacio´n.
Las funciones de onda y la energ´ıa dependera´n de λ y de las coordenadas q:
Ψn = Ψn(λ, q) (3.34)
En = En(λ) (3.35)
3.4. ME´TODOS POST-HARTREE-FOCK 29
Se parte de las funciones de onda y energ´ıas en forma de desarrollos en serie de Taylor
(McLaurin):
Ψn = (Ψn)λ=0 +
(
δΨn
δλ
)
λ=0
λ+
1
2!
(
δ2Ψn
δλ2
)
λ=0
λ2 + · · · (3.36)
En = (En)λ=0 +
(
δEn
δλ
)
λ=0
λ+
1
2!
(
δ2En
δλ2
)
λ=0
λ2 + · · · (3.37)
E = λ0E0 + λ
1E1 + λ
2E2 + λ
3E3 + · · · (3.38)
Ψ = λ0Ψ0 + λ
1Ψ1 + λ
2Ψ2 + λ
3Ψ3 + · · · (3.39)
El para´metro λ nos da el orden de la correccio´n. A partir de la ecuacio´n de orden n se
obtiene la ecuacio´n de orden n+1, y de esta se obtienen sus correcciones.
La energ´ıa que se obtiene aplicando solo la correccio´n de la energ´ıa hasta el primer orden es
la calculada por el me´todo de HF. A partir del segundo orden (MP2) es cuando se obtienen
las correcciones electro´nicas verdaderas.
La mayor limitacio´n es la necesidad de que el te´rmino perturbativo sea pequen˜o.
Es uno de los me´todos ma´s utilizados y uno de los primeros me´todos de correlacio´n que se
empezo´ a usar en la resolucio´n de problemas mecanocua´nticos. Como se trata de un me´todo
perturbativo la energ´ıa puede converger por debajo del valor real, por lo que la energ´ıa
obtenida en un me´todo perturbativo no sirve como gu´ıa para un ca´lculo variacional. Con este
me´todo se mejora el nivel de la correlacio´n. [16]
3.4.2. Interaccio´n de Configuraciones (CI)
Se trata de un me´todo variacional por lo que se puede conocer el error que se esta´ come-
tiendo al utilizarlo. Se obtiene por la combinacio´n lineal de la funcio´n de Hartree-Fock y los
estados excitados correspondientes. En funcio´n del nu´mero de electrones que se promocio-
nan se usa un ca´lculo u otro. Para una u´nica excitacio´n es CIS (configuration interaction
single-excitation), para dos CISD (configuration interaction single- and double-excitation),
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para tres CISDT (configuration interaction single-, double- and triple-excitation)... Si incluye
todas las excitaciones FCI (full configuration interaction) [30].
ΨCI = a0Ψ
HF +
∑
S
aSΨ
S +
∑
D
aDΨ
D +
∑
T
aTΨ
T + · · · =
∑
k
akΨ
(k) (3.40)
Las funciones Ψ hacen referencia a las funciones asociadas a las diferentes promociones
como puede observarse gra´ficamente en la Figura 3.5
Figura 3.5: Representacio´n gra´fica de las funciones de onda de los estados excitados
Este me´todo no se ha usado debido a su alto coste computacional.
3.4.3. Coupled Cluster (CC)
Este me´todo de agregados acoplados es similar a un me´todo perturbacional siendo la energ´ıa
de correlacio´n una funcio´n exponencial [31]. Se parte de la funcio´n propia del Hamiltoniano
de Hartree-Fock y a trave´s de un operador exponencial se obtiene la funcio´n de este me´todo.
ΨCC = e
TˆΨ0 (3.41)
donde Tˆ es el operador de coupled cluster, puede expandirse en serie de Taylor con lo que
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la ecuacio´n (3.41) quedar´ıa como:
ΨCC =
(
1 + T +
1
2!
T 2 +
1
3!
T 3 + · · ·
)
Ψ0 (3.42)
Este me´todo no se ha usado debido a su alto coste computacional.
3.5. Teor´ıa del Funcional de Densidad (DFT)
A diferencia de lo que se ven´ıa haciendo hasta ahora esta teor´ıa no centra su atencio´n sobre
la funcio´n de onda Ψ que depende de 3N coordenadas espaciales, donde N es el nu´mero de
electrones, sino que ahora se centra en la densidad electro´nica, esta funcio´n solo depende de
3 coordenadas espaciales, lo cual simplifica significativamente el problema.
3.5.1. Teoremas de Hohenberg-Kohn
El primero de los teoremas concluye que la energ´ıa total de un sistema de muchos electrones
es un fucional u´nico de la densidad electro´nica. El segundo teorema dice que la energ´ıa del
estado fundamental puede obtenerse de forma variacional: la densidad que minimiza la energ´ıa
es la densidad exacta del estado fundamental. [?HK]
El funcional de la energ´ıa E (ρ) puede escribirse en funcio´n del potencial externo, vext (r),
generado al suponer la aproximacio´n de Bohr-Oppenheimer del siguiente modo:
E (ρ) =
∫
ρ0 (r) vext (r) dr + F (ρ0) (3.43)
donde F (ρ0) es un funcional universal y desconocido de la densidad electro´nica.
Teniendo en cuenta que el Hamiltoniano y la funcio´n Ψ que minimizan el valor esperado
de la energ´ıa se relacionan como:
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E (ρ) =
〈
Ψ|Hˆ|Ψ
〉
(3.44)
el Hamiltoniano puede escribirse como:
Hˆ = Fˆ + ˆvext (3.45)
donde Fˆ sera´ la suma de un te´rmino de energ´ıa cine´tica y del operador de repulsio´n electro´n-
electro´n, Eˆee. As´ı el funcional de la densidad puede escribirse como:
F (ρ0) = T (ρ0) + Eee (ρ0) (3.46)
Y el funcional de la energ´ıa sera´:
E (ρ) =
∫
ρ0 (r) vext (r) dr + T (ρ0) + Eee (ρ0) (3.47)
3.5.2. Ecuaciones de Kohn y Sham
Las ecuaciones de Kohn-Sham surgen con la necesidad de obtener la energ´ıa del estado
fundamental, E0, a partir de la densidad electro´nica de este mismo estado, ρ0. Introduce un
me´todo en el que se considera un sistema de n electrones que no interactu´an pero s´ı tiene
en cuenta las interacciones entre electrones y nu´cleos. Dado que el sistema de referencia
introducido no tiene en cuenta las interacciones entre electrones, la funcio´n de onda que
proporciona el potencial externo, Ψs, se define utilizando el determinante de Slater de los
esp´ın-orbitales, como se ve´ıa en las ecuaciones (3.18) y (3.15). Se hace coincidir la densidad
electro´nica del sistema de referencia con la densidad electro´nica del estado fundamental.
Se relacionan las energ´ıas de los dos sistemas y se va a introducir un te´rmino, la energ´ıa
de correlacio´n e intercambio, EXC (ρ). Este te´rmino tienen en cuenta la energ´ıa cine´tica no
considerada en el sistema de part´ıculas independientes y las interacciones no cla´sicas entre
electrones, as´ı la E (ρ) queda:
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E (ρ) = Ts (ρ) + Vext (ρ) + J (ρ) + EXC (ρ) (3.48)
donde Ts(ρ) es la energ´ıa cine´tica de los electrones sin tener en cuenta la correlacio´n en-
tre ellos, Vext (ρ) es el potencial externo y J (ρ) es la energ´ıa de repulsio´n electroesta´tica
interelectro´nica, de Coulomb.
La clave pra realizar un ca´lculo de DFT preciso, basado en las ecuaciones de Kohn-Sham
es llegar a una buena aproximacio´n de la energ´ıa de correlacio´n e intercambio, EXC . Para
minimizar esta energ´ıa se actu´a de manera ana´loga a lo que se hac´ıa con el me´todo de
Hartree-Fock. Se obtienen as´ı las ecuaciones de Kohn-Sham:
hˆKSi ϕ
KS
i = ε
KS
i ϕ
KS
i (3.49)
siendo hˆKSi el hamiltoniano monoelectro´nico de Kohn-Sham, definido como:
hˆKSi = −
1
2
∇2i + vefr (3.50)
Siendo vef (r) el potencial efectivo, relacionado con la repulsio´n entre electrones la atraccio´n
entre los electrones y los nu´cleos y el potencial de correlacio´n e intercambio.
3.5.3. Funcionales de correlacio´n-intercambio
As´ı pues, la teor´ıa del funcional de densidad se puede desarrollar iterativamente hasta llegar
al valor de EXC como se hac´ıa en Hartree-Fock. En funcio´n del tratamiento de la contribucio´n
de correlacio´n-intercambio podemos distinguir varios funcionales. [13,19]
Aproximacio´n de la densidad local, LDA.
En esta aproximacio´n el funcional depende exclusivamente de la densidad y toma como
modelo el gas de electrones de densidad homoge´nea y constante ρ (r).
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Aproximacio´n de gradiente generalizado, GGA.
Asume que los efectos de correlacio´n-intercambio son locales y dependen de la densidad
electro´nica de cada punto. Funcionan bien para obtener geometr´ıas, frecuencias vibracionales,
densidades de carga... pero no son adecuados si se trata de sistemas con enlaces de´biles de tipo
Van der Waals, s´ı si se trata de enlaces de hidro´geno (algo que no pasaba con el funcional
LDA), ni para hacer predicciones termoqu´ımicas porque exageran la fortaleza de enlace.
Ahora se va a considerar el mo´dulo de gradiente de densidad electro´nica para calcular la
energ´ıa de intercambio y correlacio´n.
Funcionales h´ıbridos.
La funcio´n de energ´ıa de correlacio´n-intercambio incorpora la energ´ıa de intercambio del
me´todo Hartree-Fock. Por combinacio´n con otros me´todos se optimiza el coste computacional
y se logra una mejor prediccio´n de las propiedades. Entre ellos destaca B3LYP [32] que rescata
el funcional de Becke (B88)[33], pero sustituye la parte de correlacio´n funcional PW91 usada
hasta ese momento por el funcional de Lee, Yang y Parr (LYP)[34].
Otra ventaja del funcional B3LYP y la teor´ıa DFT es que proporciona mejores resultados
que UHF para sistemas de capa abierta gracias a que incluye los efectos de correlacio´n
electro´nica.
Correccio´n de la dispersio´n por pares.
Para describir adecuadamente las interacciones no covalentes es necesario considerar los
efectos de correlacio´n electro´nica que puedan darse. En particular en este caso, las interaccio-
nes de London, juegan un papel importante en los feno´menos de empaquetamiento molecular
y fisisorcio´n entre otros. Se utiliza sobre todo para corregir defectos de algunos funcionales a
la hora de describir las fuerzas de dispersio´n de London, se trata de correcciones emp´ıricas
como la de Grimme (GD3) [35], usada en este trabajo.
3.6. ME´TODOS SEMIEMPI´RICOS 35
3.6. Me´todos semiemp´ıricos
Dado que con los me´todos ab initio el estudio de grandes sistemas moleculares es complicado
se plantean otros me´todos para su estudio, como son los me´todos semiemp´ıricos y los de
Meca´nica Molecular. Estos son de bajo coste computacional y pueden servir para realizar
bu´squedas conformacionales en un tiempo adecuado, y son un buen punto de partida para
me´todos ma´s sofisticados.
Destacan el me´todo de Hu¨ckel, o el del Orbital Molecular del Electro´n Libre, solo para
mole´culas planas, y los que surgen a partir del me´todo de Pariser-Parr-Pople (PPP), que
se basan en la aproximacio´n ZDO (Zero Differential Overlap - Solapamiento nulo), que es
aplicable a cualquier sistema.
Se llevan a cabo una serie de aproximaciones:
Eliminacio´n de los electrones del core de los ca´lculos.
Uso de la base de ca´lculo mı´nima.
Reduccio´n del nu´mero de integrales bielectro´nicas.
En este tipo de me´todos se simplifica el hamiltoniano o las integrales desprecia´ndolas o
despeja´ndolas a partir de informacio´n experimental.
En cuanto a la simplificacio´n del me´todo podemos distinguir dos tipos de me´todos:
Me´todos monoelectro´nicos. Se desprecia la repulsio´n interelectro´nica, Vee, en el
Hamiltoniano y las integrales se obtienen a partir de informacio´n experimental. Hu¨ckel
(HMO, Hu¨ckel Molecular Orbital) para mole´culas con sistema de electrones pi conjuga-
dos y Extended Hu¨ckel (EHMO) para tratar mole´culas generales.
Simplificacio´n de integrales y uso de informacio´n experimental. Utilizan la
aproximacio´n ZDO y derivados: CNDO, INDO, MNDO, AM1, PM3. En cuanto a la
forma en que tratan a los orbitales esta´n, los que realizan un tratamiento semejante
para los orbitales s y p (ZDO, CNDO), los que van a utilizar tratamientos distintos
para los s y p (INDO, MINDO), y los que diferencian entre s, px, py y pz (MNDO,
AM1, PM3), los cuales se han utilizado en este trabajo.
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3.7. Meca´nica Molecular
Los ca´lculos de la meca´nica molecular se basan en la meca´nica cla´sica, considera un modelo
en el que los a´tomos son bolas y los enlaces muelles, es una matriz de a´tomos gobernados por
un grupo de funciones de potencial de meca´nica cla´sica. Se complementa con un tratamiento
de interacciones electroesta´ticas o de dipolo entre los a´tomos. Al no resolver la ecuacio´n de
Schro¨dinger estos me´todos no se pueden utilizar para problemas que conlleven la rotura o la
formacio´n de enlaces. Algunas consideraciones de estos me´todos son:
Cada a´tomo es simulado como una part´ıcula individual.
A cada part´ıcula se le asigna un radio (generalmente el radio de Van der Waals), una
polarizabilidad y una constante de carga (que se obtiene de un ca´lculo cua´ntico o
experimental).
Las interacciones de enlace se tratan como muelles con una distancia de equilibrio igual
a la experimental o calculando una longitud de enlace. (Figura 3.6)
Algunos de los me´todos ma´s conocidos son MM2, MM3, MMX y MMFF94 (Merck Molecu-
lar Force Fiel). Este u´ltimo esta´ parametrizado a partir de ca´lculos ab initio, estando dirigido
al ca´lculo de prote´ınas y sistemas de intere´s biolo´gico, ya que permite trabajar con extensos
sistemas moleculares.
MMFF94
Se trata de un campo de fuerza desarrollado para ser utilizado en simulaciones de dina´mica
molecular. Por ello no se requiere una precisio´n tan elevada como en los estudios espectrosco´pi-
cos. Las energ´ıas conformacionales e intermoleculares s´ı son importantes. Para obtener los
datos necesarios para la parametrizacio´n del campo el MMFF94 ha sido desarrollado a partir
de datos ab initio a nivel HF/6-31G*, los para´metros torsionales han sido obtenidos con
bases de tipo MP4SDQ/TZP. Incorpora potenciales “effect pair”que reflejan el aumento de
la distribucio´n de carga en fase condensada debido a la polarizabilidad molecular.
Los campos de fuerza son descritos como la suma de te´rminos, cada uno de los te´rminos
energe´ticos es descrito de una forma diferente para cada te´rmino. As´ı pues, de forma general
se puede decir que la energ´ıa viene dada por la siguiente fo´rmula [16]:
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EFF = Estr + Eang + Etor + Evdw + Eoop + Eele + Ecross (3.51)
donde Estr es la energ´ıa de streching de un enlace entre dos a´tomos, Eang es la energ´ıa
necesaria para el bending de un enlace, Etor es la energ´ıa torsional para la rotacio´n alrededor
de un enlace, Eoop es la energ´ıa de bending fuera del plano, Evdw y Eele describen las inter-
acciones entre dos a´tomos no enlazados, interacciones de Van der Waals y electroesta´ticas, y
Ecross describe el acoplamiento entre te´rminos anteriores. (Figura 3.6)
Figura 3.6: Representacio´n de los te´rminos energe´ticos fundamentales en el ca´lculo de la
energ´ıa total del campo de fuerzas.

Cap´ıtulo 4
Resultados
4.1. Introduccio´n
Con anterioridad a cualquier estudio experimental de la mole´cula, la α-aminoglicina, en este
caso es necesario un estudio computacional, ya que este proporciona constantes espectrosco´pi-
cas importantes para la interpretacio´n de los espectros obtenidos tras el estudio del sistema
molecular en fase gas, como pueden ser los espectros de rotacio´n. Computacionalmente se
obtienen una serie de posibles confo´rmeros estables adema´s de su momento dipolar ele´ctrico,
sus constantes de rotacio´n y de acoplamiento de cuadrupolo, ya que en este caso tenemos
a´tomos con spin nuclear ≥ 1. Con estos para´metros es ma´s sencillo identificar en un estudio
del espectro los confo´rmeros estables que puedan llegar a observarse experimentalmente.
Este trabajo, se orientara´ preferentemente al ana´lisis experimental mediante espectroscopia
de microondas con la que se miden las frecuencias de las transiciones entre los niveles de
rotacio´n del sistema, los cuales dependen de la estructura molecular. La espectroscopia de
microondas con transformada de Fourier combinada con las te´cnicas de haces moleculares es
la ma´s adecuada ya que posee una alta resolucio´n y es muy sensible a las variaciones debidas
a las modificaciones en la geometr´ıa y la distribucio´n de la masa, por lo que permite una
ra´pida discriminacio´n entre los confo´rmeros. [36]
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4.2. Nomenclatura
Consideramos que, previo a la presentacio´n y ana´lisis de los resultados, debemos explicar
la nomenclatura que, finalmente, hemos usado para etiquetar o nombrar los confo´rmeros
predichos .
Para diferenciar los dos grupos amino se ha decidido mirar a trave´s del eje que forman
Cα−C, dejando el grupo carbox´ılico en la parte posterior, y, con el H en vertical, se considera
entonces que el grupo amino positivo es el que queda a la derecha, y negativo el que queda
a la izquierda como se puede ver en la Figura 4.1.
Figura 4.1: Identificacio´n de los grupos amino para la mole´cula a trave´s del eje Cα − C.
En primer lugar usaremos la nomenclatura vista en la introduccio´n (Figura 1.8) y que hace
referencia a los a´tomos entre los que se produce el enlace de hidro´geno. (Tabla 4.1)
Interaccio´n tipo I N −H · · ·O = C
Interaccio´n tipo II O −H · · ·N −H
Interaccio´n tipo III N −H · · ·O −H
Tabla 4.1: Tipos de interacciones entre los grupos amino y carboxilo
Ahora, para determinar la orientacio´n de cada grupo amino y la del grupo carboxilo en
cada confo´rmero se va a mirar la mole´cula a trave´s del plano que forman H −Cα−C, plano
pi, como se ve en la Figura 4.2.
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Figura 4.2: Plano de referencia para identificar los confo´rmeros.
En segundo lugar y con el plano en esta posicio´n cada grupo amino puede orientarse en
tres posiciones distintas, a cada una se le asigna una letra. (Figura 4.3)
Figura 4.3: Posibles orientaciones del grupo amino
Por otro lado, con respecto al plano pi, se observa que el grupo carboxilo puede estar:
contenido en el plano, perpendicular a e´l o tambie´n en oblicuo al plano. Figura 4.4
Figura 4.4: Posibles orientaciones y disposiciones del grupo carboxilo
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En funcio´n de la orientacio´n que tome el hidro´geno del grupo carboxilo se va a diferenciar
entre disposicio´n cis, para las dos primeras columnas, recuadro azul, de la Figura 4.4, y trans
para las dos u´ltimas, recuadro verde. Donde las cis aparecen en casos de interaccio´n de tipo
I y III, y las disposiciones de tipo trans aparecen en casos donde la interaccio´n es de tipo II.
Finalmente, la nomenclatura sera´ un nu´mero romano que hace referencia al tipo de interac-
cio´n de enlace de hidro´geno que estabiliza la mole´cula, como sub´ındice de este aparecen: dos
letras latinas que indican la orientacio´n de los grupos amino, primero el positivo y luego el
negativo, y por u´ltimo la letra griega que indica la disposicio´n que toma el grupo carboxilo.
En la Figura 4.5 se muestran dos ejemplos de esta nomenclatura.
a. b.
Figura 4.5: a. Confo´rmero IIbcγ b˙. Confo´rmero IIIbcα
4.3. Ana´lisis de los resultados
Para llevar a cabo el estudio de esta mole´cula se comienza optimizando la geometr´ıa de
un sistema molecular inicial con Spartan [37], y, a partir de esta estructura optimizada, se
realiza la bu´squeda de confo´rmeros, con el mismo programa, el cual realiza giros sobre todos
los enlaces analizando si se produce un gradiente de energ´ıa que de lugar a un mı´nimo en
la superficie de energ´ıa potencial. Se repiten estos dos pasos con varios me´todos y bases
de ca´lculo. Los me´todos, bases y nu´mero de confo´rmeros obtenidos con cada combinacio´n
utilizada se recogen en la Tabla 4.2.
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Grupo Me´todo Base Confo´rmeros
Meca´nica Molecular MMFF94 24
Semiemp´ıricos AM1 20
PM3 22
MNDO 22
Ab initio HF 6-31G 24
6-311+G** 27
MP2 6-31G 20
6-311+G** 23
Funcional de densidad DFT 6-31G 20
6-311+G** 23
Tabla 4.2: Me´todos y bases utilizados
Con todos estos resultados lo que se hace a continuacio´n es una optimizacio´n, para ello se
ejecutan todos los confo´rmeros con un mismo me´todo, B3LYP-GD3/6-311++G(2d, p). Al
comparar las energ´ıas, las constantes rotacionales y los momentos dipolares de todos ellos se
eliminan aquellos que tengan valores similares, con un nivel de tolerancia del 1 %. Despue´s
de esto quedan una serie de confo´rmeros para cada me´todo inicial, todos ellos se recogen en
la Tabla 4.3.
Me´todo Spartan B3LYP-GD3
MMFF94 24 11
AM1 20 11
PM3 22 13
MNDO 22 12
HF/6-31G 24 14
HF/6-311+G** 27 17
DFT/6-31G 20 13
DFT/6-311+G** 23 15
MP2/6-31G 20 13
MP2/6-311+G** 23 15
Tabla 4.3: Nu´mero de confo´rmeros encontrados durante la bu´squeda conformacional realizada
inicialmente con Spartan y refinada posteriormente con un me´todo B3LYP-GD3/6-311++G
(2d, p)
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De los resultados obtenidos se analizan los mismos datos que antes: las energ´ıas de cada
confo´rmero, el momento dipolar y sus constantes de rotacio´n A, B y C. Comparando estas
energ´ıas y constantes se determina cua´ntos confo´rmeros distintos se predicen con cada me´todo
y por cua´ntos me´todos se obtiene un mismo confo´rmero. As´ı se podra´ determinar el me´todo
ma´s coveniente para el estudio conformacional de la mole´cula elegida. Esta comparacio´n de
confo´rmeros se recoge en la Tabla 4.4.
MMFF AM1 PM3 MNDO HFα HFβ DFTα DFTβ MP2α MP2β
Conf. 1 3 3 3 3 3 3 3 3 3 3
Conf. 2 3 3 3 3 3 3 3 3 3 3
Conf. 3 3 3 3 3 3 3 3 3 3 3
Conf. 4 3 3 3 3 3 3 3 3 3 3
Conf. 5 3 7 3 7 7 3 7 3 7 3
Conf. 6 3 7 3 3 7 7 7 7 7 7
Conf. 7 7 3 3 3 3 3 3 3 3 3
Conf. 8 7 3 3 3 3 3 3 3 3 3
Conf. 9 7 3 7 3 3 3 7 3 3 3
Conf. 10 7 7 7 7 3 3 3 3 7 7
Conf. 11 3 3 3 3 7 3 3 3 7 3
Conf. 12 3 3 3 3 3 3 3 3 3 3
Conf. 13 3 3 3 3 3 3 3 3 3 3
Conf. 14 3 7 3 3 3 3 3 3 3 3
Conf. 15 3 7 3 7 3 3 3 3 3 3
Conf. 16 7 3 7 7 7 3 7 7 7 7
Conf. 17 7 7 7 7 3 3 3 7 3 3
Conf. 18 7 7 7 7 3 3 7 3 3 3
Tabla 4.4: Lista de los confo´rmeros obtenidos por cada me´todo. En la tabla, α y β hacen
referencia a la base utilizada en el ca´lculo, son 6-31G y 6-311+G**, respectivamente.
Observando las tablas ra´pidamente se puede deducir que el mejor me´todo para el ana´lisis
de la mole´cula estudiada sera´ un me´todo Hartree Fock con una base 6-311+G**. Como se vio
en el Cap´ıtulo (3) se trata de una base difusa, tiene en cuenta la expansio´n de la distribucio´n
electro´nica, adema´s, tambie´n se trata de una base de polarizacio´n, var´ıa el taman˜o de los
orbitales, an˜ade orbitales p a los a´tomos de hidro´geno y orbitales d al resto de a´tomos.
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Por lo tanto, tomando los 17 confo´rmeros dados por HFα y el denominado “Conf. 6”, se
obtienen un total de 18 confo´rmeros. A todos ellos se les asigna un co´digo identificativo
segu´n la nomenclatura vista al principio del cap´ıtulo, y a continuacio´n, se optimizan las
estructuras obtenidas con el me´todo MP2/6-311++G(2d, p) aplicado solo a este grupo de
confo´rmeros predichos con el me´todo Hartree-Fock con base 6-311+G** y el confo´rmero del
me´todo MMFF94. Los datos obtenidos se recogen en la Tabla 4.5
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Confórmero Método Erel, cm
-1 Grel, cm
-1 A, MHz B, MHz C, MHz
B3LYP-D3 0,00 0,00 5008,78 3577,13 2204,40
MP2 0,00 5013,24 3537,93 2189,44
B3LYP-D3 428,88 188,75 5214,65 2981,24 2447,67
MP2 487,21 5215,24 2939,89 2448,49
B3LYP-D3 512,10 549,13 5179,20 3158,15 2411,55
MP2 522,44 5149,12 3161,97 2384,24
B3LYP-D3 564,64 350,06 5249,91 3283,62 2227,41
MP2 561,57 5242,16 3266,80 2206,11
B3LYP-D3 630,57 378,81 4997,93 3492,86 2178,47
MP2 597,54 4999,25 3467,04 2166,91
B3LYP-D3 699,82 488,77 5173,39 2866,76 2588,78
MP2 734,78 5157,97 2845,09 2576,47
B3LYP-D3 750,67 514,45 5189,63 3400,92 2166,15
MP2 752,03 5188,20 3371,52 2150,83
B3LYP-D3 791,25 460,46 5204,07 2751,49 2666,74
MP2 768,80 5209,74 2735,19 2644,39
B3LYP-D3 1065,04 853,54 5141,41 2785,45 2712,82
MP2 1032,85 5137,29 2764,16 2688,49
Iabγ B3LYP-D3 1260,79 1082,45 5203,66 3212,41 2294,86
MP2 1239,81 5203,50 3211,58 2295,52
IIaaα B3LYP-D3 1348,50 1040,75 4965,68 3551,97 2205,37
MP2 1338,95 4980,52 3519,55 2189,09
IIIabγ B3LYP-D3 1468,00 1065,77 5169,73 3203,44 2363,89
MP2 1414,23 5145,23 3285,38 2269,42
Iabα B3LYP-D3 1478,82 965,03 5142,26 3446,60 2170,97
MP2 1462,84 5154,28 3401,53 2153,09
IIbaγ B3LYP-D3 1646,35 1533,47 5164,98 3099,44 2455,38
MP2 1655,80 5151,66 3093,48 2423,80
B3LYP-D3 1672,33 1184,07 5158,33 2729,82 2675,51
MP2 1825,09 5132,36 2723,47 2659,50
IIabα
Icaβ
IIbcγ
Ibcα
IIacα
IIIcaβ
IIIbcα
Iaaβ
IIIaaβ
Tabla 4.5 Recopilación de energías relativas y constantes de rotación obtenidas por los métodos B3LYP-
D3 y MP2.
IIIccβ
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Confórmero Método Erel, cm
-1 Grel, cm
-1 A, MHz B, MHz C, MHz
II B3LYP-D3 2291,29 1866,41 5203,66 3212,41 2294,86
MP2 2433,01 5112,52 3351,82 2187,75
B3LYP-D3 2982,20 2583,00 5241,59 3107,73 2308,61
MP2 3021,55 5225,20 3109,74 2280,35
B3LYP-D3 3612,57 3077,69 5176,20 3070,60 2401,24
MP2 3608,45 5168,65 3072,28 2366,15
IIcbγ
Tabla 4.5 (cont.) Recopilación de energías relativas y constantes de rotación obtenidas por los métodos 
B3LYP-D3 y MP2.
IIabγ 
cbα
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En la Tabla 4.5 se observa que ambos me´todos proporcionan valores similares de las energ´ıas
relativas y de las constantes de rotacio´n. Las energ´ıas de Gibbs, calculadas por el me´todo
B3LYP-D3, siguen en general la misma tendencia, que la energ´ıas relativas calculadas por el
mismo me´todo, aunque existen ciertas excepciones, lo cual es esperable.
Una vez visto que por MP2 se esta´ obteniendo el mismo nu´mero y los mismos confo´rmeros
que los que se ve´ıan en B3LYP, ya que las energ´ıas y las constantes de rotacio´n son muy
similares, como se puede comprobar en la Tabla 4.5, se procede a realizar un ca´lculo de sus
frecuencias de vibracio´n en la aproximacio´n armo´nica, por si resultara que alguno de los
confo´rmeros obtenidos fuera un estado de transicio´n (si es un estado de transicio´n tendra´
una frecuencia de vibracio´n negativa). Las frecuencias mı´nimas de los confo´rmeros se recogen
en la Tabla 4.6.
Co´digo Freqmin, cm
−1
IIabα 87,5964 IIIbcα 42,1866 Iabα 21,3024
Icaβ 47,6873 Iaaβ 40,035 IIbaγ 79,8702
IIbcγ 82,4063 IIIaaβ 81,2812 IIIccβ 42,2257
Ibcα 52,5564 Iabγ 74,2211 IIcbα 53,2716
IIacα 75,1163 IIaaα 81,5894 IIcbγ 69,2428
IIIcaβ 63,1872 IIIbaγ 25,9476 IIabγ 58,4679
Tabla 4.6: Tabla donde se recogen las frecuencias mı´nimas para cada uno de los confo´rmeros.
Se observa que todas ellas son positivas.
Se comprueba que todas las frecuencias de vibracio´n son positivas con lo que, “a priori”,
no existe ningu´n estado de transicio´n entre los confo´rmeros seleccionados.
Vistas las energ´ıas asociadas a todos los confo´rmeros y las frecuencias se van a estudiar las
posibles interacciones que aportan estabilizacio´n al sistema. De este modo, en la Tabla 4.7,
se recogen las interacciones que presentan todos los confo´rmeros predichos. De forma general
se puede destacar que:
Una interaccio´n de tipo I es ma´s estable que la de tipo III.
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Confo´rmero Enlace de hidro´geno Otras interacciones
IIabα enlace de hidro´geno de
tipo II y de tipo I
interaccio´n entre los
grupos amino
Icaβ enlace de hidro´geno de
tipo I
interaccio´n entre los
grupos amino
IIbcγ enlace de hidro´geno de
tipo II
interaccio´n entre los
grupos amino
Ibcα enlace de hidro´geno de
tipo I y de tipo III (bi-
furcado)
IIacα enlace de hidro´geno de
tipo I y de tipo II (bi-
furcado)
interaccio´n entre los
grupos amino
IIIcaβ enlace de hidro´geno de
tipo II
interaccio´n entre los
grupos amino
IIIbcα enlace de hidro´geno de
tipo I y tipo III (bifur-
cado)
Iaaβ enlace de hidro´geno de
tipo I (dos amino)
impedimento entre los
grupos amino
IIIaaβ enlace de hidro´geno de
tipo III (dos amino)
impedimento entre los
grupos amino
Iabγ enlace de hidro´geno de
tipo I
IIaaα enlace de hidro´geno de
tipo I y de tipo II
impedimento entre los
grupos amino
IIIbaγ enlace de hidro´geno de
tipo III
Iabα enlace de hidro´geno de
tipo I
IIbaγ enlace de hidro´geno de
tipo II
impedimento entre los
grupos amino
IIIccβ enlace de hidro´geno de
tipo III
impedimento entre los
grupos amino
IIcbα enlace de hidro´geno de
tipo I y de tipo II
impedimento entre
NH-OH
IIcbγ enlace de hidro´geno de
tipo I y de tipo II (bi-
furcado)
interaccio´n entre los
grupos amino
IIabγ enlace de hidro´geno de
tipo I y de tipo II
impedimento entre los
grupos amino
Tabla 4.7: Interacciones que pueden existir en cada confo´rmero y otorguen estabilidad a la
mole´cula.
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Una interaccio´n entre los grupo amino, o de los dos amino con el COOH, le otorga al
confo´rmero una estabilizacio´n mayor. (Figura 4.6)
Cuando la interaccio´n es bifurcada, por ejemplo, al comparar IIabα y IIacα es ma´s de´bil
que una sencilla. (Figura 4.7)
IIIcaβ IIIaaβ
Figura 4.6: Interacciones de hidro´geno intramoleculares e impedimento entre los grupos amino
que presentan los confo´rmeros IIIcaβ y IIIaaβ, respectivamente.
IIabα IIacα
Figura 4.7: Interacciones de hidro´geno intramoleculares que presentan los confo´rmeros IIabα
y IIacα.
El siguiente punto es la construccio´n de funciones de potencial sobre una coordenada.
Las funciones de potencial son una seccio´n transversal de la superficie de energ´ıa potencial
(SEP) asociada al sistema, estas funciones permiten realizar un ana´lisis ma´s pormenorizado
de la interconversio´n entre confo´rmeros. Con esto se consigue estudiar con mayor detalle su
comportamiento, as´ı pues, se pueden hallar nuevos confo´rmeros y/o eliminar falsos mı´nimos
que no hayan sido identificados previamente.
Para la primera funcio´n de potencial se toman los confo´rmeros IIaaα, IIabα y IIacα, en los que
permanecera´n esta´ticos el grupo COOH, el hidro´geno del carbono α y el grupo amino positivo,
es decir, gira el grupo amino negativo. Para realizar este estudio se define primeramente la
matriz Z de modo que gire el grupo amino, este debe completar una vuelta, es decir, el grupo
debe hacer una rotacio´n de 360◦, para ello se van a efectuar 36 giros de 10◦ grados cada uno;
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con cada giro se comprueba que la geometr´ıa del sistema es “estable”, es decir, que el ca´lculo
llegue a converger. Finalmente, representando las energ´ıas vemos el ciclo de la funcio´n de
potencial sobre esta coordenada que relaciona estos confo´rmeros en la Figura 4.8.
Figura 4.8: Perfil de energ´ıas calculado por B3LYP/6-311++G(2d, p) para la interconversio´n
entre los confo´rmeros IIaaα, IIacα y IIabα por la torsio´n del a´ngulo diedro definido por O =
CCαN+H+.
En la Figura 4.8 se observa que el sistema, a medida que va rotando el grupo amino, se
va relajando hasta llegar al confo´rmero IIabα, el ma´s estable de ellos. Los otros dos estados
poseen barreras cuya energ´ıa es de 44, 0 cm−1 para el IIaaα y de 36, 1 cm−1 para el IIacα.
Se puede apreciar que estas funciones de potencial que describen a estos dos confo´rmeros
son muy pequen˜as por lo que no van a poder llegar a alojar siquiera el estado de vibracio´n
predicho de menor energ´ıa, que es de 81, 6 cm−1 para el IIaaα y de 75, 1 cm−1 para el IIacα.
As´ı, podemos indicar que estos dos confo´rmeros, aunque los ca´lculos “ab initio”los predigan
como estructuras estables, en verdad no existen ya que no pueden estar poblados.
El ana´lisis de la funcio´n de potencial se realizo´ para otros confo´rmeros obtenie´ndose la
interconversio´n entre los confo´rmeros Icaβ y IIIcaβ, ya que para la interconversio´n entre ellas
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todos los grupos, salvo el COOH, permanecen esta´ticos. Para estudiar la rotacio´n se define de
nuevo la matriz Z asociada y se hace que rote el grupo carbox´ılico. Se obtuvieron una serie de
confo´rmeros que coinciden en las rotaciones realizadas, con ellos se construye la curva final,
figura 4.9.
Figura 4.9: Perfil de energ´ıas calculado por B3LYP/6-311++G(2d, p) para la interconversio´n
entre los confo´rmeros Icaβ y IIIcaβ por la torsio´n del a´ngulo diedro definido por HCαCO−H.
En este caso, se ve que estos confo´rmeros pueden albergar distintos estados energe´ticos,
pudiendo estar poblados y de esta forma pueden existir y ser detectados experimentalmente
Cap´ıtulo 5
Conclusiones
Las principales conclusiones que hemos extra´ıdo durante y tras el desarrollo del trabajo
son las siguientes:
◦ Se ha realizado un ana´lisis de las posibles conformaciones que pueda presentar la α-
aminoglicina. Para ello se ha realizado una bu´squeda conformacio´n usando me´todos
semiemp´ıricos, DFT y “ab initio” con los cuales se han obtenido 225 resultados.
◦ En las primeras bu´squedas conformacionales que realizamos no encontramos confor-
maciones de tipo II debido al gran requerimiento energe´tico que es necesario para que
el grupo carbox´ılico pase desde una conformacio´n cis a una trans, y viceversa. Esto
nos lleva a concluir que en una bu´squeda conformacional debe partirse de confo´rmeros
iniciales de diferente naturaleza para cubrir con garant´ıa todo el panorama conforma-
cional.
◦ Un ana´lisis estructural de los confo´rmeros ma´s estables nos indica que las u´nicas in-
teracciones intermoleculares presentes son las de enlace de hidro´geno. En base a las
mismas hemos podido explicar la estabilidad relativa entre los diferentes confo´rmeros.
◦ Los resultados obtenidos con los ca´lculos ab initio, a nivel MP2, y los DFT, a nivel
B3LYPD3 con correcciones de dispersio´n, utilizando la misma base de funciones, 6-
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311++G(2d, p), son semejantes y comparables dentro del error de precisio´n que se
puede esperar.
◦ Del ana´lisis de las funciones de potencial podemos deducir que existen confo´rmeros de
los obtenidos que son falsos mı´nimos.
◦ Se ha predicho que la mole´cula va a tener 16 confo´rmeros distintos.
◦ El mejor me´todo computacional para llevar a cabo una bu´squeda conformacional, te-
niendo en cuenta los tiempos de computacio´n y los resultados, en el caso de la Agl
es un me´todo HF con una base 6-311+G** con una optimizacio´n por B3LYP-D3/6-
311++G(2d, p) o MP2/6-311++G(2d, p).
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