The Paris System for Urine Cytopathology (the Paris System) has succeeded in making the analysis of liquid-based urine preparations more reproducible. Any algorithm seeking to automate this system must accurately estimate the nuclear-to-cytoplasmic (N:C) ratio and produce a qualitative "atypia score." The authors propose a hybrid deep-learning and morphometric model that reliably automates the Paris System. METHODS: Whole-slide images (WSI) of liquid-based urine cytology specimens were extracted from 51 negative, 60 atypical, 52 suspicious, and 54 positive cases. Morphometric algorithms were applied to decompose images to their component parts; and statistics, including the NC ratio, were tabulated using segmentation algorithms to create organized data structures, dubbed rich information matrices (RIMs). These RIM objects were enhanced using deep-learning algorithms to include qualitative measures. The augmented RIM objects were then used to reconstruct WSIs with filtering criteria and to generate pancellular statistical information. RESULTS: The described system was used to calculate the N:C ratio for all cells, generate object classifications (atypical urothelial cell, squamous cell, crystal, etc), filter the original WSI to remove unwanted objects, rearrange the WSI to an efficient, condensed-grid format, and generate pancellular statistics containing quantitative/qualitative data for every cell in a WSI. In addition to developing novel techniques for managing WSIs, a system capable of automatically tabulating the Paris System criteria also was generated. CONCLUSIONS: A hybrid deep-learning and morphometric algorithm was developed for the analysis of urine cytology specimens that could reliably automate the Paris System and provide many avenues for increasing the efficiency of digital screening for urine WSIs and other cytology preparations.
INTRODUCTION
Urine cytology specimens have long been regarded as tedious to screen. Although positive and negative urine cytology specimens are relatively straightforward, atypical and suspicious urines often are challenging to classify and have poor interobserver reproducibility. The atypical category is especially fraught, because urologists consider these diagnoses to be "effectively negative." 1, 2 The Paris System for Urine Cytopathology (the Paris System) was devised to address these concerns and standardize the diagnostic criteria. The criteria proposed in this system gave clear guidelines (incorporating nuclear-to-cytoplasmic [N:C] ratio and nuclear atypia) to determine whether to classify a specimen as negative, atypical, suspicious, or positive for high-grade urothelial carcinoma. 3 Cancer Cytopathology February 2019 Morphologists are able to make relatively accurate estimates of N:C ratio (especially at the extremes of the range) but the determination of nuclear/cellular atypia is significantly more subjective. Moreover, determining a diagnostic category requires that the observer keep a running tally of each of these elements. 1, 2 Research interest in applying deep-learning and morphometry to diagnostic medicine has increased exponentially in recent years and many compelling results have been reported. [4] [5] [6] [7] [8] [9] [10] [11] Early applications of machine learning have already entered clinical use in cytopathology (BD FocalPoint; Becton, Dickinson and Company, Franklin Lakes, NJ). 12 Because the Paris System criteria are partially objective (N:C ratio calculation) and partially subjective (nuclear atypia/irregularity/hyperchromasia), we determined that a hybrid approach would be required for automation. We analyzed whole-slide images (WSIs) using an algorithm that combined morphometry and deep-learning to decompose, analyze, and reorganize urine cytopathology WSIs to greatly augment the information they contain and to simplify the screening of these images. This study was reviewed and approved by the Dartmouth-Hitchcock Institutional Review Board under protocol number STUDY00030253.
MATERIALS AND METHODS
A glossary of informatics terms is provided in Supporting Table 1 .
Diagnostic Categories
We collected 51 negative, 60 atypical, 52 suspicious, and 54 positive cases (the study sets) containing approximately 1.26 × 10 6 urothelial cells and approximately 1.42 × 10 7 total objects. We additionally created a set of images independent from the "study sets" which was used to generate test sets to gauge the accuracy of the various algorithms and neural networks. These "independent sets" or "test sets" were composed of cell sub-images from a mix of urine WSI in all 4 diagnostic categories and were never used in neural network training. The rate of surgically proven carcinoma in the study sets was 1.9%, 13.3%, 55.8%, and 74.1% in negative, atypical, suspicious, and positive cases, respectively ( Table 1 ). The specimens were selected from a list of recently verified urine cytology cases. The positive and suspicious cases were selected directly with no further review (because there were far fewer of them). The negative and atypical cases were screened by 2 cytopathologists to exclude those that were aberrantly paucicellular (eg, virtually acellular), and the most recent cases that met this criterion were selected.
Whole-Slide Images
ThinPrep urine cytology slides (Hologic, Marlborough, MA) were scanned at ×40 magnification using a Leica Aperio-AT2 scanner (Leica-Biosystems, Buffalo Grove, IL). These SVS images were extracted as fullresolution Tiff files and then resized to approximately 40,000 × 40,000 JPEG2000 images (approximately 20 GB) because of memory limitations. Quality was retained even at high magnification (Fig. 1A) .
Morphometric Analysis
Each WSI was subjected to preprocessing steps in MatLab 2018a (MathWorks, Natick, MA). Thresholding algorithms were used to separate cells from background. Connected objects were labeled, and segmentation algorithms identified presumptive nuclei in each cell/cluster. For clusters, nucleus-centric water shedding was used to segment an object to individual cells. This process generated data structures containing subimages and statistics we dubbed a rich information matrix (RIM). The RIM for a WSI contains all information for nonbackground objects and can recreate the WSI or any part of the original image. To separate cells from background, we designed a "thresholding" algorithm, which took advantage of Cancer Cytopathology February 2019 the relatively broad distinction between pixel values for background and cellular objects. We set global cutoffs for the color spaces red, green, and blue, which would indicate that a pixel belonged to the background class. This process was followed by "hole-filling" in the event that a light-colored pixel within a cellular object (and surrounded by "cell" pixels) was aberrantly classified as background. Finally, all background pixels were set to pure white (red, 255; green, 255; blue, 255); we dubbed this "background deletion." After background deletion, connected component analysis was performed. In brief, every contiguous grouping of nonbackground pixels was tabulated, and its statistics (area, coordinates, perimeter, etc) were recorded in the RIM object. Each RIM also contains all individual cell subimages and their respective nuclear-to-cytoplasmic segmentation mask. A series of traditional segmentation algorithms was designed and tested using k-means segmentation, thresholding, and object-dilation techniques.
Semantic Segmentation of Nucleus, Cytoplasm, and Background
Nuclear segmentation also was performed using semantic segmentation networks based on VGG-19. 13 Manually annotated images were used as training sets to create several semantic segmentation networks. To create training sets, a randomly selected library of cell subimages was generated from a set of urine WSIs independent from the rest of the study (eg, these WSIs were only used to generate training and testing sets for 
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various neural networks and were not included in the study sets), and these images were manually segmented into nucleus, cytoplasm, and background compartments. The images were then used to train semantic segmentation networks (VGG-19) by transfer learning.
Meta_Seg
An additional semantic segmentation algorithm (meta_ seg) was developed combining a "triage" classification neural network, and several "specialist" semantic segmentation networks. We used an iterative approach to identify poorly segmented images from the generalized semantic segmentation networks and created libraries of these challenging images. We manually annotated these images and trained specialist segmentation networks to handle each distinct, challenging sub-class. The unannotated images were used to train the triage network. Thus, for any incoming image, the triage network would shunt the image to the appropriate specialist network for segmentation (Fig. 2) . (A) This is a diagram of training for the semantic segmentation algorithm (meta_seg). Briefly, images from a rich information matrix object (img) from the independent set are segmented by a series of n specialist semantic segmentation neural networks. The result is displayed to a human operator. If the segmentation is perfect, then the operator shunts the image to the training folder of the appropriate specialist's network. If the segmentation is imperfect, then the operator shunts the image to a manual segmentation folder. When the manual segmentation folder contains sufficient images, the images are manually segmented by the operator and are used to train a new specialist semantic segmentation neural network, which is then added to the algorithm. This process is repeated until optimum segmentation is achieved for >95% of all incoming images. At this point, the set of unsegmented images for each specialist network (training folders) is used to train the triage network. (B) The triage network previews any incoming images to meta_seg and shunts them to the appropriate specialist semantic segmentation algorithm for segmentation.
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Evaluation of Segmentation Accuracy
The accuracy of the thresholding and semantic segmentation algorithms was evaluated at the pixel level against 500 independent, manually annotated, ground-truth segmentations that were selected randomly from the set of independent WSIs.
Iterative training of a classification neural network
Cell images were randomly selected from the RIMs of positive, suspicious, atypical, and negative WSIs ( independent from the study sets) to generate libraries of subimages. These images were manually sorted by 2 cytopathologists into 8 categories: atypical and benign urothelial cells, squamous cells, leukocytes, crystals, erythrocytes, blurry images, and debris. After initial sorting, a neural network was trained by transfer learning of AlexNet (urine_net_1). 13, 14 Urine_net_1 was used to sort a new set of subimages, and its categorization errors were manually corrected. These newly sorted images were combined with the previously sorted images to form a new, larger training set (omnibus_data_1), which was then used to train a new neural network (urine_net_2). This process was repeated until >90% accuracy versus the atypical category was achieved (urine_net_3; 20,519 total training images) (Fig. 3) .
Evaluation of classification accuracy
A random subset of manually classified data from positive, suspicious, atypical, and negative urines in the independent WSI set was used to evaluate the accuracy of each classifier.
Augmented RIM generation
Urine_net_3 and the segmentation algorithms analyzed every subimage contained in each RIM from the study sets and generated an atypia score from 0 to 1. The atypia score (ranging from 0.0 to 1.0) in our algorithm is the score generated for the category "aty" by urine_net_3 (a measure of how certain urine_net_3 is that a cell belongs in the "atypical" category). Various segmentation algorithms calculated the N:C ratio. This process was performed for every individual cell and cluster and for every cell within a cluster to generate an augmented RIM (RIM+).
WSI reorganization/filtering
The RIM+ statistics for a given image were processed by a series of algorithms to generate new images based Figure 3 . This is a diagram of the iterative training process for urine_nets. Briefly, random images are selected from the rich information matrices of various independent urine whole-slide images. These images are manually sorted into classes (eg, atypical [aty] urothelial cells, benign urothelial cell, squamous cell, etc). An initial neural network is trained on these images (urine_net_1). Urine_net_1 is then used to sort a new set of images (blue arrows) into classes, and its classification mistakes are manually corrected by a pathologist. The sorted images from the initial training are added to the newly sorted images and then used to train urine_net_2. This process is repeated until the desired classification accuracy (vs the independent test set of images) is achieved (for our purposes, >90%). Leuk_cluster indicates leukocyte cluster; ncRatio, nuclear-to-cytoplasmic ratio; neg, negative; RBCs, red blood cells.
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on filtering rules (eg, an object with area >500 pixels, an N:C ratio >0.7, an atypia score >0.9, etc). These images could be created within the bounds of the original WSI, reorganized into a condensed-grid format, or displayed in any other format desired. Two image-reconstruction algorithms were designed. The first applies filtering criteria to every image in a given RIM+ (eg, only include cells with an NC ratio >0.5) and then references the coordinates of this cell within the original WSI to populate a blank image of equivalent dimensions (to the original WSI) containing only the selected cells. This "reconstruction within original bounds" results in an image with only the desired objects included and thus is less cellular than the original.
The second image-reconstruction algorithm addresses the hypocellularity concerns of images generated by using the above method. It applies similar filtering criteria and then builds an image in a condensed-grid format, with the goal of maximum compactness. This image can be much smaller than the original, depending on cellularity.
The Paris format image is a permutation of the condensed-grid format in which "atypia tiers" (>90%, 80%-90%, 70%-80%, etc) are defined by the atypia score assigned to each individual cell subimage. For instance, after the WSI is decomposed to a RIM object (a library of cell images and statistics), urine_net_3 is used to classify each of the subimages and generate a predicted class (eg, "squamous") and an atypia score (the percentage certainty assigned to the class "atypical urothelial"). Cells within each "atypia tier" are then arranged in order of descending N:C ratio within each tier. Separating marks (red bars and red and purple squares) are placed between atypia tiers and at important NC ratio cutoffs (>0.7 and >0.5) (Figs. 7 and 8).
Urine WSI pancellular statistics
A custom program combined all RIM+ data into omnibus image sets for each category (eg, omnibus_ negative, omnibus_atypical, etc) to determine whether the combination of the N:C ratio and the atypia score created clusters of data points that might be used to separate diagnostic categories. The omnibus data were graphed as 2-dimensional histograms in MatLab (MathWorks).
RESULTS
To automate the tabulation of Paris System diagnostic criteria, an algorithm must be able to perform several principle operations. The algorithm must: 1) distinguish cellular objects from background; 2) calculate an accurate NC ratio for each cellular object; 3) be able to generate an atypia score for a given cellular object. Once this is accomplished, the algorithm can perform a series of useful manipulations, including image filtering and reconstruction, pancellular statistical analysis, automated Paris criteria tabulation, etc.
Cell Detection
To decompose a urine cytology WSI into its base objects (cells, crystals, etc), it was necessary to separate nonbackground pixels from background pixels. Despite the perception that slide backgrounds are homogeneously "white" in coloration, in actuality, they are composed of a mosaic of light colors (Fig. 1A) . However, the difference in color intensity between objects and background is usually well defined. Thresholding algorithms thus can reliably segment cellular objects from background. It can readily be appreciated that the background is significantly "whiter" at medium magnification after background deletion (Fig. 1B,C) . When background-deleted pixels are highlighted blue, the extent of the image simplification can be better appreciated (Fig. 1D) .
After background deletion, contiguous cells, clusters, and other objects are identified and tallied by connected component analysis. Any grouping of contiguous nonbackground pixels is considered to be a separate object. In the process of image decomposition, a great deal of image information is recorded and stored in a data object we call an RIM.
Segmentation of Nucleus From Cytoplasm
Reliable segmentation of nucleus from cytoplasm is necessary to calculate the N:C ratio, but the heterogeneity of staining in cytology preparations makes this particularly challenging. We applied different segmentation algorithms (some custom, some publicly available) to a library of 500 hand-segmented, ground-truth examples and compared their relative accuracy at the pixel level.
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K-means segmentation (in which an image is divided into k compartments based on the similarity of a pixel value to the mean value of a given compartment) with a k value of 3 to 5 performed well for images that had distinct nuclei (with the highest nuclear sensitivity of all algorithms) but had subpar accuracy and specificity and processed images the slowest (Fig. 4) .
A custom-written thresholding algorithm dubbed the specific thresholder (Spec) or the sensitive thresholder (Sens) (based on its sensitivity for irregular nuclei) was superior to k-means segmentation in nearly every measure of accuracy, sensitivity, specificity, and processing speed (Fig. 4) . Sens also produced more aesthetically acceptable segmentations and was selected for further study (Figs. 4 and 5 ).
There were niche instances in which the Sens algorithm was incapable of producing even marginal segmentations (ultrahigh N:C ratios, indistinct nuclei, overlapping nuclei, keratohyaline granules). These situations often were easily rectifiable by a human observer (ie, semantic analysis seemed necessary to achieve proper segmentation).
To address these shortcomings, we used deep learning to train several semantic segmentation neural networks using manually segmented training images. The initial networks achieved greater accuracy than k-means, Spec, and Sens in all measures except nuclear sensitivity (urine_seg_1) (Fig. 4) . This weakness was addressed by adding additional training images. The final iteration yielded an algorithm that was superior to the nondeep-learning algorithms (k-means, Sens, Spec) in nearly every respect and processed images from 20 to 50 times faster (urine_seg_6, Seg6) (Fig. 4) .
Although the performance of urine_seg_6 was impressive, there were niche situations in which it produced suboptimal segmentations. Therefore, we designed a hybrid deep-learning algorithm composed of a "triage" neural network and several "specialist" semantic segmentation neural networks, which we dubbed meta_seg. Meta_seg was superior to all other algorithms in accuracy, sensitivity, and specificity across nearly all measures and was only slightly slower than urine_seg_6 (Figs. 4 and 5) .
Grading of Cellular Atypia Through Deep Learning
The Paris System combines morphometry (N:C ratio) with subjective estimates of nuclear atypia. Having created several algorithms for determining the N:C ratio (Sens, meta_seg) we now needed an algorithm to grade the subjective atypia of urothelial cells.
To accomplish this we trained a neural network to classify objects in urine cytology preparations as follows: atypical (aty) or benign (neg) urothelial cells, squamous cells, crystals, erythrocytes, leukocytes, blurry images and debris. After 3 training and correction iterations, this process generated an impressively accurate neural-network (urine_net_3 accuracy versus test set images: aty urothelial cells, 95%; neg urothelial cells, >95%; squamous cells, >95%; leukocytes, >95%) (Fig. 6) . Next, we used Sens, meta_seg, and urine_net_3 to process every image in every RIM to add: 2 estimates for the N:C ratio (1 from Sens and 1 from meta_seg), the predicted cell type (eg, aty urothelial cells, neg urothelial cells, squamous cells), and an atypia score. This process generated what we call an augmented RIM or RIM+. The RIM+ object for each WSI then contained all the information needed to apply the Paris System criteria. We dubbed the final algorithm, which combined meta_seg and urine_net_3, AutoParis.
Useful Manipulations and Analyses Possible With AutoParis
A RIM+ object is a self-describing data structure, in that it contains sufficient information to reconstruct the original WSI (minus background pixels, of course). It is also possible to "filter" the original image during reconstruction using the collected statistics for selection or exclusion. For example, the observer could reconstruct a given WSI and filter out all squamous cells, crystals, erythrocytes, and leukocytes, or the image could be limited to cells with an N:C ratio ≥0.5. This allows for more efficient and targeted screening (Fig. 7) ; however, in paucicellular samples or when many filters are applied, the images produced can be sparsely cellular given the relative immensity of a WSI at ×40 magnification (Fig. 7) .
The obvious solution to the problem described above is rearranging the image in a condensed-grid format (eg, removing the unnecessary white space between cells). For the purposes of graphically summarizing the Paris System criteria (Paris format image), the subimages for a given WSI were arranged in tiers of decreasing atypia (>90%, 80%-90%, 70%-80%, etc) and, within tiers, by decreasing N:C ratio. Dividing bars were placed to separate atypia tiers, and marks were placed to indicate important N:C ratio cutoffs (>0.7, 0.5-0.7, <0.5) (Figs. 7 and 8) . Paris format images demonstrate striking Cancer Cytopathology February 2019 The column GT contains the original images with their hand-drawn GT segmentation. The columns Spec (specific thresholder), Sens (sensitive thresholder), Kmean, Seg6, and MetaSeg contain the segmentations produced by each algorithm adjacent to a "difference" image, in which yellow, purple, and black indicate false-positive nucleus, cytoplasm, and background, respectively. The "whiter" the difference image, the closer it is to the GT segmentation. A and B are the images that had the (A) most accurate and (B) least accurate segmentation overall across all algorithms. (C-E) The accuracy (Acc), sensitivity (Sens), and specificity (Spec) of various segmentation algorithms versus GT images are illustrated for nucleus (Nuc) (blue), cytoplasm (Cyto) (green), background (Back) (yellow), and in total (Tot) (red). (F) The time in seconds (sec) to process a single image across various segmentation algorithms is illustrated.
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Figure 7. Binary depictions of (A) negative and (E) positive whole-slide urine cytology images were modified to enhance visibility (each object was enlarged by a factor of 5) with no filters applied. Panes (B,D, corresponding to the negative urine (A)) and (F, H, corresponding to the positive urine (E)) were filtered to contain (B,F) only urothelial cells, (C,G) only cells with a nuclear-to-cytoplasmic (N:C) ratio >0.5, and (D,H) only cells with an atypia score ≥0.9. The far left column represents the filtered image within normal bounds that was altered to enhance visibility. The middle and right columns contain the condensed-grid, rearranged image in "Paris format," corresponding to the adjacent far left image, at low magnification and as a representative, zoomed pane. In each case, the cells are arranged in order of decreasing atypia and are separated into tiers of atypia by horizontal red bars. Cells in the upper tier have atypia scores ≥0.9, cells in the next tier have atypia scores from <0.9 to ≥0.8, and so on. The cells are further ordered within each tier by decreasing nuclear-to-cytoplasmic (N:C) ratio and separated by red and purple squares. Cells to the left of red squares have an N:C ratio ≥0.7, cells to the left of purple squares have an N:C ratio ≥0.5, and cells to the right of purple squares have an N:C ratio <0.5. Note that, when a filtered image is reconstructed within the original bounds, cellularity can become sparse, particularly in the negative urine.
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When comparing the Paris format images produced using Sens and meta_seg, there was no significant difference in the pattern produced (Fig. 8) . However, we decided to use meta_seg for all future analyses because of its processing speed advantage and modularity.
The utility of RIM+ objects is not limited to creating an efficient format for viewing WSIs. Because statistics are recorded for every object, a previously impossible level of quantitative detail within individual WSIs and across multiple WSIs is afforded. Figure 9 provides 2-dimensoinal histograms plotting N:C ratios versus atypia scores for all urothelial cells across the negative, atypical, suspicious, and positive categories. From these plots we can begin to appreciate trends: negative urines contain mostly cells with low N:C ratios and low atypia scores; atypical urines resemble negative urines, with slightly more high N:C ratio and high atypia score cells; and suspicious and positive urines contain a higher percentage of cells with high N:C ratios and high atypia scores (Fig. 9, Table 2 ).
Next, we sought to determine whether a tabulation of cells with high NC ratios and high atypia scores could reliably separate high-risk urines (positive, suspicious) from low-risk urines (negative, atypical). We chose an NC ratio ≥0.5 and an atypia score ≥0.9 as our threshold for considering a urothelial cell highly atypical. Table 2 indicates that, in aggregate, very few cells met these criteria in negative urines. Atypical, suspicious, and positive urines contained many more atypical cells compared to negative urines (+900%, +2700%, and +3500%, respectively). We then performed a receiver operator curve (ROC) analysis to determine the optimum atypical cell count cutoff for separating high-risk from low-risk urine specimens on a case-by-case basis. We determined that a cutoff of 7 cells with an NC ratio ≥0.5 and an atypia score >0.9 was optimum (sensitivity, 77%; false-positive rate, 30%; area under the curve [AUC], 0.8) (Fig. 10) . With this cutoff, the percentage of cases deemed high risk in the negative, atypical, suspicious, and positive categories was 4%, 30%, 56%, and 77%, respectively ( Table 2) . These results appeared to be encouraging but lackluster, in that too many positive cases were deemed low risk in the analysis.
It was clear to us that the inclusion of more parameters in the determination of atypia might be necessary. Given the pancellular nature of our analysis, we also considered that the Paris System cutoffs for the NC ratio might need to be tweaked. To explore these possibilities we performed an iterative ROC analysis for all combinations of NC ratio, atypia score, minimum cytoplasmic area, and maximum cytoplasmic area, seeking to maximize the AUC. This process yielded a much improved discriminator of high-risk and low-risk cases (sensitivity, 83%; false-positive rate, 13%; AUC, 0.92) (Fig. 10) , with an optimum cutoff of 9 cells with an NC ratio >0.25, an atypia score >0.8, and a cytoplasmic area from >1500 to <2000 pixels. The percentage of negative, atypical, suspicious, and positive cases with ≥9 cells that met these criteria was 5.8%, 20%, 69%, and 96%, respectively (Table 2) . Three negative cases were deemed high risk by this analysis, and each was hypercellular and contained abundant inflammatory cells in dense clusters. Two positive cases were deemed to be low risk, and both contained abundant debris and rare degenerated atypical cells.
DISCUSSION
The techniques described here have many applications in urine cytopathology specifically and cytopathology in general. Values indicate the number of cases that met a minimum count of atypical cells for the high-risk category using Paris criteria statistics (≥7 cells with an NC ratio ≥0.5 and an atypia score ≥0.9), as determined by receiver operator analysis.
c
Values indicate the number of cases that had an optimum count of atypical cells for the high-risk category using expanded Paris criteria statistics (≥9 cells with an NC ratio ≥0.25, and an atypia score ≥0.8, and a cytoplasmic cell area from ≥1500 to ≤2000 pixels), as determined by iterative receiver operator analysis seeking to maximize the area under the curve.
Cancer Cytopathology February 2019 Figure 10 . (A) The receiver operator curve is depicted to illustrate its ability to predict whether a given urine specimen is low-risk (negative, atypical) or high-risk (suspicious, positive) based on the tabulation of all cells with a nuclear-to-cytoplasmic (N:C) ratio ≥0.5 and an atypia (aty) score ≥0.9. (B) The optimum receiver operator curve is illustrated for predicting whether a given urine specimen is low-risk (negative, atypical) or high-risk (suspicious, positive) after an iterative process comparing all combinations of NC ratio, atypia score, and minimum and maximum cell areas (cyto area), seeking to maximize the area under the curve (AUC). The optimal AUC was achieved by tabulating all cells with an NC ratio ≥0.25, an atypia score ≥0.8, and cell area from >1500 to <2000 pixels. The optimal cell count cutoff that met these criteria was ≥9 cells. (C) This bar graph illustrates a count of all cells that met the optimum atypia criteria identified in B for every examined urine in the negative (blue), atypical (magenta), suspicious (yellow), and positive (red) categories. The black dashed line is the optimum cutoff cell count (9 cells).
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Insights and Challenges
Background deletion, small object removal, compression
Background deletion in WSIs offers many aesthetic and practical benefits. Images are crisper, more pleasing to screen, and of better quality for publications, tumor boards, etc. It also can reduce the size of images by up to 90%.
Nuclear-to-cytoplasmic segmentation algorithms
Given the difficulty of nuclear segmentation in histology, we were surprised that excellent results could be achieved by a rules-based thresholding algorithm (Sens) and by semantic segmentation neural networks (urine_seg_6, meta_seg). We noticed that Sens and urine_seg_6 produced unacceptable segmentations on similar images, although they were of vastly different construction. Both algorithms were excellent in the majority of cases but struggled with morphologies and staining patterns at the extremes of the range (eg, both algorithms were excellent generalists).
Therefore, we conceived of a meta-neural network composed of a "triage" classification network and several "specialist" semantic segmentation networks. The resulting neural network, meta_seg, was superior to all other algorithms. It is also infinitely adjustable through several mechanisms, including: altering the training set of the triage network, tuning the prediction score necessary to shunt an image to a particular specialist network, and adding additional specialist networks. It is likely that the segmentation scenarios we encountered are common across all liquid-based urine preparations.
Image-classification neural networks for determining cell type and atypia
Recent deep-learning models have automated image classification in a diverse range of fields and are readily applicable to medical imaging. Neural network design is part science and part intuition, so leaving this task to experts in the field is logical. New architectures are routinely disclosed, and many of them are adept at classifying histology images. Therefore, we have taken the approach of using transfer learning to modify publicly available neural networks (AlexNet and VGG-19) for our studies.
Neural networks are considered to be effective when classification accuracy reaches 90%, and we set this as our minimum threshold. We minimized manual classification using an iterative technique whereby we used each successive generation of neural network to presort images and then manually corrected the erroneous classifications. In all cases, 3 iterations were sufficient to achieve ≥90% accuracy.
RIM and RIM+ construction
Current digital slide screening treats WSIs as large photographs to be clawed through with a mouse and scroll wheel, creating an inefficient, tedious, and aggressively nonergonomic experience. When pathologists complain that WSI is no better than glass, they are correct. Glass is cheap, intuitive, and lag-free. Digital screening, as it currently exists, has no tangible advantages over traditional screening and, in many cases, is an inferior experience.
The creation of RIM/RIM+ objects by the decomposition of background deleted WSIs is therefore the most crucial component of our augmented cytopathology algorithms. An image stored as an RIM/RIM+ is a treasure trove of information that can be used to reconstruct anything from the original image to a concise thumbnail image containing its 10 most atypical cells. It can generate statistical insights both within a single WSI and across WSIs, providing data that would be impossible to collect using any manual technique. RIM/RIM+ objects take full advantage of the digital format, allowing for augmented and efficient screening and adding real value over glass slides.
Augmented image reconstruction and condensed-grid rearrangement
RIM+ objects allow for a near endless filtering capability in reconstructing WSIs. For very cellular specimens, removing nonurothelial cells or cells with a low atypia score can result in a significant decrease in cellularity, allowing the pathologist to focus on the most relevant objects. However, applying filters to specimens with low cellularity can create very sparse images if they are reconstructed within original bounds. The condensed-grid format solves this problem by creating an organized and compact image that is much smaller than the original.
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Even in very cellular specimens, the grid format can be useful, given that cytology preparations are random dispersions. By rearranging to a condensed-grid format and applying filters, a hierarchy can be imposed while retaining original cell coordinates in the RIM+ object. The distribution of these rearranged images alone can suggest a diagnostic category. The condensed-grid format also is ideal for displaying a representative sampling of the original image.
Pancellular statistics
Vast amounts data are recorded from every cell and object analyzed during the creation of RIM+ objects, raising the possibility of triaging a specimen based solely on cellular statistics. When pancellular statistics are considered across diagnostic categories, the pathologist is afforded a broad glimpse of what constitutes, for instance, an atypical urine. This previously inconceivable level of quantitative detail will allow us to apply the principles of big data and rigorous statistical analysis to urine cytology, which will likely reveal unsuspected insights.
Examining specimens in this way has impressed upon us the finding that pathologists are typically unaware of the sheer number of atypical cells present in certain specimens. Therefore, it may be necessary to revisit the diagnostic criteria in the Paris System in light of this pancellular analysis.
Comparison With Other Automated/ Semiautomated Systems
Other research groups have performed morphometric and machine-learning analyses of urine cytology specimens supporting the validity of the NC ratio as a marker of atypia and demonstrating the utility and accuracy of neural networks in relation to urinary cytology images. [15] [16] [17] [18] [19] [20] [21] These studies mainly demonstrate the diagnostic and prognostic utility of morphometry and machine learning in isolation.
Our current study differs in 3 primary ways. First, our algorithm processes WSIs with no manual intervention. In the process, it separates and analyzes every cell, cluster, and other object in a given WSI (pancellular analysis). We believe that this approach is more relevant to a clinical workflow, in that it does not require additional work for high-value staff. Second, our approach combines morphometry with deep learning to create a more robust system, which makes use of both quantitative and qualitative cellular features. Finally, the RIM+ objects created by our algorithm allow for many previously impossible manipulations, including image filtering and image rearrangement, which can greatly improve the efficiency of digital image screening while simultaneously providing an "at-a-glance" impression based on the shape of a Paris format-rearranged image. Therefore, we believe that our system improves upon prior studies by demonstrating a system that conceivably could be worked into a digital workflow with a minimum of manual effort and tangible benefits to the cytopathologist.
Our algorithm is most similar to the BD FocalPoint semiautomated Papanicolaou (Pap) smear screening device (Becton, Dickinson and Company), 12 which prescreens liquid-based Pap smears and, in essence, risk stratifies the slide based on the morphometry of its component cells. The use of semiautomated Pap smear screening devices has greatly improved the sensitivity and efficiency of gynecologic cytology. We hope to spur the development of a similar system in urine cytology and other nongynecologic liquid-based cytology specimens.
Disadvantages and Future Directions
The primary disadvantages of our system are the manual effort required to train the algorithms, the whole-slide scanning infrastructure, and the computational demands of using the algorithm. It took significant time and manual effort to assemble the training image sets for the classification and semantic-segmentation neural networks as well as to design and troubleshoot the various nonmachine-learning algorithms. However, this was a 1-time cost, which will be paid back by the enormous increase in efficiency and scalability an automated system allows. It is also conceivable that any institution wanting to use such a system would have to re-train the algorithms on their own cytology preparations. Again, this would be a 1-time cost. But, given the flexibility that our neural networks have demonstrated, we believe it is likely that our algorithm would work for any institution performing ThinPrep-based urine cytology that has access to a whole-slide scanning instrument of sufficient quality. Regardless, any institution using deep-learning algorithms in their workflow would likely want to add continually to their training sets and periodically retrain their neural networks. Such a regimen likely would lead to the development of very powerful and reliable deep-learning systems.
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The prime obstacle to implementing such a system is the creation of WSIs. The speed and flexibility of the scanning device can be a significant bottleneck, particularly with cytology preparations (which thwart many automated-focal-point identification systems). Although these concerns are valid for current hardware and software, the vendors of these products already are developing more highly automated systems, which, in the future, will be able to scan slides in real time as they come off the stainer/processor.
Finally, although the algorithm does use significant computational resources during image processing, it can easily be scaled to use enterprise-grade hardware and cloud-based computational resources. The cost of such hardware is continually decreasing.
Automating the Paris System for Urine Cytopathology
We chose to apply our techniques to the Paris System because it represents the ideal combination of morphometric and qualitative measures, which would make it nearly impossible to automate using traditional, rulesbased computer programs. By creating an algorithm for automating the tabulation of the Paris System criteria (AutoParis), we sought to add a new and powerful tool to the cytopathologist's arsenal. Among other things, AutoParis allows the generation of a quantitative malignancy risk score, a second opinion to the cytotechnologist (devoid of bias and fatigue), a means for performing universal quality-assurance/quality-control, digital WSI screening that is demonstrably superior to glass slides, and the tabulation of massive statistical libraries rife with correlations to discover.
Our analysis of this initial data set indicates that AutoParis can indeed identify broad differences between the aggregate data of WSI in the main Paris System categories and, through the creation of Paris format images, can suggest "at-a-glance" diagnoses based on the distribution of cells. Before the algorithm can predict a truly reliable diagnostic category, we will need to examine a larger cohort of WSIs to determine which statistics and cutoffs the algorithm will use to suggest a diagnostic category and perform a head-to-head comparison with traditional screening. Our initial analysis already has demonstrated that cellular parameters we do not currently tabulate (eg, cell area) may offer further diagnostic insights.
Conclusion
In the future, we intend to explore the statistics of various Paris System categories more fully by analyzing at least 150 additional WSIs from each category. This will allow us to determine whether current diagnostic criteria are appropriate in light of pancellular analysis. We also intend to examine the correlation of other cellular parameters (cell perimeter, shape, staining intensity, eccentricity, etc) to atypia and are planning to perform a head-to-head comparison of augmented WSI screening versus traditional screening to assess ergonomic, diagnostic, and other concerns.
In conclusion, we have developed a hybrid morphometric and deep-learning algorithm for the automated analysis of urine cytology specimens that can reliably tabulate the statistics of the Paris System for Urine Cytopathology and offers unprecedented, quantitative insight into urine cytology specimens.
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