We developed a user-friendly software to generate synthetic confocal microscopy images from a ground truth specified as a 3D bitmap with pixels of arbitrary size. The software can analyze a real confocal stack to derivate noise parameters and will use them directly to generate new images with similar noise characteristics. Such synthetic images can then be used to assert the quality and robustness of an image analysis pipeline, as well as be used to train machine-learning image analysis procedures. We illustrate the approach with closed curves corresponding to the microtubule ring present in blood platelets. Availability and implementation: ConfocalGN is written in MATLAB but does not require any toolbox.
INTRODUCTION
Confocal microscopy is widely used in the bioscience community, due to its good spatial resolution, and high contrast compared to conventional widefield microscopy. However, confocal images suffer from the diffraction limit, detector shot noise, background fluorescence, tagging heterogeneity and fluorophore stochasticity [1, 2] . Moreover, the resolution is anisotropic, and typically several time worse in the direction of the optical axis compared to the other directions. Generally, these effects limit our ability to infer the shape of the objects observed through the microscope.
Image analysis is the standard approach to extract information from the images. It usually involves image processing, such as background subtraction and removal [3] , or deconvolution [4] . Additional steps can perform segmentation or directly attempt to reconstruct the objects using a wide variety of techniques, such as model based analysis, feature classification [5, 6] , etc. Image analysis tool tend to include complicated pipelines with adjustable parameters, and for this reason can introduce artifacts with possibly systematic bias [7] , that may remain unnoticed. It is thus essential to assess the quality of the analysis procedure, and this can be done by running the analysis pipeline with synthetic images, for which the ground truth is known. To avoid overengineering image analysis routines, machine learning is becoming increasingly popular [6, 8] . However, machine leaning on 3D images require a large training set, which could be provided synthetic images with a known ground truth. Both cases require synthetic images presenting characteristics similar to the real images, and in particular a realistic level of noise. It is thus extremely useful to be able to easily generate simulated confocal microscope data from a known ground truth.
To simulate a confocal image, one needs to address both optical limitations and noise, i.e. convolve the ground truth with the point spread function (PSF) of the microscope, and add noise both before and after convolution, according to the nature of the different source of noise. Several software (most notably Huygens or Icy) can generate synthetic PSF, based on the characteristics of the microscope components, i.e. the optical path. Possible limitations include the non-uniformity of the refraction index in real samples and the aberrations that could stem from lens misalignment and imperfections. It is also possible to directly measure the experimental PSF from microscopy images.
Starting from a known PSF, a couple of software can simulate confocal imaging: Huygens software professional and the open-source microlith. While the later does not include a noise simulator, the former allows the user to add a background as well as a Gaussian or Poisson noise of specified level; however, knowing the correct noise intensity and distribution is not straightforward. Each source of noise (background noise, autofluorescence, shot noise) could be simulated [10] , but the operation involves the convolution of the different sources of noise and distortions with the PSF, and can only be computer accurately in simplified experimental conditions [11] . FIG. 1 . A, top: images from a real confocal microscopy stack of microtubules in blood platelets [9] (SIR-tubulin data courtesy of A. Mathur). A, bottom: a simulated confocal image of the same. B : the ground truth, from which image A bottom was generated is the titled ring (black). The voxels above the Otsu threshold are shown in blue. C : histogram of voxel values for the confocal microscopy image (dots) and for a simulated microscopy image (lines). The pixels have been categorized following the Otsu method, after Gaussian blurring, as noise (red, n=23000 pixels) or signal (blue, n=1000 pixels).
RESULTS
We developed ConfocalGN, a minimal solution to simulate confocal datasets from a ground truth, a measure of the PSF, and the noise and signal distribution.
• The ground truth is provided as a high resolution image, either as a MATLAB matrix, or as a TIFF file. The value of the pixels correspond to the level of fluorescence, with 0 indicating no fluorescence. Pixel values are rescaled to match the desired mean signal value. The pixel size can be arbitrary and is specified as a parameter.
• The PSF is approximated by a Gaussian, and is thus specified as a three components vector containing the standard deviation in each direction (in units of the ground truth image pixels). Confocal PSF are usually well approximated by Gaussians [12] . We do not provide a mean to compute the parameters of the PSF, but several third party software offer this possibility.
• The level of noise is specified as a vector of the three first moments of the noise distribution, which can readily be measured from a sample experimental image. The synthetic noise is generated using is the gamma distribution, which is a good approximation of reality [11] .
Note that a Gaussian approximation is used if the user-provided noise has no skew (i.e. if the third moment is zero).
• The signal intensity is entered as the mean value of the pixels, which can be observed experimentally.
The ground truth images will usually be generated numerically using various software. Importantly, ConfocalGN offers the possibility to calculate the noise and signal intensity directly from a sample image. Thus by specifying one input image, the user can obtain a realistic noise without analyzing the noise and distortion sources.
ConfocalGN offers a minimal segmentation function doing gaussian blurring and Otsu thresholding to discriminate noise vs signal pixels, but the user can provide his own segmentation function instead. In Fig. 1A , a real (top) and simulated image (bottom) are presented. Fig.1C , shows the histogram of voxel values after the image has been segmented in two groups by Gaussian blurring plus Otsu thresholding : noise (red) and signal (blue).
In conclusion, ConfocalGN is simple to use and useful to test image analysis pipelines. It is not meant to be an exact simulation, and adopts commonly accepted approximations of the PSF and simplified treatments of fluorophore emission, background and sensor noise. The user is thus only required to specify: (1) a ground truth image, (2) three characteristics of the PSF, and (3a) a sample image or (3b) the moments of the noise and signal distributions. Starting from measured PSF and noise characteritics it can robustly and efficiently produce simulated confocal image stacks with realistic characteristics.
