There has been a recent surge of interest in modeling neural networks (NNs) as Gaussian processes. In the limit of a NN of infinite width the NN becomes equivalent to a Gaussian process. Here we demonstrate that for an ensemble of large, finite, fully connected networks with a single hidden layer the distribution of outputs at initialization is well described by a Gaussian perturbed by the fourth Hermite polynomial for weights drawn from a symmetric distribution. We show that the scale of the perturbation is inversely proportional to the number of units in the NN and that higher order terms decay more rapidly, thereby recovering the Edgeworth expansion. We conclude by observing that understanding how this perturbation changes under training would reveal the regimes in which the Gaussian process framework is valid to model NN behavior.
Introduction
Today it is well known that there is a deep connection between modern, highly overparameterized neural networks (NNs) and Gaussian processes. A foundational result in the field by Neal (1996) and Williams (1997) demonstrated that a randomly initialized NN with a single hidden layer of infinite width is identical to a Gaussian process so long as the weights of the NN are drawn from a distribution with finite variance. Although the covariance between different hidden units of the NN is zero, these works showed that the covariance between a single hidden unit with different inputs is non-zero, thereby making learning possible.
Although Neal (1996) and Williams (1997) only studied the case of NNs with a single hidden layer, several recent works have extended this insight to show that NNs with multiple, possibly convolutional, layers of infinite width are also Gaussian processes (Lee et al., 2017; Matthews et al., 2018; Novak et al., 2019; Garriga-Alonso et al., 2018) . And while these works only studied NNs at initialization, Jacot et al. (2018) showed that gradient descent on a NN corresponds to applying a tangent kernel to an equivalent Gaussian process, and Arora et al. (2019) has recently weakened the conditions on this proof. Lee et al. (2019) empirically showed that application of the tangent kernel closely match the predicted dynamics of a linearized deep NN.
Although NNs have grown dramatically in size, they have remained frustratingly finite. In practice, most practitioners tend to choose widths in the range 128-1024. Especially as deep learning models have moved onto mobile devices there has been substantial effort into compressing NNs so that they can perform inference quickly and efficiently on low power devices (e.g., Hinton et al., 2015; Han et al., 2015; Howard et al., 2017; Sandler et al., 2018; Howard et al., 2019; Tan & Le, 2019) .
In this paper we attempt to bridge the divide between the infinite NNs of theory and the merely large NNs of practice. We show that the Edgeworth expansion is a useful tool to describe the distribution of NN outputs for large NN ensembles. In particular, the distribution of outputs for an ensemble of large, finite NNs is not Gaussian, but is instead a Gaussian perturbed by the fourth Hermite polynomial, and the magnitude of this perturbation is inversely proportional to the number of hidden units. The author believes that understanding the stability of this perturbation under training will be a useful method to assess the relevance of the NN Gaussian process framework to study the long-term dynamics of NN training.
Derivation of the Gaussian process limit using the renormalization group
Let us consider a NN with a single hidden layer consisting of N units. For simplicity of notation we shall restrict ourselves to the case where both the input, x, and the output, y, are one-dimensional. The more general case of a multidimensional input does not change the derivation, and as Neal (1996) notes, when the output is multi-dimensional the different output dimensions are independent. We write the input-to-hidden weights as u i , and the hidden-to-output weights as v i . We will omit bias terms since biases are commonly initialized with zeros. Finite size corrections for NN Gaussian processes are given by
where f is the activation function. The output of the NN is given by
Let us suppose that the weights are initialized by an i.i.d. sample from a probability distribution (not necessarily the same for different layers). At initialization the parameters u, v, and b are generally sampled independently from a set of probability distributions with finite variance. 1 Most practitioners today use Glorot uniform initialization (Glorot & Bengio, 2010) and this is the default in popular frameworks like Tensorflow (Abadi et al., 2016) and PyTorch (Paszke et al., 2017) .
As Neal (1996) observes, because the u i are all independent of one another, the covariance between any two h i must be zero for fixed x.
2 However, the covariance of a fixed hidden unit for two different inputs is, in general, non-zero. This covariance can be written as a kernel, C(x, x ), which in the Gaussian process limit, expresses the entire state of the Gaussian process. Note however that the calculation of the covariance is independent of the number of hidden units. The requirement that the number of units in the hidden layer go to infinity is necessary for the distribution of outputs to be Gaussian. If the number of hidden units is finite, the covariance remains the same, but the output distribution may be different.
To determine the effect of a large, but finite, number of units in the hidden layer we use the renormalization group to recover the Edgeworth expansion. There are a number of works which derive the central limit theorem and Edgeworth expansion using the renormalization group (e.g., Anshelevich, 1999; Jona-Lasinio, 2001; Calvo et al., 2010) , and here we follow an approach in Sethna (2006, pp. 291-3) . The renormalization group analysis consists of four steps:
1. Coarse-grain.
Renormalize.
1 An important exception is orthogonal initialization (Saxe et al., 2013) which places an orthogonality constraint on the weight matrices thereby causing the individual parameters to lose their independence.
2 And, because the vi are all independent of one another, the covariance between two different output dimensions must be zero for fixed x as well (thereby justifying our study of the case of a single output dimension). Since this is a simply a statement about expectations and does not require taking the limit N → ∞ it holds for NNs of both infinite and finite width. The N → ∞ limit was only required by Neal (1996) to guarantee a Gaussian distribution; it does not change the covariance, assuming that the weights are drawn from a distribution that scales inversely with N (which is required to keep the output finite in the limit of infinite N ).
3. Find the fixed point of the renormalization transformation.
4. Linearize about this fixed point.
Coarse-graining
To coarse-grain we observe that the output of the NN is given by the sum over all hidden units in Eq. 2. For a fixed input, the value of each activation may be considered to be a sample from some probability distribution p h (h; x). Here we write h as an argument of the probability distribution function and treat the input x as a parameter since it affects the shape of the distribution but is not a random variate itself. Similarly, the value of v i is given by a sample from p v (v; x). Since the samples u i are independent, the h i are independent as well, and the output is given by the sum of the products of samples from the two probability distributions p h (h; x) and p v (v; x). This product of h i and v i can be considered to be a sample from a third probability distribution p hv (hv; x).
We now replace each pair of hidden units with a single hidden unit:
The probability distribution of the transformed (hv) is simply the convolution of the probability distribution p hv (hv) with itself. It is easier to represent this transformation in Fourier space because the convolution becomes multiplication:
where we use a tilde to represent the Fourier transformed distribution, and k to represent the frequency domain of the product hv.
Renormalization
In the next step we renormalize the transformed probability distribution so that it becomes self-similar to the original probability distribution. Specifically, when we add two random variates, the standard deviation of the result is larger by the factor √ 2. We therefore need to rescale the new probability distribution so that it has the same variance as the original. (We are assuming that the probability distributions we are working with are centered so the mean does not need to be transformed.) The rescaled probability distribution is then √ 2p hv ( √ 2hv; x), where the prefactor is required to normalize the rescaled probability distribution. The final renormalization operator is therefore
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The fixed point of the renormalization transformation
At the fixed point of the renormalization transformation, successive applications of the transformation do not change the distribution, so we have
where we use an asterisk to represent the fixed point and we now identify the sum of the h i v i from the repeated application of the transformation as the NN output y. Taking the Fourier transform we have
The solution to this equation is the Gaussian distribution,
where σ is the standard deviation of the original distribution and is a function of the input x. (Due to the renormalization transformation we constrain σ to remain fixed for fixed x.) This is just a restatement of the fact that the Gaussian distribution is the stable distribution for the family of distributions with finite variance (Feller, 1966 , §VIII.4).
Linearization about the fixed point
Let us now consider a probability distribution which is close to a Gaussian distribution, but is not exactly Gaussian. We can represent this distribution as p y (y) = p * y (y) + φ(y) for some small and arbitrary function, φ(y). We can then linearize the renormalization transformation by finding its eigenvalues and eigenfunctions. These must satisfy the relationship
where we drop terms of order 2 and higher. Substituting the renormalization transformation and taking the Fourier transform, we find
The set of eigenfunctions that satisfy this relationship in Fourier space is given by
Taking the inverse Fourier transform we find that the eigenfunctions are Hermite polynomials multiplied by a Gaussian:
where H n (x) ≡ (x − D) n · 1, with D being the differential operator. From these eigenfunctions we find that the eigenvalues are λ n = 2 1−n/2 .
Note that the first two eigenvalues are relevant, and the third is marginal. This is a consequence of the fact that as the width of the NN tends to infinity, the resulting output distribution must remained normalized and have a fixed mean and standard deviation. The rest of the eigenvalues are irrelevant, however, due to the fact that in the infinite width limit, the higher order moments must tend to the values of a Gaussian. Now, since we have N units in the hidden layer of the NN, we will need to apply the renormalization transformation log 2 N times. The eigenvalues for the repeated transformation will therefore be
We can now write out the probability distribution for the NN output as
where we explicitly represent the constants c i as being functions of the input x (because they are determined by the moments of the original probability distribution p y (y; x)), and expect them to be of order unity in general. This result is a recovery of the Edgeworth expansion, but in this case it is the expansion of a stochastic process rather than a probability distribution because it is parameterized by the input, x (e.g., Juszkiewicz et al., 1995) . 3 Given the distribution p y (y; x) the constants c i can be determined exactly from a more rigorous derivation (e.g., Hansen, 2006) . The Edgeworth expansion is an asymptotic series, so for fixed n the series converges as N → ∞, but the series itself diverges as n → ∞. For large N , then, we may drop the c 5 term and higher. Now, it is generally the case that the probability distributions used to initialize NNs are symmetric and so have zero skew. This symmetry forces the first irrelevant eigenfunction (given by the third Hermite polynomial) to make no contribution so that c 3 = 0. This implies that for the probability distributions typically used to initialize NNs we have
3. Experiments
The perturbation from the Gaussian
To verify the correctness of Eq. 18 we generate an ensemble of 10 8 randomly initialized NNs. Each NN has a single hidden layer with 128 units and a ReLU activation. The NNs are initialized using the default layers behavior in Tensorflow with the weights drawn from the Glorot uniform distribution and the biases set to zero. We then observe the distribution of outputs for a fixed input of x = 1. The resulting distribution should be close to, but not exactly, Gaussian. To measure the deviation from Gaussianity we calculate the empirical cumulative distribution function (CDF) of the outputs and subtract the CDF of a Gaussian distribution with the same variance as the outputs (1/64 for this NN).
Calculating the CDF of p y (y) in Eq. 18 and subtracting off the CDF of a normal distribution, we find that the difference is given by the third Hermite polynomial times a Gaussian:
(19) We compare the empirical CDF with the predicted CDF in Fig. 1 and find excellent agreement. From this empirical CDF we measure c 4 ≈ 9.405.
The magnitude of the perturbation and N
From Eq. 18 we expect the magnitude of the deviation from a Gaussian to scale inversely with the number of hidden units, N . To test this prediction we generate a set of ensembles of randomly initialized NNs for a range of N . We vary N between 8 and 148 and for each N we use an ensemble of 10 7 NNs. As before, the weights are initialized from a Glorot uniform distribution, the biases are set to zero, and a ReLU activation is used. The input is fixed to x = 1 and the distribution of output values is collected across the ensemble. We then calculate the difference between the empirical CDF and a Gaussian CDF (with the variance of the Gaussian set to be the observed variance of the outputs). This difference is expected to be the third Hermite polynomial times a Gaussian times a scaling factor α and measure the best fit for α: Jacot et al. (2018) has shown that if an infinitely wide NN is trained on a mean squared error loss then the NN remains a Gaussian process throughout training. However, NNs used in practice are not infinitely wide and therefore are not Gaussian. Nevertheless, this analysis shows that the perturbation away from a Gaussian can be quantified and scales approximately inversely with N . It is therefore interesting to ask what happens to the perturbation when a NN is trained. Does it shrink over the course of training, stay the same magnitude, or increase?
Discussion
In the first case we should expect that Gaussian processes will be a powerful framework to understand NNs because even if a typical NN is not quite a Gaussian process at the beginning of training, it will soon become one. In the second case, Gaussian processes will still be a useful framework, but with the understanding that the distributions are in fact perturbed Gaussian distributions rather than exactly Gaussian. If the final case holds, Gaussian processes will be a useful framework to understand the early stages of training, but will become progressively worse. Depending on how great the deviation from Gaussianity becomes, the Gaussian process framework may fail to describe the training dynamics entirely at a certain point in training. (If this occurs then we would be able to identify the point at which this perturbation diverges as a phase transition in the NN.) Based on the empirical success of Gaussian processes at predicting the trajectories of NNs of finite sizes in Lee et al. (2019) it is the opinion of the author that the output distribution is unlikely to stray too far from a Gaussian over the course of training. However, rigorously proving this to be the case is a more complicated problem than analyzing the perturbation from a Gaussian at initialization and is beyond the scope of this paper.
