Abstract. 3D ECT provides a lot of challenging computational issues that have been reported in the past by many researchers. Image reconstruction using deterministic methods requires execution of many basic operations of linear algebra, such as matrix transposition, multiplication, addition and subtraction. In order to reach real-time reconstruction a 3D ECT computational subsystem has to be able to transform capacitance data into image in fractions of seconds. By assuming, that many of the computations can be performed in parallel using modern, fast graphics processor and by altering the algorithms time to achieve high quality image reconstruction will be shortened significantly. The research conducted while analysing ECT algorithms has also shown that, although dynamic development of GPU computational capabilities and its recent application for image reconstruction in ECT has significantly im- 
Introduction
Electrical Capacitance Tomography (ECT) is a relatively new imaging technique that can be used for noninvasive visualization in industrial applications in 2D [5, 22, 23] , 3D [14, 20] and even 4D dynamic mode [1, 17] . Among other noninvasive imaging techniques, ECT is characterized by much higher temporal resolution than Magnetic Resonance Imaging, Computed Tomography etc.
This makes it a good solution for real-time imaging technique which is capable of long term monitoring on fast-110 M. Majchrowicz, P. Kapusta, L. Jackowska-Strumiłło varying industrial process applications. This is especially true in 2D mode, when coupled with fast, FPGA (Field Programmable Gate Array) based systems, which can achieve reconstruction speeds of up to 1400 frames per second [5, 22] . However, such solutions have one shortcoming and that is a relatively low quality of the reconstructed images. This can be remedied by using 3D image reconstruction and more computationally complex algorithms.
Challenges in Electrical Capacitance Tomography
In order to achieve real-time reconstruction a 3D ECT computational subsystem must be able to transform capacitance data into image in fractions of seconds, which is really hard to achieve since typically 3D ECT tomography image can be composed of a large number of elements [10] . 3D ECT provides a significant number of challenging computational issues that have been reported in the past by many researchers [4, 1, 2] . It comes from the fact that most of direct and iterative 3D ECT reconstruction techniques use data processing and manipulation that is too demanding to be computed in a real-time using classical CPUs (Central Processing Units). There are typically so many elements to be processed while a 3D
image is being built and optimized, that the time of reconstruction may reach few minutes, hours or, in some cases, even days. Fortunately, ECT algorithms can be significantly accelerated by the application of parallel computing. Much of the work can be done simultaneously, thus enabling a noticeable reduction of execution time. Nevertheless, even multi-core CPUs cannot shorten the process to achieve real-time image reconstruction [16, 2, 3] .
By assuming, that many of the computations can be performed in parallel using modern, fast Graphics Processing Units (GPUs) and by altering the algorithms, it will be possible to significantly reduce time of high quality image reconstruction [6, 8] . plified to assume that n-fold increase in the multiplied matrix dimensions will n3 fold increase the execution time.
Matrix multiplication is a key operation in many scientific calculation and as such many researchers approach it very differently, even by building custom hardware [14] .
Nevertheless the authors of this article decided to use an approach based on computations on GPUs, as it allows high flexibility and relatively low application costs. In this work calculations of ECT image reconstruction in a distributed multi-node, multi-GPU (Graphics Processing Units) environment were proposed and tested on examples of two image reconstruction algorithms: the Linear Back Projection (LBP) and the Landweber algorithm.
The LBP algorithm is based on the following equation [23] :
where:
ε -Electric permittivity vector âȂŽ output image (60896
S -Sensitivity matrix (496 × 60896 elements), C -Capacitance measurements vector (496 × 1 elements).
The Landweber algorithm is based on the following equation [23] :
where: 
Heterogeneous computations
The research conducted on ECT algorithms [12] has also shown that, although, dynamic development of GPU computing performance and its recent application for image reconstruction in ECT has significantly improved calculations time, in modern systems a single GPU is not enough to perform many tasks [7, 13] . As a result multiple GPUs have to be used to accelerate calculations [13] . For that reason, in this work we propose to develop a set of algo-rithms for a system that will subdivide data and distribute it across multiple GPUs and CPUs.
This approach requires modification of the existing algorithms, because memory is not shared between these devices, and all the calculations need to be performed in distributed memory environment. Moreover, the computing performance of a single computer (equipped with many GPUs) is also limited [10] . This also truth in the case of other fields of science. For some application the solution is to distribute the problem [9] . Unfortunately in case of image reconstruction in Electrical Capacitance
Tomography it is not sufficient. As a consequence the distributed multi-node, multi-GPU heterogeneous system is proposed with a layer that will allow usage of multiple computers with fast GPUs to perform calculations across network connection. The developed system is designed to fully exploit parallel performance of all devices that all nodes are equipped with. Such architecture features scalability and makes it possible to increase computation performance by adding new network nodes. The architecture of the developed system that is based on the Xgrid platform is shown in Fig. 2 . Xgrid technology consists of three types of components -"a client", "a controller"
and "an agent". The process of submitting new tasks is performed in following order [21] :
• The "client" sends jobs to the "controller",
• The "controller" queues the jobs and sends them to the "agents",
• The "agent" runs the job.
The key feature of the proposed solution is to have several agents working in parallel, each on a different job.
It is also possible to have several clients. Nevertheless, it should be noted that the Xgrid framework was used only as a transportation layer in the developed system, which consists of many different blocks. The most impor- 
Tests and results
The tests performed by the authors in the course of previous studies, using the LBP algorithm on the Xgrid platform, have shown significant performance gain by performing computation in a distributed environment [7] .
This algorithm was chosen as it is fully parallelizable and clearly illustrates the gain of using multiple nodes equipped with GPUs to accelerate linear algebra operations. The overhead caused by applying the Xgrid platform is reduced to a minimum as the data is transferred only once to the nodes and no exchange between them is necessary until the computation is finished.
The graph in Fig. 3 shows the results of the testing. The following cases were considered:
• Calculations performed on a single local computer (CPU only),
• Calculations performed on a distributed system consisting of two identical computers (CPU only),
• Calculations performed on a distributed system consisting of four computers (CPU only),
• Calculations performed entirely on GPUs, with four machines connected into an Xgrid system.
The tests results proved that distributing calculations in the LBP algorithm can significantly reduce image reconstruction time, even up to 12 times, when graphic cards were used for computations. Second distributed image reconstruction test was performed for the Landweber algorithm with 400 iterations and using two different meshes (sensitivity matrices). This method provides a good image quality, but is very complex computationally. The first mesh has around 2.25 million data points. Meshes of that is called large mesh. Both tests were performed using two hardware platforms, from Nvidia and AMD. GPU test on the Nvidia system were conducted using Nvidia Tesla S1070 class server, working in conjunction with Nvidia Tesla C2070 card and a GeForce 8600GT card dedicated solely to video output. Tests on the AMD hardware were performed using Radeon HD5970 cards. Tests were performed in the following Multi-GPU configurations:
• Local Multi-GPU system, using 5 Nvidia GPUs,
• Local system, using 8 AMD GPUs,
• Distributed system, using a computational node with (Fig. 4) . Only in the most powerful configuration, using 13 GPUs in total (5+8 GPU) the reconstruction times were shorter than any local Multi-GPU configuration, and did not exceed 10%. Nevertheless, it is also clearly visible that further development of the distributed image reconstruction algorithms and systems in ECT applications is still needed. 
Conclusion
The results presented in this paper clearly illustrate computational speed-up while implemented on the distributed systems in image reconstruction tasks in Electrical Capacitance Tomography. Application of the proposed distributed system based on the Xgrid platform as a network layer and developing algorithms for buffering, division and distribution of data allowed to significantly speedup implementations of both the LBP and the Landweber algorithms. Nevertheless, the performed tests indicate the need for developing a new distributed platform, which would be able to fully utilize the potential of the parallel hardware architecture, otherwise much of the system potential is lost due to specifics of the Xgrid architecture.
