The design of large scale complex engineering systems requires interaction and communication between multiple disciplines and decentralized subsystems. One common fundamental assumption in decentralized design is that the individual subsystems only exchange design variable information and do not share objective functions or gradients. This is because the decentralized subsystems can either not share this information due to geographical constraints or choose not to share it due to corporate secrecy issues. Game theory has been used to model the interactions between distributed design subsystems and predict convergence and equilibrium solutions. These game theoretic models assume that designers make perfectly rational decisions by selecting solutions from their Rational Reaction Set (RRS), resulting in a Nash Equilibrium solution. However, empirical studies reject the claim that decision makers always make rational choices and the concept of Bounded Rationality is used to explain such behavior. In this paper, a framework is proposed that uses the idea of bounded rationality in conjunction with set-based design, metamodeling and multiobjective optimization techniques to improve solutions for convergent decentralized design problems. Through the use of this framework, entitled Modified Approximation-based Decentralized Design (MADD) framework, convergent decentralized design problems converge to solutions that are superior to the Nash equilibrium. A two subsystem mathematical problem is used as case study and simulation techniques are used to study the impact of the framework parameters on the final solution. The discipline specific objective functions within the case study problem are unconstrained and continuous -however, the implementation of the MADD framework is not restricted to such problems.
INTRODUCTION
Within complex system design, when disciplines or subsystems are represented by geographically distributed design teams or a set of independent suppliers what results is a decentralized design process.
There exist many challenges in the organization and design of such decentralized systems. The study of developing optimal design processes and configurations for large scale multi disciplinary systems is called Multidisciplinary Design Optimization (MDO) [1, 2] . Initially focused on the design of aircraft, MDO methodology has now expanded to the design of all complex systems.
Some of the significant methodologies developed for the design of large scale systems are Collaborative Optimization (CO) [1, 3] , Concurrent Subspace Optimization (CSSO) [4] [5] [6] , Bi-level Integrated Systems Synthesis (BLISS) [7] and more recently, Analytical Target Cascading (ATC) [8, 9] . Other approaches involve implementing a sequential iterative decisions process between subsystems [10, 11] . The sequential iterative approach shown in Figure 1 requires the subsystems to individually make their decisions in a sequence, communicate their decisions to the next discipline and iterate until convergence. Convergence is obtained when all disciplines or subsystems reach a solution that cannot be improved by further iteration.
Figure 1: Schematic of Sequential Iterative Approach
All the aforementioned methodologies prescribe the decomposition of a large system into subsystems and provide methods for communication, interaction and convergence of design variables. In this paper, the sequential iterative approach for decentralized design is implemented. The sequential iterative approach uses game theoretic formulations for modeling the interaction between subsystems. Game theory provides methodologies for determining decision solutions where multiple components are involved in the decision making process. In game theory terminology, the disciplines or design teams are referred to as players and the converged solution within the non-cooperative environment is called the Nash Equilibrium. The non-cooperation refers to decision makers not sharing objective function information. Additionally, in the sequential iterative process, it is assumed that all design teams are making a rational decision. The aggregate of each subsystem's rational decisions is called the Rational Reaction Set (RRS) [12] .
In previous work, it has been shown that assuming designers make rational choices might not always be valid [13] . Empirical evidence is available to conform that decision makers make mistakes in stating their preferences or choices, even for simple pair-wise comparison decisions [14] . Simon [15] coined the phrase Bounded Rationality to explain these mistakes and errors made by humans in decision making problems. Simon stated that the entire premise of neoclassical economics is based on the foundation of human beings making decisions with the ability to precisely state optimal choices such as those that maximize expected utility. However, based on obtained empirical data, Simon stated that this assumption was not accurate and listed several causes for bounds on human ability to precisely exhibit prescribed rational behavior. Some of these causes are [15] :
• Limited ability to adjudicate among multiple goals.
• Deficiency in knowledge of exact decision consequences.
• Limited capability for calculations.
• Lack of precise decision problem formulation.
• Lack of time/computational resources to make decision.
While Simon studied decision mistakes within economic models, the causes for bounded rationality hold for engineering design decisions as well. Engineering design has been accepted as a decision making process and the foundation developed in neo-classical economics have been embraced by engineers. Expected utility theory is the most popular normative theory which is also used in engineering design with rational choices being those that provide the highest utility [16] [17] [18] [19] [20] . The causes for bounded-ness in rationality as proposed by Simon are experienced in engineering decision making as well where engineers in decentralized design environments make decisions with limited available information, managers are required to make decisions with large number of information inputs and engineers are constantly working under the pressures of time.
In this paper, the concept of bounded rationality is introduced within decentralized design problems. In previous work, it was seen that the use of game theory to model interactions in convergent problems operating under a non-cooperative protocol resulted in the designers converging to the Nash Equilibrium, which is rarely Pareto optimal [21, 22] . It has also been previously shown that the inclusion of errors in decentralized design decisions can result in convergent solutions moving from the Nash equilibrium towards Pareto optimality and divergent problems moving towards convergence [23] . This previous work is extended in this paper where a rigorous methodical framework is developed for the improvement of decentralized design solutions through the incorporation of bounded rational decision models. This framework, entitled Modified Approximation-based Decentralized Design (MADD), is presented in Section 2. Section 3 presents a two subsystem case study to demonstrate the proposed framework. Simulation studies to determine the impact of parameters set within the framework are presented in Section 4. Concluding remarks and areas for future work are provided in Section 5.
MODIFIED APPROXIMATION-BASED DECENTRALIZED DESIGN (MADD) FRAMEWORK
In the previous section, the sequential iterative process is introduced as a model for the decentralized design of complex engineering systems. The fundamental assumption of the sequential iterative process is that designers communicate locally controlled design variables that are coupled with nonlocal subsystems. No local objective function information is communicated since that information is propriety (noncooperation). These assumptions are retained for the MADD framework which is presented in this section. However, unlike the traditional sequential iterative process, the MADD framework incorporates a set-based design philosophy where during each iteration more than one "instance" of each design variable is communicated. This vector of design variable values serves as the model for bounded rational choices of the subsystems. The schematic of the MADD framework for j subsystems is shown in Figure 2 .
The central idea behind the MADD framework is for each subsystem to approximate non-local subsystem objective functions and solve a "local" multiobjective optimization problem. The multiobjective optimization problem is comprised of the local objective and the non-local approximated objective function. In order to approximate the non-local objective functions, multiple instances of each design variable is communicated between the various subsystems and used within a unique metamodeling technique. The communicated design variable vectors are used to metamodel the rational reaction set of the non-local subsystems. These metamodels are then mathematically integrated to approximate the non-local objective functions. The idea of integration comes from understanding that for unconstrained objective functions, the RRS is obtained by taking the derivative of the objective with respect to the local design variables. Therefore, an integration of the RRS would result in obtaining the objective function. This is explained with an example.
Consider a design problem with two subsystems, A and B. Each subsystem has two locally controlled design variables, represented as x 1 , x 2 for subsystem A and y 1 , y 2 for subsystem B. Let the non-local objective function of subsystem A that subsystem B seeks to approximate at the i th iteration be of the form shown in Eqn. (1). 
The derivative of 
For an unconstrained optimization problem, the necessary condition for optimality is the gradient should be zero. The result of setting the derivatives of Eqn. (2) to zero is shown in Eqn. (3). 
It is noted that Eqn. (3) approximations of non-local objective functions is the core concept of the MADD framework. The approximated non-local objective function is combined with the local objective function to solve a "local" multiobjective optimization problem.
This proposed approach is advantageous because the solution of the local multiobjective optimization problem introduces "pseudo-cooperation" between subsystems with conflicting objectives without actually sharing objective function information. This process is seen as an aid to improving upon the Nash equilibrium solution and moving closer towards the Pareto set, though achieving an actual Pareto point is only possible if the approximated non-local objective function is the true representation of the non-local objective function.
As seen in Figure 2 
Subsystem 1:
Step 1: Solve local optimization problem and determine the corresponding optimum value for both the local and non-local design variables.
Step 2: Generate a vector of discrete designs comprising of design variable values selected from a probability distribution. The vector of designs is used as the bounded rationality model for subsystem 1 decisions. This is because bounded rationality translates to the decision maker not making accurate optimal selections and one approach to model inaccurate or erroneous selections is to use a probability density function. Therefore, multiple designs that can be erroneously selected near the true optimal solution serves as the model for subsystem 1 bounded rationality.
The communication of a vector of design variables values within subsystems is not new in decentralized design.
Communicating multiple designs within a design process is broadly termed as set-based design [24, 25] . Traditional setbased design approaches advocated communicating a continuous range of design variable values, where the "set" included all values between a specified upper and lower bound. This is the critical distinction between traditional set-based design methods and approach presented here. In this work, a vector of discrete design variable values forms the communicated "set".
The mathematical notation of the vector generated by the first subsystem is explained in Eqn. (4) .
-multiple values for each design variable x 1 , x 2 ,…, x n j -subsystem number index (j=1 for the first subsystem)
The generated vector of designs is then passed to the next subsystem in the sequence of the decentralized design process.
Subsystem 2…j: These subsystems minimize their respective objective functions for each entry of the communicated vector of non-local design variable values. Non-local variables are treated as equality constraints and the optimum value for the local design variables is obtained. Therefore, at the conclusion of stage I, each subsystem has two equally sized vectors of design variable values, one that it received from the previous subsystem and the second that it communicates to the next subsystem.
At the conclusion of stage I, the j th subsystem passes its design vector to subsystem 1, where stage II is invoked.
Stage II:
As mentioned previously, the process of determining approximations of non-local RRS (Eqn. (3) 
β -coefficients of the approximation function.
In Eqn. (5) Different polynomial functions can be used to fit the data in order to approximate the non-local subsystem rational reaction set. The choice of the data fitting function is not prescribed in the framework and is dependent on the data. The vector notation is used for the rational reaction set 1 − j R because there exists an individual function that maps the local design variables to each non-local design variable.
Step 2. Integrate Metamodel to Approximate Non-Local Objective Function: Given the approximated rational reaction set of subsystem (j-1) from step 1, it is now possible to determine an approximation for the non-local objective functions as discussed earlier. Rearranging Eqn. (5) by taking the right hand terms to the left hand side, the approximation to the derivative of the non-local objective function with respect to the non-local design variables is obtained. For example, Eqn. (3) is rewritten as follows, Integrating the approximated derivative would result in an approximation of the non-local objective function. The generalized expression is shown in Eqn. (6).
It is noted that for Eqn. (6) , there exists an independent integral for each design variable of subsystem (j-1). The mathematical representation of the objective function is formed by the addition of the individual integrals. The verification that the summation of the individual RRS integrals results in an approximation of the non-local objective function is provided in the appendix of this paper.
Step 3. Formulate Local Multiobjective Optimization Problem: With the approximation to the non-local objective function determined, it is now possible to formulate a "local" multiobjective optimization problem. For this work, a simple weighted sum of the local and approximated non-local objective function is formulated and solved. The optimization problem in standard form is shown in Eqn. (7) .
where, 1 w -Selected weight for local objective function. Some notes on the multiobjective optimization problem:
The multiobjective objective optimization problem is only subject to the local constraints. This is because the non-local constraints are built into the approximations of the non-local objective functions. This is analogous to approximating the pseudo objective function of the non-local subsystem (objective function + penalty terms). It is known that the weighted sum method for multiobjective optimization problems is only useful for convex Pareto sets.
(Non convex regions of the Pareto frontier cannot be obtained using a weighted sum method). Other aggregation methods can be used for solving the local multiobjective optimization problem such that designs in non-convex regions can be selected. The weighted sum approach is used in this paper for illustration purposes. The choice of weights is critical as it directly relates to the level of cooperation desired by the subsystems. Setting w 1 to 1 would not add any benefit of using the MADD framework since the approximated non-local objective function would play no part in the optimization. Additionally, a value of 0 for w 1 translates to complete cooperation by the local subsystem. If the non-local subsystem chooses to not cooperate in such a case, the solution would lie on one end of the Pareto set. The multiobjective optimization problem is solved for each instance of the communicated design vector.
Step 4. Select Designs: Finally, the multiobjective optimization problem is solved for each value of the design vector, resulting in an output vector that is communicated to the next subsystem.
In this section, the MADD framework and its individual steps are discussed. The design information communication between the subsystems follows the sequential iterative process until convergence. Since a vector of designs is being passed between subsystems, minimal change in design variable values as a measure of convergence is not usable. In the next section, a two subsystem case study is used to illustrate the MADD framework and a new convergence criterion that uses RRS intersections is presented.
MADD FRAMEWORK CASE STUDY

CASE STUDY: PROBLEM FORMULATION
In this section, a two subsystem decentralized design problem is presented as a case study and solved using the MADD framework. Consider a decentralized design problem with two subsystems. The optimization problems and controlled design variables for the two subsystems are given in Eqn. (8) and (9) respectively.
Subsystem 1:
Subsystem design variables: y 1 , y 2 and y 3
The decentralized design problem is first solved using a standard sequential iterative approach. The converged solution of the iterative process lies at the intersection of the individual subsystem RRS. Since the objective functions of the two subsystems are unconstrained, the RRS for each subsystem is obtained by taking the partial derivatives of the objective function with respect to the locally controlled design variables and setting them to zero. The resulting system of equations is solved to obtain the Nash equilibrium solution. The design variable and corresponding objective function values for the Nash equilibrium are given in Eqn. (10) . 
Using a Multiobjective Genetic Algorithm (MOGA), the Pareto set for the problem is obtained. The Pareto set along with the Nash Equilibrium is shown in Figure 3 .
The blue (thick line) curve in Figure 3 represents the Pareto frontier obtained using the MOGA when viewing the objective functions of the two subsystems as a multiobjective optimization problem. The green point represents the Nash Equilibrium solution obtained using the sequential iterative process. As seen from the figure, the Nash Equilibrium is sub Pareto optimal.
In the next section, the MADD framework is implemented next to seek solutions that are an improvement over the traditionally obtained Nash Equilibrium solutions. 
CASE STUDY: MADD FRAMEWORK
In this section, the MADD framework introduced in Section 2 is used to solve the two-subsystem case study. Detailed descriptions for the implementation of each step are not provided but rather key formulations and results are presented in this section.
One important formulation and contribution within the MADD framework is the determination of the non-local objective function approximation. The determination of this approximation is presented next for both subsystems.
Subsystem 1:
The task of subsystem 1 is to minimize F 1 which is a function of x 1 , x 2 , y 1 , y 2 and y 3 . The design variables controlled by subsystem 1 are x 1 and x 2 . Therefore, subsystem 1 develops approximations of y 1 , y 2 and y 3 as a function of its locally controlled design variables x 1 and x 2 . Since the objective functions are quadratic, the approximations to the RRS are chosen to be linear models. The generalized forms of the approximated RRS are given in Eqn. (11). Equation (11) is used in conjunction with F 1 (Eqn. (8)) to formulate the local multiobjective optimization problem (Stage II:
Step 3 of the MADD framework). The weighted sum formulation solved by subsystem 1 during each iteration of the sequential process is shown in Eqn. (13 is the new objective function minimized by subsystem 1 during each iteration. The superscript on the weight variables indicate that these are the weights set by subsystem 1. The formulations for subsystem 2 are given next.
Subsystem 2:
Analogous to subsystem 1, subsystem 2 approximates the RRS of subsystem 1 using the communicated design variables. The generalized form of subsystem 1 RRS approximated by subsystem 2 is shown in Eqn. (14) . The integration and summation of the approximated RRSs forms the approximation of the objective function of subsystem 2. This is shown in Eqn. (15). Equations (13) and (16) are solved in a sequential iterative process until both subsystems achieve convergence.
In order to determine the final converged solution, the intersection of the RRS's (the Nash equilibrium) is found. Since the modified objective function for each subsystems is unconstrained, the RRS for each subsystem can be obtained by differentiating Eqn. (13) and (16) (18) Therefore, the final solution for the two subsystems can be determined from Eqn. (17) and (18) after the coefficients for the non-local RRS of Eqn. (11) and (14) are determined.
The sequential iterative process continues between the two subsystems until they converge. Before converged results for various objective weights are presented, the convergence criteria employed for this problem is discussed.
Convergence Criterion:
For the problem presented in this section, a convergence criterion is developed based on the Rational Reaction Sets. The new, individual subsystem RRS (shown in Eqn. (17) and (18)) continuously change every iteration based on the approximations of the non-local RRS. Therefore, the classical definition of convergence (intersection of RRS) can not be employed in this situation.
To overcome this problem, convergence is sought by determining the "average" RRS intersection. The convergence criterion defined here states that the iterative process has converged if the average intersection of the RRS does not change by some set limit over several iterations. Mathematically, this is represented in Eqn. (19) . δ -allowable tolerance n -number of iterations over which the average intersection does not change by more than the allowable tolerance.
For the case study problem the intersection of the two subsystems RRS is obtained by solving the system of linear equations given in Eqn. (17) and (18). This system of linear equations is evaluated at every iteration using the preset values for objective weights As an illustration, one solution obtained using the MADD framework is presented using the weights for the objective functions as: Since the MADD framework is an inherently stochastic process with designs selected from a normal distribution by subsystem 1 during stage I, it is essential to determine the expected converged solution of the MADD framework. The expected solution is determined by running the simulation several times and determining the expected value. From Table 1 , it is seen that the expected solution of the MADD framework dominates the Nash Equilibrium solution for both objectives. The solution is not Pareto optimal but an improvement over the Nash equilibrium.
As discussed in Section 2, the MADD solution is subject to the setting of several parameters. The parameter values set for the MADD framework solution of the case study problem are shown in Table 2 .
Number of designs communicated every iteration 5
Initial standard deviation to model error in stage I 0.01
Number of iterations over which RRS intersections do not change by an allowable tolerance (used for convergence) 10 Allowable tolerance 0.8
Table 2: Parameter Values for MADD Framework Implementation
The important parameters set within the MADD framework are the weights on the local and approximated non-local objective functions, the number of design variables communicated during any iteration and the initial standard deviation to model the error of the first designer. These are considered the most important parameters as they play a direct role in the formulation and solution of the modified problems of the MADD framework. Therefore, it is important to study the effect of change in these parameters on the final solution. This study is presented in the next section.
MADD FRAMEWORK: PARAMETER STUDY
Number of designs communicated between subsystems at every iteration (stage I of the MADD framework):
In order to study the effect of the number of communicated designs on the converged solution, the MADD framework simulation is run for different number of communicated designs, namely, 2, 5, 10, 20 and 30 designs communicated during every iteration. As seen from Figure 4 , the expected converged solution for F 1 and F 2 changes significantly when going from two to five communicated designs. However, beyond five, the solution does not change with change in number of communicated designs. The solution when two communicated designs are used is imperfect is because of the limitations on the number of coefficients in the RRS approximation and the form of the metamodeling polynomial. For the case study problem, the RRS approximations are linear with three unknowns. Therefore, at the minimum, three data points would be required to determine one possible RRS appoximation. Beyond three, if higher order polynomials are being used for metamodeling, more data points would improve the fidelity of the fit. Hence, for the case study problem, it is concluded that when using a sufficiently large number of designs communicated between the subsystems, the converged solution is independent of the number of communicated designs.
Initial standard deviation set by the first subsystem (stage I of the MADD framework):
To study the effect of the standard deviation used to model bounded rational choices of the first subsystem on the final solution, five values of initial standard deviation are set and the expected values of the convergent solutions are determined. The values for σ are: 0.001, 0.01, 0.1, 1, and 2. For each of the σ values, the MADD framework is run several times and the expected objective function solution is obtained. The variation in the expected values of the objective functions as a function of the changing σ values is shown in Figure 5 .
In Figure 5 , the top (blue) line represents the variation in F 1 as a function of σ while the lower (red) line is the variation in As seen in Figure 5 , the expected value of the objective function solution changes slightly as σ is increased but beyond a small value, it does not change significantly. This implies that σ has no significant impact on the final solution. It is important to note that σ = 0 should not be used as this would imply that a vector of exactly the same designs is communicated during every iteration thus resulting in erroneous fitting parameters in the second stage of the MADD framework. Moreover, this would reduce the problem to the regular sequential iterative case resulting in convergence to the original Nash equilibrium
Weights for objective functions (stage II of the MADD framework):
For the objective weight variables, the following relationships hold: 1 Both objective function weights are simultaneously incremented for each simulation run. The selected weights are only reduced to 0.6 because decreasing both weights beyond 0.6 simultaneously results in solutions that either do not converge or take a long time to converge. This behavior was observed from simulation; however, it can be explained as follows.
Using weights less than 0.6 simultaneously for both subsystems implies more importance given to the approximated objective function than the actual problem. As the weights are moved towards higher importance for the approximation, each subsystem is in effect trying to minimize the approximation of the other subsystem's objective function. With imprecise approximations, the propagation of metamodeling errors results in no convergent solutions. Since the goal of these simulations is to determine if the MADD framework results in better solutions and for what values of objective weights improve the solution, a subset of all possible objective weights is sufficient. The remaining parameters of the MADD framework are set as follows: the number of designs communicated is set to 10 and the standard deviation is set to 0.01.The MADD framework is run multiple times and the average solution is determined. Figure 6 presents results of these simulations. w are varied. The horizontal green lines correspond to the Nash Equilibrium solution for the two objective weights. As seen in Figure 6 , the MADD framework solution is an improvement over the Nash equilibrium solution of F 2 for all values of 2 2 w greater than 0.7.
For from the data that the solution is a very slight improvement over the Nash equilibrium.
However, for both objective functions the expected solutions are significantly inferior to the Nash Equilibrium when 1 1 w and 2 2 w are less than 0.7. This is because both subsystems are favoring solutions that are better for the approximations of the non-local objective, thus collectively declining the quality of the solution. In the next section, conclusions of this parametric study and the overall paper are presented.
CONCLUSIONS
In this paper, the assumption of designer ability to make perfectly rational choices within decentralized design systems is questioned. The notion of bounded rationality is introduced and a new approach for design communication between decentralized subsystems using bounded rationality is proposed. The unique contribution of this work is the ability to improve upon the Nash equilibrium solution without actually sharing objective function or gradient information. This improvement is achieved by developing approximations of nonlocal objective functions through approximations of the nonlocal RRS. Determining approximations of the RRS as opposed to approximations of the objective functions is the novel contribution of this research to decentralized design.
In the discussion of RRS approximations, an important issue to consider is the computational tractability of the MADD framework. As the number of coupled design variables, interacting subsystems, number of overall subsystems and order of objective functions increase, the computation of the non local RRS approximations get significantly complicated. The number of coupled variables is closely tied to the RRS approximation -an increase in these variables requires a larger number of design instances (data points) to be communicated between subsystems. As the number of interacting subsystems increases, the complexity of the objective function of Eqn. (7) increases linearly. Also, the order of objective functions indicates the suitable polynomial order for the RRS approximation (one order lower than the objective function). Therefore, an increase in the non-local objective function order linearly increases the required RRS approximation.
Moreover, different approximation techniques need to be employed for determining an accurate representation of nonlocal objective functions. This requires trying several different metamodeling techniques for different problems in order to determine an appropriate approximation function.
Another point to consider is the precision loss from not generating exact approximations to the non-local subsystem objective functions. It is recognized that though these approximations might not be precise, they are generated without the exchange of any objective or gradient information. More importantly, they are successfully used for obtaining solutions that are an improvement over the Nash equilibrium. Thus, a low precision approximation is also more useful over no information pertaining to the non local subsystem within decentralized design.
As part of future work, the MADD framework needs to be implemented for three or more subsystems with complex objective functions. The MADD framework approximates nonlocal RRS thus lending itself suitably to black box optimizers. Additionally, more complex models for bounded rationality need to be developed and incorporated within the framework.
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APPENDIX
To mathematically verify that the summation of individual RRS integrals results in an approximation of the non-local objective function shown in Eqn. (3), consider a subsystem B with objective function F 2 that is being approximated by a subsystem A. Let the design variables controlled by B be x 2 , y 2 , and z 2 . Additionally, let F 2 depend on x 1 , y 1 , and z 1 , the design variables controlled by subsystem A. From Eqn. (1), subsystem A has the following approximations: The variables x f , y f , and z f represent response surface equations for the three design variables. As stated earlier, the difference between the right and left hand side of Eqn. (2) Now, given the approximations to derivatives of F 2 , the approximation to F 2 needs to be determined. For a function of multiple variables such as F 2 , the exact differential can be written as shown in Eqn. (A3). The exact differential of u 2 can be written as follows: For u 2 to be equal to F 2 , it is required that: 
