Abstract-Analysis of mouse-interaction behaviors for identifying individual computer users has experienced growing interest from information security and biometric researchers. This paper presents a simple and efficient user verification system by modeling mouse-interaction behavior, which is accurate and competent for future deployment. For each mouse-operation sample, holistic attributes of mouse trajectories are first analyzed using a power transformation method, to derive a schematic representation of behavior eigenspace. Then, a propagation-based segmentation method is developed to model the detailed dynamic process of mouse movements by performing adaptive behavior segmentation and then characterizing each obtained segment using fine-grained procedural motion metrics. Both schematic and procedural cues from mouse-interaction behaviors may be used independently for verification, being fused at the decision level using combination rules. Analyses are conducted using data from 106 subjects with 21 200 mouse-operation samples. The verification system achieves a 1.96% false-rejection rate and a 1.18% false-acceptance rate with a short verification time (about 6 s) and lightweight system overload. Additional experiments on the effect of sample length and subject pool further examine the applicability of our verification system. We also compare the proposed approach with the stateof-the-art approaches for the data collected. Our findings suggest that mouse-interaction behaviors can enhance traditional authentication systems.
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I. INTRODUCTION

W
ITH the increasing prevalence and importance of the Internet, more and more computer and web services enable people to access resources and information ubiquitously and globally. This makes the quest for a convenient and reliable user authentication mechanism more essential than ever before. However, the widespread use of passwords does not provide sufficient information for resource protection, due to risks of being forgotten and/or stolen [34] . Recent large-scale passwordleakage incidents (e.g., from Google, DropBox, and Yahoo) made people aware of the risk of information disclosure [25] , [33] and severely shook everyone's confidence in the security of current information systems.
Measurement of mouse-interaction behavior is an emergent biometric technique, which offers the ability to ascertain a user's mouse behavioral characteristics to verify his/her identity in a transparent manner. It can be advantageous over other biometric features in the following regards: 1) Mouse-interaction behavior appears to be unique. Each user exhibits distinctive hand-motion gestures and habits [36] . Hand motion is a complex action of locomotion involving synchronized integrated movements of palm, fingers, and the interaction among them. Properties of hand structures, motion habits, and actions of different people may provide unique cues for identity verification. 2) Mouseinteraction behavior is not intrusive. Most biometric features commonly need physical contact or neighboring sensing, but the use of mouse-interaction behavior would avoid such problems, because it does not require dedicated action or attention from users and requires no specialized hardware to capture biometric data.
Mouse-interaction-behavior-based user verification, as a combination of human motion analysis and biometric [37] , [38] , aims to discriminate among users by the way they interact with the mouse. An ongoing research project, the Active Authentication program [39] sponsored by DARPA, aims to develop computational behavioral traits for validating the identity of the users in a convenient manner. Its focus is on how users interact with computing systems, including mouse interaction.
A. Related Work
User authentication based on mouse-interaction behavior has attracted more and more research interest over the past 15 years [1] , [13] , [16] , [17] , [21] , [23] , [28] , [32] and can be roughly divided into two approaches: statistic-measurement-based and trajectory-comparison-based.
Statistic-measurement-based approaches [16] , [24] , [26] , [32] usually model mouse-interaction behavior as descriptive statistics of spatiotemporal attributes of behavior and form a feature vector to represent holistic mouse-interaction behavior. For example, in [16] , every movement was considered as a "stroke" for web-based authentication. Each stroke was then represented by a feature vector consisting of spatial (e.g., curvature and angle) and temporal characteristics (e.g., acceleration and velocity). In [24] , mouse activities were characterized over a configurablesize window, extracting mouse features (e.g., distance, frequency, speed, etc.) for the activities in the window. Schulz [26] depicted mouse movement curves by curvature-, length-, and inflection-based features. These features were used to generate classification histograms as mouse signatures for validating a user's identity. In comparison, statistic-measurement-based approaches are of lower computational complexity and simpler implementation, but are subject to long authentication times for capturing enough data to achieve accurate authentication.
Trajectory-comparison-based approaches [3] , [7] , [13] , [17] generally characterize prefixed mouse movements by discrete mouse event sequences and compute the similarity of these sequences between subjects. For instance, in [13] , computer users were distinguished by comparing their signature trajectories written using a mouse. In [7] , users operated the mouse in a maze path, and the authors established authentication models based on the features extracted from the trace. Recently, the authors of [3] and [17] developed a login authentication method through prefixed mouse movements. Subjects executed a fixed sequence of mouse actions, and the authors investigated characteristics of these movements to authenticate a subject. Trajectory-comparison-based approaches offer the ability to derive a mouse signature directly from trajectory parameters, but the computational cost is high due to high dimensionality and complex matching.
Thus, mouse-interaction behavior has a rich potential for user verification. Compared with other widely used biometric features, such as fingerprint and face, mouse-interaction behavior is still in its infancy and has not yet achieved an acceptable accuracy, hence requiring additional research.
B. Overview of the Approach
There are many properties of mouse-interaction behavior that could serve as verification cues; we categorize them as either schematic or procedural characteristics. The former reflects holistic attributes of mouse activities in the interaction, such as movement elapsed time and traveled distance; the latter depicts dynamic progress of mouse motion. Most previous work adopted low-level information such as descriptive statistics of mouse activities [24] , [26] or the holistic shape of a mouse trajectory [3] , [17] . Due to the difficulties of automatic modeling of mouse motion behavior, few methods have used higher level information, e.g., spatiotemporal features of mouse motion processes, which can reflect the dynamics of mouse interactions. Given the observation that mouse-interaction behavior contains both the schematic characteristics of mouse trajectory and the dynamics of mouse motion, we attempt to model these two different information sources and then fuse them for user verification (see Fig. 1 ).
For each sample of a mouse-operation task, operational attributes of mouse trajectory are used to characterize holistic mouse-interaction behavior. Descriptive metrics are extracted based on these attributes and then analyzed using a power transformation method to obtain a schematic representation of the behavior eigenspace. In addition, a segmentation method, using a propagation algorithm, partitions the motion process of mouse-interaction behavior. Spatial and temporal changes of mouse behavior are represented as an associated sequence of behavior segments. Procedural metrics are then extracted from these segments to depict mouse motion characteristics, i.e., the dynamics of mouse-interaction behavior. Both schematic and procedural cues obtained from mouse-interaction behavior may be independently used for user verification using classification techniques [i.e., nearest neighbor and support vector machine (SVM)]. They are effectively combined to improve verification performance.
C. Purpose and Contributions
The major contributions are summarized as follows. 1) Instead of the descriptive statistics of mouse-interaction behavior usually adopted in existing work, we propose newly defined procedural and schematic features to model mouse-interaction behavior. We model mouse-interaction behavior not only by deriving a holistic spatiotemporal description of mouse-interaction trajectory, but also by analyzing dynamic motion patterns of mouse-interaction progress. Thus, we implicitly capture both procedural (dynamic) and schematic (structure) characteristics of mouseinteraction behavior. 2) Operational attributes of mouse trajectory are used to characterize holistic mouse behavior and are analyzed using a power transformation method. This stabilizes the variance, improves the validity of measures of association of holistic mouse behavior, and depicts a schematic representation of the behavior eigenspace. 3) A propagation-based segmentation method is proposed to model the dynamic process of mouse motion for obtaining associated sequences of behavior segments. This yields a structured representation of mouse movements and characterizes the motion habits of individual users. This also can reduce behavioral variability, which leads to improved verification accuracy and verification time. 4) One-class learning methods are employed to model behavior metrics for user verification, by which a verification system could be based solely on the data from legitimate users. Diverse fusion rules are compared for combining schematic and procedural information of mouseinteraction behavior, enabling the discovery of shared characteristics and promising strategies among these rules for improving verification performance. 5) Performance evaluation is performed on our newly established database. To our knowledge, extant work usually reported good results on a limited-size database, but few of them make quantitative comparisons among various approaches. Here, we conduct both qualitative and quantitative comparisons among existing features and algorithms from the reference to further examine the reliability and applicability of our verification approach. 6) This study develops a user-verification approach, based on mouse-interaction behavior analysis, that performs user verification in a short time while maintaining high accuracy. It exhibits these essential properties: a) it is simple to implement and comprehend; b) no specialized hardware is needed to capture the data; c) it demands minor computational cost and resources; d) it can verify a user within a short period of mouse interaction to achieve good verification performance. The remainder of this paper is organized as follows. Sections II and III describe schematic and procedural feature construction and modeling. Classifiers and combination rules are presented in Section IV. Section V describes the evaluation methodology. Section VI provides experimental results. Section VII offers a discussion and conclusion.
II. SCHEMATIC FEATURE CONSTRUCTION AND MODELING
This section analyzes the operational attributes of mouse trajectories and extracts schematic features, which are then transformed to obtain a schematic characterization of mouseinteraction behavior.
A. Mouse Behavior Representation
Mouse-interaction behavior is generally viewed as a sequence of mouse actions resulting from a user's interactions with a computer in graphical interfaces. We first extract mouse actions from raw mouse data. Specifically, the mouse data are a sequence of mouse-motion actions such as common movements (general mouse movements involving no clicks) and point-and-click movements (mouse movement followed by a mouse click), each of which can be encoded into a mouse operation P = {p i } 1×n , where p i is the ith point in the operation with the form of <event-type, screen position, timestamp>, and n is the number of points. Since verifying people by mouse interaction depends greatly on how users move the mouse [17] , we consider mouse behavior as a series of mouse movements with mouse clicks or pauses between every two adjacent movements. Each mouse movement is represented as a sequence of movement points, each of which is a triple in the form of <2D-screen position, timestamp>.
B. Schematic Feature Extraction
We characterize a mouse trajectory based on holistic spatiotemporal attributes. These attributes are analyzed and transferred to form a behavior feature vector. In this study, we define schematic features to depict holistic behavior of mouse interactions, including the following. 1) Travelled distance: the distance of a mouse movement from the start point to the end point, which is calculated as the sum of the Euclidean distance between two consecutive points in the given movement. 2) Movement offset: the accumulated deviation between corresponding points of the actual mouse trajectory and a straight line between the start and end points. We first employ coordinate transformation to place the movement at the new coordinates, in which the x-axis represents movement direction. Then, the movement offset of the movement can be computed by the sum of coordinate values over the y-axis. 3) Movement elapsed time: the time from the start point to the end point of a mouse movement.
C. Feature Transformation: Training and Projection
Earlier work found that some schematic features approximately follow a log-normal distribution [1] , [26] , and since some classifiers model these features as normally distributed, the transformation makes the features a better match for such models. We, therefore, considered a log-transformation of schematic features to obtain a compact representation of holistic behavior space.
1) Box-Cox Transformation: Training:
We employed the Box-Cox transformation [2] to stabilize the behavior variance and to improve the validity of measures of association, generating a more compact description of schematic mouse-interaction behavior and a better match for statistical classifiers.
For each subject, her/his training dataset is a set of schematic feature vectors extracted from her/his own data. Let F = {f ij } n ×m be the training set of the subject, with f ij being the jth feature of ith feature vector, and m and n be the number of features in the vector and the number of samples in the training set, respectively. The main objective in the training phase of the Box-Cox transformation is to make an inference on the transformation parameters, by using the Maximum Likelihood method. We defined the Box-Cox transformation by
where λ j is the power parameter of the jth feature,f j = {f ij } n ×1 and y j = {y ij } n ×1 are training vector of the jth feature and the corresponding set of the transformed jth feature from all n training samples. We assumed the transformed feature to be y j (λ j ) ∼ N (Xβ j , σ j 2 I n ). We observed the design matrix X, and the model parameters are (λ j , β j , σ j 2 ). Let J(λ, y j ) be the Jacobian of the transformation from f j to y j ; then, the likelihood for y j is We then calculated the Maximum Likelihood Estimation for(β j , σ j 2 )β
where G = X(X X) − X . We next maximized (2) by iteratively replacing β and σ, to solve λ.
2) Box-Cox Transformation: Projection: Given the transformation parameter λ = {λ j } 1×m for the selected subject, we calculate the transformed feature vector of any newly arriving schematic feature vector by using (1), whether the feature vector is from either the legitimate subject or from impostors.
To investigate the validity of measures after our transformation method, and how well the measures could be improved in terms of discriminability and stability, we employed the kernel density estimation [4] method of estimating the probability density function (PDF) of a random variable, to obtain the PDF of every schematic feature before and after transformation. The PDF of each feature is calculated over 200 mouse samples. A comparison of typical features for two subjects is shown in Fig. 2 . The PDF curves of the transformed features resemble normal distributions and appear more discriminative than those of the original features (by comparing the overlap of a feature's PDF curves before and after the transformation), indicating that the transformation may generate a better match for statistical classifiers, boosting their performance. We can also see that the PDF curves of transformed features are more compact, implying that the transformation method can mitigate the intraclass behavior variability in mouse data. These results suggest that the transformed features are more distinctive and stable, which may lead to high verification performance.
III. PROCEDURAL FEATURE CONSTRUCTION AND MODELING
This section introduces the concept of a mouse behavior segment and develops a propagation-based method to partition the dynamic process of mouse motion for obtaining associated sequences of behavior segments. Procedural metrics are extracted from these segments to depict mouse motion characteristics. 
A. Mouse Motion Segment
Our preliminary analysis discovered that movement segments, which are obtained by partitioning a mouse movement, appear to be stable and consistent across a subject's data. A closer examination of the physical process behind the generation of a mouse movement reveals that it is possible to recognize certain distinct phases. Consider a scenario in which a subject moves the mouse from one position to another position (see Fig. 3 ), where we could divide this movement into four movement segments (i.e., four phases). In the first phase, the subject begins moving the mouse from the starting position and the speed increases from zero. In the second phase, the subject accelerates and the speed reaches the maximum. In the third phase, the subject decelerates the mouse moving in the target direction. In the fourth phase, the subject adjusts the mouse to approach the target and the speed reduces to zero. The number of phases may vary between different subjects, due to the distinct motion agility and habits of individual users.
Previous work has shown metrics extracted from a whole movement exhibit some stability and discriminability among different subjects [38] . Some measurements extracted from the movement segments appeared more distinctive and stable than those from the whole movement. We conjectured that the improved stability and discriminability may be due to fine-grained representation of mouse motion by movement segments. Thus, a reasonable solution to capture the dynamic process of a mouse movement is to partition it into several segments.
B. Movement Segmentation Analysis
While most researchers mainly use statistical measurements of mouse movements, we developed a propagation-based [5] segmentation algorithm to depict the dynamic process of mouse motion and obtain associated sequences of behavior segments. We take similarity measures between movement points and iteratively refine their interrelation until a stable set of exemplars and corresponding movement segments emerge. Fig. 4 presents our algorithm framework for partitioning a mouse movement into movement segments, obtaining a fine-grained and structured representation of mouse motion. This algorithm first measures the similarities between each pair of movement points to initialize their correlations and then recursively calculates and updates the affiliation of these movement points; it finally constructs stable and accurate sets of movement segments and movement exemplars. Let P = {p 1 , p 2 , . . . , p n } be a mouse movement, where p i is the ith point in that movement, and n is the number of points. Specifically, for the movement P, we partitioned it into movement segments as follows.
1) Movement Segmentation Method:
Step 1: For each movement point p i , we computed traveled distance s i , movement speed v i (as the rate of change of traveled distance between two adjacent points), and movement acceleration ac i (as the rate of change of velocity between two adjacent points), to characterize the dynamic properties of the point, since they can efficiently reflect the motion agility and habits of mouse users.
Step 2: We calculated the geodesic distance matrix D = {d uv } n ×n between all pairs u,v from n movement points of the movement P
where d EU is the standard Euclidean metric, Q = {q i } 1×m is a sequence of movement points in the movement P with q 1 = p u , q m = p v , q i ∈ P, ∀i ∈ {2, . . . , m − 1}, and (q i , q i+1 ) are nearest neighbors of each other (measured by the k-nearest neighbors (k-NN) algorithm [12] with the k (that is a parameter of k-NN) set to be 4, after comparative experiments in our study). We then set the similarity matrix Sim = {S ij } n ×n as the negative value of the geodesic distance matrix D:
Step 3: We calculated two types of correlation metrics to measure the affiliation for all pairs of movement points: the responsibility and availability metrics. The responsibility r(p i , p j ), sent from point p i to point p j , represents the evidence for how well-suited point p j is to serve as the exemplar for point p i , given by
The availability a(p i , p j ) sent from the candidate exemplar point p j to point p i shows the accumulated evidence for how appropriate it would be for point p i to choose point p j as its exemplar, given by
In addition, we updated the self-availability by
Step 4: We combined the availabilities and responsibilities together to identify the exemplars C * i and segments P C * i :
Step 5: We repeated the above steps until: 1) the changes in the correlation metrics fall below a threshold; and 2) the sets of movement segments and exemplars stay constant for a fixed number of iterations.
2) Movement Exemplar Generation and Segment Matching:
When using the segmentation method to partition mouse movements, our first step is to construct normal exemplars of movement segments as a set of reference-segment exemplars for each legitimate user, based on her training data. We identified exemplars from each mouse movement in a training sample of that subject and then merged these exemplars to obtain an aggregate exemplar set. The average exemplar set over all training samples is the reference-segment exemplar set for that subject. Due to distinct motion agility and habits among individual users, the number of exemplars would be different from one subject to another, which means the number of motion phases in mouse movements would vary between different subjects. In this evaluation, the number of exemplars for different movements varied from 2 to 7, and for an average level, four segments are identified over all subjects.
On the basis of the reference-segment exemplar set of the legitimate subject, a new mouse movement sample (either from a legitimate subject or impostors) can be easily partitioned into movement segments by the following procedure:
Step 1: For a certain movement in the new sample, calculate the similarities between movement points and the exemplars from the legitimate subject.
Step 2: Assign the movement points to the exemplars with the largest similarity value.
Step 3: Assemble the movement points belonging to the exemplars in the increasing order of their timestamps, to obtain the segments of that movement.
Step 4: Repeat the above steps for each of the remaining movements in turn to form the movement segments for representing the mouse movement sample.
C. Procedural Feature Extraction 1) Procedural Feature Extraction From Segments:
The extracted movement segments cannot be directly utilized by a classifier. Instead, behavior features are extracted from the segments, which are then combined to form a vector representing the movement segments of each mouse-operation sample. Let E = {p 1 , p 2 , . . . , p l } be a mouse segment, where p i is the ith point in that segment and is represented by a triple x i , y i , t i in which x i and y i are the horizontal and vertical coordinates of point p i , and t i is the sampled time of point p i . Then, for each segment, we extract procedural features to depict the dynamic process of mouse motion behavior: 1) Horizontal speed:
2) Vertical speed:
3) Tangential speed:
4) Horizontal speed against distance:
5) Vertical speed against distance:
6) Average speed against distance:
7) Horizontal acceleration:
8) Vertical acceleration:
9) Tangential acceleration:
10) Horizontal acceleration against distance:
11) Vertical acceleration against distance:
12) Average acceleration against distance:
In comparison with schematic features depicting holistic operational attributes of mouse trajectory, procedural features characterize dynamics of mouse motion, which can accurately reflect the motion habits and agility of individual users. 
2) Empirical Feature Study:
We explored the effectiveness of the proposed method to see whether the metrics from movement segments would be more stable and discriminative than those from whole movements.
We reused the kernel density estimation method to calculate the PDF curves of procedural features from both movement segments and whole movements. Fig. 5 shows the comparative results of some typical procedural features for two subjects; each panel displays the PDF curves of a whole movement and the median movement segment (obtained from the whole movement) at the same scale. PDF curves of the features extracted from the movement segment are more concentrated than those from the whole movement, which implies that the metrics from movement segments can provide an accurate and stable characterization of mouse motion behavior. The PDF curves of metrics from the whole movement overlap for two subjects, which would make it hard to distinguish them. In comparison, there is a clearly discriminative gap between the PDF curves of metrics from the movement segment for different subjects, indicating that metrics from movement segments hold more discriminative power than those from whole movements. Thus the features from movement segments are superior to those from whole movements, and may lead to high verification performance. Similar results were obtained for other subjects.
IV. USER VERIFICATION ARCHITECTURE
Our proposed user verification system consists mainly of four components (see Fig. 6 ): recorder, feature construction, user verification model, and fusion and decision maker. The design of the first two components is straightforward. The recorder records users' mouse operations, while the feature-construction module builds a structured representation of mouse-interaction behavior, and constructs feature vectors for each mouse-operation sample. The focus of this section is on the design of the classifier, the user verification model, and the fusion and decision maker.
A. Design of Classifiers
User verification is traditionally a two-class classification problem (impostors versus legitimate user) which can be solved by measuring similarities between users' profiles. In the scenario of user verification by mouse-interaction behavior, a login user is required to provide the user name and to perform a specific mouse-operation task which would be secret, like a password. Each user would choose her own mouse-operation task and would not share that task with others. Therefore, when building a classifier for a legitimate user, generally, only the mouse samples from legitimate users are available; other users' (considered as impostors in this scenario) samples of this task are not readily available. Hence, a more suitable way is to establish the classifier by the data only from the legitimate user, and use it to detect impostors. We, thus, considered the verification task as a one-class classification problem [8] .
1) Classifier for Schematic Features:
A nearest-neighbor classifier [12] was employed to model schematic features, because earlier studies showed that the use of this classifier for holistic behavior comparisons leads to stable and robust classification [20] . In the phase of classifier training, the covariance matrix was measured from training feature vectors, and each of the feature vectors was recorded. The nearest-neighbor parameter k was chosen as 5 after multiple tests. With classifier testing, the arithmetic-mean Mahalanobis distance between the test vector and the nearest vectors was considered as the classification score.
2) Classifier for Procedural Features: A one-class SVM was used to model procedural features, because it is a competent classifier with good performance [22] . A kernel function was used to convert data into a high-dimensional feature space; the origin was considered as the only data from other classes. With classifier training, the classifier was built based on the training vectors, with the penalty factor of SVM classifier set to 0.07 (using LibSVM [19] ); a linear kernel function was used. With classifier testing, the classifier computed the distance from the linear separator to the test vector as the classification score.
B. User Verification Model
Mouse-interaction data are collected for the legitimate user whose behavior we are trying to model. To provide an accurate and robust authentication, we built the verification models for both schematic behavior and procedural behavior as follows (depicted in Fig. 6 ).
Step 1: For each mouse-operation sample from the training data, we generated a schematic feature vector (using the procedure in Section II) and a procedural feature vector (using the procedure in Section III).
Step 2: We viewed these vectors as the training feature set to train our classifiers, thus obtaining the verification model for schematic behavior and procedural behavior.
C. Fusion and Decision Maker
The rules of combining classifiers are employed to improve verification accuracy and efficiency. For example, Srisuk et al. [14] integrated the shape and texture of a face for user authentication, and a theoretical framework was proposed in [15] for fusing independent classifiers.
Generally, the obtained classification scores cannot be directly combined in a statistical way, since they are not usually direct estimations of the posterior probability for the data samples; rather, they are the distance measurements from the reference sample to the testing samples [18] . Therefore, classification scores with different distributions and ranges have to be converted to comparable metrics before the fusion process. Here, we used the logistic function e (α +β x) /(1 + e (α +β x) ). Given the theoretical framework in [15] , we compared the product, max, sum, min, weighted sum, and neural-network rules for the classification combination. Let F sch be the transformed classification score of a schematic feature vector, and F pro be the transformed classification score of a procedural feature vector. These rules are defined by the following:
1) The product rule:
2) The sum rule:
3) The max rule:
4) The min rule:
5) The weighted sum rule: Given the consideration that the schematic cue and procedural cue may contribute unequally to the final decision, we developed the following weighted sum rule:
6) The neural-network rule: We combined the output of each individual classifier into a new feature vector, which is taken as the input to a three-layer neural network, with two input nodes, four hidden nodes, and one output node. The final verification decision is made by comparing the fused classification score with a threshold ζ k :
V. EVALUATION METHODOLOGY
A. Data Acquisition
A new mouse-interaction behavior database, called XJTUMouse database, 1 was established for our experiments. Experiments were conducted on HP workstations (Core i5 2.4-GHz processors, 2.0-GB RAM, 17-in LCD monitor, and USB mouse) connected to a Dell PowerEdge server with a configuration of Intel X5677 3.46-GHz Processor and 12.0-GB RAM, running the Windows Server 2008 operating system.
Our custom Windows application supported representative mouse-operation tasks. Each task consisted of eight consecutive mouse movements separated by mouse clicks. Eight movement directions were considered to express 45°ranges over 360°. Three types of movement distance were identified to represent short-, middle-and long-distance mouse movements. During data collection, a routine environment was set up for the subjects, and each task presented the same mouse movements but in different orders, to reduce the effect of being used to a certain task. A mouse behavioral sample was obtained when a subject performed a task one time, in which s/he first clicked the start button and then moved the mouse to click subsequent buttons prompted by the data-collection application.
The resulting XJTUMouse database includes 106 subjects, each with proficiency in the usage of mouse for over two years. They are from different ages, occupations, and educational backgrounds. Subjects took between 60 and 120 days to produce a total of 21 200 mouse-operation samples. Institutional Review Board approval was obtained.
B. Model Training and Testing
As mentioned in Section IV-A, we used holistic and procedural feature vectors separately for user verification. We designated one subject (out of our 106 subjects) as the legitimate user and used the remaining subjects as impostors. The corresponding model was trained and tested by the following steps.
Step 1: We ran the training procedure on half of the samples (randomly chosen) from the legitimate subject to build a profile of that subject.
Step 2: We ran the testing procedure on the remaining samples from the legitimate subject to recognize that subject.
Step 3: We ran the testing procedure on the samples from the impostors to recognize the impostors.
Step 4: We repeated the above steps, using each of the remaining subjects viewed, in turn, as the legitimate subject.
Tenfold cross validation [31] was used to adjust the parameters of the classifier in the corresponding model. We repeated the above process 20 times (each with an independent sampling from the entire dataset) to accommodate the randomness induced by the random selection of training data.
We combined schematic and procedural features together for user verification, using the fusion rules described in Section V-C.
C. Calculating Verification Performance
We used the false-acceptance rate (FAR) and false-rejection rate (FRR) to measure user verification performance. The FAR is calculated as the probability that the verification system incorrectly authorizes a nonauthorized subject, and the FRR is calculated as the probability that the verification system incorrectly rejects an authorized subject. We also adjusted the discrimination threshold to obtain the receiver operating characteristic (ROC) curve and the equal-error rate (EER) of our verification system [27] .
D. Statistical Analysis of the Results
We developed a statistical testing procedure based on the half-total error rate and confidence interval [29] . The HTER is by
and the confidence intervals are calculated as HTER ± σ · Z α/2 , where σ and Z α/2 are expressed by
for 95% CI 2.576, for 99% CI (31) where N gen is the number of legitimate samples, and N imp is the number of impostor samples.
VI. EXPERIMENTS
This section presents an objective evaluation of the accuracy and efficiency of the user verification system and compares our approach with state-of-the-art approaches in the literature.
A. User Verification 1) Verification by Single Modality:
In this experiment, we separately modeled the schematic and procedural information of mouse-interaction behavior for user verification. Fig. 7 and Table I show ROC curves and average FARs and FRRs (with the standard deviations in parentheses). Table I also contains the average verification time (sum of the average time needed to collect the data and the average time needed to make the verification decision).
The verification results show that there is indeed identity information in both schematic and procedural features of mouse- Average verification time: 6.1 s interaction behavior, which can be exploited for user verification. Performance achieves an FAR of 7.86% and an FRR of 9.66% using schematic features, and an FAR of 3.98% and an FRR of 5.15% using procedural features. The time needed to capture a behavioral sample and make a verification decision is 6.1 s. These results are very promising and are competitive with the best previously reported results, although suffering from higher variability of mouse operations in comparison with previous work, since most previous work needed to observe mouse operations over a much longer time.
The performance of procedural features is somewhat better than that of schematic features for the verification task. We conjecture that this is due to the fact that the procedural information reflects fine-grained behavior of mouse motion, which may accurately characterize the motion habits of individual users. In addition, the standard deviations of the verification error rates for procedural features are also much smaller than those of schematic features, suggesting that procedural features are more robust and stable to parameter adjustment procedures and behavior data.
2) Verification by Fused Modalities: We fused holistic and procedural features at the decision level to improve verification performance. Fig. 8 and Table II show ROC curves and average FARs and FRRs of the verification task using the developed fusion rules.
The best performance is achieved by the weighted sum rule, with an FAR of 1.18% and an FRR of 1.96% with a verification time of 6.1 s. This is acceptable performance for realistic applications.
Verification performance using fused modalities (with the exception of product and min rules) is better than that using any single modality. This may be due to a comprehensive understanding of mouse behavior by analyzing schematic spatiotemporal properties, as well as dynamic motion processes. Additionally, it is known that the lower the correlation of different modalities, the higher the verification accuracy after fusion. Our two types of features handle mouse motion behavior from two different perspectives. Since the holistic structural attributes of a mouse trajectory have little to do with the dynamic process of mouse motion, schematic attributes can be uncorrelated with the dynamic details of mouse movements to some extent. Our two classifiers use different assumptions about the structure of the data and the stochastic model that generates it. These are the main reasons why fused modalities perform well in the verification task. The worst result of fusion rules is achieved by the product rule, which appears similar to the performance of the min rule. The results of these two rules are worse than any single modality. If one of the classifiers generates a classification score below the threshold, the verification would be rejected even if the other classifier has a score above the threshold. Another interesting outcome is that the weighted-sum rule has the best verification accuracy (as well as the sum rule), which has been investigated in [9] using sensitivity analysis. Moreover, neural network performance is very close to the performance of the sum rules. Table III summarizes the statistical test results. The results show that the fusion of schematic and procedural features using the weighted sum rule provides the lowest HTER; the 95% confidence interval lies at 1.57% ± 1.62%. 3) System Overhead Analysis: This verification system could be used for identity verification on a personal or public computer in an organization. In this situation, the system is installed at the client side, and usually, a single subject is presented for user verification. Thus, the end host can easily fulfill the verification task; the system load is very light. On the other hand, such a system can be integrated into online services (e.g., e-account verification), where the data collection module is embedded within a users' account page, and the analysis module is placed on the server side. Since hundreds of users might simultaneously access their accounts, the system overhead may become an issue in terms of computational cost and storage resources.
We evaluated computational overhead for data processing, feature extraction, and classification. The CPU cost was measured on an Intel Xeon X5677 3.46-GHz Processor. The data processing and feature extraction for 5 min of mouse inputs from 100 users on a typical website, including 3780 mouse actions, take only 13.57 s. Classification takes only 315 milliseconds over 3700 mouse actions. These three tasks were processed in an encrypted domain (using the standard encryption technique of AES with key lengths of 256 bits); the time consumption was 667 ms. Compared with the data processing and feature extraction tasks, the overhead for classification and data protection are negligible, which indicates that computational overhead is minor.
We also assessed the memory cost of the verification system. The verification process was analyzed using the Windows tool, purify 2 ; only 6.82 Kb of memory resource was consumed for testing the mouse-operation sequence. Our system prototype was developed to utilize a single threaded with multiple client modes with time-division multiplexing. The primary memory cost is to buffer accumulative mouse-interaction operations and classifier outputs for each user. A single mouse-interaction operation consumes 252 bytes, 4 bytes for each feature metric. A detection sequence of eight mouse-interaction operations consumes 1.96 Kbytes. If the user space increases to 100 online users, it requires 196.88 Kbytes in total. Another issue of concern is the disk space for storing user profiles. In our system, a behavior signature (or template) of a user profile consumes 328.67 Kbytes. If the user space increases to 10 000 users, it requires 3.13 GB, which is relatively light, even on a personal computer.
B. Effect of Sample Length
We explored verification performance at different sample lengths to investigate the balance between the usability and the security of our approach. Sample length is the number of mouse actions in one data sample, i.e., the duration of the verification time. To analyze the effect of sample length on verification accuracy, we constructed datasets with varying sample lengths s n by employing the bootstrap sampling method [35] on the raw dataset. The new data samples were produced with the form of multiple sequential samples from the raw dataset. We used the weighted sum fusion rule on six derived datasets, with s n = 4, 8, 16, 32, 48, and 80 operations.
The FAR and FRR at a sample length of 4 are 8.74% and 9.36%, with a verification time of 3.7 s (shown in Table IV ). When the sample length increases, the FAR and FRR decrease to 1.18% and 1.96%, but the verification time increases to 6.1 s. We may conclude that the verification accuracy gets better as sample length increases. It is notable that increasing the sample length comes at the expense of usability. Thus, a tradeoff between security and usability should be made. Our verification system takes about 6-s observation of mouse-interaction behavior to obtain good steady verification accuracy, which is feasible and quick enough for most verification processes.
C. Effect of Subject Pool
Another important issue about our system is its scalability, which refers to the ability of the system to accommodate an increasingly large subject pool. The general rule is that with an increase in subject-pool size, two subjects would have similar profiles with higher probability. Thus, one may wonder how the verification performance is influenced as the size of the subject pool grows larger, in order to explore the scalability of our verification system. Here, we set the size of our subject pool to range from 2 to 57 and reconducted the verification experiment using the weighted sum rule. For every change of the size of the subject pool, we repeated the experiment 40 times, each with an independent selection of all subjects.
The EER curve, with the 95% confidence intervals, is shown in Fig. 9 . EER increases when the size of subject pool becomes larger. There is a significant increase of EER when the size of subject pool ranges from 2 to 31. The larger the size of subject pool, the higher the probability that two subjects will have similar profiles. However, for more than 31 subjects, the EER becomes gradually stable; only small fluctuations with the range of error rates are obvious as the sample length increases even further. This indicates that the size of subject pool in the mouse-behavior-analysis evaluation is encouraged to be larger than 31, in which the effect of subject pool might be minor. These results also demonstrate that the size of our subject pool is in a range where the size effect is insignificant.
D. Comparisons
The lack of common datasets and standard evaluation methodology is a real limitation in mouse-behavior analysis. As we know, most papers in the literature report poor performance (regarding verification accuracy or verification time), or present good verification accuracy on a limited size dataset; few, however, made comparisons among various approaches. Here, we provide three complementary experiments to compare the proposed approach with extant studies.
1) Comparisons with Existing Features and Algorithms:
We first quantitatively compared the verification performance of our approach with existing approaches, using our dataset. We adopted the original features and methods used in Hashia et al. [1] , [3] , [7] , [16] , [17] , [30] , [32] , and [38] listed in Table V , since they stood for relatively diverse methods and were frequently cited in the field. We redid the verification experiment by implementing the above seven approaches so that the verification performance of different approaches could be compared on an equal basis. Table V shows the average FARs and FRRs (with corresponding standard deviations in parentheses) for these seven approaches on the same dataset. We observe that the error rates of our approach are much lower than those from other approaches. This may be due to the fact that our approach captures both schematic properties and dynamic processes of mouse-interaction behavior, providing a comprehensive and indepth description of these behaviors. Moreover, the standard deviations of our method are smaller than those of extant approaches, indicating that our method may be more stable and [32] are initially applied to continuous authentication (or intrusion detection), and we extracted parts of features closely related to mouse operations in our dataset. The reason for testing these approaches on our dataset is that we want to examine whether the features employed in continuous authentication can be used in user authentication. robust to the behavioral variability in mouse-interaction data.
Our approach was far superior to [38] , even though both methods used similar procedural features for the static verification task. In this study, the procedural features were extracted from movement segments, while in [38] , the procedural features were extracted from a whole movement. Our empirical studies (see Fig. 5 ) show that the procedural features extracted from a movement segment exhibit better stability and discriminability than those extracted from a whole movement; the metrics from movement segments allow finer-grained and more accurate characterization of mouse movements, resulting in a performance boost for the user discrimination task. We also tested our approach on a dataset collected in a continuous manner and compared the performance of our approach with the state-of-the-art approaches for continuous authentication: [1] , [23] , [24] , [32] , [46] . We used the dataset from [1] and [23] to reimplement these approaches and make this comparison. This dataset collected raw mouse data (consisting of 906 h over 3182 data sessions) from 48 subjects, which were invited to use freely any kind of application in an open computing environment. The collected data contained four types of mouse actions (mouse move, point and click, drag and drop, and silence) and eight types of movement directions (each of which represent a 45°region). To implement our approach for continuous authentication, the raw mouse-event stream was categorized into 24 different types (based on eight different movement directions and three different movement types, discussed in Section V-A). The features were extracted from each data session; the authentication was then done on the features. Table VI shows the average FARs and FRRs for each of the six approaches. When our approach is applied to continuous authentication, the accuracy is superior to most approaches and is also competitive with the best previously reported results [23] . Along with the results in the above section, these comparative results further validate the feasibility and effectiveness of our approach for user verification and show that our approach can achieve good accuracy in both the static and continuous authentication scenarios.
Due to lack of some technical details, there may be some differences in our implementations of the compared approaches: 1) adopting different parameters of verification algorithms; 2) employing different threshold analysis techniques for classification scores; 3) training the classifiers with lower quantities of data. It is notable that the results provide preliminary comparative performance; one should not generalize to conclude that a certain algorithm is always better than others. Each algorithm has its own unique advantages and disadvantages under different conditions and applications; therefore, further evaluations on more realistic and challenging datasets are needed.
2) Comparison with Extant Studies:
We presented a qualitative comparison in terms of experimental setting and results between our approach and extant work in the literature, shown in Table VII . Aksari and Artuner [3] and Revett, Jahankhani, de Magalhes, and Santos [30] rely solely upon mouse-interaction behavior for user authentication, obtaining an acceptable verification accuracy of EER about 5.9% and 4%, using a relativelyshort authentication time of 39.7 s [30] , and a small number of mouse operations of ten clicks and nine movements [3] . However, these results were obtained on relatively small datasets (ten users in [3] and six users in [30] ). Bours and Fulla [7] and Hashia, [3] , [7] , and [16] ; instead, they asked the user to accomplish a number of mouse operations for authentication (15 clicks and 15 movements for [16] ; ten clicks and nine movements for [3] ; 18 short movements for [7] ).
Pollett, and Stamp [17] made the verification decision in a short time, but their ERRs were up to 15% and 26.8%. Additionally, most extant studies used data from both legitimate users and impostors for training the classifiers, which may be not realistic for user verification in practice. However, in our approach, we had a larger subject pool (106) and more mouse-operation samples (21 200) than previous research did. We established one-class learning models with which only data from the legitimate user is needed to build the verification model. We achieved a high verification accuracy with FAR of 1.18% and FRR of 1.96%, with 6-s observation of mouse-interaction behavior, and low costs for computation and storage. Although the result does not satisfy the European standard for access control [10] , we believe that, at current performance levels, mouse-interaction behavior is a useful enhancement for traditional verification mechanisms.
VII. DISCUSSION AND CONCLUSION
In this study, we highlighted the motivations and challenges of using mouse-interaction behavior for user verification, and we developed a simple and efficient user verification system through modeling mouse behavior. Experimental results show that mouse-interaction behavior exhibits considerable stability and discriminability among users, and the verification system can achieve a verification accuracy with FAR of 1.18% and FRR of 1.96% with an observation of mouse-interaction behavior for about 6 seconds. This result is promising. However, our result is still less than the ideal to reach the European standard for commercial biometric technology, requiring of an FRR of 1% and FAR of 0.001% [10] ). One way to boost the performance may be to seek a more robust representation of mouse feature space or to design more effective methods to mitigate behavior variability. Others may be to establish more sophisticated classifiers or design more effective combination rules. Separately modeling various types of mouse behavior also deserves more attention in future work.
We modeled mouse-interaction behavior by capturing both schematic characteristics and dynamic patterns. First, we analyzed operational attributes of mouse trajectory and derived a schematic description of mouse-interaction behavior by using a power transformation method. Second, we developed a segmentation-based method to model the dynamic process of mouse motion behavior. These methods reveal different perspectives of mouse-interaction behavior. Since the schematic characteristics of a mouse trajectory have little correlation with the dynamic processes of mouse motion, the schematic features may not be relevant to the procedural features. Further analyses of this correlation are needed.
We implemented six fusion rules for user verification, and we compared these rules against one another. The best verification performance was obtained by the weighted-sum rule, due to its ability to adjust the weights of two different types of features based on classification error rates, while maintaining high robustness and accuracy. The product-based rule was the worst performer, which could be explained by one classifier having generated a classification score below the threshold; in this case, verification will be denied, even if the other classifier has a score above the threshold. The comparison among these six fusion rules is interesting in that it reveals which fusion strategies are most effective. We plan to survey other fusion rules from the literature to drive progress toward better results.
We provided objective comparisons of our approach to the state-of-the-art approaches on an equal basis. Unfortunately, mouse-interaction behavior analysis lacks standard datasets and evaluation protocols. Most studies present verification results using their own data, few of which made informed comparisons on an equal basis. Our work compares various approaches in the literature using the same data and the same evaluation procedure. It is expected that researchers can extend their work on establishing more diverse and larger datasets with more subjects and condition variation, to develop a standard method for evaluation and development of the current state of the art.
Being able to verify the personal identity of users through mouse-interaction behavior, it is important to note that the registration and verification process should take place in a protected environment, in order to avoid impostors being able to manipulate users' templates through the introduction of false samples. In this evaluation, we considered a simple way to secure the biometric template by storing it in an encrypted domain (using standard encryption techniques of AES). But there may be a risk of leaving the template exposed during every authentication attempt [41] . A more secure way is to employ a transformation function to the biometric template [43] and only store the transformed template. The same transformation function is then applied to query mouse features, and the transformed query is directly matched against the transformed template. Another direction is utilizing some public information about the biometric template to extract a cryptographic key from the query mouse features [41] , [42] and then performing matching indirectly by verifying the validity of the extracted key. During the templategenerating phase, users' identities should be checked in some alternative way, and the production of mouse-operation samples should be limited to a few days, not weeks or months.
This paper focused on the problem of user verification in a static scenario (e.g., at login time) by analyzing mouseinteraction behavior, wherein authentication decisions are based on a fixed sequence of mouse behavior. One could also apply our approach to continuous authentication [1] , [23] , [24] , [32] , [47] , because mouse-interaction data are captured implicitly and passively during users' routine computing activities (without active user involvement or explicit actions requiring attention from users), and categorized into twenty-four different types (based on eight different movement directions and three different movement types, as discussed in Section V-A). Then, a threshold is set for triggering the instantiation of an authentication model for each type of mouse operation of the legitimate user (e.g., template enrollment). When the number of mouse operations reaches the threshold, the authentication model can be built. Then, an authentication decision can be made by the integration of multiple recent mouse operations or a penalty-and-reward function [48] . However, the specific features that should be used to represent each mouse operation for real-time applications (which are updated with each new mouse operation), and how mouse-interaction behavior analysis can be integrated efficiently in real-time continuous authentication, are still open questions to be investigated in future work.
When behavioral biometric techniques are adopted for user verification, concerns may be raised about user privacy [45] . Users should be made aware that they are under observation, and they should also understand (and hopefully accept) that every security policy implies a limitation of privacy in some way [40] . In comparison with keystroke dynamics [44] , the personal information embedded in mouse dynamics is minimal. In the analysis of keystroke-typing behavior, the system would record the user's passwords, user names, and other sensitive textual information. Yet, in the case of mouse-interaction behavior analysis, the verification system monitors users' mouse movements and clicks, which may have to be blurred out of concerns for privacy. The monitored mouse operations would be normalized to have relative position information and only be stored in terms of movement features and corresponding timing information, which are made available exclusively to the verification process. Even with perfect knowledge of stored mouse-operation information, the only things an adversary may figure out are when the user clicked and moved the mouse, which gives away little information about users' activities and credentials.
