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Abstract
The problem of understanding road scenes has been on the fore-front in the computer vision com-
munity for the last couple of years. This enables autonomous systems to navigate and understand
the surroundings in which it operates. It involves reconstructing the scene and estimating the objects
present in it, such as ‘vehicles’, ‘road’, ‘pavements’ and ‘buildings’. This thesis focusses on these
aspects and proposes solutions to address them.
First, we propose a solution to generate a dense semantic map from multiple street-level images.
This map can be imagined as the bird’s eye view of the region with associated semantic labels for
ten’s of kilometres of street level data. We generate the overhead semantic view from street level
images. This is in contrast to existing approaches using satellite/overhead imagery for classification
of urban region, allowing us to produce a detailed semantic map for a large scale urban area. Then
we describe a method to perform large scale dense 3D reconstruction of road scenes with associ-
ated semantic labels. Our method fuses the depth-maps in an online fashion, generated from the
stereo pairs across time into a global 3D volume, in order to accommodate arbitrarily long image
sequences. The object class labels estimated from the street level stereo image sequence are used to
annotate the reconstructed volume. Then we exploit the scene structure in object class labelling by
performing inference over the meshed representation of the scene. By performing labelling over the
mesh we solve two issues: Firstly, images often have redundant information with multiple images
describing the same scene. Solving these images separately is slow, where our method is approxi-
mately a magnitude faster in the inference stage compared to normal inference in the image domain.
Secondly, often multiple images, even though they describe the same scene result in inconsistent
labelling. By solving a single mesh, we remove the inconsistency of labelling across the images.
Also our mesh based labelling takes into account of the object layout in the scene, which is often
ambiguous in the image domain, thereby increasing the accuracy of object labelling. Finally, we per-
form labelling and structure computation through a hierarchical robust PN Markov Random Field
defined on voxels and super-voxels given by an octree. This allows us to infer the 3D structure and
the object-class labels in a principled manner, through bounded approximate minimisation of a well
defined and studied energy functional. In this thesis, we also introduce two object labelled datasets
created from real world data. The 15 kilometre Yotta Labelled dataset consists of 8,000 images per
camera view of the roadways of the United Kingdom with a subset of them annotated with object
class labels and the second dataset is comprised of ground truth object labels for the publicly avail-
able KITTI dataset. Both the datasets are available publicly and we hope will be helpful to the vision
research community.
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Chapter 1
Introduction
1.1 Objective
Computer vision has been applied extensively towards the process of extracting informa-
tion from images, which is essentially about what objects are present in the real world and
where they are located. Humans and most of the other biological creatures use this capa-
bility to assimilate information about their surroundings from the images generated in their
retina, enabling them further to take action in response to the events in their vicinity. This
is essentially their visual perception [122]. The biological process which gives rise to this
visual perception, selectively identifies and passes the information to the brain (e.g. optical
lobe in the cerebral hemisphere of the human brain) for processing. Based on the stimuli the
brain tries to determine the objects and their relative location and any response if deemed to
be necessary. This problem of information capture, dissemination and processing have at-
tracted psychologists, neurologists and more recently computer vision scientists to attempt
a reasoning of the overall perception process [91, 122, 183]. The advent of the computer as
an information processing machine provided an opportunity to recreate and analyse various
models which can mimic the visual perception of the human brain. However the core prob-
lem of extracting efficiently and correctly the two factors: ‘what’ and ‘where’, from real
world images still remains a considerable challenge.
This dissertation proposes techniques for performing semantic mapping and reconstruc-
tion of road scenes using computer vision techniques, focussing on the two main factors of
what objects are present and where are they located. The thesis begins by proposing a
method to generate a dense per-pixel semantic overhead view of a large scale urban region.
Then, the method is extended to perform a dense semantically labelled 3D reconstruction
of an outdoor scene using only visual data. This thesis, further investigates multiple rep-
resentations of the structure, namely mesh based and voxel based, and proposes methods
to perform accurate object labellings on them. Providing semantic information about the
scene in a dense representation, aids autonomous robotic systems to identify the objects
in its surroundings and provide an improved object class boundary estimate, required for
robotic tasks such as navigation and manipulation.
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1.2 Motivation
Understanding the visual perception is a daunting challenge due to the inherent ambiguity
in image formation. An image corresponds to the world’s projection in the retina, which
acts as a stimulus to the sensory receptors. The light that contributes to the image consists of
a conflation of several physical phenomena like illumination, reflectance, transmittance and
a set of various other physical properties of the objects present in the scene. The objects in
the scene are present in different scales/sizes, located spatially at varying distance from the
observer, in different orientations, occluding each other and possibly having motion paral-
lax. The final image is the combined effect of all these phenomenon. Such an example can
be seen in Fig. 1.1. The image in the top shows a typical urban scene, which comprises hu-
mans, vehicles, buildings, road, pavement, etc. The human is closer to the camera, thereby
is relatively larger in the image, while the vehicles appear small in the image because they
are situated at a large distance from the camera. If we try to stretch the image such that the
X axis represents the distance where the objects are located in the scene from the camera
and the Y axis denotes approximately the object’s actual height. Then we will observe that
the human lies towards the left (near the camera) and is of low height while the building is
located in the right (the far end from the viewpoint) and much taller. Our aim is to obtain
this representation in which we can place the objects in their own scale at the position where
they actually occur in the scene. Extracting these individual factors from the images is hard,
and often referred as the inverse optics problem [89].
Vision scientists tried to explain the physical process associated with an image through
a multitude of ways. One of the approaches to reason about things present in the image
was a probabilistic framework where the pixels in the image are associated with an object
from a predefined set of objects, based on a classifier response of the features computed
around those pixels [158]. A set of training images is used to gather a prior knowledge for
each object. The training set is used to learn a classifier which tries to establish a linkage
between the image pixels and the real life object. Similarly, for perceiving the physical
space, cues like perspective, occlusion and multiple views of the same scene are considered.
It is observed by early landscape painters (Leonardo Da Vinci’s study on binocular vision
dated 16th century [182]) that the objects closer to the person are larger and they have a
dissimilar projection at each eye. It was observed by C. Wheatstone [183] that dissimilar
perspective projection of the object subtended at each eye, results in the three dimensional
perception in the human mind. This property of binocular vision or stereo was later on
explored extensively in [122, 123].
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Figure 1.1: A general description of a scene. The image (top) describes a general road
scene. The image below shows the objects in the relative distance from the viewing point.
The person is closer to the camera, while the buildings and cars are farther away. Finding
which object classes is present and their positions from the image, is a challenge which we
address in this thesis. (Image courtesy: Antonio Torallba, http://6.869.csail.mit.edu/fa13/)
Currently, computer vision has come a long way in terms of its capability: from an
explanation of binocular stereo through random-dot stereograms [122] to large working
systems [22]. It is being used increasingly in our daily activities via personal devices like
smartphones, entertainment consoles (e.g. Microsoft Kinect, PlayStation), health care de-
vices, social care robots [121], assembly line robots in large industrial set-ups [144] and
autonomous self-driving vehicles [172]. In all these examples computer vision is playing
an increasing role through object recognition, detection, localisation and mapping. Specif-
ically, in the context of self-driving vehicles, technology has progressed from navigating
in a desert terrain [25] to navigate in a complex busy street scene [130, 172] and journey
through intercontinental highways [21] (see Fig 1.2). It is necessary for these camera en-
abled driver-less cars to ascertain the drivable region by determining the free road space,
handle obstacles like the pedestrians, vehicles, recognise the post/poles and simultaneously
be aware of its current position in the road: thus requiring both object perception as well
as location awareness. Similarly, for manipulating systems (e.g. robots in assembly lines)
it becomes extremely important to identify the correct objects, and simultaneously get sit-
uational awareness. Another important application is to aid people with limited physical
capability for navigation in the real world [84]. In all these above applications, the task of
accurately estimating objects and their locations become primarily important, which is also
the goal of this thesis.
4
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Figure 1.2: Driverless Cars across the world. (a) Shows the Oxford University Robot
Car [130], which uses multiple sensors like cameras, radars and scanning lasers which
enable them to pinpoint the location of the vehicle. (b) Google driverless car [172],
one of the most successful autonomous vehicle project uses a multitude of laser range
finders, video cameras and laser sensors which is used along prior detailed map infor-
mation collected using manually driven vehicles. (c) Vehicles participating in the Vis-
lab Intercontinental Autonomous challenge [180], where the challenge was to have a
convoy of cars (six in total, four autonomous) to drive from Parma, (Italy) to Shang-
hai covering 1̃6000Kms, where the convoy is led by a manned control vehicle. Fi-
nally (d) shows a view of the laser scan images from a google autonomous vehicle.
The laser returns give an approximate idea of the obstacles in the scene. In all these
examples a heavy reliance of the laser scans is observed, which drives up the cost
of the system. (Image courtesy: (a) Robot Car- http://mrg.robots.ox.ac.uk/robotcar/, (b)
Disruptive tech predictions- http://www.dvice.com/archives/2012/05/which of these.php (c)Vislab-
http://vislab.it/automotive/ and (d) This Is What Google’s Self-Driving Car ’Sees’ as It Makes a Turn
http://mashable.com/2013/05/03/google-self-driving-car-sees/)
However, most of these autonomous systems [172], rely on multiple sensors such as
stereo cameras, panoramic vision systems, laser scanners and global positioning systems
(GPS), inertial measurement devices, accelerometer, gyroscope, etc. Such complex systems
result in a high cost to manufacture and maintain. Ideally to achieve the goal of mass au-
tonomous systems, a pure camera based system for structure determination and perception
offer the advantage of being low in cost. Moreover, the images potentially contain a lot of
detailed information which helps a vision based system have the additional advantage of be-
ing dense in nature in comparison to sparse laser returns from the range finders. This gives
an additional motivation to target a system that can generate a dense semantically annotated
scene only through visual imagery.
Over the last few years, considerable advances have been witnessed in the area of un-
derstanding an image or a sequence of images [23, 69, 111]. Often the computer vision
tasks like image segmentation, object recognition, stereo matching are treated as a labelling
5
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Figure 1.3: Image Labelling problem: The top row shows the images taken from a stereo
camera mounted on the top of a vehicle, the bottom row shows the object class labelling
and the disparity estimation from [111].
problem where the set of image pixels is grouped together, based on their semantics, and as-
sociated with a particular label. These labels may correspond to object labels such as road,
car, sky and pavement, or depth labels (pixels grouped having similar depth from the cam-
era). These labels are generally structured and are often conditionally dependent on each
other. As a result, with increasing number of pixels (from hundreds of thousands up to tens
of millions), the interdependency between them makes the problem of labelling quite hard.
Most computer vision techniques model these interrelationships among the pixels through
pairwise Conditional Random Fields (CRF) and such modelling approaches has proved to
be effective for a challenging real world scene problems. Especially in the context of road
scenes it was shown by Ladicky et. al in [111] that the relationship between object and
depth can be successfully modelled through a CRF representation where both object class
labelling and disparity estimation was performed simultaneously. Taking inspiration from
this we show in this thesis how object labelling and depth estimation can be employed for
applications like semantic mapping, reconstruction and semantic structure recovery.
1.3 Contributions
The main contributions of this thesis are summarized below. We will discuss the relevant
contributions in detail at the end of every chapter, and present a consolidated summary in
section 7.1.
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Dense Semantic Mapping, Chapter 3 : We have presented a technique to generate a
dense semantic overhead map (an overhead view or a bird’s eye view of an urban region)
from a sequence of street level images spanning ten’s of kilometres. The proposed method
is based on a two stage CRF which aggregates local semantic information into a global infer-
ence problem and outputs a map with semantic annotation. A semantically augmented map
can add richness to the existing mapping applications [68, 94] through adding object class
information. In most of the cases, the mapping applications are associated with overhead
satellite imagery which is difficult for determining semantics. On the other hand street im-
ages contain detailed information at higher resolution, which can be exploited effectively.
In our semantic map, a dense layout of object classes is generated as seen from an overhead
view. An example of a semantic map is shown in Fig. 1.4(a).
Large Scale Semantic Reconstruction, Chapter 4 : The semantic mapping is extended
in this chpter to generate a dense 3D semantic structure corresponding to the scene. The
input to our system is a sequence of stereo images captured from a specialised vehicle at
regular interval. The proposed method is capable of performing large scale dense volumetric
reconstruction (up to kilometres of urban road scene), using a truncated signed distance
representation, with semantic class labels. We perform an on-line volumetric update method
to accommodate large tracts of street imagery to facilitate large scale dense reconstruction.
A CRF is defined on the images to extract the object class information present in the images.
These object labels are accumulated over time in a naive Bayes fashion and projected onto
the surface of the reconstruction producing the dense labelled reconstruction. An example
of semantic modelling of urban scene is shown in Fig. 1.4(b)
Mesh based inference on structure, Chapter 5 : While performing the object labelling
in the image domain, the surface properties are not considered. Here, we have extended our
dense semantic labelling of the urban scene to use the structure by performing the inference
over the mesh. A CRF is defined on the scene structure which is denoted by a triangulated
mesh. By performing labelling over the mesh we solve multiple issues. Firstly, images often
contain redundant information where multiple images describe the same scene. As a result,
image based labelling tend to be slow by solving the redundant information. Our proposed
method is faster in the inference stage by approximately 25× than an image based labelling
method. Secondly, often multiple images, even though they describe the same scene result
in inconsistent labelling. As we solve only a single mesh, we remove the inconsistency of
labelling across images. Finally by virtue of working on meshes, which explicitly encodes
7
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Figure 1.4: Overview of work contained in the thesis(a) Semantic Map: A bird’s eye rep-
resentation of the urban scene with dense object class labels, (b) Labelled Reconstruction:
Dense reconstruction from stereo pairs, which is annotated with semantic labels. (c) Mesh
based inference: A meshed structure is generated from a sequence of stereo image pairs.
We compute appearance based scores for each mesh locations in an effective depth sensitive
fashion and then perform inference over 3D surface, which enables us to exploit the layout
of the objects present in the scene. This helps us in achieving significant speedup in the
inference stage, with improved accuracy and consistency in results. (d) Semantic Octomap:
Our framework can infer labelling and occupancy jointly in an unified manner. We intro-
duce robust PN constraints over the grouping of voxel volumes indexed through an octree
graph.
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the object layout information though connectivity, the proposed method is more accurate
than object labelling in the image domain. An example of mesh based scene labelling is
shown in Fig. 1.4(c).
Octree based hierarchical object and structure computation, Chapter 6 : Finally, we
perform a hierarchical labelling and structure computation by introducing a multi-resolution
3D constraint towards the aim of unified scene understanding. The method assigns every
voxel in the scene with an object class label or marks them free. The octree representation
of the 3D allows voxels to be grouped naturally to form bigger sub-volumes. We propose
a hierarchical robust PN Markov Random Field, defined on the voxels and grouping of
voxels in the 3D space, to ascertain the occupancy and semantics of the voxels (see Fig.
1.4(d)).
Datasets, Appendix A : Over the thesis, we have introduced, and made publicly avail-
able, two object labelled datasets created from real world data. The Yotta labelled dataset
which is used for dense semantic mapping, is created from real world data covering the
roadways of the United Kingdom captured by YottaDCL [42]. The capturing process is per-
formed by a specialized vehicle, fitted with multiple cameras. Manual annotations of object
class labels has been performed for a representative subset of those images for training and
evaluation purpose. Additionally, an aerial image set comprised of satellite views acquired
from Google Earth [67] is labelled which corresponds to a subset of the geographical area
the region covered by our vehicle (approximately 7.5 kilometres). We have also created
ground truth object labels for the publicly available KITTI dataset [62] for performing dense
semantic reconstruction. Both the datasets are available online 1 2 and will be helpful to the
vision research community as a whole.
1.4 Publications
The publications related to the thesis are as follows
• Sunando Sengupta, Paul Sturgess, Lubor Ladicky, Philip H. S. Torr: Automatic dense
visual semantic mapping from street-level imagery. IEEE/RSJ conference on Intelli-
gent Robots and Systems 2012: pages: 857-862 (Chapter 3 )
1available at http://cms.brookes.ac.uk/research/visiongroup/projects.php
2http://www.robots.ox.ac.uk/˜tvg/projects.php
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• Sunando Sengupta, Eric Greveson, Ali Shahrokni, Philip H.S. Torr: Urban 3D Se-
mantic Modelling Using Stereo Vision, IEEE International Conference on Robotics
and Automation (ICRA), 2013 (Chapter 4 )
• Sunando Sengupta*, Julien Valentin*, Jonathan Warrell, Ali Shahrokni, Philip H.S.
Torr: Mesh Based Semantic Modelling for Indoor and Outdoor Scenes, IEEE con-
ference on Computer Vision and Pattern Recognition, 2013. ( *Joint first authors,
Chapter 5.)
In this work, I was responsible for performing inference on the mesh and labelling the
outdoor scene, while the contextual feature learning and indoor scene experiments,
not included in this dissertation, was done by co-first author.
• Sunando Sengupta*, Julien Valentin*, Jonathan Warrell, Ali Shahrokni, Philip H.S.
Torr: Mesh Based Semantic Modelling for Indoor and Outdoor Scenes. SUNw:
Scene Understanding Workshop held in conjunction with IEEE Computer Vision and
Pattern Recognition, 2013. ( *Joint first authors, Invited paper)
Other publications
• Ziming Zhang, Paul Sturgess, Sunando Sengupta, Nigel Crook, Philip H.S. Torr: Ef-
ficient discriminative learning of parametric nearest neighbor classifiers, IEEE Con-
ference on Computer Vision and Pattern Recognition (CVPR), 2012
• Lubor Ladicky, Paul Sturgess, Christopher Russell, Sunando Sengupta, Yalin Bas-
tanlar, William F. Clocksin, Philip H. S. Torr: Joint Optimization for Object Class
Segmentation and Dense Stereo Reconstruction. International Journal of Computer
Vision 100(2): pages 122-133, 2012 (Invited paper, IJCV special issue. Chapter 1 )
• Lubor Ladicky, Paul Sturgess, Christopher Russell, Sunando Sengupta, Yalin Bas-
tanlar, William F. Clocksin, Philip H. S. Torr: Joint Optimisation for Object Class
Segmentation and Dense Stereo Reconstruction. BMVC 2010 (BMVA Best science
paper)
1.4.1 Thesis outline
This thesis is comprised of 7 chapters. In the first two chapters we introduce the problem and
the CRF notations that are used in this thesis extensively. In chapter 3, method for generating
the overhead dense semantic map is described. In chapter 4, a large scale outdoor dense
10
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reconstruction with associated semantic annotations is demonstrated. In chapter 5, a mesh
based inference for structure labelling is shown and in chapter 6, we have described the
hierarchical octree based labelling and structure computation. The thesis finally concludes
in chapter 7.
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Chapter 2
Background
2.1 Image Labelling Problem
Various computer vision tasks, such as image segmentation [23, 164], stereo matching
[111, 151], object recognition [158], can be seen as an image labelling task, where each
individual pixel in the image is assigned to a particular object label category. Formally, the
image labelling problem is to assign a label from a set of labels L, to a set of discrete sites
denoted by V = {1, ..., n} where n is the number of sites [118] corresponding to the image
pixels. The label set L = {l1, l2, ..., lk} can take a set of discrete values. For instance, they
could be categories such as object class labels: ‘vehicles’, ‘vegetation’, and ‘buildings’, as
shown in Fig.2.1. Alternately, they could be a discrete set taken from a continuous range,
as encountered in depth/disparity estimation problems: depicted in Fig.2.2 where the image
pixels are associated with disparity labels.
2.1.1 Markov Random Fields
Markov Random fields (MRF) provide a probabilistic framework to model the image la-
belling problem [118] effectively by incorporating the dependencies between the variables.
Consider a set of random variables X = {X1, X2, ..., Xn}, where each variable Xi ∈ X
corresponds to the image pixel site i ∈ V . The goal is to assign each random variable
Xi = xi a label l ∈ L. Any assignment of labels to the random variables is called a la-
belling, denoted as x, and the total number of such possible configurations are exponentially
large L = |L|n. The neighbourhood of a random field is given byN which is comprised of
the setsNi,∀i ∈ V , whereNi denotes the set of neighbours of the variableXi in the random
Figure 2.1: Object class labelling: An example image encountered in a normal road scene.
Every pixel in the input image (a) is assigned to an object class (b) from the set of labels,
namely car, road, vehicles and pavement, each denoted by a specific colour.
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field. An example of the neighbourhood system can be seen as the 4-neighbourhood, i.e.
every image pixel i is connected to its 4 immediate neighbours. A clique is defined as the
set of random variables Xc ⊂ X that are conditionally dependent on each other.
The random field is Markovian if it satisfies the positivity criterion (Pr(x) > 0,∀x ∈
X) and the Markovianity criterion (Pr(xi | xj : j ∈ {1, 2, ..n} \ {i}) = Pr(xi | {xj : j ∈
Ni})). That is, the prior probability of a labelling to a random variable Xi = xi, depends
only upon its neighbouring random variables given by the set Ni. A CRF can be viewed
as an MRF globally conditioned on the data. It models the conditional probability of the
labelling x given the data D assuming the validity of the Markovian property.
The conditional probability of the labelling x given the data D, is given by
Pr(x | D) = 1
Z
∏
c∈C
exp(−ψc(xc)), (2.1.1)
where C is the set if cliques formed by grouping of elements in V . The term ψc(xc) is the
potential function of the clique c where xc = {xi : i ∈ c}. The number of elements in
each clique xc determines the order of the clique. For example, a clique of two elements
represents two neighbouring random variables. The term Z is the normalizing constant also
known as the partition function. The corresponding Gibbs energy [64, 118] is given as:
E(x) = − logPr(x | D)− logZ
∝
∑
c∈C
ψc(xc). (2.1.2)
The labelling of the random field will be obtained by maximizing the posterior probability.
Thus the most probable labelling or the Maximum a Posteriori (MAP) labelling x∗ is defined
as:
x∗ = argmax
x∈L
Pr(x | D) = argmin
x∈L
E(x). (2.1.3)
The MAP estimate of x∗ is the labelling which maximises the posterior distribution Pr(x |
D) or essentially minimises the energy E(x) [72].
Pairwise CRFs. Most of the image labelling problems in computer vision are formulated
as a pairwise CRF on the image pixels. For pairwise CRF, the energy function in Eqn. 2.1.2
can be rewritten as the sum of the unary and the pairwise potential terms:
E(x) =
∑
i∈V
ψi(xi) +
∑
i∈V,i6=j,j∈Ni
ψij(xi, xj), (2.1.4)
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where V = {1, 2, ..., n}, and Ni denotes the set of all the random variables forming the
neighbourhood ofXi. The unary potentialψi(xi) gives the cost of assignment of a particular
labelling xi to the random variable Xi. The term ψi(xi) is typically computed from colour,
texture and location features of the individual pixels and corresponding pre-learned models
for each object class [20, 147, 158]. The pairwise term ψij(xi, xj), imposes a smoothness
prior on the labelling, representing the cost of assigning the labels Xi = xi and Xj = xj
over the neighbourhoodNi. It encourages neighbouring pixels in the image to take the same
label and penalises any inconsistency in the labels between xi and xj , taking the form of a
Potts model:
ψij(xi, xj) =
 0 if xi = xj ,g(i, j) otherwise, (2.1.5)
where the function g(i, j) is a contrast sensitive function depending on the difference of
intensities of the two pixels in consideration for our case. This is typically defined as:
g(i, j) = θp + θvexp(−θb||Ii − Ij ||2), (2.1.6)
where Ii and Ij are the colour vectors of the pixels i and j respectively in our experiments.
θp, θv and θb are the parameters which are determined through the training/validation data.
Higher Order CRFs. There has been much interest in higher order CRFs’ in the recent
past. They have been successfully used to improve the results in problems such as image
de-noising, restoration [112, 145], texture segmentation [101], object category segmenta-
tion [101]. The higher order potential is defined on the cliques comprising more than two
elements in the set. These cliques correspond to image segments obtained by multiple un-
supervised segmentations [101, 108]. As a result, they are able to model effectively higher
contextual information in the image by capturing the fine details including texture and con-
tours of the segments better than the pairwise potentials. The Gibbs energy of our higher
order CRF is given by:
E(x) =
∑
i∈V
ψi(xi) +
∑
i∈V,j∈Ni
ψij(xi, xj) +
∑
c∈C
ψc(xc), (2.1.7)
where C denotes the set of all the higher order cliques, ψc refers to the potential defined on
them and xc is the set of all elements in clique c. The cliques are generally obtained through
multiple unsupervised segmentation [101]. The hierarchical potential can take the form of
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a robust PN model defined as:
ψc(xc) = min
l∈L
(γmaxc , γ
l
c + k
l
cN
l
c(xc)), (2.1.8)
where γlc ≤ γmaxc , ∀l ∈ L andN lc(xc) =
∑
xi∈xc δ(xi 6= l) denotes the number of inconsis-
tent pixels with the label l. This framework allows to integrate multiple image quantisations
in a principled manner. To increase the expressiveness of the hierarchical model, conditional
dependency between the segments was modelled in [108], where segment level appearance
cost and pairwise dependencies between neighbouring cliques was introduced. For further
details we refer the reader to [108]. The final labelling is obtained by finding the lowest
energy configuration of the CRF. The energy (Eqn. 2.1.4) can be minimised using approxi-
mate graph cut based methods such as α-expansion [17, 101]. We will now briefly explain
the inference methods.
2.1.2 Graph cut based inference
Finding a computationally feasible MAP estimate for the labelling problem has been of
considerable interest over the last four decades. Geman and Geman [65] had proposed a
simulated annealing method with gradual temperature reduction to generate the MAP es-
timate for low level vision tasks such as image deionising. Later on, iterated conditional
modes was proposed by Besag [11] to solve the same problem. It was first shown by Greig
et. al. [72] that the graph cut algorithm of Ford-Fulkerson for finding the maximum flow in
a capacity limited network can be used to evaluate the MAP estimate for a binary image. It
was shown later in [15, 16, 168] that efficient graph cut based algorithm with low run-time
complexity can be employed for obtaining an optimal solution for binary label problems
and an approximate solution with good optimality guarantees [17, 100, 103] for multi-label
problems such as image segmentation and stereo.
Move making algorithms Boykov et al. proposed efficient graph cut based α-expansion
and αβ-swap algorithms [17, 168] for solving the energy minimisation problem. They be-
long to the class of move making algorithms. These algorithms work iteratively, by starting
from an initial labelling x and make a series of moves (label changes) which lower the total
energy. Convergence is achieved when the energy cannot be decreased further. At each
step, the algorithms search in a move space to find the optimal move, which is the one that
decreases the energy of the labelling by maximum amount. The α-expansion algorithm
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finds an approximate map estimate by solving a series of st-mincut problems. At each step,
it considers a label α ∈ L, and allows all the random variables to either retain their current
label or change to α. For the αβ-swap algorithm, each move operates on a pair of labels,
say α and β, and the move allows to exchange the labels for the random variables which
are assigned the labels α and β. Both of the move making algorithms ensure that the move
results in a labelling with lower energy than the previous labelling. For further details we
refer the reader to [17, 102].
2.2 Dense 3D reconstruction
In this section we first discuss the problem of finding 3D information from a pair of images
and then discuss about extending them to a sequence of images.
2.2.1 Stereo
Finding the depth of objects in the scene has been a core subject of research from the early
nineteenth century [183], where depth perception in humans was shown to be related to
the differing positions of the object in the two eyes. Later on the stereo problem continued
to be researched through the works of Grimson [74], Marr and Poggio [123], Baker and
Binford [8] etc. Most of these cases showed how edge information in the images can be
used for obtaining matches in the left and right images to further reason about their depths.
The core of the stereo problem is the correspondence problem, where given two images
of the same real world scene, a pixel in one image needs to be matched to a corresponding
pixel in the second image, which describes the same scene element. When the two images
differ in horizontal shift of the view points (thereby mimicking the binocular vision) the
coordinate shift between the corresponding pixels is known as disparity. Knowledge of
disparity enables us to perceive the motion between the images and also has a direct rela-
tionship with 3D depth [151]. The objects in the scene closer to the camera have higher
values of disparity, decreasing uniformly with the depth. The resultant disparity map for
all the matching pixels in the image gives a 3D representation of the scene. An example of
stereo matching is shown in Fig. 2.2.
Traditionally, to compute disparity between the pair of images, each pixel in first image
needs to be matched to another pixel in the second image. The search process is simplified to
one dimension if the images are aligned so that the pixels in the right image is shifted in the
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Figure 2.2: Stereo disparity estimation: The input images ((a) & (b)) are the ‘Tsukuba’
stereo pairs from Middlebury stereo dataset [151]. Pixels on the left image are matched
to the right image ones along the horizontal scan line to generate the disparity image. (c)
Shows is the disparity ground truth.
horizontal direction from the left image. This process is known as image rectification which
ensures that the pixel correspondence can be determined by searching along the horizontal
line in the other image, also known as the scan line. This is shown in Fig. 2.2 where (a)
and (b) depict the rectified images. Then the disparity for each pixel in the reference image
is computed by comparing the sum of absolute differences (ssd ) for each pixel in the scan
line by considering an image patch centred around the pixel of importance. Evaluating
the ssd for all the pixels along the scan line gives a cost volume, where the minimum
cost corresponds to the true disparity. However, such methods are subject to the noise halo
effect [37,151]. To overcome these problems, stereo matching has been has been formulated
as a labelling problem in an energy minimisation framework similar to eqn. 2.1.4. The label
set corresponds to set of the permissible disparity labels in this case [13, 111]. The image
graph comprises nodes corresponding to the image pixels and the edges are given by the
nodes 4/8-neighbourhood. The unary score corresponds to the pixel similarity value [12]
often measured over a window of n × n centred around the pixel of interest. The pairwise
term encourages the neighbouring pixels in the image to take similar disparity values. Often
it is a function depending on the difference between the disparity values of the neighbouring
pixels taking the form of a linear truncated model [111]. Similarly, other methods like
dynamic programming based approach has been used in [37], filtering the cost volume
using a weighted box filter such that depth discontinuity in the disparity image aligns with
the edge discontinuity [143] and using image patches of various sizes at object boundaries
in [85]. For more details we refer the reader to [169].
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2.2.2 Dense 3D reconstruction from image sequences
Recovering 3D from a set of images of a scene has been a long standing research area in
computer vision and graphics, and has witnessed multiple approaches in an attempt to solve
it. In computer graphics the focus was in generating high quality 3D models of objects in
the form of polygonal meshes with detailed information like texture maps, surface normals,
reflectance properties, etc. They are mainly used for rendering purposes. However, in
computer vision, the focus has been to recover the scene geometry from a set of images
[152]. Often these image sources are independent and are taken from the internet [1, 160].
Finding the 3D location from multiple photographs can be done via triangulation if the
camera poses are known. Conversely, the camera poses can be determined if the actual 3D
location of the points are known. Retrieving the camera pose and recovering the 3D world
is also known as Simultaneous Localisation and Mapping (SLAM). To solve both problems,
feature matches are established over multiple images and optimised along with the camera
pose in a bundle adjustment scheme [2].
For image sequences, estimating the camera pose and the 3D world map, filtering tech-
niques like Extended Kalman Filters have been effectively used [5] in the past. In [41]
measurements from image sequences were fused by updating probability estimates for cam-
era extrinsics using Extended Kalman filters. In this work, the tracking and mapping were
performed together for all the frames. This was extended by Klien and Murray [99] who
proposed a technique employing parallel threads for tracking and mapping, where tracking
was performed for all the frames and the mapping was performed using bundle adjustment
for selected key frames.
However, SLAM based approaches are used generally to obtain a sparse reconstruction.
For dense reconstruction, it is required to estimate the surface information. Early works
for surface estimation included methods like space carving [107], voxel based space rep-
resentation [153], level set based methods [116] and visual hull based methods [32]. Most
of these methods follow a two-step approach [181]: first a local depth estimates are ob-
tained using a stereo pair or a group of images followed by fusion of these local depths.
The aim of the fusion process is to generate a watertight surface model. The first stage
is generally correspondence based stereo estimation (section 2.2.1). The second step, also
known as the data fusion step, has been attempted in a multitude of ways: one approach is
to use an energy minimization framework (discussed in section 2.1.1 ) with graph cut based
inference [60, 66, 181]. Other methods for the depth data fusion included level-sets based
methods [54, 116], deformable models [47, 59] or surface growing methods [76]. Recently,
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Newcombe et al. [129] proposed a system to generate a dense 3D reconstruction using a
handheld RGB-D camera in real-time for a small work space. The dense model is generated
by fusing overlapping depth estimates into a volumetric representation using a truncated
signed distance function. The final surface is obtained by determining the zero level set in
the volume. We follow this approach closely and take it further for outdoor scenes.
2.3 Discussion
In this chapter, we have discussed several existing techniques in computer vision for the
task of image labelling; we have considered how the labelling problem can be is equivalent
to an energy minimization problem, which can be solved efficiently using graph cut based
inference algorithms. Similarly, we have discussed the general 3D reconstruction problem;
both sparse and dense, from a set of images. The problem is particularly important for
general scene understanding to aid intelligent autonomous systems. To this end, in the next
chapter, we will begin exploring how object labelling of individual images in a sequence
can be combined to generate a labelled semantic map corresponding to a large scale urban
region.
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Chapter 3
Dense Semantic Map from
Street-Level Imagery
3.1 Introduction
In this chapter, we introduce a computer vision based system to generate a dense visual
semantic map from a sequence of street level images. We define a semantic map as an
overhead, or bird’s eye view of a region with associated semantic object labels, such as
car, road and pavement. Visual data have been exploited for scene understanding, which is
further used for higher level robotic activities. In most cases, robotic platforms are equipped
with multiple sensors like cameras for visual cues, laser range scanners for geometric cues,
odometry devices for tracking motion and global positioning systems (GPS). The data from
these sensors are used for tasks like localisation, mapping, recognition of objects [110,139]
in the scene and navigation in a structured environment [184]. Significant progress has
been made to produce the map of the mobile robot’s workspace [5, 131]. These maps have
rich geometric representation, but lack semantic labels associated with the scene. Similarly,
recognising objects in an urban outdoor scene have reached maturity in recent works [111,
185,187]. In this chapter, we address the issue of augmenting semantics through object class
labels in the map to aid autonomous systems where it operates. For example, such a map can
easily provide a clue to an intelligent vehicle’s navigation by determining drivable regions
for autonomous vehicles [39]. Such semantic information can be used to add richness to
existing mapping software like Google Earth [68] or Nokia Maps [94]. Moreover, this
is particularly useful for asset marking companies (e.g. Yotta [42]) wishing to provide
an automatic annotation of street assets (such as street light, drain or road sign) to local
authorities.
Incorporating semantics to enhance the environment model via the addition of object
class information from range data has been recently shown in [46]. Many LIDAR/range-
data based approaches have been demonstrated for perception [82]. However, such systems
based on 3D point clouds [28, 45, 124, 131, 132] are sparse in nature and often lack the
details for accurate boundary detections. On the other hand, images obtained from devices
at ground level are dense and contain a wealth of information allowing us to classify all the
individual pixels in the image rather than a sparse set of distance measurements from a laser
scan. Another advantage of using visual data is that it can be captured at high frequency and
resolution at low cost and it is not adversely affected by surface types, relative to range data.
However the images are inherently local in nature. This motivates us to construct a system
that reliably aggregates semantic information captured by local sensors into a global map.
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A semantic map could be created by labelling the satellite imagery of large areas directly.
But this type of data may lack the details that are required for classifying objects of interest.
Moreover, it cannot be easily updated in an online fashion.
Figure 3.1: Dense Semantic Mapping overview. The semantic map (a) is generated from
the street level images taken by a vehicle moving in the city. (b) Shows the objects class
segmentations from the street level images. These object class information is integrated to
generate the Dense Semantic Map. A corresponding overhead view from Google earth is
shown below in (c). Best viewed in colour.
We formulate the problem of generating a semantic map by using two layers of con-
ditional random fields (CRF). The first is used to model the semantic image segmentation
of the street view imagery treating each image independently. The outputs of this stage
are then aggregated over many frames providing a robust object class hypothesis for our
semantic map, that is the second random field defined over a ground plane. Each image is
related by a simple, yet effective, geometrical function that back projects a region from the
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street view image into the overhead ground plane map. This is in contrast to existing ap-
proaches which use satellite/overhead imagery for classification of urban region [36, 126],
allowing us to produce a detailed semantic map for large scale urban area. Moreover by
virtue of operating on the street level images, our method can scale from mapping hundreds
of metres to tens of kilometres. An example semantic map is shown in Fig. 3.1, where the
map is shown along with the Google Earth image of the corresponding region with asso-
ciated object class labels. For evaluation of our method, we introduce, and make publicly
available, a new dataset created from real world data covering the roadways of the United
Kingdom captured by YottaDCL [42] using a specialised vehicle, fitted with multiple cam-
eras. The vehicle also has GPS and odometry devices so that its location and camera tracks
can be determined accurately. Our qualitative evaluation is performed on an area that covers
14.8 km of varying roadways. We have hand labelled a relatively small, but representative
set of these images with per-pixel labels for training and quantitative evaluation. All the
views of our 14.8km track are publicly available along with the annotation data1. This type
of data along with our formulation allows us to aggregate semantic information over many
frames, providing a robust classifier. We hope that this stimulates further work in this area.
A sample dense semantic map generated by our system is shown in Fig. 3.2 along with the
associated Google Earth [67] satellite view and our street-level images. The vehicle track is
shown in magenta in the google earth image. The street level images are shown along with
the semantic map in the place where they have been captured.
1Available from http://www.robots.ox.ac.uk/˜tvg/projects.php
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Figure 3.2: Dense Semantic Mapping generated from our system. Top: Visualization of the
route taken by a specialized van to capture this street level imagery that we use to evaluate
our method. The Semantic map (bottom) is shown for the corresponding track along with
some example street view images. The palette of colours shows the corresponding class
labels. This image is best viewed in colour.
3.1.1 Outline of the Chapter
In the following §3.2 we overview the related literature. Our method for dense semantic
mapping is presented in §3.3. We introduce a new large scale road scene dataset in §3.4.1.
The qualitative and the quantitative results of our method are shown in section 3.4.2. Sum-
mary and discussion are provided in §3.5.
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3.2 Related Work
Over the last decade, there has been considerable research on the problem of Simultaneous
Localisation and Mapping (SLAM) where the current location of the robot and the general
model of the environment is being built simultaneously [5, 7]. However, as the research
became mature, the limitations of a map which is void of meaningful semantic interpretation
became evident [139]. This has led to a plethora of work in recent years, where information
from multiple sensors is used to perform some sort of object classification with the aid of
computer vision techniques, thereby improving the map.
Over the recent years, various computer vision techniques have been effectively used to
perform the task of object recognition [138,158], scene classification [113] and object class
segmentation [108, 157]. In most of these cases, the problem is posed as a dense labelling
problem where every image pixel is assigned a particular class label. In [158], it was shown
that incorporating context, shape and appearance in a CRF model was effective for visual
recognition and segmentation tasks. Of particular importance to our work presented in
this chapter is [108] where it was shown that context can be learnt efficiently via multiple
quantisation of image space through a hierarchy of superpixels.
In the context of road scenes, sequences of images taken from moving vehicles provide a
rich source of information through high resolution imagery taken at regular intervals. Vision
techniques applied to individual images were extended to solve the task of segmentation in
the image sequence [23, 114]. In [23], semantic labelling was performed by taking cues
from 3D point clouds derived from ego-motion. Similarly, image sequences from calibrated
stereo rigs on a moving vehicle were used for 2D object detection, 3D localisation, and
tracking in [114]. They tried to generate an overhead view of the region, but the map view
was inherently sparse as only point based features were present in the map.
On the other hand, in the robotics domain, multiple sensor modalities like imaging de-
vices along with laser range finders are used for interpreting the scene. In [125], a combined
image and laser based system was used to detect obstacles in the road. Visual informa-
tion from robotic platforms have also been used to determine the drivable regions for au-
tonomous vehicles in [39, 77] for the winning entry of 2005 DARPA grand challenge [173].
It was shown how visual data can be used in conjunction with data from various other
modalities to increase the range of the drivable region [39, 77]. This work however was
limited in determining the road region and was not applicable to more complex urban sce-
narios. In [35], a topographical map was generated using a sequence of stereo images which
attempted to build an overhead view, but did not consider a per-pixel semantic labelling of
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the map. Similar approaches have been used for mobile indoor robot scene understanding
in [132]. In [139, 140], Posner et al. use overlapping visual information from images for
each corresponding laser range data to classify surface types such as concrete, grass, brick,
or pavement in an outdoor environment. However, they consider each scans independently.
Other works included [176] where laser returns were classified using Associative Markov
Networks for outdoor building scenes. The most related work to ours is [46] where a CRF
based framework is used to classify a sequence of 3D scans over time and generate a se-
mantic map. However, their method produces a sparse map, as it ignores most of the image
data not overlapping with the laser points.
In this chapter, we propose a method to perform a dense per-pixel semantic map from
multi-view street-level imagery. We use the street level images as a local source of infor-
mation and exploit the local context through a CRF defined on each individual images. The
semantics associated with each image are linked globally via the second ground plane CRF.
In our work, we associate every ground plane pixel with an object class label giving us a
dense labelling of the ground plane making this work unique to previous sparse laser based
temporal scene classification [46, 139]. Also by defining multiple CRF’s, we are able to
harness the temporal as well as the local information effectively.
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Figure 3.3: Overview of our Algorithm (a) Each image is treated independently and each
pixel in the image is classified, giving a labelling x∗ ( §3.3.1). (b) A homography gives
the relationship between the pixel on the ground plane to a pixel in a sub-set of the images,
where the ground pixel is visible ( §3.3.2). Tm denotes the set of the image pixels that
correspond to the ground plane pixel zm. A histogram of labels are generated from the
pixel set which is used to obtained the unary measure for the ground plane pixel. (c) The
CRF produces a labelling of the ground plane, or a semantic map ( §3.3.3).
3.3 CRF Model for Dense Semantic Mapping
We model the problem of dense visual semantic mapping using two distinct conditional
random fields (CRF). A graphical overview of the proposed system is shown in Fig. 3.3.
The first CRF works with a sequence of images taken from synchronized cameras on the
vehicle (Fig. 3.3(a)). The object class information present in the local images is extracted
(Fig. 3.3(b)) and used to update the second CRF which is defined over the ground plane.
The two layers are linked via a homography (Fig. 3.3(c)). The output of the final CRF is
the semantic map. The two stage process enables us to model spatial contextual relations in
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both the image domain as well as on the ground plane. We chose to use CRFs as promising
results have been demonstrated on street-level imagery [111, 164].
In this section we describe the street level image segmentation framework in (§3.3.1)
and the ground plane mapping framework in (§3.3.3). The homography linking the local
street images and the ground plane is described in ( §3.3.2).
Figure 3.4: Semantic Image Segmentation: The top row shows the input street-level images
followed by the output of our first CRF model. The last row shows the corresponding ground
truth for the images. This image is best viewed in colour.
3.3.1 Street level Image Segmentation
For this part of our semantic mapping system we use an existing CRF based computer vi-
sion system [108] that is competitive to state-of-the art for general semantic image segmen-
tation [52] and leading the field in street scene segmentation within the computer vision
community [164]. We give a brief overview of their method here with respect to our appli-
cation.
Consider a set of discrete random variables X = {X1, X2, . . . , Xn}, where each vari-
able Xi ∈ X takes a value from a pre-defined label set L = {l1, l2, . . . , lk}. Our label set
is L = {pavement, building, road, vehicle, tree, shop sign, street-bollard, misc-vegetation,
pedestrian, wall-fence, sky, misc-pole, street-sign}. The random field is defined over a lat-
tice V = {1, 2, . . . , N}, where each lattice point corresponds to an image pixel, i ∈ V ,
which is associated with the corresponding random variable Xi. Let N be the neighbour-
hood system of the random field defined by setsNi,∀i ∈ V , whereNi denotes the set of all
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neighbours (usually the 4 or 8 nearest pixels) of the variableXi. A clique c is defined as a set
of random variables Xc which are conditionally dependent on each other. This framework
combines features and classifiers at different levels of the hierarchy (pixels and superpix-
els), resulting a strong hypothesis for a particular random variable to take any specific object
class label. The Gibbs energy [118] for the street-level image is
ES(x) =
∑
i∈V
ψSi (xi) +
∑
i∈V,j∈Ni,i6=j
ψSij(xi, xj) +
∑
c∈C
ψSc (xc). (3.3.1)
Unary potential The unary potential ψSi describes the cost of a single pixel taking a
particular label. It is learnt as the multiple-feature variant [108] of the TextonBoost algo-
rithm [158].
Pairwise potential The 4-neighbourhood pairwise term ψSij takes the form of a contrast
sensitive Potts model:
ψSij(xi, xj) =
 0 if xi = xj ,g(i, j) otherwise, (3.3.2)
where, the function g(i, j) is an edge feature based on the difference in the colours of
neighbouring pixels [15], defined as:
g(i, j) = θp + θv exp(−θβ||Ii − Ij ||22), (3.3.3)
where Ii and Ij are the colour vectors of pixels i and j respectively. θp, θv, θβ ≥ 0 are
model parameters which can be set by cross validation. Here we use the same parameters
as [164] as we have a limited amount of labelled data and our street views are similar in
style to theirs. The intensity-based pairwise potential at the pixel level induces smoothness
of the solution encouraging neighbouring pixels to take the same label.
Higher Order Potential The higher order term ψSc (xc) describes potentials defined over
overlapping superpixels obtained using multiple unsupervised meanshift segmentations [34].
The potential models the likelihood of pixels in a given segment taking similar label and pe-
nalizes partial inconsistency of superpixels. The costs are learnt using a bag-of-words clas-
sifier. The higher order term itself comprises of a segment unary and pairwise terms. This
level of generalization allows to select the best possible segment from multiple overlapping
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segments. The higher order term is given as
ψc(xc) = min
y
(
∑
c∈S
ψPc (x, yc) +
∑
c,d∈S
ψcd(yc, yd)) (3.3.4)
where yc is an auxiliary variable for the clique c, while c and d are the neighbouring seg-
ments and S denotes the total number of segments. y is the set of all the auxiliary variables
corresponding to the overlapping segments. The pairwise term is responsible for encourag-
ing smoothness over the neighbouring segments (cliques). We refer the reader to [108] for
more details. The energy minimization problem is solved using the graph-cut based alpha
expansion algorithm [17].
3.3.2 Homography
In this section we describe how the image and the ground plane are related through a homog-
raphy. We use a simplifying assumption that the world comprises a single flat ground plane.
Under this assumption, we use the camera pose and estimate a frontal rectangular ground
plane region that maps to a patch in the corresponding image assuming a constant camera
height. For computing the camera viewing direction we refer to [80]. Each ground plane
pixel zi in the ground plane patch is back-projected into the kth image Xk, as xkj = P
kzi,
where P k is the corresponding camera matrix. This allows us to define the set Ti of the valid
ground plane to image correspondences (as shown in Fig. 3.3(b)). Fig. 3.5 shows an exam-
ple ground plane patch and a registered corresponding image region. Any object such as the
green pole (Fig. 3.5(a)), that violates the flat world assumption will thus create an artefact
on the ground plane that looks like a shadow, seen in the circled area in Fig. 3.5(a). If we
have only a single image, then this shadowing effect would cause the pole to be mapped
onto the ground plane incorrectly as seen in Fig. 3.5(b). If we have multiple views of the
scene, then we will have multiple shadowing effects. These shadows will overlap where the
violating object meets the ground, as seen in Fig. 3.5(c). This is precisely the part of the
object which is necessary for building an overhead map. Also the flat ground around the
object, shown in blue, will be correctly mapped in more views. This means that if we use
voting over many views we gain robustness against violations of the flat world assumption.
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Figure 3.5: Flat World Assumption: In order to find a mapping between the local street
level images to our global map (a) we use the simplifying assumption that the world is
flat. The camera’s rays act like a torch, depicted in yellow. The green pole, which violates
this assumption creates an artefact on the ground plane that looks like a shadow, seen in
the circled area in (a). With a single image, the shadowing effect would cause the pole to
be mapped onto the ground plane incorrectly as seen in (b). With multiple views of the
scene, we have multiple shadowing effects. These shadows overlap where the violating
object meets the ground, as seen in (c). Each view votes onto the ground plane, resulting in
more votes for the correct label. (d) Shows the effect of the multiple views from different
cameras. This image is best viewed in colour.
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3.3.3 Dense Semantic Map
Our semantic map represents the ground plane as if it were being viewed from above and
is formulated as a pairwise CRF. The energy function for the map EM is defined over the
random variables Z = {Z1, Z2, ..., ZN} corresponding to the ground plane map pixels as
EM (z) =
∑
i∈V
ψMi (zi) +
∑
i∈V,j∈Ni
ψMij (zi, zj), (3.3.5)
where i ∈ V is the ground plane pixel corresponding to the random variable Zi and Ni is
the set of its neighbouring ground plane pixels. The label set is kept same as that of the
image domain (§3.3.1), except for the sky that should not be on the ground plane.
Unary potential The unary potential ψMi (zi) gives the cost of the assignment: Zi =
zi. The potential is calculated by aggregating label predictions from many semantically
segmented street-level images (§3.3.1) given the registration (§3.3.2). The unary potential
ψMi (zi = l) is calculated as:
ψMi (zi = l) = −log(
1 +
∑
t∈Ti δ(xt = l)ct
|L|+
∑
t∈Ti ct
) (3.3.6)
where |L| is the number of labels in the label set. Ti denotes the set of image plane pix-
els with valid registration via the homography as defined in 3.3.2. The factor ct is used
to weigh the effect of the image plane pixel contributing to the ground plane. Ideally, we
would like to learn the weights, but due to the lack of the training data, we weight all the
pixels uniformly. This kind of unary potential represents a form of naive Bayes probabilistic
measure which is easy to update in an online fashion. This voting scheme captures infor-
mation across multiple views and time inducing robustness in the system. The ground plane
unary generation is explained in Fig. 3.6.
Pairwise potential The pairwise potential ψMij (zi, zj) represents the cost of the assign-
ment: Zi = zi and Zj = zj and takes the form of a Potts model:
ψMij (zi, zj) =
 0 if zi = zj ,γ otherwise, (3.3.7)
The pairwise potential encourages smoothness over the ground plane. A strong hypoth-
esis for a particular label in the ground plane position is likely to be carried over to its
neighbours. Thus, for uncertain regions, this property will help in getting correct labelling.
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Figure 3.6: Semantic Map Unary: Each ground plane point zi is seen from a set of images
Ij , Ij+1, ..., Ik. The corresponding image pixels form the set Ti, which contribute to the
hypothesis for the ground plane unary ψMi (zi). The label prediction from all these image
points are fused according to Eqn. 3.3.6 to the unary hypothesis for the ground plane point.
The pairwise parameter γ, is set manually on unlabelled validation data.
3.4 Experiments
For qualitative and quantitative evaluation of our method, we are introducing a new dataset
that is 14.8 kilometre long, captured along the roadways in the UK. We have performed a
manual annotation for a representative set of images which is used for training and evalu-
ation purpose. The images have been selected in such a way that all the object classes are
represented adequately in both the training and the test set and do not contain overlapping
scenes.
3.4.1 Yotta Pembrokeshire Dataset
Our dataset is comprised of two sets of images. The first set is composed of street level im-
ages captured from a moving vehicle, and the second set comprises of the overhead aerial
images (obtained from Google earth) of the same region. Both the image sets have cor-
responding ground truth object class labellings which is made publicly available for the
computer vision community1. We now describe the dataset in details.
1available at http://www.robots.ox.ac.uk/˜tvg/projects/SemanticMap/index.php
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3.4.1.1 Yotta Pembrokeshire Street Images
Our street image set comprises of a 8000 long sequence of images captured from each
camera in the Pembrokeshire area of the United Kingdom. The images are captured at an
interval of 2 yards (approximately 1.8 meters) making it particularly hard for any sparse
point cloud reconstruction using traditional SLAM based methods [46]. The total length of
the sequence spans approximately 15 kilometres of roadways. The images are captured by
Yotta2 using a specialised road vehicle with 6 mounted cameras, 2 frontal, 1 either side and
2 rear facing. The van that has been used to capture the data is depicted in Fig. 3.7 along
with some of the captured images. The images at full resolution are 1600× 1200. This area
contains urban, residential, and some rural locations, making it quite varied and challenging
real world dataset. The camera parameters, computed from the GPS and odometry infor-
mation, are also provided. We have manually selected a small set of 86 images from this
sequence for ground truth annotation with 13 object classes, 44 of the labelled images are
used for training the potentials of ES and remaining 42 are used for testing. The 13 labels
are road, building, vehicle, pedestrian, pavement, tree, misc-vegetation, sky, street-bollard,
shop-sign, post-pole, wall-fence, street-signage.
Figure 3.7: YottaDCL van: The van used to capture the data by YottaDCL [42] with 6
mounted cameras, 2 frontal, 1 either side and 2 rear facing. Some images captured by the
van is also shown in the bottom.
2This data has been used in the past for real-world commercial applications and has not been designed for
the purpose of this paper. Please see http://yotta.co.uk//
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3.4.1.2 Yotta Pembrokeshire Aerial Images
Our aerial image set is comprised of satellite views that are acquired from Google Earth
[67] and correspond to a subset of the geographical area the region covered by our vehicle
(approximately 7.5 kilometres). We annotate these images with the ground truth object
labels. A ‘kml’ track [92] is generated from the GPS data of the vehicle, enabling us to
acquire the overhead views from google earth of the vehicle’s track. We have used the
initial part of the vehicle track( 4.5km) for training and the remaining ( 3km) for testing
purposes, which enables us to separate the training and testing scenes. Few samples of
overhead aerial images with corresponding ground truths are shown in Fig. 3.8.
Figure 3.8: Object class ground truth for aerial images. (a) The overhead images are ob-
tained from Google earth corresponding to the Pembroke City. (b) Ground truth object class
labels to the corresponding overhead images. The ground truth labels are used to learn the
baseline classifier which performs object class segmentation on the aerial imagery.
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Figure 3.9: Overhead Map with some associated images. The arrow shows the positions
in the map where the image was taken. In (a) we see from the image there is a T-junction,
which is also depicted in the map. The circle in the image (b) shows the car in the image,
which has been labelled correctly on the map. Similarly, in (c) the fence and the carpark
from the images are also found in the map. In (d) arrows showing the pavement and the
buildings being mapped correctly. Best viewed in colour.
3.4.2 Results
Fig. 3.4 shows the output of the first level of our CRF framework. The first row shows
the street-level images captured by the vehicle. The second and the third row show the
semantic image segmentation of the street images and the corresponding ground truth. For
computational efficiency, we have down sampled the original image size into 320 × 240.
Fig. 3.9 shows the map and corresponding street imagery. The arrows show the positions
on the ground plane map where the image objects are located. We can see in Fig. 3.9(a) a
T-junction and cars in both the map and images. Similarly, in Fig. 3.9(b) the cars are shown
in the map. In Fig. 3.9(c) a car-park (modelled as road) and a fence are shown in both map
and the images. Finally in Fig. 3.9(d) we see the buildings and the pavement in the map.
In the semantic map we do not have the sky as it lies above the horizon in the street images
and are not captured in the ground plane-image registration. Since the images are captured
every two yards, the classes like roads, pavements, building, fence, vehicle, vegetation, tree
which have long range contextual information span across multiple images. Thus those
classes appear more frequently in the map, unlike the smaller object classes like pedestrian,
post-pole, street-signage. This is witnessed in the qualitative results shown in Fig. 3.9.
Fig. 3.14 shows another output of our algorithm, where the map spans a distance of 7.3km.
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The vehicle track (white track on Google Earth) and the semantic map output (overlaid
image) are both shown. The map building for this example takes 4000 consecutive frontal
street-level images as the input.
Figure 3.10: Evaluation method. The first column shows the street images, the second
column shows the back-projected ground plane map results, while the final column show
the ground truth object class labels for the corresponding images.
For the purpose of quantitative evaluation of object level classification, we have pro-
jected the semantic map back into the image domain using the same homography estimation
(§3.3.2). Our evaluation set is a representative subset of the entire sequence, comprised of
42 images. We measure the number of correctly labelled pixels over all classes on the re-
projected results into the image as illustrated in Fig. 3.10. The first column shows some of
the street level images from our YottaDCL dataset, the back projected map results are shown
in the second column and the image level ground truth is displayed in the last column.
We have compared our semantic map method with a baseline method which is trained
using the overhead Google earth satellite images ( see §3.4.1.2). The baseline method is
a CRF based classifier, similar to the street level image labeller described in §3.3.1. We
evaluate the baseline method on the the google earth test image set, to provide an indicative
performance measure compared to our semantic map method. Few sample outputs of the
baseline method are depicted in Fig. 3.11. The first column shows the aerial images, fol-
lowed by the ground truth object class and the output of the baseline method. It is observed
that often the road and the pavement are mislabelled in the final output. Similarly, in cases
where the image contains lot of buildings, the baseline classifier is unable identify the road.
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For a more direct comparison of the baseline method with our semantic map, we gener-
ate a plan view, from the from the Yotta street level images (see Fig. 3.12(a)), by projecting
them using the homography described in §3.3.2. This is because the satellite images ob-
tained from Google earth and street level images are captured at different times, they con-
tain different objects in the scene. This plan view is classified using the baseline classifier,
and back projected into the image domain for quantitative measurements. The input plan
view and output segmentation from the baseline method for the plan view is shown in Fig.
3.12.
Our results are summarised in table 3.1. We have shown quantitative results on two met-
rics, Recall= True PositiveTrue Positive + False Negative and Int. vs Union=
True Positive
True Positive + False Negative + False Positive
measures. ‘Global’ refers to the overall percentage of pixels correctly classified, and ‘Av-
erage’ is the average of the per class measures. In this evaluation we have not considered
the class ‘sky’ as this is not captured in the model. Furthermore, in the overhead projected
view the classes like ‘pedestrian’, ‘shop-sign’, ‘post-pole’ and ‘street-signage’ are not rep-
resented because of their size and upright orientation, and hence omitted from evaluation.
The first row describes the class-wise performance of our semantic map evaluated. The
second row shows the classification accuracy of the baseline method while operating on the
plan view (generated from Yotta street images). As expected, the baseline classification of
the plan view suffers from lack of details. Our semantic map generated from street level
images has the advantage of capturing local semantic and contextual details, which are then
aggregated into building the semantic map which is more expressive. However, as we are
using the ground plane homography (§3.3.2) for registration, the class ‘trees’ are not cap-
tured often due their height, unlike the class ‘misc. vegetation’ which is present closer to the
ground level. This explains why our method fares inferior for the class ‘trees’ as compared
to other classes. Overall, our method achieves a global accuracy of 82.9%, an average recall
of 57.8% and average Int. vs Union score of 41.4%.
It is worth noting that the baseline method is trained with the satellite images, and is
less effective in classifying the plan view generated from the street images. Hence, we
additionally report the performance of the baseline method for segmenting the overhead
satellite images (see table 3.2). This evaluation is not directly comparable to our method as
the satellite images are captured in different times and have different objects in the scene,
and serves as an indicative performance measure. The baseline classifier (satellite images),
achieves a global accuracy of 80.1%, an average recall of 50.1% and average Int. vs Union
score of 40.3% while evaluating the overhead satellite images. The aerial images are par-
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Figure 3.11: Semantic Map (baseline): Indicative performance of the baseline method when
evaluated over aerial images. (a) Over head aerial images captured from Google earth, (b)
corresponding object class ground truth and (c) object class segmentation. (Best viewed in
colour)
ticularly good for classifying ‘trees’ which appear very distinct in the overhead images.
However, in the satellite images it is hard to determine the boundary of the road and the
pavement, which results in the low accuracy of the pavement. Similarly, due to the nature
of the upright orientation of the fence and small size of the class ‘car’ in the satellite im-
ages, they are not classified correctly by the baseline method. These observations depict the
importance of exploiting local details, available in abundance in the street images for the
task of generating a detailed overhead semantic map for a road scene.
3.5 Discussion
We have proposed a framework to generate a semantically labelled overhead view of an
urban region from a sequence of street-level imagery and introduced a new dataset towards
this application. Our approach, by virtue of operating on street images, allows us to produce
a detailed semantic map of a large scale urban area, which is difficult for the methods
operating on overhead satellite views. Furthermore, by operating on the local street level
images, our method can scale easily from mapping hundreds of metres to tens of kilometres.
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Figure 3.12: Semantic Map (baseline). (a) Over head image generated by projecting the
street level imagery via the homography as defined in 3.3.2, corresponding to the Pembroke
City. (b) Semantic map, generated from classifiers trained with overhead imagery.
We formulated the problem using two conditional random fields. The first one performs
semantic image segmentation locally at the street level and the second one updates a global
semantic map. We have demonstrated results for a track of tens’ of kilometres showing
object labelling of the map. Potentially, this can be extended to work for a much larger
scale comprising the whole of the UK. However, this poses a challenge of accommodating
the variety of visual data for classification, taken across geographical locations spanning
thousands of kilometres of roadways.
Figure 3.13: Artefacts produced via the flat world assumption: (a) Shows an urban semantic
map, (b) shows a magnified part of the map, showing a bend in the road and (c) shows the
corresponding street level images at that particular location. The map shows a fence which
being upright, violates the flat world assumption. As we do not have sufficient camera views
to map the fence and the area beyond the fence, a shadow is created in the final map. Ideally,
the fence should have been displayed in the map corresponding to the ground area it covers
in the actual world.
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Figure 3.14: Map output 2 Semantic Map shows a road path of 7.3km from the Pembroke
city, UK. The Google Earth image (shown only for visualization purpose) shows the actual
path of the vehicle (in white). The top overlaid image shows the semantic map output
corresponding to the vehicle path. Best viewed in colour.
In this work, we have relied on the flat world assumption simulating the ground plane:
which creates some undesirable artefacts as shown in Fig. 3.13. The magnified figure
shows a part of the final map with a shadow generated by a fence. Ideally, the fence should
have been displayed in the map corresponding to the ground area it covers in the actual
world. However, as we do not have sufficient camera views to map the fence and the area
beyond it, a shadow is created in the final map. This kind of undesirable artefacts motivates
us to go beyond the flat world mapping and create a dense semantic 3D model using the
multiple street view images. In the next chapter, we propose a method to generate such
dense representation with associated semantic labels, from a sequence of stereo images.
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Chapter 4
Urban 3D Semantic Modelling Using
Stereo Vision
4.1 Introduction
While the last chapter dealt with the generation of a ground plane semantic map of a large
scale urban region, in this chapter we propose a method to generate a dense semantic struc-
ture of the urban scene. By a semantic structure we mean a 3D reconstruction of the scene
with annotated semantic labels. Classification of a scene along with spatial information of
the present objects has been a long standing goal of the computer vision community. Such
interpretations are useful for various robotic applications to perform high level reasoning
of their surroundings, such as autonomous navigation in urban areas with collision avoid-
ance [31]. Recent entries in the Darpa urban challenge [40] have shown how visual percep-
tion from multiple sensor modalities can help in the task of autonomous navigation [115].
In all their work, it has been shown that the robots need to understand, plan their path and
recognise the objects in the scene [44, 106, 171]. In this chapter, a computer vision algo-
rithm is presented which uses images from stereo cameras mounted on a vehicle to generate
a dense 3D semantic model of an urban environment. As the vehicle moves around the
scene, our method is able to generate a 3D semantic representation in an online fashion to
enable reconstruction over a long street image sequence. The output of our algorithm is the
3D surface model in a meshed representation, where every mesh face is associated with a
particular object category, such as road, pavement, or vehicle.
Currently, laser based systems are the mainstay of most robotic systems which try to
navigate autonomously through an urban area. These laser systems provide sparse scans of
the scene which are used for 3D depth perception [45,115,117,131]. As a result, the recon-
structed scene is sparse and ineffective for accurate boundary predictions [155] and proves
to be inefficient for robotic manipulation tasks. To obtain an accurate understanding of the
scene, a dense, metric representation is required [129]. We show that such a representation
can be obtained using a vision based system. Moreover, compared to normal cameras, laser
sensors are expensive and power hungry, can interfere with other sensors, and have a limited
vertical resolution [63].
Our approach is illustrated in Fig. 4.2. The input to our system is a sequence of rectified
stereo images. We use a robust visual odometry method with stereo feature matching to
track the camera poses. The estimated camera poses are used to fuse the depth-maps gen-
erated from stereo pairs, producing a volumetric 3D representation of the scene. The fusion
process is made online to handle long image sequences. In parallel, the pixels in the input
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Figure 4.1: 3D semantic reconstruction. The figure shows a sample output of our system.
Dense 3D semantic reconstruction along with class labels is shown in the top and the surface
reconstruction is shown in the middle. Bottom image shows one of the image corresponding
to the scene.
views are semantically classified using a CRF model. The label predictions are aggregated
across the sequence in a robust manner to generate the final 3D semantic model. A sample
output of our system is shown in Fig. 4.1. The top image shows the semantically labelled
dense reconstruction and the middle image shows the corresponding structure. To evaluate
our method we manually labelled object class ground truth of a representative subset of the
KITTI [62] dataset. We evaluate both object labelling and odometry results.
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4.1.1 Outline of the Chapter
In § 4.2 we briefly describe some of the related work in object labelling and surface re-
construction. In § 4.3 we describe the large scale dense surface reconstruction from stereo
images. § 4.3.1 describes our robust visual odometry method using both stereo image pairs
while § 4.3.2 describes our large scale online surface reconstruction. § 4.4 describes the se-
mantic model generation and § 4.5 describes the experiments and the datasets. The chapter
concludes with a discussion in § 4.6.
4.2 Related Work
Object recognition has been extensively researched in the field of computer vision [4, 23,
69, 111, 164] towards addressing the problem of object recognition for urban road scenes.
Vision based techniques have been used for determination of road regions as early as [43]
and for general robotic navigation in an urban environment and recognise the objects in the
scene [7,39,173,184]. These algorithms work in the image domain where every pixel in the
image is classified into an object label such as car, road, pavement, etc. In [55], the sequence
of images taken from a moving vehicle were used to improve the object classification to
perform a geometrically consistent segmentation. The pixel based classification approach
was extended to perform a coarse 3D representation in the form of blocks in [75], and with
a stixel representation in [137]. In [137] stixel representation was shown to assist drivers
through the obstacle detection in the road. Object class segmentation in the image domain
was extended to generate a semantic overhead map of an urban scene from street level
images [155]. The most closely related to our work is [111], where a joint representation of
object labelling and disparity estimation is performed in the image domain. However, none
of these methods deliver a dense and accurate 3D surface estimation.
On the other hand, stereopsis has been considered as an important source of depth per-
ception by presenting two different perspectives of the world scene similar to biological
vision [183]. Computing depth from stereo is a traditional problem in computer vision,
where the disparity between the two views has been used to provide a meaningful depth
estimate [122]. Fusion of multiple depth estimates from range and image data correspond-
ing to a scene, for generating surface or a 3D model, has been extensively studied in the
field of computer graphics [38,162,181]. Other shape recovery methods are based on visual
hull [32], implicit surface [10] or through a set of point based representations [3]. Recently,
Newcombe et al. [129] proposed a system for dense 3D reconstruction using a hand-held
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Figure 4.2: System Overview. (a) Shows the input to our method which is a sequence
of rectified image pairs. The disparity map (b) is computed from the images and (c) is
the camera track estimation. The outputs of (b) and (c) are merged to obtain a volumetric
representation of the scene (d). (e) Shows the semantic segmentation of the street images
which is then fused into a 3D semantic model of the scene (f). Best viewed in colour.
camera in real-time. The dense model is generated from overlapping depth-maps computed
using every image pixel instead of sparse features, thus adding more details to the final
model. Geiger et al. [63] proposed a method for reconstruction of road scenes from stereo
images. Their method uses a point cloud representation which is updated by averaging the
estimated 3D points and as a consequence, can quickly suffer from accumulated drift.
In this chapter, we propose a method to merge the dense per-pixel object labelling from
stereo images and dense surface reconstruction to generate a dense 3D semantic model of
an outdoor road scene. We exploit a CRF based method to extract semantics from the street
level images and aggregate in a simple yet effective method to generate model labellings.
4.3 Large Scale Dense Semantic Reconstruction from Stereo
Images
Our semantic 3D reconstruction pipeline consists of three main stages. The first stage is
the camera pose estimation from a sequence of rectified stereo images (Fig. 4.2-c). The
second stage is the volumetric 3D reconstruction and surface meshing (see Fig. 4.2-d)
for arbitrarily long image sequences. In this stage, the camera poses estimated from the
previous stage are used to fuse the depth maps generated from stereo disparity in an online
fashion into a global truncated signed distance function (TSDF) volume. Then a meshed
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representation of the surface is generated by using the marching tetrahedra algorithm on the
volume [136]. The final stage involves semantically labelling the structure with appropriate
object class labels. (Fig. 4.2-f). It comprises of two steps where first we extract object
label information locally from each image frame, and then we fuse the labels to generate a
semantically consistent structure.
4.3.1 Robust stereo camera pose estimation
In this section we describe the camera pose estimation using stereo vision. In general, cam-
era tracking requires: a) camera calibration parameters, which model the lens and sensor
properties, and b) the extrinsic camera parameters, which indicate its position and orienta-
tion in space as the stereo rig moves, with 6 degrees of freedom (3 rotation and 3 translation
parameters) [150]. We assume calibrated stereo cameras positioned on a rigid rig, so that
the relative locations of the stereo pair are fixed as the vehicle moves. Estimating the extrin-
sic parameters involves mainly the following steps: feature matching, estimating the initial
camera pose and finally, bundle adjustment of the estimated camera pose. We now discuss
these steps in detail.
4.3.1.1 Stereo Feature matching
To generate feature matches, we use both the stereo and egomotion information. For stereo
matching we try to find potential matches across the epipolar line based on the sum of
squared difference score of an 8× 8 patch surrounding the candidate pixel (for an image of
resolution 1241× 376). The candidate pixel is determined using a corner detector based on
[79]. Each potential match is cross-checked to ensure it lies in a valid range (i.e. minimum
depth/maximum disparity magnitude) and the fact that points must be in front of both the
cameras. The image matches are cross-checked for both left-right and right-left pairs and
the agreed matches are kept. After the list of stereo matches is obtained, we perform frame
to frame matching for both left and right images. The basic approach is similar to the stereo
matching framework, except that we do not rely on epipolar constraints. Also, as the frames
are captured at a frequent interval from the moving vehicle, we assume that features may
only move a certain number of pixels from frame to frame, enabling us to reduce our search
space in the image domain for the egomotion case.
Once the matches are computed, the corresponding feature tracks are generated. All
the stereo matches which also have corresponding frame-to-frame matches are kept in the
track. Having this agreement between both the stereo and ego-motion helps to generate an
50
4.3. Large Scale Dense Semantic Reconstruction from Stereo Images
initial camera estimate, which is further refined using the bundle adjuster accurately.
Figure 4.3: Feature matching. The red lines show the feature matches between the left (top)
and right (bottom) images of the stereo pair, for a particular frame in the sequence.
Figure 4.4: Frame by Frame matching. Consecutive frame to frame matching for left (top)
and right (bottom) images. The matches are indicated by the red lines.
4.3.1.2 Bundle adjustment
Once we generate the feature track database, visible in multiple frames, we estimate the
initial camera poses and the 3D points using [174]. Bundle adjustment refers to the general
approach of performing non-linear minimisation of an objective function that minimises
re-projection errors of the 3D points obtained from the feature tracks [48], where the pa-
rameters to the bundler are the 3D coordinates of the points (relative to the first camera),
and the camera pose parameters (translation and rotation for each frame) [177]. For a glob-
ally optimal solution, we would need to simultaneously adjust all of the camera poses and
3D points for every frame. However, since we will be dealing with street-level sequences
of arbitrary length, this approach is computationally infeasible, and may be unnecessary
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anyway, since the structure of the world near to the current frame is of more interest. As a
result, we use a bundle method where our optimiser estimates camera poses and the associ-
ated features viewed by the last n cameras, leading to lower accumulated drift by reducing
noise over n frames. In our experiments we set n = 20 which we found to be a good
compromise between speed and accuracy.
Iterative initialisation
The merits of the bundle adjustment procedure depends on the initial estimate of the solution
provided to it [48, 73]. Before performing the refinement, it is important to initialise the
parameters to values that are within the sphere of convergence of the objective function. In
practice, this means that we must estimate camera poses and 3D feature point locations as
accurately as possible before performing any bundle adjustment. We do this by adding one
frame at a time, then bundle adjusting, adding the next frame, bundle adjusting again, and
so on. In this way, we expect to perform 19 bundle adjustments on problem sizes increasing
from 2 to 20 frames before our full bundle window is initialised. From the 20th onwards,
bundle adjustment is performed over the last 20 sets of camera pose parameters, and the
associated 3D features viewed by these cameras. This set corresponds to the size of the
sliding window in our bundle adjustment process.
An alternative technique would be to initialise each new frame using the previous frame
pose estimate, and the frame to frame pose estimation technique, without the intermediate
bundle adjustments. However, this method will suffer from drift, and after 20 frames, the
pose parameters might be outside the optimiser’s sphere of convergence. In our experi-
ments, we observed that it is better to use the iterative bundle method to avoid this risk, at
the expense of a few extra bundler iterations.
Conditioning bundle adjustment parameters
The convergence and the quality of the estimated parameters using the bundler is sensitive
to the conditioning of the parameters [177]. The set of parameters includes the 3D positions
of the feature track points, the camera rotation matrix and the camera centres. As we are
dealing with road scenes, the feature tracks can correspond to the scene elements situated
from a couple of meters upto hundreds of metres away from the camera. Thus to accom-
modate a wide range of depths, we use a 4D homogeneous representation, with a local
3D parametrisation during bundle adjustment. The local parametrisation simply involves
holding the largest element constant, and adjusting the remaining three elements, followed
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Figure 4.5: Bundle adjustment results, showing camera axes and 3D track points.
by a renormalisation step (such that the 4-vector always has a magnitude of 1) after each
adjustment iteration. For representing the camera rotation, we use modified Rodrigues pa-
rameters (MRP’s), as these do not suffer from gimbal lock (whereas Euler angles, suffer from
the problem [71]). They are also a minimal 3-parameter representation, and are fairly well
normalised to approximately unity for the expected range of rotations. The MRP’s actually
represent delta rotations from the orientation computed during initialisation, so are typically
small corrections only. Finally, the camera centres are represented in a similar fashion as 3D
feature points, using the 4-vector representation, with a 3D local parametrisation, although
this isn’t strictly necessary for camera positions, as they are within a well-defined range (un-
like 3D track points, which may be near infinity). The 4-vector normalised representation of
3D track points and camera centres provides an implicit conditioning for these parameters,
and the delta rotations represented as MRP’s provides implicit conditioning for the rotations.
The objective function is the sum of squares of reprojection errors, so each residual
53
4.3. Large Scale Dense Semantic Reconstruction from Stereo Images
(a 2D vector) may be conditioned by mapping the image extents to unity, in a coordinate
system centred on the image centre. A good approximation of this is obtained by simply
using image plane coordinates (i.e. subtracting the principal point and dividing by focal
length). This ensures that our objective function will start off near unity, depending on
the number of residuals and the average initial residual error. The final optimization is
performed using the Levenberg-Marquardt optimiser [80].
Figure 4.6: Bundle adjustment results for 1000 frames, showing camera centres (in red-
dotted line) and 3D points, registered manually to the Google map.
The sample results of bundle adjustment after 10, 20, 30 and 40 frames have been
processed (using sequence 01 from the KITTI dataset [62] as visualised in Fig. 4.5). The
results of a longer portion of the sequence are shown in Fig. 4.6, along with the Google
Map image for the region. The bundle results were aligned to the map manually, as only
relative coordinates are generated in the bundle adjuster. The high degree of accuracy of
the bundle adjuster can be seen visually from the reconstructed 3D points along the front
of many buildings, which do not drift significantly even after more than a thousand frames
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have been processed.
4.3.2 Surface reconstruction
This section discusses the surface reconstruction from individual depth maps generated
from a sequence of stereo pairs. In most cases, reconstruction of a large scale scene has
been tried using a sparse set of feature points estimated from the bundle adjustment tech-
nique [1]. However, often a sparse structure is not sufficient for various tasks like precise
object boundary prediction [155] and accurate modelling of the scene. An example of a
sparse structure obtained using bundle adjustment from the stereo image sequence [62] is
shown in Fig. 4.7 where we can visualize the sparsity of reconstructed points. To generate a
dense structure, we compute individual depth maps from the stereo pairs, and fuse them into
a surface model using the estimated camera poses from the bundle adjustment procedure.
These depth estimates are fused into a Truncated Signed Distance volume [38], and the final
meshed structure is recovered using marching tetrahedra algorithm [136]. The individual
steps are described in detail below.
Depth Map Generation
To estimate the depth maps, the pixel correspondence need to be established between the
pair of images. Pixels from two images are said to correspond if they represent the same
scene element. Given a rectified image pair, the pixel correspondence between the left and
right image pair can be determined by searching along the horizontal scan line, giving us the
disparity value for the particular pixel. The rectification process makes the two image planes
coplanar and the corresponding epipolar lines parallel to the horizontal image axes [61]. A
depth map is computed from the disparity image as: zi = B.f/di, where zi and di are the
depth and the disparity corresponding to the ith pixel respectively. The terms B and f are
the camera baseline and the focal length, which are obtained from the camera matrix. The
disparity is computed using the Semi-Global Block Matching (SGBM) method [85]. The
depth values are clipped based on a permissible disparity range. Some example of stereo
images used in our experiments is shown in Fig. 4.8.
Fig. 4.9 shows an example stereo depth obtained using the semi-global block matching
method of [85] using the publicly available implementation [18]. The colour indicates the
depth with red regions are closer to the camera and the blue is far away from the viewing
point. This depth map is used an as input to the TSDF based surface reconstruction method.
We can observe the artefacts in the disparity image, due to the challenging nature of the
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Figure 4.7: Sparse structure of the outdoor scene generated using bundle adjustment. The
red ellipse shows the region corresponding to the building and the magenta ellipse shows
the road region.
scene with high variation in illumination, shadows and shiny surface. As a result estimating
surface from a single depth map will be prone to noise, making it necessary to fuse the
information from multiple depth-maps for an improved surface estimation.
4.3.2.1 TSDF Volume Estimation
Each depth map with estimated camera parameters is fused incrementally into a single 3D
reconstruction using the volumetric TSDF representation [38]. A signed distance function
corresponds to the distance to the closest surface interface (zero crossing), with positive
values corresponding to free space, and negative values corresponding to points behind
the surface. Such a representation allows for an efficient registration of multiple surface
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Figure 4.8: Examples of the input stereo imagery from the KITTI [62] dataset.
measurements, by globally averaging the distance measures from every depth map at each
point in space.
We assume that the depth of the true surface lies within ±μ of the observed values from
the depth maps. So the points that lie in the visible space at a distance greater than μ are
truncated to μ. The points beyond μ in the non-visible side are ignored. This is expressed
in equation 4.3.1, where, Rk is a depth-map, x is the image projection of the voxel p via
the camera projection matrix M , r is the distance of the point p along the optical axis of the
camera from the camera centre and FRk is the TSDF value at point p in space computed as:
FRk(p) = Ψ(Rk(x)− r),
x = Mp,
Ψ(η) =
⎧⎨
⎩ min(1, |
η
μ |) sgn(η) iff η ≥ −μ
null otherwise
.
(4.3.1)
The TSDF values are computed for each depth map. They are merged using an ap-
proach similar to [129] where an averaging of all TSDF’s is performed. This smooths out
the irregularities in the surface normals of the individual depth estimates computed from a
single stereo pair. The global fusion of all depth-maps in the volume can be computed by
weighted averaging of the individual TSDF measurements from each depth-map. [129] re-
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Figure 4.9: Depth-maps computed using semi global block matching algorithm [85] for the
stereo pairs shown in Fig. 4.8. The colour indicates the depth with red regions are closer
to the camera and the blue is far away from the viewing point. The depth maps are the the
input to the TSDF based surface reconstruction method. Best viewed in colour.
ports that simple addition also produces desirable results which is our preferred option due
to the irregularities in the surface normals of the individual depth-maps which are averaged
out when fused across multiple frames. This is visualised in Fig. 4.10, where we show the
surface generated from a single depth map in (a), and a surface generated after fusing mul-
tiple depth maps in (b). (c) Shows the image and the yellow boxes show the corresponding
region in the image and the surface. The surface contains a large number of holes when
generated from a single view, particularly along the viewing direction. In the zoomed in
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part, we can see the smoothness of the surface in the case where multiple depth maps are
fused. Still, sometimes few holes are visible in the model along the line of sight, which
is due to the sparsity of the input frames as the images are taken approximately at every 1
meter distance when the vehicle is in motion. However, in this approach the quality and
accuracy of the final model can be improved by using more input imagery and depth-maps.
Figure 4.10: (a) Surface estimated from a single depth map, (b) surface generated after
fusing multiple depth maps. (c) Corresponding image of the scene. The yellow boxes show
the region in the image and the surface. The surface contains a large number of holes when
generated from a single view, particularly along the viewing direction. In the zoomed in
part, we can see the smoothness of the surface in the case where multiple depth maps are
fused.
Sequential world scene update
The 3D models produced by our framework are reconstructed metrically where the distance
measurements on the model correspond to real-world measurements. As we are reconstruct-
ing road scenes which can run from hundreds of meters to kilometres, it becomes difficult to
fuse distance estimates due to memory limitations. To overcome this, we use an online grid
update method. We consider an active 3× 3× 1 grid of volumes at any time of the fusion.
Each volume is further discretised into n × n × n set of voxels. The value n controls the
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granularity of the resultant voxels. In our experiments, we have used n = 150. The active
volume corresponds to 15× 15× 10 metre3 in the real world (width× length× height).
The sampling resolution of the TSDF space is defined based on the scene geometry: higher
sampling rates result in denser and more detailed models, but also higher computational
and memory requirements. We allow for only one volume in the vertical direction, assum-
ing minor elevation changes compared to the direction of motion. For every new depth map,
the grid is updated in a sliding window fashion. As the vehicle track goes out of range of a
volume to the next volume in the same column/row, the previous row/columns (or both for
diagonal camera motion) of volumes is written to the disk and a new set is initialised. This
allows us to handle arbitrarily long sequence without losing any granularity of the surface.
This is explained visually in Fig. 4.11. The amber volumes indicate the active 3 × 3 × 1
grid of volumes. The camera motion is shown by the arrow. As the camera moves from one
volume to another, the row of green volumes is written off. The red volumes indicate the
set which will be initialised in the next grid update.
Figure 4.11: Sequential world scene update. The amber volumes indicate the active 3×3×1
grid of volumes. The camera motion is shown by the arrow. As the camera moves from one
volume to another, the row of green volumes is written off. The red volumes indicate the
future set.
Surface estimation In order to obtain a complete meshed surface, we first infer an iso-
surface from the TSDF field by finding all the zero crossings. Then we use the “Marching
Tetrahedra” algorithm [136] to extract a triangulated mesh of the zero valued iso-surface.
This algorithm has an improvement over the Lorensen and Cline [120] “Marching Cubes”
algorithm being consistent topologically by resolving certain ambiguities in the cube con-
figuration and hence resulting in a crack free surface. For further details of the Marching
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Cubes/Tetrahedra, we refer the reader to [120, 136].
Fig. 4.12 shows an example output of the surface reconstruction and Fig. 4.13 shows
the textured model. The reconstructed model captures fine details which is evident with the
pavements, cars, road and vegetation. Once the mesh is obtained, the faces of the mesh are
associated with object class labels which is described in the next section.
4.4 Semantic 3D Reconstruction of the World
In this section, we describe the object labelling method that we have used to annotate the
reconstructed structure. A Conditional Random Field (CRF) based approach has been used
to perform a per-pixel classification of the street level images similar to [108] followed by
aggregation of the class labels to annotate the reconstruction.
4.4.1 CRF based image segmentation
Consider a set of random variables X = {X1, X2, . . . , Xn}, where each variable Xi ∈ X
takes a value from a pre-defined label set L = {l1, l2, . . . , lk}. The random field is defined
over lattice V = {1, 2, . . . , N}, where each lattice point, or pixel, i ∈ V is associated with
its corresponding random variable Xi. A labelling x refers to any possible assignment of
labels to the random variables and takes values from the set L = LN . For our application,
the label set is L = {pavement, building, road, vehicle, vegetation, signage, wall/fence, sky,
post/pole}. LetN be the neighbourhood system of the random field defined by setsNi,∀i ∈
V , where Ni denotes the set of all neighbours (usually the 4 or 8 nearest pixels) of the
variable Xi. A clique c is defined as a set of random variables Xc which are conditionally
dependent on each other. The corresponding Gibbs energy [118] for an image is given as:
E(x) =
∑
i∈V
ψi(xi) +
∑
i∈V,j∈Ni
ψij(xi, xj) +∑
i∈V,j∈Ni
ψdij(xi, xj) +
∑
c∈C
ψc(xc), (4.4.1)
The energy minimisation problem is solved using a graph-cut based Alpha Expansion al-
gorithm [17]. This framework combines features and classifiers at different levels of the
hierarchy (pixels and superpixels), with the unary potential capturing the pixel level infor-
mation and the higher order term forcing consistency among a group of pixels denoted by a
superpixel. We now describe the constituent potentials in the energy function.
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Figure 4.12: Volumetric surface reconstruction: Top figure shows the 3D surface recon-
struction over 250 frames (KITTI sequence 15, frames 1-250) with street image shown at
the bottom. The arrow highlights the relief of the pavement which is correctly captured in
the 3D model.
Unary potential The unary potential ψi describes the cost of a single pixel taking a par-
ticular object class label. The form of the unary potential is the negative logarithm of the
normalised output of a boosted classifier. We use the multi-feature variant of the Texton-
Boost algorithm [108].
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Figure 4.13: Textured reconstructed model. The details in the form of street layout, build-
ings, parked cars and trees and lamp post are evident in the model. Note the lack of surface
in areas are that are hidden from the stereo camera views such as the shadow like areas
behind the skip. Having more input depth-maps from different viewpoints will reduce the
unobserved areas.
Pairwise potentials The pairwise term ψij is an edge preserving potential which induces
smoothness in the solution by encouraging neighbouring pixels take the same label. It is
defined over a neighbourhood of eight pixels taking the form of a contrast sensitive Potts
model:
ψij(xi, xj) =
⎧⎨
⎩ 0 if xi = xj ,g(i, j) otherwise, (4.4.2)
where the function g(i, j) is an edge feature based on the difference in colours of neigh-
bouring pixels [108], defined as:
g(i, j) = θp + θv exp(−θβ ||Ii − Ij ||22), (4.4.3)
where Ii and Ij are the colour vectors of pixels i and j respectively. θp, θv, θβ ≥ 0 are
model parameters set by cross validation. The disparity potential ψdij(xi, xj) takes the same
form as the pairwise potential,operating on the disparity image, where neighbouring pixels
with similar disparity are encouraged to take same labels. This takes the form of
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Figure 4.14: Label fusion scheme. The white dots Zfi are the sampled points on the face
of a mesh triangle. The corresponding image points xjfi are obtained by projecting the face
points onto the labelled street image. The mesh is labelled with the class labels with the
most votes on the mesh face.
ψdij(xi, xj) =
⎧⎨
⎩ 0 if xi = xj ,d(i, j) otherwise, (4.4.4)
where the function d(i, j) takes a similar form as Eqn. 4.4.3 but operates on the difference
of the disparity value for the pixels i and j. Adding information from both image and
disparity domain helps us to achieve more consistent results (we give equal importance to
both these terms). An alternative potential based on the full depth map could be considered,
however the back projected points can be sparse in the image domain, which are not suited
for the dense per-pixel inference.
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Higher Order Potential The higher order term ψc(xc) describes potentials defined over
overlapping superpixels as described in [108]. The potential encourages the pixels in a given
segment to take the same label and penalises partial inconsistency of superpixels, capturing
a longer range contextual information.
4.4.2 Semantic Label Fusion
Once the street level image segmentations are obtained, the label predictions are fused as
follows: for each triangulated face f in the generated mesh model, we randomly sample s
points (Zfs) on the face. Instead of considering all the points on the face triangle, sampling a
few random points is fast, provides robustness to noise and avoids aliasing problems. This is
better than considering only the face vertices labels in the image because in the final model
the face vertices’ labels are likely to coincide with the object class boundary. The points are
projected back in to K images using the estimated camera pose (P k), resulting in a set of
image points (xkfs). The label predictions for all those image points are aggregated and the
majority label is taken as the label of the face in the output model. The label histogram Zf
for the face f is given as:
Zf =
1 +
∑
s∈Zfs
∑
k∈K δ(x
k
s = l)
|L|
(4.4.5)
where l is a label in our label set L and |L| is the number of the labels in the set. This
provides a naive probability estimation for a mesh face taking label l. We set s = 10 in
our experiments. The fusion step is illustrated in Fig. 4.14. The white dots in the model
(top) are projected back to the images. The class label prediction of all those image points
are aggregated to generate a histogram of the object label distribution and the final label
prediction is made corresponding to the maximal object class label.
4.5 Experiments
4.5.1 KITTI semantic labelled dataset
To demonstrate the effectiveness of our proposed system, we have used the publicly avail-
able KITTI dataset [62] for our experiments. The images are 1241 × 376 at full resolution.
They are captured using a specialised car in urban, residential and highway locations, mak-
ing it a diverse and challenging real world dataset. We have manually annotated a set of 45
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Figure 4.15: Semantic image segmentation: The top row shows the input street-level images
and the middle row shows the output of the CRF labeller. The bottom row shows the cor-
responding ground truth for the images. These semantic labels are the intermediate results
for our system which are aggregated to label the final model.
images for training and 25 for testing with per-pixel object class labels. The images were se-
lected so that each of the object class is represented adequately. The training and the test im-
ages were selected from the training and the test image sequences available from [62]. The
class labels are road, building, vehicle, pedestrian, pavement, tree, sky, signage, post/pole,
wall/fence. We have made these labels publicly available for the vision community1.
4.5.2 Results
We evaluate our camera pose estimation using two metrics, translation error (%) and rota-
tion error (degrees/m) over the increasing number of frames with the ground truth provided
by [62] for sequence 8 (see table 4.1). We have evaluated our sliding window bundle method
(full ) and a fast variant of that. The fast method performs the Levenberg-Marquardt min-
imisation for two successive frame pairs to estimate camera pose and the feature points. As
expected the average error for the full method reduces with increasing number of frames.
Also the absolute magnitude of error for the fast method is higher than the full method.
Our full bundle method runs in around 3.5 seconds per frame on a single core ma-
chine. However the fast method runs at approximately 4 fps. The feature extraction takes
about 0.02 seconds, feature matching (both stereo and frame to frame) takes 0.2 seconds per
frame. For disparity map extraction we use OpenCV implementation of semi-global block
matching stereo [85] which takes around 0.5 seconds for the full sized 1280 × 376 image.
1available at http://www.robots.ox.ac.uk/˜tvg/projects/SemanticUrbanModelling/index.php
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Table 4.1: Odometry results: Translational and rotational error with increasing number of
frames.
Trans. Error (%) Rot. error (degs/m)
Length (frames) fast full fast full
5 12.2 12.15 0.035 0.032
10 11.84 11.82 0.028 0.026
50 8.262 8.343 0.021 0.018
100 4.7 4.711 0.019 0.013
150 3.951 3.736 0.017 0.01
200 3.997 3.409 0.015 0.009
250 4.226 3.209 0.013 0.007
300 4.633 3.06 0.012 0.007
350 5.057 2.939 0.011 0.006
400 5.407 2.854 0.01 0.004
Figure 4.16: Closeup view of the 3D model. The arrows relate the image locations and the
positions in the 3D model. In (a) we see the fence and the pavement in both the image and
the model. (b) show that the generated model is able to capture thin objects like posts. The
circle in the image (c) shows the car in the image and the final model. In (d) arrows shows
the vegetation and the buildings respectively.
The TSDF stage is highly parallelisable as each voxel in the TSDF volume can be treated
separately. Currently, our implementation considers around 30 million voxels per 3× 3× 1
grid of TSDF volume, running on a single core. All these steps can be optimised using a
GPU implementation [149].
Fig. 4.15 shows the qualitative results of the street level image segmentation using our
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Figure 4.17: Semantic model of the reconstructed scene overlaid with the corresponding
Google Earth image. The inset image shows the Google earth track of the vehicle.
CRF framework. The first row shows the street-level images captured by the vehicle. The
second and the third column show the semantic image segmentation of the street images
and the corresponding ground truth. A qualitative view of our 3D semantic model is shown
in Fig. 4.16. The arrows relate the positions in the 3D model and the corresponding images.
We can see in (a), both fence and pavement are present in the model as well as the associated
images. The model can capture long and thin objects like posts as shown in (b). The circle
in the image (c) shows the car in the image, which has been captured correctly in the final
model. In (d) arrows show the vegetation and the car respectively. In Fig. 4.17, a large scale
semantic reconstruction, comprising of 800 frames from KITTI sequence 15, is illustrated.
An overhead view of the reconstructed model is shown along with the corresponding Google
Earth image. The inset image shows the actual path of the vehicle (manually drawn).
Next we describe the quantitative evaluation. For object level classification, we use the
approach similar to §3.4.2, where we project the reconstructed semantic model back into
the image domain and compare with the ground truth labellings. The model points are pro-
jected back using the estimated camera poses. Points in the reconstructed model that are far
away from the particular camera (> 20m) are ignored. The projection is illustrated in Fig.
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4.18, where the top (a) shows the semantic model, (b) shows an image of the corresponding
scene. The model labels are back projected using the estimated camera poses and shown in
(c), while (d) shows the corresponding ground truth images for the object class labels. We
show quantitative results on two metrics, Recall= True PositiveTrue Positive + False Negative and Intersection
vs Union= True PositiveTrue Positive + False Negative + False Positive measures, for both street image segmentation
and semantic modelling. Our results are summarised in table 4.2. Here, ‘Global’ refers to
the overall percentage of pixels correctly classified, and ‘Average’ is the average of the
per class measures. In this evaluation we have not considered the class ‘sky’ which is not
captured in the model. Due to lack of test data we have also not included the classes ‘pedes-
trian’ and ‘signage’ in our evaluation. We compare the accuracy of the structures generated
from the full and the fast sliding window bundle adjustment methods, along with the street
level image labelling. We observe a near similar performance of object labelling for the two
semantic models (generated from fast and full sliding window bundle adjustment). This
is due to the following reason: the object labelling is performed in the image domain and
then aggregated into the 3D model. This approach does not effectively utilise the 3D scene
during labelling, motivating us further to perform labelling in the 3D which we discuss in
the next chapter. We have also shown the performance evaluation for the street image seg-
mentation. Due to the errors in estimation of the camera, the performance of the semantic
model is marginally lower than the street image segmentation. This specially affects the
thin object classes like ‘poles/posts’ where small error in projection leads to large errors in
the evaluation. Classes like ‘vegetation’, where the surface measurement tends to be noisy,
have increased error in classification. Our system is designed to model static objects in the
scene, which causes an adverse effect when considering moving objects such as cars which
is reflected in the results.
To evaluate the accuracy of the structure, we use the ground truth depth measurement
from Velodyne lasers as provided in [62]. The depth measurements from both the Velodyne
lasers (δgi ) and our generated model (δi) are projected back into the image and evaluated.
We measure the number of pixels that satisfy |δi − δgi | ≥ δ, where δ is the allowed error in
pixels. The results of our method are shown in Fig. 4.19. δ ranges between 1 to 8 pixels.
It can be noted that the estimated structural accuracy at δ = 5 pixels is around 88%, which
indicates the performance of the structure estimation.
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Figure 4.18: 3D semantic model evaluation. (a) Shows the 3D semantic model. (b) Shows
a test image, (c) shows the corresponding image with labels back-projected from the 3D
model and (d) ground truth image.
4.6 Discussion
We have presented a novel computer vision-based system to generate a dense 3D semantic
reconstruction of an urban environment. The input to our system is a stereo video feed from
a moving vehicle. Our system robustly tracks the camera poses which are used to fuse the
stereo depth-maps into a TSDF volume. The iso-surface in the TSDF space corresponding to
the scene model is then augmented with semantic labels. This is done by fusing CRF-based
semantic inference results using the input frames. We have demonstrated desirable results
both qualitatively and quantitatively on a large urban sequence from the KITTI dataset [62].
We have also generated a labelled dataset comprising object class labels for the same, and
made them publicly available.
The current method is highly parallelisable, where the fusion of the depth maps into the
voxels and the corresponding voxel updates can be performed independently. This makes
it very suitable for leveraging the parallel architecture of the GPU for surface generation.
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Figure 4.19: Model depth evaluation.
However the main drawback of the proposed approach is that the labelling is performed in
the image domain. Firstly, this slows the entire process as we need to perform labelling
over all the images. This is because, while creating an accurate 3D model of the scene, a
large number of views/images are required. In most of the cases, the views are overlapping
and contain redundant information to process. This causes a significant slowdown of the
system in the labelling phase. Secondly, labelling on individual images separately results
in inconsistency even when they depict the same part of the scene, and finally this method
does not effectively utilize the structure of the scene. In the next chapter, we show how to
exploit the scene structure for labelling, making the overall system accurate and efficient.
Acknowledgements
I would like to thank Eric Greveson and Ali Shahrokni from 2d3 Sensing Ltd. for discus-
sions and helping with the design and implementation of the bundle-adjustment part for
estimating camera poses. The work was done partly during an internship at 2d3 Sensing
Ltd.
72
Chapter 5
Mesh Based Inference for Semantic
Modelling of Outdoor Scenes
5.1 Introduction
In the last chapter, we showed how a scene can be reconstructed from stereo images an-
notated with object class labels to give a semantic meaning to the model. However, the
labelling was performed on a local image level and then aggregated over the sequence in a
naive Bayes fashion to generate the corresponding semantic model. Often a large number
of overlapping images describing the scene, are required to perform an accurate reconstruc-
tion. As a result, when object labelling is performed on these images, it results in performing
inference on redundant information, making the labelling process slow. Also, treating the
images independently often result in inconsistent object class labels. This is explained in
Fig. 5.1, where consecutive images of a road scene sequence are shown with inconsistent
object class labels. Finally, when an object class labelling is performed on the images, the
geometric layout of the objects in the scene is not captured. This is because an image is
essentially a projection of 3D into a 2D plane. For example, in a road scene image, pixels
denoting objects like poles/post might be adjacent to pixels representing a building, while
in the scene they are far apart. This additionally motivates us to perform labelling over the
structure to overcome the shortcomings of image based object recognition.
In this chapter, we propose a method to generate object labelling in 3D. Our method
builds a triangulated mesh representation of the scene from multiple depth estimates. The
meshed representation of the scene enables us to capture the surface and the geometric lay-
out of the objects in the scene. In contrast to the point cloud based scene modelling, a mesh
captures the scene connectivity and provides a dense representation of the scene through the
faces in the mesh. Our goal is to semantically annotate the mesh. This form of annotated 3D
representation is necessary to allow robotic platforms to understand, interact and navigate
in a structured indoor environment [14, 83, 163] or outdoor scenes [7, 39, 184]. Towards
this aim, we define a CRF over the mesh and perform inference on the mesh, providing us a
consistent labelling as compared to the previous chapter, where we performed the labelling
on the images and then combined them to give a labelled structure. Our method generates
object hypothesis from multiple images and combines them in a robust weighted fashion.
Moreover, by virtue of working on meshes, the proposed approach is highly efficient in the
inference stage. We demonstrate the robustness of our framework for large scale outdoor
scenes on KITTI odometry dataset [62]. We observe a significant speed-up in the inference
stage by performing labelling on the mesh (25×), and additionally achieve higher accura-
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Figure 5.1: Consecutive images in a sequence with inconsistent object labels. The left
column shows two consecutive input images from the sequence and the right column show
the corresponding object labels. The pavement in the top image have been mislabelled
(highlighted in the yellow ellipse) while correctly segmented in the bottom image. Also, we
can see when the images are taken in a sequence, often have redundancy in information.
cies. Furthermore, we also demonstrate how the meshed scene with semantic information
can be used for autonomous navigation or for synthesizing new objects in a scene.
5.1.1 Outline of the Chapter
In § 5.2 we briefly describe some of the related work in object labelling and surface recon-
struction. In § 5.3 we describe the CRF inference in the mesh representing a scene. § 5.4
describe the experiments and the chapter concludes with a discussion in § 5.5.
5.2 Related Work
Over the last four decades there has been a significant development in visible surface recon-
struction from a sequence of images. Most of the early work included the reconstruction
from intrinsic images by Barrow and Tenenbaum [9] and Marr’s 2.5 representation [122].
In these approaches, an elevation map, orientation was generated by exploiting the grey
level changes in the images. In other early attempts, range data [6], stereo [58] and shad-
ing/lighting information [87, 175] were used to depict the surface of the object in consid-
eration. More recently, accurate whole scene 3D representation was targeted with voxel
representations [38, 153, 167], polygonal meshes [57], level sets [54, 56, 97]. In the voxel
based representation, the entire 3D space is regularly sampled and an occupancy grid is
generated indicating the free or occupied space. Often, a set of image silhouettes are fused
and the free space is carved out giving the occupied region in the final 3D reconstruc-
tion [50, 96]. The level set methods minimise a set of constraints on the free space of the
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region, by starting initially with a large volume and shrinking inwards. Similarly a number
of methods associate a cost on the 3D volume and then extract the surface by defining a
volumetric MRF [148, 181] or recover the structure by matching features across a sequence
of images [170]. In most of these methods the final 3D structure was represented either as a
set of point clouds or a set of polygonal surface meshes. Such a mesh based representation
has the advantage of being dense, but compact, and capture the details of the real scene
more accurately.
The problem of semantic object labelling has been studied extensively and has seen ma-
jor improvements [108, 158, 179]. However, most of these algorithms work in the image
domain, where every pixel in the image is classified with an object label. With respect to
outdoor urban scenes, most labelling methods concentrated on classification in the image
domain [23,111,164] or using a coarse level 3D interpretation [49]. In [154] a semantic 3D
reconstruction is generated, but the object labelling is performed in the image domain, and
then projected to the model resulting in slow inference and inconsistent results. On the other
hand, most of the mesh segmentation methods are based on simple geometric constraints on
the input mesh [30, 90, 98, 105, 119]. In these approaches,partitioning the mesh was based
on geometric criteria like concavity, skeleton topology, fitting shape primitives are applied
or geometric features like shape, diameter, curvature tensor, geodesic distances are used to
partition the mesh. The advent of inexpensive depth sensors has made it possible to re-
construct indoor scenes from streams of depth and RGB data [129]. Attempts to label such
indoor scene reconstructions has been made in [159] where labelling is performed in the im-
age domain assisted with a 3D distance prior to aid their classification. This was extended
in [127] where object surface and support relations of an indoor scene were used as a prior
to perform indoor scene segmentation. However both of these methods work in the image
domain and ignore the structural layout of the objects in the scene. Similarly, approaches
like [104] were proposed to label indoor scene point clouds. However, the method uses ge-
ometric clustering based on the distance in the real world to establish pairwise connections.
This can produce inconsistency along object boundaries as the pairwise connections do not
follow the geodesic distance and hence might result in incorrect neighbourhood.
In this chapter, we tackle the problem of semantic scene reconstruction for outdoor
scenes in 3D space by performing labelling over meshed structure effectively utilising the
object layout and mesh connectivity. Our approach to semantic mesh segmentation is illus-
trated in Fig. 5.2: (a) shows the input to our method is a sequence of stereo images. The
depth estimates are generated from these individual stereo images and are fused into a volu-
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Figure 5.2: Semantic Mesh Segmentation: (a) shows the input to our system which is a
sequence of images with depth estimates (here we show the images of a street scene cap-
tured using a stereo camera mounted on a vehicle [62]), (b) the depth estimates are used to
generate a mesh based representation of the scene (enlarged in the inset image), (c) the sys-
tem combines image level information and geometric connectivity information from mesh
to perform object class labelling, (d) object class labelling is performed by establishing a
conditional random field (CRF) on the mesh, with local neighbourhood interactions defined
by the neighbourhood for each vertex in the mesh. (Best viewed in colour)
metric consistent scene. (b) A triangulated mesh is generated from the volumetric 3D space
by the method of [136], enabling us to capture the scene’s inherent geometry. The enlarged
inset image of the mesh shows how the surface of the scene is captured in the mesh. (c) Ap-
pearance cues from the street level images are fused into a CRF model that is defined over
the over the scene mesh (d), effectively exploiting the scene geometry. In the next section
we explain our mesh based object labelling method in details.
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Figure 5.3: Meshed Representation of the scene along the corresponding images.
5.3 Mesh Based Inference
In this section we describe the mesh labelling approach. We first describe the mesh estima-
tion process followed by the CRF model definition on the mesh.
5.3.1 Mesh Estimation
To estimate the meshed representation, we use the framework described in the previous
chapter (§4.3.2) operating on a sequence of stereo image pairs for outdoor scenes. The
depth estimates are fused incrementally into a single 3D reconstruction using the volumetric
TSDF representation [38]. A signed distance function corresponds to the signed distance to
the closest surface interface (zero crossing), with positive increasing values corresponding
to free space and negative decreasing values corresponding to points inside the surface.
The representation allows for the efficient registration of multiple surface measurements,
obtained from different depth maps by averaging the distance measures from every depth
map at each point in space. This smooths out the irregularities in the surface normals of
the individual depth maps. In order to obtain a complete meshed surface, we first infer
an iso-surface from the TSDF field by finding all the zero crossings. A triangulated mesh
corresponding to the zero valued iso-surface is extracted using [136, 186]. Fig. 5.3 shows
an example output of meshed scene representation along with the images of the scene.
5.3.1.1 CRF energy model
We use a Conditional Random Field (CRF) based approach, defined over a mesh structure,
to perform the semantic labelling of the mesh. The mesh is given byM = (V, E), where
V is the set of mesh vertices and E denotes the edge set defining the mesh connectivity.
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Consider a set of random variables X = {X1, X2, . . . , XN}, where each variable Xi ∈ X
is associated with a mesh vertex i ∈ V . Our aim is to associate each random variable Xi
with a label l ∈ L = {l1, l2, . . . , lk}. Let N be the neighbourhood system of the random
field defined by sets Ni, ∀i ∈ V . Ni denotes the set of all the adjacent vertices of vertex vi
given by the mesh edges E .
The corresponding Gibbs energy of the mesh is given as:
E(x) =
∑
i∈V
ψi(xi) +
∑
i∈V,j∈Ni
ψij(xi, xj) (5.3.1)
The most probable or maximum a posteriori labelling x∗ of the CRF corresponds to the
minimum energy of the graph. The energy minimization problem is solved using the graph-
cut based alpha expansion algorithm [17], giving us the labelling of the mesh.
Unary potential The unary potential ψi describes the cost of a mesh vertex vi taking a
particular object class label. This is derived from the images which define the scene. Each
mesh vertex is associated with a set of K = {1, 2, ...,K} images, if the vertex is visible
from that view. Given the estimated camera pose P k of any particular image, the vertex
can be associated with a particular image pixel τki , k ∈ K. This allows us to determine a
set of image pixel registrations associated with any mesh vertex. For each of these image
pixels, a classifier score is obtained using the multi-feature variant [108] of the TextonBoost
algorithm [158]. It is worth noting that classifier response could be computed for the pixels
which have at least one vertex association in the mesh further speeding up the unary evalu-
ation. This is particularly beneficial as we do not have to compute the response for all the
pixels in the image, e.g. the sky pixels in the image which are generally not associated with
any mesh vertex. Let the classifier responses for the registered pixel be denoted as H(τki ).
The individual pixel’s class wise probability score is computed as g(τki ) =
eH(τ
k
i )|l∑
l∈L e
H(τk
i
)|l
. In
order to obtain the unary potential for the mesh vertex, we combine the classwise probability
scores for every pixel τki as:
ψi(xi) = −log
[
f({g(τki )}k=1,..,K)
]
. (5.3.2)
The function f , effectively combines evidence from multiple pixels to a particular mesh
vertex. We examine three different approaches in combining the probability scores. In the
first approach, we take the average of the scores for each individual pixels associated with
the mesh location (method ‘average’). In the second approach, we combine by taking the
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class-wise maximum (method ‘max’). In the third approach, we compute the 3D distance dki
of a particular pixel from the camera P k and weight the pixel probability values inversely
with the distance and then take average for every pixel registered to the particular vertex.
As a result, the image pixels which are closer to the camera are weighted more than the
pixels that are lying at the farther distance from the viewing point. This is because the pixel
information corresponding to the objects far from the camera are often ambiguous, unlike
the close objects which are distinct in the image. We call this method as ‘weighted’ in our
experiments.
Pairwise Potential The pairwise potential takes the form of a generalised Potts model:
ψij(xi, xj) =
 0 if xi = xjg(i, j) otherwise, (5.3.3)
where g(i, j) = θp + θv exp(−θβ||Zi − Zj ||2) and Zi and Zj are the 3D location of the
vertices vi and vj respectively. The model parameters θp, θv, θβ ≥ 0 are set by cross
validation on unlabelled data. This form of pairwise potential encourages mesh vertices
that are close in the 3D space to take similar labels, thereby encouraging smoothness over
the mesh. A strong hypothesis for a particular object label towards a mesh vertex is likely
to be carried forward to the neighbouring mesh vertex. As the connectivity is defined by the
edges in the mesh, the label propagation respects the contours and surface of the objects.
5.4 Experiments
Outdoor dataset For evaluation of our method on outdoor scenes, we use the KITTI
odometry dataset [62]. Stereo images are captured using a specialised car in urban, resi-
dential and highway locations, making it a varied and challenging real world dataset. We
use the object class labellings for the KITTI dataset as introduced in § 4.5.1. The labelled
set is comprised of 45 images for training and 25 for testing with per-pixel class labels. The
class labels are road, building, vehicle, pavement, tree, signage, post/pole, wall/fence.
For reconstruction from a stereo image sequence, the camera poses are estimated us-
ing the approach mentioned in §4.3.1. This comprises of two main steps, namely feature
matching and bundle adjustment. We assume calibrated cameras are positioned on a rigid
rig. To obtain the feature correspondences, we perform both stereo matching (between left
and right pairs) and frame by frame matching (consecutive images for both left camera
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and right camera). Once the matches are computed, the corresponding feature tracks are
generated similar to §4.3.1. All the stereo matches and the corresponding frame-to-frame
matches are kept in the track. As the road scene images are subject to high glare, reflection
and strong shadows, it is important to generate good feature matches for accurate camera
estimation. Having this agreement between both the stereo and ego motion helps bundle
adjustment to estimate the camera poses and feature points more accurately. Given the fea-
ture track database, the camera poses and the associated feature points are estimated using a
Levenberg-Marquardt optimiser. As we are dealing with street-level sequences of arbitrary
length, a global optimization is computationally infeasible, and may be unnecessary, since
only the structure of the world near to the current frame is of interest in many applications.
Hence, we use a sliding window approach for the bundle adjustment with a window size
of n frames. In our experiments we set n = 20 which we found to be a good compromise
between speed and accuracy. The estimated camera poses are used to fuse the depth es-
timates (computed from stereo disparity) in an approach similar to [129]. Finally, surface
reconstruction is performed using the marching tetrahedrons algorithm [136] which extracts
a triangulated mesh corresponding to the zero valued iso-surface. We release these meshes
along with ground truth labels for further research in the community1.
Fig. 5.4 demonstrates the qualitative results of our approach for the outdoor sequence
from the KITTI dataset [62]. The scene is reconstructed from 150 stereo image pairs taken
from the moving vehicle. The reconstructed model in Fig. 5.4 comprises 703K vertices and
1.4 million faces. Visually, we can see the accuracy of the reconstructed semantic model. A
close up view of the semantic model is shown in Fig. 5.9. The reconstructed model captures
fine details which are evident on the pavements, cars, road, fence, etc. The arrows relate
positions in the 3D model and the corresponding images. Fig. 5.9(a) shows the fence, hedge
and the pole (encircled) in the image and the reconstructed model. Fig. 5.4(b) shows the
right side of the street in the reconstructed model, showing the car, pavement and the trees
in both the images and the model. In all the above cases, we can see the effectiveness of
our method in handling large scale stereo data sequence to generate a semantic model of the
scene.
The quantitative results of our reconstructed semantic model are summarised in Table
5.1. The evaluation is performed by comparing with ground truth labelled mesh. They are
generated by projecting the image ground truth labels into the mesh using the estimated
camera poses, and taking a vote on the maximally occurring ground truth label for a partic-
1available at http://www.robots.ox.ac.uk/˜tvg/projects/
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Figure 5.4: Reconstruction of an urban sequence sequence from KITTI dataset [62]. The
right column shows the sequence of stereo images that are used for reconstruction purposes.
The vehicle traverses around 200 meters capturing 150 stereo image pairs. The arrow shows
the bend in the road in both the image and the model (best viewed in colour).
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ular mesh location. ‘Global’ refers to the overall percentage of the mesh correctly classified,
and ‘Average’ is the average of the per class measures. We compare the mesh based methods
presented in this chapter with the method presented in chapter 4 (§4.5.2) where the labelling
is performed in image domain, with the unary and pairwise potential added in the model for
image level segmentation and then projected on to the mesh. We observe an overall increase
in the measures of global accuracy, average recall and average intersection-union scores for
mesh based labelling approach (methods ‘average’ and ‘weighted’). This can be attributed
to the following reasons. Firstly, the mesh captures the layout of the objects in the scene
accurately. Thus pairwise connections in the 3D mesh are in accordance with the structure
of the objects and the scene, while in the image domain, the connections between adjacent
pixels in the images might violate the objects in the scene. For example, in the images there
might be a pairwise connection between pixels denoting poles and building, even though
they are well separated in the scene. Secondly, the process of determining mesh unaries by
combining evidence from multiple street level images results in better classification for each
mesh location and removes inconsistency present in the individual image labelling. Also,
we observe that while fusing the image level classifier responses, performing a weighted
combination achieves a better accuracy than averaging the pixel scores. Taking the max-
imum score while fusing the image pixel unary is prone to noisy predictions, resulting in
lower accuracy. The effect of performing inference on the mesh for object labelling is visu-
alised in Fig. 5.5. We show the ground truth labelled mesh in 5.5(a), the unary only labelling
in (b) and inference results with unary and pairwise turned on in (c). Visually the results can
be seen as more consistent and smooth, as highlighted in the yellow ellipse, where a part of
the road is mislabelled as pavement in the unary only labelling. By performing inference
with unary and the pairwise turned on, the road part get correctly labelled. The table 5.1 also
shows the results on unary only labelling, where we observe a lower global and classwise
average scores in comparison to the mesh based inference. However, it is worth noting that
due to the void sections in the ground truth mesh around the object boundaries, the mesh
inference quantitative results are not significantly better than the unary only results.
Table 5.2: Timing performance on outdoor scenes (in seconds). The scene is comprised on 150
images. The image level timings are obtained by summing up the inference time for every frame in
the scene.
Image Level Inference [108] Ours
940±31s 35.2±.3s
We also evaluate the timing performance for the inference stage for an outdoor scene
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Figure 5.5: (a) Ground truth labelled mesh, (b) labelled mesh with unary potential (no
inference) and (c) mesh labelling using Unary and pairwise. We can see the smoothness in
the solution where we observe that a part of the road is labelled as pavement in the unary
mesh (shown in yellow ellipse). The inference over the mesh penalises such inconsistency
and helps to recover the part of the road correctly. Best viewed in colour.
reconstruction. We compare with [108] for inference in the image domain. Our scene
is reconstructed from 150 images, the size of each image being 1281 × 376. As we are
trying to reconstruct an outdoor scene which is not limited in its extent, we need to have
a larger number of mesh faces and vertices to describe the scene with sufficient detail.
The reconstructed mesh has around 704K vertices and 1.27 million faces. We observe a
significant speedup (25x) at the inference stage when performed on the mesh (see Table
5.2) using a single core on a machine with Intel Core2 Quad CPU 2.83 Ghz. It is worth
noting that our method needs to estimate the mesh to perform the inference. However, this
stage can be speeded up by performing TSDF fusion on a GPU [149].
We also evaluate the timing performance for meshes of varying size and compare with
the image based labelling. We create meshes of the same scene, with increasing granular-
ity so that the mesh captures finer details of the scene. In Fig. 5.6, we evaluate inference
times for meshes with increasing number of vertices from 700K till approximately 3.95
million vertices. As expected the inference time increases linearly, but still remains signifi-
cantly lower than the image based labelling. In terms of labelling accuracy for meshes with
increasing size, we report the global, class-wise average recall and average Int.vs Union
scores in the table 5.3. We create multiple ground truth labelled meshes of increasing size
by projecting the image ground truth class labels into the mesh. We observe a marginal dip
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Figure 5.6: Times for image based inference and mesh based inference. We can see the
significant speedup achieved by performing inference in 3D scene. The blue curve denotes
the inference time for meshes with increasing size. The red curve denotes the image based
labelling for the same scene comprising 150 frames.
in accuracy with the increased size of the mesh, which we believe is due to the fact increased
granularity in the mesh results in smaller triangulated faces and closer vertices. This affects
the pairwise cost, and the parameters for pairwise potential (we use the same parameters for
each case) need to be adjusted to reflect the change in the mesh granularity.
Table 5.3: Evaluation for Meshes with varying number of Vertices.
Mesh Vertex count Global Accuracy Recall Average Int.vs Union
704K 84.66 67.63 57.87
1.44 Million 84.36 66.89 57.12
2.51 Million 84.07 66.69 56.91
3.95 Million 83.93 66.6 56.65
Scene Editing The semantic mesh representation of the scene enables different modalities
for scene editing. Mesh based scene editing has been attempted [29] where interactive
editing is performed for moving objects. In our case the knowledge of object labels enables
us to edit the scene and place the objects relevant to the scene. Given the labelled scene
mesh, we can separate the regions of the scene as shown in Fig. 5.7 where we can accurately
estimate the road and the pavement regions. We fit a plane onto the road segment, which
allows us intuitively to insert objects like cars (shown in Fig. 5.8 ) onto the road. The object
can be replicated or moved anywhere based on the permissible semantics. As the mesh
is generated in a metric scale, the newly inserted vehicle can follow the path as specified.
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Figure 5.7: Bird’s eye view of the scene. One the left is the entire reconstructed scene
viewed from the top. The middle part shows the region corresponding to the road (magenta)
and right shown the pavement regions (blue). (Best viewed in colour)
This has an application in autonomous vehicle navigation where the path can be determined
by the extent of the road. In this example ( Fig. 5.8) we allow the vehicle to follow a
predetermined path.
5.5 Discussions
We have presented an efficient framework to perform 3D semantic modelling applicable to
outdoor road scenes. We formulated this problem in 3D space, thereby capturing the object
Figure 5.8: The left shows an additional object (car) being placed on the road. The right
shows the corresponding textured scene. (Best viewed in colour)
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layout in the scene accurately. We show that performing labelling over the meshed structure
improves labelling performance. We present various unary generation scheme for the mesh
locations, and observe that performing a weighted combination of individual pixel classifier
scores achieves a better accuracy than averaging the pixel scores. Furthermore, having
inference on the mesh results in a magnitude improvement in the inference speed (˜25x)
and achieve higher accuracy for outdoor road scenes. To facilitate the training/evaluation of
our model, we have created ground truth labelled meshes for KITTI outdoor scene dataset
with object class labelling. We have released these ground truth labelled meshes to the
community for further research.
However, the proposed method has the requirement of estimating a meshed representa-
tion of the scene. The mesh is generated by fusing the depth estimates in a TSDF volume
and performing marching tetrahedra on the fused volume. This can be made efficient by a
GPU implementation [149]. Similarly, the unary fusion which is performed independently
for each mesh location can be parallelised easily.
In the next chapter, we incorporate multi-resolution higher order constraints for scene
labelling. We perform the scene labelling on a probabilistic octree representation of the
scene, allowing us to incorporate higher order constraints and describe the scene where
each occupied voxel is associated with an object class label.
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Figure 5.9: Closeup view of reconstructed semantic model of an urban sequence from
KITTI dataset. The arrows relate the position in the model and the associated image.(a)
shows the fence, hedge and the post (encircled) in the image and the reconstructed model.
(b) shows the right side of the street in the reconstructed model, showing the car, pavement
and the trees in for both the cases. (View arrows from bottom, best viewed in colour.)
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Chapter 6
3D Scene Understanding Modelled as
a Hierarchical CRF on an Octree
Graph
6.1 Introduction
In the previous chapter, we demonstrated how semantic object labelling can be performed
accurately and efficiently over a meshed representation of the scene. This is due to the fact
that the mesh captures the surface of the scene accurately. However, there are two limi-
tations in the mesh based labelling. Firstly, once the mesh is generated, it is not updated
while labelling is performed [178]. The second limitation, is more restricting due to the
very nature of the mesh representation: it is not capable to map the free space in the scene.
The notion of the free space is required by many autonomous systems to plan a collision
free path in the scene [53]. Similarly, other representations such as point-clouds, elevation
maps and multi-level surface maps also suffer from the same problem. The point clouds
cannot model the unknown areas or free space and are not memory efficient. The eleva-
tion/ multi-level surface maps do not account for the free space. However a voxel based
volumetric representation overcomes this drawback, by mapping the entire scene, including
‘occupied’, ‘free’ and ‘unknown’ areas. Motivated by these two factors, we propose in this
chapter a method to perform object class labelling in a volumetric representation and jointly
determine the free/occupied space to create a truly labelled scene.
Representing the 3D scene accurately and efficiently has been a long standing problem
in the robotics community for a multitude of applications like mobile navigation [53] and
manipulation [142]. Most of them require an efficient probabilistic representation of free,
occupied and unmapped regions. Moreover, the volume needs to be indexed so that robotic
tasks can be performed efficiently. For example, the autonomous system needs to decide
its path based on the free space on the fly. Recently, a framework called ‘Octomap’ was
presented in [88] which enabled such a mapping of the volume. In their framework, the en-
tire 3D volume is discretised into voxels and indexed through an octree. For each 3D depth
estimate, probabilistic updates are performed to denote the occupied and the free space. As
the tree represents the entire scene, a sub-grouping of the volume can be performed easily,
as each sub-tree in the octree denotes a contiguous sub-volume in the 3D world. This kind
of sub-grouping is additionally attractive to us, as it enables us to impose multi-level object
class/occupancy constraints on the voxels and on the sub-volumes.
In the image labelling paradigm, there has been an increasing thrust to solve the object
class segmentation problem using a multi-resolution approach, with pixel level information
being augmented with image-segment constraints. These image segments are generated via
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Figure 6.1: System Overview: (a) Shows the input to our system which is a sequence
of rectified stereo images. (b) depth estimates and the (c) object level cues are computed
from the input image sequence. This information is used to generate the object class and
occupancy hypothesis for every voxel in the octree. (d) Shows the octree (τ ) composed
of two levels. The root node (at level 0) represents the entire volume and the leaf node
represents the smallest voxel. The leaf nodes of the tree are denoted as τleaf and the internal
nodes as τint. Each internal node is subdivided into eight child nodes and the corresponding
volume (in the left) gets subdivided accordingly. xi is the voxel (brown) corresponding to
the node i in the leaf level of the tree and xc is the volume (yellow) corresponding to the
internal node c. The CRF is defined over the voxels in the tree. A hierarchical Robust PN
constraint is enforced on the internal nodes in the tree. This penalises the inconsistency
in the dominant label in the grouping, where the cost (C) is proportional to the number of
variables (N ) not taking the dominant label. (e) The CRF energy is minimised to infer the
object labels and the 3D occupancy giving us the semantic octree. (Best viewed in colour)
multiple unsupervised segmentation algorithms [26, 34, 86]. These segments also known
as superpixels, are generated based on the low level image properties like colour, gradients
and edges. The reason behind the improved usage is often linked to the fact that pixels
belonging to same image segments often share similar object semantics. This has also been
extended using multiple overlapping segments, where pixel, region, object and scene level
information [101, 108, 110] are used simultaneously to reason about the scene.
In this chapter, we look at introducing a multi-resolution 3D labelling approach towards
the aim of unified scene understanding. Our proposed method performs object class la-
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belling and infers the 3D occupancy map for each voxel in a joint fashion. Towards this
aim, we propose a hierarchical robust PN Markov Random Field, defined on the voxels
and sub-volumes (group of voxels) in the 3D space determined through an octree. Our
work is inspired from the various multi-resolution approaches in the image domain, partic-
ularly [101,108], which we naturally extend from pixel based image lattice representation to
voxel based 3D volume. The octree based space discretisation provides us a natural group-
ing of the 3D volumes. For the octree formulation, we use the octomap framework [88].
Our approach works as follows (see Fig. 6.1): The input to the system is a sequence of
stereo images (a). The image level information is used to generate point cloud depth esti-
mates (Fig. 6.1b) and the object level cues (Fig. 6.1c). This information is used to generate
the object class and occupancy hypothesis for every voxel in the octree. An example octree
(τ ), composed of two levels, is shown in Fig. 6.1(d). The root node (at level 0) represents
the entire volume and the leaf node represents the smallest voxel. Each internal node is sub-
divided into eight child nodes and the corresponding volume (in the left) gets subdivided
accordingly. xi is the voxel (brown) corresponding to the node i in the leaf level of the tree
and xc is the volume (yellow) corresponding to the internal node c. The CRF is defined
over the voxels in the tree. A hierarchical Robust PN constraint is enforced on the internal
nodes in the tree. This penalises the inconsistency in the dominant label in the grouping,
where the cost (C) is proportional to the number of variables (N ) not taking the dominant
label. (e) The CRF energy is minimised giving us the final object labels and the occupancy
for each voxel.
6.1.1 Chapter Outline
In the following §6.2 we give an overview of the related literature. We describe our method
to generate a semantic octree representation of the world in §6.3. The qualitative and the
quantitative results of our method are shown in section §6.4. Summary and discussion are
provided in section §6.5.
6.2 Related Work
Multi-resolution approaches in computer vision for solving tasks such as image classifica-
tion, object detection and semantic image segmentation have shown much promise over the
last decade [70, 81, 108, 110, 158]. Most of these approaches work in a bottom up fash-
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ion [27] where information from image pixel, region, object and scene level information
are used simultaneously to infer the objects present in the scene. These methods try to
encode the information present at various levels of quantisation. The higher level quanti-
sation (superpixels in the image) is obtained through multiple unsupervised segmentation
of the image. In [158], dense per-pixel texton features over an image patch centred around
the pixel are learnt using boosting. The final solution is obtained using an inference us-
ing a conditional random field, inducing smoothness by adding pair-wise potential terms
in the graph. In [101], robust higher order PN potentials were introduced as a constraint
over image segments, which penalised label inconsistency among the pixels belonging to
the segment through a robust cost function. This work was extended in [108], where an
appropriate image quantization was selected from the pixels and multiple overlapping su-
perpixels, to aid the semantic image segmentation task. All these methods demonstrated
a common behaviour: consistency and improvement in the solution via a multi resolution
approach.
Representing a scene through a 3D model has been a subject of research over the last
couple of decades in the robotics community, where multiple representations such as vol-
umetric/voxel based, point clouds, surface maps, height/elevations maps and meshes have
been proposed. The aim has been to capture the surface accurately by mapping the ‘occu-
pied’, ‘free’ and ‘unknown’ space and index the volume for efficient occupancy querying.
Modelling the environment through an array of voxels (cubic volumes) has been attempted
as early as [146]. The cubes were marked as ‘empty’ or ‘occupied’ based on the depth
estimated from dense range sensors. This is in contrast to popular SLAM systems [33, 160]
where discrete 3D point cloud estimates are used to describe the scene. As a result, the
notion of the free space is lost in the representation. Similarly, other modalities like 2.5D
representation or height/elevation maps such as stixel world [137], provide a single height
measurement for every location on a 2D ground plane point, thus inaccurately capturing the
surface of the scene. Similarly, the mesh based surface representation [186] have the the
limitation of not being able to distinguish between free, occupied and unknown space.
In contrast to these approaches, octree based volumetric representation provides the fol-
lowing advantages: it can map effectively the free, occupied and unknown space and can be
updated on-line as the new depth measurements are observed. Additionally the voxels being
indexed through the tree, enable efficient querying for determining occupancy. Finally, the
tree provides a multi-resolution view of the volume, with the root node denoting the entire
space and the leaf node the smallest sized 3D volume (see Fig. 6.2). Various octree based
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Figure 6.2: An example of an octree (τ ) composed of two levels. The root node (at level
0) represents the entire volume and the leaf node (at level 2) represents the smallest voxel.
The leaf nodes of the tree are denoted as τleaf and the internal nodes as τint. Each internal
node is subdivided into eight child nodes and the corresponding volume (in the left) gets
subdivided accordingly. xi is the voxel (brown) corresponding to the node i in the leaf level
of the tree and xc is the volume (yellow) corresponding to the internal node c.
representation have been reported in in the literature [53, 88, 135] and for a more detailed
discussion, we refer the reader to [88]. Recently, a voxel based indoor scene classification
system was proposed independently in [161], but they do not consider hierarchical group-
ing of voxel volumes. In this chapter, we follow the probabilistic octree implementation
of [88] and take inspiration from multi-resolution approaches in image labelling, particu-
larly [101,108] and propose a method to annotate the scene with object class labels or mark
them as free.
6.3 Semantic Octree
In this section we describe our proposed approach of performing the object labelling of
the 3D world represented by voxels indexed by an octree. This is visualised in Fig. 6.2.
The root node encompasses the entire space. Each internal node corresponds to a volume
which is recursively subdivided into eight nodes/sub-volumes. The process of subdivision
is continued till the minimum sized voxel is reached corresponding to the nodes in the leaf
level in the tree. This is shown in the brown coloured voxel in the Fig. 6.2 and corresponding
node is also shown in the octree. Let the total number of nodes in the octree be denoted by
the set τ = {τleaf ∪ τint}, where τleaf corresponds to the leaf level nodes and the τint
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denoting the internal nodes in the tree with τleaf ∩ τint = ∅.
In our case, we are performing a labelling over the entire volumetric space where we
intend to classify each voxel as empty or occupied with a certain object class label. Consider
a set of random variables X = {X1, X2, . . . , XN}, corresponding to each leaf level voxel
xi ∈ τleaf . We intend to assign a label to each of the random variables from the discrete
label set L = Lobject∪ lfree, where Lobject = {l1, l2, ..., lL, } correspond to the object class
labels and lfree is the label corresponding to the free space. The class labels corresponding
to Lobject are road, building, vehicle, pavement, tree, signage, post/pole, wall/fence. A
clique c is defined as a set of random variables Xc which are conditionally dependant on
each other. This clique corresponds to the internal nodes in the tree c ∈ τint. By traversing
the tree downwards from a particular internal node, we can determine the set of leaf voxels
and their corresponding random variables forming the set xc = {xi, i ∈ c}. Thus the octree
internal nodes provide a logical grouping of the 3D space. It is worth noting that the first
internal group (from the leaf level) will correspond to the pairwise connection between the
leaf voxels in the group. The final energy defined for the volume is given as:
E(x) =
∑
i∈τleaf
ψi(xi) +
∑
c∈τint
ψc(xc). (6.3.1)
The energy minimisation is solved using a graph-cut based Alpha Expansion algorithm
[17]. We now discuss the potentials in details.
6.3.1 Unary Potentials
The unary potential ψi describe the cost of the voxel xi taking a particular object class label
or the free label. The appearance based object class hypothesis is derived from the stereo
image pairs of the scene. A set of point clouds is computed from the stereo depth maps given
the estimated camera pose. The point clouds are fused to compute the occupancy probability
for each voxels. The image appearance based object class score and the occupancy are
combined to determine the unary potential for each voxels. We first describe how the depth
measurement from the point clouds are fused to determine occupancy probability and then
show how they are combined with the appearance cues.
Octree occupancy update Initially, all the voxels in the tree are uninitialized and corre-
spond to ‘unknown’ with an occupancy probability P (xi) set to 0.5. A log-odds value is
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determined for each voxel as
Lg(xi) = log
[
P (xi)
1− P (xi)
]
. (6.3.2)
The depth estimates generated from the point clouds, are then fused into the octree in a
ray-casting manner, determining all the voxels along the ray from the camera to the surface
point. This set of voxels is now initialised, and belong to either ’free’ or the ’occupied’
category. The ray-casting update is shown in Fig. 6.3. The end point of the ray corresponds
to the surface of the object. This is the voxel where the ray gets reflected and is updated as
occupied (shown in red). All the voxels between the sensor and the endpoint are updated as
free (shown in green). The log-odds for the free and occupied voxels, given a single depth
estimate dt, corresponding to a 3D point Zt is denoted as:
Lg(xi | dt) =
⎧⎨
⎩ Ofree if the ray passes throughOocc if the ray is reflected. (6.3.3)
Figure 6.3: A ray is casted from the camera to the world point. All the voxels in between the
camera and the point marked in green are updated with Ofree and the end point, building in
this example shown in red, is updated with Oocc. Best viewed in colour.
The log-odds values are set as Oocc = 0.85 and Ofree = −0.4 corresponding approx-
imately to the probability values of .7 for occupied and .4 for free voxel. These values are
observed to be sufficient for our experiments. Let a set of depth estimates obtained from
point clouds from a stereo pair be given as d1:t−1. Then the accumulated log-odds values of
a voxel is given as:
Lg(xi | d1:t) = Lg(xi | d1:t−1) + Lg(xi | dt), (6.3.4)
where Lg(xi | d1:t−1) is the accumulated log-odds corresponding to the set of previous
depth estimates d1:t−1. As we are accumulating the log-odds, the values are clamped to
lmin and lmax. After merging all the depth estimates d1:T from every point cloud set for
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each stereo pair, we arrive at the final occupancy probability for each voxel as:
P (xi) =
eLg(xi|d1:T )
1 + eLg(xi|d1:T )
. (6.3.5)
We use this probability measure for each voxel towards calculating the unary cost for them.
For more details on the log-odds update we refer the reader to [88].
Unary scores Each voxel xi is associated with a set of point clouds Zi = {Zi1, Zi2, ...ZiK}.
This set is an empty set for the free voxels. Given the camera pose, these point clouds are
mapped to the set of image pixels Ti = {T i1, T i2, ...T iK}. For each pixel T ik , a classifier score
is obtained using the multi-feature variant [108] of the TextonBoost algorithm [158]. Let
these classifier scores be denoted as Θ(T ik), k = 1, ..,K. In order to obtain the unary cost
for the voxel, we combine the pixels scores of Ti as H(xi) = f({Θ(T ik)}k=1,..,K). This
function f can take the form of class-wise average or maximum of the individual pixels
classifier scores. It is important to note that in the image domain, the number of class labels
is Lobject, while in the case of octree voxels, we have an additional label lfree indicating
the occupancy. We assign a large negative value −θmax as the score for the free label lfree.
Thus the unary score for the voxels, given the initial occupancy estimate P (xi), is given as:
φi(xi)|l =

H(xi) P (xi) ≥ Othresh ∧ l ∈ Lobject
1
1−P (xi) P (xi) < Othresh ∧ l ∈ Lobject
−θmax P (xi) ≥ Othresh ∧ l = lfree
1
P (xi)
P (xi) < Othresh ∧ l = lfree
, (6.3.6)
where Othresh = 0.5 is the occupancy threshold. This ensures that the for every occupied
voxel, the score associated with label lfree is lower than any of the labels in Lobject. All the
voxels that are uninitialised are marked as ‘unknown’ and assigned with∞ cost, which are
excluded in the optimisation phase. Finally the unary potential for each voxel is obtained
by normalising the class-wise scores and taking a negative logarithm as
ψi(xi)|l = −log
[
eφ(xi)|l∑
l∈L e
φ(xi)|l
]
. (6.3.7)
6.3.2 Hierarchical tree based robust potential
To define the consistency based higher order potential we follow the image based robust
PN formulation of [101]. In our case, the internal nodes in the octree provide a natural
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grouping voxels in 3D space, corresponding to a clique: xc = {xi, i ∈ c}. The hierarchy of
the voxels can be visualised in Fig. 6.2, where the node marked yellow in the tree is shown
with the corresponding grouping of voxels in the 3D volume. Determining this super-voxel
set enables us to enforce a higher order consistency potential given as:
ψc(xc) = min
l∈L
(γmaxc , γ
l
c + k
l
cN
l
c(xc)), (6.3.8)
where γlc < γ
max
c , l∀L and the function N lc(xc) =
∑
xi∈xc δ(xi 6= l) gives the number of
inconsistent voxels with the label l. The potential takes cost γlc if all the voxels in the super-
voxel take the label l. Each inconsistent voxel is penalised by the cost klc and the maximum
cost of the potential is truncated to γmaxc . Setting γ
l
c to zero has the effect of penalising
inconsistent grouping of voxels and thus enforcing label consistency.
6.4 Experiments
We evaluate our semantic octree on the stereo image sequences used in §4.5 and §5.4. The
image sequence has urban, residential and highway locations captured using a stereo rig
mounted on a moving vehicle [62]. We use the manual annotation of object class labels
introduced in § 4.5.1. To generate the octree model of the scene, we use the Octomap library
[88]. We first describe the octree generation and then move on to object class labelling.
Voxel occupancy estimation To determine the initial estimate of voxel occupancy, we
compute depth maps from stereo image sequence. A set of point clouds is generated from
the depth maps using the estimated camera pose which are used to update the occupancy of
the voxels (see §6.3.1). The depth estimate is computed from the image level disparity as
zi =
B×f
di
, where zi and di are the depth and the disparity corresponding to the ith pixel
respectively. The terms B and f are the camera baseline and the focal length respectively,
which are computed from the camera matrix. The image disparity is computed using semi-
global block matching stereo algorithm [85]. To estimate the camera matrix, we follow the
approach presented in [63].The camera internal parameters are assumed to be fixed. The
features are tracked using frames from the stereo and egomotion. The camera egomotion is
estimated by minimising the reprojection errors with velocity estimates being refined using
a Kalman filter with a constant acceleration model. We define the octree of height 16 with a
minimum resolution of (8×8×8)cm3 (size of the voxels at the leaf level). This corresponds
to 216 × 8cm ≈ 5.24km in each dimension which was sufficient for our experiments for
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an outdoor scene. By extending the level of the tree we can accommodate further volume
without losing the granularity of the smallest sized voxels.
The initial estimate of the occupancy can be visualized in Fig. 6.4. Only the occupied
voxels are shown. In this example, the occupancy is estimated from 20 stereo pairs. The
stereo pairs are captured as the vehicle moves along the road. We can observe the sparsity
of occupied voxels along the direction of the motion of the vehicle as shown in red.
Figure 6.4: Scene after fusion 20 depth maps. Only the occupied voxels are shown. We can
observe the sparsity in the number of occupied voxels in the road (highlighted inside the red
ellipse).
Semantically labelled octree : Once we have the estimated the occupancy probability
for each of the leaf level voxels, we determine the potentials for all the voxels using as
described in § 6.3.1 and § 6.3.2. In our experiments, we have considered the super-voxels
corresponding to the tree nodes in the level 13 − 15. Beyond level 13, we observe the
groupings of the voxels become large. For example a node at level 12 corresponds to a
size of 24 × 8cm = 1.28m in each dimension. Having such a large voxel tends to have a
detrimental effect on the labelling.
Fig. 6.5 shows the qualitative output of our algorithm corresponding to the test set.
The snapshot of the 3D octree model is shown along the corresponding images of the
scene. We show the leaf level occupied voxels and the inference and the arrows relate
the position in the model and the image. In (a) we can see the pavement and the road,
while (b) shows the post and signage. The car is highlighted in (c) while we can see
the fence in (d). Overall, we can see how the generated model can capture details of ob-
jects of varying scale. A textured scene is shown in Fig. 6.6. To evaluate quantitatively,
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Figure 6.5: Qualitative results for semantic octree along with class labels. The leaf level
occupied voxels are shown along with the arrows relating the position in the model and the
image. In (a) we can see the pavement and the road, while (b) shows the post and signage.
(c) The car is shown in both the image and the model.(d) The arrow highlights the fence in
the model and the image. Best viewed in colours.
we project the class labels of the occupied voxels in the model back into the image do-
main using the estimated camera poses. Voxels in the reconstructed model that are far
away from the particular camera (> 20m) are ignored and only the valid pixels are con-
sidered for evaluation. Our test set consists of 25 images. We report results with two
performance measures, namely Recall = True Positive
True Positive + False Negative
and Intersection vs Union =
True Positive
True Positive + False Negative + False Positive
. ‘Global’ refers to the overall percentage of the voxels
correctly classified, and ‘Average’ is the average of the per class measures. The quantitative
results are shown in table 6.1. Globally, our method of semantic octree achieves an accuracy
of 78.3%, and classwise average score for recall is 61.3% and 48.1% for Int vs U measure.
We compare the octree based volume labelling method presented in this chapter with the
methods presented in the previous chapters 4(§4.5.2) and 5 (§5.4). It is worth noting that
the mesh represents the surface much accurately than the voxels indexed through the oc-
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tree. This explains a general improved abject labelling accuracy for the mesh based surface
representations presented in Chapters 4 and 5. Also for small and thin objects, the octree
volume grouping results in quantization errors, which explains the low accuracy for small
and thin objects like signage and post/poles. However, the octree based method presented
here has the advantage of generating the structure and mapping both the free and occupied
space, which is essential for robotic applications.
Figure 6.6: Textured model of the scene.
We compare how the higher order robust PN consistency potentials have an effect on
the number of occupied leaf voxels. Figure 6.7 shows qualitatively the effect of higher
order constraints. The top left figure shows the semantic octree generated with higher order
constraints while the top right shows the same scene with unary. We can see visually that
the occupancy is increased with the use of higher order constraints.
We also evaluate the effect of occupancy with increasing size of super-voxels in the
higher order robust constraint in plots shown in Figs. 6.8 and 6.9 respectively. We perform
this experiment by first having only the leaf level voxels in the labelling problem. Then
we include higher order constraints corresponding to the internal nodes in the tree. We add
super-voxels corresponding to level 15, progressively going till level 13. At each level, we
impose consistency constraints for all the nodes in that level and levels below it. We can
observe that the total number of occupied voxels increase (Fig. 6.8) and the corresponding
number of free/unoccupied voxels reduce (Fig. 6.9).
6.5 Discussion
In this chapter, we have proposed a volumetric labelling approach, where we annotate the
voxels in the 3D volume with object class labels or mark them as free in a joint labelling ap-
proach. The representation has the advantage of mapping the free, occupied and unknown
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Figure 6.7: Semantic octree: The top left figure shows the semantic octree generates with
robust higher order p-n potential. The top right shows the same scene without the higher
order potential. We can see visually that the higher order potential has a better occupancy.
Best viewed in colour.
space essential for robotic navigation. We define the scene in terms of voxels which are
indexed through an octree. We formulate the problem as a hierarchical robust Pn Markov
Random Field, defined on voxels and their groupings, allowing us to infer the 3D occupancy
map and the object-class labels in a principled manner, through bounded approximate min-
imisation of a well defined and studied energy functional.
The current method has a disadvantage in comparison to mesh based labelling, as the
mesh is able to capture the surface effectively. It is worth noting that the proposed approach
can be improved by partitioning the space in a non-uniform fashion such as kd-trees [156]
where the object boundary will overlap with the grid boundary correctly. Such partitions
should be performed in a class wise fashion mimicking the physical properties of the ob-
jects.
Acknowledgements
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Figure 6.8: The number of voxels occupied increases as more levels in the tree participate
in the inference. The leaf level indicates no higher order super-voxels. At each subsequent
levels, higher order constraints are imposed on the super-voxels corresponding to the inter-
nal nodes of that level and the nodes below in the tree. As expected, we observe an increase
in the number of occupied voxels with consistency constraints on the internal nodes.
Figure 6.9: The total number of free voxels reduces as we impose higher order constraints on
the internal nodes of the tree. The leaf level indicates no higher order super-voxels. At each
subsequent levels, higher order constraints are imposed on the super-voxels corresponding
to the internal nodes of that level and the nodes below in the tree.
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Chapter 7
Discussion
7.1 Summary
In this thesis, we have explored the problems of semantic mapping and reconstruction of
road scenes. Initially we have shown how a sequence of images captured from a moving
vehicle can be used to generate a bird’s eye view of an urban region annotated with semantic
labels. We have then considered how the sequence of images can be used for generating
a dense 3D reconstruction of large scale urban scenes and proposed methods to perform
semantic annotation of the reconstructed model. The entire thesis is summarised as follows:
In chapter 3, we have proposed a technique to aggregate semantic information present
in the street level images into a CRF formulation to generate a semantic overhead view of
an urban region. The problem is formulated using two conditional random fields. The first
CRF is defined over the street images captured from a moving vehicle. The object informa-
tion present in the local street level images are fed into the second CRF which generates the
global semantic map. This kind of two stage approach enables us to map any region irre-
spective of its extent with details, as the street level imagery provides detailed information
of the objects present in the scene. To illustrate the efficacy of the method, we perform ex-
periments with ten’s of kilometres of street level imagery. A new dataset is presented which
is comprised of ˜15 kilometres of UK roadways along with the corresponding overhead
satellite views and the object class labels. We have released the dataset to the community.
In chapter 4, we have extended our work from a ground plane semantic mapping to a
large scale dense 3D semantic reconstruction. We performed a volumetric TSDF reconstruc-
tion based on the inputs from a stereo camera mounted on a vehicle, capturing images at
regular intervals. To deal with a large scale road scene, we incrementally fuse the depth es-
timates from stereo images in an online fashion, allowing us to reconstruct densely several
kilometres of the image sequence. The iso-surface in the TSDF space corresponding to the
scene model was then augmented with semantic labels. The object class labels were gen-
erated from the street level images exploiting the stereo information and fused to annotate
the model. We demonstrated our method qualitatively and quantitatively on a large urban
sequence from the KITTI dataset [62]. We have labelled the object class ground truth dataset
for training and testing purposes and have released them to the community for further re-
search.
In chapter 5, we have proposed a principled way to generate object labelling in 3D.
Our method builds a triangulated meshed representation of the scene from multiple depth
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estimates enabling us to capture the spatial layout of the objects present in the scene. A
CRF is defined over the mesh and inference if performed over the scene, instead of the
images. This results in label consistency, fast inference and improved accuracy of object
labelling. Our method by virtue of working on meshes, is highly efficient ( 25×) in the
inference stage. We have demonstrated the robustness of our framework by labelling large
scale outdoor scenes and further show some examples where the labelled meshes can be
used to perform active manipulation in the scene.
In chapter 6, we have presented a volumetric labelling approach, where we annotate the
voxels in the 3D volume with object class labels or mark them as free in a joint labelling
approach. The representation has the advantage of mapping the free, occupied and unknown
space which is essential for robotic navigation. The scene is defined in terms of voxels
which are indexed through an octree. The problem is formulated as a hierarchical robust
PN Markov Random Field, defined on voxels and their groupings. This allows us to infer
the 3D occupancy map and the object-class labels in a principled manner, through bounded
approximate minimisation of a well defined and studied energy functional.
7.2 Limitations and Future Work
In this thesis, we have tried to address the greater problem of scene understanding by seman-
tic mapping and reconstruction. This problem is still an active area of research and various
new methods have been proposed towards joint structure and object labelling [78,109]. The
problem becomes particularly challenging in case of city level understanding due to the
scale and the variability present in the data. This calls for faster computation with efficient
handling of data, fusion of various sources of information and more importantly adding
higher level object information to make the output more meaningful.
In chapter 3, it is shown how a semantic overhead map can be generated from street
level images. In this work, the assumption of a flat world is used to link the ground plane
and the image plane. This has the potential to create shadow artefacts in the final output map
(see Fig. 3.13). This is aggravated when sufficient views are not available to map the object
in consideration. Such effects can be reduced, if we introduce higher level shape constraints
and replace objects with synthetically synthesized blocks [19,75] to obtain the extent of the
objects in the map. The shadow effects can also be reduced if we use the top view (satellite
views) obtained from mapping data in conjunction to the street views for determining extent
of classes like ‘roads’, ‘buildings’ and ‘vegetation’. However, integrating the satellite view
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is challenging as they are not captured in the same time, which might result in inconsistency
of objects such as ‘vehicles’, ‘signage’ or ‘pedestrians’ present in the scene. Learning
selectively from different modalities of data can improve the quality and accuracy of the
generated map.
Similarly, a semantic map can be made more meaningful by adding higher level object
information like bus-stand, shops, commercial/residential area, etc. Currently the mapping
services like Google maps are void of semantics, but have large information in terms of these
high level static objects, that can be used in our map building system effectively. Recently
there have been such attempts to fuse information from OpenStreet Maps [133] to perform
visual localisation [24]. Similarly, an outdoor text recognition system demonstrated in [128]
can be used for localisation and identifying objects in the map domain. Finally, adding
semantics through maps can increase the efficacy of the emerging wearable technologies
like Google Glass [93] which often need to interact with mapping services.
Chapter 4 demonstrates a large scale dense 3D semantic reconstruction of an outdoor
scene. In this method, inputs are taken from a stereo camera mounted on a moving vehicle
capturing images at regular interval. This assumption of availability of stereo imagery is
limiting in nature. Ideally, a system should be able to generate a dense reconstruction from
monocular image streams. Recent developments in optical flow methodology allows to
perform a detailed dense facial reconstruction from single video [166]. Such techniques are
worth considering for outdoor road scenes, which contain large variations in terms of the
number of objects, scale and lightings, making it a challenging task.
Another area where our work from chapter 4 can be carried forward is to generate a
real-time semantic reconstruction of the scene. Today, better algorithms incorporating so-
phisticated models coupled with improved computing resources have enabled the field of
computing to breach the barrier of time and perform real-time implementation of the vision
algorithms. Significant progress has been made to perform a dense structure recovery from
a stream of depth images from RGB-D sensors using GPU optimisations. However real-time
semantics is still in its infancy and the challenges associated with semantic scene under-
standing in real-time are plenty. In this context, various GPU implementation of efficient
feature computations available through libraries like OpenCV, PCL [141, 149] can be used
to speed up the process. Various stages in the semantic scene recovery, such as classifier
evaluation and inference needs to be investigated for efficiency and speed-up.
In chapter 5, we have exploited the structure and object layout in the scene to aid la-
belling and performed inference over a meshed scene. The appearance costs for every mesh
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location is computed from the images while the mesh connectivity information is used dur-
ing the inference. The mesh can be further exploited to compute the geometric features for
learning object class labels as explored in [98, 178]. The proposed method also requires to
have an estimate of the scene beforehand. A joint reconstruction and class segmentation can
be performed to overcome the necessity of meshed scene, where a classifier can be learned
to generate a pixel wise depth and object class hypothesis [109]. Similarly, we can improve
the reasoning of object class accuracy via incorporating higher level constraints from object
detectors, and infer about the number of instances and spatial extent of individual objects in
the scene [110].
In chapter 5, it is also demonstrated that performing inference in the structure speeds up
the process in comparison to the images. This is due to the successive stream of images from
a stereo camera contain redundant information of the scene. Redundant data can be further
ignored from processing by intelligent selection of image pixels comprising the dynamic
regions in the image and reusing past information for unchanged static parts. This is similar
to human vision and senses, where our brain tends to focus more towards the dynamic
regions in the scene. Recent dynamic vision systems [95] has been proposed which, unlike
the conventional vision sensors, send the local pixel-level changes caused by movement in
a scene in a synchronised fashion. Such sensors can help us achieve the necessary speed-up
and deal with dynamic scenes efficiently, which is the case of an urban environment.
We have described in chapter 6 how 3D volume can be effectively subdivided into hier-
archical sub-volumes and perform object recognition. Dividing the space into hierarchical
regular grids helps us to reason about objects at different scales. However, it can be seen
that many objects do not align with the grid boundaries and overlap with multiple grids.
This issue can be addressed by considering non-uniform grids with object class sensitive
grid partition while dividing the space using kd-trees [156]. Such partitions should be per-
formed in a class wise fashion mimicking the physical properties of the objects. Finally
the proposed method, whilst operating on the voxels, can be extended to represent dynamic
scenes, through probabilistic occupancy updates [88]. Object categories provide valuable
cues for dynamic scene processing, e.g. a building will not move but a vehicle is more likely
to move. In such cases, the different classes should be handled separately from the rest of
the static scene, which can enhance the capability of the current system.
Finally to conclude, adding more object level information by increasing the number of
classes will take the process closer to total scene understanding [165]. Though this needs
a large amount of labelled training data, as our training model needs evidence for each
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object in the learning stage. Currently, there are multiple training data available through
various computer vision datasets [23, 51, 111] and are used for problems like object class
segmentation, detection, stereo and classification. Ideally we should aim towards a system
that is capable to learn about the scene from multiple sources via transfer learning approach
[134], and use them effectively as required on any unseen data.
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Chapter 8
Appendix: Datasets
8.1. Yotta Pembrokeshire Dataset
8.1 Yotta Pembrokeshire Dataset
8.1.1 Yotta Pembrokeshire Street Image dataset
Figure 8.1: Yotta Pembrokeshire Street Image dataset 1. (Best viewed in colour).
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8.1.2 Yotta Pembrokeshire Aerial Image dataset
Figure 8.2: Yotta Pembrokeshire Aerial Image dataset 1. (Best viewed in colour).
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8.2. KITTI Object Label dataset
8.2 KITTI Object Label dataset
Figure 8.3: Kitti Object label dataset 1. (Best viewed in colour).
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[110] L’ubor Ladický, Paul Sturgess, Karteek Alahari, Chris Russell, and Philip H. S. Torr. What,
where and how many? combining object detectors and crfs. In Proceedings of the European
Conference on Computer Vision, pages 424–437, 2010.
[111] Lubor Ladicky, Paul Sturgess, Chris Russell, Sunando Sengupta, Yalin Bastanlar, William
Clocksin, and Philip H.S. Torr. Joint optimisation for object class segmentation and dense
stereo reconstruction. In British Machine Vision Conference, 2010.
123
Bibliography
[112] X. Lan, S. Roth, D. P. Huttenlocher, and M. J. Black. Efficient belief propagation with
learned higher-order markov random fields. In European Conference on Computer Vision,
pages 269–282, 2006.
[113] Svetlana Lazebnik, Cordelia Schmid, and Jean Ponce. Beyond bags of features: Spatial
pyramid matching for recognizing natural scene categories. In Proceedings of the Computer
Vision and Pattern Recognition, pages 2169–2178, 2006.
[114] Bastian Leibe, Nico Cornelis, Kurt Cornelis, and Luc J. Van Gool. Dynamic 3d scene analysis
from a moving vehicle. In Proceedings of the Computer Vision and Pattern Recognition, 2007.
[115] J. Leonard, J. P. How, S. Teller, M. Berger, S. Campbell, G. Fiore, L. Fletcher, E. Frazzoli,
A. Huang, S. Karaman, O. Koch, Y. Kuwata, D. Moore, E. Olson, S. Peters, J. Teo, R. Truax,
M. Walter, D. Barrett, A. Epstein, K. Maheloni, K. Moyer, T. Jones, R. Buckley, M. Antone,
R. Galejs, S. Krishnamurthy, and J. Williams. The DARPA Urban Challenge: Autonomous
Vehicles in City Traffic, volume 56, chapter A Perception-Driven Autonomous Urban Vehicle.
Springer Verlag, 2010.
[116] M. E. Leventon, W. E. L. Grimson, and O. D. Faugeras. Statistical shape influence in geodesic
active contours. In Proceedings of the Computer Vision and Pattern Recognition, pages 1316–
1323, 2000.
[117] J. Levinson, J. Askeland, J. Becker, J. Dolson, D. Held, S. Kammel, J.Z. Kolter, D. Langer,
O. Pink, V. Pratt, M. Sokolsky, G. Stanek, D. Stavens, A. Teichman, M. Werling, and S. Thrun.
Towards fully autonomous driving: Systems and algorithms. In IEEE Intelligent Vehicles,
pages 163 –168, june 2011.
[118] S. Z. Li. Markov Random Field Modeling in Computer Vision. Springer-Verlag, London, UK,
1995.
[119] Rong Liu and Hao Zhang. Segmentation of 3d meshes through spectral clustering. In Pro-
ceedings of the Computer Graphics and Applications, 12th Pacific Conference, PG ’04, pages
298–305, Washington, DC, USA, 2004. IEEE Computer Society.
[120] William E. Lorensen and Harvey E. Cline. Marching cubes: A high resolution 3d surface
construction algorithm. In Proceedings of ACM SIGGRAPH, pages 163–169, 1987.
[121] Mistsubishi Heavy Inndustries Ltd. Communication robot wakamuru.
http://www.mhi.co.jp/en/products/detail/wakamaru.html.
[122] David Marr. Vision: A Computational Investigation into the Human Representation and
Processing of Visual Information. Henry Holt and Co., Inc., New York, NY, USA, 1982.
[123] David Marr and T. Poggio. Cooperative computation of stereo disparity. Science, 194:283–
287, 1976.
124
Bibliography
[124] Annalisa Milella, Giulio Reina, James Patrick Underwood, and Bertrand Douillard. Com-
bining radar and vision for self-supervised ground segmentation in outdoor environments. In
Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and Systems,
pages 255–260, 2011.
[125] G. Monteiro, C. Premebida, P. Peixoto, and U. Nunes. Tracking and classification of dynamic
obstacles using laser range finder and vision. In In Workshop on ”safe navigation in open
and dynamic environments–autonomous systems versus driving assistance systems” at the
IEEE/RSJ International Conference on Intelligent Robots and Systems., 2006.
[126] Gabriele Moser, Vladimir Krylov, Sebastiano B. Serpico, and Josiane Zerubia. High reso-
lution sar-image classification by markov random fields and finite mixtures. In Proc. SPIE,
volume 7533, pages 08–12, 2010.
[127] Pushmeet Kohli Nathan Silberman, Derek Hoiem and Rob Fergus. Indoor segmentation and
support inference from rgbd images. In Proceedings of the European Conference on Com-
puter Vision, 2012.
[128] Lukas Neumann and Jiri Matas. Real-time scene text localization and recognition. In Pro-
ceedings of the Computer Vision and Pattern Recognition, pages 3538–3545, 2012.
[129] Richard A. Newcombe, Shahram Izadi, Otmar Hilliges, David Molyneaux, David Kim, An-
drew J. Davison, Pushmeet Kohli, Jamie Shotton, Steve Hodges, and Andrew Fitzgibbon.
Kinectfusion: Real-time dense surface mapping and tracking. In IEEE ISMAR, pages 127–
136, 2011.
[130] Paul Newman. Robotcar uk, retrived July 2013. http://mrg.robots.ox.ac.uk/robotcar/.
[131] Paul Newman, Gabe Sibley, Mike Smith, Mark Cummins, Alastair Harrison, Chris Mei, In-
gmar Posner, Robbie Shade, Derik Schroeter, Liz Murphy, Winston Churchill, Dave Cole,
and Ian Reid. Navigating, recognizing and describing urban spaces with vision and lasers.
International Journal of Robotics Research, 28(11-12):1406–1433, November 2009.
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