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Self-learning Local Supervision Encoding
Framework to Constrict and Disperse Feature
Distribution for Clustering
Jielei Chu, Tianrui Li, Senior member, IEEE, Hongjun Wang, Jing Liu and Meng Hua
Abstract—To obtain suitable feature distribution is a difficult
task in machine learning, especially for unsupervised learning.
In this paper, we propose a novel self-learning local supervision
encoding framework based on RBMs, in which the self-learning
local supervisions from visible layer are integrated into the
contrastive divergence (CD) learning of RBMs to constrict and
disperse the distribution of the hidden layer features for clus-
tering tasks. In the framework, we use sigmoid transformation
to obtain hidden layer and reconstructed hidden layer features
from visible layer and reconstructed visible layer units during
sampling procedure. The self-learning local supervisions contain
local credible clusters which stem from different unsupervised
learning and unanimous voting strategy. They are fused into
hidden layer features and reconstructed hidden layer features.
For the same local clusters, the hidden features and reconstructed
hidden layer features of the framework tend to constrict together.
Furthermore, the hidden layer features of different local clusters
tend to disperse in the encoding process. Under such framework,
we present two instantiation models with the reconstruction of
two different visible layers. One is self-learning local supervision
GRBM (slsGRBM) model with Gaussian linear visible units
and binary hidden units using linear transformation for visible
layer reconstruction. The other is self-learning local supervision
RBM (slsRBM) model with binary visible and hidden units
using sigmoid transformation for visible layer reconstruction.
The experimental results prove that the hidden layer features
of slsGRBM and slsRBM show better clustering performance
due to more reasonable distribution than original data in the
Microsoft Research Asia Multimedia (MSRA-MM)2.0 dataset
and UCI datasets, respectively. Furthermore, the experiments
demonstrate that the self-learning local supervisions bring more
positive impact for feature extraction of slsGRBM and slsRBM
model than traditional GRBM and RBM without any external
interventions, respectively.
Keywords-restricted Blotzmann machine; feature extraction;
CD learning; unsupervised clustering.
I. INTRODUCTION
Feature extraction is currently the subject of intense
research because of its wide applications. In many ap-
plications, like visual recognition[1], scene analysis[2],
[3], object recognition[4], multimodal learning[5], [6],
speech recognition[7], image classification[8] and activity
recognition[9], feature learning is not only an essential phase
but a crucial procedure which is used to simplify the subse-
quent tasks by obtaining appropriate features distribution from
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the input data.
Many modeling paradigms such as autoencoders and
energy-based models have been applied to feature learning.
The restricted Boltzmann machine (RBM)[10] is a popular
energy-based model for unsupervised feature learning and
aims to explore appropriate hidden features. The structure
of an RBM is a bipartite graph consists of a binary visible
layer and a binary hidden layer. There are no connections
between the interior of visible layer units and the interior
of hidden layer units. The most popular learning algorithms
of RBM such as stochastic maximum likelihood[11] and
contrastive divergence (CD)[12] base on the efficient Gibbs
sampling. There are a large number of successful applications
based on the RBMs, e.g., speaker recognition[7], feature
fusion[6], clustering[13], natural language understanding[14],
classification[15], [16], [17], [18], [19], computer vision[20]
and speech recognition[21]. Meanwhile, various variants of
the RBMs have been proposed by the researchers, e.g., pair-
wise constraints restricted Boltzmann machine with Gaussian
visible units (pcGRBM)[22], classification RBM[23], fuzzy
restricted Boltzmann machine(FRBM)[24], sparse restricted
Boltzmann machine (SRBM)[25] and spike-and-slab restricted
Boltzmann machine (ssRBM)[26]. For real-valued data, the
RBM with Gaussian visible units[5], [22] as the canonical
energy model has usually been applied to extract the hidden
features from image data. Unlike standard RBM, the visible
layer units of the model have Gaussian noise and the hidden
layer still maintains binary units. The CD learning can also
be used to train the RBM with Gaussian visible units[27].
The hidden representations of traditional RBMs do not have
explicit instance-level constraints. So, Chu et al. presented
semi-supervised pcGRBM that pairwise constraints are fused
into the reconstructed visible layer[22]. However, the labeled
data is lacking in many applications and it is expensive
to obtain more labels. So, it is certainly worth exploring
unsupervised feature learning method of RBMs by fusing
external interventions.
To obtain suitable feature distribution is a difficult task
in machine learning, especially for unsupervised learning. In
our previous research[22], we have explored semi-supervised
feature extraction based on GRBM. In this paper, we explore
further unsupervised feature extraction based on RBMs to
constrict and disperse hidden layer feature distribution for
clustering tasks. Some self-learning local supervisions from
visible layer are integrated into the contrastive divergence
(CD) learning in the hidden layer and reconstructed hidden
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Fig. 1. The self-learning local supervisions from visible layer are integrated into hidden layer and reconstructed hidden layer of the contrastive divergence
(CD) learning of RBMs. In the encoding procedure, we use sigmoid transformation to obtain the hidden layer features and the reconstructed hidden layer
features during sampling procedure. In the reconstruction procedure, we use linear transformation to obtain the reconstructed visible layer units from the
hidden layer units that is an instantiation model of self-learning local supervision GRBM (slsGRBM) with Gaussian linear visible units and binary hidden
units. Similarly, we use sigmoid transformation to obtain the reconstructed visible layer units from the hidden layer units that is an instantiation model of
self-learning local supervision RBM (slsRBM) with binary visible units and hidden units.
layer, then we propose a novel encoding framework. The self-
learning local supervisions stem from unsupervised learning
and unanimous voting strategy. They are fused into hidden
layer features and reconstructed hidden layer features. Under
such a framework, we propose two instantiation models: one
is self-learning local supervision GRBM (slsGRBM) with
Gaussian linear visible units and binary hidden units for
modeling real-valued data and the other is self-learning local
supervision RBM (slsRBM) with binary visible units and
hidden units using different transformations for visible layer
reconstruction. The contributions of our work are summarized
below.
• A novel self-learning local supervision encoding frame-
work is presented in which the self-learning local su-
pervisions from visible layer are integrated into the CD
learning of RBMs to constrict and disperse the distribu-
tion of the hidden layer features and reconstructed hidden
layer features.
• An instantiation model of self-learning local supervision
GRBM (slsGRBM) with Gaussian linear visible units and
binary hidden units is proposed using linear transforma-
tion for visible layer reconstruction under our encoding
framework.
• An instantiation model of self-learning local supervision
RBM (slsRBM) with binary visible units and hidden
units based on our encoding framework is proposed using
sigmoid transformation for visible layer reconstruction.
• We demonstrate that the self-learning local supervisions
bring more positive impact for feature extraction of sls-
GRBM and slsRBM model than traditional GRBM on the
MSRA-MM 2.0 image data and RBM on UCI data sets
without any external interventions using unsupervised
clustering, respectively.
The remaining of the paper is organized as follows. The related
work is provided in Section II. In Section III, the theoretical
background is described. The self-learning local supervisions
encoding framework and the learning algorithm of two instan-
tiation models slsGRBM and slsRBM are proposed in Section
IV. The experimental results are shown in Section V. Finally,
our contributions are summarized in Section VI.
II. RELATED WORK
In this section, we review literature on supervised, semi-
supervised, unsupervised feature learning based on RBMs and
other models, together with the voting strategy in supervised
learning.
Supervised feature learning has proved to be an effective
method in machine learning[8], [28], [29], [15], [30], [31],
[32]. Amer et al.[28] proposed a Multimodal Discriminative
CRBMs (MMDCRBMs) model based on a Conditional RBMs
(an extension of the RBM). Its training process is composed
of training each modality using labeled data and training a
fusion layer. For multi-modality deep learning, Bu et al.[33]
developed a supervised 3D feature learning framework in
which a RBM is used to mine the deep correlations of different
modalities. Cheng et al.[34] presented a novel duplex metric
learning (DML) framework for feature learning and image
classification. The main task of DML is to learn an effective
hidden layer feature of a discriminative stacked autoencoder
(DSAE). In the feature space of the DSAE, similar and
dissimilar samples are mapped close to each other and further
apart, respectively. This framework is the most related work to
our study, but it belongs to supervised feature learning with a
DSAE by layer-wisely imposing metric learning method and
it is applied to image classification tasks.
However, supervision information, e.g., labels, is scarce and
3it is expensive to obtain more labels in many applications.
So, some works[35], [36], [37], [22] explored semi-supervised
feature learning which only needs a small number of labels.
Chu et al.[22] presented a pcGRBM model by fusing pairwise
constraints into the reconstructed visible layer for clustering
tasks. To mitigate the burden of annotation, Yesilbek and
Sezgin[36] applied self-learning methods to build a system
that can learn from large amounts of unlabeled data and
few labeled examples for sketch recognition. The systems
perform self-learning by extending a small labeled set with
new examples which are extracted from unlabeled sketches.
Chen et al.[37] developed a deep sparase auto-encoder network
with supervised fine-tuning and unsupervised layer-wise self-
learning for fault identification. As a whole, these works
belong to semi-supervised learning methods.
Many unsupervised feature learning approaches based on
the RBMs have been proposed by previous researches[38],
[39], [40], [41], [42], [43], [44], [45], [13], [46]. Chopra
and Yadav[44] presented a unique technique to extract fault
feature from the noisy acoustic signal by an unsupervised
RBM. Zhang et al.[45] proposed unsupervised feature learning
based on recursive autoencoders network (RAE) for image
classfication. They used the spectral and spatial information
from original data to produce high-level features. Chen et
al.[13] illustrated a new graph regularized RBM (GraphRBM)
to extract hidden layer representations for unsupervised clus-
tering and classification problem. Meanwhile, they have con-
sidered the manifold structure of the original data. Xie et
al.[46] showed a novel approach to optimize RBM pre-
training by capturing principal component directions of the
input with principal component analysis. Al-Dmour and Al-
Ani[47] proposed a fully-automatic segmentation algorithm
in which a neural network (NN) model is used to extract
the features of the brain tissue image and is trained using
clustering labels produced by three clustering algorithms. The
obtained classes are combined by majority voting. The study is
closely related to our work, but our encoding framework based
on RBMs is guided by self-learning local supervisions which
stem from unsupervised clustering algorithms and unanimous
voting strategy are integrated into the CD learning of RBMs
to constrict and disperse the distribution of the hidden layer
features and reconstructed hidden layer features. Stewart and
Ermon[48] presented a new technique to supervise NN by
prior domain knowledge for computer vision tasks. It is a
related work to our study. However, their work faces to
a convolutional neural network (CNN) and requires large
amounts of prior domain knowledge and how to encode prior
knowledge into loss functions of a CNN is a new challenge.
Two existing voting strategies are often used to supervised
learning in previous researches. One is the max-voting scheme.
For example, Azimi et al.[49] developed a deep learning
method for low carbon steel microstructural classification via
fully CNN (FCNN) accompanied by a max-voting scheme.
The other is the majority voting scheme. For example, Seera
et al.[50] applied a recurrent neural network (RNN) to extract
features from the Transcranial Doppler (TCD) signals for
classification tasks. This work proposed an ensemble RNN
model in which the majority voting scheme is used to combine
the single RNN predictions. Recently various voting classifiers
using majority voting have been proposed to enhance the
performance of the classification[51], [52], [53], [54], [55],
[56].
In our following work, we explore unsupervised feature
learning based on RBMs to constrict and disperse hidden layer
feature distribution for clustering tasks.
III. THEORETICAL BACKGROUND
A. Restricted Boltzmann Machine
A RBM[10] consists of two-layer structure: a visible layer
and a hidden layer with stochastic binary units via symmetri-
cally weighted connections. It has no any interior-layer con-
nections both between the visible layer units and between the
hidden layer units. An energy function of a joint distribution
of the visible layer and hidden layer units takes the form:
E(v, h) = −
∑
i∈visibles
aivi −
∑
j∈hiddens
bjhj −
∑
i,j
vihjwij ,
(1)
where v is the visible layer vectors and vi is its the binary
states of visible unit i, h is the hidden layer vectors and hj
is its the binary states of hidden unit j, ai and bj are the
biases of visible layer and hidden layer respectively, wij is
the symmetric connection weight between vi and hj .
The conditional probability distributions of hidden layer and
visible layer units of the RBM are given by:
p(hj = 1|v) = σ(bj +
∑
i
viwij) (2)
and
p(vj = 1|h) = σ(ai +
∑
j
hjwij), (3)
where σ is the sigmoid function.
B. Linear Visible Units
The classical RBM was designed with binary units for both
the hidden and visible layers[12]. For training real-valued data,
the visible layer of RBM consists of Gaussian linear units
and the hidden layer of RBM is still binary units. The energy
function of RBM with Gaussian linear visible units takes the
form:
E(v, h) = −
∑
i∈visibles
vi − ai2
2σ2i
−
∑
j∈hiddens
bjhj−
∑
i,j
vi
σi
hjwij ,
(4)
where σi is the standard deviation of visible unit i with
Gaussian noise. In the visible layer, the conditional probability
is defined by:
p(v|h) = N (
∑
hWT + a, σ2), (5)
where N (·) represents gaussian density (µ =
∑
hWT + a).
The update rules of the parameters become simple when the
linear visible units have unit variance of Gaussian noise. This
type of noise-free visible units are used for one of the proposed
models (slsGRBM) based on our novel framework described
later. Then, the reconstructed values of Gaussian linear visible
units are equal to their top-down input values from the binary
hidden units plus their bias.
4C. Contrastive Divergence Learning
To learn the parameters of symmetric connection weight by
Maximum-likelihood learning, the update rule is given by:
∆wij = ε(< vihj >data − < vihj >model), (6)
where ε is a learning rate. But it is very slow to obtain unbiased
sample of < vihj >model.
So, a faster learning algorithm[12] was proposed by apply-
ing approximating the gradient of CD. Then the change of
symmetric connection weight with one step CD is given by:
∆wij = ε(< vihj >data − < vihj >recon), (7)
where the hidden layer units are driven by visible data, <
vihj >data is the multiple that visible layer unit i and hidden
layer unit j are on together, < vihj >recon represents the
corresponding reconstructions. Similarly, the changes of biases
ai and bj with one step CD are given by:
∆ai = ε(< vi >data − < vi >recon) (8)
and
∆bj = ε(< hj >data − < hj >recon). (9)
So, the update rules of all parameters take the form
w
(τ+1)
ij = w
(τ)
ij + ε(< vihj >data − < vihj >recon), (10)
a
(τ+1)
i = a
(τ)
i + ε(< vi >data − < vi >recon) (11)
and
b
(τ+1)
j = b
(τ)
j + ε(< hj >data − < hj >recon). (12)
The learning efficiency can be obviously improved by the CD
learning.
IV. SELF-LEARNING LOCAL SUPERVISION ENCODING
FRAMEWORK AND LEARNING ALGORITHMS
In this section, we present a novel self-learning local super-
vision encoding framework based on RBMs, in which the self-
learning local supervisions from visible layer are integrated
into the CD learning of RBMs to constrict and disperse the
distribution of the hidden layer features. In the framework,
we use sigmoid transformation to obtain hidden layer and
reconstructed hidden layer features from visible layer and
reconstructed visible layer units during sampling procedure.
The self-learning local supervisions contain local credible
clusters which stem from different unsupervised learning and
unanimous voting strategy. For the same local clusters, the
hidden features of the input and reconstructed data of the
framework tends to constrict together. Furthermore, the center
of different local clusters of hidden layer tends to disperse in
the encoding process. The structure of the framework is shown
in Fig. 1.
TABLE I
LIST OF SYMBOLS.
Notation Definition
Vdata Visible layer data set
Hdata Hidden layer feature set
Vrecon Reconstructed visible layer set
Hrecon Hidden layer feature of reconstructed visible layer set
vs, vt Visible layer row vector
hs, ht Hidden layer feature row vector
v˜s, v˜t Reconstructed visible layer row vector
h˜s, h˜t Hidden layer feature row vector of reconstructed data
Vk All vectors of Vk ⊂ Vdata belong to the same cluster.
V˜k All vectors of V˜k ⊂ Vrecon belong to the same cluster.
Hk All vectors of Hk ⊂ Hdata belong to the same cluster.
H˜k All vectors of H˜k ⊂ Hrecon belong to the same cluster.
Ck The center of cluster Hk
C˜k The center of cluster H˜k
Ok The center of cluster Vk
O˜k The center of cluster V˜k
A. The Framework
Suppose that Vdata = {v1, v2, · · · , vN} is the original data
set. Hdata = {h1, h2, · · · , hN} is the hidden layer feature
set. Vrecon = {v˜1, v˜2, · · · , v˜p} is the reconstructed visible
layer data set. Hrecon = {h˜1, h˜2, · · · , h˜q} is the hidden
features set of reconstructed data. Let V1,V2, · · ·VK be K
local clusters of visible layer set Vdata, Hi(i = 1, 2, · · · ,K)
are local clusters mapped of Vi(i = 1, 2, · · · ,K), respectively.
Similarly, V˜1, V˜2, · · · , V˜K areK local clusters of reconstructed
visible layer set Vrecon, H˜i(i = 1, 2, · · · ,K) are K local
clusters mapped of V˜i(i = 1, 2, · · · ,K), respectively. We use
the gradient descent method to obtain approximate optimal
parameters of the framework. It is expensive to compute the
gradient of the log probability of RBMs. However, Karakida
et al.[27] demonstrated that CD1 learning is simpler than ML
learning in RBMs. Therefore, we apply the CD1 learning
method to obtain an approximation of the log probability
gradient of RBMs.
Then the objective function takes the form:
F (θ,Vdata) =
−
η
N
∑
v∈Vdata
logp(v; θ) +
(1− η
Nh
K∑
k=1
∑
hs,ht∈Hk
‖hs − ht‖
2
−
1− η
NC
K−1∑
p=1
K∑
q=p+1
‖Cp − Cq‖
2
)
+
(1− η
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
‖h˜s − h˜t‖
2 −
1− η
NC
K−1∑
p=1
K∑
q=p+1
‖C˜p − C˜q‖
2
)
,
(13)
where θ = {a,b,W} are the model parameters, η ∈ (0, 1) is a
scale coefficient,Nh is the cardinality of Hk(k = 1, 2, · · · ,K),
NC =
K(K−1)
2 is the number of pairwise cluster center,
η
N
∑
v∈Vdata
logp(v; θ) is the average of the log-likelihood and
‖ · ‖2 is the square of 2-norm. For the same local cluster,
the hidden layer features and the reconstructed hidden layer
features tend to constrict together in the training procedure.
Meanwhile, the center of different local clusters tends to
disperse in the hidden layer and the reconstructed hidden layer.
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Ldata(θ) =
1
Nh
K∑
k=1
∑
hs,ht∈Hk
‖hs − ht‖
2 −
1
NC
K−1∑
p=1
K∑
q=p+1
‖Cp − Cq‖
2
(14)
and
Lrecon(θ) =
1
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
‖h˜s − h˜t‖
2 −
1
NC
K−1∑
p=1
K∑
q=p+1
‖C˜p − C˜q‖
2.
(15)
Then the objective function is as follows:
F (θ,Vdata) =
−
η
N
∑
vi∈Vdata
logp(vi; θ) + (1− η) [Ldata(θ) + Lrecon(θ)] .
(16)
The next problems are how to get the gradients of Ldata(θ)
and Lrecon(θ). Firstly, we compute the gradients of Ldata as
follows. Because Ldata(θ) has another equivalent form:
Ldata(θ) =
1
Nh
K∑
k=1
∑
hs,ht∈Hk
(hs − ht)(hs − ht)
T
−
1
NC
K−1∑
p=1
K∑
q=p+1
(Cp − Cq)(Cp − Cq)
T .
(17)
Then we can obtain:
∂Ldata(θ)
∂wij
=
1
Nh
[ K∑
k=1
∑
hs,ht∈Hk
(hs − ht)
∂(hs − ht)T
∂wij
+
K∑
k=1
∑
hs,ht∈Hk
∂(hs − ht)
∂wij
(hs − ht)
T
]
−
1
NC
[K−1∑
p=1
K∑
q=p+1
(Cp − Cq)
∂(Cp − Cq)T
∂wij
+
K−1∑
p=1
K∑
q=p+1
∂(Cp − Cq)
∂wij
(Cp − Cq)
T
]
.
(18)
From above result, we can see that the following task is how
to compute
∂(hs−ht)
T
∂wij
,
∂(hs−ht)
∂wij
,
∂(Cp−Cq)
T
∂wij
and
∂(Cp−Cq)
∂wij
.
Next, all of them are solved separately.
∂(hs − ht)T
∂wij
= (
∂hs
∂wij
−
∂ht
∂wij
)T
=
[
∂(σb+ vsW)
∂wij
−
∂(σb+ vtW)
∂wij
]T
.
(19)
Obviously, σ(b+ vsW) is a row vector, all components of
which are independent of wij except j component. So,
∂σ(b+ vsW)
∂wij
=
(0, · · · , 0︸ ︷︷ ︸
j−1
,
∂σ(bj +
n∑
i=1
vsiwij)
∂wij
, 0, · · · , 0︸ ︷︷ ︸
n−j
).
(20)
Because
∂σ(bj+
n∑
i=1
vsiwij)
∂wij
= hsj(1 − hsj)vsi, the final result
of
∂σ(b+vsW)
∂wij
has an expression as follows:
∂σ(b+ vsW)
∂wij
= (0, · · · , 0︸ ︷︷ ︸
j−1
, hsj(1 − hsj)vsi, 0, · · · , 0︸ ︷︷ ︸
n−j
).
(21)
Similarly, the expression of final result of
∂σ(b+vtW)
∂wij
is as
follows:
∂σ(b+ vtW)
∂wij
= (0, · · · , 0︸ ︷︷ ︸
j−1
, htj(1 − htj)vti, 0, · · · , 0︸ ︷︷ ︸
n−j
).
(22)
Then, the final result of
∂(hs−ht)
T
∂wij
is a column vector:
∂(hs − ht)T
∂wij
=
(0, · · · , 0︸ ︷︷ ︸
j−1
, hsj(1− hsj)vsi − htj(1− htj)vti, 0, · · · , 0︸ ︷︷ ︸
n−j
)T .
(23)
Similarly,
∂(hs − ht)
∂wij
=
(0, · · · , 0︸ ︷︷ ︸
j−1
, hsj(1− hsj)vsi − htj(1 − htj)vti, 0, · · · , 0︸ ︷︷ ︸
n−j
),
(24)
∂(Cp − Cq)T
∂wij
=
(0, · · · , 0︸ ︷︷ ︸
j−1
, Cpj(1− Cpj)Opi − Cqj(1− Cqj)Oqi, 0, · · · , 0︸ ︷︷ ︸
n−j
)T
(25)
and
∂(Cp − Cq)
∂wij
=
(0, · · · , 0︸ ︷︷ ︸
j−1
, Cpj(1− Cpj)Opi − Cqj(1 − Cqj)Oqi, 0, · · · , 0︸ ︷︷ ︸
n−j
).
(26)
Eq. (23), Eq. (24), Eq. (25) and Eq. (26) are substituted in Eq.
(18). Then we have
∂Ldata(θ)
∂wij
=
2
Nh
K∑
k=1
∑
hs,ht∈Hk
(hsj − htj)
[
hsj(1− hsj)vsi − htj(1− htj)vti
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(Cpj − Cqj)
[
Cpj(1− Cpj)Opi−
Cqj(1− Cqj)Oqi
]
.
(27)
6Using above same solution, we can obtain:
∂Lrecon(θ)
∂wij
=
2
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
(h˜sj − h˜tj)
[
h˜sj(1− h˜sj)v˜si − h˜tj(1− h˜tj)v˜ti
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(C˜pj − C˜qj)
[
C˜pj(1− C˜pj)o˜pi−
C˜qj(1− C˜qj)o˜qi
]
.
(28)
The following task is how to obtain
∂Lrecon(θ)
∂bj
and
∂Lrecon(θ)
∂bj
. Because
∂σ(bj+
n∑
i=1
vsiwij)
∂bj
= hsj(1 − hsj) and
∂σ(bj+
n∑
i=1
vtiwij)
∂bj
= htj(1−htj), the final result of
∂σ(b+vsW)
∂bj
and
∂σ(b+vtW)
∂bj
have expressions as follows:
∂σ(b+ vsW)
∂bj
= (0, · · · , 0︸ ︷︷ ︸
j−1
, hsj(1 − hsj), 0, · · · , 0︸ ︷︷ ︸
n−j
) (29)
and
∂σ(b+ vtW)
∂bj
= (0, · · · , 0︸ ︷︷ ︸
j−1
, htj(1− htj), 0, · · · , 0︸ ︷︷ ︸
n−j
). (30)
So, the final result of
∂Ldata(θ)
∂bj
is as follows.
∂Ldata(θ)
∂bj
=
2
Nh
K∑
k=1
∑
hs,ht∈Hk
(hsj − htj)
[
hsj(1− hsj)− htj(1− htj)
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(Cpj − Cqj)
[
Cpj(1− Cpj)−
Cqj(1− Cqj)
]
.
(31)
Similarly, the expression of
∂Lrecon(θ)
∂bj
is as follows.
∂Lrecon(θ)
∂bj
=
2
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
(h˜sj − h˜tj)
[
h˜sj(1− h˜sj)− h˜tj(1− h˜tj)
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(C˜pj − C˜qj)
[
C˜pj(1− C˜pj)−
C˜qj(1− C˜qj)
]
.
(32)
Because
∂σ(bj+
n∑
i=1
vsiwij)
∂ai
= 0 and
∂σ(bj+
n∑
i=1
vtiwij)
∂ai
= 0,
the final result of
∂σ(b+vsW)
∂ai
= 0 and ∂σ(b+vtW)
∂bj
= 0. Then
we can obtain:
∂Ldata(θ)
∂ai
= 0, ∂Lrecon(θ)
∂ai
= 0.
Finally, following the CD1 learning and the gradient of
the Ldata and Lrecon, the update rules of the symmetric
connection weight take the form
w
(τ+1)
ij = w
(τ)
ij + ηε(< vihj >data − < vihj >recon) + (1− η){
2
Nh
K∑
k=1
∑
hs,ht∈Hk
(hsj − htj)
[
hsj(1 − hsj)vsi − htj(1− htj)vti
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(Cpj − Cqj)
[
Cpj(1− Cpj)Opi−
Cqj(1− Cqj)Oqi
]}
+ (1− η){
2
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
(h˜sj − h˜tj)
[
h˜sj(1 − h˜sj)v˜si − h˜tj(1− h˜tj)v˜ti
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(C˜pj − C˜qj)
[
C˜pj(1− C˜pj)o˜pi−
C˜qj(1− C˜qj)o˜qi
]}
.
(33)
The update rules of biases bj take the form
b
(τ+1)
j = b
(τ)
j + ηε(< hj >data − < hj >recon) + (1− η){
2
Nh
K∑
k=1
∑
hs,ht∈Hk
(hsj − htj)
[
hsj(1 − hsj)− htj(1 − htj)
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(Cpj − Cqj)
[
Cpj(1− Cpj)−
Cqj(1− Cqj)
]}
+ (1 − η){
2
Nh
K∑
k=1
∑
h˜s,h˜t∈H˜k
(h˜sj − h˜tj)
[
h˜sj(1 − h˜sj)− h˜tj(1 − h˜tj)
]
−
2
NC
K−1∑
p=1
K∑
q=p+1
(C˜pj − C˜qj)
[
C˜pj(1− C˜pj)−
C˜qj(1− C˜qj)
]}
(34)
and the update rules of biases ai take the form
a
(τ+1)
i = a
(τ)
i + ηε(< vi >data − < vi >recon). (35)
Under such a framework, we present two instantiation
models with two different visible layer reconstruction. One
is self-learning local supervision GRBM (slsGRBM) model
with Gaussian linear visible units and binary hidden units
using linear transformation for visible layer reconstruction.
The other is self-learning local supervision RBM (slsRBM)
model with with binary visible and hidden units using sigmoid
transformation for visible layer reconstruction.
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Fig. 2. Comparison of the proposed algorithms (DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM) and contrastive algorithms using the evaluating
indicator of the accuracy. The X axis indicates the serial number of data sets I.
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Fig. 3. Comparison of the proposed algorithms (DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM) and contrastive algorithms using the evaluating
indicator of the purity. The X axis indicates the serial number of data sets I.
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Fig. 4. Comparison of the proposed algorithms (DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM) and contrastive algorithms using the evaluating
indicator of the Fowlkes and Mallows Index. The X axis indicates the serial number of data sets I.
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Fig. 5. Comparison of the proposed algorithms (DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM) and contrastive algorithms using average accuracy,
purity and Fowlkes and Mallows Index (datasets I). The X axis indicates the name of contrastive algorithms.
81 2 3 4 5 6
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
The No. of DataSets II
Ac
cu
ra
cy
 
 
DP
DP+RBM
DP+slsRBM
1 2 3 4 5 6
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
The No. of DataSets II
Ac
cu
ra
cy
 
 
K−means
K−means+RBM
K−means+slsRBM
1 2 3 4 5 6
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
The No. of DataSets II
Ac
cu
ra
cy
 
 
AP
AP+RBM
AP+slsRBM
Fig. 6. Comparison of the proposed algorithms (DP+slsRBM, K-means+slsRBM and AP+slsRBM) and contrastive algorithms using the evaluating indicator
of the accuracy. The X axis indicates the serial number of data sets II.
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Fig. 7. Comparison of the proposed algorithms (DP+slsRBM, K-means+slsRBM and AP+slsRBM) and contrastive algorithms using the evaluating indicator
of the rand index. The X axis indicates the serial number of data sets II.
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Fig. 8. Comparison of the proposed algorithms (DP+slsRBM, K-means+slsRBM and AP+slsRBM) and contrastive algorithms using the evaluating indicator
of the FMI. The X axis indicates the serial number of data sets II.
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Fig. 9. Comparison of the proposed algorithms (DP+slsRBM, K-means+slsRBM and AP+slsRBM) and contrastive algorithms using average accuracy ,Rand
index and FMI (datasets II). The X axis indicates the name of contrastive algorithms.
9TABLE II
SUMMARY OF THE EXPERIMENT DATASETS I.
No. Dataset classes Instances feature
1 Book (BO) 3 896 892
2 Water (WA) 3 922 899
3 Weddingring (WR) 3 897 899
4 Birthdaycake (BC) 3 932 892
5 Vegetable (VE) 3 872 899
6 Ambulances (AM) 3 930 892
7 Vista (VI) 3 799 899
8 Wallpaper (WP) 3 919 899
9 Voituretuning (VT) 3 879 899
TABLE III
SUMMARY OF THE EXPERIMENT DATASETS II (UCI).
No. Dataset classes Instances feature
1 Haberman’s Survival (HS) 2 306 3
2 QSAR biodegradation (QB) 2 1055 41
3 SPECT Heart (SH) 2 267 22
4 Simulation Crashes (SC) 2 540 18
5 Breast Cancer Wisconsin (BCW) 2 569 32
6 Iris (IR) 3 150 4
V. EXPERIMENT RESULTS AND DISCUSSION
A. Experimental Settings
The experimental evaluations are performed by unsuper-
vised clustering tasks. Using the hidden layer features of
the proposed slsGRBM model as the input of three unsu-
pervised clustering algorithms, e.g., density peaks (DP)[57],
K-means[58] and affinity propagation (AP)[59]. We de-
sign three unsupervised clustering algorithms are termed as
DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM, re-
spectively. Similarly, another three unsupervised clustering
algorithms termed as DP+slsRBM, K-means+slsRBM and
AP+slsRBM based on the proposed slsRBM model, respec-
tively.
1) Datasets: We use the Microsoft Research Asia Multi-
media (MSRA-MM)2.0 real-valued data set[60] for our eval-
uations of the proposed slsGRBM model. The summary of
the experiment datasets is shown in Table II. Three datasets
Book (Bo), Birthdaycake (BC) and Ambulances (AM) contain
896, 932 and 930 instances, respectively. All of them have
892 features. For the other six datasets Water (WA), Weddin-
gring (WR), Vegetable (VE), Vista (VI), Wallpaper (WP) and
Voituretuning (VT) have 899 features. They contain 922, 897,
872, 799, 919 and 879 instances, respectively. We also use six
UCI data sets for the proposed slsRBM model. The summary
of them is shown in Table III. The Haberman’s Survival
(HS) data set contains 306 instances and three features. The
QSAR biodegradation (QB) data set contains 1055 instances
and 41 features. The SPECT Heart (SH) data set contains
267 instances and 22 features. The Simulation Crashes (SC)
data set contains 540 instances and 18 features. The Breast
Cancer Wisconsin (BCW) data set contains 569 instances and
32 features. The last one data set is Iris (IR), which has 150
instances and 4 features.
2) Self-learning Local Supervision: We use three unsu-
pervised clustering algorithms, e.g., DP, K-means and AP to
obtain three cluster divisions. These divisions originate unsu-
pervised learning, so we call them self-learning supervision. In
order to obtain more reliable self-learning local supervisions,
the unanimous voting strategy is applied to eliminate some
disapproving cluster divisions. Finally, the remaining more
reliable cluster divisions are just a part of the data set. These
self-learning local supervisions from visible layer are propa-
gated to the inter-instance of hidden layer and reconstructed
hidden layer. Then, some hidden features of the same local
cluster tend to constrict together and some hidden features of
different local clusters tend to disperse in the training process
of slsGRBM and slsRBM.
B. Evaluation Setup
For three unsupervised clustering algorithms DP+slsGRBM,
K-means+slsGRBM and AP+slsGRBM algorithms based on
the slsGRBM model, we use three external evaluations that
are accuracy[61], purity[62] and Fowlkes and Mallows In-
dex (FMI)[63]. And we use accuracy[61], Rand index[64]
and Fowlkes and Mallows Index (FMI)[63] to evaluate the
other three unsupervised clustering algorithms DP+slsRBM,
K-means+slsRBM and AP+slsRBM algorithms based on the
slsRBM model.
In the training procedure of slsGRBM and slsRBM model,
the parameter η is set to 0.4 and 0.5, respectively, and the
learning rate is set to 10−4 and 10−5, respectively.
1) Accuracy[61]: Given an instance xi, let hi and gi be
the cluster label and the true label, respectively. The clustering
accuracy is given by:
AC =
∑
i=1
δ(gi,map(hi))
n
,
(36)
where AC ∈ [0, 1], n is the total number of instances,
map(ri) maps each cluster label ri to the equivalent label
from the data set, and δ(x, y) equals to one if x = y and
equals to zero otherwise.
2) Rand Index[64]: The Rand index is one of the referential
standards or absolute criteria of performance assessment for
clustering data sets. Given a set U = {u1, · · · , un}, n is the
number of elements, O = {o1, · · · , or} is a partition of U
with r subsets and P = {p1, · · · , ps} is another partition of
U with s subsets. Then the Rand index is defined as:
Rand =
Nss +Ndd
Nss +Nsd +Nds +Ndd
, (37)
where:
• Nss is the number of pairs of elements in U that are in
the same subset in O and in the same subset in P .
• Nsd is the number of pairs of elements in U that are in
the same subset in O and in the different subsets in P .
• Nds is the number of pairs of elements in U that are in
the different subsets in O and to the same subset in P .
• Ndd is the number of pairs of elements in U that are in
the different subsets in O and to the different subsets in
P .
Rand ∈ [0, 1]. The value of Rand is close to 1 means that
the partitions of O and P are more similar. In particular,
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TABLE IV
THE ACCURACIES AND VARIANCE OF THE PROPOSED ALGORITHMS (DP+SLSGRBM, K-MEANS+SLSGRBM AND AP+SLSGRBM) AND CONTRASTIVE
ALGORITHMS (DATASETS I).
Dataset (No.) DP K-means AP DP+GRBM K-means+GRBM AP+GRBM DP+slsGRBM K-means+slsGRBM AP+slsGRBM
BO (1) 0.4275±0.00000 0.4007±0.00068 0.4230±0.00000 0.4219±0.00014 0.3527±0.00012 0.4275±0.00001 0.4743±0.00340 0.4275±0.00009 0.4319±0.00033
WA (2) 0.4544±0.00000 0.4176±0.00007 0.3905±0.00000 0.4360±0.00046 0.4273±0.00001 0.4024±0.00017 0.4837±0.00290 0.4826±0.00180 0.4826±0.00240
WR (3) 0.4147±0.00000 0.4058±0.00005 0.4048±0.00000 0.5162±0.00009 0.4047±0.00120 0.4158±0.00000 0.5326±0.00076 0.5017±0.00210 0.4872±0.00002
BC (4) 0.4453±0.00000 0.4979±0.00000 0.4753±0.00000 0.4742±0.00055 0.4796±0.00055 0.4882±0.00075 0.5472±0.00140 0.5461±0.00083 0.5054±0.00330
VE (5) 0.5011±0.00000 0.4041±0.00110 0.4243±0.00000 0.4874±0.00015 0.4266±0.00009 0.4232±0.00000 0.5057±0.00230 0.5034±0.00880 0.4977±0.00440
AM (6) 0.5667±0.00000 0.3935±0.00650 0.3968±0.00000 0.5548±0.00110 0.4968±0.00790 0.3581±0.00003 0.5699±0.00008 0.5570±0.00045 0.5570±0.00033
VI (7) 0.5232±0.00000 0.4731±0.00001 0.4318±0.00000 0.4493±0.00025 0.4581±0.00023 0.4631±0.00038 0.5782±0.01220 0.5294±0.00510 0.5457±0.00340
WP (8) 0.5016±0.00000 0.4266±0.00029 0.4342±0.00000 0.4723±0.00019 0.4211±0.00001 0.4690±0.00011 0.5365±0.00720 0.5626±0.001210 0.5647±0.01460
VT (9) 0.4664±0.00000 0.3788±0.00130 0.4027±0.00000 0.4676±0.00017 0.3697±0.00170 0.4232±0.00021 0.5165±0.00000 0.6189±0.0000 0.6223±0.00002
Average 0.4779 0.4217 0.4207 0.4755 0.4263 0.4300 0.5276 0.5255 0.5216
TABLE V
THE PURITY OF THE PROPOSED ALGORITHMS (DP+SLSGRBM, K-MEANS+SLSGRBM AND AP+SLSGRBM) AND CONTRASTIVE ALGORITHMS
(DATASETS I).
Dataset (No.) DP K-means AP DP+GRBM K-means+GRBM AP+GRBM DP+slsGRBM K-means+slsGRBM AP+slsGRBM
BO (1) 0.8778 0.8559 0.8731 0.8707 0.8785 0.8731 0.9014 0.8875 0.8945
WA (2) 0.8376 0.8175 0.8230 0.8427 0.8167 0.8282 0.8645 0.8660 0.8660
WR (3) 0.8089 0.8068 0.8028 0.8069 0.8056 0.8037 0.8297 0.8240 0.8298
BC (4) 0.8218 0.7325 0.7694 0.8344 0.7413 0.7667 0.8560 0.8086 0.8191
VE (5) 0.8339 0.8290 0.8327 0.8333 0.8317 0.8319 0.8591 0.8576 0.8589
AM (6) 0.7625 0.7571 0.7525 0.7626 0.7425 0.7635 0.7908 0.7815 0.7815
VI (7) 0.8490 0.8489 0.8493 0.8486 0.8482 0.8492 0.8780 0.8772 0.8778
WP (8) 0.7811 0.7709 0.7829 0.7811 0.7731 0.7687 0.8131 0.8181 0.8155
VT (9) 0.9179 0.9194 0.9201 0.9171 0.9196 0.9173 0.9495 0.9506 0.9510
Average 0.8323 0.8154 0.8229 0.8330 0.8175 0.8223 0.8603 0.8523 0.8549
TABLE VI
THE FOWLKES AND MALLOWS INDEX (FMI) OF THE PROPOSED ALGORITHMS (DP+SLSGRBM, K-MEANS+SLSGRBM AND AP+SLSGRBM) AND
CONTRASTIVE ALGORITHMS (DATASETS I).
Dataset (No.) DP K-means AP DP+GRBM K-means+GRBM AP+GRBM DP+slsGRBM K-means+slsGRBM AP+slsGRBM
BO (1) 0.4471 0.3838 0.3999 0.4170 0.3767 0.4078 0.5110 0.4212 0.3992
WA (2) 0.4731 0.3907 0.4001 0.4660 0.3932 0.4011 0.4907 0.4781 0.4781
WR (3) 0.4093 0.4058 0.4104 0.4841 0.4053 0.4086 0.5281 0.4765 0.4676
BC (4) 0.4803 0.4632 0.4288 0.5140 0.4537 0.4342 0.5215 0.5199 0.4783
VE (5) 0.5044 0.4042 0.4149 0.4613 0.4052 0.4147 0.5117 0.4968 0.5046
AM (6) 0.5887 0.4341 0.4271 0.5719 0.4771 0.4074 0.5508 0.5151 0.5151
VI (7) 0.4963 0.4418 0.4357 0.5097 0.4422 0.4394 0.5600 0.5363 0.5552
WP (8) 0.5718 0.4148 0.4154 0.5027 0.4078 0.4362 0.5336 0.6782 0.6743
VT (9) 0.4644 0.4054 0.4212 0.4751 0.4041 0.4523 0.4964 0.6535 0.6557
Average 0.4928 0.4160 0.4170 0.4891 0.4184 0.4224 0.5227 0.5306 0.5253
TABLE VII
THE ACCURACIES AND VARIANCE OF THE PROPOSED ALGORITHMS (DP+SLSRBM, K-MEANS+SLSRBM AND AP+SLSRBM) AND CONTRASTIVE
ALGORITHMS (DATASETS II).
Dataset (No.) DP K-means AP DP+RBM K-means+RBM AP+RBM DP+slsRBM K-means+slsRBM AP+slsRBM
HS (1) 0.5719±0.00000 0.5163±0.00013 0.5169±0.00001 0.5229±0.02400 05686±0.00140 0.5588±0.01620 0.6174±0.00480 0.6144±0.000410 0.5980±0.00390
QB (2) 0.5592±0.00000 0.5886±0.00000 0.5640±0.00000 0.6142±0.00003 0.5782±0.00087 0.5678±0.00095 0.6218±0.00000 0.6028±0.00016 0.6104±0.00003
SH (3) 0.6180±0.00000 0.5356±0.00000 0.5543±0.00000 0.5506±0.00810 0.5318±0.00018 0.5243±0.00011 0.7715±0.00200 0.5730±0.00018 0.5730±0.00250
SC (4) 0.6259±0.00000 0.5315±0.00011 0.5315±0.00000 0.8056±0.04390 0.5556±0.00014 0.5481±0.00200 0.8111±0.00210 0.5741±0.00001 0.5963±0.00004
BCW (5) 0.7909±0.00000 0.8541±0.00000 0.8541±0.00000 0.6362±0.00800 0.6309±0.00310 0.6309±0.00420 0.8524±0.02450 0.8682±0.00026 0.8664±0.00022
IR (6) 0.9067±0.00000 0.8933±0.00000 0.8867±0.00000 0.8333±0.00220 0.8333±0.00320 0.8200±0.00220 0.9800±0.09100 0.9667±0.02720 0.9467±0.02000
Average 0.6788 0.6532 0.6517 0.6605 0.6146 0.6083 0.7757 0.6999 0.6985
TABLE VIII
THE RAND INDEX OF THE PROPOSED ALGORITHMS (DP+SLSRBM, K-MEANS+SLSRBM AND AP+SLSRBM) AND CONTRASTIVE ALGORITHMS
(DATASETS II).
Dataset (No.) DP K-means AP DP+RBM K-means+RBM AP+RBM DP+slsRBM K-means+slsRBM AP+slsRBM
HS (1) 0.5087 0.4989 0.4991 0.4994 0.5078 0.5053 0.5261 0.5246 0.5176
QB (2) 0.5066 0.5152 0.5077 0.5256 0.5118 0.5087 0.5292 0.5207 0.5239
SH (3) 0.5261 0.5007 0.5040 0.5033 0.5002 0.4993 0.6461 0.5088 0.5088
SC (4) 0.5308 0.5011 0.5011 0.6861 0.5053 0.5037 0.6930 0.5101 0.5177
BCW (5) 0.6686 0.7504 0.7504 0.5363 0.5335 0.5335 0.7479 0.7707 0.7681
IR (6) 0.8923 0.8797 0.8737 0.8322 0.8301 0.8213 0.9740 0.9575 0.9341
Average 0.6055 0.6077 0.6060 0.5972 0.5648 0.5620 0.6861 0.6321 0.6284
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TABLE IX
THE FOWLKES AND MALLOWS INDEX (FMI) OF THE PROPOSED ALGORITHMS (DP+SLSRBM, K-MEANS+SLSRBM AND AP+SLSRBM) AND
CONTRASTIVE ALGORITHMS (DATASETS II).
Dataset (No.) DP K-means AP DP+RBM K-means+RBM AP+RBM DP+slsRBM K-means+slsRBM AP+slsRBM
HS (1) 0.5940 0.5519 0.5507 0.5534 0.5769 0.5726 0.6622 0.6598 0.6455
QB (2) 0.5586 0.5906 0.5625 0.5505 0.5511 0.5569 0.5743 0.5713 0.5751
SH (3) 0.6449 0.5933 0.6183 0.5842 0.5892 0.5824 0.7977 0.6117 0.6109
SC (4) 0.6784 0.6503 0.6504 0.8014 0.6536 0.6534 0.8315 0.6775 0.6844
BCW (5) 0.7455 0.7915 0.7915 0.7049 0.6976 0.6976 0.8080 0.8038 0.8012
IR (6) 0.8407 0.8208 0.8093 0.7637 0.7421 0.7398 0.9805 0.9554 0.9201
Average 0.6770 0.6664 0.6638 0.6597 0.6351 0.6338 0.7757 0.7132 0.7062
Rand = 1 means that the two data clusterings are exactly the
same.
3) Purity[62]: The purity is used to measure the extent of
each cluster contained data points from primarily one class.
It is an external transparent evaluation measure for cluster
quality. The purity is given by:
purity =
K∑
i=1
ni
n
P (Si), P (Si) =
1
ni
max
j
(nji ), (38)
where n
j
i is the number of the i-th input class that is assigned
to the j-th cluster and Si is a particular cluster size of ni.
4) Fowlkes and Mallows Index[63]: The Fowlkes and Mal-
lows index is an external evaluation method for two clusterings
that can be defined as:
FMI =
√
TP
TP + FP
×
TP
TP + FN
, (39)
where TP , FP and FN are the number of true positives,
false positives and false negatives, respectively.
C. Unsupervised Clustering Performance on slsGRBM model
In this subsection, we use the self-learning local supervi-
sions from image data sets to train the proposed slsGRBM with
Gaussian linear visible layer units. The linear transformation
is used to obtain reconstructed visible layer units from hidden
layer units on the slsGRBM model. We compare the perfor-
mance between three unsupervised clustering algorithms based
on slsGRBM model that are termed as DP+slsGRBM, K-
means+slsGRBM and AP+slsGRBM with three conventional
algorithms DP, K-means and AP, respectively. Furthermore,
we compare the performance between our slsGRBM model
with traditional GRBM for clustering tasks.
1) Comparison with Conventional Clustering Algorithms:
In Table IV, we present the unsupervised image clustering
results on the MSRA-MM 2.0 data sets in Table II. The
average accuracy of conventional clustering algorithms DP,
K-means and AP are 0.4779, 0.4217 and 0.4207, respec-
tively. But, the average accuracy of our proposed algorithms
DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM raise
to 0.5276, 0.5255 and 0.5216, respectively. As a whole,
DP+slsGRBM algorithm shows better clustering performance.
Furthermore, there are seven data sets (BO, WA, WR, BC,
VE, AM and VI) that obtain best clustering performance on
the DP+slsGRBM algorithm. The other two data sets (WP and
VT) obtain best clustering performance on the AP+slsGRBM
algorithm. The intuitive comparisons of the performance are
shown in Fig. 2. In terms of the improvement extent of clus-
tering performance, K-means+slsGRBM and AP+slsGRBM
algorithms perform better. The average accuracy are raised
as much as 24.61% and 23.98% by them. The intuitive
comparisons of the average accuracy are shown in Fig. 5.
The results of purity are shown in Table V. The aver-
age purity of three traditional DP, K-means and AP are
0.8323, 0.8154 and 0.8229, respectively. But, they are raised
to 0.8603, 0.8523 and 0.8549 by our DP+slsGRBM, K-
means+slsGRBM and AP+slsGRBM algorithms, respectively.
The DP+slsGRBM algorithm shows best performance. The
intuitive comparisons of the performance are shown in Fig. 3
and Fig. 5.
The results of FMI are shown in Table VI. The av-
erage FMI of three traditional DP, K-means and AP are
0.4928, 0.4160 and 0.4170, respectively. But, they are raised
to 0.5227, 0.5306 and 0.5253 by our DP+slsGRBM, K-
means+slsGRBM and AP+slsGRBM algorithms, respectively.
The K-means+slsGRBM algorithm shows best performance.
For each individual data set, there are seven data sets (BO,
WA, WR, BC, VE, AM and VI) show best performance on
the DP+slsGRBM algorithm. The intuitive comparisons of the
performance are shown in Fig. 4 and Fig. 5.
From above experimental results, our slsGRBM has pow-
erful capability of feature learning and the hidden layer
features of it show better clustering performance due to more
reasonable feature distribution than original data.
2) Comparison with Traditional GRBM: Traditional
GRBM also has the capability of feature extraction. We
all want to know the self-learning local supervisions
have more positive impact for hidden layer features of
our slsGRBM model than traditional GRBM without any
external interventions whether or not. So, it is necessary
to compare traditional GRBM with our slsGRBM model
using unsupervised clustering tasks. We also design another
three unsupervised clustering algorithms that are termed as
DP+GRBM, K-means+GRBM and AP+GRBM based on
traditional GRBM which the hidden layer features of GRBM
are the input of traditional unsupervised clustering algorithms
DP, K-means and AP, respectively.
In Table IV, the average accuracies of DP+GRBM,
K-means+GRBM and AP+GRBM algorithms based
on traditional GRBM are 0.4755, 0.4263 and 0.4300,
respectively. It is obviously that the clustering performances
of them are worse than DP+slsGRBM, K-means+slsGRBM
and AP+slsGRBM algorithms based on GRBM, respectively.
As we can see from Table V and Table VI, whether the
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purity or FMI, the algorithms based on our slsGRBM
(DP+slsGRBM, K-means+slsGRBM and AP+slsGRBM)
show better performances than the algorithms based on
traditional GRBM (DP+GRBM, K-means+GRBM and
AP+GRBM), respectively. The intuitive performance
comparisons are shown in Figs. 2-5.
From above results, we have reason to believe that our
slsGRBM has more rational hidden layer features distribution
than traditional GRBM for unsupervised clustering tasks.
So, the self-learning local supervisions bring more positive
impact for feature extraction of our slsGRBM model with
Gaussian linear visible layer units than traditional GRBM
without any external interventions.
D. Unsupervised Clustering Performance on slsRBM model
In this subsection, we use the self-learning local supervi-
sions from UCI data sets to train the proposed slsRBM with
binary visible and hidden layer units. The sigmoid transfor-
mation is used to obtain reconstructed visible layer units from
hidden layer units on the slsRBM model. We compare the
performance between three unsupervised clustering algorithms
based on slsRBM model that are termed as DP+slsRBM,
K-means+slsRBM and AP+slsRBM with three conventional
algorithms DP, K-means and AP, respectively. Further more,
we compare the performance between our slsRBM model with
traditional RBM for clustering tasks.
1) Comparison with Conventional Clustering Algorithms:
Table VII situates the results of the accuracy of three unsuper-
vised clustering algorithms DP+slsRBM, K-means+slsRBM
and AP+slsRBM based on the slsRBM model and three
conventional clustering algorithms DP, K-means and AP on
UCI data sets. For each data set in Table III, the DP+slsRBM
algorithm shows best performance than all others in Table
VII. The average accuracies of three conventional algorithms
DP, K-means and AP are 0.6788, 0.6532 and 0.6517, respec-
tively. However, the average accuracies of three algorithms
DP+slsRBM, K-means+slsRBM and AP+slsRBM based on
the slsRBM model are raised to 0.7757, 0.6999 and 0.6985,
respectively. An intuitive comparison of accuracy for each data
set is shown in Fig. 6. and for average accuracy of all data
sets is shown in Fig. 9.
Table VIII situates the results of the rand index of all con-
trast algorithms. Obviously, the DP+slsRBM shows best clus-
tering performance. The rand indices of three traditional algo-
rithms DP, K-means and AP are 0.6055, 0.6077 and 0.6060,
respectively. But, they are raised to 0.6861, 0.6321 and 0.6284
by the DP+slsRBM, K-means+slsRBM and AP+slsRBM algo-
rithms, respectively. The intuitive comparisons of rand index
are shown in Fig. 7 and Fig. 9. Table IX situates the results of
the FMI of all contrast algorithms. The intuitive comparisons
of FMI are shown in Fig. 8 and Fig. 9.
From above experimental results, our slsRBM for modeling
the binary visible and hidden layer units also has powerful
capability of feature learning and the hidden layer features of
it show better clustering performance due to more reasonable
feature distribution than original data.
2) Comparison with Traditional RBM: Traditional RBM
also has powerful capability of feature learning. In the fol-
lowing, we compare the performance of traditional RBM and
our slsRBM model using their hidden layer features as input
of unsupervised clustering.
In Table VII, the average accuracies of three clustering
algorithms DP+RBM, K-means+RBM and AP+RBM based on
traditional RBM are 0.6605, 0.6146 and 0.6083, respectively.
As a whole, they are obviously lower than DP+slsRBM,
K-means+slsRBM and AP+slsRBM based on our slsRBM
model. Tables VIII and IX situate the results of rand index
and FMI evaluations. The algorithms based on our slsRBM
model show better performance than the algorithms based on
traditional RBM. The intuitive comparisons of them are shown
in Figs. 6-9.
From above results, the self-learning local supervisions
also bring more positive impact for feature extraction of our
slsRBM model with binary visible and hidden layer units than
traditional RBM without any external interventions.
VI. CONCLUSIONS
In this paper, we have proposed a powerful self-learning
local supervision encoding framework for modeling binary or
real-valued input data. No matter what type of input data, the
hidden layer features stem from sigmoid transformation of
the visible layer units and the reconstructed hidden features
also stem from sigmoid transformation of the reconstructed
visible layer units during sampling procedure. In the training
procedure, the self-learning local supervisions have been used
to constrict and disperse the distribution of the hidden layer
features. We also have proposed two instantiations models
based on this encoding framework: one is slsGRBM for model-
ing real-valued input data using linear transformation to obtain
the reconstructed visible layer units from the hidden layer units
and the other is slsRBM for modeling binary input data using
sigmoid transformation to generate the reconstructed visible
layer units from the hidden layer units.
The experimental results demonstrated the hidden layer
features of our slsGRBM and slsRBM have more reasonable
distribution than original input data for unsupervised cluster-
ing tasks. Furthermore, we proved the effectiveness of self-
learning local supervisions for the proposed slsGRBM and
slsRBM models by a comparison with traditional GRBM and
RBM which have not any external interventions during the
training process. The results showed that the self-learning
local supervisions produce positive impact for optimizing the
distribution of hidden layer features on our slsGRBM and
slsRBM model and leads to a significant boost in unsupervised
clustering performance.
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