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1. Introduction
The Degasperis-Procesi (DP) equation
ut − utxx + 3κux + 4uux − 3uxuxx − uuxxx = 0, (1.1)
where u(x, t) is a real-valued function and κ > 0 is a parameter, was found in [12]
using methods of asymptotic integrability. Equation (1.1) is similar in form to the
Camassa-Holm (CH) equation [5] and arises, just like CH, under certain circumstances
as a model for water waves propagating over a flat bed [9, 18]. A Lax pair and
a bi-Hamiltonian structure for (1.1) were presented in [13], where the existence of
peakon solutions was also established. An interesting aspect of (1.1) is the existence
of weak solutions with a very low degree of regularity [6]. In particular, along with
the peakons, equation (1.1) also admits ‘shock-peakons’ [21]. These are discontinuous
generalizations of the peakons, which form when a peakon collides with an antipeakon.
Despite the many similarities between DP and CH, the spectral analysis of the
corresponding Lax pairs is quite different due to the fact that the isospectral problem
of CH is a second-order ODE, whereas that of DP is a third-order ODE. Thus,
although the application of the inverse scattering transform (IST) to CH has been
studied extensively (see [11] for the periodic case; [1, 2, 7, 10] for the case on the line;
and [3] for the case on the half-line), the implementation of the IST to DP has proved
to be more intricate. Nevertheless, an inverse scattering approach for computing the
n-peakon solutions of DP was presented in [22], and it was recently shown in [8]
(see also [4]) that the solution of the Cauchy problem on the line with initial data
u0(x) = u(x, 0) satisfying u0 − u0xx + κ > 0 can be given in terms of the solution of
a Riemann-Hilbert (RH) problem, whose jump matrix is specified by u0(x).
An important recent development in soliton theory has been the generalization of
the IST formalism from initial value to initial-boundary value problems developed by
Fokas and his collaborators [15, 16] (see also [17]). Initial-boundary value problems
appear in many applications, where it is often more natural to assume that the space
variable is defined only on part of the real axis. In this paper, we consider a class
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2 JONATAN LENELLS
of initial-boundary value problem for equation (1.1) on the half-line, that is, in the
domain
Ω =
{
(x, t) ∈ R2 | 0 ≤ x <∞, 0 ≤ t < T} , (1.2)
where T <∞ is a given positive constant. Assuming that a solution exists, we show
that u(x, t) can be recovered from the initial and boundary values u0(x), g0(t), g1(t),
g2(t) defined by
u0(x) = u(x, 0), 0 < x <∞,
g0(t) = u(0, t), g1(t) = ux(0, t), g2(t) = uxx(0, t), 0 < t < T. (1.3)
The main peculiarity compared with other applications of the approach of [15, 16] is
that the Lax pair involves 3 × 3-matrices instead of 2 × 2-matrices. This difference
leads to some new challenges. We will overcome these challenges by employing an
extension of the approach of [15, 16] which was recently developed and implemented
to an integrable model PDE with a 3× 3 Lax pair in [19].
Apart from the 3×3 Lax pair, the spectral analysis of equation (1.1) on the half-line
also presents some other peculiarities: (a) The presence of singularities in the Lax pair
implies that it is necessary to introduce two sets of eigenfunctions. The eigenfunctions
in the first set are well-behaved near the points Kj = e
piij
3
−pii
6 , j = 1, . . . , 6, on the
unit circle, but have singularities at k = ∞ and k = 0. The eigenfunctions in the
second set are well-behaved near k =∞ and k = 0, but have singularities at the Kj ’s.
Together these two sets of eigenfunctions can be used to formulate a RH problem.
An analogous situation occurs in the analysis of CH on the half-line in [3] where two
sets of eigenfunctions are also used. (b) The definition of the above eigenfunctions
requires certain transformations of the Lax pair that involve a matrix P (k) whose
inverse is singular at the sixth roots of unity κj = e
pii(j−1)
3 , j = 1, . . . , 6. Consequently,
the basic matrix eigenfunctions which are natural candidates for the formulation of a
RH problem, are singular near these points. Following [4], we overcome this problem
by formulating an associated vector RH problem, for which these singularities are
absent. (c) The formulation of the RH problem depends, in addition to the variables
(x, t), on a function y(x, t) which is unknown from the point of view of the inverse
problem. In order to obtain a RH problem whose jump matrix involves only known
quantities, we have to reparametrize the x variable. This implies that we only obtain
a parametric representation for the solution u(x, t). This type of reparametrization
occurs also in the analysis of CH [2, 10], DP [8, 4], and the generalized sine-Gordon
equation studied in [20].
We will consider the class of initial-boundary value problems for (1.1) for which
the initial and boundary values satisfy
u0(x)− u0xx(x) + κ > 0, x ≥ 0, (1.4a)
g0(t)− g2(t) + κ > 0, 0 ≤ t < T, (1.4b)
as well as
g0(t) ≤ 0, 0 ≤ t < T. (1.5)
It is shown in Appendix A that the assumptions in (1.4) imply the following positivity
condition which is needed for the spectral analysis:
u(x, t)− uxx(x, t) + κ > 0, 0 ≤ x <∞, 0 ≤ t < T. (1.6)
The necessity of the condition (1.6) is not related to the half-line domain—an analo-
gous condition is required also for the spectral analysis of DP and CH on the line cf.
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[3, 4, 7, 8]. The assumption (1.5) is used to ensure boundedness of certain eigenfunc-
tions (see Proposition 3.5 below).
Let us finally point out that in the case of vanishing Dirichlet boundary conditions,
local well-posedness for (1.1) on the half-line was established in [14] by considering
an odd extension to the real line.
In Section 2, we introduce a Lax pair for equation (1.1) and transform it appropri-
ately. In Section 3, we define eigenfunctions which can be used for the formulation
of a RH problem. In Section 4, we derive expressions for the jump matrices in terms
of suitable spectral functions. In Section 5, we derive residue conditions for the pole
singularities of the eigenfunctions. In Section 6, we state our main result: Under
the assumptions (1.4) and (1.5), the solution u(x, t) of (1.1) on the half-line can be
reconstructed from the initial and boundary data via the solution of a RH problem.
2. Lax pairs
In view of (1.6), we may define q(x, t) by
q(x, t) =
[
u(x, t)− uxx(x, t) + κ
] 1
3 , 0 ≤ x <∞, 0 ≤ t < T. (2.1)
For simplicity, we henceforth assume that κ = 1. Equation (1.1) admits the Lax pair
(see [4]) {
ψx(x, t, k) = L(x, t, k)ψ(x, t, k),
ψt(x, t, k) = Z(x, t, k)ψ(x, t, k),
(2.2)
where k ∈ Cˆ = C ∪ {∞} is a spectral parameter, ψ(x, t, k) is a 3 × 3-matrix valued
eigenfunction, the 3× 3-matrix valued functions L and Z are defined by
L(x, t, k) =
 0 1 00 0 1
λq3 1 0
 , Z(x, t, k) =
 ux − 23λ −u 1λu+ 1 13λ −u
ux − λuq3 1 −ux + 13λ
 ,
and, following [8, 4], we define λ = λ(k) in terms of k by
λ =
1
3
√
3
(
k3 +
1
k3
)
.
The main difficulties of the spectral analysis are related to the singularities of L
and Z. These occur at the points where λ = 0 (i.e. at k = e
mipi
3
− ipi
6 , m = 1, . . . , 6),
where Z is singular, and at the points where λ = ∞ (i.e. at k = ∞ and k = 0),
where L and Z are singular. In order to formulate a Riemann-Hilbert problem, we
will define transformed eigenfunctions Φ(x, t, k) and Φ˜(x, t, k) which are well-behaved
near the points where λ = 0 and λ =∞ respectively.
2.1. Lax pair suitable near λ = 0. In order to define eigenfunctions which are
well-behaved near the points where λ = 0, i.e. near the points {Kj}61 defined by
Kj = e
piij
3
− ipi
6 , j = 1, . . . , 6,
we transform the Lax pair (2.2) as follows. We define {lj} and {zj} for j = 1, 2, 3 by
lj(k) =
1√
3
(
ωjk +
1
ωjk
)
, zj(k) =
√
3
(
(ωjk)2 + (ωjk)−2
k3 + k−3
)
, k ∈ C, (2.3)
and let L and Z denote the corresponding diagonal matrices:
L = diag(l1, l2, l3), Z = diag(z1, z2, z3).
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The matrix-valued function P (k) defined by
P (k) =
 1 1 1l1(k) l2(k) l3(k)
l21(k) l
2
2(k) l
2
3(k)
 , k ∈ C, (2.4)
diagonalizes the matrices
L∞ := lim
x→∞L =
0 1 00 0 1
λ 1 0
 , Z∞ := lim
x→∞Z =
− 23λ 0 1λ1 13λ 0
0 1 13λ
 , (2.5)
as follows:
L∞ = PLP−1, Z∞ = PZP−1. (2.6)
Thus, the eigenfunction Φ introduced by
ψ(x, t, k) = P (k)Φ(x, t, k)eL(k)x+Z(k)t, (2.7)
satisfies the Lax pair {
Φx − [L,Φ] = V1Φ,
Φt − [Z,Φ] = V2Φ,
(2.8)
where V1(x, t, k) and V2(x, t, k) are defined by
V1 = P
−1
 0 0 00 0 0
λ(q3 − 1) 0 0
P, (2.9a)
V2 = P
−1
 ux −u 0u 0 −u
ux − λuq3 0 −ux
P. (2.9b)
Indeed, (2.8) follows from (2.2), the definition (2.7) of Φ, and the identities
L = P (L+ V1)P−1, Z = P (Z + V2)P−1.
Let Kj = e
piij
3
−pii
6 , j = 1, . . . , 6, denote the points where λ = 0 and let κj = e
pii(j−1)
3 ,
j = 1, . . . , 6, denote the sixth roots of unity, see Figure 3 below. The definition (2.7)
of Φ is chosen so that V1 and V2 have the properties stated in the following lemma.
Lemma 2.1. The functions V1 and V2 have the following properties:
• As k → Kj,
V1(x, t, k) = O(k −Kj), k → Kj , j = 1, . . . , 6.
• The leading order term of V2(x, t, k) as k → Kj is off-diagonal:
V2(x, t, k) = V(x, t) +O(k −K1), k → K1,
V2(x, t, k) = A−1BV(x, t)BA+O(k −K2), k → K2,
V2(x, t, k) = A−1V(x, t)A+O(k −K3), k → K3,
V2(x, t, k) = ABV(x, t)BA−1 +O(k −K4), k → K4,
V2(x, t, k) = AV(x, t)A−1 +O(k −K5), k → K5,
V2(x, t, k) = BV(x, t)B +O(k −K6), k → K6, (2.10)
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where the off-diagonal matrix V(x, t) is defined by
V =
 0 −u+ux2 0u+ ux 0 −u+ ux
0 u+ux2 0
 , (2.11)
and
A =
0 0 11 0 0
0 1 0
 , B =
0 1 01 0 0
0 0 1
 . (2.12)
• V1 and V2 are analytic for k ∈ Cˆ \
({0,∞} ∪ {κj}6j=1).
• V1(x, t, k) and V2(x, t, k) decay to zero as x→∞.
Proof. The behavior of the functions V1 and V2 near {Kj}61 follows by Taylor series
expansion. The stated analyticity properties follow from definition (2.9) (the points
{κj}61 must be excluded from the analyticity domain because P−1 has poles at these
points). The behavior as x→∞ is immediate from (2.9). 2
2.2. Lax pair suitable near λ = ∞. In order to define eigenfunctions which are
well-behaved near the points where λ =∞, i.e. near k =∞ and k = 0, we transform
the Lax pair (2.2) as follows cf. [4]. Define y(x, t) by
y(x, t) =
∫ (x,t)
(0,0)
q(x′, t′)
(
dx′ − u(x′, t′)dt′) , (2.13)
and introduce the eigenfunction Φ˜ by
ψ(x, t, k) = D(x, t)P (k)Φ˜(x, t, k)eL(k)y(x,t)+Z(k)t, (2.14)
where
D(x, t) =
 1q(x,t) 0 00 1 0
0 0 q(x, t)
 . (2.15)
The function y(x, t) is well-defined by (2.13), because the conservation law
qt + (qu)x = 0, (2.16)
implies that the integral in (2.13) is independent of the path of integration.
The eigenfunction Φ˜ satisfies the Lax pair{
Φ˜x − [qL, Φ˜] = V˜1Φ˜,
Φ˜t − [Z − uqL, Φ˜] = V˜2Φ˜,
(2.17)
where V˜1(x, t, k) and V˜2(x, t, k) are defined by
V˜1 = P
−1
 qxq 0 00 0 0
0 1q − q − qxq
P, (2.18a)
V˜2 = P
−1

 −
uqx
q 0 0
u+1
q − 1 0 0
ux
q2
1
q − 1 + uq uqxq
+ q2 − 1
λ
0 0 10 0 0
0 0 0

P. (2.18b)
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Indeed, (2.17) follows from (2.2), the definition (2.14) of Φ˜, and the identities
−D−1Dx +D−1LD = P (qL+ V˜1)P−1,
−D−1Dt +D−1ZD = P (Z − uqL+ V˜2)P−1.
Remark 2.2. We can use (2.16) to express qx on the right-hand side of (2.18) in
terms of qt, u, ux, and uxx. In particular, the function V˜2 can be defined on the
boundary {x = 0, 0 ≤ t < T} in terms of g0(t), g1(t), and g2(t) alone.
The definition (2.14) of Φ˜ is chosen so that V˜1 and V˜2 have the properties stated
in the following lemma.
Lemma 2.3. The functions V˜1(x, t, k) and V˜2(x, t, k) defined in (2.18) have the fol-
lowing properties:
• The leading order terms of V˜1 and V˜2 as k →∞ are off-diagonal:
V˜1 = V˜ +O(1/k), V˜2 = −uV˜ +O(1/k), k →∞, (2.19)
where the off-diagonal matrix V˜ is given by
V˜ = qx
ω(1− ω)q
 0 ω 1 + ω1 + ω 0 ω
ω 1 + ω 0
 .
• The leading order terms of V˜1 and V˜2 as k → 0 are off-diagonal:
V˜1 = BV˜B +O(k), V˜2 = −uBV˜B +O(k), k → 0,
where B is defined in (2.12).
• V˜1 and V˜2 are analytic for k ∈ Cˆ \ {Kj ,κj}6j=1.
• V˜1(x, t, k) and V˜2(x, t, k) decay to zero as x→∞.
Proof. The behavior of the functions V˜1 and V˜2 near k = ∞ and k = 0 follows by
Taylor series expansion. The stated analyticity properties then follow from definition
(2.18) (the points {κj}61 must be excluded from the analyticity domain because P−1
has poles at these points). The behavior as x→∞ is immediate from (2.18). 2
2.3. Symmetries. The expansions in Lemmas 2.1 and 2.3 are consistent with the
following symmetry properties satisfied by the Lax pairs (2.8) and (2.17).
Lemma 2.4. Let F denote one of the 3 × 3-matrix valued functions L, Z, V1, V2,
V˜1, or V˜2. Then F obeys the Z3 symmetry
F (k) = AF (ωk)A−1, k ∈ C, (2.20)
as well as the Z2 symmetries
F (k) = BF (k)B, F (k) = BF (1/k)B, k ∈ C, (2.21)
where A, B are defined in (2.12) and we have suppressed the (x, t)-dependence.
Proof. This is a consequence of the definitions and the following symmetry properties
of P (k):
P (k) = P (ωk)A−1, P (k) = P (k)B, P (k) = P (1/k)B, k ∈ C. (2.22)
2
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γ1 γ2 γ3
Figure 1. The contours γ1, γ2, and γ3 in the (x, t)-plane.
3. Analytic eigenfunctions
In this section we define eigenfunctions of the Lax pairs (2.8) and (2.17) in terms of
linear integral equations. These eigenfunctions are the basic building blocks needed
for the formulation of a Riemann-Hilbert problem. We first use the Lax pair (2.8)
to define eigenfunctions which are well-behaved near the points Kj = e
piij
3
−pii
6 , j =
1, . . . , 6. We then use the Lax pair (2.17) to define eigenfunctions which are well-
behaved near the points k =∞ and k = 0. Together these two sets of eigenfunctions
will be used to define a sectionally meromorphic function suitable for the formulation
of a RH problem.
Let equation (1.1) be valid in the half-line domain (1.2). For a diagonal matrix
D, we introduce the notation Dˆ for the operator which acts on a matrix A by DˆA =
[D,A]; in particular eDˆA = eDAe−D.
3.1. The first set of eigenfunctions. The first set of eigenfunctions is defined
using the Lax pair (2.8). We write (2.8) in differential form as
d
(
e−Lˆx−ZˆtΦ
)
= W, (3.1)
where the closed one-form W (x, t, k) is defined by
W = e−Lˆx−Zˆt(V1dx+ V2dt)Φ. (3.2)
We define three contours {γj}31 in the (x, t)-plane going from (xj , tj) to (x, t), where
(x1, t1) = (0, T ), (x2, t2) = (0, 0), and (x3, t3) = (∞, t); we choose the particular
contours shown in Figure 1. We define eighteen open, pairwisely disjoint subsets
{Dn}181 of the Riemann k-sphere by (see Figure 2)
D1 = {k ∈ Cˆ |Re l1 < Re l2 < Re l3 and Re z1 < Re z2 < Re z3},
D2 = {k ∈ Cˆ |Re l1 < Re l3 < Re l2 and Re z1 < Re z3 < Re z2},
D3 = {k ∈ Cˆ |Re l3 < Re l1 < Re l2 and Re z3 < Re z1 < Re z2},
D4 = {k ∈ Cˆ |Re l3 < Re l2 < Re l1 and Re z3 < Re z2 < Re z1},
D5 = {k ∈ Cˆ |Re l2 < Re l3 < Re l1 and Re z2 < Re z3 < Re z1},
D6 = {k ∈ Cˆ |Re l2 < Re l1 < Re l3 and Re z2 < Re z1 < Re z3},
D7 = {k ∈ Cˆ |Re l1 < Re l2 < Re l3 and Re z2 < Re z1 < Re z3},
D8 = {k ∈ Cˆ |Re l1 < Re l2 < Re l3 and Re z1 < Re z3 < Re z2},
D9 = {k ∈ Cˆ |Re l1 < Re l3 < Re l2 and Re z1 < Re z2 < Re z3},
D10 = {k ∈ Cˆ |Re l1 < Re l3 < Re l2 and Re z3 < Re z1 < Re z2},
D11 = {k ∈ Cˆ |Re l3 < Re l1 < Re l2 and Re z1 < Re z3 < Re z2},
D12 = {k ∈ Cˆ |Re l3 < Re l1 < Re l2 and Re z3 < Re z2 < Re z1},
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-2 -1 0 1 2
-2
-1
0
1
2
D1
D1
D2
D2
D3
D3
D4
D4
D5
D5
D6
D6
D7
D8
D9D10
D11
D12
D13
D14
D15 D16
D17
D18
Figure 2. The sets Dn, n = 1, . . . , 18, which decompose the complex k-plane.
D13 = {k ∈ Cˆ |Re l3 < Re l2 < Re l1 and Re z3 < Re z1 < Re z2},
D14 = {k ∈ Cˆ |Re l3 < Re l2 < Re l1 and Re z2 < Re z3 < Re z1},
D15 = {k ∈ Cˆ |Re l2 < Re l3 < Re l1 and Re z3 < Re z2 < Re z1},
D16 = {k ∈ Cˆ |Re l2 < Re l3 < Re l1 and Re z2 < Re z1 < Re z3},
D17 = {k ∈ Cˆ |Re l2 < Re l1 < Re l3 and Re z2 < Re z3 < Re z1},
D18 = {k ∈ Cˆ |Re l2 < Re l1 < Re l3 and Re z1 < Re z2 < Re z3}.
For each n = 1, . . . , 18, we define a solution Φn(x, t, k) of (2.8) by the following
system of integral equations:
(Φn)ij(x, t, k) = δij +
∫
γnij
(
eLˆ(k)x+Zˆ(k)tWn(x′, t′, k)
)
ij
, k ∈ Dn, i, j = 1, 2, 3,
(3.3)
where the contours γnij , n = 1, . . . , 18, i, j = 1, 2, 3, are defined by
γnij =

γ1, Re li(k) < Re lj(k), Re zi(k) ≥ Re zj(k),
γ2, Re li(k) < Re lj(k), Re zi(k) < Re zj(k),
γ3, Re li(k) ≥ Re lj(k),
for k ∈ Dn, (3.4)
and Wn is given by (3.2) with Φ replaced by Φn.
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-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
K1
K2
K3
K4
K5
K6
κ1
κ2
κ3
κ4
κ5 κ6
Figure 3. The six points Kj = e
piij
3
−pii
6 , j = 1, . . . , 6, where λ = 0, and the six points
κj = e
pii(j−1)
3 , j = 1, . . . , 6, where P−1(k) has poles.
Proposition 3.1. For each n = 1, . . . , 18, the function Φn(x, t, k) is well-defined
by equation (3.3) for k ∈ D¯n and (x, t) in the domain (1.2). For any fixed point
(x, t), Φn is bounded and analytic as a function of k ∈ Dn away from the points
{∞, 0}∪{κj}61∪{kj}, where {kj} denotes a possibly empty discrete set of singularities
at which the Fredholm determinant vanishes. Moreover, Φn admits a bounded and
continuous extension to D¯n away from these points.
Proof. The definition of {γj}31 implies the following relations on the contours:
γ1 : x− x′ ≥ 0, t− t′ ≤ 0,
γ2 : x− x′ ≥ 0, t− t′ ≥ 0, (3.5)
γ3 : x− x′ ≤ 0, t− t′ = 0.
The (ij)th entry of the integral equation (3.3) involves the exponential factor
e(li−lj)(x−x
′)+(zi−zj)(t−t′).
In view of (3.4) and (3.5) this factor remains bounded for k ∈ Dn when integrated
along the contour γnij . The decay of V1 and V2 as x→∞ together with the analyticity
properties of these functions now implies that the solution Φn exists and that it has
the stated propertes—a proof using an extension of the standard Fredholm theory is
given in Appendix B of [19]. 2
The symmetries of Lemma 2.4 imply corresponding symmetry properties for the
eigenfunctions {Φn}181 .
Lemma 3.2. Define the sectionally meromorphic function Φ∗(x, t, k) by
Φ∗(x, t, k) = Φn(x, t, k), k ∈ Dn.
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Then
Φ∗(k) = AΦ∗(ωk)A−1, Φ∗(k) = BΦ∗(k)B, Φ∗(k) = BΦ∗(1/k)B, k ∈ C, (3.6)
where A, B are defined in (2.12) and we have suppressed the (x, t)-dependence.
Proof. We will prove the first symmetry property in the case when k ∈ D1, that is,
we will prove that
Φ1(x, t, k) = AΦ3(x, t, ωk)A−1, k ∈ D1. (3.7)
Define φ1(x, t, k) and φ3(x, t, k) by
φ1 = Φ1e
Lx+Zt, φ3 = Φ3eLx+Zt.
The symmetries of Lemma 2.4 imply that the equations{
φx(x, t, k)− L(k)φ(x, t, k) = V1(x, t, k)φ(x, t, k),
φt(x, t, k)− L(k)φ(x, t, k) = V2(x, t, k)φ(x, t, k),
hold both for φ(x, t, k) = φ1(x, t, k) and for φ(x, t, k) = Aφ3(x, t, ωk)A−1. Therefore,
the 3× 3-matrix valued function J(k) defined by
J(k) = Ae−L(ωk)x−Z(ωk)tΦ−13 (x, t, ωk)A−1Φ1(x, t, k)eL(k)x+Z(k)t, k ∈ D1, (3.8)
is independent of (x, t). Since Ae−L(ωk)x−Z(ωk)t = e−L(k)x−Z(k)tA, it only remains to
prove that J(k) = I. By (3.4), the matrices γ1 and γ3 defined by (γ1)ij := γ
1
ij and
(γ3)ij := γ
3
ij are given by
γ1 =
γ3 γ2 γ2γ3 γ3 γ2
γ3 γ3 γ3
 , γ3 =
γ3 γ2 γ3γ3 γ3 γ3
γ2 γ2 γ3
 . (3.9)
Consequently,
Φ1(0, 0, k) =
∗ 0 0∗ ∗ 0
∗ ∗ ∗
 , Φ3(0, 0, ωk) =
∗ 0 ∗∗ ∗ ∗
0 0 ∗
 , k ∈ D1, (3.10)
where ∗ denotes an unspecified entry. Evaluating (3.8) at (x, t) = (0, 0) and using
(3.10) as well as the determinant condition det Φ3 = 1, we find that J(k) has the
form
J(k) =
∗ 0 0∗ ∗ 0
∗ ∗ ∗
 . (3.11)
Similarly, evaluating (3.10) as x→∞ and using that
lim
x→∞Φ1(x, 0, k) =
1 ∗ ∗0 1 ∗
0 0 1
 , lim
x→∞Φ3(x, 0, ωk) =
1 ∗ 00 1 0
∗ ∗ 1
 , k ∈ D1,
we find that J(k) has the form
J(k) =
1 ∗ ∗0 1 ∗
0 0 1
 . (3.12)
Equations (3.11) and (3.12) show that J(k) = I. This completes the proof of (3.7).
The other symmetries can be proved in a similar way. 2
The following lemma shows that Φn → I as k → Kj = e
piij
3
−pii
6 , j = 1, . . . , 6.
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Lemma 3.3. The eigenfunctions {Φn(x, t, k)}181 defined by the integral equation (3.3)
satisfy
Φn(x, t, k) = I +O(k −Kj) as k → Kj , k ∈ Dn, j = 1, . . . , 6. (3.13)
Proof. We substitute the expansion
Φ(x, t, k) = Φ(0)(x, t) + Φ(1)(x, t)(k −K1) + . . . , k → K1,
where the Φ(j)’s are independent of k, into the t-part of the Lax pair (2.8). Using
(2.10) and the fact that
Z = − ω
2
√
3
1 0 00 −2 0
0 0 1
 1
k −K1 +
−13−2ω12 0 00 1+2ω6 0
0 0 11−2ω12
+O(k−K1), k → K1,
we find that the terms of O(1/(k −K1)) yield
ω
2
√
3
1 0 00 −2 0
0 0 1
 ,Φ(0)
 = 0 i.e. Φ(0) =
Φ
(0)
11 0 Φ
(0)
13
0 Φ
(0)
22 0
Φ
(0)
31 0 Φ
(0)
33
 ,
while the terms of O(1) yield
Φ
(0)
t +
ω
2
√
3
1 0 00 −2 0
0 0 1
 ,Φ(1)
−
−13−2ω12 0 00 1+2ω6 0
0 0 11−2ω12
 ,Φ(0)
 = VΦ(0),
(3.14)
where the off-diagonal matrix V is defined in (2.11). The diagonal terms of (3.14)
imply that
Φ
(0)
11t = Φ
(0)
22t = Φ
(0)
33t = 0,
whereas the (13) and (31) entries of (3.14) imply that
Φ
(0)
13t + 2Φ
(0)
13 = 0, Φ
(0)
31t − 2Φ(0)31 = 0.
On the other hand, the terms of O(1) of the x-part of (2.8) show that
Φ
(0)
11x = Φ
(0)
22x = Φ
(0)
33x = 0, Φ
(0)
13x + 2Φ
(0)
13 = 0, Φ
(0)
31x − 2Φ(0)31 = 0.
Thus,
Φ(0) =
 c1 0 c4e−2x−2t0 c2 0
c5e
2x+2t 0 c3
 ,
where cj , j = 1, . . . , 5, are constants independent of x and t. For the eigenfunctions
{Φn}181 defined by (3.3), evaluation at the points (x, t) = (xj , tj), j = 1, 2, 3, implies
that c1 = c2 = c3 = 1 and c4 = c5 = 0. This proves (3.13) for j = 1. 2
The next lemma establishes the singularity structure of Φ near the points κj =
e
pii(j−1)
3 , j = 1, . . . , 6, where P−1 has simple poles.
Lemma 3.4. The functions Φ7 and Φ8 satisfy
Φ7(x, t, k) =
F (x, t)
k − 1 +O(1), k → 1, k ∈ D7, (3.15)
Φ8(x, t, k) =
G(x, t)
k − 1 +O(1), k → e
ipi
3 , k ∈ D8. (3.16)
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where the 3× 3-matrix valued functions F and G have the form
F (x, t) =
 f1(x, t) f2(x, t) f3(x, t)−f1(x, t) −f2(x, t) −f3(x, t)
0 0 0
 ,
G(x, t) =
 0 0 0g1(x, t) g2(x, t) g3(x, t)
−g1(x, t) −g2(x, t) −g3(x, t)
 ,
and {fj(x, t), gj(x, t)}31 are scalar-valued functions.
Proof. The behavior of P−1(k) near k = 1 is given by
P−1(k) =
i
6
√
3
−2 −√3 32 √3 −3
0 0 0
 1
k − 1 +O(1), k → 1. (3.17)
In view of (2.7), the function ψ7 defined by
Φ7(x, t, k) = P
−1(k)ψ7(x, t, k)e−L(k)x−Z(k)t, k ∈ D7, (3.18)
satisfies the Lax pair equations (2.2), which are nonsingular at k = 1. Hence ψ7 is
analytic at k = 1. Since the exponential e−L(k)x−Z(k)t is also analytic at k = 1, the
expansion (3.15) follows immediately from (3.17) and (3.18). The proof of (3.16) is
similar. 2
The behavior of the Φn’s as k approaches any of the κj ’s, follows from Lemma
3.4 together with the symmetries of Lemma 3.2. For example, taking the Schwartz
conjugate of (3.15) and using (3.6), we find
Φ18(x, t, k) =
BF¯ (x, t)B
k − 1 +O(1), k → 1, k ∈ D18.
3.2. The second set of eigenfunctions. The second set of eigenfunctions is defined
using the Lax pair (2.17). We write (2.17) in differential form as
d
(
e−Lˆy−ZˆtΦ˜
)
= W˜ , (3.19)
where the closed one-form W˜ (x, t, k) is defined by
W˜ = e−Lˆy−Zˆt(V˜1dx+ V˜2dt)Φ˜. (3.20)
For each n = 1, . . . , 18, we define a solution Φ˜n(x, t, k) of (2.17) by the following
system of integral equations:
(Φ˜n)ij(x, t, k) = δij +
∫
γnij
(
eLˆy(x,t)+ZˆtW˜n(x′, t′, k)
)
ij
, k ∈ Dn, i, j = 1, 2, 3,
(3.21)
where W˜n is given by (3.20) with Φ˜ replaced by Φ˜n.
Proposition 3.5. For each n = 1, . . . , 18, the function Φ˜n(x, t, k) is well-defined
by equation (3.21) for k ∈ Dn and (x, t) in the domain (1.2). For any fixed point
(x, t), Φ˜n is analytic as a function of k ∈ Dn away from the set {κj ,Kj}61 ∪ {kj},
where {kj} denotes a possibly empty discrete set of singularities at which the Fredholm
determinant vanishes.
Moreover, for n = 1, . . . , 6, the function Φ˜n(x, t, k) is bounded for k ∈ Dn away
from the set {κj ,Kj}61 ∪ {kj} and it admits a bounded and continuous extension to
D¯n away from these points.
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Proof. The definition of {γj}31 together with the assumption (1.5) imply the following
relations on the contours:
γ1 : t− t′ ≤ 0,
γ2 : y(x, t)− y(x′, t′) ≥ 0, t− t′ ≥ 0, (3.22)
γ3 : y(x, t)− y(x′, t′) ≤ 0, t− t′ = 0,
The (ij)th entry of the integral equation (3.21) involves the exponential factor
e(li−lj)(y(x,t)−y(x
′,t′))+(zi−zj)(t−t′).
The proof is now similar to that of Proposition 3.1, except that since y(x, t)−y(x′, t′)
can take on both signs in the case of γ1, the exponential is not necessarily bounded
for the integration along γ1. However, the matrices (γ
n)ij := γ
n
ij for n = 1, . . . , 6, are
given by
γ1 =
γ3 γ2 γ2γ3 γ3 γ2
γ3 γ3 γ3
 , γ2 =
γ3 γ2 γ2γ3 γ3 γ3
γ3 γ2 γ3
 , γ3 =
γ3 γ2 γ3γ3 γ3 γ3
γ2 γ2 γ3
 ,
γ4 =
γ3 γ3 γ3γ2 γ3 γ3
γ2 γ2 γ3
 , γ5 =
γ3 γ3 γ3γ2 γ3 γ2
γ2 γ3 γ3
 , γ6 =
γ3 γ3 γ2γ2 γ3 γ2
γ3 γ3 γ3
 .
Therefore, the definition of Φ˜n for k ∈ Dn, n = 1, . . . , 6, does not involve integration
along γ1, so we can still conclude that Φ˜n has the stated boundedness properties for
n = 1, . . . , 6. 2
The proof of the following lemma is similar to that of Lemma 3.2.
Lemma 3.6. Define the sectionally meromorphic function Φ˜∗(x, t, k) by
Φ˜∗(x, t, k) = Φ˜n(x, t, k), k ∈ Dn.
Then
Φ˜∗(k) = AΦ˜∗(ωk)A−1, Φ˜∗(k) = BΦ˜∗(k)B, Φ˜∗(k) = BΦ˜∗(1/k)B, k ∈ C.
According to Proposition 3.5, the Φ˜n’s are bounded near k = ∞ and k = 0. The
following lemma determines the leading behavior of the Φ˜n’s near these points.
Lemma 3.7. The eigenfunctions Φ˜n(x, t, k), n = 1, . . . , 6, satisfy
Φ˜n(x, t, k) = I +O(1/k) as k →∞, (3.23)
Φ˜n(x, t, k) = I +O(k) as k → 0. (3.24)
Proof. We substitute the expansion
Φ˜(x, t, k) = Φ˜(0)(x, t) + Φ˜(1)(x, t)k + . . . , k → 0,
where the Φ˜(j)’s are independent of k, into the Lax pair (2.17). In view of Lemma
2.3 and the fact that
L = 1√
3
ω2 0 00 ω 0
0 0 1
 1
k
+O(k), k → 0,
the terms of O(1/k) of the x-part imply that Φ˜(0)(x, t) is a diagonal matrix. The
diagonal terms of O(1) of the x and t-parts then imply that Φ˜(0)(x, t) is independent
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Figure 4. The sets En, n = 1, . . . , 24, which decompose the complex k-plane.
of (x, t). Evaluation at the points (x, t) = (xj , tj), j = 1, 2, 3, yields Φ˜
(0)(x, t) = I.
This proves (3.24). Equation (3.23) follows by symmetry. 2
4. A sectionally meromorphic function
Let {Φn}181 and {Φ˜n}181 denote the eigenfunctions defined in Section 3. We have
good control over the Φn’s near Kj = e
piij
3
−pii
6 , j = 1, . . . , 6, but not near k =∞ and
k = 0. On the other hand, we have good control over the Φ˜n’s near k =∞ and k = 0,
but not near the Kj ’s. Therefore, we will introduce a radius R > 2 and formulate a
RH problem by using the Φn’s for 1/R < |k| < R and the Φ˜n’s for |k| < 1/R and for
|k| > R.
Let R > 2. Define sets {En}241 by (see Figure 4)
En = Dn ∩ {1/R < |k| < R}, n = 1, . . . , 18,
En+18 = Dn ∩ {|k| < 1/R or |k| > R}, n = 1, . . . , 6. (4.1)
Since the map F : (x, t) 7→ (y, t), y = y(x, t), is a bijection from the domain
Ω = {0 ≤ x < ∞, 0 ≤ t < T} onto F (Ω), we can define functions {Mn(y, t, k)}241 for
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(y, t) ∈ F (Ω) by
Mn(y, t, k) =
{
Φn(x, t, k)e
L(k)(x−y), k ∈ En, n = 1, . . . , 18,
P−1(k)D(x, t)P (k)Φ˜n−18(x, t, k), k ∈ En, n = 19, . . . , 24.
(4.2)
The Mn’s defined in (4.2) are bounded and analytic everywhere on the Riemann
k-sphere, except at the six roots of unity {κj}61 and at the kj ’s (note that the com-
bination P−1(k)D(x, t)P (k) is analytic at k = ∞ and k = 0). We deal with the
singularities at the κj ’s by formulating the RH problem in terms of the row vectors
νn defined by (see [4])
νn(y, t, k) =
(
1 1 1
)
Mn(y, t, k), k ∈ En, n = 1, . . . , 24. (4.3)
Lemma 3.4 implies that the νn’s are bounded near the κj ’s. In Section 5, we deal
with the singularities at the κj ’s by deriving appropriate residue conditions.
Let M and ν denote the sectionally meromorphic functions on the Riemann k-
sphere which equal Mn and νn respectively for k ∈ En.
Lemma 4.1. The function M obeys the symmetries
M(k) = AM(ωk)A−1, M(k) = BM(k)B, M(k) = BM(1/k)B, k ∈ C,
where A, B are defined in (2.12) and we have suppressed the (x, t)-dependence.
Proof. This is a consequence of equation (2.22) and the symmetry properties of the
Φn’s and the Φ˜n’s. 2
We define spectral functions Sn(k) by
Sn(k) = Mn(0, 0, k), k ∈ En, n = 1, . . . , 24. (4.4)
The tracelessness of the matrices {Vj , V˜j}21 implies that det Φn ≡ 1 and det Φ˜n ≡ 1.
In particular,
detSn(k) = 1, n = 1, . . . , 24.
The exponential factor eL(x−y) on the right-hand side of (4.2) has been included
because it ensures that the jump matrices introduced in the next proposition depend
on x only through the function y(x, t).
Proposition 4.2. For each n = 1, . . . , 24, the function νn is bounded and analytic
in En away from the possibly empty discrete set {kj}. Moreover, each νn has a
continuous and bounded extension to E¯n. The function ν satisfies the jump conditions
νn = νmJm,n, k ∈ E¯n ∩ E¯m, n,m = 1, . . . , 24, n 6= m, (4.5)
where the jump matrix Jm,n(y, t, k), Jm,n = J
−1
n,m, is defined by
Jm,n = e
Lˆy+Zˆt(S−1m Sn), n,m ∈ {1, . . . , 24}. (4.6)
Proof. The analyticity and boundedness properties of the νn’s follow from the prop-
erties of the Φn’s and the Φ˜n’s established in Section 3.
Suppose n,m ∈ {1, . . . , 24}. Equations (2.7), (2.14), and (4.2) imply that the
functions PMne
Ly+Zt and PMmeLy+Zt both satisfy the Lax pair equations (2.2).
Thus, there exists a matrix J(k) independent of x, t such that
Mne
Ly+Zt = MmeLy+ZtJ(k). (4.7)
Evaluation at x = t = 0 yields J = S−1m Sn. Multiplying (4.7) by (1, 1, 1) from the
left, we obtain the jump condition (4.5) with Jm,n given by (4.6). 2
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5. Residue conditions
If the νn’s have pole singularities at some points {kj}, kj ∈ C, the RH problem
needs to include the residue conditions at these points. We will assume that all kj ’s lie
in the interiors of the sets {En}181 ; singularities in the interiors of the sets {En}2419 can
be avoided by choosing R > 0 large enough or can be treated by a similar argument.
The residue conditions can be found by relating the Mn’s to another set of solutions
of (2.8), denoted by {µj}31, which are defined by
µj(x, t, k) = I +
∫
γj
eLˆx+ZˆtWj(x′, t′, k), j = 1, 2, 3, (5.1)
where {γj}31 are the contours shown in Figure 1 and Wj is given by (3.2) with Φ
replaced with µj . The functions µ1 and µ2 are defined for all k, whereas µ3, whose
definition involves integration from x =∞, is defined for k ∈ (S, ω2S, ωS), where
S = {k|0 ≤ arg(k) ≤ 2pi/3}.
Here the notation k ∈ (S, ω2S, ωS) indicates that the first, second, and third columns
are valid for k in the sets S, ω2S, and ωS, respectively.
Since (5.1) are Volterra integral equations, the analyticity properties of W imply
that away from the points {κj}61, µ1 and µ2 are analytic functions of k ∈ En with
continuous and bounded extensions to E¯n, n = 1, . . . , 18. The argument in the
proof of Lemma 3.3 implies that µ1 and µ2 tend to the identity matrix as k →
Kj . Analogous statements apply to the column vectors of µ3 within their respective
domains of definition.
5.1. A matrix factorization problem. We introduce spectral functions s(k) and
S(k) by
µ3 = µ2e
Lˆx+Zˆts(k), µ1 = µ2eLˆx+ZˆtS(k), (5.2)
that is,
s(k) = µ3(0, 0, k), S(k) = µ1(0, 0, k). (5.3)
Lemma 2.4 together with the initial conditions
µj(xj , tj , k) = I, j = 1, 2, 3,
imply that the eigenfunctions µj , j = 1, 2, 3, and hence also s(k) and S(k), obey the
symmetries of equation (3.6). Defining spectral functions Rn and Tn, n = 1, . . . , 18,
by
Rn(k) = e
−ZˆTMn(y(0, T ), T, k)eLy(0,T ), k ∈ En, (5.4a)
Tn(k) = lim
x→∞ e
−LxMn(y, 0, k)eLy, k ∈ En, (5.4b)
we have
Mn(y, t, k) = µ1(x, t, k)e
Lx+ZtRn(k)e−Ly−Zt,
Mn(y, t, k) = µ2(x, t, k)e
Lx+ZtSn(k)e−Ly−Zt,
Mn(y, t, k) = µ3(x, t, k)e
Lx+ZtTn(k)e−Ly−Zt,
j = 1, 2, 3, n = 1, . . . , 18,
(5.5)
and
(Rn(k))ij = 0 if γ
n
ij = γ1,
(Sn(k))ij = 0 if γ
n
ij = γ2, (5.6)
(Tn(k))ij = δij if γ
n
ij = γ3,
DEGASPERIS-PROCESI EQUATION ON THE HALF-LINE 17
where γnij is defined by (3.4). We can now find expressions for the Sn’s in terms of
the entries of s and S by solving the matrix factorization problem1
s(k) = Sn(k)T
−1
n (k), S(k) = Sn(k)R
−1
n (k), k ∈ En. (5.7)
The conditions (5.6) imply that (5.7) are 18 scalar equations for 18 unknowns. Solving
this system of equations, we find the following result.
Proposition 5.1. The spectral functions S1, S7, and S8 defined by (4.4) can be
expressed in terms of the entries of s(k) and S(k) as follows:
S1(k) =
s11 0 0s21 m33(s)s11 0
s31
m23(s)
s11
1
m33(s)
 , (5.8a)
S7(k) =
s11
m33(s)m21(S)−m23(s)m31(S)
W1
0
s21
m33(s)m11(S)−m13(s)m31(S)
W1
0
s31
m23(s)m11(S)−m13(s)m21(S)
W1
1
m33(s)
 , (5.8b)
S8(k) =
s11 0 0s21 m33(s)s11 m32(S)W2
s31
m23(s)
s11
m22(S)
W2
 , (5.8c)
where the functions {Wj(k)}21 are defined by
W1(k) = s11m11(S)− s21m21(S) + s31m31(S),
W2(k) = m33(s)m22(S)−m23(s)m32(S),
mij(s) and mij(S) denote the (ij)th minors of the matrices s(k) and S(k) respectively
(i.e. mij(s) equals the determinant of the 2×2-matrix obtained from s by deleting the
ith row and the jth column), and the k-dependence has been suppressed for clarity.
The spectral function Sn(k) for any n = 1, . . . , 18, can be obtained from (5.8)
together with the symmetries
S∗(k) = AS∗(ωk)A−1, S∗(k) = BS∗(k)B, S∗(k) = BS∗(1/k)B, (5.9)
where S∗ denotes the sectionally meromorphic function defined by
S∗(x, t, k) = Sn(x, t, k), k ∈ En.
Remark 5.2. Although s(k) is only defined by (5.1) for k ∈ (S, ω2S, ωS), the func-
tions {mj3(s(k))}3j=1 in (5.8) can be extended by analytic continuation and are well-
defined for k ∈ E1∪E7∪E8. Indeed, if µ satisfies the Lax pair (2.8), then the cofactor
eigenfunction µA defined by
µA =
 m11(µ) −m12(µ) m13(µ)−m21(µ) m22(µ) −m23(µ)
m31(µ) −m32(µ) m33(µ)

satisfies the Lax pair {
µAx + [L, µA] = −V T1 µA,
µAt + [Z, µA] = −V T2 µA.
(5.10)
1Strictly speaking, the first equation in (5.7) is defined only for k ∈ (S, ω2S, ωS); however, this
problem can be circumvented by introducing a new spectral function s(k;X0) defined for all k ∈ C
and then letting X0 →∞, see [19].
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Thus, the eigenfunctions {µAj }31 satisfy the Volterra integral equations
µAj (x, t, k) = I −
∫
γj
e−Lˆ(x−x
′)−Zˆ(t−t′)(V T1 dx+ V
T
2 dt)µ
A
j , j = 1, 2, 3. (5.11)
The third column of µA3 can be defined by (5.11) for k such that l3(k) is larger than
or equal to both l1(k) and l2(k). This set includes all k ∈ E1 ∪ E7 ∪ E8.
5.2. The residue conditions. It follows from (5.5) and the analyticity properties
of µ2 that ν can only have singularities at the points {kj} where the Sn’s have
singularities. In view of the symmetries of Lemma 2.4, it is enough to study the case
of kj ∈ E1 ∪ E7 ∪ E8. We infer from the explicit formulas (5.8) that the possible
singularities of M in E1 ∪ E7 ∪ E8 are as follows:
• [M ]2 could have poles in E1 ∪ E8 at the zeros of s11(k).
• [M ]3 could have poles in E1 ∪ E7 at the zeros of m33(s(k)).
• [M ]2 could have poles in E7 at the zeros of W1(k).
• [M ]3 could have poles in E8 at the zeros of W2(k).
We denote the above possible zeros by {kj}N1 and assume they satisfy the following
assumption.
Assumption 5.3. We assume that
• s11(k) has n1 simple zeros in E1 ∪ E8 denoted by {kj}n11 ,
• m33(s(k)) has n2 − n1 simple zeros in E1 denoted by {kj}n2n1+1,• m33(s(k)) has n3 − n2 simple zeros in E7 denoted by {kj}n3n2+1,• W1(k) has n4 − n3 simple zeros in E7 denoted by {kj}n4n3+1,
• W2(k) has N − n4 simple zeros in E8 denoted by {kj}Nn4+1,
and that none of these zeros coincide. Moreover, we assume that none of these
functions have zeros on the boundaries of the En’s. We also assume, for simplicity,
that R > 0 has been chosen so large in (4.1) that there are no pole singularities in
En, n = 19, . . . , 24.
In the next proposition we determine the residue conditions at these zeros.
Proposition 5.4. Let M be the sectionally meromorphic function defined by (4.2)
and assume that the set {kj}N1 of singularities in E1 ∪E7 ∪E8 are as in assumption
5.3. Then the following residue conditions hold:
Res
kj
[M ]2 =
m33(s(kj))
s˙11(kj)s21(kj)
eθ12(kj)[M(kj)]1, 1 ≤ j ≤ n1, kj ∈ E1 ∪ E8, (5.12a)
Res
kj
[M ]3 =
s11(kj)e
θ23(kj)
m˙33(s(kj))m23(s(kj))
[M(kj)]2, n1 < j ≤ n2, kj ∈ E1, (5.12b)
Res
kj
[M ]3 =
1
m˙33(s(kj))
(
m31(S(kj))e
θ13(kj)
W1(kj)
[M(kj)]1 +
s11(kj)e
θ23(kj)
m23(s(kj))
[M(kj)]2
)
,
n2 < j ≤ n3, kj ∈ E7, (5.12c)
Res
kj
[M ]2 =
m33(s(kj))m21(S(kj))−m23(s(kj))m31(S(kj))
W˙1(kj)s11(kj)
eθ12(kj)[M(kj)]1,
n3 < j ≤ n4, kj ∈ E7, (5.12d)
Res
kj
[M ]3 =
m32(S(kj))s11(kj)e
θ23(kj)
W˙2(kj)m33(s(kj))
[M(kj)]2, n4 < j ≤ N, kj ∈ E8, (5.12e)
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where f˙ := df/dk and
θij(k) = (li(k)− lj(k))y + (zi(k)− zj(k))t.
Proof. We will prove (5.12a) and (5.12e); the conditions (5.12b)-(5.12d) follow by
similar arguments. Equation (5.5) implies the relations
M1 = µ2e
Lx+ZtS1e−Ly−Zt and M8 = µ2eLx+ZtS8e−Ly−Zt. (5.13)
For i, j = 1, 2, 3, let θ˜ij = (li − lj)x+ (zi − zj)t. In view of the expressions for S1 and
S8 given in (5.8), the three columns of (5.13a) read
[M1]1e
l1(y−x) = s11[µ2]1 + s21eθ˜21 [µ2]2 + s31eθ˜31 [µ2]3, (5.14a)
[M1]2e
l2(y−x) =
m33(s)
s11
[µ2]2 +
m23(s)
s11
eθ˜32 [µ2]3, (5.14b)
[M1]3e
l3(y−x) =
1
m33(s)
[µ2]3, (5.14c)
while the three columns of (5.13b) read
[M8]1e
l1(y−x) = s11[µ2]1 + s21eθ˜21 [µ2]2 + s31eθ˜31 [µ2]3, (5.15a)
[M8]2e
l2(y−x) =
m33(s)
s11
[µ2]2 +
m23(s)
s11
eθ˜32 [µ2]3, (5.15b)
[M8]3e
l3(y−x) =
m32(S)
W2
eθ˜23 [µ2]2 +
m22(S)
W2
[µ2]3. (5.15c)
In order to prove (5.12a), we first suppose that kj ∈ E1 is a simple zero of s11(k).
Solving (5.14a) and (5.14c) for [µ2]2 and [µ2]3 and substituting the result into (5.14b),
we find
[M1]2 =
m33(s)
s11s21
eθ12 [M1]1 − m33(s)
s21
eθ˜12+l2(x−y)[µ2]1 +
m13(s)m33(s)
s21
eθ32 [M1]3.
Taking the residue of this equation at kj , we find the condition (5.12a) in the case
when kj ∈ E1. Similarly, solving (5.15a) and (5.15c) for [µ2]2 and [µ2]3, substituting
the result into (5.15b), and taking the residue at kj , we find after long computations
that (5.12a) holds also if kj is a simple zero of s11 in E8.
In order to prove (5.12e), we suppose that kj ∈ E8 is a simple zero of W2(k).
Solving (5.15a) and (5.15b) for [µ2]2 and [µ2]3, substituting the result into (5.15c),
and taking the residue at kj , we find (5.12e). 2
6. The Riemann-Hilbert problem
The sectionally meromorphic function ν(y, t, k) defined in Section 4 satisfies a
Riemann-Hilbert problem which can be formulated in terms of the initial and bound-
ary values of u(x, t). By solving this RH problem, the solution u(x, t) of (1.1) in the
half-line domain (1.2) can be recovered in parametric form.
Theorem 6.1. Suppose that u(x, t) is a solution of (1.1) in the half-line domain
{0 ≤ x < ∞, 0 ≤ t < T} with sufficient smoothness and decay as x → ∞. Sup-
pose that the initial and boundary values {q0(x), g0(t), g1(t), g2(t)} defined in (1.3)
satisfy the assumptions (1.4) and (1.5). Then u(x, t) can be reconstructed from
{q0(x), g0(t), g1(t), g2(t)} as follows.
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Use the initial and boundary data to define {Φn(0, 0, k)}181 and {Φ˜n(0, 0, k)}61 via
the integral equations (3.3) and (3.21), respectively. Define spectral functions Sn,
n = 1, . . . , 24, by
Sn(k) = Φn(0, 0, k), k ∈ En, n = 1, . . . , 18,
Sn(k) = P
−1(k)D(0, 0)P (k)Φ˜n−18(0, 0, k), k ∈ En, n = 19, . . . , 24,
where P (k) and D(x, t) are defined in (2.4) and (2.15) respectively. Define the jump
matrices Jm,n(y, t, k), n,m = 1, . . . , 24, in terms of the Sn’s by equation (4.6). Define
the spectral functions s(k) and S(k) by equation (5.3). Assume that the possible zeros
{kj}N1 of the functions s11(k), m33(s(k)), and {Wj(k)}21 are as in assumption 5.3.
Then the solution u(x, t) is given in parametric form by
u(X(y, t), t) = − ∂
∂t
log
[
ν1(y, t, e
pii
6 )
]
, X(y, t) = y − log[ν1(y, t, epii6 )], (6.1)
where the row-vector valued function ν = (ν1, ν2, ν3) satisfies the following RH prob-
lem:
• ν(y, t, k) is sectionally meromorphic on the Riemann k-sphere with jumps
across the contours E¯n ∩ E¯m, n,m = 1, . . . , 24, see Figure 4.
• Across the contours E¯n ∩ E¯m, n,m = 1, . . . , 24, ν satisfies the jump condition
(4.5).
• ν satisfies the normalization condition:
νj
(
y, t, e
piij
3
−pii
2
)
= 1, j = 1, 2, 3.
• ν2 has simple poles at k = kj for 1 ≤ j ≤ n1 and n3 < j ≤ n4. ν3 has simple
poles at k = kj for n1 < j ≤ n3 and n4 < j ≤ N . The associated residues
satisfy the following residue conditions:
Res
kj
ν2(y, t, k) =
m33(s(kj))
s˙11(kj)s21(kj)
eθ12(kj)ν1(y, t, kj), 1 ≤ j ≤ n1, kj ∈ E1 ∪ E8,
(6.2a)
Res
kj
ν3(y, t, k) =
s11(kj)e
θ23(kj)
m˙33(s(kj))m23(s(kj))
ν2(y, t, kj), n1 < j ≤ n2, kj ∈ E1, (6.2b)
Res
kj
ν3(y, t, k) =
1
m˙33(s(kj))
(
m31(S(kj))e
θ13(kj)
W1(kj)
ν1(y, t, kj)
+
s11(kj)e
θ23(kj)
m23(s(kj))
ν2(y, t, kj)
)
, n2 < j ≤ n3, kj ∈ E7, (6.2c)
Res
kj
ν2(y, t, k) =
m33(s(kj))m21(S(kj))−m23(s(kj))m31(S(kj))
W˙1(kj)s11(kj)
eθ12(kj)ν1(y, t, kj),
n3 < j ≤ n4, kj ∈ E7, (6.2d)
Res
kj
ν3(y, t, k) =
m32(S(kj))s11(kj)e
θ23(kj)
W˙2(kj)m33(s(kj))
ν2(y, t, kj), n4 < j ≤ N, kj ∈ E8,
(6.2e)
where f˙ := df/dk and
θij(k) = (li(k)− lj(k))y + (zi(k)− zj(k))t.
• For each zero kj in E1 ∪ E7 ∪ E8, there are five additional points,
ωkj , ω
2kj , k¯j , ωk¯j , ω
2k¯j ,
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at which ν also has simple poles. The associated residues satisfy the residue
conditions obtained from (6.2) via (4.3) and the symmetries of Lemma 4.1.
Proof. The residue conditions (6.2) are obtained by multiplying the conditions in
(5.12) by (1, 1, 1) from the left. In order to derive (6.1) we note that (3.13) implies
ν(y, t,K1) =
(
1 1 1
)
eL(K1)(x−y) =
(
ey−x 1 ex−y
)
.
Using (2.13) and the relations
∂
∂x
= q
∂
∂y
,
∂
∂t
∣∣∣∣
y fixed
=
∂
∂t
∣∣∣∣
x fixed
+ u
∂
∂x
,
we find
∂
∂t
log
[
ν1(y, t,K1)
]
=
(
∂
∂t
∣∣∣∣
x fixed
+ u
∂
∂x
)
(y − x) = −u(x, t),
x = y − log[ν1(y, t,K1)].
This gives the parametric representation (6.1). 2
Appendix A. Proof of equation (1.6)
We will show that the assumptions in (1.4) imply that u − uxx + κ > 0 for all
(x, t) ∈ Ω. Let t∗ > 0. Let η(x, t) be the unique solution of the differential equation
ηt(x, t) = u(η(x, t), t), η(x, t
∗) = x,
so that t 7→ (η(x, t), t) is the characteristic curve that passes through (x, t∗) at time
t∗. The conservation law (2.16) implies that
d
dt
[q(η(x, t), t)ηx(x, t)] = 0. (A.1)
Moreover,
ηx(x, t) = exp
(∫ t
t∗
ux(η(x, t
′), t′)dt′
)
> 0. (A.2)
Since u→ 0 as x→∞, every characteristic curve intersects either the initial half-line
{x ≥ 0, t = 0} or the boundary {x = 0, 0 ≤ t < T}. The assumptions (1.4) imply
that q > 0 at such an intersection point. Equations (A.1) and (A.2) then imply
that q(η(x, t), t) is strictly positive on all of the characteristic curve. In particular,
q(x, t∗) > 0. Since t∗ > 0 was arbitrary, this proves (1.6).
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