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CYCLES AND PATHS IN JACOBSON GRAPHS
A. AZIMI AND M. FARROKHI D. G.
Abstract. All finite Jacobson graphs with a Hamiltonian cycle or path, or
Eulerian tour or trail are determined, and it is shown that a finite Jacobson
graph is Hamiltonian if and only if it is pancyclic. Also, the length of the
longest induced cycles and paths in finite Jacobson graphs are obtained.
1. Introduction
A Hamiltonian cycle (resp. path) in a graph is a cycle (resp. path) including
all the vertices of the graph, respectively. Similarly, an Eulerian tour or circuit
(resp. trail) in a graph is a closed walk (resp. walk) including all the edges of the
graph, respectively. A graph is Hamiltonian if it has a Hamiltonian cycle and it
is Eulerian if it has an Eulerian tour or circuit. Finding a cycle or path with a
given property is usually a difficult problem and it is known to be an NP-complete
problem in general, even for the special case of Hamiltonian cycles.
Let R be a commutative ring with non-zero identity. The Jacobson graph of
R, denoted by JR, is a graph whose vertex set is R \ J(R) such that two distinct
vertices x, y ∈ V (JR) are adjacent whenever 1 − xy 6∈ U(R), in which U(R) is the
group of units of R. Recall that the Jacobson radical J(R) of R is the intersection
of all maximal ideals of R and it has the property that 1 − xr ∈ U(R) whenever
x ∈ J(R) and r ∈ R.
The authors in [4] introduce the Jacobson graphs and study several graph the-
oretical properties of them. They prove that the Jacobson graph of a finite local
ring (R,m) is a union of at most two complete graphs K|m| together with some
complete bipartite graphs K|m|,|m|, while the Jacobson graph of a finite non-local
ring is always connected with diameter at most 3 and girth equal to 3, except the
Jacobson graph of the ring Z2 ⊕ Z2, which is a path of length two. Also, all finite
rings with planar or perfect Jacobson graphs are determined and many numerical
invariants of Jacobson graphs including dominating number, independence number
and vertex and edge chromatic numbers are computed.
The aim of this paper is to investigate some special cycles and paths in Jacobson
graphs. In section 2, we will determine all Jacobson graphs with a Hamiltonian cycle
or path, or Eulerian tour or trail. Moreover, it is shown that a Jacobson graph is
Hamiltonian if and only if it contains cycles of all possible lengths. In section 3,
we shall compute the length of the longest induced cycles and paths in Jacobson
graphs. It is worth noting that induced cycles have many connections with other
graph theoretical properties. For instance, the strong perfect graph theorem states
that a graph G is perfect if and only if neither G nor its complement G contains
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an induced odd cycle of length 5 or more. Also, Scott [12] gives a connection
between induced cycles and the chromatic number of a graph. There are many
works encountering the problem of finding the length of the longest induced cycles
in several classes of graphs and we refer the reader to [1, 3, 6, 8, 9] for details.
Finally, we note that the graphs under consideration are good instances of the
graphs studied in [2, 7, 11].
We begin with recalling some structural results on rings with non-zero identities.
A finite ring R is local if it has only one maximal subgroup, say m, for which the
quotient ring R/m is a field. By [10, Theorem VI.2], a finite ring R with a non-
zero identity can be decomposed uniquely into a direct sum of finite local rings
R1, . . . , Rn, that is
R = R1 ⊕ · · · ⊕Rn.
Is it known that
J(R) = J(R1)⊕ · · · ⊕ J(Rn)
and
U(R) = U(R1)⊕ · · · ⊕ U(Rn).
Utilizing the above notations, two distinct vertices (x1, . . . , xn) and (y1, . . . , yn) are
adjacent if and only if 1 − xiyi /∈ U(Ri) or equivalently 1 − xiyi ∈ J(Ri) for some
1 ≤ i ≤ n. We shall use this observation frequently in the proofs. For given such
a decomposition, we use 1 for the element (1, . . . , 1) with all entries equal to 1
and ei for the element with 1 on its ith entry and 0 elsewhere, for i = 1, . . . , n.
Throughout this paper, all rings are commutative with a non-zero identity.
2. Hamiltonian cycles and paths, and Eulerian tours and trails
Let R be a finite ring. If R is a local ring with associated field F , then by the
previous discussions, JR is connected only if |F | = 2, for which JR is a complete
graph. Hence, to find a Hamiltonian cycle or path in JR, we further assume that
R is a non-local ring. Note that the situation for Eulerian tours and trails is not
as obvious as for Hamiltonian cycles and paths, when R is a local ring. In fact, we
show that Z2 is the only finite local ring which has an Eulerian tour, and Z2 and
Z4 are the only finite local rings which have an Eulerian trail.
We begin with constructing Hamiltonian cycles and paths for Jacobson graphs
of finite non-local rings.
Theorem 2.1. Let R be a finite non-local ring. Then JR is Hamiltonian except
when R ∼= Z2 ⊕ F (F field), in which case JR has a Hamiltonian path.
Proof. We first determine all finite semi-simple rings whose Jacobson graphs are
Hamiltonian. First suppose that S is a finite semi-simple ring with Hamiltonian
Jacobson graph and F is a field. Let C be a Hamiltonian cycle in JS and P be the
path obtained from C by removing the edge joining two adjacent vertices x and y
in C. Also, let Q be the sequence of elements of S starting at x and ending at y.
Then JS⊕F is Hamiltonian and its Hamiltonian cycle is drawn in Figure 1, in which
F \ {0,±1} = {a±11 , . . . , a
±1
k } and x ⊕ y denotes the element (x, y) for all x ∈ S
and y ∈ F . Now, we determine all Hamiltonian Jacobson graphs with minimal
associated rings. Let E and F be two finite fields such that |E| ≥ |F |. Let T be
an |E| × |F | grid and label the lattice points of T \ {(0, 0)} by elements of E × F ,
where the elements of E and F are ordered in the following manner
0, a1, a
−1
1 , . . . , am, a
−1
m , 1,−1
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and
0, b1, b
−1
1 , . . . , bn, b
−1
n , 1,−1,
with −1 at the ends if |E| and |F | are odd, respectively.
If |F | ≥ 4, then E⊕F is Hamiltonian with a Hamiltonian cycle given in Figures
2, 3 and 4.
If |F | = 3, then again E ⊕ F is Hamiltonian with a Hamiltonian cycle given in
Figures 5 and 6.
Moreover,K⊕Z2⊕Z2 is Hamiltonian for every finite field K, and a Hamiltonian
cycle is given in Figures 7 and 8. Here the elements of K are ordered as same as
the elements of E and F , and elements of Z2 ⊕ Z2 is ordered as
(0, 0), (0, 1), (1, 1), (1, 0).
Now let R = R1 ⊕ · · · ⊕ Rn be a decomposition of a finite ring R into local
rings Ri with associated fields Fi, respectively. A simple observation shows that
JR is Hamiltonian if JR/J(R) is Hamiltonian. Hence, by previous discussions, JR is
Hamiltonian whenever n ≥ 3, or n = 2 and |F1|, |F2| ≥ 3. Now suppose that n = 2
and |F1| = 2. We first consider the case where J(R) 6= 0. Let e
′
2 ∈ (e2+J(R))\{e2}
and Q± be the sequence of elements of ±e′2 + J(R) starting at ±e2 and ending at
±e′2. Also, let Pi be the sequence of alternately chosen elements of a
−1
i e2 + J(R)
and aie2 + J(R) starting at a
−1
i e2 and ending at aie2, for i = 1, . . . , k, where
(R2/m2) \ {m2,±1 +m2} = {a
±1
1 +m2, . . . , a
±1
k +m2}.
If C is a subgraph obtained by removing the edges {e1+e2, e1+e
′
2}, {e1−e2, e1−e
′
2}
and {e1+aie2, e1+a
−1
i e2} (i = 1, . . . , k) from a Hamiltonian cycle of the complete
subgraph e1+ J(R)+ 0⊕R2 containing the aforementioned edges, then the Figure
9 gives a Hamiltonian cycle for R. Hence R is Hamiltonian. Finally, if J(R) = 0,
then JR has a Hamiltonian path, which can be described in the same way as in the
previous case. The proof is complete. 
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Figure 1. S ⊕ F
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Figure 2. E ⊕ F (|E| even, |F | even)
Figure 3. E ⊕ F (|E| even, |F | odd)
Figure 4. E ⊕ F (|E| odd, |F | odd)
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Figure 5. E ⊕ Z3 (|E| even)
Figure 6. E ⊕ Z3 (|E| odd)
Figure 7. K ⊕ Z2 ⊕ Z2 (|K| even)
Figure 8. K ⊕ Z2 ⊕ Z2 (|K| odd)
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Figure 9. R1 ⊕R2 (J(R) 6= 0)
Utilizing Theorem 2.1, we can prove a stronger result on the cycles of Jacobson
graphs. Recall that a graph G is pancyclic if it contains cycles of lengths l for each
3 ≤ l ≤ |V (G)|.
Theorem 2.2. Let R be a finite non-local ring. If R 6∼= Z2 ⊕ F (F field), then JR
is pancyclic.
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Proof. If R = S⊕F , where S is a finite semi-simple ring with Hamiltonian Jacobson
graph and F is a finite field, then by adding suitable edges of types
{x⊕ a±1i , y ⊕ a
±1
i }, {x⊕ a
±1
i , y ⊕ a
∓1
i }, {x⊕ a
±1
i , y ⊕ 1}, {x⊕ 1, y ⊕ a
±1
i }
to the cycle in Figure 1, and removing some vertices from the complete subgraph
Q⊕1 if necessary, we can construct cycles of arbitrary lengths l, for 3 ≤ l ≤ |V (JR)|.
Hence JR is pancyclic.
If R = E ⊕ F (|E|, |F | > 2) or E ⊕ Z2 ⊕ Z2, where E and F are finite fields,
then by starting with Hamiltonian cycles given in Figures 2, 3, 4, 5, 6, 7 and 8, and
complementing paths of length two with vertices in the same row or column, or by
applying the following substitutions of edges
in conjunction with the fact that gr(JR) = 3 and JR has a subgraph induced by
E ⊕ {0,±e2} \ {0} isomorphic to JE⊕Z3 , we can obtain cycles of arbitrary lengths
l, for all 3 ≤ l ≤ |V (JR)|. Hence JR is pancyclic.
Now, let R be a finite non-local ring such that R 6∼= Z2 ⊕ F (F field). First,
suppose that R/J(R) is Hamiltonian. Then, since every cycle C in JR/J(R) induces
a cycle in JR by considering representatives of elements of C, JR contains cycles of
every length l with 3 ≤ l ≤ |V (JR/J(R))|. To show that JR is pancyclic, let C be a
Hamiltonian cycle in JR/J(R) and C
′ be the set of representatives of elements of C.
Then, by [4, Lemma 2.1] and the fact that JR has a complete subgraph 1 + J(R),
one can use C′ to construct cycles of every length l, for |V (JR/J(R))| < l ≤ |V (JR)|.
Therefore JR is pancyclic.
Finally, suppose that R/J(R) is not Hamiltonian. Thus R/J(R) ∼= Z2 ⊕ F such
that F is a finite field and J(R) 6= 0. But then, by Figure 9, JR is pancyclic and
the proof is complete. 
Corollary 2.3. A Jacobson graph is Hamiltonian if and only if it is pancyclic.
In spite of the fact that almost all Jacobson graphs are Hamiltonian, Eulerian
Jacobson graphs are few. To show this, we first obtain the degree of a given vertex
in a Jacobson graph.
Lemma 2.4. Let R = R1⊕ · · · ⊕Rn be the decomposition of the finite ring R into
local rings Ri with associated fields Fi, respectively. If x = (x1, . . . , xn) ∈ V (JR),
then
deg(x) = |R|

1− ∏
xi /∈J(Ri)
(
1−
1
|Fi|
)− εx,
where εx = 1 if x ∈
∏n
i=1(J(Ri) + {0,±1}) and εx = 0 otherwise.
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Proof. Let X = {i : xi /∈ J(Ri)} and Ai = {y ∈ V (JR) : yi ∈ x
−1
i + J(Ri)} for all
i ∈ X . Then for every i ∈ X , |Ai| = |R|/|Fi| and
deg(x) =
∣∣∣∣∣
⋃
i∈X
Ai
∣∣∣∣∣− εx.
Using the inclusion-exclusion principal the result follows easily. 
The following result is an immediate consequence of the above lemma.
Corollary 2.5. Let R = R1 ⊕ · · · ⊕ Rn be the decomposition of the finite ring R
into local rings Ri with associated fields Fi, respectively. Then
2|E(JR)| = |R|
2
(
1−
n∏
i=1
(
1−
1
|Fi|
+
1
|Fi|2
))
− |J(R)|(3O2E − 1),
where O and E denote the number of indices i such that |Fi| is odd and even,
respectively.
Now we obtain all finite rings with an Eulerian tour or trail.
Theorem 2.6. Let R be a finite ring. Then JR is Eulerian if and only if R ∼= Z2,
or |R| is odd and R/J(R) ∼= Z3 ⊕ · · · ⊕ Z3 is a direct sum of at least two copies of
Z3.
Proof. Let R = R1⊕· · ·⊕Rn be the decomposition of the finite ring R with Eulerian
Jacobson graph into local rings Ri with associated fields Fi, respectively. If R = R1
is a local ring, then by [4, Theorem 2.2] and the fact that JR is connected, F1 ∼= Z2
and JR is a complete graph. Thus deg(1) = |J(R)| − 1 is even, that is, |J(R)|
is odd, and by invoking the fact that a finite local ring has prime power order, it
follows that |J(R)| = 1. Hence R ∼= Z2.
Now suppose that n > 1. We first observe, by Lemma 2.4, that deg(ei) =
|R|/|Fi| − 1 is even and hence |R|/|Fi| is odd for all i = 1, . . . , n. Hence |R| is odd
and by using Lemma 2.4 once more, |Fi| = 3 for all i = 1, . . . , n. The converse
follows directly from Lemma 2.4. 
Theorem 2.7. Let R be a finite ring, which is not Eulerian. Then JR contains an
Eulerian trail if and only if R ∼= Z4, Z2[x]/(x
2), Z2⊕Z2 or Z2[x]/(x
2+x+1)⊕Z2.
Proof. Let R = R1 ⊕ · · · ⊕ Rn be a decomposition of R into local rings Ri with
associated fields Fi. Suppose that J(R) has an Eulerian trail and hence exactly two
vertices with odd degrees. If R = R1 is a local ring, then clearly |F1| = |J(R)| = 2,
from which it follows that R ∼= Z4 or Z2[x]/(x
2). Now, assume that R is not a local
ring. Since the elements in any right coset of J(R) as an additive subgroup of R
have the same degrees, we should have |J(R)| ≤ 2. If |J(R)| = 2, then e1, e2,1
have odd degrees contradicting our assumption. Hence J(R) = 0. If n ≥ 3, then
since at most two vertices among e1, e2, e3,1 have odd degrees, we conclude that
|R| is odd. Then by Lemma 2.4, deg(x) ≡ 1 + εx (mod 2) for every x ∈ R \ J(R).
Hence |Fi| ≥ 4 for some i and we may assume that i = 1. If a ∈ F1 \ {0,±1},
then ae1, ae1 + e2, ae1 + e3 have odd degrees, which is a contradiction. Therefore
n = 2 and R = F1 ⊕ F2. If |F1| 6≡ |F2| (mod 2), say |F1| is odd and |F2| is even,
then ±e1,1 have odd degrees, which is a contradiction. Thus |F1| ≡ |F2| (mod 2).
Since by Lemma 2.4, deg(x) ≡ 1 + εx (mod 2) for every x ∈ R \ J(R), it follows
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that |F1|, |F2| ≤ 5. Now, a simple verification shows that (|F1|, |F2|) = (2, 2), (4, 2)
or (2, 4) so that R ∼= Z2 ⊕ Z2 or Z2[x]/(x
2 + x+ 1)⊕ Z2, as required. 
3. Induced cycles and paths
In this section, we shall compute the length of the longest induced cycles and
paths in Jacobson graphs. As it is mentioned before, induced cycles and paths are
important in studying other graph theoretical concepts. We begin with calculating
the length of the longest induced cycles and then we use the same arguments to
find the length of the longest induced paths.
Let lc(JR) denote the length of the longest induced cycles in JR. If (R,m) is a
finite local ring with associated field F , then by [4, Theorem 2.2],
lc(JR) =


∞, m = 0,
∞, |m| = 2, |F | ≤ 3,
3, |m| ≥ 3, |F | ≤ 3,
4, m 6= 0, |F | ≥ 4.
Now, we obtain the length of the longest induced cycles of finite non-local rings.
For this, let εF = 0 if |F | is even and εF = 1 if F is odd for any finite field F .
Theorem 3.1. Let R = R1⊕· · ·⊕Rn (n > 1) be the decomposition of a finite ring
R into finite local rings Ri with associated fields Fi, respectively. If R 6∼= Z2 ⊕ Z2,
then lc(JR) = 3 if J(R) 6= 0 and R/J(R) ∼= Z2 ⊕ Z2, and
lc(JR) = |F1|+ · · ·+ |Fn−1| − (n− 1) + θ
∗,
where
θ∗ = 2θ −
⌊
4
|Fn|+ 4− 2θ − εFn
⌋
and
θ =
1
2
min
{
|Fn|+ εFn ,
n−1∑
i=1
(|Fi|+ εFi)
}
otherwise.
Proof. First we show that lc(JR) = lc(JR/J(R)) whenever J(R) = 0 or R/J(R) 6∼=
Z2⊕Z2. Clearly lc(JR/J(R)) ≤ lc(JR). Suppose on the contrary that lc(JR/J(R)) <
lc(JR). Then, in a longest induced cycle C of JR, there exist two vertices x, y ∈ V (C)
belonging to the same coset of J(R) that is x + J(R) = y + J(R). By [4, Lemma
2.1], we can easily see that |C| ≤ 4. Hence lc(JR/J(R)) ≤ 3 and by [4, Theorem 4.6],
it follows that J(R) 6= 0 and R/J(R) ∼= Z2 ⊕ Z2, a contradiction.
If lc(JR) = 3, then by [4, Theorem 4.6], R/J(R) ∼= Z2⊕Z2, Z2⊕Z3 or Z2⊕Z2⊕Z2
and we are done.
Similarly, if lc(JR) = 4, then again by [4, Theorem 4.6], R/J(R) ∼= Z2 ⊕F (F is
a finite field with |F | ≥ 4), Z3 ⊕ Z3, Z2 ⊕ Z2 ⊕ Z3 or Z2 ⊕ Z2 ⊕ Z2 ⊕ Z2 and the
result follows.
Now, suppose that lc(JR) ≥ 5. By the preceding paragraph, we can assume
without loss of generality that J(R) = 0 and hence R = F1 ⊕ · · · ⊕ Fn. We first
show that
lc(JR) ≤ |F1|+ · · ·+ |Fn−1| − (n− 1) + θ
∗,
where θ∗ is given in the theorem. For this let c(Fi) = (|Fi|+ εFi)/2 be the number
of connected components of JFi . Then, the number cbp(Fi) of bipartite components
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(edges) of JFi equals (|Fi|− 2− εFi)/2. Let C be a longest induced cycle in JR with
maximum number of zeros on its elements coordinates. If pii denotes the projection
on the ith coordinate, then for every x, y, z ∈ V (C) such that x ∼ y ∼ z and
pii(y) 6= 0, we have either pii(x) = pii(y)
−1 or pii(z) = pii(y)
−1 for otherwise by
setting pii(y) = 0, we reach to an induce cycle with the same length as C and more
zeros than C, contradicting our assumption. Hence for every a ∈ Fi \ {0}, either a
and a−1 does not appear in the ith coordinates of vertices of C, or they constitute
a consecutive sequence of the form
{a, a−1}, {a−1, a}, {a, a−1, a}, or {a−1, a, a−1},
in which the last two sequences appear only if a 6= ±1. Moreover, a contributes
at most two edges to the cycle and it contributes two edges only if a 6= ±1. Now
suppose that pin(C) \ {0} = {a
±1
1 , . . . , a
±1
m }. Let f : E(C) −→ {0, 1} be an edge
labeling of C defined by
f({x, y}) =
{
1, pin(x)pin(y) = 1,
0, otherwise.
This labeling partitions the edges of C into 2m sets of consecutive edges, alternately
labeled by zeros and ones. Let P1, . . . ,Pm and Q1, . . . , Qm be the sets of consecutive
edges labeled with zeros and ones, respectively. Since pin(x)pin(y) 6= 1 for each edge
{x, y} ∈ Pk there exists i < n such that pii(x)pii(y) = 1, that is, x, y are connected
via their ith coordinate. By the aforementioned discussions the number of such
connections are at most
(|F1| − 1) + · · ·+ (|Fn−1| − 1)
and hence
|E(P1)|+ · · ·+ |E(Pm)| ≤ |F1|+ · · ·+ |Fn−1| − (n− 1).
With the same reason, the number m is at most
c(F1) + · · ·+ c(Fn−1).
On the other hand, m ≤ c(Fn). Hence
m ≤ min{c(Fn), c(F1) + · · ·+ c(Fn−1)}.
Now since |E(Qi)| ≤ 2 and the number of Qi with |E(Qi)| = 2 is at most the
number of bipartite components of JFn , it follows that
|E(Q1)|+ · · ·+ |E(Qm)| ≤ 2m−max {0,m− cbp(Fn)} .
As m− cbp(Fn) ≤ 2 and ⌊
2
3− x
⌋
= max{0, x},
whenever x ≤ 2, it follows that
|E(Q1)|+ · · ·+ |E(Qm)| ≤ 2m−
⌊
2
3− cbp(Fn)
⌋
= 2m−
⌊
4
|Fn|+ 4− 2m− εFn
⌋
.
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Therefore
lc(JR) = |C| = |E(P1)|+ · · ·+ |E(Pm)|+ |E(Q1)|+ · · ·+ |E(Qm)|
≤ |F1|+ · · ·+ |Fn−1| − (n− 1) + θ
∗,
as required. According to the above discussions it is straightforward to construct
an induced cycle, whose length is equal to the given upper bound. The proof is
complete. 
The same as for cycles, let lp(JR) denoted the length of the longest induced paths
in JR. If (R,m) is a finite local ring with associated field F , then
lp(JR) =


0, m = 0, |F | ≤ 3,
1, m = 0, |F | ≥ 4,
1, m 6= 0, |F | ≤ 3,
2, m 6= 0, |F | ≥ 4.
For a finite non-local ring, the length of the longest induced paths is given by
the following theorem.
Theorem 3.2. Let R be finite non-local ring. Then lp(JR) = lc(JR) except when
R ∼= Z2 ⊕ Z2 or R/J(R) ∼= Z2 ⊕ F with |F | ≥ 7. Moreover, lp(Z2 ⊕ Z2) = 2 and
lp(Z2 ⊕ F ) = 5 whenever |F | ≥ 7.
Proof. First we show that lp(JR) = lp(JR/J(R)). Clearly, lp(JR/J(R)) ≤ lp(JR).
Suppose on the contrary that lp(JR/J(R)) < lp(JR). Then, in a longest induced
path P of JR, there exist two vertices x, y ∈ V (P) belonging to the same coset of
J(R), that is, x + J(R) = y + J(R). By [4, Lemma 2.1], it is easy to see that
|P| ≤ 2. Hence lp(JR/J(R)) ≤ 1, which contradicts [4, Theorem 3.5].
If lc(JR) ≥ 5, then by using a same method as in the proof of Theorem 3.1, we
can show that lp(JR) = lc(JR). Now suppose that lc(JR) ≤ 4. Then by [4, Theorem
4.6], R/J(R) ∼= Z2⊕F , Z3⊕Z3, Z2⊕Z2⊕Z2, Z2⊕Z2⊕Z3, or Z2⊕Z2⊕Z2⊕Z2, where
F is a finite field. A simple verification shows that lp(JR) = lc(JR) if R 6∼= Z2 ⊕ F
(|F | ≥ 7, or |F | = 2 and J(R) = 0). Finally, if R ∼= Z2 ⊕ Z2, then lp(JR) = 2 and
if R ∼= Z2 ⊕ F with |F | ≥ 7, then lp(JR) = 5. The proof is complete. 
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