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The Canadian traveler problem (CTP) is a simple, yet challenging, stochastic optimization problem whereinan agent is given a graph where some edges are blocked with certain probabilities and the status of these
edges can be disambiguated dynamically upon reaching an incident vertex. The goal is to devise a traversal
policy that results in the shortest expected walk length between a given starting vertex and a termination vertex.
CTP has been shown to be intractable in many broad settings. In this paper, we introduce an optimal algorithm
for the problem based on a Markov decision process formulation, which is a new improvement on AO∗ search
that takes advantage of the special problem structure in CTP. We call our algorithm CAO∗, which stands for AO∗
with caching. CAO∗ uses a caching mechanism to avoid re-expansion of previously visited states and makes use
of admissible upper bounds at a node level for dynamic state-space pruning. CAO∗ is not polynomial time, but it
can dramatically shorten the execution time needed to find an exact solution for moderately sized instances. We
present computational experiments on a realistic variant of the problem involving an actual maritime minefield
data set.
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1. Introduction
Introduced by Papadimitriou and Yannakakis (1991),
the Canadian traveler problem (CTP) is a challenging
probabilistic path planning problem that has recently
received considerable attention. CTP is concerned
with an agent traversing a graph where some edges
are blocked with certain probabilities and the sta-
tus of these edges can be disambiguated dynamically
upon reaching an incident vertex. Given a starting
vertex s and a termination vertex t, the goal is to
devise a policy that results in the shortest s1 t walk
in an expected sense. CTP has been shown to be
PSPACE-complete (Fried et al. 2013), suggesting that
not only is its computational complexity intractable,
but its space complexity is intractable as well.
Despite its computational difficulty, CTP stands as
an important problem from both practical and the-
oretical viewpoints. First, CTP and closely related
problems have important practical applications in
path planning in partially known environments
such as robot navigation (Blei and Kaelbling 1999,
Likhachev and Stentz 2009), adaptive transportation
systems (Fawcett and Robinson 2000, Bander and
White 2002, Fiosins et al. 2011), and minefield coun-
termeasures (Smith 1995, Priebe et al. 2005, Fishkind
et al. 2007). Second, from a theoretical point of view,
CTP has rather interesting characteristics in the sense
that it can be cast both as a Markov decision pro-
cess (MDP) with exponentially many states, or as
a partially observable MDP (POMDP) with deter-
ministic observations. In this regard, CTP belongs to
an intermediate class of problems called determin-
istic POMDPs (Bnaya et al. 2011), which allow for
state uncertainty but avoid the inherent complexity of
noisy observations (Bonet 2009).
Regarding variants of CTP, of particular inter-
est is the discrete stochastic obstacle scene problem
(D-SOSP) that has practical path planning applications
in naval minefields (Ye and Priebe 2010, Aksakalli
et al. 2011, Aksakalli and Ceyhan 2012, Aksakalli
and Ari 2014). D-SOSP is essentially a variant of
CTP on grid graphs with probabilistic dependency
among groups of edges. Specifically, this problem is
a grid graph discretization of continuous-space SOSP
wherein an agent needs to swiftly navigate from one
given location to another through an arrangement of
arbitrarily shaped regions in an obstacle field that
are possible obstacles. At the outset, the agent is
given the respective probabilities that the regions are
truly obstacles and, only when situated on a region’s
boundary, the agent has the option to disambiguate
the region, i.e., learn at a cost if the region is truly an
obstacle. The goal here is to find a policy that decides
what and where to disambiguate en route so as to
minimize the expected length of the traversal. Several
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heuristics and approximation algorithms have been
introduced for CTP in the literature (Baglietto et al.
2003, Xu et al. 2009, Eyerich et al. 2009) and optimal
algorithms for certain special cases of CTP have been
proposed (Ferguson et al. 2004, Nikolova and Karger
2008, Bnaya et al. 2011).
The contributions of this manuscript are as
follows:
1. We present explicit formulations of CTP as a
finite-horizon MDP as well as a deterministic POMDP.
2. Based on the MDP formulation, we introduce an
optimal algorithm for CTP, which is a new improve-
ment on AO∗ search that makes two key improve-
ments by utilizing the special problem structure of
CTP: (1) it employs a state caching mechanism to
avoid re-expansion of previously visited states (hence,
the solution structure it maintains is a graph and not
a tree), and (2) it prunes the solution graph using
dynamic upper bounds (in addition to lower bounds
as in standard AO∗) during both node expansion
and cost propagation. We call our optimal algorithm
CAO∗, which stands for AO∗ with caching.
3. We present computational experiments compar-
ing CAO∗ to AO∗, value iteration, and two other state-
of-the-art algorithms on general Delaunay and grid
graph-based CTP instances as well as the D-SOSP
variant of CTP. Our choice of D-SOSP for computa-
tional experiments is that we believe D-SOSP is per-
haps one of the most realistic variants of CTP in the
literature.
CAO∗ is not polynomial time, yet it is still relevant
for the following reasons:
1. As illustrated in our computational experiments,
it can drastically shorten the execution time needed
to find an exact solution to realistic instances of the
D-SOSP variant. In fact, our experiments indicate that
CAO∗ can provide close to an 800-fold increase in run
time compared to value iteration, and about a 1,800-
fold increase against classical AO∗. Value iteration did
not even run in some of our experiments because of
its excessive memory requirements.
2. It can be used to benchmark performance of
heuristic algorithms for general CTP against the opti-
mal solution on reasonably sized instances.
3. It can potentially be used in conjunction with
approximation schemes for the problem, both within
the stochastic dynamic programming (SDP) frame-
work (Baglietto et al. 2003, de Farias and Roy 2003) or
the MDP framework (Chang and Marcus 2003, Kearns
and Singh 2002).
The rest of this manuscript is organized as follows:
§2 formally defines CTP and casts the problem as
a finite-horizon MDP and a deterministic POMDP.
This section also develops the Bellman equation cor-
responding to the MDP formulation. Section 3 intro-
duces the CAO∗ Algorithm for CTP. Section 4 presents
our computational experiments. A summary and con-
clusions are presented in §5. We note that the terms
“solution” and “policy” are used interchangeably in
this manuscript.
2. CTP and MDP/POMDP
Formulations
CTP can formally be defined as follows: Let G= 4V1E5
be an undirected graph with designated vertices s, t ∈
V, and suppose there is a function l2 E→≥0 assign-
ing a length to each edge; the goal here is to find a
shortest s1 t traversal (walk) in G. However, not all
of the edges may indeed be traversable. In particu-
lar, for a given subset E′ ⊆ E of edges called stochastic
edges, there is a function 2 E′ → 60115 such that, for
each edge e ∈E′14e5, called the mark of edge e, is the
probability that e is not traversable independent of the
other edges. The edges in E\E′ are called deterministic
edges and they are known a priori to be traversable.
For any edge e ∈ E′, when the traversal is at an end
point of e, the agent has the option to disambiguate e,
that is, learn whether e is traversable. Edges cannot
be traversed until they are known to be traversable,
and the traversability status of each edge is static and
will never change over the course of the traversal. To
avoid infinite expected length, we assume the exis-
tence of a (possibly very long) s1 t path consisting of
deterministic edges. Of course, if the agent follows any
particular policy then the traversal is still random and
will unfold depending on the results of the disam-
biguations. Thus, the traversal’s distribution is speci-
fied through . The agent’s goal is to find an optimal
policy in the sense of having shortest expected length.
Finding such an optimal policy is the CTP. Without
loss of generality, we additionally assume that there is
a limit K ≤N on the number of available disambigua-
tions where N 2= E′.
2.1. MDP Formulation and The Bellman Equation
An MDP is a four-tuple S1A1T1R of states, actions,
transition function, and rewards, respectively, where
• S is a set of states: at every stage k=0111
210001K (where K is the final stage, or K=), the
agent is at one of these states;
• A is a set of actions: at every stage, the agent
chooses one of them depending on what his current
state is;
• T2 S×A×S→ 60117 is the state-transition func-
tion: for any s, s′ ∈S and ∈A, T4s11s′5 is the prob-
ability of ending up in state s′ in the next stage given
that the agent is at state s in the current stage and
chooses action ; and,
• R2 S×A→ is the reward function: R4s15 rep-
resents the immediate reward the agent gains for
choosing action  at state s.
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The agent’s objective is to maximize the expected
sum of rewards, i.e., E6
∑K
k=0Rk7, where Rk is the
reward received at stage k. CTP can be cast as a finite-
horizon MDP as follows:
• States. To keep track of the agent’s current knowl-
edge of the status of the stochastic edges, we define
the information vector I∈8“A,” “T,” “U”9N , such that,
for all i=11210001N , the ith entry of I is “A,” “T,”
or “U,” depending on whether the current status of
the ith stochastic edge is, respectively, ambiguous,
traversable, or untraversable.
Let Y be the union of s1t, and the set of all disam-
biguation vertices, i.e., end points of stochastic edges.
If there are certain vertices at which multiple stochas-
tic edges can be disambiguated, these vertices are
included in Y with their respective multiplicities. The
MDP state space S is defined as Y×8“A1′′“T1′′“U′′9N .
The state space thus represents possible disambigua-
tion vertices at which the agent may be at a particu-
lar stage, coupled with information that describes the
agent’s knowledge at that stage.
• Actions. The set of actions A is Y\8s9, i.e., all the
vertices where a disambiguation can be performed
and the termination vertex.
• State transition function. Given a state and an
action, the state transitioned into is comprised of
the vertex identified in the action and the informa-
tion vector of the previous state updated to indi-
cate whether the stochastic edge identified in the
action is traversable or not. The respective probabili-
ties are specified according to the mark of the disam-
biguated edge.
• Rewards. The reward for a specific action at any
particular state is the negative of the shortest path dis-
tance between the vertex identified in the state and the
vertex identified in the action—avoiding all ambigu-
ous and untraversable stochastic edges as indicated by
that state’s information vector.
The above state space, set of actions, rewards, and
state transition function comprise a Markov decision
process with K stages (or N stages if there is no limit
on the number of available disambiguations).
We now present the Bellman equation correspond-
ing to the above MDP formulation, which can be
solved via value iteration. The notation used in the
Bellman equation is defined below.
• For s= 4y1I5∈S and stage k≤K, the value func-
tion V ∗k 2 S→ is defined as the negative of the short-
est expected y–t path length under an optimal policy
when the status of the underlying graph is I and there
are k disambiguations left.
• For any y, y′ ∈Y and information vector I,
q4y1y′1I5 is defined as the length of the shortest y–y′
path while avoiding all the untraversable and ambigu-
ous stochastic edges as indicated by I.
• For any y∈Y, Iy is defined as the component of
I corresponding to the stochastic edge associated with
y.
• For any y∈Y, 4y5 is defined as the mark of the
stochastic edge associated with y.
• For information vector I and y∈Y, TI1y ,
and UI1y are defined as the information vectors whose
components are the same as I except at the compo-
nent corresponding to y, which is set to “T" and “U,”
respectively.
For k=110001K, and s= 4y1I5∈S, the Bellman equa-
tion is as follows:
V ∗k 4s5 = max
y′∈Y s.t.
y′= t or Iy′ = “A”
{−q4y1y′1I5+4y′5V ∗k−14y′1UI1y′5
+41−4y′55V ∗k−14y′1TI1y′5
}
0 (1)
The optimal solution to CTP is then given by
−V ∗K 4s14“A1′′ 0001“A′′55. Note that value iteration entails
exhaustively back solving complete stages from stage
1 up to stage K, where stage 0 values V ∗0 4y1I5 are
given by −q4y1t1I). Because of the exponentially
many number of states, value iteration is not practi-
cal for CTP, as illustrated in our computational exper-
iments. Yet, the MDP formulation provides valuable
insight into the structure of CTP and illustrate its
difficulty.
2.2. Deterministic POMDP Formulation
A POMDP is denoted as a six-tuple S, A, T, R, ì1O
where
• S, A, T , and R denote a Markov decision process;
• ì is a set of observations the agent can make; and,
• O2 S×A×S×ì→ 60117 is the observation func-
tion: For each current state, action, and resulting state,
it specifies a probability distribution over possible
observations. Specifically, O4s11s′1o5 is the probabil-
ity of observing o when the agent is at state s, chooses
action , and ends up in state s′.
An intermediate class of problems between MDPs
and POMDPs is deterministic POMDPs, which allow
for state uncertainty (as in POMDPs) but assume per-
fect observations (as in MDPs) (Bonet 2009). As dis-
cussed in Bnaya et al. (2011), CTP can in fact be cast
as a deterministic POMDP. In this section, we present
an explicit deterministic POMDP formulation of CTP.
We believe that this aspect of CTP is rather impor-
tant from a theoretical point of view as it offers an
insight into the inherent relationship between MDPs
and deterministic POMDPs, and opens up the possi-
bility of adapting existing MDP/POMDP algorithms
to other deterministic POMDP/MDP problems.
We cast CTP as a deterministic POMDP by trimming
the set of information vectors to 8“T1′′“U′′9N and fold-
ing the ambiguity of stochastic edges into ambiguity
of the information vector, hence the “partial observ-
ability” of the state. In our POMDP formulation, we
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assume that there is no limit on the number of avail-
able disambiguations. The motivation for this assump-
tion is that the reward for each state/action pair needs
to be specified a priori and the agent may have to
redisambiguate certain stochastic edges in order to tra-
verse the shortest path used to calculate this reward.
We formulate the components of S1A1T1R1ì1O as
follows:
• States. The POMDP information vector is defined
as I′ ∈8“T1′′“U′′9N such that, for all i=11210001N , the
ith entry of I′ is “T” or “U.” For each disambiguation
vertex y∈Y, we introduce two points: yout that is an
exact copy of y (called an out-point), and yin that is y
infinitesimally perturbed from its location toward the
other end point of the edge (called an in-point)—yin
cannot be arrived at unless the associated stochastic
edge is traversable. Let Y′ be the union of s1t, and, the
in- and out-points associated with each disambigua-
tion vertex. The POMDP state space is defined as Y′ ×
I′. We shall refer to the location component of a given
state as the state point.
• Actions. The set of actions is Y′\8s9.
• State transition function. Given a state and an
action, the state point of the state transitioned into is
the point as identified by the action. The information
vector of state transitioned into is always the same as
the information vector of the current state.
• Rewards. At any state whose state point is an out-
point, the reward for choosing the corresponding in-
point as the action is 0 if the associated stochastic
edge is traversable, and − otherwise. For any other
state/action pair, the reward is the negative of the
shortest path distance between the state point and the
action avoiding all the stochastic edges (regardless of
their actual status) except the one that the agent is cur-
rently traversing.
• Observations. The set of observations ì is 8travers-
able, untraversable9.
• Observation probabilities. Since state transitions are
always deterministic, the observations only need to be
specified for state/action pairs based on the actual sta-
tus of the stochastic edges associated with the actions.
Observe that in the prior formulation, state transi-
tions and observations are deterministic and all the
ambiguity is folded into the information vector. The
information vector, on the other hand, represents the
agent’s current knowledge of the underlying graph,
whose probability distribution (called the belief state in
POMDP terminology) is specified by the marks of the
stochastic edges.
3. The CAO∗ Algorithm
In this section, we first define AO trees, which can
be used to represent a given CTP instance where
the edges correspond to sequential decisions that can
be made, and their probabilistic outcomes. We then
describe the AO∗ Algorithm for searching AO trees
and introduce the CAO∗ Algorithm for CTP.
3.1. AO Trees
AO trees can be used to selectively search partial
solutions of the optimality conditions without exhaus-
tively back solving complete stages as in value itera-
tion (Nilsson 1980).
An AO tree is defined as a rooted tree T= 4N1A5
with a function l2 A→≥0 assigning a length to each
arc, and a function p2 A→ 60117 assigning a probabil-
ity to each arc. The node set N is partitioned into a
set of AND nodes, denoted by NA, and a set of OR
nodes, denoted by NO . All arcs emanating from OR
nodes have probability one.
Denote by S4n5 the successors of the node n∈N in
the AO tree. A function g2 N→≥0 is said to be consis-
tent on a collection of nodes C∈N provided that, for all
n∈C, the following three conditions are satisfied:
• if n∈NA, g4n5=
∑
n′∈S4n56p44n1n′55·4l4n1n′5+g4n′557,
• if n∈NO , g4n5=minn′∈S4n58l4n1n′5+g4n′59, and,
• if n∈N is a leaf node, g4n5 is zero.
The function f 2 N→≥0 that is consistent on N is
called the cost-to-go function and f 4n5 is called the true
label of node n. Typically, l and p are given explicitly,
and f is implicitly defined via l and p. For instance,
within the context of CTP, f denotes the negative of
the value function V ∗ defined in §2.1. Given an AO
tree, the goal is to compute the true label of the root
node, which denotes the optimal value of an underly-
ing decision problem.
With an appropriately chosen AO tree, a CTP in-
stance can be solved by computing the true label of
the root node. Specifically, associated with each node
n is a state sn= 4yn1In5 from the state space S=
Y×8“A1′′“T1′′“U′′9N . The root r is an OR node with
yr =s and Ir = 4“A1′′ 0001“A′′5, which is the first level
in the tree. All subsequent odd levels consist of OR
nodes corresponding to possible disambiguation ver-
tices and even levels consist of AND nodes that are
either leaf nodes denoting direct traversal to termi-
nation, or, have two successors each of whom corre-
sponds to traversable/untraversable disambiguation
outcomes.1 In particular, for any arc a= 4n1n′5∈A,
• if n∈NO , l4a5 is set to q4yn1yn′1In5 and p4a5 is set
to one;
• if n∈NA, l4a5 is set to zero; p4a5 is set to 4yn5
if n′ corresponds to a untraversable disambiguation
outcome and 1−4yn5 otherwise.
Note that this construction is essentially a mapping
of all the actions the agent can choose and all the
1 In this work, we adopt the convention that each disambiguation
resolves the ambiguity of exactly one stochastic edge. This con-
vention especially makes sense when cost of disambiguation is
nonzero.
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disambiguation outcomes that can occur. In particu-
lar, this construction ensures that f n is the negative
of V ∗sn for any node n∈NO .
In an AO tree representation of CTP, the optimal
disambiguation policy is a collection  of all the arcs
whose lengths are explicitly included in the calcula-
tion of f r. Specifically, we first define the function
m NO→NA such that
mn=argmin
n′∈Sn
{
lnn′+f n′}
for any n∈NO . The collection  can be found recur-
sively as follows:
Step 1. Set  =∅ and nm =r .
Step 2. If mnm is a leaf node, augment  by
nmmnm. Otherwise, augment  by nmmnm
mnmn
′, and mnmn′′, where n′ and n′′ are the
successors of mnm.
Step 3. Set nm =n′. If nm is a leaf node, stop. Other-
wise go to Step 2.
Step 4. Set nm =n′′. If nm is a leaf node, stop. Other-
wise go to Step 2.
As an example, Figure 1 illustrates a simple CTP
instance with two stochastic and three deterministic
edges. In the figure, solid lines denote deterministic
edges and dashed ones denote stochastic edges. Num-
bers above each edge denote the edge’s length and
marks of stochastic edges are shown in parentheses
next to the edge length.
The complete AO tree corresponding to this instance
is shown in Figure 2. OR nodes (corresponding to the
actions the agent can take) are depicted by squares and
AND nodes (corresponding to probabilistic outcomes
of the agent’s actions) by circles. In the figure, the let-
ters “U′′ and “T′′ next to arcs emanating from AND
nodes denote untraversable and traversable disam-
biguation outcomes, respectively. The numbers next to
arcs emanating from OR nodes denote their length,
and thick-bordered circles represent leaf nodes.
10
1
1 2.8 (0.2)
3 (0.4)
y2
y1
S t
Figure 1 A Simple CTP Instance with Two Stochastic Edges
(Denoted by Dashed Lines) and Three Deterministic Edges
(Denoted by Solid Lines)
Notes. Length of each edge is given above the edge. The marks of stochas-
tic edges are shown in parentheses.
The benefit of the AO tree representation is that,
as shown in §3.2, it allows for selectively evaluating
the value function in a top-down fashion rather than
back computing all of them for every stage as in value
iteration.
3.2. The AO∗ Algorithm
Theoretically, an optimal solution to a problem rep-
resented by an AO tree can be determined by com-
puting f n for all n ∈ N in a bottom-up fashion.
However, the exponential number of nodes in the AO
tree representation of CTP makes this approach pro-
hibitively expensive. On the other hand, not all the
nodes’ true labels need to be calculated to determine
the true label of the root node. We define searching an
AO tree as identifying the nodes that are of interest
in determining the true label of the root node.
The classical AO∗ Algorithm for searching AO
trees (Chang and Slagle 1971, Martelli and Monta-
nari 1978) improves upon the brute force approach
by utilizating admissible lower bounds hlower N→≥0,
called heuristic labels, which are lower bounds that
are guaranteed not to overestimate the true label of
any node. These lower bounds guide the search in a
top-down fashion so that only a small portion of the
complete AO tree is examined. Note that even though
the labels are referred to as “heuristic” in the AO∗ ter-
minology, the AO∗ Algorithm itself is optimal as long
these lower bounds are admissible.
The AO∗ Algorithm grows a solution tree S=N′A′,
which is a subtree of the complete AO tree and a
representation of partial solutions of the optimality
conditions. The solution tree S initially consists of
only the root node r , and is gradually augmented
by two alternating steps, expansion and propagation,
until f r is computed. A node n′ ∈ N′ is said to be
terminal if f n′ has been calculated. In the expan-
sion step, the nonterminal leaf node with the lowest
hlower value, called the expansion node and denoted
by n′e, is found and its successors are added to S. The
successors are then assigned lower heuristic labels. In
the propagation step, hlowern′e is recalculated using
the labels of its successors—true labels for succes-
sors that are leaf nodes in the complete AO tree and
lower heuristic labels otherwise—and the new label
is propagated up S until a node is reached whose
lower heuristic label is not affected. The terminal sta-
tuses of nodes are also updated accordingly during
the propagation step.
For instance, the solution tree associated with the
instance in Figure 1 is shown in Figure 3. This solu-
tion tree is interpreted in the following way: At
the outset, the optimal decision for the agent is to
disambiguate the edge y2 t. If it turns out to be
traversable, then traverse to t and stop. Otherwise,
follow the y2 s y1 path and disambiguate the edge
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y1, (U, A)
y2, (U, A)
y2, (U, U)
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Figure 2 The Complete AO Tree Corresponding to the CTP Instance Shown in Figure 1
Note. OR nodes are depicted by squares and AND nodes by circles.
y1 t. If it turns out to be traversable, then traverse
to t and stop. Otherwise, traverse the y1 s t path
and stop. Node true labels can then be calculated as
follows: f y1 “A′′ “U′′ = 063 + 0411 = 62;
f y2 “A′′ “A′′ = 0828 + 021 + 62 = 368.
The optimal expected path length is then calculated
as f r= f s “A′′ “A′′= 1+ 368= 468.
In CTP, an admissible lower bound on f n for
any n ∈ N is available in the form of the deter-
ministic shortest path length from yn to termination
while avoiding only untraversable stochastic edges as
indicated by n. That is, during the calculation of
this yn − t shortest path, ambiguous stochastic edges
in n are assumed to be traversable (in addition to
the deterministic edges and other stochastic edges
that have already been found to be traversable), and
only the stochastic edges that have been found to
be untraversable are avoided. We call these “natural”
admissible lower bounds and denote by hˆlowern. Only
in the best case scenario all the ambiguous stochastic
edges would be revealed to be traversable for the rest
of the traversal from yn to t, and therefore hˆlowern
never overestimates f n. Thus, one can employ these
lower bounds to solve CTP using the AO∗ algorithm.
3.3. The CAO∗ Algorithm
CTP has two important properties that can be fruit-
fully exploited:
• Admissible upper bounds. For a node n ∈ N, we
call an upper bound “admissible” if it never under-
estimates the node’s true label f n. Similar to the
natural admissible lower bounds, a naturally admis-
sible upper bound on f n for n ∈N is also available
in the form of the deterministic shortest path length
from yn to termination while avoiding ambiguous
stochastic edges in addition to the untraversable ones
as indicated by n. We denote these upper bounds by
hˆ
upper
naturaln .
Note that f n for n ∈ N is in fact the shortest
expected yn − t path length under the information
state n, which essentially stands as a CTP instance
itself. Thus, suboptimal, yet fast algorithms designed
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s, (A, A) y2, (A, A)
y2, (A, T) t, (A, T)
y2, (A, U) y1, (A, U) y1, (U, U)
y1, (T, U)
t, (U, U)
t, (T, U)
1
0.2
2.8
0.4
3
11
2
T
U
U
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Figure 3 The Solution Tree (Shown Horizontally) Corresponding to the CTP Instance Shown in Figure 1
for CTP can be executed for the instance correspond-
ing to n, which would also be an admissible upper
bound on f n. In this work, we advocate utilization
of the DT Algorithm for CTP (Aksakalli and Ari 2014).
The DT Algorithm is suboptimal, but it runs in a frac-
tion of a second in general and yields good solutions.
(This algorithm was originally cast for D-SOSP, but it
can be modified for general CTP in a straightforward
manner (Sahin and Aksakalli 2014)). The expected
path length obtained by the DT Algorithm for node n
shall be denoted by hˆupperDT n. Given the above two
admissible upper bounds for a node n, we define
hˆuppern to be the tighter of the two; that is,
hˆuppern =min(hˆuppernaturaln hˆupperDT n)
• State overlaps in the AO tree. The agent might end
up at the same particular state in the AO tree repre-
sentation after visiting different sequences of states.
Therefore, some of the states can reside in multiple
nodes in the AO tree when K > 1.
Consider the simple CTP instance in Figure 4. For
this problem instance, the fact that the same state
can reside in different nodes in the AO tree is illus-
trated in Figure 5. This instance has three stochastic
and four deterministic edges. As shown in Figure 5,
the state s = y3 “U′′ “U′′ “A′′ can be reached at
from two different paths. Namely, under the scenario
where both of the stochastic edges y1y3 and y2y3
are untraversable, the agent can arrive at s either by
disambiguating first the edge y1y3 and then y2y3;
or by disambiguating first the edge y2y3 and then
y1y3. CAO∗ caches the AND node corresponding
to s upon first encounter. Upon the second encounter,
CAO∗ adds the corresponding parent/child links and
avoids generation of a new node for s. Whenever the
heuristic label of s changes, this change is propagated
recursively for both of its parents.
In this section, we present the CAO∗ Algorithm that
is an improvement on AO∗ that takes advantage of the
above two properties of CTP. Key features of CAO∗
are as follows:
• Feature 1. Expansion of OR nodes. CAO∗ only ex-
pands OR nodes. During the expansion of no ∈ NO ,
s t
y1
y2
y3
Figure 4 A CTP Instance with Three Stochastic and Four Deterministic
Edges
the following nodes are automatically generated and
added to the AO tree: successor AND nodes na ∈ NA
denoting traversal to reachable end points of currently
stochastic edges, their two children OR nodes (cor-
responding to traversable and untraversable disam-
biguation outcomes), and an AND node represent-
ing direct traversal to termination—but only when
lnona + hˆlowerna ≤ hˆupperno. For the AND nodes
added to the AO tree, their heuristic labels hlowerna
are initialized to hˆlowerna. Note that these heuris-
tic labels are continuously updated during the cost
propagation steps, providing better and better lower
bounds during the search until the true node label
has been calculated, after which the node is marked
as terminal.
• Feature 2. Caching of AND nodes. CAO∗ maintains
a cache of all the AND nodes added to the AO tree
thus far in a hash map data structure. During the
expansion step, whenever a new AND node is to be
added to the tree, CAO∗ checks the cache to see if this
node has already been generated. If so, it adds this
AND node to the children list of the OR node that
is being expanded and also adds the OR node to the
cached AND node’s parents list. If this AND node is
not in the cache, a new AND node is created and it is
linked to the OR parent that is being expanded, after
which this AND node is added to the cache. Thus,
in CAO∗, an OR node has only one parent and pos-
sibly many children, whereas an AND node has only
two children and possibly many parents. During the
cost propagation step, updated costs are propagated
recursively for each parent of AND nodes.
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y1, (T, A, A)
y1, (A, A, A)
y2, (A, A, A)
s, (A, A, A)
T
U
U U
U
T
T T
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
y1, (U, A, A)
y2, (A, U, A) y1, (A, U, A)
y1, (T, U, A)
y1, (U, U, A)
y2, (T, A, A)
y2, (U, A, A) y2, (U, U, A)
y2, (U, T, A)
y3, (U, U, A)
Figure 5 The Partial AO Tree Corresponding to the CTP Instance Shown in Figure 4 Illustrating the State Overlap Phenomena
Note. The state (y3 “U′′ “U′′ “A′′) can be reached at from two different paths.
The fact that an AND node can have multiple par-
ents indicates that the data structure maintained by
CAO∗ is technically a graph and not a tree, albeit a
graph with a special tree-like structure in the sense
that OR parents of an AND node reside exactly one
level up from that AND node. With a slight abuse of
terminology, we shall continue to refer to this struc-
ture as an AO tree.
• Feature 3. Dynamic AND node pruning. Whenever
a new AND node na is generated and added to the
tree, CAO∗ computes and stores its admissible upper
bound hˆupperna (this upper bound is computed only
once). As the updated hlower labels are propagated
up the solution tree, these new labels are used to
dynamically prune “bad” AND children of OR par-
ents. Specifically, denote the OR parent by no and its
children by na. Bad AND nodes n′a are defined as
nodes for which the following holds:
lnon
′
a+ hˆlowern′a > minna
[
lnona+ hˆupperna
]

• Feature 4. Reduced overhead cost. If there is only
one disambiguation left at the current expansion
node, its true label is calculated and the node is
marked as terminal. This feature eliminates the over-
head cost of individually considering the successors
of this OR node in future expansions.
4. Computational Experiments
Our goal in this section is to empirically assess the
performance of CAO∗ on (1) general CTP instances
on random Delaunay and grid graphs, and (2) the
D-SOSP variant of CTP, which is essentially CTP
with probabilistic dependency among edges, as de-
scribed next.
4.1. The Discrete Stochastic Obstacle
Scene Problem
In continuous-space SOSP, an agent wishes to navi-
gate from one given location to another through an
arrangement of arbitrarily shaped regions in an obsta-
cle field, which are possibly obstacles. At the out-
set, the agent is given the respective probabilities that
the regions are truly obstacles, called the mark of the
region. Only when situated on a region’s boundary,
the agent has the option to disambiguate the region,
i.e., learn if the region is truly an obstacle. The goal
here is to find a policy that decides what and where to
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disambiguate en route so as to minimize the expected
length of the traversal. Without loss of generality, we
assume disk-shaped obstacles with the same radii.
In D-SOSP, we consider a discrete approximation
of SOSP, which is, for simplicity and convenience, a
grid graph G on 61117×6imax1 jmax7 with diagonal edges
where imax and jmax are given integers. Lengths of diag-
onal edges are taken as
√
2 and 1 for nondiagonal
edges. One vertex in G is designated as the starting
point s, another vertex is designated as the termina-
tion point t, and the agent is to walk from s to t
in G, only traversing edges that do not intersect any
untraversable or ambiguous disks. If an edge inter-
sects any ambiguous disk, then a disambiguation of
the disk may be performed at the end point that is
outside of the disk. As before, the goal is to develop
a policy that minimizes the expected length of the
traversal by effective exploitation of the disambigua-
tion capability. The reader is referred to Aksakalli
et al. (2011) for a detailed review of literature on dis-
crete and continuous versions of SOSP.
4.2. The BAO∗ and PAO∗ Algorithms
Of particular interest is the BAO∗ Algorithm intro-
duced in Aksakalli (2007) for D-SOSP. BAO∗ is simi-
lar to CAO∗ in the sense that it is also based on the
AO∗ Algorithm. However, BAO∗ differs from CAO∗
in three major ways: (1) BAO∗ is cast for D-SOSP
whereas CAO∗ is presented for general CTP, (2) BAO∗
does not employ any state caching logic, and (3) BAO∗
uses the static zero-risk s1 t path length for pruning.
Here, the zero-risk s1 t path is defined as the short-
est s1 t path over the grid graph avoiding all stochas-
tic edges, that is, the edges intersecting any disks.
In contrast, CAO∗ avoids readdition of previously
encountered states to the AO tree via a state caching
mechanism and uses the admissible upper bounds at
a node level for dynamic state-space pruning.
Another AO∗-based algorithm for CTP is the PAO∗
Algorithm presented in Ferguson et al. (2004). PAO∗
shares certain basic characteristics with CAO∗ and
BAO∗ because all three are based on the classical
AO∗ search. In that regard, PAO∗ also maintains and
updates a partial solution tree. However, PAO∗ also
maintains a complete AO tree representing the prob-
lem instance at hand during its execution. Yet, for a
given CTP instance, the corresponding complete AO
tree has exponentially many nodes and this observa-
tion essentially renders PAO∗ infeasible in relatively
large problem instances. Thus, whereas PAO∗ requires
storage of the complete AO tree in memory at all
times until termination, CAO∗ attempts to minimize
its memory footprint by maintaining as few nodes as
possible via its caching mechanism and node pruning
techniques.
One other feature of PAO∗ is that whenever a new
lower bound is found for a node, PAO∗ scans the
complete AO tree, finds the same nodes, and updates
their bounds accordingly, which is referred to as
“sideways neighbors” updating. On the other hand,
scanning of the complete AO tree for relevant side-
ways neighbors results in significant computational
burden. In contrast, CAO∗ eliminates the need for
such neighbor updating as the caching mechanism in
CAO∗ is specifically designed to avoid recreation of
the same nodes.
A third difference between CAO∗ and PAO∗ is that
CAO∗ makes use of cost upper bounds for node prun-
ing in the partial AO tree whenever possible, whereas
PAO∗ does not make use of any upper bounds nor
does it call for any node pruning techniques. Our com-
putational experiments involve comparison of CAO∗
against BAO∗ and PAO∗ in addition to standard AO∗
and value iteration.
4.3. Experimental Setup
Our computational experiments are comprised of four
different simulation environments: Environments A
and B empirically assess relative performance of
CAO∗ against VI, AO∗, BAO∗, and PAO∗ on relatively
small random problem instances where the algo-
rithms can generally converge to optimality within a
time limit of five hours per given problem instance.
In particular, environment A involves random CTP
instances over Delaunay graphs with 100 vertices and
10 × 10 grid graphs, respectively. On the other hand,
environment B involves random D-SOSP instances
over a 20 × 15 grid with 10 and 15 disks, respectively.
Environments C and D measure performance of
CAO∗ on relatively large D-SOSP instances. Specifi-
cally, environment C is concerned with a real-world
D-SOSP problem instance called COBRA data from a
maritime minefield application, and environment D
deals with six random COBRA-like D-SOSP problem
instances.
The experiments were conducted on a PC with a
3.9 GHz Intel Core i7 processor with 16 GB memory.
The algorithms were implemented in Java based on
the jgrapht software package. Deterministic shortest
path lengths in our experiments were computed using
the A∗ Algorithm where the admissible heuristic used
was the Euclidean distance between the start and end
grid vertices.
4.4. Simulation Environment A
This environment is concerned with random CTP
instances over Delaunay and grid graphs, which are
illustrated in Figure 6, respectively:
• Delaunay graphs with 100 vertices whose coordi-
nates are randomly chosen over the region 6111007×
6111007 on the plane. Edge lengths are set to the
Euclidean distance between their end vertices and
the two farthest vertices of the graph are designated
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(a) (b)
t
s
t
s
Figure 6 Experimental Delaunay and Grid Graph Realizations in Simulation Environment A.
Note. Stochastic edges are shown in bold.
as the starting and termination vertices, respectively.
Each grid edge has a 0.25 probability of being stochas-
tic and marks of stochastic edges are sampled from
the uniform distribution.
• Grid graphs where imax = jmax = 10. The starting
and termination vertices are taken as s = 510 and
t = 51. As in Delaunay graphs, each edge has a 0.25
probability of being stochastic with uniform marks.
Table 1 compares relative performances of value
AO∗, BAO, PAO∗, and CAO∗ in this simulation envi-
ronment for 10 experimental realizations for each
graph type conditioned on having an admissible s t
path (to avoid infinite expected path length) for K =
1    4. As discussed in §2, K denotes the number
of available disambiguations. For instance, in the case
of K = 3, the agent is allowed to disambiguate at
most three ambiguous graph edges in its s t traversal.
Value iteration (VI) was not included in the compar-
isons because of its excessive memory requirements.
The other algorithms were given a time limit of five
hours for each problem instance for convergence to
Table 1 Run Time Comparison of AO∗, BAO∗, and CAO∗ in
Environment A in Seconds
AO∗ BAO∗ PAO∗ CAO∗
Type K Mean Std. Mean Std. Mean Std. Mean Std.
Delaunay 1 5.64 1.19 4.73 1.93 0.45 0.14 0.13 0.07
2 5,643 1,917 293.25 112.5 77.52 35.41 0.61 0.29
3 ∗ ∗ 4,871 2,425 ∗ ∗ 1.92 1.14
4 ∗ ∗ ∗ ∗ — — 4.82 3.96
Grid 1 7.18 1.76 5.34 1.93 0.45 0.14 0.17 0.09
2 7,750 2,514 337.09 128.6 109.92 41.04 0.84 0.37
3 ∗ ∗ 6,065 3,134 ∗ ∗ 2.58 1.31
4 ∗ ∗ ∗ ∗ — — 5.43 4.29
Note. In the table, “–” stands for insufficient memory, and “∗” stands for
nonconvergence to optimality within five hours.
optimality. Any runs that did not fully converge to the
optimal solution for a given problem instance within
the time limit were terminated and excluded from
the results.
Table 1 indicates that as K increases, performance
gap between CAO∗ and the other algorithms becomes
even wider. Classical AO∗ and PAO∗ can only solve
CTP instances up to K = 2, whereas BAO∗ can solve
up to K = 3 within the five hour limit. On the other
hand, CAO∗ can solve instances with K = 4 within
several seconds.
4.5. Simulation Environment B
In this environment, we generated random D-SOSP
instances over a grid with imax = 20 and jmax = 15 with
disk marks sampled from the uniform distribution
and disk centers sampled over the region 318 ×
312 with disk radii taken as 2. The starting and ter-
mination vertices were taken as s = 1015 and t =
101. In particular, this setup ensures that there is
always an admissible path from s to t. This simula-
tion environment is illustrated in Figure 7 for N = 10,
where N denotes the total number of disks.
We compared performances of VI, AO∗, BAO∗,
PAO∗, and CAO∗ for N = 1015 with K = 12. Note
that, because of edge dependencies in D-SOSP, K here
corresponds to the maximum number of ambigu-
ous disks that can possibly be disambiguated in the
agent’s s t traversal. Table 2 shows the mean run
times of the algorithms for 50 experimental realiza-
tions for each NK combination listed along with
their respective standard deviations. VI did not even
run for N = 15 for either K because of insufficient
memory. As seen in the table, mean AO∗ run time
was less than that of VI for N = 10, K = 1. However,
since the same state can reside in multiple nodes in
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S
t
Figure 7 An Experimental Realization in Simulation Environment B
with N = 10
Note. Stochastic edges, i.e., grid edges intersecting disks are shown in bold.
the AO tree when K > 1, the number of AO∗ expan-
sions can exceed the number of value function eval-
uations in VI, causing AO∗ run time to surpass VI
run time, as illustrated for N = 10, K = 2. On the
other hand, CAO∗ avoids such re-expansions using a
caching mechanism. In fact, over all the N , K combi-
nations, CAO∗ was 270 times faster than BAO∗, 400
times faster than PAO∗, 770 times faster than VI, and
1,850 times faster than AO∗ on the average, illustrat-
ing the relative effectiveness of CAO∗ in solving ran-
dom instances in environment B.
4.6. Simulation Environment C
This environment consists of a U.S. Navy minefield
data set called the COBRA data with 39 disks (Wither-
spoon et al. 1995, Fishkind et al. 2007, Aksakalli et al.
2011, Aksakalli and Ceyhan 2012, Aksakalli and Ari
2014). The COBRA data set is the only publicly avail-
able real-world instance of SOSP within the context
of maritime minefield countermeasures, which consti-
tute a rather important application area of SOSP and
CTP in general. In the COBRA data, disk centers are
inside the region 1090× 1090; the starting point
is s = 5480; the termination point is t = 5410;
Table 2 Run Time Comparison of VI, AO∗, BAO∗, and CAO∗ in Environment B in Seconds
VI AO∗ BAO∗ PAO∗ CAO∗
N K Mean Std. Mean Std. Mean Std. Mean Std. Mean Std.
10 1 23.03 5976 393 025 302 030 103 021 0.01 0.01
2 223.2 3781 7812 2004 1212 1098 6013 2133 0.13 0.14
15 1 — — 198 012 159 012 063 013 0.02 0.01
2 — — 3978 1266 4685 2732 13347 4538 0.47 0.38
Overall 123.14 4878 29635 8200 4319 3447 6441 1676 0.16 0.14
Note. In the table, “–” stands for insufficient memory.
s
t
Figure 8 Illustration of the COBRA Data Where Gray Intensity Reflects
Marks of Disk with Darker Tones Indicating a Higher Mark
Note. Grid edges are not shown for clarity.
and disk radii are taken as 5. This data set is illus-
trated in Figure 8 and tabulated in Table A1 in the
appendix.
Table 3 presents the run time, number of ex-
panded/cached/revisted/pruned nodes, respectively,
for CAO∗ on the COBRA data set for K = 1    5.
CAO∗ execution time ranged from 7.32 seconds (for
K = 1) up to 38.18 minutes (for K = 5). For K = 2,
CAO∗ execution time was 6.5 minutes whereas that
of BAO∗ was 37.63 hours. Thus, for K = 2, CAO∗ was
about 350 times faster than BAO∗ on the COBRA data
set. For K = 8, the number of nodes cached by CAO∗
per feature 2 was about 0.45 million. These cached
nodes were revisited about 2.7 million times during
the execution of the algorithm, illustrating the bene-
fits of the caching logic in CAO∗. On the other hand,
the number of nodes pruned per feature 3 for the
same K value was about three million, which sug-
gests that state-space search speed in D-SOSP can
be increased dramatically by dynamic node pruning.
Table 3 indicates that the caching mechanism and
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s
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(a) Instance 1
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(b) Instance 2
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t
(c) Instance 3
s
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(d) Instance 4
s
t
(e) Instance 5
s
t
(f) Instance 6
Figure 9 Six COBRA-Like D-SOSP Instances Used in Simulation Environment D
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Table 3 Performance of CAO∗ on the COBRA Data Set
(Simulation Environment B)
Run time
K (sec) Expanded Cached Revisited Pruned
1 7032 1 0 0 888
2 39000 116 131397 871578 1001879
3 93504 293 321740 1401892 1661259
4 1173508 556 681615 2531703 3041265
5 2129104 756 761017 3101474 3401260
6 3199200 11361 1281809 6191671 6661510
7 7169302 21639 2211024 111191870 112441721
8 18187408 61702 4551587 217451991 310241832
Note. The columns denote the run time, number of expanded/cached/
revisted/pruned nodes, respectively.
the dynamic node pruning feature provide significant
benefits for other K values as well. In particular, note
that because of the need for the agent to keep track
of the status of all disks in D-SOSP, its theoretical
computational complexity is O43K5. Examining the run
times in Table 3, we observe that empirical complexity
of CAO∗ on the COBRA data set is roughly O42K5.
4.7. Simulation Environment D
Our goal in this section is to empirically assess gen-
eral performance of CAO∗ on COBRA-like D-SOSP
instances. This simulation environment consists of six
COBRA-like instances with 39 disk-shaped obstacles
with a radius of 5 over a square grid with imax = jmax =
100. Centers of these disks were sampled randomly
over the region 6101907 × 6101907. To make the disk
layout challenging, the zero-risk s1 t path lengths were
conditioned to be at least 130 units. The starting and
termination vertices were taken as s = 45011005 and
t = 450115. These six instances are shown in Figure 9
and are tabulated in the appendix.
Table 4 shows the average run time and node
statistics for CAO∗ on the six COBRA-like problem
instances for K = 11 0 0 0 14. For K = 4, CAO∗ cached
about 0.3 million nodes on the average. These cached
nodes were revisited about 2.4 million times, under-
lying the importance of node caching in CAO∗. In
addition, CAO∗ pruned about 2.6 million nodes per
feature 3 for K = 4 on the average. Overall, Table 4
suggests that the caching and dynamic node pruning
mechanisms result in significant computational sav-
ings when searching for the optimal policy in D-SOSP
variant of CTP.
Table 4 CAO∗ Performance Averaged Over the Six COBRA-Like
Instances in Simulation Environment C
Run
K time (sec) Expanded Cached Revisited Pruned
1 701 1 0 0 11066033
2 85002 209050 181968067 1921534067 2111297033
3 4135605 11299083 1241998033 9831029050 110861003050
4 12131202 31617083 3291153000 214381186083 216371055017
5. Summary and Conclusions
CTP is a difficult stochastic optimization problem that
has practical applications in a number of probabilistic
path planning domains. In this article, we first dis-
cuss deterministic POMDP roots of CTP and present
MDP and deterministic POMDP formulations. Next,
we introduce CAO∗ for CTP, which is an exact algo-
rithm based on AO∗ search that takes advantage of
CTP’s special problem structure. In particular, CAO∗
uses a caching mechanism to avoid re-expansion of
previously visited states and makes use of admissible
lower and upper bounds at a node level for dynamic
state-space pruning. CAO∗ is not polynomial time,
but our experiments indicate that CAO∗ examines
only a very small fraction of the state space and uses
substantially less computational resources compared
to AO∗ and value iteration to find an exact solution
for CTP. In one particular case on general grid-based
CTP instances, CAO∗ found the optimal solution in
several seconds, whereas classical AO∗ was halted
after five hours and value iteration did not even exe-
cute because of excessive memory needs. In one set of
experiments involving D-SOSP instances, CAO∗ exe-
cuted 770 times faster than value iteration and 1,850
times faster than the classical AO∗ Algorithm.
CAO∗ utilizes admissible lower and upper bounds
at a node level for dynamic node pruning. One
potential direction for future research would be to
identify bounds tighter than those discussed in this
work, which would potentially result in more aggres-
sive node pruning and consequently reduce execution
time. One other exciting direction for future research
would be to use CAO∗ in conjunction with approx-
imation schemes for CTP (Baglietto et al. 2003, de
Farias and Roy 2003, Chang and Marcus 2003, Kearns
and Singh 2002). CAO∗ can also be converted into a
heuristic method by employing stronger, yet subop-
timal pruning techniques. In addition, CAO∗ can be
employed to solve other variants of CTP and bench-
marked against optimal solution methods other than
those considered in this study.
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Appendix. Problem Instances in Simulation Environments C and D
Table A1 presents x- and y-coordinates of disk centers and disk marks in the COBRA data set in simulation environment C.
Tables A2–A7 present the same information for the six COBRA-like instances in simulation environment D.
Table A1 Center Coordinates and Marks of COBRA Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
46.13 39.61 0.0731 50.49 24.26 0.1033 83.62 16.33 0.1165
30.21 54.62 0.1379 56.83 20.50 0.1527 44.87 66.45 0.1668
47.88 34.51 0.1718 40.55 76.93 0.1939 43.43 26.22 0.2575
21.93 53.22 0.3309 69.82 51.65 0.4353 65.64 11.08 0.4412
37.36 29.94 0.4917 29.47 37.21 0.5215 59.42 20.11 0.5418
38.90 57.22 0.5609 32.07 31.37 0.5745 45.71 24.83 0.5831
86.12 15.83 0.5902 52.01 56.80 0.5994 41.14 27.41 0.6200
8.43 74.26 0.6399 37.00 43.89 0.6416 72.53 18.22 0.6527
22.98 40.29 0.6543 70.33 18.61 0.6564 29.78 32.15 0.6566
63.54 24.81 0.1887 64.04 37.65 0.5149 27.00 37.97 0.5280
46.07 71.00 0.5609 65.16 64.01 0.5653 37.36 18.03 0.6108
39.43 70.31 0.6171 75.51 42.83 0.6189 76.11 55.73 0.6405
38.29 44.20 0.6444 28.16 64.10 0.6567 64.55 50.98 0.8515
Table A2 Center Coordinates and Marks of COBRA-Like Instance 1 Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
23.75 37.63 0.8804 65.31 22.57 0.3669 12.40 83.31 0.2423
86.69 36.95 0.9049 81.09 18.74 0.1917 62.04 34.20 0.1082
18.73 32.54 0.9539 39.09 57.18 0.5187 14.34 59.59 0.4565
16.94 28.37 0.8486 87.64 11.69 0.3810 40.25 36.77 0.5199
10.65 42.96 0.7621 79.20 60.80 0.0325 17.90 68.62 0.6199
62.21 24.77 0.7717 67.61 29.75 0.1414 44.40 28.21 0.1133
68.55 61.27 0.7142 89.76 39.35 0.2766 80.05 28.30 0.0271
10.06 84.25 0.5365 37.88 44.97 0.0108 31.16 35.74 0.3034
37.70 64.10 0.7436 52.64 23.22 0.4036 13.06 53.85 0.3261
44.69 33.62 0.9618 89.85 77.80 0.5890 63.42 26.61 0.2082
58.09 63.85 0.6684 56.70 63.69 0.2837 15.77 26.91 0.1618
63.82 46.92 0.9428 49.16 24.65 0.0986 21.40 48.30 0.1972
10.54 43.81 0.0287 72.13 20.21 0.1118 65.26 41.93 0.0476
Table A3 Center Coordinates and Marks of COBRA-Like Instance 2 Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
30.98 60.41 0.7944 72.12 36.75 0.2640 83.97 42.34 0.1246
30.95 36.73 0.8726 12.74 44.21 0.1369 10.97 61.46 0.1880
17.86 81.16 0.7772 87.57 78.57 0.2491 13.43 11.50 0.2190
48.93 49.11 0.4122 48.42 66.21 0.4743 24.94 71.51 0.7333
14.69 32.45 0.9290 65.13 35.39 0.1255 84.74 51.76 0.1242
58.16 64.48 0.5905 80.21 24.78 0.2227 75.53 82.68 0.3199
48.73 68.31 0.7618 77.77 17.87 0.2898 26.10 65.97 0.0531
20.08 29.51 0.8261 29.72 15.46 0.1679 63.89 33.08 0.2655
65.05 62.04 0.7553 56.01 42.31 0.3119 73.92 56.05 0.1632
52.23 38.43 0.6611 18.24 16.52 0.0861 27.34 84.19 0.1225
85.70 50.82 0.8955 12.68 29.04 0.2650 56.44 72.07 0.5423
79.36 60.72 0.6665 63.81 24.37 0.2717 16.20 68.20 0.4354
39.60 63.99 0.3790 81.77 82.80 0.1760 63.06 79.72 0.1297
Table A4 Center Coordinates and Marks of COBRA-Like Instance 3 Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
77.15 65.28 0.7048 27.33 47.70 0.2749 48.92 89.60 0.3360
73.77 61.05 0.5863 35.01 27.29 0.2170 45.44 40.09 0.1764
16.80 42.48 0.9004 53.61 69.05 0.1746 42.67 71.53 0.0910
85.16 59.52 0.6005 27.48 84.77 0.0296 60.11 40.51 0.2268
74.26 18.83 0.7814 58.32 49.09 0.6145 61.03 48.82 0.2949
31.98 63.07 0.9297 30.45 80.46 0.2131 62.31 71.09 0.3926
60.27 46.45 0.6989 71.00 75.81 0.3175 76.02 30.62 0.4548
34.19 76.00 0.9041 73.63 81.94 0.5261 88.72 75.02 0.3445
44.02 89.02 0.6599 32.19 58.00 0.2372 21.48 41.50 0.1210
34.00 54.69 0.7674 51.97 67.70 0.5056 46.25 14.54 0.2130
38.36 69.72 0.3458 81.04 73.33 0.2313 21.55 89.82 0.3643
40.27 21.31 0.6137 40.47 29.63 0.0691 14.69 60.59 0.3980
58.78 15.02 0.1049 73.10 42.19 0.1516 16.16 39.55 0.1375
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Table A5 Center Coordinates and Marks of COBRA-Like Instance 4 Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
87.21 49.82 0.8058 43.87 28.81 0.5957 85.75 42.41 0.0252
10.95 17.43 0.3995 40.90 28.34 0.1219 45.54 44.68 0.2982
74.31 34.23 0.7832 15.12 43.51 0.2227 20.17 21.00 0.2097
18.74 12.83 0.5614 65.29 81.10 0.3898 19.94 35.67 0.2502
60.30 24.76 0.6654 31.48 30.27 0.4503 62.32 15.66 0.4404
25.62 33.70 0.6517 79.54 13.94 0.2005 27.48 27.29 0.2953
58.13 57.05 0.7858 57.80 12.52 0.1078 75.77 11.95 0.1755
58.35 76.47 0.8536 58.20 51.43 0.2258 22.40 68.44 0.1889
43.18 30.81 0.8654 78.15 85.88 0.4560 60.46 73.90 0.2337
58.94 16.54 0.6941 52.49 27.72 0.2839 74.44 41.07 0.1890
37.83 63.85 0.7916 11.73 77.43 0.3284 63.35 46.24 0.1606
62.23 10.74 0.6698 23.97 18.63 0.1335 66.46 19.63 0.3633
64.30 47.21 0.3774 70.95 14.07 0.2097 47.31 70.67 0.2289
Table A6 Center Coordinates and Marks of COBRA-Like Instance 5 Disks
X -coord. Y -coord. Mark X -coord. Y -Coord. Mark X -coord. Y -coord. Mark
36.32 24.37 0.6272 65.94 42.26 0.4206 36.02 77.85 0.3244
15.40 37.67 0.9315 72.09 60.68 0.4938 81.81 56.67 0.3617
10.86 65.42 0.6859 11.82 67.85 0.1556 39.00 56.25 0.1567
80.21 31.00 0.8989 55.49 22.14 0.1318 26.69 31.36 0.2118
31.69 28.43 0.7812 16.66 34.62 0.1264 71.98 17.37 0.1334
55.33 65.94 0.8342 65.64 72.41 0.6362 49.51 77.68 0.3143
84.54 22.33 0.8894 79.30 27.57 0.1957 60.44 13.13 0.1756
43.49 89.68 0.5151 79.07 68.00 0.0291 29.78 69.28 0.1434
66.28 10.63 0.6631 55.86 16.23 0.2242 50.84 63.61 0.0675
58.99 25.40 0.6119 73.54 27.45 0.5146 46.21 24.52 0.2760
35.95 56.48 0.9661 29.26 81.33 0.2240 41.10 40.04 0.2130
11.53 60.81 0.1599 67.11 53.72 0.4518 58.66 23.42 0.6586
62.29 16.99 0.3447 82.32 88.59 0.1547 29.61 49.01 0.1834
Table A7 Center Coordinates and Marks of COBRA-Like Instance 6 Disks
X -coord. Y -coord. Mark X -coord. Y -coord. Mark X -coord. Y -coord. Mark
30.33 49.03 0.8858 39.55 19.38 0.3212 38.96 88.68 0.2409
84.91 78.84 0.9142 11.14 21.92 0.3143 41.64 27.85 0.1364
37.17 51.30 0.9008 80.66 65.64 0.1711 22.88 72.99 0.0836
21.55 49.25 0.6354 10.23 73.50 0.1004 28.06 76.60 0.4545
43.94 35.52 0.6747 26.92 31.11 0.1540 71.94 76.94 0.2831
38.42 55.24 0.9313 82.51 20.42 0.1432 20.65 57.60 0.0234
17.16 37.25 0.9138 31.01 37.74 0.4742 21.38 27.16 0.4543
33.32 65.31 0.8391 54.31 83.29 0.3468 47.02 64.52 0.5741
27.66 41.70 0.5527 36.27 83.66 0.2067 76.04 70.91 0.1244
19.97 73.98 0.7190 56.78 65.64 0.3761 31.08 78.00 0.1804
13.28 54.96 0.7638 65.22 71.59 0.3926 43.78 13.54 0.2463
79.21 81.87 0.7390 11.40 76.11 0.4327 31.89 82.25 0.0871
85.89 30.82 0.2349 38.28 65.61 0.2674 35.68 73.84 0.1055
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