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“I am among those who think that science has great beauty. A scientist in his laboratory
is not only a technician: he is also a child placed before natural phenomena which impress
him like a fairy tale. We should not allow it to be believed that all scientific progress can
be reduced to mechanisms, machines, gearings, even though such machinery also has its
beauty. Neither do I believe that the spirit of adventure runs any risk of disappearing in
our world. If I see anything vital around me, it is precisely that spirit of adventure, which
seems indestructible and is akin to curiosity.”
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OPTICAL coherence tomography (OCT) has evolved over the last two decadesto become a major optical imaging modality in the biomedical optics field.
By performing high-resolution, multi-dimensional imaging of translucent struc-
tures, it enables real-time tissue imaging in-vivo and in-situwith resolutions in the
micrometre range.
This Thesis focuses on extending the functionality of spectral-domain OCT
(SD-OCT) systems operating at 800 nm. On a secondary level, it also aims to ad-
dress some of the performance issues involving SD-OCT, such as the ambiguity
on the sign of the optical path difference and the finite axial range of the OCT sys-
tem due to the sampling resolution limit of the spectrometer. Addressing these
issues has been achieved through the modification of the spectrometer, explor-
ing an effect first reported by William Fox Talbot in the mid-19th century, Talbot
Bands, which effectively allows a degree of control over the SD-OCT visibility
profile shape and position.
This extended functionality manifests itself by the addition of a confocal chan-
nel (applied to retinal imaging, hence creating a scanning laser ophthalmoscope,
SLO), also by controlling the shape and position of the visibility profile with a
novel spectrometer design employing Talbot Bands, which improves the power
efficiency by coupling the two arms of the interferometer within the spectrometer
itself.
Further functionality has been added to OCT technology by carrying out re-
search on the interferometer at the core of the OCT system. A new single-detector,
polarisation-sensitive OCT (PS-OCT) configuration, immune to disturbances caused
by the collecting fibre was devised. This ultimately leads to a design of a plug-in
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Chapter 1
Introduction to the Thesis
The experimental chapters presented in this Thesis cover the work carried out
at the Applied Optics Group, School of Physical Sciences, from October 2012 to
December 2015. All the projects described involved extending functionality and
attending to the drawbacks of spectrometer-based, spectral-domain optical co-
herence tomography (OCT) systems.
Contents
1.1 OCT in a nutshell . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
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OPTICAL coherence tomography (OCT) has evolved over the last two decadesto become a major optical imaging modality in the biomedical optics field
[1]. By performing high-resolution, multi-dimensional imaging of translucent
structures, it enables real-time tissue imaging in-vivo and in-situ with resolutions
in the order of a few micrometres, one or two orders of magnitude finer than
conventional ultra-sound [1].
To do so, OCT measures the magnitude and echo time delay of back-scattered
light from the sample being analysed [2], in a way similar to ultra-sound imaging.
Each echo time delay mapping generates an axial scan (or A-scan1), which cor-
responds to an uni-dimensional depth profile of the sample. Multi-dimensional
imaging is possible by transversally scanning the incident optical beam and ac-
quiring sequential A-scans.
The set of features present in OCT imaging makes it particularly attractive to
medical imaging, although in recent years several other applications have been
reported, including non-destructive testing (NDT), material characterisation and
conservation [3–7]. Nevertheless, medical imaging is still the largest field of ap-
plication for OCT, since it performs ”optical biopsy“, which is defined [1] as being
the real time, in situ visualisation of tissue microstructure and pathology, without
1The complete terminology comprising the different imaging modes is described in Section
3.4.
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the need to remove and process specimens [8, 9]. Histopathology (H&E) is still
the gold standard for detailed, high-resolution imaging of tissue specimens, how-
ever it involves a lengthy destructive procedure [1].
Whilst not attaining the resolution or the selectivity of H&E, OCT is useful in
several specific clinical situations:
• Where standard excisional biopsy is hazardous or impossible to perform
– this includes imaging of retinal structures (the transparency of the eye
provides easy and contactless optical access to the retina [10]), arteries or
neural tissue (using catheters and endoscopic probes);
• Where standard excisional biopsy has sampling error, such as when locat-
ing and characterising cancerous tissue. The standard diagnosis procedure
for it involves a biopsy and further H&E characterisation, however if the
excised tissue misses the cancerous region this may lead to a false negative;
• For guidance of surgical procedures (surgical OCT): the ability to probe
beneath the surface of the tissue in question or in regions surgically not
accessible (such as the back of the eye) make OCT a valuable asset to ob-
tain information prior to or during surgery. Moreover, since OCT is also
endoscope-compatible, this enabled its use in imaging the gastro-intestinal
tract and the inside of arteries (allowing it to assist with stent placement, for
instance);
• Finally, research worldwide has extended OCT imaging beyond structural
information. Functional imaging is possible with several novel techniques:
Doppler OCT (and OCT angiography) that enable quantification of blood
flow and display of blood vessels in tissue. An important marker of cel-
lular organisation is given by polarisation-sensitive OCT (PS-OCT), which
enables measurement of tissue birefringence [11, 12]. Spectroscopic OCT al-
lows differentiation of parts of tissue due to their spectral absorption prop-
erties [13]. Important recent work has been dedicated to optical coherence
elastography (OCE) [14], that allows the characterisation of the tissue’s me-
chanical properties.
1.1 OCT in a nutshell
An intuitive way of explaining the inner workings of OCT in broad terms (and
to a non-specialist audience) is to employ an analogy to ultra-sound, due to both
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methods measuring distances, although such analogy possesses some shortcom-
ings, since OCT does not employ any echoes. Another difference is the nature
of the waves being used: while ultra-sound uses sound waves, OCT uses light,
which is mostly near infra-red/visible due to the nature of the applications and
the availability of optoelectronic devices operating at this wavelength range.
Using light instead of soundmeans that the propagating velocities are consid-
erably higher. In ultra-sound imaging, assuming a velocity of ∼ 1500m/s (typi-
cal value for ultra-sound imaging at 10MHz in water [15]) and a feature size of
∼ 100µm, a time resolution of∼ 100 ns is required, which is well within the limits
of conventional detectors and processing electronics [1]. On the other hand, in
order to resolve a feature size of ∼ 10µm (typical OCT axial resolution figure)
with light (the speed of light in vacuum being 3× 108m/s) one would need a res-
olution of ∼ 30 fs, which is impossible to attain with direct electronic methods, if
one was to complete the analogy with ultra-sound. Therefore, in order to resolve
such time events, indirect measurement techniques need to be used, one of them
being low-coherence interferometry, or white light interferometry (WLI) which
forms the base of the OCT technique and is described in detail in Chapter 2.
Beyond the analogy presented above, OCT as an imaging technique has fea-
tures which put it alongside established techniques such as confocal microscopy
and high-frequency ultra-sound. In Figure 1.1, a comparison in terms of depth
penetration and resolution between these three imaging techniques is represented.
Typical clinical ultra-sound imaging have resolution figures of 0.1− 1mm, de-
pending on the wavelength of the sound wave employed. At these wavelengths,
absorption by the tissues is minimal, hence depth penetrations of a few centime-
tres are possible. High-frequency ultra-sound (HFUS) allows a significant im-
provement in the resolution [15] (by one or two orders of magnitude, with figures
of 15 − 20µm having been reported [1]), with however a significant decrease in
penetration depth (down to 4−5mm). Additionally, ultra-sound imaging requires
contact between the ultra-sonic transducer and the tissue being imaged, which is
not ideal in terms of patient comfort (for instance, when imaging corneal tissue
in-vivo).
Confocal microscopy possesses high transverse resolution, these being deter-
mined by optical diffraction from the interface optics. Due to the nature of the
optical system and the inevitable scattered light from the sample, though, the
depth penetration is limited to a few hundreds of microns, which limits its appli-
cations, especially in in-vivo cases.
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FIGURE 1.1: Comparison of ultra-sound, OCT and confocal microscopy in
terms of imaging depth and resolution, considering scattering tissue. (adapted
from Fujimoto et al. [1]).
As represented in Figure 1.1, OCT fills a gap between ultrasound and confocal
microscopy [1] in terms of resolution and penetration depth. One of the most fun-
damental properties in OCT is the fact that the axial and transversal resolutions
are de-coupled, with the former being dictated by the optical source parameters
and the latter by the interface optics. In fact, the transversal resolution should be
that of the confocal microscope equivalent configuration at the core of the OCT
system, since any OCT system is assembled by adding a reference beam to a
confocal microscope. The transversal resolution in OCT is however affected by
speckle, which reduces the transversal resolution in relation to what would be
achievable by solely the confocal microscope at the core of the OCT system
Typical optical sources for OCT in the near-infrared region yield axial resolu-
tions ranging from 1 to a few tens of µm, corresponding to an improvement of
respectively 100 to 10 times over the axial resolution figures achievable by con-
ventional ultra-sound systems. However, the penetration depth in most tissues is
limited to ∼ 2mm due to the high scattering of light in these. Still, since OCT can
be implemented in fibre optics it means that the measurements can be integrated
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with a wide range of medical instruments such as endoscopes, catheters, laparo-
scopes and needles [1], allowing in-situ imaging of the tissues with improved
resolution over ultra-sound methods.
FIGURE 1.2: Optical window in biological tissues, adapted from Huang et al.
[16]. Hb refers to haemoglobin, whereas HbO2 refers to its oxygenated variant,
oxyhaemoglobin.
In theory, an OCT system can be implemented at any optical wavelength, pro-
vided that the optical source has the coherence properties which are described
in Chapter 2. However, there is a spectral range (from about the longer end of
the visible spectrum until about 1.5µm) where the absorption of light by tissue
is minimal, often labelled as an “optical window” in the literature [16] (Figure
1.2) or therapeutic window. Due to the development of optical fibre communi-
cations at near-infrared wavelengths over the last four decades, optical sources,
detectors and fibre devices for OCT became available [17] at a relatively low cost.
The two factors mentioned above probably explain why most OCT systems op-
erate in the region of 800 to 1500 nanometres, although some systems operating
at longer wavelengths have been reported [7, 18], which are however geared to
non-biomedical applications.
1.2 Organisation of the Thesis
The anatomy of a generic OCT system is described in Figure 1.3. The operation
of any OCT system can be taken as a flow diagram with the purpose of taking an
object (the sample) and characterising it (in terms of both its structure and other
morphological properties, such as birefringence and dichroism); that is achieved
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by thewhite light interferometer, which is illuminated by an optical source. The prob-
ing beammust be scanned over the object by means of specific hardware placed in
the sample arm of the interferometer. Detecting the interferometric signal is also
a fundamental part of any OCT system, which can happen in either time- and
frequency-domain. The detected signal requires additional processing (the nature
of which depends on the detection domain considered and the functional exten-
sions in place) in order to retrieve the object’s depth profile, or information from a
fixed depth for all lateral pixels. All these steps combined produce a meaningful
representation of the object in the form of an image of its structure.
FIGURE 1.3: Schematic diagram of an OCT system, highlighting its fundamen-
tal blocks: optical source, scanning system, detection and signal processing,
with a white light interferometer at its core. The circles depict the chapters in
the Thesis where the theoretical fundamentals of each of the blocks are pre-
sented; the remaining references (to Chapters 5–7) relate to the experimental
work carried out which focused on specific blocks of the OCT system.
This Thesis is organised around the fundamental blocks necessary for the suc-
cessful implementation of an OCT system:
Part I: Theory
• As stated earlier, a white light interferometer is the core element of any OCT
system, allowing one to temporally resolve the back-scattered light from the
sample. Chapter 2 focuses on the fundamentals of white light interferom-
etry, utilising a Michelson interferometer illuminated by an optical source
with a varying degree of temporal coherence. In the same chapter the dif-
ferent detection schemes (in time- and frequency-domain) are discussed in
general terms.
Chapter 1. Introduction to the Thesis 7
• Since all work presented in this Thesis involves spectral-domain OCT sys-
tems, Chapter 3 covers the methodologies and technology directly associ-
ated with such a method:
– Adetailed presentation of the theory concerning spectrometers as detection
systems for OCT set-ups. This includes the theoretical formalism of
Talbot Bands which is an integral part of two of the experimental set-
ups presented in this Thesis, covered in detail in Chapters 5 and 6.
– Additional data processing required by frequency-domain OCT;
– Given that any imaging system requires some form of scanning, con-
siderations on scanning are also presented in this chapter.
• Chapter 4 is a detailed introduction to Polarisation-Sensitive OCT (PS-OCT)
that establishes the perspectives and the motivation to the experimental
work presented in Chapter 7. In order to extend the functionality of an OCT
system to accommodate polarisation-sensitive measurements, one needs to
modify the detection scheme, data processing, and the interferometer itself.
Part II: Experimental Work
Three chapters follow the theoretical part, covering the experimental work car-
ried out throughout the duration of the various PhD projects. These projects in-
volve different blocks of the OCT system:
• Chapter 5 describes a spectral-domainOCT systemwith Talbot bands (hence
with control over the shape and position of the visibility profile in depth)
to which an additional confocal channel has been added. Since this SD-
OCT system is designed for retinal imaging, the confocal channel behaves
as a scanning laser ophthalmoscope (SLO), which can run in parallel or se-
quentially with the OCT channel. Designing and developing such a system
involved modifying the detection block and also the scanning, since several
scanning strategies had to be implemented.
• Chapter 6 describes another spectral-domain OCT system featuring a novel
spectrometer configuration in the detection arm, delivering Talbot bands.
This configuration has the particularity that the two arms of the interferometer
are coupled in the spectrometer itself, a property that confers an increase in
power-efficiency, while totally removing the mirror terms.
• Chapter 7 describes three fibre-based, polarisation-sensitive OCT designs
which have the particularity of being insensitive to polarimetric disturbances
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caused by the collecting fibre and coupler. Implementing PS-OCT systems
typically involve modifying the detection arm, introducing additional data
processing steps, and, as a requirement for the designs presented, altering
the sample (scanning) arm.
• Lastly, in Chapter 8 the final remarks regarding thework carried out through-
out the three main projects described in this Thesis are presented, and fu-
ture, follow-up work is discussed.
Publications in peer-reviewed journals directly stemming from
work reported in this Thesis
Full-text prints of these publications are available in Appendix C.
• Sylvain Rivet, Manuel J. Marques, Adrian Bradu, and Adrian Podoleanu.
“Optical module to extend any Fourier-domain optical coherence tomogra-
phy system into a polarisation-sensitive system”, Journal of Optics 16.065607
(May 2016).2
• Manuel J. Marques, Sylvain Rivet, Adrian Bradu, and Adrian Podoleanu.
“Polarization-sensitive optical coherence tomography system tolerant to fiber
disturbances using a line camera”, Optics letters 40.16 (Sept 2015), pp. 3858–
3861, DOI: 10.1364/OL.40.003858.
• Manuel J. Marques, Adrian Bradu, and Adrian Podoleanu. “Two-grating
Talbot bands spectral-domain interferometer”,Optics letters 40.17 (Aug 2015),
pp. 4014–4017, DOI: 10.1364/OL.40.004014
• Manuel J. Marques, Adrian Bradu, and Adrian Gh. Podoleanu. “Towards
simultaneous Talbot bands based optical coherence tomography and scan-
ning laser ophthalmoscopy imaging”, Biomedical Optics Express 5.5 (Apr.
2014), p 1428, ISSN: 2156-7085, DOI: 10.1364/BOE.5.001428.
Conference proceedings directly stemming from work reported
in this Thesis
• Manuel J. Marques, Sylvain Rivet, Adrian Bradu, and Adrian Podoleanu,
“Spectral-domain, polarization-sensitive optical coherence tomography sys-
tem insensitive to fiber disturbances”, SPIE BiOS, 2016, p. 96971K.
2Regarding this publication where I am listed as second author, I’ve contributed with part of
the writing and the creation of the supporting diagrams. Dr Sylvain Rivet has carried out the
numerical simulations present in the publication.
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• Manuel J. Marques, Adrian Bradu, and Adrian Podoleanu, “Optical Co-
herence Tomography and Scanning Laser Ophthalmoscopy: approaches
to dual-channel retinal tissue imaging”, Frontiers in Optics 2014, 2014, p.
FTu2F.3.
Content published beyond the scope of this Thesis
• MichaëlMaria,Manuel J.Marques, Christopher Costa, Adrian Bradu, Thomas
Feuchter, Lasse Leick, and Adrian Podoleanu, “Broadband master-slave in-
terferometry using a super-continuum source”, SPIE BiOS, 2016, p. 96972R.
• Mohammad R. N. Avanaki, Manuel J. Marques, Adrian Bradu, Ali Hojja-
toleslami, and Adrian Podoleanu, “A new algorithm for speckle reduction
of optical coherence tomography images”, SPIE BiOS, 2014, p. 893437.
• Adrian Bradu, Manuel J. Marques, Petr Bouchal, and Adrian Podoleanu,
“Combining Gabor and Talbot bands techniques to enhance the sensitiv-
ity with depth in Fourier domain optical coherence tomography”, Optical
Coherence Tomography and Coherence Domain Optical Methods in Biomedicine
XVII, 2013, vol. 8571, pp. 857136–857136–6.
• Manuel J. Marques, Adrian Bradu, and Adrian Podoleanu, “Tuning a fast
linear camera used within a Talbot bands spectrometer-based optical co-
herence tomography set-up”, 8th Iberoamerican Optics Meeting and 11th Latin
American Meeting on Optics, Lasers, and Applications, Proc. of SPIE Vol. 8785,
8785E1, 2013, vol. 8785, no. 1, p. 8785E1.
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ALL experimental work described in the chapters of this Thesis refer to whitelight interferometry (WLI). Without the property of low coherence time of
light it would be impossible to measure the path imbalance between the two arms
of an interferometer illuminated with such light. Thus, locating the scatterers in
a sample in depth would not be possible, which is the basis of the operation of
optical coherence tomography (OCT) imaging.
A widely used interferometric device is the Michelson interferometer (Figure
2.1), which was devised by Albert Abraham Michelson in 1881. It is perhaps
more widely known due to its role in disproving the existence of the luminifer-
ous aether in outer space, through an experiment carried out by Michelson and
Morley in 1887 [2]. Years later, this result eventually paved the way towards the
special theory of relativity by Albert Einstein.
Before analysing the theory of WLI in detail it is important to define the con-
cepts of temporal and spatial coherence.
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Spatial coherence can be defined as the degree to which two separate points in
a given electromagnetic (EM) wavefront have the same phase, and hence are cor-
related at all times. Laser and similar sources, such as super-luminiscent diodes
(SLD), have a high degree of spatial coherence. A coherence region where all
points of the wavefront are correlated can always be defined [3]. The higher the
spatial coherence, the better the phase stability and the better the interferometric
fringe contrast, since phase instability leads to fringe wash-out [4]. On the other
hand, a highly spatially coherent beam induces a considerable amount of speckle
[5, 6] that degrades any imaging performed by an interferometric system.
Temporal coherence, on the other hand, can be defined as the degree to which
the phase at a specific point in time of the EMwave does not undergo any sudden
phase “jumps”. We can define the coherence time tc as the time between two of
such phase jumps. This time interval can be estimated from the full width at half




E (t)E∗ (t+ τ) dt, (2.1)
where E∗ (t) denotes the complex conjugate of E (t). From the Wiener-Kintchin
theorem, one can relate the autocorrelation function Γ (τ) to the power spectrum
of the EM wave, S (k):
∫ +∞
−∞
Γ (τ) ejkτ dτ = S (k) . (2.2)
In the case of a perfectly monochromatic source, the spectrum can be repre-
sented by S(k) = δ (k − k0), where δ () denotes the Dirac delta function. Inserting
S(k) into Equation (2.2) leads to an infinitely large coherence time. For quasi-
monochromatic sources whose spectrum shape is Gaussian (or near-Gaussian),
Γ (τ)will also have a Gaussian shapewith a finite width. In the literature concern-
ingWLI and OCT it is more common to refer to the coherence length, lc, instead of
the coherence time, tc. These two quantities are linked by the group velocity vg as
lc = vg · tc; in free space vg is numerically equal to c, the speed of light in vacuum.
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FIGURE 2.1: Schematic representation of a Michelson interferometer.
2.1 Michelson interferometer with varying temporal
coherence
In the simplest possible Michelson configuration, as depicted in Figure 2.1, the
amplitude of the light beam emitted by the optical source is divided between the
two arms of the interferometer (in the diagram labelled as sample and reference
arms). The two beams suffer reflection on the mirrors at the end of each arm and
are recombined at the beam-splitter, with the output being directed towards a
screen or a detector.
We start with the illumination being carried out by a highly coherent source,
such as a monochromatic laser, arriving at the expected result of a series of al-
ternating bright and dim spots being observed at the detector arm as the path
length is increased in one of the arms. Afterwards, the temporal coherence of
the source is diminished by increasing its spectral bandwidth. This limits the ex-
tension of the series of bright/dim spots being observed to a narrower region of
path length differences around the alignment point of the interferometer (where
lr = ls). Finally, the approximation for a Gaussian-shaped spectrum is presented,
which yields the widely used expression for the axial resolution of a WLI/OCT
system.
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2.1.1 Highly coherent source (monochromatic light)
If the optical path length of the two arms is matched , constructive interference
occurs at the detector with a strong signal being recorded, which will happen
regardless of how temporally coherent the source is. If the path lengths dif-
fer by half a wavelength, destructive interference will occur and a considerably
weaker signal will be detected1. If the optical path difference (OPD continues
to be increased, the interference signal varies in strength. Very strong interfer-
ence is observed with OPDs equal to even numbers of half wavelengths of the
source, whilst weak interference corresponds to OPDs equal to odd numbers of
half wavelengths. This behaviour ceases only when the OPD is greater than the
coherence length of the source, lc.
To quantify this effect, let us denote by ES and ER the (complex) electri-
cal fields of the sample and reference beams respectively, which are taken as
monochromatic, linearly polarised EM waves, with amplitudes equal to AS and
AR. Immediately before they interfere at the beam-splitter after one round-trip in
each of the arms, the two fields are described by
ER =AR exp [−j (2βRlR − ωt)] (2.3a)
ES =AS exp [−j (2βSlS − ωt)] , (2.3b)
where ω is the optical frequency, and βS,R are, respectively, the propagation con-
stant for the sample and reference arms. For the purpose of this study βS,R are
taken as real quantities since we are considering lossless media; however in gen-
eral the propagation constant is a complex quantity, in which case the imaginary
component dictates the attenuation of the medium. The irradiance, ID, of the in-
cident beam at the detector is proportional to the time average of the modulus of
the electric field [7]. This is converted into a detectable photo-current:
ID (ω, lS, lR) ∝
〈|ER (ω, t, lR) + ES (ω, t, lS)|2〉 . (2.4)
1If the polarisation state of the two beams is exactly matched and the beam-splitter divides the
power equally between the two arms, no signal will be detected - the weak, but still visible signal
is a consequence of the mismatch between polarisation states or non-equal power splitting at the
beam-splitter.
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|ER (ω, t, lR) + ES (ω, t, lS)|2 represents the intensity of the output electric field
Eout = ER + ES . By expanding Equation (2.4), we obtain
ID ∝ 〈|ERE∗R|+ |ESE∗S|+ ARAS {exp [2j (βRlR − βSlS)] + exp [−2j (βRlR − βSlS)]}〉
∝ [|AR|2 + |AS|2 + 2ASAR cos [2 (βRlR − βSlS)]]
∝ [IR + IS + 2√ISIR cos [2 (βRlR − βSlS)]] ,
(2.5)
where IR,S = |AR,S|2 are, respectively, the intensity of the reference arm and the













where ∆l = lR − lS is the optical path length difference between the two arms
(in free space), and Π is a factor introduced to represent the polarisation of the
sample and reference arm beams, ranging between 0 and 1, where Π = 1 repre-
sents a complete polarisation state match. The first two terms correspond to the
DC intensities of the two arms of the interferometer, while the third one, termed
interferometric term, arises due to the interference between the two arms of the
interferometer, scaling with the cosine of the optical path length ∆l, hence ex-
hibiting the alternating behaviour described at the beginning of this section.
If we now analyse Equation (2.6) and assume IR = IS = I and Π = 1 for
simplification purposes, for ∆l = 0 the two arms are matched in length and ID is
maximised (to 4I), since the third term (the interferometric term) is maximum. If
∆l = λ/2 the interferometric term is at its minimum value (−2I), hence ID = 0.
2.1.2 Wide optical bandwidth, low coherence time
Let us analyse the same interferometric set-up, now illuminated by a light source
having a finite optical bandwidth, rather than just a single frequency. As stated
before, this increase in optical bandwidth impacts the temporal coherence, which
is no longer infinite. Equations (2.3a) and (2.3b) need have to be readjusted, since
the propagation constant, β, now changes with ω:
ER (ω) =AR (ω) exp [−j (2βR (ω) lR − ωt)] (2.7a)
ES (ω) =AS (ω) exp [−j (2βS (ω) lS − ωt)] . (2.7b)
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If ID is expanded as before, its value will be proportional to the sum of in-




















considering S (ω) = AS (ω)A∗R (ω) as the optical spectrum of the source (pro-
vided that there are no band-dependent absorptions in either arm) and ∆φ (ω) =
2 [βS (ω) lS − βR (ω) lR] as the phase mismatch between the two arms. If we also
assume that both arms sit in the same optical medium, with equivalent disper-
sion characteristics, we can assume βS (ω) = βR(ω). By expanding the propaga-
tion constant β (ω) = βS (ω) = βR (ω) around the central frequency ω0, we obtain





(ω − ω0) + . . . (2.10)
Since it is assumed that the two arms are exactly the same in terms of material
propagation, the phase mismatch ∆φ (ω) = 2 [βS (ω) lS − βR (ω) lR] is only going
to depend on the path length difference∆l = lS− lR. Substituting Equation (2.10)
into the expression for ∆φ(ω), we obtain





(ω − ω0) (2∆l) , (2.11)
where we disregarded terms higher than the first order expansion, since we are
assuming propagation through a uniform, linear, and non-dispersive medium in
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and recalling that the phase velocity vp is related to the propagation constant by






















This expression can be interpreted as the multiplication of a carrier wave
exp [−jω0∆τp] which is oscillating at frequency ω0 by a temporal envelope given
by the integral, this being simply the inverse Fourier transform of the power
spectrum of the source. Therefore, Equation (2.16) presents the statement of the
Wiener-Kintchin theorem, since ID can be related to Γ (τ), but according to this
derivation it is also F−1 {S (ω)}.
2.1.3 Approximation to a Gaussian spectrum
It is a common and reasonable assumption to take the spectral shape of a broad-
band source employed in WLI as a Gaussian. If so, S (ω − ω0) can be expressed
as











where σω is the standard deviation of the spectrum around its central frequency
ω0. If we substitute this into Equation (2.16) for the interferometric part of the
























1, the integral can be simplified to the definition of an inverse Fourier transform
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of a Gaussian function,
∫ +∞
−∞ e
−(ω−ω0)∆τgd (ω − ω0), which is also a Gaussian func-













The above expression represents the autocorrelation term for a Gaussian source,
and contains two terms: exp [−jω0∆τp] represents a rapid oscillation containing
the phase information, which can be useful in Doppler and dispersion assess-





represents the envelope of the autocorrelation
function. It is to be expected that this second component is also Gaussian, since it
is known from the Wiener-Kintchin theorem that the autocorrelation function is
equal to the inverse Fourier transform of the source power spectrum.
With this in mind, we can revisit the analysis for the monochromatic Michel-
son interferometer and introduce the Gaussian-shaped, slowly varying factor of
the autocorrelation function on the interferometric term into Equation (2.6),
ID ∝
[









It is now clear that the interference signal will only arise when the lengths






(since∆τg ∝ ∆l) , with σω depending on the optical source
parameters. This width determines the resolution of the WLI, as will be shown
over the following section.
In order to check whether this expression is consistent with the previous anal-
ysis for the monochromatic source in the interferometer, we can consider σω ≪ 1;
in this way the corresponding autocorrelation function envelope will increase its
width, since the argument of the exponential function is scaling with σ2ω. In the
limit where σω → 0, Γ(τg) → 1, Equation (2.20) tends towards Equation (2.6), as
expected.
2.1.4 Resolution of a White Light Interferometer
The Gaussian envelope considered in the previous section ultimately dictates the
coherence-limited axial resolution of the white light interferometer ∆l,





where λ0 denotes the central wavelength of the source and ∆λ the wavelength
span of the source spectrum. The expression above is obtained from Equation
(2.18) by imposing the condition that the amplitude attains half of the maximum










Since a Gaussian-shaped spectrum is being considered, then using Equation
(2.17), the slowly varying term IAC of the solution to the above equation is iso-
lated, and given by
IAC = exp
(−2π2σ2f∆τ 2g ) , (2.23)
where σf = 2πσω. We can calculate the FWHM of this slowly varying envelope
by solving the following equation to the group delay, ∆τg:
exp





. The standard deviation of the optical frequency, σf , can





Since the standard deviation σλ of the source spectrum can be related to the
FWHM of its bandwidth ∆λ by the expression ∆λ = 2
√
2 ln 2σλ, we can rewrite
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Since the group delay here is given by the path imbalance∆l between the two
arms of the interferometer, ∆τg = ∆lc . We can replace ∆τg in the equation above





This is the standard equation for defining the axial resolution for any white
light interferometer or OCT system. This resolution increases with the square
of the central wavelength λ0 and is inversely proportional to the FWHM of the
source’s optical bandwidth ∆λ. If the case of the very coherent source, e.g. a
laser, is revisited (which was covered in Section 2.1.1), ∆λ ∼ 0, which brings ∆l
to infinity. As a consequence, there is no coherence gate applicable in this case,
and the interferometer output will alternate between constructive and destructive
interference as the optical path difference between the two arms is varied.
If the depth coordinate z is considered instead of the optical path imbalance
∆l, (still assuming that both arms of the interferometer are operating in reflection)
an additional factor of 2 should be used in the expression, since one needs to
account for the double-pass nature of the interferometer. ∆l is then halved, and
the equation below is the one often found in the literature [8] when referring to












Detecting the interferometric signal detailed in the previous section can be done
in either time or frequency domain. Time-domain was the variant with which
low-coherence interferometry and consequently OCT began in the early 1990s
[9]; with the advent of faster detectors, sources and signal processing systems,
frequency- (or Fourier-) domain processing became the technique of choice after
2000, due to the dramatic increases in imaging speed it introduced [8].
The main difference between these two different detection methods, apart
from the domain they operate in, is the fact that time domain operates around
OPD = 0 while frequency (Fourier) domain works normally away from OPD
= 0.
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If we recall Equation (2.20) and assume that there are N scattering centres











IRIS,iΓ (τg,i) Π cos (2k · zi)
]
. (2.30)
In Equation (2.20) it had been assumed that the propagation took place exclu-
sively in free space, hence the argument in the cosine had k = 2π/λ.
Using a time-domain acquisition method the path length in the reference arm
is varied during the signal acquisition, using for example a precision positioning
system scanning the reference arm at a constant speed. Even if there are multiple
scattering centres present in the sample arm at multiple depths, due to the limited
coherence length of the source only the one situated at the same path length as the
reference arm yields an interferometric signal. By synchronising the adjustment
of the OPD with the time-stamp of the complete acquired signal it is possible to
map the location of the different scatterers in terms of their depth.
The obvious drawback with this approach is that, in order to obtain a single
depth profile along the sample arm one must mechanically scan the reference
arm. The simplest approach is to employ a retro-reflector mounted on a lin-
ear translation stage [10]. Throughout the late 1990s and early 2000s technical
improvements have been made in order to increase the reference arm scanning
speeds, namely by employing more complex scanning reference arm designs
to achieve faster sweeps in linear/angular scans [10], or by employing phase-
modulation techniques such as Fourier-domain rapid scanning delay lines [11,
12].
Frequency-domain methods, on the other hand, rely on acquiring the optical
spectrum at the detector port of the interferometer. This produces a modulation
whose frequency is proportional to the OPD between the two arms of the interfer-
ometer. Considering Equation (2.30), by considering a single scatterer (therefore
N = 1) at depth z = zn , the argument of the cosine term becomes 2zn · k. Let
us express the equation as a function of the optical frequency ν = c/λ instead
of the wavenumber k = 2π/λ. In order to retrieve the the period of oscillation
of the interferometric component the following equation is used (similarly to the
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where m is an integer. Therefore, the spectrum resulting from the interference








This expression corroborates the observation that larger depths (and thus larger
OPDs) yield smaller modulation periods, or higher modulation frequencies.
The total number of fringes observed can be estimated by assuming that the
fringe pattern extends throughout the whole detected bandwidth ∆λ and that
the spectrum shape is Gaussian. We can consider Equation (2.33) as the fringe
periodicity; hence, the total number of fringes Nfringes is given by ∆ν/δν, where
∆ν corresponds to the whole spectral span but in the ν-domain.
It is possible to relate ∆ν and ∆λ by expanding ν = c/λ:
∆ν ≃ − c
λ2
∆λ. (2.34)
Solving for ∆λ and replacing that expression in Equation (2.29) yields











with lc being the coherence length of the optical source. Therefore, ∆ν ∝ 1/lc.
As mentioned earlier, the total number of fringes is given by Nfringes ∼ ∆ν/δν ,
hence by replacing the terms with those obtained above it can be approximated
by Nfringes = OPD/lc. For an OPD of 500µm and a coherence length of ∼ 15µm
(corresponding to an optical source at 830 nm with a Gaussian-shaped spectrum
with a 20 nm FWHM), one obtains ∼ 33 fringes.
The biggest advantage to using frequency-domain methods is the fact that
a spectral read yields the entire depth profile (making it a single-shot measure-
ment). The existence of more scattering centres in the sample arm simply intro-
duce more modulation frequencies in the spectrum. By Fourier-transforming the
detected spectrum the locations of all scattering centres along the axial coordi-
nate can be mapped, thus decoding the spectral encoding of OPD values on the
modulation frequency.
Let us consider reflectivity parameters rR and rS (for the reference and sample
arms, respectively) in either arm of the interferometer, and multiple reflectors at
different depths in the sample arm. Following an analysis similar to that in [7,
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14], Equations (2.7a) and (2.7b) can be re-written as




rS (lS) exp [−j (2βS (ω) lS − ωt)] dlS, (2.37)
where E0(ω)rR replaces AR(ω) (with E0(ω) being the electric field incident on
either the referencemirror or themultiple scatterers in the sample arm) andAS(ω)
contains the reflectance information formultiple scatterers, which are represented
in the function rS (lS). For a discrete reflector, rS (lS) is defined as
rS (lS) = rS (lS0) δ (lS − lS0) , (2.38)
with δ denoting the delta function, and lS0 the location of said reflector.
If, as before, we assume that no dispersion has been left uncompensated for,






, where nR is taken as 1










is valid. With this in mind, it is
possible to calculate the spectral interferogram I(k), defined by
I(k) = |ER (ω = kc) + ES (ω = kc)|2 . (2.39)
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rS (lS) cos [2k (nSlS − lR)] dlS, (2.40c)
with the source power spectral density defined as S(k), as before.
The first term (2.40a) in the above equation is a DC term, corresponding solely
to the power returning from the reference arm, which can be measured when
blocking the power contribution from the sample arm, which effectively sets
r′S (lS) to zero.
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The second term (2.40b) is designated the ”self-interference“ (or ”auto – corre-
lation“) term, and only contains contributions from the sample arm, in the form
of interference between the partial waves originating from the different sample
depths, whose axial locations are encoded in rS (lS).
The final term (2.40c) denotes the cross-interference term which arises from
the interference between the different sample reflectors (again, distributed axi-
ally according to rS (lS)) and the reference arm. This term encodes the axial dis-




is the free parameter, and 2 (nSlS − lR) is the modulation fre-
quency. The deeper the origin of the backscattered partial wave, the higher this
modulation frequency.
It is then possible to decode this last term to retrieve the axial distribution of
rS (lS). This is achieved by taking a Fourier transformation of I(k), under the
assumption that rS is a symmetric function with respect to lS , which is possible
since rS (lS) = 0 for all lS shorter than the location of the first sample interface
(one only has free space propagation above the sample). Following [14], it is pos-
sible to replace rS (lS) with the symmetric expansion rˆS (lS) = rS (lS) + rS (−lS),






















In the expression above, the cosine term (Equation (2.40c)) has been replaced
with a complex exponential, this effectively means that only the real part of the
integrand is being considered at this stage. Moreover, the integral in l′S in the
second to last term represents the auto-correlation function AC [rˆS (lS)] of rˆS (lS);
















These integrals are nothing more than the Fourier transforms of either rˆS (lS)
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FIGURE 2.2: A Fourier analysis F−1 {I(k)} of the interferogram I(k) (which is
represented in (a)), yields three different terms which are presented and de-
fined in Equation (2.44). Dashed line on graph (b) represents the location of
the different scatterers in the sample arm (i.e., the graphical representation of
rS (lS)). σ [ ] represents the FWHM of the envelopes of the functions S(k) and
of its Fourier-transformed variant F−1 {S(k)}.
where F{} denotes the Fourier transform on the lS domain. By performing an
inverse Fourier transform F−1{} on the above expression, we are then able to re-
cover rS (lS) from the detected signal I(k). By applying the convolution property
of the Fourier transform, Equation (2.43) can be written as














where ⊗ denotes convolution. If we now plot this signal as a function of lS ,
as was done in Figure 2.2, the three components presented in Equation (2.40) are
also present in the spectrum.
The blue component (Equation 2.44b), which concerns the DC component
from the reference arm, corresponds to the lS = 0 region in the frequency spec-
trum. This component can easily be removed by high-pass filtering, not affecting
the information to be retrieved from the interference spectra.
The (red) auto-correlation term (Equation 2.44c) arises due to the interference
between the waves back-reflected by different scatterers within the sample. Since
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these components scale with the back-reflected power from the sample only, they
are comparably smaller than the interferometric terms, which are proportional to
rR · rS (lS). Moreover, the auto-correlation components tend to be located around
lS = 0 [7, 14], hence they can also be avoided by adjusting the location of the
sample within the interferometer.
Finally, the information about the actual locations of different scatterers is
found in the cross-correlation term (Equation 2.44d), represented in magenta. If
a change in the OPD is created, this will be the only term which will be shifted in
lS . Furthermore, given that this term is being convolved with the inverse Fourier
transform of S(k), one ultimately arrives at the same result as that of the time-
domain detection - the wider the spectral width, the narrower is F−1 {S(k)}, and
therefore the better is the axial resolution (which is coherence-limited). The res-
olution in the channelled spectra acquisition is not important for the axial reso-
lution, but impacts the axial range of the system, as will be shown in the next
chapter, specifically in Section 3.2.
2.3 Conclusions
In this chapter we have established the fundamentals of WLI, which is the core
of any OCT system. It has been demonstrated that one can achieve depth selec-
tion by employing a low-coherence optical source to illuminate an interferometer,
with one of its arms containing the sample we are interested in characterising.
Detection of the interferometric signal can be performed in either time or fre-
quency (Fourier) domain. The time-domain method was referred to in this chap-
ter for historical context, since it was the first to be implemented. However, this
detection method requires the path length of the reference arm to be varied dur-
ing acquisition. Such variation was initially performed by mechanically scanning
a mirror in the reference arm [9]; more sophisticated methods were reported af-
terwards, such as spectral-delay lines and phase modulators [10]. With Fourier-
domain detection methods , however, the sensitivity is typically boosted between
50-100 times compared to time-domain methods. This has the corresponding ef-
fect of increasing imaging speeds [8].
Frequency-domainmethods have evolved significantly over the last two decades,
mainly due to the availability of faster and lower-cost detectors (in the form of
line cameras) but also due to the increase in computing power which allowed
real-time processing of the detected spectra. Removing the requirement for ref-
erence arm scanning brought a significant improvement in the axial scanning
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rate [15], since a single spectral read can yield the entire depth profile. How-
ever, frequency-domain methods also present some drawbacks, which will be
discussed further in the next chapter.
Until this point the frequency-domain detection theory which was presented
in the previous section has been developed assuming an optical source with a
Gaussian spectrum and a spectrometer, a technique which is often referred to in
the OCT field as spectral-domain OCT (SD-OCT). There is, however, an alterna-
tive modality employing a tunable (swept) source and photo-detectors, usually
labelled as swept-source OCT (SS-OCT), which brings some additional advan-
tages, that will be briefly mentioned in the next chapter. The underlying theory,
however, is similar to that of its spectrometer-based counterpart.
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BUILDING up from the WLI theory presented in the previous chapter, the tech-nology of Optical Coherence Tomography is presented here. Given the wide
scope of the field, the author has chosen to limit himself to the technologies
and methodologies which have been used in the experimental set-ups described
throughout Part II of this Thesis, which all pertain to spectral-domain OCT.
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EVER since the first demonstration of spectral interferometry by Fercher et al.[1] and Häusler et al. [2] in the mid-1990s, high resolution near-IR spectrom-
eters have played a part in OCT imaging.
As mentioned in the previous section, detecting the interferometric signal in
frequency-domain allows for instant acquisition of the full depth profile without
32
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having to manually scan the reference arm, which was the case with TD-OCT.
With the availability of faster and less expensive detector arrays and computer
systems, spectral-domain OCT (SD-OCT) has gained preference over TD-OCT
systems, especially since it brought a reduction in the level of the noise detected,
as demonstrated simultaneously in 2003 by three research groups [3–5]. The first
retinal image using SD-OCT was obtained by Wojtkowski et al. in 2002 [6], and
from that point onwards SD-OCT became the de facto detection modality in OCT
systems, which is still the case in the 800 nm wavelength region.
Swept-source OCT (SS-OCT) has gained significant importance over the last
decade, especially since it can operate over the 1 − 1.3µm range where the sen-
sitivity for silicon-based line cameras drops and more expensive InGaAs cam-
eras are required [7]. Moreover, tunable sources can exhibit coherence lengths
far superior to the equivalent coherence lengths of wavetrains after diffraction
on gratings, therefore SS-OCT gives access to larger axial ranges than SD-OCT.
The link between high spectral sampling resolution and large OCT axial range is
presented in Section 3.2.
Another issue specific to both SD-OCT and SS-OCT is the existence of mirror
(conjugate) terms, which is detailed in Section 3.1.
Material dispersion mismatch in OCT systems is a significant issue, which
degrades the axial resolution. The wider the bandwidth available in the system,
the larger the dispersion effect. Therefore, addressing the issue of dispersion is
paramount in broadband systems aiming to achieve ultra-high resolution OCT
imaging (UHR-OCT). In Section 3.3 the analysis of the detected photo-current at
the output of a WLI system, presented in Sections 2.1.2 and 2.1.3 is extended to
account for the presence of material dispersion.
The ”T“ in the OCT acronym (which stands for tomography) is covered in
Section 3.4, where considerations related to raster-scanning imaging systems are
presented, namely the modifications needed to perform retinal imaging with a
flying-spot OCT system.
3.1 Ambiguity on the sign of the path difference: mir-
ror terms
The existence of mirror (conjugate) terms arise as a consequence of the fact that
the interference terms recorded in the frequency domain are real functions. Since
the Fourier Transform (FT) of a real function is always Hermitian [8], the Fourier
transform contains terms for both positive and negative values of the optical path
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difference axis. The consequence of this is the ambiguity in the sign of the path
difference. Let us consider, without loss of generality, a simple co-sine function
cos (2k ±∆l) as the interference term (Equation (2.40c)). Its FT can be written as
[9]:
F {cos (2k ±∆l)} = 1
2
[δ (k − 2∆l) + δ (k + 2∆l)] . (3.1)
FIGURE 3.1: Schematic representation of the problem of mirror terms in SD-
and SS-OCT. The ”zero“ point of the WLI (∆l = 0), labelled ”ref. mirror posi-
tion“, is placed in the middle of the sample (left), hence there is a range of pos-
itive and negative OPDs whose FT pairs are overlapped in the Fourier domain
(right). In other words, the original positions of the interfaces with respect to
their OPD values are not distinguishable in terms of their sign (adapted from
Leitgeb et al. [9]).
It is clear from the expression above that symmetrical values in terms of the
OPDwithin the argument of the co-sine will yield exactly the same Fourier trans-
form peaks. In other words, the sample features located in either the positive
or the negative side of the ”zero“ point of the WLI are not distinguishable from
each other in the signal produced by the Fourier transform, as shown in Figure
3.1. Since only the absolute value of the OPD is preserved, features of the sam-
ple being analysed lying on either side of the “zero” point overlap on the depth
profile.
Many different methods have been reported in the literature to address this
issue. The key point is that the signal being detected is real; if it could be turned
into a complex-domain signal, one would be able to separate the two terms cor-
responding to a single reflector (which are complex conjugates of each other [10])
and resolve the ambiguity, thus allowing the features placed at positive OPD val-
ues to become distinguishable from those placed at negative OPD values. This
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behaviour enables access to the whole axial range (up to the sampling limit). Sev-
eral methods have been proposed to attenuate or remove the mirror terms. Meth-
ods based on phase modulation have been developed, where the phase variation
is controlled in a variety of ways: by stepping the reference mirror [9, 11–13];
by employing optoelectronic phase modulators [14, 15]; by using a 3× 3 coupler
to create a phase shift between the detection ports [16–18]; by creating a phase
shift between adjacent A-scans, either by syncing the reference mirror movement
with the scanning mirror [19], using the scanning mirror slightly off-axis [20] or
placing the sample at an angle [21]. Other methods use frequency shifting [22–
24], either by using a frequency modulator or by using the object beam off-axis
of the pivot of the galvo-scanner. To enhance the efficiency of the operation, po-
larisation diversity [25] or frequency encoding [26] methods have been reported.
Another method, which has been implemented with a SS-OCT system, is the one
reported by Fechtig et al. [27], where a line-field OCT system 1 is used and a linear
phase shift is introduced by adopting an off-axis configuration on the reference
arm.
The methods described above are effectively cancellation methods, allowing
the recovery of the full depth range. However, they require additional hardware
and signal processing in order to retrieve the complex spectra and resolve the am-
biguity. It may prove beneficial to still use the real spectra without any additional
processing.
Talbot Bands, an exquisite effect observed by William Fox Talbot in 1837 [28],
is one way of doing so. Using a purely hardware-based approach, which does not
require any additional hardware, resorting to modifications in the spectrometer
and how the two arms of the interferometer are coupled. This method is covered
in detail2 in Subsection 3.2.1.
Recently, a method applicable only to SS-OCT has been reported [30], which
shifts the visibility profile towards longer OPDs resorting to coherence revival.
This refers to producing interference using waves that come from different laser
cavity ends, and thus requires for the two interferometer arms to be mismatched
by an integer multiple of the laser cavity length. An exquisite property of co-
herence revival peaks is that the phase is automatically modulated due to the
modulation of the tuning element’s cavity length in the swept source.
1A line-field OCT system employs a tunable source as the optical source but, unlike a conven-
tional 2-D raster-scan SS-OCT system, it uses a 1-D line camera to paralelise the data acquisition,
effectively requiring only one scanner to acquire a full volume.
2Portions of this section were adapted from content previously written in the author’s MSc
thesis [29], submitted for evaluation at the University of Porto in 2012.
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3.2 Spectrometers for SD-OCT systems
FIGURE 3.2: Schematic representation of a spectrometer with a diffraction grat-
ing operating in transmission, and assuming a collimated beam delivery.
The typical components of a spectrometer comprise a dispersive element (a
prism or a diffraction grating, or a combination thereof), one or more objective
lenses, and a linear detector, as shown in Figure 3.2. Additionally, if the device is
to be fibre coupled, a collimating lens will also be needed to collimate the optical
fibre output towards the dispersive element.
The spectrometer samples the spectra I(k) which result from the superposi-
tion of the two signals from the arms of the interferometer (as given by Equation
(2.43)). All components mentioned above determine the sampling resolution of
the spectrometer. This can be inferred by applying the sampling (Nyquist) the-
orem. This also dictates the maximum axial range that the system is capable of
attaining.
Several reports have been published [4, 31, 32] in the past on how to analyti-
cally describe the impact of each of the spectrometer parameters on twomeasure-
ment parameters: axial resolution and decay with path difference. Hu et al. [32]
have focused their analysis on the detector array and its finite pixel size, which
in turn yields a finite-width sampling function. They have determined that the
signal amplitude decay with depth A(z) can be given by
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where∆x is the pixel width,R = ∆k/∆x is the linear dispersion of the wavenum-
bers k on the detector array, z is themeasurement depth and a is the FWHMof the
spot profile when a single wavelength at the centre of the spectrum is considered.
This analysis is limited to the case where the waves from the two arms of the
interferometer are perfectly superposed on the diffraction grating, as is the case
when they have been previously recombined in a fibre-based directional coupler
(corresponding to the conventional SD-OCT configuration). Another limitation
is the fact that the first factor in Equation (3.2) is applicable only to the case where
the power distribution within the footprint of the beams on the grating is de-
scribed by a Gaussian power distribution.
With regards to the first term in Equation (3.2), a more complete theory is pre-
sented by Podoleanu [33, 34] and Woods [35, 36]. This covers both the case of
the two beams falling on different areas of the grating, as well as the general case
of power distribution within each beam. This theory explains the sensitivity de-
cay versus measurement depth due to the degree of overlap between the finite
length of the two diffracted wavetrains, a wavetrain for each arm of the inter-
ferometer. This formalism follows from an earlier study on Talbot Bands carried
out by Podoleanu et al. [37, 38] in the late 1990s where the wavetrain model was
employed. This is in fact equivalent to the wavetrain analysis applied at the spec-
trometer in SD-OCT, since the spectrometer resolution and the wavetrain length
describe the FWHMs of two entities that form a Fourier pair [39].
In the following sub-sections an abbreviated version of the Talbot Bands for-
malism using the wavetrain model is presented, which is then extended to the
analysis of the spectrometer in a SD-OCT system, ultimately finishing with the
unifiedmodel described byMichael Hughes in his PhD thesis [39]. This combines
the effect of the spectrometer’s optical elements (using the wavetrainmodel) with
the limited sampling caused by the finite pixel size as presented by Hu et al. [32]
in the second term in Equation (3.2).
Both models mentioned above assume that the projected spectrum is linear
in k, which makes it easy to convert back to depth dimensions since k and z are
Fourier pairs. However, the grating equation [40] for the diffraction order m = 1
gives us a (sin θd − sin θi), where a is the grating pitch, θd is the diffracted angle
and θi the angle of incidence. Since k = 2π/λ, we have
k =
2π
a (sin θd − sin θi) , (3.3)
which is clearly a non-linear relation between k and θd. If the spectral informa-
tion is not sampled in k before the inverse Fourier transform is performed, this
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leads to a depth-dependent decrease in the axial resolution, in a similar way to
what would happen if the interferometer had uncompensated material disper-
sion (which is covered in Section 3.3). Several procedures have been devised to
perform the re-sampling operation to turn the spectra linear in k; this is covered
in some depth in Section 3.2.3.
3.2.1 Talbot Bands
The first observation of Talbot bands was reported in 1837 by William Fox Talbot
in a note to the Royal Society of London [28]. When a glass plate was inserted
half-way into the spectrum from a white light source which had been dispersed
by a prism, dark bands were observed, as shown in Figure 3.3. Talbot explained
the observed phenomena under the “undulating theory of light”, based upon the
propagation of waves through ether (Michelson and Morley’s experiment [41]
only disproved the existence of ether decades later, in 1887). The scientific com-
munity at the time was deeply divided between supporters of the “undulating”
theory and those supporting the “emission” theory, the latter group considering
that light was in fact propagating as parallel beams and not waves [36].
FIGURE 3.3: The original experiment producing Talbot bands with a white
light source (e.g., sunlight). A thin glass plate is introduced half-way into the
dispersed spectrum, generating dark bands in the observed image. (adapted
fromWoods [36])
Talbot’s explanation proposed that the wavefronts of the light traversing the
glass plate suffered an additional delay, and any wavefronts delayed by an odd
multiple of half-wavelengths would interfere destructively with the light from
the other half of the beam.
However, later that same year, Sir David Brewster (a close friend to Talbot and
a supporter of the opposing “emission” theory) announced at the annual meet-
ing of the British Association for the Advancement of Science [42] that Talbot’s
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theory on the bands was incorrect. He had repeated the experiment with addi-
tional precision by introducing an achromatic telescope configuration between
the dispersive medium and the glass plate, allowing him to control with greater
precision where in the transversal section of the beam the glass plate was being
inserted. With that, Brewster was able to observe that the appearance of the dark
bands in the spectrumwas effectively dependent on which side in the transversal
section of the beam the glass plate was introduced into: the dark bands appeared
when the plate was introduced on the red side of the spectrum (top part of Figure
3.3), but not when it was inserted onto the violet side of the spectrum (bottom
part of the same figure). Brewster attributed this observed behaviour to a “new
polarity” of light [43], but three years later Airy showed that it was no more than
a curious manifestation of diffraction [44].
3.2.1.1 Theoretical background: wavetrain model
FIGURE 3.4: Experimental set-up devised for the observation of Talbot bands
(adapted from Marques [29], based on Podoleanu et al. [37]).
Talbot’s original explanation of the observed phenomena, based on interfer-
ence of the delayed versus un-delayed parts of the beam, is correct. However,
this explanation does not take into consideration the dispersion due to the prism
and how that influences the phase delay for each pencil beam making up the full
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beam profile. Only diffraction fully explains the behaviour observed by Brewster
when the glass plate is introduced halfway into different sides of the oncoming
beam, where bands may or may not be observed.
Consider the experimental set-up depicted in Figure 3.4, where a diffraction
grating is used (instead of a prism as in Talbot’s original experiment). The optical
source employed has a very broad spectrum and therefore a short coherence time,
such as those considered in the previous chapter throughout Section 2.1.2. We
can think of the collimated beam output as a set of N pencil beams which have
travelled up to this point the same path length. A sub-set of those pencil beams
(L set, comprisingM beams, as shown in Figure 3.4) traverses a glass plate with
thickness w; the remaining N −M pencil beams which make up R set then travel
along an optical path shorter by (ng − 1)w in relation to that of the L set, ng being
the index of refraction of the glass plate.
The glass plate can be introduced in various positionswith respect to the prop-
agation direction of the oncoming beam. In Figure 3.5 four cases are considered,
with the plate being inserted on the left (L), right (R), bottom (B) and top (A) side
of the beam. Figure 3.4 shows the L case where the glass plate is introduced on
the left-hand side of the beam as it propagates from the right to the left side of the
page.
If there is no glass plate inserted, each pair of adjacent pencil beams exiting
the diffraction grating (as shown in Figure 3.6) will have a delay between them
given by
D = [a (sin θi − sin θd)] , (3.4)
where θi is the angle of incidence, θd (λ) is the diffraction angle, and a is the grat-
ing pitch. According to Bragg’s law, D = nλ, assuming λ to be the central wave-
length λ0 of the broad spectrum considered and n = 1 (first order), therefore
D = λ0 and the delay between each pencil beam and the next becomes ∆rs = λ0.
We can now generalise this result to all N pencil beams comprising the main
beam, obtaining
rs = (s− 1) [a (sin θi − sin θd)] = (s− 1)D, s = 1, . . . , N. (3.5)
For each wavelength in the spectrum, all pencil beams are diffracted at the
same angle, with the focusing lens L2 directing all of them towards a single point
on the CCD plane. If we now extend this analysis to all the wavelengths within
the spectrum, the full source spectrum extends over the whole CCD.
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(A) “L” case (glass plate intro-
duced on the left side of the
beam).
(B) “R” case (glass plate intro-
duced on the right side of the
beam).
(C) “A” case (glass plate intro-
duced on the top side of the
beam).
(D) “B” case (glass plate intro-
duced on the bottom side of the
beam).
FIGURE 3.5: The four possible glass plate insertion configurations (retrieved
from Marques [29]).
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FIGURE 3.6: Delay between two adjacent pencil beams, α and β, which
amounts to a sin θi − a sin θd, effectively equal to λ0 (adapted from Marques
[29]).
If, however, we now introduce the glass plate according to the L case (as de-
picted in Figure 3.4), we need to not only take into account the delay between
the two sets of pencil beams imprinted by the diffraction grating, but also that
caused by the additional optical path travelled by the pencil beams within the
region where the glass plate was introduced. Let us consider the path length
encountered by the L set (which traverses the glass plate). This yields:
rs = ngw + (s− 1)D, s = 1, . . . ,M (3.6)
The R set of pencil beams does not traverse the glass plate, but given that the
count for the pencil beams starts atM + 1 we need to add an offset ofM × λ0, or
MD:
rp = w + (p− 1)D +MD. p = (M + 1) , . . . , N (3.7)
Effectively, since the two sets of beams are mutually delayed by a net path
difference of (ng − 1)w, then depending on the value chosen for w one should be
able to observe (or not) an interference pattern at the CCD plane. This pattern
is composed of alternating bright and dark bands superposed on the spectral
shape previously obtained, and it is effectively what both Talbot and Bragg no-
ticed experimentally. These bands appear due to constructive and destructive
interference happening between the two sets of pencil beams. Since θd exhibits
a dependence on λ while θi remains constant throughout, at certain wavelengths
one will observe constructive interference and at others the interference will be
destructive, depending on the phase difference accumulated.
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FIGURE 3.7: Visibility of the channelled spectrum for the four different cases
considered in Figure 3.5, versus the thickness w of the glass plate. (adapted
from Podoleanu et al. [37])
As shown in Figure 3.7 (a), the occurrence of the interference pattern depends
on the thickness w of the glass introduced; it is maximum when (n− 1)w =Mλ0,
and drops to zero when (n− 1)w = 2Mλ0.
This behaviour can be explained by employing the wavetrain formalism as
described in [34]. Each pencil beam, prior to its interaction with the diffraction
grating, has a coherence length lc which depends on the properties of the optical
source used. After the diffraction grating, each of these wavetrains is going to
suffer a shift equal to D = λ0 in relation to the previous one, following from
Equations (3.4) – (3.7). This is visible in Figure 3.8 (a), where the glass thickness
is equal to zero (corresponding to no glass being introduced). Since there is no
spatial (or temporal) overlap between the two sets of beams, no interference is
observed.
By changing the glass thickness, the L set of pencil beams is delayed in re-
lation to the R set; consequently, a portion of the wavetrains belonging to it is
now overlapping a portion of those belonging to the R set, thus some modulation
intensity is observed. This is the case illustrated in Figure 3.8 (b), which corre-
sponds to the region with the positive slope between OPDmin andMλ0 in Figure
3.7 (a).
As mentioned above, the interference pattern is maximised when the condi-
tion w(n − 1) = Mλ0 is met; it is evident from Figure 3.8 (c) why, since the two
wavetrains corresponding to the two different sets of beams are completely over-
lapped.
If the glass thickness continues to be increased, the width of the overlapped
region will decrease (Figure 3.8 (d)). Ultimately, if w(n − 1) = 2Mλ0 (it has been
assumed here that the glass window covers exactly half of the transversal beam
profile), the L set is delayed by Mλ0 in relation to the R set (−Mλ0 due to the
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FIGURE 3.8: Schematic representation of the wavetrain overlap after diffrac-
tion for the ”L“ case, assuming the glass window covers half of the beam pro-
file. In all sub-figures, the wavetrains propagate from the right to the left
of the page. (a) glass thickness is equal to zero (i.e., no glass is inserted -
system behaves as a spectrometer); (b) glass thickness ensures the condition
Mλ0 > w(n−1) > 0, corresponding to a point in the positive slope in the graph
in Figure 3.7 (a); (c) glass thickness ensures w(n − 1) = Mλ0, the diffracted
wavetrains corresponding to the two portions of the un-diffracted beam over-
lap completely and the interference pattern has its maximum amplitude value,
as shown in Figure 3.7 (a); (d) when w(n − 1) > Mλ0 a decrease in the in-
tensity of the interference pattern is observed, with it disappearing altogether
in (e), where w(n − 1) = 2Mλ0 and the two wavetrains do not overlap. The
blue wavetrains correspond to the L set of pencil beams and the red wave-
trains to the R set of pencil beams; the green shaded region delimits the region
where the two wavetrains are matched in path length (and thus interference is
observed).
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grating, plus 2Mλ0 due to the additional glass introduced), resulting in no over-
lap between the two wavetrains and consequently no interference, as shown in
Figure 3.8 (e).
This observed behaviour, however, changes depending on the side of the
beam in which the glass plate is introduced, which is what Brewster himself ob-
served.
Let us consider now the ”R“ case (Figure 3.5). The analysis is similar to that
of the ”L“ case, with Equations (3.6) and (3.7) becoming
rs = (s− 1)D + w, s = 1, . . . ,M (L set) (3.8)
rp = (p− 1)D +MD + nw, p = (M + 1), . . . , N. (R set) (3.9)
It is evident from the equations above that, regardless of the value w of the
glass plate thickness, the two sets of pencil beams will never have delays be-
tween them which will allow the two wavetrains to overlap. In other words, if
one again considers the diagrams represented in Figure 3.8, increasing the glass
length moves the R set along the same direction as the L set in the previous case,
hence no overlap will ever be achieved. Therefore, if the glass plate is introduced
on the right side of the beam, no modulation will be observed.
The last two cases, ”A“ and ”B“, are quite similar since the system is assumed
to be symmetric in the z direction (which, in this case, is perpendicular to the
paper surface), which means that the insertion of the glass plate on the top side
of the beam yields the same result as if the plate had been inserted on the bottom
side of it.
These two cases mimic a two arms interferometer in free space, since the por-
tion of the beam traversing the glass plate travels a different optical path than
the other portion which misses the plate. Such a configuration has been used for
measuring the thickness of glass plates [45].
3.2.1.2 Application to a White Light Interferometer
In order to apply the wavetrain model considered in the previous subsection to a
white light interferometer (WLI), let us consider a Mach-Zehnder interferometer
whose configuration is similar to that reported in [33], and which is schematically
represented in Figure 3.9.
For simplicity, and without loss of generality, the sample arm is implemented
in the exact same way as the reference arm, in a transmissive configuration. A
slight difference in optical path length in air, z0, is considered. All the supplying
(stemming from the fibre directional coupler DC) and collecting fibres are exactly
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FIGURE 3.9: Mach-ZehnderWLI for the study of Talbot Bands. DC, fibre-based
2x2 directional coupler; Cref and Csmp, collimators; BS, bulk beam-splitter; DG,
diffraction grating operating in reflection; LA, linear detector array. The two
beams are recombined by a beam-splitter BS. In the top figure, the two beams
are superposed onto each other on their way towards the grating. Inset: (i)
Csmp is moved to the right of its initial position; (ii) Csmp is moved to the left
of its initial position.
matched in length, hence the overall OPD between the two arms of the interfer-
ometer is effectively z0. This path difference introduces a delay between the two
arms, which will termed extrinsic.
In the coupling point of the two arms of the interferometer (the beam-splitter
BS), one is able to shift one of the beam profiles in relation to the other by adjust-
ing the lateral position of collimator Csmp.
If we now focus our analysis on the BS and diffraction grating DG, the two
beams will overlap perfectly on the DG and the dispersed spectra will be focused
on the linear detector array (LA). Following the theory in the previous chapter,
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a modulation whose frequency is proportional to z0 is observed in the spectrum.
This is the case one can observe in conventional SD-OCT.
FIGURE 3.10: Detail of the incidence of the two beams (blue: sample arm; red:
reference arm; purple: overlapping region) on the diffraction grating for the
two positions of Csmp specified in the insets (i) and (ii) of Figure 3.9, with (a)
representing the case where Csmp is moved to the right of its initial position
and (b) the case where Csmp is moved to the left of its initial position.
We will now change the relative position of the projection of the sample arm
beam on the DG by changing the lateral position of Csmp to the left and the right
of its original position. This has been schematically represented in insets (i) and
(ii) within Figure 3.9, respectively.
If we recall Figure 3.6, between two successive pencil beams diffracted by two
neighbouring grating lines, a delay λ0 is created (where λ0 is the central wave-
length of the source). It is possible to relate the number of illuminated grating
lines with the width of the beams, S, since N = S × a (with a being the grating
pitch, normally given in lines per mm). Therefore, the wave diffracted by the Nth
illuminated line accumulates a delay equal to Nλ0. This is termed the intrinsic
delay of the system (caused by the diffraction grating and the relative position of
the two beams), as described in [33–35].
Let us now consider the two positions of the sample collimator, Csmp, and fo-
cus our analysis on the diffraction grating, as shown in Figure 3.10. If we assume
that the observer is positioned to the left of the DG, as shown in Figure 3.10 (a),
then the sample arm beam (in blue) is moved to the left of the reference arm beam
(in red, starting at point D). The sample arm beam starts at point E, which in this
case was chosen to be at the centre of the reference arm beam. According to the
theory presented before (in section 3.2.1.1), this means that the sample arm beam
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exhibits an additional phase delay offset of N/2λ0. Conversely, if the sample arm
beam is moved in the opposite direction by the same amount (as is the case in
Figure 3.10 (b)) this means that the reference arm beam is that which is delayed
by N/2λ0; alternatively, it accumulates a phase delay of −N/2λ0 in relation to the
sample arm beam.
Recalling the ”extrinsic“ delay z0 introduced by the WLI itself (since the two
arms may not be matched in length), the sample wave after diffraction can travel
a different optical path length than the reference wave after diffraction.
Figure 3.11 schematically shows the effect of the wavetrain shift due to both
the ”extrinsic“ delay of the WLI and the intrinsic delay [34] caused by the diffrac-
tion. The intrinsic delay is that which is imprinted between the two diffracted
wavetrains after diffraction, when the glass plate thickness is zero. This intrin-
sic delay, as explained in [34] determines the degree of overlap between the two
wavetrain lengths after diffraction. For the interference to take place, the diffracted
wavetrains must have the combined intrinsic and extrinsic delay within the co-
herence length of the wavetrains after diffraction. The overlap is represented
by the shaded region between the two coloured bars, which represent the set of
wavetrains for each of the beams: the larger the extent of this region, the stronger
the amplitude of modulation observed on the detector plane.
In Figure 3.11, three ”extrinsic“ delays of theWLI are represented for three dif-
ferent relative positions of the two interferometer beams. Starting with the case
where there is no ”extrinsic“ delay (Case 1), in all three settings we are able to ob-
serve somemodulation. However, it is worth noticing that the maximum overlap
between the two sets of wavetrains happens for the case with no separation be-
tween the beams (c1). Also, a symmetric behaviour is observed: the amount of
modulation observed when the two beams are laterally shifted in either direction
by the same amount is similar.
In the second case, a positive ”extrinsic“ delay is introduced in the interferom-
eter. Now, the symmetry no longer holds - in (a2) the intrinsic delay in conjunc-
tion with the extrinsic delay lead to no overlap between the two sets of diffracted
wavetrains, which means that no modulation is observed. On the other hand,
more intense interference is noticed in the case (b2), but not (c2). In other words,
the positive extrinsic delays seem to be favoured in relation to the negative ones in
terms of the strength of the modulation observed.
Lastly, in Case 3 a negative ”extrinsic“ delay is introduced in the interferome-
ter, and now the negative extrinsic delays are favoured - (a3) now has the maximum
modulation since it has the largest overlap, and no modulation whatsoever is
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FIGURE 3.11: Analysis of Talbot Bands in a WLI using the wavetrain model,
for the case described in Figures 3.9 and 3.10.
Case 1: interferometer has no ”extrinsic“ delay (∆ = 0). (a1), sample arm beam
is shifted to the right of its original position; (b1), sample arm beam is shifted
to the left of its original position; (c1) sample arm launcher in the original po-
sition, making the sample and reference arm beams completely superposed.
Case 2: a positive ”extrinsic“ delay is introduced in the interferometer (∆ =
z0, z0 > 0). (a2), sample arm beam is shifted to the right of its original position;
(b2), sample arm beam is shifted to the left of its original position; (c2), sample
arm beam and reference arm beam are completely superposed.
Case 3: a negative ”extrinsic“ delay is introduced in the interferometer (∆ =
z0, z0 < 0). (a3), sample arm beam is shifted to the right of its original position;
(b3), sample arm beam is shifted to the left of its original position; (c3), sample
arm beam and reference arm beam are completely superposed.
The orange-shaded regions define the extent of the diffracted wavetrains
which exhibit interference.
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observed in (b3). It is also worth noticing that (c2) and (c3) exhibit similar mod-
ulation strengths, because the shift between the two diffracted wavetrains is the
same.
3.2.1.3 Signal theory analysis
An equivalent manner of analysing the effect of beam overlap at the diffraction
grating is to employ signal theory, which is the approach taken in [35, 39]. Let
us assume that the beam profiles at the diffraction grating are given by the func-
tions Cs(l) and Cr(l)which respectively represent the power from the sample and
reference arms on each line l of the diffraction grating. References [35, 39] have
shown that the visibility of the signal is determined by the cross-correlation of




Cs(l)Cr(l + z). (3.10)
For simplicity, a normalisation constant has been ignored in the expression
above. We can express Cs(l) and Cr(l) as a function of the actual (physical) lateral








Since a is typically quite small (1/a ∼ 600− 1, 800 lines/mm), we can approx-
imate the summation in Equation (3.10) as an integral, yielding
γ(z) = λ0 (Cs ⋆ Cr) , (3.12)
where ⋆ denotes cross-correlation.
The relation between the equation above and the behaviour shown in the dia-
gram present in Figure 3.11 should now be clear. If the two diffracted wavetrains
completely overlap and present exactly the same FWHM, their convolution yields
a perfectly symmetrical profile for the visibility around OPD = 0.
On the other hand, if one of the profiles is shifted laterally, that will equate to
it being convolved with a Dirac delta at a nonzero position, i.e. C ′(l) = C(l) ⊗
δ (l − l0), with l0 being the amount of lateral shift introduced. By replacing one of
the two C profiles by C ′, one will have γ(z)⊗ δ (l − l0), hence the visibility profile
is also shifted and is no longer symmetric in relation to OPD = 0. This is the case
for sub-figures (b1-3) and (c1-3) in Figure 3.11.




C1: g = 0
C2: g = S/2














FIGURE 3.12: Numerical simulation for the visibilities observed in a conven-
tional spectral-domain white light interferometer and in one employing Talbot
bands effect (graph taken from Marques et al. [46]). In this simulation, the
beams were assumed as top-hats with diameter S = 4mm, with a varying
gap size g between them, expressed as a function of the beam diameter. The
black dashed curve represents the contribution from the resolution limit of the
detector array, as modelled in Equation (3.2).
In Figure 3.12 visibility profiles are simulated for several values of the gap g
between the two footprints on the grating. The beam profiles were assumed to be
flat-tops of width S, and after being correlated they generate a triangular profile
whose location depends on the amount of shifting (gap g introduced) between
the beam profiles. This effect is a more rigorous explanation of the first factor in
the model presented by Hu et al. [32] in Equation (3.2). The shift of the visibility
profile is multiplied with the second factor in Equation (3.2), as shown by the
dashed black curve in Figure 3.12.
3.2.2 Sampling resolution of the line array
Themodel presented above only takes into consideration the effects of the diffrac-
tion grating and the relative position of the projection of the two beams upon it.
As mentioned before, the sampling resolution of the line array also plays an im-
portant part in the overall axial range. The models presented by Hu et al. [32] and
by Häusler et al. [2], do not take into consideration partially overlapping beams
at the diffraction grating plane; moreover, they assume Gaussian profiles for the
beams illuminating the diffracion grating. Hughes [39] has described a gener-
alised expression for the sensitivity decay which combines all effects previously
described; the main conclusions will now be presented here.
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We now consider the interferometric component of the signal as given by
Equation (2.40) in the previous chapter, and assume that there is only one scat-
terer in the sample arm. By doing some additional simplifications (rR = 1, rS =
δ(lS − z0), nS = 1, lS − lR = z0), and concentrating on the cross-interference term
(represented in magenta in Equation (2.40)), we have the spectrum over the linear
array described by:
Icc(k) = S(k) cos (2kz0) . (3.13)
This assumes a linear spectrometer, where the display along the linear array
is proportional to the wavenumber k. If we now consider pixel i in the line de-
tector array, which is centred at position xi, and consider that the projection of
the different wavenumbers onto the detector array is already linear (as shown in
Section 3.2.3, linearisation is a requirement for FD-OCT). Each wavenumber ki is
mapped to a position xi by
ki = Rxi + k0, (3.14)
whereR is the reciprocal linear dispersion (inwavenumbers), and k0 is thewavenum-
ber incident at one end of the detector array (the starting wavelength). By sub-
stituting this into Equation (3.13), we can now represent Icc as a function of each
pixel i in the detector array,
Icc(i) = S(ki) cos (2kiz0) . (3.15)
Effectively, each pixel in the detector array receives the contribution of more
than one grating line. This is linked to the extent of the beam projections over
the diffraction grating; one can introduce a function B(k), termed the point cross
spectral density function, which we assume to be the same for each of the pixels.
Equation (3.15) can then be re-written as:
Icc(i) = cos (2kiz0)
∫ ∞
0
S(k)B (k − ki) dk, (3.16)
or, since the integral effectively defines a convolution in k-space:
Icc(i) = cos (2kiz0) [S ⊗ B] . (3.17)
So far we have assumed that the pixels are infinitesimally narrow, but if we
take them as having a width ∆x, then the intensity that a pixel effectively ”sees“
is given by the integral of the equation above over the wavenumber range in
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question, which is given by R∆x. If we model the shape of the pixel as a rectan-
gular function P (k), we can sample Icc(i) with P (k) (taken as the response of the
system), and the equation is then
Icc(i) = cos (2kiz0) [S ⊗ B ⊗ P ] . (3.18)
As before, by Fourier transforming the intensity one is able to retrieve the
depth profile A(z). Hence,
A(z) = F {cos (2kiz0) [S ⊗ B ⊗ P ]} , (3.19)
and by taking the convolution property of the Fourier transformwe finally obtain
A(z) ∝ δ(z ± 2z0)⊗ (F(S)F(B)F(P )) . (3.20)
This is the general expression for the OCT signal amplitude when a reflector
is present at depth z0. In Figure 3.13 a schematic representation of these terms
is presented. Let us recall from the previous chapter that the axial resolution
is given by the Fourier transform of the spectral density function, F(S) (right-
hand side graph in Figure 3.13 (a1)). By convolving F(S) with the location of
the reflector, which is given by the Dirac delta function δ (z ± 2z0) (as shown in
the left-hand side graph in Figure 3.13 (a1)), one will introduce the effect of the
coherence gate as presented before, which is schematically represented in Figure
3.13 (d).
F(B) and F(P ) describe the fall-off with depth introduced by the spectrometer.
Let us recall Equation (3.12) and apply the Wiener-Kintchin theorem. One can
then express B(k) as [39]:
B(k) = F−1 {γ(z)} = {λ0 (Cs ⋆ Cr)} . (3.21)
In Figure 3.13 (b1) the two beam profiles are depicted. As an approxima-
tion, they have been considered as rectangular functions, which after being cor-
related lead to a triangular profile (Figure 3.13 (b2)), which describes F(B) =
F {F−1 {λ0 (Cs ⋆ Cr)}}. If, as in Figure 3.11 (b1-3) and (c1-3), the two beams had
been shifted in relation to each other, that would have horizontally moved the
triangular profile and created the asymmetry already described, which has been
illustrated in the simulations represented in Figure 3.12.
On the other hand, in Figure 3.13 (c1) the sampling function of the line detec-
tor array is depicted, which has been assumed to be a rectangular function whose
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FIGURE 3.13: Schematic representation of the four terms of Equation (3.20).
See text for details.
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width represents the CCD wavelength pitch∆λ/M , corresponding to a projected
optical bandwidth ∆λ over M pixels, as described in Bradu et al. [47]. If a top
hat function is considered, then the Fourier transform of it leads to F(P ), which
is effectively a sinc function (sinc x = sin x/x).
Finally, the plot of Equation (3.20) is represented in Figure 3.13 (e). Both the
triangular and the sinc profiles influence the axial range of the system, whilst the
optical bandwidth from the source dictates the axial resolution (the width of the
peaks at z = ±2z0).
Equation (3.20) can be further developed by taking into consideration the an-
alytical definitions for both B(k) and P (k), finally arriving at
A(z) ∝ δ(z ± 2z0)⊗
[




Expressing the equation above while considering the irradiance rather than
the amplitude:






3.2.3 Linearisation in ~k
The spectral signal delivered by both spectrometer-basedOCT systems and tunable-
source-based OCT systems does not vary linearly with the optical frequency.
With some errors, the temporal axis of the signal read by spectrometers is pro-
portional to the wavelength. Wojtkowski et al. [6] was the first to report on
the importance of proper wavelength assignment in FD-OCT. As stressed ear-
lier in Subsection 3.2.1.3 it is imperative to have a signal uniformly sampled in
the wavenumber ~k since this is Fourier pair of the depth coordinate z.
In the case of a spectrometer using a diffraction grating in transmission, with
the incident beam normal to the grating (such as the configuration schematically
represented in Figure 3.2), the position x as a function of the wavenumber k can
be given by [39]
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FIGURE 3.14: Representation of the PSF corresponding to a metallic mirror
(assumed to be a perfect reflector) in the sample arm for various OPD set-
tings, for the case with (red trace, right y-axis) and without (black trace, left
y-axis) previous re-sampling of the incoming spectra. This data was produced
with a SD-OCT system based upon a Michelson interferometer, illuminated
by a super-continuum source (NKT Photonics) at λ0 = 830 nm with an optical
bandwidth of 120 nm [48]. The calibration algorithm employed is based on that
reported by Makita [49] and used to process the experimental data throughout
Chapters 5–7.
where L is the distance between the diffraction grating and the linear detection
array, and a is the grating pitch. From this expression it is evident that the pixels
in the detector will not be mapped to a linear distribution in k.
If the incoming spectra after digitisation are Fourier transformed whilst not
being linearly sampled in k, a progressive broadening of the PSF function with
the OPD is to be expected [6], in a way that is not too dissimilar to that observed
when dispersion is present in the system [50], even when a perfect reflector is
employed as the sample. This effect can be observed in Figure 3.14. This shows
a comparison of the PSFs between the cases with (red trace) and without (black
trace) correct previous resampling of the incoming spectra for different OPDs,
with a mirror being employed as a sample. In this case, a wide bandwidth source
(120 nm optical bandwidth centred at λ0 = 830 nm) was used in a SD-OCT system
based on a Michelson interferometer. It can be seen that the peak widths in the
black trace increase with the OPD, i.e. the larger the OPD, the worse the axial
resolution. Due to the peak widening, its height is comparably lower than that of
the data set where previous re-sampling has been carried out, thus diminishing
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the SNR as well. The effect is still fairly visible at lower OPD values as well due to
the fact that there is some uncompensated dispersion in this system, which leads
to a broadening of the PSF, as will be shown in Section 3.3.
To perform the re-sampling operation, several strategies have been proposed
in the literature. Some of them involve hardware-based methods: in 1990, Traub
[51] reported the use of a grism, which is a combination of a diffraction grating
and a prism with opposite dispersion slopes, therefore linearising the dispersed
spectra in hardware. Another method reported by Payne et al. in 2012 [52] em-
ploys a spectrometer equipped with an analogue camera. The camera is clocked
with a data transfer signal suitably chirped to compensate for the non-linearity in
the optical signal distribution along the camera. In this way, the camera outputs
a signal whose time delivery is proportional to ~k.
Spectrometers for OCT based on tilted fibre Bragg gratings have been re-
ported [53]; by modifying the fibre geometry it might be possible (although it
has not been reported yet) to produce an already chirped spectral output which
is then projected onto a linearly sampled detector, removing the need for post-
acquisition re-sampling.
However, hardware-based methods for spectrometer-based OCT configura-
tions have not been widely adopted; most solutions consist of dedicated signal
processing procedures employing previously stored information, normally in-
volving phase extraction along the data array for one or more given OPD values,
when the object is a mirror.
The method employed in the later experimental chapters of this Thesis is
based upon the one reported by Makita et al. [49, 54]. This method employs one
high-visibility channelled spectrum with a single modulation frequency, extract-
ing the phase and using that as a basis to create a set of evenly-spaced phases,
which can then be used to interpolate the incoming data.
As before, the interferometric term can be expressed as in Equation (2.20), with
a dependency on a co-sine function. One can then obtain the phase of this signal
by using either the Hilbert transform or the Fourier transform method [55]. After
re-transforming it back to the detection domain, we have a complex interference
signal I˜ [k (xi)] given by
I˜ [k (xi)] = S [k (xi)]
√
RrRs exp [jφ (xi)] , (3.25)
where k (xi) is the function mapping the wavenumbers into each pixel xi in the
detector,Rr andRs are the reflection coefficients of the reference and sample arms
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respectively, and S [k (xi)] is the source spectrum as a function of the wavenum-
ber. The phase φ (xi) can be expressed as
φ (xi) = 2k (xi) z0 = 2× 2πν (xi)
c
z0, (3.26)
where z0 is the OPD (assuming free space in both arms of the interferometer).
The phase is linearly proportional to the optical frequency ν (1/λ = nν/c, with
n = 1 in this case), which is in turn a function of the pixel index xi. Given this
dependence, the newly generated set of evenly-spaced points, x′l, has to sample φ
as a linear function. Inverting the function φ (xi) and fitting it with a polynomial
leads to a series representation of the pixel as a function of the local phase φi:




i + . . . (3.27)
Re-sampling requires inference of the set of parameters { a0, a1, a2, a3, . . . }.
These parameters can be obtained by fitting. Once known, then they can be used
to generate a regularly-spaced set of re-sampled locations, x′l,
x′l = a0 + a1 (φ0 + l∆φ) + a2 (φ0 + l∆φ)
2 + a3 (φ0 + l∆φ)
3 + . . . , (3.28)
where ∆φ is the phase step between each array element, and l is the array in-
dexing variable. The saved set of evenly-spaced points for the pixel locations x′l
is then used for each acquired spectrum to perform an interpolation prior to the
FFT operation. The interpolation operation allows the re-sampling of data from
the original domain xi to a corrected set in the domain x′l, stepped equally in
wavenumber.
This interpolation can be carried out with many different algorithms, with the
spline one being used on the data in the experiments described in this Thesis.
The algorithm choice was a purely empirical one, selecting the algorithm which
provided a more consistent axial resolution throughout the whole axial range.
One must stress the fact that this method may fail (or under-perform) for a
large dispersion mismatch left uncompensated-for in the system. This mismatch
introduces depth-dependent non-linearities in the interferometric phase, thus the
assumptions taken before (in Equation (3.26)) are no longer valid. This is the case
observed in the re-sampled data presented in Figure 3.14, where the peak widths
are still increasing with depth, even after the re-sampling procedure has been
applied. It is possible to compensate that mismatch either partially or fully, as
shown in the next section.
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A totally different signal processing technique for the spectra at the interfer-
ometer output, Master-Slave Interferometry, has been reported by Bradu et al.
[56] and enhanced by Rivet et al. [57]. This method involves no hardware com-
pensation techniques, instead relying on a comparison operation of the currently
acquired spectra against a database of pre-recorded spectra. The comparison op-
eration is based on correlation [58] or on a modified, faster, simplified correla-
tion algorithm [56]. Since both entities to be compared (correlated) have been
recorded with the same dispersion properties and by the same detector array
(with the same non-linearity in ~k) it is possible to directly achieve the theoreti-
cally expected axial resolution without the need for any compensation.
3.3 Dispersion effects in interferometer systems
The analysis carried out in Sections 2.1.2 and 2.1.3 of Chapter 2 does not take into
account any material dispersion mismatch between the two interferometer arms.
This introduces a group velocity dispersion (GVD) mismatch which leads to the
broadening in the width of the interferometric autocorrelation function [59].
In Chapter 2 the propagation constants βR and βS were Taylor expanded ver-
sus wavenumber k around ω = ω0, with only the terms up to the first order being
retained. By including the second-order term into the series development, this
takes into account the GVD:
β(ω) = β (ω0) + β˙ (ω0) (ω − ω0) + 1
2
β¨ (ω0) (ω − ω0)2 +O (ω − ω0)3 , (3.29)
where the dot denotes a derivative operation in relation to ω and O (ω − ω0)3
denotes higher-order terms. Let us now assume that a GVD mismatch is due to
an accumulated length L of the OPD in addition to a first-order group delay given
by a path length difference 2∆l. The phase mismatch can be written in a similar
form to that of Equation (2.11):
∆φ(ω) = β (ω0) (2∆l) + β˙ (ω0) (ω − ω0) (2∆l) + 1
2
∆¨β (ω0) (ω − ω0)2 (2L) , (3.30)
where the higher-order terms have been omitted for clarity, and ∆¨β (ω0) = β¨S (ω0)−
β¨R (ω0) is the GVD mismatch between the two paths of the interferometer. If the
material dispersion is perfectly compensated-for in the interferometer, then this
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term disappears (since L = 0) and the series development reduces to that pre-
sented in Chapter 2.
Inserting Equation (3.30) into the expression for the detected photo-current ID










∆¨β (ω0) (ω − ω0)2 (2L)
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A similar approximation to that carried out in Section 2.1.3 can also be taken.
Assuming a Gaussian-shaped spectrum (Equation (2.17)) and remembering the
uncertainty relation between the standard deviations in the two domains (στ time










exp [−jω0∆τp] . (3.32)
Let us compare the equation above with Equation (2.19). The width of the
Gaussian envelope is now given by the complex-valued parameter Γ(2L), which
is defined as
Γ(2L)2 = σ2τ + j∆¨β (ω0) 2L. (3.33)
Following Hee’s notation [59], a dispersion parameter τc can be defined as
τc =
√
∆¨β (ω0) 2L, (3.34)















By using this expression for Γ(2L) in Equation (3.32) it is now evident that a
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Assuming a GVD of ∆¨β = 350 fs2/cm for a fused silica fibre at 800 nm [59, 60]
and a typical resolution of ∆l = 10µm, achieved by an OCT system operating at
the said wavelength, στ = 28 fs. Therefore, a mismatch of more than 2L = 1mm
is enough to double the width of the coherence-limited Gaussian envelope.
A GVD mismatch also has an impact on the phase of the signal, since the
parameter Γ(2L) is complex-valued. The phase of the expression in Equation
















Considering again the identities in Equations (2.14) and (2.15), and by differ-
entiating the phase with respect to ∆l, one can quantify the amount of chirping












With no material dispersion, the spatial frequency of the fringes varies lin-
early with ∆l (the value of the derivative is constant and equal to 2β (ω0)). On
the other hand, τc 6= 0 will turn this expression into a non-linear relation which
depends on ∆l, introducing a chirp in the fringe distribution. Having a chirped
channelled spectra means that some of the methods presented in the previous
section to linearise the spectra in ~k will fail; hence it is paramount that the ma-
terial dispersion is perfectly compensated for in OCT systems, especially those
illuminated by sources with larger optical bandwidths.
Enlarging the width of the Gaussian envelope impacts the peak height, ul-
timately diminishing the SNR of the output signal. The decrease in the photo-
current amplitude can be described by [59]







1 + (τc/στ )
4
. (3.40)
From Equation (3.40), the reduction in amplitude scales with the square root
of the broadening factor, defined as the ratio τc/στ between the dispersion param-
eter τc and the (unbroadened) standard deviation in the temporal width στ . If the
dynamic range is quantified in terms of optical power, then an additional power
of two applies in the equation above, and the dynamic range scales linearly with
the broadening factor [59].
3.3.1 Dispersion compensation mechanisms
The simplest way to compensate for the material dispersion mismatch in the sys-
tem is to employ the exact same optical components in both arms [61]. A spectral
scanning delay line employing a diffraction grating can also be used to provide
dispersion compensation concurrently with group and phase delay scanning [62].
As a different procedure, mentioned in the previous section, the Master-Slave In-
terferometry (MSI) method [56–58] can be used, since it is tolerant to dispersion
in the interferometer and avoids the need for compensation altogether.
However, these techniques are only applicable if the dispersion mismatch is
stable - in case of any dispersion variability, then the system needs to be read-
justed. When using MSI, new sets of masks need to be acquired. The problem
is even more complex if the sample is dispersive, in which case dispersion varies
with the depth interrogated in the sample. Dynamic, depth-dependent numerical
dispersion compensation [63] is possible however, since one is able to access the
fringes of the interferometric signal [61].
When performing retinal imaging, it is commonplace to insert a cuvette of
25mm of water in the reference arm to compensate for the dispersion introduced
by the ocular medium (namely, the vitreous humour filling up the ocular globe),
since it has been shown [64] that the dispersive properties of water mimic those
of the vitreous humour. Compensating for the dispersion due to the vitreous
humour is more critical for obtaining high axial resolution than balancing the
dispersion of the system itself [60].
Chapter 3. Spectral-domain Optical Coherence Tomography: Technologies and
Methodologies 63
3.4 Imaging in OCT systems
In order to perform imaging, the OCT beam probing the sample is scanned over
it; alternatively, in a variant of OCT called full-field OCT [65], a collimated beam
illuminates the sample and the resulting interferometric signal is detected by a
two-dimensional camera, thus removing the need for scanning the beam. The
full-field concept is also applicable to spectrometer-based OCT systems by us-
ing line illumination [66], in which case a 2-D camera can be used to deliver a
B-scan image. Another method reported by Hüttmann’s group [67] employs a
swept-source in conjunction with a high-speed (> 60, 000 fps) 2-D camera to ob-
tain volumetric information without any scanning.
Scanning the probing beam over the sample is normally achieved with gal-
vanometric scanners (galvo-scanners) or resonant scanning mirrors (these allow
higher scanning speeds [68] but are less versatile due to the fixed resonance fre-
quency). Moving the samplewith a 2-D translation stagewhilst keeping the prob-
ing beam stationary is another option, especially when increased transversal res-
olution is required, since the aberrations present are the same for all lateral pixels
in the image.
In this section, different imagingmodes are presented, alongwith the specifics
of optical design of the interface optics in the sample arm, depending on the par-
ticular application of the OCT system in question.
3.4.1 Imaging modes
FIGURE 3.15: Imaging regimes used inOCT. (a), depth priority; (b), transversal
scanning priority. Inset: representation of the different scanning axes.
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Possible different scanning strategies to be employed in OCT imaging are rep-
resented in Figure 3.15. Sub-figures (a) and (b) represent the two priority modes:
(a) depth priority mode (the depth profile is acquired prior to the transversal
scan), and (b) transversal scanning priority mode (depth is fixed at a specific
value and the transversal profile is being either 1- or 2-D acquired).
Let us assume that a dual scanning head is employed. One of the two scanners
(the line scanner) is driven faster than the other, drawing a line over the surface of
the sample. The other scanner only shifts the beam in a direction perpendicular to
the line once the movement over the line has been completed. This is represented
in the inset within Figure 3.15; for this case, x (horizontal) is the fast scanning axis
and y (vertical) is the slow one.
With the advent of fast spectrometers and tunable sources, the transversal
scanning priority mode lost ground, as the depth profile is acquired in a single
spectral read (or source sweep), hence the depth is always prioritised.
A single depth scan is called anA-scan (”A“ for amplitude, which corresponds
to a reflectivity profile in depth). This is a one-dimensional structure, correspond-
ing to a specific position of both the line and the frame scanner (for a selected lat-
eral pixel). Another one-dimensional structure is the T-scan (”T“ for transversal,
which corresponds to a transversal reflectivity profile). A T-scan is obtained at
a constant depth, with one of the two transversal scanners providing the move-
ment and the other one remaining stationary. There is also the possibility of a
constant-depth T-scan using both lateral scanners, where the beam is scanned cir-
cularly or elliptically over the target, for instance by applying signals with similar
frequencies but with a phase difference of π/2.
A B-scan (”B“ for brightness) is a bi-dimensional slice of the object, where one
of its axis is always the depth coordinate. One can build a B-scan out of a series
of adjacent A-scans (along the fast scanner’s direction of movement), creating in
that way a B(A)-scan. It is also possible to build a B-scan out of a series of adjacent
T-scans acquired at different depths, creating a B(T)-scan. Fundamentally, these
two structures represent the same information, albeit constructed differently.
It is also possible to obtain constant depth frames which represent a cross-
section of the sample being imaged. These structures are called C-scans, and are
normally composed of multiple T-scans stacked together, forming a C(T)-scan.
Three-dimensional volumes of data can also be produced by stacking together
series of B(A)- or C(T)-scans. As soon as a full volume is acquired, this may be
cut along any desired direction to provide any of the structures listed above, or
any other customised slicing desired.
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3.4.2 Lateral resolution considerations
FIGURE 3.16: Effect of the numeric aperture (NA) of a lens on the confocal
(Rayleigh) range and on the spot size w0 (adapted from Marques [29]). Con-
sidering the same value of f , the black and red traces have different aperture
values depending on different beam diameters which in turn influence zR and
w0.
Both high lateral resolution and large depth of focus are important parameters
to consider when designing an OCT imaging system. Unfortunately, these two
parameters are inversely related - increasing the lateral resolution will involve
employing larger NA interface optics, which will in turn diminish the depth of
focus. This can be appreciated in the diagram within Figure 3.16, where two
beams traversing optics with different NA are represented.
If we assume that the beam illuminating the sample is Gaussian, we can define








where w0 is the beam waist at the focus (located at distance f from the lens) and
λ is the wavelength.
The Rayleigh range is defined as the distance between the focal point (where
the beam waist is equal to w0) and the point where the waist becomes
√
2w0.
Again, for a Gaussian beam the dependence of the waist size w(z) on z (the axial





















At a large distance (z/zR ≫ 1), w increases linearly with z, hence it is possible





We can relate θd with the NA of the interface optics, since NA = sin θd [70].
For low NA, the beam will diverge less (θd will be smaller), hence for the same f
we shall have a larger w0, hence a larger diffraction-limited spot size (which will
decrease the lateral resolution). On the other hand, since zR ∝ w20, the depth of
focus increases. Conversely, if a better lateral resolution is desired, higher NA
optics are necessary, which narrows w0 but necessarily decreases z0.
In TD-OCT a technique known as dynamic focus [71] can be used to preserve
the same lateral resolution irrespective of depth. However, dynamic focusing is
not possible to implement in FD-OCT systems, since the whole depth profile is
acquired in a single spectral read. To compensate for this problem, three possible
solutions have been proposed. (i) division of the object beam into several axially
shifted optical apertures, each with a different focus position [72]; (ii) Gabor fu-
sion [73], where the acquisition is repeated for a number of foci adjustments; and
(iii) numerical refocusing with lensless imaging [67].
3.4.3 Optical design for the sample arm
In Figure 3.17 three different sample arm designs are represented. In (a) the whole
optical assembly is translated, allowing the beam to be scanned over the region
being studied. Alternatively, the sample can also be translated in relation to the
optical system, achieving the same effect.
On the other hand, both (b) and (c) involve the use of one (or two) scanning
mirrors, which can be attached to a galvanometric or resonant scanner. The main
difference between them is the kind of sample they are designed to image. Con-
figuration (b) is the standard scanning microscope configuration, in which the
beam is scanned over the surface of the objective lens, creating a raster pattern
over the surface. However, such a configuration would not work when perform-
ing retinal imaging, since the human eye has a fairly limited aperture (< 7mm)
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FIGURE 3.17: Different sample arm designs for OCT systems. (a): the optical
system or the sample are physically translated in relation to each other; (b):
the sample arm beam is scanned across the objective lens, which in turn scans
the spot over the sample surface; (c): modified sample arm configuration for
retinal scanning, where the beam pivots through the eye’s entrance pupil.
and the span of the region of interest in the retina exceeds 1 cm.Hence, a telecen-
tric configuration is employed, which ensures that the beam pivots through the
entrance pupil instead of scanning over it. This is the configuration employed
by the system described in Chapter 5 (and reported in [74]). To reduce the beam
diameter at the pupil, the two lenses can have different focal lengths.
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OCT can be regarded as a mature technology, having been already deployedcommercially in some key areas, namely in the ophthalmic field. One of the
fundamental aims of this Thesis is the development of additional OCT functional-
ity. This chapter refers to polarisation-sensitive OCT (PS-OCT), which allows the
measurement of the polarimetric properties of samples, namely their retardation
and neutral optical axis orientation.
PS-OCT is often described as a contrast-enhancing technique [1] in OCT biomed-
ical imaging, allowing one to distinguish between different types of tissue in
ways that intensity-based OCTmethods cannot [2]. More recently, there is a trend
towards quantification of the polarimetric information; PS-OCT has gone beyond
providing simply additional contrast to supplying more information on the mor-
phology and composition of the tissue being imaged.
The polarisation state of the light can be affected by several light-tissue in-
teraction mechanisms: birefringence, diattenuation and depolarisation. As pre-
sented below, not all of these mechanisms can be identified with PS-OCT.
Several kinds of tissues within the human eye (such as the corneal stroma, the
sclera and the retinal nerve fibre layer) as well as muscle fibres, tendons, nerves,
bones, cartilages and teeth are known for exhibiting birefringence [3]. As such,
PS-OCT has been employed in many different applications, including anterior [2,
4–7] and posterior eye imaging [2, 8–11], skin imaging [12–15], burn depth and
thermal damage assessment [16–20], dental imaging [21, 22], and atherosclerotic
plaque characterisation within blood vessels [23–25].
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A material is said to be birefringent if the real part of its refractive index is
polarisation state-dependent [26], which causes an anisotropy in the propagation
velocities of the waves corresponding to the different polarisation states. If we
consider a linear, uniaxial, birefringent mediumwith a refractive index difference
∆n between the two transversal directions (one parallel and another perpendic-
ular to the optical axis of the material 1), a phase retardation δ is created between





where z is the distance travelled through the medium, and λ is the optical wave-
length. This phase retardation ultimately introduces a change in the polarisation
state of the beam, which can be ultimately quantified by the PS-OCT system.
Knowing the propagation length and having the phase retardation measurement
enables quantification of the material birefringence.
As mentioned, a number of human tissues, such as tendon, muscle, nerve,
bone, cartilage, teeth, and the retinal nerve fibre layer (RNFL) [28], are known to
exhibit form birefringence [29], since these are laid out as organised linear struc-
tures [26].
If, however,∆n exhibits an imaginary component (as mentioned in the begin-
ning of Chapter 2), a differentiated attenuation arises between the two orthogonal
states. This property is termed diattenuation, quantified by a parameter denomi-
nated similarly as diattenuation d, that can be expressed by the ratio [30]
d =
P 2⊥ − P 2‖




where P⊥ and P‖ are the amplitude attenuation ratios of the electric fields per-
pendicular and parallel to the optic axis of the material, respectively. One can
easily obtain these ratios Pi from the imaginary part κi of the (complex) index of
refraction n˜i = ni + jκi [26],
Pi = e
−2piκiz/λ, (4.3)
1The optical axis of a uniaxial material is defined [27] as the direction of propagation along
which a beam of light suffers no birefringence effects.
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where z is the distance travelled through the diattenuating medium. Unlike bire-
fringence, the amount of diattenuation does not scale linearly with the distance
travelled, the above equation describes an exponential relation.
Lastly, a material can also alter the state of polarisation of light by changing
its degree of polarisation (DoP). This parameter, which can vary between 0 and
1, determines how polarised the beam of light is - in the extreme case where the
degree of polarisation is zero the polarisation state is completely random, which
is the case after many accumulated scattering events [31]. Conversely, a fully
polarised beam has a DoP equal to one.
To mathematically describe the states of polarised light and the mechanisms
influencing them, one can use either the Jones [32] or the Müller-Stokes formal-
ism. The former relies on amplitude measurements of the EM field, whilst the
latter employs irradiance (intensity) measurements, providing a complete repre-
sentation of the polarisation properties of light. It is possible to shift from the
Jones to the Müller-Stokes formalism but the reverse is not possible, since the
Jones formalism is unable to quantify the depolarisation of the light, and thus
part of the information provided under the Müller-Stokes formalism would be
lost. The Jones formalism applies to totally polarised light only.
PS-OCT can measure some of the properties listed above, albeit with some
limitations, due to the fact that:
• OCT is a coherent method, therefore it cannot quantify the irradiance of the
(incoherent) returned signal. This renders OCT unable to measure the de-
polarisation introduced by the medium.
• OCT is based on the selection of ballistic (single scattered) photons. With
this in mind, any circular retardance or diattenuation introduced by the
tissue will not be detected, since any sample arm design is necessarily a
round-trip configuration.
• Also due to the round-trip configuration, any possible measurement of the
retardance or orientation of the optical axis of the sample will be of its over-
all contribution; that is, if one wants to isolate in depth individual contribu-
tions of the different materials in the sample, complex computational meth-
ods are required [8, 33–37].
With these limitations in place, any sample analysed by a PS-OCT system
must be considered as a linear retarder/diattenuator. Given the coherent nature
of OCT imaging (relying on low-coherence interferometry), an amplitude-based
representation of the polarisation states is obtained that can only account for fully
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polarised states, hence the need to employ the Jones formalism. It is possible to
extend the theoretical model to the Müller-Stokes formalism (usually referred to
as Jones-Müller in the literature), but no information on the DoP can be inferred -
thus, the degree of polarisation measured is always going to be equal to one, even
if the medium is effectively depolarising. Incoherent methods, on the other hand,
yield the Stokes vectors directly and are therefore able to give a measure of the
DoP; however, these do not allow depth sectioning as possible in OCT imaging
through coherence gating.
It is possible to quantify how uniform the medium is in terms of its polari-
metric properties by employing a metric defined as the degree of polarisation
uniformity (DoPU) [38] which relies on performing a spatial averaging of the
Stokes vectors within a region. It has been hinted by Götzinger et al. [38] that
this property has relations to the degree of polarisation which can be measured
with incoherent methods, although some care has to be taken into resolving any
ambiguities that may arise from its computation from a single polarisation state
[39]. This will be briefly mentioned in Section 4.1.2.
In the following section, a brief introduction to Jones formalism is presented,
using as an example the first PS-OCT system reported [40] (by Hee et al. in 1992),
with the theory behind its operation being extensively covered in a book chapter
by Hitzenberger and Pircher [28]. This will be followed by a short introduction
to the Müller-Stokes formalism, namely on how one is able to apply such for-
malism to a coherent method such as OCT, and what kind of additional sample
polarimetric information it provides.
4.1 Mathematical formalism: Jones vectors and ma-
trices
As previously mentioned, the Jones formalism can be applied to the calculation
of polarisation states of fully polarised beams (it cannot accommodate partially
or completely unpolarised light).
Let us consider a beam linearly polarised along yˆ (the hat in yˆ denotes a
unitary vector along the y-direction), . Its electric field is given by E˜ = E˜yˆ =
E0 exp(jωt)yˆ
2, where E0 is the field amplitude3, and ω is the angular frequency.
In Jones formalism, one employs a complex-valued columnmatrix to describe the
2In this chapter, bold font represents vector notation, and the tilde (∼) a complex number.
3For simplification purposes, we shall ignore the oscillating term and setE0 = 1 in the analysis
that follows.
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two orthogonal polarisation states (which in this case are defined along xˆ and yˆ).







The above column matrix is a Jones vector, and it fully describes the polarisa-
tion state of the light (minus the limitations already mentioned). Any modifica-
tion in the polarisation state of the light can be formally expressed by a product
of a 2× 2 (also complex-valued) matrix by the column matrix. The square matrix
(defined as a Jones matrix) describes the polarisation response of the optical ele-
ment being considered. In the case where many optical elements are considered,
one can simply calculate the product of the various Jones matrices, ordered in the
direction of the propagation of the light beam.
A few examples of Jones matrices for polarisation elements can be found in
Appendix B. As an example (taken from [41]), the Jones matrix of a general linear
retarder of retardation δ and fast axis orientation θ is given by
Jret(δ, θ) =
[
cos2 θ + sin2 θ · exp (−jδ) cos θ · sin θ · (1− exp(−jδ))
cos θ · sin θ · (1− exp(−jδ)) cos2 θ · exp(−jδ) + sin2 θ
]
. (4.5)





1− j 1 + j
1 + j 1− j
]
(4.6)




1− j 1 + j















Calculating the difference between the two phasors corresponding to the or-
thogonal components, leads to j, or a phasor angle of π/2. This means that one
of the components is π/2 ahead of the other, which describes a specific elliptical
polarisation state where the axes of the ellipse correspond to the axes of the ba-
sis considered. Moreover, since the moduli of both orthogonal components are
equal, this Jones vector describes a circular polarisation state.
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FIGURE 4.1: Schematic representation of the first PS-OCT set-up reported,
adapted from Hee et al. [40]. NPBS, non-polarising beam-splitter; PBS,
polarisation-sensitive beam-splitter; Pol, linear polariser oriented along yˆ;
QWP1-2, quarter-wave plates (QWP1 oriented at 45o in relation to yˆ, QWP2
oriented at 22.5o in relation to yˆ); RM, reference mirror; L, lenses forming the
telecentric retinal scanning configuration.
4.1.1 First PS-OCT system (1992)
Figure 4.1 shows a schematic representation of the first PS-OCT system, as re-
ported by Hee et al. [40]. This uses a Michelson interferometer in a time-domain
configuration; however, many of the systems that followed (including those pre-
sented in Chapter 7) share similar traits with this configuration.
The system is illuminated by a low-coherence source, a SLD in the case of
the paper described. It is important to ensure a single, linear input polarisation
state, hence a linear polariser Pol (oriented along yˆ) is placed immediately after
the optical source output.
Light is then split between the two arms of the Michelson interferometer us-
ing a non-polarising beam-splitter (NPBS). It is important to illuminate the sam-
ple with circularly polarised light, since it ensures that the measurement of the
sample retardation is independent of its optical axis orientation [28]. A circular
polarisation state can be attained by using a quarter-wave plate (QWP1) oriented
at 45 degrees in relation to yˆ, as mentioned in Section 4.1 in Equation (4.7). The
rest of the sample arm design is similar to that employed for retinal imaging,
which has been presented in Section 3.4.3.
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When the sample interacts with the circularly polarised light, typically the
polarisation state will shift from circular to elliptical, since an additional phase
shift is introduced between the two orthogonal components. If the sample is
assumed to be a linear, homogeneous retarder, with a retardation δs(z) and an
axis orientation θs (which is considered constant with depth), the reflected electric




JQWPret · Jret (δs(z), θs) ·
√











exp (−jδs(z)) cos δs(z)
− exp (−j (δs(z) + θs)) sin δs(z)
]
· exp (−j2k0zn¯) ,(4.9)
where z describes the distance from the top of the sample to a scattering centre
within the sample, and n¯ is the mean index of refraction (comprising the ordinary
and extraordinary beams). δs(z) is described as in Equation (4.1). For simplicity
and without loss of generality, the distance from NPBS to the top of the sample is
considered in air, matched by a similar length in the reference path.
In the reference arm another quarter-wave plate is used, oriented at an angle
of 22.5 degrees with the vertical direction yˆ. The combined effect of traversing this




















where the factor 1/2 appears due to the reduction in power caused by traversing
the non-polarising beam-splitter twice. It is assumed that the reference arm path
matches that between NPBS and the sample surface, hence no exponential term
is considered.
After recombination at the beam-splitter NPBS, the beams from the two arms
of the interferometer interfere. They travel to the polarisation-sensitive beam-
splitter PBS where the two orthogonal components of the interference signal are
separated and sent to two detectors, corresponding to the vertical and horizontal
polarisation channels, AV and AH , respectively. Given that the polarisation state
Chapter 4. Polarisation-sensitive OCT systems 83
of the reference beam is oriented at 45 degrees with the vertical axis yˆ, this ensures
an equal reference power for the two channels. The interference terms in each
channel are given by [28]
AH,V (z,∆z) = AH,V ;0(z,∆z) · cos [φH,V (∆z)] , (4.11)
where AH;0 and AV ;0, the envelopes of the interference signals caused by a single














· sin [δs(z)] · |γ(∆z)| (4.13)
and the phases for each of the components (again, depending on z) are respec-
tively given by
φH(∆z) = 2k0∆z (4.14)
φV (∆z) = 2k0∆z + π − 2θs, (4.15)
with ∆z = zn¯ being the OPD between the two arms, and |γ(∆z)| describes the
coherence gate profile, as presented in Section 2.1.3. In the pair of equations above
the common phase term jδs(z) has been omitted.
In order to obtain the sample reflectivity distribution with depth R(z) and the
net retardance distribution δs(z), it is only necessary to work with the envelopes
of the two functions AH,V , AH;0 and AV ;0. Supposing that a coherence function
of infinitesimal width is considered (i.e. |γ(∆z)| is nonzero for ∆z = 0 only), as
done in [28], it is then allowed to omit the dependence on∆z in the equations for
R(z) and δs(z):
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Additionally, the orientation of the optical axis θs can be extracted by analysing
the phase difference between the two signals, φH − φV :
θs = (π − φH + φV )/2. (4.18)
In the original paper on PS-OCT [40] no measurement of the orientation of the
optical axis has been reported. TD-OCT makes it more challenging to obtain it
since one does not have direct access to the phase of the interferometric signal.
There have been techniques reported in the past which allow for the phase recov-
ery in TD-OCT (and thus allow the measurement of the orientation of the optical
axis), namely by employing lock-in demodulation [5] or by using the analytic
continuation enabled by the Hilbert transform [43]. Frequency-domain methods,
however, allow for a direct retrieval of the phase information, since the inverse
Fourier transform of the real-valued interferogram is already a complex-valued
signal:
F−1 {IH,V (k)} ∝ AH,V ;0(z) exp [jφH,V (z)] , (4.19)
with IH,V (k) being the intensity distribution of the interferogram in the k-domain
in the two (horizontal and vertical) detection channels. For simplicity, not all
terms which were presented in Equation (2.44) are represented in the equation
above, but just the cross-interference term, which depends on the contributions
of both arms of the interferometer.
4.1.2 Additional information: Stokes parameters andMullerma-
trices
The Jones formalism, as mentioned before, only models completely polarised
light (ie, with a degree of polarisation equal to 1). Hence, the Jones formalism is
not applicable to partially polarised or completely depolarised light; for the same
reason, processes leading to depolarisation cannot be modelled (and measured)
using the Jones formalism.
It is possible to address these shortcomings with theMüller-Stokes formalism,
which involves quantities based on transmitted irradiance [27], not on coherent
interference; in this way it is possible to access the individual beam irradiances
without the influence of the interference [26]. This formalism is usually referred
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to as incoherent precisely for this reason, and given that it is not reliant on inter-
ference it is able to quantify depolarisation effects.
According to the treatment in Bohren and Huffman [44] and summarised by
Park and de Boer [26], one can describe the polarisation state of the light using
a set of four elements resulting from specific irradiance measurements, which
when combined can completely and unequivocally describe the polarisation state
of the light. Assuming that a set of perfect polarisers is used to isolate the two































where 〈. . . 〉 denotes a time average, and E⊥,‖ denote the detected electric fields
corresponding to the two orthogonal positions of the linear polariser performing
the analysis in each of the cases.
The first parameter, I , describes the overall irradiance of the beam. This is
the time-averaged value that one would obtain if no analysers were placed in the
path of the beam.
Parameter Q defines whether the polarisation state is oriented vertically or
horizontally, since it takes the difference between the irradiances obtained for the
case where the polariser was oriented vertically or horizontally.
The above parameter may quantify the amplitude of the electric field on each
orthogonal polarisation state, but does not specify anything about the phase dif-
ference between these states. This is achieved by parameters U and V, where U
enables the complete characterisation of a linearly polarised beam (together with
Q) by performing a similar measurement to that in Q but with the analysers ro-
tated by 45 degrees. Parameter V can be measured by using a pair of circular
polarisers with opposite handednesses. Therefore, Q and U describe linear po-
larisation states in planes rotated by 45 degrees between them, whereas the V
parameter describes circular polarisation states.
This set of parameters can be visualised in a 3-D representation by means of
the Poincaré sphere [46], which is shown in Figure 4.2. Points on the sphere sur-
face describe linear, circular, or elliptical polarisation states; these are, however,
fully polarised (as long as their corresponding Stokes vectors lie on the surface
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FIGURE 4.2: Representation of the polarisation states on the Poincaré sphere,
adapted from [45]. The extreme cases of each parameter (Q,U,V) are repre-
sented on the sphere. Q = ±1 describe linearly polarised light oriented along
the principal axis. U = ±1 is a similar description to the previous one, but with
the principal axes rotated by 45 degrees. V = ±1 describe circularly polarised
light with left- or right-handedness.
of the sphere). Partially polarised light descriptions lie within the sphere; effec-
tively, the degree of polarisation DoP mentioned at the beginning of this chapter
can now be described as
DoP =
√
Q2 + U2 + V 2
I2
. (4.21)
From the equation above, it can be seen that both the polarised and unpo-
larised parts of the light contribute to the overall irradiance I ; however, only the
polarised parts are present in the remaining parameters of the Stokes vector. For
partially polarised light, then |I| >
√
Q2 + U2 + V 2, and the DoP is less than 1.
Complete unpolarised light has Q = U = V = 0, or a zero DoP, which corre-
sponds to the centre of the Poincaré sphere.
Measuring Stokes parameters using PS-OCT
In order to measure the Stokes vector elements with a PS-OCT system, at first
glance one needs to carry out a series of measurements according to the defini-
tion of each of the parameters (I, Q, U, V). It is, however, possible to determine
the Stokes vector from a two-channel measurement such as that presented in [40],
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provided that the phase information is also present, as mentioned in the previous sec-




















Using Stokes formalism, it should be possible to calculate the degree of po-
larisation, according to Equation (4.21). However, one must remember that OCT,
being a coherent method, only measures the light reflected from the sample arm
that interferes with that from the reference arm - hence, by application of Equa-
tion (4.22) unity is obtained for all the degrees of polarisation calculated.
Therefore, a more useful quantity can be derived, the degree of polarisation
uniformity (DoPU) [28, 38]. This metric is obtained by averaging the adjacent
Stokes vectors on a moving window - if the Stokes vectors corresponding to the
pixels within that region differ considerably between them (even if they are all
on the surface of the Poincaré sphere, as shown in by the blue dots in Figure
4.3), the end result after averaging them is a vector which sits inside the Poincaré
sphere, having length that determines a DoPU < 1. Götzinger et al. [38] have
conjectured that there is a link between the depolarisation properties of the sam-
ple and the DoPU metric; however, a DoPU < 1 can be achieved even with a
non-depolarising sample. In 2000 Jiao et al. [47] reported on a Jones-Müller PS-
OCT system which yielded a metric of DoPU by adjacent averaging; they have
obtained values of DoPU under 1 when imaging a liquid sample (intrallipid solu-
tion at different concentrations), with an increase in the concentration producing
a faster apparent depolarisation. A conjecture was then presented explaining this
result as being caused by the Brownian motion of the scattering particles and the
signal averaging during data acquisition. Moreover, Lippok et al. [39] have noted
the fact that the DoPUmetric, when carried out with a singular polarisation state,
is heavily dependent on the sample retardation, diattenuation and orientation of
its depolarisation axes, which means that a contribution from the depolarisation
alone cannot be decoupled from the rest, unless some prior assumptions are con-
sidered for the sample in question.
It is possible to describe the Stokes vector of a partially polarised wave SPP as
the sum of a vector SFP representing a fully polarisedwave (with I =
√
Q2 + U2 + V 2)
with another vector Sdepol representing the amount of depolarisation present:
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FIGURE 4.3: Schematic representation of the calculation of the DoPU using
several Stokes vectors on the Poincaré sphere, corresponding to adjacent points
in the OCT image. From (a) to (b) the uniformity of the Stokes vectors de-
creases, with a resulting decrease in the degree of polarisation uniformity
(length of the averaged Stokes vector, represented in red).




















It is worth noticing that the vector corresponding to the depolarisation Sdepol
is represented on the Poincaré sphere as the origin (with coordinates (0, 0, 0)), de-
picting complete depolarised light with an intensity equal to I −
√
Q2 + U2 + V 2.
This treatment is useful since it is often interesting to characterise the aver-
age retardance and optical axis orientation, which can be derived from the aver-
age Stokes vector (that determines the DoPU). Normally one obtains the Stokes
vectors corresponding to the different spatial positions from the amplitude and
phase of the detected signal in the two channels (from Equation (4.22)). To ob-
tain the average retardance and optical axis orientation, one has to carry out the
steps in reverse: from the Stokes vector, using Equation (4.22) and the identities
in Equations (4.17) and (4.18), it is then possible to obtain δ¯s and θ¯s, the spatial
average values for the retardance and for the optical axis orientation.
Chapter 4. Polarisation-sensitive OCT systems 89
Time-domain OCT Frequency-domain OCT












































TABLE 4.1: Brief summary of key PS-OCT systems referred in this sec-
tion, grouped by implementation type and detection domain. This has been
adapted from a larger table by Yamanari et al. [62]
4.2 PS-OCT systems in the literature
The system reported by Hee et al. [40] produced depth profiles only; in 1997,
de Boer et al. [48] presented B-scans of PS-OCT imaging. En-face PS-OCT imag-
ing was reported in 2003 by Cucu et al. [49]. Since then, a significant amount
of novel PS-OCT configurations have been reported, differing on the number of
measurements required per sample location, the number of polarisation states in-
terrogating the sample, the number of evaluated polarisation parameters (i.e. if
it is only possible to retrieve the phase retardance or if the full Stokes parameters
can be retrieved, and consequently the full Jones and Müller matrices), and also
on the OCT detection technique employed [2].
Table 4.1 summarises some of the key breakthroughs in PS-OCTmethodology
(although it is by no means an exhaustive listing). Three horizontal categories
were chosen, following the treatment in [62]: systems which probe the sample
with circularly polarised light (also labelled in Yasuno et al. [63] as the “Hee-
Hitzenberger” method, which results in a simplified analysis of the two orthog-
onal polarisation channels), systems which retrieve the full Stokes vector (but
employ methodologies other than probing the sample with circularly polarised
light), and systems which measure the full Jones-Müller matrix of the sample by
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taking irradiance measurements within the OCT system (normally requiring 16
measurements, since the Müller matrix size is 4× 4).
Time-domain PS-OCT systems were still developed until the early 2000s. The
major limitation of TD systems for PS-OCT is that they do not yield the phase
information directly; instead, one needs to resort to additional methods [5, 43,
55, 57] (which typically use more measurements per sample location and/or ad-
ditional probing polarisation states) in order to extract the phase and with that
obtain the full characterisation of the sample.
The very first PS-OCT system operating in frequency-domain was reported in
2002 by Yasuno et al. [12]. This system allowed the calculation of the full Müller
matrix of the sample by manually adjusting the polarisation state of the probing
beam, yielding a total of 16 OCT images. Given the number of measurements re-
quired, only in vitro samples were imaged. In 2005, Götzinger et al. reported [51]
the first high-speed spectral-domain PS-OCT system for retinal imaging, which
was capable of an A-line rate of 20 kHz.
Implementing a spectral-domain PS-OCT system has its challenges, though:
if one desires a simultaneous measurement of the two orthogonal channels (as
in [40] and represented in Figure 4.1), it is necessary to replace the two photo-
detectors employed with two spectrometers. These spectrometers need near-
perfect pixel matching between them [28], otherwise depth-dependent artefacts
arise [51]. A single-camera design [64, 65] may be employed, but an additional
processing step correcting for the sample mismatch becomes necessary [28]. Fur-
thermore, a single-camera design simultaneously sampling the two orthogonal
polarisation channels means that one has to either divide the detector into two
[65] or multiplex the orthogonal states in the channelled spectrum frequency [66],
both normally with some impact on both the OCT axial range and axial resolu-
tion, depending on the implementation. Single-detector, sequential systems in-
cluding some of the designs [54] presented in Chapter 7 may allow access to the
full axial range, but due to their sequential nature additional steps need to be
taken into consideration in order to provide all polarimetric information (includ-
ing the optical axis orientation, which is given by the phase of the interference
signal).
Using tunable (swept) sources in a PS-OCT systems [3, 52, 53] may address
some of these issues, due to reduction in the complexity of the detector side;
moreover, given the longer axial range enabled by the large coherence length of
recent sources, it is possible to passively encode the two orthogonal polarisation
states in depth [3] without sacrificing toomuch of the system axial range. SS-OCT
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also allows for balanced detection configurations, which necessarily improves the
SNR.
Most PS-OCT systems reported in the 1990s and in the early 2000s were imple-
mented in free space (bulk-based), due to the difficulty of maintaining predictable
polarisation states in conventional fibres [57], and also since that, once aligned,
they can be used without recalibration over extended periods of time [28]; more-
over, using optical fibres may alter the polarisation state of the collected signal,
with a combined effect of the sample polarimetric properties and the fibre con-
tribution being measured [2, 67]. Still, implementing a PS-OCT system in fibre
(especially single-mode fibre) has its advantages in terms of ease of alignment
and handling [28, 56], in addition to simplification of the sample arm that can
admit flexible fixtures [57]. This secures compatibility of PS-OCT operation with
endoscopic or hand-held probe, for instance. Part of the work presented in this
Thesis involves three different fibre-based, PS-OCT configurations which are im-
mune to fibre-based disturbances [54, 68]. A detailed description, along with a
more complete comparison of these designs with other fibre-based PS-OCT sys-
tems is presented in Chapter 7.
Continuing the trend towards quantification of the information provided by
PS-OCT systems, more recently several groups have started working on obtain-
ing true retardance maps. Most systems mentioned in this Section (including the
ones presented in this Thesis later in Chapter 7) provide only the net (cumulative)
retardation, which for a deeper layer in the sample being imaged corresponds to
the contributions of all the birefringent layers present above it. One can separate
individual contributions by making some assumptions on the sample properties
and using computational post-processingmethods, therefore unveiling the actual
local (true) retardance map of the sample. Cense et al. [8, 33] employed a linear
regression over the retardance data to retrieve the local retardation information;
more sophisticated methods using Stokes parameter analysis [34] or Jones matrix
analysis have since been reported [35–37].
Finally, as a side note, polarisation properties can also be employed in OCT
systems to achieve functionality other than polarimetric measurements; Rogers
et al. [69] employed PM fibres and couplers in order to implement recirculat-
ing loops to achieve multiple depth en-face imaging with a TD-OCT system, and
Dhalla et al. [70] have implemented a polarisation-encoded sample arm to simul-
taneously image the anterior and posterior segments of the eye.
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Sp-OCT and SLO imaging with
Talbot bands
Author’s note: portions of this chapter are based on work which has been re-
ported in a peer-reviewed publication [1] and presented at an international con-
ference (Frontiers in Optics) in October 2014 [2].
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WHEN performing in-vivo OCT retinal imaging it is important to have a“bird’s eye” perspective (an en-face view) of the retina. However, FD-
OCT methods obtain depth profiles which must then be combined together in a
3-D volume. This volume will then have to be computationally sliced, normally
by employing a summed voxel projection [3] (SVP) in order to obtain an en-face
image. All these operations lead to a slowing down of the overall frame rate,
thus increasing the occurrence of motion artefacts with consequences in image
degradation.
Another option which is currently being marketed by Topcon [4] is to employ
a SLR camera to provide an image of the retinal fundus, in parallel with the OCT
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image. Even though this approach allows a faster system to be implemented, it
is difficult to secure pixel-to-pixel correspondence between the two images ob-
tained, since different optics are used by the SLR camera and the OCT scanning
head.
One way of obtaining a “bird’s eye” perspective is to integrate a confocal mi-
croscope into the existing OCT system. In the case of retinal imaging, and be-
cause the focal spot is raster-scanned over the retina, such a confocal device is
often called a scanning laser ophthalmoscope (SLO) in the literature. Such an ap-
proach requires diverting some of the light as it returns from the retina towards
a different photo-detector [5–7] to obtain a combined OCT/SLO instrument. A
version of OCT/SLO is marketed by Optos [8], where the two channels share
the same scanning head. An SLO image is produced sequentially with a cross-
section OCT image [9]. Vienola et al. [10] employ a different principle, whereby
separate scanners are used by the two channels, which operate at different wave-
lengths via a dichroic splitter. The SLO channel in this case may be employed
for imaging, but it can also function as a retinal tracker, effectively compensating
for the patient’s involuntary movements. A similar concept was implemented in
a hand-held probe, which is appropriate for imaging subjects with a lower de-
gree of fixation, such as children, and in this case a spectrometer was used as the
OCT detection block [11]. An en-face SLO channel using a line array detector
was added to a B-scan TD-OCT set-up to create a sequential SLO/OCT system
[12]. Sequential production of B-scans and confocal microscopy images has also
been reported by means of fluorescence-based microscopy [13, 14]. By interlacing
a spectrally-encoded confocal SLO (SECSLO) frame and an OCT B-scan in alter-
nating fashion [15], a fundus image is generated during the same time interval
required to acquire a B-scan.
All of the aforementioned methods and systems allow the operator to relate
the features seen in the en-face image to those in the OCT B-scan image, with var-
ious degrees of pixel-to-pixel correspondence and simultaneity. The considerable
number of reports on such systems demonstrate the interest in finding the best
solution for presenting a guiding en-face image and a high axial resolution B-scan
image together.
5.1 The experimental set-up
The Applied Optics Group has previously built a spectrometer-based OCT (Sp-
OCT) system operating at 830 nm, specifically designed to image the retina. The
spectrometer arm from a standard Sp-OCT set-upwasmodified [16, 17] to achieve
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(A) Slight gap introduced be-
tween the two beams using
TS: Talbot bands are generated
and the visibility profile CTB is
shifted.
(B) By taking the second output
of the bulk beam-splitter (bottom
part of the diagram) and intro-
ducing a pair of spatial filters at-
tached to TS2 and TS3 an ad-
ditional channel can be imple-
mented, receiving optical power
exclusively from the sample arm.
FIGURE 5.1: Coupling the outputs of interferometer arms by employing a bulk
beam-splitter.
the functionality of exhibiting Talbot bands, which allows the control of the OCT
visibility profile, as explained in Section 3.2.1.
The nature of this implementation requires independent control over the rela-
tive positions of the two beams. These beams have to be superposed and directed
to the spectrometer. Superposition of the two beams is achieved by using a bulk
beam-splitter. This operates as a 2-input/2-output device, as shown in Figure
5.1a. However, only one of the outputs is effectively used by the OCT set-up,
while the other pair of beams is usually discarded.
The sample beam part of the pair of beams that would otherwise be discarded
can be used to drive a photodetector in a SLO channel. This can be achieved by
using a pair of screens placed at appropriate positions, as depicted in Figure 5.1b.
The main task of the screens is to prevent the strong reference arm beam from
reaching the SLO photodetector.
The interferometric optical system
The OCT/SLO system developed is depicted schematically in Figure 5.2. Light
from a super-luminiscent diode SLD (Superlum SLD-381-HP1-DIL-SM-PD, Cork,
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FIGURE 5.2: Dual channel Sp-OCT/SLO set-up. C1-6: fibre collimators; SLD:
super-luminescent diode; DC: fibre-based directional coupler; DCB: disper-
sion compensation block (adjustable length, depending on the sample being
imaged); TS1-3: translation stages; SXY: pair of orthogonal galvo-scanners;
TG: transmission grating; L1-3: achromatic lenses; BS: bulk beam-splitter;
MMF: multimode fibre; CMOS: line camera; APD: avalanche photo-diode;
IMAQ: Camera Link-based image acquisition board; DAQ: multi-function
data acquisition board. Region delimited by the red box shows the lateral gap
between the two beams reaching TG, which is essential to create a Talbot bands
effect. Cross-sections of the beams incident on the TG (OCT) and on the fibre
collimator C6 (SLO) are shown for the sample beam in red and for the reference
beam in blue (taken from Marques et al. [1]).
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Ireland - central wavelength λ0 = 830 nm, and spectral bandwidth ∆λ ∼ 20 nm)
is directed towards the two interferometer arms (reference and sample) through
a fused optical fibre coupler, DC (AC Photonics, Santa Clara CA, United States of
America). Given the optical bandwidth of the SLD and its central wavelength, the
axial resolution due to the autocorrelation of the source’s spectrumwasmeasured
to be around 15µm.
A 20% fraction of the optical source power is directed to the sample arm,
where it traverses a pair of galvo-scanners SXY (Crisel Instruments Galvoline
G1432, Italy). The resulting beam is used to angularly scan the retina after pass-
ing through lenses L2 and L3 with focal lengths f [L2] = 7.5 cm and f [L3] = 3 cm,
whose role is to reduce the beam diameter at the eye pupil to ∼ 3mm.
The output of both interferometer arms is reunited at the bulk beam-splitter
BS, which features an 80/20 splitting ratio. 80% of the power returning from
the sample arm is directed to the spectrometer, and the remaining 20% is trans-
ferred to the orthogonal direction which encompasses the SLO channel. Addi-
tionally, the beam-splitter BS transmits 80% of the reference arm power towards
the SLO channel collimator C6. Given that a gap has been introduced between
the two beams for the Talbot bands implementation (by shifting the reference
arm launcher C5 using TS1), there is enough spatial separation to ensure that
only the contribution from the sample arm is injected into the multi-mode fibre
MMF through the collimator C6.
For better attenuation of the stray signal caused by the edge of the strong
reference beam, a specially-devised spatial filter has been implemented (Figure
5.1b), consisting of a pair of opaque screens introduced before and after the beam-
splitter BS along the path of the reference beam. These screens are attached
to micrometre-precision translation stages TS2-3 allowing very fine adjustments
over the beam profiles. The first screen (attached to TS2) cuts off the edge of
the reference beam on the side of the sample beam directed towards C6. Due to
diffraction registered at the edge of the beam caused by the introduction of this
screen, some stray light is still directed towards C6, hence a second screen at-
tached to TS3 is necessary. For better rejection of the reference signal, the screen
is pushed towards the centre of the collimator C6, and a small fraction of optical
power from the edge of the sample beam is blocked, as shown exaggerated in the
region bounded by the red box in Figure 5.2.
Due to the combined action of moving the collimator C5 and positioning the
screen attached to TS2, the distribution of power in the transversal section of the
reference beam results in a trimmed Gaussian profile. This affects the symmetry
of the OCT sensitivity profile versus OPD, as documented in [18, 19]. However,
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given that the trimmed region corresponds to one of the side wings of the ref-
erence beam profile (which carries less power), such asymmetry will have little
influence on the shape of the final visibility profile.
The OCT channel detection is performed by a custom-designed spectrometer,
comprising of a diffraction grating TG (whose grooves are orthogonal to the plane
of Figure 5.2) working in transmission (Wasatch Photonics, Logan UT, United
States of America) with 1200 lines/mm blazed at 830 nm, a CMOS line camera
(Basler sprint spl-4096km, Ahrensburg, Germany) scanning at a maximum of
140,000 lines/second, and an achromatic lens L1 with f = 150mm to focus the
diffracted light onto the camera array. The spectrum projection covers ∼ 1 cm of
the array, which corresponds to about 1024 out of the available 4096 pixels. Using
a reduced number of pixels enables the camera to operate at a higher line rate.
Each lateral scan is comprised ofNx arrays of 1024 spectral points, which have
been digitised with a 12-bit resolution. After acquisition, these spectra undergo
software-based processing, encompassing re-sampling in k-domain (using the
method described in [20], as covered in Section 3.2.3), zero padding and inverse
FFT to retrieve the depth profile (A-scans). By adding all these Nx arrays, a B(A)-
scan is formed. Given the properties of the Fourier transform, this image has a
size of Nx × 512 pixels (width × depth).
In the SLO detection channel, light reflected from the sample arm is injected
into themulti-mode fibreMMF through the collimator C6, and then directed to an
avalanche photo-diode APD plus amplifier (Hamamatsu C5460-01, Japan) with
a cut-off frequency fc = 100 kHz. The electronic output of this photo-detector is
then digitised by an analogue-to-digital converter within a data acquisition de-
viceDAQ (National Instruments PCI-6110, Austin TX, United States of America).
The SLO channel delivers en-face images made from T-scans. Each SLO T-scan
and OCT B(A)-scan are acquired during the half-period of a triangular waveform
applied to the fast scanner (x-axis).
Control system
The control system for the set-up presented is schematically represented in Fig-
ure 5.3. The Intel-based workstation is equipped with two distinct cards, a multi-
function (I/O) data acquisition deviceDAQ (National Instruments PCI-6110, Austin
TX, USA) and a CameraLink bus frame grabber card IMAQ (National Instru-
ments PCIe-1429, Austin TX, USA). The former drives the transversal scanners
and acquires the SLO signal to produce the SLO image, whereas the latter inter-
faces the CMOS line camera in the spectrometer with the PC, buffering the optical
spectra which will then yield the OCT frames.
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FIGURE 5.3: Schematic diagram of the control system of the OCT/SLO set-up
to achieve the three modes of operation. The data acquisition card (DAQ) and
the External Function Generator deliver signals to the X- and Y-scanners via
the Scanner driver box. The Switch box is only used in the sequential modes.
The detected spectra from the CMOS camera are sent through a Camera Link
bus to the image acquisition (IMAQ) card while the analog SLO signal is sent
to the DAQ card. (taken from Marques et al. [1])
The line scanner (corresponding to the x-axis) is driven by a triangular wave-
form xsc which is generated by the control software running on the workstation
PC. The frame scanner (corresponding to the y-axis) can either be driven by an
external function generator box (Hewlett-Packard 8116A, Palo Alto CA, USA)
outputting a saw-tooth waveform, or through an adjustable DC voltage supplied
by another of the DAQ’s analogue outputs (ysc [DC]). The external function gen-
erator is employed to synchronise the LabVIEW frame acquisition loop with the
saw-tooth waveform generation.
Swapping between the two possible outputs is enabled through the use of a
switch box, which is triggered by a TTL signal TTLsw created by the workstation
and outputted through one of the DAQ’s digital ports. The adjustable DC comes
into effect when a single Oxz frame is needed on the OCT channel (B-scan), as
this allows the user to map the position of the cursor placed over the SLO image
to the corresponding B-scan being acquired. This implementation may or may
not be needed, depending on the mode of operation chosen, as explained over
the course of the next section.
Through another TTL line (TTLx), the DAQ also drives the buffering of the
spectra which will be used to form the B-scans. Both this TTL line and the SLO
acquisition trigger are linked, which ensures that the two frames (OCT and SLO)
are synced along one of their axes.
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5.1.1 Timing and acquisition speed constraints
The operation of the OCT/SLO instrument depends on a set of constraints intro-
duced by currently available hardware, whose parameters can be manipulated to
sacrifice resolution for speed and vice-versa.
Line camera
The CMOS camera used in the OCT spectrometer allows for various acquisi-
tion settings [21]. The absolute maximum line rate attainable with this camera is
312 kHz. This value is only attainable when several signal-enhancing features of
the camera are turned off, namely: (1) the vertical and horizontal binning which,
when combined, increase the effective size of the pixels in the detector array, qua-
drupling their area; and (2) the requirement to use a subset of the full 4096 range
of pixels [21], therefore constricting the size of the projected spectrum onto the
camera plane. Furthermore, at high line rates, the signal-to-noise ratio (SNR) di-
minishes, hence the choice of the line acquisition rate is decided as a trade-off
between speed and sensitivity. Throughout all of the experimental work carried
out, the camera was run at rates of between 50 and 100 kHz, which allowed us to
use several of the aforementioned features of the camera. Such rates determine
an acquisition time per spectra of δtOCT ∼ 10− 20µs.
Galvo-scanners
The inertia of the galvo-scanners SXY constrains the speed of the lateral scan-
ning, hence the triangular waveform driving the line scanner (x) is limited to a
frequency of 500Hz to prevent heat and reliability issues [22].
Lateral resolution and maximum lateral range
Finally, there is also the issue of lateral resolution, which was discussed earlier in
Section 3.4.2. Let us consider a beam focused on the patient’s retina on a spot with
a diameter of D0, as determined by the Airy disc diameter. Then the maximum
lateral size of the image is:
∆X = D0Nx. (5.1)
Using Gaussian optics, D0 can be approximated by the waist diameter w0 at
the centre of the Raleigh range. From Equation (3.43) it is possible to relate the
numerical aperture of the eye with w0. Assuming a scanning beam diameter of
D = 3mm (and that the entrance pupil is wider thanD), and an eye length of f =
25mm, one obtains NA = n D
2f
= 0.08, where n = 1.33 (refractive index of water
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at λ0 = 840 nm). Substituting in Equation (3.43), a value of w0 = D0 = 3.5µm is
obtained. This figure will necessarily be higher due to the aberrations present in
the eye, hence we can assume D0 ∼ 10µm.
If we consider a line scanning frequency of 500Hz, this means that a half-
period is 1ms. Assuming that the line camera runs at 100 kHz, one can only re-
trieve Nx = NS = 100 adjacent A-scans during a half-period, which limits the
lateral range to NSD0 = 1mm. If the galvo-scanner amplitude is set to a value
such that the scanning range is increased beyond NSD0, the system will under-
sample the object in terms of the optical resolution. In other words, the width
of each electronic pixel along the lateral coordinate (i.e., the width of the A-scan
column) is larger than the Airy disc diameter.
The SLO channel also introduces a limit to the lateral size, albeit a less con-
strained one: the photo-diode used has a bandwidth f3 dB of 100 kHz, which de-
termines a rise time trise = 3.5µs for the impulses at the APD output. Considering
the same line scanner speed (500Hz) as before, this allows a greater number of
lines Nx [SLO] = 280 than the OCT channel, which is capped at Nx = NS = 100
for CMOS camera acquisition time δtOCT considered. This may be of interest if
higher resolution SLO images are desired, even without pixel-to-pixel correspon-
dence between the frames in the two channels.
5.1.2 Modes of operation
By taking all the constraints described over the previous section into consider-
ation, we have devised three different modes of operation, each of them hav-
ing varying degrees of pixel-to-pixel correspondence and allowable acquisition
times. They are:
• a purely simultaneous mode, where the OCT frame is buffered during the
acquisition of each of the confocal T-scans making up the SLO frame;
• a purely sequentialmode, where the user canmanually alternate “on-demand”
between OCT and SLO acquisition;
• a hybrid mode, sequential in nature, but switching automatically between
the acquisition of either channel and refreshing the two frames at the same
time.
A schematic diagram of the timing and behaviour of these three different modes
is shown in Figure 5.4.
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FIGURE 5.4: Diagram illustrating the timing and operation of the three differ-
ent modes of operation: simultaneous ((a) and (c1)), sequential and hybrid ((b)
and (c2)).
(a) and (b): Scanner waveforms (x- and y-axis), with the sampling events for
both OCT and SLO channels represented as orange/brown blocks correspond-
ing, respectively, to the acquisition time δtOCT for an OCTA-scan and δtSLO for
the SLO T-scan.
(c1) and (c2): sequence of frames for all three regimes, where the green shad-
ows show the frame refresh period, and the orange glow shows the instances
when the system is switched between the two regimes (taken fromMarques et
al. [1]).
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5.1.2.1 Simultaneous mode
In this mode, the system acquires an OCT B-scan frame during the SLO frame
acquisition. In effect, the A-scans making up the B-scan are buffered at the same
time as one of the confocal T-scans making up the full SLO image, as shown in
Figure 5.4 (a).
The B-scanOCT image exhibits pixel-to-pixel correspondencewith a line placed
by a cursor over the en-face SLO image, whose y-coordinate is used to select the
instant when the B-scan is buffered amongst all the confocal T-scans. The lateral
size of either frame is equal, that isNx [SLO] = Nx [OCT] = NS . The frames corre-
sponding to the data acquired over the two channels then refresh simultaneously.
This means, however, that the line/frame acquisition times in both channels
are interdependent. Running the line camera present in the OCT spectrometer
at 100 kHz yields δtOCT = 10µs, and with a triangular signal of period Tx = 2ms
being supplied to the line scanner, a total of 100 adjacent OCT A-scans are possi-
ble (each half of the waveform’s period produces a B-scan), thus yielding an OCT
frame with a 100× 512 pixel resolution. The overall frame rate fy = 1/Ty is deter-
mined by the number of adjacent SLO T-scans acquired. If a square aspect ratio
is desired then 100 T-scans are needed, producing a 100 × 100 pixel SLO image.
Ty is then 1/2TxNS = 100ms, which results in a frame rate of 10Hz. In reality, the
frame rate has to be lowered to about 8Hz due to the signal processing time.
As mentioned in Section 5.1.1 and detailed in Equation (5.1), by reducing the
scanning time the transversal range is limited due to the resolution of the inter-
face optics. AssumingD0 ∼ 10µm, our lateral range under this mode of operation
is limited to . 1mm.
This mode of operation allows simultaneous imaging with pixel-to-pixel cor-
respondence at fairly high refresh rates, but at the expense of the transversal size.
It is more suitable, then, for small-scale retinal imaging, covering photoreceptor
cells as shown in [23], with or without adaptive optics. If the lack of lateral resolu-
tion is not a concern, then the area covered by the scanning beam can be increased
and this mode can be used as an assistive technique for retinal tracking, where
only the major features (such as the fovea, optic nerve...) need to be recognisable,
as their position will then be supplied to the tracking algorithmwhich will adjust
the beam positioning accordingly, or suppress motion artefacts already present
in the images. The frame rate achievable (up to ∼ 8Hz) makes this mode of oper-
ation tolerant to patient movement.
However, if a larger lateral size (Nx > NS) is desired without compromising
the optical resolution, or if the SNR needs to be increased (by relaxing the line
camera acquisition constraints), this mode is no longer suitable. Achieving the
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same lateral size in both channels beyond Nx = NS is only possible by allocating
different time durations to each channel. This leads to two additional possible
modes of operation, whereby the system operates in a single regime at any given
time, as can be seen in Figure 5.4 (b).
For better SNR in the OCT channel, the line camera integration time was
raised to δtOCT = 20µs. In addition, averaging can be performed at the expense of
acquisition time by a factor of Λ, given by the number of averaged frames. Using
Nx ∼ 100− 1000, with δtOCT = 20µs, Tx [OCT] ∼ 2− 20ms.
5.1.2.2 Sequential mode
In this mode of operation (schematically presented in Figure 5.4 (c2)), the sys-
tem continuously alternates between different scanning speeds to acquire either
SLO or OCT signals. Two sub-modes of operation have been implemented which
differ in the fact that the switch can be either done automatically (top diagram,
“hybrid sequential”) or manually, given user input (bottom diagram, “sequential
on-demand”).
During the SLO regime (with a periodicity of Ty [SLO]) the frame scanner is
driven by a ramp which is part of a saw-tooth waveform and is generated by the
external FG (Figure 5.3), with a 90% duty cycle to minimise the return dead time,
since the SLO data does not require a comparable amount of time for processing
(Figure 5.4 (b)).
When the system is switched to the OCT regime (either by user input or auto-
matically by the acquisition software), the frame scanner is stopped at a vertical
position selected by Ysc [DC]which determines the y-coordinate of each B(A)-scan
being displayed. In addition, the speed of the line scanner is reduced to allow for
a larger Nx and an increased δtOCT. Considering the maximum number of pixels
Nx = 280 allowed by the APD bandwidth, the line scanner speed in the OCT
regime is reduced to f ′x =
NS
Nx
fx = 180Hz. If longer spectrometer exposure times
are required, even lower frequency f ′x values are needed.
The “sequential on-demand” mode presents the obvious drawback of reduced
tolerance to eye movements, given that the SLO image is no longer refreshed
when the system is switched to OCT mode. However, this mode of operation
allows for more freedom in setting the lateral image size and the OCT channel
parameters, since the timing of each frame is not tied to the time constraints of
the SLO channel. In essence, in this mode the system operates at independent
frame rates, which may make it flexible enough to perform in an array of clinical
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scenarios, where image quality and size in both channels are more important than
the exact correspondence between the two images.
In the “hybrid sequential” mode, the pixel-to-pixel correspondence between
the OCT and the SLO frames is improved by automatically switching between
the two modes at the end of each period of the frame scanner, which reduces
the occurrence of the aforementioned moving artefacts. Given that the time re-
quired to acquire one B(A)-scan Tx [OCT] is much smaller than the overall time
necessary to buffer all the T-scan SLO lines (even when considering the tran-
sition between the two line scanning rates) an averaging feature is introduced
whilst in the OCT regime, where an arbitrary number Λ of frames is acquired.
Tx [OCT] increases linearly withΛ, and themaximum for this parameter is depen-
dent on the period of the SLO regime, Ty [SLO], in order to satisfy the condition
ΛTx [OCT] < Ty [SLO].
Moving artefacts notwithstanding, some variations in pixel-to-pixel correspon-
dence may be observed due to the change in image size when switching from 500
to 180Hz signal frequencies applied to the line scanner. This can be compensated
for by a corresponding decrease in the voltage Vx applied to the line scanner in
the OCT regime, in comparisonwith the value employed in the SLO regime. Such
correction can be accurately calculated by using the position sensing signal out-
putted by the scanners’ driver board.
5.1.3 Lateral size constraints
Depending on the mode of operation chosen, the maximum lateral image size at-
tainable without loss of resolution varies according to the graph in Figure 5.5. The
line across the graph corresponds to the special case where the lateral electronic
pixel size δx matches the Airy disc diameter D0. Above this line, the electronic
pixel size is smaller thanD0,with the system over-sampling the signals captured;
conversely, below the line δx > D0 and the system under-samples the signals
received. Note that the line scanner period is maintained at 1ms for all SLO oper-
ations, but it might be modified during the OCT regime depending on the mode
of operation chosen.
True pixel-to-pixel correspondence (red shaded region) is only attainablewhen
operating in simultaneous mode, which limits the lateral image size to less than
1mm.
A degree of pixel-to-pixel correspondence is still achievable for NS < Nx <
NSLO, i.e. for 100 < Nx < 280, if the correction to the lateral image size presented
in Section 5.1.2.2 is employed to compensate for the swing variation of the line
scanner with the changing frequency of the applied signal.
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FIGURE 5.5: Relation between the number of pixels, Nx and the lateral im-
age size, depending on the mode of operation applicable. The red shaded
region corresponds to the settings which allow pixel-to-pixel correspondence
between the OCT and SLO images, regime limited by Nx = NS . Lateral image
size is calculated using Nx · D0, with D0 ≈ 10µm (taken from Marques et al.
[1]).
For Nx > 280 the APD amplifier starts behaving as a low-pass filter due to
its finite rise time, hence the line rate must be reduced in order to maintain the
lateral resolution whilst allowing for a larger lateral size. This will however have
an impact on the frame refresh rate, making the system more prone to motion-
induced artefacts.
5.2 Results
The apparatus described in this chapter was first of all benchmarked in terms
of the optical power arriving at each detector. Then, the effect of the spatial fil-
ter adjustment on the OCT channel visibility profile was evaluated. Afterwards,
retinal images were obtained in both simultaneous and sequential modes of op-
eration with varying degrees of lateral size range, frame rate, and pixel-to-pixel
correspondence.
5.2.1 Optical power considerations
The beam-splitter BS employed to couple the beams from the two arms of the
interferometer (Figure 5.2) has a splitting ratio of 80/20. As mentioned in Section
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FIGURE 5.6: Balanced configuration for the SLO channel, where 1% of the
source optical power was subtracted from the signal arriving at the SLO de-
tector (APD#1) in order to prevent the occurrence of DC noise on the SLO
signal.
5.1, 80% of the optical power from the sample arm is directed toward the spec-
trometer, hence the 20% fraction, which is diverted towards C6, will be employed
to create the SLO frame.
When performing retinal imaging, the typical figures for the optical power re-
turning from the patient’s eye are in the µW range, hence the necessity to employ
an avalanche photo-diode (APD) to detect such low powers.
Beyond the fact that only 20% of the returning optical power is directed to the
SLO channel, there is also the issue of the spatial filter that may leak some of the
large power from the reference arm beam. Moreover, the actual injection of the
collimated beam into the multi-mode fibre MMF is subject to additional losses
(power efficiency is around 70%). This configuration, using a multi-mode fibre
and spatial filtering, was preferred over that of direct illumination of the APD, as
it allows more flexibility in the imaging procedure. In free space, the APDwould
normally be picking up some of the ambient light and introducing an offset on
the acquired signal.
In order to try to remove part of the DC noise from the source, which would
otherwise degrade the SLO signal, a balanced configuration was devised (Figure
5.6). A 99/1 coupler was placed between the optical source and the interferom-
eter, with a very small amount of power being directed to an additional APD
(identical to the first one). The difference between the output of these two APDs
was then acquired by the digitiser, effectively placing the confocal component
within the dynamic range of the detector.
With regards to the OCT channel, it was necessary to ensure that the spot size
(corresponding to a single wavelength) on the CMOS array matched the size of
the pixel (10 × 20µm if no horizontal averaging is performed on the camera).
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FIGURE 5.7: Magnification of the spot size s1 on the vertical plane (no diffrac-
tion) due to different focal lengths in the collimating and focusing lenses, f [C4]
and f [L1] respectively.
Departing from a single-mode fibre core (s0 ∼ 8µm), the diverging beam is col-
limated with a f [C4] = 18mm aspheric collimator (C4), with the resulting colli-
mated beam traversing the diffraction grating and being refocused on the CMOS
array via L1. In other words, the core size s0 is projected onto the camera with a
spot size s1, given by the magnification M , which is calculated from the ratio of




By increasing the focal length of L1 it is possible to increase the overall depth
axial range by narrowing the transfer function of the spectrometer (lower optical
spectral bandwidth per pixel), but at the same time this increases the spot size
s1 on the camera due to the change in the magnificationM of the optical system.
Thus, the spot size for a single wavelength is s1 =M ·s0, and this value should be
kept under 20µm. A compromise has to be found between the fall-off depth and
the spectrum projection efficiency. Ultimately, f [L1] was chosen to be 150mm,
which gives s1 ∼ 60µm. There is still a significant loss in optical power, however,
given that the beam shape is Gaussian, the edges present considerably less power
than the centre; moreover, the value of f [C4] has to be kept small due to the fact
that narrow beam widths (∼ 2 − 3mm) are needed to ensure total separation
between the beams, and in this way to have only the sample arm power arriving
at the SLO channel detector.
5.2.2 OCT sensitivity with the spatial filter in place
Figure 5.8 (i) shows the sensitivity profile versus OPD. The launcher TS1was lat-
erally moved by ∼ 0.25mm to create the gap necessary for TB implementation,
which will produce a shift in the sensitivity peak from OPD = 0 to −1.8mm as
shown by the red circles and green triangles in the graph. The TB sensitivity
profile conserves its width from the non-TB case, but the maximum sensitivity
reduces by about 2 dB. However, at larger depths the gain in relation to the stan-
dard Sp-OCT case exceeds 6 dB.
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FIGURE 5.8: (i) OCT channel sensitivity. Black squares: conventional Sp-OCT,
with the beam centres spatially coinciding; Red circles: one of the launchers
was moved by ∼ 0.25mm to produce Talbot bands; Green triangles: one of
the launchers was moved by ∼ 0.25mm to produce Talbot bands and a screen
(attached to TS2) was placed on the edge of the laterally-shifted reference arm
beam, as shown in Figure 5.2;
(ii) Relative sensitivity for the Talbot bands configurations with respect to the
conventional Sp-OCT for: launcher shifted laterally (red solid line), launcher
shifted laterally and screen in place (green dashed line). (taken from Marques
et al. [1])
The green curve shows the TB sensitivity versus OPD with the screen at-
tached to TS2 in place. As demonstrated in Section 3.2.1.3, the sensitivity profile
is given by the correlation of the power distribution within the footprints of the
two beams incident on the diffraction grating (not considering the effects of the
detector’s sampling resolution, the sinc function). Due to the existence of diffrac-
tion on the screen edge, the power distribution of the reference beam is changed
to a wider footprint with secondary lobes. Such behaviour was documented in
[18], where a screen was also used to modify the distribution of power in the ref-
erence beam across the grating. Therefore, a slight improvement in the sensitivity
profile width is observed.
The peak sensitivity value was measured following the procedure described
in [24] for the non-TB case (black curve, Figure 5.8 (i)) and with the OPD set at
−1mm. For the two integration time settings used in this study, δtOCT = 10 and
20µs, sensitivities of 82 dB and 87 dB are obtained, respectively.
5.2.3 Imaging the human retina with the twomodes of operation
Figures 5.9 and 5.10 present images obtained with the system running under both
modes of operation, simultaneous and hybrid sequential, respectively. These
images were obtained in-vivo from the eye of a volunteer, and cover different
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features in the eye, those being the foveal and optic nerve regions. Ethical ap-
proval was obtained from the Faculty of Sciences’ Ethics Committee, and the op-
tical power at eye level was less than 750µW (on a single point, without raster-
scanning the beam), in accordance with the ANSI standards [25].
In Figure 5.9, the system is being refreshed at 3Hz, with the line scanner being
driven by a triangular signal of period 2ms and the CMOS camera’s integration
time set at 10µs. Two possibilities are presented: small-size imaging with a lateral
size equal to or lower than the optical transversal resolution limit, which is con-
strained by the limited number of lateral pixels achievable as explained above;
and large scale imaging, whereby the system still operates with the same number
of pixels and therefore the images are under-sampled in the transversal direction.
In each of the boxes in Figure 5.9, SLO frames are shown at the top with a
(digital) resolution of 100 × 280 pixels (width × height). OCT frames are shown
in the bottom part with a resolution of 100×150 pixels (width× depth; the depth-
dimension was cropped from the original 512 axial pixels in order to emphasise
the region under analysis).
In Figure 5.9 (i) to (iii) the SLO images have a lateral size of about 500 ×
500µm2, therefore the pixel mesh is denser than the actual optical resolution of
the system. In (i) the edge of the optical nerve head is shown (top left corner).
In (ii) the volunteer looked half-way between the fovea and the optic nerve.
The small-size imaging allows one to distinguish individual photo-receptor cells
when the eccentricity of the location on the retinal image exceeds 5 degrees. For
such eccentricity, the cone spacing is larger than ∼ 10µm [26]. In (iii) the photo-
receptor cells are still visible, along with the choroid layer (yellow arrow).
Larger values for the lateral image size were also considered. In Figure 5.9
(iv), the line scanner was drivenwith∼ 600mVpp determining about 2mm lateral
size. This size is larger than that obtained by multiplying the Airy disc diameter
D0 ∼ 10µm with the number of transversal pixels Nx = 100, as employed in the
acquisition procedure, hence the image is obviously under-sampled in the lateral
direction, as commented above in connection to Figure 5.5.
Figure 5.9 (v) contains an optically under-sampled OCT image as well, since
the lateral size is over 1mm in the line scanner’s direction. The focal region lays
on the shallower retinal tissue, hence the corresponding OCT profile only maps
the x-coordinates where the optic nerve is situated.
Features are sufficiently well seen in both columns, however due to the high
speed at which the CMOS camera was run the OCT images are considerably nois-
ier. Even so, contours andmain layers are easily identifiedwhilst operating at this
frame rate.
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FIGURE 5.9: Retinal images obtained while running the system in the simulta-
neous mode of operation at a frame rate of ≈ 3Hz. SLO frames (top image in
each frame) are 100× 280 pixels and OCT frames (bottom image in each frame)
are 100 × 512 pixels (here cropped to 100 × 150 pixels to emphasise the region
under analysis).
(i) edge of the optic nerve head, lateral size≈ 500×500µm2; (ii) region between
the optic nerve and the fovea, in an area showing larger photo-receptors (≈
10µm), lateral size ≈ 500× 500µm2; (iii) pair of SLO and OCT images (lateral
size ≈ 500 × 500µm2) featuring a blood vessel; the choroid (yellow arrow) is
visible below the nerve fibre layer; (iv) optically under-sampled OCT image
of the area between the foveal region and the optic nerve, lateral image size
≈ 2× 2.5mm2; (v) optically under-sampled OCT image of the optic nerve, the
region in focus is the shallower retinal layer, lateral size ≈ 1.5 × 0.8mm2. The
OCT B-scans correspond to the location of the horizontal lines overlaid on the
SLO C-scans (taken from Marques et al. [1]).
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FIGURE 5.10: Images obtained with the OCT/SLO set-up operating in hybrid
sequential mode (SLO top, OCT bottom). The images in (i), (ii) and (iii) have
sufficient sampling whilst the images in (iv) and (v) are under-sampled in the
transversal direction.
(i) and (ii): area between the optic nerve and the shallower retinal tissue (lat-
eral size 2.6 × 5.2mm2); (i): focus on shallow layers; (ii): focus at the lamina
cribrosa’s depth; (iii): area located in the vicinity of the optic nerve, the OCT
B-scan cut intercepts a blood vessel along its course (yellow arrows), lateral
size 2.6× 5.2mm2; (iv): detail of the optic nerve region (5× 6mm2 lateral size)
emphasizing several positions of the cursor with varying features selecting the
associated OCT B-scans; (v): fovea region, lateral size 5× 5mm2.
The OCT B-scans are obtained from an average of Λ = 4 OCT frames. The
positions of the OCT cuts along the y-axis correspond to the locations of the
horizontal lines overlaid on the SLO C-scans (taken from Marques et al. [1]).
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Figure 5.10 features the results obtained with the OCT/SLO system operat-
ing in the hybrid sequential mode. During the OCT regime, the lateral scanning
duration of the line scanner is 20ms and the camera’s integration time was in-
creased to 20µs (acquisition rate set at 50 klines/s), which enabled more pixels to
be used in the lateral dimension of the OCT B-scans. Images of the foveal and op-
tic nerve regions are presented, again with two different sizes being employed:
a medium lateral size of 2.6mm, where the lateral pixel size in the SLO image is
of the same order of magnitude as the optical transversal resolution and a larger
lateral size of 5mm, where the SLO images are under-sampled. For both sizes,
the same number of lateral electronic pixels Nx ∼ 500 are used for both OCT and
SLO regimes.
Figures 5.10 (i) and (ii) differ mostly on the location of the focal point (in
depth) - the former presents better defined retinal surfaces, whereas the latter
emphasises the lamina cribosa, deep within the optic nerve. The lateral size of
these images (2.6 × 5.2mm2) meets the sampling criteria, and the corresponding
OCT images are better defined than in the previous case since the exposure time
is twice as large, thus improving the SNR.
In Figure 5.10 (iv) several OCT B-scan slices taken at different y positions are
shown with their corresponding SLO image. These cover the optic nerve region
with a large lateral size of ∼ 5× 6mm2.
A good match was found between the features visible in the SLO image and
those seen in the corresponding OCT B-scans. The correspondence is also clear
in (iii) and (v), the former with a significant intercept of a sub-retinal blood vessel
(highlighted by the yellow arrows overlaid on the image) and the latter with a
good correspondence of features from the foveal region.
5.3 Final conclusions
A spectrometer-based Talbot Bands OCT system with SLO technology was de-
vised and characterised in this chapter. This system is compatible with the lim-
itations imposed by the current technology in terms of the speed attainable by
line cameras employed in the spectrometer. While resonant transversal scanners
can work faster than the galvo-scanners used in the system here presented, the
bottleneck of the operation is still the A-scan rate of the line camera. Moreover,
even though resonant scanners and polygon mirrors can attain higher scanning
speeds, they are limited to a fixed rate throughout the acquisition. This prevents
the implementation of the sequential methods described in Section 5.1.2.2, where
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the scanners need to be slowed down in the OCT regime (in comparison with the
rates for the SLO regime) in order to acquire an increased number of A-scans.
The bandwidth of the SLO channel can in principle be increased, allowing
more optical pixels to be scanned within the same 1ms ramp. However, such
increase would have ruled out simultaneous operation with the OCT channel.
The Talbot Bands configuration presented here allows the deflection of optical
signal towards the SLO channel with little loss introduced in the OCT channel,
however the three modes of operation presented in this chapter can also be im-
plemented in any other spectrometer-based OCT system coupled with an SLO
channel. In addition, the Talbot Bands configuration breaks the symmetry of
the visibility profile (as explained in Section 3.2.1) by shifting the peak of the
CTB profile to larger depths, attenuating the mirror terms in the same process.
Given that the spectrometer’s resolution is unaffected by this procedure (which
is responsible for the sinc-shaped profile, as explained in the same section), the
overall sensitivity is reduced by ≈ 10 dB at depths below 0.5mm. This, however,
does not present a disadvantage when comparing this approach to conventional
Sp-OCT systems, since in these systems one normally avoids the region close to
OPD=0, keeping it as a buffer to cover fluctuations of the axial eye position. What
this actually means is that the region where the sensitivity is at its largest value
in conventional systems is avoided, hence a compromise on the maximum sen-
sitivity attainable by using Talbot bands, factoring in the drop-off caused by the
spectrometer, is adequate for this approach.
Some additional loss of sensitivity is also incurred in practice when moving
from conventional Sp-OCT to a Talbot Bands configuration, given that one needs
to secure similar polarisation and dispersion in the two arms which are coupled
in bulk at the beam-splitter. Such problems do not usually arise in conventional
systems since they often employ fibre-based couplers to combine the output of
the two arms of the interferometer. More work is necessary to optimise Talbot
Bands configurations in order to achieve similar efficiency to that of conventional
Sp-OCT configurations. It would be ideal if the output of the two arms could be
coupled without resorting to a bulk beam-splitter while keeping the Talbot bands
functionality, which is a feature to be addressed in the next chapter (Chapter 6),
where a novel spectrometer design coupling the two beams within the spectrom-
eter itself is presented.
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Dual-input spectrometer for White
Light Interferometry
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THIS project involved developing a novel Talbot Bands WLI configuration inwhich two tilted gratings replaced the splitter normally used for recombin-
ing the beams from the two interferometer arms.
These two beams are launched by two fibre leads tightly brought together
whose bare ends are placed at the front focal plane of a single collimating lens.
As a particularity of the configuration, the two fibre ends are slightly off-axis,
and therefore the collimated beams emerging from a lens behind them are not
parallel. Thus, a gap between them is created, and the larger the distance the
two diffraction gratings are placed from the lens, the larger the gap. This is used
to create a configuration to perform Talbot Bands, similar to those observed in
previous publications [2–5] and described in detail in Section 3.2.1.
In addition to the Talbot Bands, given the geometry of the configuration a total
elimination of mirror terms is achieved. The effects of several geometrical param-
eters on the visibility profiles versus the optical path difference (OPD) between the
two interferometer arms are studied and the results obtained are compared to a
theoretical model.
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6.1 Introduction
As presented in Section 3.2.1 and documented in many previous reports [6–9],
Talbot bands (TB) represent a particular case of modulation of the channelled
spectrum at the output of an interferometer illuminated by a broadband opti-
cal source. Provided that no overlap is present between the two beams, a TB
configuration can determine which optical path of the two interfering beams is
shorter (or longer) than the other one, thus addressing the ambiguity specific to
frequency-domain WLI as described in Section 3.1. Moreover, unlike the other
methods described in the same Section, a TB configuration only requires a single
spectral acquisition and no post-processing.
AMach-Zehnder (MZ) configurationmay be employed forWLI if modulators
are to be used in its arms [10]. Additionally, in order to implement a TB-based
system such as the ones described in [2–5] a MZ configuration must be used, as
independent control over the degree of overlapping of the projections of the two
beams over the diffraction grating is required. In all cases described, a splitter or a
combination of splitters are required to direct the output of the two interferometer
arms towards the spectrometer.
In this chapter, a configuration which removes the need for the last splitter be-
fore the spectrometer is presented. This is achieved by replacing the splitter with
a pair of tilted diffraction gratings which are being illuminated by the two colli-
mated beams arising from the two arms of the interferometer. Since these beams
originated from two fibre ends which are slightly off-axis, their paths diverge
from each other, and by adjusting the distance between the fibre ends and the
two diffraction gratings it is possible to adjust the separation between the two
beam spots on the gratings, as an essential parameter in controlling the Talbot
bands.
Not only that it is possible to create an equivalent TB configuration to those
presented in [2–5], but given the fact that each diffraction grating has its angle ad-
justed to one of the beams, if the distance between the fibre ends and the diffrac-
tion gratings is such that the projected spots partly overlap, mirror terms are not
observed, which is not the case with previously reported [2–5] TB systems.
6.2 Set-up description
As shown in Figure 6.1, a MZ interferometer has been implemented to validate
this configuration. The interferometer employs two directional couplers: S1 splits
the optical power from the source (SLD, Superlum, Cork, Ireland, λ0 = 831.1 nm,
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FIGURE 6.1: Experimental set-up. SLD, super-luminiscent diode (Superlum
SLD-381-HP1-DIL-SM-PD, λ0 = 831.1 nm, ∆λ = 16nm, ∼ 10mW output
power); S1-2, fibre-based directional couplers; L1-5, achromatic lenses; TS,
translation stage (Aerotech Unidex 11); M1-2, flat silver mirrors; PC, fibre-
based polarisation controllers; DG1-2, ruled diffraction gratings operating in
reflection, detailed in Figure 6.2 (Thorlabs GR25-1210, 1200 l/mm at 1µm);
CMOS, line camera pixel array (Basler sprint spl-140km, 140 kHz maximum
line rate at full range). Inset: the two output fibres (SMFO and SMFR) aligned
inside the groove, with a distance δ between the two fibre cores. (taken from
Marques et al. [1])
∆λ = 16 nm, ∼ 10 mW maximum output power) between the two arms, object
and reference, and S2, which diverts and collects the light from the object via
achromatic lens L3. In the reference arm, achromatic lenses L1 and L2 are used
to route a collimated beam between two silver mirrors, M1 and M2, which are
placed on a motorised translation stage TS (Aerotech Unidex II, Hampshire, Eng-
land), employed to adjust the reference arm length and thus vary the frequency
modulation of the channelled spectrum, enabling the study of the visibility pro-
file of the spectrometer for different OPD values.
Lens L2 focuses the collimated beam into a single-mode optical fibre, SMFR,
which is placed in a groove (see inset in Figure 6.1) together with the object arm
fibre SMFO, brought from S2. Both fibres are closely laid together inside the
groove, with their plastic buffers removed to minimise the distance δ between
their tips. These are placed at the front focal plane of lens L4, so that two colli-
mated beams emerge from the lens with their paths slightly diverging from each
other. Each beam then travels to a diffraction grating wherefrom the diffracted
fan of rays is made convergent for each individual spectral component on a sub-
set of the pixel array of the line camera CMOS via lens L5.
Due to the gap δ between the two fibre apertures, the two beams intersect at a
distance f4 from lens L4, corresponding to its back focal plane. Due to the fact that
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FIGURE 6.2: Detail of the assembly containing the two individually adjustable
diffraction gratings, DG1,2: (a) colour photograph and (b) photograph taken
through the infra-red viewer (FJW Find-R-Scope, Palatine, Illinois, USA) show-
ing the two beam profiles (orange arrows) at the edge of each respective grat-
ing (for the f4 = 30mm configuration). Each square-shaped diffraction grating
has 1200 lines/mm, blazed at 1 µm, with dimensions 25× 25mm.
the paths of the two beams are divergent from each other, if a single grating was
to be used, rays of the same wavelength in the two beams would not superpose
on the same pixel of the line camera. Therefore, a specific assembly with two
independently adjustable diffraction gratings (DG1,2, detailed in Figure 6.2 (a))
is used for each beam. By tilting the diffraction gratings in relation to each other
and monitoring the resulting spectrum being detected by the line camera, it is
possible to determine the setting in which the rays of the same wavelength from
either arm are superposed on the line camera, since, provided a slight OPD is
present between the two arms of the interferometer, a modulated spectrum will
arise once the position adjustments of DG1,2 ensure the superposition mentioned
before.
Let us consider the angle θ between the two collimated beams emerging from
L4, as depicted in the diagram in Figure 6.1. Following a trigonometric analysis,
such angle can be approximated by tan θ ≈ δ
2f4
. Given that throughout this im-
plementation, f4 ≫ δ and θ ≪ 1, effectively the correction required for the angle
between the two gratings is slightly less than 1 degree, which is why such angle
is not evident in both the sketch in Figure 6.1 and in the photograph of the actual
assembly in Figure 6.2.
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Beyond the back focal plane of L4, the two beams no longer overlap but di-
verge in their paths; the distance between their centres scales with the distance
Lgrat between L4 and the pair of diffraction gratings DG1,2.
In order to employ the same theory developed in [4, 11] to analyse the shift in
the visibility profile caused by the Talbot bands configuration, it is necessary to
infer an equivalent gap g from the present configuration, which is linked to the
distance between the two beam centres. This gap can be written as a function of
the grating angle α and also of the correction θ between the two diffraction grat-
ings. If the two gratings are placed perpendicularly to the propagation direction




(Lgrat − f4) . (6.1)
Given that the correction for the angle between the two diverging beams is
very small, i.e., θ ≪ 1, g′ = g′′/ cos θ ≈ g′′. Lastly, if the grating angle α is now






(Lgrat − f4) . (6.2)
This expression for the equivalent gap g allows us to use the same Talbot
Bands theory as presented in Section 3.2.1. Therefore, it is possible to relate the





where a is the grating pitch and λ0 the central wavelength of the optical source
spectrum. Given that a ∼ 0.833µm and λ0 = 831 nm, λ0/a ≈ 1, hence OPDmax ∼
g.
The number of illuminated grating lines dictates the width of the C profile
versus OPD, which in Section 3.2.2 is defined as the cross-convolution of the two
beam profiles at the diffraction grating, F(B) (Figure 3.20). By varying the focal
length f4 of L4, it is possible to change the width of the collimated beams and
consequently the number of illuminated grating lines.
Hence, by varying both f4 and Lgrat it is possible to achieve the same func-
tionality as the system reported in Chapter 5 and in previous publications [3, 4]

















134FIGURE 6.3: Analysis of the different angles considered for the equivalent gap g calculation. θ is the correction between the two
diffraction gratings in order to compensate for the diverging beam propagation directions, and α is the grating angle for optimum
diffraction performance.
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6.3 Visibility profile characterisation
In order to characterise the visibility curves of the experimental system, several
sets of measurements relating the channelled spectrum modulation to the OPD
between the two arms of the interferometer were carried out for different values
of the gap g and also for different widths of the C profile. These values were
obtained by varying the focal length f4 of lens L4 and the distance Lgrat between
L4 and the diffraction gratings DG1,2. Such changes allow g to be adjusted in the
range of 1 to several mm; however, an exact value for g is difficult to ascertain
since the edges of the two diffraction gratings introduce an additional error in
the determination of g.
The visibility profilemeasurements are performed by recording the amplitude
of the channelled spectrum modulation (obtained from the Fourier transform of
the ~k re-sampled spectrum) for an ordered set of OPD values, which are varied
in 20µm increments using the TS.
Estimation of the effective gap values was possible by fitting the channelled
spectrum visibility curves obtained by simulations based on the theory presented
in Section 3.2.1.3; the code used for the simulations was based on code written by
Michael Hughes during his PhD [12] and is presented in Appendix A . This code
performs a cross-correlation of the Gaussian beam profiles from the two arms
of the interferometer (with or without a gap g between them), whose result is
multiplied by the sinc factor adjusted to the spectrometer resolution.
According to Equation (6.2), the larger Lgrat, the larger the value of g and con-
sequently the larger the intrinsic delay between the two diffracted beams, leading
to a shift towards longer OPDs in the visibility profile. On the other hand, vary-
ing f4 changes both OPDmax through g (since g ∝ 1/f4) but also the width of the
visibility profile, as the number of illuminated lines differ. Two different sets of
measurements are carried out: the first with two different values of Lgrat for the
same collimating lens L4, and the second set with two values of f4 for a constant
Lgrat.
6.3.1 Varying beam propagation distance
In this set of measurements, only the gap g is modified by opting for two Lgrat
values separated by approximately 40 cm, accomplished by moving the group
comprising the pair of diffraction gratings DG1,2 (Figure 6.2), the CMOS camera
and the lens L5 along a direction given by the axis of L4. The results obtained are
shown in Figure 6.4.
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Lgrat = 112 cm
Lgrat = 153 cm
Simulation for g = 3.3 mm, S = 2 mm
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FIGURE 6.4: Visibility profile versus OPD for the configuration studied, using
f4 = 30 mm and two different values of Lgrat: 112 cm, black circles; 153 cm,
red diamonds. These correspond to a g value of ∼ 3.25 mm and ∼ 5.25 mm,
respectively. The solid line plots correspond to simulations carried out using
the code in Appendix A for two different gap g settings and the same beam
width S. (taken from Marques et al. [1])
Considering the focal length of L4 as f4 = 30mm and the grating angle α ∼
18 deg, the spot diameter of each beam on each grating is approximately S ∼
2mm. If the beam profiles are approximated as top hats [7], the number of illu-
minated grating lines by each beam is N = S/a = 2, 400. The cross-correlation
of these two profiles, each of width Nλ0, yields a triangular profile which covers
a 2Nλ0 base of ∼ 4mm. As expected, when considering more realistic Gaussian
footprints, the width of the resulting profile is smaller than 2Nλ0, as shown by
the −10 dB width (3mm) of the simulated profiles in solid line overlaid on the
experimental data in Figure 6.4.
The second plot in Figure 6.4 corresponds to a larger value of Lgrat which
determines a gap g larger than the beam width S. This curve shows that due
to a larger gap, the C profile moves to larger OPD values, as expected. How-
ever, this shift also slightly decreases the peak visibility profile due to the limited
spectrometer resolution, which introduces a sampling limit at larger modulation
frequencies, as described in Section 3.2.2.
The gap settings for the theoretical simulations (plotted as solid lines in Fig-
ure 6.4) are adjusted to fit the experimental curves, with a value of 3.3mm for
the Lgrat = 112 cm case and a value of 5.3mm for the Lgrat = 153 cm case. Both
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experimental and theoretical data sets are normalised to the maximum peak vis-
ibility of their respective data set. The Lgrat = 153 cm experimental data set has a
peak value ∼ 1 dB lower than its simulated counterpart, which may be due to an
imperfect alignment of the spectrometer after being reassembled following the
change in Lgrat.
6.3.2 Varying collimator focal length
f4 = 30 mm
f4 = 50 mm
Simulated profile, S = 2 mm, g = 5.3 mm
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FIGURE 6.5: Visibility profile versus OPD for the configuration studied, using
Lgrat = 153 cm and two different values of f4: 30 mm, black circles; 50 mm, red
diamonds. Both experimental and theoretical data sets have been normalised
to the peak value for the profile closer to OPD = 0. (taken from Marques et al.
[1])
A second set of experiments refer to the effect of the focal length f4 of lens L4
on the visibility profile versus OPD. Figure 6.5 illustrates the visibility decay with
OPD for two values of f4 (f4 = 30 and 50mm), using Lgrat = 153 cm.
The profile corresponding to f4 = 50mm displays a slight shift towards OPD
= 0. Given that the gap g between beams is inversely proportional to f4 (Equation
(6.2)), a larger focal length yields a smaller gap between the beams.
However, by increasing f4 the collimated beam profiles will increase their
width, and for the same value ofLgrat this will mean that theymight overlap, with
a portion of one of the beams illuminating the grating adjusted for the other beam,
and vice-versa. This would lead to some parts of both beams being diffracted by
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both gratings, which would not interfere and therefore would reduce the overall
interferometer performance.
The gap setting supplied to the simulations for the f4 = 50mm configuration is
g = 5.2mm. Due to implementation challenges, it proved difficult to ensure that
the beam centres remained in the same relative positions during the spatial ad-
justments of the components. Also, as mentioned before, the effective areas of the
diffraction gratings do not extend up to their support edges, and this contributes
to increasing the gap between the beams. All these aspects make it challenging
to accurately measure the gap g experimentally.
The beam diameter for f4 = 50mm, assumed to be S = 3mm in the simula-
tions, matches the experimental data, yielding a visibility profile width of around
2mm (FWHM). The peak location shifts toward smaller OPD values by∼ 0.4mm,
as shown in Figure 6.5.
6.4 Conclusions
In conclusion, a novel Talbot bands configuration has been presented and vali-
dated in this Chapter, where the launching of the two beams from the object and
reference arms uses a single lens, and where the splitter before the spectrometer
is eliminated by employing two tilted diffraction gratings. The gratings perform
two functions:
1. Allow superposition of the two diffracted beams on the line camera, effec-
tively ”closing“ the two arms of the Mach-Zehnder inteferometer without
resorting to an additional splitter;
2. Due to the tilt θ introduced between the gratings, the overlapped portions
of the two beams will not contribute to the interference, leading to a total
elimination of the mirror terms.
The adjustment of the relative tilt of the gratings is not more difficult than the
alignment of the beam-splitter conventionally used in the Talbot bands configu-
rations presented in previous reports [2–4].
Elimination of the final splitter also brings advantages in terms of power ef-
ficiency, as all the optical power arriving at the diffraction gratings from both
beams can be directed towards the detector array. In a conventional M-Z interfer-
ometer, some optical power will necessarily be lost via the unused port, unless a
configuration with an additional channel, such as the one [2] presented in Chap-
ter 5 is employed. However, even in this configuration part of the reference arm
Chapter 6. Dual-input spectrometer for White Light Interferometry 139
power will need to be attenuated in order not to saturate the confocal channel
photo-detector.
In the configuration presented in this Chapter, the two beams will encounter
optical elements with similar properties, which may present an extra advantage
when handling large bandwidth signals as the splitting ratio depends on wave-
length. Furthermore, any polarisation diattenuation which would be potentially
introduced by the splitter will be removed, which makes this configuration at-
tractive for polarisation-sensitive WLI/OCT systems.
From previous studies of Talbot bands configurations [4, 5], it is known that a
smaller gap between the beams is desired to shift the visibility curve to a region
closer to OPD = 0, for a higher SNR, while still ensuring mirror term attenuation.
Shifting the sensitivity curve towards OPD = 0 means shifting it away from the
spectrometer resolution limit (determined by the sinc profile). Also, if a large axial
range is desired, the width of the visibility profile needs to be increased; this is
accomplished with larger beam diameters, i.e., with larger values of f4. However,
fulfilling these two requirements may lead to some overlap of the two beams
on the grating surfaces, which, as presented before, reduces the interferometer
performance since the power diffracted from the overlapped regions does not
contribute to the interference. This particularity effectively impedes mirror terms
from arising at all, hence it is not be possible to observe curves similar to those
found in Figure 5.8 in the previous Chapter, where part of the visibility profile
still lies in the symmetric OPD side.
Therefore, a compromise has to be made with regards to the size of the gap be-
tween the two beams, in order to ensure complete separation when projected on
the diffraction gratings and in this waymaximise the interferometer performance.
This necessarily introduces a lower peak visibility due to the shift to larger OPDs;
however, it is believed that the gain in efficiency introduced by the elimination of
the final splitter somewhat compensates for that drawback.
To ensure complete separation between the two beams as they illuminate the
two diffraction gratings, Lgrat has to be large (over 1m), whichmay not be feasible
and introduces additional design challenges. One can rewrite Equation 6.2 for














Hence, if one wishes to reduce Lgrat but still maintain the same interferometer
performance (by ensuring g ≥ S, that is, complete beam separation), f4 can be
Chapter 6. Dual-input spectrometer for White Light Interferometry 140
reduced or δ can be increased. The former determines the size of the footprint on
each grating, which consequently influences the width of the visibility profile, as
covered before; by reducing it, the axial range is necessarily compromised. The
latter (δ) can be increased by separating the fibres in the launcher; however, there
is a limit to this increase, since the larger the value of δ, the larger the geomet-
rical aberrations on the beam profiles introduced by lens L4 due to the beams
originating from off-axis-placed cores.
References
[1] M. J. Marques, A. Bradu, and A. Podoleanu, “Two-grating talbot bands
spectral-domain interferometer”, Optics letters, vol. 40, no. 17, pp. 4014–
4017, 2015.
[2] M. J. Marques, A. Bradu, and A. G. Podoleanu, “Towards simultaneous
talbot bands based optical coherence tomography and scanning laser oph-
thalmoscopy imaging”, Biomed. Opt. Express, vol. 5, no. 5, p. 1428, Apr. 2014,
ISSN: 2156-7085. DOI: 10.1364/BOE.5.001428.
[3] P. Bouchal, A. Bradu, and A. G. Podoleanu, “Gabor fusion technique in a
talbot bands optical coherence tomography system”, Opt. Express, vol. 20,
no. 5, pp. 5368–5383, 2012.
[4] A. Bradu and A. G. Podoleanu, “Attenuation of mirror image and enhance-
ment of the signal-to-noise ratio in a talbot bands optical coherence tomog-
raphy system”, J. Biomed. Opt., vol. 16, p. 76 010, 2011.
[5] D. Woods and A. G. Podoleanu, “Controlling the shape of talbot bands’
visibility”, Opt. Express, vol. 16, no. 13, pp. 9654–9670, 2008.
[6] H. F. Talbot, “An experiment on the interference of light”, Philos. Mag, vol.
10, p. 364, 1837.
[7] A. G. Podoleanu, “Unique interpretation of talbot bands and fourier do-
main white light interferometry”, Opt. Express, vol. 15, no. 15, pp. 9867–
9876, 2007.
[8] A. L. King and R. Davis, “The curious bands of talbot”, American Journal
of Physics, vol. 39, no. 10, pp. 1195–1198, 1971. [Online]. Available: http:
//scitation.aip.org/content/aapt/journal/ajp/39/10/10.
1119/1.1976602.
Chapter 6. Dual-input spectrometer for White Light Interferometry 141
[9] Z. Benkö, M. Hilbert, and Z. Bor, “New considerations on talbot’s bands”,
American Journal of Physics, vol. 68, no. 6, pp. 513–520, 2000. [Online]. Avail-
able: http://scitation.aip.org/content/aapt/journal/ajp/
68/6/10.1119/1.19477.
[10] M. E. Brezinski, Optical Coherence Tomography: Principles and Applications.
Academic Press, 2006, ISBN: 9780080464947.
[11] M. Hughes, D. Woods, and A. G. Podoleanu, “Control of visibility pro-
file in spectral low-coherence interferometry”, Electron. Lett., vol. 45, no. 3,
pp. 182–183, 2009.
[12] M. Hughes, “Optical coherence tomography for art conservation and ar-
chaeology:methods and applications”, PhD thesis, University of Kent, 2010.
Chapter 7
Fibre-based, polarisation-sensitive
OCT insensitive to fibre-induced
disturbances
Author’s note: portions of this chapter are based on two peer-reviewed publica-
tions [1, 2], with one of which having been presented at an international con-
ference (Photonics West 2016 BiOS) in February 2016 [3]. All the work described
in this chapter has been done in collaboration with Dr Sylvain Rivet from the
Université de Bretagne Occidentale (France) on a Marie Curie Intra European
Fellowship in our group (2015-2016).
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THE work presented in this Chapter covers a series of different designs fora fibre-based, polarisation-sensitive OCT (PS-OCT) system whose key fea-
ture is the avoidance of any fibre-based disturbances in the sample’s polarimetric
measurements by performing the actual measurement before the collecting fibre.
As mentioned in Section 4.2, fibre-based implementations are useful in the
OCT practice due to their advantages in terms of ease of alignment and handling
[4, 5], and also due to their enhanced flexibility in the sample arm designs [6]. All
the designs presented in the following sections belong to this category.
Polarisation-maintaning (PM) fibres are often used in fibre-based PS-OCT sys-
tems [7] due to their ability to avoid polarisation state disturbances due to fibre
deformations. Such fibres are however not perfect and a manifested problem
is that of cross-talk between the polarisation eigenmodes of the fibre that intro-
duces artefacts [8]. Single-mode fibres, on the other hand, avoid such artefacts
but external factors such as temperature and mechanical stress can affect their
birefringence, introducing disturbances [9] in the measured polarisation.
One way of bypassing the disturbances due to the birefringence variations in
SM fibres consists in performing the polarisation selection before the collecting
fibre. Roth et al. [6] devised such a system, operating in time-domain, which em-
ployed a liquid-crystal modulator in the sample arm to vary the polarisation state
of the light, probing the medium according to three polarisation states generated
sequentially. Fibre-based polarisation controllers are present in this design, but
only to maximise signal amplitude. This particular implementation, however,
means that the input polarisation of the light is not circular, which has an impact
on the SNR of the images corresponding to the different polarisation state set-
tings. Moreover, three sequential measurements are needed, which impacts the
frame rate attainable.
Al-Qaisi et al. [7] reported on a fibre-based PS-OCT system which illuminates
the sample with circularly polarised light. This is again a time-domain system
with a single detector, which required the use of polarisation-maintaining (PM)
optical fibres and couplers. This system does not detect the polarisation compo-
nents sequentially; instead, the orthogonal polarisation states are modulated in
the interferometric signal, multiplexing the polarimetric information in a single
detector reading.
SMFs can be employed in a spectral-domain system such as the one presented
in Cense et al. [10], where a Wollaston prism separates the two orthogonal polar-
isation states and projects them onto different parts of the same linear detection
array. While allowing for simultaneous acquisition of both polarisation states
using a single spectrometer, this approach requires fine tuning (and potentially
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periodic recalibration) of the polarisation state of the light using fibre-based po-
larisation controllers. Additionally, by projecting the two polarisation compo-
nents onto different sections of the camera pixel array the effective spectrometer
resolution is reduced, since the number of pixels per polarisation component is
smaller. This will have an impact on the OCT axial range, as presented earlier in
Section 3.2.2.
More recently, Lippok et al. [8] have reported a systemwhich employs a single
input polarisation state and a full SMF implementation with no need for periodic
recalibration. It applies a correction for the fibre birefringence by introducing a
reference in the sample arm which can be used to determine the Jones matrix of
the collecting fibre. The system is therefore able to correct for the effects of the
fibre birefringence. However, this method requires post-processing to take place
since it is not a fully hardware-based method.
All the configurations presented in Sections 7.1, 7.2 and 7.3 of this chapter
meet three fundamental requirements:
1. Insensitivity to fibre birefringence: several approaches have already beenmen-
tioned above. All designs presented in this chapter perform the polarimetric
measurement before the fibre aperture (philosophically speaking, in a man-
ner similar to that presented by Roth et al. [6]), thus removing the need for
careful pre-calibration or extensive post-processing.
2. Characterisation of the retardance and fast axis orientation with a minimal
amount of measurements: this requires illumination of the sample with cir-
cularly polarised light, placing the systems proposed into the “Hee - Hitzen-
berger” category, as described in Section 4.2. A large number of PS-OCT
systems reported in the literature belong to this category [7, 11–13].
3. Single detector: it is important to minimise the system complexity to dimin-
ish the number of detectors used, especially if using SD-OCT (spectrometer-
based); this requires that the two orthogonal polarisation components have
to be sequentially detected or multiplexed into the channelled spectrum
modulation.
The first design (configuration A), along with its experimental validation has
been published in a peer-reviewed publication [1] (and presented at an interna-
tional conference in February 2016 [3]) and is described in detail in Section 7.1.
The polarimetric measurements are carried out before the collecting fibre; this is
achieved by rotating the polarisation state of the returned probing beam between
two alternating settings (either no rotation or a 90 degree rotation) and projecting
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it against a linear polariser before injection into the collecting fibre, thus meeting
requirement (1). A sequential approach was used here, to meet requirement (3).
The rotation was performed using a liquid crystal rotator which limited the B-
scan refresh rate to a few Hz. In order to meet requirement (2) whilst still observ-
ing requirement (3), the probe and return paths in the sample arm are spatially
separated, in this way ensuring a constant circular polarisation state illuminating
the sample, regardless of the state of the liquid crystal rotator.
The second (conceptual) design (configuration B) has been published in a
peer-reviewed journal [2] and is described in detail in Section 7.2. All three re-
quirements listed above are satisfied; requirement (1) is met in the same way
as in configuration A, by performing the polarimetric measurement before the
collecting fibre. Moreover, this design also relies on a sequential approach to
fulfil requirement (3), employing electro-optical polarisation modulators which
allow for larger frame rates to be attained. Unlike configuration A though, in this
configuration an additional requirement is imposed: that the probe and return
paths must be the same, hence an in-line design is considered. This configura-
tion is thus attractive for implementation in any existing OCT system (without
further modifications of the interferometer). In order to attain that whilst still ful-
filling requirement (1), the reciprocity has to be broken; that is achieved by the
introduction of a Faraday rotator, that is used to maintain the input polarisation
state constant and circular regardless of the state of the electro-optical polarisa-
tion modulator, thus observing requirement (2).
Lastly, the third design (configuration C)1 fulfils all four requirements previ-
ously listed, and introduces a fifth one: the two orthogonal polarisation states
must be sampled simultaneously (i.e. performing a ”snapshot“ measurement).
In order to do so whilst still meeting requirement (3), the two orthogonal polar-
isation states are encoded on different OPD values, in a similar manner to the
procedure described in [14].
Scanning of the sample is performed by two galvo-scanning mirrors SXY
placed just before the sample. Since the angles of incidence of the beam on the
two mirrors in the galvanometer scanning head are relatively large (∼ 45 de-
grees), the Fresnel coefficients differ for perpendicular and parallel components
in relation to the incidence plane of the wave incident on each galvanometer scan-
ner. Having two galvanometer scanners at 90 degrees in sequence leads to no dis-
turbances on the polarisation state after reflection of light on both mirrors. This
can be simply demonstrated using the Fresnel coefficients, as the wave oscillating
1At the time of the submission of this thesis, this design has not been fully implemented, hence
only a brief description of it will be presented in Section 7.3.
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in the incident plane of the first mirror oscillates perpendicularly to the incident
plane of the second mirror. Therefore, SXY should not introduce any effect on
the polarisation state. However, if only one mirror would be used, then its effect
must be taken into account.
7.1 Configuration A: Sequential, split-path design
FIGURE 7.1: Sequential, fibre-based PS-OCT system (first design). C1-2, fi-
bre collimators; PC, fibre-based polarisation controller; LP1-2, dichroic linear
polarisers;NPBS, non-polarising beam-splitter;QWP, quarter-wave plate (ori-
ented at 45o in respect to the direction of the linear polarisation state selected
by LP1); SXY, pair of galvo-scanners;MO, microscope objective; CF, collecting
fibre; LCR, liquid-crystal polarisation rotator switching between states r0 and
r90; SXYW, waveforms driving the pair of galvo-scanners, with the X-scanner
deflecting back and forth, performing acquisition of two horizontally flipped
images during each period, which in turn correspond to the two states r0 and
r90 respectively; TTL1-2, driving signals for the LCR switching and the spec-
trometer acquisition trigger, respectively. (adapted from Marques et al. [1])
The configuration proposed (and experimentally demonstrated) is schemati-
cally represented in Figure 7.1. Light from a superluminiscent diode (SLD, Su-
perlum, Cork, Ireland, central wavelength 830 nm, spectral bandwidth ∼ 20 nm,
output peak power ∼ 10mW) is split between the two arms of a Mach-Zehnder
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interferometer by the directional splitter S1, 20% of which is directed to the refer-
ence arm and 80% to the sample arm.
In the sample arm, which corresponds to the shaded region in Figure 7.1,
a liquid-crystal polarisation rotator (LCR, Meadowlark LPR-100-800, Frederick,
Colorado, USA) is employed to rotate the returned field from the sample between
two states, corresponding to either no rotation or to a 90 degree rotation. Switch-
ing between these two states is performed by the computer’s DAQ card, which
generates a TTL signal represented in Figure 7.1 as TTL1.
The two arms of the interferometer are re-coupled at S2, with the resulting sig-
nal being directed toward a custom-built spectrometer, comprised by a 1200 l/mm
transmissive diffraction grating (Wasatch Photonics, Logan, Utah, USA), a focus-
ing achromatic lens, a Basler sprint line camera (Basler AG, Ahrensburg, Ger-
many) set to 400µs acquisition time, and a CameraLink frame grabber (National
Instruments PCIe-1429, Austin, Texas, USA) with a syncing signal TTL2 trigger-
ing the start of each frame acquisition. An in-line fibre polarisation controller
(PC, Newport F-POL-IL, Irvine, California, USA) in the reference arm is used to
maximise the interferometric signal.
After acquisition, the channelled spectra are re-sampled linearly in ~k (using
the algorithmdescribed in [15, 16] and detailed in Section 3.2.3), an inverse Fourier
transform (IFT) is performed, and the A-scans are bundled together to form a B-
scan. The two TTL signals represented at the bottom of Figure 7.1 are in phase;
therefore, a 1024 pixel-wide B-scan contains two identically sized B-scan images
(each 512 pixel-wide) corresponding to the two rotation states of the liquid-crystal
rotator LCR, r0 and r90. The pair of images is refreshed at 2.5Hz.
7.1.1 Theoretical model
To describe the theoretical model corresponding to this configuration, it has been
assumed that the polarisation rotator is a pure one (ie, no chromaticity has been
taken into consideration, and there is no ellipticity added to the resulting polari-
sation state). One can implement this system by either using a liquid-crystal rota-
tor (which is what was used in the experimental demonstrator) or by employing
an electro-optic polarisation modulator oriented at 45 degrees in relation to the
vector basis
{|e′x〉 , ∣∣e′y〉} in Figure 7.1. In this case, the state r0 could correspond
to a retardance equal to 0 degrees and the state r90 to a retardance equal to 180
degrees, with the polarisation rotator device effectively behaving as a switchable
half-wave plate.
A realistic polarisation rotator is however non-ideal and therefore introduces
errors in themeasurement of the sample retardance. Still, the non-ideal behaviour
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does not affect the insensitivity to the disturbances in the collecting fibre, as will
be shown below.
After re-sampling the spectra in~k-domain, the intensity I(ν) versus the optical
frequency ν at the spectrometer is given by







where Az describes the amplitude of the interference between the field returning
from the sample measured at the output of the collecting fibre CF, and the field
|rout〉 from the reference arm; c is the speed of light, and z is the depth of the
medium measured from zero optical path difference (OPD = 0). The returning
wave from the sample arm is given by r(z) |Sout(z)〉, where r(z) is the complex
amplitude reflection coefficient for a scattering centre located at a depth z. By
taking the IFT of I(ν), we obtain the absolute value of Az, which is given by
Iinterf = |Az| ∝ |〈rout |Sout(z)〉| · |r(z)| , (7.2)
where 〈rout |Sout(z)〉 denotes the dot product between the complex conjugate of
the field |rout〉 and the field |Sout(z)〉, the latter containing both the phase retar-
dance information of the sample under analysis and the polarimetric response
of the collecting fibre CF and coupler S2 combined together. Thus, the ability
to de-couple these two contributions enables the identification of the polarimet-
ric response of the sample independently from that of the fibres/couplers which
vary greatly with environmental parameters.
In the sample arm (shaded region of Figure 7.1), the linearly polarised wave
|e1〉 = |ey〉 oriented parallel to the figure plane is shown traversing the non-
polarising beam splitter (NPBS). The polarisation state is converted into circu-
larly polarised light by means of a quarter-wave plate (QWP, Thorlabs, Newton,
NJ, USA) oriented at 45 degrees in relation to the axis of LP1. The beam is then
laterally scanned with the pair of galvo-scanners SXY over the surface of the sam-
ple. Light returning from the sample goes through the QWP a second time, and
before crossing the liquid-crystal polarisation rotator (operating at 5Hz), the re-
turning field |e2〉 contains the information of the (net) retardance Φ(z) and optical
axis orientation θ(z) of the sample. This field can be expressed on a vector basis{ |e′x〉 , ∣∣e′y〉 } (refer to Figure 7.1), as:
|e2〉 = cosΦ(z) |e′x〉+ sinΦ(z)e2jθ(z)
∣∣e′y〉 . (7.3)
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The beam then passes through another linear polariser, LP2, which is oriented
along
∣∣e′y〉. The resulting field at the input of the collecting fibre CF is defined




sinΦ(z) exp [j (2θ(z) + ϕr0)]
∣∣e′y〉 = |Sr0in (z)〉
cosΦ(z) exp [jϕr90]
∣∣e′y〉 = |Sr90in (z)〉 , (7.4)
where ϕr0 and ϕr90 correspond to the additional phase introduced by the LCR in
each case being considered. The two states are presented sequentially to the fibre
input. They are similar to the components simultaneously measured according to
the theoretical analysis developed in Section 4.1.1 (on the first PS-OCT system by
Hee et al. [11]), following the formalism described by Pircher and Hitzenberger
[5].
As described in Section 7.1.2, due to the polarimetric response of the collecting
fibre CF and coupler S2, |Sin〉 and




sinΦ(z) exp [j (2θ(z) + ϕr0)] |eout〉 = |S
r0
out(z)〉
cosΦ(z) exp [jϕr90] |eout〉 = |Sr90out (z)〉
. (7.5)
By replacing the equation above in Equation (7.2), one can obtain an expres-
sion for the interferometric component Iinterf :
Iinterf =

|sinΦ(z)| |〈rout | eout〉 r(z)| = I
r0
|cosΦ(z)| |〈rout | eout〉 r(z)| = Ir90
, (7.6)
and, as presented before in Equation (4.17) in Section 4.1.1, one can obtain the
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FIGURE 7.2: Schematic representation of the collecting fibre from the
Michelson/Mach-Zehnder interferometer, detailing the several elements of the
in-fibre path which may influence the polarimetric measurement: orientation
angle of the SM fibre ends (α1 and α4), diattenuation D of the fibre coupler
(modelled as a diattenuator oriented at α2), and the phase retardance φ(ν) of
the fibre, which has been modelled as a linear retarder with orientation α3 and
a polarisation-mode dispersion∆T .
Given that it is actually necessary to consider a broadband spectrum, the chro-
matic behaviour of the fibres must be considered, with |rout〉 and |Sout〉 being de-




∣∣∫ 〈rout(ν) | eout(ν)〉 r(z)dν∣∣ = Ir0
|cosΦ(z)| ∣∣∫ 〈rout(ν) | eout(ν)〉 r(z)dν∣∣ = Ir90 , (7.8)
where
∣∣∫ 〈rout(ν) | eout(ν)〉 r(z)dν∣∣ yields the value of the FT corresponding to a
single layer at depth z, equivalent to the |γ(∆z)| term in Equations (4.12) and
(4.13). By taking these two terms (Ir0 and Ir90) and calculating the ratio be-
tween them, the value of |Φ| becomes insensitive to the effects of both fibres and
couplers, which comprise their birefringence, diattenuation, and chromatic be-
haviour. Moreover, regardless of the rotator’s imperfections, the system will al-
ways exhibit tolerance to these effects.
7.1.2 Demonstration of insensitivity to the polarimetric distur-
bances introduced by the collecting fibre/coupler
In order to numerically demonstrate how this configuration is insensitive to the
disturbances in the collecting fibre and final coupler, the effects of these two el-
ements are modelled via a product of Jones matrices describing a linear retarder
whose birefringence exhibits chromaticity, a linear diattenuator and also the ori-
entation of the two fibre ends, as depicted in Figure 7.2.
In these simulations, the system is assumed to be illuminated with an opti-
cal source at λ0 = 850 nm having a Gaussian-shaped spectrum with a FWHM
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FIGURE 7.3: Schematic representation of the different fibre paths employed in
the simulations. (a) wave propagation from the splitter S1 along the reference
arm fibre, and then from it to the detector; (b) wave propagation from the
sample arm to the detector;
of ∆λ = 100 nm. Moreover, the output spectra have been re-sampled in the ~k-
domain with 1,000 points. The aforementioned product of Jones matrices mod-
elling the collecting fibre+coupler system is defined as follows (each of the matri-
ces is described in detail in Appendix B):
JsmpF = JRot(α1) · JDiat(D,α2) · JBir(φ(ν),α3) · JRot(α4), (7.9)
where JRot(α) is the Jones matrix for a rotator which rotates the incident polar-
isation by an angle α, JBir(φ(ν),α) corresponds to a linear retarder oriented at an
angle α with retardance φ(ν), and JDiat(D,α) corresponds to a diattenuator with
diattenuation D and oriented at an angle α. To account for the chromaticity of
the fibre, in the simulation it has been considered that the retardance φ(ν) is ex-
pressed according to a mean retardance φ (ν0) and a parameter∆T to account for
the polarisation mode dispersion (PMD) of the fibre, as follows:
φ(ν) = φ (ν0) + 2π∆T (ν − ν0) , (7.10)
with ν0 corresponding to the central optical frequency of the source spectrum.
If we consider the field coming from the sample and being injected into the
fibre as |Sin(z, ν)〉 (as presented in Equation (7.4)), the actual field arriving at the
spectrometer is given by
|Sout(z, ν)〉 = JsmpF |Sin(z, ν)〉 . (7.11)
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The Jones matrix JsmpF will affect the propagation in the ”out“ fibre path (Fig-
ure 7.3 (b)). The reference path (Figure 7.3 (a)) will be affected in a similar way,
with the contribution from the reference arm at the detector being given by
|rout(ν)〉 = ej 2piνc 2zJrefF (ν) |e0〉 , (7.12)
where JrefF is the Jones matrix associated with the full propagation in fibre (Figure
7.3 (c)), |e0〉 is the field from the optical source and 2z is the OPD between the
lengths of the two arms of the interferometer.
By taking the Fourier transform of the detected interferometric signal Iinterf(ν)
(as defined in Equation (7.8) for the two states of the LCR) and evaluating the
complex amplitude associated with the peak present at depth z, one can retrieve
the intensities for each of the sequential steps and thus recover the polarimetric
information as presented earlier.
Length (m) D φ (ν0) (rad) ∆T (fs) α1 (rad) α2 (rad) α3 (rad) α4 (rad)
”smp“
fibre
10 0,Dout π/8, φ (ν0)out 10, ∆Tout 0 0.5 π/12 π/2
”ref“
fibre
20 0 π/4 14 π/4 0 π/4 π/4
TABLE 7.1: Coefficients for the fibres in the OCT system. PMD is considered to
be equal to 0.1 ps/
√
km for a single-mode fibre, which corresponds to a delay
of ∆T = 10 fs for a 10m fibre. Coefficients D, φ (ν0), α1, α2, α3 and α4 are
arbitrarily chosen. Dout, φ (ν0)out and ∆Tout are independently varied in the
simulations to assess the effect of each one in the polarimetric measurements.
Table 7.1 lists the parameters used in the fibres present in the system, which
are linked to the propagation paths listed in Figure 7.3. Here, the PMD is con-
sidered to be 0.1 ps/
√
km for a single-mode fibre, which for a 10-metre fibre cor-
responds to a delay of ∆T = 10 fs, with this value being then used in Equation
(7.10).
The remaining values in Table 7.1 are arbitrarily chosen, with some parame-
ters (Dout, φ (ν0)out and ∆Tout) being independently varied to mimic the distur-
bances the fibre and the coupler may introduce, and therefore prove the insensi-
tivity of the retardance and optical axis orientation measurements to these distur-
bances.
To verify this behaviour, a sample modelled as a linear retarder oriented at 45
degrees with a phase retardance of 10 degrees is employed, and no other chro-
matic effects are assumed. Figure 7.4 shows the bias of the retardance ∆ϕbias and
optical axis orientation ∆θbias measurements for fluctuations in the properties of
the ”out“ fibre. Let us assume that the fibre properties do not vary during the
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FIGURE 7.4: Simulation of the bias on the retardance ϕsample (top row) and on
the orientation angle θsample (bottom row) of a sample. Thick blue lines: the
characteristics of the ”out“ fibre are identical for the two sequential measure-
ments. (a) and (d), thin red lines: the retardance of the ”out“ fibre is φ (ν0)out
during the first measurement step, and 1.01×φ (ν0)out during the second mea-
surement step; (b) and (e), thin red lines: the PMD of the ”out“ fibre is ∆Tout
during the first measurement step, and 1.01 × ∆Tout during the second mea-
surement step; (c) and (f), thin red lines: the diattenuation of the ”out“ fibre
is Dout during the first measurement step, and 1.01 × Dout during the second
measurement step. (adapted from Rivet et al. [2])
time it takes to perform a single polarimetric measurement (but they are allowed
to vary at a longer time scale), both biases ∆ϕbias and ∆θbias are equal to zero, as
shown by the thick blue lines in all the plots in Figure 7.4.
However, one has to consider the possibility that the properties of the ”smp“
fibre may vary during the time it takes to switch from one measurement to the
other; this has been shown in the thin red traces in Figure 7.4, where the pa-
rameters Dout, φ (ν0)out and ∆Tout have been increased by 1% between the two
sequential measurements.
The biases reported by the simulations are weak (< 1%); however, additional
effects such as the chromaticity of the optical elements used have not been consid-
ered at this stage. For a switching rate comparable to the A-line rate this would
mean that the fibre properties would have to change in a period of micro-seconds;
since it is commonly assumed in PS-OCT systems that fibres remain stable during
sequential measurements [17, 18], this effect will not be dominant.
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7.1.3 Experimental results
This configuration has been implemented and thus experimentally validated.
Firstly, the accuracy of the system was assessed by means of a calibrated refer-
ence wave plate, in the form of a Berek wave plate [19] (Newport model 5540,
Newport Corporation, Irvine CA, USA). This consists of a slab of a uniaxial crys-
talline medium with its optical axis perpendicular to the faces of the slab. By
tilting the slab, phase differences are introduced between the ordinary and the
extraordinary rays [20], which can be quantified precisely when measuring the
tilting angle.
According to the manufacturer [21], the one-pass phase retardation R (in frac-
tions of the central wavelength λ0) introduced by the wave plate can be related to








The wave plate housing dictates the relation between the tilting angle θR and
the adjustable indicator setting J , defined as [21]






By varying J it is then possible to introduce different phase retardation set-
tings in the sample arm and thus quantify the accuracy of the polarimetric mea-
surements.
In order to prove the insensitivity to the disturbances caused by the collecting
fibre and coupler, an additional experiment has been devised. A second in-line
fibre polarisation controller has been installed in the collecting fibre CF (Figure
7.1) which can be adjusted to mimic the mechanical stress effect which can result
in a change in the polarimetric properties of the fibre. As a sample, a highly
birefringent plastic phantom has been imaged under two different settings of the
polarisation controller. The results are shown in Figure 7.7 in Section 7.1.3.2.
7.1.3.1 Validation with a calibrated reference
Prior to its installation in the PS-OCT system, the Berek wave plate was charac-
terised in terms of its polarimetric response using aMüller polarimeter which has
been implemented in the group [22]. This device allows for the complete charac-
terisation of the polarimetric response of the Berek wave plate since it relies on an
incoherent detection method, obtaining its full Müller matrix. From this matrix,
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FIGURE 7.5: Phase retardance Φ measurements of a Berek wave plate, placed
in the sample arm, versus the indicator setting J , which is proportional to its
retardance. Between the two experimental data sets (shown as black circles
and red crosses), the Berek compensator was rotated by 45o around the axis
of propagation. Also represented are the polarimetric response of the Berek
wave plate as measured by a Müller polarimeter [22] (thick black line) and
the theoretical response of the Berek wave plate (thin dashed black line) as
reported by the manufacturer’s data sheet [21] for λ0 = 830 nm. (adapted from
Marques et al. [1])
it is possible to extract the phase retardance versus the indicator setting J on the
wave plate which is plotted in Figure 7.5 as a thick black line.
Using a combination of Equations (7.13) and (7.14) it is possible to obtain the
representation of the net retardance |Φ| versus the indicator setting J for a given
wavelength λ0. In Figure 7.5 such representation is plotted as a thin dashed curve
for λ0 = 830 nm.
The two aforementioned curves are not overlapping, although their overall
behaviour is similar; the reason behind it might be linked with the fact that the
Müller polarimeter used a wider bandwidth source for the characterisation (Su-
perlum Broadlighter S840, λ0 ∼ 840 nm, ∆λ ∼ 50 nm) and the theoretical model
considered a single wavelength λ0 = 830 nm.
Experimental data sets are also plotted in the graph in Figure 7.5; these cor-
respond to polarimetric measurements made with the PS-OCT system with the
Berek placed in its sample arm. No scanning was performed in this case. Two
data sets are represented in the figure (as black dots and red diamonds), corre-
sponding to two orientation angles of the wave plate separated by 45 degrees.
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Some discrepancies are observed between the experimental data sets and the
two curves (theoretical and Müller matrix characterisation), which may be due to
the fact that the LCR is not a pure rotator at the central wavelength λ0 = 830 nm
of the SLD (instead, it may introduce some ellipticity in the polarisation state).
This deviation induces systematic errors in the retardance measurement which
depend slightly on the orientation of the sample; however, the deviation between
the two experimental data sets is never larger than 10 degrees.
FIGURE 7.6: Phase retardance Φ measurements of a Berek wave plate, placed
in the sample arm, versus the indicator setting J , which is proportional to
the retardance introduced by the compensator. Black dots correspond to the
polarimetric measurements performed using the DC intensity from the sam-
ple arm, whereas red diamonds correspond to the polarimetric measurements
performed using the interferometric modulation. Also represented are the po-
larimetric response of the Berek wave plate as measured by a Müller polarime-
ter [22] (thick black line) and the theoretical response of the Berek wave plate
(thin dashed black line) as reported by the manufacturer’s data sheet [21] for
λ0 = 830 nm.
In order to show that the polarimetric measurements are independent from
the polarisation state of the reference arm (one must reinforce the fact that this
is a purely intensity-based measurement amplified by the interferometric com-
ponent), a different study has been carried out. Again, the Berek wave plate has
been placed in the sample arm and the indicator setting J varied. The retardance
measurements were then made resorting to the values of Ir0(z) and Ir90(z) (for a
non-zero modulation frequency of the channelled spectrum), but also done using
the DC intensity level exclusively from the sample arm. The comparison between
these data sets is plotted in Figure 7.6. There is a slight difference between the
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two sets of experimental points, potentially due to the limited extinction ratio of
the linear polariser letting some of the otherwise blocked orthogonal polarisation
state through. In this case, the assumption that a single polarisation state propa-
gates through the collecting fibre, regardless of the setting on the rotator device,
no longer holds.
The oscillating pattern in the experimental data sets in Figure 7.6 differs from
that of Figure 7.5 most likely due to the fact that the sample arm has been re-
aligned between the moments when these measurements were taken: readjust-
ment of the LCR affected its orientation and hence its effects on the light trans-
mitted.
7.1.3.2 Demonstration of independence of B-scan images to fibre-based dis-
turbances
PS-OCT imaging has been carried out on a plastic phantom which exhibited
strong birefringence. In Figure 7.7, the B(A)-scans corresponding to the two LCR
rotation states (r0 and r90) are represented, along with the corresponding retar-
dance maps |Φ|.
To experimentally demonstrate the insensitivity of the system to the pertur-
bations caused by the collecting fibre, two sets of images were generated, corre-
sponding to Case 1 and Case 2. Between these two cases, the fibre-based polari-
sation controller in the collecting fibre was adjusted to mimic such perturbations.
Case 1 is represented in Figure 7.7 (a)–(c), with frame Ir01 depicting the 2-D struc-
tural map for the state r0, Ir901 the 2-D structural map for the state r90, and Φ1 the
net retardance |Φ| map resulting from the ratio Ir0/Ir90 (from Equation (7.7)). In
the same way, Figure 7.7 (d)–(f) correspond to the same frames but in Case 2. The
lateral size in all images is 3.5mm, and the usable depth range is ∼ 1.6mm.
One issue that arises when calculating |Φ| with the method presented is that
the regionswithin the images being analysedwith no or little signal (which can be
caused by either r(z) ∼ 0 or 〈eout | rout〉 ∼ 0) lead to erroneous values of |Φ| in the
range of 0 to π/2. Effectively, if the noise floor is of the same order of magnitude
in either image, a region with no signal yields a ratio Ir0/Ir90 ∼ 1, which in
turn corresponds to a phase retardance in that region |Φ| ∼ π/4, which is clearly
incorrect (since there are no reflectors at that depth). These artefacts are prevented
by introducing a threshold value before the calculations are carried out, with the
pixels whose values lie under the threshold not being taken into consideration in
the calculations; instead, they are set to zero in the final retardance map.
In Figure 7.8 the A-scans along the shaded regions (centred at x ∼ 2.6mm,
laterally averaged within the region) drawn over the frames of Figure 7.7 have
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FIGURE 7.7: B(A)-scans of a plastic phantom exhibiting strong birefringence.
Between the top (Case 1) and bottom rows (Case 2), the additional in-line fibre
polarisation controller in the collecting fibre has been adjusted in terms of both
pressure and rotation to create different fibre-induced polarisation states, and
in this way replicate polarisation disturbances. (a), (b), (d), and (e) correspond
to the OCT B(A)-scans of the two rotation states; (c) and (f) depict the retar-
dance maps for the two cases considered. The shaded regions (both the blue
and the red-coloured ones) correspond to the averaged A-scans represented in
Figure 7.8. (adapted from Marques et al. [1])
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FIGURE 7.8: A-scan comparison for the two cases considered taken within the
shaded regions represented in Figure 7.7. (a) and (b) correspond to A-scans
of the OCT images concerning the two orthogonal polarisation states (Ir0i and
Ir90i , for i = 1, 2). (c) is the accumulated (net) phase retardance for the two
cases. (adapted from Marques et al. [1])
been plotted. Focusing on the plots corresponding to the OCT images ((a) and
(b)), it is clear that the SNR for Case 2 is lower than that of Case 1; this results
from the polarisation disturbances deliberately introduced in the collecting fibre,
which create amismatch between the polarisation states of the two interferometer
arms, lowering the interferometric modulation. Even so, the resulting retardance
maps in Figure 7.7 (c) and (f) show similar levels of phase retardance despite the
disturbances induced in the collecting fibre. This can be further confirmed when
analysing the A-scan cut in Figure 7.8 (c), with the two curves overlapping until
z/2 ∼ 0.7mm.
One has to set the threshold level carefully, since this impacts the axial range of
the phase retardance maps. Between Case 1 and 2 there is a significant reduction
of the SNR on the OCT images, and if similar threshold settings are applied to
both, then this results in differently-sized regions where the value of |Φ|matches.
One has to stress out that this has nothing to do with the measurement itself, it is
only a matter of optimising the contrast by adjusting the polarisation controllers
as one would do in any OCT system, polarisation-sensitive or not.
In Figure 7.9 a comparison of several threshold settings is presented. The
curves correspond to the depth distribution of the net phase retardance along the
shaded region in Figure 7.7 (c) and (f) (in the same way as in Figure 7.8 (c)). The
threshold setting chosen for the previous plot was 7500, which is represented in
red in Figure 7.9; the box on both plots represents the region where the values
of |Φ| for the two cases overlap fully for the 7500 threshold setting. Raising that
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FIGURE 7.9: Comparison of different threshold settings for the accumulated
(net) retardance measurements along an A-scan for the two cases, (a): Case 1;
(b): Case 2. The region delimited by the box corresponds to the extent where
the two cases have the same net retardance measurements for a threshold set-
ting of 7, 500.
value leads to artefacts at larger depths, with the effect being particularly dra-
matic for Case 2, which exhibits a lower SNR to start with. Conversely, decreas-
ing the threshold setting decreases the occurrence of artefacts at larger depths,
but this gives rise to erroneous values in regions with no signal, as mentioned
before.
7.2 Configuration B: Sequential, in-line design
This configuration aims to improve Configuration A by turning the sample arm
design into an in-line configuration; this will mean that the original OCT system
(Figure 7.10 (a)) can be transformed into a PS-OCT by adding such an in-line
configuration, considered as an optical module which is inserted after the sample
arm fibre. For the purpose of this analysis, only the SD-OCT implementation is
considered, but the module is equally applicable to a SS-OCT system, as well as
to TD-OCT.
7.2.1 Theoretical model
Following a similar approach to that presented in Section 7.1.1, the amplitude of
the interferometric signal Az caused by a single reflector at depth z is expressed
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FIGURE 7.10: (a) Schematic representation of a Fourier-domain, PS-OCT
system with the second drop-in optical module (OM) design (configuration
B). The dashed rectangle corresponds to a fibre-based implementation of a
Fourier-domain OCT system (minus the sample arm). SXY, scanning head
with two galvanometer scanners with axes oriented at 90o in relation to each
other;MO, microscope objective; PC, fibre-based polarisation controller; SMC,
single-mode fibre coupler. Only single-mode fibres are used in the system. The
field generated by the optical source is given by |e0〉. The sample is probed
with a circular polarisation state. |Sin〉 describes the field returning to the
fibre-based part of the interferometer, and |Sout〉 describes the same field af-
ter propagation through the fibres and the SMC.
Inset (b): Second optical module (OM) design. LP, linear polariser oriented
along |ey〉; QWP, quarter-wave plate oriented at π/4 in relation to |ex〉. Inside
the OM, another optical block is defined as the optical core of the OM, which
consists of two electro-optic polarisation modulators (EO1 and EO2) oriented
at π/4 according to |ex〉, a half-wave plate HWP oriented at −π/8 and a Fara-
day rotator FR that induces a polarisation state rotation of π/4. The operation
of the optical core is described in the text. |efwd〉 describes the polarisation state
of the light probing the sample before the QWP of the OM. |eback〉 describes the
polarisation state of the light returning from the sample after passing through
the QWP. (adapted from Rivet et al. [2])
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in the same way as in Equation (7.2), as a product between the fields |rout〉 from
the reference arm and |Sout〉 from the sample arm. Again, in this analysis the
chromatic behaviour of the fibres is considered, hence Az is effectively identified
as A(z, ν), and described by:
A(z, ν) = r(z) 〈rout(ν) |Sout(z, ν)〉 . (7.15)
Throughout the analysis carried out in this section, the spectral shape is taken
as flat in ν throughout the optical bandwidth of the source.
By Fourier transforming I(ν) (Equation (7.1)), an A-scan is obtained, which
will contain a complex-valued peak corresponding to the single reflector located
at depth z. Let Aˆ(z) be the complex value at the maximum of this peak. Aˆ(z) is








〈rout(ν) |Sout(z, ν)〉 dν
∣∣∣∣ . (7.17)
As before, the field |Sout(z, ν)〉 contains both the retardance of the sample un-
der analysis and the polarimetric properties of the fibre and couplers, which may
be subject to environmental-induced changes. If the contributions from the sam-
ple and the fibre/couplers are de-coupled, then the polarimetric response of the
sample can be measured independently from that of the fibres/couplers.
The optical module (OM) design is detailed in inset (b) of Figure 7.10. This
design comprises a total of six elements, starting with a linear polariser LP and
ending with a quarter-wave plate QWP, ensuring in this way a circular polarisa-
tion state in front of the sample.
Performing polarimetric measurements on the sample requires the analysis
of the two orthogonal polarisation components. The LP, however, favours a sin-
gle polarisation state – therefore, to circumvent this limitation, an optical core
comprising two electro-optic polarisation modulators EO1 and EO2, a half-wave
plate HWP and a Faraday rotator FR are used. The arrangement of these compo-
nents within the optical core ensures that the polarisation state of the beam will
be altered differently depending on the direction of propagation: in the forward
direction, regardless of the sequential step present in the optical core, the output
polarisation state is always circular; while on the backward direction the returned
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polarisation state (after the QWP) is rotated by either 0 or 90 degrees, depending
on the sequential step considered.
Analysing the OM’s behaviour in more detail, linearly polarised light after the
LP is oriented along |ey〉 and propagates through the optical core. Inside it (Fig-
ure 7.10 (b)), and following the forward propagation direction, the following op-
tical elements are present: an electro-optic polarisation modulator EO1 oriented
at π/4, a half-wave plate HWP oriented at −π/8, a Faraday rotator FR which ro-
tates the incident polarisation state by π/4, and a second electro-optic polarisation
modulator EO2 also oriented at π/4. EO1 and EO2 are driven to exhibit the same
retardance φEO. The orientation of their fast axes is defined in respect to |ex〉 in
the basis { |ex〉 , |ey〉 }.
FIGURE 7.11: Orientation of the polarisation states within the OM (Figure 7.10
(b)) for φEO = 0 (a) and φEO = π/2 (b) for forward propagation (left to right).
Regardless of the value φEO of the EO’s retardance, the output polarisation
state is always circular. (adapted from Rivet et al. [2])
In order to visualise the change of the polarisation states induced by the op-
tical core when the forward propagation is considered, the retardance φEO is set
to 0 or π/2, as shown in Figure 7.11. For the field going forward through the op-
tical core, there is no change in the polarisation state of the light and this result
can be generalised irrespective of the values of φEO introduced by EO1 and EO2.
Indeed, the Jones matrix of the optical core in the forward propagation direction,
Jfwdcore , is
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Therefore, the field |efwd〉 = Jfwdcore |ey〉 is given by −j |ey〉 after EO2, making it
linearly polarised along |ey〉. Then the electric field is converted into a circular
polarisation state by the QWP oriented at 45 degrees.
For the purpose of this analysis, the sample is modelled as a linear retarder
with a net (double-pass) retardance 2ϕ(z) and a fast axis orientation given by θ(z)
in respect to the sample basis { |e′x〉 ,
∣∣e′y〉 }, as defined in Figure 7.10 (a). This basis
results from the transformation of the original { |ex〉 , |ey〉 } basis via reflections
occurring on the two mirrors of the galvo-scanners SXY.
Light back-reflected by the birefringent sample travels towards theQWPwithin
the OM. The corresponding field |eback〉 (Figure 7.10 (b)) can be expressed as a
product of the various Jones matrices and as a function of the forward propagat-
ing wave leaving the optical core, |efwd〉:
(7.19)
All these calculations have been carried out considering the point of view of
the optical source, meaning that the basis for |efwd〉 is given by {− |ex〉 , |ey〉 }.
JBir(φ,α) is defined in Equation (B.2) in Appendix B, and the Jones matrix for the
mirrors present is defined in Equation (B.5) of the same Appendix. Developing
the product of matrices, |eback〉 can be written as
|eback〉 = cosϕ(z) |ex〉 − sinϕ(z)e−2iθ(z) |ey〉 , (7.20)
which is a similar result to that obtained for the first design, as shown in Equation
(7.3). The range for the one-pass retardance ϕ(z) is considered from 0 to π/2,
while the range for the fast axis orientation θ(z) is measured between 0 and π.
In the backward propagation direction, the optical core modifies the polarisa-
tion state according to the retardance φEO imprinted by the two EOs. In particular,
the optical core acts as a rotator of the polarisation state, as shown in Figure 7.12
for φEO set either at 0 (a) or at π/2 (b).
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FIGURE 7.12: Orientation of the polarisation states in the OM for φEO = 0 (a)
and φEO = π/2 (b), for the backward propagation direction (right to left). The
probing beam returns from the sample with an unknown polarisation state,
which is composed of two linear orthogonal components, represented as red
and blue in the diagram. These are sequentially selected, depending on the
value of φEO. The two orthogonal components are represented in the diagram
as being spatially separated for clarity. (adapted from Rivet et al. [2])
For any retardance φEO applied identically to both EOs, the Jones matrix de-
scribing the core of the optical module in the backward direction can be expressed
on the basis { |ex〉 , |ey〉 } as






After traversing the optical core, the optical beam passes through the linear
polariser, LP, oriented along |ey〉, with the resulting field |Sin(z)〉 at the input of
the probe fibre, as shown in Figure 7.10 (a). According to the retardance φEO of
both EOs, this field becomes
|Sin(z)〉 = P · J backcore (φEO) |eback〉 , (7.22)








By further developing Equation (7.22), |Sin(z)〉 can be expressed as
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|Sin(z)〉 = −
(−j cosϕ(z) cosφEO + e−2jθ(z) sinϕ(z) sinφEO) |ey〉 . (7.24)
Due to the polarimetric response of the collecting fibre and the coupler de-
scribed in the general matrix Jfibreout (ν), the field |Sout(z, ν)〉 in front of the detector
is obtained as a transformation of |Sin〉:
|Sout(z, ν)〉 = Jfibreout (ν) |Sin〉 (7.25a)
= − (j cosϕ(z) cosφEO
+e−2jθ(z) sinϕ(z) sinφEO
) |eout(ν)〉 , (7.25b)
where |eout(ν)〉 = Jfibreout (ν) |ey〉. The complex amplitude AˆφEO(z), corresponding
to the A-scan peak at the depth z of the scattering centre considered, can then be
written from Equations (7.15) and (7.16) as
AˆφEO(z) = −α(z) (j cosϕ(z) cosφEO




where the random phase ϕrand is added to take into account the noise of the in-
terferometer (caused by random changes in the OPD), and α(z) is defined by
α(z) = r(z)ejpi
∫
〈rout(ν) | eout(ν)〉 dν. (7.27)
To extract the polarimetric information encoded in the parameters ϕ and θ,
irrespective of the polarimetric properties of the fibres in the interferometer, Aˆ(z)
needs to be measured sequentially for two different values of φEO.
Similarly to the first design, given that the linear polariser is used as an anal-
yser in the backward direction of propagation, the two polarisation states of the
light returning from the sample and travelling through the fibres for the two val-
ues of φEO are identical. Therefore the coefficient α(z), which contains all the
polarimetric disturbances of the fibres, can be eliminated in the exact same way
as presented in the description of the first PS-OCT design in Section 7.1.1. Fur-
thermore, the product 〈rout(ν) | eout(ν)〉 dictates the contrast of the interference
signal, i.e. the SNR of the OCT signal. This can be optimised by adjusting the
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fibre-based polarisation controller PC present in the reference arm, as pictured in
Figure 7.10 (a). Since α(z) is eliminated in the procedure mentioned above, the
adjustment of PC does not impact the polarimetric measurement in any way; it
only influences the SNR of the OCT signal.
7.2.2 Sequential operation and the random phase variation in
the interferometer
The analysis presented in this section is also applicable to Configuration A, since
it also relies on an active optical element (a liquid crystal rotator) to be switched
sequentially between two states. The relation of the switching speed with the
time derivative of the random phase ϕrand in the interferometer determines not
only the reliability of the retardance and optical axis orientation measurements,
but also the strategy necessary to effectively measure the optical axis orientation,
since this relies on a phase measurement of two sequentially-obtained signals.
Two case studies are presented, corresponding to two different switching rates
of the two electro-optic polarisation modulators (EOs) in comparison with the
variation of the random phase ϕrand in the system.
7.2.2.1 Fast set-up: Random phase ϕrand identical for the two sequential mea-
surements
If the sequential measurements are carried out at a high switching rate of the
EOs, the variation of ϕrand can be considered negligible from one measurement
to the next. A function β(z) can be defined to consider the two sequential mea-







By using the expressions for AˆφEO in Equation (7.26), β(z) can be written ac-
cording to the polarimetric properties of the sample:
β(z) = tanϕ(z)e−j(2θ(z)+pi/2). (7.29)
The function β(z) is therefore insensitive to the polarimetric properties of the
fibres and couplers contained in α(z). Taking the equation above, the value of the
one-pass retardance of the sample, ϕ(z), is given by
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ϕ(z) = arctan |β(z)| , (7.30)
with ϕ ∈ [0, π/2] and the fast axis orientation θ(z) of the sample given by
θ(z) = − arg [β(z)] /2− π/4 +mπ, (7.31)
where arg stands for the argument of the complex number in the bracket and m
is an integer such that θ(z) ∈ [0, π].
As a result of the above demonstration, the measurement of two complex am-
plitudes for the two states of the EOs is enough to obtain the retardance and the
orientation of the optical axis of the retarder. By calculating β(z), the coefficient
α(z) is eliminated, therefore the retardance ϕ(z) and the fast axis orientation θ(z)
can be determined independently from these properties.
7.2.2.2 Slow set-up: Randomphaseϕrand varying between two sequentialmea-
surements
Considering now that the two sequential measurements are not carried suffi-
ciently fast to ignore the random phase ϕrand variation in the interferometer, this
means that different values of ϕrand must be taken into consideration for each of
the two measurements. This could be the case if the active elements used in the
design have a low switching rate, which is the case with the liquid crystal rotator
LCR employed in configuration A (Section 7.1), or if the electro-optic modulators
in configuration B are slow or are switched after the acquisition of each B-scan.
If only the net retardance of the sample is to be measured, one can measure
the complex amplitude peak in the A-scan for φEO = 0 and φEO = π/2. In this
case, ϕ(z) can be extracted irrespective of the changes in the random phase, since






However, if one intends to measure the axis orientation of the sample as well,
a possible solution consists in using the surface layer of the sample to produce
a phase reference. Usually the surface layer of the medium is used in PS-OCT
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FIGURE 7.13: Representation of the two situations considered: (a) no retarder
in front of the surface; (b) retarder in front of the surface, which as an example
can be taken as corneal tissue. The sample is considered to not be a diattenu-
ating one. (adapted from Rivet et al. [2])
∆ϕrand = 0 ∆ϕrand 6= 0
ϕ(0) = 0
φEO : φ0 → φ0 + π/2.
φEO : π/4→ −π/4.
ϕ(0) = π/2 φEO : π/4→ −π/4.
ϕ(0) 6= 0, ϕ(0) 6= π/2 φEO : 0→ π/2.
TABLE 7.2: Required retardance values φEO for the two electro-optic modula-
tors, according to the retardance at the sample surface ϕ(0) and to the variation
of the random phase∆ϕrand between the two states of the EOs.
measurements to reference the polarimetric properties of the fibre [23, 24], cor-
responding to a normalisation in relation to the surface. The generation of the
circular polarisation state and the analysis of the returned polarisation state are
performed in free space, in front of the sample, allowing independence of mea-
surements from the fibre’s polarimetric properties [1]. In order to eliminate the





where Aˆ0(z) is the complex amplitude for the peak within the A-scan correspond-
ing to the surface, the value of which depends on the value chosen for the retar-
dance of the electro-optic modulation, φEO.
This choice of values for φEO depends on whether a retarder element is placed
or not in front of the sample surface, as shown in Figure 7.13. Table 7.2 presents
the required values for φEO for each of the cases listed in the following Sub-
Sections.
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No retarder element in front of the sample surface, ϕ(0) = 0 When there is no
retarder element in front of the surface, which could be the case if, for example,
a skin sample is being imaged (as depicted in Figure 7.13 (a)), the net retardance
imprinted by the surface is considered to be ϕ(0) = 0. The complex amplitude is
therefore Aˆpi/2(0) = 0 and it cannot be used to normalise Aˆpi/2(z).
In this case, the retardance values for the electro-optic modulators should be
set to φEO = π/4 and −π/4. By taking a modified version of Equation (7.28), one











where ϕ(z) can be retrieved using
ϕ(z) = arctan |β1(z)| , (7.35)
and where the axis orientation θ(z) of the sample is given by
θ(z) = −1
2
arg {β1(z)} − π
4
+mπ. (7.36)
Retarder element in front of the sample surface, ϕ(0) 6= 0 If, however, a re-
tarder element is present between the sample surface and the optical module it-
self (as pictured in Figure 7.13 (b)), one can no longer take the sample surface as
having a retardance equal to zero. This is the case, for instance, when imaging
the retina in vivo and in situ, since the anterior chamber of the eye will introduce
additional birefringence in the measurement.
Two cases can be considered: ϕ(0) = π/2 and the case where ϕ(0) is neither
zero nor π/2. Considering the latter case, on the surface one would then obtain
Aˆ0(0) 6= 0 and Aˆpi/2(0) 6= 0, hence these values can be used to normalise the
complex amplitudes Aˆ0(z) and Aˆpi/2(z). Therefore, in the two states of the electro-
optic polarisation modulators the values φEO = 0 and φEO = π/2 are taken, and
ϕ(z) can be obtained in the same manner as in Equation (7.32). The orientation of
the optical axis θ(z) of the medium can be expressed as
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In this case, it is not possible to measure the absolute orientation of the optical
axis, but only the orientation according to θ(0).
On the other hand, if ϕ(0) = π/2, the complex amplitude measured at the
surface Aˆ0(0) is null and cannot therefore be used to normalise Aˆ0(z). One can
employ the same strategy as in the case with no retarder in front of the sample
surface (Section 7.2.2.2), and set the retardances of the two EOs φEO to −π/4 and











with ϕ(z) able to be retrieved in the same way as before,
ϕ(z) = arctan |β2(z)| , (7.39)
and the same holds for the axis orientation θ(z):
θ(z) = −1
2
arg {β2(z)} − π
4
+mπ. (7.40)
7.2.3 Chromatic effects on the sequential optical module opera-
tion
In this section, a detailed analysis of the impact on the polarimetric measure-
ments caused by the chromatic response of the optical elements within the sec-
ond optical module design (configuration B) is presented. For configuration A
such response has been experimentally found (when characterising the accuracy
of the system using a Berek waveplate, as shown in Section 7.1.3.1), however no
further modelling has been made due to insufficient information regarding the
active optical element used (the liquid-crystal polarisation rotator).
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FIGURE 7.14: Chromatic response of (a) the electro-optic polarisation mod-
ulator and (b) the Faraday rotator employed in the numerical simulations.
(adapted from Rivet et al. [2])
The optical module in configuration B is made of commonly available optical
elements, including Faraday rotators, wave plates, linear polarisers and electro-
optic polarisation modulators, which are present in many PS-OCT and other in-
terferometric systems. While wave plates and linear polarisers with flat broad-
band responses are readily available, the chromaticity of Faraday rotators and
electro-optic polarisation modulators must be taken into account. These neces-
sarily introduce systematic errors (bias) on the polarimetric measurement of the
sample being characterised.
Electro-optic polarisationmodulators are usually built with twomatched crys-
tals arranged in series, oriented at 90 degrees in relation to each other, in order
to suppress intrinsic birefringence and variations due to temperature changes.
For the purpose of the simulations carried out in this Section, a Lithium Niobate
(LiNbO3) medium was employed, having a half-wave voltage Vpi equal to 300V
at λ0 = 1µm and 150V at λ0 = 532 nm, similar to the Newport model 4104 mod-
ulator employed in the system reported by Yamanari et al. [18]. Figure 7.14 (a)
depicts the normalised retardance variation φEO(λ)/φEO (λ0) of the said electro-
optic polarisation modulator versus wavelength, considering λ0 = 850 nm.
For the Faraday rotator, a 45-degree Terbium Gallium Garnet rotator device
has been considered. In order to model its chromatic response, the Verdet con-
stant V (λ) has been linearly interpolated using values from Barnes et al. [25],
which give V (λ = 900 nm) = 51 rad/(T ·m) and V (λ = 800 nm) = 68.5 rad/(T ·m).
With these parameters, it is possible to model the rotation angle θFR as a function
of the operating wavelength λ, as depicted in Figure 7.14 (b) .
The sample considered in all these simulations is a linear retarder where its re-
tardance ϕsample and optical axis orientation θsample are variable parameters. Fur-
thermore, the optical source employed has its central wavelength λ0 = 850 nm,
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with two spectral bandwidths (∆λ1 = 50 nm and ∆λ2 = 100 nm) considered, de-
pending on the case being studied.
Similarly to what has been done in Section 7.2.2, the analysis of the impact the
chromatic behaviour of the optical elements have on the accuracy of the polari-
metric measurements has been carried out assuming a fast and a slow configura-
tion, ie. considering switching periods shorter or longer than the random phase
variation ∆ϕrand, respectively. As presented in the said section, the fast case al-
lows more flexibility in the choice of the values of φEO, since one does not need
to take into consideration a reference surface on the sample in order to compen-
sate for the random phase variation. Therefore, in the fast case the chromaticity
analysis focused on different values of φEO, whereas for the slow case a specific
set of φEO values has been chosen, with the analysis focusing on the impact of the
different optical bandwidth values considered.
7.2.3.1 Fast set-up: Random phase ϕrand identical for the two sequential mea-
surements
FIGURE 7.15: Measurement of the bias on (a) the retardance ϕsample and (b) the
orientation angle θsample of a linear retarder. Thin (red) curves, retardance φEO
switching from −π/4 to π/4. Thick (blue) curves, retardance φEO switching
from 0 to π/2. Solid lines in (a), fast optical axis of the sample oriented at
0 degrees. Dashed lines in (a), fast optical axis of the sample oriented at 45
degrees. Solid lines in (b), sample retardance equal to 10 degrees. Dashed
lines in (b), sample retardance equal to 40 degrees. (adapted from Rivet et al.
[2])
The numerical simulations in this section assume that the switching rate of
the optical module is sufficiently large to ensure that the random phase ϕrand
is identical in the two states and that the collecting fibres do not change their
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characteristics for the two sequential states. Consequently, the system operates
as described in Section 7.2.2.1, with φEO = φ0 being a free parameter, only con-
strained by the fact that the second sequential state must have φ0 + π/2 in order
to achieve complete rotation of the returning polarisation state. In this particular
simulation, the FWHM of the source spectrum is taken as ∆λ2 = 100 nm.
Two sets of values for φEO were chosen to model the chromatic behaviour
of the optical module: φEO : 0→ π/2 and φEO : −π/4→ π/4. The biases on the
measurement of the sample’s retardance ∆ϕsample and its optical axis orienta-
tion ∆θsample for either set are represented in Figure 7.15 (thick blue lines for
φEO : 0→ π/2 and thin red lines for φEO : −π/4→ π/4).
Figure 7.15 (a) shows the bias on retardance for two different orientations of
the retarders, at 0 degrees (dashed line), and at 45 degrees (solid line). Due to the
chromatic response of the optical module, a coupling between ϕsample and θsample
appears in the systematic errors.
The bias observed also differs according to the strategy (φEO : 0→ π/2 or
φEO : −π/4→ π/4) used for the sequential measurement. For the case where
φEO : −π/4→ π/4, the bias ∆ϕsample is uniform except for weak sample retar-
dances. By contrast, when the case φEO : 0→ π/2 is considered, the bias is low
for a weak sample retardance but increases with it for θsample = 45 degrees, while
no variation is observed for θsample = 0 degrees.
Figure 7.15 (b) represents the bias on axis orientation for two different sample
retardances ϕsample, at 10 degrees (solid line) and at 40 degrees (dashed line). Once
more, due to the chromatic response of the optical module a coupling between
ϕsample and θsample takes place, as shown by the systematic errors pictured. The
bias ∆θbias is less significant for the strategy φEO : 0→ π/2.
7.2.3.2 Slow set-up: Random phase ϕrand varying between two sequential
measurements
In this Section it is assumed that the switching rate of the optical module is not
large enough to ensure that the random phase does not vary between the two
sequential steps; it is, however, large enough to guarantee that the properties of
the collecting fibre and couplers do not vary during the aforementioned steps, as
shown in the blue response curves of Figure 7.4.
Two sub-cases are distinguished in the following sub-sections: whether a re-
tarder element is placed in front of the sample or not, as discussed earlier in Sec-
tion 7.2.2.2.
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FIGURE 7.16: Measurement of the bias on (a) the retardance ϕsample and (b) the
orientation angle θsample of a linear retarder. Thick (blue) curves: the FWHM
of the optical source spectrum is equal to ∆λ1 = 50nm. Thin (red) curves: the
FWHM of the optical source spectrum is equal to ∆λ2 = 100 nm. Solid lines
in (a): sample oriented at 45 degrees. Dashed lines in (a), sample oriented at
0 degrees. Solid lines in (b): sample retardance equal to 10 degrees. Dashed
lines in (b), sample retardance equal to 40 degrees. (adapted from Rivet et al.
[2])
No retarder element in front of the sample surface, ϕ(0) = 0 The biases on the
measurements of both the sample retardance and its optical axis orientation for
this case are represented in Figure 7.16. Two spectral bandwidths are considered
for this case: ∆λ1 = 50 nm (thick blue curves) and∆λ2 = 100 nm (thin red curves).
In Figure 7.16 (a) the bias for the sample retardance ϕsample measurements is rep-
resented for two orientations of the sample’s optical axis, θsample = 0 degrees and
θsample = 45 degrees, while in Figure 7.16 (b) the bias for the sample’s optical axis
orientation θsample measurements is represented for two sample retardance values,
ϕsample = 10 degrees and ϕsample = 40 degrees.
Again, due to the chromatic response of the components within the optical
module, a coupling between the retardance and optical axis orientation measure-
ments is present. In this case there is an additional amplification of this effect due
to the normalisation required in order to remove the effects of the random phase
variation, as described in Section 7.2.2.2. As expected from the response curves
in Figure 7.14, the larger the bandwidth of the optical spectrum considered, the
stronger the bias observed for both ϕsample and θsample.
As presented in Section 7.2.2.2, φEO must switch from −π/4 to π/4 in order
to avoid the zero value at the normalisation factor Aˆpi/2(0). By employing these
values for φEO, the bias on the optical axis orientation is close to zero at 45 and
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FIGURE 7.17: Measurement of the bias on (a) the retardance ϕsample and (b)
the orientation angle θsample of a system made of a retarder (cornea) in front
of a sample corresponding to the retinal nerve fibre layer (RNFL). Solid line
in (a), sample oriented at 45 degrees. Dashed line in (a), sample oriented at 0
degrees. Solid line in (b), sample retardance equal to 50 degrees. Dashed line
in (b), sample retardance equal to 10 degrees. (adapted from Rivet et al. [2])
135 degrees but increases for lower sample retardances and larger spectral band-
widths at 0, 90 and 180 degrees.
Retarder element in front of the sample surface, ϕ(0) 6= 0 To be consistent with
other PS-OCT studies applied to retinal imaging [26, 27], the retarder element
placed in front of the sample, assumed to have an equivalent effect to that of
corneal tissue on polarisation-sensitive posterior segment imaging, is modelled
with a one-pass retardance of 25 degrees and an optical axis orientation set arbi-
trarily at 0 degrees on the basis
{ |e′x〉 , ∣∣e′y〉 }. The sample represents the retinal
nerve fibre layer (RNFL) of the retina, and is modelled as having a one-pass re-
tardance ϕsample between 10 and 50 degrees [28], with an optical axis orientation
θsample.
Figure 7.17 (a) represents the bias ∆ϕsample on the measurement of the sample
retardance for two different sample orientations, at 0 degrees (dashed line) and
at 45 degrees (solid line). Figure 7.17 (b) shows the bias ∆θbias affecting the mea-
surements of the sample axis for two different sample retardances, 10 degrees
(dashed line) and 50 degrees (solid line).
In this case, the retardance measured at the sample surface ϕ(0)was assumed
to be 6= π/2, hence the φEO : 0→ π/2 strategy was used. Due to that, the bias on
the optical axis orientation measurements is weak (as is the case in Figure 7.15 (b)
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when comparing the traces against those produced with the φEO : −π/4→ π/4
strategy) and inferior to those obtained in Figure 7.16 (b).
7.3 Configuration C: Snapshot (simultaneous)measure-
ment
Unlike the two previous configurations presented, Configuration C does not rely
on active optical elements to achieve single detector operation, whilst still meet-
ing the other requirements stated at the beginning of this chapter. Instead, the two
orthogonal polarisation states are encoded in the OPD by means of two different
optical paths in the sample arm, a strategy reported in previous publications [14,
29].
FIGURE 7.18: Passive, simultaneous sampling optical module design, and be-
haviour for the (a) forwards and (b) backward propagation directions. LP,
linear polariser oriented at 22.5 degrees in relation to the horizontal (xˆ); FR,
Faraday rotator performing a 22.5 degree rotation of the incident polarisation;
BD1-2, beam displacers; HWP, half-wave plate oriented at 45 degrees; QWP,
quarter-wave plate oriented at 45 degrees.
In Figure 7.18 a schematic representation of this configuration is presented,
both for forward (a) and backward (b) propagation.
Similarly to Configuration B, this module design is also in-line (ensuring non-
reciprocity in the same manner, by using a Faraday rotator), ensuring a constant
(and circular) polarisation state in front of the sample. Light arriving from the
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interferometer traverses a linear polariser LP oriented at 22.5 degrees (in relation
to the y-axis), followed by a Faraday rotator FR which performs a 22.5 degree
rotation on the incident polarisation state. The beam then crosses a pair of beam
displacers (BD1 and BD2) which separate and reunite the two orthogonal polari-
sation components; since the polarisation state in the forward propagation direc-
tion has been aligned with one of the axis of the two BDs a single path is used (the
one corresponding to an orientation along the y-axis). A half-wave plate HWP is
used to rotate the incident polarisation by 90 degrees, and finally the linearly po-
larised beam (whose polarisation state is aligned with xˆ) crosses a quarter-wave
plate QWP oriented at 45 degrees to ensure that the sample is illuminated with
circularly polarised light.
Light returning from the sample crosses the QWP, achieving a similar result
to that described in the two previous configurations. Since two orthogonal po-
larisation states are now present, two different paths are considered between the
two beam displacers, and effectively this approach modulates the two orthog-
onal polarisation states in the modulation of the channelled spectra (the OPD).
The delay ∆ in path length is dependent on the thickness of the glass block GB;
without this block the two optical paths are effectively identical in length, since
the combination of the two beam displacers and the half-wave plate ensure that
each orthogonal polarisation state has exactly the same propagation distance in
glass (minus the thickness of GB).
Projection of the two polarisation states (nowdelayed in relation to each other)
is achieved by the combination of the FR (which rotates them by 22.5 degrees) and
the LP. As with the other two configurations, a single polarisation state is present
on the light injected back into the fibre, therefore achieving insensitivity to any
fibre-based disturbances that may occur afterwards.
Similarly to the two previous configurations, but especially concerning Con-
figuration B, the additional elements introduced in the sample arm increase the
dispersion mismatch between the two arms which decreases the axial resolution;
the two beam displacers in particular add a significant amount of glass length
which needs to be compensated either numerically, or by using the Master-Slave
Interferometry technique [30–32] instead of the usual FFT-based one.
In addition to that, since the two orthogonal channels are multiplexed in the
OPD one has to compensate the drop-off in second (deeper) channel due to the
limited sampling resolution; in the case of SD-OCT this is a combined effect of
the resolution of the diffraction grating and the line array, as presented in Sec-
tion 3.2.2. Typically SS-OCT systems present smaller sensitivity drop-offs with
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FIGURE 7.19: Schematic representation of a generic SM fibre-based SD-OCT
system with a plug-in PS-OCT module ensuring circularly polarised illumina-
tion. This can be implemented in a Michelson or Mach-Zehnder configuration
(a Michelson configuration is represented here), depending on the design of
the PS-OCT module.
increasing OPD, achieving depth ranges of a few millimetres with commercial-
grade sources. Thus, a SS-OCT coupled with this configuration would be an ideal
combination since one would have access to a flatter drop-off curve and increased
axial range. However, the phase stability of these sources is typically lower than
that of SD-OCT systems; more research has to be carried out in order to assess the
trade-off between these two methods.
7.4 Final remarks
In this chapter, three designs for PS-OCT configurations were presented. The
original goal with Configuration A was to devise and implement a fibre-based
PS-OCT system where the polarimetric disturbances caused by the fibres and
couplers would not affect the polarimetric measurements of the sample, and to do
so using aminimal amount of measurements (therefore using circularly polarised
light) and a single detector (one spectrometer).
Configurations B and C are improvements over this original design, with both
employing an in-line approach in the sample arm. This particularity allows for
these configurations to be truly PS-OCT plug-in modules, capable of turning any
existing OCT system into a polarisation-sensitive one, as shown in Figure 7.19.
A trade-off between implementation challenges and system performance has
been found between all three configurations, which is summarised in Figure 7.20.
Both configurations A and B rely on active optical elements in order to tempo-
rally encode the two orthogonal polarisation states and in this way meet require-
ment (3). Depending on the switching rate of these optical elements it may not
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FIGURE 7.20: Summary of the three configurations presented in this chapter,
along with their main strengths and weaknesses. The design of configurations
B and C (highlighted) allow for their installation in any OCT system, thusmak-
ing them effective plug-in modules for PS-OCT.
be possible, at first glance, to obtain a complete characterisation of the polarimet-
ric properties of the sample (within the general PS-OCT limitations presented in
Chapter 4). In Section 7.2.2 however it has been shown that by using the sample
surface as a reference and adjusting the values of φEO accordingly it is possible
to compensate for the effects of the random phase variation and thus retrieve a
complete polarimetric characterisation of the sample. This can be extended to
configuration A, although that has not been analysed in this study.
Configuration C bypasses the issue presented above altogether, whilst still
employing a single-detector approach. This is achieved by encoding the two
orthogonal polarisation states in the channelled spectrum modulation (ie., the
OPD), thus allowing for simultaneous sampling of the two states. Due to this
property, it is no longer necessary to resort to strategies such as the ones pre-
sented in Section 7.2.2 in order to retrieve the full polarimetric measurements
from the sample. Moreover, by removing the necessity of having active optical
elements which would typically require large operating voltages (such as certain
variants of electro-optical polarisation modulators) electrical safety is improved,
which is important if the PS-OCT module is to be implemented in a handheld
or endoscopic probe which would be necessarily close to the patient. The cross-
sectional surface of some of these active devices considered might also not be
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uniform, which may restrict the lateral range should one attempt to install such a
module in a full-field OCT system.
Any PS-OCT system is, by definition, subject to chromatic issues: polarisation
elements such as waveplates, Faraday rotators, electro-optic polarisation modu-
lators are designed for a specific wavelength or eventually for operation along a
narrow range of wavelengths; and since high axial resolution in OCT systems is
only achievable when employing wide optical bandwidths, these polarisation el-
ements necessarily operate outside their design wavelength. This issue has been
shown in some of the results in Section 7.1.3.1 (for Configuration A) and also
extensively analysed in Section 7.2.3 (for Configuration B). However, one needs
to stress out the fact that correcting for the chromatic issues is merely a calibra-
tion step; the biases do not vary with the environmental parameters or with the
manipulation of the collecting fibres, hence they can be easily compensated.
Given that the chromatic behaviour observed in some polarisation elements
seems to follow a linear relation (as shown in Figure 7.14), one may feel tempted
to perform a hardware-based compensation by placing a polarisation element
with an opposing chromatic response in series with the element in question.
However, both Configurations B and C must follow the ”in-line“ design require-
ment; this means that the reciprocity must be broken (by employing a Faraday
rotator), hence introducing an additional element with an opposing chromatic
response would not cancel out the chromatic behaviour of the module.
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Chapter 8
Outlook and Future Work
IT IS CLEAR from the content presented in Chapters 3 and 4 that OCT is an imag-ing technique reaching maturity, with a number of commercial systems al-
ready on the market for more than a decade. The fundamental question posed in
this thesis is what is left to do at this stage.
One can choose to address the current limitations present in the most com-
monly used detection schemes, SD- and SS-OCT, thus improving performance.
This has been achieved through the development of novel optical sources, im-
proved detectors and data processing algorithms.
Alternatively, one can extend the functionality of the OCT system by combin-
ing it with other imaging modalities, or by using the acquired signal for more
than just providing structural information, as mentioned by the beginning of
Chapter 1.
The work presented in this Thesis has mostly focussed on extending OCT
functionality. Some of it has however appeared as a consequence of an attempt to
address some of the issues in SD-OCT, namely that of the ambiguity in the sign
of the optical path difference, also known as mirror (or conjugate) terms.
Fundamentally, two main subjects were researched: Talbot Bands in SD-OCT
(described in Chapters 5 and 6), and fibre-based PS-OCT systems (described in
Chapter 7). The content was organised as follows:
• In Chapter 5, the design of a spectrometer-based Talbot Bands OCT system
with SLO technology is described and then characterised. The Talbot Bands
behaviour allows control over the visibility profile of the SD-OCT system,
addressing the issue of the mirror terms. Additional functionality has been
added in the form of a second (confocal) channel which shares the same
interface optics as the OCT system, thus creating a combined retinal OCT/
SLO device with different degrees of simultaneity between the two chan-
nels, depending on the lateral size desired for the images acquired.
• In Chapter 6, a novel Talbot Bands configuration is presented and validated.
The launching of the two beams from the object and reference arms employs
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a single lens, and the splitter before the spectrometer is eliminated by em-
ploying two tilted diffraction gratings. As with the previously described
system, by employing Talbot Bands, this configuration allows control over
the visibility profile of the SD-OCT system with total mirror term elimina-
tion. A peculiar arrangement of the two diffraction gratings leads to the
elimination of any interferometric contribution from the overlapped por-
tions of the two beams, and so of mirror terms.
• In Chapter 7 three single mode fibre-based PS-OCT configurations are pre-
sented. All configurations presented are insensitive to any polarimetric dis-
turbances introduced by the collecting fibre and coupler. They also use a
minimal amount of measurements (illuminating the sample with circularly
polarised light) and employ a single detector.
Talbot Bands in general, and their application to SD-OCT systems comprise an
interesting effect which was appropriately studied in an academic setting. More-
over, the theory of Talbot Bands in a spectrometer combined with the sampling
resolution of the pixel array fully describe the visibility profile of a SD-OCT sys-
tem, as shown in Section 3.2.2.
However, implementing a Talbot Bands SD-OCT system comes with its own
set of challenges. The alignment is slightly more complicated since bulk compo-
nents are required to couple the two arms of the interferometer. Moreover, this
requirement may give rise to polarisation and dispersion mismatches that reduce
the available SNR.
Shifting the visibility profile with a Talbot Bands system while maintaining
a large value for the sensitivity assumes that the drop-off curve caused by the
sampling resolution of the line array is not significant. Given the constraints in-
troduced by the current camera technologies on the pixel size, the only way of
improving the sampling resolution is to increase the size of the projected spec-
trum, but this will mean that the optical power will be dispersed over a larger
area, reducing the power per detector.
Swept-source technology has evolved significantly over the last few years,
with commercial products already surpassing the performance achievable by SD-
OCT systems. While the technology is not yet sufficiently mature at 800 nm,
swept-sources operating at 1050 nm are a good compromise between axial/lat-
eral resolution and long axial range. Operating at this wavelength also has an
advantage in terms of larger tissue penetration, since radiation with a 1050 nm
wavelength penetrates deeper into the tissue according to the graph of the thera-
peutic window, as shown in Figure 1.2.
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Depending on the application considered for an OCT system, configurations
such as those described in Chapters 5 and 6 can potentially be considered. The
configuration in Chapter 5 allows for the installation of an additional confocal
channel which provides a ”bird’s eye“ view of the sample being imaged, and can
secure a high degree of pixel-to-pixel correspondence between the OCT and the
confocal channel, since both channels employ the same interface optics.
Some of the issues related to the dispersion/polarisationmismatch introduced
by the bulk coupling optics (the beam-splitter) in the standard Talbot Bands con-
figuration introduced in Chapter 5 were addressed by the configuration pre-
sented in Chapter 6. The geometrical and implementation constraints of the de-
sign presented limit the axial range attainable and the SNR (due to the use of
diffraction gratings operating in reflection). Enhanced efficiency can be achieved
using gratings operating in transmission; and the axial range can be improved
by increasing the line density of the gratings, thus increasing the width of the
cross-correlated profile.
Fibre-based PS-OCT operation is described for the three configurations pre-
sented in Chapter 7. Configuration A (Section 7.1) is a purposely-designed PS-
OCT system, which requires a very specific interferometer configuration in order
to meet the three requirements listed on page 144. On the other hand, Configura-
tions B and C (Sections 7.2 and 7.3, respectively) can be implemented in a plug-in
optical module which can turn any OCT system into a PS-OCT one.
Temporally encoding the two orthogonal polarisation states (i.e., sequential
operation) may lead to an incomplete polarimetric characterisation due to the in-
ability to accurately measure the phase, caused by the effect of the random phase
of the interferometer; therefore, Section 7.2.2 presents a number of strategies to
retrieve the complete polarimetric information from the sample, whilst still op-
erating sequentially in time. Configuration C (Section 7.3) bypasses this problem
altogether since, unlike Configuration B, it encodes the two orthogonal polarisa-
tion states in the channelled spectrummodulation (in the OPD), rendering simul-
taneous reading of the two orthogonal states possible (a snapshot measurement).
Configuration A has been experimentally validated with limited performance
due to the components employed; however, it was sufficient to prove the concept
and ensure that all three requirements on page 144 were met.
Configuration B has only been theoretically presented, with some numerical
simulations carried out to model its performance; this is due to the fact that some
of the components required were not available in order to carry out the experi-
mental demonstration.
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At the present stage, Configuration C is in the process of being implemented
in a SS-OCT system operating at 800 nm. Since swept-source technology at this
central wavelength is not very mature, this is again a proof of concept with lim-
ited performance, with a swept-source operating at a 200 Hz sweeping rate. This
heavily restricts the scope of applications. A SS-OCT system has been chosen
over a SD-OCT one due to the increased axial range allowed by the improved
spectral sampling resolution. This increase in axial range is welcome since the
usable range is split in half to accommodate both orthogonal polarisation compo-
nents.
Future work might include implementing this configuration on a different
central wavelength where swept-source technology is more mature, such as 1050-
1060 nm.
Appendix A
Simulation code for Talbot Bands
The code here listed was written in Python and requires the numpy, scipy and
matplotlib packages. It is an extension of the MATLAB code written byMichael
Hughes during his PhD 1.
1 from numpy import *
2 from scipy import *
3 from matplotlib.pyplot import *
4
5 # simulation parameters
6
7 startinglambda = 817*10**-9
8 endinglambda = 837*10**-9
9
10 CCDLength = 0.01024 #CCD length in m
11 pixelWidth = 0.000010 #Pixel width in m
12 slitSepV = 0.000000833 #Slit separation in m
13 DGLength = 0.025 #In m, diffraction grating length
14 objProfileFWHM = 0.002 #in m, beam FHWM
15 refProfileFWHM = 0.002 #in m
16 objProfileCentre = 0.0125 #in m
17 refProfileCentre = 0.0125 #in m
18 # One of these two should be at the centre of DG (DGLength/2)
19
20 npxls = CCDLength / pixelWidth
21
22 N = 5000 # number of points for most operations - control the
OPD range from here! N=4000 & step 0.0000025 gives +-5 mm
of OPD (10mm overall)
23 stepSize = 0.000005 # step between points on the simulation (m)
1M. Hughes, ”Optical Coherence Tomography for Art Conservation and Archaeology: Meth-
ods and Applications“, PhD thesis, University of Kent, 2010.
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24 Ndash = 19999 # number of points for computing the wavetrain
term
25 M = 6 # number of simulated profiles (applicable to one of the
codes)
26
27 # control the position of the screen introduced in front of one
of the beams
28 def screen(position, width, Npoints, DGLen):
29 mask = zeros(Npoints, dtype=’float64’)
30 for x in range(Npoints):
31 pos = x * DGLen / Npoints
32 if pos < position - width/2 or pos > position + width/2:
33 mask[x] = 1.
34 else:
35 mask[x] = 0.
36 return mask
37
38 def centralwavelength(startlmb=startinglambda, endlmb=
endinglambda):




42 return 2 * pi/ float(lmbd)
43
44 # bandwidth per pixel
45 def linearDisp(startlmb=startinglambda, endlmb=endinglambda,
npixels=npxls):
46 return (lambdatowavenumber(startlmb) - lambdatowavenumber(
endlmb)) / npixels
47
48 def flatTopProfile(beamFWHM, beamCentre):
49 DGPos = array([x * DGLength / N for x in range(N)], dtype=’
float64’)
50 beamProfile = zeros(N, dtype=’float64’)
51 for x in range(N):
52 if DGPos[x] > beamCentre-(beamFWHM/ 2.) and DGPos[x] <
beamCentre+(beamFWHM/2.):
53 beamProfile[x] = 1.
54 return DGPos, beamProfile
55
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56 # generate Gaussian spot profiles
57 def gaussianSpotProfile(beamFWHM, beamCentre):
58 DGPos = array([x * DGLength / N for x in range(N)], dtype=’
float64’)
59 beamProfile = zeros(N, dtype=’float64’)
60 for x in range(N):
61 beamProfile[x] = exp(-((DGPos[x] - beamCentre)**2) * 4 * log
(2) / beamFWHM**2)
62 return DGPos, beamProfile
63
64 def myCentralWavelength(startlmb=startinglambda, endlmb=
endinglambda):
65 return (endlmb-startlmb)/2. + startlmb
66
67 def sincProfile(startlmb=startinglambda, endlmb=endinglambda):
68 OPD = zeros(N, dtype=’float64’)
69 ourSinc = zeros(N, dtype=’float64’)
70 ld = linearDisp(startlmb,endlmb)
71 for z in range(N):
72 OPD[z] = (z - N/2) * stepSize
73 Zmax = 0.25 * (npxls/(endlmb-startlmb)) *
myCentralWavelength(startlmb, endlmb)**2
74 chi = (pi/2.) * (OPD[z] / Zmax)
75 ourSinc[z] = abs(sin(chi)/chi)**2
76 maxSinc = max(ourSinc) # normalise sinc term
77 sincFinal = zeros(N, dtype=’float64’)
78 sincFinal = ourSinc / maxSinc;





83 wavetrain = correlate(objProfile,refProfile)
84 Ndash = len(wavetrain)
85 OPDwavetrain = zeros(Ndash, dtype=’float64’)
86 centrelambda = centralwavelength(startlmb, endlmb)
87 for z in range(Ndash):
88 OPDwavetrain[z] = (z - N) / float(N) * DGLength *
centrelambda / slitSep \#\# maybe some of the values here
are hardcoded, and they shouldn’t be!
89 wavetrainFinal = interp(OPD,OPDwavetrain,wavetrain)
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90 return (1/max(wavetrainFinal))*wavetrainFinal, wavetrainFinal
91
92 def falloffProfile(wavetrain, sincTerm):
93 falloff = zeros(len(sincTerm), dtype=’float64’)
94 for z in range(len(sincTerm)):
95 falloff[z] = wavetrain[z] * sincTerm[z]
96 falloffLog = zeros(len(sincTerm), dtype=’float64’)
97 divider = max(falloff)
98 falloffLog = 10 * log10(falloff/divider)
99 return falloff, falloffLog
Plotting visibility profile of a single case, adjustable gap and beam width
1 if __name__ == "__main__":
2 DGL, objBeamProfile = flatTopProfile(0.004, 0.0125)
3 DGL2, refBeamProfile = flatTopProfile(0.004, 0.0125+0.000) #
shift between beams can be adjusted here
4 figure(1)
5 plot(DGL, objBeamProfile) # plot the two beam profiles
6 plot(DGL2, refBeamProfile)
7 ourOPDrange, ourSincProfile = sincProfile(startinglambda,
endinglambda)
8 wavetrain = correlate(objBeamProfile,refBeamProfile, ’same’)
9 Ndash = len(wavetrain)
10 OPDwavetrain = zeros(Ndash, dtype=’float64’)
11 centrelambda = centralwavelength(startinglambda, endinglambda)
12 for z in range(Ndash):
13 OPDwavetrain[z] = (z - N/2) / float(N) * DGLength *
centrelambda / slitSepV
14 wavetrainNorm = wavetrain/max(wavetrain)
15 wavetrainFinal = wavetrainNorm*ourSincProfile
16 wavetrainNorm.dump(’wtrain.npy’) # dump to binary file,
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Plotting visibility profile for several cases, differing on the size of the gap be-
tween the two beams, iterating overM cases
1 if __name__ == "__main__":





6 for i in range(M):
7 shiftingPos = (i-(M/2))*0.00254 + 0.0125
8 DGL, objBeamProfile = gaussianSpotProfile(objProfileFWHM,
objProfileCentre)





13 normCurrentWTerm, currentWavetrainTerm = wavetrainTerm(
objBeamProfile, refBeamProfile, ourOPDrange,
startinglambda, endinglambda, slitSepV)
14 currentFalloff, currentFallofflog = falloffProfile(
currentWavetrainTerm, ourSincProfile)
15 figure(3)
16 plot(ourOPDrange*1000, currentFalloff, label="gap %f" % (
shiftingPos-objProfileCentre))
17 xlabel(’OPD (mm)’)
18 ylabel(’channeled spectrum visibility’)
19 filenameOutOPD = str(shiftingPos-objProfileCentre)+’OPD.txt’






Plotting visibility profile for several cases, differing on the width of the two
beams, iterating over the values in a user-supplied array
1 if __name__ == ’__main__’:
2 beamSizes = array([0.0015, 0.0034, 0.008, 0.012])
3 gap = 0.0001
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4 ourOPDrange, ourSincProfile = sincProfile(startinglambda,
endinglambda)
5 objBeamProfiles = zeros([len(beamSizes),N])
6 refBeamProfiles = zeros([len(beamSizes),N])
7 wavetrainterms = []
8 fallOffs = []
9 ourOPDrange.tofile(’OPDs.txt’,’\n’)
10 for i in range(len(beamSizes)):
11 DGL, objBeamProfiles[i] = gaussianSpotProfile(beamSizes[i],
objProfileCentre)
12 DGL2, refBeamProfiles[i] = gaussianSpotProfile(beamSizes[i],
objProfileCentre+gap)
13 figure(1)










20 plot(ourOPDrange*1000, fallOffs[i], label="beam diameter %f"
% beamSizes[i])
21 currentFallOff = fallOffs[i].tofile(str(beamSizes[i]), ’\n’)
22 xlabel(’OPD (mm)’)
23 ylabel(’channelled spectrum visibility (normalised values)’)
24 legend()
25 show()
Plotting visibility profile with a screen introduced over one of the beams, par-
tially truncating it
1 screenwidth = 0.0025 # width of the screen introduced over the
reference beam
2 screenpos = 0.0085 # position of the said screen
3 O = 75
4 if __name__ == ’__main__’:
5 screenposlist = []
6 peakintensityList = []
7 peaklocList = []
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8 screenpos = 0.
9 figure(1)
10 for i in range(O):
11 if screenpos >= 0.012 and screenpos <= 0.013:
12 screenpos += 0.00005
13 else:
14 screenpos += 0.0005
15 cameraFallOff = sincProfile()[1]
16 DGL, objBeamProfile = gaussianSpotProfile(objProfileFWHM,
objProfileCentre)
17 DGL2, refBeamProfile = gaussianSpotProfile(refProfileFWHM,
objProfileCentre)
18 scrrefBeamProfile = refBeamProfile * screen(screenpos,
screenwidth, N, DGLength)
19 # uncomment to show the plot of the two beam profiles before
diffraction
20 # figure(1)
21 # plot(DGL*1000, refBeamProfile, ’b--’)
22 # plot(DGL*1000, scrrefBeamProfile, ’r-’)
23 # xlabel(’diffraction grating axis (mm)’)
24 # ylabel(’beam profile (arb. units)’)
25 ourOPDrange, ourSincProfile = sincProfile(startinglambda,
endinglambda)
26 scrcurrentWavetrainTermNorm, scrcurrentWavetrainTerm =
wavetrainTerm(objBeamProfile, scrrefBeamProfile,
ourOPDrange, startinglambda, endinglambda, slitSepV)
27 profile = cameraFallOff*scrcurrentWavetrainTerm
28 ourOPDmm = ourOPDrange*1000
29 if screenpos < 0.0125:
30 plot(ourOPDmm, profile, ’b-’, label=’%.4f’%screenpos)
31 elif screenpos == 0.0125:
32 plot(ourOPDmm, profile, ’g’, lw=1.5, label=’%.4f’%
screenpos)
33 elif screenpos > 0.0125:
34 plot(ourOPDmm, profile, ’r-’, label=’%.4f’%screenpos)
35 profile = nan_to_num(profile)
36 peakintensityListmax = amax(profile)
37 peaklocListmax = ourOPDmm[argmax(profile)]
38 print screenpos, peakintensityListmax, peaklocListmax
39 screenposlist.append(screenpos)
40 peakintensityList.append(peakintensityListmax)
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41 peaklocList.append(peaklocListmax)
42 xlabel(’optical path difference (mm)’)
43 ylabel(’channelled spectrum visibility, absolute values\n (
screened profile normalised to no Talbot profile max)’)
44 scrpos = array(screenposlist)
45 pkint = array(peakintensityList)




50 fig2 = figure(2)
51 ax2 = fig2.add_subplot(111)
52 ax2.plot(screenposlist, peakintensityList, ’b-’)
53 ax2.set_xlabel(’position of screen (m)’)
54 ax2.set_ylabel(’intensity maximum of sensitivity peak (arb.
units)’)
55 ax2b = ax2.twinx()
56 ax2b.plot(screenposlist, peaklocList, ’r-’)
57 ax2b.set_xlabel(’position of screen (m)’)




Jones matrices used in the theoretical
model
• Jones matrix of a polarisation rotator by an angle α in relation to either |ex〉







• Jones matrix for a linear birefringent mediumwith retardance φ, oriented at
an angle α in relation to either |ex〉 or |e′x〉, depending on the case described
in the text:






The retardance introduced by a half-wave plate is φ = π, and that by a
quarter-wave plate is φ = π/2. One can carry out the matrix multiplication
present in the equation above to obtain Equation (4.5),
JBir(φ,α) =
(
cos2 α + sin2 α · exp (−jφ) cosα · sinα · (1− exp(−jφ))




• Jones matrix for a partial linear diattenuator with diattenuation D and ori-
ented at an angle α in relation to either |ex〉 or |e′x〉, depending on the case
described in the text:
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Abstract
This article presents a theoretical study on an optical module (OM) that can be inserted between
an object under investigation and a Fourier-domain optical coherence tomography system,
transforming the latter into a polarisation-sensitive optical coherence tomography optical
coherence tomography (OCT) system. The module consists of two electro-optic modulators, a
Faraday rotator, a linear polariser and a quarter-wave plate. A detailed description on how the
module can be used to extract both the net retardance and the fast axis orientation of a linear
birefringent sample is presented. This is achieved by taking two sequential measurements for
different values of retardance produced by the electro-optic modulator. The module keeps
measurements free from undesired polarimetric effects due to birefringence in the single-mode
optical ﬁbre and diattenuation in ﬁbre-based couplers within OCT systems. Simulations have
been carried out in order to evaluate the effects of chromatic behaviour of the components within
the OM.
Keywords: polarisation-selective devices, optical coherence tomography, instrumentation,
measurement, and metrology
(Some ﬁgures may appear in colour only in the online journal)
1. Introduction
Polarisation-sensitive optical coherence tomography (PS-
OCT) methods emerged as early as 1992 [1], evolving from
bulk-based to more compact ﬁbre-based designs. PS-OCT
systems operate either in time-domain [2–4] or in frequency-
domain [5–7].
PS-OCT systems are useful in medical OCT applications
due to the link between polarisation properties and the health
state of tissue. In non-destructive testing, PS-OCT also pro-
vides birefringence information, useful in assessing the
mechanical properties of the structures evaluated. Due to their
versatility, easy alignment, compact size [8] and also to the
need for single spatial mode selection, ﬁbre-based systems are
used in OCT practice. However, external factors (such as
temperature and mechanical stress) affect the birefringence of
single-mode ﬁbres (SMFs) used in OCT systems, inducing
disturbances [9] in the measured polarisation. This difﬁculty
has been overtaken by (1) building speciﬁc OCT systems and
(2) measuring (sequentially or instantaneously) the polari-
metric properties of ﬁbres so as to compensate for their
effects. Yet the OCT systems dedicated to polarisation are
sometimes complex and non versatile. Due to the use of
optical ﬁbres, the incident polarisation state is not a single-
circular state, but this issue can be overcome by probing the
sample with at least two orthogonal polarisation states [2, 7].
Alternatively, one can take into account the polarimetric
properties of the ﬁbres by performing careful calibration
steps, in this way ensuring that the probing beam is in a
single, circular polarisation state [10, 11].
Another solution is to perform in free space both the
generation of the polarisation states and the analysis of their
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modiﬁcations caused by the sample. Such an approach has
been adopted in Roth et al [12] and in Marques et al [13]. The
solution presented in [12] requires at least three measurements
to extract the polarimetric information. In our previously
reported system [13], only two measurements were used
because the input polarisation state was always circular.
However, this required splitting the beam within the sample
arm, bringing further losses.
To measure the sample’s polarimetric properties, we
propose a novel approach, without any calibration step
involving the optical ﬁbres. This approach is based on an in-
line optical module (OM) placed before the sample being
evaluated. By a suitable design of the module, this can be
used to convert any conventional OCT system into a PS-OCT
system. A theoretical model presenting the operation of such
a module is developed in section 2. Two sequential mea-
surements are used to provide polarisation characterisation of
the birefringent sample that is independent from the polari-
metric response of the SMF inside the interferometer. Simu-
lations are carried out to evaluate how the ﬁbre disturbances
and the chromatic response of components within the OM
affect the polarimetric measurements. Our simulations
demonstrate that the effects due to ﬁbre disturbances can be
eliminated.
2. Theory
The OM (shown in ﬁgure 1 and detailed in ﬁgure 2, designed
for free space operation) generates a circular polarisation state
to probe the sample and to interrogate its polarimetric prop-
erties in two sequential steps. Probing the sample with cir-
cularly polarised light is a widely used technique to
interrogate these properties [1, 3, 4, 14].
The OM is inserted after the sample arm ﬁbre of a con-
ventional Fourier-domain OCT (FD-OCT) system, which can
be a spectrometer-based OCT (Sp-OCT) or a swept-source-
based OCT (SS-OCT). For brevity, we refer only to the Sp-
OCT method, but all the theory that follows is applicable to
the SS-OCT method as well.
Scanning of the sample is performed by two galvo-
scanning mirrors SXY placed after the OM. Since the angles
of incidence of the beam on the two mirrors in the galvan-
ometer scanning head are relatively large (45°), the Fresnel
coefﬁcients differ for perpendicular and parallel components
in relation to the incidence plane of the wave directed to each
galvanometer scanner. By having two galvanometer scanners
at 90° in sequence, the Fresnel effect is cancelled, as the wave
oscillating in the incident plane of the ﬁrst mirror oscillates
perpendicularly to the incident plane of the second mirror.
Therefore, no effect on the polarisation state is considered via
SXY. However if only one mirror was used, then its effect
should be taken into account, which is not the case here.
Let us consider a single reﬂector in the sample arm of the
interferometer, placed at z along the depth coordinate. The
intensity ( )OI versus optical frequency ν measured at the
spectrometer’s camera is given by
( ) ( ) ( ) ( ) ( )*O O O O  O OQ QI I A z A z, e , e , 1z zDC i 2 i 2c c2 2
where ( )OIDC is the DC component of the interferometric
signal, ( )OA z, is the complex amplitude of the interference
between the electric ﬁeld returning from the sample
proportional to ∣ §Sout and the ﬁeld ∣ ( )O §rout from the reference
arm. c is the speed of light and z is the depth of the object
measured from optical path difference (OPD)=0. The
aforementioned ﬁeld returning from the sample arm is given
by ( )∣ ( )O §r z S z,out , where r(z) is the complex amplitude
reﬂection coefﬁcient for a scattering centre located at depth z.
In addition, the chromatic behaviour of ﬁbres is taken into
account by considering that the output ﬁelds are dependent on
Figure 1. Fourier-domain PS-OCT system. The dashed rectangle
corresponds to a ﬁbre-based Fourier-domain OCT system. SXY,
scanning head with two galvanometer scanners with axes oriented at
90° in relation to each other; MO, microscope objective; PC, ﬁbre-
based polarisation controller; SMC, single-mode ﬁbre coupler. Only
single-mode optical ﬁbres are used. The ﬁeld generated by the
optical source is given by ∣ §e0 . The sample is probed with a circular
polarisation state. ∣ §Sin describes the ﬁeld returning to the ﬁbre-based
part of the interferometer, and ∣ §Sout describes the same ﬁeld after
propagation through the ﬁbres and the single-mode ﬁbre coupler.
Figure 2. Optical module (OM) to convert any FD-OCT system into
a PS-FD-OCT system. LP, LP oriented along ∣ §ey (side view of the
diagram in ﬁgure 1). QWP, quarter-wave plate oriented at Q 4 in
relation to ∣ §ex . Inside the OM, another optical block is deﬁned as the
optical core of the OM. The optical core consists of two electro-optic
polarisation modulators (EO1 and EO2) oriented at Q 4 according to
∣ §ex , a half-wave plate (HWP) oriented at Q 8, and a Faraday
rotator (FR) that induces a polarisation state rotation of Q 4. The
operation of the optical core is described in the main text. ∣ §efwd
describes the polarisation state of the light probing the sample before
the quarter-wave plate (QWP) of the OM. ∣ §eback describes the
polarisation state of light returning from the sample after passing
through the QWP.
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ν. The complex amplitude ( )OA z, can be expressed as
( ) ( ) ( )∣ ( ) ( )O O O  §A z r z r S z, , . 2out out
Throughout this theory section, the shape of the spectrum
is considered to be ﬂat along ν.
By Fourier transforming ( )OI , an A-scan is obtained, i.e.
a complex-valued peak corresponding to the single reﬂector
located at depth z. Let ˆ ( )A z be the complex value at the
maximum of this peak. This is related to ( )OA z, as follows:
ˆ ( ) ( ) ( )¨ O OA z A z, d , 3
and its absolute value Iˆinterf can be written as
ˆ ( ) ∣ ˆ ( )∣ ( ) ( )∣ ( ) ( )¨ O O O   §I z A z r z r S z, d . 4interf out out
The ﬁeld ∣ ( )O §S z,out contains both the retardance of the
sample under analysis, and the polarimetric properties of the
ﬁbres and couplers, which vary signiﬁcantly with the
environmental parameters. If the contributions from the
sample and the ﬁbres/couplers are decoupled, then the
polarimetric response of the sample can be identiﬁed
independently of that from the ﬁbres.
2.1. Description of the OM
The OM comprises a total of six elements, starting with a
linear polariser (LP) and ending with a quarter-wave plate
(QWP), ensuring in this way a circular polarisation state in
front of the sample (ﬁgure 2). Performing polarimetric mea-
surements on the sample requires analysing the two ortho-
gonal polarisation components. The LP however favours a
single polarisation state. Therefore, to circumvent this lim-
itation, an optical core comprising two electro-optic polar-
isation modulators (EOs), a half-wave plate (HWP) and a
Faraday rotator (FR) is used according to the procedure
described below. Depending on the propagation direction of
the wave, forward and backward from the sample, the optical
core is used to rotate the polarisation orientation by either
90° or 0° respectively. The different operation of the optical
core does not affect the circular polarisation of the wave
propagating towards the sample nor the polarisation state of
the wave returned from the sample containing the polarisation
properties of the sample.
Detailing the OM’s behaviour further, linearly polarised
light after the LP is oriented along ∣ §ey and propagates through
an optical core comprising an electro-optic polarisation
modulator (EO1) oriented at Q 4, a HWP oriented at Q 8, a
FR which rotates the incident polarisation by Q 4, and a
second electro-optic polarisation modulator (EO2) oriented at
Q 4. EO1 and EO2 are driven to exhibit the same retardance
GEO. The orientation of their fast axes is deﬁned in respect to
∣ §ex in the basis {∣ ∣ }§ §e e,x y .
In order to visualise the change of the polarisation states
induced by the optical core in forward propagation, the
retardance GEO is set to 0 or Q 2, as shown in ﬁgure 3.
For the ﬁeld going forward through the optical core
(ﬁgure 3), there is no change in the polarisation state of light
and this result can be generalised irrespective of the values of
GEO introduced by EO1 and EO2. Indeed, the Jones matrix of
the optical core in forward direction, Jcore
fwd , is
( )( ) ( )G   J i 1 00 1 . 5corefwd EO
Therefore the ﬁeld ∣ ∣ ∣§  §   §e J e eiy yfwd corefwd after
EO2, and is linearly polarised along ∣ §ey . Then the electric
ﬁeld is converted into a circular polarisation state by the QWP
oriented at 45°. The sample is modelled as a linear retarder
with a net (or double-pass) retardance ( )K z2 , and a fast axis
orientation given by ( )R z in respect to the sample basis
{∣ ∣ }a§ a§e e,x y , as deﬁned in ﬁgure 1. This basis results from the
transformation of the original {∣ ∣ }§ §e e,x y basis by the
reﬂections in the two galvo-scanners SXY.
Light back-reﬂected by the birefringent sample travels
towards the QWP of the OM. The corresponding ﬁeld ∣ §eback
(ﬁgure 2) can be expressed on the vector basis {∣ ∣ }§ §e e,x y as
follows (see appendix B):
∣ ( )∣ ( ) ∣ ( )( )K K§  §  §Re z e z ecos sin e . 6x z yback 2i
The range for the one-pass retardance ( )K z is considered
from 0 to Q 2, while the range for the fast axis orientation
( )R z is measured between 0 and pi.
In the backward direction, the optical core modiﬁes the
polarisation state according to the retardance GEO imprinted
by the two EOs. In particular, the core acts as a rotator of the
polarisation state as shown in ﬁgure 4 for GEO set at 0 (a) orQ 2 (b).
For any retardance GEO applied identically on both EOs,
the Jones matrix describing the OM in backward direction can
be written on the basis {∣ ∣ }§ §e e,x y as














After traversing the optical core, the beam passes through
the LP, oriented along ∣ §ey , with the resulting ﬁeld ∣ ( )§S zin at
the input of the probe ﬁbre, as shown in ﬁgure 1. According
to the retardance GEO of both EOs, this ﬁeld becomes
∣ ( ) · ( ) · ∣ ( )G§  §S z P J e , 8in coreback EO back
where P is the Jones matrix of the LP oriented along ∣ §ey
described by
( ) ( )P 0 00 1 . 9
Then the ﬁeld ∣ ( )§S zin can be expressed according to
∣ ( ) ( ( )












Due to the polarimetric response of the collecting ﬁbre
and of the coupler described in the general matrix ( )OJoutfibre ,
the ﬁeld ∣ ( )O §S z,out in front of the detector is obtained as a
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transformation of ∣ §Sin , according to:
∣ ( ) ( )∣ ( )O O§  §S z J S, 11out outfibre in
( ( )












where ∣ ( ) ( )∣O O§  §e J eyout outfibre . Then the complex amplitude
ˆ ( )
G
A zEO , for the A-scan peak corresponding to the depth z of
the scattering centre, can be written from (2) and (3) as
ˆ ( ) ( )( ( )







A z z z
z
i cos cos







where the random phaseKrand is added to take into account the
noise of the interferometer (caused by random changes in the
OPD), and ( )B z is deﬁned by
( ) ( ) ( )∣ ( ) ( )¨B O O O  §Qz r z r ee d . 14i out out
To extract the polarimetric information, j and θ, irre-
spective of the polarimetric properties of the ﬁbres in the
interferometer, ˆ ( )A z needs to be measured sequentially for
two different values of GEO. Since the LP is used as an ana-
lyser in the backward direction, the two polarisation states of
the light returning from the sample and travelling through the
ﬁbres for the two values of GEO are identical. It means that the
coefﬁcient ( )B z , which contains all the polarimetric dis-
turbances of the ﬁbres, is constant and can be eliminated by
using a similar procedure to that described in our previous
paper [13]. Furthermore, the product ( )∣ ( )O O §r eout out dictates
the contrast of the interference signal, i.e. the signal-to-noise
Figure 3. Orientation of the polarisation states within the OM (ﬁgure 2) for G  0EO (a) and G Q 2EO (b) for forward propagation (left to
right). Regardless of the value GEO of the EO’s retardance, the output polarisation state is always circular.
Figure 4. Orientation of polarisation states in the OM for G  0EO (a) and G Q 2EO (b) for the backward propagation (right to left). The
probing beam returns from the sample with an unknown polarisation state, which is composed of two linear orthogonal components,
represented as red and blue in the diagram. These are sequentially selected, depending on the value of GEO. The two orthogonal components
are represented in the diagram as being spatially separated for clarity.
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ratio of the OCT signal. This can be optimised by adjusting
the ﬁbre-based polarisation controller PC present in the
reference arm as pictured in ﬁgure 1. Since ( )B z is eliminated
in the procedure mentioned above, the adjustment of PC does
not impact in any way the polarimetric measurement.
We present two case studies for different switching rates
of the EOs in comparison with the variation of the random
phase Krand in the system.
2.2. Fast set-up: random phase jrand identical for the two
sequential measurements
If the sequential measurements are carried out with a high
switching rate of the EOs, the variation of Krand can be con-
sidered negligible from one measurement to the next. Let us
deﬁne a function ( )C z to consider the two sequential mea-
surements, one for G GEO 0 and the other forG G Q  2EO 0 , as follows
( )
ˆ ( ) ˆ ( )
ˆ ( ) ˆ ( )








A z A z









By using the expressions of ˆ
G
A EO in (13), ( )C z can be
written according to the polarimetric properties of the sample
as
( ) ( ) ( )( )C K R Q z ztan e . 16i 2 2
The function ( )C z is therefore insensitive to the polari-
metric properties of the ﬁbres and couplers contained in ( )B z .
From (16), the value of the one-pass retardance of the sample,
( )K z , is given by
( ) ∣ ( )∣ ( )K Cz zarctan , 17
with ( ) [ ]K Qz 0, 2 and the fast axis orientation ( )R z of the
sample given by
( ) [ ( )] ( )R C Q Q   z z marg 2 4 , 18
where arg stands for the argument of the complex number in
the bracket and m is an integer such that ( ) [ ]R Qz 0, .
As a result of the above demonstration, the measurement
of two complex amplitudes for two GEO values (G0 andG Q 20 ) is enough to obtain the retardance and the orien-
tation of the optical axis of the retarder. By calculating ( )C z ,
the coefﬁcient ( )B z incorporating the ﬁbre polarimetric
properties is eliminated, therefore the retardance ( )K z and the
fast axis orientation ( )R z are independent from these
properties.
2.3. Slow set-up: random phase jrand not identical for the two
sequential measurements
As the sequential measurements are not carried out sufﬁ-
ciently fast to ignore the random phase variation, a different
random phase must be taken into consideration for each of the
two sequential measurements. This could be the case if the
EOs are switched after acquiring each 2D image (B-scan).
If we are only interested in the net retardance, we propose
measuring the complex amplitude for G  0EO andG Q 2EO . Indeed, ( )K z can be extracted irrespective of the












If we need to measure the axis orientation of the sample
in addition to its retardance, then a possible solution consists
in using the surface layer of the sample to produce a phase
reference. Usually the surface layer of the medium is used in
PS-OCT to reference the polarimetric properties of the ﬁbre
[5, 7] corresponding to a normalisation in relation to the
surface. The coding and decoding is performed in free space,
in front of the sample. This allows independence of mea-
surements from the ﬁbre’s polarimetric properties [13]. To














where ˆ ( )
G
A 0EO is the complex amplitude for the A-scan peak
at the surface, the value of which depends on the electro-optic
retardance GEO.
The choice of the values for GEO depends on whether a
retarder element is placed in front of the surface or not
(ﬁgure 5). The required values for GEO are listed in table 1 for
each of the cases studied below.
2.3.1. No retarder element in front of the sample surface,
j 0ð Þ ¼ 0. When there is no retarder element in front of the
surface (e.g. skin), the net retardance imprinted by the surface
is considered to be ( )K 0 0. The complex amplitude is





. Hence, we propose measuring the complex
amplitude for G Q  4EO and G Q 4EO , and studying
Figure 5. Representation of two situations: (a) no retarder in front of
the surface, (b) retarder in front of the surface, corneal tissue for
example. The sample is considered without diattenuation.
5
J. Opt. 18 (2016) 065607 S Rivet et al
the function ( )C z1 deﬁned by
( )
ˆ ( ) ˆ ( )
ˆ ( ) ˆ ( )
( )
( )








 z A z A z














where ( )K z can be retrieved using
( ) ∣ ( )∣ ( )K Cz zarctan , 221
and where the axis orientation ( )R z of the sample is given by
( ) [ ( )] ( )R C Q Q   z z marg 2 4 . 231
2.3.2. Retarder element in front of the sample surface,
j 0ð Þ ≠ 0. An important application case is that of
polarisation characterisation of the retina, where the
measurement is affected by the birefringence of the anterior
chamber structures in the eye. We refer to this case as that of a
retarder element in front of the surface, where the retardance
( )K v0 0 for the surface.
If ( )K Qv0 2, we have ˆ ( ) vA 0 00 and ˆ ( ) vQA 0 02 for
the surface, and they can be used to normalise the complex
amplitudes Aˆ
0




. In such cases we propose to
measure the complex amplitude for G  0EO and G Q 2EO .
According to (19), the one-pass retardance of the sample
+retarder system ( )K z can be calculated, while the optical
axis ( )R z of the medium can be expressed as
( ) ( )
ˆ ( )
ˆ ( )
















It is not possible in this case to measure the absolute
orientation of the optical axis, but only the orientation
according to ( )R 0 .
If ( )K Q0 2, the complex amplitude ˆ ( )A 00 is null and
it is not possible to use it to normalise ˆ ( )A z
0
. We therefore
propose measuring the complex amplitude for G Q  4EO
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z A A
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where ( )K z can be retrieved from
( ) ∣ ( )∣ ( )K Cz zarctan , 262
and the axis orientation ( )R z by
( ) [ ( )] ( )R C Q Q   z z marg 2 4 . 272
3. Simulations
The OCT system is modelled with a Gaussian broadband
source at M  850 nm0 for two situations: full width at half
maximum (FWHM) M% =100 nm and M% =50 nm. The
channelled spectrum is re-sampled to eliminate the chirp
effect due to the dispersion of the OCT system, and the non-
linearities in wavenumber present in the spectrometer. In each
case, the channelled spectrum is sampled with 1000 points.
The span of the spectrometer is equal to the FWHM of the
source. The polarimetric response of the ﬁbres is modelled by
the product JFibre of different Jones matrices, accounting for
the chromatic birefringence of the ﬁbre and the possible
diattenuation of the couplers, as follows
· · · ( )( ) ( ) ( ( ) ) ( ) B B G O B BJ J J J J , 28DFibre Rot 1 Diat , 2 Bir , 3 Rot 4
where ( )BJRot is the Jones matrix for a rotator that rotates the
linear polarisation by an angle α, ( )BJ DDiat , corresponds to a
linear diattenuator with the diattenuation D and oriented at the
angle α and ( ( ) )G O BJBir , corresponds to a linear retarder
oriented at the angle α with retardance ( )G O . In this
simulation, the retardance ( )G O is expressed according to a
mean retardance ( )G O0 and a parameter %T to take into
account the polarisation mode dispersion (PMD) of ﬁbres, as
follows
( ) ( ) ( ) ( )G O G O Q O O  % T2 , 290 0
with O0 being the central optical frequency of the source.
The ﬁeld ∣ ( )O §S z,out coming from the sample and tra-
velling through ﬁbres is expressed as follows
∣ ( ) ∣ ( ) ( )( )O O§  §OS z J S z, , , 30out outFibre in
with
∣ · · · ∣ ( )( ) ( ) ( ) ( )§  §O G O G OS J J J J e , 31zin back ,OM sample fwd ,OM inFibre 0EO EO
where ∣ §e0 is the input ﬁeld from the source, ( )J zsample is the
Jones matrix of the sample after a round-trip in depth z, ( )OJinFibre
and ( )OJoutFibre respectively correspond to the polarisation changes
of the light traveling from the source to the OM and from the




the polarimetric response of the OM in forward and backward
Table 1. Required retardance values GEO for the two EOs according to the retardance at the sample surface ( )K 0 and the variation of the
random phase K% rand between two switches of the EOs.
K%  0rand K% v 0rand
( )K 0 0 G Q Ql : 4 4EO .
( )K Q0 2 G G G Ql : 2EO 0 0 . G Q Ql : 4 4EO .
( ) ( )K K Qv v0 0, 0 2 G Ql: 0 2EO .
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directions deﬁned by
· · ( )( ) ( ) ( )O G Q Q O GJ J J P, 32fwd ,OM Bir 2, 4 core ,fwdEO EO
and
· · ( )( ) ( ) ( )O G O G Q QJ P J J , 33back ,OM core ,back Bir 2, 4EO EO
with P being the Jones matrix of the LP in the OM. The ﬁeld
∣ ( )O §rout coming from the reference arm is expressed with the
Jones matrix of the reference ﬁbre Jref





, considering the OPD between the
two arms ( z2 ) as follows
∣ ( ) ∣ ( )( )O §  §OQOr J ee . 34zout i 2 refFibre 0c2
The simulation consists of two parts. Firstly, the
Fourier transform of the intensity
( )( ( )∣ ( ) ( )∣ ( ) )O O O O O §   §S S z r r S z, ,out out out out , is calcu-
lated, where ( )OS is the power spectrum of the light source.
Secondly, the complex amplitude associated with the depth z
in the sample is measured at the maximum of the peak.
Let ‘in’ ﬁbre and ‘out’ ﬁbre denote the optical paths
within the sample ﬁbre, from the source to the OM and from
the OM to the detector respectively, as presented in
ﬁgures 6(a) and (b). ‘Ref’ ﬁbre is represented in ﬁgure 6(c),
which corresponds to the optical path from the source to the
detector through the reference arm. Table 2 gives the para-
meters of the ﬁbres used in the simulation. Here, PMD is
considered as 0.1 ps km for a SMF, which for a 10 m ﬁbre
corresponds to a delay of % T 10 fs, used in (29). The
values of the coefﬁcients in table 2 are arbitrarily chosen, and
some parameters (Dout, %Tout and ( )G O0 out) in the ‘out’ ﬁbre
are independently varied in the next section to prove the
insensitivity of the retardance and optical axis orientation
measurements to the polarimetric response of ﬁbres and
couplers.
3.1. Effect of fibres on the polarimetric measurement of the
sample
In the theoretical section we demonstrated that the polari-
metric measurement of the sample is insensitive to ﬁbre dis-
turbances, since the generation and analysis of the
polarisation states are done in free space, in front of the
sample.
To verify this behaviour, a retarder sample oriented at
45°with a retardance of 10° is considered. The chromaticity
of the elements in the OM is not considered at this stage. The
random phase is assumed identical for the two sequential
measurements (as presented in section 2.2). Finally, the
FWHM of the source spectrum is equal to 100 nm centred at
850 nm.
The OM switches from G  0EO to G Q 2EO and,
according to (15), the retardance and the axis orientation are
measured via (17) and (18). Figure 7 shows the bias of the
retardance and the axis orientation by varying the properties
of the ‘out’ ﬁbre of the sample arm.
If we consider that the ﬁbre characteristics are identical
for the two sequential measurements, the biases on the
retardance K% bias and on the axis orientation R% bias are equal
to zero regardless of the polarimetric properties of the ‘out’
ﬁbre, i.e. its retardance ( )G O0 out (thick blue line in ﬁgures 7(a)
and (b)), its PMD %Tout (thick blue line in ﬁgures 7(c) and
(d)), and its partial diattenuation Dout (thick blue line in
ﬁgures 7(e) and (f)). It is commonly assumed in PS-OCT that
ﬁbres remain stable during sequential measurements [15, 16].
We can evaluate the behaviour of the biases on retar-
dance and axis orientation if the ‘out’ ﬁbre evolves between
the two measurements. To do so, the parameters G0,out, %Tout
and Dout are increased by 1% during the switch of the electro-
optics. The results are shown as thin red lines in ﬁgure 7. In
addition to these weak biases (<1°), the chromaticity of the
elements in the OM introduces other biases, as discussed in
section 3.2.
Figure 6. Schematic representation of the different ﬁbre paths employed in the simulations.
Table 2. Coefﬁcients for the ﬁbres in the OCT system. PMD is considered to be equal to 0.1 ps km for a single mode ﬁbre, which
corresponds to a delay of% T 10 fs for a 10 m ﬁbre. Coefﬁcients D, ( )G O0 , B1, B2, B3 and B4 are arbitrarily chosen. Dout, ( )G O0 out and%Tout
are independently varied in the simulations to assess the effect of each one in the polarimetric measurements (refer to ﬁgure 7).
Length (m) D ( )G O0 (rad) %T (fs) B1 (rad) B2 (rad) B3 (rad) B4 (rad)
‘In’ ﬁbre 10 0 Q 5 10 Q 8 1 Q 8 0
‘Out’ ﬁbre 10 0, Dout Q 8, ( )G O0 out 10, %Tout 0 0.5 Q 12 Q 2
‘Ref’ ﬁbre 20 0 Q 4 14 Q 4 0 Q 4 Q 4
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3.2. Effect of chromatic response of the OM on the polarimetric
measurement of the sample
The OM is made of commonly available devices (FRs, wave
plates, electro-optic polarisation modulators, LP), similar to
those widely used in PS-OCT and in interferometric systems.
While achromatic wave plates and LPs are readily available,
the chromaticity of FRs and electro-optical polarisation
modulators has to be taken into account. Consequently, sys-
tematic errors (bias) on the polarimetric measurement of the
sample are induced.
Electro-optic polarisation modulators are usually built
with two matched crystals arranged in series, oriented at
90° relative to each other, in order to suppress intrinsic bire-
fringence and variations due to temperature changes. The
simulation has considered a Lithium Niobate medium with a
half-wave voltage QV equal to 300 V at 1000 nm and 150 V at
532 nm (such as the Newport model 4104 which has been
employed in the system reported in [17]). Figure 8(a) shows
the normalised retardance variation ( ) ( )G M G MEO EO 0 of the
electro-optic polarisation modulator versus wavelength used
in the simulation, with M  850 nm0 .
Figure 8(b) shows the rotation ( )R MFR of a 45° Terbium
Gallium Garnet FR versus wavelength, which was used in the
simulation. To model this, the Verdet constant ( )MV of the
rotator was linearly interpolated using values from [18],
which give V as 51 rad Tm−1 for 900 nm and 68.5 rad Tm−1
for 800 nm.
3.2.1. Bias for the fast set-up case: random phase jrand
identical for the two sequential measurements. In this
section we consider that during the two sequential
measurements the random phase is identical and ﬁbres do
not change their characteristics. The sample is a linear retarder
where its retardance Ksample and its axis orientation Rsample are
variable parameters. Let us also consider the FWHM of the
Figure 7.Measurement of the bias on the retardanceKsample and on the orientation angle Rsample of a sample, according to the retardance of the
‘out’ ﬁbre (a) and (b), the PMD of the ‘out’ ﬁbre (c) and (d), and the diattenuation of the ‘out’ ﬁbre (e) and (f). Thick (blue) lines: the
characteristics of the ‘out’ ﬁbre are identical for the two sequential measurements. (a) and (b) thin (red) lines: the retardance of the ‘out’ ﬁbre
is ( )G O0 out during the ﬁrst measurement, ( )G Oq1.01 0 out during the second measurement. (c) and (d) thin (red) lines: the PMD of the ‘out’
ﬁbre is%Tout during the ﬁrst measurement, q %T1.01 out for the second one. (e) and (f) thin (red) lines: the diattenuation of the ‘out’ ﬁbre is
Dout during the ﬁrst measurement, q D1.01 out during the second measurement.
Figure 8. Chromatic response of the electro-optic polarisation modulator (a) and the Faraday rotator (b).
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source spectrum to be M%  100 nm, centred
at M  850 nm0 .
Biases on retardance and axis orientation are evaluated
according to the values of Ksample, Rsample and the choice of
retardance of the electro-optic polarisation modulators
(table 1). In particular the study is carried out for two
conﬁgurations to evaluate the impact of the parameter G0 on
the biases: (1) sequential measurements, one for G  0EO and
the other one for G Q 2EO (thick blue curves in ﬁgure 9),
(2) sequential measurements, one for G Q  4EO and one
for G Q 4EO (thin red curves in ﬁgure 9).
Figure 9(a) shows the bias on retardance for two different
orientations of the retarders, at 0° (dashed line), and at
45° (solid line). Due to the chromatic response of the OM, a
coupling between Ksample and Rsample appears in the systematic
errors. The bias differs according to the strategy used for the
sequential measurement. For the retardance GEO switching
from Q 4 to Q 4, the bias K% bias is uniform except for
weak sample retardances. By contrast, for a switch with GEO
from 0 to Q 2, the bias is low for a weak retardance but
increases with the retardance for Rsample at 45° and no variation
is observed for Rsample at zero.
Figure 9(b) shows the bias on axis orientation for two
different sample retardances, at 10° (solid line), and at 40°
(dashed line). Once more, due to the chromatic response of
the OM, a coupling between Ksample and Rsample takes place, as
shown by the systematic errors. The bias R% bias is less
signiﬁcant for the conﬁguration (G Q l0 2EO ).
3.2.2. Bias for slow set-up case: random phase jrand not
identical for the two sequential measurements. In this
section we consider that during the two sequential
measurements the random phase is not identical and ﬁbres
do not change their characteristics. Two sub-cases are
distinguished: a retarder element in front of the sample or
none at all.
No retarder element in front of the sample: The sample is
a linear retarder with the retardance Ksample and the axis
orientation Rsample. Biases on retardance and axis orientation
are evaluated according to the values ofKsample, Rsample and the
choice of the FWHM of the source spectrum between 50 nm
(thick blue curves in ﬁgure 10) and 100 nm (thin red curves in
ﬁgure 10). Figure 10(a) shows the bias on retardance for two
different sample orientations, one at 0° (dashed lines) and
another at 45° (solid lines). The coupling between Ksample and
Rsample is still present and ampliﬁed by the normalisation of the
signal by the one deﬁned at the surface. The larger the
bandwidth, the larger the bias. Figure 10(b) shows the bias on
axis orientation for two different sample retardances, of
10° (solid lines), and of 40° (dashed lines). Due to the need of
employing the sample surface as a reference, it is necessary to
switch GEO from Q 4 to Q 4. With that, the bias on axis
orientation is close to zero at 45° and 135° but increases for
lower sample retardance and higher spectral width at 0°,
90° and 180°.
Retarder element in front of the sample: To be consistent
with other retinal studies in the literature [19, 20], the retarder
element corresponding to the cornea is chosen to have a one-
pass retardance equal to 25° and its axis orientation is set
arbitrarily at 0° on the basis {∣ ∣ }a§ a§e e,x y . The sample
corresponding to the retinal nerve ﬁbre layer (RNFL) has a
one-pass retardance Ksample between 10° and 50° and is
oriented at the angle Rsample. Biases on retardance and axis
orientation are evaluated according to the values ofKsample and
Rsample (ﬁgure 10). Figure 11(a) shows the bias on retardance
K% bias for two different sample orientations, at 0° (dashed
line) and at 45° (solid line). Figure 11(b) shows the bias on
axis orientation R% bias for two different samples, the ﬁrst one
having a retardance of 10° (dashed line), and the second one
50° (solid line). In this sub-case, since the retardance GEO is
switched from 0 to Q 2, the bias on axis orientation is weak
(see ﬁgure 9(b)) and inferior to that obtained in ﬁgure 10(b).
4. Discussion and conclusions
The theoretical module presented requires some additional
considerations regarding its practical implementation in an
OCT system. The polarisation components within the OM
increase the optical path length of the sample arm, which
Figure 9. Measurement of the bias on the retardance Ksample (a) and the orientation angle Rsample (b) of a linear retarder. Thin (red) curves:
retardance GEO switching from Q 4 to Q 4. Thick (blue) curves: retardance GEO switching from 0 to Q 2. Solid lines in (a): sample fast axis
oriented at 45°. Dashed lines in (a): sample fast axis oriented at 0°. Solid lines in (b): sample retardance equal to 10°. Dashed lines in (b):
sample retardance equal to 40°.
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demands a corresponding change in the optical path length of
the reference arm. Moreover, inclusion of the OM in the
system contributes to dispersion imbalance which needs to be
compensated. Since perfect matching of dispersive properties
of the different components in the reference arm would be
difﬁcult to achieve, we suggest the application of the Master–
Slave interferometry method [21], that makes the system
tolerant to the unmatched dispersion.
As mentioned before, the LP within the OM has two
purposes: it ensures that the light entering the sample arm is
polarised, and performs the selection of the polarisation state
on the return path. Accomplishing these roles inevitably
involves losses; nevertheless, these roles are present in any
PS-OCT system, leading to similar losses. If the source is
partially polarised, one can minimise the input loss by placing
a polarisation controller in front of the optical source to match
the polarisation state of the light entering the sample arm with
the axis of the LP within the OM.
For practical implementation of the module there are two
possibilities: (i) a free-space conﬁguration which is not
compact and can present some electric safety risk due to the
high voltages required for the operation of the EO modulators
and (ii) a ﬁbre-based conﬁguration which can be made more
compact but will introduce additional implementation chal-
lenges. The new generation of ceramic EO modulators
requiring lower driving currents [22] and compact FRs [23]
allow for a ﬁbre-based OM.
The theoretical model presented establishes a sequential
procedure for employing a versatile OM that, when placed
within the sample arm of the interferometer, can provide the
net retardance and axis orientation of the sample. Due to the
dual-pass nature of OCT systems, in a PS-OCT system it is
not possible to measure any property other than linear retar-
dance and linear diattenuation. Therefore, in this study, the
only property being addressed is that of a linear retarder. The
two sequential measurements require the acquisition of a
channelled spectrum for each setting of the OM. The proce-
dures and OM described ensure independence from potential
internal disturbances created by the optical ﬁbre, because the
generation of the polarisation state (circular) and the analysis
of the returned polarisation state are done in free space. The
insensitivity of the system to ﬁbre disturbances means that no
calibration step is required in order to compensate for the
polarimetric effects of the ﬁbres. Distinction is made between
short and long switching times of the EOs and equations are
provided that establish the basis for the method presented, in
Figure 10.Measurement of the bias on the retardance Ksample (a) and on the orientation angle Rsample (b) of a linear retarder. Thin (red) curves:
the FWHM of the source spectrum is equal to 100 nm. Thick (blue) curves: the FWHM of the source spectrum is equal to 50 nm. Solid lines
in (a): sample oriented at 45°. Dashed lines in (a): sample oriented at 0°. Solid lines in (b): sample retardance equal to 10°. Dashed lines in
(b): sample retardance equal to 40°.
Figure 11.Measurement of the bias on the retardanceKsample (a) and on the orientation angle Rsample (b) of a system made of a retarder (cornea)
in front of a sample corresponding to the retinal nerve ﬁbre layer (RNFL). Solid line in (a): sample oriented at 45°. Dashed line in (a): sample
oriented at 0°. Solid line in (b): sample retardance equal to 50°. Dashed line in (b): sample retardance equal to 10°.
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respect to tolerance to phase disturbances when applied in a
fast set-up and in a slow set-up. Simulations have been con-
ducted to evaluate biases on retardance and axis orientation
due to the chromatic response of the OM. These biases act as
systematic errors related to the choice of the spectral width. In
any polarimetric measurement employing wide bandwidth
sources, there is always a compromise to be made in terms of
performance (accuracy of the retardance and axis orientation
measurements) and bandwidth (axial resolution of the OCT
system). Also, the accuracy requirement is dependent on the
sample in question.
The particular case of a retarder in front of the sample is
covered, which is applicable in polarimetric measurements of
the retina disturbed by the anterior chamber of the eye.
Although the theory presented referred to the interrogation
of the optical spectrum at the interferometer output, the module
suggested can equally be used in time-domain OCT systems.
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Appendix A. Jones matrices used in the theoretical
model
• Jones matrix of a polarisation rotator by an angle α in
relation to either ∣ §ex or ∣ a§ex , depending on the case
described in the text:




• Jones matrix for a linear birefringent medium with a
retardance f, at an angle α in relation to either ∣ §ex or ∣ a§ex ,
depending on the case described in the text:








⎟J J Je 0
0 e




The retardance introduced by a HWP is G Q , and by a
QWP is G Q 2.
• Jones matrix for a partial linear diattenuator with
diattenuation D and oriented at an angle α in relation to
either ∣ §ex or ∣ a§ex , depending on the case described in the
text:


















Appendix B. Demonstration of equation (6)
In ﬁgure B1 , the calculation of the ﬁeld ∣ §eback is detailed.
This calculation comprises the polarimetric changes affecting
the ﬁeld ∣ §efwd . All the calculations have been carried out
considering the point of view of the optical source; this means
that the basis for ∣ §efwd is given by { ∣ ∣ } § §e e,x y .
( )G BJBir , is deﬁned in appendix A as the generic Jones
matrix of a birefringent medium considered as a linear
retarder with retardance f, and oriented at an angle α in
relation to either ∣ §ex or ∣ a§ex , depending on the case described
in the text. The Jones matrix for the mirror is given by
( ) ( ) Mirror 1 00 1 . B.1
Figure B1. Calculation of the ﬁeld ∣ §eback deﬁned in the basis {∣ ∣ }§ §e e,x y .
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Polarization-sensitive optical coherence
tomography system tolerant to fiber
disturbances using a line camera
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This Letter presents a spectral-domain, polarization-
sensitive optical coherence tomography (PS-OCT) system,
where the light collection from the two arms of the inter-
ferometer is performed exclusively using single-mode fibers
and couplers, and the two orthogonal polarization compo-
nents are sequentially detected by a single line camera.
Retardance measurements can be affected by polarimetric
effects because of fiber birefringence and diattenuation in
fiber couplers. This configuration bypasses such issues by
performing polarization selection before the collection fiber
through the combination of a polarization rotator and a
linear polarizer. Retardance calibration is achieved with
a Berek compensator. Similar net retardance maps of a
birefringent phantom are obtained for two different settings
of induced fiber birefringence, effectively demonstrating
the tolerance of the configuration to fiber-based
disturbances. © 2015 Optical Society of America
OCIS codes: (120.0120) Instrumentation, measurement, and metrol-
ogy; (230.5440) Polarization-selective devices; (110.4500) Optical
coherence tomography.
http://dx.doi.org/10.1364/OL.40.003858
Spectrometer-based optical coherence tomography (OCT)
methods have been extensively used over the past decade as
a way to image translucent structures [1]. Polarization-sensitive
OCT methods emerged as early as 1992 [2], evolving from
bulk-based to fiber-based designs, employing single or multiple
detectors, and acquiring the resulting signal either in time
domain [3–6] or in frequency domain [7–19]. Because of
the selection of ballistic photons by the OCT system in a
round-trip configuration, any sample being studied is regarded
as a linear retarder and/or as a linear diattenuator [20]. The
polarimetric measurements are nonetheless useful in the bio-
medical field, even if only partial information on polarization
can be delivered; for example, measurement of linear retardance
alone is useful in the characterization of the thickness of the
retinal nerve fiber layer [6] or in the assessment of burned tissue
in dermatology [5,19].
Fiber-based implementations are useful in the OCT practice
because of their robustness and reliability. The configuration
presented here belongs to this category. Additionally, a single-
camera design is employed for cost-efficiency and simplicity of
adjustment. However, external factors (such as temperature and
mechanical stress) affect the birefringence of single-mode fibers
(SMFs) used in OCT systems, inducing disturbances [21] in
the measured polarization.
One way of bypassing the issue of the SMF birefringence is
to perform the polarization selection before the collecting fiber.
Roth et al. [3] devised such a time-domain, fiber-based system
using a liquid-crystal modulator in the sample arm to vary the
polarization state of the light, probing the medium according to
three polarization states generated sequentially. Fiber-based
polarization controllers are present, but only to maximize signal
amplitude. This approach, however, means that the input
polarization state of the light is not circular, which has an
impact on the signal-to-noise ratio (SNR) of the images corre-
sponding to the different polarization state settings. Moreover,
three measurements have to be performed.
Al-Qaisi et al. [4] reported on a time-domain, single-
detector, fiber-based system in which the sample is illuminated
by circularly polarized light. However, polarization-maintaining
(PM) fibers and couplers have to be used, and orthogonal
polarization states must be modulated to multiplex polarimetric
information in one single detector reading.
SMFs can be employed in a spectral-domain system as in
Cense et al. [22], where a Wollaston prism separates the
two orthogonal polarization states and projects them onto
different parts of the same linear detector array. This approach
requires fine tuning of the polarization state of the light using
fiber-based polarization controllers. In addition, projecting the
two polarization components onto different parts of the same
detector reduces the available number of camera pixels per
polarization component, and, therefore, the spectrometer res-
olution (which impacts the OCT axial range).
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The configuration presented in this Letter operates in a
spectral-domain system and performs the polarization selection
before the collecting fiber. In opposition to [3], the sample is
illuminated with circularly polarized light. Since the selection is
performed before the collecting fiber, SM fibers and couplers
can be used without the need to fine-tune the polarization state
as in [22]. The configuration presented here requires two
sequential acquisition steps, as detailed below.
The experimental setup is described schematically in Fig. 1.
Light from a superluminescent diode (SLD, Superlum, central
wavelength 830 nm, bandwidth 20 nm, output power
∼10 mW) is split between the two arms of a Mach–Zehnder
interferometer at the directional splitter S1, 20% of which is
directed to the reference arm and 80% to the sample arm. In
the sample arm (shaded region in Fig. 1), a liquid-crystal polari-
zation rotator (LCR,Meadowlark LPR-100-800) is employed to
rotate the returned field from the sample between two states, cor-
responding to no rotation and to a 90 deg rotation. Switching
between these two states is driven by a TTL signal generated
by the computer’s DAQ card, shown in Fig. 1 as TTL1.
The two arms of the interferometer are recoupled at S2,
and the resulting signal is then directed toward a custom-built
spectrometer, composing a 1200 l/mm transmissive Wasatch
Photonics diffraction grating, a Basler sprint line camera (set
to 400 μs line acquisition time) and a National Instruments
PCIe-1429 Camera Link frame grabber (with a TTL2 trigger-
ing the start of each frame). An in-line polarization controller
(PC, Newport F-POL-IL) in the reference arm is used to maxi-
mize the interferometric signal.
After acquisition, the channeled spectra are resampled [23],
an inverse Fourier Transform (FT) is performed, and the
A-scans are bundled together to form a B-scan. The two TTL
signals in Fig. 1 are in phase; therefore, a 1024 pixel wide
B-scan contains two identically sized B-scan images corre-
sponding to the two rotation states of the liquid-crystal
LCR, r0, and r90. The pair of images is refreshed at 2.5 Hz.
The following theoretical model is based on a pure polari-
zation rotator which can be implemented using the LCR as
presented in this Letter, or an electro-optic modulator oriented
at 45 deg in relation to the vector basis fje 0xi; je
0
yig of Fig. 1. In
the latter case, the state r0 could correspond to an electro-optic
retardance equal to 0 deg and the state r90 to a retardance equal
to 180 deg (i.e., a half-wave plate). A realistic polarization
rotator is nonideal and introduces errors in the measurement
of the sample retardance; however, the system would still be
insensitive to fiber disturbances as will be shown later.
After resampling, the intensity Iν versus the optical
frequency ν at the spectrometer is given by







where Az is the amplitude of the interference between the field
returning from the sample measured at the collecting fiber CF
output, and the field jrouti from the reference arm; c is the
speed of light; and z is the depth of the medium measured from
zero optical path difference (OPD  0). The returning wave
from the sample arm is rzjSoutzi, where rz is the complex
amplitude reflection coefficient for a scattering center located at
depth z. By taking the FT of Iν, we obtain the absolute value
of Az , given by
I interf  jAz j ∝ jhroutjSoutzij · jrzj; (2)
where hroutjSoutzi denotes the dot product between the
complex conjugate of the field jrouti and the field jSoutzi,
the latter containing both the retardance of the sample under
analysis and the polarimetric response of the collecting fiber
CF and coupler S2. Thus, decoupling these two contributions
enables us to identify the polarimetric response of the sample
independently from that of the fibers which vary greatly with
environmental parameters.
In the sample arm, described within the shaded region in
Fig. 1, linearly polarized light je1i  jeyi oriented parallel to
the figure plane goes through the nonpolarizing beam splitter
(NPBS). The polarization state is converted into circularly
polarized light by means of a QWP oriented at 45 deg in rela-
tion to the axis of LP1. The beam is then laterally scanned with
the galvo-scanner SX over the surface of the sample. Light
returning from the sample goes through the QWP a second
time. Before crossing the liquid-crystal rotator (LCR) [operat-
ing at 5 Hz], the field je2i contains the information of the re-
tardance Φz and the optical axis orientation θz of the
sample. This field can be expressed on a vector basis fje 0xi; je
0
yig
(see Fig. 1), defined as
je2i  cos Φzje
0
xi  sin Φze
2iθzje 0yi: (3)
The beam then passes through a linear polarizer LP2, ori-
ented along je 0yi, with the resulting field jS inzi at the input of
the collecting fiber. According to the rotation states, r0 and r90
of the LCR, the field is written as follows:
jS inzi 

sin Φzei2θzφr0 je 0yi  jS
r0
in zi




where φr0 and φr90 correspond to the additional phase intro-
duced by the LCR in each of the states considered.
Fig. 1. Fiber-based PS-OCT system. C1-2, fiber collimators; PC,
fiber-based polarization controller; LP1-2, dichroic linear polarizers;
NPBS, nonpolarizing beam splitter; QWP, quarter-wave plate (ori-
ented at 45 deg in respect to the polarization direction selected by
LP1); SX, galvo-scanner; MO, microscope objective; CF, collecting
fiber; LCR, liquid-crystal polarization rotator switching between states
r0 and r90; SXW, line scanner triangular waveform, each period cor-
responding to the acquisition of two horizontally flipped images cor-
responding to the two states r0 and r90; TTL1-2, driving signals for the
LCR switching and the spectrometer acquisition trigger, respectively.
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Because of the polarimetric response of the collecting fiber
CF and coupler S2, jS ini and je
0
yi, respectively, are transformed
into jSouti and jeouti:
jSoutzi 

sin Φzei2θzφr0 jeouti  jS
r0
outzi








j sin Φzjjhroutjeoutirzj  I
r0
j cos Φzjjhroutjeoutirzj  I
r90 : (6)
The absolute value of the retardance measurement in the







In practice, the chromatic behavior of fibers must be taken
into account by considering that jrouti and jSouti are dependent














hroutνjeoutνidνj yields the value of the FT corre-
sponding to a single layer at depth z, as described in [24]. Using
the two terms in Eq. (8), the ratio I r0∕I r90 becomes insensitive
to the effects of either fibers or couplers (induced by their
birefringence, diattenuation, and chromatic influence). The
system exhibits tolerance to fiber disturbances, regardless of
the rotator’s imperfections.
To validate the system, a comparison of two sets of mea-
sured retardances jΦj (represented as circles and crosses) with
a calibrated reference was performed (Fig. 2). This was achieved
with a Berek compensator (Newport model 5540), placed in
the sample arm, between the QWP and the galvo-scanner
SX (kept stationary). The Berek compensator provides a vari-
able reference retardance through the variation of its indicator
setting J . Between the two data sets, the Berek compensator
was rotated by 45 deg. Some discrepancies are observed be-
tween the theoretical curve and the two experimental curves,
which may be because of the fact that the LCR is not a pure
rotator at the central wavelength λ0  830 nm of the SLD.
This induces systematic errors for the retardance measurement
which depend slightly on the axis orientation of the sample. PS-
OCT imaging was then carried out on a plastic phantom which
exhibited strong birefringence. In Fig. 3, the B(A)-scans corre-
sponding to the two LCR rotation states (r0 and r90) are rep-
resented, as well as the corresponding calculated retardance
maps jΦj.
To demonstrate the insensitivity of the system to the per-
turbations caused by the collecting fiber, two sets of images
were generated (Cases 1 and 2). Between them, the polarization
controller PC on the reference arm was adjusted to mimic such
perturbations. Case 1 is represented in sub-Figs. 3(a)–3(c),
with frame I r01 depicting the 2-D map for the state r0, I
r90
1
the 2-D map of r90, and Φ1 the net retardance map jΦj result-
ing from the ratio I r0∕I r90 [Eq. (7)]. In the same way,
sub-Figs. 3(d)–3(f ) correspond to the same frames in Case 2.
The lateral size in all images is 3.5 mm, and the usable range in
depth is ∼1.6 mm.
One issue that arises when calculating jΦj with the method
presented is that the regions of no signal (caused by either
rz ∼ 0 or hroutjeouti ∼ 0) in the analyzed images lead to erro-
neous values of jΦj in the range of 0 to pi∕2. These are pre-
vented by introducing a threshold before the calculations are
carried out. The pixels whose values lie under the threshold
are not taken into consideration and are set to zero in the final
retardance map.
It is clear from comparing the two pairs of 2-D maps (I r01




2 ) that the maps corresponding to
Case 2 have a different contrast from those of Case 1, as a
result of the polarization disturbances which introduce a mis-
match between the polarization states of the two arms of the
Theoretical curve
Experimental Φ, θ[Berek] = 0 deg




















Berek waveplate indicator J
0 2 4 6 8 10
Fig. 2. Retardance measurements created by a Berek compensator
in the sample arm versus the indicator, J , which is proportional to the
retardance introduced by the compensator. Between the two experi-
mental data sets (shown as black circles and red crosses), the Berek
compensator was rotated by 45 deg around the propagating axis.
Fig. 3. B(A)-scans of a plastic phantom exhibiting birefringence.
Between the top (Case 1) and bottom rows (Case 2), the PC settings
in the reference arm were adjusted in terms of both pressure on the
fiber and rotation to create different fiber-induced polarization states
and simulate polarization disturbances. (a), (b), (d), and (e) correspond
to the OCT B(A)-scans of the two rotation states; (c) and (f ) depict the
retardance maps for the two cases considered. The dashed region
corresponds to the averaged A-scans represented in Fig. 4.
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interferometer, lowering the interferometric modulation. Even
so, the resulting retardance mapsΦ1 andΦ2 [sub-Figs. 3(c) and
3(f )] show similar levels of birefringence, despite the perturba-
tion introduced by the fiber. This is further verified in Fig. 4,
where A-scans along x ∼ 2.6 mm are represented for all six
frames in Fig. 3, after some lateral averaging has been carried
out within the area between the dashed lines. The white areas in
the images refer to regions eliminated by the application of the
same threshold to all images however, because of the variation
of the SNR in I r0i and I
r90
i (i  1; 2) and the dot product
hroutjeouti, their extension in depth is different.
In conclusion, to measure solely the net retardance, a
polarization-sensitive spectral-domain OCT system using a
broadband source and a spectrometer has been demonstrated.
The system is insensitive to the fiber-induced birefringence and
does not require compensation methods. The sample is illumi-
nated with circularly polarized light, which improves the effi-
ciency of the retardance measurements in the case of a linear
retarder. Because of its single-detector architecture, this system
requires two measurements to be performed sequentially, while
securing in this way the axial range allowed by the entire de-
tector array during each measurement. For this proof of con-
cept, a liquid-crystal device was employed as a polarization
rotator, with some limitations in terms of acquisition speed
and systematic errors in the retardance measurements. To im-
prove the speed, an electro-optic modulator seems better suited.
Such modulators can achieve response times shorter than liquid
crystals; here a response time of less than 100 μs would suffice
to cope with frame refresh periods of ms. Even more, a response
time of less than 1 μs can allow switching between A-scans
(considering a camera in the spectrometer operating at
100 kHz). In these examples, a switching time 10 times shorter
than the acquisition time was considered. Such a strategy would
also minimize motion artifacts between the two rotation states.
Finally, the sample arm design can be improved in terms of
optical power by changing the splitting ratio of the beam split-
ter from a 50/50 to a 90/10, ensuring that a large amount of
reflected power from the sample is directed to the spectrometer.
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Fig. 4. A-scan comparison for the two cases considered taken within the dashed regions depicted in Fig. 3. (a), (b) A-scan for the two orthogonal
polarization states (I r0i , continuous line; and I
r90
i , dashed line, for i  1; 2). (c) Accumulated polarization retardance for the two cases. Some artifacts
in the dashed traces (corresponding to I r90i ) can be observed at larger depths, which are created because of the threshold level (set at 7000 arbitrary
units in the B-scan pixels) being close to the noise level.
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A configuration for Talbot bands is presented in which two
tilted gratings replace the splitter normally used for recom-
bining the signals from the two interferometer arms. The
two optical beams from the interferometer are launched
by two fiber leads tightly brought together in the front focal
plane of a collimating lens. As the tips of the two fibers are
slightly off-axis, the emergent beams after the collimating
lens are not parallel. In combination with the two tilted gra-
tings, the nonparallel launching of the two beams leads to a
total elimination of mirror terms even when the two beams
overlap on either grating. The effects of several geometrical
parameters on the visibility performance versus optical path
difference between the two arm lengths of the interferom-
eter are evaluated. © 2015 Optical Society of America
OCIS codes: (120.6200) Spectrometers and spectroscopic instru-
mentation; (120.3180) Interferometry; (050.0050) Diffraction and
gratings; (060.1810) Buffers, couplers, routers, switches, and multi-
plexers; (120.0120) Instrumentation, measurement, and metrology.
http://dx.doi.org/10.1364/OL.40.004014
Talbot bands (TB) [1–4] represent a particular case of modu-
lation of the channeled spectrum at the output of an interfer-
ometer illuminated by a broadband optical source. This
modulation takes place for only one sign of the optical path dif-
ference (OPD) in the interferometer. In other words, a TB con-
figuration can determine which optical path of the two
interfering beams is longer or shorter than the other one. In op-
tical-coherence-tomography (OCT) applications, the inability
to make a distinction between the two signs of the OPD leads
to superposition of cross-section images due to the positive and
the negative OPD. This is known as the problem of mirror
terms [2,5]. Several mirror term-removal methods have been
described in the literature, such as sequential phase-shifting
interferometry [6], phase shifting using a 3 × 3 splitter [7], re-
sorting to phase modulation [8], or dispersion [9] to restore the
full range and address the ambiguity of the OPD sign. These
methods, however, require several images or steps in order to
attenuate the mirror terms [10]. A TB configuration only re-
quires a single spectral acquisition and no post-processing.
Previous studies of Talbot bands [2] have shown that the
difference between conventional spectral-domain interferometry
(SDI) configurations and TB configurations lies in the order
that the two operations, interference and diffraction, are per-
formed. In conventional SDI, the beams from the object and
reference arms are first superposed, with the result being then
sent to a spectrometer, i.e., interference is followed by diffraction
on a grating or dispersion in a prism [11]. In these configura-
tions, positive and negative OPD values of the same OPD
modulus produce the same channeled spectrum modulation,
i.e., such configuration cannot distinguish between positive and
negative OPD values, as shown by the symmetric curve C1 in
Fig. 1. In a TB configuration, the two beams interfere on the
line camera used in the spectrometer after the diffraction oper-
ation has been carried out. In all previous reports on TB con-
figurations, the two beams from the interferometer are
collimated and are sent parallel to each other to a single diffrac-
tion grating. Let us consider a gap, g , between the centers of the
two beams, each of them determining a footprint with a beam
diameter S on the grating. A TB configuration can be switched
to a non-TB configuration by controlling the gap g. As long as g
is at least equal to S, TB behavior is obtained, as depicted by the
curve C3 in Fig. 1. If however the beams are separated by
less than S, the overlapping parts of the two beams exhibit in-
terference first and diffraction after. These overlapping parts
determine modulation of the channeled spectrum that is
-S 2S3S/2SS/20-S/2
sinc factor
C1: g = 0
C2: g = S/2












Fig. 1. Qualitative illustration of SDI intensity versus OPD in a
setup consisting of an interferometer and a single grating. The curves
C2 − C3 represent the correlation of power distribution within the two
footprints of the incident beams on a single grating for different values of
the spatial gap g between the beam centers [12]. The footprints are con-
sidered as top hats with widths S  4 mm. The wider profile above
(black dashed) is determined by the sinc factor [13].
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independent on the OPD sign, i.e., mirror terms are reinstated,
as shown by the curve C2 in Fig. 1 for g  S∕2. All the curves
represented in Fig. 1 are simulation results from a spectrometer
with a single diffraction grating where the beams projected onto
it have a varying gap g between them.
Previous reports on Talbot bands [2,10] developed the ex-
planation of the visibility curve versus OPD as determined by
the product of C (shown in Fig. 1 for three values of gap g) with
a sinc factor. The factor C, as detailed in [12] and further doc-
umented below, incorporates the properties of Talbot bands,
while the sinc factor includes the spectrometer resolution de-
termined by the optical bandwidth of light on each pixels of the
line camera in the spectrometer [13].
A Mach–Zehnder (MZ) configuration may be employed for
SDI if modulators are to be used in its arms [14]. In addition, in
a TB-based system such as those reported in [10,12,15,16], a
MZ configuration must be used in order to ensure a spatial
separation between the footprints of the two beams on the dif-
fraction grating or prism. In both cases, a splitter or a combi-
nation of splitters are employed to direct the output of the two
arms of the interferometer toward the spectrometer.
We present here a configuration where such splitter is re-
placed by a pair of tilted diffraction gratings, illuminated by
the two beams to be interfered at an angle. Such a configuration
achieves two goals: (i) performs superposition of the two beams
after their diffraction, in line with the TB procedure mentioned
above and (ii) prevents the possibility to interfere for any part of
the two beams that may fall on the same grating, securing no
mirror terms even when some parts of the beams overlap. This
means that a behavior as shown by the curve C3 in Fig. 1
(visibility restricted to a single OPD sign) is always obtained,
irrespective of the gap between the two beams.
As shown in Fig. 2, a MZ interferometer is implemented,
employing two directional couplers: S1 splits the optical power
between the two arms, object and reference, and S2, which di-
verts and collects light from the object via lens L3. In the refer-
ence arm, lenses L1 and L2 are used to route a collimating beam
via two mirrors, M1 and M2 placed on a translation stage, TS,
used to adjust the reference path length and thus vary the chan-
neled spectrum-modulation frequency, enabling the study of
the visibility profile of the spectrometer for different OPD
values. Lens L2 focuses light into a single-mode fiber, SMFR,
whose end is placed in a groove with the fiber end from the
object arm, brought from S2 via SMFO. The two single-mode
fibers (SMF) are closely laid together inside the groove, with
their plastic buffers removed to minimize the distance between
their tips. The two fiber ends are placed in the focal plane of
lens L4. Each beam travels to a diffraction grating wherefrom
the diffracted fan of rays is made convergent for each individual
spectral component on a line camera CMOS, via a lens L5.
Due to the gap δ between the two SMF apertures, the two
beams intersect at a distance f 4 from the lens L4, correspond-
ing to the back focal plane of the lens L4. Because the directions
of the two beams are divergent, if a single grating was used, rays
of the same wavelength in the two beams would not superpose
on the same pixel of the line camera. Therefore, a separate gra-
ting (DG1,2) is used for each beam. By tilting the two gratings
in relation to each other, rays of the same wavelength are super-
posed on the line camera, implementing in this way the second
operation, interference, after the first operation, diffraction.
Therefore, each of the two diffraction gratings is mounted on
an individual rotation stage. By rotating these stages, the dif-
fracted rays of similar wavelength are made parallel in their way
toward the spectrometer lens, L5. Let us consider the angle θ
between the two collimated beams emerging from L4, as de-
picted in the diagram in Fig. 2. Following a trigonometric
analysis, such angle can be approximated by tan θ ≈ δ∕2f 4,
and given that f 4 ≫ δ we have θ ≪ 1. The correction required
for the angle between the two gratings is less than 1 deg, there-
fore it cannot be visible in the sketch.
Further on from the back focal plane of L4, the beam
directions will diverge, and the distance between their centers
will scale with the distance Lgrat between L4 and the pair of
diffraction gratings DG1-2.
In order to employ the theory developed in [10,17], an
equivalent gap g is inferred from the present configuration
and extrapolated to the case of a conventional TB configuration
using parallel beams incident on a single DG. It can be shown







Lgrat − f 4; (1)
Fig. 2. Experimental setup. SLD, superluminiscent diode (Superlum SLD-381-HP1-DIL-SM-PD, λ0  831.1 nm, Δλ  16 nm, ∼10 mW
output power); S1-2, fiber-based directional couplers; L1-5, achromatic lenses; TS, translation stage; M1-2, flat silver mirrors; PC,
fiber-based polarization controllers; DG1-2, ruled diffraction gratings operating in reflection (Thorlabs GR25-1210, 1200 l/mm at 1 μm);
CMOS, line camera pixel array (Basler sprint spl-140 km, 140 klines/s). Inset, the two output fibers (SMFR and SMFO) aligned inside the groove.
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where α is the angle between the axis of the lens L4 and the
normal nˆ to the grating surface.
Moreover, the number of grating lines illuminated by each
beam determines the width of the C profile versus OPD, as
described in [12,15]. This can be adjusted by varying the focal
length f 4 of the lens L4.
From one grating groove to the next, the delay between the
diffracted rays in the first order of diffraction amounts to λ0 [2].
The equivalent number of grating grooves within the gap is
given by N  g∕a, where a is the grating groove periodicity.
Therefore, according to the Talbot band theory [2], the profile
of modulation contrast versus OPD, C , is shifted by N λ0. The
OPD value where C exhibits a maximum, OPDmax, is shifted





Given the wavelength used, λ0  831 nm, and the grating
groove periodicity of a ∼ 0.833 μm, λ0∕a0.831∕0.833≈1,
so OPDmax ∼ g. Hence, by controlling the size of the gap g
through manipulation of both Lgrat and f 4, it is possible to
achieve the same functionality as that previously reported
[10,15,16], where a beam-splitter was used to direct the two
spatially separated parallel beams onto the diffraction grating.
In order to characterize the visibility curves C of the system,
several sets of measurements relating the channeled spectrum
modulation to the OPD in the interferometer were carried out
for different values of the gap g. These measurements were per-
formed by recording the amplitude of the channeled spectrum
modulation (obtained from the Fourier transform of the re-
sampled spectrum) for several OPD values, which were varied
in 20 μm increments using the TS. Different values of g were
achieved by varying geometrical parameters of the spectrometer,
namely the length Lgrat between the collimating lens L4 and the
pair of diffraction gratings DG1-2, and also the focal length f 4
of the lens L4. Such changes allow g to be adjusted in the range of
1 to several mm; however, an exact measure of it is difficult be-
cause the edges of the two diffraction gratings are contributing to
the error in its determination. Estimation of the gap values are
obtained by fitting curves obtained by theory to the experimen-
tal data [18]. The code we used, which was also employed to
produce the curves C1 − C3 in Fig. 1, performed a cross-corre-
lation of the beam profiles from the two arms of the interferom-
eter, whose result was multiplied by the sinc factor adjusted to
the spectrometer’s sampling resolution. In practice, the beam
profiles are not top hats, as considered for simplicity in Fig. 1,
but Gaussian, therefore the simulation used Gaussian profiles.
According to Eq. (1), the larger the length Lgrat, the larger the
gap g between the two spots (measured in an equivalent Talbot
band spectrometer using a single grating). In turn, the larger the
gap g, the larger the intrinsic delay between the two diffracted
waves, leading to a shift of the C profile along the OPD axis, as
mentioned earlier. On the other hand, modifying f 4 changes
both OPDmax through g (given that g ∝ 1∕f 4) and the width
of the C profile, given that the number of illuminated
grating lines depends on the size of the footprint of the beam
illuminating the grating, as described in [2,12].
In the first set of measurements, only the gap g was modified
by opting for two Lgrat values separated by approximately
40 cm, accomplished by moving the group comprising the pair
of diffraction gratings DG1-2, the CMOS camera, and the lens
L5 together along a direction given by the axis of L4. The
results obtained are shown in Fig. 3. Considering the focal
length of L4, f 4  30 mm and the projection angle α ∼ 18
degrees, the spot diameter of each beam on each grating is ap-
proximately S ∼ 2 mm. Employing for simplicity, as in Fig. 1, a
top hat power distribution within the footprint of each beam
on the diffraction grating [2], the number of illuminated
grating lines in each beam is N  S∕a  2; 400. Cross-
correlation of the two top hats, each of width N λ0, leads to a
triangular-shaped C profile (as shown in Fig. 1) covering a
2N λ0 base of ∼4 mm. As expected, when considering more
real Gaussian footprints, the effective C width is smaller than
2N λ0, as shown by the −10-dB width (3 mm) of the simulated
profiles in solid line overlaid on the experimental data in Fig. 3.
The second graph in Fig. 3 corresponds to a larger distance
Lgrat which determines a gap g larger than the beam diameter S.
This experiment shows that due to a larger gap g, the C profile
moves to larger OPD values, as expected [10]. The shift on the
visibility profile C toward larger OPD values presents the dis-
advantage of a decrease in visibility due to the spectrometer
resolution (smaller values of the sinc factor as seen in Fig. 1).
The gap settings for the theoretical simulations were
adjusted to fit the experimental curves, with a value of 3.3 mm
for the Lgrat  112 cm case and a value of 5.3 mm for the
Lgrat  153 cm case. Both experimental and theoretical data
sets are normalized to the peak visibility of their respective data
set. The Lgrat  153 cm experimental data set has a peak value
∼1 dB lower than the corresponding simulation data, which
may be due to an imperfect alignment of the spectrometer after
being reassembled following the change in Lgrat.
A second set of experiments refer to the effect of the focal
length f 4 of lens L4 on the visibility profile versus OPD.
Figure 4 illustrates the visibility decay with OPD for two
f 4 values, using Lgrat  153 cm. The profile corresponding
to f 4  50 mm displays a slight shift toward OPD  0.
Given that the gap is inversely proportional to f 4, a larger focal
length yields a smaller gap g between the beams. However, in-
creasing f 4 demands a proportionally larger Lgrat value in order
to achieve complete separation of the two beams. Furthermore,
not achieving complete separation of the beams would lead to
some parts of the two beams being diffracted by both gratings.
These parts do not interfere, as commented above, reducing the
overall interferometer performance.
The gap setting supplied to the simulations for f 4  50 mm
is g  5.2 mm. Due to implementation challenges, it proved
Lgrat = 112 cm
Lgrat = 153 cm
Simulation for g = 3.3 mm, S = 2 mm
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Fig. 3. Visibility profile versus OPD for the configuration in Fig. 1
with f 4  30 mm, for two values of Lgrat (112 cm, black circles and
153 cm, red diamonds, corresponding to a g value of ∼3.25 mm and
∼5.25 mm, respectively).
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difficult to ensure that the beam centers remained in the same
relative positions during the spatial adjustments of the compo-
nents. In addition, the effective areas of the diffraction gratings
do not extend up to their support edges, and this contributes to
the gap between the two beams. All these aspects make it diffi-
cult to accurately measure the gap g experimentally.
The beam diameter assumed S  3 mmmatches the exper-
imental data, yielding a visibility profile width (FHWM) of
around 2 mm. The peak location shifts toward smaller OPD
values by ∼0.4 mm, as shown in Fig. 4.
In conclusion, a novel Talbot band configuration is pro-
posed, where the launching of the two beams from the object
and reference arms uses a single lens, and where the splitter be-
fore the spectrometer is eliminated by using two tilted diffrac-
tion gratings. The two tilted gratings perform two functions:
(i) allow superposition of the two diffracted beams on the line
camera and (ii) due to their tilt, overlapped parts of the beams
incident on each grating do not contribute to interference, lead-
ing to total elimination of the mirror terms. The adjustment of
the relative tilt of the gratings is notmore difficult than the align-
ment demanded by the beam-splitter conventionally used in
front of the spectrometer in previous reports [10,15,16].
Elimination of the final splitter also brings advantages in
terms of power efficiency, as all the optical power arriving at
the diffraction gratings from both beams can be directed toward
the detector array. In a conventional system with a splitter up to
50% of the incident, power is lost to the unused port of the
splitter. Moreover, since both beams encounter optical elements
with similar properties, this setup may present an extra advan-
tage when handling large bandwidth signals as the splitting
ratio of splitters depends on wavelength. Also, the eventual
polarization disturbances introduced by the splitter are avoided.
From previous studies of Talbot band configurations
[12,10], it is known that a smaller gap is desired to shift the vis-
ibility curve closer to OPD  0 (Fig. 1, curve C2). It is also
known that if a larger axial range is desired, then C needs to be
widened, which can be achieved by increasing f 4. However, this
may lead to some overlap of the two beams before each grating,
which is associated with the fact that the two beams are diverging
from each other means that the optical power diffracted in the
overlapped region will not contribute to the interference. This is
not due to the TB configuration, but simply to the fact that rays
of similar wavelength in the two beams are not diffracted along
parallel directions due to the initial angle between the beams
before diffraction. This particularity of the system effectively im-
pedes mirror terms from arising at all, hence it is not possible to
observe a behavior similar to that of curves C1 and C2 in Fig. 1.
In addition, the SNR is also reduced since the optical power
available for interference is lower than that if the full beam foot-
print was illuminating a single grating.
A compromise has to be made in respect to the size of the
gap between the two beams. It is known from previous reports
on Talbot bands that the shift of the visibility profile versus
OPD toward larger OPD values, typical for TB operation, leads
to a lower visibility due to the factor C being moved to OPD
values where the sinc factor is lower. Therefore, the gain in ef-
ficiency due to elimination of the final splitter somewhat com-
pensates this reduction in visibility.
In order to ensure complete separation between the two
beams just before the gratings, Lgrat needs to be large (over
1 m). Assuming complete beam separation, from Eq. (1) and




we can write Lgrat as
Lgrat  f 41 2δ
−1 cos α: (3)
To reduce Lgrat, one can either reduce f 4 or increase δ. The
former determines the size of the footprint on each grating,
which then determines the number of grating lines illuminated
and ultimately the width of the profile C and thus the axial
range; the latter can be increased by separating the fibers in
the launcher. There is a limit to this increase, since the larger
the value of δ, the larger the aberrations via lens L4 due to the
beams originating from off-axis-placed cores.
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Abstract: We report a Talbot bands-based optical coherence tomography
(OCT) system capable of producing longitudinal B-scan OCT images
and en-face scanning laser ophthalmoscopy (SLO) images of the human
retina in-vivo. The OCT channel employs a broadband optical source and
a spectrometer. A gap is created between the sample and reference beams
while on their way towards the spectrometer’s dispersive element to create
Talbot bands. The spatial separation of the two beams facilitates collection
by an SLO channel of optical power originating exclusively from the retina,
deprived from any contribution from the reference beam. Three different
modes of operation are presented, constrained by the minimum integration
time of the camera used in the spectrometer and by the galvo-scanners’
scanning rate: (i) a simultaneous acquisition mode over the two channels,
useful for small size imaging, that conserves the pixel-to-pixel correspon-
dence between them; (ii) a hybrid sequential mode, where the system
switches itself between the two regimes and (iii) a sequential “on-demand”
mode, where the system can be used in either OCT or SLO regimes for
as long as required. The two sequential modes present varying degrees
of trade-off between pixel-to-pixel correspondence and independent full
control of parameters within each channel. Images of the optic nerve and
fovea regions obtained in the simultaneous (i) and in the hybrid sequential
mode (ii) are presented.
© 2014 Optical Society of America
OCIS codes: (110.4500) Optical coherence tomography; (120.3890) Medical optics instrumen-
tation; (110.0180) Microscopy; (110.4190) Multiple imaging; (170.4460) Ophthalmic optics
and devices; (170.1790) Confocal microscopy.
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1. Introduction
Due to a higher sensitivity and speed than their time domain (TD) counterpart [1,2], spectral do-
main (SD) methods dominate the OCT technology of eye imaging [3,4]. The SD-OCT methods
produce fast A-scans, which are used to create real time cross-section (B-scan) images.
For several reasons (detailed below), an en-face image is also required when imaging the
retina in the human eye. Besides the guidance of OCT examination, such an image can also
be used to correct eye motions in the OCT data [5]. When the fundus image presents sufficient
resolution, it may serve clinical assessment in conjunction with the B-scan OCT image. For
instance, a commercial system from Topcon [6], uses an SLR digital camera to provide a full
field image of the fundus. As another possibility, based on a summed voxel projection (SVP)
[7], the strength of interference of all pixels along the depth within each A-scan needs to be
summed up to produce a brightness value. Such a procedure is the most common method to
produce a fundus-like image using SD-OCT technology, this image then being presented static
to the user as shown in [8].
Another available option is to employ scanning laser ophthalmoscopy (SLO), and integrate
such a system within a separate OCT set-up. This requires diverting some light from the re-
turned beam from the retina, in a way similar to that previously practiced by the time domain
technology of OCT combined with SLO [9–11]. Optos’ OCT/SLO instrument [12] uses the
same flying spot principle used in OCT imaging to sequentially generate an SLO image, effec-
tively having both channels sharing the same optical scanning head [13]. A different principle
was used in [14], where separate transversal scanners are used for a swept source OCT channel
and for a SLO channel operating at different wavelengths via a dichroic splitter. The associated
SLO channel provides imaging as well as it can be used as the tracker itself. A similar con-
cept was implemented in a hand held probe, appropriate for imaging subjects with less stable
fixation, such as children [15]. A SLO channel using a line camera and a galvo-scanner was
added to a B-scan time domain OCT to create a sequential SLO/OCT system [16]. Sequen-
tial production of B-scans and confocal microscopy images has also been reported by means
of fluorescence-based microscopy [17, 18]. By interlacing a spectrally-encoded confocal SLO
frame and an OCT B-scan in alternate fashion [19], a fundus image is generated during the
same time interval required to grab a B-scan.
All the methods and systems mentioned above allow the user to relate the features seen in
the en-face image with the features in the OCT B-scan, with various degrees of pixel-to-pixel
correspondence. These approaches show the interest for presenting an en-face image together
with the SD-OCT investigation delivering B-scans.
In this paper, we refer to OCT using a broadband source and a spectrometer, from now on
referred to as Sp-OCT technology [3, 20], inspired from the technology of spectral interfer-
ometry used for sensing [21]. An improved solution for the display of dual images [Sp-OCT
B-scan]/[C-scan SLO] is presented, based on a Talbot bands (TB)-configuration [22]. In order
to implement a conventional Sp-OCT configuration, a single splitter is needed to split light into
a sample and reference path. However, this has the disadvantage of sending light back from
the reference path towards the broadband source, which may lead to noise or even destroy the
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optical source. Therefore, an isolator or a circulator may be needed to protect the source [20].
As another possibility, a two-splitter configuration may be used, where the reference path is
recirculated, similar to that employed in [9]. In such a configuration, to add a SLO channel a
3rd splitter would be necessary to divert some of the sample light towards a SLO receiver. A
better solution is presented in this paper, where the SLO channel picks up its signal from an
otherwise wasted beam of light when the two interferometer arms are reunited by the second
splitter. The configuration proposed has the advantage of a more efficient use of power origi-
nating from the eye, when compared with configurations having recirculation of the reference
path, which would require a 3rd splitter to tap signal from the sample.
A second advantage of the solution presented is that of the improvement in the OCT channel
sensitivity profile versus depth. A TB configuration allows a fine control of the position and
span of the OCT channel’s sensitivity profile over the optical path difference (OPD) axis [23].
In conventional implementations of Sp-OCT technology [3, 20], the spectrometer performs
spectral analysis of the interference product delivered by the interferometer. In such set-ups,
the order of the two operations, interference and diffraction (dispersion) [22] is interference
first. The two beams returning from the interferometer’s arms travel as a single beam along the
same path between the interferometer and spectrometer. In a TB configuration, however, the
sample and reference beams from the interferometer travel along distinct paths. A lateral offset
is introduced between the two beams in their way towards the spectrometer, so that the projec-
tions of the two beams on the diffraction grating (or prism) are not fully overlapped. The non
overlapping parts of the beam footprints are diffracted before they are interfered. This rever-
sal of order of operation between interference and diffraction determines the characteristics of
TBs [22]. One of such characteristics is a shift of the OCT visibility profile V (OPD) away from
a symmetric curve around OPD = 0 [24], the profile being determined by a factor CT B(OPD).
This is due to the tilt of the wavefront after diffraction, which alters the overlap of the wave-
train lengths after diffraction, as explained in [22]. A rigorous description of the CT B term is
presented in [25] as the correlation of the spatial power distribution within the two beams. If
the two footprints are not fully overlapped, as stated earlier, the CT B profile will no longer be
symmetric in relation to the OPD= 0 axis and therefore either the positive or the negative OPD
branch will be more attenuated than the other one, as shown in [23, 26]. It was shown [27, 28]
that the visibility profile V (OPD) is described by:










denotes the depth normalized to the maximum imaging range Zmax,




In (2), Δλ/M is the line camera pitch (M is the number of pixels used to photodetect the
spectrum with bandwidth Δλ ), and λ0 is the central operating wavelength. The amount of sen-
sitivity increase at a depth different from zero due to the shift of the CT B profile depends on





, which in turn depends on the resolution of
the spectrometer employed for the detection of the channeled spectrum. In most conventional
Sp-OCT configurations, a fiber-based directional coupler is used to combine the two beams
and produce their interference. In a Talbot bands configuration implementation, a bulk beam-
splitter is employed to route the two beams towards the spectrometer, as the two beams need to
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Fig. 1. Dual channel Sp-OCT/SLO set-up. C1-6: fiber collimators; SLD: super-luminescent
diode; DC: fiber-based directional coupler; DCB: dispersion compensation block (ad-
justable, depending on the sample being imaged); TS1-3: translation stages; SXY: pair
of orthogonal galvo-scanners; TG: transmission grating; L1-3: achromatic lenses; BS: bulk
beam-splitter; MMF: multimode fiber; CMOS: line camera; APD: avalanche photo-diode;
IMAQ: Camera Link-based image acquisition board; DAQ: multi-function data acquisition
board. Region delimited by the red box: detail of the Talbot bands set-up. Cross-sections
of the beams incident on the TG (OCT) and on the fiber collimator C6 (SLO) are shown
for the sample beam in red and for the reference beam in blue. Note the gap present be-
tween the two beams as they are directed towards the OCT channel, which ensures a higher
sensitivity at nonzero OPDs.
be spatially separated. It is this approach which then allows us to retrieve the confocal (sample)
signal separately.
2. Experimental set-up
The dual channel Sp-OCT/SLO set-up is depicted in Fig. 1. Light from a super-luminescent
diode SLD (Superlum SLD-381-HP1-DIL-SM-PD, Cork, Ireland - central wavelength λ0 =
830 nm, and spectral bandwidth Δλ ≈ 20 nm) is directed towards the two interferometer arms
(reference and sample) via a fiber-based 80/20 directional coupler DC (AC Photonics, Santa
Clara, CA, US). Given the SLD’s spectral bandwidth and central wavelength, an optical axial
resolution in depth measured in air of approximately 15 µm results.
The 20% fraction of the initial power directed to the sample arm traverses a galvo-scanning
head SXY (Crisel Instruments Galvoline G1432, Italy), comprising a line scanner X and a frame
scanner Y, where the former deflects the beam horizontally and the latter vertically. The result-
ing beam scans the retina angularly, via lenses L2 and L3 of focal lengths f [L2] = 7.5 cm and
f [L3] = 3 cm being employed to reduce the beam diameter at the pupil eye to ≈ 3 mm.
Light backscattered by the retina and light directed through the reference arm are re-united at
the bulk beam-splitter BS, which features an 80/20 splitting ratio. 80% of the power returning
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from the sample arm is directed towards the spectrometer in the OCT channel and the remain-
ing 20% towards the SLO channel (forming the SLO en-face image). Similarly, the reference
arm also sends 80% of its power through the beamsplitter. The gap between the two beams (ad-
justable by shifting the reference arm launcher C5 using TS1) required by TB implementation
secures sufficient spatial separation of the sample and reference beams to enable the multimode
fiber MMF to select mainly the sample beam through the collimator C6. For better attenuation
of the stray signal caused by the edge of the strong reference beam, a specially-devised spatial
filter is implemented. This consists of a pair of opaque screens introduced before and after the
beam-splitter along the path of the reference beam. These screens are attached to translation
stages (TS2/TS3) so that their position can be adjusted with micrometric precision. The opaque
screen attached to TS2 trims the edge of the reference beam on the side of the sample beam di-
rected towards C6. Due to diffraction registered at the edge of the beam caused by this screen,
some light is directed towards C6, therefore a second screen attached to TS3 is necessary. For
better rejection of the reference signal, this is pushed towards the center of the collimator C6,
and a small fraction from the edge of the sample beam is blocked, as shown exaggerated in the
inset in Fig. 1. This introduces a small attenuation on the SLO channel, quantified by measuring
the SLO signal with and without TS3, of 2.3 dB. By screening the reference arm beam with TS2
by ∼ 1 mm, a 3 dB attenuation of the reference power in the OCT channel is introduced. This
figure was measured by evaluating the signal due to the reference beam with and without TS2.
When using a mirror as a sample, the ratio between the sample signal power and leaked refer-
ence power in the multimode fiber leading to the SLO channel was of 35 dB. Without the two
screens in place, this ratio reduces to 5 dB.
Due to the screen attached to TS1, the distribution of power in the transversal section of the
reference beam results in a trimmed Gaussian curve. This affects the symmetry of the OCT
sensitivity profile versus OPD, as documented in [24,27]. However, the deviation of the profile
from Gaussian has little influence on the final visibility profile due to the fact that the trimmed
portion coincides with a wing of the sample beam (which carries less power) and not with the
central part of the sample beam.
Spectral analysis of the OCT signal employs a diffraction grating (whose grooves are or-
thogonal to the plane of Fig. 1) working in transmission TG (Wasatch Photonics, Logan, UT,
US), with 1200 lines/mm blazed at 830 nm, a CMOS line camera (Basler sprint spl-4096km,
Ahrensburg, Germany) and an achromatic lens L1 to focus the diffracted light onto the camera
array. The diffracted beam covers ∼ 1 cm over the array, which corresponds to 1024 out of the
available 4096 pixels. This reduced number of pixels was employed to enable the camera to
operate at high line rates (up to 100 kHz).
For each lateral scan, 1024 spectral points with 12-bit levels are buffered, followed by stan-
dard software-based processing (re-sampling in k-domain, zero padding and inverse FFT). After
the FFT is performed on the input data, the number of pixels in depth in the B-scan OCT image
is half of this number. For Nx pixels along the line (Ox), the image has a size Nx × 512 pixel
(width x depth).
The SLO channel is equipped with an avalanche photo-diode (APD, Hamamatsu C5460-01,
Japan), with a cut-off frequency fc = 100 kHz. Its output is then digitized by an analogue-to-
digital converter within a DAQ (National Instruments PCI-6110, Austin, TX, US). The reflected
fraction of the sample arm power (at the beamsplitter BS) is directed to the APD via collimator
C6 and multi-mode fiber, MMF.
The SLO channel delivers an en-face (constant depth scan or C-scan) comprised of multiple
T-scans (lateral reflectivity profiles). Each of these T-scans is acquired during the active half-
periods of the line scanner (x axis). The OCT channel delivers a B-scan (cross section) OCT
image, which in turn is comprised of several A-scans (axial reflectivity profiles) taken during
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Fig. 2. Schematic diagram of the control system of the OCT/SLO set-up to achieve the
three modes of operation. The multi-function data acquisition card (DAQ) and the External
Function Generator deliver signals to the X-scanner and the Y-scanner via the Scanner
driver box. The Switch box is used in the sequential modes only. The detected spectra from
the CMOS camera are sent through a Camera Link bus to the image acquisition (IMAQ)
card while the analog SLO signal is sent to the DAQ card.
the same active half-period of the line scanner.
The control system of the OCT/SLO set-up is depicted schematically in Fig. 2. The work-
station PC is equipped with two distinct cards. The DAQ drives the two transversal scanners
and acquires the SLO signal to produce the SLO image. The IMAQ card (National Instruments
PCIe-1429, Austin, TX, US) interfaces the CMOS line camera in the spectrometer with the PC,
thus acquiring the spectra which will yield the OCT image.
The line scanner X is driven by a triangular or saw-tooth waveform, xsc, generated by the con-
trol software. The frame scanner Y is driven by a saw-tooth signal (90% duty cycle), produced
by an external function generator (Hewlett-Packard 8116A, Palo Alto, CA, US) and triggered
by a computer via one of the DAQ’s digital ports (TTLy). The external function generator is
employed to synchronize the LabVIEW frame acquisition loop with the saw-tooth waveform
generation.
When a single Oxz frame is needed (B-scan), the y scanner is held stationary and a DC
offset is applied to it, controlled by the DAQ output ysc[DC]. This allows the user to map
the position of the cursor placed over the en-face image to the corresponding B-scan being
acquired, depending on the operating mode chosen, as it will be presented over the next section.
Switching between the two signals, saw-tooth for the SLO regime and DC in the OCT regime
is performed via a Switch box, whose output is selected via the TTLsw signal. This signal is
generated in software and channelled via the DAQ’s digital port (sw) towards the switch box.
Furthermore, the DAQ also drives the buffering of the spectra which will be used, after their
FFTs, to form the B-scan, where the succession of A-scan acquisitions is controlled via the
TTL signal (TTLx).
3. Timing and acquisition speed constraints
The operation of the OCT/SLO instrument depends on a set of constraints introduced by the
hardware available at present, whose parameters can be manipulated to trade-off resolution by
speed and vice-versa.
With regards to the OCT channel detection, the CMOS camera allows various acquisition
settings [20]. The absolute maximum line rate attainable by the CMOS camera used is 312
kHz, however such figure is only possible when several of the signal-enhancing features of the
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camera are turned off, such as vertical binning – which enables the two 4096×10 µm CMOS
lines to effectively behave as a single 4096× 20 µm line – and also when reading a smaller
subset of the whole 4096 pixel array [20]. With such line rates, the signal-to-noise ratio (SNR)
will diminish, hence the choice of the line rate will necessarily introduce a trade-off between
speed and sensitivity. Throughout all the experimental work carried out, the line rate was chosen
to be in the range of 50-100 kHz, which enabled several of the aforementioned features of the
CMOS camera. This determines an acquisition time per spectra of δ tOCT ∼ 10−20 µs.
The inertia of the galvo-scanners SXY constrains the speed of lateral scanning as well. There-
fore, the line scanner’s triangular waveform is limited to 500 Hz to prevent heating and relia-
bility issues [30].
Lastly, there is the issue of the lateral resolution. Let us say that the Airy disc diameter of
the beam focused on the retina is D0. Then the lateral image size is ΔX = D0Nx. D0 can be
approximated by 1.22 · fλ0
D
, where f is the focal length of the eye, D is the scanning beam
diameter and λ0 is the central operating wavelength. For an eye length of f ≈ 25 mm, using
λ0 = 840 nm and D = 3 mm, D0 ≈ 8.5 µm. Considering the aberrations of the eye, D0 can
be approximated as ≈ 10 µm. Given the line scanner’s frequency of 500 Hz, this means that
a half-period will take 1 ms. Assuming a CMOS camera line rate of 100 kHz, this means that
only Nx =NS = 100 adjacent A-scans can be retrieved during one half-period, which effectively
limits the lateral range to NSD0 = 1 mm. Any scanner amplitude setting which would project
a raster scan with a larger span than that will under-sample the object in terms of the optical
resolution. In such a case, there will be more than a single Airy disc diameter within each
electronic pixel, i.e. within each A-scan.
The SLO channel also introduces a limit in the lateral size, albeit larger than that imposed
by the OCT channel: the APD used has a bandwidth f3dB of 100 kHz, which determines a
rise time trise = 3.5 µs for the impulses at the APD output. For the same line scanner speed
(500 Hz) as above, this allows Ny[SLO] = 280, i.e. an increase in the SLO lateral size. This
may be of interested if higher resolution SLO images are desired, even without pixel-to-pixel
correspondence.
Taking all these constraints into account we have devised three modes of operation, with
varying degree of pixel-to-pixel correspondence and allowable acquisition times.
3.1. Simultaneous, small lateral size
In this mode, the system acquires an OCT B-scan frame during each SLO frame acquisition
(Fig. 3(i)). The B-scan OCT image has pixel-to-pixel correspondence with a selected line placed
over the SLO image by a cursor (whose y coordinate is used to select the instant when the B-
scan is buffered amongst all the SLO T-scans), and the frames in the two channels refresh
simultaneously. Pixel-to-pixel correspondence (Fig. 3(iii)) means that the two channels have
the same lateral size, that is Nx[SLO] = Nx[OCT] = NS. Moreover, since a square aspect ratio
was chosen, Nx =Ny, taking into account that Nx = 100 for δ tOCT = 10 µs it means that the two




100 ms, i.e. at 10 Hz (the effective frame rate is closer to 8 Hz due to the signal processing
time). The 1
2
factor in the expression for Ty stems from the fact that both ramps of the triangular
scanning waveform are employed in the imaging process, which means that during the complete
period of the x-scanning waveform (Tx = 2 ms) two OCT/SLO frames are acquired.
This choice of image size enables simultaneous imaging with pixel-to-pixel correspondence
in the two channels at high refresh rates. Due to the imposed short lateral size, this mode of
operation is suitable for small size imaging of the eye, imaging photoreceptor cells, as presented
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Fig. 3. Schematic description of the various modes of operation implemented. (i) and (ii)
Sequence of frames in the three modes of operation, where the green shadows show the
frame refresh period, and the orange glow shows the instants when the system switches be-
tween the two regimes, if applicable. (i) Simultaneous mode of acquisition: the two frames,
OCT and SLO are acquired and refreshed at the same time: illustration of different vertical
positions in the SLO image where the OCT B-scan is selected from by varying Ysc[DC]:
a single OCT B-scan is captured, even though more can be buffered if necessary; (ii) Hy-
brid sequential and sequential “on-demand”: the system is toggled between the two regimes
(SLO and OCT), and signal is acquired in each regime on separate time intervals; the toggle
is automatic in the hybrid sequential mode or performed manually in the sequential “on-
demand” mode. In the hybrid mode the two images are refreshed at the same time, even
though they are not acquired simultaneously. (iii) and (iv): Scanner waveforms (x and y)
and illustration of integration time on pixels within the spectral acquisition events, δ tOCT ,
(orange rectangles) each leading to an A-scan and integration time on pixels within a T-
scan, δ tSLO (brown rectangles) in all three modes. (iii) Simultaneous mode of acquisition;
(iv) Hybrid sequential and sequential “on-demand” modes of acquisition.
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in [31], with or without adaptive optics. Furthermore, if lateral resolution is not a major concern,
the image size can be increased and such a mode can also be used as an assistive technique for
retinal tracking, where only the major features are required (e.g. fovea, optic nerve) in order to
supply information to the tracking algorithm, or to suppress motion artifacts already present in
the images. The increased frame rate (up to ≈ 8 Hz) makes this mode of operation tolerant to
movement.
However, if a larger lateral size (Nx > NS) is desired, or if the SNR needs to be increased,
this mode is no longer suitable. Achieving the same lateral size in both channels is only made
possible by accepting signals of different time duration. This leads to two additional possible
modes of operation, where the system operates in a single regime at any given time (Fig. 3(ii)).
3.2. Sequential “on-demand”
In this mode of operation (Fig. 3(ii)), the system continuously refreshes the SLO frames until
the user switches the system to the OCT B-scan regime, at which moment the last SLO frame is
frozen for guidance of the OCT imaging. During the SLO regime (lasting Ty[SLO]), the frame
scanner is driven by a ramp which is part of a saw-tooth waveform, generated by FG, with a
90% duty cycle to minimize the return dead time (Fig. 3(iv)).
When the system is switched to the OCT regime, the frame scanner is stopped at a vertical
position selected by Ysc[DC], determining the y-coordinate of each B-scan being displayed.
Furthermore, the speed of the line scanner is slowed down to allow for a larger Nx and for an
increased δ tOCT . Considering the maximum number of pixels Nx = 280 allowed by the APD






180 Hz. For longer spectrometer exposure times, even lower frequency f ′x values are needed.
This mode of operation presents the obvious drawback of less tolerance to eye movements,
as the SLO image is no longer refreshed. However, this mode of operation allows for more
freedom in setting the lateral image size and the OCT channel parameters, since the timing
of each frame is not tied to the time constraints of the SLO channel. In essence, the system
operates in the two regimes at independent frame rates, which may make it flexible to perform
an array of clinical scenarios, where image quality and size in both channels are more important
than the exact correspondence between the two images.
In terms of pixel-to-pixel correspondence, some variations result from a regime to the next
due to the change of image size when switching from 500 Hz to 180 Hz ramps applied to the
line scanner. This can be compensated by a corresponding decrease in the voltage Vx applied
to the line scanner in the OCT regime in comparison to the value applied in the SLO regime,
correction that can be accurately worked out using the position sensing signal delivered by the
scanning driver board.
3.3. Hybrid sequential
In this mode the pixel-to-pixel correspondence between the OCT and the SLO frames is im-
proved by automatically switching repetitively between the two modes, as shown in Fig. 3(ii).
For better SNR in the OCT channel, the CMOS camera’s integration time was increased to
δ tOCT = 20 µs. Furthermore, an averaging feature of OCT frames is also incorporated, which
will determine an adjustable time for the system in the OCT regime, Tx [OCT] depending on the
number of OCT images Λ to be averaged (Fig. 3(iv)). The time in the OCT regime increases
linearly from Tx [OCT] (for a single OCT acquisition) to Λ · Tx [OCT] when Λ frames are ac-
quired to be averaged, thus yielding a better SNR. The averaging process in the OCT regime
may not affect the toggle time if Λ · Tx [OCT] is kept lower than Tx [SLO]/10. For Ny = 100,
Ty [SLO] = 200 ms, which means that 1 < Λ< 10. For Ny = 280, Ty = 560 ms, so 1 < Λ< 28.
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Fig. 4. Relation between the number of pixels, Nx, determining the lateral image size and
the mode of operation applicable. The red shaded region corresponds to the settings which
allow pixel-to-pixel correspondence between the OCT and SLO images, which is limited
at Nx = NS. Lateral image size is calculated using Nx ·D0, with D0 ≈ 10 µm.
For larger SLO images, Λ could be even larger without affecting the toggle time.
3.4. Lateral size constraints
Depending on the mode of operation chosen, the maximum lateral image size attainable without
loss of resolution varies according to the graph in Fig. 4. The line across the plot corresponds to
the special case where the lateral pixel size matches the Airy disc diameter D0. Above the line,
the electronic pixel size is smaller than the Airy disc diameter, i.e. the system over-samples
both OCT and SLO signals. Below the line, the Airy disc diameter D0 is larger than the elec-
tronic pixel size, i.e. the system under-samples the signals. Note that the line scanner period is
maintained at 1 ms for all SLO operations, but it might be modified during the OCT regime,
depending on the mode of operation chosen.
True pixel-to-pixel correspondence (red shaded region) is only attainable when operating in
the simultaneous mode, which limits the lateral image size to less than 1 mm.
A degree of pixel-to-pixel correspondence is still achievable for NS < Nx < NSLO, i.e. for
100<Nx < 280, if correction of lateral image size is made to compensate for the swing variation
of the x-scanner with the frequency of the applied signal.
Over Nx = 280, the APD starts behaving as a low-pass filter due to its finite rise time, hence
the line rate has to be reduced in order to maintain the lateral resolution whilst allowing for a
larger lateral size. This will necessarily have an impact on the frame refresh rate, making the
system more prone to motion-induced artifacts.
4. Demonstration of the working principle
Figure 5 (i) shows the sensitivity profile versus OPD. The launcher TS1 was laterally moved
by ∼ 0.25 mm to create the gap necessary for TB implementation, which determines a shift
of the peak of sensitivity from OPD = 0 to −1.8 mm as shown by the red circles and green
triangles. The TB sensitivity profile conserves its width from the non-Talbot band case, but
the maximum sensitivity reduces by about 2 dB. However, at larger depths, the gain exceeds 6
dB. The green curve shows the TB sensitivity versus OPD with the screen on TS2 in place. As
demonstrated in [25], the sensitivity profile is given by the correlation of the power distribution
within the footprints of the two beams incident on the diffraction grating. Due to diffraction on
the screen edge, the power distribution of the reference beam is changed to a wider footprint
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Fig. 5. (i) OCT channel sensitivity. Black squares: conventional Sp-OCT, beams coincide
spatially; Red circles: launcher moved laterally by ∼ 0.25 mm to produce Talbot bands;
Green triangles: launcher moved laterally by ∼ 0.25 mm to produce Talbot bands and
screen (TS2) placed on the edge of the laterally-shifted reference arm beam); (ii) Rela-
tive sensitivity for the Talbot bands configurations in respect to the conventional Sp-OCT
for: launcher shifted laterally (red solid line), launcher shifted laterally and screen in place
(green dashed line).
with secondary lobes. This was documented in [27], where a screen was also used to modify the
distribution of power in the reference beam across the grating. Therefore, a slight improvement
of the sensitivity results.
The sensitivity was measured following the procedure described in [32] for the non-TB case
(black curve, Fig. 5) and OPD set at −1 mm. For the two integration time values used in this
study, δ tOCT = 10 and 20 µs, sensitivities of 82 dB and 87 dB were obtained, respectively.
Following the system characterization, several in-vivo retinal images were acquired from the
eye of one of the authors (AP), covering different features in the eye: the foveal region and
the optic nerve region. Ethical approval was obtained from the Faculty of Sciences’ Ethics
Committee. Power to the eye was less than 750 µW, in accordance with standards [33].
4.1. Dual SLO/OCT retinal images
Figure 6 presents images obtained with the system running under the simultaneous mode re-
freshing at 3 Hz. The line scanner is driven with a triangular signal of period 2 ms and the
camera integration time is 10 µs. Two possibilities are presented, small size imaging with a
lateral pixel size less or equal to the optical transversal resolution, constrained by the limited
number of lateral pixels achievable as explained above, and large size imaging, where the sys-
tem still operates with the same number of pixels and so the images are under-sampled.
In each box in Fig. 6, SLO frames are shown at the top with a resolution of 100 × 280 pixels
(width × height). OCT frames are shown at the bottom row with a resolution of 100 × 150
pixels (width × depth, cropped from 512 axial pixels to emphasize the region under analysis).
In Fig. 6(i) to 6(iii) the SLO images are about 500× 500 µm2, therefore the pixel mesh is
denser than the actual optical resolution of the system. In (i) the edge of the optic nerve head is
shown.
In Fig. 6(ii), the volunteer looked halfway between the fovea and the optic nerve. The small
size imaging allows distinguishing individual photo-receptors when the eccentricity of the lo-
cation on the retinal image exceeds 5º. For such eccentricity, the cone spacing is larger than
≈ 10 µm [34]. In (iii) photo-receptor cells are still visible, along with the choroid layer (yellow
arrow).
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Fig. 6. Retinal images obtained while running the system in the simultaneous mode of
operation at a frame rate of ≈ 3 Hz. SLO frames (top image in each frame) are 100 × 280
pixels and OCT frames (bottom image in each frame) are 100 × 512 pixels (here cropped
to 100 × 150 pixels to emphasize the region under analysis). (i) edge of the optic nerve
head, lateral size ≈ 500× 500 µm2; (ii) region between the optic nerve and the fovea, in
an area featuring larger photo-receptors (≈ 10 µm), lateral size ≈ 500× 500 µm2; (iii)
pair of SLO and OCT images (lateral size ≈ 500×500 µm2) featuring a blood vessel; the
choriod (yellow arrow) is visible below the nerve fiber layer; (iv) optically under-sampled
OCT image of the area between the foveal region and the optic nerve, lateral image size
≈ 2× 2.5 mm2; (v) optically under-sampled OCT image of the optic nerve, the region
in focus is the shallower retinal layer, lateral size ≈ 1.5× 0.8 mm2. The OCT B-scans
correspond to the location of the horizontal lines overlaid on the SLO C-scans.
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Larger values for the lateral image size were also considered. In Fig. 6(iv), the line scanner
was driven with ≈ 600 mVpp determining about 2 mm lateral size. This size is larger than
that obtained by multiplying the assumed Airy disc diameter of ≈ 10 µm with the number of
transversal pixels Nx = 100, so the image is obviously under-sampled in the lateral direction,
as commented above in connection to Fig. 4.
Figure 6 (v) contains an optically under-sampled OCT image as well, since the lateral size is
over 1 mm. The focal region was on the shallower retinal tissue, hence the corresponding OCT
profile only maps the x-coordinates where the optic nerve is situated.
Features are sufficiently well seen in both columns, however due to the high speed of the
camera, the OCT images are noisy. Even so, contours and main layers are easily identified at
this frame rate.
Figure 7 features the results obtained with the OCT/SLO set-up operating in hybrid sequen-
tial mode. During the OCT regime, the lateral scanning duration of the line scanner is 20 ms
and the camera integration time was increased to 20 µs, which enabled us to use more pixels
in the lateral dimension of the OCT B-scans. Images of the foveal region and of the optic nerve
are presented. The lateral image sizes considered ranged from 2.6 to 5 mm. Again, two image
size values are employed: a medium lateral size of 2.6 mm, where the lateral pixel size in the
SLO image is of the same order as the optical transversal resolution and a larger lateral size of
5 mm, where the SLO images are under-sampled. For both sizes, the same number of lateral
electronic pixels Nx ≈ 500 is used in both OCT and SLO regimes.
Figures 7(i) and 7 (ii) differ mostly on the location of the focal point (in depth) - the former
features a better defined retinal surface, whereas the latter emphasizes the lamina cribrosa, deep
within the optic nerve. Given their lateral size (2.6× 5.2 mm2) these images are sufficiently
sampled, furthermore the OCT images are better defined than in the previous case since the
exposure time is twice as large which improves the SNR.
In Fig. 7(iv) several OCT B-scan slices taken at different y positions are shown with their
corresponding SLO image. These feature the optic nerve with a large lateral size of ∼ 5×
6 mm2.
A good match was found between the features visible in the SLO image and those seen in the
corresponding OCT B-scans. The correspondence is also clear in (iii) and (v), the former with
a significant intercept of a sub-retinal blood vessel and the latter with a good correspondence
of features from the foveal region.
5. Discussion
A particular set of three parameters was employed here which allowed simultaneous opera-
tion with pixel-to-pixel correspondence: (i) a state of the art line camera performing spectral
scanning in 10 µs; (ii) lateral scans at 1 ms, the fastest achievable period with a galvo-scanner
having a sufficiently large mirror to perform low loss scanning and (iii) a finite bandwidth in the
SLO channel, using a 100 kHz APD amplifier. Therefore, the choice of three regimes described
here is specific for the current level of Sp-OCT technology combined with that of fast galvo-
scanners only and it is not applicable to the swept source-OCT method of spectral domain OCT,
where A-scan rates of over 1 MHz are possible [35].
Choosing between the three modes of operation described above, simultaneous, sequential
“on-demand” and hybrid sequential, a decision has to be made in terms of the trade-off between
the range of configurable parameters and the need of pixel-to-pixel correspondence. Here by
parameters we understand the voltage/frequency of the signals driving the lateral scanners and
the CMOS camera’s integration time.
The simultaneous mode of operation is suitable for small size imaging only, such as in adap-
tive optics. If matching the optical resolution with the electronic sampling resolution is not of
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Fig. 7. Images obtained with the OCT/SLO set-up operating in hybrid sequential mode
(SLO top, OCT bottom). The images in (i), (ii) and (iii) have sufficient sampling whilst
the images in (iv) and (v) are under-sampled. (i) and (ii): area between the optic nerve and
the shallower retinal tissue (lateral size 2.6× 5.2 mm2); (i): focus on shallow layers; (ii):
focus at the lamina cribrosa’s depth; (iii): area located in the vicinity of the optic nerve,
the OCT B-scan cut intercepts a blood vessel along its course (yellow arrows), lateral size
2.6× 5.2 mm2; (iv): detail of the optic nerve region (5× 6 mm2 lateral size) emphasizing
several positions of the cursor with varying features selecting the associated OCT B-scans;
(v): fovea region, lateral size 5× 5 mm2. The OCT B-scans are obtained from an average
of Λ = 4 OCT frames. The positions of the OCT cuts along the Y-axis correspond to the
location of the horizontal lines overlaid on the SLO C-scans.
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concern, then the image can be subsampled by increasing the amplitude of voltages applied to
the two galvo-scanners. This may be the case when using the SLO channel to perform retinal
tracking, when major features in the SLO are sufficient, as suggested in [14].
The sequential “on-demand” mode of operation is suitable for investigation situations where
total freedom is needed in terms of image size and quality of image in each channel, irrespective
of the quality of signal in the other channel, and when instabilities of the eye position are not
of concern.
Lastly, the hybrid mode of operation represents a trade-off between the simultaneous regime
and the sequential on demand, where sufficient large size images can be achieved with some
degree of pixel-to-pixel correspondence between the images in two channels, moderately af-
fected by the eye movement. This is the regime of operation of the Optos system [12] currently
used in clinical investigations.
Different systems exist on the market and in several research labs. Our study suggests that, for
instance, if a system is normally being used in the sequential mode of operation, then there is no
point in maintaining such mode when the image size is not a determinant factor. Such a system
can also, with some modifications as described here, be made to operate in the simultaneous
mode, where the frame rate is determined by the speed of the spectrometer and by the speed of
the line galvo-scanner in each case.
The notions of pixel-to-pixel correspondence and simultaneity in the simultaneous mode of
operation are slightly different from the same notions applied to [Time-domain OCT]/SLO
developed in the past [10, 11, 36], where pixel-to-pixel correspondence between the en-face
OCT image and the SLO image referred to all pixels in the transversal section of the images.
Here, pixel-to-pixel correspondence refers to the lateral cut only, sampled by the B-scan along
one of the T-scan lines in the SLO image. It should also be noted that the correction procedure
of OCT B-scan image in [37] based on the SLO image collected simultaneously is applicable
to the simultaneous mode of operation described here. This is not illustrated here, but with the
vertical scanner stopped, lateral movements of the eye can be traced from the breakages of
vertical lines in the SLO image, during the acquisition of sets of B-scan OCT images.
As another parallelism of simultaneous technologies, in both TD-OCT/SLO and in the Sp-
OCT/SLO presented here, it is the OCT channel that slows down the SLO acquisition. In gen-
eral, the SLO channel can be made to work faster than the OCT channel. Large size en-face
OCT images determine a slower frame rate of the simultaneous acquisition, of 2− 4 Hz. For
reduced image size however, simultaneity was maintained with sufficient signal to noise ratio
by using resonant scanners [11]. In Sp-OCT, even though faster frame rates are achievable for
the B-scan OCT image in comparison with the ones obtained with en-face TD-OCT, they are
not as fast as to allow simultaneity with a large number of pixels in the transversal section;
hence the regime with only 100 pixels described here. Replacing the line galvo-scanner with a
resonant scanner allows increasing the acquisition speed of the SLO channel, however this will
impose a too high speed for the camera. For instance, by swapping the galvo-scanner used here
with a resonant scanner at 8 kHz would have meant a 16× faster SLO channel. However, for
the same Nx = 100 pixels, this would have demanded a camera 16 times faster i.e. operating at
a 1.6 MHz line rate. The maximum rate the authors are aware of is ∼ 300 kHz [20].
6. Conclusions
In this paper we discussed the possibility of combining a spectrometer based Talbot bands
OCT configuration with SLO technology, compatible with limitations imposed by the current
technology in terms of speed of linear cameras. While there are transversal scanners which
can work faster than the galvo-scanners used in this paper, such as resonant ones, utilization of
faster transversal scanners is not compatible with a simultaneous mode of operation OCT/SLO
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as described here due to the limited line rates of CCD or CMOS cameras. Utilization of a galvo-
scannner instead of a polygon mirror [38] or of a resonant scanner allows the three different
modes of operation to be implemented, where the line scanner is slowed down in the OCT
regime in comparison with the SLO regime to allow for an increased number of A-scans. That
is not possible with a resonant scanner, which operates at a fixed rate.
Alternatively, the bandwidth of the SLO channel can in principle be increased, allowing more
optical pixels to be scanned within the same 1 ms ramp. While a 10 times increase in the band-
width of the SLO channel is possible, this would have ruled out operation in the simultaneous
mode, as an increase by a factor of 10 of the camera rate (to maintain pixel-to-pixel correspon-
dence) is not feasible. If a faster SLO regime is desired, then the only alternative is to employ
one of the two sequential regimes presented.
A Talbot bands configuration was employed in this report which allowed the derivation of
optical signal for the SLO channel with little loss introduced to the OCT channel, however
the three modes of operation presented can equally be implemented on any other spectrometer
based OCT channel combined with an SLO channel. A TB configuration in the OCT channel
redistributes sensitivity from small OPD values to larger OPD values, i.e. a TB configuration
presents the potential of enhancing the signal from larger depths. In this paper, the sensitivity
was skewed towards larger OPD values, however the peak sensitivity is less than in a non TB
configuration, due to the sinc factor in Eq. (1). The overall sensitivity reduced by ≈ 10 dB at
depths below 0.5 mm. This, however, does not present a disadvantage in comparison with con-
ventional Sp-OCT technology. Normally, an imaging depth-range centered on the axial position
corresponding to OPD = 0 and for a signal roll-off of up to 10 dB is avoided in practice of eye
imaging, as a buffer range to cover fluctuations of the axial eye position. Mirror terms might
occur when due to the axial eye motion, the retinal image is moved to the other side of the zero-
delay (OPD = 0) depth [20]. In other words, the conventional technology presents maximum
sensitivity within an axial range which cannot be used in practice; more exactly, the sensitivity
maximum is placed at an axial position in front of the retina. In opposition, a TB configura-
tion can make use of a more suitable sensitivity curve profile versus OPD, with its maximum
placed within the retina. The larger the gap between the sample and reference beams in their
way towards the diffraction grating, the larger the shift of the axial position of the maximum
sensitivity from OPD = 0.
Some loss of sensitivity is also incurred in practice by transferring from a conventional Sp-
OCT configuration to a TB configuration due to the need of securing similar polarization and
dispersion in the two beams travelling towards the grating. This problem does not exist in con-
ventional Sp-OCT, as the two beams travel along the same path after they interfered. Therefore,
more work is required in optimizing the TB configurations to achieve similar efficiencies as
conventional Sp-OCT configurations. Even so, overall, at larger depths, a TB configuration can
offer better sensitivity, as proven in [26].
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