In this paper we completely classify the circulant weighing matrices of weight 16 and odd order. It turns out that the order must be an odd multiple of either 21 or 31. Up to equivalence, there are two distinct matrices in CW (31, 16), one matrix in CW (21, 16) and another one in CW (63, 16) (not obtainable by Kronecker product from CW (21, 16)). The classification uses a multiplier existence theorem.
Introduction
In the last decade we have witnessed an enormous amount of activity in the field of designs.
One of the most active subfields is the subject of orthogonal designs. It emerged as an attempt to unify the attempts made to close upon the Hadamard conjecture which has generated a tremendous amount of research in combinatorial matrix theory in the last century. The theory of Hadamard matrices has a lot of applications. For example, in coding theory [22] , difference sets [15] , spectrometry [14] , image processing, image coding, pattern recognition, sequence filtering [12] , genetic algorithms [16] , weighing designs for chemistry and medicine [5] .
One of the tools for investigating Hadamard matrices is circulant weighing matrices. Circulant weighing matrices have been known to exist since 1975, when A.V. Geramita, J.M. Geramita and J. Seberry [9] observed the existence of a CW (7, 4) with first row − + + 0 + 0 0.
There are two major classification results of CW (n, k) for fixed weight k: One by R. Hain classifying CW (n, 4) [11] , [8] , and the other by Y. Strassler classifying CW (n, 9) [24] , [27] .
Here is a short list of previously known results about CW (n, 16):
In 1975, Seberry and Whiteman [20] proved that CW (q 2 + q + 1, q 2 ) = ∅ for q = p α , p a prime, α ≥ 1. In particular, they constructed one CW (21, 16) .
In 1980, Eades [7] found a CW (31, 16) In 1995 (published 1998), Strassler [26] found another CW(31, 16) , not equivalent to the obtained by Eades. In this paper we completely classify CW (n, 16), for odd values of n. In the course of study, a new equivalence class was found in CW (63, 16).
The paper has the following structure:
Definitions and known results appear in the Preliminaries Section (Section 2). Section 3 contains the statement of a multiplier existence theorem, including a proof (essentially due to Muzychuk). This result is a starting point for the current work.
The other sections contain various steps of the actual classification process, attempting to find the possible describing sets P and N and the order n of a circulant weighing matrix of weight 16. Section 4 introduces orbit length partitions, and contains a preliminary computation of all possible pairs of orbit length partitions of P and N .
Section 5 shortens the list of possible pairs by using restrictions on the number of short orbits.
Section 6 contains statements and proofs of general lemmas regarding orbit lengths of differences, which are then used to further reduce the number of possible pairs. Section 7 contains a more delicate analysis of the remaining cases, using counting rather than existence arguments.
Section 8 contains final analysis of the few remaining cases, settling conclusively the questions of existence and equivalence. Computer search is used here.
The last section (Section 9) contains a summary of the results obtained.
Preliminaries

A Hadamard matrix H = (h ij
is a square matrix of order n, with entries h ij ∈ {−1, 1}, satisfying HH t = nI. Occasionally we refer to it as an H matrix.
2. The Hadamard matrix conjecture : Hadamard matrices exist for every order n divisible by 4 [20] .
The conjecture's status: Still open, although many constructions of Hadamard matrices are known.
A generalization and construction aid: A Weighing matrix W = (w ij ) of order n
and weight k is a square matrix of order n, with entries w ij ∈ {0, 1, −1}, satisfying W W t = kI n .
W (n, k) denotes the set of weighing matrices of order n and weight k. We use occasionally "W is a W (n, k)" instead of "W ∈ W (n, k)". Also, occasionally we refer to it as a W matrix.
The weighing matrix conjecture:
Weighing matrices exist for every order n divisible by 4 and all weights 0 ≤ k ≤ n [22] . The conjecture's status: Still open, although many constructions of weighing matrices are known.
5.
A basic construction for a weighing matrix W (n 1 n 2 , k 1 k 2 ) is the Kronecker product of two weighing matrices W 1 (n 1 , k 1 ), W 2 (n 2 , k 2 ). This is the block matrix W = (w ij ) = ((W 1 ) ij W 2 )
We denote this construction by W = W 1 ⊗ W 2 .
6. A circulant matrix is a square matrix in which each row (except the first) is a right cyclic shift of its predecessor. Since the first row of a circulant determines the whole matrix we use the notation C = cir(c 0 , c 1 , ..., c n−1 ) to denote the circulant matrix
There are many different constructions for H and W matrices. Many of them use circulant matrices as construction aids.
7.
A circulant weighing matrix is a circulant matrix which is also a weighing matrix.
8. Circulant weighing matrices as polynomials: Circulant matrices with integer entries form a ring under matrix addition and multiplication. This ring is isomorphic to the quotient ring R n := Z[x]/ x n − 1 ; the natural isomorphism takes the matrix
into the corresponding Hall polynomial
In the ring R n the weighing property takes the form:
where x −1 := x n−1 .
9. CW (n, k) denotes the set of circulant weighing matrices of order n and weight k. We use occasionally "W is a CW (n, k)" instead of "W ∈ CW (n, k)".
Sometimes we identify the matrices in CW (n, k) with the corresponding Hall polynomials. We write "w(x) ∈ CW (n, k)", where w(x) is the Hall polynomial of a circulant weighing matrix of order n and weight k.
10. Z n denotes the ring of integers modulo n.
11. Z * n denotes the multiplicative group of integers modulo n, i.e.
12. The circulant weighing matrices w 1 (x), w 2 (x) are equivalent if they satisfy
for some s ∈ Z n , t ∈ Z * n .
13. If W ∈ CW (n, k) then also −W ∈ CW (n, k). Convention: We refer only to one of W, −W , the one that has more +1's than -1's.
14. If CW (n, k) = ∅ then k = s 2 for some nonnegative integer s [23] .
15. For W = cir(w 0 , w 1 , · · · , w n−1 ) ∈ CW (n, s 2 ) let P := {i | w i = 1}, the positive describing set of W ;
N := {i | w i = −1}, the negative describing set of W .
Then, using convention (13) above:
16. The support of w(x) ∈ CW (n, k) is the set
Hence S = P ∪ N .
17.
A multiplier for the circulant weighing matrix w(x) ∈ CW (n, k) is a number t ∈ Z * n such that there exists a shift s ∈ Z n satisfying
If s = 0 then we say that t is a fixing multiplier for the circulant w(x). We consider t = 1 as a trivial multiplier. From now on, writing "t is a multiplier" always means "t is a nontrivial multiplier".
18. Let w(x) ∈ CW (n, k) have a multiplier t with shift s. Then tN + s = N and tP + s = P.
In particular, if t fixes w(x) then it also fixes its positive and negative describing sets:
19. If w(x) ∈ CW (n, k) with gcd(n, k) = 1 has a multiplier t, then it is equivalent to some w ′ (x) ∈ CW (n, k) for which t is a fixing multiplier [27] .
Denote by ol(z) the orbit length of z ∈ Z n , i.e., the number of elements in the t-orbit containing z.
21.
A multiset is a "set" in which repetitions of elements are allowed. We distinguish it from a regular set by using brackets [] instead of braces {}. For example,
22. Two multisets can be merged together to form a new multiset by the adjunction (&) operation, which is the union with repetitions counted. For example,
23. For a multiset X ⊆ Z n ,
For multisets
25. The CW multiset equation: If P and N are the (positive and negative) describing sets of some W ∈ CW (n, k) then
Note that P and N are sets, but △P , △N and △P, N are (in general) multisets.
26. If q = 2 t and i is even then CW (
A Multiplier Existence Theorem
A fundamental result, on which the current classification is based, is the following multiplier existence theorem. This is by now a folklore result, quoted (and sometimes reproved) in many sources -e.g., Mcfarland [18] , Lander [17] , Arasu [4] , Jungnickel [15] , Muzychuk [19] .
In order to make the paper self-contained, we include here a relatively short and elegant proof, basically due to Muzychuk [19] , and adapted to suit our context.
, then p is a multiplier for w(x).
Proof
Let b be the maximal nonnegative integer such that
for all nonnegative integers j. Of course, since
Indeed, let j 0 be a nonnegative integer such that
by the definition of b. If b < 2m then it follows that
It follows that v 0 (x) is a nilpotent element in the ring Z p [x]/ x n − 1 , which is the group algebra over Z p of the cyclic group of order n, and is therefore semisimple (since p | n).
We have shown that b = 2m, and in particular (for j = 1):
Computing the coefficient of x 0 = 1 on both sides of the equation, we conclude that if
Thus exactly one of the v i is nonzero (and equal to ±1), so that
Obviously, the "±" is actually "+" (e.g., since the sum of the coefficients of w(x) is nonzero by (15) from Section 2). Therefore p is a multiplier for w(x).
♦
Orbit-Length Partitions
The present work concerns CW (n, 16) where n is odd. Here k = s 2 = 16, s = 4, and gcd(n, 2) = 1. Thus, according to the multiplier existence theorem (Theorem 3.1), t = 2 is a multiplier for each w(x) ∈ CW (n, 16). By (15) in Section 2,
By claim (19) in Section 2 we can assume, without loss of generality, that t = 2 is a fixing multiplier for w(x). The sets P, N ⊆ Z n are then closed under multiplication by the multiplier t ∈ Z * n (by claim (18) ). It follows that P and N are unions of t-orbits.
Write now the t-orbits within P in order of increasing length, that is:
where m is the number of t-orbits in P , and |C i | ≤ |C i+1 | (∀i). Denote l i = |C i | and obtain the orbit length partition of P :
We shall sometimes use the shorter notation
Define olp(N ) in a similar way.
This weighing circulant has t = 3 as a multiplier.
Let us start by listing all possible partitions of N with |N | = 6 and of P with |P | = 10:
The Number of Short Orbits
Each of the t-orbits (t = 2) encountered in the current classification has length at most 10.
Therefore, if we determine for each 1 ≤ i ≤ 10 the number of orbits of length i in Z n , we shall be able to exclude orbit length partitions requiring more than this number of orbits, and thus reduce the size of our search space. It turns out that 1 ≤ i ≤ 3 suffice for the basic elimination process, but the cases 4 ≤ i ≤ 6 will also be needed in Section 7.
In general, an element a ∈ Z n has orbit length dividing i iff 2 i a ≡ a (mod n);
Of course, to conclude that the orbit length is exactly i, one has to exclude all the proper divisors of i. This is easy when i is 1 or a prime number, and is not too difficult for other small values of i. We are interested in the cases 1 ≤ i ≤ 6.
Let a ∈ Z n have ol(a) = 1. Then:
Thus there is exactly one element in Z n , namely 0, whose orbit length is equal to 1.
Let a ∈ Z n have ol(a) = 2. Then:
The value k = 0 is impossible, since then a = 0 and ol(a) = 1. Thus there are at most two elements in Z n with orbit length equal to 2. They form a single orbit:
This orbit exists iff n is divisible by 3.
Let a ∈ Z n have ol(a) = 3. Then:
Again k = 0 is impossible. Thus there are at most six elements in Z n with orbit length equal to 3. It follows that there are at most two orbits of length 3:
;
.
Each of these orbits exists iff n is divisible by 7.
The orbit length of a ∈ Z n divides 4 iff
The cases k ∈ {0, 5, 10} lead to shorter orbits (length 1 or 2). The cases k ∈ {3, 6, 9, 12}
are possible whenever 5 | n. Thus there is at least one orbit of length 4 in Z n iff n is divisible by 5, and there are three different orbits of length 4 iff n is divisible by 15.
The orbit length of a ∈ Z n divides 5 iff
The value k = 0 leads to a = 0 with orbit length 1. Thus there are at most 30 elements in Z n with orbit length equal to 5. In other words, there are at most 30 ÷ 5 = 6 orbits of length 5. Each of them exists iff n is divisible by 31.
The orbit length of a ∈ Z n divides 6 iff
We have to exclude orbit length 1,2 and 3 (the proper divisors of 6). Note that 63 = 3 × 3 × 7. Using the analysis of previous cases, we get:
• ol(a) = 1 iff k = 0.
• ol(a) = 2 iff 21|k and k = 0, i.e. k ∈ {21, 42}.
• ol(a) = 3 iff 9|k and k = 0, i.e. k ∈ {9, 18, 27, 36, 45, 54}.
We are left with at most 63 − (1 + 2 + 6) = 54 elements in Z n with orbit length equal to 6. It follows that there are at most 54 ÷ 6 = 9 orbits of length 6.
Some of these orbits exist even if 63 | n. Indeed, if n is divisible by 63 then there are 9
orbits; if n is divisible by 21 but not by 63 then there are two orbits (3|k but 9 | k and 21 | k, i.e., k ∈ {3, 6, 12, 15, 24, 30, 33, 39, 48, 51, 57, 60}); and if n is divisible by 9 but not by 63 then there is only one orbit (7|k but 21 | k, i.e., k ∈ {7, 14, 28, 35, 49, 56}) .
Let us return now to olp(P ) and olp(N ). From the above analysis of the cases i ∈ {1, 2, 3}
it follows that we can delete from our list all orbit length partitions that contain 1 a with a > 1, 2 a with a > 1, or 3 a with a > 2.
Thus there remain only the following orbit length partitions :
Overall, we still have 5×13 = 65 cases to check. Actually, the restrictions on the number of orbits of given size apply not only to each of olp(P ) and olp(N ) separately, but to the combined partition olp(P ) ∪ olp(N ) as well.
Applying this condition, there remain only 41 possible pairs (olp(P ), olp(N )): 
Auxiliary Lemmas on Differences
In this section we shall formulate and prove lemmas, concerning orbit lengths of differences, that will be useful in eliminating more cases. Recall the notation ol(a) for the orbit length of a ∈ Z n .
Indeed, by the previous section a = 0, hence
Denote by gcd(a, b) the greatest common divisor and by lcm(a, b) the least common multiple of the integers a and b.
Proof:
1. Since t k a = a and t l b = b, it follows that t lcm(k,l) a = a and t lcm(k,l) b = b so that
respectively, gives k | lcm(l, m).
The first option is impossible because a = b; hence ol(a − b) = k.
where k ′ | k and l ′ | l. We shall prove that k ′ = k and l ′ = l.
• l | lcm(k, m), by Lemma 6.3. Notice that gcd(k, l) = 1, hence l | m. Thus l ′ = l.
• k | lcm(m, l), by Lemma 6.3. In other words,
If m is prime then exactly one of the following holds:
Proof: It is clear that the three cases are mutually exclusive. Thus it suffices to show that at least one of them holds.
If m | k then gcd(k, m) = 1, hence by Lemma 6.5 l = km. This gives case 1.
If m | k then one of the following holds: Either m | l, and then lcm(k, m) = k and lcm(l, m) = l. Thus, by Lemma 6.3, l | k and k | l and therefore l = k. This is case 2.
Alternatively, m | l. Then lcm(k, m) = k and lcm(l, m) = lm, so that, by Lemma 6.3,
gcd(k ′ , m ′ ) = 1 and u prime then:
By Lemma 6.3,
and we obtain that lcm(l, m) = k ′′ m. 2. k | y , ∀y ∈ olp(N );
Then these P and N do not define any circulant weighing matrix.
Proof: Suppose that all the conditions are satisfied. Consider the element a − b ∈ △P, N . • Suppose that p ∈ △P has ol(p) = km. Then p = p 1 − p 2 , where
This contradicts condition (3).
• Suppose that q ∈ △N has ol(q) = km. Then q = q 1 − q 2 , where A necessary condition for equality to hold is:
For each i, the number of elements in △P &△N with orbit length equal to i is equal to the number of elements in △P, N with orbit length equal to i. 
Counting Arguments
There now remain only a small number of cases. In this section we shall subject these cases to a more delicate analysis. In most cases, counting arguments will be used instead of simple existence considerations.
Let a denote the z-orbit of a ∈ Z n . Denote also
and for a = b
Note that OL( a − a ) and OL( a − b ) are sets of positive integers. When we write below ol( a − a ) or ol( a − b ) we mean an arbitrary element of the corresponding set.
We shall now analyze all the cases in the above table, one by one. Thus there is no element in △P, N whose orbit length is equal to 3. Hence, we conclude that △P, N = △P &△N .
3. P = {a, b, 2b, 4b, 8b, 16b, 32b, 64b, 128b, 256b}; N = {c, 2c, 4c, d, 2d, 4d};
ol(a) = 1, ol(b) = 9; ol(c) = 3, ol(d) = 3. In this case we do not get a contradiction by using the lemmas from the Section 6, and this case remains as a candidate to be dealt with in the next section.
5. P = {a, 2a, b, 4b, 8b, c, 2c, 4c, 8c, 16c}; N = {d, e, 2e, 4e, 8e, 16e};
ol(a) = 2, ol(b) = 3, ol(c) = 5; ol(d) = 1, ol(e) = 5.
△P : ol( a − b ) = 6, by Lemma 6.5.
It is easy to check that there is no element in △P, N whose orbit length is equal to 6.
Hence, we conclude that △P, N = △P &△N .
6. P = {a, 2a, 4a, 8a, 16a, b, 2b, 4b, 8b, 16b}; N = {c, d, 2d, 4d, 8d, 16d};
None of the lemmas leads to a contradiction in this case. Therefore this case still remains as a candidate.
7. P = {a, 2a, 4a, 8a, 16a, 32a, 64a, 128a, 256a, 511a}; N = {b, c, 2c, 4c, 8c, 16c};
ol ( but there is no element in △P, N whose orbit length is equal to 3 (may be shown using lemmas 6.6 and 6.7). Hence, △P, N = △P &△N .
10. P = {a, b, 2b, 4b, c, 2c, 4c, 8c, 16c, 32c}; N = {d, 2d, 4d, 8d, 16d, 32d};
None of the lemmas leads to a contradiction in this case, and it remains as a candidate.
11. P = {a, 2a, 4a, 8a, b, 2b, 4b, 8b, 16b, 32b}; N = {c, 2c, 4c, 8c, 16c, 32c};
ol(a) = 4, ol(b) = 6; ol(c) = 6.
△P : ol( a − a ) ∈ {2, 4}, by Lemma 6.3 and Observation 6.2.
Note that ol(2a − a) = ol(a) = 4, so there is at least one element of orbit length 4
in △P and therefore in △P &△N . On the other hand, there are no elements of orbit length 4 in △P, N . Hence, △P, N = △P &△N .
Final Analysis
In this section we shall analyze more closely the three cases that survived the previous inspection (cases 4, 6 and 10). Let us list them again, in a different order:
1. olp(P ) = 5 2 , olp(N ) = 1 1 5 1 .
2. olp(P ) = 1 1 3 1 6 1 , olp(N ) = 6 1 .
3. olp(P ) = 4 1 6 1 , olp(N ) = 2 1 4 1 .
Before embarking upon the detailed, examination of these cases, we need some general theorems.
Theorem 8.1 Suppose that A is a v × v weighing matrix with v = km which has the block form:
where W is a circulant m × m matrix. Then there is a v × v permutation matrix P such that P −1 AP is a circulant weighing matrix.
Proof: Let A = (a ij ) and W = (w ij ) be the above matrices. Let P = (p ij ) v−1 i,j=0 be the v × v permutation matrix defined by:
Multiplying the matrix A by P −1 on the left turns row rm + s of the matrix A into row sk + r, while multiplying A by P on the right turns column rm + s of the matrix A into column sk + r. We'll prove now that B := P −1 AP is a circulant weighing matrix. Because permutation of rows and columns of a weighing matrix gives a weighing matrix, we only have to prove that B is circulant. In order to do so, we will prove that
where addition of indices is modulo v. Let
The following table shows which rows and columns of the matrix A correspond to given rows and columns of the matrix B.
Thus the following cases are possible:
In this case row r 1 m + s 1 of A is row s 1 in diagonal block number r 1 , and column r 2 m + s 2 is column s 2 in the same block. Hence
Otherwise, r 1 = k − 1 and
The last equality follows from W being circulant. Here s 1 + 1 and s 2 + 1 are taken modulo m, covering also the cases where
Hence in all cases b ij = b (i+1)(j+1) .
• r 1 = r 2 .
In this case the entry in row r 1 m + s 1 and column r 2 m + s 2 does not belong to a diagonal block of A.
Hence b ij = a (r 1 m+s 1 ),(r 2 m+s 2 ) = 0.
If r 1 = k − 1 and r 2 = k − 1 then, similarly,
Otherwise, with no loss of generality suppose that r 1 = k − 1 and r 2 = k − 1. then
We have proved that
and therefore the weighing matrix B is circulant.
Proof: Let W ∈ CW (n, k) and let I m be the identity matrix of order m ≥ 1. Note that I m is a circulant weighing matrix of order m and weight 1. Hence the Kronecker product of these matrices gives the matrix W ′ = I m ⊗ W ∈ W (mn, k):
By the previous Theorem 8.1 there is an mn × mn permutation matrix P such that
In the sequel we shall attempt to prove a converse to Theorem 7.2, but this will be done separately for each of the cases at hand. In each case we shall assume a specific pairs (olp(P ), olp(N )).
We now proceed with the analysis of the above three cases.
1. P = {a, 2a, 4a, 8a, 16a, b, 2b, 4b, 8b, 16b}; N = {c, d, 2d, 4d, 8d, 16d};
P and N contain orbits of lengths 1 and 5. In Section 5 we found necessary and sufficient conditions on n for the existence of an element in Z n with orbit length equal to i, for each 1 ≤ i ≤ 6. In the present case, n must satisfy the conditions for i = 1 and i = 5.
• i = 1: n arbitrary.
• i = 5: n must be divisible by 31.
We may thus assume that n = 31m for some (odd) integer m. We shall now state and prove a converse to Theorem 7.2, especially for the current case. 
(i) Let m ≥ 1 be an odd integer and assume that w(x) ∈ CW (31m, 16) with the given olp(P ), olp(N ). Then the unique element with orbit length equal to 1 is 0 ∈ N . Let x ∈ N and y, z ∈ P be generators for the three orbits of length 5. According to Section 5,
so that there is a (unique) polynomial w 0 (x) ∈ R 31 such that
Clearly, w 0 (x) ∈ CW (31, 16).
(ii) Let w 0 (x), w 0 (x) ∈ CW (31, 16) be such that the polynomials w 0 (x m ), w 0 (x m ) ∈ CW (31m, 16) are equivalent. Thus there exist s ∈ Z 31m and t ∈ Z * 31m such that
All the powers of x with non-zero coefficients in w 0 (x m ) or w 0 (x mt ) are divisible by m. Therefore s = ms 1 for a suitable s 1 ∈ Z 31 , and we conclude that
Note that t ∈ Z * 31m may also be viewed as t ∈ Z * 31 .
♦
We now face the problem of finding all w(x) ∈ CW (31, 16) with the above olp(P ) and olp(N ), and sorting them into equivalence classes. The data that we have are n = 31, k = 16, t = 2, olp(P ) = 5 2 , olp(N ) = 1 1 5 1 .
We will find P and N with the help of a computer program. We are looking for For our w(x) we need three of them. Thus the Pascal program must check 6 5 2 = 60 cases. Each case gives explicit P and N and therefore also w(x) ∈ R 31 which defines a circulant {0, 1, −1}-matrix. In order to verify that this is a weighing matrix, we have to check the following conditions:
Note that the first condition is automatically satisfied (since w i = ±1); and in the second condition it is sufficient to check only cases up to j = ⌊ [7] and by Y.
Strassler [26] . Another program designed to check possible equivalence between the matrices obtained. It showed that every w(x) ∈ CW (31, 16) is equivalent to one of the following two:
It is easy to see that w 1 (x) and w 2 (x) are inequivalent. Indeed, by Section 5 there are exactly 6 different orbits of length 5 in Z 31 . These are Denote by C ∞ = {0} the unique orbit of length 1.
Thus we obtain
• w 1 (x): 6, 7, 12, 14, 17, 19, 24, 25 , 28} = C 1 ∪ C 3 ,
• w 2 (x): 9, 10, 15, 18, 20, 23, 27 , 29, 30} = C 2 ∪ C 5 ,
Assume that w 1 (x) and w 2 (x) are equivalent:
Since 2 is a fixing multiplier for both w 1 (x) and w 2 (x),
Thus
It follows that
and obviously this implies s = 0 (for the given P 2 and N 2 ). Thus
so that
Multiplication by t maps 2-orbits to 2-orbits (of the same length, and thus tC ∞ = C ∞ and tC 0 = C 0 . It follows that t = t · 1 ∈ tC ∞ = C ∞ , i.e., t is a power of 2(mod31).
Thus w 2 (x) = w 1 (x t ) = w 1 (x).
By Theorems 8.2 and 8.3 we get that for every odd d ≥ 1 there are two distinct equivalence classes in CW (31m, 16) with olp(P ) = 5 2 and olp(N ) = 1 1 5 1 . They are
2. P = {a, b, 2b, 4b, c, 2c, 4c, 8c, 16c, 32c}; N = {d, 2d, 4d, 8d, 16d, 32d};
P and N contain orbits of lengths 1, 3 and 6. By Section 5, n must satisfy the following conditions for the existence of orbits of length i, for i ∈ {1, 3, 6}. By Section
5
• i = 3: n must be divisible by 7.
• i = 6: In this case, the precise restrictions on n depend on the number of different orbits of length 6 in P ∪N . We need two orbits. Hence there are two possibilities:
(a) 63 | n, so there are 9 different orbits of length 6. Therefore there are 9 × 8 = 72 possibilities for the choice of the two orbits of length 6 in P ∪ N . • If 3|m then there exists
(ii) If w(x) and w(x) are equivalent in R 21m then:
• If 3|m then w ′ 0 (x) and w ′ 0 (x) are equivalent in R 63 .
Proof
(i) Let m ≥ 1 be an odd integer and assume that w(x) ∈ CW (21m, 16) with the above olp(P ), olp(N ). Then 0 ∈ P (the unique element with orbit length equal to 1). Let
x ∈ P be a generator of the orbit of length 3. According to Section 5 ∃j ∈ {1, · · · , 6} : x = 21mj 7 = 3mj ⇒ m|x.
Let y ∈ P and z ∈ N be generators of the orbits of length 6. Therefore by the results of Section 5 ∃k ∈ {1, · · · , 62}, 9 | k and 21 | k such that
Similarly for z. The following cases are possible:
Here necessarily 3|k. Hence m|y and similarly for z. Thus we obtain m|s (∀s ∈ P ∪ N ), so there is a (unique) polynomial w 0 (x) ∈ R 21 s.t. w(x) = w 0 (x m ). Obviously,
• 3|m.
Let m = 3m ′ . Then y = m ′ k ⇒ m ′ |y. Similarly for z. Note that also m ′ |x.
so there is a (unique) polynomial w ′ 0 (x) ∈ R 63 s.t.
Obviously, w ′ 0 (x) ∈ CW (63, 16).
(ii) Proof similar to that of Theorem 8.3(ii). 
We will search for P and N with the help of a Pascal program. This program is very similar to the one described above in the case of CW (31, 16). It was run, giving 8
solutions. Another Pascal program was designed to check equivalence between the polynomials obtained. It showed that every w(x) ∈ CW (63, 16) is equivalent to one of the following two polynomials:
As in the case of CW (31, 16), it may be easily shown that w 1 (x) and w 2 (x) are inequivalent.
By Theorems 8.2 and 8.4 there are two distinct equivalence classes in CW (63m, 31), for each odd m ≥ 1:
It easy to see that w 2 (x) above satisfies 3 | s (∀s ∈ P ∪ N ), and that no polynomial equivalent to w 1 (x) has this property. Thus
is a solution in CW (21, 16): Hence there is only one equivalence class in CW (21, 16) . This gives an equivalence class in CW (21m, 16) for each m ≥ 1:
w ′ (x) = 1 − x m − x 2m − x 4m + x 5m − x 8m + x 9m + x 10m − x 11m + x 13m + x 15m − x 16m + x 17m + x 18m + x 19m + x 20m .
3. P = {a, 2a, 4a, 8a, b, 2b, 4b, 8b, 16b, 32b}; N = {c, 2c, d, 2d, 4d, 8d};
ol(a) = 4, ol(b) = 6; ol(c) = 2, ol(d) = 4.
P and N contain orbits of lengths 2, 4 and 6. By Section 5, n must satisfy the conditions for the existence of orbits of length i, for i ∈ {2, 4, 6}:
• i = 2: n must be divisible by 3.
• i = 4: n must be divisible by 15; recall that if 5|n but 15 | n then there is only one orbit of length 4.
• i = 6: Here we need only one orbit of length 6 in P ∪ N . Hence there are three possibilities:
(a) 63 | n, and then there are 9 different orbits of length 6.
(b) 21 | n but 63 | n, and then there are two different orbits of length 6.
(c) 9 | n but 63 | n, and then there is only one orbit of length 6.
Hence in the present case necessarily either 45 | n or 105 | n. The proofs of the following theorems are similar to those of Theorems 8.3 and 8.4, and will be omitted. (ii) If w(x) and w(x) are equivalent in R 45m then:
• If 7 | m then w 0 (x) and w 0 (x) are equivalent in R 45 .
• If 7|m then w ′ 0 (x) and w ′ 0 (x) are equivalent in R 315 . (ii) If w(x) and w(x) are equivalent in R 105m then:
• If 3 | m then w 0 (x) and w 0 (x) are equivalent in R 105 .
• If 3|m then w ′ 0 (x) and w ′ 0 (x) are equivalent in R 315 . The data that we have consist of n = 315, k = 16, t = 2, olp(P ) = 4 1 6 1 , olp(N ) = 2 1 4 1 .
A Pascal program, completely analogous to the ones described in the previous cases, was written and run . No solutions were found. Hence there does not exist w(x) ∈ CW (n, 16) with the above data.
Summary
The following results were obtained in this paper.
• CW (21, 16) = ∅. Only one equivalence class exists here (it was known before this work):
w 0 (x) = 1−x 1 −x 2 −x 4 +x 5 −x 8 +x 9 +x 10 −x 11 +x 13 +x 15 −x 16 +x 17 +x 18 +x 19 +x 20 .
• CW (31, 16) = ∅. There are two distinct equivalence classes (both were known before): • CW (63, 16) = ∅. Two distinct equivalence classes exist in this case: [an old class: w ′ 2 (x) = w 0 (x 3 ) with w 0 (x) ∈ CW (21, 16) above]
• CW (n, 16) = ∅, for odd n, iff either 21|n or 31|n. If 31 | n and 63 | n but 21|n then there is one class.
Otherwise (31 | n and 21 | n) -there are no classes.
