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Two abstract methods are described for problem such as .r(&/Zt)(x, t) + 
W.% t) = fb, t), 4% 0) = g+(x), x > 0; U(Y, fJ = -g-(s), x < 0, which 
occur, among other places, in transport and scattering theory. Here A is a 
positive linear operator which may be integral, differential, or integrodifferential. 
The problem is given an abstract formulation as an operator differential equation. 
Existence and uniqueness of solutions is proved by a variational method. A more 
constructive operator-theoretic approach is also given. Various applications 
are described. 
I. INTRODUCTION 
We discuss here a general class of problems inspired by the following kind of 
example: To find a function u(x, t) defined for x E (-a, a) and t E [t,, , tI] such 
that 
f+, to) = g+(x), x > 0; u(x, t1) = -g-(.x), x < 0. (lb)+ 
Here A is a positive linear operator acting in a Hilbert space of functions on the 
interval (-a, a). The change of sign of the coefficient x of au/at gives this the 
character of a “forward-backward” problem with respect to t, and the boundary 
conditions (1 b)* correspond to this feature of the problem. More generally, one 
could consider 
sgnx*Ia/Pg+Au=f, 
where p 2 0. 
Such problems have arisen in connection with the general study of degenerate 
parabolic equations [l, 3, 12, 14, 151, f rom the theory of random processes ([4] 
and references), and from various physical models. The latter include kinetic 
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2 RICHARD BEALS 
theory [7, 131, electron scattering ([2] an re erences), neutron transport [5, lo]), d f 
and the Milne problem [6]. 
If we define an operator T by 
TV(X) = sgnx * (s IPZJ(X) 
then (la)’ becomes 
Tu’+Au =f (24 
and (1 b)+ may be written 
Q+ukJ - Q-u(h) = g. W) 
Here u is considered as a function from [t o , hl to H = L*((a, 4; q(x) 4 and Q+ 
are the orthogonal projections onto the positive and negative invariant subspaces 
for T in H. 
We shall consider abstract problems of the form (2) from two complementary 
points of view. The first is a “variational” form in which the boundary conditions 
(2b) arise naturally. When suitably posed, the variational problem has a unique 
solution. Moreover, the operator L = -T(d/dt) - A generates a contraction 
semigroup in the space L*((t, , t,); H). This fact implies existence and uniqueness 
theorems for the related problem 
Q+u(t, 34 - Q-41 > 4 = g(s); W 
u(t, 0) = q(t). (34 
The second approach is, in principle, constructive. Our operator T is injective, 
so we may rewrite (2a) as 
u’ + Bu = T-If, B = T-IA. (24 
The operator B is symmetric with respect to the inner product (u, v)~ = 
(Au, w), and one may invoke the machinery of spectral theory to study (2a). 
In this context the “natural” boundary conditions are not (2b) but rather 
p+w - P-z&) = h, W’ 
where P* are the orthogonal projections (with respect to the inner product ( , )A) 
on the positive and negative invariant subspaces of B. It is then necessary to 
relate problem (2)’ to problem (2). 
The variational approach is carried through in Section 2 and the operator- 
theoretic approach in Section 3, for the case when A, A-l, and T are bounded 
operators in H. In Section 4 we treat a degenerate case in which A has nontrivial 
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kernel. In Section 5 we remove the hypothesis of boundedness of T. Various 
examples are discussed in Section 6, and it is indicated how the assumption of 
boundedness of A may be dropped in many cases. The results for these examples 
are not necessarily new, except possibly for the constructive treatment. However 
the treatment of differential problems is considerably clearer conceptually than 
in [2], for example, while the treatment of transport and kinetic problems shows 
that the existence of unique solutions is not an accidental feature of the special 
cases considered. 
It is a pleasure to acknowledge indebtedness to D. L. Book, who drew the 
author’s attention to the problem treated in [2]; to M. S. Baouendi, who noted 
the formal similarities among the problems treated in [l, 21 on one hand and 
[5, lo] on the other; and to R. J. Hangelbroek and K. G. Kaper for stimulating 
discussions about this circle of problems. The variational approach of Section 2 
is an abstraction and simplification of the treatment of a singular parabolic 
problem by Baouendi and Grisvard [I]. The transition from (2a) to (2a)’ and 
the observation that B is symmetric with respect to a suitable inner product are 
taken from Hangelbroek [5]. The observations about invariant subspaces in 
Section 4, which explain some ad hoc constructions of [2], are taken from 
Lekkerkerker [IO] via Kaper [7]. 
2. VARIATIONAL APPROACH 
In this and following sections we let H denote a real or complex Hilbert 
space with inner product (u, V) and norm 1 u I. 
We assume here that T is a linear operator in H and that 
T is bounded, self-adjoint, and 1-I. (2.‘) 
Let Q+(Q-) be the orthogonal projection of H onto the maximal T-invariant 
subspace on which T is positive (negative). Then 
ITI =TQ,-TQ-=Q,T-Q-T 
is positive. We introduce the inner product 
(w 4- = (I T I u, 4 
with corresponding norm 1 u IT and denote by HT the completion of H with 
respect to this norm. The inner product (u, w)r , the norm 1 u jr, and the 
orthogonal projections Q+ extend to HT , and we use the same notation for the 
extensions. 
We assume also that A is a linear operator in Hand that 
A is bounded, positive, with bounded inverse. (2.2) 
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We introduce another inner product 
with associated norm 1 u IA . Because of (2.2), this norm is equivalent to 1 u I. 
We denote H by HA when considering it as a Hilbert space with respect to the 
inner product (u, v)~ . Note that we may use the H-inner product as a pairing 
to identify H with the dual HL of HA; this makes H a Hilbert space with the 
dual norm 
/ u 1; = ,&up, I(u, Z!)l = 1 A-1’2u 1. 
Note that A is an isometry of HA onto HL . 
There are three distinct versions of problem (2) of the Introduction, depending 
on whether the interval (t,, , tr) is finite, semi-finite, or infinite. We shall consider 
explicitly only the first two, normalized so that the intervals are (0, 1) and (0, co), 
respectively. 
Let J = [0, l] and let V0 denote the subspace of the space Cl(J; HA) of 
Cl-functions from J to HA consisting of functions ‘u such that 
Q-z(O) = Q+T.J(l) = 0. (2.3) 
Suppose that u E Ci(J: HA). Let 
Tu’(t) + Au(t) = f(t), Q+W - Q-4 1) = g. (2.4) 
Then for any v E S, , 
Jo1 (f(t), v(t)) dt = J^b (5%’ + Au, ZJ) dt 
= 
I 
’ {(u, Av) + (Tu, v)’ - (II, TV’)} dt 
0 
= 1 l (u, Av - TV’) dt + (Tu, v)l;I; . ‘0 
Because of (2.3) and (2.4) this identity becomes 
L1 (u, Av - TV’) dt = L1 (f, v) dt + (g, v(0) - ~(1))~. (2.5) 
Conversely, suppose v E ^lr, . Then (2.5) has a sense for any triple u, f, g 
such that 
u E-W; HA), f E L2(J; fG), gEHr. 
Given such a triple we say that u is a weak solution or variational solution of 
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(2.4) if (2.5) is satisfied for each w E Y0 . The following theorem asserts existence, 
uniqueness and regularity of weak solutions. 
THEOREM 2.1. For each f E L2( J; HA) and each g E HT , there is a unique weak 
solution u of (2.4). The distribution deriwative of Tu is in L*( J; HA) and satisjes 
(Tu)’ + Au = f. Moreover, after correction on a set of measure 0 in J, u is con- 
tinuous from J to HT and Q+u(O) - Q-u( 1) = g. 
THEOREM 2.2. Let X = L”( J; H) and let L be the operator in H with domain 
the set of u in L*( J; HA) A C( J; HT) such that (Tu)’ E L*( J; HL) and Q+u(O) - 
Q-u(l) = 0, with 
-Lu = (Tu)’ + Au. 
Then L generates a contraction semigroup in sP. 
There are similar results for an unbounded interval. By a tempered weak 
solution of 
Tu’+Au=f, t>O; Q+W = g+ (2.6) 
we mean a function u E L*((O, 03); HA) such that 
joa (u, A’ZJ - Tu’) dt = Lffi (f, v) dt + (gt , v(O)), 
for every ZI E P((0, cc); HA) such that Q-V(O) = 0 and v vanishes for large t. 
THEOREM 2.3. For each f EL’((0, 00); HA) and each g, EQ+(H~), there is a 
unique tempered weak solution u of (2.6). The distribution derivative of Tu is in 
L*((O, co); Hl) and satis-es (Tu)’ + Au = f. Moreover, after correction on a 
set of measure 0, u is continuous from [0, io) to HT and Q+u(O) = g, . 
THEOREM 2.4. Let #l = L*([O, co); H) and let L, be the operator in Xl 
with domain the set of u in L*([O, co); H,) n C([O, CD); HT) such that (Tu)’ E 
L2([0, io); HL) and Q+u(O) = 0, with 
-L,u .= (Tu)’ + Au. 
Then L, generates a contraction semigroup in Xl . 
The rest of this section is devoted to the proofs of Theorems 2.1 and 2.2. 
The proofs of Theorems 2.3 and 2.4 are similar and will be omitted. The key 
steps in the proof of Theorem 2.1 are contained in the following two lemmas. 
LEMMA 2.1. If u E C1( J; HA) and u vanishes at a point of J, then 
“2~ 1 +)I; < (s,’ I u I: dt)“’ (Jo1 (I Tu’ I;)” dt)l’*. (2.7) 
6 RICHARD BEALS 
Proof. The function h(t) = 1 u(t)13 = (I T 1 u, u) is continuously differen- 
tiable, and 
1 h’(t)1 = 1 2 Re(l T 1 u’, u)l = I 2 Re((Q+ - Q-) Tu’, u)] 
< 2C 1 Tu’ 1; I u IA. cw 
(Here we have used assumption (2.2), which implies that the norms 1 u 1, 
I u JA , I u 1; are equivalent.) If u(t,) = 0 then we obtain (2.7) by integrating 
(2.8) from t, to t. 
LEMMA 2.2. If u E L*( J; HA) and (Tu)’ EL.~( J; Hi) then after correction on a 
set of measure 0, u is in C( J; HT). M oreover, there is a sequence (uj) in C’( J; HA) 
such that 
uj --f u in norm in L”( J; H,); (2.9) 
(Tu,)’ -+ (Tu)’ weakZy in L2( J; HA); (2.10) 
uj -3. u in norm in C( J; HT). (2.11) 
Proof. Suppose first that u is in L”( J1; HA) and (Tu)’ E L2( Jl; HA), where 
J1 is an interval containing J in its interior. Choose a smooth function v: R -+ R 
such that Jp)(t) dt = 1 and p)(t) = 0 when 1 t I 3 1. Let QJ~(~) = jv( jt), so that 
Vi is an approximate identity, and set uj = vj * u, that is 
uj(t) = S, vj(t - S) U(S) ds. 
It is standard that the ui are in Cl(J; HA) and that (2.9), (2.10) are true on J. 
For a general u, let 
u’(t) = u((1 + 2E))l(E + t)), t E (-E, 1 + l ). 
Then the Us converge to u in the sense of (2.9), (2.10) as E ---f 0, and the preceding 
argument shows that each uG may be approximated by smooth functions. Thus 
any u satisfying the conditions of the lemma may be approximated in the sense 
(2.9), (2.10) by a sequence in Cr( J; HA). Passing to a subsequence, we may 
assume also that uj -+ u a.e. In particular, say q(t,) - u(tO) and set uj.a(t) = 
uj(t,). Then aj = (uj - uj,J + uieO = vj + ui,O . Lemma 2.1 applied to vj - ok 
implies that the vj converge in C( J; HT). Therefore the uj also converge in 
C(J; H,), which proves (2.11) and also the fact that u is a.e. equal to a function 
in C(J; HT). 
Proof of Theorem 2.1. Regularity. Suppose u is a weak solution of (2.4). 
Then Au EL*(]; HL). From (2.5) for v with support in (0, l), we see that the 
distribution derivative (Tu)’ exists and equals f - Au E L2(J; HL). By Lemma 
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2.2, we may take u to be in C(J; Hr). M oreover there is a sequence (uj) in 
Cl(J; HA) converging to u in the sense (2.9), (2.10), (2.1 I). Set 
fj = (TUj)’ + AUj , gj = Q+dO) - Q-41). 
If ZI E $5 then 
(g, o(0) - z(l))r = L1 (24, Ar - TV’) dt - J-Ot (f, V) dt 
= lim is,’ (Uj , d@ - TZ”) dt - Jo’ (fj , W) dtl 
= littl(gj , Z(O) - V(~))T 
= (Q+u(O) - Q-u(l), $3 - zO))r . (2.12) 
Given h E H, let v(t) = (1 - t) Q+h - tQ-h. Then ZI E V0 and o(O) - V( 1) = h. 
Therefore (2.12) implies Q+u(O) - Q-U( 1) = g. 
Proof of Theorem 2.1: uniqueness. If II is in C1( J; HA) and f and g are defined 
by (2.4), then 
2 Re J1’ (f, u) dt = l1 {(Tu, u)’ + 2 1 u ]?I} dt 
which implies 
= 2 j1 / II 1; dt + (Tu(l), u(1)) - (Tu(O), u(O)) 
0 
2 j’ I u 1; dt < 2 Re I’ (f, u) dt + I g I’:. (2.13) 
0 0 
Now if u is a weak solution of (2.4) we may approximate u as in the proof of 
regularity and extend inequality (2.13) to I(. This proves uniqueness. 
Proof of Theorem 2.1: existence. We define an inner product on the space 
Y(: 
[a, 4 = 2 jol (~9 4 dt + (4% NN, + (zU), 41))~. 
Let V” denote the completion of 9; with respect to the corresponding norm 
Ij w 11. Clearly V” may be identified with L2( J; HA) @ HT . If f EL*( J; Hi) and 
g E HT , then the right side of (2.5) d e fi nes a conjugate linear functional on V0 
which is continuous with respect to the norm 11 w/I. Therefore this functional 
may be identified with an element A,,, of the dual space V’. On the other hand, 
if v E V0 then the map taking u to 
s 
’ (u, Aw - TV’) dt 
0 
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is continuous onL”(J; HA) C V. There is therefore a unique f3er EL*(J; HA) C V 
such that 
s 
l (u, Aa - 2%‘) dt = [u, 6~1, 24 E L2(]; HA). 
0 
It is immediate that for ZI E $0 , 
2 Re[v, en] = 2 1 1 z.1 1: dt - (Tv( l), n( 1)) + (TV(O), ~(0)) 
= [v, zq, 
so /I &I jj 3 4 Ij VII. Therefore 0 extends to map a dense subspace of Y onto a 
closed subspace of L*(J; HA), and its adjoint maps this closed subspace onto 
V’. Now (2.5) can be rewritten 
or 0*u = A1,9 . Since 6* is onto, there is a solution II. 
Proof of Theorem 2.2. In view of Theorem 2.1 and the identity A? = 
L*(]; Hi), the operator L is onto. In view of Lemma 2.2, it is easily seen that any 
solution ofLu = f is a weak solution of (2.4) withg = 0. Therefore L is injective. 
Finally, if u is in the domain of L, then (2.13) implies 
-Re 
s 
’ (Lu, U) dt 3 0. 
0 
Therefore -L is a maximal accretive operator [8] and L generates a contraction 
semigroup in 2. 
3. OPERATOR-THEORETIC APPROACH 
The assumptions, notation, and terminology are the same as in Section 2. Let 
S = A-IT, B = S-1 z T-1-4, 
considered as operators in HA(= H). Then S is bounded and symmetric in 
HA , so S and B are self-adjoint. 
Let P+ (P-) be the orthogonal projection of HA onto the maximal S-invariant 
subspace on which S is positive (negative). Set 
I s / = SP, - SP- = PJ - P-S, 
(u, 4s = (I s I% g.4 = (24 I s I % q. 
Let H, denote the completion of HA with respect to the norm j u Is associated 
with the inner product (u, z& . Then this inner product and norm, and the 
orthogonal projections P+ , all extend to H, . 
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LEMMA 3.1. The norms 1 u Is and 1 u IT are equivalent on H. 
Let us assume this for the moment. It follows that the spaces H, and HT , 
which are each completions of H, may be identified. Therefore the projections 
Q+ and P* are bounded operators in either space. We may define operators, 
considered as mapping H, onto HT , b y 
l/o = Q-P, + Q-P-, K; =Q+P-+Q)_P+ =I- r-,. (3.1) 
The operator B = S-l has a natural self-adjoint extension in H, . By means of 
the operational calculus, one may define a corresponding semigroup of con- 
tractions e&jBI, t > 0. Set 
l’= rg - ~f~oe-IBI. (3.2) 
LEMMA 3.2. The operators ?,6 and T’ are topological isomorphisms of H, onto 
H T’ 
The relation of these operators to problem (2.4) is shown by the following. 
THEOREM 3.1. Suppose g, E Q+(H,). The tempered weak solution of 
Tu’ + Au = 0, t > 0; Q+W = g (3.3) 
u(t) = e-‘BVrk+ . (3.4) 
THEoREhl 3.2. suppose g E HT . The meak solution of 
Tu’+Au=O, O.<t<l; Q+u(O) - Q-u(l) = g (35) 
u(t) = (e-tBP+ - e(l-t)BP-) V’g. (3.6) 
We shall first prove Theorems 3.1 and 3.2, assuming Lemmas 3.1 and 3.2, 
then prove these lemmas, and finally consider the problem (2.4) when f f 0. 
Proof of Theorem 3.1. Suppose g, E Q+(Hr). Since I’, maps P*(H,) to 
Q+(HT), respectively, it follows that h, = V;‘g+ belongs to P+(H,). Therefore 
the function u(t) defined by (3.4) is continuous to Hs and is continuously 
differentiable on [0, co) with derivative u’(t) = -Bu(t) E H, . Moreover, 
since 0 is not in the spectrum of B, u and Bu decay exponentially in Hs as 
t ---f + RI. Now u(t) E Q+(Hs), so 
I 4t)l; = WW), u(t)) = (Wt), u(t))s .
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Thus u(t) E HA for t > 0 and similarly u is continuous to HA for t > 0. We have 
2 I= ’ u ‘“A dt = 2 lorn (Bu, z+ dt = -jam $ (I u is)” dt 
0 
= I u(O)l”s = / h, 1: < co. 
Finally, Q+u(O) = Q+h+ = Q+P+h+ = VOh+ = g+ . Therefore u is the tem- 
pered weak solution of (3.3). 
Proof of Theorem 3.2. Suppose g is in HT . Let h = Vg and define u on 
J = [0, I] by (3.6). A s a b ove, u is continuous from / to H, = HT and satisfies 
u’ + Bu = 0 on (0, 1). Moreover 
Q+u(O) - Q-u( 1) = ... = Vh = g. 
Finally, u is continuous from (0, 1) to HA . Let u*(t) = P.&t). As in the calcula- 
tion above, 
zs,’ ’ u+ I; dt < I ~+(O)l”s < I h 1: 
and 
2 j-’ I u- 1; dt < I u-(1)1: < ( h I:. 
0 
Thus u EL’(J; HA), and u is the weak solution of (3.5). 
Proof ofLemma 3.1. Suppose h E P+(H,J. Let u(t) = ectBh, t > 0. As above, 
u is continuous to HA for t 3 0 and of class Cl for t > 0, and u’ = -Bu. As 
in the proof of Lemma 2. I, 
I;(Iulq < 2C ( Tu’ [‘A 1 u 1;. 
But Tu’ = -TBu = --Au, so 1 Tu’ 1: = 1 u IA and 
’ h 1; = ( u(O)\; = -l= $ ( 1(T I2 dt 
< 2C Jrn 1 u(t)]: dt = 2C Irn (emat’h, h)A dt. 
0 0 
But (from the spectral theorem) 
so 
2 Jrn eKPtBP+ dt = B-lP, = SP, , 
0 
(3.7) 
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Similarly, if h E PJH,), we take u(t) = e-% for t < 0 and get (3.8) again. 
For arbitrary h E HA , let h* = PJz. Then 
I h I’T < 2 I h, 1; + 2 I h- 1; < 2C(I h, 12s + I h- 13 
=2CIhl”,. 
Conversely, suppose h E HA . Then 
I h 12s = (I s I A, h)A = (Sk (P+ - e)h), 
= 0% (P+ - P-P) = ((Q+ - Q-N (P+ - WV, 
G I(Q+ - Q-V IT IV’+ - P-Y Ir 
< WY* I(Q+ - Q-P IT IV’+ - P-P Is 
=(w’*I~lTl~lS, 
so 
lhl2,<2CIhl2r. 
Proof of Lemma 3.2. Suppose h E HA . Then 
I vo’,h I: - I W& I; 
= (TP+h, P+h) - (TP-h, P-h) - (TP-h, P+h) + (TP+h, P-h) 
= (T(P+ - P-)h, h) = (S(P+ - P-)h, h)A 
= (I S I k h)A = I h I:. (3.8) 
Therefore j V,,h IT > I h Is , so V,, is injective with closed range. It suffices to 
show now that the adjoint I’*: HT -+ H, is injective. Recall that P* are self- 
adjoint in H, , and consider Q* as mapping H, to HT . Then 
t&k 4s = k, Q+h)r = (Q+g, 47. 
= (SQ+g, h)A = NJ’+ - P-1 Q+g, 4,. 
Therefore QT = (P+ - P-) Q+ , and similarly Q” = (P- - P+) Q- . It follows 
that 
V,* = P.+Q; + P-Q_* = ..a = P+Q+ + P-Q-, 
W,* = P-Q+* + P+Q_* = .a. = -(P+Q- + P-Q,). 
A calculation dual to (3.8) gives 
I Gkl2s-- I W,*gl2s= lgl2T. 
Therefore V$ is injective, and V, is a topological isomorphism. 
(3.9) 
12 RICHARD BEALS 
Now 
and e-lBl has norm < 1 in H, (in fact < 1, since 0 is not in the spectrum of 
B = S-l). Therefore to show that V is a topological isomorphism it is enough 
to show that V$W, has norm < 1 as operator in H, . It is convenient to work 
with the adjoint instead and use (3.9): 
/ W,*( v,*>-’ h 1; = 1 u 1; - I( v(y u 1;. (3.10) 
Since V$ is a topological isomorphism, the right side of (3.10) is < p 1 u 1: , 
where p < 1. Therefore W*( Y*)-l and its adjoint have norm < 1 in H, . 
As a consequence, note that 
(3.11) 
We conclude this section with a brief and purely formal discussion of the 
inhomogeneous problem Tu’ + Au = f, or u’ + Bu = T-lf. Consider first 
the problem on [0, co). To solve 
u’(t) + Bu(t) = f *(t), t 2 0; Q+u(O) = 0, (3.12) 
we would like to write 
u(t) = j-m G(t, s) f *(s) ds, 
0 
(3.13) 
where G is an operator-valued function. Formally we want 
(& + B) G = 8(t - s); Q+G(O,s) = 0. 
The function 
G,(t, s) = ecs-*)P+ , t > s, 
- (S-f,P --e -, t < s, 
solves (ii/& + B)G = 6, so we take G = Go + G, , where 
(&+B)Gl =O, 
Q+G,(O, s) = -Q+G,(O, s) = Q-eSBP- . 
(3.14) 
(3.15) 
In view of (3.14) we should expect 
G,(t, s) = ectB.K(s) = ectBP+K(s) 
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and then (3.15) gives 
Thus (formally) we take 
Q+P+K(s) = eSBPm . 
G(t, s) = G,(t, s) + e-fEV;lQ + eSEP- . (3.16) 
The family of operators defined by (3.16) when t, s > 0 is easily seen to be 
uniformly bounded, continuous in t, s when t = s, and to satisfy 
g+BG=O, t # s; 
G(s+, s) - G(s--, s) = I; 
Q+G(O, s) = 0. 
It can then be shown that for sufficiently regular f * = T-if, the tempered weak 
solution of (3.12) is given by (3.13). 
A similar calculation shows that to solve 
d(t) + Bu(t) -f*(t), 0 < t < 1; Q+u(O) - Q-u(l) = 0, (3.17) 
we should have 
u(t) = f W, s>f *(s) 4 
0 
where G2 = Go + Gs , Go is given by (3.14) and 
G3(t, s) = (e-tBP+ - e(l-t)BP-) K(S), 
K(S) = v-1(e-8BP+ - &-a)BP-). 
(3.18) 
4. A DEGENERATE CASE 
We assume once again that T is an injective bounded, self-adjoint operator 
in H, and that A is a bounded self-adjoint operator, nonnegative and with 
closed range. Rather than assuming A invertible, however, we assume that it 
has a kernel N such that 
dimN< co; AT(N) = T(N). (4.1) 
Let P denote the orthogonal projection of H onto T2(N), and let A, = A + P. 
We shall show that A, is positive definite, and that problem (2.4) for A can be 
reduced to problem (2.4) for A, . 
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Note that A, is nonnegative and (since P is a finite-dimensional operator) has 
closed range. To show that it has a bounded inverse, it is enough to show that it 
is strictly positive. But (A,u, u) = 0 implies (Au, u) = 0, so Au = 0 and u E iV. 
Also, (Pu, u) = 0 so u I T2(N), so 
0 = (u, T’u) = 1 Tu I?, 
so u = 0. 
We define (u, ~)r , 1 u IT , and Hr as before. Set 
(u, v>A = (4~ 4, 
let 1 u IR be the corresponding norm, and let HA be the corresponding Hilbert 
space. With this notation we have the same notion of weak solution as before. 
THEOREM 4.1. The statements of Theorems 2.1 and 2.3 remain valid under the 
assumptions of this section. 
We know that we have existence, uniqueness, and regularity of weak 
solutions when A is replaced by the invertible operator A, . We prove 
Theorem 4.1 by showing that the difference between the two problems may 
be isolated in a finite-dimensional subspace invariant for the operator 
S, = A;‘T. Set 
H,, = N + T(N); HI = {T(N) + T2(N)}l. 
LEMMA 4.1. H, and HI are complementary subspaces of H which are 
orthogonal in HA and invariant for S, . On HI , 
(u, v,J = (Au, 4. (4.2) 
Proof. A, = P on N and AT(N) = T(N), so A,(H,) C T’(N) + T(N) 
The assumption AT(N) = T(N) implies N J- T(N). Counting dimensions, 
we see that 
AdHo) = T(N) + T’(N). 
It follows immediately that the orthogonal complement of H,, in HA is HI . 
It also follows that S,(H,) = H, , which implies that the orthogonal complement 
HI is also S,-invariant. Finally, HI is orthogonal to T2(N) in H, so P = 0 on 
HI and A, = A on HI . 
Proof of Theorem 4.1. Suppose first that u is a weak solution of (2.4). As 
in the proof of Theorem 2.1 we may approximate u by a sequence of smooth 
functions to establish both regularity of u and the inequality 
+A 
0 
u, 4 dt < 2 Re ,l (f, u> dt + I g 1;. s 
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In particular, iff E 0 and u = 0 then u(t) E N, all t. Thus AU = 0 and we have 
(Tu)’ G 0. Th ere ore f Tu is constant, so u is constant. Since also 0 = Q+u(O) = 
Q-u(l), it follows that u = 0. 
Finally, we must prove existence of solutions. Suppose first that f has values 
in Ai( and let u be the weak solution of 
Tu’+ A,u =f; Q+u(O) - Q-u( 1) = 0. 
Let Pa and Pi be the orthogonal projections of HA onto H,, and H, , and let 
uj(t) = Pju(t). Since the Hj are invariant for A;lT, we have 
AI = T(Hj), j =o, 1. 
Therefore (Tu,,)’ + A,u, = 0, (Tu,)’ + A,u, = j. Since A, = rZ on HI , it 
follows that u, is a weak solution of (2.4) for the givenfand someg. 
Next, consider Tu’ + Au = fwhenf has values in A,(H,) = T(N) + TZ(N). 
Since A and T map H,, into A,(H,,) and since T is invertible between these 
(finite-dimensional) spaces, it follows that Tu’ + Au = f has a classical solution 
with values in H,, . Together with the previous argument, this shows that for 
any ~EP’(]; HL) there is some g E HT such that (2.4) has a weak solution. 
It remains to prove that (2.4) has a weak solution when f = 0 and g E HT is 
given. Let E C(J; HT) 4 H7. be defined by 
l-u = Q+u(O) - Q-u(l). 
Let 9” be the space of weak solutions of 
Tu’ + A,u = 0, l-UEHT, 
and let Y be the space of weak solutions of 
Tu’ + Au = 0, ~-uEH~. 
Let 9; (9$ be the subspace of Y’(9) consisting of functions with values in Hj , 
i = 1, 2. Decomposing u = u,, + ICY as above, we see that 
Y’ = 9; @ .Y”; ) .Y = y; @ .Yz ) 9; = ?Yl . 
Moreover, 
dim 9; = dim Ho = dim ,YO . 
We know also that l? Y’ - HT is an isomorphism and that r: 9’ --f HT is 
injective. To show that E 9’ --f HT is surjective, we need only count dimensions: 
codim r(Y) = codim r(9i) - dim r(9s) 
= codim r(9’;) - dim r(Yb) 
= codim r(Y) = 0. 
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This completes the proof of the extension of Theorem 2.1; we omit consideration 
of the extension of Theorem 2.2. 
We conclude this section by considering the question of constructing solutions 
of the homogeneous problems on the interval [0, 11. Consider again the self- 
adjoint operator S, = A;lT. Let P* be the corresponding orthogonal projec- 
tions, and let 
(u, 4s = (I s IlU, 4,4 = (S,(P+ - p-j4 $,4 . 
Let H, be the corresponding completion of HA . Then 
Hs = Ho 0 Ks , 
4 = 4, + KT, 
where KS (K7) is the completion of H,; these are direct sum decompositions, 
but the second is not an orthogonal direct sum. Let B = T-lA and let B, be the 
restriction of B to Ho , B, the restriction of B to KS . (These subspaces are 
invariant for B, and B is self-adjoint on KS .) The general solution of 
u’ + Bu = 0, o<t<1 
having values in H, = H7. is of the form 
u(t) = ci(t)h = (e(“‘-‘) h,, + (e-‘B’) p+h, _ (e(l--t)B) p-h, , 
where h = h, + h, with h, E H,, , h, E KS. Note that B(N) = 0 and BT(N) = 
T-l(AT(hr)) = IV. Therefore B,,2 = 0 and esEo = I+ sBo . We have 
ru = Q+u(O) - Q-U(l) 
= (Q+el’zBO - Q-~P~‘~Bo) h, 
-t (Q+p+ + Q-p-) h, - (Q + P- + Q-P+) e-‘Bl’h 1 
= (Q+ - Q- - $B) ho + (V,, - Woe-‘B~‘) h, 
= V’h. 
so the solution of 
is 
Tu’ + Au = 0, ru = g, 
u(t) = U(t)(~)-lh. 
5. THE CASE OF UNBOUNDED T 
Suppose, as in Sections 2 and 3, that A is a bounded positive operator in H, 
having bounded inverse. Suppose that T is a l-l self-adjoint operator in H 
which we no longer assume to be bounded. Define HA as before. Define (u, v)~ = 
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(1 T / u, w) for u and w in the domain dom( T), and let HT be the completion 
of dom( T) with respect to the corresponding norm. 
If u EL*(J; HA) and feP(J; HL), we say that the distribution derivative 
(Tu)’ exists and equals f if 
- j”’ (u, Tw’) dt = j’ (f, w) dt 
0 
for every function ZI continuously differentiable from J to dam(T) and having 
support in the interior of J = [0, 11. 
Again, let S = A-lT. Note that A1/2: HA -+ H is unitary. Therefore S is 
self-adjoint, since it is unitarily equivalent to the self-adjoint operator A-lj2 TA-112 
in H. Define (u, w)~ = (I S 1 II, w)~ for II, w E dam(S), and let H, be the com- 
pletion. 
With these revised definitions we may define the concept of weak solution 
exactly as in Section 2, and the operators I/6 , IV0 , V as in Section 3. 
THEOREM 5.1. The statements of Theorems 2.1, 2.2, 2.3, 3.1, and 3.2 remain 
valid under the hypotheses of this section. 
We indicate very briefly what modifications are needed in the previous proofs, 
based on the following lemma. Again we set J = [0, 11. 
LEMMA 5.1. Suppose u E Cl(/; HA) and that u(t,) = 0. Suppose the distribu- 
tion derivative (Tu)’ = f E C(J; Hi). Th en u is of class Cl from J to dam(T) 
(zkth the graph topology). 
Proof. Given w, E dom( T), E > 0, and t E (0, l), let h,: J -+ J be a smooth 
function such that h,(O) = 0, h,(s) = 1 for s E [E, t - E], and h,(s) = 0 for s >, t. 
Let v,(t) = h,(t) w. . Then 
u’, TV,) ds = b+y j’ (u’, Tzj,) ds = -!‘z j1 (u, Tw;) ds 
0 0 
= hi L1 (f, 4 ds = lt (f (4 ~0) ds. 
Differentiating with respect to t, we get 
(u’(th Two) = (f(t), woo), t E (0, I), w. E dom( T). 
It follows that u’(t) E dom( T) and Tu’(t) = f(t). Since u’ and f are continuous 
to H, it follows that u’ is continuous to dom( T). Finally, since u(t,) = 0 we have 
u(t) = jt u’(s) ds. 
to 
Thus u is also continuous to dom( T). 
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Making use of Lemma 5.1 and the density of dam(T), we may re-prove the 
approximation result of Lemma 2.2, with the additional condition that the 
approximating functions uj lie in Cl(J; dam(T)). With this modification the 
remaining arguments go through. 
Consider now the situation of Section 4, with T no longer assumed bounded. 
In order to make sense of the assumptions and definitions of Section 4, it is 
necessary to assume 
ker(A) = N C dom(T2). (5.1) 
Conversely, with this assumption and the assumptions of Section 4 (exeept for 
boundedness of T), the proofs carry over. 
THEOREM 5.2. Suppose A and Tare as in Section 4, except hat the assumption 
that T is bounded is replaced by (5.1). Then the statements of Theorems 2.1 and 2.3 
remain valid. 
6. EXAMPLES AND REMARKS 
FIRST EXAMPLE (the simplest neutron transport equation). The equation is 
x $ (xv t) + u(x, t) = ; j-; u(y, t) +, 
1 
(6.1) 
with 0 < c < 1, and with boundary conditions (1 b). Here we take 
H = L2((- I, l)), Tu(x) = xu(x), 
Au(x) = u(x) - ; I:1 u(y) dy. 
Then the results of Sections 2 and 3 apply: There is a unique solution for each 
f EL2(J(-l, 1)); gEL*((-1, 1); 1 x 11’2 dx). 
Solutions may be constructed, in principle, by the method of Section 3. For 
different, more explicit approaches, see Hangelbroek [5], Larsen and Habetler [9]. 
SECOND EXAMPLE (the Milne problem; the critical case of the neutron trans- 
port equation). The equation is (6.1) with c = 1. Take A, T, H as in the first 
example. Here A > 0, and the kernel N consists of the constant functions. 
The hypotheses of Section 4 are satisfied. See also Hopf [6j, Lekkerkerker [lo]. 
THIRD EXAMPLE (from the kinetic theory of gases). The equation is 
x g (x, t) + u(x, t) = ?r1’2 Jrn e&u( y, t) dy, 
-m 
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with boundary conditions (1 b) on (-co, co). Take 
H = L2(R,42e-z' dx), Tu(x) = XII(X), 
Au(x) = u(x) - 77-1’2 1-t e-44(y) dy. 
Then A 3 0 with kernel N consisting of the constant functions. Here T is not 
bounded, but Theorem 5.2 applies. See also Kaper [7], Lions [ll]. 
FOURTH EXAMPLE (some degenerate parabolic equations). Consider, for 
p >, 0, the equation 
sgnx. ]s[~:+ (-l)m(L)““u =f, (6.2) 
x E Sz = (a, b) 3 0, and boundary conditions 
a j 
(.I 
5 u=o on (aq x (0, 11, O<j-=cm; 
u(x, 0) = g+(x), x > 0; u(x, 1) = g-(x), x < 0. 
Let 
H = La(Q), Tu(x) = sgn x * 1 x ]r u(x), 
Au(x) = (--l)m (;)2mu(x), 
with the domain of A consisting of F”(Q) A Horn(O). Then A is positive with 
bounded inverse, but is not itself a bounded operator. This example can still 
be treated by the methods of Sections 2 and 3, but we need one important 
technical observation. The only points where crucial use was made of the bound- 
edness of A (and of A-l) were in Lemmas 2.1 and 3.1, where we used the 
equivalence of the norms / u 1, 1 u IA , and 1 u 1; . One may substitute an argu- 
ment using the extension lemma of Baouendi-Grisvard (Lemma 2 of [I]) as in 
the proof of Lemma 3.5 of [2]. 
Equation (6.2) with p an integer and m = 1 arise in the work of Gevrey [3]. 
The case p = 1, m arbitrary, is the subject of Baouendi-Grisvard [I]. The case 
m = 1, p arbitrary, has been treated by Pagani [12] and Pagani-Talenti [15]; 
here Q = R, so that A does not have bounded inverse, and the discussion is 
slightly more complicated. 
FIFTH EXAMPLE (an electron scattering model). The equation here is 
x 2 = ; ((I - x2) g), 
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x E Sz = (- 1, I), with boundary conditions (1 b). Let 
H = L2(i2), z-u(x) = m(x), 
Au = -((I - 9) u’)‘. 
This is similar to (6.2) with p = m = 1, except that A has kernel consisting of 
the constant functions. Again A is not bounded in H, but the methods of 
Section 4 may still be applied after the modifications indicated above in the 
proofs of Lemmas 2.1 and 3.1. See [2] of the author for a much more opaque 
treatment. 
For further examples of such problems, see Gor’kov [4], Pagani [13], and 
the references in these papers. 
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