problem in estimating a simple mean, but the completion time is a random variable. Alternatively, sequential stopping procedures could be applied (see, e.g., Lavenberg and Sauer 1975) in which one runs until an accuracy criterion is satisfied. In this case, both the number of replications and the completion time are random variables.
OVERVIEW OF RESULTS
In this paper, we will show that the bias of XN(t) is surprisingly small (at most o(l/t)). We also consider stopping rules that allow the simulation to extend somewhat beyond time t. For example, if one always completes the replication in progress at time t, then resulting estimate, XN(t)+1, has relatively high bias (of order l /t). However, if one extends the simulation beyond time t only if no replications have yet been completed (if N(t) = 0), and otherwise stops at time t, then a totally unbiased estimate can be formed. This unbiased estimate is Xmax(N(t),1), i.e., it is XN(t) if N(t) > 0 and X1 if N(t) = 0 (in which case, the simulation must be extended beyond time t until the time that the replication completes).
We will more formally describe the mathematical setup and overview the main results of the paper. Let Tk> 0 be the amount of computer time required to generate Xk, the kth copy of the random variable X. We make the (reasonable) assumption that the sequence of pairs $(Xk, Tk), k > 1 I is i.i.d. The number of observations N(t) completed under the budget constraint t constitutes a renewal process with interevent times Tk (see, e.g., Smith 1955 , 1958 , 1959 , Cox 1962 , Karlin and Taylor 1975 . The goal of the simulation is to estimate ,u = E [Xk] . Note that while we think of 
. This suggests that E[XN(t) = E[X1] + clt + o( l/t) with c $ 0. However, we show in Section 2 that, under minimal moment assumptions, the bias of XN(t) is at most o(l/t). This result is based on a simple expression for E[XN(t) E[XN(t) = E[X1; TI ? t] =E[X1]-E[X1; 1 > t]
(1)
where, for a real-valued random variable, Y, E[ Y; A] denotes E[ YI(A)] and I(A) denotes the indicator of an arbitrary event A. Equation 1
has previously appeared in several references, although it does not seem to be well known (indeed we became aware of these references only after deriving the results of this paper ourselves). Pathak (1976) Meketon and Heidelberger (1982) showed that by completing the regenerative cycle in progress at time t and averaging over the resulting N(t) + 1 cycles, the bias of the regenerative ratio estimator is reduced from cit (for N(t) cycles) to o( l/t). In this setting, the denominator of the ratio estimator is the sum (to either N(t) or N(t) + 1) of the Tk's rather than the number of cycles completed. However, this reasoning fails in the current setting. In particular we show that This case corresponds to the steady-state estimation problem in regenerative simulation for which t is measured in units of simulated time, as opposed to real computer time. This reduction in bias was seen to come about as a result of Wald's Equation, the fact that, because t is simulated time, the denominator in the ratio cannot differ greatly from t and, not so obviously, the particular form of the function g. When viewed as a special case of the results of Section 4, we show that the two terms of order 1/t in Equation 4 for this particular function g (perhaps luckily) cancel each other out, resulting in the bias reduction. Thus, the order of magnitude advantage that the ratio estimator enjoys by completing the cycle in progress at time t disappears for general functions g. Glynn (1987) discusses an alternative bias reducing technique for this case as well. Glynn's method does not require completion of the cycle in progress at time t, although we emphasize that in that setting t must also be equal to, or proportional to, simulated time rather than computer time. Finally, Section 6 summarizes the results of this paper. We next consider the uniform integrability of XN(t) and XN(t)+,. These results will be used to obtain the Furthermore, a(t) = a(nh) for nh < t < (n + 1)h. Thus, even in the lattice case a(t) -* P(X* E AI and therefore XN(I)+1 : X* as t --oo. 
THE SAMPLE MEAN WITH N(t) OBSERVATIONS

In this section we consider XN(t). Throughout
Proof. We need to show that tXN(t)+l/(IN(t) + 1) is uniformly integrable, which by the same reasoning as in Lemma 3 reduces to showing that E[ l XN(t)+l
=X(N(t) + 1).~ By Wald's Equation E[CI (t)] = 0. The multidimensional central limit theorem is still valid when N(t) + 1 replaces N(t). Thus, provided that tC2(t) is uniformly integrable E[tC2(t)] -->COV[Xk, 'rk]
The necessary uniform integrability can be established using the results of Chow, Hsiung and Lai.
Theorem 2 suggests an unbiased adjustment to XN(t)+l. Define 
Notice that (27) does not involve XN(t)+?, and thus, in contrast to XN(t)+ 1, XN(t)+I can be formed at time t provided that N(t) > 0. Equation 29 has the following interpretation: by Theorem 2, the term XN(t)N(t)/(N(t) + 1) is too small, to produce an unbiased estimate, by a factor of N(t )/(N(t) + 1
XN(t)+I = XN() + 2XN(I)(XN(t)+1 -XN(t) + (XN(t)+1
-XN(0)) (29) and note that each of the terms on the right-hand side of (29) 
+ 2E[XN(t)(XN(t)+-XN(tU)) + E[(XN(t)+l
GENERAL FUNCTIONS OF MEANS
In this section, we consider the problem of estimating a general function of means, g(,u). For completeness, we begin by stating, without detailed proof, a strong law and central limit theorem for g(XN(,)); this theorem is undoubtedly well known and its method of proof is straightforward. A similar central limit theorem for the case of a constant number of observations has, for example, been considered in Section 28.4 of Cramer, and the discussion in Miller points to other references for this technique as well. Standard weak convergence arguments complete the proof.
Note that the above theorem is also valid for both g(XN(t))
and g (XN(t)+,) under the identical set of hypotheses. We next turn to the bias expectation of g (XN(t) ). We begin by establishing uniform integrability and moment convergence of I Vt (XN(,)(i) -;i) In what follows, we are not looking for minimal moment conditions, but rather simplicity of arguments. 
RATIO ESTIMATION
In this section, we apply the results of Section 4 to the case of ratio estimation in regenerative simulations to verify and reinterpret the bias expansions in Meketon and Heidelberger, which were derived using somewhat different methods. We assume that we are interested in estimating a ratio g(,u) = E[Xk(l)]/E[Tk](Xk(2) = 7k Bias expressions for estimating a general function of means, g(I,), were then obtained for both N(t) and N(t) + 1 replications. The leading term in these bias expansions, which are based on Taylor series expansions, are in general of order l /t where the coefficients of l/t are explicitly identified. To order l/t, the bias in g (XN(t)) (or g(XN(,) )) is entirely due to the nonlinearity of the function g. The bias expansion of g(XN(t+1 ) contains an extra term representing the l/t bias in the sample means XN(t)+1 due to the random number of observations. A Tin-style adjustment to the estimator g (XN(,) ) based on the Taylor series expansion was proposed to reduce the bias.
These results were then applied to the case of ratio estimation in regenerative simulation. For this case, a previously proposed bias reducing technique of using the ratio estimator with N(t) + 1 cycles eliminates the bias of order 1It. Using the Taylor series bias expansions, it was shown that this bias reduction comes about because of very special circumstances and cannot be expected in more general situations.
The results of this paper form the bias for estimation procedures when independent replications are run in parallel on multiple processor computers. A partial treatment may be found in Heidelberger, and a more complete treatment is contained in Glynn and Heidelberger (1990) .
