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Classification of possible quantum spin liquid (QSL) states of interacting spin-1/2’s in two dimen-
sions has been a fascinating topic of condensed matter for decades, resulting in enormous progress
in our understanding of low-dimensional quantum matter. By contrast, relatively little work exists
on the identification, let alone classification, of QSL phases for spin-1 systems in dimensions higher
than one. Employing the powerful ideas of tensor network theory and its classification, we develop
general methods for writing QSL wave functions of spin-1 respecting all the lattice symmetries, spin
rotation, and time reversal with trivial gauge structure on the square lattice. We find 25 distinct
classes characterized by five binary quantum numbers. Several explicit constructions of such wave
functions are given for bond dimensions D ranging from two to four, along with thorough numerical
analyses to identify their physical characters. Both gapless and gapped states are found. The topo-
logical entanglement entropy of the gapped states are close to zero, indicative of topologically trivial
states. In D = 4, several different tensors can be linearly combined to produce a family of states
within the same symmetry class. A rich “phase diagram” can be worked out among the phases of
these tensors, as well as the phase transitions among them. Among the states we identified in this
putative phase diagram is the plaquette-ordered phase, gapped resonating valence bond phase, and
a critical phase. A continuous transition separates the plaquette-ordered phase from the resonating
valence bond phase.
I. INTRODUCTION
In laymen’s terms, quantum spin liquid (QSL) refers
to the ground state of some low-dimensional spin Hamil-
tonian that lacks long-range magnetic order. Most model
Hamiltonians in one dimension (1D) would have QSL
ground state according to this simple criterion, by virtue
of the Mermin-Wagner theorem. Although instances of
their existence are still rare in higher dimensions, the
variety of possible QSL phases in theory has grown enor-
mously since its inception in the context of frustrated
quantum magnets [1].
A remarkable observation due to Haldane in the early
80s [2] is that a sharp distinction can be drawn among
the 1D QSLs depending on whether a mass gap exists in
the excitation spectrum. The distinction is in turn dic-
tated by the size of the constituent spin being integer or
half-integer, and the impact it has on the corresponding
global Berry phase behavior. In this regard one may say
the earliest effort at classification of spin liquid states is
rooted in field-theoretical approach, with emphasis on the
sensitivity of the Berry phase on the spin size. The con-
dition imposed by the spin size is by no means definitive,
as one can easily write down both gapless and gapped
QSL models using spin-1/2 objects. A well-known exam-
ple along this line is the J1 − J2 spin-1/2 chain in which
even a tiny bond modulation produces a phase transition
of the gapless phase into the gapped one [3, 4]. Also for
spin-1 chains where a gap was predicted, a whole myriad
of different phases, some gapped and some not, can be
found in an interesting bi-linear bi-quadratic extension of
the Heisenberg spin-1 Hamiltonian [5]. A modern effort
at classifying phases of 1D QSL is based on the idea of
“protection by symmetries”, as summarized in the work
of Chen et al. [6] and references therein.
Haldane extended his Berry phase analysis to spin
models in two dimensions [7], where it was pointed out
that certain Skyrmion proliferation processes are allowed
or forbidden depending on the spin size S. On a square
lattice, for instance, one encounters constructive interfer-
ence of instanton processes favoring the Skyrmion pro-
liferation, leading to the fully gapped ground state for
S = 2 [7, 8]. For lesser spins S < 2, we know that
S = 1/2 Heisenberg antiferromagnet on a square lat-
tice has a long-range ordered antiferromagnetic ground
state, which becomes disordered by the addition of suf-
ficiently strong diagonal exchange interaction [9]. Much
like the construction in one dimension, the character of
the ground state depends on the details of the Hamil-
tonian as well as the size of the spin itself. Even more
than in one dimension, complete and reliable classifica-
tion of QSL in two dimensions requires schemes going
well beyond the Berry phase picture.
More recently, an ambitious new paradigm to classify
phases in low-dimensional quantum magnets and con-
struct their explicit wave functions has been launched un-
der the theme of tensor network (TN) approach. In deep
contrast to earlier approaches to QSL based on slave-
particle theories and Gutzwiller-projected wave function
studies [10], the TN-based ideas set out by the assump-
tion that the relevant low-energy wave functions can be
constructed as the tensor network form, with little atten-
tion devoted (at least for now) to the identification of the
Hamiltonian for which such tensor would be the ground
state.
Literature on the tensor network theory of the QSL has
grown vastly over the past decade, and we refer the read-
ers to Ref. 11 for an exhaustive list of relevant papers.
An important line of efforts has been aimed at clarifying
the role of symmetries in constructing tensor wave func-
2tions. Loosely speaking, symmetry properties one wishes
to impose on the many-body wave function are imple-
mented explicitly at the level of the local tensor [11–15],
thus ensuring that the global many-body state obtained
from contraction of local tensors obey the required sym-
metries.
For one dimension, where the tensor network state goes
by another name MPS (matrix product states), symme-
try constraints on the local MPS matrix has been un-
derstood by several authors [6, 12]. An analogous effort
in two dimensions is much more challenging, both due
to bigger symmetries of the crystal structure and the
greater size of the local tensor with three (honeycomb),
four (kagome, square), or six (triangular) bond indices
instead of two (one dimension), for each physical spin in-
dex in a local tensor. An effort at symmetry classification
of the tensor has been paralleling the development of the
tensor network theory itself. A most recent, ambitious
take on the TN symmetry classification is the work of
Jiang and Ran (JR) [11].
The JR approach is, in essence, a successful implemen-
tation of the earlier projective symmetry group (PSG)
idea [10], re-engineered to treat the symmetry properties
of the local tensor in a TN wave function in a projec-
tive manner. With these ideas, JR were able to predict a
certain number of distinct classes of TN wave functions
for spin-1/2 QSL with Z2 symmetry on a kagome lat-
tice [11]. Following their initiative, Ref. 15 constructed a
symmetric TN wave function for interacting spin-1/2’s on
a honeycomb lattice which is devoid of topological order.
As in the PSG formulation, the concept of invariant
gauge group or IGG for short, plays a central role in
the tensor network theory, in both classifying quantum
phases and identifying the nature of excitations for each
quantum ground state. It is expected, although not rigor-
ously proven, that tensor networks with a trivial IGG will
be devoid of topological order and do not allow fraction-
alized excitations. In this paper we are mostly devoted
to tensor network states with trivial IGG, for physical
spin-1. At first sight it appears that TN states with triv-
ial IGG are in line with the recent notion of symmetry-
protected trivial (SPT) phases of quantum matter [16],
which is also devoid of topological order by construction.
A key difference, however, is that SPT states possess pro-
tected gapless states at the boundary, while no such guar-
antee exists for TN states with trivial IGG. It is not even
required that TN states consistent with a certain set of
symmetry requirements should possess an energy gap.
As we will show by explicit examples in this paper, the
TN states can as easily be gapless and critical, as it can
be gapped. The tensor network theory is a flexible way
to construct a variety of QSL states, constrained only by
the symmetry properties we impose. In this sense, the
approach initiated in Refs. 11 and 15 and adopted here is
similar to the notion of “fragile Mott insulator”, which
is also a symmetry-based classification scheme of Mott
insulators lacking in topological order [17].
Compared to the spin-1/2 model on various two-
dimensional lattices where vast literature exists, includ-
ing the two references mentioned above [11, 15], relatively
little attention has been given to understanding possible
phases and their dynamics for spin-1 models [18–21]. As
an exception we note the DMRG work of Jiang et al.
which studied the phase diagram of the spin-1 J1 − J2
Hamiltonian on a square lattice [18]. Indications of the
spin liquid phase for J2/J1 ≈ 0.5, sandwiched between
(π, π)- and (π, 0)-ordered antiferrmagnetic ground states,
were given. Using the tensor network idea, Li et al. con-
structed the so-called resonating AKLT loop (RAL) state
on the square lattice sitting at the critical phase [19],
while a gapped, featureless paramagnetic S = 1 tensor
wave function was constructed in Ref. 22. Both construc-
tions were devoid of any topological order [19, 22]. The
possibility of deconfined quantum critical phase transi-
tion in the spin-1 model on the honeycomb lattice was
raised in Ref. 23.
Despite these instances of exemplary constructions, a
formal and thorough classification of possible TN states
for S = 1 is still lacking in any lattice geometry in two
dimensions. In the TN language the constructed wave
function in Ref. 22 has the bond dimension D = 2 and
the one in Ref. 19, D = 3. At the moment we do not have
any idea whether these constructions represent a generic
spin-1 phase on the square lattice that respect all the
symmetries of the lattice and two internal ones, namely
time reversal and spin rotation, or random examples out
of a vast pool of S = 1 QSL states. To address this ques-
tion successfully, it is imperative to carry out a method-
ical classification of possible symmetric TN wave func-
tions following the scheme put forward by JR [11]. The
outcome of our analysis are organized according to the
bond dimension of the virtual space ranging from D = 2
to D = 4. For each bond dimension D we carry out a
thorough symmetry analysis of possible tensor forms. As
a result of our investigation we arrive at the one proposed
in Ref. 22 as the sole tensor compatible with all symmetry
requirements for D = 2. Our construction of the D = 3
tensor is new, and consists of two tensors with mutu-
ally different internal quantum numbers. Examination
of their physical properties through correlation function
analyses reveal that one is a fully gapped state, and the
other represents a critical state. A much richer picture
emerges atD = 4. There are three distinct tensors within
a given symmetry class, which can be combined arbitrar-
ily to produce a family of tensors still within the same
symmetry class. We can then map out a “phase diagram”
within this family of tensor states, find several distinct
phases, and study phase transitions among them.
Throughout this paper we are restricted to tensors
with a trivial IGG whose notion in the context of ten-
sor network is explained in Refs. 11 and 24. Classifica-
tion of symmetric tensors with nontrivial IGG’s, for in-
stance IGG=Z2, requires a completely independent anal-
ysis which we defer to a different publication. Due to the
restriction to trivial IGG the tensor states we construct
are expected to belong to the “trivial” states devoid of
3FIG. 1. (a) Schematic figure of lattice symmetry operations
on a square lattice. T1,2: translation along the x, y-direction,
C4: π/2 spatial rotation about the origin, σ: reflection about
the y = x axis. (b) Site tensor transformation under the C4
operation. (c) Site tensor under the σ operation. Virtual legs
are labeled by l, r, u, d, and the physical leg by p.
topological order. Nevertheless it can happen, as with
examples found in Refs. 11 and 15, that the state that
passed the filtering of symmetry and IGG analyses pos-
sess a new, “emergent symmetry” with non-trivial IGG.
When that happens we will write out the nature of the
emergent IGG and its origin. Section II is devoted to the
formal theory of classification of symmetric tensors for
spin-1 on a square lattice. It is followed in Sec. III by ex-
plicit constructions of symmetry-compatible tensors for
bond dimensions D = 2, 3 and analyses of their corre-
lation functions. Since D = 4 symmetric tensors are
much richer and an interesting “phase diagram” can be
constructed in the space of tensor wave functions, we de-
vote Sec. IV to both the derivation of the D = 4 tensors,
their correlation functions, and the construction of the
phase diagram. In the last section we try to give some
perspective on the significance of our analyses and sum-
marize. Throughout the paper we use the terms PEPS
(projected entangled pair states) and TN (tensor net-
work) interchangeably.
II. CLASSIFICATION OF SPIN-1 SYMMETRIC
PEPS ON SQUARE LATTICE WITH TRIVIAL
IGG
We give a brief account in this section of the general
classification theory for spin-1 tensor network wave func-
tions on a square lattice. Explicit constructions of TN
wave functions are delegated to the next two sections,
where their physical properties will be delineated by ex-
tensive numerical analyses. Much of the philosophy be-
hind the classification ideas being followed in this paper
has been laid out before [11, 15]. Most of the details of
the classification work specific to spin-1 can be found in
the AppendixA. Note that a formal and rigorous classifi-
cation of spin-1 PEPS wave functions has been lacking in
the literature. All previous classifications of PEPS were
in regard to physical spin-1/2’s [11, 15, 25–28].
Throughout the paper, symmetric PEPS refers to those
TN wave functions consistent with all of the imposed
symmetries. In our case they are two internal symme-
tries (spin rotation and time reversal) and all point-group
symmetries of the square lattice. As is usual in the PEPS
construction, we introduce two different tensors, site and
bond tensors denoted T and B respectively. Symmetry
requirements impose the following algebraic conditions
on them [11, 24]
T = ΘRWRR ◦T,
B =WRR ◦B. (2.1)
WR and ΘR respectively indicate the gauge transforma-
tion matrix and the U(1) phase factor associated with
each symmetry operation R [11, 15]. R◦T and R◦B sym-
bolically express the symmetry operations on the tensors.
To orient readers unfamiliar with the tensor network
terminology, one can view the two-index bond tensor B
as a D×D matrix residing at the link between adjacent
sites of the lattice. The site tensor T has one physical
index, of dimension 3 (since we are considering spin-1),
and four “virtual indices” each with dimension D. Each
virtual index of the site tensor is to be contracted with
one “leg” of the bond tensor. The size of the virtual
Hilbert space D is called the bond dimension.
On a square lattice, spatial symmetry is fully de-
fined by the four generators {T1, T2, C4, σ} corresponding
to translations along x- and y-directions (T1, T2), π/2-
rotation around the origin (C4), and reflection about the
y = x axis (σ). Figure 1 schematically depicts the action
of each generator on a square lattice and the site tensor.
These four generators completely define the space group
of the square lattice through the following commutative
relations
T−12 T
−1
1 T2T1 = e,
C−14 T1C4T2 = e,
C−14 T2C4T
−1
1 = e,
(C4)
4 = e,
σ−1T−12 σT1 = e,
σ−1T−11 σT2 = e,
(σ)2 = e,
σ−1C4σC4 = e. (2.2)
Since the time reversal (T ) and SU(2) spin rotation (Uθ~n)
operations commute with each other as well as with all
space symmetry operations, the following relations must
hold as well:
g−1T −1gT = e, ∀g = T1, T2, C4, σ,
g−1U−1θ~n gUθ~n = e, ∀g = T1, T2, C4, σ, T . (2.3)
Readers may wonder why we are imposing SU(2) sym-
metry on spins when its size S = 1 seems to call for
4SO(3) symmetry instead. Although the physical spin of
interest in this paper is spin-1, the internal spin rotation
operation acts on the virtual spin degrees of freedom as
well as on physical spins, and we are allowing the possi-
bility of half-integer spins for the virtual spins. Hence it
is appropriate to speak of the SU(2), rather than SO(3),
spin rotation symmetry. We also consider the following
two relations
T 2 = e, Uθ=2π = e, (2.4)
to hold when acting on the TN wave functions.
The commutative relations (2.2) and (2.3) provide
algebraic equations for WR and ΘR, where R ranges
over both spatial and internal symmetry operations R ∈
{T1, T2, C4, σ, T , Uθ~n} [11]. Solving such equations pro-
vides the following “solutions” for WR’s and ΘR’s:
WT1,2 (x, y, i) = ID, ΘT1,2(x, y) = 1,
WC4(x, y, i) = ID, ΘC4(x, y) = θC4 ,
Wσ(x, y, i) =
M⊕
i=1
(
w˜iσ ⊗ I2Si+1
)
, Θσ(x, y) = θσ,
WT (x, y, i) =
M⊕
i=1
(
w˜iT ⊗ eiπS
y
i
)
, ΘT (x, y) = 1,
Wθ(x, y, i) =
M⊕
i=1
(
Idi ⊗ eiθ~n·~Si
)
, Θθ(x, y) = 1. (2.5)
Subscripts under I’s give the dimension of each identity
matrix.
The Hilbert space of each virtual leg is spanned by M
different species of spins, i.e. V~Si with i ranging from 1
to M and ~Si is a virtual spin of size Si. For each spin
species ~Si, we further introduce the “flavor degeneracy”,
by which one means that there are di identical copies of
the same spin ~Si. The flavor Hilbert space for spin ~Si is
denoted Di, and the entire Hilbert space for the virtual
leg becomes
Vvirtual =
M⊕
i=1
(Di ⊗ V~Si).
The bond dimension is the sum,
D =
M∑
i=1
(2Si + 1) · di.
The flavor degeneracy di is introduced for completeness,
but usually one can realize symmetric tensors within di =
1 subspace having no flavor degeneracy. For instance one
has the freedom to realize D = 4 bond dimension with
S = 1/2 and d = 2, or with a single S = 3/2 and d = 1.
The choice is one of convenience, not of principle.
Each WR is defined on one of the four bonds i ∈
{l, r, u, d} emanating from a given site (x, y): WR(x, y, i).
Each ΘR is defined on a given site: ΘR(x, y). Binary inte-
ger values ±1 are assigned for each of the two “quantum
numbers” θC4 and θσ introduced in Eq. (2.5). The two
matrices w˜iT and w˜
i
σ acting on the flavor space are both
di-dimensional matrices satisfying
w˜iT (w˜
i
T )
∗ = χT · χθ=2πIdi ,
(w˜iσ)
2 = Idi ,
W−1σ (W
−1
T )
∗W ∗σW
∗
T = χσT Idi . (2.6)
For the simplest case with di = 1 these matrices reduce
to numbers, e.g. |w˜iT |2 = χT ·χθ=2π = 1, and (w˜iσ)2 = 1.
Origin of these relations can be looked up in the Ap-
pendix, but its knowledge is not essential for compre-
hending the discussions in the main body of the paper.
There are three additional binary quantum numbers in-
troduced by (2.6), χT , χθ=2π, χσT .
There can be at most 25 different classes of wave func-
tions distinguished by five sets of binary quantum num-
ber {θC4 , θσ, χT , χσT , χθ=2π} in our classification frame-
work. Among these numbers, χθ=2π deserves a special
mention as it plays an important role in constraining the
virtual spin sizes. The second relation in Eq. (2.4) im-
plies Wθ=2π = χθ=2πID (see Appendix for proof of this
statement). From the representation of Wθ in Eq. (2.5)
one can read off that all virtual spins ~Si must transform
identically, either as half-odd integers with χθ=2π = −1
or as integers with χθ=2π = +1. As an immediate and
powerful consequence, it is impossible to use “mixed”
representations with both half-integer and integer vir-
tual spins. The RAL construction adopted in Ref. [19]
employed a mixed spin-0 and spin-1/2 virtual spin repre-
sentation and lies outside of our classification framework.
III. SPIN-1 PEPS WITH BOND DIMENSIONS
D = 2, 3
In this section we provide explicit constructions of sym-
metic TN wave functions for the bond dimensions D = 2
and D = 3. The D = 2 construction is only possible with
M = 1, d = 1 (trivial flavor space) and S = 1/2 (virtual
spin-1/2). There is only one D = 2 construction consis-
tent with all the symmetry requirements, and this turns
out to be equivalent to the ansatz proposed in Ref. [22].
We give a brief account of the D = 2 construction.
Firstly, the bond tensor should fuse two virtual spin-
1/2’s into a spin singlet,
[B]lr = C
0,0
1
2
,ml;
1
2
,mr
,
[B]ud = C
0,0
1
2
,mu;
1
2
,md
. (3.1)
We introduced Clebsch-Gordon (CG) coefficients
CS3;m3S1,m1;S2,m2 for fusing two spins (S1, S2) into a resulting
5spin S3, and mi denotes S
z quantum numbers satisfying
m3 = m1 +m2. Site tensor also must be a spin singlet,
and throughout this article, we use the following fusion
tree [14] to obtain the spin singlet site tensor: (1) fuse
two spins living on the left and right (or up and down)
legs into an intermediate spin, (2) fuse two intermediate
spins into the virtual spin-1, (3) fuse the resulting
virtual spin-1 and the physical spin-1 into a spin singlet.
Particularly, with D = 2, the Hilbert space of the site
tensor can be decomposed as
V
S=0
T2
∼=
(
V
S=1
1
2
1
2
⊗ VS=11
2
1
2
⊗ VS=111 ⊗ VS=011
)
⊕
(
V
S=1
1
2
1
2
⊗ VS=01
2
1
2
⊗ VS=110 ⊗ VS=011
)
⊕
(
V
S=0
1
2
1
2
⊗ VS=11
2
1
2
⊗ VS=101 ⊗ VS=011
)
∼= V(11)
T2
⊕ V(10)
T2
⊕ V(01)
T2
, (3.2)
representing three distinct fusions processes giving rise
to the total singlet site tensor. We defined VS=0
TD
as the
Hilbert space of the spin singlet site tensor TD with the
bond dimension D, VS3S1S2 as the fusion space fusing spins
S1 and S2 into S3 [11, 14]. The fusion products in each
line of the above equation must be read from left to right.
The three different “trees” labeled as V
(11)
T2
,V
(10)
T2
,V
(01)
T2
are distinguished by the values of intermediate virtual
spins. For instance V
(11)
T2
means that combining the left
and right virtual spin-1/2’s give the intermediate spin-
1, and the top and bottom virtual spins also giving the
intermediate spin-1. Site tensors incorporating the above
fusion rules can be constructed using the CG coefficients.
For instance,
[T
(10)
2 ]
p
lrud = C
1,n1
1
2
,ml;
1
2
,mr
C0,01
2
,mu;
1
2
,md
C1,n21,n1;0,0C
0,0
1,mp;1,n2
[T
(01)
2 ]
p
lrud = C
0,0
1
2
,ml;
1
2
,mr
C1,n11
2
,mu;
1
2
,md
C1,n20,0;1,n1C
0,0
1,mp;1,n2
.
(3.3)
Since the two fusion processes V
(10)
T2
and V
(01)
T2
involve
intermediate spins which differ between left-right and up-
down addition of spins, one might suspect the C4 sym-
metry is broken. Indeed this is the case for the “bare”
tensor, and one must apply symmetrization process to
restore the C4 symmetry:
T
′(10)
2 =
3∑
n=0
(θ−1C4C4)
n ◦T(10)2 ,
T
′(01)
2 =
3∑
n=0
(θ−1C4C4)
n ◦T(01)2 .
It turns out, however, that both tensors T′
(10)
2 ,T
′(01)
2
become zero after the symmetrization. The only possible
symmetric site tensor comes from the fusion tree V
(11)
T2
,
with the explicit CG coefficients given by
[T
(11)
2 ]
p
lrud = C
1,n1
1
2
,ml;
1
2
,mr
C1,n21
2
,mu;
1
2
,md
C1,n31,n1;1,n2C
0,0
1,mp;1,n3
= (−1)2−mpδmp,−n3C1,n11
2
,ml;
1
2
,mr
C1,n21
2
,mu;
1
2
,md
C1,n31,n1;1,n2
= (−1)mpC1,n11
2
,ml;
1
2
,mr
C1,n21
2
,mu;
1
2
,md
C
1,mp
1,n1;1,n2
. (3.4)
Reading the product of CG coefficient from left to right,
one can see how the fusion rules of Eq. (3.2) are be-
ing realized. All indices except mp (physical index) and
ml,mr,mu,md (virtual indices) in Eq. (3.4) are being
summed over. The physical index p = 1, 2, 3 refers to the
three Sz basis states |+1〉, |0〉, |−1〉 with m1 = 1,m2 = 0
and m3 = −1. Redefining the physical spin basis, i.e.
|+1〉→−|+1〉 and | −1〉→−|−1〉, the site tensor can be
recast as
[T
′(11)
2 ]
p
lrud = C
1,mp
1,n1;1,n2
C1,n21
2
,mu;
1
2
,md
C1,n11
2
,ml;
1
2
,mr
,
in complete agreement with the tensor ansatz suggested
in Ref. [22]. It can be easily shown that only a single class
characterized by
(θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,−1)
is realizable with D = 2, and all other ways to fuse a sin-
gle spin-1 and 4 spin-1/2’s to have the spin singlet are for-
bidden by lattice symmetries. Therefore, T
(11)
2 [Eq. (3.4)]
is the only tensor respecting all lattice symmetries, time-
reversal and SU(2) spin rotation symmetries leading to
the featureless quantum paramagnet [22] at D = 2.
In the end, our procedures end up with a re-derivation
of the known construction for D = 2. The general strat-
egy outlined here, however, will repeatedly appear in all
subsequent constructions of symmetric tensors in higher
bond dimensions and is worth carefully laying out. The
quantum number aspect of the constructed tensor was
not discussed before. Indeed, one of the main advan-
tages of our elaborate classification scheme is in its power
to assign quantum numbers θC4 through χθ=2π, as soon
as the tensor construction is completed. Such quantum
numbers do not play much role when there is only one
possible tensor in a given bond dimension, such as the
case with D = 2. Shortly we will find that this is no
longer the case for D ≥ 3. There are two different sym-
metric site tensors one can obtain at D = 3 from engi-
neering of the CG coefficients. With the aid of quantum
number characterization one can show that they have
different sets of quantum numbers. Furthermore, their
physical characters are completely different.
Let us move to the more challenging caseD = 3. As ex-
plained in the previous section, we are not allowed to mix
integer and half-integer spins in the virtual spin space.
Thus, constructing a spin singlet site tensor with bond
dimension D = 3 is only possible if we assign a spin-
1 Hilbert space for the virtual legs (χθ=2π = +1). It
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FIG. 2. (a) Spin, (b) dimer, (c) vector chirality correlators
and (d) entanglement entropy (EE) for the PEPS made of
T
(11)
3 . All correlations are measured with the finite-size PEPS
of dimension Lx×Ly. Measurement distance Rij is chosen as
Lx = Ly = L = 3Rij for successively increasing linear size L.
Numerical data (blue circles) are fitted very well to exponen-
tial functions (red solid line). Best-fit exponential functions
are given for each figure. EE is measured on a cylinder geom-
etry (periodic boundary condition along y-direction) reaching
the limit of Lx → ∞, and the topological entanglement en-
tropy is extracted from the fitting, SvN (Ly = 0) = 0.06.
means that the degeneracy flavor space can only repre-
sent a Kramers singlet (χT = +1) with dimension d = 1.
It also follows, from Eq. (2.6), that w˜σ = w˜T = 1, as
well as χσT = +1. In this sense, we guess that the RAL
state suggested in Ref. [19], where spin-0 and spin-1/2
are accommodated on virtual leg (D = 3), may have an
emergent Z2 or U(1) IGG since only the non-trivial IGG
allows us to have mixture of integer and half-integer spins
on virtual legs according to our classification.
The remaining two quantum numbers θC4 and θσ and
not yet constrained. Similar to D = 2, the bond tensor is
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FIG. 3. (a) Spin, (b) dimer, and (c) vector chirality cor-
relators for PEPS made of T
(22)
3 . The same system size is
employed as in Fig. 2. Numerical results (blue circle) are fit-
ted to algebraic (spin, dimer) or exponential (spin chirality)
functions (red solid line). Best-fit power-law or exponential
functions are shown for each figure.
constructed by fusing two virtual spin-1’s into a singlet,
[B]lr = C
0,0
1,ml;1,mr
,
[B]ud = C
0,0
1,mu;1,md
. (3.5)
As regards the site tensor for D = 3, we can consider the
following two fusion rules of physical and virtual spins
V
(11)
T3
∼= VS=111 ⊗ VS=111 ⊗ VS=111 ⊗ VS=011 ,
V
(22)
T3
∼= VS=211 ⊗ VS=211 ⊗ VS=122 ⊗ VS=011 . (3.6)
Evidently, V
(11)
T3
is made of two intermediate spin-1’s
while two intermediate spin-2’s are used to construct
V
(22)
T3
. Based on the above fusion rules, the site tensors
can be built up as
[T
(11)
3 ]
p
lrud = C
1,n1
1,ml;1,mr
C1,n21,mu;1,mdC
1,n3
1,n1;1,n2
C0,01,mp;1,n3 ,
[T
(22)
3 ]
p
lrud = C
2,n1
1,ml;1,mr
C2,n21,mu;1,mdC
1,n3
2,n1;2,n2
C0,01,mp;1,n3 .
(3.7)
7The two tensors satisfy
C4 ◦T(11)3 = +T(11)3 , σ ◦T(11)3 = −T(11)3 ,
C4 ◦T(22)3 = −T(22)3 , σ ◦T(22)3 = −T(22)3 . (3.8)
All other site tensors, built from fusion rules other than
shown in Eq. (3.6), are forbidden by C4 and σ symme-
tries. Consequently, withD = 3, only two distinct classes
characterized by quantum numbers,
T
(11)
3 : (θC4 , θσ, χT , χσT , χθ=2π) = (+1,−1,+1,+1,+1),
T
(22)
3 : (θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,+1),
are realizable by means of site tensors T
(11)
3 and T
(22)
3 ,
respectively.
At D = 3, we discover two distinct classes and within
each class, only one possible symmetric tensor. Due
to their difference in quantum numbers they cannot be
mixed unless one intends to violate the symmetry explic-
itly. For that matter one cannot mix the D = 3 tensors
with the D = 2 tensor constructed earlier.
Despite the fact that the two tensor T
(11)
3 and T
(22)
3
differ in only one of the quantum numbers, namely θC4 ,
the physical properties of the many-body PEPS con-
structed out of them could not be more different. In
an effort to figure out the physical nature of each tensor
wave function we have performed finite-size scaling anal-
yses of spin (~Si), dimer (δVi = ~Si · ~Si+xˆ−〈~Si · ~Si+xˆ〉) and
vector chirality (δ~χi = ~Si× ~Si+xˆ−〈~Si× ~Si+xˆ〉) correlators
in finite samples of size Lx × Ly up to the linear system
size Lx = Ly = 48. Distance between the two operators
was fixed at R = L/3. Finite MPS-MPO method [29–31]
with two-site DMRG [30] and zip-up algorithm [32] were
employed to contract the tensor network. The reduced
bond dimensions were not fixed in the compression pro-
cess of MPS, but determined to give an error below 10−6
after truncated singular value decomposition(tSVD), and
three DMRG sweeps are performed.
The correlators measured in PEPS made of T
(11)
3 are
presented in Fig. 2 (a)-(c). The perfect exponential de-
cay of all correlators is consistent with the ansatz T
(11)
3
representing a fully gapped state devoid of long range
order or spontaneous symmetry breaking. We also have
evaluated the entanglement entropy to check if topologi-
cal order is present. With the cylinder geometry (periodic
boundary condition along y) and using the boundary the-
ory of PEPS [33, 34], we find the entanglement entropy
obeys the area law with the extrapolation SvN(Ly → 0) =
0.06, in agreement with the absence of topological order.
We conclude that PEPS made of T
(11)
3 is a featureless,
gapped paramagnetic state. The other quantum state
realized by T
(22)
3 shows totally different aspects in that
both spin and dimer correlations fall out algebraically as
shown in Fig.3 and only the chirality correlation has ex-
ponential decay. We conclude that the PEPS made of
T
(22)
3 is gapless in both spin singlet and triplet channels.
IV. SPIN-1 TENSOR NETWORK STATES
WITH BOND DIMENSION D = 4
At D = 2 there was just one symmetric PEPS on a
square lattice for spin-1, in agreement with the recent ob-
servation [22]. At D = 3, there were two distinct classes
of symmetry quantum numbers and only one symmetric
site tensor within each class [Eqs. (3.4) and (3.7)]. In
this section we come to the bond dimension D = 4, and
discover that there can be more classes of symmetric ten-
sors and, more interestingly, can exist a multitude of ten-
sors in a given class. When there are several site tensors
sharing the same symmetry quantum numbers, taking
their linear combination will not change the symmetry
at all but still could result in physically distinct states.
In the phrase of Ref. 11, there is a family of spin-1 sym-
metric states sharing the same “short-distance physics”
(dictated by symmetry quantum numbers), yet differing
in their long-distance behavior (symmetry breaking or
preserving, gapped or critical, etc.)
A. Construction of site tensors
Let us first show how to construct the site tensors.
The bond dimension D = 4 is achieved either with two
flavors of virtual spin-1/2’s, or with one flavor of spin-0
and spin-1 each. We focus on the latter case in this article
and delegate the first case to a future discussion. The
spin-1⊕spin-0 gives a natural extension of the previous
construction for D = 3, which employed a virtual spin-1
only. The bond tensor assumes the block-diagonal form
B =


1 0 0 0
0 0 0 1
0 0 −1 0
0 1 0 0

 . (4.1)
The lower 3×3 block comes from CG coefficients of mix-
ing two spin-1’s into a singlet. Regarding the site tensor,
one can follow the procedures used in D = 2, 3 construc-
tion to arrive at the following three tensors:
[T
(1)
4 ]
p
lrud = C
2,n1
1,ml;1,mr
C2,n21,mu;1,mdC
1,n3
2,n1;2,n2
C0,01,mp;1,n3 ,
[T
(2)
4 ]
p
lrud = C
1,n1
1,ml;0,mr
C1,n20,mu;1,mdC
1,n3
1,n1;1,n2
C0,01,mp;1,n3 ,
[T
(3)
4 ]
p
lrud = C
1,n1
1,ml;0,mr
C0,n20,mu;0,mdC
1,n3
1,n1;0,n2
C0,01,mp;1,n3 .
(4.2)
The fusion processes for each site tensor can be read off
from the respective CG coefficients. The first tensor T
(1)
4
is the same as the T
(22)
3 tensor obtained earlier (note
that virtual spin-0 is not used at all in the construction
of T
(1)
4 ) and shares the same set of quantum numbers,
given by
8(θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,+1).
(4.3)
Note that T
(2)
4 preserves σ-reflection but breaks C4-
rotation, while T
(3)
4 breaks both of them. Also, one can
show that T
(3)
4 satisfies
σ ◦T(3)4 = −T(3)4 = (C4)3 ◦T(3)4 .
The broken symmetries in T
(2)
4 and T
(3)
4 can be
“mended” by taking a linear combination, chosen ap-
propriately so that the final state should have the same
θC4 = −1 and θσ = −1 quantum numbers as T(1)4 . The
following combinations
T
′(2)
4 =
3∑
n=0
(−C4)n ◦T(2)4 ,
T
′(3)
4 =
3∑
n=0
(−C4)n ◦T(3)4 ,
now have all the quantum numbers given in Eq. (4.3).
Furthermore, the three basis tensor just constructed can
be arbitrarily combined to produce a continuous family of
tensors falling within the same symmetry class (dropping
the primes from now on)
T4(λ) = cosθT
(1)
4 +sinθ
(
cosφT
(2)
4 + sinφT
(3)
4
)
, (4.4)
where λ = (θ, φ) symbolizes two parameters of mixing.
Recall that we assumed a trivial IGG at the outset
when trying to classify possible symmetric tensors. As
emphasized in Ref. 15, the many-body state which re-
sults from such classification effort can still possess a non-
trivial IGG of emergent character. Explicitly, one can
define a U(1) rotation that gives an arbitrary phase fac-
tor eiφ to virtual spin-1 but not to virtual spin-0. Under
such gauge transformation, T
(2)
4 and T
(3)
4 are invariant
up to overall phase indicating the emergent U(1) IGG.
But, one can downgrade or eliminate the U(1) IGG by
mixing the basis tensors, and therefore the general tensor
in Eq. (4.4) have the trivial IGG for the most part of the
parameter space defined by (θ, φ).
It can be easily shown that the many-body wave func-
tion generated by contracting the T
(2)
4 tensor is a su-
perposition of loop gas configurations where each loop
is a spin-1 chain constructed by projecting two virtual
spin-1’s into physical spin-1. One of the simplest loop
configurations is presented in Fig. 4 (a). One such closed
loop is an MPS state [22]
|φ〉 =
∑
{pi}
Tr
[
Mp1l1,r1Br1,l2M
p2
l2,r2
· · ·
]
|p1, p2, · · · , pNc〉,
(4.5)
(a) (b)
FIG. 4. Snapshots of (a) a loop configuration and (b) a dimer
configuration that forms the tensor network state formed by
tensors T
(2)
4 and T
(3)
4 , respectively. Each red loop in (a) in-
dicates a matrix product state defined in Eq. (4.5), and each
red ellipsis in (b) denotes the singlet made out of two spin-1’s.
where
Mpili,ri = C
1,mpi
1,mli ;1,mri
, Bri,lj = C
0,0
1,mri ;1,mlj
,
and Nc is the number of sites in a closed loop. Due to
the nature of the site tensor T
(2)
4 there is a constraint
in the contraction process of tensors, which forces the
loop to turn at 90 degrees at every site. A generic exam-
ple of a loop obeying the turn-at-every-corner constraint
is the cross shown in Fig. 4(a). Additionally, different
loops cannot intersect or touch each other, and still must
fill the entire lattice with one loop passing through every
site. In the end, there is only one such configuration avail-
able, which is formed by forming the smallest-size loop
around the 2×2 square and tiling them uniformly over the
whole lattice. The resulting plaquette-ordered (PO) state
breaks the translation symmetry spontaneously. The full
many-body state obtained from the contraction of the
T
(2)
4 tensor is given, exactly, by
.
(4.6)
Each product ⊗Np is over one-quarter of all the elemen-
tary squares in the lattice, and
.
The positive sign on the right hand side comes from ex-
panding the tensor product explicitly for a small system
size. Red ellipses denote the spin singlet, |singlet〉 =
(| ↑↑〉 + | ↓↓〉 − |00〉)/√3, and Np is the number of non-
overlapping 2 × 2 plaquettes. More precisely, the state
is a Schrodinger’s cat-like superposition of four distinct
macroscopic states, each of which represents a PO state.
The appearance of the Schro¨dinger’s cat state is a con-
sequence of the symmetry we insisted upon the tensor.
Taking the linear combination restores the translation
9symmetry violated by an individual PO state. One can
evaluate the nearest-neighbor bond strength exactly in
terms of the state in Eq. (4.6),
〈~Si · ~Si+xˆ (yˆ)〉 = −5/8.
The same number has been found by numerical contrac-
tion on (odd)×(odd) sites (up to 51 × 51) of the tensor
T
(2)
4 . On the other hand, the (even)×(even) lattice allows
only one of the configurations in Eq. (4.6) to materialize,
and the bond strength changes suddenly to
〈~Si · ~Si+xˆ (yˆ)〉 = −5/4.
Indeed this is what we get with numerical calculation on
the (even)×(even) lattice.
The many-body state produced by T
(3)
4 is the near-
est neighbor resonating valence bond state (NN RVB).
Since the physical spin forms the singlet with a virtual
spin-1 on one of virtual legs while enforcing other legs
to have spin-0 [Eq. (4.2)], the contraction of neighboring
T
(3)
4 ’s gives rise to the nearest neighbor singlet of physical
spin-1’s or dimer configuration as depicted in Fig. 4 (b).
Therefore, the resulting PEPS after the contraction over
the whole lattice is a superposition of all possible dimer
configurations, or NN RVB. By numerical analyses, we
found that in the state made of T
(3)
4 the spin correlation
decays exponentially with the finite correlation length
ξ = 0.70, while the dimer correlation decay algebraically
with the exponent α = 1.56. These are in excellent agree-
ment with the ones observed by quantum Monte Carlo
method for the same NN RVB state in Ref. 35.
B. “Phase diagram”
Now that we identified the quantum states built with
each basis tensor T
(i)
4 (i = 1, 2, 3), let us turn to general
states realized by T4(λ) in Eq. (4.4). There is a notion
of “phase diagram” one can introduce in this family of
states, treating (θ, φ) as the tuning parameters. In prin-
ciple, a phase boundary separating distinct phases can
exist in such putative phase diagram [11].
An efficient way to carve out the phase boundary
within this family of tensors is to use the fidelity mea-
sure [36–38], which is the overlap of two ground state
wave functions separated slightly in the parameter space.
The fidelity is known to exhibit a significant drop or a
non-analytic behavior when the two states belong to dif-
ferent sides of the phase boundary, or on the same side
but sufficiently close to such a boundary. The numeri-
cal cost of identifying the phase boundary through the
fidelity calculation is a lot less expensive than the con-
ventional one involving the finite-size scaling of various
correlators [36–40]. Once all the phase boundaries are
safely identified through the fidelity calculation, it will
FIG. 5. Quantum phase diagram of the class characterized by
(θC4 , θσ, χT , χσT , χθ=2pi) = (−1,−1,+1,+1,+1) as a func-
tion of two tunable parameters θ and φ [Eq. (4.4)]. On the
θ = 0 line, the PEPS is made of solely T
(1)
4 while T
(2)
4 and
T
(3)
4 at the point (θ, φ) = (π/2, 0) and (π/2, π/2), respec-
tively. Here, the blue dot at (θ, φ) = (0.26π, 0.15π) denotes
the energetically most favorable state for J1 − J2 Hamilto-
nian with J2 = 0.54J1 and its energy density is E = −1.44J1.
Along the dotted purple lines specified by (1)-(3), various cor-
relations and physical quantities are measured to identify the
quantum phases, and results are shown in Fig. 6.
phase spin dimer
C pow pow
PO exp exp
Gapped RVB exp exp
Critical RVB (T
(3)
4 ) exp pow
TABLE I. Long-range behavior of correlation functions in
each phase, where pow and exp denote power-law and ex-
ponentially decaying functions, respectively. Vector spin chi-
rality correlation is exponential for all the phases above.
be sufficient to do the analyses of order parameters and
correlation functions only on a select set of points to pin
down the nature of a given phase.
So far, we have not specified any microscopic Hamil-
tonian tied to the specific tensor T4(λ). It has been
claimed that a parent Hamiltonian having a given tensor
network state as its ground state always exists [24, 41, 42].
Therefore, one can view the phase diagram we are con-
structing as that of some putative Hamiltonian H(λ),
whose ground state is the one given by the contraction
of T4(λ). With this philosophical backing, we calculate
the fidelity per lattice site [36–38]
10
f(λ) = lim
N→∞
fN(λ) = lim
N→∞
exp
[
lnFN (λ,λ+ δλ)
N
]
,
(4.7)
where N = Lx × Ly is the number of lattice sites, δλ =
(δθ, δφ) is a small deviation from λ, and
FN (λ,λ+ δλ) = |〈ψ(λ)|ψ(λ + δλ)〉|
is the fidelity obtained from the overlap of two PEPS
states |ψ(λ)〉 made out of T4(λ). The SU(2)-invariant
tensor algorithm established in Ref. [14] was used to con-
tract the tensor network of 〈ψ(λ)|ψ(λ + δλ)〉 with fixed
δλ = (0.01, 0.01), and we have employed the same error
threshold as the one adopted in the previous section.
Fidelity calculation clearly shows the signature of
phase transitions or phase boundaries; see Fig. 5. Fur-
ther calculations of the various correlation functions al-
low us to identify each phase as C, RVB, and PO. In the
C (critical) phase both spin and dimer correlators decay
algebraically, while in the RVB phase both correlators
are exponentially decaying. The region in the vicinity of
the T
(2)
4 state is found to be the plaquette-ordered phase.
In addition to the measurement of spin, dimer, and the
vector chirality correlators as in the previous sections, we
have introduced an additional, plaquette order parameter
defined by
POi =
1
2
(
~Si · ~Si+xˆ − ~Si+xˆ · ~Si+2xˆ
+ ~Si · ~Si+yˆ − ~Si+yˆ · ~Si+2yˆ
)
, (4.8)
which measures the bond modulation strength in the x-
and y-directions simultaneously. In both PO and RVB
phases, spin and vector chirality correlators decay ex-
ponentially. However, the correlation length of dimer
correlator diverges as the PO/RVB phase boundary is
approached, as shown in Fig. 6 (a). The dimer correla-
tors are measured along the line (1) in Fig. 5. Calcula-
tion of the PO parameter on a 40 × 40 lattice is shown
in Fig. 6 (a), displaying a continuously vanishing order
parameter around the critical value φc ≃ 0.15π. Cal-
culations at other values of θ < π/2 showed an entirely
similar results as the one in Fig. 5 (a). Overall we con-
clude that there is a continuous phase transition between
PO and RVB phases in the phase diagram of T4(λ).
As for the RVB and C phase boundaries, all numer-
ical signatures point to the first order phase transition.
As shown in Fig. 6 (b), the behavior of dimer correlations
changes abruptly from algebraic (C) to exponentially de-
caying (RVB) on crossing the phase boundary along the
line (2) in Fig. 5. Measurement of the bond strength
〈~Si · ~Si+xˆ〉 also shows a non-analytic behavior at the crit-
ical point (θ, φ) = (0.12π, 0.5π) as shown on the right of
Fig. 6 (b). Spin correlations show similar abrupt changes,
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FIG. 6. Dimer correlation functions for several (a) φ’s at
θ = 0.5π [(1)-line in Fig. 5] and (b) θ’s at φ = 0.5π [(2)-line
in Fig. 5]. Right panels of (a) and (b) are the plaquette order
parameter [see Eq. (4.8)] and the energy density for Heisen-
berg exchange interaction, respectively. Here, 〈PO0〉 = −5/4
denotes the expectation of the plaquette order parameter for
the state made of T
(2)
4 , i.e. (θ, φ) = (0.5π, 0). As for the
correlations, the system size is chosen to be Lx = Ly = 3Rij
for each Rij , while Lx = Ly = 40 is fixed for measuring the
plaquette order parameter and energy density.
but the vector chirality correlations decay exponentially
on both sides. Calculations across the C/RVB bound-
aries elsewhere showed similar abrupt changes.
Finally, as mentioned earlier, T
(3)
4 gives the NN RVB
state that shows an algebraically decaying dimer corre-
lation and exponentially decaying spin correlation. The
criticality of the dimer correlation is unique to the T
(3)
4 ,
while the rest of the RVB region has exponentially de-
caying dimer correlation. In support of this claim we
present in Fig. 7 how the dimer correlations evolve in ap-
proaching the critical RVB state from the gapped RVB
state along the dashed line (3) in Fig. 5. Note that the
correlation length of dimer correlator increases rapidly in
approaching the NN RVB state.
Spin liquid phase of the spin-1 state is most often dis-
cussed in the context of the J1−J2 Hamiltonian,
H = J1
∑
〈i,j〉
~Si · ~Sj + J2
∑
〈〈i,j〉〉
~Si · ~Sj , (4.9)
with J1 > 0 and J2 > 0 for the nearest and the diag-
onal neighbor interactions, respectively. Earlier DMRG
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FIG. 7. Dimer correlation functions along the line (3) in
Fig. 5, where the legend specifies the parameters (θ, φ). The
linear system size was chosen to be Lx = Ly = 3Rij .
work of Jiang et al. found a paramagnetic phase around
J2 ≃ 0.54J1 and the energy per site E ≃ −1.46J1 [18].
We are curious to see if the spin-1 phase diagram we
constructed contains states that have competitive ener-
gies. To test this out we have employed the simplex al-
gorithm to find an energy minimum point in our param-
eter space for the J1 − J2 model on a 60 × 60 lattice
with J2 = 0.54J1. Energy-optimizing point was found
at (θ, φ) = (0.26π, 0.15π), where the energy per site
was E = −1.44J1, in close competition to the DMRG
value. Correlation function calculations were not car-
ried out in the DMRG work due to the limited system
size. Our result for the correlation function at the energy-
optimizing point indicates that the fully symmetric para-
magnet state could be a candidate ground state to the
nematic paramagnet found in the DMRG study.
C. Other states
Construction of the D = 4 symmetric spin-1 state
has so far been limited to the sub-Hilbert space in
which the quantum numbers characterizing the states
were (θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,+1).
Carrying out a similar analysis as before for another
symmetry class, in which (θC4 , θσ, χT , χσT , χθ=2π) =
(+1,−1,+1,+1,+1), gives the following three basis ten-
sors
[T
(1)
4 ]
p
lrud = C
1,n1
1,ml;1,mr
C1,n21,mu;1,mdC
1,n3
1,n1;1,n2
C0,01,mp;1,n3 ,
[T
(2)
4 ]
p
lrud = C
1,n1
1,ml;0,mr
C1,n20,mu;1,mdC
1,n3
1,n1;1,n2
C0,01,mp;1,n3 ,
[T
(3)
4 ]
p
lrud = C
1,n1
1,ml;1,mr
C1,n20,mu;1,mdC
1,n3
1,n1;1,n2
C0,01,mp;1,n3 ,
where T
(1)
4 = T
(11)
3 , T
(2)
4 = T
(2)
4 and T
(3)
4 is a new
tensor which can survive after symmetrization to have
(θC4 , θσ) = (+1,−1). Therefore, a general symmetric
tensor is given by
T4 = T
(1)
4 +
3∑
n=0
(C4)
n ◦
(
αT
(2)
4 + βT
(3)
4
)
, (4.10)
where α and β are arbitrary real numbers. This is the
extension of the gapped state built by T
(11)
3 since they
share the same quantum number. One can show that T(2)
and T(3) both have the emergent U(1) IGG. Numerics of
fidelity and correlation function calculations on a family
of states (4.10) might yield another sort of interesting
phase diagram.
We can also construct the symmetric PEPS’s with two
flavor of spin-1/2’s as mentioned earlier. Those states
should carry the quantum number θθ=2π = −1 which
can never be realized with integer virtual spins. It can-
not be confirmed before investigation, but there might be
a possibility to finding a better ansatz for J1−J2 Hamil-
tonian than the one found above. We may also expect
to discovering some exotic phases. But, we leave those
interesting subjects for the future work.
V. SUMMARY AND DISCUSSION
A systematic classification of symmetric tensor net-
work states respecting all the lattice symmetries of the
square lattice and two internal symmetries, time re-
versal and spin rotation, has been carried out in this
paper. We found that 25 distinct classes can exist,
each of them characterized by five binary quantum
numbers (θC4 , θσ, χT , χσT , χθ=2π). Also, essential con-
straints [Eq. (2.6)] on virtual Hilbert space were found to
build symmetric states. It was also shown that the in-
teger and half-integer spins cannot be accommodated on
the virtual legs simultaneously as long as the trivial IGG
is imposed.
We derived exemplary symmetric tensor states for
the bond dimensions D = 2, 3, 4. First, it
was proven that only one class characterized by
(θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,−1) can be
allowed with D = 2. This class is represented by a sin-
gle basis tensor T
(1,1)
2 , which is identical to the ansatz
proposed as a featureless spin-1 quantum paramagnet in
Ref. 22.
With D = 3, we are able to construct two dis-
tinct classes characterized by (θC4 , θσ, χT , χσT , χθ=2π) =
(+1,−1,+1,+1,+1) and (−1,−1,+1,+1,+1). By cal-
culating the spin, dimer and vector chirality correlations,
we were able to show that the θC4 = +1 state has all the
correlations decaying exponentially, and have the topo-
logical entanglement entropy nearly zero. This is a fully
gapped liquid state without topological order. The other
state with θC4 = −1 has critical correlations in both spin
and dimer channels.
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D (θC4 , θσ, χT , χσT , χθ=2pi) state 〈~Si · ~Si+xˆ〉 〈~Si · ~Si+xˆ+yˆ〉
2 (-1,-1,+1,+1,-1) gapped -0.4620 -0.1740
3 (+1,-1,+1,+1,+1) gapped -0.1545 -0.0313
3 (-1,-1,+1,+1,+1) gapless -0.3969 -0.1555
4 (-1,-1,+1,+1,+1) gapped -0.9105 +0.3545
TABLE II. Nearest-neighbor and diagonal bond strength av-
erages for the spin-1 PEPS. Numbers quoted for D = 4 are
from the optimized wave function at (θ, φ) = (0.26π, 0.15π).
Up to D = 3, only a single basis tensor could exist
for each class, representing a unique symmetric quan-
tum state for that set of symmetry quantum num-
bers. In the D = 4 construction, we were able to find
three independent basis tensors in the same class with
(θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,+1). Other
symmetry class showed a similar potential to host sev-
eral tensor states. Our findings imply that by increasing
the bond dimension one could construct a multitude of
quantum states sharing the same short range physics. By
taking linear combinations of the basis states and study-
ing their long-range behavior, i.e. correlation functions,
in the space of mixing parameters, one could construct
a “phase diagram” hosting a number of distinct phases
separated by quantum phase transitions. We were able to
carry out such a program explicitly through the adoption
of the fidelity idea. The phase diagram we worked out
in the (θC4 , θσ, χT , χσT , χθ=2π) = (−1,−1,+1,+1,+1)
space hosts three distinct phases: plaquette-ordered,
gapped RVB, and critical phase. Nature of the phase
diagram among the phases can be worked out employing
the conventional analysis of correlation functions. De-
spite the significant amount of numerical effort we in-
vested in working out the phase diagram, there remains
a challenging task of studying possible phase diagrams
and critical behavior in other symmetry sectors, which
we invite the readers to share.
The transition between the plaquette-ordered and the
gapped RVB phase is second-order according to our care-
ful numerical study. An earlier PEPS work looking at
the phase transition between the Neel-ordered phase and
the valence bond phase indicated the possibility of a de-
confined quantum critical point between them [43]. At
this point, we are not sure that the deconfined transition
scenario applies to the PO-RVB transition in our model
study. We do not have any reason to believe that the
RVB state will eventually Neel-order at distances much
longer than we were able to examine, and indeed all spin-
spin correlation functions were consistent with the expo-
nential decay. A transition out of the plaquette-ordered
phase may be driven by the proliferation of topological
defects, if one assumes that the scenario worked out for
the melting of valence bond order [44] should apply to
the melting of the plaquette order as well. At this point,
we are not certain that a well-defined field-theoretic de-
scription of the PO-RVB phase transition is available. If
so, it will be an exciting problem for the near future to
work out.
A potential use of the various wave functions we con-
structed is as variational wave functions of frustrated spin
Hamiltonian on a square lattice. As mentioned in the
previous section, the J1 − J2 spin Hamiltonian (4.9) is
believed to host QSL phase near J2 ≈ J1/2. The nearest
and the diagonal bond strengths calculated for each of
the tensor states we constructed are listed in Table II. It
was shown that a suitable mixture of D = 4 tensors can
generate a state with very competitive energy as the one
found in the DMRG study.
ACKNOWLEDGMENTS
The authors are indebted to Shenghan Jian and Ying
Ran for helpful discussions. Hyunyong Lee is supported
by the NRF grant (No.2015R1D1A1A01059296)
Appendix A: Classification on square lattice
We start with considering a symmetric PEPS where
site and bond tensors satisfy [11, 24]
T = ΘRWRR ◦T,
B =WRR ◦B, (A1)
whereT andB respectively denote site and bond tensors,
WR and Θ respectively indicate the gauge transformation
and overall U(1) phase factor associated with symmetry
operation R [11, 15].
Spatial symmetry of square lattice is fully defined by
4 generators: {T1, T2, C4, σ} corresponding translation
along x- and y-directions, π/2-rotation around the origin
site and reflection along y = x axis such that
T1 : (x, y, i)→ (x+ 1, y, i),
T2 : (x, y, i)→ (x, y + 1, i),
C4 : (x, y, i)→ (−y, x, iC4),
σ : (x, y, i)→ (y, x, iσ),
(A2)
where (x, y, i) denotes the leg index i = {l, r, u, d} of site
tensor at position (x, y) and
{lC4 , rC4 , uC4 , dC4} = {d, u, l, r},
{lσ, rσ, uσ, dσ} = {d, u, r, l} (A3)
Fig. 1 schematically depicts the action of each generator
on square lattice and site tensor. These four generators
completely define space group by the following commu-
tative relations
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T−12 T
−1
1 T2T1 = e,
C−14 T1C4T2 = e,
C−14 T2C4T
−1
1 = e,
(C4)
4 = e,
σ−1T−12 σT1 = e,
σ−1T−11 σT2 = e,
(σ)2 = e,
σ−1C4σC4 = e. (A4)
Since the time reversal (T ) and SU(2) spin rotation (Uθ~n)
commute with each other as well as all space symmetry
operations, one can consider the following relations
g−1T −1gT = e, ∀g = T1, T2, C4, σ,
g−1U−1θ~n gUθ~n = e, ∀g = T1, T2, C4, σ, T . (A5)
These commutative relations provide algebraic equations
of WR and ΘR associated with symmetry operation
R = {T1, T2, C4, σ, T , Uθ~n} [11]. By fixing gauge, one
can choose specific form of each gauge transformations
satisfying all the algebraic equations.
Let us consider the transformation rules generated by
the space group generators in Eq. (2.2). The relation
T−12 T
−1
1 T2T1 = e gives the following algebraic equa-
tion [11, 15]
W−1T2 (T2(x, y, i))W
−1
T1
(T1T2(x, y, i))
×WT2(T1T2(x, y, i))WT1(T1(x, y, i)) = χ12(x, y, i),
Θ∗T2(T2(x, y))Θ
∗
T1 (T1T2(x, y))
×ΘT2(T1T2(x, y))ΘT1(T1(x, y)) =
∏
i
χ∗12(x, y, i). (A6)
First, the gauge redundancy or V - and Φ-ambiguities [11]
can be used to fix WT2(x, y, i) and ΘT2(x, y) as follows
WT2(x, y, i)→ V (x, y, i)WT2 (x, y, i)V −1(T2(x, y, i)),
ΘT2(x, y)→ Φ(x, y)ΘT2(x, y)Φ∗(T2(x, y)), (A7)
and we choose WT2 (x, y, i) = I and ΘT2(x, y) = 1. Then,
in this gauge, it is easy to prove using Eq. (A1) that
the site tensor does not depend on y coordinate, i.e.
T(x, y, i) = T(x, 0, i). We can infer from the above gauge
transformation that the remaining V - and Φ-ambiguities
maintaining y-independent tensor network or WT2 = I
and ΘT2 = 1 should satisfy
V (x, y, i) = V (x, y + 1, i) = V (x, 0, i),
Φ(x, y) = Φ(x, y + 1) = Φ(x, 0), (A8)
Furthermore, εT1,2 -ambiguity, i.e. WT1,2 → εT1,2WT1,2 ,
allows us to choose χ12(x, y, i) as we like such that
χ12(x, y, i)→ ε∗T2(T2(x, y, i))ε∗T1(T1T2(x, y, i))
× εT2(T1T2(x, y, i))εT1(T1(x, y, i))χ12(x, y, i).
(A9)
For simplicity, we fix χ12(x, y, i) = 1, and then Eq. (A6)
can be recast as
WT1(x+1, y+1, i) =WT1 (x+1, y, i),
ΘT1(x+1, y+1) = ΘT1(x+1, y), (A10)
indicating WT1(x, y, i) = WT1(x, 0, i) and ΘT1(x, y) =
ΘT1(x, 0). Since the remaining V - and Φ-ambiguities are
also y-independent, we can use them to fix WT1(x, y, i)
and ΘT1(x, y) to be identity and unity, respectively, and
therefore
WT1,2 (x, y, i) = I, ΘT1,2 = 1. (A11)
Now, Eq. (A1) for T1 tells us that in this gauge the site
tensor is site-independent: T(x, y, i) = T(i). One can
also easily prove that the remaining V - and Φ-ambiguities
keeping the site-independence of PEPS(WT1,2 = I and
ΘT1,2 = 1) should be also site-independent: V (x, y, i) =
V (i) and Φ(x, y) = Φ.
Considering C−14 T1C4T2 = e and Eq. (A11), we would
obtain
W−1C4 (x, y, i)WC4(T
−1
1 (x, y, i)) = χ
(1)
TC4
(C−14 (x, y, i)),
Θ∗C4(x, y)ΘC4(T
−1
1 (x, y)) =
∏
i
[χ
(1)
TC4
(C−14 (x, y, i))]
∗.
(A12)
As done in Eq. (A9), we can fix χ
(1)
TC4
(x, y, i) = 1 using
the εC4-ambiguity (WC4 → εC4WC4), and then find from
Eq. (A12) that
WC4(x, y, i) =WC4(x−1, y, i) =WC4(0, y, i),
ΘC4(x, y) = ΘC4(x−1, y) = ΘC4(0, y). (A13)
Now, remaining εC4-ambiguity preserving χ
(1)
TC4
(x, y, i) =
1 should satisfy
εC4(x, y, i) = εC4(x−1, y, i) = εC4(0, y, i). (A14)
Similarly, inserting Eqs. (A11) and (A13) into an alge-
braic equation from C−14 T2C4T
−1
1 = e, we can find
W−1C4 (0, y, i)WC4(0, y−1, i) = χ
(2)
TC4
(C−14 (x, y, i)),
Θ∗C4(0, y)ΘC4(0, y−1) =
∏
i
[χ
(2)
TC4
(C−14 (x, y, i))]
∗.
(A15)
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Since LHS of the above equation does not depend on x-
coordinate, χ
(2)
TC4
(C−14 (x, y, i)) = χ
(2)
TC4
(C−14 (0, y, i))
and therefore we can use the remaining εC4-
ambiguity [Eq. (A14)] to fix χ
(2)
TC4
(C−14 (0, y, i)) = 1.
Now, Eq. (A15) read
WC4(0, y, i) =WC4(0, y−1, i) =WC4(0, 0, i) ≡ wC4(i),
ΘC4(0, y) = ΘC4(0, y−1) = ΘC4(0, 0) ≡ θC4(i). (A16)
Inserting Eq. (A13) into the above equation, we obtain
WC4(x, y, i) = wC4(i), ΘC4(x, y) = θC4(i), (A17)
leading the following equations from the group relation
(C4)
4 = e that
wC4(l)wC4(u)wC4(r)wC4 (d) = χC4(i),
(θC4)
4 =
∏
i
χ∗C4(i). (A18)
Since LHS of the fist equation in Eq. (A18) is indepen-
dent on leg index i, χC4(i) = χC4 is also leg indepen-
dent implying χC4 = ±1 by the definition of χ-group,
i.e. χC4(l) = χ
∗
C4
(r) = χ∗C4(l) = ±1, and therefore
θC4 = ±1, ±i from the second equation in Eq. (A18).
Now, let us use the remaining V -ambiguity
wC4(i)→ V (i)wC4(i)V −1(C−14 (i)), (A19)
and set wC4(r) = wC4(u) = wC4(d) = I and wC4(l) =
χC4I to satisfy Eq. (A18). Remaining V -ambiguity
should satisfy
V (i)V −1(C−14 (i)) = I,
and it indicates that only overall V -ambiguity is re-
mained: V (x, y, i) = V . In the gauge we chosen so far,
the gauge transformations associated with T1, T2, C4 are
WT1,2(x, y, i) = I, ΘT1,2(x, y) = 1,
WC4(x, y, i) = wC4(i), ΘC4(x, y) = θC4 , (A20)
where
wC4(l) = χC4I, wC4(r/u/d) = I, θC4 = ±1, ±i,
and χC4 = ±1.
Let us consider the reflection symmetry (σ). From the
group relation σ−1T−12 σT1 = e and Eq. (A20), we obtain
the following equation
W−1σ (x, y, i)Wσ(T2x, y, i) = χ
(1)
Tσ(σ
−1(x, y, i)),
Θ∗σ(x, y)Θσ(T2x, y) =
∏
i
[χ
(1)
Tσ(σ
−1(x, y, i))]∗. (A21)
Using the εσ-ambiguity to set χ
(1)
Tσ(x, y, i) = 1,
the remaining ambiguity should be y-independent:
εσ(x, y, i) = εσ(x, 0, i) (similar with Eq. (A14)). Then,
RHS’s of Eq. (A21) are 1 so that we can obtain
Wσ(x, y, i) =Wσ(x, 0, i), Θσ(x, y) = Θσ(x, 0).
(A22)
Taking into account Eq. (A20), the group relation
σ−1T−12 σT1 = e gives us
W−1σ (x, 0, i)Wσ(T1(x, 0, i)) = χ
(2)
Tσ(σ
−1(x, 0, i)),
Θ∗σ(x, 0)Θσ(T1(x, 0)) =
∏
i
[χ
(2)
Tσ(σ
−1(x, 0, i))]∗. (A23)
Since the remaining εσ is also y-independent, we can use
it to set χ
(2)
Tσ(σ
−1(x, 0, i)) = 1, and site-independent εσ-
ambiguity is remained: εσ(x, y, i) = εσ(0, 0, i). Conse-
quently, Eq. (A23) reads
Wσ(x, y, i) =Wσ(0, 0, i) ≡ wσ(i),
Θσ(x, y) = Θσ(0, 0) ≡ θσ. (A24)
From the group relation σ2 = e, constraints on wσ(i) and
θσ are given such that θσ = ±1 and
wσ(i)wσ(σ(i)) = χσ(i). (A25)
Multiplying w−1σ (i) from left and wσ(i) from right of
Eq. (A25) in sequence, we would obtain
wσ(σ(i))wσ(i) = χσ(i),
while acting σ on Eq. (A25) gives
wσ(σ(i))wσ(i) = χσ(σ(i)),
revealing χσ(σ(i)) = χσ(i). This allows us to use the re-
maining εσ-ambiguity [wσ(i) → εσ(i)wσ(i) in Eq. (A25)
]
χσ(i)→ εσ(i)εσ(σ(i))χσ(i),
and we set χσ(i) = 1 for all legs (i). Now, remaining
εσ-ambiguity should satisfy
εσ(d) = ε
∗(l) = εσ(r) = ε
∗
σ(u). (A26)
The group relation σ−1C4σC4 = e and Eq. (A20) would
give the following equations
w−1σ (σ(i))wC4 (σ(i))wσ(C
−1
4 σ(i))wC4 (C4(i)) = χC4σ(i),
(A27)
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and θ2C6 = 1 indicating that the group relation
σ−1C4σC4 = e reduces the degree of freedom of θC4 from
4 to 2, i.e. θC4 = ±1, ±i→ θC4 = ±1. Using the remain-
ing εσ-ambiguity in Eq. (A27), we would obtain
χC4σ(i)→ ε∗σ(σ(i))εσ(C4σ(i))χC4σ(i).
When i = l, the above equation gives
χC4σ(l)→ ε∗σ(d)εσ(r)χC4σ(l)
= εσ(l)εσ(r)χC4σ(l) = χC4σ(l),
where Eq. (A26) and the definition of χ-group are used
for the first and second equality, respectively. Above
equation implies that χσ(l) cannot be tuned by the εσ-
ambiguity. However, as for i = d, χσ(d) is transformed
as follows
χC4σ(d)→ ε∗σ(l)εσ(d)χC4σ(d) = (εσ(l))2χC4σ(l),
where Eq. (A26) is used for the equality, and we can tune
εσ(l) to set χC4σ(d) = 1. Similarly, we can set χC4σ(u) =
1, but χC4σ(r) can not be fixed by εσ-ambiguity. Now, we
define χC4σ(l) = χ
∗
C4σ
(r) ≡ χC4σ, and the remaining εσ-
ambiguity should satisfy εσ = ±1 to maintain χC4σ(u) =
χ∗C4σ(d) = 1. Let us see the constraint Eq. (A25) for each
legs
w−1σ (d)wC4 (d)wσ(l)wC4(d) = χC4σ(l)I = χC4σI,
w−1σ (l)wC4(l)wσ(u)wC4(r) = χC4σ(d) = I,
w−1σ (u)wC4(u)wσ(r)wC4 (u) = χC4σ(r)I = χ
∗
C4σI,
w−1σ (r)wC4 (r)wσ(d)wC4(l) = χC4σ(u) = I. (A28)
Acting C4 on the firs equation of Eq. (A28) and compar-
ing to the last equation of Eq. (A28), we find
w−1σ (r)wσ(d) = I = χ
∗
C4I,
and therefore χC4 = 1, the degree of freedom of χC4 is
reduced from 2 to 1: χC4 = ±1 → χC4 = 1. Simi-
larly, acting C4 on the second equation of Eq. (A28) and
comparing the first equation of Eq. (A28), we find
w−1σ (d)wσ(l) = χC4σI = χ
∗
C4σI,
and therefore χC4σ = 1. Inserting χC4 = χC4σ = 1 back
into Eqs. (A20) and (A28), we can summarize the gauge
transformation associated with the spatial symmetry op-
eration as follows:
WT1,2 (x, y, i) = I, ΘT1,2(x, y) = 1,
WC4(x, y, i) = I, ΘC4(x, y) = θC4 ,
Wσ(x, y, i) = wσ, Θσ(x, y) = θσ, (A29)
where
θC4 = ±1, θσ = ±1, (wσ)2 = I.
Let us take into account the time reversal symme-
try (T ). For the group relations T−11 T −1T1T = e and
T−12 T −1T2T = e, we can follow exactly the same proce-
dure for T−11 σ
−1T1σ = e and T
−1
2 σ
−1T2σ = e such that
in the gauge we chosen
WT (x, y, i) = wT (i), ΘT (x, y) = θT , (A30)
and the remaining εT -ambiguity should satisfy
εT (x, y, i) = εT (i). Taking into account Eqs. (A36),
(A30), from the group relation C−14 T −1C4T = e, we can
find
[w−1T (C4(i))]
∗w∗T (i) = χC4T (i),
and the remaining εT -ambiguity can be used to set
χC4T (i) = 1 implying that wT (i) does not depend on
the leg index anymore:
wT (i) = wT (C4(i)) = wT (l) ≡ wT .
Now, we used the remaining Φ-ambiguity to set
θT → ΦθT (T ◦ Φ∗) = Φ2θT = 1,
and therefore
WT (x, y, i) = wT , ΘT (x, y) = 1. (A31)
In the gauge we chosen so far, the group relations
σ−1T −1σT = e and T 2 = e gives us following constraints
w−1σ [w
−1
T ]
∗w∗σw
∗
T = χσT ,
wT w
∗
T = χT , (A32)
where χσT = ±1 and χT = ±1.
Finally, let us incorporate the SU(2) spin rotation sym-
metry. SinceWT1,2 ,WC4 are just identity [Eq. (A36)], the
group relations g−1U−1θ~n gUθ~n = e, where g = T1, T2, C4,
simply give
W−1θ (g(x, y, i))Wθ(x, y, i) = χgθ(x, y, i).
Here,Wθ is a gauge transformation associated with time-
reversal symmetry operation forming a SU(2) represen-
tation [14], and therefore LHS of above equation forms an
1D representation of SU(2) symmetry as RHS is able to
form only an 1D representation (U(1)). Due to the fact
that there is no non-trivial 1D representation of SU(2)
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symmetry, we can set χgθ(x, y, i) = 1 to be unity. Simi-
larly, the phase factor Θθ(x, y) associated withWθ should
form an 1D representation of SU(2) symmetry itself, and
therefore Θθ(x, y) = 1. Then, it is straightforward to
prove from above equation that Wθ is independent on
coordinate and leg index in the gauge we chosen, i.e.
Wθ(x, y, i) ≡ wθ. (A33)
Here, we consider a group relation U2π~n = e giving us a
relation
Wθ=2π(x, y, i) = wθ=2π = χθ=2π(x, y, i) = χθ=2π = ±1,
(A34)
where we use the fact that wθ is site and leg independent
[Eq. (A33)] for the last equality.
From the group relations σ−1U−1θ~n σUθ~n = e and
T −1U−1θ~n T Uθ~n = e, we obtain the following constraint
w−1σ w
−1
θ wσwθ = χσθ,
w−1T [w
−1
θ ]
∗[wT ]
∗[wθ]
∗ = χT θ,
where χσθ = ±1 and χT θ = ±1. Notice that wθ forms
a continuous group while both χσθ and χT θ have only
two discrete values, which seems impossible from above
equation and suggests that χσθ and χT θ should be fixed
to a proper value +1 or −1. When θ = 0 or Uθ=0 = I (no
spin rotation), wθ=0 must be identity, and therefore it is
easy to see χσθ=0 = +1 = χT θ=0 from above equation.
Consequently, we have to fix χσθ = +1 = χT θ for all θ,
and constraint above is recast as
w−1σ w
−1
θ wσwθ = I,
w−1T [w
−1
θ ]
∗[wT ]
∗[wθ]
∗ = I. (A35)
In summary,
WT1,2 (x, y, i) = I, ΘT1,2(x, y) = 1,
WC4(x, y, i) = I, ΘC4(x, y) = θC4 ,
Wσ(x, y, i) = wσ, Θσ(x, y) = θσ,
WT (x, y, i) = wT , ΘT (x, y) = 1,
Wθ(x, y, i) = wθ, Θθ(x, y) = 1, (A36)
where
θC4 = ±1, θσ = ±1, .
and constraints for unknown wg’s are
(wσ)
2 = I,
w−1σ w
−1
θ wσwθ = I,
w−1T [w
−1
θ ]
∗[wT ]
∗[wθ]
∗ = I.
Let us find specific form of the unknown wg’s. First,
we can use the remaining V -ambiguity [V (x, y, i) = V ] to
have
wθ~n =
M⊕
i=1
(
Idi ⊗ eiθ~n·~Si
)
, (A37)
where M is the number of different spins (~Si) living
on the virtual legs and di is the dimension of degen-
eracy flavor space implying that the bond dimension
is D =
∑M
i=1 di(2Si + 1). Notice that wθ~n is nothing
but the SU(2) spin rotation operator on virtual spins.
Here, Eq. (A34) gives us a constraint that we can as-
sign only integer (half-integer) spins on virtual legs for
χθ=2π = +1 (−1). Therefore, the mixture of half-integer
and integer spins on virtual legs immediately breaks
SU(2) spin rotation symmetry in the gauge we chosen.
Remaining V -ambiguity should leave wθ~n invariant, i.e.
V −1wθ~nV = wθ~n, and therefore
V =
M⊕
i=1
(
V˜i ⊗ I2Si+1
)
, (A38)
where Vi is a di-dimensional invertible matrix.
Next, the constraint w−1θ (w
−1
T )
∗w∗θw
∗
T = I can be re-
cast as wθwT = wT w
∗
θ , and it indicates that wT re-
verses spin as follows Sx → −Sx, Sy → Sy, Sz →
−Sz[Eq. (A37)]. Therefore, using the remaining V -
ambiguity, we can set wT as follows
wT =
M⊕
i=1
(
w˜iT ⊗ eiπSy
)
, (A39)
where w˜iT is a di-dimensional invertible matrix. Now, the
constraint wT w
∗
T = I is recast as
M⊕
i=1
[w˜iT (w˜
i
T )
∗]⊗ [eiπSyi e−i(πSyi )∗ ] = χT I,
where eiπS
y
i eiπS
y
i = χθ=2πI2Si+1, and therefore
w˜iT (w˜
i
T )
∗ = χT χθ=2πIdi to satisfy above equation. Phys-
ical meaning of wT w
∗
T is to act time-reversal operation
twice on Hilbert space of virtual leg. Similarly, w˜iT (w˜
i
T )
∗
reverses the time of degeneracy flavor space twice, and
therefore w˜iT (w˜
i
T )
∗ = +Idi (χθ=2π = χT ) means that
the degeneracy flavor space of virtual legs should be
Kramers singlet while Kramers double for w˜iT (w˜
i
T )
∗ =
−Idi (χθ=2π 6= χT ). Consequently, only 4 different types
of Hilbert space of virtual legs are allowed and it is sum-
marized in Table III. When the degeneracy flavor space is
Kramers singlet (χT = +1), by choosing proper basis we
can set w˜iT = Idi and the remaining V -ambiguity should
satisfy V˜i Idi (V˜
−1
i )
∗ = Idi such that V˜i is a real ma-
trix (V˜i = V˜
∗
i ). However, when Kramers doublet is con-
sidered as degeneracy flavor space (χT = −1), we should
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( χT , χθ=2pi) degeneracy flavor space ⊗ spin space
(+1,+1) Kramers singlet ⊗ integer spins
(+1,-1) Kramers singlet ⊗ half-integer spins
(-1,+1) Kramers doublet ⊗ integer spins
(-1,+1) Kramers doublet ⊗ half-integer spins
TABLE III. 4 different types of Hilbert space of virtual legs
in terms of (χT , χθ=2pi).
set w˜iT to be antisymmetric: w˜
i
T = Ωi = iσy ⊗ Idi/2.
In this case, the remaining V -ambiguity should satisfy
V˜i Ωi(V˜
−1
i )
∗ = Ωi.
In the same manner, using the constraint
w−1σ w
−1
θ wσwθ = I, we can set
wσ =
M⊕
i=1
(
w˜iσ ⊗ I2Si+1
)
, (A40)
where w˜iσ is a di-dimensional matrix satisfying a con-
dition (w˜iσ)
∗ = χσT w˜
i
σ followed from the constraint
w−1σ (w
−1
T )
∗w∗σw
∗
T = χσT I. Therefore, w˜
i
σ is a real matrix
for χσT = +1 while an imaginary matrix for χσT = −1.
Further, we can find (w˜iσ)
2 = Idi from the constraint
(wσ)
2 = I.
1. Constraints on bond tensor
In this subsection, we find some constraints on
bond tensor using the gauge transformations [Eqs. (A36),
(A37), (A39) and (A40) ] and some specific form of bond
tensor allowed in the gauge we chosen.
In symmetric PEPS, the bond tensor follows Eq. (A1)
for a given symmetry operation R. Acting inverse of R,
we have
R−1 ◦B = R−1WRR ◦B,
and its matrix representation is the following [11]
[B(R(x, y, i);R(x′, y′, i′))]αβ = [{W−1R (R(x, t, i))}t]αα′ [{W−1R (R(x′, t′, i′))}t]ββ′ [B(x, y, i;x′, y′, i′)]α′β′
= [W ∗R(R(x, t, i))]αα′ [B(x, y, i;x
′, y′, i′)]α′β′ [W
−1
R (R(x
′, t′, i′))]β′β , (A41)
where (x, y, i;x′, y′, i′) is the position of bond tensor con-
necting two legs i and i′, t denotes the transpose of ma-
trix, and we used the fact that all WR’s are unitary
in the second equality. First, using WT1,2 = WC4 = I,
we can find that the bond tensor is independent on the
site and leg indices: B(x, y, i;x′, y′, i′) = B. From the
spin rotation symmetry R = Uθ~n, we have the constraint
B = W ∗θBW
−1
θ . Its physical meaning is that action of
arbitrary spin rotation on Hilbert space of virtual spins
remains itself, which implies that bond tensor must be
spin singlet in the gauge we chosen. Therefore, we can
set the bond tensor as follows
B =
M⊕
i=1
(
B˜i ⊗Ki
)
, (A42)
where B˜i is a di-dimensional matrix characterizing the
degeneracy flavor space andKi is a (2Si+1)- dimensional
matrix standing for singlet state. In other words, Kˆi =
〈Si,mα;Si,mβ |(Ki)αβ is a singlet state:
〈Si,mα;Si,mβ|(Ki)αβ(Stoti )2 = 0,
where Stoti = Si⊗I+I⊗Si. The most general form of Ki
satisfying above equation can be obtained from Clebsch-
Gordan (CG) coefficients such that
(Ki)αβ =
√
2Si + 1C
0,0
Si,mα;Si,mβ
= (−1)Si−mαδmα,−mβ ,
(A43)
where C0,0Si,mα;Si,mβ is CG tensor for fusing two spins into
singlet, andmα = −Si+α−1 is the Sz quantum number.
From the time reversal symmetry R = T , we obtain
B
∗ =WT BW
t
T =
M⊕
i=1
{
[w˜iT B˜i(w˜
i
T )
t]⊗Ki
}
,
and therefore
B˜∗i = w˜
i
T B˜i(w˜
i
T )
t. (A44)
It can be easily shown that B˜i should be real matrix for
χT = +1 while B˜
∗
i = Ωi B˜i (Ωi)
t for χT = −1 using the
fact that w˜iT = Idi (Ωi) for χT = +1 (−1). In similar
way, we can find the last constraint on bond tensor from
the reflection symmetry:
B˜ = χσT w˜
i
σ B˜i w˜
i
σ. (A45)
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2. Constraints on site tensor
In the process of fixing gauge, we have already shown
that the site tensor is site-independent from the transla-
tional symmetry (T1,2).
Let us define the Hilbert space of site tensor (VT). It
can be obtained by tensor product of Hilbert spaces of
physical spin and virtual spins as follows
VT
∼= Vp ⊗ Vl ⊗ Vr ⊗ Vu ⊗ Vd
∼=
M⊕
il,··· ,id=1
(
Diliriuid ⊗ VS=0p,il,ir ,iu,id ⊗ VS=0
)
, (A46)
where p denotes the physical spin, Diliriuid denotes the
total degeneracy flavor space and VS=0iliriuid is the fusion
space describing how to fuse the physical and virtual
spins to construct singlet state. Considering SU(2) spin
rotation symmetry, general expression of the site tensor
can be set to be
T =
⊕
il,··· ,id,µ
(
T˜ µil,ir ,iu,id ⊗K
µ
p,il,ir,iu,id
)
, (A47)
where µ labels different way to fuse spins into singlet
state.
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