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Biological rhythms and their temporal organization are adaptive phenomena to periodic changes in environmental factors linked to the earth's rotation on its axis and around the sun. Experimental data from the plant and animal kingdoms have led to many models and concepts related to biological clocks that help describe and understand the mechanisms of these changes. Many of the prevailing concepts apply to all organisms, but most of the experimental data are insufficient to explain the dynamics of human biological clocks. This review presents phenomena that are mainly characteristic of-and unique to-human chronobiology, and which cannot be fully explained by concepts and models drawn from laboratory experiments. We deal with the functional advantages of the human temporal organization and the problem of desynchronization, with special reference to the period (τ) of the circadian rhythm and its interindividual and intraindividual variability. We describe the differences between right-and left-hand rhythms suggesting the existence of different biological clocks in the right and left cortices. Desynchronization of rhythms is rather frequent (one example is night shift workers). In some individuals, desynchronization causes no clinical symptoms and we propose the concept of "allochronism" to designate a variant of the human temporal organization with no pathological implications. We restrict the term "dyschronism" to changes or alterations in temporal organization associated with a set of symptoms similar to those observed in subjects intolerant to shift work, eg, persisting fatigue and mood and sleep alterations. Many diseases involve chronic deprivation of sleep at night and constitute conditions mimicking that of night shift workers who are intolerant to desynchronization. We also present a genetic model (the dian-circadian model) to explain interindividual differences in the period of biological rhythms in certain conditions.
temporal order are products of the interaction between endogenous (genetically controlled) oscillators and the phases (synchronizing, entraining) of external cues.
Features of biological rhythm
The parameters of a biological rhythm are as follows [1] [2] [3] [4] [5] [6] :
• The period τ (τ≈24 h in circadian rhythm; and τ<20 h in ultradian rhythm).
• The acrophase (Φ, the peak time of the rhythm). This parameter usually includes a phase reference within the time axis of the rhythm (eg, for the circadian rhythm the acrophase relates to a phase reference like midnight, local time, or mid-sleep).
• The amplitude (A), the peak-to-trough difference.
• The mean level, or mesor (M). Rhythms that follow a cosine curve can be characterized by all four of these parameters, and rhythms that do not follow cosine shape are mostly characterized by M and τ. The majority of the rhythms studied in nature, and especially in humans, exhibit circadian periodicity, and this review will focus mainly on these (though most of discussions herein also apply to rhythms with other periodicities). Circadian rhythms have the following properties [1] [2] [3] [4] [5] [6] [7] [8] :
• They have a genetic origin.
• They are controlled by biological clocks (or oscillators or circadian pacemakers).
• The biological clocks are reset (Φ) and calibrated (τ=24 h) by environmental signals that also have τ=24 h, such as dawn/dusk (photic signals), activity/rest, or noise/silence (nonphotic signals). These periodic environmental factors are called synchronizers, 9 zeitgebers, 10 or entraining agents. 7 The range of period entrainment of circadian rhythms by the zeitgebers may vary between τ=20 h and τ=28 h.
• There is a general ubiquity 7, 8 of the properties of the biological rhythms quoted above, from unicellular eukaryotes 8, 11, 12 to humans. 2, 5, 13 However, some variability exists and some differences can be observed among plants, 12 animals, 13 strains of the same species, 14 and even different human individuals. 5, 13, 15, 16 The master clock versus temporal organization
In recent years, a large amount of information has accumulated about the genetic, molecular, physiological, and environmental induction of biological rhythms and about how they function in various genera and species. Due to the variety and variability of this vast literature, it is no longer an easy task to review concepts in human biological rhythms. We will first try to present the reasons for this difficulty. Two schools of thoughts coexist in chronobiology. One considers that the study of biological rhythms must involve an analytical approach to phenomena and confine itself to reductionism. 17 A relatively simple molecular genetic model is proposed, [18] [19] [20] as is the existence of one domineering master clock (the suprachiasmatic nucleus [SCN] in mammals and certain species of birds) that controls almost all rhythmic functions. 21, 22 Consequently, most studies of the circadian system focused on the recording of one overt rhythm (eg, activity/rest), especially in rodent animal models, such as hamsters, rats, and mice. 18, 19 Although this school of thought has recently recognized the existence of peripheral pacemakers and oscillators, they are placed in a lower hierarchical level than the master clock. The other school of thought favors a holistic perspective and considers that the studied subject (ie, man) as a whole is engulfed by normal habitat and time cues. 4, 5, [23] [24] [25] [26] Both the living organism and the rhythmic and nonrhythmic changes in its environmental factors are taken into account.Thus, a whole range of biological clocks-and not just one-play a role, as well as a rather large set of genes, many with pleiotropic effects, 16, 27 rather than just a few. [18] [19] [20] Another important point about this approach is the emphasis on temporal organization, [4] [5] [6] [7] [23] [24] [25] [26] 28 rather than the study of one or two rhythms. For an organisms synchronized with τ=24 h, the study will document a set of biological variables each characterized by its specific Φ (Figure 1) . 26 A review of the literature shows that even unicellular eukaryote organisms such as Acetabularia (an algae) and Euglena (a protist), which possess no nervous or endocrine systems, contain a population of oscillators and a temporal structure can be demonstrated. [8] [9] [10] [11] Terms such as temporal organization, temporal structure, temporal order, and time structure are synonymous. Various models have been proposed to better understand the "hierarchy" and the "coupling" between oscillators and/or biological clock systems. 13, 22, 23 We propose that these two schools of thoughts are complementary rather than exclusive, but it is clear that an accurate and objective definition is far from easy to make. Another difficulty resides in the fact that some authors recommend avoiding investigations on human subjects, since they believe that humans can only produce "sloppy" rhythms. 29 It should be noted that this statement was made without providing a definition of human rhythm sloppiness.This appears to come from the idea that many of the studies carried out 20 years ago were investigations on mammalian rhythms conducted on laboratory hamsters, rats, and mice, for which the prominent synchronizer is light/dark (L:D) alternation. In these species, a photic signal of few lux is powerful enough to synchronize rhythms, which should be compared with the 2500 lux (bright light) needed to synchronize human rhythms. 13, 30, 31 Recent studies show that even human rhythms can be entrained by low intensity light. 32 Another example that illustrates the confusion in defining a concept due to a focus on the rhythm of one variable rather than on the temporal order is the following. In the 1970s, most sleep studies were extensively carried on cats, using electroencephalography (EEG). It was shown that most individuals of this species are frequent sleepers, with a polyphasic rhythmicity. According to Jouvet, 33 no more than 30% of cats exhibit a sleep/wake rhythm with τ=24 h. As a result, it was believed by some authors that cat is a species that does not possess a circadian organization-an idea that was a source of conflict between sleep and biological rhythm specialists. However, cats exhibit circadian rhythms in their feeding behavior and activity/rest rhythm. 34, 35 It proved difficult to bridge the gap between those involved in sleep research in cats and those studying circadian rhythms in laboratory rodents. 33 The final source of misunderstanding in concept definition relates to the fact that the meaning of a given term evolves as time passes. Let us take the term chronobiotic as an example. 25, 26, [36] [37] [38] Simpson et al 36 hypothesized that a drug might be able to phase shift all circadian rhythms by resetting their respective Φs. In fact, there is still no such wonderdrug. 37, 38 Thereafter, the meaning of the term chronobiotic was restricted to a drug able to phase shift or reset one 39 or a limited number 25, 26 of rhythms. The latter demonstrates once again the importance of studying systems or temporal order rather than just one rhythm. Considering the above examples, the definitions and concepts presented in this paper have been updated with reference to the recent state of art.
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Temporal organization
Temporal organization refers to the sequential array of rhythms of various variables, each with a specific phase on the time axis. An examination of the array provides information about the phase relationship between the rhythms, but does not show whether there is a causal interaction between them. One example is body temperature rhythm and paradoxical sleep (PS) or rapid eye movement (REM) rhythm. In humans, a physiological trough in temperature coincides in time with the longest episodes of PS. 40, 41 Animal experiments have demonstrated that hypothermia influences PS. 42 Thus, while a phase relationship between the two rhythms does not in itself imply a causal relationship, the physiological interaction between the two variables raises the strong possi-S t a t e o f t h e a r t 330 mREN-2) ). The transgenic rats developed hypertension and their blood pressure, renin, and aldosterone rhythms were phase shifted with regard to the heart rate rhythm, in comparison to the normal temporal organization control of SD rats. 43 This indicates that a physiological function, eg, cardiovascular function, involves a set of rhythms, some of which are independent of each other and some of which exhibit strong interactions (or coupling). Consequently, temporal organization should generally be regarded as a multifactor rhythm system.
The functional advantage of human temporal organization
We have seen that the sequential array of rhythms over 24 h constructs temporal organization. The rhythm phase of each variable can be identified by location of its Φ. Another characteristic of rhythm is the ratio A/M, which indicates the strength of the rhythm to shifting signals. Thus, to examine the question of whether temporal organization is structured to endow the organism with a functional advantage, three parameters must be assessed: Ticher et al 24 conducted such a study by computing these parameters for 168 circadian rhythms of diurnally active (7 AM ±30 min to 11 PM ±60 min) young human subjects. The analysis showed that the distribution of the Φs over 24 h exhibits a strong time dependence (Figure 2 ). The Φs are unevenly distributed over 24 h and no Φ was detected between 5 AM and 7 AM. This time zone corresponds to the overall greatest vulnerability of the human organism, eg, the circadian Φ of the human mortality rhythm, including all-cause mortality. 25, 26, 44 The number of Φs per hour was then clustered according to function. Seven groups were formed • 37 physiological rhythms (body temperature, blood pressure, bronchial patency, etc).
• 32 rhythms for cognitive function.
• 27 rhythms for endocrine function.
• 14 rhythms for metabolites.
• 25 rhythms for organic molecules.
• 18 rhythms for cellular components.
• 15 rhythms for enzymatic activity. A correlation matrix of the pattern of distribution of the Φs between each of the 7 groups served as a basis for cluster analysis. The greater the coefficient r, the stronger the similarity in the distribution of the Φs. An dendrogram (H in Figure 2 ) can be constructed to visualize the similiarities. The level of correlation is shown by the distance between each group. It can be seen that the correlation is very strong between physiological variables and cognitive function rhythms with Φs clustering in the late afternoon. The correlation between cognitive function and hormone rhythms remains strong. Organic and inorganic substance rhythms exhibit rather strong similarities with Φs clustering around 1 PM. Rhythms in cellular features and enzymatic activities also show a rather strong similarity with a cluster around midnight. The time distribution of A/M ratio also exhibited a significant time dependence with modes: at preawaking time; postawaking time and morning meal; time of midday meal; time of evening meal; and around midnight (time of falling asleep). This suggests that "stronger" rhythms are clustered around the times where the human is confronted with the domineering exogenous signals. These types of analyses enable us to explore the possible adaptive value of the human temporal organization, which allows variables of each function to reach their peak time in phase with predictable environmental changes, such as night and day, in alternation with other synchronizing signals.
Concepts in human biological rhythms -Reinberg and Ashkenazi Dialogues in Clinical Neuroscience
The synchronization of human circadian rhythms
The major environmental signals that trigger biological clocks in most animals in nature and in laboratory rodents are related to the L:D alternation and photic signals. 7, 13, 21 Human circadian rhythms can also be synchronized by photic signals, 30, 31, 45, 46 but are mainly determined by social signals, like those involving the senses of sight, sound, smell, or touch (or even other signals like roosters, which signaled the beginning of daily activity in the time before clocks). 47 The importance of nonphotic signals can be demonstrated by free-running experiments, in which a group of subjects is isolated from known time clues and cues. When each subject is isolated separately from the others, the circadian rhythm τ differs from 24 h, and it differs also from subject to subject (range 24.3 to 25.4 h). 5, 13, 48 In group isolation, the rhythm τ (eg, sleep/wake) differs from 24 h, but is identical for all the subjects in the group (eg, τ=24.8 h), 49, 50 ie, social interaction synchronizes the rhythms of subjects living closely in a group. Another nonphotic signal that triggers circadian rhythms, including those of human subjects, is physical activity. [51] [52] [53] For example, nocturnal activity (15 min/h on ergometric bicycle) induced a phase shift of body temperature rhythms in two-thirds of subjects. 51 In crewmembers of a transmeridian flight, diurnal outdoor exercise speeds up the resynchronization of the urinary 17-hydroxycorticosteroid circadian rhythm, compared with those without exercise.
52
Masking effects
The advantage of a rhythm with the shape of a cosine function was discussed above. However, the patterns of many circadian rhythms deviate from that of an optimal cosine function. In many cases, a secondary peak or shoulder is observed in the 24-h pattern. This shoulder may indicate the presence of additional period component (eg, with τ<20 h), and the rhythm may be defined as a compound rhythm. However, the change may be due to masking effect. Masking is the result of a direct influence of one variable on another, or a direct influence of an external stimulus on a variable, without reference to a rhythmic process. 48 In natural settings and habitual life conditions, the body temperature rhythm curve is trapezoidal rather than close to a cosine curve. Mills et al 53 and
Czeisler and Wright 46 proposed a constant routine protocol, where the masking influences of ambient light, temperature, noise, food consumption, and activity level are carefully controlled. Subjects stayed awake in recliners for 24 to 48 h in dim light. In this condition, the unmasked rhythms of, for example, body temperature, exhibited a curve close to a cosine function. This type of experiment suggests that, in the real world, masking effects may alter the curve of many circadian rhythms. However, it should be noted that the constant routine protocol, which involves sleep deprivation, might alter the circadian period of a set of variables and its adequacy for this study will be discussed in another section of this paper.
Quantification of rhythm parameters with special reference to τ
In circadian rhythm studies, the critical parameter to be quantified is τ. In most investigations, it is assumed that τ=24 h (as a mean) when subjects are synchronized with a diurnal activity and nocturnal rest with stable and regular times (eg, awakening [lights on] at 7 AM and retiring [lights off] at 11 PM). Using this procedure, a set of rhythms can be documented in subjects with a sampling interval of, for example, 4 h over a 24-or 48-h period. Using this transverse sampling, other circadian parameters can be computed, such as Φ, A, and 24-h M, provided the parameters exhibit statistically significant rhythms. However, with a transverse sampling of this kind, 24-h rhythm is computed, but not the circadian τ. This can only be obtained by longitudinal sampling over at least 7 days. With these requirements, inter-and intraindividual changes can be taken into account, which is mandatory to document human rhythms in certain circumstances. Prominent τ with the largest A, as well as other periods (with lower As) are quantified from time series by relevant methods including power spectra. 5, 6, 16, 26, 28, 44 The precise quantification of τ is critical to problems such as one versus several biological clocks, as well as few versus many clock genes.
One versus several biological clocks in primates
Experiments in rodents yielded a widely accepted model for the control of biological rhythms. According to this model, the SCN functions as a master (central) clock
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from which slave (peripheral) clocks, or subordinate structures, receive their rhythm characteristics such as the circadian τ, A, and Φ. 13, 18, 21, 22, 54 According to Moore and Silver 22 : "... all of the available data support the view that the SCN is the circadian pacemaker responsible for providing a temporal organization of behavioral, physiological, and endocrine functions. As pacemaker, the SCN sets the phase of oscillators of many physiological and endocrine rhythms in the body." Transplantation of SCN in hamster tau mutants was associated with a rhythm of activity with the same τ as the donor rather than the host. 55 Genetic and molecular studies in rodents support this model. 18, 22, 56, 57 
Is this model valid for other mammalian species?
In longitudinal studies, Jouvet et al 42 assessed hourly the distribution of PS in cats kept in isolation chambers under continuous light (L:L). Under these conditions, a robust circadian rhythm of PS was detected in all normal cats, and in 4 out of 6 pontine cats (where all neural structures rostral to the pons were removed), as well as in cats without SCN or without hypothalamus. This result is evidence for the presence of a multioscillatory circadian system in this species. The squirrel monkey, a primate, has a prominent and stable body temperature circadian rhythm. 13 After total bilateral SCN lesions, feeding and drinking behaviors lose their circadian rhythms, but the rhythm in body temperature was found to persist when studied over 1 year postlesion. 13 Presumably, in primates, there are other biological clocks outside the SCN, which are responsible for generating a rhythm for temperature, and other variables, such as cortisol rhythms in the rhesus monkey. 58 There is no doubt that the SCN plays an important role because it is the only anatomical structure in which a circadian pacemaker has been identified and it is reset by photic triggers. However, it seems that in cats and primates (and presumably in many other species), other major pacemakers are present.
Desynchronization of human circadian rhythms
Aschoff and Wever recorded rhythms in human subjects individually isolated from known zeitgebers in long-term (>3 weeks) longitudinal experiments. 48, 59 They observed that, after a fortnight, 28% of women and 23% of men, exhibited τ ≅25 h for body temperature rhythm and τ=13 to 36 h for sleep/wake rhythm. Thus, the phase relation between rhythms was distorted compared with the structure of the normal temporal order in the isolated state. On this basis, it was suggested that the two documented rhythms were driven by different biological clocks, a phenomenon called internal desynchronization. 60 External desynchronization corresponds to a condition in which the phase relation of rhythms are changed by manipulating external synchronizers. This category refers, for example, to a phase shift of at least 5 h due to transmeridian flight or shift work (even if the rhythm τ was not changed) and/or an induced change in τ, becoming longer or shorter than 24 h. The term desynchronization was used thereafter, to report the experimental fact that, for a set of variables, the (endogenous) circadian τs can differ from one another and from 24 h in the same subject during longitudinal studies, even in the presence of natural zeitgebers. This was documented for circadian rhythms such as activity/rest, body temperature, heart rate, grip strength of both hands, and cognitive performance. 48, [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] The τ of the circadian rhythm for hand grip strength may even differ between the right and left hands, as well as from 24 h. This was documented in a set of studies involving both Caucasian and Asian shift workers, 63, 68, 70 healthy volunteers involved in placebo studies, 64 geographers sojourning in the high Arctic summer, 65 and saber fencers of the French Olympic team. 66 Apart from the night shifts (about 4 nights out of 20) of shift workers, 63, 68, 70 all subjects were synchronized with diurnal activity and nocturnal rest. Test times were similar for both hands, eg, 4 to 6 times a day during a 8-to 21-day span. With regard to the grip strength circadian rhythm, 67 healthy adult males and 24 adult women were investigated. The circadian τ of the dominant hand (DH) differed from 24 h and/or from that of the other hand in 49.2% of male subjects (33/67) and 50% of female subjects (12/24). The circadian period of the nondominant hand (NDH) differed from 24 h and/or from that of the DH in 62.6% of male subjects (33/67) and 62.5% of female subjects (15/24) . It should be stressed that the activity/rest rhythm τ, which is presumably controlled by the SCN, was equal to 24 h in 95.6% of the subjects (87/91) involved in the studies. The finding of a circadian τ that differs among investigated physiological variables has been confirmed by Motohashi, 67, 68 in a Japanese population and by Chandrawanshi and Pati, 69 in an Indian population.
Thus, generalization of the laboratory rodent model to human beings is inadequate, and the hypothesis has to be modified by stating that: apart from the SCN or in addition to it, circadian rhythms of the human organism may be driven by several clocks, which may differ from each other in their respective τ values.
63-69
Functional circadian clocks in the human cortex
One avenue to explore to help understand multibiological clock systems is the difference in the τs for the circadian rhythms of the DH and NDH.The term functional is used here because these clocks do not necessarily have an elective anatomical location, though they are undoubtedly controlled by brain activity. It has been suggested that each of the brain cortex hemispheres has its own biological clock, and differences in the τ of grip strength rhythm may be used to explore the presence of these different clocks.
Longitudinal circadian rhythms in reaction time (RT) to light and other signals were documented in two studies, to test the hypothesis that the prominent rhythm τ varies between the DH and the NDH when performing tasks of different complexity. These studies were carried in close cooperation between workers 71 at Tel Aviv University and a group investigators 72 at the Fondation Adolphe de Rothschild in Paris. The French study 72 assessed performance of easy single reaction time (SRT) tests involving a series of 32 yellow light signals following simple and nonvarying instructions; it also assessed the performance of a complex and difficult task, a choice reaction time (CRT) test, involving a series of 96 yellow, red, or green signals following different instructions from test to test, including which hand to use. The Israeli study 71 explored DH and NDH RTs of men with an aviation background who were expert in the use of the pilot evaluation system, a flight simulator designed as a modern cockpit with "hands on throttle and stick" instrumentation to test performance under 7 scenarios of varying levels of complexity, from easy to very difficult. Despite differences in methods, subjects, and data gathering, the two studies yielded similar results. When the task is easy (ie, SRT), the prominent period RT rhythm has τ=24 h for both DH and NDH. When the task is complex and tricky (ie, CRT), the DH maintains a prominent τ=24 h in performance, while the NDH shows a prominent rhythm with τ ≠24 h, eg, τ=8 h, 6 h, or 12 h. These findings suggest that:
• Biological clocks are present in right and left hemispheres of the human cortices. • Functional differences in prominent performance rhythm are task-load-related, and the NDH side is more sensitive than the DH. The aim of another study 73 was to assess the influence of age and gender on the difference in τ for RT of the DH and NDH, in comparison to the grip strength rhythm. Healthy subjects of both genders were involved (9 adolescents [10 to 16 years old] and 15 adults [18 to 67 years old]).They were active between 8 AM ±1 h and 11 PM ±1 h; wrist actigraphs were used to assess the activity/rest rhythm, as well as sleep logs. Data were gathered longitudinally at home and work four to seven times daily for 11 to 20 days. In almost all cases, a 24-h sleep/wake rhythm was detected. For the SRT in adults, a prominent τ=24 h was documented for both DH and NDH, whereas for the CRT a prominent τ=24 h was detected for DH, but τ<24 h for the NDH. This phenomenon was not genderrelated, but was age-related since it was seldom observed in adolescent subjects. Hand-side differences in grip strength rhythms in the same individuals were detected: τ was ultradian rather than circadian in adolescent subjects, while τ frequently differed from that of the rhythm in CRT in mature subjects. These findings further support the hypothesis that functional biological clocks with varying periodicities exist in the left and the right hemispheres of the human cortex.
Allochronism versus dyschronism
There is evidence of interest in human biological rhythms and their implications for health and disease in ancient Chinese cultures, since the time of the mythical emperor Chennong (3000 to 4000 years ago). Sickness was related to an alteration of the yin-yang cycles, ie, when they are not in harmony with those of the universe. 47 In 1797, Lavoisier and Seguin 74 were the first to report a rhythm of "about 24 h" in human body weight. They were so impressed by the regularity of this cyclic phenomenon that they suggested an association of circadian rhythm alterations with states of pain and disease. However, the question of how to handle our biological rhythms to live to a ripe old age and in good health remains unanswered. 75 As stated in the introduction, the stable structure of temporal order is highly advantageous for the organism. We have also presented evidence [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] that desynchonization
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of a set of human circadian rhythms is rather frequent. Does this mean that a subject with an alteration of temporal organization is a sick (or potentially a sick) person? In the late 1970s, the answer to this question would have been "yes" because the prevailing assumption at that time was that irregularity in a rhythm and/or changes in the temporal organization corresponded to a pathological state, or at least to "... a statistically significant higher (P<0.05) chance of progression toward overt disease." 76 The values of the computed rhythm parameters were averaged from population studies without focusing on interindividual variability. Dyschronism, a term coined by Halberg et al 76 was defined as a "time structure (including rhythm) alteration associated with demonstrable physical, physiological, or mental deficit, if not disease." The definition also states: "Dyschronism is not necessarily a determinant of overt or occult disease." To illustrate this definition, one can regard the clinical intolerance to shift work as dyschronism, from the point of view of medical chronobiology. 77, 78 Intolerance to shift work was defined by the following symptoms 63, 78, 79 :
• Sleep alterations, like poor sleep quality, difficulty falling asleep when retiring, frequent awakenings.
• Persistent fatigue that does not disappear after sleep, weekends, days off, and vacations.
• Changes in behavior, consisting of unusual irritability, tantrums, malaise, and feeling of inadequate performance.
• Digestive problems (which seem to be less frequent than 20 years ago).
• The regular use of sleeping pills (barbiturates, benzodiazepines, phenothiazines, tranquillizers, antidepressants, etc), especially when sleep cannot be controlled or even improved by these medications or others. Sleep alterations, persistent fatigue, and regular use of sleeping pills (an almost pathognomonic indicator of intolerance to shift work) are present in any intolerant subject. The intensity and number of symptoms vary from subject to subject. The occurrence of intolerance to shift work unrelated to age, duration of shift work, type of industry, or type of rotation, including night work. This battery of symptoms was used to clinically validate intolerance to shift work in a set of prospective studies involving more than 140 shift workers. 63, 67, 68, [77] [78] [79] A good tolerance amounted to 56% and poor tolerance to 46% of this population. Dyschronism has been documented in male shift workers (age range: 25-58 years) in various types of industry (oil refinery, steel industry, chemical engineering). Four groups were considered: 9 former nontolerant shift workers with diurnal work resumed for at least 18 months; 14 shift workers with good tolerance; 17 shift workers with poor and very poor tolerance (for the latter, symptoms were so severe that a clinical decision was made to transfer them from shift work). For at least 15 days, including 1 or 2 night shifts, circadian rhythms of sleep/wake, oral temperature, and grip strength of both hands were selfrecorded 4 to 5 times per 24 h during the activity span. Prominent circadian τs were plotted in hours (Figure 3 ) with regard to both variables and tolerance to shift work. 63 The τ of the sleep/wake rhythm (not shown) was 24 h for 38 out of 40 subjects. For the group as a whole, only one variable, oral temperature, yielded statistically significant (P<0.029) probability that desynchronization from 24 h is related to intolerance to shift work. With regard to interindividual differences, it is clear that desynchronization is frequent and associated with symptoms quoted above in subjects intolerant to shift work, while desynchronization can be present without clinical complaint in tolerant or former shift workers. In many healthy subjects, one or several desynchronized circadian rhythms can be seen (eg, body temperature, grip strength of both hands, or heart rate) without any decrease in performance or any symptom of shift work intolerance or affective disorder. 62, [64] [65] [66] 78 With the acquisition of new experimental data, it is becoming clear that time-structure variability (presumably genetically controlled) is very common, as are environmentally induced changes without clinical symptoms. The general practitioner may be bewildered by the inherited variability, the flexibility of the system, and the changes induced.We should therefore distinguish between a normal variability from abnormal (pathological) changes of the temporal organization. In order to achieve this, at least from a conceptual point of view, the idea of allochronism versus dyschronism was introduced. 26 We assigned the term allochronism (allo = different) to designate a variant form of alteration in the human temporal organization with no pathological implications. We restrict the term dyschronism (dys = alteration, perturbation) to changes or alterations in the temporal organization associated with a set of symptoms similar to those observed in subjects intolerant to shift work. Terms like dyschronsis, dyschrony, jet lag, and jet lag syndrome have been used to name transient subjective phenomena that may follow transmeridian flights, 38, 80, 81 in which the primary consequence of these time zone changes is fatigue. 82 The major effect of a transmeridian flight (>5 time zones) is a Φ shift (phase shift) for the circadian rhythm of most variables. 5, 6, 13, 25, 44, 78, 80 The speed (or duration) of adjustment varies among the variables for a given individual, as well among individuals for a given variable. This phenomenon is named transient desynchronization, since in most subjects the changes in the temporal organization will disappear as the subject becomes adjusted to the new local time. Transient desynchronization occurs in all subjects. However, some passengers-about 50% according to Winget et al 80 -suffer from the so-called jet lag symptoms until their adjustment is achieved. Using shift work and jet lag as our experimental models, we focused on the zeitgeber manipulations mainly involved in allochronism and dyschronism. However, other factors are capable of inducing allochronism with a change in the temporal organization without manipulation of zeitgebers. This is the case for age (eg, newborns or the elderly), work load, complexity of task, unusual environment, odd psychological conditions such as that of placebo effect, 64 and intake of certain drugs (eg, lithium, β-blockers, or oral contraceptives). 25, 26, 37, 83 We do not yet have a practical diagnostic tool to distinguish between allochronism and dyschronism. There is no doubt that such a tool would be extremely valuable for assigning people to various work tasks and conditions. Dyschronism cannot be applied to all cases in which there is a change in the temporal order, but to individuals who complain of persisting fatigue, sleep, and mood disorders (and other related clinical symptoms); who take sleeping pills or other medications; in whom no direct clinical cause can be documented; and in whom desyn-S t a t e o f t h e a r t Figure 3 . Prominent circadian period τ resulting from power spectra analyses of longitudinal time series for 39 subjects. Prominent τs for all of the variables and subjects were plotted for each of the four groups and their tolerance to shift work. Gray circles, oral temperature; blue triangles, right-hand grip strength; gray triangles, left-hand grip strength. chronization of rhythms can be observed. Furthermore, the critical indicative parameter is a change in τ (changes in other rhythm parameters are secondary).
Clinical conditions that mimick those of dyschronism in shift workers
In many diseases and syndromes, patients may be chronically deprived of night sleep. This may be because the patient's condition prevents sleep, rather than because of a sleep disorder per se. 40, 84 As even one or two sleepdeprived nights may deeply alter rhythms in body temperature, heart rate, self-rated vigilance, and mood in healthy young subjects, 85 this chronically induced sleep deprivation mimics that which occurs in a night worker. In clinical practice, chronic deprivation of night sleep is a rather frequent condition and, as in the case of nontolerant shift workers, it may lead to dyschronism. Using actigraphic recordings, it is possible to evaluate sleep deprivation related to various conditions, for example, sleep deprivation due to pain. 86, 87 Nocturnal exacerbation of pain is rather frequent in rheumatology and there are large interindividual differences. [87] [88] [89] Following oral or head/neck surgery, changes in temporal organization were also observed associated with restless and/or fragmented sleep. 90 Likewise, in cancer patients, Mormont et al 91 showed that nocturnal sleep disruption is associated with statistically significant alteration in rhythms of melatonin, cortisol, and circulating lymphocytes. Although the conventional explanations for the observed alterations are the effects of factors like tumor type or growth rate, or the toxic effects of chemotherapy, the alteration of temporal order due to deprivation of night sleep should not be excluded in this condition. Thus, dyschronism may be involved in a rather large variety of circumstances, including chronic pain syndrome, nocturnal asthma, persisting anxiety and stress, prostate adenoma, or fibroma with nocturnal urinary voiding.
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Affective disorders and dyschronism
Possible interference and interactions between psychiatric disorders and biological rhythms have been discussed widely. [92] [93] [94] [95] Special attention has been paid to affective disorders, for which the occurrence of phase shifts or drifts in some circadian rhythms (though not always linked to changes in the circadian τ) have been reported.
The aim was to clarify to what extent rhythm alteration participates in the psychiatric problem. It has been hypothesized that depression occurs when circadian oscillators are phase advanced relative to environmental zeitgebers. [92] [93] [94] If this is correct, depression may occur when certain Φs are phase shifted with respect to one another, as is the case during shift work. In this approach, emphasis is placed upon Φ shifts or drifts in one or several variables, namely phase instability. Changes in rhythm τ and period instability have also been considered. Pflug 96 documented alteration in τ for body temperature rhythm of depressed patients. Likewise, Bicakova-Rocher et al 97 recorded the body temperature of patients hospitalized for major affective disorders for several days and found that in half of the cases that the temperature τ was shorter than 24 h, while the sleep/wake rhythm τ remained at 24 h. Moreover, improvement in these patients (treated by antidepressant or electroshock therapy) was associated with the reoccurrence of a body temperature rhythm with τ=24 h. However, not all cases of affective disorders can be classified as dyschronism, because, unlike the intolerance to shift work, which is always accompanied by changes in rhythm τ, in depression (even major affective disorder), only half of all patients present a change in temperature τ. 97 Furthermore, in shift workers, dyschronism disappears (both the symptoms and the desynchronization) when the subject returns to regular lifestyle, and medications are ineffective in the treatment of intolerance to shift work. We can thus conclude that there is a strong link between changes in rhythm τ values and clinical symptoms in dyschronism, whereas such a link is not present or else very weak in depressive states and can be evidenced in only a fraction of cases. Consequently, depression and dyschronism presumably represent two different nosological entities.
Putative mechanisms involved in allochronism and dyschronism
In a discussion on depression, Kripke 95, 98 raised the idea that it is the individual sensitivity to desynchronization, rather than the desynchronization itself, that tips the scale between the occurrence and nonoccurrence of clinical symptoms. This idea can be extended to interindividual differences in the occurrence of symptoms resulting from intolerance to jet lag, shift work, and disease-related chronic deprivation of night sleep. Temporal organization variability has been known for many years. Its association with clinical and pathological conditions has also been documented. However, there has been no attempt to array the temporal organization variants and, consequently, no experimental data are available with regard to the mechanisms that underlie this variability. We will offer here some hypotheses and models for possible putative mechanisms involved in allochronism (temporal organization variants without clinical symptoms) and dyschronism (temporal organization variants with clinical symptoms).
Hypothesis
A rather large variety of environmental factors serve as signals that may affect the human temporal organization. Let us assume that two groups, A and B, are exposed to any of these signals. In group A, no changes in the time structure are detected (nonreactors), while in group B, changes are detected (reactors). Group B can then divided to two subgroups: group B1, in whom no clinical symptoms or complaints are encountered; and group B2, in whom clinical symptoms and complaints are found.According to our terminology, group B1 should be categorized as having allochronism and group B2 dyschronism. The presence of interindividual variability (with genderrelated differences) and variability in the propensity of human subjects to exhibit a change (even temporary, ie, reversible), 48, 64 suggests the involvement of genetic factors. However, while the mere presence of variability can be explained by simple models of genetic polymorphism, more complicated control mechanisms are needed to explain why some people are more prone to change their temporal organization than others, even if natural zeitgebers are present, and suggest how these changes can be reversed.
Temporal organization variability: a genetic model for allochronism
While evaluating the effects of external signals, some authors forwarded the idea that certain zeitgebers are strong, while others are weak. 13, 48 We propose that reference to the strength or weakness of a zeitgeber will not relate to the environmental signal itself, but to the susceptibility of the subject to that zeitgeber. These differences in the level of susceptibility should be channeled to describe differences among the internal oscillators that govern the biological clocks. Hence, strong (stable) oscillators will be defined as those less prone to be affected by changes in external signals, and weak (fragile) oscillators as those which can more readily be affected by any change in external signals. Our proposal gauges the strength of an oscillator by its capacity to maintain τ=24 h when exposed to many challenging circumstances. As an example of a strong oscillator, we would like to suggest the sleep/wake oscillator. This suggestion is based on the fact that, in our time series analyses, the τ of this rhythm seldom differed from 24 h. Body temperature rhythm can serve as an example of a weak oscillator since documentation has revealed that its τ frequently differs from 24 h. 63, 64, 67, 70, 85, 99, 100 S t a t e o f t h e a r t Figure 4 . Periods of oral temperature rhythm: frequency distribution in Caucasian-French (CF) and Asiatic-Japanese (AJ) subjects. The CF distribution includes the τ frequency distribution of 78 individuals was extracted from data of Ashkenazi et al. 16 In both CF and AJ populations, the 0.8 h deviation unit was found to reach a higher degree of statistical significance, with P<0.02 to P<0.0004 according to tests. However, within one population, there are interindividual differences with regard to the susceptibility levels of the same oscillator. It seems that the strength or weakness of oscillators does not exhibit a fixed level, but rather a range of levels.To find an explanation for this polymorphic phenomenon, we analyzed individual time series for 69 male Caucasian-French (CF) shift workers 16 and 42 male AsianJapanese (AJ) shift workers. 67, 68 In 30% of both populations, a change in temporal organization between sleep/wake and oral temperature rhythms was observed. The τ of the sleep/wake rhythm seldom differed from 24 h (in only 4 subjects of the AJ group and none of the CF group), while in 30% of both populations the τ of the temperature rhythm exhibited deviation from 24 h, which arrayed as a symmetrical distribution around the 24-h value (Figure 4) . In both groups, the interval of the deviations from the predominantly 24-h level clustered in multiples of +0.8 h and -0. Figure 4 ). The analyses of these findings resulted in the dian-circadian model, which integrates the function of a constitutive (essential) gene that produces an exact τ=24 h (the dian domain) with a set of polygenes, the alleles of which can add or subtract identical time entities (n[0.8 h]) to the 24-h period. 16 Such an assembly of genes creates periods ranging from 20 to 28 h in the circadian domain. Further elaboration of this genetic model suggests that these polygenes are usually repressed when natural zeitgebers are present. Induction of these genes will occur under conditions that distort or weaken the perception of the zeitgeber signals. The system will not behave like a "flip-flop" control, but the intensity of its output will depend on the individually related strength of zeitgebers (eg, the time taken for a susceptible individual to exhibit a change in temporal organization in a given situation).This model allows "free running" to be seen as a special case in which the entities of 0.8 h (or multiplications thereof) are always induced. This model differs from conventional models based on attributing changes in τ to the effects of a single mutation. Although the possible presence of a multiple allele system can explain the range of deviation, it will still not be adequate to explain the change and restoration of the period. The polygene system with the inducible-repressible modification seems more appropriate to account for the various changes and dynamics found in rhythm periods. It is interesting to note that a year after the dian-circadian genetic model was presented, similar thoughts were also presented for rhythm behavior in another species. Emery et al 27 were examining a 24-h true-breeding strain of Drosophila melanogaster and reported that "period, phase, definition [the degree to which a rhythmic signal is obscured by noise], and rhythm waveform were all found to vary continuously among the strains, although within each strain the rhythm phenotype was remarkably consistent." This continuous variation contrasts with the discrete period of the mutant phenotype reported by Konopka and Benzer. 101 This is not cited to compare the results of the two studies in humans 16 and Drosophila, 27 but to stress that even in Drosophila the oversimplified genetic model does not fit well with the natural genetic variability of the circadian system of this insect species. The advantages of the dian-circadian model reside in:
• Providing a better understanding of observed phenomena related to changes in temporal organization and interindividual differences, as well as the effects of jet lag and shift work.
• Consideration of the fact that the characteristics of circadian rhythms cannot be reduced to the presence of only one phenotype, but instead relate to predictable phenotypic variability (polymorphisms).
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Conclusion
The present review did not attempt to cover all the concepts-established or contradictory-that prevail in chronobiology. Its aim was to present phenomena that are mainly characteristic and unique to human chronobiology and which cannot be fully explained by concepts and model drawn from laboratory experiments with plants, insects, and rodents. Attention was given to nonphotic signals that play a major role in affecting human biological rhythms, and the range of interindividual variability (with an attempt to offer a genetic model). Special emphasis was placed on distinguishing between states of human health and disease that are connected to changes in temporal organization, and a conceptual classification was suggested for these situations. ❏ 
