An exact solution for the evolution of linearized perturbations of azimuthal wavenumber one on inviscid vortices was previously discovered for nondivergent vorticity dynamics on an f plane. The longtime asymptotics for this exact solution have been shown to allow an algebraic instability with unbounded growth even in the absence of exponentially growing modes. The necessary requirement for this instability is that there exist a local maximum in the basic-state angular velocity other than at the center of circulation. Hurricanes are naturally occurring examples of such vortices, due to the relatively calm eye and intense vorticity in the eyewall region. In this paper, the dynamics of this algebraic instability are studied in the context of the near-core dynamics of hurricanes.
Introduction
Unsteady, asymmetric processes near and within the cores of tropical cyclones is a topic of increasing meteorological and geophysical interest. The growth of disturbances associated with barotropic and baroclinic instability of the symmetric hurricane vortex has been argued as a cause for such phenomena as polygonal eyewalls, the formation of mesocyclones, and possibly even supercells in and near hurricane eyewalls (Schubert et al. 1999) . The axisymmetrization of potential vorticity (PV) anomalies introduced by episodic convection appears to be a viable mechanism for tropical cyclogenesis (Montgomery and Enagonio 1998) and intensification (Möller and Montgomery 1999) . Vortex-Rossby waves generated by these PV anomalies redistribute angular momentum and vorticity near and within the core and are believed to play an important role in the dynamics of near-core spiral bands (Guinn and Schubert 1993; Montgomery and Kallenbach 1997) . Perhaps most intriguing is the possibility that asymmetric processes might play a role in the sudden intensity changes that are problematic for forecasters. While the magnitude of vorticity in inner-core asymmetries may often exceed the modest values that limited observations have indicated (see, e.g., Shapiro and Montgomery 1993; Reasor et al. 2000) , the linearized dynamics of such asymmetries is without question a useful starting point in the study of tropical cyclone dynamics.
Working in the context of plasma physics, Smith and Rosenbluth (1990) (hereafter SR90) discovered an exact, closed-form solution, in term of quadratures, describing the evolution of linearized, azimuthal wavenumber one disturbances on inviscid, two-dimensional vortices. While it is known that all two-dimensional, inviscid vortices on an f plane are stable to exponentially growing disturbances of azimuthal wavenumber one (Reznik and Dewar 1994, appendix) 
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onstrated that the longtime asymptotic behavior of their exact solution could exhibit linear growth in energy. The necessary and sufficient requirement for secular growth in this solution is the existence of at least one local maximum in the angular velocity of the basic-state swirling flow other than at the circulation center. A related asymptotic result for zero total circulation vortices in unbounded domains was found by Llewellyn .
While the details of the SR90 solution will be described in the next section, we briefly describe here some of its salient features. First, the instability is inherently local to the core of the vortex, in that the linear growth will not be excited unless the initial perturbation has nonzero vorticity inside the vortex core. Second, the long-term solution may be written as the sum of three parts: a growing part that is very much like a normal (discrete) mode in that its structure does not change in time and it rotates at a constant angular velocity; a residual part whose amplitude decays with time; and an excitation of a neutral mode that represents a displacement of the entire vortex. A remarkable feature of the solution is that in the absence of the decaying residuals, the modal part of the solution cannot grow and rather will remain constant in amplitude. We will show that these decaying residuals are in fact vortex-Rossby waves that are trapped in the core of the vortex by the angular velocity maximum, and that it is the continuous interaction with these waves, via the basic-state vorticity gradient, that excites the growth of the modal part of the solution.
In section 2 we will review the SR90 solution and show how some of its essential properties can be deduced. In section 3 we introduce two basic-state vortices with azimuthal velocity profiles similar to those of tropical storms and hurricanes. Section 4 will demonstrate the appearance and dynamics of the instability by numerically integrating the perturbation vorticity equation. Section 5 elucidates the physical mechanism of the instability and the long-term growth in energy. Section 6 then employs a fully nonlinear model of the two-dimensional flow to examine the life cycle of the instability, from linear growth to the formation of secondary instabilities and smaller-scale vortices in the eyewall region of the vortex. Section 7 presents conclusions and discusses applications of the current findings to tropical cyclone dynamics.
A closed-form solution for wavenumber one disturbances
We now summarize the derivation of the SR90 solution and discuss its important features. The analysis that follows applies to the two-dimensional dynamics of incompressible, inviscid vortices on an f plane. The starting point is the equation for the linearized dynamics of vertical vorticity perturbations of azimuthal wavenumber one on a circular basic-state vortex, ‫ץ‬ ‫ץ‬ 1 ϩ i⍀ ϩ u ϭ 0, (2.1) 1 1 ‫ץ‬t ‫ץ‬r where 1 is the complex representation of the perturbation vorticity that varies in r and t, u 1 is the associated perturbation radial velocity (also a complex function of r and t), ⍀ is the angular velocity of the basic-state vortex, and is the basic-state vorticity. Equation (2.1) may be written solely in terms of the perturbation streamfunction 1 : where the 1 (r, 0) denotes the initial perturbation vorticity. SR90 were able to explicitly integrate (2.6) and invert the Laplace transform, yielding the streamfunction in closed form 1 :
where R is the radius of the outer boundary of the domain, and the impact of the initial condition is captured in the function
Using (2.3) provides the perturbation vorticity:
At long times, the integrals in (2.7) and (2.9) are dom-
inated by the contributions from any stationary points where ‫ץ‬⍀/‫ץ‬r ϭ 0, and also by a contribution from the upper limit. For the particular case where there is a single angular velocity maximum at r ϭ r j , SR90 used the method of stationary phase to deduce the following longtime behavior of the solution:
ϩ O(t ), and (2.10)
where H is the Heaviside step function, ⍀Љ(r j ) is the second derivative of the angular velocity at the location of the angular velocity maximum, ⍀Ј(R) is the first derivative of the basic-state angular velocity at the outer boundary, and the remaining terms in the solution decay as t Ϫ1/2 . For purposes of discussion, let us define
and rewrite (2.10) and (2.11) as Let us examine (2.15) and (2.16) to consider some of the properties of the algebraic instability. For long times, the streamfunction and vorticity amplitudes increase as t 1/2 , such that the perturbation kinetic energy grows linearly with time. Furthermore, the rate of the energy growth is proportional to both ␣ 2 and ␤ 2 , which indicate the impact of the initial conditions and the shape of the angular velocity maximum, respectively, in determining the rate of the long-term energy growth. Note also that according to (2.12) there must be initial perturbation vorticity inside the angular velocity maximum in order for growth to occur.
The perturbation vorticity and streamfunction fields can be divided into three parts, the first of which is a growing perturbation similar to a normal mode in that it has a fixed structure and rotates at a constant angular velocity. Hereafter, we will refer to this growing part of the solution as the ''modal'' part. For the perturbation vorticity, this constant structure is exactly proportional to the basic-state radial vorticity gradient up to the location of the angular velocity maximum. For the perturbation streamfunction, the modal part is proportional to the radius times the difference between the maximum angular velocity and the local angular velocity, again up to the location of the angular velocity maximum.
The second term in the asymptotic solution represents a neutral mode that rotates with a constant angular frequency equal to the angular velocity at the outer boundary. The perturbation vorticity for this disturbance is exactly proportional to the basic-state vorticity gradient of the flow. For the case of an unbounded domain in which the angular velocity vanishes at infinity, this neutral mode is stationary in time. A steady neutral mode of this type was first found by Michaelke and Timme (1967) (see also Gent and McWilliams 1986) , and in the case with an unbounded domain it simply represents a linear displacement of the vortex. For this reason such a disturbance is sometimes referred to in the literature as the ''pseudomode.'' When the domain is finite, the mode interacts with the outer boundary such that it rotates at a constant frequency.
Since h(R) ϳ 1/R 3 , one may be tempted to think that the excitation of the pseudomode, as measured by ␥, will be zero in an unbounded domain. For vortices with a finite circulation, however, the angular velocity in the far field has the form ⍀ ϳ ⌫/2r 2 , where ⌫ is the total circulation of the vortex. Thus as R increases the parameter ␥ instead approaches a constant:
As it turns out, the SR90 longtime asymptotic solution breaks down in the case where the vortex has zero total
circulation. This case has been studied by Llewellyn , 3 where an instability results whose amplitude grows as t/lnt. Note also that (2.17) indicates that initial conditions may be chosen that do not excite the pseudomode.
At this point, little can be said about the structure of the decaying parts of the solution. However, due to a remarkable feature of the solution, we can draw a preliminary conclusion that these residual terms are essential to the dynamics of the instability. If a perturbation whose radial structure exactly matches the modal (growing) part of the long-term solution is used as an initial condition, no instability will occur! This is because, for 
where the second equality is found from writing the vorticity in terms of the angular velocity, and the last equality comes from the definition of r j . In fact, this is true for any perturbation that is exactly proportional to the basic-state vorticity gradient between r ϭ 0 and r ϭ r j since the initial vorticity beyond r j is irrelevant in the determination of ␣. Since the modal part of the solution will not grow by itself, we can only conclude that the residual terms must also play a role in the algebraic instability. This may also be inferred from the fact that a solution growing as t 1/2 cannot identically satisfy the vorticity equation (2.2). The pseudomode part of the solution cannot fulfill this role since it exactly solves the vorticity equation.
In the following sections, we will use numerical simulations to study the appearance and evolution of the algebraic instability under various conditions and to deduce the mechanism for the longtime growth of the perturbations.
Basic-state vortex profiles
The key element necessary for long-term algebraic growth is the existence of a maximum in the angular velocity profile other than at the axis. Tropical cyclones are naturally occuring examples of such vortices, due to the relatively calm eye at the center of the storm and the annulus of high vorticity around the eye caused by frictional convergence and vortex stretching in the eyewall. For this study we construct two azimuthal velocity profiles, one that is meant to be representative of a marginal tropical storm, and the other of a mature hurricane. In a manner similar to the method of Schubert et al. (1999) , these velocity profiles are created from three regions of constant, positive vorticity surrounded by an unbounded region of zero vorticity. The three regions are smoothly connected to each other with cubic Hermite polynomials, that is,
where S(x) ϭ 1 Ϫ 3x 2 ϩ 2x 3 is the cubic Hermite polynomial that satisfies S(0) ϭ 1, S(1) ϭ 0, and SЈ(0) ϭ 3 The instability in this case is associated with the point at infinity, rather than with an interior extremum of ⍀. The physical mechanism of the instability is thought to be similar to the SR90 instability, but a detailed analysis awaits future work. In the case where both a local angular velocity maximum exists and the vortex has zero circulation, both instabilities should come into play simultaneously. Section 2h confirmes this prediction with a zero-circulation vortex that appears to exhibit both instability mechanisms.
SЈ(1) ϭ 0. Our choices for i , r i , and d i for the two cases are listed in Table 1 . These vorticity profiles and their associated velocity, angular velocity, and vorticity gradient profiles are shown in Figs. 1 and 2 . The tropical storm profile has a maximum wind speed V max ϭ 20.4 m s Ϫ1 , which occurs at a radius of maximum wind (RMW) of 52 km. The hurricane profile has V max ϭ 45.2 m s Ϫ1 at RMW ϭ 33 km. The most important distinction between the two profiles is the substantially larger vorticity in the eyewall (maximum vorticity) region in the hurricane case, which also results in a much larger peak in angular velocity. Using the stability analyses for vor- tices with stair-step vorticity profiles of Schubert et al. (1999) as a guide, both vortices have been carefully constructed to be stable in the inviscid limit to exponentially growing disturbances for all azimuthal wavenumbers.
Appearance and evolution of the algebraic instability

a. The perturbation vorticity equation and its numerical integration
The linearized f -plane dynamics of asymmetric vorticity perturbations of azimuthal wavenumber n on a two-dimensional vortex may be expressed with the single equation
where n (r, t) and u n (r, t) are complex-valued functions of r and t whose real parts represent the perturbation vorticity and perturbation radial velocity, respectively. The right-hand side represents the effects of dissipation when the kinematic viscosity v is not zero. In this study we restrict our analyses to cases with n ϭ 1 only, although our method generalizes to all azimuthal wavenumbers. The third term on the left-hand side of (4.1) requires evaluation of the perturbation radial velocity from the perturbation vorticity; this can be accomplished by inverting for the streamfunction n with the use of a Green function, that is,
and G n (r, ) is the Green function for the inversion of the Laplacian in cylindrical coordinates for azimuthal wavenumber n, and we assume the domain is restricted to a circle with radius R. The boundary conditions on the perturbation velocities are such that the asymmetric flow be finite at r ϭ 0 and there be no flow through the outer boundary; this requires
These boundary conditions are satisfied with the following Green function (Carr and Williams 1989) :
The method for numerical integration and analysis of (4.1) is identical to that used by Nolan and Farrell (1999) . The radially varying functions are converted into discrete vectors representing the data from r ϭ ⌬r to r ϭ R Ϫ ⌬r on grid points evenly spaced ⌬r apart. Except where noted, all the calculations presented here use a domain size R ϭ 200 km and a grid spacing ⌬r ϭ 0.25 km. Equation (4.1) is then expressed as a linear dynamical system
n n ‫ץ‬t which we then integrate with a Crank-Nicholson scheme (see, e.g., Press et al. 1992) . When the viscosity is nonzero, an additional boundary condition must be incorporated into the vorticity equation; under these circumstances we use
Regularity of the solution at the axis requires the vorticity be zero there; the outer boundary condition is chosen for convenience.
b. Initial conditions and their evolution
We consider the evolution of wavenumber one perturbations on both the tropical storm and hurricane vortices. In both cases, we use as initial conditions a Gaussian vorticity anomaly centered in the middle of the eyewall region, and localized within it:
where r eye ϭ (r 1 ϩ r 2 )/2 is the center of the eyewall region, w eye ϭ r 2 Ϫ r 1 is the width of the eyewall region, and the initial amplitude of the perturbation is 10% of the local basic-state flow vorticity A ϭ 0.1(r eye ). following simulations were performed with zero viscosity. For long times, the absence of viscosity is problematic: as the vorticity perturbations are sheared by the mean flow, their spiral structures will eventually become underresolved in the radial direction-this is essentially an aliasing problem. This occurrence can be identified by spurious oscillations in the perturbation energy. Furthermore, the time until the resolution becomes inadequate can be estimated (Smith and Montgomery 1995, appendix) :
which is 32 h for our hurricane simulations and 406 h for our tropical cyclone simulations. While some of the hurricane results presented here did extend beyond this time limit, the energy oscillations indicative of underresolution were not observed in those cases. The time step for all simulations was 100 s.
The initial conditions and early evolution of the perturbation in the tropical storm case are shown in Figs. 3 and 4. At t ϭ 2 h, we observe an important feature of the evolution. While the initial perturbation has been advected around the vortex by the basic-state flow, the interaction of the perturbation velocities with the basicstate vorticity gradient has created two new vorticity anomalies, each associated with the peaks in the basicstate vorticity gradient at r ϭ 10 km and r ϭ 50 km (see Fig. 1 ). At later times the perturbation vorticity becomes dominated by the anomalies at these radii. This is due to the rise of the modal part of the asymptotic solution, which is exactly proportional to the vorticity gradient up to the location of the angular velocity maximum r j ϭ 37.5 km. Figure 5 shows the perturbation kinetic energy as a function of time for 2 days of integration in the tropical storm case. In the early stages the perturbation kinetic energy oscillates about its initial value, but at approximately 15 h it begins to increase steadily, modulated by an oscillation with a period of approximately 4.5 h. This oscillation period is close to the vortex rotation time (defined at the RWM) of 3.9 h, and it is caused by the periodic phase coherence of the modal (growing) part of the solution and the pseudomode. After 1 day the mean energy growth becomes approximately linear in time.
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Figures 6 and 7 show the evolution of the wavenumber one perturbation in the hurricane case. The evolution is essentially similar, but one can see that the modal part of the solution amplifies much faster in this case and is already dominating the perturbation vorticity field by t ϭ 2 h. At t ϭ 12 h and t ϭ 24 h the solution is clearly dominated by the modal part of the asymptotic solution and appears to have achieved a nearly steady structure that rotates about the vortex center and increases in amplitude. The perturbation kinetic energy, shown in Fig. 8 , goes through a period of rapid transient growth, and then settles into a linear growth pattern. The linear growth rate appears to increase slightly around t ϭ 1 day; however, this is due to a decreased growth rate from 12 h Յ t Յ 24 h caused by a rebound from the large transient growth at earlier times. The energy is again modulated by the interaction between the growing mode and the pseudomode, whose period of 1.2 h is nearly equal to the vortex circulation time of 1.18 h.
In both cases one might be concerned about the impact of the solid-wall boundary condition at r ϭ 200 km. Simulations with larger domains produced nearly identical results. As an additional check, it is possible to integrate (4.7) as if there were no boundaries at all while still using a finite numerical domain. This is described in the appendix, where it is shown that the rate of longtime energy growth is nearly identical in an infinite domain.
Except where noted, for the remainder of the paper we will use the results from the hurricane vortex for our analysis.
c. Evolution of special initial conditions
The analysis in section 2 discussed how the solution depends on the initial conditions. In particular, we made
Evolution of the wavenumber one perturbation in the tropical storm case: (a) initial perturbation vorticity, (b) initial perturbation streamfunction, (c) vorticity at t ϭ 2 h, (d) streamfunction at t ϭ 2 h. Distances are in km, and contour intervals are indicated at the top of each plot.
the following three claims: 1) if there is no initial perturbation vorticity inside the angular velocity maximum, there will be no long-term growth; 2) if the initial perturbation vorticity is exactly equal to the modal part of the solution, there will be no long-term growth; and 3) one can choose the initial conditions so as not to excite the pseudomode.
We verify these three claims via numerical simulation. Figure 9 shows the kinetic energy as a function of time for initial conditions corresponding to the three cases. The dashed line shows the energy for an initial condition that is identical to that used above, except that the initial vorticity is centered at 80 km instead of at r eye . This initial condition excites a perturbation vorticity anomaly in the vortex core, and as the initial and newly induced anomalies are advected in and out of phase with each other, their mutual interaction results in a periodic rise and fall of the perturbation kinetic energy. However, as the perturbations are sheared apart, the transient growth and decay fades and we are left with a nearly constant perturbation energy. The dash-dot line shows the kinetic energy for a perturbation that is exactly proportional to the modal part of the SR90 solution. As expected, it shows no growth and in fact is nearly constant in time (small oscillations in the energy, which are due to discretization errors, are not visible in the figure). The solid VOLUME 57
As in the previous figure: (a) vorticity at t ϭ 12 h, (b) streamfunction at t ϭ 12 h, (c) vorticity at t ϭ 24 h, (d) streamfunction at t ϭ 24 h.
line shows the energy for an initial condition that has been specially constructed so as not to excite the pseudomode. This was done by using an initial condition that is the sum of the original initial condition (4.9), plus an identical Guassian perturbation centered at r ϭ 50 km, but opposite in sign, with its amplitude chosen so that its contribution to h(R) exactly cancels the contribution from the inner perturbation, such that h(R) ϭ 0. The early, small-amplitude oscillations in the energy are caused by the interactions of the inner and outer vorticity anomalies, but after 12 h this interaction decays as the outer anomaly is progressively sheared to smaller radial scales. By construction, ␣ is the same for this case as in the original initial condition, so that we obtain the same linear growth rate for long times as before.
d. Comparison with the Smith and Rosenbluth solution
In this section we will show to what extent the evolution of the perturbations for short and intermediate times matches the asymptotic solution. As previously observed, the solution is dominated by the modal part after a relatively short period of time. To demonstrate this, we show in r for the numerical solution, and for the modal part of the asymptotic solution whose maximum amplitude has been matched to that of the numerical solution. In the region with positive vorticity gradient, the structure of the vorticity and the modal solution match almost perfectly. The outer peak associated with the negative vorticity gradient is also present in the numerical solution, although it is not nearly as sharp; as time evolves, it does become higher and sharper and slowly becomes more and more like the modal part of the asymptotic solution.
The spatial variations beyond the outer peak suggest a possible wavelike structure to the residual part of the vorticity field. To see this more clearly, we show in Fig.  11 contours of the modal part and residual parts of the vorticity in the plane. The residuals appear as a collection of spiral structures, which are sheared locally by the radial variation of the angular velocity of the basicstate flow, both inside and outside the outer peak shown in Fig. 10 , which coincides with the angular velocity maximum. Outside this radius, the vorticity perturbations are sheared over so as to appear as trailing spirals relative to the rotation of the vortex. Inside the angular velocity maximum, the perturbations are sheared in the other direction, so as to appear as leading spirals, although they are in fact being symmetrized by the differential rotation of the basic-state angular velocity.
To what extent do the numerical results match the predictions of the asymptotic solution? To answer this question we compared the kinetic energy for both the tropical storm and hurricane cases to the kinetic energy associated with the growing (modal) part of the asymptotic solution. This required numerical computation of ␣ [(2.12)] and ␤ [(2.13)] for the basic-state flow and initial conditions. The former was computed with an iterative trapezoidal integration algorithm and the latter was computed with finite differences. The results are shown in Fig. 12 , where we show the normalized kinetic energy as a function of time over 4 days of integration for both the hurricane case and the tropical storm case, and their asymptotic counterparts. While the agreement in each case is not as close as one might hope, the slopes are certainly comparable. Between t ϭ 72 and t ϭ 96 h, the asymptotic solution overestimates the energy growth rate by just 3.6% in the hurricane case and underestimates growth rate by 31% in the tropical storm case. This may be due to the slower development in the tropical storm case, such that the numerical solution may not have arrived at the purely linear growth regime predicted by the asymptotics.
We can also check to what extent the modal and residual parts of the solution grow and decay, respectively, like t 1/2 . For this analysis, we used the special initial condition described in the previous section that has the excitation of the pseudomode removed, since the persistence of the pseudomode prevented us from observing the decay of the residuals. At each time step, we subtract out from the perturbation vorticity a function that has the same structure as the modal part of the asymptotic solution, but with a complex amplitude factor such that it matches the numerical solution exactly at the location of the vorticity maximum near r ϭ 8 km (see Fig. 10 ). 4 We treat what is left behind as the residual part of the solution. We have then plotted in Fig. 13 the maximum amplitude of the streamfunction associated with these two parts of the solution as a function of time on a log-log graph, along with reference curves for t 1/2 and t Ϫ1/2 . After 72 h, the growth rate of the modal part matches t 1/2 quite well. The residuals go through considerable modulations due to the existence of the external vorticity anomaly that was used to elimimate the pseudomode; as these modulation decay, we do see a long-term decay that is similar to, but not exactly parallel to, the t Ϫ1/2 curve. The reasons for this discrepancy are not clear, as simulations with higher spatial and temporal resolution, and also with a fourth-order Runge-Kutta integration scheme, gave nearly identical results. 5 4 We also tested an alternative method for subtracting out the modal part that found a complex factor that minimized the total squared difference between the modal part and the full solution. The results were similar.
5 There is also another minor discrepancy between our results and the SR90 solution. While we have shown that amplitude of the streamfunction associated with the residual part of the solution is decaying, the amplitude of the residual vorticity (not shown) is not. In fact, it increases slowly with time, due to the interaction of the residual streamfunction field with the basic-state vorticity gradient. This is not inconsistent with decaying streamfunction because as the residual vorticity perturbations are sheared to smaller radial scales by the basic-state flow, their associated streamfunction field can decay even while their maximum vorticity is increasing. Examination of SR90 suggests their conclusion that the residual vorticity decays as t Ϫ1/2 was simply an assumption based on the (correct) t Ϫ1/2 decay rate of the streamfunction. This does not appear to be the case. 
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e. The residuals as vortex-Rossby waves
In the presence of a basic-state vorticity gradient, asymmetric vorticity perturbations propagate both relative to the basic-state flow and also in the radial direction. The dynamics of such disturbances, known as vortex-Rossby waves, were elucidated by Montgomery and Kallenbach (1997) (hereafter MK97). Using a simple WKB approximation, MK97 derived the local dispersion relation for vortex-Rossby waves:
where is the local wave frequency, and we have used the following similar notations as MK97: R 0 is the radial location of the disturbance (this was R in MK97), ⍀ 0 is the local basic-state angular velocity at R 0 , ‫ץ‬ 0 /‫ץ‬r is the local basic-state vorticity gradient at R 0 , n is the azimuthal wavenumber, and k is the local wavenumber in the radial direction. An additional consideration of critical importance in understanding vortex-Rossby waves is that, much like sheared disturbances in rectilinear flows, the local radial wavenumber k changes in time according to the relation where k 0 is the initial radial wavenumber and ‫ץ‬⍀ 0 /‫ץ‬r is the local radial derivative of the angular velocity. Thus, as the waves propagate, they are also sheared by the basic-state flow, leading to an increase or decrease of the radial wavenumber, depending on the initial inclination of the wave. Without losing generality, we may choose n to be always positive, and therefore the inclinations of the waves-whether they are leading or trailing spirals-are determined by the sign of the radial wavenumber k; positive k indicates trailing spirals and negative k indicates leading spirals. For long enough times, all waves become symmetrized, leading to a large absolute value of the radial wavenumber. From the dispersion relation (4.12) and the radial wavenumber equation (4.13), MK97 derived expressions for time-dependent phase and group velocities in both the azimuthal and radial directions. Since the direction of energy propagation is determined by the group velocity, it is the radial group velocity of the residual vortex-Rossby waves that has our greatest interest. Solving for C gr ϭ ‫,‪k‬ץ/ץ‬ we find
Note that the radial group velocity depends on both the sign of the local vorticity gradient and the inclination of the wave. In regions of negative vorticity gradient, the group velocity is outward for trailing spirals and inward for leading spirals. The opposite case holds true in regions of positive vorticity gradient.
The radial motions of wave packets can be identified with the use of a Hovmöller diagram, as in Fig. 14 , which shows contours of the complex magnitude of the residual vorticity as a function of radius and time, where we have again used the initial conditions that do not excite the pseudomode. The contour lines indicating equal amplitude can be seen to propagate otuward beyond r ϭ 28.5 km, and inward inside of r ϭ 28.5 km, which is the location of the angular velocity maximum. One possible interpretation of this result is that the residual vorticity is simply increasing everywhere around r ϭ 28.5 km due to vorticity production via intearction with the basic-state vorticity gradient. However, this seems unlikely since the vorticity gradient itself is not maximized at r ϭ 28.5 km but rather is rapidly decreasing at that radius (see Fig. 2 ).
On either side of the angular velocity maximum at r j , vorticity perturbations are sheared by the radial gradient of the angular velocity ‫ץ‬⍀/‫ץ‬r, which is negative beyond r j and positive inside r j . As described above, this results in leading spirals inside r j and trailing spirals outside r j , which are associated with negative and positive radial wavenumbers, respectively. Since the basicstate vorticity gradient is negative in the immediate vicinity of the angular velocity maximum, the radial group velocity as predicted by (4.14) is indeed outward beyond r j and inward inside r j . One can show that a local maximum in ⍀ always coincides with a negative basic-state radial vorticity gradient. Therefore, our analysis reveals one physical significance of the angular velocity maximum: inside this point, the energy of the residuals is trapped; outside, the residual waves propagate away and their energy is deposited outside the vortex core.
f. Motion of the vortex center
In section 2, we dicusssed how a wavenumber one perturbation that is proportional to the basic-state vorticity gradient represents a linear displacement of the vortex, often called the pseudomode. As we have discussed in detail above, the modal (growing) part of the asymptotic solution is exactly of this form, up to the location of the angular velocity maximum. Thus it appears that the growing part of the asymptotic solution represents a linear displacement of the core of the vortex, relative to the surrounding flow. However, unlike the pseudomode, this displacement is growing in time and also rotating with a constant angular frequency equal to the maximum angular velocity of the basicstate flow. If we define the apparent center of the vortex as the location of the minimum of the total streamfunction field, we can observe its motion as the solution evolves.
The location of the minimum streamfunction may be found rather easily due to the simple structure of the perturbation streamfunction field in the vicinity of the center axis (see, e.g., Figs. 7b,d ). The azimuthal angle at which the minimum lies must coincide with the angle of the minimum perturbation streamfunction; the total streamfunction as a function of radius is therefore computed along the ray emanating from the origin, which coincides with this angle. For increased sensitivity to the radial location of the minimum, this radial streamfunction profile is first interpolated with cubic splines onto a local refined grid with 20 times as many grid points, and then the minimum is found. The motion of the vortex center for the first 8 h of the hurricane case is shown in Fig. 15 . The vortex center spirals cyclonically outward as the algebraic instability grows. 
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g. The effects of viscosity
Since the asymptotic solution is only valid for inviscid flows, it is unknown a priori whether or not the algebraic instability mechanism occurs in the presence of dissipation. We performed two additional simulations for the hurricane case with ordinary ٌ 2 diffusion of the perturbation vorticity, one with ϭ 10 m 2 s Ϫ1 and another with ϭ 100 m 2 s Ϫ1 . The vortex Reynolds numbers for these two cases, defined here as RMW ϫ V max /, are 1.49 ϫ 10 5 and 1.49 ϫ 10 4 , respectively. The perturbation energies as a function of time for these two cases, along with the energy in the inviscid case, are shown in Fig. 16 . In all three cases, the short-term transient growth is nearly the same for the first 12 h. Small amounts of viscosity have only a minimal effect on transient growth of disturbances for short times (Nolan and Farrell 1999) . However, the results demonstrate that small amounts of viscosity inhibit the longtime linear growth of the algebraic instability.
Examination of the vorticity fields at later times in the cases with viscosity (not shown) indicates that while the modal part of the solution was fairly robust to the dissipation, the residual vortex-Rossby waves were substantially dissipated due to their finescale structure in the radial direction. Thus the primary effect of the dissipation is to damp out the decaying residuals that we have determined to be necessary for sustained linear growth.
h. Results for a zero-circulation vortex
The azimuthal wind fields of hurricanes and other geophysical vortices do not in fact extend out to infinity but rather go to zero at some finite distance from their center. As discussed in section 2, the SR90 solution is not valid for zero-circulation vortices. Nonetheless, it is difficult to see how the inner-core dynamics should be changed by the structure of the mean azimuthal velocity in the far field. To address this issue, we performed an additional simulation with our hurricane vortex profile, modified to have zero total circulation.
The hurricane vortex was modified in the following manner. The total circulation ⌫ of the original hurricane profile was calculated. Then, we found a constant vorticity * that would exactly cancel the total circulation if applied from the center out to a radius r 0 ϭ 275 km, that is, * ϭ ⌫/( ). A new azimuthal velocity field 2 r 0 was then computed from the modified vorticity field:
where is the vorticity field of (3.1) for the hurricane case. A new velocity field was computed from the modified vorticity field *, which is shown in Fig. 17a . Observe how (r) goes to zero at r 0 ϭ 275 km. We performed a numerical simulation of the wavenumber one perturbation with the initial condition formulated in the same manner as in the original hurricane case, and an additional simulation with the excitation of the pseudomode eliminated as described in section 4c above. The perturbation kinetic energy for each of these two cases is shown as a function of time in Fig.  17b . The results are very similar to the finite circulation cases, except that in the case where the pseudomode is excited, the amplitude of the interaction with the pseudomode is increasing in time. The perturbation vorticity and streamfunction fields (not shown) were nearly identical to those of the finite-circulation simulations.
The Llewellyn analysis shows that for a monopolar vortex (no angular velocity maxima other than at the center axis) with zero circulation an instability will occur whose amplitude grows at t/lnt and whose structure is exactly that of the pseudomode. Despite the fact that the Llewellyn Smith analysis does not cover the case with interior angular velocity maxima, our results suggests that an instability of this type is indeed present, because the amplitude of the pseudomode (as measured by the modulation of the perturbation energy) appears to be increasing in time. Furthermore, the results show that the SR90 instability is also present in the case with zero circulation. We arrive at the interesting conclusion that each of these two instabilities exists in regimes where the analytic solutions that predicted them are not formally valid.
Secular-growth mechanism
In this section we explain the physical mechanism by which the algebraic instability grows. Before proceeding, we should discuss some previously offered explanations of the growth mechanism. SR90 already noted that if the modal part of the solution is used as an initial condition, longtime growth does not occur. They suggested that the instability must occur due to ''phase coherence,'' rather than through the growth of an unstable mode. Recently, Schecter (1999) has further expanded on this concept of phase coherence. By decomposing a particular initial condition into a complete set of discrete and continuum modes, he showed that one of these modes is singularly excited at the initial state. However, the energy associated with this singular excitation is masked through destructive interference with the rest of the modes. As the perturbation begins to evolve, the phase dispersion among the modes allows the singularly excited mode to be revealed over time.
Similar explanations have been used previously to explain the phenomenon of transient growth in linear systems with nonnormal dynamical operators and have been presented for transient growth in the midlatitude jet (Farrell and Ioannou 1996) and in two-dimensional vortices (Nolan and Farrell 1999) . For transient growth, however, the constructive/destructive interference argument can be complemented with more physical arguments, based on the rearrangement of perturbation vorticity by the shear of the basic-state flow, and the interaction of the perturbations with the basic-state flow via eddy momentum fluxes. These types of physical arguments have not been made for the SR90 instability. The above-mentioned argument, while mathematically complete, does not explain how the modal part of the solution acquires energy from the basic-state flow.
Under linear dynamics the perturbations can only acquire energy by conversion from the basic-state flow. For asymmetric disturbances in a two-dimensional vor-
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tex, the rate of perturbation energy growth can be computed from
where the overbar indicates an azimuthal mean. Equation (5.1) may be interpreted as the total downshear momentum transport associated with the perturbations. As discussed in section 2, the modal part of the asymptotic solution cannot grow on its own; this conclusion can be confirmed from (5.1) because the modal part of the solution has uЈЈ ϭ 0 everywhere due to its lack of tilt relative to the basic-state flow. Since, by itself, the modal part of the solution has uЈЈ ϭ 0 for all r, then for long times the change in the perturbation energy must be associated with either the residual vortex-Rossby waves themselves or with their interaction with the modal part of the solution. The following heuristic argument demonstrates this point. Let us separate the perturbation velocity fields into the parts associated with the modal and residual parts of the solution, that is, 
͵ mod mod mod resid mod resid resid resid ‫ץ‬t ‫ץ‬r 0 Using the fact that uЈ mod Ј mod ϭ 0 and neglecting the order t Ϫ1 contribution of the residual crossterms, we see that the energy growth indeed comes from an interaction between the modal and residual parts of the solution, and that this growth rate is O(1) in time.
For a more precise understanding of the long-term growth mechanism, we turn next to an analysis of the vorticity production terms associated with the mode and the residuals. Since the excitation of the pseudomode obscures our ability to separate the solution into modal and decaying parts, we return again to the special initial condition that has zero excitation of the pseudomode, as described in section 4c. Perturbation vorticity is created via conversion from basic-state flow vorticity by the ϪuЈ(‫ץ/ץ‬r) term in the perturbation vorticity equation (4.1). Again, it is useful to separate the vorticity production field into parts caused by the modal and residual parts of the solution, Figure 18 shows the vorticity production field associated with the modal part of the solution, at t ϭ 12 h and t ϭ 24 h, superimposed on the vorticity field of the modal part. The vorticity production is exactly 90Њ out of phase with the vorticity itself. Thus, the vorticity production associated with the modal part causes azimuthal propagation of the modal vorticity, but neither growth nor decay. This is consistent with the fact that the modal part of the solution has no tilt and therefore has uЈЈ ϭ 0. Figure 19 shows, superimposed on the total vorticity field, the vorticity production associated with only the decaying residuals, at t ϭ 24 h and for three subsequent times every 800 s. The vorticity production has a strong signal near the center axis, due to the large positive gradient in the basic-state vorticity in that region. In each of the frames the vorticity production from the residuals is strongly correlated with the vorticity of the modal part. The vorticity production from the residuals remains phase-locked with the vorticity of the growing modal part such that a strong positive correlation persists, leading to steady growth in the amplitude of the mode. While the amplitude of this forcing decays with the streamfunction residuals as t Ϫ1/2 , their time-integrated effect results in t 1/2 growth. The slow decay rate of the vortex-Rossby wave residuals is critical in achieving longtime growth. Since the modal part of the solution is being forced by the residuals, the residuals must decay in time as or more slowly than t Ϫ1 in order to realize secular growth. Previous studies of the axisymmetrization of asymmetric perturbations in monopolar vortices have found considerably faster decay rates (Carr and Williams 1989; Smith and Montgomery 1995; Nolan 1996) . In fact, as the waves in monopolar vortices are progressively sheared to smaller and smaller scales, their dynamics become much like those of disturbances in rectilinear shear flows, whose associated streamfunction amplitudes decay like t Ϫ2 . It is the presence of a local maximum in the angular velocity that prevents such rapid decay. At the local maximum, the local shearing rate r(‫ץ‬⍀/‫ץ‬r) vanishes, allowing for substantially slower growth of the residual streamfunction.
This effect is remarkably similar to that found by Brunet and Warn (1990) and Brunet and Haynes (1995) in their studies of sheared vorticity perturbations in the vicinity of a local maximum in the velocity profile of a zonal jet. In the absence of a background vorticity gradient, the streamfunction field of the perturbations will decay only as t Ϫ1/2 . Since the local vorticity gra-
18. Modal perturbation vorticity fields (contoured) and the vorticity production associated purely with the modal part (shaded), at (a) t ϭ 12 h, and (b) t ϭ 24 h. Distances are in km.
dients increase linearly with time, nonlinear effects become important at long times, leading to the formation of a nonlinear critical layer at the jet maximum. These nonlinear effects lead to secondary vortices in the vicinity of the critical layer. In the SR90 asymptotic solution the streamfunction field of the residuals and their associated perturbation velocities decay as t Ϫ1/2 , and it is the excitation of a neutral mode by these sheared perturbations that leads to the algebraic instability. Whether or not the slow decay of these disturbances also leads to a nonlinear critical layer in the vicinity of the angular velocity maximum has yet to be determined.
Armed with an understanding of the longtime growth mechanism, we can now understand the behavior of the first two of the three special initial conditions discussed in section 4c. First, we understand why initializing the perturbation vorticity with only the modal part does not result in growth. By itself, the modal part is a purely neutral structure which rotates at a frequency equal to the angular velocity maximum. Like the pseudomode, the modal part of the asymptotic solution can be shown to exactly solve the wavenumber one perturbation vorticity equation. The mechanism by which this neutral mode rotates at the maximum angular velocity can be described as follows. The neutral structure consists of two parts, an inner vorticity perturbation associated with the region of positive vorticity gradient, and an outer perturbation associated with the region of negative vorticity gradient, but only up to the angular velocity maximum (see Fig. 10 ). The inner perturbation rotates faster than the local basic-state angular velocity because it resides in a region of positive vorticity gradient [cf. MK97, Eq. (16)] . Similarly, in the absence of the inner perturbation, the outer perturbation would retrograde relative to the local angular velocity; however, it actually propagates faster than the local basic-state flow due to the production of perturbation vorticity induced by the inner perturbation. These disturbances modulate each other's phase speeds so that they rotate together at exactly the maximum angular velocity of the basic-state vortex. Furthermore, the far-field streamfunction contribution of the inner anomaly is exactly canceled by the far-field streamfunction contribution of the outer anomaly, such that the neutral mode is localized within the angular velocity maximum in both streamfunction and vorticity.
Second, we understand why initial perturbations strictly beyond the angular velocity maximum also do not excite the algebraic instability. Consider some arbitrary, wavenumber one vorticity perturbation whose amplitude is zero inside some radius r i . As time evolves, such a disturbance will generate new perturbation vorticity inside r i via interaction with the basic-state flow vorticity gradient. As a simple example, let us consider an initial condition that is a ␦ function in the wavenumber one perturbation vorticity in the radial direction, localized at some radius r i , that is, 1 (r, 0) ϭ ␦(r Ϫ r i ). The initial streamfunction field can be found from (4.4)-(4.6). For this special case, we find that for r Ͻ r i , the streamfunction has the form 1 (r, 0) ϭ Cr, where C is a constant. By (4.2), the perturbation radial velocity u 1 (r, 0) ϭ ϪiC, that is, is constant for r Ͻ r i . Therefore, the new vorticity Ϫu 1 ‫)‪r‬ץ/ץ(‬ produced by such an anomaly will be proportional to the local basic-state flow vorticity gradient. Inside the angular velocity maximum, this is equivalent to the modal part of the SR90 solution. Generalizing this argument to arbitrary vorticity perturbations that lie entirely outside the angular velocity maximum demonstrates why such initial conditions do not excite the longtime algebraic growth. Certainly, when the instability does occur, the full perturbation vorticity field must interact with the basicstate flow. This interaction is associated with a tendency in the basic-state azimuthal velocity V, which can be computed from the eddy momentum flux divergence
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For the inviscid, hurricane case, Fig. 20 shows the timeintegrated effect of (5.5) from t ϭ 0 to t ϭ 12 h, which would be equal to the total change in V(r) if the linearized perturbations were allowed to change the basicstate flow. The predicted basic-state flow change has two interesting features. First, it has a large positive signal maximized at r ϭ 7 km, and the change in this vicinity has a structure similar to the basic-state vorticity gradient. Second, there is a series of positive and negative changes between r ϭ 12 and r ϭ 35 km; these are due to the sheared vortex-Rossby waves in this region. The positive change close to the center axis indicates that the primary effect of the growing wavenumber one disturbances is to wipe out the angular velocity deficit in the core of the vortex; that is, the eddy fluxes are driving the basic-state flow toward solid-body rotation near the center axis. The mixing of cyclonic vorticity into the eye has been suggested to be a critical process in allowing hurricanes to achieve their maximum intensity (Emanuel 1997) . In this particular case, FIG. 20 . Change in the mean azimuthal wind at t ϭ 12 h predicted from the eddy momentum flux divergence associated with the linear wavenumber one perturbations.
the large value of the change (15 m s Ϫ1 ) by t ϭ 12 h suggests that nonlinear dynamics would likely have come into play by this time. While for sufficiently weaker initial conditions this would not be the case, we show in the next section how the dynamics change as nonlinear effects become important.
Nonlinear dynamics and secondary instability
The natural next step in our analysis is to investigate the dynamics of the Smith and Rosenbluth instability in a fully nonlinear model. SR90 in fact did this, using a particle-in-cell, point-vortex-type model for inviscid, nondivergent flow. They showed that when the amplitude of the wavenumber one instability becomes large it results in the appearance of secondary instabilities in the vortex core, due to a tightening of the vortex gradient between the low-vorticity core and the surrounding, higher vorticity. Here, we demonstrate similar results for our hurricane-like vortex.
For fully nonlinear simulations, we used a semispectral model, which uses finite differences in the radial direction and a spectral representation in the azimuthal direction. The total flow is represented as the sum of the contributions from wavenumber 0 up to some truncation N, that is,
Further specifics about the model can be found in appendix B of Montgomery and Enagonio (1998 ).
The nonlinear model was initialized with the same basic-state flow and initial conditions previously used in the hurricane case [cf. (4.9)-(4.10)]. The evolution of the total absolute vorticity field at early times, while the dynamics are still essentially linear, is shown in Fig.  21 . The instability manifests itself as a growing wobble of the low-vorticity eye. In the vicinity of the low-vorticity region the radial vorticity gradients are indeed tightened. At later times, as shown in Fig. 22 , these tightened gradients result in the appearance of smallscale disturbances in the eyewall, likely caused by secondary instabilities occurring on the locally enhanced vorticity gradients. From Fig. 22 one also observes the development of a relatively anticyclonic disturbance on the opposite side of the eyewall region from the low vorticity eye. Inspection of the amplitude of the wavenumber one part of the nonlinear solution (not shown) indicates that the linear growth has halted by this point, and in fact the wavenumber one amplitude has begun to decline. Whether this is due to dissipation or to nonlinear interactions is not certain.
Further analyses of the nonlinear dynamics of the SR instability, while beyond the scope of this paper, are worthy of investigation. Some important questions to be addressed follow. 1) To what extent can the secondary instabilities account for such phenomena as locally increased wind speeds or the appearance of mesocyclones in and around the hurricane eyewall? 2) What is the final equilibrated state of a vortex that experiences this instability? 6 3) Does the wobble reach a maximum amplitude, or does the vortex eventually mix completely into a monopole as was seen by Schubert et al. (1999) for exponentially unstable vortices? These issues will be explored in forthcoming work.
Conclusions
The Smith and Rosenbluth exact solution and its corresponding longtime asymptotics are useful tools for the study of wavenumber one asymmetries in two-dimensional vortices. The exact solution provides, in closed VOLUME 57
Evolution of the vorticity field in the early stages of the growth of the algebraic instability in a fully nonlinear model, every 20 min from t ϭ 120 min to t ϭ 220 min. Vorticity is multiplied by 10 3 and the contours are labeled.
form, the wavenumber one perturbation vorticity for all times, in an arbitrary circular vortex, for any initial condition. When a local maximum in the angular velocity exists away from the center of rotation, the asymptotic solution identifies the algebraic instability as the dominant structure for long times, and shows precisely how the excitation of this instability depends on the initial conditions and on the basic-state velocity profile. In this report we have elucidated the specific wave-mean flow dynamics that support the algebraic instability.
The longtime, linear growth in energy of the asymptotic solution is caused by the continuous excitation of a modal-type structure by decaying vortex-Rossby waves. These waves are trapped in the vortex core by VOLUME 57
We found that small amounts of viscosity (compared to the diffusion used in current numerical models) had a significant damping effect on the algebraic instability. In the hurricane case, viscosities of 10 and 100 m 2 s
Ϫ1
halted the growth of the perturbation at t ϭ 40 h and t ϭ 12 h, respectively. This suggests that numerical models without very high resolution, and therefore with substantial effective dissipation, will never capture the appearance of the SR90 instability. Certainly, these viscous effects could be diminished with the use of higherorder dissipation schemes (e.g., ٌ 4 or ٌ 6 diffusion, etc.) or more sophisticated turbulence parameterizations. However, since there is actual dissipation in the atmosphere, turbulent and otherwise, it is also possible that algebraic growth for very long times may be inhibited in reality. On the other hand, the wavenumber one neutral mode (the wobble) would likely be maintained, or possibly even grow in tropical cyclones (and their simulations), due to continuous excitation from episodic convection events near the eyewall. These issues remain for further investigation.
In recent years, minimum enstrophy (Leith 1984; Schubert et al. 1999) and maximum entropy theories (Miller et al. 1992; Whitaker and Turkington 1994; Schubert et al. 1999 ) have been used to predict vortex end states in two-dimensional, nearly inviscid flow. A perceived weakness of these theories is that they predict a vortex with an initially nonmonotonic vorticity profile will always mix into a monotonic profile, even when the initial state is stable to exponentially growing disturbances for all wavenumbers. Our results raise the interesting possibility that any vortex with a local maximum in its angular velocity profile may be, for practical purposes, algebraically unstable. If the longtime growth of the instability does ultimately result in a complete mixing of the vortex core, the minimum enstrophy/maximum entropy theories perhaps can be rehabilitated from this inconsistency.
Our immediate interests, however, lie in the mechanics of the SR90 instability and its implications for the near-core dynamics of hurricanes. For the hurricane-like vortex profile, the algebraic instability presents itself as a steadily growing wobble of the low-vorticity region near the vortex center, which is associated with a net inward transport of high vorticity toward the vortex center. This is not inconsistent with the wobble of the eye and the cycloidal track of the storm center frequently observed in hurricanes. Fully nonlinear simulations performed with a semispectral model showed how this wobble affects the vortex as its amplitude became large. As the low-vorticity region spirals outward, the local vorticity gradient is increased between it and the high vorticity in the eyewall region. This leads to the appearance of secondary instabilities and small-scale mixing. 7 In hurricanes, these secondary instabilities could Dr. P. Reasor for his assistance in the development and use of the nonlinear semispectral model used in section 6 of this paper and Dr. L. Shapiro for encouraging us to perform the zero-circulation simulations, which provided some interesting results. This work was supported in part by the Office of Naval Research N00014-93-1-0456 P0006 and by Colorado State University.
APPENDIX
Linear Solutions in an Unbounded Domain
All the computations discussed in the body of this paper used a finite domain with a free-slip, solid-wall boundary condition at the outer limit. Naturally, the physical problem of interest is essentially unbounded, and in consideration of this fact we have used a numerical domain that is large enough so that the results mimic the dynamics in an unbounded domain. This has been verified by performing additional calculations with increasingly larger domains and observing that the results do not change significantly as the domain size increases.
Under certain conditions, however, it is possible to simulate the dynamics of the physically unbounded problem while using a finite numerical domain. Consider the time evolution equation for the perturbation vorticity (4.1), and for simplicity let us also consider the inviscid case ( ϭ 0). If the initial conditions are such that for some radius r, such that n (r, 0) ϭ 0, the only way the vorticity at that location can ever become nonzero is through the conversion of mean vorticity to perturbation vorticity as expressed by the term Ϫu n ‫.)‪r‬ץ/ץ(‬ If the mean vorticity gradient is also zero at this location, the perturbation vorticity will remain zero.
A localized element of perturbation voriticity ''generates'' a nonlocalized field of perturbation velocities that sweep outward and inward from the vorticity anomaly according to the structure of the Green function (determined by the azimuthal wavenumber and the boundary conditions). The perturbation velocity field generates new perturbation vorticity wherever it encounters a gradient in the mean vorticity. If the mean vorticity gradient ‫‪r‬ץ/ץ‬ ϭ 0 for all r beyond some radius r 0 , there can never be any new vorticity produced beyond r 0 . Furthermore, if the perturbation vorticity is also initially zero beyond that point, it will remain zero for all times. Under these circumstances the perturbation velocity field beyond r 0 has no impact on the evolution of the vorticity inside r 0 . Therefore, provided these conditions are met, we can simulate the dynamics of the unbounded problem by using the Green function for an unbounded domain, as long as the region of relevant vorticity dynamics is contained within the numerical domain, that is, R Ͼ r 0 . Furthermore, this technique will also remain valid for finite times for nonzero viscosity provided that is small and there is a suitable ''cushion'' between r 0 and R. Figure A1 shows the perturbation kinetic energy as a function of time for the hurricane case using the unbounded Green function, compared with the same results using the bounded Green function. While the magnitudes of the kinetic energies are remarkably consistent, the two solutions show slightly different modulation frequencies. Recall that these modulations are caused by the interaction of the growing instability with the pseudomode: the angular velocity of the pseudomode is equal to the angular velocity of the mean flow at the outer boundary, accounting for the difference between the bounded and unbounded cases. The energy calculation is valid in the unbounded case because we compute the energy from the streamfunction-vorticity correlation rather than from the squared velocities. Figure A2 shows a comparison of the streamfunction fields for both cases at t ϭ 2 h. While the vorticity fields in the two cases are nearly identical (not shown), the streamfunctions (and associated perturbation velocities) sweep out a larger area in the unbounded case, as we would expect.
