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要旨：日本語のように語順のゆるい言語を形式的に取り扱うための第一段階として，
諾順を全く持たない雷藷（集合型言語）を定義し，その言語を計箕機上で生成・解析
することのできる確定節文法DCSGを提案する。　DCSGを用いると論理プPtグラミ
ングにおいて陥るある種のルーーブの閣題を構文解析の問題に帰着して容易に解決する
ことができる。次にDCSGを集合の変換規劉としてとらえ，逆変換のためのオペレ
ータを導入する。このオペレータは確定節文法の下降解極の過程において部分的な上
昇解析を可能にする。DCSGはデータ集合の中に構造を見出す種類の問題や事象に
従って状態が変化するような問題を一般化された構文解析の問題に帰着して．効果的に
取り扱うことができる。
キーワード：確定節文法，DCG，構文解析，集合型言語，語順を持．たない言語
Abstract　：　This　paper　presents　definite　clause　set　grammars　（DCSG　；　DCG
like　formalism）　for　free　word－order　languages，　as　first　step　to　deal　with
languages　such　as　Japanese，　which　do　not　have　fixed　word－order．　A　cirtain
type　of　looping　problem　in　logic　programming　can　be　solved　by　using　DCSG
as　generalized　parsing　problem．　DCSG　can　be　extended　further　by　viewing
grammar　rules　as　rules　for　set　convesions　and　by　introducing　an　inverse
operator　for　set　conversion　into　DCSG　syntax．　A　bottorn－up　mechanism
iR　the　top－down　parsing　process　of　DCSG　can　be　irnplemented　by　using
this　operator．　DCSG　is　a　simple　but　powerful　tool　for　generalized　parsing
problems　which　involve　finding　structures　in　a　given　data　set．
Key　words：　definite　clause　grammars，　DCG，　parsing，　free　word－order
language
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1．　はじめに
　句構造文法は，臼本語文の述部の構造のみに着目すると，比較的素直に適
用することができる。例えば，「食べさせられたくないようだった」に現れ
る「食：べ」，　「させ」，　「られ」，　「たく」，　「ない」，……のような動詞や助
動詞，画調の接続関係はほぼ半順序関係をなし，そのまま有限オートVトン
の状態遷移図として見ることができるので，正規言語の生成規則により．表す
ことができる（16）。次に適用できそうな部分は語構成の問題である。単位とな
る形態素を定めて終端記号とし，意味分類を行って，構造を整理すれぽ，文
脈自由文法の範囲内で多くの複合語を記述できる可能性がある。
　一方，句構造文法を用いて文節（連文節）以上の単位を扱う場創こは，詞
一内容の文に対して幾つもの規則が必要となり能率が悪い。例えば，「太郎
が学校へ自転車で行く」と「学校へ自転車で太郎が行く」，「自転車で太郎が
学校へ行く」，「太郎が自転車で学校へ行く」，「自転車で学校へ太郎が行く」，
「学校へ太郎が自転車で行く」はそれぞれ別の規則を用いて生成・解析しな
ければならない。すなわち，構成要素の順序が重要になる文節よりも短い挙
位では，句構造文法の取り扱いが有効であるのに鮒して，構成要素の順序が
比較的ゆるやかな文節よりも長い単位では，語順が意味を持つ旬構造文法の
取り扱いは能率が悪くな：る。
　そこで，文節以上の構造をより適切に扱うためめ準備として，謡順を持た
ない言諮を仮定し，その性質や取り扱い方法を明らかにしておくことが必要
になる。この論文では文脈自由言語から語順を取り去った集合型の言語を定
義する。さらに集合型言語を生成・解析するための確定節文法（DCSG）を
提案する。集合型露語の確定節文法は鷹ちに倉本語の生成や解析に用いるこ
とはできない。しかし，データ集合の中に構造を見出すことの必要な多ぐの
問題を，一般化された構文解析の問題に帰着して，効果的に取り扱うことが
できる（1・7）。
　爲本語確定節文法を構築するには，ここで開発した集合型言語の確定節文
法を基礎として，終端記号や各レベルの非終端記号に対して語順や意味など』
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の拘束条件を付加して行けば良いと考えている。一般化句構造文法（GPSG）
のID／LP規則はこの考えに近いものである（3）。
　確定節文法（DCG）は文脈自由文法の生成規則を述譲論理の確定節を用い
て表している（14）。生成規瑚を表す確定節を公理として仮定すると，文法に適
合する文の生成と解析は定理証明の過程として機械的に実行することができ
る。述語論理において，定理の証明を一般的に効率よく行うことは難しい問
題であるが，近年，公理を表すのに確定節を用い，推論規則としてユニバー
サル・イソスタンシエーション（全称例化）とモーーダス・ボーーネンス（帰結
の法測）のみを用いて導かれる定理の証賜は機械的な計算の過程として効率
よく計箕機上において実行できることが明らかになり，この定理誰明のメカ
＝ズムは論理型の計箪機言語として実現されるようになった。確定節文法は
それ自身が計算機上で文の生成・解析を行うことのできる論理プログラムを
構成しており，外に何ら特別のプログラムを必要としない。
　確定節文法の方法は論理プログラミングに固有の盤質を効果的に用いてい
るために，論理型言語の基礎知識なしに文の生成・解析の過程を正しく理解
することは困難である。そこで，この論：文を自己完結なものにするため，初
めに論理型言語の基礎概念を紹介する。
2．論理型蜜語の基礎
2．　1表記法
　2。1．1　項
　一階述謡論理において，議論の対象となる個体は項で表される。項は次の
いずれかである。
（1）　定数詑号
　定数言己号は特楚の個体を表づ一もので，英小文字で始まる文字列である。
（ii）　変数記号
　変数記号は任意の個体を表すもので，英大文字で始まる文字列である。変
数記号は常に蟻記号で束縛されて矯いられる（2，1．3）。名前を与える必
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要のない無名の変数は1個のアンダーライン‘‘＿”で表すfi
（iii）　複合項
　複合項は次の形の表現である。
　f（t1，　t2，．．．，　tn）　（nkl）
ここで，‘‘f”はn引数の関数記号，‘‘tl，．．．，tn”は項である。2引数：の
関数記号は引数の間に書くことができる。例えば，関数記号‘‘＋”はプレフ
ィクス表記　‘‘十（X，Y）”のほかインフaクス表記‘‘X十Y”で書くことが
できる。
　複合項の重要なものにリストがある。リストは項の順序づけられた並びで
ある。最：初の要素がXで残りのリストがYとなるリストを複：合項‘‘cons（X，
Y）”を用いて表す。
　　　　　　X　　Y
　　　　　　　一
　空リストを定数記号‘‘ni1　’で表すと次の項はリスト
a，b，cを表している。
　cons　（a，　cons　（b，　cons　（c，　nil）））
通常，リストはより便利な表記法を用いる。上のリストは次のように書くこ
とができる。
　〔al［bl［cl［］］］］または［a，b，c］
ここで，空リストは‘‘［コ”で表される。リストの要素はリストを含む任意
の項でよい。
　2．　1．2　素論理式
　素論理式は次の形の表現である。
　p（ti，　t2，　．．．，　tn）　（n　lll　O）
ここで，‘‘p”VX　n引数の述語記号，‘‘t1，＿，tn”は項である。2引数の述
語記号は‘‘《X，Y）”のようなプレフィクス表記のほか，‘‘X；Y”のよう
なインフィクス表記を用いることができる。
　　　　　　　　　　　　　　　一54一
　2．　1．3　確定節
　確定節は次の形の表現である。
　A：一　Bb　B2，　．．．，　Bn．　（n　21　0）
ここでA及びB1，＿，Bnは素論理式である。　Aを確定節の頭部と呼び，　B1，
＿’CB総を確定節の本体と呼ぶ。素論理式の間の区切り記号‘‘，”は論理結合
子‘‘and”を略記したものである。記号‘‘：一”は右辺を条件，左辺を結論
とする論理的含意記号である。すなわち，確定節は連言の条件B1，＿，Bnと
単一の結論Aを持つ論理的含意である。確定節に現れるすべての変数は全称
記号で束縛されているものとして解釈する。変数Xl，　X2，＿，Xkを含んでお
れぽ通常の表記法では次のようになる。
　（Vxi）　（Vx2）．．．　（Vxk）　（BiA　B2A　．．．　A　Bn一，A）
　条件を持たない結論だけの確定節は次のように表し，
　A．
無条件に次式が成り立つことを述べている。
　（VXi）　（VX2）．．．　（Vxk）　A
　結論を持たない確定節はゴール節と呼ばれる。ゴーール節は次のように書か
れ，
　？一　Bl，　B2，　．．．，　Bn・　（n　ll　1）
各々の原子式Bl，　B2，＿，Bnはゴールと呼ばれる。ゴール節は次のように
解釈される。
　A（VxD　（Vx2）　．．．　（Vxk）　1（BiA　B2A　．．．　A　Bn）
　tf　．一ル節は背理法（聖節refutation）により次の命題を定理として導くの
に使われる。
　（Uxi）　（Mx2）　．，．　（axk）　（BiA　B2A　，．．　A　Bn）
　すなわち，ゴール節が成功する（次節）とその否定が証明されたことにな
るので変数は存存記号で束縛されたものとして解釈される。
2。2論理プログラム
一一@55　一
　論理プログラムPとはゴール節を除く確定節の有限集合である。この集合
は公理に相当する。計算とはその公理から背理法で定理を証明する過程に根
当する。計算は次のようにゴール節を加えることでスタ・・．トする。
　？m　Ab　A2，　．．．，　An．　（n　1｝t　1）
　計箪は成功か失敗かのどちらかの結果となる。計算が成功すると，．最初の
ゴール節に含まれる変数の値が計算結果として出力される。与えられたゴー
ル節は幾つかの異なった計算が可能である。計算は非決定的なゴール・リダ
クションにより進行する。あるリダクションの段階のゴールがAl，　A2，＿，
Amであるとき，　Alと代入θにより頭部がユニファイ（後述）できるP中
の確定節‘‘A，：一B1，　B2，．．．，Bk．”が非決定的1こ選ばれ，新しくリダクシ
ョンされたゴールは次のようになる。
　（Bb　B2，　．．．，　Bk，　A2，　．．．，　A．）　e
　計算は現存のゴールが空になったとき（refutation），成功し終了する。リ
ダクションできないときは失敗する。ここで，代入θとは‘‘T／X”で表さ
れる項の組の有限集合である。Tは任意の項，　Xは変数を表す。代入
　0　””　｛Ti／Xi，　T2／X2，　．．．，　Tn／Xn｝
　と式君があるとき，Eθは変数Xiを項Ti（1≦i≦n）で置き換えた結
果の式を表している。EθはEのインスタンスと呼ばれる。二つの式EとF
を同一にできる代入θ，すなわちEθ＝FO，は二つの式の＝・一＝ファイヤと
呼ばれる。EとFの別の任意のユニファイヤθ1による代入の結果Eθ1が
Eθのインスタンスとなるとき，θはEとFの最も一般的なユニファイヤと
呼ばれる。二つの式がユニファイできるとき，最も一般的なユニファイヤが
唯一存存し，各々のゴ・一一一ル・リダクションに用いられる。
　Prolog（1）やDuck（ユ。）などの論理型プログラミング言語はこの背理法によ
る証明の過程を計算機上に実現したものである。これらの計算メカニズムは
非決定的なゴール・リダクションをシーーケンシャルにシュミtz・一トする。非
決定的にリダクションの節を選ぶ代わりに，バックトラックのメカニズムを
用いて，すべてのユニファイ可能な節の組合わせを実行する。
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　このように，証明したい式からスタートする計算の過程は，通常，後向ぎ
推論と呼ばれる。Duckのように一部のシステムはモーダス・ポーネソスを
そのまま実行する機能も備えている。これは，前提となる式から計算が出発
するので，前向き推論と呼ばれる。
　PrologやDuckは確定節の本体に論理結合子orが現れることを許して
いる。ここではorを‘‘；”記号で書くことにする。‘‘（P；Q）”は次のよう
に定義される。
　（P；Q）　：一　P．
　（P；Q）　：一　Q．
例えば，次の節
　A　：一　B，　（C；D）．
は次のごつの節と同じ効果をもつが
　A　：一　B，　C．
　A　：一　B，　D．
Bを2園計算しないので効率がよい。
　PrologやDuckなどのプPtグラミング・システムは幾つかの重要な作り
付けの述語を持っている。特に，‘‘not’”（Prolog）／‘‘t1ユnoゼ’（Duck）はこ
の研究に重要なものである。ゴール‘‘not　X”／‘‘（thnot　X）”はゴーールX
が失敗した時に成功する。
3．確定節文法DCG
　3．1　簡単な日本語文法
　確定節文法DCG（Definite　Clause　Grarnrnars）（14）による文の生成と解析
の動作を理解するために，簡単な日本語句構造文法の生成規則を考える。
　s一一F　caseGa，　caseWo，　v．　（1）・
　caseGa－np，　［ga］．　（2）
caseWo　一，　np，　［wo］．　（3）
　np　一一一一．　n．　（4）
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np　一一〉　np，　［no］，　n．　（5）
np－caseGa，　v，　n．　（6）
np　一一　caseWo，　v，　n．　（7）
n　一　［boku］　；　［ringo］　；　［nezumi］　；　［neko］　；　［shippo］　；　［inu］　；
　　　［bou］　；　［nokogiri］．　（　8）
v　一　［kajitta］　；　［tsukamaeta］　；　［hunzuketa］　；　［kuwaetel〈ita］　；
　　　［kitta］．　（9）　通常の言語理論の表記法と異なり，確定節文法DCGでは終端記号も非終
端記号も英小文字で始まる文字列で表す。終端記号は非終端記号と区：別する
ために‘‘［”と‘‘］t’とで囲む。区切り記号“，”は終端記号や非終端記号
が連なることを表し，区切り記号‘‘；”は左辺の等しい文法規則を略記する
ために用いる。（1）は文を格助詞rが」をとる文節と格助詞「を」をとる文
節との後に動詞が連なったものと定義している。（2）と（3）は「が」をとる
文節と「を」をとる文節を，それぞれ，名詞句にFが」または「を」を付加
したものとして定義している。（4）は名詞が単独で名詞句になれることを定
i悲している。（5）は「名詞句十の十名詞」を名詞句と定義している。（6）と
（7）は「ねずみが噛つたりんご」や「りんごを添ったねずみ」などの連体修
飾された名詞を名詞句と定義している。（8）は名詞に「僕」，「りんご」，「ね
ずみ」などがあることを定義している。（9）は動詞に「馨った」，「捕まえ
た」，「踏んずけた」などがあることを定義している。
　ここで，（6），（7）を（2），（3）を用いて書き換えると次のよう・に・なる。「
　np－np，　［ga］，　v，　n．　’　（6）’
　Ap　一，　np，　［wo］，　v，　n．　・・　・・　．　’　一・一　（7）’
　（5），（6）’，（7）’は生成規則の右辺の左端に左辺と同じ記号が現れる左
回帰の文法規則と呼ばれるもので，下降型に構文解析を行うと一般に無限ル
ープに陥る危険性を持っている。下降鰐析は，対象となる語列に名詞旬を同
定する際に，（4）が適用できない場合に，（5）を適用するのであるが，（5）
は最初に名詞句が来ることを要求し，この要求に対して（4）が適用できず，
　　　　　　　　　　　　　　　一58一
　再び（5）を適用してループに陥る。下降解析を成功させるには，これらの生
　成規則を右三帰の形に書き換えることが必要になる。
　　（5），（6），（7）を右回帰の規則に書き換えるには次のように補助的な非
　終端記号xを導入すれば良い（グライバッハの標準形）（6）。
　　np　一一“　n，　x．　（le）　　x一［no］，　n．　（11）　　x一一一，　［noj，　n，　x．　（12）
　　x－caseMarker，　v，　n．　（13）
　　x一一〉　caseMarker，　v，　x．　（14）
　　caseMarker　一，　［ga］；　［wo］．　（15）
　　3．2　文法・確定節変換
　　確定節文法DCGの文法・確定節変換プPシージャは（1）を次の確定節
　（1）’に変換する。
　　s（SO，　S3）　：一　caseGa（SO，　Sl），　caseWo（Sl，　S2），　v（S2，　S3）．　（1）’
　ここで，全称変数SO，　S1，　S2，　S3は図1に示すように対象となる語列の特
　定の位置を示すポインターである。この確定節は通常の述語論理の表記法を
　用いると次のように書くことができる。
　　（VSO）　（VSI）　（VS2）　（VS3）　（caseGa　（SO，　Sl）　A　caseWo　（Sl，　S2）
　　　　　　　　　　　　　　　A　v　（S2，　S3）　一一　s（SO，　S3）　）
　　すなわち，この命題は対象となる語列において特定の位麗SOからS1ま
　でが「が」をとる文節で，位置S1からS2までが「を」をとる文節で，位
　置S2からS3までが動詞であるならぽ，位置SOからS3までが文となる
　ことを述べている。確定節文法DCGの巧妙な点は，このポインターを表す
　のにポイント点から文末までの語のリストを用いたことである（図1）。論理
　プログラムの節として，（1）’を手続き的に見ると「二つのポインターSO
　とS3で挾まれた語列の範囲を文sとして同定するために，　SOからS1ま
　での範囲を「が」をとる文節として同定し，さらにS1からS2までの範囲
、を「を」をとる文節として同定し，さらに，S2からS3までの範囲を1個
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の動詞として同定せよ」と読むことができる。
　　　猫　が　僕　の　りんご　を　噛つた　ねずみ　を
Sl
捕まえたL
se
Sg　＝　［Reko，ga，boku，nQ，ringo，xvo，kaj　itta，aezueei，le’to，tsttka’maet，］
Sl　：：　［boku，Ro，ringo，iyo，kaj　ittu，nezumi，wo，tsukaptaeta］
S2　＝　［tsuka国ae亀a］
S3　＝　［］
　　　　　　　　　國1　語列とポインター
　一方，非終端記号から終端記号を生成する規則（8）は次の確定節に変換さ
れる。
　n（SO，　Sl）　：一　connect（boku，　SO，　Sl）；
　　　　　　　　connect（ringo，　SO，　Sl）；
　　　　　　　　connect（nezurrii，　SO，　Sl）　；
　　　　　　　　　一　　　一　　　一
　　　　　　　　connect　（nokogiri，　SO　SI）．　’　（8）’
ここで述語Connectは次のように定義されている。
　connect（X，　［X　I　Y］，　Y）．　（16）
すなわち，述語connectの第2引数にリスト［X　l　Y］を代入すると，先頭
め要素Xと残りのリストYがそれぞれ第1引数と第3引数から得られる。逆
に第3引数のリストの先頭に第1引数の要素を加え，第2引数から得ること
もできる。
　3．3DCGによる文の解析
　入力文の解析を行うには二つのポインターで文の初めと終わりの位置を指
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して，その間を繊発記紀sとして同定すればよい。すなわち，図1の文を鰐
析するには次のゴール節を実行すれぽよい。
　　？一　s（［neko，　g．　a，　boku，　no，　rjngo，　wo，　kajitta，　nezumi　wo，　tsukamaeta］，
　　　　　　n　）．
　　このゴールは確定節（i），により次のサブゴールに展開される。
　caseGa　（［neko，　ga，　boku，　no，　ringo，　wo，　kajitta，　nezumi，　w．　o，
　　　　　　　　　tsul〈amaeta］．　Sl），
　caseWo　（Sl，　S2），
　　v（S2，　［］）．
この第一のサブゴールはさらに，生成規則（2）に基づく確定節により，次の
サブゴールに展開される。
　np（［nel〈o，　ga，　boku，　no，・　ringo，　wo，　kajitta，一nezumi，wo，　tsukarnaeta］，
　　　　S4）．
　connect（ga，　S4，　Sl）
このee一一一一のサブコ”一IVは生成規鋼（4）に基づく確定節により，次のサブゴー
ルに，展開される。
　n（［nel〈o，　ga，　boku，　no，　riRgo，　wo，　1〈ajitta，　nezumi，　wo，　tsul〈amaetaj，
　　　S4）
このゴールは（8），により展開され，
　coRnect　（neko，
　　　　　　　　［neko，　ga，　boku，　no，　ringo，　wo，　kajitta，．　nezumi，・wo，
　　　　　　　　　tsukamaeta］，
　　　　　　　　［ga，　boku，　no，　ringo，　wo，　kajitta，　nezumi，　wo，　tsukamaeta］）．
となり，
　S4　＝L一　［ga，　boku，　no，　ringo，　wo，　kajitta，　nezumi，　wo，　tsukamaetall／
となって成功する。ここで一つ前のゴールに戻り，
　connect（ga，　S4，　Sl）
が実行され，これも成功して次のように変数の．値が得られる。
　　　　　　　　　　　　　　　　　　　　　　　　　一一一　61　一一…一
　Sl　＝　［boku，　no，　ringo，　wo，　kajitta，　nezumi，　wo，　tsukamaetall
これで，最初の「が」の文節が同定できたので，次に「を」の文節を同定す
るため次のゴ・一一ルを実行する。
　caseWo　（［boku，　no，　ringo，　wo，　kajitta，　nezurni，　wo，　tsul〈amaeta］，　S2）
これも同様なプロセスで解析が進み，「を」の文節としてr僕のりんごを」
が仮定され，
　S2　＝：　［kajitta，　nezumi，　wo，　tsukamaeta］
で成功する。「を」の文節の後に動詞「噛つた」が来るので，最初のゴール
の第2引数を三三変数S3にしておけば，「猫が僕のりんごを噛つた」を一
つの文として同定し，S3の値は次のようになる。
　S3　＝＝　［nezumi，　wo，　tsukamaeta］
しかし，実際には第2引数は空リストとなっているので，この形では成功せ
ずバックトラックが起こり，「を」の文節の別解として「僕のりんごを噛つ
たねずみを」が仮定され，
　S2　＝＝　［tsukamaeta］
となり，文を同定するための最終のサブゴール
　v　（S2，　［］　）
が成功する。
　3．4　構文解析木の生成
　構文解析木を生成するには解析の過程で成功したゴールの軌跡を残せばよ
い。．そこで次のように文法規則の中に構造を表す項を導入する。
s　（s　（G，　W，　v））　一｝　caseGa　（G），　caseWo　（W），　v．
caseGa　（cg　（NP，　ga））　一〉　np　（NP），　［ga］．
caseWo　（cw　（NP，　wo））　一　np　（NP）．　［wo］．
　np　（np　（n））　一，　n．
　np　（np　（n，　X））　一　n，　x（X）．
x（x　（no，　n））一　［no］，　n．
　x（x．　（no，　n，　X））　一｝　［no］，　n，　x．　（X）．
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　x　（x　（m，　v，　n））　一一，　caseMarker，　v，　n．
　x（x（m，　v，　n，　X））一caseMarl〈er，　v，　n，　x（X）．
これらの規則と，（8），（9），（15）を用いて，次のゴールを実行すると
　？一s（S，　［neko，　ga，　bol〈u，　no，　ringo，　wo，　kajitta，　nezumi，　wo，
　　　　　　tsukamaeta］，　R）．
　S　＝＝　s（cg　（np　（n），　ga），　cw　（np　（n，　x　（no，　R）），　wo），　v）
　R　＝＝　［nezumi，　wo，　tsul〈amaeta］　；
　S＝s（cg　（np　（n），　ga），　cw　（np　（n，　x（no，　n，　x（m，　v，　n））），　wo），　v）
　R＝　［］　；
　no
バックトラックの機能により二通りの解析結果が得られる。変数Sから構造
解析木が得られる（図2a，　b）。変数Rセこは解析の対象とならなかった入力
語列の残りの部分が代入される。
猫　が　ぼく　の　りんご　を　噛つた　ねずみ　を　捕まえた．I
n
np
cg
l
v
C胃
　　　　　　　　　s
図2－a　入力の一一部を文として解析した構文解析木
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猫　が　ぼく　の　りんご　を　煎った　ねずみ　を　捕まえた。
n
np
cg
?…?? 1
n　　　m
口　　l
　　v　　　　　n
　ノ／
ec　2－b
　　　　　　　　　　　／
　　　　　　　　　　　／
　　　　　　　　　s
入力の全体を文として解衝した構文解析木
????????????
　文法規則が左圃帰となることを避けるために，3．3節において補助的な
非終端記号xを導入した。そのため，名詞句npより下位の構造は意味的な
まとまりを示す携造とは異なっている。3、1節に示した左回帰の規則を直
接的に扱うセこは上昇解析を行うことが必要になる。与えられた文法規則から
上昇解析を行う論理プログラムを作る研究も行われている⑨。後述の集合型
言語の確定節文法は，文法規則でプロダクション・システムを構築でき，全
く異なった方法で上昇解析を行うことができる（詳細は文献（18）参照）。
　3．5　DCGによる文の生成
　一般に論理プPグラムにおいて述認に対するデータの入繊力の関係は双方
向的である。すなわち，文の解析に用いた論理プログラムはそのまま文の生
成に用いることができる。しかし，前述の名詞句のように，生成規則が二通
りの回帰的定義を含む場合は二通りの名詞句の無限集合が定義されるため，
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二つの無限集合から交互に要素を取り出すようなエ夫をしなければ，文法鋭
則に適合するあらゆる名詞句を生成することはできない。そこで，名詞句の
定義（10）一（14）を生成に用いるため，再び左回帰に変更する。
　np　一　np，　z
　z一　［no］，　n．
　z　e－　caseMarlcer，　v，　n．
この規則を名詞句の生成に用いると，すべての名詞が名詞句として生成され
た後に，「n十z」のあらゆる名謁句が生成される。ついで「n÷z十z］のあら
ゆる名詞句が生成される。以下同様に短いものから長いものへと文法規則に
適合するすべての名詞句を枚挙することができる。実齢こは，名調句の無限
集合の枚挙は次のゴー一・ルにより実行する。文法規則に意昧的な拘束条件を導
入していないので，意味的におかしな名詞句が生成される。
　？一　np（X，　［」）．
　〉．〈　＝　［boku］；
　X　＝＝　［ringo］；
　　一　　　一　　　一
　X　＝　［boku，　no，　ringo］　；
　X　＝＝　［boku，　no，　nezumi］；
　　一　　　一　　　一
　X　＝　［boku，　ga，　kajitta，　ringo］　；
　X　＝　［boku，　ga，　kajitta，　nezumi］；
　　一　　　一　　　一
　X　＝　［ringo，　wo，　tsukamaeta，　nel〈o］　；
　X　＝：　［ringo，　wo，　tsukamaeta，　shippo］　；
　　一　　　一　　　一
　X　＝　［boku，　ga，　kajitta，　ringo，　wo，　kuwaetekita，　inu］　；
　X　＝　［bolcu，　ga，　kajitta，　rjngo，　wo，　lcuwaetel〈ita，　bou］　；
　　一　　　一　　　一
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X　＝　［boku，　no，　ringo，　vvo，　1〈ajitta，　Rezumi，　wo，　tsukamaeta，　neko，　no，
　　shippo，　wo，　hunzul〈eta，　lnu，　ga，　kuwaetekita，　bou，　wo，　kitta，
　　nokogir1］　；
　一　　　一　　　e
4．集合型言語の確定節文法DCSG
　4．1　集合型言語
　文脈自由文法Gは形式的に次の四つ組で定義される。
　G＝〈VN，　VT，　P，　S＞
　ここでVNは非終端記号の有限集合である。　VTは終端記号の有限集合で
ある。自然言語では終端記号はほぼ単語に湘直し，非終端記号は晶詞や句，
文などの文法的な単位に相当する。Pは次の形をした生成規則の有限集合で
ある。
　Aww，　Bb　B2，　．．．，　Bn．　（n　llll　1）
ここでAは集合VNの要素である。　Bi（i＝1，＿，n）は集合VTとVNの和集
合の要素である。生成規則は記号Aをその出現環境とは無関係に記号列B1，
B2，＿，Bnで書き換えることを意味している。　Sは出発記号と呼ばれ文を意
味する非終端記号である。文は出発記号Sに生成規則Pを繰り返し適用して
導かれる終端記号の列である。生成規則の非決定的な適用は多くの異なった
文を導くことになる。この文の集合を文法Gにより生成された言藷L（G）と
呼ぶ。
　文脈自由文法の定義をモディファイして藷順を取り去った文脈自由型の集
合型言語を定義することができる。生成規則‘‘A一→B1，　B2，，．．，Bn”の
右辺を記号列ではなく，記号の集合を表すものとして解釈すると，生成規則
は記号Aを記号の集合｛B1，　B2，＿．，Bn｝で書き換えることを意味する。こ
のモディファイされた：文法G’で定義される集合型雷語L（G’）の文は終端記
号のマルチセッF（同一記号を複数個含んでよい記号の集合）②となる。マ
ルチセットの導出に用いられた非終端記号はそのマルチセットの部分集会に
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与えた名前に相当する。この織女では，生成規痢は言語の生成よりも解析1と
用いることが多いので単に文法規則と呼ぶことにする。
　文脈依存型の集合型言語を考えることもできる。通常の文脈依存型の文法
規則は次の形をしている。
　cr，　A，　P－a，　Bb　．．．，　Bn，　B．　（n　lll　O）
ここでαやβは終端記号や非終端記号の列（空の記号列を含む）を表し，規
則‘‘A　一・　Bl，＿，Bn”が適用できるための記号Aの文脈上の環境条件と
なっている。集合型の言語では語順を考えないので文脈の項は一つになる6そ
れまでに生成されている記号の集合の中に，特定の部分集合が含まれるかど
うかということが規則の適用を定める環境条件となる。集合型三二の確定節
文法（後述）は基本的には文脈自由型の集合型言語に対して定義を行うが，
文脈に依存する性質もある程度，扱えるように幾つかの拡張を行う。
　4．2　形式化の基礎
　集合型二二の一つの文は出発記号から生成された終端記号のマルチセット
である。生成の過程で用いられた非終端記号はこのマルチセットの部分集合
に相当する。そこで，部分集合を表す述語‘‘subset”と集合の要素を表す述
語‘‘member”を用いて，集合型言語の確定節文法DCSG（Defin圭te　Clause
Set　Grammar）を定義する。ここでは文法規則中に現れる終端記号も非終端
記号も英小文字で始まる文字列で表す。文法規則中の終端記号は非終端言己号
と区別できるように，‘‘［‘‘と”コ”とで囲む。文法規則は確定節文法の文
法・確定節変換プロシージャにより，確定節に変換される。
　次の非終端記号から別の非終端記号を生成する文海規則
　s一｝　np，　vp．　（17）
は次の確定節に変換される。
　subset　（s，　SO，　S2）　：一　subset　（np，　SO，　Sl），
　　　　　　　　　　　subset（vp，　Sl，　S2）．　（17）’
ここで，SO，　S1，　S2などの変数には終端記号VTのマルチセットが代入さ
れる。マルチセッ5自体は要素の並びとしてリストを用いて表現する。述語
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‘‘唐浮b唐?ゼ，は第1引数が第2引数に代入されたマルチセットの部分集合に与
えた名前であることを述べている。第3引数はその部分集合を差し引いた残
りの集合（補集合）である。例えば，‘‘subset（s，　Si，　S2）”は‘‘s”がSOの
部分集合でS2がその補集合であることを述べている。確定節（17）’は，計
算上の手続きとして「集合SOの部分集合がsで補集合がS2であることを
示すために，集合SOの部分集合がnpでその補集合S1中に部分集合vp
が存存し，S1からvpを除いた補集合がS2であることを示せ」と読むこ
とができる。
　　　　　　　　　s　一一〉　npr　VP．
　　　　　　SO　SI　S2
図3　文法規則と部分集合の関係
　一方，非終端記暑から終端記号を生成する規期
　noun　一〉　［book］．　（18）
は次の確定節に変換される。
　subset（noun，　SO，　Sl）　：一　member（book，　SO，　Sl），　（18）’
ここで，集合の要素を言及する述藷‘‘member”は次の確定節により定義し
ておく。
　member　（M，　［M　l　X］，　X）．
　member　（M，　［A　I　X］，　［A　l　Y］）　：一　member　（M，　X，　Y）．　（19）
述語member　C＊　3個の引数を持っている。第1引数：は第2引数に代入され
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る集合の要素である。第3引数はこの要素を除いた補集合が代入される。す
なわち，集合型言語の確定節文法では終端記号も非終端記号も二つの集合の
差（補集合）により表される。
　文法規則
　A－F　BI，　B2，　．．．，　Bn・
から確定節への変換の一般形は次のようになる。
　subset　（A，　So，　Sn）　：一　subset　（Bi，　So，　Si）・
　　　　　　　　　　　subset（B2，　Si．　S2），
　　　　　　　　　　　subset　（Bn，　Sn－1，　Sn）・
ここで，文法規則の右辺に含まれる記号は全て非終端記号として仮定されて
いる。もし，‘‘［Bi］　”（1≦；i≦n）の形の記号が現れると，‘‘B云”は終端
記号と仮定され，文法・確定節変換の際に‘‘subset（Bi　Si－1，　Si）t’の代わ
りに‘‘member（B三，　Si＿1，　Si）”が用いられる。
　4．3　文脈依存の特性
　文脈自由型の集合型言語に対して定義した確定節文法の機能を拡張し，あ
る程度，文脈に依存した構造も扱えるようにしている。通常の文脈依存規則
と異なって，右辺に環境条件をテストするための項を導入する。例えば，右
辺の記号にオペレ・一一タ‘‘test”を作用させた非終端記号‘‘test　C”及び終
端記号‘‘test［C］，，
　A－ua，　Bi，　．．．，　Bi，　test　C，　Bi一，　．．．，　Bn．
　A　一一｝　Bl，＿，Bi，　testこC］，　Bi＋ls＿，Bn。
は次のように変換される。
　subset（C，　Si，の
　member　（C，　Si，一）
右辺に現れるこれらの記号Cは集合の生成の際も解析の際にも規測を適用さ
せる過程において環境条件のテストを行う。生成の際にはBl，．．．，Biまで
の記号を左端から順に終端記号になるまで書き換え，次に，その中に部分集
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合Cあるいは要素Cが含まれているかの条件テストを行い，成功すれぽさら
にBi＋1，＿，Bnの書き換えを行う。失敗するとバックトラックが起こり，
最：後に行った選択（左辺が同じ規則がある場合，どれか一つを適用する）の
別の選択を行い，再び条件テストを行う。
　解析の揚合には対象となる集合中に非終端記号Aを同定しようとして，初
めに部分集合B1，＿，Biを同定する。これらの同定された部分集合は順次
対象集合から除去されている。この時点で残りの集合（補集合）の中に部分
集合Cあるいは要素Cが存存するかの条件テストを行う。テストが成功すれ
ぽBi＋1，＿，Bnを同定に進む。失敗すれぽ，・㍉クトラックが起こり，最
後に行った選択の別の選択を実行する。
　オペレータ“　test”が環境中に特定の部分集合や要素の存在の条件テスト
を行ったのに対して，次のようにオペレータ‘‘not”の付加された非終端記
号‘‘not　C”及び終端記号‘‘not［C］”
　A一＞Bl，＿，Bi，　not　C，　Bi＋1，＿，Bn．
　A一〉　Bi，　．．．，　Bi，　not　［C］，　Bi＋i，　．．．，　Bn．
はそれぞれ次のように変換され，
　no£　subset　（C，　Si，　．）
　not　member　（C，　Si，　rm）
それまでに生成された集合や，これから解析される集合中に特定の部分集合
Cや要素Cが存存しないことを条件として要求する。
5。一般化された構文解析
　5。1　無限ループの問題
　完全に語順を持たない言語に対しては，直ちに集合型言語の確定節文法の
方法を用いて，文の生成や解析を行うことができる。しかし，：文節以上の単
位を考えても，日本語文は全く語順がないことはないので，直ちに集合型言
語の確定節文法の方法を適用することはできない。語順が全く自由な自然言
語が地球上に存存するかどうかは不明であるが，自然言語以外では集合型言
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語として見ることのできる多くのデータ集合が存存し，一般化された構文解
析の問題として効果的に情報の構造を解析することができる。
　集合型言語の確定節文法の長所を明らかにするため，後向き推論における
ルrv一・プの問題を考える。ある回路の電圧のデータが図2に示すように与えら
れていたとする。これを次の命題（本体のない確定節）の集合で表し，公理
として仮定する。
veltage（＄1，　＄3，　20）．
voltage（＄2，　＄3，　15）．
voltage（＄2，　＄4，　8）．
　　　　　　　　e＄1
20y
e＄3
e　＄2
e＄4
（20）
図4　ある園路の電圧
命題‘‘voltage（＄1，＄3，20）”は節点＄1と＄3の間の電圧が20（volt）てあ
ることを述べている。節点の順序に関係なく電圧のデータを求めるために，
次の含意命題（本体のある確定節）を公理として仮定する。
灘餌）二詰論鵬．｝　（21）
これは，電圧は逆向きに測るときは負の符号をつけれぽよいことを規則にし
たもので，節点＄3，＄1間の電圧は定理‘‘（ux）volt（＄3，＄1，　X）”を証明す
ること，すなわち，以上の確定節を論理プログラムとして，次のゴール節
　？一　volt（＄3，　＄1，　X）．
を実行することで得られる。
　さらに，任意の二つの節点A，C間の電圧を求めるために，次の二つの確
定節を加える。
　v（A，　C，　V）　：一　volt（A，　C，　V）．　（22）
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　v（A，　C，　V十W）　：一　volt（A，　B，　V），　v（B，　C，　W）．　（23）
（22）は節点A，C間に電圧のデータが存存するときに適用される。（23）は
データがない場合に適用される。　（23）は初めにデータのある節点A，B間
の電圧Vを求め，さらに節点B，C闘の電圧Wを求めて加え合わせれば良い
ことを述べている。
　しかし，これらの定義は意図したようには働かない。節点＄1，＄4問の電
圧を求めるために，次のゴール節を実行したとする。
　？一　（＄1，　＄4，　X）．
節点＄1，＄4聞の電圧が直接，与えられていないから，ゴールは（23）によ
りサブゴーールに展開される。第1のサブゴールは節点Bに＄3を代入するこ
とで‘‘volt（＄1，＄3，20）”となり成功する。第2のサブゴール‘‘v（＄3，＄4，
W）”もまた（23）によりサブゴーノレに展開される。第1のサブゴールは前
と同じデータを使って‘‘volt（＄3，＄1，一20）”で成功する。第2のサブゴー
ルは最初のゴールと同じになってループに陥る。
　このような問題を避けるための一つの方法は，同じデー・タが再度と使われ
ないように，既に使われたデータを消去することである。これは（21）を
（21）’で置き換えることにより実現できる。
　volt（A，　B，　V）　：一　voitage（A，　B，　V），
一鼠萌・一蜿R∴｝（・・）・
しかし，これは定理の証明の過程で公理系が破壊されるため，消去されたデ
ータがバックトラックの際に圃復されることがない。
　よく用いられる方法は使ったデータの軌跡を残す方法である。これは（22）
と（23）をそれぞれ（22）’と（23）’で置き換えればよい。節点＄1，＄4間
の電圧はゴール節　？一v（＄1，＄4，X，［］）．　により求めることができる。
　この：方法の欠点は電圧導出の論理に不要なデータの軌跡を陽な形で扱わね
ぽならない点である。
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　v（A，　C，　V）　：一　volt　（A，　C，　V）．　（22）’
　v（A，　C，　V十W，　T）　：一　volt　（A，　B，　V），
　　　　　　　　　　　　　not　member（B，　T，　m），
　　　　　　　　　　　　　v（B，　C，　W，　［AIT］）．　（23）’
　5．2　構文解析に帰着した問題
　前節の無限ループの問題は一般化された構文解析の問題に帰着すると簡単
に解決することができる。構文解析の問題にするために，電圧のデータの表
現を素論理式から複合項に替える。言語の二葉で言えばは，文で裏していた
ものを名詞句に替えたことに相当する。図4の電圧のデータは複合項の集合
として，リストを用いて次の命題で表す。
　vData　（rvoltage（＄1，　＄3，　20），　voltage（＄2，　＄3，　15），　voltage（＄2，　＄4，　8）］）．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（24）
　ここで，リストで蓑された複合項の集合を集合型言語の一つの文であると
仮定し，各々の複合項を単語であると仮定する。任意の節点間の電圧を求め
る問題は三蓋な文法規則を定めることにより，構文解析の問題に帰着するこ
とができる。次の規則は確定節（21）に対応する。
1：羅：細細1鵠㌣1■　　（25）
‘‘m‘‘と”］”とで囲まれたvoltage（A，　B，　V）は終端記号である。一一一一tii，
volt（A，　B，　V）は非終端記号である。ここで，通常の文法規則と異なり文法
規則の中に全称変数（A，B，　V）を導入している。これらの変数は対象となる
文に規則が適用される場合に対応する文中の値が代入されるものとする。こ
れらの文法規則はDCSGの文法・確定節変1奨プロシージャにより次の確定節
に変拠される。
　subset（volt’（A，　B，　V），　SO，　Si）　：　一　rnember（voltage（A，　B，　V），　SO，　Sl）．
　subset（volt（A，　B，　一V），　SO，　Sl）　：　一　member（voltage（B，　A，V），　SO，　Sl）．
　任意の二つの節点間の電圧を求めるために，（22），（23）に対応して，次の
文法規則（26），（27）を与える。
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　v（A，　C，　V）　一一一一一＞volt（A，　C，　V）．　（26）
v（A，　C，　V十W）　一一一一，　volt（A，　B，　V），　v（B，　C，　NV）．　（27）
これらの文法規則は次の確定節に変換される。
　subset　（v　（A，　C，　V），　SO，　Sl）：一subset　（volt　（A，　C，　V），　SO，　Sl）．　（26）’
subset　（v　（A，　C，　V十W），　Se，　S2）　：　一　subset　（volt（A，　B，　V），　SO，　Sl），
　　　　　　　　　　　　　　　　　subset　（v　（B，　C，　W），　Sl，　S2）．（27）’
　節点＄1と＄4間の電圧Xを求める問題は次のように，文（24）の中に非
終端記号v（＄1，＄4，X）を同定する問題に帰着できる。
　？一　vData　（VD），
　　subset　（v　（＄1，　＄4，　X），　VD，　．）．
　X　＝　20　十　（一15十8）
ここで，変数Xの値は終端記号や非終端記号の同定が行われた軌跡を保持し
ており，この値から構文解析木を得ることができる（5図）。
　　　　　　　　　　　　　　　十／×
2g　十／×
　　T　s
　　15
図5　構文解析木
　5．3適用範囲
　通常，論理プログラムはファクト｛Fi，　F2，．．．，Fn｝とルール｛Rl，　R2，＿，
Rm｝と呼ばれる二種類の確定節の有限集合からなっており，いずれも公理
として見ることができる。ブPtグラム上の計算はそれらの公理から後向き推
論により定理を導く過程である。5．1節のループの問題は定理を導く上で
同じファクトを多重に使用することに起函していた。なぜなら，定理を導く
計算は問一公理の多重：使用を認めていることによる。5．2節においてファ
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クト｛Fl，　F2，＿，　Fn｝は集合型言語の一つの文として仮定された。一方，
ルール｛Rl，　R2，＿，Rm｝は文法規則に変換された。電鷹導出の二三は一般
化された構文解析の問題として解くことがでぎた。文脈自由型の言語におい
て，文中の各々の終端記号は非終端記号への還元に一度しか嵜与することが
できない。それゆえに構文解析の問題としてとらえることで，同じデータの
多電使用に基づくループの問題が必然的に解消されることになった。
　与えられたデータ集合の中に構造を求めるような種類の問題，一筆書き’の
問題，道願を枚挙する問題など後向き推論ではループに陥り易い問題をDC
SGを用いて一般化された構文解析の問題に帰着して扱うことにより，簡単
に解決することができる。
6．　DCSGの拡張
　6．1　集合の変換
　．文法規則中の終端記号［voltage（A，　B，　V）〕はDCSGの文法・確定節変
換プPシー一一ジャによりmember（voltage（A，　B，　V），　SO，　S1）に変換された。
対象となる集合がSOに代入されると，その集合から要素voltage（A，　B，　V）
が除去され，残りの部分が変数S1から得られた。そこで，文法規則中の終
端記号は対象となる集合から特定の要素を除去し，新しい集合を作る関数と
して見ることができる（図6）。
　　　　　　　　　　　　［voltage〈A，B，V＞］
　　　　　　　　　se　sl　　　　　　　　　　図6　終端記号による集合の要素除去
　一一方，文法規則中の非終端記号は，最終的に終端記号の組み合わせとして
構成されるから，対象集合から部分集合を除去して新しい集合を作る関数と
して見ることができる。それゆえに，文法規則は集合の変換を定義するもの
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として見ることができる。
　ここで，集合の変換の逆変換を考えよう。終端記号による要素除去変換の
逆変換はその要素を対象集合に加え新しい集合を作ることである。非終端記
号による部分集合の除去変換の逆変換はその非終端記号から導かれる終端記
号の集合を対象集合に加えることである。逆変換を実現するための最も簡単
な方法は述語memberとsubsetにおいて入出力の関係を取り替えることで
ある。この方法を終端寵号‘‘m”に対して次のように適用すると，
　？一　mernber（m，　OUT，　［a，　b，　c］）．
集合の表現にリストを用いるために，4つのケースOUT＝［m，　a，　b，　cコ；
［a，m，b，c］；こa，b，m，c，コ；［a，　b，c，m］が生じる。
　この方法を非終端記号に適用する際には別の問題点が生じる。これまで定
義してきた文法規則は文の生成ではなく，解析に用いることを想定して定義
したために，そのまま逆変換用の規則として用いると，　（11）の中点Bのよ
うに値が定まらずに変数のまま残るようなことが起こる。
　6．2addオペレータ
　前節の逆変換の方法には問題点があるので，終端記号による集合変換の逆
変換だけを独立に考える。次の文法規則のように，
　A　um｝　Bl，　．．．，　Bi－b　add　［Bi］，　Bi＋b　．．．，　Bn．
逆変換のためのオペレータ‘‘add”の付加された終端記号‘‘add　［Bi］”は式
　Si　：＝　［BiISi－i］
に変換される。すなわち，オペレータaddはそれが付加された記号を対象
集合S三一ユの中に加え，新しい集合Siを作る。
　オペレータaddを含む文法規闘を用いて定義される非終端記号は，もはや
対象集合の三分集合に与えた名前として見ることができない。そこで文法・
確定節変換に述語subsetを使うことが不適当なので，拡張DCSGでは述語
subsetの代わりに述語co且vertを使うことにする。
一・一@76　一一一
7．　拡張DCSGの応用
　7．1　事象・状態変化型の問題
　集合型言語の確定節文法は文法規鋼を集合の変換規則として見ることによ
り，文法規則のシンタックスが拡張でき，集合の変換の逆変換が行えるよう
になった。すなわち，文法規則は集舎の生成あるいは解析を定義するだけで
なく，自由に集権の変換を定義することができる。したがって，単にデ七一タ
集合の中に構造を見出すような構文解析型の問題だけでなく，事象・状態変
化型の問題にも効果的に適用することができる。拡張DCSGの能力を示す
ために「人喰い土人と宣教師」の問題が集合変換の問題として，拡張DCSG
の文法規則を用いて形式化できることを示そう。
［人喰い土人と宜教師コ
　3人の人喰い土人と3人の宣教師が川を渡ろうとしている。川には2人乗
りのボートが1艘ある。宣教師の数が土入よりも多いか等しい場合には土入
はおとなしくしているが，土人の数が多くなると宣教師を食べてしまう。宜
教師が喰われずに無事に6人が川を渡るにはどうすれば良いか。
　7．2　集合変換の文法規則
　川を渡る前はこちら側の岸に3人の宣教師（missionaries）と3人の人喰
い土人（cannibals）がいる。この状態を集合｛m，　m，　m，　c，　c，　c｝で表す。川
を全：員が渡り終え，こちら側の岸le一一一人もいなくなった状態を空集合⇔で
表す。この問題は集合｛m，m，　m，　c，　c，　c｝を，幾つかの拘東条件を満たしな
がら，空集合に変換する集合の変換が定義できれぽ良いのである。
　ここで対象となる集合はこちら岸の状態を表している。この状態の変化は
ボートがこちら岸を離れるときと，こちら岸に到着するときにおこる。こち
ら岸を離れる事象に基づく状態の変化は次の3個の文法規則で表される。
　f（mc）　一，　［m］，　［c］，　fcd．　（28）
　f（mm）　一｝　［m］，　［m］，　fcd．　（29）
　f（m）　一一・　［m］，　fcd．　（30）
　非終端記号f（mc）は宣教師mと土人。がボーートに乗り，こちら岸を離
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れる事象を表す。この事象は対象集合からee素　mと。を除去し，新しい集合
を作る。同様にf（1nm）は宣教師mが2人ボートに乗り，こちら岸を離れる
事象を表す。f（m）は宣教師mが1人ボートに乗りこちら岸を離れる事象を
表す。土人だけが単独で川を渡ることはないことにする。fcdはこちら岸に
おいて宣教師が喰われない条件を表す雰終端記号で，次の文法規則で定義さ
れる。
　fcd　一　not　gt（c，　m）　；
　　　　　not　［m］．　（31）
　gt（X，　Y）一［X］，　［Y］，　gt（X，　Y）．　（32）
　gt　（X，　Y）　一一　［X］，　no£　［Y］．　（33）
　条件fcdは二つの選言の条件より定義される。第1の条件net　gt（Cr　m）
はこちら岸において土人の数が宣教師の数よりも多くないことを表す。第2
の条件not［m］はこちら岸に喰われる宣教師が一人もいないことを表して
いる。
（32）と（33）で定義される非終端記号gt（X，　Y）は集合における2種類の
要素X，Yの数の比較を行うことができる。非終端記号gt（X，　Y）を対象集
合中に同定することは，規則（32）により，集合の要素XとYをそれぞれ1
個だけ除去した集合の中に非終端記号　gt（X，　Y）を同定することである。こ
のブPセスを繰り返し，やがて，XかYかのどちらか1個でも要素除茨が行
えなくなると旧記（33）が適用される。規則（33）は集合中に要素Xが存在
し，要素Yが存在しないことを要求している。従って，対象集合中に非終端
記号gt（X，　Y）が同定できるのは対象集合中の要素Xの数が要素Yの数を越
えたときである。
　こちら岸にボートが到着したときの状態の変化はボートが出発したときと
同様に，次の3個の規期で表すことができる。ここでも土人は単独でボート
に乗ることはないと仮定している。
　b（m）　一〉　add　［m］，　bcd．　（34）
　b（mm）一add　［m］，　add　［m］，　bcd．　（35）
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　b（mc）　一，　add　［m］，　add　［cl，　bcd．　（36）
　ここで，bcdはボートがこちら岸に鋼着しているとぎに，向こう岸におい
て宣教師が喰われない条件を表している。bcdは次のように．定義される。
　bcd　一一一＋　not　gt　（rn，　c）；
　　　　　test　nm（3，　m）．　（37）
　nm　（N，　X）　一“　［X］，
　　　　　　　　　nm（K，　X），
　　　　　　　　　“N　is　K十1”．　（38）
　nm　（O，　X）　一一〉　not　［X］．　（39）
　条件bcdは二つの選言の条件より定義される。条件not　gt（m，　c）はこ
ちら岸において宣教師の数が土人よりも多くないこと，すなわち，向こう岸
において宣教師が喰われない条件となっている。条件test　nm（3，　m）はこ
ちら岸に寛教師が3人いること，すなわち，向こう岸に喰われる寛教師が一一
人もいないことを表している。　（38）セこおいて引用符号で囲まれた部分は
DCSGの文法・確定節変換プロシージャの操作を受けずにそのまま確定節の
一部に組込まれる。
　非終端記号nm（N，　X）を対象集合の中に同定すると，その集合中の特定
の要素Xの数Nを調べることができる。規則（38）は非終端記号nm（N，　X）
を同定するために，対象集合に含まれる要素Xを除去し，残りの集合中に非
終端記号nm（K，　X）を同定し，得られる要素Xの数Kに1を加えて，光の
集会中の要素Xの数とすることを定義している。規則（39）は集合中に要素
Xが存在しないときに，要素の数を0にすることを定義している。
　ボートが何度か往復する状態を，出発記号として次の規則で定義すること
ができる。
s　（［f（X）］）　〈一一　f（X）．
s（［f（Z），　b（Y）　1　X］）　一一〉　s（X），　b（Y），
　　　　　　　　　　　　　“not　X＝　［f（Y）1一］”，
　　　　　　　　　　　　　f　（z），
　　　　　　　　　　　　　　一79一
（40）
　　　　　　　　　　　　　　“not　Y一一　Z”．　（41）
　（40）はこちらの岸から向こう岸へ1回だけ行く事象f（X）を定義してい
る。（41）は向こう岸へ何度かいった後s（X），こちらへ戻りb（Y），さらに向
こう岸へ行った状態f（Z）を定義している。条件110tX　＝［f（Y）｝一］は何
度か向こう岸に行った後，戻る場合に最後に行ったときと全く同じ構成の人
員をボートに乗せてはならないことを表している。条件not　Y　・Zは：再度，
向こう岸に行くときに今，戻って来たときと全く同じ構成の人員をボートに
乗せてはならないことを表している。
　これらの規則を用いてs（X）を出発記号として次のように集合の変換を実
行すると，
　？一　convert（s（X），　［m，　m，　m，　c，　c，　c］，　［］）．　（42）
ボートにどのように乗れば良いか，解が変数の値Xから得られる。しかし，
これらの規則は計算の手続きとして見ると冗長な部分を多分に舎んでおり，
そのまま用いたのでは極めて能率が悪い。
　能率を落としている原因はリストの要素を調べる際に，調べる順序を入れ
替えるだけの無用なバックトラックを行う点である。そこで，カット記号（1：）
を挿入し無用なバヅクトラックを綱曝する。
　ボー5がこちら岸をはなれる事象を表す規則（28）一（30）は次のように規鋼
を二段階に分けてカット記号を挿入する。
　f（mc）　一，　fmc．　（28）’
　f（mm）一fmm．　（29）’　f（m）　一一一一e一　fm．　（30）’
　fmc一［m］，　［c］，　“！”，　fcd．　．　（28）”
　fmm　一一一一＋　［m］，　［m］，　“！”．　fcd．　（29）”
　fm　一〉　［m］，　’‘‘！”，　fcd．　（30）”
　集含中の特定の二種類の要素の数の比較を行う述語の定義（32），（33）は
（32）’，（33）’に改める。
　gt（X，　Y）一［X］，　［Y］，　“！”，　gt（X，　Y）．　（32）’
　　　　　　　　　　　　　　　一80一
　gt（X，　Y）［X］，　“1”，　not　［Y］．　（33）’
　集合中の特定の要素の数を求める述語の定義（38）は（38）’に改める。
　nm　（N，　X）　一一一｝　［X］，　“　！　”，
　　　　　　　　　nm　（K，　X），
　　　　　　　　　“N　is　K十1”．　（38）’
　これらのカット記号を導入した規則を用いて，集合の変換s（X）を実行す
ると，変数Xからどのように川を渡れば良いかの解を能率よく求めることが
できる。
　？一　TO　is　cputime，
　　convert　（s　（x），　［m，　m，　m，　c，　c，　c］，　［］），
　　T　is　cputirrie－TO．
　X　＝　［f（mc），　b（m），　g（mc），　b（m），　f（mm），　b（mc），　f（mm），　b（m），
　　　　f（mc），　b（m），　f（rnc）］
　T　＝　O．　75　（sec）
　解の先頭は最も最後に渡ったボF一一トの状態を表す。すなわち，解の末尾の
f（mc）が最初に宣教師mと土入。が渡ったことを示し，次にb（m）が宣教
師mが一人で戻ってきたことを示し，次いで，f（mc）が堂教師と土人が渡
ったことを示し，ついで宣教師が戻り，次に宣教師が2人で渡り，土人faf　di
人連れて戻り，……　という具合に渡っkことを示している。
8．　おわりに
　臼本語文は文節以下の単位では語脈が重要になり，一方，述部の格として
の文節の順序は比較的ゆるやかである。この日本語文の性質をうまく取り扱
うことを掃指して確定節文法の拡張を行っている。ここで開発した集合型雷
語の確定節文法DCSGは語順を全く持たない言語を想定しているので，た
だちに日本語文法の記述に応用することはできない。集合型言語と見なせる
ような自然雷語が存在するかどうかは不明であるが，一般にデータの集合が
構造を持つものであれぽ，データ集合を集合型言語の一つの文として見るこ
　　　　　　　　　　　　　　　一81一
とができる。DCSGはデータ集合の中に構造を見出す種類の間題を一・一一一般化さ
れた構文解析の問題に帰着して効果的に扱うことができる（17）。
　文法規則を集合の変換規則としてとらえ，addオペレータを導入した。こ
のオペレータを用いると，下降解析の過程の中で部分的に対象を書き換える
上昇解析の操作が行える。解析の吐合となる語列の中に特定の終端記号のパ
タンが現れたとき，addオペレータを用いて対応する非終端記号に書き替え
る。この操作を繰り返し，次々に上位の非終端記号へ書き替えて出発記暑に
到達させる（下降型にf制御された上昇解析）（18）。確定節文法の下降型の構文
解析のメカニズムは左図解の文法規則に撮会うと一般に無限ループに陥るが，
addオペレーータによる上昇解析を利用してこの問題を避けることができる。
　addオペレータは確定節文法の性格を換えるため，非終端記号は部分集合
に相当せず，単に集合の変換に与えた名前となった。集合の変換という見方
は内容的に異なる種々の規則を統一的に扱うことを可能にしている。「人喰
い±人と宜教師」の問題に用いた文法規則はプロダクション・ルールの適用
が下降型に制御されたプpaダクショソ・システムとして見ることができ，プ
ロダクションの条件もプロダクション・ル・一一ルもそのルP一ルの制御も同一の
シンタックスの下に定義された。addオペレーータの導入によりDCSGはバ
ックトラックの行えるプロダクション・システムとしての機能を備えたので
ある。DCSGは構文解析型の聞題だけでなく事象・状態変化型の問題にも応
用することができるようになった。
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