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Abstract
Let G(x) be a C0 function such that |G(x)|  K|x|p for |x|  c, for constants K,c > 0. We
consider spherically symmetric solutions of gφ = G(φ) where g is a Schwarzschild or more gen-
erally a Reissner–Nordström metric, and such that φ and ∇φ are compactly supported on a complete
Cauchy surface. It is proven that for p > 4, such solutions do not blow up in the domain of outer com-
munications, provided the initial data are small. Moreover, |φ| C(max{v,1})−1, where v denotes
an Eddington–Finkelstein advanced time coordinate.
 2005 Elsevier SAS. All rights reserved.
Résumé
Soit G(x) une fonction continue telle que |G(x)|  K|x|p , pour |x|  C, où K,c désignent
des constantes strictement positives. Nous considérons des solutions à symmétrie sphérique degφ = G(φ), où g est une métrique de Schwarzschild, ou plus généralement, de Reissner–
Nordström, telles que φ et ∇φ sont à support compact sur une surface de Cauchy complète. Il a
été démontré que pour p > 4, les solutions de ce type n’explosent pas dans le domaine des commu-
nications extérieures, pourvu que les données initiales soient petites. De plus, |φ| C(max{v,1})−1,
où v désigne une coordonnée de temps avancé d’Eddington–Finkelstein.
 2005 Elsevier SAS. All rights reserved.
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The interaction between the geometry of black hole backgrounds and the behaviour (in
the large) of linear and non-linear waves plays a fundamental role in general relativity.
The very stability of the simplest black hole solutions like Schwarzschild and Kerr could
depend on subtle features of this interaction. Moreover, fine aspects of the behaviour of
these waves, such as the phenomenon of decaying tails, have physical importance, both
from the point of view of far away observers, and for those brave enough to cross the
“event horizon”.
In [8], we studied the problem of collapse of a spherically symmetric self-gravitating
scalar field, i.e., solutions of the system,
Rµν − 12gµνR = 2Tµν, (1)
gφ = 0, (2)
Tµν = φ,µφ,ν − 12gµνφ
,λφ,λ, (3)
arising from spherically symmetric initial data, in the case where it is known a priori that a
black hole forms.1 The main result of [8] was a proof of Price’s law, heuristically derived
in [20,9]. The mathematical content of this “law” is a set of decay rates for the scalar field
in appropriately defined null coordinates on the so-called domain of outer communications
or exterior of the black hole. In particular, we showed decay |φ| v−3+ε in an Eddington–
Finkelstein-like advanced time v-coordinate along the event horizon, and decay |rφ| u−2
in retarded time u along null infinity.
The problem of the self-gravitating scalar field studied in [8] is non-linear. In partic-
ular, the black hole geometry depends on the solution, and even properly identifying the
black hole exterior is a non-trivial part of the problem. The results of [8] can be special-
ized, however, to the easier problem of the study of spherically symmetric solutions to the
equation,
gφ = 0,
on a fixed Reissner–Nordström background spacetime (M, g). These spacetimes constitute
a two-parameter family of solutions to the Einstein–Maxwell equations, with parameters
mass M and charge e. The one-parameter subfamily of vacuum solutions defined by e = 0
is known as the Schwarzschild family. For parameter values 0 |e| < M , these spacetimes
1 For the definition of the notion of black hole, see [6]. Black holes form for generic large initial data in view
of Christodoulou’s proof of weak cosmic censorship [5] for spherically symmetric solutions to (1)–(3). In the
presence of an additional non-trivial Maxwell field, for which the results of [8] also apply, the existence of a
black hole follows from [6].
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dinates (r, t) ranging in (M + √M2 − e2,∞) × (−∞,∞) such that the metric takes the
form:
g = −
(
1 − 2M
r
+ e
2
r2
)
dt2 +
(
1 − 2M
r
+ e
2
r2
)−1
dr2 + r2 dσS2,
where dσS2 denotes the standard metric on the unit two-sphere. In [8], decay rates were
obtained both in the (static) t coordinate, as well as in Eddington–Finkelstein retarded and
advanced time coordinates u and v. (The latter are indispensable for understanding the
decay of the radiation tail along null infinity and the behaviour along the event horizon.)
Previously, decay rates had been shown only in the static t coordinate [4,17] under the
additional restrictive assumption that the solution is supported away from the event hori-
zon’s sphere of bifurcation.2 In contrast to the situation in Minkowski space, there is no
decay rate in t which is uniform in r , in view of the geometry of the horizon.
In this paper, we shall explore the implications of the decay proven in [8] for the behav-
iour of small data solutions to the semi-linear wave equation:
gφ = G(φ) (4)
on a fixed Reissner–Nordström background (M, g), where the nonlinearity is assumed to
decay sufficiently fast at 0: ∣∣G(x)∣∣K|x|p for |x| c (5)
for some constants K,c > 0. The study of small-data solutions to (4) under assumption
(5) is often referred to as the “John problem”. The point of (5) is that no special structure
is assumed of the non-linearity; in particular, it is not assumed that G(x) = V ′(x) for a
nonnegative potential V  0. Our main result (Theorem 1) states that for p > 4, small-data
spherically symmetric solutions of (4) remain regular on the closure of the exterior region
J−(I+) ∩ J+(I−) of Schwarzschild or Reissner–Nordström.3 Moreover, |φ|  Cv−1 in
advanced Eddington–Finkelstein time v, and, for r  r0 > M +
√
M2 − e2, |φ|(r, t) 
C(r0)t−1, but with C → ∞ as r0 → M +
√
M2 − e2! Note that our assumptions on the
initial data in Theorem 1 are the geometrically appropriate ones; no special conditions are
imposed at the sphere of bifurcation H+A ∩H+B of the event horizon.
The global study of Eq. (4) on a Schwarzschild background was initiated in [1,18], in
the case where the non-linearity G is given precisely by G(x) = x|x|2.4 Although this is a
special case of (13), the phenomenology of this particular equation is completely different
from the general case, as this non-linearity is of the form V ′(x) for a potential V  0.
2 We also note earlier results showing boundedness [16] and decay without a rate [22].
3 In stating results, we apply here standard notations from global Lorentzian geometry. See Hawking and El-
lis [11]. The reader unfamiliar with these global concepts should note that our result implies in particular “global
existence” with respect to Schwarzschild or Reissner–Nordström time t .
4 For higher-power non-linearities, see also [2].
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H 1 ↪→ L6, global regularity for large data solutions can be proven using only the energy
estimate arising from contraction of the energy momentum tensor of φ with the Killing
vector ∂t .6 In particular, no appeal need be made to decay for the linearized problem.
Under spherical symmetry, similar results can in fact be proven in the self-gravitating case,
i.e., for the system:
Rµν − 12gµνR = 2Tµν, (6)
gφ = V ′(φ), (7)
Tµν = φ,µφ,ν − 12gµνφ
,λφ,λ − gµνV (φ), (8)
for a wide class of potentials. Specifically, if the potential is bounded below, i.e.,
V  −C > −∞, then a weak form of stability7 has been proven in [7] for arbitrary
spherically symmetric solutions of (6)–(8), in the case were it is assumed a priori that
the past of infinity has a nontrivial complement. If V  0, the results of [7] imply in
particular that null infinity is complete [6].8 These questions received attention [12,13]
recently in the string theory community in the context of possible cosmic censorship vio-
lation.
In contrast to the above, for the case of the “John problem” considered here, where we
do not assume a special structure for G, results are only expected for small data solutions,
and for p sufficiently large. We recall the situation in Minkowski space: The study of small
amplitude solutions of the equation
φ = |φ|p (9)
on R3+1 was initiated by F. John [14], who showed that for p > 1 + √2, solutions to (9)
with sufficiently small, compactly supported initial data remain regular for all time, and
moreover, decay to 0 along all inextendible causal geodesics. On the other hand, for 1 <
p < 1+√2, F. John established the existence of small data spherically symmetric solutions
which blow up in finite time.9 This blow-up result was later extended by J. Schaeffer [21]
to p = 1 + √2.
5 In particular, the sufficiently low power.
6 These methods have recently been extended [19] to the case of a Kerr background, where ∂t is no longer
everywhere timelike in the domain of outer communications. In this case, global regularity is proven even though
the solution is allowed to grow.
7 I.e., that the solution does not blow up in the past of infinity.
8 In the spherically symmetric self-gravitating case, an energy estimate is provided via the coupling by consid-
ering evolution equations for the Hawking mass m.
9 Consideration of the general n-dimensional problem leads to the critical power pc defined as the positive
root of the quadratic equation (n − 1)p2c − (n + 1)pc − 2 = 0; this power first arose in work of W. Strauss. For
analogues of F. John’s result for Rn+1, see [10] and references therein.
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1 < p < 1 + √2, there exist solutions arising from arbitrarily small compactly supported
data which blow up on the exterior region J−(I+) ∩ J+(I−). In view of the restriction
p > 4 in our Theorem 1, it would be interesting to understand the behaviour in the interval
1 +√2 p  4, in particular, to determine the critical power of p separating stability and
blow up.11
Besides addressing what is by now a classical problem in non-linear wave equations,
our motivation for studying this “John problem” in the black hole context arises as follows:
Experience from non-linear stability problems for the Einstein vacuum equations without
symmetry strongly suggests that using decay rates of linearized fields will be an essential
part of any argument. In the black hole context, implementing this approach introduces
a number of technical challenges, as the notion of “time” with respect to which decay
is to be measured must necessarily be substantially altered. In this context, the present
problem appears to concern the simplest geometrically well-defined non-linear equation
where “global regularity” is indeed shown via decay for the linearized problem. Moreover,
we believe that the estimates proven here clarify the role of the event horizon—and the
celebrated red-shift effect—for ensuring stability. Indeed, it is not clear whether the results
shown here could be obtained using only the (non-uniform) t-decay shown in [4,17], which
do not precisely express behaviour up to the horizon. Further clarification of these issues
may shed light on the problem of the non-linear stability of the Kerr vacuum solution.
1. Schwarzschild and Reissner–Nordström
Let (M, g) denote a non-extremal Reissner–Nordström solution corresponding to pa-
rameters M , e, with 0  |e| < M . (We refer the reader to standard references, for in-
stance [11].) By convention here, the term Reissner–Nordström solution will always refer
to a globally hyperbolic spacetime which is the Cauchy development of an asymptotically
flat hypersurface Σ with two ends.12 Considering the quotient
Q=M/SO(3),
and defining the area-radius function r :Q→R
r(q) =√Area(q)/4π, (10)
10 The spherically symmetric geometric wave operator on Schwarzschild can be reinterpreted, after multiplica-
tion of φ by r , as the R1+1 wave operator, with an additional positive potential, and this is the approach taken
in [3]. For extensions of the John problem to large classes of linear potentials, not necessarily positive, see [15],
and references therein.
11 For simplicity, we appeal in this paper only to the uniform v-decay estimate—not the complete set of decay
rates—proven in [8]. We expect that a more detailed study should lower the constraint p > 4. It is not clear,
however, whether the estimates of [8] alone will be able to retrieve the result for p > 1 + √2; for comparison
with the case of R3+1, see [14].
12 I.e., in the e = 0 case, we do not mean an analytic (or otherwise) extension thereof.
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g = g¯ + r2 dσS2,
where dσS2 denotes the standard metric on the unit sphere, and where g¯ defines a (1 + 1)-
dimensional Lorentzian metric on Q. The Lorentzian manifold (Q, g¯) can be covered by
a bounded global null coordinate system (u¯, v¯). The range of such a coordinate system is
depicted, as a subset of 2-dimensional Minkowski space, in the Schwarzschild (M > 0,
e = 0) case (see Fig. 1) and the charged Reissner–Nordström (M > |e| > 0) case (see
Fig. 2).
These depictions are commonly known as Penrose diagrams. The curve S depicts the
projection to Q of a particular choice of complete Cauchy surface Σ ⊂M.
Fig. 1.
Fig. 2.
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m = r
2
(
1 − g¯(∇r,∇r)),
and the mass ratio
µ = 2m
r
.
The mass m is related to the parameter M by:
M = m + e
2
2r
.
The sets J−(I+A ) ∩ J+(I−A ) and J−(I+B ) ∩ J+(I−B ), the two so-called domains of outer
communications, can each be covered by a coordinate system (r, t) with coordinate range
(r+,∞)× (−∞,∞), where r is defined by (10), and in which the metric g¯ of Q takes the
form
g¯ = −
(
1 − 2M
r
+ e
2
r2
)
dt2 +
(
1 − 2M
r
+ e
2
r2
)−1
dr2.
Here r+ is defined by:
r+ = M +
√
M2 − e2. (11)
One immediately sees that the vector field ∂t is timelike Killing in these domains.
To define a null coordinate system, we first introduce the so-called Regge–Wheeler co-
ordinate
r∗ = r + r2+(r+ − r−)−1 log |r − r+| − r2−(r+ − r−)−1 log |r − r−|, (12)
where
r− = M2 −
√
M2 − e2.
This coordinate satisfies:
dr∗
dr
= (1 − µ)−1.
We now set:
u = t − r∗, v = t + r∗.
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g¯ = −(1 − µ)dudv = −
(
1 − 2M
r
+ e
2
r2
)
dudv,
in J−(I+A )∩ J+(I−A ) and J−(I+B )∩ J+(I−B ); i.e., (u, v) are indeed null. Individually, the
coordinates u and v are each known as Eddington–Finkelstein retarded and advanced time
coordinates, respectively.13 Each of the domains of outer communications is covered by
the range (−∞,∞) × (−∞,∞).
The notion of asymptotic flatness is captured by the fact that 1 − µ → 1 as r → ∞. To
examine the geometry of the horizon, first, we note that the timelike Killing vector field ∂t
extends to a null tangent Killing vector field on the event horizonH=H+A ∪H+B , vanishing
at the sphere of bifurcationH+A ∩H+B . Thus 1 −µ = 0 alongH, and moreover m and r are
constant. In terms of the parameters, we have:
m = 2r = 2r+ = 2
(
M +
√
M2 − e2 ).
This vanishing of 1−µ relative to the Regge–Wheeler (t, r∗) and null (u, v) coordinates
is captured by:
Ĉ1e
(r+−r−)
2r2+
(v−u) = Ĉ1e
(r+−r−)
r2+
r∗
 C1(r − r+) (13)
 1 − µC2(r − r+) Ĉ2e
(r+−r−)
r2+
r∗ = Ĉ2e
(r+−r−)
2r2+
(v−u)
for small enough −∞ < r∗, and for some positive constants, C1, Ĉ1, C2, and Ĉ2, depend-
ing only on M and e.
2. Local existence
Let G be a bounded C∞ function of its argument, let (M, g) be as in the previous
section, and let Σ be a Cauchy surface. We have the following
Proposition 1. Let φ0 and φ1 be C∞ functions on Σ . There exists a unique globally hy-
perbolic subset D ⊂M, and a C∞ function φ :D→R such that
(1) Σ ⊂D is a Cauchy surface, and φ|Σ = φ0, Nαφα = φ1, where N is the future-directed
unit normal to Σ .
(2) gφ = G(φ).
13 The term Eddington–Finkelstein coordinate system, however, typically refers to the hybrids (u, r) and (v, r).
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the above, then D˜ =D.
We shall call D the maximal domain of existence of the solution. Moreover, if Σ is spheri-
cally symmetric, and φ0 and φ1 are constant on the SO(3) orbits, then D is spherically
symmetric and φ is constant on the SO(3) orbits, and thus descends to a function on
DQ =D/SO(3).
In the spherically symmetric case, the regularity assumption in the statement can be
lowered to G ∈ C0loc, φ0 ∈ C1loc, φ1 ∈ C0loc. The resulting solution φ is then C1. In a slight
abuse of notation, we will denote DQ again as D. It turns out that blowup can be easily
characterized in terms of the L∞ norm of φ, i.e., we have:
Proposition 2. Let q ∈Q∩D. If J−(q) ∩D = ∅, and
sup
x∈J−(q)∩D
∣∣φ(x)∣∣< ∞,
then q ∈D.
A similar statement can be made about the past. The proofs of the above proposition are
completely standard and are thus omitted.
3. The main theorem
The main theorem of this paper is the following:
Theorem 1. Let Σ be a spherically symmetric Cauchy surface in a Reissner–Nordström
spacetime (M, g), with parameters 0  e < M , and let φ0, φ1 be C1, C0 functions, re-
spectively, on Σ , constant on the SO(3) orbits, and supported in Σ ∩ {r  R}, for some
R < ∞. Let D denote the maximal domain of existence for the initial value problem de-
fined by Proposition 1, where G is assumed to satisfy (5) with p > 4. Then there exists an
ε, depending only on M , e, Σ , and R, such that for
|φ0|C1 < ε, 14
|φ1|C0 < ε,
D contains the closures of the two domains of outer communications,
(
J−(I+A ) ∩ J+(I−A )
)∪ (J−(I+B ) ∩ J+(I−B ))⊂D.
14 The norm above refers to the induced Riemannian metric on Σ .
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and, for each fixed r0 > r+,∣∣φ(r, t)∣∣ C(r0)(|t | + 1)−1, r  r0,
where v and t denote an Eddington–Finkelstein advanced time coordinate and a static time
coordinate, respectively, on either of the two domains of outer communications.
4. Proof of Theorem 1: The bootstrap
In view of simple arguments of Cauchy stability, and the fact that the data are compactly
supported on Σ , it follows, that given any t0, say t = 1, then for ε sufficiently small, we
have
{t = 1} ⊂D
and
|φ|t=1|C1  ε˜, (14)
|Nφ|t=1|C0  ε˜. (15)
Here again, the norms refer to the induced Riemannian metric of {t = 1}, and N refers to a
unit future directed normal. The relation of S = Σ/SO(3) and {t = 1} could be given, for
instance, as shown in Fig. 3.
Note φ|t=1 will not in general be compactly supported in (r+,∞). It will be supported
in (r+, R¯] for some R¯ < ∞. Moreover, we have ε˜ = ε˜(ε,Σ, R¯,M,e) → 0, as ε → 0.
Fig. 3.
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D ⊃ J+(Σ) ∩ J−(I+A ) ∩ J+(I−A ).
Define the set B ⊂D ∩ J−(I+A ) ∩ J+(I−A ) by
B =
{
q ∈D ∩ J−(I+A ) ∩ J+(I−A ): sup
x∈J−(q)∩{t1}∩D
v+(x)
∣∣φ(x)∣∣ B} (16)
where v+ denotes max{v,1}, and for a constant B to be determined later.
This subset is clearly non-empty and open for B > ε˜v+(R,1). In view of Proposition 2,
proving Theorem 1 reduces to showing that B is closed. This would follow immediately
from
Theorem 2. For q ∈ B, we have:
sup
x∈J−(q)∩{t1}∩D
v+(x)
∣∣φ(x)∣∣ B
2
.
To prove this, we shall view our non-linear problem in B as a solution of
gψ = F, (17)
where F is to satisfy the estimates arising from (16) if F is set equal to the non-linearity.
We thus turn in the next section to the study of this linear inhomogeneous equation. The
proof of Theorem 2 will then follow easily in Section 6.
5. The linear problem
First some formulas: Written with respect to Regge–Wheeler coordinates, Eq. (17) takes
the form
(1 − µ)−1(∂2t ψ − r−2∂r∗(r2∂r∗ψ))= F. (18)
Alternatively, relative to the null coordinates (u = t−r∗, v = t+r∗) Eq. (17) can be written
as a first order system
∂v(r∂uψ) = (1 − µ)2r r∂vψ +
(1 − µ)
4
rF, (19)
∂u(r∂vψ) = (1 − µ)2r r∂uψ +
(1 − µ)
4
rF (20)
for the pair of functions θ = r∂vψ and ζ = r∂uψ , or by a single equation
∂v∂u(rψ) = −
(
M − e
2) (1 − µ)
2 ψ +
(1 − µ)
rF. (21)r 2r 4
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shift effect:
∂v
r∂uψ
1 − µ +
1
r2
(
M − 2e
2
r
)
r∂uψ
1 − µ =
r∂vψ
2r
+ 1
4
rF. (22)
This effect has been discussed in [8].
From (18) and (19)–(20) we can derive the following energy estimates. Given (u1, v1),
for t  (v1 + u1)/2, define:
E
(u1,v1)
t [ψ] =
−t+v1∫
t−u1
(∣∣∂tψ(t, r∗)∣∣2 + ∣∣∂r∗ψ(t, r∗)∣∣2)r2 dr∗
= 2
−t+v1∫
t−u1
(∣∣r∂uψ(t, r∗)∣∣2 + ∣∣r∂vψ(t, r∗)∣∣2)dr∗.
For t1 = (v1 + u1)/2 t2  t3, we have the following energy identity:
E
(u1,v1)
t2 [ψ] +
2t2−u1∫
2t3−u1
∣∣r∂vψ(u1, v)∣∣2 dv + 2t2−v1∫
2t3−v1
∣∣r∂uψ(u, v1)∣∣2 du
= E(u1,v1)t3 [ψ] +
1
2
t2∫
t3
−t+v1∫
t−u1
(1 − µ)F(t, r∗) ∂tψ(t, r∗) r2 dr∗ dt.
The estimate refers thus to the region depicted in Fig. 4. We also have the following char-
acteristic energy identity in the characteristic rectangle [u2, u1] × [v2, v1]:
Fig. 4.
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u2
∣∣r∂uψ(u, v1)∣∣2 du + v1∫
v2
∣∣r∂vψ(u1, v)∣∣2 dv
=
u1∫
u2
∣∣r∂uψ(u, v0)∣∣2 du + v1∫
v2
∣∣r∂vψ(u2, v)∣∣2 dv
+ 1
4
u1∫
u2
v1∫
v2
(1 − µ)F(u, v)(∂uψ(u, v) − ∂vψ(u, v))r2 dv du.
The reader can refer to Fig. 6.
5.1. The homogeneous problem
The linear homogeneous problem, i.e., the case F = 0, was studied in [8], where point-
wise decay estimates were proven. In this section, we will present these estimates in a form
suitable for understanding the inhomogeneous problem via Duhamel’s principle.
First we have the following preliminary result:
Theorem 3. Fix r0 > r+, and let (u1, v1) be an arbitrary point. Let t0 < (u1 + v1)/2, and
consider the lighter-shaded region
E = J−(r1, t1) ∩ J+
({t = t0})∩ {r  r0}
depicted in Fig. 5.15
Let ψ be a solution to
gψ = 0
Fig. 5.
15 Note that despite the diagram, we are not necessarily assuming that r(u1, v1) r0.
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only on r0, e, and M , such that
r
∣∣ψ(u˜, v2)∣∣2 A(r∣∣ψ(u2, v2)∣∣2 + E(u˜,v2)t0 [ψ]), (23)
r3
∣∣∂vψ(u˜, v2)∣∣2 A(r3∣∣∂vψ(u2, v2)∣∣2 + E(u˜,v2)t0 [ψ]), (24)
for any point u˜ u2 with (u˜, v2) ∈ E .
On the other hand, if (u3, v3) is any point in J−(u1, v1) ∩ J+({t = t0}), then(
r|∂uψ(u3, v˜)|
1 − µ
)2
A
(
e
− r+−r−
r2(u3,v˜)
(v˜−v3)
(
r|∂uψ(u3, v3)|
1 − µ
)2
+ E(u3,v˜)t0 [ψ]
)
(25)
for any v˜  v3 such that (u3, v˜) ∈ J−(r1, t1) ∩ J+({t = t0}).
Finally, if
C = sup
E∩{rr0}
{|rψ |(r, t0), ∣∣r2∂v(rψ)(r, t0)∣∣}
then ∣∣rψ(r, t)∣∣2 + ∣∣r2∂vψ(r, t)∣∣2 + ∣∣r2∂v(rψ)(r, t)∣∣2 A(C2 + E(u1,v1)t0 [ψ]), (26)
throughout J−(r1, t1) ∩ {r  r0} ∩ {t  t0}.
Proof. Eqs. (23), (24) and (26) can be easily deduced from Eqs. (19)–(21) and the energy
estimates of the previous section. For the estimate (25), we write the homogeneous wave
equation in the red-shift from given by (22):
∂v
r∂uψ
1 − µ +
1
r2
(
M − e
2
r
)
r∂uψ
1 − µ =
1
2r
r∂vψ.
Introducing the integrating factor e
∫ v
v3
1
r2
(M− e2
r
)dv
and integrating in v we obtain
r∂uψ(u3, v˜)
1 − µ = e
− ∫ v˜v3 1r2 (M− e2r )dv r∂uψ(u3, v3)
1 − µ +
v˜∫
v3
e
− ∫ v˜v 1r2 (M− e2r )dv′ 1
2r
r∂vψ dv.
Since
M − e
2
r
M − e
2
r+
= r+ − r−
2
> 0, (27)
and r is increasing in the v-direction, we conclude:
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1 − µ  e
− r+−r−
2r2(u3,v˜)
(v˜−v3) r|∂uψ(u3, v3)|
1 − µ
+
v˜∫
v3
e
− r+−r−
2r2(u3,v˜)
(v−v3) 1
2r
∣∣∂vψ(u3, v)∣∣dv.
Applying Cauchy–Schwarz gives:
r|∂uψ(u3, v˜)|
1 − µ  e
− r+−r−
2r2(u3,v˜)
(v˜−v3) r|∂uψ(u3, v3)|
1 − µ + A
( v˜∫
v3
|r∂vψ(u3, v)|2 dv
)1/2
. 
We now turn to decay estimates. The full results of [8] are complicated to state, as
different regions must be treated separately. In this paper we shall only use the following:
Theorem 4. Let (u1, v1), (u2, v2) be points with (u1, v1) ∈ J+(u2, v2), i.e., with u1  u2,
v1  v2. Consider the characteristic rectangle,
R= J+(u2, v2) ∩ J−(u1, v1),
depicted in Fig. 6.
Let ψ be a solution to gψ = 0 on R. Let
C = max
{
sup
v2vv1
∣∣r∂vψ(u2, v)∣∣+ ∣∣r2∂v(rψ)(u2, v)∣∣, sup
u2uu1
∣∣(1 − µ)−1∂uψ(u, v2)∣∣}.
Then there exists a constant A depending only on r0 = r(u2, v2), e and M such that
ψ(u1, v1)AC(v1 − v2)−1.
The above theorem concerns a characteristic initial value problem. We can combine
Theorems 3 and 4 to derive decay estimates for solutions of the homogeneous Cauchy
problem.
Fig. 6.
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tion to
gψ = 0
on J−(u1, v1) ∩ J+({t = t0}). Let
C = sup
t=t0
{
(1 − µ)−1/2r2|∂tψ |, (1 − µ)1/2r2|∂rψ |, r2
∣∣∂v(rψ)∣∣, r|ψ |}. (28)
Pick a point (u2, v2) ∈ J−(u1, v1) ∩ {t = t0} (see Fig. 7).
It follows that ∣∣ψ(u1, v1)∣∣AC(v1 − v2)−1, (29)
where A depends only on r0 = r(u2, v2), e and M .
Proof. We first show that E(u1,v1)t0 [ψ]AC2. Note that ∂r∗ψ = (1 − µ)∂rψ .
(
E
(u1,v1)
t0 [ψ]
)2 = −t0+v1∫
t0−u1
r2
(|∂tψ |2 + |∂r∗ψ |2)dr∗
=
r(r∗=−t0+v1)∫
r(r∗=t0−u1)
(1 − µ)−1r2(|∂tψ |2 + |∂r∗ψ |2)dr
 C2
∞∫
r+
r−2 dr  C2r−1+ .
We apply now Theorem 3. From (25) and (28), the estimate,
Fig. 7.
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 e
− (r+−r−)
r2(u,v2)
(v2−v0(u))
(1 − µ)−1/2C + AC, (30)
follows for u2  u  u1, where v0(u) denotes the v-coordinate of the intersection of the
outgoing constant-u ray with t = t0. Since,
v2 − v0 = 2
(
r0∗ − r∗(u, v2)
)
,
we have by (13), for sufficiently small r∗ = r∗(u, v2), r = r(u, v2):
(
1 − µ(r∗)
)−1/2
e
− r+−r−
2r2
(v2−v0) A(1 − µ(r∗))−1/2e
r+−r−
r2
r∗
Ae
− r+−r−
2r2+
r∗+ r+−r−
r2
r∗ = Ae−
(r−√2r+)(r+
√
2r+)(r+−r−)
2r2+r2
r∗
Ae−r∗(r−
√
2r+) A. (31)
(Note that by convention here, A does not always represent the same constant.) Since the
above estimate is also clearly true for large r , putting together (30) and (31) yields
sup
u2uu1
(1 − µ)−1∣∣∂uψ(u, v2)∣∣AC. (32)
On the other hand, from (26), we have:
∣∣∂vψ(u2, v)∣∣ACr−1,∣∣∂v(rψ)(u2, v)∣∣ACr−2,
for v1  v  v2, in view of the fact that r  r0 for such (u0, v). Our result now follows
immediately from Theorem 4. 
Remark 1. Observe that the constant C in the above theorem is dominated by the (Rie-
mannian) C1 norm of r3ψ ,
C  |r3ψ |t=t0 |C1 .
Remark 2. The quantity ∂u¯ψ/∂u¯r is clearly independent of the choice of retarded time
u¯ and coincides with −(1 − µ)−1∂uψ for Eddington–Finkelstein u. As one can choose
a global regular null coordinate system, such that ∂u¯r  −1 along the ray u = u2 in a
neighborhood ofH+A ∩ {u = u2}, one could have alternatively derived (32) by appealing to
Cauchy stability.
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To prove Theorem 2, we must derive estimates for solutions of the equation,
gΨ = F, (33)
with vanishing initial data at t = 1. Let ψ(r, t; s) denote the solution of gψ = 0 evaluated
at (r, t) with initial condition
ψ(· , s) = 0, ∂tψ(· , s) = (1 − µ)F(· , s). (34)
Using representation (17) we can then write the solution of (33) as
Ψ (r, t) =
t∫
1
ψ(r, t; s)ds. (35)
We prove the following theorem:
Theorem 6. Let (u1, v1) be given, let Ψ satisfy (33) on J−(u1, v1) ∩ {t  1}, with Ψ = 0,
∂tΨ = 0 on J−(u1, v1)∩ {t = 1}, and let α > 4. Then there exists a constant A, depending
only on M , e, and α, such that∣∣Ψ (u1, v1)∣∣A(v1)−1 sup
J−(r1,t1)∩{t1}
vα+
∣∣F(u, v)∣∣, (36)
where v+ = max(v,1).
Proof. Let r1 = r(u1, v1), t1 = (v1 + u1)/2. We will fix some r0 > r+, to be determined
later, and distinguish the cases r1  r0 and r1 < r0. 
5.2.1. Estimates in the region r  r0
Consider first the case r1  r0. We have v1 = t1 + r∗1  t1 + r∗0 .
Let us take s > 2vω1 , for 0 ω < 1. To compute ψ(r1, t1; s), we decompose:
J−(r1, t1) ∩ {t = s} =
{
(u, v): u = 2s − v, v1 − 2(t1 − s) v  v1
}= I1 ∪ I2
as depicted in Fig. 8, i.e., we have
I1 =
{
(u, v): u = 2s − v, v1 − 2(t1 − s) v  vω1
}
,
I2 =
{
(u, v): u = 2s − v, vω1  v  v1
}
.
Note that on the set I1,
2r∗ = v − u = 2(v − s)−2vω1
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and therefore, by (13), we have:
1 − µ(r, s) Ĉ2e
− (r+−r−)
r2+
vω1
, (r, s) ∈ I1.
By the above estimate, (23) and (34), we have
∣∣ψ(r1, t1; s)∣∣2 A2(Es[ψ(· , · ; s)])2
= A2
∫
I1∪I2
(1 − µ)∣∣F(r∗, s)∣∣2r2 dr
 A˜2
(
e
− (r+−r−)
r2+
vω1
sup
I1
∣∣F(r∗, s)∣∣2 + v31 sup
I2
∣∣F(r∗, s)∣∣2), (37)
where in the last inequality we used that r  C′v1 on I2.
On the other hand, for s  2vω1 we can apply Theorem 5 for the points (r1, t1) = (u1, v1)
and (r0, s) = (u2, v2), where
v2 = s + r∗0  2vω1 .
(In the last inequality, we assumed that r0 is chosen in particular so that r0∗  0.) Then,
∣∣ψ(r1, t1; s)∣∣Av−11 sup
r
(1 − µ)1/2r3∣∣F(r, s)∣∣
Av−11 sup
r∗−s/2
(1 − µ)1/2r3∣∣F(r, s)∣∣+ Av−11 sup
r∗−s/2
(1 − µ)1/2r3∣∣F(r, s)∣∣.
For points r∗ −s/2, estimate (13) gives
1 − µ Ĉ2e
− (r+−r−)
2r2+
s
,
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v = r∗ + s  s2 .
Thus, for δ > 0,
∣∣ψ(r1, t1; s)∣∣Av−11 e− (r+−r−)2r2+ s sup
r∗−s/2
r3
∣∣F(r, s)∣∣
+ Av−11 s−1−δ sup
r∗−s/2
v1+δr3
∣∣F(r, s)∣∣. (38)
Applying (35), and the estimates (37) and (38), we obtain:
∣∣Ψ (r1, t1)∣∣ t1Ae− (r+−r−)2r2+ vω1 sup
J−(r1,t1)
∣∣F(r, s)∣∣+ At1v3/21 sup
J−(r1,t1)∩{vvω1 }
∣∣F(u, v)∣∣
+ Av−11 sup
J−(r1,t1)
v1+δ+ r3
∣∣F(r, s)∣∣
 (v1)
5
2+ sup
J−(r1,t1)
∣∣F(u, v)∣∣+ (v1)−1+ sup
J−(r1,t1)
v1+δ+ r3
∣∣F(r, s)∣∣,
where we have used the fact that for r1  r0 > r+, we have (v1)+ ∼ t1, with constant
depending on r0.
Clearly, there exists a constant H , depending only on M and e, such that for r  H ,
we have v = t + r∗  r in the region t  1. It follows immediately that for all r , we have
r H + |v| in the region t  1. We obtain, for any α  0,
∣∣Ψ (r1, t1)∣∣A(v1)5/2−ωα+ sup
J−(r1,t1)∩{vvω1 }
vα+
∣∣F(u, v)∣∣
+ A(v1)−1+ sup
J−(r1,t1)
v4+δ+
∣∣F(u, v)∣∣ (39)
A(v1)5/2−ωα+ sup
J−(r1,t1)
vα+
∣∣F(u, v)∣∣
+ A(v1)−1+ sup
J−(r1,t1)
v4+δ+
∣∣F(u, v)∣∣.
Choosing
α = 4 + δ, ω = 7
2(4 + δ)
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J−(r1,t1)
vα+
∣∣F(u, v)∣∣. (40)
5.2.2. Estimates in the region r < r0
Consider now the case r+ < r1 < r0. In this region we shall use the red-shift effect
manifest16 in Eq. (22):
∂v
r∂uΨ
1 − µ +
1
r2
(
M − e
2
r
)
r∂uΨ
1 − µ =
r∂vΨ
2r
+ 1
4
rF.
For fixed u, let v∗(u) be defined by t (u, v∗(u)) = 1. Using the integrating factor
e
∫ v
v∗(u) r
−2(M−e2r−1)dv
and the vanishing of the initial data on {t = 1}, we obtain
r∂uΨ (u, v)
1 − µ =
1
4
v∫
v∗(u)
e−
∫ v
v′ r−2(M−e2r−1)(2∂vΨ (u, v′) + rF (u, v′))dv′.
Integrating by parts we derive
r∂uΨ (u, v)
1 − µ =
1
2
Ψ (u, v)
+
v∫
v∗(u)
e−
∫ v
v′ r−2(M−e2r−1)(−2r−2(M − e2r−1)Ψ (u, v′) + rF (u, v′))dv′.
Since in the region under consideration, we have the bound r+ < r  r0, and also,
M − e
2
r
> M − e
2
M + √M2 − e2 =
√
M2 − e2 > 0,
it follows that
|∂uΨ (u, v)|
1 − µ A
∣∣Ψ (u, v)∣∣+ A v∫
v∗(u)
e−c(v−v′)
(∣∣Ψ (u, v′)∣∣+ ∣∣F(u, v′)∣∣)dv′.
Given v, let u∗(v) be defined by r(u∗(v), v) = r0. Then
16 See [8]. The point, as we shall see, is that we can extract decay in v for ∂uΨ , even though we are integrating
in v towards the future.
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u∗(v)
(
1 − µ(u′, v))∣∣Ψ (u′, v)∣∣du′
+ A
u∫
u∗(v)
v∫
v∗(u′)
e−c(v−v′)
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′(1 − µ(u′, v))du′.
We now observe that in the region r+ < r  r0, we can estimate |1 − µ| < δ for some δ
that can be made arbitrarily small provided that r0 is sufficiently close to r+. Moreover,
u∫
u∗(v)
∣∣1 − µ(u′, v)∣∣du′ = r(u, v) − r0 < δ.
Therefore, for any u u∗(v),∣∣Ψ (u, v)∣∣ ∣∣Ψ (u∗(v), v)∣∣+ Aδ sup
u′∈[u∗(v),u]
Ψ (u′, v)
+ Aδ sup
u′∈[u∗(v),u]
v∫
v∗(u′)
e−c(v−v′)
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′. (41)
Split,
v∫
v∗(u′)
e−c(v−v′)
(∣∣ψ(u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′
=
v/2∫
v∗(u′)
e−c(v−v′)
(∣∣ψ(u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′
+
v∫
v/2
e−c(v−v′)
(∣∣ψ(u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′,
and estimate
v/2∫
v∗(u′)
e−c(v−v′)
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′
Ae−cv/2 sup
′ ′
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣),
v ∈[v∗(u ),v]
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v/2
e−c(v−v′)
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)dv′
A sup
v′∈[v/2,v]
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣).
Returning to (41), we derive:
∣∣Ψ (u, v)∣∣ ∣∣Ψ (u∗(v), v)∣∣+ Aδ sup
u′∈[u∗(v),u]
Ψ (u′, v)
+ Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v/2,v]
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣)
+ Aδe−cv sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
(∣∣Ψ (u′, v′)∣∣+ ∣∣F(u′, v′)∣∣).
Thus,
∣∣vβ+Ψ (u, v)∣∣ vβ+∣∣Ψ (u∗(v), v)∣∣+ Aδvβ+ sup
u′∈[u∗(v),u]
Ψ (u′, v)
+ vβ+Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v/2,v]
∣∣Ψ (u′, v′)∣∣
+ Avβ+δe−cv sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
∣∣Ψ (u′, v′)∣∣
+ vβ+Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v/2,v]
∣∣F(u′, v′)∣∣
+ Avβ+δe−cv sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
∣∣F(u′, v′)∣∣
 vβ+
∣∣Ψ (u∗(v), v)∣∣+ Aδvβ+ sup
u′∈[u∗(v),u]
Ψ (u′, v)
+ Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v/2,v]
∣∣(v′+)βΨ (u′, v′)∣∣
+ Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
∣∣Ψ (u′, v′)∣∣
+ Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v/2,v]
(v′+)β
∣∣F(u′, v′)∣∣
+ Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
∣∣F(u′, v′)∣∣
 vβ+|Ψ (u∗(v), v)| + Aδvβ+ sup
u′∈[u∗(v),u]
Ψ (u′, v)
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u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
∣∣(v′+)βΨ (u′, v′)∣∣
+ 2Aδ sup
u′∈[u∗(v),u]
sup
v′∈[v∗(u′),v]
(v′+)β
∣∣F(u′, v′)∣∣.
The constant A is independent of the choice of r0 and thus of δ. A fortiori, the
above estimate applies also when |vβ+Ψ (u, v)| on the left hand side is replaced by
supu′∈[u∗(v),u] supv′∈[v∗(u′),v] |(v′+)βΨ (u′, v′)|. Thus, if r0 is chosen close enough to r+,
so that δ is sufficiently small, we have at our point (r1, t1) the estimate∣∣Ψ (r1, t1)∣∣ 2(v1)−β+ ( sup
v∈[v∗,v1]
v
β
+
∣∣Ψ (u∗(v), v)∣∣
+ sup
u∈[u∗(v1),u1]
sup
v∈[v∗(u),v1]
v
β
+
∣∣F(u, v)∣∣), (42)
for any β  0. Here v∗ denotes the v-coordinate of the intersection of the curve r = r0 and
{t = 1}. Observe that the first term on the right hand side of the above inequality can be
rewritten as sup1tt1 v
β
+|Ψ (r0, t)|; the supremum is thus taken over Ψ evaluated at points
in a subset of the region r  r0. We choose
β = 1.
From (40) and (42), we infer now that∣∣Ψ (r1, t1)∣∣A(v1)−1+ max
J−(r1,t1)
vα+
∣∣F(u, v)∣∣, (43)
for all (r1, t1).
6. Proof of Theorem 2
Recall the set B and the constant B defined by (16). Let (r1, t1) = (u1, v1) ∈ B. Set
F = G(φ) and consider Ψ a solution of (33) in J−(u1, v1) with vanishing data at t = 1,
and let ψ be a solution of the homogeneous equation with data,
ψ |J−(u1,v1)∩{t=1} = φ|J−(u1,v1)∩{t=1},
∂tψ |J−(u1,v1)∩{t=1} = ∂tφ|J−(u1,v1)∩{t=1}.
We have that
φ = ψ + Ψ (44)
in J−(u1, v1) ∩ J+({t = 1}).
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where E = E(ε,M,e,Σ,R) → 0 as ε → 0. If 0 B < c, then by assumption (5),∣∣G(φ(u, v))∣∣K∣∣φ(u, v)∣∣p, ∀(u, v) ∈ B.
Thus, by the definition (16) of the set B, we have∣∣F(u, v)∣∣KBpv−p+ .
Therefore for p > 4, choosing α = p and applying Theorem 6, we have:∣∣Ψ (u1, v1)∣∣A(v1)−1+ KBp (46)
and thus, by (44) and (45),∣∣ψ(u1, v1)∣∣A(v1)−1+ KBp + E(v1)−1+ . (47)
Let us define B = 4E, and let us require E (and thus ε) to be sufficiently small so that
AKBp < B/4. Inequality (47) then yields
∣∣ψ(u1, v1)∣∣ B2 (v1)−1+ ,
as required.
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