In this paper, firstly we study the continuity of the core-EP inverse without explicit error bounds by virtue of two methods. One is the rank equality, followed from the classical generalized inverse. The other one is matrix decomposition. The continuity of the core inverse can be derived as a particular case. Secondly, we study perturbation bounds for the core-EP inverse under prescribed conditions. Perturbation bounds for the core inverse can be derived as a particular case. Also, as corollaries, the sufficient (and necessary) conditions for the continuity of the core-EP inverse are obtained. Thirdly, a numerical example is illustrated to compare the derived upper bounds. Finally, an application to semistable matrices is provided.
Introduction
It is known that the inverse of a non-negative matrix is a continuous function. However, in general, the operations of generalized inverses such as Moore-Penrose inverse, Drazin inverse, weighted Drazin inverse, generalized inverse A (2) T,S , core inverse are not continuous [2-4, 12, 17] . It is of interest to know whether the continuity of the core-EP inverse holds. In this note, we will answer this question.
Throughout this paper, C n denotes the sets of all n-dimensional column vectors and C m×n is used to denote the set of all m × n complex matrices. For each complex matrix A ∈ C m×n , A * denotes the conjugate transpose of A, R(A) and N (A) denote the range (column space) and null space of A respectively. The Moore-Penrose inverse of A, denoted by A † , is the unique solution to AXA = A, XAX = X, (AX) * = AX and (XA) * = XA.
Lemma 1.1. [8]
Let A ∈ C n×n with ind(A) = k. Then we have the following facts:
From Lemma 1.1, it follows that
Recall that the Euclidean vector norm is defined by
the spectral norm of a matrix A ∈ C n×n is defined by
and Ax ≤ A x for all A ∈ C n×n and all x ∈ C n ,
For a non-singular matrix A, κ(A) = A A −1 denotes the condition number of A. As usual, this is generalized to the core-EP condition number κ † (A) = A A † if A is singular.
Lemma 1.2. [12]
Let A ∈ C n×n with A < 1. Then I + A is non-singular and
The paper is organized as follows. In Section 2, the continuity of the core-EP inverse without explicit error bounds is investigated by means of a rank equation and a matrix decomposition respectively. The continuity of the core inverse are obtained as corollaries. In Section 3, perturbation bounds for the core-EP inverse are investigated respectively under three cases: In the rest of this section, we consider the necessary and sufficient conditions for which the core-EP inverse has the continuity property.
Rank equality method
In [4] , the continuity of classical generalized inverses are studied by means of rank equalities. Analogously, we consider the continuity of the core-EP inverse.
Analogous to Lemma 2.4, we establish a similar result for the core-EP inverse.
Proof. The proof is similar to the Drazin inverse case. For completeness, let us give the proof.
Suppose that
By taking limits, we derive that
Hence ind(A) ≤ k. Since the index function takes only finitely many values between 0 and n, we obtain that there exists a j 0 such that
Making an integral application of Lemmas 2.2-2.5, we derive the following result.
Theorem 2.6. Let {A j } ⊆ C n×n , A ∈ C n×n with A j → A. Then the following are equivalent: 
In light of Lemma 1.1,
The continuity of the core inverse can be derived as a particular case ind(A) = ind(A j ) = 1 in Theorem 2.6. Corollary 2.7. If {A j } ⊆ C n×n , A ∈ C n×n and A j → A. Then the following are equivalent:
Matrix decomposition method
In [2] , Pierce decomposition is used to study the continuity of the Moore-Penrose inverse. However this approach is not suitable for the core-EP inverse since the core-EP inverse is not an inner inverse. As an alternative, we make use of the core-EP decomposition.
Recall that the core-EP decomposition [14] of A is
where U is unitary, T is non-singular and N is nilpotent with index k, in which case,
Fix A ∈ C n×n with ind(A) = k and consider the following equations
Here X may be thought of as an approximation and the E i (i = 1, 2, 3) as error terms. Let
where
Then according to (2.4),
Finally according to (2.5),
If E i → 0, by applying (2.6)-(2.8), then
From (2.9), it follows that
In view of (2.9), (2.12) and (2.13), F → 0. Hence we have the following result.
Theorem 2.8. Let A ∈ C n×n with ind(A) = k. If {X j } is a sequence of n × n matrices such that the sequences
A consequence of Theorem 2.8 is that it makes sense to check a computedÂ † exactly by using the system (1.1) if A is known.
The case of the core inverse can be derived by letting k = 1 in Theorem 2.8.
Perturbation bounds
In this section, we consider perturbation bounds for the core-EP inverse under prescribed conditions. We refer readers to [6, 7, 11-13, 15, 16, 18] for a deep study of the perturbation bounds for classical generalized inverses and refer readers to [9] for the core inverse.
The case: R(E) ⊆ R(A
In this part, we study perturbation bounds for (A + E) † in the case:
After which, a sufficient condition for the continuity of the core-EP inverse is derived naturally.
Proof. In view of (2.5), there exist unitary matrices U such that
From the assumption R(E) ⊆ R(A k ), it follows that E = A † AE, which implies E 3 = 0 and E 4 = 0.
Then from the assumption N (A k * ) ⊆ N (E), we have E = EAA † , which deduces that
Thus,
Hence,
Therefore, by Lemma 1.2,
It is known from [11] that if A and {E j } are n × n matrices such that E j → 0, then there exists a positive integer j 0 such that
and C i h is the binomial coefficient. 
Numerical examples
In this section, we shall establish a numerical example to compare the upper bounds for 
. Thus A and E satisfy the conditions in Theorems 3.5 and 3.13. Table 1 shows that our bound (3.5) is slightly better than (3.12). In this section, an integral representation for the core-EP inverse of a perturbed matrix A + E is discussed under the condition E = EAA † = A † AE, where A is a semistable matrix.
Lemma 5.1.
[5] Let A ∈ C n×n be stable. If there exists η > 0 such that E < η, then A + E is stable.
Theorem 5.2. Let A ∈ C n×n be semistable and let E ∈ C n×n such that E = EAA † = A † AE. Then there exists δ(A) > 0 such that for E < δ(A),
