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Linear spin wave theory provides the leading term in the calculation of the excitation spectra
of long-range ordered magnetic systems as a function of 1/
√
S. This term is acquired using the
Holstein-Primakoff approximation of the spin operator and valid for small δS fluctuations of the
ordered moment. We propose an algorithm that allows magnetic ground states with general moment
directions and single-Q incommensurate ordering wave vector using a local coordinate transformation
for every spin and a rotating coordinate transformation for the incommensurability. Finally we
show, how our model can determine the spin wave spectrum of the magnetic C-site langasites with
incommensurate order.
PACS numbers: 75.10.Hk, 75.30.Ds, 75.30.Et
I. INTRODUCTION
Linear spin wave theory (LSWT) was first in-
troduced by Bloch [1] and independently by Slater
[2]. The description using second quantization of
bosonic operators was developed by Holstein and
Primakoff [3] with subsequent theoretical develop-
ment by Dyson [4, 5] to described spin-wave inter-
actions. The concept of spin waves was a milestone
in understanding the magnetic correlations in or-
dered systems. However after decades, the focus
was moved onto new areas in magnetism as new
theory and materials were developed. One of the
main area of recent interest is frustrated magnetism.
Frustration leads to exciting novel states of mat-
ter such as spin ice6,7, spin liquid8 and multifer-
roic phases9. The competing nature of the inter-
actions often leads to non-collinear magnetic struc-
tures with incommensurate order. To identify pos-
sible exchange pathways and energies in these mate-
rials, modeling the magnetic excitation spectrum is
essential. Linear spin wave theory combined with
neutron and high-resolution resonant inelastic X-
ray scattering10 provide a powerful toolset to under-
stand the magnetic interactions in these materials in
full details.
The spin wave excitations of long range ordered
magnetic systems are well understood, however
dealing with large magnetic unit cells, several com-
peting spin-spin interactions and incommensurate
magnetic order are still challenging due to the lack of
a general algorithm. S. Petit [11] and J. Haraldsen
et al. [12] both developed a general spin wave the-
ory, limited to commensurate magnetic structures
with canted spins and isotropic exchange interac-
tions. Their formalism can be applied with limi-
tations to incommensurate order, by extending the
magnetic unit cell to approximate the incommen-
surate magnetic ordering wave vector with a ratio-
nal number. Here we propose an extension to his
method, where the magnetic ordering wave vector
can be arbitrary. The proposed method gives sub-
stantial simplification of the calculation. Also, since
the number of spin wave modes are reduced, it facil-
itates our understanding of the type of correlation
belonging to a certain spin wave mode. Also the for-
malism can provide a good starting point for higher
order calculation in incommensurate structures as
a function of 1/
√
S. Recently it was shown how
higher order terms in the spin wave expansion can
lead to substantial magnon decay and finite lifetime
in non-collinear magnets13,14. Additionally we gen-
eralize our method to arbitrary anisotropic exchange
interactions including the Dzyaloshinskii-Moriya in-
teraction.
The algorithm of the proposed method is imple-
mented in the open source Matlab toolbox called
SpinW15. The code can solve the linear spin wave
problem both numerically and analytically.
The structure of the paper is the following. We
introduce first the general magnetic Hamiltonian in
Sec. II, then we proceed step-by-step to produce the
normal spin wave modes, dynamical structure fac-
tor and the sublattice magnetization. In Sec. IV the
range of solvable magnetic ground state structures
will be described. In order to solve incommensu-
rate spin waves, the exchange interactions have to
fulfill certain symmetries discussed in Sec. V. Us-
ing the Holstein-Primakoff transformation, the mag-
netic Hamiltonian is transformed into a quadratic
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2form of bosonic operators in Sec. VI where also ex-
ternal magnetic field is introduced. The quadratic
form is diagonalized using the Bogoliubov transfor-
mation in Sec. VII with the less well known numer-
ical method of Colpa [16]. The diagonalized Hamil-
tonian contains the dispersion relations of the nor-
mal spin wave mode. In Sec. VIII the spin-spin cor-
relation functions are extracted and the magnetiza-
tion of each sublattice are calculated in Sec. IX. Sec.
X describes how the method can be converted into
an algorithm. Finally, the general solution of the
spin wave spectrum for magnetic C-site langasites
is calculated in Sec. XI followed by a summary in
Sec. XII.
II. MAGNETIC HAMILTONIAN
We would like to solve the most general magnetic
Hamiltonian of interacting localized magnetic mo-
ments on a periodic lattice using LSWT. To accom-
plish this, a method is necessary that can deal with
Hamiltonians where the quadratic spin exchange in-
teractions are expressed with 3×3 matrices. In this
case the exchange energy of two spins will be a ma-
trix product Sᵀi JSj , where Si is a 3×1 column vector
of the spin operators {Sxi , Syi , Szi } of site i and J is
the exchange matrix coupling the two sites. This
matrix formalism includes the isotropic exchange
(diagonal matrix), Dzyaloshinskii-Moriya exchange
(antisymmetric matrix) and different anisotropic
interactions (for example the Kitaev-exchange? ).
The single ion anisotropy can be described in a sim-
ilar manner using the Sᵀi ASi expression. As an ex-
ample easy-axis anisotropy along the x-axis is repre-
sented by a matrix, whose only non-zero element is
the first diagonal with the negative easy axis energy.
Similarly any local easy axis direction can be defined
by the appropriate coordinate transformation of the
anisotropy matrix. Including the external magnetic
field and g-tensor, we propose to solve the following
Hamiltonian:
H =
∑
mi
nj
SᵀmiJmi,njSnj+ (1)
∑
mi
SᵀmiAmiSmi + µBH
ᵀ∑
mi
giSmi.
The indices m, n are indexing the crystallographic
unit cell (running from 1 to L), while i and j la-
bel the magnetic atoms inside the unit cell (running
from 1 to N), H is the external magnetic field col-
umn vector, µB is the Bohr magneton. This Hamil-
tonian can describe the magnetic properties of many
Mott insulators.
III. GENERAL IDEA OF THE SOLUTION
S. Petit [11] calculated the general solution of
Eq. 1 for commensurate magnetic ground state by
introducing a local coordinate transformation for
every magnetic atom in the unit cell. This effec-
tively transforms the ground state into ferromag-
netic order where the spin wave spectrum is readily
calculable. To solve models with an incommensu-
rate ground state, we introduce a preceding coordi-
nate transformation, the rotating frame17,18. It uni-
formly rotates the magnetic moments in every unit
cell by an angle that depends on the magnetic order-
ing wave vector and the position of the cell trans-
forming the magnetic order into a commensurate
one. If the incommensurate magnetic structure can
be transformed to a ferromagnetic one with these
two subsequent rotations, then the spin wave spec-
trum will contain a finite number of well defined
modes and can be solved by our method. Among
the simplest examples of incommensurate magnetic
structures are the 120◦ order of the isotropic tri-
angular lattice antiferromagnet or the helical struc-
ture of the J1-J2 antiferromagnetic chain model. If
the proposed two rotations cannot be constructed,
then the spin wave Hamiltonian will contain umk-
lapp terms, that couple magnons with different mo-
mentum and the spin wave spectrum will contain a
continuum of states. An example of such a magnetic
structure is two interacting counter rotating incom-
mensurate spirals which form the ground state of
β-CaCr2O4
19. The existence of the above two ro-
tations is intimately connected to the symmetry of
the magnetic Hamiltonian that will be discussed in
Sec. V. The present method can be also applied for
multi-Q magnetic structures, however in this case
a Q = 0 magnetic supercell has to be constructed
that incorporates the full magnetic structure (ap-
proximately for incommensurate structures).
IV. MAGNETIC GROUND STATE
In order to calculate the LSWT solution of the
proposed Hamiltonian we need to determine its clas-
sical magnetic ground state. Acknowledging that
this is often a challenging task, we assume that the
solution is a priori known. There is an extended
literature on the determination of the classical
magnetic ground state either using the Luttinger-
Tisza method20,21 or Monte-Carlo simulations22. To
parametrize the solvable magnetic structures, we
use real vectors defining the classical direction of
the spins denoted by S0j in the first magnetic unit
cell, while all other vectors Snj are generated with
a rotation of the vectors S0j by the angle ϕn. The
3classical vector components will be substituted with
the corresponding quantum mechanical spin opera-
tors in the Hamiltonian. The rotation angle depends
on the magnetic ordering wave vector Q and the po-
sition of the magnetic cell rn:
ϕn = Q · rn. (2)
The classical spin direction of arbitrary site can be
expressed as:
Snj = RnS0j , (3)
where Rn is a rotation matrix, that depends only on
the angle ϕn about a global axis of rotation n. On
periodic crystals magnetic structures can be most
conveniently expressed by Fourier coefficients:
Snj =
∑
k
Fkj exp(−ik · rn). (4)
Since the classical spin vectors are real vectors, the
Fourier coefficients must fulfill the equality:
Fkj = F−kj . (5)
It can be shown that the Fourier transform of Eq.
3 can have at most three Fourier components with
wave vectors {0,Q,−Q}. We will call these mag-
netic structures a single-Q spin order. The ferro-
magnetic component F0j has to be parallel to the
global rotation axis n, while the complex vectors
F±Qj define the plane of the spin helix.
To diagonalize the Hamiltonian we transform the
classical spin vectors into a ferromagnetic order
aligned parallel to the z-axis. The quantum me-
chanical spin operators will be transformed the same
way, where fluctuations will be perpendicular to the
local z-axis. First we change to the rotating frame.
This defines a new set of operators S′nj :
Snj = RnS
′
nj . (6)
The new vectors S′nj will be independent of the n
index of the unit cell. A second coordinate transfor-
mation will rotate every magnetic moment within
the unit cell to ferromagnetic order:
S′nj = R
′
jS
′′
nj . (7)
The R′j matrices describe local rotations which are
independent of the position of the unit cell. The
third column of R′j is a unit vector pointing along
the spin vector direction in the rotating frame, while
the other two columns span an orthogonal coordi-
nate system. The above matrix equation can be
rewritten in the form of a sum:
S′αnj =
∑
µ
R′αµj S
′′µ
nj , (8)
where α and µ runs over {1, 2, 3}. Using the ele-
ments of the matrix R′j , two useful vectors can be
defined:
uαj = R
′α1
j + iR
′α2
j , (9)
vαj = R
′α3
j ,
where uj is complex vector and vj is a unit vector
parallel to the jth spin vector in the rotating frame,
see Fig. 1.
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FIG. 1. Rotating coordinate system of a single atom
per unit cell magnetic helix, with ordering wave vec-
tor of Q = (1/8, 0, 0). The empty arrows denote the
classical spin directions, the dashed squares show the
crystallographic unit cells.
V. SYMMETRIES OF THE HAMILTONIAN
In order to simplify the solution of Eq. 1 the sym-
metries of the magnetic Hamiltonian need to be
considered. Beside the lattice translation symme-
try, the single-Q magnetic order requires that the
magnetic Hamiltonian is invariant under the Rn ro-
tations. These symmetries give constraints on the
possible exchange matrices and anisotropies. From
now on the Ami anisotropy matrices will be merged
into the Jmi,mi elements of the interaction matrices.
Due to the underlying periodic lattice, the ex-
change matrix has to be invariant under translations
with arbitrary lattice vector:
Jmi,nj = Jij(d). (10)
The d = rn − rm is the lattice translation vector
between the unit cells of the two interacting spins.
The second symmetry is the invariance under ex-
change of the two interacting spins. In this case the
J matrix has to be transposed, in order to reproduce
the sign change of the antisymmetric exchange:
Jij(d) = J
ᵀ
ji(−d). (11)
The application of this symmetry ensures that the
magnetic Hamiltonian will be Hermitian:
Jij(d) =
1
2
(
Jij(d) + J
ᵀ
ji(−d)
)
. (12)
4As a consequence all anisotropy matrices have to be
symmetric.
The third symmetry is the invariance under the
rotation Rn:
Jij(d) = R
ᵀ
nJij(d)Rn, n = 1, 2, 3... (13)
Here we used the fact that the inverse of the rotation
(orthogonal) matrix is its transpose. It will be useful
to define the Fourier transform of the interaction
matrices:
Jij(k) =
∑
d
Jij(d)e
−ik·d. (14)
It is straightforward to determine the symmetries of
Jij(k):
Jij(k) = Jij(−k), (15)
Jij(k) = J
ᵀ
ji(k).
VI. QUADRATIC FORM
In order to solve Eq. 1 we apply linear spin wave
theory. LSWT describes the dynamics of small fluc-
tuations of the spins around their classical direction.
As long as the expectation value of the spin opera-
tor is only weakly reduced from the classical value,
the theory works well. This is typically true at low
temperatures and large spins and LSWT is often a
good approximation for systems with spin-3/2 and
above while higher order corrections are certainly
necessary for spin-1/2 systems. The expansion of
the Hamiltonian as a function of 1/
√
S is achieved
using the Holstein-Primakoff approximation? . The
spin operators are expanded in terms of bosonic cre-
ation and annihilation operators on every magnetic
site in the local coordinate system. By keeping only
the lowest order of the boson operator we create a
linear approximation of the complex spin dynamics:
S′′+nj =
√
2Sj bnj , (16)
S′′−nj =
√
2Sj b
†
nj ,
S′′znj = Sj − b†njbnj ,
where b†nj and bnj decrease and increase the spin
quantum number by one and fulfill the following
bosonic commutation relations:
[bmi, b
†
nj ] = δmnδij . (17)
The real space components of the spins operators
are the following:
S′′1nj =
√
2Sj
2
(bnj + b
†
nj), (18)
S′′2nj =
√
2Sj
2i
(bnj − b†nj),
S′′3nj = Si − b†njbnj .
Using Eq. 7 the spin operators in the rotating frame
can be expressed with the bosonic operators as fol-
lows:
S′nj =
√
Sj
2
(
ujbnj + ujb
†
nj
)
+ vj
(
Sj − b†njbnj
)
.
(19)
After substitution of Eq. 19 and 6 into the Hamil-
tonian one gets (without the magnetic field):
H =
∑
mi
nj
{√
Si
2
(uᵀi bmi + u
ᵀ
i b
†
mi) + v
ᵀ
i (Si − b†mibmi)
}
RᵀmJmi,njRn
{√
Sj
2
(ujbnj + ujb
†
nj) + vj(Sj − b†njbnj)
}
.
(20)
After expanding the right side in terms of increas-
ing boson operator number, the first term is con-
stant that gives the classical ground state energy.
The expectation value of the one operator term van-
ishes and the two operator term gives the spin wave
dispersion. In the linear approximation the higher
order terms are neglected. The RᵀmJmi,njRn term
describes a rotation of the interaction matrix de-
pending on the unit cell indices of the interacting
magnetic moments. Using the symmetry in Eq. 13,
new J′ matrices can be defined:
J′mi,nj = R
ᵀ
mJmi,njRn = Jmi,njRn−m. (21)
It can be shown, that J′ has the same symmetries
as J. In order to diagonalize the two operator ex-
pression the bosonic operators have to be Fourier
transformed. The inverse transformation is:
bmi =
1√
L
∑
k∈B.Z.
bi(k)e
ikrm , (22)
where the summation runs over the first Brillouin
zone. The two operator terms can be expressed in
matrix form:
H =
∑
k∈B.Z.
x†(k)h(k)x(k), (23)
5where x is the column vector of the bosonic opera-
tors:
x(k) =
[
b1(k), . . . , bN (k), b
†
1(−k), . . . , b†N (−k)
]ᵀ
.
(24)
The Hermitian matrix h(k) consists the following
sub-matrices:
h(k) =
[
A(k)− C B(k)
B†(k) A(−k)− C
]
, (25)
that contain the following (i, j) elements:
A(k)i,j =
√
SiSj
2
uᵀi J
′
ij(−k)uj , (26)
B(k)i,j =
√
SiSj
2
uᵀi J
′
ij(−k)uj ,
C(k)i,j = δij
∑
l
Slv
ᵀ
i J
′
il(0)vl.
It can be shown that A(k) is Hermitian and C is
real.
To introduce the effect of external magnetic field,
we also express the Zeeman term using the bosonic
operators. After following the same steps as above,
the external field energy in the rotating frame is the
following:
HZ = −µBHᵀ
∑
kj
gjvjb
†
j(k)bj(k). (27)
To avoid umklapp terms in the Hamiltonian, the
Heffi = g
ᵀ
iH effective field vector has to be invariant
under the Rn rotations. This constrains the effective
magnetic field to be parallel to the n global rotation
axis. This Zeeman term has to be added to the A(k)
matrix with the following elements:
AZ(k)i,j = −1
2
µBδijH
ᵀgivi. (28)
VII. DIAGONALIZATION OF THE
QUADRATIC FORM
In order to determine the spectrum of the
quadratic Hamiltonian we need to diagonalize the
h(k) square matrices. Although h(k) is Hermitian,
a simple unitary transformation is not sufficient,
since the transformed b′i operators have to fulfill the
bosonic commutation relations as well. This can be
only achieved, if h(k) is positive definite16, as follows
from the fact that the spectrum of the H Hamilto-
nian has a lower bound. In this case it can be shown,
that the diagonalized Hamiltonian has only positive
real numbers in the diagonal, that are doubly degen-
erate. An elegant solution to the diagonalization of
a bosonic Hamiltonian is proposed by J. H. P. Colpa
[16], we describe his method briefly in the following.
We express the commutation relations of the bi
operators in a matrix form:[
x,x†
]
= x(x∗)ᵀ − (x∗xᵀ)ᵀ = g, (29)
where x∗ is the column matrix of the Hermitian ad-
joint operators (g is not to be confused with the
gi atomic g-tensors). These commutation relations
have to be fulfilled by the new bosonic operators
that create the normal spin wave modes. Using the
previously defined value of x, the value of the com-
mutator matrix is the following:
g =
[
1 0
0 −1
]
, (30)
where 1 is the identity matrix, with dimensions of
N×N . As the first step of the solution, the Cholesky
decomposition has be applied on h(k) to find the K
complex matrix that fulfills the following equation
(implicitly assuming the k dependence):
h(k) = K†K. (31)
Afterwards the eigenvalue problem of the Hermi-
tian KgK† matrix has to be solved. The resulting fi
eigenvectors are arranged into the matrix U as col-
umn vectors in such a way that the first N diagonal
elements of the diagonalized L = U†KgK†U matrix
are positive and the last N elements are negative.
The diagonal matrix is then given by:
E = gL, (32)
where the first N diagonal elements Ei(k) := Eii
are the energies of the normal spin wave modes that
are the function of the wave vector k. The second
N eigenvalues are equal to the first N multiplied by
minus one. Each boson mode is a linear combination
of the b′j and b
′†
j normal modes:
xi =
∑
j
Tijx
′
j , (33)
where the transformation matrix T can be calcu-
lated as:
T = K−1UE1/2. (34)
In case the spectrum of the Hamiltonian H contains
zero energy modes (e.g. Goldstone modes), the h(k)
matrix will be positive semidefinite for certain k
values. This can be cured by adding a small pos-
itive  value to the diagonal of h(k). It introduces
only a negligible gap in the spectrum, but makes the
h(k) matrix positive definite and the decomposition
problem solvable.
6VIII. DYNAMICAL CORRELATION
FUNCTIONS
Beside the spin wave dispersion another measur-
able quantity is the spin-spin correlation function.
This can be directly measured by inelastic neutron
scattering as a function of momentum and energy
transfer23. The dynamical correlation function can
be expressed as a 3× 3 matrix as a function of mo-
mentum and energy:
S(k, ω) =
1
2piN
∑
mi
nj
eik(rmi−rnj)
∫ ∞
−∞
dτ e−iωτ 〈SmiSᵀnj(τ)〉, (35)
where rmi is the position vector of the magnetic
atoms that can be expressed in terms of the relative
position vector ti of atom i and the position vector
of the mth unit cell rm:
rmi = rm + ti. (36)
Using Eq. 6 the real space-time spin-spin correlation
function in the laboratory frame can be expressed
as:
〈SmiSᵀnj(τ)〉 = 〈RmS′miS′ᵀnj(τ)Rᵀn〉 (37)
= 〈S′miS′ᵀnj(τ)〉Rᵀn−m,
using the fact that the correlation function is in-
variant under a shift of the origin by any lattice
vector except when 2Q = τ . Since the calculated
〈S′miS′ᵀnj(τ)〉 expression is not necessarily invariant
under the rotation Rn due to the arbitrary choice
of the zeroth cell. The symmetrization (denoted by
〈...〉R) can be achieved by the following integral:
〈S′miS′ᵀnj(τ)〉R =
∫ 2pi
ϕ=0
〈S′miS′ᵀnj(τ)〉R(ϕ). (38)
To perform the Fourier transform on this expres-
sion, the Rn matrices have to be split into differ-
ent periodic components as a function of the lattice
translation vector rn. This can be achieved using
Rodrigues’ formula:
R(Q · rn) = eiQ·rnR1 + e−iQ·rnR1 + R2, (39)
R1 = 1/2
(
1− i [n]× − nnᵀ
)
,
R2 = nn
ᵀ,
[n]× =
 0 −nz nynz 0 −nx
−ny nx 0
 .
After substituting it into Eq. 35, one gets:
S(k, ω) =S′(k, ω)R2 + S′(k+Q, ω)R1+ (40)
+ S′(k−Q, ω)R1,
where S′(k, ω) is the correlation function in the ro-
tating frame calculated from S′nj operators:
S′(k, ω) =
1
2pi
∫ ∞
−∞
dτ e−iωτS′(k, τ). (41)
In this form it is clear that the correlation function
of incommensurate spin structures has a magnon
dispersion at ω(k±Q) in addition to that at ω(k).
In case the magnetic atoms are on a Bravais lattice,
the S′(k, ω) correlation describe rigid rotation of the
spins in the ordering plane, this mode is called pha-
son, while the S′(k±Q, ω) correlations describe the
canting of the spins away from the ordering plane24.
The S′(k, ω) correlation functions can be calcu-
lated, using the definition of Eq. 19 and keeping
only the two operator terms. Four operator terms
appearing in the correlation function are responsible
for longitudinal fluctuation of the spins. This leads
to a continuum of two magnon scattering, that is
disregarded here but also calculable using our frame-
work. As a first step, the spatial Fourier transform
is calculated keeping only the two operator terms:
7S′αβ(k, τ) =
1
N
∑
ij
{
eik(ti−tj)
√
SiSj
2
〈
[
b†i (k), bi(−k)
] [ uαi uβj uαi uβj
uαi u
β
j u
α
i u
β
j
] [
bj(k, τ)
b†j(−k, τ)
]
〉− (42)
− δ(k− κ)ναi νβj
∑
k′
〈Sib†j(k′)bj(k′) + Sjb†i (k′)bi(k′)〉
}
.
The first term describes a time dependent scattering
process, while the second term describes the reduc-
tion of the static ordered moment due to magnon
population. The δ(k− κ) expression is non-zero at
the κ reciprocal lattice vectors in the rotating co-
ordinate system, that are identical to the magnetic
Bragg peak positions in a lab coordinate system.
The dynamical part of the correlation function in
matrix form is:
S′αβ(k, τ) =
1
2N
〈x†(k)
[
Yαβ Zαβ
Vαβ Wαβ
]
x(k, τ)〉.
(43)
This is a sum of the expectation values of boson op-
erator pairs with the following coefficients, the (i, j)
elements of the four sub matrices with dimensions
of N ×N :[
Y αβ
]i,j
=
√
SiSj e
ik(ti−tj)uαi u
β
j , (44)[
Zαβ
]i,j
=
√
SiSj e
ik(ti−tj)uαi u
β
j ,[
V αβ
]i,j
=
√
SiSj e
ik(ti−tj)uαi u
β
j ,[
Wαβ
]i,j
=
√
SiSj e
ik(ti−tj)uαi u
β
j .
The expectation value of the new bosonic operators
must also be determined in order to evaluate the
term within the brackets 〈x†...x〉:
〈b′†i (k)b′j(k, τ)〉 = δijn(ωi(k))e−iωi(k)τ , (45)
〈b′i(k)b′†j (k, τ)〉 = δij(1 + n(ωi(k)))eiωi(k)τ ,
where ωi = Ei/~ and n(ωi) is the Bose factor at
temperature T :
n(ωi) =
1
e~ωi/kBT − 1 . (46)
After substituting x(k) with the normal boson op-
erators and performing the temporal (τ) Fourier
transformation of the dynamical correlation func-
tions, one gets the final expression:
S′αβ(k, ω) =
1
2N
2N∑
i=1
[
T†
[
Yαβ Zαβ
Vαβ Wαβ
]
T
]
ii
δ(ω − giiωi)
(
n(ω) +
1
2
(1− gii)
)
. (47)
In this equation the gii diagonal elements of the
commutation matrix g are used to produce the right
magnon populations for the diagonal terms, it is also
assumed that giiωi is sorted in decreasing order with
the mode index i. Since all ωi eigenvalues are posi-
tive, there will be N positive and N negative ener-
gies in the correlation function expression. To get
an overview, we substitute Eq. 47 into the neutron
scattering cross section formula. Then it is clear,
that the first N 〈b†i bi〉 expectation values describe
the probability of a neutron absorbing one magnon,
while the 〈bib†i 〉 terms describe the magnon creation
process. Since S′(k, ω) has N spin wave modes, a
general incommensurate spin structure will have 3N
measurable spin wave modes.
IX. SUBLATTICE MAGNETIZATION
Linear spin wave theory also gives the leading cor-
rection to the size of the sublattice magnetization.
This is reduced from the single ion moment value
8due to zero point quantum fluctuations and ther-
mally excited spin waves at T > 0. The sublattice
magnetization reduction is independent of the mo-
ment size. The absolute value of the reduced mo-
ment:
|〈Sj〉| = 1
L
∑
n
|〈Snj〉| = Sj − 1
L
∑
n
〈b+njbnj〉. (48)
The above summation can be accomplished using
the Fourier transformed bosonic operator (the k
sum runs over the first Brillouin zone):
δSj = − 1
L
∑
k∈B.Z.
〈b+j (k)bj(k)〉 (49)
= − 1
L
∑
k∈B.Z.
〈x(k)x(k)†)〉j+N,j+N ,
where 〈〉j+N,j+N denotes the diagonal elements of
the dyadic matrix containing the expectation val-
ues. Using the T transformation matrix and the ex-
pectation values of the normal boson operator pairs
(Eq. 45) the result is the following matrix equation:
δSj = − 1
L
∑
k∈B.Z.
{
T(k)D(k)T(k)†
}
j+N,j+N
, (50)
where D(k) is a diagonal matrix that contains
the 〈x(k)′x(k)′†〉 expectation value of the normal
bosonic operators.
X. ALGORITHM
In this section, we show how the above described
general solution is implemented in SpinW15. The
input parameters of the calculation are the cou-
plings and the magnetic structure. The couplings
are stored in a list together with the anisotropy ma-
trices. Every coupling is defined by several param-
eters. For the lth coupling dl gives the distance
vector between the origin of the unit cells of the in-
teracting atoms, il and jl are the indices of the inter-
acting atoms and Jl is the 3× 3 matrix of the inter-
action. For single ion anisotropy dl = 0 and il = jl.
Thus the input list is the following {d, i, j, J}l. To
unambiguously define the magnetic structure, we
need the classical spin direction of the N magnetic
atoms as Si vectors, the Q ordering wave vector and
the n normal vector. The first step of the calcula-
tion is to define a local Descartes coordinate system
with axes {e1, e2, e3}i for each Si classical spin. As
the e3i vector is parallel to the spin direction, the vi
and complex ui vectors are defined as:
ui = e
1
i + ie
2
i , (51)
vi = e
3.
For incommensurate structures one has to calculate
the J′l matrices by multiplying Jl matrices on the
right side with a rotation matrix that rotates around
n by the angle ϕ = 2piQ · d. To calculate the spin
wave spectrum at k reciprocal space position, we
need to calculate the A, B, C matrices. To calculate
these, we run a summation over the l index of the
list of couplings. Each l value is associated with an
(i, j) index representing the indices of the interact-
ing atoms in the unit cell. Thus the (i, j) element of
A, B, C get an additional term according to Eq. 26
where J′(k)l is simply determined by the following
equation:
J′(k)l = J′l exp(2pik · dl). (52)
Finally the vector of spin wave energies at k can be
calculated from the h(k) matrix according to Section
VII. The algorithm is available as an open source
code15.
XI. LINEAR SPIN WAVE THEORY OF
Ba3NbFe3Si2O14
As an example, we show a general model of the
spin wave spectrum for magnetic compounds in the
langasite family with incommensurate magnetic or-
der. The langasite family with the prototype com-
pound La3Ga5SiO14 has non-centrosymmetric space
group P321 and members of this family are being
extensively studied due to their interesting piezo-
electric and nonlinear optical properties25,26. Their
general chemical formula is A3BC3D2O14 which
contains four different cation sites, making it possi-
ble to accommodate several different magnetic ions.
If the magnetic atoms occupy the A site, they build
up stacked kagome layers, such as R3Ga5SiO14 with
R=Nd, Pr27. If the C site is occupied, the ge-
ometry of the interactions is more complex. The
magnetic sites build up triangles which are them-
selves organized into a triangular lattice in the ab
plane and stacked along the c-axis, see Fig. 2(b).
The most studied C-site magnetic compounds con-
tain Fe3+ ions that have spin only magnetic mo-
ment S = 5/228,29. Marti et al. determined the
magnetic structure of four different compositions us-
ing neutron diffraction combining A=Ba, Sr with
B=Nb, Sb and D=Si. All four compositions have
similar magnetic structures with incommensurate
magnetic ordering wave vector Q = (0, 0, τ), see
Tab. I. The moments are oriented in the ab-plane
and the angle between neighbors on the triangular
units are 120◦. The magnetic ground state and ex-
citation spectrum of Ba3NbFe3Si2O14 was studied
in great detail by polarized and unpolarized inelas-
tic neutron scattering28,30,31. The modeling of the
9spectrum were done using a random phase approx-
imation based on interacting trimers32 and linear
spin wave theory. However the published linear spin
wave theory calculation assumed an ordering wave
vector of τ = 1/7 and modeled the spin wave spec-
trum on a magnetic supercell with 7 unit cells along
the c-axis. This cannot be generalized for the dif-
ferent τ values of the other compounds. Here we
will present how our general linear spin wave the-
ory can be used to model the spectrum of the other
members of the langasite family.
TABLE I. Magnetic ordering wave vector of selected lan-
gasite compounds29.
Langasite Ordering wave vector
Ba3NbFe3Si2O14 (0, 0, 0.1429(2))
Sr3NbFe3Si2O14 (0, 0, 0.1398(3))
Ba3SbFe3Si2O14 (0, 0, 0.1957(1))
Sr3SbFe3Si2O14 (0, 0, 0.1769(2))
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FIG. 2. (a) The three different chiral property defined
for the magnetic C-site langasites, (b) exchange cou-
plings and positions of the magnetic ions in the ab-plane,
where J1 interactions define the triangular units.
Due to the missing inversion symmetry, the crys-
tal structure of Ba3NbFe3Si2O14 is chiral. This chi-
rality is denoted by T that can have values of ±1.
This feature also appears in the geometry of the
exchange pathways where J3 and J5 can have dif-
ferent values, see Fig. 2(a). If T = 1 the J3 coupled
chains have a right handed rotation along the c-axis,
while the J5 chains are left handed, for T = −1 the
two are exchanged. The magnetic ground state also
has chiral properties, the triangular units can have
∆ = ±1 chirality and the helical structure along
the c-axis can have two sense of rotations H = ±1
for right handed/left handed spiral. Assuming that
J5 > J3, J4, these three chiralities are related
28:
T = ∆H . (53)
Thus for a certain T crystal chirality additional an-
tisymmetric exchange interactions are necessary to
determine the sign of ∆ and H .
TABLE II. Positions and local coordinate system for the
Fe3+ magnetic ions, ti gives the idealized atomic posi-
tions in lattice units and the vi and ui vectors define the
magnetic structure using the ∆ chirality of the triangle
units.
i ti vi = S0i/|S0i| ui
1 (1/4, 0, 1/2) (1, 0, 0) (0, 1, i)
2 (0, 1/4, 1/2) (1/2,
√
3/2∆, 0) (
√
3/2, 1/2∆,−i∆)
3 (3/4, 3/4, 1/2) (1/2,−√3/2∆, 0) (
√
3/2,−1/2∆, i∆)
To model the spin wave spectrum we omit the
weak but necessary antisymmetric exchange inter-
action, that can be included in a straightforward
manner. The magnetic structure is described by
the ordering wave vector Q = (0, 0, Hτ), the nor-
mal vector n = (0, 0, 1) and magnetic moment direc-
tions shown in Tab. II. The magnetic moment direc-
tions define the ui and vi vectors, where the com-
plex ui depends on the choice of coordinate system.
The list of interactions is shown in Tab. III. Be-
fore generating the matrix of the Hamiltonian, one
has to ensure that the interaction matrices fulfill all
necessary symmetries defined in Sec. V by applying
Eq. 12. To generate the J′ transformed interaction
matrices, we need to construct the Rn−m rotations.
The Rn−m matrices introduce rotations around the
n normal vector by the ϕn−m = 2piQ · rn−m angle
that can have only two different values {0, Hϕ0},
where ϕ0 = 2piτ . The two rotation matrices are
{1,R0}, where R0 rotates around the c-axis by 2pi/7
radians and has the following matrix elements:
R0 =
 cos(ϕ0) −H sin(ϕ0) 0H sin(ϕ0) cos(ϕ0) 0
0 0 1
 . (54)
After substituting the Jij matrices into the for-
mula of the quadratic form, we get to the following
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matrix form of the bosonic Hamiltonian:
H =
S
4

A B E H F D
B A C F H G
E C A D G H
H F D A B E
F H G B A C
D G H E C A

. (55)
The matrix elements as a function of k are the
following:
A = 4J1 + 8J2 + 4J3γ
− + 4J4 (cos(l) (cos(ϕ0) + 1)− 2 cos(ϕ0)) + 4J5γ+, (56)
B = − ∆
(
J1 + J2(e
ih + e−ik)− J3e−iT l(γ− − 2)− J5eiT l(γ+ − 2)
)
,
C = − J1e−i(h+k) − J2(1 + e−ih) + J3e−i(h+k+T l)(γ− − 2) + J5e−i(h+k−T l)(γ+ − 2),
D = − ∆G(k, h,−l),
E = − ∆C(k, h,−l),
F = − ∆
(−3J1 − 3J2(e−ih + eik)− J3eiT l(γ− + 2)− J5e−iT l(γ+ + 2)) ,
G = 3J1e
i(h+k) + 3J2(1 + e
ih) + J3e
i(h+k+T l)(γ− + 2) + J5ei(h+k−T l)(γ+ + 2),
H = 4J4 cos(l) (cos(ϕ0)− 1) .
where:
γ± = cos(ϕ0)±
√
3 sin(ϕ0). (57)
The components of the momentum vector are de-
noted by (h, k, l) = 2pik where k is in reciprocal
lattice units. We used the relation between the
magnetic and crystal chirality and accounted for
T = −1 by exchanging J3 and J5. The γ± prefactor
of J3 and J5 exchange interactions is related to the
angles between the ordered moments on two trian-
gular units on top of each other (
√
3 = 2 sin(120◦)).
Unfortunately there is no short expression for the
eigenvalues and eigenvectors of gH, but they can be
calculated using numerical methods. The eigenval-
ues of the gH matrix gives three positive spin wave
energies, and together with the S′(k±Q, ω) terms in
the spin-spin correlation function this model gives
9 possible spin wave modes. After calculating the
spin-spin correlation functions according to Sec.
VIII, we find that only six magnon modes are polar-
ized in the ab plane and the imaginary part (chiral
part) of the correlation function has only ab-plane
components:
SC(k, ω) = Im
(
S′(k+Q, ω)R1 + S′(k−Q, ω)R1
)
.
(58)
Whereas the c-axis polarized spin wave modes only
have a contribution from Re (S′(k, ω)R2). The
calculated correlation function Im(Sy
′z′ − Sz′y′) is
shown on Fig. 3(a) and can be compared to the re-
sult of the Loire et al. on Fig. 3(b). Here we used
the x′y′z′ Cartesian coordinate system common for
neutron scattering, where x′ is parallel to k and y′ is
in the scattering plane. Both models give the same
physically observable intensity, however our incom-
mensurate model is more efficient since it gives only
those magnon modes that have non-zero intensity.
We expect that our spin wave model will be ap-
plicable to other incommensurate compounds in the
langasite family with magnetic C-site such as the
ones given in Tab. I and we hope that our re-
sults stimulate further investigation of the dynami-
cal magnetic properties of this interesting family.
XII. SUMMARY
In this paper we described a general algorithm
to calculate dynamical spin-spin correlation func-
tion using linear spin wave theory on magnetic lat-
tices with incommensurate order. The method can
accommodate models where the interacting atoms
have different spin quantum numbers. It also in-
cludes a general single ion anisotropy, anisotropic
11
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FIG. 3. The calculated chiral correlation function
Im(Sy
′z′ −Sz′y′) of Ba3NbFe3Si2O14 assuming the same
exchange parameters as Loire et al.31. (a) the corre-
lation function is calculated with the incommensurate
model, and only ω(k ± Q) dispersions are plotted as
lines, (b) the correlation function is calculated using the
commensurate 7 unit cell model31. Gray lines denote
the spin wave dispersion, while the green to blue colors
denote the intensity convoluted in energy with a 0.25
meV FWHM Gaussian.
and antisymmetric exchange interactions. The main
idea behind the general solution is to define a local
coordinate system that transforms the incommensu-
rate magnetic structure into ferromagnetic order by
the consecutive application of two rotations. First
a global rotation, that transforms the incommensu-
rate structure into a commensurate one. Secondly a
local rotation on every moment within the crystal-
lographic unit cells. This method enables the cal-
culation of the spin wave spectrum of incommen-
surate systems, that was achieved without using a
large supercell and an approximate ordering wave
vector31,33,34. We also showed the necessary steps
that define an algorithm, that is available under
GNU general public license15. Finally as an example
we showed how the algorithm can be used to calcu-
late the spectrum of magnetic C-site langasites with
incommensurate magnetic order29.
TABLE III. List of the exchange pathways for T = 1
(for T = −1 the J3 and J5 interactions are exchanged),
J matrices with the i and j indices of the interacting
ions, d distance vector in lattice units and the R rotation
matrices that define J′.
Name i j d R(d)
J1
1 2 (0, 0, 0) 1
2 3 (−1,−1, 0) 1
3 1 (1, 1, 0) 1
J2
3 2 (1, 0, 0) 1
1 3 (0, 0, 0) 1
2 1 (−1, 0, 0) 1
3 1 (0, 1, 0) 1
2 3 (0, 0, 0) 1
1 2 (0,−1, 0) 1
J3
2 1 (0, 0, 1) R0
3 2 (1, 1, 1) R0
1 3 (−1,−1, 1) R0
J4
1 2 (0, 0, 1) R0
2 2 (0, 0, 1) R0
3 2 (0, 0, 1) R0
J5
1 2 (0, 0, 1) R0
2 3 (−1,−1, 1) R0
3 1 (1, 1, 1) R0
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