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Computer-Aided Learning: Unguided versus
Guided Instruction
Catherine Conradty and Franz X. Bogner∗
University of Bayreuth, Centre of Math and Science Education (Z-MNU), NW-1, D-95447 Bayreuth, Germany
Computer-aided multimedia learning provides learners with opportunities to individualize their own learning
according to their own learning pace and needs, while at the same time it may cause cognitive overload for
low achievers. Within the context of a computer-aided multimedia Biology lesson, the current study examined
the effects of guided and unguided instruction on cognitive achievement and intrinsic motivation. Gender was
taken into account and prior knowledge as a potential indicator of intrinsic load. The results showed that guided
instruction had an effect on students reporting less tension and better perceived competence in successfully
managing the learning task, as well as maintaining boys’ interest in the learning task even though no better learn-
ing occurred. Decrease rates of newly acquired knowledge were signiﬁcantly lower with an unguided instruction
compared to a guided learning, irrespective of students’ level of prior knowledge or gender.
Keywords:
1. INTRODUCTION
1.1. Learning with Multimedia-Aided Learning
Environments—Beneﬁts and Disadvantages
Many topics in Biology lessons deal with complex systems in
both, the spatial or temporal dimension, and for this reason they
cannot easily be taught using only verbal explanations or two-
dimensional illustrations. Some subjects are too small to observe
(e.g., cellular processes), others are too fast or long-termed (e.g.,
chemical reaction or seasonal processes), too abstract (carbon
cycle) or multi-faceted (dynamics of food webs). Multimedia
aids, such as ﬁlms or animated simulations, may be useful tools
in such lessons. Nowadays, multimedia aid is often a computer-
based integration of ‘text, graphics, animation, video, imaging,
and spatial modelling.’49 The internet is a typical example of
such a multimedia module with non-linear and non-sequential
arrangement and display information (the so-called ‘hypermedia’
or ‘hypertext’). A hypertext is understood as a multi-linear organ-
isation of objects in a net-structure, generated by connections of
the contents of knowledge (named ‘knots’) with logical links.10
A node may consist of text, graphics, photographic images, ani-
mations, sound, and audio or video-sequences. Instead of reading
about the theory of some subject, students can actually see a
process through animated simulations. Abstract theories become
meaningful for students because they may visualize a normally
not observable process.
The introduction of computer-aided learning environments is
generally thought to lead to a learning revolution17 offering new
∗Author to whom correspondence should be addressed.
ways of learning, new instructional approaches and even new
competences. Hypermedia learning provides an opportunity of
multimedial and multicodal information to appeal to learners of
various learning styles.1534 The dynamic of hypertexts provides
an opportunity of self-regulated learning according the individual
interests of the learner. For example, children at Indian villages
learned computer handling and required skills (e.g., language
or ability of self-regulation) just by playing with a computer.23
Thus, hypertext can be a constructivist learning environment pro-
viding a suitable learning setting deliberately supporting students
in constructing knowledge.
The computer is considered to be an innovative ‘new medium’
for classroom learning It is deemed to substantially increase, for
instance, motivation scores or provide additional cognitive learn-
ing effects. Students seem to rate a computer as a new motivating
tool and that is why computers are considered to promote cogni-
tive learning.18
However, several problems could interfere with students’
learning success. A ‘toy’ computer may simply lead a trivial-
isation of the subject matter:37 Students consider conventional
print media as learning tool as difﬁcult to handle. This generally
demands close attention. By contrast, audio and video approaches
are more likely to be considered as media for relaxation instead
of school work. This may reduce attention and consequently
reduce cognitive learning achievements. Furthermore, computer-
aided learning success may be suppressed by gender-speciﬁc
characteristics (e.g., Ref. [32]) or by insufﬁcient experience with
computer causing cognitive load problems.44 Since the begin-
nings of hypertexts, the threat to get “lost in hyperspace,”10 is
well discussed, but became even more complex with the web 2.0.
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Computer-aided learning environments are differently dis-
cussed: For some it is the evil (‘everything one tries to achieve
educationally, one achieves better without computers’21, for
others the solution (‘computers make children smarter’5. Of
course, each medium needs an appropriate instructional design
for an effective learning. Several aspects, such as complexities
of computer-aided learning environments may interfere with an
individual learning success and maybe overstrain a student’s cog-
nitive and concentration capacity.91925
Students may not ﬁnd relevant information in a hypermedia
environment because of its non-linear structure:2 For that rea-
son, a well-structured hypertext design may help to prevent a
‘lost in space’ situation.10 However, the linearity of conventional
approaches very likely supports a linear thinking that may hide
complex relationships and prevent a cross-linked thinking. An
important step towards a good instructional design, therefore,
may provide the understanding of the principles of multimedia
design,29 e.g., focussing on the phenomenon of attention split2939
which might substantially contribute to cognitive load.45 Addi-
tionally, the modality of information seems to affect the limited
working memory capacity and consequently learning success.333
Multimedia learning is a promising instructional method in
supporting a deeper comprehension of complex and dynamic
concepts, of which natural science lessons usually are full of.
Multimedia, especially in the form of computer-aided instruc-
tion, gives an opportunity to attract students with diverse learning
styles with its combination of written or spoken text or with
graphics that with the help of movies or simulations can even
illustrate the fourth dimension of time. This is especially help-
ful for an understanding of dynamic processes which especially
within the ﬁeld of ecology exists. Furthermore, the interactiv-
ity of computer-aided learning software offers the advantages
of hands-on learning environments. To sum up, diverse causes
may prevent learning within a multimedia learning environment,
which partially may explain the heterogeneity of study outcomes
in the ﬁeld, not even to mention the variety of factors involved,
e.g., diverse media, manuals, learners (e.g., age group).8
1.2. Effect of Teachers’ Guidance Style: Tutoring
versus Individualized Learning
Multimedia learning systems are often used as ‘stand alone
manuals’ for individualized knowledge acquisition. This might
enhance autonomy, a feeling of competence and interest levels
as students work self-directed and autonomously, often in small
groups (comparable to workstation environments.4 A teacher’s
role needs to shift from an ‘instructor’ to a ‘tutor’ of a learn-
ing process.38 According to the self-determination theory (e.g.,
Refs. [12, 20, 48]), any motivational enhancement is depend-
ing on three psychological needs: autonomous support, perceived
competence and social relatedness. The order of presentation of a
subject matter and the engagement’s duration speciﬁcally coping
a learner’s interest may provide even additional support for those
Refs. [22, 38]. Within this context, a computer-aided lesson is an
open learning environment with material-centred open learning
approach generally regarded as highly student-oriented.4 Thus,
computer-aided learning very likely may enhance motivation and
in consequence learning success.
Controversial discussions about the impact of instructional
guidance have been ongoing for about half a century (e.g.,
Refs. [1, 24, 30]). Any individual learning and learning with
hypertext in general, may demand a high amount of self-
regulation competence from a learner.40 It needs again pointed
out that any competence acquisition is an often discussed beneﬁt
of multimedia learning environment. When this competence is
not evolved sufﬁciently, a learning process may fail.
In our hypotheses any guidance during an individualized learn-
ing will promote interest and lead to better learning achieve-
ment levels compared to an unguided instruction (hypothesis I),
and interest may strongly correlate with learning success
(hypothesis II).
1.3. Effect of Prior Knowledge
Both, complex contents and instructional designs, demand a
learner’s cognitive capacity:44 described in their theory of cog-
nitive load the effect of a limited working memory capacity on
the process of information by assuming three cognitive load sub-
components:
(i) an intrinsic load caused by content complexity,
(ii) extraneous load caused by instructional mode, e.g.,
computer-aided multimedia learning, and
(iii) germane load necessary for individually processing infor-
mation towards long-term memory.
As all three components are presumed to be additive,43 an
increase in one component (i) and/or (ii) without a decrease in
an other may individually cause cognitive overload. Available
capacities for (iii) germane load would be reduced and a balance
of all components reached consequently leading to a succesive
learning result.
Content complexity is a subjective factor, dependent on a
learner’s prior knowledge. The more a learner already knows
about a speciﬁc subject, the easier is any adding of new
knowledge.1 Applied to the cognitive load theory,
(i) intrinsic load is dependent on the learners’ individual prior
knowledge and
(ii) computer-aided lessons interact with an individual extrane-
ous load. Learners with prior knowledge may easier construct
stable mental models embedded in existent knowledge.28
Consequently, learners with high prior knowledge are expected
to already own more long-term knowledge. Therefore, the third
hypothesis of our current study focused on high prior knowledge
students who are supposed to learn better than students with low
prior knowledge. However, students with low prior knowledge
may better beneﬁt from guided instruction.
1.4. Gender
Studies of gender effects in hypermedia instruction have provided
inconsistent results, by reporting no differences at all46 until sub-
stantial differences with regard to interest in computers.35 This
may simply reﬂect an age effect: For instance, children moni-
tored within the project ‘Hole-in-the-Wall Education’23 learned
to handle computer together with additional skills, e.g., language.
Adolescents and adults seem to have a natural timidity towards
learning by ‘try and error’ with an unknown technique.31 Pre-
vious studies have shown that educational software motivates
girls less than boys,32 a result that might be explained by the
software being designed by males. In the 1990ies, studies in
Germany described boys as more experienced with computers
than girls1426 by concluding a higher competence for boys. Con-
sequently, this outcome may contribute to our fourth hypothesis
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describing girls as less motivated and thus as less affected by
computer-aided learning. Consequently, girls may learn less than
boys in the context of computer-aided instruction.
1.5. Research Hypotheses
On the basis of the literature that has been reviewed, in this study
we hypothesized that guidance during individualized learning
will promote interest and lead to higher achievement compared
to unguided instruction (hypothesis I), and that interest will cor-
relate strongly with learning success (hypothesis II). A hypothe-
sis III is that students with high prior knowledge will learn more
than students with low pre-knowledge. However, students with
low prior knowledge may better beneﬁt from guided instruction.
Lastly, in our hypothesis IV, girls will be less motivated to learn
with computer-aided instruction, and that computer-aided instruc-
tion will negatively affect their learning.
2. METHODOLOGY
In this study, we assumed a quasi-experimental research
design. Speciﬁcally, we used a before-after-control-impact design
(BACI).41 We measured cognitive knowledge before and after the
treatment. To evaluate whether the effect was due to the treat-
ment we included a treatment group with impact, and control
groups with antithetic impact and with no impact respectively.
Teaching strategy was the independent variable. Speciﬁcally,
(1) Computer-aided individualized learning with guidance
(Guided) (n= 126);
(2) Computer-aided individualized learning without guidance
(Unguided) (n= 102); and
(3) a control group (n= 57).
The computer-aided lesson unit consisted of two ‘aquatic ecol-
ogy’ units consistent with the Bavarian syllabus for the selected
age group. This module highlighted the following topics with
particular attention to environmental protection contexts: the
development of a polliwog to a frog with physical adaptation
to different environments; food webs, and seasonal nutrition cir-
cle in the ecosystem lake. Both, the guided and the unguided
treatment-groups were engaged in open learning whereas the
unguided treatment group had free choice in using the learning
software, and the guided followed a speciﬁc instruction within
the software with no possibility to choose or to switch.
2.1. Participants and Procedures
We selected novice high-achieving 6th graders (n= 228) (highest
stratiﬁcation level; ‘Gymnasium’) from 11 classes to participate
in the study. This cohort already had sufﬁcient ICT-experience
because informatics was part of their regular syllabus. The par-
ticipants’ mean age was 12.6 (SD = 008) years. The gender
distribution was perfectly balanced (50% to 50%). Our quasi-
experimental BACI design41 included a control group (n = 57)
which received no instruction but completed all tests. A sin-
gle teacher, unknown to all students, taught all lessons. After a
15 minute introduction phase, all students worked cooperatively
in groups of two for about 45 minutes per topic. The group ﬁnd-
ing process was free of choice.
For the Guided instruction, each topic was introduced sepa-
rately before students worked on their own in dyads. All units
were taught subsequently. In practice, the individual working
speed differed substantially. For this reason some students had
to wait and others were in a hurry. For the Unguided instruc-
tion, an introduction about handling the computer was provided
at the beginning of the lesson. After that, students started the
computer-aided learning program on their own by switching units
whenever desired. Teacher restricted their support to assist with
technical problems. A workbook provided a guideline through




Prior knowledge and changes in the knowledge level were mea-
sured by means of a pre-test (K1) applied two weeks before
lesson participation, a post-test (K2) immediately after the lesson
and a retention-test (K3) after 6 weeks (Table I). The question-
naire covered the content of the lesson’s objectives. Altogether
17 items in multiple-choice format with four possible response
options one of which was the correct were administered (see
example Table II). Thus, the probability of yielding a correct
response by pure guessing was 0.25.
To guarantee content validity, we constructed the items accord-
ing to the learning objectives of the lessons.36 Item difﬁcul-
ties, deﬁned as percentage of correct answers6 needed to range
between 0.2 and 0.8, otherwise they were discarded. The Cor-
rected Item-Total Correlation needed a score between +0.3 and
+0.56 ours were in the +02−+05 range. Generally, knowl-
edge tests are difﬁcult to test for reliability although reliability
coefﬁcients less than 0.6 are used for differentiating groups.27
Students had low pre-knowledge with 49.4% correct answers
in the K1 (sum score M = 8397 of 17) with a Cronbach’s  of
0.60. The latter were higher within the post-test (K2 Cronbach’s
 of 0.75) as well as the retention-test (K3 Cronbach’s  of 0.74).
Due to a non-normal distribution (Shapiro-Wilk p < 00001), we
applied non-parametric tests. Knowledge items were scored as
correct (1 point) or incorrect (0 point) and further analysed as
sum scores. Signiﬁcance of learning success was calculated by
using the Mann-Whitney-U-Test (MWU).
For a better understanding of the actual learning achievement
observed, we calculated the differences K2-K1 (newly acquired
knowledge), K3-K1 (consistently added knowledge) and K3-K2
(forgetting/drop rate).
• K2-K1 is the difference of post-test and pre-test. As the post
test was immediately after the intervention, a positive result indi-
cates increase in newly acquired knowledge.
• K3-K1 is the difference of retention-test and pre-test. As the
retention-test is six weeks after the intervention, a positive result
indicates increase in consistent knowledge.
Table I. Quasi experimental designa of the study.
2 weeks before Pre-test K1
Computer aided Treatment prior
Intervention instruction knowledge Guided Unguided Control
Low 61 39 31
High 65 63 26
N total 126 102 57
After the lesson Post-test K2
6 weeks after Retention-test K3
aThis design implied a one-way multivariate analysis of variance with repeated measures
which had to be rejected on the grounds of the non-normal distribution of variables.
3
R E S E A R CH AR T I C L E Adv. Sci. Lett. 4, 1–7, 2011
Table II. Example for multiple choice questionnaires.
Question Multiple choice distractors
How is the larva’s transformation into Puberty
the mature animal named? Maturing
Metamorphosis
Metabolism
• K3-K2 is the difference of the post-test and the retention-test
after six weeks. Normally it is negative, because in the learning
process parts of newly acquired knowledge are to be forgotten.
Thus, we call this difference drop rate or forgetting.
To estimate the hypothesized intrinsic load, we split the stu-
dent sample into two subgroups: Pre low (with low prior
knowledge) and Pre high (with high prior knowledge). The
limit was the median of the gain in knowledge in K1
(8.5 points of 17). To analyse the correlations of cognitive knowl-
edge tests with intrinsic motivation we computed Spearmans’
Rho.
2.2.2. Intrinsic Motivation Inventory (IMI)
To evaluate the program’s effects on a student’s intrinsic moti-
vation, we applied four subscales of the ‘Intrinsic Motivation
Inventory’ (IMI):12 Interest/Enjoyment (IMI interest; 7 items;
e.g., ‘I enjoyed doing this activity very much.’), Perceived Com-
petence (IMI competence; 6 items; e.g., ‘I think I am pretty
good at this activity.’), Effort/Importance (IMI effort, 5 items;
e.g., ‘I put a lot of effort into this.’) and Pressure/Tension (IMI
tension, 5 items; e.g., ‘I was very relaxed in doing this.’). The
translated German version was taken from Ref. [38]). Students
scored their rating on a Likert 5-point scale ranging from 1 (not
true at all) to 5 (very true). We calculated average values between
1 and 5 for each subscale. The IMI in combination with the
knowledge test was part of the post-test (K2). It was ﬁlled in
immediately after the intervention (Table I).
3. RESULTS
3.1. Cognitive Achievement
There were no differences in prior knowledge between the treat-
ment groups (Kruskal-Wallis Test 2 = 5709, df= 2, p= 0058).
All students learned in both treatment groups but not in the con-
trol (MWU K2: Z = −10,035, p < 00001; K3: Z = −5,748,
p < 00001).
Students learning gains were obtained for both treatment
groups. There is no signiﬁcant difference between them in the
post-test (K2), except in the retention-test (K3) (MWU K3 Z =
−2,402, p = 0016).
There was neither treatment nor gender effect in the differ-
ences K2-K1 (newly acquired knowledge) and K3-K1 (consistent
knowledge). In the drop rate K3-K2 was treatment effect with a
smaller decrease in knowledge in the unguided approach (MWU
Z =−2,236, p = 0025; Fig. 1).
The high scoring prior knowledge group (Pre high) learned
‘less’ as they already had a level of knowledge. Thus, just the
effect of the treatments on the low and high prior knowledge
scores was regarded as pedagogical relevant (see discussion).
Low prior knowledge scorer (Pre low) forgot less in treatment
Unguided (MWU Z = −2,561, p = 0010; Fig. 2). Students
Fig. 1. Differences of knowledge tests (new, consistent knowledge and for-
getting) with grouping variable treatment.
with high prior knowledge (Pre high) were not affected by the
treatments.
No gender effects at all were found, neither in the speciﬁc
treatment groups nor in the total sample without treatments.
3.2. Intrinsic Motivation Inventory (IMI)
For the intrinsic motivation inventory we calculated average val-
ues between 1 and 5 for each subscale. For the subscales IMI
competence (mean = 35), IMI effort (mean = 34) and IMI
tension (mean = 19), no signiﬁcant differences with regard to
treatments or gender were found. Just for the IMI interest
score, a signiﬁcant difference between boys and girls was found
in the case of the Unguided intervention (MWU Z = −2,764,
p = 0006; Fig. 3). The only signiﬁcant effect of treatment we
found was on boys’ interest (MWU Z = −2,743, p = 0006;
Fig. 3). Girls did not seem to be effected by the treatment in any
subscales.
Fig. 2. differences of knowledge tests (new, consistent knowledge and for-
getting) with grouping variable treatment and prior knowledge (∗∗∗p < 0001;
∗∗p = 0003; ∗p = 001).
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Fig. 3. Treatment effects on IMI with grouping variable gender and Gender effects on IMI with grouping variable treatment respectively.
3.3. Correlations of Knowledge with
Intrinsic Motivation
Forgetting of Pre low students—but not of Pre high students—
correlated positively with instructional treatment (rho = 0270,
p = 0007) while Pre low students showed a smaller decrease
when taught in the Guided instruction.
There are the following correlations of knowledge tests with
IMI (cf. Table III):
• The boys’ effort (IMI effort) correlated strongly with post-
test K2 (rho = 0347, p = 0000) and retention-test K3 (rho =
0279, p = 0003; Fig. 6). Girls showed no correlation, they
seem to learn anyhow. This pattern is given throughout the study
although weak in the total data (Fig. 6), the treatment group
Guided and Unguided. IMI effort correlated with post-test K2
in both treatments (Guided rho = 0242, p = 0006; Unguided
rho = 0285, p = 0004). Furthermore, IMI effort correlates
strongly with learning success in K2 and K3 Pre low students
(K2 rho= 0380, p < 0001; K3 rho= 0252, p= 0011; Fig. 6).
• The perceived competence correlated with post-test K2 in
treatment Unguided (rho = 0223, p = 0024) but not with
Guided (p = 0536; Fig. 7).
• The reported tension has a negative correlation with retention-
test K3 in treatment Unguided (rho = −0239, p = 0007), but
not in Guided (p = 0285; Fig. 8).
• All IMI subscales correlated very small with pre-test (IMI
interest: rho = 0145, p = 0028; IMI competence: rho = 0167,
Table III. Spearman’s correlation of knowledge tests with IMI.
Subgroup Total Boys Girls Guided Unguided Pre low Pre high
Knowledge test K1 K2 K3 K2 K3 K2 K3 K2 K3 K2 K3 K1 K2 K3 K1 K2 K3
IMI effort
rho 155 254 183 347 279 — — 242 166 285 216 — 380 252 257 —
Sig 019 000 006 000 003 — — 006 063 004 029 — 000 011 003 —
IMI competence
rho 167 207 191 283 201 223 222 — 373 224
Sig 011 002 042 002 — 024 024 025 — 000 011
IMI tension
rho −174 −154 −183 −196 −212 −239 −235 — —
Sig 008 020 006 037 024 007 018 — —
IMI interest
rho 145 219 — 261
Sig 028 019 — 003
Sig= 2 tailed signiﬁcance.
p = 0011; IMI effort: rho = 0155, p = 0019; IMI tension:
rho = −0174, p = 0008). As there is no correlation of IMI
with knowledge tests in the Pre low students group, this
is an effect of Pre high students. Their pre-tests correlated
strongly with students’ interest in the subject, perceived com-
petence and the effort, but not with the perceived tension (IMI
interest: rho= 0261, p = 0003; IMI competence: rho = 0373,
p = 0000; IMI effort: rho = 0275, rho = 0003; IMI tension:
p = 0647).
4. DISCUSSION
The present study focussed on the effects of guidance during an
individualized learning approach in a computer-aided multime-
dia lesson by taking into account gender. Prior knowledge was
regarded as an indication for intrinsic load. Differences in cog-
nitive achievement and the intrinsic motivation were speciﬁcally
considered. An underestimation of the subject matter (Salomon
1984) was excluded by the workbook usage. Furthermore, stu-
dents knew that the learning unit was part of the regular syllabus
in the 6th grade. All students had sufﬁcient pre-experience in
computers because of the regular lessons in computer science
according the regular syllabus and the learning software design
based on the SOI model of the cognitive theory of multimedia
learning (Mayer 2001). Thus, it is for taken granted that stu-
dents were not overburdened with the instructional design just as
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cognitive overload was reduced to a large extent because long-
term learning was high in both treatments. Furthermore, students
reported high perceived competence.
4.1. Learning Achievements
Similar learning achievement scores of boys and girls indicate
that both, the software and computer as well were handled
adequately. This as a result contradicts16 who reported better
learning achievement scores for boys while we found it for girls.
These differences could be just a function of age:16 worked with
8th graders, whereas our chosen age-cohort of early adolescence
may not yet have developed a gender-related behaviour.42
The long-term learning achievement was better in the unguided
learning environment, as, in a long-range, decrease rates were
smaller in the Unguided compared to Guided intervention,
despite similar short-term learning scores. This is an effect of the
Pre low students, whereas Pre high students were not affected
by the treatments, by learning similarly. Hence, both pre knowl-
edge subgroups learned equivalent in Unguided. Accordingly,
unguided learning seems to be particularly suitable for students
with low prior knowledge (Fig. 1).
In other words: in contrast to our expectations students with
low prior knowledge learned better1 with Unguided without a
teacher’s assistance, although low prior knowledge supposed to
cause higher intrinsic load and cognitive overload respectively.43
This indicates that both treatments offered a similar support.
While students with high prior knowledge were not suppressed
by any treatment, students with low prior knowledge beneﬁted
signiﬁcantly by our non-guided learning approach. Thus, the
Unguided approach presented itself as the preferred instructional
mode when potential unprivileged students need speciﬁc support.
However,2 reported a negative effect on learning success of learn-
ers when high prior knowledge existed, if pictures for learning
were used. This could be the reason why in our study the Pre
high subsample did not show a different intervention effect.
On the one hand, this described result threatens our hypothesis
that a speciﬁc guiding may adequately help to prevent any cog-
nitive load. It is not disputable whether students with low prior
knowledge suffered from high intrinsic load or not. The cogni-
tive load could have been low enough for a sufﬁcient learning for
both prior knowledge groups. On the other hand, the Unguided
approach seems to be an adequate method for students indepen-
dently of their prior-knowledge scores: A knowledge once indi-
vidually acquired seems consistent, especially for low achievers.
However, the fact that in our study unguided learning led to better
long term learning success still needs further investigation.
4.2. Intrinsic Motivation
In contrast to Ref. [4], an unguided learning approach did not
promote individual interest scores at all. In fact, Guided seemed
to promote an individual interest, but only boys’ IMI inter-
est was affected. Scrutiny reveals Guided apparently did not
promote, but Unguided even reduced the boys’ interest in the
subject matter. There is no appreciable gender effect in cogni-
tive learning achievements neither in the post- and retention-test
nor in test differences. That is why there is no correlation of
IMI interest and knowledge tests, although there are correla-
tions of knowledge tests with IMI effort, IMI competence and
IMI tension. Thus, the higher interest scores did not result in
the higher cognitive achievements in contrast to the prevailing
opinion and common results in diverse studies (e.g., Ref. [38]).
This may reason in learning inhibiting factors, namely extraneous
load.44
The negative correlation of IMI tension in the lesson on K3
indicates a suppressive effect of perceived tension on long-term
learning. As this effect was found in Guided only, a guided
learning approach seems to avoid the negative effect of perceived
tension on learning success. This is with regard to cognitive
learning in line with Ref. [4], although we could not ﬁnd any pos-
itive effect of unguided learning on interest, as Refs. [4] and [38]
did. Quite in line with Ref. [4] are our IMI competence scores
correlated with K2 in treatment Unguided. This indicates that
guidance may compensate students’ perceived low competence
and consequently avoid low learning achievement whereas stu-
dents with high competence learn better than students with low
competence in unguided learning environment. Accordingly stu-
dents with low perceived competence beneﬁt from guidance.
Our intervention affected just the boys’ motivation, even
though of no relevance for learning achievements. Consequen-
tial the learning success did not correlate with the interest in
the subject matter. Especially boys’ beneﬁtted by the teacher’s
guidance: girls’ interest in the subject matter and the learning
success independently were equivalent in all treatment groups,
but the boys’ interest was signiﬁcantly lower in unguided learn-
ing environment. With guidance boys were as interested as girls.
However, an ongoing study by the authors correlates the girls’
motivation with the teachers’ guidance. Consequently, the whole
issue seems complex with no simple solutions. The correlation
of IMI effort and knowledge test indicates that boys and students
with low prior knowledge need support to rate the subject impor-
tant. Girls just as students with high prior knowledge learned
anyhow, but boys’ (and low prior knowledge participants) learn-
ing success is dependent on their perceived effort of the lesson.
Probably the lack of contact with the teacher decreased observ-
able interest even more than the computer supports it.
The already existing prior knowledge in the subject matter
could maintain interest11 as it is the case in our Pre high group.
The pre-tests in this group correlate strongly with IMI com-
petence, IMI interest and IMI effort. These results indi-
cate that the more students already know about a subject, the
more they are interested in the subject matter and consider it as
important. Those students feel more competent. As regards the
unguided learning with computers, it could be worthwhile to con-
duct beforehand a lesson about the speciﬁc topic and consolidate
afterwards the acquired knowledge in a computer phase.
4.3. Gender Effects
Nevertheless, according to our results gender did not play a role
in handling the software and the computer as well. This contra-
dicts report16 where gender effects were described when learn-
ing in computer-aided learning lessons. This might reason in the
age group involved, our may be too young that a gender-related
behaviour was given.42
Especially boys’ beneﬁtted by a teacher’s guidance as girls’
interest in the subject matter and independently learning suc-
cess were equivalent in all treatment groups. The boys’ interest
was signiﬁcant (extremely) low in our unguided learning environ-
ment. With a consistent guidance, boys were as interested (i.e.,
motivated) as girls were.
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4.4. Conclusion
Both, guided and unguided learning environments, showed
advantages: Students learned equivalent with both treatments
independently from gender or prior knowledge. On the one hand,
Pre low students beneﬁtted of Unguided with equivalent learn-
ing success of both prior knowledge groups. Unguided seems
to be an adequate learning method for students with no fur-
ther attention of their state of prior knowledge about the subject
matter. Furthermore, unguided learning may avoid the negative
effect of students’ perceived tension on learning success. On
the other hand, boys’ interest is reduced by unguided learning
even though without effect on learning success. Tutoring seems
to avoid this decline of boys’ interest as the negative effect of
students’ low perceived competence on learning success. In our
study based on these results with 8th graders we found that with-
out a teacher’s guidance cognitive achievements were reduced
dramatically (in press). In the present study, with younger stu-
dents we ﬁnd the opposite result with better learning results in
unguided learning without teacher contact. The IMI interest
dropped without teacher support in computer-aided learning envi-
ronment.
Guided learning provided a better the long-term achievement
effect while unguided learning was followed by a smaller long-
term decrease. This is an effect of Pre low students that forgot
less in Unguided, so both prior knowledge subgroups gained
equivalent long-term knowledge. Consequently, unguided learn-
ing seems to support especially students with low prior knowl-
edge (Fig. 2). Large amounts of guidance may produce very
good performance during practice, but too much guidance may
impair later performance, e.g., coaching students about correct
responses in mathematics may impair their ability to retrieve cor-
rect responses from memory on their own later.47 Knowledge
once acquired individually seems to be more consistent, espe-
cially for low achievers.
Unguided computer-aided learning might be an adequate con-
solidation environment after a teacher-centred knowledge acqui-
sition. This way, levels of intrinsic motivation factors that are
dependent on prior knowledge (interest, competence, effort)
could be increased. Thus, high and low achievers are supported
and both cognitive knowledge and soft skills, e.g., self-regulation
competences could be developed.
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Concept mapping is discussed as a means to promote meaningful learning and in
particular progress in reading comprehension skills. Its increasing implementation
necessitates the acquisition of adequate knowledge about frequent errors in order
to make available an effective introduction to the new learning method. To analyse
causes of errors, 283 A-level sixth graders produced concept maps about two
differently complex subject matter lessons, we implemented in a pre-lesson. We
defined six types of errors and analysed the distribution and contingency tables in
both subject matters. Students in general produced more complex concept maps in
the context of the easier subject matter (A) than that of the difficult content (B).
Whereas in the former errors simply indicated knowledge gaps, in the latter they
often reflected technical misconceptions. The occurrence of a content-dependent
technical error in (B) pointed to a cognitive overload, since the more difficult
content is hypothesised to cause higher intrinsic load. From this following,
concept mapping could provoke an instructional enrichment by additionally
revealing specific knowledge gaps.
Keywords: educational intervention; concept mapping; first implementation;
science education; cooperative learning; cognitive load
Introduction
In this present paper, we address a perceived need for a better understanding of
students’ difficulties in constructing concept maps (CMaps). This will help to prevent
technical errors and to make the benefits of concept mapping more accessible and
concept mapping (CM) more practicable in classrooms. A CMap as a multi-learning
tool is a diagram showing relationships among concepts such as ideas, images or
words. This representation is similar to a road map with locations and the connecting
roads or a circuit plan of an electrical appliance within a house. In a CMap each
concept is connected with each other by a connecting line (arrow) and follows a down-
ward-branching hierarchical structure (Novak and Cañas 2006; Figure 1). In our study
all connections required a label with linking phrases, e.g. “results in” or “is the
term of”.
Figure 1. The technique of CM was developed by Novak and co-workers in the 1970s in order
to portray the emerging science knowledge of children. In the following years, concept
mapping has been developed as an educational tool in (science) subjects, e.g. in order
to describe the meaningfulness of a learning process and to map knowledge patterns


































48  C. Conradty and F.X. Bogner
of both individuals and learner groups: In particular, constructivists see a learner
actively constructing new knowledge. Novak and Gowin (1984) stated that the assim-
ilation of new concepts into existing knowledge is needed for meaningful learning.
Furthermore, CMaps were described as “a schematic device for representing a set of
concept meanings embedded in a framework of propositions” (Novak and Gowin 1984,
15). Consequently CMaps can be defined as two-dimensional verbal graphical repre-
sentations which may be seen as analogical to conventional representations. Accord-
ingly, the cognitive processing of such a “graphic with words” may follow the theory
of dual coding (Paivio 1986 [1971]) and the Generative Theory of Multimedia Learning
(Mayer 1997, 2001). Consequently, CM may offer an effective tool in education for
both teaching and learning by supporting an active and meaningful learning. The CM
technique itself may yet be limited since to our knowledge multimedia learning up to
now has not been associated with CM.
Concept mapping is frequently discussed in the context of learning in different
levels. A CMap’s structure seems to be a mental presentation of knowledge, that Collins
and Quillian (1972) labelled “Semantic Memory”. CM may help a learner to memorise
a specific content in a meaningful way and also to promote, more casually, relevant
reading comprehension skills. The extraction of significant terms from a text and the
condensing of information into a comprehensive article is an important aspect for any
learning strategy (Schnotz 1994). This process needs an intense and creative reading
process (Scherner 1989) by promoting understanding and memorising of the content.
CM is particularly interesting in science education as a tool for a visual presentation
of terms that may help to understand conceptions, for example, complex coherences
in ecology which are often difficult to penetrate cognitively. Soft skills trained with
CM – reading comprehension and coherent understanding – are extremely important
for any learning process at school. As CM is still not common in schools, most students
are novices in the technique. For a first implementation, therefore, an effective


































Educational Studies  49
introduction of how to develop a CMap is needed. Consequently, a better understand-
ing of frequently made errors is helpful to support an effective training in CM.
The objectives of our study, therefore, were: (1) identification and classification of
beginners’ errors in CMaps; (2) differences in error making between difficult and easy




A study with school children under everyday conditions is like an ecological “open
field experiment”: Despite a strict design, educational settings may provide many
uncontrollable potentially interfering factors. This is why such studies are generally
labelled as “quasi-experimental”. To reduce random sources of error we prefer to
control an intervention by manipulating only one factor. According to Smith (2002) a
before-after-control-impact design (BACI) is the design most often chosen, for
instance, by measuring cognitive knowledge before and after a treatment in order to
estimate its effects. As the cognitive tests had no ceiling or floor effects we could work
with this design. To evaluate whether an effect is caused by a specific treatment in
addition to a treatment group an inclusion of a control group without any impact is
recommended.
In our study we focused on individual errors when producing a CMap. We applied
the method in biology lessons where two subject matters with a different level were
being taught. To reduce any teacher effect and to standardise the treatment during a
lesson, a computer-aided learning unit was implemented. CM was introduced as a
consolidation phase by recapitulating the material already taught. In addition to CM
we measured the individual cognitive learning achievement of all participants. We
focused on the errors in the CMap production, for their possible cause and we propose
ways to avoid such errors.
Teaching unit
Our quasi-experimental BACI design (Smith 2002) included a control group (n = 56)
which did not participate in the instruction, but did complete all the knowledge tests.
In order to reduce any teacher effects and to standardise the treatment, a single teacher
previously unknown to all students taught all lessons (cf. Table 1). The treatment
group (n = 283) attended a computer-aided instruction which followed two difficulty
levels: the first (moderate) module (A) “From Polliwog to Frog” highlighted the
following subjects: (1) relations of body and mode of life (physique, living in the
course of the year); (2) food relationships; (3) reproduction and development; (4)
endangerment and conservation issues related to the species; and (5) hands-on exper-
iments to support abstract rational thinking skills. The second (complex) module (B)
“Ecosystem Lake” incorporated a higher difficulty level and highlighted the following
subjects: (1) basic concepts of ecology; (2) plants (prominence and function of photo-
synthesis); (3) energy conversation and respiration; (4) food webs; (5) information
about several fascinating animals to create awareness of the need of protection (more
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After a 10 minute introductory phase, our participants assembled by choice into
dyads (maximal of three, if necessary). They worked cooperatively for 60 minutes on
each subject matter. A specific workbook provided a guideline through the autonomous
computer-aided lesson. Questions in the workbook were answered autonomously by
each team. All students were requested to complete their own workbook. There was
no additional teacher support needed, except when technical problems of the in-school
computer network appeared.
All participating students were novices with regard to CM, hence the technique was
introduced in a separate 15 minute preface: for this purpose students produced under
teacher supervision a CMap about a general well-known example unrelated to our
subject content. After that, all individual CMaps about subject (A) and subsequently
(B) were produced. For each subject 35 minutes were available. All items for the CMaps
were predefined (Table 2), presumably thus reducing cognitive load (Nückles et al.
2004). Furthermore, predefined items may support the CMap validation, as the same
number and kind of items are available. Linking phrases, connecting two items, were
not predefined (Figure 1).
Subjects
We selected novice 6th grade high achievers (n = 283) (highest stratification
level; “Gymnasium”). Ten classes participated. This cohort already had sufficient
Table 1. Quasi experimental designa of the study.
Group Instruction (n = 283) Control (n = 56)
Pre-test K1 K1
Delay (2 weeks)
Instruction 10 min Introduction CAL
60 min CAL (A): “Polliwog to Frog”
60 min CAL (B): “Ecosystem Lake”
CM 15 min Introduction CM
35 min CM (A)
35 min CM (A)
Post-test 10 min K2 K2
aThis design implied a one-way multivariate analysis of variance with repeated measures which had to be
rejected on the grounds of the non-normal distribution of variables.
Table 2. Pre-deﬁned items of subjects (A) “Polliwog to Frog” and (B) “Ecosystem Lake”.
(A) Polliwog to Frog polliwog larva of frogs spawn eggs cluster
march metamorphosis gills lung insects
foreleg hind leg singing frog brood care
mating algae tail
(B) Ecosystem Lake cohabitate biocoenosis temperature biotope habitat
herbivore abiotic factors biotic factors bacteria light
carnivore photosynthesis decomposer animals user
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ICT-experience because informatics is taught as a regular syllabus subject. Partici-
pants’ mean age was 12.6 (SD = 0.08) years. By chance, the gender distribution was
perfectly balanced (50–50%).
Analysis
For statistical analyses we used SPSS 14.0 and SPSS 16.0 respectively.
Objectivity of analysis
If different analysers reach similar results, it is granted that this analysis is not influ-
enced by the analyser. The objectivity of analysis is guaranteed (Bortz and Döring
1995). Therefore, our examiners analysed 10% of all concept maps twice with a four
weeks delay, and a second examiner analysed this selected 10% sub-sample indepen-
dently. Comparison of both results provided a so-called objectivity score (Ingenkamp
1992) which is calculated by a Cohen’s kappa-coefficient derived from cross tabulation
(Zöfel 2002).
Analysis of errors in CMaps
We illustrated each type of error in percentages for both subject matters. An error type
with a similar percentage in both subject matters might be independent of the subject
matter, but indicates a dependency of the technique of CM. An error contingency is
given if a participant made the same error in both subject matters – independently of
the content. This might indicate that such an error is due to technical problems. The
contingency was computed using a cross-tabulation, yielding by providing a contin-
gency coefficient. The more types of errors observed, the more calculations are
needed and consequently the more likely it is that “significant” correlation occur by
chance: to avoid such an overestimation we applied the Bonferroni correction with a
level of significance (the so-called “alpha level”) of 0.05 divided by n (Zöfel 2002).
As we defined six error types, α = 0.008 was taken to assure significance, and hence
indicating a dependency of subject matter and content, respectively.
Analysis of knowledge test
Previous knowledge levels and changes in knowledge were measured by means of
pre-test (K1) scores, applied two weeks before lesson participation, and a post-test
(K2) immediately after that (Table 1). The questionnaire covered the lesson’s content.
Altogether, 17 items in multiple-choice format with four possible response options
were applied by providing three distractors and one correct answer (see examples,
Table 3). Thus, the pure guessing probability was 0.25.
To guarantee content validity, we constructed the items according to the learning
goals of the syllabus-based intervention (Rost 1996): Item difficulties, defined as
percentage of correct answers (Bortz and Döring 1995) should range between 0.2 and
0.8; items outside of this range were discarded. The Corrected Item-Total Correlation
should be about +0.3 and +0.5. Our results met the +0.2 to +0.5 range. Generally,
knowledge tests are difficult to test for reliability although reliability coefficients less
than 0.6 are used for differentiating groups (Lienert and Raatz 1998). Students gener-
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correct answers in subject (A) and 42.7% in subject (B), but reliability was acceptable
(Cronbach’s α = 0.60). Within the post-test (K2) as well as the retention-test reliability
scores (K3) achieved higher values (Cronbach’s α: K2 α = 0.75; K3 α = 0.74). Split
by the two subject matters the reliability values remained acceptable: subject (A) with
10 items provided an α = 0.64 and subject (B) an α = 0.63. Due to a non-normal distri-
bution of our knowledge sum scores (Shapiro-Wilk p = 0.000), we applied non-
parametric tests. Knowledge items were scored as correct (1 point) or incorrect (0
point) and further analysed as sum scores. Significance of learning success was calcu-
lated using the Wilcoxon signed-rank Test (WT).
Results
Preconditions
The difficulty of a subject matter needs further definition. We presume that the lower
the pre-knowledge scored, the more difficult the process of knowledge acquisition
(Mayer 2001). We expected the subject (A) to be perceived as easier by students who
have already had hands-on experience. According to the syllabus, subject (B) should
be new to the age-group. Additionally, the (B) content is quite abstract and included
even Latin terms. Since a multiple choice test with four alternatives has a guess prob-
ability about 25%, results higher than 50% indicate knowledge. The pre-test verifies
sufficient previous knowledge about subject (A) (mean score 58%), but hardly any
about subject (B) (mean score 39%). Due to these findings we distinguish between the
subjects as (A) easy and (B) complex.
The analysis of coincidence was high for each comparison: for both analysers it
was 82% in subject (A) and 70% in subject (B). The coincidence of the first and
second analysis of the same analyser was 83% for subject (A) and 97% for subject (B).
Reasons for errors
In our opinion, three reasons of generating errors in CMaps may occur (Figure 2): (1)
A misunderstanding of the content and consequently generating incorrect links (a typi-
cal error with this cause is F3); (2) to provide correct links without understanding the
set of rules behind it; this means, the connection had no or incorrect directions (e.g.
F1, F2); (3) a mixture of technical and factual errors whereas for F4 content was not
apprehended, but for F5 and F6 there is no simple answer as linking phrases are not
verbalised.
Table 3. Examples for multiple choice questionnaires.
Subject matter Question Multiple choice distractors
(A) “Polliwog to Frog” How is the larva’s 






(B) “Ecosystem Lake” What is a destruent? [square] Pike
[square] Algae
[square] Micro-organisms, producing oxygen
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Figure 2. Definition of fault types with examples.For a further understanding of the causes of generating errors two statistical scores
were calculated: the frequency of occurrence and the contingence of errors in both
subject matters (Table 4). In the specific errors F1, F2 and F4, the degree of frequency
was equivalent in both subject matters. These results pointed to a technical problem
as the errors occur independently of the subject matter, although the semantic discus-
sion indicated a knowledge deficit causing F4. In the errors of F3, F5 and F6, substan-
tial differences occurred in the percentages between the subject matter: while more
than 50% of the errors in F3 occur in the easier subject matter (A) but only 30% in
subject (B); errors of F5 and F6 came substantially about the subject matter (B). These
findings indicate that F1, F2 and F4 are errors with respect to the method, F3, F5 and
F6 to the content.
For verification of our argumentation we extracted the second criterion, the contin-
gence of generating errors in both subject matters (Table 4 contingence). According
to the dependency we found four technical errors and two with respect to content. The
results are in line with the findings of the percental analysis except for error F6.
Whereas percentage analysis indicated F6 as an error with respect to the content, coin-
cidence analysis indicated F6 to be a technical error.
Whereas similar percentages of technical mistakes were recorded, with 32% in (A)
and 35% in (B) respectively, the percentage of errors in respect of content vary
substantially, with 65% in (A) and only 54% in (B). The reasons for error F6 cannot
be defined as the percentage is higher in subject matter (B), indicating an error in
respect of content, but the occurrence is not contingent, indicating an error in respect
of technique (Figure 3). This is to be interpreted as F6 is an error typical for (B) but
not caused by its content.
Figure 3.
Figure 2. Definition of fault types with examples.
Table 4. Possible reasons of errors after analysis per percentage and contingence.
Percentage Possible Reason Contingence
Error type (A) ⇔ (B) for error coefficient approxi. sig.
F1 13% = 12% method 0.128 0.044a
F2 13% = 16% method 0.092 0.151
F3 51% > 29% content 0.184 0.003
F4 6% = 7% method 0.016 0.803
F5 14% < 25% content 0.307 0.000
F6 3% < 11% content ⇔ method 0.056 0.380
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Discussion
Reasons for errors
First of all, young students were able to handle CM even as novices appropriately.
This is quite in line with Novak’s early studies even with six-year-old learners (Novak
and Gowin 1984). CMaps about subject (A) were more complex than about subject
(B), just as students had more pre-knowledge about subject (A) but hardly any about
(B). This indicates that prior knowledge is important for learning a new concept which
again is in line with Novak, and with Ausubel’s cognitive “assimilation theory” upon
whom Novak built his own research: “The most important single factor influencing
learning is what the learner already knows. Ascertain this and teach accordingly”
(Ausubel 1968, cited in Novak and Gowin 1985, 40).
The simple proportion of technical errors is equivalent in both subject matters.
However, errors with respect to content were more relevant in a simpler subject (65%
(A) to 55% (B)). This indicates that the method of CM is more adequate with simple
subject matters than with complex, difficult and multi-faceted ones. In other words, a
teacher may somehow estimate CMaps “mistakes” as existing knowledge gaps in a
more simple subject matter. This argumentation is completely in line with Slotte and
Lonka (1999). Technical errors occurred with a similar rate in both subject matters,
which by itself might exclude simple training effects. After the construction of the
first concept map (A), technical mistakes were not discussed which would have
prevented inconsistencies in the second concept map (B). Thus, a second corrective
introduction into the method might help. Nevertheless, technical errors are merely a
matter of semantic misapprehension of the CM code, as students have to use the
teacher’s rules.
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The reduction of F3 errors in CMaps in subject (B) in comparison with subject
(A) might result from an increase of F5. According to our statistical analysis the miss-
ing label was not caused by students who did not know the CM rules which is how to
label all connections. As F5 is in respect of content we suggest that students may
have been overburdened with the complexity of subject (B) and they may have tried
to jot down vague memories. Therefore, low achievers simply could not verbalise the
correct labelling of relevant relations. We cannot exclude the possibility that some
unlabelled links are because the CMap was not finished, although the majority of
students did finish their CMaps. The reasons for F6 are not clearly defined. F6
appears more often in the difficult matter but it is not contingent upon a student. This
points to F6 as a typical error in CMaps about subject (B) but independent of the
content. In other words, F6 is a technical mistake, dependent on the subject matter.
This could be an indication for an external influencing factor not evaluated in this
study. As subject (B) was according to our definition, the more complex one as
students had less pre-knowledge and the matter included Latin terms, cognitive over-
load may have occurred in subject (B) (Figure 4; Nückles et al. 2004; Scharfenberg,
Bogner, and Klautke 2007).
Figure 4.
CM as a multimedia learning tool
We found different results depending on whether students created CMaps in the
context of subject (A) or (B). What caused these findings? CM can be understood as
Multimedia Learning which as a method uses a pictorial presentation of verbal infor-
mation. On the one hand, this has the advantage of dual coding of the learning matter;
on the other, two codes and a complex technique may inhibit learning by causing high
Cognitive Load (e.g. Baddeley 1992). CM may help learners to arrange individual
knowledge meaningfully. Any handling of complex technique may cause additional
demand on the limited information capacity of a working memory’s mental activity
labelled as Cognitive Load (e.g. Tarmizi and Sweller 1988; Baddeley 1992; Sweller
2006).
Mayer (2001) described learners as dual encoders with limited capacity (on the
basis of the theory of Paivio 1986 [1971]) who actively process information in order
to integrate it meaningfully into their existing knowledge. Mayer pointed in his
“Generative Theory of Multimedia Learning” (2001) to a specific working capacity
which is needed both to integrate new information and to handle the instructions.
Sweller, Merrienboer, and Paas (1998) assumed three CL components: (1) an intrinsic
load caused by the content complexity, (2) extraneous load caused by the instructional
mode and (3) germane load necessary for individually processing information towards
long-term memory (Figure 4). As all three components are assumed to be additive
(Sweller 2006) an increase of component (1) and/or (2) without decrease of the other
may cause Cognitive Overload. An available capacity for (3) germane load would be
reduced and consequently cognitive learning of the subject matter declined. Applied
to the CL theory (1) intrinsic load is the subject matter and (2) extraneous load is refer-
ring to the lesson concept mapping.
The error F6 is a content dependent technical error. This could be explained by
the occurrence of cognitive overload as subject matter (B) was more difficult, i.e.
(B) caused higher intrinsic load. A further indication for higher cognitive load in
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Implementation at school
Our study points to an acceptance of CM of young students that may benefit from CM
within consolidation phases, e.g. provided in a homework frame. Additionally, with
new understanding of students’ difficulties we found ways to prevent beginners’ typi-
cal errors in constructing CMs. CMap may be introduced early in an educational
career, as study habits develop at this age (Kinchin, Hay, and Adams 2000). On the
one hand, CM promotes complex thinking with a sense for complex coherences; tradi-
tional learning concentrates on linear sequences of topics, ignoring cross-links and
coherences. On the other hand, older learners with already established study habits
may have difficulties to open their minds to highly integrated network thinking.
From the recent PISA study we know that students in Germany often do not have
sufficient verbalisation and text comprehension skills (Prenzel et al. 2007). A regular
use of CMaps could support students to overcome deficits in these important skills.
Although students felt competent, they had various difficulties with the method of
concept mapping. Some additional feedback units about the rules of CM will enable
students to create complex CMs. The explanation of typical errors with examples,
e.g. based on the model of Figure 2, will be helpful for clarification. CM is a meta-
cognitive and communicative tool in line with constructivism. As CM promotes
mental interaction of new material with previous knowledge, it promotes learning:
learners become aware of interferences of newly acquired knowledge with old
concepts. These can be actively processed and transferred to long-term memory. This
meta-cognitive learning may operate, if students can actively work with their CMaps
that should be used for further discussion in the classroom (Cannella and Reiff 1994).
Without discussion a CMap is like a question ignored by the teacher (Cannella and
Reiff 1994). This will certainly frustrate students. As the errors are typical for the
content, CM application could be an adequate consolidation phase revealing specific
knowledge gaps. But a correction in a sense of grading of CMaps may negatively
interfere with this creative, constructivist, meta-cognitive learning (Kinchin, Hay,
and Adams 2000). Thus, the knowledge gaps could give teachers a guideline for the
further schedule close to the students’ needs.
Further studies
Further studies should compare the effect of different consolidation methods with
subject matters of varying difficulty to vary both the intrinsic and the extraneous load.
Figure 4. Model of the limited Capacity of Working Memory (redrawn from Sweller, 


































Educational Studies  57
Verbalisation skills of students should also be monitored in order to understand the
specific problems when the technique of CM is administered. To understand whether
cognitive overload may affect CM, in further studies we intend to include Sweller’s
(2006) specific Cognitive Load measure.
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Our study focuses on the correlation of concept map (CMap) structures and
learning success tested with short answer tests, taking into particular account the
complexity of the subject matter. Novice sixth grade students created CMaps
about two subject matters of varying difﬁculty. The correlation of the complex-
ity of CMaps with the post-test was small but highly signiﬁcant in both subject
matters. The complexity of the CMaps correlated with the long-term knowledge
in the difﬁcult subject matter but not in the context of the easy one. Further-
more, the high number of technical errors makes it close to impossible to
estimate students’ knowledge. In summary, CMaps do not provide an adequate
alternative to conventional short answer knowledge tests, but together with them
they may offer a better comprehension of a student’s knowledge structure and
aid in the preparation of further instruction tailored to individual needs.
Keywords: concept mapping; ﬁrst implementation; knowledge test; science
education; conceptual change; knowledge structure
1. Introduction
The present work analyses the applicability of concept mapping (CM) as a tool for
evaluating students’ knowledge by comparing knowledge represented in concept
maps (CMaps) with results of conventional knowledge tests in a multiple-choice
format.
1.1. CMaps in school
A CMap is a diagram with nodes representing concepts such as ideas, images or
words, connected with each other by a labelled arrow describing the relation between
the concepts (Figure 1). This representation is similar to a road map with locations
and connecting roads. CM is discussed as a helpful learning tool, because the struc-
ture of a CMap seems to reﬂect the mental presentation of knowledge, as Collins
and Quillian (1972) found in their studies of “semantic memory” or the mental orga-
nisation of information, as Ausubel describes in his “assimilation theory of cognitive
learning” (Ausubel, Novak, and Hanesian 1978; Novak and Cañas 2006).
Because science education deals with complex, interdisciplinary subject matter
with a variety of concepts, within this context CM is particularly interesting as a
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tool for a visual presentation of coherences (Novak 1995). CMaps can help to
understand complicated conceptions, for example in ecology, which are often difﬁ-
cult to penetrate cognitively. For a meaningful understanding students need a net-
worked thinking (Vester 2002), which is why CM is regarded as an adequate
educational tool with the special possibility of training conceptual learning
(Mintzes, Wandersee, and Novak 1997). It has been evaluated as a method for both
learning (Slotte and Lonka 1999) and illustrative instruction (Toth, Suthers, and
Lesgold 2002). Learning with previously constructed CMaps is especially helpful
for students with low reading comprehension skills or with hardly any pre-
knowledge about the subject matter (Rewey et al. 1989; Amer 1994; O’Donnell,
Dansereau, and Hall 2002).
Creating a CMap by ﬁnding connections between different concepts helps learn-
ers in the active metacognitve progress of long-term knowledge. This is an essential
part of meaningful learning. The complexity level of CMaps indicates the level of
understanding and apprehending of scientiﬁc texts (Slotte and Lonka 1999). More-
over, the capacity to structure knowledge is itself an indicator of competence
(Glaser and Bassok 1989). CM is an interesting tool for learners both as an instruc-
tion tool and for organisation of their own knowledge. For teachers it is difﬁcult to
analyse students’ CMaps, although various approaches have been developed for
assessing the quality of CMap structure, and hence the mental ability of the con-
structor (Novak and Gowin 1984; McClure and Bell 1990; Kinchin, Hay, and
Adams 2000; Schaal 2006; Gerstner and Bogner 2009). The focus of this study is
to ﬁnd a method for teachers to analyse their students’ CMaps quickly.
Figure 1. Examples for digitised CMap about subject (B) “Ecosystem Lake” annotation:
dotted arrow=wrong links in respect to content;
arrow=wrong link in respect to method;
round/spottet/dobble frame = items of subnets.
























1.2. The multimedia tool of CM
Learners are dual encoders with limited capacity who actively process information
in order to integrate it meaningfully into their existing knowledge (Mayer 2001).
This active form of learning is provided with CM that can be understood as multi-
media learning using a pictorial presentation of verbal information (Mayer 2001).
On the one hand, this has the advantage of dual coding of the learning matter
(Paivio 1971). On the other hand, constructing a CMap needs metacognitive
processes, that may help learners to arrange individual knowledge meaningfully.
However, two codes and additionally a complex technique may inhibit learning
success, because the requirements of any learning method may cause additional
demand on the limited capacity of working memory’s mental activity labelled
“Cognitive Load” (CL) (e.g. Tarmizi and Sweller 1988; Baddeley 1992; Sweller
2006). Working memory is needed both to integrate new information and to handle
the instructions. Sweller, Merrienboer, and Paas (1998) assumed three CL compo-
nents: (i) an intrinsic load caused by content complexity, (ii) extraneous load caused
by the instructional mode and (iii) germane load necessary for individually process-
ing information and passing it on to long-term memory. As all three components
are assumed to be additive (Sweller 2006), an increase of component (i) and/or (ii)
without decrease of the other component may cause Cognitive Overload. The avail-
able capacity for (iii) germane load would be reduced and consequently cognitive
learning of the subject matter would decline. In the present study, we analyse the
effect of varied intrinsic load on learning success and CM with two differently
complex subject matters.
1.3. CMaps: state of the art
As CM was developed to portray the emerging knowledge of children (Novak and
Gowin 1984), its usefulness for evaluating learners’ concepts is obvious
(Ruiz-Primo and Shavelson 1996). CMaps reﬂect newly acquired individual knowl-
edge (Stracke 2004). In this context, CM is often discussed as an appropriate
method of knowledge testing (Novak and Gowin 1984; Horn and Mikelskis 2003;
Schaal 2006), especially because young students enjoy demonstrating their concepts
in this creative way (Stice and Alvarez 1987; Conradty and Bogner 2010).
The combination of CM and knowledge tests for receiving information about
students’ knowledge is not unfamiliar. After introducing CM, Willerman and
MacHarg (1991) examined pupils’ gain in knowledge by using a cognitive knowl-
edge test. Heinze-Fry and Novak (1990) investigated students’ knowledge achieve-
ment after CM with a post- and delayed post-test design. Ðhlberg and Ahoranta
(2008) propose the use of both short answer knowledge tests and CMaps for a bet-
ter comprehension of students’ learning achievements.
As the constructer of a CMap needs to understand the relationship between con-
cepts, only complex knowledge should be found in the CM. There should be a cor-
relation of CMaps and knowledge tests that is even stronger with long-term
memory tests, as knowledge presented in CMaps is linked and meaningful.
Knowledge represented in a conventional knowledge tests with short answer for-
mat and knowledge in a CMap does not hold the same level but depends on each
other. Multiple-choice questionnaires provide aided recall, as one of the offered

























provides meaningful learning, because newly acquired knowledge has to be reorga-
nized for the construction of the CMap (Novak and Gowin 1984; Novak 1990).
1.4. Research questions
In this article, we analysed the correlation of scores reﬂecting the complexity of
CMaps with cognitive knowledge tests taking into account the difﬁculty of the sub-
ject matter. Our hypothesis was:
I. The complexity of a CMap correlates with newly acquired knowledge, pre-
sented in short answer knowledge test sum scores.
II. Knowledge reﬂected in CMaps is meaningful and consequently long lasting.
Accordingly, the complexity of a CMap correlates with long-term knowl-
edge, presented in short answer knowledge test sum scores, tested six weeks
later.
III. This correlation of CMap complexity and knowledge test sum score depends
on the grade of difﬁculty of the subject matter.
IV. Technical errors cause an underestimation of knowledge, as presented in
CMaps.
2. Methodology
Our study was conducted in ten high school classes of the highest stratiﬁcation
level (Gymnasium) in Bavaria, Germany. We selected novice sixth grade students
(N= 283). The participants’ mean age was 12.56 (SD= 0.08) years. The gender dis-
tribution was by chance perfectly balanced.
In order to reduce teacher effects, a single teacher previously unknown to all stu-
dents tutored all lessons (cf. Table 1). To standardise the pre-lesson, a computer-aided
learning unit was implemented, with CM introduced as a consolidation phase by
Table 1. Quasi experimental designa of the study.





60min Cal (A): “Polliwog to Frog”
60min Cal (B): “Ecosystem Lake”
CM





Retention test K3 K3
Note: aThis design implied a one-way multivariate analysis of variance with repeated measures which
had to be rejected on the grounds of the non-normal distribution of variables.
























recapitulating the material learned computer-aided. The cohort already had sufﬁcient
experience with computers because informatics is part of the regular syllabus but they
had no experiences with CM. We decided in favour of groups of two students assem-
bled by participants’ choice, because several studies have reported that cooperative
CM resulted in higher achievement scores than that realised by students who con-
structed their CMaps individually (Okebukola and Jegede 1989; Okebukola 1992).
To analyse the effect of the complexity of the subject matter, students con-
structed CMaps about two varying difﬁcult subjects. The difﬁculty of the subject
matter was deﬁned in the following way: we presume that the less pre-knowledge
is provided, the more difﬁcult it is to learn more (Mayer 2001), thus the more difﬁ-
cult the subject is. Furthermore we expected subject (A) to be easier as students
have already had hands-on experience with it. Due to the curriculum, subject (B)
should be new to the age-group. Additionally, the content is quite abstract and
included Latin terms.
The pre-lesson students worked cooperatively with autonomous computer-aided
instruction for 60min on each subject matter (Table 1). The ﬁrst (moderate) module
(A) “From Polliwog to Frog” highlighted the following topics: (a) relationship of
body and mode of life (physique, living in the course of the year), (b) food relation-
ships, (c) reproduction and development, (d) endangerment and conservation issues
related to the species and (e) hands-on experiments to support abstract rational
thinking skills. The second (complex) module (B) “Ecosystem Lake” incorporated a
higher difﬁculty level and highlighted the following subjects: (a) basic concepts of
ecology, (b) plants (prominence and function of photosynthesis), (c) energy conver-
sation and respiration, (d) food webs, (e) information about several fascinating ani-
mals to create awareness of the need for protection (more examples for the relation
of physiques and mode of life) and (f) endangerment and conservation of ecosys-
tems. A workbook with questions provided a guide through the lesson. All students
were requested to complete their own workbook autonomously. There was no addi-
tional teacher support needed, except when technical problems of the in-school
computer network appeared.
For the introduction of the technique of CM the novice students produced a CM
about a general well-known example unrelated to our subject content in a separate
15min preface under teacher supervision. Students then created individual CMaps
about subject (A) and subsequently (B). For each subject 35min were available. All
items for the CM were predeﬁned (Table 2), presumably thus reducing CL (Nückles
et al. 2004). Furthermore, predeﬁned items may support CM validation, as the same
Table 2. Pre-deﬁned items of subject (A) “Polliwog to Frog” and (B) “Ecosystem Lake”.
Polliwog Larva of frogs Spawn Eggs Cluster Mating
(A) Polliwog to Frog
March Metamorphosis Gills Lung Insects Algae
Foreleg Hind Leg Singing Frog Brood care Tail
(B) Ecosystem Lake
Cohabitat Biocoenosis Temperature Biotope Oxygen Consumer
Herbivore Abiotic factors Biotic factors Bacteria Biomass Producer
Carnivore Photosynthesis Decomposer Animals Light

























number and kind of items are available. Linking phrases, connecting two items,
were not predeﬁned (Figure 1).
In order to test student’s pre-knowledge, short-term and long-term learning suc-
cess, a multiple-choice knowledge test with three distractors and one correct answer
was applied three times: one week before the instruction (pre-test, K1), immediately
after the instruction (post-test, K2) and six weeks after the instruction (retention-test,
K3), Table 1. For the item set an expert rating was employed. To control test effects
our quasi-experimental BACI design (Smith 2002) included a control group
(n= 56), not participating in the treatments but ﬁlling in the knowledge tests.
We tested learning achievements using two different methods of knowledge test-
ing: (i) traditional knowledge test in multiple-choice format and (ii) knowledge rep-
resented in CMaps. To analyse the applicability of CM for knowledge testing, we
correlated both K2 and K3 with the scores derived from CMaps. As there could be
differences in learning achievements and learning style dependent on the complexity
of the subject matter all students had lessons, CMs and tests on an easy and a difﬁ-
cult subject matter.
2.1. Analysis
For statistical analyses we used SPSS 14.0 and SPSS 16.0. The hand-drawn CMaps
were digitalised with Mannheimer Netzwerk Elaborations Technik MaNet Version
1.6.1. Mannheim Research Company MaResCom GmbH www.marescom.net.
2.2. Analyse of knowledge test
Previous knowledge levels and changes in knowledge were measured by means of
pre-test (K1) scores, applied two weeks before lesson participation, and a post-test
(K2) immediately after the lesson and a retention test six weeks later (Table 1). To
guarantee content validity, items were constructed according to the learning goals of
the syllabus-based intervention. Seventeen items in multiple-choice format with four
possible response options were applied by providing three distractors and one cor-
rect answer (see examples, Table 3). Thus, the pure guessing probability was 0.25.
Item difﬁculties, deﬁned as percentage of correct answers, should range between
0.2 and 0.8. (Bortz and Döring 1995). Items outside of this range were discarded.
The Corrected Item–Total Correlation met the +0.2 to +0.5 range. Generally, knowl-
Table 3. Examples for multiple choice questionnaires.
Subject matter Question Multiple-choice distractors
(a) “Polliwog to
Frog”
How is the larva’s
transformation








What is a destruent? h Pike
h Algae
h Microorganisms, producing oxygen
h Microorganisms, decomposing dead
material
























edge tests are difﬁcult to test for reliability, especially with low test results. Our par-
ticipants had low results in K1 (sum score M= 8.3 of 17) with 58.7% correct
answers in subject (A) and 42.7% in subject (B), but reliability was still acceptable
with Cronbach’s a= 0.6 (Lienert and Raatz 1998). Within K2 as well as K3 reliabil-
ity scores reached higher values of a= 0.75. Split by the two subject matters the
reliability values remained acceptable with an a= 0.65 for both subject matters. Due
to a non-normal distribution of our knowledge sum scores (Shapiro–Wilk
p< 0.0001), we applied non-parametric tests. Knowledge items were scored as cor-
rect (1 point) or incorrect (0 point) and analysed as sum scores. Signiﬁcance of
learning success was calculated with Wilcoxon signed-rank test and correlations
between knowledge tests and CM factors with Spearman’s rho.
Analysis of CMaps
The maximal complexity is the total number of connections the student created in a
CMap. Students made several types of errors in their CMaps, as a result both of
technical reasons and of misconceptions (Conradty and Bogner 2010). After dele-
tion of these incorrect relations the remaining connections form the actual complex-
ity (AC). The corrected actual complexity (CAC) is the complexity after deletion of
all relations incorrect with regard to the content. Errors in respect of technique were
not deleted. We also counted the number of mistakes and subnets, i.e. nets without
connection to each other within the CMap (Figure 1). In this study, a perfect CMap
has only one net. To evaluate the applicability of CMaps for knowledge testing we
correlated the knowledge test sum scores with the number of subnets and the com-
plexity of corrected CMaps without wrong connections. Although the total number
of connections could be an indication of the concepts of the student, wrong connec-
tions reveal misconceptions, which is why the original CMap cannot be compared
with knowledge test sum scores.
3. Results
3.1. Preconditions
Pre-, post- and retention-tests reveal that all students gained cognitive knowledge
about both subject matters (Wilcoxon p< 0.0001).
A multiple-choice test with four alternatives has a guessing probability of 25%,
so that results higher than 50% indicate knowledge. The pre-test veriﬁes sufﬁcient
previous knowledge about subject (A) (mean score 58%), but hardly any about sub-
ject (B) (mean score 39%). Due to these ﬁndings we distinguish between the sub-
jects as (A) easy and (B) complex.
3.2. Analysis of CMaps
Fifty-nine per cent of the CMaps of subject (A) showed less than six mistakes with
a median of ﬁve. Only 27% of the CMaps of subject (B) were almost correct.
Sixty-three per cent of them contained 6–25 mistakes with a median of eight mis-
takes (Figure 2). The median of AC of the CMaps is 13 for subject (A) and 11 for
subject (B), Figure 3. By ignoring technical errors the CAC is higher with a median
of 14 for subject (A) and 14.5 for subject (B). The experts’ CMaps had a
complexity of 28 (A) and 32 (B), respectively. The median of subnets per CMap is

























3.3. Correlation of CMaps and knowledge test
The correlation of AC and post-tests K2 is highly signiﬁcant as is that with the
CAC without deletion of technical errors (Table 4). However, the correlations with
the post-tests are weak with coefﬁcients about 0.2 (Table 4). The correlations of
AC and CAC with K3 are also weak and hardly signiﬁcant in subject (A), but still
highly signiﬁcant with subject (B). Signiﬁcant correlations with other aspects of
CMap quality such as number of subnets with cognitive tests were not found.
Figure 2. Percentage of number of errors per CMap. (A) Easy and (B) complex subject
matter.


























The subjects were of varying difﬁculty, as students had less pre-knowledge and
cognitive achievements in subject matter (B) that was the curriculum of an older
age-group and included Latin terms.
Quantitative analysis
The more difﬁcult the subject matter, the more mistakes were made and thereby
more subnets combined with a lower AC were generated in the CMaps. The easier

























the subject, the fewer the mistakes and subnets and higher AC were observed.
These results indicate that pre-knowledge is essential for learning, as explained by
Ausubel’s cognitive assimilation theory (Ausubel 1968; Novak and Gowin 1984).
Because (B) was more complicated also due to including Latin terms and a high
number of items (Nückles et al. 2004; Scharfenberg, Bogner, and Klautke 2007), a
high CL might have existed (Baddeley 1992).
After deleting technical errors, the CAC was higher in (B) than in (A). This is
comparable to the experts’ CMaps that were also more complex in (B) than in (A).
Figure 4. Percentage of number of subnets per CMap. (A) Easy and (B) complex subject
matter.
























This indicates AC underestimating students’ knowledge but CAC ﬁtting in well.
We reach the same conclusion on the basis of the correlation of AC and CAC with
knowledge sum scores. That CAC correlates better with K2 than AC in both the
easy and the difﬁcult subject indicates an overestimation of errors or rather an
underestimation of the student’s illustrated knowledge with the AC, simply because
of technical errors. Therefore, CM could be a promising method for knowledge test-
ing if students are conversant with the technique: a little initial training and a sec-
ond corrective introduction to CM is needed to eliminate technical errors. Students
and their teacher have to use the same CM “code”: rules for arrows and their label-
ling must be standardised similar to grammar. Common mistakes in labelling could
be ﬁgured out with examples of frequently made errors, e.g. the list of Conradty
and Bogner (2010).
In spite of the difﬁculty of subject (B) the correlation of CAC was signiﬁcant
with K3 about subject (B), but not about (A). This indicates that knowledge about
the difﬁcult subject matter was limited, but consistent, whereas knowledge about
the easy subject matter was lost within six weeks. This is in contrast to Kinchin,
Hay, and Adams (2000), who found that the quality of CMaps indicates quality of
the retention knowledge tests. In the present study this is given in the complex sub-
ject matter (B) but not in the easy one. This may indicate that students learnt less
but meaningfully about the difﬁcult topic.
5. Conclusion
CMaps very likely are capable of representing students’ knowledge; however, under
the conditions of the present study, CMaps are no substitute for conventional (short
answer) knowledge tests. Difﬁcult subject matters appear to cause an increase in
CM errors, resulting in an underestimation of cognitive knowledge. The correlation
of knowledge tests with AC and CAC respectively are highly signiﬁcant, but weak.
This is consistent with Novak, Gowin, and Johansen (1983). A CMap reﬂects the
knowledge of its draughtsman. The CAC – without deletion of technical errors –
correlates even better. This suggests CAC could represent cognitive knowledge of
the subject whereas the AC mainly represents the ability of CM.
However, quite contrary to our expectations, the correlations of long-term
knowledge tests with (C) AC disappeared in the easy topic. Too many factors exist
aside from the subject knowledge, such as verbal ability, that may affect the ability
Table 4. Spearman’s rho of knowledge tests K2/K3 and AC/CAC of CMaps.
Subject matter Complexity Correlation K2 K3
(A) Easy AC Correlation coefﬁcient 0.20 0.13
Sig. (two-tailed) 0.002 0.05
CAC Correlation coefﬁcient 0.21 0.12
Sig. (two-tailed) 0.001 0.05
(B) Complex AC Correlation coefﬁcient 0.27 0.22
Sig. (two-tailed) 0.000 0.000
CAC Correlation coefﬁcient 0.30 0.20
Sig. (two-tailed) 0.000 0.002

























to handle CMaps, especially after a computer-aided pre lesson as approached in the
present study. Students may have difﬁculties in structuring and integrating informa-
tion provided by hypertext in an appropriate way in the CMap (Reader and Ham-
mond 1994). As Britt and colleagues described, learners often cannot integrate
information from multiple texts (Britt et al. 1999). Although students did not create
CMaps but learned with them, Hilbert and Renkl (2008) found that participants in
the cluster with the lowest learning outcome had signiﬁcantly worse verbal abilities
than learners in the cluster with the best learning outcome. Further research is
needed to focus on the effect of verbal abilities on CM and learning with CM.
In natural science education, conceptual change seems to be a helpful method of
instruction. For instance, a speciﬁc counsel of Ausubel to teachers simply was:
“The most important single factor inﬂuencing learning is what the learner already
knows. Ascertain this and teach accordingly” (Ausubel 1968). Students already own
conceptions about their environment, though they probably might not be scientiﬁ-
cally correct. CM may be a helpful technique to facilitate conceptual change, as stu-
dents have an overview of their misconceptions. Furthermore, CM provides
meaningful learning. Especially following hypermedia and computer aided learning
instructions CM could be a useful tool to foster learning (Hilbert and Renkl 2008).
As an evaluation technique for students’ newly acquired knowledge in terms of
marking students it may not be appropriate. However, for an effective instruction a
better comprehension of students’ knowledge is helpful. Therefore, we think the
consideration of both, CM results and short answer tests, can be complementary
and a worthwhile tool for both learners and teacher, just as Ðhlberg and Ahoranta
(2008) had recommended to teachers.
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Es gibt verschiedene wilde Formen der Honigbienen und überall, wo 
sie vorkommen, haben die Menschen auch gelernt, ihren Honig zu 
naschen. Unsere europäische Honigbiene lebt inzwischen nur noch 
bei den Menschen und wurde von ihm auch auf andere Kontinente 
wie Amerika gebracht. 
Honigbiene und Seidenspinner sind die einzigen Insektenarten, die 
der Mensch als Haustiere nutzt. Dabei ist der wirtschaftliche Aspekt, 
das Essen und das Geld, das die Menschen mit den kleinen Insekten 




Süßen Honig naschten auch unsere Ahnen in der Steinzeit (siehe S.4) 
gerne. Dies zeigen uns Höhlenmalereien von Honigsammlern. 




Bis zu 50 000 Honigbienen leben gleichzeitig in einem Bienenstock 
auf engstem Raum zusammen. Sie sammeln Nektar und Pollen, 
ziehen gemeinsam Larven groß, verteidigen den Stock und teilen sich 
viele andere Aufgaben (siehe S.7). Nur bei ganz wenigen Tierarten 
wie Ameisen, Termiten, Wespen und auch Menschen leben 
vergleichbar viele Individuen in so enger Gemeinschaft zusammen. 
Zwar ist eine kleine Zahl - etwa 2% - der Insektenarten Staaten 
bildend oder sozial, diese Minderheit macht aber über 50% der Masse 
aller Insekten auf der Erde aus!  
Wie solche Staaten in der der Evolution entstanden sind, wie sie 
organisiert sind, wie die Verständigung erfolgt, das sind Fragen, auf 
die Wissenschaftler mit Hightechmethoden immer neue, immer 
verblüffendere Antworten und immer wieder auch neue Fragen erhalten. 







Vom Beginn des Lebens auf der Erde an lässt sich immer wieder 
feststellen, dass durch Verbindung zuvor einzeln lebender 
Organismen zu einem größeren Ganzen eine neue, höhere 
Organisationsebene entsteht, die in vieler Hinsicht leistungsfähiger 
ist.  
Honigbienen zum Beispiel können gemeinsam als Superorganismus
ein riesiges Nahrungsgebiet effizient nutzen. Sie können sich durch 
Nahrungsvorräte und ihre Bauten von Temperaturschwankungen und 
den Jahreszeiten ein Stück weit unabhängig machen. Sie können 
aufwendige Brutpflege betreiben, Feinde wirkungsvoll abwehren und den 
Superorganismus theoretische unbegrenzte Zeit am Leben erhalten. Entscheidend für diese 
neuen Fähigkeiten ist die Möglichkeit zur Arbeitsteilung und Spezialisierung auf der 








Honigbienen gehören zur Insektenordnung Hautflügler 
(wie z.B. die Hummel) und durchlaufen eine vollkommene 
Verwandlung (Metamorphose). 
Als Folge der Arbeitsteilung gibt es bei ihnen mit Königin, 
Drohne und Arbeiterin drei verschiedene „Ausführungen“ 
des erwachsenen Insekts. Jede ist auf eine bestimmte 
Aufgabe spezialisiert, an die sie durch Körperbau und 
Verhalten angepasst ist. 

Die Königin ist ausschließlich auf die Erzeugung von Nachkommen 
spezialisiert und hat einen vergrößerten Hinterleib, in dem die Eierstöcke 
Platz finden. 
Um die Vermehrung zu optimieren, wird sie rund um die Uhr umsorgt, 
ständig mit energie- und proteinreicher Nahrung gefüttert. Nur so kann sie 
täglich bis zu 2000 Eier produzieren. Das entspricht ihrem eigenen 
Körpergewicht! 
Maximal hält eine Königin die Arbeit als „Legemaschine“ fünf Jahre 
durch. Sobald sie in ihrer Leistung zu sehr nachlässt, wird sie von den 
Arbeiterinnen durch eine neue Königin ersetzt.  
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Drohnen sind männliche Bienen, die ebenfalls auf die Erzeugung von 
Nachkommen spezialisiert sind. Sie haben Hoden und um die Königin 
beim Hochzeitsflug zu finden besonders große Augen und Antennen. 
Dafür haben sie keinen Stachel oder Saugrüssel oder ähnliche 
„Arbeitsgeräte“ wie die Arbeiterinnen. 
Sie entwickeln sich in etwas größeren Brutzellen am Rand der Waben aus 
unbefruchteten Eiern. Die Drohnen, von denen nur einige Tausend 
„produziert“ werden, beteiligen sich nicht an den Arbeiten im Stock.  
Drohnen, die nach der Fortpflanzungszeit noch im Stock sind werden 




Arbeiterinnen entwickeln sich wie Königinnen aus befruchteten Eiern. Da 
sie aber nur kurze Zeit mit einer speziellen Nahrung, der 
„Schwestermilch“ gefüttert werden, reifen ihre Eierstöcke anders als bei 
der Königin nicht aus. Sie zeigen daher kein Fortpflanzungsverhalten, 
sondern übernehmen in Arbeitsteilung Tätigkeiten, die ein einzeln 
lebendes Insekt, beispielsweise eine Einsiedelbiene (diverse 
Wildbienenarten), sämtlich alleine ausführen muss. 
Dafür sind sie perfekt ausgestattet: sie haben spezielle Beinhaare zum 
Sammeln von Pollen, einen langen Saugrüssel zum Nektarsammeln, gute 
Augen & Fühler zum Blütenfinden, Wachsdrüsen am Hinterleib, einen 








Die Arbeiterinnen übernehmen altersabhängig verschiedene 
Tätigkeiten, was jeweils mit einer Veränderung in Verhalten und 
Körperbau verbunden ist. 
Nach dem Schlüpfen kümmern sie sich um Reinigung und 
Verschließen von Brutzellen.  
Anschließend füttern sie als Ammenbienen ältere Larven 
mit proteinhaltigem Pollen und energiereichem Honig. Mit 
speziellen Drüsen, die für einige Tage aktiv sind, produzieren sie 
dann die „Schwestermilch“, und füttern damit die jungen Larven. 
Einige Bienen übernehmen als „Hofstaat“ die Versorgung der 
Königin.  
Andere nehmen von den zurückkehrenden Sammelbienen
Nektar auf, verarbeiten ihn zu Honig und deponieren ihn in 
Vorratszellen.  
Im Anschluss sorgen sie als Putzbiene für Hygiene und 
entfernen Verunreinigungen und tote Artgenossen aus dem Stock. 
Sodann werden Pollen in Vorratszellen eingestampft und mithilfe 
nun aktiver Wachsdrüsen Waben gebaut. 
Ein Teil der Jungbienen übernimmt danach die „Aircondition“ des 
Bienenstocks:  
Die Heizerbienen lassen ihre Flugmuskeln auf Hochtouren laufen 
und kuppeln gleichzeitig die Flügel aus (sonst würden sie ja dabei 
fliegen!). Durch die bei der Muskelarbeit entstehende Wärme 
regulieren sie die Temperatur im Brutnest auf 35°C. Das ist vor 
allem für die Verwandlung der Larven wichtig.  
Da Heizerbienen die energieaufwendige Arbeit nur 30 
Minuten durchhalten, gibt es mobile Tankstellenbienen, die sie mit 
„Treibstoff“, also Nektar, versorgen. 
Droht Überhitzung, wird Wasser eingetragen und als Film 
über die Waben ausgebreitet. Die Verdunstung wird durch einen 
Luftstrom verstärkt, der durch Flügelschlagen erzeugt wird.  
Einige Tiere arbeiten auch als Wächterbienen am Stockeingang, 
wo sie die ankommenden Bienen anhand ihres „Duftausweises“ 
überprüfen.  
Dann endet das etwa 20-tägige Dasein als Stockbiene. Es beginnt 
für maximal drei Wochen die anstrengende Tätigkeit als 
Sammelbiene. Danach stirbt die Arbeiterin. 
Nie durchläuft eine Biene alle Tätigkeiten und die Arbeiterinnen 
erledigen ihre Aufgaben auch unterschiedlich intensiv.  
Bei Bedarf kann die zahlenmäßige Verteilung der Bienen auf die 







Den Winter überleben die Bienen, indem sie sich dicht zu einer 
Traube zusammenschließen, in deren Zentrum sich die Königin 
befindet. Durch Muskelarbeit mit ausgekuppelten Flügeln wird - mit 
dem eingelagerten Honig als Brennstoff - eine Temperatur von 25°C 
im Inneren der Traube erzeugt, bei der das Bienenvolk überleben 
kann. 
Mit den ersten wärmeren Tagen wird die Temperatur in der 
Traube auf 35°C erhöht. Die Aufzucht von Larven läuft an. Je mehr 
Blüten abgeerntet werden können, desto mehr Larven werden 
aufgezogen, bis das Volk die Maximalgröße von 50 000 Bienen 
erreicht hat. Signalstoffe der Königin, die durch gegenseitiges 
Füttern von den Arbeiterinnen weitergegeben werden, sind dann so 
„verdünnt“, dass sie die Arbeiterinnen nicht mehr hemmen, 
Drohnenzellen und auch fünf bis sechs größere Königinnenzellen zu 
bauen und so die Fortpflanzungszeit einzuleiten. 
In den Drohnenzellen entwickeln sich männliche Tiere, in 
den Königinnen- oder Weiselzellen zunächst „normale“ weibliche 
Larven. Da diese aber ausschließlich mit der „Schwesternmilch“ 
gefüttert werden, entwickeln sie sich zu Königinnen, also Weibchen 
mit voll entwickelten Eierstöcken. 
Kurz bevor die erste Jungkönigin schlüpft, verlässt die alte 
Königin mir einem Großteil der Arbeiterinnen den Stock und 
schwärmt aus, um eine geeignete Wohnhöhle zu finden. Gelingt es 
dem Imker, den Schwarm jetzt einzufangen, kann er ihn in eine 
andere künstliche Wohnhöhle, einen Bienenkasten einsetzen. 
Sind genügend Arbeiterinnen im alten Stock, kann die erste 
der geschlüpften Jungköniginnen einen Nachschwarm bilden und 
ebenfalls den Stock verlassen. Die nächste ausschlüpfende 
Jungkönigin tötet die übrigen und fliegt aus dem Stock. 
Auf diesem Hochzeitsflug paart sie 
sich mit mehreren Drohnen – nicht 
im Stock, denn diese sind ihre 
Brüder, so dass eine solche Paarung 
die genetische Vielfalt gefährden 
würde. Von diesen Drohnen nimmt 
die Jungkönigin einen Vorrat von Millionen Spermazellen 
auf. Diese werden im Körper in einem speziellen Beutel gelagert, in dem sie jahrelang 
befruchtungsfähig bleiben. Danach kehrt die junge Königin in den Stock zurück und 
beginnt mit der Ablage von Eiern. Das Bienenvolk versucht jetzt möglichst viel Honig für 
den Winter einzutragen. 
Im Herbst wird das Nahrungsangebot durch Blüten allmählich 
knapp. Drohnen die noch nicht zu einem Hochzeitsflug 
ausgeflogen sind werden nun „unnötige Esser“. Sie werden bei 
der „Drohnenschlacht“ von den Arbeiterinnen ausgesetzt. 
Die Königin vermindert allmählich ihre Legetätigkeit. Die 
Arbeiterinnen stellen die Sammelflüge ein. Mit Beginn der 







Waben sind Bauten mit hoch entwickelter Infrastruktur. Das Nest 
hat für die Honigbienen vielfältige Bedeutung: Es dient als Schutz- 
und Ruheraum, als Speicherplatz für Honig und Pollen, es 
ermöglichet Kommunikation und schafft optimale Bedingungen für 
die Aufzucht der Nachkommen. All das wird durch den Baustoff 
Wachs und die raffinierte Wabenbautechnik der Honigbienen 
erzielt. 
Die Wachs produzierenden Drüsen der Honigbiene sind keine 
völlig neuen Organe. Sie sind aus Drüsen entstanden, die bei allen 
Insekten vorkommen und den wasserundurchlässigen Wachsfilm 
auf der Cuticula erzeugen. 
Ein durchschnittliches Nest enthält etwa 5 Waben mit insgesamt 
100 000 Zellen. Das Wachs wird mit größter Präzision zu fugenlos 
aneinandergrenzenden, sechseckigen Zellen geformt, deren Wände 
exakt 0,07 mm dick sind. Dabei benutzen die Bienen den eigenen 
Körper als Schablone und bauen um sich herum zylinderförmige 
Röhren auf. Dann erhitzen sie die Röhren auf 40°C. Das Wachs 
beginnt zu schmelzen und die exakten Sechsecke entstehen von 
selbst. 
Mit ihren Fühlern können die Honigbienen nicht nur Blüten, 
sondern auch feinste Nuancen der Wachszusammensetzung 
unterscheiden und stockfremde Bienen am fremden Wachsgeruch 
sofort erkennen. Durch eine von Blütenknospen stammende harzige 
Substanz, Propolis oder Kittharz genannt, erhält das Wachs eine 






von oben nach unten: gedeckelte Honigtöpfchen 
Pollentöpfchen 
verpuppte Brut 







Grundlage für die Vermehrung, die Bildung von 
Tochterschwärmen und das Überleben des Volkes ist bei 
Bienen der energiereiche Honig. 
Honig wird zur Aufzucht der Larven, als Energie liefernder 
Treibstoff für die Sammelflüge und für die Produktion von 
Wachs benötigt. 
Den größten Teil des Honigs aber investiert ein Bienenvolk 
für Heizzweck. Dadurch macht es sich bei der Larven 
Aufzucht weitergehend von Schwankungen der 
Umgebungstemperatur unabhängig und kann den Winter 
überleben. Nektarverkostung 
Die Bienen stellen Honig aus Nektar her, den sie von Blüten 
aufnehmen und in einem tankartigen Teil des Darms, dem 
Sammelmagen, speichern. Nektar enthält verschiedene Typen von 
Zuckermoleküle, darunter Glucose. Sammelbienen unternehmen 
pro Tag zwischen drei und zehn Ernteflüge. Wie fleißig sie sind, 
haben Forscher durch Mikrochips herausgefunden, die sie auf dem 
Bienenrücken befestigen. 
Eine Honigbiene kann bei einem Flug etwa 70% ihres 
Eigengewichts, also etwa 40mg Nektar, transportieren. Unter 
optimalen Bedingungen könnte ein großes Volk theoretisch 1600 
kg Nektar im Jahr eintragen. Die wirkliche Sammelleistung liegt 
jedoch mit 200-600 kg deutlich niedriger. 
Bei ihrer Rückkehr pumpt die Sammelbiene den Inhalt ihres 
Sammelmagens nach oben und übergibt den Nektar an 
Stockbienen. Diese bieten ihn entweder anderen Stockbienen zum 
sofortigen Verzehr an, meist aber verarbeiten sie ihn zu Honig. 
Dabei entziehen sie dem Nektar das Wasser, indem sie ihn 
zwischen ihren Kiefern hin und her Kneten. Durch Enzyme werden 
größere Zuckermoleküle zerlegt und das Ganze durch Zusatz 
chemischer Verbindungen vor Pilz- und Bakterienbefall geschützt. 
Durch den Wasserverlust halbiert sich die Masse des eingetragenen 
Nektars etwa um die Hälfte. Aus 2 g Nektar entsteht 1 g Honig, die 
Menge, die in eine Honigvorratszelle passt. 
Neben dem Nektar werden während der Sommermonate noch etwa 
30 kg Pollen gesammelt, dem eiweißreichem „Schnitzel“ der 
Bienen. 
Sortenvielfalt! 
1) flüssiger Akazienhonig 









Der Honigschatz eines Bienenvolks stellt eine sehr energiereiche 
Nahrungsquelle dar. Im Lauf der Evolution haben daher 
verschiedene Tiere den Honigdiebstahl als lohnendes 
„Zusatzeinkommen“ entdeckt. 

Fremde Bienen oder verwandte Hautflügler, die die 
Wächterbienen erfolgreich geblufft haben, füllen auf diese Weise 
die eigenen Vorräte auf. 
Bären oder der afrikanische Honigdachs naschen mit Leidenschaft 
Honig und vernichten dabei die ganze Wohnhöhle. Vor den 
Angriffen der Bienen sind sie durch ihre dicke Haut einigermaßen 
geschützt. 
Vermutlich haben bereits die Menschen in der Steinzeit den 
Honig als wohlschmeckende Energiequelle entdeckt. Sie 
plünderten die Nester allerdings ähnlich rücksichtslos wie Bären.  
Die Ägypter schätzten ebenso wie Griechen und Römer Honig 
als Heilmittel. Die Griechen begannen mit einer ernsthaften 
Wissenschaft der Bienenzucht. Bei den Römern gehörte das 
Imkern zum Allgemeinwissen. Ein Grundsatz der römischen 
Medizin war: jeden Tag etwas Honig und du bleibst gesund! 
Im Mittelalter war viel dieses Wissen verloren gegangen. Im 
Reichswald sammelten „Zeitler“ Honig wieder von wilden Bienen 
in hohlen Bäumen. Bald stellten die Zeitler die hohlen 
Baumlöcher als Kästen nicht mehr im Wald, sondern im eigenen 
Garten auf. Die Bienen können ja von dort aus zum Futter fliegen! 
Heute werden Bienen weltweit in großen Maßstab in Kästen 
gehalten, mit Rahmen, in die die Bienen ihre Waben bauen 
können. So ist der Imker mobil und kommt leicht an den Honig, 
ohne den Bienen zu schaden. 
Als Haustiere in der Obhut von Imkern 
erzeugen sie große Mengen an Honig. 
Viel wichtiger ist jedoch die damit 
verbundene sichere Bestäubung vieler 
Millionen Obstbäume und 
Beerensträucher.  
Erst sie sorgt ja für die Fruchtbildung 
und ermöglicht so ertragreiche Ernten. Deswegen wandern Imker 
gezielt in Obstanbaugebiete, um dort die Kirschen und Äpfel für 






Ursprünglich wurde der Pollen bei Samenpflanzen durch den Wind 
übertragen, wie heute noch bei Nadelbäumen, Haseln oder Birken. 
Im Laufe der Zeit „entdeckten“ Insekten den reichlich produzierten 
Pollen als Nahrungsquelle. Der dabei erfolgende „unbeabsichtigte“ 
Pollentransport von einer Blüte zur anderen war auch für die 
Pflanzen ein Vorteil. Im einsetzenden Konkurrenzkampf um mehr 
Bestäuber waren einige Pflanzen begünstigt, die durch Abgabe von 
Zuckerlösung (Nektar) einen Zusatznutzen boten. Duftstoffe und 
auffallende Blütenblätter waren die nächsten Schritte im 
Wettbewerb. 
Gleichzeitig mit den Pflanzen veränderten sich auch die 
bestäubenden Insekten in der Weise, dass sie immer besser an das 
Finden und Abernten von Blüten angepasst waren. Die heutige 
Vielfalt von Blüten und Insekten ist also auch das Ergebnis einer 
Millionen Jahre langen evolutionären Wechselwirkung zwischen 
Insekten und Blütenpflanzen, die man als Koevolution bezeichnet. 
Honigbienen sind heute die wirkungsvollsten Blütennutzer unter den Insekten. Rund 70% 
aller Samenpflanzen werden von ihnen besucht und dabei bestäubt. Bei Obstbäumen sind 
es sogar 90%. 
Die Gründe für die beherrschende „Marktstellung“ sind einerseits Merkmale wie 
geeignete Mundwerkzeuge, Sammelbeine, ausgezeichneter Geruchssinn, Fähigkeit zum 
Farbensehen und hoch entwickeltes Lernvermögen. 
Andererseits sind für den konkurrenzlosen Sammelerfolg der Honigbienen aber auch ihre 


















Nahrungsangebot für Bienen ist in der Natur nicht gleichmäßig und 
verlässlich. Wenn ein Bienenvolk einen Blütenbestand mit hoher 
Nektar- oder Pollenproduktion entdeckt hat, muss die Futterquelle 
möglichst schnell abgeerntet werden, bevor Konkurrenten 
auftauchen, sich das Wetter verschlechtert oder die Blüten 
verwelken. 
Einer der Ersten, der das Sammelverhalten von Honigbienen systematisch untersuchte, 
war der Münchener Biologe Karl von Frisch. Nach jahrelanger Forschungsarbeit gelang es 
ihm, die Art der Nachrichtencodierung der Honigbienen zu entschlüsseln. Für diese 
wissenschaftliche Leistung erhielt er 1973 den Nobelpreis. 
Von Frisch beobachtete, dass nach der Rückkehr von ihm markierter Kundschafterinnen 
zum Stock in kurzer Zeit immer mehr Bienen desselben Volkes an der neuen 
Nahrungsquelle eintrafen. Er vermutete daher, dass diese Kundschafterinnen auf 
irgendeine Weise im Stock andere Sammelbienen über die Position der neuen 
Nahrungsquelle informierten. Für die Zusammenarbeit muss man sich unter einander also 








Um das Verhalten der Kundschafterinnen beobachten zu können, 
verwendete Karl von Frisch künstliche Futterquellen und 
umgebaute 
Bienenstöcke. Schnell erkannte er, dass die von der neuen Futterquelle zurückkehrenden 
Kundschafter-Bienen auf den senkrecht stehenden Waben im Stockinneren intensive, 
tanzartige Bewegungen durchführten. 
Beim Schwänzeltanz geht die Kundschafterin gerade nach vorn, wobei sie den 
Hinterlieb schnell hin- und herbewegt („Schwänzeln“). Dann läuft sie im Halbkreis 
zurück, schließt erneut eine gerade Schwänzelphase an, läuft in der anderen Richtung im 
Halbkreis zurück, schwänzelt wieder gerade nach vorne, usw. Dieses Verhalten wiederholt 
sie viele Male. Bis zu zehn beschäftigungslose Sammelbienen tanzen ihr mehrfach nach 
und fliegen dann aus zu der Futterquelle, von der die Kundschafterin kam. 
Bei seinen Beobachtungen fiel dem Bienenforscher auf, dass sich 
die Ausrichtung der Schwänzelstrecke gegenüber der 
Wabensenkrechte im Laufe des Tages kontinuierlich verschob, 
obwohl die Bienen die ganze Zeit dieselbe Futterquelle anflogen. 
Das war für ihn ein entscheidender Hinweis auf den Code der 
Tanzsprache, der sich auf die Richtungsangabe bezieht.  
Außerdem entdeckten die Forscher auch den Rundtanz. Die Biene läuft auf der 
senkrechten Wabe aufgeregt im Kreis, immer abwechselnd rechts und links herum, wobei 
Kolleginnen ihr hinterherlaufen. 
Ohne moderne Methoden wie die Zeitlupenaufzeichnung ist die Untersuchung der 
Tanzsprache der Honigbiene sehr schwierig. Nach jahrelanger Forschungsarbeit gelang es 













Die Bilder zeigen vier verschiedene experimentelle Situationen zur Tanzsprache der 
Bienen. Dargestellt ist jeweils die Situation im Gelände, das heißt der Bienenstock und die 
Position der Futterquelle (durch Blume symbolisiert). Dazu ist jeweils die Tanzfigur der 
Kundschafterin auf der senkrecht stehenden Wabe im Stock wiedergegeben. 
0
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Versuche einen Zusammenhang 
zwischen der Position der 
Futterquelle in der Stockumgebung 
und dem Verhalten der von dieser 
Futterquelle zurückkehrenden 
Kundschafterbiene bei den 
verschiedenen Experimenten 
herzustellen.  







Die heimkommende Kundschafterin gibt an die zuhause gebliebenen 
Sammlerinnen alle nötigen Informationen weiter, um die 
Trachtpflanzen zu finden.  
Die 1. Information steckt im Geruch. Die heimkommende Biene 
duftet und trägt Pollen der jeweiligen Futterpflanze in ihrem feinen 
Körperpelz. Somit wissen alle anderen Sammelbienen sofort, wie die 
Futterquelle duftet. 
Die 2. Information steckt in der Geschmacksprobe, die die 
heimkommende Kundschafterin an die Sammlerinnen verfüttert. 
Nun wissen diese, wie die neue Nahrungsquelle schmeckt. 






Befindet sich die Nahrung in einem Umkreis von ca. 50 m rund um 
den Bienenstock, vollführt die Biene einen so genannten 
„Rundtanz“: Sie läuft auf der senkrechten Wabe aufgeregt im Kreis, 
immer abwechselnd rechts und links herum.  
Je ergiebiger und wertvoller die Trachtquelle ist, desto 




Bei weiter entfernten Nahrungsquellen braucht man dringend noch 
die genaue Flugrichtung. Dazu dient der „Schwänzeltanz“: Die 
Bienen tanzen dazu Halbkreise, unterbrochen von geradlinigen Läufen, bei denen sie 
ihren Hinterleib rasch hin und her „wedeln“. Auf diesen Schwänzelgeraden kehren sie 
jedes mal wieder zurück zum Startpunkt des zuvor durchlaufenen Halbkreises.  
Dabei gibt in der Dunkelheit des Bienenstocks der Winkel bezüglich zur Schwerkraft den 
Winkel bezüglich zum Sonnenstand an. Das heißt: tanzt die Biene mit dem Kopf die 
Wabe hinauf - dann muss man zur Futterquelle in Richtung der Sonne fliegen. 
Je weiter die Trachtquelle, umso langsamer wird getanzt. Die Biene informiert dadurch 
ihre Schwestern über Entfernung und Richtung der Nahrung, bis auf wenige Meter genau! 
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+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5	
Den Winkel, in dem die Futterquelle zur Sonne steht,  
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1) Welche Aussage zur Honigbienen-Königin ist FALSCH? 
 Sie ist ein fruchtbares Weibchen. 
 Von ihr gibt es nur ein einziges Exemplar im Bienenvolk. 
 Sie hat einen „Harem“ an Männchen, die sie regelmäßig befruchten. 
 Sie ist die Mutter aller Bienenstock-Bienen. 
2) Woran erkennt man eine Königin? 
 große Augen  
 langer Hinterleib  
 lange Fühler  
 giftiger Stachel  
3) Woran erkennt man eine männliche Biene? 
 große Augen  
 langer Hinterleib  
 lange Fühler  
 giftiger Stachel 
4) Was machen Drohnen? 
 treffen Jungköniginnen auf dem Hochzeitsflug 
 füttern die Königin 
 bauen Waben 
 verteidigen das Flugloch 
5) Was ist die erste Arbeit der frisch geschlüpften Arbeiterin? 
 Putzen  
 Torwache 
 Sammeln  
 Bauen  
6) Was machen Arbeiterinnen NICHT? 
 markieren das Revier 50 m rund um den Bienenstock 
 verdauen den Nektar zu Honig 
 füttern die Königin 
 produzieren Wachs 
7) Welchen der Stoffe suchen Bienen NICHT? 
 Nektar  






8) Woraus bilden die Bienen ihre „Wohnung“?  
 Chitin & Wachs 
 Holz & Chitin 
 Wachs & Kittharz („Propolis“) 
 Kittharz („Propolis“) & Holz 
9) Woher gewinnen Bienen das Baumaterial für ihren Stock? 
 Sammeln es von Blüten 
 Sammeln es von Knospen 
 Produzieren es in einem speziellen Magen und spucken es aus 
 Produzieren es mit speziellen Drüsen und schwitzen es aus 
10) Was „lagern“ und bewahren sie NICHT in den Waben? 
 Pollen 
 Honig 
 Nachwuchs  
 Kittharz („Propolis“) 
11) Was ist ein „Superorganismus“? 
 Ein Organismus, der durch Koevolution perfekt an seine Umgebung 
angepasst ist. 
 Eine Art, die in einem Biotop besonders häufig vorkommt und deshalb als 
übergeordnete (lat. „super“) Art bezeichnet wird. 
 Ein Mehrzeller, da die einzelnen Zellen in Arbeitsteilung leben und so einen 
„Superorganismus“ bilden. 
 Eine Gemeinschaft von mehreren eigenständigen Organismen, die 
zusammen Fähigkeiten entwickelt, die das einzelne Individuum der 
Gemeinschaft nicht hat. 
12) Was ist „Koevolution“? 
 Die gegenseitige Abhängigkeit zweier Wesen, beispielsweise von Bienen-
Königin und der sie fütternden Arbeiterinnen. 
 Der Prozess der wechselseitigen Anpassung zweier Arten, die stark von 
einander abhängen. 
 Gleichzeitige Entstehung zweier Arten auf 2 Kontinenten, beispielsweise 
der europäischen und afrikanischen Biene. 
 Die Entwicklung der Bienenkönigin vom Ei bis zur Geschlechtsreife 
13) Wie sagt die Sammlerin ihren Kolleginnen, was es zu fressen gibt? 
 Der Bienentanz verrät es. 
 Die Biene riecht danach. 
 Gar nicht. Die Biene verrät nur den Ort. 




14) Wer hat den Bienentanz entdeckt? 
 Konrad Lorenz  
 Heinz Sielmann  
 Karl von Frisch  
 Carl von Linne 
15) Es ist Mittag. Die Futterquelle liegt 150 m im Süden des Bienenstocks. Wie tanzt 
die Sammlerin? 
 
     
 
16) Welchen Tanz tanzt die Biene bei einer Futterquelle 50 m vom Stock in Richtung 
der Sonne? 
 
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Das war eine Tätigkeit, die ich nicht sehr gut konnte.     
Es war wichtig für mich, bei dieser Aufgabe gut zu sein.     
Der heutige Unterricht hat mich interessiert.     
Ich habe mich in der Stunde unter Druck gefühlt.     
Diese Tätigkeit hat Spaß gemacht.     
Ich denke, ich wahr ziemlich gut bei dieser Tätigkeit, 
verglichen mit anderen Schülern.     
Ich habe mich geärgert, dass ich in der Stunde nicht 
mitgekommen bin.     
Ich war in dieser Tätigkeit sehr entspannt.     
Die Stunde hat mir Freude gemacht.     
Der Unterricht hat mir Spaß gemacht.     
Ich habe mich sehr bemüht bei dieser Tätigkeit.     
Ich habe nicht sehr viel Energie in diese Tätigkeit gesteckt.     
Ich war mit der Stunde zufrieden.     
Ich habe mich heute über den Lehrer geärgert.     
Ich fand das Thema wichtig.     
Ich war ziemlich geschickt bei dieser Tätigkeit.     
Ich war ängstlich, während ich an dieser Aufgabe gearbeitet 
habe.     
Der Unterricht hat mich heute nervös gemacht.     
Ich habe mich nicht sehr bemüht, um bei dieser Tätigkeit 
gut zu sein.     
Ich empfand diese Tätigkeit als recht angenehm.     
Diese Tätigkeit konnte meine Aufmerksamkeit überhaupt 
nicht binden.     
Was ich über das Thema erfahren habe, bringt mir was.     
Ich habe mich heute über einige Dinge geärgert.     
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Ich fühlte mich während dieser Tätigkeit unter Druck.     
Ich empfand diese Tätigkeit als langweilig.     
Ich habe mich während dieser Tätigkeit überhaupt nicht 
nervös gefühlt.     
Ich halte mich für ziemlich gut bei dieser Tätigkeit.     
Während dieser Tätigkeit habe ich darüber nachgedacht, 
wie sie mir gefällt.     
Der Unterricht hat mir Angst gemacht.     
Ich habe mich gelangweilt.     
Ich bin mit meiner Leistung bei dieser Aufgabe zufrieden.     
Ich fühlte mich während dieser Tätigkeit sehr angespannt.     
Ich möchte mehr über das Thema erfahren.     
Ich habe mich sehr angestrengt.     
Es war für mich eine gute Stunde.     
Nach längerer Beschäftigung mit dieser Tätigkeit fühlte ich 
mich ziemlich kompetent.     
Ich war mit den Gedanken heute öfter woanders.     
Ich würde diese Tätigkeit als sehr interessant bezeichnen.     
Die Stunde war zum Einschlafen.     
Die Stunde hat heute ewig gedauert.     
Mir gefiel die Ausübung dieser Tätigkeit sehr gut.     
In der Stunde haben mich einige Dinge beunruhigt.     

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…die Fertigkeiten, die in Biologie unterrichtet werden, beherrschen kann.  
… auch den kompliziertesten Stoff, den der Lehrer in Informatik vorstellt, verstehen 
kann.  
… in Biologie auch den schwierigsten Stoff verstehen kann  
… in Hausaufgaben und Klassenarbeiten in Informatik gute Leistungen erzielen kann.  
… die Fertigkeiten, die in Informatik unterrichtet werden, beherrschen kann.  
… in Informatik auch den schwierigsten Stoff verstehen kann  
… in Hausaufgaben und Klassenarbeiten in Biologie gute Leistungen erzielen kann.  














































































) Empirischer Fragebogen zur Intrinsischen Motivation (IMI) 
(Deci & Ryan, 1985) 
Übersetzung des Fragebogens von (Schaal, Bogner, 2006???) 
Befragung im Nachtest 
 Interess/Vergnügen 
1.  Mir gefiel die Ausübung dieser Tätigkeit sehr gut. 
2.  Diese Tätigkeit hat Spaß gemacht. 
3. (R) Ich empfand diese Tätigkeit als langweilig. 
4. (R) Diese Tätigkeit konnte meine Aufmerksamkeit überhaupt nicht binden. 
5.  Ich würde diese Tätigkeit als sehr interessant bezeichnen. 
6.  Ich empfand diese Tätigkeit als recht angenehm.
7.  Während dieser Tätigkeit habe ich darüber nachgedacht, wie sie mir gefällt. 
 Wahrgenommene Kompetenz 
8.  Ich halte mich für ziemlich gut bei dieser Tätigkeit. 
9.  Ich denke, ich wahr ziemlich gut bei dieser Tätigkeit, verglichen mit anderen 
Schülern. 
10.  Nach längerer Beschäftigung mit dieser Tätigkeit fühlte ich mich ziemlich kompetent. 
11.  Ich bin mit meiner Leistung bei dieser Aufgabe zufrieden. 
12.  Ich war ziemlich geschickt bei dieser Tätigkeit. 
13. (R) Das war eine Tätigkeit, die ich nicht sehr gut konnte. 
 Anstrengung/Wichtigkeit 
14.  Ich habe mich sehr angestrengt. 
15. (R) Ich habe mich nicht sehr bemüht, um bei dieser Tätigkeit gut zu sein. 
16.  Ich habe mich sehr bemüht bei dieser Tätigkeit. 
17.  Es war wichtig für mich, bei dieser Aufgabe gut zu sein. 
18. (R) Ich habe nicht sehr viel Energie in diese Tätigkeit gesteckt. 
 Druck/Anspannung 
19. (R) Ich habe mich während dieser Tätigkeit überhaupt nicht nervös gefühlt. 
20.  Ich fühlte mich während dieser Tätigkeit sehr angespannt. 
21. (R) Ich war in dieser Tätigkeit sehr entspannt. 
22.  Ich war ängstlich, während ich an dieser Aufgabe gearbeitet habe. 
23.  Ich fühlte mich während dieser Tätigkeit unter Druck. 
Antwortkategorie 
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