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There is much scepticism about the ability to predict recessions. Harding and
Pagan (2010b) have argued that this is because the de￿nition of a recession
involves the signs of future growth rates of economic activity and there is
little predictability of these from the past. Turkey represents an interesting
case study since growth in Turkish GDP features quite high serial correlation,
suggesting that growth itself is predictable. Thus I want to examine whether
1it is possible to predict recessions in Turkey. As there seems only a small
published literature on this it will be necessary to indicate what de￿nition
of recession is to be used and what information might be available to make
a prediction of such an event.
In section 2 a de￿nition of a recession is given that revolves around isolat-
ing peaks and troughs in a series that represents economic activity. Although
the presentation will concentrate upon quarterly data it can be extended to
monthly series, although there is little to be gained from doing so for an
understanding of the prediction issues. Section 3 then uses that de￿nition to
examine whether there is some predictability for recessions in Turkey using
various sets of information. These sets are constructed in a number of ways.
Firstly, in order to establish the basic themes of the paper, only information
on the growth rates in activity is used. This turns out to provide little that
can be exploited for recession prediction. Secondly, a small linear dynamic
model of the Turkish economy is constructed and used to make recession pre-
dictions. Although the latter improves the prediction record when compared
to the situation when only growth information is used, it is only marginally
better, except for the last recession. Finally, we ask whether a non-linear
dynamic model - a Markov Switching model of Turkish growth - might be
more e¢ cacious, but ￿nd in the negative.
It might have been anticipated that neither the linear nor non-linear mod-
els would prove particularly useful for the predictive task, since they only
utilize information on past events, and any major improvement in predic-
tive e¢ cacy is likely to require the application of series capturing the future
shocks a⁄ecting the economy. In the US and Euro area there are quite a few
series that have been suggested for this purpose e.g. the term structure of
interest rates, indices such as the Business Conditions Index published by the
Federal Reserve Bank of Philadelphia - Aruoba et al (2009) - and the Euro-
Sting model indicators set out in Camacho and Perez-Quiros (2010). Such
data does not seem to be readily available in Turkey. We experiment with
the US and Euro-Area indicators to see if they might provide some useful
information about recessions in the Turkish economy, in the event that these
are connected with a global downturn. We also canvass the use of an index
of capacity utilization which has appeared in regressions explaining Turkish
GDP growth. There may be other series that could be used for this purpose
but they do not seem to be readily available. It would probably be useful
if whatever indicators are available were gathered and made accessible for
macroeconomic research on business cycles.
22 Recognizing a Recession
Figure 1 shows the log of seasonally adjusted Turkish quarterly real GDP, yt;
over the period 1987:4 to 2010:1.1The six recessions and the point they are
at in the graph are 1988:4-1989:2 (5), 1991:1-1991:2 (14), 1994:2-1995:1 (27),
1998:4-1999:4 (45), 2000:1-2001:4 (54) and 2008:4-2009:3 (85). For graphical
purposes the data has been mean corrected and .4 added on so as to keep
the series between zero and unity. There are six obvious recessions. The
one between 1990:4 and 1991:2 is the least striking. Figure 2 shows it was
a shallow recession and one in which there was not a smooth rise from the
trough in 1991:2.
Now, rather than look at the pictures to decide where the turning points
are, we can automate the process of selecting them. A peak marks the end
of an expansion and a trough the end of a recession. A program that we use
to date quarterly series like this is the BBQ program.2 BBQ derives from
the principles set out in Bry and Boschan (1983) and underlies much of the
NBER business cycle dating philosophy. It is a WYSIWYG program, as
evidenced by putting the turning points identi￿ed by BBQ on the graph of
the log of Turkish GDP - see Figure 1 where the grey areas are BBQ-de￿ned
recession periods. Note that the shallow recession we have just mentioned
was identi￿ed by BBQ. Indeed, following our standard strategy, BBQ was
run on this data ￿rst and then the outcomes identi￿ed by the program were
visually veri￿ed. So the ￿rst point to make is that BBQ isolates turning
points in a series representing economic activity. It is worth noting that
we could have just used the original GDP data rather than the log of it to
locate the turning points. They are the same in both series due to log being
a monotonic transformation. It is more instructive to work with the log of
GDP, as the changes in that series are approximately growth rates. Given
the fact that BBQ reliably ￿nds turning points we can think more formally
about how one detects a recession by looking at the rules that are written
into BBQ.
The basic rules that BBQ uses to locate a set of turning points are as
follows.
1With yt being the log of GDP the data used in our analysis is the average (yt+yt￿1+
yt￿2+yt￿3)=4 , which is known to eliminate an evolving seasonal pattern. Other methods
of seasonal adjustment such as X11-ARIMA might be employed but this method is simple
and isolates the business cycle quite well.
2Available at http://www.ncer.edu.au/data/
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Figure 2: The Early 1990s Recession and Expansion
1. A peak occurs at time t if yt is greater than {yt￿1;yt￿2;yt+1;yt+2g:
Thus 2000:4 is a peak since the values in { y2000:2;y2000:3;y2000:4;y2001:1;y2001:2g
are {10.2432, 10.2621, 10.2826, 10.2801, 10.2543}. Why choose two quarters
on either side of the potential peak? The reason is the feeling that a recession
( time between peak and a trough) should last for some minimal time, oth-
erwise recessions will be called too often. By convention this has become 2
quarters ( or ￿ve months if one uses monthly data).3 This could be changed
if one wished. For Turkey it would matter only a little if one moved to one
quarter as the minimum length of a recession, since there is just one period
of negative growth in what one would most likely think of as an expansion
phase ( 1991:4, see Figure 2). In countries such as the US and Australia it
would matter a lot, as these often have a single quarter of negative growth in
expansions. The point is that a recession is an unusual event, and so some
convention needs to be established about how such behaviour in GDP is to
be recognized. One might also apply some quantitative rules e.g. the decline
in GDP has to be larger than some speci￿ed value. This might be used to
eliminate the recession of 1990:4-1991:2 in Turkey but, although this is some-
times done informally, it is not common. It should be noted that the BBQ
rule does not coincide with that often used in the press that a recession is
3The NBER Dating Committee uses the ￿ve monthly rule when ￿nding the turning
points in the US economy.
5two consecutive periods of negative growth. Nor does it replicate rules that
sometimes appear in the academic literature e.g. Fair (1993) has a recession
occurring in time t if there are two consecutive negative growth rates in GDP
in the ￿ve quarters that begin in t:
2. There are other constraints that BBQ uses such as a minimal length
for a complete cycle i.e. the period from a peak to the next peak, but these
are of smaller importance and won￿ t detain us here.
3. Once the turning points have been isolated it is possible to determine
where recessions and expansions occurred. It is convenient to summarize this
information by constructing a series St that takes the value unity when we
are in an expansion and zero when we are in recession. Thus, when we are
concerned with predicting a recession at time t + 1 we will be asking what
the chance is that St+1 = 0: It will also be convenient to de￿ne Rt = 1 ￿ St
as then Rt = 1 indicates a recession.
4. The condition for a peak can be expressed in terms of growth rates
in economic activity. When that is done a peak at t occurs when {￿yt >
0;￿2yt > 0;￿yt+1 < 0;￿2yt+2 < 0g; where ￿2yt = yt ￿ yt￿2 = ￿yt +
￿yt￿1 is six-monthly growth. Another way of expressing this is to adopt
the conventional de￿nition that a recession starts the period after a peak
while an expansion begins the period after a trough - see Estrella and Trubin
(2006). Using that perspective we can alternatively express a turning point
as a change in state viz. St = 1 ! St+1 = 0 if there is a peak at t: Thus,
if {￿yt > 0;￿2yt > 0;￿yt+1 < 0;￿2yt+2 < 0g; then there is a change from
expansion to recession. If these conditions are not satis￿ed then we remain
in the current state i.e. St = 1 ! St+1 = 1. Thus to know if there has
been a change in state we will need to know future outcomes and these are
dependent on whether the events {￿yt+1 < 0;￿2yt+2 < 0g occur.
As Harding and Pagan (2010b) observe the states St are governed by a
recursive relation
St+1 = StSt￿1 [1 ￿ 1(￿yt+1 ￿ 0)1(￿yt+1 + ￿yt+2 ￿ 0)]
+St (1 ￿ St￿1) (1)
+(1 ￿ St)(1 ￿ St￿1)1(￿yt+1 > 0)1(￿yt+1 + ￿yt+2 > 0);
where 1(A) = 1 if A is true and zero otherwise.4 We wish to predict St+1
4There is a small complication caused by completed cycles having a minimum duration
of ￿ve quarters. Only occasionally does this constraint bite.
6using the information available at t (designated by Ft): Then (1) points to
the fact that any prediction of St+1 requires some values to be assigned to
{St;St￿1g; as well as the future signs of ￿yt+1 and {￿yt+1 + ￿yt+2g: As
the latter depend upon the nature of the process generating ￿yt; it will be
necessary to consider various candidates for this in the following sections.
Notice however that it is the sign of ￿yt that must be predicted rather than
￿yt itself.
3 Predicting a Recession with GDP Growth
Data
We are then interested in whether a recession can be predicted at time t+1
using information available at t i.e. in predicting whether St+1 = 0 (or
Rt+1 = 1): To make this concrete position ourselves at 2000:4 and ask whether
there will be a recession in 2001:1. To perfectly predict S2001:1 we need to
know the sign of the GDP growth rates in 2001:1 and 2001:2. If the growth
rates were independent then knowing these past values will be of no use in
predicting the future growth rates per se. Now in many countries there is
very little persistence in growth rates of GDP e.g. the UK and Australia.
But in Turkey there is quite strong ￿rst order serial correlation in growth
rates of the order of .7. Prima facie this might look advantageous but we
will see later that it is not.
Suppose we know that St = 1 and St￿1 = 1: From (1) the probability of
a recession given that we are in an expansion at t and some information Ft
will be
Pr(Rt+1 = 0jFt) = Ef1(￿yt+1 ￿ 0)1(￿yt+1 + ￿yt+2 ￿ 0)jFtg
= g(Ft):
The functional relation g(￿) will generally be non-linear for two reasons. One
is that the conditional expectations will be non-linear in Ft as they must lie
between zero and unity, but it also may be that ￿yt+j (j = 1;2) depends
in a non-linear way upon Ft: In most instances g(￿) will not be analytically
derivable. If the number of elements in Ft is limited then one can use non-
parametric methods to estimate g(￿) as in Harding and Pagan (2010a). Unlike
that paper it is important to make the g(￿) function monotonic, given that
it is a probability, and Harding (2010) shows how one can adjust the non-
parametric estimates to impose monotonicity in a reasonably simple way.












Figure 3: Probability of Recession Conditioned on GDP Growth in Previous
Quarter
Figure 3 shows Pr(Rt+1j￿yt) from 1987:4 to 2010:1 i.e. Ft = ￿yt, while
Table 1 focuses upon these predicted probabilities during the 2001 recession.5
5Although we will write ￿yt;St￿1 etc. as the available information we will mean all
the past values of these quantities.
8Table 1 : Probabilities of Predicting the Turkish 2001 Recession







This is a typical pattern - the ￿rst period of the recession is predicted with
very low probability, but it then rises as the recession gets underway. Thus
at the time the recession emerges i.e. St+1 = 0; we would have prediction
probabilities for the various Turkish recessions of .22 (1988:4), .07 (1991:1),
.14 (1994:2), .22 (1998:4), .07 (2001:1) and .28 (2008:4). If we think that
a critical value here is .5 ( a fairly common choice) then none of the six
recessions would have been predicted using current GDP growth.6 To put
these numbers into context, since 24% of the time was spent in recession over
1987-2010, if you just allocated a value of .24 every period you would almost
always do better than trying to exploit the information available on growth
rates - the single exception being for the last recession.
As mentioned before an important element in recession prediction is the
ability to predict negative growth i.e. a high value of Pr(￿yt+1 ￿ 0jFt)
is desirable. Now, if Ft = ￿yt; the fact that there is strong positive serial
correlation in GDP growth in Turkey militates against successfully predicting
￿yt+1 < 0; since a positive growth in the previous period points towards it
being positive again. Indeed, the correlation of  t = 1(￿yt+1 < 0) with  t￿1
is .59.7 Hence it is very di¢ cult to predict negative growth coming out of an
expansion. Only after the recession has arrived will the strong dependence
in ￿yt make the probability of ￿yt+1 < 0 substantial. A non-parametric
estimate of the Pr(￿yt+1 < 0j￿yt) shows that for small positive growth rates
in GDP the probability is around .4, and so less than the critical value of .5.8
6The issue of deciding on a threshold is a di¢ cult one. The choice raises similar issues
to balancing Type 1 and Type 2 errors in hypothesis testing.
7Under a normality assumption for ￿yt Kedem(1980) gave an expression for the serial
correlation coe¢ cients of 1(￿yt+1 > 0) in terms of the serial correlation coe¢ cients of
￿yt:
8The probability is identical to E(1(￿yt+1 < 0)j￿yt) given the binary nature of the
event 1(￿yt+1 < 0) so we can estimate the probability with a non-parametric estimate of
9Thus, even if there is close to zero growth at t; we would still not attach a
high probability to negative growth in the next period.
In practice it is unlikely that the information available to predict reces-
sions would be current period GDP growth ( ￿yt) due to the lags in assem-
bling national income data: In Australia the most we could hope for is ￿yt￿1:
Even then this quantity can be subject to substantial revision, and even a
possible sign change. This has two consequences. One is that it will no longer
be the case that we would know St i.e. whether we are in an expansion or a
recession when the prediction needs to be made. If it was the case that St￿1
was known to be unity, then a positive ￿yt would mean that St = 1; since
the peak in yt would not be at t￿1: But if we don￿ t know ￿yt then it might
be negative. Since a negative growth can occur in an expansion, St could be
either 0 or 1; and so we will need to predict this, as well as ￿yt+j(j = 1;2):
This problem of trying to come up with the latest GDP growth outcome is
often referred to as "now-casting".
4 Predicting Recessions: Using a Small Struc-
tural VAR to Predict GDP Growth
In an attempt to expand the information set used to perform the predic-
tions we need to build models for ￿yt: To this end a small structural Vector
Autoregression (SVAR) model was ￿tted to Turkish data from 1990:3 until
2010:1.9 The length of sample was determined by the availability of a short
run interest rate (it): The variables ￿tted were the logs of exports (xt); GDP
(yt); Gross National Expenditure (nt ) - "absorption" in international eco-
nomic models - CPI in￿ ation (￿t) and the real exchange rate (qt). The model
is a smaller version of that used by Dungey and Pagan (2000) for Australia,
and has close connections with that used in Catªo and Pagan(2010) when
modelling Brazil and Chile. In the latter paper a model based on a typical
New Keynesian model for an open economy was augmented with extra vari-
ables if the data supported such additions. Here we do not have the forward
looking expectations in equations that appeared in Catªo and Pagan (2010).
For our purpose this did not seem necessary as the expectations are always
the conditional mean of 1(￿yt+1 < 0):
9Sometimes the sample started at 1990:4 and ended at 2009:4, depending on the lags
and data availability.
10replaced with observable variables and so would show up as extra regressors
if required. The equations can then essentially be solved to determine a data
generating process for ￿yt:
A few comments on the SVAR equations in (2)-(8) are in order. First,
variables with a tilde are deviations from a ￿tted deterministic trend and so
can be regarded as "gaps". The trends are much the same for GDP and GNE
but that for exports is almost twice as large. Exports typically grow faster
than GDP for many countries and this is handled in the trade literature using
gravity models. Some of this disparate behaviour comes about due to the
removal of trade barriers. As these are largely exogenous to the economic
outcomes of the country being examined, we simply allow the trend growth
in exports to be higher than GDP. A second order SVAR was taken to be
the reference point, re￿ ecting the fact that many New Keynesian models
imply a VAR(2) as their solved solution. The data strongly supports this for
some equations. If the second lags of variables were not signi￿cant they were
deleted.
Both exports and GNE seemed to have a seasonal pattern, and thus these
series were smoothed by a fourth order moving average, just as for GDP. After
this seasonal adjustment, the exports, GNE and GDP data were converted to
percent deviations. Data for interest rates and in￿ ation have been converted
to annual percentages and the log of the real exchange rate was multiplied
by 400 to be consistent with these units.
Because the model is recursive OLS was applied to estimate the coe¢ -
cients. Equations (2)-(8) provide the estimated coe¢ cients with the absolute
values of the t ratios below the coe¢ cients The "
j
t have standard deviation
of unity and so the scalar multiplying them is the standard deviation of the
shock. The shocks were generally uncorrelated, the exception being those as-
sociated with the real exchange rate and GNE equations. Hence one cannot
separately interpret those shocks.
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rrt = it ￿ ￿t (8)
Exports are viewed as being a⁄ected by the real exchange rate but also
growing with some exogenous world trade variable that is not speci￿ed. Thus
the export shock can be interpreted as the deviation of world trade from a
constant growth path. The absorption equation is motivated by the conven-
tional Euler equation for consumption, where the real rate of interest a⁄ects
expenditure decisions, but it is entered with a lag to re￿ ect institutional re-
alities. The GDP equation re￿ ects the split up of expenditure into domestic
and external components. The shock here could be regarded as a preference
shock between foreign and domestic goods. In￿ ation responds to the output
gap and the exchange rate. The latter is highly signi￿cant and parallels what
was found for Chile and Brazil in Catªo and Pagan (2010). An interest rate
rule is used and it exhibits a dependence on the output gap, in￿ ation and the
real exchange rate. The last variable was used by Alp and Elekda… g (2010)
in their work, although here the evidence for it is much weaker. Finally the
real exchange rate responds to the real interest rate di⁄erential ( the real
interest rate based on three month Treasury Bills for the US was taken to
be the foreign real rate) but there also seemed to be a negative e⁄ect from
lagged in￿ ation. We note that the coe¢ cient on the real interest di⁄erential
is just half of what one might expect from uncovered interest parity, although
one cannot make such a simple comparison without having some measure of














Figure 4: Monetary Impulses for Annual In￿ ation and Quarterly GDP
Growth for the Turkish SVAR
exchange rate expectations.
Figure 4 shows the impulse responses of annual in￿ ation ( in￿ ) and quar-
terly GDP growth (dgdp) to a one standard deviation interest rate shock.
One standard deviation is quite large, around 700 basis points. It is there-
fore apparent that monetary policy does not have strong e⁄ects upon GDP
growth but it does have strong e⁄ects on in￿ ation, and these come through
the exchange rate. This is similar to what was found by Catªo and Pagan for
Brazil and Chile. Simulating the SVAR model results in an average duration
of recessions and expansions of 4.6 and 10.7 quarters respectively. For the
period since 1987 the averages in the data for the six complete cycles were
3.7 and 11.3, so the match is reasonable.
Now there are quite a few variables in the SVAR that could be used as
Ft: It seems e¢ cient that one utilize E(￿yt+1jFt) from the SVAR model as
an explanatory variable in the Probit model for Rt. Given the estimated
parameters of the SVAR above we ￿nd that10
10Ideally one would evaluate Pr(Rt+1jFt) using the formula (1). This can be done by
simulating the SVAR model and computing the required expectations non-parametrically.
13Et(￿yt+1jFt) = :034~ xt ￿ :14~ yt + :475~ nt ￿ :0069rrt ￿ :0012qt
￿:012~ xt￿1 ￿ :07~ yt￿1 ￿ :413~ nt￿1:
Using this for Ft the probabilities of a recession from the Probit model are
given in Figure 5. As a simple summary it is once again useful to look at
the ￿rst period probability of a recession and these are f:07;:26;:39;:03;:65g:
which are superior to those which used growth in GDP viz {.07,.14,.22,.07,.28}.11
So the SVAR model does provide a set of variables that improve on the pre-
dictive power, particularly for the last recession. Nevertheless, one should be
careful about this apparent success, as it is unlikely that variables such as ~ nt
and ~ yt would be available to make a prediction, just as ￿yt was not, although
variables such as rrt and qt might well be. Indeed, if we assume that only
lagged information is available, the prediction probabilities decline. So the
.39 for the 1998/9 recession becomes .29 and the last recession becomes .42.
Again this implies that a good now-cast of absorption, GDP and exports is
needed.
5 Can Non-linear Models of GDP Growth
Help?
The previous section drew attention to studying Pr(￿yt+1 < 0jFt) as a ￿rst
test of the ability to predict a recession. So far we have assumed that there
is e⁄ectively a linear model connecting ￿yt and past values of GDP growth
as well as other variables ( in the SVAR case). One might allow ￿yt to also
depend upon the state of the economy at t￿j,St￿j; as this is often mentioned
as a possibility. Of course, since St￿j depends on growth rates in GDP, one
could assert that all that is needed is observable growth rates. But this
ignores the fact that St is a parsimonious summary of these, and that it also
introduces some non-linear structure through the fact that St depends on the
sign of the growth rate and not the magnitude. Fitting a Probit model to
1(￿yt+1 < 0); with explanatory variables ￿yt and St suggests that there is
little separate in￿ uence of St:
An alternative modi￿cation is to allow growth in economic activity to
be a non-linear function of past growth. Many non-linear models for ￿yt
11The 1988:4-1989:2 recession is not included as there was no data on rrt.












Figure 5: Probabilty of Recession Conditioned upon Expected Value of
Growth from SVAR Model
15have been proposed, and often one sees comments that these produce better
forecasts of GDP growth than linear models. A popular one that is used in a
lot of the business cycle literature is that of a Hidden Layer Markov Chain,
introduced into econometrics by Hamilton (1979). This is often given the
shortened descriptor of a Markov Switching (MS) model, with the simplest
variant having the form,
￿yt = ￿t + ￿￿yt￿1 + ￿"t (9)
￿t = ￿1￿t + (1 ￿ ￿t)￿0 (10)
pij = Pr(￿t = ij￿t￿1 = j); (11)
where ￿t is a binary random variable that follows a ￿rst order Markov process
with transition probabilities pij and "t is n:i:d(0;1): More complicated models
are available but we doubt that these improve the recession predictions -
see for example the discussion in Engel et al (2005). The MS model in
(9)￿(11) was estimated for Turkey using data from 1988:1-2008:4, producing
the results in Table 2.12










The probability of getting ￿yt+1 < 0 given ￿yt from this model was
found by simulation to be .36 for small positive values of ￿yt: Thus there is
actually a smaller probability of getting a negative growth rate at t+1 than
what would have been found from a model in which growth just depended
linearly on past growth. It may be that the MS model gives a better ￿t to
the data but it produces a worse record at predicting recessions.
12The package used for estimation was Perlin (2009).
166 Predicting Recessions: Indicators of Future
Growth
So far we have looked at whether one can predict recessions with the past
history of macroeconomic variables and found that this is not likely. The fact
that we are looking for the shocks that cause movements in future growth
suggests that greater success might be had by concentrating upon variables
that contain some forward-looking information. A number of these have been
suggested for the US and the Euro Area. In Harding and Pagan (2010b)
the best predictor for U.S. recessions seemed to be the Business Conditions
Index constructed by Aruoba et al (2009) ( ADS) and maintained by the
Federal Reserve Bank of Philadelphia. This is introduced into a Probit model
for Turkish recessions along with the SVAR model predictions constructed
earlier. The t ratio for the ADS variable was around unity, so there was
not much extra bene￿t to its use. Of course this index is available with
shorter lags than most of the variables entering the SVAR. Still, even when
only lagged information is used to construct the SVAR predictions, the ADS
series fails to become signi￿cant.
The situation is better for two of the forward indicators of Euro Area
growth - the Euro-Area Economic Sentiment Indicator (ESI) and the Ger-
many IFO Business Climate Indicator (IFO). In this case, when added on
to a Probit model featuring the SVAR predictions, one gets t ratios of 1.93
and 2.3 respectively. These t ratios rise to 2.5 and 2.1 if one recognizes that
the SVAR predictor needs to be based on some lagged variables. Because
the data we have available on the Euro Area indicators is limited it is dif-
￿cult to e⁄ect a good comparison. The main di⁄erence to what the SVAR
model would indicate is a higher probability of predicting the 1998/9 reces-
sion. This is somewhat odd as there was quite strong growth in the Euro
Area at that time. Consequently, it might have been hard to explain any
recession prediction that was based on the two forward indicators of Euro
Area growth.
It would be ideal if one had some sentiment indicators for Turkey. I have
not been able to ￿nd any with a substantial history. For Turkey Aysoy and
Kipici (2005) give a GDP equation of the form13
￿yt = a1￿yt￿1 + a2rt + a3￿4cpst￿1 + a4￿4pcut;
13They actually use yu
t ￿ yu
t￿4; where yu
t is seasonally unadjusted data, but, since we




t￿3 , it follows that ￿yt = ￿4yu
t :
17where rt is the real Treasury Bill rate, cpst is total credit in real terms
extended to the private sector, and pcut is the private sector￿ s capacity uti-
lization rate. This suggests that one might use capacity utilization as an
indicator. Again using the SVAR predictors as the benchmark, it was found
that there is no advantage in adding on either the level of utilization or its
growth rate. If one used the SVAR indicator constructed from lagged infor-
mation then there was an improved prediction. Since it is likely that one
would use the indicator information in now-casting GDP growth, it might be
that this is a better interpretation of the increased predictive success.
7 Conclusion
We found that using information from past macroeconomic variables would
result in only limited success in predicting Turkish recessions. Of course it
may be that the SVAR model that we used could be improved by building
in features that re￿ ect ￿nancial factors and wealth e⁄ects, as in Alp and
Elekda… g (2010). It would be interesting to repeat our exercises with their
model. Fundamentally however, the prediction of a recession requires some
projection of future shocks, and for these one needs some forward-looking
indicators. Finding these is di¢ cult as there seems no readily available col-
lection of them. Future research on Turkish macro-economic outcomes should
attempt to build such indicators.
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