We prove that for a natural class of rst-order formulas the validity problem is p 2 -complete.
Section 1 Introduction
Traditionally, the decision problem for rst-order logic is studied for classes of formulas characterized by the quanti er pre x and/or signature restrictions (see e.g. the recent book of B orger Gr adel and Gurevich 1]). Kozen 4] considered the decision problem for so-called positive rst-order formulas. Recently, in connection with model building, some decidability results have been obtained for classes of formulas characterized in terms of the clause form of the formula (e.g. Ferm uller and Leitsch 2, 3] ).
In this paper we study the complexity of the validity problem for the class of ground-negative formulas which is a natural generalization of a class of formulas considered by Kozen 4] . We show that this problem is p 2 -complete both for logics with and without equality, which is a quite unusual complexity class for natural fragments of rst-order logic.
For technical convenience, we introduce two nullary logical connectives > and ?, interpreted respectively as a valid formula and as a formula false in all models. A formula ' is called reduced if ' is >, or ?, or ' contains neither > nor ?. We denote the equality predicate by '. The symbol means \equal by de nition". We call atomic formulas atoms. A literal is either an atom or its negation. A literal or term is ground if it has no variables. A clause is any disjunction of literals. A sentence is a formula without free occurrences of variables.
De nition 1.1 (positive and ground-negative formulas)
A formula ' is positive if and only if every atomic subformula of ' is positive. A formula ' is called ground-negative if every negative atomic subformula of ' is ground.
Obviously, any positive formula is also ground-negative.
We call a (^; _; 9)-formula any formula constructed from atomic formulas using (^; _; 9). We call a (L;^; _; 9)-formula any formula constructed from literals using (^; _; 9). We shall use the same notion for other collections of logical connectives, for example, we can speak about (^; _)-formulas. By using standard transformations into negayion normal form and Skolemization we can prove the following statement. Lemma 1.2 Given any ground-negative formula ', one can construct in polynomial time a groundnegative (L;^; _; 9)-formula ' 0 in Skolem negation normal form such that ' is valid if and only if ' 0 is valid.
The problem dual to the validity problem of ground-negative formulas is the satis ability problem for ground-positive formulas: A formula ' is called ground-positive if every positive atomic subformula of ' is ground.
In this paper we shall also consider the satis ability problem for ground-positive clauses. We shall use several statements proven by Kozen 4] .
Lemma 1.4 (Kozen 4], theorem 9)
The following problem is NP-complete for logics with equality. Given a conjunction L of ground literals and a positive formula ', is the formula L ' valid?
It is easy to prove that this problem is also NP-complete for logic without equality. It is easy to see that the following properties hold for ' j L : Lemma 2.1 Let ' be a ground-negative (L;^; _; 9)-formula and the set of literals L be such that for every negative atom A occurring in ' either A or :A belong to L. Then (i) ' j L is a positive reduced formula; and (ii) L ' is equivalent to L (' j L ). Let ' be any ground-negative (L;^; _; 9)-formula and A 1 ; : : : ; A n be all negative atomic subformulas in ' in the order of their occurrence in '. Denote by the set of mappings from f1; : : : ; ng to f0; 1g. For any 2 introduce the conjunction of ground literals L in the following way: 3. The size of (e.g. written as a sequence of 0s and 1s of length n) is bounded by a polynomial in the size of '.
According to a standard characterization of p 2 (see e.g. Papadimitriou 5] ) in terms of polynomialsize witnesses we have that the validity problem for ground-negative formulas is in p 2 .
2
Of course, this lemma also holds for formulas without equality. In this section we prove that the validity problem for ground-negative formulas is p 2 -hard. We shall use a reduction from the QBF 2 problem.
We call a quanti ed boolean formula any formula made of propositional variables, boolean connectives :,^and quanti ers 8x and 9x, where x is a propositional variable. The truth assignment for a set of variables X is any mapping from X to the set of boolean values ft; fg.
De nition 3.1 (problem QBF 2 )
The QBF 2 is the following problem. Given a boolean formula G with variables divided in two sets X; Y , is there for every truth assignment for X a truth assignment for Y such that G is satis ed by the overall truth assignment?
If X = fx 1 ; : : : ; x n g and Y = fy 1 ; : : : ; y m g, we denote the corresponding instance of QBF 2 by the quanti ed boolean formula 8x 1 : : : 8x n 9y 1 : : : 9y m G. If this instance is true we say that this quanti ed boolean formula is valid.
The following fact is well-known (see e.g. Papadimitriou 5] ). Lemma 3.2 QBF 2 is p 2 -complete.
Let A be a conjunction of ground atoms without equality in a signature having at least one constant. The least Herbrand model of A in , denoted M A , is de ned as follows. The domain of M is the set of ground terms of . The interpretation of terms is de ned in such a way that any term r is interpreted by r. The only atoms true in M are atoms in A. Let be the signature consisting of three predicates and, not 1 and not 2 and a countably in nite number of constants t;f;c 1 ; c 2 ; : : :. Note that we denote two constants of this signature in the same way as truth values. We shall de ne a reduction of QBF 2 to the validity problem for ground-negative formulas without equality in the signature . Let x 1 ; x 2 ; : : : and y 1 ; y 2 ; : : : be two countably in nite sequences of variables. For any quanti ed boolean formula G = 8x 1 : : : 8x n 9y 1 : : : 9y m G 0 , where G 0 is a boolean formula, and any term s, 1 Kozen proves this statement for arbitrary positive sentences ', but he uses signatures having function symbols not occurring in A or '. His proof remains valid for our formulation. Proof. The proof uses induction on G. z; r) ). Then for some ground term r 0 we have M j = ' 0 (r 0 ; r 1 ; : : : ; r m )^not 1 (r 0 ; r). By the induction hypothesis, each r i is either t or f. By the de nition of M we get that r is either t or f. 4 . G = G 1^G2 . This case is similar to the previous one, but using properties of and on M instead of not 1 .
Lemma 3.5 Let G(x 1 ; : : : ; x n ; y 1 ; : : : ; y m ) be a boolean formula with variables x 1 ; : : : ; x n ; y 1 ; : : : ; y m and '(z; y 1 ; : : : ; y m ) G z . Let be a truth assignment for x 1 ; : : : ; x n . The following conditions are equivalent:
1. there is a truth assignment for y 1 ; : : : ; y m so that G(x 1 ; : : : ; x n ; y 1 ; : : : ; y m ) evaluates to t under the truth assignment combining and . 
Note that our reduction can be modi ed to prove a result that is similar to Lemma 1.4 (theorem 9 of Kozen 4] ) but for logic without equality:
Theorem 1 The following problem is NP-complete for logic without equality. Given a conjunction L of ground literals and a positive formula ', is the formula L ' valid?
The same is true even when ' uses only^; _; 9 and has no function symbols. \A positive formula '" in this theorem can be replaced by \a (^; _; 9)-formula". It is interesting that the complexity of the validity problem for ground-negative formulas does not change when equality, function symbols and universal quanti er are not allowed in formulas. The decidability of ground-negative formulas is also established by Ferm uller and Leitsch 3]. They prove that this class of formulas (and even a more general class) can be decided by hyperresolution with ordered paramodulation. Their proof does not give our complexity bounds since proofs by hyperresolution and ordered paramodulation require exponential space.
Our main theorem implies the following result about the dual satis ability problem.
Theorem 4 The satis ability problem for ground-positive formulas, with or without equality, is p 2 -complete.
We also have a similar result for clauses.
Theorem 5 The satis ability problem for ground-positive clauses, with or without equality, and with or without function symbols is p 2 -complete.
Proof. In view of Theorem 4, it is enough to prove p 2 -hardness for the case without equality and without function symbols. The proof literally follows the proof of Lemma 3.7. We note that the clause form of the formula G s used in the reduction of that lemma consists of clauses of the forms p 2 -complete not 2 (c i ; f) _ not 2 (c i ; t) and(t; t;t) and(t; f;f) and(f; t;f) and(f; f;f) not 1 (t; f) not 1 (f; t) plus one negative clause (representing the part of G s following ). All these clauses are groundpositive and have neither equality nor function symbols. This clause form can be constructed in time polynomial in the size of G. 2
Of course for predicates di erent from equality there is no di erence between negative and positive occurrences. Thus all theorems about ground-negative formulas can be stated for formulas in which all negative occurrences of equality atoms are ground and for every predicate symbol di erent from equality, either all positive occurrences or all negative occurrences of the corresponding atoms are ground.
Our complexity results cannot be generalized to ground-positive formulas with equality, because the validity problem for formulas of the form 8(s 1 ' t 1^: : : s n ' t n ) s ' t, where s; t are ground, is undecidable.
