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Abstract 
We propose a new method for groundwater recharge rate estimation in re-
gions with stream-aquifer interactions, at a linear scale on the order of 10 km 
and more. The method is based on visual identification and quantification of 
classically recognized water table contour patterns. Simple quantitative anal-
ysis of these patterns can be done manually from measurements on a map, or 
from more complex GIS data extraction and curve fitting. Recharge rate is then 
estimated from the groundwater table contour parameters, streambed gradi-
ents, and aquifer transmissivity using an analytical model for groundwater 
flow between parallel perennial streams. Recharge estimates were obtained 
in three regions (areas of 1500, 2200, and 3300 km2) using available water ta-
ble maps produced by different methods at different times in the area of High 
Plains Aquifer in Nebraska. One region is located in the largely undeveloped 
Nebraska Sand Hills area, while the other two regions are located at a transition 
digitalcommons.unl.edu
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zone from Sand Hills to loess-covered area and include areas where ground-
water is used for irrigation. Obtained recharge rates are consistent with other 
independent estimates. The approach is useful and robust diagnostic tool for 
preliminary estimates of recharge rates, evaluation of the quality of groundwa-
ter table maps, identification of priority areas for further aquifer characteriza-
tion and expansion of groundwater monitoring networks prior to using more 
detailed methods. 
Introduction 
Groundwater recharge rate is a critical control on water resources be-
cause it influences groundwater quantity and quality (Böhlke 2002; 
Healy and Cook 2002; Scanlon et al. 2002; Healy and Scanlon 2010). 
Estimates of groundwater recharge rates are difficult to make, have 
high uncertainty and exhibit significant spatial variability (Healy and 
Scanlon 2010). Use of multiple methods with different spatial resolu-
tion (e.g., Healy and Scanlon 2010; Hornero et al. 2016) is not always 
possible due to complexity of various techniques. 
In this study we develop and apply a new simple method for esti-
mating groundwater recharge directly from recognition of regional 
groundwater table patterns. The pattern recognition aspect of the ap-
proach allows for quick, preliminary visual assessment, and the com-
plexity of application can range from measurement of pattern di-
mensions on a map, to GIS-based extraction of elevation data and 
numerical analysis of patterns. The model is based on an idealized 
aquifer-stream system with several limiting assumptions and pro-
vides a diagnostic tool for recharge assessment prior to developing 
more complex models (e.g., Haitjema 2006). Examples of water ta-
ble contour patterns that may be analyzed include water table con-
tours near gaining or losing streams (Winter et al. 1998), which are 
well recognized in modeling literature (Anderson and Woessner 1992; 
Haitjema 1995). 
Among the many methods to determine groundwater recharge 
rates (Scanlon et al. 2002; Huet et al. 2016), relatively few use water ta-
ble elevation data (Healy and Cook 2002), and none directly quantify 
rates from pattern recognition as described above. The most common 
approach that uses water table elevation data is the water table fluctu-
ation method, which requires high temporal resolution groundwater 
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level data (e.g., 1 h intervals), estimates of specific yield, and is ap-
plicable at a spatial scale on the order of meters (Scanlon et al. 2002). 
Crosbie et al. (2005) used a time series approach and precipitation 
records to extend the temporal scale of the water table fluctuation 
method to multiple events, while hybrid approaches (Sophocleous 
1991; Park 2012) have combined the water table fluctuation approach 
with other methods to reduce uncertainty. Vijay et al. (2007) used a 
GIS-based approach for analyzing relationships between groundwa-
ter mounding and recharge. Other methods that directly rely on wa-
ter table elevations include analytical models (e.g., Su 1994) and trans-
fer-function models (e.g., Wu et al. 1997). 
In Nebraska, USA, groundwater-level change maps are published 
annually (e.g., Young et al. 2016) and used to evaluate the sustain-
ability of groundwater use by observing short- and long-term in-
creases or declines in water table elevation at watershed-to regional 
scales. The two most recent statewide water table maps (Flowerday 
et al. 1998; Korus et al. 2013) exhibit salient groundwater flow pat-
terns near streams that have been observed previously (e.g., Stoertz 
and Bradbury 1989; Lin and Anderson 2003; Lin et al. 2008; Ross-
man 2015), but such patterns have not been used explicitly to specif-
ically quantify groundwater recharge. One benefit of this study is to 
increase the quantitative value of these mapping efforts (and those 
undertaken in other areas). 
The objective of this study is to present new methodology that 
utilizes water table patterns for estimation of groundwater recharge 
rates (including, e.g., recharge from natural precipitation, enhanced 
recharge under irrigated lands [from applied water and precipita-
tion], and leakage from irrigation canals or intermittent stream chan-
nels). The new approach requires water table map contours, the slope 
of two streams, and aquifer transmissivity. With contour analyses by 
GIS, these results can be applied for diagnostic regional-scale (e.g., 
103 km
2) recharge estimation, assessment of the quality of water ta-
ble mapping, identification of priority areas for further aquifer char-
acterization, and expansion of groundwater monitoring networks. 
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Theory 
Problem: Groundwater Flow Between Two Streams 
We considered groundwater flow between two roughly parallel, pe-
rennial (gaining) headwater streams, such as the streams that cut 
through vegetated dunes in the Nebraska Sand Hills (Figure 1). 
Multiple configurations for the two streams were evaluated. In the 
simplest case, the geometry of two headwater streams was repre-
sented by a model where both streams start at the same elevation, 
parallel in a plane view, and have the same stream slope (Figure 2a). 
Other configurations are possible, where each stream has its specific 
slope IL or IR (Figure 2b), or additional slant upstream is characterized 
by a slope IU (Figure 3c). 
Water table contours between the two streams can be qualitatively 
and quantitatively explained by groundwater recharge between two 
streams that act as drains (Winter et al. 1998, p. 9, figures 8 and 9); 
they are well recognized in modeling literature (Stoertz and Bradbury 
1989; Anderson and Woessner 1992, p. 155, figure 5.4; Haitjema 1995, 
p. 346-347, figure 6.32 and 6.33). Their shape is controlled by the bal-
ance between groundwater recharge and the ambient groundwater 
flow associated with stream morphology (stream slope). 
Figure 1. Example of two streams (two red segments), and general direction of 
groundwater flow (yellow arrow) shown on superimposed water table maps for 
Nebraska. Note that contour lines (equipotentials) evolve from nearly straight lines 
at the western edge of the highlighted region to a consistent parabolic shape to-
ward the eastern portion of the region.  
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Figure 2. Spatial arrangement of streams in three dimensional: (a) two parallel 
streams that start at the same elevation; (b) two non-parallel streams that start at 
the same elevation; (c) two non-parallel streams that start at different elevations. 
Stream positions and slopes are shown relative to horizontal dashed lines projected 
on the h(x,y)—x plane and/or x-y plane. 
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Figure 3. Groundwater flow domain in the unconfined aquifer (a) cross section 
along the y-axis, and (b) plane view. Stream slopes for left and right streams are la-
beled differently for generality and consistency with Figure 2. Area under the pa-
rabola A is shown in gray.  
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Base Case Solution: Flow Between Two Parallel Streams 
Most commonly, slopes of both streams are identical, and IL =IR =IS , 
and they start at the same elevation IU = 0, which is the base case (Fig-
ure 2a). Therefore, we consider head distribution between two par-
allel streams with the following assumptions: 
• The aquifer is unconfined (Figure 3a), homogeneous, isotropic, and 
the linearized Boussinesq equation for 2-D steady-state ground-
water flow (Bear 1972) is applicable. The bottom of the aquifer 
is assumed to be horizontal (Figure 3). 
• Axis y is located at even distances w between streams (Figure 3b). 
• Groundwater flow in a domain −w < x < w; 0 < y < ∞ in longitudinal 
direction y occurs between left and right streams that are sepa-
rated by a distance 2w (Figure 3). 
• Transmissivity T and recharge R are uniform in the domain. 
• Water table contours (equipotentials) are straight lines at y = 0. 
They acquire identical curvilinear shape downstream at dis-
tances y >> 2w. 
Of course, the detailed assumptions limit the applicability of the 
model to hydrogeological settings that reasonably approximate the 
idealized aquifer-stream system. 
The following boundary value problem for the head h(x, y) with 
datum at the stream upstream level (Figure 2a) is as follows: 
T ( ∂2h  + ∂2h ) = −R, −w < x < w;    0 < y < ∞                     (1) 
                             
∂x2     ∂y2
h (x, 0) = 0,             −w < x < w                                    (2) 
h (±w, y) = −IS · y,         0 < y < ∞                                   (3) 
In general, local water table slopes will follow the slope of streams 
along the centerline and in areas further away from the headwaters: 
lim  
∂h (x, y)  = −IS ,         −w < x < w                                 (4)                                          y→ ∞     ∂y
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The solution can be presented as a sum of two components (e.g., 
Bruggeman 1999, p. 294, Equation 354.06). 
h (x, y) = H (x, y) + s (x, y)                                  (5) 
where term H(x, y) is linear function of y and quadratic function of x, 
H (x, y) =  R  (w2 − x
2) − IS y                                     (6) 
                                                   2T
and s(x, y) is a correction 
                                             ∞
              s (x, y) = − 16Rw
2
  ∑  (−1)
n
 cos (γnx)  e
 −γny
 
                                  π
3T     n=0            (2n + 1)
3
γn =
 π (2n + 1)                                                 (7) 
                                                         2w
The function s(x, y) in a domain (−w < x < w; 0 < y < ∞) decays rap-
idly along the y-axis due the presence of exponential terms. The larg-
est deviation of h(x, y) from H(x, y) occurs on the y-axis at x = 0, y = 
0. Analyses in Appendix A show that the correction s(x, y) can be ne-
glected at distances y >0.5w, where s(x,y)/s(0,0) < 0.01 (i.e., the error is 
on the order of 1% or less). It is also important to note that water lev-
els are changing linearly with increasing distance y downstream ac-
cording to Equation 6, or along lines parallel to the y-axis (x= 0). 
Therefore, the function H(x, y) represents the water table configu-
ration away from the upstream boundary: 
h (x, y) ≈ H (x, y),    y >> w                                         (8) 
Explicit Equation for Contour Patterns 
A water table contour (or equipotential) with head h* can be defined 
as follows: 
h (x, y) = h
∗                                                                                   (9) 
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and according to Equation 8, the implicit equation for equipotentials 
away from the upstream boundary is as follows: 
h (x, y) ≈ H (x, y) = h
∗ =  
R   (w2 − x
2) − IS y                           (10) 
                                                          2T
Solving for yh∗ results in an explicit equation for this contour, cor-
responding to the water table head h* (Figure 3) as a function of x: 
                       yh∗(x) =
   R   (w2  − x
2)  −
   h
∗  
                                     2TIS                                    IS
= a (w2 − x
2) −   
h
∗ 
 ,   a =  
R
                                                                    (11) 
                                                       IS            
2TIS
For different values h*, parabolic contours differ by distance from 
the upstream boundary (y = 0). Note that the coefficient a in the qua-
dratic term of Equation 10 controls the contour curvature. Therefore, 
it is the critical term, relating groundwater recharge rate to the cur-
vature of water table contours. The adjacent water table contours are 
identical in shape defined by Equation 11 and obtained by transla-
tion along the y-axis at distances y > 0.5 w. 
Alternatively, distance D between the tip of parabola yh∗ (0) and 
“base” of the parabola between streams yh∗ (± w) or area under parab-
ola A can be used to derive a: 
D = yh∗ (0) − yh∗ (±w) = aw
2,     A = 4aw3/3                                        (12) 
where any of two signs can be used. 
Recharge Rate Evaluation from Contour Parameters 
Recharge rate can be found using simple numerical or analytical pro-
cedures. In both cases, similar water table contours (roughly parabolic 
in shape) should be visually identified at some distance away from 
the upstream boundary and digitized. 
In the numerical approach, parameter a is found by matching 
points along an entire digitized contour between streams (like in 
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Figure 1) to a parabola in Equation 11, resulting in recharge rate R: 
R = 2a· T · IS                                               (13) 
In the analytical approach, parameter a can be found by two dif-
ferent ways. One is based on visual identification of parameter D and 
another is based on GIS-based evaluation of the area A between the 
contour and base (Figure 3). 
In the first case (Analytical Approach A), values of parameters D 
and w yield parameter a =D/w2 according to Equation 12. Substitu-
tion into Equation 13 results in explicit calculation of recharge rate: 
R = 
2T · IS · D                                                            (14) 
                                             w2
In the second case (Analytical Approach B), area A between the 
map contour and the base is yields parameter a = 3A/4w2 by Equa-
tion 12: 
R = 3  
A·T·IS                                                                       (15) 
                                                         2    w2  
Note that for the numerical approach, orientation of parabola axis 
may be non-collinear with x-axis due to deviations of local hydrogeo-
logical conditions from the model. For the first analytical approach, 
measurement of D at the exact midpoint between the streams may not 
capture the maximum curvature of the contour; for the second one, 
area-based approach, contour shapes may differ from parabola. The 
uncertainty of the recharge estimates will be discussed below based 
on comparisons between results from numerical and analytical ap-
proaches. Practical recommendations for calculating a and R using 
GIS are given and potential biases of the different approaches are dis-
cussed in more detail in Appendices B, C, and D. 
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Applications 
Study Area 
We calculated groundwater recharge rates in three regions in Ne-
braska, referred as “Northern,” “Southern,” and “Eastern” regions 
(Figures 1 and 4). The regions are in locations where the aquifer is 
unconfined and two perennial streams are roughly parallel, approx-
imating the assumptions used in deriving Equation 13. The Northern 
region encompasses roughly 3300 km2 of the Loup River basin in the 
central Sand Hills. The Southern Region has an area of 2200 km2 and 
lies in the Republican River basin, while the Eastern region encom-
passes 1500 km2 in the Loup River basin. Average annual precipitation 
from 1981 to 2010 was 549, 540, and 684 mm year−1 for the Northern, 
Southern, and Eastern regions, respectively (PRISM 2015). The surfi-
cial geology of the Nebraska Sand Hills extends slightly into the up-
stream portions of the Southern and Eastern regions and then tran-
sitions to loess in the downstream portions. All three regions overlie 
the High Plains aquifer. 
Figure 4. Water table contours used to estimate recharge in the Northern, Southern, 
and Eastern regions of Nebraska. Contours on the 1995 and 2012 maps are shown at 
100 ft. (30.5 m) and 75 ft. (22.9 m) intervals, respectively. An example contour and 
curve fit from the Northern Region are also shown (note that axes showing curve 
fit are aligned with latitude and longitude, but rotated 90°; units are km). Multiple 
contours were analyzed and the mean recharge values are reported in Table 1 for 
each region and water table contour map.  
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Two previously published water table elevation maps were utilized. 
The first map used groundwater level data from spring of 1995. Man-
ual interpolation techniques were applied mostly to 7.5 min maps, 
with hand-drawn contours in the vicinity of streams (Flowerday et al. 
1998; Summerside et al. 2001). The second map interpolated ground-
water levels mostly from spring seasons of 2009 to 2012 (6 out of the 
91 measurements in our study regions were made during 2001 to 
2008; A. Young, personal communication, 2018) using natural neigh-
bor interpolation in ArcGIS software; minor corrections were made 
when groundwater elevation was greater than ground stream eleva-
tion etc. (A. Young, personal communication, 2017). 
These two maps, referred to as 1995 and 2012 maps, respectively, 
were reasonably similar for the three regions analyzed in this paper 
(i.e., contours were oriented in a consistent direction, indicating a re-
charge area). Exact dates are not available for all groundwater level 
measurements, but the measurements were made in spring to allow 
groundwater levels to recover from seasonal pumping (e.g., in areas 
irrigated with groundwater) (Flowerday et al. 1998; Summerside et 
al. 2001). For instance, 99% of the measurements for the 2012 map oc-
curred in the months of March or April. For all regions, accumulated 
precipitation over the 5 years prior to mapping (e.g., period of April 
1, 2007 to April 1, 2012) was within 10% of long-term normal accu-
mulation, with the exception of the Southern Region in 2012, which 
was 20% higher than long-term normal accumulation (climod.unl.
edu, Northeast Regional Climate Center, supported by High Plains 
Regional Climate Center; accessed April 4, 2018). Differences between 
the two maps offered an opportunity to assess sensitivity of the pro-
posed method to temporal changes in water table elevations, interpo-
lation techniques, and different spatial density of groundwater lev-
els used. 
Data Analysis and Results 
For each region, quadratic equations were fit to several water table 
contours (Figure 4) to find the coefficient a used in Equation 13 (nu-
merical approach, Table 1). We also measured the dimensions of w 
and D (Equation 14; Analytical Approach A) and calculated area be-
tween each map contour and its base line (Equation 15; Analytical 
Approach B) to calculate a. Stream gradient IS was determined from 
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a land surface digital elevation model (USGS 2017). Transmissivity T 
was based on existing saturated thickness (McGuire et al. 2012) and 
aquifer hydraulic conductivity data sets after Houston et al. (2013). 
Details of IS and T calculations and values for each map region are in-
cluded in Appendix E. 
For the numerical approach, extracted points of groundwater ele-
vation contours were plotted and a quadratic equation was fit to the 
data (Figure 4). On average, the 1995 contours for the three regions 
had slightly higher R2 (0.89), compared to 0.86 for the 2012 contours. 
For Analytical Approach A, the distance 2w was measured between 
the water table contour—stream intersections for each contour. Then, 
starting at the midpoint between the two streams (i.e., distance w 
from the streams, Figures 2 and 3) the perpendicular distance be-
tween the “2w” base line and the water table contour was measured. 
The values for w and D ranged from 8 to 18 km and 0.1 to 18 km, re-
spectively. For Analytical Approach B, the area between the base line 
and the contour was calculated in ArcGIS®, and values for A ranged 
from 0.7 to 454 km2. 
Recharge for the three regions and two maps was 95 mm year−1, 
on average (based on both 1995 and 2012 maps, and both numeri-
cal and analytical approaches, n =18, Table 1). The Southern Region 
had the lowest recharge, on average (41 mm year−1, n = 6, Figure 5), 
which is consistent with lower long-term annual precipitation rela-
tive to the Northern and Eastern regions. The highest mean recharge 
Table 1. Recharge and Quadratic Coefficients from Numerical and Analytical (Analyt.) Approaches 
  Numerical1  Analyt. A2  Analyt. B3  Numerical  Analyt. A  Analyt. B
   R R R a a a
Region Date  (mm year−1)   (km−1) 
Northern 1995 218 216 228 0.0467 0.0462 0.0488
Northern 2012 147 117 105 0.0325 0.0260 0.0233
Southern 1995 54 40 40 0.0323 0.0243 0.0241
Southern 2012 42 37 32 0.0276 0.0244 0.0214
Eastern 1995 89 64 72 0.0713 0.0510 0.0578
Eastern 2012 117 47 45 0.0910 0.0368 0.0349
1. Calculated using Equation 13. 
2. Calculated using Equation 14. 
3. Calculated using Equation 15.  
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was observed in the Northern Region (172 mm year−1), consistent with 
very low surface water runoff in the Nebraska Sand Hills compared 
to the Eastern and Southern Regions (mostly dissected loess plains). 
Online supporting information contains all w, D, A, and a values 
from analytical approaches and a and R2 values from the numerical 
approach (Table S1, Supporting Information). Coefficients of variation 
for a in each region ranged from 23 to 73%, with an average of 42%. 
This variability highlights the benefit of estimating recharge based on 
several contours within a region, when possible. Supporting infor-
mation (Figure S1) also includes illustrations of the quadratic curves 
with highest and lowest R2 for each region, along with line segments 
showing D and w for the respective contours. 
Discussion 
Comparison with Other Methods 
We compared recharge estimates for the three regions in this study 
to previously published recharge estimates (Figure 5), primarily 
Figure 5. Comparison of mean recharge rates from water Table (WT) contours with 
previously published estimates. Note that values for Szilagyi et al. (2012) were for 
the entire Nebraska Sand Hills region, while values for Szilagyi and Jozsa (2013) 
were calculated from GIS raster files for their Figures 4 and 10. Locations where 
groundwater elevation was measured in each region (predominantly during years 
2009 to 2012, for the 2012 water table map) are also shown.  
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Szilagyi and Jozsa (2013), Szilagyi et al. (2012), and Wang et al. 
(2016). The statewide (1 km resolution) recharge maps of Szilagyi 
and Jozsa (2013) are based on evapotranspiration (ET) estimates, de-
rived from moderate resolution imaging spectroradiometer (MO-
DIS) and precipitation (P) data, with corrections for runoff. Szila-
gyi and Jozsa (2013, their figure 4) show P-ET values, while their 
figure 10 shows best estimates of recharge across the state, with un-
certainty estimated at 10 to 15% of precipitation for the area of in-
terest. Taking 12.5% of long-term average precipitation in our study 
regions gives ±69, ±68, and ±86 mm year−1 for Northern, Southern, 
and Eastern regions, respectively. 
Overall, groundwater recharge rate estimates from water table 
contours appear reasonable, but mostly tend toward the upper lim-
its of previous published estimates. Based on soil moisture measure-
ments and inverse modeling, recharge estimates from Wang et al. 
(2016) were generally higher than from Szilagyi and Jozsa (2013). 
Similarly, groundwater recharge estimates from water table con-
tours were generally high relative to mean values, but mostly within 
the range of values from Szilagyi and Jozsa (2013, their figures 4 
and 10) for each respective region. Billesbach and Arkebauer (2012) 
approximated groundwater recharge of 115 ±20 mm year−1 at a re-
search site roughly 10 km south of the Northern Region, and Wang 
et al. (2016) modeled 113 mm year−1 at Arthur, NE (~60 km south), 
both similar to estimates from the 2012 water table contours (105 to 
147 mm year−1). For the Southern Region, Wang et al. (2016) found 
recharge rates of 43.5 mm year−1 and < 0.01 mm year
−1
 at the nearest 
Automated Weather Data Network Locations (McCook and Curtis, 
NE, respectively). 
Comparison of Analytical and Numerical Approaches Applied to 
Two Different Water Table Maps 
Despite the different potential biases for the three different ap-
proaches (Appendices C, D, and E), the coefficients of variation in R 
were mostly low. All regions had a coefficient of variation ≤17%, with 
the exception of the Eastern region (2012 map; 59%). The low vari-
ability in R between the different approaches suggests the methods 
used in this paper are robust, and uncertainty is on par with other re-
charge estimation methods. 
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Recharge estimates from the analytical approaches were lower than 
estimates from the numerical approach for all cases except the 1995 
water table contours in the Northern Region. A key difference is that 
the numerical approach always integrates the maximum curvature 
of the water table contours (i.e., extreme values along the contour are 
accounted for as part of the least squares curve fitting), while Analyt-
ical Approach A (Equation 14) requires the variable D be measured at 
only one point. Due to irregularities along the water table contour, D 
may be underestimated in some cases (see Figure S1). Similarly, cal-
culation of A for Analytical Approach B reflected contour irregulari-
ties that differed from the full parabolic shape predicted by the ana-
lytical model. For water table contours with significant irregularities, 
comparisons among numerical and analytical approaches are recom-
mended to evaluate for potential biases or subjectivity of the method. 
Of the three regions, the Northern Region has the lowest density of 
observation wells (Figure 5). For the 1995 water table contour map, 
only a handful of water table depths were measured in the Northern 
Region (the exact number was not published) and the hand-drawn 
water table contours (Summerside et al. 2001) follow intuitive, but 
possibly biased patterns in some areas. The difference in recharge es-
timates from the 1995 and 2012 water table maps suggests that even 
in areas where hydrogeology is sometimes viewed as relatively uni-
form (e.g., Nebraska Sand Hills), increased monitoring of groundwa-
ter elevations could be valuable. 
Sources of Uncertainty to Consider in Future Studies 
Appendices B through E include discussion of various sources of un-
certainty related to the three different calculation approaches used 
in this study, and uncertainties in T and IS . In addition, we note that 
this study was based on previously published groundwater eleva-
tion maps, which are the product of a long-term groundwater mon-
itoring program that began in the 1950s (e.g., Reed 1956; Young et 
al. 2016). Transmissivity was determined from Houston et al. (2013) 
which relied on geologic exploration (including the large and system-
atic Nebraska Conservation and Survey Division Test Hole drilling 
program initiated in the 1940s) and subsequent interpretations that 
have been successfully used in calibrated and published groundwa-
ter models (e.g., Bitner 2005; Cannia et al. 2006; Stanton et al. 2010; 
Gilmore ,  Zlotnik ,  &  Johnson  in  Groundwater  ( 2 0 1 8 )      17
Rossman 2015). Clearly, many potential study sites will not have sim-
ilar density of observations or previous published studies with which 
to gauge uncertainties. However, the potential uncertainty of any sin-
gle variable in Equations 13 to 15 will map linearly to uncertainty in 
recharge (on a percentage basis, e.g., 20% error in hydraulic conduc-
tivity used to calculate T would result in 20% error in R), with the ex-
ception of the w2 term. Below we explore potential uncertainty in one 
such term, D, due to the timing of groundwater level observations in 
irrigated areas. Similar exercises should be conducted when consid-
ering how data limitations or biases may affect recharge estimates at 
future study sites. 
Effect of Water Table Seasonality 
Given that a steady-state model was developed and applied in this 
study, use of a water table contour map developed from annually av-
erage groundwater levels would be ideal. However, even in Nebraska 
where groundwater level data is relatively abundant, high density 
regional well networks with long-term and frequent (e.g., daily) re-
cords are generally not available. Thus, we used existing water ta-
ble contour maps based on spring-time water level measurements. 
However, if needed, the estimates of the potential bias in recharge re-
sulting from water table elevation seasonality on recharge estimates 
can be assessed with Equation 14. Figure 6 depicts a change in D be-
tween springtime (Dspring) and late summer or early fall (Dfall), when 
groundwater is withdrawn from the area between the two streams. 
Annually averaged water table contours would likely fall between 
these two extremes. 
The key question is the error in R resulting from changes in D (i.e., 
ΔD, shown in Figure 6). Consider recharge rates Rspring and Rfall corre-
sponding to Dspring and Dfall, respectively. Equation 14 indicates that 
the relative errors in parameters R and D are identical: 
Rfall − Rspring  =
 Dfall − Dspring                                              (19) 
                                        Rfall                 Dfall
Therefore, for an area where irrigation pumping occurs in the 
summer ΔD/Dfall = 50% (or ΔD of approximately 2 km in the South-
ern Region, for example) would induce an equivalent bias of 50% in 
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calculated recharge rate. Assuming water levels are near steady state 
in the fall and in the spring, this crude estimate can assist in evalu-
ating the sensitivity of recharge estimates to seasonality and can be 
used as a screening tool to determine applicability of the method in 
other study areas. 
Conclusions 
1. Water table patterns reflect the balance between recharge and dis-
charge in areas with stream-aquifer interaction. In many cases, 
groundwater contours between streams display a parabolic con-
vex shape over significant scales of space (e.g., 10 km and greater 
in this study) and time (e.g., months to years). The proposed 
Figure 6. Example scenario where seasonal variation in groundwater levels could 
influence recharge estimates, using variable D from Equation 14 and Figure 3. 
Spring-time water table contours based on higher groundwater elevations, prior 
to aquifer drawdown from irrigation in the summer, may have greater length in 
the spring (Dspring) than groundwater elevations measured later in the year (Dfall).   
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approach to recharge estimation is based on a simple analytical 
model of groundwater flow between two parallel sloping stream 
segments (drainages). Assuming aquifer homogeneity, the model 
requires only three parameters, namely the aquifer transmissiv-
ity, the stream slopes, and the curvature or dimensions of water 
table contours between two streams. 
2. Using GIS-based analysis, the method was applied for recharge es-
timation from two different water table maps for three regions in 
Nebraska. Application of three different approaches (one numer-
ical and two analytical) gave consistent results, despite different 
potential sources of uncertainty or bias. Further, in spite of the 
simplicity of conceptual and mathematical models and some sub-
jective elements in pattern recognition, calculated recharge rates 
were consistent with other studies, including those based on re-
mote sensing estimates of evapotranspiration or inverse model-
ing based on field soil moisture time series. 
3. Considering its simplicity, this method may be a useful diagnostic 
tool for evaluation and clarification of regional water table maps 
by verifying consistency between transmissivity, sampling sched-
ules, density of water table observations and, sometimes land sur-
face DEM. This method can be applied to relatively small datasets 
and aid in prioritizing groundwater level monitoring programs. 
The simplicity of the model necessarily limits the hydrogeologi-
cal settings where it may be applied. Our analyses produced rea-
sonable recharge rates from real-world data from three regions 
in Nebraska, at least for the type of diagnostic applications de-
scribed above.   
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Appendix A 
Estimating the Correction s(x, y) 
                                            ∞
             s (x, y) = − 16Rw
2
  ∑ (−1)n cos (γnx) e − γny  
                                 π
3T    n=0           (2n + 1)3 
γn =
 π (2n + 1)                                                 (A.1) 
                                                    2w
The locus of the largest absolute value of this function is at a point 
(x = 0, y = 0): 
                                                     ∞
  s (0, 0) = − 16Rw
2
  ∑    
(−1)n
                                            (A.2) 
                                          π
3T    n=0  (2n + 1)
3
Using Catalan’s constant (Gradshteyn and Ryzhik 2000, Equation 
6.234.3 and Equation 9.73), 
                                           ∞
G = ∑       
(−1)n 
     ≈ 0.915966                               (A.3) 
                                           n=0   
(2n + 1)3
one obtains correction s(x, y) along y-axis as follows: 
                                                 ∞
s(0, y)  = 1  ∑     
(−1)n 
      e
 − π(2n+1) y/2w                        (A.4) 
                              s(0, 0)    G  n=0  (2n + 1)
3
For y/2w > 0.25, value of correction s(x, y) is less than 1% of s(0, 0) 
and can be neglected. 
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Appendix B 
Calculating R Using Numerical Analyses and GIS 
The algorithm requires finding a as follows: 
1. Select an actual digital water table contour in ArcGIS. 
2. Acquire coordinates (x,y) at contour points. We extracted coordi-
nates at 10-m increments along the contour. 
3. In Excel®, fit y = −ax2 + bx + c to the contour points and find para-
meter a. 
4. Using T and IS found as described in Appendix E, and Equation 13 
of the main text, calculate recharge rate for the selected contour. 
5. Repeat the process for each contour, and calculate the mean R for 
the region. 
Potential bias of the numerical approach may stem from the orien-
tation of streams and/or groundwater flow patterns, which may not 
match expected coordinate systems (e.g., latitude and longitude). The 
water table contours in the three regions for this study were reason-
ably oriented to allow curve fitting (when longitude was plotted on 
the vertical axis, and latitude on the horizontal axis, to allow use of 
the standard trend line tool in Excel), but rotation of water table con-
tours may be required in other studies. A potential advantage of the 
Numerical Approach is quantification of misfit between theoretical 
and actual contours (see R2 values in Table S1 and Figure S1). Devi-
ation from theoretical patterns could arise from violations of model 
assumptions (e.g., non-uniform recharge, perhaps from focused re-
charge through canals or dry channels, or other means). 
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Appendix C 
Analytical Approach A to Determine R 
1. For each water table contour, locate the two points of intersection 
with the stream. 
2. Enclose the contour area by drawing a line segment (“base”) be-
tween the intersection points and calculating its length, 2w. 
3. Locate mid-point of the base. 
4. Draw a normal from the mid-point of the base. 
5. Calculate the intersection of the normal with the contour to deter-
mine the length D. 
6. Use Equation 14 of the main text with T and IS as described in Ap-
pendix E to calculate recharge rate for the selected contour. 
7. Repeat the process for each contour and calculate the mean R for 
the region. 
Potential bias from using analytical Approach A stems from bias in 
locating end points and measurement of width between streams be-
cause of (1) non-parallel streams, (2) equipotentials that deviate from 
predicted contour patterns, and (3) base lines that may not be nor-
mal to the streams. Additional uncertainty arises from visual iden-
tification of D, which may not intersect the contour at a representa-
tive distance from the base line. Of the three approaches, Analytical 
Approach A may be most sensitive to three-dimensional patterns of 
flow near streams, where water table contours may deviate from the-
oretical patterns. For Analytical Approach B and the Numerical Ap-
proach, these small deviations may be “averaged out” or have mini-
mal effect on curve fitting and/or area calculations. 
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Appendix D 
Analytical Approach B to Determine R 
This approach includes the following steps: 
1. Steps 1 to 2 from Analytical Approach A. 
2. Calculate the areas enclosed by the base line and the contour in 
ArcGIS. 
3. Use Equation 15 of the main text and T and IS as described in Ap-
pendix E to calculate recharge rate for the selected contour. 
Potential bias when using Analytical Approach B may result, as 
with Analytical Approach A, from uncertainty in the location of end 
points and measurement of width between streams. 
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Appendix E 
Calculating IS and T and Associated Uncertainties 
To define the three regions (Northern, Southern, Eastern), water ta-
ble contours were clipped from the existing 1995 and 2012 water ta-
ble maps in ArcGIS (Figure 4). Transmissivity (T) and stream slope 
(IS) were then calculated for each region (Table E.1). 
Stream gradient was calculated between upstream and downstream 
pairs of groundwater elevation contours (zup and zdown, respectively) 
separated by distance between them d as follows 
IS =
 zup − zdown                                                (E.1)
                                                      d     
where ground surface elevation, extracted from USGS (2017) at the 
intersection of a groundwater elevation contour and the stream (re-
ferred to here as “endpoints”). We note that the stream slope was 
estimated at larger length scale than a single meander and is likely 
greater than the actual slope of the streambed. 
Transmissivity was estimated by multiplying spatially weighted 
average saturated hydraulic conductivity (K) and thickness (b): 
T = K· b                                                          (E.2) 
Value b was area-weighted for each region: 
b =
 ∑
n
i=1 
Ai · bi                                                (E.3) 
                                                    ∑
n
i=1 
Ai 
where Ai is i-th area of the saturated thickness bi , and n is the num-
ber of different areas in the region. Values for bi and Ai were extracted 
from an existing polygon feature class (McGuire et al. 2012) with 
30.5 m (100 ft) vertical resolution (for each thickness interval, bi was 
taken as the mid-interval, e.g., for the 30.5 to 61 m thickness interval, 
bi = 45.8 m). Spatially weighted average saturated thicknesses ranged 
from 220 m (standard deviation, σ =24 m) in the Northern region, to 
70 m (σ = 34) and 110 m (σ = 43 m) meters in the Southern and East-
ern regions, respectively. 
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Spatially weighted average saturated hydraulic conductivity (K) 
values were based on existing hydraulic conductivity estimates from 
borehole data (Houston et al. 2013), which were interpolated using a 
spline with barriers (minimum curvature technique, Zoraster 2003). 
Values were extracted at 10-m intervals along each water table con-
tour from interpolated K-surface, and the mean K value was calcu-
lated for each region. 
Uncertainty in I S and T from Spatial Variability was calculated 
for each region. The standard error (σ/ √ n) of I S was calculated to 
evaluate uncertainty shown in Table E.1. Low variability in I S sug-
gests that the uniformity of slopes of the streams in each region was 
a reasonable approximation. For T, variability in K and b was propa-
gated using the standard approach to uncertainty propagation (Tay-
lor 1997). The uncertainty estimates are based strictly on variability 
in the various terms, and do not explicitly account for uncertainty in 
measurement techniques (e.g., possibly biased-high K if only pro-
duction-well or irrigation-well geologic information is used) or the 
conceptual model assumptions used in deriving Equation 13 (i.e., 
“model error”). 
Because saturated thickness b was spatially weighted (i.e., a 
weighted average) the weighted standard deviation was used, cal-
culated as 
σb = 
        n′      
·
   ∑
n
i=1 Ai · (b − bi )
2                                (E.4) 
                                   √   n′ − 1              ∑n
i=1 
Ai 
where n’ is the number of non-zero values of bi (Heckert and Filliben 
2003). 
Table E.1. Transmissivity and Stream Slope for Each Region, with Uncertainties 
in Parentheses 
  T  IS (×10
3) 
Region  Date  (m2 day−1)  (m month−1) 
Northern  1995  2361 (186)  2.71 (0.17) 
Northern  2012  2460 (217)  2.52 (0.23) 
Southern  1995  824 (143)  2.77 (0.31) 
Southern  2012  741 (203)  2.79 (0.42) 
Eastern  1995  1050 (154)  1.63 (0.07) 
Eastern  2012  1096 (160)  1.60 (0.09)
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Supporting Information 
Additional supporting information follows the References, including:  
Table S1. Summary of Variables Calculated for the Numerical Approach 
and Analytical Approaches A and B, Including a, D, w. For the Numerical 
Approach, the R2 value each curve fit is also shown. 
Figure S1. Examples of quadratic curves fit to groundwater elevation con-
tours. The best and worst curve fits are shown for each region. 
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Numerical Numerical Analyt. A Analyt. A Analyt. A Analyt. B Analyt. B
a R 2 D w a A a
Region Date Contour (km-1) (-) (km) (km) (km-1) (km2) (km-1)
Northern 1995 1* 0.0384 1.00 2.3 8.0 0.0350 25.0 0.0362
Northern 1995 2 0.0395 0.97 2.7 9.1 0.0322 35.2 0.0348
Northern 1995 3 0.0377 0.80 3.7 10.0 0.0364 62.1 0.0461
Northern 1995 4 0.0471 0.92 5.5 11.2 0.0442 90.8 0.0486
Northern 1995 5 0.0545 0.96 9.0 12.9 0.0539 150.9 0.0522
Northern 1995 6 0.0552 0.99 13.9 13.6 0.0754 183.7 0.0549
Northern 1995 7 0.0607 0.99 9.8 13.8 0.0515 215.7 0.0614
Northern 1995 8 0.0689 0.99 11.3 14.3 0.0550 271.8 0.0692
Northern 1995 9 0.0611 0.98 14.7 15.9 0.0583 319.4 0.0597
Northern 1995 10 0.0566 0.97 17.3 17.2 0.0586 381.7 0.0563
Northern 1995 11 0.0530 0.94 17.8 17.8 0.0564 408.2 0.0545
Northern 1995 12 0.0526 0.81 17.2 17.7 0.0548 447.5 0.0604
Northern 1995 13 0.0452 0.66 16.4 17.7 0.0520 453.7 0.0609
Northern 1995 14* 0.0369 0.63 13.7 16.8 0.0489 386.3 0.0615
Northern 1995 15 0.0442 0.94 13.5 17.5 0.0445 309.8 0.0437
Northern 1995 16 0.0387 0.87 10.4 16.5 0.0384 280.0 0.0470
Northern 1995 17 0.0310 0.82 8.3 16.8 0.0294 161.2 0.0257
Northern 1995 18 0.0344 0.89 6.3 14.9 0.0283 134.0 0.0304
Northern 1995 19 0.0316 0.91 5.0 14.2 0.0250 92.4 0.0243
Northern 2012 1 0.0765 0.92 3.0 9.5 0.0325 37.0 0.0319
Northern 2012 2 0.0250 0.82 2.5 10.3 0.0235 40.8 0.0277
Northern 2012 3 0.0225 0.97 3.4 12.8 0.0205 58.3 0.0207
Northern 2012 4 0.0302 0.99 4.8 14.5 0.0228 87.6 0.0215
Northern 2012 5 0.0289 0.86 8.5 17.0 0.0293 164.7 0.0251
Northern 2012 6 0.0296 0.89 8.5 17.6 0.0274 163.0 0.0223
Northern 2012 7 0.0453 0.87 10.6 17.6 0.0340 207.1 0.0283
Northern 2012 8 0.0337 0.77 8.1 17.7 0.0259 118.6 0.0161
Northern 2012 9 0.0214 0.85 8.2 18.0 0.0252 142.8 0.0183
Northern 2012 10 0.0375 0.86 9.4 16.6 0.0342 206.4 0.0338
Northern 2012 11 0.0284 0.90 7.6 16.9 0.0265 148.2 0.0230
Northern 2012 12 0.0276 0.98 6.1 15.9 0.0243 125.0 0.0235
Northern 2012 13 0.0165 0.99 1.2 10.0 0.0116 14.3 0.0106
Southern 1995 1* 0.0401 1.00 1.9 9.9 0.0193 22.9 0.0178
Southern 1995 2 0.0341 0.99 3.0 10.7 0.0259 44.1 0.0269
Southern 1995 3 0.0292 0.92 4.5 12.7 0.0275 79.0 0.0286
Southern 1995 4 0.0165 0.91 3.2 13.8 0.0168 71.4 0.0202
Southern 1995 5 0.0101 0.95 2.3 15.0 0.0103 63.6 0.0141
Southern 1995 6 0.0221 0.97 4.0 15.6 0.0162 90.2 0.0178
Southern 1995 7 0.0407 0.99 5.9 15.3 0.0250 112.7 0.0235
Southern 1995 8 0.0264 0.99 5.1 16.0 0.0199 91.5 0.0166
Southern 1995 9 0.0454 0.92 10.0 16.7 0.0359 206.1 0.0333
Southern 1995 10 0.0515 0.90 10.5 16.1 0.0402 213.6 0.0380
Southern 1995 11 0.0388 0.99 8.5 16.9 0.0300 179.5 0.0281
Southern 2012 1 0.0003 1.00 0.1 12.5 0.0008 0.8 0.0003
Southern 2012 2 0.0395 0.63 6.5 13.2 0.0374 71.6 0.0235
Numerical Numerical Analyt. A Analyt. A Analyt. A Analyt. B Analyt. B
a R 2 D w a A a
Region Date Contour (km-1) (-) (km) (km) (km-1) (km2) (km-1)
Southern 2012 3 0.0125 0.77 2.6 15.0 0.0115 58.7 0.0131
Southern 2012 4* 0.0262 0.49 8.5 14.7 0.0396 105.0 0.0250
Southern 2012 5 0.0313 0.94 4.5 16.3 0.0168 107.3 0.0185
Southern 2012 6 0.0558 0.82 10.3 16.0 0.0401 260.6 0.0477
Eastern 1995 1 0.1036 0.75 13.1 13.8 0.0683 268.6 0.0759
Eastern 1995 2 0.0978 0.81 10.3 14.8 0.0472 233.7 0.0546
Eastern 1995 3 0.1005 0.82 11.2 12.5 0.0718 240.9 0.0929
Eastern 1995 4 0.0318 0.93 3.9 12.3 0.0254 83.8 0.0335
Eastern 1995 5 0.0445 0.98 3.2 11.3 0.0251 50.6 0.0262
Eastern 1995 6 0.0189 0.63 3.2 9.4 0.0357 54.7 0.0488
Eastern 1995 7 0.0472 0.64 7.2 11.7 0.0524 121.8 0.0573
Eastern 1995 8 0.1262 0.80 10.5 11.3 0.0824 139.4 0.0730
Eastern 2012 1 0.1308 0.83 9.6 13.9 0.0498 196.3 0.0552
Eastern 2012 2 0.1473 0.90 7.0 13.9 0.0359 152.3 0.0421
Eastern 2012 3* 0.0858 0.99 3.3 12.2 0.0218 66.7 0.0273
Eastern 2012 4 0.0613 0.93 1.8 10.4 0.0170 29.6 0.0197
Eastern 2012 5 0.0424 0.93 4.8 11.7 0.0355 63.8 0.0301
Eastern 2012 6* 0.0784 0.61 8.5 11.8 0.0607 76.6 0.0350
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