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Heteroscedastic stratified two-way EC models
of single equations and SUR systems
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A relevant issue in panel data estimation is heteroscedasticity, which often occurs when
the sample is large and individual units are of varying size. Furthermore, many of the
available panel data sets are unbalanced in nature, because of attrition or accretion, and
micro-econometric models applied to panel data are frequently multi-equation models.
This paper considers the general least squares estimation of the heteroscedastic stratified
two-way error component (EC) models of both single equations and seemingly unrelated
regressions (SUR) systems (with cross-equations restrictions) on unbalanced panel data.
The derived heteroscedastic estimators of both single equations and SUR systems im-
prove the estimation efficiency.
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1. INTRODUCTION
In applied econometrics, there is an increasing use of panel data, that Baltagi (2013,
page 1) defines as ‘the pooling of observations on a cross-section of households, coun-
tries, firms, etc. over several time periods’. The reason for this increasing use is that
panel data sets are more informative, since they often provide richer and more disag-
gregated information. Furthermore, they allow to model individual heterogeneity and
to address aggregation issues. Finally, since they span over several time periods, they
also allow to describe the dynamics of the phenomena under study.
The error component (EC) model is the standard approach to the estimation of indi-
vidual and time effects in econometric single-equation models based on panel data (see
Baltagi, 2013, for a review of the methods). Many of the available data sets are unbal-
anced in nature, that is, not all the individuals are observed over the whole time period.
Several and different reasons, such as attrition or accretion, may produce an incomplete
panel data set. Therefore, standard single-equation EC models have been extended to
the econometric treatment of unbalanced panel data: Biørn (1981) and Baltagi (1985)
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discussed the single-equation one-way EC model, Wansbeek and Kapteyn (1989) and
Davis (2002) extended such estimation method to the two and multi-way cases.
Although often discarded in empirical applications, a relevant issue in panel data
estimation is heteroscedasticity, which often occurs when the sample is large and ob-
servations differ in “size characteristic” (i.e., the level of the variables). Under this per-
spective, heteroscedasticity arises from the fact that the degree to which a relationship
may explain actual observations is likely to depend on individual specific characteris-
tics. On the other hand, the error variance may also systematically vary across observa-
tions of similar size and, in practice, the two different sources of heteroscedasticity may
be simultaneously present (see Lejeune, 1996, 2004). This means that heteroscedastic-
ity is the rule rather than the exception when dealing with individual data concerning
households or firms. Assuming homoscedastic disturbances when heteroscedasticity is
present will still result in consistent estimates of the regression coefficients, but these
estimates will not be efficient. Also, the standard errors of the fixed-effect (FE) esti-
mates will be biased and robust standard errors should be computed in order to correct
for the possible presence of heteroscedasticity.
Several authors have analyzed the problem of heteroscedasticity in balanced panel
data, usually considering a single-equation regressionmodel with one-way disturbances
εit = µi+uit
1. Baltagi and Griffin (1988) are concernedwith the estimation of a random-
effect (RE) model allowing for heteroscedasticity on the individual-specific error term
var(µi) = ϕ
2
i . In contrast, Rao et al. (1981), Magnus (1982), Baltagi (1988), and
Wansbeek (1989) adopt a symmetrically opposite specification allowing for heteroscedas-
ticity on the remainder error term var(uit) = ψ
2
i .
As Mazodier and Trognon (1978) pointed out, if the ϕ2i ’s are unknown, then there
is no hope to estimate them from the data: even if the µi’s were observed, it would
be impossible to estimate their variances from only one observation on each individual
disturbance. Therefore, the model proposed by Baltagi and Griffin (1988) suffers from
the incidental parameters problem2 (see Phillips, 2003; Baltagi, 2013). Furthermore,
also the models allowing for heteroscedasticity on the remainder error term uit suffer
from the incidental parameters problem when the time dimension of the panel is short.
There are two possible solutions to avoid the incidental parameters problem (see
Baltagi, 2013): either to allow the variances to change across strata (i.e., stratified
EC models) or, if the variables that determine heteroscedasticity are known, to spec-
ify parametric variance functions (i.e., adaptive estimation of heteroscedasticity of un-
known form).
1 While all these papers assume constant slope coefficients, Bresson et al. (2006, 2011) allow varia-
tions in parameters across cross-sectional units in order to take into account the between individual hetero-
geneity. Hence, these authors derive a hierarchical Bayesian panel data estimator for a random coefficient
model (RCM), where heteroscedasticity is modeled following both the RCMs on panel data proposed by
Hsiao and Pesaran (2004) and Chib (2008) and the general heteroscedastic one-way EC model proposed by
Randolph (1988), who assumes that both the individual-specific term µi and the remainder error term uit are
heteroscedastic.
2 Neyman and Scott (1948) study maximum likelihood (ML) estimation of models having both struc-
tural and incidental parameters: while the structural parameters can be consistently estimated, the incidental
parameters cannot be consistently estimated. These authors show that the estimation of the ML model is in-
consistent (or partially inconsistent) if the model contains nuisance or incidental parameters which increase
in number with the sample size.
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Mazodier and Trognon (1978) proposed a stratified two-way EC model, i.e., εit =
µi + νt + uit , on balanced panels in which both the individual-specific effect µi and
time-specific effect νt variances are constant within subsets of observations (or strata),
but are allowed to change across strata. More recently, Phillips (2003) considers a
stratified one-way EC model, again on balanced panels, where the variances of the
individual-specific effect µi are allowed to change not across individuals but across
strata, and provides an expectation-maximization (EM) algorithm to estimate the model’s
parameters.
Li and Stengos (1994) derive an adaptive estimator for the heteroscedastic one-way
EC model using balanced panel data where heteroscedasticity is placed on the remain-
der error term, and hence, var(uit |xit) = ψ (xit) ≡ ψ
2
it .
3 Later, Roy (2002) derives a
similar adaptive estimator where heteroscedasticity is placed on the individual-specific
term rather than the remainder disturbance, and hence, var(µi|x¯i) = ϕ (x¯i) ≡ ϕ
2
i .
Baltagi et al. (2005) check the sensitivity of these two adaptive heteroscedastic esti-
mators to misspecification of the form of heteroscedasticity, showing that misleading
inference may occur when heteroscedasticity is present in both components. There-
fore, accounting for both sources of heteroscedasticity seems to be very important in
empirical work.
Indeed, if heteroscedasticity is due to differences in size characteristic across sta-
tistical units (i.e., individuals, households, firms or countries), then both error com-
ponents are expected to be heteroscedastic, and it may be difficult to argue that only
one component of the error term is heteroscedastic but not the other (see Bresson et al.,
2006, 2011). To this end, Randolph (1988), working on unbalanced panel data, al-
lows for a more general heteroscedastic single-equation one-way EC model, assuming
that both the individual-specific and remainder error terms are heteroscedastic, i.e.,
var(µi) = ϕ
2
i and E
(
uuT
)
= diag(ψ2it ). Lejeune (1996, 2004) is concerned with the
estimation and specification testing of a full heteroscedastic one-way EC model, in the
spirit of Randolph (1988) and Baltagi et al. (2005), and specifies parametrically the
variance functions. Baltagi et al. (2006), in the spirit of Randolph (1988) and Lejeune
(1996, 2004), derive a joint Lagrange multiplier (LM) test for homoscedasticity against
the alternative of heteroscedasticity both in the individual-specific term µi and in the
remainder error term uit .
Micro-econometric models applied to panel data are often multi-equation models.
Primal and dual productionmodels are a common case, when systems of input demands
and/or output supply equations have to be estimated; the same is true for systems of
demand equations in consumer analysis. Baltagi (1980) and Magnus (1982) extended
the estimation procedure of the single-equation model to the case of seemingly unre-
lated regressions (SURs) for balanced panels; Biørn (2004) proposed a parsimonious
technique to estimate one-way SUR systems on unbalanced panel data; Platoni et al.
(2012) extended the procedure suggested by Biørn (2004) to the two-way case. Al-
though heteroscedasticity is a frequent and relevant issue also in the multi-equation
models applied to (unbalanced) panel data, to our knowledge very few papers concern-
ing heteroscedastic SUR systems have been published. A relevant exception is Verbon
(1980), who derived a LM test for heteroscedasticity in a model of SUR equations for
3 Throughout the paper, all vectors and matrices are in non-italics.
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balanced panels.
In order to fill this gap in the literature, this paper extends previous results to the
estimation of the heteroscedastic stratified two-way EC model, i.e., εit = µi+νt + uit ,
on unbalanced panel data4 in case of both single equations and SUR systems (with
cross-equations restrictions). The individual-specific effect µi and remainder error term
uit variances and covariances are constant within strata, but they are allowed to change
across strata. Indeed, the variance and covariance estimations in two-way SUR systems
are implemented, starting from the extension of the two-way single-equationECmodel
from the homoscedastic to the heteroscedastic stratified case. Moreover, the estimation
is implemented by two methods: the quadratic unbiased estimation (QUE) procedure
suggested by Wansbeek and Kapteyn (1989) and the within-between (WB) procedure
proposed by Biørn (2004).
The remainder of the paper proceeds as follows. While Section 2 describes the
heteroscedastic two-way estimation for single equations, Section 3 extends the analy-
sis to the corresponding estimation for SUR systems. Finally, Section 4 draws some
conclusions.
2. HETEROSCEDASTIC SINGLE-EQUATION TWO-WAY EC MODEL
We start by considering an unbalanced panel characterized by a total of n observa-
tions, with N individuals (indexed i = 1, . . . ,N) observed over T periods (indexed
t = 1, . . . ,T ). Let Ti denote the number of times the individual i is observed and Nt
the number of individuals observed in period t. Hence, ∑i Ti = ∑t Nt = n.
In the following we consider the regression model:
yit = x
T
itβ+ µi+νt + uit = x
T
itβ+ εit , (1)
where xit is a k× 1 vector of explanatory variables and β a k× 1 vector of parameters,
µi is the individual-specific effect, νt the time-specific effect, and uit the remainder
error term; in the RE model εit is the composite error term.
Using the n×N matrix ∆µ and the n×T matrix ∆ν , that are matrices of indicator
variables denoting observations on individuals and time periods respectively, we can
define the N×N diagonal matrix ∆N ≡ ∆
T
µ∆µ (diagonal elements correspond to the
Ti’s) and the T × T diagonal matrix ∆T ≡ ∆
T
ν∆ν (diagonal elements correspond to
the Nt ’s), as well as the T ×N matrix of zeros and ones ∆TN ≡ ∆
T
ν∆µ , indicating the
absence or presence of an individual in a certain time period. Hence, using matrix
notation, we can write:
y= Xβ+∆µµ+∆νν+ u= Xβ+ ε, (2)
where X is a n× k matrix of explanatory variables.
Let us assume there exists a meaningful stratification of observations5. Hence, the
unbalanced panel can also be characterized by A strata (indexed a= 1, . . . ,A), with Na
the number of individuals belonging to stratum a. Moreover, the number of observa-
tions related to stratum a is na = ∑i∈Ia Ti, with Ia the set of individuals belonging to
4 The estimation procedures proposed here can definitely be applied also to balanced panel data.
5 In empirical work the number of strata is unidentified. Therefore, it is necessary to use a selection
procedure, such as the Akaike (1974) information criterion, to determine the number of strata.
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stratum a.6
Using the n×A matrix ∆α of indicator variables denoting observations on strata,
we can define the A×A diagonal matrix ∆A ≡ ∆
T
α∆α (diagonal elements correspond
to the na’s) and the A×N matrix of zeros and ones ∆AN ≡ ∆
T
α∆µ∆
−1
N , indicating the
absence or presence of an individual in a certain stratum (notice that ∆Tα∆µ is a matrix
of zeros and Ti’s for i ∈ Ia).
As Mazodier and Trognon (1978) and Phillips (2003), we assume the individual-
specific error and remainder error variances are constant within stratum but change
across strata. Hence, heteroscedasticity on the individual-specific disturbance im-
plies µi ∼
(
0,ϕ2a
)
, while heteroscedasticity on the remainder error term implies uit ∼(
0,ψ2a
)
.
2.1 Robust two-way FE
In the FE model the individual-specific term µi and the time-specific term νt are pa-
rameters to be estimated. Therefore, heteroscedasticity is placed only on the remainder
error uit by assuming uit ∼
(
0,ψ2a
)
. The Within (W) estimator7 is:
βˆW =
(
XTQ∆X
)−1
XTQ∆y, (3)
where the n× n matrix Q∆ on which the two-way EC model transformation is based
is:
Q∆ = QA−PB = QA−QA∆νQ
−∆TνQA, (4)
with QA = In−PA, PA = ∆µ∆
−1
N ∆
T
µ , Q = ∆
T
νQA∆ν , and Q
− the generalized inverse
(see Wansbeek and Kapteyn, 1989; Davis, 2002).8
Under the assumptions of strict exogeneity, consistency, homoscedasticity and no
serial correlation (see assumptions FE.1-FE.3 in Appendix A of Platoni et al., 2012),
theW estimator is consistent and asymptotically normal (see Wooldridge, 2010) with
var
(
βˆW
)
= σˆ2u
(
XTQ∆X
)−1
, (5)
where σˆ2u is the estimator of σ
2
u . However, relaxing the homoscedasticity assumption
(see assumption FE.3 in Appendix A), the expression (5) gives an improper variance-
covariance matrix estimator (see Wooldridge, 2010).
To obtain robust standard errorswe follow the simple method suggested byArellano
(1987) for the one-way EC model, and proposed also by Baltagi (2013). If we stack
6 Note that ∑Aa=1Na = N and ∑
A
a=1 na = n.
7 The number of explanatory variables, obviously without the intercept, is k−1.
8 For a FE model the number of fixed-effect parameters µ1, . . . ,µN and ν1, . . . ,νT increases with the
number of individuals N and periods T , respectively. Hence, the conventional asymptotic result cannot be
applied: if N→∞, then estimates of the parameters µ1, . . . ,µN are necessarily inconsistent for a fixed T (see
Wang and Ho, 2010), and if T → ∞, then estimates of the parameters ν1, . . . ,νT are necessarily inconsistent
for a fixed N. Therefore, when the time dimension of the panel is short, the noise in the estimation of the
incidental parameters µi contaminates theML estimates of the structural parameters (see Bester and Hansen,
2016). The literature proposes some solutions to the incidental parameters problem for some of the models,
usually relying on removing the incidental parameters before estimations (see Wang and Ho, 2010). One
popular approach, widely used in linear models, is to transform the model by the W transformation (i.e., yit
and the (k−1)×1 vector xit are demeaned), as we have done in deriving our estimation.
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the observations for each individual i, we can write:
y˜i =
(
ETi −ETiDiQ
−DTi ETi
)
yi,
X˜i =
(
ETi −ETiDiQ
−DTi ETi
)
Xi,
(6)
where ETi = ITi − J¯Ti , with ITi an identity matrix of dimension Ti, J¯Ti =
JTi
Ti
, and JTi a
matrix of ones of dimension Ti, and Di is the Ti×T matrix obtained from the T ×T
identitymatrix IT by omitting the rows corresponding to periods in which the individual
i is not observed. Therefore, we can compute the Ti× 1 vector e˜i = y˜i− X˜iβˆ
W and the
robust asymptotic variance-covariancematrix of βˆW is:
var
(
βˆW
)
=
(
XTQ∆X
)−1 N
∑
i=1
X˜Ti e˜ie˜
T
i X˜i
(
XTQ∆X
)−1
. (7)
However, since uit ∼
(
0,ψ2a
)
, it is possible to obtain robust standard errors also by
stacking the observations for each stratum a, as described later in Appendix C.
2.2 GLS estimation
In the RE model, not only the remainder error uit , but also the individual-specific error
µi and the time-specific error νt are random variables.
If we assume that the variances of µi, νt , and uit are known, then the general least
squares (GLS) estimator9 forβ, obtained by minimizing εTitΩ
−1εit whereΩ is the n×n
variance-covariancematrix, is given by:
βˆGLS =
(
XTΩ−1X
)−1
XTΩ−1y. (8)
Assuming homoscedasticity and no serial correlation (i.e., the assumption RE.3 in
Appendix B of Platoni et al., 2012), the variance-covariance matrixΩ has the follow-
ing form:
Ω= σ2u In+σ
2
µ∆µ∆
T
µ +σ
2
ν∆ν∆
T
ν , (9)
and the GLS estimator in (8) is efficient. However, assuming homoscedastic µi and/or
uit when heteroscedasticity is present will still result in consistent estimates of the
regression coefficients, but these estimates will not be efficient.
With general heteroscedasticity (see assumption RE.3 in Appendix B), that is µi ∼(
0,ϕ2a
)
and uit ∼
(
0,ψ2a
)
, the matrixΩ in (9) is modified to:
Ω= Ψ+∆µΦ∆
T
µ +σ
2
ν∆ν∆
T
ν , (10)
with the n×nmatrix10 Ψ= diag
(
∆µ∆
T
ANψ
)
, and theA× 1 vectorψ=(ψ21 ,ψ
2
2 , . . . ,ψ
2
A)
T,
the N×N matrixΦ= diag
(
∆TANϕ
)
, and the A× 1 vector ϕ= (ϕ21 ,ϕ
2
2 , . . . ,ϕ
2
A)
T.
The ANOVA-type quadratic unbiased estimator of the variance components based
on theW residuals in the homoscedastic case (9) is determined inWansbeek and Kapteyn
(1989) and Davis (2002). The estimation of the components of the variance-covariance
matrix Ω in the heteroscedastic case (10) can be obtained modifying the QUE proce-
dure suggested by Wansbeek and Kapteyn (1989).
This latter procedure considers the n× 1 residuals e ≡ y−XβˆW from the W esti-
mator in (3), where X is a matrix of dimension n× (k− 1), since it does not include
the intercept. Given that the n× k matrix X in (8) contains a vector of ones, we have
9 Note that the number of explanatory variables, obviously including the intercept, is k.
10 This matrix and the related vector ψ have been already defined in Appendix A.
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to define the n× 1 consistent centered residuals f ≡ Ene = e− e¯, where En = In− J¯n,
with In being an identity matrix of dimension n, J¯n =
Jn
n
, and Jn a matrix of ones of
dimension n. Moreover, we have to define also the na×1 consistent centered residuals
fa =Haf, with Ha the na×nmatrix obtained from the identity matrix In by omitting the
rows referring to observations not related to stratum a, and the matrix J¯na =
Jna
na
, with
Jna a matrix of ones of dimension na.
The adapted QUEs for Ψ, Φ, and σ2ν is obtained by equating:
qna ≡ f
TQ∆H
T
aHaQ∆f →
A
∑
a=1
qna = qn ≡ f
TQ∆f,
qNa ≡ f
T
a J¯nafa →
A
∑
a=1
qNa = qN ≡ f
T∆µ∆
−1
N ∆
T
µ f,
qT ≡ f
T∆ν∆
−1
T ∆
T
ν f,
(11)
to their expected values. For more details on the identities in (11), see the formula (37)
in Appendix D.
Hence, the estimator of ψ2a is:
ψˆ2a =
qna + kaσˆ
2
u
na−Na− τa
. (12)
where ka ≡ tr[(X
TQ∆X)
−1XTQ∆H
T
aHaQ∆X], with ∑
A
a=1 ka = k− 1, τa ≡ na−Na −
tr(HaQ∆H
T
a ), with ∑
A
a=1 τa = T −1. The estimated variance σˆ
2
u is obtained by equating
qn to its expected value (see Wansbeek and Kapteyn, 1989). Furthermore, the estimator
of ϕ2a is:
ϕˆ2a =
qNa −
(
Na− 2
na
n
)
ψˆ2a −
(
kNa − k0a +
na
n
k0+
na
n
)
σˆ2u
na− 2λµa
+
− na
n
λµ σˆ
2
µ −
(
Na− 2λνa +
na
n
λν
)
σˆ2ν
na− 2λµa
.
(13)
where kNa ≡ tr[(X
TQ∆X)
−1XTa J¯naXa], k0≡
ι
T
nX(X
TQ∆X)
−1XTιn
n
, k0a ≡ 2
ι
T
nX(X
TQ∆X)
−1XTa ιna
n
= 2
ι
T
naXa(X
TQ∆X)
−1XTιn
n
, with ιn and ιna vectors of ones of dimension n and na respec-
tively, λµ ≡
ι
T
n∆µ∆
T
µ ιn
n
=
∑Ni=1 T
2
i
n
, λµaϕ
2
a ≡
ι
T
n∆µΦ∆
T
µH
T
a ιna
n
=
∑i∈Ia T
2
i
n
ϕ2a , λν ≡
ι
T
n∆ν∆
T
ν ιn
n
=
∑Tt=1N
2
t
n
, λνa ≡
ι
T
n∆ν∆
T
νH
T
a ιna
n
=
∑t∈Ja Nt
n
, with Ja the set of periods in which individuals
belonging to stratum a are observed. The estimated variances σˆ2µ and σˆ
2
ν are obtained
jointly by equating qN and qT to their expected values (see Wansbeek and Kapteyn,
1989).
Simpler heteroscedastic schemes (i.e., heteroscedasticity only on the individual-
specific disturbance or on the remainder error) can be obtained combining results for
the general scheme with those for the homoscedastic case, although when we consider
the case of heteroscedasticity only on the individual-specific disturbance the expected
value of qNa and the estimated variance ϕˆ
2
a are obtained differently as detailed in equa-
tions (42)-(43) in Appendix D.
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2.3 Monte Carlo experiment – single-equation case
In order to analyze the performances of the proposed techniques, we develop a simple
simulation11 on
y= β0+β1x1+β2x2+β3x3+ ε,
where β0 = 10, β1 =−3, β2 = 8, and β3 =−2.
We assume unbalanced panels with a large number of individuals (N = 250 and
N = 500) extended over a rather long time period (T = 12). This should mimic a real
world situation of a large unbalanced panel for which the two-way EC model is the
appropriate one.
Moreover, the experiment is implemented by considering as strata the deciles of
the independent variable x2. The homoscedastic time variance is σ
2
ν = 6.271, while the
heteroscedastic variances have been generated with ϕ2a = σ
2
µ(1+λ x¯2a)
2, where σ2µ =
6.488, and ψ2a = σ
2
u (1+λ x¯2a)
2, where σ2u = 6.039; λ is assigned values 0,1, and 2,
where λ = 0 denotes the homoscedastic case and the degree of heteroscedasticity in-
creases as the value of λ becomes larger.12
Finally, the independent variables’ values xkit (k = 1,2,3) are generated according
to a modified version of the scheme introduced by Nerlove (1971) and used, among
others, by Baltagi (1981), Wansbeek and Kapteyn (1989), and Platoni et al. (2012):
xkit = 0.1t+ 0.5xkit−1+ωkit , k = 1,2,3
with ωkit following the uniform distribution [−
1
2
,
1
2
] and xki0 = 5+ 10ωki0.
In order to construct the unbalanced panels, we adopt the procedure currently used
for rotating panels, in which we have approximately the same number of individuals
every time period: a fixed percentage of individuals (20% in our case13) is replaced
each time period, but they can re-enter the sample in later periods. Thus, if the number
of individuals is N = 250 then the number of observations is n = 1031, if the number
of individuals is N = 500 then he number of observations is n= 2062.
The results of a 2000-run simulation14 are shown in Table 1 and Table 21516.
Table 1 reports the estimated variances ψˆ2a and ϕˆ
2
a , being the latter computed on
the basis of a remainder error either homoscedastic (σˆ2u ) or heteroscedastic (ψˆ
2
a ). As
one can notice right away, if λ is equal to 1 or 2 (i.e. in the heteroscedastic cases) the
11 The simulations have been implemented with the econometric software TSP version 5.1.
12 Whereas data have been generated by specifying the same parametric variance functions as in
Li and Stengos (1994) and Roy (2002), the proposed estimation method proves to be effective also in the
the case of heteroscedasticity of unknown form, if the strata are identified by using a proper selection proce-
dure, such as the Akaike (1974) information criterion.
13 Also in Wansbeek and Kapteyn (1989) each period 20% of the households in the panel is removed
randomly.
14 With N = 250 the average numbers of observations for each stratum a are n¯a=1 = 78, n¯a=2 = 113,
n¯a=3 = 134, n¯a=4 = 144, n¯a=5 = 145, n¯a=6 = 141, n¯a=7 = 116, n¯a=8 = 77, n¯a=9 = 51, and n¯a=10 = 32;
and with N = 500 they are n¯a=1 = 155, n¯a=2 = 226, n¯a=3 = 269, n¯a=4 = 287, n¯a=5 = 290, n¯a=6 = 282,
n¯a=7 = 232, n¯a=8 = 153, n¯a=9 = 104, and n¯a=10 = 64.
15 As in Baltagi and Griffin (1988) and Phillips (2003), negative variance estimates are replaced by zero.
16 Whereas data have been generated such that the individual-specific error µi and the time-specific error
νt are random variables, Table 2 displays also the results of the two-way FE and robust two-way FE estima-
tions to check the method suggested in subsection 1. Moreover, note that the two-way FE residuals are used
in the QUE procedure of the GLS estimation (and both in the QUE and WB procedures of the SUR systems
estimation in the following section 3).
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estimated variance ϕˆ2a
(
ψˆ2a
)
is closer than the estimated variance ϕˆ2a
(
σˆ2u
)
to the true
value ϕ2a . Moreover, when λ is equal to 0 (homoscedastic case), the heteroscedastic
procedures allow to obtain estimated variances ψˆ2a and ϕˆ
2
a that do not substantially
vary among strata, and that are very close to the estimated values σˆ2u and σˆ
2
µ obtained
through the homoscedastic procedure (also reported in Table 1).
TABLE 1. Simulation results on single-equation two-way EC model:
estimated variances ψˆ2a and ϕˆ
2
a
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
a ψ2a ψˆ
2
a ϕ
2
a ϕˆ
2
a
(
σˆ2u
)
ϕˆ2a
(
ψˆ2a
)
ψ2a ψˆ
2
a ϕ
2
a ϕˆ
2
a
(
σˆ2u
)
ϕˆ2a
(
ψˆ2a
)
λ = 0
1 6.039 6.045 6.488 6.589 6.589 6.039 6.019 6.488 6.560 6.569
2 6.039 6.043 6.488 6.509 6.510 6.039 6.046 6.488 6.538 6.537
3 6.039 6.059 6.488 6.513 6.511 6.039 6.051 6.488 6.522 6.521
4 6.039 6.012 6.488 6.536 6.542 6.039 6.060 6.488 6.499 6.496
5 6.039 6.038 6.488 6.534 6.535 6.039 6.032 6.488 6.525 6.527
6 6.039 6.050 6.488 6.478 6.476 6.039 6.040 6.488 6.488 6.489
7 6.039 6.073 6.488 6.451 6.444 6.039 6.044 6.488 6.528 6.528
8 6.039 6.061 6.488 6.532 6.527 6.039 6.051 6.488 6.529 6.526
9 6.039 6.046 6.488 6.530 6.536 6.039 6.042 6.488 6.527 6.528
10 6.039 5.962 6.488 6.617 6.881 6.039 5.969 6.488 6.561 6.652
σ2u σˆ
2
u σ
2
µ σˆ
2
µ σ
2
u σˆ
2
u σ
2
µ σˆ
2
µ
6.039 6.044 6.488 6.515 6.039 6.043 6.488 6.521
λ = 1
1 12.352 12.947 13.270 5.400 13.220 12.296 12.554 13.211 4.796 13.213
2 19.770 20.189 21.239 16.807 21.114 19.760 19.982 21.229 16.930 21.242
3 25.800 26.164 27.718 25.154 27.650 25.775 25.964 27.692 25.277 27.787
4 31.743 31.750 34.103 32.944 34.274 31.741 31.922 34.101 32.748 34.049
5 38.086 38.108 40.918 40.964 41.173 38.081 38.048 40.912 40.855 41.077
6 45.119 45.088 48.473 49.268 48.212 45.104 45.053 48.458 49.350 48.321
7 53.775 53.783 57.773 60.349 57.110 53.741 53.623 57.737 61.068 57.940
8 67.934 67.518 72.985 82.875 73.373 67.800 67.596 72.841 82.462 73.091
9 94.070 92.953 101.064 128.090 101.610 93.710 93.079 100.677 127.137 101.043
10 152.259 147.422 163.580 255.287 173.531 152.315 149.183 163.639 253.722 167.770
λ = 2
1 20.935 22.737 22.491 3.298 22.052 20.774 21.616 22.319 1.632 22.117
2 41.435 42.753 44.516 30.440 44.059 41.396 42.077 44.474 30.685 44.367
3 59.331 60.436 63.743 55.292 63.446 59.246 59.811 63.651 55.632 63.835
4 77.650 77.814 83.423 79.246 83.749 77.633 78.145 83.405 78.762 83.211
5 97.740 97.849 105.007 104.667 105.633 97.713 97.656 104.977 104.342 105.354
6 120.505 120.402 129.465 131.767 128.658 120.449 120.301 129.404 131.993 128.970
7 149.079 148.994 160.163 168.423 158.219 148.955 148.567 160.030 170.403 160.534
8 196.797 195.348 211.429 243.594 212.610 196.321 195.606 210.917 242.139 211.593
9 287.036 283.267 308.377 398.811 309.990 285.749 283.619 306.995 395.537 308.077
10 493.850 477.513 530.568 847.322 563.254 494.017 483.568 530.747 841.774 544.214
Note: ψ2a and ϕ
2
a are the true values of the variances, ψˆ
2
a are the estimated variances of the remainder error uit , ϕˆ
2
a are the
estimated variances of the individual-specific error µi computed on the basis of a remainder error either homoscedastic (σˆ
2
u )
or heteroscedastic (ψˆ2a ).
Table 2 shows that the heteroscedastic procedures allow to obtain standard errors
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lower than those obtained through the homoscedastic procedure if λ = 1,2, but higher
standard errors if λ = 0. However, in the latter case (i.e., the homoscedastic case) if
the number of individuals (and thus the number of observations) increases, then the
standard errors computed with the heteroscedastic procedures become closer to the
standard errors computed with the homoscedastic procedure.
TABLE 2. Simulation results on single-equation two-way EC model: standard errors of the
estimated parameters and (average) estimated variances of the error components
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
RE QUE RE QUE
true FE RE heteroscedasticity on true FE RE heteroscedasticity on
value FE robust homosc. uit µi uit , µi value FE robust homosc. uit µi uit , µi
(a) (b) (c) (d) (e) (f) (a) (b) (c) (d) (e) (f)
λ = 0
β0 0.756 0.248 0.248 0.247 0.731 0.176 0.176 0.176
β1 0.132 0.129 0.108 0.122 0.122 0.121 0.093 0.092 0.076 0.086 0.086 0.086
β2 0.132 0.129 0.108 0.121 0.121 0.120 0.092 0.092 0.076 0.086 0.086 0.086
β3 0.132 0.129 0.108 0.122 0.121 0.121 0.093 0.092 0.076 0.086 0.086 0.086
ϕ¯2 6.488 6.516 6.516 6.519 6.526 6.488 6.521 6.521 6.521 6.524
σ2ν 6.271 6.225 6.271 6.234
ψ¯2 6.039 6.044 6.044 6.044 6.043 6.044 6.043 6.039 6.043 6.043 6.043 6.041 6.043 6.041
λ = 1
β0 1.009 0.463 0.499 0.459 0.871 0.330 0.355 0.328
β1 0.336 0.320 0.280 0.228 0.245 0.223 0.236 0.228 0.197 0.162 0.174 0.159
β2 0.336 0.357 0.280 0.244 0.250 0.244 0.236 0.254 0.197 0.175 0.177 0.175
β3 0.335 0.320 0.280 0.228 0.245 0.223 0.236 0.228 0.197 0.162 0.174 0.159
ϕ¯2 46.040 49.792 49.792 49.748 46.339 46.071 49.784 49.784 49.755 46.263
σ2ν 6.271 6.265 6.271 6.259
ψ¯2 42.854 39.282 39.282 39.282 42.750 39.282 42.750 42.883 39.324 39.324 39.324 42.809 39.324 42.809
λ = 2
β0 1.376 0.669 0.772 0.660 1.095 0.477 0.549 0.471
β1 0.544 0.517 0.456 0.329 0.379 0.316 0.383 0.368 0.321 0.233 0.269 0.225
β2 0.544 0.591 0.456 0.364 0.387 0.361 0.382 0.421 0.321 0.261 0.274 0.259
β3 0.544 0.517 0.455 0.329 0.379 0.316 0.383 0.368 0.321 0.233 0.269 0.225
ϕ¯2 124.279 137.130137.130137.333125.178 124.377 137.055137.055137.330124.894
σ2ν 6.271 6.382 6.271 6.323
ψ¯2 115.678103.328103.328 103.328115.296103.328115.296 115.770103.471103.471 103.471115.501103.471115.501
Note: Parameters estimation based on (a-b) the estimated homoscedastic variance σˆ2u ; (c) the estimated homoscedastic
variances σˆ2ν , σˆ
2
µ , and σˆ
2
u ; (d) the estimated homoscedastic variances σˆ
2
ν and σˆ
2
µ and heteroscedastic variances ψˆ
2
a , whose
the average value is ψˆ2; (e) the estimated homoscedastic variances σˆ2ν and σˆ
2
u and heteroscedastic variances ϕˆ
2
a (σˆ
2
u ), whose
the average value is ϕˆ2; (f) the estimated homoscedastic variance σˆ2ν and heteroscedastic variances ψˆ
2
a and ϕˆ
2
a (ψˆ
2
a ).
Focusing on the heteroscedastic cases, considering heteroscedasticity only on the
remainder error (columns (d)) allows to obtain standard errors that are lower than the
standard errors obtained considering heteroscedasticity only on the individual-specific
effect (columns (e)). In other words, misspecifying the form of heteroscedasticity can
be costly when heteroscedasticity is assumed only on the individual-specific effect; this
loss in efficiency is smaller when heteroscedasticity is assumed only on the remainder
error. These findings confirm the conclusions in Baltagi et al. (2005). Obviously, the
smallest standard errors are obtained implementing the estimation procedure which
considers both heteroscedasticity types (columns (f)).
As in Li and Stengos (1994), Roy (2002), and Baltagi et al. (2005), we consider the
relative efficiency of the different estimators, computed as the ratio of the mean square
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error (MSE) of the estimator under consideration to theMSE of the true GLS estimator.
Results are reported in Table 3.
TABLE 3. Relative efficiency of the single-equation two-way EC model
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
heteroscedasticity on heteroscedasticity on
homoscedasticity uit µi uit , µi homoscedasticity uit µi uit , µi
λ = 0 1.0025 1.0001 1.0000 1.0001 1.0013 1.0000 1.0000 1.0000
λ = 1 1.0011 0.9997 0.9989 1.0000 1.0006 0.9998 0.9994 1.0000
λ = 2 1.0002 0.9997 0.9982 1.0002 1.0001 0.9998 0.9991 1.0000
Note: Relative efficiency is defined as the ratio of the MSE of the estimator under consideration to the MSE of the true
GLS estimator (computed considering the true variances ψ2a , ϕ
2
a , and σ
2
ν ). Note that values of the ratio both larger and
smaller than 1 indicate a loss in efficiency: if the ratio is larger than 1, then the absolute value of the composite error term
εit = µi +νt + uit is larger than the true value; and if the ratio is smaller than 1, then the absolute value of the composite
error term εit is smaller than the true value.
We see that there are improvements in relative MSE numbers as the sample size
increases, especially when we refer to the homoscedastic estimator. Furthermore, con-
firming our previous remarks, misspecifying the form of heteroscedasticity may be
costly when only the individual-specific effect is considered heteroscedastic, especially
if the sample size is small. Besides, as already observed in the comments to Table 2,
the most efficient estimator is the one that considers both the remainder error and the
individual-specific effect heteroscedastic.
3. HETEROSCEDASTIC TWO-WAY SUR SYSTEMS
When systems of equations have to be estimated, as it is the case of SUR systems,
single-equation estimation techniques are not appropriate. In order to estimate het-
eroscedastic two-way SUR systems we extend the procedure in Biørn (2004), with
individuals grouped according to the number of times they are observed.
3.1 Model and notation
Let Np denote the number of individuals observed exactly in p periods, with p =
1, . . . ,T . Hence ∑pNp =N and ∑p (Npp) = n. Moreover, let Na,p denote the number of
individuals belonging to stratum a and observed in p periods; therefore, ∑aNa,p = Np
and ∑p∑aNa,p = N.
We assume that the T groups of individuals are ordered such that the Np=1 indi-
viduals observed once come first, the Np=2 individuals observed twice come second,
etc. Hence, withCp = ∑
p
h=1Nh being the cumulated number of individuals observed at
most p times, the index sets of the individuals observed exactly p times can be written
as Ip = {Cp−1+ 1, . . . ,Cp}. Note that Ip=1 may be considered as a pure cross section
and Ip, with p ≥ 2, as a pseudo-balanced panel with p observations for each individ-
ual. This structure allows us to use a number of results derived for the two-way SUR
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systems in the balanced case.
If km is the number of regressors for equation m, the total number of regressors for
the system is K = ∑Mm=1 km. Stacking the M equations, indexed m = 1, . . . ,M, for the
observation (i, t) we have:
yit = Xitβ+µi+νt + uit = Xitβ+ ε, (14)
where the M×K matrix of explanatory variables is Xit = diag(x
T
1it , . . . ,x
T
Mit ) and the
K×1 vector of parameters is β= (βT1 , . . . ,β
T
M)
T and where µi ≡ (µ1i, . . . ,µMi)
T, νt ≡
(ν1t , . . . ,νMt )
T, and uit ≡ (u1it , . . . ,uMit)
T. If we do not have cross-equation restrictions,
we can assume E(umit |x
T
1it ,x
T
2it , . . . ,x
T
Mit) = 0, and then E(ymit |x
T
1it ,x
T
2it , . . . ,x
T
Mit) =
E(ymit |x
T
mit) = x
T
mitβm. On the contrary, if we have cross-equation restrictions
17, we
can only assume E(uit |x
T
it) = 0, where xit ≡ (x
T
1it ,x
T
2it , . . . ,x
T
Mit)
T.
With heteroscedasticity on both the individual-specific disturbance and the remain-
der error, for i ∈ Ia across the regression equations m and j, we assume that:
E
(
µmi,µ ji′
)
=
{
ϕa,mj i= i
′
0 i 6= i′,
E
(
νmt ,ν jt′
)
=
{
σν,mj t = t
′
0 t 6= t ′,
E
(
umit ,u ji′t′
)
=
{
ψa,mj i= i
′ and t = t ′
0 i 6= i′ and/or t 6= t ′.
(15)
Let us consider theNM×1 vectorµ≡ (µT1 , . . . ,µ
T
N)
T, the TM×1 vectorν≡ (νT1 , . . . ,ν
T
T )
T,
and the nM× 1 vector u ≡ (uT11,u
T
12, . . . ,u
T
1T1
,uT21, . . . ,u
T
NTN
)T. Since the M× 1 vectors
uit ∼ (0,Ψa), the M× 1 vectors µi ∼ (0,Φa), and the TM× 1 vector ν∼ (0,Σν), with
theM×M matrices Ψa = [ψa,mj], Φa = [ϕa,mj], and Σν = [σν,mj ], we can assume that
the expected values of the vectors uit , µi, and νt are zero and their covariance matrices
are equal to Ψa, Φa, and Σν . It follows that E(εitε
T
i′t′
) = δii′Φa + δtt′Σν + δii′δtt′Ψa,
with δii′ = 1 for i= i
′ and δii′ = 0 for i 6= i
′, δtt′ = 1 for t = t
′ and δtt′ = 0 for t 6= t
′.
As in Biørn (2004), let us consider the pM× 1 vector of independent variables
yi(p)≡ (y
T
i1, . . . ,y
T
ip)
T, the pM×K matrix of explanatory variables Xi(p)≡ (X
T
i1, . . . ,X
T
ip)
T,
and the pM× 1 vector of composite error terms εi(p) ≡ (ε
T
i1, . . . ,ε
T
ip)
T for i ∈ Ip. If we
define the pM×TM matrix ∆i(p), indicating in which period t the individual i of the
group p is observed, and if we consider the TM× 1 vector ν, for the individual i ∈ Ip
we can define the pM× 1 vector νi(p) ≡ ∆i(p)ν and write the model:
yi(p) = Xi(p)β+(ιp⊗µi)+νi(p)+ ui(p) = Xi(p)β+ εi(p), (16)
where ιp is a p× 1 vector of ones (see Platoni et al., 2012).
The pM× pM heteroscedastic variance-covariancematrix of the pM×1 composite
error terms εi(a,p) for the individual i ∈ Ia,p, with Ia,p = Ia ∩ Ip the set of individuals
17 As Biørn (2004) suggests, with cross-equations restrictions we can redefine β as the complete K× 1
coefficient vector (without duplication) and theM×K regression matrix as Xit = (x1it ,x2it , . . . ,xMit )
T, where
the kth element of the km× 1 vector xmit either contains the observation on the variable in the m
th equation
which corresponds to the kth coefficient in β or is zero if the kth coefficient does not occur in the mth equation.
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belonging to stratum a and observed in p periods, is given by:
Ωa,p = Ep⊗ (Ψa+Σν)+ J¯p⊗ (Ψa+Σν + pΦa) , (17)
where Ep = Ip− J¯p (with Ip identity matrix of dimension p) and J¯p =
Jp
p
(with Jp
matrix of ones of dimension p). Since Ep and J¯p are symmetric, idempotent, and have
orthogonal columns, the inverse of the variance-covariance matrix of the individuals
belonging to stratum a and group p is:
Ω−1a,p = Ep⊗ (Ψa+Σν)
−1+ J¯p⊗ (Ψa+Σν + pΦa)
−1
. (18)
This specification nests simpler heteroscedastic schemes as well as the homoscedastic
case by replacingΦa with Σµ and/or Ψa with Σu.
If we assume that Ψa, Φa, and Σν are known, then in the heteroscedastic case we
can write the GLS estimator for the K× 1 vector of parameters β as the problem of
minimizing:
T
∑
p=1
A
∑
a=1
∑
i∈Ia,p
εTi Ω
−1
a,pεi. (19)
where, for sake of simplicity and since there is no risk of ambiguity, εi is used instead
of εi(a,p).
If we applyGLS on the observations for the individuals observed p times we obtain:
βˆGLSp =
(
A
∑
a=1
∑
i∈Ia,p
XTi Ω
−1
a,pXi
)−1
A
∑
a=1
∑
i∈Ia,p
XTi Ω
−1
a,pyi, (20)
while the full GLS estimator is:
βˆGLS =
(
T
∑
p=1
A
∑
a=1
∑
i∈Ia,p
XTi Ω
−1
a,pXi
)−1
T
∑
p=1
A
∑
a=1
∑
i∈Ia,p
XTi Ω
−1
a,pyi, (21)
where Xi is the pM×K matrix of explanatory variables related to individual i ∈ Ia,p.
3.2 Estimation of the covariance matrices
The next step is to find an appropriate technique to estimate the components of the
variance-covariance matrices of the two-way SUR system Ψa, Φa, and Σν . This can
be achieved adopting either the QUE procedure suggested by Wansbeek and Kapteyn
(1989) for the homoscedastic single-equation case or the within-between (WB) proce-
dure suggested by Biørn (2004) for the homoscedastic one-way SUR system. In the
following sub-sections we modify both procedures making them suitable for the het-
eroscedastic two-way SUR system.
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The QUE procedure
TheQUE procedure considers the n×1 residuals em ≡ ym−Xmβˆ
W
m from theW estima-
tor in (3) for the equationm= 1, . . . ,M, where Xm is a matrix of dimension n×(km− 1).
If we assume that the n×km matrix Xm contains a vector of ones, then we have to define
the n× 1 consistent centered residuals fm ≡ Enem = em− e¯m.
With heteroscedasticity, we can obtain the adapted QUEs for Ψmj , Φmj , and σν,mj
by equating:
qna,mj ≡ f
T
jQ∆H
T
aHaQ∆fm →
A
∑
a=1
qna,mj = qn,mj ≡ f
T
jQ∆fm,
qNa,mj ≡ f
T
a j
J¯Na fam →
A
∑
a=1
qNa,mj = qN,mj ≡ f
T
j∆µ∆
−1
N ∆
T
µ fm,
qT,mj ≡ f
T
j∆ν∆
−1
T ∆
T
ν fm,
(22)
to their expected values. The identities in (22) can be further detailed as already done
in formula (37), Appendix D, for the identities in (11).
Hence, the estimator of ψa,mj is:
ψˆa,mj =
qna,mj+(ka,m+ ka, j− ka,mj) σˆu,mj
na−Na− τa
(23)
where ka,mj ≡ tr[(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTjQ∆H
T
aHaQ∆Xm], with
∑Aa=1 ka,mj = kmj and kmj ≡ tr[(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTjQ∆Xm]. The
estimated variance-covariance σˆu,mj is obtained by equating qn,mj to its expected value
(see Platoni et al., 2012). Furthermore, the estimator of ϕa,mj is:
ϕˆa,mj =
qNa,mj−
(
Na− 2
na
n
)
ψˆa,mj−
(
kNa,mj− k0a,mj+
na
n
k0,mj+
na
n
)
σˆu,mj
na− 2λµa
+
− na
n
λµ σˆµ,mj−
(
Na− 2λνa +
na
n
λν
)
σˆν,mj
na− 2λµa
,
(24)
where kNa,mj ≡ tr[(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTa j J¯NaXam ], k0a,mj ≡
ι
T
Na
Xam (X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTj ιn
n
+
ι
T
nXm(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTa j
ιNa
n
,
k0,mj ≡
ι
T
nXm(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTj ιn
n
. The estimated variance-covariance σˆµ,mj
is obtained jointly with σˆν,mj by equating qN,mj and qT,mj to their expected values (see
Platoni et al., 2012).
As in the single-equation case, simpler heteroscedastic scheme (i.e., heteroscedas-
ticity only on the individual-specific disturbance or on the remainder error) can be
obtained combining results for the general scheme with those for the homoscedastic
case, although when we consider the case of heteroscedasticity only on the individual-
specific disturbance the expected value of qNa,mj and the estimated variance-covariance
ϕˆa,mj are obtained differently (see equations (48)-(49) in Appendix D).
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The WB procedure
With heteroscedastic two-way systems of equations, the M ×M matrices of within
individuals, between individuals, and between times (co)variations in the ε’s of the M
equations are the following:
Wε =
A
∑
a=1
Wεa =
A
∑
a=1
∑
i∈Ia
Ti
∑
t=1
(εit − ε¯i− ε¯t)(εit − ε¯i− ε¯t)
T
,
BCε =
A
∑
a=1
BCεa =
A
∑
a=1
∑
i∈Ia
Ti (ε¯i− ε¯) (ε¯i− ε¯)
T
,
BTε =
T
∑
t=1
Nt (ε¯t − ε¯)(ε¯t − ε¯)
T
,
(25)
where for each equationmwe have ε¯mi =
∑
Ti
t=1 εmit
Ti
, ε¯mt =
∑
Nt
i=1 εmit
Nt
, and ε¯m=
∑Ni=1∑
Ti
t=1 εmit
n
=
∑Ni=1(Ti ε¯mi)
n
or ε¯m =
∑Tt=1∑
Nt
i=1 εmit
n
=
∑Tt=1(Nt ε¯mt)
n
.
Because the uit’s, the µi’s, and the νt’s are independent, from the equations in (25)
we can write:
E(Wεa) = E(Wua) ,
E
(
BCεa
)
= E
(
BCµa
)
+E
(
BCua
)
,
E
(
BTε
)
= E
(
BTν
)
+E
(
BTu
)
,
(26)
where the within individuals (co)variation is:
Wua = ∑
i∈Ia
Ti
∑
t=1
(uit − u¯i− u¯t) (uit − u¯i− u¯t)
T
= ∑
i∈Ia
Ti
∑
t=1
uitu
T
it − ∑
i∈Ia
Tiu¯iu¯
T
i− ∑
i∈Ia
Ti
∑
t=1
u¯
t u¯
T
t ,
(27)
the between individuals (co)variations are:
BCµa = ∑
i∈Ia
Ti (µi− µ¯)(µi− µ¯)
T = ∑
i∈Ia
Tiµiµ
T
i − ∑
i∈Ia
Tiµ¯µ¯
T
,
BCua = ∑
i∈Ia
Ti (u¯i− u¯) (u¯i− u¯)
T = ∑
i∈Ia
Tiu¯iu¯
T
i− ∑
i∈Ia
Tiu¯u¯
T
,
(28)
and the between times (co)variations, as in the homoscedastic case, are:
BTν =
T
∑
t=1
Nt (νt − ν¯) (νt − ν¯)
T =
T
∑
t=1
Ntνtν
T
t − nν¯ν¯
T
,
BTu =
T
∑
t=1
Nt (u¯t − u¯)(u¯t − u¯)
T =
T
∑
t=1
Nt u¯t u¯
T
t − nu¯u¯
T
,
(29)
where u¯mi=
∑
Ti
t=1 umit
Ti
, u¯mt =
∑
Nt
i=1 umit
Nt
, u¯m=
∑Ni=1 ∑
Ti
t=1 umit
n
=
∑Ni=1(Ti u¯mi)
n
or u¯m=
∑Tt=1∑
Nt
i=1 umit
n
=
∑Tt=1(Nt u¯mt)
n
, µ¯m =
∑Ni=1(Tiµmi)
n
, and ν¯m =
∑Tt=1(Ntνmt)
n
(see Biørn, 2004; Platoni et al.,
2012).
Since for i ∈ Ia we have E(εitε
T
i′t′
) = δii′Φa+δtt′Σν +δii′δtt′Ψa, where E(uitu
T
i′t′
) =
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δii′δtt′Ψa, E(µiµ
T
i′
) = δii′Φa, and E(νtν
′
t′
) = δtt′Σν , it follows that E(u¯iu¯
T
i) =
Ψa
Ti
,
E(u¯
t u¯
T
t) =
∑i∈It Ψa
N2t
≃ Ψ¯
Nt
≈ Σu
Nt
, with It the set of individuals observed in period t,
E(u¯u¯T) =
∑Ni=1(TiΨa)
n2
= Ψ¯
n
≈ Σu
n
, E(µ¯µ¯T) =
∑Ni=1(T
2
i Φa)
(∑Ni=1Ti)
2 =
∑Ni=1T
2
i
n2
Φ¯ ≈
∑Ni=1T
2
i
n2
Σµ , and
E(ν¯ν¯T) =
∑Tt=1N
2
t
n2
Σν .
Hence, theM×M matrices
Ψˆa =
Wεa + ∑
i∈Ia
Ti
∑
t=1
1
Nt
Σˆu
na−Na
,
(30)
with ∑Aa=1 ∑i∈Ia ∑
Ti
t=1
1
Nt
= T , and
Φˆa =
BCεa + ∑
i∈Ia
Ti
n
N
∑
j=1
T 2j
n
Σˆµ −NaΨˆa+ ∑
i∈Ia
Ti
n
Σˆu
∑
i∈Ia
Ti
(31)
would be unbiased estimators of Ψa andΦa if the ε’s were known. Both the estimators
of Σu and Σµ and the estimator of Σν are derived as in the homoscedastic case:
Σˆu =
Wε
n−N−T
, Σˆµ =
BCε − (N− 1)Σˆu
n−
N
∑
i=1
T 2i
n
, and Σˆν =
BTε − (T − 1)Σˆu
n−
T
∑
t=1
N2t
n
, (32)
that would be unbiased estimators of Σu, Σµ , and Σν if the ε’s were known (see Biørn,
2004; Platoni et al., 2012).
Again, a simpler heteroscedastic scheme (i.e., heteroscedasticity only on the individual-
specific disturbance and on the remainder error) can be obtained combining results for
the general scheme with those for the homoscedastic case, although when we consider
the case of heteroscedasticity only on the individual-specific disturbance the estimator
Φˆa is obtained differently (see equation (50) in Appendix E).
As Biørn (2004) suggested, in empirical applications consistent residuals can re-
place ε’s in (25) to obtain consistent estimates of Ψa, Φa, and Σν . Since the QUE
procedure is based on theW residuals, for coherence also in theWB procedure we con-
sider theM×1 residuals eit ≡ yit−Xit βˆ
W from theW estimator in (3) for the individual
i in period t, where Xit is a matrix of dimensionM× (K−M). As above, if we assume
that the M×K matrix Xit in (14) always containsM vectors of ones (a vector of ones
for each equation m), then we have to define the M× 1 consistent centered residuals
fit = eit − e¯, where e¯m =
∑Ni=1∑
Ti
t=1 emit
n
=
∑Tt=1∑
Nt
i=1 emit
n
. Therefore, the M×M matrices of
within individuals, between individuals, and between times (co)variations in the f’s of
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the differentM equations are the following:
W f =
A
∑
a=1
W fa =
A
∑
a=1
∑
i∈Ia
Ti
∑
t=1
(
fit − f¯i− f¯t
)(
fit − f¯i− f¯t
)T
,
BCf =
A
∑
a=1
BCfa =
A
∑
a=1
∑
i∈Ia
Ti
(
f¯i− f¯
)(
f¯i− f¯
)T
,
BTf =
T
∑
t=1
Nt
(
f¯
t − f¯
)(
f¯
t − f¯
)T
,
(33)
where for each equationmwe have f¯mi =
∑
Ti
t=1 fmit
Ti
, f¯mt =
∑
Nt
i=1 fmit
Nt
, and f¯m =
∑Ni=1∑
Ti
t=1 fmit
n
=
∑Ni=1(Ti f¯mi)
n
or f¯m =
∑Tt=1∑
Nt
i=1 fmit
n
=
∑Tt=1(Nt f¯mt)
n
. Given that:
E
(
W fa
)
= (na−Na)Ψa− ∑
i∈Ia
∑
t∈Ji
1
Nt
Ψ¯,
E
(
BCfa
)
= ∑
i∈Ia
TiΦa− ∑
i∈Ia
Ti
n
N
∑
j=1
T 2j
n
Φ¯+NaΨa− ∑
i∈Ia
Ti
n
Ψ¯,
E
(
BTf
)
=
(
n−
T
∑
t=1
N2t
n
)
Σν +(T − 1)Ψ¯,
(34)
where Ji is the set of periods in which individual i is observed and with Ψ¯≈Σu and Φ¯≈
Σµ , we can conclude that the estimators in (30) and (31), with W fa instead of Wεa and
BCfa instead of B
C
εa respectively, are consistent estimators of Ψa and Φa. As mentioned
above, both the consistent estimators of Σu and Σµ and the consistent estimator of Σν
are derived as in the homoscedastic case (see Biørn, 2004; Platoni et al., 2012). Finally,
with heteroscedasticity only on the individual-specific disturbance, the expected value
E
(
BCfa
)
is given by the equation (51) in Appendix E.
3.3 Monte Carlo experiment – SUR system case
In order to analyze the performances of the proposed techniques, we develop a simple
simulation on a three-equation system (M = 3). The simulated model is:
y1 = β10 +β11x1 +β12x2 +ε1,
y2 = β20 +β21x1 +β22x2 +β23x3 +ε2,
y3 = β30 +β32x2 +β33x3 +ε3,
where β1 = (15,6,−3)
T, β2 = (10,−3,8,−2)
T, and β3 = (20,−2,5)
T.18 Then we
also allow the cross equations restrictions β12 = β21 and β23 = β32.
The independent variables’ values xkit (k= 1,2,3) have been generated and the un-
balanced panel has been constructed according to the same DGP of the single-equation
18 Note that the second equation is the same equation of the single-equation case in subsection 3.
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case19. This should mimic a real world situation of a large unbalanced panel for which
the two-way SUR system is the appropriate model. Moreover, as in the single-equation
case, the experiment is implemented by considering as strata the deciles of the inde-
pendent variable x2. The homoscedastic time variance-covariance matrix is:
Σν =
[
6.429 0.717 -1.107
6.271 1.235
9.371
]
,
while the heteroscedastic variances-covariances ϕa,mj and ψa,mj have been generated
from the matrices:
Σµ =
[
9.377 -1.048 1.276
6.488 0.710
6.207
]
and Σu =
[
6.544 0.738 0.881
6.039 -1.232
9.489
]
with ϕa,mj =σµ,mj(1+λ x¯2a)
2 andψa,mj =σu,mj(1+λ x¯2a)
2, where σµ,mj and σu,mj are
elements of the matrices Σµ and Σu respectively and x¯2a is the mean of the independent
variable x2 over the decile/stratum a.
20
The results of a 2000-run simulation are shown in Tables 4 and 5.2122
Tables 4 and 5 show that, contrary to the single-equation case, the heteroscedastic
procedures allow to obtain standard errors lower than those obtained through the ho-
moscedastic procedure in all cases, i.e., not only in the heteroscedastic cases λ = 1,2,
but also in the homoscedastic case λ = 0. However, in the homoscedastic case (i.e.,
with λ = 0) the standard errors computed with the heteroscedastic procedures are very
closed to the standard errors computed with the homoscedastic procedure.
Focusing on the heteroscedastic cases (i.e., with λ = 1,2)
• the smallest standard errors are obtained when the estimation procedure which
considers both kinds of heteroscedasticity is implemented;
• though, differently from the single-equation estimation, there is not an evident
difference in the loss in efficiency due to the misspecification in the form of
heteroscedasticity.
Finally, comparing the standard errors obtained with theQUE procedure (displayed
in Table 4) and those obtained with the WB procedure (displayed in Table 5), it is
possible to assert that theQUE procedure allows to obtained lower standard errors than
those obtained with theWB procedure.
19 With N = 250 the numbers of individuals for each group p are Np=1 = 54, Np=2 = 43, Np=3 = 34,
Np=4 = 27, Np=5 = 22, Np=6 = 18, Np=7 = 14, Np=8 = 11, Np=9 = 9, Np=10 = 7, Np=11 = 6, and Np=12 =
5; and with N = 500 they are Np=1 = 107, Np=2 = 86, Np=3 = 69, Np=4 = 55, Np=5 = 44, Np=6 = 35,
Np=7 = 28, Np=8 = 22, Np=9 = 18, Np=10 = 14, Np=11 = 12, and Np=12 = 10.
20 The correlation among equations verifies the null hypothesis of the Breusch and Pagan (1979) test at
n= 1,031, which is the number of observations when N = 250.
21 As in Baltagi and Griffin (1988) and Phillips (2003), negative variance estimates are replaced by zero.
22 Table 7 in Appendix F displays the estimated variances-covariances for the stratum a= 5.
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TABLE 4. Simulation results on two-way SUR systems - QUE procedure:
standard errors of the estimated parameters and (average) estimated variances and
covariances of the error components
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
true heteroscedasticity on true heteroscedasticity on
value homosc. uit µit µit , uit value homosc. uit µit µit , uit
(a) (b) (c) (d) (a) (b) (c) (d)
λ = 0
β10 0.333 0.332 0.317 0.316 0.235 0.235 0.230 0.229
β11 0.130 0.129 0.128 0.127 0.092 0.092 0.091 0.091
β12 0.096 0.096 0.094 0.094 0.068 0.068 0.067 0.067
ϕ¯21 9.377 9.437 9.437 9.438 9.443 9.377 9.393 9.393 9.393 9.394
ϕ¯12 -1.048 -1.067 -1.067 -1.067 -1.069 -1.048 -1.044 -1.044 -1.044 -1.044
ϕ¯13 1.276 1.260 1.260 1.260 1.258 1.276 1.291 1.291 1.291 1.294
σ2ν,1 6.429 6.292 6.429 6.289
σν,12 0.717 0.669 0.717 0.670
σν,13 -1.107 -1.124 -1.107 -1.113
ψ¯21 6.544 6.539 6.539 6.539 6.539 6.544 6.550 6.550 6.550 6.550
ψ¯12 0.738 0.738 0.740 0.738 0.740 0.738 0.740 0.739 0.740 0.739
ψ¯13 0.881 0.880 0.881 0.880 0.881 0.881 0.885 0.883 0.885 0.883
β20 0.316 0.315 0.302 0.301 0.224 0.223 0.219 0.218
β21 0.096 0.096 0.094 0.094 0.068 0.068 0.067 0.067
β22 0.130 0.129 0.127 0.126 0.092 0.091 0.091 0.091
β23 0.102 0.101 0.099 0.099 0.072 0.072 0.071 0.071
ϕ¯22 6.488 6.516 6.516 6.519 6.526 6.488 6.521 6.521 6.521 6.524
ϕ¯23 0.710 0.722 0.722 0.722 0.720 0.710 0.708 0.708 0.708 0.709
σ2ν,2 6.271 6.225 6.271 6.234
σν,23 1.235 1.307 1.235 1.317
ψ¯22 6.039 6.044 6.043 6.044 6.043 6.039 6.043 6.041 6.043 6.041
ψ¯23 -1.232 -1.238 -1.236 -1.238 -1.236 -1.232 -1.228 -1.229 -1.228 -1.229
β30 0.340 0.338 0.324 0.323 0.241 0.240 0.235 0.235
β32 0.102 0.101 0.099 0.099 0.072 0.072 0.071 0.071
β33 0.148 0.147 0.145 0.145 0.105 0.105 0.104 0.104
ϕ¯23 6.207 6.189 6.189 6.204 6.223 6.207 6.230 6.230 6.232 6.239
σ2ν,3 9.371 9.475 9.371 9.452
ψ¯23 9.489 9.484 9.482 9.484 9.482 9.489 9.484 9.484 9.484 9.484
λ = 1
β10 0.776 0.764 0.640 0.630 0.549 0.543 0.467 0.460
β11 0.271 0.246 0.263 0.237 0.192 0.175 0.188 0.170
β12 0.201 0.194 0.197 0.187 0.142 0.138 0.140 0.134
ϕ¯21 66.542 70.815 70.815 70.707 66.960 66.586 70.625 70.625 70.565 66.744
ϕ¯12 -7.437 -7.101 -7.101 -7.096 -7.566 -7.442 -6.950 -6.950 -6.947 -7.363
ϕ¯13 9.055 9.408 9.408 9.392 8.847 9.061 9.688 9.688 9.680 9.212
σ2ν,1 6.429 6.388 6.429 6.321
σν,12 0.717 0.665 0.717 0.670
σν,13 -1.107 -1.119 -1.107 -1.112
ψ¯21 46.438 42.498 46.316 42.498 46.316 46.469 42.639 46.460 42.639 46.460
ψ¯12 5.237 4.823 5.293 4.823 5.293 5.241 4.825 5.241 4.825 5.241
ψ¯13 6.252 5.716 6.259 5.716 6.259 6.256 5.744 6.212 5.744 6.212
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(a) (b) (c) (d) (a) (b) (c) (d)
β20 0.714 0.711 0.581 0.583 0.505 0.505 0.422 0.425
β21 0.201 0.194 0.197 0.187 0.142 0.138 0.140 0.134
β22 0.277 0.285 0.275 0.277 0.195 0.204 0.196 0.199
β23 0.217 0.208 0.210 0.197 0.154 0.148 0.151 0.142
ϕ¯22 46.040 49.792 49.792 49.748 46.339 46.071 49.784 49.784 49.755 46.263
ϕ¯23 5.038 4.371 4.371 4.372 5.022 5.042 4.255 4.255 4.256 4.993
σ2ν,2 6.271 6.265 6.271 6.259
σν,23 1.235 1.296 1.235 1.303
ψ¯22 42.854 39.282 42.750 39.282 42.750 42.883 39.324 42.809 39.324 42.809
ψ¯23 -8.743 -8.040 -8.690 -8.040 -8.690 -8.748 -7.988 -8.725 -7.988 -8.725
β30 0.763 0.743 0.637 0.619 0.541 0.528 0.463 0.453
β32 0.217 0.208 0.210 0.197 0.154 0.148 0.151 0.142
β33 0.316 0.290 0.304 0.274 0.224 0.207 0.217 0.197
ϕ¯23 44.046 49.617 49.617 49.771 44.476 44.076 49.871 49.871 50.013 44.386
σ2ν,3 9.371 9.615 9.371 9.515
ψ¯23 67.336 61.614 67.067 61.614 67.067 67.382 61.741 67.287 61.741 67.287
λ = 2
β10 1.251 1.212 0.962 0.915 0.885 0.860 0.696 0.669
β11 0.425 0.356 0.407 0.338 0.301 0.253 0.290 0.242
β12 0.314 0.288 0.305 0.272 0.222 0.205 0.217 0.195
ϕ¯21 179.619 194.064 194.064 193.921 180.741 179.760 193.620 193.620 193.610 180.231
ϕ¯12 -20.075 -18.830 -18.830 -18.811 -20.426 -20.091 -18.425 -18.425 -18.416 -19.852
ϕ¯13 24.442 25.750 25.750 25.692 23.824 24.461 26.554 26.554 26.524 24.898
σ2ν,1 6.429 6.589 6.429 6.402
σν,12 0.717 0.660 0.717 0.666
σν,13 -1.107 -1.111 -1.107 -1.111
ψ¯21 125.352 111.789 124.962 111.789 124.962 125.451 112.207 125.386 112.207 125.386
ψ¯12 14.137 12.702 14.317 12.702 14.317 14.148 12.702 14.138 12.702 14.138
ψ¯13 16.876 15.037 16.904 15.037 16.904 16.889 15.098 16.723 15.098 16.723
β20 1.144 1.125 0.879 0.845 0.809 0.799 0.632 0.617
β21 0.314 0.288 0.305 0.272 0.222 0.205 0.217 0.195
β22 0.436 0.439 0.431 0.420 0.308 0.315 0.306 0.302
β23 0.343 0.311 0.329 0.287 0.243 0.221 0.235 0.206
ϕ¯22 124.279 137.130 137.130 137.333 125.178 124.377 137.055 137.055 137.330 124.894
ϕ¯23 13.600 11.236 11.236 11.239 13.491 13.611 10.932 10.932 10.933 13.471
σ2ν,2 6.271 6.382 6.271 6.323
σν,23 1.235 1.281 1.235 1.283
ψ¯22 115.678 103.328 115.296 103.328 115.296 115.770 103.471 115.501 103.471 115.501
ψ¯23 -23.599 -21.142 -23.393 -21.142 -23.393 -23.618 -21.021 -23.558 -21.021 -23.558
β30 1.222 1.163 0.977 0.891 0.866 0.826 0.708 0.652
β32 0.343 0.311 0.329 0.287 0.243 0.221 0.235 0.206
β33 0.499 0.425 0.474 0.391 0.354 0.302 0.339 0.280
ϕ¯23 118.897 138.192 138.192 139.479 120.334 118.990 138.836 138.836 140.218 119.892
σ2ν,3 9.371 9.843 9.371 9.617
ψ¯23 181.764 162.059 180.876 162.059 180.876 181.907 162.482 181.607 162.482 181.607
Note: Parameters estimation based on (a) the estimated homoscedastic vars-Covs σˆν,mj , σˆµ,mj , σˆu,mj; (b) the estimated
homoscedastic vars-Covs σˆν,mj and σˆµ,mj and heteroscedastic vars-Covs ψˆa,mj , whose the average value is ψˆmj ; (c) the
estimated homoscedastic vars-Covs σˆν,mj and σˆu,mj and heteroscedastic vars-Covs ϕˆa,mj(σˆu,mj), whose the average value is
ϕˆmj ; (d) the estimated homoscedastic vars-Covs σˆν,mj and heteroscedastic vars-Covs ψˆa,mj and ϕˆa,mj(ψˆa,mj).
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TABLE 5. Simulation results on two-way SUR systems -WB procedure:
standard errors of the estimated parameters and (average) estimated variances and
covariances of the error components
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
true heteroscedasticity on true heteroscedasticity on
value homosc. uit µit µit , uit value homosc. uit µit µit , uit
(a) (b) (c) (d) (a) (b) (c) (d)
λ = 0
β10 0.348 0.349 0.334 0.334 0.246 0.247 0.241 0.241
β11 0.137 0.137 0.135 0.135 0.096 0.097 0.096 0.096
β12 0.101 0.103 0.100 0.101 0.071 0.073 0.071 0.072
ϕ¯21 9.377 10.111 10.111 10.061 9.655 9.377 10.072 10.072 10.047 9.641
ϕ¯12 -1.048 -0.990 -0.990 -0.985 -1.059 -1.048 -0.968 -0.968 -0.966 -1.024
ϕ¯13 1.276 1.135 1.135 1.130 1.233 1.276 1.170 1.170 1.167 1.266
σ2ν,1 6.429 6.333 6.429 6.310
σν,12 0.717 0.661 0.717 0.666
σν,13 -1.107 -1.113 -1.107 -1.107
ψ¯21 6.544 7.980 8.627 7.980 8.627 6.544 7.925 8.497 7.925 8.497
ψ¯12 0.738 0.870 0.944 0.870 0.944 0.738 0.871 0.930 0.871 0.930
ψ¯13 0.881 0.655 0.553 0.655 0.553 0.881 0.653 0.555 0.653 0.555
β20 0.333 0.335 0.321 0.322 0.235 0.237 0.231 0.232
β21 0.101 0.103 0.100 0.101 0.071 0.073 0.071 0.072
β22 0.137 0.141 0.136 0.139 0.096 0.100 0.097 0.098
β23 0.107 0.109 0.106 0.107 0.075 0.077 0.075 0.076
ϕ¯22 6.488 7.196 7.196 7.160 6.815 6.488 7.197 7.197 7.179 6.826
ϕ¯23 0.710 0.858 0.858 0.854 0.726 0.710 0.846 0.846 0.844 0.727
σ2ν,2 6.271 6.249 6.271 6.246
σν,23 1.235 1.308 1.235 1.318
ψ¯22 6.039 7.454 8.092 7.454 8.092 6.039 7.414 7.979 7.414 7.979
ψ¯23 -1.232 -0.949 -0.821 -0.949 -0.821 -1.232 -0.937 -0.819 -0.937 -0.819
β30 0.362 0.363 0.348 0.348 0.256 0.257 0.250 0.251
β32 0.107 0.109 0.106 0.107 0.075 0.077 0.075 0.076
β33 0.156 0.158 0.155 0.155 0.110 0.112 0.110 0.111
ϕ¯23 6.207 7.220 7.220 7.185 6.746 6.207 7.256 7.256 7.238 6.797
σ2ν,3 9.371 9.488 9.371 9.459
ψ¯23 9.489 11.586 12.565 11.586 12.565 9.489 11.522 12.377 11.522 12.377
λ = 1
β10 0.787 0.778 0.659 0.649 0.555 0.550 0.476 0.470
β11 0.278 0.256 0.271 0.247 0.195 0.180 0.192 0.175
β12 0.205 0.200 0.202 0.193 0.144 0.142 0.143 0.138
ϕ¯21 66.542 71.431 71.431 71.083 66.640 66.586 71.274 71.274 71.097 66.671
ϕ¯12 -7.437 -7.005 -7.005 -6.970 -7.518 -7.442 -6.863 -6.863 -6.846 -7.319
ϕ¯13 9.055 9.269 9.269 9.223 8.770 9.061 9.562 9.562 9.538 9.162
σ2ν,1 6.429 6.797 6.429 6.527
σν,12 0.717 0.621 0.717 0.648
σν,13 -1.107 -1.060 -1.107 -1.081
ψ¯21 46.438 44.624 49.196 44.624 49.196 46.469 44.346 48.779 44.346 48.779
ψ¯12 5.237 4.917 5.465 4.917 5.465 5.241 4.933 5.407 4.933 5.407
ψ¯13 6.252 5.579 6.031 5.579 6.031 6.256 5.546 5.923 5.546 5.923
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(a) (b) (c) (d) (a) (b) (c) (d)
β20 0.725 0.724 0.601 0.603 0.512 0.512 0.433 0.436
β21 0.205 0.200 0.202 0.193 0.144 0.142 0.143 0.138
β22 0.282 0.294 0.282 0.285 0.198 0.208 0.200 0.203
β23 0.221 0.214 0.216 0.204 0.156 0.152 0.154 0.145
ϕ¯22 46.040 50.510 50.510 50.283 46.234 46.071 50.478 50.478 50.359 46.290
ϕ¯23 5.038 4.487 4.487 4.465 5.000 5.042 4.382 4.382 4.371 4.992
σ2ν,2 6.271 6.549 6.271 6.402
σν,23 1.235 1.319 1.235 1.314
ψ¯22 42.854 41.156 45.343 41.156 45.343 42.883 40.928 45.013 40.928 45.013
ψ¯23 -8.743 -7.749 -8.283 -7.749 -8.283 -8.748 -7.694 -8.315 -7.694 -8.315
β30 0.776 0.760 0.655 0.643 0.549 0.538 0.474 0.465
β32 0.221 0.214 0.216 0.204 0.156 0.152 0.154 0.145
β33 0.322 0.299 0.310 0.284 0.227 0.211 0.221 0.202
ϕ¯23 44.046 50.658 50.658 50.567 44.414 44.076 50.902 50.902 50.891 44.503
σ2ν,3 9.371 9.888 9.371 9.654
ψ¯23 67.336 64.326 70.879 64.326 70.879 67.382 64.079 70.526 64.079 70.526
λ = 2
β10 1.262 1.229 0.982 0.947 0.890 0.868 0.705 0.682
β11 0.433 0.372 0.415 0.354 0.305 0.261 0.294 0.249
β12 0.320 0.298 0.310 0.283 0.225 0.210 0.220 0.200
ϕ¯21 179.619 194.554 194.554 193.781 179.814 179.760 194.205 194.205 193.865 179.872
ϕ¯12 -20.075 -18.695 -18.695 -18.601 -20.302 -20.091 -18.318 -18.318 -18.272 -19.761
ϕ¯13 24.442 25.581 25.581 25.453 23.654 24.461 26.415 26.415 26.349 24.807
σ2ν,1 6.429 7.736 6.429 6.981
σν,12 0.717 0.546 0.717 0.610
σν,13 -1.107 -0.954 -1.107 -1.029
ψ¯21 125.352 115.308 129.427 115.308 129.427 125.451 114.597 128.463 114.597 128.463
ψ¯12 14.137 12.720 14.420 12.720 14.420 14.148 12.765 14.254 12.765 14.254
ψ¯13 16.876 15.073 16.871 15.073 16.871 16.889 14.974 16.516 14.974 16.516
β20 1.156 1.141 0.895 0.878 0.815 0.807 0.639 0.631
β21 0.320 0.298 0.310 0.283 0.225 0.210 0.220 0.200
β22 0.442 0.451 0.438 0.432 0.311 0.320 0.309 0.307
β23 0.347 0.320 0.334 0.297 0.245 0.226 0.237 0.211
ϕ¯22 124.279 137.910 137.910 137.607 124.799 124.377 137.779 137.779 137.768 124.798
ϕ¯23 13.600 11.314 11.314 11.258 13.410 13.611 11.036 11.036 11.009 13.432
σ2ν,2 6.271 7.192 6.271 6.731
σν,23 1.235 1.345 1.235 1.314
ψ¯22 115.678 106.165 118.996 106.165 118.996 115.770 105.556 118.242 105.556 118.242
ψ¯23 -23.599 -20.845 -22.997 -20.845 -22.997 -23.618 -20.721 -23.144 -20.721 -23.144
β30 1.234 1.182 0.992 0.927 0.873 0.836 0.715 0.669
β32 0.347 0.320 0.334 0.297 0.245 0.226 0.237 0.211
β33 0.505 0.438 0.480 0.406 0.357 0.308 0.342 0.287
ϕ¯23 118.897 139.232 139.232 139.931 119.912 118.990 139.865 139.865 140.889 119.846
σ2ν,3 9.371 10.647 9.371 10.025
ψ¯23 181.764 166.000 186.120 166.000 186.120 181.907 165.423 185.528 165.423 185.528
Note: Parameters estimation based on (a) the estimated homoscedastic vars-Covs σˆν,mj , σˆµ,mj , σˆu,mj; (b) the estimated
homoscedastic vars-Covs σˆν,mj and σˆµ,mj and heteroscedastic vars-Covs ψˆa,mj , whose the average value is ψˆmj ; (c) the
estimated homoscedastic vars-Covs σˆν,mj and σˆu,mj and heteroscedastic vars-Covs ϕˆa,mj(σˆu,mj), whose the average value is
ϕˆmj ; (d) the estimated homoscedastic vars-Covs σˆν,mj and heteroscedastic vars-Covs ψˆa,mj and ϕˆa,mj(ψˆa,mj).
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As Table 3, Table 6 displays the ratios of the MSE of the estimators under consid-
eration to the MSE of the true GLS estimator, i.e. it displays the measures of relative
efficiency of the different estimators.
TABLE 6. Relative efficiency of two-way SUR systems
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
heteroscedasticity on heteroscedasticity on
homoscedasticity uit µi uit , µi homoscedasticity uit µi uit , µi
QUE procedure
λ = 0 y1 1.0001 1.0001 1.0003 1.0011 1.0000 1.0000 1.0001 1.0001
y2 1.0001 1.0001 1.0004 1.0014 1.0000 1.0001 1.0001 1.0001
y3 1.0000 1.0001 1.0003 1.0010 1.0000 1.0000 1.0001 1.0001
λ = 1 y1 0.9995 0.9996 1.0041 1.0001 0.9997 0.9998 1.0003 1.0000
y2 0.9996 0.9997 1.0070 1.0005 0.9998 0.9998 1.0012 1.0001
y3 0.9993 0.9997 1.0037 1.0002 0.9997 0.9998 1.0008 1.0000
λ = 2 y1 0.9990 0.9992 1.0022 0.9999 0.9995 0.9996 1.0004 1.0000
y2 0.9992 0.9994 1.0025 1.0001 0.9996 0.9996 1.0010 1.0000
y3 0.9989 0.9994 1.0018 1.0000 0.9995 0.9997 1.0004 1.0000
WB procedure
λ = 0 y1 1.0000 1.0001 1.0002 1.0002 1.0000 1.0000 1.0001 1.0001
y2 1.0001 1.0001 1.0003 1.0003 1.0000 1.0001 1.0001 1.0001
y3 1.0001 1.0001 1.0002 1.0003 1.0000 1.0001 1.0001 1.0001
λ = 1 y1 0.9994 0.9995 1.0008 0.9999 0.9997 0.9997 0.9999 1.0000
y2 0.9996 0.9996 1.0016 1.0002 0.9998 0.9998 1.0007 1.0000
y3 0.9993 0.9996 1.0007 1.0001 0.9997 0.9998 1.0004 1.0000
λ = 2 y1 0.9990 0.9991 1.0012 0.9999 0.9995 0.9995 1.0002 0.9999
y2 0.9992 0.9992 1.0024 1.0007 0.9996 0.9996 1.0009 1.0000
y3 0.9998 0.9993 1.0012 0.9999 0.9995 0.9996 1.0003 0.9999
Note: Relative efficiency is defined as the ratio of the MSE of the estimator under consideration to the MSE of the true GLS
estimator (computed considering the true vars-Covs ψa,mj , ϕa,mj , and σν,mj). Note that values of the ratio both larger and
smaller than 1 indicate a loss in efficiency: if the ratio is larger than 1, then the absolute value of the composite error term
εmit = µmi+νmt +umit is larger than the true value; and if the ratio is smaller than 1, then the absolute value of the composite
error term εmit is smaller than the true value.
This table highlights that, as expected, with λ = 0 the most efficient procedure is the
homoscedastic one, whereas with λ = 1,2 the most efficient procedure is the one that
considers both the remainder error and the individual-specific effect heteroscedastic.
Note also that if the heteroscedasticity is low (i.e., with λ = 1) the WB procedure is
more efficient than the QUE procedure, whereas if the heteroscedasticity is high (i.e.,
with λ = 2) the QUE procedure is more efficient than the WB procedure.
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4. CONCLUSION
The use of panel data is becoming very popular in applied econometrics, since large
data sets including many individuals observed for several periods are increasingly ac-
cessible and manageable. Most of these data sets are unbalanced panels, since very
often not all the individuals are observed over the whole time period. In estimating
single-equation or system of equations EC models on these data, the heteroscedasticity
problem may be very common, especially when individuals differ in size.
In this paper, we have derived suitable EC model estimators for heteroscedastic
two-way single equations and SUR systems (with cross-equations restrictions) on un-
balanced panel data. Our simulations show that such estimators substantially improve
estimation efficiency as compared to the case where heteroscedasticity is not taken into
account, especially when both the individual-specific and remainder error components
are heteroscedastic.
APPENDIX A: FIXED EFFECTS ESTIMATION ASSUMPTIONS
In the FE estimation the following assumptions are made23.
FE.1 STRICT EXOGENEITY The set of (k− 1)Ti explanatory variables for each indi-
vidual xi◦ ≡ (xi1,xi2, . . . ,xiTi) is uncorrelated with the idiosyncratic error uit and
the set of (k− 1)Nt explanatory variables in each time period x◦t ≡ (x1t ,x2t , . . . ,xNt t)
is also uncorrelated with the same idiosyncratic error uit :
E(uit |x ,µi,νt ) = E(uit |xi◦ ,µi,νt) = E(uit |x◦t ,µi,νt ) = 0,
with x≡ (x11, . . . ,x1T1 ,x21, . . . ,x2T2 , . . . ,xN1, . . . ,xNTN ).
FE.2 CONSISTENCY The W estimator in (3) is asymptotically well behaved, in the
sense that the “adjusted” (k− 1)× (k− 1) outer product matrix XTQ[∆]X has the
appropriate rank:
rank
(
XTQ[∆]X
)
= k− 1.
FE.3 NO SERIAL CORRELATION For each stratum a the conditional variance-covariance
matrix of the idiosyncratic error terms uit coincides with the unconditional one,
and it is characterized by constant variances and zero covariances:
E
(
uau
T
a
∣∣xa,µi(a),νt )= ψ2a Ina .
Hence given the A× 1 vector ψ = (ψ21 ,ψ
2
2 , . . . ,ψ
2
A)
T we can define the n× n
matrix Ψ = diag
(
∆µ∆
T
ANψ
)
and the conditional variance-covariance matrix of
uit is
E
(
uuT |x,µi,νt
)
= Ψ.
23 Details on the assumptions FE.1 and FE.2 can be found in Appendix A of Platoni et al. (2012).
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APPENDIX B: RANDOM EFFECTS ESTIMATION ASSUMPTIONS
In the RE estimation the following assumptions are made24.
RE.1.A STRICT EXOGENEITY The set of kTi explanatory variables for each individual
xi◦ ≡ (xi1,xi2, . . . ,xiTi) is uncorrelated with the idiosyncratic error uit and the set
of kNt explanatory variables in each time period x◦t ≡ (x1t ,x2t , . . . ,xNt t) is also
uncorrelated with the same idiosyncratic error uit :
E(uit |x ,µi,νt ) = E(uit |xi◦ ,µi,νt) = E(uit |x◦t ,µi,νt ) = 0,
with x≡ (x11, . . . ,x1T1 ,x21, . . . ,x2T2 , . . . ,xN1, . . . ,xNTN ).
RE.1.B AND RE.1.C ORTHOGONALITY CONDITIONS Both µi and νt are orthogonal
to the corresponding sets of explanatory variables, that is the kTi explanatory
variables for each individual xi◦ and the kNt explanatory variables in each time
period x◦t :
E(µi |xi◦ ) = E(µi) = 0 and E(νt |x◦t ) = E(νt) = 0.
RE.2 RANK CONDITION The k× k weighted outer product matrix XTΩ−1X has the
appropriate rank, ensuring the GLS estimator in (8) is consistent:
rank
(
XTΩ−1X
)
= k.
RE.3 NO SERIAL CORRELATION For each stratum a the conditional variance-covariance
matrix of the idiosyncratic error terms uit is characterized by constant variances
and zero covariances; in addition, whereas the variance of the time-specific ef-
fect νt is constant across strata, the variance of the individual-specific effect µi
is constant within each stratum a:
a. E
(
uau
T
a
∣∣xa,µi(a),νt )= ψ2a Ina ,
b. E
(
µ2
i(a)
∣∣xi(a))= ϕ2a ,
c. E
(
ν2t |xt
)
= σ2ν .
APPENDIX C: ALTERNATIVE ROBUST STANDARD ERRORS
Let us re-index the individuals belonging to stratum a as ia = 1a, . . . ,Na, so that Tia
refers to the number of times the individual i of the stratum a is observed.
Since uit ∼
(
0,ψ2a
)
, it is possible to obtain robust standard errors also by stacking
24 Details on the assumptions RE.1 and RE.2 can be found in Appendix B of Platoni et al. (2012).
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the observations for each stratum a, and then by writing:
y˜a =
[
diag
(
ETia
)
−
(
ET1aD1a , . . . ,ETNaDNa
)T
Q−
(
DT1aET1a , . . . ,D
T
Na
ETNa
)]
ya,
X˜a =
[
diag
(
ETia
)
−
(
ET1aD1a , . . . ,ETNaDNa
)T
Q−
(
DT1aET1a , . . . ,D
T
Na
ETNa
)]
Xa.
(35)
Therefore, we can compute theNa×1 vector e˜a = y˜a−X˜aβˆ
W and the robust asymptotic
variance-covariancematrix of βˆW is estimated by:
var
(
βˆW
)
=
(
XTQ∆X
)−1 A
∑
a=1
(
X˜Ta e˜ae˜
T
a X˜a
)(
XTQ∆X
)−1
. (36)
APPENDIX D: TECHNICAL APPENDIX ON QUE PROCEDURES
D.1 Adapted QUEs in (11)
The identities in (11) can be further detailed as:
qna ≡
[
fTa − f¯
T
N∆
T
µa −
(
f¯T
T∆T − f¯
T
N∆
T
TN
)
Q−
(
∆νa −∆µa∆
−1
N ∆
T
TN
)T][
fa−∆µa f¯N−
(
∆νa −∆µa∆
−1
N ∆
T
TN
)
Q−
(
f¯T
T∆T − f¯
T
N∆
T
TN
)T]
,
qn ≡ f
T
1×n
f
n×1
− f¯TN
1×N
∆N
N×N
f¯N
N×1
−
(
f¯T
T
1×T
∆T
T×T
− f¯TN
1×N
∆TTN
N×T
)
Q−
T×T
(
f¯T
T
1×T
∆T
T×T
− f¯TN
1×N
∆TTN
N×T
)T
,
qNa ≡ ∑
i∈Ia
Ti f¯
2
i ,
qN ≡ f¯
T
N
1×N
∆N
N×N
f¯N
N×1
=
N
∑
i=1
Ti f¯
2
i =
A
∑
a=1
∑
i∈Ia
Ti f¯
2
i ,
qT ≡ f¯
T
T
1×T
∆T
T×T
f¯
T
T×1
=
T
∑
t=1
Nt f¯
2
t ,
(37)
where the elements of the N× 1 matrix f¯N are f¯i =
∑
Ti
t=1 fit
Ti
, the elements of the T × 1
matrix f¯
T are f¯t =
∑
Nt
i=1 fit
Nt
, ∆µa = Ha∆µ , and ∆νa = Ha∆ν .
D.2 Expected values in the single-equation case
Referring to the identities in (11), and considering the n×nmatrixM≡ In−X(X
TQ∆X)
−1
XTQ∆ (and then by definition e=My =Mε and ff
T = Enee
TEn = EnMΩM
TEn), the
expected value of qna is:
E(qna) = tr
(
HaQ∆EnMΩM
TEnQ∆H
T
a
)
= (na−Na− τa)ψ
2
a − kaψ¯
2
, (38)
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where τa ≡ na−Na− tr(HaQ∆H
T
a ), ka ≡ tr[(X
TQ∆X)
−1XTQ∆H
T
aHaQ∆X], and ψ¯
2 ≈
σ2u is obtained by equating qn to its expected value (see Wansbeek and Kapteyn, 1989;
Davis, 2002), that is:
E(qn) = [n−N− (T − 1)− (k− 1)]σ
2
u . (39)
Moreover, the expected value of qNa is:
E(qNa) = tr
(
J¯naHaEnMΩM
TEnH
T
a
)
=
(
Na− 2
na
n
)
ψ2a +
(
kNa − k0a +
na
n
k0+
na
n
)
ψ¯2
+
(
na− 2λµa
)
ϕ2a +
na
n
λµ ϕ¯
2+
(
Na− 2λνa +
na
n
λν
)
σ2ν ,
(40)
where ϕ¯2 ≈ σ2µ is obtained jointly with σ
2
ν by equating qN and qT to their expected
values, that is:
E(qN) = (N+ kN− k0− 1)σ
2
u +
(
n−λµ
)
σ2µ +(N−λν)σ
2
ν ,
E(qT ) = (T + kT − k0− 1)σ
2
u +
(
T −λµ
)
σ2µ +(n−λν)σ
2
ν ,
(41)
with kN ≡ tr[(X
TQ∆X)
−1XT∆µ∆N∆
T
µX] and kT ≡ tr[(X
TQ∆X)
−1XT∆ν∆T∆
T
νX].
In the case heteroscedasticity is only on the individual-specific disturbance the ex-
pected value of qNa is obtained as follows:
E(qNa) =
(
Na+ kNa− k0a +
na
n
k0−
na
n
)
σ2u +
(
na− 2λµa
)
ϕ2a +
na
n
λµ ϕ¯
2
+
(
Na− 2λνa +
na
n
λν
)
σ2ν ,
(42)
and, therefore,
ϕˆ2a =
qNa −
(
Na+ kNa− k0a +
na
n
k0−
na
n
)
σˆ2u −
na
n
λµ σˆ
2
µ
na− 2λµa
+
−
(
Na− 2λνa +
na
n
λν
)
σˆ2ν
na− 2λµa
.
(43)
D.3 Expected values in the SUR systems case
Referring to the identities in (22), and considering the n× n matrix Mm ≡ In−Xm
(XTmQ∆Xm)
−1XTmQ∆ (and then by definition em=Mmym=Mmεm and fmf
T
j =Eneme
T
jEn =
EnMmΩmjM
T
jEn), the expected value of qna,mj is:
E(qna,mj) = tr
(
HaQ∆EnMmΩmjM
T
jEnQ∆H
T
a
)
= (na−Na− τa)ψa,mj− (ka,m+ ka, j− ka,mj) ψ¯mj ,
(44)
where ka,mj ≡ tr[(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTjQ∆H
T
aHaQ∆Xm] and kmj ≡
tr[(XTmQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTjQ∆Xm], and ψ¯mj ≈σu,mj is obtained by equat-
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ing qn,mj to its expected value (see Platoni et al., 2012):
E(qn,mj) = [n−N− (T − 1)− (km− 1)− (k j− 1)+ kmj]σu,mj. (45)
Moreover, the expected value of qNa,mj is:
E(qNa,mj) = tr
(
J¯NaHaEnMmΩmjM
T
j EnH
T
a
)
=
(
Na− 2
na
n
)
ψa,mj+
(
kNa,mj− k0a,mj+
na
n
k0,mj+
na
n
)
ψ¯mj
+
(
na− 2λµa
)
ϕa,mj+
na
n
λµ ϕ¯mj+
(
Na− 2λνa +
na
n
λν
)
σν,mj,
(46)
where kNa,mj ≡ tr[(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
jQ∆X j)
−1XTa j J¯NaXam ], k0a,mj ≡
ι
T
Na
Xam (X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTj ιn+ι
T
nXm(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTa j
ιNa
n
, k0,mj
≡
ι
T
nXm(X
T
mQ∆Xm)
−1XTmQ∆X j(X
T
j Q∆X j)
−1XTj ιn
n
, and ϕ¯mj ≈ σµ,mj is obtained jointly with
σν,mj by equating qN,mj and qT,mj to their expected values (see Platoni et al., 2012):
E(qN,mj) =
(
N+ kN,mj− k0,mj− 1
)
σu,mj+
(
n−λµ
)
σµ,mj
+(N−λν)σν,mj ,
E(qT,mj) =
(
T + kT,mj− k0,mj− 1
)
σu,mj+
(
T −λµ
)
σµ,mj
+(n−λν)σν,mj ,
(47)
with kN,mj ≡ tr[(X
T
jQ∆X j)
−1XTjQ∆Xm(X
T
mQ∆Xm)
−1XTm∆µ∆N∆
T
µX j] and kT,mj ≡
tr[(XTjQ∆X j)
−1XTjQ∆Xm(X
T
mQ∆Xm)
−1XTm∆ν∆T∆
T
νX j].
In the case heteroscedasticity is only on the individual-specific disturbance, the
expected value of qNa,mj is obtained differently as:
E(qNa,mj) =
(
Na+ kNa,mj− k0a,mj+
na
n
k0,mj−
na
n
)
σu,mj
+
(
na− 2λµa
)
ϕa,mj+
na
n
λµ ϕ¯mj+
(
Na− 2λνa +
na
n
λν
)
σν,mj
(48)
and, therefore,
ϕˆa,mj =
qNa,mj−
(
Na+ kNa,mj− k0a,mj+
na
n
k0,mj−
na
n
)
σˆu,mj
na− 2λµa
+
− na
n
λµ σˆµ,mj−
(
Na− 2λνa +
na
n
λν
)
σˆν,mj
na− 2λµa
.
(49)
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APPENDIX E: TECHNICAL APPENDIX ON WB PROCEDURE
In case of heteroscedasticity only on the individual-specific disturbance the estimator
is:
Φˆa =
BCεa + ∑
i∈Ia
Ti
n
N
∑
j=1
T 2j
n
Σˆµ −
(
Na− ∑
i∈Ia
Ti
n
)
Σˆu
∑
i∈Ia
Ti
,
(50)
that would be an unbiased estimator ofΦa if the ε’s were known.
Using the centered residuals from theW estimation, the expected value of the be-
tween individuals (co)variations is:
E
(
BCfa
)
= ∑
i∈Ia
TiΦa− ∑
i∈Ia
Ti
n
N
∑
j=1
T 2j
n
Φ¯+
(
Na− ∑
i∈Ia
Ti
n
)
Σu, (51)
and therefore the estimator in (50), with BCfa instead of B
C
εa , is a consistent estimator of
Φa.
APPENDIX F: ADDITIONAL TABLES
Due to the space limit it would be impossible (and unnecessary) to display 480 variance-
covariance matrices as done in Table 1 for the single-equation case. Table 7 displays
the estimated variances-covariances for the stratum a= 5.
29
TABLE 7. Simulation results on two-way SUR systems: estimated variances-covariances ψˆ5,m j and ϕˆ5,m j
N = 250, T = 12, and n= 1031 N = 500, T = 12, and n= 2062
QUE procedure WB procedure QUE procedure WB procedure
true values ϕˆ5,mj on ϕˆ5,mj on true values ϕˆ5,mj on ϕˆ5,mj on
m j ψ5,mj ϕ5,mj ψˆ5,mj σˆu,mj ψˆ5,mj ψˆ5,mj σˆu,mj ψˆ5,mj ψ5,mj ϕ5,mj ψˆ5,mj σˆu,mj ψˆ5,mj ψˆ5,mj σˆu,mj ψˆ5,mj
λ = 0
11 6.544 9.377 6.547 9.373 9.372 7.338 9.625 9.735 6.544 9.377 6.563 9.414 9.412 7.293 9.708 9.816
12 0.738 -1.048 0.741 -1.079 -1.079 0.805 -1.031 -1.019 0.738 -1.048 0.735 -1.045 -1.044 0.806 -1.003 -0.992
13 0.881 1.276 0.872 1.212 1.214 0.758 1.141 1.124 0.881 1.276 0.884 1.315 1.315 0.765 1.249 1.230
22 6.039 6.488 6.038 6.534 6.535 6.802 6.813 6.924 6.039 6.488 6.032 6.525 6.527 6.754 6.829 6.942
23 -1.232 0.710 -1.235 0.730 0.729 -1.072 0.791 0.812 -1.232 0.710 -1.213 0.746 0.743 -1.060 0.810 0.831
33 9.489 6.207 9.434 6.156 6.166 10.570 6.610 6.783 9.489 6.207 9.490 6.249 6.248 10.557 6.725 6.890
λ = 1
11 41.271 59.138 41.325 58.882 59.093 42.697 58.738 59.075 41.265 59.129 41.401 59.116 59.331 42.418 59.208 59.541
12 4.654 -6.609 4.681 -6.784 -6.756 4.713 -6.682 -6.644 4.654 -6.608 4.638 -6.630 -6.597 4.684 -6.561 -6.517
13 5.556 8.047 5.499 7.606 7.644 5.454 7.480 7.504 5.555 8.046 5.573 8.170 8.198 5.480 8.076 8.085
22 38.086 40.918 38.108 40.964 41.173 39.251 41.011 41.343 38.081 40.912 38.048 40.855 41.077 38.962 41.042 41.382
23 -7.770 4.478 -7.794 4.643 4.599 -7.609 4.663 4.638 -7.769 4.477 -7.655 4.683 4.624 -7.489 4.725 4.688
33 59.844 39.146 59.545 38.501 38.873 61.184 38.723 39.274 59.836 39.140 59.857 39.049 39.377 61.157 39.405 39.910
λ = 2
11 105.914 151.765 106.110 150.610 151.619 108.699 149.776 150.938 105.884 151.722 106.262 151.181 152.214 107.884 150.922 152.084
12 11.944 -16.962 12.021 -17.445 -17.319 11.993 -17.245 -17.112 11.941 -16.957 11.903 -17.074 -16.934 11.903 -16.954 -16.804
13 14.259 20.652 14.120 19.452 19.614 14.219 19.232 19.384 14.255 20.646 14.300 20.841 20.974 14.268 20.697 20.814
22 97.740 105.007 97.849 104.667 105.633 99.808 104.325 105.437 97.713 104.977 97.656 104.342 105.354 98.982 104.333 105.473
23 -19.940 11.491 -20.012 12.023 11.821 -19.786 11.966 11.779 -19.934 11.488 -19.647 12.075 11.835 -19.464 12.077 11.857
33 153.578 100.459 152.893 98.094 99.722 155.594 97.926 99.757 153.534 100.431 153.627 99.466 101.008 155.420 99.621 101.356
Note: ψ5,mj and ϕ5,mj are the true values of the vars-Covs, ψˆ5,mj are the estimated vars-Covs of the remainder error uit , ϕˆ5,mj are the estimated vars-Covs of the individual-specific error µi computed
on the basis of a remainder error either homoscedastic (σˆu,mj) or heteroscedastic (ψˆ5,mj).
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