Rollins College

Rollins Scholarship Online
Computer Science

Honors in the Major Theses

Spring 2018

Survey of Techniques for Producing Blended Images: A Case
Study Using Rollins College Archives
Hannah Holman
Rollins College, hholman@rollins.edu

Follow this and additional works at: https://scholarship.rollins.edu/honors-in-the-major-comp-science
Part of the Graphics and Human Computer Interfaces Commons, and the Other Computer Sciences
Commons

Recommended Citation
Holman, Hannah, "Survey of Techniques for Producing Blended Images: A Case Study Using Rollins
College Archives" (2018). Computer Science. 1.
https://scholarship.rollins.edu/honors-in-the-major-comp-science/1

This Thesis is brought to you for free and open access by the Honors in the Major Theses at Rollins Scholarship
Online. It has been accepted for inclusion in Computer Science by an authorized administrator of Rollins
Scholarship Online. For more information, please contact rwalton@rollins.edu.

Survey of Techniques for Producing Blended Images:
A Case Study Using Rollins College Archives
Hannah Holman
Rollins College
Department of Mathematics and Computer Science

Fall

Table of Contents
Abstract .......................................................................................................................3
1. Problem ...................................................................................................................3
2. Related Work ...........................................................................................................4
3. Early Testing and Rapid Prototyping: ........................................................................6
3.1. Photosphere ............................................................................................................................. 6
3.2. Skybox ...................................................................................................................................... 6
3.3. Laplacian Pyramid Blending ..................................................................................................... 7

4. Experiments ........................................................................................................... 11
4. 1 Feature Matching ................................................................................................................... 11
4.1.1. Landscape Exclusion........................................................................................................ 12
4.2 Corner Detection and Image Transformation ......................................................................... 13
4. 3 Matching Regions to a Template:........................................................................................... 14
4.3.1 Applications to Collected 360 Images .............................................................................. 15
4.4 Automatic Foreground Extraction: .......................................................................................... 18

6. References ............................................................................................................. 21
Appendix ................................................................................................................... 23

2

08

Abstract
The Rollins College Archives are a treasure trove of historic resources relating to
the college’s history, and they are often underutilized or overlooked by both the student
body and the surrounding community. In particular, historic resources are all too often
excluded from work in computer science and related fields. This project aims to bridge
that gap by bringing the two areas together. To that end, the goal of this project is to
merge past and present by blending historic photos with input of a present day scene in
order to reveal changes and juxtapositions of the same scene across eras.
This research explores the possibility of accomplishing this principally through
computational means. In order to achieve this, we delve into the domain of computer
vision, utilizing techniques in feature detection and matching in order to ultimately
blend images in novel ways.
Image blending is a technique often used for the creation of unique images, or
for emphasizing a contrast between two scenes through their convergence. Whether
the blend is produced through masks with alpha values, seam carving, or other
techniques, most implementations require a great deal of manual input, whether that
entails point selection, mask generation, or setting an alpha value.
In this project, we identify recognizable regions and features on a given image.
We then use these to identify similar regions and features in a second image. Any
matches found are then filtered, and the bad or incorrect matches are removed. The
remaining matches are used to compute the difference in perspectives between the two
images, and the coordinates of the matching points are used to correct the images to
match in the same perspective.
We explore various approaches to the problem of feature matching, including
built-in library functions, as well as a region based, template-matching algorithm. We
also investigate techniques in image blending, such as automatic mask generation,
Laplacian pyramid blending, and various off-the-shelf tools contained within Unity. We
also test the applications of our findings with regards to working with 360-degree
images.

1. Problem
This research aims to address a variety of problems. From a perspective of
engagement with history, the archive at Rollins College is home to an extensive and
varied collection of fascinating and noteworthy documents and images that are
significant to the history of the college. However, although essentially a treasure trove
of resources, the archives are all too often underutilized by both students and
community members. This research aims to make some of the resources in the archives
more accessible by presenting it in new ways that engage members of the Rollins
community.
From a technical standpoint, the field of computer vision and feature matching
lacks research in the area of using distinct keypoints and features across images in order
to match, align, and blend them in artistic and creative ways. This research seeks to fill
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that gap by surveying techniques for image registration and feature matching for this
purpose, thus lending new insight and applications of such technology.
To this end, we investigate various techniques of feature detection, matching,
and blending in order to produce the best and most consistent results in generating
novel blended images. Examples of tested methodology involve experimentation with
creating photospheres and Skyboxes, utilizing off the shelf tools in Unity. We also
explored blending techniques with Laplacian Pyramids. In addition, this research
incorporated a study of a variety of feature matching algorithms in order to find the best
matches for computing homography as well as automatic mask creation to be used for
blending images with the Laplacian Pyramid technique. These experiments included
masking out color, using Harris corners, matching to templates, and explored and tested
a variety of OpenCV library feature detection functions, such as SIFT, SURF, ORB, and
MSER.

2. Related Work
Related work on the topic includes a number of research projects on the subject
of accurate feature matching, as well as presenting historical resources in a new way
using techniques in blended or virtual reality. In addition, establishing correspondence
between images by finding robust matches is a problem that has long existed in
computer vision. As such, researchers have proposed a number of methods pertaining
to this field.
David Lowe (2004) contributed greatly the area of feature detection and reliable
matching in his research. He presented a method for performing reliable matching
regardless of variance in scale and rotation. His research involved a means of extracting
distinctive invariant features from images in order to perform robust matching across a
variety of differences in affine distortion, scale and rotation, illumination, viewpoints,
and noise levels (p. 91-110). This research led to the creation of the SIFT technique,
which is utilized throughout Section 4 of this research.
Shen, Tao, Zhou, Gao, and Jia (2016) conducted research with the aim of
matching complicated Internet scene images by proposing methods of regional
foremost matching, wherein regions in the foreground of an image are detected
robustly. This method would produce dense high-quality matches in the foremost
regions of an image, rejecting outlier points. Their method looks to subvert the inherent
difficulty that matching Internet images entails, as a result of changes in color,
resolution, perspective, weather, light, etc (p. 1-12). This general idea is implemented in
Section 4.4 of this research, which discusses foreground detection and extraction in
order to yield better matches.
Throughout our research, we were presented with the problem of images taken
from different angles or perspectives, and their consequential misalignment. A variety
of research has been conducted on how to resolve difference in perspective image
disalignment, as well as possible approaches and solutions.
In her survey paper, Lisa Gottesfeld Brown (1992) tackled the common issue
that arises when images are taken from different perspectives, at different times, or by
4

different sensors, but need to be compared. She sought to detect differences through
the alignment of images in order that disparities would become apparent. Her research
was aimed at providing a framework for solutions to the problem of image registration
tasks, as well as to provide an analysis of traditional techniques (p. 325-376).
Takahashi, Numa, Aoki, and Kondo (2008) addressed a similar issue, pertaining to
the need for obtaining a geometric correspondence between projector and camera
images. Previous methods employed special patterns to obtain this correspondence, but
this technique required a re-projection whenever the projector or screen was moved (p.
1-2).
Chen and Medioni (1997) presented a technique for image synthesis given a
limited set of photographs from varying perspectives. From this set, their system creates
an image from an entirely new vantage point, while still maintaining the correct
perspective and handling cases of occlusion. The system they propose operates entirely
within the image space, rather than relying upon three-dimensional Euclidean
information. In approaching this problem, they address two fundamental questions. The
first of which involves how to warp existing frames, and the second of which covers the
problem of occlusion in the output image as a result of a change in viewpoint. Their final
system operates by finding feature points within the source images, and extracting the
scalar value of projected depth for each point. Thus, they were then able to translate
feature points to a new view, warping pixels by a two-dimensional homography by way
of triangulation within the image. The issue of occlusion was handled drawing these
triangles within a certain order, or by checking their orientation, depending upon
whether the occlusion was partial or total. When designing their system, Chen and
Medioni decided against utilizing fully automatic edge detection algorithms because of
their tendency to yield results that require manual cleanup. This issue is addressed in
this research by first quantizing and thresholding images (p. 269-275).
On the subject of scene recreation, Agarwal et al. (2011) designed a system for
utilizing large, unstructured sets of photographs in order to reconstruct a 3D geometry,
such as that of a city. Their research used Rome as a subject city for testing. They
implemented SIFT feature detection (a technique explored in this research) in order to
detect and match features across images. Since the research dealt with rather large
collections of images, the system utilized a multi-round scheme wherein sets of edges
were presented and verified within a match graph. This match graph is defined as a
graph that where edges connect images if and only if they both portray an identical area
of the scene, and if there are a satisfactory amount of feature matches. Through
experimentation, they found some of their models contained holes, such as when
representing rooftops where photo coverage is low. However, many of their results
yielded high reconstruction quality (p. 105-112).
Edge detection for object recognition famously surfaced in Chris Harris and Mike
Stephens’ (1988) research on edge detection (p. 10-5244). They addressed the problem
presented by the wide diversity of objects in scenes, with regards to computer vision
and object recognition. They proposed a solution that involved tracking discrete
features (corners) rather than continuous (edges). While corner features are more
reliable and meaningful in feature detection, the problem lies in the lack of connectivity
5

when generating higher level descriptions of objects. To this end, their research
proposed combining corner and edge detection in order to obtain a greater depth of
information. We address the issue of the convoluted edges in Section 4.4 with regards
to foreground detection.
Setkov, Gouiffès, and Jacquemin (2013) researched the implications of color
variation between images on feature detection (p. 1-8). We address the possible issue of
color in the scenery in Section 4.1.1.
All historic images used in this research have been sourced with permission from
the Rollins College Archives and Special Collections (Archives and Special Collections).
The archives at Rollins hold a wide variety of artifacts, documents, manuscripts,
drawings, newspapers, books, photographs, and more. The collection serves as a means
of preserving the culture and history of the institution, and actively works to
communicate this heritage to the student body and surrounding community.

3. Early Testing and Rapid Prototyping:
The idea of creating immersive experiences with photographs is a common
activity. Our work expands upon this by utilizing historical images to create these
immersive environments. In the early phases of research, we explored various off-theshelf solutions for their applicability and effectiveness in creating immersive scenes with
regards to the resources and the images housed in the Rollins Archives.

3.1. Photosphere
Preliminary testing involved creating a photosphere with Unity in order to
determine the feasibility of generating a full 360-degree environment with images. A
photosphere is an implementation of a 360-degree photo viewer, where the image is
projected onto the interior of a sphere, allowing the viewer to look around as if they
were inside the scene. The tools supplied by Unity made this a relatively simple task,
given that there is an image fitting the requirements for the photosphere’s creation.
Using a sample image in the public domain, this task was easily accomplished. However,
this technique was not viable. While the Rollins archives contain numerous images,
there simply are not enough with distinct vantage points to produce a complete or
nearly complete photosphere.

3.2. Skybox
Next, the Skybox tool included with Unity was attempted. A Skybox aims to
accomplish the same end-goal as the photosphere previously described, but generates
the scene from inputs of ordinary images. This tool requires six input images that
collectively include the whole scene to be rendered. Several photos were taken of Mills
Lawn at Rollins College in order to test this feature. However, the images were neither
precise nor complete enough in coverage in order to graft a seamless environment. As
Figure 1 illustrates, it was impossible to capture a large enough area within each photo
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in order to fill the six-sided Skybox with enough data to recreate the entire
environment. With this experience in mind, further examination of archived images in
the Olin Library showed that the images available were not cohesive or wide enough in
scope for a Skybox to be considered a viable option.

Figure 1 – Skybox input images
(Credit: Hannah Holman)

3.3. Laplacian Pyramid Blending
This technique explored the concept of Laplacian pyramid blending in order to
seamlessly blend two images to create a composite of past and present environments.
The software developed was designed with the purpose of merging and blending two
input images with a custom mask, creating a new composite image that is a combination
of both input images according to the design of the input mask. Each layer of the
original input images was downsampled, yielding Gaussian pyramids. The images were
then upsampled again, resulting in Laplacian pyramids, while the mask remains a
Gaussian mask. Each level of the Laplacian image pyramids is sharpened. The layering
order of the Gaussian mask is reversed in order to match the level sizes of the
Laplacians, and the individual pyramid stacks are then merged with each other and with
the mask into one stack. The mask pulls pixels from each image pyramid according to its
distribution of pixel values, based on multipliers from 0.0 to 1.0. This merged stack is
then collapsed into the final composite image. The technique implements one final
sharpen on the composite image. The process is summarized in Figure 2 using an image
from the Rollins archives and a modern image.
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Figure 2:
Laplacian Pyramid Blending Process Overview

Image 1: Lake Virginia (2010)

Image 2: Lake Virginia (1910-1920)

Jones, 2010

“Across Lake Virginia View”, Rollins Digital
Archives, 2010

Grayscale Mask (Black = pixels from image
2, White = pixels from image 1)

Generate Gaussian
pyramid of n levels
for each photo and
mask

Reverse mask
pyramid

Generate Laplacian
pyramid of n levels
for each input photo
and sharpen levels

Sharpen and display
ﬁnal image

Collapse pyramid to
build single image

Merge Laplacian
photo pyramids with
Gaussian mask
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In exploring this method of image blending, a variety of issues and limitations
were encountered in dealing with a range of input images. As a result of the nature of
the experiment, images were occasionally of low quality and were always either sepia
toned or black and white. This variation in coloring would produce interesting and
artistic blends when merged with recent images, however it did affect the realism of the
scene. Thus, the results were more akin to artistic representation rather than realistic
reconstruction. Figures 2 and 4 illustrate blends using this technique.
Additionally, the color and quality of the images sometimes affected how they
were processed and compared with images from the present. It was thus necessary to
convert images to grayscale when performing comparisons in order that color variations
did not skew results.
In order to blend the two images around an area that would produce an artistic
blend around a logical region of interest, it was necessary to create a binary mask
manually. This task was laborious and tedious. Figure 4 illustrates an example in which a
manually generated binary mask was used. This mask had to be meticulously created in
order to include the cars from the old photo and overlap in exactly the right location
with the new image. Even so, in Figure 4, we see that the pine tree trunk artifact still
remains.
Figure 3:
Automatic Mask Generation

Image 2:
Corresponding binary mask

Image 1:
Extracted foreground

“Knowles Chapel”, Rollins Digital Archives, 1932

Making a mask was a repetitive task and required much trial and error
experimentation. The painstaking process of crafting custom masks led to later testing
of automatically generated masks through the identification and subsequent extraction
of prominent regions. The extracted region would then be converted to a binary mask,
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which would be used with the Laplacian pyramid blending. The idea was to replace a
prominent feature in today’s environment with a historic version in a gradual blend, so
that contrasts would become evident to the viewer (see Section 1). Figure 3 illustrates
an example mask that was generated automatically from a computationally determined
foreground. This process is explored in detail in Section 4.4.
Figure 4: Laplacian Blend

Lyman Hall (2014)

Lyman Hall (1936)

“Frederick Lyman Hall”, 2014

“Lyman Hall”, Rollins Digital Archives. 1936
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4. Experiments
With a suitable image blending technique created and tested, the next part of
this research addressed the aligning of images. In order to produce a blend without
obvious artifacts, it was necessary to align the images and ensure that the perspective
matched as exactly as possible. We set about determining a way to achieve this result
programmatically, without the manually created mask requiring a user to manually align
images. We also explored the possibility of warping the perspective of an input image to
match a destination image so perspectives did not have to be exactly similar in two
images. This would address the problem of a limited choice of historic photos to choose
from that was further constrained by the need to search for those taken from specific
vantage points.
To this end, we explored techniques in feature matching in order to generate
masks automatically based on prominent features and regions, and to use matched
features to compute homography between two images and warp their perspectives to
match accordingly, thus setting the images up for a seamless blend.

4. 1 Feature Matching
The purpose of the next set of experiments was to take steps to implement the
capability to recognize a photo based on prominent features and find a matching image
with which to blend. The same features would then be used in order to generate a mask
computationally. Initial tests were run with BFMatcher contained in OpenCV, used in
conjunction with the SIFT feature matching algorithm. BFMatcher is a brute-force
feature matcher that functions by taking a descriptor of one feature in the first set of
matches, and matches it against all other features in the second set. It performs a
distance calculation, and highest correspondence is returned. SIFT (Scale Invariant
Feature Transform) was presented by David Lowe in 2004. It remains unaffected by
changes in scale between two images.
When these techniques were implemented however, it became obvious that the
matches generated were neither reliable nor accurate. For example, Figure 5 illustrates
an abundance of bad matches across the two images. In examining possible reasons for
such a collection of bad matches, it became apparent that changes in landscaping
caused particular issues. In Figure 5, it can be seen that trees and brush provided
distinct features for feature detection algorithms, but these features may not be
consistent across the two photos. Based on the algorithm however, points mapped to
their closest computed match, which resulted in branches matching to windows, or
trees to other trees and bushes that were in different locations between images. This
inconsistency made aligning images based on these results impossible.
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Figure 5 – SIFT Feature Matching Results

4.1.1. Landscape Exclusion
In making attempts to increase accuracy, landscaping in the image was filtered
out in order to keep architectural features as the most prominent components of the
image. This was accomplished by removing all colors within a range of green values, and
then creating a mask that removed those parts of the image. This proved to generate no
change in matches. Figure 6 shows the process of filtering out green from an input
image.
Figure 6: Filtering greenery

Image 3 - Original

Image 3 - Mask

Image 3 - Filtered Green
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4.2 Corner Detection and Image Transformation
In another attempt to skirt the problem of landscaping registering as points of
interest to feature matching algorithms, we experimented with using Harris Corners as
an alternative. Corners are characterized by a large variation in image intensity in all
directions. In their research in 1988, Chris Harris and Mark Stephens presented this idea
in a mathematical form that led to what is now the Harris Corner Detector. This is
expressed below:

𝐸 𝑥, 𝑦 = Σ 𝑤! ,! [𝐼!!!,!!! − 𝐼!,! ] !
The change, E, for a small shift (x, y) can be rewritten as

𝑥
𝐸 𝑥, 𝑦 = 𝑥, 𝑦 𝑀 𝑦

where M is

𝑀=

𝐴
𝐶

𝐶
𝐵

The eigenvalues of M correspond to the principal curvatures of the local autocorrelation function, thus generating a description of M that is rotationally invariant,
meaning that its value is not subject to change if an arbitrary rotation is applied. There
are three possible cases with regards to the shape:
1. Both curvatures are small – Local auto-correlation is flat as a result, so the
windowed image region is of constant intensity.
2. One curvature is high and the other is low – Local auto-correlation is ridge
shaped as a result, so it is only the changes along this ridge causing a small
change in E. Indicates an edge.
3. Both curvatures are high – Local auto-correlation function is sharply peaked, so
shifts in any direction will sharply increase E. Indicates a corner.
The corner response R is formulated by

𝑅 = 𝐷𝑒𝑡 − 𝑘 𝑇𝑟 !
where α β are the eigenvalues of M, and

𝑇𝑟 𝑀 = 𝛼 + 𝛽 = 𝐴 + 𝐵
𝐷𝑒𝑡 𝑀 = 𝛼𝛽 = 𝐴𝐵 − 𝐶 !
The overall goal behind this implementation was to achieve better feature
detection by matching corners in an effort to focus singularly on the architecture in the
photos, given the prominence of corners on the buildings, and filter out some of the
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landscaping that was resulting in bad matches. This research implemented
goodFeaturesToTrack, which utilizes Harris Corners, in order to detect the corners,
which were subsequently fed to an MSER feature detector in order to determine
matches among corners, thus intending to focus on architectural features specifically, as
illustrated in Figure 7, Image a.
However, this method proved to provide little improvement in overall match
results. False matches from this process created issues when warping perspectives,
generating an image that was warped incorrectly. Various values were tried for number
of corners and distance, however no combination produced a favorable result as can be
seen in Figure 7, Image b. The image transformation process was also tried using
keypoint detection, but the results were no more favorable.
Figure 7: Feature Matching with Harris Corners

Image a:
Harris Corners

Image b:
Matches with MSER and Harris Descriptors

4. 3 Matching Regions to a Template:
Given the previously determined inaccuracy and unreliability of matching
features across the entirety of two images, we set out to explore the potential of
matching specific regions that were shared between two scenes. Sample code for this
process is contained in Appendix A.
In this technique, prominent features on images are matched using a scale
invariant, region based algorithm that uses an extrapolated template in order to
produce a set of points to be used to compute the homography matrix and warp the
perspectives of the images to fit before blending the two, producing the novel image.
In implementing the template matching, a template from a specific region from
an image was extracted in order to find a matching region in a destination image. This
region would be used as a focused area for feature matching, and an origin point for
warping the perspective of the rest of the image. The algorithm utilizes an input image
and a template previously selected from the destination image. A Canny edge detector
is used to identify the edges of the template image (Appendix A, line 6). The input image
to be searched is then reduced by scale in evenly spaced samples within a specified
14

interval, rendering it scale invariant. A bookkeeping variable keeps track of the number
of size reductions in order to size the image back up once the region search is
completed. At each size reduction, the Canny edges are found in the reduced image and
the template edges are used to search for possible matches using OpenCV methods
(Appendix A, lines 25 – 26).
As the template slides over the input image, patches are compared against the
template according to a specified method and a matrix of comparison results, R, is
calculated. Thus, if the image size is defined as W x H, and the template size as w X h,
then

𝑅 = (W – w + 1) X (H – h + 1)

Once R is calculated, a bookkeeping variable is used to maintain a record of the
maximum match value, as well as the maximum (x,y) location of the match points and
the resize ratio at which the match was found. At every resize scan, this variable is
updated if a higher correspondence match is found, indicating a better match. Once the
entire scan process is complete, the bookkeeping variable is used to extract the region
deemed to be the best match (Appendix A, lines 35-46), and this cropped area is
returned by the method to be used to feature matching.
Initial tests with input images yielded successful results, where a region on an
image was correctly identified and extracted from a source template, as illustrated in
Figure 8.
4.3.1 Applications to Collected 360-degree Images
After successful tests with standard image input, we next attempted to achieve
similar results with 360-degree images. The ultimate goal of which would be the ability
to generate a complete view of a scene with historic images blended throughout.
The methodologies that have been described up to this point were developed for
traditional, non-360 degree images. Prior to these experiments, it was unclear as to
whether these techniques could be applied to 360-degree images, but the tests
performed here served to prove their application.
A variety of 360-degree images were collected around the Rollins College
campus. The image locations were chosen in order that they might incorporate
prominent architectural features on campus. Image capture locations included the
Virginia S. Nelson Rose Garden adjacent to Knowles Chapel, directly across from Lyman
Hall on Holt Avenue, and underneath the flagpole neighboring Mills Lawn. These views
yielded images that incorporate many of the recognizable campus features that are
commonly seen in historical images in the Rollins Archives. The template-matching
algorithm was tested on these 360-degree images, and yielded generally favorable
results. Examples of this process are shown in Figure 8.
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Figure 8: Template matching by region

a) Source input image: The image from which
the template to be matched is extracted

b) Template image: The template region
extracted from a defined set of points within
the source input image

“Knowles Memorial Chapel”, Winter Park Public Library, 1954

c) Destination input image: The destination image
that is searched for a template match as a 360degree view (Credit: Hannah Holman)

d) Matched region: The best-matched region,
as identified by the program’s algorithm

However, further issues were introduced upon performing feature matching
between the two “matched” regions. Tests were run using SIFT, SURF, and ORB, as
shown in Figure 9. None of the aforementioned techniques yielded valuable results and
bad matches predominated in each case. All feature matching was conducted with a
Brute Force Matcher.
Sample feature matching code with ORB is included in Appendix B. In lines 4 and
5, the ORB feature detector is used to detect and compute keypoints and descriptors in
both images. The descriptors are used with a Brute Force Matcher in line 9. Matches are
then sorted by strength, and the top 15 matches are extracted and used to build two
sets of matches based upon the training and query image points (Appendix B, lines 19 –
24).
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Figure 9: Comparison of feature matching techniques

Image b: SURF – With threshold of 0.85

Image a: SIFT – With threshold of 0.85

Image c: ORB – Top 10 matches

From the source and destination point sets, we compute the homography with a
RANSAC value of 5.0. The resulting homography matrix is used to attempt to warp the
perspective of the source image to that of the destination image.
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4.4 Automatic Foreground Extraction:
After these techniques were tested with manually extracted templates, attempts
were made at extracting prominent features automatically. The extraction was
accomplished with an algorithm that takes an image, and reduces noise through a
Gaussian blur, before performing Canny edge detection. We then find the contours in
the image, and identify the largest contour from the results. This process can be seen in
the following code excerpt (Appendix C, lines 49-57).
for c in contours:
#find the bounding rectangles in the contours
x,y,w,h = cv2.boundingRect(c)
#Identify largest rectangle as foreground component
if (h >= h_max and w >= w_max):
r = (x, y, w, h)
w_max = w
h_max = h

This rectangle, r, is labeled as the foreground region and used to generate a
mask where pixels are marked with one of four possible flags: background, foreground,
probable background, or probable foreground (denoted 0, 1, 2, 3 respectively). We use
these values to create a binary mask with respect to identified foreground, and apply it
to the input image in order to extract the foreground region, as shown below (Appendix
C, lines 85-86).
mask = np.where((mask == 2) | (mask == 0), 0,1).astype('uint8')
foreground_extracted = foreground_extracted * mask[:,:,np.newaxis]

The results of this extraction algorithm were used in conjunction with the
previously described technique of template matching. The computed points from the
template matching were used to compute a homography matrix that was used in
transforming the perspective the input image. The results of the process, including the
foreground extraction, are summarized in Figure 10 below.
Images a and b display the original input images. Image c illustrates the original
image after performing color quantization. Quantizing the image reduces the number of
colors, allowing for better image thresholding (image d). Thresholding the image
reduces noise, thus reducing the number of small edges found and allowing for better
detection of larger, more prominent features (image e). The largest of the set of
detected contours is used with OpenCV’s GrabCut algorithm in order to extract the
region bounded by that particular contour (image f). We then perform feature matching
on the matched regions (image g) before computing the homography and warping
(image h).
Our technique of quantization and thresholding improves the algorithm’s
reliability. By quantizing the image and reducing variation, we remove many of the
individual features of an image that may result in too many small components after
running the edge detection algorithm. Instead, we are left with larger contours that can
be more easily identified as foreground.
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Image a: Original source image

Image b: Original destination image

“Knowles Chapel”, Rollins Digital Archives, 1932

Image c: Image quantized with 5
clusters

Robinson, T. Rollins Digital Archives

Image d: Image thresholded with
pixel range of 195 - 240

Image e: Canny edges

Image f: Extracted region

Image h: Computed homography with
RANSAC threshold = 5.0

Image g: Identified matched
region with ORB matches

Figure 10: Foreground extraction for template
matching
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5. Conclusions and Future Work
In this work, we explore the application of feature matching and perspective
transforms to the generation of novel images. Through homography estimation and
image blending, we seek to combine historic with modern images in an effort to
highlight dichotomies and contrasts between two scenes throughout time. Our work
was incomplete insofar as creating the final blended image, however we tested and
presented various techniques for producing the most accurate set of matching points, as
well as methods of blending and generating novel images. Future work will consist of
efforts to generate an accurate homography between two sets of points, in order that
the perspective of one image can be accurately projected to match that of another.
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Appendix A
Template Matching

01: def template_match(template, dst_img):
02:
#make copy to be cropped based on found region later
03:
found_template = dst_img.copy()
04:
05:
temp_gray = cv2.cvtColor(template, cv2.COLOR_BGR2GRAY)
06:
temp_gray = cv2.Canny(temp_gray, 50, 200)
07:
(h, w) = temp_gray.shape[:2]
08:
09:
dst_gray = cv2.cvtColor(dst_img, cv2.COLOR_BGR2GRAY)
10:
11:
#bookkeeping variable - matched region
12:
found = None
13:
14:
for scale in np.linspace(0.2, 1.0, 20)[::-1]
15:
16:
resized = cv2.resize(dst_gray, (int(dst_gray.shape[1]*scale),
17:
int(dst_gray.shape[0]*scale)))
18:
19:
#bookeeping variable - ratio
20:
ratio = dst_gray.shape[1] / float(resized.shape[1])
21:
22:
if (resized.shape[0] < h or resized.shape[1] < w):
23:
break
24:
25:
edges = cv2.Canny(resized, 50, 200)
26:
match = cv2.matchTemplate(edges, temp_gray, cv2.TM_CCOEFF)
27:
28:
(_, maxVal, _, maxLoc) = cv2.minMaxLoc(match)
29:
30:
#update region bookeeping variable
31:
if found is None or maxVal > found[0]:
32:
found = (maxVal, maxLoc, ratio)
33:
34:
#unpack bookkeeping variable
35:
(_, maxLoc, ratio) = found
36:
37:
#create bounding rectangle based on stored ratio
38:
(startX, startY) = (int(maxLoc[0]*ratio), int(maxLoc[1]*ratio))
39:
(endX, endY) = (int((maxLoc[0]+w)*ratio), int((maxLoc[1]+h)*ratio))
40:
41:
region_height = endY - startY
42:
region_width = endX - startX
43:
44:
45:
found_template = found_template[startY: startY+region_height,
46:
startX: startX+region_width]
47:
48:
return found_template
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Appendix B
Orb Match

01: def orb_match(img1, img2, matched_region, template):
02:
orb = cv2.ORB_create()
03:
04:
keyPt1, desc1 = orb.detectAndCompute(template, None)
05:
keyPt2, desc2 = orb.detectAndCompute(matched_region, None)
06:
07:
bf = cv2.BFMatcher(cv2.NORM_HAMMING, crossCheck=True)
08:
09:
matches = bf.match(desc1, desc2)
10:
11:
matches = sorted(matches, key = lambda x:x.distance)
12:
13:
# Draw first 10 matches.
14:
out = cv2.drawMatches(template,keyPt1,matched_region,keyPt2,
15:
matches[:15], None, flags=2)
16:
cv2.imshow("matches", out)
17:
cv2.waitKey(0)
18:
cv2.destroyAllWindows
19:
matches = matches[:15]
20:
source_pts = []
21:
dest_pts = []
22:
for m in matches:
23:
source_pts.append(keyPt1[m.queryIdx].pt)
24:
dest_pts.append(keyPt2[m.trainIdx].pt)
25:
26:
print(source_pts)
27:
28:
29:
source_pts = np.array(source_pts, dtype=np.float32)
30:
dest_pts = np.array(dest_pts, dtype=np.float32)
31:
32:
M, mask = cv2.findHomography(source_pts, dest_pts,
33:
cv2.RANSAC, 5.0)
34:
35:
img_out = cv2.warpPerspective(img1, M, (img1.shape[1],
36:
img1.shape[0]))
37:
cv2.imshow("warped", img_out)
38:
cv2.waitKey(0)
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Appendix C
Extract Foreground

01: def extract_foreground(image):
02:
"""
03:
This function segements and then finds the contours within an image.
04:
These contours are bounded by a rectangle, the largest of which
05:
is used for the Grab Cut algorithm in order to extract the foreground
06:
of the image
07:
08:
Args:
09:
image (np.ndarray): image from which to extract the foreground
10:
Returns:
11:
foreground_extracted (np.ndarray): extracted foreground from the image
12:
"""
13:
img = image.copy()
14:
img = cv2.pyrDown(img)
15:
16:
#kernel for closing edges
17:
kernel = np.ones((5,5))
18:
19:
#Perform color quantizization
20:
#quantized = quantize_color(img)
21:
22:
#Threshold the image to segment it
23:
#ret, threshold = cv2.threshold(quantized, 125, 235, cv2.THRESH_BINARY)
24:
#ret, threshold = cv2.threshold(quantized, 200, 255, cv2.THRESH_BINARY)
25:
ret, threshold = cv2.threshold(img, 195, 240, cv2.THRESH_BINARY)
26:
27:
cv2.imshow("retim", threshold)
28:
cv2.waitKey(0)
29:
cv2.destroyAllWindows()
30:
31:
#De-noise image before edge detection
32:
blur = cv2.GaussianBlur(threshold, (11,11), 3)
33:
34:
#Blur edges
35:
edges = cv2.Canny(blur, 50, 55, 7)
36:
37:
#Close edges to create cohesive edge
38:
edges = cv2.morphologyEx(edges, cv2.MORPH_CLOSE, kernel)
39:
40:
#Find the external contours of the edge image
41:
img, contours, hierarchy = cv2.findContours(edges, cv2.RETR_EXTERNAL,
42:
cv2.CHAIN_APPROX_NONE)
43:
44:
#initial max values for finding largest rectangle in contours
45:
w_max = 0
46:
h_max = 0
47:
48:
#iterate through each contour found in the image
49:
for c in contours:
50:
#find the bounding rectangles in the contours
51:
x,y,w,h = cv2.boundingRect(c)
52:

25

53:
54:
55:
56:
57:
58:
59:
60:
61:
62:
63:
64:
65:
66:
67:
68:
69:
70:
71:
72:
73:
74:
75:
76:
77:
78:
79:
80:
81:
82:
83:
84:
85:
86:
87:
88:
89:

#Identify largest rectangle as foreground component
if (h >= h_max and w >= w_max):
r = (x, y, w, h)
w_max = w
h_max = h
#rect = cv2.minAreaRect(c)
#print("rect", rect)
#box = cv2.boxPoints(rect)
#box = np.int0(box)
#draw contours on image
#img = cv2.drawContours(img, c, -1, (255,128,0), 2)
#img = cv2.drawContours(img, [box], -1, (128, 0, 255), 2)
#Copy to preserve original
foreground_extracted = image.copy()
foreground_extracted = cv2.pyrDown(foreground_extracted)
#Create initial mask of zeros and foreground and background of zeros
mask = np.zeros(foreground_extracted.shape[:2], np.uint8)
background = np.zeros((1, 65), np.float64)
foreground = np.zeros((1, 65), np.float64)
#Extract the area bounded by rectangle r and create mask
cv2.grabCut(foreground_extracted, mask, r, background, foreground, 6,
cv2.GC_INIT_WITH_RECT)
cv2.pyrUp(mask)
mask2 = np.where((mask == 2) | (mask == 0), 0, 1).astype('uint8')
foreground_extracted = foreground_extracted * mask2[:,:,np.newaxis]
foreground_extracted = foreground_extracted[y: y+h, x: x+w]
return foreground_extracted
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