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ABSTRACT
In this paper, we present a novel method named RECON, that au-
tomatically identifies relations in a sentence (sentential relation
extraction) and aligns to a knowledge graph (KG). RECON uses a
graph neural network to learn representations of both the sentence
as well as facts stored in a KG, improving the overall extraction qual-
ity. These facts, including entity attributes (label, alias, description,
instance-of) and factual triples, have not been collectively used in
the state of the art methods. We evaluate the effect of various forms
of representing the KG context on the performance of RECON. The
empirical evaluation on two standard relation extraction datasets
shows that RECON significantly outperforms all state of the art
methods on NYT Freebase and Wikidata datasets. RECON reports
87.23 F1 score (Vs 82.29 baseline) on Wikidata dataset whereas on
NYT Freebase, reported values are 87.5(P@10) and 74.1(P@30) com-
pared to the previous baseline scores of 81.3(P@10) and 63.1(P@30).
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1 INTRODUCTION
The publicly available Web-scale knowledge graphs (KGs) (e.g., DB-
pedia [1], Freebase [2], and Wikidata [23]) find wide usage in many
real world applications such as question answering, fact checking,
voice assistants, and search engines [5]. Despite the success and
popularity, these KGs are not exhaustive. Hence there is a need
for approaches that automatically extract knowledge from unstruc-
tured text into the KGs [12]. Distantly supervised relation extraction
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(RE) is one of the knowledge graph completion tasks aiming at
determining the entailed relation between two given entities anno-
tated on the text to a background KG [26, 29]. For example, given
the sentence "Bocelli also took part in the Christmas in Washington
special on Dec 12, in the presence of president Barack Obama and
the first lady" with annotated entities- wdt:Q76 (Barack Obama)1
and wdt:Q13133(Michelle Obama); the RE task aims to infer the
semantic relationship. Here wdt:P26 (spouse) is the target relation.
In this example, one can immediately see the impact of background
knowledge: the correct target relation spouse is not explicitly stated
in the sentence, but given background knowledge about the first
lady and her marital status, the correct relation can be inferred by
the model. In cases having no relations, the label “NA” is predicted.
Existing RE approaches have mainly relied on the multi-instance
and distant learning paradigms [19]. Given a bag of sentences (or
instances), the multi-instance RE considers all previous occur-
rences of a given entity pair while predicting the target relation
[21]. However, incorporating contextual signals from the previous
occurrences of entity pair in the neural models add some noise
in the training data, resulting in a negative impact on the over-
all performance [14]. Several approaches (e.g., based on attention
mechanism [28], neural noise converter [26]) have been proposed
to alleviate the noise from the previous sentences for improving
overall relation extraction. Additionally, to mitigate the noise in
multi-instance setting, there are few approaches that not only use
background KGs as a source of target relation but exploit specific
properties of KGs as additional contextual features for augment-
ing the learning model. Earlier work by [10, 21] utilizes entity
descriptions and entity/relation aliases from the underlying KG
as complementary features. Work in [16] employs attention-based
embeddings of KG triples to feed in a graph attention network for
capturing the context. Overall, the knowledge captured from KG
complements the context derived from the text.
In contrast, the sentential RE [20] ignores any other occur-
rence of the given entity pair, thereby making the target relation
predictions on the sentence level. However, the existing approaches
for sentential RE [20, 30] rely on local features/context present in
the sentence and do not incorporate any external features. In this
paper, we study the effect of KG context on sentential RE task by
1wdt: binds to https://www.wikidata.org/wiki/
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Figure 1: RECON has three building blocks: i) entity attribute context (EAC) encodes context from entity attributes ii) triple
context learner independently learns relation and entity embeddings of the KG triples in separate vector spaces iii) a context
aggregator (a GNN model) used for consolidating the KG contexts to predict target relation.
proposing a novel method RECON. RECON focuses on effective
representation of the knowledge derived from the KG induced in
a graph neural network (GNN). The proposed approach has three
building blocks illustrated in the Figure 1. Specifically, RECON har-
nesses the following three novel insights to outperform existing
sentential and multi-instance RE methods:
• Entity Attribute Context: we propose a recurrent neural net-
work based module that learns representations of the given
entities expanded from the KG using entity attributes (prop-
erties) such as entity label, entity alias, entity description and
entity Instance of (entity type).
• Triple Context Learner: we aim to utilize a graph attention
mechanism to capture both entity and relation features in
a given entity’s multi-hop neighborhood. By doing so, our
hypothesis is to supplement the context derived from the
previous module with the additional neighborhood KG triple
context. For the same, the secondmodule of RECON indepen-
dently yet effectively learns entity and relation embeddings
of the 1&2-hop triples of entities using a graph attention
network (GAT) [22].
• Context Aggregator : our idea is to exploit themessage passing
capabilities of a graph neural network [30] to learn represen-
tations of both the sentence and facts stored in a KG. Hence,
in the third module of RECON, we employ an aggregator
consisting of a GNN and a classifier. It receives as input the
sentence embeddings, entity attribute context embeddings,
and the triple context embeddings. The aggregator then ob-
tains a homogeneous representation, passed into a classifier
to predict the correct relation.
We perform exhaustive evaluation to understand the efficacy
of RECON in capturing the KG context. Our work has following
contributions:
• RECON: a sentential RE approach that utilizes entity at-
tributes and triple context derived from theWeb scale knowl-
edge graphs, induced in a GNN, thereby significantly outper-
forming the existing baselines on two standard real world
datasets.
• We augment two datasets: Wikidata dataset [20] and NYT
dataset for Freebase [17] with KG context. Our implementa-
tion and datasets are publicly available: blindreview.
The structure of the paper is follows: Section 2 reviews the related
work. Section 3 formalizes the problem and the proposed approach.
Section 4 describes experiment setup. Our results are illustrated in
Section 5. We conclude in Section 6.
2 RELATEDWORK
Multi-instance RE: The recent success in RE can attribute to the
availability of vast training data curated using distant supervision
[15]. Methods for distant supervision assume that if two entities
have a relationship in a KG, then all sentences containing those
entities express the same relation, this may sometimes lead to noise
in the data. To overcome the challenges, researchers in [17] initiated
the multi-instance learning followed by [7] which extracted relation
from a bag of sentences. For detailed survey on multi-instance RE,
please refer to [19].
Researchers [10] attained improved performance by introduc-
ing entity descriptions as KG context to supplement the task. The
RESIDE approach [21] ignores entity descriptions but utilize en-
tity type along with relation and entity aliases. RELE approach [9]
jointly learned embeddings of structural information from KGs and
textual data from entity descriptions to improve multi-instance RE.
Unlike existing approaches where one or other entity attributes are
considered, in this work, we combined four typical properties of
KG entities for building what we refer as entity attribute context.
Learning information from KG Triples: The survey [24] pro-
vides holistic overview of available KG embedding techniques and
their application in entity oriented tasks. TransE [3] studied knowl-
edge base completion task using entity and relation embeddings
learned in the same vector space. It lacks ability to determine one-
to-many, many-to-one, and many-to-many relations. TransH [25]
has tried to address this problem by learning embeddings on dif-
ferent hyperplanes per relation. However, the entity and relation
embeddings are still learned in the same space. TransR [12] rep-
resents entity and relation embeddings in separate vector spaces,
which works better on the task of relation prediction and triple
classification. They perform a linear transformation from entity
to relation embedding vector space. Work by [27] and [6] are few
attempts for jointly learning different representations from text and
facts in an existing knowledge graph. Furthermore, graph attention
network (GAT) has been proposed to learn embeddings for graph-
structured data [22]. KBGAT is an extension of GAT that embeds
KG triples by training entities and relations in same vector spaces
specifically for relation prediction [16]. However, we argue that
entity and relation embedding space should be separated. More-
over, the transformation from entity to relation space should be
nonlinear and distinct for every relation. This setting allows the
embeddings to be more expressive (section 5).
Sentential RE: There exists a little work on the sentential RE task.
The work in [20] established an LSTM-based baseline that learns
context from other relations in the sentence when predicting the tar-
get relation. [30] generate the parameters of graph neural networks
(GP-GNN) according to natural language sentences for multi-hop
relation reasoning for the entity pair. In this paper, our idea is to
utilize the ability of GP-GNN for rich message passing between
entity nodes for effectively learning the KG context.
3 PROBLEM STATEMENT AND APPROACH
3.1 Problem Statement
We define a KG as a tuple KG = (E,R,T+) where E denotes
the set of entities (vertices), R is the set of relations (edges), and
T+ ⊆ E × R × E is a set of all triples. A triple τ = (eh , r , et ) ∈ T+
indicates that, for the relation r ∈ R, eh is the head entity (origin
of the relation) while et is the tail entity. Since KG is a multigraph;
eh = et may hold and |{reh,et }| ≥ 0 for any two entities. We define
the tuple (Ae ,τ e ) = φ(e) obtained from a context retrieval function
φ, that returns, for any given entity e , two sets: Ae , a set of all
attributes and τ e ⊂ T+ the set of all triples with head at e .
A sentenceW = (w1,w2, ...,wl ) is a sequence of words. The set
of entitiesmentioned in a sentence is denoted byM = {m1,m2, ...,mk }
where every mk = (wi , ...,w j ) is a segment of the sentence W.
Each mention is annotated by an entity from KG as [mi : ej ] where
ej ∈ E. Two annotated entities form a pair p = ⟨eb , el ⟩ when there
exists a relationship between them in the sentence (note that there
may exist a relationship in the sentence but no relation in the KG -
label N/A).
The RE Task predicts the target relation rc ∈ R for a given pair of
entities ⟨ei , ej ⟩ within the sentenceW. If no relation is inferred, it
returns ’NA’ label. We attempt the sentential RE task which posits
that the sentence within which a given pair of entities occurs is the
only visible sentence from the bag of sentences. All other sentences
in the bag are not consideredwhile predicting the correct relation rc .
Similar to other researchers [20], we view RE as a classification task.
However, we aim to model KG contextual information to improve
the classification. This is achieved by learning representations of
the sets Ae ,τ e , andW as described in section 3.2.
3.2 RECON Approach
We now detail the three modules of RECON (also, see Figure 1).
3.2.1 Entity Attribute Context (EAC). The entity attribute context
is built from commonly available properties of a KG entity [8]:
entity labels, entity alias, entity description, and entity Instance of.
We extract this information for each entity from the public dump
of Freebase [2], and Wikidata [23]) depending on the underlying
KG (cf. section 4). To formulate our input, we consider the literals
of the retrieved entity attributes. For each of these attributes, we
concatenate the word and character embeddings and pass them
through a bidirectional-LSTM encoder [18]. The final outputs from
the BiLSTM network are stacked and given to a one dimensional
convolution network (CNN) described in the Figure 2 and formal-
ized in equation 1. The reasons behind choosing CNN are i) to
enable a dynamic number of contexts using the max pooling ii) to
keep the model invariant of the order in which the context is fed.
ho = 1D_CNN(
N
∥
i=0
[BiLSTM(Ai )]) (1)
where eachAi is attribute of given entity and ∥ is the concatenation.
Figure 2: Entity Attribute Context Module
3.2.2 Triple Context Learner (KGGAT-SEP). The KG triple context
learner (KGGAT-SEP) is an extension of KBGAT [16] that retains the
capability to capture context from neighboring triples in the KG.
In addition, our idea is to learn the entity and relation embeddings
of the triples in separate vector spaces to capture more expressive
representations. This is because each entity might be engaged in
several relations in various contexts, and different aspects of the
entity may participate in representing each relation [12]. Let ®eh
and ®et be the initial entity vectors and ®rk be a initial relation vector
between them representing the triple τhtk ,W is the weight metric,
then the vector representation of triple is
®τhtk =W [ ®eh ∥ ®et ∥ ®rk ] (2)
where we concatenate the head and tail entity embeddings and rela-
tion embedding vector. The importance of each triple (i.e. attention
values) is represented by bhtk and is computed as in equation 3
where LeakyReLU is an activation function:
bhtk = LeakyReLU (W2®τhtk ) (3)
To get the relative attention values over the neighboring triples, a
softmax is applied to equation 3
αhtk& = sof tmaxtk (bhtk )& =
exp(bhtk )∑
t∈Nh
∑
r ∈Rht exp(bhtr )
(4)
Nh denotes the neighborhood of entity eh and Rht denotes the set
of relations between entities eh and et . The new embedding for the
entity eh is now the weighted sum of the triple embeddings using
equations 2 and 4. In order to stabilize the learning and encapsulate
more information, X independent attention heads have been used
and the final embedding is the concatenation of the embedding
from each head:
®e ′h =
X
x=1
σ ©­«
∑
t∈Nh
∑
r ∈Rht
αxhtk ®τ xhtk
ª®¬ (5)
The original entity embedding ®eh after a transformation, using
matrixW E , is added to the equation 5 to preserve the initial entity
embedding information.
®e ′′h = ®e
′
h +W
E ®eh (6)
For relation embeddings, a linear transformation is performed on
the initial embedding vector, using matrixW R , to match the entity
vector’s dimension in equation 6
®r ′′k =W R ®rk (7)
Traditionally, the training objective for learning embeddings in
same vector spaces are borrowed from [3]. The embeddings here are
learned such that, for a valid triple τhtk = (eh , rk , et ) the following
equation holds
®e ′′h + ®r
′′
k = ®e
′′
t (8)
The optimization process tries to satisfy equation 8 and the vectors
are learned in same vector space. Contrary to the previous equation,
we keep entities and relation embeddings in separate spaces. With
that, we now need to transform entities from entity spaces to the
relation space. We achieve this by applying a nonlinear transfor-
mation: (cf. the theoretical foundation behind our choice is in the
submitted appendix (section 7.1).
®e ri = σ
(
Wr ®e ′′h
)
(9)
here ®e ri (where i = {h, t}) is the relation specific entity vector in the
relation embedding space,Wr is the relation specific transformation
matrix and ®e ′′h is the corresponding embedding in the entity space
from equation 6.We presume that such separation helps to capture a
comprehensive representations for relations and entities. Equation
8 is now modified as
®e rh + ®r
′′
k = ®e rt (10)
We define a distance metric dht for a relation ®r ′′k , representing the
triple τhtk as
dτhtk = ®e rh + ®r
′′
k − ®e rt (11)
A margin ranking loss minimizes the following expression
L(Ω) =
∑
τht ∈Tpos
∑
τ
′
ht ∈Tneд
max {d
τ
′
ht
− dτht + γ , 0} (12)
where Tpos is the set of valid triples, Tneд is the set of invalid
triples and γ is a margin parameter. We consider the actual triples
present in the dataset as positive (valid) triples and the rest of the
triples, which are not in the dataset as invalid.
3.2.3 Aggregating KG Context. For aggregating context from pre-
vious two steps, we adapt and modify generated parameter graph
neural network (GP-GNN) [30] due to its proven ability to enable
message passing between nodes. It consists of an encoder module,
a propagation module and a classification module. Encoder takes as
input the word vectors concatenated to the position vectors from
the sentence.
E(wi, js ) = ws ∥ pi, js (13)
where p is position vector andw is the word embedding. Position
vectors are basically to mark whether the token belongs to head
or tail entity or none of them. We use position embedding scheme
from [30]. We use concatenated word embeddings in a biLSTM
followed by a fully connected network for generating transition
matrix:
B(i, j) = [ MLP(
n−1
BiLSTM
lyr=0
( E(wi, js )
l
s=1 ) ] (14)
Here [.] denotes conversion of vectors into a matrix, lyr is the layer
of biLSTM, s is the index of word in sentence and l is the length of
the sentence. For each layer (n) of the propagation module we learn
a matrix B(n)i, j using equation 14. Then, the propagation module
learns representations of entity nodes v (layer wise) according to
the following equation
h
(n+1)
i =
∑
vj ∈N (vi )
σ (B(n)i, j h
(n)
j ) (15)
N (vi ) represents the neighborhood ofvi . Hereh0 is the initial entity
embedding which is taken from equation 1. For the classification
module the vectors learned by each layer in the propagation module
are concatenated and used for linking the relation between the two
entities.
rvi ,vj =
N
∥
i=1
[h(i)vi ⊙ h(j)vj ]⊤ (16)
where ⊙ denotes element wise multiplication. We concatenate the
entity embeddings learned from the triples context in equation 6 to
rvi ,vj obtained from 16 and feed into classification layer to get the
probability of each relation
P(r | h, t , s) = so f tmax(MLP([rvi ,vj ∥ ®e
′′
h ∥ ®e
′′
t ])) (17)
where ®e ′′h and ®e
′′
t are the entity embeddings learned from previous
module in equation 6.
Aggregating the separate space embeddings: The probability
in equation 17 uses the embeddings learned in the same vector space.
For the embeddings learned in separate vector spaces, we compute
the similarity of the logits with the corresponding relation vector i.e.
we use the embedding learned in equation 9 to find the probability
of a triple exhibiting a valid relation. For this we concatenate the
entity embeddings from equation 9 with the Equation 16. This is
then transformed as below:
vhtr = σ
(
W [reh,et ∥ ®e rh ∥ ®e rt ]
)
(18)
Where vhtr is a vector obtained by applying a non-linear function
σ on the final representation in the aggregator. We then compute
the distance between this embedding and the relation vector ®r (aka
®r ′′k ) obtained in the equation 7 to get the probability of the relation
existing between the two entities.
P (r | h, t, s, A, G) = σ (®r⊤vhtr ) (19)
where h, t are the head and tail entities, s is the sentence, A is
the context, and G is the computed graph. Optimizing equation
19 using binary cross entropy loss with negative sampling on the
invalid triples is computationally expensive. Hence, we obtain the
combined entity vector by applying attention over the embeddings
using the encoder vector in equation 14 as the query and the relation
vectors in equation 7 as the key.
bir = ®r TW (
n−1
BiLSTM
lyr=0
(E(w i, js )ls=1 )) (20)
αir = sof tmaxr (bir ) = exp(bir )∑
r ∈R exp(bir )
(21)
®e attni =
∑
r ∈R
αir ®e ri (22)
αir is attention value of the entity embedding ei and relation r . The
®e attni is concatenated with the vectors learned from the propaga-
tion stage and entity embeddings to classify the target relation.
P(r | h, t , s) = so f tmax(
MLP([rvi ,vj ∥ ®eh ∥ ®et ∥ ®e attnh ∥ ®e attnt )) (23)
4 EXPERIMENTAL SETUP
4.1 Datasets
We use two standard datasets for our experiment. (i) Wikidata
dataset [20] created in a distantly-supervised manner by linking
the Wikipedia English Corpus to Wikidata and includes sentences
with multiple relations. It has 353 unique relations, 372,059 sen-
tences in training, and 360,334 for testing. (ii) NYT Freebase dataset
which was annotated by linking New York Times articles with Free-
base KG [17]. This dataset has 53 relations (including no relation
âĂĲNAâĂİ). The number of sentences in training and test set are
455,771 and 172,448 respectively. We augment both datasets with
our proposed context. For EAC, we used dumps of Wikidata2 and
Freebase3 to retrieve entity properties. In addition, the 1&2 hop
triples are retrieved from the local KG associated with each dataset.
4.2 RECON Configurations
We configure RECON model applying various contextual input
vectors detailed below:
KGGAT-SEP: this implementation encompasses only KGGAT-SEP
module of RECON (cf. section 3.2.2) which learns triple context.
This is for comparing against [16].
RECON-EAC: induces encoded entity attribute context (from sec-
tion 3.2.1) along with sentence embeddings into the propagation
layer of context aggregator module.
RECON-EAC-KGGAT: along with sentence embeddings, it con-
sumes both types of context i.e., entity context and triple context
2https://dumps.wikimedia.org/wikidatawiki/entities/
3https://developers.google.com/freebase
(cf. section 3.2.2) where relation and entity embeddings from the
triples are trained on same vector space.
RECON: similar to RECON-EAC-KGGAT, except entity and rela-
tion embeddings for triple context learner are trained in different
vector spaces.
4.3 Comparative Models
We consider the recent state-of-the-art approaches for our compar-
ison study as follows:
KBGAT [16]: this open-source implementation is compared with
our KGGAT-SEP for evaluating the effectiveness of our approach
in learning the KG triple context.
Context-Aware LSTM [20]: learns context from other relations
in the sentence. We reuse its open-source code.
GP-GNN [30]: proposes multi-hop reasoning between the entity
nodes for sentential RE. We employ the open source code.
Sorokin-LSTM [20]: NYT Freebase dataset contains one relation
per sentence, but Context-Aware LSTM has a prerequisite of having
at least two relations in a sentence. Hence, we reuse another base-
line, which is an LSTM model without a sentential relation context.
Multi-instance RE approaches: these approaches consider con-
text from the surrounding text of a given sentence whereas Sen-
tential RE limits context only to the given sentence. Our idea is to
observe if inducing KG context into a sentential RE model can be a
good trade-off against a multi-instance setting. Hence, we compare
RECON and other sentential RE baselines (Sorokin-LSTM & GP-
GNN) with the multi-instance RE models. For this, we rely on the
NYT Freebase dataset, since the other dataset does not have multi-
ple instances for an entity pair. HRERE [27] is the multi-instance
SOTA on NYT Freebase dataset that jointly learns different rep-
resentations from text and KG facts. For the completion of the
comparison, performance of four previous baselines are also re-
ported i.e., (i)Wu-2019 [26], (ii) Yi-Ling-2019 [28], (iii) RESIDE
[21], and iv) PCNN+ATTN [13]. The values are taken from the
respective papers, further verified from an authentic Github repo4.
4.4 Hyperparameters and Metric
The EAC module (section 3.2.1) uses a biLSTM with one hidden
layer of size 50. The convolution filter is of width one, and the
output size is 8. In KGGAT-SEP (section 3.2.2), the initial entity
and relation embedding size is 50, number of heads are two with
two GAT layers, and the final entity and relation embedding size is
200. For the context aggregator module, we adapt the parameters
provided in GP-GNN [30]. The word embedding dimension is 50
initialized from the Glove embeddings. The position embedding is
also kept at 50 dimensions. Encoder uses a layer of bidirectional
LSTM of size 256. We use three propagation layers with the entity
embedding dimension set at 8. For brevity, complete training details
are in the public Github.
Metric and Optimization: Similar to baseline, we ignore probabil-
ity predicted for the NA relation during testing on both datasets. We
use different metrics depending on the dataset as per the respective
baselines for fair comparison. OnWikidata dataset, we adapt (micro
and macro) precision (P), recall (R), and F-score (F1) from [20]. For
4https://github.com/sebastianruder/NLP-progress/blob/master/english/
relationship_extraction.md
(a) Micro P-R Curve (b) Macro P-R Curve
Figure 3: The P-R curves for Sentential RE approaches onWikidata Dataset. RECON and its configurations maintain a higher
precision (against the baselines) over entire recall range.
NYT Freebase dataset, we follow the work by [27] that uses (micro)
P@10 and P@30. An ablation is performed to measure effectiveness
of KGGAT-SEP in learning entity and relation embeddings. For this,
we use the hits@N, average rank, and average reciprocal rank in
similar to [16]. Our work employs the Adam optimizer [11] with
categorical cross entropy loss where each model is run three times
on the whole training set. For the P/R curves, we select the results
from the first run of each model.
Micro Macro
Model P R F1 P R F1
Context-Aware LSTM [20] 72.09 72.06 72.07 69.21 13.96 17.20
GP-GNN [30] 82.30 82.28 82.29 42.24 24.63 31.12
RECON-EAC 85.44 85.41 85.42 62.56 28.29 38.96
RECON-EAC-KGGAT 86.48 86.49 86.48 59.92 30.70 40.60
RECON 87.24 87.23 87.23 63.59 33.91 44.23
Table 1: Comparison of RECON and sentential RE models
on the Wikidata dataset. Best values are in bold. Each time
a KG context is added in a graph neural network, the per-
formance has increased, resulting in a significant RECON
outperformance against all sentential RE baselines.
5 RESULTS
We study the research question: "How effective is RECON in cap-
turing the KG context induced in a graph neural network for the
sentential RE?"
Performance on Wikidata dataset: Table 1 summarizes the per-
formance of RECON and its configurations against other sentential
RE models. It can be observed that by adding the entity attribute
context (RECON-EAC), we surpass the baseline results. The RECON-
EAC-KGGAT values indicate that whenwe further add context from
KG triples, there is an improvement. However, the final configura-
tion RECON achieves the best results. It validates our hypothesis
that RECON is able to capture the KG context effectively. The P/R
curves are illustrated in the Figure 3. RECON steadily achieves
higher precision over the entire recall range compared to other
models. In running example (cf. Figure 1), RECON could predict the
correct relation wdt:P26 (spouse) between wdt:Q76 (Barack Obama)
and wdt:Q13133 (Michelle Obama), while, the other two baselines
wrongly predicted the relation wdt:P155 (follows).
Performance on NYT Freebase Dataset: RECON and its con-
figurations again outperform the sentential RE baselines, as illus-
trated in the Table 2. Hence, independent of underlying KG, RECON
can still capture sufficient context collectively from entity attributes
and factual triples. We also compare the performance of senten-
tial RE models, including RECON and its configurations against
multi-instance RE baselines. It can be deducted from Table 2 that
RECON also outperforms multi-instance baselines. RECON also
maintain higher precision over longer recall range. This could be
interpreted as follows: adding context from the underlying knowl-
edge graph instead of the bag of sentences for the entity pairs keeps
the precision higher over a more extended recall range.
Precision
Task Model @10% @30%
Sentential
Sorokin-LSTM [20] 75.4 58.7
GP-GNN [30] 81.3 63.1
RECON-EAC 83.5 73.4
RECON-EAC-KGGAT 86.2 72.1
RECON 87.5 74.1
Multi-
instance
HRERE [27] 84.9 72.8
Wu-2019 [26] 81.7 61.8
Ye-Ling-2019 [28] 78.9 62.4
RESIDE [21] 73.6 59.5
PCNN+ATTN [13] 69.4 51.8
Table 2: Comparison of RECON against baselines (sentential
and multi-instance) on the NYT Freebase dataset. Best val-
ues are in bold. RECON continues to significantly outper-
form sentential RE baselines and also surpasses the perfor-
mance of state of the art multi-instance RE approach.
Compared Models Contingency Statistic p-value Dataset
GP-GNN Vs 568469 40882 4978.84 0.0 Wikidata
RECON-EAC 63702 67713
RECON-EAC Vs 599135 33036 862.38 1.5 ∗
10−189
Wikidata
RECON-EAC-KGGAT 41029 67566
RECON-EAC-KGGAT 608442 31722 455.29 5.1 ∗
10−101
Wikidata
Vs RECON 37330 63272
GP-GNN Vs 158426 4936 15.72 7.3 ∗ 10−5 Freebase
RECON-EAC 53392 3699
RECON-EAC Vs 160227 3538 59.44 1.2 ∗ 10−14 Freebase
RECON-EAC-KGGAT 4218 4417
RECON-EAC-KGGAT 161012 3433 54.88 1.3 ∗ 10−13 Freebase
Vs RECON 4076 3879
Table 3: The McNemar’s test for statistical significance on
both datasets. It can be observed that each of the improve-
ment in RECON configurations is statistically significant in-
dependent of the underlying KG.
5.1 Ablation Studies
Effectiveness of EAC:We separately studied each entity attribute’s
effect on the performance of the RECON-EAC configuration for
both datasets. Table 4 and Table 5 summarizes the contribution of
the four entity attributes when independently added or one entity
attribute is systematically removed from the model onWikidata and
Freebase datasets, respectively. We see that the entity descriptions
significantly impact the performance on Wikidata dataset, while
entity type (Instance-of) contributes the least across both datasets.
The entity aliases have highest impact on NYT freebase dataset.
Nevertheless, once we induce cumulative context from all entity
attributes, we attain a major jump in the RECON-EAC performance
independent of the underlying KG (cf. Table 1 and Table 2).
Model P R F
RECON-EAC(Instance of) 76.33 76.32 76.32
RECON-EAC(label) 78.64 78.70 78.67
RECON-EAC(Alias) 81.58 81.56 81.57
RECON-EAC(Description) 83.16 83.18 83.17
Table 4: RECON-EAC performance on Wikidata Dataset.
The rows comprise of the configuration when context from
each entity attribute is added in isolation. We report micro
P, R, and F scores. (Best score in bold)
Model P@10 P@30
RECON-EAC(Instance of) 71.83 57.52
RECON-EAC(label) 78.14 66.34
RECON-EAC(Alias) 80.60 67.13
RECON-EAC(Description) 72.40 67.11
Table 5: RECON-EACperformance onNYT FreebaseDataset.
The rows comprise of the configuration when context from
each entity attribute is added in isolation. We report P@10
and P@30 (Best score in bold).
Understanding the KG triple Context:
To understand the effect of relying on one single embedding
space or two separate spaces, we conducted an ablation study for
the triple classification task on Wikidata dataset. We performed
a ranking of all the triples for a given entity pair and obtained
hits@N, average rank, and Mean Reciprocal Rank (MRR). Hits@10
signifies that which portion of the top 10 triples has a positive im-
pact on the performance. Table 7 illustrates that the KGGAT-SEP
(separate spaces) exceeds KBGAT (single space) by a large margin
on the triple classification task. Training in separate vector spaces
facilitates learning of more expressive embeddings of the entities
and relations in triple classification task. However, when we trained
entity and relation embeddings of KG triples in separate spaces,
improvements are marginal for sentential RE task (cf. Table 1). We
could interpret this behavior as the model may have already learned
relevant information from the sentence and the tripe context before
we separate vector spaces. Also, in our case the computed graph is
sparse for sentential RE i.e. there are few relations per entity that
prevents effective learning of good representation [16]. We believe
sparseness of the computed graph may have prevented effective
learning of the entity embeddings. It requires further investigation
and we plan it for our future work.
Statistical Significance of RECON: The McNemar’s test for sta-
tistical significance has been used to find if the reduction in error at
each of the incremental stages in RECON are significant. The test
is primarily used to compare two supervised classification models
[4]. The results are shown in table 3. For the column "contingency
table" (2x2 contingency table), the values of the first row and sec-
ond column (RW ) represent the number of instances that model 1
predicted correctly and model 2 incorrectly. Similarly the values
of the second row and first column gives the number of instances
that model 2 predicted correctly and model 1 predicted incorrectly
(WR). The statistic here is
(RW −WR)2
RW +WR
The differences in the models are said to be statistically significant
if the p − value < 0.05 [4]. On both datasets, for all RECON con-
figurations, the results are statistically significant, illustrating our
approach’s robustness. In the contingency table, the (RW ) values
provide an exciting insight. For example, in the first row of the
table, there are 40882 sentences for which adding the RECON-EAC
context has negatively resulted in the performance compared to
GP-GNN. There are 31722 sentences in the Wikidata dataset for
which the KG context has negatively impacted the RECON perfor-
mance. This opens up a new research question that how can one
intelligently select the KG context based on the sentence before
feeding it into the model? We leave the detailed exploration of the
observed behavior for future work.
5.1.1 Case Study. Table 6 demonstrates RECON’s performance
against two sentential baselines: Context-Aware LSTM [20] and GP-
GNN [30] on five randomly selected sentences from the Wikidata
dataset. We can see that these sentences don’t directly contain
much information regarding the potential relationship between two
entities (the relations are implicitly coded in the text). For example,
in the first sentence, the relation between the entities rapper and
Eminem is "occupation." The baselines predicted "Instance of" as the
Context-
Sentence Entities Correct Aware GP-
GNN[30]
RECON
Relation LSTM[20]
1. Specifically , the rapper listed Suzanne Vega , Led Zeppelin , Talking
Heads , Eminem , and Spice Girls.
Q5608 : rapper P106 P31 P31 P106
Q62943 : Eminem Occupation Instance
of
Instance
Of
Occupation
2. During the reign of Ashoka ( 304 232 BCE ), Kashmir became a part
of the Maurya Empire and Buddhism was introduced in Kashmir .
Q8589 : Ashoka P27 P17 P17 P27
Q62943 : Maurya Empire country of country country country of
citizenship citizenship
3. Bocelli also took part in the Christmas in Washington special on Dec
12, in the presence of president Barack Obama and the first lady
Q76 : Barack Obama P26 P155 P155 P26
Q13133 : Michelle
Obama
spouse follows follows spouse
4. It was kept from number one by Queen’s Bohemian Rhapsody Q15862 : Queen P175 P50 P50 P175Q187745 : Bohemian
Rhapsody
performer author author performer
5. These diseases include peritoneal mesothelioma, lung cancer,
asbestosis, diffuse pleural thickening and other pleural abnormalities
Q47912 : Lung cancer P828 P279 P279 P828
Q664174 : Asbestosis has cause subclass of subclass of has cause
Table 6: Sample sentence examples from theWikidata dataset. RECON is able to predict the relations which are not explicitly
observable from the sentence itself.
Model %Hits@10 MR MRR Dataset
KBGAT 65.8 35.2 0.36 Wikidata
KGGAT-SEP 72.6 29 0.38 Wikidata
Table 7: Comparing KGGAT-SEP and KBGAT for triple clas-
sification task on both Datasets. Best score is in bold.
target relation considering sentential context is limited. However,
the Wikidata description of the entity Q8589(Eminem) is "American
rapper, producer and actor". Once we feed description in our model
as context for this sentence, RECON predict the correct relation.
6 CONCLUSION AND FUTURE DIRECTIONS
This paper presents RECON, a sentential RE approach that inte-
grates sufficient context from a background KG. Our empirical study
shows that KG context provides valuable additional signals when
the context of the RE task is limited to a single sentence. Glean-
ing from our evaluations, we conclude three significant findings:
i) the simplest form of KG context like entity description already
provide ample signals to improve the performance of GNNs. We
also see that proper encoding of combined entity attributes (labels,
descriptions, instance of, and aliases) results in a more amicable rep-
resentation. ii) Although graph attention networks provide one of
the best avenue to encode KG triples, more expressive embeddings
can be achieved when entity and relation embeddings are learned in
separate vector spaces. iii) Finally, due to the proposed KG context
and encoding thereof, RECON transcends the SOTA in sentential
RE while also achieving SOTA results against multi-instance RE
models. We submit that sentential RE models induced with effec-
tively learned KG context could be a good trade-off compared to
the multi-instance setting. We expect the research community to
look deeper into this potential trade-off for relation extraction.
For future work, we suggest further investigation on optimizing
the training of embeddings in separate vector spaces for RE.We also
found that combining the triple context with the entity attribute
context offered minimal gain to the model. Hence, we recommend
jointly training the entity attribute and triple context as a viable
path for future work.
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7 APPENDIX
7.1 Theoretical Motivation
We define a set of theorems that motivated our approach RECON
and to provide complimentary theoretical foundation to the ap-
proach.
Lemma 7.1. If entity and relation embeddings are expressed in the
same vector space, there cannot be more than one distinct relation per
entity pair
Proof. Consider two entities ®e1 and ®e2. Consider a relation ®r1
between them. We want to have these vectors satisfy the triangle
law of vector addition as below
®e1 + ®r1 = ®e2 (24)
Now assume another relation ®r2 between ®e1 and ®e2 (where ®e1 is the
subject).Thus we have,
®e1 + ®r2 = ®e2 (25)
From lemmas 24 and 25 we get:
®r1 = ®r2
□
Lemma 7.2. If entity and relation embeddings are expressed in
the same vector space, there can not exist a single common relation
between an entity and two different, directly connected entities
Proof. Consider ®e1 and ®e2 to have relation ®r1. Consider ®e1 and
®e3 to have the same relation ®r1. Then,
®e1 + ®r1 = ®e2,
®e1 + ®r1 = ®e3
∴ ®e2 − ®e3 = ®0
®e2 = ®e3
We call this problem a mode collapse as the two separate entity
embeddings collapse into a single vector.
□
Lemma 7.3. If entity and relation embeddings are expressed in the
same vector space, there can be no entity sharing a common relation
between two indirectly related entities
Proof. Consider ®e1 and ®e2 to have a relation ®r1. Consider ®e1 and
®e3 to have a relation ®r3. Let ®r1 and ®r3 be inverse relations. Assume
®r1, ®r2 , 0
®r1 = −®r2
®e1 + ®r1 = ®e2
®e1 + ®r2 = ®e3
®e2 − ®e3 = 2®r1
Now consider ®e4 to have a common relation with ®e2 and ®e3. Let this
relation be ®r3.
®e2 + ®r3 = ®e4
®e3 + ®r3 = ®e4
®e2 − ®e3 = ®0
®r1 = ®0
Which contradicts the assumption □
Lemma 7.4. If fr is an invertible and distributive function/transform
for a relation ®r , then for an entity sharing a common relation between
two other distinct entities this function causes the embeddings of the
two entites to be merged into one
Proof. Let’s assume a transformation function fr that trans-
forms from the entity to the relation space. Assuming the triangle
law holds we have,
fr (®e1) + ®r1 = fr (®e2) and
fr (®e1) + ®r1 = fr (®e3)
∴ fr (®e2) − fr (®e1) = fr (®e3) − fr (®e1)
fr (®e2 − ®e1) = fr (®e3 − ®e1) ...since fr is distributive
f −1r ∗ fr (®e2 − ®e1) = f −1r ∗ fr (e3 − e1)
..since fr is invertible
®e2 − ®e1 = ®e3 = ®e1
®e2 = ®e3
However we may want to have ®e2 separate from ®e3. □
The affine transform as used by TransR[12] belongs to this class of
transform. Hence we propose adding a non-linear transform.
Lemma 7.5. If Tд is the set of triples learned under a common
transform fд and Tl is the set of triples learned under a transform fl
which is distinct per relation then Tд ⊊ Tl i.e. Tд is a strict subset of
Tl
Proof. We prove this lemma in two parts. First we show that
Tд ⊆ Tl then we show that Tl ⊈ Tд .
1. The first part is straightforward as we can set fl = fд and make
Tд ⊆ Tl
2. For showing the second part we consider the following system
of triples Consider relations ®r1 and ®r2 between entities ®e1 and ®e2
and ®r1 , ®r2 We define a common transform fд such that
fд(®e1) + ®r1 = fд(®e2) and
fд(®e1) + ®r2 = fд(®e2)
∴ ®r1 = ®r2
For the per relation transform we can define a function fr1 for r1
and fr2 for r2 such that
fr1 (®e1) + ®r1 = fr1 (®e2) and
fr2 (®e1) + ®r2 = fr2 (®e2)
such that ®r1 , ®r2
Thus Tl ⊈ Tд , and hence the proof. □
Lemma 7.6. If Tдca is the set of triples that can be learned under a
global context aware transform fдca and Tlca is the set of transforms
learned under a local context aware transform then Tlca ⊊ Tдca . By
context here we mean the KG triples, global context refers to all the
triples in the KG the current entities are a part of and local context
means the triple under consideration.
Proof. We proceed similar to lemma 7.5.
1. We can make fдca = flca by ignoring the global context and
thus Tlca ⊆ Tдca
2. We define a globally context aware transform as below:
fдca (®e1) = fr (®e1)
fдca (®e2) =
∑
j ∈Nr (®e1)
α j ∗ fr (ej )
Where α j is the attention value learned for the triple < ®e1, ®r , ®ej >
In a simple setting we can have α j = 1Nr and learn
®r = fдca (®e2) − fдca (®e1) = fдca (®e3) − fдca (®e1)
With ®e2 , ®e3
However in a local context aware transform flca we have,
flca (®e1) + ®r = flca (®e2)
flca (®e1) + ®r = flca (®e3)
From lemma 7.4 ®e2 = ®e3 and thus we can not have both < ®e1, ®r , ®e2 >
and < ®e1, ®r , ®e3 > in Tl
Thus Tдca ⊈ Tlca and hence the proof □
Theorem 7.1. Global context aware transform that is distinct for
every relation for learning relation and entity embeddings in separate
vector spaces is strictly more expressive than i) Learning the same
embedding space ii) Using a common transform for every relation iii)
Using local context only
Proof. Follows from lemma 7.1 to 7.6 □
Theorem 7.2. There exists an optimum point for the ranking loss
between the triplet vector additions of positive and negative triples,
which can be traversed with decreasing loss at each step of the op-
timization from any point in the embedding space and as such an
optimum optimization algorithm should be able to find such a point
Proof. Let us define the framework of the ranking loss as below.
Consider a positive triple (e1, r , e2) and a negative triple (e3, r , e4).
The vector addition for the first triple would give t1 = norm(®e1 +
®r − ®e2) and for the second would give t2 = norm(®e3 + ®r − ®e4). The
margin loss would then be defined asmax(0,marдin − (t2 − t1)).
If we take the margin to be zero and ignore the term t2 we get
loss = max(0, t1). Since the norm has to be >= 0, t1 >= 0, hence,
the loss becomes minimum when t1 = 0. Removing the trivial case
of all entity embeddings=®0, we define the loss space as follows.
Without loss of generality we take the relation vectors to be fixed.
For a triple (®e1, ®r , ®e2) we take the difference e2 − e1. The loss for this
triple then becomes r − (e2 − e1). If we execute this for all triples
we get
Loss =
∑
i ∈T
(
r i − (ei2 − ei1)
)
=
∑
i ∈T
(
r i
)
−
∑
i ∈T
(
ei2 − ei1
)
= Sum of all relation vectors−
Sum of di f f erence o f the entity vectors
(26)
Now we define the point in vector space represented by
∑
i ∈T (ei2 −
ei1) to be the current point in the optimization and plot the loss with
respect to it which is the norm of the loss in the equation 26. Since
there could be multiple configurations of the entity embeddings for
each such point, we assume the loss to be an optimum loss given a
configuration of entity embeddings i.e. the relation vectors could
be so modified such that each difference term r − (e2 − e1) is always
greater than or equal to 0.
Let R =
∑
i ∈T r iples ri and E =
∑
i ∈T r iples (ei2 − ei1), then Loss =|
R−E | represents a cone. Now if we consider all the possible relation
vector configurations and take all losses so that at each point in the
vector space the minimum of each contribution is taken we get a
piece-wise continuous function with conical regions and hyperbolic
intersection of the cones as in figure 4.
In order for a path to exist between the start and a global optimum
point under gradient descent, two conditions must hold
(1) The function must be continuous
(2) At no point in the function must there be a point such that
there exists no point in itâĂŹs neighborhood with a lesser
value
The derived function satisfies both the above properties and hence
the proof. □
Figure 4: Loss function topology under the l1 normof the dif-
ference between the sum of relation vectors and entity vec-
tors, demonstrating that convergence is possible from any
starting point
The above theorem proves convergence when all entities are
updated simultaneously. However this may not be possible in prac-
tice as the number of entities could be very large causing memory
errors. We introduce a simple modification to train the entities
batch wise i.e. to update via gradient descent only a sample of the
entities thus reducing memory requirements. We shall see in the
next theorem that this approach also converges.
Theorem 7.3. The entity vectors could be updated batch wise so
as to monotonically reduce the loss till optimum is reached
Algorithm 1: Algorithm for learning entity embeddings batch-
wise using the margin ranking loss
Initialize the relation and entity embeddings randomly;
while not converged do
Proof. • Select a subset of entities
{e1, e2 ...en } ⊆ E
• Select the subset of 1-hop & 2-hop triples
Tbatch ⊆ T | e ∈ τ ∧ τ ∈ Tbatch ∧ e ∈ {e1, e2 ...en }
• Input T to KGGAT-SEP model and compute a forward pass to get the
new entity embeddings for the entities in the current batch keeping the
other entity embeddings fixed.
• Compute the loss according to
L(Ω) = ∑τht ∈Tpos ∑τ′ht ∈Tneд max {dτ′ht − dτht + γ , 0}• Back propagate using gradient descent to update {e1, e2 ...en } ⊆ E
end
Consider a set of vectors ®e1, ®e2...®en and the resultant ®r .
®r = ®e1 + ®e2 + ... + ®en
Also consider another set of entities ®e fi1 , ®e fi2 ...®e fin . The difference
between ®r and the sum of new set of vectors is
®d = ®r − (®e fi1 + ®e fi2 + ..... + ®e fin )
= (®e1 − ®e fi1 ) + fifi + (®en − ®e fin )
Now if we update a vector ®e fii to ®e fii to be closer to ®ei such that
| ®ei − ®e fii |>=| ®ei − ®e fii |
Then,
| ®r − (®e fi1 + .... + ®e fii + .... + ®e fin ) |>=
| ®r − (®e fi1 + .... + ®e fii + .... + ®e fin ) |
Theorem 7.2 shows that such an update exists and performing it
recursively for other entity vectors till optimum is possible under
the given framework.
□
