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Abstract-An algorithm is described which yields the continued fraction solution to a nonlinear integral 
equation and a numerical example is presented. 
I. INTRODUCTION 
Both the moment method and the techniques developed in [l] show that rational approximations 
to the solution of linear Fredholm integral equations are very effective for computation. The 
results of this paper indicates that some nonlinear integral equations possess continued fraction 
solutions which when truncated, yield rational approximations valid for a continuous range of 
the parameters. 
2. THE ALGORITHM 
The equation under consideration is 
Af+A”B+A’[Cf+D]K (2.1) 
o and T being positive integers, the other entries are functions of the two variables x and A, 
0 5 x 5 I, and the operator K is defined as 
K(u) = I’ k(x, t)u(t, A) dt. (2.2) 0 
Appropriate smoothness conditions are assumed for k(x, t) to ensure the existence of a formal 
series solution to (2.1) of the form 
(2.3) 
where y is a positive integer. 
We say that the continued fraction 
&,A)= 
adx)h az(x)Apz 
1+I+..” (2.4) 
the pi being positive integers, is the corresponding continued fraction of (2.3) if the nth 
approximant of (2.4), g,(x, AL (obtained by truncating (2.4) after 0.A”” has the property that 
f k A) - g,(x, A) = O(h”n+~), s,, = /I., + p2 + . . . + Jo”. (2.5) 
Rather than (2.1), we consider the equation 
(2.6) 
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For brevity, the dependence of the functions on x and A is understood and the functional 
notation is depressed. The requirement that the coefficients in (2.6) have a formal power series 
expansion in A together with the conditions 
(i) T”, a, L 1 
(ii) A,, B., C., On_, and O,# 0 for A = 0 
ensure the existence of a formal series solution to (2.6) in powers of A beginning with a positive 
power of A. It is assumed that ah appropriate functions are integrable. 
After the transformation 
I 
f" = 
an+,AF,+' 
1 +f.+, 
is applied to (2.6), there results 
where equality on the right side holds if a”+1 and pn+l are determined by 
(2.7) 
(2.8) 
(2.9) 
%+I = - $-[A “II-h+l& + A*n-h+l 
n 
and the coefficients in J,+, are given 
Thus, conditions (i) and (ii) not only guarantee a formal series solution to (2.6) but also 
permits the evaluation of a,+l, pm+1 and the coefficients in Jn+,. 
If we define f. = f, insert the subscript zero in the appropriate phases in (2. I), use the 
transformation (2.7) repeatedly and evaluate the an and gn. then the continued fraction solution 
to (2.1) can be defined by 
alA” azA’-r f=-- 
1+ 1+ ... (2.11) 
The phrase ‘the continued fraction solution’ is justified since it is straightforward toshow that it 
is the continued fraction which corresponds to the formal series solution of (2.1). If at any step 
a.+I = 0. the continued fraction truncated after a,A em is defined to be the solution to (2.1). Here 
too. if a,+l = 0, a power series argument shows that the series representation of f,,+, is zero, so 
that the definition of (2.11) as the continued fraction solution is consistent. 
The algorithm described here also applies to the more general equation 
(2.12) 
Continued fraction solution to a nonlinear integral equation 13 
in which P,,,, Q,,,, RI and S,,, are polynomials of the indicated degree in f, along with the 
conditions 
A, P,,,(O), B, R,(O) and S,+,(O) and not zero for A = 0. 
The recurrence relations and the determination of a, and p,, are more tedious to develop, 
quite lengthy and will not be quoted here. 
3. AN EXAMPLE 
Although practical use of the algorithm is restricted by the degree of difficulty involved in 
computing the entries in the continued fraction, the lower order approximants can be very 
valuable. In particular, they can be used to furnish a full range of starting values (in both 
variables x and A) for a variety of iterative procedures. Further, as is illustrated in the tables 
below, the approximants hemselves can be fairly accurate. 
For our example we choose Ambarzumian’s nonlinear integral equation[2] 
I 
I 
g(x) = 1+ A&) 
0 
&x, t)g(t) dt, 4x, t) = 5, 
01x=1, odA+. (3.1) 
Application of the transformation & = (1 +gJ’ in (3.1) results in an equation which is an 
acceptable form for our algorithm for generating the continued fraction 
g_ 1 ha2h 
1+ 1+ K...? (3.2) 
the first few entries of which we have computed: 
a?=-K(l)=-xln I++ 
( > 
The third and fourth approximants of (3.2) are 
G= 
l+Aa, 
1 + A(a2+ CY~) (3.3) 
and 
H= 
I +A(as+a,) 
l+A(az+a3+a4)+A2a2a4’ (3.4) 
which can be used as initial approximations for the fixed point iteration procedure on (3.1) 
I 
I 
g 
I”+‘) = 1 + Ag’“‘(x) k(x, t)g’“‘(t, A) dt, 
0
g ") = G or H, 
(3.5) 
In order to compare our numerical results with those given by Ral1[3], we chose A = 0 
(0.1)O.j and nine point Gaussian integration for the evaluation of the integrals in (3.5); here s,. 
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s2,.., sg, denote the nodes of the integration formula. Thus we use either C or H as an initial 
approximation for g”’ and use the numerical iteration 
g(“+“(si) = 1 + Q’“‘(q) 2 Wj/C(Siy Sj)g(“)(Sj, A), i = 1, 2,. . ,9 
j=l 
(3.6) 
inwhich wj,j=1,2..., 9 are the weights for nine point Gaussian integration. Iteration continued 
until the results stabilized to eight decimal places (for each value of A). 
. Below, we give abbreviated tables of values of G, H and the stabilized values of (3.6) which 
we denote by g. Single precision was used and the numbers were rounded to 5 decimal places. 
Table 1. 
A G(s,l G&I G&l G&l G(s,l 
0.4 I .03090 1.20224 1.36513 I .46850 1.51363 
0.5 1.04032 I .28380 1.54689 1.73220 I.8181 I 
Table 2. 
A H(s,) HIS,) H(Q) H(s,) HW 
0.4 1.03218 1.21556 I .39528 I.51186 I .56337 
0.5 1.04334 1.32107 I.64540 I.88941 2.00716 
Table 3. 
0.4 I .03256 1.22330 1.41326 I.53812 I .59368 
0.5 1.05075 I.43641 2.00985 2.5586 I 2.87141 
Using G as the initial approximation, 17 iterations were required for A = 0.4 and 1348 
iterations for A = 0.5. The case of A = 0.5 is quite significant in that the fixed point iteration (3.6) 
employed by Rall, using the data for A = 0.4 as initial values for A = 0.5, 10587 iterations were 
required for stabilization to 8 decimal places. Even taking into consideration the differences in 
computers and software the economy of using low order approximations for initial values is 
evident. 
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