Abstract. The derivative of the Riemann zeta function was computed numerically on several large sets of zeros at large heights. Comparisons to known and conjectured asymptotics are presented.
Introduction
Throughout this paper, we assume the truth of the Riemann Hypothesis (RH), and we let γ n > 0 denote the ordinate of the n-th non-trivial zero of ζ(s). Hejhal [He] assumed the RH and a weak consequence of Montgomery's [Mo] pair-correlation conjecture, namely that for some τ > 0, there is a constant B such that (1.1) lim sup
holds for all c ∈ (0, 1). Under these assumptions, he proved the following central limit theorem: for α < β, So under these assumptions, log |ζ (1/2 + iγ n )|, suitably normalized, converges in distribution over fixed ranges to a standard normal variable. To obtain more precise information about the tails of the distribution, we consider the moments
where N (T ) := 0<γn≤T 1 = T 2π log T 2πe + O(log T ) is the zero counting function. Notice that J λ (T ) is defined for all λ provided the zeros of ζ(s) are simple, as is widely believed.
Gonek [Go1] [Go2] carried out an extensive study of J λ (T ). He proved, under the assumption of the RH, that J 1 (T ) ∼ 1 12 (log T ) 3 as T → ∞. It was suggested by Gonek [Go2] , and independently by Hejhal [He] , that J λ (T ) is on the order of (log T ) λ(λ+2) . Ng [Ng] proved, under the RH, that J 2 (T ) is order of (log T ) 8 , which is in agreement with that suggestion. Hughes, Keating, and O'Connell [HKO] , applied the random matrix philosophy (e.g. see [KS] ), which predicts that certain behaviors of L-functions are mimicked statistically by characteristic polynomials of large matrices from the classical compact groups. This led them to predict that for Re(λ) > −3/2,
as T → ∞,
where G(z) is the Barnes G-function, and a(k) is an "arithmetic factor." The conjecture (1.4) is consistent with previous theorems and conjectures. Recently, Conrey and Snaith [CS] , assuming the ratios conjecture, gave lower order terms in asymptotic expansions for J 1 (T ) and J 2 (T ). They conjectured the existence of certain polynomials P λ (x), for 2λ = 2 and 2λ = 4, such that
The conjecture for the case 2λ = 2 was subsequently proved by Milinovich [Mi] , assuming the RH. It is expected that such polynomials exist for other integer values of λ > 0 as well. The purpose of this article is to study numerically various statistics of the derivative of the zeta function at its zeros. In particular, we consider the distribution of log |ζ (1/2 + iγ n )|, moments of |ζ (1/2 + iγ n )|, and correlations among moments. The goal is to obtain more detailed information about the derivative at zeros, and to enable comparison with various conjectured and known asymptotics. Our computations rely on large sets of zeros at large heights that are described in detail in [HO] .
We find that the empirical distribution of log |ζ (1/2 + iγ n )|, normalized to have mean zero and standard deviation one, agrees generally well with the limiting normal distribution proved by Hejhal, as shown in Figure 1 . But the empirical mean and standard deviation pre-normalization are noticeably different from predicted ones. Also, as shown in Figure 2 , the frequency of very small normalized values of log |ζ (1/2 + iγ n )| is higher than predicted by a standard normal distribution, while the frequency of very large normalized values is lower than predicted. Since these differences appear to decrease steadily with height, however, they are probably not significant.
To examine the tails of the distribution of log |ζ (1/2 + iγ n )|, we present data for the moments of |ζ (1/2 + iγ n )| over short ranges:
For large λ, the empirical values of J λ (T, H) deviate substantially from the values suggested by the leading term prediction (1.4). This is not surprising. Because for λ large relative to T , the contribution of lower order terms is likely to dominate, and so the leading term asymptotic on its own may not suffice. Furthermore, the said deviations decrease steadily with height and they occur in a generally uniform way for roughly 2λ ≤ 6, so they are consistent with the effect of "lower order terms" still being felt even at such relatively large heights.
In the specific cases of the second and fourth moments of |ζ (1/2 + iγ n )|, the conjectures of Conrey and Snaith [CS] supply lower order terms, and the agreement with the data is much better, as shown in Table 4 .
1
As λ increases, the observed variability in the moments of |ζ (1/2 + iγ n )| is more extreme, but it is still significantly less than we previously encountered in the moments of |ζ(1/2 + it)| (see [HO] ). To illustrate, our computations of the twelfth moment of |ζ (1/2 + iγ n )| over 15 separate sets of ≈ 10 9 zeros each (near the 10 23 -rd zero) show that the ratio of highest to lowest moment among the 15 twelfth moments thus obtained was 2.36. In contrast, that ratio for the twelfth moment of |ζ(1/2 + it)| was 16.34, which is significantly larger (see [HO] ).
In general, the variability in statistical data for |ζ (1/2 + iγ n )| is considerably less than the variability in statistical data for |ζ(1/2 + it)|. It is not immediately clear why this should be so, considering, for instance, that the central limit theorem for log |ζ (1/2 + iγ n )| is only conditional, while that for log |ζ(1/2 + it)| is not, and both theorems scale by the same asymptotic variance.
In the case of negative moments, our data is in agreement with Gonek's con-
But starting at 2λ = −3, and as λ decreases, the empirical behavior of negative moments becomes rapidly more erratic. For example, using the same 15 zero sets near the 10 23 -rd zero mentioned previously, the ratio of highest to lowest negative moment among them gets very large as λ decreases; we obtain: 1. 03, 8.45, 178.49, and 17240.99 , for 2λ = −2, −3, −4, and −6, respectively (this can be deduced easily from Table 6 ). Notice that the point 2λ = −3 is special because it is where the leading term prediction (1.4) first breaks down due to a pole of order 1 in the ratio of Barnes G-functions.
Extreme values of negative moments are caused by very few zeros. When 2λ = −3, for instance, the largest observed moment among our 15 sets is 0.178047. About 87% of this value is contributed by 4 zeros where |ζ (1/2 + iγ n )| is small and equal to 0.002439, 0.002453, 0.004388, and 0.004365.
2 Such small values of |ζ (1/2 + iγ)| typically occur at pairs of consecutive zeros that are close to each other. For example, the values 0.002439 and 0.002453 occur at the following two consecutive zero ordinates:
1.30664344087942265202071895041619 × 10 22 ,
The above pair of zeros is separated by 0.00032, which is about 1/400 times the average spacing of zeros at that height (which is ≈ 0.128).
1 It might be worth mentioning that we attempted to calculate the coefficients of lower order terms in the [CS] conjectures by calculating J λ (T ) for sufficiently many values of T , then solving the resulting system of equations. However, this did not yield good approximations of the coefficients (even for small λ), which is not surprising, since the scale is logarithmic and the Conrey and Snaith expansion is only asymptotic.
2 We checked such small values of |ζ (1/2 + iγ)| by computing them in two ways, using the Odlyzko-Schönhage algorithm, and using the straightforward Riemann-Siegel formula; the results from the two methods agreed to within ±10 −6
To investigate possible correlations among values of |ζ (1/2 + iγ n )| 2λ , we studied numerically the (shifted moment) function:
We plotted S λ (T, H, m), for several choices of λ, T , and H, and as m varies. The resulting plots indicate there are long-range correlations among the values of the derivative at zeros. Unexpectedly, the tail of S 2 (T, H, m) ( Figure 3 ; right plot) strongly resembles the tail for the shifted fourth moment of |ζ(1/2 + it)| (Figure 4 in [HO] ).
To better understand these correlations, we considered the "spectrum" of log |ζ (1/2+ iγ n )|; see (2.6) for a definition. A plot of the spectrum reveals sharp spikes, shown in Figure 5 . These spikes can be explained heuristically by applying techniques already used by Fujii [Fu, Fu2] and Gonek [Go1] to estimate sums involving ζ (1/2 + iγ n ).
Numerical results
Conjecture (1.2) suggests the mean and standard deviation of log |ζ (1/2 + iγ)| for zeros from near T = 1.3066434 × 10 22 (i.e. near the 10 23 -rd zero) are about 2.0 and 1.4, respectively. This is far from the empirical mean and standard deviations listed in Table 1 , which are 3.4907 and 1.0977.
3 Since these quantities grow very slowly (like log log T ), these differences are probably not significant. We normalize the sequence {log |ζ (1/2 + iγ n )| : N ≤ n ≤ N + 10 7 }, where N ≈ 10 23 , to have mean zero and variance one. The distribution of the normalized sequence is illustrated in Figure 1 , which contains two plots, one of the empirical density function, and another of the difference between the empirical density and the predicted (standard Gaussian) density
2 /2 . The fit in the first plot is visibly good, but there is a slight shift to the right about the center. This shift is made more visible in the second plot, which shows that the empirical density is generally larger than expected for x > 0, and is smaller than expected for x < 0. Near the tails, however, the situation is reversed. Figure 2 shows there is a deficiency in the occurrence of very large values of |ζ (1/2+iγ n )|, and an abundance in the occurrence of very small values. For instance, conjecture (1.2) suggests that about 0.1462% of the values of |ζ (1/2 + iγ n )| near the 10 23 -rd zero should satisfy 3 The mean and standard deviations listed in Table 1 change very little across different zero sets near the same height. For example, using a different set of 10 8 zeros near the 10 23 -rd zero, the empirical mean is 3.4907 and the empirical standard deviation is 1.0978, which are very close the numbers listed in Table 1 . We note that the empirical mean and standard deviation are closer to the values suggested by the central limit theorem for characteristic polynomials of unitary matrices (see [HKO] ), which are 3.47 and 1.12. |ζ (1/2 + iγ n )| > 860, which is noticeably larger than the observed 0.1056%. The conjecture also suggests about 0.0736% of the values should satisfy |ζ (1/2+iγ n )| < 1, which is smaller than the observed 0.1051%. We remark the behavior near the tails becomes more consistent with expectation as height increase . For example, only 0.0025% of the time do we have log |ζ (1/2 + iγ n )| > 3.2 near the 10 16 -th zero, which is far from the expected 0.068%, but the percentage increases to 0.040% near the 10 23 -rd zero.For another measure of the quality of the fit to the standard Gaussian in Figure 1 , we compare moments of both distributions. Table 2 shows the first few moments (the even moments in particular) agree reasonably well. Notice the odd moments tend to be negative, which is likely due to the aforementioned bias in the frequency of very small and very large values.
To better understand the tails of the distribution of log |ζ (1/2+iγ n )|, we consider the moments J λ (T ) defined in (1.3). Since we are interested in the asymptotic behavior of J λ (T ), we compare against the leading term prediction (1.4). We calculated ratios of the form (2.1)
where B is a block of consecutive zeros, |B| denotes the number of zeros in B, and T is the height where block B lies. If T is large enough, one expects the value of (2.1) to approach 1 as the block size |B| increases. Table 3 , which uses blocks of size |B| ≈ 10 9 (except for the first set, which uses the first 10 8 zeta zeros), shows that the empirical moments are significantly larger than the corresponding predictions, even for low moments. For example, the empirical second moments (2λ = 2) near the 10 23 -rd zero are generally off from expectation by about 9.6%. Nevertheless, the ratios (2.1) appear to decrease towards the expected 1 as the height increases, and there is relatively little variation in the moment data for sets from near the same height when 2λ ≤ 6. Both of these observations are consistent with the "lower order terms" still contributing significantly.
The full moment prediction of [CS] , which takes lower order terms into account, might lead one to expect that for 2λ = 2, 2λ = 4, as T → ∞, and for blocks B not too small compared to T ,
where P λ (x) is as given in [CS] , and B is short for integrating over the interval spanned by the block B. To test this, we calculated ratios of the form
As the block size increases, we expect (2.3) to be significantly closer to 1 than (2.1) since it relies on a more accurate prediction. This is indeed what Table 4 illustrates, where we see the fit to moment data is much better than we found in Table 3 .
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(We point out that in the case 2λ = 4 only the first three terms in the full moment 4 Notice if T is large compared to the length of the interval spanned by block B, the denominator in ratio (2.3) is largely a function of T multiplied by the length of the interval spanned by B. conjecture were used, because these were the only terms provided explicitly in [CS] . It is likely the fit to the data will be even better if the missing terms are included.) We remark that the five largest values of |ζ (1/2 + iγ n )| in our data set are ≈ 7057, 6907, 6658, 6636, and 6399. The cumulative contribution of these large values to the 2λ-th moment, as a percentage of the overall 2λ-th moment, is listed in Table 5 for several λ. In the case of negative moments, the conjecture
as T → ∞, due to Gonek [Go2] , suggests the negative second moment should be ≈ 0.01808 near zero number 10 16 , ≈ 0.01436 near zero number 10 20 , and ≈ 0.01238 near zero number 10 23 . These predictions are in good agreement with the values listed in Table 6 .
For 2λ ≤ −3, the behavior is much less predictable because, empirically, their sizes are determined by a few zeros where |ζ (1/2 + iγ n )| is small. In fact, the particularly large fluctuations in the size of the negative sixth moment (2λ = −6), near the 10 23 -rd zero in Table 6 , are essentially due to 8 zeros (out of 1.5 × 10 10 ) where |ζ (1/2 + iγ n )| is equal to 0.002439, 0.002453, 0.002719, 0.002737, 0.003094, 0.003108, 0.004365, and 0.004388. Table 6 . Ratio (2.3) calculated with |B| ≈ 10 9 , except for the first set, which uses the first 10 8 zeros. The column "Zero" lists the approximate zero number near which block B is located. Starting with the investigations of [Od2] , several long-range correlations have been found experimentally in zeta function statistics. Such correlations are not present in random matrices, but do appear in some dynamical systems that for certain ranges are modeled by random matrices. So far all the zeta function correlations of this nature have been explained (at least numerically and heuristically) by relating them to known properties of the zeta function, such as explicit formulas that relate primes to zeros. A natural question is whether such correlations arise among values of ζ (1/2 + iγ n ).
In order to detect correlations among values of |ζ (1/2 + iγ n )|, consider
We computed this shifted moment function for various choices of m, T , and H.
(We also considered similar sums with exponents other than 4, but for simplicity do not discuss them here.) Figure 3 presents some of our results near the 10 16 -th and 10
23 -rd zeros, and with H spanning about 10 7 zeros in both cases. The figure shows that correlations do exist and persist over long ranges. Also, the shape of S 2 (T, H, m) near the 10 16 -th zero is similar to that near the 10 23 -rd zero, except the former has higher peaks, and covers the range 3 ≤ m ≤ 222, as opposed to 3 ≤ m ≤ 325, which suggests oscillations scale as 1/ log(T /2π).
We remark the plot of S 2 (T, H, m) in Figure 3 (right plot) is similar to a plot in [HO] of the shifted fourth moment of the zeta function on the critical line:
which we reproduce here in Figure 4 for the convenience of the reader. To explain observed correlations, we numerically calculated the function:
which is related to long-range periodicities in ζ (1/2 + iγ n ). Assuming the RH, Fujii [Fu] supplied the following asymptotic formula in the case x = 0: zeros, we obtain f (T, H, 0) = 21766088 − 14579i near the 10 20 -zero, and we obtain f (T, H, 0) = 25137126+61663i near the 10 23 -rd zero. But as x increases, f (T, H, x) experiences sharp spikes for certain x, as shown in Figure 5 , which depicts the segment 0 ≤ x ≤ 0.05 (in the remaining portion 0.05 < x < 1, the spikes get progressively denser).
The sharp spikes in Figure 5 show the existence of long-range periodicities among values of ζ (1/2 + iγ n ). These spikes, as well as the correlations described above, are not unexpected. They can be demonstrated to follow from the properties of the zeta function, by estimating proper contour integrals. Such methods were used for continuous averages by Ingham [Ingh] and even others before him, and for discrete averages over zeros by Gonek [Go1] and Fujii [Fu, Fu2] . The main step involves integration of ζ (s) 2 /ζ(s), and estimates of such integrals.
Applying such methods to ζ (s) 2 e xs log T 2π /ζ(s) suggests that the functioñ
experiences large spikes at approximately x = log(k)/ log(T /(2π)). For by a heuristic argument involving the (very) regular spacing of zeros one expects thatγ n in the definition off (T, H, x) can be replaced by n without too much error (see [Od2] for a similar argument in the context of long-range correlations in zero spacings).
Therefore, f (T, H, x) should behave similarly tof (T, H, x). 5 In particular, we expect the k-th spike in Figure 5 to occur at approximately log(k)/ log(T /(2π)), and that agrees well with the evidence of the graphs. Figure 5 . Plots of f (T, H, x), defined in (2.6), using 10 6 zeros near the 10 16 -th zero (upper left), 10 20 -rd zero (upper right), and 10 23 -rd zero (lower left). The lower right plot is another plot near the 10 23 -rd zero, except it uses a different set of 2 × 10 6 zeros. The rotation factor e iθ(t) is chosen so that Z(t) is real. In our numerical experiments, t < 1.31 × 10 22 . Since |Z (γ n )| = |ζ (1/2 + iγ n )|, it suffices to compute Z (γ n ). To do so, we used the numerical differentiation formula (Taylor expansion) (3.2) Z (t) = Z(t + h) − Z(t − h) 2h + R(t, h) ,
where the remainder term in (3.2) satisfies (3.3) |R(t, h)| ≤ max t−h≤t1≤t+h
We chose h = 10 −5 , and approximated the derivative by (3.4) Z (t) ≈ Z(t + h) − Z(t − h) 2h .
To evaluate Z(t) at individual points, we used a version of the Odlyzko-Schönhage algorithm [OS] implemented by the second author [Od1] . If the point-wise evaluations of Z(t + h) and Z(t − h) via this implementation are accurate to within ± each, then the approximation (3.4) is accurate to within ±(10 5 + |R(t, h)|). Numerical tests suggested is normally distributed with mean zero and standard deviation 10 −9 . Therefore, is typically around 10 −9 . Also, varying the choice of h in (3.4) suggested the approximation is accurate to about 4 decimal digits with h = 10 −5 and t ≈ 10 22 . In principle, our computations of ζ (1/2 + iγ n ) can be made completely rigorous by carrying them out in sufficient precision. If one plans on calculating ζ (1/2+iγ n ) with very high precision, however, it will likely be better to first derive a RiemannSiegel type formula for Z (t) itself, with explicit estimates for the remainder. Such a formula will be useful on its own as it can be be used to check other conjectures about ζ (1/2 + it).
Conclusions
Numerical data from high zeros of the zeta function generally agrees well with the asymptotic results that have been proved, as well as with several conjectures. There are some systematic differences between observed and expected distributions, but the discrepancies decline with growing heights.
The results of this paper provide additional evidence for the speed of convergence of the zeta function to its asymptotic limits. They also demonstrate the importance of outliers, and thus the need to collect extensive data in order to obtain valid statistical results. The long-range correlations that have been found among values of the derivative of the zeta function at zeros can be explained by known analytic techniques.
