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Abstract
We study Hilbert–Samuel multiplicity for points of Schubert varieties in the complete flag variety, by
Gröbner degenerations of the Kazhdan–Lusztig ideal. In the covexillary case, we give a manifestly positive
combinatorial rule for multiplicity by establishing (with a Gröbner basis) a reduced limit whose Stanley–
Reisner simplicial complex is homeomorphic to a shellable ball or sphere. We show that multiplicity counts
the number of facets of this complex. We also obtain a formula for the Hilbert series of the local ring.
In particular, our work gives a multiplicity rule for Grassmannian Schubert varieties, providing alternative
statements and proofs to formulae of Lakshmibai and Weyman (1990) [26], Rosenthal and Zelevinsky
(2001) [37], Krattenthaler (2001) [22], Kodiyalam and Raghavan (2003) [21], Kreiman and Lakshmibai
(2004) [24], Ikeda and Naruse (2009) [13] and Woo and Yong (2009) [40]. We suggest extensions of our
methodology to the general case.
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1. Introduction
1.1. Overview
Let Flags(Cn) denote the variety of complete flags in Cn. Its Schubert subvarieties Xw are
indexed by permutations w in the symmetric group Sn. There has been substantial interest in
understanding the singularity structure of Schubert varieties. While the singular loci have been
determined, and fundamental properties that hold for all Schubert varieties have been long es-
tablished, many mysteries remain about measures of singularities; see, e.g., [3,5,39]. This paper
treats a classical example of such a measure, the (Hilbert–Samuel) multiplicity of a point p in a
scheme X, denoted multp(X). This positive integer is the degree of the projectivized tangent cone
Proj(grmp Op,X) as a subvariety of the projectivized tangent space Proj(Sym mp/m2p), where
(Op,X,mp) is the local ring associated to p ∈ X. Equivalently, if the Hilbert–Samuel polyno-
mial of Op,X is adxd + ad−1xd−1 + · · · + a0 (ad = 0) then multp(X) = d!ad . In particular,
multp(X) = 1 if and only if X is smooth at p.
It is an open problem to give a manifestly positive combinatorial rule for the multiplicity of a
Schubert variety Xw at its torus fixed points ev ∈ Xw (the problem for arbitrary p ∈ Xw reduces
to this case). The analogous problem for Grassmannians has been solved; see, e.g., [37,22,21,
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(co)minuscule Grassmannians and for determinantal varieties; see, e.g., [26,12,11,36].
The thesis of this paper is as follows. A neighborhood of ev ∈ Xw is encoded by the
Kazhdan–Lusztig variety Nv,w with explicit coordinates and equations given in [39]. We pro-
pose to study a choice of term orders ≺v,w,π that depends on v, w and a shuffling (total
ordering) of variables π . The corresponding Gröbner degenerations break Nv,w , and its tan-
gent cone, into an initial scheme init≺v,w,π Nv,w whose reduced scheme structure is a union
of coordinate subspaces. By construction, multiplicity is the degree of this monomial ideal.
Now, by [14], the limit is set-theoretically equidimensional. However, more seems conjec-
turally true: first, there exists π such that init≺v,w,π Nv,w is reduced (ruling out the possibil-
ity of embedded components); and second, one can furthermore choose π so that the corre-
sponding Stanley–Reisner simplicial complex is homeomorphic to a shellable ball or sphere.
These conjectures assert multiplicity reduces to the combinatorics of counting the number
of facets of a desirable simplicial complex. We label facets by π -shuffled tableaux that as-
sign +’s to the n × n grid, using π and the corresponding prime component of the initial
ideal.
This paper further formulates the above thesis and collects some evidence for its efficacy
towards the multiplicity problem.
Our main theorems prove the above conjectures for covexillary Schubert varieties, i.e.,
those Xw where w avoids the pattern 3412. We obtain the first multiplicity rule in this case,
which is presently the most general one available in type A. Actually, these Schubert vari-
eties have attracted significant attention in the study of Schubert geometry and combinatorics;
see, e.g., [25,32,9,27,33,20] and the references therein. For comparison, A. Lascoux [27] stud-
ied a different measure of singularities of Schubert varieties. He gave a combinatorial rule
for the Kazhdan–Lusztig polynomials at singular points of covexillary Xw , extending work
of A. Lascoux and M.-P. Schützenberger [28] for Grassmannian Schubert varieties. Similarly,
our rule also specializes to the Grassmannian case. Another consequence is an explicit re-
lation between multev (Xw) and the Kazhdan–Lusztig polynomial (see Remark 6.9). We also
apply our rule to resolve a conjecture of A. Woo in the negative (see Example 6.4). Let us
further remark that by comparing the combinatorics of our rule to the similar combinatorics
of the Grassmannian multiplicity rule of [13], or of the coGrassmannian multiplicity rule
of [40], one can relate, ex post facto, the covexillary multiplicities to the (co)Grassmannian
ones.
For covexillary Schubert varieties, our key observation is that one can pick π (depending on
v,w) so that the limit scheme is (after π -shuffling the coordinates and crossing by affine space)
the limit scheme of a matrix Schubert variety [20] for a different covexillary permutation. We
deduce an explicit Gröbner basis, with squarefree initial terms, for the Kazhdan–Lusztig ideal
under ≺v,w,π , extending the Gröbner basis theorem of that earlier paper. The limit is therefore
reduced. Using the results of [20], we provide a prime decomposition of the initial ideal and
show that the π -shuffled tableaux are in an easy bijection with flagged semistandard Young
tableaux (thus providing some justification for the nomenclature). Hence, the number of the
stated tableaux counts the desired multiplicity, and as in [40], a well-known generalization of the
Jacobi–Trudi identity yields a simple proof of a determinantal formula. Also, the Stanley–Reisner
complex is homeomorphic to a vertex decomposable and hence shellable ball or sphere. This
feature allows us to prove an “alternating-sign” formula for a richer invariant than multiplicity,
the Hilbert series of Oev,Xw .
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cients ±1, it follows that our formulae are valid over any characteristic. To our best knowledge,
independence of characteristic for multiplicities was not known for general ev ∈ Xw (and not
even in the covexillary case).
Summarizing, our results in the covexillary case provide some “proof of concept” for our
thesis.
1.2. Some related work
Gröbner degeneration has been exploited in a number of related settings in recent years, and
in particular has been applied to the multiplicity problem. We now discuss some earlier results
in type A to provide context for our specific treatment.
V. Lakshmibai and J. Weyman [26] and V. Kreiman and V. Lakshmibai [24] utilized standard
monomial theory to determine multiplicity rules for Grassmannians (actually, [26] deduces a
recursive rule valid for any minuscule G/P ).
A. Woo and the second author [40] explain how the Kazhdan–Lusztig ideals of [39] are com-
patible with the Schubert polynomial combinatorics of A. Lascoux and M.-P. Schützenberger
[29,30]. Moreover, a Gröbner basis theorem for arbitrary Kazhdan–Lusztig ideals was obtained,
generalizing work on Schubert determinantal ideals due to [19]. The squarefree initial ideal has
its associated Stanley–Reisner simplicial complex being homeomorphic to a shellable ball or
sphere; more precisely, it is a subword complex as defined by A. Knutson and E. Miller [18]. For
special cases of Kazhdan–Lusztig varieties, and choices of π , the π -shuffled tableaux are the
pipe dreams of S. Fomin and A.N. Kirillov [8], and our thesis subsumes the geometric explana-
tion for these pipe dreams from [19]. Similar results to [19], used in this paper, were obtained for
covexillary Schubert determinantal ideals in [20].
As an application of [40], formulae for the multigraded Hilbert series of Kazhdan–Lusztig
ideals were geometrically proved, where the multigrading comes from the torus action of the
invertible diagonal matrices T ⊆ GLn. While this theorem is actually used in a crucial way in
the present paper, in general this Hilbert series does not help to directly compute multiplicity,
because this torus action does not contain the dilation action. However, if a Kazhdan–Lusztig
ideal happens to already be homogeneous with respect to the standard grading that assigns each
variable degree one, then it is automatic that it is also the ideal for its tangent cone, and one
can deduce a formula for multiplicity from this Hilbert series (homogeneity is guaranteed if
w0v is 321-avoiding; see [17, p. 25]). Moreover, it was explained that for the Grassmannian
cases, one can always use the trick of parabolic moving to reduce to the homogeneous case.
This gives an easy solution to the Grassmannian multiplicity problem, using Kazhdan–Lusztig
ideals. Unfortunately, even for covexillary Schubert varieties, parabolic moving is ineffective for
even some small examples. The approach of this paper avoids this issue, by using more direct
arguments.
While this paper focuses on type A, our results should have analogues for other Lie types.
Recent papers of A. Knutson [16,17] point the way towards coordinates and equations for
Kazhdan–Lusztig varieties. His papers also explain how to iteratively degenerate these vari-
eties, although the degenerations he considers are not directly applicable in general to the
multiplicity problem, since they do not degenerate the tangent cone. Finally, we remark that
the notion of covexillary for type B has already been examined in a paper by S. Billey and
T.K. Lam [4].
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In Section 2 we recall necessary preliminaries about flag, Schubert and Kazhdan–Lusztig
varieties. In Section 3 we rigorously formulate our approach towards multiplicities. This is en-
capsulated in our initial theorem (Theorem 3.1). In Sections 4–6 we turn to the covexillary setting
and state our main theorems. We begin by stating our Gröbner basis theorem (Theorem 4.4) in
Section 4. In Section 5, we state our prime decomposition theorem (Theorem 5.5) for the initial
ideal of the Kazhdan–Lusztig ideal in terms of flagged tableaux and their bijectively equivalent
pipe dreams. Section 6 exploits these results to obtain combinatorial and determinantal rules for
the multiplicity and the Hilbert series of the tangent cone (Theorems 6.1, 6.2 and 6.6 respec-
tively). Section 7 is devoted to the proofs of the theorems of Sections 4–6. Finally, in Section 8
we return to the general case and state our conjectures.
2. Preliminaries
We recall some notions about the varieties discussed in this article. Our conventions agree
with the ones used in [39,40].
2.1. Flag and Schubert varieties
Let G = GLn(C), B be the Borel subgroup of strictly upper triangular matrices, T ⊂ B the
maximal torus of diagonal matrices, and B− the corresponding opposite Borel subgroup of
strictly lower triangular matrices. The complete flag variety is Flags(Cn) := G/B . The fixed
points of Flags(Cn) under the left action of T are naturally indexed by the symmetric group Sn
thanks to its role as the Weyl group of G; we denote these points ev for v ∈ Sn. One has the
Bruhat decomposition
G/B =
∐
w∈Sn
BewB/B.
The Schubert cell is the B-orbit X◦w := BewB/B , and its closure Xw := X◦w is the Schubert
variety. It is a subvariety of dimension (w), where (w) is the length of any reduced word of w.
Each Schubert variety Xw is a union of Schubert cells. The Bruhat order is the partial order on
Sn defined by declaring that v w if X◦v ⊆ Xw .
Since every point on Xw is in the B-orbit of some ev (for v w in Bruhat order), the study of
local questions on Schubert varieties reduces to the case of these fixed points. An affine neigh-
borhood of ev is given by vΩ◦id , where in general Ω◦u := B−uB/B is the opposite Schubert
cell. Hence to study Xw locally at ev one only needs to understand Xw ∩ vΩ◦id . However, by [15,
Lemma A.4], one has the isomorphism
Xw ∩ vΩ◦id ∼=
(
Xw ∩Ω◦v
)× A(v). (2.1)
Hence, we study the (reduced and irreducible) Kazhdan–Lusztig variety
Nv,w = Xw ∩Ω◦v ,
harmlessly dropping the factor of affine space.
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We now recall coordinates on Ω◦v , and the Kazhdan–Lusztig ideal Iv,w in these coordi-
nates [39]. The reader may find Example 4.5 a helpful reference for what follows.
Let Mn be the set of all n × n matrices with entries in C, with coordinate ring C[z] where
z = {zij }ni,j=1 are the coordinate functions on the entries of a generic matrix Z. We index the
matrix so that zij is in the i-th row from the bottom of the matrix and j -th column from the
left. Concretely realizing G, B , B−, and T as invertible, upper triangular, lower triangular, and
diagonal matrices respectively, as explained in [10], we can think of the opposite Schubert cell
Ω◦v as an affine subspace of Mn. Specifically, a matrix is in (our realization of) Ω◦v if, for all i,
zn−v(i)+1,i = 1, and zn−v(i)+1,a = 0 and zb,i = 0 for a > i and b > n− v(i)+ 1.
Let z(v) ⊆ z denote the remaining unspecialized variables, and Z(v) the specialized generic matrix
representing a generic element of Ω◦v .
Let Z(v)ab denote the southwest a × b submatrix of Z(v). Also let
Rw = [rwij ]ni,j=1
be the rank matrix (which we index similarly) defined by
rwij = #
{
k
∣∣w(k) n− i + 1, k  j}.
Define the Kazhdan–Lusztig ideal
Iv,w ⊆ C
[
z(v)
]∼= Fun[Ω◦v ]
to be the ideal generated by all of the size 1 + rwij minors of Z(v)ij for all i and j .
2.3. Schubert determinantal ideals
The Schubert determinantal ideal Iw is generated by all size 1 + rwij determinants of the
southwest i × j submatrix Zij of Z, for all i, j . It is known that Iw is generated by the smaller
set of essential determinants which is the subset of the above generators coming from only (i, j)
in the essential set of w (we recall the definition of the essential set in Section 4.1). The matrix
Schubert variety Xw is the (reduced and irreducible) variety in Mn defined by Iw . Matrix Schu-
bert varieties (and the essential set) were introduced in [9]. In fact, matrix Schubert varieties can
be realized as special cases of Kazhdan–Lusztig varieties, as seen in [9] and recapitulated in [40,
Section 2.3].
2.4. Torus actions
The action of T ∼= (C∗)n on Flags(Cn) induces the usual action. This action is the left ac-
tion of diagonal matrices on B-cosets of G written in our coordinates. The action rescales rows
independently and rescales columns dependently, as upon rescaling a row one must rescale a
corresponding column to ensure there is a 1 in position (n − v(j) + 1, j) (as read with our
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ing out the i-th diagonal entry is the weight ti and writing weights additively, this action gives
the matrix entry at (i, j) the weight tn−i+1 − tv(j). The variable zij is the coordinate function on
this matrix entry and therefore (the torus action on the variable) has weight
wt(zij ) = tv(j) − tn−i+1.
Let us call this the usual action grading; it is a fact that this is a positive Zn grading (once
one identifies ta − tb with the vector in Zn that has a 1 in position a, −1 in position b, and 0
elsewhere; cf. Section 7.3). The Kazhdan–Lusztig ideal Iv,w is homogeneous with respect to the
usual action grading, since one can easily check that each defining determinant is homogeneous.
3. Gröbner degeneration and multiplicity
Let π be a shuffling, i.e., an ordering of the variables of C[z(v)] by reading the rows of
Z(v) from left to right and bottom to top; each of the (w0v)! orderings of the variables can be
identified with a permutation π in the symmetric group S(w0v). Let ≺′v,w,π be the local term
order (i.e., one where zij ≺′v,w,π 1) that favors monomials of lowest total degree first, and then
breaks ties lexicographically according to π .
Rather than using ≺′v,w,π directly, we find it more convenient to study a different term order
≺v,w,π on monomials in C[z(v)], defined as follows. For each ti , define φ(ti) = n+ 1− i. Define
the non-standard degree deg of zij to be
deg(zij ) = φ(tv(j))− φ(tn+1−i )
= n+ 1 − i − v(j).
Also, define the standard degree deg′ by deg′(zij ) = 1. As usual, extend these definitions to
monomials m = c∏ij zaijij (where c ∈ C∗) by
deg(m) =
∑
ij
aij deg(zij ),
etc., and where deg(c) = deg′(c) = 0. Note that deg(m) is a Z-graded coarsening of the usual
action grading of Section 2.4.
Let m1 and m2 be two monomials in C[z(v)]. Define m1 ≺v,w,π m2 if
(a) deg(m1) < deg(m2), or if
(b) deg(m1) = deg(m2) and m1 ≺′v,w,π m2.
The statement of the result below also requires the Stanley–Reisner correspondence. This
bijectively associates a squarefree monomial ideal I ⊆ C[z1, . . . , zN ] with a simplicial complex
I whose vertex set is {1,2, . . . ,N} and whose faces correspond naturally to monomials not in I .
Conversely, to each such simplicial complex , there is an associated ideal I ⊆ C[z1, . . . , zN ]
and face ring C[] = C[z1, . . . , zN ]/I. Our resource for facts about combinatorial commuta-
tive algebra is the textbook by E. Miller and B. Sturmfels [34]; cf. Section 7.3.
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Theorem 3.1. Let π ∈ S(w0v) be a shuffling for C[z(v)]. Then the following holds:
(I) ≺v,w,π is a global term order (i.e., one where 1 ≺v,w,π zij ) such that if f ∈ C[z(v)] is
homogeneous with respect to usual action grading, then init≺v,w,π (f ) = init≺′v,w,π (f ).(II) init≺v,w,π Iv,w = init≺′v,w,π Iv,w = init≺v,w,π Tv,w , where
Tv,w = 〈fˆ : fˆ is the lowest standard degree component of f ∈ Iv,w〉
defines the ideal of the tangent cone of Nv,w; Tv,w is homogeneous with respect to both
standard and usual action gradings.
(III) multev (Xw) = degree(Tv,w) = degree(init≺v,w,π Iv,w).
(IV) Under the usual action grading, the Hilbert series for C[z(v)]/Iv,w equals the Hilbert series
of C[z(v)]/ init≺v,w,π Iv,w .
(V) If init≺v,w,π Iv,w is reduced (and thus equidimensional), then multev (Xw) equals the number
of irreducible components of init≺v,w,π Iv,w , or alternatively, equals the number of facets of
the Stanley–Reisner simplicial complex v,w,π associated to init≺v,w,π Iv,w .
(VI) If in addition to the hypothesis of (IV), v,w,π is homeomorphic to a ball or sphere, then
the Z-graded Hilbert series for Oev,Xw is given by∑
i0
dim
(
miev /m
i+1
ev
)
t i = Gv,w(t)/(1 − t)(n2)
where
Gv,w(t) =
∑
k0
(−1)k(1 − t)(w0w)+k × #{interior faces of v,w,π of codimension k}.
Proof. For (I), to check that ≺v,w,π is a term order, first, we need to show that it is a total ordering
on monomials; and second, that it is multiplicative, meaning that for monomials m1, m2, m3, if
m1 ≺v,w,π m2 then m1m3 ≺v,w,π m2m3; and third, that it is Artinian, meaning 1 ≺v,w,π m
for all nonunit monomials m. Clearly ≺v,w,π is a total order. It is also straightforward to check
that ≺v,w,π is multiplicative by considering cases (a) and (b) separately. To see that ≺v,w,π is
Artinian, it suffices to show that deg(1) < deg(m) for any nonunit monomial m, hence 1 ≺v,w,π
m by (a). Indeed, note that ≺v,w,π is a positive weighting on monomials: if zij appears in Z(v)
then we must have i < n + 1 − v(j) by construction. Hence deg(zij ) = n + 1 − v(j) − i > 0.
Finally, if f is homogeneous with respect to the usual action grading, then the comparison of
terms of f falls into case (b) of the definition of ≺v,w,π and hence we pick the initial term
according to ≺′v,w,π .
For (II), the equality init≺v,w,π Iv,w = init≺′v,w Iv,w follows from (I) and the fact that Iv,w is a
homogeneous ideal with respect to the non-standard degree deg (cf. Section 2.4). The remaining
equality and claim about Tv,w hold similarly.
For (III), the degree of the projectivized tangent cone of ev in Xw as a subscheme of the
projectivized tangent space equals the degree of Tv,w . Hence we have multev (Xw) = degreeTv,w .
That the latter degree equals the degree of init≺′v,w,π Iv,w is an application of Mora’s tangent cone
algorithm [35]. Then apply (II).
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it is a general fact that Hilbert series for positively graded modules are preserved under Gröbner
degeneration, see, e.g., [34].
For (V), note that by (II) and (III), multev (Xw) = degree(init≺v,w,π Iv,w). Hence the first claim
follows from the hypothesis and additivity of degrees. The second half of (V) is a standard
translation concerning Stanley–Reisner simplicial complexes.
To prove (VI), we use the following formula established in [18, Theorem 4.1]: if  is a ball
or a sphere and S is its Stanley–Reisner ring, then the K-polynomial is given by
K(S, t) =
∑
F
(−1)dim−dimF
∏
i /∈F
(1 − t),
where sum over all interior faces of F of . We now apply this formula to
S = C[z(v)]/ init≺v,w,π Iv,w = C[z(v)]/ init≺v,w,π Tv,w.
Now,
#{i | i /∈ F } = #{variables in the ring C[z(v)]}− dimF − 1 = (w0v)− dimF − 1.
Using the Z grading, the denominator of the Z-graded Hilbert series for S is
(1 − t)#{variables in the ring C[z(v)]} = (1 − t)(w0v).
Then
Hilb(S, t) =
∑
F (−1)codimF (1 − t)(w0v)−dimF−1
(1 − t)(w0v) =
∑
F (−1)k(1 − t)(
n
2)−dimF−1
(1 − t)(n2)
where the sum over the interior faces F and where k = dim − dimF is the codimension of a
face F . Since dim = (w0v) − (w0w) − 1 = (w) − (v) − 1, we have
(
n
2
)− dimF − 1 =
(v)+ (w0w)+ k.
By (2.1), ev has a neighborhood in Xw that is isomorphic to Nv,w × C(v). Under this iso-
morphism, ev maps to the point (0, 0) ∈ Nv,w × C(v), where 0 ∈ Nv,w and 0 ∈ C(v). So we
have
Hilb(Oev,Xw , t) = Hilb(O0,Nv,w , t) ·
1
(1 − t)(v) .
Meanwhile, the tangent cone of Nv,w at 0 is Spec(C[z(v)]/Tv,w), so
Hilb(O0,Nv,w , t) = Hilb
(
C
[
z(v)
]
/Tv,w, t
)
and therefore
Hilb(Oev,Xw , t) = Hilb
(
C
[
z(v)
]
/Tv,w, t
) · 1
(v)
.
(1 − t)
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∑
F (−1)k(1 − t)(v)+(w0w)+k
(1 − t)(n2) ·
1
(1 − t)(v) =
∑
F (−1)k(1 − t)(w0w)+k
(1 − t)(n2) .
Now (VI) immediately follows. 
Since by (II), Tv,w is homogeneous with respect to the standard and usual action grad-
ing, we remark it is not hard to compute the multigraded Hilbert series of Oev,Xw , for
the combined multigrading, with a similar argument as in the proof of (VI) (replacing the
#{interior faces of v,w,π of codimension k} by a Laurent polynomial in t1, . . . , tn).
We need a few more definitions for future reference: We are mainly interested when
init≺v,w,π Iv,w defines a reduced scheme, at which point we consider its prime decomposition
init≺v,w,π Iv,w =
⋂
Ji
where each Ji = 〈za1,b1 , . . . , zam,bm〉. Define the shuffled generic matrix Z˜(v) by starting with
Z(v) and reading the rows left to right and bottom to top, replacing the k-th variable in this reading
by the k variable of π . Now define the π -shuffled tableau associated to Ji to be a filling of the
n × n grid where a + is placed in the positions of za1,b1 , . . . , zam,bm of Z˜(v). These tableaux are
closely related to (and in fact generalize for special choices of v, w, π ) the pipe dreams of [8] as
geometrically interpreted by [19], and as we will see, they also generalize (flagged) semistandard
Young tableaux.
Two remarks about π -shuffled tableaux are in order. First, strictly speaking, there is no need
to shuffle the coordinates to write down some combinatorial object which labels a prime com-
ponent of init≺v,w,π Iv,w . However, in the covexillary case, as well in what we surmise about
[19,20,40], it seems that the π -shuffling converts otherwise weird subsets of n × n into coher-
ent combinatorics. It is for this reason that we propose using this transformation in general.
Second, in view of the connection to pipe dreams, it is also plausible to call these objects
“π -shuffled pipe dreams”. However, at present we do not know of any way in general to
add elbows  to the positions of n × n not filled by +’s that would generate reason-
able strand diagrams as in [8] that would justify the “pipe dream” name (as first introduced
in [1,19]).
Theorem 3.1 is most likely combinatorially useful when the limit is reduced. Conjecturally,
there is some term order ≺v,w,π such that this is true. Therefore, multiplicity would be counted
by the inherently combinatorial object v,w,π . With this in mind, the choice of coordinates
and equations for the Kazhdan–Lusztig variety is not arbitrary. Indeed, whether a variety can
be Gröbner degenerated to a reduced scheme is embedding dependent. For example, the only
two Gröbner degenerations of Spec(C[x, y]/(x2 − y2)) give multiplicity 2 lines. However, af-
ter the linear change of coordinates u = x − y, v = x + y, we arrive at the Spec(C[u,v]/(uv))
which is already a reduced union of coordinate subspaces and hence equal to any of its Gröbner
limits.
We will discuss the aforementioned conjecture in more specific detail in Section 8. In the
interim, we prove this conjecture in the covexillary case.
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We now begin our application of Theorem 3.1 to covexillary Schubert varieties. In this section,
we pick ≺v,w,π so that the hypotheses of (V) and (VI) of the theorem hold. We then prove a
Gröbner basis theorem for this term order that explicates the degeneration.
4.1. Diagrams, essential sets and covexillary permutations
We recall some combinatorics of the symmetric group. Proofs can be found in, e.g., [33,
Chapter 2].
We give coordinates to the ambient n × n grid so that (1,1) refers to the southwest corner,
(n,1) refers to the northwest corner, and so on. To each w ∈ Sn, the Rothe diagram D(w) is the
following subset of the n× n grid:
D(w) = {(i, j): i < n−w(j)+ 1 and j < w−1(n− i + 1)}. (4.1)
Alternatively, this set is described as follows. Place a dot • in position (n − w(j) + 1, j) for
1 j  n. For each dot draw the “hook” that extends to the right and above that dot. The boxes
that are not in any hook are the boxes of D(w). We emphasize that the graph of w is given by
the positions of the •’s in position (n − w(j) + 1, j) (i.e., w(j) units from the top) because of
our indexing conventions.
The essential set E(w) is the set consisting of the northeast corners of each connected com-
ponent of D(w). To be precise,
(i, j) ∈ E(w) if (i, j) ∈ D(w) but both (i + 1, j) /∈ D(w) and (i, j + 1) /∈ D(w). (4.2)
Proposition 4.1. A permutation w ∈ Sn is uniquely determined by its diagram or also the restric-
tion of the rank matrix Rw = [rwij ]ni,j=1 to its essential set.
Proposition 4.2. Permutations v,w ∈ Sn satisfy v  w (in Bruhat order) if and only if rvij  rwijfor all (i, j) ∈ n× n.
Definition-Theorem 4.3. The following are equivalent for a permutation w ∈ Sn:
(i) w is covexillary1;
(ii) w is 3412-avoiding, i.e., there do not exist 1  i1 < i2 < i3 < i4  n such that w(i3) <
w(i4) < w(i1) < w(i2);
(iii) the boxes of the essential set of w lie on a piecewise linear curve oriented weakly southeast
to northwest;
(iv) the diagram D(w), up to a permutation of the rows and the columns gives a Young diagram.
If (iv) holds, then in fact the Young diagram λ = λ(w) is unique, and we will refer to this as
the shape of the covexillary permutation w.
1 In [33] (and other sources) one instead considers vexillary permutations, which are equal to w0w where w is covex-
illary and w0 is the longest length element of Sn. The results we use therefore only differ by a change in conventions.
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We now give our central definition, the ordering of variables π ∈ S(w0v) that we use in the
main results of this section and the next.
We say that the box (x, y) is dominated by (w, z) if x w and y  z, i.e., if (x, y) lies in the
rectangular region with (w, z) and (1,1) as its northeast and southwest corners, respectively.
For w covexillary, let λ = λ(w) = (λ1  λ2  · · ·  λ > 0) be as in Section 4.1. For 1 
i  , let {
(α
(i)
1 , β
(i)
1 ), . . . ,
(
α
(i)
ki
, β
(i)
ki
)} (4.3)
be the coordinates of those 1’s in Z(v) that are dominated by (bi, λi − i + bi). Here bi is defined
as follows: Let B(w) be the smallest Young diagram (drawn in French notation) with corner in
position (1,1) that contains all of E(w). Then set
bi = max
m
{
B(w)m  λ(w)i +m− i
}
.
Observe that
b1  b2  · · · b and λ1 − 1 + b1  λ2 − 2 + b2  · · · λ − + b. (4.4)
(In Section 5.2, B(w) and bi will be pictorially motivated and utilized.)
By definition, α(i)j = n+ 1 − v(β(i)j ) for 1 j  ki . Define
Ri = {1,2, . . . , bi} \
{
α
(i)
1 , . . . , α
(i)
ki
}
,
Ci = {1,2, . . . , λi − i + bi} \
{
β
(i)
1 , . . . , β
(i)
ki
}
,
and set R0 = ∅, R+1 = {1, . . . , n}, C0 = {1, . . . , n}, C+1 = ∅. From (4.4) we have the filtrations
of {1,2, . . . , n}:
R0 ⊆ R1 ⊆ · · · ⊆ R+1 and C+1 ⊇ C ⊇ · · · ⊇ C0.
For 0 i  , set
Ri+1 −Ri =
{
r
(i)
1 < · · · < r(i)pi
}
and thus we can define ρ ∈ Sn to be the following permutation (written in one-line notation):
ρ := r(0)1 · · · r(0)p0 r(1)1 · · · r(1)p1 · · · r()1 · · · r()p ∈ Sn.
Similarly, for 0 i  , set
Ci −Ci+1 =
{
c
(i)
1 < · · · < c(i)qi
}
and let χ ∈ Sn be the following permutation:
χ := c() · · · c()q c(−1) · · · c(−1)q · · · c(0) · · · c(0)q ∈ Sn.1  1 −1 1 0
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by ρ and the columns by χ (cf. Section 3).
Let ≺v,w,π be the term order defined in Section 3, using the ordering of variables π obtained
by reading the rows of Z˜ left to right, and from bottom to top. Strictly speaking, we have defined
≺v,w,π as a term order on all monomials in C[z], which we restrict, in the obvious way, to one
for monomials in C[z(v)].
The ideal Iv,w is known to be generated by a smaller set of generators, i.e., the essential
minors which are the rwi,j + 1 minors of Z(v)ij for all (i, j) ∈ E(w), see [39] and the references
therein.
Our main result is:
Theorem 4.4. The essential minors of Iv,w form a Gröbner basis with respect to the term order
≺v,w,π .
Example 4.5. Let w = 7531462, v = 5123746 (in one-line notation). Then w is covexillary,
λ(w) = (4,2,1), the Rothe diagram D(w) and the matrix of variables Z(v) are given by the
following figure:
D(w) =
e1
e2
e3







Z(v) =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0 0
0 z62 1 0 0 0 0
0 z52 z53 1 0 0 0
0 z42 z43 z44 0 1 0
1 0 0 0 0 0 0
z21 z22 z23 z24 0 z26 1
z11 z12 z13 z14 1 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎠
The essential set consists of 3 boxes e1 = (2,5), e2 = (4,4), e3 = (6,4). The Kazhdan–Lusztig
ideal is generated by all 2×2 minors of Z(v)e1 , all 3×3 minors of Z(v)e2 and all 4×4 minors of Z(v)e3 :
I5123746,7531462 =
〈∣∣∣∣ z21 z22z11 z12
∣∣∣∣ , . . . ,
∣∣∣∣∣ 1 0 0z21 z22 z23
z11 z12 z13
∣∣∣∣∣ , . . . ,
∣∣∣∣∣∣∣
0 z42 z43 z44
1 0 0 0
z21 z22 z23 z24
z11 z12 z13 z14
∣∣∣∣∣∣∣ , . . .
〉
.
In this example, R1 = {2}, R2 = {1,2,4}, R3 = {1,2,4}, therefore ρ = 2143567 ∈ S7. Sim-
ilarly, C1 = {1,2,3,4}, C2 = {2,3,4}, C3 = {2}, hence χ = 2341567 ∈ S7. Thus we have the
shuffled generic matrix
Z˜ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
z˜71 z˜72 z˜73 z˜74 z˜75 z˜76 z˜77
z˜61 z˜62 z˜63 z˜64 z˜65 z˜66 z˜67
z˜51 z˜52 z˜53 z˜54 z˜55 z˜56 z˜57
z˜41 z˜42 z˜43 z˜44 z˜45 z˜46 z˜47
z˜31 z˜32 z˜33 z˜34 z˜35 z˜36 z˜37
z˜21 z˜22 z˜23 z˜24 z˜25 z˜26 z˜27
⎞⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎝
z72 z73 z74 z71 z75 z76 z77
z62 z63 z64 z61 z65 z66 z67
z52 z53 z54 z51 z55 z56 z57
z32 z33 z34 z31 z35 z36 z37
z42 z43 z44 z41 z45 z46 z47
z12 z13 z14 z11 z15 z16 z17
⎞⎟⎟⎟⎟⎟⎟⎟⎠
z˜11 z˜12 z˜13 z˜14 z˜15 z˜16 z˜17 z22 z23 z24 z21 z25 z26 z27
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z˜11 > z˜12 > · · · > z˜17 > z˜21 > z˜22 > · · · > z˜27 > z˜31 > · · · ,
z22 > z23 > · · · > z27 > z12 > z13 > · · · > z17 > z42 > · · · ,
by reading the rows left to right, and bottom to top. Restricting to the variables actually used in
Z(v) gives the ordering π to be
π : z22 > z23 > z24 > z21 > z26 > z12 > z13 > z14 > z11 > z42 > z43 > z44 > z52 > z53 > z62.
Thus, the given generators form a Gröbner basis with respect to ≺v,w,π for this choice of π .
We record the fact below for future reference. The proof is immediate from the above defini-
tions:
Lemma 4.6. Let 1 i   and define b′i = bi − ki , where, as above
ki
(= rvbi ,λi−i+bi )= #{1’s dominated by (bi, λi − i + bi)}.
Then
{1,2, . . . , bi} \
{
α
(i)
1 , . . . , α
(i)
ki
}= Ri = {r1, . . . , rb′i }
and
{1,2, . . . , λi − i + bi} \
{
β
(i)
1 , . . . , β
(i)
ki
}= Ci = {c1, . . . , cλi−i+b′i }.
5. The prime decomposition theorem
5.1. The covexillary permutation Θv,w
We now associate to a covexillary w and a permutation v w a new covexillary permutation
Θv,w .
Definition-Lemma 5.1. Given v  w and w covexillary, there is a unique covexillary permuta-
tion Θv,w ∈ Sn such that λ(w) = λ(Θv,w), and
E(Θv,w) =
{
e′: e′ is obtained by moving an e ∈ E(w) diagonally southwest by rve units
}
where rΘv,we′ = rwe − rve , for each e ∈ E(w).
Although the proof of Definition-Lemma 5.1 actually describes an iterative algorithm for
constructing Θv,w , we emphasize that for the main theorems of this section and the next, it is
sufficient to know just E(Θv,w), which can be handily computed from v and w. To be precise,
given D(w), one can draw in the •’s of (the graph of) v. Then one moves each box e ∈ E(w)
diagonally southwest by the number of •’s of v weakly southwest of it (i.e., the number of •’s
with coordinates (a, b) where a  x and b y and (x, y) are the coordinates of e).
The proof is delayed until Section 5.3, where we collect some related facts.
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the unique permutation satisfying the conditions of Definition-Lemma 5.1.
5.2. From pipe dreams to flagged tableaux
Given
λ = (λ1  λ2  · · · λ > 0)
and a vector of nonnegative integers
b = (b1, . . . , b)
define a semistandard Young tableau T of shape λ to be flagged by b if the labels of T in row i
are at most bi .
Associated to each covexillary permutation w ∈ Sn, there is a flagging b = b(w): As in Sec-
tion 4.2, consider the smallest French notation Young diagram (i.e., where the i-th row from the
bottom is of length λi ) B(w) ⊆ n × n that contains all the boxes of E(w) as well as the box at
(1,1). A pipe dream consists of a placement of +’s in a subset of the boxes of B(w). The initial
pipe dream for w places +’s in each box of the French Young diagram λ(w) ⊆ B(w) with its
southwest corner at (1,1) (the fact that one has “⊆” is well known, and follows, e.g., from the
discussion of Section 5.3). Iteratively define all other pipe dreams for w by using the following
local transformation in any 2 × 2 square in B(w):
· ·
+ · →
· +
· ·
Each + in the initial pipe dream for w is in obvious one-to-one correspondence with the box of
λ(w) that it sits in. More generally, this extends inductively to every other pipe dream of w. We
use this correspondence to construct a tableau of shape λ(w), as follows: if a + corresponds to a
box b in λ(w) then we label b with the index of the row occupied by this +. Again by induction,
using the transformations above, it is easy to verify that this tableau is semistandard.
Example 5.3. Continuing the previous example, the reader can check that the pipe dreams for
Θv,w = 4635721 are given in Fig. 1, where the left pipe dream is the initial pipe dream for Θv,w .
We have also drawn in B(Θv,w) = (4,3,3). (Alternatively, starting directly from v and w one
can quickly determine E(Θv,w) and thus B(Θv,w), without knowing Θv,w itself, and then write
down the pipe dreams.)
The maximum entry of row i of such a tableau T is bounded above by the sum of i and the
distance that the rightmost + in the i-th row can travel diagonally northeast and remain inside
B(w). This number bi is equal to the position of the row (counted from bottom) of the box
obtained by moving the right most + northeast diagonally inside B(w) until it hits the boundary.
Actually, this gives the same bi as defined in Section 4.2, which we recall:
bi = max
m
{
B(w)m  λ(w)i +m− i
}
.
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Fig. 1. Pipe dreams for Θv,w = 4635721, and B(Θv,w).
Example 5.4. The corresponding tableaux to the above pipe dreams are:
1 1 1 1
2 2
3
and
1 1 1 1
2 3
3
,
and here b(Θv,w) = (1,3,3).
Theorem 5.5. We have
init≺v,w,π Iv,w =
⋂
P
〈
z˜ij : (i, j) ∈ P
〉
where z˜ij = zρ(i),χ(j) (cf. Section 4.2 and Example 4.5). Here the intersection is over all pipe
dreams for Θv,w .
The associated Stanley–Reisner complex v,w,π is homeomorphic to a vertex decomposable
ball or sphere.
The irreducible components, or equivalently, the facets of v,w,π are in bijection with semis-
tandard Young tableaux of shape λ(w) and flagged by b(Θv,w).
Example 5.6. We have the following prime decomposition
init≺v,w,π I5123746,7531462 = 〈z12, z21, z22, z23, z24, z42, z13z44〉
= 〈z12, z13, z21, z22, z23, z24, z42〉 ∩ 〈z12, z21, z22, z23, z24, z42, z44〉.
We can associate a π -shuffled tableaux to each component by placing a + in the position
of zab in the shuffled generic matrix Z˜ whenever zab appears as a generator of the prime ideal
for that component (and ·’s everywhere else). The result are precisely the pipe dreams given in
Example 5.3, which are themselves in an easy bijection with the semistandard Young tableaux
of Example 5.4. This accounts for the use of z˜ij in Theorem 5.5, and provides some rationale for
our introduction of π -shuffled tableaux in general in Section 3.
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(i0, j0)

e
(i1, j1)
 
(i2, j2)


(i3, j3)

D(w′)
(i0 − 1, j0 − 1) e′
(i3, j1) 

(i1, j2)


(i2, j3)

Fig. 2. Going from D(w) to D(w′) in Definition-Lemma 5.1.
5.3. Proof of Definition-Lemma 5.1 and some properties of b and B(w)
Suppose w is covexillary and
e = (i0, j0) ∈ E(w) where rwi0,j0 > 0.
Define the transitioned permutation w′ as follows. Let (i1, j1) be the northeast most dot in
D(w) that is dominated by (i0, j0). Such a dot exists because of the assumption rwi0,j0 > 0. By
the condition that w is covexillary, there is at least one such choice. Let (i2, j2) be the dot that is
in the same column as (i0, j0), and (i3, j3) be the dot that is in the same row as (i0, j0). Hence
i2 = i0 + 1, j2 = j0 and i3 = i0, j3 = j0 + 1.
Then define w′ by letting
w′(j1) = n+ 1 − i3 = n+ 1 − i0,
w′(j2) = n+ 1 − i1 = w(j1),
w′(j3) = n+ 1 − i2 = w(j0), and
w′(j) = w(j) for j = j1, j2, j3. (5.1)
Fig. 2 illustrates this description of w′.
The proof of Definition-Lemma 5.1 is based on the following fact, whose proof is straightfor-
ward and omitted (cf. [20, Lemma 3.5]).
Lemma 5.7. Let w be covexillary, (i0, j0) ∈ E(w) with rwi0,j0 > 0. Then the transitioned permu-
tation w′ defined by (5.1) has the following properties:
(i) w′ is covexillary;
(ii) λ(w) = λ(w′);
(iii) E(w′) = (E(w) \ {(i0, j0)}) ∪ {(i0 − 1, j0 − 1)}; in particular w and w′ have the same
number of essential set boxes; and
(iv) rw′ = rw − 1 and rw′e = rw for the remaining (common) essential set boxes e.i0−1,j0−1 i0,j0 e
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Θv,w with the stated essential set and rank conditions. (Once achieved, Proposition 4.1 implies
that the permutation is unique, and hence Θv,w is well defined.)
Attach to each essential box e the nonnegative integer
f (e) = rve ,
thought of as indicating how many steps the box e should be moved in the southwest direction.
Let
k =
∑
e∈E(w)
f (e).
We repeat the following process, which decreases exactly one of the f (e) by 1, giving another
(intermediate) covexillary permutation. We terminate when all the f (e)’s become 0 at which
point we output Θv,w .
Define
i0 = max
{
i
∣∣ (i, j) is an essential box and f ((i, j))> 0},
j0 = max
{
j
∣∣ (i0, j) is an essential box and f ((i0, j))> 0}.
Hence (i0, j0) gives the coordinates of the northmost then eastmost essential set box that still
needs to be moved (in particular, rvi0,j0 > 0). Then set w′ to be the transitioned permutation
for w.
By Lemma 5.7, w′ is covexillary, and E(w′) and E(w) are the same except that (i0, j0) ∈ E(w)
has now moved to (i0 − 1, j0 − 1) ∈ E(w′). Attach to (i0 − 1, j0 − 1) the integer f (i0, j0) − 1
and keep the attached integers unchanged for other essential boxes.
Repeat the algorithm for w′. In view of Lemma 5.7(iv) it follows that we can do this process
k steps. We obtain a permutation and name it Θv,w . That Θv,w has the desired properties follows
from the construction and inductively applying parts (i), (ii) and (iii) of Lemma 5.7. 
Example 5.8. We now illustrate the algorithm described in the proof of Definition-Lemma 5.1
by computing Θ5123746,7531462 = 4635721 in steps:
w =
e
e
e







→
e
e
e







→
e
ee







→
e
e
e







→
e
ee







→
e
ee







= Θv,w.
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Lemma 5.7:
Lemma 5.9. Suppose w is covexillary and λ = λ(w) = (λ1  λ2  · · · λ > 0). Furthermore,
set
{i1 < i2 < · · · < im} = {i | 1 i  , λi > λi+1}.
Then
E(w) = {(bi, λi − i + bi) ∣∣ i = i1, . . . , im}.
In other words, there is a one-to-one bijection between E(w) and the right-hand corners of λ
(drawn in French notation).
Proof. Consider a sequence
w = w(0) → w(1) → · · · → w(M)
where w(i+1) is the transitioned permutation of w(i), and w(M) has the property that the rank
of each of its essential set boxes is 0 (such a permutation is often known as “dominant”). The
diagram of w(M) is a Young diagram (drawn in French notation), with its southwest corner at
(1,1). By Lemma 5.7(ii), this Young diagram must be λ(w).
The essential set boxes of w(M) are precisely boxes at the end of the rows {i1 < i2 < · · · < im}.
By Lemma 5.7(iii), it follows that each such e′ ∈ E(w(M)) (say in row i ∈ {i1 < i2 < · · · <
im}) corresponds one-to-one with e ∈ E(w) that lives on the same southwest–northeast diagonal.
However, by the definition of bi , e must coordinate (bi, λi − i + bi), since both are the extremal
box of B(w) on the said diagonal. 
Lemma 5.10. Under the same assumptions as Lemma 5.9, we have
bi = max(bik+1 − ik+1 + i, bik )
(define bi0 = b0 = 0).
Proof. To see this, consider Fig. 3.
Here, (a) is the case when bi = bik+1 − ik+1 + i, and (b) is the case when bi = bik . It remains
to show that (bi, λi − i + bi ) has to be either on the vertical boundary defined by (bik+1 , λik+1 −
ik+1 + bik+1), which is case (a), or on horizontal boundary defined by (bik , λik − ik + bik ), which
is case (b).
The only concern is if (bi, λi − i + bi) appears strictly east of the vertical boundary in case
(a) or north of the horizontal boundary in case (b). However, this implies that E(w) contains a
box not associated to a corner of λ, which contradicts Lemma 5.9. 
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(bik+1 , λik+1 − ik+1 + bik+1 )

(bi , λi − i + bi )

(bik , λik − ik+bik )

B(w)
(b)
(bik+1 , λik+1 − ik+1 + bik+1 )

(bi , λi − i + bi )


(bik , λik − ik + bik )

B(w)
Fig. 3. Proof of Lemma 5.10.
6. Combinatorial formulae for multiplicity and Hilbert series ofOev,Xw
We now arrive at our formulae for multiplicity of ev ∈ Xw and the Hilbert series for Oev,Xw
in the case w is covexillary.
Theorem 6.1. multev (Xw) counts the number of flagged semistandard Young tableaux of shape
λ(w) whose rows are bounded by b(Θv,w).
Proof. This is immediate from Theorems 4.4, 5.5 and 3.1(V). 
The following result generalizes the determinantal formula (with the same proof) from [40]
for coGrassmannian permutations:
Theorem 6.2. We have the following expression for multiplicity as a determinant of a matrix with
binomial coefficient entries:
multev (Xw) = det
((
bi + λi − i + j − 1
λi − i + j
))
1i,j(λ)
,
where (λ) is the number of nonzero parts of λ and b = b(Θv,w).
The proof of Theorem 6.2 is immediate from Theorem 6.1 once we have discussed the deter-
minantal expression for flagged Schur functions in Section 7.2.
Example 6.3. Continuing our example from the previous section, it follows from Examples 5.3,
5.4 and Theorem 6.1 that the multiplicity of X7531462 at e5123746 is 2. To illustrate Theorem 6.2,
note that since λ1 = 4, λ2 = 2, λ3 = 1, b1 = 1, b2 = 3, b3 = 3, Theorem 6.2 asserts that the
multiplicity
multev (Xw) =
∣∣∣∣∣∣∣
(
b1+λ1−1
λ1
) (
b1+λ1
λ1+1
) (
b1+λ1+1
λ1+2
)(
b2+λ2−2
λ2−1
) (
b2+λ2−1
λ2
) (
b2+λ2
λ2+1
)(
b3+λ3−3
λ3−2
) (
b3+λ3−2
λ3−1
) (
b3+λ3−1
λ3
)
∣∣∣∣∣∣∣=
∣∣∣∣∣∣∣
(4
4
) (5
5
) (6
6
)(3
1
) (4
2
) (5
3
)( 1
−1
) (2
0
) (3
1
)
∣∣∣∣∣∣∣=
∣∣∣∣∣1 1 13 6 100 1 3
∣∣∣∣∣= 2,
in agreement with our previous computation.
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the Schubert variety Xw ⊆ Flags(Cn+2) at the most singular point eid is given by the Cata-
lan number Cn = 1n+1
(2n
n
)
. Woo’s permutation is covexillary, and this multiplicity problem is
also solved by Theorem 6.1. Moreover, he conjectured that the largest value multiplicity can at-
tain for v,w ∈ Sn+2 is this Catalan number. Using our rule, we found a counterexample in S9:
multeid (X983456721) = 594 while C7 = 429. Actually, with some work one can show that the
maximum (for w covexillary) is equal to the number of plane partitions of staircase shape with a
given bound on the entries; sometimes this is equal to the Catalan number. In this sense, one can
modify Woo’s conjecture.
A richer invariant than multiplicity is the Hilbert series of Oev,Xw . In order to state our formula
for it, recall the notion of flagged set-valued semistandard tableaux from [20]. A set-valued,
semistandard filling of λ [6] is an assignment of non-empty subsets of N to each box of λ so
that each entry of a box is weakly smaller than each entry to its right, and strictly smaller than
any entry strictly below it. Such a filling is flagged by b = b(w) if each entry in a row i is at
most bi .
Example 6.5. Continuing Example 5.4, the additional flagged set-valued semistandard tableau
for the flagging b = b(Θv,w) that is not (ordinary) semistandard is
1 1 1 1
2 2,3
3
.
Recall
Tv,w =
〈
fˆ : fˆ is the lowest (standard) degree component of f ∈ Iv,w
〉
is the (homogeneous) ideal of the tangent cone of Nv,w .
Theorem 6.6. The Z-graded Hilbert series of Oev,Xw and C[z(v)]/Tv,w are given respectively by
Hilb(Oev,Xw , t) :=
∑
i0
dim
(
miev /m
i+1
ev
)
t i = Gλ(t)/(1 − t)(n2)
and
Hilb
(
C
[
z(v)
]
/Tv,w, t
) :=∑
i0
dim
(
C
[
z(v)
]
/Tv,w
)
i
t i = Gλ(t)/(1 − t)(w0v),
where
Gλ(t) =
∑
k|λ|
(−1)k−|λ|(1 − t)k × # SetSSYT(λ,b, k)
and # SetSSYT(λ,b, k) equals the number of flagged set-valued semistandard Young tableaux of
shape λ with flag b = b(Θv,w) and which uses exactly k entries.
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Hilbert series that takes into account both the standard grading and the usual action grading.
We leave this as a remark since one requires a bunch of prerequisites about double Grothendieck
polynomials (for covexillary permutations) from [20,40] that we do not need otherwise in the
text.
Remark 6.8. A permutation w is coGrassmannian if it has a unique ascent, at position d ,
i.e., w(k) < w(k + 1) if and only if k = d . Each coGrassmannian w is clearly also covexillary.
Moreover, there is a bijective correspondence between λ ⊆ d × (n − d) and these coGrass-
mannian permutations. Under this correspondence, the multiplicity of a Grassmannian Schu-
bert variety Xλ ⊆ Gr(d,Cn) at a torus fixed point eμ can be computed using Theorem 6.1.
Geometrically, this follows from the fact that the natural “forgetting subspaces” projection
π : Flags(Cn)Gr(k,Cn) restricts to a locally trivial fibration Xw → Xλ with fiber P/B where
P is the maximal parabolic such that G/P ∼= Gr(d,Cn); see [5, Example 1.2.3].
Remark 6.9. One can show that multev (Xw)  Pv,w(1) for w covexillary, where here Pv,w(q)
is the Kazhdan–Lusztig polynomial. This can be proved by constructing a new rule for the
Kazhdan–Lusztig polynomial that is compatible with our multiplicity rule, in terms of drift con-
figurations. We thank H. Naruse for suggesting this inequality (he has communicated to us that
he has a proof of this inequality for cominuscule G/P ). It should be pointed out that this in-
equality is not true in general for the flag variety of type A. This is discussed in a sequel to this
paper [31].
7. Proofs of the main theorems
7.1. Covexillary Schubert determinantal ideals
Let ≺antidiag denote any term order that picks off the main antidiagonal (i.e., southwest to
northeast main diagonal) term of any minor of Z. We will use the following result:
Theorem 7.1. (See [20].) Let w ∈ Sn be covexillary. The essential determinants of Iw form a
Gröbner basis with respect to ≺antidiag. Moreover, the initial ideal init≺antidiag Iw is reduced, with
prime decomposition
init≺antidiag Iw =
⋂
P
〈
zij : (i, j) ∈ P
〉
,
where P is a pipe dream for w.
The Stanley–Reisner simplicial complex is a homeomorphic to a vertex decomposable (and
hence shellable) ball or sphere.
The interior faces of the complex are labeled by set-valued semistandard Young tableaux of
shape λ and flagged by b(w), and the facets are labeled by the subset of ordinary semistandard
Young tableaux. The codimension k interior faces are labeled by these tableaux with |λ| + k
entries.
As is explained in [20], the irreducible components are in manifest bijection with pipe dreams
for w: the appearance of a generator zij indicates the position of +’s, using the usual coordinates
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instead express things in terms of the variables of Z˜.
Although our proof of Theorem 4.4 will use the Gröbner basis theorem of [20] for Schubert
determinantal ideals (recapitulated in Section 7.1), we remark that Theorem 4.4 actually provides
a generalization. This is based on the fact that any Schubert determinantal ideal can be realized
as a Kazhdan–Lusztig ideal, and this ideal is homogeneous with respect to the standard grading;
see [40, Section 2.3].
7.2. Flagged Schur polynomials; proof of Theorem 6.2
The weight generating series for semistandard tableaux with row entries flagged (bounded) by
a vector b is called the flagged Schur polynomial. An application of a standard Gessel–Viennot
type argument establishes that
det
(
hλi−i+j (x1, . . . , xbi )
)= ∑
T ∈T (λ,b)
xwt(T ), (7.1)
where hk(x1, . . . , xm) is the complete homogeneous symmetric function on the variables
x1, . . . , xm and the right-hand side of the equality is by definition the flagged Schur polyno-
mial, where the sum runs over all semistandard tableau of shape λ and flagged by b. See [33,
Corollary 2.6.3].
We are now ready to give our proofs of the determinantal expression for multiplicity:
Proof of Theorem 6.2. This is immediate from Theorem 6.1 combined with (7.1) evaluated at
xi = 1 for all i and the fact hλi−i+j (1,1, . . . ,1) =
(
bi+λi−i+j−1
λi−i+j
)
. 
Now suppose X = (xi)i∈I and Y = (yj )j∈J are two finite families of indeterminates. Define
polynomials hk(X − Y) by the power series expansion∑
k∈Z
ukhk(X − Y) =
∏
j∈J
(1 − uyj )
/∏
i∈I
(1 − uxi).
In the literature one finds the nomenclature flagged double Schur function, which is defined by
the following determinantal expression [7, Definition 4.1],
sλ,b(X − Y) = det
(
hλi−i+j (Xbi − Yλi+bi−i )
)
1i,j, (7.2)
where
Xbi = (x1, x2, . . . , xbi ), Yλi+bi−i = (y1, . . . , yλi+bi−i ).
There is also a tableau expression
sλ,b(X − Y) =
∑
T ∈T (λ,b)
∏
α∈T
(xT (α) − yT (α)+C(α)), (7.3)
where C(α) = c − r if α is in the r-th row and c-th column.
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double) Schubert polynomial Sw0w(X,Y ) for a covexillary w is the same as the single (respec-
tively double) flagged Schur polynomial of shape λ(w) with flagging b(w).
7.3. Hilbert series and an identity of flagged Schur polynomials
We now use standard notions from combinatorial commutative algebra, found in the text-
book [34].
Consider a polynomial ring S = C[z1, . . . , zm] with a grading such that zi has some degree
ai ∈ ZN . A finitely graded S-module M =⊕v∈ZN Mv has a free resolution
E• : 0 ← E1 ← E2 ← ·· · ← EL ← 0
where Ei =⊕βji=1 S(−dij ) is graded with the j -th summand of Ei generated in degree dij ∈ ZN .
Then the (ZN -graded) K-polynomial of M is
K(M, t) =
∑
j
(−1)j
∑
i
tdij .
In any case, S is positively graded, meaning that the ai generate a pointed cone in ZN , K(M, t)
is the numerator of the ZN -graded Hilbert series:
Hilb(M, t) = K(M, t)∏
i (1 − tai )
.
The multidegree C(M, t) is by definition the sum of the lowest degree terms of K(M,1 − t).
(This means we substitute 1 − tk for tk for all k, 1 < k < N .) Also, if X = Spec(S/I) then let
C(X, t) := C(S/I, t).
Proposition 7.2. Let w be covexillary, λ = λ(w) and b = b(w). Set
X = (tv(1), . . . , tv(n)), Y = (tn, . . . , t1)
and sλ,b(X − Y) be the associated flagged Schur function. Then the following equality holds:
C(Nv,w, tij → tv(j) − tn−i+1) = (−1)|λ|sλ,b(Y −X). (7.4)
Proof.
C(Nv,w, tij → tv(j) − tn−i+1)
= Sw0w(X,Y )
(
by [40, Theorem 4.5])
=
∑
P
∏
(i,j)∈P
(xj − yi)
(
summing over pipe dreams P for w, by [20])
= (−1)|λ|
∑ ∏
(yi − xj ) (summing over the same P’s as above)
P (i,j)∈P
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∑
T ∈T (λ,b)
∏
α∈T
(yT (α) − xT (α)+C(α)) (under the correspondence of Section 5.2)
= (−1)|λ|sλ,b(Y −X)
(
by the tableau formula (7.3)). 
7.4. Conclusion of the proofs
Let
Iv,w = 〈g1, g2, . . . , gN 〉
where {g1, . . . , gN } are the essential determinants. Also, let
Jv,w = 〈init≺v,w,π g1, init≺v,w,π g2, . . . , init≺v,w,π gN 〉.
It is always true that
Jv,w ⊆ init≺v,w,π Iv,w.
Equality holds if and only if {g1, . . . , gN } is a Gröbner basis with respect to ≺v,w,π . Let Z˜ be the
shuffled generic matrix determined by (v w), as defined in Section 4.2. Let
I˜Θv,w ⊆ C[Z˜] ∼= C[z]
be the Schubert determinantal ideal as defined by taking sub-determinants of the shuffled ma-
trix Z˜, as determined by the rank matrix for Θv,w . Let ≺a˜ntidiag denote a term order that picks
off the (southwest to northeast) antidiagonal term of any sub-determinant of Z˜. Using Theo-
rem 7.1 we immediately conclude that under ≺
a˜ntidiag, the essential (or defining) minors of Z˜
(coming from the rank conditions for Θv,w) are a Gröbner basis for I˜Θv,w and hence the lead
terms generate init≺
a˜ntidiag
I˜Θv,w .
Lemma 7.3. The aforementioned generators of init≺
a˜ntidiag
I˜Θv,w are a subset of the generators
of Jv,w .
Proof. Consider an essential determinant g of Iv,w , which is associated to an r × r minor M
of the submatrix Z(v)e of Z(v) associated to e ∈ E(w); here r = rwe . There are rve  r many 1’s
in Z(v)e , by Proposition 4.2. Assume that the minor g uses all the rows and columns that these
1’s sit in. Note that since g is homogeneous with respect to the usual action grading, so by
Theorem 3.1(I), ≺v,w,π will choose the terms of lowest total degree first, and so it will pick
out all terms of the determinant that use all these 1’s in their product. Thus, by the definition of
≺v,w,π given in Section 4.2, the lead term will exactly be the antidiagonal term of the minor of
a submatrix of Z˜, which, when the rows and columns are permuted, is precisely the submatrix
M◦ of M that comes from striking out all the rows and columns of M having 1’s in them. Thus
this lead term is a generator of init≺
a˜ntidiag
I˜Θv,w . This generator corresponds to e′ ∈ E(Θv,w), as
defined in Definition-Lemma 5.1. On the other hand, one can similarly see that all generators of
init≺ I˜Θv,w can be realized in this manner. a˜ntidiag
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ϕ :C[z] → C[z(v)]
that sends all variables not in z(v) to 0. By Lemma 7.3, all generators of init≺
a˜ntidiag
I˜Θv,w only use
variables in C[z(v)] so it makes sense to define the ideal
Hv,w = ϕ
(
(init≺
a˜ntidiag
I˜Θv,w )C
[
z(v)
])⊆ C[z(v)].
Lemma 7.4. Spec(C[z]/Hv,w) defines a reduced scheme.
Proof. As we have said, Theorem 7.1 implies init≺
a˜ntidiag
I˜Θv,w defines a reduced scheme. Since
dividing out an irrelevant factor of affine space does not affect these properties, the claim
holds. 
Often, when proving equality of two homogeneous ideals A ⊆ B in a positively graded ring R,
one expects to show that the multigraded Hilbert series of R/A and R/B are equal. Fortunately,
our arguments will only require equality of multidegrees, thanks to the following:
Lemma 7.5. (See [19, Lemma 1.7.5].) Let I ′ ⊆ k[z1, . . . , zm] be an ideal homogeneous for a
positive Zd grading. Suppose H is an equidimensional radical ideal contained inside I ′. If the
zero schemes of I ′ and H have equal multidegrees, then I ′ = H .
We will apply Lemma 7.5 in the case H = Hv,w ⊆ I ′ = init≺v,w,π Iv,w .
Proposition 7.6. The multidegree of Nv,w equals the multidegree of C[z]/(init≺
a˜ntidiag
I˜Θv,w ), each
with respect to the usual action of T ⊂ GLn (as defined in Section 2.4).
Proof. By Proposition 7.2, the multidegree of Nv,w is
C(Nv,w, tij → tv(j) − tn−i+1) = (−1)|λ|sλ,b(Y −X), (7.5)
where b = b(w).
On the other hand, in [20], it was proved that, for w covexillary, the multidegree of the matrix
Schubert variety
Xw = Spec
(
C[z]/Iw
)
is the flagged Schur polynomial
sλ,b(Y −X) where λ = λ(w) and b = b(w).
However, this multidegree is with respect to the 2n-dimensional torus action where a vector(
a1, . . . , an, a
′ , . . . , a′n
) ∈ T × T1
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other hand there is an embedding of tori
T ↪→ T × T : (a1, . . . , an) → (a1, . . . , an;av(1), . . . , av(n)) (7.6)
that realizes the usual torus action as a subtorus of T × T . As is explained in [40], because of
this embedding, one can compute the multidegree for Xw under the usual torus action by the
substitutions
X = (x1, . . . , xn) = (tv(1), . . . , tv(n)),
Y = (y1, . . . , yn) = (tn, . . . , t1).
Let ρ = r1 · · · rn ∈ Sn, χ = c1 · · · cn ∈ Sn be defined as in Section 4.2. Set
X′ = (x′1, . . . , x′n)= (xc1 , . . . , xcn) = (tv(c1), . . . , tv(cn)),
Y ′ = (y′1, . . . , y′n)= (yr1, . . . , yrn) = (tn+1−r1 , . . . , tn+1−rn),
b′′ = b(Θv,w).
There is another embedding of tori
T × T ↪→ T × T : (a1, . . . , an, a′1, . . . , a′n) → (ar1, . . . , arn, a′c1, . . . , a′cn). (7.7)
Composing the two tori embeddings (7.6) and (7.7) allows us to twist the usual action grading
to one on Fun[Z˜] ∼= C[z]. Putting this together, the multidegree of the matrix Schubert variety
C[z]/(init≺
a˜ntidiag
I˜Θv,w ) is
C(C[z]/(init≺
a˜ntidiag
I˜Θv,w ), t
)= (−1)|λ|sλ,b′′(Y ′ −X′), (7.8)
with respect to the grading deg(zij ) = tv(j) − tn+1−i . Here, λ = λ(w) = λ(Θv,w), see Definition-
Lemma 5.1.
In order to prove that the two multidegrees (7.5) and (7.8) are equal polynomials, we define
an auxiliary flagging
b′ = (b′1, . . . , b′), where for 1 i  , b′i = bi − ki
and
ki = #
{
1’s in Z(v) that are dominated by (bi, λi − i + bi)
}
,
cf. Lemma 4.6. We will instead establish
sλ,b(Y −X) = sλ,b′
(
Y ′ −X′) (7.9)
and
sλ,b′
(
Y ′ −X′)= sλ,b′′(Y ′ −X′), (7.10)
from which the equality follows.
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det
(
hλi−i+j (Ybi −Xλi+bi−i )
)
1i,j = det
(
hλi−i+j
(
Y ′
b′i
−X′
λi+b′i−i
))
1i,j,
i.e.,
det
([
uλi−i+j
]∏x∈Xλi−i+bi (1 − xu)∏
y∈Ybi (1 − yu)
)
1i,j
= det
([
uλi−i+j
]∏x∈X′λi−i+b′i (1 − xu)∏
y∈Y ′
b′
i
(1 − yu)
)
1i,j
.
In fact, more strongly we show that for every 1 i  ,
∏
x∈Xλi−i+bi (1 − xu)∏
y∈Ybi (1 − yu)
=
∏
x∈X′
λi−i+b′i
(1 − xu)∏
y∈Y ′
b′
i
(1 − yu) . (7.11)
The equality (7.11) is proved as follows. We use the notation as in Section 4.2. Recall (4.3); we
now define
Ai = {tv(β(i)j )}1jki ⊆ {t1, . . . , tn}.
By Lemma 4.6, we have the following equalities of subsets of {t1, . . . , tn}:
Ybi = {y1, . . . , ybi }
= {tn, . . . , tn+1−bi }
= {tn+1−r1 , . . . , tn+1−rb′
i
} ∪ {t
n+1−α(i)1 , . . . , tn+1−α(i)ki
}
= {tn+1−r1 , . . . , tn+1−rb′
i
} ∪ {t
v(β
(i)
1 )
, . . . , t
v(β
(i)
ki
)
}
= {y′1, . . . , y′b′i}∪Ai
= Y ′
b′i
∪Ai, (7.12)
Xλi−i+bi = {x1, . . . , xλi−i+bi }
= {tv(1), . . . , tv(λi−i+bi )}
= {tv(c1), . . . , tv(cλi−i+b′i )} ∪ {tv(β(i)1 ), . . . , tv(β(i)ki )}
= {x′1, . . . , x′λi−i+b′i}∪Ai
= X′
λi−i+b′i ∪Ai. (7.13)
Because of (7.12) and (7.13), we can cancel out the factors
(1 − t
v(β
(i)
)
u), for 1 j  ki ,j
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the cancellation, we obtain the right-hand side of (7.11). This proves (7.11).
Next, we prove (7.10) using the tableau formula for flagged double Schur functions. By the
discussion of Section 5.2, it suffices to show that the two sets of flagged semistandard Young
tableaux of shape λ, flagged by b′ and b′′ respectively, are the same.
Let
{i1, i2, . . . , im} = {i | 1 i  , λi > λi+1}
(assume λ+1 = 0 and i1 < i2 < · · · < im). In other words, this is the set of indices of the rows of
the Young diagram of λ that have corners on their right ends.
We claim that b′′i  b′i , with equality when i = i1, . . . , im. By Lemma 5.9 we have
E(w) = {(bi, λi − i + bi) ∣∣ i = i1, . . . , im},
and
E(Θv,w) =
{(
b′′i , λi − i + b′′i
) ∣∣ i = i1, . . . , im}.
Therefore for i = i1, . . . , im, we have, from the definition of b′ = b − (k1, k2, . . . , k) and b′′ =
b(Θv,w) that
b′i = bi −
(
the number of 1’s in Z(v) dominated by (bi, λi − i + bi)
)= b′′i . (7.14)
On the other hand, for
i ∈ {1, . . . , } \ {i1, . . . , im},
let k be the index that
0 k m− 1 and ik < i < ik+1
(declare i0 = 0).
By Lemma 5.10 we have
bi = max(bik+1 − ik+1 + i, bik )
(define bi0 = b0 = 0), and
b′′i = max
(
b′′ik+1 − ik+1 + i, b′′ik
)
(where b′′i0 = b′′0 = 0).
Therefore the claimed inequality
b′′i  b′i ,
or
bi − b′′  bi − b′ ,i i
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max(bik+1 − ik+1 + i, bik )− max
(
b′′ik+1 − ik+1 + i, b′′ik
)

{
number of 1’s in Z(v) dominated by (bi, λi − i + bi)
}
. (7.15)
This can be checked in two cases.
Case (1): b′′ik+1 − ik+1 + i  b′′ik .
In this case, the left-hand side of (7.15) is
bi − b′′ik = (bi − bik )+
(
bik − b′′ik
)
= (bi − bik )+ #
{
1’s in Z(v) dominated by (bik , λik − ik + bik )
}
 #
{
1’s in Z(v) dominated by (bi, λi − i + bi)
}
where the second equality is by (7.14) and the last inequality is because, in the rows bik +
1, . . . , bi , there are at most (bi − bik ) many 1’s in Z(v) dominated by (bi, λi − i + bi), and
λi − i + bi  λik − ik + bik since ik < i; see (4.4).
Case (2): b′′ik+1 − ik+1 + i > b′′ik .
In this case, the left-hand side of (7.15) is
bi −
(
b′′ik+1 − ik+1 + i
)
= (bik+1 − b′′ik+1)+ (bi − bik+1 + ik+1 − i)
= #{1’s in Z(v) dominated by (bik+1 , λik+1 − ik+1 + bik+1)}+ (bi − bik+1 + ik+1 − i)
 #
{
1’s in Z(v) dominated by (bi, λi − i + bi)
}
where the second equality is by (7.14) and the last inequality is because, in the columns (λik+1 −
ik+1 + bik+1 + 1), (λik+1 − ik+1 + bik+1 + 2), . . . , (λi − i + bi), there are at most
(λi − i + bi)− (λik+1 − ik+1 + bik+1) = (bi − bik+1 + ik+1 − i)+ (λi − λik+1)
= bi − bik+1 + ik+1 − i
many 1’s in Z(v) dominated by (bi, λi − i + bi). (We have again applied (4.4).)
Lastly, we show that the flagging b′ and b′′ give the same set of Young tableaux. In other
words, we need to show that any semistandard Young tableau of shape λ flagged by b′ is also
flagged by b′′. Since b′ik = b′′ik for all k, it remains to consider i that satisfies ik < i < ik+1 for
some 0  k  m − 1 (again define i0 = 0). Since λi = λi+1 = · · · = λik+1 , the length of rows
i, i + 1, . . . , ik+1 of the Young tableau are the same. Denote by label(i, j) the entry at the
i-th row and j -th column of the Young tableau. Then by the definition of semistandard Young
tableaux,
label(i, λi) < label(i + 1, λi+1) < label(i + 2, λi+2) < · · · < label(ik+1, λik+1)
 b′′ ,ik+1
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label(i, λi) b′′ik+1 − (ik+1 − i)max
(
b′′ik+1 − (ik+1 − i), b′′ik
)= b′′i .
So the condition label(i, λi)  b′i is equivalent to the condition label(i, λi) 
min(b′i , b′′i ) = b′′i . Therefore b′ and b′′ give the same set of Young tableaux, as desired. 
Proof of Theorems 4.4, 5.5 and 6.6. We know that
Hv,w ⊆ Jv,w ⊆ init≺v,w,π Iv,w
so Hv,w is an equidimensional, radical ideal contained inside init≺v,w,π Iv,w by Lemmas 7.3
and 7.4. The Hilbert series and hence multidegrees of C[z(v)]/ init≺v,w,π Iv,w and C[z(v)]/Iv,w
are equal by Theorem 3.1(IV). On the other hand, these multidegrees are equal to the multide-
gree of C[z]/Hv,w by Proposition 7.6 and the fact that multidegrees are unaffected by crossing
the scheme by affine space. Hence
Hv,w = Jv,w = init≺v,w,π Iv,w
by Lemma 7.5. This proves Theorem 4.4.
Moreover, since Hv,w = init≺v,w,π Iv,w and since Spec(C[z(v)]/Hv,w) and init≺a˜ntidiag XΘv,w
only differ by crossing by affine space it follows the prime decomposition of init≺v,w,π Iv,w lifts
to a prime decomposition of init≺
a˜ntidiag
I˜Θv,w and so Theorem 5.5 follows from the prime decom-
position theorem of [20] (taking into account the permutation of coordinates).
Finally, Theorem 6.6 follows from Theorem 3.1(VI), Theorem 7.1, and the discussion
above. 
8. Conjectures and final remarks
We now present some conjectures that complement Theorem 3.1.
Conjecture 8.1. For some π , init≺v,w,π Iv,w defines a reduced scheme, i.e., the hypothesis and
hence conclusion of Theorem 3.1(V) holds.
Specifically, consider the SE–NW shuffling π↖ that orders the variables by reading columns
right to left and bottom to top. Based on the results of [19] and [40] as well as some computation
(exhaustively for n  6, as well as many random examples for n  10), we believe that this
choice always satisfies Conjecture 8.1.
However, we actually desire a choice of π that, in some sense, gives the neatest combina-
torics; the reducedness claim of Conjecture 8.1 merely provides a necessary criterion. Let us
call π generalized antidiagonal if, after some permutation of the rows, and separately, some
permutation of the columns, of Z, then π induces a pure lexicographic ordering on C[z] that fa-
vors the antidiagonal (southwest–northeast) term of any sub-determinant of the shuffled generic
matrix Z˜. We can extend this definition to shufflings π for the variables of Z(v) in the obvious
way. Now call ≺v,w,π generalized antidiagonal if π is for Z(v). The SW–NE shuffling π↗ that
orders variables by reading rows bottom to top and left to right induces such a term order. Also,
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that the term order of Section 4.2 is also generalized antidiagonal. On the other hand, we have:
Example 8.2. In general, not all choices of generalized antidiagonal π satisfy Conjecture 8.1. In
particular, if we consider the Schubert determinantal ideal for w = 563412 using π↗, the limit
scheme is not reduced. (As we have said (cf. Section 2.3), Schubert determinantal ideals are
special cases of Kazhdan–Lusztig ideals.) However, it is reduced if one uses π↖ (either by direct
computation, or by the Gröbner basis theorem of [19]).
Notwithstanding Example 8.2, we expect that among the generalized antidiagonal π ’s, there
exists a choice that not only satisfies Conjecture 8.1, but whose π -shuffled tableaux exhibit
“good” combinatorial features. This assertion is consistent with our covexillary work, as well
as the results of [19,20,40].
Problem 8.3. Find a Gröbner basis with squarefree initial terms for Iv,w , with respect to (any of)
the orders ≺v,w,π satisfying Conjecture 8.1.
In the above problem, we do not demand that the Gröbner basis be reduced, i.e., that no lead
term divides any other. (Indeed the Gröbner basis of Theorem 4.4 is not a reduced one, although
it defines a reduced scheme.)
Note, one cannot always use the defining (or essential) minors of Iv,w:
Example 8.4. Consider w = 45231 and v = 23451. Then the defining minors give
Iv,w =
〈
z11,
∣∣∣∣∣ z31 1 0z21 z22 1
z11 z12 z13
∣∣∣∣∣
〉
= 〈z11, z11 − z13z21 − z12z31 + z13z22z31〉.
If they formed a Gröbner basis with respect to some ≺v,w,π , we would have init≺v,w,π Iv,w =
〈z11〉. However, −z13z21 − z12z31 + z13z22z31 is in Iv,w and its initial term is −z13z21, −z12z31
or z13z22z31, none of which are in the ideal 〈z11〉. So init≺v,w,π Iv,w  〈z11〉, therefore the two
stated generators do not form a Gröbner basis.
If V is a vertex of a simplicial complex  one can speak of the deletion and the link:
delV () = {F ∈ : V /∈ F }, linkV () =
{
F ∈ delV (): {V } ∪ F ∈ 
}
,
as well as the star of V , which is the cone of the link from V : starV () = {F ∈ : {V }∪F ∈ }.
One has the vertex decomposition  = starV () ∪ delV (). L.J. Billera and J.S. Provan [2]
defined what it means for  to be vertex decomposable. By definition, every simplex is vertex
decomposable, and in general,  is vertex decomposable if and only if it is pure and has a
vertex decomposition where the deletion and link are vertex decomposable. They proved that
a vertex decomposable complex is shellable (and therefore Cohen–Macaulay). The conjecture
below gives one possible feature of a “good” choice of π :
Conjecture 8.5. There exists a choice of π among those satisfying Conjecture 8.1 such that the
Stanley–Reisner simplicial complex v,w associated to init≺v,w,π Nv,w is homeomorphic to a
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rem 3.1(VI) holds).
Our faith in Conjecture 8.5 is mainly based on the results of [19,20,40], and our covexillary
results. We also have some limited experimental evidence for the conjecture. We computation-
ally checked implications of the conjecture (Cohen–Macaulayness and connectedness of v,w,π ,
whether v,w,π has the homology of a ball/sphere, nonnegative h-vector, and that each codimen-
sion one face is contained in at most two facets), using the shufflings π↗ and π↖. We computed
these exhaustively for n  5 and for the majority of n  6 (where already the computational
demands are high), as well as some larger cases.
Problem 8.6. For which π does the conclusion of Conjecture 8.5 hold?
Example 8.7. Even for choices of π such that Conjecture 8.1 holds, Conjecture 8.5 is not always
satisfied. Looking at the implication “each codimension one face is contained in at most two
facets”, if we utilize π↗, this holds for n = 6 in all cases except when w = 563412, and v =
123456,123546,132456 or 132546, whence v,w,π↗ cannot always be a ball. On the other
hand, if one chooses π↖, the implication is satisfied on these examples, but not on others, say
w = 563412, v = 123546.
Our covexillary results also motivate the next two problems, which indicate successive refine-
ments of Conjecture 8.5:
Problem 8.8. When does there exist a choice of π such that the Stanley–Reisner complex v,w
associated to init≺v,w,π Nv,w is homeomorphic to a subword complex (Q,σ), as introduced
by [18]?
We refer the reader to [18] for the definition of subword complexes, and where it was estab-
lished that they are vertex decomposable and homeomorphic to balls/spheres. The facets are in-
dexed by subwords of the fixed word Q = (i1, i2, . . . , iM) of length (σ ) such that sij1 · · · sij = σ
where sk = (k ↔ k + 1) is a simple reflection in a symmetric group. Thus, one hopes for a com-
binatorial recipe (v,w) → (Q,σ) that solves the multiplicity problem.
Problem 8.9. When does there exist a choice of π such that the init≺v,w,π Nv,w is equal, after
crossing by an appropriate affine space and permutation of coordinates, to the limit of a matrix
Schubert variety, or another Kazhdan–Lusztig variety, under the Gröbner degeneration of [19,20,
16] and/or [40]?
Since the Stanley–Reisner complexes of the stated Gröbner limits are subword complexes,
Problem 8.8 is solved by Problem 8.9.
Finally, our covexillary results suggest an affirmative answer to:
Problem 8.10. Is multiplicity of ev ∈ Xw (and/or the Hilbert series of Oev,Xw ) independent of
characteristic?
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