The focus of this work is on the problem of tracking parameters describing both the stochastic discount factor and the objective / real-world measure dynamically, with the aim of monitoring value at risk or other related diagnostics of interest. The methodology presented incorporates information from derivative prices as well as from the underlying instrument's price over time in order to perform on-line parameter inference.
Introduction
In this work we focus on the problem of using information available from financial derivatives to track the risk attributes associated with an investment in some underlying financial instrument over time. We construct a Sequential Monte Carlo (SMC) algorithm to infer belief about parameters describing both the Stochastic Discount Factor (SDF) and the objective / real-world measures in a unified on-line setting.
What differentiates this from the existing literature on applications of SMC to the problem of tracking parameters in a financial context is the attempt to incorporate information from a wider variety of sources in a consistent framework. In particular we to introduce parametric models of both the objective measure and the SDF and treat derivative prices as observations related to the resulting Risk Neutral (RN) measure. Meanwhile, the change in price of the underlying financial instrument is taken to be an observation of a realisation drawn from the objective Probability Density Function (PDF).
In doing this we draw on ideas such as those presented by Aït-Sahalia and Lo (2000) ; Jackwerth (2000) ; Rosenberg and Engle (2002) along with related work by Bliss and Panigirtzoglou (2004) ; Liu et al. (2007) ; Aït-Sahalia et al. (2001) . One key focus of these works is to quantify the form of the SDF and we make use of these results in constructing our model. When this is combined with the fact that we have good insight into the form of the RN PDF through the derivative prices (Breedon and Litzenberger, 1978 , for example) then belief about the parameters of the objective 1. The Variance Gamma (VG) density, as initially used in a financial context by Madan and Seneta (1990) , and applied to option pricing by Madan et al. (1998) . This is a more general density than the Black-Scholes (BS) Gaussian, having three key parameters which have been shown to enable a much better fit to implied RN densities as has been discussed by Madan et al. (1998, for example) . Closed form expressions for European option prices have been derived for the case that the RN density is VG. These are extensions of the standard BS solutions.
2. The Normal Inverse Gaussian (N IG) density, which has proved a very popular basis of a Lévy process since its introduction by Barndorff-Nielsen (1995 , 1998 . Many authors have used it as a basis for modelling and there has also been work done on multivariate N IG problems.
In the literature related material includes the seminal work of Hansen and Singleton (1982) which is commonly cited as one of the earliest attempts to estimate the SDF. Subsequent relevant work includes that by Mehra and Prescott (1985) , by Zin (1989, 1991) , and by Chapman (1997) . Chernov and Ghysels (2000) considered the unified problem, basing their work on Heston's model (Heston, 1993) , although it is more generally applicable. They use the Efficient Method of Moments (EMoM) for estimating the model parameters and use a range of filtering methods for tracking the Stochastic Volatility (SV). The EMoM employs a batch methodology to the optimisation of a semi-nonparametric approximation and then matches moments. This they applied to Heston's model of the objective dynamics, while using the second derivative result of Breedon and Litzenberger (1978) to find the RN parameters. Chernov (2003) presents similar ideas and uses a very similar methodology, however in this case, while a slight variant on Heston's model is employed for the objective parameters, a model is also introduced for the form of the SDF. Chernov (2003) also seeks to use data from a variety of instruments to infer the SDF, however seemingly with mixed results.
The work here is presented as follows. Section 2 details the SMC approach to modelling and tracking parameters. This Section also details the assumptions made for both the objective PDF, as well as the SDF. It then goes on to describe how the results of the particle system can be used to find the fair value of options, and evaluate metrics such as VaR. Implementation issues are then outlined in Section 3, together with practical approximations that are made to enable a straightforward algorithm. Results are presented in Section 4, including both parameter tracking and risk quantification results. Concluding comments form Section 5.
Modelling Details
This Section aims to overview the fundamental framework considered in tackling the problem of tracking VaR and associated risk metrics. For illustrative purposes we will introduce examples based on the VG and N IG densities. These also form the basis of the application detailed in Section 3 and have been used as they are well known in the literature (Schoutens, 2003) .
Notation
We denote discrete time points by n with the continuous time interval between them being τ and there is often an implicit presumption that the time now is n = 0 and option expiry occurs at n = N with τ · N = T . The price of an underlying financial instrument at time n is given by S n , and the risk-free interest rate by r n . Strike prices are denoted by K and the logarithm of key prices are given by lower case letters e.g. s n , k. Call option prices at time n are denoted by C n , or C n (K) when it is necessary to be explicit about the strike price. Similarly, put option prices are given by P n , or P n (K). The objective measure is indicated through P, and the RN measure through Q with corresponding PDFs p P and p Q . We use ϑ to denote the SDF with parameters ϑ and Borel sets are given through B(·). Finally, Φ(x) = x −∞ N (u; 0, 1)du, where N u; µ, σ 2 denotes a Gaussian PDF associated with u with mean µ and variance σ 2 .
Problem Structure
The key focus here is on characterising the properties of the price process of some underlying financial instrument. This is to be done based on observations of the evolution of the price itself, but also of prices of contingent claims based on the price process.
Definition 1 (Initial State Space Model) The logarithm of the price of the underlying financial instrument {s n } n≥0 is an inhomogeneous Markov process in the measureable space (R, B(R)). In quantifying this let {θ n } n≥0 be a sequence of parameters and define a resulting family of transition kernels such that,
We further define x n = (s n , θ n ) to be a homogeneous Markov process in the measurable space R × Θ, F n with initial distribution ν and transition kernel such that,
This governs how we anticipate observed prices will evolve over time.
Within this framework we will consider transition kernels M θn which follow an additive recursion in that,
where z n ∼ p θn . Two instances of the PDF p θn are given in Example 1. These are examples which have appeared widely in the literature (Schoutens, 2003 , gives an overview), and they will be used later to illustrate the ideas presented.
Example 1 (PDFs for Modelling Logarithmic Price Changes) Two examples for generating z n in equation (3) are the VG and N IG PDFs. The VG PDF (also known as a Normal Gamma density) is given by,
where K is the modified Bessel function of the second kind (see Madan et al., 1998, Eqn. (23) ),
. Meanwhile, the N IG PDF is given by,
where here K is the modified Bessel function of the second kind cf. Barndorff-Nielsen (1998, Eqn. (2.2)); Ribeiro and Webber (2003, Eqn. (1)); Eberlein (2001, Eqn. (5) ), α, δ > 0, |β| < α, and κ = δ α 2 − β 2 − δ α 2 − (1 + β) 2 (Ribeiro and Webber, 2003, Eqn. (15) ). A VG process is an infinite activity Lévy process with finite variation (Schoutens, 2003, §5.3 .7) while as discussed by Geman (2002, §4) , a N IG process is an infinite activity, infinite variation Lévy process.
At each point n in time it will be desirable to use the tracked state of Definition 1 to determine the fair value of options. We focus here on European options; given x n and the model described in Definition 1 then through the semigroup structure of the model,
and P S N ∈ ds N | X n = x n is a marginal of this. As a result European option prices can be found through expectation. For instance,
gives the value of a call option at time n, with strike K. An equivalent result holds for put options. This highlights the need to know the Radon-Nikodym derivative dQ dP describing the mapping from the objective measure P to the RN measure Q. In modelling this we draw on the empirical work of Aït-Sahalia and Lo (2000); Jackwerth (2000); Rosenberg and Engle (2002); Shive (2003) . Such recent studies have attempted to quantify what form the representative agent's utility function takes. Aït-Sahalia and Lo (2000, Fig. 4 ) have used non-parametric methods to estimate the representative agent's Relative Risk Aversion (RRA) on the Standard and Poor's 500 Index (S&P500). It appears that the empirical literature is in broad agreement on the general form of the SDF. and in keeping with this we have proposed a parameterisation which would enable SDFs of the shape illustrated in Aït-Sahalia and Lo (2000, Fig. 3 ), or Rosenberg and Engle (2002, Fig. 5 ). This is introduced in Proposition 1.
Proposition 1 (The Form of the SDF) The Radon-Nikodym derivative can be modelled through
where we have introduced the notation ϑ (·) to denote the derivative.
The Radon-Nikodym derivative suggested in Proposition 1 is illustrated in Figure 1 with L = 1, A = 1 and B = √ T . A key feature of this structure is that it includes within it the popular Esscher Transform, (Gerber and Shiu, 1994) . We have used this to motivate the first term on the right-hand side of equation (8). The introduction of the parameterised SDF has brought with it additional parameters ϑ n which may change over time. In Definition 2 we augment ϑ n to the state initially described in Definition 1.
Definition 2 (Final State Space Model)
In extending the state space model of Definition 1 we augment the state with the SDF parameters {ϑ n } n≥0 such that x n = (s n , θ n , ϑ n ) is a homogeneous Markov process in the measurable space (R × Θ, F n ) with initial distribution ν and transition kernel such that,
This governs how we anticipate observed prices and prices of derivatives will evolve over time.
At each time-step price observations are made; these are observations relating to both the underlying price, S n and related derivatives. In quantifying the observation density note that at time n we do not observe true 'fair value' prices, but rather bid and ask prices for all financial instruments of interest. It is well-known that the spread between these reflects the uncertainty in the fair value (Boothe, 1988 , for example).
Definition 3 (The Observation Density) At time n we observe, for any financial instrument of interest, bid and ask prices generically denoted {Y bid n , Y ask n }. Making use of the log of these values we set,
and with these, given that the state x n implies a corresponding fair value of this instrument to be
is the observation density relating observations to the state. In cases when there is more than one such price observation y n = y bid n,j , y ask n,j Q j=1
i.e. for related financial instruments indexed by j = 1, . . . , Q, then the observation density is given by the product of the corresponding terms in equation (12).
The definitions of the Markov chain in Definition 2, and of the observation density in Definition 3 together give the basis of an SMC algorithm. However, it remains to identify the functions f . When considering the underlying price process we have the trivial relationship, f (x n ) = s n , alternatively, when considering derivative prices, f (x n ) is given through equation (7). Some specific computational techniques for evaluating these are outlined in Section 2.4, however we first consider the particle approximation.
Particle Approximation / Sequential Monte Carlo
While Section 2.2 outlines the structure of the problem, here we describe how to generate Monte Carlo (MC) samples in an online framework. In particular we adopt a Sequential Importance Sampling with Resampling (SISR) approach (Doucet et al., 2001 , for example). The broad structure of the methodology used to simulate particles under this is given by Algorithm 1.
Algorithm 1 (Basic SMC Structure) Consider that at time n we have samples x
, a MC collection representing P (X 1:n |Y 1:n = y 1:n ), where here y n is as defined in Definition 3. We wish to propagate the samples forward in time. To do this we,
2. Evaluate w
. . , L, and w
based on the weights w
. and iterate this process over all time points of interest.
While this is the basic structure of the approach, there are some modifications which can be made to Algorithm 1 which may improve computational performance. Some of these are discussed in Section 2.3.1.
'Optimal' Importance Densities / Adapted Particle Filter
In implementing Algorithm 1, it may be the case that an optimal importance density in the sense of minimal variance (Doucet et al., 2001) can be found and good approximation to the corresponding weights derived. This leads to what is known as an adapted particle filter (Pitt and Shephard, 1999) . In particular this is the case when M as introduced in Definition 2 is such that z n in equation (3) is drawn from a distribution that can be represented as a mixture of Gaussians. If this is so then steps 1 and 2 in Algorithm 1 can be adapted as outlined in Lemma 1
Lemma 1 (Optimal Importance Sampling) In the case that z n in equation (3) is distributed according to
where q is the mixing distribution, then instead of simply sampling according to this as outlined in step 1 of Algorithm 1 one can consider that the simulation is performed after the price observation at time n. This being the case then, in the sense of minimising the variance of the associated MC estimate, it is optimal to propagate the particles forward through simulating
This done, then instead of making direct use of the observation density as defined in Definition 3 to evaluate the weights, we use the approximation,
within the overall product of other observation density evaluations. Note that in this
are samples from q in equation (13).
Proof: See Hill (2008,  §6) .
There are many cases of interest which satisfy the starting point of Lemma 1, i.e. equation (13). Two of these are described in Example 2.
Example 2 (Infinite Mixtures) Both the VG and N IG PDFs (As introduced in Example 1) can be expressed as infinite mixtures of Gaussians. For the VG case,
where G denotes a gamma density, cf. Madan et al. (1998, Eqn. (6) ) and Madan and Seneta (1990, Eqn. (1)). Meanwhile, for the N IG case,
where IG denotes an inverse Gaussian density, cf. Eberlein (2001, Eqns. (15) & (19)).
Finding the Fair Value of European Options
As discussed, for a call option
here we mention two techniques for evaluating this integral. The first an extension of the Fast Fourier Transform (FFT) methodology of Carr and Madan (1999) . For more on this approach see Hill and Schreiber (2008) . The second technique is less generically applicable -it is a MC approach which is usable in cases when the combination of p P and ϑ enables p Q to be expressed as an infinite mixture of Gaussians, this is overviewed in Section 2.4.1. At a time n we implicitly have parameters describing the RN PDF p Q through (ϑ n , θ n ). Recall that ϑ n relates to the risk aversion of the representative agent at time n, and θ n relates to the evolution of the price process over the upcoming time interval. However, when pricing options at time n we are interested in the evolution of the price process over all intervals from n to N . In the implementation presented here we make use of Assumption 1 to use these in an analytical way.
Assumption 1 (Propagating Forward over Time) While it is possible to use MC methods to price options (through propagating x n , and hence θ n forward over all time steps to expiry). However to create a simpler problem, we assume that these parameters are evolving sufficiently slowly that over the time to option expiry their current values are usable proxies.
Given Assumption 1, we presume that (ϑ n , θ n ) imply the RN PDF which can be used to evaluate prices at time n.
A Monte Carlo Method for Pricing Options
The MC approach to the integration involved in equation (7) can take advantage of the BS equation in the case that the RN density can be expressed as an infinite mixture of Gaussians cf. Section 2.3.1. Lemma 2 describes a case of this whereby the objective density is such a mixture, and the Radon-Nikodym derivative is as given in Proposition 1.
Lemma 2 (Monte Carlo Option Pricing for Infinite Mixtures)
For the case that ϑ is as given in Proposition 1 and the objective PDF can be expressed as an infinite mixture of Gaussians, approximated by,
where
are MC samples from the mixing distribution, then the fair value of a European call option with strike price K can be approximated by
In this
Put option values could be found similarly, or derived through put-call parity.
Proof: See Hill (2008, §4).
Quantifying Properties of the Underlying Financial Product
In this Section two methods are presented for using the tracking result to produce intuitive quantification of the anticipated underlying price process. The first of these is the VaR, discussed in Section 2.5.1. The second is a more general approach, analogous in interpretation to tracking volatility, however modified to incorporate skewed distributions such as we have here. This forms Section 2.5.2. It is important to recognize that we are not limited to VaR or volatility-like metrics in making use of this result, and were some other property of the objective PDF be desirable, that could also be found.
Calculating the Value at Risk
We consider the problem of finding the VaR given the tracking output and use a straightforward definition of VaR (Definition 4), although it is possible to customise the approach to whatever specific metric is required.
Definition 4 (Value at Risk) Given some confidence level then we assign a probability (1 − ) to the event that we do not lose more than the Value at Risk over one unit of time. Specifically, if p P denotes the PDF of the value of the investment at the next time point then,
details the relationship between and VaR. Now, consider the case outlined in Sections 2.2 and 2.3. In this situation, at each point in time
we have a collection of samples s
which form a MC approximation to the distribution of the fair value of the underlying financial instrument and of the parameters which describe its evolution to time n+1 which we denote p P (s n , θ n |F n ). Moreover, in the case that we are interested in here, the PDF of s n+1 is given through,
n , ds n+1 ds n+1 (22) is the MC estimate of associated with a given VaR level.
Example 3 (VaR with Mixtures)
In the case that the objective density function is given by a mixture of Gaussians -as was discussed in Sections 2.3.1 and 2.4.1 -then we have that,
In moving from this to an expression like equation (22) we can generate samples
from q µ, σ 2 |θ n to give the approximation,
For a longer discussion on this see Hill (2008, §7.1) .
Expected Underlying Price Change
When modelling the underlying price process as a geometric Brownian process with varying volatility, tracking the volatility is akin to tracking something associated with the expected size of changes in price. As we are dealing here with skewed distributions we adopt the analogous approach of plotting the expected positive and expected negative price changes instead of plotting the volatility such a metric is established in Definition 5.
Definition 5 (Expected Price Changes) Given that a price change is positive, and occurs with probability P + the expected magnitude is,
and similarly for s − n+1 . Note that here p P (s n , θ n |F n ) is as discussed in Section 2.5.1.
As for the VaR case, this also lends itself well to analytical manipulations which ease the computational load when M θn can be expressed as a mixture of Gaussians. This is explored in Example 4.
Example 4 (Expected Price Change with Mixtures) Given the framework explored in Example 3 we have that,
(25) and similarly for s − . Employing the same sampling approach as described in Example 3 we have that,
and P + = 1 − P − , giving,
are the results of MC integration.
Implementation
In implementing the algorithm we assume that the time interval τ is one day, and hence that n is an index of days. The algorithm presented in this Section is delibrately kept simple -further refinements are definitely possible and are discussed where appropriate.
Modelling Aspects
The first step is to specify the form of the Markov process characteristed by M in Definition 2. In particular, as anticipated we will be modelling M θn as being of the form of equation (3) and more precisely with z n being a VG variable cf. Example 1. As a result we can make use of the optimal importance densities discussed in Section 2.3.1 cf. Example 2, as well as the quantifications in Examples 3 and 4. In specifying the Markov update kernel M , the aim for this initial investigation has been to construct a straightforward Gaussian-based framework. Note that this is for illustrative purposes and that it would not be difficult to establish a more complicated model were that desirable. Recall from Definition 2 that at each time n the state is x n = (s n , ϑ n , θ n ). Meanwhile, given that L = 1 in equation (8), then update expressions for the parameters of are concerned with ξ n , λ n , γ n and ε n . In particular when updating θ n for the VG model and SDF described we have used,
Updates of s n are made through equation (3), with z n being a VG variable, as outlined in Example 1. These update expressions are delibrately kept simple however it has been found that significant improvement in performance is achieved when the Gaussian update terms are replaced by simple Gaussian mixture update expressions. In particular we have used mixtures with two components; one update component in the mixture has a small standard deviation and the other a large standard deviation. This is implemented through the random assignment of large or small values of η in the presented update expressions. There is a small probability assigned to the event that all parameters together undergo a change described by the mixture component particular to them with a large standard deviation (i.e. all make large changes at the same time). There is another small probability that parameters individually undergo such an update.
Results
In this Section we present some results from the implementation of the work outlined. The focus is on the S&P500 and in particular we have studied a 1000 day period between 1996 and 2000. In constructing this implementation, hyperparameters have had to be chosen. In this initial work rigorous estimation of these has not been performed and ideally we would like to include this in the ongoing refinement of the broad approach outlined. In the absence of such rigorous estimation we have chosen values which we consider reasonable and in trials have not found the algorithm to be overly sensitive to variations of them.
To illustrate the effect of augmenting inference based on historical observations with the observation of option prices we have run the SMC algorithm for both the case that (a) only S&P500 closing prices are observed and (b) all prices are observed. In both cases the same model M (Defn. 1) is used. Finally, in all cases 500 particles are used in the SMC implementation.
Tracking Results
The first stage of the methodology is to perform tracking of the parameters which describe the prices of interest. An example of the ability of the algorithm to match option prices is given in Figure 2 , which shows observed data together with SMC mean prices and particle price estimates. This plot illustrates the general format of the results we observe -we have 26 put option contracts, and 43 call option contracts.
The SMC output is illustrated by green points for put prices and light blue points for call options. As previously discussed, these represent Monte Carlo expressions of belief about their fair value and it can be seen that the uncertainty associated with them is approximately proportional to the width of the bid-ask spread for each contract.
Value at Risk
As detailed in Subsection 2.5.1 the VaR provides a means to focus on the probability of extreme moves. Results based on the working presented there, in particular the derived probability over time of a downward price move greater than 3%, 5% or 10% in one day is shown in Figure 3 . Here, we see results for the case that (a) only the underlying price process is observed and (b) both the underlying price process and related options are observed. It can be seen that SMC applied only to the underlying price process is less dynamic in making adjustments in a changing environment. This is not surprising as it is understandably hard to accurately quantify these tail observations based only on the timeseries of underlying values. By contrast the option-observing model clearly The VG model applied to S&P500 option prices on 25th November, 1996. Observed put prices are in red, observed call prices in black, bid-ask spreads are illustrated by error bars. Mean SMC estimates are in magenta for puts and blue for calls, these means are derived from the prices corresponding to different particles, in green for puts and light blue for calls. benefits through the incorporation of information from the option market regarding how market participants view such events. Reassuringly, the model anticipates realistic VaRs.
Expected Underlying Price Change
Following the methodology outlined in Subsection 2.5.2 for tracking the size of 'standard' moves we have found the expected price changes for the VG process model. Again the results have been obtained when option prices are and are not observed are included -see Figure 4 . In comparison with standard methods of tracking volatility, which is directly analogous to these illustrations, these results are much smoother. To illustrate this we have overlaid the plot with an Exponentially Weighted Moving Average (EWMA) estimate of the volatility of returns 1 . Not surprisingly this metric is strongly affected by large price moves, in a way that the VG model is not.
The difference between the results obtained with and without observing option prices is less pronounced in these results than those for VaR. This is intuitively reasonable given that these 'regular' price moves are much more readily observed, enabling the SMC based only on historical price observations to quantify this effect much more easily. This highlights the utility of the methodology outlined when one is predominantly interested in quantifying the probability of more extreme events. Figure 5 illustrates the SMC estimation of the evolution of VG parameters of the objective PDF over time. In this Figures more specific differences between the performances of the SMC algorithm can be understood when options prices are or are not included. The key difference is in how the σ and ν parameters are understood to evolve. As seen this is predominantly reflected in the assesment of the probability of extreme price movements.
Parameter Specific Results
The tracked SDF parameters are shown in Figure 6 . It is encouraging that these estimates actively endorse the model originally proposed in Figure 1 . If, for instance, the Gaussian term had not been found to have merit then ξ would have been seen to decrease to zero. 
Conclusion
We have focussed on the problem of tracking parameters describing both the SDF and the objective / real-world measures over time with the aim of monitoring VaR. The methodology presented incorporates information both from European option prices as well as from the underlying instrument's price over time in order to perform the on-line parameter inference.
The models adopted for the objective measure were based on VG and N IG processes, although the framework itself is more generally applicable. A parametric model of the SDF was introduced based on empirical results in the literature, in particular the work of Aït-Sahalia and Lo (2000); Jackwerth (2000) ; Rosenberg and Engle (2002) ; Shive (2003) . This, combined with the objective measure models resulted in option prices which were found through either a MC based method or a FFT based method, both of which were outlined.
A SMC approach to tracking the parameters of these models, while considering prices as imperfect observations was developed. This incorporated optimal updates in the sense of minimum variance where possible. It resulted in the successful tracking of parameters and overall results for the VG model. These showed that the model appears to track realistically, and that the implementation which included the observation of option prices were better able to monitor the probability of so-called tail events than that which did not.
