In this paper, we consider unregularized online learning algorithms in a Reproducing Kernel Hilbert Spaces (RKHS). Firstly, we derive explicit convergence rates of the unregularized online learning algorithms for classification associated with a general α-activating loss (see Definition 1 below). Our results extend and refine the results in [30] for the least-square loss and the recent result [3] for the loss function with a Lipschitzcontinuous gradient. Moreover, we establish a very general condition on the step sizes which guarantees the convergence of the last iterate of such algorithms. Secondly, we establish, for the first time, the convergence of the unregularized pairwise learning algorithm with a general loss function and derive explicit rates under the assumption of polynomially decaying step sizes. Concrete examples are used to illustrate our main results. The main techniques are tools from convex analysis, refined inequalities of Gaussian averages [5] , and an induction approach.
Introduction
Let the input space X be a complete metric space and the output space Y = {±1}. In the standard framework of learning theory [12, 23] , one considers the problem of learning from a set of examples z = {z i = (x i , y i ) ∈ X × Y : i = 1, 2, . . . , T } which are independently and identically distributed (i.i.d.) according to an unknown distribution ρ on Z = X × Y.
In the task of classification, a univariate loss function φ(yf (x)) measures the error when f (x) is used to predict the true label y. In this case, one aims to find a predictor in a hypothesis space to minimize the following true (generalization) error which is defined, for a function g : X → R, by E(g) = Z φ(yg(x))dρ(x, y).
In contrast to the task of classification, pairwise learning problems involve a pairwise loss function φ((y − y ′ )f (x, x ′ )) for a hypothesis function f : X × X → R. Notable examples of pairwise learning tasks include bipartite ranking [1, 11, 19] , similarity and metric learning [8, 26] , AUC maximization [35] and gradient learning [16, 18, 31] . The aim of pairwise learning is to minimize the true error which is defined, for a pairwise function f : X ×X → R, by E(f ) = Z×Z φ((y − y ′ )f (x, x ′ ))dρ(x, y)dρ(x ′ , y ′ ).
In this paper, we consider online learning algorithms for both classification and pairwise learning tasks in a Reproducing Kernel Hilbert Space (RKHS). Specifically, let G : X × X → R be a Mercer kernel, i.e. a continuous, symmetric and positive semi-definite kernel, see e.g. [12, 23] . According to [2] , the RKHS H G associated with kernel G is defined to be the completion of the linear span of the set of functions {G x (·) := G(x, ·) : x ∈ X } with an inner product satisfying the reproducing property, i.e., for any x ′ , x ∈ X , G x , G x ′ G = G(x, x ′ ). Similarly, for pairwise learning, we assume that the pairwise function f : X × X → R is from an RKHS defined on the domain X 2 := X × X with a (pairwise) kernel K : X 2 × X 2 → R. Throughout this paper, we consider a specific family of loss functions called α-activating loss defined as follows.
Definition 1. A function φ : R → R + is called an α-activating loss with some α ∈ (0, 1] if it is convex and differentiable, φ ′ (0) < 0, and L := sup s,s∈R |φ ′ ( s) − φ ′ (s)|/| s − s| α < ∞.
Our definition of α-activating loss follows [28] where the concept of the activating loss was first introduced. One can find in-depth discussions in [4, 34] on loss functions for classification. Typical examples of α-activating losses includes q-norm loss [10, 34] φ(s) = (1 − s) q + = max{1 − s, 0} q for the support vector machine (SVM) classification with 1 < q ≤ 2, the least square loss φ(s) = (1 − s) 2 and the logistic regression loss φ(s) = log(1 + e −s ).
The first purpose of this paper is to study the unregularized online learning algorithm for classification associated with a general α-activating loss defined as follows. Algorithm 1. Given the i.i.d. generated training data z = {z i = (x i , y i ) : i = 1, 2, . . . , T }, the unregularized online learning algorithm is given by g 1 = 0 and, for any 1 ≤ t ≤ T , g t+1 = g t − γ t φ ′ (y t g t (x t ))y t G xt .
(1.1)
where {γ t > 0 : t ∈ N} is usually referred to as the step size.
Online learning algorithms for classification or regression have drawn much attentions [3, 21, 24, 29, 30, 32] . Most of them focused on regularized online learning algorithms, i.e. g t+1 = g t − γ t (φ ′ (y t g t (x t ))y t G xt + λg t ). In particular, regularized online learning with a fixed λ > 0 was studied in [21] for the least-square loss and in [32] for the general loss function, and in [24, 29] for a time-varying regularization, i.e. λ = λ(t) > 0.
Instead, we focus on deriving explicit convergence rates of the unregularized online learning algorithms (i.e. λ = 0) with a general α-activating loss. Our results extend and refine those in [30] for the least-square loss and the recent result [3, Theorem 4] for the loss function with a Lipschitz-continuous gradient. In contrast to the results [30, 3] derived with the step sizes being chosen in the special form of O(t −θ ), we will establish a very general condition on the step sizes which guarantees the convergence of the last iterate g T +1 of Algorithm 1.
Moreover, in the contrast to the proof in [3] , we will soon see that our new proof here is much simpler and more powerful to handle general loss functions.
The second purpose of this paper is to study the convergence of the last iterate of the following online pairwise learning algorithm, which is associated with an α-activating loss function and the RKHS H K . Algorithm 2. Given the i.i.d. generated training data z = {z i = (x i , y i ) : i = 1, 2, . . . , T }, the unregularized online pairwise learning algorithm is given by f 1 = f 2 = 0 and, for any 2 ≤ t ≤ T ,
Online pairwise learning involves non-i.d.d. pairs of examples, which introduces more difficulty than the analysis in the univariate case. The research in this direction was recently conducted in [14, 27, 33] . In particular, in [14, 27] the convergence of the average of the iterates (i.e.
T T +1
t=2 f t ) was established in the linear case by following online-to-batch conversion approach similar to those in the univariate case [9] . Recent work [33] focuses on Algorithm 2 with the least-square loss. However, the analysis techniques there heavily depend on the nature of the least-square loss (e.g. its derivative is a linear function) and do not apply to the general loss function.
In this paper, we establish, for the first time, the convergence of the last iterate of the unregularized pairwise learning algorithm (Algorithm 2) with a general loss function and derive explicit rates under the assumption of polynomially decaying step sizes. Concrete examples are used to illustrate our main results. The main techniques are tools from convex analysis and refined inequalities related to the Gaussian averages [5] .
Main Results
In this section, we present our main results related to Algorithms 1 and 2. The following theorem states a general convergence result for Algorithm 1. Theorem 1. Assume that φ is α-activating with some 0 < α ≤ 1 and let {g t : t = 1, . . . , T + 1} be given by Algorithm 1. If the step sizes satisfy that
By the above theorem, the step sizes can be chosen in the form of γ t = c t −θ with some θ ∈ ( 1 1+α , 1), and c > 0. Indeed, we can further derive the explicit convergence rate for the last iterate of Algorithm 1.
Theorem 2.
Assume that φ is α-activating with some 0 < α ≤ 1 and g H = arg inf g∈H G E(g) exits. Choose step sizes γ t = c t −θ with some θ ∈ ( 1 1+α , 1) and c > 0. Then,
where the constant C θ,α,H depends on θ, α, c and g H G (see its explicit form in the proof ). ) which is consistent with that in [3] . We can directly get the following examples from the above theorems, since φ(t) = (1−t) Example 4. Let φ(t) = log(1 + e −t ) and assume that f H = arg inf f ∈H K E(f ) exits. Let {g t : t = 1, . . . , T + 1} be given by Algorithm 2 with step sizes γ t = c t −θ with some θ ∈ ( 1 2 , 1), and c > 0. Then, for any δ ∈ (0, min(
Proofs of Main Results
We derive some useful properties of the α-activating loss function φ, which play critical roles in proving main theorems. Some of them may be of interest in their own rights. Proposition 1. Assume that φ : R → R is convex and its gradient is α-Hölder continuous, i.e. L := sup
Then, for any s, s ∈ R, the following properties hold true.
Proof. Part (a) directly follows from the fact that the assumption that |φ ′ (s) − φ ′ ( s)| ≤ L|s − s| α and the fact
where the second to last inequality used the fact that ψ s (·) satisfies part (a). By the definition of ψ s (·), re-arranging the terms in the above estimation yields the desired result of part (b).
For part (c), switching the roles of s, s in part (b) yields that
Adding part (b) and the above inequality implies part (c).
For part (d), the case for α = 1 was proved in [22] . We generalize their proof to the general case 0 < α ≤ 1. Indeed, we only need to prove the case φ ′ (s) = 0. For any s ∈ R, let
which completes the proof of part (d).
We end this section with a comment on deriving the
Proofs for the Convergence of Algorithm 1
The main idea for proving the convergence of Algorithm 1 is to derive a recursive inequality for the sequence
the relationship between R t+1 and R t ), and then apply induction on this inequality. To this end, we need to establish the boundedness of the learning sequence {g t : t = 1, 2, . . . , T + 1} generated by Algorithm 1.
Throughout the paper, we use the conventional notion that
Lemma 1. Let {g t : t = 1, . . . , T + 1} be generated by Algorithm 1. Then,
Proof. Since φ is convex and φ ′ is of α-Hölder continuous, by part (a) and part (d) of Proposition 1 we have
Taking expectation of both sides of the above inequality with respect to z = (x, y) and samples {z 1 , . . . , z t }, and noting that g t only depends on {z 1 , . . . , z t−1 }, we have
Consequently,
The above inequality implies that
This completes the proof of the lemma.
From the above lemma, we know that if
One typical example of step sizes is of the form γ t = c t θ with some θ ∈ ( 1 1+α , 1). In this case, notice that
Hence, for any t ∈ N,
We now turn our attention to estimating the boundedness of E g t − g H 2 G . Lemma 2. Assume that g H = arg inf g∈H G E(g) exists and let the learning sequence {g t : t = 1, . . . , T + 1} be generated by Algorithm 1. Then,
where
By the definition of g t+1 in Algorithm 1,
where the second to last inequality used the fact, by part (c) of Proposition 1,
). Putting this back into (3.5), we know from (3.2) that
, which directly yields the desired result. This completes the proof of the lemma.
Then, if the step sizes are in the form of γ t = c t θ with θ ∈ ( 1 1+α , 1), then, by (3.4),
We are now in a position to prove the main theorems for Algorithm 1.
Proof of Theorem 1. By (3.1) and (3.2), we have
Consequently, for any fixed t ≤ T ,
This means that lim
, which also implies, since
Hence, ε := lim t→∞ E E(g t ) exists and, apparently, inf g∈H G E(g) ≤ ε ≤ D ∞ < ∞ where the last inequality follows from equation (3.2) . This completes the proof for the first part of the theorem.
Now it remains to prove, if we further assume that g H = arg inf g∈H G E(g) exists and
In this case, there exists t 1 such that, for any t ≥ t 1 , R t ≥ ε 1 2 . However, from (3.7), we know that
By the convexity of φ,
Also, observe thatD
Putting this back into (3.8) yields that
This means that
However,
γ t , which implies, by the assumption that
This leads to a contradiction. Hence, ε 1 = lim t→∞ R t = 0. This completes the proof the theorem.
We now turn our attention to proving Theorem 2 by an induction based on the recursive inequality (3.9).
Proof of Theorem 2. We prove the theorem from the recursive inequality (3.9). Since γ t = c t θ with some θ ∈ ( 
By the definition of D and β, we know that D ≥D ∞ c and 0 < θ + β ≤ 1 which further implies that t 0 ≥ 4. Since
we have
Now we assume that R t ≤ D t β for some t ∈ N and t ≥ t 0 and we are going to prove that
To this end, let F (x) := x − γ t x 2 /D ∞ and notice that F is increasing when x ∈ (0,D 
where the second inequality used the fact that θ + β ≤ 1. This completes the proof of the theorem.
Proofs for the Convergence of Algorithm 2
In this subsection, we prove the main theorems related to Algorithm 2. The main idea is to derive a recursive inequality on the sequence {R t := E[ E(f t ) − E(f H )] : 1 ≤ t ≤ T + 1} (i.e. the relationship between R t+1 and R t ), and then apply a smart induction on this inequality. To do this, let us establish some useful lemmas. Denote κ = sup x,x∈X ×X K((x,x), (x,x)). Lemma 3. Assume φ is 1-activating and f H = arg inf f ∈H K E(f ) exists. Let {f t : t = 1, . . . , T + 1} be generated by Algorithm 2. Then
dρ(x, y)dρ( x, y).
Putting these two estimates into (3.11), we have
Therefore,
From the above lemma, we know if γ t = c t θ with some θ ∈ ( 1 2 , 1). Then,
The next lemma estimates the boundedness of the learning sequence under the RKHS norm.
Lemma 4. Let φ be 1-activating and {f t : t = 1, . . . , T + 1} be given by Algorithm 2. If
where C φ = √ Ls 0 if there exists s 0 ∈ R such that φ ′ (s 0 ) = 0, and C φ = 2φ(0) +
Proof. Write
Therefore, the desired result follows directly from the following claim:
To prove (3.13), we discuss the following two cases.
Case 1: φ ′ (s) ≤ 0 for any s ∈ R. Firstly, consider s ≥ 0. By the convexity of φ,
Secondly, consider s < 0 which implies sφ
. Therefore, for s < 0, we have
Combining the above estimates (3.14) and (3.15) yields that
Case 2: φ ′ (s 1 ) > 0 for some s 1 ∈ R. Since φ ′ is increasing and φ ′ (0) < 0 by assumption, therefore s 1 must be positive and there exists s 0 > 0 such that φ ′ (s 0 ) = 0. Hence, by part (b) of Proposition 1, we have
Combining the estimates in the above two cases yields (3.13) . This completes the proof of the lemma.
From the above lemma, we know that if γ t = c t θ with θ ∈ (0, 1) then
Our analysis for Algorithm 2 also needs the concept of Rademacher averages [5] . Let F be a class of uniformly bounded functions. The (empirical) Rademacher average R n (F) over F is defined by
where {z j : j = 1, 2, . . . , n} are independent random variables distributed according to some probability measure and {σ j : j = 1, 2, . . . , n} are independent Rademacher random variables, that is, P (σ j = 1) = P (σ j = −1) = 1 2 . Another useful complexity to describe the capacity of F is the Gaussian average which is defined by
where {g j : j = 1, 2, . . . , n} are independent Gaussian N (0, 1) random variables. The following inequality (e.g. [20, Remark 2.26] ) describes the relationship between the above complexity averages:
Here, µ > 0 and ρ > 0 are absolute constants independent of F and n.
We begin with stating the well-known comparison principles for Gaussian process (e.g. [25] ) which will be used to prove a useful property of Gaussian averages.
Lemma 5. Let {X θ : θ ∈ Θ} and {Y θ : θ ∈ Θ} be two zero-mean Gaussian process indexed by the same countable set Θ and suppose that
Then,
We now can derive the following property related to the Gaussian average.
Lemma 6. Let F j (θ) be a set of functions indexed by parameters θ = (θ 1 , θ 2 ) ∈ Θ 1 × Θ 2 , H j (θ 1 ), and J j (θ 2 ) be a set of functions indexed, respectively, by parameter θ 1 ∈ Θ 1 , and
Proof. Let g 1 , . . . , g 2n be 2n independent N (0, 1) Gaussian variables. Introduce two Gaussian processes:
According to Lemma 6, we have
We also need to bound the following term defined by
where ∇ E(f t ) denotes the functional derivative of E(·) at f t given by
Using Lemma 6, we can prove the following estimation.
Lemma 7. Let φ be 1-activating, and {f t : t = 1, . . . , T + 1} be given by Algorithm 2. If For any fixed z = ( x, y), by the standard symmetrization technique [4] , from the above inequality we have
. Then, for any f,f ∈ Θ 1 and g,ḡ ∈ Θ 2 , there holds
Putting the above estimation, (3.19) , and (3.20) together yields the desired result.
Denote, for any t ∈ N, by R t = E[ E(f t ) − E(f H )]. We derive the following recursive inequality for R t which is critical for proving Theorem 3.
Lemma 8. Let φ be an 1-activating loss, {f t : t = 1, . . . , T + 1} be given by Algorithm 2. Then, for any t ≥ 2,
Proof. By part (a) of Proposition 1, we have
Therefore, letting
By the convexity of φ, E(f t ) − E(f H ) ≤ ∇ E(f t ), f t − f H ) which, combined with Lemma 3, implies that
Combining the above inequality, (3.22) and (3.23) together, by letting
From (3.9), in analogy to the proof used in Theorem 1, one can easily see that a sufficient condition to guarantee the convergence of E[ E(f t )] to E(f H ) can be stated as follows:
This sufficient condition is not as neat as its counterpart to guarantee the convergence of Algorithm 1 as given by Theorem 1. Observe that the randomized gradient
is not an unbiased estimator of the true gradient
This fact may partly explain why our techniques can not derive a similar sufficient condition as the one for Algorithm 1 which is stated in Theorem 1.
Lemma 9. For any x, ν, a > 0, there holds a ln x ≤ νx + a ln a νe .
Proof. The lemma directly follows from the inequality in [21] , i.e. e −νx ≤ a νe a x −a .
We are now in a position to prove Theorem 3 by induction.
Proof of Theorem 3. 25) where
and
Let t 0 = 2 )a H and θ + β ≤ 1, we have t 0 ≥ 2. Notice 
Conclusion
In this paper, we considered the unregularized online learning algorithms in the RKHSs for both classification and pairwise learning problems associated with general loss functions. We derived sufficient conditions on the step sizes to guarantee their convergence, and established explicit convergence rates with polynomially decaying step sizes. This is in contrast to most of studies which are mainly focused on regularized online learning [21, 24, 29, 32] . Our novel results are obtained by using tools from convex analysis, refined properties of Rademacher averages and an smart induction approach. Below, we discuss some directions for future work.
Firstly, the rates for Algorithm 1 and Algorithm 2 are suboptimal. For instance, in the special case of the least-square loss, it was proved in [30] that Algorithm 1 can achieve O(T It remains an open and challenging question on how to improve the rates for unregularized online learning algorithms with general loss functions. Secondly, our main theorems assume that g H = arg inf g∈H G E(g) and f H = arg inf f ∈H K E(f ) exist. However, we know from [30, 33] that this assumption can be removed for the least-square loss. It is a clearly important future work to discuss whether this assumption will also be removed for general loss functions. Thirdly, the techniques in this paper rely some smoothness assumptions on the loss function, and hence can not handle the popular hinge loss. It remains an open question to us how to establish the convergence of unrgularized online learning algorithms associated with the hinge loss. Lastly, our results are established in the form of expectation. It would be interesting to prove the almost surely convergence of the last iterate of Algorithms 1 and 2.
