The sensitivity of the stratospheric circulation simulated by an atmospheric general circulation model (UCLA AGCM) to modifications in the parameterization of several key physical processes is investigated. The focus is on the northern hemisphere winter circulation simulated by the troposphere-stratosphere version of the model.
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Abstract
The sensitivity of the stratospheric circulation simulated by an atmospheric general circulation model (UCLA AGCM) to modifications in the parameterization of several key physical processes is investigated. The focus is on the northern hemisphere winter circulation simulated by the troposphere-stratosphere version of the model.
The parameterization of ozone mixing ratio is first investigated by comparing multi-year simulations with distributions of ozone mixing ratio that are either prescribed according to an observed climatology or predicted using a photochemistry formulation. The prescribed ozone mixing ratios produce a considerably more realistic circulation although the results are degraded in some regions of the stratosphere. This lead to closer look into the radiation parameterization. Several simulations for the northern winter season are performed with adjustments leading to obtain more realistic radiative cooling rates mainly in the upper stratosphere. It is found that the simulation of the stratospheric polar night jet is very sensitive to these adjustments. Additional experiments performed by adding Rayleigh friction and Newtonian cooling reveal a similar sensitivity. The results of these experiments emphasize a need for caution when ad-hoc adjustments are applied in the model. They also confirm that the performance of an AGCM in the stratosphere can depend on several different model aspects, and that this dependence is not always straightforward.
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The results of this study also raise questions in contemporary parameterizations of orographic gravity-wave drag (GWD), a phenomenon that plays an important role in the stratospheric circulation. It is argued that the results of this study are consistent with the notion that GWD parameterizations that neglect or underestimate the drag at low levels may also overestimate the drag at upper levels.
Introduction
A realistic simulation of the stratospheric circulation is a crucial prerequisite for an atmospheric general circulation to be used in studies of important climate problems such as global change associated with human activities. Particularly important is the success in simulating the zonally-averaged flow. In this regard, both the poleward propagation of wave trains produced by anomalous tropical heating and the vertical propagation of planetary wave energy from the troposphere into the stratosphere strongly depend on the configuration of the zonal wind (e.g., Ting, 1996; and Schoeberl and Geller, 1977, respectively) . Vertically-propagating planetary waves are a key component of the stratospheric circulation. A change in the polar night jet can induce significant differences in the tropospheric simulation, especially in both standing and transient eddy activities of all scales (Boville, 1984) .
Another dynamical process of high relevance to the stratosphere is the dissipation of vertically-propagating gravity waves originating in the troposphere. Radiative processes also play a major role in determining the stratospheric circulation. A realistic simulation of the stratospheric seasonal cycle and interannual variability by AGCMs is, therefore, particularly challenging since it depends to a large extent on phenomena that are remotely generated (vertically-propagating planetary waves) or have to be parameterized (dissipation of gravity waves and radiative processes).
In many assessments of the performance of state-of-the-art AGCMs, the inadequate parameterization of the effects of subgrid-scale orography was identified as a major contributor to systematic errors in the simulation of the zonally-averaged zonal wind (e.g., Boer et al., 1984; Palmer et al., 1986; McFarlane, 1987; Rind et al., 1988) . A polar night jet in the stratosphere that is overly strong and is unrealistically bonded to the subtropical jet in the upper troposphere is a well-known example of these systematic errors. In view of these deficiencies, a new parameterization scheme for orographic gravity-wave drag (GWD) was recently developed (Kim and Arakawa, 1995) and implemented in the UCLA AGCM together with an envelope orography (Kim, 1996) . The combined use of GWD and envelope orography produced significant improvements in the simulation of the tropospherestratosphere zonal mean flow, as well as in the mean sea-level pressure (Kim, 1996) .
Other analyses of AGCM simulations have emphasized the important contribution of poorly represented radiative processes to systematic errors in the zonally-averaged zonal wind. For example, Ramanathan et al. (1983) demonstrated that refinements in the treatment of clear-sky radiation and cloud radiative properties in the NCAR AGCM (with the top at 10 mb) significantly improved the simulation of the zonal mean flow, particularly the separation between polar night and subtropical jets. Pawson et al. (1997) showed that a more frequent computation of radiative processes in the Berlin AGCM (with the top at 80 km) produced a substantially more realistic simulation of the zonal mean flow. They attributed this improvement to a better representation of cloud-radiation interactions in the troposphere when radiative heating rates were updated more frequently.
This study reports and analyzes the improvements in multi-year simulations with the UCLA AGCM obtained by improving the parameterizations of selected physical processes through individually minor but collectively major upgrades. We 6 focus on the simulated stratospheric circulation during the northern hemisphere winter and address the sensitivity of the circulation to modifications in the parameterization of physical processes. We first examine the simulations by the AGCM including a simple photochemistry parameterization. We show that deficiencies in the simulated ozone mixing ratio feeding back onto radiative and dynamical processes were responsible for this behavior. Next, we discuss the sensitivity in the magnitude and location of the winter stratospheric polar night jet core to the parameterization of selected physical processes. We focus on those processes that directly affect the stratosphere, such as the shortwave and longwave radiation parameterizations as well as wave-dissipation near the model top. In particular, we show that changes in the parameterizations of radiative heating can have as significant an impact on the simulated zonal mean flow as that due to orographic forcing, particularly in the stratosphere.
The paper is organized in seven sections. Section 2 describes the model configuration and the design of the experiments. Section 3 presents the results of multi-year simulations obtained using two different distributions of the ozone mixing ratio; one prescribed from an observed climatology, and the other predicted by a photochemistry. Section 4 explores the sensitivity of the simulations to modifications in the parameterizations of radiative processes. In section 5, we discuss the sensitivity of the simulated eddy momentum fluxes to the introduction of a simple Rayleigh friction and Newtonian cooling near the model top. Section 6 discusses the implications of the results for the parameterization of orographic GWD. Finally, we present a summary and conclusion in section 7.
The model and experimental design
We use the 4° latitude x 5° longitude, 15-layer version of the AGCM with the top at 1 mb. The model equations are discretized using the C-grid in the horizontal and a modified σ-coordinate in the vertical (Arakawa and Lamb, 1977 , 1981 : Suarez et al., 1983 . The model includes parameterizations of shortwave (Katayama, 1972; Schlesinger, 1976) and longwave (Harshvardhan, 1989) radiation, cumulus cοnvection (Arakawa and Schubert, 1974) , planetary boundary layer processes (Suarez et al., 1983) and surface fluxes (Deardorff, 1972) . The effects of subgrid-scale orography are included via a GWD parameterization (Kim and Arakawa, 1995) and an envelope orography (Kim, 1996) . The reader is referred to Mechoso et al. (1985) and Kim (1996) for a more detailed description of the model. In this study, we use the multi-processor version of the code (Wehner et al., 1995; Mechoso et al., 1998) .
The ozone mixing ratios used are either prescribed as time-varying zonallyaveraged fields or predicted by the model. The prescribed ozone mixing ratios correspond to a five-year (1985) (1986) (1987) (1988) (1989) climatology produced using data compiled by Li and Shine (1995) for the United Kingdom Universities Global Atmospheric
Modeling Programme (UGAMP 2 ). The predicted ozone mixing ratios are obtained by using a photochemistry parameterization developed by Schlesinger and Mintz (1979) , in which photochemical production and destruction of ozone are determined 8 based on Chapman's reactions and the nitrogen oxide catalytic cycle. The parameterization also allows for a destruction of ozone at the Earth's surface. The monthly-mean sea surface temperatures used for the boundary conditions correspond to a 31-year (1960 -1990) climatology according to the GISST 3 version 2.2 dataset (Rayner et al., 1995) ; sea ice extents are prescribed following Alexander and Mobley (1976) ; and surface albedo and roughness lengths are specified following Dorman and Sellers (1989) , in which roughness lengths over land vary according to The verification datasets are monthly mean sea-level pressure from the analyses compiled at the European Centre for Medium-Range Weather Forecasts (ECMWF), and zonal wind and temperatures derived from National Centers for Environmental Prediction (NCEP; formerly NMC) geopotential heights using the gradient wind and hydrostatic relations, respectively, following Randel (1992) . 9
Sensitivity of the simulation to the distribution of ozone
Our first concern in this paper is to examine the sensitivity of the simulated stratospheric circulation to the ozone distribution. For this research, we performed a pair of seven-year long simulations: 1) CTL, a control simulation that uses prescribed ozone mixing ratio for the calculation of longwave and shortwave heating rates, and 2) PO3, a companion simulation that uses ozone mixing ratios predicted by the scheme of Schlesinger and Mintz (1979) . Multi-year simulations were required because the effects of errors in the predicted ozone mixing ratios became more significant as the simulation progressed. Figure 1 compares the evolution of the predicted vertically-averaged ozone mixing ratio at 15°S with that provided by observational datasets. It is evident that the overall amount of the ozone in PO3 is significantly underestimated. The results presented in Schlesinger and Mintz (1979) suggest that the globally integrated surface destruction rate of ozone by this scheme might become excessive after the first simulated winter (see their Fig. 21 ). In addition, Fig. 1 shows that the timing of extreme values precedes those observed by about two months throughout the simulation (e.g., the predicted maximum is in January, whereas the observed maximum is in March). and CTL. The temperatures of PO3 are significantly cooler in the northern polar upper stratosphere and southern polar lower stratosphere, and slightly warmer in the southern polar middle stratosphere. Coincidentally, this error field resembles the impact of Antarctic ozone depletion on the zonal-mean temperature, as presented in Stolarski et al. (1991) . In fact, the percentage difference in the ozone (shown in Fig. 2d ) resembles the reduction scenario of Ko et al. (1985) in that ozone is increased in the tropical lower atmosphere. The differences between PO3 and CTL could then be qualitatively interpreted as a possible impact of a significant global depletion of ozone in the upper troposphere and lower stratosphere. The differences between CTL and PO3 in stratospheric temperatures and winds during the southern winter season (not shown) were generally smaller than those obtained for the northern winter.
The seven-year averages of the January-mean zonally-averaged zonal wind for each simulation and the corresponding plot from observations are compared in Fig. 4 . The magnitude and location of the jet cores are generally well simulated, except that the subtropical and polar night jets are somewhat unrealistically connected to each other. The most notable difference between CTL and PO3 is in the intensity of the polar night jet in the northern hemisphere, which is much stronger in PO3, and the extension of the tropospheric westerly jet into the stratosphere in the southern hemisphere, which is also stronger in PO3. The intensity and structure of the polar night jet are overall more realistically simulated in CTL. This behavior is consistent with a more realistic simulation of the meridional temperature gradients (not shown), although the temperature error is larger near the jet core in the upper stratosphere. Here, we note that a similar result was obtained by Kiehl and Boville (1988) in their perpetual January simulations. They obtained an accelerated northern hemispheric polar-night jet when using the ozone depletion scenario of Ko et al. (1985) which includes the effects of chlorine increase due to chlorofluorocarbon (CFC) release.
To assess the statistical significance of the differences between CTL and PO3, we show, respectively, in Figs. 5a and 5b the interannual standard deviations of the zonal wind and temperature, and in Figs. 5c and 5d the differences in the zonallyaveraged zonal wind and temperature between the two experiments superposed on corresponding t-test statistics with 99% significance level denoted by the hatching. It can be seen that throughout the middle and upper stratosphere the differences in the wind (Fig. 5c ) are statistically significant. The differences in the temperature (Fig. 5d ) in the lower stratosphere (except the northern polar regions) and upper stratosphere are also statistically significant. Therefore, the differences throughout much of the stratosphere are not likely to be the result of natural atmospheric variability. Figure 6 shows the January mean sea-level pressure for the two experiments, as well as for observations. As in the zonal wind, the simulated fields look quite realistic, although surface winds over North America and near 45°S are generally weaker and more realistic in CTL. The differences in January-mean geopotential heights at 10 mb (Fig. 7) , on the other hand, are substantial. PO3 shows an excessively strong cyclonic vortex as well as an Aleutian high located about 30° west 13 of the observed. CTL, on the other hand, produces a more realistic simulation of these features. The degraded stratospheric simulation in PO3 is consistent with a poorer simulation of the zonal mean flow and vertically-propagating planetary waves.
Sensitivity to modifications in the radiation parameterization
In addition to the multi-year simulations discussed above, we have performed a series of short four-month long (October through January) experiments to explore further model sensitivities. We address the significant temperature errors in the stratosphere in CTL. Figure 8 shows the zonally-averaged heating due to shortwave radiation in the middle and upper stratosphere for CTL and PO3 as obtained for the first simulated January in each case. As expected from the differences in the ozone distribution between the simulations (larger ozone mixing ratios in CTL), there is more absorption of solar insolation leading to larger heating rates in the summer upper stratosphere in CTL than in PO3. The solar heating rates near the model top in CTL are significantly larger than those estimated using observed temperature and ozone data (e.g., see Fig. 2 .32 in Andrews et al., 1987) .
Although ozone amounts in CTL are very close to those observed, at least in the zonal average, the errors near the model top in both shortwave heating and zonallyaveraged temperature (Figs. 8a and 9a, respectively) are larger than those of PO3 (Figs. 8b and 9b, respectively) . Note that Fig. 9b , which is from the first simulated January, shows smaller errors than those in Fig. 3b , which is the average of seven 14 Januarys. This is due to the particular interannual variation of the ozone in PO3 as shown in Fig. 1 .
The temperature errors near the model top are significantly alleviated by computing the shortwave absorptivity of ozone following Lacis and Hansen (1974) instead of using the formula that is an integral part of the shortwave radiation scheme of Katayama (1972) as modified by Schlensinger (1976) . The results from a four-month long simulation that includes this modification (SWM) are shown in Further inspection of these errors lead us to closely examine the longwave radiation scheme of Harshvardhan et al. (1987) . Chou and Peng (1983) pointed out that this scheme produces unrealistically small longwave cooling rates due to CO 2 emission in the upper stratosphere (especially above 3 mb). In an attempt to clarify these issues, we carried out a simple one-time step calculation of cooling rates by using the radiation algorithm in which the input consisted of a standard temperature profile, no ozone or water vapor, and a CO 2 mixing ratio of 345 ppm.
The results of this calculation suggested a modification in the values of two parameters that contribute primarily to the radiative cooling in the stratosphere.
Specifically, the values of the reference and critical pressures, P r and P c , defined in the scheme were changed from 30 and 1 mb to 40 and 3 mb, respectively. This 
and Fig. 10 in Hamilton et al. (1995) .] We confirmed that the meridional temperature gradient in LWM compares more favorably with that produced by observed flow, which implies a more realistic overall simulation of vertical shears (not shown).
In an effort to gain more insight into the statistical significance of the results of these short sensitivity experiments, we show in Fig. 10 the difference in the zonally-averaged temperature during the first January between SWM and CTL, and LWM and CTL, normalized by the interannual standard deviation of the CTL zonal mean temperatures shown in Figs. 5a and 5b. The absolute values, especially in the upper part of the model domain where our focus is, are larger than unity suggesting that the temperature differences in both SWM and LWM are not likely to be due to natural atmospheric variability.
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Sensitivity to the treatment of the model top
Rayleigh friction is generally used in AGCMs to provide a crude representation of the effects of gravity waves breaking in the mesosphere, a process that is crucial to the dynamics of this region of the atmosphere. It is, however, also often used to alleviate the problems associated with the reflection of waves from an artificial model top, i.e., the spurious reflection of gravity waves from the artificial rigid model top that can erroneously alter the evolution of the simulated atmospheric circulation (e.g., Mechoso et al., 1982; Boville and Cheng, 1988) . Often, the domain where that algorithm is applied extends downward to cover the upper stratosphere, where the lower part of the polar night jet is located. In many cases, the impact on the zonal wind of Rayleigh friction can be as large as that of GWD included to represent the effects of vertically-propagating orographic gravity waves.
Newtonian cooling, too, is sometimes used in AGCMs, but places very strong constraints on the simulated circulation. Its use in climate models is thus not generally appropriate, especially for studies focusing on variability in the stratospheric circulation.
A series of additional winter simulations have been made to investigate the sensitivity of the model dynamics to modifications in the model physics near the model top. These simulations are basically similar to SWM, but include further modifications:
In the shortwave radiation parameterization, the absorptivity function for water vapor uses the formulation of Manabe and Möller (1961) instead of using that of Schlesinger (1976) . This has a relatively minor impact on zonal mean temperatures. Furthermore, a vertical mixing of momentum in dry convectively unstable layers has been included in addition to that for potential temperature and water vapor mixing ratio. This modification tends to weaken winds near the surface slightly.
We test the uses of a Rayleigh friction and a Newtonian cooling in our model to discuss their well-known, but often-misinterpreted impact. Figure 11 shows the total meridional eddy momentum fluxes obtained in three experiments performed with our AGCM: 1) RAY, which includes a Rayleigh friction algorithm above 40 km, following Boville (1986) , 2) NEW, which includes a Newtonian cooling above 3 mb, similar to that designed by Dickinson (1973) Fig. 11c with Figs. 11e, 11f, and also with Fig. 11g ), which shows an example of an undesirable effect of such artificial damping.
We found that the simulated magnitude of the polar night jet is very sensitive to the value and vertical gradient of the damping coefficient, as well as to the thickness of the affected region (not shown). The results shown in Figs. 11e and 11g were obtained with a relatively small damping coefficient (~8.3 x 10 -8 s -1 near 1 mb and ~2.5 x 10 -8 s -1 near 3 mb). The impact of including a Rayleigh friction term on the simulated temperature field is thus not large except near the north pole as shown in Fig. 12a and compared with Fig. 9c . We found, however, that the impact can be drastic when a somewhat larger damping coefficient is used. On the other hand, the inclusion of Newtonian cooling virtually eliminates the meridional temperature errors near the top as expected (Fig. 12b) , and produces a meridional gradient that is very close to the observed (not shown). This confirms and thus emphasizes the fact that caution is always needed when an artificial damping of any kind is included near the model top.
Implications for orographic gravity-wave drag parameterization
Our results have implications for the interpretation of results obtained using orographic GWD parameterizations that inevitably include "tuning" parameters.
Most contemporary large-scale models include a parameterization for orographic gravity waves as a way to represent effects of those subgrid-scale processes, a neglect of which can result in severe systematic errors. We found that the impact in the stratosphere of including such a parameterization on the zonally-averaged zonal wind can be as large or even larger than that due to refinements in all other parameterizations combined. Imposing a significant amount of GWD in the stratosphere (especially between the polar night and subtropical jets in order to enhance their separation) is undoubtedly useful for improving the zonally-averaged stratospheric circulation. It has recently been demonstrated, however, that an overestimation of orographic GWD can overcorrect the biases of the temperature and wind, and detrimentally reduce the temporal variability and the structure of planetary waves (Pawson et al., 1997) . It has also been reported that upon a reduction in the intensity of GWD stratospheric sudden warmings were simulated in a troposphere-stratosphere AGCM (Simon et al., 1996) . Indeed, we experienced with our AGCM that some of the impact of physically justifiable upgrades in the radiation parameterization on the stratospheric zonal wind could have been "alternatively" obtained by a convenient selection of parameters in the GWD parameterization. The improved model performance would, therefore, be achieved through cancellation of errors rather than through genuine progress in modeling the atmosphere.
The overestimated orographic GWD in the stratosphere can be interpreted in another context. As discussed in Kim and Arakawa (1995) and shown in Kim (1996;  see his Fig. 19 ), our GWD scheme produces weaker drag at upper levels than most other schemes. This feature closely depends upon the determination by the parameterization scheme of the ratio between GWD at upper levels (roughly tropopause and above) and low levels (troposphere, especially near the surface of the Earth). As obviously dictated by the basic principles of the parameterization of orographic GWD, a correct estimation of low-level drag is a prerequisite for a correct determination of upper-level drag, unless low-level drag is entirely neglected. Miller et al. (1989) earlier showed that an overall decrease in the ratio between upper and low level drag is beneficial in the simulation of large-scale atmospheric flows. Kim and Arakawa (1995) and Kim (1996) argued for the importance of low-level drag, which can be larger in magnitude than upper-level drag in many situations, due to its selective enhancement at individual grid points depending upon the configuration of orography and associated flow conditions. Milton and Wilson (1996) recently showed that an excessive amount of gravity-wave drag was being applied in the stratosphere of their UK Meteorological Office Global Unified Model.
To alleviate this problem, they incorporated the effects of low-level wave-breaking in their parameterization scheme for subgrid-scale orography. These studies strongly suggest that the magnitude of GWD in the stratosphere produced by conventional parameterization schemes may be too large whereas that in the troposphere is too small. In this context, therefore, our results support the notion that some contemporary GWD parameterization schemes overestimate drag in the stratosphere and underestimate drag in the troposphere.
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Summary and conclusion
We have explored several issues relevant to the performance of the troposphere-stratosphere version of the UCLA AGCM in simulations of the stratospheric zonal mean flow. In this regard, we have performed and analyzed several sensitivity experiments for the northern hemisphere winter season.
Our results highlight the way in which an underestimation of the ozone mixing ratio by the parameterization of photochemical processes can result in substantial biases in zonally-averaged temperatures and winds, as well as errors in planetary wave amplitudes and phases. The largest impact on temperature was in the polar lower stratosphere, which lead to an excessively strong polar night jet and an unrealistic extension of the southern hemisphere subtropical jet into the stratosphere.
Those deficiencies were largely alleviated by prescribing ozone mixing ratios.
Temperature errors near the model top were, however, larger than those with underpredicted ozone mixing ratio. This was largely corrected by adopting a more accurate formulation of shortwave radiation absorption by ozone. Some of the remaining temperature errors were alleviated by modifying the longwave radiation parameterization, which is known to be less accurate in the upper stratosphere. We note in passing that similar, considerable impacts of relatively small differences in ozone mixing ratio on January AGCM simulations have been reported by Langematz et al. (1997) . They performed sensitivity experiments with several ozone distributions derived from different observational datasets, and found substantial 22 impact of the rather subtle differences in the ozone data on the strength of the polar night jet.
We also investigated the sensitivity of the simulations to the use of Rayleigh We interpreted the results of our study in relation to the parameterization of orographic GWD. We discussed that the apparently-beneficial impact on the zonally-averaged stratospheric circulation of overestimated drag in the upper atmosphere can be accompanied by degradation in simulation of the temporal variability and the structure of planetary waves. We argued that the results of this study support the notion of earlier studies that some conventional GWD parameterization schemes tend to overestimate the drag in the middle atmosphere and underestimate the drag in the troposphere.
Additional experiments with the AGCM have shown that moderate improvements in the formulation of the vertical advection of horizontal velocity, 23 temperature and moisture between the planetary boundary layer (PBL) and the free atmosphere can also significantly affect the magnitude and structure of the zonal mean flow. Recent revisions in the formulations used to determine the properties of air entrained into the PBL and the parameterization of layer cloud instability (see Randall, 1984 , for a review of layer cloud instability), have resulted in more realistic simulations of precipitation, surface evaporation and stratocumulus. We also found that these improvements are accompanied by an improvement in the structure of tropospheric and stratospheric jets. Preliminary results obtained with the revised version are given in Li and Arakawa (1997) .
The results of this study demonstrate that the success of the simulation of the stratospheric circulation with an AGCM can depend on several model aspects, and that this dependence is not always straightforward. Our results are in agreement with the notion that the effects on the mean flow of different forms of wave damping (radiative damping, Rayleigh friction, and GWD) with comparable time scales may be similar and beneficial (Boville, 1985) , but suggest that those effects on other fields may be different and deleterious. A detailed analysis of the contributions of several physical processes in the model ought to, therefore, be included in any thorough evaluation of the performance of an AGCM's simulation of the stratosphere. Fig. 1 . Evolution of the zonally and vertically averaged ozone mixing ratio [mg/kg] at 15 °S, the latitude of the maximum ozone concentration in January (see Fig. 2 ).
FIGURE CAPTIONS
The solid line is for the observed climatological ozone mixing ratio prescribed in experiment CTL and the dashed line represents that predicted in experiment PO3. 
