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Abstrat. In this paper we explain the strikingly regular ativity of the `grid' ells in rodent dorsal medial
entorhinal ortex (dMEC) and the spatially loalized ativity of the hippoampal plae ells in CA3 and
CA1 by assuming that the hippoampal region is onstruted to support an internal dynamial model of the
sensory information. The funtioning of the dierent areas of the hippoampal-entorhinal loop and their
interation are derived from a set of information theoretial priniples. We demonstrate through simple
transformations of the stimulus representations that the double form of spae representation (i.e. plae
eld and regular grid tiling) an be seen as a omputational `by-produt' of the iruit. In ontrast to
other theoretial or omputational models we an also explain how plae and grid ativity may emerge at
the respetive areas simultaneously. In aord with reent views, our results point toward a lose relation
between the formation of episodi memory and spatial navigation.
1. INTRODUCTION
When we enter a new plae, even without having immediately reognized eah of the objets surrounding
us, we need only a moment to pereive the partiular onguration of these objets within their environment
(the mapping) and dene our own relative position (loalization or egoentri desription) in the same
environment. Sizing up distanes is not of great diulty either. In doing so we an use approximate learnt
metri or intrinsi, idiotheti (self-motion based) ues, e.g., the number of steps needed to reah the wall.
Why does spatial navigation, i.e., mapping, loalization and remembering plaes seem so easy for animals,
whereas it still onstitutes a major hallenge in robotis? What are the underlying omputations that provide
us with a metri required to gain not only topologial, but also geometrial pereption of our environment?
An explanation of the surprising disovery of `grid' ells [Hafting et al., 2005a℄ in the rodent dorsal medial
entorhinal ortex (dMEC) may oer some answers to these questions.
In ontrast to the spatially loalized unimodal ativity distribution of the plae ells found most promi-
nently in the subelds CA3 and CA1 of the rodent hippoampus (HC) [O'Keefe and Nadel, 1978℄ or, for
example, in humans [Ekstrom et al., 2003℄, the ativity of these grid ells shows more or less regular,
multi-peaked ativity that forms `hexagrid' tiling of the spae. Interestingly, in dierent layers within
the dMEC, while preserving this ompat overing struture, the ativity is also modulated by veloity
and diretional information [Sargolini et al., 2006℄. Due to this regularity, these ells are thought to main-
tain a metri, and thus provide a basis for self-motion information or `path-integration' (for a review, see
[MNaughton et al., 2006℄). Although this onstrut is very appealing, the nding [Barry et al., 2007℄ that
grids may faithfully follow the distortion of the (familiar) environment asts doubt on the straightforward
link between grids and path-integration, as suh distortions may point to a topologial desription instead of
a metri one [Dabaghian et al., 2007a℄. Aknowledging that the funtional explanation of these grid stru-
tures has yet to be found, attention has reently been foused on (1) funtional links between grid and plae
ells, and (2) possible mehanisms that would be able to generate suh regular strutures. As a omplete
review is beyond the sope of this paper, here we only list some of the most reent proposals orresponding
to these two diretions.
Several models in the rst group elaborate on the ideas desribed in [Sharp, 1991℄: ompetitive learn-
ing resulting in sparse representations may explain the formation of plae ells in the dentate gyrus
(DG), [Rolls et al., 2006℄ and in CA3 and CA1 [Franzius et al., 2007℄. In these models the existene of
an appropriately dened set of regular grid inputs is the most stringent hypothesis. Another route is
based on the ideas of [Cash and Yuste, 1999℄ on linearity and the proposals in [O'Keefe and Burgess, 2005,
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MNaughton et al., 2006℄: it has been shown [Solstad et al., 2006℄ that plae ells an easily be formed if
anatomially and physiologially sound onstraints are taken into aount. The problem with this model
is that it requires grids with diverse orientations, but reent reports [Barry et al., 2007, Fyhn et al., 2007℄
show more uniformly oriented grids.
Similar ideas provide the basis for models of the seond group: Linear summation of harmoni
funtions forms the ore idea of dierent osillatory interferene models [O'Keefe and Burgess, 2005,
Burgess et al., 2007℄. In this dynami model grid ells reeive diretionally modulated osillating dendriti
inputs superimposed on somati large sale osillations ourring at 4-10 Hz (theta-osillation). With appro-
priate diretional modulation provided by subiular head-diretion ells [Rank, Jr., 1984, Taube et al., 1990℄
this model yields regular interferene patterns. To enable path-integration, grid patterns should be preisely
bound to environmental ues, beause error an be aumulated in both motor signals (speed) and diretion
signals. Feedbak from CA1 has been suggested to provide the neessary orretion and thus to maintain
the oherene of the osillations by regulating phase resetting. However, as CA1 is one step downstream
of the superial layers of the entorhinal ortex (EC), it is not obvious why it would reeive at the same
time a more diret sensory stimulus ompared to the information available at the entorhinal ortex. A spe-
i lass of ontinuous attrator models has also been proposed either with periodi boundary onditions
[MNaughton et al., 2006℄ or with aperiodi boundaries, but with highly restritive symmetri onstraints
on the synapti onnetion matrix [Fuhs and Touretzky, 2006℄. These models ahieve path-integration using
the grids and an explain many important aspets of the biologial system, e.g., the similar orientation of the
grids, saling and phase properties. However, the orret integration of signals to perform path-integration is
very sensitive only to fators related to the model setup, not to the system at hand [Burak and Fiete, 2006℄.
In this paper we sketh an alternative view of the problem of grid ells. Unlike the models desribed
above, whih attempt to explain a partiular phenomenon or omputation assigned to a given area, we
desribe a funtional model of the hippoampal region (HR, omprising the entorhinal ortex, the dentate
gyrus, areas CA3 and CA1, para- and presubiulum and the subiulum; see [Witter and Amaral, 2004,
Mohedano-Moriano et al., 2007℄ in whih spatial navigation and spae representation are addressed within
the more general ontext of eient memory systems. Explanation of the onnetions among dierent
memory funtions, suh as the formation of episodi memories, memory onsolidation and retrieval, has long
been reognized as one of the major hallenges in neurosiene, and several attempts have already been
made to provide a unifying view [Levy, 1996, Ree and Harris, 1996, Wallenstein et al., 1998, Gaan, 1998,
Redish, 1999℄. Albeit with dierent emphases, similar motifs emerge in most models. One suh motif is
that the ontext for separate episodi memory traes orresponds to the environment of the atual position.
While this metaphor may help to oneptualize the aquisition of new memory traes, it does little to
further our understanding of retrieval (that is the atual usage) and onsolidation [Nadel et al., 2007℄ of this
knowledge, as well as the role of the HR in these tasks. Here we show that the information theoreti notion of
eient representation may link these diverse funtions and lead to a large-sale omputational model of the
hippoampal region in whih the intriguing grid-like ativity pattern may naturally emerge. The proposed
arhiteture is partly rooted in the funtional omparator model desribed in [L®rinz and Buzsáki, 2000,
L®rinz et al., 2002℄ and is strongly motivated by new theoretial results on blind soure separation problems
[Pózos and L®rinz, 2005, Pózos and L®rinz, 2006, Szabó et al., 2007℄.
In the Methods setion, theoretial motivations about eient representation are exposed. Afterwards,
relevant anatomial and physiologial properties of the hippoampal region are highlighted to support the
resulting mapping. In the Results setion (1) we formalize our model aording to the motivations desribed,
(2) explain the funtional orrespondene between the theoretial onstrut and the neural substrate (fun-
tional mapping) and (3) present model verifying simulations that show how our model exhibits harateristi
spatial behavior similar to that found in dierent parts of the HR. In the last setion we disuss the relevane
of our ndings, interpret our results and make preditions onerning the funtioning of the HR. Finally,
some relevant but unresolved issues are enumerated.
2. Methods
We begin with some denitions that we use throughout the paper. Then we highlight the entral mo-
tivations behind our large-sale funtional model. The model is not yet extended to low-level ellular and
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network mehanisms and thus the mapping of the proposed funtion to the neurobiologial struture is
essentially a logial arrangement of known anatomial and physiologial ndings.
Theoretial motivations
We propose a hypothesis set based on theoretial onsiderations. Then we enumerate the supporting
arguments for eah hypothesis and explain the essential statistial onepts that form the ore of our proposal.
We use the term `memory' for internal representations of spatio-temporal patterns of observations that in
some way helps the system (agent or animal) to analyze, predit and reat to hanges (used in a very broad
sense). Here observation inorporates not only the pereption of the external world, but also the registering
of the internal states of the self: motor ommands, emotions, goal-oriented behavior and so on. In this
framework, sensory-motor binding, for example, is about to form an intermediate representation that an
faithfully represent the omplex observations in a ompressed form whih is then used to dene the response
to those observations.
Motivated by ideas in mahine learning, information theory and goal-oriented reinforement learning, one
an make the following hypothesis about an eient memory system:
• Predition: In order to inrease the hane of survival under varying onditions, memory reation
should serve detetion of novelty or hange.
• Probabilisti interpretation: Due to the stohasti nature of hanges, representations may only
be interpreted within a probabilisti framework.
• Information separation and fusion: For tratable probabilisti inferene, the eet of the `urse
of dimensionality' has to be eiently diminished through the disovery of the independene of the
underlying auses of the hanges experiened.
Predition
In line with [Rao and Ballard, 1997, Friston, 2005℄ we hypothesize that the goal of the memory system is
to help maintain, aelerate and ne-tune a preditive oding mehanism (for a review on preditive oding
in the brain, see [Kveraga et al., 2007℄). The preditive faulty is needed for two reasons: not only does
the agent/animal have to interat with a hangeable environment, but funtional delays (reation time,
internal funtioning, synapti delays) also have to be ompensated. Models of preditive oding usually
employ loops that allow omparison of bottom-up signals (`input') and expeted signals (`output') of the
internal dynamial model of the observations. It has already been proposed that the HR [Szirtes et al., 2005℄
realizes a Kalman-lter like internal model to predit sensory signals. Interestingly, some reent results
[L®rinz and Szabó, 2007℄ on the approximation of independent proesses (that is dynamial models that
assume independent noise as opposed to the Gaussian noise assumption of the Kalman-lter approah) may
provide a natural ombination of eient predition and information extration, thus serving both the rst
and the third hypotheses.
Probabilisti interpretation
Alternatively, the expeted signals may ome from a generative model [Hinton and Ghahramani, 1997℄
whih seeks probabilisti soures that ould make up or ause the pereived signals: the hidden soures `ex-
plain' the observed signals. Suh a statistial approah is useful in that the system has to ope with multiple
unertainties: noisy signals, hidden auses, faulty internal working, multiple potential interpretations. The
learned spatio-temporal struture of the hidden soures restrits the representations of the world and, in
turn, an be used for inferene in a Bayesian manner [Körding and Wolpert, 2004℄. The omputational mo-
tivation for seeking the hidden auses is to redue the daunting problem of inferene: the deteted temporal
hanges are either ausally related and an thus be predited or are intrinsially independent. If the auses
are statistially independent then their joint probability distribution may be fatored.
The probabilisti framework has an added advantage ompared to a deterministi enoding mehanism:
the belief of the system in its own judgment (e.g. about the existene of a partiular soure) may also be ex-
pliitly enoded or maintained to support further inferene [Yu and Dayan, 2003℄. Reonstrution networks
[Grossberg, 1980, Ullman, 1995℄ try to integrate the `best of both worlds': by maintaining an internal model
of the external world, fast manipulations of the sensory-motor integration (modulation, planning, and so on)
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an be ahieved. On the other hand, by extrating useful statistis of the inoming signals, robustness against
noise and novelty detetion may also be realized. To the best of our knowledge, the rst reonstrution net-
work model for brain modeling that suggested approximate pseudo-inverse omputation for information pro-
essing between neoortial areas was published by Kawato et al., [Kawato et al., 1993℄. The omputational
model of the neoortex was extended by Rao and Ballard [Rao and Ballard, 1997, Rao and Ballard, 1999℄,
who onsidered neoortial sensory proessing as a hierarhy of Kalman-lters.
The reonstrution idea has also appeared in hippoampal models [L®rinz, 1998℄. An exten-
sion of that model [L®rinz and Buzsáki, 2000℄ suggested the integration of the early omparator idea
[Sokolov, 1963, Vinogradova, 1975℄. In these models, the whole EC-HC iruitry forms a `novelty'-deteting
network, in whih novelty or reonstrution error is the dierene between the expeted (top-down)
and experiened (bottom-up) neuronal representations. The proposed model suessfully predited in-
dependene in the ellular ativity in CA1 [Redish et al., 2001℄ and was the rst to suggest distint
roles for the diret and tri-synapti pathways [Kloosterman et al., 2004℄. A reonstrution-network like
mehanism[Hasselmo et al., 2002℄ onneting CA3 and CA1 has been suggested that direts the information
ow during enoding and retrieval. In another study [Beker, 2005℄, eah hippoampal layer forms a separate
representation that ould be transformed linearly to reonstrut the original ativation patterns in the EC.
These lines of arguments lead to the rst assumption about funtional mapping: the HR may be onsidered
as a reonstrution-network with preditive apaity.
Information separation and information fusion
For any probabilisti reasoning, we have to dene the elementary events that make up all possible out-
omes. Without knowing their true probability distribution, we need to sample them (by experiening dier-
ent outomes) and approximate the unknown distribution. This task beomes omputationally intratable
with the inreasing number of possible events. Furthermore, disretization of the spae-time ontinuum, e.g.,
sampling is another soure of noise and omputational explosion.
Consider, for example, the problem of sequene learning [Fusi et al., 2007℄. If we want to take into aount
all piees of sensory information at eah moment during whih the system is able to take a sample, we an
only store sequenes of limited temporal duration. Furthermore, the number of patterns that make up the
sequene is not known beforehand. In turn, the system should be able to exibly ompress the spatiotemporal
patterns into an internal form whih (1) is subjet to memory apaity onstraints, but (2) still preserves all
relevant information onerning the ongoing events. To do so, information should be olleted, represented,
and possibly ompressed over time, beause (spatial) hanges take plae at dierent temporal sales ompared
to the internal lok. Motion indued visual hanges, for example, imply that part of the information is lost
unless it is remembered in some eonomial forms.
Temporal ompression an be ahieved by implementing a preditive system whih an reover (explain
in simpler terms) the deterministi parts of a stohasti proess. If the preditable part is extrated, the
rest of the available information (the so alled `innovation') has redued temporal orrelation.
On the other hand, if the independene of the underlying auses may be assumed (as noted above),
information transfer an be optimized by foring independene among the omponents of the emerging
representation [Jutten and Herault, 1991, Comon, 1994, Cihoki et al., 1994, Laheld and Çardoso, 1994,
Bell and Sejnowski, 1995, Amari et al., 1996℄.
Importantly, the very same assumption may greatly simplify the preditive modeling as well. This is in
line with Barlow's revised formulation of the redundany redution priniple [Barlow, 2001℄: representations
should not be rigid strutures but rather tools that serve the animal's urrent (that is variable) goals. They
should therefore appropriately map the hanging statistis of the world they represent.
Elaborating on his idea about obvious (simple) and `hidden' forms of redundany (see [Barlow, 2001℄ and
the referenes therein), the seond main funtional onjeture in our model is that HR maximizes information
transfer throughout the neural iruitry (by reduing the obvious redundany) and at the same time reveals
the hidden strutures by separating them into independent subspaes. That is, the learning system reveals
the types of approximately independent soures and their own intrinsi dimensionality.
To highlight this issue, onsider the problem of spae representation formed by the HR. The main
input through MEC to the HR is primarily multimodal sensory information with impliit and limited
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spatial information ontent [Fyhn et al., 2004℄, suh as diretion or onguration. Conguration of ob-
jets an be interpreted as one of the independent desriptors of the environment. However, its true or
approximate dimension an only be revealed if the system is able to detah the orresponding orrela-
tions among the omponents of the representation from those that arry information about other phys-
ial aspets, suh as texture or olor. Suh separation may reveal that onguration may best be de-
sribed in a 2 or 3 dimensional spae that atually orresponds to our abstrat notion of Eulidean spae
[Dabaghian et al., 2007a, Dabaghian et al., 2007b℄.
Dimensionality, in general, may not be well dened for the other physial aspets, suh as texture or olor,
see, e.g., [Ben-Shahar and Zuker, 2004℄. Note that these desriptors, or `fators' assume eah other, but
they are also highly independent. This dihotomy an be exploited in the following way. On the one hand,
there is ombinatorial gain in the desription of events if haraterization, ategorization and predition
of the fators takes plae separately. For instane, a sreenshot of an animal is a stati image ontaining
no diret information onerning motion. Still, the partiular ombination of fators or omponents of the
animal may help to draw inferenes onerning the unseen parts of the animal and the (intended) diretion
of motion. Pattern ompletion an be seen as a partiular inferene problem that ours in spae and time.
Interestingly, as new results [Pózos and L®rinz, 2005℄ on blind soure separation show, fatorial oding
and subspae separation an be ahieved simultaneously. In blind soure separation problems, not only
the soures, but also the mixing proess that generates the reeived signals are unknown. In general, this
problem annot be solved without regularization. Assuming independene in time seems plausible in many
problems. For a speial ase of instantaneous linear mixtures of (statistially) independent and identially
distributed (i.i.d), one dimensional soures, where the dimension of the signal is larger than or equal to
the dimension of the soures, there exist eient, neurally plausible Independent Component Algorithm
(ICA) algorithms [Giannakopoulos et al., 1998, Linsker, 1999℄ that an reover the true non-Gaussian lower
dimensional soures by demixing the signal.
ICA an be signiantly faster [Amari et al., 1996℄ if separation is preeded by whitening. This inter-
mediate transformation redues the instantaneous (zero time lag or spatial) seond-order orrelations (i.e.,
it deorrelates) and it also normalizes the signals. Informally, deorrelation transforms the data onto an
orthogonal subspae suh that the projetion of the data onto the rst (prinipal) diretion of the subspae
has the greatest variane, projetion on the seond prinipal diretion has the seond greatest variane and
so on. The deorrelation part is also alled Prinipal Component Analysis (PCA) and may be used for di-
mension redution in an informed way as it provides a measure of how muh information (at the seond-order
orrelation level) is lost by ignoring the last k diretions or omponents. Whitening admits that all soures
may equally be important, so after the deorrelation step it equalizes the varianes of the omponents. The
terms `whitening' and `deorrelation' may be used interhangeably, but they sale the results dierently.
For more general ases of ICA, there is no trivial solution, but as both experiene and
[Çardoso, 1998, Pózos and L®rinz, 2005℄ several theoretial advanes have indiated [Szabó et al., 2007,
Pózos et al., 2007℄, soures an in many ases be reovered even if onditions (independene, i.i.d. proper-
ties or equal dimensions) are not met. The reovered omponents an be grouped by their mutual information
 that is using the `non-independene' information  thus revealing the number of separable soures and
the dimensions of their subspaes. This proedure fatorizes the information and gives rise to ombinatorial
gains in the storage requirements. In addition, reent theoretial ndings allege that the searh for these
fators an be aelerated in a non-ombinatorial way [Pózos and L®rinz, 2006, L®rinz and Szabó, 2007,
Szabó et al., 2008℄ even if the dimensions of the subspaes are not known beforehand [Pózos et al., 2007℄.
3. Known anatomial and physiologial onstraints
In this setion, we desribe those harateristis of the HR that guide and onstrain our model. The
iruitry of HR (left panel of Fig. 1) has several unique properties that probably ontribute to its entral
role in all memory funtions. Here we highlight features that seem relevant for mapping the funtions onto
the neural substrate.
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Figure 1: (a): Diagram of the main onnetions of HR. Arrows denote exitatory onnetions and solid
irles denote mostly inhibitory onnetions. (b): Connetions playing a role in the model. Roman letters
denote the layers in the entorhinal ortex (EC),
x: signal from ortex,
y: whitened input at EC III,
nz: whitened novelty (or innovation) of the input at EC II,
h: hidden model at EC deep layers,
nh: innovation of the hidden model at EC deep layers,
s: ICA output at CA1 during positive theta phase,
e: ICA output at CA1 during negative theta phase,
RII and RIII : postrhinal to EC II and postrhinal to EC III eerents, respetively,
QII and QIII : EC deep layers to EC II and EC III onnetions, respetively,
K inhibitory feedbak from EC III to EC II.
V : CA1 to EC deep layer eerents,
Mh: reurrent ollaterals at the deep layers of the EC,
Wtri and Wdir: tri-synapti and diret onnetions between EC superial layers and the CA1 subeld,
respetively.
Diretion of information flow
First, there is a dominantly unidiretional ([Naber et al., 2001℄, but see [Shao and Dudek, 2005℄), and
parallel onnetion system among all parts: superial layers of EC reeive input from adjaent ortial
regions and transmit the signals toward CA1 and the subiulum mediated by CA3. This transmission,
however, is not a simple relay: it takes plae in a tightly ontrolled way using two separate routes: the
so-alled tri-synapti onnetion system (EC IIDGCA3CA1) and the diret route from EC III to CA1.
As the exat nature of the input reeived by EC II and EC III is not known and we want to fous on the
funtioning within the HR, we assume that the superial layers share the same ortial input. We also
assume that dierenes in the ativity of these layers stem from their diering intrinsi physiology (e.g.
the ratio of interneurons that enables strong feedforward inhibition in EC II), anatomy (role of reurrent
ollaterals) and the reeived feedbak (EC layers V/VI projet bak to both layers and EC III reeives signals
from the subiulum, too).
CA1 and the subiulum, whih are onsidered to be the main output regions of the HR, projet bak
to the deep layers of EC. In parallel with the subiular pathway, CA1 is linked to the deep layers diretly
as well. The parallel systems in part preserve topographial arrangement [Witter, 2006℄ but there exists a
separation along the lateral to medial diretion. The lateral and medial parts of the entorhinal ortex (LEC
and MEC, respetively) reeive input from dierent ortial areas and, in turn, projet to non-overlapping
portions of CA1 and the subiulum. In ontrast, DG and CA3 reeive onvergent input from both LEC and
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MEC. An important funtional onsequene is that the fusion of spatial and non-spatial information may be
stritly ontrolled within HR [Gigg, 2006, Witter and Moser, 2006℄.
The EC deep layers, whih presumably also reeive modulatory or ontrol signals from dierent ortial
areas, lose the loop: they send mostly exitatory [van Haeften et al., 2003℄ feedbak to the superial layers.
Unique intra-regional interations in eah area
Although plae ells an be found everywhere in DG, CA3 and CA1, their oding mehanism may be
quite dierent, as the underlying onnetion systems have signiantly distint features. DG is unique
for its temporally tunable onnetions [Henze et al., 2002℄. CA3 has a dense ollateral system whih has a
partiular role in memory replay [Louie and Wilson, 2001, Foster and Wilson, 2006, Diba and Buzsáki, 2007,
Csisvari et al., 2007, O'Neill et al., 2008℄. CA1, as a single exeption in the whole iruitry, has no reurrent
ollaterals and the ativity of the prinipal ells seems to be independent [Redish et al., 2001℄.
Temporal synhrony aross and within different areas
In addition to the intriate anatomy, the physiology of the separate modules is also striking. The
most prominent feature is the interplay between dierent forms of osillatory ativities, the synhronized
membrane potential osillation between the 4-10 Hz theta and the 40-100 Hz gamma frequeny bands,
[Bragin et al., 1995, Canolty et al., 2006℄, whih have dierential eets on the dierent modules. Sev-
eral funtional roles have already been assigned to these ativity forms , suh as the ontrol of syn-
hrony throughout the iruitry [Denham and Borisyuk, 2000℄ or the provision of an internal referene lok
[Jeerys et al., 1996, Jensen et al., 1996℄.
The main generator of theta is thought to be in the septum (whih is the only extra-hippoampal target
of CA3), but layer EC II may also be able to initiate theta ativity. The reiproity between the subiulum
and the HR via CA3 may suggest that HR has a sophistiated mehanism for self-regulating synhrony. In
addition, EC II neurons are theta modulated and show phase preession, similarly to the plae ells in the
hippoampus [Hafting et al., 2005b℄.
EC III, whih is very lose to layer EC II, however, is phase loked to the main theta and an maintain
persistent ativity [Tahvildari et al., 2007℄. Deep layers of the EC show peuliar funtioning as well. In
ontrast to the superial layers, EC V an generate input spei graded persistent ativity in individual
neurons [Egorov et al., 2002℄ whih is generally onsidered the underlying neural mehanism of working
memory [Goldman-Raki, 1995℄. Furthermore, the relative homogeneity of the CA1 response to hanging
inputs as ompared to that seen in the deep EC may suggest [Frank et al., 2006℄ that ative CA1 neurons
are engaged in representing one environment, while deep EC may ontain multiple subpopulations, some
tied to CA1 output while others are more independent of CA1. Interestingly, separate modules or `ell
islands' an be found in EC II as well [Witter and Moser, 2006℄. As a onsequene, if deep layers an
represent several likely models onerning the world, there should be a swithing mehanism that an help
selet the one that best serves orret preditive oding. It is intriguing that layer III of the EC has been
found to reeive suh swithing signals [Tahvildari et al., 2007℄. Last, but not least, signals arrying dierent
aspets of spatial information, suh as position, head-diretion or speed, seem to interfere at several stages.
While ativity in CA3 and CA1 doesn't show orrelation with diretional information, postsubiular head-
diretion ells diretly innervate the deep layers of EC, whih in turn send this information to the superial
layers. Aording to this senario, grid ells in EC III show lear onjuntive orrelation representing mixed
information at the same time [Sargolini et al., 2006℄. However, the ativity of neurons in EC layer II is free
of diretional modulation.
4. Results
In the rst part we formalize the proposed funtions by providing a mathematial onstrution. In the
resulting omputational model the dierent funtional modules are not yet anhored to the real system. Sine
this reverse-engineering approah (assignment of the funtions preedes the desription of the struture) is
essentially ill-posed (oering several solutions), in the seond part we attempt to map the modules onto the
real neural system by taking into aount the biologial onstraints olleted in the previous setion. Finally,
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simulations are presented in whih the funtion of the model is demonstrated on inputs that an be related
to signals reeived by the hippoampal region.
Results I: Formal desription of the funtional model
Let us assume the system's goal is to form eient representation of the sensory information whih an
be used for predition. Eieny refers to storage apaity (a small number of `fators' should be used to
reonstrut large number of possible inputs) and speed (the system should try out only a few ombinations of
the fators). Predition is the ability to generate expeted inputs. Let us begin with an abstrat desription
of the observation of the external world (At this point we don't model dierent sensory modalities. The
input variable is simply a desription of the external world). The sensory input x(t) to the system may be
assumed to be a mixture of hidden soure signals or auses:
(4.1) x(t) = As(t),
where A ∈ Rn×n is a mixing matrix, and s(t) ∈ Rn are the soures to extrat. Regarding our hypothesis
(3), ICA is designed to solve a similar problem under the ondition that the omponents of s are i.i.d., and
statistially independent. However, the observed quantities may not be i.i.d.,
(4.2) s(t+ 1) = F s(t) + e(t+ 1),
where e(t) is alled the `driving noise', `true soure', or `innovation'. The expression `driving noise' refers
to the fat that proess s is maintained by the `true soure' e: without this input, s(t) would deay. Due
to the mixing eet of matrix F whih desribes the deterministi part of the proess, the omponents
in s(t) are not independent anymore. Obviously one an envision more sophistiated systems. Neverthe-
less, for higher order proesses or signals with ehoes, the formalism an be brought to very similar forms
[L®rinz and Buzsáki, 2000, Szabó et al., 2007, Pózos et al., 2007℄. As long as the omponents of the true
soure, e(t) an be onsidered independent, the eient representation an again be ahieved by extrating
these omponents. If the dynamis are `weak' in the sense that only weak temporal orrelations are intro-
dued by F , then we arrive at the original ICA problem. Beause we are interested in the auses, i.e., in the
driving noise, we need to learn both the autoregressive proess (F ) and the mixing proess (A). This an
be ahieved [L®rinz and Szabó, 2007℄ only if omponents of the true driving noises are independent. Under
the normal (Gaussian) noise assumption the eets of these proesses annot be distinguished. We need to
arry out some manipulations in order not to misguide ICA.
We make use of the identities
(4.3) x(t+ 1) = As(t+ 1) = AF s(t) +Ae(t+ 1))
to get
(4.4) x(t+ 1) =Mx(t) + n(t+ 1),
where n(t+ 1)
.
= Ae(t + 1) and M
.
= AFA−1 under the assumption that matrix A an be inverted. Thus,
both Eq. (4.2) and Eq. (4.4) have autoregressive forms. Due to the mixing eet of A (Central Limit
Theorem), the distribution of Ae(t+ 1) is more Gaussian-like ompared to the true soures. It implies that
the standard solution of the Gaussian autoregressive proesses an be applied as the rst step to unfold the
hidden proesses.
Now let us suppose we have a tunable system and our task is to nd the hidden proess s and the
driving soure e using only the observation x(t). In what follows, we distinguish approximations of the true
quantities by a small hat.
First, one an remove the autoregressive part by estimating matrix Mˆ through the minimization of the
following ost funtion
(4.5) J(Mˆ) =
1
2
∑
t
|x(t+ 1)− Mˆ(t)x(t)|2.
for all available data pairs (x(t + 1),x(t)). Then, we have a model that predits the next expeted input
(4.6) xˆ(t+ 1) = Mˆ(t)x(t)
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and we an estimate the innovation, i.e., the dierene between the observed input and the expeted input
at time t:
(4.7) nˆx(t) = x(t)− xˆ(t).
For Gaussian nˆx(t), the minimization of Eq. (4.5) leads to the following gradient rule:
(4.8) ∆Mˆ(t+ 1) = αt
(
x(t+ 1)− Mˆ(t)x(t)
)
x(t)′ = αt nˆx(t+ 1)x(t)
′
where prime
′
denotes the transposed form for vetors and also for matries, and αt is the learn-
ing rate. If αt diminishes aording to some suitable shedule then Mˆ(t) onverges to the real M
[Robbins and Monro, 1951℄. In what follows, the learning rules will be written as
(4.9) ∆Mˆ(t+ 1) ∝ nˆx(t+ 1)x(t)
′
where the sign `∝' denotes the Robbins-Monro shedule. Note, however, that if the world is hanging then
it is better to maintain adaptation forever.
So far we have exploited the Gaussianity property of the driving noise to learn the dynamial system.
Now we an make use of the fat that upon onvergene, the innovation term also onverges to the mixed
true soures of Eq. (4.1) (nx(t) 7→ Ae(t)). In turn, simple separation of the innovation yields the demixing
proess W , whih is the approximation of the inverse of the mixing matrix: W = Aˆ−1. Then eˆ(t) = W nˆx(t)
is the approximation of true soures, whereas sˆ(t) =Wx(t) approximates the hidden proess.
One an approximate the autoregressive matrix F using quantities x, Mˆ , and eˆ. The goal of the approx-
imation is to optimize predition, that is, to minimize the following ost funtion:
(4.10) J(Fˆ ) =
1
2
∑
t
|ˆs(t+ 1)− Fˆ (t) sˆ(t)|2.
As with matrix M , matrix F an be learned through the following gradient rule:
(4.11) ∆Fˆ (t+ 1) ∝
(
sˆ(t+ 1)− Fˆ (t) sˆ(t)
)
sˆ(t)′ = eˆ(t+ 1)ˆs(t)′,
that is,
(4.12) ∆Fˆ (t+ 1) ∝ Wnx(t+ 1)(Wx(t))
′
This strategy has been detailed in [L®rinz and Szabó, 2007℄.
Let us note that the gradient learning rules of Eqs. (4.8) and (4.11) may have plausible neural implemen-
tations as they are inremental and the hange in one synapse does not depend on the hange in all the other
synapses. If this latter ondition is met, then we say that learning is Hebbian, or alternatively, the learning
rule is `loal'.
As signals should be separated and  as was argued before  separation an be failitated if whitening
takes plae rst, a deorrelation stage might be introdued. Aording to [Çardoso and Laheld, 1996℄, signals
y = Pyx beome deorrelated if
(4.13) ∆Py(t+ 1)
′ ∝ Py(t)
′(I − y(t)y(t)′)
for all times t = 1, 2, . . . and under suitable onditions. Note that here, in Eq. (4.13), and in similar
equations later, the learning rule ontains the transposed form of matrix Py and thus dimension redution
(dim(y) ≤ dim(x)) is possible. Intuitively this serial update algorithm pushes the ovariane matrix of y(t)
(E(y y′), where E(.) denotes expetation) to beome identity. Let us remark that there are many arti-
ial neuronal implementations of suh algorithms [Foldiak, 1990, Hyvärinen and Oja., 1998, Linsker, 1999,
Basalyga and Rattray, 2003℄.
For the very same reason, innovation nx(t) should also be deorrelated. The linear transformation nz =
Pnznx(t) of innovation nx(t) beomes white if tuning of Pnz is as follows:
(4.14) ∆Pnz(t+ 1)
′ ∝ P ′nz(t)(I − nz(t)nz(t)
′)
at time t.
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Statistially independent soures from nz an be extrated via a nonlinear modiation
[Çardoso and Laheld, 1996℄ of update rule Eq. (4.14). There are many variants for this non-linear learn-
ing rule and we provide the simplest of these here:
(4.15) ∆Wnz(t+ 1)
′ ∝Wnz(t)
′(I − eˆ(t) f(eˆ(t))′).
Here, f(·) is an (almost) arbitrary omponent-wise nonlinear funtion. Upon onvergene, the omponents
of eˆ(t) = Wnznz(t) approximate the omponents of the independent soure e(t) apart from an arbitrary
permutation in the order of the omponents, their sale and sign. Interestingly, spike timing dependent
plastiity has been suggested to realize this non-linear learning rule [Bell and Parra, 2005℄.
The learning equations of the whitening and separation proesses have several impliations onerning
possible mappings.
Two stages: Removal of the temporal orrelations preedes the extration of the independent fators.
Two hannels: Aording to Eq. (4.11), the proess of learning the preditive system requires onur-
rent aess to the input and the innovation. These variables may be stored separately and onveyed
to the preditive layer via separate hannels.
Idential separation: It an be seen from Eq. (4.12) that both eˆ(t) and sˆ(t) are demixed by the same
matrix, so they should be proessed in the same demixing hannel (violating the onjeture above)
or there should be a mehanism that an ompensate for the dierenes (e.g., sign and permutation
of the omponents) in the linear transformations in two hannels for proper demixing.
Results II: Funtional mapping of the model
Sine both the omputational onsiderations and the anatomial ndings are quite omplex, we need to
introdue some simpliations:
Rate oding: How information is atually transmitted by the neurons is negleted. The key issue is
that one the partiular form is given, the funtion of the system an be analyzed as an information
proessing system. (On the ontroversies onerning the potential forms of information proessing,
however, see e.g. [Reyes, 2003, Masuda and Aihara, 2007℄.) Our system desription beomes simpler
if we use analog values, whih orresponds to the onept of rate oding as opposed to spike based
temporal oding. The supposed low-pass ltering eet of the theta osillation also suggests that for
some funtions ne sale temporal preision might be negleted.
Laminar homogeneity: We neglet the omplexity and rihness at the ellular level and onsider
neurons as omputational units. The omputations may hange from layer to layer, but within a
layer the nature of the omputation is the same for all neurons. This orresponds to the terminology
of standard artiial neural networks.
Apparent linearity: Although strong nonlinearities are present everywhere, from the subellular level
to the network level, there are nonetheless many ases in whih the overall response of the system is
approximately linear, see, e.g., [Linsker, 1999℄, [Hsu et al., 2004℄ and [Esabi et al., 2005℄ and the
ited referenes. The omplex ontrast normalization mehanisms in visual sensory proessing may
onstitute a spei example [Finn et al., 2007℄.
>From now on, matries denote synapti weights (onnetion strength) between layers and vetor denotes
the ativity at a given layer. We shall slightly abuse notation and will disard the hats from our equations,
as all learned quantities are approximations.
Figure 1 may help to understand the modular struture of our model and its relation to the hippoampal
region. While the left panel depits the gross anatomy of the areas, inluding the dierent onnetion
systems, the right panel of Fig. 1 shows the simplied arhiteture and the funtional orrespondenes.
The following areas of the hippoampal regions are onsidered in the funtional mapping: deep layers of
the medial entorhinal ortex (denoted by EC V/VI), superial layers (EC II and EC III) and subeld CA1
of the hippoampus. The tri-synapti path (denoted as Wtri on Fig. 1) involving the Dentate Gyrus (DG)
and CA3 will be ollapsed into an integrated transformation. The potential role of the DG, CA3 as well
as the Subiulum (SUB) will be disussed in the last setion. For simpliity, all areas and subelds will be
referred to as `layers'.
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As all omputations desribed above require statistial haraterization of input ensembles, sampling and
proessing of the sensory input and inremental tuning (learning) are also neessary. Input proessing and
learning, i.e., ne tuning of the synapti weights that atually lter the information, are disussed separately.
Charaterization of the input to the hippoampal region
Let x(t) ∈ Rn denote the analog valued postrhinal input to the entorhinal ortex at disrete time t where
n is the dimension of the input. In this model, we limit ourselves to square problems, whih is to say that
n may be onsidered as both the number of postrhinal neurons and the number of entorhinal neurons of the
targeted layer. Let us also assume that the input follows the dynamis desribed above. The postrhinal input
enters the iruitry at the superial layers of EC through two parallel onnetion systems RII ∈ R
n×n
and
RIII ∈ R
n×n
, so, we assume that the number of prinipal ells in eah superial layer is equal and is also
n. These onnetion systems may only transmit ortial input to HR, so their tuning is omitted: admitting
the lak of knowledge onerning the exat nature of the parallel postrhinal inputs, we may suppose that
RII = RIII = I, where I ∈ R
n×n
denotes the n × n identity matrix. When the proess of learning the
matries is onsidered, a temporal index is shown in most ases. For better readability the time index is
dropped for non-tunable matries and in the dynamial equations.
>From EC II/III the signals are sent to the hippoampus through the diret, i.e., EC III→CA1, and the
indiret,tri-synapti i.e., EC II→CA1 pathways (denoted by subsripts `dir' and `tri' on the right hand side
of Fig. 1, respetively).
Detailed orrespondene between the funtional model and the neural layers of the HR
The formal desription has some diret onsequenes onerning the potential roles of the dierent layers
of the HR. First, it is obvious that innovation (that is the omparison of the predited and atual inputs)
an only be stored in a layer that not only reeives the input, but is also the target of inhibitory feedbak.
Due to its widespread inhibitory network, EC II is assigned to hold the innovation. The ativity at EC II is
as follows:
(4.16) nz(t+ 1) = RIIx(t+ 1) +QIIh(t)−Ky(t),
where y(t) and h(t) denote the ativity at EC III and EC V/VI, respetively. (Roman subsripts of the
onnetion matries denote the number of targeted layers.) Connetions from EC III to EC II, denoted by
K, are assumed to be mostly inhibitory. The reason for this assumption is that the vast majority of the deep
to superial onnetions are exitatory and mostly target prinipal ells in EC II [van Haeften et al., 2003℄
and the ortial inputs are also of exitatory nature. In turn, K is the andidate onnetion system that
eetively targets the inhibitory network of EC II. Here, the role of QII is to whiten the innovation, whereas
the role ofK is to ensure that the emerging ativity pattern is indeed proportional to the required innovation.
Equation (4.16) and the onnetivity of the HR implies that y(t) should be proportional to the input
and is made of two terms from bottom-up and top-down ontributions. The ativity of EC III is thus the
following:
(4.17) y(t) = RIIIx(t) +QIIIh(t),
where QIII  in aordane with the redundany redution priniple  is assumed to deorrelate the
ativity at the targeted layer, EC III. However, deorrelation of quantity y(t) may inuene (distort) the
innovation in EC II. This raises some doubts, beause quantity nz(t+1)might be ontaminated by preditable
omponents, or its whiteness might be spoiled. In turn, tuning of matrix K should somehow ounterat both
problems under the onstraint that learning is Hebbian. The solution to this threefold problem is an emerging
property in our model.
As was noted earlier, CA1 has a entral loation sine it is targeted by both layers EC III and EC II via
Wdir(t) ∈ R
n×n
and Wtri(t) ∈ R
n×n
, respetively:
s(t) = Wdir(t)y(t),
where s(t) ∈ Rn denotes the ativity of CA1, if its driving input is projeted from EC III and
(4.18) e(t) = Wtri(t)ny(t),
11
where e(t) ∈ Rn denotes the ativity of CA1, if its driving input is projeted from EC II. Following
the proposal of [L®rinz, 1998, L®rinz and Buzsáki, 2000℄ and supported by the experimental ndings of
[Redish et al., 2001℄, independent omponents should be expressed in CA1. In turn, we believe transforma-
tions Wdir(t) and Wtri(t) realize the atual signal separation and provide approximate independent ompo-
nents. We note that aording to Eq. (4.2) e(t) should be equal to the innovation of s(t). However, unlike
in the superial layers, there are no reurrent ollaterals in CA1. This means that for properly tuned QII ,
QIII and K, the two bottom-up transformations, i.e., Wtri and Wdir should beome eetively idential in
the absene of reurrent ollaterals.
CA1 signals may leave the loop through the subiulum or they may be sent bak to the deep layers of EC
via the onnetion system denoted by V ∈ Rn×n. (On the intriguing properties of V (not modeled here),
see [Naber et al., 2001℄).
In line with [L®rinz et al., 2002℄, a entral funtion of the deep layers of EC may be pattern ompletion.
However, as was already noted, foring independene does not support pattern ompletion. It is also known
?that ativity patterns of the deep layers of EC are not in fat independent [Sargolini et al., 2006℄. This
implies that `remixing' of the omponents is advantageous. Of the many possibilities, whitening seems the
most straightforward transformation, as it does not inrease the number of transformations within the EC-
HC iruitry. The resulting patterns may show higher-order orrelations supporting the task of pattern
ompletion. Sine the internal preditive system is based on the intensive use of reurrent onnetions, only
CA3 and EC V/VI may be onsidered. If our assumption about the roles of the superial layers are valid,
then EC V/VI should realize the preditive system sine CA3 is not supposed to reeive signiant input
from EC III.
Consequently, the ativity at EC V/VI an be written as:
(4.19) h(t+ 1) = Mhh(t) + nh(t),
where preditive system Mh an propagate ativity h(t) in time, h(t) = V s(t) and nh(t) = V e(t). In
addition to onveying information from CA1, V is responsible for the deorrelation of the ativity patterns.
Mh is an approximation of the dynamial model underlying the observations (see Eq. (4.2)). The queuing
of the arrival of the two dierent inputs (s(t) and e(t)) requires a mehanism that an maintain ativity
long enough to enable integration. Experimental ndings on gradually modiable persistent ativity in EC
V [Egorov et al., 2002℄ may support this proposal.
At last, the deep layers projet bak to EC II and EC III via QII and QIII , respetively.
Learning proesses
For dierent reasons, 3 onnetion systems are assumed to deorrelate the ativity of their targeted layer:
QII , QIII , and V . Their tuning follows the form given in Eqs. (4.13) or (4.14). For example, learning of
QII an be given as:
(4.20) ∆QII(t+ 1)
′ ∝ Q′II(t)(I − nz(t)nz(t)
′)
where ny(t) is the emerging ativity of the targeted layer, EC II.
To arrive at the right form of innovation, onnetions between EC III and EC II need to be tuned. The
learning rule of K(t) is supposed to satisfy a Hebbian form, similar to Eq. (4.9)
(4.21) ∆K(t+ 1) ∝ nz(t+ 1)y(t)
′.
This is the perfet learning rule, beause it minimizes ost funtion
(4.22) J(K) =
1
2
∑
t
∣∣RIIx(t+ 1) +QIIh(t)−Ky(t)∣∣2 = 1
2
∑
t
∣∣nz(t+ 1)∣∣2.
whih is the Eulidean norm of nz. In this expression eah term is a linear transform of x with dierent
time lags. The result of the learning rule is that, apart from an arbitrary linear transformation,
Ky(t) = QIIh(t) +RIIx(t),
is satised in all instanes. This is the net result, i.e., nz(t) is indeed a linear transform of innovation nx(t).
Quantity nz(t) will be white given the learning rule for QII detailed in Eq. 4.20. In sum, learning rule
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Eq. 4.21 is Hebbian and adjusts the inhibitory ontribution until nz(t) beomes a linear transformation of
the innovation, subjet to the onstraint, that both y(t) and nz(t) are white.
Separation takes plae in both the diret and the indiret pathways, so Wdir and Wtri should undergo
tuning similar to Eq. (4.15). At this point some remarks are in order. We expet to have two separate
hannels, one for the input and one for the innovation, whih an basially reverse the mixing eet of the
very same mixing proess (see Eq. (4.1)). We have also seen that both separation proesses would probably
end up reating approximately independent omponents in the same layer (CA1). First, it is neessary to
ensure that learning in the two separation pathways onverges to approximately the same solution. Seond,
it is neessary to shedule the ativity at CA1 to avoid interferene between the patterns orresponding
to the independent omponents of the input or the innovation. Regarding the interation between Wdir
and Wtri, it is intriguing that while the original problem of ICA (that is when the mixing proess and
the omponents are unknown) is truly unsupervised, by onstraining the outputs of the tunable matrix to
some presribed outputs the learning algorithm beomes supervised. Thus, the two matries may beome
idential if one hannel dominates (supervises) the other. Physiologial onsiderations seem to suggest a
possible mehanism.
Regarding separation, in the beginning the faster diret pathway may supervise the indiret one by
providing approximately independent omponents in CA1. We note that there is a temporal oordina-
tion between the ring of the neurons that send information through the diret and the indiret paths
[Dragoi and Buzsáki, 2006℄. It is also possible that supervising signals may reah CA1 at one phase of the
theta osillations, while the signals from the tri-synapti pathway may reah CA1 at the other phase. An-
other argument is that although plae elds in CA1 begin to stabilize early (ompared to the plae elds in
CA3) and even without input from the tri-synapti route, full stabilization takes muh longer. We suggest
that the two routes work together. The early stabilization results in approximate independent omponents
if the signal from EC III is ontaminated by large temporal orrelations. The task of the indiret route may
be to diminish this kind of temporal dependene and to proeed with the separation of the soures, but this
is a slower proess.
Following our hypothesis, tuning ofWdir(t) andWtri(t) may assume two dierent forms during the ourse
of learning:
∆Wdir/tri(t+ 1)
′ ∝ Wdir/tri(t)
′(I − s(t) f(s(t))′)(4.23)
∆Wdir/tri(t+ 1)
′ ∝ Wdir/tri(t)
′(I − e(t) f(e(t))′).(4.24)
where f(·) is an (almost) arbitrary omponent-wise nonlinear funtion.
In the formal model we have seen that all these transformations are required to provide the right informa-
tion for the internal preditive model. However, this model also needs tuning in order to math the observed
signals.
The approximation of preditive matrixMh  as with all preditive matries in the model  an be written
as follows:
(4.25) ∆Mh(t+ 1) ∝ nh(t+ 1)h(t)
′
This rule trains matrix Mh to optimize predition in with? Eulidean norm norms?. Due to the sheduled
arrival, we need to suppose that the time window is broad enough to enable interation of the transformed
input signal and the innovation. As we see, training is Hebbian, but a detailed mehanism that would
atually be able to arry on this tuning is missing. Nevertheless, we onjeture that the double loops of
the diret and indiret pathways have a fundamental role in tunneling the right information at the right
time. It is worth noting that this assumption is also supported by the experimental nding that ativity
in CA3 under one theta osillation (50-80ms) may orrespond to 1 seond of the external sensory ow.
Unfortunately, available experimental data is not suient to better model this interplay.
In summary, if all transformations are optimally tuned, then (1), temporal orrelations F are learnt and
represented in the internal model through matrix Mh, (2), the hidden proesses h an be estimated by the
learnt model and (3), the true independent auses e an also be revealed. Note that two main goals are
ahieved; the independent auses (e) are revealed up to an arbitrary permutation, sale and sign, and the
preditive matrix F is learnt up to a linear transformation.
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Figure 2: (a): Cirular maze, diameter: 2m, with a short sample trajetory. Step size varies between 11 and
55 m. (b): Sample input to the loop in the form of an ativity map within the maze (see, Eq. (4.27) for
details). Ativity map is shown in arbitrary units.
In the next setion we turn bak to the original problem of the emergene of partiular spatial ativity at
dierent parts of the HR. In the simulations the transformations assigned to dierent parts of the loop are
implemented and applied on strutured high dimensional inputs ontaining spatial information. The goal is
to study whether the emergent ativity at the dierent modules orresponding to e.g. CA1 and ECII/ECIII
resembles that found experimentally.
Results III: Simulations
We present a series of simulations with inputs of inreasing omplexity. The more realisti the inputs,
the more omplex the omputations that are required to extrat spatial information. In doing so, the role
of dierent modules an be highlighted.
In our sample simulations a virtual rat has explored a 2 m wide, open-eld irular maze. Similar results
were reahed using a square maze. The path has been generated as follows: the rat runs on a linear path at
a onstant speed and makes a small random turn at eah step with a given hane. It also makes a random
turn if it `senses' that it may ollide with the wall. Input sampling has been xed to 55 m. The length of
this random trajetory and input sampling were hosen to get a fair overage of the full area of the maze with
a reasonable number of samples. The maze and a sample trajetory is shown in Fig. 2. Inputs orresponding
to turns may only be interpreted by higher order autoregressive proesses for whih the order would be about
the average number of steps in a single diretion. As the implemented internal model assumes rst order
proesses (see the omment at Eq. (4.2)), suh inputs have been exluded. We shall ome bak to this point
in Setion 5.
The most restritive approximation in our simulations is that the input ontains information about the
loal ues only, no distal information is inluded. One might think that the input is a mixture of smells that
diers from point to point. This loal nature implies that parametri maze distortions an not be modeled in
this framework. On the other hand, this simpliation exluded any artifat that would result from arbitrary
modeling of low-level sensory proessing. Instead, we simply mimiked postrhinal (`parahippoampal' in
primates) [Burwell and Hafeman, 2003℄ inputs. In ontrast to perirhinal input [Eaott and Gaan, 2005℄,
postrhinal input is assumed to reet hanges of spatial properties or diretly arry spatial information
(albeit in weak orrelations, [Fyhn et al., 2004℄). Suh spatial dependene of the postrhinal ativity was
approximated by rst reating n Gaussian pathes with eah Gaussian having a maximum amplitude of 1:
(4.26) gi(p) = exp
(
−
(p− ci)
2
σ2i
)
,
where p ∈ R2 denotes the oordinate vetor of the rat, ci ∈ R
2
is the oordinate vetor of the enter of the
ith Gaussian, and i ∈ {1, . . . , 1000}. Centers ci were drawn from the uniform distribution over the full maze
while σi were uniformly drawn from the range [20 m, 40 m℄.
Input x was reated by using a random, binary mixing matrix G ∈ [0, 1]1000×1000 over the set of the
Gaussians:
(4.27) x(t) = Gg(p(t)),
14
where p(t) denotes the oordinates of the rat in the maze at time t and the ith omponent of vetor g ∈ R1000
is gi(p(t)) at time t. Eah row of matrix G ontains 20 positive non-zero elements on average. The resulting
ativity map for a single omponent of x(t) ∈ R1000, i.e., for one of our `sensors' is shown in Fig. 2(b).
In simulation #1 the input to the model was exatly as dened in (4.27).
In simulation #2 50 more units were added, so the dimension of the input, x(t) was 1050. The new units
`sensed' diretions and had no spatial dependene. The diretion sensitivity has been dened as:
(4.28) xi = fi(φ) = max(0, cos(φ− φi)),
for i ∈ {1001, . . .1050}, where φ denotes the diretion between the last and the urrent positions and φi
denotes the diretion for whih the ith omponent (1000 < i ≤ 1050) is the most sensitive. This partiular
hoie results in broadly tuned (∼ pi/2) diretional ativities.
In simulation #3, instead of mixing the units that arry dierent information, we used 1000 onjuntive
inputs that arried spatial and diretional information:
(4.29) xi(t) = fi(φ(t)) [Gg(x(t), y(t))]i
where φ(t) is the diretion of the rat at time t.
Last, in simulation #4, we used low-pass ltered versions of the inputs of simulation #3:
(4.30) x(tc)(t+ 1) = (1− α)x(tc)(t) + αx(t + 1)
where supersript `tc' stands for `temporally onvolved'. This is essentially the simplest autoregressive
proess regarding Eq. (4.2).
Spatial analysis
As opposed to real spiking data, linear transformations may give rise to negative signals. In turn, the
orrespondene between the unit ativity values after eah transformation and the neurons' responses is not
straightforward. In order to generate the ativity maps of the input units, rst we disretized the spae (the
resolution was 30 so a bin is 6.67 m×6.67 m, whih is omparable to [Hafting et al., 2005a℄), and for eah
bin we summed up the ativity measured in those steps that ended in the given bin. This spatial averaging
smoothes out the artifats aused by unattended spots. The ativity after, e.g., deorrelation may assume
negative values, so the data were half-wave retied (lipped) and saled to range [0, 1].
ICA is invariant for the hange of sign [Jutten and Herault, 1991℄. In turn, the sign of an ativity map
has been dened by the average sign of the rst 10 bins with the highest absolute value. That is, if more
than 5 units were negative, we simply ipped the sign of the map. The resulting maps were then half-wave
retied. We also omputed the 2 dimensional normalized autoorrelation for eah ativity map.
The spatial analysis of the peak ativity regions for the autoorrelation image has been done
by tting a grid on the loally maximal points using Delaunay-triangulation [Markus et al., 1995,
Takás and L®rinz, 2007℄. Border verties and nodes have been exluded from the analysis. Verties are
onsidered as internal if they belong to two triangles and nodes are internal if they only onnet to other
nodes through internal verties. To haraterize the regularity of the resulting grids, we alulated the ver-
tex length and the angle distribution. Disretization, however, denes a lower bound of the edge length,
whih is about 2 bins, that is ∼ 13.34 cm. Beause the mean angle in Delaunay-triangulation is obviously
60 degrees, the spread around this value (that is the standard deviation, or std for short) an be used to
quantify regularity. The distribution of the mean vertex lengths and the distribution of the std of the angle
values for the whole population have been used to ompare the spatial harateristis of the input set and
the set of the transformed signals.
For simulations #2, #3, and #4, diretion sensitivity has also been analyzed. To show the spatial
distribution of the diretion sensitivity, we disretized the ativity maps into 10 × 10 bins and in eah bin
we olleted those steps that ended in that bin. Their diretion, weighted by the response value at the end
point, was then added up. The resulting direted ativity values an be visualized in a `diretion-eld' plot.
In order to haraterize the spatial heterogeneity of the diretional seletivity, the direted values may also
be grouped aording to their diretion and these lumped sum values will be presented on a polar plot.
These analysis serve to haraterize the strength of spatial heterogeneity in diretion seletivity.
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Figure 3: Simulation #1: position dependent input. (a-d): eah olumn shows the output of dierent
deorrelating units (PCA). First row: half-wave retied and saled ativity maps (0: blak, 1: white).
Seond row: 2D autoorrelation funtion of the ativity maps and the tted grids. Third row: vertex angle
histogram for the tted grids. (e-f): umulative statistis over all grids. (e): histogram of the mean edge
length of the grids for the input set and the PCA units. (f): histogram of the standard deviation of the
vertex angles for the input set and the PCA units. (g-i): sign orreted ativity maps of three separating
(ICA) units. Response is loalized. (j): superimposed map of all ICA units demonstrating that the loalized
units over the full maze.
Simulation #1: diretion-independent input
Standard PCA redued the dimension of the deorrelated input from 1000 to 852 as the remaining eigen-
values were below the level of numerial preision. The rst 127 dimensions arried 95% of the total variane
and the rst 203 arried 99%. The resulting ativity maps are omparable to the ring rate maps shown in
[Hafting et al., 2005a℄.
Subgures 3 (a-d) show the spatial ativity of 4 sample units. The rst row depits the lipped ativity
maps. We put the 2D autoorrelation funtions of the ativity maps and the superimposed grids into the
seond row. Note that the peak-to-peak distane varies over a broad range. The third row represents the
vertex angle distribution of the orresponding grids. Narrower distribution means more uniform verties and
thus a more symmetri grid. Subgures 3(e) and (f) show umulative statistis onerning the grids. Only
the grids of the rst 220 largest eigenvalues have been used in these analyses as the rest are mostly noise.
Subgure 3(e) ompares the distribution of the mean vertex length of the tted grids for the input ativity
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maps and the ativity maps of the deorrelated inputs. Subgure 3(f) ompares the distribution of the
standard deviation of the vertex angles of the tted grids. Again, for hexagonal-like grids, the smaller the
standard deviation, the larger the regularity. While the experimental data available to us is not suient for
omparisons, we an safely laim that these grids do over a range similar to those of [Hafting et al., 2005a℄.
These diagrams unambiguously show that the `gridness' of ativity has inreased signiantly due to the
deorrelation step. Sine the reation of the input is essentially equal to a random mixture, the eet we
show here is not an artifat.
For the sake of ompleteness, the eet of separation is also shown. It was demonstrated in
[Takás and L®rinz, 2007, Franzius et al., 2007℄ that inputs with grid-like spatial ativity patterns an be
transformed into more loalized `plae ell'-like ativity patterns by imposing independene or sparseness on
the omponents of ativity. As deorrelation in our simulations already yields grid ativity, separation (into
independent omponents) naturally resulted in unimodal plae-ell like ativity maps. Subgures 3(g-i) show
three sample units and subgure 3(j) depits the superposition of ativity maps of 60 independent units.
The resulting overage may be interpreted as oarse grain disretization of a low-dimensional spae (in our
partiular ase, the relevant dimension is 2).
Simulation #2: Mixture of diretion-independent and position-independent inputs
After deorrelation most grid strutures were almost idential to those of simulation #1 (Fig. 4(a-d)).
However, many units also showed a ertain degree of diretion seletivity, too. Clearly this ensemble of units
with dierent dependenies shows an apparent onjuntive representation of position and diretion. Similar
representation was found in dMEC III-V [Sargolini et al., 2006℄. However, separation after deorrelation
unambiguously shows (Fig. 4(e-g)) that there are now 2 relevant subspaes: diretion and position. While
most ells showed plae-ell like ativity (e.g. Fig. 4(e)), the rest of the units showed no spatial dependene:
they were seletive only for diretion. For eah subspae, separation essentially resulted in a oarse grain
disretization. We emphasize that the deoupling of the diretional information did not require any preditive
mehanism in this ase. It an be explained by the fat that a subgroup of the original inputs ontained
expliit diretional information so their ativity statistis are obviously dierent from the other units in the
linear mixture.
Simulation #3: Position and diretion dependent inputs
For true onjuntive inputs (i.e. all input units show both position and diretion seletivity), two hanges
an be seen in the ativity maps of the deorrelating units (Fig. 5)(a-d). First, all units inherited the
onjuntive property showing some diretion seletivity on top of the grid-like spaing. Seond, regularity
and symmetry properties degraded in both subspaes ompared to those of Fig. 4(a-d). The output of the
separating units (ICA), in ontrast to Simulation #2, now all showed signiant diretion seletivity as well
(Fig. 5)(e-f). It implies that the ICA units are again loal, but now in 3 dimensions: ICA ells basially
disretize the Cartesian produt of the 2 dimensional maze and the 1 dimensional spae of diretions.
Aording to our hypothesis, the internal model realized in the deep layers of the entorhinal ortex is
responsible for restoring the deoupling between preditable (i.e., diretion seletive) and nonpreditable
information. In turn, we expet to see weaker diretion seletivity if the preditive model is also part of the
omputations (the iruitry now works on the dierene (innovation) between the input and the expetation
of the system's internal model, see Eq. (4.16)). If the internal model is orretly tuned, then diretional
sensitivity should disappear from the innovation, resulting in lear hexagonal spaing again. Furthermore, we
should see a diminished diretion seletivity in plae ell ativity as well. Indeed, the diretional sensitivity of
the innovation of the deorrelated inputs dereased onsiderably, although the hexagonal struture of Fig. 5
did not improve signiantly (results are not shown). In addition, separation of the innovation yielded loal
ativity with diminished diretion seletivity as predited (Fig. 6).
Simulation #4: Temporally onvolved position and diretion dependent inputs
As we noted earlier, theta osillation may be responsible for time ompression in the HR, whih  from the
omputational point of view  orresponds to temporally onvolved inputs. The resulting moving average
would probably highlight those fators that hange less abruptly. In our ase, apart from the turns taken in
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Figure 4: Simulation #2: mixture of purely position and purely diretion seletive inputs. (a-d): olumns
orrespond to the output of dierent deorrelating units (PCA). First row: half-wave retied and saled
ativity maps. Seond row: 2D autoorrelation funtion of the ativity map and the tted grid. Third row:
spatial distribution of the diretion seletivity is shown on a square grid of size 10x10. Fourth row: overall
diretion seletivity in the form of a polar plot. (e-g): olumns orrespond to the output of dierent separating
units (ICA). First row: sign ipped, half-wave retied ativity maps. Seond row: spatial distribution of
the diretion seletivity is shown on a square grid of size 10x10. Third row: overall diretion seletivity in
the form of a polar plot.
order to avoid ollisions, diretional information is either onstant or varies slowly over a longer time interval.
In turn, we expet to see that separation on the temporally onvolved inputs olleted during linear motion
would yield stronger diretion sensitivity with larger and less preise plae elds (Fig. 7), similar to those
found in the dierent areas of the subiular omplex [Sharp, 1996℄. Diretion seletivity has a muh ner
sale than the half-retied osine dependene used for the inputs.
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Figure 5: Simulation #3: position and diretion seletive inputs. (a-d): olumns orrespond to the output
of dierent deorrelating units (PCA). First row: half-wave retied and saled ativity maps. Seond row:
2D autoorrelation funtion of the ativity map and the tted grid. Third row: spatial distribution of the
diretion seletivity is shown on a square grid of size 10x10. Fourth row: overall diretion seletivity in the
form of a polar plot. (e-g): olumns orrespond to the output of dierent separating units (ICA). Fifth row:
sign ipped, half-wave retied ativity maps. Sixth row: spatial distribution of the diretion seletivity is
shown on a square grid of size 10x10. Seventh row: overall diretion seletivity in the form of a polar plot.
5. Disussion
In this last setion, we analyze the simulation results and re-evaluate the funtional mapping of our
omputational model. These onsiderations then lead to some preditions about the HR. We onlude with
a disussion of a few issues still left unresolved and identify possible further improvements.
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Figure 6: Innovation on the deorrelated onjuntive inputs. (a-): olumns orrespond to the output
of dierent separating (ICA) units. First row: half-wave retied ativity maps. Seond row: spatial
distribution of the diretion seletivity is shown on a square grid of size 10x10. Third row: overall diretion
seletivity in the form of a polar plot.
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Figure 7: Separation on temporally onvolved, position and diretion dependent inputs. (a-): eah olumn
orresponds to dierent ICA output units. First row: sign ipped and half-wave retied ativity maps.
Seond row: spatial distribution of the diretion seletivity is shown on a square grid of size 10x10. Third
row: overall diretion seletivity in the form of a polar plot.
Interpretation of the simulation results
Although our model onstrut is based on general ideas about eient representation of sensory events,
when applied to spatially anhored inputs it has shown some intriguing properties that an diretly orre-
spond to experimental data.
The model orrespondenes have already been supported by the rst simulation in that grid-like ativity
has appeared in exatly those modules the neural substrates of whih were reported to present this partiular
ativity. One grid-like ativity is present, foring independene results in loalized ativity, as was shown
for example, in [Franzius et al., 2007℄. What is more interesting, though, is that reiproity (i.e., plae ells
are needed to get stable grid ells) an also be explained by the loopy struture of our model. Another
observation is that the weak overlap among the resulting plae elds an be onsidered as disretization of
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the spae. Similarly to what was found rst in [L®rinz et al., 2001℄, this is what ICA seems to do if there
is a small dimensional spae behind the high dimensional inputs.
In Simulation #2, diretional information was introdued by mixing output of position dependent and
purely diretion dependent units. Let us remark here that no suh labeling as position or diretion was given
in the model. The proposed algorithms simply extrat statistial properties of the input ensemble. This
simulation yielded two interesting results. The rst one is that grid ells now show onjuntive behavior
as well: in addition to pure position dependene, many units appear to depend on both spae and dire-
tion. The other result that independent omponents now either show spatially loalized ativity with no
diretion seletivity or demonstrate lear diretion-seletivity without any partiular position dependene is
a onsequene of our input preparation, beause we mixed two signals with dierent statistial properties
and ICA separated them. Now, ICA disretizes two distint subspaes separately; the spae of position and
the diretional spae. This is not unlike how information ow is supposed to take plae between CA1 and
subiulum. It is, however, interesting that despite the signiant temporal orrelation arried by diretional
information, separation alone (i.e. without ativation of the preditive system) was able to deouple these
dierent piees of information. These observations also show the robustness of the ICA algorithm.
In Simulation #3, all input units had position and diretion dependene (sampled from the produt
spae of positional and diretional information). In this ase deorrelation and extration of the omponents
yielded distorted, less regular grid ativity and all independent omponents showed diretional dependene
as well. Now, separation disretized the 3 dimensional onjuntive spae of position and diretion. However,
turning on the preditive system signiantly lessened the diretional seletivity of the EC II grid units, in
aordane with the experimental ndings. In turn, the extrated independent omponents of the EC II
outputs also showed less diretional dependene.
In Simulation #4 we were interested in what happens if orrelations at dierent time sales (diretional
information and temporal onvolution) are present in the input. The most important result here is that
onvolution (`moving-average') atually failitates the deoupling: narrowly tuned diretion seletive units
appeared with large, less preisely dened plae elds. This kind of ativity is similar to what has been
reported on the subiular omplex.
Consequenes and preditions
The results presented here have some diret onsequenes for the mapping. As deorrelation learly
yields grid-like ativity and suh ativity has been found in the deep EC layers as well, arbitrariness in the
hoie of the CA1 aerents of EC deep layer (matrix V ) may be resolved. Deorrelation seems appropriate.
Another onsequene is that depending on the temporal struture of the input, after realizing these partiular
orrelations separating transformations may eiently hannel the information. Although we omitted the
modeling of the subiular omplex, this observation may explain the existene of the distal/proximal loops
between CA1, subiulum and EC [Gigg, 2006℄.
Before presenting our onjetures and preditions, let us reap the logi behind them. First we laimed
that a memory system is eient if the resulting representations (1) support a preditive internal model of
sensory events, (2) an be interpreted in a probabilisti framework to ope with unertainties and (3) an
be fatored to maintain the redundany redution priniple, but also help reveal relevant subspaes. These
high level funtional motivations lead to a omputational model that an explain the sensory input in terms
of independent auses and an also predit the temporal hanges of these auses and their interations.
The preditive faulty of the proposed struture is realized in an internal model that an take into aount
intrinsi (e.g. self-motion indued) and extrinsi hanges in the observed signals. It is worth noting here
that suh distintions are only meaningful if ontrol of the intrinsi hanges (for instane, hanging the pae
through appropriate motor ommands) is possible. The required omputational stages form a loop in whih
learning (tuning) and funtioning are tightly oupled. The loopy struture implies that the HR onnets the
downstream and upstream information ow between the eerent and aerent pathways.
Next we attempted to map the proposed funtional model onto the neuronal substrate by enumerating
supporting anatomial, physiologial and behavioral data. Due to omplexity of the problem a series of
simpliations had to be introdued. Our large sale funtional model ignores ne temporal sales, thus
(1) rate based oding of information is suient. We also redue the diulty by fousing only on (2)
linear transformations  apart from the retiation of the neuronal outputs  although eah stage an
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also be extended to be nonlinear. We intend to provide (3) a network level desription only, in whih
the transformations are arried out by similar omputational units. These onsiderations together with
the validating simulations, whih were speially aimed at studying spatial dependene, may lead to the
following onjetures:
(1) The ore transformation of the iruitry may be seen as a realization of independent proess analysis
whih provides a two stage solution to reover hidden omponents as well as the dynamis.
(a) In one stage separation of independent (hidden) auses and their orresponding subspaes may
take plae. The HC plays a ruial role in mapping independent oordinates suh as position
and diretion to dierent areas. Grouping of the omponents of the non-independent fators
may our by using the information about their `non-independene', i.e., within the subspaes
themselves.
(b) In the other stage, a preditive system is implemented that an be ne tuned to t the temporal
sale of the evolution of the observed signals. Due to the interplay between these two funtions,
deorrelation and separation take plae repeatedly along both the diret and the tri-synapti
routes.
(2) Depending on the apaity of the available resoures, separation an be seen as a means (1) of nding
separable subspaes and (2) of disretizing these low dimensional subspaes. Position and diretion,
for instane, an be seen as two omplementary but independent piees of information. In turn,
separation has a entral role in shaping the responses of both the plae and the head diretion ells.
(3) The preditive internal model is maintained by EC V/VI
(4) The innovation term is formed in EC II through a omplex interation of at least 3 dierent areas
projeting to the given layer.
(5) The main input is held in EC III
(6) The innovation term is the net result of the omparison of the expeted input produed by the
preditive system and the real input. Suh omparison is made possible through the ativation (by
the EC III to EC II onnetions) of the widespread inhibitory network of EC II.
(7) For both the innovation and the input, bottom-up and top-down onnetions work in onert to
ahieve deorrelation.
(8) Atual separation is arried out in both the diret and the tri-synapti pathways, resulting in inde-
pendent ativity in CA1. The two proesses interat during learning as well as funtioning.
(9) Foring independene may interfere with predition, so some remixing is needed. Whitening seemed
to be a natural hoie, and this was supported by the omparison of the simulation results (grid
ativity emerges by deorrelation) with the experimental ndings (grid ativity an be found in all
layers of dMEC).
(10) The loopy struture and the whitening role of EC deep to EC superial onnetions explains the
fat that when the HC is removed signals of both superial layers of EC hange [Fyhn et al., 2004℄.
The resulting mapping is an improvement over the one proposed in [L®rinz and Buzsáki, 2000,
L®rinz et al., 2002℄ where deorrelation was assigned to CA3. This modiation is neessary
[Takás and L®rinz, 2007℄, beause in applying deorrelation to spatially dened inputs grid like ativ-
ity emerges and suh grids were found in the entorhinal ortex and not in the CA3. In our model the
main role of the deep-to-superial onnetions is whitening, whereas the omparator role of EC layer II
[L®rinz and Buzsáki, 2000, L®rinz et al., 2002℄ has not been modied.
Regarding spatial information, simulations revealed that deoupling of diretional and positional infor-
mation is viable in our model framework. If the neuronal mapping is orret, this deoupling denes the
interplay between the hippoampus proper (responsible for shaping and maintaining primarily positional
information) and the subiular omplex (responsible for diretional information). It may also explain the
neessity of the two parallel routes. Beause the proximal and distant targets dier in the two areas, it is
possible that omputations are similar at the CA1 and at the subiulum.
These onsiderations imply the following preditions:
Subspae separation: At the initial stage of plae eld stabilization in CA1 ells may show gradually
diminishing diretion sensitivity. If this onjeture is not supported by experimental ndings, then
plae eld formation annot be explained by applying purely statistial onsiderations.
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Top-down inuenes: The key role of the deep layers of EC in extrating temporal dependenies (i.e.
separating the preditable parts) implies that perturbation at these layers would result in a faulty
predition system and a weaker representation of diretions in the subiular omplex. In partiular,
hanges in the ativity of EC superial layer neurons are expeted. If suh hanges indeed exist,
then the harateristi properties of these hanges provide information about top-down inuenes
on input ltering: modulation of the internal dynamial model may hange the information that
traverses to the CA1 subeld.
Distortions: In the model, parametri distortion of the grids ([Barry et al., 2007℄) may only be demon-
strated by providing information about the motor eerents or by providing aess to ontrol the
proessing of sensory information.
Proessing along the diret pathway is faster, as fewer transformations are involved. However, when
temporal orrelations are present, the resulting omponents may be distorted. In this ase, the tri-synati
pathway is expeted to beome dominant, as an diminish these orrelations. In sum, the varying inuene
of the two pathways may ause the temporary diretion seletivity of the emerging plae elds.
In our proposal, learning in the diret and tri-synapti pathways takes plae at dierent speeds. As
independent soures should be developed on i.i.d. soures we would expet that the CA1 responses are
dened by the tri-synapti pathway at least at the ne tuning stage of learning. Aording to the experiments
[Sybirska et al., 2000℄, eah pathway an form stable plae elds in the absene of the other. The proessing
along the diret pathway is probably faster [Leutgeb et al., 2004℄ and we think that this is due to lak of
temporal deorrelation in this pathway. However, when temporal deorrelation is present, the tri-synapti
route may take the lead in tuning CA1. Both proximal and distant dendrites may play a role in learning the
separation transformations, espeially in the oordination of the ICA omponents.
The seond predition emphasizes the fat that physial onstraints of the animal's motion set the temporal
sale of hanges in diretion. If the preditive internal model annot orretly register this timesale, then
extration of the this kind of information will be impaired while reovery of positional information remains
intat.
The last predition deserves some omments. As the main omputations in our model are aimed at har-
aterizing a set of inputs by extrating statistial information, any hange in the underlying statistis would
result in strong distortions of the emerging ativity pattern (see Simulations # 3 and #4). Introduing
ontrol would aet the expetations of the internal model, whih in turn would modify the preditions as
well. If ontrol information an be used as an internal metri, then it may help to realibrate alloentri
sensory information by modifying the expetations. This proess, however, diers from relearning the un-
derlying statistis. Although a surprisingly large number of properties an already be shown by our simple
model without the ontext of any information on motor ations, it is known [Buzsáki, 2006℄ that maps in
the hippoampus need motor ations and also dead rekoning builds on explorative trajetories with long
and almost straight segments with intermittent random turns.
Falsifying issues
We onsider the onsequenes of our preditions ruial in our model onept. The rst issue is that
our model relies heavily on the strong oupling between bottom-up and top-down information for both the
whitening and the separation stages. In addition laim onerning basially idential transformation (the
similarity betweenWdir andWtri) is quite restritive. If this onstraint is not experimentally supported then
serious reonsideration seems neessary.
The other issue regards the eet of goal-oriented behavior. Although we have seen that our model
yields orthogonal hexagrid tiling, the resulting grids are not oriented. Oriented grids, however, may not be
formed without additional onstraints in our model. Based on the arguments onerning the dierentiation
of internal and external observation signals we believe that integration with ontrol [Szita and L®rinz, 2004℄
over the observation proess ould yield the desired property.
23
Open issues
While the model we have proposed suessfully repliated the reported spae-dependent ativity at dif-
ferent areas of the HR, several questions remain unanswered. First, we enumerate issues related either to
the urrent stage of our model onstrution or to the partiular form of the presented simulations.
In our simulations we used loally dened inputs and did not model sensory assoiations between loal
and distal ues. Suh binding is not trivial and remains a hot issue for example in omputer vision.
Although we showed that separation of relevant low-dimensional subspaes is possible, the mehanism of
regrouping or fusion of the fators belonging to the same subspae is not yet known. We suppose that the
partiular ross talk between CA1 and the subiulum [Gigg, 2006℄ may provide a lue.
As regards predition, even for the simplest ase of the rst order autoregressive proess the training of
the preditive matrix is quite involved, as the required innovation and signal terms are supposedly stored
in dierent areas. In turn, queuing their arrival is very fundamental. At present it is not known what kind
of network mehanism may set the timing. As was suggested in [Dragoi and Buzsáki, 2006℄, one andidate
would be the network level theta-osillation that may gate information transfer to the deep layers of EC. In
favor of this proposal, it is known that deep layer prinipal ells have distintive theta modulation properties
(see, e.g., [Chrobak et al., 2000℄ and referenes therein) and LTP in the deep layers of the EC may be
preferentially responsive to slow patterned ativity [Yun et al., 2002℄.
In the following, we name a few important properties of the hippoampal region not yet integrated into
the model.
One relevant question onerns how the memory system an store information after one enounter (`one-
shot' learning). This phenomena probably requires an additional mehanism not yet inorporated into our
model sine it is not based on statistial learning priniples. Suh a mehanism ould be simple and Hebbian
[Körmendy-Ráz et al., 1999℄.
Setting aside this prompt learning, onsolidating the aquired knowledge usually takes more time. Pre-
sumably sequential replay of previously formed ativity patterns in CA3 may failitate this proess. In line
with our initial assumptions we onjeture that forward replay may atually help shape the preditive system,
while reverse replay is required to form better strategies for goal-oriented behavior [Sutton and Barto, 1998℄.
To dene goals and behavior for our system, rst a ontrol mehanism should be integrated. Suh a meh-
anism would aet the sampling of the available inputs by hanging the trajetory. In the simulations, we
introdued one form of temporal onvolution, but it is known that HR is able to represent sequenes of
spatiotemporal ativity patterns in a temporally ompressed form of varying timesales. Suh highly versa-
tile onvolution makes deoding even harder. It was suggested [L®rinz and Buzsáki, 2000℄ that this task is
assigned to the EC-DG-CA3 loop. A further improvement of our model would be to inorporate this loop
as well.
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