The paper studies the problem of reachability for linear systems in the presence of uncertain input disturbances that may also be interpreted as the action of an adversary in a game-theoretic setting.
Introduction
Recent developments in real-time automation have promoted new interest in the reachability problem-the computation of the set of states reachable by a controlled process through available controls. The problem is usually studied assuming the system is known. However, if the system is subject to unknown disturbances, it becomes necessary to compute the states reachable despite the disturbances or, if exact reachability is impossible, to find the guaranteed errors for reachability. These questions, implicit in traditional studies of feedback control under uncertainty, [10] , [25] , [4] , [9] , [12] , have also been considered for the case of hybrid and other transition systems [1] , [26] , [18] , [5] .
This leads us to the topic of the present paper which is reachability under uncertainy, for continuous-time linear systems with input uncertainty and prespecified geometric (hard) bounds on the controls and the unknown inputs or disturbance. It is well-known that in this case the reach set under closed-loop control with continuous state observation is in general larger than the reach set under open-loop control without such observation.
An intermediate situation is when the observation arrives at given isolated instances of time. In that case one has to deal with reachability under possible corrections of the control at isolated instants of time. Here we distinguish between corrections implemented through anticipative control (when the future disturbance is known) and nonanticipative control, when it is unknown. In the limit, as the number of corrections tends to infinity, in both cases this leads to nonanticipative feedback control strategies that ensure reachability under uncertainty.
The basic techniques involved here are those of convex analysis and set-valued calculus applied to value functions for related minmax and maxmin problems. Sequential problems of this kind are investigated here, leading in the limit to the formulation of reachability in terms of partial differential equations of the Hamilton-Jacobi-Bellman-Isaacs type.
Uncertain dynamics. Reachability under open loop controls
We discuss reachability under unknown but bounded disturbances for the systeṁ
x = A(t)x + B(t)u + C(t)v(t),

with continuous matrix coefficients A(t), B(t), C(t).
Here x ∈ IR n is the state and u ∈ IR p is the control that may be selected either as an open loop control OLC-a Lebesgue-measurable function of time t, restricted by the inclusion u(t) ∈ P(t), a.e., (2) or as a closed-loop control CLC-a set-valued strategy
Here v ∈ IR q is the unknown input disturbance with values v(t) ∈ Q(t), a.e.
P(t), Q(t) are set-valued continuous functions with convex compact values.
The class of OLC's u(·) bounded by inclusion (2) is denoted by U O and the class of input disturbances v(·) bounded by (4) as V O . The strategies U are taken to be in U C -the class U C of CLC's that are multivalued maps U(t, x) bounded by the inclusion (3), which guarantee the solutions to equation (1) , u = U (t, x) , (which now turns into a differential inclusion), for any Lebesgue-measurable function v(·). 1 We distinguish two types of open loop reach sets-the maxmin type and the minmax type.
Definiton 1.1
An open loop reach set (OLRS) of the maxmin type (from set X 0 = X(t 0 ), at time τ ≥ t 0 ) is the set X − (τ, t 0 , X 0 ) of all vectors x such that for every disturbance v(t) ∈ Q(t), there exist an initial state x 0 ∈ X 0 and an OLC u(t) ∈ P(t) which steer the trajectory x(t), t 0 ≤ t ≤ τ , from state x 0 = x(t 0 ) to state
The set X 0 is assumed convex and compact (X 0 ∈ convIR n ).
If X − (τ, t 0 , X 0 ) turns to be empty, one may introduce the open loop µ-reachable set X − (τ, t 0 , X 0 , µ) as in Definition 1.1 except that (5) is replaced by
Here
is the ball of radius µ with center x.
Thus the OLRS X − (τ, t 0 , X 0 ) of the maxmin type is the set of points x ∈ IR n that can be reached, for any disturbance v(t) ∈ Q(t) given in advance, for the whole interval t 0 ≤ t ≤ τ , The open loop µ-reach set X − (τ, t 0 , X 0 , µ) is the set of points x ∈ IR n whose µ-neighborhood B µ (x) may be reached, for any disturbance v(t) given in advance, through some x(t 0 ) ∈ X 0 , u(·) ∈ U O . By taking µ ≥ 0 large enough, we may assume X − (τ, t 0 , X 0 , µ) = ∅.
Denote x(t, t 0 , x 0 |u(·), v(·)) to be the unique trajectory corresponding to x(t 0 ) = x 0 , control u(·) and disturbance v(·). Then ∪{x(t, t 0 , x 0 |u(·), v(·))|x(t
is the reach set in the variable u(·) ∈ U O (at time t from set X 0 ) with fixed disturbance input v(·).
This formula follows from Definition 1.1. Recall the definition of the geometrical (Minkowski) difference P−Q of sets P, Q,
Then directly from (1) one gets
Here S(s, t) stands for the matrix solution of the adjoint equation
∂S(s, t)/∂s = −S(s, t)A(t), S(t, t) = I.
In other words the set
is the geometric difference of two "ordinary" reach sets, namely, the set X(t, t 0 , X 0 |P(·), {0}) taken from X(t 0 ) = X 0 and calculated in the variable u, with v(t) ≡ 0, and the set X(t, t 0 , 0|{0}, Q(·)) taken from x(t 0 ) = 0 and calculated in the variable v, with u(·) ≡ 0. This simple geometrical interpretation is of course due to the linearity of (1).
For the µ-reachable set, we have the following lemma.
Lemma 1.2
The set X − (τ, t 0 , X 0 , µ) may be expressed as
We now define another class of open-loop reach sets under uncertainty-the OLRS of the minmax type.
Definiton 1.2 An open loop µ-reach set (OLRS) of the minmax type (from set
of all x for each of which there exists a control u(t) ∈ P(t) that assigns to each v(t) ∈ Q(t) a vector x 0 ∈ X 0 , such that the respective trajectory
Thus the µ-OLRS of minmax type consists of all x whose µ-neighborhood B µ (x) contains the states x[τ ] generated by system (1) under some control u(t) ∈ P(t) and all {v(t) ∈ Q(t), t 0 ≤ t ≤ τ } with x 0 ∈ X 0 selected depending on u, v. 2 A reasoning similar to the above leads to the following lemma.
Lemma 1.3
The set X + (τ, t 0 , X 0 , µ) may be expressed as
and
are both nonempty for some µ > 0,
We now calculate the open-loop reach sets defined above, using the techniques of convex analysis ( [22] , [12] , [14] ).
The calculation of open-loop reach sets
The calculations of this section and especially of later sections related to reachability under feedback control require a number of rather cumbersome calculations of geometrical (Minkowski) differences and their support functions. In order to simplify these calculations we transform system (1) to a simpler form. Taking the transformation z = S(t, t 0 )x, one getsż
where
Keeping the previous notations x, B, C for z, B 1 , C 1 , we thus come, without loss of generality, to the systemẋ
with the same constraints on u, v as before. For equation (10) consider the following two problems:
2 With µ = 0, it usually turns out that X
Problem (I) Given a set X 0 and x ∈ IR n , find
Problem (II) Given a set X 0 and x ∈ IR n , find
and G is a closed set in IR n . Thus
where h + (Q, G) is the the Hausdorff semidistance between compact sets Q, G, defined as
In order to calculate the function V − explicitly, we use the relations
and (see [10] , [14] for the next formula)
is the support function of G [14] . (For compact G, sup may be substituted by max.)
We thus need to calculate
which gives, after an application of (11) , and an interchange of min u , min x(τ ) and max l (see [7] ),
Due to (11) , the last formula says simply that V − is given by
It then follows that
and so (12) implies that
This gives, from the definitions of support function and geometrical difference,
which, interpreted as integrals of multivalued functions, again results in (14) .
is given by formula (14) and its support function
It is clear that if the difference
Note that function V − (τ, x, µ) may be also defined as the solution to
Direct calculations then produce the formula
which gives the same result as Problem (I).
Similarly, we may calculate
Taking into account the minimax theorem of [7] and the fact that
we come to
Here (conc h)(l) is the closed concave hull of h(l). Note that
where (conv h)(l) = h * * (l) is the closed convex hull and also the Fenchel second conjugate h * * (l) of h(l) (see [22] , [12] for the definitions).
Similarly, (18) 
Theorem 2.2
The set X + (τ, t 0 , X 0 , µ) is given by (20) and its support function ρ(l|X + (τ, t 0 , X 0 , µ)) by (22) .
It can be seen from (22) that X + (τ, t 0 , x 0 , 0) may be empty. At the same time, in order that
which holds for µ > 0 sufficiently large.
It is worth mentioning that a minmax OLRS may be also be specified through an alternative definition. 
This leads to Problem (II * ). Given set X 0 , and vector x ∈ IR n , find
Direct calculations here lead to the formula
the same result as Problem II.
The equivalence of Problems II, II * means that definitions 1.2 and 2.1 both lead to the same set X + (τ, t 0 , x 0 , µ). As we shall see, this is not so for the problem of reachability with corrections. A similar observation holds for problems I, I * .
Remark 2.1. For the case that X 0 = {x 0 } is a singleton, one should recognize the following. The OLRS of the maxmin type is the set of points reachable at time τ from a given point
is communicated to the controller in advance, before the selection of control u(t). As mentioned above, the control u(·) is then selected through an anticipative control procedure.
On the other hand, for the construction of the the µ−reach set of the minmax type there is no information provided in advance for the realization of v(·), which becomes known only after the selection of u. Indeed, given point x(t 0 ) = x 0 , one has to select the control u(t) for the whole time interval t 0 ≤ t ≤ τ , whatever be the unknown v(t) over the same interval. The control u(·) is then selected through a nonanticipative control procedure. Such a definition allows to specify an OLRS as consisting of points x each of which is complemented by a neighborhood B µ (x) so that
for a certain control u(·) ∈ U O . This requires µ > 0 to be sufficiently large.
As a first step towards reachability under feedback, we consider piecewise open-loop controls with possibility of corrections at fixed instants of time.
Piecewise open-loop controls: reachability with corrections
Taking a given instant of time t * ∈ [t 0 , t 1 ] = T that divides the interval T in two, namely,
consider the following sequential maxmin problem.
and then find V
The latter is a problem on finding a sequential maxmin with one "point of correction"
, using the technique of convex analysis. According to section 2, (see (11)), we have
Substituting this in (24), we have
Continuing the calculation, we come to
So (conv h 1 )(l) is the support function of the set
Together with (25) this allows us as in Section 2, to express V
Formula (26) shows that X 
Stage (1):
given at time t 0 are the initial state x 0 and function v(t) for t ∈ T 1 ,-select at time t 0 the control u(t) for t ∈ T 1 .
Then at instant of correction t * = t 0 + σ comes additional information for stage (2) .
Stage (2):
given at time t * are the state x(t * ) and function v(t) for t ∈ T 2 ,-select at time
This proves Theorem 3.1.
Theorem 3.1 The set
is the maxmin OLRS with one correction at instant t 0 + σ and is given by formula (26) .
as the maxmin OLRS with one correction at instant
The two-stage scheme may be further propagated to the class of piecewise open-loop controls with k corrections. Taking the interval, T = [t 0 , τ], introduce a partition
so that the interval T is now divided into k + 1 parts
are the points of correction.
Consider also a nondecreasing continuous function µ(t) ≥ 0, µ(t 0 ) = 0, denoting
Solve the following consecutive optimization problems.
with
Theorem 3.2 The set
is given by formula (29).
and also introduce additional notations for the functions V
Note that the number of nodes τ j in any partition Σ k is k + 2, as j = 0, ..., k + 1. The partition applied to a function V k is precisely Σ k . Consequently, the increment
is presented as a sum of k + 1 increments µ j ≥ 0, once it is applied to a function V k with index k. 
Given also are a sequence of value functions
V − k (τ i , t 0 , µ[1, i]), each of which is formed by the partition Σ k and a sequence µ j , j = 1, ..., k + 1, (k is the index of V − k ).
Then the following relations are true. (i) For any fixed τ, x, one has
.
(iii) The following inclusions are true for i ∈ [1, k] .
where the sets X The proofs are based on the following properties of the geometrical (Minkowski) sums and differences of sets P 1 , P 2 , P 3 ,
and the fact that in general a max min does not exceed a min max. Direct calculations indicate that the following superpositions will also be true.
Lemma 3.1 The functions V
− k satisfy the following property
This follows from Theorem 3. Stage (j), (j = 2, ..., k): given at time τ j are state x(t * ) and function v(t) for t ∈ T j+1 , -select at time τ control u(t) for t ∈ T j+1 .
We now pass to the problem of sequential minmax, with one correction at instant t 0 +σ = t * , using the notations for Problem (I 1 ). This is Problem (II 1 ). Given set X 0 , vector x ∈ IR n , and numbers µ 1 , µ 2 ≥ 0, find
The latter is a problem of finding a sequential minmax with one point of correction t = t * .
Denoting [1, 2] ) using the techniques of convex analysis (as above, with obvious changes). , t 0 , µ 1 ) ), where
This gives
Continuing the calculations, we have
B(s)P(s)ds.
This proves Theorem 3.4
Theorem 3.4 The set
is the minmax OLRS with one correction at instant t = t 0 + σ, given by formula (36).
Here the problem is again solved in two stages, according to the following scheme.
Stage (1):
given at time t 0 are set X 0 and x ∈ IR n . Select control u(t) (one and the same for all v) and for each v(t), t ∈ T 1 , assign a vector x(t 0 ) ∈ X 0 that jointly with u, v produces x(τ ) ∈ B µ 1 (0).
Stage (2):
given at time t * are x(t * ) and vector x ∈ IR n . Select control u(t), t ∈ T 2 (one and the same for all v) and for each v(t), t ∈ T 2 assign a vector x(t + σ) ∈ Z + (t 0 + σ, t 0 , µ 1 ) that jointly with u, v steers the system to state x(τ ) ∈ B µ 2 (x).
We now propagate this minmax procedure to a sequential minmax problem in the class of piecewise open-loop controls with k corrections, using the notations of Problem (I k ).
Problem (II k ).
(t) ∈ P(t), v(t) ∈ Q(t), t ∈ T k+1 }.
This time direct calculation gives
B(s)P(s)ds .
We refer to X + k (τ, t 0 , x 0 , µ)), as the maxmin OLRS with k corrections at points τ k .
Theorem 3.5 The set
X + k (τ, t 0 , x 0 , µ[1, k + 1]) = {x : V + k (τ, x, µ[1, k + 1]) ≤ 0}
is then the mimax OLRS with one corection and is given by formula (38).
Denote
Under the aasumptions and notations of Theorem 3.3, the last results may be summarized in the following proposition.
Theorem 3.6 (i) For any fixed values τ, x one has
(
39) (ii) For any fixed τ, x and index i ∈ [1, k] one has
(iii) The following inclusions are true for i ∈ [1, ..., k], µ ≥ 0:
(iv) The following superpositions will also be true
In this section we have considered problems with finite number of possible corrections and additional information coming at fixed instants of time. We shall now pass to problems with a formally infinite number of corrections, so as to allow a further possibility of continuous corrections of the control under unknown disturbances.
The alternated integrals and the value functions
We observed above that the open-loop reach sets of both types (maxmin and minmax) are described as the level sets of some value functions, namely 3
. We now propagate this approach, based on using value functions, to systems with continuous measurements of the state to allow continuous corrections of the control.
First note that inequality
is always true with equality attained, for example, under the following assumption. 
Assumption 4.1 There exists a scalar function (t) > 0 such that
B(t)P(t)−(C(t)Q(t) + (t)B
In order to simplify the further explanations, we shall further deal in this section with the case µ = 0, omitting the last symbol 0 in the notations for V − , V + . 4 Now note that Lemmas 3.1, 3.2 indicate that each of the functions
may be determined through a sequential procedure,
for V − k and a similar one for V + k . How could one express this procedure in terms of set-valued representations?
For a given partition Σ k we have (j ≤ i)
Then, in view of the previous relations (see (27) -(29)), we may formulate a set-valued analogy of Lemma 3.1.
Lemma 4.1 The following relations are true
X − k (τ, t 0 , X 0 ) = (43) X − k (τ, τ − σ k+1 , X − k (τ − σ k+1 , τ − σ k+1 − σ k , ...X − k (t 0 + σ 2 , t 0 + σ 1 , X − k (t 0 + σ 1 , t 0 , X 0 )...).
In terms of set-valued integrals (43) is precisely the equivalent of (29).
Moreover,
u(t) ∈ P(t), v(t) ∈ Q(t), t ∈ T j ; ...; u(t) ∈ P(t), v(t) ∈ Q(t), t ∈ T i }.
Similarly, for the sequential minmax, we have
Using notations identical to (42) 
Lemma 4.2 The following relations are true
X + k (τ, t 0 , X 0 ) = (46) X + k (τ, τ − σ k+1 , X + k (τ − σ k+1 , τ − σ k+1 − σ k , ..., X + k (t 0 + σ 2 , t 0 + σ 1 , X + k (t 0 + σ 1 , t 0 , X 0 )...).
In terms of set-valued integrals, formula (46) is precisely the equivalent of (36), provided µ(t) ≡ 0.
u(t) ∈ P(t), v(t) ∈ Q(t), t ∈ T j , ; ...; u(t) ∈ P(t), v(t) ∈ Q(t), t ∈ T i },
It is important to emphasize that until now all the relations were derived for a fixed partition
What would happen, however, if k increases to infinity with
and would the result depend on the type of partition?
Our further discussion will require an important nondegeneracy assumption.
Assumption 4.2 There exist continuous vector functions
, and a number > 0 such that
for all the sets
for all the sets X
with j = 1, . . . , k + 1, whatever be the partition Σ k .
This last assumption is further taken to be true without further notice. 5 Observing that (29), (38) have the form of certain set-valued integral sums, ("the alternated sums"), we introduce the additional notation
Let us now proceed with the limit operation. Take a monotone sequence of partitions Σ k , k → ∞. Due to inclusions (33) and the boundedness of the sequence X − k (τ, t 0 , X 0 ) from below by any of the sets X + i (τ, t 0 , X 0 ), i ≤ k, the sequence I − (τ, t 0 , X 0 , Σ k ) has a set-valued limit. Similarly, the inclusions (40) and the boundedness of the sequence X + k (τ, t 0 , X 0 , Σ k ) from above ensure that it also has a set-valued limit. A more detailed investigation of this scheme along the lines of [20] would indicate that under assumption 4.2 (a), (b) these set-valued limits do not depend on the type of partition Σ k . This leads to Theorem 4.1.
Theorem 4.1 There exist Hausdorff limits
I − (τ, t 0 , X 0 ) = X − (τ, t 0 , X 0 ), I + (τ, t 0 , X 0 ) = X + (τ, t 0 , X 0 ): lim h(I − (τ, t 0 , X 0 , Σ k ), I − (τ, t 0 , X 0 )) = 0, lim h(I + (τ, t 0 , X 0 , Σ k ), I + (τ, t 0 , X 0 )) = 0, with max{σ i : i = 1, . . . , k + 1} → 0, k → ∞, k+1 i=1 σ i = τ − t 0 .
These limits do not depend on the type of partition
5 If at some stage this assumption is not fulfilled, it may be applied to sets of type X
We refer to I(τ, t 0 , X 0 ) = X(τ, t 0 , X 0 ) as the alternated reach set. 6 The detailed proofs of the convergence of the alternated integral sums to their Hausdorff limits and of the equalities (52) are similar to the techniques mentioned in [20] , [19] , [13] .
Let us now study the behavior of the function V 
and therefore we may conclude that
under condition (48). This yields Theorem 4.2.
Theorem 4.2 Under condition (48) there exists a pointwise limit
. This limit does not depend on the type of partititon
Σ k .
The alternated integral is the level set of the function
does not depend on the partition Σ k and due to the properties of minmax we also come to the following conclusion.
Theorem 4.3
The function V − (τ, x) satisfies the semigroup property:
The following inequality is true
Similarly, for the decreasing sequence of functions V + k (τ, x), we have Theorem 4.4.
Theorem 4.4 (i) Under condition (48) there exists a pointwise limit
where X + (τ, t 0 , X 0 ) = I + (τ, t 0 , X 0 ). This limit does not depend on the type of partititon Σ k .
(ii) The alternated integral is the level set of the function V + (τ, x),
satisfies the semigroup property:
(iv) The following inequality is true
A consequence of (52) is the basic assertion, Theorem 4.5.
Theorem 4.5 With the initial condition
, the following equality is true
The function V(τ, x) satisfies the semigroup property
The last relation follows from (59), (54), (57).
Thus, under the nondegeneracy Assumption 4.2 the two forward alternated integrals I + , I − coincide and so do the value functions V − , V + .
Relations (55), (58), (59) allow us to construct a partial differential equation for the function V(t, x)-the so-called HJBI (Hamilton-Jacobi-Bellman-Isaacs) equation.
We now investigate the existence of the total derivative dV(t, x)/dt along the trajectories of system (10). Due to (59), (13), we have
Observing that for d(x, X(t, t 0 , X 0 )) > 0 the maximizer l 0 (t, x) of (61) is unique and taking l 0 (t, x) = 0 if d(x, X(t, t 0 , X 0 )) = 0, we may apply the rules for differentiating a "maximum"-type function [6] , to get
Direct calculations indicate that the respective partials exist and are continuous in the domain D∪intD 0 , where
, and intD 0 stands for the interior of the respective set.
To find the value of the total derivative take inequalities (58), (55), which may be rewritten as 0 ≤ min
Dividing both relations by σ > 0 and passing to the limit with σ → 0, we get
Since in Theorem 4.5 we had
, for the linear system (10) we have max
which results in the next proposition.
Theorem 4.6 In the domain D ∪ intD 0 the value function V(t, x) satisfies the "forward" equation
Equation (63) may be rewritten as
∂V/∂t + ρ(∂V/∂x|B(t)P(t)) − ρ(∂V/∂x|(−C(t))Q(t))
The last theorem indicates that the HJBI equation (63) is satisfied everywhere in the open domain D ∪ intD 0 . However, the continuity of the partials ∂V/∂x, ∂V/∂t on the boundary of the domains D, D 0 was not investigated and in fact may not hold. But it is not difficult to check that with boundary condition (65) the function V(t, x) will be a minmax solution to equation (66) in the sense of [23] , which is equivalent to the statement that V(t, x) is a viscosity solution ( [3] , [17] ) to (66), (67). This particularly follows from the fact that function V(t, x) is convex, being a pointwise limit of convex functions V
Let us note here that the problem under discussion may be treated not only as above but also within the notion of classical solutions to equation (66), (65). Indeed, although all the results above were proved for the criterion d(x(t 0 , X 0 )) in the respective problems, the following assertion is also true. This assertion follows from direct calculations, as in paper [13] , with formula (11) substituted by
The respective value function similar to V(t, x), denoted further as V 1 (t, x), will now be a solution to (66) with boundary condition
Moreover,V 1 (t, x), together with its first partials, turns out to be continuous in t, x ∈ D∪D 0 . Thus we come to
Theorem 4.7 The function V 1 (t, x)-a classical solution to (66), (67)-satisfies the relations
We have constructed the set X(t, t 0 , X 0 ) as the limit of OLRS and the level set of function
It remains to show that X(t, t 0 , X 0 ) is the set that may be reached from X 0 with a certain feedback control strategy U (t, x), whatever be the function v(t).
Closed loop reachability under uncertainty
In order to show that the set X(t, t 0 , X 0 ) is reachable via feedback control we shall need the notion of solvability set (see [11] , [24] ), [14] )-a set similar to X(t, t 0 , X 0 ), but constructed in backward time. We first recall from [13] some properties of these sets. Consider
Problem (IV) : find the value function
where M is a given convex compact set (M ∈ convIR n ) and X U is the variety of all trajectories x(·) of the differential inclusioṅ
generated by a given strategy U ∈ U C .
The formal HJBI equation for the value V * (t, x) is
with boundary condition
Equation (71) may be rewritten as
An important feature is that function V * (t, x) may be interpreted as a sequential max min similar to the one in section 3. Namely, taking the interval τ ≤ t ≤ t 1 , introduce a partition
.., h k+1 = τ 1 −τ 0 , similar to that of Section 3. For the given partition, consider the recurrence relations
where v(t) ∈ Q(t), u(t) ∈ P(t) almost everywhere in the respective intervals.
Lemma 5.1 ([13]) With
there exists a pointwise limit
that does not depend upon the type of partition Σ k .
We shall refer to V − * (τ, x) = V * (τ, x) as the sequential maxmin. This function enjoys properties similar to those of its "forward time" counterpart, the function V − (τ, x) of section 3. A similar construction is possible for a "backward" version of the sequential minmax.
The level set
is referred to as the closed loop solvability set CLSS at time τ = t, from set M. It may be presented as an alternated integral of Pontryagin,-the Hausdorff limit of the sequence
under conditions (74). Also presumed is a nondegeneracy assumption similar to Assumption 4.2.
Assumption 5.1 For a given set M ∈ convIR n there exists a continuous function β 3 (t) ∈
IRn and a number > 0, such that
for any i = 1, ..., k + 1, whatever be the partition Σ k .
This assumption is presumed in the next lemma.
Lemma 5.2 Under condition (76) there exists a Hausdorff limit I * (t, t 1 , M):
This limit does not depend on the type of partition Σ k and coincides with the CLSS,
From the theory of control under uncertainty and differential games it is known that if x ∈ W(t, t 1 , M), there exists a feedback strategy U(t, x) ∈ U C that steers system (10) from state x(t) = x to set M whatever be the unknown disturbance v(·), ([11] , [26] , [14] ). Therefore, we just have to prove the inclusion
Here V * (t, x|t 1 , V(t 1 , x)) = V * (t, x) is the solution to equation (71) with boundary condition
Due to the definition of the geometrical difference and of the integral I − (t 1 , t, x * ), one may check that
We thus have to prove the inclusion 0 ∈ I * (t, t 1 , I − (t 1 , t, 0) ).
Under assumptions 4.2 (a) taken for X 0 = 0 and 5.1 for M = 0 or under assumption 4.2, it is possible to observe, through direct calculation, using the properties of integrals I * , I − , (see formulae (29), (75)), that the following holds:
and we arrive at Lemma 5.3.
Lemma 5.3
The following inclusion is true
moreover,
Inclusion (79) implies the existence of a feedback strategy U * (t, x) that brings system (10) from x * = x(t) to x(t 1 ) ∈ X(t 1 , t, x * ). 
The strategy U * (t, x) may be found through the solution V(t, x) of equation (71), with boundary condition (78), as
(if the gradient ∂V * (t, x)/∂x does exist at {t, x}), or, more generally, as
This is verified by differentiating V(t, x) with respect to t and checking that a.e.
(see [10] , [14] ).
The previous theorem ensures merely that some point of X(t 1 , t, x * ) may be reached from x * . In order to demonstrate that any point x ∈ X(t 1 , t, x * ) may be reached from position {t, x * }, we have to prove the inclusion
for any x ∈ X(t 1 , t, x * ), or
provided
is a solution to (66) with boundary condition
where x ∈ X(t 1 , t, x * ).
But inclusions (82), (83) again follow from the properties of I − (t 1 , t, 0), I * (t, t 1 , x * ), assuming both of these set-valued integrals are nonempty. The latter, in its turn, is again ensured by either assumptions 4. 
(if the gradient ∂V (t, x)/∂x does exist at {t, x}), or, more generally, as
where If this does not hold, it is possible to go through all the procedures taking µ−neighborhoods of sets X(·), W (·) rather than the points themselves. Then one has to look for the µ(·)-reach sets X(t, t 0 , x * , µ(·)), and µ -solvability sets W (t, t 1 , x , µ(·)) with µ sufficiently large, so that X(t, t 0 , X 0 , µ(·)), W (t, t 1 , x , µ(·)) would turn to be nonvoid.
Remark 5.2. The emphasis of this paper is to discuss the issue of reachability under uncertainty governed by unknown but bounded disturbances. This topic was studied here through a reduction to the calculation of value functions for a successive problems on sequential minimax and maxmin of certain distance functions or their squares. The latter problems were dealt with via techniques of convex analysis and set-valued calculus. However the solution schemes of this paper naturally allow a more general situation which is to substitute the distance function d(x, M) by any proper convex function φ(x), for example, with similar results passing through. The more general problems then reduce to those of this paper.
Thus, given terminal cost function φ(x), it may readily generate a terminal set M as a level set M = {x : φ(x) ≤ α} for some α, with support function ρ(l|M) = inf {λ(φ * (l/λ) + α)|λ > 0}.
Example
Consider the systemẋ As is known (see, for example, [15] ), a parametric representation of the boundary of the reach set X(τ, t 0 , x 0 |P(·), {0}) of system (87) without uncertainty (v(t) ≡ 0) is given by two curves (see external set in fig.1 , generated for x 0 = 0, τ = 2, r 1 = 2, r 2 = 0):
x 2 (t) = x 0 2 ± r 1 (2σ + t), and where σ ≤ 0 is the parameter, (the values σ > 0 correspond to the vertices of X(τ, t 0 , x 0 |P(·), {0})).
Similarly, the reach set X(τ, t 0 , X 0 |{0}, Q(·)) in the variable v is given by the curves
x 2 (t) = x 0 2 . According to (7) , the set X − (τ, 0, x 0 , 0) = X(τ, t 0 , x 0 |P(·), {0})−X(τ, t 0 , 0|{0}, Q(·)), which leads to a parametrization of the boundary of this set in the form
x 2 (t) = x 0 − 2 ± r 1 (2σ + t), (see internal set in fig.1 , generated for X 0 = 0, τ = 2, r 1 = 2, r 2 = 1). Clearly, We also observe that with r 2 < 1/2 we have X − (τ 1 , 0, 0, µ) = {0} = ∅ if µ > 0 is sufficiently large.
As indicated above, sets X + (τ, t 0 , x 0 , µ) turn to be empty unless µ is sufficiently large. For all µ ≥ µ 0 it is then possible to compare sets X − (2, 0, 0, µ) and X + (2, 0, 0, µ), observing that the latter is smaller than the former (see fig.3 , where X + (2, 0, 0, 1) is shown by the internal continuous curve, X − (2, 0, 0, 1) by the external continuous curve and X − (2, 0, 0, 0) by the dashed curve). 
Conclusion
This paper gives a description of several notions of reachability under unknown but bounded disturbances. It emphasizes the difference between open-loop and closed-loop reachability and indicates an approach for calculating the reach sets. In particular, it demonstrates that the closed-loop reach set under uncertainty is the level set for a forward HJBI equation, whilst the control strategy that steers a point to its closed-loop reach set (whatever be the disturbance) is generated by a backward HJBI equation with boundary condition taken from the solution of the previously solved forward HJBI equation. It is also shown that the level sets to the solutions of the HJBI equations could be presented as set-valued integrals of the alternated type. 
