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3Zusammenfassung
In dieser Arbeit werden die Flachwassergleichungen oder Shallow Water Equation un-
tersucht. Dabei wird besonderes Augenmerk auf die Schwierigkeiten gerichtet, die sich im
Zusammmenhang mit einem kleinem Viskosita¨tsparameter ergeben.
Zur Lo¨sung der Flachwassergleichungen werden ha¨ufig Formulierungen benutzt, die nur
fu¨r grosse Viskosita¨tsparameter zula¨ssig sind oder fu¨r den ku¨nstlichen Fall ohne Viskosi-
ta¨t. In dieser Arbeit wird dagegen eine Least-Squares Formulierung fu¨r die Shallow Water
Equations mit Viskosita¨tsparameter µ ≥ 0 vorgeschlagen und untersucht.
Die vorgeschlagene LS-Formulierung ist dabei insbesondere auch fu¨r kleinere Werte von
µ zula¨ssig.
Die Shallow Water Equations werden zuna¨chst in ein System von partiellen Differen-
tialgleichungen erster Ordnung umgeschrieben und das so umgeformte System mit einer
ELLAM Zeitdiskretisierung und einem Least-Squares Ansatz kombiniert.
Als na¨chstes wird das System um vernu¨nftige Randbedingungen fu¨r die Least-Squares
Formulierung erga¨nzt und gezeigt, dass diese Randbedingungen fu¨r das gesamte Spektrum
von µ ≥ 0 zula¨ssig und sinnvoll sind. Ein Teil der Randbedingung ha¨ngt dabei von der
Viskosita¨t ab und wird in schwacher Form direkt in das Funktional mit eingebaut.
Desweiteren wird mit Hilfe des 2. Lemmas von Strang gezeigt, dass das Funktional stetig
und elliptisch bzgl einer bestimmten Norm ist und damit als a-posteriori Fehlerscha¨tzer
genutzt werden kann. Daru¨ber hinaus werden Konvergenzabscha¨tzungen gegeben.
Die vorgeschlagene LS-Formulierung wurde implementiert und auf verschiedenen Test-
gebieten simuliert und mit den theoretischen Konvergenzresultaten verglichen. Dabei wur-
de u.a. das Finite Element von Mardal, Tai and Winther (SIAM Journal on Numerical
Analysis 40, pp. 1605–1631, [MTW00]) genutzt und mit dem quadratischen Raviart Tho-
mas Element verglichen.
Stichworte: Least-Squares, Flachwassergleichungen, Fehlerscha¨tzer

5Abstract
In this thesis the shallow water eqations are studied particularly with regard to pro-
blems due to a small viscosity parameter. To solve the swe, often methods are used which
are only feasible for a high viscosity parameter or for the artificial case of no viscosity.
In this thesis a least-squares finite element method for the shallow water equations with
viscosity parameter µ > 0 is proposed and studied. The proposed method is in particular
feasible for small viscosity.
The shallow water equations are reformulated as a first order system by adding a new
variable for the velocity flux. The reformulated first order system is combined with a
characteristic-based time discretization and a least squares approach.
Next the LS System is supplemented with reasonable boundary conditions. A trace
theorem is presented and it is shown that the new boundary conditions are feasible for
the entire range of the viscosity parameter µ ≥ 0. A part of the boundary conditions
depend on the viscosity and is build in weakly into the least squares formulation.
Further it is shown with Strangs second Lemma that the least squares functional is con-
tinuous and coercive in respect to a suitable norm and thus can be used as a a-posteriori
error estimator. Furthermore convergence estimations are given.
The proposed least squares formulation is implemented for some test examples and the
results of the numerical computations are compared to the theoretical convergence esti-
mates. There the finite element spaces introduced recently by Mardal, Tai and Winther
(SIAM Journal on Numerical Analysis 40, pp. 1605–1631) are used and compared to the
quadratic Raviart-Thomas element.
Keywords: Least-Squares, Shallow Water Equations, Error estimator
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1 Einleitung
Die mathematische Modellierung von Vorga¨ngen in der Natur ist von grosser Bedeutung
fu¨r viele verschiedene Aspekte des ta¨glichen Lebens. So beruht z.B. die Wettervorhersa-
ge auf einer numerischen Simulation eines Systems von partiellen Differentialgleichungen,
welches das Verhalten von Fluiden beschreibt.
Gerade durch die in den letzten Jahren versta¨rkt aufgetretenen Wetterpha¨nomene, wie die
Oder-Flut im Jahre 2002, die U¨berschwemmung von New Orleans oder das El Nino Pha¨-
nomen, ist die Aufmerksamkeit wieder versta¨rkt auf die Beschreibung und die Simulation
von Naturereignissen gelenkt worden. Die Beschreibung und Simulation von Vorkomm-
nissen dieser Art ist ein wichtiger und aktueller Zweig der Forschung.
Die ersten Versuche zur numerischen Simulation von athmospha¨rischen und ozeanischen
Ereignissen fanden bereits im Jahr 1922 statt. Richardson versuchte die atmospha¨rischen
Bewegungsgleichungen mit Hilfe von finiten Differenzen numerisch zu lo¨sen [Ri22]. Er
scheiterte allerdings bei seinem Versuch.
Bis zum heutigen Zeitpunkt ist es meist unmo¨glich eine geschlossene Lo¨sung fu¨r Systeme
von Differentialgleichungen anzugeben. Aus diesem Grund ist die numerischen Behandlung
zur Lo¨sung von Differentialgleichungen noch immer Gegenstand der aktuellen Forschung.
Auch die Shallow Water Equations (SWE), die aus einer Vereinfachung der Navier-Stokes
(NS) Gleichungen resultieren [WEI92], sind ein Beispiel fu¨r ein System von Differential-
gleichungen, dessen geschlossene Lo¨sung man bis heute nicht anzugeben vermag.
Die Shallow Water Equation sind seit vielen Jahren bekannt und gut untersucht. Da-
bei wurden wichtige Beitra¨ge u.a. von Lynch und Grey [LYG79] oder auch Peraire und
Zienkiewicz (siehe z.B. [PEZ86]) geliefert. Allerdings weichen die vorgeschlagenen Formu-
lierungen der SWE in Details immernoch leicht ab.
Aber nicht nur die Beschreibung der SWE mittels eines nichtlinearen Systems von par-
tiellen Differentialgleichungen, sondern auch ihre (numerische) Lo¨sung ist von eminenter
Bedeutung. Da es nicht mo¨glich ist fu¨r die Shallow Water Equations eine geschlossene
Lo¨sung anzugeben, werden numerische Methoden zur approximativen Na¨herung an die
Lo¨sung beno¨tigt. Zur na¨herungsweisen Lo¨sung der SWE ist die Methode der Finiten Ele-
mente unerla¨sslich.
In dieser Arbeit wird eine gemischte Finite Element Least-Squares Formulierung fu¨r die
Flachwassergleichungen vorgeschlagen und untersucht. Die Idee der Methode der kleins-
ten Quadrate oder Least-Squares Methode, wurde bereits von Carl Friedrich Gauss im 17.
Jahrhundert entdeckt. Legendre war allerdings der erste, der die Least-Squares Methode
in einer Publikation erwa¨hnte. Die Anwendung der Least-Squares Methode auf die Finiten
Elemente wurde allerdings erst in den 1970er Jahren popula¨r. Zuna¨chst versuchte man nur,
die Least-Squares Finite Element Methode (LSFEM) auf Probleme anzuwenden, bei denen
die klassische Galerkin Finite Element Methode versagte. Erste Arbeiten auf dem Gebiet
der Least-Squares Finite Element Methoden publizierten z.B. Lynn und Araya[LYA74],
Zienkiewicz[ZIO74] oder Wendland[WEN79]. Aziz et.al. lieferten spa¨ter wichtige theore-
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tische Grundlagen [AKS85]. Aufgrund der Erfolge wurden die Least-Squares Methoden
schnell popula¨r und auch auf andere Probleme angewandt. Fu¨r eine U¨bersicht u¨ber Finite-
Element Least-Squares Formulierungen sei auf [BOG98] verwiesen.
In jedem Lo¨sungsschritt der Finite-Element Methode muss ein lineares Gleichungssys-
tem gelo¨st werden. Dies ist in der Regel ein Gleichungssystem mit sehr vielen Unbekann-
ten. Je feiner das Gitter, mit dem man das zu simulierende Gebiet fu¨r die Finite Element
Methode u¨berziehen muss, desto gro¨sser wird die Zahl der Freiheitsgrade. Und damit ver-
gro¨ßert sich auch die Zahl der Unbekannten fu¨r das zu lo¨sende Gleichungssystem. Aus
diesem Grund mo¨chte man es vermeiden das Gitter an Stellen zu verfeinern, wo es nicht
unbedingt no¨tig ist. Denn dies kostet natu¨rlich unno¨tig Rechenzeit. Aus diesem Grund ist
es essentiell zu wissen, wo das Netz verfeinert werden muss. Es ist klar, dass das Gitter dort
verfeinert werden soll, wo der Fehler, den man mit der bisherigen Na¨herungslo¨sung macht,
besonders gross ist. Man beno¨tigt einen a-posteriori Fehlerscha¨tzer. Ein a-posteriori Feh-
lerscha¨tzer zeigt einem die Gro¨ssenordnung des Fehlers, den man auf jedem Dreieck mit
der Na¨herunglo¨sung macht, an. Die ersten Arbeiten zu a-posteriori Fehlerscha¨tzern liefer-
ten Babuska und Rheinboldt im Jahr 1978, siehe [BAR78] und [BRH78], und begru¨ndeten
damit ein neues Forschungsgebiet.
Ein a-posteriori Fehlerscha¨tzer muss sowohl effektiv als auch zuverla¨ssig sein. Dabei meint
effektiv, dass der Fehlerscha¨tzer eine untere Schranke fu¨r den Fehlerscha¨tzer darstellt.
Diese kann man zur oben angesprochenen adaptiven Verfeinerung des Gitters nutzten.
Andererseits muss ein Fehlerscha¨tzer auch zuverla¨ssig sein. Damit ist eine obere Schranke
des Fehlers fu¨r die Na¨herungslo¨sung gemeint.
Ziel dieser Arbeit ist die Formulierung und Untersuchung einer Finite Element Least-
Squares Formulierung der Shallow Water Equations, auch Flachwassergleichungen ge-
nannt, und die Entwicklung eines a-posteriori Fehlerscha¨tzers fu¨r die Flachwasserglei-
chungen. In den meisten numerischen Simulationen der SWE wird der sog. Viskosita¨ts-
parameter µ entweder auf den ku¨nstlichen Wert 0 oder aber auf einen recht grossen Wert
gesetzt. Dies resultiert einerseits aus der Tatsache, dass sich die Flachwassergleichungen
mathematisch von einem System hyperbolischer Differentialgleichungen zu einem System
parabolischer Differentialgleichungen a¨ndern, wenn der Viskosita¨tsparameter gegen Null
strebt. Fu¨r sehr kleine Viskosita¨tsparameter lassen sich klassische Verfahren zur Lo¨sung
von hyperbolischen Systemen von Differentialgleichungen nicht anwenden, da das System
mathematisch gesehen zwar parabolisch ist, sich aber schon hyperbolisches Verhalten ein-
stellt. Zum anderen a¨ndern sich die Randbedingungen fu¨r den Fall eines verschwindendes
Viskosita¨tsparameters. Es muss daher ein glatter U¨bergang zwischen den Randbedingun-
gen fu¨r den Fall großer Viskosita¨t zum Fall verschwindender Viskosita¨t gefunden werden.
Das Hauptziel dieser Arbeit ist die Aufstellung einer Least-Squares Formulierung fu¨r die
Flachwassergleichungen und die Entwicklung eines Fehlerscha¨tzers fu¨r das ganze Spek-
trum des Viskosita¨tsparameters. Insbesondere sollen die Least-Squares Formulierung und
der Fehlerscha¨tzer auch fu¨r kleine Viskosita¨tsparameter gu¨ltig sein. Ein weiterer Aspekt
war die Implementierung und Nutzung des Finiten Elements, das Mardal Tai und Win-
ther in [MTW00] vorgestellt haben. Dieses Element kommt in den numerischen Tests in
Abschnitt 8 zum Einsatz und wird dort mit den Raviart-Thomas Elementen verglichen.
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Aufbau der Arbeit
Diese Arbeit gliedert sich wie folgt:
In Kapitel 2 werden die in spa¨teren Kapiteln beno¨tigten grundlegenden Definitionen,
Gleichungen und Ungleichungen gegeben. Desweiteren wird ein kurzer U¨berblick u¨ber die
Finite Element Methode gegeben und es werden die Sobolevra¨ume eingefu¨hrt.
Kapitel 3 beschreibt zuna¨chst die Flachwassergleichungen genauer. Die Shallow Wa-
ter Equations stellen eine Advektions-Diffusions-Gleichung dar. Die Schwierigkeiten die
aus einer im Vergleich zur Diffusion hohen Advektion ergeben, werden in Kapitel 3 er-
la¨utert und die SWE in der Zeit diskretisiert. Die verwendete Diskretisierungsmethode
basiert auf einer Charakteristikenmethode[DAW00] und wird in Kapitel 3 genauer er-
la¨utert. Anschliessend wird zur Illustration eine mo¨gliche Galerkin Formulierung fu¨r die
Flachwassergleichungen gegeben.
Im anschliessenden Kapitel wird na¨her auf die Least-Squares Methode fu¨r die Finiten
Elemente eingegangen. Es wird ein kurzer U¨berblick u¨ber verschiedene Least-Squares For-
mulierungen gegeben und zum Abschluss eine Finite-Element Least-Squares Formulierung
fu¨r die Shallow Water Equations vorgeschlagen.
Beim U¨bergang des Viskosita¨tsparameters von µ > 0 zu µ = 0 ergeben sich Probleme
hinsichtlich der korrekten Randbedingungen. Kapitel 5 beschreibt ausfu¨hrlich welche Pro-
bleme sich dabei ergeben und wie sie gelo¨st werden ko¨nnen. Es werden Randbedingungen
fu¨r die geschlossenen, die Einfluss- und die Ausflussra¨nder gegeben und damit die im vo-
rigen Kapitel gegebene Least-Squares Formulierung komplettiert. Insbesondere wird ein
Spursatz bewiesen, der zeigt dass die angegebene Randbedingung fu¨r die geschlossenen
Ra¨nder zula¨ssig ist.
Nachdem die Least-Squares Formulierung komplett angegeben wurde, werden in Kapitel
6 die zur numerischen Simulation verwendeten Finite-Element Ansatzra¨ume vorgestellt.
Insbesondere wird auf das MTW-Element na¨her eingegangen.
In Kapitel 7 wird dann schliesslich mit Hilfe des 2. Lemmas von Strang zuna¨chst fu¨r den
Stokes Fall und darauf aufbauend fu¨r die Flachwassergleichungen gezeigt, dass die Norm
des Least-Squares Funktionals als a-posteriori Fehlerscha¨tzers genutzt werden kann. Es
werden Konvergenzabscha¨tzungen fu¨r die jeweiligen Finiten Elemente gegeben, die zur
numerischen Simulation benutzt werden.
Im Anschluss werden im letzten Abschnitt die Resultate der numerischen Simulation
einiger Testprobleme gezeigt und mit den Ergebnissen aus dem vorherigen Kapitel vergli-
chen.
Garvin Danisch, Hannover, November 2006
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2 Mathematische Grundlagen
Im vorliegenden Kapitel werden die mathematischen Grundlagen gelegt, die fu¨r die Ent-
wicklung der Theorien in den weiteren Kapiteln beno¨tigt werden. Desweiteren werden
einige ha¨ufig gebrauchte Gleichungen und Ungleichungen gegeben, sowie grundlegende
Konzepte, wie etwa die Finite Element Methode, kurz erla¨utert.
Fu¨r eine grundlegende Einfu¨hrung in die Konzepte der Finiten Elemente wird auf einschl
a¨gige Literatur, wie z.B. auf [BRA97] oder [GIR86], verwiesen.
2.1 Notationen
In diesem Abschnitt sollen die gebra¨uchlichsten Symbole und Operatoren kurz in Erinne-
rung gerufen werden.
Bemerkung 2.1
In dieser Arbeit wird ein Skalar a ∈ R oder α ∈ R immer in ’Normalschrift’ gegeben,
wa¨hrend Vektoren u ∈ Rn in fetter Schrift gedruckt werden. Um Matrizen A ∈ Rn×n zu
kennzeichnen werden im allgemeinen Grossbuchstaben verwendet. Eventuell auftretende
Abweichungen werden gesondert gekennzeichnet.
Bemerkung 2.2
Wie allgemein u¨blich wird
• mit ∇u :=

∂u1
∂x1
. . . ∂un
∂x1
...
. . .
...
∂u1
∂xn
. . . ∂un
∂xn
 der Gradient und
• mit div u = ∇ · u :=
n∑
i=1
∂ui
∂xi
die Divergenz
einer vektorwertigen Funktion u = (u1, · · · , un) : Ω→ Rn bezeichnet.
Bemerkung 2.3
Fu¨r eine Funktion A = (aij) : Ω→ Rn×n wird
• mit div A die Divergenz der Zeilen und
• mit tr A die Spur
von A bezeichnet.
Definition 2.4
Mit Cn wird wie u¨blich die Menge der n-mal differenzierbaren Funktionen bezeichnet.
Mit C∞ wird die Menge der unendlich oft differenzierbaren Funktionen bezeichnet.
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2.2 Einige nu¨tzliche Definitionen und Ungleichungen
Als nu¨tzlich werden sich im folgenden die unten angegebenen elementaren Ungleichungen
erweisen, dessen Beweise sich, falls nicht angegeben, in der Standardliteratur, z.B. in
[EVA98], finden lassen.
Lemma 2.5 (Ungleichung von Cauchy)
Fu¨r a, b ∈ R gilt:
ab ≤ a
2
2
+
b2
2
(2.1)
Beweis:
0 ≤ (a− b)2 = a2 − 2ab+ b2
Lemma 2.6 (Ungleichung von Cauchy mit ²)
Fu¨r R 3 a, b > 0 und ² > 0 gilt:
ab ≤ ²a2 + b
2
4²
(2.2)
Beweis:
Setzte ab = ((2²)1/2a)
(
b
(2²)1/2
)
und wende die Ungleichung von Cauchy (2.1) an.
2
Lemma 2.7 (Ungleichung von Young)
Sei 1 < p, q <∞ mit 1
p
+ 1
q
= 1. Dann gilt fu¨r a, b > 0
ab ≤ a
p
p
+
bq
q
(2.3)
2
Beweis:
Die Abbildung x→ ex ist konvex, daher gilt
ab = elog a+log b = e
1
p
logap+ 1
q
logbq ≤ 1
p
elog a
p
+
1
q
elog b
q
=
ap
p
+
bq
q
2
Lemma 2.8 (Ungleichung von Young mit ²)
Seien a, b > 0 und ² > 0
ab ≤ ²ap + C(²)bq (2.4)
wobei C(²) = (²p)−q/pq−1.
Beweis:
Setze ab = ((²p)1/pa)( b
(²p)1/p
) und wende die Ungleichung von Young (2.3) an.
2
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Definition 2.9 (Fre´chet-Ableitung)
Seien X und Y Banachra¨ume. Die Funktion f : G ⊂ X → Y mit G offen, heisst Fre´chet-
differentierbar im Punkt x0 ∈ G, falls es eine stetige lineare Abbildung L(X;Y ) gibt, so
dass fu¨r alle x0 + h aus einer ε-Umgebung U ⊂ G von x0 gilt
f(x0 + h)− f(x0) = Lh+ r(h) mit lim
h→0
r(h)
‖h‖ = 0 (2.5)
Die eindeutig bestimmte Abbildung L(X;Y ) wird dann Fre´chet-Ableitung von f an der
Stelle x0 genannt.
Fu¨r die Theorie der Finiten Elemente sind die Lp-Ra¨ume die wichtigsten Funktionenra¨u-
me.
Definition 2.10 (Lp-Ra¨ume)
Der Raum
Lp(Ω) = {f : Ω→ R : f messbar auf Ω, ‖f‖p <∞} (2.6)
versehen mit
‖f‖p =
(∫
Ω
|f(x)|pdx
)1/p
fu¨r 1 ≤ p <∞ und ‖f‖∞ = ess sup
x∈Ω
|f(x)| (2.7)
ist ein Banachraum. Dabei ist ess supx∈D := inf{µ : f(x) ≤ µ fu¨r fast alle x ∈ D}
Bemerkung 2.11
Der Raum L2 ist sogar ein Hilbertraum.
Definition 2.12
Sei H ein Hilbert-Raum. Eine Bilinearform a : H ×H → R heisst stetig, wenn es ein α>0
gibt, so dass
|a(u, v)| ≤ α‖u‖H · ‖v‖H fu¨r alle u, v ∈ H (2.8)
gilt. Eine symmetrische, stetige Bilinearform a wird H-elliptisch oder koerziv genannt,
wenn es ein γ > 0 gibt, so dass
a(v, v) ≥ γ||v||2H fu¨r alle v ∈ H (2.9)
gilt. Die hierdurch induzierte Norm ||v||a =
√
a(v, v) wird dann als Energienorm bezeich-
net und ist a¨quivalent zur Norm des Hilbert-Raums H.
Folgerung 2.13
Aus Lemma 2.6 folgt natu¨rlich insbesondere
(a, b)0,Ω ≤ ²‖a‖20,Ω +
1
4²
‖b‖20,Ω (2.10)
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Definition 2.14 (Lipschitz-Stetigkeit)
Eine Funktion f : Ω → Rn wird Lipschitz-stetig genannt, wenn es eine Konstante c ∈ R
gibt, so dass
‖f(x)− f(y)‖ ≤ c‖x− y‖ ∀x, y ∈ Ω (2.11)
gilt.
Satz 2.15 (Schwarz Ungleichung)
Sei V ein Raum mit einem inneren Produkt (·, ·), dann ist
|(u, v)| ≤ (u, u)1/2(v, v)1/2 (2.12)
Die Gleichheit gilt genau dann, wenn u und v linear abha¨ngig sind.
Fu¨r das Rechnen mit Differentialgleichungen insbesondere bei Umformungen einer Varia-
tionsformulierung ist die Greensche Formel von besonderer Bedeutung.
Lemma 2.16 (Greensche Formel)
Es sei V ⊂ R3 ein ra¨umlicher Bereich, der von einer stu¨ckweise glatten, nach aussen
orientierten Fla¨che F berandet wird. Sind die reellen Funktionen f, g : R3 → R genu¨gend
differenzierbar, so gilt: ∫
F
f · ∇gdF =
∫
V
(∇f · ∇g + f ·∆g)dV (2.13)
2.3 Sobolevra¨ume
2.3.1 Ganzzahlige Sobolevra¨ume
Fu¨r partielle Differentialgleichungen (im weiteren als PDGLn bezeichnet), wie die in die-
ser Arbeit untersuchten Shallow Water Equations (SWE), la¨st sich im allgemeinen keine
geschlossene Lo¨sung angeben. Dies ist nur bei sehr einfachen Beispielen von PDGLn mo¨g-
lich. Wenn man keine geschlossene Lo¨sung finden kann, ist es mit Hilfe der Methode
der Finiten Elemente trotz allem meist mo¨glich eine Na¨herungslo¨sung fu¨r die zugrunde
liegende PDGL zu bestimmen.
Als Funktionenra¨ume, in denen nach einer Na¨herungslo¨sung fu¨r eine bestimmte PDGL
zu suchen ist, bieten sich die sog. Sobolevra¨ume an. Beim Versuch die ’einfachsten’ Funk-
tionenra¨ume, na¨mlich die Ra¨ume Cn, zu nutzen, ergaben sich schnell Schwierigkeiten, da
die Ra¨ume Cn nicht abgeschlossen sind. D.h. dass eine Folge aus Cn eventuell gegen ein
Element konvergiert, welches nicht in Cn liegt.
Aus diesem Grund wurden die Sobolevra¨ume eingefu¨hrt, die unter bestimmten Voraus-
setzungen als Vervollsta¨ndigung der Cn und C∞ Ra¨ume angesehen werden ko¨nnen. So ist
z.B. der Raum H1(Ω) (siehe Definition 2.19) die Vervollsta¨ndigung von C∞(Ω) bezu¨glich
der H1-Norm.
Da die urspru¨nglichen verwendeten Ra¨ume Cn erweitert werden, spricht man nun von
einer schwachen Lo¨sung, die man sucht. Um die Sobolev Ra¨ume zu definieren bedarf es
zuna¨chst der Definition der schwachen Ableitung.
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Definition 2.17
Zu u ∈ L2(Ω) existiert die schwache Ableitung v, ∂αu = v ∈ L2(Ω), wenn
(Ψ, v)L2 = (−1)|α|(∂αΨ, u)L2 ∀Ψ ∈ C∞0 (Ω) (2.14)
gilt. Dabei ist α = (α1, . . . , αn) ein Multiindex.
Bemerkung 2.18
Wenn die klassische Ableitung zu einer Funktion existiert, so existiert ebenfalls die schwa-
che Ableitung und beide Ableitungen stimmen u¨berein. Die Definition der schwachen Ab-
leitung kann man kanonisch auf Funktionen ho¨herer Dimension u¨bertragen.
Mit Hilfe dieser Definition ist es nun mo¨glich, die Sobolev-Ra¨ume zu definieren.
Definition 2.19 (Sobolevraum)
Fu¨r l ∈ N sei
Wlm = {ϕ ∈ Lm(Ω)|Dαϕ ∈ Lm(Ω) fu¨r |α| ≤ l} (2.15)
der Sobolevraum mit Norm:
||ϕ||Wlm(Ω) =
∑
|α|≤l
||Dαϕ||mLm(Ω)
1/m (2.16)
Ausserdem sei
Wl∞ = {ϕ ∈ L∞(Ω)|Dαϕ ∈ L∞(Ω) fu¨r |α| ≤ l} (2.17)
der Sobolevraum mit Norm:
||ϕ||Wl∞(Ω) = max|α|≤l ||D
αϕ||L∞(Ω) (2.18)
Fu¨r m=2 wird der Sobolevraum zu einem Hilbertraum und mit Hl = W
2
l bezeichnet.
Mit H(div ,Ω) wird der Raum {ϕ ∈ L2(Ω)| div ϕ ∈ L2} bezeichnet.
So wie mit Cn0 die Menge der n-mal stetig differenzierbaren Funktionen mit kompakten
Tra¨ger bezeichnet wird, bezeichnet man auch die Menge der Funktionen aus Hm mit
kompaktem Tra¨ger als Hm0 . Aus der Funktionalanalysis ist bekannt, dass im Rn kompakt
a¨quivalent zu abgeschlossen und beschra¨nkt ist. Daher nimmt eine Funktion f ∈ Hm0 ins-
besondere auf dem Rand ∂Ω des betrachteten Gebietes Ω den Wert Null an.
Neben den Normen ‖·‖m der Sobolevra¨umen sind auch auf ihnen definierte Seminormen
von einiger Bedeutung.
Definition 2.20
Auf dem Sobolevraum Hm wird mit
|u|m :=
√∑
|α|=m
‖∂αu||2L2Ω (2.19)
die zugeho¨rige Seminorm bezeichnet.
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In Ra¨umen mit verallgemeinerter Nullrandbedingung, d.h. in Hm0 , sind die Seminormen
zu den Normen a¨quivalent. Gleiches gilt, wenn Ω beschra¨nkt ist (siehe [GIR86]).
Bemerkung 2.21
Nach diesen Definitionen ist natu¨rlich klar, dass der Raum H(div ,Ω) den Raum H1(Ω)
entha¨lt.
Definition 2.22
Analog zum Raum Hm0 (Ω) kann man H0(div ,Ω) definieren als
H0(div ,Ω) = {ϕ ∈ H(div ,Ω)|, (ϕ · n, v) = 0 ∀v ∈ H1(Ω)} (2.20)
Bemerkung 2.23
Beno¨tigte Randbedingungen werden meist direkt in die Ansatzra¨ume mit eingebaut. Da-
her wird zur Vereinfachung folgende Schreibweise vereinbart:
H1Γ(Ω) := {η ∈ H1(Ω), η = 0 auf Γ}
HΓ(div ,Ω) := {v ∈ H(div ,Ω),v · n = 0 auf Γ}
Die etwas inkonsistente Schreibweise fu¨r diese Abku¨rzungen liegt in den spa¨ter verwende-
ten Randbedingungen und Ansatzra¨umen begru¨ndet.
2.3.2 Nicht ganzzahlige Sobolevra¨ume
Die Notation der Sobolevra¨umeWm,p(Ω) kann erweitert werden auf den Fall, dassm nicht
aus N ist. Leider gibt es mehrere Definition von Sobolevra¨umen mit nicht ganzzahliger
Dimension, die nicht alle a¨quivalent sind.
In dieser Arbeit verwenden wir die folgende Definition, die u.a. in [GIR86] und [BRS94]
zu finden ist.
Definition 2.24
Sei Ω eine offene Teilmenge des RN , 0 ≤ m ∈ N und s und p zwei reelle Zahlen, fu¨r die
gilt 1 ≤ p <∞ und s = m+ σ, wobei σ ∈ R mit 0 < σ < 1. Wir bezeichnen mit W s,p(Ω)
den Raum aller Distributionen von u mit u ∈ W s,p(Ω) und∫
Ω
∫
Ω
|∂αu(x)− ∂αu(y)|p
‖x− y‖N+σp dxdy <∞ ∀|α| = m.
Dementsprechend wird mit W s,∞(Ω) der Unterraum der Funktionen u ∈ Wm,∞(Ω) mit
max
|α=m|
ess sup
x,y∈Ω,x6=y
|∂αu(x)− ∂αu(y)|
‖x− y‖σ <∞
bezeichnet.
Definition 2.25
Eine algebraisch und topologisch a¨quivalente Definition der Sobolevra¨ume mit p = 2,
erha¨lt man durch Verwendung von Fourier Transformationen [GIR86]: Fu¨r reelle s > 0
definieren wir
Hs(RN) = {v ∈ L2(RN) | (1 + ‖σ‖2)s/2vˆ(σ) ∈ L2(RNσ )}
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mit der Norm
‖v‖s,RN = {‖v‖20,RN + (1 + ‖σ‖2)s/2vˆ(σ)‖20,RNσ )}1/2
wobei vˆ die Fourier Transformation von v bezeichnet. Wenn Ω eine offene Teilmenge des
RN ist, definieren wir
Hs(Ω) = {v ∈ L2(Ω) | ∃v˜ ∈ Hs(RN) mit v˜|Ω = v}
mit der Norm
‖v‖s,Ω = inf
v˜∈Hs(RN ),v˜|Ω=v
‖v˜‖s,RN .
Bemerkung 2.26
Ebenso wie im Fall H1(Ω) ⊂ H(div ,Ω) kann man sich leicht u¨berlegen, dass der Raum
H−1/2(Ω) den Raum H1/2(Ω) entha¨lt. Denn w ist ein Element aus H−1/2(Ω), falls die
H−1/2-Norm von w endlich ist, d.h. falls gilt
sup
φ∈H1/2
< w, φ >
‖φ‖1/2 <∞. (2.21)
Man kann sich weiter u¨berlegen: Wa¨re φ ∈ L2 in der obigen Ungleichung 2.21, so wu¨rde
sich in 2.21 das normale L2 Skalarprodukt ergeben. Und damit wa¨re natu¨rlich auch w ∈ L2.
Da aber φ ∈ H1/2 liegt und natu¨rlich H1/2(Ω) ⊂ L2(Ω) gilt, ist w aus einer Menge, die
L2 entha¨lt. Es gilt daher also:
H1/2(Ω) ⊆ L2(Ω) ⊆ H−1/2(Ω)
Weiterhin gilt sogar
H1/2(Ω) ⊂ L2(Ω) ⊂ H−1/2(Ω)
Bemerkung 2.27
Der Beweis fu¨r die A¨quivalenz der Definitionen (2.24) und (2.25) findet sich beispielsweise
in [GIR86].

3 Die Flachwassergleichung
In diesem Kapitel werden die Flachwassergleichungen vorgestellt und ihre wichtigsten
Eigenschaften kurz charakterisiert. Desweiteren wird im Abschnitt 3.2 eine Zeitdiskreti-
sierung der Flachwassergleichungen gegeben, die auf einer Kombination des Eulerschen
und des Lagrangeschen Koordinatensystems beruht. Am Ende des Kapitels werden zwei
mo¨gliche Variationsformulierungen gegeben, die zur (Na¨herungs-)Lo¨sung der Flachwas-
sergleichungen per Finite Element Methode genutzt werden ko¨nnen.
3.1 Einleitung
Bei den Flachwassergleichungen handelt es sich zuna¨chst einmal um ein freies Randwert-
problem, d.h. die Berechnung der Ra¨nder, in diesem Fall der Wasserho¨he, ist ein Teil des
Problems. Die Flachwassergleichungen (Shallow Water Equations, SWE) werden durch
Mittelung der Wasserho¨he aus den inkompressiblen drei-dimensionalen Navier-Stokes-
Gleichungen (NS) gewonnen. Durch Mittelung u¨ber die Wasserho¨he wird aus der ur-
spru¨nglichen drei-dimensionalen nichtlineare Advektions-Diffusions Gleichung eine leich-
ter zu lo¨sende zwei-dimensionale nichtlineare Advektions-Diffusions Gleichung. Dies re-
duziert einerseits den Rechenaufwand, den man zur Lo¨sung der SWE betreiben muss.
Andererseits erkauft man sich diese Vereinfachung durch einige Einschra¨nkungen. So sind
die Flachwassergleichungen, wie der Name schon vermuten la¨sst, nur in einem Gebiet
gu¨ltig, indem die La¨nge des Gebietes sehr viel gro¨sser als seine Ho¨he ist. Desweiteren
wird angenommen, dass sich die Bodenbeschaffenheit nicht zu schnell a¨ndert. Dies kann
Abbildung 3.1: Querschnitt des Gebiets
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mathematisch durch ∣∣∣∣∂hb∂x1
∣∣∣∣ ≈ d|hb||L| < d|H||L| << 1∣∣∣∣∂hb∂x2
∣∣∣∣ ≈ d|hb||L| < d|H||L| << 1
beschrieben werden (siehe [DAW00]). Dabei ist ξ(x1, x2, t) die Wasserho¨he u¨ber einer Re-
ferenzebene, hb die Wassertiefe unter dieser Referenzebene und H = ξ+hb die tatsa¨chliche
Wasserho¨he (siehe Abbildung 3.1). Weiterhin wird das Fluid als inkompressibel und hy-
drostatisch angenommen [FQS99]. Fu¨r eine genaue Herleitung der SWE aus den NS sei
auf [WEI92] verwiesen.
Sei u = (u(x1, x2, t), v(x1, x2, t)) die ho¨hengemittelte Geschwindigkeit, dann haben die
Flachwassergleichungen die folgende Form:
1. Kontinuita¨tsgleichung (Continuity Equation)
∂ξ
∂t
+ div(uH) = 0 (3.3)
2. Impulserhaltung (Momentum Equation)
∂u
∂t
+ (u · ∇)u+ g∇ξ − µ∆u+ τbu+ F = 0 (3.4)
dabei ist g die Gravitationskonstante, τb(ξ,u) = cf
|u|
H
ist eine Bodenreibungskonstante.
Die hier verwendete Form von τb ist aus [FQS99] u¨bernommen und bei verschiedenen
Autoren unterschiedlich. F ist eine Funktion, die externe Kra¨fte, wie z.B. die Coriolis-
kraft, Windsta¨rke, athmospha¨rischen Druck, usw., darstellt. Die mathematische Darstel-
lung dieser Kraft ist bei verschiedenen Autoren ebenfalls unterschiedlich. Eine mo¨gliche
Darstellung dieser Kraft ist F = (fck× u− 1HτWS +∇p− g∇N )[LWS91].
Im Folgenden wird Ω˜ als der gesamte dreidimensionale Wasserko¨rper und Ω als die
zweidimensionale Projektion von Ω˜ auf die x-y Ebene bezeichnet. Dabei wird zur Verein-
fachung davon ausgegangen, dass der Rand ∂Ω von Ω glatt ist.
3.2 ELLAM
Neben Vereinfachungen, ergeben sich auch spezielle Schwierigkeiten aus den Flachwasser-
gleichungen. Eine der gro¨ssten Schwierigkeiten geht mit einer, im Vergleich zur Dispersion,
sehr grossen Advektionsgeschwindigkeit einher. Dies trifft ha¨ufig auf kleine Kana¨le oder
schmale Buchten zu und die SWE sind in diesem Fall mit Standard-Galerkin Verfahren
nur sehr schwer zu lo¨sen (vgl. Kapitel 6.1 in [QUV00]).
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Die SWE sind dann zwar noch parabolisch, durch die sehr geringe Dispersion macht sich
aber ein hyperbolisches Verhalten bemerkbar. Deshalb sucht man nach Verfahren um die-
se Schwierigkeit in den Griff zu bekommen.
Fu¨r allgemeine Advektions-Diffusions-Probleme der Form
Lz(x) :=
n∑
i,j=1
Di(aijDjz) +
n∑
i=1
Di(biz) + a0z (3.5)
(Di =
∂
∂xi
), A = (aij) ∈ Rn×n,b ∈ Rn mit einem sehr grossen Advektionsanteil ergibt
sich eine, im Vergleich zur Stetigkeitskonstante γ, kleine Elliptizita¨tskonstante α (vgl.
2.12). Dies fu¨hrt dazu, dass besonders der Fehler im Gradienten der Na¨herungslo¨sung bei
Verwendung von Standard Finiten Elementen sehr gross sein kann. Was im weiteren dazu
fu¨hrt, dass bei der Standardfehlerabscha¨tzung des Fehlers
‖u− uh‖1 ≤ Chl‖u‖l+1 (3.6)
die Konstante C sehr gross wird. Der Fehler den man durch nur na¨herungsweise Lo¨sung
der SWE macht, wird in diesem Fall also sehr gross (siehe [QUV00]). In der Lo¨sung ko¨n-
nen in diesem Fall unphysikalische Oszillationen auftreten.
Um dieses Problem zu umgehen, gibt es verschiedene Stabilisierungsstrategien. Die wohl
bekannteste Strategie ist die ’artificial diffusion method’. In diesem Fall wird der Diffu-
sionsterm ku¨nstlich erho¨ht. Man vermeidet dadurch zwar die typischerweise auftreten-
den Oszillationen, allerdings ist der Nachteil die erho¨hte Ungenauigkeit. Die Lo¨sung ver-
schmiert durch die zusa¨tzliche Diffusion. (’cannot be better than first order accurate’).
Ebenfalls sehr bekannt ist die 2∆x-Methode von Lynch und Grey (1979) [LYG79].
Es existieren allerdings schon seit geraumer Zeit Methoden, die eine ho¨here Genau-
igkeit erreichen, so z.B. die ’streamline-upwind/Petrov-Galerkin’ Methode (SUPG) (vgl.
z.B. [BRH82]), oder etwa die ’Galerkin Least-Squares’ Methode (GaLS) (vgl. Kapitel 4).
Darauf soll an dieser Stelle allerdings (noch) nicht weiter eingegangen werden. Stattdessen
wird im folgenden die Euler Lagrange Localized Adjoint Method (ELLAM) beschrieben,
die einer Arbeit von Dawson und Martinez-Canales entstammt [DAW00], mit der die
Schwierigkeiten, die sich in Verbindung mit einer zu geringen Diffusion ergeben, ebenfalls
in den Griff zu bekommen sind. Die ELLAM-Methode verbindet die klassische Eulersche
Sichtweise eines festen Koordinatensystems mit der Lagrangeschen Sichtweise, bei der
sich das Koordinatensystem mit einem Partikel mitbewegt. Fu¨r den Advektionsteil wird
die Lagrangesche Sichtweise verwendet, wa¨hrend sonst die klassische Eulersche Sichtweise
verwendet wird. Im Advektionsteil bewegt man sich durch den Lagrange-Ansatz auf den
Trajektorien der Partikel mit, erreicht so, dass dieser Teil aus der resultierenden Gleichung
’herausfa¨llt’. Diese Darstellung erreicht man durch Ersetzen der ’normalen’ Zeitableitung
∂
∂t
durch die Richtungs- bzw. totale Ableitung in Richtung (u, 1). Dies soll etwas na¨her
dargestellt werden:
Sei also s der Einheitsvektor in Richtung (u, 1), also s = 1
α
(u, 1) mit α =
√
1 + |u|2
Dann ergibt sich als Richtungsableitung fu¨r eine beliebige Funktion f:
α
∂f
∂s
=
∂f
∂t
+ u∇f (3.7)
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Angewandt auf u und ξ in (3.3) und (3.4) erha¨lt man als Charakteristikenform der SWE
α
∂ξ
∂s
+ div(uH)− u∇ξ = 0 (3.8)
α
∂u
∂s
+ g∇ξ + cf u|u|
H
+ µ∆u+ F = 0 (3.9)
oder fu¨r H statt ξ als Prozessvariable:
α
∂H
∂s
+ div(uH)− u∇H︸ ︷︷ ︸ = 0 (3.10)
Hdiv(u)
α
∂u
∂s
+ g∇(H − hb) + cf u|u|
H
+ µ∆u+ F = 0 (3.11)
Eine mo¨gliche schwache Formulierung von (3.3),(3.4) lautet also:
Schwache Formulierung:
α
(
∂H
∂s
, η
)
+ (Hdiv(u), η) = 0 fu¨r alle η ∈ L2(Ω) (3.14)
α
(
∂u
∂s
,v
)
+ (g∇(H − hb),v) + cf
(
u|u|
H
,v
)
+ µ(∆u,v) + (F,v) = 0
fu¨r alle v ∈ (H1(Ω))2 (3.15)
3.3 Zeitdiskretisierung
Im na¨chsten Schritt ist die schwache Formulierung zeitlich zu diskretisieren.
Fu¨r eine zeitliche Diskretisierung beno¨tigt man die Werte von u und H zu zwei aufein-
anderfolgenden Zeitpunkten t und t− 1. Da man, zumindest teilweise, eine Lagrangesche
Sichtweise benutzt hat, ist es geschickt zuerst die Partikel zuru¨ckzuverfolgen und ihren
Ort zum Zeitpunkt t − 1 zu errechnen. Um dies zu erreichen wird das Eulerverfahren
auf die Charakteristiken angewandt. Durch Anwenden des impliziten Euler Verfahrens
auf das Problem (3.14),(3.15), mit passenden Randwerten und Anfangswerten u(0) = u0,
H(0) = H0, ergibt sich:
x˘ = x− u(x, t)∆t
wobei x˘ die Approximation an den Ort des Partikels, das sich zum Zeitpunkt t am Ort x
befand, zur Zeit t-1 ist. Im folgenden sei xˆ = xk − ukh(x)∆t und fˆ = f(xˆ).
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xˇ x
tk−1
tk
´
´
´
´
´
´
´
´´
r
r
Abbildung 3.2: Charakteristiken
Da die ELLAM-Methode auf die Flachwassergleichungen angewandt wurde, ergibt sich
nun der einfache Zusammenhang (vgl. z.B. [DAN02])
α
∂u
∂s
' u− uˆ
∆t
und natu¨rlich ebenso α∂H
∂s
' H−Hˆ
∆t
, siehe dazu auch Abbildung 3.2.
Bei der Zuru¨ckverfolgung der Charakteristiken entsteht ein Approximationsfehler. Die-
sen kann man verkleinern, indem man genauere Verfahren als das implizite Eulerverfahren
anwendet, so zum Beispiel ein Runge-Kutta-Verfahren ho¨herer Ordnung. Je genauer man
die Stromlinien zuru¨ckverfolgt, desto gro¨sser wird der Rechenaufwand den man betrei-
ben muss. Man muss hier also einen Kompromiss zwischen Genauigkeit und vertretbarem
Aufwand eingehen.
Mit ∆t = τ lautet die Variationsformulierung nach der Zeitdiskretisierung also:
Variationsformulierung:
Bestimme u ∈ (H1(Ω))2
H ∈ L2(Ω) so, dass
(H + τH div u, η)0,Ω = (Hˆ
alt, η)0,Ω ∀η ∈ L2(Ω) (3.18)(
u+ τcf
u|u|
H
,v
)
0,Ω
− τg(H, div v)0,Ω + τµ(∇u,∇v)0,Ω
= (uˆalt,v)0,Ω + τg(∇hb,v)0,Ω − τg(HRand,n · v)0,Ω (3.19)
∀v ∈ (H1(Ω))2
mit geeigneten Randbedingungen, die i.A. von der Viskosita¨t abha¨ngen, z.B.:
H = HΓ auf Γopen,inflow (3.20)
u · n = 0 auf Γclosed (3.21)
und Anfangsbedingungen:
u(0) = u0 (3.22)
H(0) = H0 (3.23)
Dies ist ein nichtlineares Variationsproblem. Die Lo¨sung kann hier z.B. mit Hilfe des
Newton-Verfahrens ermittelt werden. Dazu setzen wir:
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Hk+1 = Hk + δH mit δH ∈ L2(Ω)
uk+1 = uk + δu δu ∈ HΓN (div,Ω)2
Als na¨chstes werden die nichtlinearen Anteile H· div u und u|u|
H
linearisiert. Mit
|v + δ| =
√
(v1 + δ1)2 + (v2 + δ2)2
Taylorentw.≈
√
v21 + v
2
2 +
δ12v1
2
√
v21 + v
2
2
+
δ22v2
2
√
v21 + v
2
2
≈ |v|+ vδ|v| (3.24)
(uk + δu)|uk + δu|
Hk + δH
≈ (uk + δu)(|uk|+ u
kδu
|uk| )(
1
Hk
− δH|(Hk)2|)
≈ uk|uk| 1
Hk
+
|uk|δu
Hk
+
uk(ukδu)
|uk| −
uk|uk|
(Hk)2
δH (3.25)
ergibt sich als ein linearisiertes Problem fu¨r die
Variationsformulierung:
Bestimme δu ∈ H1(Ω)2
δH ∈ L2(Ω) so, dass
(δH , η) + τ( div u
kδH , η) + τ(H
k div δu, η)
= (Hˆalt, η)− (Hk, η)− τ(Hk div uk, η) ∀η ∈ L2(Ω) (3.28)
(δu,v) + τcf
( |uk|δu
Hk
,v
)
+ τcf
(
uk(ukδu)
|uk|Hk ,v
)
−τcf
(
uk|uk|
(Hk)2
δH ,v
)
+ τg(δH , div v) + τµ(∇δu,∇v)
= (uˆalt,v) + τg(∇hb,v)− (uk,v)− τcf
(
uk|uk|
Hk
,v
)
−τg(Hk, div v)− τµ(∇uk,∇v)− τg(HRand,n · v)0,Γ (3.29)
∀v ∈ (H1(Ω))2
wieder mit geeigneten Rand-
H = HΓ auf Γopen,inflow (3.30)
un = 0 auf Γclosed (3.31)
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bzw. Anfangsbedingungen:
u(0) = u0 (3.32)
H(0) = H0 (3.33)
Die oben stehende Variationsformulierung ko¨nnte nun dazu genutzt werden eine nume-
rische Lo¨sung fu¨r die Flachwassergleichungen zu erhalten. Allerdings ergeben sich dabei
die unterschiedlichsten Schwierigkeiten. Man hat bei dem oben stehenden Problem ein
Sattelpunktproblem zu lo¨sen und Sattelpunktprobleme sind allgemein sehr aufwendig zu
lo¨sen. Beim Lo¨sen des zugeho¨rigen linearen Gleichungssystems tauchen i.A. indefinite Ma-
trizen auf. Desweiteren mu¨ssen die Ansatzra¨ume fu¨r die Finiten Elemente einer Kompa-
tibilita¨tsbedingung genu¨gen. Man kann die Finiten Elemente also nicht vo¨llig frei wa¨hlen,
sondern muss die Ansatzra¨ume aufeinander abstimmen. Und zu guter Letzt stellte es sich
als sehr schwierig heraus, einen a-posteriori Fehlerscha¨tzer fu¨r die oben stehen Variations-
formulierung zu finden. Und gerade ein Fehlerscha¨tzer ist zur effektiven Lo¨sung der SWE
unerla¨sslich.
Aus diesen unterschiedlichen Gru¨nden wird auf die weitere Untersuchung der Variati-
onsformulierung (3.28) verzichtet. Sie soll hier nur als Illustration dienen. Stattdessen wird
mit dem na¨chsten Kapitel ein anderer Ansatz verfolgt, der frei von den oben beschriebenen
Beschra¨nkungen ist. Es wird eine Least-Squares Formulierung fu¨r die Flachwassergleichun-
gen hergeleitet, bei der die Finiten Elemente frei gewa¨hlt werden ko¨nnen, man lediglich
positiv definite lineare Gleichungssysteme zu lo¨sen hat und sogar einen Fehlerscha¨tzer
erha¨lt.

4 Least-Squares Ansatz
In diesem Kapitel werden die wichtigsten Eigenschaften der Least-Squares Methode er-
la¨utert. Desweiteren wird knapp beschrieben welche Vorteile sich aus einer Least-Squares
Formulierung im Gegensatz zu einer klassischen Variationsformulierung aus Kapitel 3 er-
geben. Fu¨r einen umfangreicheren U¨berblick sei z.B. auf den Artikel [BOG98] von Bochev
und Gunzburger verwiesen.
4.1 Einfu¨hrung in Least-Squares
Die Least-Squares Formulierung eines Systems von PDGLn basiert auf der Minimierung
einer Norm des zugeho¨rigen Residuums des Systems.
Beispiel 4.1
Im Beispiel der Poisson-Gleichung
∆u = f (4.1)
wa¨re das Residuum R = ∆u− f . Man sieht sofort, ist u Lo¨sung von (4.1) so gilt
‖∆u− f‖2 = 0 (4.2)
und umgekehrt, wobei ‖.‖ eine vom Problem abha¨ngende Norm ist.
Dies motiviert die folgende Vorgehensweise: Man versucht nun eine Na¨herungslo¨sung
uh an 4.1 zu finden, in dem man die Gleichung 4.2 nicht exakt, sondern eben nur na¨he-
rungsweise lo¨st. Dies geschieht durch Minimierung der linken Seite. In unserem Beispiel
sucht man also:
Finde
min
u
‖∆u− f‖2 (4.3)
Dabei ergibt sich gleich der offensichtliche Vorteil, dass die Norm des Residuums defini-
tionsgema¨ß immer gro¨sser oder gleich Null ist. Das bedeutet, falls man in Beispiel (4.2)
ein uh mit
‖∆uh − f‖2 = 0 (4.4)
gefunden hat, oder allgemein eine Lo¨sung, so dass die Norm des Residuums Null ergibt,
so hat man auch die exakte Lo¨sung des Problems gefunden.
Um die im obigen Beispiel stehende Least-Squares Formulierung 4.2 zu lo¨sen, stellt man
nun die Normalengleichungen
(∆uh,∆uh) = (f, f) (4.5)
auf und lo¨st dieses Variationsproblem.
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Bemerkung 4.2
An der zur Illustration verwendeten DGL (4.1) kann man gut beobachten, dass es nicht
in jedem Fall optimal ist, eine Least-Squares Formulierung zu benutzen. Wie man in der
Normalengleichung (4.5) beobachten kann, ergibt sich in diesem Beispiel als Konditions-
zahl fu¨r einen Least-Squares Ansatz O(h−4) im Gegensatz zu einer Konditionszahl von
O(h−2) bei der Standard Galerkin Methode.
Abhilfe schafft die Transformation der PDGL in ein System von PDGLn erster Ordnung
(siehe auch Kapitel 4.2.1).
Desweiteren mu¨ssen die Ansatzra¨ume fu¨r eine LS-FormulierungH2-konform sein, wa¨hrend
fu¨r die Galerkin-Formulierung H1-Ansatzra¨ume ausreichen.
4.1.1 Vor- und Nachteile von LeastSquares Formulierungen
Fu¨r die Implementierung der SWE wurde eine Least-Squares Formulierung gewa¨hlt. Dies
hat verschiedene Gru¨nde.
Die Least-Squares Formulierung bietet allgemein und insbesondere fu¨r das vorliegende
Problem der SWE einige Vorteile.
So fu¨hrt eine Standard Variationsformulierung fu¨r die Flachwassergleichungen, wie
schon in Kapitel 3 bemerkt, auf ein meist schwer zu lo¨sendes Sattelpunktproblem. Da-
bei ko¨nnen u.a. die Finiten Elemente fu¨r die Prozessvariablen nicht frei gewa¨hlt werden,
sondern mu¨ssen einer Kompatibilita¨tsbedingung, der sog. inf-sup oder Babuska-Brezzi-
Bedingung, genu¨gen. Im Gegensatz dazu ko¨nnen bei einem Least-Squares Verfahren be-
liebige Finite Element-Ansatzra¨ume kombiniert werden. Z.B. fu¨hrt die Verwendung von
standard polynomialen linearen Ansatzra¨umen (vgl. Kapitel 6.1) fu¨r beide Prozessvaria-
blen zu Oszillationen in der Lo¨sung (siehe auch [DAN02]). Desweiteren beno¨tigt man fu¨r
Advektions-Diffusions-Gleichungen mit grosser Advektion, zu denen natu¨rlich auch die
SWE mit geringer Viskosita¨t geho¨ren, Stabilisierungsverfahren wie z.B. artificial diffusion
oder upwind- Verfahren (siehe auch Kapitel 3). Durch diese Stabilisierungsverfahren ent-
stehen allerdings meist zusa¨tzliche Ungenauigkeiten und gro¨ssere Fehler bei der Lo¨sung
der DGLn. Zumindest erho¨ht sich aber der Rechenaufwand zur Lo¨sung bei Verwendung
von Stabilisierungsverfahren. Im Gegensatz dazu wird bei der Least-Squares Methode
keine Kompatibilita¨tsbedingung fu¨r die Ansatzra¨ume beno¨tigt.
Ein weiterer Vorteil der Least-Squares-Methode ist, dass man fu¨r das zu lo¨sende Glei-
chungssystem immer positiv definite Matrizen bekommt. Bei allgemeinen Variationsformu-
lierungen hat man es dagegen ha¨ufig mit indefiniten Matrizen und damit mit schwieriger
zu lo¨senden Sattelpunktproblemen zu tun.
Desweiteren hat man die Mo¨glichkeit Randbedingungen direkt in das Funktional ein-
zubauen. Dies ist besonders bei komplizierten Randbedingungen sehr vorteilhaft, da die
Ansatzra¨ume sonst ebenfalls dementsprechend kompliziert wa¨ren. Von diesem Vorteil ei-
ner Least-Squares Formulierung wird im Folgenden noch Gebrauch gemacht werden. Denn
die Randbedingung fu¨r den geschlossenen Rand hat bei der hier verwendeten Form der
SWE die Gestalt
(u · n) · n+ (µu · t) · t = 0. (4.6)
Wie diese Randbedingung zustande kommt, wird ausfu¨hrlich in Kapitel 5 beschrieben.
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Man hat also unterschiedliche Randbedingungen fu¨r unterschiedliche Viskosita¨tsparame-
ter. Insbesondere im Fall µ = 0 reduziert sich die Randbedingung fu¨r den geschlossenen
Rand auf
u · n = 0. (4.7)
Dies in die Finite-Element-Ansatzra¨ume einzubauen wa¨re sehr schwierig, deshalb wird die
Randbedingung 4.6, wie in Bemerkung 5.9 beschrieben, umgeschrieben zu
u · n = 0 (4.8)
µu · t = 0 (4.9)
und der Anteil 4.9 der Randbedingung direkt in das Funktional eingebaut.
Ein weiterer wichtiger Vorteil eines Least-Squares Verfahrens ist die Tatsache, dass es
i.a. mo¨glich ist, das LS-Funktional als einen a-posteriori Fehlerscha¨tzer zu nutzen. Fu¨r ein
lineares System von PDGLn ist es generell nicht sonderlich schwer einen residuellen Feh-
lerscha¨tzer zu erhalten. Allerdings stellen die SWE ein nichtlineares System von PDGLn
dar. In diesem Fall wa¨re der Aufwand einen residuellen Fehlerscha¨tzer zu erhalten sehr
gross, wenn es u¨berhaupt mo¨glich ist. Fu¨r die Least-Squares Methode hingegen reicht es
zu zeigen, dass eine Norm des zu den PDGLn geho¨renden Funktionals nach oben und
unten durch eine beliebige Norm beschra¨nkt ist. Dass also das Funktional koerziv und
stetig ist. Die Norm sollte dabei mo¨glichst nicht von einem evtl. vorhandenen Zeitschritt,
sondern nur von Konstanten und den Prozessvariablen abha¨ngen. In diesem Fall stellt
die Norm des Funktionals einen Fehlerscha¨tzer dar, denn es gilt die folgende Relation
zwischen dem Residuum R eines Funktionals F und seiner Fre´chet-Ableitung J :
R(Xh) = R(Xh)−R(X) (4.10)
=
∫ 1
0
J (X + s(Xh −X))[Xh −X] ds (4.11)
wobei wie u¨blich Xh eine Na¨herung an die wahre Lo¨sung X bezeichnet. Um zu zeigen,
dass das Residuum R einen a-posteriori Fehlerscha¨tzer darstellt, genu¨gt es also zu zeigen,
dass ∫ 1
0
J (X + s(Xh −X))[Xh −X] ds h |||Xh −X|||2 (4.12)
mit einer geeigneten Norm |||(·, ·)||| auf dem Ansatzraum gilt. Diese A¨quivalenz zu zeigen,
ist ein wesentlicher Teil dieser Arbeit und wird ausfu¨hrlich in Kapitel 7 behandelt.
Die Mo¨glichkeit einen einfach zu berechnenden Fehlerscha¨tzer zu erhalten, stellte auch
ganz wesentlich die Motivation zur Verwendung der Least-Squares Methode dar.
Bemerkung 4.3
Mit Hilfe eines Fehlerscha¨tzers ist es mo¨glich die Na¨herungslo¨sung auf einem Gitter adap-
tiv zu verfeinern, d.h. also nur dort zu verfeinern, wo der Fehler besonders gross ist. Dies
reduziert den erforderlichen Rechenaufwand eine bestimmte Genauigkeit in der Lo¨sung
zu bekommen, ganz erheblich.
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Least-Squares Formulierungen lassen sich allgemein in die folgenden Methoden eintei-
len [BOG98]. Aus Platzgru¨nden werden die verschiedenen LS Methoden hier allerdings
nur sehr grob erla¨utert. Fu¨r eine detailliertere Beschreibung sei wiederum auf [BOG98]
verwiesen.
- Einfache L2- LS-Methoden (Basic L2 methods)
Einfache L2-Least-Squares Methoden basieren auf einem System von PDGLn ers-
ter Ordnung. Das zugeho¨rige Least-Squares Funktional beinhaltet auschliesslich L2-
Normen. Wenn das resultierende LS-Funktional vollsta¨ndig H1-koerziv (fully H1
coercive) ist, sind diese Formulierungen zur Lo¨sung des Problems sehr gut geeignet.
Vollsta¨ndig H1-koerziv bedeutet, dass die auftauchenden Normen a¨quivalent zu ei-
nem Produkt aus H1-Normen sind. In diesem Fall ist es mo¨glich die Variablen durch
Umformungen entkoppeln. Man erha¨lt eine Konditionszahl der Ordnung o(h−2) und
einen bezu¨glich der H1-Norm optimalen Fehlerscha¨tzer. Als weiterer Vorteil ist die
Formulierung sehr leicht aufzustellen und das Funktional ausserdem leicht zu imple-
mentieren.
- gewichtete L2-Methoden (weighted L2 methods)
Bei gewichteten L2-Methoden werden die in dem Least-Squares Funktional auftau-
chenden Normen, wie der Name schon vermuten la¨sst, zusa¨tzlich mit Gewichten
versehen. Diese Gewichte sind i.A. von der Gitterkonstante abha¨ngig.
Viele Systeme sind nicht vollsta¨ndig H1-koerziv, wie z.B. auch das Stokes-Problem
und die SWE. Denn bei diesen beiden PDGLn sucht man eine Lo¨sungsvariable
in dem Zwischenraum H(div ,Ω). Bei der LS-Formulierung taucht daher auch die
diesem Raum zugeordnete Norm ‖ · ‖div ,Ω auf. Und damit ist klar, dass diese For-
mulierungen nicht vollsta¨ndig H1-koerziv sein ko¨nnen. Fu¨r solche Probleme ko¨nnen
gewichtete L2-LS-Methoden verwendet werden. Gewichtete Methoden lassen sich
i.A. dazu verwenden Probleme zu beheben, die dadurch entstehen, dass
– andere Normen als die Norm ‖ · ‖20 bei der LS-Formulierung verwendet werden,
– man ungu¨nstige Randbedingungen zu implementieren hat oder
– man einspringende Ecken in der Geometrie hat.
- H−1-Methoden
H−1-Methoden, sind LS-Methoden, in denen negative Sobolev-Normen in der For-
mulierung auftreten. Die auftretenden negativen Sobolev-Normen verkomplizieren
allerdings die Implementierung einer H−1-LS-Formulierung entscheidend.
Da bei den hier untersuchten SWE u.a. zumindest eine Lo¨sung in H(div ,Ω) gesucht
wird, wird zur Aufstellung der LS-Formulierung eine gewichtete Least-Squares-Methode
genutzt.
4.2 Das Least-Squares Funktional
4.2.1 Vorbereitung
Bevor die konkrete Least-Squares Formulierung der Shallow Water Equations gegeben
wird, werden wir zuna¨chst eine neue Hilfsvariable U fu¨r den Gradienten des Flusses u
4.2 Das Least-Squares Funktional 41
einfu¨hren. Es wird also
U := ∇u (4.13)
gesetzt.
Mit Hilfe dieser Standardtechnik, die z.B. auch bei [CLM94] gefunden werden kann, wird
aus einem System von PDGLn zweiter Ordnung ein a¨quivalentes System erster Ordnung
geschaffen. Man umgeht damit die Schwierigkeiten, die sich beim Lo¨sen von PDGLn zwei-
ter Ordnung mit Hilfe eines Least-Squares Ansatzes ergeben (vgl. Bemerkung 4.2).
Desweiteren ist es durch die Einfu¨hrung der zusa¨tzlichen Variablen mo¨glich, einen weite-
ren Finite-Element Ansatzraum fu¨r den Fluss u zu verwenden. So ist es mo¨glich, die sog.
MTW-Ra¨ume, die in Kapitel 6.3 na¨her betrachtet werden, als Ansatzra¨ume fu¨r den Fluss
u zu nutzen.
4.2.2 Das SWE Least-Squares Funktional
Nach Anwendung der Charakteristiken-Methode (vgl. 3.2) und der Einfu¨hrung der neuen
Hilfsvariablen U sehen die SWE (3.3)-(3.4) nun wie folgt aus. Unsere zu lo¨sende Least-
Squares Formulierung lautet zuna¨chst:
Finde (Hˆ,u,U) ∈ H1ΓD(Ω)×HΓN (div ,Ω) ∩ µ ·H1ΓN (Ω)2 ×HΓD(div ,Ω)2
so dass
‖R(HD + Hˆ,u,U; Hˆold, uˆold)‖20,Ω (4.15)
minimiert wird.
Dabei ist nach der Beschreibung der LS-Methode aus der Einleitung klar, dass das Resi-
duum R definiert ist als
R(H,u,U; Hˆold, uˆold)=
 H − Hˆold + τ H div uu− uˆold + τ(g ∇(H −Hb) + cf u|u|H +√µdiv U+ F)
τ 1/2(U+
√
µ∇u)
 . (4.16)
Allerdings suchen wir die Lo¨sung der Variablen u aufgrund der Randbedingungen immer
noch im Raum HΓN (div ,Ω)∩µ ·H1ΓN (Ω)2. Es ist klar, dass dieser Raum unterschiedliche
Form fu¨r verschiedene Werte von µ annehmen kann. In diesem von µ abha¨ngenden Raum
zu suchen ist problematisch. Wir umgehen diese Schwierigkeit, indem wir den von µ
abha¨ngenden Teil der Randbedingungen, na¨mlich µ‖u · t‖Γ, direkt in das Funktional
einbauen. Die Randbedinung wird dann schwach erfu¨llt.
Dazu definieren wir
F(HD+η,u,U; Hˆold, uˆold) =
∑
K∈Th
‖R(HD+H,u,U; Hˆold, uˆold)‖20,K+τµ
∑
E∈Eh
1
hE
‖[t·u]E‖20,E
(4.17)
Dabei steht [t · v]E fu¨r einen Kantensprungterm.
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Definition 4.4
Genauer, der Kantensprung [u]E ist definiert als
[u]E =

u|T l − u|T r , E ∈ E ∩ Ω
u|T l , E ∈ E ∩ ΓN
0 , E ∈ E ∩ ΓD
(4.18)
wobei T l und T r das linke bzw. das rechte angrenzende Dreieck an der Kante E ist.
Analog ist es mo¨glich den Kantensprung fu¨r den Tangentialanteil der Geschwindigkeit zu
definieren.
[t · u]E =

t · u|T l − t · u|T r , E ∈ E ∩ Ω
t · u|T l , E ∈ E ∩ ΓN
0 , E ∈ E ∩ ΓD
(4.19)
Bemerkung 4.5
Fu¨r stu¨ckweise polynomiale Funktionen u ∈ H(div ,Ω) gilt
[u]E = [n · u]En+ [t · u]Et = [t · u]Et (4.20)
da die Normalkomponente des Sprungs auf allen Kanten verschwindet.
Das Least-Squares Problem unter Beru¨cksichtigung der Randbedingungen besteht nun
also darin:
Finde (Hˆ,u,U) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2 so dass
F(HD + Hˆ,u,U; Hˆold, uˆold) ≤ F(HD + η,v,V; Hˆold, uˆold) (4.22)
gilt, fu¨r alle (η,v,V) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2.
Die Finite Element Approximation (Hh,uh,Uh) ∈ Qh×Σh×Θh erfu¨llt dann natu¨rlich
F(HD + Hˆh,uh,Uh; pˆold, uˆhold) ≤ F(pDh + qh,vh,Vh; pˆhold, uˆhold) (4.23)
fu¨r alle (qh,vh,Vh) ∈ Qh × Σh × Θh. Wobei Qh × Σh × Θh Finite Element Ansatzra¨ume
bezeichnen, die in Kapitel 6 na¨her beschrieben werden. Die zum Funktional 4.17 geho¨rende
Bilinearform ist gegeben durch
B(H,u,U; q,v,V) =
∑
K∈Th
(R(HD + Hˆ,u,U; pˆold, uˆold),R(HD + qˆ,v,V; qˆold, vˆold))0,K
+ µ
∑
E∈Eh
1
hE
([t · u]E, [t · v]E)0,E (4.24)
Die Lo¨sung von 4.22 erfu¨llt natu¨rlich auch die Variationsformulierung
B(HD + Hˆ,u,U; r,w,W) = 0 (4.25)
fu¨r alle (r,w,W) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2.
Ebenso erfu¨llt die Lo¨sung von 4.23
B(HD + Hˆh,uh,Uh; rh,wh,Wh) = 0 (4.26)
fu¨r alle (rh,wh,Wh) ∈ Qh × Σh ×Θh.
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Bemerkung 4.6
Fu¨r den Fall µ = 0 reduziert sich das System (4.16) zu
R0(H,u,U; Hˆold, uˆold) =
 H − Hˆold + τ H div uu− uˆold + τ(g ∇(H −Hb) + cf u|u|H + F)
τ 1/2U
 (4.27)
und es gilt
R(H,u,U; Hˆold, uˆold) = R0(H,u,U; Hˆold, uˆold) + µ1/2
 0τdiv U
τ 1/2∇u
 (4.28)
Die Fre´chet-Ableitung von R bzgl. (H,u,U), die wir noch beno¨tigen, hat dann folgende
Gestalt:
J (H,u)[η,v,V] =
 η + τ(H div v + η div u)D(H,u)v + τ (g ∇η − u |u|H2 η +√µdiv V)
τ 1/2(V +
√
µ∇v)
 (4.29)
mit
D(H,u) =
(
1 + τcf
|u|
H
)(
1 0
0 1
)
+
τcf
|u|H
(
u21 u1u2
u1u2 u
2
2
)
Bemerkung 4.7
Die Fre´chet-Ableitung von R0 bzgl. (H,u) hat die Form
J0(H,u)[η,v,V] =
 η + τ(H div v + η div u)D(H,u)v + τ (g ∇η − u |u|H2 η)
τ 1/2V
 (4.30)
Die Gleichungen (4.16) und (4.29) fu¨hren dann direkt auf das zu lo¨sende Variationspro-
blem, die Normalengleichungen:
Finde
(Hˆ,u,U) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2 so dass
(R(HD + Hˆ,u,U; Hˆold, uˆold),J (H,u,U)[η,v,V])0,Ω
+
(
τµ
∑
E∈Eh
1
hE
[t · u]E, τµ
∑
E∈Eh
1
hE
[t · v]E,
)
0,E
= 0
gilt fu¨r alle (η,v,V) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2
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4.2.3 Das Darcy Stokes Least-Squares Funktional
Wenn man die Fre´chet-Ableitung von R bzgl. (H,u,U) (4.29) na¨her betrachtet, fa¨llt die
A¨hnlichkeit zwischen J (H,u)[η,v,V] fu¨r u ≡ 0, H ≡ 1 und τ = 1 und den Stokes Glei-
chungen auf.
Die grosse A¨hnlichkeit motiviert die folgende na¨here Betrachtung des Systems
δ p+ div u = 0 in Ω ,
u+∇p− µ∆ u = 0 in Ω ,
n · u = g on Γ ,
µ(t · u) = 0 on Γ
(4.31)
mit δ, µ ≥ 0 und die Hoffnung, dass Ergebnisse, die sich fu¨r 4.31 gewinnen lassen, auch
auf die Flachwassergleichungen u¨bertragen werden ko¨nnen.
Bemerkung 4.8
Das System (4.31) entspricht fu¨r (δ, µ) = (0, 1) einem Stokes System, wa¨hrend es fu¨r
(δ, µ) = (0, 0) einfach eine Umformulierung der Laplace-Gleichung als System erster Ord-
nung ist.
Im Fall (4.31) ist das Residuum nach der Einfu¨hrung einer Hilfsvariablen fu¨r den Gra-
dient des Flusses (vgl. 4.13) gegeben durch
RS(p,u,U) =
 δ p+ div uu+∇p+ µ1/2div U
U+ µ1/2∇u
 . (4.32)
Analog zu den Flachwassergleichungen, besteht das Least-Squares Problem fu¨r den
Stokes Fall darin, (p, uˆ,U) ∈ H1(Ω)×H1Γ(Ω)2 ×H(div ,Ω)2 zu finden, so dass
‖RS(p,uN + uˆ,U)‖20,Ω ≤ ‖RS(q,uN + v,V)‖20,Ω (4.33)
erfu¨llt ist, fu¨r alle (q,v,V) ∈ H1(Ω)×H1Γ(Ω)2 ×H(div ,Ω)2.
Ebenso wie bei den SWE muss allerdings auch hier die Randbedingung µ(t · u) = 0
noch eingebaut werden. Wir definieren also a¨hnlich wie im Fall der SWE
FS(p,u,U) =
∑
K∈Th
‖RS(p,u,U)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · u]E‖20,E (4.34)
und das Least-Squares Minimierungsproblem besteht nun also darin, finde (p, uˆ,U) ∈
H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2 so dass
FS(p,uN + uˆ,U) ≤ FS(q,uN + v,V) (4.35)
gilt fu¨r alle (q,v,V) ∈ H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2.
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Bemerkung 4.9
Zur Vereinfachung nehmen wir im weiteren Verlauf an, dass δ > 0 gilt. Im Fall δ = 0,
kann eine zusa¨tzliche Bedingung wie ∫
Γ
p ds = 0
eingefu¨gt werden, um eine eindeutige Lo¨sung p zu garantieren.
Die zugeho¨rige Finite Element Approximation (ph,vh,Vh) ∈ Qh×Σh×Θh erfu¨llt dann
natu¨rlich analog zu 4.23
FS(ph,uN + uh,U) ≤ FS(qh,uN + vh,Vh) (4.36)
fu¨r alle (qh,vh,Vh) ∈ Qh × Σh ×Θh.
Die zu 4.35 geho¨rende Bilinearform wird dann gegeben durch
BS(p,u,U; q,v,V) =
∑
K∈Th
(RS(p,u,U),RS(q,v,V)0,K
+ µ
∑
E∈Eh
1
hE
([t · u]E, [t · v]E)0,E (4.37)
Die Lo¨sung von 4.35 erfu¨llt natu¨rlich auch die Variationsformulierung
BS(p,uN + u,U; r,w,W) = 0 (4.38)
fu¨r alle (r,w,W) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2.
Ebenso erfu¨llt die Lo¨sung von 4.36
BS(p,uN + uh,Uh; rh,wh,Wh) = 0 (4.39)
fu¨r alle (rh,wh,Wh) ∈ Qh × Σh ×Θh.
Bemerkung 4.10
Wenn wir das System (4.32) fu¨r den Fall µ = 0 mit
RS0(p,u,U) =
δ p+ div uu+∇p
U

bezeichnen, sieht man sofort, dass
RS(p,u,U) = RS0(p,u,U) + µ1/2
 0div U
∇u
 (4.40)
gilt.

5 Randbedingungen
In diesem Kapitel wird auf die bisher nicht besprochenen Probleme na¨her eingegangen,
die im Zusammenhang mit den Randbedingungen auftauchen. Es werden die in dieser
Arbeit verwendeten Randbedingungen fu¨r die Flachwassergleichungen na¨her erla¨utert und
in einem Spursatz gezeigt, dass insbesondere die fu¨r den geschlossenen Rand verwendete
Randbedingung mathematisch sinnvoll ist.
5.1 Allgemeines
Die in Kapitel 3 stehende Variationsformulierung ist ebenso wie die erste Least-Squares-
Formulierung (4.15) aus Kapitel 4 noch unvollsta¨ndig ohne physikalisch korrekte Rand-
und Anfangsbedingungen. Doch nicht nur physikalisch, sondern auch im mathematischen
Sinn ist es i.A. no¨tig, PDGLn um Rand- und Anfangsbedingungen zu erweitern. Nur so
ist es in der Regel mo¨glich eine eindeutige Lo¨sung fu¨r eine PDGL garantieren zu ko¨nnen.
Beispiel 5.1
Betrachtet man die (parabolische) Wa¨rmeleitungsgleichung
ut −∆u = 0 (5.1)
so stellt man fest, dass fu¨r jede Lo¨sung u(t,x) von (5.1) auch u(c2 · t, c · x), c ∈ R eine
Lo¨sung liefert. Mit einer geeigneten Anfangsbedingung, z.B.
u(0, ·) = g auf Ω (5.2)
und einer Randbedingung wie z.B.
u = g auf [0, T ]× ∂Ω (5.3)
mit g ∈ L∞ oder
∂u
∂n
= 0 auf [0, T ]× ∂Ω (5.4)
erha¨lt man fu¨r das obige Anfangsrandwertproblem (5.1),(5.2),(5.3) allerdings eine ein-
deutige Lo¨sung.
Es gibt eine Reihe von unterschiedlich mo¨glichen, problemabha¨ngigen Randbedingun-
gen fu¨r die Flachwassergleichungen. So muss eine Wand in einem Hafenbecken anders als
ein zum Meer offener Rand behandelt werden. Ebenso ko¨nnen mit Randbedingungen vom
offenen Meer kommende Wellen, z.B. bei Ebbe oder Flut, beschrieben werden.
Die richtige Wahl der Randbedingungen ist daher ein wichtiger Faktor bei der Aufstellung
und Lo¨sung der zu modelierenden PDGLn.
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Eine gute U¨bersicht u¨ber mo¨gliche Randbedingungen fu¨r die Flachwassergleichungen gibt
z.B. [AQF94].
5.1.1 Charakterisierung der Randbedingungen
Die Ra¨nder des betrachteten Gebietes Ω werden zuna¨chst in offene und geschlossene Ra¨n-
der eingeteilt. Dabei werden die offenen Ra¨nder nochmals in Ein- bzw. Ausflussra¨nder
unterteilt. Offene Einflussra¨nder sind charakterisiert durch die Bedingung
{x ∈ ∂Ω : n · u(x) < 0}. (5.5)
Dabei bezeichnet n wie u¨blich die nach aussen gerichtete Normale am Rand. Entsprechend
wird der Ausflussrand durch
{x ∈ ∂Ω : n · u(x) > 0} (5.6)
beschrieben. Dabei ist es natu¨rlich mo¨glich, dass sich Einflussra¨nder mit der Zeit in Aus-
flussra¨nder a¨ndern und umgekehrt.
Bemerkung 5.2
Ebenfalls mo¨glich wa¨re die A¨nderung von offenen zu geschlossenen Ra¨ndern oder eine
A¨nderung der Geometrie.
Fu¨r offene Einflussra¨nder (Inflow open boundary) Γinflow wird
∂u
∂n
= g (nat.) auf Γinflow (5.7)
mit g ∈ L∞ auf dem Rand gesetzt.
Diese Randbedingung ist physikalisch sinnvoll, da die A¨nderung des Einstro¨mflusses auf
diesem Randstu¨ck konstant gehalten wird.
Ganz a¨hnlich wird der offene Ausflussrand (Outflow open boundary) Γoutflow behandelt.
Es wird
∂u
∂n
= g (nat.) auf Γoutflow (5.8)
wieder mit g ∈ L∞ bzw.
H = HΓ (ess.) auf Γoutflow (5.9)
vorgeschrieben.
Die oben beschriebenen Randbedingungen fu¨r die Ein- bzw. Ausstro¨mra¨nder sind sinn-
voll unabha¨ngig vom Viskosita¨tsparameter µ. Die Randbedingung fu¨r den geschlossenen
Rand Γclosed gestaltet sich beim vorliegenden Fall allerdings schwieriger, denn eine beson-
dere Schwierigkeit bei den Flachwassergleichungen ergibt sich daraus, dass sich mit der
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Viskosita¨t auch die Randbedingung fu¨r den geschlossenen Rand a¨ndert. Bei sehr hoher
Viskosita¨tskonstante hat man eine sehr za¨he Flu¨ssigkeit, die wie Honig am geschlossenen
Rand kleben bleibt und sich daher am Rand nicht bewegt. Man muss also die Geschwin-
digkeit am Rand (closed boundary) auf Null setzen, d.h. man erha¨lt in diesem Fall als
Randbedingung u = 0 auf Γclosed. Man beno¨tigt eine sog. no-slip Bedingung. Anders ist
der Fall bei sehr kleiner Viskosita¨t bzw. dem theoretischen Fall einer Viskosita¨t von Null.
Hier haftet die Flu¨ssigkeit nicht bzw. in sehr, sehr geringem Masse am Rand. Sie kann
also in Tangentialrichtung nahezu ungehindert stro¨men. In Normalenrichtung muss der
Fluss natu¨rlich aufgrund des undurchla¨ssigen Randes auf Null gesetzt werden. Man hat
also fu¨r den Fall µ = 0 die Randbedingung u · n = 0 auf Γclosed.
Die Herausforderung besteht nun darin, eine in µ gleichma¨ssig stetige Randbedingung
zu finden, die den beiden Randbedingungen in den ’Extremfa¨llen’ µ = 0 und µ >> 0
genu¨gt. Dies wird im na¨chsten Unterabschnitt ausfu¨hrlich untersucht werden. Dabei ist
zu beachten, dass u ∈ H(div ,Ω) fu¨r µ = 0, aber u ∈ H1(Ω)2 fu¨r µ > 0.
Bemerkung 5.3
Die Kennzeichnung (ess.) bzw. (nat.) der einzelnen Randbedingungen, gibt an, ob diese
Randbedingungen wesentlich oder natu¨rlich sind. Natu¨rliche Randbedingungen haben den
Vorteil, dass sie direkt in die Variationsformulierung eingebaut werden ko¨nnen. Daher auch
der Name natu¨rliche Randbedingung. Notwendige Randbedingungen muss man dagegen
explizit fordern.
5.2 Randbedingung fu¨r den geschlossenen Rand
Ausgangspunkt der weiteren U¨berlegungen ist zuna¨chst der Fall µ = 0, also der ku¨nstliche
Fall ohne Viskosita¨t. In diesem Fall hat man die Randbedingung u · n = 0 auf dem
geschlossenen Rand. Zuna¨chst wird in einem bekannten Spursatz gezeigt, dass die obige
Randbedingung wohldefiniert ist. Davon ausgehend wird ein Spursatz fu¨r den allgemeinen
Fall µ ≥ 0 gegeben, der sich fu¨r den Fall µ = 0 auf die Randbedingung u · n = 0 und fu¨r
grosse µ auf die Randbedingung u = 0 reduziert.
Lemma 5.4
Die Abbildung γn : v → (v · n)Γ definiert auf D(Ω¯)N kann erweitert werden zu einer
linearen und stetigen Abbildung, ebenfalls als γn bezeichnet, von H(div) nach H
−1/2(Γ).
Hierbei bezeichnet D(Ω) den linearen Raum der unendlich oft differenzierbaren Funktio-
nen mit kompaktem Tra¨ger auf Ω.
Beweis:[GIR86]
Sei φ ∈ D(Ω¯) und v ∈ D(Ω¯)2. Dann setzen wir D(Ω¯) = {φ|Ω : φ ∈ D(R2)} und es gilt die
Greensche Formel (2.16):
(v, grad φ) + (div v, φ) =
∫
Γ
φv · nds (5.10)
Da D(Ω¯) dicht in H1(Ω) liegt, sind diese Ungleichungen immernoch gu¨ltig, wenn φ ∈
H1(Ω). Daher gilt∣∣∣∣∫
Γ
φv · nds
∣∣∣∣ ≤ ‖v‖H(div ;Ω)‖φ‖1,Ω ∀φ ∈ H1(Ω), ∀v ∈ D(Ω¯)N .
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Sei nun λ ∈ H1/2(Γ). Dann existiert ein Element φ ∈ H1(Ω), so dass φ = λ auf Γ. Daher
folgt aus der obigen Ungleichung:∣∣∣∣∫
Γ
λv · ndx
∣∣∣∣ ≤ ‖|v|‖H(div ;Ω)‖λ‖1/2,Γ ∀λ ∈ H1/2(Γ),∀v ∈ D(Ω¯)N . (5.11)
Daher gilt
‖v · n‖−1/2,Γ ≤ ‖|v|‖H(div ;Ω (5.12)
D.h. die Abbildung γn definiert auf D(Ω¯)
2 ist stetig in der Norm von H(div ; Ω). Da
D(Ω¯)2 dicht in H(div; Ω) liegt, kann γn stetig fortgesetzt werden zu einer Abbildung
γn ∈ L(H(div; Ω);H−1/2(Γ)), so dass
‖γn‖L(H(div;Ω);H−1/2(Γ)) ≤ 1
2
Bemerkung 5.5
Die Spur von H(div ,Ω) ’lebt’ also in H−1/2. Die Spur von H1(Ω) bildet hingegen auf
H1/2 ab. Dies muss miteinander kombiniert werden. Dazu wird u.a. das folgende Lemma
beno¨tigt.
Lemma 5.6
Die Abbildung γt : v→ (v · t)Γ definiert auf D(Ω¯)N kann erweitert werden zu einer linea-
ren und stetigen Abbildung, ebenfalls als γt bezeichnet, von H(curl) nach H
−1/2(Γ).
Hierbei bezeichnet v · t wie u¨blich die Tangentialkomponente von v auf dem Rand.
Der Beweis erfolgt analog zum Beweis von Lemma 5.4.2
Da bekanntlich die Beziehung v|Γ = (v · t)t + (v · n)n gilt, ist es naheliegend einen
Spursatz von H(div,Ω) ∩ µ ·H1(Ω)2 nach H−1/2(Γ) ∩ µ ·H1/2 mit der Abbildung
γnt : v→ [µ · (v · t)t+ (v · n)n]Γ (5.13)
zu verwenden. Durch die Kombination der beiden Lemmata 5.4 und 5.6 erha¨lt man einen
Spursatz von H(div; Ω) ∩ µ ·H(curl; Ω) nach H−1/2(Γ) ∩ µ ·H1/2, mit 0 ≤ µ ≤ 1. Dabei
wird v wie angedacht abgebildet durch
γnt : v→ [(v · t)t+ (v · n)n]Γ. (5.14)
Satz 5.7 (Spursatz)
Die Abbildung γnt : v → [µ(v · t)t + (v · n)n]Γ definiert auf D(Ω¯)N kann erweitert wer-
den zu einer linearen und fu¨r µ → 0 gleichma¨ssig stetigen Abbildung, ebenfalls als γnt
bezeichnet, von H(div,Ω) ∩ µ ·H1(Ω)2 nach H−1/2(Γ) ∩ µ ·H1/2.
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Der Beweis erfolgt mit den obigen U¨berlegungen und einer Kombination von Lemma 5.4
und Lemma 5.6. 2
Durch diesen Spursatz ist es mo¨glich, fu¨r die Flachwassergleichungen (3.3)-(3.4) die Rand-
bedingungen am geschlossen Rand zu wa¨hlen als
(u · n)n+ µ(u · t)t = 0 auf Γclosed (5.15)
fu¨r 0 ≤ µ ≤ 1.
Bemerkung 5.8
Fu¨r den Fall µ = 0 reduziert sich die Randbedingung, wie oben erwa¨hnt, auf den Fall
u · n = 0. Es ist eine Abbildung auf den Raum H−1/2(Ω).
Fu¨r den Fall µ > 0 bildet 5.15 auf den Raum H1/2(Ω) ab, denn H1/2(Ω) ⊂ H−1/2(Ω)
Fu¨r µ = 1 ist 5.15 natu¨rlich identisch zur bekannten Randbedingung u = 0, die fu¨r SWE
mit hoher Viskosita¨t verwendet wird.
Aufgrund der in diesem Kapitel beschriebenen Randbedingungen, erha¨lt man insgesamt
die folgende, bereits in Kapitel 4 vorgestellte, Least-Squares Formulierung:
Finde (Hˆ,u,U) ∈ H1ΓD(Ω)×HΓN (div ,Ω)×HΓD(div ,Ω)2 so dass
F(HD + Hˆ,u,U; Hˆold, uˆold) ≤ F(HD + η,v,V; Hˆold, uˆold) (5.16)
gilt, fu¨r alle (η,v,V) ∈ H1ΓD(Ω)×HΓN (div ,Ω) ∩ µ ·H1ΓN (Ω)2 ×HΓD(div ,Ω)2.
Dabei waren F ,R und J definiert als
F(HD+η,v,V; Hˆold, uˆold) =
∑
K∈Th
‖R(HD+η,v,v; Hˆold, uˆold)‖20,K+τµ
∑
E∈Eh
1
hE
‖[t·v]E‖20,E,
(5.17)
R(H,u,U; Hˆold, uˆold)= H − Hˆold + τ H div uu− uˆold + τ(g ∇(H −Hb) + cf u|u|H +√µdiv U+ F)
τ 1/2(U+
√
µ∇u)
 (5.18)
bzw. J (H,u,U)[η,v,V] = η + τ(H div v + η div u)v + τ (g ∇η + cf ( |u|H v + u|u|H (u · v)− u |u|H2 η) +√µdiv V)
τ 1/2(V +
√
µ∇v)
 (5.19)
Bemerkung 5.9
In Formulierung 5.16 wird deutlich, dass die Randbedingungen auf dem Rand Γinflow
∂u
∂n
= 0 (nat.) (5.20)
52 5 Randbedingungen
und die Randbedingungen auf dem Randstu¨ck Γoutflow
H = HΓ (ess.) (5.21)
bereits in den Ansatzra¨umen fu¨r die finiten Elemente eingebaut sind. Die Randbedingung
5.15 wurde zerlegt in die Teile u · n = 0 und µ(u · t) = 0. Denn natu¨rlich ist (u · n)n +
µ(u · t)t = 0, wenn u · n = 0 und µ(u · t) = 0. Diese Aufspaltung hat den Vorteil, dass es
mo¨glich ist, den ersten Teil der Randbedingung u ·n = 0 wieder direkt in die Ansatzra¨me
einzubauen, wa¨hrend der zweite, aufgrund des Parameters µ variable Teil µ(u · t) = 0
explizit in die Least-Squares-Formulierung eingebaut wurde. Dies ist gut zu beobachten
in der Definition von F (5.17).
Bemerkung 5.10 (Implementierung der Randbedingung)
i) In der Implementierung wurde die, in die LS-Formulierung eingebaute Randbedin-
gung, µ‖u · t‖21/2,ΓN durch die strengere, aber besser implementierbare Norm
µ
∑
e∈E
1
he
‖u · t‖2e,ΓN (5.22)
ersetzt, wobei e die Menge der Kanten E durchla¨uft und he die La¨nge der jeweiligen
Kante ist.
ii) Eine MTW-Funktion uh, die genauer in Kapitel 6.3 untersucht wird, hat als Frei-
heitsgrade auf einem Dreieck
a) die Normalkomponente von uh am Anfangs- und am Endpunkt jeder Kante,
b) den Wert des Integrals u¨ber die Tangentialkomponente an jeder Kante.
Aufgrund dieser Freiheitsgrade fa¨llt die Implementierung der Randbedingungen re-
lativ leicht aus.
6 FE-Ansatzra¨ume
In diesem Kapitel werden zuna¨chst die verwendeten Finite-Element Ansatzra¨ume genauer
beschrieben. Anschliessend wird kurz auf einige Aspekte der Implementierung unter MAT-
LAB eingegangen. Zur Anwendung in den Beispielrechnungen (vgl. Kapitel 8) kamen dabei
verschiedene konforme und nichtkonforme Ansatzra¨ume, angefangen bei simplen standard
konformen H1-Elementen, bestehend aus stu¨ckweisen Polynomen, u¨ber Raviart-Thomas
Elemente bis zu MTW-Elementen (vgl. Unterabschnitt 6.3).
In diesem und in den folgenden Abschnitten bezeichnet Th eine quasiuniforme Trian-
gulierung der Feinheit h, T ein Dreieck dieser Triangulierung und Pk(T ) den Raum der
Polynome vom Grad k auf dem Dreieck T .
Definition 6.1
Eine Familie von Zerlegungen Th heisst quasiuniform, wenn es eine Zahl κ > 0 gibt, so
dass jedes T aus Th einen Kreis vom Radius ρT mit
ρT ≥ hT/κ
entha¨lt, wobei hT der halbe Durchmesser von T ist.
6.1 Standard Polynomiale Ansatzra¨ume
Zur Approximation der Wasserho¨he H werden in dieser Arbeit standard konforme H1-
Elemente benutzt.
Der Ansatzraum Qk der standard konformen H
1-Elementen, bestehend aus stu¨ckweisen
Polynomen des Grades k, ist definiert als
Pk(T ) =
{
p(x1, x2) : p(x1, x2) =
∑
i,j≤k
aijx
i
1x
j
2
}
, k = 0, 1, . . . . (6.1)
Bemerkung 6.2
Die Dimension des Raums Qk ist
1
2
(k + 1)(k + 2).
Bemerkung 6.3
Anschaulich besteht der Ansatzraum Q1 des Grades 1, aus linearen Funktionen auf dem
Dreieck T und hat als Freiheitsgrade die Eckpunkte auf den Dreiecken.
Der zweite hier verwendete Ansatzraum ist Q2 und besteht aus quadratischen Funktio-
nen u¨ber jedem Dreieck T . Die Freiheitsgrade von Q2 sind neben den Eckpunkten jedes
Dreiecks die Kantenmittelpunkte auf jeder Kante (siehe Abbildung 6.1).
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Abbildung 6.1: Freiheitsgrade der Ansatzra¨ume Q1 und Q2
6.2 Das Raviart-Thomas Element
Um Na¨herungslo¨sungen fu¨r die Hilfsvariable U bzw. die Geschwindigkeit u im Raum
H(div,Ω) mit Hilfe finiter Elemente zu finden, soll der unendlich dimensionale Raum
H(div,Ω) durch endlich dimensionale Ra¨ume approximiert werden. Als geeignete Teil-
ra¨ume von H(div ) bieten sich die Raviart-Thomas Elemente an. Um diese Ra¨ume zu
konstruieren wird der Rand von Ω durch einen Polygonzug approximiert und Ω mit einer
Triangulierung T u¨berzogen. Fu¨r T ∈ T ist der Raviart-Thomas Raum der Ordnung k
definiert als:
RTk+1(T ) = (Pk(T ))
2 + xPk(T ), k = 0, 1, . . .
Dabei bezeichnen wir mit Pk(T ) den Raum aller Polynome von Grad ≤ k auf T und
x = (x, y)T .
Diese Elemente haben die Dimension (k+1)(k+3)[RT77].
Die Raviart-Thomas Elemente wurden konstruiert, um die beiden folgenden Lemmata
zu erfu¨llen.
Lemma 6.4
Fu¨r jedes Dreieck T gilt fu¨r v ∈ RTk+1(T )
(i) div v ∈ Pk(T )
(ii) v · n|∂T ∈ Rk(∂T )
Daru¨berhinaus ist der Divergenzoperator surjektiv von RTk+1(T ) nach Pk(T )
Beweis: [RT77]
2
Bemerkung 6.5
In diesem Lemma bezeichnet Rk die Menge aller Funktionen ϕ, fu¨r die gilt
ϕ ∈ L2(∂T )
ϕ|ei ∈ Pk(ei),
wobei mit ei die Kanten des Dreiecks T bezeichnet werden.
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Abbildung 6.2: Freiheitsgrade der RT-Elemente der niedrigsten und na¨chst ho¨heren Ord-
nung
Lemma 6.6
Fu¨r k ≥ 0 und fu¨r jedes v ∈ RTk+1 gilt weiterhin
Falls ∫
∂T
v · npk = 0 ∀pk ∈ Rk(∂T ) (6.2)
und
∫
T
v · pk−1 = 0 ∀pk−1 ∈ (Pk−1(T ))2 (6.3)
dann ist v = 0. (6.4)
Beweis: [RT77]
2
Wenn wir RT 0k als
RT 0k (T ) = {v ∈ RTk(T )| div v = 0}
definieren, folgt sofort
RT 0k+1(T ) ⊂ (Pk(T ))2.
Der Grund, warum der Raviart-Thomas Raum so konstruiert wurde, dass die Eigen-
schaften aus Lemma 6.4 und Lemma 6.6 erfu¨llt werden, besteht darin, dass mit Hilfe
dieser Lemmata gezeigt werden kann, dass die Raviart-Thomas-Ra¨ume sehr einfach zu
handhaben sind. Denn als Freiheitsgrade fu¨r RTk+1 kann man
(i) die Momente bis zur Ordnung k von v · n auf den Kanten von T und
(ii) die Momente bis zur Ordnung k-1 von v auf T
benutzen (vgl. Abbildung 6.2).
Denn die Ra¨ume Rk(∂T ) und (Pk−1(T )) mit den Dimensionen 3(k + 1) und
k(k+1)
2
sind
unabha¨ngig. Daher kann, wie oben beschrieben, jede Funktion v eindeutig durch den Wert
an k(k+1)
2
verschiedenen Punkten und den Wert der Normalkomponenten an k+1 verschie-
denen Punkten der Kanten beschrieben werden.
Da wir uns im folgenden auf die Raviart-Thomas Elemente niedrigster Ordnung, RT1
(linear), und der Ordnung 2, RT2 (quadratisch), beschra¨nken, erha¨lt man durch diese
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Abbildung 6.3: Freiheitsgrade des MTW-Elements
Eigenschaft eine sehr einfache Darstellung der Raviart-Thomas-Elemente. Die Freiheits-
grade sind dann im linearen Fall durch den Wert von v ·n auf den Kanten von T eindeutig
bestimmt und im quadratischen Fall durch den Wert v ·n an den beiden Eckpunkten jeder
Kante sowie dem Wert von v im Mittelpunkt des Dreiecks (siehe Abbildung 6.2).
Diese einfache Darstellung der Freiheitsgrade erleichtert die Implementierung der Raviart-
Thomas-Elemente enorm.
Das Raviart-Thomas Element der niedrigsten Ordnung hat auf einem Dreieck T ∈ Th die
Form:
RT1(T ) =
{
v =
(
α
β
)
+ γ
(
x
y
)
, α, β, γ ∈ R
}
(6.5)
Das quadratische Raviart-Thomas Element hat auf dem Dreieck T ∈ Th die Form:
RT2(T ) =
{
v =
(
α+ β · x+ γ · y
δ + ρ · x+ σ · y
)
+ (ω · x+ η · y)
(
x
y
)
, α, β, γ, δ, ρ, σ, ω, η ∈ R
}
(6.6)
6.3 Das Mardal-Tai-Winther Element
Eine Alternative zur Approximation von u ist die Nutzung des finiten Elements von
Mardal, Tai und Winther, das in [MTW00] vorgestellt wurde. Dieses Element, im folgen-
den kurz MTW-Element genannt, ist ein nichtkonformes H1-Element und wird in diesem
Unterabschnitt na¨her beschrieben werden. Zuna¨chst soll das MTW-Element und insbe-
sondere seine Freiheitsgrade dargestellt werden.
Sei T ∈ Th ein Dreieck, dann kann das MTW-Element auf dem Dreieck T beschrieben
werden als
M(T ) = {v ∈ (P3(T ))2|div v ∈ P0(T ), (v · n)|e ∈ P1(T ) ∀e ∈ E(T )}
Dabei bezeichnet Pk(T ) wieder die Menge der Polynome vom Grad k u¨ber dem Dreieck
T und E(T ) bezeichnet die Menge der Ecken von T .
Definition 6.7 (Baryzentrische Koordinaten)
Sei T ∈ T ein Dreieck mit den Eckpunkten P 1, P 2, P 3. Unter Baryzentrischen Koordinaten
eines Punktes P aus T versteht man dann die (eindeutige) Lo¨sung λ = (λ1, λ2, λ3) des
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LGS
3∑
i=1
P ijλi = Pj, j = 1, 2,
3∑
i=1
λi = 1 (6.7)
wobei P ij die j-te Koordinate des Punktes P
i bezeichnet.
Definition 6.8 (Bubblefunktion)
Die auf 1 normierte Bubblefunktion b wird definiert durch
b := λ1λ2λ3. (6.8)
Dabei bezeichnen λ1, λ2 und λ3 die Baryzentrischen Koordinaten.
Bemerkung 6.9
Falls Th ∈ R2 und Th das Einheitsdreieck darstellt, lassen sich die Baryzentrischen Koor-
dinaten schreiben als
λ1 = x1, λ2 = x2, λ3 = 1− x1 − x2 (6.9)
Lemma 6.10
Der Raum M(T) hat die Dimension 9. Weiterhin ist jedes Element v ∈ M(T ) eindeutig
bestimmt durch die Freiheitsgrade
• ∫
e
(v · n)τ kdτ , k = 0, 1, ∀e ∈ E(T ).
• ∫
e
(v · t)τdτ , ∀e ∈ E(T ).
dabei bezeichnet τ die (Bogen)la¨nge einer Kante e.
Beweis:[MTW00]
Der Raum (P3)
2 ist ein Vektorraum der Dimension 20. Die Einschra¨nkungen
div v ∈ P0(T ) und (v · t)|e ∈ P1 ∀e ∈ E(T )
stellen ho¨chstens 11 linear unabha¨ngige Nebenbedingungen dar.
Daher folgt sofort dim M(T ) ≥ 9. Es reicht also zu zeigen, dass jedes Element von M(T )
durch 9 Freiheitsgrade eindeutig beschrieben wird.
Angenommen, dass fu¨r v ∈ M(T ) alle Freiheitsgrade Null sind. Dies bedeutet insbeson-
dere auch
(v · n)∂T = 0.
Daraus folgt, dass ∫
T
div vdx =
∫
∂T
v · ndτ = 0.
58 6 FE-Ansatzra¨ume
­­
­­
­­
­­
­­
­­
­­
­­
­JJJJJJJJJJJJJJJJJu
u u
Abbildung 6.4: Freiheitsgrade des Crouzeix-Raviart Elements
Da div v ∈ P0(T ), ko¨nnen wir schliessen, dass v divergenzfrei ist.
Da v ∈ (P3)2 divergenzfrei ist, gibt es eine skalare Funktion w ∈ P4 mit v = curl w. Da
(∇w · t)|e = (v · n)|e = 0
fu¨r Kante e gilt, folgt weiter, dass (∇w · t) = 0 auf ∂T . Da w damit nur bis auf eine
Konstante eindeutig festgelegt ist, ko¨nnen wir annehmen, dass w = 0 gilt auf ∂T .
Das bedeutet wiederum, dass w von Form w = pb ist, wobei p ∈ P1(T ) und b die kubische
Bubblefunktion darstellt. D.h. b = λ1λ2λ3, wobei die λi baryzentrischen Koordinaten des
Dreiecks T sind. Das impliziert, dass ∂b
∂n
|e das Vorzeichen auf der Kante e nicht wechselt.
Desweiteren gilt
∂w
∂n
|∂T = p ∂b
∂n
|∂T
und ∫
e
p
∂b
∂n
dτ =
∫
e
∂w
∂n
dτ =
∫
e
v · tdτ = 0 ∀e ∈ E(T ).
Daraus ergibt sich, dass p = w = 0.
2
Bemerkung 6.11
Ein entscheidender Vorteil des MTW-Elements ist die Tatsache, dass man sowohl die
Normal- als auch die Tangentialkomponente direkt als Freiheitsgrad gegeben hat. Dies ist
besonders fu¨r die Vorgabe von Randbedingungen sehr praktisch, da bei der Implementie-
rung sowohl die Normal- als auch die Tangentialkomponente direkt vorgegeben werden
ko¨nnen.
Als na¨chstes soll eine elementweise Darstellung des MTW-Elements angeben werden.
Dazu wird zuna¨chst die folgende Definition beno¨tigt.
Definition 6.12
Es seien wieder T ∈ Th ein Dreieck, e(i) (i = 1, 2, 3) die Eckpunkte des Dreiecks und
m(i) (i = 1, 2, 3) die Kantenmittelpunkte des Dreiecks. Das Crouzeix-Raviart Element ist
ein Finites Element mit genau einem Freiheitsgrad auf jedem Kantenmittelpunkt. Jede
Basisfunktion Ψ(i) des Crouzeix-Raviart Element hat also am Mittelpunkt der Kante m(j)
den Wert δij, (vgl. Abbildung 6.4).
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Neben den Bezeichnungen aus Definition 6.12 sollen mit Φ(1),Φ(2) und Φ(3) die Ba-
sisfunktionen der standard Finiten Elemente mit Freiheitsgraden an den Eckpunkten
e(i), i = 1, 2, 3, also Φ(i)(e(j)) = δij bezeichnet werden (vgl. Kapitel 6.1).
Mit diesen Definitionen ist es mo¨glich, die MTW-Funktion v auf dem Dreieck Th, v|T ∈
M(T ) darzustellen als
vT :=
(
α1
α2
)
Φ(1) +
(
β1
β2
)
Φ(2) +
(
γ1
γ2
)
Φ(3) (6.10)
+ρcurl {Ψ(1)b}+ σcurl {Ψ(2)b}+ τcurl {Ψ(3)b}
mit α1, α2, β1, β2, γ1, γ2, ρ, σ, τ ∈ R.
6.4 Implementierung
6.4.1 Allgemeines
Die Implementierung der Finite-Element-Methoden erfolgt u¨ber das Programmpaket MAT-
LAB in der Version 7.1 Release 14. MATLAB hat gegenu¨ber anderen Programmierspra-
chen mehrere Vorzu¨ge. Daten werden in MATLAB immer in Matrizen bzw. Vektoren
gespeichert und aus diesem Grund sind Matrixoperationen, auch wenn sie elementwei-
se erfolgen, in MATLAB besonders schnell implementiert. Daher sollten Programme in
MATLAB so geschrieben werden, dass die Daten mo¨glichst geschickt in Datenfelder ange-
ordnet werden, um Matrixoperationen nutzen zu ko¨nnen und Schleifen zu vermeiden. Im
Gegensatz zu den Matrixoperationen sind Schleifen in MATLAB aufgrund der Interpreter-
Struktur relativ zeitaufwendig.
Ein weiterer Vorteil von MATLAB liegt in den mitgelieferten Toolboxen. Besonders die
PDE-Toolbox fand in den Programmen, die dieser Arbeit angeho¨ren, Verwendung. Diese
Toolbox liefert unter anderem fertige Routinen fu¨r die Erzeugung einer Triangulierung
und deren Verfeinerung, fu¨r die Berechnung der Fla¨che der entsprechenden Dreiecke und
den Wert der Gradienten fu¨r Funktionen, die auf den Eckpunkten der Dreiecke definiert
sind.
6.4.2 Datenorganisation
Im folgenden sollen np, ne und nt die Anzahl der Punkte, Ecken bzw. Dreiecke der Trian-
gulierung T bezeichnen.
Bei der Verwendung des standard linearen Finiten Elements P1 reichen fu¨r eine eindeu-
tige Beschreibung der Wasserho¨he H die Werte der Funktionen auf den Eckpunkten der
Dreiecke aus. Man beno¨tigt zur Speicherung der Daten fu¨r H in diesem Fall also lediglich
einen Vektor der Gro¨sse np, also der Anzahl der Gitterpunkte. Wenn man den Ansatz P2
fu¨r die Wasserho¨he nutzt werden zusa¨tzlich die Werte an den Mittelpunkten der Kanten
beno¨tigt. Man nutzt zur Speicherung der Daten also Vektor der Gro¨sse np + ne.
Die Beschreibung des Geschwindigkeitsfeldes u ist ein wenig schwieriger. Wie in Kapitel
6.2 beschrieben, wurde der Raviart-Thomas Raum niedrigster Ordnung so konzipiert,
dass die Freiheitsgrade genau den Werten der Normalen an den Kantenmittelpunkten
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der Dreiecke entsprechen. Das heisst, man kann die Funktion u durch die Werte an den
entsprechenden Normalen vollsta¨ndig beschreiben. Da Funktionen aus RT1 normalerweise
die Gestalt (
ux
uy
)
=
(
α
β
)
+ γ
(
x
y
)
haben, beno¨tigt man noch eine Routine, die diese Darstellung in eine Darstellung auf den
Kanten umrechnet. Die Funktion loctonod, die genau dieses leistet, wurde ebenso wie
die Funktion nodtoloc, die die Umkehrung liefert, bereits von Herrn Prof. Dr. Starke und
Herrn Dr. Korsawe programmiert und fu¨r diese Arbeit zur Verfu¨gung gestellt. Fu¨r eine
genauere Darstellung der Umrechnung siehe [KOR05].
Man beno¨tigt zur Speicherung also einen Vektor der Gro¨sse ne, wobei ne die Anzahl der
Kanten der Triangulierung darstellt. Analog verha¨lt es sich bei Verwendung des quadra-
tischen Raviart-Thomas Raums. Auch hier muss die Darstellung der Funktionen auf die
Kanten bzw. den Mittelpunkt des Dreiecks umgerechnet werden. Dies leistet die erstellte
Funktion nodtoloq. Man beno¨tigt hier zur Speicherung der Daten einen Vektor der La¨nge
2ne + 2nt.
Ebenso erfolgt die Nutzung des MTW Elements. Das MTW-Element hat 3 Freiheits-
grade pro Kante. Also wird zur Speicherung der Daten hier eine Vektor der La¨nge 3ne
beno¨tigt. Zur Darstellung der Funktion auf den einzelnen Dreiecken wird die Funktion
nodtoloc_mtw genutzt.
Schliesslich beno¨tigt man noch die Daten fu¨r die Na¨herung an U. Dafu¨r werden wie-
derum die RT1 bzw. RT2 Ansatzra¨ume genutzt. Es ist klar, dass hier zum Speichern der
Daten eine Matrix mit 2 Spalten der La¨nge ne bzw. 2ne + nt beno¨tigt wird.
6.4.3 Implementierung
Nach der Datenorganisation folgt als na¨chster Schritt die eigentliche Implementierung zur
Lo¨sung der Least-Squares Formulierung. Diese gliedert sich in die folgenden Punkte:
- Erzeugung der Geometrie und der Randdaten
- Erzeugung und evtl. Verfeinerung des Gitters
- Neue Korrektur mit Hilfe eines Gauss-Newton-Verfahrens berechnen, dazu
- Zuru¨ckverfolgung der Charakteristiken
- Aufstellen der Steifigkeitsmatrix und der rechten Seite
In den folgenden Unterabschnitten sollen die einzelnen Schritte etwas genauer darge-
stellt werden.
Geometrie- und Gittererzeugung
Da die Geometrien der Testbeispiele sehr einfach gehalten sind, stellt die Geometrieerzeu-
gung in MATLAB kein Problem dar. In einer Geometriedatei wird der Rand des Gebiets
Ω durch Linien und Kreisbo¨gen beschrieben. In einer zugeho¨rigen Randdatendatei wird
festgelegt, welche Randbedingung - Neumann oder Dirichlet - das jeweilige Randstu¨ck
erfu¨llen soll.
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Fu¨r die Erzeugung eines Gitters auf der zuvor festgelegten Geometrie kann der MATLAB-
Befehl initmesh aus der PDE-Toolbox verwendet werden. Dieses Ausgangsgitter kann
man durch den Aufruf der Funktion refinemesh beliebig weiter verfeinern.
Mit diesen Befehlen wird zusa¨tzlich eine Liste mit Punkten, Dreiecken und Ra¨ndern des
Gitters geliefert, die zur Arbeit mit den Unbekannten H, u und U beno¨tigt werden.
Fu¨r den Einsatz des Raviart-Thomas Elements wird allerdings zusa¨tzlich eine Kan-
tenliste beno¨tigt, die MATLAB nicht zur Verfu¨gung stellt. Die Routine edgemesh, die
eine solche nummerierte Kantenliste erstellt, wurde ebenso wie die Routine nodtoloc von
Herrn Prof. Dr. Starke und Herrn Dr. Korsawe programmiert.
6.4.4 Ru¨ckverfolgung der Charakteristiken
Ein wesentlicher Bestandteil des ELLAM Verfahrens ist die Verwendung der Charakteris-
tiken. Um nun die Steifigkeitsmatrix und die rechte Seite fu¨r aufstellen zu ko¨nen, mu¨ssen
die Funktionen u und H an den Stellen xˇ = x−u(x, t)∆t ausgewertet werden. Man muss
also zuna¨chst die Position xˇ, die ein Partikel zum Zeitpunkt t−∆t innehatte berechnen.
Um dies zu erreichen werden die einzelnen Elemente wieder elementweise in der nodalen
Basis betrachtet.
Bei Verwendung der standard lineare Elemente kann die betreffende Funktion, die durch
den Wert an den Kanten gegeben ist, einfach durch eine Interpolation berechnet werden.
Bei Verwendung des Raviart-Thomas Elements niedrigster Ordnung ist die Darstellung
von u wieder elementweise in der nodalen Basis:(
ux
uy
)
=
(
α
β
)
+ γ
(
x
y
)
In dieser Darstellung ist die Berechnung von xˇ simpel.
Ebenso wurden Routinen erstellt, die die anderen FE-Ansatzra¨ume, Q2, RT2 (vgl. 6.6)
undMTW (vgl. 6.10) elementweise darzustellen und damit die Berechnung von xˇ mo¨glich
machen.
Die Auswertung einer Funktion auf einem Dreieck T leisten die Funktionen evalpp,
evalpq, evalrt, evalrt2 bzw. evalmtw.
Im na¨chsten Schritt mu¨ssen die FunktionenH und u an den jeweiligen Stellen ausgewer-
tet werden. Dazu wurden zuna¨chst Routinen erstellt, die errechnen, in welchem Dreieck
der Punkt xˇ liegt.
Anschliessend ko¨nnen die Werte der Funktionen nun einfach mit den oben genannten
Funktionen errechnet werden.
6.4.5 Aufstellen der Steifigkeitsmatrix
Zum Aufstellen der Steifigkeitsmatrix mu¨ssten in einem ersten Schritt die Basisfunktionen
der einzelnen finiten Elemente erstellte werden. Zu diesem Zweck wurden die Funktionen
base_p1, base_p2, base_rt1, base_rt und base_mtw programmiert. Wie aus dem Re-
siduum der Least-Squares Formulierung 4.16 ersichtlich ist, haben die Steifigkeitsmatrix
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und die rechte Seite des zu lo¨senden Systems die folgende Gestalt AHH AHu AHUAuH Auu AuU
AUH AuU AUU
 Hu
U
 =
 fhfu
fU
 (6.11)
Die Steifigkeitsmatrix kann also in 9 Teilmatrizen unterteilt und diese einzeln implemen-
tiert werden. Ebenso wird die rechte Seite in 3 Vektoren unterteilt.
Das Aufstellen der Teilsteifigkeitsmatrizen bzw. rechten Seiten erfolgt in den Routinen as-
wehh, aswehu, aswehw usw. Dabei werden aufgrund vorher eingestellter Parameter stets
die ausgewa¨hlten Finiten Elemente fu¨r die jeweilige Variable genutzt.
Um die Steifigkeitsmatrix, bzw. ihre Teilmatrizen, aufzustellen, ist es u.a. no¨tig, die
L2-Norm von Funktionen auszuwerten.
Da (f, g)L2(T ) =
∫
T
f · g dx ist, genu¨gt es Interpolationsformeln zu benutzen, um die
entsprechenden Integrale auszuwerten. Dazu werden die u¨blichen Interpolationsformeln
benutzt, von der Mittelpunktsregel
I(f) =
|T |
3
(f(m1) + f(m2) + f(m3))
bis hin zur Formel
I(f) = |T |[ 9
40
f(
1
3
,
1
3
) +B[f(α, α) + f(α, β) + f(β, α)] + C[f(γ, γ) + f(γ, δ) + f(δ, γ)]],
mit s =
√
15, α = 6−s
21
, β = 9+2∗s
21
, γ = 6+s
21
, δ = 9−2∗s
21
, B = 155−s
1200
und C = 155+s
1200
, die auf
dem Einheitsdreieck fu¨r Polynome vom Grad kleiner gleich 7 exakt ist. |T | bezeichnet wie
u¨blich die Fla¨che des Dreiecks T und f die auszuwertende Funktion (vgl. [AT97]).
Mit diesen Hilfsmitteln ist es mo¨glich, die Matrizen in MATLAB aufzustellen. Als Beispiel
soll der folgende Programmauszug dienen
p = mesh.p;t = mesh.t;te = mesh.te;e = mesh.e;
nt = size(t,2); % Number of triangles
ne = size(e,2); % Number of edges
np = size(p,2); % Number of points
[ ar,ag1,ag2,ag3 ] = pdetrg(p,t);
%Auswertung der Funktionen auf den Dreiecken
s=[’[ hg1qu,hg2qu,hqu ] = quval’,mesh.h.name,’(mesh,5,HH);’];
eval(s);
s=[’[ phig1qu,phig2qu,phiqu ] = quval’,mesh.h.name,’(mesh,5);’];
eval(s);
s=[’[ udqu,u1qu,u2qu ] = quval’,mesh.u.name,’(mesh,5,UU);’];
eval(s);
s=[’[ wdqu1,w1qu1,w1qu2 ] = quval’,mesh.w.name,’(mesh,5,WW(:,1));’];
eval(s);
s=[’[ wdqu2,w2qu1,w2qu2 ] = quval’,mesh.w.name,’(mesh,5,WW(:,2));’];
6.4 Implementierung 63
eval(s);
%[ holdqu,u1oldqu,u2oldqu ] = quvalcc2_mtw(mesh,tau,UU,meshold,HHold,UUold);
s=[’[ holdqu,u1oldqu,u2oldqu ] = quvalcc2_’,mesh.u.name,’
(mesh,tau,UU,meshold,HHold,UUold);’]; eval(s);
s=[’[ hbg1qu,hbg2qu,hbqu ] = quval’,mesh.h.name,’(mesh,5,hb);’];
eval(s);
% Assemble indices
oh=ones(1,mesh.h.anzahlbasis);
iej=[];
I=[];
dreiecksindex=1:nt;
for i=1:mesh.h.anzahlbasis
s=[’s=mesh.h.index.basis’,int2str(i),’;’];
eval(s);
s=[’ie=’,s,’;’];
eval(s);
iej=[iej ie];
I=[I kron(oh,ie)];
end;
J = kron(oh,iej);
% assemble matrix entries
A = 9/40; B = (155-sqrt(15))/1200; C = (155+sqrt(15))/1200;
arwgt = [ A ; B ; B ; B ; C ; C ; C ]*ar;
uabsqu = sqrt(u1qu.*u1qu+u2qu.*u2qu);
jach=[];shi=[];
jacu1=[];jacu2=[];
su1i=[];su2i=[];
for i=1:mesh.h.anzahlbasis
s=[’jach=[jach (1 + tau*udqu).*phiqu.basis’,int2str(i),’];’];
eval(s);
s=[’shi=[shi kron(oh,(1 + tau*udqu).*phiqu.basis’,int2str(i),’)];’];
eval(s);
s=[’jacu1=[jacu1 tau*(gz*phig1qu.basis’,int2str(i),_
’-cf*u1qu.*uabsqu./(hqu.*hqu).*phiqu.basis’,int2str(i),’)];’];
eval(s);
s=[’su1i=[su1i
kron(oh,tau*(gz*phig1qu.basis’,int2str(i),_
’-cf*u1qu.*uabsqu./(hqu.*hqu).*phiqu.basis’,int2str(i),’))];’];
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eval(s);
s=[’jacu2=[jacu2 tau*(gz*phig2qu.basis’,int2str(i),_
’-cf*u2qu.*uabsqu./(hqu.*hqu).*phiqu.basis’,int2str(i),’)];’];
eval(s);
s=[’su2i=[su2i
kron(oh,tau*(gz*phig2qu.basis’,int2str(i),_
’-cf*u2qu.*uabsqu./(hqu.*hqu).*phiqu.basis’,int2str(i),’))];’];
eval(s);
end;
shj = kron(oh,jach); su1j = kron(oh,jacu1); su2j = kron(oh,jacu2);
S = sum(kron(ones(1,mesh.h.anzahlbasis^2),arwgt)._
*(shi.*shj+su1i.*su1j+su2i.*su2j)); s=[’Khh =
sparse(I,J,S,’,mesh.h.dof,’,’,mesh.h.dof,’);’]; eval(s);
% assemble right hand side entries
resh = hqu - holdqu + tau*hqu.*udqu;
resu1 = u1qu - u1oldqu + tau*gz*(hg1qu-hbg1qu)+
tau*cf*u1qu.*uabsqu./hqu + c1*wdqu1;
resu2 = u2qu - u2oldqu + tau*gz*(hg2qu-hbg2qu) +
tau*cf*u2qu.*uabsqu./hqu + c1*wdqu2; resh = kron(oh,resh);
resu1 = kron(oh,resu1); resu2 = kron(oh,resu2);
F = -sum(kron(oh,arwgt).*(resh.*jach+resu1.*jacu1+resu2.*jacu2));
s=[’Fh = sparse(iej,1,F,’,mesh.h.dof,’,1);’]; eval(s); Fh =
full(Fh);
der die Matrix AHH aufstellt.
Die anderen Steifigkeitsteilmatrizen werden entsprechend analog aufgestellt. Die voll-
sta¨ndigen Quelltexte aller Programme finden sich unter www.ifam.uni-hannover/ ∼danisch/Source.
Zusa¨tzlich musste natu¨rlich noch die Auswertung des Kantensprungterm
τµ
∑
E∈Eh
1
hE
‖[t · u]E‖20,E
und die Auswertung des Funktionals (in lsfunc) an sich implementiert werden. Die Aus-
wertung des Kantensprungterm wurde in 2 verschiedenen Dateien, aswe_tang_mtw bzw.
aswe_tang_rt2, jeweils fu¨r das MTW bzw. das RT2 Element realisiert.
6.4.6 Lo¨sung des Gleichungssystems
Nachdem die Steifigkeitsmatrix und die rechte Seite aufgestellt wurde, gilt es nun, eine Na¨-
herungslo¨sung in jedem Zeitschritt zu berechnen. Zur Berechnung einer neuen Na¨herung
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in jedem Zeitschritt wurde das bekannte Gauss Newton Verfahren verwendet (swesolve).
Als Gleichungssystemlo¨ser im Gauss Newton Verfahren wurde der in MATLAB eingebau-
te direkte Lo¨ser fu¨r lineare Gleichungssysteme benutzt. Dieser Lo¨ser ist soweit optimiert,
dass die ’manuelle’ Verwendung von Vorkonditionierern das Ergebnis und die Geschwin-
digkeit nicht verbessern wu¨rde.
Fu¨r eine ausfu¨hrlichere Beschreibung der verwendeten MATLAB Befehle und Routinen
siehe auch [MAT98] und [MAT].
6.4.7 Verfeinerungsstrategie
Zur Verfeinerung werden zuna¨chst diejenigen Dreiecke identifiziert, in denen der Fehler
sehr hoch ist bzw. der Fehlerscha¨tzer hohe Werte liefert. In den numerischen Beispielen
in Kapitel 8.3 wird ein Dreieck T verfeinert, wenn der Wert des Funktionals, also des
Fehlerscha¨tzers, auf diesem Dreieck gro¨sser als der Durchschnittliche Wert des Funktionals
auf den Dreiecken ist. Als Verfeinerungsstrategie zur adaptiven Verfeinerung wurde die
h-Methode genutzt. Bei der h-Methode wird das bereits vorhandene Gitter an den oben
beschriebenen Dreiecken verfeinert. Dazu wird jedes dieser Dreiecke in mehrere kleinere
Dreiecke, hier uniform, unterteilt. Es wird kein neues Gitter erstellt, wodurch kein zu
grosser Rechenaufwand entsteht.

7 Fehlerscha¨tzer
Dieses Kapitel ist das Herzstu¨ck dieser Arbeit. Es wird gezeigt wie man fu¨r die in Kapitel
4 vorgeschlagene Least-Squares Formulierung einen a-posteriori Fehlerscha¨tzer gewinnen
kann. Genauer wird gezeigt, dass das Funktional F als a-posteriori Fehlerscha¨tzer dienen
kann. Damit ist es mo¨glich adaptiv zu verfeinern. Der Beweis, dass das Funktional ein
Fehlerscha¨tzer ist, gliedert sich in drei Abschnitte. Zuna¨chst wird kurz die Arbeit [STA]
rekapituliert, in der gezeigt wird, dass das Funktional im Grenzfall verschwindender Vis-
kosita¨t einen Fehlerscha¨tzer darstellt. Danach wird der Beweis auf den Stokes Fall und
anschliessend auf den allgemeinen Fall µ ≥ 0 der Flachwassergleichungen ausgeweitet.
7.1 Einleitung
Um zu zeigen, dass das Funktional einen a-posteriori Fehlerscha¨tzer darstellt, genu¨gt es
zu zeigen, dass
α|||(η;v,V)|||2 ≤ ‖J (H,u,U)[η,v,V]‖2 ≤ β|||(η,v,V)|||2 (7.1)
mit α, β ∈ R unabha¨ngig von µ fu¨r alle η,v,V mit einer geeigneten Norm |||(·, ·, ·)||| gilt.
In diesem Fall erha¨lt man, aufgrund der aus Kapitel 4 bekannten Relation zwischen dem
Residuum R und der Fre´chet-Ableitung J eines Funktionals F
R(Hh,uh,Uh, Hˆold, uˆold) = R(Hh,uh,Uh, Hˆold, uˆold)−R(H,u,U; Hˆold, uˆold)
=
∫ 1
0
J (H + s(Hh −H),u+ s(uh − u),U+ s(Uh −U))[Hh −H,uh − u,Uh −U] ds
wobei wiederum Hh,uh und Uh Na¨herungen an die Lo¨sung H,u,U sind, sofort die Ste-
tigkeit und Koerzivita¨t des Funktionals. Dies soll nun im Folgenden gezeigt werden. Al-
lerdings werden die Stetigkeit und die Elliptizita¨t des Funktionals in unterschiedlichen
Normen erzielt. Genauer wird die Elliptizita¨t in einer schwa¨cheren Norm als die Stetigkeit
gezeigt. Dies kann zu schlechteren Ergebnissen in der Approximation der Lo¨sung fu¨hren.
Bemerkung 7.1
Das Funktional F (siehe 4.17), das Residuum R (siehe 4.16) und die zugeho¨rige Frechet-
Ableitung J (siehe 4.29) waren definiert als
F(HD+η,v,V; Hˆold, uˆold) =
∑
K∈Th
‖R(HD+η,v,v; Hˆold, uˆold)‖20,K+τµ
∑
E∈Eh
1
hE
‖[t·v]E‖20,E,
(7.2)
R(H,u,U; Hˆold, uˆold)= H − Hˆold + τ H div uu− uˆold + τ(g ∇(H −Hb) + cf u|u|H +√µdiv U+ F)
τ 1/2(U+
√
µ∇u)
 (7.3)
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und
J (H,u)[η,v,V] =
 η + τ(H div v + η div u)D(H,u)v + τ (g ∇η − u |u|H2 η +√µdiv V)
τ 1/2(V +
√
µ∇v)
 (7.4)
Definition 7.2
Fu¨r den restlichen Unterabschnitt wird folgende vereinfachende Bezeichnung vereinbart
|||(η,v,V)||| := (‖η‖20,Ω + τ 2‖∇η‖20,Ω + ‖v‖20,Ω + τ 2‖div v‖20,Ω + τ‖V‖20,Ω)1/2 (7.5)
mit der zusa¨tzlichen Vereinbarung, dass |||(·, ·)||| = |||(·, ·, 0)|||, also
|||(η,v)||| := (‖η‖20,Ω + τ 2‖∇η‖20,Ω + ‖v‖20,Ω + τ 2‖div v‖20,Ω)1/2 (7.6)
7.2 SWE ohne Viskosita¨t
Dieser Unterabschnitt stellt den ersten Schritt des Beweises dar. Konkret wird gezeigt,
dass das Funktional der SWE ohne Viskosita¨t (µ = 0) einen a-posteriori Fehlerscha¨tzer
darstellt. Dieser Abschnitt ist dem Artikel [STA] von G. Starke entnommen.
Sei also fu¨r den Rest dieses Abschnitts µ = 0. Implizit bedeutet der Fall µ = 0 natu¨rlich
auch U = 0, daher wird im Folgenden ebenfalls davon ausgegangen, dass U = 0 ist.
Damit reduziert sich das Residuum R und damit auch F auf R0 (4.27), also
F = R = R0(H,u; Hˆold, uˆold) =
(
H − Hˆold + τ H div u
u− uˆold + τ(g ∇(H −Hb) + cf u|u|H + F)
)
(7.7)
Fu¨r diesen Fall ergibt sich als Fre´chet-Ableitung
J0(H,u)[η,v] =
(
η + τ(H div v + η div u)
D(H,u)v + τ
(
g ∇η − u |u|
H2
η
))
(7.8)
Lemma 7.3
Die Matrix
D(H,u) =
(
1 + τcf
|u|
H
)(
1 0
0 1
)
+
τcf
|u|H
(
u21 u1u2
u1u2 u
2
2
)
ist invertierbar mit
D(H,u)−1 =
1
1 + τcf
|u|
H
(
1 0
0 1
)
− τcf|u|H(1 + τcf |u|H )(1 + 2τcf |u|H )
(
u21 u1u2
u1u2 u
2
2
)
fu¨r u 6= 0
Beweis: [STA]
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2
Zur Vereinfachung wird nun eine Variablentransformation ausgefu¨hrt.
Die Variable v wird ersetzt durch
v = w + τcf
|u|
H
(D−1u)η (7.9)
Durch Einsetzen in (7.7) ergibt sich dann fu¨r J
J˜ (H,u)[η,w] =
(
(1 + τdiv u)η + τHdiv w + τ 2cfHdiv (
|u|
H2
(D−1u)η)
Dw + τg∇η
)
(7.10)
Da im folgenden mit der transformierten Variablen w gearbeitet wird, ist es wichtig
zu zeigen, dass die Normen |||(η,v)||| und |||(η,w)||| a¨quivalent sind. Dazu dient das
nachstehende Lemma.
Lemma 7.4
Seien H ∈W 1,∞(Ω), u ∈W 1,∞(Ω)2 und H ≥ H∗ mit einer Konstanten H∗ > 0, dann gilt
fu¨r alle η ∈ H1ΓD(Ω), dass die Abbildung
v→ v − τcf |u|
H2
(D−1u)η =: w (7.11)
bijektiv in HΓN (div ,Ω) ist. Es existiert sogar eine Konstante γ > 0, die unabha¨ngig von
τ ist, so dass
1
γ
|||(η,v)||| ≤ |||(η,w)||| ≤ γ|||(η,v)||| (7.12)
gleichma¨ssig fu¨r τ → 0 und fu¨r alle (η,v) ∈ H1ΓD(Ω)×HΓN (div ,Ω) gilt.
Beweis:[STA]
Es gilt u · n = 0 auf ΓN und daher auch
n · (D−1u) = n · 1
1 + τcf
|u|
H
(
1− τcf
|u|
H
1 + 2τcf
|u|
H
)
u
= n · 1
1 + 2τcf
|u|
H
u (7.13)
= 0 auf ΓN
Deswegen ist n · v = 0 auf ΓN gdw n · w = 0 auf ΓN . Desweiteren folgt aus der obigen
Gleichung
|u|
H
(D−1u) =
|u|
H(H + 2τcf |u|)u (7.14)
und daraus wiederum folgt∥∥∥∥ |u|H (D−1u)
∥∥∥∥
∞,Ω
≤
∥∥∥ u
H
∥∥∥2
∞,Ω
≤
(‖u‖∞,Ω
H∗
)2
=: C1 (7.15)
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Aus (7.14) folgt ebenfalls
div
( |u|
H2
(D−1u)
)
= u div
(
|u|
H(H+2τcf |u|)
)
+ |u|
H(H+2τcf |u|)div u
=
u·(H2∇(|u|)−2|u|(H+τcf |u|)∇H)
H2(H+2τcf |u|)2 +
|u|
H(H+2τcf |u|)div u. (7.16)
Mit ∇(|u|) ≤ |∇u| erhalten wir aus obigen Gleichung∥∥∥∥div ( |u|H2 (D−1u)
)∥∥∥∥
∞,Ω
≤
∥∥∥∥ |u||∇u|H2
∥∥∥∥
∞,Ω
+ 2
∥∥∥∥ |u|2|∇u|H3
∥∥∥∥
∞,Ω
+
∥∥∥∥ |u||div u|H2
∥∥∥∥
∞,Ω
≤ 2
∥∥∥ u
H
∥∥∥
∞,Ω
(∥∥∥∥∇uH
∥∥∥∥
∞,Ω
+
∥∥∥ u
H
∥∥∥
∞,Ω
+
∥∥∥∥∇HH
∥∥∥∥
∞,Ω
)
(7.17)
≤ 2‖u‖∞,Ω
H∗
(‖∇u‖∞,Ω
H∗
+
‖u‖∞,Ω‖∇H‖∞,Ω
H2∗
)
=: C2
Und daher erha¨lt man
‖w‖0,Ω = ‖v − τcf |u|
H2
(D−1u)η‖0,Ω ≤ ‖v‖0,Ω + τcf‖ |u|
H2
(D−1u)‖∞,Ω‖η‖0,Ω
≤ ‖v‖0,Ω + τcfC1‖η‖0,Ω (7.18)
und
‖div w‖0,Ω = ‖div v − τcfdiv
( |u|
H2
(D−1u)
)
η − τcf |u|
H2
(D−1u)∇η‖0,Ω
≤ ‖div v‖0,Ω + τcf‖div
( |u|
H2
(D−1u)
)
‖∞,Ω‖η‖0,Ω + τcf‖ |u|
H2
(D−1u)‖∞,Ω‖∇η‖0,Ω
≤ ‖div v‖0,Ω + τcfC2‖η‖0,Ω + τcfC1‖∇η‖0,Ω (7.19)
Und damit ergibt sich insgesamt
|||(η,w)|||2 = ‖η‖20,Ω + τ 2‖∇η‖20,Ω + ‖w‖20,Ω + τ 2‖div w‖20,Ω (7.20)
≤ (1 + 2τ 2c2f (C21 + C22))‖η‖20,Ω
+ (1 + 2c2fC
2
1)τ
2‖∇η‖20,Ω + 2‖v‖20,Ω + 2τ 2‖div v‖20,Ω (7.21)
Und damit ist rechte Seite der Ungleichung fu¨r γ = 1 + max{1, 2τ 2c2f (C21 + C22), 2c2fC21}
bewiesen. Der Beweis der anderen Richtung erfolgt analog.
2
Mit Hilfe dieser Lemmata ist es nun mo¨glich den unten stehenden Satz zu formulieren,
indem die Elliptizita¨t des Least-Squares Funktionals gezeigt wird.
Satz 7.5
Es seien wieder H ∈ W 1,∞(Ω), u ∈ W 1,∞(Ω)2 und H ≥ H∗ mit einer Konstanten H∗ > 0.
Wenn weiterhin fu¨r den Zeitschritt τ gilt, dass
τ ≤ min
{
1
2‖div u‖∞,Ω ,
1
(8cfC2H∗)1/2
,
g
4cfC1(H∗(1 + 2τcfC
1/2
1 ))
1/2
}
(7.22)
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wobei H∗ = ‖H‖∞,Ω und C1 und C2 definiert sind wie in (7.15) und (7.17), dann existieren
positive Konstanten α und β, so dass
α|||(η,v)|||2 ≤ ‖J0(H,u)[η,v]‖20,Ω ≤ β|||(η,v)|||2 (7.23)
fu¨r alle (η,v ∈ H1ΓD(Ω)×HΓN (div ,Ω) gleichma¨ssig fu¨r τ → 0 gilt.
Beweis:
Nach Lemma 7.4 reicht es zu zeigen, dass
α˜|||(η,w)|||2 ≤ ‖J˜ (H,u)‖20,Ω ≤ β˜|||(η,w)|||2 (7.24)
gleichma¨ssig fu¨r τ → 0 fu¨r alle (η,v) ∈ H1ΓD × HΓN (div ,Ω) gilt. Es gilt sogar, dass
J˜ (H,u)[η,w] a¨quivalent ist zu
J 0(H,u)[η,w] = (7.25)(1+τdiv uH )1/2 + τ ( H1+τdiv u)1/2 div w + τ 2cf ( H1+τdiv u)1/2 div ( |u|H2 (D−1u)η)
1
(2g)1/2
D1/2w + τ
(
g
2
)1/2
D−1/2∇η

in dem Sinn, dass
minH∗(1− τ‖div u‖∞,Ω), 2g(1− τcf ‖u‖∞,Ω
H∗
‖J 0(H,u)[η,w]‖20,Ω)
≤ ‖J˜ (H,u)[η,w]‖20,Ω (7.26)
≤ maxH∗(1 + τ‖div u‖∞,Ω), 2g(1 + 2τcf ‖u‖∞,Ω
H∗
‖J 0(H,u)[η,w]‖20,Ω)
gleichma¨ssig fu¨r τ → 0 fu¨r alle (η,w) ∈ H1ΓD(Ω)×HΓN (div ,Ω).
Aufgrund der Voraussetzung (7.22), gilt 1+τdiv u > 0 in ganz Ω und daher ist es mo¨glich
in der obigen Gleichung die Wurzel zu ziehen. Daher bleibt nur zu zeigen:
α0|||(η,w)|||2 ≤ ‖J 0(H,u)[η,w]‖2 ≤ β0|||(η,w)|||2 (7.27)
gilt fu¨r alle (η,w ∈ H1ΓD(Ω)×HΓN (div ,Ω) mit Konstanten α0, β0, die unabha¨ngig von τ
sind.
Gezeigt werden soll hier nur die schwerer zu zeigende linke Ungleichung.
Mit (7.15) und (7.17) erha¨lt man∥∥∥∥∥
(
H
1 + τdiv u
)1/2
div
( |u|
H2
(D−1u)η
)∥∥∥∥∥
0,Ω
≤ ‖ H
1 + τdiv u
‖1/2∞,Ω
(
‖
( |u|
H2
(D−1u)
)
‖∞,Ω‖η‖0,Ω + ‖ |u|
H2
(D−1u)‖∞,Ω‖∇η‖0,Ω
)
≤
(
H
1 + τ‖div u‖∞,Ω
)1/2
(C2‖η‖0,Ω + C1‖∇η‖0,Ω) (7.28)
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Zusammen mit der Einschra¨nkung der Schrittweite τ ergibt sich∥∥∥∥∥
(
H
1 + τdiv u
)1/2
div
( |u|
H2
(D−1u)η
)∥∥∥∥∥
0,Ω
≤ (2H∗)1/2(C2‖η‖0,Ω + C1‖∇η‖0,Ω) (7.29)
und daraus wiederum
‖J 0(H,u)[η,w]‖20,Ω
≥ 1
2
∥∥∥∥∥
(
H
1 + τdiv u
)1/2
η + τ
(
1 + τdiv u
H
)1/2
div w
∥∥∥∥∥
2
Ω
(7.30)
−2τ 2cfH∗(C2‖η‖0,Ω + C1‖∇η‖0,Ω)2 +
∥∥∥∥ 1(2g)1/2D1/2wg2 1/2D−1/2∇η
∥∥∥∥2
0,Ω
=
1
2
∥∥∥∥∥
(
1 + τdiv u
H
)1/2
η
∥∥∥∥∥
2
0,Ω
+
τ 2
2
∥∥∥∥∥
(
H
1 + τdiv u
)1/2
div w
∥∥∥∥∥
2
Ω
−2τ 2cfH∗(C2‖η‖0,Ω + C1‖∇η‖0,Ω)2 + 1
2g
‖D1/2w‖20,Ω
+
g
2
τ 2‖D−1/2∇η‖20,Ω
dabei wurde (η, div w)0,Ω + (w,∇η)0,Ω = 0 benutzt. Dies gilt aufgrund der Randbedin-
gungen.
Zusammen mit den Abscha¨tzungen
z ·D(H,u)z =
(
1 + τcf
|u|
H
)
|z|2 + τcf 1|u|H (u · z)
2 ≥
(
1 + τcf
|u|
H
)
|z|2 (7.31)
und
z ·D(H,u)−1z = 1
1 + τcf
|u|
H
(
|z2| − τcf (u · z)
2
|u|H(1 + 2τcf |u|H )
)
≥ 1
1 + τcf
|u|
H
|z2|
(
1− τcf |u|
H(1 + 2τcf
|u|
H
)
(7.32)
=
|z|2
1 + 2τcf
|u|
H
kann dies weiter abgescha¨tzt werden durch
‖J 0(H,u)[η,w]‖20,Ω ≥
1− τ‖div u‖∞,Ω
2H∗
‖η‖20,Ω +
2H∗
1 + τ‖div u‖∞,Ω‖div w‖
2
0,Ω
−4τ 2cfH∗(C22‖η‖20,Ω + C21‖∇η‖20,Ω +
1
2g
‖w‖20,Ω +
gτ 2
2(1 + τcfC
1/2
1 )
‖∇η‖20,Ω
≥
(
1
4H∗
− 4τ 2c2fH∗C22
)
‖η‖20,Ω +
gτ 2
2(1 + 2τcfC
1/2
1
‖∇η‖20,Ω (7.33)
+
1
2g
‖w‖20,Ω +
τ 2H∗
2(1 + τ‖div u‖∞,Ω)‖div w‖
2
0,Ω.
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Zusammen mit der Einschra¨nkung an die Schrittweite τ ergibt sich weiter
‖J 0(H,u)[η,w]‖20,Ω ≥
1
8H∗
‖η‖20,Ω +
g
4(1 + 2τcfC
1/2
1
τ 2‖∇η‖20,Ω (7.34)
+
1
2g
‖w‖20,Ω +
H∗
2(1 + τ‖div u‖∞,Ω)τ
2‖div w‖20,Ω.
2
7.3 Der Stokes Fall
Nachdem in Satz 7.5 ein Elliptizita¨tsresultat fu¨r den SWE Fall ohne Viskosita¨t gezeigt
wurde, soll nun in einem na¨chsten Schritt ein a¨hnliches Resultat fu¨r das Stokes Sys-
tem gezeigt werden. Darauf aufbauend wird anschliessend ein Elliptizita¨tsresultat fu¨r die
Flachwassergleichungen im allgemeinen Fall mit nichtnegativer Viskosita¨t gezeigt.
Im ersten Schritt wird kurz die Stetigkeit und Elliptizita¨t im Fall µ = 0 gezeigt.
Anschliessend soll gezeigt werden, dass das Least-Squares Funktional 4.34 stetig und
elliptisch bezu¨glich einer geeigneten Norm ist. Dies geschieht indem zuna¨chst gezeigt wird,
dass die Finite Element Approximation aus 4.36 stetig und elliptisch ist. Mit Hilfe des
nachstehenden 2. Lemmas von Strang wird gezeigt, dass dann auch die wahre Lo¨sung
stetig und elliptisch ist. Dazu legen wir fu¨r diesen Unterabschnitt die folgende Abku¨rzung
fest:
|||(q,v,V)||| =
(
‖v‖20,Ω + ‖div v‖20,Ω + µ
∑
K∈Th
‖∇v‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · v]E‖20,Ω
+‖q‖20,Ω + ‖V‖20,Ω + ‖q + µ1/2div V‖20,Ω
)1/2
Bemerkung 7.6
|||(q,v,V)||| definiert eine Norm auf dem Raum H1(Ω)×HΓ(div ,Ω)× L2(Ω)2.
Satz 7.7 (2. Lemma von Strang)
Sei die Bilinearform ah(u,v) elliptisch und stetig bzgl. der (gitterabha¨ngigen) Norm ‖ · ‖h
im Finite Element Raum Sh an den Raum V , genauer gelte
ah(v,v) ≥ α‖v‖2h fu¨r v ∈ Sh (7.35)
|ah(u,v)| ≤ C‖u‖h‖v‖h fu¨r u ∈ V + Sh,v ∈ Sh (7.36)
mit von h unanha¨ngigen Konstanten α und C. Dabei ist Sh u¨blicherweise ein nichtkonfor-
mer Finite Element Raum. Dann existiert eine von h unabha¨ngige Konstante c, so dass
die Ungleichung
‖u− uh‖h ≤ c
(
inf
vh∈Sh
‖u− vh‖h + sup
wh∈Sh
ah(u,wh)
‖wh‖h
)
(7.37)
gilt. Dabei wird der erste Term als Approximationsfehler, der zweite als Konsistenzfehler
bezeichnet.
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Beweis: z.B. in [BRA97]
2
Das Residuum im Stokes Fall war definiert als
RS(p,u,U) =
 δ p+ div uu+∇p+ µ1/2div U
U+ µ1/2∇u
 (7.38)
und das Funktional als
FS(p,u,U) =
∑
K∈Th
‖RS(p,u,U)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · u]E‖20,E. (7.39)
Fu¨r µ = 0 besteht die Minimierung von (4.35) nur aus der Minimierung von ‖RS0(p,u,U)‖0,Ω
(vgl. 4.10). Offensichtlich gilt
‖R0(p,u,U)‖0,Ω{ ≥ min{δ, 1} (‖δ1/2p+ δ−1/2div u‖20,Ω + ‖u+∇p‖20,Ω + ‖U‖20,Ω)
≤ max{δ, 1} (‖δ1/2p+ δ−1/2div u‖20,Ω + ‖u+∇p‖20,Ω + ‖U‖20,Ω) . (7.40)
Fu¨r (q,v,V) ∈ H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2, erha¨lt man durch partielle Integration
‖δ1/2p+ δ−1/2div u‖20,Ω + ‖u+∇p‖20,Ω + ‖U‖20,Ω
= δ‖p‖20,Ω + ‖∇p‖20,Ω + ‖u‖20,Ω + δ−1‖div u‖20,Ω + ‖U‖20,Ω.
(7.41)
Dies, zusammen mit (7.40), ergibt die Stetigkeit und Elliptizita¨t in der Norm H1(Ω) ×
HΓ(div ,Ω)× L2(Ω)2 im Fall µ = 0.
Satz 7.8 (Stetigkeit)
Mit den u¨blichen Bezeichnungen aus diesem Kapitel, gilt
FS(q,v,V) . |||(q,v,V)|||2 (7.42)
Beweis:
Es gilt offensichtlich∑
K∈Th
‖RS(q,v,V)‖20,K
≤ max{δ, 1}
(
‖δ1/2q + δ−1/2div v‖20,Ω + ‖v +∇q + µ1/2div V‖20,Ω +
∑
K∈Th
‖V + µ1/2∇v‖20,K
)
und damit ∑
K∈Th
‖RS(q,v,V)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
≤ 2max{δ2, δ−1}
(
‖v‖20,Ω + ‖div v‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
+ ‖q‖20,Ω + ‖V‖20,Ω + ‖∇q + µ1/2div V‖20,Ω
)
fu¨r alle (q,v,V) ∈ H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2.
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2
Eine untere Schranke fu¨r das Funktional zu finden, gestaltet sich allgemein etwas schwie-
riger. Dazu definieren wir zuna¨chst
RˆS(q,v,V) =
 δ1/2 q + δ−1/2div uv +∇q + µ1/2div V
V + µ1/2∇v
 (7.43)
Dann gilt offensichtlich
‖RS(q,v,V)‖20,Ω ≥ min{δ, 1}‖RˆS(q,v,V)‖20,Ω (7.44)
Mit Hilfe dieses Satzes reicht es die Elliptizita¨t von RˆS bezu¨glich des Finite Element
Ansatzraums Qh × Σh ×Θh ⊂ H1(Ω)×H1Γ(Ω)2 ×H(div ,Ω)2 zu zeigen.
Wie mu¨ssen also nur noch eine untere Schranke fu¨r RˆS(q,v,V) finden. Dazu dient das
nachfolgende Lemma
Lemma 7.9
Seien Θh ⊂ H(div ,Ω)2 und Σh ⊂ HΓ(div ,Ω) stu¨ckweise polynomiale Finite Element
Ra¨ume auf der Triangulierung Th. Es existiert eine Konstante C > 1, so dass die Unglei-
chung
2
∣∣∣∣∣∑
E∈Eh
(Vh · n, [vh]E)0,E
∣∣∣∣∣ ≤ 12µ1/2 ‖Vh‖20,Ω + 2Cµ1/2 ∑
E∈Eh
1
hE
‖[t · vh]E‖20,E. (7.45)
fu¨r alle Vh ∈ Θh und vh ∈ Σh gilt.
Beweis:
Mit Hilfe der Cauchy Schwarzschen Ungleichung und Bemerkung 4.5 folgt
2
∣∣∣∣∣∑
E∈Eh
(Vh · n, [vh]E)0,E
∣∣∣∣∣ = 2
∣∣∣∣∣∑
E∈Eh
(t(Vh · n), [t · vh]E)0,E
∣∣∣∣∣
≤ 2
∑
E∈Eh
‖(t(Vh · n)‖0,E‖[t · vh]E‖0,E (7.46)
≤ ρ
µ1/2
∑
E∈Eh
‖(t(Vh · n)‖0,E + µ
1/2
ρ
‖[t · vh]E‖0,E.
wobei der Parameter ρ ∈ (0, 1) im weiteren genauer bestimmt werden soll.
Es gilt ∑
E∈Eh
hE‖(t(Vh · n)‖20,E ≤
∑
E∈Eh
hE‖Vh‖20,E
≤
∑
K∈cTh
∑
E⊂∂K
hE‖Vh‖20,E (7.47)
≤ C
∑
K∈Th
‖Vh‖20,E = C‖Vh‖20,Ω
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mit einer Konstanten C.
O.B.d.A kann hier C > 1
2
angenommen und ρ = 1/(2C) in (7.46) eingesetzt werden. Dies
fu¨hrt zu
2
∑
E∈Eh
(Vh · n, [vh]E)0,E ≤ 1
2µ1/2
‖Vh‖20,Ω + 2Cµ1/2
∑
E∈Eh
1
hE
‖[t · vh]E‖20,E. (7.48)
2
Damit sind nun alle Voraussetzungen fu¨r den folgenden Satz gegeben.
Satz 7.10 (Elliptizita¨t)
Seien Θh ⊂ H(div ,Ω)2 und Σh ⊂ HΓ(div ,Ω) stu¨ckweise polynomiale Finite Element
Ra¨ume auf der Triangulierung Th. Mit den u¨blichen Bezeichnungen aus diesem Kapitel
gilt fu¨r das in 4.34 definierte LS-Funktional
FS(qh,vh,Vh) & |||(qh,vh,Vh)||| (7.49)
fu¨r alle (q,v,V) ∈ Qh × Σh ×Θh
Beweis:∑
K∈Th
‖RˆS(q,v,V)‖20,K
= ‖δ1/2q + δ−1/2div v)‖20,Ω + ‖v +∇q + µ1/2div V‖20,Ω +
∑
K∈Th
‖V + µ1/2∇v‖20,K
= δ‖q‖20,Ω + δ−1‖div v‖20,Ω + ‖v‖20,Ω + ‖∇q + µ1/2div V‖20,Ω + ‖V‖20,Ω (7.50)
+µ
∑
K∈Th
‖∇v‖20,K + 2µ1/2
∑
E∈Eh
(V · n, [v]E)0,E
fu¨r alle (q,v,V) ∈ H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2, wobei partielle Integration genutzt
wurden. Mit Lemma 7.9 kann dies weiter abgescha¨tzt werden zu∑
K∈Th
‖RˆS(qh,vh,Vh)‖20,K + (2C + 1)µ
∑
E∈Eh
1
hE
‖[t · vh]E‖20,E
≥ δ‖qh‖20,Ω + δ−1‖div vh‖20,Ω + ‖vh‖20,Ω + µ
∑
K∈Th
‖∇vh‖20,K +
1
2
‖Vh‖20,Ω (7.51)
+ µ
∑
E∈Eh
1
hE
‖[t · vh]E‖20,E + ‖∇qh + µ1/2div Vh‖20,Ω
fu¨r alle (qh,vh,Vh) ∈ Qh × Σh ×Θh
2
Satz 7.11
Sei (p,u,U) ∈ H1(Ω) × HΓ(div ,Ω) × H(div ,Ω)2 die exakte Lo¨sung von 4.35 und sei
(ph,uh,Uh) ∈ Qh × Σh ×Θh die nichtkonforme Approximation an 4.36. Dann gilt
|||(p− ph,u− uh,U−Uh)||| . inf
ph,uh,Uh)∈Qh×Σh×Θh
|||(p− ph,u− uh,U−Uh)||| (7.52)
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Beweis:
Mit dem zweiten Lemma von Strang 7.7 ergibt sich
|||(p− ph,u− uh,U−Uh)||| . inf
ph,uh,Uh)∈Qh×Σh×Θh
|||(p− ph,u− uh,U−Uh)||| (7.53)
+ sup
(rh,wh,Wh)∈Qh×Σh×Θh
B(p− ph,u− uh,U−Uh; rh,wh,Wh)
‖(rh,wh,Wh)
Fu¨r den Za¨hler des Konsistenzfehlers erhalten wir aufgrund von 4.39
B(p− ph,u− uh,U−Uh; rh,wh,Wh) = B(p,u,U; rh,wh,Wh)
=
∑
K∈Th
(R(p,u,U),R(q,v,V))0,K + µ
∑
E∈Eh
1
hE
([t · u]E, [t · v]E)0,E
Da fu¨r die exakte Lo¨sung (p,u,U) gilt R(p,u,U) = 0 und µ[t · u] = 0 fu¨r alle E ∈ Eh,
ist der Konsistenzfehler Null.
2
Bemerkung 7.12
In der Norm |||(·, ·, ·)||| sind ∇q und div V durch einen Term gekoppelt. Es ist klar, dass
man Schranken ohne Kopplungsterm gewinnen kann durch
|||(q,vV)|||2 ≥ ‖v‖20,Ω + ‖div v‖20,Ω + µ
∑
K∈Th
‖∇v‖20,K + µ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E + ‖q‖20,Ω + ‖V‖20,Ω
|||(q,vV)|||2 ≤ ‖v‖20,Ω + ‖div v‖20,Ω + µ
∑
K∈Th
‖∇v‖20,K + µ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E + ‖q‖20,Ω + 2‖∇q‖20,Ω
+ ‖V‖20,Ω + 2µ‖div V‖20,Ω
Diese Schranken werden auch im Abschnitt 7.5 genutzt, um Konvergenzabscha¨tzungen zu
erhalten.
7.4 SWE mit Viskosita¨t
Analog zur Gewinnung des Elliptizita¨tsresultats fu¨r das Stokes System soll nun ein Ellipti-
zita¨tsresultat im allgemeinen Fall nichtnegativer Viskosita¨t fu¨r die Flachwassergleichungen
gewonnen werden.
D.h. in diesem Abschnitt sollen obere und untere Schranken fu¨r das linearisierte Least-
Squares Funktional∑
K∈Th
‖J (H,u)[η,v,V]‖20,K + τµ
∑
E∈²h
1
hE
‖[t · v]E‖20,E (7.54)
gefunden werden.
Eine obere Schranke fu¨r dieses Funktional ist wie im Stokes Fall recht einfach zu zeigen.
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Zuna¨chst fu¨hren wir wieder analog zum Stokes Fall eine Norm ein, die im restlichen
Unterabschnitt wieder mit |||·, ·, ·||| bezeichnet wird.
|||(q,v,V)||| =
(
‖v‖20,Ω + τ 2g‖div v‖20,Ω + τµ
∑
K∈Th
‖∇v‖20,Ω + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,Ω
+g‖q‖20,Ω + τ‖V‖20,Ω + τ 2‖q + µ1/2div V‖20,Ω
)1/2
Satz 7.13
Es gilt ∑
K∈Th
‖J (H,u)[η,v,V]‖20,K + τµ
∑
E∈²h
1
hE
‖[t · v]E‖20,E . |||(η,v,V)|||2 (7.55)
fu¨r alle (η,v,V) ∈ H1(Ω)×HΓ(div ,Ω)×H(div ,Ω)2.
Beweis:
Analog zum Stokes Fall.
2
Die Entwicklung einer unteren Schranke durch eine Norm ‖| · ‖| gestaltet sich hingegen
wiederum schwieriger. Allerdings kann man zuna¨chst ganz analog zum Stokes Fall vorge-
hen. Zuna¨chst soll erst einmal der Spezialfall H = 1,u = 0 betrachtet werden. In diesem
Fall ergibt sich nach einer Skalierung der ersten Zeile J zu J • durch
J •(H,u)[η,v,W] =
 g1/2(η + τ div v)v + τ(g∇η +√µdiv V)
τ 1/2(V + µ1/2∇v)
 (7.56)
Dann ist klar, dass sich die Ergebnisse fu¨r den Stokes Fall u¨bertragen lassen.
Lemma 7.14
Seien Θh ⊂ H(div ,Ω)2 und Σh ⊂ HΓ(div ,Ω) stu¨ckweise polynomiale Finite Element
Ra¨ume auf der Triangulierung Th. Dann existiert eine Konstante C > 1, so dass die
Ungleichung
2τ
∣∣∣∣∣∑
E∈Eh
(Vh · n, [vh]E)0,E
∣∣∣∣∣ ≤ 12 τµ1/2 ‖Vh‖20,Ω + 2Cτµ1/2 ∑
E∈Eh
1
hE
‖[t · vh]E‖20,E. (7.57)
fu¨r alle V ∈ Θh und vΣh gilt.
Beweis:
Analog zum Beweis von Lemma 7.9.
2
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Damit sind nun alle Voraussetzungen fu¨r den folgenden Satz gegeben.
Satz 7.15 (Elliptizita¨t)
Seien Θh ⊂ H(div ,Ω)2 und Σh ⊂ HΓ(div ,Ω) stu¨ckweise polynomiale Finite Element
Ra¨ume auf der Triangulierung Th. Mit den u¨blichen Bezeichnungen aus diesem Kapitel
gilt ∑
K∈Th
‖J •(H,u)[ηh,vh,Vh]‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · vh]E‖20,E & ‖|(ηh,vh,Vh)‖|
fu¨r alle (ηh,vh,Vh) ∈ Qh × Σh ×Θh.
Beweis:∑
K∈Th
‖J •(H,u)[ηh,vh,Wh]‖20,K
= ‖g1/2(ηh + τdiv vh)‖20,Ω + ‖vh + τg∇ηh +
√
µdiv Vh‖20,Ω +
∑
K∈Th
‖Vh + µ1/2∇vh‖20,K
= g‖ηh‖20,Ω + τ 2g‖div vh‖20,Ω + ‖vh‖20,Ω + ‖τg∇ηh +
√
µdiv Vh‖20,Ω + τ‖Vh‖20,Ω (7.58)
+τµ
∑
K∈Th
‖∇vh‖20,K + 2τµ1/2
∑
E∈Eh
(Vh · n, [vh]E)0,E
fu¨r alle (ηh,vh,Vh) ∈ Qh×Σh×Θh, wobei partielle Integration genutzt wurde. Mit Lemma
7.14 kann dies analog zum Stokes Fall weiter abgescha¨tzt werden zu∑
K∈Th
‖J •(H,u)[ηh,vh,Wh]‖20,K + 2Cµ‖[t · vh]E‖20,E
≥ g‖ηh‖20,Ω + τ 2g‖div vh‖20,Ω + ‖vh‖20,Ω + τµ
∑
K∈Th
‖∇vh‖20,K +
1
2
τ‖Vh‖20,Ω (7.59)
2
Satz 7.16
Sei (p,u,U) ∈ H1(Ω) × HΓ(div ,Ω) × H(div ,Ω)2 die exakte Lo¨sung von 4.22 und sei
(ph,uh,Uh) ∈ Qh × Σh ×Θh die nichtkonforme Approximation an 4.23. Dann gilt
‖|(p− ph,u− uh,U−Uh)‖| . inf
ph,uh,Uh)∈Qh×Σh×Θh
‖|(p− ph,u− uh,U−Uh)‖| (7.60)
Beweis:
Mit dem zweiten Lemma von Strang 7.7 ergibt sich
‖|(p− ph,u− uh,U−Uh)‖| . inf
ph,uh,Uh)∈Qh×Σh×Θh
‖|(p− ph,u− uh,U−Uh)‖| (7.61)
+ sup
(rh,wh,Wh)∈Qh×Σh×Θh
B(p− ph,u− uh,U−Uh; rh,wh,Wh)
‖(rh,wh,Wh)
Fu¨r den Za¨hler des Konsistenzfehlers erhalten wir aufgrund von 4.26
B(p− ph,u− uh,U−Uh; rh,wh,Wh) = B(p,u,U; rh,wh,Wh)
=
∑
K∈Th
(R(p,u,U),R(q,v,V))0,K + µ
∑
E∈Eh
1
hE
([t · u]E, [t · v]E)0,E
Da fu¨r die exakte Lo¨sung (p,u,U) gilt R(p,u,U) = 0 und µ[t · u] = 0 fu¨r alle E ∈ Eh,
ist der Konsistenzfehler Null.
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2
Bemerkung 7.17
Auch in diesem Abschnitt sind ∇η und div V in der Norm |||(·, ·, ·)||| durch einen Term
gekoppelt. Es ko¨nnen wiederum leicht Schranken ohne Kopplungsterm gefunden werden
durch
|||(η,vV)|||2 ≥ ‖v‖20,Ω + τ 2g‖div v‖20,Ω + τµ
∑
K∈Th
‖∇v‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
+ g‖η‖20,Ω + τ‖V‖20,Ω
|||(q,vV)|||2 ≤ ‖v‖20,Ω + τ 2g‖div v‖20,Ω + τµ
∑
K∈Th
‖∇v‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
+ g‖η‖20,Ω + 2τ 2‖∇η‖20,Ω + τ‖V‖20,Ω + 2τ 2µ‖div V‖20,Ω
Diese Schranken werden im na¨chsten Abschnitt 7.5 genutzt, um Konvergenzabscha¨tzungen
zu erhalten.
In einem na¨chsten Schritt soll nun die A¨quivalenz von J (H,u)[η,v,V] und J •(H,u)[η,v,V]
gezeigt werden.
Lemma 7.18
Sei τ‖div u‖∞,Ω ≤ 1 und H ≥ H∗ in ganz Ω, dann gilt fu¨r alle K ∈ Th
‖J (H,u)[η,v,V]‖20,K '
∥∥∥∥∥∥J •(H,u)[η,v,V]−
 0τcf u|u|H2 η
0
∥∥∥∥∥∥
2
0,K
(7.62)
Beweis: Offensichtlich gilt
‖J (H,u)[η,v,V]‖20,K =
 (1 + τdiv u)η + τ(H div v)D(H,u)v + τ (g ∇η − u |u|H2 η +√µdiv V)
τ 1/2(V +
√
µ∇v)

'
 (1+τdiv uH )1/2η + τ( H1+τdiv u)1/2 div vD1/2(H,u)v + τD−1/2(√µdiv W − cf u |u|H2 η + g∇η)
τ 1/2(V + µ1/2∇v)

'
 g1/2(η + τ div v)v + τ(µ1/2div V − cf u |u|H2 η + g∇η )
τ 1/2(V + µ1/2∇v)
 (7.63)
= ‖J •(H,u)[η,v,V]−
 0τcf u|u|H2 η
0
 ‖20,K
2
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Satz 7.19
Wenn der Zeitschritt τ so gewa¨hlt wird, dass 2τcf‖u‖∞,Ω ≤ g1/2H∗, gilt∑
K∈Th
‖J (H,u)[η,v,V]‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E (7.64)
'
∑
K∈Th
‖J •(H,u)[η,v,V]‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
Beweis:
Aus (7.59) ergibt sich sofort
‖η‖20,Ω ≤
1
g
(∑
K∈Th
‖J •(H,u)[η,v,W]‖20,K + 2Cτµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
)
(7.65)
und daraus folgt∥∥∥∥τcf u|u|H2 η
∥∥∥∥2
0,Ω
≤ τ 2c2f
‖u‖2∞,Ω
gH2∗
(∑
K∈Th
‖J •(H,u)[η,v,V]‖20,K + 2Cτµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
)
≤ 1
4
(∑
K∈Th
‖J •(H,u)[η,v,V]‖20,K + 2Cτµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
)
(7.66)
unter obiger Voraussetzung an τ gilt dann∑
K∈Th
‖J (H,u)[η,v,V]‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E (7.67)
'
∑
K∈Th
‖J •(H,u)[η,v,V]‖20,K + τµ
∑
E∈Eh
1
hE
‖[t · v]E‖20,E
2
7.5 Konvergenz
Fu¨r die Konvergenzanalyse in diesem Abschnitte beno¨tigt man fu¨r die verschiedenen Fi-
niten Elemente eine Abscha¨tzung des Diskretisierungsfehlers ‖q − qh‖, wobei qh ∈ Qh
die Na¨herung an die wahre Lo¨sung q bezeichnet. Aus [BRA97] erha¨lt man das folgende
Ergebnis:
Lemma 7.20
Sei Th eine regula¨re Verfeinerung von Ω, h bezeichne die Gitterkonstante der Verfeinerung
und Qmh bezeichne den standard polynomialen Ansatzra¨ume des Grades m, dann gilt
inf
qh∈Qm+1h
‖q − qh‖1,Ω . hm+1|q|m+2,Ω (7.68)
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Die Abscha¨tzung des Diskretisierungsfehlers fu¨r die RT-Elemente erha¨lt man aus [BRF91].
Lemma 7.21
Sei Th eine regula¨re Verfeinerung von Ω und Σmh bezeichne den Raviart-Thomas Raum
des Grades m, dann gilt
inf
vh∈Σmh
‖u− vh‖div ,Ω . hm+1(|u|m+1,Ω + |div u|m+1,Ω) (7.69)
und aus [MTW00] erha¨lt man schliesslich die folgende Abscha¨tzung
Lemma 7.22
Sei Th eine regula¨re Verfeinerung von Ω und sei Πh : HΓ(div ,Ω) → Σh der Interpolati-
onsoperator aus Kapitel 4 in [MTW00]. Dann gilt(
‖u− Πhu‖2div ,Ω + µ
∑
K∈Th
‖∇(u− Πhu)‖20,K
)1/2
. h|u|2,Ω (7.70)
Lemma 7.23
Wenn zur Approximation der Variablen u der Raviart-Thomas Raum Σmh des Grades
m genutzt wird, gilt mit den Bezeichnungen aus diesem und dem vorigen Kapitel die
Abscha¨tzung
inf
vh∈Σmh
(‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω
+µ
∑
K∈Th
‖∇(u− vh)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E)1/2
. hm+1(|u|m+1,Ω + |div u|m+1,Ω) + hmµ1/2|u|m+1,Ω (7.71)
Beweis:
Aus Lemma 7.21 folgt
inf
vh∈Σh
(‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω)1/2 . hm+1(|u|m+1,Ω + |div u|m+1,Ω)
Dies kann mit Prop III.3.6 aus [BRF91] weiter abscha¨tzt werden durch
inf
vh∈Σh
(
‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω + µ
∑
K∈Th
‖∇(u− vh)‖20,K
)1/2
. hm+1(|u|m+1,Ω + |div u|m+1,Ω + hmµ1/2|u|m+1,Ω) (7.72)
Sei Πh : HΓ(div ,Ω)→ Σh der Interpolationsoperator, der u¨blicherweise fu¨r die Raviart-
Thomas Elemente genutzt wird, siehe z.B. Kapitel III.5 [BRF91] und sei Ψh : H
1
Γ(Ω)
2 →
Σ2h der Interpolationsoperator der Standard Finiten Elemente, dann gilt
‖[t · (Πhu)]E‖20,E ≤ ‖[(Πhu)]E‖20,E = ‖Πhu|Kl − Πhu|Kr‖20,E
≤ 2‖Πhu|Kl −Ψhu‖20,E + 2‖Πhu|Kr −Ψhu‖20,E (7.73)
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Daraus erha¨lt man weiter∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E ≤ 2
∑
K∈Th
∑
E⊂∂K
1
hE
‖Πhu−Ψhu‖20,E
. 1
h
∑
K∈Th
‖Πhu−Ψhu‖20,∂K
. 1
h2
∑
K∈Th
‖Πhu−Ψhu‖20,K
=
1
h2
‖Πhu−Ψhu‖20,Ω
≤ 2
h2
‖u− Πhu‖20,Ω + ‖u−Ψhu‖20,Ω
. h2m|u|2m+1,Ω (7.74)
Also kann die Abscha¨tzung (7.72) erweitert werden zu
inf
vh∈Σh
(‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω
+µ
∑
K∈Th
‖∇(u− vh)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E)1/2
. hm+1(|u|m+1,Ω + |div u|m+1,Ω) + hmµ1/2|u|m+1,Ω (7.75)
2
Eine analoge Abscha¨tzung zu Lemma 7.23 kann auch fu¨r die Approximation des Flusses
u durch das MTW-Elements gewonnen werden.
Lemma 7.24
Wenn zur Approximation der Variablen u der MTW-Ansatzraum genutzt wird, gilt mit
den Bezeichnungen aus diesem und dem vorigen Kapitel die Abscha¨tzung
inf
vh∈Σh
(‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω
+µ
∑
K∈Th
‖∇(u− vh)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E)1/2
. h(|u|1,Ω + |div u|1,Ω) (7.76)
Beweis:
Nach Lemma 7.22 gilt
inf
vh∈Σh
(
‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω + µ
∑
K∈Th
‖∇(u− vh)‖20,K
)1/2
. h(|u|1,Ω + |div u|1,Ω) + hµ1/2|u|1,Ω
. h(|u|1,Ω + |div u|1,Ω) (7.77)
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Sei Πh : HΓ(div ,Ω)→ Σh analog zu Lemma 7.23 der Interpolationsoperator der MTW-
Elemente aus Kapitel 4,[MTW00]. Sei weiterhin Ψh : H
1
Γ(Ω)
2 → Q2h wiederum der Inter-
polationsoperator der standard finiten Elemente, dann gilt wie oben
‖[t · (Πhu)]E‖20,E ≤ ‖[(Πhu)]E‖20,E = ‖Πhu|Kl − Πhu|Kr‖20,E
≤ 2‖Πhu|Kl −Ψhu‖20,E + 2‖Πhu|Kr −Ψhu‖20,E (7.78)
Und daraus erha¨lt man wiederum analog zum Beweis von Lemma 7.23∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E ≤ 2
∑
K∈Th
∑
E⊂∂K
1
hE
‖Πhu−Ψhu‖20,E
. 1
h
∑
K∈Th
‖Πhu−Ψhu‖20,∂K
. 1
h2
∑
K∈Th
‖Πhu−Ψhu‖20,K
=
1
h2
‖Πhu−Ψhu‖20,Ω
≤ 2
h2
‖u− Πhu‖20,Ω + ‖u−Ψhu‖20,Ω
. h2|u|21,Ω (7.79)
Damit kann die Abscha¨tzung (7.77) erweitert werden zu
inf
vh∈Σh
(‖u− vh‖20,Ω + τ 2g‖div (u− vh)‖20,Ω
+µ
∑
K∈Th
‖∇(u− vh)‖20,K + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E)1/2
. h(|u|1,Ω + |div u|1,Ω) (7.80)
2
Lemma 7.25
Fu¨r die Approximation der Variablen U mit Hilfe des Raviart-Thomas Raums Σmh , gilt
die entsprechende Abscha¨tzung
inf
vh∈Σmh
(‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2 . hm+1µ1/2(|∇u|m+1,Ω + µ1/2|∆u|m+1,Ω).(7.81)
Beweis:
inf
vh∈Σh
(‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
. hm+1(|U|m+1,Ω + µ1/2|div U|m+1,Ω)
= hm+1(µ1/2|∇u|m+1,Ω + µ|∆u|m+1,Ω)
= hm+1µ1/2(|∇u|m+1,Ω + µ1/2|∆u|m+1,Ω)
= hm+1µ1/2(|u|m+2,Ω + µ1/2|∆u|m+1,Ω). (7.82)
2
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Damit erha¨lt man insgesamt die Folgende Abscha¨tzung:
Satz 7.26
Wenn zur Approximation der Variablen Hˆ der standard polynomiale Ansatzraum Qnh und
fu¨r die Variablen u bzw.U der Raviart-Thomas Raum Σmh des Grades m bzw der Raviart-
Thomas Raum Σkh des Grades k genutzt wird, gilt mit den Bezeichnungen aus diesem und
dem vorigen Kapitel die Abscha¨tzung
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.83)
. hm+1(|u|m+1,Ω + |div u|m+1,Ω) + hmµ1/2|u|m+1,Ω + hn+1|Hˆ|n+2,Ω
+ hk+1(µ1/2|u|k+2,Ω + µ|∆u|k+1,Ω)
Beweis:
Nach Lemma 7.20 gilt infHˆh∈Qn+1h ‖Hˆ − Hˆh‖1,Ω . h
n+1|q|n+2,Ω. Zusammen mit Lemma
7.23 und Lemma 7.25 liefert dies die Behauptung.
2
Folgerung 7.27
• Bei Approximation von Hˆ,u und U durch Verwendung der Ansatzra¨ume Q1h, RT 2h
und RT 1h ergibt sich daher insbesondere die Abscha¨tzung:
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.84)
. h2(|u|2,Ω + |div u|2,Ω) + h(|Hˆ|2,Ω + µ1/2|u|2,Ω + µ|∆u|1,Ω)
• Bei Approximation von Hˆ,u und U durch Verwendung der Ansatzra¨ume Q2h, RT 2h
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und RT 1h ergibt sich daher insbesondere die Abscha¨tzung:
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.85)
. h2(|u|2,Ω + |div u|2,Ω + |Hˆ|3,Ω) + h(µ1/2|u|2,Ω + µ|∆u|1,Ω)
Eine analoge Abscha¨tzung erha¨lt man bei Verwendung des MTW-Elements statt des
RT-Elements als Ansatzraum fu¨r den Fluss u.
Satz 7.28
Wenn zur Approximation der Variablen Hˆ der standard polynomiale Ansatzraum Qnh und
fu¨r die Variablen u der MTW-Raum und fu¨r die Variable U der Raviart-Thomas Raum
Σkh des Grades k genutzt wird, gilt mit den Bezeichnungen aus diesem und dem vorigen
Kapitel die Abscha¨tzung
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.86)
. h(|u|1,Ω + |div u|1,Ω) + hn+1|Hˆ|n+2,Ω + hk+1(µ1/2|u|k+2,Ω + µ|∆u|k+1,Ω)
Beweis:
Analog zum Beweis von Satz 7.26
2
7.5 Konvergenz 87
Folgerung 7.29
• Bei Approximation von Hˆ,u undU durch Verwendung der Ansatzra¨ume Q1,MTW
und RT 1 ergibt sich daher die Abscha¨tzung:
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.87)
. h(|u|1,Ω + |div u|1,Ω + |Hˆ|2,Ω + µ1/2|u|2,Ω + µ|∆u|1,Ω)
• Bei Approximation von Hˆ,u undU durch Verwendung der Ansatzra¨ume Q2,MTW
und RT 2 ergibt sich die Abscha¨tzung:
(‖u− uh‖20,Ω + τ 2g‖div (u− uh)‖20,Ω + µ
∑
K∈Th
‖∇(u− uh)‖20,K + ‖Hˆ − Hˆh‖20,Ω
+ µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E + ‖U−Vh‖20,Ω + µ‖div (U−Vh)‖20,Ω)1/2
.
(∑
K∈Th
‖R(Hˆh,uh,Uh)‖20,Ω + µ
∑
E∈Eh
1
hE
‖[t · (Πhu)]E‖20,E
)1/2
(7.88)
. h(|u|1,Ω + |div u|1,Ω + µ1/2|u|2,Ω + µ|∆u|1,Ω) + h2|Hˆ|3,Ω

8 Numerische Ergebnisse
Zur numerischen Simulation wurde die Finite Element Least-Squares Formulierung so-
wohl fu¨r das Stokes System als auch fu¨r die Shallow Water Equations implementiert und
in verschiedenen Geometrien jeweils fu¨r eine Reihe von unterschiedlichen Viskosita¨tspa-
rametern getestet.
Zum Einsatz kamen dabei die folgenden Geometrien
• das Einheitsquadrat
• ein L-Shape
die in den folgenden Unterabschnitten zusammen mit den Ergebnissen kurz beschrieben
werden sollen.
8.1 Stokes
Zuna¨chst soll auch in diesem Kapitel zum Vergleich der Stokes Fall betrachtet werden.
Die numerischen Simulationen fu¨r das Least-Squares Funktional des Darcy-Stokes-Falls
(4.34) wurden auf dem Einheitsquadrat Ω = [−1, 1]× [−1, 1] (siehe auch Abbildung 8.2)
mit Randbedingungen
g(x1, x2) =

1− x21 , fu¨r x2 = 1 ,
x21 − 1 , fu¨r x2 = −1 ,
0 , , sonst Γ .
getestet (vgl. [DST05]). Dabei bestand die gro¨bste Triangulierung (l=0) aus 12 Dreiecken,
24 Kanten und 13 Punkten. Diese Triangulierung wurde fu¨nfmal gleichma¨ssig verfeinert,
so dass die feinste Triangulierung (l=5) aus 12288 Dreiecken, 18624 Kanten und 6337
Punkten bestand.
Das Least-Squares Funktional FS(ph,u,U) (vgl. 4.34) des Stokes Falls wurde imple-
mentiert, auf jedem Level, l=0 bis l=5, berechnet und in den Tabellen 8.1 - 8.4 fu¨r ver-
schiedene Werte des Viskosita¨tsparameters dargestellt. Dabei wurden als Ansatzra¨ume fu¨r
die Wasserho¨he Qh und den Gradienten des Flusses Θh standard quadratische Ansatzra¨u-
me bzw. lineare Raviart-Thomas Ra¨ume genutzt. Bei den numerischen Tests stellte sich
heraus, dass standard quadratische Ansatzra¨ume no¨tig sind, um quadratische Konvergenz
zu erhalten, wa¨hrend es ausreicht fu¨r den Gradienten des Flusses Raviart-Thomas Ra¨ume
niedrigster Ordnung zu nutzen.
Als Ansatzraum fu¨r den Fluss Σh wurde in den Tabellen 8.1 und 8.2 der quadratische
Raviart-Thomas Raum (RT2) genutzt. Aus Tabelle 8.1 kann man fu¨r den Fall µ = 0
tatsa¨chlich quadratische Konvergenz beobachten, wa¨hrend man fu¨r µ = 1 nur lineare
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Konvergenz erha¨lt. Die zugrunde liegende Triangulierung Th wird in jedem Verfeinerungs-
schritt gleichma¨ssig verfeinert. Daher weiss man, dass die Gitterkonstante h, auf dem
na¨chst feineren Level (z.B. l = 1) nur noch viertel so gross wie auf dem Ausgangslevel
(z.B. l = 0) ist. D.h. man kann in den Tabellen gut beobachten, dass sich das Funktional
fu¨r µ = 0 verha¨lt wie h4 und fu¨r µ = 1 wie h2. Damit verha¨lt sich die Wurzel des Funk-
tionals wie h2 bzw. wie h. Man beobachtet also eine Reduktion des Funktionals auf ein
Viertel des Wertes im na¨chsten Verfeinerungsschritt bei linearer Konvergenz bzw. auf ein
sechzehntel bei quadratischer Konvergenz. Fu¨r die Zwischenwerte von µ kann man anfangs
eine quadratische Konvergenz beobachten, die sich dann aber immer weiter zur linearen
Konvergenz abschwa¨cht, je dominanter der Viskosita¨tsanteil wird. Man kann ebenfalls
beobachten, dass der Wert des Funktionals ab und zu auf einem ho¨heren Feinheitslevel
gro¨sser wird. Eine genauere Betrachtung enthu¨llt, dass fu¨r diese kleinen Ru¨ckschritte der
Tangential-Sprungterm der LS-Formulierung verantwortlich ist. Die Tabellen 8.1 und 8.4
sind hier nur der Vollsta¨ndigkeit halber mit angegeben worden und sollen nicht weiter
erla¨utert werden, da der Stokes Fall (δ = 1) das hier interessierende Problem darstellt.
Allerdings erkennt man in Tabelle 8.2 ein a¨hnliches Konvergenzverhalten wie fu¨r den Fall
δ = 1.
Fu¨r die na¨chsten beiden Tabellen 8.3 und 8.4 wurde fu¨r den Fluss der MTWAnsatzraum
genutzt. Man erkennt dabei in Tabelle 8.3, dass man hier auch im Fall µ = 0 nur noch
lineare Konvergenz erha¨lt. Man erha¨lt fu¨r das gesamte Spektrum von µ nur noch eine
lineare Konvergenz des Funktionals. Dass die Konvergenz schlechter als bei Nutzung der
quadratischen Raviart-Thomas Ra¨ume ist und man auch etwas gro¨ssere Werte fu¨r den
Wert des Funktionals bekommt, deutet daraufhin, dass sich die Verwendung des MTW
Elements hier nicht lohnt. D.h. dass die Verringerung der Freiheitsgrade, die man durch
Nutzung des MTW Elements erha¨lt, nicht die schlechteren Resultate kompensiert. Man
kann die Freiheitsgrade noch ein wenig mehr reduzieren, indem man bei Verwendung des
MTW Elements zur Na¨herung an die Wasserho¨he standard lineare statt quadratische
Ansatzra¨ume verwendet. Man erha¨lt dann fast identische Werte zu Tabelle 8.3.
Zur Tabelle 8.4 soll hier nur kurz angemerkt werden, dass die Konvergenz des Funktionals
zwar nicht quadratisch, aber doch sichtbar besser als nur linear ist.
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l = 0 l = 1 l = 2 l = 3 l = 4 l = 5
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 216 912 3744 15168 61056
dim Θh 48 168 624 2400 9408 37248
µ = 1 7.24·10−1 2.49·10−1 6.93·10−2 1.81·10−2 4.61·10−3 1.16·10−3
10−1 1.14·10−1 4.61·10−2 1.52·10−2 4.27·10−3 1.13·10−3 2.92·10−4
10−2 4.22·10−2 1.91·10−2 1.56·10−2 6.85·10−3 1.97·10−3 5.09·10−4
10−3 3.02·10−2 5.70·10−3 4.63·10−3 5.96·10−3 4.01·10−3 1.34·10−3
10−4 2.88·10−2 3.47·10−3 7.89·10−4 9.99·10−4 1.65·10−3 1.81·10−3
10−5 2.87·10−2 3.23·10−3 3.32·10−4 1.25·10−4 2.05·10−4 3.80·10−4
10−6 2.87·10−2 3.21·10−3 2.85·10−4 3.26·10−5 2.24·10−5 4.13·10−5
10−7 2.87·10−2 3.20·10−3 2.80·10−4 2.33·10−5 3.76·10−6 4.27·10−6
10−8 2.87·10−2 3.20·10−3 2.80·10−4 2.24·10−5 1.89·10−6 5.39·10−7
10−9 2.87·10−2 3.20·10−3 2.80·10−4 2.23·10−5 1.71·10−6 1.65·10−7
10−10 2.87·10−2 3.20·10−3 2.80·10−4 2.23·10−5 1.69·10−6 1.28·10−7
µ = 0 2.87·10−2 3.20·10−3 2.80·10−4 2.23·10−5 1.69·10−6 1.24·10−7
Tabelle 8.1: LS-Funktional fu¨r δ = 1 und P2/RT2/RT
2
1 im Stokes Fall
l = 0 l = 1 l = 2 l = 3 l = 4 l = 5
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 216 912 3744 15168 61056
dim Θh 48 168 624 2400 9408 37248
µ = 1 7.09·10−1 2.87·10−1 8.87·10−2 2.41·10−2 6.21·10−3 1.57·10−3
10−1 1.30·10−1 7.61·10−2 2.92·10−2 8.23·10−3 2.13·10−3 5.37·10−4
10−2 4.36·10−2 3.02·10−2 2.90·10−2 1.33·10−2 3.82·10−3 9.85·10−4
10−3 2.75·10−2 7.00·10−3 7.78·10−3 1.05·10−2 7.27·10−3 2.46·10−3
10−4 2.56·10−2 3.36·10−3 1.13·10−3 1.70·10−3 2.86·10−3 3.19·10−3
10−5 2.54·10−2 2.97·10−3 3.49·10−4 1.98·10−4 3.50·10−4 6.54·10−4
10−6 2.54·10−2 2.94·10−3 2.70·10−4 3.88·10−5 3.71·10−5 7.08·10−5
10−7 2.54·10−2 2.93·10−3 2.62·10−4 2.28·10−5 5.17·10−6 7.24·10−6
10−8 2.54·10−2 2.93·10−3 2.61·10−4 2.12·10−5 1.97·10−6 8.32·10−7
10−9 2.54·10−2 2.93·10−3 2.61·10−4 2.11·10−5 1.65·10−6 1.90·10−7
10−10 2.54·10−2 2.93·10−3 2.61·10−4 2.11·10−5 1.61·10−6 1.26·10−7
µ = 0 2.54·10−2 2.93·10−3 2.61·10−4 2.11·10−5 1.61·10−6 1.19·10−7
Tabelle 8.2: LS-Funktional fu¨r δ = 0 und P2/RT2/RT
2
1 im Stokes Fall
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l = 0 l = 1 l = 2 l = 3 l = 4 l = 5
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
µ = 1 9.06·10−1 3.09·10−1 8.56·10−2 2.22·10−2 5.63·10−3 1.42·10−3
10−1 1.61·10−1 6.01·10−1 1.86·10−2 5.03·10−3 1.31·10−3 3.35·10−4
10−2 7.56·10−2 3.00·10−2 1.68·10−2 6.53·10−3 1.84·10−3 4.72·10−4
10−3 5.97·10−2 1.61·10−2 7.35·10−3 6.09·10−3 3.51·10−3 1.14·10−3
10−4 5.76·10−2 1.36·10−2 3.63·10−3 1.70·10−3 1.72·10−3 1.61·10−3
10−5 5.74·10−2 1.34·10−2 3.16·10−3 8.57·10−4 3.85·10−4 4.07·10−4
10−6 5.74·10−2 1.33·10−2 3.11·10−3 7.64·10−4 2.07·10−4 8.71·10−4
10−7 5.74·10−2 1.33·10−2 3.11·10−3 7.55·10−4 1.89·10−4 5.06·10−4
10−8 5.74·10−2 1.33·10−2 3.11·10−3 7.54·10−4 1.87·10−4 4.69·10−4
10−9 5.74·10−2 1.33·10−2 3.11·10−3 7.54·10−4 1.86·10−4 4.65·10−4
10−10 5.74·10−2 1.33·10−2 3.11·10−3 7.54·10−4 1.86·10−4 4.65·10−4
µ = 0 5.74·10−2 1.33·10−2 3.11·10−3 7.54·10−4 1.86·10−4 4.65·10−4
Tabelle 8.3: LS-Funktional fu¨r δ = 1 und P2/MTW/RT
2
1 im Stokes Fall
l = 0 l = 1 l = 2 l = 3 l = 4 l = 5
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
µ = 1 6.13·10−1 2.46·10−1 7.38·10−2 1.97·10−2 5.03·10−3 1.27·10−3
10−1 1.18·10−1 6.66·10−1 2.46·10−2 6.82·10−3 1.75·10−3 4.40·10−4
10−2 3.77·10−2 2.86·10−2 2.50·10−2 1.09·10−3 3.12·10−3 8.03·10−4
10−3 1.88·10−2 6.21·10−3 7.38·10−3 9.40·10−3 6.00·10−3 2.01·10−3
10−4 1.63·10−2 2.32·10−3 1.04·10−3 1.63·10−3 2.65·10−3 2.75·10−3
10−5 1.60·10−2 1.90·10−3 2.53·10−4 1.89·10−4 3.42·10−4 6.21·10−4
10−6 1.60·10−2 1.85·10−3 1.72·10−4 3.09·10−5 3.64·10−5 6.99·10−5
10−7 1.60·10−2 1.85·10−3 1.63·10−4 1.48·10−5 4.56·10−6 7.19·10−6
10−8 1.60·10−2 1.85·10−3 1.63·10−4 1.32·10−5 1.35·10−6 7.86·10−7
10−9 1.60·10−2 1.85·10−3 1.62·10−4 1.31·10−5 1.03·10−6 1.45·10−7
10−10 1.60·10−2 1.85·10−3 1.62·10−4 1.31·10−5 1.00·10−6 8.08·10−8
µ = 0 1.60·10−2 1.85·10−3 1.62·10−4 1.31·10−5 9.97·10−7 7.37·10−8
Tabelle 8.4: LS-Funktional fu¨r δ = 0 und P2/MTW/RT
2
1 im Stokes Fall
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8.2 SWE Quadrat
Abbildung 8.1: Fluss u im Testgebiet Quadrat
fu¨r µ = 0 und τ = 15
Die einfachste Testgeometrie fu¨r die
Flachwassergleichungen bestand wie
im Stokes Fall des vorherigen Unter-
abschnitts ebenfalls aus einem Qua-
drat mit einer Kantenla¨nge von 2m.
Dabei ist die auf der nebenstehen-
den Abbildung 8.2 oben zu sehende
Kante der Einfluss- die untere Kante
der Ausflussrand. Die Anfangsbedin-
gungen der Simulation in diesem Test-
gebiet sind H ≡ 2, U ≡ 0 auf ganz Ω,
u ·n = 1−x21 auf Γinflow, u ·n = x21−1
auf Γoutflow und u ≡ 0 sonst.
Analog zum Stokes Unterabschnitt
sind den nachstehenden Tabellen 8.5
bis 8.12 die Ergebnisse fu¨r die unter-
schiedlichen Kombinationen von FE-
Elementen und fu¨r verschiedene Viskosita¨tsparameter gegeben.
Auch fu¨r die Shallow Water Equations wurde das Funktional F(HD+η,u,U; Hˆold, uˆold)
(vgl. 4.17) auf den Leveln l=0 bis l=5 berechnet und in den Tabellen 8.5 - 8.12 fu¨r verschie-
dene Werte des Viskosita¨tsparameters dargestellt. Dabei bestanden die Triangulierungen
fu¨r die Feinheitslevel (l=0 bis l=5) aus denselben Triangulierungen wie im Stokes Fall.
Die Triangulierung im gro¨bsten Fall (l=0) bestand also auch hier aus 12 Dreiecken, 24
Kanten und 13 Punkten und dementsprechend die feinste Triangulierung (l=5) aus 12288
Dreiecken, 18624 Kanten und 6337 Punkten.
Als Finite Element Ansatzra¨ume zur Approximation an die Wasserho¨he Qh kamen dies-
mal sowohl standard lineare Finite Elemente P1 in den Tabellen 8.5, 8.7, 8.9 und 8.10 als
auch standard quadratische Elemente P2 in den Tabellen 8.6, 8.8, 8.11 und 8.12 zum Ein-
satz.
Zur Approximation an den Gradienten des Flusses Θh wurden in den Tabellen 8.5,8.6,
8.9, und 8.11 lineare (RT1) bzw. in den Tabellen 8.7, 8.8, 8.10 und 8.12 quadratische (RT2)
Raviart-Thomas Ra¨ume genutzt.
Als Ansatzra¨ume an den Fluss u wurden wiederum das MTW Element, vgl. Tabellen
8.5-8.8, bzw. das quadratische Raviart-Thomas Element, vgl. Tabellen 8.9-8.12, genutzt.
Die Ansatzra¨ume fu¨r die Wasserho¨he, den Fluss und den Gradienten des Flusses wurden
auch hier mit Qh, Σh und Θh bezeichnet und die Freiheitsgrade auf den verschiedenen
Leveln zu Vergleichszwecken mit in die Tabellen aufgenommen. Zur besseren Vergleichs-
mo¨glichkeit wurden in den Tabellen 8.5-8.12 ebenfalls die Quotienten der Werte des Funk-
tionals auf benachbarten Leveln angegeben. So bezeichnet beispielsweise die Spalte l1/l0
den Quotienten aus dem Wert des Funktionals auf dem Level l=1 und dem Wert des
Funktionals auf dem Level l=0.
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Bei na¨herer Betrachtung fa¨llt auf, dass fu¨r eine quadratische Konvergenz im Fall µ = 0
standard lineare Ansatzra¨ume fu¨r die Wasserho¨he nicht ausreichend sind. Um quadra-
tische Konvergenz zu erreichen, mu¨ssen mindestens standard quadratische Ansatzra¨ume
genutzt werden. Dagegen spielt es fu¨r das Konvergenzverhalten keine Rolle, ob lineare
oder quadratische Raviart-Thomas Ra¨ume fu¨r Θh, den Ansatzraum fu¨r U, genutzt wer-
den. Bei der Verwendung von RT2-Ra¨umen ist der Wert des Funktionals fu¨r µ = 1 etwas
kleiner, allerdings hat man natu¨rlich sehr viel mehr Freiheitsgrade als bei der Verwendung
von RT1 Elementen. Deshalb ist es hier empfehlenswert RT1 Elemente zu nutzen.
Erstaunlicherweise fa¨llt bei einem Vergleich zwischen demMTW - und demRT2-Element
zur Approximation an u auf, dass man fu¨r dieses Testbeispiel auch im Fall des MTW-
Elements quadratische Konvergenz des Funktionals im Fall µ = 0 erzielen kann. Bei
Nutzung des RT2-Elements erha¨lt man, wie zu erwarten war, fast identische Ergebnisse
wie im Stokes Fall. Man erha¨lt fu¨r µ = 0 quadratische Konvergenz des Funktionals, die
sich mit zunehmender Viskosita¨t immer weiter abschwa¨cht, bis man nur noch lineares
Konvergenzverhalten im Fall µ = 1 erha¨lt. Genau diese Resultate erzielt man in diesem
Beispiel allerdings auch bei Nutzung des MTW -Elements. Auch hier erha¨lt man fu¨r den
Fall µ = 0 quadratische Konvergenz, die sich mit zunehmender Viskosita¨t zur linearen
Konvergenz abschwa¨cht. Sogar die Werte des Funktionals sind hier etwas kleiner. Fu¨r
dieses Testbeispiel lohnt sich also die Verwendung des MTW-Elements fu¨r den Fluss.
Insgesamt legt die Betrachtung hier die Nutzung der Kombination aus den Ansatzra¨ume
P2, MTW und RT1 fu¨r Qh, Σh und Θh dar.
Tabelle 8.5: LS-Funktional auf Quadrat fu¨r P1/MTW/RT1
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 13 37 121 433 1633 6337
dim Σh 48 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
0e+00 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.56e-04 2.32 3.19 3.70 3.90 3.97
1e-10 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.57e-04 2.32 3.19 3.70 3.90 3.97
1e-09 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.57e-04 2.32 3.19 3.70 3.90 3.95
1e-08 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.25e-04 1.66e-04 2.32 3.19 3.70 3.88 3.76
1e-07 6.62e-02 2.86e-02 8.97e-03 2.44e-03 6.66e-04 2.52e-04 2.31 3.19 3.67 3.67 2.64
1e-06 6.62e-02 2.86e-02 9.03e-03 2.61e-03 1.05e-03 1.00e-03 2.31 3.17 3.46 2.48 1.05
1e-05 6.65e-02 2.89e-02 9.63e-03 4.21e-03 3.96e-03 3.42e-03 2.30 3.00 2.28 1.06 1.16
1e-04 6.94e-02 3.13e-02 1.56e-02 1.28e-02 7.00e-03 2.23e-03 2.21 2.01 1.22 1.83 3.14
1e-03 8.84e-02 5.07e-02 3.25e-02 1.27e-02 3.56e-03 9.12e-04 1.74 1.56 2.56 3.57 3.90
1e-02 1.96e-01 9.98e-02 3.43e-02 9.32e-03 2.38e-03 5.97e-04 1.96 2.91 3.68 3.92 3.98
1e-01 9.53e-01 3.95e-01 1.17e-01 3.05e-02 7.75e-03 1.95e-03 2.41 3.39 3.82 3.94 3.98
1e+00 8.30e+00 3.35e+00 9.76e-01 2.56e-01 6.49e-02 1.63e-02 2.48 3.43 3.82 3.94 3.98
Tabelle 8.6: LS-Funktional auf Quadrat fu¨r P2/MTW/RT1
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
0e+00 1.69e-02 1.95e-03 1.70e-04 1.37e-05 1.05e-06 7.96e-08 8.67 11.42 12.47 13.03 13.17
1e-10 1.69e-02 1.95e-03 1.70e-04 1.37e-05 1.10e-06 1.87e-07 8.67 11.42 12.45 12.42 5.89
1e-09 1.69e-02 1.95e-03 1.71e-04 1.39e-05 1.59e-06 1.15e-06 8.67 11.41 12.24 8.79 1.37
1e-08 1.69e-02 1.95e-03 1.72e-04 1.64e-05 6.42e-06 1.08e-05 8.67 11.34 10.50 2.55 0.60
1e-07 1.69e-02 1.95e-03 1.84e-04 4.05e-05 5.43e-05 1.04e-04 8.64 10.62 4.54 0.75 0.52
1e-06 1.69e-02 2.02e-03 3.06e-04 2.78e-04 5.06e-04 8.92e-04 8.38 6.60 1.10 0.55 0.57
1e-05 1.73e-02 2.66e-03 1.47e-03 2.38e-03 3.58e-03 3.02e-03 6.51 1.81 0.62 0.66 1.18
1e-04 2.11e-02 8.28e-03 1.02e-02 1.13e-02 5.82e-03 1.77e-03 2.55 0.81 0.91 1.94 3.30
1e-03 4.66e-02 3.62e-02 2.69e-02 1.01e-02 2.78e-03 7.10e-04 1.28 1.35 2.66 3.64 3.92
1e-02 1.52e-01 7.93e-02 2.69e-02 7.25e-03 1.85e-03 4.64e-04 1.92 2.95 3.71 3.93 3.98
1e-01 8.97e-01 3.70e-01 1.09e-01 2.85e-02 7.24e-03 1.82e-03 2.43 3.40 3.82 3.94 3.98
1e+00 8.25e+00 3.32e+00 9.68e-01 2.54e-01 6.44e-02 1.62e-02 2.48 3.43 3.82 3.94 3.98
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Tabelle 8.7: LS-Funktional auf Quadrat fu¨r P1/MTW/RT2
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 13 37 121 433 1633 6337
dim Σh 48 204 840 3408 13728 55104
dim Θh 144 204 840 3408 13728 55104
0e+00 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.56e-04 2.32 3.19 3.70 3.90 3.97
1e-10 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.57e-04 2.32 3.19 3.70 3.90 3.97
1e-09 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.21e-04 1.57e-04 2.32 3.19 3.70 3.90 3.95
1e-08 6.62e-02 2.86e-02 8.96e-03 2.42e-03 6.24e-04 1.65e-04 2.32 3.19 3.70 3.88 3.78
1e-07 6.61e-02 2.86e-02 8.95e-03 2.43e-03 6.52e-04 2.41e-04 2.32 3.19 3.69 3.72 2.71
1e-06 6.61e-02 2.85e-02 8.87e-03 2.48e-03 9.55e-04 8.50e-04 2.32 3.21 3.58 2.59 1.12
1e-05 6.52e-02 2.75e-02 8.51e-03 3.53e-03 2.73e-03 1.41e-03 2.38 3.23 2.41 1.29 1.93
1e-04 5.84e-02 2.35e-02 1.15e-02 6.60e-03 2.31e-03 6.18e-04 2.48 2.05 1.74 2.85 3.74
1e-03 4.56e-02 2.91e-02 1.32e-02 3.88e-03 9.99e-04 2.51e-04 1.57 2.20 3.40 3.89 3.98
1e-02 8.37e-02 3.50e-02 1.01e-02 2.59e-03 6.52e-04 1.63e-04 2.39 3.48 3.88 3.97 3.99
1e-01 4.66e-01 1.56e-01 4.22e-02 1.08e-02 2.71e-03 6.80e-04 2.99 3.69 3.92 3.97 3.99
1e+00 4.31e+00 1.42e+00 3.84e-01 9.82e-02 2.47e-02 6.20e-03 3.04 3.70 3.91 3.97 3.99
Tabelle 8.8: LS-Funktional auf Quadrat fu¨r P2/MTW/RT2
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 37 121 433 1633 6337 24961
dim Σh 48 204 840 3408 13728 55104
dim Θh 144 204 840 3408 13728 55104
0e+00 1.69e-02 1.95e-03 1.70e-04 1.37e-05 1.05e-06 7.96e-08 8.67 11.42 12.47 13.03 13.17
1e-10 1.69e-02 1.95e-03 1.70e-04 1.37e-05 1.10e-06 1.87e-07 8.67 11.42 12.45 12.42 5.89
1e-09 1.69e-02 1.95e-03 1.71e-04 1.39e-05 1.59e-06 1.15e-06 8.67 11.41 12.24 8.79 1.37
1e-08 1.69e-02 1.95e-03 1.72e-04 1.63e-05 6.41e-06 1.08e-05 8.67 11.34 10.51 2.55 0.59
1e-07 1.69e-02 1.95e-03 1.83e-04 4.03e-05 5.42e-05 1.04e-04 8.65 10.65 4.55 0.74 0.52
1e-06 1.69e-02 2.00e-03 2.99e-04 2.75e-04 4.95e-04 7.76e-04 8.45 6.69 1.09 0.56 0.64
1e-05 1.69e-02 2.47e-03 1.39e-03 2.19e-03 2.54e-03 1.39e-03 6.85 1.77 0.64 0.86 1.83
1e-04 1.71e-02 6.66e-03 8.24e-03 6.16e-03 2.26e-03 6.13e-04 2.57 0.81 1.34 2.72 3.69
1e-03 2.43e-02 2.29e-02 1.23e-02 3.77e-03 9.86e-04 2.50e-04 1.06 1.87 3.25 3.82 3.95
1e-02 7.24e-02 3.26e-02 9.76e-03 2.55e-03 6.47e-04 1.63e-04 2.22 3.33 3.82 3.94 3.98
1e-01 4.34e-01 1.51e-01 4.15e-02 1.07e-02 2.70e-03 6.78e-04 2.88 3.63 3.88 3.96 3.98
1e+00 4.05e+00 1.38e+00 3.78e-01 9.73e-02 2.46e-02 6.18e-03 2.95 3.64 3.88 3.95 3.98
Tabelle 8.9: LS-Funktional auf Quadrat fu¨r P1/RT2/RT1
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 13 37 121 433 1633 6337
dim Σh 144 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
0e+00 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.56e-04 2.56 3.28 3.73 3.91 3.97
1e-10 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.57e-04 2.56 3.28 3.73 3.91 3.97
1e-09 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.57e-04 2.56 3.28 3.73 3.91 3.95
1e-08 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.26e-04 1.66e-04 2.56 3.28 3.73 3.89 3.76
1e-07 7.60e-02 2.97e-02 9.07e-03 2.45e-03 6.66e-04 2.54e-04 2.56 3.28 3.70 3.68 2.62
1e-06 7.60e-02 2.97e-02 9.12e-03 2.61e-03 1.06e-03 1.05e-03 2.56 3.26 3.49 2.46 1.01
1e-05 7.62e-02 2.99e-02 9.69e-03 4.27e-03 4.26e-03 3.96e-03 2.55 3.08 2.27 1.00 1.08
1e-04 7.78e-02 3.17e-02 1.59e-02 1.44e-02 8.25e-03 2.62e-03 2.45 2.00 1.10 1.75 3.14
1e-03 9.22e-02 5.22e-02 3.72e-02 1.49e-02 4.19e-03 1.07e-03 1.77 1.40 2.49 3.56 3.90
1e-02 2.11e-01 1.12e-01 3.98e-02 1.09e-02 2.79e-03 6.92e-04 1.89 2.81 3.64 3.93 4.02
1e-01 1.14e+00 4.80e-01 1.44e-01 3.75e-02 9.16e-03 2.16e-03 2.38 3.33 3.85 4.09 4.25
1e+00 1.01e+01 4.12e+00 1.19e+00 2.92e-01 6.85e-02 1.62e-02 2.46 3.47 4.06 4.27 4.22
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Tabelle 8.10: LS-Funktional auf Quadrat fu¨r P1/RT2/RT2
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 13 37 121 433 1633 6337
dim Σh 144 204 840 3408 13728 55104
dim Θh 144 204 840 3408 13728 55104
0e+00 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.56e-04 2.56 3.28 3.73 3.91 3.97
1e-10 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.57e-04 2.56 3.28 3.73 3.91 3.97
1e-09 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.22e-04 1.57e-04 2.56 3.28 3.73 3.91 3.95
1e-08 7.60e-02 2.97e-02 9.06e-03 2.43e-03 6.25e-04 1.65e-04 2.56 3.28 3.73 3.89 3.79
1e-07 7.60e-02 2.97e-02 9.05e-03 2.43e-03 6.53e-04 2.43e-04 2.56 3.28 3.72 3.73 2.69
1e-06 7.59e-02 2.96e-02 8.97e-03 2.48e-03 9.78e-04 9.76e-04 2.57 3.30 3.61 2.54 1.00
1e-05 7.48e-02 2.84e-02 8.60e-03 3.74e-03 3.60e-03 2.44e-03 2.63 3.31 2.30 1.04 1.48
1e-04 6.66e-02 2.45e-02 1.30e-02 1.02e-02 4.24e-03 1.17e-03 2.72 1.89 1.27 2.41 3.64
1e-03 5.40e-02 3.57e-02 2.21e-02 7.09e-03 1.86e-03 4.68e-04 1.51 1.62 3.11 3.82 3.96
1e-02 1.18e-01 5.89e-02 1.83e-02 4.78e-03 1.21e-03 3.01e-04 2.00 3.23 3.82 3.96 4.01
1e-01 7.77e-01 2.91e-01 8.16e-02 2.09e-02 5.20e-03 1.26e-03 2.67 3.57 3.90 4.03 4.14
1e+00 7.34e+00 2.68e+00 7.41e-01 1.85e-01 4.43e-02 1.05e-02 2.74 3.62 4.00 4.18 4.21
Tabelle 8.11: LS-Funktional auf Quadrat fu¨r P2/RT2/RT1
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 37 121 433 1633 6337 24961
dim Σh 144 204 840 3408 13728 55104
dim Θh 48 168 624 2400 9408 37248
0e+00 2.67e-02 3.07e-03 2.72e-04 2.18e-05 1.66e-06 1.22e-07 8.70 11.30 12.46 13.13 13.57
1e-10 2.67e-02 3.07e-03 2.72e-04 2.18e-05 1.71e-06 2.30e-07 8.70 11.30 12.45 12.74 7.46
1e-09 2.67e-02 3.07e-03 2.72e-04 2.21e-05 2.20e-06 1.20e-06 8.70 11.29 12.32 10.05 1.84
1e-08 2.67e-02 3.07e-03 2.73e-04 2.45e-05 7.02e-06 1.08e-05 8.70 11.24 11.15 3.48 0.65
1e-07 2.67e-02 3.08e-03 2.85e-04 4.85e-05 5.52e-05 1.06e-04 8.68 10.79 5.87 0.88 0.52
1e-06 2.67e-02 3.13e-03 4.04e-04 2.87e-04 5.22e-04 9.47e-04 8.53 7.75 1.41 0.55 0.55
1e-05 2.70e-02 3.71e-03 1.57e-03 2.49e-03 3.92e-03 3.60e-03 7.28 2.37 0.63 0.64 1.09
1e-04 2.98e-02 9.05e-03 1.09e-02 1.30e-02 7.14e-03 2.17e-03 3.29 0.83 0.84 1.83 3.29
1e-03 5.23e-02 3.88e-02 3.20e-02 1.24e-02 3.42e-03 8.73e-04 1.35 1.21 2.58 3.63 3.92
1e-02 1.72e-01 9.30e-02 3.26e-02 8.87e-03 2.25e-03 5.59e-04 1.85 2.85 3.67 3.93 4.03
1e-01 1.09e+00 4.56e-01 1.37e-01 3.55e-02 8.65e-03 2.03e-03 2.39 3.34 3.85 4.10 4.26
1e+00 1.01e+01 4.09e+00 1.18e+00 2.90e-01 6.80e-02 1.61e-02 2.47 3.47 4.06 4.27 4.22
Tabelle 8.12: LS-Funktional auf Quadrat fu¨r P2/RT2/RT2
l=0 l=1 l=2 l=3 l=4 l=5 l1/l0 l2/l1 l3/l2 l4/l3 l5/l4
dim Qh 37 121 433 1633 6337 24961
dim Σh 144 204 840 3408 13728 55104
dim Θh 144 204 840 3408 13728 55104
0e+00 2.67e-02 3.07e-03 2.72e-04 2.18e-05 1.66e-06 1.22e-07 8.70 11.30 12.46 13.13 13.57
1e-10 2.67e-02 3.07e-03 2.72e-04 2.18e-05 1.71e-06 2.30e-07 8.70 11.30 12.45 12.74 7.46
1e-09 2.67e-02 3.07e-03 2.72e-04 2.21e-05 2.20e-06 1.20e-06 8.70 11.29 12.32 10.05 1.84
1e-08 2.67e-02 3.07e-03 2.73e-04 2.44e-05 7.01e-06 1.08e-05 8.70 11.25 11.17 3.48 0.65
1e-07 2.67e-02 3.07e-03 2.84e-04 4.82e-05 5.51e-05 1.06e-04 8.69 10.82 5.89 0.88 0.52
1e-06 2.67e-02 3.10e-03 3.94e-04 2.84e-04 5.19e-04 9.05e-04 8.59 7.88 1.39 0.55 0.57
1e-05 2.63e-02 3.42e-03 1.48e-03 2.42e-03 3.42e-03 2.42e-03 7.69 2.31 0.61 0.71 1.42
1e-04 2.41e-02 7.22e-03 9.80e-03 9.83e-03 4.20e-03 1.16e-03 3.33 0.74 1.00 2.34 3.61
1e-03 2.85e-02 2.92e-02 2.11e-02 7.00e-03 1.85e-03 4.67e-04 0.98 1.38 3.02 3.79 3.95
1e-02 1.02e-01 5.61e-02 1.80e-02 4.75e-03 1.20e-03 3.01e-04 1.81 3.12 3.78 3.94 4.00
1e-01 7.23e-01 2.84e-01 8.08e-02 2.08e-02 5.19e-03 1.25e-03 2.54 3.52 3.88 4.02 4.13
1e+00 6.88e+00 2.62e+00 7.33e-01 1.84e-01 4.42e-02 1.05e-02 2.62 3.57 3.98 4.17 4.20
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Abbildung 8.2: Geometrie L-Shape mit Gitter
auf gro¨bstem Level
Die zweite Testgeometrie fu¨r das
SWE Funktional besteht aus einem
L-fo¨rmiges Gebiet. Die Daten die-
ser Geometrie wurden einem Artikel
von Fontana et al. [FQS99] entnom-
men und leicht modifiziert. Das Ge-
biet besteht aus einem Kanal mit
1000m La¨ge, der am Einfluss des Was-
sers eine Breite von 100m und am
Ausfluss eine Breite von 200m be-
sitzt. Die Wasserho¨he H ist zu An-
fang konstant auf 2m gesetzt. Der
Fluss ist am Einflussrand zeitabha¨n-
gig mit u(0, x2) =
2500−(x2−50)2
2500
· inc,
wobei inc zeitabha¨ngig definiert ist als
inc = −sin
(
2jτpi
nsteps·τ
)
− sin
(
2(j−1)τpi
nsteps·τ
)
.
nsteps steht dabei fu¨r die Anzahl der
Zeitschritte und j bezeichnet den aktuellen Zeitschritt. Im restlichen Gebiet wird der Fluss
u ebenso wie die Hilfsvariable U konstant auf 0 gesetzt.
Wa¨hrend in den vorigen Testbeispielen alle Dreiecke auf jedem Level gleichma¨ssig verfei-
nert wurden, wird in diesem Beispiel eine adaptive Verfeinerung vorgenommen. Es werden
nun ausschliesslich die Dreiecke verfeinert, bei denen das Funktional einen gro¨ssen Wert
als den durchschnittlichen Wert des Funktionals u¨ber alle Dreiecke liefert. Dies bedeutet
natu¨rlich auch, dass es in diesem Beispiel schwieriger ist, die Konvergenz des Funktionals
zu bewerten. Denn die Dreiecke werden ja nicht mehr gleichma¨ssig in 4 Dreiecke geteilt
und damit reduziert sich natu¨rlich auch die Gitterkonstante nicht mehr auf ein Viertel.
Im Kopf der beiden Tabellen 8.13 und 8.14 sind aus diesem Grund auch nur die Frei-
heitsgrade der Ansatzra¨ume fu¨r den ersten Zeitschritt und fu¨r einen Viskosita¨tsparameter
von µ = 0 gegeben. Aufgrund der adaptiven Verfeinerung weichen die Freiheitsgrade in
den folgenden Schritten und bei anderer Viskosita¨t von den angeben Freiheitsgraden ab.
Allerdings stimmen die u¨brigen Freiheitsgrade in der Gro¨ßenordnung mit den angegeben
u¨berein.
Bei diesem Testbeispiel handelt es sich, wie man schon an der Definition der Randwerte
erkennen konnte, um ein zeitabha¨ngiges Problem. Wa¨hrend die beiden vorigen Testbei-
spiele stationa¨re Probleme behandelten, wird in diesem Testgebiet durch die zeitabha¨ngi-
gen Randwerte eine ankommende Welle simuliert. Dies ist auch gut in der Abbildung 8.5
(a)-(f) zu erkennen.
In den Tabellen 8.13 - 8.14 sind exemplarisch die Werte fu¨r die Norm des Funktionals
bei einem konstanten Zeitschritt von τ = 15 und bei unterschiedlichen Viskosita¨tsparame-
tern gegeben. Trotz der adaptiven Verfeinerung sind ebenfalls wieder die Quotienten aus
den Werten des Funktionals von benachbarten Feinheitsleveln gegeben. Aus Platzgru¨nden
wurden hier nur Teile der Tabellen fu¨r gewisse Zeitschritte und fu¨r ausgewa¨hlte Werte des
Viskosita¨tsparameters angegeben. Die vollsta¨ndigen Tabellen finden sich im Internet un-
ter den Adressen
www.ifam.uni-hannover/ ∼danisch/Daten/p2rt2rt1tau15chan1tabelle.txt bzw.
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www.ifam.uni-hannover/ ∼danisch/Daten/p2mtwrt1tau15chan1tabelle.txt.
Aufgrund der Erfahrungen aus den letzten zwei Testbeispielen, werden als Ansatzra¨ume
fu¨r Qh und Θh diesmal nur standard quadratische Ansatz- bzw. lineare Raviart-Thomas
Ra¨ume ausgewa¨hlt. Denn diese Kombination erwies sich bei den vorherigen Beispielen als
am effektivsten. Fu¨r den Fluss wurden wieder die MTW- bzw. RT2 Ansatzra¨ume genutzt
und verglichen. Die Betrachtung der Tabellen la¨sst den Schluss zu, dass auch hier in bei-
den Fa¨llen fu¨r µ = 0 mindestens lineare, wahrscheinlich sogar quadratische Konvergenz,
bei gleichma¨ssiger Verfeinerung vorliegen wu¨rde. Allerdings scheint sich die Konvergenz
auch mit zunehmender Viskosita¨t weiter abzuschwa¨chen. Die Resultate fu¨r das RT2 sind
hier durchga¨ngig, insbesondere aber auf dem Level l = 2, besser als die Resultate bei Ver-
wendung des MTW -Elements. Allerdings erkauft man sich diese Verbesserung natu¨rlich
durch die erho¨hte Anzahl von Freiheitsgraden. Es ist also fraglich, welches Element hier
wirklich einen Vorteil verspricht.
Man erkennt auch in diesem Testbeispiel wiederum, dass die sich der Wert des Funk-
tionals bei einigen Zeitschritten auf dem feineren Level erho¨ht. So z.B. fu¨r µ = 10−1 in
beiden Tabellen im letzten Verfeinerungsschritt. Dieses Verhalten konnte man schon bei
den vorherigen Testrechnungen auf dem Quadrat sowohl fu¨r das Stokes als auch das SWE
Funktional beobachten. Auch in diesem Fall ist wieder der Kantensprungterm in dem
Funktional fu¨r dieses Verhalten verantwortlich zu machen.
In den Abbildungen 8.3 (a) bis (c) la¨sst sich gut die Adaptive Verfeinerung erkennen.
Verfeinert wird nur dort, wo der Fehlerscha¨tzer, also das Funktional, besonders grosse
Werte liefert. Im Fall des L-Shapes werden die Dreiecke nahe der einspringenden Ecke
und am Einflussrand verfeinert. Dies entspricht auch der Erwartung.
In Abbildung 8.4 ist der Fluss u zu zwei verschiedenen Zeitpunkten, dem 15. und dem
30. Zeitschritt, und fu¨r die beiden Viskosita¨tsparameter µ = 0 bzw. µ = 1 dargestellt. Man
erkennt, wie sich der Fluss aufgrund der Randbedingungen mit der Zeit fast umkehrt.
In Abbildung 8.5 ist die Wasserho¨he in der Geometrie L-Shape zu verschiedenen Zeit-
punkten fu¨r einen Viskosita¨tsparameter von µ = 10−8 dargestellt. Man kann in der Abbil-
dung sehr gut die einlaufende Welle erkennen, die sich aus den zeitabha¨ngigen Randwerten
ergibt.
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(a) Level 0
(b) Level 1
(c) Level 2
Abbildung 8.3: Fehler im 30. Zeitschritt fu¨r µ = 0, τ = 10 auf der Geometrie L-Shape
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Tabelle 8.13: LS-Funktional auf L-Shape fu¨r P2/MTW/RT1, τ = 15
τ µ l=0 l=1 l=2 l=3 l=4 l1/l0 l2/l1 l3/l2 l4/l3
15 0 249 304 481 1002 2099 dim Qh
15 0 480 558 926 2046 4451 dim Σh
15 0 352 432 692 1464 3098 dim Θh
15 0e+000 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.38e-003 5.57 4.70 3.31 2.51
75 0e+000 5.54e-001 9.96e-002 2.11e-002 6.41e-003 2.54e-003 5.56 4.72 3.29 2.52
135 0e+000 5.21e-002 9.37e-003 1.99e-003 6.03e-004 2.40e-004 5.56 4.71 3.30 2.51
195 0e+000 1.40e-001 2.52e-002 5.34e-003 1.62e-003 6.43e-004 5.56 4.72 3.30 2.52
255 0e+000 6.98e-001 1.26e-001 2.65e-002 7.97e-003 3.18e-003 5.54 4.75 3.32 2.51
315 0e+000 9.54e-001 1.72e-001 3.63e-002 1.09e-002 4.35e-003 5.55 4.74 3.33 2.51
375 0e+000 5.55e-001 9.99e-002 2.11e-002 6.34e-003 2.52e-003 5.56 4.73 3.33 2.52
435 0e+000 5.21e-002 9.38e-003 1.99e-003 6.03e-004 2.40e-004 5.55 4.71 3.30 2.51
495 0e+000 1.40e-001 2.52e-002 5.35e-003 1.62e-003 6.44e-004 5.56 4.71 3.30 2.52
555 0e+000 6.97e-001 1.25e-001 2.66e-002 8.07e-003 3.20e-003 5.58 4.70 3.30 2.52
600 0e+000 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.38e-003 5.57 4.70 3.31 2.51
15 1e-009 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.38e-003 5.57 4.70 3.31 2.51
75 1e-009 5.54e-001 9.96e-002 2.11e-002 6.41e-003 2.54e-003 5.56 4.72 3.29 2.52
135 1e-009 5.21e-002 9.37e-003 1.99e-003 6.03e-004 2.40e-004 5.56 4.71 3.30 2.51
195 1e-009 1.40e-001 2.52e-002 5.34e-003 1.62e-003 6.43e-004 5.56 4.72 3.30 2.52
255 1e-009 6.98e-001 1.26e-001 2.65e-002 7.97e-003 3.18e-003 5.54 4.75 3.32 2.51
315 1e-009 9.54e-001 1.72e-001 3.63e-002 1.09e-002 4.35e-003 5.55 4.74 3.33 2.51
375 1e-009 5.55e-001 9.99e-002 2.11e-002 6.34e-003 2.52e-003 5.56 4.73 3.33 2.52
435 1e-009 5.21e-002 9.38e-003 1.99e-003 6.03e-004 2.40e-004 5.55 4.71 3.30 2.51
495 1e-009 1.40e-001 2.52e-002 5.35e-003 1.62e-003 6.44e-004 5.56 4.71 3.30 2.52
555 1e-009 6.97e-001 1.25e-001 2.66e-002 8.07e-003 3.20e-003 5.58 4.70 3.30 2.52
600 1e-009 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.38e-003 5.57 4.70 3.31 2.51
15 1e-005 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.42e-003 5.57 4.70 3.31 2.49
75 1e-005 5.54e-001 9.96e-002 2.11e-002 6.42e-003 2.55e-003 5.56 4.72 3.29 2.52
135 1e-005 5.21e-002 9.37e-003 1.99e-003 6.04e-004 2.41e-004 5.56 4.71 3.29 2.51
195 1e-005 1.40e-001 2.52e-002 5.34e-003 1.62e-003 6.47e-004 5.56 4.72 3.30 2.50
255 1e-005 6.98e-001 1.26e-001 2.65e-002 7.97e-003 3.19e-003 5.54 4.75 3.32 2.50
315 1e-005 9.54e-001 1.72e-001 3.63e-002 1.09e-002 4.36e-003 5.55 4.74 3.33 2.50
375 1e-005 5.55e-001 9.99e-002 2.11e-002 6.34e-003 2.54e-003 5.56 4.73 3.33 2.50
435 1e-005 5.21e-002 9.38e-003 1.99e-003 6.04e-004 2.41e-004 5.55 4.71 3.29 2.51
495 1e-005 1.40e-001 2.52e-002 5.35e-003 1.62e-003 6.47e-004 5.56 4.71 3.30 2.50
555 1e-005 6.97e-001 1.25e-001 2.66e-002 8.07e-003 3.21e-003 5.58 4.70 3.30 2.51
600 1e-005 9.53e-001 1.71e-001 3.64e-002 1.10e-002 4.42e-003 5.57 4.70 3.31 2.49
15 1e-003 9.54e-001 1.72e-001 3.71e-002 1.21e-002 6.51e-003 5.55 4.64 3.07 1.86
75 1e-003 5.54e-001 9.99e-002 2.16e-002 7.03e-003 3.78e-003 5.55 4.63 3.07 1.86
135 1e-003 5.21e-002 9.40e-003 2.03e-003 6.61e-004 3.56e-004 5.54 4.63 3.07 1.86
195 1e-003 1.40e-001 2.53e-002 5.45e-003 1.77e-003 9.46e-004 5.53 4.64 3.08 1.87
255 1e-003 6.98e-001 1.26e-001 2.71e-002 8.80e-003 4.69e-003 5.54 4.65 3.08 1.88
315 1e-003 9.55e-001 1.72e-001 3.70e-002 1.20e-002 6.45e-003 5.55 4.65 3.08 1.86
375 1e-003 5.55e-001 1.00e-001 2.15e-002 7.00e-003 3.73e-003 5.55 4.65 3.07 1.88
435 1e-003 5.21e-002 9.41e-003 2.03e-003 6.61e-004 3.53e-004 5.54 4.64 3.07 1.87
495 1e-003 1.40e-001 2.53e-002 5.46e-003 1.78e-003 9.58e-004 5.53 4.63 3.07 1.86
555 1e-003 6.97e-001 1.26e-001 2.71e-002 8.84e-003 4.76e-003 5.53 4.65 3.07 1.86
600 1e-003 9.54e-001 1.72e-001 3.71e-002 1.21e-002 6.51e-003 5.55 4.64 3.07 1.86
15 1e-001 9.95e-001 2.19e-001 1.09e-001 1.32e-001 1.37e-001 4.54 2.01 0.83 0.96
75 1e-001 5.79e-001 1.28e-001 6.35e-002 7.67e-002 7.96e-002 4.52 2.02 0.83 0.96
135 1e-001 5.44e-002 1.20e-002 5.96e-003 7.19e-003 7.46e-003 4.53 2.01 0.83 0.96
195 1e-001 1.46e-001 3.23e-002 1.60e-002 1.92e-002 1.99e-002 4.52 2.02 0.83 0.96
255 1e-001 7.28e-001 1.60e-001 7.90e-002 9.50e-002 9.85e-002 4.55 2.03 0.83 0.96
315 1e-001 9.96e-001 2.19e-001 1.08e-001 1.30e-001 1.35e-001 4.55 2.03 0.83 0.96
375 1e-001 5.79e-001 1.28e-001 6.29e-002 7.56e-002 7.84e-002 4.52 2.03 0.83 0.96
435 1e-001 5.44e-002 1.20e-002 5.94e-003 7.16e-003 7.42e-003 4.53 2.02 0.83 0.96
495 1e-001 1.46e-001 3.23e-002 1.60e-002 1.94e-002 2.01e-002 4.52 2.02 0.82 0.97
555 1e-001 7.28e-001 1.60e-001 7.99e-002 9.65e-002 1.00e-001 4.55 2.00 0.83 0.96
600 1e-001 9.95e-001 2.19e-001 1.09e-001 1.32e-001 1.37e-001 4.54 2.01 0.83 0.96
15 1e+000 1.34e+000 5.54e-001 4.65e-001 3.12e-001 1.25e-001 2.42 1.19 1.49 2.50
75 1e+000 7.80e-001 3.22e-001 2.69e-001 1.81e-001 7.26e-002 2.42 1.20 1.49 2.49
135 1e+000 7.34e-002 3.03e-002 2.52e-002 1.69e-002 6.79e-003 2.42 1.20 1.49 2.49
195 1e+000 1.97e-001 8.11e-002 6.73e-002 4.51e-002 1.81e-002 2.43 1.21 1.49 2.49
255 1e+000 9.81e-001 4.02e-001 3.32e-001 2.23e-001 8.95e-002 2.44 1.21 1.49 2.49
315 1e+000 1.34e+000 5.50e-001 4.55e-001 3.04e-001 1.23e-001 2.44 1.21 1.50 2.47
375 1e+000 7.80e-001 3.20e-001 2.65e-001 1.77e-001 7.12e-002 2.44 1.21 1.50 2.49
435 1e+000 7.34e-002 3.02e-002 2.51e-002 1.68e-002 6.75e-003 2.43 1.20 1.49 2.49
495 1e+000 1.97e-001 8.14e-002 6.78e-002 4.55e-002 1.83e-002 2.42 1.20 1.49 2.49
555 1e+000 9.81e-001 4.05e-001 3.39e-001 2.28e-001 9.11e-002 2.42 1.19 1.49 2.50
600 1e+000 1.34e+000 5.54e-001 4.65e-001 3.12e-001 1.25e-001 2.42 1.19 1.49 2.50
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Tabelle 8.14: LS-Funktional auf L-Shape fu¨r P2/RT2/RT1, τ = 15
τ µ l=0 l=1 l=2 l=3 l=4 l1/l0 l2/l1 l3/l2 l4/l3
15 0 249 292 397 661 1097 dim Qh
15 0 480 570 808 1426 2460 dim Σh
15 0 352 414 568 958 1604 dim Θh
15 0e+000 1.25e+000 1.83e-001 2.57e-002 6.09e-003 1.82e-003 6.83 7.12 4.22 3.35
75 0e+000 7.25e-001 1.06e-001 1.49e-002 3.53e-003 1.05e-003 6.84 7.11 4.22 3.36
135 0e+000 6.82e-002 9.98e-003 1.40e-003 3.31e-004 9.83e-005 6.83 7.13 4.23 3.37
195 0e+000 1.83e-001 2.68e-002 3.75e-003 8.82e-004 2.62e-004 6.83 7.15 4.25 3.37
255 0e+000 9.11e-001 1.33e-001 1.86e-002 4.32e-003 1.25e-003 6.85 7.15 4.31 3.46
315 0e+000 1.25e+000 1.83e-001 2.54e-002 5.89e-003 1.71e-003 6.83 7.20 4.31 3.44
375 0e+000 7.24e-001 1.06e-001 1.48e-002 3.47e-003 1.01e-003 6.83 7.16 4.27 3.44
435 0e+000 6.81e-002 9.98e-003 1.40e-003 3.29e-004 9.76e-005 6.82 7.13 4.26 3.37
495 0e+000 1.83e-001 2.69e-002 3.77e-003 8.90e-004 2.65e-004 6.80 7.14 4.24 3.36
555 0e+000 9.12e-001 1.34e-001 1.88e-002 4.45e-003 1.33e-003 6.81 7.13 4.22 3.35
600 0e+000 1.25e+000 1.83e-001 2.57e-002 6.09e-003 1.82e-003 6.83 7.12 4.22 3.35
15 1e-009 1.25e+000 1.83e-001 2.57e-002 6.09e-003 1.82e-003 6.83 7.12 4.22 3.35
75 1e-009 7.25e-001 1.06e-001 1.49e-002 3.53e-003 1.05e-003 6.84 7.11 4.22 3.36
135 1e-009 6.82e-002 9.98e-003 1.40e-003 3.31e-004 9.83e-005 6.83 7.13 4.23 3.37
195 1e-009 1.83e-001 2.68e-002 3.75e-003 8.82e-004 2.62e-004 6.83 7.15 4.25 3.37
255 1e-009 9.11e-001 1.33e-001 1.86e-002 4.32e-003 1.25e-003 6.85 7.15 4.31 3.46
315 1e-009 1.25e+000 1.83e-001 2.54e-002 5.89e-003 1.71e-003 6.83 7.20 4.31 3.44
375 1e-009 7.24e-001 1.06e-001 1.48e-002 3.47e-003 1.01e-003 6.83 7.16 4.27 3.44
435 1e-009 6.81e-002 9.98e-003 1.40e-003 3.29e-004 9.76e-005 6.82 7.13 4.26 3.37
495 1e-009 1.83e-001 2.69e-002 3.77e-003 8.90e-004 2.65e-004 6.80 7.14 4.24 3.36
555 1e-009 9.12e-001 1.34e-001 1.88e-002 4.45e-003 1.33e-003 6.81 7.13 4.22 3.35
600 1e-009 1.25e+000 1.83e-001 2.57e-002 6.09e-003 1.82e-003 6.83 7.12 4.22 3.35
15 1e-005 1.25e+000 1.83e-001 2.57e-002 6.10e-003 1.81e-003 6.83 7.12 4.21 3.37
75 1e-005 7.25e-001 1.06e-001 1.49e-002 3.54e-003 1.05e-003 6.84 7.11 4.21 3.37
135 1e-005 6.82e-002 9.98e-003 1.40e-003 3.31e-004 9.81e-005 6.83 7.13 4.23 3.37
195 1e-005 1.83e-001 2.68e-002 3.75e-003 8.84e-004 2.61e-004 6.83 7.15 4.24 3.39
255 1e-005 9.11e-001 1.33e-001 1.86e-002 4.32e-003 1.26e-003 6.85 7.15 4.31 3.43
315 1e-005 1.25e+000 1.83e-001 2.54e-002 5.90e-003 1.72e-003 6.83 7.20 4.31 3.43
375 1e-005 7.24e-001 1.06e-001 1.48e-002 3.48e-003 1.02e-003 6.83 7.16 4.25 3.41
435 1e-005 6.81e-002 9.98e-003 1.40e-003 3.29e-004 9.73e-005 6.82 7.13 4.26 3.38
495 1e-005 1.83e-001 2.69e-002 3.77e-003 8.92e-004 2.64e-004 6.80 7.14 4.23 3.38
555 1e-005 9.12e-001 1.34e-001 1.88e-002 4.46e-003 1.32e-003 6.81 7.13 4.22 3.38
600 1e-005 1.25e+000 1.83e-001 2.57e-002 6.10e-003 1.81e-003 6.83 7.12 4.21 3.37
15 1e-003 1.25e+000 1.83e-001 2.64e-002 6.70e-003 3.90e-003 6.83 6.93 3.94 1.72
75 1e-003 7.26e-001 1.07e-001 1.53e-002 3.88e-003 2.26e-003 6.79 6.99 3.94 1.72
135 1e-003 6.82e-002 1.00e-002 1.44e-003 3.63e-004 2.12e-004 6.82 6.94 3.97 1.71
195 1e-003 1.83e-001 2.69e-002 3.84e-003 9.69e-004 5.65e-004 6.80 7.01 3.96 1.72
255 1e-003 9.11e-001 1.34e-001 1.90e-002 4.79e-003 2.79e-003 6.80 7.05 3.97 1.72
315 1e-003 1.25e+000 1.83e-001 2.60e-002 6.53e-003 3.81e-003 6.83 7.04 3.98 1.71
375 1e-003 7.25e-001 1.06e-001 1.52e-002 3.81e-003 2.22e-003 6.84 6.97 3.99 1.72
435 1e-003 6.81e-002 1.00e-002 1.43e-003 3.61e-004 2.11e-004 6.81 6.99 3.96 1.71
495 1e-003 1.83e-001 2.69e-002 3.86e-003 9.79e-004 5.71e-004 6.80 6.97 3.94 1.71
555 1e-003 9.13e-001 1.34e-001 1.93e-002 4.89e-003 2.85e-003 6.81 6.94 3.95 1.72
600 1e-003 1.25e+000 1.83e-001 2.64e-002 6.70e-003 3.90e-003 6.83 6.93 3.94 1.72
15 1e-001 1.28e+000 2.26e-001 1.01e-001 1.28e-001 1.44e-001 5.66 2.24 0.79 0.89
75 1e-001 7.44e-001 1.32e-001 5.85e-002 7.43e-002 8.35e-002 5.64 2.26 0.79 0.89
135 1e-001 6.99e-002 1.24e-002 5.49e-003 6.94e-003 7.80e-003 5.64 2.26 0.79 0.89
195 1e-001 1.88e-001 3.32e-002 1.47e-002 1.85e-002 2.07e-002 5.66 2.26 0.79 0.89
255 1e-001 9.35e-001 1.65e-001 7.26e-002 9.14e-002 1.03e-001 5.67 2.27 0.79 0.89
315 1e-001 1.28e+000 2.26e-001 9.92e-002 1.25e-001 1.40e-001 5.66 2.28 0.79 0.89
375 1e-001 7.43e-001 1.31e-001 5.78e-002 7.27e-002 8.16e-002 5.67 2.27 0.80 0.89
435 1e-001 6.99e-002 1.23e-002 5.47e-003 6.89e-003 7.73e-003 5.68 2.25 0.79 0.89
495 1e-001 1.88e-001 3.32e-002 1.48e-002 1.87e-002 2.10e-002 5.66 2.24 0.79 0.89
555 1e-001 9.36e-001 1.66e-001 7.36e-002 9.34e-002 1.05e-001 5.64 2.26 0.79 0.89
600 1e-001 1.28e+000 2.26e-001 1.01e-001 1.28e-001 1.44e-001 5.66 2.24 0.79 0.89
15 1e+000 1.57e+000 5.43e-001 4.63e-001 3.42e-001 1.47e-001 2.89 1.17 1.35 2.33
75 1e+000 9.10e-001 3.16e-001 2.69e-001 1.98e-001 8.49e-002 2.88 1.17 1.36 2.33
135 1e+000 8.55e-002 2.96e-002 2.52e-002 1.86e-002 7.94e-003 2.89 1.17 1.35 2.34
195 1e+000 2.30e-001 7.94e-002 6.72e-002 4.95e-002 2.11e-002 2.90 1.18 1.36 2.35
255 1e+000 1.14e+000 3.94e-001 3.32e-001 2.44e-001 1.04e-001 2.89 1.19 1.36 2.35
315 1e+000 1.56e+000 5.38e-001 4.53e-001 3.33e-001 1.42e-001 2.90 1.19 1.36 2.35
375 1e+000 9.08e-001 3.13e-001 2.64e-001 1.94e-001 8.30e-002 2.90 1.19 1.36 2.34
435 1e+000 8.55e-002 2.96e-002 2.50e-002 1.84e-002 7.88e-003 2.89 1.18 1.36 2.34
495 1e+000 2.30e-001 7.97e-002 6.77e-002 5.00e-002 2.14e-002 2.89 1.18 1.35 2.34
555 1e+000 1.14e+000 3.97e-001 3.38e-001 2.50e-001 1.07e-001 2.87 1.17 1.35 2.34
600 1e+000 1.57e+000 5.43e-001 4.63e-001 3.42e-001 1.47e-001 2.89 1.17 1.35 2.33
(a) Zeitschritt 15, µ = 0
(b) Zeitschritt 30, µ = 0
(c) Zeitschritt 15, µ = 1
(d) Zeitschritt 30, µ = 1
Abbildung 8.4: Fluss auf Feinheitslevel 2 in Geometrie L-Shape
(a) Zeitschritt 2 (b) Zeitschritt 8
(c) Zeitschritt 12 (d) Zeitschritt 18
(e) Zeitschritt 24 (f) Zeitschritt 30
Abbildung 8.5: Ho¨he auf Feinheitslevel 2 mit µ = 10−8 in Geometrie L-Shape
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