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Let R, S be noncompact Riemannian m manifolds and T : R -+ S a 
homeomorphism. If T is a quasiisometry when m > 3 or if T is a quasi- 
conformal mapping when m = 2, then T is called a Dirichlet mapping. 
Let P be an m form on R with P > 0, P + 0, and denote by PE(R) the 
space of solutions of d*du = Pu with finite energy integral E(u) = 
sR du A *du + u2P. The purpose of this paper is to study the effect of 
Dirichlet mappings on PE(R). To begin with one must find a method of 
canonically associating to an m form P on R a Q on S. The works of Nakai 
[lo], Royden [16], and the results in Ref. [2] suggest that integrals should 
be preserved under this association, i.e., sU P = lTfLI) Q. This can be 
achieved by taking Q to be the pullback T;‘P of P under T-l if T is a Ci 
mapping. 
Nakai [13] has recently shown that the change of variable formula for 
integration is valid for arbitrary Dirichlet mappings. Thus the above method 
for choosing Q is acceptable as far as preserving integrals goes but smoothness 
or even continuity of P will not be inherited by Q. In fact for general Dirichlet 
mappings T the Jacobian of T-l is only a measurable locally bounded 
function and the form Q cannot be expected to have more regularity as soon 
as P $ 0. This leads us to consider the equation d*du = Pu, with P locally 
bounded, measurable, P > 0, and P > 0 on a set of positive measure. 
Heretofore, the global properties of solutions of this equation have been 
examined only when P satisfies some regularity condition, say Holder 
continuity. Therefore, the goal of this paper will include establishing some 
of these global properties, relying on the local properties established by 
Moser [S], Stampacchia [18], and HervC [S]. In doing this we can also 
abandon regularity assumptions on the metric tensor ( gu) of the manifolds 
under consideration. Actually this follows the direction Nakai [12, 141 has 
initiated. Namely, he has shown that a global theory of harmonic functions 
can be developed on orientable, separable, Cl manifolds that carry a metric 
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tensor ( gij) which is merely bounded, measurable, and satisfies an ellipticity 
condition. Such manifolds will be called Riemannian in this paper. 
Our main result (Theorem 10.5) is that for a Dirichlet mapping T : R ---f S 
of Riemannian manifolds either PE(R) is isomorphic to QE(S) or both are 
infinite dimensional. This is arrived at by combining a characterization of 
PE(R) in terms of the Royden harmonic boundary established in Ref. [2] 
and Nakai’s [9, 121 remarkable discovery that the topological structure of 
the Royden harmonic boundary is invariant under Dirichlet mappings. To 
this end we must employ new techniques to establish some results of Refs. 
[ 1,2, 3, and 71 in Sections 6-9, since Green’s formula, as such, is not available 
in the present setting. 
However, before we can begin with the Royden boundary theory we must 
know that the sheaf of solutions of d*du = Pu forms a harmonic class on R. 
If P = 0, then this was shown by Hen+ [5]. For other P this was established 
by Stampaccbia [18] except that the Dirichlet problem was not solved for 
all continuous boundary values. In Section 3 we show that the solution is 
essentially contained in Stampacchia’s paper [ 181. 
1. We begin by defining the fundamental notions. A Riemannian 
m manifold R is a c1, orientable, connected, separable (noncompact for our 
purposes) m manifold which is provided with a symmetric tensor ( gij) such 
that for every parametric ball B C R with local coordinates X, g&x) is bounded 
and measurable in B. In order to deal with “harmonic” functions on R 
we impose the following ellipticity condition: There exists a covering 
a = {B} of R by parametric balls such that slightly smaller concentric 
balls {B’) already cover R and there is a constant K such that 
K--l I 5 I2 < &g&))F < K I E I2 
for every vector g E Em, every x E B, and every B E B. 
(1) 
The usual definition of the Hodge star operator * can be applied almost 
everywhere to give an isomorphism of the exterior algebra of R which 
preserves measurable forms. Let UC R be an open set. The symbol Y(U) 
will be used for the set of Tonelli functions on U, i.e., the continuous 
functions on U with weak exterior derivatives and which locally have finite 
Dirichlet integrals, DK(f) = SK df A *df < + 00 for compact KC U. The 
mixed Dirichlet integral of e, f E F(U) is given by Do(e, f) = sn de A *df, 
9 C U. If we denote by ( gij) the inverse and by g the determinant of the 
matrix ( gii), then in terms of local coordinates x on a parametric ball B the 
Dirichlet integral of e, f E F(B) is computed by 
DR(e, f) = s,, &$‘e&, dX 
forIcaCB. 
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Throughout P will denote an m form on R whose coefficient is measurable, 
bounded on compact subsets of R, nonnegative, and positive on a set of 
positive measure. For e, f E Y( U) the energy integral of e, f is defined by 
Eo(e, f) = Do(e, f) $- so efP and the energy integral off by E&f) = I&( f, f ). 
We shall call a function u harmonic (a solution) at a point x E R if there 
exists a neighborhood U of x such that u E Y(U) and if for every neighbor- 
hood V of x with FC U we have DV(u, p) = 0 (Ev(u, p) = 0) for every 
y E G@(V). Here 9(V) is the set of Cl functions with compact support in I’. 
A function u will be called harmonic (a solution) on an open set Sz if it is 
harmonic (a solution) at every point of Q. The set of harmonic functions 
(solutions) on Q will be denoted by H(Q)(P(SZ)). It is immediate from the 
definition that the sets X = {(u, Q) 1 52 open, u E H(Q)}, X = {(u, a) \ Q 
open, u E P(Q)} f orm sheaves over R. Moreover, .% consists locally of weak 
solutions of 
and X of 
(d&Q?2j = 0 
(dug%& = Pu. 
We insist on distinguishing X and X because it will be apparent later 
that the global functions in Z and .X have markedly different properties 
and the techniques needed to establish them vary according as P = 0 or 
P > 0 on a set of positive measure. 
2. In this section we define the basic tool of this paper, the Royden 
algebra, and state some of its properties. The proofs found in the monograph 
of Sario and Nakai [17] can be easily adapted to the present setting. 
For functions e, f E F(R) we define D(e, f) = limo,, Dn(e,f), E(e, f) = 
limo,, Eo(e, f), which exist as soon as D(e), D(f) < + CO or E(e), 
E(f) < + co. The Royden algebra M(R) consists of all bounded f E F(R) 
with D(f) < + cc. We denote byE(R) subset of M(R) with E(f) < + CO. 
We shall deal with several topologies on M(R). For a sequence {fn} of 
functions on R we write f = C-limf, if fn converges uniformly to f on 
compact subsets of R, and if {fn} is also uniformly bounded we write 
f = B-lim fn . The notation f = D-lim fn(f = E-lim f,J is used for 
lim D(f - fn) = 0 (lim E(f - f,J = 0). To indicate two modes of con- 
vergence we juxtapose letters. 
The functions in M(R) with compact support is denoted by M,(R) and 
its BD closure in M(R) by MA(R). 
LEMMA 2.1. The Royden algebra M(R) is an algebra and a lattice under 
the operations n, u of pointwise min and max. M,(R) is an ideal of M(R). 
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LEMMA 2.2. Let {f+J 6 e a sequence in M(R) with D(f,,) < k for some 
k < + co. If f = B-lim fn , then f E M(R) and lim D(fn , q) = D(f, q) for 
every ‘p E M(R). If in addition (f,,} is D-Cauchy, then f = BD-lim fn . 
Note that this lemma is valid if D is replaced by E. Consider the 
normllf II = SUP If I + D”“(f) on M(R). The above shows that M(R) is a 
Banach algebra in this norm. 
LEMMA 2.3. The space Cl(R) r\ M(R) is d ense in M(R) with respect o jl f 11. 
Moreover, if UC R is an open relatively compact set and supp f C u, then 
the approximating functions can be chosen with support in U. 
As a consequence we have the following 
LEMMA 2.4. Suppose u E M(R) and u 1 Q E H(Q)(P(Q)) for a relatively com- 
pact region Q.If q E M(R) and 9) I R \ Q = 0, then D(u, v) = O(E(u, y) = 0). 
3. As remarked before .%? has been shown to be a harmonic class by 
Her& [5] and the same statement for G%? can be deduced from the work of 
Stampacchia [18]. We shall now indicate how one can verify the three axioms 
as presented by Loeb [6]. 
THEOREM 3.1. ~5’ and X are harmonic classes on R. 
Although only X will be mentioned, our verification is valid for .# as 
well. We already noted the “sheaf axiom,” Axiom I. It is also obvious that 
for an open set U, P(U) forms a linear space. 
We begin by deriving the following form of the Harnack inequality: 
Given a compact K in a region J2 there exists a constant C > 1 such that 
maxu < Cminu, 
K K 
(2) 
for every u E P(Q), u > 0. By Ref. [18, ThCoreme 8.11, (2) is valid for compact 
subsets of the parametric balls B E 9??. We can decompose the compact set K 
into KI ,..., KN , each Ki being compact and contained in some B, since 
we assumed slightly smaller concentric B’ already cover R. By enlarging K 
if necessary we can make certain that Ki n K,+l # ~zi. Let Ci be such that 
maxK, u < Ci mix-r,‘ u for every u E P(Q), u > 0. For any given u choose 
x, x’ E C such that U(X) = rnin, u and u(x’) = max, u and also a sequence 
x,, ,..., xi, j < Nsuchthatx = xa, x’ = xj , and xr , xL+r are contained in the 
same Ki . Thus we have u(xr+r) < Ciu(xJ and iteration gives u(x’) < Cu(x), 
where C = DrNCi is independent of u. This establishes (2), which is slightly 
more than Axiom III, of Ref. [6]. 
To verify Axiom II we must find a base for the topology of R consisting 
505/9/2-13 
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of regions for which the Dirichlet problem is solvable for continuous boundary 
values and nonnegative boundary values have nonnegative solutions. To 
achieve this we first decrease the size of the parametric balls in 9, if 
necessary, so that the hypothesis of Ref. [18, ThCoreme 3.11 is met in each B. 
The set of all balls {U> which are contained in the parametric balls of 9 
is the desired base. In fact we apply Ref. [18, Theoreme 3.71 to see that 
nonnegative boundary values on aU leads to a nonnegative solution in U. 
For a given gEM(R) and U there is a function u E M(R) such that 
u ( U E P(U) and u = g on R \ U (cf. Remarque 3.2 and Paragraphe 10 
of Ref. [18]). Th us if fE C(iW) with f = g 1 XJ, then the Dirichlet problem 
for f can be solved. It remains to establish the solvability of the problem for 
an arbitrary f E C(aU). To this end we first note that M(R) 1 aU is a vector 
lattice, separating points and containing the constants, and by the Stone- 
Weierstrass theorem it is dense in C(aU) in the sup norm. Thus if f E C(aU) 
we can choose fn E M(R) ( aiJ such that supa” 1 f-f,, j -+ 0. We denote by 
u, the solution on U with boundary values fn on aU. By the maximum 
principle [18, Theo&me 3.6, 3.71 {u,} is Cauchy in the sup norm on 0. 
Consequently there is a function u E C(U) such that sup0 j u - u, / + 0. 
Clearlyu/aU=f d an we must show that u E P(U). It suffices to show that 
if x E U and V is a parametric ball with x E V C 7 C U, then u E P(V). 
Let v E P(U) such that et is one on au. By Ref. [18, Corollary 8.11 we see 
that v > 0 and thus mine v is positive. Since the sequence {u,} is uniformly 
bounded on U, by adding a fixed multiple of v to every u, we obtain a 
sequence {u,‘} uniformly bounded on U, positive, and un’ E P(U). Since 
0 = &(u,‘, v) = Du(un’, p’) + s u,,‘vP, v E 9(V), we see that D&J,‘, p) d 0 
for ~JI E 9(V), v 2 0. It has been shown by Moser [8, Lemma l] (also cf. 
Ref. [18, Lemma 5.21) that for any w E M(R) such that w 3 0 and 
D,(w, v) < 0 for p, E 9(V), v > 0, the following inequality holds: 
where the constant k depends only on U, V and the ellipticity condition (1). 
Since (un’} is uniformly bounded on U, applying (3) to each {u,‘} gives a 
bound on {Dy(u~)}. We conclude that {Dy(u,)} is bounded. 
To see that u E P(V) we apply Lemma 2.2. The hypotheses u = B-lim u, 
on V and Dy(u,) < k < + co are satisfied and we are able to state that 
u E M(V) and lim Dy(u, , v) = D(u, ‘p) for every p E M(V). In particular if 
‘p E 9(V) we have D,(u, p’) = lim D,(u, , 9”) = 0. This completes the proof. 
A region Q C R will be called regular if 0 is compact and the Dirichlet 
problem with respect to Z and X can be solved on 9. A sequence {R,}: 
of regular regions will be called an exhaustion of R if R, C R,+l and 
u; R, = R. 
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THEOREM 3.2. An exhaustion (R,}: of R exists. 
This was established by Loeb [6, Theorem 4.31 in the axiomatic setting 
or it can be seen directly by noting that the arguments used to solve the 
Dirichlet problem for parametric balls in the preceding theorem can be 
applied to any relatively compact region whose boundary is a Cl, (n - l)- 
dimensional submanifold. 
4. We shall need the following form of the Harnack principle. 
THEOREM 4.1. For a region Q C R let {u,} be a positive sequence in 
www))~ TheY e exists a subsequence {unk} of {u,} such that u = C-lim u,~ 
exists and u E P(Q)(H(S)) OY u = + co. 
If for some x0 E Q there exists a subsequence (~~3 with u,L(xs) -+ + cc, 
then (2) gives C-lim u,, = + m. Now assume that for some x,, E Q, (u&,,)} 
is bounded. Then again by (2) {un} is uniformly bounded on compact subsets 
of 52. The equicontinuity of uniformly bounded solutions (harmonic 
functions) is given in Ref. [18, Theo&me 7.11, and consequently the 
Arzela-Ascoli theorem together with the diagonal process gives a sub- 
sequence {em,} such that u = C-lim u, exists. Since harmonic classes are 
closed under uniform limits we have u E”P(Q). 
According to Loeb [6], for harmonic classes X and L%‘- on R, .# majorizes 
Z if every positive harmonic function in .E is “superharmonic” with 
respect to X. For the Z and Z under consideration we have the 
THEOREM 4.2. ~9’ majorizes X. 
If a function u is continuous on an open set U, then the definition of 
supersolution reduces to the requirement that for every regular region 
V C 7 C U, u dominates on V the solution v with boundary values u on aV. 
Now suppose u E H(U) and u > 0. Then for a regular region V C r C U, 
u E M(v’) where v’ is an open set with v C v’ C 8’ C U. The solution v 
on V with boundary values u can be extended to an element of M(v) and 
E,(v, p’) = 0 for every IJJ E 9(V). Also D,(u, v) = 0 for every v E 9(V) 
and consequently E,(u, p) > 0 for every ~JI E B(V) with v > 0. Thus 
E,(u - ‘u, 9’) > 0 for every Q E Q(V) with p > 0. By Ref. [18, Theo&me 3.71 
we conclude that u > v on V, i.e., u is a supersolution on U. 
In passing we remark that since 1 is a positive harmonic function it is 
a supersolution; this is Loeb’s [6] Axiom IV. 
COROLLARY 4.3. X satisjies Axiom IV. 
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5. We now turn to the elements of the classification theory of 
Riemannian manifolds with respect to global properties of harmonic functions 
and solutions. The most elementary classification is separating Riemannian 
manifolds R into two classes, parabolic and hyperbolic. To define this notion 
let {R,}: be an exhaustion of R and take UJ~ E M(R) with W, 1 R, = 0, 
w,/R\R,=l, and w, E H(Rn \ &). By the maximum principle 
wn 1 > %+1 and consequently the Harnack principle gives w = B-lim We , 
w E H(R \ rr,). If w = 0, then R is parabolic; otherwise R is hyperbolic. 
The class of parabolic R will be denoted by 0, . 
To refine this scheme we denote O,, the class of Riemannian manifolds 
on which HX(R), the class of harmonic functions with property X, consists 
only of constants. Some properties X that can be considered are N = non- 
negative, B = bounded, D = Dirichlet-finite. Clearly O,, C 0,s . By 
Ref. [6, Corollary 5.91 we see that if R E 0, , then every positive super- 
harmonic function on R is constant. Consequently 
THEOREM 5.1. 0, C O,, C 0,s . 
In the classification theory with respect to solutions one starts with the 
set B of all pairs (R, P) of Riemannian m manifolds R and m forms P on R 
of the sort we have been considering. Subsets 0, of B are determined 
by the requirement PX(R) = {0}, where PX(R) is the subset of P(R) 
satisfying a property X. In addition to the possibilities for X mentioned 
before, here X can be E = energy-finite. Inclusions of the form 0, C O,, 
are to mean PX(R) = (0) implies that PY(R) = (0). 
THEOREM 5.2. 0, C O,, . 
This means that if R E 0, , then for any P on R, (R, P) E 0, . In view 
of Theorem 4.2 the statement is an immediate consequence of Ref. [6, 
Proposition 5.5, Theorem 7.81. 
6. One of the most important tools in classification theory is the 
Royden harmonic boundary which we now define. The Royden compactifica- 
tion R* of R is the compact Hausdorff space containing R as an open dense 
subset such that M(R) extends continuously to R* and separates points 
of R*. The set r = R* \ R is the Royden boundary of Rand 
A = {p E R* 1 f(p) = 0 for every f E M,(R)) 
is a closed subset of r called the Royden harmonic boundary of R. 
We denote by a(R) the Dirichlet-finite functions in F(R) and by I?(R) 
the subset of i@(R) with finite energy integrals. It can be easily seen that 
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the functions in a(R) have extensions to continuous extended real-valued 
functions on R*. 
Let fiI(R) be the CD closure of M,,(R) in i@(R) and Ed(R) the CE closure 
of M,(R) in E(R). Note that e(R) C l@(R). 
Parabolicity has the following convenient characterization in terms of A. 
THEOREM 6.1. REOGifandonlyifA = ia. 
We first examine the function w = B-lim w, used to define parabolicity 
more closely. By Lemma 2.4 we have D(w~+~, un+= - w,J = 0. Thus 
0 < D(w, - w .+.I = W4 - 2Dbn > wn,,) + D(wn+,) 
= D(4 - W,,,). 
Thus the sequence {w,J is D-Cauchy and Lemma 2.2 gives w = BD-lim w, . 
Since 1 - w, E M,(R), 1 - w E M,(R). 
IfREO,,thenwzOandlEM,(R).ThusA= ,@. 
Conversely, suppose A = m. Then for every p E R* there exists an 
f, E M,(R) such that f,(p) f 0. We may assume f,(p) > 1, f, > 0, since a 
constant multiple of fD2 E M,(R) has this property. Since R* is compact there 
exist points pi ,..., p, E R* such that R* = u,” lJi , Ui = {q E R* 1 fD,(q) > l}. 
The function f = z,“fD, E M,(R) h as infR f > 1. Thus it can be seen that 
l/f E M(R) and since M,(R) is an ideal of M(R), 1 = f/f E M,(R). Thus 
there exists a sequence {yk) C M,,(R) with 1 = BD-lim qk. Now if 
g E M(R), we have g = D-lim P)~ g. Indeed for any compact K C R we have 
P(v,g - g) < ~“RP I g I2 D(ve) + ““KP I ‘ok - 1 I2 D,(g) (4) 
which implies that 
1im;uP D(%g -g) < s;P 1 vk - 1 I2 Qdg)- 
Since D(g) < + co and (vk} is uniformly bounded, the right side of (4) 
can be made arbitrarily small. Therefore lim, D(vkg - g) = 0. 
For fixed n and 12, supp vkwn is contained in RnO \ $ for some n,, . Thus 
D(w, WW,J = D, ,a,(~, vkmn) = 0, by Lemma 2.4. Hence D(w, w,J = 
lim, D(w, vkwn) 2”O. Consequently D(w) = lim, D(w, un) = 0. 
7. The next theorem, the Royden decomposition, and its corollaries 
demonstrate the important role played by A. Throughout this section we 
assume that A # O. 
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THEOREM 7.1. Suppose f E M(R) is given. There exists a unique pair of 
fun&ms h, g with f = h + g, h E HBD(R), g E M,,(R). If in addition f 2 s 
for some subharmonicfunction s on R, then u 3 s. If y E M,(R), then D(h, 9,) = 0. 
Let {R,) be an exhaustion of R and choose h, E M(R) such that 
h, 1 R \ R, = f, h, E H(R,). Since f is bounded, {h,} is uniformly bounded. 
In view of Theorem 4.1 we can find a subsequence again denoted by (h,} 
such that h = B-lim h, exists and h E HB(R). Also note that if s is sub- 
harmonic on R and f 3 s, then h, > s and hence h > s. 
As in the proof of Theorem 6.2 we can conclude by Lemma 2.4 that 
{h,} is D-Cauchy and that h = BD-lim h, E HBD(R). We set g = f - h = 
BD-lim f - h, . Since f - h, E M,,(R), g E M,(R). 
If v E M,,(R), then choose {vk} CM,,(R) with v = BD-lim ‘pk. Again by 
Lemma 2.4 we have D(h, vk) = 0 and in turn D(h, v) = 0. In order to 
prove the uniqueness of the decomposition suppose h’,g’ are another pair 
of functions with the same properties. Then h - h’ = g’ - g E M,(R). 
Consequently D(h - h’) = 0 and h - h’ is a constant. But since 
h - h’ E M,(R), it vanishes on A and hence on R. 
COROLLARY 7.2. If v E HBD(R), then maxR* v = max,, v. 
It suffices to show that if v / A 2 0 then v > 0. For an arbitrary E > 0 
let K = {p E R* 1 v < -e}. K is compact and disjoint from A, since 
v ) A > 0. For every p E K there is an f, E M,(R) such that f,(p) > 1, 
f, >, 0. The compactness of K allows us to find p, ,..., p, such that 
KC (Jy Vi , Vi = (4 E R* / f9,(q) > I}. The function f = xrfDti belongs 
toM,(R)andfIK>l.Setm=inf,v<O.Thenv-mf+e>Oand 
Theorem 7.1 permits us to write v - mf + E = h + g with h E HBD(R), 
g E M,(R), and h > 0. Since the decomposition is unique, v + E = h. Thus 
v 3 -•E on R and the assertion follows. 
COROLLARY 7.3. Suppose u E PBD(R). There exists an h E HBD(R) such 
that h 3 u+, and h - uf 1 A = 0. 
For the proof we note that u+ E M(R) an is subharmonic on R. Applying d 
Theorem 7.1 to u+ gives u+ = h + g with h E HBD(R), h 2 u+, and 
gEMA( ButgIA =O. 
This gives the following maximum principle for bounded Dirichlet-finite 
solutions. 
COROLLARY 7.4. Let u E PBD(R). Thm u+ < max, u+ and sups / u 1 = 
max,~u~.Zfu~A>O,thenu>O. 
The preceding corollary gives h E HBD(R) with u+ < h, h - u+ ) A = 0. 
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But by Corollary 1.2, h < max, h. Applying this to u and -u gives 
sup, 1 u 1 = max,, 1 u I. We establish the second assertion by assuming that 
u / A 3 0 and u(a) < 0 for some a E R and arriving at a contradiction. Let 
w = --u. Then max, V+ > w+(a) = v(a) > 0. Hence min, u < 0. 
8. In this section we examine the structure of PE(R). We no longer 
require that A # O. 
THEOREM 8.1. Every nonnegative u E PE(R) is the CE limit of a sequence 
{u,} C PBE(R) with un 1 A = u n n 1 A. 
For a positive integer n set fn = u n n and note that E(f,J < E(u) < + CO. 
Let {Rk} be an exhaustion of R. Consider the functions u,~ E E(R) such 
that unkIR\Rk=-f,, u,], E P(R,). Since fa is a supersolution, we have 
%k > %z.k+l and thus u,, = B-lim, unk E PB(R). In addition, 
%oc+p 9 %k+p - U n.k> = o 
by Lemma 2.4 and hence (u,~} is E-Cauchy. Therefore by Lemma 2.2, 
%I = BE-lim, zlnk E PBE(R). We remark that u,, - fpl E M,,(R) and 
u,lA =unnjA. 
By invoking Lemma 2.4 again it can be seen that 
E(u - u,) f E(u - %,k+l) < E(u - %k) d E(u -fn). 
Therefore u = E-lim u, and, in particular, {E(u,)} is bounded. By virtue 
of Theorem 4.1 there exists a subsequence of the positive sequence {u,} 
again denoted by {un} such that u’ = C-lim u, exists and u’ E P(R) or 
u’ = + M). If u’ = + co, then lim E(u,) > lim s u,,~P = + 00, a contradic- 
tion. Thus zi E P(R). We claim that u’ = u, which implies that 
u = CE-lim u, . To see this take N arbitrary but so large that RN contains 
a set positive measure on which P > 0. Note that {u,] is E-Cauchy on R, 
and by the Harnack inequality that {u,> is uniformly bounded on R, , i.e., 
u’ = B-lim u, on RN . Applying Lemma 2.2 gives ri = BE-lim u, on R, . 
Since also u = E-lim u, on R, , ERN(u - u’) = 0. Consequently, u = u’ 
on R, and hence on R. 
THEOREM 8.2. To each f E E(R) there corresponds a unique pair u, g with 
f =u+g, UEPE(R), g&?&(R), and glA =O. If f 20 then u>O. 
Moreover, fw any ‘p E: II?‘~(R), E(u, (p) = 0. 
For any u E PE(R) and p E M,(R) we have E(u, v) = 0 and hence also 
for p E E,,(R). If u’, g’ are another pair of functions with the same properties, 
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then u - u’ = g - g’ E l?,,(R) and hence E(u - u’) = 0. Since P is positive 
on a set of positive measure, u E 24’. 
We write f = f + - f - and observe that it suffices to establish the decom- 
position for f f, say. Let {R,} b e an exhaustion of R. Take u, E E(R) such 
thatu, 1 R \ R, = f +, u, E P(R,J. Again the sequence (un} is E-Cauchy, i.e., 
mz - %+,) =-w4 - E(%+fJ- (5) 
Set e = lim E(u,). Using Theorem 4.1 we extract a subsequence of {u,}, 
again denoted by {u,), such that u = C-lim u, exists and u E P(R) or 
u = + co. If u = + co, then E(u,) > j un2P+ + co and we see that u E P(R). 
We wish to show that u = E-lim u, . To this end note that for any k, 
in view of the Harnack inequality (2), we have u = B-lim u, on R, . Thus 
Lemma 2.2 gives u = E-lim u, on R, and consequently du, * du a.e. on R. 
We let p ---f + co in (5) and apply Fatou’s lemma to obtain E(u, - u) < 
E(u,) - e. Letting n --+ + co gives the desired result. 
Set g, = f * - u, and g = f + - u. Then g, E M,,(R), g E gA(R), and 
-.L 
1 +g 
= BE-lim A. 
1 +g, 
Hence g/l + g E M,(R), w ic h h means g 1 d = 0. Note that this construction 
gives u > 0, and therefore f 3 0 implies that u > 0. 
COROLLARY 8.3. Given u E PE(R), there exist ui E PE(R), ui 3 0 such 
thatu=u,-u2andu+-uu,IA =O=u--u21d. 
The theorem gives ui , gi such that ui > 0, ui E PE(R), gi E EA(R), and 
uf=U1+gl,U-=U2+g2. Thus u = (u’ - u-) = (ul - u2) + (g, - g2). 
Since the decomposition u = u + 0 is unique we conclude that u = ur - u2 . 
COROLLARY 8.4. OpB c 0,. 
In fact suppose PB(R) = (0) and u E PE(R). Then we can write 
u = u1 - u2 , ui E PE(R), ui > 0. By Theorem 8.1, ui can be expressed as 
the CE limit of functions in PBE(R). Thus u = 0. 
On combining Theorems 5.2 and 6.1 with the above we see that if d = o , 
then for every m. form P on R, (R, P) E 0,. 
9. In this section we show that PE(R) is completely determined by 
PE(R) I A. 
THEOREM 9.1. LetuEPE(R). Thezsup,Iul =sup,IuI.IfuId 30, 
then u 3 0. 
RIEMANNIAN MANIFOLDS 401 
The statement is valid when A = o if we define sup o 1 u 1 = 0. In fact, 
by the remark at the end of Section 8 if A = 0, then u = 0. Now assume 
A # (21. In view of Corollary 8.3 we need only consider the case u > 0. 
Furthermore, if supR u < + co, then Corollary 7.4 yields the conclusion. 
Thus assume that supa u = + co and sup, u = K < + co. Take (u,} C PBE(R) 
with u = CE-lim u, and u, 1 A = u n n 1 A as guaranteed by Theorem 8.1. 
Then for any n we have by Corollary 7.4 that u, < k and hence supR u < K. 
Finally suppose that u 1 A > 0. Then write u = ur - u2 as in Corollary 8.3. 
In view of u- 1 A = ua 1 A and the part of the theorem already proved, 
u2 = 0. Thus u 3 0. 
Theorem 9.1 can be sharpened considerably by considering the set 
Ap = { p E A 1 p has a neighborhood U with 
I P< +a>. UnR 
For anypEA\AP andfEE we must have f(p) = 0. In fact, suppose 
that f(p) f 0; th en by the continuity off on R* there is a 6 > 0 and a 
neighborhood U of p such that f a 1 U > 6. We see that E(f) > su f 2P > 
6 sU P = + co, contradicting f E &A). Thus we have established the 
COROLLARY 9.2. Let u E PE(R). Then SUP, 1 u / = supgp 1 u I. If u ) Ap > 0, 
then u 3 0. 
THEOREM 9.3. To each p E Ap there corresponds a function u E PBE(R) 
with u(p) = 1. If in addition p is isolated in Ap, then u can be chosen with 
ulAp\{p} =O. 
If p E Ap, thenp has a neighborhood Uwith JunR P < + 00. Ifp is isolated 
in Ap, then take U so that it satisfies U n Ap\ {p} = 0. Since M(R) 
separates compact sets in R*, there is a function f E M(R) such that 
supp f C U andf (p) - l.ThusJf 2P < + co andf E E(R) andTheorems 8.2 
and9.1giveuEPBE(R)withujA=flA. 
COROLLARY 9.4. Ap = ,@ if and on& if PE(R) = (0). 
This is an immediate consequence of the theorem and Corollary 9.2. 
COROLLARY 9.5. If p E AP is isolated in AP, then fey any ZI E PE(R), 
V(P) # It a. 
If suffices to consider the case v > 0. Suppose that u(p) = + co. Then 
for every integer n the function o - nu is nonnegative on Ap and then 
by Corollary 9.2 at a fixed point x E R it is also nonnegative. This means 
V(X) = + CO, a contradiction. 
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The following will play a central role in determining the behavior of 
PE(R) under Dirichlet mappings. 
COROLLARY 9.6. For any nonnegative integer N, A* consists of N points ;f 
and only if dim PE(R) = N. If A* consists of Npoints, then PE(R) = PBE(R). 
Suppose A* = {PI ,..., pN}. Let Ui E PBE(R) with u,(pj) = &, whose 
existence is given by the above theorem. Clearly {ZQ} is a linearly independent 
subset of PBE(R). The numbers ci = v(p,) being finite implies that 
v - c: ciui vanishes on d* and hence v = C,” ciui . Thus {uz} is a basis for 
PE(R) and in particular PBE(R) = PE(R). If dim PE(R) = N, then a 
similar argument shows that A* can contain only a finite number of points, 
which then must be exactly N. 
COROLLARY 9.7. Consider the pairs 8’ C B with the property that A* = % 
only when A = 0. We have 
0, = O,r\8’ = 0,nY = Op,,nLY’. 
The pairs (R, P) with JR P < + co are contained in 8’, for example. For 
the proof suppose that for (R, P) E 8’ we have A* = O. Then A = % and 
we have R E 0, and (R, P) E Op,, simultaneously. On the other hand, if 
A*# 0, then R$Oc and (R,P)$OPBE. This establishes the corollary. 
In Ref. [4] it was shown that if one looks outside the class B’, then the 
second equality in the corollary can be violated. 
10. We recall that a homeomorphism T : R -+ S between Riemannian 
m manifolds is a Dirichlet mapping if T is a quasiisometry for m > 3 and 
if T is a quasiconformal mapping when m = 2. It has been shown by Nakai 
and Sario [14] that the results in this section are false for quasiconformal 
mappings when m > 3. 
LEMMA 10.1. A Dirichlet mapping T : R + S induces an isomorphism of 
the Royden algebras M(R) and M(S) and therefore xtends to a homeomorphism 
T : R* -+ S* of the Royden compact@ations. 
This is due to Nakai; for m = 2 see Ref. [9, Theorem 21 or Ref. [17] and 
for m 3 3 see Ref. [15, p. 2071 or Ref. [14, Theorem 51. Actually a Dirichlet 
mapping as defined originally by Nakai and Sario [15] is a homeomorphism 
T : R + S such that f E M(S) if and only if f 0 T E M(R) and k-lD,( f) < 
DR(f 0 T) < kD,(f), for some k and every f s M(S). Nakai [9, 141 has 
shown that the property in our definition characterizes this notion. 
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LEMMA 10.2. A homeomorphism T : R* -+ S* of Royden compactifications 
preserves the harmonic parts, i.e., T(A,) = A,. 
In particular this is true for Dirichlet mappings. Cf. Refs. [ll], [12, 
Theorem 91, and [15]. 
Given a Dirichlet mapping T : R -+ S and an m form P on R we define 
an m form Q on S by setting Q = T;lP, the pullback of P under T-l. 
If T takes local coordinates x on R into y on S, then Q is given by 
3(x(y)) 1 ]3E( y) ( dyl A **a A dy”, where P = #(x) dxl A *a* A dfl and Jz( y) 
is the Jacobian of T-l in local coordinates. Actually, this only defines Q 
on S almost everywhere. If we set Q = 0 wherever the Jacobian of T-l 
does not exist, then Q is measurable, bounded on compact sets, nonnegative, 
and positive on a set of positive measure, cf. Ref. [13, No. 161. Moreover, 
we have 
LEMMA 10.3. For any open set UC R, 
S”P = sr(u)Q* 
This is simply the change-of-variable formula shown to be valid for 
Dirichlet mappings by Nakai [13, Theorem lo]. As an immediate consequence 
we have the 
THIZOREM 10.4. If T is a Dirichlet mapping of R onto S and ifQ = T;lP 
foranmformPonR,thenT(A,P)=A,Q. 
Thus properties of PE(R) characterized in terms of the topological structure 
of Ap are preserved under Dirichlet mappings. 
THEOREM 10.5. If dim PE(R) = N, then dimQE(R) = N. In particular 
OpE is invariant under Dirichlet mappings. 
COROLLARY 10.6. Consider the pairs 8’ C B with the property Ap = ia 
only when A = 0. The class OpB A 5’ is invariant under Dirichlet mappiqs. 
This is true because 8’ and 0, are invariant and 0, n B’ = O,, n 9’. 
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