Introduction
Frequency Map Analysis is a numerical method based on refined Fourier techniques which provides a clear representation of the global dynamics of many multi-dimensional systems, and which is particularly adapted for systems of 3-degrees of freedom and more. This method relies heavily on the possibility of making accurate quasiperiodic approximations of of quasiperiodic signal given in a numerical way. In the present paper, we will describe the basis of the frequency analysis method, focussing on the quasi periodic approximation techniques. Application of these methods for the study of the global dynamics and chaotic diffusion of Hamiltonian systems and symplectic maps in different domains can be found in (Laskar, 1988 , 1990 , Laskar and Robutel, 1993 , Nesvorný and Ferraz-Mello, 1997) for solar system dynamics, and in (Papaphilippou and Laskar, 1996 , Laskar, 2000 , Wachlin and Ferraz-Mello,1998, Merritt, 1998, Merritt and Valluri, 1999) for galactic dynamics. The method has been particularly successful for its application in particle accelerators (Dumas and Laskar, 1993 Steier et al., 2002) , and was also used for the understanding of atomic physics (Milczewski et al., 1997) , or more general dynamical system issues (Laskar et al., 1992 , Laskar, 1993 , 1999 , Chandre et al., 2001 ).
Frequency Maps
According to the KAM theorem (see Arnold et al., 1988) , in the phase space of a sufficiently close to integrable conservative system, many invariant tori will persist. Trajectories starting on one of these tori remain on it thereafter, executing quasiperiodic motion with a fixed frequency vector depending only on the torus. The family of tori is parameterized over a Cantor set of frequency vectors, while in the gaps of the Cantor set chaotic behavior can occur. The frequency analysis algorithm will numerically compute over a finite time span a frequency vector for any initial condition. On the KAM tori, this frequency vector will be a very accurate approximation of the actual frequencies, while in the chaotic regions, the algorithm will still provide some determination of the frequency vector, but in this region, complementary of the KAM tori, the frequency vector will not be uniquely defined. Let us consider a n-DOF Hamiltonian system close to integrable in the form H(I, θ) = H 0 (I)+ εH 1 (I, θ), where H is real analytic for (I, θ) ∈ B n × T n , B n is a domain of R n and T n is the n-dimensional torus. For ε = 0, the Hamiltonian reduces to H 0 (J) and is integrable. The equations of motion are then for all j = 1, . . . , nİ j = 0 ,θ j = ∂H 0 (I) ∂I j = ν j (I) ; (1) which gives z j (t) = z j0 e iνj t in the complex variables z j = I j exp i θ j , where z j0 = z j (0). The motion in phase space takes place on tori, products of true circles with radii I j = |z j (0)|, which are described at constant velocity ν j (I). If the system is nondegenerate, that is if
the frequency map F : B n −→ R n ; (I) −→ (ν) is a diffeomorphism on its image Ω, and the tori are as well described by the action variables (I) ∈ B n or in an equivalent manner by the frequency vector (ν) ∈ Ω. For a nondegenerate system, KAM theorem still asserts that for sufficiently small values of ε , there exists a Cantor set Ω ε of values of (ν), satisfying a Diophantine condition of the form
for which the perturbed system still possesses smooth invariant tori with linear flow (the KAM tori). Moreover, according to Pöschel (1982) , there exists a diffeomorphism
which is analytical with respect to ϕ, C ∞ in ν, and on T n × Ω ε transforms the Hamiltonian equations into the trivial systeṁ ν j = 0 ,φ j = ν j .
For frequency vectors (ν) in Ω ε , the solution lies on a torus and is given in complex form by its Fourier series z j (t) = z j0 e iνj t + m a m (ν)e i<m,ν>t (6) where the coefficients a m (ν) depend smoothly on the frequencies (ν). If we fix θ ∈ T n to some value θ = θ 0 , we obtain a frequency map on B n defined as
where p 2 is the projection on Ω (p 2 (φ, ν) = ν). For sufficiently small ε, the torsion condition (2) ensures that the frequency map F θ0 is a smooth diffeomorphism.
Isoenergetic nondegeneracy
If the isoenergetic nondegeneracy condition of Arnold (1989) 
then, if ν n = ∂H 0 (I) ∂I n = 0, and for small enough ε, the application
is a diffeomorphism, and so will be its restriction
When the isoenergetic nondegeneracy condition is verified, we can thus restrict ourself to an energy level H = h, and the frequency map
Quasiperiodic approximations
The frequency analysis method and algorithms rely heavily on the observation that when a quasiperiodic function f (t) in the complex domain C is given numerically, it is possible to recover a quasiperiodic approximation of f (t) in a very precise way over a finite time span [−T, T ], several orders of magnitude more precisely than by simple Fourier analysis. Indeed, let
be a KAM quasiperiodic solution of an Hamiltonian system in B n × T n , where the frequency vector (ν) satisfies a Diophantine condition (3) . The frequency analysis algorithm NAFF will provide an approximation f
of f (t) from its numerical knowledge over a finite time span [−T, T ] . The frequencies ω ′ k and complex amplitudes a ′ k are computed through an iterative scheme. In order to determine the first frequency ω ′ 1 , one searches for the maximum amplitude of φ(σ) = f (t), e iσt where the scalar product f (t), g(t) is defined by
and where χ(t) is a weight function (see next section). Once the first periodic term e iω ′ 1 t is found, its complex amplitude a ′ 1 is obtained by orthogonal projection, and the process is restarted on the remaining part of the function
In the next sections, we provide the rigorous foundations of the frequency analysis algorithm by showing that this algorithm converges towards the frequency map described formally in the previous sections. It is interesting to see that the convergence of the frequency map algorithm will require some conditions on the frequency vector that will always be satisfied in the case of a KAM regular solution.
Proof. With x = (ν 1 − σ)T , ν T 1 will be obtained for the maximum value of the modulus of
or in an equivalent way, the maximum of its square ψ(x)ψ(x). This maximum thus fulfills the condition ψ
Lemma. 2 Let χ be a weight function, and ϕ = ϕ χ its transform. Let us also assume that the series k |a k | and
are convergent with sum S 0 and
uniformly with respect to
Proof. Let F (x, T ) = k a k ϕ(x + Ω k T ) and ε > 0. With a Taylor expansion of ϕ at order n, we have
(20) We have from lemma 1
and this expression can be made arbitrarily small for sufficiently large values of n. On the other hand, with the notations of lemma 1
For any ε > 0, there exists thus n 0 ∈ N such that for all n > n 0 , and all
and for T sufficiently large, the sum will be arbitrarily small, which ends the demonstration.
Corollary. 1 With the hypothesis of lemma 2, we have
uniformly for
We have also for the derivative
(25) With the hypothesis of lemma 2, we will have 
Once the existence ofx(T ) verifying (27) is known, we can obtain a generalized equivalent forx(T ) when T → +∞.
Lemma. 3 Let ϕ(x) be a function on R, and n ∈ N, n > 0, and assume that
Then, for all A > 0, and all 0 ≤ p ≤ n, there exists N p > 0 such that
Proof. We have
and the proof is obtained by recurrence on p.
Lemma. 4 Let ϕ(x) be a C ∞ function on R, and assume that
where g 0 (x) and g 1 (x) are bounded on R, and that the series k
Proof. Let
Thus
with 
which ends the proof of the lemma. We can now complete the proof of theorem 1. Assuming the hypothesis of theorem 1, we can apply this lemma to ϕ and ϕ ′ . We have thus
We have also ϕ(x) = 1 + o(x), and ϕ
, and lim T →+∞ x(T ) = 0. We can thus make the expansion of the expressions involved in Eq.18 and obtain, by an expansion at first order in x and order n in 1/T
from which the proof of the theorem ends easily. Indeed,
As lim T →+∞ x(T ) = 0, and ϕ ′′ (0) = 0, then T n x(T ) is bounded and thus o(x(T )) = o(1/T n ) from which
This end the proof of theorem 1. We can then prove the following result Theorem. 2 With the hypothesis of theorem 1, for T → +∞
This improvement requires the following lemma :
Lemma. 5 Let χ be a weight function, ϕ = ϕ χ its transform, and assume that
where g 0 (x), g 1 (x), g 2 (x) are bounded on R, and that the series k
Proof. We will make the proof of the first relation (for ϕ(x)); the argument for ϕ ′ (x) is the same. Let
where
, and
that is,
From theorem 1, |T n x(T )| is strictly bounded by a constant N . Moreover, from the hypothesis of the lemma, x n ϕ ′ (x) is also bounded by a constant N ′ , and thus |Ω
Finally, |ϕ ′′ (x)| < 1 (lemma 1), and as
|a k | which is the general term of a convergent series of sum S, and
which ends the proof of the lemma. The proof of the theorem can now be completed.
Proof of theorem 2 :
From theorem 1, we already know that when T → +∞, the solution x(T ) of EQ. (18) tends to zero and from (38),
We have thus also the expansions for T → +∞
while Eq. (35) gives
Using these expressions, we can now expand all expressions in Eq.18 up to O(1/T 2n ) which gives
and with lemma 5
Amplitudes
Once the estimate of the precision on the frequencies is obtained, the precision on hte amplitudes is easily calculated. Indeed, with the same notations, the amplitude of the first term of f (t) in eq.14 (which exact value is 1), will be
Using the above estimates, one then finds that the error on the amplitude is
Cosine windows
We can now apply this theorem to specific examples of weight functions. The most simple weight function will be defined on [−1, 1] as χ 0 (t) = 1, with the associate transform With this window (or absence of window), the decreases of the sidelobes of the transform is slow, (as 1/x). This is due to the discontinuity at −1 and +1 of the window functionχ 0 (x) = 1 [−1,1] , considered as a function on R. In this case, the transform ϕχ 0 (x) is the usual Fourier transform ofχ 0 (x),and it is known that the decrease at infinity of ϕχ 0 (x) depends on the class of regularity ofχ 0 (t).
More precisely,
Proposition. 1 If f (t) is of class C p on R, absolutely integrable, with all derivatives absolutely integrable, then its Fourier transformf (x) satisfieŝ
We will thus improve the decreasing at infinity of the transform function ϕ χ (x) by increasing the class of regularity of the extension to R of the window function χ(t). This can be done by using the window function χ 1 (t) = 1+cos π t. Indeed, we have then χ
The extensionχ 1 (t) is thus C 1 and the decreasing at infinity of the sidelobes of the transform ϕ χ1 (x) will be much stronger (Fig.1 ). More generally, we can search for a trigonometric polynomial χ p such that the extensionχ p (t) is of class C p over R. Indeed,
Proof. As a weight function is even, P can be expressed uniquely as a polynomial in cos πt. Setting u(t) = cos πt, the derivatives of P (u(t)) are given by the Faa di Bruno formula
where k 1 , . . . , k r ≥ 1. As for k ≥ 0,
For k ≥ 0, we have u (2k+1) (1) = u (2k+1) (−1) = 0, and
k+1 . The only index k i for which the contribution in Eq.58 is not zero are thus even, and we obtain
(60) To Assume that the weight function is of class C 2p−1 is equivalent to assume that P (u)
, where Q(X) is a polynomial, and the proposition follows. The constant is determined such that 1/2 1 −1 χ p (t)dt = 1. We have also easily the asymptotic expansions for
and the expansion at the origin
Thus, if f (t) is a quasi periodic function of the form (14) , for which k | a k Ω m k | is convergent for m = 0, 1, and 2p + 1; for T → +∞,
Using theorem 2, we have as well for the cosine windows ϕ p (x),
The computation of the derivative ϕ p (x) is easy if we write ϕ p (x) = C sin x/D(x) where
with
Exponential window
The cosine weight function of order p, χ p (t) provides a window function of class C 2p−1 , and thus improves the convergence of the frequency map algorithm (theorem 1 and 2). Although it will not be always very useful in practice, we can also consider C ∞ windows functions, for which χ (n) (−1) = χ (n) (1) = 0 for all n, as for example χ * (t) = c exp(−1/(1 − t 2 )), with c ≈ 0.22199690808403971891.
In this case, we have for all values of n, m, 
KAM solutions
If f (t) is a KAM solution, with rotation vector (ν), that fulfills a a diophantine condition (3), it can be expressed as a quasiperiodic series of the form (6),
that is analytical with respect to the angles (θ). The series k |
| are then convergent for all p. Indeed, we have then
But due to the analyticity of the series (68) with respect to θ, there exists a small s > 0 such that
As |k| = |k 1 | + · · · + |k n |, where n is the number of degrees of freedom of the Hamiltonian system,
These latest series are convergent which ends the proof. In fact, this case will be the most useful, as the solutions we are looking for will usually be the quasiperiodic KAM solutions of an analytical Hamiltonian system. In this case, using
Quasiperiodic decomposition
The previous results tell us that with the proposed algorithm, we will recover in a very efficient manner the frequency ν 1 of the leading periodic term of the quasiperiodic decomposition of
A first approximation of the corresponding amplitude A 1 will be given by
we are then left with the remainder
and we can start the process again in order to search for the frequency ν 2 of the next term. A technical complexity appears here, as e 1 = e iν1 t and e 2 = e iν2 t
are not orthogonal for <, > χ T . A classical way to overcome this difficulty is given by Gramm-Schmidt orthogonalization process. Indeed, if (e 1 , . . . , e n ) is an independent family of unit vectors, one can construct an orthogonal family (e
where V ec(u 1 , . . . , u k ) denotes the vector space generated by (u 1 , . . . , u k ). Indeed,
and
As f n−1 ⊥ V ec(e 1 , . . . , e n−1 ) = V ec(e ′ 1 , . . . , e ′ n−1 ), it is interesting to note, for practical computation that
Numerical simulations
The asymptotic convergence of (ν 1 − ν T 1 ) when T → +∞ provides a good indication of the possibilities of the method, but in practice, this asymptotic behavior will be also limited by the value of the involved constants, and by numerical accuracy. In the following, the previous asymptotic expressions are tested for a very simple example of a quasiperiodic function. Instead of using the output of a numerical integration, we prefer here to take directly a quasi periodic function with 2 independent frequencies. The tested function is
is also constructed with the first 50 periodic terms of the frequency decomposition of F 1 (t).
Corrections
Theorems 1 and 2 provide equivalents of the frequency error (
and the expression (16) is as well valid with Ω ′ k instead of Ω k . In the same way,
and the estimation of theorem 2 is also valid with Ω ′ k instead of Ω k . This allows to simplify greatly the use of these corrections as the first estimation is sufficient in general.
Discussion
We have first analyzed the results of the frequency analysis of F 1 (t) for different windows χ p , and the results of the precision of the determination of the frequency versus the length of the time interval T are given in Figure 2 . For each case, the results are fitted with a line and the the results are gathered in Table 1 where a 0 (column 5) is the slope of the straight line least squares fitted to the curves of Fig.2 . The same study is then repeated with a correction step provided by theorem 1 and formula (63) using 10 and 50 terms . The results are given in Figures 3-4 and in column a 10 and a 50 of Table 1 . These values need to be compared with the theoretical value obtained with the full correction of theorem 1, given in column a ∞ . The correction obtained with theorem 2 (formula (64)) is then given in column a ′ 50 , with a correction computed also with 50 terms. It should be noted that the correction step improves the determination of the frequency, but only to a certain limit. With F 1 (t), it is usually hopeless to expect the approximation in O(1/T 2n+1 ) given in theorem 2 (column a ′ ∞ of Table 1 ). Indeed, because of the slow decreases of the amplitude of the quasiperiodic expansion of F 1 (t), the contribution of the neglected terms will dominate beyond a certain level of precision.
We have then performed the same experience with F 2 (t). In this case, the corrections performed with 50 terms can be considered as optimal, as the correction step is now performed with a very precise estimate of the remaining terms. Indeed, the results that are plotted in Figs 6,7, and gathered in columns b 0 , b 50 , b ′ 50
of Table 1 are now in much better agreement respectively with the theoretical coefficients a, a ∞ , a ′ ∞ . It is clear from these numerical simulations that even for a perfectly quasiperiodic function, there are some limitation on practical computation of the frequencies, especially when the quasiperiodic expansion is slowly converging. It is nevertheless striking to see that even in the case of a slow convergence, the agreement of a and a 0 is excellent. When the correction is used, there is still a good agreement although not as good, as the effect of the neglected terms will dominate after a certain level of precision, unless, as with F 2 (t), the quasiperiodic expansion of the considered function is fully recovered with good accuracy. Table 1 : Slope of the fitted errors on the frequency. p is the order of the window, a the exponent of the error from eq. (63), a 0 the fitted slope with no correction, a 10 and a 50 the correction using 10 or 50 periodic terms and a ∞ the theoretical slope when all terms of equation (63)are used for the correction (providing the series is converging) for the determination of the first frequency of F 1 (t) (eq.79). a Overall, it appears that when the quasiperiodic expansion is not fully recovered (up to a certain precision), the correction obtained through equations (63) and (64) does not improve very much the results that can be deduced from the use of a window of higher order ( Table 1 ). Considering that the computation of many terms is time consuming, and that it is not so easy to obtain always the same number of relevant terms for various initial conditions corresponding to different regularity of the solution, I would rather recommend to use different orders for the window of the data. The more the solutions are regular, the higher one can choose the order of the window. Practically, this order is still limited to p = 3, 5 for quasi periodic function, and maybe lower for numerical solutions of dynamical systems. When the motion is more chaotic, p = 1, or even sometimes p = 0 may be preferred. In practice, one would increase the order of the window until the precision seems to decreases and use the highest possible value for p.
Exponential window
We have also tested the exponential window of section (5.1), and the results are reported for p = * in Table 1 , but as it can be seen in Figure 2: Error on the measured frequency versus duration of the integration for the first frequency of F 1 (t). log 10 (err) is plotted versus log 10 (T /2π). x p is the result for a window of order p . Figure 3: Error on the measured frequency versus duration of the integration for the first frequency of F 1 (t). log 10 (err) is plotted versus log 10 (T /2π). x p is the result for a window of order p with a correction using equation (63) Figure 4 : Error on the measured frequency versus duration of the integration for the first frequency of F 1 (t). log 10 (err) is plotted versus log 10 (T /2π). x p is the result for a window of order p with a correction using equation (63) Figure 5 : Error on the measured frequency versus duration of the integration for the first frequency of F 1 (t). log 10 (err) is plotted versus log 10 (T /2π). x p is the result for a window of order p with a correction using equation (64) Figure 6: F 2 (t). Error on the measured frequency versus duration of the integration for the first frequency of F 2 (t). log 10 (err) is plotted versus log 10 (T /2π). x p is the result for a window of order p with a correction using equation (63) with 50 terms. Figure 7: F 2 (t). Error on the measured frequency versus duration of the integration. log 10 (err) is plotted versus log 10 (T /2π) for the first frequency of F 2 (t). x p is the result for a window of order p with a correction using equation (64) with 50 terms.
Beyond Nyquist frequency 8.1 Nyquist frequency
A typical limitation in spectral analysis is given by the so called Nyquist frequency. Roughly speaking, it will not be possible to determine a frequency ν larger than π/h, where h is the sampling time interval of the observed data. If |ν 0 | > π/h, the observed frequency will become ν = ν 0 + k2π/h, where k ∈ Z such that |ν| < π/h. This is actually what can be observed using the NAFF algorithm detailed above. Table 2 : The function exp(iν 0 t) is evaluated for t = −1000, 1000, with a stepsize h = 1. For ν 0 /π < h, the recovered frequency (ν) is recovered by NAFF up to the machine precision, but for ν 0 /π > h, the recovered frequency is here ν 0 − 2π/h.
Multiple timescales problem
The Nyquist aliasing constraint means that to recover a given period, one needs to sample the data with at least two points per period. On the opposite, in order to determine precisely the long periods, one needs that the total interval length T is several time larger than these periods, in order to reach the asymptotic rates of theorems 1 and 2, or to be able to separate properly close frequencies. One thus realizes that if good low frequency determination imposes that T is large, while high frequencies impose that h is small, we will face a problem when two very different time scales are present in the system. This is actually the case (Laskar, 1990) . The first frequency analysis of the solar system solutions were made uniquely on the output of the secular equations, where only the long periods were present (Laskar, 1988) , but if we want now to perform a frequency analysis of the direct output of a numerical integration of Newton's equations, without filtering or averaging, both time scales will be present. For the Solar system, for example, the determination of the long secular frequencies with a good accuracy will require that T is larger than 20 millions of years, while the sampling h must be smaller than half of the shortest period of the system, that is a few days if we consider the Moon motion, while h = 5000 years was enough for the secular equations. The amount of data to handle becomes then considerable as well as the related numerical computations.
Multiple timescales solution
The solution that can be use to overcome this problem is simply to sample the data with two different sampling intervals that are very close h and h ′ = h + ε. For a real x, we will denote [x] the integer such that
With this notation, the frequency analysis of f (t) = exp(i2πν 0 t) will give a frequency 2πν such that
The Nyquist condition is then expressed by the fact that |ν 0 h| < 1/2 implies k = 0. We assume now that the second sampling time interval h ′ = h + ε is such that
We have then
and thus
As |νh| ≤ 1/2 and |ν 0 ε| < 1/2, |νh + εν 0 | < 1, and η = k ′ − k = [νh + εν 0 ] can only take one of the three possible values −1, 0, or 1.
• |ν ′ h ′ − νh| < 1/2 . We have then
thus η = [νh + εν 0 ] = 0 and k ′ = k .
•
and thus η = −1 and k ′ = k − 1 .
and thus η = +1 and k ′ = k + 1 .
One should note that as |ν 0 ε| < 1/2, we have always |[νh + εν 0 ]| = 1/2. We have then in all cases η = −[ν ′ h ′ − νh], and from (86)
and the true value of the frequencies are fully recovered.
Numerical examples

Single periodic term
In order to evaluate numerically the efficiency of the method described above, we first used a function f (t) = exp(iν 0 t) with a single periodic term of frequency ν 0 . f (t) is evaluated from −1000 to +1000, with a stepsize h = 1, and the frequency analysis is performed with different values of ν 0 , for values of ν 0 /π higher than 1000. The value ν 0 is only recovered for ν 0 /π < 1 (Table 2) , but for larger values of ν 0 , the use of a second stepsize h ′ = 1.001 and formula (92) allows to recover the true frequency for values of ν 0 /π as high as 1000 with great accuracy (Table 3 ).
Sun-Jupiter-Saturn system
As a second, and more realistic example, we have consider a full numerical integration of the Sun-Jupiter-Saturn system over 50 millions of years. The numerical integration is performed with the symplectic integrator SBAB 3 that is well adapted to perturbed Hamiltonian systems ). In order to illustrate the previous section, we have performed the frequency analysis of the variable z 5 = e 5 exp(i̟ 5 ) (Fig.4) , where e 5 is the eccentricity of Jupiter, and ̟ 5 its longitude of perihelion, and the analysis of sin(i 5 /2) exp(iΩ 5 ) (Fig.5) , where i 5 and Ω 5 are the inclination and longitude of the node with respect to the ecliptic and equinox J2000 reference frame. If one considers the invariance of the angular momentum, this problems has 5 degrees of freedom, that should correspond to 5 fundamental frequencies for a regular KAM solution. These frequencies will be n 5 , n 6 , the mean mean motion of Jupiter and Saturn, g 5 , g 6 related to the precessional motion of the perihelion of Jupiter and Saturn, and s 6 related to the motion of the node of the two orbits (see Laskar, 1990 ). In the integration, we used an output stepsize of 200 years, while the integration stepsize is 0.1 year. This allows to recover precisely the secular frequencies of the system, but as the short period perturbations are important, many terms The function exp(iν 0 t) is evaluated for t = −1000, 1000, with a stepsize h = 1, and with h ′ = 1.001. The reconstruction formula (92) allows to obtain the correct frequency up to ν 0 /π = 1000. In the last column, the value of η (??) are given.
ν0i Pi (years) Table 4 : Frequency analysis of z 5 = e 5 exp(i̟ 5 ) in the Sun-Jupiter-Saturn system. The integration of the complete Newton equations is performed over 50 myr with two output stepsizes h = 200 yr and h ′ = 200.0002 yr. ν 0i are the reconstructed frequencies using formula (92) and the two step sizes h and h ′ . P i is the period of the terms, while A i their amplitude. k is the integer value appearing in formula (92). The different frequencies are identified as integer combination s of the fundamental frequencies Table 4 for sin(i 5 /2) exp(iΩ 5 ), where i 5 and Ω 5 are the inclination and longitude of the node with respect to the ecliptic and equinox J2000 reference frame. The constant term is due to the invariance of the angular momentum. It would not be present in the reference frame of the invariant plane, orthogonal to the angular momentum of the system.
(arcsec/years) n 5 109256.6788245339 n 6 43995.9054783976 g 5 4.0278083375 g 6 28.0137484932 s 6 -26.0393621745 Table 6 : Fundamental frequencies of the Sun-Jupiter-Saturn system, obtained by frequency analysis over 50 myr.
appear in the quasiperiodic decomposition that are in fact aliased terms coming from the short period terms (see Table 4 ,5). When we use an additional output time h ′ = 200.0002 years, and formula (92), we can recover the true value of the aliased frequencies ν 0i , even if some of the periods are smaller than 6 years (columns P i ). In Table 4 , 5, k is the integer appearing in formula (92), denoting the number of turns that have been "lost" by the large stepsize. All the determined frequencies ν 0i can then be identified as integer combinations ν 0i = k 1i n 5 + k 2i n 6 + k 3i g 5 + k 4i g 6 + k 5i s 6 (93) of the fundamental frequencies n 5 , n 6 , g 5 , g 6 , s 6 given in Table 5 . The full solution can then be compared to the quasiperiodic solution obtained by iteration of (Bretagnon and Simon, 1990) . The presence of a constant term in Table 5 is due to the invariance of the angular momentum. It would not be present in the reference frame of the invariant plane, orthogonal to the angular momentum of the system (see Malige et al., 2002) . The existence of short periods is thus not an obstacle, and the aliasing problem can be overcome, as in practice, using two output time steps is not a big constraint. It should not be costly in term of CPU time, as the two output are generated during the same integration. The large advantage of this procedure versus the numerical averaging that was usually performed online (as in Nobili et al., 1989) , is that no information is lost, and the whole solution can be recovered.
