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Abstract
We prove that Besicovitch almost periodic multivalued mapsR ∋ t→ F (t) ∈ clU have
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Introduction
The objective of the present paper is to prove the existence of Besicovitch almost
periodic (a.p.) selections of Besicovitch a.p. multivalued maps. The existence
of Stepanov a.p. selections of Stepanov a.p. multivalued maps was proved in
[1]. The Stepanov a.p. selections which satisfy some additional conditions were
studied in [2, 3, 4, 5]. The papers [6, 7] were devoted to investigation of Weyl
a.p. selections of Weyl a.p. multivalued maps.
In proofs suggested in the paper we use technique from [2, 3, 6].
The results of this paper are applied to the study of a.p. solutions of differ-
ential inclusions [8, 9].
In Section 1 we present some properties of Besicovitch a.p. functions which
will be used in what follows (as regards definitions and assertions on a.p. func-
tions, see e.g. [10]). The main results are contained in Section 2. We prove the
Theorem 2.1 from Section 2 in Section 3, and the Theorem 3.1 from Section 3
in Section 4.
1 Some propeties of Besicovitch a.p. functions
Let (U , ρ) be a complete metric space, A the closure of a set A ⊆ U , Ur(x) =
{y ∈ U : ρ(x, y) < r}, x ∈ U , r > 0. Let meas be Lebesgue measure on R.
A function f : R → U is said to be elementary if there exist points xj ∈ U
and disjoint measurable (in the Lebesgue sense) sets Tj ⊆ R, j ∈ N, such that
measR\
⋃
j
Tj = 0 and f(t) = xj for all t ∈ Tj . We denote this function by
f(.) =
∑
j
xjχTj(.) (where χT (.) is the characteristic function of a set T ⊆ R).
For arbitrary functions fj : R→ U , j ∈ N, we define the function
∑
j
fj(.)χTj(.) :
R→ U that coincides with functions fj(.) on the sets Tj , j ∈ N (the notation∑
j
fj(.)χTj(.) will be used not only in the case when U = (H, ‖.‖) is Banach
space but also for arbitrary metric space U = (U , ρ), and in last case no linear
operations will be carried out on the functions under consideration). A function
f : R → U is measurable if for any ǫ > 0 there exists an elementary function
fǫ : R→ U such that
ess sup
t∈R
ρ(f(t), fǫ(t)) < ǫ .
Let M(R,U) be the set of measurable functions f : R → U (functions
that coincide for a.e. t ∈ R will be identified), (L∞(R,U), D∞) the space of
essentially bounded functions from M(R,U) with metric
D∞(f, g) = ess sup
t∈R
ρ(f(t), g(t)) , f, g ∈ L∞(R,U) .
Let a point x0 ∈ U be fixed. We use the notation
Mp(R,U)
.
= {f ∈M(R,U) : sup
ξ∈R
ξ+1∫
ξ
ρ p(f(t), x0) dt < +∞} , p ≥ 1 ,
and define the metric on Mp(R,U):
D(S)p (f, g) =
(
sup
ξ∈R
ξ+1∫
ξ
ρ p(f(t), g(t)) dt
)1/p
, f, g ∈Mp(R,U) .
For a Banach space U = (H, ‖.‖) (ρ(x, y) = ‖x − y‖, x, y ∈ H; ‖x‖ = |x| if
x ∈ R) we denote by
‖f‖∞ = ess sup
t∈R
‖f(t)‖ , f ∈ L∞(R,H) ,
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and
‖f‖(S)p =
(
sup
ξ∈R
ξ+1∫
ξ
‖f(t)‖pdt
)1/p
, f ∈Mp(R,H) ,
the norms on linear spaces L∞(R,H) and Mp(R,H), p ≥ 1, respectively. In
what follows, we shall use the notation H for Banach space, and it will be
convenient to assume the Banach space H = (H, ‖.‖) to be complex. If the
Banach space H is real, then we can consider the complexification H + iH
identifying the space H with the real subspace (the norm ‖.‖H+iH on the real
subspace coincides with the norm ‖.‖).
A set T ⊆ R is called relatively dense if there exists a number a > 0 such
that [ξ, ξ + a] ∩ T 6= ∅ for all ξ ∈ R. A number τ ∈ R is called an (ǫ, D∞)-
almost period of a function f ∈ L∞(R,U), ǫ > 0, if D∞(f(.), f(.+ τ)) < ǫ. A
continuous function f ∈ C(R,U)∩L∞(R,U) belongs to the space CAP (R,U)
of Bohr a.p. functions if for any ǫ > 0 the set of (ǫ, D∞)-almost periods of the
function f is relatively dense. A number τ ∈ R is called an (ǫ, D
(S)
p )-almost
period of a function f ∈Mp(R,U), p ≥ 1, if D
(S)
p (f(.), f(.+ τ)) < ǫ. A function
f ∈Mp(R,U), p ≥ 1, belongs to the space Sp(R,U) of Stepanov a.p. functions
of order p ≥ 1 if for any ǫ > 0 the set of (ǫ, D
(S)
p )-almost periods of f is relatively
dense.
On the space U we also consider the metric ρ ′(x, y) = min {1, ρ(x, y)}, x, y ∈
U . The metric space (U , ρ ′) is complete (as well as (U , ρ)). We define the metric
on M(R,U) = M1(R, (U , ρ
′)) :
D(S)(f, g) = sup
ξ∈R
ξ+1∫
ξ
ρ ′(f(t), g(t)) dt , f, g ∈M(R,U) .
Let S(R,U)
.
= S1(R, (U , ρ
′)) (Stepanov a.p. function f ∈ S(R,U) is defined
as Stepanov a.p. function of order 1 taking values in the metric space (U , ρ ′)).
We have CAP (R,U) ⊆ Sp(R,U) ⊆ S1(R,U) ⊆ S(R,U).
A sequence τj ∈ R, j ∈ N, is said to be f -returning for a function f ∈
S(R,U) if D(S)(f(.), f(.+τj))→ 0 as j → +∞. If f ∈ CAP (R,U) ⊆ S(R,U),
then a sequence τj ∈ R, j ∈ N, is f -returning if and only ifD∞(f(.), f(.+τj))→
0 as j → +∞. If f ∈ Sp(R,U) ⊆ S(R,U), p ≥ 1, then a sequence τj ∈ R,
j ∈ N, is f -returning if and only if D
(S)
p (f(.), f(.+ τj))→ 0 as j → +∞.
For a function f ∈ S(R,U) we denote by Mod f the set of numbers λ ∈ R
for which e iλτj → 1 (i2 = −1) as j → +∞ for all f -returning sequences τj .
The set Mod f is a module (additive group) in R. If a function f ∈ S(R,U)
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is not a.e. (almost everywhere) constant, then Mod f is a countable module
(Mod f = {0} otherwise). If U = (H, ‖.‖) is a Banach space, then for all
functions f ∈ S1(R,H) the sets Mod f coincide with the modules of Fourier
exponents of the functions f .
For any function f ∈ Sp(R,H) and any ǫ > 0 there exists a function fǫ ∈
CAP (R,H) such that ‖f − fǫ‖
(S)
p < ǫ and Mod fǫ ⊆ Mod f (moreover, the
Fourier exponents of a function fǫ belong to the set of Fourier exponents of
a function f). If f ∈ S(R,H), then for any ǫ > 0 there is a function fǫ ∈
CAP (R,H) such that D(S)(f, fǫ) < ǫ and Mod fǫ ⊆ Mod f .
Let Mp(R,U), p ≥ 1, be the Marcinkiewicz space, i.e. the set of functions
f ∈M(R,U) for which ρ(f(.), x0) ∈ L
p
loc(R,R) and
lim
b→+∞
1
2b
b∫
−b
ρ p(f(t), x0) dt < +∞ .
We set
D(B)p (f, g) =
(
lim
b→+∞
1
2b
b∫
−b
ρ p(f(t), g(t)) dt
)1/p
, f, g ∈Mp(R,U) .
If U = (H, ‖.‖) is a Banach space, then we define the seminorm
‖f‖(B)p =
(
lim
b→+∞
1
2b
b∫
−b
‖f(t)‖p dt
)1/p
, f ∈Mp(R,H) .
For functions f, g ∈ Mp(R,U) let us define the equivalence relation: f ∼ g if
and only if D
(B)
p (f, g) = 0. Then the quotient space (Mp(R,U)/ ∼, D
(B)
p ) is
complete metric space [11]. We have Mp(R,U) ⊆ Mp(R,U) and D
(B)
p (f, g) ≤
D
(S)
p (f, g) for all functions f, g ∈Mp(R,U).
A function f ∈Mp(R,U), p ≥ 1, belongs to the space Bp(R,U) of Besicov-
itch a.p. functions of order p if for any ǫ > 0 there is a function fǫ ∈ Sp(R,U)
such that D
(B)
p (f, fǫ) < ǫ.
By the Fre´chet Theorem [12] the metric space (U , ρ) can be isometrically
embedded into some Banach space H, hence the following definition of the
space Bp(R,U) is equivalent to the previous one: a function f ∈ Mp(R,U)
belongs to the space Bp(R,U), if for some Banach space H into which the
metric space (U , ρ) is isometrically embedded (and therefore for all such Banach
spaces H) and for all ǫ > 0 there exists a function fǫ ∈ CAP (R,H) such that
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‖f − fǫ‖
(B)
p < ǫ (where ‖.‖
(B)
p is the seminorm on the space Mp(R,H) and we
assume that the function f takes values in the space H).
For functions f, g ∈M(R,U) =M1(R, (U , ρ
′)) we denote
D(B)(f, g) = lim
b→+∞
1
2b
b∫
−b
ρ ′(f(t), g(t)) dt .
Let B(R,U)
.
= B1(R, (U , ρ
′)) be the space of Besicovitch a.p. functions (defined
as Besicovitch a.p. functions of order 1 taking values in the metric space (U , ρ ′)).
We have S(R,U) ⊆ B(R,U) and Sp(R,U) ⊆ Bp(R,U) ⊆ B1(R,U) ⊆ B(R,U).
A sequence τj ∈ R, j ∈ N, is said to be f -returning for a function f ∈
B(R,U) if D(B)(f(.), f(.+ τj)) → 0 as j → +∞. If f ∈ S(R,U) ⊆ B(R,U),
then a sequence τj ∈ R, j ∈ N, is f -returning if and only if D(S)(f(.), f(. +
τj)) → 0 as j → +∞. If f ∈ Bp(R,U) ⊆ B(R,U), p ≥ 1, then a sequence
τj ∈ R, j ∈ N, is f -returning if and only if D
(B)
p (f(.), f(.+τj))→ 0 as j → +∞.
(The set of f -returning sequences is determined only by the a.p. function itself
and does not depend on the spaces under consideration of a.p. functions which
include the function f .)
For a function f ∈ B(R,U) (by analogy with a function f ∈ S(R,U)) we
denote by Mod f the set (module) of numbers λ ∈ R for which e iλτj → 1 as
j → +∞ for all f -returning sequences τj . If there exists a constant function
y(t) ≡ y ∈ U , t ∈ R, such that D(B)(f(.), y(.)) = 0, then Mod f = {0}. If
D(B)(f(.), y(.)) 6= 0 for all constant functions y(t) ≡ y ∈ U , t ∈ R, then Mod f
is a countable module.
If f ∈ B(R,U) and τj ∈ R, j ∈ N, is a sequence for which e iλτj → 1 as
j → +∞ for all numbers λ ∈ Mod f , then τj is f -returning sequence.
For a function f ∈ B1(R,H) we denote by Λ{f} the set of its Fourier
exponents, i.e. the set of numbers λ ∈ R for which
lim
b→+∞
1
2b
b∫
−b
e−iλtf(t) dt 6= 0
(the limit exists for all numbers λ ∈ R). The module Mod f of a function
f ∈ B1(R,H) coincides with the module of Fourier exponents λ ∈ Λ{f}, i.e.
the smallest module (additive group) in R including the set Λ{f}.
If Λj ⊆ R are arbitrary modules (the set of indices j may be an arbitrary
non-empty set), then by
∑
j
Λj (or by Λ1 + · · · + Λn for finitely many modules
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Λj , j = 1, . . . , n) we denote the sum of modules, that is, the smallest module
(additive group) in R containing all the sets Λj .
Suppose that f ∈ B(R,U) and fj ∈ B(R,Uj), j ∈ N, where the Uj are
(complete) metric spaces. Then Mod f ⊆
∑
j
Mod fj if and only if every se-
quence τk ∈ R, k ∈ N, which is fj-returning for all j ∈ N is f -returning. In
particular, if fj ∈ B(R,Uj), j = 1, 2, then Mod f1 ⊆ Mod f2 if and only if every
f2-returning sequence τk ∈ R, k ∈ N, is f1-returning.
If f ∈ M(R,U), fj ∈ B(R,U), j ∈ N, and D(B)(f, fj) → 0 as j → +∞,
then f ∈ B(R,U) and Mod f ⊆
∑
j
Mod fj .
Proposition 1.1. For every function f ∈ Bp(R,H), p ≥ 1 (where H is a com-
plex Banach space), and every ǫ > 0 there exists a function fǫ ∈ CAP (R,H)
such that ‖f − fǫ‖
(B)
p < ǫ and Λ{fǫ} ⊆ Λ{f}. If f ∈ B(R,H), then for every
ǫ > 0 there exists a function fǫ ∈ CAP (R,H) such that D(B)(f, fǫ) < ǫ and
Λ{fǫ} ⊆ Mod f .
Proposition 1.2. For every function f ∈ Bp(R,U), p ≥ 1, and every ǫ > 0
there exists a function fǫ ∈ S1(R,U) ∩ L∞(R,U) ⊆ Sp(R,U) such that
D
(B)
p (f, fǫ) < ǫ and Mod fǫ ⊆ Mod f . If f ∈ B(R,U), then for every ǫ > 0
there exists a function fǫ ∈ S1(R,U) ∩ L∞(R,U) such that D(B)(f, fǫ) < ǫ and
Mod fǫ ⊆ Mod f .
Lemma 1.1. Let (U , ρ) and (V , ρV) be (complete) metric spaces. Suppose that
for a function F : U → V there exists a number C ≥ 0 such that the inequality
ρV(F(u1),F(u2)) ≤ C ρ(u1, u2)
holds for all u1, u2 ∈ U . Then for all functions f ∈ Bp(R,U) we have F(f(.)) ∈
Bp(R,V) and ModF(f(.)) ⊆ Mod f(.). If f ∈ B(R,U), then also F(f(.)) ∈
B(R,V) and ModF(f(.)) ⊆ Mod f(.).
Corollary 1.1. Let f ∈ B(R,U) and x ∈ U . Then ρ(f(.), x) ∈ B(R,R) and
Mod ρ(f(.), x) ⊆ Mod f(.).
For Banach spaces (H, ‖.‖) and numbers a > 0 we define the functions
H ∋ h→ F aH(h) =
{
h , if ‖h‖ ≤ a ,
ah
‖h‖ , if ‖h‖ > a .
For all h1, h2 ∈ H we have
‖F aH(h1)−F
a
H(h2)‖ ≤ 2 ‖h1 − h2‖ ,
hence the following Lemma 1.2 is a consequence of Lemma 1.1.
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Lemma 1.2. Let f ∈ B(R,H). Then for any a > 0 the function F aH(f(.))
belongs to the set B(R,H) ∩ L∞(R,H) ⊂ B1(R,H) and ModF
a
H(f(.)) ⊆
Mod f(.).
For measurable set T ⊆ R let us denote
κ˜ (T ) = lim
b→+∞
1
2b
meas [−b, b]\T .
For all measurable sets T1, T2 ⊆ R we have κ˜ (T1 ∩ T2) ≤ κ˜ (T1) + κ˜ (T2).
Let f, g ∈ M(R,U), ǫ ∈ (0, 1] and δ > 0. If κ˜ ({t ∈ R : ρ(f(t), g(t)) ≤ ǫ}) <
δ, then D(B)(f, g) ≤ ǫ + δ. If D(B)(f, g) ≤ ǫδ, then κ˜ ({t ∈ R : ρ(f(t), g(t)) ≤
ǫ}) ≤ ǫ−1D(B)(f, g) ≤ δ. Hence (see also Proposition 1.1) the Lemma 1.3 is
valid.
Lemma 1.3. For any function f ∈ B(R,H) and any numbers ǫ, δ > 0 there is
a function fǫ, δ ∈ CAP (R,H) such that
κ˜ ({t ∈ R : ‖f(t)− fǫ, δ(t)‖ < ǫ}) < δ
and Λ{fǫ, δ} ⊆ Mod f .
The following Lemma 1.4 is a consequence of Lemma 1.3 and the Fre´chet
Theorem.
Lemma 1.4. Let f ∈ B(R,U). Then κ˜ ({t ∈ R : ρ(f(t), x0) ≤ a}) → 0 as
a→ +∞.
Lemma 1.5. Let f ∈ Bp(R,U), p ≥ 1. Then
lim
b→+∞
1
2b
∫
{ t∈ [−b,b] : ρ(f(t),x0)>a }
ρ p(f(t), x0) dt→ 0
as a→ +∞.
Lemma 1.5 is a consequence of Proposition 1.2. To prove Lemma 1.6, which is
a generalization of Lemma 1.4, it is sufficient to use Lemma 1.4, precompactness
of the set
⋃
t∈R
g(t) ⊂ H for every function g ∈ CAP (R,H), and the Fre´chet
Theorem.
Lemma 1.6. Let f ∈ B(R,U). Then for any ǫ, δ > 0 there are points xj ∈ U ,
j = 1, . . . , N (where N ∈ N), such that
κ˜ ({t ∈ R : f(t) ∈
N⋃
j=1
Uδ(xj)}) < ǫ .
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Corollary 1.2. Let f ∈ B(R,U). Then there exist points xj ∈ U , j ∈ N, such
that
(1) meas { t ∈ R : f(t) /∈
⋃
j∈N
xj } = 0 ,
(2) for all δ > 0
κ˜ ({t ∈ R : f(t) ∈
N⋃
j=1
Uδ(xj)})→ 0 (1.1)
as N → +∞.
Lemma 1.7. Let f1 , f2 ∈ B(R,H), then f1+f2 ∈ B(R,H) and Mod (f1+f2) ⊆
Mod f1 +Mod f2 . If f ∈ B(R,H) and g ∈ B(R,C), then also gf ∈ B(R,H)
and Mod gf ⊆ Mod f +Mod g.
For h ∈ (H, ‖.‖) we set
sgnh =
{
h
‖h‖ , if h 6= 0 ,
0 , if h = 0 .
Lemma 1.8. Let f ∈ B(R,H). Suppose that
κ˜ ({t ∈ R : ‖f(t)‖ ≥ δ})→ 0 (1.2)
as δ → +0. Then sgn f(.) ∈ B1(R,H) and Mod sgn f(.) ⊆ Mod f(.) (moreover,
for the set T = {t ∈ R : f(t) = 0} we have ‖χT (.)‖
(B)
1 = 0).
Proof. For all j ∈ N let us define functions fj(t)
.
= jF 1/jH (f(t)), t ∈ R. Lemma
1.2 implies that fj ∈ B1(R,H) and Mod fj ⊆ Mod f . On the other hand, from
the condition (1.2) it follows that ‖χT (.)‖
(B)
1 = 0 and ‖sgn f(.)− fj(.)‖
(B)
1 → 0
as j → +∞. Hence sgn f(.) ∈ B1(R,H) and Mod sgn f(.) ⊆
∑
j
Mod fj ⊆
Mod f(.).
For functions f, g ∈Mp(R,U), p ≥ 1, we use the notation
βp(f, g) = lim
δ→+0
(
sup
T ⊆R : κ˜ (R\T )≤ δ
lim
b→+∞
1
2b
∫
T ∩ [−b,b]
ρ p(f(t), g(t)) dt
)1/p
.
The inequality βp(f, g) ≤ D
(B)
p (f, g) holds for all functions f, g ∈ Mp(R,U).
Let
M0p(R,U)
.
= {f ∈Mp(R,U) : βp(f(.), x0(.)) = 0} ,
where x0(t) ≡ x0 , t ∈ R (the set M
0
p(R,U) does not depend on the choice of
the point x0 ∈ U); L∞(R,U) ⊆M0p(R,U).
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Lemma 1.9. For all p ≥ 1
Bp(R,U) = B(R,U)
⋂
M0p(R,U) .
Proof. We have Bp(R,U) ⊆ B(R,U). By Proposition 1.2, for any function
f ∈ Bp(R,U) and any ǫ > 0 there is a function fǫ ∈ Sp(R,U)∩ L∞(R,U) such
that D
(B)
p (f, fǫ) < ǫ. Hence
βp(f(.), x0(.)) ≤ βp(f(.), fǫ(.)) + βp(fǫ(.), x0(.)) ≤
≤ βp(f(.), fǫ(.)) ≤ D
(B)
p (f, fǫ) < ǫ ,
and therefore, βp(f(.), x0(.)) = 0. The embedding Bp(R,U) ⊆ M0p(R,U) is
proved. Let us now prove the embedding B(R,U) ∩M0p(R,U) ⊆ Bp(R,U).
By the Fre´chet Theorem, we can consider the space U = (H, ‖.‖) to be Banach
space. Let f ∈ B(R,H) ∩M0p(R,H) ⊂ Mp(R,H). The Lemma 1.4 and the
definition of the set M0p(R,H) imply that for any ǫ > 0 there exists a number
a = a(ǫ, f) > 0 such that
lim
b→+∞
(
1
2b
∫
{ t∈ [−b,b] : ‖f(t)‖≥ a }
‖f(t)‖p dt
)1/p
<
ǫ
2
.
Then F aH(f(.)) ∈ B(R,H) ∩ L
∞(R,H) ⊂ Bp(R,H) and
‖f(.)−F aH(f(.))‖
(B)
p ≤
≤ lim
b→+∞
(
1
2b
∫
{ t∈ [−b,b] : ‖f(t)‖>a }
‖f(t)‖p dt
)1/p
<
ǫ
2
.
On the other hand, there is a function fa, ǫ ∈ CAP (R,H) such that ‖fa, ǫ‖∞ ≤ a
and ‖F aH(f(.))− fa, ǫ(.)‖
(B)
p <
ǫ
2 . Therefore,
‖f − fa, ǫ‖
(B)
p ≤
≤ ‖f(.)− F aH(f(.))‖
(B)
p + ‖F
a
H(f(.))− fa, ǫ(.)‖
(B)
p <
ǫ
2
+
ǫ
2
= ǫ .
Since the number ǫ > 0 can be chosen arbitraryly small, we obtain from above
that f ∈ Bp(R,H).
Let (clb U , dist) be the metric space of non-empty closed bounded subsets
A ⊆ U with the Hausdorff metric
dist (A,B) = distρ(A,B) = max {sup
x∈A
ρ(x,B), sup
x∈B
ρ(x, A)} , A, B ∈ clb U ,
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where ρ(x, F ) = inf
y∈F
ρ(x, y) is the distance from a point x ∈ U to a non-
empty set F ⊆ U . The metric space (clb U , dist) is complete. Let clU be the
collection of non-empty closed subsets A ⊆ U . On the clU = clb (U , ρ ′) we
define the Hausdorff metric distρ ′ corresponding to the metric ρ
′. The metric
space (clU , distρ ′) is also complete. Since dist
′(A,B)
.
= min {1, dist (A,B)} =
distρ ′(A,B) for all A,B ∈ clb U , it follows that the embedding (clb U , dist
′) ⊆
(clU , distρ ′) is isometric. We define the spaces B(R, clb U) and Bp(R, clb U),
p ≥ 1, of Besicovitch a.p. multivalued maps R ∋ t→ F (t) ∈ clb U as the spaces
of Besicovitch a.p. functions taking values in the metric space (clb U , dist). Let
B(R, clU)
.
= B1(R, (clU , distρ ′)). The following embeddings Bp(R, clb U) ⊆
B1(R, clb U) ⊆ B(R, clb U) ⊆ B(R, clU) hold.
2 Main results
Let B(R) be the collection of measurable subsets T ⊆ R such that χT ∈
B1(R,R). For sets T ∈ B(R) let ModT
.
= ModχT .
Lemma 2.1. Let T1 , T2 ∈ B(R). Then T1
⋃
T2 ∈ B(R), T1
⋂
T2 ∈ B(R),
T1\T2 ∈ B(R) and modules ModT1
⋃
T2 , ModT1
⋂
T2 and ModT1\T2 are sub-
sets (subgroups) of ModT1 +ModT2 .
For an arbitrary module Λ ⊆ R let M (B)(Λ) be the set of sequences Tj ⊆ R,
j ∈ N, of disjoint sets Tj ∈ B(R) such that ModTj ⊆ Λ, measR\
⋃
j
Tj = 0
and κ˜ (
⋃
j≤n
Tj) → 0 as n → +∞. We shall also assume that the set M
(B)(Λ)
includes the corresponding finite sequences Tj , j = 1, . . . , N , which can always
be supplemented by empty sets to form denumerable ones. The sets of sequences
{Tj} ∈M
(B)(Λ) will also be enumerated by means of several indices.
Lemma 2.2. Let Λ be a module in R and let {T
(s)
j } ∈M
(B)(Λ), s = 1, 2. Then
{T
(1)
j
⋂
T
(2)
k }j, k ∈M
(B)(Λ).
Lemma 2.2 is a consequence of Lemma 2.1.
Let {Tj} ∈ M
(B)(Λ) and let J ⊆ N be an arbitrary non-empty set. Then⋃
j∈J
Tj ∈ B(R) and Mod
⋃
j∈J
Tj ⊆
∑
j∈J
ModTj . If ‖χTj‖
(B)
1 = 0 for all j ∈ J , then
also ‖χ ⋃
j∈J
Tj‖
(B)
1 = 0.
The following Lemma 2.3 is a consequence of Lemma 1.7 and the Fre´chet
Theorem.
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Lemma 2.3. Suppose that {Tj} ∈M (B)(R) and fj ∈ B(R,U), j ∈ N. Then∑
j
fj(.)χTj(.) ∈ B(R,U)
and
Mod
∑
j
fj(.)χTj(.) ⊆
∑
j
Mod fj +
∑
j
ModTj . (2.1)
Remark 2.1. Under the assumptions of Lemma 2.3, for indices j ∈ N such
that ‖χTj‖
(B)
1 = 0 (in this case ModTj = {0}) we can choose arbitrary functions
fj ∈M(R,U) and delete these indices in the summation on the right-hand side
of inclusion (2.1).
Theorem 2.1. Let f ∈ B(R,U). Then for any ǫ > 0 there exist a sequence
{Tj}j∈N ∈ M (B)(Mod f) and points xj ∈ U , j ∈ N, such that ρ(f(t), xj) < ǫ
for all t ∈ Tj , j ∈ N.
Theorem 2.1 is proved in Section 3. This Theorem plays a key role in the
paper. Analogous results (on uniform approximation by elementary a.p. func-
tions) for Stepanov and Weyl a.p. functions were obtained in [2, 4] and [6, 7]
respectively. For Stepanov a.p. functions stronger assertions (including a.p.
variant of the Lusin Theorem) are contained in [13] and [14, 15] (in last two
papers Stepanov a.p. functions are also considered on relative Bohr compacts).
Corollary 2.1. Let f ∈ B(R,R). Then for any a ∈ R and ǫ > 0 there is a set
T ∈ B(R) such that ModT ⊆ Mod f , f(t) < a + ǫ for all t ∈ T and f(t) > a
for a.e. t ∈ R\T .
Theorem 2.2. Let (U , ρ) be a complete metric space, let F ∈ B(R, clU) and let
g ∈ B(R,U). Then for any ǫ > 0 there exists a function f ∈ B(R,U) such that
Mod f ⊆ ModF +Mod g , f(t) ∈ F (t) a.e. and ρ(f(t), g(t)) < ρ(g(t), F (t))+ ǫ
a.e. If, moreover, F ∈ Bp(R, clb U) for some p ≥ 1, then also f ∈ Bp(R,U).
Proof. Let number ǫ ∈ (0, 1] be fixed. We choose numbers γn > 0, n ∈ N, such
that
+∞∑
n=1
(γn + γn+1) <
1
6
.
From Lemmas 2.1, 2.2 and Theorem 2.1 it follows that for each n ∈ N there
exist sets F
(n)
j ∈ clU , points g
n
j ∈ U and disjoint measurable (in the Lebesgue
sense) sets T
(n)
j ⊆ R, j ∈ N, such that {T
(n)
j }j∈N ∈M
(B)(ModF +Mod g), the
functions F (t) and g(t) are defined for all t ∈
⋃
j
T
(n)
j , and for all t ∈ T
(n)
j , j ∈ N,
11
we have distρ ′(F (t), F
(n)
j ) < γnǫ < 1 and ρ(g(t), g
n
j ) < γnǫ . Let T =
⋂
n
⋃
j
T
(n)
j ;
measR\T = 0. By Lemma 2.2, for every n ∈ N
{T
(1)
j1
⋂
· · ·
⋂
T
(n)
jn
}js ∈N , s=1,...,n ∈M
(B)(ModF +Mod g) .
With each number n ∈ N and each collection {j1 , . . . , jn} of indices js ∈ N,
s = 1, . . . , n, if T
(1)
j1
⋂
· · ·
⋂
T
(n)
jn
6= ∅, we associate some point fj1...jn ∈ F
(n)
jn
⊆ U .
These points are determined successively for n = 1, 2, . . . . For n = 1 we choose
points fj1 ∈ F
(1)
j1
such that the inequalities
ρ(fj1 , g
1
j1
) <
ǫ
6
+ ρ(g1j1 , F
(1)
j1
)
hold. If points fj1...jn−1 ∈ F
(n−1)
jn−1
have been found for some n ≥ 2, we choose
points fj1...jn−1jn ∈ F
(n)
jn
such that
ρ(fj1...jn−1 , fj1...jn−1jn) = ρ
′(fj1...jn−1 , fj1...jn−1jn) ≤ (2.2)
≤ 2 distρ ′(F
(n−1)
jn−1
, F
(n)
jn
) < 2 (γn−1 + γn)ǫ <
ǫ
3
≤
1
3
.
Now let us define functions
f(n; t) =
∑
j1 ,..., jn
fj1...jnχT (1)j1
⋂
···
⋂
T
(n)
jn
(t) , t ∈ T , n ∈ N .
According to Lemmas 2.2 and 2.3, we have f(n; .) ∈ B(R,U) and Mod f(n; .) ⊆
ModF +Mod g . It follows from (2.2) that the inequality
ρ(f(n− 1; t), f(n; t)) < 2 (γn−1 + γn)ǫ (2.3)
holds for all t ∈ T and n ≥ 2. Since the metric space U is complete, we obtain
from (2.3) that the sequence of functions f(n; .), n ∈ N, converges as n→ +∞
uniformly on the set T ⊆ R (therefore, in the metric D (B) as well) to a function
f(.) ∈ B(R,U) for which Mod f ⊆
∑
n
Mod f(n; .) ⊆ ModF +Mod g . We have
f(n; t) ∈ F
(n)
jn
and distρ ′(F (t), F
(n)
jn
) < γnǫ <
1
6 for all t ∈ T
(n)
jn
⋂
T . Since
γn → 0 as n→ +∞, it follows from this that f(t) ∈ F (t) for all t ∈ T (for a.e.
t ∈ R). With each number t ∈ T we associate an infinite collection of indices
{j1 , . . . , jn , . . .} in such a way that t ∈ T
(n)
jn
, n ∈ N. Then (for all t ∈ T )
ρ(f(t), g(t)) ≤
+∞∑
n=1
ρ(fj1...jn , fj1...jnjn+1) + ρ(fj1 , g
1
j1) + ρ(g
1
j1 , g(t)) <
12
< 2
+∞∑
n=1
(γn + γn+1)ǫ+
ǫ
3
+ ρ(g1j1 , F
(1)
j1
) <
<
2ǫ
3
+|ρ(g1j1 , F
(1)
j1
)−ρ(g1j1 , F (t))|+|ρ(g
1
j1 , F (t))−ρ(g(t), F (t))|+ρ(g(t), F (t)) <
<
2ǫ
3
+ γ1ǫ+ γ1ǫ+ ρ(g(t), F (t)) < ǫ+ ρ(g(t), F (t)) .
If F ∈ Bp(R, clb U) ⊆ B(R, clU), p ≥ 1, then f ∈ Bp(R,U). Indeed, for a.e.
t ∈ R we have
ρ(f(t), x0) ≤ sup
x∈F (t)
ρ(x, x0) = dist (F (t), {x0}) ,
furthermore, dist (F (.), {x0}) ∈ M0p(R,R). Hence (see Lemma 1.9) f(.) ∈
B(R,U)
⋂
M0p(R,U) = Bp(R,U).
Corollary 2.2. Let (U , ρ) be a complete separable metric space and let F ∈
B(R, clU). Then there exist functions fj ∈ B(R,U), j ∈ N, such that
Mod fj ⊆ ModF and F (t) =
⋃
j
fj(t) for a.e. t ∈ R (if F ∈ Bp(R, clb U) ⊆
B(R, clU), p ≥ 1, then all functions fj belong to the space Bp(R,U)).
Proof. Let us choose points xk ∈ U , k ∈ N, which form a countable dense set of
the metric space U . By Theorem 2.2, for all k, n ∈ N there are functions fk, n ∈
B(R,U) such that Mod fk, n ⊆ ModF , fk, n(t) ∈ F (t) a.e. and ρ(fk, n(t), xk) <
2−n+ρ(xk , F (t)) a.e. Furthermore, in the case F ∈ Bp(R, clb U), p ≥ 1, we also
have fk, n ∈ Bp(R,U), k, n ∈ N. It remains to renumber the functions fk, n by
a single index j ∈ N.
The proof of following Theorem 2.3 is analogous to the proof of Theorem 1.3
in [6] (in which Weyl a.p. functions and multivalued maps were considered).
To prove Theorem 2.3 it is necessary to use Theorem 2.2, Corollary 2.1 and
Lemmas 2.1 and 2.3. Analogous (to Theorem 2.3) result for Stepanov a.p.
functions and multivalued maps can be found in [14].
Theorem 2.3. Let (U , ρ) be a complete metric space, let F ∈ B(R, clU)
and let g ∈ B(R,U). Then for any non-decreasing function [0,+∞) ∋ t →
η(t) ∈ R, for which η(0) = 0 and η(t) > 0 for all t > 0, there exists
a function f ∈ B(R,U) such that Mod f ⊆ ModF + Mod g, f(t) ∈ F (t)
a.e. and ρ(f(t), g(t)) ≤ ρ(g(t), F (t)) + η(ρ(g(t), F (t))) a.e. Moreover, if
F ∈ Bp(R, clb U) ⊆ B(R, clU), p ≥ 1, then f ∈ Bp(R,U).
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The following Theorems can be also proved (using Theorems 2.1, 2.2 and
Lemmas 2.1, 2.2 and 2.3) by analogy with appropriate assertions on Stepanov
[5, 14] and Weyl [7] a.p. functions and multivalued maps.
The points xj ∈ U , j = 1, . . . , n, are said to form ǫ-net for (non-empty) set
F ⊆ U , ǫ > 0, if F ⊆
⋃
j
Uǫ(xj).
Theorem 2.4. Let (U , ρ) be a complete metric space, let F ∈ B(R, clb U) and
let ǫ > 0, n ∈ N. Suppose that for a.e. t ∈ R there are points xj(t) ∈ F (t),
j = 1, . . . , n, which form ǫ-net for the set F (t). Then for any ǫ ′ > ǫ there exist
functions fj ∈ B(R,U), j = 1, . . . , n, such that Mod fj ⊆ ModF , fj(t) ∈ F (t)
a.e. and for a.e. t ∈ R the points fj(t), j = 1, . . . , n, form ǫ
′-net for the set
F (t).
Corollary 2.3. Let (U , ρ) be a compact metric space. Then a multivalued map
R ∋ t → F (t) ∈ clU = clb U belongs to the space B(R, clU) = B1(R, clb U)
if and only if for each ǫ > 0 there exist a number n ∈ N and functions fj ∈
B(R,U) = B1(R,U), j = 1, . . . , n, such that fj(t) ∈ F (t) a.e. and points
fj(t), j = 1, . . . , n, for a.e. t ∈ R form ǫ-net for the set F (t) (furthermore, the
functions fj for the multivalued map F ∈ B(R, clU) can be chosen in such a
way that Mod fj ⊆ ModF ).
Theorem 2.5. Let (U , ρ) be a compact metric space. Then a multivalued map
R ∋ t → F (t) ∈ clU belongs to the space B(R, clU) if and only if there exist
functions fj ∈ B(R,U), j ∈ N, such that F (t) =
⋃
j
f(t) a.e. and the set
{fj(.) : j ∈ N} is precompact in the metric space L
∞(R,U) (furthermore, the
functions fj for the multivalued map F ∈ B(R, clU) can be chosen in such a
way that Mod fj ⊆ ModF ).
For non-empty set F ⊆ U we shall use the notation F δ = {x ∈ U : ρ(x, F ) <
δ}, δ > 0.
Theorem 2.6. Let (U , ρ) be a complete metric space, let F ∈ B(R, clb U), ǫ > 0,
δ > 0, n ∈ N, and let gj ∈ B(R,U), j = 1, . . . , n. Suppose that for a.e. t ∈ R
the set of points xj(t) = gj(t), for which gj(t) ∈ (F (t))δ, can be supplemented
(if it consists of less than n points) to n points xj(t) ∈ (F (t))
δ, j = 1, . . . , n,
which form ǫ-net for the set F (t) (coincident points with different indices are
considered here as different points). Then for any ǫ ′ > ǫ+δ there exist functions
fj ∈ B(R,U), j = 1, . . . , n, such that Mod fj ⊆ ModF +
n∑
k=1
Mod gk , fj(t) ∈
F (t) a.e., fj(t) = gj(t) for a.e. t ∈ {τ ∈ R : gj(τ) ∈ F (τ)} and the points fj(t),
j = 1, . . . , n, for a.e. t ∈ R form ǫ ′-net for the set F (t).
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Let (U , ρ) and (V , ρV) be complete metric spaces and let C(U ,V) be the
space of continuous functions F : U → V endowed with metric
dC(U ,V)(F1 ,F2) = sup
x∈U
min {1, ρV(F1(x),F2(x))} , F1 , F2 ∈ C(U ,V) .
We denote by F(.|Y ) the restriction of a function F : U → V to a non-empty
set Y ⊆ U . In following Lemmas we consider the superposition of Besicovitch
a.p. functions.
Lemma 2.4. Let (U , ρ) and (V , ρV) be complete metric spaces, let F ∈ C(U ,V)
and let f ∈ B(R,U). Then F(f(.)) ∈ B(R,V) and ModF(f(.)) ⊆ Mod f(.).
Proof. We have F(f(.)) ∈ M(R,V) = M1(R, (V , ρ ′V)). Let ǫ ∈ (0, 1], δ > 0.
By Theorem 2.1, for every k ∈ N there are sequences {T
(k)
j }j∈N ∈M
(B)(Mod f)
and points x
(k)
j ∈ U , j ∈ N, such that ρ(f(t), x
(k)
j ) <
1
k
for all t ∈ T
(k)
j , j ∈ N.
Let us choose numbers j(k) ∈ N, k ∈ N, for which
κ˜
( j(k)⋃
j=1
T
(k)
j
)
< 2−kǫ .
Let X1 =
⋃
j≤ j(1)
x
(1)
j . For every k ∈ N\{1} we denote by Xk the set of points
x
(k)
j , j = 1, . . . , j(k), for which for any k
′ = 1, . . . , k−1 there exists a point x
(k ′)
j ′ ,
j ′ = 1, . . . , j(k ′), such that ρ(x
(k)
j , x
(k ′)
j ′ ) <
1
k +
1
k ′ <
2
k ′ . If T
(1)
j1
⋂
· · ·
⋂
T
(k)
jk
6= ∅,
k ∈ N, where js ∈ {1, . . . , j(s)}, s = 1, . . . , k, then x
(k)
jk
∈ Xk , hence from the
precompactness of the set
⋃
k ∈N
Xk ⊆ U and from the continuity of the function
F it follows that there is a number k0 ∈ N such that for all jk = 1, . . . , j(k),
where k = 1, . . . , k0 , and for all t, t
′ ∈ T
(1)
j1
⋂
· · ·
⋂
T
(k0)
jk0
the inequality
ρV(F(f(t)),F(f(t
′))) < δ
holds. If T
(1)
j1
⋂
· · ·
⋂
T
(k0)
jk0
6= ∅, where jk ∈ {1, . . . , j(k)}, k = 1, . . . , k0 , we
choose some numbers tj1...jk0 ∈ T
(1)
j1
⋂
· · ·
⋂
T
(k0)
jk0
. Let
T (k0) =
⋂
k=1,...,k0
j(k)⋃
jk=1
T
(k)
jk
.
By Lemmas 2.1 and 2.3,
Gk0(.)
.
=
∑
jk =1,...,j(k); k=1,...,k0
F(f(tj1...jk0))χT (1)j1
⋂
···
⋂
T
(k0)
jk0
(.) +
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+ y0 χR \T (k0)(.) ∈ B(R,V) ,
where y0 ∈ V , and
ModGk0(.) ⊆
∑
jk =1,...,j(k); k=1,...,k0
ModT
(k)
jk
⊆ Mod f(.) .
Furthermore, ρV(F(f(t)),Gk0(t)) < δ for all t ∈ T (k0) and
κ˜ (T (k0)) ≤
∑
k=1,...,k0
κ˜
( j(k)⋃
jk=1
T
(k)
jk
)
<
∑
k=1,...,k0
2−kǫ < ǫ .
Hence D (B)(F(f(.)),Gk0(.)) < ǫ+ δ. Since the numbers ǫ > 0 and δ > 0 can be
chosen arbitraryly small, it follows that F(f(.)) ∈ B(R,V) and ModF(f(.)) ⊆
Mod f(.).
Lemma 2.5. Let (U , ρ) and (V , ρV) be complete metric spaces. Sup-
pose that a function R ∋ t → F(.; t) ∈ C(U ,V) belongs to the space
B1(R, (C(U ,V), dC(U ,V))) and f ∈ B(R,U). Then F(f(.); .) ∈ B(R,V) and
ModF(f(.); .) ⊆ ModF(.; .) + Mod f(.).
Proof. Theorem 2.1 implies that for any ǫ > 0 there are a sequence
{Tj}j∈N ∈ M
(B)(ModF(.; .)) and functions Fj ∈ C(U ,V), j ∈ N, such that
dC(U ,V)(F(.; t),Fj(.)) < ǫ for all t ∈ Tj , j ∈ N. By Lemmas 2.3 and 2.4,∑
j∈N
Fj(f(.))χTj(.) ∈ B(R,V) ,
Mod
∑
j∈N
Fj(f(.))χTj(.) ⊆ ModF(.; .) +Mod f(.) .
On the other hand, F(f(.); .) ∈M(R,V) =M1(R, (V , ρ ′V)) and
D (B)
(
F(f(.); .),
∑
j∈N
Fj(f(.))χTj(.)
)
< ǫ .
Hence (since the number ǫ > 0 can be chosen arbitraryly small), F(f(.); .) ∈
B(R,V) and ModF(f(.); .) ⊆ ModF(.; .) + Mod f(.).
Remark 2.2. From Lemmas 1.9, 2.3, 2.4 and Theorem 2.1 we obtain also the
following assertion. Let (U , ρ) and (V , ρV) be complete metric spaces, let r > 0
and let p ≥ 1. Suppose that a function R ∋ t→ F(.; t) ∈ C(U ,V) satisfies the
following two conditions:
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(1) for every x ∈ U the function R ∋ t→ F(.|Ur(x); t) ∈ C(Ur(x),V) belongs
to the space
B1(R, (C(Ur(x),V), dC(Ur(x),V))) ;
(2) there exist a number C ≥ 0 and a function C(.) ∈ M0p(R,R) such that
for a.e. t ∈ R the inequality
ρV(F(x; t), y0) ≤ Aρ(x, x0) +B(t)
holds for all x ∈ U , where x0 ∈ U and y0 ∈ V are some fixed points.
Then for any function f ∈ Bp(R,U) we have F(f(.); .) ∈ Bp(R,V) and
ModF(f(.); .) ⊆ Mod f(.) +
∑
x∈U
ModF(.|Ur(x); .) .
3 Proof of Theorem 2.1
Let A(B) be the collection of sets F ⊂ B(R,R) such that
lim
τ0→+0
sup
f∈F
sup
τ∈[0,τ0]
D (B)(f(.), f(.+ τ)) = 0 .
If f ∈ Bp(R,U), p ≥ 1, then D
(B)
p (f(.), f(.+ τ)) → 0 as τ → 0, therefore (in
particular) for all functions f ∈ B(R,R) we have {f(.) + a : a ∈ R} ∈ A(B).
For a measurable set T ⊆ R let denote
κ (T )
.
= κ˜ (R\T ) = lim
b→+∞
1
2b
meas [−b, b]
⋂
T .
If T1 , T2 ⊆ R are measurable sets, then κ (T1 ∪ T2) ≤ κ (T1) + κ (T2).
The following Theorem 3.1 is proved in Section 4 and its special case for the
set F = {f}, f ∈ B(R,R), is essentially used in the proof of Theorem 2.1.
Theorem 3.1. Let F ∈ A(B), ∆ > 0, b > 0. Then there exists b-periodic
function g ∈ C(R,R), dependent on F, ∆ and b, for which ‖g‖∞ < ∆, such
that for every ǫ ∈ (0, 1] there is a number δ = δ(ǫ,∆) > 0 such that for all
functions f ∈ F the inequality
κ ({t ∈ R : |f(t) + g(t)| < δ}) < ǫ
holds.
Proof of Theorem 2.1. If Mod f = {0}, then there is a constant function
f0(t) ≡ f0 ∈ U , t ∈ R, for which D
(B)(f(.), f0(.)) = 0, therefore, there is a set
T ∈ B(R) such that κ˜ (T ) = 0 and ρ(f(t), f0) < ǫ for all t ∈ T . From this
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(using the measurability of function f(.)) we obtain the assertion to be proved
(furthermore, T1 = T ). Next, suppose that Mod f 6= {0}. Let xj ∈ U , j ∈ N,
be the points determined in Corollary 1.2 for the function f ∈ B(R,U). By
Corollary 1.1, for all j ∈ N we have ρ(f(.), xj) ∈ B(R,R) and Mod ρ(f(.), xj) ⊆
Mod f(.). We choose a number b > 0 such that 2πb ∈ Mod f . Theorem 3.1
implies the existence of b-periodic function gj(.) ∈ C(R,R), j ∈ N, such that
‖gj‖∞ <
ǫ
3 and
κ ({t ∈ R : | ρ(f(t), xj)−
2ǫ
3
+ gj(t) | < δ})→ 0
as δ → +0 (instead of functions gj we could choose one function g0 = gj , j ∈ N,
but it doesn’t change the proof). Let T ′j = { t ∈ R : ρ(f(t), xj) + gj(t) ≤
2ǫ
3 }, j ∈ N. According to Lemma 1.8, we get T
′
j ∈ B(R) and ModT
′
j ⊆
Mod ρ(f(.), xj) +
2π
b Z ⊆ Mod f(.). If t ∈ T
′
j , then ρ(f(t), xj) < ǫ. We denote
T1 = T
′
1 and Tj = T
′
j \
⋃
k < j
T ′k for j ≥ 2. The sets Tj, j ∈ N, are disjoint and⋃
j≤N
Tj =
⋃
j≤N
T ′j for all N ∈ N. It follows from Lemma 2.1 that Tj ∈ B(R),
ModTj ⊆ Mod f . Furthermore, ρ(f(t), xj) < ǫ for all t ∈ Tj , j ∈ N, and
for every N ∈ N and a.e. t ∈ R\
⋃
j≤N
Tj we have ρ(f(t), xj) >
ǫ
3 for all j =
1, . . . , N . Hence (see Corollary 1.2) measR \
⋃
j
Tj = 0 and (see (1.1) for δ =
ǫ
3 )
κ˜
( ⋃
j≤N
Tj
)
→ 0 as N → +∞, that is, {Tj} ∈M (B)(Mod f). 
4 Proof of Theorem 3.1
Lemma 4.1. Let F ∈ A(B), ∆ > 0. Then for any ǫ ∈ (0, 1] there exist numbers
δ = δ(ǫ,∆) > 0 and α˜ = α˜(ǫ,∆,F) > 0 such that for all α ≥ α˜ and all functions
f ∈ F
κ ({t ∈ R : | f(t) + ∆ sinαt | < δ}) < ǫ .
Proof. Let us choose a number N = N(ǫ) ∈ N for which (N + 1)−1 < ǫ2 (then
N ≥ 2). Let
ǫ ′
.
=
1
2
ǫN−1(N + 1)−1 ≤
ǫ
12
< 1 , δ ′
.
= 2 sin
π
2N
sin
πǫ ′
2
,
δ = δ(ǫ,∆)
.
= min {1,
1
3
δ ′∆} .
There is a number τ0 = τ0(ǫ,∆,F) > 0 such that the inequality
D (B)(f(.), f(.+ τ)) < ǫ ′δ
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holds for all f ∈ F and τ ∈ [0, τ0]. We define the number α˜ = πτ
−1
0 . Let
0 < τ ≤ τ0 , α
.
= πτ−1 ≥ α˜. For all j = 1, . . . , N (and all functions f ∈ F) let
us define the sets
Lj(f, τ) = {t ∈ R : | f(t+
j
N
τ)− f(t) | ≥ δ} .
We have
κ (Lj(f, τ)) ≤
1
δ
lim
b→+∞
1
2b
b∫
−b
min {1, | f(t+
j
N
τ)− f(t) |} dt =
=
1
δ
D (B)(f(.), f(.+
j
N
τ)) < ǫ ′ .
For j = 1, . . . , N we also consider the sets
Nj(τ) = {t ∈ R : | cosα(t+
j
2N
τ) sin
αj
2N
τ | ≤
δ ′
2
} .
If t ∈ Nj(τ), then
| cos(αt+
jπ
2N
) | ≤
1
2
δ ′ sin−1
π
2N
= sin
πǫ ′
2
,
therefore, the number t belongs to one of closed intervals [β−s , β
+
s ], s ∈ Z, where
β±s =
(
s+
1
2
) π
α
−
jπ
2Nα
±
πǫ ′
2α
,
and hence κ (Nj(τ)) ≤ ǫ
′. In what follows, we shall suppose that the sets
Lj(f, τ) contain (in addition) the numbers t ∈ R for which at the least one
of the functions f(t), f(t+ jN τ) is not defined (these numbers form the set of
measure zero). Let
L(f, τ) =
N⋃
j=1
(N−j⋃
s=0
(Lj(f, τ)−
s
N
τ)
)
(here Lj(f, τ) −
s
N τ = {t = η −
s
N τ : η ∈ Lj(f, τ)}). Since κ (Lj(f, τ)) < ǫ
′,
j = 1, . . . , N , we get
κ (L(f, τ)) <
1
2
N(N + 1)ǫ ′ =
ǫ
4
.
If t ∈ R\L(f, τ), then
| f(t+
j1
N
τ)− f(t+
j2
N
τ) | < δ
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for all j1 , j2 ∈ {0, 1, . . . , N}. Let
N (τ) =
N⋃
j=1
( N−j⋃
s=0
(Nj(τ)−
s
N
τ)
)
.
Since κ (Nj(τ)) < ǫ
′, j = 1, . . . , N , we also get
κ (N (τ)) <
1
2
N(N + 1)ǫ ′ =
ǫ
4
.
If t ∈ R\N (τ), then for all j1 , j2 ∈ {0, 1, . . . , N}, j1 < j2 , we have
|∆sinα(t+
j1
N
τ)−∆sinα(t+
j2
N
τ) | =
= 2∆ | cosα(t+
j1
N
τ +
j2 − j1
2N
τ) sinα
j2 − j1
2N
τ | > ∆δ ′ ≥ 3δ .
Let G(t) = f(t) + ∆ sinαt, t ∈ R. We define the set
O(f, τ) = R\(L(f, τ)
⋃
N (τ)) .
For each t ∈ O(f, τ) either |G(t + jN τ) | ≥ δ for all j = 0, 1, . . . , N or there
exists a number j0 ∈ {0, 1, . . . , N} such that |G(t +
j0
N τ) | < δ. Consider the
minimal number j0 for which the last inequality holds. If j0 < N , then for every
j ∈ {j0 + 1, . . . , N} we have
|G(t+
j
N
τ)−G(t+
j0
N
τ) | ≥
≥ |∆sin α(t+
j
N
τ)−∆sin α(t+
j0
N
τ) |−| f(t+
j
N
τ)−f(t+
j0
N
τ) | > 3δ−δ = 2δ ,
and therefore, |G(t+ j
N
τ) | > δ. We have got that in the case t ∈ O(f, τ) there
is at most one number t+ jN τ , j = 0, 1, . . . , N , such that |G(t+
j
N τ) | < δ. Let
P = {t ∈ R : |G(t) | < δ},
χ˜(t)
.
=
N∑
j=0
χP (t+
j
N
τ) , t ∈ R .
We have
lim
b→+∞
1
2b
b∫
−b
χ˜(t) dt = (N + 1) κ (P ) .
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On the other hand, χ˜(t) ≤ 1 for all t ∈ O(f, τ), hence
lim
b→+∞
1
2b
b∫
−b
χ˜(t) dt ≤
≤ lim
b→+∞
1
2b
∫
[−b,b]∩O(f,τ)
χ˜(t) dt+ lim
b→+∞
1
2b
∫
[−b,b] \O(f,τ)
χ˜(t) dt ≤
≤ 1 + (N + 1) κ (L(f, τ)
⋃
N (τ)) < 1 +
1
2
(N + 1) ǫ .
Therefore, κ (P ) < 1N+1 +
ǫ
2 < ǫ .
Corollary 4.1. Let F ∈ A(B), ∆ > 0. Then for any ǫ ∈ (0, 1] there exist
numbers δ = δ(ǫ,∆) > 0 and α˜ = α˜(ǫ,∆,F) > 0 such that for every function
g ∈ L∞(R,R), for which ‖g‖∞ ≤ δ, and for all α ≥ α˜ and all functions f ∈ F
κ ({t ∈ R : | f(t) + ∆ sinαt+ g(t) | < δ}) < ǫ .
Proof of Theorem 3.1. Let ∆0 =
∆
2
, f0(.) = f(.) (for all functions f ∈ F). By
Corollary 4.1, there are numbers δ0 = δ0(∆) > 0 and α0 = α0(b,∆,F) ∈
2π
b N
such that for all functions f1(t)
.
= f0(t) + ∆0 sinα0t, t ∈ R, and all functions
g˜1 ∈ L
∞(R,R), for which ‖g˜1‖∞ ≤ δ0 , the inequality
κ ({t ∈ R : | f1(t) + g˜1(t) | < δ0}) < 2
−1 (4.1)
holds, furthermore {f1(.) : f ∈ F} ∈ A
(B). We shall successively for j = 1, 2, . . .
find numbers ∆j = ∆j(∆) > 0, δj = δj(∆) > 0, αj = αj(b,∆,F) ∈
2π
b N and
functions fj+1 ∈ B(R,R) dependent on fj , ∆j and αj , for which {fj+1(.) :
f ∈ F} ∈ A(B). If the numbers ∆k , δk , αk and the functions fk+1 have been
found for all k = 0, . . . , j − 1, where j ∈ N, then we choose the number
∆j = ∆j(∆) > 0 such that the inequalities ∆j < 2
−(j+1)∆, ∆j ≤ 2
−jδ0 ,
∆j ≤ 2−(j−1)δ1 , . . . , ∆j ≤ 2−1δj−1 hold. Further (according to Corollary 4.1),
choose numbers δj = δj(∆) > 0 and αj = αj(b,∆,F) ∈
2π
b N such that for all
functions fj+1(t)
.
= fj(t)+∆j sinαjt, t ∈ R, and all functions g˜j+1 ∈ L∞(R,R),
for which ‖g˜j+1‖∞ ≤ δj , the inequality
κ ({t ∈ R : | fj+1(t) + g˜j+1(t) | < δj} < 2
−j−1 (4.2)
holds. Furthermore, we also have {fj+1(.) : f ∈ F} ∈ A(B). Next, let us set
g(t) =
+∞∑
j=0
∆j sin αjt , t ∈ R .
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Since ∆0 =
∆
2
and ∆j < 2
−(j+1)∆ for all j ∈ N, it follows that the function g(.)
is continuous and b-periodic. Moreover,
‖g‖∞ ≤
+∞∑
j=0
∆j < ∆ .
We define the functions
gj(t) =
+∞∑
k=j
∆k sin αkt , t ∈ R , j ∈ N .
For all t ∈ R we have
|gj(t)| ≤
+∞∑
k=j
∆k ≤
+∞∑
k=j
2−k+j−1δj−1 = δj−1 .
Hence, it follows from (4.1) and (4.2) that for all numbers j = 0, 1, . . . (and all
functions f ∈ F) the inequality
κ ({t ∈ R : | f(t) + g(t) | < δj} < 2
−j−1
holds. The proof of Theorem 3.1 is complete.
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