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Chapter 1
Introdution
The Standard Model (SM) of partile physis is in perfet agreement with
all present aelerator experiments
1
. There are, however, signals that point
beyond the SM. These an be either theoretial or experimental indiations.
On the theoretial side one ould mention the problems the SM suers from:
too many parameters, triviality of the Higgs setor, Landau-pole in the U(1)
setor, et. On the experimental side there are only indiret signals. In my
thesis I will deal with two suh indiations.
The rst one is the presene of baryoni matter around us. The SM seems
to provide a mehanism for produing nonzero baryon number starting from
symmetri initial onditions. This requires a strong rst order nite temper-
ature eletroweak phase transition. However, it turned out that for a rst
order phase transition the mass of the Higgs partile has to be less then
72 GeV above whih only a rapid ross-over an be seen. Sine the experi-
mental lower bound on the Higgs boson mass is muh higher, SM baryoge-
nesis is ruled out. In order to avoid the onlusion that the present baryon
number was simply an initial ondition we need to go beyond the Standard
Model. The most attrative extension of the SM is the Minimal Supersym-
metri Standard Model (MSSM). In the next hapter I will investigate the
possibility of baryogenesis in the MSSM.
1
Reently the anomalous magneti moment of the muon has been found to be slightly
dierent from the SM predition [1℄
3
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The seond signal that I disuss in my thesis omes from the observed
osmi rays. The highest energy deteted osmi ray events have marosopi
energy, more than 1020 eV. It is unlikely that these partiles were aelerated
from lower energies to suh a high energy. A more attrative possibility is
that they are the deay produts of some metastable superheavy partile,
usually assoiated with some Grand Unied Theory (GUT). This appealing
possibility learly points far beyond the SM. In the third hapter of this thesis
I give preditions on the density and energy sale of the Ultrahigh energy
osmi ray soures.
The MSSM baryogenesis alulations needed lattie simulations of the
bosoni setor of MSSM. This requires a large amount of CPU time. For this
purpose a PC based superomputer was built at the Eötvös University. In
the fourth hapter I will disuss the hardware and software arhiteture of
this mahine.
In the MSSM projet I worked together with Feren Csikor, Zoltán Fodor
Pál Hegedüs, Tamás Herpay, Antal Jaková and Attila Piróth. The UHECR
alulations were done together with Zoltán Fodor while in the superom-
puter projet Feren Csikor, Zoltán Fodor, Pál Hegedüs, Viktor Horváth and
Attila Piróth were also involved. This also means that only a part of the
results belong to me. My ontribution is the following:
• Writing a 5000 line C program for the MSSM lattie simulations; De-
velopment of the heatbath and overrelaxation algorithms for the Higgs
and squark elds.
• Performing nite temperature simulations to determine the ritial
point of the Eletroweak Phase Transition and then zero temperature
simulations to measure the mass spetrum.
• Determining the phase diagram of MSSM in the m2UT plane in the
innite volume limit. Finding the bubble wall prole during the phase
transition and measuring the width of the wall and the hange of the
ratio of the two Higgs expetation values.
• Determining the density of ultrahigh energy osmi ray soures based
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on the lustering features of observations.
• Finding the P (r, E, Ec) funtion whih gives the probability that a
partile produed with energy E is deteted above the energy Ec after
propagation over a distane r.
• Determining the fragmentation funtion of the proton at high energies.
• Finding the mass of the superheavy partile that ould be the soure
of ultrahigh energy osmi rays.
• Writing the job management system and the kernel driver for the om-
muniation ards of the PMS superomputer.
In my thesis I will onentrate on these aspets of the problems. I have four
publiations onneted to my thesis:
• F. Csikor, Z. Fodor, P. Hegedüs, A. Jaková, S. D. Katz and A. Piróth,
Phys. Rev. Lett. 85, 932 (2000).
• Z. Fodor and S. D. Katz, Phys. Rev. D 63, 023002 (2001).
• Z. Fodor and S. D. Katz, Phys. Rev. Lett. 86, 3224 (2001).
• F. Csikor, Z. Fodor, P. Hegedüs, V. K. Horváth, S. D. Katz and
A. Piróth, Comput. Phys. Commun. 134, 139 (2001).
The struture of this thesis is as follows. In hapter 2 I briey disuss
the possibilities of eletroweak baryogenesis in the SM and MSSM. Then
I present the methods used for lattie simulations of the bosoni setor of
MSSM and give the results of nite and zero temperature simulations. The
last two setions of this hapter deal with the phase diagram of MSSM and
the prole of the bubble wall during the phase transition.
Chapter 3 deals with ultrahigh energy osmi rays. After a short intro-
dution the density of soures is determined. The interesting assumption
that the soures of these osmi rays an be superheavy partiles is disussed
in setion 3.2.
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In hapter 4 the PMS superomputer is desribed. Both the hardware and
sofware arhitetures are disussed in detail and results for the performane
are also given.
Chapter 2
MSSM Baryogenesis
2.1 Baryogenesis in the Standard Model
The world around us is made up of baryoni matter. This fat an be ver-
ied by observations in our viinity. For distant regions of the Universe we
have only indiret signals. If in some distant segment of the Universe anti-
world domains existed, the annihilation at the world  anti-world domain
walls should aet the diuse osmi gamma-ray bakground. The observed
gamma-ray spetrum does not seem to support the possibility of anti-world
domains [2℄.
The observed asymmetry an either be aepted as an initial ondition at
the Big-Bang or explained by some symmetry breaking mehanism during
the evolution of the Universe. While the rst solution is rather simple, the
seond one gives a real hallenge to partile physis. The nal non-vanishing
baryon number of the universe should be derived from symmetri initial
onditions.
Every baryogenesis senario should fulll three onditions rst stated by
Sakharov [3℄:
1. Baryon number violation
2. C and CP violation
3. Departure from thermal equilibrium
7
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The Standard Model provides an appealing mehanism for baryogenesis. All
three onditions are satised at high temperatures (around 100 GeV) where
the eletroweak phase transition (EWPT) takes plae. Transitions between
the dierent vaua of the system, alled sphalerons, an hange the baryon
number, B. The sphalerons, however, do not only hange B but also the
lepton number L suh that B − L remains onstant. This way a B + L
asymmetry an be generated. The EWPT is the last possibility during the
evolution of the Universe when the baryon number ould be generated [4℄.
In my thesis I will disuss the possibility of eletroweak baryogenesis.
Even if during the EWPT all Sakharov onditions are satised it does
not still mean that the required baryon number will be generated. If the
sphaleron rate is too high all generated B + L asymmetry will be washed
out. The expansion rate of the universe should be large enough to prevent
this. This ondition an be formulated using the expetation value of the
Higgs eld (v) in the symmetry-broken phase and the ritial temperature
(Tc) of the phase transition:
v
Tc
> 1 (2.1)
The forthoming part of this hapter will deal with this ondition.
The rst detailed desription of the EWPT in the SM was based on per-
turbative tehniques [5℄. However, there were O(100%) orretions between
dierent orders of the perturbative expansion for Higgs boson masses larger
than about 60 GeV. This questions the use of perturbation theory in this re-
gion. The dimensionally redued 3d eetive model (e.g. [6℄) was also studied
perturbatively and it gave similar onlusions. To solve the problem of higher
Higgs masses lattie simulations were needed. Both diret four dimensional
simulations [7, 8℄ and redued three dimensional simulations [9℄ were arried
out. The results are in agreement and they ontradit perturbation theory.
While perturbation theory predits a rst order phase transition even for
large Higgs masses, lattie studies show that the strength of the transition
gets weaker and there is an endpoint [10, 11℄ at Higgs massmH = 72±1.4GeV
[11℄.
The present experimental lower limit of the SM Higgs boson mass is by
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several standard deviations larger than the endpoint value. Thus any EWPT
in the SM is exluded. This also means that the SM baryogenesis in the early
Universe is ruled out.
2.2 Baryogenesis in the MSSM
In order to explain the observed baryon asymmetry, extended versions of
the SM are neessary. Clearly, the most attrative possibility is MSSM. A-
ording to perturbative preditions the strength of the EWPT in the MSSM
depends strongly on the salar masses [12℄. Sine now there are more salars
than the Higgs itself they an be used to inrease the Higgs mass while keep-
ing v/Tc above 1. In partiular if the stop mass is smaller than the top mass
then baryogenesis may be possible even for Higgs masses around 100 GeV
[13℄. At two-loop level stop-gluon graphs give a onsiderable strengthening
of the EWPT (e.g. third and fourth paper of [12℄).
A redued 3d version of the MSSM has reently been studied on the
lattie [14℄. It inluded SU(3)×SU(2) gauge elds, the right-handed stop
and a light ombination of the Higgses. The results show that the EWPT
an be strong enough, i.e. v/Tc>1, up to mh≈105 GeV and mt˜≈165 GeV,
where mh is the mass of the lightest neutral salar and mt˜ is that of the stop
squark.
In this hapter I study the EWPT in the MSSM on four dimensional
latties. Lattie simulation of fermioni elds is extremely CPU onsuming.
Fortunately all problems arising in the perturbative approah ome from the
bosoni setor of the theory. Thus we an nd a mixed solution: simulating
only the bosoni setor on the lattie, and taking fermions into aount per-
turbatively [16℄. In fat the method we used is to study almost the whole
bosoni setor on the lattie and then to tune perturbation theory to get the
same results. This alibrated perturbation theory is then used to orret
lattie results at dierent lattie spaings to be on a line of onstant physis
(LCP).
Our analysis extends the 3d study [14℄ in two ways:
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1. We use 4d latties instead of 3d. This way the bosoni elds are di-
retly put on the lattie and the unertainties oming from dimensional
redution are missing. Using unimproved lattie ations the leading
orretions due to the nite lattie spaings are proportional to a in 3d
and only to a2 in 4d. For O(a) improvement in the 3d ase f. [17℄.
In 4d simulations we also have diret ontrol over zero temperature
renormalization eets.
2. We inlude both Higgs doublets, not only the light ombination. A-
ording to standard baryogenesis senarios (see e.g. [18℄) the generated
baryon number is onneted to the the expetation values and the rel-
ative phase of the two Higgs elds in the bubble wall. I will study the
properties of the bubble wall in setion 2.7.
In the following setions I will disuss the lattie simulations of the bosoni
setor of MSSM in detail.
2.3 MSSM on the lattie
2.3.1 The Lagrangian
In order to have a reasonably simple Lagrangian while not negleting impor-
tant eets, we deided to ignore salars with small Yukawa ouplins and the
U(1) fator whih an easily be treated perturbatively. The elds we kept
are the following:
• SU(3) and SU(2) gauge elds of the strong and weak interations: A(s)µ
and A(w)µ ;
• two Higgs doublets: H1 and H2;
• left handed stop-sbottom doublet: Qij where i is the SU(3) index while
j is the SU(2) index;
• right handed stop and sbottom elds: Ui and Di.
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The ontinuum Lagrangian in standard notation reads
L = Lg + Lk + LV + Lsm + LY + Lw + Ls. (2.2)
The gauge part is
Lg =
1
4
· F (w)µν F
(w)µν +
1
4
· F (s)µν F
(s)µν
(2.3)
with the usual eld-strength tensor. The kineti part is the sum of the
ovariant derivative terms of all salars:
Lk = (D
(w)
µ H1)
†(D(w)µH1) + (D
(w)
µ H2)
†(D(w)µH2)
+(D(ws)µ Q)
†(D(ws)µQ) + (D(s)µ U
∗)†(D(s)µU∗) + (D(s)µ D
∗)†(D(s)µD∗). (2.4)
The potential term for the Higgs elds reads
LV = m
2
12[α1|H1|
2 + α2|H2|
2 − (H†1H˜2 + h.c.)]
+
g2w
8
· (|H1|
4 + |H2|
4 − 2|H1|
2|H2|
2 + 4|H†1H2|
2), (2.5)
for whih two dimensionless mass parameters are dened:
α1 = m
2
1/m
2
12, α2 = m
2
2/m
2
12. (2.6)
One gets
Lsm = m
2
Q|Q|
2 +m2U |U |
2 +m2D|D|
2
(2.7)
for the squark mass part, and
LY = h
2
t (|QU |
2 + |H2|
2|U |2 + |Q†H˜2|
2) (2.8)
for the dominant Yukawa part. The quarti parts ontaining the squark elds
read
Lw =
g2w
8
· [2{Q}4−|Q|4+4|H†1Q|
2+4|H†2Q|
2−2|H1|
2|Q|2−2|H2|
2|Q|2] (2.9)
and
Ls =
g2s
8
·
[
3{Q}4 − |Q|4 + 2|U |4 + 2|D|4 − 6|QU |2
−6|QD|2 + 6|U †D|2 + 2|Q|2|U |2 +2|Q|2|D|2 − 2|U |2|D|2
]
, (2.10)
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where
{Q}4 = Q∗iαQ
∗
jβQiβQjα. (2.11)
The salar trilinear ouplings have been omitted for simpliity. It is straight-
forward to obtain the lattie ation, for whih we used the standard Wilson
plaquette, hopping and site terms.
2.3.2 Monte-Carlo tehniques
We used loal updates for all elds. The rst implementation used the sim-
plest Metropolis algorithm. However, using this method O(100) sweeps were
neessary to get independent ongurations even for the smallest latties.
The autoorrelation funtion whih gives the orrelation between subsequent
ongurations is dened as:
a(τ) =< AnAn+τ > − < An >< An+τ >, (2.12)
where Ai is the value of some observable on the i-th onguration. The
autoorrelation funtion usually deays exponentially with τ , the deay rate
gives the autoorrelation time. Sine this autoorrelation time is huge for the
Metropolis algorithm, it is neessary to use faster updating algorithms. For
the gauge elds we used the standard overrelaxation and heatbath updates.
For the salar elds we had to improve the method used for the simulations of
the SU(2)-Higgs model [7, 8℄, sine the salar ouplings are more ompliated.
In the following I desribe the overrelaxation and heatbath algorithms for the
salar elds.
Overrelaxation algorithm
The goal of the overrelaxation algorithm is to generate new eld ongura-
tions while keeping the ation unhanged. In eah step only one eld at one
lattie site is updated. Let the updated eld at a given lattie site be φ. It
is an N omponent omplex vetor, where N = 2 for the Higgs elds and
N = 3 for the squark elds. The lattie ation an be written as:
S = S0 + φ
†Mφ + b†φ+ λ|φ|4, (2.13)
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where S0 is independent of φ, M is an N × N hermitian matrix, b is an N
omponent omplex vetor and λ is a salar. The values of M , b and λ are
all independent of φ and an be obtained as a funtion of other elds and
the given eld at other sites.
We would like to update the vetor φ suh that S remains unhanged. Due
to the quarti term it is rather diult to keep S unhanged. However, if the
ation hanges only slightly then an additional Metropolis aept-rejet step
with a high aeptane rate an be performed. If the quarti term vanishes,
the ation is invariant under the update:
φ→ 2 · φ0 − φ, (2.14)
where the ation has a loal minimum at φ = φ0, i.e. 2 · Mφ0 + b = 0.
For λ 6= 0 this is of ourse not an exat overrelaxation step, so it has to be
orreted with a Metropolis step. Unfortunately, if the expetation value of
the updated eld is large (whih is the ase for the Higgs elds in the broken
phase), the quarti term beomes large and the Metropolis aeptane rate
gets too low. The algorithm an be improved in the following way. The
ation an be rewritten as:
S = S ′0 + φ
†(M + 2Aλ · 1)φ+ b†φ+ λ
(
|φ|2 − A
)2
. (2.15)
This is learly equal to (2.13), only the onstant term (S ′0) has hanged. A
part of the quarti term was moved to the quadrati term. By hoosing
the value of A arefully, the Metropolis aeptane rate an be signiantly
inreased. The value of A is hosen to be a onstant for all lattie sites and
it is tuned to give the best aeptane rate during thermalization. Using this
method we found the aeptane rate being above 90% for all salar elds.
Heatbath algorithm
In the heatbath algorithm, the updated φ is not obtained from its previous
value but is generated diretly aording to the desired distribution. The
quarti term makes things again ompliated. Just as before, we an intro-
due the A parameter whih onverts a part of the quarti term to quadrati.
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Using an iterative tehnique the value of A an be set to be equal to |φ0|
2
,
where the non-quarti part of the ation has its minimum at φ0:
2 · (M + 2Aλ · 1)φ0 + b = 0. (2.16)
Let χ = φ− φ0. Then, using 2.16, the ation an be written as:
S = S ′′0 +φ
†
0(M +2Aλ · 1)φ0+ b
†φ0+χ
†(M +2Aλ · 1)χ+λ
(
|φ0 + χ|
2 −A
)2
.
(2.17)
We have to generate φ aording to the distribution e−S. This is done ap-
proximately in the following steps. First we nd A and φ0. Then we generate
χ aording to the distribution exp(−χ†M ′χ) with M ′ = M + 2Aλ · 1. This
will not give exatly the required distribution, so we perform an additional
aept-rejet step with dS = λ (|φ0 + χ|
2 −A)
2
. The generation of χ a-
ording to the given distribution is fairly simple. If we deompose M ′ as
M ′ = L†L then the required distribution is exp(−|Lχ|2). If η is a Gaussian
random vetor then χ = L−1η will have the desired distribution.
As the generated distribution is not exatly the desired distribution (and
hene is orreted by the aept-rejet step), we may all this algorithm as
a quasi-heatbath algorithm. The aeptane rate for all elds was above
90%.
The full update is a ombination of loal overrelaxation and heatbath
steps. Overrelaxation moves fast in the onguration spae while heatbath
ensures ergodiity. We measured the autoorrelation time for this ombined
updating algorithm. Figure 2.1 shows how muh this updating is faster than
the simple Metropolis algorithm for a small 43 × 2 lattie. Using Metropolis
O(100) sweeps are required to have a new independent onguration, while
using the overrelaxation/heatbath ombination eah onguration is prati-
ally independent.
2.4 Lattie simulations
The parameter spae of the above Lagrangian is many-dimensional. Most of
these parameters must have been xed. The experimental values were taken
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Figure 2.1: The autoorrelation funtion for Metropolis (dashed line) and
overrelaxation/heatbath (solid line) algorithms. Γ is dened as the logarithm
of the autoorrelation funtion. The exponential deay an be seen in both
ases. The autoorrelation time is muh higher for the Metropolis algorithm.
for the strong, weak and Yukawa ouplings, and tanβ = 6 is used. For the
bare soft breaking masses our hoie was mQ,D = 250 GeV, mU = 0 GeV in
the squark setor and m12 = 150 GeV in the Higgs setor. The value of α1
was set by the value of tan β (α1 ≈ tanβ) while α2 was used to tune the
system to the ritial point.
Figure 2.2 shows the shemati phase diagram of MSSM in the α1 − α2
plane. We an observe the renormalization eets on the phase boundary.
The tree level boundary is α1 · α2 = 1 while the real boundary (determined
from a few simulation points) has a similar shape but it is shifted. It is
interesting that the phase boundary is more shifted in the α2 diretion than
in the α1 diretion. This is aused by the large top Yukawa oupling sine it
gives a dominant renormalization ontribution to α2 only.
Simulations were performed in two main steps:
1. Finite temperature simulations, when the temporal extension Lt of the
lattie is muh smaller than the spatial extensions Lx,y,z. For a given
Lt we xed all parameters of the Lagrangian exept α2. We used α2
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Figure 2.2: The shemati phase diagram in the α1 − α2 plane. The dashed
line represents the tree level phase boundary, while the solid line shows the
real boundary. The shaded region is unstable where the ation is not bounded
from below.
to tune the system to the transition point. For nding the transition
point, two dierent methods were used whih I will disuss in more
details later. We measured the jump of the expetation value of the
Higgs elds in the transition point. Using latties with dierent spatial
extensions, we performed innite volume extrapolations both for the
ritial α2 and the Higgs jump.
2. Zero temperature simulations. We used large latties (with large Lt as
well). α2 was set to its innite volume extrapolated value, while all
other parameters were set to be the same as in the nite temperature
ase. We measured the orrelation funtions for the W and Higgs
bosons and Wilson-loops. The W orrelation length gives the inverse
W mass in lattie units whih determines the lattie spaing. This
makes it possible to express our quantities in physial units rather than
in lattie units.
Both steps were performed for dierent lattie spaings. The lattie spa-
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ing an be hanged by hanging the temporal extension of the nite temper-
ature lattie. We used four dierent temporal extensions, Lt = 2, 3, 4, 5.
While hanging the lattie spaing, we have to hange the bare parameters
of the Lagrangian so that all zero temperature observables remain the same.
We want to keep the system on a line of onstant physis (LCP).
2.4.1 Finite temperature simulations
The rst goal of nite temperature simulations is to determine the ritial
value of α2 at whih a rst order phase transition ours. Depending on the
strength of the phase transition, dierent methods an be eiently used to
nd the value of α2c aurately. First one an get a rough estimate on α2c
if simulations are performed for several dierent α2 values. A hange an
be observed in the length of the seond Higgs eld |H2|
2
around the ritial
point. Then olleting large statistis near the ritial point, the Ferrenberg-
Swendsen reweighting tehnique [19℄ an be applied to get information about
observables belonging to slightly dierent α2 values. We used two dierent
methods to nd the ritial point.
Lee-Yang zeros
The method of Lee-Yang zeros [20℄ an be applied if the phase transition is
not too strong and during the simulations the system an walk between the
dierent phases.
The free energy is singular in a rst order phase transition point, whih
means that the partition funtion vanishes. For nite volumes the free energy
singularity, the roots of the partition funtion will not be real any more. If
we analytially ontinue the partition funtion into the omplex α2 plane,
we an nd these zeroes. Fortunately as we inrease the lattie volume, the
imaginary parts of these Lee-Yang zeros tend to be zero. The partition fun-
tion at arbitrary α2 (not too far from the simulation point) an be obtained
by the reweighting mentioned before. We may then look for the zeros of the
partition funtion in the omplex plane and the real part of the root with
smallest imaginary part will give the ritial point to a high auray.
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Constrained simulations
Lee-Yang zeros an not be found (or fake zeros are found) if the phase tran-
sition is too strong. In these ases the system is usually stuk into one of the
phases and due to the superritial slowing down the updating algorithm
is not able to evolve it to the other phase.
A solution to this problem is not to let the system go to any of the
phases. Instead, we onstrain the value of the order parameter (in our ase
|H2|
2
averaged over the lattie) in a small interval between the two phases
[21℄. All ongurations that have an order parameter out of this interval are
rejeted. If we are at the ritial point then the system an minimize its
free energy in a way that two separate phases are formed at two dierent
parts of the lattie. The denition of the ritial point is in this ase that
the distribution of the order parameter on the seleted interval should be
uniform. This denition may slightly depend on the hoie of the interval
between the two phases, however, this dependene vanishes in the innite
volume limit.
Finite temperature results
In the following I present the results of nite temperature simulations. Four
dierent temporal lattie extensions were used (Lt = 2, 3, 4, 5). Figure 2.3
shows the distribution of the order parameter in the transition point on a
43 × 2 lattie. It is easy to identify the two phases, the transition is learly
of rst order.
Using the method of Lee-Yang zeros, the ritial α2 value was found for
several spatial lattie extensions. Figure 2.4 shows the nite volume saling
of ritial points for Lt = 3. One an observe that the ritial points sale
well with 1/V (exept for the smallest volumes) and this property an be
used to extrapolate to innite volume. The innite volume α2 is found to be
α2c = −0.96137(3). The jump of the order parameter an be measured from
histograms like Figure 2.3 and an innite volume extrapolation an also be
done.
Table 2.1 shows α2c and v/T for the four dierent temporal extensions.
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Figure 2.3: The distribution of the order parameter |H2|
2
in the transition
point. The two separate peaks learly indiate a rst order phase transition.
Figure 2.4: The ritial α2 values for dierent lattie volumes as a funtion
of the inverse volume.
The errors were obtained by using a jakknife analysis. We an observe that
both α2c and the Higgs jump inreases as we go to the ontinuum limit.
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Lt 2 3 4 5
α2c -1.0005(5) -0.96137(3) -0.9575(1) -0.95504(2)
v/T 1.50(1) 1.83(5) 1.99(2) 2.12(1)
Table 2.1: The ritial α2 values and v/T for dierent temporal lattie
extensions.
2.4.2 Zero temperature simulations
After performing nite temperature simulations and nding the ritial α2
values we have to arry out zero temperature simulations to measure the
mass spetrum at the given physial point. The masses of partiles an be
extrated from two-point funtions of eld operators. For the Higgs mass we
measured the orrelation funtions:
cij(x, y) =< |Hi(x)|
2|Hj(y)|
2 >, (2.18)
with i, j = 1, 2 for the two Higgs elds. The lightest Higgs mass an be
obtained from the exponential tails of these orrelation funtions. For the
W mass the same operators were used as in [8℄. The results for the Higgs
and W masses and their ratio RHW is given in Table 2.2. The errors were
alulated again by a jakknife analysis. We an see from the data that not
an exat line of onstant physis was followed. Thus we need perturbative
orretions whih we inlude in the next setion.
Lt 2 3 4 5
mH 0.325(6) 0.124(10) 0.088(6) 0.070(10)
mW 0.594(12) 0.335(8) 0.253(18) 0.211(20)
RHW 0.547(15) 0.370(31) 0.348(34) 0.332(57)
Table 2.2: The lightest Higgs and W masses in lattie units and their ratio
for dierent temporal lattie extensions. Lt is the temporal lattie extension
of the orresponding nite temperature lattie.
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2.5 Comparison with perturbation theory
We ompared our simulation results with perturbation theory. We used
one-loop perturbation theory without applying high temperature expansion
(HTE). A spei feature was a areful treatment of nite renormalization
eets, by taking into aount all renormalization orretions and adjusting
them to math the measured zero temperature spetrum [22℄. We studied
also the eet of the dominant nite temperature two-loop diagram (setting-
sun stop-gluon graphs, f. fth ref. of [12℄), but only in the HTE. Sine the
infrared behavior of the setting-sun graphs is not fully understood, we used
the one-loop tehnique with the zero temperature sheme dened above. This
type of one-loop perturbation theory was also applied to orret the measured
data to some xed LCP quantities, whih are dened as the averages of re-
sults at dierent lattie spaings, (i.e. our referene point, for whih the most
important quantity is the lightest Higgs mass).
The bare squark mass parameters m2Q, m
2
U , m
2
D reeive quadrati renor-
malization orretions. As it is well-known, one-loop lattie perturbation the-
ory is not suient to determine these orretions reliably, thus we used the
following method. We rst determined the position of the non-perturbative
olor-breaking phase transitions in the bare quantities (see next setion).
These quantities were ompared with the predition of the ontinuum per-
turbation theory, whih yielded the renormalized mass parameters on the
lattie.
Figure 2.5 ontains the ontinuum limit extrapolation for the normalized
jump of the order parameter (v/Tc: upper data) and the ritial temperature
(Tc/mW : lower data). The shaded regions are the perturbative preditions
at our referene point (see above) in the ontinuum. Their widths reet the
unertainty of our referene point, whih is dominated by the error of mh.
Note that v/Tc is very sensitive tomh, whih results in the large unertainties.
Results obtained on the lattie and in perturbation theory agree reasonably
within the estimated unertainties. It might well be that the Lt=2 results are
not in the saling region; leaving them out from the ontinuum extrapolation
the agreement between the lattie and perturbative results is even better.
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Figure 2.5: The normalized jump and the ritial temperature in the ontin-
uum limit.
2.6 The phase diagram of bosoni MSSM
As the bare squark mass parameter m2U is dereased, the system an go to a
so-alled olor-breaking phase where the SU(3) symmetry is spontaneously
broken. As mentioned in the previous setion, the knowledge of this well-
dened transition point helps us to perform the squark mass renormalization.
We determined the phase diagram in the m2Uα2 plane in the innite volume
limit and after performing zero temperature simulations we ould transform it
to the physialm2UT sales. The phase transition to the olor-breaking phase
is muh stronger than the one between the symmetri and Higgs phases, so
we used the onstrained simulation method to obtain the ritial m2U values.
Figure 2.6. shows the phase diagram in them2UT plane. One an identify
three phases. The phase on the left (large negative m2U and small stop mass)
is the olor-breaking phase. The phase in the upper right part is the symmet-
ri phase, whereas the Higgs phase an be found in the lower right part. The
line separating the symmetri and Higgs phases was obtained from the Lt = 3
simulations, whereas the lines between these phases and the olor-breaking
one were determined by keeping the lattie spaing xed, while inreasing
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and dereasing the temperature by hanging Lt to 2 and 4, respetively. The
shaded regions indiate the unertainty in the ritial temperatures. The
qualitative features of this piture are in omplete agreement with pertur-
bative and 3d lattie results [12, 13, 14℄; however, our hoie of parameters
does not orrespond to a two-stage symmetri-Higgs phase transition. In
this two-stage senario there is a phase transition from the symmetri to
the olor-breaking phase at some T1 and another phase transition ours at
T2 < T1 from the olor-breaking to the Higgs phase. It has been argued [23℄
that in the early universe no two-stage phase transition took plae.
Figure 2.6: The phase diagram of the bosoni theory obtained by lattie
simulations.
2.7 Analysis of the bubble wall
In order to produe the observed baryon asymmetry, a strong rst order
phase transition is not enough. Aording to standard MSSM baryogenesis
senarios [18℄ the generated baryon asymmetry is diretly proportional to the
variation of β through the bubble wall separating the Higgs and symmetri
phases. By using elongated latties (2 ·L2 · 192), L=8,12,16 at the transition
point we studied the properties of the wall. We performed onstrained sim-
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ulations in the transition point (see setion 2.4.1). The length of the seond
Higgs eld was restrited to a small interval between its values in the bulk
phases. As a onsequene, the system utuated around a onguration with
two bulk phases and two walls between them. In order to have the smallest
possible free energy, the walls are perpendiular to the long diretion. To
nd the wall prole we measured the average of both Higgs elds on eah
timeslie separately. When taking the averages of the wall proles one has
to be areful. Due to translational symmetry the loation of the walls is
dierent for dierent ongurations. Before taking an average the dierent
ongurations should be appropriately shifted. The required shift between
two samples an be obtained by minimizing the following distane:
d =
192∑
i=1
(
Φ1i − Φ2(i+k)
)2
σ21i + σ
2
2(i+k)
, (2.19)
where Φ1i (Φ2(i+k)) is the average of one of the Higgs elds on the i-th (i+k-
th) timeslie on the rst (seond) sample and the σ-s are the orresponding
standard deviations. k is the relative shift of the two samples (i + k is of
ourse meant by modulo 192).
Figure 2.7 shows the bubble wall proles for both Higgs elds after av-
eraging O(50000) ongurations for L = 12. The wall proles are similar
for L = 8 and L = 16. The width of the wall (w) an be obtained by
tting a + b · tanh(2(x−x0)
w
) to the wall prole. The width slightly depends
on the ross size of the lattie. We found w = [A + B · log(aLTc)]/Tc with
A = 10.8 ± .1 and B = 2.1 ± .1. This behavior indiates that the bubble
wall is rough and without a pining fore of nite size its width diverges very
slowly (logarithmially) [24℄. For the same bosoni theory the perturbative
approah predits (11.2± 1.5)/Tc for the width.
Transforming the data of Figure 2.7 to |H2|
2
as a funtion of |H1|
2
, we
obtain Figure 2.8. We an see that the relation between the lengths of the
Higgs elds is almost linear. However, the slopes at the two ends signiantly
dier. From this dierene we an ompute the variation of β through the
bubble wall: ∆β = 0.0061±0.0003. The perturbative predition at this point
is 0.0046 ± 0.0010. Thus perturbative studies suh as [25℄ are onrmed by
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Figure 2.7: The prole of the bubble wall for both of the Higgs elds for the
lattie 2 · 122 · 192.
Figure 2.8: The relation between the Higgs elds within the bubble wall.
The variation of beta through the wall an be determined by de slopes at the
two ends.
non-perturbative results.
The errors of the wall width and ∆β were found by a jakknife analysis.
Chapter 3
Ultrahigh energy osmi rays
The existene of Ultrahigh energy osmi rays (UHECRs)  those with energy
above 1020 eV  is a real hallenge for onventional theories of their origin
based on aeleration of harged partiles.
The urrent theories of UHECR an be divided into two broad lasses: the
bottom-up and top-down senarios. They are opposite to eah other. In
the bottom-up senarios it is assumed that UHECRs are aelerated from
lower enegries in speial astrophysial environments. Some examples are
aeleration in shoks assoiated with supernova remnants, ative galati
nulei (AGNs), powerful radio galaxies, or aeleration in the strong ele-
tri elds generated by rotating neutron stars. In the top-down senarios
UHECRs are the deay produts of some yet unknown metastable superheavy
partiles.
If these UHECRs are onventional partiles suh as nulei or protons, then
above energies of 4×1019 eV they loose a large fration of their energy due to
the Greisen-Zatsepin-Kuzmin (GZK) eet [26℄. This predits a sharp drop
in the osmi ray ux above the GZK uto around 4 ·1019 eV. The available
data shows no suh drop. About 20 events above 1020 eV were observed
by a number of experiments suh as AGASA [27℄, Fly's Eye [28℄, Haverah
Park [29℄, Yakutsk [30℄ and HiRes [31℄. Sine above the GZK energy the
attenuation length of partiles is a few tens of megaparses [32, 33, 34, 35℄, if
an UHECR is observed on earth it must be produed in our viinity (exept
for UHECR senarios based on weakly interating partiles, e.g. neutrinos
26
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[36℄).
Usually it is assumed that at these high energies the galati and extra-
galati magneti elds do not aet the orbit of the osmi rays, thus they
should point bak to their origin within a few degrees. In ontrast to the low
energy osmi rays one an use UHECRs for point-soure searh astronomy.
(For an extragalati magneti eld of µG rather than the usually assumed
nG there is no diretional orrelation with the soure [37℄.)
Though there are some peuliar lustered events [38, 39℄, whih we disuss
in detail in the next setion [40℄, the overall distribution of UHECR on the
sky is pratially isotropi [41℄. This observation is rather surprising sine
in priniple only a few astrophysial sites (e.g. ative galati nulei [42℄ or
the extended lobes of radio galaxies [43℄) are apable of aelerating suh
partiles. Nevertheless none of the UHECR events ame from these dire-
tions [44℄. Soures of extragalati origin (e.g. AGN [45℄, topologial defets
[46℄ or the loal superluster [47℄) should result in a GZK uto, whih is
in disagreement with experiments. Hene it is generally believed [48℄ that
there is no onventional astrophysial explanation for the observed UHECR
spetrum.
The top-down senarios are other andidates to explain the highest
energy events. This possibility will be disussed in setion 3.2. I will onen-
trate on the determination of the mass sale of the superheavy X partile.
The existene of these X partiles would learly point beyond the Standard
Model and the most interesting result is that the mX obtained using the
experimental data is onsistent with the GUT sale [49℄.
3.1 Clustering of UHECR events
The arrival diretions of the UHECRs measured by experiments show some
peuliar lustering: some events are grouped within ∼ 3o, the typial angular
resolution of an experiment. Above 4 · 1019 eV 92 osmi ray events were
deteted, inluding 7 doublets and 2 triplets. Above 1020 eV one doublet out
of 14 events was found [39℄. The hane probability of suh a lustering from
uniform distribution is rather small [39, 38℄. (Taking the average bin 3o the
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probability of generating one doublet out of 14 events is 11%.)
The lustered features of the events initiated an interesting statistial
analysis assuming ompat UHECR soures [50℄. The authors found a large
number, ∼ 400 for the number of soures1 inside a GZK sphere of 25 Mp.
They assumed that
a.) the number of lustered events is muh smaller than the total number
of events (this is a reliable assumption at present statistis; however, for any
number of soures the inrease of statistis, whih will happen in the near
future, results in more lustered events than unlustered);
b.) all soures have the same luminosity whih gives a delta funtion for their
distribution (this unphysial hoie represents an important limit, it gives
the smallest soure density for a given number of lustered and unlustered
events).
.) The GZK eet makes distant soures fainter; however, this feature
depends on the injeted energy spetrum and the attenuation lengths and
elastiities of the propagating partiles. In [50℄ an exponential deay was
used with an energy independent deay length of 25Mp.
In our approah none of these assumptions were used. In addition we
inluded spherial astronomy orretions and in partiular determined the
upper and lower bounds for the soure density at a given ondene level.
As it will be shown, the most probable value for the soure density is really
large; however, the statistial signiane of this result is rather small. At
present the small number of UHECR events allows a 95% ondene interval
for the soure density whih spreads over four orders of magnitude. Sine
future experiments, partiularly Pierre Auger [51℄, will have a muh higher
statistial signiane on lustering (the expeted number of events of 1020
eV and above is 60 per year [52℄), we present our results on the density of
1
Approximately 400 soures within the GZK sphere results in one doublet for 14 events.
The order of magnitude of this result is in some sense similar to that of a high-shool
exerise: what is the minimal size of a lass for whih the probability of having lustered
birthdays at least two pupils with the same birthdays is larger than 50%. In this ase
the number of soures is the number of possible birthdays ∼ 400. In order to get the
answer one should solve 365!/[365k(365− k)!] < 0.5, whih gives as a minimal size k=23.
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soures also for larger number of UHECRs above 1020 eV.
In order to avoid the assumptions of [50℄ a ombined analytial and
Monte-Carlo tehnique will be presented adopting the onventional piture
of protons as the ultrahigh energy osmi rays. Our analytial approah of
Setion 3.1.1 gives the event lustering probabilities for any spae, luminosity
and energy distribution of the soures by using a single additional funtion
P (r, E;Ec), the probability that a proton reated at a distane r with energy
E arrives at earth above the threshold energy Ec [53℄. With our Monte-Carlo
tehnique of Setion 3.1.2 we determine the probability funtion P (r, E, Ec)
for a wide range of parameters.
3.1.1 Analytial approah
The key quantity for nding the distribution funtions for the soure density,
is the probability of deteting k events from one randomly plaed soure. The
number of UHECRs emitted by a soure of λ luminosity during a period T
follows the Poisson distribution. However, not all emitted UHECRs will be
deteted. They might loose their energy during propagation or an simply
go to the wrong diretion.
For UHECRs the energy loss is dominated by the pion prodution in
interation with the osmi mirowave bakground radiation. In ref. [53℄ the
probability funtion P (r, E, Ec) was presented for three spei threshold
energies. This funtion gives the probability that a proton reated at a given
distane from earth (r) with some energy (E) is deteted at earth above
some energy threshold (Ec). The resulting probability distribution an be
approximated over the energy range of interest by a funtion of the form
P (r, E, Ec) ≈ exp[−a(Ec)r
2 exp(b(Ec)/E)] (3.1)
The appropriate values of a and b for Ec/(10
20eV) =1,3, and 6 are, respe-
tively a/(10−4Mpc−2) =1.4, 9.2 and 11, b/(1020eV ) =2.4, 12 and 28.
For the soures we use the seond equatorial oordinate system: x is the
position vetor of the soure haraterized by (r, δ, α) with δ and α being
the delination and right asension, respetively. The features of the Poisson
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distribution enfore us to take into aount the fat that the sky is not
isotropially observed. There is a irumpolar one, in whih the soures
an always be seen, with half opening angle δ′ (δ′ is the delination of the
detetor, for the experiments we study δ′ ≈ 40o − 50o). There is also an
invisible region with the same opening angle. Between them there is a region
for whih the time fration of visibility, γ(δ, δ′) is a funtion of the delination
of the soure. It is straightforward to determine γ(δ, δ′) for any δ and δ′:
γ(δ, δ′) =


0 if −pi/2 < δ ≤ δ′ − pi/2
1− arccos (tan δ′ tan δ)/pi
if δ′ − pi/2 < δ ≤ pi/2− δ′
1 if pi/2− δ′ < δ ≤ pi/2
(3.2)
To determine the probability that a partile arriving from random diretion
at a random time is deteted we have to multiply γ(δ, δ′) by the osine of the
zenith angle θ. In the following we will use the time average of this funtion:
η(δ, δ′) =
1
T
∫ T
0
γ(δ, δ′) · cos θ(δ, δ′, t)dt (3.3)
Sine δ′ is onstant, in the rest of the paper we do not indiate the dependene
on it. Negleting these spherial astronomy eets means more than a fator
of two for the predition of the soure density.
The probability of deteting k events from a soure at distane r with en-
ergy E an be obtained by inluding P (r, E, Ec)Aη(δ)/(4pir
2) in the Poisson
distribution:
pk(x, E, j) =
exp [−P (r, E, Ec)η(δ)j/r
2]
k!
×
[
P (r, E, Ec)η(δ)j/r
2
]k
, (3.4)
where we introdued j = λTA/(4pi) and Aη(δ)/(4pir2) is the probability that
an emitted UHECR points to a detetor of area A. We denote the spae,
energy and luminosity distributions of the soures by ρ(x), c(E) and h(j),
respetively. The probability of deteting k events above the threshold Ec
from a single soure randomly positioned within a sphere of radius R is
Pk =
∫
SR
dV ρ(x)
∫ ∞
Ec
dE c(E)
∫ ∞
0
dj h(j)×
exp [−P (r, E, Ec)η(δ)j/r
2]
k!
[
P (r, E, Ec)η(δ)j/r
2
]k
. (3.5)
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Denote the total number of soures within the sphere of suiently large
radius (e.g. several times the GZK radius) by N and the number of soures
that gave k deteted events by Nk. Clearly, N =
∑∞
0 Ni and the total number
of deteted events is Ne =
∑∞
0 iNi. The probability that for N soures the
numbers of dierent deteted multiplets are Nk is:
P (N, {Nk}) = N !
∞∏
k=0
1
Nk!
PNkk . (3.6)
The value of P (N, {Nk}) is the most important quantity in our analysis of
UHECR lustering. For a given set of unlustered and lustered events (N1
and N2, N3,...) inverting the P (N, {Nk}) distribution funtion gives the most
probable value for the number of soures and also the ondene interval for
it. If we want to determine the density of soures we an take the limit
R→∞, N →∞, while the density of soures S = N/(4
3
R3pi) is onstant.
In order to illustrate the dominant length sale it is instrutive to study
the integrand fk(r) of the distane integration in eqn. (3.5)
Pk =
∫ R
0
(
dr
R
)
fk(r),
fk(r) = Rr
2
∫
dΩρ(x)
∫ ∞
Ec
dE c(E)
∫ ∞
0
dj h(j)×
exp [−P (r, E, Ec)η(δ)j/r
2]
k!
[
P (r, E, Ec)η(δ)j/r
2
]k
. (3.7)
Figure 3.1 shows that f1(r), whih leads to singlet events, is dominated
by the distane sale of 10-15 Mp, whereas f2(r), whih gives doublet
events, is dominated by the distane sale of 4-6 Mp. It is interesting
that the dominant distane sale for singlet events is by an order of mag-
nitude smaller than the attenuation length of the protons at these energies
(la ≈ 110 Mp). This surprising result an be illustrated using a simple
approximation. Assuming that the probability of deteting a partile om-
ing from distane r is proportional to exp(−r/la)/r
2
, P1 will be proportional
to
∫
dΩdrr2 · exp[−j exp(−r/la)/r
2] · exp(−r/la)/r
2
. For the typial j val-
ues the r integrand has a maximum around 4 Mp and not at la. These
typial distanes partly justify our assumption of negleting magneti elds.
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The deetion of singlet events due to magneti elds does not hange the
number of multiplets, thus our onlusions remain unhanged. The typial
distane for higher multiplets is quite small, therefore deetion an be pra-
tially negleted. Clearly, the fat that multiplets are oming from our lose
neighborhood does not mean that the experiments reet just the densities
of these distanes. The overwhelming number of events are singlets and they
ome from muh larger distanes. Note, that these f1(r) and f2(r) funtions
were obtained with our optimal j∗ value (f. Figure 3.5 and explanation there
and in the orresponding text). Using the largest possible j∗ value allowed by
the 95% ondene region the dominant distane sales for f1(r) and f2(r)
funtions turn out to be 30 Mp and 20 Mp, respetively.
Figure 3.1: The distributions f1(r) solid line and f2(r) dashed line of
eqn. (3.7). The singlet and doublet events are dominated by distane sale
of 10-15 Mp and 3-5 Mp, respetively.
Note, that Pk and then P (N, {Nk}) are easily determined by a well-
behaved four-dimensional numerial integration (the α integral an be fa-
torized) for any c(E), h(j) and ρ(r) distribution funtions . In order to
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illustrate the unertainties and sensitivities of the results we used a few dif-
ferent hoies for these distribution funtions.
For c(E) we studied three possibilities. The most straightforward hoie
is the extrapolation of the `onventional high energy omponent' ∝ E−2.
Another possibility is to use a stronger fall-o of the spetrum at energies
just below the GZK uto, e.g. ∝ E−3. These hoies span the range usually
onsidered in the literature and we will study both of them. The third
possibility is to assume that topologial defets generate UHECRs through
prodution of superheavy partiles
2
. Aording to [56℄ these superheavy
partiles deay into quarks and gluons whih initiate multi-hadron asades
through gluon bremsstrahlung. These nally hadronize to yield jets. The
energy spetrum was rst alulated in [59℄ for the Standard Model and in
[60℄ for the Minimal Supersymmetri Standard Model. In Setion 3.2 we will
determine the deay spetrum of X partiles and nd the mX for whih the
agreement with observations is the best. We used this spetrum as the third
hoie of energy distribution, c(E).
In ref. [50℄ the authors have shown that for a xed set of multiplets the
minimal density of soures an be obtained by assuming a delta-funtion
distribution for h(j). We studied both this limiting ase (h(j) = δ(j − j∗))
and a more realisti one with Shehter's luminosity funtion [61℄:
h(j)dj = h · (j/j∗)
−1.25 exp(−j/j∗)d(j/j∗). (3.8)
The spae distribution of soures an be given based on some parti-
ular survey of the distribution of nearby galaxies [62℄ or on a orrelation
length r0 haraterizing the lustering features of soures [53℄. For simpliity
the present analysis deals with a homogeneous distribution of soures ran-
domly sattered in the universe (Note, that due to the Loal Superluster
the isotropi distribution is just an approximation.).
Figure 3.2 shows the resulting Pk(j∗) probability funtions for the dierent
hoies of c(E) and h(j). The overall shapes of them are rather similar;
2
Note, that these partiles are not superheavy dark matter partiles [54℄, whih are
loated most likely in the halo of our galaxy. These superheavy dark matter partiles
an also be onsidered as possible soures of UHECR [55, 56, 57℄ with anisotropies in the
arrival diretion [58℄.
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Figure 3.2: The individual Pk(j∗) funtions for the dierent c(E) and h(j)
hoies. The olumn on the left orresponds to the Dira-delta distribution
h(j) = δ(j − j∗), whereas the olumn on the right shows the results for
Shehter's luminosity distribution. The rst, seond and third rows orre-
spond to the c(E) funtions proportional to E−2, E−3 and the superheavy
deay mode, respetively (see text). On eah panel the individual lines from
top to bottom are: 1− P0, P1, P2, P3, P4 and P5.
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nevertheless, relatively small dierenes lead to quite dierent preditions
for the UHECR soure density. The shoulders of the urves with Dira-
delta luminosity distributions got smoother for Shehter's distribution. The
sales on the gures are hosen to over the 95% ondene regions (see
setion 3.1.3 for details).
Note, that  assuming that UHECRs point bak to their soures  our
lustering tehnique disussed above applies to pratially any models of
UHECR (e.g. neutrinos). One only needs a hange in the P (r, E, Ec) prob-
ability distribution funtion (e.g. neutrinos penetrate the mirowave bak-
ground uninhibited) and use the h(j) and c(E) distribution funtion of the
spei model.
3.1.2 Monte-Carlo study of the propagation
Our Monte-Carlo model of UHECR studies the propagation of UHECR. The
analysis of [63℄ showed that both AGASA and Fly's Eye data demonstrated a
hange of omposition, a shift from heavy iron at 1017 eV to light proton
at 1019 eV. Thus, the hemial omposition of UHECRs is most likely to be
dominated by protons. In our analysis we use exlusively protons as UHECR
partiles. (For suggestions that air showers above the GZK uto are indued
by neutrinos see [36℄.)
Using the pion prodution as the dominant eet of energy loss for protons
at energies > 1019 eV ref. [53℄ alulated P (r, E, Ec), the probability that
a proton reated at a given distane (r) with some energy (E) is deteted
at earth above some energy threshold (Ec). For three threshold energies the
authors of [53℄ gave the approximate formula (3.1).
In our Monte-Carlo approah we determined the propagation of UHECR
on an event by event basis. Sine the inelastiity of Bethe-Heitler pair pro-
dution is rather small (≈ 10−3) we used a ontinuous energy loss approx-
imation for this proess. The inelastiity of pion-photoprodution is muh
higher (≈ 0.2 − 0.5) in the energy range of interest, thus there are only a
few tens of suh interations during the propagation. Due to the Poisson
statistis of the number of interations and the spread of the inelastiity, we
CHAPTER 3. ULTRAHIGH ENERGY COSMIC RAYS 36
will see a spread in the energy spetrum even if the injeted spetrum is
mono-energeti.
In our simulation protons propagate in small steps (10 kp), and after
eah step the energy losses due to pair prodution, pion prodution and the
adiabati expansion are alulated. During the simulation we keep trak
of the urrent energy of the proton and its total displaement. Thus, one
avoids performing new simulations for dierent initial energies and distanes.
The propagation is ompleted when the energy of the proton goes below a
given uto (1018 eV in our ase). For the proton interation lengths and
inelastiities we used the values of [33, 34℄. The deetion due to magneti
elds is not taken into aount, beause it is small for our typial distanes
illustrated in Figure 3.1. This fat justies our assumption that UHECRs
point bak to their soures (for a reent Monte-Carlo analysis on deetion
see e.g. [35℄).
Figure 3.3: The diret Monte-Carlo points and the tted funtion
P (r, E, Ec) = exp
[
−a · (r/ 1Mpc)b
]
for Ec = 10
20
eV and E = 2 · 1020 eV.
The tted urve orresponds to a = 0.0019 and b = 1.695.
Sine it is rather pratial to use the P (r, E, Ec) probability distribution
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funtion we extended the results of [53℄ by using our Monte-Carlo tehnique
for UHECR propagation. In order to over a muh broader energy range
than the parametrization of (3.1) we used the following type of funtion
P (r, E, Ec) = exp
[
−a · (r/1 Mpc)b
]
. (3.9)
Figure 3.3 demonstrates the reliability of this parametrization. The diret
Monte-Carlo points and the tted funtion (eqn. (3.9) with a = 0.0019 and
b = 1.695) are plotted for Ec = 10
20
eV and E = 2 · 1020eV.
Figure 3.4 shows the funtions a(E/Ec) and b(E/Ec) for a range of three
orders of magnitude and for ve dierent threshold energies. Just using the
funtions of a(E/Ec) and b(E/Ec), thus a parametrization of P (r, E, Ec) one
an obtain the observed energy spetrum for any injetion spetrum without
additional Monte-Carlo simulation.
3.1.3 Density of soures
In order to determine the ondene intervals for the soure densities we used
the frequentist method[64℄. We wish to set limits on S, the soure density.
Using our Monte-Carlo based P (r, E, Ec) funtions and our analytial teh-
nique we determined p(N1, N2, N3, ...;S; j∗), whih gives the probability of
observing N1 singlet, N2 doublet, N3 triplet et. events if the true value of
the density is S and the entral value of luminosity is j∗. The probability
distribution is not symmetri and far from being Gaussian. For a given set
of {Ni, i = 1, 2, ...} the above probability distribution as a funtion of S and
j∗ determines the 68% and 95% ondene level regions in the S − j∗ plane.
Figure 3.5 shows these regions for our favorite hoie of model (c(E) ∝ E−3
and Shehter's luminosity distribution) and for the present statistis (one
doublet out of 14 UHECR events). The regions are deformed, thin ellipse-like
objets in the log(j∗) versus log(S) plane. Sine j∗ is a ompletely unknown
and independent physial quantity the soure density an be anything be-
tween the upper and lower parts of the ondene level regions. For this
model our nal answer for the density is 180
+2730(8817)
−165(174) · 10
−3
Mp
−3
, where
the rst errors indiate the 68%, the seond ones in the parenthesis the 95%
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Figure 3.4: The funtions a(E/Ec) left panel and b(E/Ec) right panel
for the probability distribution funtion P (r, E, Ec) using the parametriza-
tion exp[−a · (r/1 Mpc)b] for ve dierent threshold energies (5 · 1019 eV,
1020 eV, 2 · 1020 eV, 5 · 1020 eV and 1021 eV).
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ondene levels, respetively. The hoie of [50℄ Dira-delta like luminosity
distribution and, for instane, onventional E−2 energy distribution gives
muh smaller value: 2.77
+96.1(916)
−2.53(2.70)10
−3
Mp
−3
. For other hoies of c(E) and
h(j) see Table 3.1. Our results for the Dira-delta luminosity distribution
are in agreement with the result of [50℄ within the error bars. Nevertheless,
there is a very important message. The ondene level intervals are so large,
that on the 95% ondene level two orders of magnitude smaller densities
than suggested as a lower bound by [50℄ are also possible.
Figure 3.5: The 1σ (68%) and 2σ (95%) ondene level regions for j∗
and the soure density (14 UHECR with one doublet). The most probable
value is represented by the triangle. The upper and lower boundaries of
these regions give for the soure density 180
+2730(8817)
−165(174) · 10
−3
Mp
−3
on the
68% (95%)ondene level.
As it an be seen there is a strong orrelation between the luminosity
and the soure density. Physially it is easy to understand the piture. For
a smaller soure density the luminosities should be larger to give the same
number of events. However, it is not possible to produe the same multipliity
struture with arbitrary luminosities. Very small luminosities an not give
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multiplets at all, very large luminosities tend to give more than one doublet.
The same tehnique an be applied for any hypothetial experimental
result. For xed {Nk} the above probability funtion determines the 68%
ondene regions in S and j∗. Using these regions one an tell the 68%
ondene interval for S. The most probable values of the soure densities
for xed number of multiplets are plotted on Figure 3.6 with the lower and
upper bounds. The total number of events is shown on the horizontal axis,
whereas the number of multiplets label the lines. Here again, our favorite
hoie of distribution funtions was used: c(E) ∝ E−3 and h(j) of eqn. (3.8).
It is of partiular interest to analyze in detail the present experimental
situation having one doublet out of 14 events. Sine there are some new
unpublished events, too, we studied a hypothetial ase of one or two doublets
out of 24 events. The 68% and 95% ondene level results are summarized
in Table 3.1 for our three energy and two luminosity distributions. It an be
seen that Dira-delta type luminosity distribution really gives smaller soure
densities than broad luminosity distribution, as it was proven by [50℄. Less
pronouned is the eet on the energy distribution of the emitted UHECRs.
The c(E) ∝ E−3 ase gives somewhat larger values than the other two hoies
(c(E) ∝ E−2 or given by the deay of a superheavy partile). The ondene
intervals are typially very large, on the 95% level they span 4 orders of
magnitude. An interesting feature of the results is that doubling the present
statistis with the same lustering features (in the ase studied in the table
this means one new doublet out of 10 new events) redues the ondene
level intervals by an order of magnitude. The redution is far less signiant
if we add singlet events only. Inspetion of Figure 3.6 leads to the onlusion
that experiments in the near future with approximately 200 UHECR events
an tell at least the order of magnitude of the soure density.
3.2 Energy sale of UHECR soures
An interesting idea suggested by refs.[55, 65℄ is that superheavy partiles (SP)
as dark matter ould be the soure of UHECRs. (Metastable reli SPs were
proposed [54℄ before the observation of UHECRs beyond the GZK uto.)
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c(E) h(j) 14 events 1 doublet
∝ E−2 ∝ δ 2.77
+96.1(916)
−2.53(2.70)
∝ E−2 ∝ SLF 36.6
+844(4268)
−34.3(35.9)
∝ E−3 ∝ δ 5.37
+80.2(624)
−4.98(5.25)
∝ E−3 ∝ SLF 180
+2730(8817)
−165(174)
∝ deay ∝ δ 3.61
+116(1060)
−3.30(3.51)
∝ deay ∝ SLF 40.9
+856(4345)
−38.3(40.1)
c(E) h(j) 24 events 1 doublet
∝ E−2 ∝ δ 17.4
+298(2790)
−16.0(17.0)
∝ E−2 ∝ SLF 200
+1230(2428)
−169(182)
∝ E−3 ∝ δ 25.0
+211(1690)
−22.6(24.3)
∝ E−3 ∝ SLF 965
+3220(5613)
−741(821)
∝ deay ∝ δ 20.4
+358(3190)
−18.6(19.9)
∝ deay ∝ SLF 211
+1110(2274)
−174(190)
c(E) h(j) 24 events 2 doublets
∝ E−2 ∝ δ 3.19
+26.4(253)
−2.68(2.99)
∝ E−2 ∝ SLF 41.5
+424(1514)
−36.4(40)
∝ E−3 ∝ δ 6.42
+46.2(193)
−5.46(6.07)
∝ E−3 ∝ SLF 208
+1970(3858)
−182(201)
∝ deay ∝ δ 4.18
+34.5(296)
−3.51(3.92)
∝ deay ∝ SLF 45.4
+457(1556)
−39.7(43.7)
Table 3.1: The most probable values for the soure densities and their
error bars given by the 68% and 95% ondene level regions (the latter in
parenthesis). The numbers are in units of 10−3 Mp−3 The three possible
energy spetrums are given by a distribution proportional to E−2, E−3, or
by the deay of a 1012 GeV partile (denoted by deay). The luminosity
distribution an be proportional to a Dira-delta or to Shehter's luminosity
funtion (denoted by SLF). Results are listed for the observed 1 doublet
out of 14 events and for two hypothetial ases (1 doublet out of 24 events
and 2 doublets out of 24 events).
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Figure 3.6: The most probable values for the density of soures as a funtion
of the total number of events (middle panel). The number of multiplets are
indiated on the individual lines in the form: N2, N3, N4, where N2, N3 and
N4 represent the appropriate values for doublets, triplets and quartets. The
upper and lower panels orrespond to the 84 perentile and 16 perentile
lines (upper and lower bounds of the 68% ondene intervals), respetively.
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In [65℄ extragalati SPs were studied. Ref. [55℄ made a ruial observa-
tion and analyzed the deay of SPs onentrated in the halo of our galaxy.
They used the modied leading logarithmi approximation (MLLA) [66℄ for
ordinary QCD and for supersymmetri QCD [60℄. A good agreement of the
extragalati spetrum with observations was notied in [67℄. Supersymmet-
ri QCD is treated as the strong regime of MSSM. To desribe the deay
spetrum more aurately HERWIG Monte-Carlo was used in QCD [56℄ and
disussed in supersymmetri QCD [68, 69℄, resulting in mX ≈ 10
12
GeV and
≈ 1013 GeV for the SP mass in SM and in MSSM, respetively.
SPs are very eiently produed by the various mehanisms at post in-
atory epohs [70℄. Our analysis of SP deay overs a muh broader lass of
possible soures. Several non-onventional UHECR soures (e.g. extragala-
ti long ordinary strings [71℄ or galati vortons [72℄, monopole-antimonopole
pairs onneted by strings [73℄) produe the same UHECR spetra as deay-
ing SPs.
In my thesis I study the senario that the UHECRs are oming from
deaying SPs and I determine the mass mX of this X partile by a detailed
analysis of the observed UHECR spetrum. I disuss both possibilities that
the UHECR protons are produed in the halo of our galaxy and that they
are of extragalati origin and their propagation is aeted by CMBR. We
did not investigate how an they be of halo or extragalati origin, we just
analyzed their eet on the observed spetrum instead. We assumed that
the SP deays into two quarks (other deay modes would inrease mX in our
onlusion). After hadronization these quarks yield protons. The result is
haraterized by the fragmentation funtion (FF) D(x,Q2) whih gives the
number of produed protons with momentum fration x at energy sale Q.
For the proton's FF at present aelerator energies we use ref. [74℄. We evolve
the FFs in ordinary [75℄ and in supersymmetri [76℄ QCD to the energies of
the SPs. This result an be ombined with the predition of the MLLA
tehnique , whih gives the initial spetrum of UHECRs at the energy mX .
Altogether we studied four dierent models: halo-SM, halo-MSSM, EG-SM
and EG-MSSM.
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3.2.1 Deay and fragmentation of heavy partiles
As in the previous setions we again assumed that UHECRs are dominated
by protons and in our analysis we used them exlusively.
The FF of the proton an be determined from present experiments [74℄.
The FFs at Q0 energy sale are Di(x,Q
2
0), where i represents the dierent
partons (quark/squark or gluon/gluino). The FFs an not be determined
in perturbative QCD. However, their evolution in Q2 is governed by the
Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [75℄:
∂Di(x,Q
2)
∂ lnQ2
=
αs(Q
2)
2pi
∑
j
∫ 1
x
dz
z
Pji(z, αs(Q
2))Dj(
x
z
,Q2), (3.10)
One an interpret Pji(z), the splitting funtion, as the probability density
that a parton i produes a parton j with momentum fration z.
The diret solution of the DGLAP equations is rather diult. We an
introdue the moments of the FFs and splitting funtions:
Mi(n) =
∫ 1
0
xn−1Di(x)dx (3.11)
Aji(n) =
∫ 1
0
xn−1Pji(x)dx (3.12)
In terms of these moments the DGLAP equations have a simple form. Using
the leading order expression for the running oupling onstant αs(Q
2) one
gets:
∂Mi(n, t)
∂t
=
1
β0t
∑
j
Aji(n)Mj(n, t) (3.13)
where t = ln(Q2/Λ2) and β0 =
33−2Nf
6
for QCD and β0 =
27−3Nf
6
for SUSY-
QCD evolution. These linear dierential equations are easy to solve.
We solved the DGLAP equations using this method numerially with the
onventional QCD splitting funtions (for the SM senarios) and with the
supersymmetri ones (for the MSSM senarios) [76℄. We started from the FFs
of ref. [74℄. For the top and the MSSM partons at their threshold energies
we used the FFs of ref. [69℄. While solving the DGLAP equations eah
parton was inluded at its own threshold energy. As the energy inreases,
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the number of avors involved inreases and so β0 dereases. Thus Λ should
be adjusted in order to make the right hand side of (3.13) ontinuous.
We heked that our nal result on mX is insensitive to the hoies of
the top and MSSM parton FFs. The main dierene between the SM and
MSSM ases ame from the dierent β funtions. Table 3.2 and Figure 3.7
shows all the initial FFs we used at dierent energy sales indiated in the
seond olumn of the table.
avor Q0 (GeV) N α β
u = 2d 1.41 0.402 -0.860 2.80
s 1.41 4.08 -0.0974 4.99
c 2.9 0.111 -1.54 2.21
b 9.46 40.1 0.742 12.4
t 350 1.11 -2.05 11.4
g 1.41 0.740 -0.770 7.69
q˜i, g˜ 1000 0.82 -2.15 10.8
Table 3.2: The fragmentation funtions of the dierent partons using the
parametrization D(x) = Nxα(1 − x)β at dierent energy sales (seond ol-
umn).
The fragmentation funtions after beeing evolved to high sales an be
well parametrized as:
D(x) = N1x
α1(1− x)β1 +N2x
α2(1− x)β2 . (3.14)
Table 3.3 gives the fragmentation funtions averaged over the quark avors
for the energy range 1012 eV-1017 eV in this parametrization.
The FFs obtained this way are not aurate for very small x values, sine
even the original FFs are not well known in this region.
At small x values multiple soft gluon emission an be desribed by the
MLLA [66℄. This gives the shape of the total hadroni FF for soft partiles
(not distinguishing individual hadroni speies)
xF (x,Q2) ∝ exp
[
− ln(x/xm)
2/(2σ2)
]
, (3.15)
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u=2d (1.41 GeV)
s (1.41 GeV)
c (2.9 GeV)
b (9.46 GeV)
t (350 GeV)
g (1.41 GeV)
q, g (1 TeV)~  ~
Figure 3.7: The fragmentation funtions of Table 3.2 for the dierent par-
tons.
whih is peaked at xm =
√
Λ/Q with 2σ2 = A ln3/2(Q/Λ). Aording to [60℄
the values of A are
√
7/3/6 and 1/6 for SM and MSSM, respetively. The
MLLA desribes the observed hadroprodution quite aurately in the small
x region [79℄. For large values of x the MLLA should not be used.
We smoothly onneted the solution for the FF obtained by the DGLAP
equations and the MLLA result at a given xc value. Our nal result on mX
is rather insensitive to the hoie of xc, the unertainty is inluded in our
error estimate. The SP deay also produes a huge number of pions. The
total number of produed pions is essential sine they deay to photons whih
loose most of their energy during propagation and give a ontribution to the
low energy photon spetrum. Thus we also determined the FF of the pion.
Figure 3.8 shows the FF for the proton and pion at Q = 1016 GeV in SM and
MSSM.
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log(Q/eV) N1 α1 β1 N2 α2 β2
SM
12. 0.0186 -1.28 3.56 0.199 -1.70 5.26
13. 0.0194 -1.30 3.66 0.186 -1.71 5.36
14. 0.0207 -1.31 3.76 0.175 -1.72 5.47
15. 0.0215 -1.32 3.84 0.165 -1.73 5.56
16. 0.0225 -1.35 3.93 0.157 -1.74 5.66
17. 0.0232 -1.35 4.01 0.150 -1.75 5.75
MSSM
12. 0.026 -1.37 4.23 0.106 -1.77 6.03
13. 0.027 -1.39 4.41 0.0941 -1.79 6.30
14. 0.028 -1.22 4.57 0.0890 -1.80 6.51
15. 0.028 -0.735 4.70 0.0855 -1.80 6.48
16. 0.029 -0.421 4.85 0.0785 -1.81 6.55
17. 0.030 -0.441 5.00 0.0724 -1.82 6.76
Table 3.3: The fragmentation funtions of the proton averaged over the
quark avors for high energies in the SM and MSSM using the parametriza-
tion D(x) = N1x
α1(1− x)β1 +N2x
α2(1− x)β2
3.2.2 Comparison of the predited and the observed
spetra
UHECR protons produed in the halo of our galaxy an propagate prati-
ally unaeted and the prodution spetrum should be ompared with the
observations.
Partiles of extragalati origin and energies above ≈ 5 · 1019 eV loose
a large fration of their energies due to interations with CMBR [26℄. This
eet an be quantitatively desribed by the funtion P (r, E, Ec) introdued
and alulated in setion 3.1.2. The original UHECR spetrum is hanged
at least by two dierent ways: (a) there should be a steepening due to the
GZK eet; (b) partiles loosing their energy are aumulated just before the
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Figure 3.8: The FFs averaged over the quark avors at Q = 1016 GeV for
proton/pion in SM (solid/dotted line) and in MSSM (dashed/dashed-dotted
line) in the relevant x region. To show both the small and large x behavior
we hange from logarithmi sale to linear at x = 0.01.
uto and produe a bump. We studied the observed spetrum by assuming
a uniform soure distribution for UHECRs.
Our analysis inludes the published and the unpublished UHECR data of
[27, 28, 29, 31℄. Due to normalization diulties we did not use the Yakutsk
[30℄ results. We also performed the analysis using the AGASA data only and
found the same value (well within the error bars) for mX . Sine the deay
of SPs results in a non-negligible ux for lower energies log(Emin/eV) = 18.5
was used as a lower end for the UHECR spetrum. Our results are insensitive
to the denition of the upper end (the ux is extremely small there) for whih
we hose log(Emax/eV) = 26. As it is usual we divided eah logarithmi unit
into ten bins. The integrated ux gives the total number of events in a bin.
The unertainties of the measured energies are about 30% whih is one bin.
Using a Monte-Carlo method we inluded this unertainty in the nal error
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estimates. The predited number of events in a bin is given by
N(i) =
∫ Ei+1
Ei
[
A · E−3.16 +B · j(E,mX)
]
, (3.16)
where Ei is the lower bound of the i-th energy bin. The rst term desribes
the data below 1019 eV aording to [27℄, where the SP deay gives negligible
ontribution. The seond one orresponds to the spetrum of the deaying
SPs. A and B are normalization fators.
Figure 3.9: The available UHECR data with their error bars and the best
t from a deaying SP using the EG-MSSM senario. Note that there are no
events above 3×1020 eV (shown by an arrow). Nevertheless the experiments
are sensitive even in this region. Zero event does not mean zero ux, but
a well dened upper bound for the ux (given by the Poisson distribution).
Therefore the experimental value of the integrated ux is in the hathed
region with 68% ondene level. (hathing is a set of individual error bars;
though most of them are too large to be depited in full) Clearly, the error
bars are large enough to be onsistent with the SP deay.
The expetation value for the number of events in a bin is given by
eqn. (3.16) and it is Poisson distributed. To determine the most proba-
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ble mX value we used the maximum-likelihood method by minimizing the
χ2(A,B,mX) for Poisson distributed data [64℄
χ2 =
26.0∑
i=18.5
2 [N(i)−No(i) +No(i) ln (No(i)/N(i))] , (3.17)
where No(i) is the total number of observed events in the i-th bin. In our
tting proedure we had three parameters: A,B and mX . The minimum
of the χ2(A,B,mX) funtion is χ
2
min at mXmin whih is the most probable
value for the mass, whereas χ2(A′, B′, mX) ≡ χ
2
o(mX) = χ
2
min + 1 gives the
one-sigma (68%) ondene interval for mX . Here A
′, B′ are dened in suh
a way that the χ2(A,B,mX) funtion is minimized in A and B at xed mX .
Figure 3.9 shows the measured UHECR spetrum and the best t in the
EG-MSSM senario. The rst bump of the t represents partiles produed
at high energies and aumulated just above the GZK uto due to their
energy losses. The bump at higher energy is a remnant of mX . In the halo
models there is no GZK bump (Figure 3.10), so the relatively large x part of
the FF moves to the bump around 5× 1019 GeV resulting in a muh smaller
mX than in the extragalati ase. An interesting feature of the GZK eet
is that the shape of the produed GZK bump is rather insensitive to the
injeted spetrum so the dependene of χ2 on the hoie of the FF is small.
The experimental data is far more aurately desribed by the GZK eet
(dominant feature of the extragalati t) than by the FF itself (dominant
for halo senarios).
3.2.3 Preditions for mX
To determine the most probable value for the mass of the SP we studied four
senarios. Table 3.4 and Figure 3.11 ontain the χ2min values and the most
probable masses with their errors for these senarios.
The UHECR data favors the EG-MSSM senario. The predited mass is
10b GeV, where b = 14.6+1.6−1.7. The goodnesses of the ts for the halo models
are far worse. The SM and MSSM ases do not dier signiantly. The most
important message is that the masses of the best ts (extragalati ases) are
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Figure 3.10: The available UHECR data with their error bars and the best
t using the halo-MSSM senario.
ompatible within the error bars with the MSSM gauge oupling uniation
GUT sale [80℄.
senario χ2 log10(mX/GeV)
halo-SM 24.9 11.98+.15−.12
halo-MSSM 25.0 12.04+.15−.12
EG-SM 16.6 14.2+1.4−1.5
EG-MSSM 16.5 14.6+1.6−1.7
Table 3.4: The χ2 and mX values for the four senarios.
The SP deay will also produe a huge number of pions whih will deay
into photons. Our spetrum ontains 94% of pions and 6% of protons. This
pi/p ratio is in agreement with the alulations of [81, 33℄ whih showed
that for dierent lasses of models with mX <∼ 10
16
GeV , whih is the upper
boundary of our ondene intervals, the generated gamma spetrum is still
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Figure 3.11: The most probable values for the mass of the deaying ultra
heavy dark matter with their error bars and the total χ2 values. Note that 21
bins ontain nonzero number of events and eqn.(3.16) has 3 free parameters.
onsistent with the observational onstraints.
In the near future the UHECR statistis will probably be inreased by
an order of magnitude [51℄. Performing our analysis for suh a hypothetial
statistis the unertainty of mX was found to be redued by two orders of
magnitude.
Sine the deay time of the SPs should be at least the age of the universe
it might happen that suh SPs overlose the universe. Due to the large
mass of the SPs a single deay results in a large number of UHECRs, thus a
relatively small number of SPs an desribe the observations. We alulated
the minimum density required for the best-t spetrum in eah senario and
it was more than ten orders of magnitude smaller than the ritial one.
Chapter 4
The Poor Man's Superomputer
In this hapter I briey desribe the hardware and software arhiteture of
the Poor Man's Superomputer (PMS) built at the Eötvös University [82℄.
This superomputer was used to perform the lattie simulations of hapter
2 as well as the Monte-Carlo analysis of hapter 3.
Our purpose was to build a high performane superomputer from PC el-
ements. We use PC's for two reasons. They have exellent ost/performane
ratios [83℄ and an easily be upgraded when faster motherboards and CPUs
will be available.
The PMS projet started in 1998, and the mahine has been ready for
physial alulations sine the spring of 2000. Our rst PMS mahine (PMS1)
onsists of 32 PC's arranged in a three-dimensional 2×4×4mesh. Eah node
has two speial ommuniation ards providing fast ommuniation through
at ables to the six neighbours. This gives a muh better performane than
one Ethernet Token Ring.
The following setions desribe the hardware and software arhitetures
of PMS. First a short overview of the mahine is given and then the hardware
and the software aspets are desribed in more details. Some performane
results are also presented.
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4.1 Overview
The nodes in PMS are based on PC omponents. Our rst PMS mahine
(PMS1) ontains 32 rak-mounted nodes. Eah node is powered by its own
standard PC power supply loated at the bottom of the rak.
Eah node in PMS is an almost omplete PC. In PMS1 the urrent on-
guration of a node onsists of a 100MHz motherboard (SOYO SY-5EHM), a
single 450MHz AMD K6-II proessor, 128MB (7ns) SDRAM, 10Mb Ethernet
ard, and a hard disk of apaity 2.1 Gbyte. The nominal speed of eah node
is 225 Mops, sine oating point operations of the AMD proessor require
two lok yles.
PMS uses speial hardware for ommuniation (PMS CH) to make high
speed parallel alulations possible. The basi idea behind the hardware is
that the PMS CH provides eah node with diret onnetion to its nearest
neighbors. Our rst implementation of the PMS CH inludes two plug-
in ISA ards, the PMS CPU ard and the PMS Relay ard. The PMS
CH handles both polled port (PP) IO operations and diret memory aess
(DMA) between two seleted nodes. However, DMA is not used at present.
Programming the PMS CH is a fairly simple task. It is urrently done un-
der Linux. All low-level devie drivers are written in C and the programmer
may use all kinds of ommerial, share-ware or free-ware ompilers. Using
the ommuniation drivers requires only the knowledge of a few funtions.
The nodes are arranged in a 2×4×4 mesh as shown in Figure 4.1. In eah
node both the PMS CPU and the PMS Relay ards are installed providing
fast ommuniation to the six nearest neighbors. At the boundaries periodi
boundary onditions are realized as indiated in Figure 4.1, where the links
at the boundaries orrespond to the ones on the other sides. This determines
the hardware arhiteture of the mahine, whih is similar to that of the APE
mahines [84℄.
Debian Linux 2.1 is installed on eah node. After turning the power on
eah node boots from its own hard-disk. All nodes an be aessed through
the Ethernet Token Ring. There is a main omputer that ontrols the whole
luster. A tiny job-management system was written to opy the exeutable
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450 MHz AMD K6−2
2.1Gb HDD
PMS comm. card
128Mb RAM
One node:
Figure 4.1: The PMS luster
program ode and the appropriate data to and from the nodes, to exeute
the programs and to ollet the results. In priniple, the Ethernet Token
Ring ould be used for data transfer between the nodes during simulations.
However, this turned out to be too slow in most ases. One major reason for
this is that any data transfer between two mahines makes the whole network
busy. Sine building up the Ethernet onnetion (protool overhead) is quite
slow even for two omputers, the Ethernet Token Ring is not satisfatory.
The speial ommuniation ards desribed in more detail in the next
setion provide faster ommuniation between adjaent nodes. However,
this makes the mahine appliable only to loal problems, where ommu-
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niation between the neighboring nodes is neessary. In PMS1 the speed
of ommuniation through these ards limited essentially by the ISA bus
speed is about 2 MB/s. The measured value in real appliations , i.e. the
speed of a link for a given diretion is essentially the same: 2.2MB/s. The
time needed to build up our ommuniation is negligible for pakage sizes
over 1kB. Furthermore, 16 pairs of mahines an simultaneously ommuni-
ate. The system is salable. One an build mahines with larger number of
nodes. The total inter-node ommuniation performane is proportional to
the number of nodes.
4.2 Desription of the PMS Communiation
Hardware (CH)
There are two ommuniation ards in eah mahine. The CPU ard ontains
the main iruits needed for transmitting data, while the Relay ard ontains
the onnetors for the at ables onneting the adjaent nodes and some
additional iruits. The blok diagram of the ards is shown in Figure 4.2.
The iruits of both ards are inluded. There are two 16-bit buers, the
output buer and the input buer, whih aept the data oming from the
omputer and from one of the adjaent nodes, respetively. The Control
Register is used among other things to lear the buers and set the node
to either sender or reeiver state. The Cable Selet iruit selets whih
diretion the data is sent to or reeived from. The six diretions are labeled
as left (L), right (R), up (U), down (D), front (F), bak (B). If the same
physial able is seleted by two adjaent nodes, one of them being set as
sender and the other as reeiver, a physial onnetion is established and
the ontent of the output register of the sender is immediately transferred
to the reeiver's input register. The Loal State Indiator (LSI) and the
Remote State Indiator (RSI) are two registers to indiate the states of the
nodes. There are 12 LSI and 12 RSI lines. They orrespond to sending to
and reeiving from the six diretions. Eah node an indiate its request
for sending or reeiving through the LSI lines. The RSI lines are idential
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Figure 4.2: The PMS ommuniation ard
to the six neighbors' LSI lines. If there is a math between RSI and LSI
signals (i.e. a send and a orresponding reeive request oinide) then the
Math Any (MA) bit is set and an IRQ is generated on the PC bus. The
interrupt is generated on both nodes at the same time, so the interrupt
handlers on both mahines an safely start transferring data without any
extra synhronization. The data an be transferred either by DMA (not
used at present) or by onseutive I/O operations.
The Cable Selet iruit, the LSI, RSI and MA registers together with
the at able onnetors are loated on the relay ard, while all other iruits
are loated on the CPU ard.
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4.3 Software
As mentioned above, the whole luster is onneted via an Ethernet Token
Ring. Eah node has a speial hostname that orresponds to its loation
in the luster. The hostnames are s000,s001,s002,s003,s010 . . . s133. The
numbers in the hostname orrespond to the oordinates of the node in the
three dimensional mesh. When it is neessary for a node to identify itself
(e.g. write/read priorities during inter-node ommuniation, see below) the
le '/et/hostname' is used. The Ethernet Token Ring is used only for job
management, i.e. to distribute and ollet data to and from the nodes. It is
not used for inter-node ommuniation during simulations. This is ahieved
by the speial hardware desribed in the previous setion.
In order to take advantage of the fast ommuniation from appliations
(e.g. high level C, C++ or Fortran ode), a low-level Linux kernel driver has
been developed to aess all the registers of the ommuniation ard. From
the user level ards an simply be reahed by reading or writing the devie
les '/dev/pms0, /dev/pms1 ... /dev/pms5'. The six devie les orrespond
to the six diretions. A write operation to one of these devie les will
transmit data to the orresponding diretion, and reading from these devie
les reads out previously transferred data. All the neessary input/output
operations for transferring data bloks are performed by the devie driver.
Notie the important feature that this an be reahed from any high level C,
C++, Fortran ode for whih ompilers are available.
The main struture of the devie driver is similar to that of the ard.
There are six read buers, one for eah diretion in the main memory of the
mahine and there is one write buer. The data are always written to the
write buer and read out from one of the read buers.
The driver has two main parts. The rst part is aessed from appliations
when the user writes or reads any of the devie les '/dev/pms*'. The other
part is the interrupt handler where the real data transfer takes plae.
Whenever data are written to one of the devie les, all the driver does
is to opy the written data to the write buer and set the orresponding LSI
send signal to indiate that a data send is requested. If the buer is already
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full, an error byte is returned to the appliation. Reading from the devie
les is similar: if there are data in the orresponding read buer, they are
sent to the appliation and the LSI reeive line is set, sine the node is ready
to reeive new data. If the read buer is empty, an 'End Of File' byte is
returned to the appliation.
When there is a oinidene between orresponding LSI and RSI signals,
an interrupt is generated by the ard, whih invokes the driver's interrupt
handler. It is the task of the handler to transfer data from the sender to
the reeiver. The interrupt handlers on the two ommuniating nodes start
almost at the same time. The dierene may only be a few lok yles.
There is, however, a need for synhronization. If the mahines are ready to
send or reeive the rst byte they indiate it with their LSI lines. Notie that
this will not ause an extra interrupt sine interrupts are disabled within the
interrupt handler. The sender rst transmits the size of the pakage that
will follow in 16-bit words. In the present version this is a 16-bit value, so
the maximum size of a pakage that an be transferred is 128 kbytes. Then
the given number of 16-bit values follow. Eah word from the sender's write
buer is opied to the reeiver's read buer. Finally, a 32-bit heksum is
sent. The reeiver omputes its own heksum and if it does not math the
reeived heksum, it is indiated to the sender and the whole transfer is
repeated. The nal step in the interrupt handler is to lear the LSI lines of
both nodes. On the one hand this indiates for the sender that the data have
been transferred and the write buer is empty again. On the other hand this
tells the reeiver that the orresponding read buer is full, so no new data
an arrive unless the buer is emptied.
The buer sizes are set in the driver to onstant values. From the previous
paragraph it is lear that the maximum reasonable buer size is 128 kbytes.
In order to save memory, while allowing large pakages at the same time the
buer size is set to only 64 kbytes at present.
The driver makes appliation programming quite easy. Communiation
an be ahieved by aessing the above mentioned devie les. However,
some C funtions have also been written to make writing appliations even
simpler. These funtions are the following:
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pms_open is used to initialize the ard. It lears all buers, sets the LSI
reeive lines, lears the LSI send lines and enables interrupts. The node thus
beomes ready to reeive data from any of the neighbors.
pms_lose is used to lose the ard. All LSI lines are leared and in-
terrupts are disabled. No further ommuniation may take plae after this
funtion all.
pms_send, pms_rev are used to send and reeive data. Their parameters
are the diretion, the number of bytes to send, and a pointer to the beginning
of the data. On suess they return a positive value, otherwise a negative
one. If there is no data in the read buer, pms_rev returns 0.
pms_send_reeive is a ommonly used ombination of pms_send and
pms_rev. It sends data to the speied diretion and reeives data from the
opposite diretion. The order of send and reeive depends on the parity of
the node as disussed later.
pms_ollet, pms_average are global operations that simply ollet or
take the average of data from all nodes in one diretion.
The driver does not take are of any priority problems. It is possible
to write appliations that will not work sine all nodes are waiting for data
while none of them is sending anything. This is often the ase when the
same ode is running on all the nodes without any priority hek. There
is a simple solution to these kind of problems. The parity of the node is
simply the parity of the sum of the three digits in its hostname. Eah time
when ommuniation is performed, even nodes send data rst and reeive
afterwards, while odd nodes reeive rst and send their data afterwards.
This simple method is used in the pms_send_reeive funtion. Appliations
that use only this funtion to transfer data should not worry about priority
problems.
4.4 Performane
The lattie simulations of hapter 2 were arried out on our parallel omputer
PMS1. We also measured the performane of the mahine with a muh
simpler pure SU(3) gauge theory. The most CPU time onsuming parts,
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manipulation with 2×2 and 3×3 omplex matries, were written in assembly
language. This inreased the speed of the odes by about a fator of two.
We obtained similar results for the speed of the ode and for the ommuni-
ation between nodes in the two ases. The MSSM results for ommuniation
are atually somewhat better. The reason for that is quite simple. The num-
ber of variables in the MSSM is larger by a fator of two than in pure SU(3)
gauge theory; however, the number of oating point operations needed for a
full update is more than an order of magnitude larger. Thus, for the same
lattie size the time needed to transfer the surfae variables done by the
ommuniation ards ompared to the update time is smaller for MSSM
than for the pure SU(3) theory. We estimated that a similar or a bit less
speed than in SU(3) gauge theory should be observed for fermioni systems
with multiboson [85℄ algorithms.
For small lattie sizes the most eonomial way to use our 32 PC luster
is to put independent latties on the dierent nodes. The maximum lattie
size in the SU(3) theory for 128 MB memory is ∼ 204, or for nite temper-
ature systems 6 · 323. One thermalizes suh a system on a single node, then
distributes the onguration to the other nodes and ontinues the updating
on all 32 nodes. We measured the sustained performane of the luster in
this ase, whih gave 32× 152Mops=4.9Gops. This 152Mops/node per-
formane means that one double preision operation is arried out pratially
for every third lok yle of the 450 MHz, whereas the nominal maximum
of the proessor is one operation for every seond lok yle. As it was
mentioned above, without assembly programming an approximate redution
fator of two in the performane was observed.
Inreasing the volume of the simulated system one an divide the lattie
between 2 nodes (the 2×4×4 topology has 2 nodes in one of the diretions).
For even larger latties one an use 4 nodes (4 in one diretion), 8 nodes (2×4
in two diretions) 16 nodes (4×4 in two diretions) or 32 nodes (2×4×4 in
three diretions). Again, the most eonomial way to perform the simulations
is to prepare one thermalized onguration and put it on other nodes (this
method obviously an not be used for the 2× 4× 4 topology, beause in this
ase the whole mahine with 32 nodes is just one lattie).
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Based on our measurements we determined the sustained performane
of a 32-node PMS luster as a funtion of the lattie volume. The result
for a set of lattie volumes for nite temperature systems with temporal
extension, Lt = 6 for SU(3) and Lt = 4 for MSSM an be seen on Figure
4.3. Clearly, the largest volume one an reah is approximately twie as
large for the SU(3) gauge theory than for the MSSM. For both ases there
are regions where the performane inreases with the volume. This an be
easily understood to happen due to the fat that larger volume means better
surfae/volume ratio, thus better performane. There are three drops in the
performane for both SU(3) and MSSM. They orrespond to lattie volumes
for whih new ommuniation diretions were opened (or, in other words,
the dimension of the mesh of the nodes on whih the lattie was divided,
inreased by one) in order to t the lattie into the available RAMs. As
it an be seen the performane for the MSSM is still very high even at
the largest volume with three-dimensional ommuniation: it is just 10%
smaller than the performane without ommuniation. This plot gives us
the optimum arhiteture of suh a parallel omputer. The number of nodes
and the number of ommuniation diretions used for a given lattie should
be as small as possible simultaneously. This means a 2× 4× 4 topology for
32 nodes and a 2× 4× 8 topology 64 nodes.
Despite the fat that the speed of the ommuniation between two nodes
is not that high (2 Mb/s) the performane of the luster is quite good. The
reason for this is the high speed of the individual nodes (450 MHz) and
the large RAM on eah node. This sort of design does not need a division
of the lattie to hundreds of sub-latties, thus it does not need a very fast
ommuniation.
The total sustained performane of PMS1 for double preision alula-
tions is ≈4Gops. The prie/(sustained performane) ratio is quite exel-
lent:$3/Mops.
For single preision simulations one an use the MMX instrution set
whih is 8 times faster than the double preision operations (4 operations for
eah lok yle). We estimated the single preision performane by assuming
that MMX programming results in 20% derease in performane. The to-
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Figure 4.3: Sustained performane of PMS1 as a funtion of the lattie vol-
ume for pure SU(3) gauge theory and for MSSM. The endpoints of the lines
orrespond to the largest volumes whih an be simulated on a 32 PC luster.
tal performane of PMS1 is ≈20Gops with 0.60$/Mops prie-to-sustained
performane ratio. The PMS1 mahine, similarly to other workstation farms
has a moderate maximum sustained performane as ompared to Teraop-
sale mahines (CP-PACS [86℄ or QCDSP [87℄). However, PMS1 has a muh
better prie/(sustained performane) ratio than other workstation farms.
Chapter 5
SUMMARY
In my thesis two phenomena pointing beyond the Standard Model were dis-
ussed. In hapter 2 the possibility of baryogenesis in the minimal supersym-
metri extension of the Standard Model was examined. The problem annot
be solved fully by perturbation theory so lattie simulations were needed. My
main ontribution to this analysis is related to this non-perturbative part.
A 5000 line C program was written that performs simulations of the
MSSM. During the writing of this program the Monte-Carlo methods used
in earlier works had to be improved. The overrelaxation and heatbath algo-
rithms for the salar elds were introdued in setion 3.1.2.
Using the MSSM program, systemati nite temperature and zero tem-
perature simulations were performed. First the phase transition point was
determined at nite temperature for dierent volumes and innite volume
extrapolation was arried out. Then at the same physial point zero temper-
ature simulations were performed and the mass spetrum was determined.
This whole proedure was repeated for four dierent lattie spaings.
After observing the good agreement with perturbation theory, the lattie
results obtained at dierent lattie spaings an be perturbatively orreted
to be on a line of onstant physis (LCP) and ontinuum limit extrapolation
an be done.
For perturbation theory it is important to know the renormalization or-
retions to the squark masses. To this end the phase diagram in the m2UT
plane was determined. The transition point to the olor-breaking phase is a
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good referene point for squark mass renormalization.
The produed baryon number is in strong onnetion with the shape of
the bubble wall during the phase transition. Using onstrained simulation,
the prole of the bubble wall an be measured. With an appropriate shifting
proedure the wall prole and the wall width were determined. The variation
of the β parameter through the bubble wall was also found.
The other phenomenon whih was disussed in hapter 3 is onneted to
ultrahigh energy osmi rays. The highest energy osmi rays have maro-
sopi energy whih annot be explained with our present knowledge. The
interesting lustering features of the highest energy events lead to the assump-
tion that these ultrahigh energy osmi rays may ome from ompat soures.
Based on the observed lustering properties the density of these soures was
determined for arbitrary spatial, energy and luminosity distributions. Three
examples for energy distribution and two for luminosity distribution were
studied in detail.
A useful funtion of the analysis was the P (r, E, Ec) probability funtion
whih gives the probability that a proton starting with energy E has its
energy above Ec after traveling a distane of r. With a Monte-Carlo analysis
this funtion was omputed for a wide range of parameters. Thus using this
parametrization the observed spetrum an be alulated to any injeted
spetrum without further Monte-Carlo simulations.
The fat that some events have extremely high energies gives the possi-
bility that they might not be aelerated from lower energies (these are the
so alled bottom-up senarios), but they are the deay produts of some
heavy metastable partile. These senarios are ommonly alled top-down
senarios.
Based on this assumption the deay spetrum of superheavy partiles was
determined. For this the fragmentation funtions of protons at these high
energies were needed. Sine this is a non-perturbative quantity, the experi-
mental results for the fragmentation funtions at low energy had to be used
and these were evolved to high energies. This fragmentation funtion was
ombined with the predition of the Modied Leading Logarithmi Approxi-
mation (MLLA) whih gives the small momentum region of the fragmentation
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funtions more aurately.
The lattie simulations of MSSM and the Monte-Carlo study of the prop-
agation of osmi rays required a huge amount of CPU time. We deided
to build a ost-eetive superomputer from PC elements, the Poor Man's
Superomputer (PMS). In the fourth hapter of my thesis the hardware
and software arhiteture of this mahine was desribed. The most impor-
tant hardware solution is the speial ommuniation ard that provides fast
ommuniation between adjaent nodes, while on the software side the job-
management system and the kernel driver for the ards were designed.
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