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Abstract
We analyze self-similar solutions to a nonlinear fractional diffusion equation and fractional Burgers/Korteweg–deVries equation
in one spatial variable. By using Lie-group scaling transformation, we determined the similarity solutions. After the introduction
of the similarity variables, both problems are reduced to ordinary nonlinear fractional differential equations. In two special cases
exact solutions to the ordinary fractional differential equation, which is derived from the diffusion equation, are presented. In
several other cases the ordinary fractional differential equations are solved numerically, for several values of governing parameters.
In formulating the numerical procedure, we use special representation of a fractional derivative that is recently obtained.
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1. Introduction
It is known that classical heat conduction equation
∂T
∂t
= ∂
∂x
[
D
∂T
∂x
]
, x ∈ (0,∞) , t > 0, (1.1)
where T (x, t) is the temperature at the point x and time t, and D is thermal diffusivity, is of parabolic type and that,
as a consequence, has the physically unacceptable property (see [22]) that heat impulses propagate at an infinite speed
in a bar in which heat is introduced at an arbitrary point. This property may be removed by assuming, as Cattaneo did
in [6], that the thermal flux depends on the temperature gradient and on the special functional (see [7]). As a matter of
fact Cattaneo’s equation for heat flux may be expressed as an integral of the history of the temperature gradient. This
interpretation is given in [11]. When this constitutive assumption is made, the resulting partial differential equation,
describing one-dimensional heat conduction becomes the so-called telegraph equation.
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Another generalization of (1.1) was proposed by Mainardi (see [12,8] and the references cited therein). In
Mainardi’s approach, the integer-order derivative is replaced by a fractional derivative, so that (1.1) becomes
∂αT
∂tα
= ∂
∂x
[
D
∂T
∂x
]
, x ∈ (0,∞) , t > 0, (1.2)
where ∂
αT
∂tα is used to denote the left Riemann–Liouville fractional derivative of order α with respect to time t and D
is a constant. For any 0 < α < 1 and an absolutely continuous function f (t), the left fractional derivative of the order
α is defined as
dα f
dtα
= d
dt
1
0 (1− α)
∫ t
0
f (τ )
(t − τ)α dτ =
1
0 (1− α)
[
f (0)
tα
+
∫ t
0
f (1) (τ )
(t − τ)α dτ
]
, (1.3)
where 0 is the Euler Gamma function. Higher-order fractional derivatives are defined similarly. Thus, if β ∈ R and
p − 1 < β ≤ p where p is an integer, then dβ f
dtβ
is defined as
dβ f
dtβ
= d
p
dt p
[
1
0 (p − β)
∫ t
0
f (τ )
(t − τ)β+1−p dτ
]
=
p−1∑
k=0
f (k) (0)
0 (1+ k − β) t
k−β + 1
0 (p − β)
∫ t
0
f (p) (τ )
(t − τ)β+1−p dτ. (1.4)
The function f (t) in (1.4) must be such that its (p − 1) derivative is absolutely continuous.
We list several other physical processes that are modeled by fractional differential equation (1.2): transport of
charge carriers in amorphous semiconductors, behavior of electrical currents at rough blocking electrodes, dielectric
relaxation of liquids and solids, attenuation of seismic waves, etc. (see [9]).
In this paper we shall treat the generalization of (1.2) corresponding to the case when D is the function of the
temperature so that D = [k + mT n] with k,m and n being given constants. With this value (1.2) becomes
∂αT
∂tα
= ∂
∂x
[[
k + mT n] ∂T
∂x
]
, x ∈ (0,∞) , t > 0. (1.5)
In (1.5) we shall assume that k > 0. We call (1.5) the generalized heat conduction equation.
Another equation that we shall consider here is a generalization of the classical Burgers equation. The classical
Burgers equation reads (see [21])
∂φ
∂t
+ φ ∂φ
∂x
= ν ∂
2φ
∂x2
, x ∈ (−∞,∞) , t > 0, (1.6)
where ν is a positive constant, i.e., ν > 0. The classical Korteweg–deVries equation, after appropriate scaling may be
written as
∂φ
∂t
+ φ ∂φ
∂x
= ν ∂
3φ
∂x3
, x ∈ (−∞,∞) , t > 0. (1.7)
We shall consider the following fractional-order equation, that makes a link between (1.6) and (1.7), i.e., we consider
∂φ
∂t
+ φ ∂φ
∂x
= ν ∂
βφ
∂xβ
, x ∈ (−∞,∞) , t > 0, (1.8)
with 2 ≤ β ≤ 3. Note that in this case p = 3 in (1.4). With 2 ≤ β ≤ 3 we obtain all equations that are between the
Burgers and Korteweg–deVries equation.
We shall analyze nonlinear fractional-order partial differential equations (1.5) and (1.8). For these equations we
shall find a similarity transformations that will reduce (1.5) and (1.8) to ordinary, nonlinear fractional-order differential
equations. The kind of similarity transformation that we obtain are different from the one obtained in [8,4]. We shall
solve the resulting ordinary differential equations numerically, and in two special cases analytically. Our results show
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agreement with the corresponding results for integer values of α and β. One of the analytical solutions has the form
of a wave with the prescribed relation between its amplitude and the speed.
2. Similarity transformation
2.1. Generalized heat conduction equation
In order to prove that the Eq. (1.5) possesses similarity solutions, we will first perform its Lie-group scaling
transformation (see [5]). We will transform (1.5) by introducing new independent and dependent variables denoted by
t˜, x˜, T˜ in the following way:
t = λ˜t, x = λp x˜, T = λq T˜ (˜x, t˜) , (2.1)
where p and q are parameters, which will be determined from the condition that (1.5) remains invariant under this
transformations. One may easily verify that the transformed equation becomes:
λq−α ∂
α T˜
∂ t˜α
= λq−2pk ∂
2T˜
∂ x˜2
+ λq(1+n)−2pm ∂
∂ x˜
(
T˜ n
∂ T˜
∂ x˜
)
.
If k 6= 0, the condition of invariance obviously reads: q − α = q − 2p = q (1+ n)− 2p, from which we get:
q = 0, p = α
2
. (2.2)
If k = 0, the same condition simplifies to: q − α = q (1+ n)− 2p, yielding
q = 2p − α
n
, p-arbitrary. (2.3)
Now, we can eliminate λ between the transformation formulas, and get:
t
x1/p
= t˜
x˜1/p
, and
T
T˜
=
( x
x˜
)q/p
.
This shows that T (x, t) can be expressed as:
T = xq/pU
(
x−1/pt
)
,
where U is a function of the combination of independent variables, x−1/pt alone, satisfying an ordinary differential
equation. This actually means that Eq. (1.5) possesses similarity solutions of the form:
T (x, t) = xaU (ξ) , ξ = xbt, (2.4)
where a and b are constants, to be determined by (2.2) or (2.3). Namely, if k 6= 0 we have a = 0, b = −2/α, and if
k = 0, b = (an − 2) /α, while a remains arbitrary. In order to derive the ordinary differential equation for U (ξ) we
will be in need of the following formulas:
∂αT
∂tα
= 1
0 (1− α)
∂
∂t
∫ t
0
T (x, τ )
(t − τ)α dτ
= 1
0 (1− α) x
b d
dξ
∫ ξ
0
xaU (y) xbα
(ξ − y)α x
−bdy, (2.5)
where y = xbτ . From (2.5) we obtain
∂αT
∂tα
= xa+bα d
αU (ξ)
dξα
. (2.6)
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Similarly we have
∂T
∂x
= axa−1U (ξ)+ xa dU (ξ)
dξ
bxb−1t = xa−1F1 (ξ) ,
F1 (ξ) = aU (ξ)+ bξ dU (ξ)dξ
∂2T
∂x2
= xa−2F2 (ξ)
F2 (ξ) = (a − 1) F1 (ξ)+ bξ dF1 (ξ)dξ
= a (a − 1)U (ξ)+ b (2a + b − 1) ξ dU (ξ)
dξ
+ b2ξ2 d
2U (ξ)
dξ2
∂
∂x
[
T n
∂T
∂x
]
= xa(1+n)−2
{
[a (1+ n)− 1] F + bξ dF (ξ)
dξ
}
F = U n
(
aU + bξ dU (ξ)
dξ
)
. (2.7)
From (2.4) and by substituting (2.6) and (2.7) in (1.5) we obtain:
Proposition 1. For the nonlinear fractional diffusion equation (1.5) the similarity solution has the form
T (x, t) = xaU (ξ) , ξ = xbt, (2.8)
where:
a = 0, b = − 2
α
, for k 6= 0
b = an − 2
α
, a arbitrary for k = 0. (2.9)
Also U (ξ) is a solution to the following ordinary nonlinear fractional equation
dαU (ξ)
dξα
= k
[
a (a − 1)U + b (2a + b − 1) ξ dU
dξ
+ b2ξ2 d
2U (ξ)
dξ2
]
+m
{
[a (1+ n)− 1] F + bξ dF
dξ
}
, (2.10)
where: F = U n
(
aU + bξ dUdξ
)
.
Remark. The similarity variable obtained in [8,4] for linear fractional diffusion equation, reads z = x
tα/2
. Comparing
this with (2.8)2 we conclude that the relation between our similarity variable and the similarity variable of [8,4], is
ξ = z−2/α. Note also that in the case of classical diffusion equation, we have
α = 1, b = −2, m = 0, k = 1.
In this case (2.10) becomes
U (1) = 4ξ2U (2) + 6ξU (1). (2.11)
The solution to (2.11) reads
U (ξ) =
∫ ∞
1/(2
√
ξ)
exp
(
−s2
)
ds. (2.12)
Solution (2.12) agrees with the known classical case (see [22], p. 10).
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2.2. Generalized Burgers/Korteweg–deVries equation
Lie-group scaling transformation of the Fractional Burgers/Korteweg–deVries (B/K–dV) equation (1.8) is very
similar to the corresponding analysis of the fractional heat conduction equation (1.5). Use of the following
transformation of variables:
t = λ˜t, x = λp x˜, φ = λq φ˜ (˜x, t˜) , (2.13)
reduces (1.8) to
λq−1 ∂φ˜
∂ t˜
+ λ2q−pφ˜ ∂φ˜
∂ x˜
= λq−βpν ∂
β φ˜
∂ x˜β
.
The principle of invariance then requires q − 1 = 2q − p = q − βp so that:
p = 1
β
, q = 1
β
− 1. (2.14)
Elimination of λ between the transformation formulas (2.13) yields:
x
t p
= x˜
t˜ p
, and
φ
φ˜
=
(
t
t˜
)q
.
This proves the existence of the similarity solution to the Eq. (1.8) of the form
φ = taU (ξ) , ξ = tbx, (2.15)
where
a = 1− β
β
, b = − 1
β
. (2.16)
From (2.15) we have
∂φ
∂t
= ta−1
(
aU (ξ)+ bξ dU (ξ)
dξ
)
,
∂φ
∂x
= ta+b dU (ξ)
dξ
,
φ
∂φ
∂x
= t2a+bU (ξ) dU (ξ)
dξ
. (2.17)
Let
I (x, t) = ν
0 (m − β)
∫ x
0
φ (˜x, t)
(x − x˜)β+1−m dx˜ .
By a procedure already employed in (2.5) we now get:
∂m
∂xm
I = ta+bβ d
m
dξm
∫ ξ
0
U (η) dη
(ξ − η)β+1−m . (2.18)
Collecting the results of (2.15)–(2.18) and setting m = 3 we obtain:
Proposition 2. For the generalized fractional B/K–dV equation (1.8) the similarity solution reads
φ = t 1−ββ U (ξ) , ξ = x
t1/β
, (2.19)
where U (ξ) is a solution to the following ordinary fractional differential equation
U (ξ)
dU (ξ)
dξ
+ 1
β
[
(1− β)U (ξ)− ξ dU (ξ)
dξ
]
= ν d
βU (ξ)
dξβ
. (2.20)
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We shall treat (2.10) and (2.20) analytically and numerically.
3. Two exact solutions
We will now show how some exact solutions to the Eq. (2.10) can be found. First we will suppose that k = 0 in
(1.5) and seek the exact solution in the following form (see (2.8))
U = U1ξβ (3.1)
where U1 and β are constants. Then, it is readily shown that the left-hand side of (2.10) transforms for β > −1 into
U1B (1− α, 1+ β)
0 (1− α) (1− α + β) ξ
β−α,
where B(v,w) = ∫ 10 uv−1 (1− u)w−1 du is Beta function with parameters v andw, while the right-hand side becomes
m (a + bβ) (U1)n+1 [a (1+ n)− 1+ bβ (n + 1)] ξ (n+1)β .
Obviously, (3.1) can be a solution to (2.10) when: β = −αn , n > α only. Equating the coefficients in front of the same
powers on both sides of (2.10), respecting (2.9)2 and using some elementary properties of Beta and Gamma functions
(see [1]), we obtain the following expression for the coefficient U1
U1 =
[
n20
(
1− αn
)
2m (2+ n) 0 (1− α − αn )
]1/n
. (3.2)
At that, a is eliminated and does not effect the final result. Inserting (3.1) into (2.4) we also get a result that does not
depend on a i.e.,
T (x, t) = U1
( x
tα/2
)2/n
. (3.3)
Thus, (3.2) and (3.3) hold for a = 0 also.
Since a = 0 indicates k 6= 0 (see Eq. (2.9)1) it is natural to try to find an exact solution of (2.10) for the case k 6= 0
again in the form (3.1). Thus, assuming a possible solution to (2.10) with k 6= 0 in the form (3.1) one can easily verify
that it exists for n = 2. The values of the constants U1 and β are simply obtained from their corresponding values for
k = 0 by inserting there n = 2. This also holds for the final solution of (1.2) in the form (3.3).
Another exact solution to (1.2) has the form of a wave propagating along the x-axis with certain speed c and cannot
be obtained from (2.10). To get this solution another similarity transformation of (1.5) has to be performed for k = 0.
It reads
T = xaU (ξ) , ξ = ct
x
− 1, (3.4)
where a and c are constants. The left-hand side of (1.5) transforms then to
cαxa−α
0 (1− α)
d
dξ
∫ ξ
−1
U (η)
(ξ − η)α dη,
while the right-hand side becomes
mx (n+1)a−2
{
[(n + 1) a − 1] F − (1+ ξ) dF
dξ
}
,
where
F (ξ) = Un
[
aU − (1+ ξ) dU
dξ
]
.
Obviously, the condition for the existence of this similarity solution is
a − α = (n + 1) a − 2,
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giving
a = 2− α
n
. (3.5)
The ordinary fractional-order differential equation to which (1.5) reduces to is
cα
0 (1− α)
d
dξ
∫ ξ
−1
U (η)
(ξ − η)α dη = m
{
[(n + 1) a − 1] F − (1+ ξ) dF
dξ
}
. (3.6)
We seek the solution of this equation in the following form
U (ξ) =
{
U1ξ
β , ξ ≥ 0 (x ≤ ct)
0, ξ < 0(x > ct),
(3.7)
where U1 is a constant. Proceeding as in the case of the previous exact solution, we can show that, after the use of
(3.7) Eq. (3.6) is transformed to
U1c
α 0 (1+ β)
0 (2− α + β) (1− α + β) ξ
β−α = m (U1)n+1 (a − β) [(n + 1) (a − β)− 1] ξ (n+1)β
− 2m (U1)n+1 β (n + 1) (a − β) ξ (n+1)β−1 + m (U1)n+1 β [(n + 1) β − 1] ξ (n+1)β−2.
We can satisfy this equation by the unique choice
β = a = 2− α
n
,
that provides
U1 =
 nc
α0
(
1+ 2−αn
)
m (2− α)0
(
2− α + 2−αn
)

1/n
. (3.8)
Then the final solution (3.4) reads
T (x, t) = U1 (ct − x) 2−αn , x ≤ ct. (3.9)
Obviously this solution represents a wave with the amplitude U1, which propagates along the x-axis with the speed c.
The relation between the amplitude and the speed is exactly determined by (3.8). We can solve (3.8) for c to obtain
c =
m (U1)
n (2− α)0
(
2− α + 2−αn
)
n0
(
1+ 2−αn
)

1/α
. (3.10)
By using (3.10) in (3.9) we finally obtain
T (x, t) = U1
t
m (U1)
n (2− α)0
(
2− α + 2−αn
)
n0
(
1+ 2−αn
)

1/α
− x

2−α
n
. (3.11)
It is to be noted that in the literature (see [21]) there are no many known relations of this type for fully nonlinear
problems. For α = 1 (classical case) our results agree with the results presented in [19] p. 595.
In Figs. 1–3 we plot (3.11) for the special case m = 1,U1 = 1, α = 0.5 and for different values of n and t .
Specifically in Fig. 1 we show the wave profiles for n = 1.
When the exponent n in (3.9) is increased to n = 1.5 the wave profiles are shown in Fig. 2. Note that in this case
the dependence of U on ξ in (3.9) is linear.
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Fig. 1. Wave profiles for U1 = 1,m = 1, α = 0.5, n = 1 and three different time instants.
Fig. 2. Wave profiles for U1 = 1,m = 1, α = 0.5, n = 1.5 and three different time instants.
Fig. 3. Wave profiles for U1 = 1,m = 1, α = 0.5, n = 2 and three different time instants.
Further increase in n to the value n = 2 makes the wave profiles as shown in Fig. 3. It is seen that wave profiles for
n > 1.5 become concave.
Next we examine the influence of the parameter α on the wave shape for fixed time instant. In particular we solve
(3.9) for four different values of α. The results are shown in Fig. 4.
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Fig. 4. Wave profiles for U1 = 1,m = 1, n = 1.6, t = 0.3 and different values of α.
Again by decreasing the order of the derivative α, the wave profile changes form concave (α = 0.8) to convex
(α = 0.3).
4. Numerical examples
To solve (2.10) and (2.20) numerically we may use different procedures (see [16] for example). Since we are
interested in the solution valid for large range of independent variable, especially well-suited methods are those that
reduce fractional-order differential equation to a system of first-order equations. One such procedure is formulated in
[23,24,18]. Here, we shall use a method of the type [23,24], but with slightly different discretization. Namely, we shall
use an expansion formula derived in [2]. In [2] it was shown that for a function f (t) being continuous and having
continuous first and second derivatives, the fractional derivative of order α with 0 < α ≤ 1 may be expressed as
f (α)(t) = t
1−α
0 (2− α)
(
f (1)(t)+
∞∑
p=1
0 (p − 1+ α)
0 (α − 1) p!
1
t p
∫ t
0
τ p f (2) (τ ) dτ
)
+ f (0)
tα0 (1− α) . (4.1)
By using the integration by parts in the term on the right-hand side, we may write
f (α)(t) = 1
0 (2− α)
{
f (1) (t)
[
1+
∞∑
p=1
0 (p − 1+ α)
0 (α − 1) p!
]
t1−α
−
[
(α − 1)
tα
f (t)+
∞∑
p=2
0 (p − 1+ α)
0 (α − 1) (p − 1)!
(
f (t)
tα
+ V˜p
t p−1+α
)]}
+ f (0)
tα0 (1− α), (4.2)
where the moments V˜p are given as
V˜p = − (p − 1)
∫ t
0
τ p−2 f (τ ) dτ, p = 2, 3, . . . . (4.3)
In application we use finite number of terms in sums appearing in (4.2) i.e., we take p = 2, 3, . . . , N with suitable
chosen N (in our examples taken N = 7). Thus, we use the following expression for the fractional derivative
f (α)(t) = 1
0 (2− α)
{
f (1) (t)
[
1+
N∑
p=1
0 (p − 1+ α)
0 (α − 1) p!
]
t1−α
−
[
(α − 1)
tα
f (t)+
N∑
p=2
0 (p − 1+ α)
0 (α − 1) (p − 1)!
(
f (t)
tα
+ V˜p
t p−1+α
)]}
+ f (0)
tα0 (1− α), (4.4)
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with V˜p given by (4.3). Using (4.4) the fractional-order equation is replaced by a system of first-order equations of
integer order. Thus, our method may be viewed as a variant of the method proposed by Yuan and Agrawal [23,24].
As a particular example, consider Eq. (2.10). We use the substitution x1 = U, x2 = U (1) and (4.3) to express the
fractional derivative U (α). Thus, instead of (2.10) we obtain the following system of first-order equations (with ξ = t)
x (1)1 = x2,
x (1)2 =
1
b2kt2m (x1)n
1
0 (2− α)
{
x2(t)
[
1+
N∑
p=1
0 (p − 1+ α)
0 (α − 1) p!
]
t1−α
−
[
(α − 1)
tα
x1 (t)+
N∑
p=2
0 (p − 1+ α)
0 (α − 1) (p − 1)!
(
x1 (t)
tα
+ V˜p
t p−1+α
)]}
− b − 1
bt
x2 − nx1 (x2)
2 (4.5)
and differential equations for variables V˜p, p = 2, . . . , 7
V˜2
(1)
(t) = −x1(t),
V˜3
(1)
(t) = −2t x1(t),
· · · = · · ·
V˜7
(1)
(t) = −6t5x1(t), (4.6)
subject to
x1 (0) = x0, x2 (0) = v0, V˜2 (0) = 0, V˜3 (0) = 0, . . . . (4.7)
We examine closer the relation between (4.5)–(4.7) and the method described in [20,23,24].
In [23,24] the procedure is based on different expression for the fractional derivative (see also [18]). Namely
starting from the relation (1.3) and using the relation
0 (α) =
∫ ∞
0
zα−1 exp (−z) dz (4.8)
together with
0 (α) 0 (1− α) = pi
sin (piα)
(4.9)
we obtain
f (α)(t) = 1
0 (1− α)
f (0)
tα
+ sin (piα)
pi
∫ t
0
0 (α)
f (1) (τ )
(t − τ)α dτ
= 1
0 (1− α)
f (0)
tα
+ sin (piα)
pi
∫ t
0
∫ ∞
0
zα−1 exp (−z) f
(1) (τ )
(t − τ)α dzdτ
= 1
0 (1− α)
f (0)
tα
+ sin (piα)
pi
∫ t
0
∫ ∞
0
f (1) (τ ) exp (−z)
[
z
t − τ
]α dz
z
dτ. (4.10)
Introducing new variable y by the relation z = [(t − τ) y2] so that dz = 2 (t − τ) ydy it follows
f (α)(t) = 1
0 (1− α)
f (0)
tα
+ sin (piα)
pi
∫ t
0
∫ ∞
0
f (1) (τ ) exp
(
− (t − τ) y2
)
y2α
2
y
dydτ
= 1
0 (1− α)
f (0)
tα
+ 2 sin (piα)
pi
∫ ∞
0
y2α−1
[∫ t
0
f (1) (τ ) exp
(
− (t − τ) y2
)
dτ
]
dy.
Again introducing the new dependent variable
φ (y, t) = y2α−1
∫ t
0
f (1) (τ ) exp
(
− (t − τ) y2
)
dτ (4.11)
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Fig. 5. Solution of (2.10) for m = 1, k = 1, n = 1,U (0) = 0, limξ→∞U (ξ) = 1 and three different values of α.
the last relation becomes
f (α)(t) = 1
0 (1− α)
f (0)
tα
+ 2 sin (piα)
pi
∫ ∞
0
φ (y, t) dy. (4.12)
Note that from (4.11) we obtain
d
dt
φ (y, t) = y2α−1 f (1)(t)− y2φ(y, t). (4.13)
Next the integral in (4.10) is approximated by using Laguerre’s integration formula (taking N points yi , i = 1, . . . , N )
that is
∫∞
0 φ (y, t) dy ≈
∑N
i=1wi exp (yi ) φi . Therefore,
x (α) ≈ x (0)
0 (1− α) tα +
2 sin (piα)
pi
N∑
i=1
wi exp (yi ) φi , (4.14)
where yi and wi are abscissas and weights of the Laguerre integration. The relation (4.13) now becomes
−φ(1)1 (t)+ y2α−11 f (1)(t)− y21φ1 (t) = 0,
−φ(1)2 (t)+ y2α−12 f (1)(t)− y22φ2(t) = 0,
− · · · = 0,
−φ(1)N (t)+ y2α−1N f (1)(t)− y2NφN (t) = 0. (4.15)
Note that functions φi , i = 1, . . . , N are solutions of the system (4.15) in which the coefficients are constants while
in (4.5) the moments V˜i , i = 1, . . . , N are solutions of “rheonomic” system (2.8).
4.1. Generalized heat conduction equation
1. As a first example we treat (2.10) with m = 1, k = 1, n = 1,U (0) = 0, limξ→∞U (ξ) = 1 and for three
different values of α = 0.5, 0.7, 1.0. The results are shown in Fig. 5. In the special case α = 1 the example was
treated in [19].
In Fig. 6 we show the behavior of U (ξ) for small ξ. The figure shows that decrease in α makes a solution to (2.10)
steeper for small values of ξ . It also shows that all solutions have a part with small slope. This part is shorter for
smaller values of α.
2. Next we treat (2.10) with m = 1, k = 1, n = 2 and for three different values of α = 0.5, 0.7, 1.0. Again, we
take U (0) = 0, limξ→∞U (ξ) = 1. The results are shown in Fig. 7.
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Fig. 6. Solution of (2.10) for m = 1, k = 1, n = 1,U (0) = 0, limξ→∞U (ξ) = 1 and small value of ξ .
Fig. 7. Solution of (2.10) for m = 1, k = 1, n = 2,U (0) = 0, limξ→∞U (ξ) = 1 and three different values of α.
The same tendency as noted in previous case is also observed here, i.e., by decreasing the order of derivative the
curves corresponding to U (ξ) become steeper for small ξ.
4.2. Generalized Burgers/Korteweg–deVries equation
Finally we solved (2.20) for the value ν = 1 and four values of β = 2, 2.8, 2.95 and 3.0 whereby the values
β = 2.0, and 3 correspond to the classical Burgers and Korteweg–deVries equations, respectively. We note that the
generalized B/K–dV equation for β < 2 ≤ 3 is by one of the higher order than the classical Burgers equation (β = 2).
In order to examine the influence of the parameter β on the behavior of the solution only, we compare the different
solutions in Fig. 8 by using the same initial conditions. At that we arbitrarily choose U (0) = −1 and dUdξ (0) = −0.3,
and evaluate the “missing” initial condition d
2U
dξ (0) for β < 2 ≤ 3 from the classical Burgers equation. The results
are shown in Fig. 8. The wavy character of the solution for β > 2 is apparent.
5. Conclusion
In this paper we studied fractional nonlinear heat conduction equation (1.5) and generalized B/K–dV equation
(1.8) by the use of similarity transformations. The generalization is obtained by replacing integer-order derivative by a
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Fig. 8. Solution of (2.20) for ν = 1 and four different values of β.
fractional derivative (more precisely, derivative of real order). We show in the paper that the fractional nonlinear partial
differential equations studied possess similarity solutions, exactly as their counterparts with integer-order derivatives.
By using conveniently defined similarity variables these partial differential equations reduce to ordinary differential
equations with fractional-order derivatives, which are more amenable to various analytical and numerical techniques.
For the order 0 < α < 1 the fractional heat conduction equation serves as the natural link between the solutions of
the corresponding equations emerging when the order attains its limiting values. For the nonlinear heat conduction
equation we find two types of similarity transformations. One of them has the form of a wave propagating in one
direction with specific speed. The exact relation between the speed of the wave and its amplitude is also found.
In Chapter 4 we presented the results of numerical solutions of the heat conduction equation for several values of
parameters. We used a numerical scheme of the Yuan–Agrawal type [23] but based on an expansion formula obtained
in [2]. The results show that by decreasing the order of the derivative, the function U (ξ) increases steeper for small
values of ξ and is flatter for higher value of ξ.
In the case of Eq. (1.8) we let 2 ≤ β ≤ 3. After similarity transformation equation (1.8) becomes (2.19) and (2.20).
The numerical integration shows continuous change for the solution of Burgers equation corresponding to β = 2
to the solution of Korteweg–deVries equation corresponding to β = 3. Thus (1.8) may be treated as generalized
Burgers/Korteweg–deVries equation.
The results presented here can be, in principle, extended by using the Lie-group symmetry analysis to obtain
different kinds of similarity variables and corresponding reduced equations. Such an analysis may be performed along
the lines given in references [13,3,10] and presented in specific cases in [17,14,15]. However, the presence of non-
integer derivatives in equations treated here, makes this analysis nontrivial. Up to now we were unable to obtain other
similarity variables than (2.8), (2.9), (2.15) and (2.16).
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