Abstract We develop a novel and general approach to estimating the accuracy of protein multiple sequence alignments without knowledge of a reference alignment, and use our approach to address a new problem that we call parameter advising. For protein alignments, we consider twelve independent features that contribute to a quality alignment. An accuracy estimator is learned that is a polynomial function of these features; its coefficients are determined by minimizing its error with respect to true accuracy using mathematical programming. We evaluate this approach by applying it to the task of parameter advising: the problem of choosing values for alignment scoring parameters from a set of choices to maximize the accuracy of a computed alignment. Our estimator, which we call Facet (for "feature-based accuracy estimator"), yields a parameter advisor that on the hardest benchmarks provides more than a 27% improvement in accuracy over the best default parameter choice, and outperforms the best prior approaches to assessing alignment quality for parameter advising.
Introduction
Estimating the accuracy of a computed multiple sequence alignment without knowing the correct alignment is an important problem. A good accuracy estimator has broad utility, from building a meta-aligner that selects the best output of a collection of aligners, to boosting the accuracy of a single aligner by choosing the best values for alignment parameters. The accuracy of a computed alignment is typically determined with respect to a reference alignment, by measuring the fraction of substitutions in the core columns of the reference alignment that are present in the computed alignment. We estimate accuracy without knowing the reference by learning a function that combines several easily-computable features of an alignment into a single value.
To contrast our new approach to estimating accuracy, we first review related work.
Related work
Several approaches have been developed for assessing the quality of a computed alignment without knowing a reference alignment for its sequences. These approaches follow two general strategies for estimating the accuracy with which a computed alignment recovers the correct alignment, where correctness is either with respect to the unknown structural alignment (as in our present study) or the unknown evolutionary alignment (as in simulation studies). The first general strategy, which we call scoring-function-based, is to develop a new scoring function on alignments that ideally is correlated with accuracy. (See Notredame et al. (1998) , Thompson et al. (2001) , Pei and Grishin (2001) , and Ahola et al. (2008) .) These scoring functions combine local attributes of an alignment into a score, and typically include a measure of the conservation of amino acids in alignment columns.
The second general strategy, which we call support-based, is to (a) examine a collection of alternate alignments of the same sequences, where the collection can be generated by changing the method used for computing the alignment, or by changing the input to a method, and then COFFEE (Notredame et al. 1998 ) evaluates a multiple alignment by realigning its sequences pairwise; using the matches in all these pairwise alignments to determine transformed substitution scores for pairs of residues 1 in the columns of the multiple alignment, where these position-dependent transformed scores are in the range [0, 1] ; accumulating the weighted sum of scores of all induced pairwise alignments in the multiple alignment without penalizing gaps, where substitutions are evaluated using the above transformed scores; and finally normalizing by the weighted sum of the lengths of all induced pairwise alignments. COFFEE is a component of the T-Coffee alignment package (Notredame, Higgins and Heringa 2000) .
AL2CO (Pei and Grishin 2001) uses conservation measures on alignment columns that are based on weighted frequencies of the amino acids in the column, and assesses an alignment by averaging this measure over all its columns.
NorMD ) develops an elaborate alignment scoring function that transforms standard amino acid substitution scores on pairs of aligned residues into a geometric substitution score defined on a 20-dimensional Euclidean space; takes a weighted average of all these substitution scores in a column; transforms this average substitution score through exponential decay; sums these transformed scores across columns; then includes affine gap penalties (Gotoh 1982) , and Wilbur-Lipman hash scores (Wilbur and Lipman 1983) for normalization. NorMD is used in several systems, including RASCAL ( Thompson et al. 2003) , LEON (Thompson et al. 2004) , and AQUA (Muller et al. 2010) .
PredSP (Ahola et al. 2008 ) fits a beta distribution from statistics to the true accuracies associated with a sample of alignments, where the mean and variance of the distribution are transforms of a linear combination of four alignment features. The features they use are sequence percent identity, number of sequences, alignment length, and a conservation measure that is the fraction of residues in conserved columns as identified by a statistical model that takes into account amino acid background probabilities and substitution probabilities (Ahola et al. 2006) . The accuracy that is predicted for the alignment is essentially the mean of the fitted beta distribution; a predicted confidence interval on the accuracy can also be quoted from the fitted distribution.
Support-based approaches, which assess alignment quality in terms of support from alternate alignments, include MOS (Lassmann and Sonnhammer 2005), HoT (Landan and Graur 2007), GUIDANCE (Penn, Privman, Landan, Graur and Pupko 2010), and PSAR (Kim and Ma 2011). We briefly summarize each below.
MOS (Lassmann and Sonnhammer 2005) takes a computed alignment together with a collection of alternate alignments of the same sequences, and measures the average over all residue pairs in the computed alignment of the fraction of alternate alignments that also align the residue pair. In other words, MOS measures the support of an alignment by others in the collection.
HoT (Landan and Graur 2007) considers a single alternate alignment, obtained by running the aligner that generated the computed alignment on the reverse of the sequences and reversing the resulting alignment. The accuracy of this alternate alignment with respect to the original alignment is reported.
GUIDANCE ) assumes the computed alignment was generated by a so-called progressive aligner that uses a guide tree, and obtains alternate alignments by perturbing the guide tree and reinvoking the aligner. The MOS value of the original alignment with respect to these alternates alignments is reported.
PSAR (Kim and Ma 2011) generates alternate alignments by probabilistically sampling pairwise alignments of each input sequence versus the pair-HMM obtained by collapsing the original alignment without the input sequence. PSAR reports the MOS value of the original alignment with respect to the alternates.
Note that in contrast to other approaches, HoT and GUIDANCE require that the aligner that computed the alignment be available. They are essentially measuring the stability of the aligner, either to sequence reversal or guide tree alteration.
In our experiments, among scoring-function-based approaches, we compare just to COFFEE, NorMD, and PredSP, since AL2CO is known (Lassmann and Sonnhammer 2005) to be dominated by NorMD. Among support-based approaches, we compare just to MOS and HoT, as GUIDANCE requires alignments of at least four sequences (ruling out the many three-sequence protein reference alignments in suites such as BENCH (Edgar 2009)), while PSAR is not yet implemented for protein alignments.
The new approach we develop for accuracy estimation significantly improves on prior approaches, as we demonstrate through its performance on parameter advising. Compared to prior scoring-function-based approaches, we Compared to support-based approaches, our estimator does not degrade on difficult alignment instances, where for parameter advising, good accuracy estimation is most needed. As shown in our advising experiments, support-based approaches lose the ability to detect accurate alignments of hard-to-align sequences, since most alternate alignments are poor and lend little support to the best alignment.
Overview
The structure of the paper is as follows. The next section presents the general form of accuracy estimators we consider, which are polynomials in the feature functions. Section 3 explains how we learn an estimator from examples with known reference alignments by linear and quadratic programming. Section 4 describes the set of feature functions we consider for our estimators, including a new non-local secondary-structurebased feature we call blockiness. Section 5 defines the parameter advising task to which we apply accuracy estimation, and explains how we find an optimal set of parameters for advising via integer linear programming. Section 6 then presents experimental results on benchmark alignments that compare the performance of our approach to other estimators for parameter advising. Section 7 concludes, and offers directions for further research.
Accuracy estimators
Without knowing a reference alignment that establishes the ground truth against which the true accuracy of an alignment is measured, we are left with only being able to estimate the accuracy of an alignment. Our approach to obtaining an estimator for alignment accuracy is to (a) identify multiple features of an alignment that tend to be correlated with accuracy, and (b) combine these features into a single accuracy estimate. Each feature, as well as the final accuracy estimator, is a real-valued function of an alignment. The simplest estimator is a linear combination of feature functions, where features are weighted by coefficients. These coefficients can be learned by training the estimator on example alignments whose true accuracy is known. This training process will result in a fixed coefficient or weight for each feature. Alignment accuracy is usually represented by a value in the range [0, 1], with 1 corresponding to perfect accuracy. Consequently the value of the estimator on an alignment should be bounded, no matter how long the alignment or how many sequences it aligns. For boundedness to hold when using fixed feature weights, the feature functions themselves must also be bounded. Hence we assume that the feature functions also have the range [0, 1]. We can then guarantee that the estimator has range [0, 1] by ensuring that coefficients found by the training process yield a convex combination of features.
In general we consider estimators that are polynomial functions of alignment features. More precisely, suppose the features that we consider for alignments A are measured by the k feature functions f i (A) for 1 ≤ i ≤ k. Then our accuracy estimator E(A) is a polynomial in the k variables f i (A). For a polynomial of degree d, our accuracy estimator E(A) has the general form,
where Z + denotes the nonnegative integers, and the coefficients on the terms of the polynomial are given by the a p 1 ,...,p k . In this summation, there are k index variables p i , and each possible assignment of nonnegative integers to the p i that satisfies i p i ≤ d specifies one term of the summation, and hence the powers for one term of the polynomial.
Learning an estimator from example alignments, as discussed in Section 3, corresponds to determining the coefficients for its terms. We can efficiently learn optimal values for the coefficients, that minimize the error between the estimate E(A) and the actual accuracy of alignment A on a set of training examples, even for estimators that are polynomials of arbitrary degree d. This can be done for arbitrary degree essentially because such an estimator can always be reduced to the linear case by a change of feature functions, as follows. For each term in the degree-d estimator, where the term is specified by the powers p i of the f i , define a new feature function
that has an associated coefficient c j := a p 1 ,...,p k . Then in terms of the new feature functions g j , the original degree-d estimator is equivalent to the linear estimator 
Learning the estimator from examples
To learn an accuracy estimator, we collect a training set of alignments whose true accuracy is known, and find coefficients for the estimator that give the best fit to true accuracy. We form the training set for our experiments by (1) collecting reference alignments from standard suites of benchmark protein multiple alignments, (2) for each such reference alignment, generating alternate alignments of its sequences by calling a multiple sequence aligner with differing values for the parameters of its alignment scoring function, in particular by varying its substitution scoring matrix and gap penalties, which can yield markedly different alignments, and (3) labeling each such alternate alignment by its accuracy with respect to the reference alignment for its sequences.
We use suites of benchmarks for which the reference alignments are obtained by structural alignment of the proteins using their known three-dimensional structures. The alternate alignments together with their labeled accuracies form the examples in our training set.
Fitting to accuracy values
A natural criterion for fitting the estimator is to minimize the error on the example alignments between the estimator and the true accuracy value. For alignment A in our training set S, let E c (A) be its estimated accuracy where vector c = (c 0 , . . . , c t−1 ) specifies the values for the coefficients of the estimator polynomial, and let F (A) be the true accuracy of example A. Formally, minimizing the weighted error between estimated accuracy and true accuracy yields estimator E * := E c * with coefficient vector
where power p controls the degree to which large accuracy errors are penalized. Weights w A correct for sampling bias among the examples, as explained below.
When p = 2, this corresponds to minimizing the L 2 norm between the estimator and the true accuracies. The absolute value in the objective function may be removed, and the formulation becomes a quadratic programming problem in variables c, which can be efficiently solved. (Note that E c is linear in c.) If the feature functions all have range [0, 1], we can ensure that the resulting estimator E * also has range [0, 1] by adding to the quadratic program the linear inequalities c ≥ 0 and 0≤i<t c i ≤ 1.
When p = 1, the formulation corresponds to minimizing the L 1 norm. This is less sensitive to outliers than the L 2 norm, an advantage when the underlying features are noisy. Minimizing the L 1 norm can be reduced to a linear programming problem as follows. In addition to variables c, we have a second vector of variables e with an entry e A for each example A ∈ S to capture the absolute value in the L 1 norm, along with inequalities e A ≥ E c (A) − F (A) and e A ≥ F (A) − E c (A), which are linear in variables c and e. We then minimize the linear objective function A∈S w A e A . For n examples, the linear program has n + t variables and O(n) inequalities, which is solvable even for very large numbers of examples. We can also add inequalities as before that ensure E * has range [0, 1]. The weights w A on examples aid in finding an estimator that is good across all accuracies. In the suites of protein alignment benchmarks that are commonly available, a predominance of the benchmarks consist of sequences that are easily alignable, meaning that standard aligners find high-accuracy alignments for these benchmarks. (This is mainly a consequence of the fact that proteins for which reliable structural reference alignments are available tend to be closely related, and hence easier to align; it does not mean that typical biological inputs are easy!) In this situation, when training set S is generated as described earlier, most examples have high accuracy, with relatively few at moderate to low accuracies. Without weights on examples, the resulting estimator E * is strongly biased towards optimizing the fit for high accuracy alignments, at the expense of a poor fit at lower accuracies. To prevent this, we bin the examples in S by their true accuracy, where B(A) ⊆ S is the set of alignments falling in the bin for example A, and then weight the error term for A by w A := 1/ B(A) . (In our experiments, we form 10 bins equally spaced at 10% increments in accuracy.) In the objective function this weights bins uniformly (rather than weighting examples uniformly) and weights the error equally across the full range of accuracies.
Fitting to accuracy differences
Many applications of an accuracy estimator E will use it to choose from a set of alignments the one that is estimated to be most accurate. (This occurs, for instance, in parameter advising as discussed in Section 5.) In such applications, the estimator is effectively ranking alignments, and all that is needed is for the estimator to be monotonic in true accuracy. Accordingly, rather than trying to fit the estimator to match accuracy values, we can instead fit it so that differences in accuracy are reflected by at least as large differences in the estimator. This fitting to differences is less constraining than fitting to values, and hence might be better achieved.
More precisely, suppose we have selected a set P ⊆ S 2 of ordered pairs of example alignments, where every pair (A, B) ∈ P satsifies F (A) < F (B). Set P holds pairs of examples on which accuracy F increases for which we desire similar behavior from our estimator E. (Later we discuss how we select a small set P of important pairs.) If estimator E increases at least as much as accuracy F on a pair in P, this is a success, and if it increases less than F , we consider the amount it falls short an error, which we try to minimize. Notice this tries to match large accuracy increases, and penalizes less for not matching small increases.
We formulate fitting to differences as finding the optimal estimator E * := E c * given by coefficients
where w AB weights the error term for a pair. When power p is 1 or 2, we can reduce this optimization problem to a linear or quadratic program as follows. We introduce a vector of variables e with an entry e AB for each pair (A, B) ∈ P, along with inequalities e AB ≥ 0 and
, which are linear in variables c and e. We then minimize the objective function (A,B)∈P w AB e p AB , which is linear or quadratic in the variables for p = 1 or 2.
For a set P of m pairs, these programs have m+t variables and m inequalities, where m = O(n 2 ) in terms of the number of examples n. For the programs to be manageable for large n, set P must be quite sparse.
We select a sparse set P of important pairs as follows. Recall that the training set S of examples consists of alternate alignments of the sequences in benchmark reference alignments, where the alternates are generated by aligning the benchmark under a constant number of different parameter choices. An estimator that is designed for parameter advising should rank the highest accuracy alternate alignment for a benchmark above the other alternates for that benchmark. Consequently for each benchmark, we select for P its highest accuracy alternate paired with its other alternates for which the difference in accuracy is at least , where is a tunable threshold. (Notice this picks O(n) pairs on the n examples.) For the estimator to generalize outside the training set, it helps to also properly rank alignments between benchmarks. To include some pairs between benchmarks, we choose the minimum, maximum, and median accuracy alignments for each benchmark, and form one list L of all these chosen alignments, ordered by increasing accuracy. Then for each alignment A in L, we scan L to the right to select the first k pairs (A, B) for which F (B) ≥ F (A) + i δ where i = 1, . . . , k, and for which B is from a different benchmark than A. While the constants ≥ 0, δ ≥ 0, and k ≥ 1 control the specific pairs that this procedure selects for P, it always selects O(n) pairs on the n examples.
Weighting pairs for difference fitting
When fitting to accuracy differences we again weight the error terms, which are now associated with pairs, to correct for sampling bias within P. We want the weighted pairs to treat the entire accuracy range equally, so the fitted estimator performs well at all accuracies. As when fitting to accuracy values, we partition the example alignments in S into bins B 1 , . . . , B k according to their true accuracy. To model equal weighting of accuracy bins by pairs, we consider a pair (A, B) ∈ P to have half its weight w AB on the bin containing A, and half on the bin containing B. (So in this model, a pair (A, B) with both ends A, B in the same bin B, places all its weight w AB on B.) Then we want to find weights w AB > 0 that, for all bins B, satisfy
In other words, the pairs should weight bins uniformly.
We say a collection of weights w AB are balanced if they satisfy the above property on all bins B. While balanced weights do not always exist in general, we can identify an easily-satisfied condition that guarantees they do exist, and in this case find balanced weights by the following graph algorithm.
Construct an undirected graph G whose vertices are the bins B i and whose edges (i, j) go between bins B i , B j that have an alignment pair (A, B) in P with A ∈ B i and B ∈ B j . (Notice G has self-loops when pairs have both alignments in the same bin.) Our algorithm first computes weights ω ij on the edges (i, j) in G, and then assigns weights to pairs (A, B) in P by setting w AB := 2 ω ij /c ij , where bins B i , B j contain alignments A, B, and c ij counts the number of pairs in P between bins B i and B j . (The factor of 2 is due to a pair only contributing weight 1 2 w AB to a bin.) A consequence is that all pairs (A, B) that go between the same bins get the same weight w AB .
During the algorithm, an edge (i, j) in G is said to be labeled if its weight ω ij has been determined; otherwise it is unlabeled. We call the degree of a vertex i the total number of endpoints of edges in G that touch i, where a self-loop contributes two endpoints to the degree. Initially all edges of G are unlabeled. The algorithm sorts the vertices of G in order of nonincreasing degree, and then processes the vertices from highest degree on down.
In the general step, the algorithm processes vertex i as follows. It accumulates w, the sum of the weights ω ij of all labeled edges that touch i; counts u, the number of unlabeled edges touching i that are not a self-loop; and determines d, the degree of i. To the unlabeled edges (i, j) touching i, the algorithm assigns weight ω ij := 1/d if the edge is not a self-loop, and weight ω ii := 1 2
This algorithm assigns balanced weights if in graph G, every bin has a self-loop, as stated in the following theorem.
Theorem 1 (Finding Balanced Weights) Suppose every bin B has some pair (A, B) in P with both alignments A, B in B. Then the above graph algorithm finds balanced weights.
Proof We argue that (a) for every edge (i, j) in G, its assigned weight satisfies ω ij > 0; and (b) for every vertex i, the weights assigned to its incident edges (i, j) satisfy (i,j) : j =i ω ij + 2 ω ii = 1. From these two properties it follows that the resulting weights w AB are balanced.
The key observation is that when processing a vertex i of degree d, the edges touching i that are already labeled will have been assigned a weight ω ij ≤ 1/d, since the other endpoint j must have degree at least d (as vertices are processed from highest degree on down). Unlabeled edges touching i, other than a self-loop, get assigned weight ω ij = 1/d > 0. When assigning weight ω ii for the unlabeled self-loop, the total weight w of incident labeled edges satisfies w ≤ (d−u−2)/d, by the key observation above and the fact that vertex i always has a self-loop which contributes 2 to its degree. This inequality in turn implies ω ii ≥ 1/d > 0. Thus property (a) holds. Furthermore, twice the weight ω ii assigned to the self-loop takes up the slack between 1 and the weights of all other incident edges, so property (b) holds as well.
2
Regarding the condition in Theorem 1, if there are bins without self-loops, balanced weights do not necessarily exist. The smallest such instance is when G is a path of length 2.
Notice that we can ensure the condition in Theorem 1 holds if every bin has at least two example alignments: simply add a pair (A, B) to P where both alignments are in the bin, if the procedure for selecting a sparse P did not already. When the training set S of example alignments is sufficiently large compared to the number of bins (which is within our control), every bin is likely to have at least two examples. So Theorem 1 essentially guarantees that in practice we can fit our estimator using balanced weights.
For k bins and m pairs, the pair-weighting algorithm can be implemented to run in O(k + m) time, using radix sort to map pairs in P to edges in G, and counting sort to order the vertices of G by degree.
Estimator features
The quality of the estimator that results from our approach ultimately rests on the quality of the features that we consider. We consider twelve features of an alignment, the majority of which are novel. All are efficiently computable, so the resulting estimator is fast to evaluate. The strongest feature functions make use of predicted secondary structure (which is not surprising, given that protein sequence alignments are often surrogates for structural alignments).
Another aspect of some of the best alignment features is that they tend to use nonlocal information. This is in contrast to standard ways of scoring sequence alignments, such as with amino acid substitution scores or gap open and extension penalties, which are often a function of a single alignment column or two adjacent columns (as is necessary for efficient dynamic programming algorithms). While a good accuracy estimator would make an ideal scoring function for constructing a sequence alignment, computing an optimal alignment under such a nonlocal scoring function seems prohibitive (especially since multiple alignment is already NP-complete for the current highly-local scoring functions). Nevertheless, given that our estimator can be efficiently evaluated on any constructed alignment, it is well suited for selecting a sequence alignment from among several alternate alignments, as we discuss in Section 5 in the context of parameter advising.
Key properties of a good feature function are: (a) it should measure some attribute that discriminates high accuracy alignments from others, (b) it should be efficiently computable, and (c) its value should be bounded (as discussed at the beginning of Section 2). Bounded functions are easily normalized, and we scale all our feature functions to the range [0, 1]. We also intend our features to be increasing functions of, or positively correlated with, alignment accuracy.
The following are the alignment feature functions we consider for our accuracy estimator. We highlight the first function as it is the most novel, one of the strongest, and is the most challenging to compute.
Secondary Structure Blockiness
The reference alignments in the most reliable suites of protein alignment benchmarks are computed by structural alignment of the known three-dimensional structures of the proteins. The so-called core blocks of these reference alignments, which are the columns in the reference to which an alternate alignment is compared when measuring its true accuracy, are typically defined as the regions of the structural alignment in which the residues of the different proteins are all within a small distance threshold of each other in the superimposed structures. These regions of structural agreement are usually in the embedded core of the folded proteins, and the secondary structure of the core usually consists of α-helices and β-strands. (There are three basic types of secondary structure that a residue can have: α-helix, β-strand, and coil, which stands for "other.") As a consequence, in the reference sequence alignment, the sequences in a core block often share the same secondary structure, and the type of this structure is usually α-helix or β-strand.
We measure the degree to which a multiple alignment displays this pattern of structure by a feature we call Secondary Structure Blockiness. Suppose that for the protein sequences in a multiple alignment we have predicted the secondary structure of each protein, using a standard prediction tool such as PSIPRED (Jones 1999 ). Then in multiple sequence alignment A and for given integers k, > 1, define a secondary structure block B to be:
(i) a contiguous interval of at least columns of A, together with (ii) a subset of at least k sequences in A, such that on all columns in this interval, in all sequences in this subset, all the entries in these columns for these sequences have the same predicted secondary structure type, and this shared type is all α-helix or all β-strand.
We call B an α-block or a β-block according to the common type of its entries. Parameter , which controls the minimum width of a block, relates to the minimum length of α-helices and β-strands; we can extend the definition to use different values α and β for α-and β-blocks.
A packing for alignment A is a set P = {B 1 , . . . , B b } of secondary structure blocks of A, such that the column intervals of the B i ∈ P are all disjoint. (In other words, in a packing, each column of A is in at most one block. The sequence subsets for the blocks can differ arbitrarily.) The value of a block is the total number of residue pairs (or equivalently, substitutions) in its columns; the value of a packing is the sum of the values of its blocks.
Finally, the blockiness of an alignment A is the maximum value of any packing for A, divided by the total number of residue pairs in the columns of A. In other words, Secondary Structure Blockiness measures the fraction of substitutions in A that are in an optimal packing of α-or β-blocks.
At first glance measuring blockiness might seem hard (since optimal packing problems are often computationally intractable), yet surprisingly it can actually be computed in linear time in the size of the alignment, as the following theorem states. The main idea is that evaluating blockiness can be reduced to solving a longest path problem on a directed acyclic graph of linear size.
Theorem 2 (Evaluating Blockiness) Given a multiple alignment A of m protein sequences and n columns, where the sequences are annotated with predicted secondary structure, the blockiness of A can be computed in O(mn) time.
Proof The key is to not enumerate subsets of sequences in A when considering blocks for packings, and instead enumerate intervals of columns of A. Given a candidate column interval I for a block B, we can avoid considering all possible subsets of sequences, since there are only two possibilities for the secondary structure type s of B, and the sequences in B must have type s across I. To maximize the value of B, we can collect all sequences in A that have type α across I (if any), all sequences that have type β across I, and keep whichever subset has more sequences.
Following this idea, given alignment A, we form an edge-weighted, directed graph G that has a vertex for every column of A, plus an artificial sink vertex, and an edge of weight 0 from each column to its immediate successor, plus an edge of weight 0 from the last column of A to the sink. We call the vertex for the first column of A the source vertex. We could then consider all intervals I of at least columns, test whether the best sequence subset for each I as described above has at least k sequences, and if so, add an edge to G from the first column of I to the immediate successor of the last column of I, weighted by the maximum value of a block with interval I. A longest path in the resulting graph G from its source to its sink then gives an optimal packing for A, and the blockiness of A is the length of this longest path divided by the total number of substitutions in A. This graph G would have Θ(n 2 ) edges, however, and would not lead to an O(mn) time algorithm for blockiness. Instead, we only add edges to G for such intervals I whose number of columns, or width, is in the range [ , 2 −1]. Any block B whose interval has width at least is the concatenation of disjoint blocks whose intervals have widths in the above range. Furthermore, the value of block B is the sum of the values of the blocks in the concatenation. Only adding to G edges in the above width range gives a sparse graph with O(n) vertices and just O( n) edges, which is O(n) edges for constant .
To implement this algorithm, first construct G in O(mn) time by (1) enumerating the O(n) edges of G in lexicographic order on the pair of column indices defining the column interval for the edge, and then (2) determining the weight of each successive edge e in this order in O(m) time by appending a single column of A to form the column interval for e from the shorter interval of its predecessor. Graph G is acyclic, and a longest source-sink path in a directed acyclic graph can be computed in time linear in its number of vertices and edges (Cormen et al. 2009 , pp. 655-657), so the optimal packing in A by blocks can be obtained from G in O(n) time. This takes O(mn) time in total.
Other features
The remaining feature functions we consider are simpler to compute than Secondary Structure Blockiness.
Secondary Structure Agreement The secondary structure prediction tool PSIPRED (Jones 1999) outputs confidence values at each residue that are intended to reflect the probability that the residue has each of the three secondary structure types. Denote these three confidences for a residue i, normalized so they add up to 1, by p α (i), p β (i), and p γ (i). Then we can estimate the probability that two residues i, j in a column have the same secondary structure type that is not coil by
To measure how strongly the secondary structure locally agrees around two residue positions, we compute a weighted average of P in a window of width 2 + 1 centered at the positions,
where the weights w k form a discrete distribution that peaks at k = 0 (centered on i and j) and is symmetric. The value of the Secondary Structure Agreement feature is then the average of Q(i, j) over all residue pairs i, j in all columns.
Gap Coil Density A gap in a pairwise alignment is a maximal run of either insertions or deletions. For every pair of sequences, we measure the fraction of residues involved in gaps in the pairwise alignment induced by the sequence pair that are predicted by PSIPRED to be of secondary structure type coil. The Gap Coil Density feature then averages this measure over all induced pairwise alignments.
Gap Extension Density
This feature counts the number of null characters in the alignment (the dashes that denote gaps), normalized by the total number of alignment entries. This is related to affine gap penalties (Gotoh 1982) , which are commonly used to score alignments.
Gap Open Density
This counts the number of runs of null characters in the rows of the alignment, normalized by the total length of all such runs (which also relates to affine gap penalties). (1975) .) The Gap Compatibility feature measures the fraction of pairs of columns in the reduced binary data that pass this test, which is a rough measure of how tree-like the gapping pattern is in the alignment.
Substitution Compatibility Similar to Gap Compatibility, we encode the substitution pattern in the columns of an alignment by a binary state: using a reduced amino acid alphabet of equivalency classes, residues in the most prevalent equivalency class in the column are mapped to 1 and all others to 0. The feature measures the fraction of encoded column pairs that pass the four-gametes test, which again is a rough measure of how tree-like the substitution pattern is in the alignment. We considered the standard reduced alphabets with 6, 10, 15, and 20 equivalency classes, and used the 15-class alphabet, which gave the strongest correlation with accuracy.
Amino Acid Identity This feature is usually called simply "percent identity." In each induced pairwise alignment, we measure the fraction of substitutions in which the residues have the same amino acid equivalency class, where we use the reduced alphabet with 10 classes. The feature averages this over all induced pairwise alignments.
Secondary Structure Identity This feature is like Amino Acid Identity, except instead of the protein's amino acid sequence, we use the secondary structure sequence predicted for the protein by PSIPRED (Jones 1999), which is a string over the 3-letter secondary structure alphabet.
Average Substitution Score This computes the average score of all substitutions in the alignment using a BLSM62 substitution-scoring matrix (Henikoff and Henikoff 1992) that has been shifted and scaled so the amino acid similarity scores are in the range [0, 1].
Core Column Density For this feature, we first predict core columns as those that only contain residues (and not gap characters) and whose fraction of residues that have the same amino acid equivalency class, for the 10-class alphabet, is above a threshold. The feature then normalizes the count of predicted core columns by the total number of columns in the alignment.
Information Content This feature measures the average entropy of the alignment (Hertz and Stormo 1999) , by summing over the columns the log of the ratio of the abundance of a specific amino acid in the column over the background distribution for that amino acid, normalized by the number of columns in the alignment.
This comprises the set of features we consider for constructing an accuracy estimator. Later we perform feature selection to find the subset of features that yields the best estimator, as discussed in Section 6.
Application to parameter advising
In characterizing six stages in constructing a multiple sequence alignment, Wheeler and Kececioglu (2007) gave as the first stage choosing the parameter values for the alignment scoring function. While many alignment tools allow the user to specify scoring function parameter values, such as affine gap penalties or substitution scoring matrices, typically only the default parameter values that the aligner provides are used. This default parameter choice is often tuned to optimize the average accuracy of the aligner over a collection of alignment benchmarks. While the default parameter values might be the single choice that works best on average on the benchmarks, for specific input sequences there may be a different choice on which the aligner outputs a much more accurate alignment. This leads to the task of parameter advising: given particular sequences to align, and a set of possible parameter choices, recommend a parameter choice to the aligner that yields the most accurate alignment of those sequences. Parameter advising has three components: the set S of input sequences, the set P of parameter choices, and the aligner A. (Here a parameter choice p ∈ P is a vector p = (p 1 , . . . , p k ) that specifies values for all free parameters in the alignment scoring function.) Given sequences S and parameter choice p ∈ P , we denote the alignment output by the aligner as A p (S).
Wheeler and Kececioglu (2007) call a procedure that takes the set of input sequences S and the set of parameter choices P , and outputs a parameter recommendation p ∈ P , an advisor. A perfect advisor, that always recommends the choice p * ∈ P that yields the highest accuracy alignment A p * (S), is called an oracle. In practice, constructing an oracle is impossible, since for any real set S of sequences that we want to align, a reference alignment for S is unknown (as otherwise we would not need to align them), so the true accuracy of any alignment of S cannot be determined. The concept of an oracle is useful, however, for measuring how well an actual advisor performs.
A natural approach for constructing a parameter advisor is to use an accuracy estimator E as a proxy for true accuracy, and recommend the parameter choice p := argmax
In its simplest realization, such an advisor will run the aligner A repeatedly on input S, once for each possible parameter choice p ∈ P , to select the output that has best estimated accuracy. Of course, to yield a quality advisor, this requires two ingredients: a good estimator E, and a good set P of parameter choices. The preceding sections have addressed how to design estimator E; we now turn to how to find a good set P .
Finding an optimal parameter set
Since the above advisor computes as many alignments as there are parameter choices in P , set P must be small for such an advisor to be practical. Given a bound on |P |, we would like to find a set P that, say, maximizes the true accuracy of the aligner A using the advisor's recommendation from P , averaged over a training collection of benchmarks S. Finding such an optimal set P is difficult, however, because the accuracy of the advisor is a rather indirect function (through the estimator E) of the entire set P , and enumerating all possible sets P in order to find an optimal one is prohibitive.
Instead, we find a set P that maximizes the true accuracy of aligner A using an oracle on P . The true accuracy of aligner A on a given input S, using an oracle on set P , is simply max
where again F (A) is the true accuracy of alignment A. We can then find a set P * that maximizes the average of the above quantity over all inputs S in a collection of benchmarks. We use this criterion, which seeks to maximize the performance of an oracle on the parameter set, for our definition of an optimal parameter set P . We formulate this model as follows. Let U be the universe of parameter choices from which we want to find a parameter set P ⊆ U . For a parameter choice p ∈ U and sequences S, denote the true accuracy of the aligner using p on S as
Given a bound k on the size of P , we want to find the optimal set P * := argmax
where the summation is over all benchmarks S in a training set. (This is equivalent to maximizing the average true accuracy of the aligner over the training set using the oracle on P .) We call the above optimization problem of finding P * , Optimal Parameter Set.
As might be expected, Optimal Parameter Set is NP-complete: it is equivalent to a classic problem from the field of operations research called Facility Location (Drezner and Hamacher 2004) , which is known to be NP-complete (Gary and Johnson 1979, ND51). Both problems can be tackled, however, by expressing them as an integer linear program.
The integer variables of the program, which all have value 0 or 1, are
• y p for all p ∈ U , where variable y p = 1 iff parameter p is selected for set P , and
• x p,S for all p ∈ U and all benchmarks S, where variable x p,S = 1 iff parameter p is used by the aligner on benchmark S in maximizing its average accuracy.
The linear constraints are
where the fourth constraint above applies to every benchmark S. The linear objective function is to maximize
where the a p,S are serving as coefficients in the objective function. An optimal solution to this integer linear program gives an optimal parameter set P * = {p ∈ U : y p = 1}. For a universe U of t parameter choices and a training set of n benchmarks, this has Θ(tn) variables and Θ(tn) constraints. While for a large universe and a large training set the resulting integer program can get quite big, in our experiments we were able to solve all instances to optimality using the CPLEX integer linear programming solver.
In the next section we study our estimator through experiments that empirically evaluate how it performs at parameter advising.
Experimental results
We evaluate our approach for deriving an accuracy estimator, and the quality of the resulting parameter advisor, through experiments on a collection of benchmark protein multiple sequence alignments. In these experiments, we compare parameter advisors that use our estimator and five other estimators from the literature: COFFEE (Notredame et al. , which requires at least four sequences, and hence is not applicable to a large portion of the most challenging benchmarks in our study, as many hardest-to-align instances involve three very distant sequences; and PSAR (Kim and Ma 2011), which at present is only implemented for DNA sequence alignments.
We refer to our estimator in the figures that follow by the acronym Facet, which is short for "feature-based accuracy estimator."
In our experiments, for the collection of alignment benchmarks we used the BENCH suite of Edgar (2009) To correct for this bias in oversampling of easy benchmarks, our approaches for learning an estimator nonuniformly weight the training examples, as described earlier.
For each reference alignment in our benchmark collection, we generated alternate multiple alignments of the sequences in the reference using Opal with varying parameter choices. Opal constructs multiple sequence alignments using as a building block the exact algorithm of Kececioglu and Starrett (2004) for optimally aligning two multiple alignments under the sum-of-pairs scoring function (Carrillo and Lipman 1988) with affine gap penalties (Gotoh 1982) . Since Opal computes subalignments that are optimal with respect to a well-defined scoring function, it is an ideal testbed for evaluating parameter choices, and in particular parameter advising. Each parameter choice for Opal is a five-tuple (σ, γ I , γ E , λ I , λ E ) of parameter values, where σ specifies the amino acid substitution scoring matrix, pair γ E , λ E specifies the gap-open and gap-extension penalties for external gaps in the alignment (also called terminal gaps), and γ I , λ I specifies the gap penalties for internal gaps (or non-terminal gaps).
The universe U of parameter choices we consider in our experiments consists of over 2,000 such tuples (σ, γ I , γ E , λ I , λ E ). Universe U was generated as follows. For the substitution matrix σ, we considered matrices from the BLOSUM (Henikoff and Henikoff 1992) and VTML (Müller, Spang and Vingron 2002) families. To accommodate a range of protein sequence divergences, we considered the following matrices from these families: {BLSM45, BLSM62, BLSM80} and {VTML20, VTML40, VTML80, VTML120, VTML200}. For each of these eight matrices, we took the real-valued version of the similarity matrix and transformed it into a substitution cost matrix for Opal by negating, shifting, and scaling it to the range [0, 100], and then rounding its entries to the nearest integer. For the gap penalties, we started from the default parameter setting for Opal (see Wheeler and Kececioglu (2007) ), which is an optimal choice of gap penalties for the BLSM62 matrix found by inverse parametric alignment (see Kececioglu and Kim (2006) , Kim and Kececioglu (2007) ). Around these default values we enumerated a Cartesian product of integer choices in the neighborhood of this central choice, generating over 2,100 fourtuples of gap penalties. The resulting set of roughly 16,900 parameter choices (each substitution matrix combined with each gap penalty assignment) was then reduced by examining the benchmarks in our collection as follows. In each hardness bin of benchmarks, we: (1) ran Opal with all of these parameter choices on the benchmarks in the bin, (2) for a given parameter choice measured the average accuracy of the alignments computed by Opal using that parameter choice on the bin, (3) sorted the parameter choices for a bin by their average accuracy, and (4) in each bin kept the top 300 choices with highest average accuracy. Unioning these top choices from all 10 hardness bins, and removing duplicates, gave our final set U . This universe U has 2,211 parameter choices.
To generate training and test sets for our parameter advising experiments on a given set P ⊆ U of parameter choices, we used three-fold cross validation. For each bin, we evenly and randomly partitioned the benchmarks in the bin into three groups; we then formed three different splits of the entire set of benchmarks into a training class and a test class, where each split put one group in a bin into the test class and the other two groups in the bin into the training class; finally, for each split we generated a test set and a training set of example alignments by generating |P | alignments from each benchmark S in a training or test class by running Opal on S using each parameter choice in P . An estimator learned on the examples in the training set was evaluated on the examples in the associated test set. The results that we report are averages over three runs, where each run is on one of these training and test set pairs. (Note that across these three runs, every example alignment is tested on exactly once.) For a set P of 10 parameters, each run has over 5, 700 training examples and 2, 800 test examples.
Selecting features
Of the features listed in Section 4, not all are equally informative, and some can weaken an estimator. We selected subsets of features for use in accuracy estimators as follows. We exhaustively enumerated all 4,095 subsets of the 12 features we considered, and for each subset, fitted an estimator that used just the features in that subset. To fit an estimator on a feature set, we used both value fitting and difference fitting, for both linear and quadratic estimators (i.e. degree 1 and 2 polynomials), under both the L 1 norm and L 2 norm error measures. Each of the resulting estimators was evaluated for its performance on parameter advising, in terms of the true accuracy of its resulting advisor averaged across the ten difficulty bins. (Exactly how the average accuracy of an advisor is measured is discussed later in this section.) This evaluation process was used to find good feature subsets for the optimal parameter sets P ⊆ U with |P | equal to 5, 10, and 15 parameter choices. (Optimal oracle parameter sets P are discussed in Section 5.) To find a good overall feature set that works well for differing numbers of parameters, we examined all subsets of features considered by the above process, and chose the feature set that had the highest accuracy averaged across the 5-, 10-, and 15-parameter sets.
The best overall feature set found by this process is a 5-feature subset consisting of the following feature functions: The above 5-feature estimator, when advising using the optimal 10-parameter set, has accuracy 59.3% averaged across all bins. By comparison, the 12-feature estimator (which uses all feature functions) has corresponding average accuracy 57.0%. Clearly feature selection helps.
Comparing with prior estimators, advisors that use MOS, PredSP, COFFEE, HoT, and NorMD as their estimator with this same 10-parameter set have respective average accuracies of 53.8%, 53.3%, 53.2%, 52.2%, and 51.0%. So Facet outperforms the next best estimator by more than 5% in accuracy when advising with 10 parameters. (Further detailed comparisons among these estimators are given later.)
For the impact of varying the fitting approach and the degree of the polynomial, for variants we quote their average accuracy when advising with the 10-parameter set using their best feature subset. The accuracy of the linear estimator with difference fitting is 59.3%, and with value fitting is 59.9%. While value fitting happens to be marginally better here (but is worse in other scenarios), its coefficients and best feature set vary considerably between cross-validation folds, while difference fitting is much more stable. The accuracy of the quadratic estimator with difference fitting using regularization is 59.5%, and with value fitting is 59.0%. In general, we do not experience a consistent improvement (if any) with a quadratic estimator over a linear estimator, while it has many more coefficients. We also observe an insignificant difference between the L 1 and L 2 norms for error measures when fitting.
In the results below, for Facet we use the optimal 5-feature linear estimator given above obtained by difference fitting under the L 1 norm. 
Comparing estimators to true accuracy
To examine the fit of an estimator to true accuracy, the scatter plots in Figure 1 show PredSP has small spread, it also has small slope, which weakens its discriminative power. While MOS and COFFEE have large slope, they also have significant spread, weakening their discrimination. Finally HoT and NorMD have too large a spread to discriminate. Of all these estimators, Facet seems to achieve the best compromise of slope and spread, for a tighter monotonic trend across all accuracies. This better compromise between slope and spread may be what leads to improved performance for Facet on parameter advising, as demonstrated later in this section.
Our estimator combines five features to obtain its estimate. To give a sense of how these features behave, Figure 2 shows scatter plots of three of the five feature functions that have the strongest correlation with true accuracy (which all use secondary structure): Secondary Structure Blockiness, Secondary Structure Identity, and Secondary Structure Agreement. Notice that the combined five-feature Facet estimator, also show in the figure, has smaller spread than any one of its individual features.
Performance on parameter advising
To evaluate these methods for parameter advising, we computed optimal oracle parameter sets P , using our approach from Section 5 that solves an integer linear programming problem, for |P | = 1, . . . , 15. We show results for the resulting parameter advisors that use the estimators Facet, MOS, COFFEE, PredSP, HoT, and NorMD. Each advisor is used within Opal, which outputs the alignment computed with its recommended parameter choice from set P . Advisors are compared by the true accuracy of the resulting Opal alignment, where accuracy is first averaged within each hardness bin and then averaged across all bins. We also do the same comparison looking at the rank of the alignment chosen by the advisor, where the alignments generated by the |P | parameter choices are ordered by their true accuracy. (So the rank can range from 1 to |P |, with rank 1 corresponding to a perfect advisor.) Table 1 lists the parameter choices in the optimal oracle sets P for cardinalities 1, 5, 10, and 15. Each row corresponds to a parameter choice (σ, γ I , γ E , λ I , λ E ), where σ is a substitution matrix and the remaining parameters are gap penalties as described earlier. The initial columns specify the parameter values for these choices. The last four columns show the choices in the optimal parameter sets. (Cardinality |P | = 1 corresponds to the best default parameter choice.) For a given cardinality, the percentage values down its column show the distribution of usage of that parameter choice in P , where empty entries have usage zero. Here usage is the number of benchmarks in the collection for which that parameter choice gives the highest true accuracy in Opal out of the choices in P . The members of a set P are exactly those parameter choices with nonzero usage in its column. Note that at all cardinalities, usage tends to be somewhat evenly spread across the choices in the set; in other words, the optimal choices are not overly specialized. Furthermore, a finer analysis within difficulty bins reveals that the choices in a set are not specialized to low or high accuracies. Figure 3 shows the performance of the four best advising methods (Facet, MOS, COFFEE, and PredSP) on the optimal oracle set P of 10 parameters. The top chart shows accuracy, while the bottom chart shows the rank of the alternate alignment chosen by the advisor, averaged over the benchmarks in each difficulty bin. The oracle curve shows what would be achieved by a perfect advisor. The figure also shows the expected performance of a purely random advisor, which simply picks a parameter from P uniformly at random. With respect to accuracy, note that the advisor that uses Facet is the only one that always performs above random; averaged across all bins, MOS, COFFEE, and PredSP perform close to random. The Facet advisor is also strictly better than every other advisor in accuracy on all bins. With respect to rank, Facet is strictly better than every advisor in all but the easiest bin, where it nearly ties MOS.
As Figure 3 shows, Facet gives the most help in the hardest bins. In the two most difficult bins, labeled 0.1 and 0.2 in the figure, advising with Facet improves on the accuracy of the best default parameter choice by more than 22% and 27%, respectively. Figure 4 shows the advising performance of all estimators, uniformly averaged across all bins, as a function of the number of parameter choices |P | for cardinalities 1, . . . , 15. Notice that with respect to accuracy, the performance of the MOS, COFFEE, PredSP, HoT, and NorMD advisors generally tends to decline as the number of parameter choices increases (and for some is not far from random). The Facet advisor generally improves with more parameters, though at 10 parameters the performance has roughly saturated. We remark that the performance of the oracle, if its curve is continued indefinitely to the right, reaches a limiting accuracy at P = U of 75.3%. 
Conclusion
We have presented an efficiently-computable estimator for the accuracy of protein multiple alignments without knowing the reference alignment. The estimator is a polynomial function of alignment features whose coefficients are learned from example alignments using linear and quadratic programming. We evaluated our estimator in the context of parameter advising, and show it consistently outperforms other approaches to estimating accuracy when used for the advising task. Compared to using the best default parameter choice, the resulting parameter advisor using a set of 10 parameters provides as much as a 27% improvement in multiple alignment accuracy on the hardest benchmarks.
Further research
There are many directions for further research. More sophisticated prediction of core columns will aid several of our features, as the definition of core column is crucial to the calculation of accuracy. While our current estimator is tailored to protein alignment, altering the set of features will allow the approach to be applied to DNA and RNA alignment. Attempting to directly compute alignments that optimize the estimator as an alignment scoring function seems daunting, but it may be feasible to incorporate some of the features, especially those involving secondary structure, into heuristics for alignment construction. Finally, applying our estimator to develop a so-called metaaligner, which chooses the best output of a collection of aligners, is a potentially fruitful line of research.
