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Abstract
In this paper, We study an one–dimensional morphogenesis model considered by C. Stinner
et al. in [21] (Math. Meth. Appl. Sci. 2012, 35 445–465). Under homogeneous boundary con-
ditions, we prove the existence of nonconstant positive steady states through local bifurcation
theories. We also rigourously study the stability of the nonconstant solutions when the sensi-
tivity function are chosen to be linear and logarithmic function respectively. Finally, we present
numerical solutions to illustrate the formation of stable spatially inhomogeneous patterns. Our
numerical simulations suggests that this model can develop very complicated and interesting
structures even over one–dimensional finite domains.
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1 Introduction
It is the goal of this paper to study the existence and stability of nonconstant positive steady
states of the following one–dimensional system
ut = (d1ux − χuΦx(v))x + λ− u, x ∈ (0, L), t > 0,
vt = d2vxx + 1− (1 + λ)v + u, x ∈ (0, L), t > 0,
ux(x, t) = vx(x, t) = 0, x = 0, L, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ (0, L),
(1.1)
where u = u(x, t), v = v(x, t); d1, d2, χ and λ are positive constants, and Φ is a continuously
differentiable function. This system was proposed by Bollenbach et al. in [1] as a limit case of
morphogenesis models that describe the transport of morphogens in Epithelia. To be precise,
u(x, t) denotes the density of total ligand (an ion or molecule that binds to a central metal atom
to form a metal complex) at space–time location (x, t) and v(x, t) represents the density of the
free and bound receptor; d1 and d2 are the diffusion rates of the ligand and receptor respectively
and χ measures the attraction rate of the receptor to the morphogen. Φ reflects the variation
of morphogen transportation induced by the receptor concentration gradient with respect to
the levels of receptor density. Moreover, the boundary conditions represent an one–dimensional
enclosed domain and the initial data are assumed to be nonnegative and not identically zero.
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Morphogenesis (from the Greek morph shape and genesis creation) is a biological process
that has been studied since the early 20th century and it is an essential mechanism for the
cellular growth and differentiation to create organs and their organizations. Morphogenesis
can take place in cell cultures, inside tumor cell masses or in a mature organism. It causes
organisms to develop their shapes and then controls the organized spatial distribution of cells
during the embryonic development of an organism. Morphogenetic responses usually occur
through chemotaxis process which may be induced by hormones in organisms, environmental
chemicals produced by other organisms or radionuclides released by the cells, or the mechanical
stresses induced by spatial patterning of the cells.
Theoretical and mathematical modelings have been proposed to study how the locally se-
creted morphogens are transported to the cells of embryo over the past few decades. The earliest
ideas and mathematical explanations dates back to the seminal work Alan Turing [3] in 1952 on
how physical processes affect biological growth and the development of natural patterns such
as the spirals of phyllotaxis. Turing correctly predicted that the diffusion and reaction of two
different chemical signals, one activating and the other deactivating growth, were able to set up
patterns of development. Turing’s revolutionary idea was that the diffusion, which is a smooth-
ing process for single equation, can interact with chemical reactions to destabilize homogeneity
for systems, therefore nontrivial patterns (nonconstant solutions) can emerge through bifurca-
tions. It is worthwhile to mention that chemotaxis is well accepted to be a leading organism in
the spatio–temporal behaviors and pattern formations for many biological processes. Recently,
several authors have proposed and studied some PDEs to incorporate the chemotaxis in the
transportation of morphogens in Epithelia. See [1], [12], [21], and the references therein.
The mathematical model proposed in [1] consists of two equations and its general form in
spatially one–dimensional domain reads{
ut = (d1(u, v)ux − χ(u, v)vx)x − k1(u, v)u, x ∈ (0, L), t > 0,
vt = d2(u, v)vxx + k2(u, v)− k3(u, v)v, x ∈ (0, L), t > 0, (1.2)
where k1 and k3 are the degradation rates of morphogen and receptor respectively, while k2
measures the production of receptor at the cells surfaces. In particular, the coefficients in [1]
are chosen to be
d1(u, v) =
d1v
c1u+ c2v
, d2(u, v) = 0, χ(u, v) =
d2v
c1u+ c2v
, k3(u, v) =
c3v − c4u
v
,
where ci, i = 1, 2, 3, 4, are positive constants. The degradation rate k1 is assumed to be a
constant and k2(u, v) is chosen to be a linear function of the receptor and the blind receptors.
The reader is referred to [1] the mathematical modeling and the detailed justification for the
choices of these functions. In [21], C. Stinner et al. investigated the well–posedness of the
following simplified system{
ut = (ux − χuv vx)x − µu, x ∈ (0, L), t > 0,
vt = 1− v + u, x ∈ (0, L), t > 0, (1.3)
subject to the boundary condition
ux(0, t)− χu
v
vx(0, t) = −ν, ux(L, t)− χu
v
vx(L, t) = 0,
with ν > 0 and nonnegative initial conditions u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ (0, L). It is
proved that (1.3) admits global and bounded weak solutions for all χ ∈ (0, 1); moreover, positive
solutions of (1.3) converge to the unique steady state provided that χ is sufficiently small and
λ is sufficiently large. We want to note that non–flux boundary condition is imposed at x = 1
and the flux through x = 0 is assumed to be related to the production rate of the ligand.
It is noteworthy to mention that the Keller–Segel type model (1.2) has also been widely
utilized in the modeling of chemotaxis. The strongly coupled PDEs have demonstrated their
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abilities in capturing interesting and important phenomena through chemotaxis such as the
traveling band and cellular aggregation. The former can be modelled by travelling wave solutions
and it is out of the scope of our attention. The survey paper [26] by Z. Wang is a good
reference for the travelling wave solutions of the chemotaxis models. To model the cellular
aggregation phenomenon, there are two well–established methodologies available in literature.
One approach, first proposed by Childress and Perkus [3] in 1981, is to show that the time–
dependent solution blows up in finite or infinite time with the L∞–norm of the solutions goes
to infinity, then the aggregation is simulated by one δ–function or a combination of several
δ–functions. See [14] and the survey paper [7] for works in this direction. The δ–function is
evidently connected to the modeling of cellular aggregations, however, it is necessary to point
out that, the singularity of δ–function brings difficulties in modeling the cellular aggregations
analytically and numerically.
Another approach is to show that the time–dependent system admits global–in–time so-
lutions that converge to bounded steady states. Then positive steady states with nontrivial
structures such as spikes or transition layers can be employed to model the aggregation phe-
nomenon. For works and results in this direction, see the papers of Lin et al. [10], Ni and Takagi
[16], [17] on the existence of boundary spike of the least–energy solutions through variational
method, and the method initiated and developed by Wang [2, 23, 25] on the formation of spikes
through global bifurcation theory and the Helly’s compactness theorem.
In this paper, we study a system general than (1.3) in the following form,
ut = (d1ux − χuΦx(v))x + λ− µu, x ∈ (0, L), t > 0,
vt = d2vxx + 1− αv + βu, x ∈ (0, L), t > 0,
ux(x, t) = vx(x, t) = 0, x = 0, L, t > 0,
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ (0, L),
(1.4)
where d1, d2, µ, λ and α, β are positive constants. For d1 = α = β = 1, d2 = µ = 0, and
Φ = ln v, we see that (1.4) the first equations are reduced to (1.3). Before formulating our
main results, we want to mention that the density dependent sensitivity function Φ(v) plays an
essential role in the global existence of classical solutions of (1.4). Two prototypical choices of
the sensitivity functions are the linear case Φ = v and logarithmic case Φ(v) = ln v, and both
are of biological importance and mathematical interest is the logarithmic function Φ(v) = ln v.
This form is chosen to model the stimulus perception governed by the celebrated Weber–Fecher’s
law. Moreover, the singularity seems to be essential in the formation of travelling bands in [8].
See the discussions in the last section of [11].
For the linear case, one can prove by slightly modifying the arguments in [18] that, given
any initial data (u0, v0) ∈ H1(0, L) × H1(0, L), (1.4) has a unique bounded classical solution
(u, v). The logarithmic case is much more complicated and difficult. For λ = µ = 0, the global
existence of the multi–dimensional parabolic–elliptic counterpart of (1.4) has been studied in
[6], [21], [24], etc, provided that χd1 is not large. Blow–up of radial solutions are investigated by
Nagai and Senba in [15]. For λ, µ > 0, it follows from Corollary 2.5 of [21] that the solution of
(1.4) is global in time, provided that χd1 < 0. See the survey paper [7] of Hillen and Painter for
works on chemotaxis models with other sensitivity functions.
It is an interesting and also important question to pursue if blow–up occurs when the small-
ness assumption on χd1 is relaxed. The literature on global existence suggests that a singularity
can be inhibited by the linear degradation of the cellular population, however, whether or not
this is sufficient to exclude the blow–up for large χd1 remains open so far, in particular for high
space dimensions. Moreover, the singularity of the logarithmic sensitivity function at v = 0
tends to support the formation of blow–up solutions. See [6], [24] and the references therein for
detailed discussions in this aspect.
In contrast to the global existence question, it the main purpose of our paper to study the
existence and stability of nonconstant positive stationary solutions of (1.1). In particular, we
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are concerned with the effect of the sensitivity function on the formation of nontrivial patterns.
To elucidate our goal, and also for the simplicity of our analysis, we introduce the parameters
d˜1 =
d1
µ
, d˜2 =
µ+ βλ
αµ
d2, χ˜ =
χ(µ+ βλ)
αµ2
, λ˜ =
λ
µ
,
and the transformation
(u, v) =
(
u˜,
µ+ βλ
αµ
v˜
)
.
Then we see that the steady state of (1.1) is reduced into (d1u
′ − χuΦ′(v)v′)′ + λ− u = 0, x ∈ (0, L),
d2v
′′ + 1− (1 + λ)v + u = 0, x ∈ (0, L),
u′(x) = v′(x) = 0, x = 0, L,
(1.5)
where we have dropped the tildes in (1.5). It is easy to see that (u¯, v¯) = (λ, 1) is the unique
trivial solution of (1.5). We shall consider (1.1) and its stationary system (1.5) throughout the
rest part of our paper.
This paper is organized as follows. In section 2, we show that the homogeneous steady
state (u¯, v¯) is the global attractor of (1.1) when χ = 0, independent of the initial data and the
size of diffusions. We also perform the linearized stability analysis of (u¯, v¯) = (λ, 1) when the
chemoattraction rate χ > 0. It is shown that large χ tends to destabilize (u¯, v¯). In section 3,
we establish the existence of nonconstant positive steady states of (1.5)–see Theorem 3.1. The
stability of the nonconstant solutions is also obtained for both linear and logarithmic sensitivity
function–see Theorem 3.2 and Theorem 3.3. We present in section 4 some numerical simulations
to illustrate the emergence of nontrivial patterns. Solutions with striking structures such as
interior spikes, boundary layers, etc. are also presented. Finally, we include some concluding
remarks and discussions in section 5.
2 Preliminary results and advection–driven instability
First of all, we show that the existence of nonconstant positive steady states of system (1.1) is
induced by the presence of chemotactic effect. To this end, we study the dynamics of the system
without the chemotactic term, i.e., the following system with χ = 0,
ut = d1uxx + λ− u, x ∈ (0, L), t > 0,
vt = d2vxx + 1− (1 + λ)v + u, x ∈ (0, L), t > 0,
ux(x, t) = vx(x, t) = 0, x = 0, L, t > 0,
u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ (0, L).
(2.1)
We have the following global stability result of the trivial steady state (u¯, v¯) = (λ, 1) and the
proof of this result is same as that of Proposition 2.2 in [13].
Proposition 1. The positive equilibrium (u¯, v¯) of (2.1) is asymptotically stable and system
(2.1) does not have any nonconstant steady state.
Proof. First of all, the corresponding linearized system of (2.1) at (u¯, v¯) has the Jacobian matrix
of the following form
M =
(−1 0
1 −(1 + λ)
)
,
which has a positive determinant |M| = 1 + λ > 0. Then (u¯, v¯) is the only steady state of (2.1)
according to Theorem 3.1 of [9].
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On the other hand, it follows from straightforward calculations that the linearized matrix
corresponding to system (2.1) at (u¯, v¯) is(
−d1
(
kpi
L
)2 − 1 0
1 −d2
(
kpi
L
)2 − 1− λ
)
,
and it has two negative eigenvalues
η1 = −d1
(kpi
L
)2
− 1 < 0, η2 = −d2
(kpi
L
)2
− 1− λ < 0,
therefore, (u¯, v¯) is locally stable. Moreover, similar to the analysis in [13] or [19], one can
show that system (2.1) generates a strongly monotone semi–flow on C([0, L],R2) with respect
to {(u, v) ∈ C([0, L],R2)|u > 0, v > 0}, hence (u¯, v¯) is globally asymptotically stable. 
It follows from Proposition 1 that the diffusions alone does not change the dynamics of (2.1)
and no Turing’s pattern emerges from this diffusive system. Unlike diffusions, chemotaxis has
the effect of destabilizing constant homogeneous solutions. To elucidate this effect, we study the
stability of (u¯, v¯) with respect to (1.1). Let (u, v) be any positive solution of (1.1) and we put
(u, v) = (u¯, v¯) + (U, V ), where U and V are spatially heterogeneous perturbations away from
(u¯, v¯), then one can easily have that Ut ≈ d1Uxx − χu¯Φ
′(v¯)Vxx − U, x ∈ (0, L), t > 0,
Vt ≈ d2Vxx + U − (1 + λ)V, x ∈ (0, L), t > 0,
Ux(x, t) = Vx(x, t) = 0, x = 0, L, t > 0,
By the standard linearized stability analysis–see Theorem 8.6 in [20] for example, the stability
of (u¯, v¯) with respect to (1.1) can be determined by the eigenvalues of the linearized stability
matrix. To be precise, we have the following result.
Proposition 2. The constant solution (u¯, v¯) of (1.5) is unstable if and only if
χ > χ0 = min
k∈N+
(d1(
kpi
L )
2 + 1)(d2(
kpi
L )
2 + 1 + λ)
u¯Φ′(v¯)(kpiL )
2
. (2.2)
Proof. The k–th eigenvalue of − d2dx2 under homogeneous Neumann boundary condition is λk =(
kpi
L
)2
and the stability matrix of (u¯, v¯) with respect to (1.1) is
Jk =
(
−d1
(
kpi
L
)2 − 1 χu¯Φ′(v¯)(kpiL )2
1 −d2
(
kpi
L
)2 − 1− λ
)
. (2.3)
The characteristic polynomial of (2.3) takes the form
P(r) = r2 + Trar + Det,
where
Tra =
(
d1 + d2
)(kpi
L
)2
+ 2 + λ,
Det =
(
d1
(kpi
L
)2
+ 1
)(
d2(
kpi
L
)2
+ 1 + λ
)
− χu¯Φ′(v¯)(kpi
L
)2
.
Then we can see that P(r) has one positive root if and only if Det < 0 and (2.2) readily follows
through simple calculations. This completely finishes the proof of this proposition. 
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One quick implication of the above linearized stability analysis is that, chemo–attraction
(χ > 0) has the effect of destabilizing the constant steady state, while chemo–repulsion (χ < 0)
tends to support the constant steady state. Moreover, as we shall see in the coming analysis,
nonconstant positive solutions of (1.5) emerges from (u¯, v¯) as χ surpasses χ0. It is clear that
the existence of such nontrivial solutions is due to the presence of large chemotactic coefficient
(or advection rate) χ and we refer this as advection–driven instability of (u¯, v¯).
3 Existence and stability of nonconstant positive steady
states
In this section, we study the stationary system (1.5) and investigate its nonconstant positive
solutions. For this purpose, we shall apply the Crandall–Rabinowitz bifurcation theories [4] on
(1.5). To begin with, we write (1.5) into the following abstract form
F(u, v, χ) = 0, (u, v, χ) ∈ X × X × R+,
where the operator is given by
F(u, v, χ) =
(
(d1u
′ − χuΦ′(v)v′)′ + λ− u
d2v
′′ + 1− (1 + λ)v + u
)
, (3.1)
and the Hilbert spaces are
X = H2N (0, L) = {w ∈ H2(0, L)|w′(0) = w′(L) = 0},
and Y = L2(0, L). It is easy to see that F is a continuously differentiable mapping from X×X×R
to Y ×Y and F(u¯, v¯, χ) = 0 for any χ ∈ R, and it follows from straightforward calculations, for
any fixed (uˆ, vˆ) ∈ X × X , that the Fre´chet derivative of F is given by
D(u,v)F(uˆ, vˆ, χ)(u, v)
=
(
d1u
′′ − χ(uΦ′(vˆ)v′1 + uˆΦ′(vˆ)v′ + uˆΦ′′(vˆ)v′1v)′ − u
d2v
′′ − (1 + λ)v + u
)
, (3.2)
moreover, the derivative D(u,v)F(uˆ, vˆ, χ) : X × X × R → Y × Y is a Fredholm operator with
zero index. To see this, we denote u = (u, v)T and write (3.8) into
D(u,v)F(uˆ, vˆ, χ)(u, v) = A0u′′ + F0(x,u,u′),
where
A0 =
(
d1 −χuˆΦ′(vˆ)
0 d2
)
and
F0 =
(−χ(uΦ′(vˆ)v′1 + uˆΦ′′(vˆ)v′1v)′ − χ(uˆΦ′(vˆ))′v′
−(1 + λ)vu
)
.
It is obvious that operator (3.2) is strictly elliptic since d1, d2 > 0; moreover it satisfies the
Agmon’s condition according to Remark 2.5 of case 2 with N = 1 in Shi and Wang [22].
Therefore, D(u,v)F(uˆ, vˆ, χ) is a Fredholm operator with zero index thanks to Theorem 3.3 and
Remark 3.4 of [22].
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3.1 Existence of nonconstant positive steady states
We now seek the existence of nonconstant positive solutions of (1.5) by applying the local
bifurcation theory of Crandall–Rabinowtiz from [4]. We shall take the attraction–rate χ as the
bifurcation parameter. First of all, we find the potential values. If the bifurcation occurs at
(u¯, v¯, χ) = (λ, 1, χ), we need the implicit function theorem to fail at this equilibrium, i.e., the
following necessary condition is satisfied,
N (D(u,v)F(u¯, v¯, χ)) 6= 0,
where N denotes the null space. Taking (uˆ, vˆ) = (u¯, v¯) in (3.2), one has that
D(u,v)F(u¯, v¯, χ)(u, v) =
(
d1u
′′ − χu¯Φ′(v¯)v′′ − u
d2v
′′ − (1 + λ)v + u
)
,
then the null space above consists of solutions to the following system, d1u
′′ − χu¯Φ′(v¯)v′′ − u = 0, x ∈ (0, L),
d2v
′′ − (1 + λ)v + u = 0, x ∈ (0, L),
u′(x) = v′(x) = 0, x = 0, L.
(3.3)
To prove the necessary condition, we let (u, v) be a solution of (3.3) and expand it as
u(x) =
∞∑
k=0
u¯k, v(x) =
∞∑
k=0
v¯k,
where
u¯k = Tk cos
kpix
L
, v¯k = Sk cos
kpix
L
,
and Tk, Sk are some constants to be determined. Substituting the series into the (3.3), we have
that (Tk, Sk) satisfies (−d1(kpiL )2 − 1 χu¯Φ′(v¯)(kpiL )2
1 −d2(kpiL )2 − 1− λ
)(
Tk
Sk
)
=
(
0
0
)
, (3.4)
Since (u(x), v(x)) is nontrivial, we must have that (3.4) has at least one nonzero solution,
therefore the coefficient matrix must be singular and∣∣∣∣∣−d1
(
kpi
L
)2 − 1 χu¯Φ′(v¯)(kpiL )2
1 −d2
(
kpi
L
)2 − 1− λ
∣∣∣∣∣ = 0.
It is easy to see that k = 0 can be easily ruled out. For each k ∈ N+, we obtain from straight-
forward calculations the following bifurcation values χ, which we shall denote by χk from now
on
χk =
(d1(
kpi
L )
2 + 1)(d2(
kpi
L )
2 + 1 + λ)
u¯Φ′(v¯)(kpiL )
2
, k ∈ N+; (3.5)
moreover, dim N (D(u, v)F(u¯, v¯, χk)) = 1 and N (D(u,v)F(u¯, v¯, χk)) = span{(u¯k, v¯k)}, where
(u¯k, v¯k) =
(
Qk cos
kpix
L
, cos
kpix
L
)
, (3.6)
and
Qk = d2
(kpi
L
)2
+ 1 + λ, k ∈ N+. (3.7)
We now present the first main result of this paper in the following theorem which asserts that
the local bifurcation does occur at (λ, 1, χk).
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Theorem 3.1. Let d1, d2, and λ be positive constants and assume that Φ(v) is C
2–smooth with
Φ(v) > 0 for v > 0. Suppose that
d1d2j
2k2
(pi
L
)4
6= λ+ 1 for all positive integers k 6= j. (3.8)
Then for any positive integer k ∈ N+, there exist a constant δ > 0 such that (1.5) admits
nonconstant positive bifurcating solutions (uk(s, x), vk(s, x), χk(s)) for s ∈ (−δ, δ), where χk(s)
is a continues function of s and (uk(s, x), vk(s, x)) ∈ X × X ; moreover, the bifurcation branch
Γk(s) around (u¯, v¯, χk) can be parameterized as
χk(s) = χk +O(s), (uk(s, x), vk(s, x)) = (u¯, v¯) + s(Qk, 1) cos
kpix
L
+ s(ξ(s), ζ(s)),
where (ξ(s), ζ(s)) is an element in the closed complement Z of N (D(u,v)F(u¯, v¯, χk)) in X × X
with (ξk(0), ζk(0)) = (0, 0), where
Z = {(u, v) ∈ X × X| ∫ L
0
uu¯k + vv¯kdx = 0
}
; (3.9)
furthermore, (uk(s, x), vk(s, x), χk(s)) solves system (1.2) and all nonconstant solutions of (1.5)
around (u¯, v¯, χk) must stay on the curve Γk(s).
Proof. We shall seek the existence of the bifurcating solutions by the Crandall–Rabinowitz
local bifurcation theory in [4]. To this end, we have verified all but the following transversality
condition
d
dχ
D(u,v)F(u¯, v¯, χ)(u¯k, v¯k)|χ=χk /∈ R(D(u,v)F(u¯, v¯, χk)),
where R denotes the range and
d
dχ
D(u,v)F(u¯, v¯, χ)(u¯k, v¯k)|χ=χk =
(−u¯Φ′(v¯)v¯′′k
0
)
.
To show the transversality condition, we argue by contradiction as follows. Suppose that there
exist a nontrivial solutions (u˜, v˜) for which the transversality condition fails, i.e., (u˜, v˜) satisfies(
d1u˜
′′ − χu¯Φ′(v¯)v˜′′ − u˜
d2v˜
′′ + u˜− (1 + λ)v˜
)
=
(−u¯Φ′(v¯)v¯′′k
0
)
.
Substituting the following eigen–expansion of u˜ and v˜
u˜ =
∞∑
k=0
T˜k cos
kpix
L
, v˜ =
∞∑
k=0
S˜k cos
kpix
L
,
into system, we arrive at the following system(
−d1
(
kpi
L
)2 − 1 χu¯Φ′(v¯)(kpiL )2
1 −d2
(
kpi
L
)2 − 1− λ
)(
T˜k
S˜k
)
=
(
u¯Φ′(v¯)
(
kpi
L
)2
Sk
0
)
. (3.10)
Now we see that the coefficient matrix is singular in light of (3.7), while the right hand side is
nonzero. This leads to a contradiction. Therefore the transversality condition is verified and
the statements of Theorem 3.1 follows from the Crandall–Rabinowitz bifurcation theory in [4].
Finally, since χk 6= χj for all positive integers k 6= j, i.e.,
(d1
(
kpi
L
)2
+ 1)
(
d2(
kpi
L
)2
+ 1 + λ)
u¯Φ′(v¯)
(
kpi
L
)2 6= (d1
(
jpi
L
)2
+ 1)(d2
(
jpi
L
)2
+ 1 + λ)
u¯Φ′(v¯)
(
jpi
L
)2 ,
then (3.8) follows from simple calculations. 
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We see from Proposition 2 and Theorem 3.1 that the bifurcation occurs at the exact location
where the homogeneous steady state (u¯, v¯) changes its stability, then nonconstant steady states
emerges through bifurcations. Apparently, this is due to the presence of the chemotaxis χ.
3.2 Stability analysis of the solution bifurcation from (u¯, v¯, χk).
We shall now investigate the stability of the spatially inhomogeneous steady state (uk(s, x), vk(s, x))
established in Theorem 3.1. The stability or instability here refers to that of the inhomogeneous
solution taken as an equilibrium to (1.1). To this end, we apply the classical results from Cran-
dall and Rabinowitz [5] on the linearized stability with an analysis of the spectrum of system
(1.5).
First of all, we shall show that the bifurcation curve Γk(s) is of pitch–fork for each k ∈ N+.
Then we determine the direction in which Γk(s) turns around (u¯, v¯, χk). Let Φ(v) be C
4–smooth,
then we have that F is C4–smooth and (uk, vk, χk) are C3–smooth functions of s, and we have
the following asymptotic expansions, uk(s, x) = u¯+ sQk cos
kpix
L + s
2ψ1(x) + s
3ψ2(x) + o(s
3),
vk(s, x) = v¯ + s cos
kpix
L + s
2ϕ1(x) + s
3ϕ2(x) + o(s
3),
χk(s) = χk +K2s+K3s2 + o(s2),
(3.11)
where Qk is defined in (3.7), (ψi, ϕi) ∈ Z for i = 1, 2, and K2, K3 are some constants to be
determined. We want to mention that the o(s3) terms in uk(s, x) and vk(s, x) are taken in H
2–
norms. To evaluate K2 and K3, we need the following identities, which can be easily obtained
from straightforward calculations,
d1u
′′
k(s, x) = −d1
(kpi
L
)2
Qk cos
kpix
L
+ d1ψ
′′
1 s
2 + d1ψ
′′
2 s
3 + o(s3), (3.12)
v′k(s, x) = −
kpi
L
sin
kpix
L
s+ ϕ′1s
2 + ϕ′2s
3 + o(s3), (3.13)
and
uk(s, x)Φ
′(vk(s, x)) = u¯Φ′(v¯) +
(
Φ′(v¯)Qk cos
kpix
L
+ u¯Φ′′(v¯) cos
kpix
L
)
s (3.14)
+
(
Φ′(v¯)ψ1 + u¯Φ′′(v¯)ϕ1 +
(1
2
u¯Φ′′′(v¯) + Φ′′(v¯)Qk
)
cos2
kpix
L
)
s2 + o(s3),
Substituting (3.11)-(3.14) into the u–equation of (1.5), we have from simple calculations that
sd1
(kpi
L
)2
Qk cos
kpix
L
− s2d1ψ′′1 − s3d1ψ′′2
=− s
(
Qk cos
kpix
L
− χkP0(kpi
L
)2 cos
kpix
L
)
− s2
(
ψ1 + χkP0ϕ
′′
1 − χk
kpi
L
(
P1 sin
kpix
L
)′
−K2P0(kpi
L
)2 cos
kpix
L
)
− s3
(
ψ2 + χkP0ϕ
′′
2 + χk(P1ϕ
′
1)
′ +K2P0ϕ′′1
−K2 kpi
L
(
P1 sin
kpix
L
)′ −K3P0(kpi
L
)2 cos
kpix
L
− χk kpi
L
(
P2 sin
kpix
L
)′)
. (3.15)
where we have used the notations
P0 = u¯Φ
′(v¯), P1 = Φ′(v¯)Qk cos
kpix
L
+ u¯Φ′′(v¯) cos
kpix
L
,
and
P2 = Φ
′(v¯)ψ1 + u¯Φ′′(v¯)ϕ1 +
(1
2
u¯Φ′′′(v¯) + Φ′′(v¯)Qk
)
cos2
kpix
L
.
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Equating the s2–terms in (3.15), we have that
d1ψ
′′
1 − ψ1 + (
kpi
L
)2K2P0 cos kpix
L
=χk
(
u¯Φ′(v¯)ϕ′′1 −
(kpi
L
)2
(Φ′(v¯)Qk + u¯Φ′′(v¯)) cos
2kpix
L
)
. (3.16)
Multiplying (3.16) by cos kpixL and then integrating it over (0, L) by parts, we have that(kpi
L
)2
u¯Φ′(v¯)K2
∫ L
0
cos2
kpix
L
dx
=
(
d1
(kpi
L
)2
+ 1
)∫ L
0
ψ1 cos
kpix
L
dx−
(kpi
L
)2
χku¯Φ
′(v¯)
∫ L
0
ϕ1 cos
kpix
L
dx. (3.17)
Similarly, we can substitute (3.11)–(3.14) into the v–equation of (3.5) and collect that
− sd2
(kpi
L
)2
cos
kpix
L
+ s2d2ϕ
′′
1 + s
3d2ϕ
′′
2 + o(s
3)
=s
(
(1 + λ) cos
kpix
L
−Qk cos kpix
L
)
+ s2
(
(1 + λ)ϕ1 − ψ1
)
+ s3
(
(1 + λ)ϕ2 − ψ2
)
+ o(s3). (3.18)
Equating the s2–terms in (3.18), we get that
d2ϕ
′′
1 − (1 + λ)ϕ1 + ψ1 = 0. (3.19)
Multiplying (3.19) by cos kpixL and integrating it over (0, L) by parts leads us to(
d2
(kpi
L
)2
+ 1 + λ
)∫ L
0
ϕ1 cos
kpix
L
dx−
∫ L
0
ψ1 cos
kpix
L
dx = 0. (3.20)
On the other hand, since (ψ1, ϕ1) ∈ Z, we have that
Qk
∫ L
0
ψ1 cos
kpix
L
dx+
∫ L
0
ϕ1 cos
kpix
L
dx = 0. (3.21)
From (3.20) and (3.21), we arrive at the following system(
−1 d2
(
kpi
L
)2
+ 1 + λ
Qk 1
)(∫ L
0
ψ1 cos
kpix
L dx∫ L
0
ϕ1 cos
kpix
L dx
)
=
(
0
0
)
. (3.22)
Since the coefficient matrix is not singular, we can easily have that∫ L
0
ψ1 cos
kpix
L
dx =
∫ L
0
ϕ1 cos
kpix
L
dx = 0, (3.23)
therefore K2 = 0 follows from (3.17) and (3.23). Hence the bifurcation branch Γk(s) around
(u¯, v¯, χk) is of pitch–fork type, i.e., is of one–sided.
We continue with the stability analysis of the bifurcation solutions (uk(s, x), vk(s, x)) with
s ∈ (−δ, δ). We linearize system (1.1) at the bifurcation solution, then by the principle of
exchange of stability–Theorem 1.16 in [5], the branch Γk(s) will be asymptotically stable if the
real part of any eigenvalue η of the following problem is negative:
D(u,v)F(uk(s, x), vk(s, x), χk(s))(u, v) = η(u, v), (u, v) ∈ X × X . (3.24)
Following the similar analysis in [5], or the proof of Theorem 5.5 in [2], we have the following
stability results.
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Proposition 3. Suppose all conditions in Theorem 3.1 are satisfied. For s ∈ (−δ, δ), s 6= 0, the
bifurcating solution (uk(s, x), vk(s, x)) is asymptotically stable if K3 > 0 and unstable if K3 < 0.
Proof. We already know that D(u,v)F(u¯, v¯, χk) : X × X × R → Y × Y is a Fredholm opera-
tor with zero index and its null–space is of one–dimensional. Moreover, similar to the analysis
that leads to the transversality condition in Theorem 3.1, we can show that (uk(s, x), vk(s, x)) 6∈
R(D(u,v)F(u¯, v¯, χk)). Therefore, η = 0 is a simple eigenvalue ofD(u,v)F(u¯, v¯, χk) with eigenspace
N (D(u,v)F(u¯, v¯, χk)) = {(Qk, 1) cos kpixL }.
Thanks to Corollary 1.13 in [5], there exist an interval I and continuously differentiable
functions (χ, s) : I × (−δ, δ) → (γ(χ), η(s)) with χk ∈ I and γ(χk) = η(0) = 0 such that, γ(χ)
is an eigenvalue of the following eigenvalue problem
D(u,v)F(u¯, v¯, χ)(u, v) = γ(u, v), (u, v) ∈ X × X , (3.25)
and η(s) is an eigenvalue of (3.24). Moreover, η(s) is the only eigenvalue of (3.24) in any fixed
neighbourhood of the origin of the complex plane and the same assertion can be made about
γ(χ) around γ(χk). We also know from [5] that the eigenfunction of (3.25) are continuously
differentiable and can be represented by
(
u(χ, x), v(χ, x)
)
, which is uniquely determined by(
u(χk, x), v(χk, x)
)
=
(
Qk cos
kpix
L , cos
kpix
L
)
and
(
u(χ, x), v(χ, x)
) − (Qk cos kpixL , cos kpixL ) ∈ Z,
where Qk and Z are defined in (3.7) and (3.9) respectively. Moreover, it follows from (3.9) that
(3.25) is equivalent to  d1u
′′ − χu¯Φ′(v¯)v′′ − u = γu, x ∈ (0, L),
d2v
′′ − (1 + λ)v + u = γv, x ∈ (0, L),
u′(x) = v′(x) = 0, x = 0, L.
(3.26)
Differentiating (3.26) with respect to χ and then taking χ = χk, we have thatd1u˙
′′−u¯Φ′(v¯)( cos kpixL )′′− χku¯Φ′(v¯)v˙′′−u˙ = γ˙(χk)Qk cos kpixL , x ∈ (0, L),
d2v˙
′′− (1 + λ)v˙ + u˙ = γ˙(χk) cos kpixL , x ∈ (0, L),
u˙′(x) = v˙′(x) = 0, x = 0, L,
(3.27)
where we use the notations in (3.27) u˙ = ∂u(χ,x)∂χ
∣∣
χ=χk
, v˙ = ∂v(χ,x)∂χ
∣∣
χ=χk
and ′′ denotes the
derivative taken with respect to x.
Multiplying both equations in (3.27) by cos kpixL and integrating them over (0, L) by parts,
we arrive at the following system−d1
(
kpi
L
)2−1 χku¯Φ′(v¯)(kpiL )2
1 −d2
(
kpi
L
)2−1−λ

∫ L0 u˙ cos kpixL dx∫ L
0
v˙ cos kpixL dx
=

(
γ˙(χk)Qk−u¯Φ′(v¯)
(
kpi
L
)2)L
2
γ˙(χk)
L
2
 .
The coefficient matrix is singular due to (3.5), therefore we must have that
γ˙(χk)Qk − u¯Φ′(v¯)(kpiL )2
γ˙(χk)
= −
(
d1
(kpi
L
)2
+ 1
)
and this implies that
γ˙(χk) =
u¯Φ′(v¯)
(
kpi
L
)2
d1
(
kpi
L
)2
+Qk
> 0.
By Theorem 1.16 in [5], the functions η(s) and −sχ′k(s)γ˙(χk) have the same zeros and the same
signs near s = 0; moreover, for η(s) 6= 0, one has that
lim
s→0
−sχ′k(s)γ˙(χk)
η(s)
= 1,
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therefore we conclude that sgn(−η(s)) = sgn(K3) since K2 = 0.
If K3 < 0, the instability statements quickly follow from the positive sign of η(s). To show
the stability part, we observe, for s ∈ (−δ, δ), that (3.25) has no nonzero eigenvalues with non–
positive real parts if K2 > 0. Then it follows from the standard perturbation theory that all
eigenvalues of (3.24) have no positive real part in a small neighborhood of the origin of the
complex plane. This completes the proof of Proposition 3. 
We now proceed to find the sign of K3 to determine the turning direction and the stability
of Γk(s) around (u¯, v¯, χk). For this purpose, we collect the s
3–terms of (3.15) and (3.18) and
obtain the following system in light of K2 = 0, d1ψ
′′
2 − ψ2 − χk
(
P0ϕ
′
2 + P1ϕ
′
1 − P2(kpiL ) sin kpixL )′ + P0K3
(
kpi
L
)2
cos kpixL = 0, x ∈ (0, L),
d2ϕ
′′
2 − (1 + λ)ϕ2 + ψ2 = 0, x ∈ (0, L),
ψ′2(x) = ϕ
′
2 = 0, x = 0, L.
(3.28)
where we have employed the notations P0, P1 and P2 as in (3.15). Following the same calcula-
tions that lead to (3.23), we can show that∫ L
0
ψ2 cos
kpix
L
dx =
∫ L
0
ϕ2 cos
kpix
L
dx = 0. (3.29)
Now multiplying the first equation of (3.28) by cos kpixL and then integrating it over (0, L),
we have that
d1
∫ L
0
ψ′′2 cos
kpix
L
dx−
∫ L
0
ψ2 cos
kpix
L
dx− χku¯Φ′(v¯)
∫ L
0
ϕ′′2 cos
kpix
L
dx
+ χk
(
Φ′(v¯)Qk + u¯Φ′′(v¯)
)kpi
L
∫ L
0
ϕ′1 sin
kpix
L
cos
kpix
L
dx− χk
(
Φ′(v¯)Qk + u¯Φ′′(v¯)
)
·
∫ L
0
ϕ′′1 cos
2 kpix
L
dx+
kpi
L
χkΦ
′(v¯)
∫ L
0
ψ′′1 sin
kpix
L
cos
kpix
L
dx+
kpi
L
χku¯Φ
′′(v¯)
·
∫ L
0
ϕ′1 sin
kpix
L
cos
kpix
L
dx− χk
(
u¯Φ′′′(v¯) + 2Φ′′(v¯)Qk
)(kpi
L
)2 ∫ L
0
sin2
kpix
L
cos2
kpix
L
dx
+ χk
(kpi
L
)2
Φ′(v¯)
∫ L
0
ψ1 cos
2 kpix
L
dx+ χk
(kpi
L
)2
u¯Φ′′(v¯)
∫ L
0
ϕ1 cos
2 kpix
L
dx
+ χk
(kpi
L
)2(1
2
u¯Φ′′′ + Φ′′(v¯)Qk
)∫ L
0
cos4
kpix
L
dx+ u¯Φ′(v¯)
(kpi
L
)2
K3
∫ L
0
cos2
kpix
L
dx
= 0. (3.30)
Putting (3.29) and (3.30) together, we obtain that
u¯Φ′(v¯)
2χk
K3 =−
Φ′(v¯)Qk + 12 u¯Φ
′′(v¯)
L
∫ L
0
ϕ1 cos
2kpix
L
dx
+
Φ′(v¯)
2L
∫ L
0
ψ1 cos
2kpix
L
dx− u¯Φ
′′(v¯)
2L
∫ L
0
ϕ1dx (3.31)
− Φ
′(v¯)
2L
∫ L
0
ψ1dx− 1
8
(1
2
u¯Φ′′′(v¯) + Φ′′(v¯)Qk
)
.
To findK3, we now proceed to evaluate the following integrals
∫ L
0
ϕ1 cos
2kpix
L dx,
∫ L
0
ψ1 cos
2kpix
L dx,∫ L
0
ϕ1dx and
∫ L
0
ψ1dx. To obtain the first two integrals, we multiply (3.16) and (3.19) by cos
2kpix
L
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and integrate them over (0, L), then it follows from simple calculations that
−
(
d1(
2kpi
L
)2 + 1
)∫ L
0
ψ1 cos
2kpix
L
dx+
(2kpi
L
)2
χku¯Φ
′(v¯)
∫ L
0
ϕ1 cos
2kpix
L
dx
=− k
2pi2
2L
χk(Φ
′(v¯)Qk + u¯Φ′′(v¯)). (3.32)
and ∫ L
0
ψ1 cos
2kpix
L
dx−
(
d2
(2kpi
L
)2
+ 1 + λ
)∫ L
0
ϕ1 cos
2kpix
L
dx = 0. (3.33)
Putting χk in (3.5) into (3.32), we solve (3.32) and (3.33) to obtain that∫ L
0
ψ1 cos
2kpix
L
dx =
QkL
2u¯Φ′(v¯)
(
d1(
kpi
L )
2 + 1
)(
Φ′(v¯)Qk + u¯Φ′′(v¯)
)(
d2(
2kpi
L )
2 + 1 + λ
)
12d1d2(
kpi
L )
4 − 3(1 + λ) , (3.34)
and ∫ L
0
ϕ1 cos
2kpix
L
dx =
QkL
2u¯Φ′(v¯)
(
d1
(
kpi
L
)2
+ 1
)(
Φ′(v¯)Qk + u¯Φ′′(v¯)
)
12d1d2(
kpi
L )
4 − 3(1 + λ) . (3.35)
We can see that the denominator in (3.34) and (3.35) is nonzero by taking j = 2k in (3.8).
Finally, by integrating (3.16) and (3.19) over (0, L), we have from simple calculations that∫ L
0
ψ1dx =
∫ L
0
ϕ1dx = 0. (3.36)
In light of (3.34)–(3.36), we conclude from (3.31) that
u¯Φ′(v¯)
2χk
K3 =
Qk
2u¯Φ′(v¯) (d1(
kpi
L )
2 + 1)(Φ′(v¯)Qk + u¯Φ′′(v¯))(− 12 u¯Φ′′(v¯) + Φ′(v¯)Qk − 32Φ′(v¯)(1 + λ))
12d1d2(
kpi
L )
4 − 3(1 + λ)
− 1
8
(1
2
u¯Φ′′′(v¯) + Φ′′(v¯)Qk
)
. (3.37)
It appears that K3 in (3.37) is extremely complicated and it is very difficult to determine its
sign for general Φ(v). To elucidate the effect of the sensitivity function on the stability of the
bifurcating solutions, and for the simplicity of our calculations, we shall divide our discussions
into two cases, where Φ(v) = v and Φ(v) = ln v, respectively.
3.3 System with linear sensitivity function
In this section, we study the stability of the bifurcating solutions established in Theorem 3.1 for
Φ(v) = v. Substituting Φ(v¯) = v¯, Φ′(v¯) = 1 and Φ′′(v¯) = 0 into (3.37), we can easily get that
u¯Φ′(v¯)
2χk
K3 =
(
Qk − 32 (1 + λ)
)
(d1(
kpi
L )
2 + 1
)Q2k
2u¯
12d1d2(
kpi
L )
4 − 3(1 + λ) . (3.38)
To evaluate the sign of K3, we first recognize that (d1(kpiL )2 + 1)Q
2
k
2u¯ > 0 in (3.38); moreover, we
can substitute Qk = d2(
kpi
L )
2 + 1 + λ into (3.38) and then collect that
sgnK3 = sgn
( 1 + λ− 2d2(kpiL )2
1 + λ− 4d1d2(kpiL )4
)
. (3.39)
We are ready to present the following results that characterize of the sign of K3 hence the
stability of the bifurcating solutions.
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Theorem 3.2. Suppose that the conditions in Theorem 3.1 hold. The bifurcation curve Γk(s)
of around (u¯, v¯, χk) turns to the right if K3 > 0 and to the left if K3 < 0. Moreover, we have
the following results on the sign of K3:
(i). if d1 =
1
2 (
L
kpi )
2, then K3 > 0 for all d2 ∈ (0,∞);
(ii). if d1 ∈ (0, 12 ( Lkpi )2), then K3 > 0 for d2 ∈ (0, λ+14d1 ( Lkpi )4) ∪ (λ+12 ( Lkpi )2,∞) and K3 < 0
for d2 ∈ (λ+14d1 ( Lkpi )4, λ+12 ( Lkpi )2);
(iii). if d1 ∈ ( 12 ( Lkpi )2,∞), then K3 > 0 for d2 ∈ (0, λ+12 ( Lkpi )2) ∪ (λ+14d1 ( Lkpi )4,∞) and K3 < 0
for d2 ∈ (λ+12 ( Lkpi )2, λ+14d1 ( Lkpi )4).
Proof. If d1 =
1
2 (
L
kpi )
2, we readily have that K3 = 1, which implies part (i).
If d1 6= 12 ( Lkpi )2, we have from (3.39) that
sgnK3 = sgn
(
d2 − λ+ 1
2
( L
kpi
)2)(
d2 − λ+ 1
4d1
( L
kpi
)4)
,
then (ii) and (iii) follows from simple calculations. 
We see from Theorem 3.2 that both large and small values of d2 lead to the stability of the
bifurcating solutions (uk(s, x), vk(s, x)), however the intermediate value of d2 tends to destabilize
the bifurcating solutions.
3.4 System with logarithmic sensitivity function
Now we evaluate the sign of K3 for Φ(v) = ln v. Since v¯ = 1, we have that Φ′(v¯) = 1,Φ′′(v¯) = −1
and Φ′′′(v¯) = 2, then (3.37) gives us that
sgnK3 = (Qk − λ)(AQ
2
k +BQk + C)
12d1
(
kpi
L
)2
Qk − (12d1
(
kpi
L
)2
+ 3)(λ+ 1)
, (3.40)
where we have used the notations
A =
d1
(
kpi
L
)2
+ 1
2
, B =
λ
4
(
7d1
(kpi
L
)2
+ 1
)
− 3(λ+ 1)
4
(
d1
(kpi
L
)2
+ 1
)
,
and
C = −λ(λ+ 1)
8
(
12d1
(kpi
L
)2
+ 3
)
.
On the other hand, we know that Qk = d2(
kpi
L )
2 + 1 + λ > λ and the quadratic function
AQ2k +BQk + C always has two roots Q
0
k < 0 < Q
1
k since it has a positive determinant
∆ =
(λ
4
(
7d1
(kpi
L
)2
+ 1
)
− 3(λ+ 1)
4
(
d1
(kpi
L
)2
+ 1
))2
+
λ
(
λ+ 1
)(
d1
(
kpi
L
)2
+ 1
)(
12d1(
kpi
L )
2 + 3
)
4
> 0. (3.41)
To be precise, we have that
Qˆk =
−B +√∆
2A
. (3.42)
Denoting
Q˜k =
( L2
4d1(kpi)2
+ 1
)
(λ+ 1), (3.43)
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we conclude from (3.40) that
sgnK3 = sgn
(Qk − Qˆk
Qk − Q˜k
)
. (3.44)
In light of Proposition 3, we are now ready to present the following stability results in light of
K3.
Theorem 3.3. Let (uk(s, x), vk(s, x)) be the nonconstant positive steady state of (1.5) and Γk(s)
be the bifurcation branch of around (u¯, v¯, χk). Then Γk(s) turns to the right and (uk(s, x), vk(s, x))
is asymptotically stable if K3 > 0; Γk(s) turns to the left and (uk(s, x), vk(s, x)) is unstable if
K3 < 0; moreover, we have following cases:
(i): if d1 =
1+λ
2 (
L
kpi )
2, then K3 > 0 for all d2 ∈ (0,∞);
(ii): if d1 ∈ (0, 1+λ2 ( Lkpi )2), then K3 > 0 if d2 ∈ (0, d∗2) ∪ (d∗∗2 ,∞) and K3 < 0 if d2 ∈ (d∗2, d∗∗2 ) ;
(iii): if d1 ∈ ( 1+λ2 ( Lkpi )2,∞), then K3 > 0 if d2 ∈ (0, d∗∗2 )∪ (d∗2,∞) and K3 < 0 if d2 ∈ (d∗∗2 , d∗2),
where
d∗2 =
( 3λ
2(d1(
kpi
L )
2 + 1)
− 1
4
− 2λ+
√
∆
d1
(
kpi
L
)2
+ 1
)
(
L
kpi
)2, (3.45)
and
d∗∗2 =
λ+ 1
4d1
( L
kpi
)4
. (3.46)
Remark 1. d∗2 defined in (3.45) is always positive for all positive parameters since Qˆk > 1 + λ
in (3.42).
Proof. This follows through straightforward calculations thanks to Proposition 3. If d1 =
1+λ
2 (
L
kpi )
2, we have that Qˆk = Q˜k and this implies that K3 > 0.
Dividing both numerator and denominator of Qk−Qˆk
Qk−Q˜k by
(
kpi
L
)2
, we have that
sgnK3 = sgn
( d2 − d∗2
d2 − d∗∗2
)
,
where d∗2 and d
∗∗
2 are defined in (3.45) and (3.46). Hence (ii) and (iii) follows from straightfor-
ward calculations. 
4 Numerical simulations
In this section, we include some numerical results to illustrate the formation of patterns in (1.1).
Our numerical simulations demonstrate that (1.1) has positive solutions that converge to stable
steady states with striking patterns such as boundary spikes and interior spikes. In particular,
we are concerned with the effect of system parameters on the formations of such patterns.
Spiky solutions can serve as realistic modelings of cell sorting or cellular concentration through
chemotaxis. Our numerics also show that small perturbation of initial data may lead to quite
different structures of the steady states.
In Figure 1 and Figure 2, we plot numerical simulations of the evolutions of cell densities
and chemical concentration to the stable steady state that has large amplitude in contrast to
the small amplitude bifurcating solutions. We want to investigate the effect the parameters
d1, d2 and χ on the magnitude of the spikes. To elucidate our goals, we fix the parameters
λ = 1 and choose initial data to be the small perturbations from the homogeneous equilibrium
u0 = v0 = 1 + 0.01 cospix. The boundary spike corresponds to the phenomenon of cellular
aggregation. We see from Figure 1 that the boundary layer is formed at x = 0 and it quickly
develops into a stable pattern. Apparently, this structure is quite different from the small
amplitude bifurcating solutions. We see the development of multiple interior spikes in Figure
15
2 by taking the domain size L = 10. Figure 1 and Figure 2 also demonstrate that the cell
population density u aggregates at the same location where the chemical concentration v achieves
its maximum.
Figure 1: The formation of stable single boundary layer at x = 0; the parameters are chosen to
be d1 = d2 = λ = 1 and χ = 20; the initial data are small perturbations from the homogeneous
equilibrium (u0, v0) = (u¯, v¯) + (0.01, 0.01) cospix.
Figure 2: The formation of stable multi–spikes; all parameters and initial data are chosen to be
the same as in Figure 1 except that the domain size L = 10. u(x, 500) and v(x, 500) are plotted in
dashed lines and the initial data u0, v0 in solid lines.
The set of numerical solutions in Figure 3 is included to test the effect of diffusion rates d1,
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d2 and chemoattraction rate χ on the formation of spiky solution. Figure 3 (a) and (b) devote to
assert that small cellular and chemical diffusion rates support stable spiky solutions. Moreover,
small d2 can lead to solutions with double boundary spikes when χ is not too small. Rigorous
analysis towards this was carried out on a quite similar chemotaxis model without cellular
growth in [23],[25] and the references therein. According to Proposition 2, the homogeneous
equilibrium (u¯, v¯) loses its stability as χ surpasses χ0, hence nonconstant positive stable steady
states emerge in light of principle of exchange of stabilities. This is numerically supported by
Fig 3 (c). Actually, we can also perform solutions to see that (u¯, v¯) is the global attractor of
(1.1) if χ is small, as shown in Proposition 1. Our numerical solutions also demonstrate that
large χd1 drives the emergence of spiky solutions.
small d2 can
We present in the plot sets Figure 5 and Figure 6 the variations of pattern evolutions of (1.1)
as domain size L changes. The simulations in Figures 5 suggest intervals with large size L tend
to increase the number of spikes or cell aggregates. It is also observed that multi–spiky solutions
undergoes a coarsening process, i.e., two interiors spikes merge into a single spike and new spike
develops and eventually merges with another spike. The instability of the interior spikes may be
responsible for spike merging, however, in contrast to the classical Keller–Segel model where the
interior spike is known to be unstable, some interior spikes are stabilized for some proper length
L–see the stable multi–spike steady states for L = 5, 12. Moreover, rigourous analysis is required
if one wants to find the critical threshold responsible for spike merging and stabilization. See
the analysis in section 5 of [13] for the calculations and selection of wave modes for the single
species chemotaxis model.
Figure 4 is included to illustrate the choice of sensitivity function on the structure of the
spiky solutions. To this end, we fix the paternosters d1 = d2 = λ = L = 1 and then plot the
stable steady states of (1.1) with Φ = v and Φ = ln v respectively. The numerics in Figure 4
suggests that Φ = ln v also has the saturation effect on the formation of spike height.
5 Conclusions and Discussions
In this paper, we establish the existence and stability of nonconstant positive steady states of
one–dimensional Keller–Segel type morphogenesis models (1.1) under homogeneous Neumann
boundary conditions. Its prototype system (1.2) has been extensively studied by many scholars
to model the cellular chemotaxis phenomenon–see the survey paper by [7]. For the simplified
version (1.1), it is rigourously proved that the chemoattraction rate χ has the effect of destabiliz-
ing the homogeneous steady state. Then spatially inhomogeneous steady states emerge from the
homogeneous one through bifurcation as χ passes through a certain critical values χk, which is
explicitly given in (2.2). Our stability results in Theorem 3.2 and Theorem 3.3 suggest that the
bifurcating solutions are asymptotically stable for both small and large values of the chemical
diffusion rate d2 and unstable if d2 is of intermediate value.
We study the stability of equilibrium (u¯, v¯) = (λ, 1) of (1.1) with respect to spatially het-
erogeneous perturbations. It is shown that χ destabilizes (u¯, v¯), which loses its stability at
χ0 = mink∈N+{χk} defined in (2.2) in the sense of Turing’s instability. Taking χ as the bifurca-
tion parameter, we apply the local bifurcation theories from Crandall–Rabinowitz to establish
the existence of nonconstant positive solutions of the stationary system (1.5). The stability or
instability of these bifurcation solutions are also obtained when the sensitivity function are cho-
sen to be linear and logarithmic respectively. Our main results asserts that the small amplitude
bifurcating solutions are asymptotically stable if the chemical diffusion rate d2 is large or small
and it is unstable if d2 is of intermediate value. Numerical simulations have been performed
to present the dynamical behaviors of solutions to (1.1) that exhibit complex spatio–temporal
patterns, such as boundary spikes and interior spikes, etc. We also observe the coarsening pro-
cess in which merging and emerging of spikes occur during the evolutions of the solutions. Our
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(a). Stable single–boundary spikes for the cellular diffusivity d1 being small. d2 = λ = 1
and χ = 5
(b). Stable double–boundary spikes for the chemical diffusion rate d2 being small.
d1 = λ = 1 and χ = 5
(c). Stable single–boundary spikes for the chemoattraction rate χ being small. d1 =
d2 = λ = 1.
Figure 3: Stable boundary spikes as the diffusion rates d1, d2 shrinks or the chemoattraction rate
χ increases. Initial data are small perturbations from the homogeneous equilibrium (u0, v0) =
(u¯, v¯) + (0.01, 0.01) cospix. The numerics suggests that both large χd1 and small d2 with properly
chosen χ drive the formation of stable spikes.
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Figure 4: Spatial–temporal behaviors of u(x, t) of (1.1) over domains with different sizes L. The
parameters in the eight plots are taken to be d1 = 0.1, d2 = λ = 1, χ = 5; the interval of the left
plot is (0, 1) and initial data are u0 = 2 + 0.01 cos 3pix, v0 = 2 + 0.01 cos 3pix. interval of the left
plot is (0, 10) and initial data are u0 = 1 + cos 1.5pix, v0 = 1 + 0.5 ∗ cospix. We observe that both v
and ln v as the sensitivity function supports spiky solutions, however, ln v tends to saturate spike
height compared to v.
Figure 5: The formation, merging and emerging of multi–spikes; all parameters and initial data
are chosen to be the same as in Figure 1 except for the domain size. The numerics suggests that
intervals with large length tends to support the formations of more spikes.
numerical solutions suggests that interval with large size L supports complex structure than
that with small size.
There are a few interesting and important questions about the system (1.1) that deserve
exploration in the future. First of all, one can ask for the criterion on parameters that guarantee
the global existence of (1.1) for Ω ⊂ RN , N ≥ 2. The literature suggests that blow–ups can be
inhibited by the degradation in the cellular kinetics, however it remains open so far whether or
not this is sufficient when χd1 is large, or the domain has a large space dimension.
The existence of non-existence of nontrivial solutions of (1.5) in multi-dimensional domain
deserves exploring. First of all, by the bifurcation theory, one can also obtain the existence of
nonconstant positive steady states for Ω in multi–dimensions. Similarly, detailed calculations
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Figure 6: Spatial–temporal behaviors of u(x, t) of (1.1) over domains with different sizes L. The
parameters in the eight plots are taken to be d1 = 0.1, d2 = λ = 1, χ = 5; initial data are
(u0 = v0) = (u¯, v¯) + (0.01, 0.001, 0.02) cos 1.5pix. We observe that large interval length supports
more interior spikes and the merging or emerging of spikes.
can be performed to study the structures and stability of the bifurcating solutions. Moreover,
it is also important to rigourously study the steady state of (1.5) with large amplitude. For
example, and construction of spatial patterns with boundary spikes, interior spike, etc. is
another challenging problem that worths future attentions, even in one–dimensional domain.
Moreover, the stability of such spikes are natural and important but extremely difficult question
one can work on in the future.
References
[1] () T. Bollenbach, K. Kruse, P. Pantazis, M. Gonzlez–Gaitn, and F. Jlicher. Morphogen
transport in epithelia, Physical Review E, 2007 75: 011901.
[2] (MR2875735) A. Chertock, A. Kurganov, X. Wang, Y. Wu, On a Chemotaxis Model with
Saturated Chemotactic Flux, Kinetic and Related Model, 5 (2012), 51–95.
[3] (MR0632161) S. Childress, J.K. Percus, Nonlinear aspects of chemotaxis, Math. Bioscience.
56, (1983), 217–237.
[4] (MR0288640) M.G. Crandall, P.H. Rabinowitz, Bifurcation from simple eigenvalues, Journal
of Functional Analysis, 8 (1971) 321–340.
[5] (MR0324212) M.G. Crandall, P.H. Rabinowitz, Bifurcation, perturbation of simple eigen-
values, and linearized stability, Archive for Rational Mechanics and Analysis, 52 (1973)
161–180.
[6] ( ) K. Fujie, M. Winkler, T. Yokota, Boundedness of solutions to parabolic–elliptic Keller–
Segel systems with signal–dependent sensitivity, Mathematical Methods in the Applied Sci-
ences, 34, 2014.
[7] (MR2448428) T. Hillen, K.J. Painter, A user’s guidence to PDE models for chemotaxis,
Journal of Mathematical Biology, 58 (2009), 183–217.
20
[8] () E.F. Keller, L.A. Segel, Traveling bands of chemotactic bacteria: A Theretical Analysis,
Journal of Theoratical Biology, 30 (1971), 235–248.
[9] (MR1415047) Y. Lou, W.-M. Ni, Diffusion, self–diffusion and cross–diffusion, J. Differential
Equations, 131 (1996), 79–131.
[10] (MR0929196) C.-S. Lin, W.-M. Ni, I. Takagi, Large amplitute stationary solutions to a
chemotaxis system, Journal of Differential Equation, 72 (1988), 1–27.
[11] (MR2684162) R. Lui and Z. Wang, Traveling wave solutions from microscopic to macro-
scopic chemotaxis models, J. Math. Biol., 61 (2010), 739–761.
[12] (MR2176957) J.H. Merkin, D.J. Needham, B.D. Sleeman, A mathematical model for
the spread of morphogens with density dependent chemosensitivity, Nonlinearity 18 (2005),
2745–2773.
[13] (MR2968748) M. Ma, C. Ou, and Z. Wang, Stationary solutions of a volume filling
chemotaxis model with logistic growth, SIAM Journal on Applied Mathematics 72 (2012),
740–766.
[14] ( ) V. Nanjundiah, Chemotaxis, signal relaying and aggregation morphology, Journal.
Theor. Biol, 42 (1973), 63–105.
[15] (MR1623326) T. Nagai, T. Senba Global existence and blow-up of radial solutions to a
parabolic-elliptic system of chemotaxis, Adv. Math. Sci. Appl., 8 (1998), 273–296.
[16] ( ) W.-M. Ni, I. Takagi, On the shape of least enery solutions to a semilinear Neumann
problem, Communication of Pure and Applied Math, 44 (1991), 819–851.
[17] ( ) W.-M. Ni, I. Takagi, Location of the peaks of least energy solutions to a semilinear
Neumann problem, Duke Math Journal, 72 (1993), 247–281.
[18] (MR1893940) K. Osaki, A. Yagi, Finite dimensional attractor for one-dimensional Keller–
Segel equations, Funkcialaj Ekvacioj, 44 (2001), 441–469.
[19] () H. L. Smith, Monotone Dynamical Systems: An Introduction to the Theory of Compet-
itive and Cooperative Systems, Math. Surveys Monogr. 41, American Mathematical Society,
Providence, RI, 1995.
[20] (MR1306591) G. Simonett, Center manifolds for quasilinear reaction–diffusion systems,
Differential Integral Equations, 8 (1995), 753–796.
[21] (MR2898881) C. Stinner, J. Tello M. Winkler, Mathematical analysis of a model of chemo-
taxis arising from morphogenesis, Math. Meth. Appl. Sci. 35 (2012), 445-C465.
[22] (MR2503022) J. Shi, X. Wang, On global bifurcation for quasilinear elliptic systems on
bounded domains, Journal of Differential Equations, 246 (2009), 2788–2812.
[23] (MR1740723) X. Wang, Qualitative behavior of solutions of chemotactic diffusion systems:
effects of motility and chemotaxis and dynamics, SIAM, Journal on Mathematical Analysis,
31, 2000, 535–560.
[24] (MR2778870) M. Winkler, Global solutions in a fully parabolic chemotaxis system with
singular sensitivity, Mathematical Methods in the Applied Sciences, 34, 2011, 176–190.
[25] (MR3040975) X. Wang, Q. Xu, Spiky and transition layer steady states of chemotaxis
systems via global bifurcation and Helly’s compactness theorem, Journal of Math. Biol., 66,
2013, 1241–66.
[26] (MR3007746) Z.A. Wang, Mathematics of traveling waves in chemotaxis, Discrete Contin.
Dyn. Syst–Series B. 18 (2013), 601–641.
21
