I. Introduction
In this paper, we continue our discussion of the approximation power of polynomial interpolation of real functions. We shall discuss the approximation accuracy of polynomial interpolation in a triangular domain and find the "optimal" polynomial interpolation schemes for the triangle. The approach we have used in finding the optimal interpolation sets in the interval
[1] can be generalized to finding the optimal interpolation sets in the triangle. We shall estimate the interpolation error of a function in terms of its least deviation from the polynomial interpolation space and the norm of the interpolation operator. The latter can be minimized by redistributing the interpolation nodes. The resulting sets are called the minimal sets and they have good interpolation properties.
We shall restrict our attention to finding the symmetrical minimal sets. Unlike polynomial interpolation in the interval where the minimal sets are symmetrical under reflection, we don't know if the actual minimal sets of the interpolation operator are indeed symmetrical under the triangle group D 3 .
The main difficulty in finding the minimal sets is the complication due to the exponential explosion in the number of local minima in the search space. We shall devise procedures to circumvent this.
In section II, we introduce the notation and review some known results for polynomial interpolation in the triangle. In section III, we introduce the concept of the minimal sets and find the mean minimal sets and discuss their properties. We show some numerical interpolation examples in section IV. In section V. we give an adaptive procedure for determining the interpolation order and discuss the CO continuity for functions approximated in a triangular mesh.
II. Formulation and Notations
Let D be the standard triangular domain shown in Fig. 1, 1,, 12, (n + 1)(n + 2)/2.
Let I be a closed 1-dimensional interval, we shall denote C(I) the space of real continuous functions on I. P,,(I) the space of algebraic polynomials on I of degree <n.
For f E C(D), we can find a unique n-th order polynomial p,, E P,(I) which takes the value of f at given A7, points in the triangle, provided some nondegenerate conditions on these interpolation points are satisfied. These NV,, points will be called inter- £T is a linear projection operator which maps a real continuous function to its corresponding polynomial interpolant. n is called the order of the interpolation T.
We list some general results on polynomial approximation of functions. We also have IILThIp --ICTIp := (fD(Z1-ILk(x)D)Pdx)"P, where fD dx denotes integration in the standard triangle. We shall call £CTIp the LP pseudonorm or the ILIP norm of the interpolation operator £T. We define the "mean norm" of LT as
Note that the n-th order interpolant of the best approximant w,, in Theorem 2 is itself, hence
Note for a given interpolation T. the bound [LCT11pd.(f) for II4(Tw(-f)Il, is sharp. In order to insure CO continuity on the interelement boundaries, we shall consider the following type of interpolation schemes. For n-th order interpolation, the interpolation set includes exactly n + 1 points on each edge Ii of the triangle. Therefore the polynomial space Pn(D) restricted to the edge Ii reduces to P,(Ij), and the polynomial interpolant in the triangle restricted to Ii is the same as the polynomial interpolant in the interval Ii. For such an interpolation scheme, one can design proper procedure to guarantee the CO continuity of the interpolating function on the edges of the triangle when the function is approximated using piecewise polynomial interpolation in a triangle mesh. (See section V for more details).
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The simplest and widely used interpolation scheme in the triangle is the uniform interpolation scheme. The n-th order uniform interpolation set is given by also gives an upper bound for the interpolation error of a function in LP norm. We can also minimize iIf£p to minimize the interpolation error bound in LP norm. We shall say that an interpolation set is minimal in ILIP or L' if it minimizes ILrIp or i[Cr~lI. We shall also say an interpolation set is minimal in the mean if it minimizes
We are not aware of any computationally feasible way to determine an arbitrary order L' symmetrical minimal set. Therefore, we shall concentrate on finding the mean minimal sets. Notice the integrand for the mean norm of the interpolation operator is a polynomial, hence, can be integrated exactly using numerical quadrature.
The symmetrical n-th order LO and mean minimal sets will be denoted by T7L. and
One key result from our study of polynomial interpolation in the interval is that n-th order symmetrical mimimal sets are close to each other and their interpolation properties are quite similar. All minimal sets are good for interpolation purpose.
Similarly, for symmetrical interpolation in the triangle, numerical evidence indicates that the norm of the interpolation operator for the n-th order mean minimal set is close to that of the n-th order ILl' minimal set. Therefore, we believe this norm is also close to the norm of the n-th order L-minimal sets.
To find the interpolation nodes on the edges of the standard triangle, we note that for a good interpolation set, the interpolation error of a function on the 3 edges of the triangle must be small. For n-th order interpolation, by mapping linearly the standard interval I = [-1, 1] to the 3 edges of the standard triangle, we shall place the n-th order mean minimal set in the interval (which is also symmetrical) as the interpolation nodes on the edges. These nodes automatically satisfy the triangle symmetries. The n-th order minimal set under the above constraint is in fact close to the actual n-th order mean minimal set. We have verified that the difference in the mean norm as well as the L' norm between these two sets are quite small. Now we consider the distribution of interpolation nodes inside the triangle. There Appendix for interpolation order n = 1 to n -12.
The minimum of the mean norm is found by using a minimization procedure.
All minimization procedures only find local minimum, hence good initial guess of the actual locations of the minimal sets is essential for the success of the search algorithm.
The landscape for the mean norm is extremely complicated. A rule for constructing good initial guess from the one dimensional minimal sets has also been successfully devised and is used to find the symmetrical minimal sets up to order 20.
In the appendix. we also list the approximate minimal sets in the triangle barycen-
We note that these sets have the smallest mean norms from our computation. and may not correspond to the actual global minimal sets. However. we believe that these are many possible symmetrical patterns for such a distribution. A node can be at the center of the standard triangle, or on one of the symmetrical axes (the meridians) of the triangle or neither (this node is located inside one of the 6 subtriangles bounded by the symmetry axes). By symmetry, this node corresponds a point of a singlet. a triplet, or a sextuplet respectively. We shall denote the number of singlets, triplets, sextuplets by nl(n 1 = 0 or 1), n 3 , n 6 . Since the total number of singlets, triplets, sextuplets equals the number of interpolating nodes inside the triangle, we have nj + 3n 3 + 6n6 = (n -1)(n -2)/2.
The integer solution for the above equation is nonunique when n > 5. Different integer pairs of (ni, n 3 , n6) correspond to different symmetry patterns of the nodal set. Each symmetry pattern has a mean norm minimum, we want to find the smallest mean norm (the global minimum) among these minima. Not all minima are good interpolation sets, and minima of distinct symmetry patterns may exhibit drastically different interpolation properties. For example. Fig. 3 shows in the case of interpolation order 5. the symmetry patterns of the two local minima for the mean norm. For pattern 1 (n, = 0,n 3 = 2,n 6 = 0), which in fact is the global minimum, the mean norm is 1.24: while for pattern 2 (n, = 0, n 3 = 0. n 6 = 1). the approximate minimum of the mean norm is so huge (i-, 4.9 x 10"4, this number is computed from a double precision algorithm) that interpolation using this set becomes meaningless.
From all symmetry patterns of the interpolation nodes, we have extracted a unique symmetry which appears to be the correct symmetry for the global minimum. The symmetry patterns (n j , n.3, n 6 ) for our predicted global minimal sets are shown in the sets are close to the actual minimal sets. Interpolation properties for these sets are illustrated in the following.
The mean minimal sets are close to the actual LO' minimal sets. For example, for order 3 minimal sets, the minimum for the L' norm is 2.10845. while the L' norm for the order 3 mean minimal set is 2.11162.
In Fig. 4 . we show the mean norm for the mean minimal sets. In Fig. 3 . we show the approximate ILlI and the L' norms for the mean minimal sets. The approximate ILI' norm is found by overintegration in the numerical quadrature. The L' norm is found by navigating the landscape of the function vk=1 ILk(x)I.
Since ILTIlo, _Ž lILTII,,o, the norm of the interpolation operator increases at least
logarithmically. It appears that the norm of interpolation operator for the minimal sets in the triangle increases much faster than that. lation error in the same graph using interpolations in 2 diagonally meshed triangles.
We see that the error is of similar order. The rectangular product interpolation appears to be more efficient. This is expected since the dimension of the n-th order polynomial product interpolation space is almost twice that of P,,(D).
V. Adaptive Determination of Approximation Order
Suppose we want to approximate a function in a general 2 dimensional domain. triangles, we can use much lower order approximation to achieve the same accuracy.
In Fig. 12 . we show the error using approximation order 5.4,4,3,4.3.3.3 for triangles 1 through 8. The error has the similar order of magnitude in all triangles( 10-l).
The adaptive procedure for the determination of interpolation order is described as follows. Fig. 9 is generated using the above procedure.
Note that if we interpolate a function with different order in different triangles in a simple minded way, the C' continuity of the interpolating function can be violated on the edges shared by triangles with different interpolation order. This is shown in Fig. 12 on those triangle edges shared by different approximation order triangles.
most visible on the edges between triangles 3,4 and 5.6. The reason is that the interpolation nodes on a shared edge -are different for different triangle interpolations.
hence the resulting polynomial interpolant restricted to the edge are also different.
To achieve the continuity of the polynomial interpolant on a shared edge. since we are only interested in approximating the function. we can interpolate first in the lower interpolation order triangle, then use the lower order interpolant values on the shared edge as the interpolation values for the higher order interpolation. Notice the higher order interpolant on the edge reduces to the same polynomial as the lower order 17 interpolant. therefore guaranteeing the CO continuity of the interpolating function on the shared edge.
