Abstract. Answering a question of Hegyvári and Ruzsa, we show that if A is a set of integers having positive upper Banach density, then the set A + A − A := {a + b − c : a, b, c ∈ A} contains Bohr neighborhoods of many elements of A, where the radius and dimension of the Bohr neighborhood depend only on d * (A).
Introduction
For a real number t, t denotes distance to the nearest integer. If k ∈ N, η > 0, and s 1 , . . . , s k are real numbers, then a Bohr-(k, η) set is a set of integers of the form {n : max i∈{1,...,k} s i n < η}. A Bohr-(k, η) neighborhood of n is a set of the form n + U, where U is a Bohr-(k, η) set. The parameters η and k are called the radius and dimension of U, respectively.
Let d * (A) denote the upper Banach density of a set A ⊆ Z. Theorem 2.2 of [6] says that if d * (A) > 0, then A+ A−A is a Bohr neighborhood of many a ∈ A. The proof therein does not specify parameters k, η for the Bohr neighborhood in terms of d * (A), and Section 3 of [6] asks for a proof which makes those parameters effective. Our main result is the following theorem, which provides the requested effective bounds. The estimate d * (A \ A ′ ) < ε cannot be improved to d * (A \ A ′ ) = 0, but we omit examples to this effect, as the constructions are tedious.
Our proof of Theorem 1.1 generalizes without modification to the setting of countable abelian groups, so we work in that context. The next section introduces some terminology and notation for countable abelian groups, and states Theorem 2.2, the natural generalization of Theorem 1.1 to that setting. The proof of Theorem 2.2 is supplied by Proposition 4.1, which reduces the study of A + A − A to an analogous problem for compact abelian groups, solved in Section 3. The proof of Proposition 4.1 is carried out in Section 5 using ergodic theoretic methods similar to those of [4, 5] .
It would be interesting to find a shorter, more elementary proof of Theorem 1.1.
Countable abelian groups
Let Γ be a countable abelian group. If A, B ⊆ Γ, γ ∈ Γ, write A + B for {a + b : a ∈ A, b ∈ B}, A − B for {a − b : a ∈ A, b ∈ B}, and γ + A for {γ + a : a ∈ A}. 2.2. Bohr neighborhoods. Let T denote the group R/Z. For t ∈ R, recall that t is the distance from t to the nearest integer. For x ∈ T, x is defined to be x , wherex ∈ R satisfiesx + Z = x. If S is a finite set of homomorphisms ρ : Γ → T, |S| = k, and η > 0, then {γ ∈ Γ : ρ(γ) < η for all ρ ∈ S} is a called a Bohr-(k, η) set. A Bohr-(k, η) neighborhood of a ∈ Γ is a set of the form a + U, where U is a Bohr-(k, η) set. These definitions of "Bohr neighborhood" and "Bohr set" agree with the definitions in Section 1, as the maps n → s i n + Z are homomorphisms from Z to T.
Let S 1 denote the group of complex numbers of modulus 1, with the group operation of multiplication. The groups T and S 1 are isomorphic, via the isomorphism e 1 : T → S 1 , e 1 (t) := exp(2πit). This leads to the following observation.
Observation 2.1. If S is a finite set of homomorphisms ρ : Γ → S 1 , |S| = k, and η > 0, then the set {γ ∈ Γ : |ρ(γ) − 1| < η for all ρ ∈ S} contains a Bohr-(k, η/(2π)) set. Theorem 2.2. Let ε, δ > 0, and let Γ be a countable abelian group.
There are constants
Part 2 follows immediately from Part 1, while Part 1 will be derived from Proposition 4.1 and proved in Section 4.
Proof of Part 2. Assume Part 1 holds, and assume, to get a contradiction, that Part 2 fails. Given a set A ⊆ Γ, k ∈ N, η > 0, let
Then there are δ > 0, ε > 0 such that for all k ∈ N, η > 0, there exists
, we have an ε > 0 such that for all k ∈ N, η > 0, there is a set E satisfying d
* (E) > ε and for all e ∈ E, E + E − E − e does not contain a Bohr-(k, η) set. This contradicts Part 1.
Compact abelian groups
3.1. Bohr neighborhoods in topological abelian groups. Definition 3.1. If Z is a topological abelian group, S is a set of continuous homomorphisms ρ : Z → T, |S| = k, and η > 0, then
If Z is a topological abelian group, Z denotes the character group of Z, meaning the group of continuous homomorphisms χ : Z → S 1 with the group operation of pointwise multiplication.
Observation 3.2. Following Observation 2.1, we see that if S ⊆ Z, |S| = k, and η > 0, then the set {z : |χ(z) − 1| < η for all χ ∈ S} contains a Bohr-(k, η/(2π)) set. 
Proof. Let S be a set of k continuous homomorphisms ψ : Z → T such that U contains {z ∈ Z : ψ(z) < η for all ψ ∈ S}. Then ρ −1 (U) contains {γ ∈ Γ : ψ • ρ(γ) < η for all ψ ∈ S}, which is a Bohr-(k, η) set. .
so Re p(a + x) > 0 for all x ∈ U, and a + U ⊆ {x : Re p(x) > 0}.
The following lemma may be proved similarly.
3.2. Fourier identities. We summarize some of the basic facts and definitions from harmonic analysis on compact abelian groups, available in standard references such as [7] .
Let Z be a compact abelian group with Haar measure m, normalized so that m(Z) = 1. For χ ∈ Z and f ∈ L 2 (m),f (χ) := f · χ dm, and the functionf :
Convolution is associative, so the three-fold convolution
, h is continuous and its Fourier series χ∈ Zĥ (χ) · χ converges uniformly to h. 
Proof. Without loss of generality, we assume f dm = g dm, so let f, g :
, h is continuous, and h =f · |ĝ| 2 , by Equations (3.3) and (3.4). Consequentlyĥ ∈ l 1 ( Z). Let
and (3.6) h(a) ≥ δ 4 for some a having f (a) > 0.
We postpone the proofs of inequalities (3.5) and (3.6) and now prove the conclusion of the lemma. Write the Fourier series of h as h(x) = p(x) + r(x), where
Both series converge uniformly, sinceĥ ∈ l 1 ( Z). Estimating r(x), we get
It follows that h(x) is positive whenever Re p(x) > 4 . This Bohr neighborhood is contained in {x : h(x) > 0}, so we have proved the lemma.
It remains to prove inequalities (3.5) and (3.6). To prove Inequality (3.5), consider
To prove Inequality (3.6), consider
Observe that sup a∈A h(a) ≥ h · f dm, and equality holds only if h is constant, so we conclude that h(a) ≥ δ 4 for some a ∈ A. • a compact abelian group Z with normalized Haar measure m,
From countable to compact
where ρ(A) denotes the topological closure of ρ(A) in Z.
We now prove Theorem 2.2 as a consequence of Proposition 4.1 and Lemma 3.6.
Proof of Theorem 2.2. Let
, and let Z, ρ, f, and g be as in Proposition 4.1. Let
By Lemma 3.6, there is anã ∈Ã such that U −ã contains a Bohr-(k, η) set, where k, η depend only on δ. Lemma 3.5 provides a neighborhood V ofã such that U − z contains a Bohr-(k, η/2) set for all z ∈ V . Sinceã ∈ ρ(A), there is an a ∈ A such that ρ(a) ∈ V . For such a, Lemma 3.3 implies ρ −1 (U) − a is a Bohr-(k, η/2) set contained in A + B − B − a.
Correspondence principle and proof of Proposition 4.1
In this section we fix a countable abelian group Γ. We will exploit the theory measure preserving actions of Γ, see [1] , [2] , or [3] for general references, and [4] or [5] for similar applications.
Measure preserving systems.
A measure preserving Γ-system (or briefly, Γ-system) is a quadruple (X, X , µ, T ), where (X, X , µ) is a probability measure space and T is an action of Γ on X preserving µ:
for all measurable D ⊆ X and all γ ∈ Γ. Note that Equation (5.1) yields the identities
, and all a, γ ∈ Γ.
A Γ-system is ergodic if for every D ⊆ X satisfying µ(D△T γ D) = 0 for all γ ∈ Γ, we have µ(D) = 0 or µ(D) = 1.
A factor of a Γ-system (X, X , µ, T ) is a Γ-system (Y, Y , ν, S) together with a factor map π : X → Y , defined for µ-a.e. x ∈ X, such that (5. 4) π(T γ x) = S γ π(x) for µ-a.e. x ∈ X and all γ ∈ Γ.
The space L 2 (ν) may be identified with the subspace of L 2 (µ) consisting of functions of the form g • π, where g ∈ L 2 (ν). The σ-algebra π −1 (Y ) consists of those sets which are µ-a.e. equal to a set of the form π −1 (C),
Group rotations.
A group rotation is a Γ-system (Z, Z, m, R ρ ), where Z is a compact abelian group with normalized Haar measure m, ρ : Γ → Z is a homomorphism, and the action R ρ is given by
The Kronecker factor of a Γ-system X is the maximal factor Y of X such that Y is isomorphic to a group rotation. When X is ergodic, such a factor always exists and is ergodic (although it may be trivial). See [1] , [2] , or [3] for the existence of the Kronecker factor and its properties.
5.3.
A correspondence principle. The following lemma is standard, but we outline the proof for completeness.
Proof. Let Ω = {0, 1} Γ with the product topology, so that Ω is a compact metrizable space. Let T be the action of Γ on Ω defined by (
. Consider x := 1 B ∈ Ω, and let X be the orbit closure of x under T , meaning X is the closure of the set {T γ x : γ ∈ Γ}. Let D be the set {ω ∈ X : ω(0) = 1}, so that D is a clopen subset of X. Note that B = {γ : T γ x ∈ D}. We will find a T -invariant measure µ on X such that µ(D) = d * (B). Let δ x be the Dirac mass concentrated at x, and for each n, let ν n := 1 |Φn| γ∈Φn δ T γ x . Let ν be a weak * limit of the ν n . Then ν is a Tinvariant probability measure, while
Applying ergodic decomposition ( [1] , Theorem 8.20), we may find an ergodic
Since y is a limit of points of the form T β x and D is open, there exist β ∈ Γ such that T β x ∈ D and T γ T β x ∈ D, which implies β ∈ B and γ + β ∈ B. We then have γ ∈ B − B.
Lemma 5.2. If X is the Γ-system obtained in Lemma 5.1 and
5.4. Proof of Proposition 4.1. From now on we fix:
• an ergodic Γ-system X = (X, X , µ, T ) and a set D ⊆ X satisfying the conclusion of Lemma 5.2, • the Kronecker factor Z = (Z, Z, m, R ρ ) of (X, X , µ, T ), with factor map π : X → Z. Note that ρ : Γ → Z is a homomorphism with ρ(Γ) dense in Z.
Here
is the orthogonal projection onto the space of π −1 (Z)-measurable functions. As a special case of Equation (5.4), we get
for all γ ∈ Γ. The lemmas and proofs in the remainder of this section will refer to the objects defined above. 
is supported on A · D, and every weak L 2 (µ) limit of these averages is also supported on A · D. Passing to a subsequence of Φ, we may assume that the limit of (F n ) n∈N exists. Analyzing this limit will lead to the following lemma. See Section 3.2 for the definitions of f * g and g − .
, f is supported on ρ(A), and g is defined above.
Proof. To prove (i), let F be a weak L 2 (µ) limit of the sequence (F n ) n∈N , defined in Equation (5.8). Then F is supported on A·D, and by Lemma 5.4, F has the form f * g • π, where f is as described in Part (ii) of that lemma.
Proof of Part (ii). We must prove the implication
Equation (5.7) implies the integral in Inequality (5.10) is positive if and Part (i) already proves Equation (5.11) for those ψ orthogonal to the π −1 (Z)-measurable functions, so we may assume that ψ is π −1 (Z)-measurable, meaning ψ =ψ • π for someψ ∈ L 2 (m). It suffices to establish the identity (5.11) for an L 2 (µ)-dense set of functions ψ, so we may assume that ψ =ψ • π, whereψ : Z → C is continuous. Let F be a weak L 2 (µ) limit of the (F n ) n∈N , and let ν be a measure as in the conclusion of Lemma 5.5, so that dν = f dm for some f as in the conclusion of the lemma. Then we apply Part (i) to compute F : We used Equations (5.3) and (5.7) to get the second and third lines. Applying Lemma 5.5 to evaluate the limit in Equation (5.14), we find lim n→∞ 1 |Φ n | a∈Anψ (z + ρ(a)) = ψ (z + w)f (w) dm(w) for all z ∈ Z,
