We initiate the study of the computational complexity of the covering radius problem for point lattices, and approximation versions of the problem for both lattices and linear codes. We also investigate the computational complexity of the shortest linearly independent vectors problem, and its relation to the covering radius problem for lattices.
We initiate the study of the computational complexity of the covering radius problem for point lattices, and approximation versions of the problem for both lattices and linear codes. We also investigate the computational complexity of the shortest linearly independent vectors problem, and its relation to the covering radius problem for lattices.
For the covering radius on n-dimensional lattices, we show that the problem can be approximated within any constant factor γ(n) > 1 in random exponential time 2 O(n) , it is in AM for γ(n) = 2, in coAM for γ(n) = n/ log n, and in NP ∩ coNP for γ(n) = √ n. For the covering radius on n-dimensional linear codes, we show that the problem can be solved in deterministic polynomial time for approximation factor γ(n) = log n, but cannot be solved in polynomial time for some γ(n) = Ω(log log n) unless NP can be simulated in deterministic n O(log log log n) time. Moreover, we prove that the problem is NP-hard for every constant approximation factor, it is Π 2 -hard for some constant approximation factor, and it is in AM for approximation factor 2. So, it is unlikely to be Π 2 -hard for approximation factors larger than 2. This is a natural hardness of approximation result in the polynomial hierarchy.
For the shortest independent vectors problem, we give a coAM protocol achieving approximation factor γ(n) = n/ log n, solving an open problem of Blömer and Seifert (STOC'99) , and prove that the problem is also in coNP for γ(n) = √ n. Both results are obtained by giving a gappreserving non-deterministic polynomial time reduction to the closest vector problem.
Introduction
Given a (possibly infinite) set of points P in a metric space M, the covering radius of P in M is the smallest number r such that spheres of radius r centered around all the points in P cover the entire space. Two especially important cases are when P is a point lattice in Euclidean space, and when P is a (linear) code over a finite field. Determining the covering radius of a given lattice or code is a fundamental problem in the study of point lattices and error correcting codes, but it has received very little attention so far from a computational point of view.
In coding theory, the covering radius is a fundamental parameter of a code and good covering codes have a number of applications and interconnections with other area of mathematics. An entire book has been written on the subject and we point the reader to [8, Chap. 1] for a discussion of various applications of covering codes. Though the minimum distance plays a more central role in uses of codes for error-correction, the covering radius is also related to the error correction capability of the code, since if it is less than the distance, the code is maximal and no vector in the Hamming space can be added without worsening the code's distance. Moreover, assuming we perform maximum likelihood decoding of each received word to its nearest codeword, the covering radius measures the largest number of errors in any correctable error pattern (since if the number of errors exceeds the covering radius, the nearest codeword is definitely not the transmitted codeword). For lattices, the covering radius is closely related to the vector quantization problem. In this problem, arbitrary real vectors are rounded to nearby points from a discrete set (e.g., a lattice), and the covering radius of the discrete set of points represents the maximum possible error incurred in this process. We point the reader to [9] for further information about the use of lattices in vector quantization. Beside these applications, attention to the covering radius problem, specifically from a computational complexity point of view, has been recently brought by Micciancio [19] who showed that this problem can be used to get tighter connections between the average and worst case complexity of lattice problems.
Notice that the covering radius problem (CRP) involves a quantifier alternation: determining if the covering radius 2 n/ log n √ n 2 n log log n/ log n BPP coAM NP ∩ coNP 2 n(log log n) 2 (unless NP ⊆ DTIME(n log log log n ))
Figure 2. The complexity of the covering radius problem for codes (some constants omitted)
is at most r is equivalent to proving that for every point in space there exists a point in the set (lattice or code) within distance at most r. So, the natural algorithms to solve this problem are in Π 2 , at the second level of the polynomial hierarchy [26] . To date, the problem is not even known to be solvable in non-deterministic polynomial time, and [19] conjectured it is NP-hard. In the case of linear codes, evidence that the problem cannot be efficiently solved was given by McLoughlin [18] , showing that the problem is Π 2 -hard, giving one of the most natural complete problems for Π 2 . This is essentially the only complexity result for the covering radius problem we are aware of. (See Section 3 for a few additional related papers.) We remark that the result of [18] only applies to linear codes, and to the exact version of the covering radius problem. Many natural questions immediately arise: is the covering radius of a linear code also hard to approximate? What can we say about the covering radius problem for point lattices?
In this paper, we initiate the study of the complexity of the covering radius problem for point lattices, and the complexity of approximating the covering radius in both lattices and linear codes. We also consider the related problem of computing a maximal set of short linearly independent vectors in a lattice (the "shortest independent vectors problem" SIVP), and its relation to CRP. We present several new results about these problems. For the problem of approximating the covering radius of an n-dimensional point lattice within a factor γ(n) we show that (see Figure 1) • for any constant γ(n) > 1 the problem can be solved probabilistically in time 2 O(n) ,
• for γ(n) = 2 the problem is in AM,
• for γ(n) = n/ log n the problem is in coAM,
• for γ(n) = √ n, the problem is in NP ∩ coNP,
• for γ(n) = 2 Ω(n log log n/ log n) , the problem can be solved in random polynomial time,
• for γ(n) = 2 Ω(n(log log n) 2 / log n) , the problem can be solved in deterministic polynomial time.
Our results show that approximating the covering radius of a lattice within γ(n) = O( n/ log n) is not NP-hard unless the polynomial hierarchy collapses. Moreover, approximating the covering radius within γ(n) = 2 seems unlikely to be Π 2 -hard because the problem is also in AM. Whether or not the problem is NP-hard (or Π 2 -hard) for smaller approximation factors, or even for the exact version, remains an open problem. 1 Most of our results follow by simple reductions from the covering radius problem to other lattice problems, like the closest vector problem, and the shortest independent vectors problem. In the case of SIVP we also present a new result showing that approximating the problem to within γ(n) = n/ log n is in coAM and that approximating the problem to within γ(n) = √ n is in coNP. This solves an open problem of Blömer and Seifert [7] who had previously proved that approximating SIVP within γ(n) = n/ √ log n is in coAM, and suggested that the problem might be NP-hard for approximation factors γ(n) = n 1− for any > 0. Our result sensibly improves their coAM bound and demonstrates that their conjecture is false, unless the polynomial hierarchy collapses. Now let us move to the problem of approximating the covering radius of a linear code. For this problem we can give a better picture of the situation, and in particular can show hardness of approximation results. We show (see Figure 2) that approximating the covering radius of linear codes within factor γ(n), where n denotes the block length of the code,
• can be solved in polynomial time for γ(n) = 1+log q n (for arbitrary linear codes over the finite field with q elements 2 ),
• cannot be solved in polynomial time for γ(n) = 1 It is mentioned in Conway and Sloane [9, Sec. 1.4, Page 40] that the covering radius problem on lattices has been shown to be NP-hard, but the cited reference (van Emde Boas, 1981) does not contain any such result. 2 For the case of binary fields, we prove γ(n) = log 2 n c 0 log log n for some c 0 > 0, unless NP can be simulated in deterministic n O(log log log n) time,
• is NP-hard for γ(n) = c for every constant c ≥ 1,
• is Π 2 -hard for γ(n) = a 0 for some constant a 0 > 1,
The last result is a very natural hardness of approximation result that fits in the polynomial time hierarchy; we would like to point the reader to the recent surveys [23, 24] on the topic of completeness and hardness of approximation in the polynomial time hierarchy. The fourth result suggests that the problem is Π 2 -hard only for small constant approximation factors, and for γ(n) ≥ 2 the problem is unlikely to be Π 2 -hard.
Organization. The rest of the paper is organized as follows. In Section 2 we formally define lattice and coding problems, and basic notation and techniques used throughout the paper. In Section 3 we give a more detailed account of previous work related to this paper. In Section 4 we present our results for lattice problems, including proof systems and algorithms for computing the covering radius, and the improved proof systems for the shortest independent vector problem. In Section 5 we present our results about the covering radius problem for linear codes. Section 6 concludes with a discussion of open problems.
Preliminaries
For any real x, x denotes the largest integer not greater than x, and x = x + 1/2 is the rounding of x to the closest integer. We write log for the logarithm to the base 2, and log q when the base q is any number possibly different from 2. Let R and Z be the sets of the reals and the integers, respectively. The m-dimensional Euclidean space is denoted R m . We use bold lower case letters (e.g., x) to denote vectors, and bold upper case letters (e.g., M) to denote matrices. If S ⊆ R n is an arbitrary region of space, and x ∈ R n is a vector, S + x = {y + x: y ∈ S} denotes a copy of S shifted by x. The Euclidean norm (also known as the 2 norm) of a vector x ∈ R n is x = x 2 i , and the associated distance is dist(x, y) = x − y . We often use matrix notation to denote sets of vectors. 
An m-dimensional lattice is the set of all integer com- For any lattice B and point x ∈ span(B), there exists a unique vector y ∈ P(B) such that y − x ∈ L(B). This vector is denoted y = x mod B, and it can be computed in polynomial time given B and x.
The dual of a lattice Λ, is the set T B is invertible.) The minimum distance of a lattice L(B), (denoted λ 1 (B)), is the minimum distance between any two (distinct) lattice points and equals the length of the shortest nonzero lattice vector:
This definition can be generalized to define the ith successive minimum as the smallest λ i such thatB(0, λ i ) contains i linearly independent lattice points:
Another important constant associated to a lattice is the covering radius: the covering radius ρ(B) of a lattice is the maximum distance dist(x, L(B)) where x ranges over the linear span of B:
) equals the absolute value of the determinant of the n × n basis matrix | det(B)|. We consider the following lattice problems. For simplicity we define all problems only in their promise version, which is the formulation typically used in computational complexity. (The reader is referred to [20] for a discussion of different formulations of these lattice problems.) Promise problems are a natural generalization of decision problems: they are defined by a set of YES inputs and a (disjoint) set of NO inputs. However, unlike decision problems, the two sets are not necessarily exhaustive. A machine solves the promise problem if it accepts all the YES inputs and rejects all the NO inputs; no assumption is made on the behavior of the machine on inputs that are in neither of the sets. Let us also mention that the complement of a promise problem is obtained by switching the YES and NO instances; we will denote this by adding the prefix "co" to the problem's name.
Definition 2.1 (Shortest Vector Problem) An input to GapSVP γ is a pair (B, d) where B is a rank n lattice basis and d is a rational number. In
YES inputs λ 1 (B) ≤ d and in NO inputs λ 1 (B) > γ(n) · d.
Definition 2.2 (Shortest Independent Vectors Problem) An input to GapSIVP γ is a pair (B, d) where B is a rank n lattice basis and d is a rational number. In YES inputs
λ n (B) ≤ d and in NO inputs λ n (B) > γ(n) · d.
Definition 2.3 (Covering Radius Problem) An input to GapCRP γ is a pair (B, d) where B is a rank n lattice basis and d is a rational number. In YES inputs ρ(B) ≤ d and in
NO inputs ρ(B) > γ(n) · d.
Definition 2.4 (Closest Vector Problem) An input to GapCVP γ is a triple (B, t, d) where B is a rank n lattice basis, t is a target vector, and d is a rational number. In YES inputs dist(t, L(B)) ≤ d and in
An error-correcting code A of block length n over a qary alphabet Σ is a collection of strings (vectors) from Σ n , called codewords. For all codes considered in this paper, the alphabet size q is always a prime power and the alphabet Σ = F q is the finite field with q element. A code A ⊆ F n q is linear if it is closed under addition and multiplication by a scalar, i.e., A is a linear subspace of F n q over base field F q . For such a code, the information content (i.e., the number k = log q |A| of information symbols that can be encoded with a codeword) is just its dimension as a vector space and the code can be compactly represented by a n × k generator
An alternative representation of linear codes is by their parity check matrix, i.e., a (n − k) × n matrix H such that A = {x: Hx = 0}. An important property of a code is its minimum distance. For any vectors x, y ∈ Σ n , the Hamming weight of x is the number x of nonzero coordinates of x. (We use the same notation · , dist(·, ·), ρ etc. for both lattices and codes, as the meaning will always be clear from the context.) The weight function · is a norm, and the induced metric dist(x, y) = x − y is called the Hamming distance. The (minimum) distance dist(A) of the code A is the minimum Hamming distance dist(x, y) taken over all pairs of distinct codewords x, y ∈ A. For linear codes it is easy to see that the minimum distance dist(A) equals the weight x of the lightest nonzero codeword x ∈ A\{0}. If A is a linear code over F q with block length n, rank k and minimum distance d, then it is customary to say that A is a linear
The covering radius ρ(A) of a code A ⊂ F n q is defined as the smallest integer r such that for any
When a code is represented by a parity check matrix H, we simply write ρ(H) to denote the covering radius of the code defined by H. The covering radius problem for linear codes is defined analogously to the one for lattices.
Definition 2.5 (Covering Radius for linear codes) An input to GapCRPcodes γ is a pair (H, d) where H is the parity check matrix of an n-dimensional code, and d is an integer number. In YES inputs ρ(H) ≤ d and in NO inputs
ρ(H) > γ(n) · d.
Previous Work
As we already said in the introduction, not much was previously known about the computational complexity of the covering radius problem for codes and lattices. For the case of linear codes, the covering radius was proved Π 2 -hard to solve exactly in by McLoughlin in [18] . The analogous question for lattices was explicitly posed by Micciancio in [19] where the covering radius problem is used to get strong connections between the worst-and average-case complexity of various lattice problems.
Another result that is certainly relevant is the transference theorem of Banaszczyk [6] , showing that for any lattice L(B) and its dual L(B)
This connection between the covering radius of a lattice and the length of the shortest nonzero vector in the dual allows to approximately reduce (loosing a factor n, and swapping YES and NO instances) the covering radius problem to the shortest vector problem. So, combining the result in [6] with known algorithms and interactive proofs for the shortest vector problem, it is possible to obtain similar results for the covering radius problem. For example, the polynomial time approximation algorithm of Theorem 4.6 is obtained in this way. Other results implicit in [6] are that approximating the covering radius of a lat-
All results presented in this paper, directly solve the covering radius problem without going through the dual lattice, and achieve much better approximation factors.
Some of our results for CRP on lattices are obtained by reducing the covering radius problem to other lattice problems, e.g., CVP or SIVP. Most of our reductions are not gap-preserving, and introduce a small error, ranging from (1 + ) up to √ n. One of our reductions (namely, the one from SIVP to CVP) preserves the approximation factor exactly. This is similar to the gap-preserving reduction of [14] which shows that GapSVP γ reduces to GapCVP γ for any approximation factor γ(n) (possibly a function of the lattice dimension). However, while the reduction in [14] runs in deterministic polynomial time, our reduction is nondeterministic. Still our non-deterministic reduction suffices to establish coAM and coNP results for GapSIVP.
One last paper related to the covering radius problem for lattices is [16] , where Kannan considers the problem with respect to a norm different from the Euclidean one (namely, the norm defined by a convex parallelotope given as a system of linear inequalities). In [16] it is shown that for any fixed dimension, this problem can be solved in polynomial time.
Lattice Problems
In this section we present our results for the covering radius problem on point lattices. In Subsections 4.1 and 4.2 we describe proof systems to prove that the covering radius is small or large, and in Subsection 4.3 we give algorithms to approximately compute the covering radius. In Subsection 4.4 we give our non-deterministic reduction from SIVP to CVP, and the corresponding new proof systems for the shortest independent vectors problem.
Proving that the covering radius is small
In this subsection we give two proof systems to show that the covering radius of a lattice is small. The first is interactive and achieves approximation factor γ(n) = 2. The second is an NP proof system and achieves factor γ(n) = √ n. The interactive proof system is based on the observation that random points in space are far from the lattice with high probability.
Lemma 4.1 For any lattice L(B),
where x is chosen uniformly at random from P(B).
Proof: Let v be a deep hole of L(B) and consider the set v + L(B). By the triangle inequality, for every point
, where the equality follows since v is a deep hole.
holds with probability 1 over the choice of random x ∈ P(B). But we also have
, where x is chosen uniformly at random from P(B) and the last equality follows since the distribution of (x−v) mod B is also uniform on P(B).
Using the lemma, we easily get an interactive proof system for the covering radius problem.
Theorem 4.2 GapCRP 2 is in AM.
Proof: We present a constant round public coin interactive proof system for GapCRP 2 . The idea is to probabilistically reduce the covering radius problem to the closest vector problem by letting the verifier choose the target vector. Details follow.
On input GapCRP 2 instance (B, r),
• The verifier picks a uniformly random point x ∈ P(B) and sends it to the prover
• The prover finds a lattice point u ∈ L(B) and sends it to the verifier
• The verifier checks that u ∈ L(B) and accepts if and only if dist(x, u) ≤ r.
We claim that the above protocol has perfect completeness and soundness error 1/2. Completeness is easy, because by definition of covering radius, for any point x ∈ P(B), there exists a lattice point u ∈ L(B) within distance ρ(B) ≤ r from x. Now assume ρ(B) > 2r. According to Lemma 4.1, the point x chosen by the verifier satisfies dist(x, L(B)) ≥ ρ(B)/2 > r with probability at least L(B) ) > r, then the verifier rejects no matter which u the prover sends. So, the soundness error is at most 1/2.
The result placing GapCRP in NP is based on the following relation between the covering radius ρ(B) and λ n (B) for any n-dimensional lattice B.
Lemma 4.3 For any rank
The proof of the lemma can be found in [20, Theorem 7.9, page 138]. For completeness we repeat the proof below.
Proof:
The upper bound 2ρ ≤ √ nλ n is easy. By definition of λ n , there exists n linearly independent lattice vec-
This proves that ρ(B) ≤ √ nλ n (B)/2. Now consider the lower bound λ n ≤ 2ρ. Assume for contradiction λ n > 2ρ and let be a positive real number such that < λ n − 2ρ. We iteratively build a set of linearly independent lattice vectors s 1 , . . . , s n as follows. For any i = 1, . . . , n, let t i be any vector of length ρ + orthogonal to s 1 , . . . , s i−1 , and let s i be a lattice point within distance ρ from t i . Then s i is linearly independent from s 1 , . . . , s i−1 , because the distance of s i from span(s 1 , . . . , s i−1 ) is at least t i − s i − t i ≥ . Moreover, by triangle inequality,
By induction on i, we obtain a set s 1 , . . . , s n of linearly independent lattice vectors of length s i < λ n , contradicting the definition of λ n .
Notice that the bounds proved in Lemma 4.3 are constructive in the following sense. Given n linearly independent lattice vectors of length at most λ n and a target vector t ∈ span(B), one can efficiently find a lattice point within distance ( √ n/2)λ n ≤ √ nρ from the target. Similarly, given access to an oracle that on input a lattice B and a target vector t ∈ span(B) finds a lattice point within distance ρ from the target, one can efficiently compute n linearly independent lattice vectors of length at most 2ρ ≤ √ nλ n . We now use the lemma to prove the following:
Proof: The proof is by reduction to the exact version of SIVP, which is known to be in NP. The reduction is simple: Given GapCRP √ n instance (B, r), the output is , (B, 2r) is a NO instance of GapSIVP 1 .
The NP proof system for GapCRP √ n combines this simple reduction with the obvious NP proof for GapSIVP 1 : on input GapCRP √ n instance (B, r), the prover sends n linearly independent lattice vectors s 1 , . . . , s n of length s ≤ λ n (B) to the verifier, and the verifier checks that indeed s 1 , . . . , s n are linearly independent lattice vectors in L(B) and s i ≤ 2r for all i = 1, . . . , n.
Proving that the covering radius is large
In this subsection we give proof systems to show that the covering radius is large. The proof systems are based on analogous results for the closest vector problem.
Theorem 4.5 GapCRP O(
is in coNP and
is in coAM.
Proof:
The idea is to reduce (in non-deterministic polynomial time) the covering radius problem to the closest vector problem, by letting the prover choose the target point. For the coNP proof system, on input GapCRP instance (B, r), we first (non-deterministically) guess a deep hole, i.e., a point v ∈ span(B) at distance dist(v, L(B)) = ρ(B) from the lattice. Then, we use a very recently discovered proof system of Aharonov and Regev [1] to show that (B, u, r) is a NO instance of GapCVP O( √ n) . Specifically, [1] shows that GapCVP O( √ n) ∈ coNP by giving a polynomial time verifier V such that for any (B, v, t), ∈ coAM is similar. Here, instead of the coNP proof system of [1] we use the constant round interactive proof system of Goldreich and Goldwasser [13] showing that
The result is a constant round interactive proof system for (the complement of)
, where the prover sends, as its first message, a deep hole v to the verifier, and then interactively proves that v is far from the lattice. As in [13] , it follows from general results [15] that this proof system can be converted into a public coin one, showing that
Algorithms for the covering radius problem
In this subsection we give algorithms to approximate the covering radius of a lattice. The first algorithm immediately follows from well known relations between the covering radius problem and other lattice problems.
Theorem 4.6 The problem GapCRP γ(n) can be solved in probabilistic polynomial time when γ(n) = 2
O(n log log n/ log n) and in deterministic polynomial time when γ(n) = 2
O(n(log log n)
2 / log n) .
Proof: On input lattice B, compute the dual lattice B * , and use the algorithm of [2] to find a 2 O(n log log n/ log n) approximation to the length of the shortest vector in the dual lattice. It follows from the transference theorems of [6] that the inverse of this length is a n · 2 O(n log log n/ log n) = 2 O(n log log n/ log n) approximation of the covering radius of the input lattice. The second result follows by a similar argument from the 2
2 / log n) approximation algorithm of Schnorr [25] .
The proof of the above theorem is based on relations between the covering radius and other lattice quantities that always introduce errors that are polynomial in the rank of the lattice. In particular, even if we solve SVP exactly, the above reduction would only give a O(n) approximation of the covering radius. Below, we give an exponential time algorithm that achieves approximation factors arbitrarily close to 1. The algorithm is based on the following observation.
Lemma 4.7 Let M > 0 be some integer and let v 1 , . . . , v n be basis vectors of some lattice L(B) with covering radius ρ(B). Then, there exists a point
v = a 1 · v 1 + . . . a n · v n such that for all i, a i ∈ {0, 1/M, 2/M, .
. . , 1} and such that dist(v, L(B)) ≥ (1 − 1/M )ρ(B).
Proof: Let v be a deep hole of the lattice. We would like to round it to a point v of the above form. First, consider the vector M · v . Since L(B) has covering radius ρ(B), there must exist a lattice point u ∈ L(B) whose distance from M · v is at most ρ(B). This implies that the distance between v and u/M is at most ρ(B)/M . The vector u/M can be written as
where all the a i 's are integer multiples of 1/M . Moreover, by the triangle inequality,
We complete the proof by defining v to be the vector u/M reduced modulo the lattice. 
The output of the algorithm is ρ = maxd u /(1 − ) over all such u. By Claim 4.7, for one of the points u,
dist(u, L(B)) ≥ (1 − )ρ(B) and hence ρ ≥ ρ(B).

Moreover, dist(u, L(B)) ≤ ρ(B)
for all u and therefore ρ ≤ (1 + )/(1 − )ρ(B). This completes the proof since is arbitrary.
Improved proof systems for the Shortest Independent Vectors Problem
A coAM proof system for GapSIVP γ(n) for approximation factors γ(n) = n/ √ log n is given in [7] . We note that their result can be easily derived from the results of this paper by combining the relation between λ n and ρ established in Lemma 4.3 with the coAM proof system for
of Theorem 4.5. The resulting factor is γ(n) = n/ √ log n because the reduction from SIVP to CRP implicit in Lemma 4.3 introduces a √ n error. It is also known that GapSIVP O(n) is in coNP; this follows from the transference theorem of [6] relating λ n and λ 1 .
In this subsection we improve both of these results by a factor √ n. Namely, we show that
is in coAM and that is (B, d) where B is a basis of an n-dimensional lattice. For concreteness, we assume that the entries of B as well as d are all integers; this is without loss of generality since we can always scale rational values without increasing the size of the input by more than a polynomial. We guess some basis S = [s 1 , . . . , s n ] of size polynomial in the input (in other words, this is the witness to our NP-machine). Let M some large enough polynomial in n to be determined later. We first check that
S is a basis of L(B), i.e., L(S) = L(B).
If not, we reject. Otherwise, we construct M queries to the oracle as follows. The reduction is clearly non-adaptive because the queries are specified before receiving any answer. The reduction is also monotone because the final output is just the logical AND of the oracle answers. We need to prove that if (B, d) is a YES instance, then there exists a polynomial sized basis S such that all queries are answered YES, while if (B, d) is a NO instance, then for any basis S there exists a query which is answered NO.
Let us start by proving completeness. Assume (B, d) is a YES instance of coGapSIVP γ(n) , i.e., λ n (B) > γ(n)·d, and define basis S as follows. Let s 1 , . . . , s k be a maximal set of linearly independent lattice vectors of length at most γ(n) · d, i.e., a set of vectors such that any lattice vector of length at most γ(n) · d is in span(s 1 , . . . , s k span(s 1 , . . . , s k ) , and complete it into a basis S = [s 1 , . . . , s n ] for the entire lattice L(B). We remark that since s 1 , . . . , s k are integer vectors of length at most γ(n)·d, their bit-size is at most O(n log(γ(n)·d)) and is therefore polynomial in the input size. Moreover, since S can be computed in polynomial time from B and s 1 , . . . , s k using standard techniques, we obtain that the bit-size of the basis S is also polynomial in the input size and can therefore serve as a witness.
We want to prove that (L(S i ), 2 i−1 s n , d) is a YES instance of coGapSIVP γ(n) for all i, i.e., for any integer i ≥ 1 and lattice vector y ∈ L(S i ), we have 
Let us now prove soundness. Assume (B, d) is a NO instance of coGapSIVP γ(n) , i.e., λ n (B) ≤ d, and let S be an arbitrary basis for L(B). We prove that there exists
Since λ n (B) ≤ d, there exist n linearly independent lattice vectors of length at most d. Since  span(s 1 , . . . , s n−1 ) has dimension n − 1, they cannot all belong to span(s 1 , . . . ,
a i s i and assume without loss of generality that a n ≥ 0. (If not, replace v with −v.) Since v / ∈ span(s 1 , . . . , s n−1 ) we get that a n = 0. Let i 0 be the maximal i ≥ 1 such that a n is divisible by 2 i−1 , i.e., a n /2
is an odd integer. Later, we will see (s 1 , . . . , s n−1 ). Since this quantity can be computed in polynomial time from the basis s 1 , . . . , s n and d, it follows that its bit-size is polynomial in the size of the input. Moreover, by projecting v on the same subspace we obtain that v ≥ a n s * n . Since v ≤ d we have that a n is at most d/ s * n and hence its bit-size is also polynomial. In particular, we can choose M to be a polynomial in n such that a n ≤ 2 M −1 . With this choice, it is easy to see
Combining the reduction from the above theorem with the coAM and coNP results of [13, 1] we immediately get the following corollary.
Corollary 4.10 GapSIVP
Proof:
Using the theorem we obtain that coGapSIVP γ(n) ∈ NP since we can construct an NPmachine that consists of the NP-machine in the reduction together with the NP-machine for coGapCVP γ(n) . The witness includes a witness for the machine of the reduction together with a list of witnesses for each of the queries to the oracle which is answered YES (notice that here we use the fact that the reduction is monotone). A similar argument shows that coGapSIVP O( √ n/ log n) ∈ AM; here we use [13] who showed that coGapCVP γ(n) is in AM for γ(n) = O( n/ log n).
Coding Problems
In this section we prove our results concerning the covering radius on linear codes. In Subsection 5.1 we present a simple polynomial time approximation algorithm for linear codes over arbitrary finite fields achieving approximation factor 1 + log q n where n is the block length of the code and q the alphabet size. Then, in Subsection 5.2 we adapt similar results from lattices to prove that approximating the covering radius of a code within factor 2 is in AM. Finally, in Subsections 5.3 and 5.4 we present our Π 2 -hardness and NP-hardness results for approximating the covering radius of a binary code within constant approximation factors.
Approximation algorithm for CRP on codes
We begin with the following standard lemma that characterizes the covering radius of linear codes.
Then the covering radius of C is the smallest r such that for every y ∈ F n−k there exists z ∈ F n of weight at most r for which Hz = y.
The lemma is used to obtain a very simple log n approximation of the covering radius.
Theorem 5.2
There exists a deterministic polynomial time log q (n(q − 1)) ≤ 1 + log q n approximation algorithm for CRP on q-ary linear codes.
Proof:
The parity check matrix of an [n, k] code has column rank exactly (n − k), and therefore using Lemma 5.1, it follows that the covering radius r of an [n, k] linear code is at most n − k. On the other hand, a simple volume bound shows that q − 1) ) .
Therefore the bound (n − k) is a factor log q (n(q − 1)) approximation to the covering radius, as claimed.
Proving that the covering radius is small
In this section we adapt the AM proof system for lattices presented in Subsection 4.1 to linear codes. The proof system for codes is virtually identical to the one for lattices, with only syntactical modifications.
Lemma 5.3 For every linear code
where x is chosen uniformly at random from F n q .
Proof: Similar to the one for Lemma 4.1.
The lemma is used to obtain an interactive protocol for GapCRPcodes 2 as in Theorem 4.2.
Theorem 5.4 GapCRPcodes 2 is in AM.
Π 2 -hardness of approximating within some constant factor
CRP on linear codes is one of the most natural complete problems for Π 2 -this hardness result is due to McLoughlin [18] . For general codes, when the input is a list of codewords, the covering radius problem was shown to be coNPcomplete by Frances and Litman [12] , see also [8, Chap. 20] . 3 These results are for the exact version of the problem. In this subsection and the next, we prove hardness results for approximating CRP on linear codes. The first result stated below shows that there is some constant factor up to which approximating the covering radius is Π 2 -complete, thereby giving a very natural hardness of approximation result that falls in the second level of the polynomial time hierarchy.
Theorem 5.5 There is a constant c > 1 such that
GapCRPcodes c on binary linear codes is Π 2 -complete.
We will prove the above by a reduction from another gap problem that is known to be Π 2 -complete, namely Gap∀∃-3-DM which is a quantified version of the 3-dimensional matching problem. We define this problem and state the Π 2 -hardness result known for this problem, after which we will be ready to prove Theorem 5.5. Notice that the function g defined above has the property that for
Definition 5.6 (Gap∀∃-3-DM)
is also a matching.
The following is the hardness result concerning Gap∀∃-3-DM β that we will use to prove Theorem 5.5.
Lemma 5.7 There exist
The above result follows from [18] (see also Theorem 20.2.1 in the book [8] for an exposition) which presents a reduction from ∀∃-3-SAT (determining truth value of quantified Boolean formulae of the form (∀x)(∃y)φ(x, y)) to ∀∃-3-DM. The reduction in its exact form in [8] is not gap preserving, but it can be made so by starting from a bounded occurrence instance of ∀∃-3-SAT (where each variable in x, y appears at most B times for an absolute constant B) and using an approach similar to that used by Petrank [21] to show APX-hardness of 3-dimensional matching at "gap location 1". The overall reduction is not very difficult but somewhat tedious. We defer further details of this reduction in the full version of the paper, and now move on to proving Theorem 5.5.
Proof of Theorem 5.5:
We present a reduction from Gap∀∃-3-DM β to the covering radius problem on linear codes. Our reduction is in fact identical to the reduction showing Π 2 -hardness of the exact version in [18] , though we need to carefully argue that the reduction will produce a gap in the value of the covering radius. Let
The linear code will be specified through its parity check matrix H. H will have 3p + |M 1 | rows, where the first 3p correspond to the elements of X 1 ∪ X 2 ∪ X 3 and the last |M 1 | correspond to the triples in M 1 . H will have 8|M | columns, eight for each triple z ∈ M . The last |M 1 | rows of H will have 1's in the eight columns that correspond to the particular triple in M 1 to which they correspond, and 0's elsewhere. The eight columns corresponding to each z ∈ M comprise of one column, say H z , that has 1's (in the first 3p rows) exactly in the three rows which correspond to elements in the triple z, and there will be seven other columns obtained by replacing the three 1's in H z by 0's in all possible ways. 4 By Lemma 5.1, the covering radius of the code C H defined by H is the minimum w such that for every y ∈ {0, 1} 3p+|M1| , there exists an x with at most w 1's for which Hx = y. It is easily checked that if the original instance of Gap∀∃-3-DM β is an YES instance, then the covering radius of C H is at most p. On the other hand, if we started with a NO instance, there must exist S * 1 ⊆ M 1 such that g(S * 1 ), 4 The matrix thus constructed will consist of some columns which consist only of 0's; we retain these columns for convenience, though they can be clearly removed without any change in the covering radius. the size of the largest matching of the form S * 1 ∪ S 2 where S 2 ⊆ M 2 , satisfies g(S * 1 ) < βp. We use this, together with (1), to argue that for the vector y which has all 1's in the first 3p rows, and 1's in the rows corresponding to S * 1 in the last |M 1 | rows, any x such that Hx = y must have weight greater than cp for some absolute constant c > 1. This will then establish the Π 2 -hardness of GapCRPcodes c .
This can be argued as follows. Let C x be the set of columns of H that correspond to non-zero positions of x (or in other words the set of columns of H that add up to y). We wish to prove that |C x | > cp. Recall that each column of H belongs to a "cluster" of eight columns corresponding to a particular triple in M . Let's associate each column in C x with the triple whose cluster it belongs to, and let S x ⊆ M be the set of resulting triples. Clearly |C x | ≥ |S x |.
Define T = S x ∩ M 1 . In order for Hx to have its first 3p entries all equal to 1, the triples in S x must cover all el-
, the maximum number of pairwise disjoint triples in S x is at most g(T ). These triples can cover at most 3g(T ) elements of X, and one needs at least a further (3p − 3g(T ))/2 triples to cover the remaining elements of X. Therefore, we must have 
where the last step follows from g(S * 1 ) < βp. Now, for each triple z ∈ T \ S * 1 , there must be at least 2 columns from its "cluster" of eight columns that belong to C x . This is because the target vector y has a 0 in position corresponding to the triple z, and thus there must be a nonzero even number of columns from z's cluster in C x . Hence
Combining (3) and (4), we get
p. This shows that GapCRPcodes c is Π 2 -complete for c = 1+
1−β 3 , and since β < 1, we have a gap c > 1.
Remark: In light of Theorem 5.4, GapCRPcodes c is not Π 2 -hard for c > 2 unless the polynomial time hierarchy collapses to the second level.
NP-hardness of approximating within arbitrary constant factors
In this section, we present a reduction from set cover that shows that approximating the covering radius of a linear code within a O(log log n) factor is hard. Our starting point is the following hardness result for set cover. Recall that a set cover instance consists of a universe and a collection of subsets of the universe, with the goal being to cover the universe using the fewest possible subsets. Furthermore, the reduction runs in n O(log log B(n)) time.
The above result, in particular the dependence of the gap on the size of the sets in the instance, is not explicitly stated as such in the literature, but it is implicit in the literature. We point the interested reader to Trevisan's paper [27] where a statement similar to above is explicitly shown for B(n) that is a constant independent of n, by a suitable choice of parameters in Feige's reduction [11] . The goal there was to show a ln B − o(ln B) gap, whereas for our application an O(log B(n)) gap suffices. Therefore, one can show the above theorem by using the 2-prover 1-round proof systems that follow from Raz's parallel repetition theorem [22] (with u = O(log log B(n)) parallel repetitions) in the original set cover reduction of Lund and Yannakakis [17] ; see the survey by Arora and Lund [4] for a nice exposition of this reduction.
We now give an approximation preserving reduction from set cover to GapCRPcodes to prove the following: Theorem 5.9 Assume that NP ⊆ DTIME(n O(log log log n) ). Then there exists a constant c 0 > 0 such that GapCRPcodes c0 log log n / ∈ P, where n denotes the block length of the code. The second theorem above is proved similarly to the first one, the only difference is that we reduce from set cover instances of Theorem 5.8 where B(n) is a large enough constant (independent of n), and since the reduction we describe below will run in time n O(log log B(n)) 2 B(n) , the reduction will be a polynomial time one. We now prove the first theorem above that shows factor Ω(log log n) hardness.
Proof of Theorem 5.9: Let I = (U ; S 1 , S 2 , . . . , S m ) be an instance of set cover with universe U = {1, 2, . . . , N} and each S j ⊂ U of size at most B(n), where N = n O(log log B(n)) . Define a 0, 1 matrix H with N rows, one for each element of U , and j 2 |Sj | columns, one for each subset of S j for every j, 1 ≤ j ≤ m. We will index rows of H by i, 1 ≤ i ≤ N , and columns by (j, T ) where 1 ≤ j ≤ m and T ⊆ S j . The entries of the matrix are defined as follows:
Consider the binary linear code C defined by {c | Hc = 0}. By Lemma 5.1, the covering radius of C equals k if k is the minimum value for which Hz = y has a solution z of weight at most k for every y ∈ {0, 1} N . We will next prove that k is in fact exactly the size of the smallest set cover of instance I. The reduction produces a code of block length N * ≤ n O(log log B(n)) 2 B(n) and can be carried out in time n O(log log B(n)) 2 B(n) . With the choice B(n) = log n in the hardness result of Theorem 5.8, we obtain that a polynomial time algorithm for approximating the covering radius within factor O(log log n) implies that NP ⊆ DTIME(n O(log log log n) ). For this choice of B(n), the block length N * of C satisfies N * = n O(log log log n) , and therefore log log n = (1 − o(1)) log log N * . Therefore, assuming that NP ⊆ DTIME(n O(log log log n) ), we conclude that there is no polynomial time c 0 log log N * approximation algorithm for the covering radius problem on linear codes of block length N * , for some c 0 > 0.
It remains to prove that k in fact equals the size of the smallest set cover of I. Let z be a vector of Hamming weight at most k such that Hz = 1 N and let T be the set of columns for which z has a non-zero coordinate. The columns in T add up to 1 N , and since each column corresponds to a subset of some S j , it follows that the corresponding sets S j surely cover the universe U . Therefore, the minimum set cover has size at most k. Conversely, let S = S j1 , S j2 , . . . , S j be a set cover; we will show that k ≤ . Let y ∈ {0, 1} N be arbitrary; we will show that there are at most columns of H, one from each of the "clusters" {(j s , T ) | T ⊆ S js } for 1 ≤ s ≤ , which add up to y. Associate each i = 1, . . . , N for which y i = 1 with a set S js such that i ∈ S js . This is possible since S is a set cover. Then, for each s = 1, . . . , , define T s ⊆ S js as the set of all i's associated to S js . It is readily checked that the columns (j s , T s ) of H add up to precisely y.
Remark:
In the above reduction, the block length of the code is at least 2 B(n) and the gap in the reduction is O(log B(n)). Hence the best hardness factor as a function of the block length N we can hope to show for covering radius using the above approach is O(log log N ).
Conclusion
There are numerous open questions raised by our work; below we list some of them.
• A central open question is whether GapCRP γ on lattices is NP-hard for some constant γ > 1. An even more fundamental open question is to show that for the exact version (i.e., γ = 1).
• The SIVP and CVP problems are intriguing. On one hand, there is a strong inapproximability NP-hardness result for them (within factors n 1/O(log log n) [10, 7] ). On the other hand, some non-trivial "positive" results are known (namely, for approximation factor O( n/ log n) they have a coAM protocol).
Could the n 1/O(log log n) factor be the correct one, or can one show NP-hardness for approximation ratio n δ for some δ > 0?
• We believe that log n is the right answer for approximating CRP on linear codes. Can one show that GapCRPcodes Ω(log n) is NP-hard (or quasi-NP-hard)? Our reduction in Subsection 5.4 also raises questions concerning the complexity of the set cover problem itself. In particular, can one show the NP-hardness (as opposed to, say, hardness under assumption NP ⊆ DTIME(n O(log log n) )) of approximating set cover with sets of size at most B(n) within a O(log B(n)) factor for the entire range Ω(1) ≤ B(n) ≤ n Ω(1) ? Currently this seems to be explicitly known only for B(n) that is a constant independent of n.
