Explosive increase in mobile data traffic driven by the demand for higher data rates and ever-increasing number of wireless users results in a significant increase in power consumption and operating cost of communication networks. Heterogeneous networks (HetNets) provide a variety of coverage and capacity options through the use of cells of different sizes. In these networks, an active/sleep scheduling strategy for base stations (BSs) becomes an effective way to match capacity to demand and also improve energy efficiency. At the same time, environmental awareness and self-organizing features are expected to play important roles in improving the network performance. In this paper, we propose a new active/sleep scheduling scheme based on the user activity sensing of small cell BSs. To this end, coverage probability, network capacity, and energy consumption of the proposed scheme in K-tier heterogeneous networks are analyzed using stochastic geometry, accounting for cell association uncertainties due to random positioning of users and BSs, channel conditions, and interference. Based on the analysis, we propose a sensing probability optimization (SPO) approach based on reinforcement learning to acquire the experience of optimizing the user activity sensing probability of each small cell tier. Simulation results show that SPO adapts well to user activity fluctuations and improves energy efficiency while maintaining network capacity and coverage probability guarantees.
Introduction
To satisfy the explosive increase in mobile data traffic demand, heterogeneity is expected to be a key feature of future wireless networks [1] [2] [3] [4] . Heterogeneous networks (HetNets) consist of a conventional cellular network overlaid with a diverse set of lower power small cell base stations (BSs), such as microcells, picocells, and femtocells, to improve spatial frequency reuse and coverage. This allows the network to achieve higher data rates while retaining seamless connectivity and mobility. However, the overall energy consumption and operating cost of networks are also increasing considerably by the deployment of these additional small cell base stations [5, 6] . As a result, green wireless communication has attracted the attention of both researchers and network operators, and energy efficiency has become one of the key network management parameters [2, 7] . Additionally, the future heterogeneous networks are also expected to operate in self-organizing manner to reduce operational expenditures (OPEX) due to the deployment of large numbers of BSs [8] .
An effective way to adapt to the traffic demand while improving energy efficiency is performing active/sleep scheduling by taking advantage of the fluctuations in traffic demand over time and space [9] . In [10] , using a sleep mode is shown to be effective especially when the cell size is small and under light traffic conditions for a singletier network. For heterogeneous networks, Soh et al. [2] applied the tools from stochastic geometry to analyze the impact of load-aware sleeping strategy on coverage probability, finding its performance to be at least as good as without using a sleep mode. Active/sleep scheduling can be controlled via either the user equipment, the small cell, or the core network [11] . If it is network-controlled as proposed in [12] , the information about the traffic load and user location are needed to identify hotspots to make the active/sleep decisions. Therefore, it is attractive to deploy distributed sleep mode strategies which do not involve the UE equipments, extra signaling overhead, and user location awareness. Wildemeersch et al. [5] investigated using small cells in a distributed way to offload the traffic from the macrocell network and exploiting their cognitive capabilities of user activity sensing to improve the energy efficiency by active/sleep scheduling. However, their analysis in a two-tier network environment only considered the network performance of traffic offloading and the user detection. The quality of service (QoS) of users such as coverage probability and throughput which should be guaranteed as the baseline of energy saving was ignored. Moreover, the operation status of BSs were not considered by their proposed user detection model in the literature, and additional energy consumption would be caused by the active BSs due to unnecessary sensing. Also a user's cell association with small cell tiers will affect the detection of the user because only macrocell users could be detected under their proposed model. This issue makes the scheme not applicable to the general multi-tier heterogeneous network scenario.
In this paper, we propose an active/sleep scheduling scheme for K-tier heterogeneous networks exploiting selforganizing capabilities. In our scheme, to guarantee coverage, macrocells are always active. However, when a small cell does not serve any active users, it goes into a sleep mode, during which it wakes up only to sense macrocell user activity. If the small cell detects an active user within its coverage during the sensing period, it becomes active to offload traffic from the macrocell. We analyze the coverage probability, network capacity, and energy consumption of the proposed scheme in a K-tier heterogeneous network using stochastic geometry, accounting for cell association uncertainties due to random positioning of users and BSs, channel conditions, and interference. To save as much energy as possible, user detection follows a sensing probability, which is self-optimized by the network. The sensing probability optimization (SPO) approach based on reinforcement learning is proposed to acquire the experience of optimizing the user activity sensing probability of each small cell tier, considering the user activity fluctuations and user QoS such as coverage and throughput.
The rest of the paper is organized as follows: In Section 2, we describe the system model and propose the user activity sensing-based active/sleep scheduling scheme. In Section 3, we describe the energy efficiency optimization problem and present the details of the proposed fuzzy Q-learning-based SPO approach. In Section 4, we present the simulation results. Finally, we draw the conclusions.
2 User activity sensing-based active/sleep scheduling scheme
System model and assumptions
We consider a heterogeneous network that consists of K tiers of BSs, where the first tier of macrocell BSs is overlaid with K−1 tiers of denser and lower power small cell BSs. We consider that all tiers share the full spectrum and, hence, interference exists between tiers. All small cell BSs operate in open-access mode, such that they are accessible to all users. In order to improve energy efficiency, we propose an active/sleep scheduling scheme which makes use of monitoring user activity and self-organizing capabilities. We model the user and BS activity using a time-slotted model as depicted in Figure 1 . To guarantee coverage, macrocells are always active over the slot duration T. When a small cell does not serve any active user, it goes into a sleep mode to save energy but still senses macrocell user activity over a sensing time t s . Active small cells do not sense user activity and only transmit during T − t s to ensure that only macrocell users are detected during sensing time. This is because the small cells in our model use energy detection (ED) to sense user activity due to its low complexity and low power consumption [13, 14] . However, ED still may have false positives as it may also be affected by noise or interference originated from macrocell users outside the small cell coverage [13] . Nevertheless, to keep the complexity low, in our model, if the detected energy is higher than the threshold, the small cell believes that there is an active macrocell user within its coverage range and becomes active during T − t s by transmitting pilot signals. Subsequently, the user reports the presence of the small cell to the macrocell, and the user might be handed over to the small cell according to cell association policies (e.g., maximum received power-based cell association [15] ).
The spatial distribution of macrocell BSs in the network is usually modeled by lattices or hexagonal cells since their deployment is considered well-planned. Nevertheless, it has been shown that modeling macrocell BSs by homogeneous Poisson point process (PPP) is tractable and accurate [16, 17] . Small cells such as femtocell access points are also extensively modeled by PPP, mainly due to their uncoordinated and random deployment [15] . Therefore, for K-tier heterogeneous networks, we model the positions of BSs in the kth tier according to a homogeneous PPP k with density λ k . Users are also located according to a homogeneous PPP u with density λ u that is independent of k (k = 1, 2, · · · , K). The probability that there resides at least one active user within the coverage of a BS in the kth tier is [18] :
where λ u p k is the user intensity associating with the kth tier.
To reduce user detection energy, the sensing period of BSs in the kth small cell tier follows a certain probability p sk (k = 2, 3, · · · , K) which is self-optimized by the network using the sensing probability optimization approach described in Section 3.
Analysis of the active/sleep scheduling scheme
The probability of BS active/sleep modes is determined by the sensing probability vector p s = (p s2 , p s3 , · · · , p sK ) followed by small cells at each tier. In our scheme, a small cell becomes active if there is at least one user of the previously active small cell that needs to be served, or the previously sleeping small cell performs user activity sensing and detects a macrocell user. Note that this detection may be a false positive. The state transition process of BS active/sleep modes determined by the sensing probability vector could be summarized as:
Here, p ak (p s ) and 1 − p ak (p s ) are the probabilities of BSs's active/sleep modes in the kth tier. p a1 = 1 because macrocells are always active. p d and p f are the detection probability and false alarm probability, calculated as [19] :
where Q (·) is the complementary distribution function of the standard Gaussian, η is the detection threshold used by energy detection, σ 2 is the variance of the additive white Gaussian noise, γ is the signal-to-noise-plusinterference ratio (SINR), N = τ s f s is the total sample size, f s is the sample frequency. Note that, the detection probability and false alarm probability could be adjusted to certain target values, p * d and p * f , by setting sensing threshold and sample frequency to appropriate values η * and f * s , which is out of scope of this paper.
Theorem 1. The probability that a user associates with the kth-tier small cell using the maximum received power cell association policy is:
where P k is the transmit power of BSs in the kth tier, and α is the path loss exponent.
Proof. See Appendix 1.
The coverage probability is defined as the probability that a user's SINR from its associated BS is higher than the target SINR value τ .
Theorem 2.
The coverage probability of a user is:
Proof. See Appendix 2.
If we assume orthogonal transmissions where equal resources are allocated to each user in a round-robin scheduling manner, the ergodic capacity C of a typical user in the K-tier heterogeneous network is given as:
In Equation 7, C 0 is the ergodic rate of a user associated with the first tier during the sensing time t s when there is no interference from the other tiers, and C k is the ergodic rate of a user associated with the kth tier during the time T − t s .
Theorem 3.
The ergodic rate of a user associated with the first tier is:
and the ergodic rate of a user associated with the kth tier is:
Proof. See Appendix 3.
According to the active/sleep model, the main power consumptions of BSs in the first macrocell tier consists of the constant power E c1 and the processing power E p1 . Hence, the expected energy consumption of a macrocell is:
The main power consumptions of BSs in the remaining tiers consist of the constant power E ck , the sensing power E sk and the processing power E pk during active mode (k = 2, 3, · · · , K) [5, 20] . We consider that the energy consumption is proportional to time, and constant power is consumed over the entire time slot T. The expected energy consumption of a small cell in the kth tier (k = 2, 3, · · · , K) is:
procesing energy for active mode . (11) Consequently, the total energy consumption of the heterogeneous network is:
3 Self-optimization of user activity sensing based on fuzzy Q-learning
While an active/sleep scheduling scheme improves energy efficiency, the introduction of sleep mode for the BSs may lead to outage or lower capacity affecting quality of service. To guarantee at least basic network performance, while improving energy efficiency, we formulate the optimization problem of our active/sleep scheduling scheme as follows:
where ε p and ε c are, respectively, the threshold coverage probability and average capacity offered to a user. P c and C are as defined in Equations 6 and 7, respectively. To solve the problem P, we propose a SPO approach based on fuzzy Q-learning [21] [22] [23] , which optimizes the key sensing probabilities of the proposed active/sleep scheduling scheme by interacting with the uncertain environment and learning from the past experience. Our approach tunes the sensing probability for each K − 1 tiers in a self-optimized manner according to the active user density λ u . Assuming that the active user density does not fluctuate fast, we avoid real-time tuning and execute the tuning of the sensing probability periodically. Therefore, our approach accepts centralized operation, and the new values for sensing probabilities are computed by a centralized management entity and transmitted periodically to the BSs at each tier.
The tuning of the sensing probabilities is represented by an action vector a = (p s2 , p s3 , · · · , p sK ). To manage continuous state λ u and action vector spaces, a fuzzy inference system is used. Firstly, the current state λ u should be fuzzified into a fuzzy set s. The degree of truth α i (λ u ) that the current state belongs to fuzzy sets s i is determined by membership functions. For example, as shown in Figure 2 , triangular membership functions are used to determined which sets the state λ u belongs to and how much degree of truth can be obtained for each set.
Then, fuzzy inference rules are used to determine the tuning action a. The ith fuzzy inference rule for fuzzy set s i can be described as: IF current state is s i THEN the action is a i1 with q i1 , · · · · · · or the action is a ij with q ij , · · · · · · or the action is a iJ with q iJ .
Here, a ij is the discrete sensing probability tuning action vector of the jth inference result responding to the ith rule. q ij represents the elementary quality, and the higher value of q ij , the higher the trust for the corresponding sensing probability configuration.
The action of the ith rule is selected by an exploration/exploitation policy using ε-greed method as follows: 
The inferred tuning action vector of sensing probabilities for state s is given as:
In addition, during the trial-and-error process of action policy exploration, to avoid bad actions that result in negative performance, a must be checked according to the constraints of coverage probability and capacity (see Equations 14 and 15) . Although the coverage probability and the ergodic capacity are not given in a closed-form expression, the integrals are fairly easy to compute. If the coverage probability and capacity derived from the output sensing probabilities do not meet the constraints, the action for current state should be reselected according to Equation 16 excluding the faulty actions.
After applying the tuning action, the corresponding feedback reward is obtained from the environment. We define the reward value as the inverse of average energy consumption during a tuning action period, where the corresponding punishments are coverage outage and capacity shortage:
With the feedback reward, the quality function is updated to maximize the expected reward. The quality function Q π (s, a) is defined as the expected sum of discounted rewards from the initial state s 0 under the optimal action policy π as follows:
s t and a t denote the state and the action of the fuzzy inference rule at step t, and θ is the discount factor. The Q-learning algorithm updates the quality function iteratively:
where Q t depends on the reward value, the quality function and the value function. The quality function of the activated rules is calculated as:
And the value function of the new state after performing the applied action is calculated as:
Using these three parameters obtained from Equations 18, 21, and 22, Q t is calculated as:
ξ is the learning rate for Q-learning. Finally, the elementary quality q ij , which determines the fuzzy inference rules, should be updated by:
Simulation results
In this section, we evaluate first the performance of the active/sleep scheduling scheme and then the benefits of reinforcement learning-based self-optimization approach. The simulation parameters are listed in Table 1 and are selected based on [2, 5, 9, 24] . Threshold of coverage probability ξ p 0.5
Performance of user activity sensing-based active/sleep scheduling scheme
We first evaluate the coverage probability of a typical user in the network when active/sleep scheduling is used. Figure 3 shows that with decreasing sensing probabilities, the coverage probability also decreases. This is expected as the BSs will be more likely to be in the sleep state, and hence, they will be less likely to cover active users. In addition, if there are more users in the network (i.e., the active user density is higher), it will be easier for BS to detect the active users, and consequently more BSs will be active. Therefore, the coverage probability will be improved with the increasing density of active users. Figures 4 and 5 show the capacity of a typical user and the network capacity per unit area, which is calculated by summing all user capacities. As the sensing probabilities increase, more BSs will be active. On the downside, the network capacity is affected due to higher interference. Also, more users will be offloaded to small cells, where the users are not able to transmit during the sensing time of the small cells. On the positive side, the spectrum utilization will increase and more active BSs will lead to fewer users per cell, and hence, higher resource allocation per user. So, to guarantee the user capacity, the sensing probabilities should not be configured too low to ensure that there are enough BSs in the network to detect user activity and go into active mode to provide enough capacity for users. In addition, if there are more users in the network, the network capacity will improve as more users trigger the activation of more BSs. However, if there are more users in the network competing for the network capacity, the capacity of a typical user which is almost inversely proportional to the number of users in the network will obviously reduce. Finally, Figure 6 shows the energy consumption performance. As expected, with increasing sensing probabilities, energy consumption also increases. Energy consumption will also increase with more users, which will make more BSs active under the same sensing probabilities. Consequently, to minimize the energy consumption, we should configure the sensing probabilities as low as possible to make more BSs sleep while maintaining coverage and capacity guarantees. In the next section, we evaluate how the self-optimization approach tunes the sensing probabilities respecting the trade-off for energy efficiency and quality of service.
Performance of self-optimization approach
Based on the analysis in the previous section, it is necessary to configure the sensing probabilities to adapt to the fluctuations in active user density and to maintain both energy efficiency and quality of service. An example of how the density of active user density fluctuates within a day is shown in Figure 7 . To understand and compare the performance of our SPO approach under such fluctuations, we compare it against the following schemes:
• Scheme 1: SPO. The sensing probabilities of K-tier heterogeneous networks are self-optimized periodically adapting to the user activity fluctuations using reinforcement learning. • Scheme 2: always sensing. All BSs in all small cell tiers always sense user activity during the sensing time. Hence, the sensing probability of BSs in every small cell tier is 1. • Scheme 3: always active. All BSs are always active, and they do not perform user activity sensing. • Scheme 4: only macrocell. All users are served by macrocells (i.e., there are no active small cells in the network). • Scheme 5: random sensing. Each small cell senses user activity with a certain probability (e.g., 0.3 in our evaluation). • Scheme 6: random sleep. Each small cell goes into the active/sleep mode with a certain probability (e.g., 0.3 in our evaluation) and does not do the user activity sensing. Figure 8 shows the comparison of the coverage probability of all the schemes. We see that the coverage probability cannot be guaranteed if all the small cells are turned off (only macrocell case). The coverage probabilities of schemes that use user activity sensing fluctuate with the active user density. This is expected as the user density affects the probability of BSs being in active or sleep state. The coverage probability of random sensing scheme cannot be guaranteed when the active user density is low. This is because the sensing probabilities are not properly configured and there are not enough active BSs to guarantee the coverage. On the other hand, SPO is able to adapt to the user density fluctuations shown in Figure 7 and maintains the coverage probability around the threshold value (i.e., the target coverage performance) when the active user density is low. SPO fluctuates slightly around the threshold due to periodic optimization, and not realtime adaption. Nevertheless, SPO strikes the right balance by turning appropriate numbers of BSs active, managing to improve energy efficiency while guaranteeing target coverage. Figure 9 shows the comparisons in terms of user capacity. The user capacity performance of all schemes fluctuate with the active user density mainly because of the fluctuations of the number of users per cell. Users will obtain high capacity when the user density is low under any of the schemes. The random sensing scheme cannot guarantee user capacity, when the active user density is high because there are not enough active BSs to provide the necessary capacity. On the other hand, SPO scheme turns as many as possible BSs to sleep and still guarantees the target user capacity. In addition, we can conclude from Figures 8 and 9 that SPO emulates the desired behavior by emphasizing the coverage probability when the active user density is low and the user capacity when the active user density is high.
Finally, we compare all schemes in terms of energy consumption in Figure 10 . Compared to the always sensing, always active, and random sleep schemes, the energy consumption of SPO is greatly reduced by 14.37%, 83.78%, and 22.33%, respectively. The energy consumption of SPO is similar to the energy consumption of random sensing, but SPO guarantees better QoS. On the other hand, the random sensing and random sleep schemes cannot guarantee QoS, and also, their energy consumption may increase further if the probabilities of sensing and being active are not properly configured. In addition, only-macrocell scheme is the worst scheme because although the energy consumption is low, the spectrum utilization is also significantly low, and therefore, its coverage and capacity performance is much worse than the other schemes. In summary, SPO provides an efficient way to decide the active/sleep states of BSs with minimized energy consumption and guaranteed QoS of users as it tracks user activity and makes use of self-organization. In this way, the heterogeneous networks operate more flexibly and do not turn on BSs blindly, especially when there is no traffic demand, which consequently improves the energy efficiency.
Conclusions
This paper proposed an active/sleep scheduling scheme for K-tier heterogeneous networks, which senses and adapts to user activity. Coverage probability, network capacity, as well as energy consumption of the proposed active/sleep scheduling were analyzed using stochastic geometry, accounting for cell association uncertainties due to random positioning of users and BSs, propagation channel, and network interference. A reinforcement learning-based SPO approach was proposed to optimize the user activity sensing probability of each small cell tier, considering user activity fluctuations and user QoS. Simulation results showed that SPO achieves low energy consumption with guaranteed network capacity and coverage probability. Possible future work includes the exploitation of more environmental awareness capabilities. And it would be of interest to extend the proposed scheme to the case, where small cells perform opportunistic usage of the frequency spectrums, for higher frequency spectrum usage and energy efficiency.
Appendices

Appendix 1 Proof of Theorem 1
The received power of a typical user from the nearest BS in the kth tier is P rk = P k R −α k , where P k is the transmit power of BSs in the kth tier, α is the path loss exponent, and R k is the distance to the nearest BS in the kth tier. Under the maximum received power-based cell association scheme where a user is associated with a BS if the received power from the BS is higher than any others, a typical user is associated with the kth tier when P rk > P ri for all i ∈ {1, 2, · · · , K}, i = k. Therefore,
where
and the probability density function (PDF) of R k is
Plugging (26) and (27) into (25), we obtain
Appendix 2 Proof of Theorem 2
Considering that only a macrocell user can transmit data and will have no interference from the other small cell tiers during the time t s , the SINR of a macrocell user during the time t s is higher than the SINR during the time T − t s . So, the coverage probability of a typical user depends on SINR during the time T − t s . The SINR of a typical user at a distance r from its serving BS in the kth tier during the time T − t s is defined as
where h k and h ij are the channel power gain due to smallscale fading form the serving BS and the jth BS in the ith tier, respectively, we assume that h k ∼ exp (1) and h ij ∼ exp (1), and r ij is the distance from the jth BS in the ith tier excluding the serving BS. For a target SINR τ , the coverage probability of a typical user is
The PDF of the distance from a user served in the kth tier to the serving BS is
where (a) follows from (26) and (27). The user SINR in (29) is rewritten as SINR k (r) =
where the Laplace transform of I i is
where z i = (P i /P k ) 1/α x is the shortest distance to the BS in the ith tier, and ρ (τ , α) = τ 2/α ∞ τ −2/α 1 1+x α/2 dx. Plugging (31), (32), and (33) into (30), we obtain
Appendix 3 Proof of Theorem 3
The rate of the typical user is
And the ergodic rate of the typical user associated with the kth tier during the time T − t s is
where the average number N k of users per cell in the kth tier is calculated as N k = p k λ u /p ak (p s )λ k . And the throughput of the user is inversely proportional to the number of users in the cell due to the round-robin scheduling manner. exp
Plugging (31), (32), (33), and (37) into (36), we obtain the ergodic throughput of a user associated with the kth tier during the time T − t s in (9) .
During the sensing time t s , the user associated with the first tier will have no interference from the other tiers. Therefore, the user SINR is SINR 0 (r) = 
The ergodic throughput of the first tier user during the time t s is
The ergodic rate at distance r is 
