Abstract. In this paper, the Harris corner detection algorithm is applied to images captured by a time-of-flight (ToF) camera. In this case, the ToF camera mounted on a mobile robot is exploited as a gray-scale camera for localization purposes. Indeed, the gray-scale image represents distances for the purpose of finding good features to be tracked. These features, which actually are points in the space, form the basis of the spatial relations used in the localization algorithm. The approach to the localization problem is based on the computation of the spatial relations existing among the corners detected. The current spatial relations are matched with the relations gotten during previous navigation.
Introduction
A mobile robot must possess the capacity of self-localization while navigating in an environment [1] . An appearance-based approach for place recognition involves matching scenes based on selected features observed within the current local map or sensor view. The combination of a location and descriptor vector is termed a key point [3] . Place recognition then becomes a matter of identifying places by associating key points, or deciding that a place has not previously been seen. In a paper [16] the performance of a variety of corner (point) detecting algorithms for feature tracking applications is assessed. The overall observation of the results suggest that the Harris corner detector [9] is very suitable for tracking features in long sequences. Also, the overall empirical results revealed that the KanadeLucas-Tomasi (KLT) [17] and Harris detectors provided the best quality corners (qualitatively and quantitatively). In a recent review [12] , detectors and local descriptors of local features for computer vision are described in a comprehensive way.
Time-of-flight (ToF) range cameras give depth information per pixel which make them ideal for background foreground segmentation, as in general the depth defines the subject from background in a much more basic way than the light intensity does [8] , [14] , [6] . Intensity images are on the other hand affected by colors, lighting, reflections and shadows in almost every normal scenario [13] . Thanks to the larger vertical field of view of ToF cameras, difficult obstacles (like tables) are better detected by a ToF camera than by a 2D laser scanner [18] . Most of the applications extract planar regions using both intensity and depth images. In a paper [15] different methods are explored to improve pose estimation. The normal of the extracted planes is also used [10] to detect badly conditioned plane detection, as horizontal planes in a staircase. Also a corner filtering scheme combining both the intensity and depth image of a ToF camera has been proposed [7] .
Our approach uses the Harris corner detection algorithm, similarly to [5] , [4] , mainly as its computational cost is lower than other approaches like SIFT [11] . In this case, the ToF camera is exploited as a gray-scale camera for localization. The ToF camera allows to create a gray-scale image representing distances for the purpose of finding good features to be tracked. These features, which actually are points in the space, form the basis of the spatial relations used in the localization algorithm. The approach to the localization problem is based on the computation of the spatial relations existing among the aforementioned points in the space. The current spatial relations are matched with the ones created in previous iterations of the algorithm during autonomous navigation. The robot position is estimated in accordance to the localization information provided through the identified spatial relations.
Mobile Robot Localization Algorithm
To estimate the robot position in the environment, only the information provided by the ToF camera is used. In this case, the images provided by the ToF camera are considered as traditional images. That is, the depth information provided is considered as gray-level values of a traditional image. From these image pixel values, a series of characteristic points (or corners) are extracted to create spatial relations to be placed in the map that the robot has been previously given. When new spatial relations are created from detected corners, they are compared to the previously created ones and identified to calculate their location. A flow diagram of the localization algorithm is presented in Fig. 1 .
Detection of Corners
To exploit the visual characteristics of the ToF camera, a gray-scale image is created from the distance information, I d . The ToF camera provides as output a matrix where each position represents the three-dimensional coordinates (x, y, z) (in meters) of a system. Here the camera is the origin of coordinates, x varies along the horizontal axis, y varies along the vertical axis and z is the distance the plane defined by the x and y axes. In this case, the gray level of each image pixel depends on the z value (depth) of the coordinates provided by the ToF camera for this point. Therefore, the image represents the scene using darker gray levels for near objects, and lighter levels for distant objects. Creating an image representation of the distance measurements enables the use of corner detection algorithm. Concretely, the Harris algorithm has been used for this purpose.
Applying Harris algorithm to the distance image results in a list of corners. Sometimes the difference between distances (and therefore, between gray levels) in the image is too slight, which makes it difficult to find enough significant corners. A hierarchy of two levels of corners is implemented to tackle this problem. The first level of corners is composed by those found in the initial distance image, I d . Usually not many corners are found due to the low contrast of these images, although the gotten corners are quite resistant to noise. Some filters are performed on image I d to get the second level of corners. A first filter equalizes the image histogram to enhance the contrast. After that, as noise is also enhanced with the equalization, a smoothing Gaussian is applied to the equalized result, obtaining I f . In order to implement Gaussian smoothing, a transformation matrix is created from the values of the Gaussian distribution, as follows:
where x and y are the coordinates of the value in the Gaussian distribution and σ is the standard deviation. Matrix G(x, y) is applied to every pixel of the image, setting the new value of each pixel to a weighted average of its neighboring pixels.
Using Harris algorithm on I f returns more corners than on I d , but they will be less resistant to noise. Hence, spatial relations based on corners belonging to level 1 are more trusted. So, they have higher priority than those based on corners belonging to level 2. But the last ones are indispensable for a correct localization as level 1 rarely contains enough corners to achieve a good localization. Fig. 2a and Fig. 2b show the corners found at levels 1 and 2, respectively. Each corner possesses the coordinates with respect to the image, (x T oF , y T oF , z T oF ) from the camera. 
Creation of Spatial Relations
Once the corners are extracted, spatial relations connecting every pair of points from the same level are established. Some information is associated to these spatial relations in order to define and to identify them. The spatial relations information contains the following attributes: priority, according to the level of the corners belonging to the spatial relation, and distance in meters between the two points, N , calculated as follows:
where the first corner has (x T oF 1 , y T oF 1 , z T oF 1 ) as camera coordinates, and the second one has coordinates (x T oF 2 , y T oF 2 , z T oF 2 ). The third and fourth attributes are the slopes between x and y coordinates and between x and z coordinates of the vector connecting the two corners in the space. The slope between x and y is calculated as follows:
And the slope S z between x and z is calculated in a similar manner. The inclination of the vector in the space is represented with these two slope values (the slope between y and z, S x , can be calculated from the other two slopes).
There is enough information to identify spatial relations comparing the last three attributes.
Identification of Spatial Relations
The next step in the localization algorithm is the identification of new spatial relations to calculate their location in the robot's map (that is, if some points have known positions in the map, new points can also be placed if there are spatial relations between them), to finally estimate the robot position. For this purpose, the attributes of distance and slope are compared to identify the spatial relations.
When identifying a spatial relation it is not necessary to find another identical one, but similarity tolerance values τ si and τ sl in the distance between the points and in the slopes, respectively, have been included. These tolerance values are mandatory because the ToF camera usually provides noisy distance information; so, different measurements of the same scene would result on slightly different distance information, thus affecting corners and spatial relations.
Being R 1 a spatial relation obtained from two points of the current observation and R 2 a spatial relation from two previously observed points, the matching between R 1 andR 2 can be formulated as follows: (4) being N 1 , S y1 , S z1 the attributes previously explained of R 1 , and N 2 , S y2 , S z2 the attributes of R 2 .
The number of spatial relations grows with the size of the environment, raising the probability of creating very similar spatial relations. This might cause erroneous identification of spatial relations and, in consequence, lead to an erroneous robot localization. To minimize identification errors, the number of identifications is restricted to a maximum of 10, although the number of spatial relations is not limited. The robot position is estimated multiple times using them one by one. Next, Chebyshev's inequality [2] is applied to the estimated robot positions to discard outliers caused by erroneous identifications. Finally, the median value (calculated from the rest of estimations) constitutes the final robot pose estimation. Chebyshev's inequality assures that in a data sample almost all the values are close to its mean value. It defines intervals depending on the parameter k to fix the deviation tolerance, and formulates that:
being Q a random variable of mean μ and typical deviation σ. The right side of the equation represents the highest possible percentage of values in the sample that will not belong to the interval. For example, for k = 1.6 the Chebyshev's inequality guarantees that at least 60% of the values will belong to the interval, which means that these values are close enough to the rest of the sample values. After the spatial relations -created at time instant t-are identified by the comparison with the previously created ones, two important pieces of information are available. Firstly, there are the ToF coordinates of the corners belonging to the new spatial relation, which represent a connection between the position of the robot and the corners. And secondly, the map coordinates of the corners belonging to the previously created spatial relation equivalent to the new one, are present. As the spatial relations are considered equivalent, the new spatial relation has the same map coordinates than the older one.
Data and Results
In this section, the results and configuration of the experiments are presented. The test environment consists of a laboratory containing several obstacles (mainly composed of tables and several objects under them) as shown in Fig. 3 . Also notice the presence of chairs in the scenario. The ToF camera used in the research and experiments is a Mesa Imaging camera model SR4000.
Fig. 3. Laboratory test scenario partial view
There are two factors which have complicated the localization performance. First, the presence of the aforementioned obstacles in the scenario, and second, the height interval that determines which objects will be included. Fig. 4 presents the ToF observation made at a random iteration. It is presented with the approximate height interval used in the experiment and the corners found by Harris algorithm. In the figure, it is shown that several objects (including the wall) are found within the same height interval.
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Fig. 4. Different obstacles detected with the selected height interval
To understand the difference between the representation of a group of obstacles in the same direction and the representation of only one obstacle (the most intuitive case would be a wall), Fig. 5 shows a comparison of the representation of multiple objects (see Fig.5a ), and the representation of a wall (as shown in Fig. 5.b) . The figure also presents the ToF images and the relative position of the robot. ToF images are presented in Fig. 4 and Fig. 5 , all of them with the respective corners found by the Harris algorithm. As explained before, spatial relations are created from each pair of corners at each level. Fig. 6 shows the spatial relations created for only one corner in a random ToF image captured during this test. Of course, spatial relations from the rest of corners and from the other level corners are also created. Thus, the localization is based on the identification of these spatial relations, having a group of at most 10 identifications per iteration.
The information of the localization for one of the iterations of the current test is presented next. Initially the robot coordinates are (0, 0, 0). In this case, the robot has been moved to coordinates (0, −0.4) and has an orientation of −1.047 radians (or 330 degrees). Firstly, the comparison between new and previous spatial relations' attributes is carried out to achieve the identifications. Table 1 presents the results of the identification of the spatial relations for the current iteration. As aforesaid, S y is defined as the slope between x and y, S z as the slope between x and z, and N as the distance between the points (measured in meters). Each row of the table presents, on the one hand the attributes of the spatial relations observed in the current iteration and, on the other one the attributes of the spatial relations previously detected and stored, and compared to the first ones. All the identifications in the table fulfill equation (4) as it can be checked by comparing the attributes of the spatial relations in the table. There are two significant pieces of information in the table. First, all of the identified spatial relations belong to the first level, and second, the maximum number of spatial relations has been identified. This information indicates, a priori, that the localization would be reliable. For example, a localization starting from a shorter group of identifications, with spatial relation from the second level would be less reliable.
Conclusions
In this paper, a localization algorithm for mobile robots has been introduced. The Harris corner detection algorithm is applied to images captured by a ToF camera mounted on the mobile robot. In this case, the ToF camera is exploited as a gray-scale camera. The gray-scale image represents distances for the purpose of finding good features to be tracked. These features form the basis of the spatial relations used in the localization algorithm. The approach to the localization problem is based on the computation of the spatial relations existing among the corners detected. The current spatial relations are matched with the relations gotten during previous navigation.
The paper has explained the three steps present in the algorithm, namely, "detection of corners", "creation of spatial relations", and "identification of spatial relations". An experiment in a complex laboratory has shown the goodness of the proposal. Our future work consists now in taking a next step towards simultaneous localization and mapping (SLAM).
