Abstract. The concentration of a real-valued random variable X is c(X) sup P(t < X < + 1).
Introduction. In 1943, Littlewood and Offord [8 ] , concerned with estimating the number of real zeros of random polynomials, proved that, given complex numbers (ai)]' of modulus at least 1, not too many of the sums sA ZiA ai, A c { 1, 2,..., n }
lie in any open disc of diameter 1. They showed that the maximum number is o(2nn -1/2 log n). In 1945, Erd6s [2] noted that, if the ai are real numbers, then Sperner (Ln'zj) by Sperner's theorem [9 ] . The result for positive reals immediately implies that the same conclusion follows for all reals. Kleitman [5] and Katona [4] independently showed that the same bound, of (Ln'zj), holds for (ai)' in C, thus giving a best possible improvement of the lemma of Littlewood and Offord. In [6 Kleitman proved a considerable extension of this result, namely, to sums of vectors (ai) of norm at least in an arbitrary normed space, thus setting a conjecture of Erd6s.
Jones 3 suggested a probabilistic framework for these questions, regarding a vector a 4:0 in a normed space E as being naturally associated with an E-valued random variable X with P (Xa 0) 1 / 2 and P (Xa a) 1/2. So, if 6a is the delta measure on E concentrated at a, then the distribution of Xa is 1 / 2 (60 + a). Kleitman's result can then be stated as follows.
THEOREM A (see [6] ). Let (ai)' be vectors in a normed space E of norm at least and let (Xi)' be independent random variables with X having distribution 1 / 2 (6o + ). Then, for any open set U X of diameter at most 1, we have
The conclusion of Theorem A gives a bound on the extent to which the values of the random variable Y. Xi are concentrated in one place. This prompts the following definition.
Let E be a normed space. The concentration of an E-valued random variable X is c(X) sup P(X U), where the supremum is taken over all open subjects U c E having diameter at most 1.
The hypotheses of Theorem A can also be stated in terms of concentration, and in this form it reads as follows.
THEOREM A'. Let (Xi)'{ be independent E-valued random variables that are essentially two-valued and have concentration at most 1/2. Then
The main result of this paper is a result that extends Theorem A' in the case when E R by removing the restriction that each Xi be essentially two-valued. THEOREM 1. Let Xi 7 be independent real-valued random variables of concentration at most 1/2. Then Xi <2
[n/2/ Our technique is closely related to that of Kleitman, being based on symmetric chain decompositions. In we give a proof of Theorem 1, as well as presenting some background about symmetric chain decompositions.
In {}2 we consider sums of random variables of concentration at most 1/q, where q is an integer, and we generalise some results of Jones 3 ]. To state our result, we need some fairly standard notation. We write [q] for the set { 0, 1, q } and also for the poset with that ground set and the natural ordering. We write [q] for the product of n copies of[q] with the usual product ordering, i.e., (xi)7 < (Yi)7 if and only if x; < y; for each i. Finally, we write W for the size of the largest level set in the ranked poset [q] Based on Theorem 2, we are perhaps tempted to guess that the sum of n independent random variables, each of concentration at most p q (p and q coprime integers), has concentration bounded by the proportion of[q] occupied by the largest p layers. Unfortunately, very simple examples show that this is not the case. Rather surprisingly, given this, the result does hold when p 2. Both the examples and the proof are given in 3.
Finally, in {}4, we turn our attention to the vector-valued case. We consider some of the problems raised by Jones [3 and answer some of his questions.
1. Sums of random variables of concentration at most 1/2. Before considering the details of our proof of Theorem 1, some discussion of symmetric chain decompositions is in order. These will prove to be vital for our results, as they were for Kleitman's.
A symmetric chain decomposition of the power set (n) { 1, 2,..., n } is a partition of (n) into chains (totally ordered subsets) in such a way that each chain ). We can construct a symmetric chain decomposition of (n) in the following manner. Take a copy of( Mj) in each layer of (n)" the bottom layer, which is exactly 0 n ), and the top layer of sets containing n). This is very definitely not a symmetric chain decomposition of (n), but, by transferring the top element of each chain in the top layer to the corresponding chain downstairs, everything can be fixed. The last inequality holds, since, by (,), at most one x with A e belongs to U. The partition of (n) that is needed consists of all the nonempty 'j and ''. Clearly, each ' satisfies (.), since /. did originally. In , we need only check that, for each Ak 6 , the norm of XAU {n} XA is large. This follows by applying fas follows:
The profile of the new partition is a symmetric profile of (n), since each 9 of size m splits into two, of sizes m + and m 1. Thus by induction the theorem is proved. U] In the proof of Theorem 1, we will be dealing with random variables and their distributions, treating the latter similarly to the finite subsets of E that arise in the proof of Theorem A. Indeed, we often regard a finite subset of as corresponding to a random variable that assigns equal mass to those points and none to all others. We are interested in the distribution of the sum of these random variables, that is, in the convolution of their distributions.
More generally, we will be dealing with finite (positive Borel) measures on mthe collection of all such we denote by //. However, we wish to stress that we will not really be using any measure theory. Indeed, a reader who considers only measures of finite support will not be losing much. A standard approach in the proofs will be to split up a measure t into parts with almost disjoint support. We need notation for these parts and therefore we define Thus the result is proved.
2. Concentration at most ! !q. In this section, we extend Theorem to measures of concentration at most / q for some fixed integer q. The techniques used are a straightforward extension of those in the proof of Theorem 1.
The first step is to note that the poset [q]n has a symmetric chain decomposition. This poset is ranked by weight" w(x) _< x r) is symmetric if w(x k+ 1)) w(xk)) + and w(x1)) + w(x(r)) n(q ). [q] Proof. Consider a chain 0 (x)) belonging to a symmetric chain decomposition of[q] n-1. For x 6 [q]n-and h 6 [q], denote by x + hen the element of and c(P ()) < 1. After some judicious relabelling, the induction hypothesis states that u. 3 So, in the case when the support of three uk intersect I, we have 0(I), #(I) < 1. In the case when at most two supports are involved, it is clear that both u0 and zl are at most on I, and the proof is complete.
We are very fortunate to have the following lemma. We are ready to study the case of concentration 2/q. THWOREM 10. Let q be odd and let (Xi)' be independent real-valued random Jones showed that, ifX has a compatible order, then X has the B.T.K. chain property. He proved that two-dimensional Hilbert space, and hence each higher-dimensional Hilbert space, fails to have the B.T.K. chain property and (afortiori) has no compatible order.
He asked whether lv has a compatible order, or at least satisfies the B.T.K. chain property.
In some sense, Jones answered this question himself, since we can find two-dimensional subspaces of lv isometric to Hilbert space, and so lv cannot have the B.T.K. chain property. In fact, compatible orders are rather hard to find: no normed space ofdimension greater than has a compatible ordering. Moreover, the condition that < be translation invariant is not the reason.
PROPOSITION 11. Let E be a normed space of dimension greater than 1. Then there is no partial ordering < on E such that distinct x, y E are comparable if and only if Ilx-yll > 1.
Proof. It clearly suffices to show that no two-dimensional example exists, so let us suppose that E is a two-dimensional space with such an ordering <. Let {x, x }, {x*, x ) be an Auerbach system for X. Thus x and x2 have norm 1", x and x, belonging to E* have dual norm 1; and x(xj) 6ij (such a system can easily be foundmsee, e.g., [7] ). Consider first the set M { 0, x, xe }. Since IIx, x211 >-x (x x2) 1, the set M is 1-separated and hence totally ordered by <.
CLAIM. Either x < 0 < x or x2 < 0 < x. Otherwise, we may suppose, without loss of generality, that 0 _< x < x2. Consider then y x2/2. We have that IIx yll > x*(x-y)= 1, soeitherx>yorx<y. In the first case, we have x2 > x > y, despite the fact that x2 y 1/2. In the second case, y > x > 0, which again contradicts the condition on < since y . So the claim is proved.
Exactly the same reasoning, applied to M' { 0, x, x + x2 }, shows that x must be <-between 0 and x + x2. Similarly, we must have x + x2 between x and x2 and also x2 between 0 and x + x2. However, these four conditions are incompatiblemthe <-maximum of the four vectors { 0, x, x2, x + x } does not lie between two others.
This contradiction establishes the nonexistence of (E, <). Proof. We define a norm on 4 in such a way that the sets M { 0, e, e2 } and M2 { 0, e3, e4 } satisfy the conclusion of the proposition. More exactly, we ensure that each distance marked on Fig. 2 is strictly less than 1, while both Ml and M2 are 1-separated. To ensure that the requisite vectors are short, we define our norm II" by taking for its unit ball the absolute convex hull of these vectors. In other words, we take as the unit ball the set BII.II abs-co { e + e3, (e2-e) + e4, e2-e4, e2-e3, el + (e4 + e3), e2 + (e3-e4), (e e2) + (e4-e3)}.
By definition, all these vectors have norm at most 1. Now we show that the vectors e2, e3, e e2, e3 e4 have norm strictly greater than by exhibiting functionals of (dual) norm at most taking large values at those vectors. For instance, for e > 0 sufficiently small, the functional f + e, 0, -e, -2e) has dual norm at most 1, because
it takes values at most in absolute value at the extreme points of the I1" unit ball.
However, f( el (-e, e, + e, 3e), e4:
(2e, e, 3e, + e),
e: e" 1/2(1 + e, -1, 2e, e), e3 e4" 1/2(-e, e,-1 e, 1).
The norm [l" does not behave exactly as we would likemthe norms from Fig. 2 are at most 1, rather than strictly less than 1--but for some 0 < < 1, the norm 11. will do. It is easy to check, from Fig. 2 , that M + M2 contains no 1-separated subset of size 5.
7q
There are still many unanswered questions concerning the vector-valued case. The most striking and interesting one, it seems to us, is whether the following conjecture is true.
CONJECTURE 13. Let E be a normed space and let (Xi) be independent E-valued random variables of concentrations at most 1/2. Then the concentration of X is at most (Lnzj) 2 
