Abstract-A general lossless joint source-channel coding (JSCC) scheme based on linear codes and random interleavers for multiple-access channels (MACs) is presented and then analyzed in this paper. By the information-spectrum approach and the code-spectrum approach, it is shown that a linear code with a good joint spectrum can be used to establish limit-approaching lossless JSCC schemes for correlated general sources and general MACs, where the joint spectrum is a generalization of the inputoutput weight distribution. Some properties of linear codes with good joint spectra are investigated. A formula on the "distance" property of linear codes with good joint spectra is derived, based on which, it is further proved that, the rate of any systematic codes with good joint spectra cannot be larger than the reciprocal of the corresponding alphabet cardinality, and any sparse generator matrices cannot yield linear codes with good joint spectra. The problem of designing arbitrary rate coding schemes is also discussed. A novel idea called "generalized puncturing" is proposed, which makes it possible that one good low-rate linear code is enough for the design of coding schemes with multiple rates. Finally, various coding problems of MACs are reviewed in a unified framework established by the codespectrum approach, under which, criteria and candidates of good linear codes in terms of spectrum requirements for such problems are clearly presented.
I. INTRODUCTION
I N a traditional communication system, source and channel coding are treated separately. This ascribes to the celebrated separation theorem established by Shannon in 1948, which indicates that the separation of source and channel coding incurs no loss of optimality when code length goes to infinity. While such a separate coding scheme is well motivated for the point-to-point case, it can entail significant performance losses in more general scenarios. For instance, it is well known [1] that separation between source and channel coding is not optimal in the case of transmitting correlated sources over a multiple-access channel (MAC) , and the interesting toy example in [1] well illustrates the inferiority of separate coding in such cases. Moreover, even for the point-to-point case, it is recently reported by Zhong et al. [2] that joint source-channel coding (JSCC) usually works more efficiently (in terms of the error exponent) than separate coding. Therefore, in some applications such as the transmission of correlated sources over MACs, it is highly encouraged to adopt a JSCC scheme.
Analogous to source coding, there are two kinds of problems for JSCC, i.e., lossless JSCC and lossy JSCC. In this paper, we will only focus on lossless JSCC for MACs (also called distributed lossless JSCC). Much work on practical designs of lossless JSCC based on linear codes have been done for specific correlated sources and MACs, e.g., correlated sources over separated noisy channels [3] - [5] , correlated sources over additive white Gaussian noise (AWGN) MACs [6] , [7] , and correlated sources over Rayleigh fading MACs [8] . However, for transmissions of arbitrary correlated sources over arbitrary MACs, it is still not clear how to construct a limit-approaching lossless JSCC scheme 1 . To explore the answer to this question, in this paper, we propose and analyze a general lossless JSCC scheme based on linear codes and random interleavers. The rest of this paper is organized as follows.
In Section II, we first introduce and establish required concepts and results related to linear codes. A very important concept called spectrum is defined by the method of types [9] , and a series of properties about the spectrum of arbitrary mappings and linear codes are given therein.
Then, in Section III, the core problem of designing limitapproaching lossless JSCC schemes is investigated. Firstly, in Section III-B, we show that only pairwise independence of codewords is needed in the direct part proof of JSCC, where each codeword is randomly generated according to a conditional probability distribution of channel input given source output, and the conditional probability distribution can be optimized to minimize the decoding error probability. Based on this observation, we find that a feasible method for lossless JSCC is just to find some mechanism for generating a set of pairwise independent random codewords subject to a given conditional probability distribution. Then, in Section III-C, by the code-spectrum approach established in Section II, we propose and analyze a lossless JSCC scheme based on linear codes and random interleavers. It is shown that linear codes with good joint spectra can be used to generate codewords 1 Since there is no commonly used definition of performance limit (such as capacity) for lossless JSCC problems, the term "limit-approaching scheme" generally refers to the scheme that attains the best performance predicted by theory.
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In Section IV-A, properties of linear codes with good joint spectra are investigated. In particular, a formula on the "distance" property of such linear codes is derived, based on which, it is further shown that the rate of any systematic codes with good joint spectra cannot be larger than the reciprocal of the corresponding alphabet cardinality, and that any sparse generator matrices cannot yield linear codes with good joint spectra. As an interesting further step, in Section IV-B, design of arbitrary rate coding schemes is discussed, and a novel idea called "generalized puncturing" is presented therein.
All the proofs are given in Section V, and Section VI concludes the paper, in which we offer a complete review of various coding problems on MACs in a unified framework established by code-spectrum approach, and summarize criteria and candidates of good linear codes for each of the problems in terms of spectrum requirements.
In the sequel, symbols, real variables and deterministic mappings are denoted by lowercase letters. Sets and random elements are denoted by capital letters, and the empty set is denoted by ∅. Alphabets are all denoted by script capital letters. All logarithms are taken to the natural base e, and denoted by ln.
II. LINEAR CODES, TYPES, AND SPECTRA
In this section, we will introduce some new concepts, definitions, and notations related to linear codes. An interesting approach called "code-spectrum" will be established for the design and analysis of (linear) codes.
Let X and Y be two finite (additive) abelian groups, then a linear code can be defined by a homomorphism f : X n → Y m , i.e., a map satisfying
where X n and Y m denote the n-fold direct product of X and the m-fold direct product of Y, respectively, and x 1 and x 2 denote the sequences x 1,1 x 1,2 · · · x 1,n and x 2,1 x 2,2 · · · x 2,n in X n , respectively. We also define the rate of a linear code f to be the ratio n/m, and denote it by R(f ).
A permutation on n letters is defined to be a bijective map σ : I n → I n , where
We denote the set of all permutations on n letters by S n and the identity permutation in S n by 1 n . Note that, by defining
∀x ∈ X n any permutation (or interleaver) σ on n letters can be regarded as an automorphism on X n . For each positive integer n, we denote by Σ n (or Σ ′ n , Σ ′′ n , and so on) a uniformly distributed random permutation on n letters, that is
We tacitly assume that different random permutations occurring in the same expression are independent, and that the notations such as Σ m and Σ n represent different random permutations though it is possible that m = n. Throughout the sequel, sequences or vectors are all represented by the notations x or (x i ) i∈In , and its length is denoted by |x|. For any part x i x i+1 · · · x j of the sequence x, we use the shortening x i···j , and for l times repetition of a single symbol a, we write a l as the shortening. When we talk about linear codes, we always assume that the domain and the range are direct products of finite abelian groups.
Next, we introduce the concept of types in the method of types [9] . The type of a sequence x in X n is the empirical distribution P x on X defined by
For any distribution P on X , the set of sequences of type P in X n is denoted by T n P (X ). A distribution P on X is called a type of sequences in X n if T n P (X ) = ∅. We denote by P(X ) the set of all distributions on X , and denote by P n (X ) the set of all possible types of sequences in X n . Now, we start to define the spectrum, the most important concept in this paper. The spectrum of a set A ⊆ X n is the empirical distribution S X (A) on P n (X ) defined by
where |A| denotes the cardinality of the set A. Analogously, the joint spectrum of a set
Furthermore, we define the marginal spectra S X (B) and S Y (B) and the conditional spectra S Y|X (B) and S X |Y (B) as the marginal distributions and the conditional distributions of S X Y (B), respectively, that is
Then naturally, for any given function f : X n → Y m , we may define its joint spectrum S X Y (f ), forward conditional spectrum S Y|X (f ), backward conditional spectrum S X |Y (f ), and image spectrum S Y (f ) as S X Y (rl(f )), S Y|X (rl(f )), S X |Y (rl(f )), and S Y (rl(f )), respectively, where rl(f ) is the relation defined by {(x, f (x))|x ∈ X n }. Clearly, the forward conditional spectrum can be trivially calculated by
for any x ∈ X n and y ∈ Y m , wherẽ
Proposition 2.5: For any given linear code f :
or equivalently
If both X and Y are the finite field F q , we define a random linear code F RLC q,n,m : X n → Y m given by x → xA n×m , where x represents an n-dimensional row vector, and A n×m denotes a random n× m matrix with each entry independently taking values in F q according to a uniform distribution on F q . (Note that for each realization of A n×m , we then obtain a corresponding realization of F RLC q,n,m , and such a random construction has ever been adopted in [13, Section 2.1], [14] , etc.) Then, we have
for all x ∈ X n \{0 n } and y ∈ Y m , or equivalently
for all P ∈ P n (X )\{P 0 n } and Q ∈ P m (Y). Proposition 2.6: For a given random linear code F : X n → Y m , we have
for any unequal x,x ∈ X n and any y,ŷ ∈ Y m , wherê
andȲ m denotes an independent uniform random vector on Y m . The proofs of Proposition 2.1 and 2.3 are easy and hence omitted in this paper, and the proofs of the other propositions are presented in Section V-A.
III. LOSSLESS JOINT SOURCE-CHANNEL CODING BASED ON LINEAR CODES AND RANDOM INTERLEAVERS
In this section, a lossless JSCC scheme based on linear codes will be presented for the transmission of arbitrary correlated sources over arbitrary MACs, and an informationspectrum approach ([15, pp. 247-268], [16] ) is adopted to analyze the performance of the scheme.
A. Preliminaries of Information-Spectrum and Formulation of the Lossless JSCC problem
At first, we introduce some concepts of limits in probability, which are frequently used in the methods of information spectrum [15] . For a sequence {Z n } ∞ n=1 of real-valued random variables, the limit superior in probability and the limit inferior in probability of {Z n } ∞ n=1 are defined by
and
respectively. Secondly, in the methods of information spectrum, a general source is defined as an infinite sequence
of n-dimensional random variables X n where each component random variable X (1 ≤ i ≤ n) takes values in the alphabet X , and a general channel is defined as an infinite sequence
for each n = 1, 2, . . .. Analogously, a K-tuple of correlated general sources are defined to be an infinite sequence
of random vectors (V n i ) i∈IK taking values in i∈IK V n i . Also, a general multiple-access channel (MAC) with K input terminals is defined to be an infinite sequence
of conditional probability distributions
for each n = 1, 2, . . .. To simplify notations, for any nonempty set A ⊆ I K , we further define
Next, for any given general sources X and Y , the spectral sup-entropy rate of X and the spectral inf-mutual information rate between X and Y are defined by
respectively. Moreover, for any given general sources X, Y , and Z, the spectral conditional sup-entropy rate of X given Z and the spectral conditional inf-mutual information rate between X and Y given Z are defined by
respectively. Finally, based on the notations above, a lossless JSCC problem for correlated sources and MACs may be described as follows.
Suppose that a K-tuple of correlated general sources V IK and an arbitrary general MAC W with K input terminals are given, we consider K sequences of separate encoders ϕ
, where ψ n may also be expressed as (ψ (i) n ) i∈IK . The whole coding system then works in the following way.
Each encoder ϕ 
To evaluate the performance of such a system, we define the decoding error probability ǫ n as the average decoding error probability with respect to the probability distribution P V n I K of the correlated sources, i.e.,
For simplicity, we call a tuple ((ϕ (i) n ) i∈IK , ψ n ) of K encoders and one decoder with the decoding error probability ǫ n an (n, ǫ n )-code. Then, for a K-tuple of correlated general sources V IK and a general MAC W , we define the sources V IK being ǫ-transmissible over the channel W if there exists an (n, ǫ n )-code satisfying
When ǫ = 0, we say that V IK is transmissible over channel W .
B. Essential Properties for Designs of JSCC Schemes
Now, we start to consider the design of a lossless JSCC scheme based on linear codes. Before presenting our scheme, we first prove some results to show some essential properties, which are helpful for establishing a limit-approaching scheme.
Lemma 3.1: Let V IK be a K-tuple of correlated general sources and W a MAC with K input terminals. For a given (19) and there exits a family of real functions
for all nonempty set A ⊆ I K , any unequal v i ,v i ∈ V n i (i ∈ I K ), and any x i ,x i ∈ X n i (i ∈ I K ), then there exists a joint decoder Ψ n such that the decoding error probability
(21) for all n = 1, 2, . . ., where γ > 0 and
.
Remark 3.1: At first, note that the requirement (20) is only valid for Pr{(Φ
, we need to consider the alternative form of (20) , that is
So in the sequel, this singular case will be ignored for simplicity, and such a simplification has no impact on the correctness of the results. Next, for any tuple (Φ (i) n ) i∈IK of encoders, we can define
n ) i∈IK of encoders are all independent, then the condition (20) may be reduced to the following one:
for any unequal v i ,v i ∈ V n i and any x i ,x i ∈ X n i (i ∈ I K ), and we have
for any nonempty set A ⊆ I K . Furthermore, if we define each encoder Φ
(i)
n by independently generate each encoder output
(28) Therefore
The above construction has been adopted in the proofs of [ n ) i∈I k . The significance and implications of (29) will be discussed later in Remark 3.2, but readers should be reminded here that the construction (F (i) n ) i∈I k is only one of the methods for constructing encoders satisfying (29), since in (28), only pairwise independence instead of mutual independence are required to yield (29).
The proof of Lemma 3.1 is presented in Section V-B, and it is an easy extension of the proof of Lemma 1 in [16] . By Lemma 3.1, we immediately obtain the following theorem.
Theorem 3.1: Let V IK be a K-tuple of correlated general sources, W a general MAC with K input terminals, and (Φ (i) n ) i∈IK a given tuple of random encoders satisfying (19) and (20) . If for a sequence {γ n } ∞ n=1 satisfying γ n > 0, γ n → 0, and nγ n → ∞,
is defined by (22) , and T n,γn (Φ n ) is defined by (24) . Theorem 3.1 gives a way for estimating the upper bound of the optimal decoding error probability of arbitrary encoding schemes for arbitrary sources and MACs. From Theorem 3.1, a useful corollary follows.
Corollary 3.1: Let V IK be a K-tuple of correlated general sources, W a general MAC with K input terminals, and (Φ (i) n ) i∈IK a given tuple of random encoders satisfying (19) and (20) . If it holds that
for all nonempty set A ⊆ I K , then there exists an (n, ǫ n ) code based on (Φ
n ) i∈IK such that V IK is transmissible over W , where the probability distribution of (V (22) .
The proof of Corollary 3.1 is presented in Section V-B. Furthermore, assuming that the sources and channels are stationary and memoryless, we prove the following corollary. For convenience, a K-tuple of correlated stationary memoryless sources are now represented by a random vector V IK , and a stationary memoryless MAC with K input terminals is represented by a conditional probability distribution W satisfying
Let V IK be a K-tuple of correlated stationary memoryless sources, W a stationary memoryless MAC with K input terminals, and (Φ (i) n ) i∈IK a given tuple of random encoders satisfying (19) and (20) . If it holds that
for some positive integer N and all nonempty set A ⊆ I K , then there exists an (nN, ǫ nN ) code based on (Φ
nN ) i∈IK such that V IK is transmissible over W , where the probability distributions
n ) i∈IK satisfy (29), then the condition (30) in Theorem 3.1 reduces to the following one:
where (a) follows from the definition (25) 
Hence by considering all conditional probability distributions
and constructing the encoders (F (i) nN ) i∈I k according to the conditional probability distribution (36), the direct part of Theorem 2 in [1] follows explicitly from Corollary 3.2. The above facts tell us that the condition (29) stand out to be an important characteristic of good encoders. Furthermore, based on the observation at the end of Remark 3.1, we find that one feasible approach to construct lossless JSCC is as simple as finding some mechanism for generating a set of pairwise independent random codewords subject to a good conditional probability distribution P X n i |V n i of channel input given source output. This observation is interesting, since in the classical proofs of many theorems in information theory, we usually generate a set of independent random codewords. However, as we have shown in this paper, only pairwise independence is needed in the proof of lossless JSCC problem. In case of channel coding, we have known that the pairwise independence is sufficient (see [17, Section 6 .2] and [18] ). Now, such a viewpoint is extended to the case of JSCC.
In light of the above ideas, we define a tuple (Φ (i) n ) i∈IK of encoders to be good if it satisfies (19) , (20) and
for all nonempty set A ⊆ I K . Note that it can be easily shown that the inequality
always holds for any {Φ
n } i∈IK , and in fact, condition (37) is equivalent to (29). In practice, condition (37) may be too strict, so we define a tuple (Φ (i) n ) i∈IK of encoders to be δ-asymptotically good (δ ≥ 0) if it satisfies (19) , (20) , and
(38) for all nonempty set A ⊆ I K . We also define a tuple of encoders to be δ-asymptotically good with respect to V IK if it satisfies (19) , (20) , and
for all nonempty set A ⊆ I K , where the probability distribution is define by (22) . When δ = 0, we say the encoders are asymptotically good or asymptotically good with respect to some given sources. The relations among the above three definitions are established in the following proposition. The proof is easy and hence omitted. Proposition 3.1: Good encoders are asymptotically good, and δ-asymptotically good encoders are δ-asymptotically good with respect to any given sources.
C. Lossless JSCC Schemes Based on Linear Codes and Random Interleavers
Now, let us consider the problem of how to construct good encoders. We notice that the random affine functionF constructed in Proposition 2.6 does exhibit some properties of pairwise independence, so it is natural to consider some way of constructing good encoders based onF . We obtain the following lemma.
Lemma 3.2: For a given random linear code F n : V n → U l and a given (quantization) function q n :
for any unequal v,v ∈ V n and any x,x ∈ X m , where
The proof of Lemma 3.2 is presented in Section V-B.
Remark 3.3:
Setting m = n and comparing (42) with the condition (20) or (26), we immediately have
Recall that in Proposition 2.5, we proved that the random linear code F RLC q,n,l satisfies α F RLC q,n,l (P, Q) = 1
for all P ∈ P n (V)\{P 0 n } and Q ∈ P l (U), where
According to the relation between α(F n ) and ρ(Φ Fn,qn ) established by (47) and (48), and following the way of defining good encoders, we define a random linear code F n :
It can be shown easily by definition (5) and identity (7) that
Or else, we may conclude that
which contradicts the obvious fact that E[S VU (F n )(P, Q)] is a well-defined joint spectrum. Here, (a) follows from (5) and (7), and (b) from the assumption that
Further, if condition (49) holds, then we have
for all P ∈ P n (V)\{P 0 n } and Q ∈ P l (U). This is because if there exists at least one pair (P, Q) (P = P 0 n ) such that
then by analogous arguments above, we have
which again contradicts the fact that E[S X Y (F n )(P, Q)] is a well-defined joint spectrum. We further define a random linear code F n : V n → U ln to be δ-asymptotically good if it satisfies
When δ = 0, we call it an asymptotically good linear code. A good linear code is evidently asymptotically good.
The relation between good linear codes and good encoders are established by the following proposition. The proof is easy and hence omitted. of linear codes is δ-asymptotically good, then the sequence {Φ Fn,qn } ∞ n=1 of encoders is δ-asymptotically good. Therefore, Lemma 3.2 provides a feasible scheme for constructing good encoders based on good or asymptotically good linear codes, which is depicted by Fig. 1 . Since all encoders work in the same way in the case of multiple terminals, only one encoder is drawn in Fig. 1 for clarity and simplicity. For comparison, the linear-codes-based channel coding scheme ( [10] , [17] ) as well as the linear codes based lossless source coding scheme ( [19] , [20] ) are shown in Fig. 2 . Note that our scheme is in fact the combination of the two schemes except that the quantization q n is now modified to be directly correlated with the source output V n , which is the most important characteristic of our scheme. It demonstrates the essence of cooperation in a network when sources are correlated or some side information is available. In practical designs, researchers have realized (e.g., [6, p. 992] , [7, p. 61] ) that preserving the correlation among sources in codewords can facilitate good cooperations among terminals for simultaneous transmission over a MAC, but it is difficult (maybe impossible for some cases) to design a linear code which not only has good distance (or spectrum) properties but also preserves the correlation of sources. In our scheme, such difficulties are perfectly eliminated by adding the quantization module q n , which is directly correlated with the source output, so correlation among sources can be easily preserved in channel inputs without disturbing the design of linear codes. Another important thing to be noted in this scheme is that, a pair of random interleavers is employed in each encoder, an outer interleaver Σ n and an inner interleaver Σ l . In general, these interleavers are indispensable to the whole system. As for stationary memoryless sources, supposing a framework with K encoders (thus K pairs of inner and outer interleavers), only one out of the K outer interleavers (could be anyone) can be omitted. Analogously, only one out of the K inner interleavers can be omitted for stationary memoryless MACs. The omitted inner and outer interleavers are not required to belong to the same pair.
According to the proposed scheme illustrated in Fig. 1 , three main problems needs to be solved in the design of lossless JSCC:
1) A problem of optimization. How do we find good (or at least transmissible) conditional probability distributions (P X n i |V n i ) i∈IK for given correlated sources and MACs? 2) A problem of coding 2 . How do we construct a good linear code (49) or a δ-asymptotically good linear code (51) with arbitrarily small δ, and how do we design the quantization function q n for a given conditional probability distribution?
3) A problem of decoding. How do we decode with low complexities and permissible loss of optimality?
Each of the three problems is difficult and deserves further investigations. We now discuss some related subjects in the following section.
IV. FURTHER DISCUSSIONS

A. Some Properties of Linear Codes with Good Joint Spectra
According to the definition (49) or (50) in Section III and the identity (1) in Proposition 2.2, a good random linear code
for all P ∈ P n (X )\{P 0 n } and Q ∈ P m (Y), which tells us that a good (random) linear code has the same joint spectrum as the random binning function (when P = P 0 n ). About this observation, we would like to give some comments here. Note that the definition (49) may be rewritten as
However, it is not equivalent to the following equality
So we can not claim that there exists a single good linear code f in the sense of (49) even though there exists a good random linear code F (e.g., F RLC q,n,m ). To further explore the relation between a good random linear code and its sample codes, we prove the following proposition.
Proposition 4.1: Let F n : X n → Y mn be a random linear code whose rate satisfies sup n≥1 R(F n ) < ∞. If F n is good, there exists at least one sample code f n such that
where c 1 and c 2 are arbitrary constants satisfying c 1 > |X | and c 2 > |Y|, which implies that f n is asymptotically good. Analogously, if F n is δ-asymptotically good, then there exists at least one sample code f n which is δ-asymptotically good.
The proof of Proposition 4.1 is presented in Section V-C. Next, to have deeper understanding of good linear codes, we establish the following theorem on the "distance" property of good linear codes.
Theorem 4.1: For a given sequence
for any real numbers h X and h Y satisfying
where
is called the sup-rate of the code sequence F (we assume that R(F ) < ∞). Furthermore, we have
The proof of Theorem 4.1 is presented in Section V-C.
Remark 4.1:
The quantity H(P x ) in Theorem 4.1 is just the well-known Shannon entropy defined by
and here it is used as a substitute for Hamming weight in the binary case. Unlike Hamming weight, entropy is not a norm, but it does possess the essential properties that we need to describe a code. From the second inequality of (57), we find that, for asymptotically good linear codes (δ = 0), all the input sequences with low entropy except the all-zero sequence are mapped into output sequences with high entropy. Next, let X = Y = F q and F n be the random linear code F RLC q,n,mn defined in Proposition 2.5, then it follows from (57) that
Let Y mn be the codeword satisfying
and define
Clearly, it is just the normalized distance of the code F RLC q,n,mn . Then we have
where h(x) = −x ln x−(1−x) ln(1−x) and (a) follows from the simple inequality
The inequality (58) is just the well-known asymptotic GilbertVarshamov bound (see [22] and [23, Section 2.10.6]). By Theorem 4.1, we further prove the following interesting results. Their proofs are presented in Section V-C. Corollary 4.1: A code F : X n → X m (m ≥ n) is said to be systematic if all symbols of the input sequence are directly included in the output sequence. Then, for any given sequence F = {F n } ∞ n=1 of asymptotically good linear codes F n : X n → X mn , we have
if these codes are systematic. Corollary 4.2: Let X be a finite field, and A n×m be a random n × m matrix over X . The average density D(A n×m ) of the matrix A n×m is defined by
where A n×m (i, j) denotes the element at the i-th row and j-th column in A n×m . Then we conclude that the sequence of codes defined by F n (x) = xA n×mn is not asymptotically good if
As we can see, when X is a finite filed, Corollary 4.1 is virtually an easy consequence of Corollary 4.2, and the latter establishes the relation between the density of a generator matrix and its joint spectrum. More interestingly, it demonstrates that any sparse generator matrices cannot yield linear codes with good joint spectra. This observation shows an important difference between the traditional design of channel codes and the design of JSCC. In the former case, it is the image of the encoding map (the output codewords) that serves as major concern, while in the latter case, it is the encoding map itself (the generator matrix) rather than its image that determines the performance. So the generator matrix deserves careful examination in the design of JSCC, even for those good linear channel codes in traditional meaning.
However, it is unnecessary to take a pessimistic attitude toward the construction of good linear codes for JSCC. After all, only the generator matrix of a linear code is required to be dense, and we may still construct good linear codes for JSCC based on sparse matrices (e.g., sparse parity-check matrices). In our another paper [21] , we will investigate the problem of constructing linear codes with good joint spectra in detail, and an explicit construction based on sparse matrices will be given.
B. Arbitrary Rate Coding Schemes
In section III, we only consider the case when one symbol is transmitted per channel use, but the results established there can be easily extended to more general cases, including correlated sources with different sampling rates and MACs with different transmission rates.
To define correlated sources with different sampling rates, we only need to replace the source
by an infinite sequence
of random vectors and let the alphabet of each V 
mn,i i and each n = 1, 2, . . .. Accordingly, the encoder and the decoder are then modified to be the maps φ All the results in Section III still hold for the new general sources and channels, but now we will only concentrate on a special case in which l n,i = l n and m n,i = n for all i ∈ I K . In such case, we may define the sources
In this setting, Lemma 3.1 and Theorem 3.1 in Section III can then be restated as follows by Lemma 4.1 and Theorem 4.2, respectively. Lemma 4.1: Let V IK be a K-tuple of correlated general sources and W a MAC with K input terminals. For a given tuple (Φ (i) n ) i∈IK of random encoders, if
for all v IK ∈ i∈IK V ln i and x IK ∈ i∈IK X n i , and there exits a family of real functions
for all nonempty set A ⊆ I K , any unequal v i ,v i ∈ V ln i (i ∈ I K ), and any x i ,x i ∈ X n i (i ∈ I K ), then there exists a joint decoder Ψ n such that the decoding error probability
(64) for all n = 1, 2, · · ·, where γ > 0 and
Theorem 4.2:
Let V IK be a K-tuple of correlated general sources, W a general MAC with K input terminals, and (Φ (i) n ) i∈IK a given tuple of random encoders satisfying (62) and (63). If for a sequence {γ n } ∞ n=1 satisfying γ n > 0, γ n → 0, and nγ n → ∞, as n → ∞ it holds that lim sup
is defined by (65), and T n,γn (Φ n ) is defined by (67).
A special case of Theorem 4.2, i.e., the point-to-point case, has been presented in [24] . For readers familiar with information-spectrum methods, it seems that Theorem 4.2 brings forth no new groundbreaking results compared with Theorem 3.1. However, when considering the concrete design of encoders with multiple rates under our scheme, some interesting results are observed. According to Theorem 4.2, a feasible approach to lossless JSCC for general rate settings is still to generate a set of pairwise independent random codewords subject to a good conditional probability distribution except that the original conditional probability distribution P X n |V n is now replaced by P X m |V n (m may not equal n). Again by Lemma 3.2, an encoder can be defined by (43). Note that in (43), if we are given a good linear code F n : V n → U l with very low rate, that is, R(F n ) → 0 or l/n ≫ 1, then for most conditional probability distributions P X m |V n (x|v) with m not too large, the only thing that we need to do is simply to select an appropriate function q n satisfying (44). This is an interesting conclusion. In traditional designs of channel codes, researchers are usually concerned about how to design a code for each rate required by each specific scenario, but now, a good low-rate code is enough, and all that we need is to design a good quantization function for each rate. We call such a method "generalized puncturing", but there is a notable difference between our generalized puncturing and the traditional puncturing method. While puncturing is traditionally intended for generating a good code with new higher rates, the goal of generalized puncturing is to generate a good input sequence with multiple rates for a specific channel. For some special cases, e.g., the binary symmetric channel, the above two goals coincide, but for most cases they do not.
The generalized puncturing works more like the traditional puncturing when the conditional probability distribution satisfies
which is the usual case for the point-to-point transmission over a memoryless channel. Let q : U l0 → X be the function satisfying
for all a ∈ X . Then we may define the encoder by
where v ∈ V n and u =F n (v) ∈ U l . Note that l ≥ ml 0 since R(F n ) is assumed to be very small. This mechanism is visualized in Fig. 3 . Furthermore, if V = U = X = F 2 and P X (0) = P X (1) = 0.5, we may define the function q to be the identity function on F 2 , and then our generalized puncturing is almost the same as the traditional puncturing. The only difference is that the generalized puncturing operates on the randomly interleaved coset codes of F n (i.e.,F n ) instead of F n itself.
V. PROOFS
A. Proofs of Results in Section II
Proof of Proposition 2.2: By the definition of F
for any x ∈ X n and y ∈ Y m . Hence, for any P ∈ P n (X ) and any Q ∈ P m (Y), we have
This together with Proposition 2.1 concludes (1), and the identity (2) can be proved analogously.
Proof of Proposition 2.4: By Proposition 2.3, we have
for any P ∈ P n (X ), Q ∈ P m (Y). Moreover, it is easy to show that Fig. 3 . The mechanism of generalized puncturing for each encoder when
if P x1 = P x2 and P y1 = P y2 . Therefore, we have
where (a) follows from Proposition 2.1. This together with the definition (5) yields (3).
Proof of Proposition 2.5:
The identity (6) is an obvious fact in abstract algebra and (7) follows easily from (6) and Proposition 2.4.
As for the remaining identities, it suffices to show that the random linear code F RLC q,n,m satisfies (8), because (9) is an easy consequence of (8) and Proposition 2.4.
Note that both aX and X +Y are uniform random variables if X and Y are two independent uniform random variables on F q and a is a nonzero constant in F q , and hence (8) clearly follows for all x ∈ X n \{0 n }, y ∈ Y m . Proof of Proposition 2.6: The identity (10) follows easily from the definition (12) sinceȲ m is an independent uniform random vector on Y m . To prove (11), we evaluate 
where (a) follows from Proposition 2.4, and this concludes (11) .
B. Proof of Results in Section III
Proof of Lemma 3.1: In order to define a decoder Ψ n :
Suppose that a channel output y ∈ Y n is received, then we define the decoder by v IK = ψ n (y) if there exits a unique v IK ∈ i∈IK V n i satisfying ((ϕ
n ) i∈IK denotes one realization of the tuple (Φ (i) n ) i∈IK of random encoders. If there exists no such v IK or exist more than one such v IK , we define ψ n (y) to be an arbitrary element in i∈IK V n i . Then, for each sample encoder (ϕ (i) n ) i∈IK generated by (Φ (i) n ) i∈IK , there is a welldefined decoder ψ n , and we denote by Ψ n = (Ψ (i) n ) i∈IK the whole random ensemble of the decoders with respect to the tuple (Φ (i) n ) i∈IK of random encoders. The decoding error probability ǫ n with respect to the tuple ((Φ
where ǫ n (v IK ) denotes the decoding error probability of K sources' output v IK ∈ i∈IK V n i , and it can be bounded above in the following way:
where Y n denotes the channel output corresponding to the input (Φ (i) n (v i )) i∈IK . Since the first term on the right-hand side of (72) can be written as
where (a) follows from (19) and (23), it follows that
On the other hand, the second term on the right-hand side of (72) can be written as
where (a) follows from (19) , (23) , and the fact that Φ
, and (b) follows from (20) and (22) . Therefore, it follows that
where (a) follows from the inequality
implied by (25) . Hence from (71), (72), (73), and (74), it follows that
This completes the proof. Proof of Corollary 3.1: For all nonempty set A ⊆ I K , we have
where (a) follows from the properties that
and (b) follows from the condition (31). Then, by the definition of limit superior in probability and (25), we obtain that
for some γ A > 0. Furthermore, by the definition (24), we have
where (a) follows from the fact that I K is a finite set, and
Then, from Theorem 3.1, it follows that there exits a code such that V IK is transmissible over W .
Proof of Corollary 3.2:
By regarding every N consecutive symbols in a sequence as a single symbol, we may define a new sourceV
and a new channel
Furthermore, leṫ
then it follows from (36) that the triple (V IK ,Ẋ IK ,Ẏ ) are jointly stationary and memoryless. Hence, we have
for all nonempty set A ⊆ I K . The corollary then follows from (33) and Corollary 3. = β(F n , q n )(v,v, x,x)P X m |V n (x|v)P X m |V n (x|v) where (a) follows from Proposition 2.6, (b) follows from (44), and (c) follows from (46). This concludes the equality (41), and (42) is an easy consequence of (41).
C. Proofs of Results in Section IV
Proof of Proposition 4.1: If F n is good, we have E S X Y (F )(P, Q) S X Y (X n × Y mn )(P, Q) ≤ 1
for any P ∈ P n (X )\{P 0 n } and Q ∈ P mn (Y). Then by Markov's inequality, we have Pr S X Y (F )(P, Q) S X Y (X n × Y mn )(P, Q) ≥ (n + 1) c1 (m n + 1) c2 ≤ 1 (n + 1) c1 (m n + 1) c2 E S X Y (F )(P, Q) S X Y (X n × Y mn )(P, Q) ≤ 1 (n + 1) c1 (m n + 1) c2 for all P ∈ P n (X )\P 0 n and Q ∈ P mn (Y). And furthermore, we have |X | in the method of types [9] . This together with the conditions c 1 > |X | and c 2 > |Y| then concludes (52).
By analogous arguments, we can prove that for any δ-asymptotically good random linear code, there exists at least one sample code which is δ-asymptotically good.
Proof E B(F n , H(P ), ln |Y| − (H(P ) + δ)R(F ) − γ) ∞ n=1 is asymptotically good, and hence concludes the corollary.
VI. CONCLUSION
In this paper, we propose a lossless JSCC scheme based on linear codes and random interleavers for the transmission of correlated sources over MACs. To analyze the performance of this scheme, we establish an approach called "code spectrum" by the method of types. Then we show in Section III-C that linear codes with good joint spectra can be used to establish limit-approaching coding schemes for arbitrary correlated sources and MACs. Furthermore, in Section IV-B, we further show that one good low-rate codes can be used to establish a limit-approaching coding scheme with multiple rates, and a novel idea called "generalized puncturing" is proposed.
A key concept introduced in this paper is that of "pairwise independence of codewords". Its sufficiency for JSCC is investigated in detail by Lemma 3.1 and Theorem 3.1 in Section III-B. An important conclusion is thus drawn in Remark 3.2 that a feasible approach to lossless JSCC is to generate a set of pairwise independent random codewords subject to a good conditional probability distribution. At the end of Section III, we also list three important problems needed to be solved in future, namely, a problem of optimization, a problem of coding, and a problem of decoding. Undoubtedly, any essential advances on these problems will have vital significance on the design of JSCC.
TABLE I CRITERIA AND CANDIDATES OF GOOD LINEAR CODES FOR VARIOUS CODING PROBLEMS OF MULTIPLE-ACCESS CHANNELS
Coding problems
Criteria of δ-asymptotically good linear codes {Fn : X n → Y mn } ∞ n=1
Good candidates
Slepian-Wolf coding (lossless source coding for noiseless MACs, [25] )
Kernel spectrum requirements ( [19] , [20] ):
lim sup n→∞ max P ∈Pn(X )\{P 0 n }
