Imposing restrictions on the Feynman paths of the monitored system has in the past been proposed as a universal model-free approach to continuous quantum measurements. Here we revisit this proposition, and demonstrate that a Gaussian restriction, resulting in a sequence of many highly inaccurate (weak) von Neumann measurements, is not sufficiently strong to ensure proximity between a readout and the Feynman paths along which the monitored system evolves. Rather, in the continuous limit, the variations of a typical readout become much larger than the separation between the eigenvalues of the measured quantity. Thus, a typical readout is not represented by a nearly constant curve, correlating with one of the eigenvalues of the measured quantityÂ, even when decoherence, or Zeno effect are achieved for the observed two-level system, and does not point directly to the system's final state. We show that the decoherence in a "free" system can be seen as induced by a Gaussian random walk with a drift, eventually directing the system towards one of the eigenstates ofÂ. A similar mechanism appears to be responsible for the Zeno effect in a driven system, when its Rabi oscillations are quenched by monitoring. Alongside the Gaussian case, which can only be studied numerically, we also consider a fully tractable model with a "hard wall" restriction, and show the results to be similar.
I. INTRODUCTION
Almost twenty years ago Audretsch and Mensky [1] considered continuous measurements performed on a two level system by means of a device which restricts virtual (Feynman) paths of the system according to the observed readout f (t). The closeness of a path to the readout is measured by the time average of the square of the deviation of the path from f (t). The allowed deviation is determined by the resolution of the device. The authors suggested that the proximity of the Feynman paths to a registered readout would allow one to read off the state vector of the system directly from f (t). They also predicted a rapid decoherence of a pure initial state if the measured quantityÂ commutes with the HamiltonianĤ of the system, and formulated the conditions for the Zeno effect in case the two do not commute.
The analysis of [1] , and its continuation in [2] , is based on a more general approach [3] - [5] , which advocated the restricted path integrals of the described type as a universal model for the decoherence typically caused by a wide class of environments and measuring devices. More recent work on the formalism can be found in [6] . The general subject of continuos quantum measurements is reviewed, for example, in [7] - [11] , with a recent pedagogical version given in [10] .
The purpose of this paper is to re-examine both propositions of [1] . In particular, we will show that the Gaussian restriction imposed on Feynman paths in [1] cannot guarantee their closeness to readouts which, in the continuous limit, tend to become infinite, rather than lie close to one of the eigenvalues ofÂ. With this, the estimates of the decoherence rates and Zeno times, based on the properties of constant readouts which align with one of the eigenvalues ofÂ [1] become inconclusive. We will, therefore, look for a different decoherence mechanism in a "free" system, and a different reason for a Zeno effect in a driven one.
The rest of the paper is organised as follows. In Sect. II we will briefly re-derive the basic equations for a "measurement medium" consisting of a large number of highly inaccurate von Neumann meters. In Sect. III we will show on a simple example that as the continuous limit is approached, a typical readout would alternate on an ever larger scale, which will eventually become infinite. In section IV we briefly revisit the formulation of the problem based on a Schroedinger equation with a non-Hermitian Hamiltonian. In Section V we consider decoherence in the simplest case of a "free" system. Section VI analyses the Zeno effect in a "driven" system, where continuous monitoring quenches the Rabi oscillations. Our conclusions are in Sect. VII.
II. RESTRICTED PATH INTEGRALS
Perhaps the simplest way to arrive at the Mensky's equations [1] is to consider a set of K identical von Neumann meters, with positions f k , acting on the system after equal intervals at t k = kτ , k = 1, .., K, where τ = T /K, and T is the duration of the monitoring. Each meter is coupled to the system via (we useh = 1) H int = −i∂ f kÂ δ(t − t k ), where an operatorÂ represents the measured quantity, and δ(x) is the Dirac delta. The system starts in an initial state |ψ 0 = α 0 |a 1 + β 0 |a 2 ,Â|a i = a i |a i , i = 1, 2, (1) with the meters prepared in the same states |M k , such that G(f k ) = f k |M k is a real function, which peaks around f k = 0, has a width ∆f , and vanishes rapidly as |f k | → ∞. We note that G(f ) determines the initial (quantum) uncertainty of the pointer's position. Since the position is determined accurately after the measurement, it determines also the measurement's accuracy, which is high for small, and low for large values of ∆f , respectively. The meters are read immediately, so that just before t = t k , the results f i , i = 1, 2, .., k − 1 are known, and the state of the system is |ψ
The k-th meter interacts with the system, turning a product state into an entangled one,
Thus, if a complete observed readout is f = (f 1 , f 2 , ..., f K ), the system undergoes an evolution with a non-unitary operatorÛ (T,
whereĤ is the system's own Hamiltonian. Suppose we have a set of Gaussian meters,
and send ∆f → ∞, so that each measurement becomes highly inaccurate or "weak", does not perturb the system's evolution, and cannot give us much information about the value ofÂ [12] . However, if the number of such measurements is also increased, the combined effect on the system may be considerable. In particular, we can choose [13] τ → 0, ∆f → ∞, 2τ ∆f
Now, by the Lie-Trotter's formula, [14] , we also have
even whenÂ andĤ do not commute. If a discrete readout, f , is replaced by a continuos one, f (t), the product over k in Eq.(3) becomes proportional to the evolution operatorÛ (T, f (t)) for a time dependent non-Hermitian HamiltonianĤ =Ĥ − iκ(f (t) −Â) 2 . The probability to obtain a readout f is now given by a functional
where
At the end of monitoring, the observed system ends up in a mixed state,
where Tr[Â] denotes the trace ofÂ. We are interested in the Feynman path analysis. Multiplying each term in the product (3) by a unityÎ = 2 i k =1 |a i k a i k |, and sending τ → 0, we can write the amplitude a j |ψ(T, [f ]) , j = 1, 2, as a path sum (integral),
The new notations are: a path a(t) is a function taking only the values a 1 or a 2 at any time 0
is the probability amplitude to reach |a j from |ψ 0 via a(t) with no meters present. Finally,
(we maintain the notations of [1] ), and the factor multiplying 1/∆a 2 T is the time averaged square of the deviation of the path a(t) from the observed readout f (t). Equation (10) has the form of a restricted path integral (RPI).The role of the meters is to modify the amplitudes of the system's Feynman paths, suppressing them for the paths deviating from a readout f (t), and leaving them untouched for a(t) close to f (t). Given the form of the integral in (10) it is tempting to assume, as was done in [1] , that for ∆a T << |a 1 − a 2 |, f (t) and a(t) must be point-wise close, with a(t) rarely differing from f (t) by more than ∆a T . By the same token, one may expect, the observed readouts to be not too different from one of the Feynman paths, a(t), i.e., to alternate between the values a 1 and a 2 .
In particular, in the simple case ofÂ andĤ commuting, we have a j |Ĥ|a i = E i δ ij , E i being the energies of |a i , and there are only two Feynman paths present: one connecting the state |a 1 with |a 1 , a(t) = a 1 , F [a(t) = a 1 ] = exp(−iE 1 T ), and a similar constant one, connecting |a 2 with |a 2 , a(t) = a 2 , F [a(t) = a 2 ] = exp(−iE 2 T ). Let a two-level system be prepared in a state (1) , and subject it to a continuous monitoring by Gaussian meters. Based on the above, the authors of [1] predicted that (i) for a small ∆a T << |a 1 − a 2 |, e.g., in the case of T → ∞, one would observe only the readouts lying in very narrow bands close to the constant curves f (t) ≡ a i , such that for most of the monitoring one has |f
(ii) The initial superposition (1) would undergo complete decoherence if the duration of the monitoring exceeds 1/κ|a 1 − a 2 | 2 , i.e., a pure state |ψ 0 will be turned into a mixtureρ(T ) = |1 |α 0
Our purpose here is to show that the assumption (i) is incorrect, and to explain how (ii) is possible without (i).
III. THE SINGLE-PATH CASE
To make things as simple as possible, we assume that |ψ 0 = |a 1 , and leave the problem of decoherence aside at first. We might as well putĤ ≡ 0, and subject the system permanently residing in the state |a 1 to monitoring by a set of identical Gaussian meters, as discussed above. If the assumption (i) of the previous Section is correct, by choosing a T sufficiently large we should observe only the readouts clinging to the constant curve f (t) = a 1 . This appears to be unlikely, since now we have K >> 1 independent measurements of a normally distributed variable f . The meter firing at a time t k has no knowledge of what has happened in the past, at t i , 1 ≤ i < k. Thus, there is no reason to expect its output to fit into a narrow band around a 1 . Rather, the mean value of [f (t) − a 1 ] 2 should be determined only by ∆f = 1/ √ κτ = √ K∆a T , which is very large if τ is small. Returning to the discrete form of Eq. (7), we have
Now the statement (i) is equivalent to the assumption that the most probable readouts are those for which
T , but this is incorrect. To determine the most probable value of Θ we also need to take into account the corresponding density of states. An output f is represented by a point in a K-dimensional space, and
is just the square of its distance from a 1 . Other readouts sharing the same value of the R 2 lie on an Kdimensional sphere centred at a 1 , and the probability to find a value of R between r and r + dr is, therefore, given by
The derivative is just the surface area of a K − 1-dimensional sphere, and is well known to be dV K (r)/dr = 2π K/2 r K−1 /Γ(K/2), where Γ(z) = ∞ 0 y z−1 exp(−y)dy is the Gamma function [15] . Thus, for the probability dP (x) to have the value of Θ between x and x + dx, we find (for a more detailed derivation see Appendix A)
The r.h.s. of Eq. (13) peaks at x 0 = ∆a
, which means that we are most likely to see the readouts wildly fluctuating around a 1 on the scale of ±∆a T K/2 ∼ ∆f , rather than those lying in a narrow band of a width ∼ ∆a T (see Fig.1 ). Moreover, for such paths, the exponent in Eq.(12) will, in the limit (5), tend to infinity as ∆f 2 ∼ τ −1 .
IV. THE COMPLEX HAMILTONIAN APPROACH
Next we briefly revisit the approach used, for example, in [1] in order to predict the behaviour of the measurement readouts. From Eq.(6) it follows that, for a given readout f (t), the system's evolution is described by a Schroedinger equation (SE) with a non-hermitian
If the Hamiltonian,Ĥ, commutes with the measured operator,Â,
Eq. (14) is easily solved to yield |ψ(t,
and similarly for β(T ), with a 1 and E 1 replaced by a 2 and E 2 . In the single-path case of the previous Section we can put α 0 = 1 and β 0 = 0, to obtain from Eq. (7) W (f ) = exp
For a small ∆a T , Eq. (16) seems to suggest that the only possible readouts are the constant one, f (t) = a 1 and, perhaps, some others in its immediate vicinity [1] . However, in the previous Section we have demonstrated this assumption to be incorrect. The reason is the factor
, which multiplies the contribution from each readout in the path integral (7) . While it is true that the contribution of the constant readout f (t) = a 1 is far greater that the one from a readout for which (f − a 1 ) 2 T >> ∆a 2 T , the contribution itself vanishes as the number of meters increases. At the same time, the readouts with smaller individual probabilities are by far more numerous, and therefore more likely, as discussed in the previous Section.
The same argument applies in the two paths case outlined at the end of Sect. II, where |ψ 0 is chosen to be a superposition (1) . Also in this case, by choosing ∆a T << |a 1 − a 2 |, one would not obtain readouts clinging to the constant curves a(t) = a i . Rather, the spread of the readings would greatly exceed the separation between the eigenvalues a 1 and a 2 , making it impossible to decide immediately which of the two states the system is in. This poses a further question. If the readouts were an eigenvalue curve f (t) = a 1 or f (t) = a 2 , it would be easy to conclude that, as a result of the decoherence, the system has indeed settled into one of the eigenstates of A. But since this is not the case, how sure can we be that decoherence has taken place? In other words, is the statement (ii) of the Section II correct, and if it is, what is the precise mechanism of the decoherence?
V. DECOHERENCE OF A "FREE" SYSTEM
First we check whether the statement (ii) of Sect.II is correct. IfĤ commutes withÂ, a i |Ĥ|a j = E i δ ij , for
We may as well choose E 1 = E 2 = 0, in which case Eq. (9) yields
where we have evaluated the Gaussian integral, and used Eqs. (5) . Coherence (19) vanishes if κT = ∆a
2 , leaving the system in a mixed statê
Thus, assumption (ii) of Sect.II is indeed correct. We still need to see how this is possible. Instead of aligning with one of the eigenvalues ofÂ, a typical readout would alternate wildly, and give no apparent indication as to the state the system has ended up in. Yet such information must be available since, according to Eq. (14), a given readout uniquely determines the system's final destination.
A. Decoherence by "sudden reduction"
To see how this happens, we first resort to a simpler model similar to the one used in [5] . The new "measuring medium" consists of a set of non-Gaussian meters, with G(f ) having the shape of a "rectangular window" of a width ∆f > |a 1 − a 2 |,
and zero otherwise. [This can be seen as imposing a "hard wall" restriction on the system's Feynman paths:
would need to be 0 for |f | < ∆f /2 and infinite for |f | ≥ ∆f /2.] Now in Eq.(2) the state of the system after the k-th meter has fired is (assuming a 2 > a 1 ).
Here C is the region where G(f − a 1 ) and G(f − a 2 ) overlap, and if f k happens to lie there, the state before the meter has fired, |ψ k−1 , remains unaltered. If f k falls into the regions A or B, |ψ k−1 is reduced to |a 1 , or |a 2 , respectively. With no Hamiltonian to rotate the state between the measurements, it will remain the same for the rest of the monitoring. An elementary calculation shows that the probabilities P (J) to have f k in a region J = A, B, C are
As before, we wish to lower the resolution of each measurement ∆f , and increase their number, albeit in a slightly different manner,
With P (A) and P (B) extremely small, each meter is now likely to leave the state of the system unchanged. It will, therefore, propagate unaltered until an unlikely fluctuation will put f k in, say, the region A. After that the system will continue in the state |a 1 , and subsequent meters will produce the reading in a very broad interval [a 1 − ∆f /2, a 1 + ∆f /2], as illustrated in Fig.2 . Thus, the reduction of |ψ 0 to |a 1 is achieved instantaneously, but the precise moment at which it occurs is hidden from the 5 values are shown). The system is prepared in an initial state, |ψ0 = (|a1 + |a2 )/ √ 2, a2 = −a1 = 1, H = 0, ∆f /∆a = 4 * 10 8 ; b) the probability to find the system in the state |a1 after k meters have fired.
viewer by the noise of the readout and, thus, remains unknown without further analysis. It is easy to evaluate the number of measurements and, therefore, the time after which the system will have collapsed into one of the two states almost certainly. From Eqs. (23), the probability to survive in the initial state |ψ 0 after K measurements is
and after waiting for T >> κ |a 1 − a 2 | one can be sure that either region A or B has been hit, the initial state has been reduced, and system's density matrix is given by Eq. (20) .
B. Decoherence by "random walk"
A somewhat similar mechanism must be responsible for the decoherence of a system monitored by a set of Gaussian meters (4) . In this case it is unrealistic to expect a single fluctuation capable of eliminating one of the states from the superposition (1). Indeed, for ∆f >> |a 1 − a 2 | to have, for example,
The probability to have any f > f 0 is then expressed in terms of the complimentary error function [15] 
) and is extremely small. With decoherence "by sudden death" unlikely, we should find another mechanism. Consider the ratio ξ k ≡ |α k /β k | 2 , such that ξ k = 0 if the particle is in the state |a 2 and ξ k = ∞, if it is in the state |a 1 .
With the help of Eqs. (4) and (18) it can be written as
so that the ratio is determined by the value of the sum X k . For the system to be ultimately driven into one of the eigenstates ofÂ, X k must be a large positive or a large negative number. To show that this is always the case, we look at the distribution of the random variable X k . First, using Eqs. (7) and (18), we note that the probability distribution of a sum
where N (x|µ, σ) denotes a normal distribution [16] with a mean µ and a standard deviation σ,
For the re-scaled and shifted variable X K , in the limit
where T = Kτ . A brief inspection shows that we have a case of two Gaussian random walks with opposite drifts. A walk can be visualised as a process, in which the displacement of a walker at the k-th step consists of a constant "drift" ±2κτ (a 1 −a 2 ) 2 and a random shift y, drawn from a normal distribution N (y|0, 2 √ κτ |a 1 − a 2 |). The sum X(T ) is then the displacement of the walker at a time T . It is readily seen that the distribution of X(T ) consists of two Gaussians moving, as time progresses, in opposite directions, and becoming broader at the same time. The broadening, however, is much slower then the separation, and for T >> 1/κ(a 1 − a 2 ) 2 , i.e., for ∆a T << |a 1 − a 2 |, the Gaussians are separated completely (see Fig.3 ). Thus, there are just two possibilities. Either a walk ends far to the right, X(T ) >> 1, and leaves the system in the state |a 2 since ξ(T ) ≡ ξ T /τ → 0, or it ends far to the left, X(T ) << −1, and leaves the system in the state |a 1 . The relative frequency, with which both types of the walks occur, is given by the ratio |α 0 | 2 /|β 0 | 2 , in accordance with Eq.(20) In summary, for a free system, complete decoherence of an arbitrary pure state (1) is indeed achieved for T >> 1/κ(a 1 − a 2 )
2 , but by a mechanism different from the one assumed in [1] . A typical readout does not align with one of the eigenvalues of the measured operator, and remains irregular at all times as shown in Fig. 4a . To find out into which of the two states the system is driven as a result, we must use all the readings to evaluate the exponent in Eq.(26), and then see whether the result is a large positive, or a large negative number (see Fig. 4b ). This analysis is easily generalised to systems with any number of states N > 2, in which case the large-time distribution of X(T ) will be a multi-modal sum of Gaussians, to one of which a random walk can always be traced. A randomly chosen graph Fig. 3c . The irregular patterns, with clearly visible ups and downs, reflect, albeit indirectly, the behaviour of the underlying random walk X k in Fig.  3b . As X k increases, its fluctuations are damped be the factor exp(X k ), and the curve |α k | 2 becomes smoother.
VI. ZENO EFFECT IN A "DRIVEN" SYSTEM
In [1] the authors considered also monitoring of a system, capable of making transitions between the state |a 1 and |a 2 , and described by a Hamiltonian
In the absence of the meters, such a system performs Rabi oscillations with a period T R = 2π/ω. Following [1] , we choose to measure an operatorÂ, a j |Â|a i = a i δ ij . In the Zeno regime, i.e., for 1/κ|a 1 − a 2 | 2 << T R << T , the authors of [1] made the following suggestions:
(I) Only those measurement outputs f (t) that are close to one of the constant curves f (t) = a 1 and f (t) = a 2 have high probability.
(II) The probability of the output to be close to a 1 or a 2 is given by the initial values of the decomposition coefficients |α 0 | 2 or |β 0 | 2 correspondingly. (III) In the case of the output being close to a 1 or a 2 the final state is correspondingly the eigenstate |a 1 or
FIG. 4. (Color online) a) A randomly chosen readout
9 Gaussian meters (only 10 5 values are shown). The system is prepared in an initial state, |ψ0 = (|a1 + |a2 )/ √ 2, a2 = −a1 = 1,Ĥ = 0, ∆f /∆a = 10 4 ; b) displacement of the random walker, X k , defined in Eq.(27) and c) the probability to find the system in the state |a1 after k meters have fired. |a 2 . Having found (I) incorrect in Sect. III, we need to reexamine the other two points as well.
A. Zeno effect by "sudden reduction"
We start with the simple model (21)-(24) of the previous Section. As before, reduction of the state to either |a 1 or |a 2 is achieved whenever a rare fluctuation puts an f k into the regions A or B. A typical time between two fluctuations is of order of T LR (we use the notations of [1] , and "LR" stand for "level resolution"), where T LR is the average time after which the first fluctuation occurs,
What happens to the system between two subsequent reductions depends of the relation between T LR and the Rabi period T R . For T R < ∼ T LR , the system may have a chance to perform a number of Rabi oscillations, and a typical curve |α(t, [f ])| 2 will consist of several pieces of regular oscillation ∼ cos 2 (ωT ), with arbitrary relative phases where the curve becomes discontinuous (see Fig.  5a ). For T R > ∼ T LR , the system would, on average, have no time to complete a single oscillation before it is interrupted by the next reduction, and the curve will typically have an irregular shape shown in Fig. 5b . Finally, for T LR << T R , and exp(−iĤT LR ) = 1 + O(T LR /T R ), we return to the situation of the previous Section. The initial state (1) is reduced for the first time after approximately T LR , after which it continues almost unchanged until t = T . Close to this Zeno regime, |α(T, [f ])| 2 takes a form characteristic of a "telegraph noise" (see, for example, [17] ), with the system spending, on average, a duration T stay in |a 1 , then making a sudden transition, and spending a similar amount of time in |a 2 , and so on (see Fig. 5c ). The time T stay can be evaluated by noting that after free evolution during T LR , the probability for the system to have changed its state is approximately | a i |ĤT LR |a j | 2 ≈ ω 2 T LR 2 , j = i. The system succeeds in changing its state after approximately n att ≈ 1/ω 2 T LR 2 attempts, and
Thus, the Zeno regime is reached as T R /T LR → ∞, and the system remains in one state for any finite T .
B. Zeno effect by "random walk"
The case of Gaussian meters is similar, and Section VB suggests a possible mechanism. However, now we need to take into account all, and not just two, of the system's Feynman's paths in Eq. (10) . Considering for simplicity the case where the system starts in the state |a 1 , we can write the state (3) after K measurements in a matrix form,
and
. We can uncouple the system from the meters by choosing a 1 = a 2 = a, so that in Eq.(34) the diagonal matrices would commute with the evolution operatorÛ (τ ). With the Rabi oscillations unhampered, we have
Next we ask whether the Rabi oscillations will be quenched by the monitoring in the continuous limit (5), for times T = Kτ large enough to ensure ∆a T = 1/ √ κT << |a 1 − a 2 |? Thus, a Zeno effect will be found if we could prove that for κT (a 1 − a 2 ) 2 >> 1 one would almost certainly find
We will provide a demonstration in the weak coupling limit, ωT << 1, choosing, for simplicity, a 1 = 0 and a 2 = a. Now the system can reach |a 2 by Feynman paths which remain in |a 1 until some 0 ≤ t ≤ T , and then change once to |a 2 , in which they continue until T . Let F K ,K +1 (f ), be the sum of the probability amplitudes for the paths which change from |a 1 to |a 2 within an interval τ between T K = τ K and T K +1 = τ (K + 1). To the first order in ω, the amplitude β (T, f ) is the sum over all K of the amplitudes F K ,K +1 (f ),
For an uncoupled system we have
while for a monitored system, with the help of Eq.(34), we find
Thus, the presence of the meters modifies each amplitude F unc K ,K +1 (f ) by a factor exp(Z K ), with
To see what effect this factor would have we need the probability distribution of the readouts. Using Eq. (34), we obtain (42) and acting as in Sect. IV, we find Z K normally distributed,
Thus, the factor exp(Z K ) will reduce the contribution of a Feynman path, provided it spends a sufficient amount of time in |a 2 , i.e., for a 2 (K − K )/∆f 2 > ∼ 1. In the limit (5) this condition reads 2κa 2 (T − T ), where T = K τ is the time at which a Feynman path changes from |a 1 to |a 2 . With the contribution from most of the paths reduced, and all terms in (38) having the same phase, we can expect also a reduction in the probability |β(T )| 2 . This reduction can be evaluated directly since, for a given readout, the probability to find the system in |a 2 is given by
The net probability for the system to make the transition by t = T is found by summing over all possible readouts,
Evaluating Gaussian integrals, we then have
For κT a 2 >> 1 the last integral is approximately 8T /κa 2 and we find |β(T )| 2 significantly reduced by the monitoring, While our discussion suggests a way in which monitoring can suppress Rabi oscillations in a system, it provides no proof that this will occur beyond the weak coupling limit (38) for the simple Hamiltonian (31). In general, it is impossible to consider separately the evolution of the system and the pointers, as was done in Eq.(42) and in Sect. V, and the rest of the analysis will have to be performed numerically. The results, shown in Figs. 6 and 7, are broadly similar to those presented in Fig. 5. Following [1] , we can introduce a time T LR , similar to T LR in Eq.(32)
and study the evolution of the system's state as function of T LR /T R . For T R ∼ T LR << T , the system performs regular oscillations which gradually get out of phase with the uncoupled Rabi oscillations (Fig. 6a) . For T R > ∼ T LR , the curve |α(T )| 2 is highly irregular (Fig.  6b) . For T LR << T R , the system is near a Zeno regime and |α(T )| 2 curve has a "telegraph noise" shape ( Fig.7b) , although we cannot easily evaluate the typical duration of T stay , as was done in the previous sub-Section. Figure  7c shows that each time the system changes the state, the corresponding random walk changes direction. With evolutions of the system and the pointers intertwined, we are unable to say whether the change of the system state affects the direction of the walk, or if the change of direction causes the system to alter its state. As in the previous sub-Section, the Zeno regime is reached when T stay → ∞, and the system remains in one state for any finite T .
In summary, for T LR << T R << T we do have a Zeno effect, although the conclusions of [1] must be modified as follows:
(I') The measurement outputs f (t) that are close to one of the constant curves f (t) = a 1 and f (t) = a 2 are by far not the most probable ones. A typical readout will look like the ones shown in Figs. 1 and 3a. (II') The probability of a readout being close to a 1 or a 2 is proportional to the initial values of the decomposition coefficients |α 0 | 2 or |β 0 | 2 , respectively. However, an analysis of the evolutions induced by these constant readouts, does not explain the mechanism of the Zeno effect, since such scenarios will never occur in practice.
(III') Even with most readouts not close to a 1 or a 2 the Rabi oscillations are quenched, and final state is the eigenstate |a 1 or |a 2 .
VII. ENSEMBLE AVERAGES
Although our interest has been in individual realisations of a continuous measurements, we conclude by briefly discussing the averages obtained if a measurement is repeated several times. Let us assume that the system starts in a state |ψ 0 at t = 0, and is post selected at t = T in some final state |ψ F = α F |a 1 + β F |a 2 . What is the average value, f (t|ψ F ) , of a readout f (t), evaluated over many runs of the experiment? The general expression is
and we illustrate the main points on the simplest example of decoherence of a free system, for the "sudden reduction" model of Sect.VA. We choose |ψ 0 = (|a 1 +|a 2 )/ √ 2, a 1 = −a 2 , and consider first |ψ F = |a 2 . If K is chosen big enough to ensure full decoherence, by symmetry, post selection in |ψ F will be successful in one half of all trials. Let the system's state be reduced at some t k0 , and consider the subset of readouts consistent with this condition. For t k < t k0 , all such readouts are bound to lie within the region C defined in Eq. (22), and their average is zero. For t k > t k0 this average is a 2 . Finally, at t k = t k0 the readouts must lie in the region B, and their mean is ∆f /2. Summing over all k 0 , while taking into account (25), yields f (t|a 2 ) ≡ a 2 for all t. Repeating the calculation for |ψ F = |a 1 then yields
for any 0 ≤ t ≤ T . The result (48) also follows directly from Eq. (18), and remains valid for any choice of G(f ), provided f G 2 (f − a)df = a. It holds, therefore, also for the Gaussian meters of Sect.VB. In practice, to evaluate these averages, we will need M realisations of the same experiment. To estimate how many, we note from Eq.(18) that the standard deviation of f (t), σ, is of order of ∆f . According to the Central Limit Theorem, for a sample of a size M >> 1, the mean of f (t) is normally distributed with a standard deviation σ M = ∆f / √ M . If the M is finite, the measured values of f (t|a 1,2 ) remain noisy. To reduce the noise below the level ∼ |a 2 − a 1 |, we need σ M << a 2 or, equivalently, M >> ∆f 2 /a 2 2 . Results of a simulation are shown in Fig.8a for M = 5 × 10 5 trials. Thus, while most probable readouts remain noisy, their conditional averages do align with the eigenvalues of the measured operator. Note, however, that, as the continuous limit is approached, the number of trials required to free the curves in Fig.8a from the noise, tends to infinity. We note also, that if no post-selection is performed, the average readout f (t|all) aligns with the mean (a 1 + a 2 )/2 and contains no information as to the final state of the system. A similar argument applies in the case of a "driven" system, and for the Gaussian meters of Sect.VB [20] , as illustrated in Fig.8b . Hence the main conclusion of this Section: close to the continuous limit, the number of realisations needed to recover the average readouts from the noise of individual readouts becomes prohibitively large. 
VIII. CONCLUSIONS AND DISCUSSION
In summary, we have considered a "measuring medium" consisting of a large number of individual meters of accuracy ∆f , arranged in such a way, that their combined action amounts to a Gaussian restriction (10) imposed on the Feynman paths of a two-level system. We have shown that, for a fixed period of monitoring, T , as the number of meters, K, increases, typical readouts f k become highly irregular, as shown in Figs.1, 2a, 3a and 7a, and do not align with one of the eigenvalues of the measured quantity, as suggested in [1] even when decoherence of an initial state is achieved, or Zeno effect is imposed on the system. Thus, a different description of the decoherence process and the Zeno effect was required, and we presented it in Sections V and VI, using a fully tractable non-Gaussian "hard wall" model as a guide. In particular, for a system prepared in a pure state (1), in the case its HamiltonianĤ does not facilitate transitions between the eigenstates of the measured quantityÂ, decoherence can be linked to a fictitious "random walk", which is bound to lead to one of two outcomes, which, in turn, determine the final state of the system, More precisely, we have shown that for ∆a T = ∆f / √ K << |a 1 − a 2 |, the restriction imposed on the paths in the RPI (10) does not limit the readouts f (t), to the classes
as proposed in Eq.(22) of [1] . Rather, Eq. (28) shows that in this limit a readout f would belong to one of the two classes
where, as in (49) the integral is understood as the limit of a discrete sum, T (50) is weaker than (49), and allows the measurement readouts to be nowhere differentiable in the continuous limit K → ∞. It is, however, sufficient to ensure decoherence of a superposition (1) into a mixture (20) provided ∆a T << |a 1 −a 2 |. In practice, this means that a typical readout obtained in an experiment with K meters would look like the one shown in Fig. 3a , rather than align with an eigenvalue a i , as it would do if (49) where true. To find out in which of the two eigenstates our monitoring has left the system, we would need to evaluate the (finite) sum K k=1 f k /K, in order to see whether its value is closer to a 1 and a 2 .
The "random walk" analogy remains useful also in a case of a driven system, subject to Rabi oscillations. For such a system, a typical readout is highly irregular (see Fig. 7a ) even in a near-Zeno regime, where Rabi oscillations of the system's state are replaced by a telegraph noise (Fig. 7b) . In this case, as seen in Fig. 7c , the corresponding random walk changes direction every time the system jumps from one state to the other. The two evolutions should be considered together, and it is difficult to say whether it is the walker, which causes the system to change its state, or the system, which causes the walker to change direction. The last integral must be evaluated for K both even and odd. For K = 2M the contour of integration can be closed in the upper half-plane, and application of the Cauchy integral formula [15] yields (13) immediately. For K = 2M + 1 we cut the complex λ-plane from λ = iκT to +i∞, and deform the contour integration to run up and down along the opposite sides of the cut. Integration along the cut then gives (up to a constant factor) x M −1/2 exp(−κT x)Γ(1/2 − M ). Using the relation Γ(1 − z)Γ(z) = π/ sin(πz) [15] then yields (13) . In statistics, this result is also known a the "chi-squared distribution" [18] .
XI. APPENDIX B. NORMAL DISTRIBUTIONS AND THE CENTRAL LIMIT THEOREM
Consider K independent normally distributed vari-
By the Central Limit Theorem [19] , the sum Y = K k=1 f k is also normally distributed,
A rescaled, and shifted variable
is then distributed according to
Using (57), we obtain Eqs. (28) and (30) from (4) and (27).
XII. APPENDIX C. STOCHASTIC SIMULATION ALGORITHM
We consder an N ≥ 1-level system, with a HamiltonianĤ and operatorÂ, representing the measured quantity, [Â,Ĥ] = 0,Â|a j = a j |a j , a i |a j = δ i,j , with i, j = 1, .., N . Below we describe a Monte Carlo (MC) procedure to draw a single realisation of the system's dynamics, during the simulated time interval [0, T ]. By repeating it S times, it is possible to get a MC sample of the random process, and evaluate the required statistics. Given the number of measurements K and the monitoring time T , the procedure is as follows: 
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