We consider the problem of estimating the bounds for generic expressions of the type E ( ; X 1 )::: ( ; X n )], where (X i ) is a non necessarily bounded Markov chain, is a smooth function, and is a small parameter. We show that when the process (X i ) is exponentially ergodic, some tight bounds can be obtained by small perturbation of the transition operator of the chain. The result is then applied to prove exponential convergence of matrix products and exponential inequalities for Markov chains.
Introduction
The objective of this work is to provide simple estimates for generic expressions of the type E x ( ; X 0 )::: ( ; X n?1 )f(X n )] (1) for small values of the perturbation parameter . Here (X i ) is a Markov chain with initial condition x and transition operator P, f is some function, and is a function with some regularity w.r.t. such that (0; x) = 1:
One rather classical way to do this consists in rewriting the quantity in (1) as Z P n (f)(x) (dx) where (dx) is the unit mass at x an P is the operator P f(x) = ( ; x)Pf(x) = ( ; x)E f(X 1 )jX 0 = x] IRISA, Campus de Beaulieu, 35042 Rennes Cedex, France. e-mail:name@irisa.fr y This is the author to whom the correspondence should be sent.
(this change of operator has been used in particular in 4] and 12]). Under standard conditions on the Markov chain, P can be rewritten as P = + R where is the invariant measure and R has a spectral radius strictly smaller than one. It has been proved (cf. 4] ) that the use of standard perturbation results allows to extend continuously this decomposition to P when the function ( ; x) is bounded (or \almost" bounded as in 12]).
The main result of this note is an extension of these results for the case of unbounded (Proposition 1).
A direct applications of this result are exponential inequalities (cf. section 3.1) and large or moderate deviations bounds for Markov chains.
The estimate of the product (1) can also be used to show the L p stability of matrices products. For instance, the following problem (cf. Then it is clear that the behavior of n heavily depends on the control of the matrix product n j . One way to control n is to provide some almost sure estimates for the product. This way we obtain the convergence in distribution for n as ! 0 and n ! 1 under quite general assumptions on (L i ) and (e i ) 1]. In order to obtain the estimates of Ej n j p , 0 < p < 1, a bound for Ej n j j q for some q > p reveals crucial. Important progress has been achieved recently in the estimation of this quantity for a variety of algorithms (cf. We consider the assumption :
(A0) P is a Markov transition probability with a unique invariant probability such that, for some function V 1, kPk V < 1 and the spectral radius of P ? in C V is smaller than one :
Proposition 1 We suppose that P satis es assumption A0.
Let ( ; x) be a parametrized function of x and set
We assume that
for some K 0 ; 0 > 0. Then the operator P de ned by P f(x) = ( ; x)Pf(x) satis es for small enough P = + R where R has a spectral radius uniformly bounded away from 1 on C V , R = R = 0 and is a rank 1 operator
is a measure such that j j(V ) < 1 and f (x) = (1) If the condition in (2) is only satis ed for i = 1; 2, we still have the expansion
Comments: Assumption A0 is satis ed for a large class of Markov chains. Consider the assumption :
(A1) P is a Feller transition kernel on X. There exists a measure , whose support has a non-empty interior such that for any -positive set A P x (X n 2 A for some n 1) > 0 (3) for all x, and the chain X n is aperiodic. Furthermore, there exist positive real numbers and C and a measurable function V , V 1, bounded on compact sets, which tends to in nity, such that
for all x. 
for some constant C depending on any n and small enough.
Proof of Proposition 1 and Corollary 1 The assumptions on ( ; x) imply that ?! P is a continuous function (with the operator-norm k k V ) and (P ? zI) ?1 z dz (7) (? is a small contour in the complex plane around 1) is a rank 1 operator. Note that the convergence of the integral in (7) and its continuity with respect to follows from Assumption A0 : 1 is an isolated point of the spectrum of P (we refer to 7] for details). is a continuous function of and so is R ; the spectral radius of R is thus an upper semi-continuous function of (as mentioned in 7]). Since (1) 6 = 0 for small enough, we can take
Equations (7) and (6) imply that f and = (f ) (the largest eigenvalue of P ) can be expanded as
The terms of the expansion are easily identi ed by expanding both sides of P (f ) = f :
We obtain 
3 Applications
Exponential inequalities
An application of Proposition1 is the estimation of the probability of large deviations for sums
where (X i ) is a Markov chain. Such estimates can be easily obtained using so-called exponential inequalities ( 2] ). We show here how such an inequality can be obtained using the result of Proposition 1.
Theorem 1 Let (X n ) n 0 be a Markov chain with transition probability kernel P satisfying assumption A0, and g( ) be a function such that kgk V < 1, (g) = 0 and there is K < 1 and 0 > 0 such that (1 + jg(x)j 3 )e 0 g(x) PV (x) KV (x):
6 Then for any 0 < 0 E x e (g(X 0 )+g(X 1 )+::: Note that the assumptions of Proposition 1 hold, so P (x) = e g(x) P(x) can be decomposed as follows:
Note that there exists n 0 such that R n 0 < 1 and the continuity of the operator norm implies that there exists < 1 and 0 such that R n 0 < n 0 for any 0 . Setting f(x) 1, we have E x e (g(X 0 )+g(X 1 )+::: if x is xed and C= p n < < 0 for some C (the latter condition implies that < C ?1 n 3 ). if C < < 0 p n :
The derivation the large deviations principle from the exponential bound (9) 
The rst inequality is obtained by the following simple observation: the left hand side of (10) (here we used (11)).
Matrix products
We come back to the problem exposed in the introduction: suppose that (X n ) n 1 ; X n 2 R d is a Markov chain with transition probability kernel P. Let Y n be a component of X n . Consider for some n 1 the (right) matrix products Proof: The technical problem here is that we have to reduce the problem to the estimation of a product of random numbers (instead of matrices); this is done by grouping the matrix product into small subproducts whose norm has expectation smaller than one (each of these norm is now our ( ; X k ), with a sligth modi cation due to the regularity condition require for ), and the problem is reduced to the estimation of the product of these norms. More precisely, for some p large enough, set 
As an elementary consequence of (13) one has the existence of p, 0 and 0 < < 1 such that for < 0 ( ( ; X 0 k )) 1 ? :
Equations ( is also convenient.
Note : The rst choice of V 0 seems more complicated but has the superiority of leading to a larger space C V .
Proof: Denote by P 0 the transition kernel of X 0 ; we have for any function f and any x 0 = The statement of the lemma is obtained by taking the expectation with respect to w. with the initial condition X 0 = x = (x T ; 0; :::; 0) T . Note that the matrix F is stable and the random vectors e m are mutually independent. From Lemma 2 we conclude that assumption A1 holds true for ( X j ) with V ( X) = e jR Xj with some symmetric positive R 2 R r 2 r 2 . Furthermore, given > 0 we can choose R such that, kRk < (by the H older inequality, we can substitute R with R in (19) for 1), and for some > 0 E(e jR X j j jF j?1 ) = PV ( 
