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Abstract
Bayesian inference provides a flexible way of combiningg data with prior information. However,
quantile regression is not equipped with a parametric likelihood, and therefore, Bayesian inference
for quantile regression demands careful investigations. This thesis considers the Bayesian empirical
likelihood approach to quantile regression. Taking the empirical likelihood into a Bayesian frame-
work, we show that the resultant posterior is asymptotically normal; its mean shrinks towards the
true parameter values and its variance approaches that of the maximum empirical likelihood esti-
mator. Through empirical likelihood, the proposed method enables us to explore various forms of
commonality across quantiles for efficiency gains in the estimation of multiple quantiles. By using
an MCMC algorithm in the computation, we avoid the daunting task of directly maximizing empir-
ical likelihoods. The finite sample performance of the proposed method is investigated empirically,
where substantial efficiency gains are demonstrated with informative priors on common features
across quantile levels.
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Chapter 1
Introduction and Review
1.1 Introduction to quantile regression
Quantile regression is gradually developing into a systematic methodology for estimation of condi-
tional quantile functions. Instead of focusing on the conditional mean based on the least squares
regression, quantile regression could provide more comprehensive information on how the covariates
influence the entire distribution of the response variables. Quantile regression is widely recognized
for its superior properties, including robustness and the distribution-free property. Moreover, the
modern linear programming techniques make the computation of quantile regression very efficient.
Koenker and Bassett (1978) specify the τ -th conditional quantile function as
Qτ (Y |X) = X>β(τ), (1.1)
which assumes that the τ -th quantile of the response y depends linearly on the covariates X without
specifying the relations of the linear coefficients β(τ) across τ . The infinite dimensional β(τ) over
τ ∈ (0, 1) makes quantile regression essentially a nonparametric approach. The whole set {β(τ) :
0 < τ < 1} describes the entire distribution of the response Y given the covariates X. Motivated
by the finding of the τ -th sample quantile through
minξ∈R
n∑
i=1
ρτ (Yi − ξ), (1.2)
where ρτ (µ) = µ(τ − 1{µ<0}), we estimate β(τ) by βˆn(τ), which solves
minβ∈Rp
n∑
i=1
ρτ (Yi −X>i β). (1.3)
As discussed in Koenker (2005), βˆn(τ), which are often called as regression quantiles, can be effi-
ciently solved by linear programming techniques. The robustness of quantile regression estimates
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can be explained as follows: in the finding of some particular sample quantile, every observation
plays the role of order statistics and constitutes extreme points of the linear constraint set in the
terminology of linear programming. Similarly, in solving for regression quantiles, points (x, y) play
the role of order statistics and act as extreme points of the polyhedral constraint set. If we perturb
the order statistics above (or below) some quantile in a way that they remain above (or below)
the quantile, the position of that quantile is unchanged. Therefore, quantile regression preserves an
important robustness property of the ordinary sample quantiles.
In regression, we often use two types of linear models:
Yi = X>i β + ei, (1.4)
and
Yi = X>i β + (X
>
i γ)ei, (1.5)
where the ei’s are i.i.d from distribution Fe, and Xi includes the intercept. Model (1.4) is often
called a homoscedastic model, and Model (1.5) is a special heteroscedastic model, often called the
linear location-scale model. For both Models (1.4) and (1.5), we can easily derive the corresponding
implied relations of β(τ) defined in (1.1). In Model (1.4),
β(τ) = (F−1e (τ), βs).
where βs is the slope coefficient in (1.1). Clearly, in Model (1.4), the slope coefficients are the same
across τ . In Model (1.5),
β(τ) = β + γF−1e (τ).
Clearly, β(τ) vary with τ for non-zero γ.
1.2 Review on inference for quantile regression
Through the discussion in Section 1.1, we see that Model (1.1) in quantile regression includes some
common statistical models. By linear programming techniques, we can efficiently solve for βˆn(τ).
In this section, we will review the approaches to inference for quantile regression.
Similar to the derivation of the finite sample distribution of univariate quantiles, Koenker and
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Bassett (1978) give the finite-sample density of the regression quantile estimator βˆn(τ) under the
i.i.d error distribution assumption. However, due to the high computational burden, the finite-
sample density is formidable to be used in inference. As for the least squares estimation, we often
rely on the asymptotic approximations of the distribution of βˆn(τ). Koenker and Bassett (1978)
give the joint asymptotic distribution of the regression quantiles ζˆn = (βˆn(τ1)>, ..., βˆn(τm)>)> under
i.i.d errors, taking the form as:
√
n(ζˆn − ζ) =
(√
n
(
βˆn(τj)− β(τj)
))m
j=1
d→ N(0,Ω⊗Q−10 ), (1.6)
as n → ∞, where Ω is an m × m matrix with (ωij) = (τi ∧ τj − τiτj)/f(F−1(τi))f(F−1(τj)), Q0
is the limit of n−1
∑
xix
>
i . This asymptotic result affords the scope for the Wald-type inference in
quantile regression. In the non-i.i.d error settings, the estimate βˆn(τ) also has the asymptotic normal
property taking a more complicated form. One application of the asymptotic normality result is
testing the equality of slope parameters across quantiles, which is considered in Koenker and Bassett
(1982b). However, the utilization of the asymptotic results requires estimating the sparsity function
evaluated at the quantile of interest, i.e., {f(F−1(τ))}−1. Estimating {f(F−1(τ))}−1 is essentially
a smoothing problem, which is difficult when the observations around the quantile are sparse.
Another approach of inference in quantile regression is rank-based. The Wilcoxon (1945) test for
the univariate sample is well known for its better asymptotic relative efficiency to the t-test in a wide
range of non-Gaussian error models. Besides, the Wilcoxon test statistic and its limiting behavior
are independent of the data generating distribution F under the null hypothesis of no difference
between two populations. The generalized rank test based on regression rank scores, proposed in
Gutenbrunner and Jurecˇkova´ (1992) inherits these properties, as discussed in Koenker (1996). The
confidence intervals constructed based on regression rank scores do not need to be symmetric and
can be better suited to the skewness of the data. Meanwhile, they enjoy the scale invariance of
the test statistics and circumvent the problem of sparsity function estimation. However, the rank-
based method is computationally expensive with respect to the calculation of confidence regions,
and practically feasible for only one dimensional parameter at a time. Besides, it is still unclear how
to estimate the variance covariance matrix for the estimated βˆn(τ) by the rank-score method.
As an analog to the likelihood ratio tests, we can consider a quantile likelihood ratio test, as
shown in Koenker and Bassett (1982b). The quantile likelihood ratio test borrows likelihood from
the Laplace density. To work in non-i.i.d error settings, the terms ρτ (Yi − X>i b) in the objective
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function need to be properly weighted to achieve the limiting χ2 distribution for the test statistics.
In Koenker and Portnoy (1987), a uniform, Bahadur type asymptotic representation of regression
quantiles is established. In Portnoy and Koenker (1989) further propose a fully adaptive L-estimator
for the slope parameter of a linear model. The estimator achieves substantial efficiency gain in a
wide variety of error settings. However, the estimator is restricted to homoscadestic errors situation
and depends on an efficient density estimation, which is non-trivial in practice.
The bootstrap and other sampling schemes can be used for inference in quantile regression. Efron
(1982) suggests bootstrapping the residuals for a nonlinear median regression problem. De Angelis
and Young (1993) further show that sampling residuals from a smoothed version of its distribution
instead of its empirical distribution will reduce the bootstrap approximation error from O(n−1/4) to
O(n−2/5). However, resampling residuals cannot be applied to non-i.i.d error settings. The (x, y)
paired bootstrap provides a simple and effective alternative for independent but not identically dis-
tributed error settings. Similar to bootstrapping residuals, there are also several proposals for paired
bootstrap through smoothing. Horowitz (1992) proposes smoothing the quantile regression objec-
tive function to gain refinements in the asymptotic accuracy of rejection probabilities based on the
bootstrap critical values in the Wald-type tests. This method needs estimation of the sparsity and
requires selection of a bandwidth in smoothing the objective function, although it is demonstrated
through simulations in Horowitz (1992) that the results are not very sensitive to bandwidth choices.
Although paired bootstrap is reliable, it is time consuming for large data sets. Kocherginsky et al.
(2005) propose a Markov chain marginal bootstrap (MCMB) method to construct confidence in-
tervals for quantile regression. The MCMB method also avoids the estimation of the error density.
Compared to the paired bootstrap and the rank score test, the MCMB method is more practically
feasible to handle high dimensional parameters and large data sets. Another option for refinements
of the paired bootstrap is subsampling. The results in Buchinsky (1995) suggest that subsampling in
bootstrap can produce more accurate confidence levels than the usual bootstrap. The subsampling
technique has two advantages: first, it saves computational cost, especially when the sample size is
very large; second, it works like smoothing the empirical distribution function. Some data-driven
rules for choosing the subsampling size are suggested in Bickel and Sakov (2008).
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1.3 Introduction to empirical likelihood
Likelihood methods are often used to find efficient estimators, and to construct tests with good
power properties. A problem with parametric likelihood methods is that we might not know which
parametric family to use. Model misspecification can cause likelihood-based methods to be biased or
inefficient. Nonparametric inferences are therefore preferred when we want to avoid the specification
of a parametric family for the data.
The name empirical likelihood is used because the empirical distribution of the data plays a
central role in the methodology. Before the introduction of empirical likelihood, we first review two
concepts as in Owen (2001): the empirical cumulative distribution function and the nonparametric
likelihood. Let X1, X2, ..., Xn be an independent random sample from some common distribution
function F0. The empirical cumulative distribution function (ECDF) of X1, X2, ..., Xn is defined as
Fn(x) =
1
n
n∑
i=1
1{Xi≤x}, (1.7)
where 1{X≤x} is the indicator function of the set {X ≤ x}. Given X1, X2, ..., Xn ∈ R as an inde-
pendent random sample from some common distribution function F0, the nonparametric likelihood
of the CDF F is
L(F ) =
n∏
i=1
(F (Xi)− F (Xi−)). (1.8)
It is first noticed by Kiefer and Wolfowitz (1956) that ECDF is a nonparametric maximum likelihood
estimate. Following the idea of basing tests of hypothesis and confidence regions on the likelihood
ratio as in parametric inference, we may also use ratios of the nonparametric likelihood to perform
hypothesis testing and confidence intervals. The earliest known use of empirical likelihood ratio
functions is in Thomas and Grunkemeier (1975) for constructing confidence intervals for the survival
function based on censored data. For a distribution F , R(F ) = L(F )/L(Fn) is defined as the
nonparametric likelihood ratio, where Fn is the ECDF. Suppose that we are interested in a parameter
θ that satisfies E
[
m(X, θ)
]
= 0 for some estimating function m(X, θ), the profile likelihood ratio
function is defined as:
R(θ) = sup{R(F ) ∣∣ EFm(X, θ) = 0, F ∈ F},
where F is some pre-specified set of distribution functions on R. Similar to the parametric likelihood
ratio test, the empirical likelihood ratio test rejects the hypothesis θ = θ0 when R(θ0) is smaller
than some threshold value r0. The idea to construct empirical likelihood type tests and confidence
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regions is straightforward. However, to make the methodology feasible in practice, we need to clarify
the domain of F and the choice of r0. As presented in Owen (2001), F could be further narrowed
down to the discrete distribution functions that assign weights to the observations Xis. Therefore,
the profile empirical likelihood ratio function can be reformulated as
R(θ) = max
{ n∏
i=1
nωi
∣∣∣ n∑
i=1
ωim(Xi, θ) = 0, ωi ≥ 0,
n∑
i=1
ωi = 1
}
.
The above reformulation makes the calculation ofR(θ) feasible for any given θ. We defer the detailed
discussion on the computation of R(θ) to Chapter 2.
The remaining issue is how to decide the threshold value r0. Owen (1988) provides the univariate
empirical likelihood theorem (ELT), which shows that −2 logR(µ0) has a limiting distribution of the
chi-square distribution with 1 degree of freedom under the null hypothesis θ = µ0. Noticing that the
chi-square limit is also what we typically find for the parametric likelihood ratio test with only one
parameter, this univariate ELT is often viewed as a nonparametric analogue of the Wilk’s theorem,
which is first proposed in Wilks (1938). Owen (1990, 1991) extend the conclusion in the univariate
ELT to statistics that can be written as smooth functions of means or that are defined through
estimating equations. The above ELT theorems can also be used to construct confidence regions for
the parameters of interest. Owen (1988) shows that the coverage error of the two-sided confidence
intervals based on ELT is O(n−1), which is typically true for the coverage error in parametric
likelihood intervals. Moreover, it has been observed that the true coverage of the confidence interval
by ELT is usually below the nominal level for finite samples.
Another important issue is the power and efficiency of the empirical likelihood inference. Lazar
and Mykland (1998) compare the asymptotic power of the empirical likelihood and the parametric
likelihood, and show that the power of the empirical likelihood based tests matches that of the
parametric likelihood to the second order, if the empirical likelihood uses the same likelihood-based
estimating equation. The third order properties of the power expansion of empirical likelihood tests
could be better or poorer than the parametric likelihood tests. Moreover, it is well known that a
Barlett correction can be used to reduce the coverage errors of the two-sided confidence intervals
based on parametric likelihoods from O(n−1) to O(n−2), as shown in DiCiccio et al. (1991) based
on Hall and La Scala (1990). DiCiccio et al. (1991) show that the empirical likelihood inference for
smooth function of means is also Barlett correctable. Zhang (1996) shows that the Barlett correction
for the univariate mean can be applied for univariate parameters defined through one dimensional
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estimating equations.
In the parametric likelihood inference, we know that the maximum likelihood estimator θˆMLE en-
joys some nice properties. For example, −2 logL(θˆMLE) has a chi-square limiting distribution under
the assumption that the likelihood is correct. Qin and Lawless (1994) explore the analogous prop-
erties for the maximum empirical likelihood estimator (MELE). They show that −2 logR(θˆMELE)
has the chi-square limiting distribution, and that the MELE estimator is asymptotically efficient
in the sense that it has the same asymptotic variance as the optimal estimator obtained from the
class of estimating equations as linear combinations of the moment constraints used in the empirical
likelihood inference.
The empirical likelihood methods inherit many of the same asymptotic properties as those from
the parametric likelihood. The combination of the flexibility of the nonparametric methods and
the reliability and effectiveness of the likelihood approach makes the empirical likelihood methods
appealing options in nonparametric inferences. The empirical likelihood methods have been applied
to various statistical models, like partial linear models in Yang et al. (2009) and Liang et al. (2009),
longitudinal data in You et al. (2006) and Wang et al. (2010), and heteroscedastic accelerated failure
time model in Zhou et al. (2011).
1.4 Empirical likelihood for quantiles
Empirical likelihood methods can be used to estimate quantiles. Generally for 0 < τ < 1, the τ -th
quantile Qτ of some distribution F is the solution of
E
(
1{X≤Qτ} − τ
)
= 0.
Given X1, X2, ..., Xn ∈ R as an independent random sample from some common distribution func-
tion F0, for X(1) < q < X(n) and 0 < p < 1, let Zi(p, q) = 1Xi≤q − p. Then we have the empirical
likelihood ratio defined as
R(p, q) = max
{ n∏
i=1
nωi
∣∣∣ n∑
i=1
wiZi(p, q) = 0, ωi ≥ 0,
n∑
i=1
ωi = 1
}
. (1.9)
Unlike the empirical likelihood ratio of sample mean, which has no analytical expression, (1.9) has
a simple analytic form:
R(p, q) = (p/pˆ)npˆ((1− p)/(1− pˆ))n(1−pˆ),
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where pˆ = pˆ(q) = ]{Xi ≤ q}/n, i.e. the proportion of samples that are smaller or equal than q. By
the ELT theorem of Owen (1991), −2 logR(p, q) has the limiting distribution χ2(1); and thus we
can construct confidence intervals for Qτ . However, because of the non-smoothness of Zi(p, q) as a
function of q, the coverage error of the confidence intervals for Qτ is of order O(n−1/2) rather than
O(n−1).
In the literature, some research has been aimed at reducing the coverage error of the confidence
intervals for Qτ . Noticing that the reason for the low error rate O(n−1/2) is the involvement of
the indicator function 1{Xi≤q}, Chen and Hall (1993) introduce a kernel smoothing technique to
smooth 1{Xi≤q} first and then construct the confidence regions from empirical likelihood based on
the smoothed estimating equations. The coverage error can be reduced to O(n−1) by smoothing,
and further to O(n−2) by Barlett correction. Like other kernel smoothing problems, there also arise
issues on the choices of the bandwidth h to achieve the coverage error of O(n−1) size. Chen and
Hall (1993) show that to achieve the coverage error of O(n−1), the bandwidth h needs to satisfy
conditions that h = o(n−1/2) and nh/ log(n)→∞; to achieve the coverage error of almost O(n−2)
under the Barlett correction, h has to satisfy conditions that h = O(n−3/4) and nh/ log(n) → ∞.
These theoretical results provide some idea about the choices of h, however,they provide a range for
h, which is too vague to offer good practical guidance. There is no optimal choice of h provided in
the literature, although it is indicated through simulation studies that the coverage error could be
reduced by many reasonable choices of h.
The empirical likelihood methods can also be used to estimate parameters β(τ) in the quantile
regression models (1.1) and construct the confidence regions for these parameters. Motivated by the
subgradient condition in quantile regression, the estimates of the regression quantiles β(τ) satisfies
an estimating equation with
m(Y,X, β(τ)) =
(
1{Y≤X>β(τ)} − τ
)
X. (1.10)
Whang (2006) extends the idea of Chen and Hall (1993) to use the kernel smoothing technique on
the indicator function 1{Y≤X>β(τ)} in (1.10), and therefore achieves some higher order properties of
O(n−1) and even O(n−2) after Barlett correction. Similar to the empirical likelihood inference on
univariate quantiles, the choices of the bandwidth h in the kernel smoothing have been suggested
ambiguously.
There is another type of empirical likelihood based inference on quantile regression models:
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conditional empirical likelihood by Kitamura et al. (2004). The conditional empirical likelihood
calculates locally the empirical likelihood for every observation Xi by borrowing information from
the neighboring observations. The basic idea is to maximize some kernel weighted product of weights
on the samples in a neighborhood of Xi under the moment restrictions:
E
(
1{Y≤X>β(τ)} − τ |X
)
= 0, (1.11)
where the conditional expectation is approximated by smoothing over x. The relationship between
the conditional empirical likelihood and the empirical likelihood is analogous to that of the weighted
quantile regression of Newey and Powell (1990) and the quantile regression of Koenker and Bassett
(1978). From the computational viewpoint, the local empirical likelihood of every proposed β(τ)
conditional on some Xi has an analytic expression, because conditioning on Xi, the estimating
equation in (1.11) is essentially the same as (1.9). However, the local empirical likelihood needs
to be calculated for every Xi and the proposed analytical expression in Kitamura et al. (2004)
works only for univariate quantiles. Otsu (2008) further proposes some smoothed counterpart of
the conditional empirical likelihood with quantile regression. By smoothing the indicator function
1{Y≤X>β(τ)} in (1.11), the smoothed conditional empirical likelihood method in Otsu (2008) allows
some standard Newton-type optimization algorithm to search for the maximum empirical likelihood
estimate, although the Newton-type algorithm can not be guaranteed for convergence.
1.5 Empirical likelihood and some other nonparametric
inference approaches
Besides the empirical likelihood methods (EL), there are some other nonparametric inferential ap-
proaches whose statistical models are also defined through moment restrictions. They include the
two-step efficient generalized methods of moments (GMM) estimator of Hansen (1982), and the
exponential tilting (ET) estimator of Kitamura and Stutzer (1997). As shown in Smith (1997), EL
and ET share some common structures, belonging to the family of generalized empirical likelihood
(GEL) estimators. All of these estimators (GMM, EL and ET) share the same asymptotic distri-
butions but differ in higher order asymptotic properties. Newey and Smith (2004) conclude that
EL has two theoretical advantages: first, compared to GMM, the (asymptotic) bias of EL does not
grow with the number of moment restrictions; Second, after bias correction, the EL is higher order
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efficient compared to other bias corrected estimators.
Among the GEL estimators, EL and ET are two important members. Both of them can be inter-
preted as the minimum empirical discrepancy (MED) estimators, as in Cressie and Read (1984),Cor-
coran (1998):
θˆ = argminθ∈Θ
(
n−1
n∑
i=1
h(ωˆi(θ))
)
,
where ωˆi(θ) is the solution to
min{ωi,1≤i≤n}n
−1
n∑
i=1
h(ωi),
subject to the moment and normalization constraints:
n∑
i=1
ωim(xi, θ) = 0,
n∑
i=1
ωi = 1.
The discrepancy is h(ω) = − log(nω) used in EL and h(ω) = nω log(nω) in ET. Clearly, EL is to
maximize a quantity analogous to the likelihood, while ET is to maximize an entropy-like quantity.
It has been shown that the MELE and METE, the estimator maximizing EL and ET, respectively,
are asymptotically equivalent to the first order. However, Baggerly (1998) shows that EL is the only
one among the MED estimators that allows a Barlett correction. As shown in Smith (1997), EL
enjoys higher-order asymptotic properties than ET and GMM when the model is correctly specified.
Schennach (2007) shows that when the model is misspecified, i.e., the moment restrictions are
misspecified, the asymptotic variance of MELE may become undefined if the functions defining the
the moment conditions are unbounded, but METE can avoid such problem under some regularity
conditions. Schennach (2007) further introduces a new estimator based on the exponentially tilted
empirical likelihood (ETEL), which is some combination of EL and ET. The ETEL estimator has
been shown to enjoy the same higher order properties as EL, and maintain a well-defined asymptotic
variance when the model is misspecified.
The bootstrap is also a widely used nonparametric inference approach. Compared to empirical
likelihood, bootstrap methods enjoy smaller computational cost . However, as pointed out in Owen
(2001):
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The main advantage of empirical likelihood, relative to bootstrap, stems from its use of a likelihood
function. Not only does empirical likelihood provide data-determined shapes for confidence regions, it
can also easily incorporate known constraints on parameters, and adjust for biased sampling schemes.
Unlike the bootstrap, empirical likelihood can be Barlett corrected, improving the accuracy of infer-
ence. Likelihoods also make it easier to combine data from multiple sources, with possibly different
sampling schemes.
Despite the differences discussed above, it is worth noting that these nonparametric inference
approaches can be combined effectively to further improve the estimation efficiency or reduce the
error in hypothesis testing based on only one approach. Bootstrap methods are often used to decide
the critical value in hypothesis testing based on EL, ET or GMM. Besides, the implied weights in
EL or ET can also be used as the resampling probabilities in bootstrap. One example to illustrate
the cooperation of GMM, bootstrap and EL can be found in in Brown and Newey (2002), which
proposes a novel method of bootstrapping for GMM by resampling from the empirical likelihood
distribution to improve the asymptotic approximation for GMM in finite samples.
1.6 Bayesian empirical likelihood for quantile regression
(BEL)
Although there is already intensive development of quantile regression in various areas, see Koenker
(2005), there is still room for improvement. The τ -specific models in (1.1) allow for great flexibility,
as β(τ) for upper or lower quantiles can be distinct from central trends, but the quantile estimates
are highly variable in data-sparse areas. Taking advantage of some commonality across quantile
coefficients β(τ) across τ can provide a desirable balance in the bias-variance tradeoff. In our work,
we consider using prior information on β(τ) across several τ values. For example, a common slope
assumption for τ near 1 can improve the efficiency of high quantile estimation. Other forms of
informative priors on β(τ) may achieve a similar goal. Bayesian methods are a natural way of
combining data with prior information. The main difficulty to put the Bayesian method to work
for quantile regression is that the model on Qτ (Y |X) for one or more τ values does not specify a
parametric likelihood, which is needed in the Bayesian framework.
In our work, we focus on the empirical likelihood (EL), introduced by Owen (1988), to incorporate
quantile regression into a Bayesian framework. We begin with notations and definitions of the
underlying models and moment restrictions. Let D = {(Xi, Yi), i = 1, ..., n} be a random sample
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from the following quantile regression model
Qτ (Y |X) = X>β0(τ), (1.12)
where X ∈ Rp+1 is composed of an intercept term and p covariates. We assume that the distribution
of the p covariates, GX , has a bounded support χ. If the design points are non-stochastic, the basic
conclusions we obtain in our work hold under appropriate conditions on the design sequence, but we
focus on the case of random designs for simplicity. The unknown function β0(τ), if specified over all
τ ∈ (0, 1), describes the entire conditional distribution of Y given X, which is denoted as FX in the
rest of the thesis. We consider the problem of estimating k quantiles at τ1 < τ2 < ... < τk, and let
ζ0 = (β0(τ1), ..., β0(τk)) be the true parameter of interest in Rk(p+1). To estimate ζ0, we use k(p+1)
dimensional estimating functions m(X,Y, ζ), where ζ = (β(τ1), ..., β(τk)) and the components of m
are
mdk+j(X,Y, ζ) = ψτd+1
(
Y −X>β(τd+1)
)
Xj , (1.13)
for d = 0, 1, ..., k − 1, j = 0, 1, ..., p, with
ψτ (u) =
{ 1{u<0} − τ u 6= 0
0 u = 0
being the quantile score function.
For any proposed ζ, its profile empirical likelihood ratio is given by
R(ζ) = max
{ n∏
i=1
(nωi)
∣∣∣ n∑
i=1
ωim(Xi, Yi, ζ) = 0, ωi ≥ 0,
n∑
i=1
ωi = 1
}
. (1.14)
With a prior specification p0(ζ) on the parameter ζ, we can formally have the posterior density
p
(
ζ|D) ∝ p0(ζ)×R(ζ). (1.15)
We call p
(
ζ|D) the posterior distribution from the BEL approach. This can be viewed as a misnomer,
chosen for the sake of convenience, because it is not really a posterior in the strict sense. Lazar (2003)
proposed a procedure to check whether the empirical likelihood is valid for posterior inference based
on the criteria provided in Monahan and Boos (1992). In this paper, we focus on the asymptotic
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properties of the posterior distribution (1.15), and establish its frequentist validity by first-order
asymptotics.
Clearly, the empirical likelihood framework allows the joint estimation of multiple quantiles.
By using the common parameters in ζ over different τ , we calculate the empirical likelihood with
more moment equations than the number of parameters. For example, if we believe the model is
homoscedastic, we will take βs(τ1) = βs(τ2) = ... = βs(τk), where βs(τ) denotes the β(τ) excluding
the intercept. Moreover, we can assume βs(τ) = βs(τ0) + r(τ − τ0) for some preassumed τ0, which
indicates the slope parameters βs(τ) linearly vary over τ . By doing so, we actually reduce the
dimensionality of the parameters β(τ). As shown in Qin and Lawless (1994) for smooth estimating
functions, the maximum empirical likelihood estimator attains the optimal asymptotic efficiency
subject to those moment conditions. We expect the same for quantile estimating functions.
Compared to the EL esimator, our proposed BEL approach has its own merits in applications
where informative priors on β(τ) might be more appropriate than strict functional relationship on
some of the parameters. For example, we may believe that the slopes β(τ1) are roughly the same
as β(τ2). Imposing strict equality to reduce the number of unknown parameters in ζ might be hard
to justify, but an informative prior on the difference of the two neighboring β(τ) can help regulate
quantile estimation.
Besides the fact that an informative prior might help improve the estimation efficiency, the
Bayesian empirical likelihood method also helps the search of the maximum empirical likelihood
estimates by using nearly flat priors. The optimization of empirical likelihood over high dimensional
parameters is usually painful. Instead of directly maximizing the empirical likelihood over β(τ), a
Bayesian computation algorithm can make the search more effective.
The challenges of the Bayesian empirical likelihood for quantile regression come in two forms.
First, the empirical likelihood itself is computationally expensive. Therefore, an efficient algorithms
to solve for empirical likelihood at a particular β(τ) is needed to make the Bayesian computation
feasible. The computational issue will be discussed in more detail in Chapter 2. Second, the
existing work on the theoretical properties about empirical likelihood is mainly for smooth moment
restrictions and therefore cannot be evoked for the quantile regression settings directly due to the
involvement of the indicator function in (1.10). The work in Lazar (2003) is chiefly based on smooth
estimating equations, especially for the mean case. Lazar (2003) also provides mostly heuristic
arguments for the asymptotic properties of the resultant posterior quantities. The lack of smoothness
in the quantile based moment restrictions does not allow Taylor expansion, and thus we need to use
13
the empirical process theory to show the theoretical properties of the posterior quantities produced
by the Bayesian empirical likelihood for quantile regression.
The empirical likelihood is not a likelihood in the usual sense, so the validity of the resultant pos-
terior does not follow from the Bayes formula. Lazar (2003) discussed the validity of inference for the
Bayesian empirical likelihood (BEL) approach based on earlier work of Monahan and Boos (1992).
Schennach (2005) and Lancaster and Jun (2010) considered Bayesian exponentially tilted empirical
likelihood (ETEL), which can be viewed as a nonparametric Bayesian procedure with noninforma-
tive priors on the space of distributions. Lancaster and Jun (2010) further considered Bayesian
ETEL in quantile regression. For the inference of population means, Fang and Mukerjee (2006)
investigated the asymptotic validity and accuracy of the Bayesian credible regions, and furthermore,
Chang and Mukerjee (2008) showed that EL admits posterior based inference with the frequentist
asymptotic validity, but many of its variants do not enjoy this property. To establish the asymptotic
validity of the BEL for quantile regression, we need to work with the quantile estimating equations
that involve discontinuous functions, so direct local expansions used in the EL literature cannot be
used. Chernozhukov and Hong (2003) discuss on the asymptotic properties of the quasi-posterior
distributions defined as transformations of general (nonlikelihood-based) statistical criterion func-
tions, including empirical likelihood. In our work, we also establish the asymptotic distributions
of the posterior from the BEL approach for quantile regression. Different from Chernozhukov and
Hong (2003), we are particularly interested in the interaction of informative priors and empirical
likelihood on the asymptotic distribution of the posterior, which enables us to evaluate efficiency
gains from informative priors. Although finite-sample validity of the BEL posterior inference cannot
be expected in our setting, we continue to use the term “posterior” throughout the article.
In the literature of quantile regression, there are some valuable attempts to estimate multiple
quantiles jointly. Zou and Yuan (2008) propose a new quantile regression method composite quantile
regression(CQR) to estimate multiple quantiles jointly. Because the CQR method is developed to
improve the estimation efficiency over the least squares in model selection, it is constructed under
the i.i.d error assumption with common slopes across different quantiles. Thus, the CQR has only
one slope parameter for all the quantiles considered, and the estimation efficiency of that common
slope parameter takes the form of a combination of individual quantile regression estimates. This
combination may obtain higher efficiency at some quantiles, usually the more extreme quantiles,
while sacrificing efficiency at some other quantiles, usually quantiles near the median. Additionally,
the CQR combines the objective functions of different quantiles by assigning equal weights to each
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quantile. Other choices of weights may result in more efficient estimators. Koenker (1984) considers
a more general case when unequal weights are allowed. The Bayesian empirical likelihood for quantile
regression avoids the choice of weights on different quantiles. As shown in Qin and Lawless (1994),
the empirical likelihood method combines information from the estimating equations in an optimal
way, which indicates that the Bayesian empirical likelihood method would automatically pick up
the optimal weights in combining the estimation equations for different quantiles.
The development of generalized method of moments (GMM) provides another option to esti-
mate multiple quantiles jointly. Hansen (1982) constructs a comprehensive framework for GMM
and develops the asymptotic theorys for the GMM estimator. The GMM estimators, the maximum
empirical likelihood estimator (MELE), and some other EL-type estimators generally have the same
asymptotic distributions, but possibly different higher order asymptotic properties, see Newey and
Smith (2004) and Schennach (2007). As discussed in Newey and Smith (2004), the empirical like-
lihood approach has advantages over the GMM estimators. Unlike GMM, the (asymptotic) bias of
the MELE does not grow with the number of moment restrictions. Furthermore, the efficiency of
the GMM estimator relies on a covariance matrix estimate for the estimating equations, which could
be ill-conditioned in the problem of estimating multiple quantiles. Yin (2009) proposes a Bayesian
version of GMM, taking the exponential form of the negative weighted GMM quadratic objective
function divided by two as the working likelihood in Bayesian inference. Bayesian GMM is able to
account for the underlying correlation among the data by using a correlation matrix in estimation.
Actually Bayesian GMM has similarities with Bayesian empirical likelihood methods. They both
avoid the full parametric likelihood formulations of the data and only require moment conditions.
By taking advantage of the Bayesian computation, both methods circumvent the numerical opti-
mization difficulties in GMM and in the maximum empirical likelihood estimation. However, both
Bayesian GMM and Bayesian empirical likelihood methods lack an exact Bayesian interpretation in
finite samples, so large-sample properties need to be studied.
In our work, we develop the Bayesian empirical likelihood method for quantile regression. We
use a modified Newton-Raphson type algorithm to efficiently calculate empirical likelihood, and
establish the theoretical properties of the resultant posterior quantities. In simulation studies, we
apply the method to different settings with various priors, to see how well the Bayesian empirical
likelihood method compares with some standard approaches when informative priors are used. We
show that significant efficiency gains can be expected by making use of common features across
τ or good informative priors on β(τ) across τ . In a real data example, we show that the BEL
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approach can be used as a useful statistical downscaling method for the projection of high quantiles
of temperatures from large scale climate models to a local scale. As a future extension, we extend
the BEL approach in spatially correlated data.
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Chapter 2
Computation
In this chapter, we discuss on the computational issues of the BEL approach. In our BEL ap-
proach, we employ empirical likelihood as a working likelihood for quantile regression. With a prior
specification p0(ζ) on the parameter ζ, we can formally have the posterior density (1.15). Using
(1.15), we can calculate the empirical likelihood value up to some normalizing constant. Therefore,
the Metropolis-Hastings algorithm, as given in Hastings (1970), is feasible for sampling from the
posterior.
This chapter is organized as follows. In Section 2.1, we will describe an efficient modified Newton-
Raphson algorithm to calculate the empirical likelihood value for a given ζ. In Section 2.2, we will
discuss on the utilization of the Metroplis-Hasting algorithm in the Bayesian computation.
2.1 The modified Newton-Raphson algorithm for
calculation of empirical likelihood
By using the Metroplis-Hasting algorithm, in every step when we propose a new value for ζ. its em-
pirical likelihood value has to be evaluated. Therefore, an efficienct algorithm to calculate empirical
likelihood value for a given ζ is critical in the computation. In this section, we will describe how to
use a modified Newton-Raphson algorithm to calculate the empirical likelihood efficiently.
For any proposed ζ, its profile empirical likelihood ratio is given by
R(ζ) = max
{ n∏
i=1
(nωi)
∣∣∣ n∑
i=1
ωim(Xi, Yi, ζ) = 0, ωi ≥ 0,
n∑
i=1
ωi = 1
}
.
Assuming 0 is in the convex hull of m(Xi, Yi, ζ), then by the usual Lagrange multiplier method as
used in Chapter 2.9 of Owen (2001), we can show that the above constrained maximization problem
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has the following solution
R(ζ) =
n∏
i=1
nωi, where ωi =
1
n
1
1 + λ>m(Xi, Yi, ζ)
.
Under the condition that the Hessian matrix Hθ(λ) =
∑n
i=1
m(Xi,Yi,ζ)m(Xi,Yi,ζ)
>
(1+λ>m(Xi,Yi,ζ))2
is positive definite
over the convex set
D =
{
λ : 1 + λ>m(Xi, Yi, ζ) > 0, 1 ≤ i ≤ n
}
,
the multiplier λ = λ(ζ) ∈ Rk(p+1) exists and is uniquely determined by
g(λ, ζ) =
n∑
i=1
m(Xi, Yi, ζ)
1 + λ>m(Xi, Yi, ζ)
= 0.
For general estimating functions m(X,Y, ζ), usually there is no analytical solution of λ to
g(λ, ζ) = 0, and therefore, there is no analytical expression of R(ζ) as a function of ζ. One ex-
ception is m(X, ζ) = 1X≤ζ − τ . This analytical expression reduces the cost of calculating the
empirical likelihood estimate for the τ -th conditional quantile regression at each τ ∈ (0, 1), see Otsu
(2008). For estimating functions m(X,Y, ζ) with no analytical solution of λ(ζ), a seemingly direct
way is to solve for λ through g(λ, ζ) = 0 first and then get the corresponding R(ζ). Obviously,
solving for λ(ζ) directly through g(λ, ζ) = 0 might be computationally expensive. By Owen (1990),
an alternative efficient way to solve for λ(ζ) is to maximize the concave function
l˜(λ) =
n∑
i=1
log(1 + λtm(Xi, Yi, ζ))
over the convex set D. Naturally, the unique solution of λ is expected to be found through some
modified version of the Newton-Raphson algorithm efficiently. Chen et al. (2002) provide a modified
Newton-Raphson algorithm to obtain range restricted weights for regression estimators for survey
sampling, in which the estimating function m(X, θ) = X − θ. Wu (2004) further discusses how to
utilize this algorithm in non-stratified sampling and even stratified sampling with suitable formu-
lations of the algorithm. Noticing that this algorithm is similar to the modified Newton’s method
described in Polyak (1987), and some mild conditions are needed to guarantee the convergence of
the optimization process. Chen et al. (2002) give a detailed discussion on those conditions and show
they are satisfied when m(X, θ) = X − θ. Because these conditions are on the behavior of the
objective function l˜(λ), we could naturally extend this modified Newton-Raphson algorithm to the
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general estimating functionm, regardless of the smoothness ofm(X, θ). In general,the corresponding
constraints on m(Xi, θ) are:
M1 The vector 0k(p+1) ∈ Rk(p+1) is within the convex hull of m(Xi, Yi, ζ), i = 1, ..., n.
M2 The matrix
∑n
i=1m(Xi, Yi, ζ)m(Xi, Yi, ζ)
> is positive definite.
The above two constraints could easily be satisfied for ζ near ζ0. Moreover, the condition M1
implies that the solution of λ exists for g(λ, ζ) = 0. When there is no solution for some proposed ζ,
it is reasonable to regard empirical likelihood at ζ as 0, which implies that ζ is not within the feasible
space of parameters. Under the above two constraints, the modified Newton-Raphson algorithm for
general m(X, ζ) listed below will find the optimal λ maximizing the objective function l˜(λ):
Step 0: initialize λ0 = 0, k = 0, γ0 = 0, N = 500 as the maximum number of iterations and
 = 10−8. The maximum iteration N and  are used in the stopping rule.
Step 1: Calculate
∆(λ) = { ∂
∂λ
g(λ)}−1g(λ) =
{
−
n∑
i=1
m(Xi, Yi, ζ)m(Xi, Yiζ)>
(1 + λ>m(Xi, Yi, ζ))2
}−1 n∑
i=1
m(Xi, Yi, ζ)
1 + λ>m(Xi, Yi, ζ)
,
If ‖∆(λk)‖ < ε or k > N , stop the algorithm and report λk; otherwise go to step 2.
Step 2: Calculate δk = γk∆(λk). If 1+(λk− δk)>m(Xi, Yi, ζ) ≤ 0 for some i, or l˜(λk− δk) < l˜(λk),
let γk = γk/2 and repeat Step 2.
Step 3: Set λk+1 = λk − δk, k = k + 1, and γk+1 = (k + 1)−1/2. Go to Step 1.
For the above modified Newton-Raphson algorithm, we make the followin remarks.
Remark 1: As mentioned in Wu (2004), Step 2 ensures that λ is still within the convex set D and
the objective function l˜(λ) is moving towards its maximum point.
Remark 2: As suggested in Owen (1990), instead of making a preliminary check of whether 0
is within the convex hull of m(Xi, Yi, ζ), 1 ≤ i ≤ n,which actually indicates whether the empirical
likelihood value exists for the proposed ζ, we could do this check during Step 1 by checking whether
1 + λ>m(Xi, Yi, ζ) for 1 ≤ i ≤ n. If 1 + λ>m(Xi, Yi, ζ) > 0 for all 1 ≤ i ≤ n, we will stop the
algorithm because the proposed ζ is not feasible or the corresponding l˜(λ) = −∞. This revision
makes the above algorithm more efficient.
Remark 3: When the dimension of the estimating functions is large, the stopping criteria of
 = 10−8 and N = 500 may not be large enough to get sufficiently accurate empirical likelihood
ratios. The value of  and N in fact influences how accurately the empirical likelihood ratio will be
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calculated, especially for ζ near the boundary.
Remark 4: The convergence theorem as in Chen et al. (2002) only ensures that the above algorithm
performs well with infinite precision after infinitely many iterations. While in practice, we have to
agree on finite approximations. That is why we use a stopping criterion with finite steps and small
enough . From our limited experience, the algorithm encounters difficulty when ζ approaches the
boundary. As mentioned in Owen (1990), a natural and reasonable goal for computation is that
the algorithm is able to calculate log empirical likelihood ratio accurately enough for ζ within a
confidence region with the coverage level well beyond what is expected in practice. Hence, we could
either choose some proper  or the maximum number of iterations N , or narrow the feasible region
by excluding ζ whose λ(ζ) is too large, because large λ(ζ) implies that ζ is near the boundary.
2.2 Bayesian Computation
The formulation of the posterior in (1.15) allows the utilization of the standard Metroplis-Hasting
algorithm, as proposed in Hastings (1970), in the Bayesian computation. Assume using a normal
distribution as the proposal distribution. The probability of moving from ζ to ζ∗ is
α = min
{
1,
R(ζ)× p0(ζ)
R(ζ∗)× p0(ζ∗)
}
. (2.1)
We may use the average of the resultant Markov chain on ζ to be an estimate of ζ, when the posterior
looks close to normal; otherwise, we suggest using the mode of the posterior, which maximizes (1.15).
By choosing a proper prior, the posterior in (1.15) is proper. Therefore, by checking the detailed
balance equation and Theorem 4.2 in Gilks et al. (1996), it is easy to show that the distribution of
the MCMC sampler utilizing the moving probability in (2.1) converges to the posterior in (1.15).
Similarly as the results provided in Chernozhukov and Hong (2003), the BEL estimates are as
efficient as the extremum estimates. Moreover, the inference procedures based on the quantiles of
the resultant posterior distribution produce asymptotically valid confidence intervals, which will be
shown in Chapter 4.
In practice, we can always choose the initial value of the Markov chain as the usual quantile
regression estimates. The Markov chain from the BEL usually approaches to its limit fast enough
for moderate problems, i.e. problems with enough data around the quantiles of interest. However,
we need to be more careful when we are interested in quantiles at tails, especially when multiple
quantiles are jointly estimated. Usually a preliminary chain is needed to choose a proper proposal
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distribution. A long enough burning period and a longer chain are also needed to gurranttee the
chain has mixed.
Finding the maximum empirical likelihood estimator is a daunting task computationally, because
the objective function is generally multi-modal. When the prior density p0(ζ) is nearly flat, our BEL
approach employing the Metroplis-Hasting algorithm can be viewed as an alternative way to search
for the maximum empirical likelihood estimator. Besides, our results in Chapter 4 suggests that the
resultant posterior chain is valid for inference in the frequentist sense.
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Chapter 3
Properties of the Maximum
Empirical Likelihood Estimate
(MELE)
3.1 Introduction
Let D = {(Xi, Yi), i = 1, ..., n} be a random sample from the following quantile regression model
Qτ (Y |X) = X>β0(τ), (3.1)
where X ∈ Rp+1 is composed of an intercept term and p covariates. We assume that the distribution
of the p covariates, GX , has a bounded support X . If the design points are non-stochastic, the basic
conclusions we obtain in this paper hold under appropriate conditions on the design sequence, but
we focus on the case of random designs for simplicity. The unknown function β0(τ), if specified over
all τ ∈ (0, 1), describes the entire conditional distribution of Y given X, which is denoted as FX in
the rest of the thesis. We consider the problem of estimating k quantiles at τ1 < τ2 < ... < τk, and let
ζ0 = (β0(τ1), ..., β0(τk)) be the true parameter of interest in Rk(p+1). To estimate ζ0, we use k(p+1)
dimensional estimating functions m(X,Y, ζ), where ζ = (β(τ1), ..., β(τk)) and the components of m
are
mdk+j(X,Y, ζ) = ψτd+1
(
Y −X>β(τd+1)
)
Xj , (3.2)
for d = 0, 1, ..., k − 1, j = 0, 1, ..., p, with
ψτ (u) =
{ 1{u<0} − τ u 6= 0
0 u = 0
being the quantile score function, where 1{A} is an indicator function on the set A. For any proposed
ζ, its profiled empirical likelihood ratio is defined as:
R(ζ) = max
{ n∏
i=1
nωi
∣∣∣ n∑
i=1
ωim(Xi, Yi, ζ) = 0, ωi ≥ 0,
n∑
i=1
ωi = 1
}
,
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and we let
ζˆ = argmax R(ζ).
In this chapter, we will show that the MELE ζˆ is a consistent estimate of ζ0. At the first glance,
it seems the consistency of the MELE is irrelevant to our proposed BEL estimate. But we want
to investigate the properties the MELE first based on the following considerations. First, the
asymptotic properties of the posterior quantity we derived in our BEL approach is related to the
MELE; secondly, in the empirical likelihood literature, the consistency properties of the MELE is
derived mainly for problems with smooth estimating equations.
3.2 Properties of the estimating functions in quantile
regression
Prior to showing the consistency of the MELE ζˆ, we discuss the properties of the estimating functions
m(X,Y, ζ). Because of the involvement of the indicator functions, m(X,Y, ζ) are not a smooth
functions of ζ. Under some mild conditions on GX and FX , E
{
m(X,Y, ζ)
}
can be sufficiently
smooth. Hence, we make two mild assumptions as follows:
Assumption 3.2.1. The distribution function GX has bounded support X .
Assumption 3.2.2. The conditional distribution FX(t|x) is twice continuously differentiable in t
for all x ∈ X .
Under the above two assumptions, we have the following lemma.
Lemma 3.2.1. Under Assumptions 3.2.1 and 3.2.2, we have the following results.
(L1) E{m(X,Y, ζ)} and E{m(X,Y, ζ)m(X,Y, ζ)>} are twice continuously differentiable with re-
spect to ζ.
(L2) There exists a k(p+1) dimensional compact neighborhood C around 0, in which E[m(X,Y, ζ)/{1+
ξ>m(X,Y, ζ)}] is twice continuously differentiable in ζ and ξ ∈ C.
Proof. : To show (L1), note that for each d = 0, ..., k − 1 and j = 0, ..., p, there is
E{mdk+j(X,Y, β(τ))} = E
{
(1{Y≤X>β(τd+1)} − τd+1)xj
}
= EX
[
xj
{
EY |X
(
1{Y≤X>β(τd+1)} − τd+1
)}]
= EX
[
xj
{
FX
(
X>β(τd+1)
)− τd+1}],
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Under Assumptions 3.2.1 and 3.2.2, E{m(X,Y, ζ)} is twice continuously differentiable. Consider the
cases i ≤ l for the second moments. By the definition of regression quantiles, X>β(τi) ≤ X>β(τl),
and therefore,
E
{
mik+j(X,Y, ζ)mlk+m(X,Y, ζ)
}
= EX
[
xjxm
{
EY |X(1{Y≤X>β(τi+1)} − τi+1)(1{Y≤X>β(τl+1)} − τl+1)
}]
= EX
[
xjxm
{
FX(X>β(τi+1))− τl+1FX(X>β(τi+1))
−τi+1FX(X>β(τl+1)) + τi+1τl+1
}]
,
which is twice continuously differentiable in ζ.
Similarly, (L2) follows from:
E
mdk+j(X,Y, ζ)
1 + ξ>m(X,Y, ζ)
= EX
[ ∑
0≤s≤d
(1− τd+1)xj
1 + ξ>m∗s
{
FX(X>β(τs+1))− FX(X>β(τs))
}
−
∑
d<s≤k
τd+1Xj
1 + ξ>m∗s
{
FX(X>β(τs+1))− FX(X>β(τs))
}]
,
where we assume τ0 = 0, τk+1 = 1, m∗0 =
(
(1 − τ1)X>, ..., (1 − τk)X>
)>, and m∗s = ( −
τ1X
>, ...,−τsX>, (1 − τs+1)X>, ..., (1 − τk)X>
)> for s = 1, ..., k. Because m∗s is bounded, 1 +
ξ>m∗s could be bounded away from 0 for ξ in a sufficiently small compact neighborhood C. Then
E
[
mdk+j(X,Y, ζk)/{1 + ξ>m(X,Y, ζ)}
]
is also twice continuously differentiable in ζ and ξ.
3.3 Consistency of the maximum empirical likelihood
estimate (MELE)
To show the consistency of the MELE ζˆ, we need more assumptions:
Assumption 3.3.1. The conditional density function F ′X(t) = fX(t) > 0 for X in a neighborhood
of F−1X (τd) for each d = 1, · · · , k.
Under Assumption 3.3.1, the equation E
{
m(X,Y, ζ)
}
= 0 has the unique solution ζ0. Recall
that
ζˆ = argmax
{
n∏
i=1
ωi(ζ) : ωi(ζ) ≥ 0,
n∑
i=1
ωi(ζ) = 1
}
,
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subject to the constraint:
n∑
i=1
ωi(ζ)m(Xi, Yi, ζ) = 0.
By the standard Lagrange multiplier method, the optimal ωi(ζ) given ζ is
ωi(ζ) =
[
n
{
1 + λn(ζ)>m(Xi, Yi, ζ)
}]−1
,
where the Lagrange multiplier λn(ζ) satisfies the following equation:
∑
16i6n
m(Xi, Yi, ζ)
1 + λn(ζ)>m(Xi, Yi, ζ)
= 0. (3.3)
The above optimization problems could be viewed as
ζˆ = argmax
{
Γn(ζ)
}
,
where
Γn(ζ) = −n−1
n∑
i=1
log
{
1 + λn(ζ)>m(Xi, Yi, ζ)
}
, (3.4)
and λ(ζ) satisfies (3.3). We define the expected value of Γn(ζ) as
Γ(ζ) = −E{ log(1 + ξ(ζ)>m(X,Y, ζ)}, (3.5)
where ξ(ζ) satisfies
E
{ m(X,Y, ζ)
1 + ξ(ζ)>m(X,Y, ζ)
}
= 0.
By Lemma 3.2.1 and the implicit function theorem, ξ(ζ) uniquely exists in the neighborhood C of
0. To show that ζˆ is a consistent estimate of ζ0, it is sufficient to check the conditions of Theorem
5.7 of van der Vaart (1998). That is, we shall check the following two conditions:
sup
ζ
|Γn(ζ)− Γ(ζ)| p→ 0, (3.6)
and sup
|ζ−ζ0|>
Γ(ζ) < Γ(ζ0). (3.7)
for any ζ within the compact neighborhood Cζ of ζ0 and  > 0.
Lemma 3.3.1. Under Assumptions 3.2.1-3.3.1, ( 3.7) holds.
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Proof. : It is easy to see ξ(ζ0) = 0 because E{m(X,Y, ζ0)} = 0, and then Γ(ζ0) = 0. By the Taylor
expansion, we have
Γ(ζ) = −ξ(ζ)>E
{
m(X,Y, ζ)
1 + ξ(ζ)>m(X,Y, ζ)
}
− 1
2
E
{ (
ξ(ζ)>m(X,Y, ζ)
)2(
1 + α(ζ)>m(X,Y, ζ)
)2
}
,
for some α(ζ) on the line segment between 0 and ξ(ζ). On the right hand side of the above equation,
the first term equals 0, and the second term with the negative sign included is strictly negative, and
thus Γ(ζ) < 0 for ζ 6= ζ0. So within the compact neighborhood Cζ of ζ0, we have
sup
||ζ−ζ0||>ε
Γ(ζ) < Γ(ζ0).
To check condition (3.6), we first expand Γn(ζ)− Γ(ζ) as
Γn(ζ)− Γ(ζ) = Q1 +Q2, (3.8)
where
Q1 = −n−1
∑
1≤i≤n
[
log
{
1 + λn(ζ)>m(Xi, Yi, ζ)
}]
+ E
[
log
{
1 + λn(ζ)>m(Xi, Yi, ζ)
}]
,
Q2 = −E
[
log
{
1 + λn(ζ)>m(Xi, Yi, ζ)
}]
+ E
[
log
{
1 + ξ(ζ)>m(Xi, Yi, ζ)
}]
.
To show the uniform convergences of each of the two parts in (3.8), we shall prove that the
corresponding classes of functions are P-Glivenko-Cantelli (P-G-C) classes. The main results taken
from Kosorok (2008), that will often be used in the proof of P-G-C are listed below:
Definition of VC-Class of Kosorok (2008). For an arbitrary collection {x1, x2, ..., xn} of points
in a set χ and a collection M of subsets of χ. We say that M picks out a certain subset A of
{x1, x2, ..., xn} if A = C ∩ {x1, x2, ..., xn} for some C ∈M. We say that M shatters {x1, x2, ..., xn}
if all of the 2n possible subsets of {x1, x2, ..., xn} are picked out by the sets in M. We define the
VC-index V (M) of the class M as the smallest n for which no set of size n {x1, x2, ..., xn} ⊂ χ
is shattered by M. If no such b ≥ 1 exists, then V (M) = ∞. We say that M is a VC-class if
V (M) <∞.
Definition of VC-subgraph Class of Kosorok (2008). For a function f : χ → R, the subset of
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χ×R given by {(x, t) : t < f(x)} is the subgraph of f . A collection F of measurable real functions
on the sample space χ is a VC-subgraph class of VC-class(for short), if the collection of all subgraphs
of functions in F forms a VC-class of sets (as sets in χ×R). V (F) is defined to be the VC-index of
the set of subgraphs of F .
Theorem 8.14 of Kosorok (2008). Let F be a P-measurable class of measurable functions with
envelope F and Lr(P ) denote the collection of functions g : χ→ R such that
||g||r,P ≡ [
∫
|g(x)|rdP (x)]1/r <∞.
If the uniform covering number
sup
Q
N(‖F‖Q,1,F , L1(Q)) <∞
for every  > 0, where N(‖F‖Q,1,F , L1(Q)) is the minimum number of ‖F‖Q,1-balls in L1(Q)
needed to cover F , and the supremum is taken over all finite probability measure Q with ‖F‖Q,1 > 0,
and P ∗ F = ∫
χ
F (x)P (dx) <∞, then F is P-G-C.
Theorem 9.3 of Kosorok (2008). There exists a universal constant K < ∞ such that, for any
VC-class of measurable functions F with integrable envelope F , any r ≥ 1, any probability measure
Q with ‖F‖Q,r > 0, and any 0 <  < 1,
N(‖F‖Q,r,F , Lr(Q)) ≤ KV (F)(4e)V (F)(2/)r(V (F)−1) <∞.
Theorem 9.26 of Kosorok (2008). Suppose that F1,F2, ...,Fk are P-G-C classes of functions with
max1≤i≤k‖P‖F <∞, and that φ: Rk 7→ R is continuous. Then the class H = φ(F1, ...,Fk) is P-G-C
provided it has an integrable envelope.
In the remaining part of this section, we will use the above results to build up some P-G-C
classes.
Lemma 3.3.2. The class of constant functions: C0 = {λ, λ ∈ C} is P-G-C, where C is some compact
set in R.
Proof. : According to Theorem 8.14 of Kosorok (2008) and the fact that C0 is a collection of
bounded functions, we only need to show that C0 is VC-class. The P-measurability will be guaranteed
by the measurability and boundedness of the constant functions in C0. The collection of all subgraphs
of functions in C0 is S0 = {(x, y), y < λ}. For any two points (x1, y1), (x2, y2) in R2, assume y1 ≤ y2,
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it is impossible that S0 would include (x2, y2) while excluding (x1, y1). Therefore, based on the
Definition of VC-subgraph Class, we have V C(C0) = 2.
Lemma 3.3.3. For bounded X, the class of functions:
F1 =
{ m(X,Y, ζ)
1 + λ>nm(X,Y, ζ)
, ζ ∈ Rk(p+1), λn ∈ C
}
and F2 =
{
log{1 + ξ>m(X,Y, ζ)} : ζ ∈ Rk(p+1), ξ ∈ C
}
are P-G-C.
Proof. : From Lemma 9.12 and Lemma 9.8 of Kosorok (2008), we know that the class of indicator
functions G0 = {1{Y≤X>β}, β ∈ Rp+1} is a VC-class. From (vi) and (vii) in Lemma 9.9 of Kosorok
(2008), the sets of estimating functions
Gd = {(1{Y6X>β(τd)} − τi)xj , β(τd) ∈ Rp+1, 0 ≤ j ≤ p},
1 ≤ d ≤ k, are VC-class. Because X is bounded, Gd is P-G-C class by Theorem 8.14 of Kosorok
(2008). Then by Theorem 9.26 of Kosorok (2008), it allows that F1 and F2 are P-G-C.
Lemma 3.3.4. Under Assumptions 3.2.1 and 3.2.2, we have
sup
ζ
|Γn(ζ)− Γ(ζ)| p→ 0,
Proof. : We will check the uniform convergence of Q1 and Q2 in (3.8). Because F2 , in which ξ is not
related to (X,Y ), is P-G-C, the uniform convergence implied by P-G-C guarantees the convergence of
Q1. For Q2, because log
{
1+ ξ(ζ)>m(Xi, Yi, ζ)
}
is bounded, by the dominate convergence theorem,
we only need to show λn(ζ)
p→ ξ(ζ). Because λn(ζ) is actually a Z-estimator, the approximate zero
of a data-dependent function of ξ(ζ) as defined in Section 2.2.5 in Kosorok (2008), then by Theorem
2.10 of Kosorok (2008) and by the fact that F1 is P-G-C, we have λn(ζ) p→ ξ(ζ).
Based on Lemma 3.3.4 and Lemma 3.3.1, we have the following result:
Theorem 3.3.1. Under Assumptions 3.2.1-3.3.1, the MELE ζˆ is a consistent estimator of ζ0.
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Chapter 4
Asymptotics for the Bayesian
Empirical Likelihood
4.1 Introduction
In the traditional Bayesian inference, we usually use some pre-specified parametric likelihood as
the means of updating our prior knowledge on the parameters. Intensive work has been done on
the asymptotic properties of the posterior distribution with parametric likelihood, see Diaconis
and Freedman (1986) and Ghosal et al. (1995). Lazar (2003) pioneers work on Bayesian empirical
likelihood, in which the empirical likelihood is used as the likelihood part in the Bayesian inference.
In Lazar (2003), a heuristic proof is given to show that the posterior distribution using empirical
likelihood is asymptotically normal. However, the arguments rely on the fact that the empirical
likelihood with parameters of interest defined via smooth estimating functions are also smooth, and
that the Taylor expansion can be used to expand empirical likelihood around its MELE of θ up to
the quadratic term. However, such expansions do not work for quantile regression estimation due to
the fact that the estimating functions m(X,Y, ζ) defined in (1.13) are not smooth. In this chapter,
we will show that the posterior distribution of Bayesian empirical likelihood with quantile regression
is asymptotically normal.
4.2 Asymptotic property of the posterior distribution
By definition, we have
log EL(ζ) = nΓn(ζ)− n log(n), (4.1)
where EL(ζ) is the empirical likelihood value of ζ and Γn(ζ) is defined in (3.4). To expand Γn(ζ)
up to the quadratic term, another assumption has to be made to do so:
Assumption 4.2.1. E
{
m(X,Y, ζ0)m(X,Y, ζ0)>
}
is positive definite.
Lemma A.6 in Molanes-Lo´pez et al. (2009) provides a quadratic expansion of Γn(ζ), which will
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be used in our proof.
Lemma A.6: Under conditions as listed in (C1)− (C6) below, we have
Γn(ν) =− 12(ν − ν0)
tV t12V
−1
11 V12(ν − ν0) + n−1/2(ν − ν0)tV t12V −111 Mn
− 1
2
n−1M tnV
−1
11 Mn + op(n
−1)
(4.2)
uniformly in ν, for ν − ν0 = O(n−1/2), and
ν˜ − ν0 = n−1/2(V t12V −111 V12)−1V t12V −111 Mn + op(n−1/2) (4.3)
where ν˜ is the MELE of ν, Mn = n−1/2
∑n
i=1m(Xi, µ0, ν0),
V11 =
(
E
{
mj(X,µ0, ν0)mk(X,µ0, ν0)
})
j,k=1,...,p+q
V12 =
(
− ∂
∂νk
E
{
mj(X,µ0, ν)
}|ν=ν0)∣∣∣
k=1,...,q;j=1,...,p+q
In Lemma A.6, ν is some nuisance parameter to be profiled over and m(X,µ, ν) are the es-
timating functions with respect to µ and ν. The conditions under which Lemma A.6 is true are
listed as follows:
(C1): The p+q dimensional functionsmj(x, µ0, ν)(j = 1, ..., p) are uniformly bounded in Rd×Rq; the
functions E
{
mj(X,µ0, ν)mk(X,µ0, ν)
}
(j, k = 1, ..., p+q), ∂∂νkE
{
mj(X,µ0, ν)
}
and ∂
2
∂νkνl
E
{
mj(X,µ0, ν)
}
(k, l = 1, ..., q; j = 1, ..., p+q) are continuous in ν in a neighborhood of ν0; the function E
[
m(X,µ0, ν)/
{
1+
ξtm(X,µ0, ν)
}]
has continuous partial derivatives with respect to the components of ν and ξ in a
neighborhood of ν0 and 0, respectively.
(C2): The matrix V11 is positive definite.
(C3): ν˜ converges in probability to ν0.
(C4): n−1
∑n
i=1
[
mj(Xi, µ0, ν)−E{mj(X,µ0, ν)}
]
= Op(n−1/2), uniformly in ν in a o(1)-neighborhood
of ν0 (j = 1, ..., p+ q).
(C5): n−1
∑n
i=1
[
mj(Xi, µ0, ν)mk(Xi, µ0, ν) − E{mj(X,µ0, ν)mk(X,µ0, ν)}
]
= op(1), uniformly in
ν in a o(1)-neighborhood of ν0 (j = 1, ..., p+ q).
(C6): n−1
∑n
i=1
[
mj(Xi, µ0, ν)−E{mj(X,µ0, ν)}−mj(Xi, µ0, ν0)+E{mj(X,µ0, ν0)}
]
= op(n−1/2),
uniformly in ν for ν − ν0 = Op(n−1/2) (j = 1, ..., p+ q).
Noticing that (C1) only requires the smoothness of the expectation of functions of m(X,µ, ν), we
are able to handle non-smooth estimating equations in the quantile regression models. Conditions
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(C4)−(C6) represent standard uniform consistency and modulus of continuity results, which can be
proved to be true when m(X,µ, ν) is smooth and satisfy a Lipschitz condition. To use the expansion
(4.2) in Lemma A.6 of Molanes-Lo´pez et al. (2009) in our problem, we need to check (C1)− (C6)
are satisfied. The parameter ζ in our problem corresponds to the nuisance parameter ν used in
Lemma A.6 of Molanes-Lo´pez et al. (2009).
Lemma 3.2.1 and Theorem 3.3.1 guarantee that (C1) and (C3) are satisfied. (C2) is the same
as Assumption 4.2.1. The conditions (C4)− (C6) are shown to be satisfied in the following lemma:
Lemma 4.2.1. Under Assumptions 3.2.1-3.3.1, conditions (C4)− (C6) are satisfied for estimating
functions m(X,Y, ζ) in ( 1.13).
Proof. From Donsker’s Theorem, we have
1
n
n∑
s=1
[
1s≤θ − Fe(θ)
]
= Op(n−1/2),
uniformly over θ. Then we have
1
n
n∑
s=1
[
1Ys−X>s β0≤X>s (β(τ)−β0) − FX(X>s (β(τ)− β0))
]
= Op(n−1/2)
uniformly over β(τ). Because Xs is bounded in Assumption 3.2.2, we have (C4). By Lemma 3.3.3,
we know the collection of estimating functions mik+j(X,Y, ζ) in (3.9) is P-G-C. Then by Theorem
9.26 of Kosorok (2008), the collection of the product of estimating functions is P-G-C. So (C5)
is also satisfied. By applying Lemma 4.1 of He and Shao (1996) to mik+j(X,Y, ζ), (C6) holds
true. With Lemma 4.2.1, Lemma A.6 of Molanes-Lo´pez et al. (2009) is ready to be used in our
problem.
4.2.1 Asymptotic property of the posterior distribution with fixed
priors
We first consider about the case when the priors are fixed, i.e., the priors will not change as the
sample size increases. To show that the posterior distribution of ζ is asymptotically normal, we also
need some assumptions on the prior distribution.
Assumption 4.2.2. log{p0(ζ)} has bounded first derivative in a neighborhood of ζ0.
Then we have the following theorem:
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Theorem 4.2.1. Under Assumptions 3.2.1-4.2.2, the posterior density of ζ has the following ex-
pansion on any sequence of sets {ζ : ζ − ζ0 = O(n−1/2)}:
p(ζ|D) ∝ exp
{
− 1
2
(
ζ − ζˆ)>Jn(ζ − ζˆ)+Rn}, (4.4)
where ζˆ is the MELE,
Jn = nV >12V
−1
11 V12
V11 = Ψ⊗ E(XX>),
V12 = −
∂E
{
m(X,Y, ζ)
}
∂ζ
∣∣∣
ζ=ζ0
,
and Rn = op(1). When Jn is positive definite, we have J
1
2
n (ζ − ζˆ) converging in distribution to
N(0, I).
Proof. By Lemma 4.2.1, Lemma A.6 and (4.1), we have
p˜(ζ|D) = p0(ζ)×Rn(ζ)
= p0(ζ)× exp
{
− n
2
(ζ − ζ0)>V >12V −111 V12(ζ − ζ0)
+n1/2(ζ − ζ0)>V >12V −111 Mn −
1
2
M>n V
−1
11 Mn + op(1)
}
.
Because of (4.3), we have
p˜(ζ|D) = p0(ζ)× exp
{
− n
2
(ζ − ζ0)>V >12V −111 V12(ζ − ζ0)
+n(ζ − ζ0)>V >12V −111 V12(ζˆ − ζ0)−
1
2
M>n V
−1
11 Mn + op(1)
}
= p0(ζ)× exp
{
− n
2
(
ζ − ζ0
)>
V >12V
−1
11 V12
(
ζ − 2ζˆ + ζ0
)− 1
2
M>n V
−1
11 Mn + op(1)
}
= p0(ζ)× exp
{
− n
2
(
ζ − ζˆ)>V >12V −111 V12(ζ − ζˆ)+ op(1)}.
By Assumption 4.2.2, we have
log{p0(ζ)} = log{p0(ζ0)}+O(n−1/2)
for ζ − ζ0 = O(n−1/2). Then we have
p˜(ζ|D) = p0(ζ0) exp
{
− 1
2
(
ζ − ζˆ)>Jn(ζ − ζˆ)+ op(1)}. (4.5)
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where Jn = nV >12V
−1
11 V12. For any n, we have p(ζ|D) ∝ p˜(ζ|D), and thus (4.4) holds.
Because Jn is positive definite, we have
p(J1/2n (ζ − ζˆ))|D) ∝ exp
{
− 1
2
(
J1/2n (ζ − ζˆ))
)>(
J1/2n (ζ − ζˆ))
)
+ op(1)
}
, (4.6)
for any ζ − ζ0 = O(n−1/2). Therefore, to show
J1/2n (ζ − ζˆ) D→ N(0, I),
it remains to show that
P (||J1/2n (ζ − ζˆ))|| > δ)→ 0,
when δ →∞ and n→∞. From (4.5), we have for any ζ = ζˆ + J−1/2n t,
Rn(ζ)× p0(ζ) p→ p0(ζ0) exp{−||t||2/2}.
Because of Rn(ζ)× p0(ζ) ≤ p0(ζ), by the dominate convergence theorem, we have
∫
||t||>δ
p0(ζˆ + J−1/2n t)Rn(ζˆ + J−1/2n t)dt→ p0(ζ0)
∫
||t||>δ
exp{−||t||2/2}dt
for any δ ≥ 0. Then it leads to
P (||J1/2n (ζ − ζˆ))|| > δ|D) =
∫
||t||>δ p0(ζˆ + J
−1/2
n t)Rn(ζˆ + J−1/2n t)dt∫
||t||>0 p0(ζˆ + J
−1/2
n t)Rn(ζˆ + J−1/2n t)dt
→
∫
||t||>δ exp{−||t||2/2}dt∫
||t||>0 exp{−||t||2/2}dt
= (2pi)−k(p+1)/2
∫
||t||>δ
exp{−||t||2/2}dt
< ,
for sufficiently large δ.
There are clear similarities between Theorem 4.2.1 here and Theorem 1 of Lazar (2003); the latter
was heuristically derived for smooth estimating equations. Similar results can also be obtained by
checking assumptions in Chernozhukov and Hong (2003). We have considered fixed priors, a common
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scenario in the literature, where the limiting posterior distributions of ζ are the same as the limiting
sampling distribution of the MELE (c.f. Qin and Lawless (1994) ). Under similar arguments in
Chernozhukov and Hong (2003), an important remark follows.
Remark 4.2.1. The results in Theorem 4.2.1 apply to the cases where the dimension of ζ is smaller
than the dimension of the estimating functions m(X,Y, ζ). With a reduced dimensionality of ζ, the
definition of V12 is taken to be the derivative with respect to the reduced parameter vector.
Asymptotically, Theorem 4.2.1 justifies the use of the BEL approach for quantile regression with
respect to frequentist properties. When fX(X>β0(τd)) = fτd is constant for all X, which is true for
homoscedastic error models, we can simplify V12 to
V12 = −diag
(
fτd
)
d=1,...,k
⊗ E(XX>),
if ζ is of k(p + 1) dimensions. Because V11 = Ψ ⊗ E(XX>), the resultant asymptotic variance of
the posterior quantity, J−1n , is equivalent to the asymptotic variance of the usual quantile regression
(RQ) estimates, as proposed in Koenker and Bassett (1978). This property is not shared by all
working likelihoods. If ζ is of lower dimensions, the posterior variance no longer takes the same
form, and improvements in the asymptotic variances over RQ become possible.
Remark 4.2.2. An improper prior cannot guarantee a proper posterior distribution. In fact, the
posterior will be improper for flat priors on ζ in the BEL approach, and therefore we should avoid
using flat priors on ζ.
4.2.2 Asymptotic property of the posterior distribution with shrinking
priors
Next, we consider a different scenario where the prior distribution shrinks towards ζ0 as the sample
size n increases. In this case, we use p0,n(ζ) as priors, and make the following assumption.
Assumption 4.2.3. The log of the prior density p0,n(ζ) is twice continuously differentiable, with
the prior mode ζ0,n = O(1), and J0,n = −∂
2 log{p0,n(ζ)}
∂ζ2 |ζ=ζ0,n increase at the rate of n.
By Assumption 4.2.3, log{p0,n(ζ)} can be Taylor expanded up to the quadratic term as follows.
log{p0,n(ζ)} = log{p0n(ζ0,n)} − 12
(
ζ − ζ0,n
)>
J0,n
(
ζ − ζ0,n
)
+ o(||ζ − ζ0,n||2), (4.7)
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Then we have the following result.
Theorem 4.2.2. For a prior p0,n(ζ) satisfying Assumption 4.2.3, under Assumptions 3.2.1-4.2.1,
the posterior density of ζ has the following expansion on any sequence of sets {ζ : ||ζ − ζ0|| =
O(n−1/2)}:
p(ζ|D) ∝ exp
{
− 1
2
(
ζ − θpost
)>
Jn
(
ζ − θpost
)
+Rn
}
, (4.8)
where
Jn = J0,n + nV >12V
−1
11 V12,
θpost = J−1n
(
J0,nζ0,n + nV >12V
−1
11 V12ζˆ
)
,
and Rn = op(1).
Proof. Similar as the proof of Theorem 4.2.1, we have
p˜(ζ|D) = p0,n(ζ)× exp
{
− n
2
(
ζ − ζˆ)>V >12V −111 V12(ζ − ζˆ)+ op(1)}. (4.9)
By Assumption 4.2.3, we have
log{p0,n(ζ)} = log{p0,n(ζ0,n)} − 12(ζ − ζ0,n)
>J0,n(ζ − ζ0,n) + op(1)
for ||ζ − ζ0|| = O(n−1/2) and bounded ζ0,n. Combined with (4.9), we have
p˜(ζ|D) = Cn exp
{
− 1
2
(
ζ − θpost
)>
Jn
(
ζ − θpost
)
+Rn
}
,
where Jn = J0,n + nV >12V
−1
11 V12, θpost = J
−1
n
(
J0,nζ0,n + nV >12V
−1
11 V12ζˆ
)
, Rn = op(1), and Cn is some
constant that does not depend on ζ. More specifically, Cn has the following expression
Cn = p0,n(ζ0,n) exp
{
− 1
2
ζ>0,nJ0,nζ0,n −
n
2
ζˆ>V >12V
−1
11 V12ζˆ +
1
2
θ>postJnθpost
}
.
Therefore, we have (4.8).
Based on Theorem 4.2.2, we have the following remarks:
Remark 4.2.3. For shrinking priors satisfying Assumption 4.2.3, the prior information would
complement the empirical likelihood part and therefore, influence the resultant posterior quantity.
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When J0,n is in the order of n, both the posterior mean and the posterior variance are influenced by
the likelihood and the prior information.
Remark 4.2.4. If ||ζ0,n− ζ0|| = op(1), the BEL estimate is a consistent estimate of ζ0. Otherwise,
bias will be introduced, but the variance of the BEL estimate will be smaller than that of the usual
quantile regression estimates.
Remark 4.2.5. The posterior in ( 4.8) does not directly yield asymptotically valid posterior infer-
ence. However, noting that Jn = J0,n + nV >12V11V12 and J0,n is known, the MCMC chain provides
an estimate of the matrix nV >12V11V12. Combining it with the known J0,n, we can easily obtain
asymptotically valid confidence intervals.
Remark 4.2.6. If J0,n increases at a faster rate than n, the prior will dominate the empirical
likelihood. If ||J0,n|| = o(n), the posterior expansion in Theorem 4.2.1 applies.
In practice, it is convenient to use a prior on ζ as
β(τ1) ∼ N(βp,0(τ1),Ω) and β(τd)|β(τ1) ∼ N(β(τ1),Σd), (4.10)
for d = 2, ..., k, ||Ω−1|| = o(n) and ||Σ(S)d || = O(n−1) (Σ(S)d represents the components of Σd
corresponding to the slope parameters in β(τd)). The priors in (4.10) are practically useful in
the sense that it allows an almost flat prior on the reference quantile at τ1 with a possibly mis-
specified center βp,0, but exert a shrinking priors on the differences between β(τd) and β(τ1). For
this particular type of shrinking priors, we have the following corollary, which indicates that the
mis-specifiction of the prior center will not influence the resultant posterior quantity.
Corollary 4.2.1. For a prior defined in ( 4.10), under Assumptions 3.2.1-4.2.1, the posterior density
of ζ has the following expansion on any sequence of sets {ζ : ||ζ − ζ0|| = O(n−1/2)}:
p(ζ|D) ∝ exp
{
− 1
2
(
ζ − θpost
)>
Jn
(
ζ − θpost
)
+Rn
}
, (4.11)
where
Jn = J0,n + nV >12V
−1
11 V12,
θpost = nJ−1n V
>
12V
−1
11 V12ζˆ + op(1),
and Rn = op(1).
36
Proof. It is easy to check the prior in (4.10) is equivalent to
ζ ∼ N(1k ⊗ βp,0, J−10,n),
with J−10,n =

Ω Ω · · · Ω
Ω Σ2 +Ω · · · Ω
...
...
. . .
...
Ω Ω · · · Σk +Ω

.
Due to the fact that
J0,n =

Ω−1 +Σ−12 + ...+Σ
−1
k −Σ−12 −Σ−13 · · · −Σ−1k
−Σ−12 Σ−12 0 · · · 0
−Σ−13 0 Σ−13 · · · 0
...
...
...
. . .
...
−Σ−1k 0 0 · · · Σ−1k

,
J0,n increases at the rate of n, and therefore satisfies Assumption 4.2.3. Noting that
J0,n
(
1k ⊗ βp,0
)
=
(
(Ω−1βp,0)>, 0>(k−1)×(p+1)
)>
,
we have ||J0,n
(
1k ⊗ βp,0
)|| = op(n). By Theorem 4.2.2, we have (4.11).
Clearly, Theorem 4.2.1 suggests that the mis-specification of prior center βp,0 will not influence
the posterior quantity.
4.3 Discussion
4.3.1 Asymptotic theorem with fixed priors: Theorem 4.2.1
Theorem 4.2.1 gives the asymptotic normal distribution of the posterior quantity. Noting that
the asymptotic distribution of the usual quantile regression estimator that minimizes (1.3) is also
normal, we may compare these two asymptotic distributions. Such a comparison provides evaluation
of the asymptotic estimation efficiency by the two methods, the Bayesian empirical likelihood and
the usual quantile regression. To do so, we need to further investigate the expression of the posterior
distribution in Theorem 4.2.1. From Theorem 4.2.1, the asymptotic variance is determined by V12
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and V11. By the definition of V11, we can further simplify it as:
V11 = Ψ⊗ E(XX>), (4.12)
where Ψij = τi∧τj−τiτj . In the following analysis, we use the notation a(τ) to indicate the intercept
at τ -th quantile and b(τ) to indicate the slope at τ -th quantile. We first consider the case where
we regard b(τ) as different across τ . Under the homoscedastic model assumption, we can simplify
V12 as
V12 = −diag
(
fτd
)
d=1,...,k
⊗ E(XX>), (4.13)
where fτd = FX(X
>β(τd)) for all d = 1, ..., k. From (4.12) and (4.13), we have
Jn = J0 + n
(
diag
(
fτd
)
i=1,...,k
Ψ−1diag
(
fτd
)
i=1,...,k
)
⊗ E(XX>) = J0 + nΩ−1 ⊗ E(XX>), (4.14)
where Ω is defined as in (1.6). Comparing with (1.6), the asymptotic variance of the posterior
distribution in Theorem 4.2.1 is the same as that for the usual quantile regression estimates.
Then we consider the case in which we regard b(τ) as the same across τ , which means that we
have only p dimensions of the slope parameter expressed as b. Clearly, V11 is still defined as in
(4.12), however, V12 is different from (4.13). For convenience, let
ζ = (a(τ1), ..., a(τk),b),
and X = (1, Xs),
where Xs is the collection of covariates except the intercept, and b is a p dimensional parameter
vectors. Then we could decompose V12 into two parts:
V12 =
(
V12a, V12b
)
, (4.15)
V12a = −diag
(
fτd
)
d=1,...,k
⊗ E(X), (4.16)
V12b = −
(
fτd
)
d=1,...,k
⊗ E
 X>s
XsX
>
s

(p+1)×p
. (4.17)
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Thus,
Jn = J0 + n
 V >12aV −111 V12a V >12aV −111 V12b
V >12bV
−1
11 V12a V
>
12bV
−1
11 V12b
 . (4.18)
In (4.18), the submatrix of Jn corresponding to a(τ) is J0 + nV >12aV
−1
11 V12a, which can be simplified
as:
J0 + nV >12aV
−1
11 V12a = J0 + nΩ
−1 ⊗ E(X>)(E(XX>))−1E(X). (4.19)
Without loss of generality, we assume E(Xs) = 0 so that a(τ) is uniquely determined to be the
quantile at the mean of Xs. Clearly, the expression (4.19) is asymptotically the same as the subma-
trix in (4.14) corresponding to a(τ). Thus, the assumption of common slope will not influence the
estimation efficiency of the intercept parameters by Bayesian empirical likelihood compared to the
usual quantile regression. Besides, we have
V >12aV
−1
11 V12b = 0,
and V >12bV
−1
11 V12b = 1
>
k Ω
−11k ⊗ E(XX>).
Compared to the corresponding term Ω−1 ⊗ E(XX>) in the usual quantile regression, there is no
general conclusion how the estimation efficiency of the slope parameters would be affected by using
the Bayesian empirical likelihood with common slope assumption. For a special case that p = 1 and
k = 2, i.e., the univariate case with only 2 quantiles considered, assuming τ1 < τ2, we have
Ω−1 =
f2τ1f
2
τ2
τ1(1− τ2)(τ2 − τ1)
 τ2(1−τ2)f2τ2 − τ1(1−τ2)fτ1fτ2
− τ1(1−τ2)fτ1fτ2
τ1(1−τ1)
f2τ1
 ,
1tkΩ
−11k =
f2τ1f
2
τ2
τ1(1− τ2)(τ2 − τ1) ×
[τ1(1− τ1)
f2τ1
+
τ2(1− τ2)
f2τ2
− 2τ1(1− τ2)
fτ1fτ2
]
.
It is easy to see that under the condition that
fτ1
fτ2
≥ max
{
2τ1/τ2,
√
(1− τ2)(τ2 − τ1)
τ1(1− τ1)2
}
we have
1tkΩ
−11k ≥
f2τ2(1− τ1)
(1− τ2)(τ2 − τ1) ,
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and therefore (
1tkΩ
−11k
)−1 ≤ (1− τ2)(τ2 − τ1)
f2τ2(1− τ1)
.
Compared to the corresponding elements in Ω, i.e., ω11 = τ1(1− τ1)/f2τ1 and ω22 = τ2(1− τ2)/f2τ2 ,
we have
(
1tkΩ
−11k
)−1 ≤ ω11. For b(τ2), because of τ2τ1 < τ1, we have
τ2 − τ1
1− τ1 < τ2,
and therefore, (
1tkΩ
−11k
)−1
< ω22.
Similarly, under the condition that
fτ2
fτ1
≥ max
{2(1− τ2)
1− τ1 ,
√
τ1(τ2 − τ1)
τ22 (1− τ2)
}
,
we have (
1tkΩ
−11k
)−1 ≤ τ1(τ2 − τ1)
f2τ1τ2
,
which is smaller than ω11 and ω22 simutaneously. Therefore, we can see that the common slope
assumption makes the BEL estimators of b(τ1) and b(τ2) to have smaller asymptotic variance
under the conditions that
fτ1
fτ2
≥ max
{
2τ1/τ2,
√
(1− τ2)(τ2 − τ1)
τ1(1− τ1)2
}
or
fτ2
fτ1
≥ max
{2(1− τ2)
1− τ1 ,
√
τ1(τ2 − τ1)
τ22 (1− τ2)
}
.
For symmetric fX , if τ1 + τ2 = 1, we have fτ1 = fτ2 , and therefore,
(
1tkΩ
−11k
)−1 = τ1
2f2τ1
.
It follows that the common slope assumption makes the BEL estimators of b(τ1) and b(τ2) have
smaller variance under the conditions that τ1 + τ2 = 1 and fτ1 = fτ2 .
Under specific models, we can actually calculate the asymptotic efficiency obtained by BEL and
CQR over the RQ estimates. For example, we consider about the following linear model
Y = X>β + e, (4.20)
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Asymptotic Relative Efficiencies for Slope Estimators
e ∼ N(0, 4)
τ = 0.25 τ = 0.5 τ = 0.75 τ = 0.9 τ = 0.925 τ = 0.95
BEQ.l/RQ 1.043 1.352 1.043 1.000 1.132 1.032
BEL.c/RQ 1.598 1.352 1.598 1.029 1.219 1.572
CQR/RQ 1.590 1.345 1.590 0.984 1.166 1.504
e ∼ Gamma(2,√2)
τ = 0.25 τ = 0.5 τ = 0.75 τ = 0.9 τ = 0.925 τ = 0.95
BEQ.l/RQ 1.003 1.277 1.166 1.000 1.106 1.054
BEL.c/RQ 1.046 1.920 4.253 1.001 1.325 1.961
CQR/RQ 0.827 1.518 3.363 0.894 1.183 1.751
log{e} ∼ N(0, 1)
τ = 0.25 τ = 0.5 τ = 0.75 τ = 0.9 τ = 0.925 τ = 0.95
BEQ.l/RQ 1.004 1.062 1.650 1.001 1.050 1.132
BEL.c/RQ 1.006 3.280 14.942 1.032 1.677 3.261
CQR/RQ 0.541 1.763 8.032 0.756 1.227 2.386
Table 4.1: The table presents the ratio of the asymptotic MSE of the RQ estimators over that of
the BEL.l, BEL.c or CQR estimator for Model (4.20) with different error distributions, when jointly
estimating quantiles at τ = 0.25, 0.5, 0.75 and τ = 0.9, 0.925, 0.95, respectively.
in which the i.i.d error e follows the distribution function Fe. Besides the common slope assumption,
we may also assume the slope parameters are linearly related to the quantile τ , i.e.,
b(τ2)− b(τ1)
τ2 − τ1 =
b(τ3)− b(τ1)
τ3 − τ1 ,
for distinct quantiles τ1, τ2, τ3 ∈ (0, 1). We note the BEL method assuming a common slope param-
eter across quantiles as BEL.c; and the BEL method assuming the slope parameters are linearly
related to τ as BEL.l. Similarly by using Theorem 4.2.1, we can derive the asymptotic expansion
for BEL.l. The details are skipped here. Because Model (4.20) has i.i.d. error e, the commonality
assumptions assumed in both BEL.c and BEL.l are consistent with this true underlying model. In
Table 4.1, we list some results on the asymptotic efficiency of BEL.l, BEL.c, and CQR over RQ with
different error distributions Fe.
4.3.2 Bayesian quantile regression with other working likelihoods
As shown in Theorem 4.2.1, the posterior variance covariance matrix J−1n in (4.4) is the same as the
asymptotic variance matrix of the corresponding MELE, which is given in Qin and Lawless (1994).
This justifies the use of our BEL approach for inference in the frequentist sense, i.e., the resultant
posterior chain can be used to estimate of the variance of the BEL estimates. This property might
not be shared by the other Bayesian quantile regression approaches employing some other working
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likelihood, for example, the asymmetric laplace distribution.
The Laplace distribution used in Yu and Moyeed (2001) can be specified as
τ(1− τ)
σ
exp
{− ρτ (y − x>β)
σ
}
,
where ρτ (µ) = µ(τ − 1{µ<0}). In Yu and Moyeed (2001), they regard σ as fixed. Then the posterior
is proportional to
pAL(β(τ)|D) ∝ exp
{− ∑ni=1 ρτ (yi − x>i β(τ))
σ
}
. (4.21)
Following the same argument in the proof of Theorem 4.1 in Chapter 4.2 of Koenker (2005),
for δ =
√
n(β(τ)− β0(τ)) and
Zn(δ) =
n∑
i=1
{
ρτ (yi − x>i β(τ))− ρτ (yi − x>i β0(τ))
}
,
we have
Zn(δ) = Z1n(δ) + Z2n(δ),
Z1n(δ) = − 1√
n
n∑
i=1
x>i δφτ (yi − x>i β0(τ)),
and Z2n(δ) =
m∑
i=1
∫ νni
0
(1{yi−x>i β0(τ)≤s} − 1{yi−x>i β0(τ)≤0})ds,
for φτ (µ) = τ − 1{µ<0} and νni = x>i δ/
√
n. For ||β(τ) − β0(τ)|| = O(n−1/2)||, i.e. δ = O(1), by
Bahadur representation in Chapter 4.3 of Koenker (2005), we have
Z1n(δ) = −
√
n
{
βˆ(τ)− β0(τ)
}>
D1δ + op(1),
where D1 = limn→∞ n−1
∑n
i=1 fi(x
>
i β0(τ))xix
>
i . Using the same argument in the proof of Theo-
rem 4.1 in Chapter 4.2 of Koenker (2005), we have
Z2n(δ) = (2n)−1
n∑
i=1
fi(x>i β0(τ))δ
>xix>i δ + op(1)
=
1
2
δ>D1δ + op(1).
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Then we have
Zn(δ) =
√
n
(
βˆ(τ)− β0(τ)
)>
D1δ +
√
n
2
(
β(τ)− β0(τ)
)>
D1δ
=
n
2
(
β(τ) + β0(τ)− 2βˆ(τ)
)>
D1
(
β(τ)− β0(τ)
)
=
n
2
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))+ Cn,
where Cn = −n2
(
βˆ(τ)− β0(τ)
)>
D1
(
βˆ(τ)− β0(τ)
)
. Combined with (4.21), we have
pAL(β(τ)|D) ∝ exp
{
− n
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))
2σ
}
,
which suggests the corresponding posterior variance matrix of
√
n
(
β(τ)− βˆ(τ)) is D−11 σ. Note that
the asymptotic variance matrix of the usual quantile regression estimate is τ(1−τ)D−11 E(XX>)D−11 ,
which is clearly different from D−11 σ. Therefore, the Bayesian quantile regression using the assy-
metric laplace distribution with a known σ is not valid for inference with respect to its frequentist
properties in the asymptotic sense.
For unknown σ, we assume the prior for σ is pi(σ) = 1/σ. Instead of (4.21), we have
pAL(β(τ), σ|D) ∝ 1
σn+1
exp
{− ∑ni=1 ρτ (yi − x>i β(τ))
σ
}
.
For the marginal posterior pAL(β(τ)|D), we have
pAL(β(τ)|D) =
∫ ∞
0
pAL(β(τ), σ|D)dσ (4.22)
∝
∫ ∞
0
1
σn+1
exp
{− ∑ni=1 ρτ (yi − x>i β(τ))
σ
}
dσ
∝
{ n∑
i=1
ρτ (yi − x>i β(τ))
}−n
= exp
{
− n log {n
2
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))+ Cn + n∑
i=1
ρτ (yi − x>i β0(τ))
}}
For ||β(τ)− β0(τ)|| = O(n−1/2)||, we have
n
2
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ)) = Op(1),
Cn = Op(1) and
n∑
i=1
ρτ (yi − x>i β0(τ)) = Op(n).
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Considering the Taylor expansion of (4.22), we have
log
{n
2
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))+ Cn + n∑
i=1
ρτ (yi − x>i β0(τ))
}
= log
{
Cn +
n∑
i=1
ρτ (yi − x>i β0(τ))
}
+
n
2
(
β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))
Cn +
∑n
i=1 ρτ (yi − x>i β0(τ))
+ op(||β(τ − βˆ(τ)||2).
For ρτ (y − x>β0(τ)), we have
E
{
ρτ (y − x>β0(τ))
}
= τ(1− τ){E(e(τ)|e(τ) > 0)− E(e(τ)|e(τ) < 0)},
where e(τ) = y − x>β0(τ). By the law of large numbers, we have
ρτ (y − x>β0(τ)) = Eτ + op(1) for Eτ = τ(1− τ)
{
E(e(τ)|e(τ) > 0)− E(e(τ)|e(τ) < 0)}.
Therefore, for ||β(τ)− β0(τ)|| = O(n−1/2)||, we have
pAL(β(τ)|D) ∝ exp
{
−
n
2 (β(τ)− βˆ(τ))>D1(β(τ)− βˆ(τ))
Eτ + op(1)
+ op(1)
}
From the above posterior expansion, we can see that for unknown σ with a prior pi(σ) = 1/σ, the
posterior distribution of
√
n(β(τ) − βˆ(τ)) is asymptotically normal with mean zero and variance
matrix EτD−11 , which is different from the asymptotic variance matrix of the RQ estimates. From
that sense, the Bayesian quantile regression using the assymetric laplace distribution with a prior
pi(σ) = 1/σ on the unknown parameter σ is not valid for inference with respect to its frequentist
properties in the asymptotic sense.
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Chapter 5
Simulation Studies
In this chapter, we assess the performance of the Bayesian empirical likelihood (BEL) with quantile
regression through a series of simulation studies. Through these simulation studies, we investigate
the coverage probability and estimation efficiency in the frequentist view of the BEL estimators.
The estimation efficiency is measured by the estimated mean squared error (MSE). We also explore
the influence of informative priors on the BEL estimation. Particularly, we are interested in how
informative priors would help improve the estimation efficiency of quantiles in the tails, like the
0.99-th quantile.
We use the following notations to distinguish the BEL estimators with various priors on the slope
parameters. The usual quantile regression estimation at each τ will be denoted simply as RQ.
• BEL.s : BEL estimator of individual quantiles using moment restrictions at each τ .
• BEL.m : BEL estimator based on joint moment restrictions at multiple τ ’s.
• BEL.l : BEL estimator based on joint moment restrictions assuming that the slope parameters
vary linearly in τ .
• BEL.c : BEL estimator based on joint moment restrictions assuming a common slope param-
eter at several τ ’s.
• BEL.p : BEL estimator based on joint moment restrictions assuming that the differences in
slope parameters across τ ’s have normal priors with zero mean and “small” variances.
The common slope assumption and its variant BEL.p can be viewed as informative priors on the
slope parameters. In the case of no commonality across quantiles, one can also compute empirical
likelihood under joint moment restrictions at multiple τ ’s, as in BEL.m. In this case, the estimating
functions at multiple quantiles use the same weights, thus placing more restrictions on the feasible
region for ωi. By Theorem 4.2.1, the maximum empirical likelihood estimators under single or joint
moment restrictions are asymptotically equivalent to the RQ estimators. In finite samples, however,
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there is a noticeable difference between BEL.s and its counterparts BEL.m based on joint moment
restrictions. We have found that BEL.s generally performs better in empirical studies, and therefore,
we have included BEL.s only in most simulation studies when no assumptions are made on β(τ)
across quantile levels.
This chapter is organized as follows: in Section 5.1, we investigate the coverage properties, i.e.,
the coverage probabilities and the lengths, of the posterior credible inervals from the BEL using
various priors. In Section 5.2, we investigate the estimation efficiency of the BEL estimates at
the three quartiles 0.25, 0.5, 0.75. In Section 5.3, we explore the estimation efficiency of the BEL
estimates at high quantiles, e.g., 0.9, 0.95, 0.99. The findings are concluded in Section 5.4, with
discussions in Section 5.5.
5.1 Coverage properties of the posterior credible intervals
In this section, we investigate the coverage properties, i.e., coverage probabilities and lengths, of
the posterior credible intervals obtained from the BEL using different priors. In Section 5.1.1, we
focus on the posterior credible intervals from BEL.s when nearly flat priors are used. In Section
5.1.2, we investigate how informative priors influence the posterior credible intervals from BEL.s.
In Section 5.1.3, we investigate the posterior credible intervals from BEL.c when the three quartiles
0.25, 0.5, 0.75 are estimated jointly.
5.1.1 Simulation study 1: BEL.s using nearly flat priors
In this section, we investigate the frequentist properties, i.e., lengths and coverage probabilities of
the posterior credible intervals obtained from BEL.s under different error settings. We consider the
following three data generating models:
A1. Y = X + e, where X follows the chi-square distribution with 2 degrees of freedom, χ2(2),
e ∼ N(0, 4), and X and e are independent of each other.
A2. Y = X + e, where X ∼ χ2(2), e follows Gamma(2, 1.5), the gamma distribution with the
shape and scale parameters as 2 and 1.5, respectively, and X and e are independent with each
other.
A3. Y = X + e, where X follows χ2(2), and e, given X = x, follows (0.5x+ 1)×Gamma(2, 1.5),
a gamma distribution whose scale parameter depends on X.
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For Model A1, we use different sample sizes and have 1000 data sets in each trial. We note the
median intercept as a(0.5), and the median slope as b(0.5). In addition to BEL.s, we include two
other Bayesian methods:
• BTL : the Bayesian method using the true likelihood
n∏
i=1
σ−1φ
{yi − a(0.5)− b(0.5)(xi − 2)
σ
}
,
where φ is the density of the standard normal distribution.
• BDL : a pseudo Bayesian method using the Laplace density as the working likelihood
n∏
i=1
σ˜−1 exp
{
− |yi − a(0.5)− b(0.5)(xi − 2)|
2σ˜
}
,
where σ˜ is estimated by the mean of the absolute residuals from the RQ estimate at τ = 0.5.
Similar MCMC sampling algorithms are used for all the three methods. We use the 2.5-th and
the 97.5-th percentiles of the Markov chain from each Bayesian method for τ = 0.5 to form 95%
interval estimates for the parameters, respectively. The BTL method can be viewed as a yardstick
for any MCMC based method, because it uses the true parametric likelihood under the model, which
is generally unknown in practice. The reason to consider BDL is that the exponential component
of its working likelihood is the objective function of median regression. The BDL method has been
used earlier by Yu and Moyeed (2001) among others, but in our empirical work, we have chosen to
use a fixed value of σ in BDL, because we have found that the MCMC chains have better mixing
properties without including σ as an unknown parameter. A sensible value of σ to use in BDL is
the RQ-based scale estimate. For each Bayesian method, the priors on the median intercept a(0.5)
and the median slope b(0.5) are normal priors with means at the true values of a(0.5) and b(0.5),
respectively, with standard deviations 100. Table 5.1 provides the average coverage probability and
average length information for each of the three methods over 1000 samples at each choice of n.
In Models A2 and A3, we have non-Gaussian homogeneous and heteroscedastic errors, respec-
tively. For both models, we use sample size n = 100 and n = 400 to check how the BEL.s performs
with respect to the coverage properties of the posterior intervals as sample size increased. The
results based on Models A2 and A3 are given in Table 5.2.
Table 5.1 shows that as the sample size increases, the posterior intervals obtained from BEL.s
and BTL approach the nominal levels 95%, although the convergence is not as fast as we might have
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95% CI LENGTH of 95% CI
n BEL.s BTL BDL BEL.s BTL BDL
100 a(0.5) 0.97 0.94 0.98 1.06 0.80 1.11
b(0.5) 0.98 0.94 0.98 0.58 0.41 0.58
400 a(0.5) 0.97 0.95 0.98 0.43 0.40 0.55
b(0.5) 0.94 0.95 0.98 0.22 0.20 0.28
1600 a(0.5) 0.96 0.96 0.97 0.25 0.21 0.28
b(0.5) 0.96 0.96 0.98 0.13 0.10 0.14
Table 5.1: Comparison of 95% posterior intervals of the median regression parameters from three
methods for Model A1: (1) BEL.s, (2) BTL based on the true likelihood, and (3) BDL based on
a working Laplace likelihood. The coverage probability and lengths of the posterior intervals are
computed over 1000 data sets of sample sizes n = 100, 400, and 1600.
90% CI 95% CI
n=200 n=1000 n=1500 n=200 n=1000 n=1500
Model A2
a(0.5) coverage 0.942 0.924 0.904 0.972 0.972 0.962
length 0.846 0.363 0.292 1.007 0.432 0.347
b(0.5) coverage 0.946 0.928 0.898 0.980 0.960 0.950
length 0.318 0.131 0.105 0.380 0.156 0.125
Model A3
a(0.5) coverage 0.940 0.926 0.922 0.972 0.956 0.958
length 1.400 0.596 0.487 1.674 0.710 0.580
b(0.5) coverage 0.936 0.930 0.924 0.970 0.966 0.958
length 0.989 0.417 0.339 1.185 0.498 0.403
Table 5.2: Coverage properties of BEL.s based on Models A2 and A3
expected. Because the underlying model has i.i.d. normal errors, the asymptotic relative efficiency
of BEL.s and BDL are approximately 67% of BTL, which helps explain the differences in the interval
lengths. We also note that BEL.s outperforms BDL by the frequentist measures. Similar phenomena
have been observed in the interval estimation for other quantiles, but we skip the details.
From Table 5.2, it is quite obvious that as the sample size increases, the coverage probabilities of
the BEL.s posterior intervals become closer to their nominal levels, and the lengths of the posterior
credible intervals shrink in both Models A2 and A3 as expected. Similar phenomena have been
observed in the estimation for other quantiles, but we skip the details.
The results from Simulation study 1 suggest that the frequentist properties of the posterior
intervals from BEL.s are valid in the asymptotic sense, i.e., the coverage probability is closer to the
corresponding nominal level as the sample size increases. Besides, the BEL performs more closely
to the BTL as the sample size increases, and therefore, we lose only limited information by using
empirical likelihood instead of the true likelihood for large sample problems.
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5.1.2 Simulation study 2: BEL.s using informative priors
In this section, we investigate the influence of priors on the coverage probabilities and lengths of the
posterior credible intervals obtained from the BEL.s. We use Models A2 and A3 in the simulation
studies here.
n=100 n=400
σ = 0.2 σ = 3 σ = 10 σ = 0.2 σ = 3 σ = 10
Model A2
bias=0 a(0.5) coverage 0.998 0.968 0.970 0.994 0.974 0.968
length 0.665 1.456 1.451 0.510 0.692 0.693
b(0.5) coverage 0.988 0.968 0.974 0.986 0.970 0.972
length 0.356 0.567 0.561 0.221 0.252 0.252
bias=1.0 a(0.5) coverage 0.000 0.964 0.964 0.198 0.970 0.966
length 0.713 1.448 1.457 0.533 0.694 0.695
b(0.5) coverage 0.810 0.978 0.972 0.950 0.970 0.970
length 0.543 0.563 0.590 0.221 0.253 0.253
bias=6.0 a(0.5) coverage 0.000 0.972 0.962 0.000 0.970 0.972
length 0.492 1.485 1.451 0.864 0.694 0.694
b(0.5) coverage 0.000 0.986 0.978 0.000 0.972 0.970
length 0.655 0.567 0.481 0.614 0.252 0.253
Model A3
bias=0 a(0.5) coverage 1.000 0.976 0.978 0.998 0.972 0.968
length 0.711 2.360 2.448 0.605 1.140 1.143
b(0.5) coverage 1.000 0.978 0.970 0.994 0.962 0.964
length 0.643 1.655 1.710 0.490 0.804 0.807
bias=1.0 a(0.5) coverage 0.000 0.972 0.974 0.142 0.970 0.970
length 0.748 2.369 2.440 0.646 1.141 1.146
b(0.5) coverage 0.010 0.976 0.974 0.640 0.964 0.964
length 0.701 1.653 1.697 0.543 0.805 0.808
bias=6.0 a(0.5) coverage 0.004 0.968 0.974 0.000 0.886 0.966
length 0.712 2.427 2.441 0.745 1.167 1.145
b(0.5) coverage 0.004 0.970 0.972 0.000 0.972 0.960
length 0.409 1.682 1.702 0.553 0.806 0.808
Table 5.3: Coverage properties of 95% CI with various priors for BEL.s in Models A2 and A3
For each model we use various normal priors with different combinations of means and standard
deviations. With each prior, we apply the BEL.s on the same data set with two different sample
sizes n = 100 and n = 400, respectively. The simulation results are shown in Table 5.3, where we
use bias=0 to indicate the normal priors centered at the true values of the median intercept a(0.5)
and the median slope b(0.5), respectively. The rows with bias=1.0 in Table 5.3 use the normal priors
with means a(0.5) + 1.0, and b(0.5) + 1.0, respectively. The columns σ correspond to the standard
deviations of the normal priors. We have the following remarks based on the simulation results
summarized in Table 5.3:
R1. At both sample sizes n = 100 and n = 400, whether the priors are biased or not, as the
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standard deviation σ of the priors increases, the priors are less influential to the resultant
posterior quantities, in the sense that the posterior coverage probabilities are closer to the
the coverage probabilities under flat priors. The influence from the priors is less evident in
larger sample size n = 400. For example, with Model A3, when the prior has bias=1.0 and
σ = 0.2, the coverage probability of b(0.5) by the BEL at sample size n = 100 is only 0.010
but increased to 0.640 at n = 400. Besides, when the σ increases from 1 to 10 with the bias
fixed at 1.0, the length of the posterior credible interval of a(0.5) at n = 100 changes from
2.369 to 2.440 but remains almost the same at n = 400.
R2. When the priors have a small σ at 0.2, the resultant coverage probabilities of the posterior
credible intervals are dominantly affected by the prior information. Take Model A2 at n = 100
for example, when bias=0, the coverage probabilities of a(0.5) and b(0.5) are as high as 0.998
and 0.988, respectively. When the bias increases, the coverage probabilities decreases, even to
0.000 when bias=6.0. Another interesting phenomenon is that strong informative priors do
not necessarily help the coverage probabilities to stay closer to their nominal levels. For Model
A2 there are extremely high coverage probabilities, i.e., more than 0.99 for a(0.5) with prior
of bias=0.0 and σ = 0.2.
R3. At both sample sizes n = 100 and n = 400 with priors of σ = 0.2, as the bias of the prior
increases, the lengths of the resultant posterior credible intervals usually increases. Such
increase is less evident for the larger sample size n = 400. Take b(0.5) in Model A2 for
example, when the bias increases from 0 to 1.0, the lengths of the posterior credible intervals
increases from 0.356 to 0.543 at n = 100 while no increase is observed at n = 400. However,
in Model A2 with priors of σ = 0.2, we find that the length of the posterior credible interval
of a(0.5) decreases as bias increases from 1.0 to 6.0. The explanation might be that the strong
prior, with a very large bias 6.0, actually dominated the posterior credible intervals without
participation of the empirical likelihood part. On the opposite, the prior, with moderate
bias 1.0, and the same standard deviation 0.2 is not sufficiently deviated from the empirical
likelihood mode area and therefore the tail of the prior is somewhat extended by the empirical
likelihood, which contributes to a longer posterior credible interval.
Based on the comments above, we conclude that the influence of the priors on the coverage
properties of the posterior credible intervals is less evident at larger sample sizes and at larger σ.
Strong priors might dominate the properties of the resultant posterior quantities. Moreover, we
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find that the frequentist properties of the posterior credible intervals, i.e, coverage probabilities and
lengths, are not consistently influenced by the the priors’ strength and deviations from the truth in
the same direction. The strong priors do not necessarily help the coverage probabilities closer to
the nominal levels, and the less informative priors do not always lead to longer posterior credible
intervals. These frequentist properties are more likely to be the result of the comprise between the
priors and the empirical likelihood, as shown in R2 and R3. We will provide more explanations and
some theoretical results with a simple example in Section 5.5.1.
5.1.3 Simulation study 3: BEL.c for multiple quantiles estimation
In this section, we explore whether the BEL assuming a common slope parameter across quan-
tiles produce posterior credible intervals with valid coverage properties when the common slope
assumption is consistent with the underlying model.
For both Models A1 and A2, we apply BEL.c, which assumes b(0.25) = b(0.5) = b(0.75) to
estimate a(τ) and b(τ) jointly. More specifically, in BEL.c, we plug in the same values of b(0.25)
and b(0.75) as b(0.5) in (1.13) and then calculate the empirical likelihood value to perform the
Bayesian computation. Therefore, we actually reduce the dimension of the parameters from 6 to 4,
to include just a(0.25), a(0.5), a(0.75) and b(0.5). The priors on these four parameters are all normal
priors with means set at their true parameters and standard deviations 100. Because of the large
standard deviations, the results are insensitive to the prior means. We check the coverage properties
of the posterior intervals from the BEL.c. For both Models A1 and A2, we use sample size n = 50,
n = 100, and n = 400, respectively. For each trial, we use 500 data sets. The simulation results
are summarized in Table 5.4. As shown in Table 5.4, when the sample size increases, the coverage
probabilities are closer to the nominal levels accompanying with shorter posterior credible intervals.
Moreover,the convergence to the nominal levels is faster compared to that in the estimation at
individual quantile, as shown in Table 5.1 and 5.2.
5.2 Estimation efficiency of the BEL estimates at quartiles
In this section, we explore the estimation efficiency of the BEL estimates when we are interested
in the three quartiles 0.25, 0.5, 0.75. From the asymptotic theorems in Chapter 4, we have shown
that the BEL.s or BEL.m estimates have the same asymptotic efficiency as the RQ estimates, when
nearly flat priors are used. Table 4.1 shows the asymptotic efficiency gain of BEL.c and BEL.l over
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90% CI 95% CI
n=50 n=100 n=400 n=50 n=100 n=400
Model A1
a(0.25) coverage 0.948 0.900 0.898 0.986 0.950 0.942
length 1.802 1.222 0.585 2.155 1.462 0.698
a(0.5) coverage 0.926 0.884 0.898 0.970 0.938 0.950
length 1.672 1.151 0.555 1.999 1.372 0.662
a(0.75) coverage 0.926 0.904 0.910 0.970 0.954 0.954
length 1.799 1.228 0.590 2.155 1.467 0.704
b(0.5) coverage 0.904 0.870 0.896 0.936 0.928 0.946
length 0.550 0.376 0.181 0.664 0.450 0.216
Model A2
a(0.25) coverage 0.932 0.940 0.902 0.966 0.980 0.948
length 1.253 0.861 0.416 1.494 1.022 0.496
a(0.5) coverage 0.934 0.910 0.916 0.978 0.956 0.952
length 1.535 1.030 0.499 1.832 1.225 0.593
a(0.75) coverage 0.946 0.932 0.904 0.974 0.966 0.954
length 2.176 1.449 0.670 2.606 1.728 0.797
b(0.5) coverage 0.928 0.920 0.908 0.968 0.954 0.956
length 0.458 0.309 0.147 0.554 0.370 0.175
Table 5.4: The table presents the coverage probabilities and lengths of the posterior intervals ob-
tained from BEL.c for Models A1 and A2
the RQ estimates under various homoscadestic error models, including Models 1 and 2. However,
for models with heteroscadestic errors, the informative priors assumed in BEL.c, BEL.l and BEl.p
will introduce bias but may reduce the variance of the their estimates. Therefore, the estimation
efficiency of their estimates are still unclear under the asymptotic theory in Chapter 4. In this
section, we will use simulation studies to show the finite sample performance of the BEL estimates
at quartiles in models with homoscadestic or heteroscadestic errors.
This section is organized as follows. In Section 5.2.1, we study the estimation efficiency of the
BEL.s and BEL.c estimates for models with homoscadestic errors. In Section 5.2.2, we investigate the
estimation efficiency of the BEL.m, BEL.c, BEL.l, BEL.p estimates for models with heteroscadestic
errors.
5.2.1 Simulation study 4: estimation efficiency with homoscadestic
errors
Now we explore whether the BEL will improve the estimation efficiency by assuming a common
slope parameter for homoscedastic error models. We apply BEL.c using the same nearly flat priors
as in Section 5.1.3 for Models 1 and 2. Although the normal priors with standard deviations 100
used in the simulation are nearly flat, the common slope assumption across quantiles can be viewed
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as informative prior information. We are interested in whether the incorporation of such prior would
help improve the estimation efficiency of the slope parameter b(0.5) by combining strength from all
the three quartiles. We measure the estimation efficiency by the calculated MSE of the estimators
of the four parameters a(0.25), a(0.5), a(0.75) and b(0.5) based on 500 data sets. For comparison,
we also apply the usual quantile regression RQ in Koenker (2005) and CQR in Zou and Yuan (2008)
on the same data and calculate the MSE of those estimators. The results are listed in Table 5.5.
We report the MSE ratio of BEL.c, BEL.s and CQR over RQ at sample sizes n = 50, n = 100
and n = 400, respectively. The numbers in the brackets are the estimated standard errors of the
corresponding estimated MSE ratios.
Model A1 Model A2
n=50 n=100 n=400 n=50 n=100 n=400
BEL.c/RQ a(0.25) 0.747(0.052) 0.842(0.062) 0.819(0.028) 0.839(0.069) 0.849(0.032) 0.952(0.037)
a(0.5) 0.786(0.056) 0.818(0.054) 0.852(0.044) 0.717(0.050) 0.711(0.023) 0.703(0.042)
a(0.75) 0.730(0.055) 0.698(0.049) 0.777(0.026) 0.624(0.042) 0.649(0.038) 0.604(0.046)
b(0.5) 0.827(0.058) 0.778(0.033) 0.761(0.027) 0.501(0.044) 0.500(0.049) 0.500(0.037)
BEL.s/RQ a(0.25) 0.838(0.045) 0.859(0.040) 0.940(0.028) 0.687(0.038) 0.762(0.032) 0.879(0.023)
a(0.5) 0.723(0.038) 0.774(0.025) 0.849(0.030) 0.773(0.049) 0.774(0.025) 0.882(0.025)
a(0.75) 0.747(0.042) 0.749(0.032) 0.886(0.021) 0.844(0.052) 0.791(0.026) 0.897(0.026)
b(0.5) 0.789(0.040) 0.700(0.025) 0.779(0.025) 0.771(0.069) 0.800(0.068) 0.845(0.037)
CQR/RQ a(0.25) 0.804(0.045) 0.860(0.041) 0.798(0.014) 1.168(0.043) 1.094(0.041) 1.138(0.072)
a(0.5) 0.856(0.022) 0.865(0.028) 0.859(0.027) 0.831(0.036) 0.820(0.021) 0.814(0.025)
a(0.75) 0.735(0.056) 0.765(0.036) 0.838(0.029) 0.601(0.022) 0.672(0.034) 0.668(0.026)
b(0.5) 0.736(0.045) 0.727(0.025) 0.724(0.024) 0.654(0.045) 0.668(0.041) 0.668(0.036)
RQ a(0.25) 0.287(0.019) 0.156(0.009) 0.039(0.003) 0.126(0.008) 0.062(0.004) 0.017(0.001)
a(0.5) 0.243(0.014) 0.145(0.009) 0.032(0.002) 0.231(0.015) 0.109(0.007) 0.032(0.002)
a(0.75) 0.306(0.020) 0.182(0.011) 0.037(0.002) 0.541(0.041) 0.237(0.017) 0.067(0.004)
b(0.5) 0.032(0.002) 0.018(0.001) 0.004(0.0003) 0.032(0.002) 0.014(0.001) 0.004(0.0003)
Table 5.5: The table presents the MSE ratios of BEL.c, BEL.s and CQR estimates over RQ estimates
for Models A1 and A2, respectively. The MSE of RQ estimates are listed in the bottom part the
table.
From Table 5.5, it is obvious that BEL.c outperforms RQ because its MSE ratios are all smaller
than 1. The smaller MSE of BEL.c is gained by taking advantage of the assumption of b(0.25) =
b(0.5) = b(0.75). Such outperformance is more obvious for the gamma error in Model A2, in which
the MSE of b(0.5) is almost half of the MSE of RQ estimates at all sample sizes n = 50, 100, 400.
The small standard error of the estimated MSE further confirms the better performance of BEL.c.
It is surprising to see that BEL.s, which allows the slope to be different at different quantiles,
also seems to perform better than RQ. By further checking the MSE ratios of BEL.s over RQ, we
note that such outperformance of BEL.s tends to diminish as the sample size increases. For Model
A2, the MSE ratio of BEL.s over RQ for b(0.5) is 0.771 at the sample size n = 50, but 0.845 at
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the sample size n = 400. Another unexpected finding is that compared to BEL.s, BEL.c appears
not to gain much in Model A1 with normal errors. One explanation might be that if the sample
size keeps increasing, the differential of the performances of BEL.c and BEL.s will be more evident.
Another reason might be that for Model A1 with normal errors, BEL.c does not gain strength by
borrowing information from the two quartiles at τ = 0.25 and 0.75 to help estimate the common
slope b(0.5). However, when the error distribution is skewed as in Model A2, BEL.c actually benefits
from borrowing information from the two other quartiles, and therefore achieves smaller MSE in
the estimation of b(0.5) as compared to BEL.s. As mentioned in Section 1.2, CQR also assumes
common slopes at different quantiles and therefore is expected to improve the estimation efficiency
compared to RQ. Based on Table 5.5, CQR does not perform as well as BEL.c especially for Model
A2 with gamma errors. This could be explained by the fact that CQR does not use good weights
to combine the objective functions (1.2) corresponding to different quantiles.
5.2.2 Simulation study 5: estimation efficiency with heteroscadestic
errors
In Section 5.2.1, we focus on the properties of the BEL estimators under homoscedastic error models.
The simulation results in Section 5.2.1 provide support for the improvement of estimation efficiency
of BEL.c by assuming common slopes across quantiles under modesl with homoscadestic errors.
For models with heteroscadestic errors, this common slope assumption may introduce bias into the
estimates, and meanwhile reduce the variance. Therefore, whether the common slope assumption
will help effciency gain is unclear for models with heteroscadestic errors. Besides, the common
slope assumption might be too restrictive in reality. More often, we might just have some general
assumptions across quantiles, like b(τ) = b(τ0) + r(τ − τ0) for some pre-specified τ0 and some
unknown r, which constrains the b(τ) to be linear in τ in some range. Such linear assumption is
also approximately true in a small interval of τ if the b(τ) is smooth about τ . The BEL can easily
incorporate a wide variety of assumptions about the parameters across quantiles as prior information
in its Bayesian inference and therefore improve the estimation efficiency for some quantiles. We will
show through the following simulation studies how the BEL performs with a variety of priors on the
slope parameters b(τ) across τ . We first introduce Model A4.
A4. Y (τ) = a(τ) + b(τ)X, where X ∼ χ2(2), τ is uniformly generated from the interval (0, 1), the
intercept a(τ) is the τ -th quantile of N(0, 1), and b(τ) = 1 + τ .
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We use sample size n = 100, and estimate a(τ) and b(τ) at the three quartilles τ = 0.25, 0.5, 0.75.
Besides BEL.m, BEL.l, and BEL.c, we consider about the BEL estimates with the following priors,
and for each trial, we have 500 data sets.
• BEL.p1: The priors on a(τ) and b(0.5) are nearly flat. For τ = 0.25, 0.75, the priors on b(τ)
conditional on b(0.5) are N(b(0.5)+τ−0.5, σ2). We used σ = 0.1 and 0.01 in two experiments,
respectively.
• BEL.p2: The priors on a(τ) are nearly flat. The prior on b(0.5) is N(1.5,0.04). For τ =
0.25, 0.75, the priors on b(τ) conditional on b(0.5) are N(b(0.5) + τ − 0.5, σ2) with σ = 0.02.
If we rewrite Model A4 as Y = a + bX + e, the distribution of e depends on the covariate X.
More specifically, e can be divided as the sum of two error terms e1 and e2, in which e1 follows
N(0, 1) and is independent of X, e2 is proportional to X and the proportion follows U(0, 1).
The practical implication of the above priors is explained as follows: BEL.m makes no assumption
about the relationship among b(τ). However, rather than estimating (a(τ), b(τ)) separately for each
individual τ as in Section 5.1.1 and Section 5.1.2, we use the BEL based on a combined group of
estimating equations incorporating all the three quartiles. More specifically, this approach combines
the estimating equations for different τ , and assigns the same weight to (1.10) evaluated at the
i-th observation across the three quartiles in the calculation of the empirical likelihood. The earlier
approach BEL.s, which deals with each τ separately, allows the i-th observation to have different
weights in each subgroup of estimating equations corresponding to each particular τ . Asymptotically,
BEL.s and BEL.m are equivalent in efficiency. An extreme situation of BEL.p1 is when σ = 0,
indicating an exact relationship b(τ) = b(0.5) + (τ − 0.5), at τ = 0.25, 0.75, which is BEL.l. For
moderately small σ, it allows b(τ) to have some random deviation from b(0.5) + (τ − 0.5) and
the intensity of the deviation is restricted by σ. Noting that BEL.p1 only restricts the behaviors
of b(0.25) and b(0.75) conditioning on b(0.5) but provides no information on b(0.5), BEL.p2 is
stronger than BEL.p1 in the sense that it also exerts some informative normal prior on b(0.5).
BEL.l essentially requires b(0.25),b(0.5) and b(0.75) to lie on one line, and therefore reduces the
dimension of the slope parameters b(τ) from 3 to 2. Both BEL.p1 and BEL.l take some relaxed
form of the linear relationship among b(τ). The difference is that BEL.p1 specifies the slope of
the linear relationship among b(τ) to be 1 and allows b(τ) to moderately deviate from the line
b(τ) = 1 + τ under the control of σ; while BEL.l forces b(0.25),b(0.5) and b(0.75) to lie on the same
line but does not specify the slope of the linear relationship. For Model A4, BEL.c provides false
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information on b(τ), i.e., assuming the b(τ)to be the same at the three quartiles.
a(0.25) a(0.5) a(0.75) b(0.25) b(0.5) b(0.75)
BEL.m 90%CI coverage 0.936 0.924 0.942 0.920 0.922 0.922
Length of 90%CI 1.353 1.199 1.363 0.740 0.709 0.735
95%CI coverage 0.970 0.958 0.970 0.956 0.952 0.956
Length of 95%CI 1.628 1.426 1.641 0.881 0.837 0.875
MSE 0.110 0.092 0.106 0.034 0.035 0.033
BEL.p1 90%CI coverage 0.918 0.918 0.926 0.886 0.878 0.876
σ = 0.1 Length of 90%CI 1.207 1.126 1.223 0.594 0.577 0.589
95%CI coverage 0.956 0.956 0.956 0.936 0.926 0.938
Length of 95%CI 1.441 1.342 1.464 0.702 0.681 0.696
MSE 0.104 0.097 0.099 0.032 0.033 0.031
BEL.p1 90%CI coverage 0.900 0.902 0.916 0.740 0.742 0.740
σ = 0.01 Length of 90%CI 1.042 0.985 1.057 0.322 0.322 0.322
95%CI coverage 0.948 0.946 0.964 0.830 0.832 0.832
Length of 95%CI 1.243 1.173 1.259 0.358 0.358 0.358
MSE 0.093 0.086 0.089 0.020 0.020 0.020
BEL .p2 90%CI coverage 0.936 0.922 0.936 0.868 0.856 0.866
σ = 0.02 Length of 90%CI 1.059 1.003 1.078 0.357 0.354 0.357
95%CI coverage 0.974 0.974 0.962 0.928 0.928 0.928
Length of 95%CI 1.265 1.192 1.285 0.407 0.404 0.407
MSE 0.072 0.069 0.073 0.012 0.012 0.012
BEL.l 90%CI coverage 0.916 0.924 0.942 0.908 0.898 0.900
Length of 90%CI 1.327 1.131 1.341 0.716 0.574 0.716
95%CI coverage 0.962 0.954 0.970 0.938 0.936 0.938
Length of 95%CI 1.587 1.350 1.600 0.848 0.680 0.849
MSE 0.115 0.091 0.113 0.040 0.031 0.038
BEL.c 90%CI coverage 0.786 0.918 0.804 0.502 0.680 0.512
Length of 90%CI 1.290 1.191 1.320 0.526 0.526 0.526
95%CI coverage 0.858 0.952 0.872 0.596 0.756 0.606
Length of 95%CI 1.543 1.419 1.573 0.628 0.628 0.628
MSE 0.260 0.112 0.256 0.122 0.056 0.115
GCQR MSE 0.1601 0.1134 0.1472 0.0604 0.0374 0.0564
RQ MSE 0.148 0.144 0.138 0.057 0.060 0.054
Table 5.6: The table presents the performance of the BEL estimates using different priors. For
BEL.p1 and BEL.p2, different values of σ are considered.
Table 5.6 presents the simulation results. For each prior, we list the coverage probabilities and
lengths of the 90% and 95% posterior credible intervals from the BEL methods. We also provide
the MSE results of the BEL estimates under each prior. For reference, the MSE results of GCQR
and RQ are listed in the last two rows of the Table 5.6. Here GCQR is generalized CQR, which
assumes b(τ) = b(τ0)+ r(τ − τ0) for some preassumed τ0 and unknown r. In this simulation setting,
we specified τ0 = 0.5, which is equivalent to BEL.l.
From Table 5.6, we see that by assuming informative priors on the slope parameters b(τ), the
corresponding MSE is reduced as compared to BEL.m. The amount of reduction depends on how
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strong the prior is, and BEL.p2 had the smallest MSE. However, if we use the common slope as-
sumption as BEL.c, both the coverage probabilities and MSE of the BEL are poor except for the
median intercept a(0.5). Although informative priors help reduce the MSE, they do not lead to bet-
ter coverage, noticing under-coverage accompanying with shorter posterior credible intervals from
BEL.p1, BEL.p2 and BEL.l. For example, in BEL.p1 with σ = 0.01, the coverage probability is
around 83% for the nominal level 95%. However, when some informative prior is assumed for b(0.5)
as in BEL.p2, the coverage property is improved. It reminds us of a similar situation in Section 5.1.2
that informative priors do not necessarily help in coverage probabilities. Another finding is that
BEL.l seems to help reduce the MSE of the BEL at median quantiles a(0.5) and b(0.5). Similarly,
GCQR has lower MSE of a(0.5) and b(0.5) than RQ. Moreover, the MSE at τ = 0.5 from RQ is
not the smallest among the three quartiles. One explanation is that if we calculate the asymptotic
variance of β(τ) in non-i.i.d settings as Koenker and Bassett (1978), we will see the asymptotic
variances of the estimations are actually smaller at τ = 0.25, 0.75 compared to those at τ = 0.5,
which is consistent with what is shown in Table 5.6. Therefore instead of borrowing strength from
τ = 0.5 to improve the estimation efficiency at the two other quartiles, we actually improve, in this
case, the estimation efficiency at τ = 0.5 by borrowing strength from τ = 0.25, 0.75.
As a summary, for heteroscadestic error models like Model A4, by using some informative prior
on the relationship across different quantiles, the BEL approach gains estimation effiency over RQ.
Compared to BEL.m, BEL.l does not gain estimation efficiency at all the three quartiles together.
This finding may suggest that the linearity assumption on b(τ) might earn estimation efficiency for
some quantiles at the cost of efficiency loss at other quantiles.
5.3 Estimation efficiency of the BEL estimates at high
quantiles
As shown in Table 4.1, the BEL.c and BEL.l estimates obtain more efficiency gain at high quantiles
compared to the quartiles. In this section, we will demonstrate the efficiency gain of the BEL.c,
BEL.l and BEL.p estimates through simulation studies. In Section 5.3.1, we investigate the BEL
estimates at tail quantiles for models with only one covariate; in Section 5.3.2, we investigate the
BEL estimates for models with two covariates.
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5.3.1 Simulation study 6: models with only one covariate
The previous simulation studies are mainly to investigate the performance of the BEL to estimate
quantiles, that are not in the tails. Sometimes we face the problem of estimating quantiles at tails,
say the 0.99-th quantile. As mentioned in Section 1.2, the data sparsity around tail quantiles makes
their estimation quite unstable by RQ. One possibility to overcome the difficulty due to limited
sample size is to borrow information from other less extreme quantiles, especially when we know
that different quantiles might have some common feature. For example, if we believe the error is
roughly homoscedastic in three upper tail quantiles τ = 0.9, 0.95, 0.99, we may do better by making
use of the information that b(0.9) = b(0.95) = b(0.99). The requirement of a homoscedastic model
might be too restrictive in reality. More often, we have more general assumptions. For example, we
may assume linearity of b(τ) in τ ∈ (0.90, 0.99). The BEL can easily incorporate such knowledge
as the prior information and therefore improve the estimation efficiency at tail quantiles. In this
section, we will illustrate how BEL performs in the estimation of tail quantiles by using various
informative priors. We consider homoscedastic models A1, A2 and a new model A5:
A5. Y = X + e, where X ∼ χ2(2), log{e} ∼ N(0, 1), and X and e are independent of each other.
For Models A1, A2 and A5, we apply BEL.c assuming a common slope parameter at three high
quantiles τ = 0.9, 0.95, 0.99 to estimate (a(0.9), a(0.95), a(0.99)) and b(0.9) jointly. For Model A4,
we also consider BEL.s, BEL.l, and the BEL approach with the following prior:
• BEL.p1 The priors on a(τ) and b(0.9) are nearly flat. For τ = 0.95, 0.99, the priors on b(τ)
conditional on b(0.9) are N(b(0.9) + τ − 0.9, σ2) with σ = 0.01.
Besides, we consider Model A6, and use BEL.m and BEL.l.
A6. Y (τ) = a(τ) + b(τ)X, where X ∼ χ2(2), a(τ) is the τ -th quantile of N(0, 1), and b(τ) = eτ .
Clearly, b(τ) in Model A6 is not linear in τ . BEL.l, which assumes a linear relationship of b(τ)
in τ , is misspecified. However, since b(τ) = eτ is a smoothing function of τ , it might be still valid to
linearly approximate b(τ) within the small interval containing the three quantiles τ = 0.9, 0.95, 0.99.
We want to investigate how such the linear approximation would influence the estimation efficiency
of the BEL.
The simulation results are shown in Table 5.7. For Models A1, A2 and A5 with homoscedastic
errors, we list the MSE ratios of BEL.c over RQ. For comparison, we also list the MSE ratios of
CQR over RQ. From Table 5.7, we see that for all the three models A1, A2 and A5, the MSE of
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Table 5.7: MSE Table based on Models A1, A2, A5, A4 and A6 with sample size 100
a(0.9) a(0.95) a(0.99) b(0.9) b(0.95) b(0.99)
Model A1
MSE ratio BEL.c /RQ 1.073 0.815 0.527 1.354 0.792 0.233
CQR/RQ 0.980 0.744 0.603 1.054 0.617 0.181
MSE RQ 0.244 0.407 1.498 0.033 0.057 0.194
Model A2
MSE ratio BEL.c /RQ 1.427 0.925 0.450 1.799 0.847 0.161
CQR/RQ 1.132 0.787 0.706 1.217 0.573 0.109
MSE RQ 0.715 1.385 7.371 0.095 0.189 0.980
Model A5
MSE ratio BEL.c /RQ 1.364 0.567 0.187 1.245 0.306 0.018
CQR/RQ 1.250 0.689 0.819 1.561 0.383 0.022
MSE RQ 0.705 2.648 61.492 0.103 0.423 7.402
Model A4
MSE ratio BEL.m/RQ 0.724 0.826 0.537 1.268 1.260 0.651
BEL.p1/RQ 0.690 0.644 0.450 0.708 0.690 0.274
BEL.l/RQ 0.641 0.652 0.469 0.946 0.902 0.457
GCQR/RQ 0.997 0.949 0.861 0.987 0.939 0.667
MSE RQ 0.101 0.125 0.369 0.029 0.030 0.074
Model A6
MSE ratio BEL.m/RQ 0.665 0.802 0.559 1.286 1.390 0.821
BEL.l/RQ 0.700 0.833 0.517 1.215 1.340 0.796
GCQR/RQ 0.987 0.931 0.880 0.979 0.905 0.756
MSE RQ 0.152 0.180 0.476 0.069 0.063 0.124
RQ at the 0.9-th quantile are obviously worse than those at the other two quantiles τ = 0.9, 0.95.
By borrowing strength from quantiles 0.9 and 0.95, both the BEL.c and the CQR gain significantly
in efficiency in the estimation at the 0.99-th quantile at a relatively low price of the efficiency loss
at the 0.9-th quantile. As for Model A5, BEL.c loses about 25% efficiency in the estimation of
b(0.9) while gains about 50 times in efficiency for estimates of b(0.99). For Model A4, we list the
MSE ratios of BEL.m, BEL.p1 and BEL.l over RQ, respectively. We also provide the MSE ratios
of GCQR over RQ. Compared to BEL.m, both BEL.p1 and BEL.l attain significantly smaller MSE
than RQ. Different from the simulation studies in Section 5.2.2, BEL.l improves the estimation
efficiency at all the three quantiles τ = 0.9, 0.95, 0.99. Moreover, BEL.l achieves better estimation
efficiency compared to GCQR, which also assumes the slope parameters are linearly related to τ .
For Model A6, it seemes the BEL lost some efficiency at a(0.9) and a(0.95), while gained efficiency
at the 0.99-th quantile. Similarly, the GCQR, that also misspecifies the relation of b(τ) as linear,
performs almost the same as RQ at the 0.9-th and 0.95-th quantiles, but better at the 0.99-th
quantile. Generally speaking, BEL.p1 and BEL.l gain efficiency at the 0.99-th quantile. Sometimes
the efficiency gain is obtained at the price of reduced efficiency at the 0.9-th quantile. If we are
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interested in the estimation of the 0.99-th quantile, a sacrifice of efficiency at the 0.9-th quantile
seems worthy.
5.3.2 Models with two covariates
In this section, we further investigate the estimation efficiency of the BEL for quantile regression
models with two covariates. The data are gerenerated from the following four models.
B1 : Y = X +Z + e, where X ∼ χ2(2), Z/2 ∼ Bernoulli(0.5), and e ∼ N(0, 4), with X, Z and e
being mutually independent;
B2 : same as Model B1 except that log(e) ∼ N(0, 1);
B3 : Y = X + Z + (X/2 + 1)e, where X ∼ χ2(2), Z/2 ∼ Bernoulli(0.5), and e ∼ N(0, 4), with
X, Z and e being mutually independent;
B4 : same as Model B3 except that log{e} ∼ N(0, 1).
These models include two covariates, of which X is continuous and Z is binary. Models B1 and B2
assume homoscedastic errors, and Models B3 and B4 allow the error distributions to depend on X.
We use bx(τ), bz(τ) to denote the two slope parameters, and consider the adjusted intercept a(τ) as
the fitted value of the τ -th quantile at the sample mean of (X, 0). The reason that we consider this
adjusted intercept in the study, instead of the raw intercept, is that the fitted value at the average
design point of Xi is a more meaningful value than the fitted value at the origin, which lies outside
of the design space.
The BEL approaches we are interested in are BEL.s, BEL.c and BEL.p. In our empirical in-
vestigations, we have found that the posterior mode of the slope parameters behave well but the
intercept parameter in each β(τ) can be better estimated in terms of small-sample performance if the
following strategy is followed. Suppose that β(τ) = (βI(τ), βS(τ)), where βI(τ) corresponds to the
intercept and βS(τ) corresponds to the slope. Let βˆS(τ) be the posterior mode/mean obtained from
the MCMC chain, we use the modified estimate βˆI(τ) as the τ -th sample quantile of Yi −Xti βˆS(τ).
This modification does not alter the asymptotic distributions of the βˆ(τ). In the rest of this section,
we always use this modification in the BEL estimate of quantile regression. These BEL approaches
will be compared with RQ and CQR.
For Models B1 and B2, the common slope assumption holds, so there is no asymptotic bias for
any of the methods we consider here. Table 4.1 shows the asymptotic efficiencies of BEL.l, BEL.c
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and CQR relative to RQ, when several quantiles are estimated jointly. It is clear that BEL.c and
CQR are similar in efficiency for Model B1, but BEL.c stands out for Model B2. BEL.l does not
show a significant estimation efficiency gain compared to RQ. The asymptotic efficiency of BEL.s
and that of RQ are the same; both of them are improved on by the other methods. Table 4.1 also
includes comparisons at jointly estimation of three quartiles, to indicate that the efficiency gain of
BEL.l, BEL.c and CQR from the comparisons are not limited to high quantiles.
The asymptotic efficiencies do not depend on the choices of the priors. We now focus on esti-
mation of high quantiles with τ = 0.9, 0.925, 0.95 at the sample size of n = 100, with the following
priors.
• For BEL.s and BEL.c, we use the prior N(0, 1002) for each intercept parameter, and N(1, 1002)
for each slope parameter.
• For BEL.p, we use the prior N(0, 1002) for each intercept parameter, and N(1, 1002) for bx(0.9)
and for bz(0.9). The informative priors used to regulate the differences between quantiles
are bx(0.925) ∼ N(bx(0.9), 0.16), bx(0.95) ∼ N(bx(0.9), 1), bz(0.925) ∼ N(bz(0.9), 0.01), and
bz(0.95) ∼ N(bz(0.9), 0.01).
The MSE’s of various estimators of β(τ) are given in Table 5.8 for Models B1 and B2, and in
Table 5.9 for Models B3 and B4. We make several observations from those results.
• The performance of BEL.s is similar to or slightly better than that of RQ.
• When the common slope assumption holds, BEL.c has about the same (Model B1) or better
(Model B2) efficiency when compared with CQR. The estimators that use informative priors
on the slope parameters all improve on RQ. The differences among various methods are more
significant at upper quantiles (say τ = 0.95) for heavier-tailed distributions.
• In Models B3 and B4, where the common slope assumption does not hold for bx(τ), BEL.c and
CQR show efficiency gains on the estimation of bz(τ), but losses in the estimation of bx(τ),
due to bias. The BEL.p aims to reach a compromise in the bias-variance trade-off, resulting
in a better MSE than RQ.
These findings are consistent with what we learned from the asymptotic comparisons shown in
Table 4.1. The performance of BEL.p will of course depend on the choice of priors on the difference
in slopes. The purpose of our study is not to demonstrate how to choose informative priors, but to
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Adjusted Intercepts Slopes
Method a(0.9) a(0.925) a(0.95) bx(0.9) bz(0.9) bx(0.925) bz(0.925) bx(0.95) bz(0.95)
Model 1
BEL.s 22.0 26.5 35.6 3.0 11.7 3.5 13.8 4.2 19.8
(1.2) (1.5) (2.1) (0.2) (0.7) (0.2) (0.8) (0.3) (1.2)
BEL.p 23.1 25.7 31.5 3.3 12.3 3.4 12.3 3.9 12.4
(1.4) (1.6) (1.8) (0.2) (0.8) (0.2) (0.8) (0.2) (0.8)
BEL.c 26.6 27.9 34.1 3.4 13.9 3.4 13.9 3.4 13.9
(1.6) (1.7) (2) (0.2) (0.8) (0.2) (0.8) (0.2) (0.8)
CQR 22.8 25.7 30.0 3.2 12.7 3.2 12.7 3.2 12.7
(1.4) (1.5) (1.8) (0.2) (0.8) (0.2) (0.8) (0.2) (0.8)
RQ 22.3 26.9 36.5 3.3 12.1 3.7 14.4 4.4 19.2
(1.3) (1.7) (2.2) (0.2) (0.7) (0.3) (0.9) (0.3) (1.2)
Model 2
BEL.s 76.4 126.6 291.3 9.5 42.4 13.5 71.7 26.2 159.2
(5.6) (10.5) (32) (0.9) (3.1) (1.1) (5.3) (2.7) (15.4)
BEL.p 78.7 95.0 150.0 9.4 43.6 10.3 43.8 14.5 43.7
(5.9) (6.1) (9.1) (0.8) (3.3) (0.8) (3.3) (1.1) (3.3)
BEL.c 86.8 100.5 158.3 9.1 46.9 9.1 46.9 9.1 46.9
(7.5) (8.1) (10.1) (0.8) (4.1) (0.8) (4.1) (0.8) (4.1)
CQR 109.3 125.5 175.9 12.7 61.7 12.7 61.7 12.7 61.7
(11.1) (11.3) (15.5) (1.2) (5.2) (1.2) (5.2) (1.2) (5.2)
RQ 76.4 136.4 280.6 10.0 41.6 14.9 73.4 26.5 144.3
(5.5) (14.3) (27.8) (0.9) (3.3) (1.4) (6.3) (2.8) (13.6)
Table 5.8: The table gives the n ×MSE′s of several estimators for the adjusted intercepts and
slope parameters at three quantile levels τ = 0.9, 0.925, 0.95 for Models B1 and B2, where n = 100,
and the MSE is averaged over 500 samples from each model. The numbers in the brackets are the
estimated standard errors.
show how informative priors can make a difference. We have also tried some other choices of σ, and
similar efficiency gains were observed.
5.4 Summary on the simulation studies
The previous simulation studies provide a picture on the performance of the BEL estimators at
single quantiles or multiple quantiles in a frequentist view of coverage probabilitiess and estimation
efficiency under various settings. We summarize the main findings below.
• The coverage properties of the BEL seem valid in the asymptotic sense. As the sample size
increases, the coverage probabilities of the posterior credible intervals from the BEL approach
the nominal levels.
• Generally speaking, a prior is more influential in smaller sample size problems. How the priors
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Adjusted Intercepts Slopes
Method a(0.9) a(0.925) a(0.95) bx(0.9) bz(0.9) bx(0.925) bz(0.925) bx(0.95) bz(0.95)
Model 3
BEL.s 90.2 103.0 138.7 31.0 35.9 34.3 42.6 42.7 66.2
(5.2) (5.8) (9.0) (1.9) (2.4) (2.0) (2.6) (2.6) (4.7)
BEL.p 95.6 111.0 129.4 37.1 41.4 44.9 41.5 54.8 41.7
(5.6) (6.1) (7.5) (2.3) (2.8) (2.7) (2.9) (3.3) (2.8)
BEL.c 104.3 119.2 143.0 37.7 43.5 45.3 43.5 62.7 43.5
(6.9) (7.2) (8.1) (2.3) (2.9) (2.7) (2.9) (3.3) (2.9)
CQR 94.6 102.8 118.0 32.8 38.4 33.8 38.4 42.5 38.4
(5.9) (6.3) (7.3) (2.0) (2.6) (1.9) (2.6) (2.4) (2.6)
RQ 91.4 106.9 132.5 30.6 33.8 35.0 42.4 42.9 59.2
(5.3) (6.8) (8.3) (1.9) (2.2) (2.0) (2.8) (2.5) (3.9)
Model 4
BEL.s 334.5 507.5 1085.1 96.5 134.1 144.6 213.5 252.4 547.6
(25.7) (40.0) (109.5) (8.4) (10.1) (12.3) (17.6) (19.9) (57.8)
BEL.p 277.0 346.8 518.0 97.3 124.7 125.6 124.7 196.9 125.1
(22.2) (22.2) (30.0) (5.8) (9.2) (6.1) (9.3) (8.6) (9.3)
BEL.c 391.6 453.4 659.8 111.9 160.5 137.2 160.5 214.7 160.5
(42.2) (44.6) (62.8) (7.6) (16.9) (7.2) (16.9) (8.7) (16.9)
CQR 530.1 520.0 663.9 142.0 195.3 140.1 195.3 175.0 195.3
(56.4) (52.1) (58.2) (12.0) (18.8) (10.3) (18.8) (9.5) (18.8)
RQ 340.3 552.0 1014.6 102.9 123.9 154.6 215.0 252.7 481.5
(25.9) (56.6) (101.1) (8.3) (9.6) (11.5) (19.0) (17.8) (46.0)
Table 5.9: Simulation results for Models B3 and B4; see the caption of Table 5.8 for more details.
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influence the lengths and the coverage probabilities of the posterior credible intervals obtained
from the BEL depends on the relative strengths of the priors compared to the empirical
likelihood.
• By making use of some common features of the parameters across quantiles, such as common
slopes at different quantiles, the BEL gains efficiency over RQ, and such improvement is more
evident in the estimation at quantiles in the high tails. Sometimes the improved efficiency in
one quantile is attained at the price of an efficiency loss at some other quantiles. Compared
to RQ, the BEL seems more inclined to achieve some balance in the overall efficiency of all
the quantiles.
• Generally speaking, the BEL under common slope priors or linear slope priors gains more
efficiency than CQR and GCQR, respectively.
The results presented in the simulation studies provide valuable support for the theoretical
conclusion about the asymptotic validity of BEL shown in Chapter 4. Besides, these results also
demonstrate the improvement in the efficiency of the BEL at some quantiles with various informative
priors over some other methods, including RQ, CQR and GCQR. Moreover, we have some interesting
findings that are less expected, which are listed below.
• Highly informative priors do not necessarily drive the coverage probabilities of the posterior
intervals from the BEL to their nominal levels with shorter interval, which will be discussed
in more details in Section 5.5.1.
• For estimating multiple quantiles, the BEL under nearly flat priors can be realized in two
ways, one is to combine the estimating equations for all quantiles, and the other is to estimate
different quantiles separately. Comparisons of these two approaches and the usual quantile
regression in finite samples are not straightforward. Some simulation studies with small sample
size are conducted in Section 5.5.2.
5.5 Discussion
In this section, we discuss on some interesting findings from the simulation studies.
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5.5.1 Influence of informative priors in Bayesian inference
In the simulation studies in Chapter 5, we found an interesting issue that a strong prior does not
necessarily drive the coverage probabilities to their nominal levels for finite samples. In Table 5.3,
the strong normal prior centered at the true values of the parameters with standard deviation 0.2
gives coverage as high as 0.998 for the nominal level 95%. However, in Table 5.6, Prior 2 with
σ = 0.01 actually gives poor coverage, 0.832 for b(0.5) at nominal level 95%. Therefore, we have the
following comments about the influence of prior whose mode is at the true values of parameters.
C1. A Strong prior tends to reduce the length of posterior intervals and the MSE for estimation.
C2. A Stronger prior does not necessarily push the coverage closer to its nominal level.
We shall give a simple example to illustrate C1 and C2. Through this example, we shall see that
whether a strong prior will cause over-coverage or under-coverage depends on whether the prior is
strong enough relative to the likelihood. The stronger the prior is relative to data information, the
higher the corresponding coverage is. We use a simple example to illustrate it. Assume we have an
independent sample
Xi ∼ N(µ, 1),
for i = 1, ..., n, and the prior on µ
µ ∼ N(θ, σ2).
Then the posterior distribution of µ given Xi, i = 1, ..., n, is N(θˆx, σˆ2x) where
θˆx =
θ + nσ2x¯
nσ2 + 1
,
σˆ2x =
σ2
nσ2 + 1
.
The 1− α posterior interval will be
θˆx ± q1−α/2σˆx, (5.1)
where q1−α/2 is the 1− α/2 quantile of N(0, 1). Suppose θ is the true value of µ, the MSE of θˆx is
E
[
x¯−θ
1+1/nσ2
]
, which tends to be small for small σ. Besides, small σ also leads to small σ2x, and thus
a shorter posterior interval. The coverage of the above posterior interval is:
P
(
θ ∈ (θˆx ± q1−α/2σˆx)
)
= P
(
X¯ ∈ (θ ± q1−α/2.√ 1
n
+
1
n2σ2
))
(5.2)
65
We know the marginal distribution of X¯ is N(θ, 1n + σ
2). For fixed n, when σ2 = 1/n, we have
1
n +
1
n2σ2 =
1
n + σ
2, indicating that the posterior interval formed by (5.1) gives theoretical coverage
exactly as 1 − α. When σ2 < 1/n, we have 1n + 1n2σ2 > 1n + σ2, leading to over-coverage. As
σ2 → 0, the theoretical coverage (5.2) tends to 1. On the other hand, when σ2 > 1/n, we have
1
n +
1
n2σ2 <
1
n + σ
2, and therefore under-coverage.
In the above example, the normal assumption on X contributes to the explicit expression of the
posterior coverage probability. Such phenomenon for the univariate normal problem is expected to
hold for regression problems if the error term in the regression is also normal. For more general
cases, especially for our problem of using empirical likelihood as the likelihood part in the posterior
quantity, the difficulty in deriving analytical form of the posterior coverage probability makes it
infeasible to precisely explain how the coverage probability changes with different priors. However,
we think that a similar phenomena happens to the BEL methods.
5.5.2 Small sample performance
Based on the discussion in Section 4.3.1, the BEL.s and BEL.m estimates with nearly flat priors,
and the RQ estimates are both unbiased and share the same asymptotic variance matrix. Therefore,
they are asymptotically equivalent in efficiency. However, in the simulation studies, we find that
the BEL.s or BEL.m estimates sometimes have significantly smaller MSE than the RQ estimates, as
shows in Table 5.5. Because nearly flat priors are used in these BEL approaches, the BEL estimates
are equivalent to the corresponding MELE. In this section, we investigate the performances of the
BEL.s, BEL.m and RQ in small samples. More specifically, we are interested in
• Whether the BEL.s and BEL.m estimates are different from the RQ estimates.
• If they are different, whether the difference will lead to different estimation efficiency.
We use a simple model with only four samples and only one covariate. We assume the following
model
yi = xi + xi, (5.3)
where {xi, i = 1, 2, 3, 4} take distinct values from {1, 2, 3, 4}. We are interested in estimating the
slope parameter b at τ1 = 1/3 and τ2 = 2/3, respectively. Therefore, the estimating functions
defining b(τ) are
m(x, y, b(τ)) = ψτ (y − xb(τ))x, (5.4)
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where
ψτ (u) =
{ 1u<0 − τ, u 6= 0
0 u = 0
For the usual quantile regression, we can consider the RQ estimates only from the basic solutions
pool {yi/xi, i = 1, 2, 3, 4}. To solve the BEL.m estimates bˆm(τ1) and bm(τ2), we need to find the
optimal weights satisfying the following constraints
4∑
i=1
ωiψτ1(Yi −Xib(τ1))Xi = 0,
4∑
i=1
ωiψτ2(Yi −Xib(τ2))Xi = 0,
and the normalizing constraints
∑4
i=1 ωi1, ωi ≥ 0. To solve the BEL.s estimates bˆs(τk), we need to
find the optimal weights satisfying the following constraints
4∑
i=1
ωiψτk(Yi −Xib(τk))Xi = 0,
and the normalizing constraints
∑4
i=1 ωi1, ωi ≥ 0, for k = 1, 2, respectively. For BEL.s and BEL.m,
the MELE are not necessarily from the basic solutions {yi/xi, i = 1, 2, 3, 4}. Assuming y1/x1 <
y2/x2 < y3/x3 < y4/x4, it is easy to see that for all the b(τ) within the interval (yj/xj , yj+1/xj+1)
(j = 0, ..., 4, y0/x0 = −∞, y5/x5 = ∞), there EL values are the same. Therefore, the MELE
might not be unique. Asymptotically, we can restrict the MELE only from the basic solutions. In
the following of this section, we will consider the RQ estimates, BEL.s and BEL.m estimates only
from the basic solutions for simplcity. For BEL.s and BEL.m, it is easy to see that the choice of
bˆ(1/3) = y1/x1 or bˆ(2/3) = y4/x4 will cause zero weights. It follows that the BEL.s and BEL.m
estimates can only be from {y2/x2, y3/x3}. For BEL.m, the case bˆm(1/3) = bˆm(2/3) also causes
zero weights. Therefore, the only situation for BEL.m that would produce non-zero weights are
bˆm(1/3) = y2/x2, bˆm(2/3) = y3/x3, which is also the MELE. But for BEL.s, there is substantial
probability that bˆs(1/3) = bˆs(2/3), which is also true for the RQ estimates.
To investigate the estimation efficiency, we need to investigate the bias and variance of the
estimates from BEL.s, BEL.m and RQ. This is equivalent to the mean and variance of the order
statistics of i, which clearly depends on its distribution. Here we will just use some Montecarlo
simulation results to show their differences in estimation efficiency. For each trial, the montecarlo
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BEL.m BEL.s RQ
τ = 1/3 τ = 2/3 τ = 1/3 τ = 2/3 τ = 1/3 τ = 2/3
 ∼ N(0, 1) 0.385 0.386 0.490 0.491 0.618 0.591
(0.019) (0.017) (0.024) (0.022) (0.030) (0.027)
 ∼ N(0, 4) 1.541 1.545 1.977 1.922 2.472 2.365
(0.074) (0.069) (0.098) (0.086) (0.121) (0.110)
 ∼ t(2) 0.806 1.017 0.912 1.139 3.289 3.737
(0.081) (0.143) (0.065) (0.143) (0.589) (1.476)
 ∼ DE(0, 1) 0.524 0.494 0.637 0.566 1.018 1.065
(0.033) (0.030) (0.039) (0.030) (0.080) (0.096)
 ∼ Gamma(2, 1.5) 1.080 1.938 1.495 2.097 1.479 3.704
(0.065) (0.114) (0.095) (0.111) (0.094) (0.259)
 ∼ Gamma(9, 0.5) 0.750 0.930 0.991 1.060 1.065 1.710
(0.038) (0.041) (0.054) (0.045) (0.058) (0.095)
log() ∼ N(0, 1) 0.496 1.661 0.897 1.604 0.850 4.043
(0.112) (0.378) (0.135) (0.376) (0.134) (0.575)
Table 5.10: The MSE Table of BEL.s, BEL.m and RQ estimates at τ = 1/3 and 2/3 for sample size
n = 4. The numbers in brackets are the standard error of the corresponding MSE.
bˆs( 13 ) =
y2
x2
bˆs( 23 ) =
y2
x2
bˆs( 13 ) =
y2
x2
bˆs( 23 ) =
y3
x3
bˆs( 13 ) =
y3
x3
bˆs( 23 ) =
y3
x3
 ∼ N(0, 1) 0.176 0.643 0.181
 ∼ N(0, 4) 0.171 0.649 0.180
 ∼ t(2) 0.174 0.664 0.162
 ∼ DE(0, 1) 0.166 0.679 0.155
 ∼ Gamma(2, 1.5) 0.174 0.675 0.151
 ∼ Gamma(9, 0.5) 0.151 0.683 0.166
log{} ∼ N(0, 1) 0.178 0.640 0.182
Table 5.11: The table presents the proportions of the BEL.s estimates among the cases of bˆs(1/3) =
bˆs(2/3) = y2/x2, bˆs(1/3) = y2/x2, bˆs(2/3) = y3/x3, and bˆs(1/3) = bˆs(2/3) = y3/x3
sample size is 1000. The results about the estimation efficiency are listed in Table 5.5.2. We also
give the proportions about how the BEL.s estimates are distributed among the basic solutions in
Table 5.11.
Based on Table 5.5.2, we have the following comments.
• Both BEL.s and BEL.m estimates gain more efficiency than the RQ estimates, especially for
distribution with heavy tails.
• By preserving the order bˆm(1/3) < bˆm(2/3), the BEL.m estimates gain more efficiency than
BEL.s estimates.
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Chapter 6
A Real Data Example
In this chapter, we apply our proposed BEL approach as a statistical downscaling method in aclimate
studies. An application to temperature downscaling In recent decades much focus has been placed on
understanding potential future climate changes. The meteorologists have developed various climate
models to simulate atmospheric variables for both historical and future time periods under different
greenhouse gas emission scenarios. Statistical downscaling approaches utilize those large-scale model
simulations to predict small-scale regional climate changes, see Wilby and Wigley (1997) for a review.
Quantifying nearly extreme events in climate studies is an important task, for which the quantile
regression is a naturally appealing tool. However, high quantiles are usually hard to estimate with
RQ due to the limited number of observations in the tail of the distributions. In this section, We
consider the BEL methods for statistical downscaling of daily maximum temperature. We used
the observed daily maximum temperature (TMAX) of Auroral, IL station from 1957− 2002 as the
response variable. The predictors are the simulated daily maximum temperature (RTEM) and an
indicator of wet days (RAIN) from the ERA-40 reanalysis model introduced in Uppala et al. (2005).
A wet day is denoted by RAIN=1, when the precipitation from ERA-40 is more than 1.2kg/s/m2.
About 30% of the days are categorized as wet days in Auroral. We used the following linear quantile
regression model:
Qτ (TMAX|RTEM,RAIN) = a(τ) + bx(τ)RTEM + bz(τ)RAIN (6.1)
at tail quantiles τ = 0.99, 0.995, 0.999. We applied the following BEL methods with normal priors
N(0, 10002) on each parameter to estimate the parameters of Model (6.1).
• BEL.c and BEL.s as introduced in Chapter 5.
• BEL.l: the BEL estimator that assumes the slope parameters βS(τ) = (bx(τ), bz(τ)) to be
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linearly related to τ , that is,
βS(0.999)− βS(0.995)
0.999− 0.995 =
βS(0.995)− βS(0.99)
0.995− 0.99 .
• BEL.cx: the BEL estimator that assumes bx(0.99) = bx(0.995) = bx(0.999).
• BEL.cz: the BEL estimator that assumes bz(0.99) = bz(0.995) = bz(0.999).
To assess the performances of various methods, we randomly split the data from each year into two
parts, a fitting period and a testing period, with equal sizes of 7889 days in each part. We used the
BEL methods and RQ to the fitting period in estimating the model parameters and then applied
the fitted model to the testing period to predict the τ -th quantile of TMAX. We randomly split the
data three times, and labeled them as SPLIT 1, SPLIT 2, and SPLIT 3, respectively.
Table 6.1 reports the normalized differences as a performance validation measure:
d =
O − E√
τ(1− τ)n, (6.2)
where n is the total number of days for prediction, O is the number of days when the observed
TMAX exceeds the predicted τ -th quantile of TMAX, and E indicates the expected number of
days, i.e., E = n(1− τ). The normalized differences are shown for the whole testing period, as well
as for two subsets, one subset being the lower half of RTEM, and the other subset being the wet days
(RAIN=1). The use of these ad hoc subsets is meant to assess performances more comprehensively.
The normalized differences greater than 2 in absolute values are marked as bold in Table 6.1, from
which we have the following observations. First, over the whole testing period, the normalized
differences of each BEL method are stable across random splits, but those from RQ predictions
vary noticeably. For the testing periods and for the selected subsets, the BEL methods perform
better than RQ, especially at τ = 0.999. Second, among the BEL methods, BEL.c and BEL.cx
perform relatively worse, but BEL.s, BEL.l and BEL.cz do well. When we used the ANOVA test of
Koenker and Bassett (1982a) for the null hypothesis of common slopes at τ = 0.99, 0.995, 0.999, the
hypothesis of bx(0.99) = bx(0.995) = bx(0.999) was rejected at 5% level of significance. This helps
explain the inferior performance of BEL.c and BEL.cx.
We also fitted RQ directly to the testing data to obtain the fitted quantiles, and used them as
a reference to measure the effectiveness of the predicted quantiles from the downscaling methods
specified above. In reality, downscaling can give predictions to future TMAX, but the RQ fitted
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quantiles cannot be obtained for future time periods, so the study here may be viewed as a validation
experiment. Table 6.2 reports the mean absolute difference between the predicted τ -th quantiles
from downscaling and the RQ fitted quantiles to the testing data. We report the results for SPLIT 1
in the table because the results for SPLIT 2 and SPLIT 3 are similar. It is clear that as a downscaling
method here, RQ predictions show higher deviations from the RQ fitted quantiles than the BEL
methods, especially at τ = 0.999. Among the BEL methods, BEL.l and BEL.cz have the smallest
differences, followed by BEL.s, and then BEL.c and BEL.cx.
Our empirical study shows that BEL methods can easily improve on RQ as downscaling methods
for high quantiles. Informative priors will help further if the “prior makers” are well informed. In
climate studies, for example, historical data are generally available from multiple stations nearby,
which can lead us to helpful informative priors on slope parameters in the quantile models. In this
sense, the shrinking priors considered in Theorem 4.2.2 are relevant.
A natural question in climate downscaling is the autocorrelation of measurements over time. In
this section we have bypassed this issue on two grounds. First, the quantile regression estimation
under the working assumption of independence is typically consistent under weakly dependent mod-
els, see He et al. (2002). Second, we verified empirically that the autocorrelation in TMAX was
well represented by the autocorrelations in the predictors used in Model (6.1), and the signs of the
residuals of the quantile models were nearly uncorrelated. In more general applications however,
it will be desirable to incorporate dependence in an appropriate way, and future research is clearly
called for in this regard.
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Table 6.1: The table presents the normalized differences calculated by (6.2). The row names provide
the method used for model fitting. In the column names, the Whole Period indicates all the data in
the testing period are used; Lower RTEM indicates the testing data with RTEM below its median;
Wet Days indicates the testing data with RAIN equals to 1.
Whole Period Lower RTEMP Wet Days
Method > 0.99 > 0.995 > 0.999 > 0.99 > 0.995 > 0.999 > 0.99 > 0.995 > 0.999
SPLIT 1
BEL.c 0.012 0.089 0.040 -0.871 -0.163 1.036 1.005 0.425 -0.316
BEL.cz 0.012 0.089 0.040 -0.390 -0.163 -1.483 0.201 0.142 0.949
BEL.cx 0.012 0.089 0.040 -0.871 -0.163 0.532 0.402 0.142 -0.949
BEL.l 0.012 0.089 0.040 -0.070 -0.163 0.532 0.402 0.142 -0.949
BEL.s 0.012 0.089 0.040 -0.390 -0.163 -1.483 0.804 0.142 0.949
RQ -2.930 -2.306 -1.742 -2.151 -1.743 -1.987 -1.005 -1.276 -1.582
SPLIT 2
BEL.c 0.012 0.089 0.040 -0.070 0.515 1.036 3.062 1.875 0.329
BEL.cz 0.012 0.089 0.040 1.690 0.966 0.532 1.247 1.306 0.329
BEL.cx 0.012 0.089 0.040 0.250 0.740 1.540 1.852 1.591 0.329
BEL.l 0.012 0.089 0.040 1.210 0.289 0.532 1.448 1.022 0.329
BEL.s 0.012 0.089 0.040 1.370 0.740 0.532 0.843 1.306 0.329
RQ 0.012 -0.390 3.958 1.37 0.063 1.54 0.843 0.737 4.139
SPLIT 3
BEL.c 0.012 0.089 0.040 0.410 0.740 1.036 -1.986 -1.543 -0.308
BEL.cz 0.012 0.089 0.040 0.250 -0.163 -1.483 -1.381 -0.974 1.596
BEL.cx 0.012 0.089 0.040 -0.871 -0.163 0.532 -1.986 -1.259 -0.308
BEL.l 0.012 0.089 0.040 1.370 0.063 0.532 -0.776 -1.259 -0.308
BEL.s 0.012 0.089 0.040 0.730 -0.163 -0.979 -1.583 -1.259 1.596
RQ -0.666 -0.869 -2.454 0.25 -0.388 -1.483 -1.583 -1.259 -1.577
Table 6.2: The table represents the mean absolute difference between the τ -th quantile predictions
from downscaling and the fitted regression quantiles on the testing data at τ = 0.99, 0.995, 0.999 for
SPLIT 1.
Method τ = 0.990 τ = 0.995 τ = 0.999
BEL.c 0.569 0.225 2.278
BEL.cz 0.213 0.127 1.508
BEL.cx 0.513 0.165 2.335
BEL.l 0.118 0.143 1.782
BEL.s 0.264 0.155 1.743
RQ 0.488 0.760 2.268
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Chapter 7
Bayesian Quantile Regression with
Spatially Correlated Data
In Chapter 6, we apply our proposed BEL approach as a statistical downscaling method in climate
studies. Specifically, we build up a statistical model between the observed temperature at the Aurora
station and the reanalysis model outputs from the grid cell that covers the Aurora. The reanalysis
model outputs are generated at a low resolution, i.e., 2.5◦× 2.5◦ in latitude and longitude. The grid
cell containing the Aurora station covers the whole Chicago area, including seven other stations. The
geographical closeness of those stations suggests that spatial correlation between real observations
from neighboring stations may exist. Meanwhile, it is scientifically meaningful to study the trend
of climate changes over space. From a statistical view point, we expect efficiency gains when the
spatial correlation is properly incorporated.
This chapter is organized as follows. In Section 7.1, we will introduce how to incorporate spatial
correlation into a quantile regression model by using informative priors. In Section 7.2, we will
discuss on the computational issues. In Section 7.3, we will provide results on the asymptotic
properties of the resultant posterior quantities.
7.1 Model introduction
Let sl (l = 1, ..., L) denote L different locations. For location sl, we have dataDl = {(Y (l)i , X(l)i ) : i =
1, ..., nl}, where Y (l)i is taken as response, and X(l)i are taken as covariates, and nl is the sample size
for location sl. We specify the τ -th quantile of Y
(l)
i given X
(l)
i and location sl, i.e., Qτ (Y
(l)
i |X(l)i , sl)
as
Qτ (Y
(l)
i |X(l)i , sl) = X(l)>i β0(τ, sl),
where β0(τ, sl) = (βI(τ, sl), β>S (τ, sl))
> are the p + 1 dimensional spatially varying coefficients in-
cluding the intercept term βI(τ, sl) . In a Bayesian setting, it is natural to incorporate the spatial
correlation by assuming parametric spatial priors on {β(τ, sl), l = 1, ..., L}. Possible parametric
forms of these spatial priors can be found in the literature of spatial models, see Cressie (1993). Let
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βI(τ, sl) be the intercept parameter in β(τ, sl), and βS(τ, sl) be the slope parameters in β(τ, sl),
βI(τ, s) =
(
β>I (τ, s1), ..., β
>
I (τ, sL)
)>, and βS(τ, s) = (β>S (τ, s1), ..., β>S (τ, sL))> . We first consider
a Gaussian spatial prior on β(τ, s) =
(
β>(τ, s1), ..., β>(τ, sL)
)> with s1 as the reference location,
i.e.,
βI(τ, s) ∼ N(1L ⊗ βI(τ), IL ⊗ Ω(I)), (7.1)
βS(τ, s1) ∼ N(βS(τ),Ω(S)),
and βS(τ, sl)|β(τ, s1) ∼ N(β(τ, s1),Σ(S)l ) for l = 2, ..., L,
for some positive definite Ω(I), Ω(S) and Σ(S)l . We assume that conditional on β(τ, s1), the other
coefficients β(τ, s2), ..., β(τ, sL) are mutually independent. It is easy to check the Gaussian priors
for βS(τ, s) in (7.1) is equivalent to the following priors:
βS(τ, s) ∼ N(1L ⊗ βS(τ),Σ(S)), (7.2)
with Σ(S) =

Ω(S) Ω(S) · · · Ω(S)
Ω(S) Σ(S)2 +Ω
(S) · · · Ω(S)
...
...
. . .
...
Ω(S) Ω(S) · · · Σ(S)L +Ω(S)

.
We usually use almost flat priors on the intercept parameter, i.e., Ω(I) is sufficiently large.
In general, the conditional covariance matrix {Σ(S)l : l = 2, ..., L} represents our prior belief on
the correlations across locations. One practically meaningful option is Σ(S)l = σ
2
lΥ, where Υ is a
diagonal matrix of positive components {γ1, γ2, ..., γp}. By assuming Υ to be a diagonal matrix,
we ignore the correlations between the components of βS(τ, sl) at each fixed l. The magnitude
of σ2l reflects the correlation between s1 and sl, which is expected to be negatively related to the
geographical distance between these two locations. In practice, we often set σ2l sufficiently small,
and therefore, the choice of the reference location is not critical.
Let β(τ) = (βI(τ), βS(τ)>)>,
Σl =
ΩI 0>p
0p Σ
(S)
l
 and Ω =
ΩI 0>p
0p Ω(S)
 .
74
The priors in (7.1) is equivalent to :
β(τ, s) ∼ N(1L ⊗ β(τ),Σ), (7.3)
with Σ =

Ω Ω · · · Ω
Ω Σ2 +Ω · · · Ω
...
...
. . .
...
Ω Ω · · · ΣL +Ω

.
If we assume β(τ), Ω, and {Σl : l = 2, ..., L} as known, i.e., the whole prior distribution is pre-
specified, the joint likelihood takes the following expression
L
(
β(τ, s)|D) = L∏
l=1
EL(β(τ, sl)|Dl)× p(β(τ, s)|1L ⊗ β(τ),Σ), (7.4)
where D =
{
D1, ..., DL
}
, and p(·|µ,Σ) is the density function of N(µ,Σ). This expression is equiv-
alent to
L
(
β(τ, s)|D) = L∏
l=1
EL(β(τ, sl)|Dl)× p(β(τ, s1)|β(τ),Ω)×
L∏
l=2
p(β(τ, sl)|β(τ, s1),Σl).
Alternatively, we can assume β(τ) and Υ as fixed but {σ2l : l = 2, ..., L} as hyper-parameters.
Assuming the priors on σ2l are pi(σ
2
l ) = 1/σ
2
l for l = 2, ..., L, we have the corresponding joint
likelihood as
L
(
β(τ, s), σl, l = 2, ..., L|D
)
=
L∏
l=1
EL(β(τ, sl)|Dl)× p(β(τ, s)|β(τ),Σ)×
L∏
l=2
1
σ2l
.
It is easy to see that the resultant marginal posterior of β(τ, s) follows
p(β(τ, s)|D) ∝
L∏
l=1
EL(β(τ, sl)|Dl)×p(β(τ, s1)|β(τ),Ω)×
L∏
l=2
[{β(τ, sl)−β(τ, s1)}>Υ−1{β(τ, sl)−β(τ, s1)}]− p+12 ,
which in general is not Gaussian. In the rest of this chapter, we will focus on the case with a known
prior distribution given in (7.1).
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7.2 Computation
As in Section 2.2, we can use the Metroplis-Hasting algorithm to facilitate the Bayesian computation.
Considering the large dimension of parameters involved in the joint modeling of multiple locations,
we use the block Methoplis-Hasting algorithm proposed in Chib and Greenberg (1995) to update
β(τ, sl) seperately at each l. Let
β(τ, s−l) = {β(τ, sl′), l′ 6= l}.
Using a normal distribution as the proposal distribution, the probability of moving from β(τ, s1) to
β∗(τ, s1) is
α1 = min
{L(β∗(τ, s1), β(τ, s−1)|D)
L
(
β(τ, s1), β(τ, s−1)|D
) , 1};
and for 2 ≤ l ≤ L,
αl = min
{EL(β∗(τ, sl)|Dl)× p(β∗(τ, sl)|β(τ, s1),Σl)
EL(β(τ, sl)|Dl)× p(β(τ, sl)|β(τ, s1),Σl) , 1
}
.
The other aspects of the algorithm are the sams as in Section 2.2.
7.3 Asymptotic properties
Note p(β(τ, s)|D) as the posterior density based on the joint likelihood in (7.4). We will derive on
asymptotic properties as in Chapter 4. For ||β(τ, sl)− β0(τ, sl)|| = O(n−1/2l ), we have
log
{ L∏
l=1
EL(β(τ, sl)|Dl)
}
=
L∑
l=1
{
− 1
2
(
β(τ, sl)− βˆ(τ, sl)
)>
J (l)
(
β(τ, sl)− βˆ(τ, sl)
)
+ op(1)
}
, (7.5)
where βˆ(τ, sl) is the corresponding MELE using Dl from location sl only,
J (l) = nlV
(l)>
12 V
(l)
11
−1
V
(l)
12 ,
V
(l)
11 = Ψ⊗ E(X(l)X(l)>),
and V (l)12 = −
∂E
{
m(X(l), Y (l), β(τ, sl))
}
∂β(τ, sl)
∣∣∣
β(τ,sl)=β0(τ,sl)
,
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The expression in (7.5) is equivalent to
log
{ L∏
l=1
EL(β(τ, sl)|Dl)
}
= −1
2
(
β(τ, s)− βˆ(τ, s))>JL(β(τ, s)− βˆ(τ, s))+ op(L),
with JL =

J (1) 0 · · · 0
0 J (2) · · · 0
...
...
. . .
...
0 0 · · · J (L)

.
Clearly, the Gaussian priors in (7.1) have the following expansion
log
{
p(β(τ, s))|1L ⊗ β(τ),Σ
}
= −1
2
{
β(τ, s)− 1L ⊗ β(τ)
}>Σ−1{β(τ, s)− 1L ⊗ β(τ)}.
Due to fact that
Σ−1 =

Ω−1 +Σ−12 + ...+Σ
−1
L −Σ−12 −Σ−13 · · · −Σ−1L
−Σ−12 Σ−12 0 · · · 0
−Σ−13 0 Σ−13 · · · 0
...
...
...
. . .
...
−Σ−1L 0 0 · · · Σ−1L

,
we have
Σ−1
{
1L ⊗ β(τ)
}
= (Ω−1β(τ), 0, ..., 0)>.
Then similar to Theorem 4.2.1, for ||Ω−1|| = o(n), we have the following asymptotic result
p(β(τ, s)|D) ∝ exp
{
− 1
2
(
β(τ, s)− βτ
)>
J∗
(
β(τ, s)− βτ
)
+ op(L)
}
, (7.6)
where
J∗ = Σ−1 + JL and βτ = J∗
−1JLβˆ(τ, s) + op(1).
The fact that (7.6) does not depend on β(τ) suggests that the Gaussian priors in (7.3) can be
mis-specified with an incorrect center β(τ), without affecting the desired asymptotic expansions.
77
References
Baggerly, K. (1998). Empirical likelihood as a goodness-of-fit measure. Biometrika 85, 535–547.
Bickel, P. J. and A. Sakov (2008). On the choice of m in the m out of n bootstrap in estimation
problems. Statistica Sinica 18, 967–985.
Brown, B. W. and W. K. Newey (2002). Generalized methods of moments, efficient bootstrapping,
and improved inference. Journal of Business and Economic Statistics 20 (2), 507–517.
Buchinsky, M. (1995). Estimating the asymptotic covariance matrix for quantile regression models,
a montecarlo study. Journal of Econometrics 68, 303–338.
Chang, I. H. and R. Mukerjee (2008). Bayesian and frequentist confidence intervals arising from
empirical-type likelihoods. Biometrika 95 (1), 139–147.
Chen, J., R. R. Sitter, and C. Wu (2002). Using empirical likelihood methods to obtain range
restricted weights in regression estimators for surveys. Biometrika 89, 230–237.
Chen, X. S. and P. Hall (1993). Smoothed empirical likelihood confidence intervals for quantiles.
The Annals of Statistics 21, 1161–1181.
Chernozhukov, V. and H. Hong (2003). An MCMC approach to classical estimation. Journal of
Econometrics 115, 293–346.
Chib, S. and E. Greenberg (1995). Understanding the metroplis-hasting algorithm. The American
Statistician 49 (4), 327–335.
Corcoran, S. A. (1998). Bartlett adjustment of empirical discrepancy statistics. Biometrika 85 (4),
967–972.
Cressie, N. (1993). Statistics for Spatial Data. New York: John Wiley.
Cressie, N. and T. R. C. Read (1984). Multinomial goodness-of-fit tests. Journal of the Royal
Statistical Society. Series B 46 (3).
De Angelis, D., P. and G. Young (1993). Analytical and bootstrap approximations to estimator
distribution in l1 regression. Journal of the American Statistical Association 88, 1310–1316.
Diaconis, P. and D. Freedman (1986). Special invited paper on the consistency of bayes estimates.
The Annals of Statistics 14 (1), 1–26.
DiCiccio, T., P. Hall, and J. Romano (1991). Empirical likelihood is barlett-correctable. The Annals
of Statistics 19, 1053–1061.
Efron, B. (1982). The Jacknife, the Bootstrap and other Resampling Plans. CBMS-NSF Regional
Conference Series in Applied Mathematics. Society of Industrial and Applied Mathematics.
Fang, K.-T. and R. Mukerjee (2006). Empirical-type likelihoods allowing posterior credible sets with
frequentist validity: higher-order asymptotics. Biometrika 93 (3), 723–733.
78
Ghosal, S., J. K. Ghosh, and T. Samanta (1995). On convergence of posterior distribution. The
Annals of Statistics 23 (6).
Gilks, W. R., S. Richardson, and D. J. Spiegelhalter (1996). Markov chain montecarlo in practice.
London: Chapman and Hall.
Gutenbrunner, C. and J. Jurecˇkova´ (1992). Regression quantile and regression rank score process
in the linear model and derived statistics. The Annals of Statistics 20, 305–330.
Hall, P. and B. La Scala (1990). Methodology and algorithms of empirical likelihood. International
Statistical Review 58, 109–127.
Hansen, L. P. (1982). Large sample properties of the generalized methods of moments. Economet-
rica 50, 1029–1054.
Hastings, W. K. (1970). Monte carlo sampling methods using markov chains and their applications.
Biometrika 57 (1), 97–109.
He, X. and Q.-M. Shao (1996). A general bahadur representation of m-estimators and its application
to linear regression with nonstochastic designs. The Annals of Statistics 24, 2608–2630.
He, X., Z. Y. Zhu, and W. K. Fung (2002). Estimation in a semiparametric model for longitudinal
data with unspecified dependence structure. Biometrika 89 (3), 579–590.
Horowitz, J. (1992). Bootstrap methods for median regression. Econometrica 66, 1327–1352.
Kiefer, J. and J. Wolfowitz (1956). Consistency of the maximun likelihood estimator in the presnese
of infinitely many incidental parameters. The Annals of Statistics 18, 582–602.
Kitamura, Y. and M. Stutzer (1997). An information-theoretic alternative to generalzied method of
moments estimation. Econometrica 65, 861–874.
Kitamura, Y., G. Tripathi, and H. Ahn (2004). Empirical likelihood-based inference in conditional
moment restriction models. Econometrica 72 (2), 1667–1714.
Kocherginsky, M., X. He, and Y. Mu (2005). Practical confidence intervals for regression quantiles.
Journal of Computational and Graphical Statistics 14 (1), 41–55.
Koenker, R. (1984). A note on l-estimators for linear models. Statistics and Probability Letters 2,
323–325.
Koenker, R. (1996). Rank tests for linear models. Handbook of Statistics. New York: North-Holland.
Koenker, R. (2005). Quantile regression. Cambridge University Press.
Koenker, R. and G. Bassett (1978). Regression quantiles. Econometrica 50, 43–61.
Koenker, R. and G. Bassett (1982a). Robust tests for heteroscedasticity based on regression quan-
tiles. Econometrica 50, 43–61.
Koenker, R. and G. Bassett (1982b). Tests of linear hypotheses and l1 estimation. Econometrica 50,
1577–1584.
Koenker, R. and S. Portnoy (1987). L-estimation for linear models. Journal of the American
Statistical Association 82 (399), 851–857.
Kosorok, M. R. (2008). Introduction to Emprical Process and Semiparametric Inference. Springer.
Lancaster, T. and S. J. Jun (2010). Bayesian quantile regression methods. Journal of Applied
Econometrics 25, 287–307.
79
Lazar, N. A. (2003). Bayesian empirical likelihood. Biometrika 90 (2), 319–326.
Lazar, N. A. and P. Mykland (1998). An evaluation of the power and conditionality properties of
empirical likelihood. Biometrika 85, 523–534.
Liang, H., Y. Qin, X. Zhang, and D. Ruppert (2009). Empirical likelihood-based inferences for
generalized partially linear models. Journal of Statistical Planning and Inference 36 (3), 433–443.
Molanes-Lo´pez, E. M., I. Van Keilegom, and N. Veraverbeke (2009). Empirical likelihood for non-
smooth criterion functions. Scandinavian Journal of Statistics 36 (3), 413–432.
Monahan, J. F. and D. D. Boos (1992). Proper likelihoods for bayesian analysis. Biometrika 79 (2),
271–278.
Newey, W. and J. Powell (1990). Efficient estimation of linear and type i censored regression models
under conditional quantile restrictions. Econometric Theory 6, 295–317.
Newey, W. K. and R. J. Smith (2004). Higher order properties of gmm and generalized empirical
likelihood estimators. Econometrica 72 (1).
Otsu, T. (2008). Conditional empirical likelihood estimating and inference for quantile regression
models. Journal of Econometrics 142, 508–538.
Owen, A. (1988). Empirical likelihood ratio confidence intervals for a single functional.
Biometrika 75, 237–249.
Owen, A. (1990). Empirical likelihood ratio confidence regions. The Annals of Statistics 18 (1),
90–120.
Owen, A. (1991). Empirical likelihood for linear models. The Annals of Statistics 19 (4), 1725–1747.
Owen, A. (2001). Empirical likelihood, Volume 92 of Monographs on Statistics and Applied Proba-
bility. Chapman and Hall/CRC.
Polyak, B. (1987). Introduction to optimization. New York: Optimization Software, Inc., Publica-
tions Division.
Portnoy, S. and R. Koenker (1989). Adaptive l-estimation for linear models. The Annals of Statis-
tics 17 (1), 362–381.
Qin, J. and J. Lawless (1994). Empirical likelihood and general estimating equations. The Annals
of Statistics 22, 300–325.
Schennach, S. M. (2005). Bayesian exponentially tilted empirical likelihood. Biometrika 92, 31–46.
Schennach, S. M. (2007). Point estimation with exponentially tilted empirical likelihood. The Annals
of Statistics 35 (2), 634–672.
Smith, R. J. (1997). Alternative semi-parametric likelihood approaches to generalized method of
moments estimation. The Economic Journal 107.
Thomas, D. R. and G. L. Grunkemeier (1975). Confidence interval estimation of survival probabilities
for censored data. Journal of American Statistical Association 70.
Uppala, S. M., P. W. KA˚llberg, A. J. Simmons, V. D. C. Andrae, U.Bechtold, M. Fiorino, J. K.
Gibson, J. Haseler, A. Hernandez, G. A. Kelly, X. Li, K. Onogi, S. Saarinen, N. Sokka, R. P. Allan,
E. Andersson, K. Arpe, M. A. Balmaseda, A. C. M. Beljaars, L. V. D. Berg, J. Bidlot, N. Bormann,
S. Caires, F. Chevallier, A. Dethof, M. Dragosavac, M. Fisher, M. Fuentes, S. Hagemann, E. Hlm,
B. J. Hoskins, L. Isaksen, P. A. E. M. Janssen, R. Jenne, A. P. McNally, J.-F. Mahfouf, J.-
J. Morcrette, N. A. Rayner, R. W. Saunders, P. Simon, A. Sterl, K. E. Trenberth, A. Untch,
D. Vasiljevic, P. Viterbo, and J. Woollen (2005). The era-40 re-analysis. Quarterly Journal of the
Royal Meteorological Society 131 (612), 2961–3012.
80
van der Vaart, A. (1998). Asymptotic Statistics. Cambridge Series in Statistical and Probabilistic
Mathematics. Cambridge University Press.
Wang, S., L. Qin, and R. J. Carroll (2010). Generalized empirical likelihood methods for analyzing
longitudinal data. Biometrika 97 (1), 79–93.
Whang, Y.-J. (2006). Smoothed empirical likelihood methods for quantile regression models. Econo-
metric Theory 22 (2), 173–205.
Wilby, R. L. and T. M. L. Wigley (1997). Downscaling general circulation model output: A review
of methods and limitations. Progress in Physical Geography 21, 530–548.
Wilcoxon, F. (1945). Individual comparisions by ranking methods. Biometrics 1, 80–83.
Wilks, S. S. (1938). The large-sample distribution of the likelihood ratio for testing composite
hypothesis. The Annals of Mathematical Statistics 9 (1), 60–62.
Wu, C. (2004). Some algorithmic aspects of the empirical likelihood method in sampling. Statistica
Sinica 14, 1057–1067.
Yang, Y., L. Xue, and W. Cheng (2009). Empirical likelihood for a partially linear model with
covariate data missing at random. Journal of Statistical Planning and Inference 139 (12), 4143–
4153.
Yin, G. (2009). Bayesian generalized method of moments. Bayesian Analysis 4, 191–208.
You, J., G. Chen, and Y. Zhou (2006). Block empirical likelihood for longitudinal partially linear
regression models. The Canadian journal of statistics 34 (1), 79–96.
Yu, K. and R. A. Moyeed (2001). Bayesian quantile regression. Statistics and Probability Letters 54,
437–447.
Zhang, B. (1996). On the accuracy of empirical likelihood confidence intervals for m-functionals.
Journal of Nonparametric Statistics 6, 311–321.
Zhou, M., M.-O. Kim, and A. Bathke (2011). Empirical likelihood analysis for the heteroscedastic
accelerated failure time model. Statistica Sinica.
Zou, H. and M. Yuan (2008). Composite quantile regression and the oracle model selection theory.
The annals of Statistics 36 (3), 1108–1126.
81
