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Introduction
Les essais non destructifs en ge´nie civil attirent de plus en plus l’attention des industriels a` cause
de leur utilite´ inde´niable : tester sans de´truire et e´valuer l’aptitude au bon fonctionnement sans
alte´rer la tenue de service des structures. Avec le de´veloppement rapide des technologies durant
ces dernie`res de´cennies, ces essais peuvent eˆtre re´alise´s sous sollicitations soit par rayonnement
e´lectromagne´tique, soit par vibration me´canique... La plupart des essais me´caniques non destructifs
pratique´s sur les mate´riaux et les structures sont effectue´s au moyen d’une analyse dynamique. On
peut classer ces essais en deux approches suivantes :
• Les essais sur les structures de grande dimension se font par l’analyse de leur comportement
vibratoire. Les fre´quences propres de ces structures sont ge´ne´ralement de l’ordre du Hertz ou de
la dizaine de Hertz. Le de´faut recherche´ peut eˆtre un de´faut local ou global de la structure.
• Lorsque le de´faut recherche´ est une de´gradation plus ou moins localise´e (de´lamination, cavite´...),
l’analyse par propagation des ondes est utilise´e. Les fre´quences mises en jeux doivent eˆtre suf-
fisamment e´leve´es pour que la longueur d’onde soit plus faible que la dimension caracte´ristique
de la structure dans le sens de propagation.
Les essais dynamiques comprennent en ge´ne´ral, deux e´tapes : les mesures in situ et le traitement
des donne´es. A` la premie`re e´tape, on cherche a` avoir de “bonnes” donne´es de mesure par des choix
convenables : type d’essai, capteurs, excitation.... Dans la deuxie`me e´tape, ces mesures brutes sont
traite´es par des techniques de traitement du signal afin d’acce´der a` des informations pertinentes
qui permettent d’e´valuer ensuite, les caracte´ristiques me´caniques et la performance de la structure.
La technique de traitement du signal utilise´e en essai dynamique classique se fait sur des
donne´es soit temporelles, soit fre´quentielles. Re´cemment, avec la de´couverte de la transformation
en ondelettes, l’analyse temps-fre´quence a e´te´ e´tudie´e et applique´e avec succe`s par les chercheurs
dans le domaine de traitement du signal. L’analyse temps-fre´quence a cre´e´ un outil performant
particulie`rement pour les signaux module´s en temps et en fre´quence couramment rencontre´s dans
les essais de vibration des structures. Nous avons voulu, au cours de cette e´tude, appliquer l’analyse
temps-fre´quence et en particulier la transformation en ondelettes, a` des essais dynamiques non
destructifs.
La motivation principale de la the`se est d’exploiter les informations pertinentes obtenues a` partir
des donne´es brutes traite´es par la transformation en ondelettes. Ces informations “affine´es” facilite-
ront la proce´dure d’identification des caracte´ristiques des structures. Par ailleurs, la repre´sentation
temps-fre´quence des donne´es peut permettre la compre´hension du phe´nome`ne physique des essais
dynamiques et les connaissances a priori des essais pourront eˆtre utiles et prises en compte dans
le processus d’identification.
La the`se se compose de trois parties :
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La premie`re partie pre´sente une synthe`se bibliographique sur deux sujets : l’identification mo-
dale et la me´thode impact-e´cho. Dans le contexte ge´ne´ral des me´thodes d’identification modale,
les me´thodes utilisant la transformation en ondelettes sont aborde´es. Des travaux existant sont
recense´s et on montre que des ame´liorations restent ne´cessaires pour aboutir a` des proce´dures plus
consistantes. Une ide´e d’ame´lioration de la me´thode impact-e´cho est propose´e apre`s une bre`ve
analyse et on la de´veloppera plus en de´tail a` la troisie`me partie.
La deuxie`me partie aborde la transformation en ondelettes continue et cherche a` adapter l’ana-
lyse en ondelettes dans un but d’identification modale. Le chapitre 2 suppose que les signaux
module´s en temps et en fre´quence sont de´finis comme des fonctions. Un crite`re de choix des on-
delettes “me`res” est propose´. Le chapitre 3 passe a` la version discre´tise´e de la transformation en
ondelettes avec le calcul nume´rique. On s’inte´resse a` l’effet de bords pour les calculs des signaux
discrets, de longueur finie et on propose une solution. Le chapitre 4 ache`ve les discussions sur
la transformation en ondelettes avec le choix des parame`tres de de´finition pour deux ondelettes
me`res retenues : ondelette de Morlet et ondelette de Cauchy. Il pre´sente e´galement plusieurs algo-
rithmes de caracte´risation des informations contenues dans le signal. Ainsi, l’outil nume´rique de
transformation en ondelettes est disponible a` la fin de cette partie et la technique sera applique´e
aux donne´es de mesures dans la troisie`me partie.
La troisie`me partie applique la transformation en ondelettes dans les cas particuliers suivants :
l’identification des parame`tres modaux des syste`mes me´caniques line´aires, la caracte´risation des
non-line´arite´s des syste`mes me´caniques non-line´aires (approche vibratoire) et l’ame´lioration de la
me´thode impact-e´cho (approche par propagation d’onde me´canique). Le chapitre 5 a pour but de
mettre en oeuvre une proce´dure d’identification modale des syste`mes me´caniques line´aires avec la
prise en compte de diffe´rents mode`les d’amortissement. Le chapitre 6 utilise la capacite´ de de´tecter
l’e´volution des fre´quences instantane´es pour identifier la non-line´arite´. Une proce´dure d’identifica-
tion est e´galement propose´e. Le chapitre 7 s’appuie sur la densite´ spectrale locale combine´e avec
l’algorithme de recuit simule´ afin d’ame´liorer la me´thode impact-e´cho.
Finalement, des conclusions importantes sur les re´sultats obtenus sont tire´es et on propose des
ide´es pour une poursuite de ce travail.
Premie`re partie
E´tude bibliographique
Chapitre 1
Synthe`se bibliographique et
proble´matique ge´ne´rale
1.1 Introduction
L’objectif de la the`se est d’appliquer l’analyse en ondelettes a` l’auscultation des structures
vibrantes avec les re´ponses seules des structures (excitation non ou incomple`tement mesure´e).
Deux applications sont envisage´es : l’identification des parame`tres du comportement vibratoire
et la de´tection des de´fauts par la propagation des ondes. En ce qui concerne l’identification des
parame`tres modaux, ce chapitre pre´sente brie`vement l’analyse modale des syste`mes me´caniques
line´aires et non-line´aires avec quelques me´thodes repre´sentatives. Quant a` la de´tection des de´fauts,
une me´thode d’auscultation des dalles en be´ton est aborde´e : la me´thode impact-e´cho. Ce cha-
pitre comprend cinq sections. Dans la premie`re section, on se place dans le contexte ge´ne´ral des
me´thodes d’identification modale, pour situer la me´thode utilisant l’analyse temps-fre´quence. Une
telle classification permet aussi d’examiner les me´thodes de meˆme cate´gorie et ainsi d’en discuter.
Les sections 1.3 et 1.4 abordent respectivement l’identification des syste`mes me´caniques line´aires
et non-line´aires. Les diffe´rentes techniques en temps, en fre´quence et en temps-fre´quence sont ana-
lyse´es. Les dernie`res sont proches de celle base´e sur l’analyse en ondelettes. La section 1.5 propose
une ide´e pour ame´liorer la me´thode impact-e´cho. Graˆce a` la re´partition e´nerge´tique de la transfor-
mation en ondelettes, on pourra de´tecter les fre´quences utiles dans le signal mesure´. Enfin, quelques
conclusions sont tire´es.
1.2 Classification des techniques d’identification modale
Les me´thodes d’identification modale ont pour objectif d’identifier les proprie´te´s dynamiques
d’une structure a` partir des re´ponses vibratoires.
Depuis les anne´es soixante-dix, beaucoup de techniques d’identification ont e´te´ propose´es. Pa-
ralle`lement au de´veloppement des technologies, des me´thodes performantes ont e´te´ commercia-
lise´es, donnant non seulement des re´sultats des parame`tres modaux mais encore d’autres re´sultats
de type post-processing tels que : animation des modes, pre´diction des modifications structurales...
La classification d’un si grand nombre de me´thodes est tre`s difficile, celle que nous pre´sentons en
figure 1.1 est inspire´e de Maia et al. [116].
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Figure 1.1. Contexte de la me´thode d’identification modale base´e sur la TO propose´e
La classification traditionnelle s’effectue suivant le domaine ou` les donne´es sont traite´es i.e.,
temps ou fre´quence. Quelques me´thodes travaillent dans le domaine fre´quentiel mais des proble`mes
associe´s a` l’e´valuation de la Fonction de Re´ponse en Fre´quence (FRF), existent tels que : re´solution
fre´quentielle, fuites (leakage)... De meˆme, la Fonction de Re´ponse Impulsionnelle (FRI) de la struc-
ture est souvent obtenue par la transformation de Fourier discre`te inverse ifft ; ce qui provoque le
proble`me de fuites sur les signaux de longueur finie. Pour ces raisons, certaines me´thodes utilisent
directement les donne´es brutes pour e´viter le proble`me de fuites.
En ge´ne´ral, les mode`les temporels ont tendance a` donner de meilleurs re´sultats quand une large
plage de fre´quence ou plusieurs modes existent dans les donne´es, tandis que les mode`les dans le
domaine fre´quentiel ont tendance a` donner de meilleurs re´sultats quand la plage de fre´quence ou
le nombre de modes est relativement limite´. Toutefois, les me´thodes en temps ne peuvent estimer
que les modes dans la gamme de fre´quence d’analyse et elles ne prennent pas en compte les effets
re´siduels des modes hors de la plage en question. C’est la raison pour laquelle depuis quelques
anne´es, la recherche se dirige vers le domaine fre´quentiel avec des techniques qui ame´liorent la
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pre´cision du re´sultat en tenant compte des effets re´siduels.
Les me´thodes dans le domaine temporel et fre´quentiel peuvent encore eˆtre divise´es en me´thodes
indirectes (me´thodes modales) et en me´thodes directes. La qualification indirecte signifie que l’iden-
tification est base´e sur le mode`le modal, i.e., sur les parame`tres modaux (fre´quences naturelles,
taux d’amortissement, constantes modales et leurs phases). La me´thode directe de´signe la proce´dure
d’identification relie´e au mode`le spatial, i.e., l’e´quation matricielle d’e´quilibre a` partir de laquelle
toutes les me´thodes sont de´duites. Quelques me´thodes dans cette cate´gorie cherchent a` e´valuer les
matrices re´fe´rant a` l’e´quation d’e´quilibre et la re´solution du proble`me de valeurs propres associe´es
a` ces matrices donne les parame`tres modaux.
Une division supple´mentaire concerne le nombre de modes qui peuvent eˆtre analyse´s. Si un
seul mode est conside´re´ dans l’analyse, c’est l’analyse a` un Degre´ De Liberte´ (1DDL). Si plusieurs
modes sont pris en compte, c’est l’analyse a` Multiple Degre´s De Liberte´ (MDDL). Dans le domaine
temporel, il n’a y que l’analyse MDDL mais dans le domaine fre´quentiel, il existe les deux types
d’analyse : 1DDL et MDDL. La me´thode directe ne travaille que sur l’analyse MDDL.
Habituellement, quand la structure est teste´e, non seulement les re´ponses brutes sont enre-
gistre´es mais les FRFs sont aussi calcule´es par l’analyseur a` partir des re´ponses et excitations
mesure´es. Les me´thodes d’analyse modale qui s’appliquent seulement a` une seule FRF chaque fois,
sont appele´es me´thodes a` une FRF ou a` une entre´e - une sortie (SISO : single input-single output).
D’autres me´thodes permettent l’analyse simultane´e de quelques FRFs avec les re´ponses mesure´es
a` diffe´rents endroits de la structure soumise a` la meˆme excitation. Elles sont appele´es me´thodes
globales ou une entre´e - multiple sorties (SIMO : single input-multi output). La philosophie de ces
me´thodes est que les fre´quences naturelles et les taux d’amortissement sont des proprie´te´s globales
et ne varient pas d’une FRF a` une autre. Ils doivent eˆtre consistants et e´gaux pour chaque FRF.
Finalement, il existe d’autres me´thodes qui peuvent traiter en meˆme temps toutes les FRFs pos-
sibles qui sont obtenues a` partir de diffe´rents endroits d’excitation et de re´ponses de la structure.
Elles sont appele´es polyre´fe´rence ou multiple entre´e - multiple sorties (MIMO : multi input-multi
output).
En se re´fe´rant a` la classification de Maia et al. [116], l’analyse modale dans le domaine temps-
fre´quence par transformation en ondelettes (wavelet analysis for modal identification) est rajoute´e
sur le sche´ma en figure 1.1. Cet outil de traitement temps-fre´quence permet l’identification modale
avec le mode`le indirect, de type MDDL et SIMO. On se limite par la suite aux signaux de re´ponse
libre de la structure. Ce choix est justifie´ puisque l’on se place dans le contexte d’excitation non
connue ou mal connue dans les applications. Ce sont soit l’excitation par choc, soit l’excitation
ambiante, soit par l’arreˆt de l’excitation sinuso¨ıdale. A` noter que l’identification modale a` partir
des re´ponses seules attirent beaucoup l’attention des chercheurs a` ce jour graˆce a` un large champ
d’applications : identification modale “online” par excitation ambiante, excitation par choc non-
destructif... Ce sont des tests faciles a` re´aliser.
1.3 Identification des syste`mes me´caniques line´aires
Il existe beaucoup de techniques d’identification des syste`mes line´aires. On recense ici les
me´thodes les plus courantes. Ces techniques sont re´pertorie´es en temps, en fre´quence ou en temps-
fre´quence. Les discussions principales se trouvent dans le paragraphe sur les me´thodes d’identi-
fication temps-fre´quence. Dans l’article d’Allemang et al. [9], les auteurs ont essaye´ d’unifier les
diffe´rentes techniques d’identification base´es sur l’approche polynoˆmiale qu’elles soient en temps ou
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en fre´quence. Ils ont profonde´ment analyse´ les similarite´s et les diffe´rences entre les diffe´rentes algo-
rithmes. Ils rele`vent aussi que la plupart des algorithmes passent par deux e´tapes. La premie`re e´tape
consiste a` de´terminer les fre´quences propres et les vecteurs de participation modale. La deuxie`me
e´tape a pour but de de´terminer les de´forme´es modales. Les diffe´rences entre les algorithmes se
trouvent principalement dues aux me´thodes de traitement des donne´es mesure´es redondantes. Une
repre´sentation sur un espace caracte´ristique de trois dimensions (deux dimensions spatiales : entre´e,
sortie et la troisie`me dimension : soit temporelle, soit fre´quentielle) est e´galement propose´e. Cette
repre´sentation est utile pour la compre´hension de l’organisation des donne´es mesure´es et favorise
ainsi le choix d’un algorithme d’identification approprie´.
1.3.1 Quelques techniques dans le domaine temporel
Deux me´thodes souvent e´tudie´es dans le domaine temporel sont la me´thode d’ “Ibrahim Time
Domain” (ITD) et la me´thode de “Least Squares Complex Exponential” (LSCE).
• Me´thode d’Ibrahim Time Domain : Elle est propose´e par Ibrahim [57]. La me´thode est applique´e
aux re´ponses libres de la structure. C’est une me´thode indirecte, MDDL et SIMO. Elle se base
sur la matrice du syste`me reliant la re´ponse libre de la structure au temps t a` celle au temps
(t+ ∆t). Les valeurs propres de cette matrice du syste`me donnent les fre´quences propres et les
taux d’amortissement tandis que les vecteurs propres associe´s sont les de´forme´es modales. La
ve´rification des modes peut se faire par le Facteur de Confiance Modal (FCM) pour e´liminer les
modes non-physiques. Les avantages de cette me´thode sont l’efficacite´ de calcul pour les syste`mes
avec les modes proches et la ve´rification de qualite´ de calcul via le FCM. L’inconve´nient de la
me´thode est la sensibilite´ aux signaux bruite´s, en ce qui concerne la de´termination des taux
d’amortissement.
• Me´thode de Least-Squares Complex Exponential : Elle est introduite comme une extension de
la me´thode de Prony dans la re´fe´rence [23]. La me´thode de Prony ou la me´thode Exponentielle
Complexe (CE) est une me´thode indirecte, MDDL et SISO. Elle travaille sur une FRI tandis
que la me´thode LSCE utilise plusieurs FRIs en meˆme temps et donc de type SIMO. Partant
du mode`le modal de FRI dans le temps, la me´thode de Prony de´termine les coefficients d’un
polynoˆme dont les solutions sont les exponentielles des poˆles du syste`me multiplie´s par ∆t. La
prise en compte de plusieurs FRIs dans la me´thode LSCE conduit a` l’obtention de ces coefficients
au sens de moindres carre´s. Comme la me´thode CE, la difficulte´ de la me´thode LSCE consiste
dans l’estimation correcte du nombre de modes.
1.3.2 Quelques techniques dans le domaine des fre´quences
Les me´thodes en fre´quence utilisent souvent les FRFs pour l’identification des parame`tres
modaux. Les me´thodes bien connues de type 1DDL comme Peak Picking, Circle fitting ... En ce
qui concerne le type MDDL et SIMO, une me´thode repre´sentative est pre´sente´e ici :
• Me´thode de Global Rational Fraction Polynomial (GRFP) : C’est une extension de la me´thode
Rational Fraction Polynomial (RFP) qui est applique´e sur une seule FRF [96]. La FRF dans
la me´thode RFP s’e´crit sous forme d’un rapport de deux polynoˆmes dont le nume´rateur a les
coefficients ak et le de´nominateur a les coefficients bk. La minimisation entre la FRF du mode`le
et la FRF mesure´e permettra de de´terminer les coefficients ak et bk. A` partir des bk, on de´duit
les fre´quences propres et les taux d’amortissement. A` partir des ak et des poˆles pre´ce´demment
de´termine´s, on trouve les constantes modales et les phases. La me´thode GRFP combine plusieurs
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FRFs mesure´es afin d’estimer les parame`tres modaux. A` noter que les fre´quences propres et
les taux d’amortissement sont e´gaux pour les diffe´rentes FRFs (les proprie´te´s globales) ; par
contre, les constantes modales et les phases de´pendent de chaque FRF (les proprie´te´s locales). La
me´thode GRFP cherche d’abord les proprie´te´s globales i.e, les coefficients bk en groupant toutes
les FRFs et puis les proprie´te´s locales sont de´termine´es sur chaque FRF inde´pendamment.
1.3.3 Analyse temps-fre´quence en identification modale des syste`mes line´aires
Les techniques de traitement du signal temps-fre´quence ont e´te´ applique´es en identification
modale a` partir des anne´es 90. On peut citer ici entre autres, la transformation de la classe de
Cohen utilise´e par De Ste´fano et al. [20, 21, 38], la transformation en ondelettes par Ruzzene et
al. [99], par Staszewski [110], par Argoul et al. [11, 12, 14, 126], par Lardies et al. [48, 65].
La transformation de la classe de Cohen est une transformation bi-line´aire permettant l’ob-
tention des composantes spectrales qui correspondent a` l’e´nergie de chaque mode de vibration
du signal. La proce´dure propose´e dans les re´fe´rences [20, 38] utilise un filtre pour se´parer les
modes et un algorithme spe´cial pour de´terminer les diffe´rences de phase entre les diffe´rents cap-
teurs. Une ame´lioration de la me´thode est propose´e dans la re´fe´rence [21] simplifiant la proce´dure
pre´ce´dente avec l’utilisation de l’auto-transforme´e et de la transforme´e croise´e de la classe de Co-
hen des re´ponses. L’effet du bruit est re´duit dans la transforme´e croise´e graˆce aux proprie´te´s du
filtrage. Les auteurs montrent que la proce´dure convient bien aux signaux non-stationnaires comme
la re´ponse des structures sous excitation ambiante. Des test nume´riques ont e´te´ utilise´s pour la
validation.
La transformation en ondelettes est une transformation line´aire et ainsi, approprie´e au signal de
multi-composantes, ce qui est souvent rencontre´ dans la re´ponse libre des structures en vibration.
Staszewski [110] propose trois me´thodes de de´termination de taux d’amortissement base´es sur la
transformation en ondelettes. La robustesse des me´thodes est teste´e sur les signaux simule´s (FRI
et re´ponse libre). La modulation de la fre´quence et de l’amplitude d’un signal a` une composante
peut eˆtre caracte´rise´e par la transformation de Hilbert. Le traitement d’un signal a` plusieurs
composantes par cette technique ne´cessite un filtre pour se´parer ses composantes. Ruzzene et al.
[99] de´montre que la transformation en ondelettes ame´liore la technique utilisant la transformation
de Hilbert graˆce au roˆle du filtre de l’ondelette me`re. Le signal du test re´el sous excitation ambiante
a e´te´ utilise´ pour la validation. Les signaux bruts sont traite´s par la me´thode de de´cre´ment ale´atoire
pour avoir la re´ponse libre de la structure qui sera effectivement traite´ par la transformation en
ondelettes. Les fre´quences propres et les taux d’amortissement sont extraits et donnent une bonne
concordance avec d’autre me´thode. Argoul et al. [11, 12] utilise les re´ponses libres d’un test re´el par
choc et propose la proce´dure de de´termination des fre´quences propres, des taux d’amortissement
et des de´forme´es modales. Lardies et al. [48, 65] applique la technique de la transformation en
ondelettes a` l’identification des parame`tres modaux d’une tour de TV sous excitation ambiante.
La re´ponse libre est aussi obtenue par la me´thode du de´cre´ment ale´atoire.
On constate que l’application effective de la transformation en ondelettes est sur la re´ponse
libre de la structure. Une fois que la proce´dure d’identification des parame`tres modaux base´e
sur la transformation en ondelettes est e´tablie, elle peut eˆtre applique´e sur le test sous excitation
ambiante (par l’interme´diaire de la me´thode de de´cre´ment ale´atoire) ou par choc, ou par la coupure
d’une excitation sinuso¨ıdale. E´videmment, la proce´dure est aussi efficace avec les FRIs mais comme
on suppose que l’excitation est mal mesure´e ou inconnue, notre choix est cohe´rent et le long de la
the`se, on ne conside`re que la re´ponse libre de la structure.
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1.4 Identification des syste`mes me´caniques non-line´aires
Les syste`mes me´caniques non-line´aires ont des particularite´s par rapport aux syste`mes line´aires.
Il est utile de donner ici quelques caracte´ristiques du comportement vibratoire d’un syste`me
me´canique non-line´aire. Ces indications de l’existence de non-line´arite´ pourront conduire a` une
me´thode d’identification de non-line´arite´s.
1.4.1 Comportement des syste`mes non-line´aires
• Inobservance du principe de superposition : au contraire aux syste`mes line´aires, la plupart des
syste`mes non-line´aires ne ve´rifie pas le principe de superposition, i.e, le de´placement est propor-
tionnel a` la charge applique´e. De plus, le principe de re´ciprocite´ de Maxwell-Betti valable pour
les syste`mes line´aires ne l’est plus pour les syste`mes non-line´aires.
• Ge´ne´ration d’harmoniques, inter-modulations : une excitation sinuso¨ıdale sur un syste`me line´aire
produira la re´ponse stationnaire sinuso¨ıdale a` la meˆme fre´quence que celle de l’excitation. Ce-
pendant, une telle excitation sur un syste`me non-line´aire ge´ne`rera la re´ponse non seulement a`
la meˆme fre´quence que celle de l’excitation mais a` d’autres tels que sous ou super harmoniques
de la fre´quence d’excitation. Il arrive des cas ou` l’excitation comprenant deux fre´quences fait
apparaˆıtre de nouvelles fre´quences dans la re´ponse. Ce phe´nome`ne est appele´ inter-modulations.
• Modulation de fre´quences et re´sonances : la fre´quence fondamentale d’un syste`me non-line´aire
n’est pas constante mais elle varie en fonction de l’amplitude du mouvement dans le cas de raideur
non-line´aire. Quand le syste`me vibre suffisamment proche d’un point d’e´quilibre, la fre´quence
fondamentale du syste`me revient a` celle du syste`me line´aire associe´.
Lorsqu’il existe des harmoniques dans la re´ponse du syste`me non-line´aire, la re´sonance ob-
serve´e peut eˆtre, soit la re´sonance primaire, i.e, la fre´quence d’excitation co¨ıncide avec une
fre´quence propre ; soit re´sonance secondaire, i.e, une harmonique est approximativement e´gale
a` une fre´quence propre ; soit re´sonance interne, i.e, la fre´quence d’excitation est e´gale a` une
fre´quence propre et son harmonique co¨ıncide avec une autre fre´quence propre et ces deux modes
du syste`me interagissent avec un phe´nome`ne de battement.
• Influence de la nature de l’excitation : Les syste`mes non-line´aires pre´sentent la de´pendance de la
re´ponse vis a` vis de l’excitation, par exemple, pour une excitation de balayage sinuso¨ıdal d’am-
plitudes diffe´rentes, les FRFs sont diffe´rentes. Ce phe´nome`ne est connu par le nom “distorsion
de FRF”. Cela n’existe pas pour un syste`me line´aire.
1.4.2 Me´thodes d’identification modale des syste`mes non-line´aires
Quelques me´thodes ont e´te´ propose´es pour de´tecter la non-line´arite´ des structures. Il faut noter
que toutes ces me´thodes sont loin d’eˆtre a` maturite´. On note ici les me´thodes les plus courantes.
• Distorsion de FRF : c’est une notion e´tendue de la FRF de´finie pour un syste`me line´aire. Elle
est aussi appele´e FRF au premier ordre en conside´rant seulement la composante de fre´quence
fondamentale dans la re´ponse et en supprimant l’influence des harmoniques. La distorsion de la
FRF est une indication pour la de´tection de la non-line´arite´. Ge´ne´ralement, la FRF au premier
ordre sous excitation sinuso¨ıdale, transitoire, et ale´atoire est diffe´rente.
• De´tection de la pre´sence des harmoniques : le transfert de l’e´nergie de la fre´quence fondamentale
aux harmoniques peut eˆtre mesure´ par la diffe´rence entre l’e´nergie totale du signal et l’e´nergie dis-
1.4 Identification des syste`mes me´caniques non-line´aires 23
tribue´e a` la composante fondamentale. Plus l’ordre de la non-line´arite´ est e´leve´, plus la diffe´rence
est e´leve´e.
• Les FRFs d’ordre plus e´leve´ : cette approche se base sur le de´veloppement en se´ries de Vol-
terra pour repre´senter un syste`me non-line´aire. L’identification des noyaux diffe´rents permet
l’identification de non-line´arite´ [10, 117].
• Les spectres d’ordre plus e´leve´s : l’utilisation d’un spectre d’ordre e´leve´ permet de caracte´riser
l’inter-modulation de la re´ponse d’un syste`me non-line´aire qui ge´ne`re une fre´quence e´gale a` la
somme de deux fre´quences dans le signal d’entre´e. Le bi-spectre et le tri-spectre ont e´te´ utilise´s
[35].
• Utilisation de la transformation de Hilbert : cette technique peut s’appliquer dans le domaine
temporel ou dans le domaine fre´quentiel. Dans le domaine temporel, on peut avoir la fre´quence
instantane´e et l’enveloppe du signal qui servent ensuite a` identifier un mode`le non-line´aire. Dans
le domaine fre´quentiel, la diffe´rence entre la FRF au premier ordre et la transforme´e de Hilbert
renseigne sur la pre´sence de non-line´arite´s.
• Utilisation du mode`le de mode “normal” non-line´aire (MNN) : c’est une notion e´tendue des
modes normaux d’un syste`me line´aire. Dans ce contexte, un mode normal non-line´aire d’un
syste`me conservatif est de´fini par une oscillation pe´riodique ou` tous les points du syste`me at-
teignent leur valeur extreˆme ou passent par ze´ro en meˆme temps. Le concept de MNN a e´te´
introduit par Rosenberg [98] pour un syste`me non-line´aire de n masses inter-connecte´es. Shaw
et Pierre [103, 104] proposent la de´finition de MNN dans l’espace bi-dimensionnel de phase.
Dans la re´fe´rence [121], Vakakis pre´sente une re´trospective de l’utilisation des modes normaux
non-line´aires en the´orie de vibration. Bellizzi et Bouc [17, 18] de´veloppent le concept de Modes
Non-line´aires Couple´s (MNCs) d’un syste`me non-line´aire avec une faible dissipation. La re´ponse
libre d’un tel syste`me peut eˆtre approche´e par la combinaison line´aire des termes harmoniques
avec les conditions initiales quelconques [18].
• Utilisation de la de´composition en modes propres orthogonaux : La technique aussi appele´e la
transformation de Karhunen-Loeve, se base sur la de´composition de donne´es en modes propres or-
thogonaux (POD). Elle permet l’extraction des informations spatiales d’un ensemble de donne´es
temporelles disponibles dans un certain domaine. Son application a` l’identification de non-
line´arite´s a e´te´ beaucoup e´tudie´e par le Groupe Vibrations et Identification des Structures de
Universite´ de Lie`ge [59, 60, 61, 69, 70, 68]. En effet, la POD est souvent utilise´e pour de´terminer
le nombre de variables d’e´tat actives dans un syste`me, c’est-a`-dire la dimension de l’espace
d’e´tat. La relation entre cette caracte´risation topologique du syste`me et la structure spatiale
des vibrations de´crit les modes propres orthogonaux (POM). C’est ainsi que la technique per-
met d’obtenir des mode`les dynamiques re´duits de syste`mes continus, caracte´rise´s par seulement
quelques degre´s de liberte´. Une fois cette information caracte´ristique du syste`me extraite des
donne´es, elle sera compare´e avec celle obtenue a` l’aide d’un mode`le the´orique pour le recalage.
L’efficacite´ de la me´thode a e´te´ compare´e avec la me´thode “conditioned reserve path” (CRP)
[70].
• Utilisation de l’analyse temps-fre´quence : la modulation des fre´quences est facilement de´tecte´e
par l’analyse temps-fre´quence. On peut trouver entre autres, la transformation de Wigner-
Ville, transformation de Gabor, transformation en ondelettes. Une discussion plus de´taille´e sera
pre´sente´e a` la section suivante.
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1.4.3 Analyse temps-fre´quence en identification modale des syste`mes non-
line´aires
L’ide´e d’utiliser l’analyse temps-fre´quence est assez re´cente. On peut citer ici l’article de Galleani
et al. [46] qui utilisent la transformation de Wigner-Ville pour de´terminer la re´ponse fondamen-
tale instantane´e. Staszewski utilise la transformation en ondelettes au lieu de la transformation de
Wigner-Ville dans le meˆme but [111]. Bellizzi et al. [18] proposent l’utilisation de la transforma-
tion de Gabor en conside´rant le mode`le des modes normaux couple´s. Argoul et al. [13] introduisent
quatre indicateurs calcule´s a` partir de la transformation en ondelettes me`res de Cauchy afin de
caracte´riser le comportement d’un syste`me me´canique en vibration. Toutes ces me´thodes ont ex-
ploite´ la modulation de la fre´quence en temps pour de´tecter et identifier la non-line´arite´. Toutefois,
la transformation de Wigner-Ville n’est pas une transformation line´aire, donc l’extraction de la
fre´quence fondamentale n’est pas facile et la transforme´e peut eˆtre biaise´e a` cause des harmoniques.
La transformation de Fourier a` court terme a les re´solutions absolues en temps et en fre´quence
e´gales pour tout le plan temps-fre´quence. Cependant, quand on cherche a` caracte´riser la variation
des fre´quences dans le temps, la re´solution fre´quentielle relative (i.e, le rapport entre la re´solution
fre´quentielle absolue et la fre´quence) constante est plus significative que la re´solution fre´quentielle
absolue constante. La re´solution fre´quentielle relative constante est donne´e par la transformation
en ondelettes.
Toutefois, les me´thodes d’utilisation de la transformation en ondelettes ne peuvent pas encore
bien eˆtre de´finies puisque le re´sultat de´pend du choix des ondelettes et des effets de bords du
proble`me nume´rique.
1.5 Ame´lioration de la me´thode impact-e´cho
Un des proble`mes majeurs des ouvrages d’art est la ve´rification des e´paisseurs des dalles en
be´ton, l’existence e´ventuelle des cavite´s et la de´tection de vide dans les gaines de pre´-contrainte.
Les me´thodes couramment utilise´es pour leur de´tection sont la radiographie X et la gammagraphie.
Ces techniques requie`rent malheureusement des zones de protection e´tendues contre les radiations.
Depuis la fin des anne´es 80, la me´thode impact-e´cho a e´te´ propose´e et de´veloppe´e au National
Institut of Standards (E´tats-Unis) et a` l’universite´ Cornell (E´tats-Unis). Cette me´thode repose sur
l’approche de propagation des ondes et sur l’analyse fre´quentielle de la re´ponse d’une structure
soumise a` un choc. La me´thode impact-e´cho est bien adapte´e a` la mesure d’e´paisseur de dalles
et a` la recherche de de´laminages ou, plus ge´ne´ralement, a` la de´tection de contrastes d’impe´dance
me´canique. Toutefois, beaucoup de facteurs peuvent perturber les e´valuations par la me´thode
impact-e´cho, par exemple : la source de choc, le bruit ambiant, plusieurs pics sur le plan fre´quentiel...
Cependant, les techniques pour l’ame´lioration de la me´thode impact-e´cho par diffe´rents outils de
traitement du signal ne sont pas tre`s nombreuses. Par ailleurs, elles n’ont pas encore exploite´ les
informations pre´alablement connues, par exemple : la source, les caracte´ristiques des fre´quences
utiles... Donc, leur utilisation reste encore limite´e.
En tenant compte de la possibilite´ de de´tection de densite´ spectrale locale, on va appliquer la
transformation en ondelettes au signal impact-e´cho et utiliser les informations a priori pour faciliter
l’interpre´tation des re´sultats. Une analyse comple`te des me´thodes existantes et une proposition
d’ame´lioration de la me´thode impact-e´cho sont donne´es au chapitre 7.
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1.6 Conclusions
Un aperc¸u rapide des me´thodes d’identification modale a e´te´ pre´sente´. L’application de trans-
formation en ondelettes est compare´e avec les autres me´thodes d’analyse temps-fre´quence de meˆme
cate´gorie. Il en re´sulte que cette technique est prometteuse mais ne´cessite d’eˆtre approfondie et
ame´liore´e pour arriver a` des proce´dures sans ambigu¨ıte´s. On a aussi choisi le type du signal a`
conside´rer : la re´ponse libre de la structure, ce qui est donne´e par plusieurs types d’essais non-
destructifs. Enfin, une tentative d’ame´lioration de la me´thode impact-e´cho sera propose´e en utili-
sant la transformation en ondelettes.
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Deuxie`me partie
Transformation en ondelettes
Chapitre 2
Signal et traitement du signal par la
transformation en ondelettes
2.1 Introduction
Ce chapitre aborde les notions et les proprie´te´s les plus importantes sur le signal et le traitement
du signal. Ces rappels ne sont pas exhaustifs mais ils sont se´lectionne´s suivant les besoins pour la
suite. Une classification sommaire des signaux est donne´e a` la section 2.2. L’analyse harmonique
des signaux par la transformation de Fourier est pre´sente´e dans la section 2.3 afin de repe´rer
les notions importantes du plan fre´quentiel. L’analyse temps-fre´quence est ensuite pre´sente´e a` la
section 2.4 en mettant l’accent sur la transformation en ondelettes. Re´fe´rant au traitement du signal
re´el de de´placement/vitesse/acce´le´ration, une discussion sur trois ondelettes “me`re”s est donne´e
a` la section 2.5. La comparaison entre ces trois ondelettes me`res permet de retenir les ondelettes
approprie´es.
2.2 Classification des signaux
On classifie les signaux suivant diffe´rents crite`res : proprie´te´, repre´sentation ... On liste quelques
possibilite´s dans cette partie.
2.2.1 Classification de´terministe-ale´atoire
• De´terministes : Ce sont les signaux dont l´e´volution en fonction du temps est pre´visible par
un mode`le mathe´matique approprie´ (signaux de test, d´e´talonnage, etc.). On peut diviser cette
classe en des sous-classes :
◦ Signal pe´riodique
◦ Signal transitoire
• Ale´atoires : Ces signaux ont un caracte`re non-reproductible et impre´visible. Par exemple : la
parole,...Donc ce type de signal est caracte´rise´ par les quantite´s de probabilite´.
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2.2.2 Classification e´nerge´tique
• L´e´nergie et la puissance d´un signal : On peut associer a` un signal u(t) quelconque des valeurs
scalaires non ne´gatives Eu (e´nergie) et Pu (puissance moyenne) si elles existent par les relations :
Eu =
∫ +∞
−∞
|u(t)|2dt (2.1)
Pu = lim
T→+∞
1
T
∫ T
2
−T
2
|u(t)|2dt (2.2)
• Signaux a` e´nergie finie : Eu est borne´e. Soit : Eu < +∞, donc u(t) ∈ L2(R). C´est le cas courant
des signaux physiques re´els.
• Signaux a` e´nergie infinie : Inversement au signal d´e´nergie finie, Eu n´est plus borne´e. C´est le
cas des signaux pe´riodiques ou des signaux ale´atoires permanents.
2.2.3 Autres classifications
On peut encore classer le signal soit suivant sa repre´sentation continue/discre`te soit suivant sa
valeur re´elle/complexe. On va voir ulte´rieurement qu’il est inte´ressant de travailler avec les signaux
complexes.
2.2.4 Quelques signaux particuliers
• La distribution de Dirac et le peigne de Dirac : La distribution de Dirac δ(t) a son support re´duit
a` t = 0 et associe a` toute fonction continue f sa valeur en t = 0 :
δ(t) = 0 si t 6= 0 et
∫ +∞
−∞
δ(t)f(t)dt = f(0) (2.3)
Le peigne de Dirac :
IIIT (t) =
∞∑
k=−∞
δ(t− kT ) (2.4)
L’utilisation de distribution de Dirac et de peigne de Dirac permettent de faire la transition
entre des fonctions d’une variable re´elle et des suites discre`tes. Par exemple, la version discre`te
ud d’un signal continu u(t) e´chantionne´ suivant la pe´riode T peut eˆtre e´crite :
ud = u(t)
∞∑
k=−∞
δ(t− kT ) = u(t)× IIIT (t) (2.5)
• La distribution de Heaviside : H(t) = 0 si t < 0, H(t) = 1 si t > 0 et H(0) = 12 .
2.2.5 Repre´sentation vectorielle des signaux
Cette repre´sentation permet de de´velopper line´airement le signal u(t) sur une base de fonctions
connues. C´est la structure d´espace vectoriel : le signal apparaˆıt comme un vecteur de cet espace
vectoriel. En choisissant les diffe´rentes bases, on aura diffe´rentes repre´sentations (espace de Hilbert)
et cela rendra les calculs conside´rablement plus simple.
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2.3 Transformation de Fourier
2.3.1 De´finition
Soit un signal u(t) ∈ L1(R), sa transforme´e de Fourier est de´finie par :
uˆ(ω) = TF [u] =
∫ +∞
−∞
u(t)e−iωtdt (2.6)
uˆ est continue, borne´e et nulle a` l´infini. La formule d´inversion admet la forme :
u(t) =
1
2pi
∫ +∞
−∞
u(ω)eiωtdω (2.7)
ω est la fre´quence angulaire ou pulsation et la valeur f = ω2pi est appele´e la fre´quence du signal.
L’extension de la transformation de Fourier aux fonctions u(t) ∈ L2(R) est pre´sente´e en de´tails dans
les re´fe´rences [74] et [25]. Pour une fonction u(t) ∈ L2(R) telle que u(t) /∈ L1(R), sa transforme´e de
Fourier n’est pas calculable par l’inte´grale (2.6). Elle est de´finie comme limite de transforme´es de
Fourier de fonctions appartenant a` L1(R) ⊂ L2(R). Les proprie´te´s de la transformation de Fourier
sont cite´es ci-dessous en supposant e´videmment que les inte´grales existent.
2.3.2 Proprie´te´s de la transformation de Fourier
• Line´arite´
TF
[
N∑
i=1
ui
]
=
N∑
i=1
TF [ui] (2.8)
• Transposition, conjugaison
TF [u(−t)] (ω) = uˆ(−ω) (2.9)
• Changement d’e´chelle
TF [u(at)] (ω) =
1
|a| uˆ(
ω
a
) avec a 6= 0 (2.10)
• Translation
TF [u(t− c)] (ω) = e−iωcuˆ(ω) (2.11)
• Modulation
TF
[
e−iω0tu(t)
]
(ω) = uˆ(ω − ω0) (2.12)
• De´rivation par rapport a` la variable temporelle
TF
[
u(m)(t)
]
(ω) = (iω)muˆ(ω) (2.13)
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• Formulation de Parseval-Plancherel∫ +∞
−∞
u(t)v(t)dt =
1
2pi
∫ +∞
−∞
uˆ(ω)vˆ(ω)dω (2.14)
Un cas particulier important est v = u, soit :∫ +∞
−∞
|u(t)|2dt = 1
2pi
∫ +∞
−∞
|uˆ(ω)|2dω (2.15)
2.3.3 Signal module´ en amplitude et en fre´quence, signal analytique
Soit un signal re´el d’e´nergie finie u(t), si on arrive a` e´crire de fac¸on naturelle sous forme
u(t) = A(t) cos(α(t)), ou` A(t) et α(t) sont respectivement amplitude et phase du signal, on peut
alors introduire naturellement une notion de fre´quence instantane´e, de´finie par :
ωu =
dα(t)
dt
(2.16)
Un choix possible est celui du “couple canonique” propose´ par J. Ville en se basant sur le signal
analytique a` l’aide de la transformation de Hilbert (TH),
TH [u] (t) =
1
pi
∫ +∞
−∞
u(t′)
t′ − tdt
′. (2.17)
Le signal analytique associe´ Zu(t) se de´finit par
Zu = [1 + iTH] .u (2.18)
Alors, la transformation de Fourier du signal analytique
Zˆu = 2H(ω)uˆ(ω) (2.19)
Pour me´moire, H(.) est la fonction Heaviside. L’amplitude A(t) et la phase α(t) du signal s’e´crivent
A(t) = |Zu| et α(t) = ∠Zu (2.20)
D’ou`, le signal re´el u(t)
u(t) = Re (Zu) = Re
(
A(t)eiα(t)
)
= A(t) cos (α(t)) (2.21)
Maintenant, si le signal u(t) a la forme u(t) = A(t) cos (α(t)), le signal analytique associe´ est
souvent diffe´rent du mode`le complexe associe´ A(t)eiα(t). Toutefois, dans les cas ou` la fonction
u(t) = A(t) cos (α(t)) est telle que les variations relatives de A(t) sont tre`s lentes par rapport
a` celles de la phase α(t), c’est-a`-dire |α˙(t)| >>
∣∣∣ A˙(t)A(t) ∣∣∣, on peut voir que le mode`le exponentiel
A(t)eiα(t) constitue une excellente approximation du signal analytique Zu. On est alors dans le cas
des signaux dits asymptotiques [118]
 Theore`me 2.1 (factionarisation)
Soient deux signaux s1(t) et s2(t) qui ont respectivement les spectres Sˆ1(ω) et Sˆ2(ω). On veut cal-
culer le signal analytique du produit de deux signaux s1s2(t). A est l’ope´rateur de signal analytique,
le the´ore`me de factionarisation s’e´nonce comme suit [33],
A[s1s2] = s1A[s2] si Sˆ1(ω) = 0 ∀ω < −ω1 et Â[s2](ω) = 0 ∀ω < ω1 (2.22)
2.4 Analyse line´aire temps-fre´quence 33
Remarque 2.3.1
L’espace des fonctions d’e´nergie finie et nulles pour les fre´quences ne´gatives est appele´ seconde espace de
Hardy H2(R) :
H2(R) =
{
f ∈ L2(R), fˆ(ω) = 0 ∀ω ≤ 0
}
(2.23)

Ainsi les signaux analytiques Zu appartiennent a` l’espace H2(R).
2.4 Analyse line´aire temps-fre´quence
La transformation de Fourier repose sur la de´composition d’une fonction comme une super-
position de sinus et de cosinus qui ont une dure´e infinie, donc elle perd la notion temporelle.
Cette lacune nous a conduit a` l’analyse temps-fre´quence. Il existe dans la litte´rature, beaucoup
de transformations mathe´matiques qui permettent ce type d’analyse. On se restreint dans la the`se
a` l’analyse line´aire temps-fre´quence dont la transformation en ondelettes. Les ondelettes sont des
fonctions oscillantes bien localise´es en temps et en fre´quence qui sont utilise´es pour repre´senter
des signaux ou d’autres fonctions. La transformation en ondelettes reprend la meˆme ide´e que la
transformation de Fourier en adoptant une approche multi-re´solution : si nous regardons un signal
avec une large feneˆtre, nous pourrons distinguer des de´tails grossiers. De fac¸on similaire, des de´tails
de plus en plus petits pourront eˆtre observe´s en raccourcissant la taille de la feneˆtre. L’objectif
de l’analyse en ondelettes est donc de re´aliser une sorte de microscope mathe´matique re´glable. La
transformation de Fourier a` court terme est aussi pre´sente´e pour comparaison.
2.4.1 Le plan temps-fre´quence
Pour conserver les informations locales ce que l’analyse par transformation de Fourier classique
ne peut pas faire, on prend une fonction analysante ψ a` qui on demande d’eˆtre bien localise´e a` la
fois en temps et en fre´quence. On de´compose ainsi un signal en “atome” temps-fre´quence. Chaque
atome se repre´sente symboliquement sur le plan temps-fre´quence, par un rectangle dont l’abscisse
est l’intervalle temporel et l’ordonne´e est l’intervalle fre´quentiel.
Soit ψ, une fonction analysante, la localisation en temps et en fre´quence de cette fonction
se de´finit par le centre temporel tψ, le centre fre´quentiel ωψ, la re´solution temporelle ∆tψ et la
re´solution fre´quentielle ∆ωψ.
• Temps et fre´quence moyens
tψ =
∫ +∞
−∞
t
|ψ(t)|2
||ψ||22
dt
ωψ =
∫ +∞
−∞
ω
|ψˆ(ω)|2
||ψˆ||22
dω
(2.24)
• Re´solution temps-fre´quence
∆tψ =
[∫ +∞
−∞
(t− tψ)2 |ψ(t)|
2
||ψ||22
dt
] 1
2
∆ωψ =
[∫ +∞
−∞
(ω − ωψ)2 |ψˆ(ω)|
2
||ψˆ||22
dω
] 1
2
(2.25)
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Ainsi, le rectangle de localisation temps-fre´quence de la fonction ψ(t) a le centre au point (tψ, ωψ)
avec les areˆtes de 2∆tψ et 2∆ωψ.
• Principe d’incertitude de Heisenberg
µψ = ∆tψ∆ωψ ≥ 1
2
(2.26)
2.4.2 Transformation de Fourier a` court terme
L’ide´e de base est de prendre la transformation de Fourier mais localise´e dans le temps en
remplac¸ant la fonction analyse´e par un produit de celle-ci par une feneˆtre convenablement choisie
au pre´alable posse´dant de bonnes proprie´te´s de localisation. Cette me´thode a e´te´ propose´e par D.
Gabor et s’appelle aussi transformation de Gabor. Si l’on note g(t) la feneˆtre et u(t) le signal a`
analyser, le re´sultat est alors la collection de nombres :∫ +∞
−∞
u(t)g(t− b)e−iωtdt (2.27)
Pour des raisons pratiques, il est plus inte´ressant de conside´rer les coefficients :
TG[u](b, ω) =
∫ +∞
−∞
u(t)g(t− b)e−iω(t−b)dt =
∫ +∞
−∞
u(t)g¯b,ω(t)dt (2.28)
Les nouveaux coefficients forment la transforme´e de Gabor TG[u](b, ω) de u(t) et s’expriment par
TG[u](b, ω) =< u, gb,ω > ou` gb,ω(t) = g(t− b)eiω(t−b) (2.29)
gb,ω(t) sont appele´es gaborettes. Ces gaborettes sont construites a` partir de la feneˆtre g(t) par
des translations et modulations (i.e, des translations en fre´quence). Nous avons la transforme´e de
Fourier :
gˆb,ω(ξ) = e
−iξbgˆ(ξ − ω) (2.30)
Les coefficients TG[u](b, ω) fournit une information de u(t) au voisinage du point t = tg + b et de
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Figure 2.1. Localisations temporelles (les parties re´elles) et fre´quentielles (les modules) de deux
gaborettes
la fre´quence ξ = ωg +ω. Autrement dit, si tg = ωg = 0, TG[u](b, ω) se´lectionne le “contenu”de u(t)
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au voisinage du point de coordonne´es (b, ω) dans le plan temps-fre´quence. La figure 2.1 repre´sente
deux gaborettes localise´es a` deux temps diffe´rents et a` deux fre´quences diffe´rentes. On voit bien
l’effet de translation en temps et en fre´quence de ces deux gaborettes. A` la figure 2.3, le symbole
rectangulaire de localisation temps-fre´quence ne change pas d’un point a` l’autre sur le plan temps-
fre´quence.
2.4.3 Transformation en ondelettes
On constate que les feneˆtres dans la transformation de Fourier a` court terme sont des fonctions
de taille constante et ne permettent donc pas d’obtenir une re´solution temporelle aussi e´leve´e
que ne´cessaire [118]. Ce de´faut a e´te´ reme´die´ avec la transformation en ondelettes (TO). Soit une
fonction ψ(t) bien localise´e en temps et en fre´quence, on lui associe une famille d’ondelettes ψ(b,a)(t)
engendre´e par des dilatations et translations de ψ(t) :
ψ(b,a)(t) =
1
a
ψ(
t− b
a
) (2.31)
ou` a et b sont des parame`tres relatifs respectivement a` l’e´chelle (inverse de fre´quence) et au temps.
On note H, l’espace des parame`tres :
H = {(b, a) : b ∈ R, a ∈ R∗+} (2.32)
Les ondelettes sont donc de forme constante mais de taille variable proportionnelle au parame`tre de
dilatation a. La transformation en ondelettes d’un signal d’e´nergie finie peut se de´finir de diffe´rentes
fac¸ons. La de´finition suivante est celle utilise´e par Carmona et al. [25]
• De´finition
Soit le signal u(t) d’e´nergie finie et continu par morceaux sur t, la transformation en ondelettes
de ce signal est donne´e par l’inte´grale
Tψ[u](b, a) =< u,ψ(b,a)(t) >=
1
a
∫ +∞
−∞
u(t)ψ(
t− b
a
)dt (2.33)
ou` ψ(.) est la fonction analysante de carre´ inte´grable et continue par morceaux, appele´e ondelette
“me`re”.
• Condition d’admissibilite´
La fonction ψ(t) est candidat pour une ondelette “me`re” si le coefficient Cψ de´fini par
Cψ =
∫ +∞
0
∣∣∣ψ̂(aω)∣∣∣2 da
a
(2.34)
est fini, non nul et inde´pendant de ω re´el. Cette condition implique que ψ̂(ω) est e´gale a` ze´ro a`
l’origine, i.e ∫ +∞
−∞
ψ(t)dt = 0 (2.35)
Cela signifie que ψ(t) doit ne´cessairement posse´der certaines oscillations.
• Formule de reconstruction
Une fois que cette condition d’admissibilite´ est ve´rifie´e, le signal u(t) peut eˆtre reconstruit par
u(t) =
1
Cψ
∫ +∞
−∞
∫ +∞
0
Tψ[u](b, a)ψ
(
t− b
a
)
da
a
db (2.36)
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• Localisation temps-fre´quence de la transforme´e en ondelettes
La valeur de Tψ[u](b, a) contient les informations de u(t) a` l’e´chelle a autour de la position en
temps b. On constate que les re´solutions locales de la transformation en ondelettes sont relie´es aux
effets de translation (parame`tre b) et de dilatation (parame`tre a) et les re´solutions de l’ondelette
“me`re” de´finies a` la relation (2.25).
◦ Effet de translation : En conside´rant seulement l’effet de b, la proprie´te´ (2.11) donne
ψb(t) = ψ(t− b) et ψˆb(ω) = e−iωbψˆ(ω) (2.37)
Donc, si l’ondelette me`re se localise autour de l’instant t = tψ, avec la re´solution temporelle
∆tψ, l’effet de translation donne la localisation temporelle de ψb(t) autour de t = b+ tψ avec
la meˆme re´solution temporelle ∆tψ.
◦ Effet de dilatation : Au lieu de modifier la localisation fre´quentielle de la fonction analysante
a` l’aide d’une translation (graˆce a` la modulation en temps) comme dans le cadre de la trans-
formation de Fourier a` court terme, la localisation fre´quentielle de l’ondelette me`re est obtenue
par l’effet de dilatation (proprie´te´ 2.10)
ψa(.) =
1
a
ψ
( .
a
)
et ψˆa(ω) = ψˆ(aω) (2.38)
Ainsi, si l’ondelette ψ(.) se localise autour de tψ et ωψ avec les re´solutions temporelle et
fre´quentielle respectives ∆tψ, ∆ωψ, la version dilate´e de l’ondelette ψa(.) se concentre autour
de t = atψ et ω =
ωψ
a avec les re´solutions temporelle et fre´quentielle respectives a∆tψ et
∆ωψ
a
En combinant les deux effets, l’ondelette ψ(b,a)(t) se concentre sur le plan temps-fre´quence t−ω
autour de {
t = b+ atψ
ω =
ωψ
a
(2.39)
avec les re´solutions  ∆t = a∆tψ∆ω = ∆ωψ
a
(2.40)
L’incertitude sera
µψ(b,a) = ∆t∆ω = ∆tψ∆ωψ = µψ (2.41)
Ainsi, le domaine de localisation de la transforme´e en ondelettes sur le plan temps-fre´quence au
point
(
b+ atψ, ω =
ωψ
a
)
sera
[b+ atψ − a∆tψ, b+ atψ + a∆tψ]×
[
ωψ
a
− ∆ωψ
a
,
ωψ
a
+
∆ωψ
a
]
(2.42)
Deux ondelettes sont pre´sente´es sur la figure 2.2. On constate que l’allure des ondelettes (le
nombre d’oscillations) ne change pas mais elle est compresse´e (resp. dilate´e) en temps et dilate´e
(resp. compresse´e) en fre´quence. Une comparaison des localisations temps-fre´quence entre la TG
et TO est donne´e a` la figure 2.3. Pour une fre´quence faible, l’ondelette a une bonne pre´cision en
fre´quence (∆ωψ faible) et pour une fre´quence e´leve´e, l’ondelette a une bonne pre´cision en temps
(∆tψ faible). Cette proprie´te´ est appre´cie´e en analyse du signal puisqu’a` la fre´quence e´leve´e, la
pre´cision temporelle est plus importante que la pre´cision fre´quentielle et vice-versa.
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Figure 2.2. Localisations temporelles (les parties re´elles) et fre´quentielles (les modules) de deux
ondelettes
En se re´fe´rant a` l’analyse fre´quentielle, l’analyse en ondelettes peut eˆtre compare´e a` un filtre
avec le facteur de qualite´ Q de´fini par le rapport entre le centre de fre´quence et la bande de
fre´quence
Q =
ωψ
a
2
∆ωψ
a
=
ωψ
2∆ωψ
(2.43)
Le facteur Q est ainsi inde´pendant de a et il de´pend seulement de l’ondelette me`re choisie ψ(t).
ω1
ω2
ω1
ω2
t t
ω ω
t2t1 t1 t2
TG TO
Figure 2.3. Comparaison de localisation temps-fre´quence entre la TG et la TO
• E´tudes sur la re´partition de l’e´nergie de la transforme´e en ondelettes
La transformation en ondelettes nous permet d’avoir des informations temporelles et fre´quentielles
d’un signal. Nous nous inte´ressons, dans cette partie, a` la densite´ spectrale locale (ou l’e´nergie
spectrale locale) de la transformation en ondelettes E˜(t, ω) et a` la liaison entre E˜(t, ω) et la
densite´ spectrale : E(ω) du signal.
◦ Rappel sur l’e´nergie d’un signal
Nous conside´rons un signal re´el u(t) a` variable re´elle t. En combinant la formule d’e´nergie du
38 2. Signal et traitement du signal par la transformation en ondelettes
signal (2.1) et la relation (2.15), on pose la quantite´ :
E(ω) =
1
2pi
|uˆ(ω)|2
E(ω) est la densite´ spectrale, l’e´nergie totale sera :
E =
∫ +∞
−∞
|u(t)|2dt = 1
2pi
∫ +∞
−∞
|uˆ(ω)|2dω = 2
∫ +∞
0
E(ω)dω (2.44)
(A cause de la proprie´te´ hermitienne du signal re´el)
◦ Transformation en ondelettes avec la normalisation de ψ(b,a)(t) L1(R)
La de´finition de la TO avec ψ(b,a)(t) norme´e en L
1(R)
Tψ[u](b, a) =
1
a
∫ +∞
−∞
u(t)ψ
(
t− b
a
)
dt (2.45)
La formule de Parseval-Plancherel nous permet d’e´crire la TO d’une autre fac¸on :
Tψ[u](b, a) =
1
2pi
∫ +∞
−∞
uˆ(ω)ψˆ (aω) eiωbdω =
1
2pi
∫ +∞
−∞
[uˆ(ω)ψˆ (aω)]eiωbdω (2.46)
avec l’ondelette me`re progressive qui appartient a` l’espace de Hardy H2(R) :∫ +∞
−∞
|Tψ[u](b, a)|2db = 1
2pi
∫ +∞
−∞
[∣∣∣uˆ(ω)ψˆ (aω)∣∣∣]2 dω = 1
2pi
∫ +∞
0
[
|uˆ(ω)|
∣∣∣ψˆ (aω)∣∣∣]2 dω (2.47)
L’e´nergie totale calcule´e a` partir de la transforme´e en ondelettes [25]
E =
1
Cψ
∫ +∞
0
∫ +∞
−∞
|Tψ[u](b, a)|2da
a
db (2.48)
Le facteur d’e´chelle a a pour valeur a =
ωψ
ω , donc, la formule pre´ce´dente devient :
E =
1
Cψ
∫ +∞
0
∫ +∞
−∞
|T (b, ωψω )|2
ω
dωdb (2.49)
Nous arrivons a` des re´sultats de densite´ spectrale locale de la TO :
E˜(t, ω) =
1
Cψω
|Tψ[u](t,
ωψ
ω
)|2
E˜(ω) =
∫ +∞
−∞
E˜(t, ω)dt
E =
∫ +∞
0
E˜(ω)dω
(2.50)
En se basant sur les e´tudes pre´ce´dentes, nous avons la relation entre E˜(k) et E(ω) comme suit :
E˜(k) =
1
Cψk
∫ +∞
0
E(ω)
∣∣∣ψˆ (ωψω
k
)∣∣∣2 dω (2.51)
◦ Transformation en ondelettes avec la normalisation de ψ(b,a)(t) sur L2(R)
La de´finition de la TO avec ψ(b,a)(t) norme´e en L
2(R)
Tψ[u](b, a) =
1√
a
∫ +∞
−∞
u(t)ψ
(
t− b
a
)
dt (2.52)
2.5 Ondelettes me`res 39
De fac¸on analogue, la formule de Parseval-Plancherel est applique´e :
Tψ[u](b, a) =
√
a
2pi
∫ +∞
−∞
uˆ(ω)ψˆ (aω) eiωbdω =
1
2pi
∫ +∞
−∞
[
√
auˆ(ω)ψˆ (aω)]eiωbdω (2.53)
avec l’ondelette me`re progressive∫ +∞
−∞
|Tψ[u](b, a)|2db = 1
2pi
∫ +∞
−∞
[√
a
∣∣∣uˆ(ω)ψˆ (aω)∣∣∣]2 dω = 1
2pi
∫ +∞
0
[√
a
∣∣∣uˆ(ω)ψˆ (aω)∣∣∣]2 dω
(2.54)
L’e´nergie total calcule´e a` partir de la transforme´e en ondelettes :
E =
1
Cψ
∫ +∞
0
∫ +∞
−∞
|T (b, a)|2 da
a2
db (2.55)
Nous arrivons a` des re´sultats de densite´ spectrale locale de la TO avec le changement de
variable a =
ωψ
ω , 
E˜(t, ω) =
1
Cψωψ
|Tψ[u](t,
ωψ
ω
)|2
E˜(ω) =
∫ +∞
−∞
E˜(t, ω)dt
E =
∫ +∞
0
E˜(ω)dω
(2.56)
et la relation entre E˜(k) et E(ω) sera :
E˜(k) =
1
Cψk
∫ +∞
0
E(ω)
∣∣∣ψˆ (ωψω
k
)∣∣∣2 dω (2.57)
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Comme nous avons vu, la transforme´e en ondelettes de´pend fortement des ondelettes me`res. Il
en re´sulte que la re´ussite des techniques utilisant la transformation en ondelettes de´pend du choix
des ondelettes me`res. Cette section est de´die´e a` la discussion sur le choix des ondelettes dans le
contexte des signaux module´s en temps et en fre´quence qui sont les signaux que l’on traitera dans
le partie suivante.
La de´finition de l’ondelette me`re ne´cessite seulement qu’elle appartienne a` L2(R), mais pour
des raisons pratiques, la fonction ψ(t) e´tant une feneˆtre, il est exige´ [25],[31],[110]
ψ(t) ∈ L1(R) ∩ L2(R) (2.58)
Cette condition assure que l’ondelette me`re est borne´e et la transforme´e en ondelettes l’est aussi.
Les re´ponses libres que l’on enregistre sont soit le de´placement, soit la vitesse, soit l’acce´le´ration.
Ils sont des signaux amortis et borne´s. La relation entre leurs transforme´es en ondelettes sera
e´videmment utile. Si ψ(t) and u(t) sont continues et diffe´rentiables par morceaux, l’inte´grale par
partie de la de´finition de la transformation en ondelettes (2.33) nous donne
Tψ[u˙](b, a) =
1
a
[
u(t) ψ
(
t− b
a
)∣∣∣∣+∞
−∞
− 1
a
∫ +∞
−∞
u(t) ψ˙
(
t− b
a
)
dt
]
(2.59)
De plus, quand ψ˙ ∈ L1(R) ∩ L2(R) et u˙ ∈ L2(R), la transformation en ondelettes de u˙(t) avec
l’ondelette me`re ψ sera relie´e a` la transformation en ondelettes de u(t) avec ψ˙(t)
Tψ[u˙](b, a) = −1
a
Tψ˙[u](b, a)
40 2. Signal et traitement du signal par la transformation en ondelettes
De´monstration.
Il suffit de de´montrer u(t) ψ
(
t− b
a
)∣∣∣∣+∞
−∞
= 0 soit lim
t→+∞
u(t)ψ
(
t− b
a
)
− lim
t→−∞
u(t)ψ
(
t− b
a
)
= 0.
D’une part, nous avons |u(t)| ≤ C < +∞ ∀t, ou` C est une constante positive puisque le signal u(t) est
borne´.
D’autre part, ψ(t) est une fonction feneˆtre i.e, lim
t→+∞
|ψ(t)| = lim
t→−∞
|ψ(t)| = 0. Donc, lim
t→+∞
∣∣∣∣u(t)ψ( t− ba
)∣∣∣∣ =
lim
t→−∞
∣∣∣∣u(t)ψ( t− ba
)∣∣∣∣ = 0 d’ou` limt→+∞u(t)ψ
(
t− b
a
)
= lim
t→−∞
u(t)ψ
(
t− b
a
)
= 0.
C’est ce qu’il faut de´montrer.

Cette relation peut facilement eˆtre e´tendue aux signaux d’e´nergie finie u¨ quand ψ¨ ∈ L1(R) ∩
L2(R)
Tψ[u¨](b, a) = −1
a
Tψ˙[u˙](b, a) =
1
a2
Tψ¨[u](b, a) (2.60)
Cela signifie que les re´sultats des transforme´es en ondelettes de de´placement, de vitesse, d’acce´le´ration
sont relie´es au moyen des ondelettes me`res et de leurs de´rive´es au premier et au deuxie`me ordres.
Remarque 2.5.1
Notons que les expressions de Tψ˙[u˙] et de Tψ¨[u] dans le domaine fre´quentiel [voir e´quations (2.46) et (2.53)],̂˙
ψ(ω) et
̂¨
ψ(ω) peuvent eˆtre remplace´es par −iωψˆ(ω) et −ω2ψˆ(ω) respectivement.

2.5.1 Ondelettes progressives
Les ondelettes progressives sont des ondelettes appartenant a` l’espace de Hardy H2(R). Ces
ondelettes sont e´videmment des fonctions analysantes complexes et elles sont tre`s importantes dans
le contexte de traitement des signaux module´s en temps et en fre´quence. Les deux raisons suivantes
sont donne´es dans la re´fe´rence [25]. Premie`rement, elles facilitent la reconstruction du signal re´el
graˆce a` la syme´trie du spectre hermitien. Deuxie`mement, elles permettent de faire la connection
entre la transformation en ondelettes du signal re´el u(t) et celle du signal analytique Zu(t)
Tψ[u](b, a) =< u,ψb,a(t) >=
1
2
< Zu, ψb,a(t) >=
1
2
Tψ[Zu](b, a) (2.61)
Dans le cas de signal multi composantes u(t) =
∑
k
Ak(t) cos(αk(t)) =
∑
k
uk(t), la proprie´te´
line´aire de la transformation en ondelettes donne
Tψ[u](b, a) = Tψ
[∑
k
uk
]
(b, a) =
∑
k
Tψ[uk](b, a) (2.62)
En utilisant la proprie´te´ de filtre passe-bande de l’ondelette me`re, on peut se´lectionner une com-
posante du signal et puis acce´der a` l’e´volution temporelle de son module et de sa phase a` l’aide du
signal analytique associe´. En outre, les ondelettes me`res progressives facilitent aussi les e´tudes de
la re´partition de l’e´nergie du signal sur le plan temps-fre´quence graˆce a` la densite´ spectrale locale.
Tenant compte de ces remarques, nous n’utiliserons dans la suite que les ondelettes complexes et
progressives.
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2.5.2 E´tudes de trois ondelettes progressives repre´sentatives
On e´tudie, dans le cadre de la the`se, trois ondelettes me`res complexes repre´sentatives : la
premie`re est l’ondelette me`re tre`s connue : l’ondelette de Morlet, utilise´e par plusieurs auteurs par
exemple Torre´sani, Carmona et al. [118, 25], Staszewski [110]... ; la deuxie`me est l’ondelette de
Cauchy, utilise´e par Argoul et al. [12, 13] et par plusieurs auteurs dans la me´canique quantique
[88] et la dernie`re est l’ondelette harmonique propose´e par Newland [81, 82, 83] et prise par Tang
pour traiter les signaux avec une de´croissance exponentielle [115].
Tableau 2.1. Trois ondelettes me`res complexes
Ondelette Morlet Ondelette Cauchy Ondelette harmonique
ψ(t) e−
t2
2δ2 eiβt
(
i
t+i
)n+1
ei2npit−ei2mpit
i2pi(n−m)t
ψˆ(ω) δ
√
2pie−
(ω−β)2δ2
2
2piωne−ω
n! H(ω)
H[(ω−m2pi)(n2pi−ω)]
(n−m)2pi
Cψ : ∞ 4pi2 122n
(2n−1)!
(n!)2
1
4pi2(n−m)2 ln(
n
m)
tψ 0 0 0
ωψ β n+
1
2 (n+m)pi
∆ωψ :
1
δ
√
2
√
2n+1
2 (n−m)pi
∆tψ :
δ√
2
1√
2n−1 ∞
µψ :
1
2
1
2
√
1 + 22n−1 ∞
Q =
ωψ
2∆ωψ
βδ√
2
n+ 1
2√
2n+1
(n+m)
2(n−m)
Les proprie´te´s suivantes sont examine´es : admissibilite´, la re´solution temporelle et la re´solution
fre´quentielle. Les de´finitions comple`tes en temps et en fre´quence de ces trois ondelettes me`res et les
formules importantes sont donne´es sur le tableau 2.1. A` noter que dans le tableau 2.1, la formule
de l’ondelette harmonique cite´e est celle de Newland qui a utilise´ la transformation de Fourier
inverse w(x) =
∫ +∞
−∞
wˆ(ω)eiωxdω, qui est diffe´rente a` une constante
1
2pi
pre`s de la formule (2.7).
Les de´tails du calcul analytique sont donne´s dans l’annexe.
2.5.3 Choix des ondelettes
Le choix des ondelettes me`res est un proble`me tre`s important mais tre`s peu d’auteurs ont
aborde´ ce proble`me. Nous proposons ici un choix d’ondelette me`re dans le contexte de traitement
des signaux re´els module´s en amplitude et en fre´quence.
 Proposition 2.1 (Choix d’ondelette me`re)
L’ondelette me`re optimale pour le traitement des signaux re´els module´s en temps et en fre´quence
doit satisfaire les conditions suivantes :
1. eˆtre admissible
2. eˆtre progressive
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3. avoir une bonne localisation en temps et en fre´quence
4. faciliter le calcul de la relation (2.60)
Nous insistons sur le fait que les conditions donne´es par la proposition pre´ce´dente sont des condi-
tions suffisantes. Ainsi, nous allons maintenant ve´rifier ces trois ondelettes me`res a` la lumie`re de
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Figure 2.4. Modules des ondelettes me`res en temps (gauche) et en fre´quence (droite) correspon-
dant a` diffe´rentes valeurs de Q [tableau 2.2]. Lignes verticales correspondant aux ct
et cf introduits au chapitre 3.
ces crite`res. La premie`re et la deuxie`me conditions sont bien ve´rifie´es par l’ondelette de Cauchy
et l’ondelette harmonique. L’ondelette de Morlet n’est strictement ni admissible, ni progressive,
mais elle est nume´riquement admissible et progressive si le produit βδ est assez grand (βδ ≥ 5
en pratique). Suivant la troisie`me condition, l’ondelette me`re de Morlet a la meilleure localisation
temps-fre´quence avec l’incertitude µψ =
1
2
(la plus petite valeur donne´e par l’ine´quation (2.26)).
L’incertitude de l’ondelette de Cauchy tend asymptotiquement vers cette limite quand n tend
vers +∞. L’ondelette harmonique a une incertitude infinie, mais son support dans le domaine
fre´quentiel est compact. Cette proprie´te´ est inte´ressante a` propos de la se´paration des compo-
santes de fre´quences tre`s voisines. Newland [83] propose de feneˆtrer le spectre de l’ondelette afin
d’ame´liorer la localisation temporelle, toutefois, ce proce´de´ est plus complique´ que la transforma-
tion en ondelettes proprement dite. La dernie`re condition est facilement ve´rifie´e par l’ondelette
de Cauchy. Les de´rive´es au premier et au deuxie`me ordre de l’ondelette de Cauchy sont aussi des
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Figure 2.4 suite.
ondelettes de Cauchy :
ψ˙n(t) = i(n+ 1)ψ(n+1)(t) et ψ¨n(t) = −(n+ 1)(n+ 2)ψ(n+2)(t) (2.63)
Les de´rive´es au premier et au deuxie`me ordre de l’ondelette de Morlet satisfont la dernie`re condition
mais elles ne sont plus des ondelettes de Morlet et leurs localisations temps-fre´quence ne sont plus
aussi bonnes que celles de l’ondelettes de Morlet. Les de´rive´es de l’ondelette harmonique sont
admissibles et progressives donc, ve´rifient la formule (2.60). Toutefois, elles n’ont pas de bonne
localisation en temps. De plus, elles n’appartiennent pas a` l’espace L1(R), la condition pour une
fonction feneˆtre en pratique [31]. On constate que chaque ondelette me`re de´pend d’un ou de deux
parame`tres de de´finition donc, les proprie´te´s de ces ondelettes sont difficiles de comparer de fac¸on
quantitative. Nous choisissons alors Q, de´fini a` la formule (2.43) comme le facteur caracte´ristique
de l’ondelette me`re. Ce choix est justifie´ puisque le roˆle de l’ondelette me`re ressemble a` un filtre
passe-bande. Gram-Hansen et al. [49] associent les valeurs de Q avec les bandes de fre´quence en
octave, une notion classique en acoustique. A noter que, une bande de (1/N)th octave de fre´quence
centrale ωψ est une bande [ω1, ω2] tel que ω1 = 2
− 1
2N ωψ et ω2 = 2
1
2N ωψ. Ainsi, la relation entre Q
et N est la suivante :
Q =
1
2
1
2N − 2− 12N
(2.64)
Pour illustrer la localisation des ondelettes, le facteur Q est utilise´ de telle manie`re qu’elles ont
les meˆmes valeurs de Q et de ωψ (ce qui entraˆıne la meˆme valeur de ∆ωψ). Les ondelettes me`res
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en temps et leurs transforme´es de Fourier sont repre´sente´es sur la figure 2.4 correspondant aux
diffe´rentes valeurs de bande de (1/N)th octave qui est directement lie´e a` Q par l’expression (2.64).
Le tableau 2.2 donne N,Q et les valeurs correspondant des parame`tres de de´finition des ondelettes
me`res.
Tableau 2.2. Les parame`tres des ondelettes me`res en relation avec Q et N
Filtre ondelette de Morlet ondelette de Cauchy ondelette harmonique
Octave Q β δ n n m
1 1.4142 3.5 0.5714 3 0.7540 0.3601
1/3 4.3185 37.5 0.1629 37 6.6593 5.2773
1/6 8.6514 149.5 0.0818 149 25.1688 22.4185
1/12 17.3099 559.5 0.0408 559 98.1694 92.6574
On peut retirer quelques remarques suivantes :
(1) pour l’ondelette de Morlet, ψˆ(0) 6= 0, mais ψˆ(0) tend vers 0 quand le produit βδ croˆıt. De
plus, a` une fre´quence ωj , la localisation en temps et en fre´quence seront obtenues par l’e´quation
(2.40) et e´gales respectivement : ∆tωj =
βδ
ωj
√
2
et ∆ωωj =
ωj
βδ
√
2
. Ces proprie´te´s de l’ondelette de
Morlet ne de´pendent que du produit βδ, donc, sans perte de ge´ne´ralite´, on peut imposer δ = 1 et
faire varier β pour atteindre la valeur espe´re´e de Q.
(2) plus Q augmente, plus les courbes de l’ondelette de Morlet et de l’ondelette de Cauchy
co¨ıncident.
(3) l’ondelette harmonique a une localisation en temps tre`s “pauvre”, et pre´sente des phe´nome`nes
de Gibbs a` cause de discontinuite´s en fre´quence. En outre, elle n’est pas absolument inte´grable.
Pour toutes ces raisons, la transformation en ondelettes continue avec l’ondelette harmonique n’est
pas retenue dans le contexte de traitement des signaux module´s en temps et en fre´quence. Cette re-
marque s’accorde bien avec la conclusion de Tang [115] quand il la compare avec la transformation
de Fourier a` court terme.
(4) Quand Q est petit (βδ = β < 5, i.e Q <
5√
2
), il est naturel d’utiliser l’ondelette de Cauchy
au lieu de l’ondelette de Morlet. Et quand Q ≥ 5√
2
(i.e, β ≥ 5 et n ≥ 25), l’ondelette de Cauchy
a l’incertitude : µψ ∼ 1
2
(
1 +
1
2n− 1 + o
(
1
2n− 1
)2)
. Cela montre que µψ tend vite vers
1
2 et
cette variation en fonction de Q est repre´sente´e sur la figure 2.5. En acceptant une localisation
temps-fre´quence “plus mauvaise” que pour l’ondelette de Morlet, de moins de 2%, l’utilisation de
l’ondelette de Cauchy est encore performante.
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Figure 2.5. Incertitude de l’ondelette de Morlet et de l’ondelette de Cauchy.
2.6 Conclusions
Ce chapitre a sommairement donne´ des notions importantes pour le traitement du signal en
ge´ne´ral et le traitement en ondelettes en particulier. En se basant sur les proprie´te´s des signaux a`
traiter, on a propose´ un ensemble de crite`res afin de choisir les ondelettes me`res les plus convenables.
Trois ondelettes complexes repre´sentatives sont compare´es et deux ondelettes me`res sont retenues :
ondelette de Morlet et ondelette de Cauchy. Le facteur Q a e´te´ choisi pour caracte´riser l’ondelette
me`re. Il permet la comparaison entre les ondelettes et la suppression d’ambigu¨ıte´s sur l’ondelette
de Morlet : on peut imposer δ = 1. Toutes les discussions supposent que le signal et l’ondelette
me`re sont en version continue de variable re´elle : le temps. Les chapitres suivants travailleront sur
la version discre`te du signal (i.e, signal e´chantillonne´).
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Chapitre 3
Calcul nume´rique de la
transformation en ondelettes
3.1 Introduction
Le chapitre pre´ce´dent a suppose´ que les signaux sont des fonctions continues, or en re´alite´, les
signaux que nous e´tudions sont des suites finies de nombres qui proviennent de mesures que l’on
effectue a` l’aide d’une proce´dure d’enregistrement. Donc, le calcul nume´rique de la transformation
en ondelettes est ne´cessaire et important. Ce chapitre est re´serve´ a` la recherche des algorithmes
convenables et a` la mise a` jour des proble`mes lie´s aux signaux discrets et finis. La section 3.2
aborde les diffe´rentes possibilite´s de calcul de la transforme´e en ondelettes. Puis, une discussion
sur ces algorithmes est pre´sente´e a` la section 3.3. On met ensuite l’accent sur le proble`me de l’effet
de bords a` la section 3.4 et on propose finalement de de´terminer un domaine ou` l’effet de bords
peut eˆtre ne´glige´.
3.2 Algorithmes de calcul nume´rique de la transformation en on-
delettes
Les algorithmes pre´sente´s sont base´s sur des arguments diffe´rents. Chaque argument refle`te
un point de vue de la de´finition de la transformation en ondelettes. Tous ces algorithmes sont
programme´s sous MATLAB. Afin de ve´rifier la performance de chaque algorithme, un signal cosinus
simple est utilise´ comme test.
3.2.1 Calcul par inte´grale directe
La de´finition de la transformation en ondelettes se pre´sente sous forme d’une inte´grale. Le calcul
direct est intuitif et correspond a` la discre´tisation de l’inte´grale. L’algorithme du calcul direct est
pre´sente´ sur le diagramme 3.1. Cet algorithme est assez couˆteux en temps de calcul. Pour le signal
de 512 points en temps et 100 points en e´chelle, cette proce´dure a besoin de 133 secondes sur le
CPU CELERON (500/128).
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{ti} {u(ti)} ψ(t)
{al} {bm}
+
FIN
DEBUT
l = 1
m = 1
m = m+ 1
l = l + 1
+
-
l ≤ lmax
-
m ≤ mmax
{u(ti)ψ¯( ti−bmal )}
Tψ[u](bm, al)=Inte´grale {u(ti)ψ¯( ti−bmal )} sur {ti}
Figure 3.1. Algorithme pour calcul direct de la TO
3.2.2 Calcul par produit de convolution
On peut voir la de´finition de la transformation en ondelettes comme le produit de convolution
entre le signal et l’ondelette dilate´e. La de´finition du produit de convolution est e´crite sous la
forme :
s(t) = f ∗ h(t) =
∫ +∞
−∞
f(τ)h(t− τ)dτ =
∫ +∞
−∞
f(t− τ)h(τ)dτ (3.1)
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L’expression de la TO peut eˆtre re´-e´crite :
Tψ[u](b, a) =
1
a
∫ +∞
−∞
u(t)ψ¯(
t− b
a
)dt =
1
a
∫ +∞
−∞
u(t)ψ¯(−b− t
a
)dt (3.2)
Si l’on pose l’ope´rateur de parite´ : P : s 7−→ Ps tel que (Ps)(t) = s(−t), la restriction de
Tψ[u](., a) est le produit de convolution de u(t) avec P ψ¯a.
Tψ[u](b, a) =
1
a
[u ∗ Pψ¯a(b)] (3.3)
Cette remarque nous conduit a` l’utilisation de l’algorithme de convolution conv disponible dans
MATLAB. Le sche´ma de calcul est pre´sente´ sur la figure 3.2. Pour le meˆme test, cette proce´dure a
besoin de 4.34 secondes de calcul.
l <= lmax
+
-
DEBUT
FIN
{ti}, {al}{u(ti)}, ψ(t),
l = 1
l = l + 1
Le support [−Lψ, Lψ] de ψ(t)
Calculer Pψal
Le support [−alLψ, alLψ] de ψal
Tψ[u](., al) =Extraire (
1
a
u ∗ Pψal)
Figure 3.2. Algorithme pour calculer la TO par “convolution”
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3.2.3 Calcul par l’algorithme FFT
En transposant le calcul de la TO dans le domaine fre´quentiel graˆce a` la formule de Parseval,
on obtient :
Tψ[u](b, a) =
1
a
∫ +∞
−∞
u(t)ψ¯(
t− b
a
)dt =
1
2pi
∫ +∞
−∞
uˆ(ω)ψˆ(aω)eiωbdω (3.4)
On peut voir cette formule comme la transformation de Fourier inverse du produit uˆ(ω)ψˆ(aω).
Ce re´sultat peut eˆtre obtenu a` partir de la formule de convolution (3.3). Dans le plan fre´quentiel,
le produit de la convolution devient le produit direct : Tˆψ[u](ω, a) = uˆ(ω)
¯ˆ
ψa(aω). En utilisant
l’algorithme fft et ifft de MATLAB, on a l’algorithme adapte´ comme le montre la figure 3.3.
L’exe´cution du test propose´ dure 0.3 seconde !
+
-
l = 1
FIN
{ti}, {u(ti)}, ψˆ(ω), {al}
Calculer {uˆ(ωk)} par fft
{uˆ(ωk) ¯ˆψ(alωk)}
l = l + 1
l ≤ lmax
Tψ[u](., al) =Inverser {uˆ(ωk) ¯ˆψ(alωk)} par ifft
DEBUT
Figure 3.3. Algorithme pour calculer la TO avec “FFT et IFFT”
3.2.4 Calcul par l’algorithme CZT
On peut aussi voir la transformation en ondelettes comme le produit scalaire entre le signal avec
l’ondelette me`re. Cela nous permet d’utiliser l’algorithme czt existant dans l’outil de traitement
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du signal de MATLAB. La transformation en Z (TZ) se de´finit comme suit :
TZ[g] =
∞∑
k=0
g(k)z−k (3.5)
ou` g(k) est la version e´chantillonne´e du signal g(t). On essaie de calculer la transformation en
ondelettes via la TZ. En effet, si l’on arrive a` e´crire la transformation en ondelettes de la meˆme forme
que (3.5), on peut utiliser l’algorithme czt. On pre´sente ici deux exemples pour la de´monstration :
◦ Ondelette me`re de Morlet : On commence par la discre´tisation de l’inte´grale de la transfor-
mation en ondelettes d’une part :
Tψ[u](b, a) =
1
a
T
∞∑
k=0
u(k)ψ(
kT − b
a
) (3.6)
et d’autre part :
ψ(t) = e−
t2
2 eiβt (3.7)
Il en re´sulte que :
ψ(
kT − b
a
) = e−
(kT−b)2
2a2 e−iβ
(kT−b)
a = e
−b2
a2
+iβ b
a e−
(kT )2
a2
[
e−iβ
T
a
+2Tb
a2
]k
(3.8)
Finalement :
Tψ[u](b, a) =
1
a
T
∞∑
k=0
u(k)ψ(
kT − b
a
) =
1
a
Te−
b2
a2
+iβ b
a
∞∑
k=0
u(k)e−
(kT )2
a2
[
eiβ
T
a
−2Tb
a2
]−k
=
= C(b, a)
∞∑
k=0
g(k)z−k = C(b, a)TZ{g(k)} (3.9)
ou` :
C(b, a) = 1aTe
− b2
a2
+iβ b
a , g(k) = u(k)e−
(kT )2
a2 et z = eiβ
T
a
−2Tb
a2
◦ Ondelette me`re de Cauchy : Il n’est pas possible d’appliquer directement l’e´criture (3.5)
mais cela est facile dans le domaine fre´quentiel en se re´fe´rant a` la relation (3.4).
Tψ[u](b, a) =
1
2pi
W
∞∑
k=0
uˆ(kW )ψˆ(akW )eikWb (3.10)
ou` W est l’intervalle de fre´quence. En remplac¸ant l’expression de la transformation de Fourier
de l’ondelette de Cauchy :
ψˆ(ω) =
2piωne−ω
n!
H(ω) (3.11)
Il en re´sulte que :
1
2pi
W
∞∑
k=0
uˆ(kW )ψˆ(akW )eikWb =
1
2pi
W
∞∑
k=0
uˆ(kW )
2pi(akW )ne−akW
n!
H(akW )eikWb =
= W
∞∑
k=0
uˆ(kW )
(akW )n
n!
[eW (a−ib)]−k (3.12)
Finalement :
Tψ[u](b, a) = W
∞∑
k=0
uˆ(kW )
(akW )n
n!
[eW (a−ib)]−k =
∞∑
k=0
g(k)z−k = TZ{g(k)}
ou` :
g(k) = Wuˆ(kW ) (akW )
n
n! et z = e
W (a−ib)
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Ainsi, avec les deux ondelettes me`res retenues : Morlet et Cauchy, on peut appliquer l’algorithme
de transformation en Z. Le test sur le signal sinuso¨ıdal dure 1.34 secondes de calcul.
3.3 Discussion sur les algorithmes
On a pre´sente´ ci-dessus diffe´rentes me´thodes pour le calcul nume´rique de la transformation
en ondelettes. Chaque me´thode a ses avantages et ses inconve´nients. L’analyse de ces algorithmes
nous permet de bien choisir, pour chaque type du signal, l’algorithme approprie´. Le calcul direct
est toujours valable et tre`s ge´ne´ral, meˆme dans le cas ou` le signal enregistre´ n’est pas e´chantillonne´
avec des instants re´gulie`rement espace´s e´gaux (c’est tre`s rare !). Cette me´thode a un gros de´faut
de temps de calcul donc, elle n’est pas utilise´e en re´alite´.
Le calcul de la TO a` l’aide de FFT et IFFT ame´liore beaucoup le temps de calcul ; de plus, il
pe´riodise le signal a` partir de son enregistrement, et ce type de calcul est parfaitement adapte´ aux
signaux pe´riodiques. Toutefois, il ne convient pas aux signaux non-pe´riodiques, particulie`rement
aux signaux amortis. Il est possible d’ajouter pour ce type de signaux des ze´ros (ze´ro padding) afin
d’ame´liorer le re´sultat mais le temps de calcul est multiplie´.
Le calcul par la convolution consomme un temps de calcul un peu plus e´leve´ que celui avec la
FFT et IFFT. Il convient bien au cas du signal amorti, mais il devient peu inte´ressant si le signal est
pe´riodique puisque l’algorithme conside`re que le signal est nul hors de l’intervalle d’enregistrement.
Finalement, le calcul via CZT est possible, mais il est difficile de ge´ne´raliser pour toutes les
ondelettes me`res (sauf lorsque l’on conside`re FFT et IFFT comme un cas particulier de CZT 1).
L’utilisation de ce dernier est toujours effectue´e avec pre´caution car il est possible que le calcul
soit nume´riquement divergent. A noter que la convergence est assure´e par le crite`re de la TZ 2.
En conclusion, nous retenons dans la suite pour les signaux d’applications deux algorithmes :
calcul par transformation de Fourier rapide et calcul par convolution.
3.4 Effet de bords
3.4.1 Approche the´orique
Le signal mesure´ u(t) est en ge´ne´ral, e´chantillonne´ sur une dure´e finie L. Chaque point de
mesure est espace´ d’une valeur T , la pe´riode d’e´chantillonnage. Le contenu fre´quentiel de cette
version discre`te est limite´ par la fre´quence de Nyquist fNyquist =
1
2T
. Puisque le signal est de
dure´e finie et e´chantillonne´ avec une pe´riode d’e´chantillonnage non nulle, il existe une anomalie
aux bords appele´e : l’effet de bords. La de´finition de la transformation en ondelettes est sur tout
R, donc, le signal re´el dans les algorithmes de calcul nume´rique est, soit pe´riodise´ par l’algorithme
fft (avec ou non ze´ro padding), soit mis a` ze´ro hors de l’enregistrement. Toutes ces “astuces” ne
peuvent pas enlever cet effet geˆnant de bords sauf si le signal est parfaitement pe´riodique et que
la longueur d’enregistrement est un nombre multiple de la pe´riode. Cette situation est rare voire
impossible en re´alite´. Le proble`me de l’effet de bords a aussi e´te´ aborde´ par Slavic et al. [108].
1si z = 1.exp(-j*2*pi/M), le CZT rend le meˆme re´sultat que FFT, avec le nombre de points enregistre´s M
2
r : rayon de convergence :
|z| > lim
k→+∞
|
gk+1
gk
| = r
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Figure 3.4. Localisation e´tendue des ondelettes me`res en temps (haut) et en fre´quence (bas).
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Nous essayons dans cette partie de de´terminer le domaine D sur le plan t − ω ou` l’effet de bords
peut eˆtre ne´gligeable.
Nous introduisons deux coefficients re´els ct and cf supe´rieurs ou e´gaux a` 1 tel que : t /∈ Ict =
[tψ−ct∆tψ, tψ+ct∆tψ] et ω /∈ [ωψ−cf∆ωψ, ωψ+cf∆ωψ], ψ(t) et ψ̂(ω) ont de bonnes proprie´te´s de
de´croissance. Cela signifie que ψ(t) et ψ̂(ω) sont nulles ou tre`s “petites”. L’ine´galite´ de Bienayme´-
Tchebychev montre que quand t est hors de Ict et ω hors de Icf ,∫
R−Ict
|ψ(t)|2dt ≤ 1
c2t
‖ψ‖22∫
R−Icf
|ψ̂(ω)|2dω ≤ 1
c2
f
‖ψ̂‖22
(3.13)
L’effet des valeurs de ct et cf est illustre´ sur la figure 2.4 pour trois cas : ct = cf = 2, ct = cf = 5 et
ct = cf = 8. Les lignes verticales de´signent pour deux ondelettes Morlet et Cauchy les limites des
intervalles Ict (en temps) et Icf (en fre´quence). On note que plus Q augmente, plus ces lignes se
rapprochent pour l’ondelette de Morlet et l’ondelette de Cauchy. Plus pre´cise´ment, nous proposons
les rapports rψ et rψ̂
rψ =
|ψ(tψ + ct∆tψ)|
|ψ(tψ)|
r
ψ̂
=
|ψˆ(ωψ + cf∆ωψ)|
|ψˆ(ωψ)|
(3.14)
pour caracte´riser la de´croissance de ψ(t) et ψ̂(ω). Nous avons de´montre´ (voir l’annexe) que :
rψ = r
∗
ψ = e
− c
2
t
4 et r
ψ̂
= r∗
ψ̂
= e−
c2
f
4 pour l’ondelette de Morlet. Pour l’ondelette de Cauchy, rψ(Q)
et r
ψ̂
(Q) tendent asymptotiquement quand Q tend vers +∞ vers r∗ψ et r∗ψ̂ respectivement. rψ et
r
ψ̂
sont trace´s en fonction de Q sur la figure 3.4. Un compromis est fait sur le choix des ct et cf .
Nous proposons de prendre ct = cf = 5. Et nous allons maintenant de´finir D comme un domaine
de localisation “e´tendue” sur le plan temps-fre´quence pour la transformation en ondelettes autour
du point
(
bj , ωj =
ωψ
aj
)
. C’est la version “e´tendue” de la formule (2.42). En combinant avec les
coefficients ct, cf et la proprie´te´ progressive de l’ondelette me`re, D devient :
[bj +
ωψ
ωj
tψ −
ωψ
ωj
ct∆tψ , bj +
ωψ
ωj
tψ +
ωψ
ωj
ct∆tψ]
×[max
(
0, ωj
(
1− cf ∆ωψωψ
))
, ωj
(
1 + cf
∆ωψ
ωψ
)
]
(3.15)
Le domaine D doit eˆtre inclus dans [0, L] × [0, 2pifNyquist] ; cela ame`ne au syste`me d’ine´quations
suivant 
ωψ
ωj
ct∆tψ −
ωψ
ωj
tψ ≤ bj ≤ L− ωψωj ct∆tψ −
ωψ
ωj
tψ
0 < ωj ≤ 2pifNyquist
1 + cf
∆ωψ
ωψ
(3.16)
Finalement, par l’introduction de Q et de µψ, en tenant compte de tψ = 0, ce qui est vrai pour les
ondelettes de Morlet et de Cauchy, le syste`me (3.16) devient :
1
ωj
ct2Qµψ ≤ bj ≤ L− 1ωj ct2Qµψ a)
0 < ωj ≤ 2pifNyquist
1 + cf
1
2Q
b)
(3.17)
Comme le montrent les ine´quations (3.17), D est limite´ par deux hyperboles de´finies par : ω =
1
b
ct2Qµψ et ω =
1
L− bct2Qµψ et deux lignes horizontales dont les e´quations sont : ω = 0 et
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Figure 3.5. Illustration de l’effet de bords. En haut : signal cosinus et en bas : transformation en
ondelettes du signal infini.
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Figure 3.6. Illustration de l’effet de bords. En haut : transformation en ondelettes du signal fini
et en bas : le domaine D sur le plan temps-fre´quence.
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ω =
2pifNyquist
1 + cf
1
2Q
. Puisque les deux coefficients ct et cf sont supe´rieurs a` 1, l’intervalle de temps
utile est plus petit que la dure´e L et l’intervalle de fre´quence utile est plus petit que la fre´quence
fNyquist.
3.4.2 Illustration de l’effet de bords
L’effet de bords est illustre´ par un exemple d’un signal cosinus : u(t) = cos(4pit). La trans-
formation en ondelettes est calcule´e pour deux cas : signal infini et signal fini. Le module de la
transforme´e en ondelettes est repre´sente´ sur le plan temps-fre´quence aux figures 3.5 et 3.6. La
transformation en ondelettes du signal infini est obtenue par l’algorithme de calcul de type fft
et celle du signal fini est obtenue soit par l’algorithme de calcul conv ou par fft avec l’ajout des
ze´ros. Pour le signal infini, la transforme´e en ondelettes est re´gulie`re sur tout l’intervalle de temps
or celle du signal fini a des effets irre´guliers sur les bords. Les parame`tres d’e´chantillonage du signal
sont : longueur d’enregistrement L = 10s avec le pas T = 0.0098s. Le domaine D est repre´sente´
sur le plan temps-fre´quence a` la figure 3.6. Les deux courbes hyperboliques sont pre´sentes tandis
que les deux droites ω = 0 et ω =
2pifNyquist
1 + cf
1
2Q
sont absentes puisque l’une est trop basse et l’autre
est trop haute sur le plan de la figure 3.6. A noter qu’on a fNyquist = 51.2000(Hz) pour ce signal
fini. Nous reviendrons sur la validite´ du domaine D propose´ dans plusieurs exemples des chapitres
suivants avec signaux multi-composantes, signaux amortis...
3.5 Conclusion
Ce chapitre a pre´sente´ le calcul nume´rique de la tranformation en ondelettes. Diffe´rents algo-
rithmes de calcul sur MATLAB ont e´te´ e´tudie´s. Le choix d’un algorithme est base´ sur le type de
signal analyse´ et le couˆt en temps de calcul. Les deux algorithmes les plus performants ont e´te´
retenus : calcul par transformation de Fourier rapide et celui de convolution. On a aussi aborde´
un proble`me fondamental pour la version e´chantillonne´e des signaux e´tudie´s : l’effet de bords. Un
domaine D dont l’effet de bords est ne´gligeable a e´te´ de´termine´. Il sera utilise´ pour la proce´dure
d’identification dans les chapitres suivants. En effet, le traitement de donne´es par la transforma-
tion en ondelettes comprend souvent deux e´tapes : le calcul de la tranformation en ondelettes et
la caracte´risation des informations pertinentes du signal a` partir de la transforme´e en ondelettes.
La caracte´risation des informations du signal a` partir de la transforme´e en ondelettes est l’objet
du chapitre suivant.
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Chapitre 4
Analyse des signaux module´s en
amplitude et en fre´quence
4.1 Introduction
Ce chapitre a pour but de de´terminer a` partir de la transforme´e en ondelettes, les lois d’e´volutions
temporelles des amplitudes et des fre´quences des signaux qui sont suppose´s asymptotiques. La
repre´sentation de la transforme´e en ondelettes sur le plan temps-fre´quence a une particularite´ :
elle se concentre le long des courbes appele´es “areˆtes”. La restriction de la transforme´e en onde-
lettes aux areˆtes, appele´e “squelette”, contient l’information maximale : elle est tre`s proche du
signal lui-meˆme. Les de´finitions possibles des areˆtes et les relations entre le signal et le squelette
sont donne´es a` la section 4.2. La section 4.3 analyse le choix des parame`tres d’ondelettes me`res
afin de se´parer les fre´quences voisines contenues dans un signal. A la suite de l’analyse des deux
sections pre´ce´dentes, la section 4.4 pre´sente diffe´rents algorithmes d’extraction des areˆtes. Ils sont
tous programme´s sous MATLAB. Leur validation nume´rique est donne´e a` l’aide d’exemples et une
discussion sur les diffe´rents algorithmes est e´galement pre´sente´e.
4.2 Caracte´risation des areˆtes sur le plan temps-fre´quence
Afin d’obtenir des informations contenues dans un signal asymptotique, on essaie de les ca-
racte´riser graˆce aux coefficients de la transformation en ondelettes (transforme´e). Des travaux
importants sur ce sujet ont e´te´ mene´s par le groupe de Marseille [40, 118] et Carmona et al.
[25, 26, 27, 28]. Nous pre´sentons brie`vement, ici leurs re´sultats. Dans chaque cas concret, nous es-
sayons d’ame´liorer si possible, le re´sultat en tenant compte des caracte´ristiques du signal conside´re´.
Ce travail consiste, tout d’abord, a` re´ve´ler les particularite´s des points qui forment les areˆtes dans
le plan temps-fre´quence, puis a` approximer ces coefficients aux areˆtes (squelette) de fac¸on ana-
lytique en relation avec le signal traite´. On se restreint dans cette the`se, a` une classe de signal
asymptotique comme de´fini dans le chapitre pre´ce´dent [voir la section 2.3.3] si l’on a besoin de la
reconstruction du signal par le squelette.
4.2.1 Lignes spectrales
Le cas le plus simple est le cas des lignes spectrales. Ce sont les signaux a` fre´quence constante.
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• Une ligne spectrale :
u(t) = A1(t)e
iω1t (4.1)
Si A1(t) est une constante, on a : u(t) = A1e
iω1t, dans ce cas la transforme´e en ondelettes vaut :
Tψ[u](b, a) =
1
a
∫ +∞
−∞
A1e
iω1tψ(
t− b
a
)dt =
= A1
∫ +∞
−∞
δ(ω − ω1)ψˆ(aω)eiωbdω = A1ψˆ(aω1)eiω1b (4.2)
On a alors les deux remarques suivantes :
◦ |Tψ[u](b, a))|max = |Tψ[u](b, ar)| avec ar =
ωψ0
ω1
, ou` ωψ0 est la fre´quence dont |ψˆ(ωψ0)| est
maximum
◦ Si ψˆ(ω) est re´elle (ce qui est vrai pour l’ondelette de Morlet et l’ondelette de Cauchy) et si
l’on pose Ψ(b, a) = ∠(Tψ[u](b, a)), alors, Ψ(b, a) = ω1b et
∂Ψ(b, a)
∂b
= ω1. Cela signifie que la
fre´quence instantane´e de la transforme´e en ondelettes co¨ıncide avec celle du signal.
Si l’amplitude du signal n’est plus une constante mais une fonction du temps A1(t), comme
l’ondelette me`re est suppose´e maximale a` t = tψ = 0, on proce`de au de´veloppement de Taylor
de A1(t) au voisinage de t = b :
A1(t) = A1(b) +
∞∑
k=1
(t− b)k
k!
dkA1(b)
dbk
(4.3)
En l’introduisant dans l’e´quation de transformation en ondelettes (2.33) et en passant dans
l’espace de Fourier comme pre´ce´demment, nous avons :
Tψ[u](b, a) = e
iω1b
[
A1(b)ψˆ(aω1) +
∞∑
k=1
(−ia)k
k!
dkψˆ(aω1)
dωk
dkA1(b)
dbk
]
(4.4)
Puisque la de´rive´e au premier ordre de la transforme´e en ondelettes a` ωψ0 est nulle :
˙̂
ψ(ωψ0) = 0,
donc, si l’on pose : ar =
ωψ0
ω1
, on aura l’approximation de la TO :
Tψ[u](b, ar) ≈ eiω1bA1(b)ψˆ(ωψ0) (4.5)
L’erreur de cette approximation est du second ordre par rapport au de´veloppement exact (4.4).
 De´finition 4.1 (areˆte avec le module)
L’areˆte est l’ensemble A1 des points (b, ar(b)) sur le plan temps-fre´quence tel que le module de
la transforme´e en ondelettes a` ces points est maximale
A1 =
{
(b, ar(b))
∣∣∣ |Tψ[u]|(b, ar(b)) = max
a
|Tψ[u](b, a))|
}
(4.6)

• Plusieurs lignes spectrales :
Le cas de plusieurs lignes spectrales peut eˆtre traite´ se´pare´ment comme celui d’une ligne spectrale
lorsque ces fre´quences sont assez e´loigne´es les unes des autres. Le signal u(t) s’e´crit :
u(t) =
∑
k
uk(t) =
∑
k
Ak(t)e
iωkt (4.7)
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Comme la TO est une transformation line´aire, donc :
Tψ[u](b, a) =
∑
k
Tψ[uk](b, a) ≈
∑
k
eiωkbAk(b)ψˆ(aωk) (4.8)
Si les fre´quences ωk sont proches, on peut espe´rer augmenter la re´solution de l’ondelette “me`re”
dans le domaine de fre´quence en choisissant de bonnes valeurs de parame`tres de l’ondelette me`re
afin de se´lectionner un composant uk(t). Toutefois, ce re´glage entraˆıne aussi l’e´largissement de
la localisation temporelle, donc une augmentation de l’effet de bord. Un compromis doit eˆtre
e´tudie´ et c’est l’objectif de la section 4.3.
Remarque 4.2.1
Pour le cas de plusieurs lignes spectrales, dans le plan temps-fre´quence, il existe plusieurs areˆtes et la
de´finition de l’areˆte par rapport a` celle d’une ligne spectrale, pour plusieurs lignes spectrales, ne change
pas, on parle alors non pas de maximum global mais de maxima locaux.

4.2.2 Signal module´ en amplitude et en fre´quence
C’est le cas ge´ne´ral lorsqu’il existe une variation simultanne´e de l’amplitude et de la phase du
signal. L’hypothe`se que nous faisons, est celle du signal asymptotique, c’est a` dire, la variation de
la phase est beaucoup plus rapide que celle de l’amplitude. Dans ce cas, l’inte´grale de la trans-
formation en ondelettes devient l’inte´grale oscillatoire rapide et le de´veloppement asymptotique
permet d’approcher ce re´sultat par un mode`le exploitable de la transforme´e en ondelettes [118].
u(t) =
∑
k
Ak(t) cos(αk(t)) (4.9)
Le signal analytique associe´ Zuk(t) de chaque composante uk(t) sera
Zuk(t) ≈ Ak(t)eiαk(t) (4.10)
Pour simplifier, on conside`re le cas d’une seule composante. Ce choix est justifie´ puisqu’avec des
valeurs convenables des parame`tres de l’ondelette me`re, on peut obtenir la transforme´e en ondelette
d’une seule composante a` partir du signal multi-composantes. La transformation en ondelettes de
u(t) sera Tψ[u](b, a) :
Tψ[u](b, a) =< u(t), ψ(b,a)(t) >=
1
2
< Zu(t), ψ(b,a)(t) > (4.11)
L’approximation de cette inte´grale se fait par la me´thode de la phase stationnaire [40, 118]. Sup-
posons que l’ondelette me`re est une fonction de la forme : ψ(t) = Aψ(t)e
iφψ(t),
Tψ[u](b, a) =
1
2
< Zu(t), ψ(b,a)(t) >=
1
2a
∫ +∞
−∞
Au(t)Aψ(
t− b
a
)ei(αu(t)−φψ(
t−b
a
))dt
=
1
2a
∫ +∞
−∞
M(b,a)(t)e
iΦ(b,a)(t)dt (4.12)
ou`, Φ(b,a)(t) = αu(t)− φψ( t−ba ) et M(b,a)(t) = Au(t)Aψ(
t− b
a
).
Lorsque l’on proce`de au de´veloppement de Taylor au point stationnaire ts de la phase, c’est a` dire,
au point ou` il ve´rifie : Φ˙(ts) = 0 soit,
α˙u(ts) =
1
a
φ˙ψ(
ts − b
a
) (4.13)
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Le premier terme de l’inte´grale (4.12) vaut :
T(0)[u](b, a) =
M(b,a)(ts)e
iΦ(b,a)(ts)
2a
∫ +∞
−∞
ei
1
2
(t−ts)2Φ¨(b,a)(ts)dt (4.14)
et il est ainsi de type Gaussien,
T(0)[u](b, a) =
√
pi
2
Z(ts)
1
aψ(
ts−b
a )√
Φ¨(b,a)(ts)
ei
pi
4
Sgn([Φ¨(b,a)(ts)]) (4.15)
L’approximation de Tψ[u](b, a) par le premier terme (4.15) est propose´e par Torre´sani [118]. Tou-
tefois, elle ne donne de bons re´sultats que si l’ondelette “me`re” est aussi asymptotique soit son
amplitude varie tre`s lentement au voisinage du point stationnaire ts [40]. En ge´ne´ral, ce n’est
pas toujours ve´rifie´, puisque l’amplitude Aψ(t) doit vite diminuer quand t → ∞ pour avoir une
bonne localisation en temps de l’ondelette. Pour cette raison, on tente dans cette partie de modi-
fier l’approximation ci-dessus. On part de l’e´quation (4.12), en gardant Aψ(t), le de´veloppement
asymptotique de Au(t)e
iΦ(b,a)(t) au voisinage de ts. Le premier terme de l’inte´grale (4.12) est :
T(0)[u](b, a) =
1
2a
Au(ts)e
iΦ(b,a)(ts)
∫ +∞
−∞
Aψ(
t− b
a
)dt =
=
1
2
Au(ts)e
iΦ(b,a)(ts)
∫ +∞
−∞
Aψ(t)dt =
1
2
Zu(ts)e
−iφψ( ts−ba )||ψ||L1 (4.16)
En imposant, ts = b, on a une de´finition de l’areˆte
 De´finition 4.2 (areˆte avec la phase)
L’areˆte est l’ensemble A2 des points (b, ar(b)) sur le plan temps-fre´quence ou` la fre´quence instan-
tane´e de l’ondelette translate´e et dilate´e co¨ıncide avec la fre´quence instantane´e du signal analyse´
A2 =
{
(b, ar(b)) | α˙u(b) = φ˙ψ(0)
ar(b)
}
(4.17)

et ainsi le squelette sera approxime´ :
Tψ[u](b, ar(b)) ≈ T(0)[u](b, ar(b)) =
1
2
Zu(b)e
−iφψ(0)‖ψ‖L1 (4.18)
Remarque 4.2.2
On essaie de faire une majoration d’erreur |r1(b, a)| de l’approximation avec un seul premier terme (4.16).
D’une part,
Au(t)e
iΦ(b,a)(t) = Au(ts)e
iΦ(b,a)(ts) + (t− ts)F1(x) avec |F1(x)| ≤ sup
x∈[ts,t]
|(Au(x)eiΦ(b,a)(x))′| (4.19)
ou`, le prime (.)′ de´signe ici, l’ope´rateur
d
dx
.
|(Au(x)eiΦ(b,a)(x))′| = |A′u(x)eiΦ(b,a)(x) +Au(x)iΦ′(b,a)(x)eiΦ(b,a)(x)| ≤
≤ |A′u(x)|+ |Au(x)||Φ′(b,a)(x)| (4.20)
Ainsi |F1(x)| ≤ sup
x∈[ts,t]
(
|A′u(x)|+ |Au(x)||Φ′(b,a)(x)|
)
.
D’autre part,∫ +∞
−∞
|(t− ts)Aψ( t− b
a
)|dt =
∫ +∞
−∞
|(t− b)Aψ( t− b
a
)|dt = a2
∫ +∞
−∞
|t||ψ(t)|dt = a2M (4.21)
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Finalement,
|r1(b, a)| ≤ aM
2
sup
x∈[ts,t]
(
|A′u(x)|+ |Au(x)||Φ′(b,a)(x)|
)
(4.22)
De fac¸on plus pre´cise, Delprat et al. [40] ont propose´ l’approximation de la transformation en ondelettes
avec l’ondelette me`re de Aψ(t) Gaussienne et il conduit a` des inte´grales successives de type Gaussien.

il est facile d’e´tendre la relation (4.18) au cas d’un signal de multi-composantes
Tψ[
∑
k
uk](b, ar) ≈
∑
k
T(0)[uk](b, ar) =
1
2
∑
k
Zuk(b)e
−iφ(0)‖ψ‖L1 (4.23)
Il reste le choix des parame`tres de l’ondelette me`re afin d’isoler chaque composante dans le cas des
signaux multi-composantes, et ainsi l’approximation du squelette est la meˆme que le cas de signal
a` une seule composante.
Remarque 4.2.3
Il est encore possible pour le signal module´ en temps et en fre´quence, de prendre l’approximation donne´e
sur la formule (4.4) [118] avec le parame`tre ar(b) =
φ˙ψ(0)
α˙u(b)
:
Tψ[u](b, ar(b)) ≈ 1
2
Zu(b)ψˆ(φ˙ψ(0)) (4.24)

Le tableau 4.1 donne les parame`tres importants pour la caracte´risation des areˆtes et l’approxima-
tion de squelette.
Tableau 4.1. Parame`tres utilise´s dans les algorithmes
Ondelette me`re ωψ0 φψ(0) ‖ψ‖L1 ‖ψ‖L2
Morlet β β
√
2pi
√
pi
Cauchy n n+ 1

(n− 2)!!
(n− 1)!!pi si n impaire
2
(n− 2)!!
(n− 1)!! si n paire
(2n)!
(2nn!)2
pi
On note que, pour l’ondelette de Morlet, l’approximation de la transformation en ondelettes ne
change pas que ce soit selon la formule (4.23) ou selon la formule (4.24) puisque ‖ψ‖L1 = ψˆ(φ˙ψ(0)) =√
2pi.
4.3 Choix de parame`tres des ondelettes me`res
Comme il a e´te´ signale´ dans la section ci-dessus, il est tre`s important de choisir de bonnes
valeurs pour les parame`tres des ondelettes me`res afin d’isoler les composantes d’un signal de
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multi-composantes. Supposons que nous nous inte´ressons a` une composante j quelconque avec une
fre´quence ωj dans un signal de N composantes. La fre´quence la plus proche a` isoler est e´loigne´e
d’une quantite´ dωj . Pour re´soudre ce proble`me, on doit faire appel a` la re´solution fre´quentielle de la
transforme´e en ondelettes sur le plan temps-fre´quence le long d’une areˆte de fre´quence ωj . D’apre`s la
formule (3.15), la localisation fre´quentielle qui est [max
(
0, ωj
(
1− cf ∆ωψωψ
))
, ωj
(
1 + cf
∆ωψ
ωψ
)
]
doit eˆtre incluse dans l’intervalle [ωj − dωj , ωj + dωj ]. Il en re´sulte
Q ≥ cf ωj
2dωj
(4.25)
Pour ge´ne´raliser, nous notons dωj = min ((ωj − ωj−1) , (ωj+1 − ωj)) pour 1 ≤ j ≤ N avec ω0 = 0,
ωN+1 = 2pifNyquist. Il est e´vident que plus la valeur de Q augmente, plus l’effet de de´couplage
entre les composantes est bon mais plus l’effet de bord pertube le plan temps-fre´quence. Il faut
que le domaine D de´fini a` la relation (3.17) soit non vide. L’ine´galite´ (3.17 b) est imme´diatement
ve´rifie´e car dωj < pi fNyquist. Donc, il faut seulement que (3.17 a) ait un sens. En combinant avec
l’ine´galite´ de Heisenberg (µψ ≥ 1
2
), nous avons la condition
Q ≤ Lωj
2ct
(4.26)
et finalement, le parame`tre Q doit appartenir a` l’intervalle
cf
ωj
2dωj
≤ Q ≤ Lωj
2ct
(4.27)
Une fois que Q est choisi, les parame`tres des ondelettes de Morlet et de Cauchy sont de´termine´es
en fonction de Q suivant les relations donne´es dans le tableau 2.1. A` la formule (4.27), L et fNyquist
sont obtenus a` partir des mesures ; les fre´quences ωj peuvent eˆtre e´value´es grossie`rement a priori
par la transformation de Fourier rapide fft et classe´es en ordre croissant. Les coefficients ct et cf
doivent satisfaire l’ine´quation de´duite de (4.27)
ctcf ≤ Ldωj (4.28)
Nous proposons de commencer avec ct = cf = 5 ; quand la relation (4.28) n’est pas ve´rifie´e, ct
et cf doivent eˆtre re´duits tel que l’ine´quation (4.28) soit satisfaite. Le choix de Q est libre dans
l’intervalle donne´ par la relation (4.27) et de´pend aussi du proble`me traite´ : plus la valeur de Q est
e´leve´e, plus l’effet de bord est significatif et moins l’effet de couplage est important. Dans le cas
des modes sont tre`s proches, i.e dωj faible, il est ne´cessaire que L doit eˆtre suffisamment longue
pour que la valeur de Q existe suivant la condition (4.27).
4.4 Extraction des areˆtes
Plusieurs algorithmes d’extraction des areˆtes ont e´te´ propose´s par Torre´sani, Carmona et al.
[25, 26, 27, 28, 40, 118]. Nous pre´sentons brie`vement ici les algorithmes repre´sentatifs dont les
programmes imple´mente´s sous MATLAB seront utilise´s par la suite.
4.4.1 Me´thodes “Diffe´rentielles”
La technique de´coule directement des deux de´finitions d’areˆtes, soit par le module, soit par la
phase de la transforme´e en ondelettes.
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• Maxima du module :
◦ Signal a` une composante. C’est le cas le plus simple. On cherche a` chaque moment b, la valeur
ar(b) de a tel que le module de la transforme´e en ondelettes est le maximum global.
|Tψ[u](b, ar(b))| = max
a
|Tψ[u](b, a))| (4.29)
◦ Signal a` plusieurs composantes. L’application de la proce´dure de recherche du maximum global
ne marche pas puisque soit il donne seulement une areˆte, soit il donne plusieurs segments de
diffe´rentes areˆtes. Une me´thode alternative consiste a` conside´rer les maximums locaux i.e, les
points ar(b) tel que
∂|Tψ[u](b, ar(b))|
∂a
= 0 (4.30)
Il faut noter que cette me´thode est instable au bruit qui cre´era des areˆtes additionnelles. Pour
de´terminer les “vraies” areˆtes, il faut alors bien distinguer les areˆtes dues au bruit.
• Stationnarite´ de phase :
Le principe de la me´thode vient de la de´finition de l’areˆte avec la phase : la fre´quence instantane´e
de la version dilate´e de l’ondelette me`re co¨ıncide avec la fre´quence instantane´e du signal. A partir
des approximations de squelette (4.5),(4.8),(4.18),(4.23), on peut e´crire sous forme ge´ne´rale
Tψ[uk](b, ar(b)) ≈ Zuk(b)Corr(b) (4.31)
ou` la fonction correctrice Corr(b) est soit une constante, soit une fonction de phase constante
dans le temps. La fre´quence instantane´e de la transforme´e en ondelette est alors approximative-
ment e´gale a` la fre´quence instantane´e du signal i.e,
∂∠(Tψ[uk](b, ar(b)))
∂b
≈ α˙uk (4.32)
L’algorithme de point fixe a e´te´ propose´ par Torre´sani et al. pour la caracte´risation d’areˆte. Cet
algorithme, aussi appele´ me´thode de Marseille, a quelques variantes. Nous pre´sentons ici, celle
de R. Kronland-Martinet
 Algorithme 4.1 (algorithme de point fixe de phase)
1 Pour un point de temps b quelconque
2 Choisir une valeur initiale de l’e´chelle a0. L’ite´ration est faite par
ak+1 =
φ˙ψ(0)
∂∠(Tψ[u](b, ak))
∂b
(4.33)
3 L’ite´ration est stoppe´e lorsque |ak+1− ak| <  ou`  est la pre´cision pre´-de´finie. Ainsi on a ar(b) = ak+1
et on passe ensuite a` un temps suivant. Finalement les valeurs ar(b) sont de´termine´es.

Remarque 4.4.1
Dans la formule (4.33), il faut comprendre que
∂∠(Tψ[u](b, ar(b)))
∂b
est une fonction continue. Toutefois,
par de´finition, cette quantite´ appartient toujours a` l’intervalle
[
−pi
2
,
pi
2
]
et cela cre´era des discontinuite´s.
On peut utiliser l’option unwrap sous MATLAB pour supprimer ces discontinuite´s.
Dans le but d’augmenter la stabilite´ de l’algorithme, la fre´quence moyenne locale de Tψ[u](b, a) peut eˆtre
conside´re´e au lieu de la fre´quence instantane´e
Ωa(b) =
1
T
∫ b+T
b
∂∠ (Tψ[u](b, a))
∂b
db (4.34)

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4.4.2 Me´thodes “Inte´grales”
Les me´thodes “Diffe´rentielles” marchent bien lorsque le signal est sans bruit ou peu bruite´
1. Toutefois, il peut arriver dans les tests re´els que le signal soit bruite´. Il est donc crucial de
trouver d’autres me´thodes plus robustes pour traiter les signaux additionne´s de bruit. Carmona
et al. [25, 26, 27, 28] ont propose´ des me´thodes “Inte´grales”. Elles utilisent d’autres informations
a priori des areˆtes. Outre que les areˆtes doivent se concentrer dans les zones du plan temps-
fre´quence (ou temps-e´chelle) dont l’e´nergie est e´leve´e, les areˆtes du signal re´el sont souvent lisses
et varient lentement en temps. Ces raisonnements ame`nent tout a` fait naturellement au proble`me
d’optimisation. Parmi plusieurs algorithmes propose´s dans les re´fe´rences [25, 26, 27, 28], on pre´sente
ici deux algorithmes. Le premier est destine´ a` de´terminer une seule areˆte et le deuxie`me concerne le
cas de plusieurs areˆtes. Ces algorithmes reposent sur l’analogie de recuit simule´. Le principe de la
me´thode est le suivant [107] : le proble`me de l’optimisation d’un syste`me complexe est assimilable a`
l’e´volution d’un syste`me de´sordonne´ vers un syste`me ordonne´. Ceci est analogue au comportement
de la matie`re condense´e lorsqu’elle passe d’un e´tat liquide caracte´rise´ par un grand de´sordre, a`
un e´tat solide, bien ordonne´, du type monocristal. Une telle e´volution est obtenue en abaissant la
tempe´rature d’ou` l’ide´e d’utiliser des me´thodes physiques, et plus particulie`rement d’introduire la
tempe´rature comme parame`tre de commande pour optimiser l’e´volution d’un syste`me. Il est bien
connu qu’un abaissement rapide de la tempe´rature se traduit par un gel du de´sordre existant, alors
qu’une diminution lente de la tempe´rature permet l’e´tablissement d’un ordre supe´rieur. Dans la
physique de la matie`re condense´e, une telle proce´dure constitue en ce que l’on appelle un recuit.
L’application de ce concept a` tout proble`me d’optimisation, par simulation d’une baisse lente de
tempe´rature, est ainsi appele´e “recuit simule´”.
• Me´thode “Corona”
La me´thode suppose qu’une areˆte lisse existe sur le plan temps-fre´quence ou` la fonction couˆt
(fonction objectif) Fu(ar(b)) est minimale. Cela se traduit par : ar(b) = min
k
Fu(ϕk(b)). La
fonction couˆt sur une areˆte candidate ϕk(b) s’e´crit
Fu(ϕk(b)) = −
∫
|Tψ(b, ϕk(b))|2db+
∫ [
λϕ˙k(b)
2 + γϕ¨k(b)
2
]
db (4.35)
Ainsi, la me´thode Corona recherche ar(b) a` partir des ϕk(b) par optimisation qui donne Fu(ϕk(b))
minimum. L’algorithme pre´sente´ ci-dessous est donne´ dans la re´fe´rence [26]
 Algorithme 4.2 (Corona)
1 Initialisation : Choisir la tempe´rature initiale T0 et une candidate initiale de l’areˆte
{ϕ0(0), ϕ0(1), ..., ϕ0(n− 1)} et calculer Fu(ϕ0)
2 Ite´ration k : L’areˆte candidat a` l’ite´ration k−1 est connue : ϕk−1 = {ϕk−1(0), ϕk−1(1), ..., ϕk−1(n−1)}
- Actualiser la tempe´rature avec Tk =
T0
ln(1 + k)
- Ge´ne´rer ale´atoirement un entier l ∈ [0, n − 1] et un nombre  = ±1. L’areˆte candidat possible a`
l’ite´ration k sera ϕck = {ϕk−1(0), ϕk−1(1), ..., ϕk−1(l) + , ...ϕk−1(n− 1)}
- Calculer la valeur fonction couˆt Fu(ϕck) et comparer avec Fu(ϕk−1)
+ Si Fu(ϕck) ≤ Fu(ϕk−1), actualiser l’areˆte avec une nouvelle areˆte : ϕk := ϕck
+ Si Fu(ϕck) > Fu(ϕk−1), Ge´ne´rer ale´atoirement un nombre σ entre 0 et 1
* Si σ ≤ e−
Fu(ϕ
c
k
)−Fu(ϕk−1)
Tk , actualiser l’areˆte ϕk := ϕ
c
k
* Sinon retenir l’ancienne candidate de l’ite´ration k − 1 : ϕk := ϕk−1
1Le niveau du signal bruite´ est e´value´ a` l’aide du Rapport Signal sur Bruit (RSB ou en anglais SNR) et de´finit
comme 10 log10
(
σu
σb
)
, ou` σu (resp. σb) est la variance du signal seul (resp. du bruit seul)
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3 Crite`re d’arreˆt : Soit apre`s certaines ite´rations lors que l’areˆte ne change pas, soit quand la tempe´rature
est plus basse qu’une tempe´rature pre´-de´finie.

• Me´thode “Crazy climbers”
La me´thode Corona suppose qu’une seule areˆte est dans la repre´sentation temps-fre´quence.
Dans le cas d’un signal bruite´ avec plusieurs areˆtes a` de´terminer, la me´thode “Crazy climbers”
(voyageurs fous) plus performante est propose´e pour capter ces areˆtes. L’algorithme e´crit ci-
dessous est applicable pour les repre´sentations e´nerge´tiques temps-fre´quence M(i, j) de signal
u(t) en ge´ne´ral, avec le maillage : temps i = 0, ..., B−1 (horizontale) et j = 0, ..., A−1 (verticale).
Comme les voyageurs se de´placent inde´pendemment entre eux et quelques voyageurs peuvent
occuper le meˆme site au meˆme moment, il est suffisant de de´crire le mouvement d’un voyageur
Xα parmi V voyageurs.
 Algorithme 4.3 (Crazy climbers)
1 Initialisation : Choisir la tempe´rature initiale T0 et la position ale´atoire de V voyageurs X(0) sur le
maillage Γ = {(i, j); i = 0, ..., B − 1, j = 0, ..., A− 1}.
2 Ite´ration k :
- Actualiser la tempe´rature avec Tk =
T0
ln(1 + k)
- La position a` l’ite´ration k−1 du voyageur Xα : Xα(k−1) = (i, j) est connue et la position a` l’ite´ration
k : Xα(k) = (i
′, j′) est de´termine´e par la re`gle suivante :
+ Direction horizontale : mouvement possible dans les deux sens, sauf les deux extre´mite´s.
* Si 1 ≤ i ≤ B − 2, alors i′ = i+ 1 avec probabilite´ 1/2 et i′ = i− 1 avec probabilite´ 1/2.
* Si i = 0, alors i′ = 1.
* Si i = B − 2, alors i′ = B − 1.
+ Direction verticale : mouvement possible j ′ = j + 1 ou j′ = j − 1
* Si M(i′, j′) ≥M(i′, j), alors le mouvement vertical est accepte´ Xα(k) = (i′, j′).
* Si M(i′, j′) < M(i′, j), alors Xα(k) = (i
′, j′) avec probabilite´ pt =≤ e−
[
M(i′,j)−M(i′,j′))
Tk
]
- Mesures d’occupation : deux mesures a` prendre en compte
µ(0)(k) =
1
V
V∑
α
δXα(k)
µ(k) =
1
V
V∑
α
M(Xα(k))δXα(k)
(4.36)
3 Crite`re d’arreˆt : la tempe´rature est plus basse qu’une tempe´rature pre´-de´finie, les voyageurs s’arreˆtent.
4 Mesures d’occupation inte´gre´es : Le nombre d’ite´ration totale T
µ
(0)
T =
1
T
T∑
k
µ(0)(k)
µT =
1
T
T∑
k
µ(k)
(4.37)

Apre`s avoir des mesures d’occupation, il faut passer au stade de chaˆınage des points sur le plan
temps-fre´quence. Le chaˆınage consiste en deux ope´rations principales : (1) fixer un seuil tel que
si un point pre´sente une valeur de mesure infe´rieure a` ce seuil, on le force a` prendre la valeur
ze´ros en mesure d’occupation. (2) a` partir des points retenus dont les mesures d’occupation sont
supe´rieures au seuil, les areˆtes sont forme´es en respectant des seuils en temps et en fre´quence.
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4.4.3 Exemples nume´riques
La robustesse des algorithmes est teste´e par des signaux module´s en temps et en fre´quence.
• Signal a` une composante :
◦ signal amorti de fre´quence constante et sans bruit : u(t) = e−0.4t cos(4pit).
L’application de deux algorithmes diffe´rentiels est montre´e sur la figure 4.1 (me´thode de
module maximum) et sur la figure 4.2 (me´thode de phase). Pour la me´thode de maximum
du module, on a pris 500 points d’e´chelle a. Deux types d’approximation ont e´te´ utilise´s :
soit avec la norme L1 suivant la formule (4.23) (couleur violette et marqueur o), soit avec
le maximum suivant la formule (4.24) (couleur rouge et marqueur x). Les ondelettes ont e´te´
utilise´es avec Q = 8.
◦ signal amorti de fre´quence instantane´e variante avec bruit :
u(t) = e−0.4t cos (4pit+ ln (1 + 5t)) + bruit.
Le bruit est ajoute´ dans le signal de type bruit blanc. Le rapport signal sur bruit est e´gal a`
-0.92 dB. L’extraction de re´sultat se fait par la me´thode Corona et se pre´sente sur la figure
4.3 avec l’ondelette me`re de Morlet. Le facteur Q est e´gal a` 8. Le crite`re d’arreˆt est soit la
tempe´rature infe´rieure a` 10◦, soit l’areˆte ne bouge pas apre`s 100 ite´rations.
• Signal a` deux composantes : u(t) = e−0.4t cos(4pit) + e−0.4t cos(6pit) + bruit.
Cet exemple peut eˆtre traite´ deux fois par la me´thode Corona, mais ici nous appliquons
l’algorithme “Crazy climbers” pour la recherche des fre´quences dans le signal. La figure 4.4
pre´sente le re´sultat de traitement de ce signal tre`s bruite´. La valeur de RSB est e´gale a` 2.23
dB. L’ondelette me`re de Cauchy a e´te´ utilise´e avec Q = 10. Le chaˆınage est re´alise´ avec les
tole´rances : seuil de mesure inte´gre´e 0.1 ; seuil en temps 0.1 (sec) et seuil en fre´quence 0.1
(Hz) pour la liaison des areˆtes. Le nombre de voyageurs est le meˆme que le nombre de points
d’enregistrement (512) sur le signal. Le traitement commence avec la tempe´rature initiale de
80◦ et le crite`re d’arreˆt est quand la tempe´rature est infe´rieure a` 10◦.
4.4.4 Discussion sur les algorithmes
Ces algorithmes e´crits sont ensuite applique´s dans les proble`mes me´caniques. Ils me´ritent des
commentaires a` propos de leur utilite´. Les me´thodes diffe´rentielles sont tre`s performantes quand
le signal analyse´ est peu bruite´. Meˆme quand le RSB est e´gal a` ze´ro, les me´thodes diffe´rentielles
donnent encore de bons re´sultats [118]. Un autre grand avantage de ces me´thodes est qu’elles
n’ont pas besoin de maillage en temps-fre´quence tre`s pre´cis. On peut re´duire une zone de plan
temps-fre´quence ou` se trouve une seule areˆte et appliquer ainsi plusieurs fois l’algorithme de point
fixe. Cette manie`re de proce´der permet d’e´viter la recherche de plusieurs areˆtes en meˆme temps
par la me´thode diffe´rentielle en se servant de maximums locaux. Un dernier point a` pre´ciser pour
la me´thode diffe´rentielle est la valeur initiale de a0 dans la me´thode de phase. Normalement,
cette valeur est de´duite par la correspondance de la fre´quence moyenne dans l’intervalle contenant
l’areˆte. De fac¸on plus pre´cise, Delprat et al. [40] l’ont illustre´ dans le cas d’un signal de deux
composantes d’amplitudes constantes :
u(t) = A1cos(ω1t) +A2cos(ω2t+ δ2) (4.38)
Le calcul de la transformation en ondelettes donne :
Tψ[u](b, a) =< u(t), ψb,a >=
1
2
< Zu(t), ψb,a >=
=
A1
2
ψˆ(aω1)e
iω1b
[
1 + C(a)ei(ω2−ω1)b+iδ2
]
(4.39)
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Figure 4.1. Comparaison entre le signal initial et le signal reconstruit a` partir de l’areˆte et du
squelette, me´thode de module maximum.
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Figure 4.1 suite.
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Figure 4.2. Comparaison entre le signal initial et le signal reconstruit a` partir de l’areˆte et du
squelette, me´thode de la phase.
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Figure 4.3. Comparaison entre signal initial et signal reconstruit a` partir de l’areˆte et du squelette,
me´thode Corona.
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Figure 4.4. Fre´quences de´termine´es par la me´thode “Crazy climbers”.
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ou` C(a) = A2ψˆ(aω2)
A1ψˆ(aω1)
. En posant  < | 2piω2−ω1 |, est un chiffre non ne´gatif et T = n| 2piω2−ω1 | + . La
nouvelle fonction de a base´e sur la re´gularisation de l’argument donne´ a` la formule (4.34) devient
Ωa =
1
T
∫ b0+T
b0
∂∠ (Tψ(b, a))
∂b
db (4.40)
Les auteurs ont de´montre´ que l’algorithme de point fixe converge vers Ωa = ω1+0(

n) si C(a) < 1,
et vers Ωa = ω2 + 0(

n) si C(a) > 1. Comme l’erreur est proportionnelle a`

n , on peut augmenter
n pour ne pas commettre des erreurs importantes. Quand le signal est bruite´, il faut utiliser
d’autres informations pour chercher les areˆtes par exemple, courbe lisse, variation lente,... Deux
me´thodes ont e´te´ pre´sente´es et ne´cessitent un maillage au pre´alable pour calculer la transforme´e
en ondelettes. Les re´sultats des areˆtes de´pendent donc de la discre´tisation. Une proposition sur
ce point a e´te´ faite par Staszewski [110]. Notons que dans les cas tre`s bruite´s, la formule classique
de reconstruction du signal a` partir de l’areˆte devient difficilement utilisable. On peut alors la
remplacer par une strate´gie de minimisation, faisant intervenir la dernie`re information a priori
sur le signal que l’on n’a pas encore utilise´e : la lenteur des variations relatives de l’amplitude
du signal. Toutefois, dans cette the`se, on se limite a` la recherche des areˆtes quand on applique
cet algorithme aux applications dans la troisie`me partie. Pour cette raison, on ne cite pas ici
la proce´dure de reconstruction du signal a` partir du squelette. Les descriptions en de´tails des
algorithmes sont pre´sente´es dans les re´fe´rences [25, 118]
4.5 Conclusion
Cette partie a pour but de cre´er un outil nume´rique fiable de l’analyse temps-fre´quence par
transformation en ondelettes des signaux module´s en amplitude et en fre´quence. On a re´ussi a`
imple´menter les diffe´rents algorithmes pour obtenir la transforme´e en ondelettes et a` caracte´riser
des signaux a` partir de la transforme´e en ondelettes obtenue. Un choix de la valeur Q de l’ondelette
me`re est propose´e en se basant sur : l’effet de bord et la se´paration des composantes. La partie
suivante va relier les re´sultats de traitement du signal par l’analyse en ondelettes a` un proble`me
me´canique : l’auscultation des structures vibrantes a` partir des signaux mesure´s.
Troisie`me partie
Auscultation dynamique des
structures
Chapitre 5
Identification modale des syste`mes
me´caniques line´aires
5.1 Introduction
Ce chapitre porte sur l’identification modale d’un syste`me line´aire a` partir de re´ponses libres a`
l’aide de la repre´sentation en ondelettes. Apre`s un rappel succinct a` la section 5.2 sur les notions du
syste`me a` un Degre´ De Liberte´ (1DDL) et a` Multiple Degre´s De Liberte´ (MDDL), on pre´sente les
techniques d´identification des parame`tres modaux par la transformation en ondelettes a` la section
5.3. Ces techniques sont de´montre´es applicables dans les deux cas suivants : amortissement visqueux
proportionnel et non-proportionnel. Des proce´dures de´taille´es d’identification des parame`tres sont
aussi e´tablies. Les avantages de ces propositions sont teste´s sur des exemples tant nume´riques que
re´els a` la section 5.4. Enfin, on arrive a` des conclusions sur la performance et la robustesse de la
me´thode.
5.2 Rappel sur le syste`me me´canique line´aire discret
5.2.1 Syste`me a` un degre´ de liberte´
Conside´rons une masse m attache´e a` un appui fixe par un ressort de rigidite´ k. Le me´canisme de
dissipation provenant d´origines diverses est mode´lise´ par un amortisseur visqueux c. Ce syste`me
a` un degre´ de liberte´ est sche´matise´ sur la figure 5.1. Les oscillations de la masse soumise a` une
force externe f(t) sont gouverne´es par l´e´quation :
mu¨(t) + cu˙(t) + ku(t) = f(t) (5.1)
En absence de la force agissant f(t), le mouvement libre ne de´pend que des conditions initiales u(0)
et u˙(0) qui sont respectivement la position et la vitesse de la masse m a` l´instant initial t = 0. Le
rapport de l´amortissement c sur l´amortissement critique cc = 2
√
mk appele´ taux d’amortissement
ξ, de´cide d’un mouvement harmonique, harmonique amorti ou simplement le retour a` la position
d’e´quilibre statique. On s’inte´resse seulement aux syste`mes me´caniques sous amortis (ξ < 1), la
re´ponse libre temporelle s’e´crit :
u(t) = e−ξωt
[
u(0) cos
(
ω
√
1− ξ2t
)
+
u˙(0) + ξωu(0)
ω
√
1− ξ2
sin
(
ω
√
1− ξ2t
)]
(5.2)
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ou` ω =
√
k
m est la pulsation propre (fre´quence angulaire naturelle) de l’oscillateur sans amortisse-
ment tandis que ω˜ = ω
√
1− ξ2 est la pseudo-pulsation propre du syste`me avec amortissement.
u(t)
kc
f(t)
m
Figure 5.1. Syste`me me´canique a` un Degre´ De Liberte´ (1DDL)
Une autre forme de l´expression de de´placement (5.2) :
u(t) = ρe−ξωt cos(ω˜t− ϕ) (5.3)
avec les parame`tres : ρ =
√
u2(0) +
[
u˙(0) + ξωu(0)
ω˜
]2
et ϕ = arctan
(
u˙(0) + ξωu(0)
ω˜u(0)
)
. Nous
obtenons ainsi l´histoire de la vitesse et de l´acce´le´ration dans le temps en de´rivant successivement
le de´placement u(t).
u˙(t) = ρωe−ξωt
[
−ξ cos(ω˜t− ϕ)−
√
1− ξ2 sin(ω˜t− ϕ)
]
= −ρωe−ξωt cos(ω˜t− ϕ− δ) = ρωe−ξωt cos(ω˜t− ϕ− δ + pi) (5.4)
u¨(t) = ρωe−ξωt(−ξω)
[
−ξ cos(ω˜t− ϕ)−
√
1− ξ2 sin(ω˜t− ϕ)
]
+
+ρωe−ξωt
[
ξω˜ sin(ω˜t− ϕ)−
√
1− ξ2ω˜ cos(ω˜t− ϕ)
]
= ρω2e−ξωt
[
(ξ2 − (1− ξ2)) cos(ω˜t− ϕ) + 2ξ
√
1− ξ2 sin(ω˜t− ϕ)
]
= −ρω2e−ξωt cos(ω˜t− ϕ+ θ) = ρω2e−ξωt cos(ω˜t− ϕ+ θ + pi) (5.5)
Avec les de´phasages : δ = arctan(
√
1−ξ2
ξ ) et θ = arctan(
2ξ
√
1−ξ2
1−2ξ2 ). On note a` travers les formules
(5.3),(5.4) et (5.5) que l’amplitude de la vitesse et de l’acce´le´ration sont celle du de´placement
multiplie´e respectivement par la fre´quence angulaire naturelle ω et son carre´. La phase de la vitesse
et de l’acce´le´ration sont diffe´rencie´es de la phase du de´placement par une quantite´ de´pendant de
l’amortissement ξ. A la limite ξ = 0, le de´phasage vaut pi2 pour la vitesse et pi pour l’acce´le´ration.
Dans le cas d’un mouvement force´ avec f(t), une solution particulie`re sera ajoute´e a` la solution
ge´ne´rale de l’e´quation homoge`ne.
5.2.2 Syste`me a` plusieurs degre´s de liberte´
Dans ce cas, nous n’avons plus seulement une masse mais e´galement une matrice de masse [M ].
Les rigidite´s et les amortissements sont aussi des matrices [K] et [C]. Les positions des masses
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et la force exte´rieure sont des vecteurs {U(t)} et {F (t)}. Les syste`mes d’e´quations re´gissant le
mouvement des masses ont une forme semblable a` (5.1) :
[M ]{U¨(t)}+ [C]{U˙(t)}+ [K]{U(t)} = {F (t)} (5.6)
Conside´rons ici la vibration libre, i.e {F (t)} = 0
• Syste`mes a` amortissement proportionnel : Le syste`me non amorti associe´ a` l’e´quation
(5.6) s’e´crit :
[M ]{U¨(t)}+ [K]{U(t)} = 0. (5.7)
Les pulsations propres ω21, ω
2
2, ..., ω
2
N et les vecteurs propres {φr} (r = 1, 2, ...N) sont obtenus
avec la matrice associe´e : ([K]− ω2[M ]){φr} = 0. La matrice [Φ] compose´e de N vecteurs {φr}
est appele´e matrice modale. Elle diagonalise les matrices [K] et [M ] :
[φr]
T [M ] [φs] = mrδrs (5.8)
[φr]
T [K] [φs] = krδrs (5.9)
ou` δrs est le symbole de Kronecker. Lorsque la matrice d’amortissement [C] peut eˆtre diagonalise´e
par [Φ], soit
[φr]
T [C] [φs] = crδrs = 2ξrmrωrδrs, (5.10)
en posant {U(t)} = [Φ]{q(t)}, les e´quations (5.7) peuvent eˆtre de´couple´es graˆce a` la matrice
modale [Φ]. La re´ponse du syste`me peut ainsi eˆtre conside´re´e comme la somme des re´ponses de
N oscillateurs de forme (5.3). Les composants qj(t) sont les coordonne´es du de´placement dans
l’espace modal,
qj(t) = ρje
−ξjωjt cos(ω˜jt− ϕj) (5.11)
ρj et ϕj se calculent de la meˆme fac¸on que dans le cas 1DDL et de´pendent de la vitesse initiale
et du de´placement initial dans l’espace modal q˙j(0) et qj(0).
ω2j =
kj
mj
(5.12)
ω˜j = ωj
√
1− ξ2j (5.13)
ξj =
cj
2mjωj
(5.14)
Ainsi sur le degre´ de liberte´ k quelconque, la composante k du de´placement {U(t)} sera
uk(t) =
N∑
j=1
φkjρje
−ξjωjt cos(ω˜jt− ϕj) (5.15)
Les modes {φj} de´termine´s a` partir du syste`me conservatif associe´ sont les modes normaux
du syste`me. Les amortissements traduits par la matrice [C] qui peut eˆtre diagonalise´e sont des
amortissements proportionnels. Il existe deux hypothe`ses a` propos d’amortissement proportion-
nel, celle de Rayleigh et celle de Basile. L’hypothe`se de Rayleigh suppose que la matrice [C]
est line´aire par rapport a` la masse et la rigidite´, [C] = α[M ] + β[K] et par conse´quent, elle est
diagonalise´e par la matrice modale [Φ]. L’hypothe`se de Basile impose directement l’amortisse-
ment modal ξr sur chaque mode suivant la formule (5.10). Une approximation alternative est
de supprimer les termes non diagonaux du produit [Φ]T [C][Φ]. Les modes normaux sont re´els et
non pas uniques. Chaque mode normal a le rapport entre ses composantes de´finis. Il peut eˆtre
normalise´, soit par la masse i.e [Φ]T [M ][Φ] = [I], soit par la composante maximum e´gal a` l’unite´.
Les modes normaux sont repre´sente´s par les rapports entre les composantes.
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• Syste`mes a` amortissement non proportionnel : En re´alite´, les structures pre´sentent
naturellement de l’amortissement non-proportionnel. La prise en compte du mode`le avec l’amor-
tissement non-proportionnel devient alors utile [58]. Conside´rons l’e´quation homoge`ne associe´e
a` (5.6) avec le changement de variable {U(t)} = {X}est[
s2[M ] + s[C] + [K]
] {X} = 0 (5.16)
ou` {X} et s sont respectivement, un vecteur de composantes complexes et un nombre com-
plexe. L’e´quation (5.16) constitue un proble`me de valeurs propres complexes. Une autre manie`re
habituelle de re´soudre ce proble`me est de conside´rer une nouvelle variable, le vecteur d’e´tat :
{W (t)} =
{
{U(t)}
{U˙(t)}
}
=
{
{X}
s{X}
}
est = {φ′}est
[
[C] [M ]
[M ] [0]
]
︸ ︷︷ ︸
[A]
{W˙ (t)}+
[
[K] [0]
[0] − [M ]
]
︸ ︷︷ ︸
[B]
{W (t)} = 0 (5.17)
Apre`s remplacement et simplification,
[s [A] + [B]] {φ′} = 0 (5.18)
[A] et [B] sont re´elles et syme´triques d’ordre 2N . Cette e´quation donne 2N valeurs propres soit
re´elles, soit complexes conjugue´es. Nous nous inte´ressons au cas ou` la structure est sous amortie
donc les valeurs propres sont N paires conjugue´es sr et sr. Les vecteurs propres correspondant
a` sr et sr, sont respectivement {φ′r} et {φ′r} complexes. Les formes de ces vecteurs propres sont
les suivantes
{φ′r} =
{
{φr}
{φr} sr
}
and {φ′r} =
{ {
φr
}{
φr
}
sr
}
(5.19)
ou`, {φr} et
{
φr
}
sont les vecteurs propres complexes d’ordre N × 1 correspondant aux coor-
donne´es du vecteur d’espace {U(t)}. La matrice modale complexe
[
Φ
′
]
d’ordre 2N ×2N permet
de de´coupler le syste`me des e´quations (5.17) graˆce aux proprie´te´s orthogonales des vecteurs
propres en posant :
{W (t)} =
[
Φ
′
]
{q(t)} (5.20)
Ainsi, 2N e´quations de´couple´es sont :  aj

 {q˙(t)}+
  bj

 {q(t)} = {0} (5.21)
Si la solution est recherche´e sous la forme
qj(t) = Qje
sjt (5.22)
ou` Q
j
de´pend de conditions initiales. La re´ponse du syste`me sera
{W (t)} =
2N∑
j=1
{φ′j}Qjesjt (5.23)
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avec sj = − bjaj . En re´sume´, le syste`me pre´sente N valeurs propres sr correspondant a` N vecteurs
propres complexes {φr} et N valeurs propres sr correspondant a` N vecteurs propres complexes
{φr}. Ces valeurs propres et vecteurs propres doivent satisfaire l’e´quation (5.16)[
s2r [M ] + sr[C] + [K]
] {φr} = {0} (5.24)
De fac¸on similaire pour sp et {φp}
{φp}T
[
s2p[M ] + sp[C] + [K]
]
= {0}T (5.25)
En multipliant les deux membres par {φr}
{φp}T
[
s2p[M ] + sp[C] + [K]
] {φr} = 0 (5.26)
L’e´quation (5.24) apre`s multiplication de deux coˆte´s par {φp}T , devient
{φp}T
[
s2r [M ] + sr[C] + [K]
] {φr} = 0 (5.27)
Simplifiant (5.26) et (5.27), on a
(sr + sp){φp}T [M ]{φr}+ {φp}T [C]{φr} = 0 (5.28)
et
srsp{φp}T [M ]{φr} − {φp}T [K]{φr} = 0 (5.29)
La valeur propre complexe sr peut eˆtre e´crite sous forme sr = −ωrξr+iωr
√
1− ξ2r . En choisissant
sp e´gale au complexe conjugue´ de sr, on a sp = sr = −ωrξr − iωr
√
1− ξ2r et {φp} = {φr}. Il en
re´sulte que :
ω2r =
{φr}T [K]{φr}
{φr}T [M ]{φr}
=
kr
mr
(5.30)
2ωrξr =
{φr}T [C]{φr}
{φr}T [M ]{φr}
=
cr
mr
(5.31)
Ainsi, on a re´ussi a` rendre analogue un syste`me a` amortissement visqueux non-proportionnel a`
un syste`me avec amortissement proportionnel. Les termes ωr, ξr sont respectivement la pulsation
propre sans amortissement et le taux d’amortissement associe´s au mode r.
5.3 Identification des parame`tres modaux a` l’aide de la transfor-
mation en ondelettes
La me´thode d’identification modale propose´e ope`re dans le domaine temps-fre´quence. Le but
de cette partie est d’e´tablir une proce´dure d’identification des parame`tres modaux d’un syste`me
me´canique line´aire en vibration libre i.e, les fre´quences, les amortissements et les de´forme´es modales,
en utilisant les re´sultats de traitement des mesures par la transformation en ondelettes. On pre´sente
d’abord un de´veloppement the´orique, puis on propose les de´marches pratiques pour la proce´dure.
84 5. Identification modale des syste`mes me´caniques line´aires
5.3.1 Formulation des crite`res d’identification
Les parame`tres modaux sont obtenus par la minimisation de la diffe´rence au sens des moindres
carre´s entre la fonction Rmodelep1,p2,...,pi,...,pn(t) et celle obtenue par les mesures R
mesure(t) :
min
p1∈D1,p2∈D2,...,pi∈Di,...,pn∈Dn
‖Rmodelep1,p2,...,pi,...,pn(t)−Rmesure(t)‖22 (5.32)
ou` D1, D2, ..., Di, ..., Dn sont les domaines des parame`tres p1, p2, ..., pi, ..., pn respectivement. Les
arguments Rmodele sont propose´s graˆce aux re´sultats d’analyse the´orique de la section pre´ce´dente
et les arguments Rmesure sont obtenus par les re´sultats de traitement des mesures par la transfor-
mation en ondelettes.
5.3.1.1 Syste`mes a` amortissement proportionnel
On re´cupe`re le signal de de´placement (et/ou de vitesse, et/ou d’acce´le´ration) enregistre´ par les
capteurs. En se re´fe´rant a` l’e´quation (5.15), nous avons les mode`les du signal d’un syste`me line´aire
a` MDDL, sur le k ie`me DDL,
uk(t) =
N∑
j=1
ukj(t) =
N∑
j=1
φkjρje
−ξjωjt cos(ω˜jt − ϕj) (5.33)
u˙k(t) =
N∑
j=1
u˙kj(t) = −
N∑
j=1
φkjρjωje
−ξjωjt cos(ω˜jt − ϕj − δj) (5.34)
u¨k(t) =
N∑
j=1
u¨kj(t) = −
N∑
j=1
φkj ρj ω
2
j e
−ξjωjt cos(ω˜jt − ϕj + θj) (5.35)
φkj est le terme (k, j) de la matrice modale [Φ], avec k, j se re´fe´rant respectivement a` la po-
sition de la masse et au mode. Pour me´moire, la matrice modale se compose des modes note´s
{φj} = {φ1j , φ2j , ...φNj}T . ωj , ω˜j et ξj sont respectivement la pulsation naturelle, la pulsation avec
amortissement et le taux d’amortissement du mode j ;
ρj =
{[
Y˙j(0) + ξjωj Yj(0)
ω˜j
]2
+ [Yj(0)]
2
}1/2
; Yj(0) et Y˙j(0) sont le de´placement modal initial et la vi-
tesse modale initiale du mode j ; ϕj = arctan
{
cj0 + ξj√
1− ξ2j
}
avec cj0 =
Y˙j(0)
ωj Yj(0)
, δj = arctan
{√
1−ξ2j
ξj
}
et θj = arctan
{
2ξj
√
1− ξ2j
1−2ξ2j
}
.
Les relations (5.33), (5.34) et (5.35) peuvent eˆtre re´-e´crites sous forme ge´ne´rale :
N∑
j=1
Akj(t) cos (αkj(t))
ou` {
αukj (t) = ω˜jt − ϕj + pi2 (1− Sgn(φkj))
Aukj (t) = |φkj |ρje−ξjωjt pour uk(t)
(5.36)
{
αu˙kj (t) = ω˜jt − ϕj − δj + pi2 (1 + Sgn(φkj))
Au˙kj (t) = |φkj |ρjωje−ξjωjt pour u˙k(t)
(5.37)
{
αu¨kj (t) = ω˜jt − ϕj + θj + pi2 (1 + Sgn(φkj))
Au¨kj (t) = |φkj |ρjωj2e−ξjωjt pour u¨k(t)
(5.38)
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Avec l’hypothe`se de faible amortissement (ξj <<
1√
2
), chaque composant de ces signaux est asymp-
totique et on peut alors approcher le signal analytique associe´ : Zkj(t) ≈ Akj(t)eiαkj(t). En se basant
sur l’analyse ci-dessus, nous proposons les arguments d’identification des parame`tres modaux :
• Fre´quences :
Quelques possibilite´s peuvent eˆtre envisage´es. Elles sont classe´es suivant la commodite´ d’appli-
cation :
◦ Rmodelω˜j (t) = ω˜j et Rmesure(t) = Karj(t) obtenu a` partir de l’areˆte du mode j. La constante K
de´pend de l’approximation choisie (i.e, par module ou par phase).
◦ Rmodelω˜j ,rkj (t) = ω˜jt − ϕj + pi2 (1−Sgn(φkj)) = ω˜jt + rkj et Rmesure(t) = ∠Zukj (t) obtenu a` partir
du squelette du mode j du signal u enregistre´ sur le capteur k. On peut trouver une relation
analogue pour la vitesse et l’acce´le´ration.
◦ Rmodelωj (t) = ωj et Rmesure(t) =
|Zu˙kj (t)|
|Zukj (t)|
=
|Zu¨kj (t)|
|Zu˙kj (t)|
obtenu a` partir des squelettes du mode
j a` travers les TO : Tψ[uk], Tψ[u˙k] et Tψ[u¨k]. Cette me´thode donne directement la pulsation
propre.
• Amortissements :
◦ Rmodelξjωj ,r′kj (t) = −ξjωjt+ln(|φkj |ρj) = −ξjωjt + r
′
kj et R
mesure(t) = ln(|Zukj (t)|) obtenu a` partir
du squelette du mode j du signal u enregistre´ sur le capteur k. On peut trouver une relation
analogue pour la vitesse et l’acce´le´ration.
◦ Rmodelξj (t) = ξj et Rmesure(t) = | cos
(
∠Zukj (t)− ∠Zu˙kj (t)
) | = | cos(∠Zu¨kj (t)−∠Zukj (t)2 ) | ob-
tenu a` partir des squelettes du mode j a` travers les TO : Tψ[uk], Tψ[u˙k] et Tψ[u¨k]. Cette
me´thode donne directement l’amortissement.
• Modes : Choisissons la norme des modes tel que max
k∈[1,N ]
({φkj}) = φmj = 1, alors φkj = φkjφmj .
Pour fixer la re´fe´rence m,
m = max
k∈[1,N ]
∑
|Zuk,j (t)| (5.39)
Ainsi, Rmodelφkj (t) = |φkj | et Rmesure(t) =
|Zukj (t)|
|Zumj (t)|
. Le signe de φkj est de´termine´ graˆce a` la
diffe´rence de phase de deux DDLs k et m : RmodelSgn(φkj)
(t) =
pi
2
(1 − Sgn(φkj)) et Rmesure(t) =
∠Zukj (t)− ∠Zumj (t). Finalement, φkj = |φkj |Sgn(φkj).
5.3.1.2 Syste`mes a` amortissement non proportionnel
Le mode`le utilise´ est celui pre´ce´demment aborde´ a` la relation (5.23). On re´-e´crit la formule :
{W (t)} =
2N∑
j=1
{φ′j}Qjesjt (5.40)
Conside´rons maintenant seulement le de´placement {U(t)}
{U(t)} =
2N∑
j=1
{φj}Qjesjt =
N∑
j=1
(
{φj}Qjesjt + {φj}Q
′
j
esjt
)
(5.41)
=
N∑
j=1
(
{φj}Qje
−ωjξjt+iωj
√
1−ξ2j t + {φj}Q′je
−ωjξjt−iωj
√
1−ξ2j t
)
(5.42)
=
N∑
j=1
(
{φj}Qje−ωjξjte
iωj
√
1−ξ2j t + {φj}Q′je−ωjξjte
−iωj
√
1−ξ2j t
)
(5.43)
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Sur un capteur k quelconque,
uk(t) =
N∑
j=1
(
φkjQje
−ωjξjteiωj
√
1−ξ2j t + φkjQ
′
j
e−ωjξjte−iωj
√
1−ξ2j t
)
=
N∑
j=1
ukj(t) (5.44)
ou` chaque composante modale ukj(t) :
ukj(t) =
(
φkjQje
−ωjξjteiωj
√
1−ξ2j t + φkjQ
′
j
e−ωjξjte−iωj
√
1−ξ2j t
)
(5.45)
En se basant sur l’hypothe`se de faible amortissement, le signal analytique associe´ sera
Zukj (t) ≈ 2
(
|φkj ||Qj |e−ωjξjte
i(ωj
√
1−ξ2j t+∠φkj+∠Qj)
)
(a)
Zu˙kj (t) ≈ 2
(
ωj |φkj ||Qj |e−ωjξjte
i(ωj
√
1−ξ2j t+∠φkj+∠Qj+pi−δj)
)
(b)
Zu¨kj (t) ≈ 2
(
ω2j |φkj ||Qj |e−ωjξjte
i(ωj
√
1−ξ2j t+∠φkj+∠Qj+pi+θj)
)
(c)
Avec δj = arctan(
√
1−ξ2j
ξj
) et θj = arctan(
2ξj
√
1−ξ2j
1−2ξ2j
)
(5.46)
De´monstration.
Appelons A, l’ope´rateur analytique du signal ; s1 et s2, deux signaux quelconques. D’apre`s le the´ore`me
de factorisation [voir la section 2.3.3],
A[s1s2] = s1A[s2] si le spectre Sˆ1(ω) = 0 ∀ω < −ω1 et le spectre de Â[s2](ω) = 0 ∀ω < ω1 (5.47)
Nous avons
A[eiωj
√
1−ξ2j t] = 2eiωj
√
1−ξ2j t et A[e−iωj
√
1−ξ2j t] = 0 (5.48)
Conside´rons le cas s(t) = s1s2 = e
−ωjξjt︸ ︷︷ ︸
s1
eiωj
√
1−ξ2j t︸ ︷︷ ︸
s2
. Les spectres sont successivement,
Sˆ1(ω) =
1√
ω2+(ωjξj)2
e
−i arctan( ω
ωjξj
)
et Sˆ2(ω) = 2piδ(ω − ωj
√
1− ξ2j ). On remarque que l’amplitude |Sˆ1(ω)|
est syme´trique, de´croissante et tend vers 0 quand ω →∞ donc Sˆ1(ω) n’est pas strictement une bande limite´e
mais on peut approximer la bande limite´e a` l’intervalle (−ωj
√
1− ξ2j , ωj
√
1− ξ2j ) puisque |Sˆ1(0)| = 1ωjξj et
|Sˆ1(ωj
√
1− ξ2j )| = 1ωj , d’ou le rapport
|Sˆ1(ωj
√
1−ξ2j )|
|Sˆ1(0)|
= ξj . Si ξj est faible, on peut conside´rer que Sˆ1(ω) est
ne´gligeable hors de l’intervalle (−ωj
√
1− ξ2j , ωj
√
1− ξ2j ) et ainsi, il satisfait le the´ore`me de factorisation
ci-dessus,
A[e−ωjξjt︸ ︷︷ ︸
s1
eiωj
√
1−ξ2j t︸ ︷︷ ︸
s2
] ≈ e−ωjξjtA[eiωj
√
1−ξ2j t] = 2e−ωjξjteiωj
√
1−ξ2j t (5.49)
A[e−ωjξjt︸ ︷︷ ︸
s1
e−iωj
√
1−ξ2j t︸ ︷︷ ︸
s2
] ≈ e−ωjξjtA[e−iωj
√
1−ξ2j t] = 0 (5.50)
Sachant que A est l’ope´rateur line´aire, on en de´duit le re´sultat de (5.46 a). Une e´valuation de qualite´
d’approximation de (5.49) et (5.50) est donne´e a` l’annexe B.
D’une part,
A[
dnukj
dtn
] =
dn
dtn
A[ukj ]
D’autre part,
sj = −ωjξj + iωj
√
1− ξ2j = ωjei(pi−δj)
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s2j =
(
−ωjξj + iωj
√
1− ξ2j
)2
= −ω2j
(
1− 2ξ2j + i(2ξ
√
1− ξ2j )
)
= ω2j e
i(pi+θj) = ω2j e
i(−2δj)
D’ou` les e´galite´s (5.46 b) et (5.46 c).

On constate que les signaux analytiques a` (5.46) sont relie´s a` la transformation en ondelettes comme
dans le cas d’amortissement proportionnel. Les arguments d’identification pour les fre´quences et les
amortissements sont tout-a`-fait similaires a` ceux du syste`me d’amortissement proportionnel de´crit
pre´ce´demment. L’identification des modes complexes est diffe´rente par rapport au syste`me ayant
un amortissement proportionnel (modes re´els) et elle est pre´sente´e ci-dessous en de´tail.
• Fre´quences :
Voir le syste`me MDDL avec amortissement proportionnel.
• Amortissements :
Voir le syste`me MDDL avec amortissement proportionnel.
• Modes : Choisissons un point de re´fe´rence, par exemple, le point m tel que
m = max
k∈[1,N ]
∑
|Zuk,j (t)| (5.51)
et les modes complexes sont de´finis par les rapports : φkj =
φkj
φmj
. Ainsi, Rmodelφkj (t) = φkj et
Rmesure(t) =
Zukj (t)
Zumj (t)
.
Remarque 5.3.1
La me´thode ci-dessus est la plus rapide pour de´terminer les modes complexes. On peut aussi utiliser la
me´thode pre´ce´dente [voir 5.3.1.1] pour l’identification des modes complexes en modifiant comme suit :
◦ Rapport des composantes : Ainsi, Rmodelφkj (t) = |φkj | et Rmesure(t) =
|Zukj (t)|
|Zumj (t)|
.
◦ Diffe´rences de phase : Rmodel
∠φkj
(t) = ∠φkj et R
mesure(t) = ∠Zukj (t)− ∠Zumj (t).
Finalement, φkj = |φkj |e∠φkj . A noter que cette proce´dure est de´crite pour l’entre´e en de´placements mais
elle est toute a` fait applicable pour l’entre´e en vitesses ou en acce´le´rations.

5.3.2 Proce´dure comple`te d’identification base´e sur la TO
Nous proposons ici, les diffe´rentes me´thodes d’identification des parame`tres modaux en utilisant
la TO. Comme on a de´montre´ au chapitre pre´ce´dent, la transformation en ondelettes permet d’isoler
une composante quelconque contenu dans le signal graˆce au roˆle de filtre de l’ondelette me`re. C’est
a` partir des areˆtes et des squelettes que l’on va identifier les parame`tres modaux. Les de´marches
des me´thodes d’identification sont les suivantes
• 1e`re e´tape : calculer la TO des signaux uk(t) (et/ou u˙k(t) et/ou u¨k(t)). A ce stade, le choix des
parame`tres d’ondelettes me`res est important et il doit satisfaire l’ine´galite´ (4.27). Il est toujours
pre´fe´rable de faire ce choix a` l’aide de la transformation de Fourier.
• 2e e´tape : extraire les areˆtes et les squelettes par les algorithmes approprie´s. Cette e´tape permet
d’avoir les fre´quences instantane´es et les signaux analytiques associe´s, par exemple :
α˙measurekj (b) =
φ˙ψ(0)
arkj(b)
(5.52)
Zmeasureukj (b) =
2
ψˆ(arkjα˙
measure
kj )
Tψ[u
measure
kj ](b, arkj(b))
≈ 2
ψˆ(φ˙ψ(0))
Tψ[u
measure
k ](b, arkj(b)) (5.53)
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• 3e e´tape : identifier les parame`tres modaux en utilisant les crite`res pre´sente´s sur la section
pre´ce´dente. Il faut bien noter que ces arguments sont classe´s suivant l’ordre de commodite´
de´croissante. En pratique, on utilise souvent les premiers arguments. Ici, un compromis est a`
faire : si l’amortissement est proportionnel ou faible on peut conside´rer le mode`le d’amortissement
proportionnel sinon on doit utiliser le mode`le d’amortissement non proportionnel avec les modes
complexes.
5.4 Tests de validation
Les propositions ci-dessus seront corrobore´es par les essais nume´riques et les tests re´els. Nous
appliquons la proce´dure aux tests avec une complexite´ croissante : tout d’abord, un syste`me a`
1DDL pour illustrer les diffe´rentes techniques d’identification et l’effet de bords sur les parame`tres
modaux estime´s. Deux syste`mes a` MDDL (avec amortissement proportionnel et non-proportionnel)
sont ensuite conside´re´s afin de valider la proce´dure comple`te : le choix de Q pour le de´couplage
des modes, l’effet de Q sur le domaine re´duit D d’identification et les mode`les de modes (modes
complexes et modes normaux). Enfin, un test re´el est pre´sente´.
5.4.1 Tests nume´riques
La premie`re e´tape consiste a` mode´liser nume´riquement la re´ponse du syste`me, soit sous choc,
soit la vibration libre a` partir de conditions initiales. La solution fait appel a` deux techniques
principales : la re´solution nume´rique de l’e´quation diffe´rentielle du mouvement et la transformation
de Fourier.
5.4.1.1 Mode´lisation de la re´ponse libre
Nous utilisons deux techniques pour ge´ne´rer les signaux nume´riques des syste`mes me´caniques
discrets dans le cadre des tests nume´riques. La premie`re part de l’e´quation diffe´rentielle (5.17). La
re´solution de ces e´quations s’exe´cute par la me´thode de Runge-Kutta sous MATLAB. La deuxie`me
se base sur la transformation de Fourier inverse de la Fonction de Re´ponse en Fre´quence (FRF)
du syste`me. A pre´ciser que le signal que l’on enregistre est re´el et donc que le signal obtenu par la
transformation de Fourier inverse est complexe. On utilise deux techniques inverses dans la the`se,
soit par l’interme´diaire du signal analytique, soit par la proprie´te´ hermitienne du signal re´el. Afin
de valider les diffe´rentes techniques, nous prenons l’exemple d’un syste`me a` 1DDL avec une masse
m = 1(kg), une rigidite´ k = 7(N/m) et un amortissement c = 0.2(Ns/m), soumis a` un choc de
Dirac δ(0). La solution exacte de ce syste`me est la re´ponse impulsionnelle. La transformation de
Fourier inverse de la fonction de re´ponse en fre´quence donne la vibration de ce syste`me en temps.
Deux techniques sont applique´es : soit par l’interme´diaire du signal analytique (IFFT 1), soit par
l’interme´diaire de la proprie´te´ Hermitienne du signal re´el (IFFT 2). La vibration du syste`me est
la meˆme que la re´ponse libre avec la vitesse initiale u˙(0) = 1(m/s) et sans de´placement initial
u(0) = 0. Les re´sultats de ces techniques sont pre´sente´s sur la figure 5.2 et montrent clairement la
validite´ des techniques propose´es pour simuler nume´riquement les re´ponses d’un syste`me me´canique
en vibration libre.
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Figure 5.2. Validation de diffe´rentes me´thodes pour mode´liser la re´ponse nume´rique
5.4.1.2 Test du syste`me a` 1DDL
Ce simple test permettra de comparer les arguments propose´s d’identification des parame`tres
modaux sauf les modes. Les caracte´ristiques de ce test sont les suivantes : la masse m = 1(kg), la
rigidite´ k = 7000(N/m) et l’amortissement c = 2(Ns/m). Les conditions initiales sont u˙(0) = 0
et u(0) = 1(m). La re´ponse libre en de´placement est obtenue par la me´thode Runge-Kutta. La
figure 5.3 pre´sente le signal, sa TO (Q = 4.3185 soit 1/3 octave) et sa TF. La fre´quence propre
et l’amortissement du syste`me sont de´termine´s par diffe´rentes me´thodes. Les courbes pre´sentant
diffe´rentes fonctions Rmesure(t) sont sur les figures 5.4, 5.5, 5.6 (pour la fre´quence) et sur les
figures 5.7, 5.8 (pour l’amortissement). On suppose que le signal obtenu pendant ce test n’est
que le de´placement et les transformations en ondelettes Tψ[u], Tψ[u˙] et Tψ[u¨] sont de´duites par le
calcul suivant la relation (2.60). On se trouve dans la situation “classique” la plus difficile, ou` le
de´placement est connu mais non pas la vitesse et l’acce´le´ration. La figure 5.4 comprend trois courbes
Rmesure(t) = Kar(t) dont les areˆtes sont extraites par Tψ[u], Tψ[u˙] et Tψ[u¨]. La figure 5.5 pre´sente les
phases Rmesure(t) = ∠Zu(t), R
mesure(t) = ∠Zu˙(t) et R
mesure(t) = ∠Zu˙(t). Ces arguments donnent
acce`s a` l’identification de la pseudo fre´quence tandis que les rapports des amplitudes Rmesure(t) =
|Zu˙(t)|
|Zu(t)| et R
mesure(t) = |Zu¨(t)||Zu˙(t)| qui sont de´crits sur la figure 5.6, peuvent s’utiliser pour identifier
directement la fre´quence naturelle. L’amortissement est aussi de´termine´ par diffe´rents chemins. Le
premier re´sulte des amplitudes des signaux analytiques dont les arguments pre´sente´s sur la figure
5.7 se traduisent par Rmesure(t) = ln (|Zu(t)|), Rmesure(t) = ln (|Zu˙(t)|) et Rmesure(t) = ln (|Zu¨(t)|).
Le deuxie`me se base sur les phases avec les arguments Rmesure(t) = cos
(
∠Zukj (t)− Zu˙kj (t)
)
, et
Rmesure(t) = cos
(
∠Zu¨kj (t)−∠Zukj (t)
2
)
qui sont trace´s dans la figure 5.8
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Figure 5.3. TF, TO et l’areˆte du signal de de´placement du test 1DDL
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Figure 5.4. Les arguments Rmesure(t) de´termine´s par areˆtes
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Figure 5.5. Les arguments Rmesure(t) de´termine´s par phases
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Tableau 5.1. Parame`tres modaux du syste`me 1DDL
pulsation naturelle amortissement
ω(rad/s) ξ(%)
exact 83.6660 1.20
me´thode Tψ[u] Tψ[u˙] Tψ[u¨] Tψ[u˙] Tψ[u] Tψ[u¨]
par areˆte 83.6739 83.6738 83.6739 1.20 1.20 1.20
par phase 83.6740 83.6740 83.6740 1.20 1.20
par module 83.6738 83.6739 1.20 1.20 1.20
L’effet de bords est repre´sente´ dans toutes les figures par des lignes verticales qui permettent de
voir son influence sur les courbes Rmesure(t) donc, sur les valeurs modales identifie´es. Les valeurs
ct = cf = 5 ont e´te´ retenues. Les re´sultats des parame`tres modaux du syste`me sont introduits
dans le tableau 5.1. Les re´sultats mis entre deux colonnes voisines signifient qu’ils sont de´termine´s
par les TOs de ces deux colonnes par exemple, la pulsation trouve´e par le rapport des modules
de vitesse et de de´placement est entre la colonne de Tψ[u] et Tψ[u˙]. Une proce´dure similaire est
aussi applique´e avec l’ondelette me`re de Morlet et les re´sultats obtenus sont presque e´gaux, ce qui
confirme notre analyse sur les ondelettes me`res.
5.4.1.3 Test du syste`me a` MDDL avec amortissement proportionnel
u4
m1 = m2 = m3 = m4 = 1kg
k1 = k3 = 7000N/m
k2 = k4 = 8000N/m
c1 = c3 = 0.7Ns/m
c2 = c4 = 0.8Ns/m
m4
m3
m2
m1
c4 k4
c3 k3
k2c2
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Figure 5.9. Test du syste`me a` amortissement proportionnel
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Le mode`le du test est pre´sente´ sur la figure 5.9. Ce syste`me a` 4 DDLs est suppose´ soumis a` un
de´placement initial u(0) = [1.00, 0.75, 0.50, 0.25]T sans vitesse initiale u˙(0) = 0. Les de´placements
sur les masses sont obtenus par la me´thode Runge-Kutta avec les parame`tres d’e´chantillonage :
pe´riode ∆t = 0.0049(sec) et longueur d’enregistrement L = 5(sec) sur 1024 points. Les re´ponses
sont incluses sur la figure 5.10. En appliquant la proce´dure propose´e, trois valeurs deQ sont utilise´es
afin d’illustrer la validite´ de la me´thode. Le choix de Q s’effectue a` l’aide de la transformation de
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Figure 5.10. Re´ponse en de´placements
Fourier. Les intervalles propose´s pour Q et les valeurs choisies sont sur le tableau 5.2. Les figures
5.11, 5.12 et 5.13 pre´sentent la TO, la TF et le signal u4(t) ou` les TO sont calcule´es avec diffe´rentes
valeurs de Q.
Tableau 5.2. Choix des valeurs de Q
ωj dωj cf
ωj
2dωj
≤ Q ≤ Lωj2ct Qchoisie
10pi 10pi 2.500 ≤ Q ≤ 15.708 8
27pi 17pi 3.971 ≤ Q ≤ 42.412 20
42pi 10pi 10.5 ≤ Q ≤ 65.973 30
52pi 10pi 13.000 ≤ Q ≤ 81.681 30
A partir des valeurs de Q choisies, les areˆtes et les squelettes sont de´termine´s. Comme le premier
test de 1DDL l’a de´montre´, le re´sultat d’identification des parame`tres est presque identique pour
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Figure 5.11. Signal u4(t), TF et TO calcule´e avec Q = 8
Figure 5.12. Signal u4(t), TF et TO calcule´e avec Q = 20
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Figure 5.13. Signal u4(t), TF et TO calcule´e avec Q = 30
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Figure 5.14. Traitement du premier mode
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Figure 5.15. Les amortissement du syste`me MDDL
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Figure 5.16. Les modes du syste`me MDDL
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Tableau 5.3. Parame`tres modaux du syste`me MDDL
Exact Identifie´ Exact Identifie´
fre´quence fre´quence (Hz) amortissement amortissement (%)
Mode (Hz) Morlet Cauchy (%) Morlet Cauchy
1 4.7397 4.7397 4.7396 0.15 0.15 0.15
2 13.5900 13.5905 13.5906 0.43 0.43 0.43
3 21.5035 21.5146 21.5145 0.68 0.67 0.67
4 25.9414 25.9764 25.9797 0.81 0.75 0.75
tous les chemins. C’est pour cela que ici, l’identification de fre´quences et d’amortissements se fait
par la me´thode courante i.e, fre´quence par areˆte, amortissement par module. D’ailleurs, le but de
ce test est de montrer la validite´ du choix de Q permettant l’isolation des modes et l’identification
des modes {φj}. La figure 5.14 traite le premier mode extrait avec les areˆtes, le logarithme des
modules, le rapport des modules du mode et la diffe´rence de phase entre les points de mesure. Tous
les modes sont ainsi traite´s avec l’ondelette me`re de Morlet et de Cauchy. La figure 5.15 pre´sente le
chemin direct aux amortissements par la phase. La figure 5.16 donne les configurations des modes
du syste`me a` MDDL, exacts et identifie´s par ondelette de Morlet et ondelette de Cauchy. Les
valeurs de Q choisies sont assez e´leve´es (Q ≥ 8) et les re´sultats obtenus dans le tableau 5.3 sont
tre`s similaires. Les re´sultats des parame`tres modaux identifie´s s’accordent bien avec les valeurs
exactes du syste`me. Cela confirme la validite´ de la proce´dure d’identification sur le syste`me avec
un amortissement proportionnel.
5.4.1.4 Test du syste`me a` MDDL avec amortissement non-proportionnel
Ce test est pris avec le mode`le utilise´ par Hasselman et Je´ze´quel comme l’indique la figure 5.17.
Le facteur γ sert a` controˆler le niveau d’amortissement. Dans ce test nume´rique, la valeur de γ = 1
est utilise´e. Les re´ponses impulsionnelles (voir la figure 5.18) sont enregistre´es sur les masses en
termes de de´placements obtenus par transformation de Fourier inverse.
Tableau 5.4. Parame`tres modaux du syste`me MDDL
Exact Identifie´ Exact Identifie´
Qchoisi fre´quence fre´quence (Hz) amortissement amortissement (%)
Mode (Hz) Morlet Cauchy (%) Morlet Cauchy
1 5 0.0745 0.0745 0.0745 0.45 0.44 0.45
2 15 0.1967 0.1967 0.1967 0.86 0.86 0.86
3 30 0.2778 0.2778 0.2778 1.48 1.47 1.47
4 30 0.4071 0.4071 0.4071 1.30 1.29 1.29
L’impulsion δ(0) est applique´e sur la masse m1. Les parame`tres de l’e´chantillonage sont ∆t =
0.2455(sec) et 1024 points d’enregistrement. Les fre´quences et amortissements (exacts et identifie´s)
sont donne´s dans le tableau 5.4. Les modes complexes (exacts et identifie´s) du syste`me sont donne´s
dans le tableau 5.5. On constate une bonne concordance entre les valeurs exactes et les valeurs
estime´es par ondelettes Morlet et Cauchy. Les re´sultats obtenus confirment bien l’efficacite´ de la
me´thode propose´e et le mode`le d’amortissement non proportionnel utilise´.
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Figure 5.17. Test du syste`me a` l’amortissement non-proportionnel
Tableau 5.5. Modes complexes du syste`me MDDL
Mode 1 Mode 2 Mode 3 Mode 4
1.0000 1.0000 1.0000 1.0000
Exact 0.9343− 0.0003i 0.5418− 0.0022i 0.0862− 0.0111i −0.9623− 0.0007i
0.7662− 0.0010i −0.3301− 0.0047i −0.9591− 0.0069i 0.2227 + 0.0021i
0.4302− 0.0006i −0.6978 + 0.0070i 0.9170 + 0.0209i −0.0490− 0.0022i
1.0000 1.0000 1.0000 1.0000
Morlet 0.9343− 0.0003i 0.5418− 0.0022i 0.0866− 0.0124i −0.9617− 0.0038i
0.7662− 0.0010i −0.3301− 0.0047i −0.9587− 0.0076i 0.2225 + 0.0031i
0.4302− 0.0006i −0.6978 + 0.0069i 0.9165 + 0.0225i −0.0489− 0.0025i
1.0000 1.0000 1.0000 1.0000
Cauchy 0.9343− 0.0003i 0.5418− 0.0022i 0.0866− 0.0118i −0.9614− 0.0035i
0.7662− 0.0010i −0.3301− 0.0048i −0.9586− 0.0072i 0.2224 + 0.0030i
0.4302− 0.0006i −0.6978 + 0.0069i 0.9163 + 0.0217i −0.0489− 0.0025i
5.4.2 Application sur les donne´es re´elles
Les deux paragraphes pre´ce´dents ont montre´ la validite´ de la proce´dure d’identification des
parame`tres modaux en utilisation la re´ponse libre du syste`me quelque soit l’amortissement pro-
portionnel ou non proportionnel. Dans ce paragraphe, la proce´dure sera applique´e sur un test re´el
de vulne´rabilite´ sismique. Comme on ne connait pas le mode`le d’amortissement, les deux mode`les
proportionnel et non-proportionnel seront pris en compte.
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Figure 5.18. De´placements du syste`me MDDL de la figure 5.17, γ = 1
5.4.2.1 Pre´sentation des essais non destructifs
Les essais de vulne´rabilite´ de baˆtiments dans cette section sont re´alise´s par S. Hans et al. . On
pre´sente ici brie`vement la campagne d’essais. D’autres informations plus de´taille´es peuvent eˆtre
trouve´es aux re´fe´rences [12],[22] et [52].
• Contexte expe´rimental
Le risque naturel que repre´sentent les se´ismes constitue une pre´occupation importante pour
les zones dense´ment peuple´es comme la Coˆte d’Azur. Ce risque concerne avant tout le parc
des baˆtiments pre´ce´dant l’instauration des normes de constructions para-sismiques (normes PS
69). Dans le cadre d’un projet d’e´tude sur la vulne´rabilite´ sismique du baˆti existant initie´ a`
l’ENTPE par C. Boutin, une se´rie d’expe´rimentations a e´te´ re´alise´e sur plusieurs baˆtiments de
la ville de Vaulx-en-Velin (69). Ces expe´rimentations in situ visent principalement a` apporter des
informations sur le comportement dynamique des structures re´elles, encore assez mal connu, et
a` e´valuer l’importance de phe´nome`nes complexes comme l’interaction sol-structure ou structure-
structure. L’objectif du projet est de fournir des outils destine´s a` l’auscultation des structures.
A ce jour, sept baˆtiments HLM de type courant, construits entre 1960 et 1980 ont e´te´ teste´s. Ils
avaient un profil en plan simple, pe´riodique en e´le´vation. On pre´sente un de ces baˆtiments sur
la figure 5.19 pour illustration.
• Baˆtiment de l’e´tude
Le baˆtiment, datant de 1970, est un baˆtiment de sept e´tages dont les dimensions sont respecti-
vement 30 m de longueur, 14 m de largeur et 22 m de hauteur. L’ossature est constitue´e par des
voiles en be´ton banche´ faiblement arme´ et des planchers en be´ton arme´, re´alise´s sur place par
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coffrage tunnel. Des panneaux pre´fabrique´s en be´ton faiblement arme´ ont ensuite e´te´ pose´s sur
les deux fac¸ades. La plupart de ces panneaux sont perce´s d’une feneˆtre, excepte´ deux range´es
verticales en fac¸ade nord. Ce baˆtiment pre´sente une structure tre`s re´gulie`re, chaque niveau est
un assemblage de quatorze cellules identiques re´parties syme´triquement de part et d’autre du
couloir central. Seule la pre´sence de la cage d’escalier, des deux panneaux pleins en fac¸ade et
des ouvertures dans un des voiles internes perturbe la pe´riodicite´ en plan. En e´le´vation, mis a`
part le rez-de-chausse´e qui pre´sente de le´ge`res diffe´rences, chaque e´tage est la reproduction d’un
meˆme motif.
Plan schématique d’un étage
Façade nord
Figure 5.19. Baˆtiment et essai de choc
• Description des essais. Essai par chocs.
La proce´dure expe´rimentale consiste a` enregistrer les re´ponses acce´le´rome´triques du baˆtiment a`
diffe´rents types d’excitation. Trois sortes d’excitation ont e´te´ utilise´es, a` savoir : (1) le bruit de
fond me´canique, constamment pre´sent et d’origine naturelle (vent, etc.) ou humaine (circulation
automobile, etc.), (2) une force harmonique controˆle´e en fre´quence, amplitude et direction, pro-
duite a` l’aide d’un excitateur a` balourds fixe´ a` l’inte´rieur de la structure, (3) des chocs applique´s
par un engin me´canique. La technique utilisant l’analyse par ondelettes e´tant bien adapte´e pour
l’e´tude des signaux transitoires, seul l’essai de chocs est pre´sente´ et e´tudie´ ici. L’immeuble e´tudie´
devant eˆtre de´truit, un engin de de´molition a e´te´ utilise´ pour appliquer en teˆte d’e´difice des chocs
(non quantifie´s) sur la structure, dans les sens transversal et longitudinal. L’impulsion donne´e
est tre`s bre`ve et l’immeuble entre en oscillations libres. A pre´ciser que meˆme lorsqu’ils sont as-
sez violents, les chocs n’occasionnent aucun de´gaˆt visible sur le baˆtiment hormis dans une zone
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tre`s localise´e autour du point d’impact. Des acce´le´rome`tres place´s a` diffe´rents e´tages permettent
d’enregistrer la re´ponse du baˆtiment. Les acce´le´rations mesure´es sont de l’ordre de 5.10−3g a` la
base et 2.10−2g en teˆte d’e´difice, ce qui implique que le comportement de la structure se situe a
priori dans le domaine quasi-e´lastique.
5.4.2.2 Re´sultats du test re´el
Les tests par choc sont re´alise´s suivant deux directions : longitudinale et transversale. Afin de
tester la me´thode, on ne prend que les signaux du test longitudinal et ils sont trace´s sur la figure
5.20. Les re´ponses en acce´le´ration sont note´es de 1 a` 4 suivant l’ordre des capteurs de haut en
bas. On applique la proce´dure d’identification propose´e sur ces tests afin d’estimer les parame`tres
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Figure 5.20. Re´ponses en acce´le´ration du test, direction longitudinale
modaux. Les modes sont identifie´s par les deux approches : les modes normaux et les modes
complexes.
Tableau 5.6. Parame`tres modaux du baˆtiment teste´, direction longitudinale
Cauchy Morlet
Qchoisi fre´quence amortissement fre´quence amortissement
Mode (Hz) (%) (Hz) (%)
1 15 4.27 2.23 4.27 2.23
2 45 13.40 1.17 13.40 1.16
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Les fre´quences sont e´value´es par les areˆtes et les amortissements sont de´termine´s par la pente des
amplitudes des signaux analytiques. Le tableau 5.6 donne des estimations de fre´quences propres et
de taux d’amortissement pour les deux premiers modes. Les de´forme´es modales de ces deux modes
sont pre´sente´es dans le tableau 5.7 avec les modes complexes provenant de l’hypothe`se d’amortis-
sement non proportionnel et avec les modes normaux provenant de l’hypothe`se d’amortissement
proportionnel
Tableau 5.7. Modes longitudinaux estime´s sur le baˆtiment
Mode`le complexe Mode`le normal
Mode 1 Mode 2 Mode 1 Mode 2
1.0000 −0.5268 + 0.0922i 1.0000 −0.5357
Cauchy 0.7953− 0.0244i 0.5713 + 0.0577i 0.7956 0.5758
0.5116− 0.0292i 1.0000 0.5125 1.000
0.0798− 0.0188i 0.1573− 0.0778i 0.0820 0.1758
1.0000 −0.5272 + 0.0911i 1.0000 −0.5358
Morlet 0.7953− 0.0246i 0.5723 + 0.0526i 0.7957 0.5755
0.5116− 0.0294i 1.0000 0.5124 1.0000
0.0798− 0.0191i 0.1563− 0.0796i 0.0821 0.1757
On peut constater que les deux mode`les donnent les de´forme´es modales respectivement : imaginaires
(amortissement non proportionnel) et re´els (amortissement proportionnel). Toutefois, les parties
imaginaires des de´forme´es modales estime´es sont assez faibles et leurs parties re´elles sont presque
e´gales aux modes normaux estime´s. Cela confirme que le mode`le d’amortissement proportionnel
est encore tout-a`-fait applicable quand les amortissements sont faibles et quand les modes sont
assez e´loigne´s les uns des autres comme le cas de ce baˆtiment [47]. Les fre´quences estime´es ici sont
proches avec celles de´termine´es par Boutin et al. dans la re´fe´rence [22] quand ils utilisent d’autres
techniques d’identification modale.
5.5 Remarques et conclusions
Dans ce chapitre on a applique´ les re´sultats de l’analyse en ondelettes des signaux module´s en
temps et en fre´quence a` l’identification de parame`tres modaux (fre´quences propres, taux d’amor-
tissement et les de´forme´es modales) a` des syste`mes me´caniques line´aires. Une proce´dure comple`te
a e´te´ e´tablie en accord avec le choix des parame`tres des ondelettes me`res. L’e´tape d’identification
peut se faire par diffe´rentes me´thodes et dans le domaine ou` l’effet de bord est ne´gligeable. Les tests
nume´riques permettent de comparer les valeurs estime´es par la proce´dure propose´e et les valeurs
exactes. La concordance entre les re´sultats the´oriques et estime´s montre bien la validite´ de cette
me´thode. La proce´dure prend aussi en compte deux mode`les pour l’amortissement (proportionnel
et non proportionnel). Elle est applique´e a` un test re´el de vulne´rabilite´ des baˆtiments et confirme
la conclusion sur le mode`le d’amortissement proportionnel a` savoir qu’il est encore valable quand
les amortissements sont faibles et que les fre´quences sont assez e´loigne´es.
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Chapitre 6
Identification des syste`mes
me´caniques non-line´aires
6.1 Introduction
La majorite´ des structures me´caniques est habituellement traite´e en analyse modale par un
mode`le line´aire. Toutefois, quand la structure subit de grands de´placements, les effets de non-
line´arite´ deviennent importants et le mode`le line´aire n´est plus ade´quat. Lorsque l´amplitude du
de´placement reste faible, des distorsions peuvent encore apparaˆıtre, par exemple dues au frottement
sec... Pour ces raisons, la recherche pour la caracte´risation et l´identification des non-line´arite´s
devient de plus en plus active.
Le chapitre pre´ce´dent a traite´ comple`tement l’analyse modale d´un syste`me line´aire par la
transformation en ondelettes. Sachant que l’analyse temps-fre´quence en ondelettes est tre`s efficace
pour le traitement des signaux module´s en temps et en fre´quence, on essaie dans ce chapitre,
d’e´tendre la technique pour la caracte´risation, la classification et l’identification de non-line´arite´
d´un syste`me me´canique. La section 6.2 pre´sente brie`vement les me´thodes d’identification de non-
line´arite´ et met en e´vidence l’utilisation de l’analyse temps-fre´quence dont la transformation en
ondelettes. La section 6.3 propose l’application de la transformation en ondelettes a` l’identification
des structures non-line´aires. Une proce´dure est e´tablie afin de de´tecter, de classifier et d’identifier
la non-line´arite´. Des tests nume´riques et re´els sont utilise´s a` la section 6.4 pour valider la proce´dure
propose´e. Finalement, des remarques et des conclusions sont tire´es.
6.2 Me´thodes d’identification du comportement non-line´aire
Dans la litte´rature, l´identification des non-line´arite´s fait souvent appel a` des techniques de trai-
tement du signal comme la transformation de Hilbert, les se´ries de Volterra ou les spectres d’ordre
e´leve´. Feldman [43] et Galleani [46] proposent pour des oscillateurs non-line´aires, l´application de
la transformation de Hilbert ou de celle de Wigner-Ville respectivement, afin d´obtenir la fre´quence
et l’amplitude instantane´es de la re´ponse. La non-line´arite´ est ensuite identifie´e en minimisant un
crite`re fonde´ sur la de´pendance entre la fre´quence et l´amplitude de la re´ponse. Dans le cas d’un
syste`me a` plusieurs degre´s de liberte´ ou` la re´ponse est la somme des termes quasi-harmoniques
[17, 18, 111], ces me´thodes ne´cessitent un filtre passe-bande pour se´parer chaque composante du
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signal. La transformation en ondelettes, graˆce a` ses proprie´te´s de filtrage, permet d´obtenir direc-
tement la fre´quence et l´amplitude instantane´es des composantes. L’application de cette technique
a` l’identification modale a de´ja` donne´ des re´sultats satisfaisants. Nous avons ame´liore´ dans la
deuxie`me partie, l’imple´mentation nume´rique en proposant un intervalle de variation pour le(s)
parame`tre(s) de de´finition de l’ondelette me`re afin de supprimer deux effets ge´nants pour l’iden-
tification : l’effet de bords et l’effet de couplage entre deux modes voisins pour des syste`mes de
modes proches. Nous proposons ici, d’e´tendre l´utilisation de cette technique aux re´ponses libres
de syste`mes faiblement dissipatifs et faiblement non-line´aires afin de permettre une caracte´risation
des non-line´arite´s et une e´ventuelle identification. Des re´sultats re´cents quant aux syste`mes non-
line´aires ont e´te´ pre´sente´s aux re´fe´rences [111] et [13]. La proce´dure est d´abord pre´sente´e et
applique´e au cas d’oscillateurs faiblement amortis avec des non-line´arite´s en de´placement. Trois
cas sont e´tudie´s : line´aire par morceaux, biline´aire et cubique. Elle est enfin applique´e aux re´ponses
libres d’une poutre me´tallique avec diffe´rentes non-line´arite´s.
6.3 Application de la transformation en ondelettes a` l’identifica-
tion de non-line´arite´
Les syste`mes me´caniques conside´re´s sont faiblement dissipatifs et faiblement non-line´aires en
de´placement. L’e´cart de l’oscillation libre est faible autour du point d’e´quilibre statique.
6.3.1 Principe de la me´thode
• De´tection de non-line´arite´ : La non-line´arite´ se pre´sente par la variation des fre´quences propres
en fonction des amplitudes.
• Identification de non-line´arite´ : Partant de la formule ge´ne´rale de l’identification pre´ce´demment
cite´e (5.32) :
min
p1∈D1,p2∈D2,...,pi∈Di,...,pn∈Dn
‖Rmodelep1,p2,...,pi,...,pn(.)−Rmesure(.)‖22 (6.1)
ou` D1, D2, ..., Di, ..., Dn sont les domaines des parame`tres p1, p2, ..., pi, ..., pn respectivement. La
me´thode se base sur l’indication de de´tection de non-line´arite´ ci-dessus. Pour le cas des syste`mes
a` 1DDL, c’est la fre´quence fondamentale appele´e f0(t) qui varie en fonction de l’amplitude A(t).
A noter que l’on ne conside`re ici que la non-line´arite´ en de´placement. La non-line´arite´ peut alors
se de´terminer en prenant :
Rmodelep1,p2,...,pi,...,pn(A) = f
modele
0p1,p2,...,pi,...,pn
(A) et Rmesure = fmesure0 (A) (6.2)
Pour le cas des syste`mes a` MDDL faiblement amortis et faiblement non-line´aires, une tentative
similaire est faite sur le premier mode dans les tests de validation.
Remarque 6.3.1
Il est e´vident que l’identification de non-line´arite´ ne´cessite la connaissance du mode`le, i.e,
Rmodelep1,p2,...,pi,...,pn(A) = f
modele
0p1,p2,...,pi,...,pn
(A) (6.3)
Pourtant, si la formule analytique de cette expression est moins difficile dans le cas line´aire, ce n’est pas la
meˆme chose dans le cas d’un syste`me non-line´aire. Alors, dans ce chapitre, on essaie de traiter les mode`les
non-line´aires courants de type 1DDL et puis, de les e´tendre dans le cas MDDL.
Afin de comparer les diffe´rents mode`les de non-line´arite´, il est possible d’utiliser les erreurs de corre´lation
E = ‖Rmodelep1,p2,...,pi,...,pn(A)−Rmesure(A)‖2 et E˜ =
‖Rmodelep1,p2,...,pi,...,pn(A)−Rmesure(A)‖2
‖Rmodelep1,p2,...,pi,...,pn(A)‖2
(6.4)
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Le mode`le le plus pertinent donnera la valeur de E˜ la plus petite.

6.3.2 Mode`les des syste`mes non-line´aires
Cette section cherche a` e´tablir des relations : Rmodelep1,p2,...,pi,...,pn(A) = f
modele
0p1,p2,...,pi,...,pn
(A) pour des
syste`mes non-line´aires en vibration e´tudie´s. On commence ainsi par des oscillateurs (1DDL) avec
les non-line´arite´s couramment rencontre´es et puis, on fait des hypothe`ses sur des syste`mes a` MDDL
pour que la me´thode reste valable pour des cas faiblement non-line´aires et faiblement amortis.
• Oscillateurs non-line´aires
Un syste`me a` 1DDL est aussi appele´ un oscillateur. Un oscillateur de masse m, ayant une non-
line´arite´ en de´placement, est re´gi par l´e´quation diffe´rentielle suivante :
mu¨+ C(u˙) + S(u) = 0. (6.5)
ou` C(u˙) est une force dissipative soit de type de frottement sec : C(u˙) = cSgn(u˙), soit de type
visqueux line´aire : C(u˙) = cu˙. La non-line´arite´ est caracte´rise´e par la fonction S(u). La figure 6.1
pre´sente les trois types de non-line´arite´ conside´re´s : (1) line´aire par morceaux, (2) biline´aire et (3)
cubique (Duffing). On se place dans le cas ou` le coefficient c de la force dissipative est “faible”.
On montre alors que la re´ponse libre u(t) d’un tel oscillateur est au premier ordre asymptotique.
Le tableau 6.1 donne l’expression analytique de la pulsation fondamentale ωmodele0 (A) ou de la
pe´riode Tmodele0 (A) (i.e, la fre´quence fondamentale) en fonction de l’amplitude pour les trois
types d’oscillateurs conservatifs e´tudie´s (C(u˙) = 0) [figure 6.2]. Les re´sultats de la fre´quence
fondamentale du type 1 et type 3 sont trouve´s dans la re´fe´rence [80] et celle du type 2 est
calcule´e a` l’annexe C. A cause de la faible dissipativite´ du syste`me, la fre´quence fondamentale
du syste`me dissipatif est suppose´e e´gale a` celle du syste`me conservatif associe´.
S(u) = (k2 − k1)(u−Ac)H(u−Ac)+ S(u) = k1u+ k3u3
S(u)
u
S(u)
Ac u
−Ac
S(u)
Ac u
k1
k2
k2k1
Type 3 : cubique
+(k2 − k1)(u+Ac)H(−u−Ac) + k1u
Type 1 : line´aire par morceaux Type 2 : biline´aire
S(u) = k1uH(Ac − u)+
+[k1Ac + k2(u−Ac)]H(u−Ac)
Figure 6.1. Diffe´rents types de non-line´arite´.
• Syste`me a` multiple degre´s de liberte´ non-line´aire
On a de´montre´ au chapitre 5 que la re´ponse libre d’un syste`me me´canique line´aire faiblement
amorti est la somme des composantes asymptotiques. Quand le syste`me a un comportement
non-line´aire faible (approximation de premie`re harmonique, voir la re´fe´rence [17, 111]) ou quand
le syste`me oscille avec de petits e´carts autour de la position d’e´quilibre, cette remarque est encore
valable,
uk(t) =
N∑
j=1
Akj(t) cos (αkj(t)) (6.6)
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Type de non-line´arite´ Fre´quence fondamentale approche´e
Type 1 ω20 =
k2
m − 2pim(k2 − k1)
[
arcsin(AcA ) +
Ac
A
(
1− A2c
A2
)1/2]
si A > Ac
ω2 = k1m si A ≤ Ac
2pi
ω0
= T0 =
pi√
k1
m
+ pi√
k2
m
+ 2√
k1
m
arcsin
(√
1
k2
k1
(
A
Ac
−1
)2
+2
(
A
Ac
−1
)
+1
)
Type 2 − 2√
k2
m
arcsin
(
1
k2
k1
(
A
Ac
−1
)
+1
)
si A > Ac
2pi
ω0
= T0 =
2pi√
k1
m
si A ≤ Ac
Type 3 ω =
√
k1
m
(
1 + 38
k3
k1
A2
)
Tableau 6.1. Fre´quences fondamentales approche´es
En appliquant la proprie´te´ de filtrage de la transformation en ondelettes, on peut obtenir les
composantes Akj(t) et αkj(t). La relation entre la fre´quence fondamentale et son amplitude
est de´duite. L’identification de non-line´arite´ sera la meˆme que le cas d’un syste`me a` 1DDL. Il
est important de noter que les hypothe`ses faites sont : dissipation faible, non-line´arite´ faible et
oscillation faible autour du point d’e´quilibre.
fre
qu
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Amplitude
Type 1
Type 2
Type 3
A
c
flimite=f2
flimite=f2
f1
k2<k1
k2>k1
Figure 6.2. Comportement de diffe´rents oscillateurs non-line´aires
Remarque 6.3.2
Les arguments ci-dessus se re´fe`rent au de´placement, or en re´alite´, on se sert des acce´le´rome`tres pour
mesurer les vibrations. La transformation en ondelettes, graˆce a` la proprie´te´ donne´e dans l’expression
(2.60) permet facilement d’obtenir les composantes en de´placements.

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6.3.3 Proce´dure d’identification de non-line´arite´
Nous appliquons les analyses ci-dessus a` l’identification des parame`tres d’un syste`me non-
line´aire par la TO. Le but est d’obtenir la composante fondamentale et a` partir de la`, l’identifi-
cation de la non-line´arite´ est faite. Il est possible de classer les diffe´rents types de non-line´arite´
en comparant les diffe´rents valeurs de E ou plus pre´cise´ment E˜ . Les de´marches de la me´thode
d´identification sont les suivantes :
• 1e`re e´tape : calculer la TO des signaux uk(t) soit directement (tests nume´riques) soit indirecte-
ment (tests re´els par la relation (2.60)). Le choix des parame`tres d’ondelettes me`res est important
et il doit satisfaire l’ine´galite´ (4.27) pour pouvoir capter les composantes.
• 2e e´tape : extraire les areˆtes et les squelettes des composantes par les algorithmes approprie´s.
Cette e´tape permet d’avoir les fre´quences instantane´es α˙measurekj (b) et les signaux analytiques
associe´s Zmeasureukj (b). L’approximation par la me´thode de phase stationnaire est :
α˙measurekj (b) =
φ˙ψ(0)
arkj(b)
(6.7)
Zmeasureukj (b) =
2
ψˆ(arkjα˙
measure
kj )
Tψ[u
measure
kj ](b, arkj(b))
≈ 2
ψˆ(φ˙ψ(0))
Tψ[u
measure
k ](b, arkj(b)) (6.8)
• 3e e´tape : identifier les parame`tres de non-line´arite´ en utilisant le crite`re ge´ne´ral avec la relation
α˙measurek1 (|Zmeasureuk1 |), soit fmesure0 (Amesure) qui est de´duite. Disons tout de suite que cette e´tape
ame`ne souvent aux proble`mes d’identification non-line´aire des parame`tres. La re´solution se fait
par le programme lsqnonlin disponible sous MATLAB.
Remarque 6.3.3
Argoul et Le ont propose´e quatre indicateurs instantane´s pour la caracte´risation des syste`mes non-
line´aires : (1) fre´quences instantane´es, (2) diffe´rences de phases instantane´es, (3) logarithme des am-
plitudes modales instantane´es et (4) de´forme´es modales instantane´es en se basant sur une proce´dure
d’identification analogue celle du syste`me line´aire [13].

6.4 Tests de validation
6.4.1 Tests nume´riques sur des oscillateurs
Six exemples nume´riques d´oscillateurs sont envisage´s suivant les trois types de non-line´arite´s
combine´s avec un amortissement soit de type frottement sec, soit visqueux et note´s respectivement
E1S, E1V, E2S, E2V, E3S et E3V et dont les parame`tres de comportement sont donne´s
dans le tableau 6.2. La re´ponse libre u(t) est obtenue nume´riquement par l’algorithme de Runge-
Kutta (MATLAB) sur une longueur d’enregistrement L = 10(s) et 1024 points de mesure avec les
conditions initiales : u(0) = 0.3(m) et u˙(0) = 0(m/s). La variation temporelle de A(t) ou de lnA(t)
permet d’estimer correctement, par re´gression line´aire, le coefficient de frottement sec ou visqueux
respectivement. Les parame`tres identifie´s de S(u) sont donne´s dans le tableau 6.3 ainsi que l’erreur
de minimisation normalise´e : E˜ = E(pi;Amesure)‖ωmodele(A)‖2 . La figure 6.3 illustre un exemple pour l’oscillateur
E1V : la re´ponse libre, le module de la transformation de Fourier et le module de la transformation
en ondelettes. La figure 6.4 donne le re´sultat de l’e´tape d’identification des parame`tres par la TO
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de cet exemple : une bonne concordance entre la courbe analytiquement approche´e avec la courbe
extraite a` partir de la TO. L’estimation des parame`tres initiaux est faite graˆce au comportement
non-line´aire de diffe´rents oscillateurs pre´sente´ a` la figure 6.2.
Tableau 6.2. Parame`tres de comportement pour les oscillateurs e´tudie´s de masse m = 1Kg
frottement sec frottement visqueux
Type 1 k1 = 632N/m, k2 = 158N/m k1 = 632N/m, k2 = 158N/m,
Ac = 0.1m, c = 1.0N (E1S) Ac = 0.1m , c = 0.5Ns/m (E1V)
Type 2 k1 = 632N/m, k2 = 1422N/m k1 = 632N/m, k2 = 1422N/m
Ac = 0.1m, c = 1.4N (E2S) Ac = 0.1m, c = 1.0Ns/m (E2V)
Type 3 k1 = 632N/m, k3 = 158N/m k1 = 632N/m, k3 = 158N/m
c = 1.0N (E3S) c = 0.5Ns/m (E3V)
Figure 6.3. TF et TO de la re´ponse libre de l´oscillateur E1V
6.4.2 Tests re´els, poutre non-line´aire
Les essais re´alise´s au de´partement ”Vibrations et Identification de Structures” du laboratoire
de Techniques Ae´ronautiques et Spatiales de l’Universite´ de Lie`ge, consistent en la mesure des
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Tableau 6.3. Re´sultats de la proce´dure d’identification
Exemple Valeurs identifie´es Erreur E˜
(E1S) k˜1 = 629.1N/m, k˜2 = 172.8N/m, A˜c = 0.095m 4.72× 10−5
(E1V) k˜1 = 631.5N/m, k˜2 = 94.1N/m, A˜c = 0.096m 4.74× 10−5
(E2S) k˜1 = 633.4N/m, k˜2 = 1333.0N/m, A˜c = 0.1m 5.53× 10−5
(E2V) k˜1 = 632.3N/m, k˜2 = 1160.8N/m, A˜c = 0.1m 3.89× 10−5
(E3S) k˜1 = 631.3N/m, k˜3 = 173.3N/m 4.02× 10−5
(E3V) k˜1 = 632.1N/m, k˜3 = 164.4N/m 1.43× 10−11
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Figure 6.4. Identification de non-line´arite´ de l´oscillateur E1V
re´ponses vibratoires d’une poutre me´tallique a` un choc produit par un marteau. La non-line´arite´
est cre´e´e par deux me´thodes : soit par la lamelle non-line´aire, soit par les butte´es.
• Poutre avec lamelle : Une description comple`te et de´taille´e du montage expe´rimental est
fournie dans la the`se de Lenaerts [68]. La poutre est monte´e horizontalement avec une extre´mite´
encastre´e et l’autre lie´e a` un support fixe par une lamelle comme le montre la figure 6.5. Les ca-
racte´risques me´caniques et ge´ome´triques de la poutre sont : longueur=0.7m, e´paisseur=0.014m,
masse volumique=7850kg/m3 et module Young=205GPa. La lame en acier a une e´paisseur-
=0.5mm et une longueur=40mm. Sept acce´le´rome`tres e´galement espace´s sont colle´s sur la
poutre. Une force impulsionnelle est applique´e au niveau de l’avant dernier capteur a` l’aide
d’un marteau d’impact. La proce´dure d’identification de non-line´arite´ a e´te´ applique´e. De plus,
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Lamelle en acier
Poutre non−linéaire
Figure 6.5. Poutre non-line´aire avec lamelle [68].
quatre indicateurs sont aussi calcule´s en conside´rant que le syste`me est line´aire a` chaque laps de
temps. Puisque la re´ponse du test est l’acce´le´ration, l’utilisation de l’ondelette “me`re”de Cauchy
facilitera beaucoup de traitement du signal graˆce a` la relation (2.60). Le choix des valeurs de Q
ame`ne a` des valeurs de n successivement : n = 600 , 5660 , 8370 and 58270 pour re´cupe´rer les
modes k = 1, 2, 3 et 4. La figure 6.6 pre´sente les fre´quences instantane´es qui varient au cours du
temps. On constate que la fre´quence fondamentale n’est pas constante mais elle e´volue dans le
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Figure 6.6. Quatre premie`res fre´quences instantane´es fjk(t)
temps, par conse´quent, c’est le signe d’un syste`me non-line´aire. Les relations entre les fre´quences
et les amplitudes sont donne´es sur la figure 6.7 et elles sont utilise´es pour l’identification de
non-line´arite´. Le rapport entre la fre´quence juste apre`s la fondamentale et elle meˆme est presque
e´gale a` 3, donc, elle est la composante super harmonique. En utilisant le mode`le de non-line´arite´
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de type Duffing, l’e´quation gouvernant la vibration libre d’un oscillateur est
u¨(t) + 2ξω u˙(t) + ω2u(t) + βω2u3(t) = 0 (6.9)
La premie`re approximation de u(t) obtenue par la me´thode de Krylov-Bogoliubov : u˜(t)
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Figure 6.7. Relations fjk(Ajk)
u˜(t) = A(t) cos(α(t)) (6.10)
avec l’amplitude instantane´e : A(t) = a0 e
−ξωt et la phase instantane´e : α(t) = α0 + ωt +
3β
16ξa
2
0
(
1− e−2ξωt). On obtient ainsi les relations de fre´quence instantane´e f(t) = α˙(t)2pi = ω2pi +
3β
8
ω
2pi a
2
0 e
−2ξωt et de fre´quence en fonction de l’amplitude : fmodele0 (A) =
ω
2pi+
3β
8
ω
2pi A
2. A partir de
la re´ponse du capteur 7, f17(A17) sont approxime´es par une courbe parabolique par re´gression
line´aire : f17(A17) = 29.76 + 5.9332 × 106A217. D’ou` les parame`tres ω = 186.99 (rds/sec) et
β = 5.3165 105 m−2. Il est facile de de´duire ensuite a0 = 1.46 × 10−3(m) et ξ = 0.23% a` partir
de A17(t). Finalement, l’expression de la fre´quence fondamentale f(t) sera : f˜(t) = 29.76 +
12.63e−0.86t. L’erreur d’approximation E˜ = ‖f˜−f17‖2‖f17‖2 = 9.6 10
−4 est petite et on peut conclure
que le mode`le non-line´arite´ de type Duffing de faible amortissement visqueux donne une bonne
e´valuation de la fre´quence fondamentale. Les figures 6.9 et 6.8 pre´sentent les quatre amplitudes
et de´forme´es modales instantane´es. En conside´rant que le syste`me est instantane´ment line´aire, les
droites sur le plan des amplitudes logarithmiques confirment bien l’hypothe`se d’amortissement
visqueux.
114 6. Identification des syste`mes me´caniques non-line´aires
2
4
6
8
0
0.5
1
1.5
0
0.5
1
position des capteurs
Mode 1
2 4 6 8 0
1
−1
0
1
Mode 2
2 4
6 80
1
−1
−0.5
0
0.5
1
Mode 3
2 4
6 8
0
0.5
1
1.5
0
0.5
1
temps (sec)
position des capteurs
temps (sec)
temps (sec)
position des capteurs
Super harmonique
temps (sec)
position des capteurs
Figure 6.8. Quatre premie`res de´forme´es modales instantane´es
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Figure 6.9. Logarithme des quatre premie`res amplitudes instantane´es
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• Poutre avec bute´e, la poutre est monte´e horizontalement en console avec les caracte´ristiques :
longueur : L = 0.49m, largeur : l = 0.051m, e´paisseur : e = 0.0066m, masse volumique : ρ =
7850kg/m3 et de module d’Young E = 205.109Pa. Sept acce´le´rome`tres, e´galement espace´s, sont
colle´s sur la poutre a` partir de l’extre´mite´ libre. L’impact du marteau est applique´ a` l’extre´mite´
0.7m 0.7m 0.7m 0.7m 0.7m 0.7m 0.7m
Capteur
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Figure 6.10. Poutre non-line´aire avec bute´e
libre. Une rigidite´ non line´aire peut eˆtre ajoute´e a` la poutre au moyen d’une bute´e qui peut
eˆtre en caoutchouc ou en me´tal et qui est place´e a` la verticale du capteur situe´ a` 7 cm du bord
encastre´. Le sche´ma du test est donne´ a` la figure 6.10. Trois se´ries de mesures ont e´te´ effectue´es :
sans la bute´e, avec la bute´e en caoutchouc et avec la bute´e me´tallique. Dans ce qui suit, on se
limite a` la composante fondamentale de la poutre dont la fre´quence est note´e f(t). Pour le cas
sans bute´e, le mode`le de poutre droite d’Euler Bernoulli line´aire en vibrations de flexion donne :
ftheo = 22.69(Hz). La TF de la re´ponse libre mesure´e sur les capteurs donne fTF = 21.88(Hz)
par la me´thode du peak picking. Avec la TO, on trouve f(t) constante au cours du temps et e´gale
a` fTO = 21.82(Hz). Pour le cas avec bute´e, f(t) varie en fonction du temps et la de´pendance de
f suivant l’amplitude est trace´e sur la figure 6.11, indiquant la pre´sence de la non-line´arite´. On
constate que la courbe f(A) est croissante pour la bute´e en acier et de´croissante pour la bute´e
en caoutchouc.
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Figure 6.11. Variation de la fre´quence fmesure(Amesure) pour le cas de la poutre avec bute´e
En conside´rant le mode`le d´oscillateur biline´aire, le sens de variation de f(A) correspond a` un
durcissement : k2 > k1 pour la bute´e acier et a` un radoucissement : k2 < k1 pour la bute´e
caoutchouc. L´application de la proce´dure d´identification sur la premie`re composante, a` partir
du signal obtenu par le 4e`me capteur donne : A˜c ≈ 6 × 10−8(m), ω˜1 = 141.25(rad/s) et ω˜2 =
142.44(rad/s) avec erreur : E˜ = 3.2×10−3 pour le cas de la bute´e en acier et A˜c ≈ 6.7×10−8(m),
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ω˜1 = 141.12(rad/s) et ω˜2 = 140.12(rad/s) avec une erreur : E˜ = 1.2 × 10−3 pour le cas de la
bute´e en caoutchouc. Ainsi, la premie`re fre´quence de la poutre seule peut eˆtre respectivement
approche´e : f˜acier = 22.48(Hz) (bute´e acier) et f˜caoutchouc = 22.46(Hz) (bute´e caoutchouc). Ces
valeurs sont tre`s proches de la valeur the´orique et de celles pre´ce´demment de´termine´es par la
TF et la TO.
6.5 Conclusions
L´application de la TO pour l´identification non-line´aire est e´tudie´e et donne des re´sultats
satisfaisants pour des oscillateurs faiblement dissipatifs avec diffe´rents types de non-line´arite´s en
de´placement. Elle est aussi utilise´e pour la caracte´risation de la non-line´arite´ sur une poutre avec
diffe´rentes non-line´arite´s, soit par lamelle non-line´aire soit par bute´es. La de´tection de non-line´arite´
est facile par la transformation en ondelettes graˆce a` son type d’analyse temps-fre´quence. Le succe`s
des choix des parame`tres de l’ondelette me`re propose´s au chapitre pre´ce´dent rend cette me´thode
d’identification de non-line´arite´ plus efficace et plus performante. Les premiers re´sultats obtenus
sont encourageants quant a` l´efficacite´ de la TO pour l´identification des effets non-line´aires.
E´videmment, l’identification de la non-line´arite´ demande encore un mode`le correct et la re´solution
analytique de ce mode`le. De ce point de vue, la transformation en ondelettes est un outil tre`s
inte´ressant pour de´tecter, observer, ve´rifier et identifier la non-line´arite´.
Chapitre 7
Ame´lioration de la me´thode
impact-e´cho
7.1 Introduction.
Ce chapitre pre´sente la me´thode impact-e´cho et une proposition d’ame´lioration de la me´thode
par la transformation en ondelettes. Apre`s un rappel succinct sur la propagation des ondes dans
un milieu e´lastique, line´aire, homoge`ne et isotrope, le principe ge´ne´ral de la me´thode traditionnelle
et les instruments de mesure seront de´crits. De´veloppe´e a` partir des anne´es 80s, cette me´thode
d’e´valuation non destructive de structures en be´ton a suscite´ l’inte´reˆt du monde industriel et
scientifique graˆce a` la simplicite´ du test, a` la ne´cessite´ d’acce`s a` une seule surface et a` son couˆt
faible. Le cadre du travail de ce chapitre s’est inscrit dans le contexte de l’ame´lioration de la
technique sous l’angle du traitement du signal impact-e´cho. Une proce´dure d’ame´lioration de la
me´thode par l’analyse en ondelettes est propose´e. Elle sera valide´e sur des exemples nume´riques
et avec des tests re´els. Les notations que nous utiliserons ici sont inde´pendantes de celles utilise´es
dans les deux chapitres d’application pre´ce´dents.
7.2 Rappel sur la propagation des ondes dans un milieu e´lastique
isotrope continu
7.2.1 E´quations fondamentales
• E´quation d’e´quilibre du principe fondamental de la dynamique en l’absence de force applique´e
au solide :
ρ
∂2u(x, t)
∂t2
= divσ(u) (x, t) ∈ Γu × [0, T ] (7.1)
ou` ρ et u(x, t) sont respectivement la densite´ et le vecteur de de´placement particulaire.
• Loi de comportement : Dans le milieu e´lastique line´aire isotrope, la relation entre contraintes σ
et de´formations  est line´aire :
σij = λkkδij + 2µij (7.2)
ou` λ et µ sont les deux constantes de Lame´. La relation entre la de´formation et le de´placement
dans le cas de petites perturbations :
ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
) =
1
2
(ui,j + uj,i) (7.3)
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n
Γf : σ(x, t).n = f¯(x, t)
Γu : u = u¯
Ω
Figure 7.1. Conditions aux limites du proble`me dynamique
En remplac¸ant (7.2) et (7.3) dans l’e´quation (7.1) :
ρ
∂2u
∂t2
= (λ+ µ)∇(∇.u) + µ4u (7.4)
Sous une autre forme :
ρ
∂2u
∂t2
= (λ+ 2µ)∇(∇.u)− µ∇∧ (∇∧ u) (7.5)
• Les conditions aux limites (CL) :
u(x, t) = u¯(x, t) (x, t) ∈ Γu × [0, T ] (7.6)
σ(x, t).n = f¯(x, t) (x, t) ∈ Γf × [0, T ] (7.7)
• Les conditions initiales (CI) :
u(x, 0) = u0(x, t) x ∈ Ω (7.8)
u˙(x, 0) = u˙0(x, t) x ∈ Ω (7.9)
Le de´placement des particules u(x, t) est de´termine´ a` partir des e´quations (7.4) (ou 7.5) combine´es
avec CL et CI. Une fois le champ de de´placement de´termine´, le champ de contrainte σ(x, t) sera
de´duit a` partir de la relation (7.2)
7.2.2 De´composition de Helmholtz
La solution en de´placement u(x, t) est cherche´e sous la forme : u(x, t) = ∇φ(x, t)+∇∧ψ(x, t).
Cette de´composition permet de de´coupler l’e´quation (7.5).
∂2φ
∂t2
− v2p4φ = 0, vp =
√
λ+ 2µ
ρ
(7.10)
∂2ψ
∂t2
− v2s4ψ = 0, vs =
√
µ
ρ
(7.11)
Ondes de compression : La fonction φ(x, t) = f(x.τ − vpt) est la solution de (7.10) ou` f est
une fonction re´gulie`re, τ est un vecteur unitaire de R3. Le de´placement des particules associe´ :
u(x, t) = ∇φ(x, t) = f ′(x.τ − vpt)τ . Il s’agit d’une onde progressive plane car u(x, t) = constante
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sur les plans d’e´quation : x.τ = constante. Cette onde se propage a` la vitesse vp dans la direction τ .
Le de´placement u(x, t) est paralle`le a` la direction de propagation. On l’appelle onde longitudinale,
onde de compression ou onde P (a` cause de son arrive´e Premie`re parmi les ondes : c’est l’onde la
plus rapide).
Ondes de cisaillement : De fac¸on analogue ψ(x, t) = F (x.τ − vst) est la solution de (7.11) ou`
F est une fonction re´gulie`re a` valeur dans R3. Le de´placement associe´ : u(x, t) = ∇ ∧ ψ(x, t) =
τ ∧F ′(x.τ − vst). C’est aussi une onde plane qui se propage avec la vitesse vs dans la direction τ
mais le de´placement des particules u(x, t) est perpendiculaire a` la direction de propagation d’onde.
On l’appelle onde transversale, onde de cisaillement ou onde S (a` cause de la Seconde arrive´e parmi
les ondes apre`s l’onde de compression).
Ondes de surface : Sur la surface libre d’un demi-espace, il existe un autre type d’onde dont la
vitesse vr est la solution de l’e´quation Rayleigh. On l’appelle onde de Rayleigh ou onde R. C’est
une onde cylindrique qui s’amortit exponentiellement avec la profondeur mais qui, a` la surface d’un
milieu homoge`ne, isotrope, e´lastique repre´sente 67% de l’e´nergie.
7.3 Me´thode impact-e´cho
7.3.1 Principe de la me´thode impact-e´cho
La me´thode impact-e´cho est une me´thode d’auscultation non-destructive des structures (ap-
plique´e ge´ne´ralement a` des dalles en be´ton avec deux surfaces paralle`les). Elle est fonde´e sur l’ana-
lyse fre´quentielle de la re´ponse sismique de dalles soumises a` un choc [101]. Le principe est que :
l’onde de compression (onde P) se re´fle´chit pe´riodiquement a` la surface libre et a` la surface des ca-
vite´s ou plus ge´ne´ralement a` l’interface de deux milieux d’impe´dances me´caniques diffe´rentes. Nous
prenons un exemple sur une dalle d’e´paisseur e posse´dant une cavite´ a` la profondeur d comme sur la
figure 7.2. Le capteur est pose´ a` coˆte´ de l’impact. Les temps ne´cessaires pour un trajet aller-retour
de l’onde P respectivement τe et τd sont donne´s par les relations :
τe =
2e
vp
(7.12)
τd =
2d
vp
(7.13)
ou` vp est la vitesse de l’onde de compression dans la dalle. Le passage du domaine temporel au
domaine fre´quentiel a` l’aide de transformation de Fourier (TF) donnera des pics de fre´quences fe
et fd.
fe =
vp
2e
(7.14)
fd =
vp
2d
(7.15)
On envisage deux possibilite´s :
- Soit l’e´paisseur est connue a` un endroit particulier de la dalle. L’e´quation (7.14) nous donne la
valeur de vp. La connaissance de fd fournit la valeur de d.
- Soit on ne connaˆıt pas la vitesse vp, la TF donne des informations sur l’homoge´ne´ite´ de la dalle et
de´tecte des zones “suspectes” en ce qui concerne son e´paisseur. La variation du contenu fre´quentiel
peut indiquer aussi la pre´sence de cavite´.
Les principales limites de la me´thode sont les suivantes :
- La ne´cessite´ d’avoir deux surfaces paralle`les.
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Figure 7.2. Sche´ma du test de la me´thode impact-e´cho
- L’interpre´tation des pics dans le domaine de Fourier qui devient plus difficile en pre´sence de bruit
et de plusieurs ondes.
7.3.2 Ondes e´lastiques dans une dalle en be´ton
• Propagation des ondes e´lastiques sous l’effet d’un impact
Sous l’effet d’un impact, une onde de compression (onde P), une onde de cisaillement (onde S)
et une onde de surface (onde R) se propagent dans la structure. La figure 7.3 repre´sente a` un
instant donne´, les de´placements dans une dalle de be´ton. Les vitesses des ondes vp et vs dans
un milieu semi-infini e´lastique, homoge`ne, isotrope s’expriment soit avec les deux constantes de
Lame´ comme sur les formules (7.10) et (7.11), soit avec le module Young E(Pa) et le coefficient
de Poisson ν,
vp =
√
E(1− ν)
ρ(1 + ν)(1− 2ν) (7.16)
vs =
√
E
2ρ(1 + ν)
(7.17)
le rapport entre les vitesses des ondes n’est que fonction du coefficient Poisson ν qui varie entre
0.18 et 0.30 pour be´ton [94]. Achenbach [6] donne la relation entre vr et vs
vr =
0.862 + 1.14ν
1 + ν
vs (7.18)
La longueur d’onde λ d’une onde de fre´quence f qui se propage dans un milieu avec la vitesse v
est :
λ =
v
f
(7.19)
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L’interaction d’une onde avec les discontinuite´s dans la structure de´pend de la relation entre la
longueur d’onde λ et la dimension des discontinuite´s. En ge´ne´ral, une onde de longueur d’onde λ
sera re´fle´chie par les discontinuite´s e´gales ou plus grandes que λ et diffracte´e par celles voisines
de λ et plus petites que λ. Le be´ton contient toujours des discontinuite´s de l’ordre de quelques
centime`tres (micro-fissures, interfaces entre paˆtes, granulats, et petites cavite´s d’air...). Les lon-
gueurs d’onde de 5cm et moins seront atte´nue´es a` cause de ces inhomoge´ne´ite´s et pe´ne´treront
difficilement dans la structure. Les impacts qui ge´ne`rent des ondes de fre´quences infe´rieures a`
80kHz (longueur d’onde environ 5cm et plus) sont bien adapte´s pour la de´tection des fissures,
des cavite´s, des de´laminations... Dans ce cas, le be´ton peut eˆtre conside´re´ comme un milieu ho-
moge`ne pour la propagation de ces ondes. L’amplitude de l’onde P est maximale a` la verticale
Figure 7.3. Surfaces des ondes simule´es par e´le´ments finis (d’apre`s Carino [24]).
sous la source tandis que celle due a` l’onde S est faible dans cette zone. La localisation de cap-
teurs de de´placement sur la surface juste a` coˆte´ de l’impact va maximiser les effets de l’onde P
et minimiser l’influence de l’onde S [101].
• Comportement des ondes a` l’interface
Quand une onde se propageant dans un milieu note´ 1, arrive a` l’interface avec un milieu note´
2, une partie de l’onde incidente est re´fle´chie. L’amplitude de la re´flexion est fonction de l’angle
d’incidence et est maximum quand cet angle est e´gale a` 90◦ (incidence normale).
Tableau 7.1. Impe´dance me´canique de quelques mate´riaux, d’apre`s Carino [24]
mate´riau Z
kg/(m2s)
air 0.4
eau 0.5× 106
sol 3× 106 − 4× 106
be´ton 7× 106 − 10× 106
acier 47× 106
Le coefficient de re´flexionR dans le cas d’une incidence normale a` l’interface de´pend de l’impe´dance
me´canique Z (produit de la masse volumique et la vitesse) ou plus pre´cise´ment la diffe´rence re-
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lative des impe´dances me´caniques :
R =
(Z2 − Z1)
(Z2 + Z1)
=
ARe´flexion
Ai
(7.20)
ou` Z1 et Z2 sont respectivement des impe´dances me´caniques du mate´riau 1 et du mate´riau 2 ;
ARe´flexion et Ai sont des amplitudes de l’onde re´fle´chie et de l’onde incidente. Quelques valeurs
approximatives de Z sont donne´es au tableau 7.1. On rencontre souvent deux types d’interfaces
dans le test impact-e´cho :
◦ Interface solide-air : sur cette frontie`re, il n’y a que la re´flexion a` cause de la grande diffe´rence
d’impe´dance me´canique entre le be´ton et l’air. On a dans le be´ton, de multiples aller-retours
d’ondes comme sur la figure 7.4 avec un changement de phase a` chaque re´flexion.
Be´ton
Impact
Be´ton
Impact
de
Acier
Polarisation ne´gative de l’onde P
Polarisation positive de l’onde P
Figure 7.4. Changement de phase a` l’interface.
◦ Interface solide-solide : dans ce cas, on a a` la fois re´flexion et re´fraction. Les amplitudes des
parties re´fle´chie ARe´flexion et re´fracte´e ARe´fraction se distribuent suivant les impe´dances des
milieux :
ARe´flexion = Ai
(Z2 − Z1)
(Z2 + Z1)
(7.21)
ARe´fraction = Ai
2Z1
(Z2 + Z1)
(7.22)
− Si Z2 << Z1, ARe´flexion tend vers −Ai et ARe´fraction s’approche de ze´ro. Le signe ”moins”
de l’amplitude signifie le changement de phase a` la re´flexion.
− Si Z2 >> Z1, ARe´flexion tend vers Ai et ARe´fraction vers 2Ai. C’est l’interface dont la
premie`re re´gion est le be´ton et la deuxie`me est l’acier ou d’autres mate´riaux. Il n’y a pas
le changement de phase a` cette interface donc l’e´quation (7.15) deviendra :
f =
vp
4d
(7.23)
− Si Z2 ≈ Z1, ARe´flexion tend vers ze´ro et ARe´fraction vers Ai. La majorite´ de l’e´nergie est
transmise a` travers l’interface. Des e´tudes nume´riques montrent que la valeur du coefficient
R doit eˆtre supe´rieure a` 0, 24 pour que le de´placement de l’onde re´fle´chie soit “visible” dans
le test impact-e´cho [101].
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7.3.3 Mise en oeuvre expe´rimentale
• Impact
Les ondes e´lastiques dans le test impact-e´cho sont ge´ne´re´es a` l’aide des billes sphe´riques (typique-
ment de diame`tre de 3mm a` 16mm) en acier, tapant sur la surface. Les parame`tres importants qui
caracte´risent l’impact comprennent : la dure´e de l’impact ou le temps de contact tc, le diame`tre
Dbille et la valeur de l’e´nergie cine´tique de la sphe`re au moment du contact. Les caracte´ristiques
des ondes ge´ne´re´es par l’impact de´termine la capacite´ de leur propagation dans les mate´riaux
et leur utilite´ pour l’auscultation des fissures ou des cavite´s dans la structure. La variation tem-
porelle de la force d’impact est souvent nume´riquement mode´lise´e par la moitie´ d’une courbe
sinus [101] ou par une Gaussienne [4]. La dure´e de l’impact tc est de l’ordre de 15µs a` 100µs.
Pendant l’impact, une portion de l’e´nergie cine´tique de la bille est transmise au be´ton. Le temps
de contact tc croit avec le diame`tre Dbille et de´pend faiblement de l’e´nergie cine´tique. Le contenu
fre´quentiel de l’impact, de´pend de la forme temporelle de l’impact et donc du diame`tre Dbille de
la bille. La figure (7.5) pre´sente la fonction temporelle de l’impact et sa distribution fre´quentielle
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Figure 7.5. Fonction d’impact sinuso¨ıdale avec des billes de diffe´rents diame`tres
obtenue par la transformation de Fourier dans le cas d’un demi sinus. Les fre´quences s’annulent a`
1.5/tc, 2.5/tc, 3.5/tc,... L’amplitude relative est tre`s petite apre`s le premier ze´ro. fmax = 1.25/tc
est de´fini comme la fre´quence maximale utile. Sansalone [101] propose les relations empiriques
suivantes :
tc = 0.0043Dbille (7.24)
ou` tc est exprime´ en seconde et Dbille en me`tre. On obtient par conse´quent,
fmax =
291
Dbille
(7.25)
• Acquisition des signaux
Les ondes provoquent a` la surface des perturbations qui sont de´tecte´es par le capteur installe´
pre`s de l’impact. Un syste`me d’acquisition va les enregistrer et donnera le signal nume´rique.
Deux parame`tres importants, qui permettent d’optimiser l’acquisition des donne´es de la struc-
ture teste´e sont : le pas d’e´chantillonage ∆t (l’intervalle de temps entre deux points enregistre´s
successifs) et le nombre de points enregistre´s N (autrement dit, la longueur d’enregistrement).
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◦ Le pas d’e´chantillonage ∆t est lie´ au the´ore`me d’e´chantillonage de Shannon. Il est conseille´
d’e´chantillonner au moins dix e´chantillons par cycle a` la fre´quence la plus e´leve´e avec le mate´riel
impact-e´cho classique qui ne posse`de pas de filtre antirepliement, soit :
∆tmin =
1
10fmax
(7.26)
◦ Nombre de points enregistre´s N : ce choix influence la re´solution fre´quentielle. La re´solution
fre´quentielle obtenue par l’algorithme fft est l’inverse de la dure´e d’enregistrement. Si dans le
domaine Fourier on trouve un pic a` la fre´quence fi, on a un voisinage d’incertitude de (±∆f2 ).
7.3.4 Les efforts dans le de´veloppement de la me´thode impact-e´cho
Durant les dix dernie`res anne´es, beaucoup de contributions (de scientifiques, d’expe´rimentateurs,
d’industriels...) ont vu le jour pour l’ame´lioration de la me´thode impact-e´cho. Les recherches portent
sur la the´orie, la mode´lisation nume´rique, le traitement du signal, l’e´laboration d’expe´riences so-
phistique´es. Sansalone les re´sume en quatre domaines clefs [101] :
• Mode´lisation nume´rique par MEF 1 sur l’ordinateur : La re´ussite de l’imple´mentation
des mode`les 2D et 3D des structures ausculte´es, sur l’ordinateur permet de mieux comprendre
les phe´nome`nes engendre´s par la technique impact-e´cho. Ce re´sultat peut eˆtre compare´ avec les
solutions exactes qui utilisent la fonction de Green [94]. L’application de MEF aux structures
complexes, est particulie`rement utile pour la compre´hension de la propagation des ondes et
pour l’interpre´tation des re´sultats expe´rimentaux. En effet, les e´quations (7.14) et (7.15) ne sont
valables que pour les plaques ide´ales qui ont les deux faces paralle`les et dont les dimensions
late´rales sont suffisamment grandes pour que les re´flexions depuis les bords ne parviennent pas
au capteur durant le test. Sur une telle plaque, le de´placement est uniquement provoque´ par les
multiples re´flexions entre les deux surfaces oppose´es.
En pratique, la fre´quence mesure´e ne correspond pas exactement aux e´quations (7.14) et (7.15).
Martin [75] et Ohtsu [85] supposent que le re´sultat biaise´ du test a pour origines : la dispersion
tridimensionnelle a` cause des agre´gats et d’autres inhomoge´ne´ite´s, la ruine locale a` la surface
donc un temps de contact plus long, et le manque de sensibilite´ du capteur. Re´cemment, des
e´tudes nume´riques [101] ont montre´ que la diffe´rence vient du fait que des re´flexions multiples
des ondes activent des modes de vibration de la dalle. Tenant compte de ce phe´nome`ne, on a
une formule ge´ne´rale :
f = C
vp
2e
(7.27)
Le facteur C est le facteur de forme. Il est de´termine´ par la ge´ome´trie. Les simulations nume´riques
[54], [101] et les solutions analytiques utilisant la fonction de Green [94] permettent de trouver
les valeurs du facteur C pour chaque type de structure. Pour le cas d’une plaque, C vaut 0.96
et finalement dans le cas d’une interface be´ton-air,
f =
0.96vp
2e
(7.28)
• Impact e´lastique “convenable” pour ge´ne´rer des ondes : l’utilisation des billes en acier
est convenable avec les structures “quotidiennes” et e´vite l’utilisation de traducteurs de faible
fre´quence pour ge´ne´rer les impulsions. Ces billes peuvent ge´ne´rer des ondes au crite`re fre´quentiel
infe´rieur a` 80kHz, et leur e´nergie est suffisante pour tester des dalles de quelques centime`tres
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a` 1.5m d’e´paisseur. Maji [72] a utilise´ des pistolets a` billes pour augmenter la profondeur d’in-
vestigation et le domaine de fre´quences utiles pour la de´tection des cavite´s. Il faut quand meˆme
ve´rifier la gamme de fre´quence effectivement ge´ne´re´e dans le milieu car les conditions de surface
ont aussi une influence sur son contenu [85].
• Capteur de de´placement sensible : la sensibilite´ du capteur utilise´ dans le test permet
d’obtenir des re´sultats fide`les de de´placements / vitesses / acce´le´rations des particules a` la
surface. Martin [75], Ohtsu [85] ont insiste´ sur la ne´cessite´ d’utiliser des capteurs large bande qui
peuvent couvrir le domaine de fre´quence attendue in situ. La sortie des capteurs est une tension
proportionnelle au de´placement / vitesse / acce´le´ration des particules a` sa position. Il apparaˆıt
parfois sur le re´sultat, des pics qui re´sultent de la re´sonance du capteur lui meˆme [94] : il est
donc primordial de distinguer ces pics des fre´quences utiles.
• Analyse fre´quentielle : Le signal mesure´ lors du test est le signal temporel. La question est
d’estimer soit τe et τd dans le domaine temporel, soit fe et fd dans le domaine fre´quentiel. En pra-
tique, il est difficile, voire impossible de mesurer directement τe et τd a` cause de la superposition
des arrive´es des ondes. Dans le plan fre´quentiel, on voit des pics repre´sentant les composantes
harmoniques contenues dans le signal. Toutefois, la participation de l’onde de Rayleigh (onde
R), de la fonction d’impact et du bruit complique le choix des fre´quences recherche´es. Les essais
impact-e´cho s’exe´cutent souvent en diffe´rents points de structures d’e´paisseur varie´e avec des
de´fauts a` rechercher de diverse nature ; une technique automatique d’exploitation adapte´e serait
donc la bienvenue. Le proble`me qui se pose est : comment extrait-on les informations et comment
les interpre`te-on ?. C’est dans ce cadre que cette partie de la the`se va proposer une ame´lioration
de interpre´tation des signaux impact-echo graˆce a` la transformation en ondelettes.
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Pour l’extraction des fre´quences, plusieurs techniques de traitement du signal autres que la
transformation de Fourier ont e´te´ teste´es. En effet, il est souvent recommande´ d’utiliser une source
avec une gamme de fre´quence voisine de la fre´quence a` de´terminer. L’utilisation d’une telle source
lorsque la fre´quence recherche´e est e´leve´e, entraˆıne toujours un phe´nome`ne de dissipation due a`
la diffraction et a` l’atte´nuation rapide cause´e par les agre´gats et les inhomoge´ne´ite´s du be´ton [4].
Une autre difficulte´ provient de l’onde R, qui renseigne sur le contenu fre´quentiel de la source : son
amplitude est souvent pre´ponde´rante sur le domaine de Fourier et peut masquer les pics utiles.
Sansalone et al. [101] ont propose´ la technique du “clipping” afin de re´duire l’influence de l’onde R
en supprimant une partie d’amplitude du signal de´passant une valeur pre´alablement choisie. Mais
la non re´pe´titivite´ de la source et des conditions expe´rimentales rendent cette technique arbitraire
et introduisent des arte´facts dans la transformation de Fourier (Gibbs). De plus, le signal du
test impact-e´cho re´el est souvent bruite´ et contient plusieurs fre´quences. Ainsi l’ame´lioration de
l’interpre´tation du signal ne´cessite un outil de traitement suffisamment puissant. On recense ici
brie`vement les techniques de traitement du signal autre que la transformation de Fourier utilise´es
dans le test impact-e´cho.
• Ame´lioration par l’auto-corre´lation et corre´lation croise´e : Maji [72, 73] a ame´liore´ le
test par les fonctions “auto-corre´lation”et “corre´lation croise´e” des signaux. L’auto-corre´lation
mesure la similarite´ du signal avec lui meˆme mais de´place´ dans le temps :
ya(τ) =
N−1∑
i=0
u(i)u(i+ τ) (7.29)
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ou` : τ est l’e´cart en temps, u(i) est le signal e´chantillonne´ avec N points d’enregistrement. La
repre´sentation de ya(τ) donne des pics. Le premier pic maximum est a` l’origine et le deuxie`me
pic correspond au pe´riode d’un aller-retour 2τe et ainsi on peut de´terminer l’e´paisseur de la dalle.
Pour la de´tection des de´fauts, l’auteur a propose´ la fonction de corre´lation croise´e qui mesure la
similarite´ de deux signaux :
yc(τ) =
N−1∑
i=0
u1(i)u2(i+ τ) (7.30)
ou` u1 et u2 sont les signaux mesure´s a` diffe´rentes positions. Les capteurs sont dispose´s syme´triqu-
ement par rapport a` la position de l’impact. S’il y a des diffe´rences importantes de la fonction
de corre´lations croise´es d’une paire de signaux par rapport aux autres paires, alors les de´fauts
existent et ils causent des trajets diffe´rents (les variations de distance entre les deux). Le confine-
ment des positions des capteurs en les de´plac¸ant, permettront de localiser les de´fauts. L’auteur
a aussi filtre´ les signaux de fre´quences faibles (moins de 50kHz) pour augmenter la visibilite´ des
petites cavite´s. Cette proposition n’est pas tre`s re´aliste, puisque l’auto-corre´lation est e´quivalente
a` l’analyse fre´quentielle et l’utilisation de la fonction de corre´lation croise´e est une modification
de la me´thode traditionnelle mais ne donne pas une estimation quantitative de cavite´s comme
la profondeur de cavite´ par exemple.
• Ame´lioration par la technique “stack imaging of spectral amplitudes” : Ohtsu et al. [85]
expliquent que l’origine du facteur de forme dans la formule (7.28) vient de la dispersion des ondes
dans un espace tridimensionnel. Ainsi, ils proposent de combiner la the´orie e´lastodynamique
tridimensionnelle et la technique “stack imaging of spectral amplitudes” pour interpre´ter les
donne´es du test impact-e´cho. Cette me´thode est applique´e au test d’une poutre en be´ton arme´
pre´-contrainte pour ve´rifier le remplissage de la gaine. La section de la poutre est d’abord maille´e
et forme des e´le´ments en rectangle. Une fonction caracte´ristique d’un de´faut est ensuite e´value´e a`
chaque centre d’un e´le´ment. D’une part, les auteurs de´montre que cette fonction peut eˆtre calcule´e
a` partir de la transformation de Fourier inverse des amplitudes du signal enregistre´. D’autre part,
le trajet impact-centre d’e´le´ment-capteur de longueur R contribue des fre´quences de re´sonance
dominantes e´gales f1 =
2vp
R , f2 =
vp
R f3 =
vp
2R .... En prenant les amplitudes correspondant
a` ces fre´quences dans le signal enregistre´, les auteurs ont calcule´ la fonction caracte´ristique de
tous les e´le´ments. Cela explique le nom de la technique : stack imaging of spectral amplitudes.
La repre´sentation des amplitudes de la fonction caracte´ristique donnera une vision des de´fauts
e´ventuels sur la section correspondant aux points d’amplitudes e´le´ve´es. La taille optimale du
maillage est aussi propose´e :
∆x =
vp∆t
2
(7.31)
ou` ∆t est la pe´riode d’e´chantillonnage du signal. La technique propose´e a re´ussi a` visualiser la
gaine mais elle est difficile a` ge´ne´raliser dans le cas de dalle de be´ton ou` le maillage doit eˆtre
adapte´. De plus, la technique ne peut pas limiter l’influence de la source a` travers l’onde R.
• Ame´lioration par bispectre : Xiang et al. [124] utilisent le bispectre pour le traitement du
signal impact-e´cho. Le bispectre est connu par la capacite´ de supprimer l’influence du bruit
de type Gaussien et pre´server les informations de phase du signal. En effet, la transformation
de Fourier de la fonction d’auto-corre´lation d’un signal ale´atoire donne la densite´ spectrale de
puissance
Cx2 (τ) = E (x(k)x(k + τ)) (7.32)
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et dans le domaine de Fourier :
C2(ω) =
+∞∑
τ=−∞
Cx2 (τ)e
−iωτ = |X(ω)|2 (7.33)
ou` |ω| ≤ pi et X(ω) est la transforme´e de Fourier de x(k). On constate que l’e´quation (7.33)
ne donne pas les informations sur la phase, donc, des signaux diffe´rents peuvent avoir le meˆme
C2(ω). L’auto-corre´lation au 3
e ordre est de´finie par
Cx3 [x(k)x(k + τ1)x(k + τ2)] = E (x(k)x(k + τ1)x(k + τ2)) (7.34)
L’hypothe`se de signal stationnaire donne
Cx3 (τ1, τ2) = E (x(k)x(k + τ1)x(k + τ2)) (7.35)
Le bispectre est la transforme´e de Fourier en deux dimensions de Cx3 (τ1, τ2)
C(ω1, ω2) =
+∞∑
τ1=−∞
+∞∑
τ2=−∞
Cx3 (τ1, τ2)e
−i(ω1τ1+ω2τ2) (7.36)
ou` |ω1| ≤ pi, |ω2| ≤ pi , |ω1 + ω2| ≤ pi. Le bispectre conserve a` la fois les informations de
phase et d’amplitude. Les auteurs ont calcule´ le bispectre des signaux impact-e´cho avec di-
verses ge´ome´tries de de´fauts (cavite´s, de´laminations...) soumis aux signaux sans bruit et bruite´s.
Les re´sultats montrent que, l’influence du bruit est conside´rablement diminue´e et ils sont tre`s
diffe´rents si diffe´rents types de de´fauts sont introduits. Cette remarque est ensuite utilise´e pour
e´tablir un vecteur de crite`re dans la classification des de´fauts au moyen d’algorithmes neuronaux.
Afin de re´duire l’influence de l’impact, le signal est normalise´ avant la proce´dure d’extraction.
Les exemples montrent que la me´thode permet de bien classifier les types de de´fauts mais aucun
re´sultat quantitatif (la profondeur de de´fauts, e´paisseurs...) n’est communique´.
• Ame´lioration par l’analyse temps-fre´quence. Cette ide´e est premie`rement propose´e par
Abraham et al. [4] qui ont traite´ le signal impact-e´cho par la transformation de Fourier a` court
terme. La feneˆtre mobile est utilise´e pour choisir le moment de pre´ponde´rance de l’onde P dans
une e´tude parame´trique de de´tectablilite´ d’e´paisseurs et de cavite´s des dalles en be´ton. Les
auteurs ont e´galement aborde´ le phe´nome`ne “multiple”de fre´quences obtenues. Shyu et al. [106]
a utilise´ la repre´sentation de transforme´e en ondelettes pour faciliter le choix d’une fre´quence de
re´sonance de l’e´paisseur.
• Proble´matique : Parmi les techniques de traitement du signal pre´sente´es, l’ide´e d’utiliser l’analyse
temps-fre´quence est tre`s raisonnable puisqu’elle permet de tenir compte des informations en
temps a priori du test impact-e´cho. Toutefois, l’analyse de type transformation de Fourier a`
court terme pre´sente un point inade´quat : la meˆme re´solution en temps et en fre´quence pour
toutes les fre´quences, or sur les fre´quences e´leve´es, la re´solution temporelle est plus importantes
que la re´solution fre´quentielle et vice-versa pour les fre´quences basses. De plus, le choix de la
taille de la feneˆtre glissante n’est pas e´vident. Nous proposons donc d’utiliser la transformation en
ondelettes pour y reme´dier. L’application de la transformation en ondelettes de Shyu et al. [106]
ne s’inte´resse qu’a` la repre´sentation du plan temps-fre´quence pour aider le choix des fre´quences.
Avec les progre`s en traitement du signal par la transformation en ondelettes, on va appliquer ici
des algorithmes plus robustes pour trouver les fre´quences importantes des tests impact-e´cho et
combiner cette proce´dure avec le choix de Q pre´ce´demment de´crit.
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7.5 Ame´lioration de la me´thode impact-e´cho par la transforma-
tion en ondelettes
7.5.1 Bases the´oriques
La me´thode propose´e est fonde´e sur la re´partition e´nerge´tique du signal dans le plan temps-
fre´quence par la densite´ locale spectrale. Comme on a vu dans la deuxie`me partie [voir la formule
(2.50)], on peut de´finir la densite´ spectrale locale du signal par la transformation en ondelettes,
E˜u(t, ω) =
1
Cψω
|T (t, ωψ
ω
)|2 (7.37)
D’ou` la densite´ spectrale :
E˜u(ω) =
∫ +∞
−∞
E˜(t, ω)dt (7.38)
et l’e´nergie totale :
Eu =
∫ +∞
0
E˜(ω)dω (7.39)
La densite´ spectrale locale mesure la contribution a` l’e´nergie totale provenant du voisinage du
temps t et de la pulsation ω.
7.5.2 De´marches pratiques
La proce´dure propose´e sera base´e sur les crite`res suivants :
- L’e´nergie du choc porte´e par l’onde R domine d’abord puis elle diminue vite et l’e´nergie de l’onde
P devient pre´ponde´rante.
- L’onde P est la plus rapide parmi les ondes dans le solide, donc son e´cho arrive le premier.
- L’e´nergie se concentre sur les fre´quences pre´ponde´rantes de la source et des re´flexions multiples
et le contenu fre´quentiel du bruit blanc peut eˆtre diminue´ en fixant un seuil d’e´nergie.
- Les fre´quences des ondes dans le plan temps-fre´quence varient lentement en temps.
Les e´tapes a` suivre sont les suivantes :
• Calculer la transformation en ondelettes.
• Repre´senter E˜u(t, ω) sur le plan temps-fre´quence.
• Chercher les fre´quences dont l’e´nergie est dominante sur le plan temps-fre´quence. Plusieurs
possibilite´s pourront se pre´senter :
◦ La fre´quence centrale de la source est voisine de la fre´quence de re´sonance recherche´e fe, c’est
le cas le plus favorable pour la me´thode impact-e´cho. Les re´sultats sont totalement de´tectables
par la TF mais aussi par la TO. Ce cas se traduit dans le plan (t, ω) par le fait qu’une fre´quence
de re´sonance est assez lisse et stable en temps.
◦ La fre´quence centrale de la source est assez diffe´rente de la fre´quence de re´sonance recherche´e
fe (mais il faut que cette dernie`re soit dans la gamme de fre´quence d’excitation). Dans ce cas,
il est difficile de trouver fe par la TF. Le plan temps-fre´quence peut donner des informations
supple´mentaires, e.g, la fre´quence d’e´nergie dominante n’est plus lisse mais pre´sente des sauts
importants. Le premier saut apre`s l’impact (e´nergie e´leve´e au de´but) indique le moment ou`
l’e´nergie de la source n’est plus dominante. Soit on de´termine la fre´quence fe directement par
la TO, soit on calcule la TF du signal feneˆtre´ pour enlever la source (la feneˆtre e´tait de´duite
de la TO).
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◦ Dans le cas ou` on souhaite identifier plusieurs fre´quences, par exemple la fre´quence de vide et
de l’e´paisseur, l’algorithme “crazy climbers” sera applique´, particulie`rement pour les signaux
expe´rimentaux bruite´s. Dans ce cas, E˜u(t, ω) jouera le roˆle de la repre´sentation e´nerge´tique
M(t, ω) e´crit dans l’algorithme 4.3.
Remarque 7.5.1 (Ondelette “me`re” choisie)
Cette proposition demande la connaissance du coefficient Cψ [voir formule (7.37)]. Pour cela, on utilise, pour
tous les exemples, l’ondelette me`re de Cauchy. Au point de vue des re´solutions fre´quentielle et temporelle,
ce choix est justifie´ par rapport aux autres ondelettes me`res car la valeur de Q utilise´e est assez e´leve´e
(Q = 6− 10). Une proposition de calcul nume´rique de Cψ pour l’ondelette me`re de Morlet a e´te´ donne´e par
Stazewski au voisinage de la fre´quence centrale.
7.6 Validation de la me´thode
La proce´dure de´crite ci-dessus sera applique´e aux diffe´rents tests de validation tant sur des si-
gnaux nume´riques simule´s a` l’aide de la me´thode des e´le´ments finis que sur des signaux expe´rimentaux.
Les signaux nume´riques sont ge´ne´re´s a` l’aide du code de calcul par e´le´ments finis CESAR. Les si-
gnaux expe´rimentaux sont re´alise´s au LCPC Nantes. Ils sont fournis par O. Abraham. Toutes les
descriptions de maillage, pas de calcul, impact, tests re´els ... sont pre´sente´s par Abraham et al.
dans la re´fe´rence [4]. Les tests de validation de la transformation en ondelettes ci-apre`s sont classe´s
suivant deux cate´gories : mesure d’e´paisseur des dalles et de´tection des vides.
7.6.1 Mesure d’e´paisseur des dalles en be´ton
• Signaux simule´s nume´riques par MEF : Ces signaux sont les re´ponses d’une dalle de 20cm
en be´ton, dont les caracte´ristiques physiques et me´caniques sont donne´es dans le tableau 7.2. Elle
est soumise a` diffe´rents impacts de forme Ricker (deuxie`me de´rive´e de la fonction Gaussienne).
La vitesse de l’onde P est e´gale a` vp = 4470m/s.
Tableau 7.2. Les caracte´ristiques des tests simule´s
source 10kHz 15kHz 20kHz 25kHz 30kHz 35kHz
masse volumique ρ 2400(kg/m3)
module d’Young E 4.2× 1010(Pa)
coefficient de Poisson ν 0.22
La figure 7.6 donne les repre´sentations e´nerge´tiques de deux exemples en comple´ment de la trans-
formation de Fourier et du signal temporel. On trace aussi sur la figure, la fre´quence instantane´e
dont l’e´nergie est la plus e´leve´e. Ces figures permettent une bonne explication du phe´nome`ne
physique. Au de´but, l’e´nergie du signal est domine´e par la fre´quence centrale de la source (l’onde
R) et puis les allers-retours de l’onde P dominent [101]. Cette remarque est observe´e clairement
sur le plan temps-fre´quence de la figure 7.6 dont la fre´quence instantane´e d’e´nergie dominante
correspond a` la courbe bleue aux marqueurs ronds. La fre´quence fe est ensuite calcule´e d’une
part par la moyenne sur la partie stable de l’areˆte et d’autre part par le pic correspondant de
la TF. Notons que la partie stable de l’areˆte est ve´rifie´e par la valeur faible de la de´rive´e. Les
re´sultats montrent bien que la pre´cision donne´e par TF est meilleure que celle de TO puisque
la pre´cision en fre´quence de la TF est e´videmment meilleure que celle de la TO. Toutefois, on
a bien choisi le pic graˆce a` la TO. L’estimation d’e´paisseur a` partir des fre´quences obtenues est
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Figure 7.6. Repre´sentation e´nerge´tique en comple´ment de la fre´quence d’e´nergie dominante du si-
gnal simule´. En haut : source de 10kHz, en bas : source de 20kHz. Signaux nume´riques
pour la dalle de 20 cm d’e´paisseur.
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donne´e au tableau 7.3. Les erreurs relatives pour la TF et pour la TO sont respectivement de
l’ordre de 1.95% et 4.3%.
Tableau 7.3. Comparaison des re´sultats donne´s par TF et TO
source TF e´paisseur e´value´e erreur TO e´paisseur e´value´e erreur
(kHz) (kHz) e˜(cm) % (kHz) e˜(cm) %
10 10.742 20.39 1.95 10.667 20.53 2.65
15 10.742 20.39 1.95 10.497 20.87 4.35
20 10.742 20.39 1.95 10.496 20.87 4.35
25 10.742 20.39 1.95 10.498 20.86 4.30
30 10.742 20.39 1.95 10.500 20.86 4.30
35 10.742 20.39 1.95 10.510 20.86 4.30
• Signaux expe´rimentaux : Les re´ponses expe´rimentales sont enregistre´es sur une dalle de 35cm
d’e´paisseur. Cette dalle est soumise a` plusieurs impacts ge´ne´re´s a` l’aide des billes. La figure 7.7
pre´sente un test avec la bille G. De fac¸on similaire aux signaux nume´riques, la repre´sentation
e´nerge´tique temps-fre´quence en comple´ment de la TF et du signal temporel est trace´e. Toutefois,
en pre´sence de plusieurs pics sur la repre´sentation de TF, il est tre`s difficile de de´terminer
la fre´quence fe. La repre´sentation e´nerge´tique avec la fre´quence d’e´nergie dominante est aussi
ambigue¨ a` cause du bruit ambiant. On utilise dans ce cas l’efficacite´ de l’algorithme “crazy
climbers” de´crit a` la section 4.4.2 pour de´terminer l’areˆte correspondant a` l’e´paisseur. Le nombre
de voyageurs est e´gal au nombre de points d’enregistrement (2048). Le recuit se passe pendant
le temps de diminution de tempe´rature de 80◦ a` 10◦. Les areˆtes sont cherche´es dans l’intervalle
de fre´quence [3000 40000] (Hz). La fre´quence correspondante a` l’areˆte d’e´paisseur est dessine´e
avec la couleur verte et les marqueurs ronds. Elle est choisie puisqu’elle varie lentement autour
d’une fre´quence et qu’elle a la plus petite valeur moyenne en fre´quence. La fre´quence moyenne
sur cette areˆte est e´gale a` 6.511 kHz et l’e´paisseur e´value´e e˜ e´gale a` 35.87 cm, soit 2.5% d’erreur
relative. Ce re´sultat est tre`s satisfaisant.
Tableau 7.4. Les fre´quences de´termine´es sur les areˆtes et e´paisseurs estime´es
Bille E F G H I J
fe (kHz) 6.581 6.719 6.511 6.412 6.310 6.031
e˜ (cm) 34.95 34.23 35.32 35.87 36.45 38.14
Afin de tester l’influence de la source i.e, le diame`tre des billes, d’autres essais ont e´te´ mene´s
sur cette dalle avec les billes : E,F,H,I,J. On constate que l’effet de la source (diame`tre de
billes) est net. Plus la bille est petite (de E a` J), plus l’e´nergie s’e´tale vers les fre´quences e´le´ve´es
et ainsi la gamme de fre´quence utile augmente. Ce phe´nome`ne ve´rifie bien la formule (7.25)
reliant la fre´quence maximale avec le diame`tre de la bille. La figure 7.8 pre´sente le re´sultat
d’un test avec la bille J avec l’intervalle de fre´quence conside´re´ [3000 80000] (Hz). La fre´quence
moyenne et l’e´paisseur e´value´e sont respectivement 6.031 kHz et 38.14 cm et ainsi l’erreur relative
est e´gale 8.97%. Ce dernier test est trivial mais utile et il permet de confirmer l’utilite´ d’un
bon choix de la source. Le tableau 7.4 donne les valeurs moyennes des areˆtes d’e´paisseurs des
tests. Conforme´ment au test pre´sente´ dans la re´fe´rence [4], la vitesse de l’onde P est e´gale a`
vp = 4600(m/s). Les e´paisseurs e´value´es sont de´duites et donne´es dans le tableau 7.4. Le re´sultat
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Figure 7.7. Dalle de 35 cm teste´e avec bille G. En haut : repre´sentation e´nerge´tique avec fre´quence
d’e´nergie dominante, en bas : areˆtes de´termine´es par l’algorithme “crazy climbers”
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Figure 7.8. Dalle de 35 cm teste´e avec bille J. En haut : repre´sentation e´nerge´tique avec fre´quence
d’e´nergie dominante, en bas : areˆtes de´termine´es par l’algorithme “crazy climbers”
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estime´ sur dalle 35 cm est bon sauf le cas des billes I et J.
Remarque 7.6.1 (Point de coupure)
On peut aussi de´terminer approximativement le moment a` partir duquel l’onde R n’est plus dominante en
se basant sur la courbe d’e´nergie maximale au point de saut en fre´quence e´leve´e. Ainsi, l’application de la
technique de feneˆtrage est valable et rend visible les informations importantes. Cette solution alternative
est pre´sente´e dans la re´fe´rence [3].
7.6.2 De´tection de cavite´s
La me´thode impact-e´cho sert aussi a` de´tecter la pre´sence de cavite´s. La figure 7.9 donne une
synthe`se de cette me´thode quant a` la de´tection de vides dans les gaines de pre´contrainte. Le
de´placement du pic de re´sonance d’e´paisseur signifie qu’un vide peut exister dans la dalle. Comme
nous l’avons mentionne´ pre´ce´demment, la de´tection de vides de petite taille et de faible profondeur
est difficile car la source doit avoir une gamme de fre´quence e´leve´e. L’e´nergie dans la gamme de
fre´quence qui correspond a` la profondeur du trou est souvent faible et se dissipe vite. Dans cette
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Figure 7.9. Signe de pre´sence de cavite´
section, on va aussi utiliser l’analyse temps-fre´quence avec les informations supple´mentaires de
temps i.e, la domination de l’e´nergie de la source au de´but puis, celle des aller-retours de l’onde P
et l’algorithme “crazy climbers” pour de´tecter plusieurs areˆtes correspondant a` la profondeur du
vide et a` l’e´paisseur de la dalle dans les signaux expe´rimentaux.
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Avant de commencer la validation de la proce´dure, il est utile de rappeler le principe de choix
des areˆtes importantes, particulie`rement le choix de l’areˆte correspondant a` la fre´quence fd. L’areˆte
correspond a` la fre´quence f ′e est choisie de la meˆme manie`re que le cas de fre´quence d’e´paisseur fe.
L’areˆte estime´e f˜d de fd est de´termine´e dans un intervalle qui est re´gis par les conditions suivantes :
◦ La profondeur du tube peut varier de ±2 cm par rapport a` la valeur de dimensionnement, donc
dmin=d-2 (cm) et dmax=d+2 (cm)
◦ La vitesse est calibre´e avec 5% d’incertitude, soit vpmin = 0.95vp et vpmax = 1.05vp.
D’ou`, on peut de´duire fdmin et fdmax . L’areˆte fd est cherche´e dans l’intervalle [fdmin , fdmax ] et elle
doit aussi satisfaire la condition de variation lente en fre´quence.
• Signaux simule´s nume´riques par MEF : Ils sont les re´ponses d’une dalle de 20cm soumise a`
diffe´rents impacts. Les meˆmes caracte´ristiques que pre´ce´demment sont retenues (tableau 7.2) et
un trou de diame`tre D de 6cm et de profondeur d de 10 cm est introduit. Diffe´rentes fre´quences
centrales pour les impacts sont aussi applique´es. Comme nous avons besoin ici de de´terminer plu-
sieurs fre´quences, la repre´sentation e´nerge´tique en temps-fre´quence avec la fre´quence d’e´nergie
dominante n’est plus suffisante. Elle ne donne que la pre´se´lection de la fre´quence centrale de
source, donc le recours aux algorithmes maximums locaux, ou recuit simule´ est ne´cessaire.
Puisque notre analyse sera applique´e aux signaux re´els, on choisit ici l’algorithme “crazy clim-
bers”.
La figure 7.10 pre´sente le traitement par TO d’un test simule´ avec l’impact de fre´quence centrale
de 20 kHz. La figure 7.10 donne aussi des areˆtes trouve´es a` l’aide de l’algorithme propose´. La
ligne verte avec marqueurs ronds est l’areˆte correspondant a` la fre´quence f ′e puisqu’elle est assez
lisse et a la plus petite valeur en fre´quence. Dans cet exemple, on voit bien la source de 20 kHz
au de´but. La ligne violette avec marqueurs triangulaires correspondant aux fre´quences f˜d. Elle
est trouve´e dans un intervalle suivant le principe pre´ce´demment mentionne´, soit 17.694 kHz ≤
f˜d ≤ 29.334 kHz. Les re´sultats de f ′e et f˜d de tous les tests, apre`s avoir enleve´ l’effet de bords,
sont donne´s dans le tableau 7.5.
Tableau 7.5. Les re´sultats extraits du test simule´
Source E´paisseur Vide
(kHz) f ′e(kHz) f˜d(kHz)
10 8.304 o
15 8.433 20.748
20 8.401 21.562
25 8.331 21.872
30 8.406 21.916
35 o 22.005
A noter que les valeurs the´oriques sont successivement fe = 11.175 (kHz) et fd = 22.350 (kHz).
On constate que ces re´sultats s’accordent bien avec la pre´diction illustre´e sur la figure 7.9. On
observe le de´placement de la fre´quence fe vers la fre´quence f
′
e et on de´tecte de la fre´quence du
trou fd. Le caracte`re “o” dans le tableau, signifie que la de´tection n’est pas re´ussie. Ces re´sultats
ont aussi montre´ qu’il est ne´cessaire d’avoir une source convenable pour la de´tection des vides.
• Signaux expe´rimentaux : Trois se´ries de test T1, T2, T3 ont e´te´ mene´s sur des dalles
contenant le tube de diame`tres diffe´rents et mis a` diffe´rentes profondeurs. Ces parame`tres des
trous relatifs aux dalles sont donne´s dans la tableau 7.6. La valeur de la vitesse vp est e´gale a`
4600(m/s).
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Tableau 7.6. Les caracte´ristiques des tests expe´rimentaux
test e´paisseur diame`tre du trou Vide
(cm) fe (kHz) D(cm) d(cm) fd (kHz)
T1 20 11.500 8.0 7.5 30.667
T2 35 6.571 12.5 11.5 20.000
T3 35 6.571 12.5 7.0 32.857
Les re´ponses des dalles aux billes I,J ont e´te´ enregistre´es et traite´es par la TF et TO. Ces signaux
expe´rimentaux ne sont pas faciles a` exploiter avec la TF a` cause de plusieurs pics.
La repre´sentation temps-fre´quence avec la fre´quence d’e´nergie dominante donne seulement des
informations sur la pre´sence de la source au de´but. Quant a` la de´termination des fre´quences f ′e
et f˜d, on va utiliser l’algorithme recuit simule´ comme les cas de signaux simule´s pre´ce´dents. Les
figures 7.11 et 7.12 donnent des exemples de traitement du signal de test T1 avec deux billes I
et J. La courbe verte avec les marqueurs ronds de´signe l’areˆte d’e´paisseur puisqu’elle est stable
et qu’elle a la fre´quence la plus faible parmi les areˆtes retenues. La courbe violette avec les
marqueurs triangulaires de´signe l’areˆte du trou. Elle est choisie dans l’intervalle [23.000 43.909]
kHz. Dans cet intervalle, on voit trois courbes, mais une seule courbe stable correspondant a` la
profondeur du trou est retenue. De plus, elle ne change pas quand on change quand l’excitation
(bille I et bille J) change. Les valeurs de fre´quences des tests sont pre´sente´es dans le tableau
7.7. Ces re´sultats sont proches des valeurs exactes. Les caracte`res “o” dans le tableau de´signent
l’e´chec de l’algorithme applique´ au test afin de trouver la fre´quence correspondante puisque les
areˆtes dans l’intervalle en question ne sont pas stables.
Afin de tester l’influence de la source, d’autres billes plus grande (i.e plus basse fre´quence) ont
e´te´ utilise´es, mais les re´sultats ne sont pas satisfaisants en valeurs des fre´quences f˜d. On retrouve
ici la meˆme conclusion en ce qui concerne la gamme de fre´quence qu’une bille d’un diame`tre fixe´
peut exciter. Plus la bille est petite, plus la valeur de fmax de la gamme effective est e´leve´e et
ainsi la de´tectablilite´ des cavite´s est e´leve´e. Les re´sultats obtenus montre bien qu’un seul outil
puissant de traitement du signal ne suffit pas. Il faut bien le combiner avec le choix correct des
mate´riels des tests impact-e´cho.
Tableau 7.7. Les re´sultats des tests expe´rimentaux
Test
Bille T1 T2 T3
f ′e (kHz) f˜d (kHz) f ′e (kHz) f˜d (kHz) f ′e(kHz) f˜d(kHz)
I 10.078 31.151 o 19.466 4.666 33.416
J 11.366 30.364 o o 4.857 32.985
Finalement, on insiste sur la robustesse de l’algorithme recuit simule´ applique´ a` la densite´ locale
spectrale E˜(t, ω) pour de´tecter les multi-areˆtes sur les signaux expe´rimentaux puisque les signaux
traite´s dans cette the`se ont e´te´ choisis tout a` fait ale´atoirement parmi les signaux enregistre´s.
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Figure 7.10. Signaux impact-e´cho simule´s de la dalle de 20 cm. En haut : repre´sentation
e´nerge´tique, en bas : les areˆtes de´termine´es par l’algorithme “crazy climbers”. Cas
de fre´quence centrale de source e´gale a` 20 kHz.
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Figure 7.11. Signal expe´rimental du test T1 (tableau 7.6). En haut : repre´sentation e´nerge´tique,
en bas : areˆtes de´termine´es par l’algorithme “crazy climbers”. Cas de la bille I.
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Figure 7.12. Signal expe´rimental du test T1 (tableau 7.6). En haut : repre´sentation e´nerge´tique,
en bas : areˆtes de´termine´es par l’algorithme “crazy climbers”. Cas de la bille J.
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7.7 Conclusion
Une ame´lioration de la me´thode impact-e´cho par la TO a e´te´ pre´sente´e dans ce chapitre.
Elle repose sur une analyse the´orique et est suivie par des propositions et des de´marches pratiques.
Cette ame´lioration a e´te´ valide´e en l’appliquant a` plusieurs cas possibles : dalles sans cavite´s, dalles
avec cavite´s, signaux simule´s, signaux expe´rimentaux. Une bonne compre´hension du phe´nome`ne
physique est possible graˆce au plan temps-fre´quence. L’algorithme “crazy climbers”a e´te´ mis en
oeuvre et montre qu’il est efficace, particulie`rement sur les signaux expe´rimentaux. Les re´sultats
obtenus sont prometteurs et permettent de conclure que la TO est un outil utile pour la me´thode
impact-e´cho qu’elle soit utilise´e inde´pendamment ou en comple´ment avec la TF. L’utilisation de
la TO sur les signaux expe´rimentaux est par conse´quent tre`s recommande´e.
Conclusions & Perspectives
Conclusions
Certaines me´thodes d’auscultation dynamique des structures ont e´te´ e´tudie´es en utilisant
la transformation en ondelettes continue. La transformation en ondelettes intervient lors de la
repre´sentation des signaux et elle va faciliter dans une e´tape suivante, l’identification parame´trique.
Dans cette the`se, on a aborde´ ces deux e´tapes afin d’aboutir a` des proce´dures d’identification per-
formantes.
Une analyse de´taille´e sur la transformation en ondelettes continue a e´te´ examine´e au point
de vue analytique et nume´rique. D’un point de vue analytique, une relation entre la TO du
de´placement, de la vitesse et de l’acce´le´ration est e´tablie. Une discussion sur les ondelettes me`res
couramment utilise´es a e´te´ faite afin de choisir les ondelettes me`res les plus adapte´es a` l’identifica-
tion modale des structures vibrantes. Le facteur Q a e´te´ choisi pour caracte´riser la transformation
en ondelettes et e´valuer la performance de l’ondelette me`re. Deux ondelettes ont e´te´ retenues :
l’ondelette de Morlet et l’ondelette de Cauchy. On a de´montre´ que ces deux ondelettes ont un
comportement asymptotique identique lorsque Q tend vers l’infini. D’un point de vue nume´rique,
quatre me´thodes de calcul nume´rique de la transformation en ondelettes ont e´te´ examine´es et com-
pare´es, ce qui permet de se´lectionner deux me´thodes dont le couˆt de calcul est faible : l’algorithme
de convolution et l’algorithme la transformation de Fourier rapide. Le calcul nume´rique a montre´
qu’il existe une zone dans le plan temps-fre´quence ou` la transformation en ondelettes est biaise´e
a` cause de la dure´e finie du signal et de l’e´chantillonnage. Un domaine D a e´te´ propose´ et les
exemples ont montre´ la validite´ de cette proposition. Le proble`me difficile du choix des parame`tres
des ondelettes me`res a e´te´ re´solu en proposant un intervalle de variation pour Q. Finalement,
avec un choix de Q, un domaine D de´termine´, l’outil de la transformation en ondelettes est preˆt
pour l’e´tape d’identification avec diffe´rents algorithmes d’extraction des informations a` partir de
transforme´es en ondelettes.
L’identification modale d’un syste`me me´canique line´aire a e´te´ traite´e avec la re´ponse libre.
Plusieurs me´thodes d’identification des parame`tres ont e´te´ propose´es en utilisant les proprie´te´s
potentielles de la transforme´e en ondelettes. Deux mode`les d’amortissement ont e´te´ pris en compte :
amortissement proportionnel et amortissement non-proportionnel. Une proce´dure d’identification
a e´te´ e´tablie.
L’identification des parame`tres d’un syste`me me´canique non-line´aire est e´tudie´e. Elle repose
sur l’hypothe`se d’une non-line´arite´ de rigidite´ : la fre´quence varie en fonction de l’amplitude du
de´placement. Les e´tudes de diffe´rents oscillateurs non-line´aires sont faites et de´montrent que l’ana-
lyse en ondelettes convient bien a` l’identification de non-line´arite´. Des tests re´els ont e´te´ re´alise´s sur
deux syste`mes de non-line´arite´s diffe´rentes : non-line´arite´ de Duffing et non-line´arite´ biline´aire. En
combinant le choix des parame`tres des ondelettes me`res et le domaine D, une proce´dure d’iden-
tification de non-line´arite´ est mise au point. Quatre indicateurs instantane´s du comportement
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vibratoire d’un syste`me me´canique non-line´aire sont aussi propose´s.
L’ame´lioration de la me´thode impact-echo a e´te´ re´alise´e a` l’aide de la repre´sentation e´nerge´tique
de la transforme´e en ondelettes. Dans le cas d’ambigu¨ıte´, un algorithme robuste : “crazy climbers”
est applique´ et donne des re´sultats exploitables.
Toutes ces analyses ont e´te´ programme´es sous MATLAB et permettent de traiter automatique-
ment les proble`mes d’auscultation des structures de´crites ci-dessus.
Perspectives
L’application de l’analyse temps-fre´quence a` l’auscultation des structures par vibration est tre`s
inte´ressante. Pour la suite, il sera utile de de´velopper dans cette optique, les autres proprie´te´s
de la transformation en ondelettes, particulie`rement dans le cas de signaux mesure´s tre`s bruite´s.
Une proce´dure comprenant la reconstruction des signaux a` partir du squelette et une e´tape de
“denoising” est a` conside´rer.
Les parame`tres du comportement des syste`mes line´aires peuvent eˆtre identifie´s par plusieurs
techniques qui visent a` de´terminer les fre´quences, les taux d’amortissement et les de´forme´es mo-
dales. Toutefois, on ne traite ici que la re´ponse temporelle de la structure dont l’entre´e a un
rapport du signal sur bruit assez important. La proce´dure devra eˆtre modifie´e dans les autres cas,
par exemple pour l’excitation ambiante, il faut passer le signal par une e´tape pre´liminaire afin
d’obtenir la re´ponse libre du syste`me avant d’appliquer la proce´dure de´crite dans la the`se, par
exemple, par la me´thode du de´cre´ment ale´atoire. Par ailleurs, une combinaison des re´sultats sur
les diffe´rents capteurs pourrait eˆtre un sujet inte´ressant. La moyenne ponde´re´e est une solution
envisageable.
L’identification des syste`mes non-line´aires ne´cessite la solution analytique du mode`le utilise´,
mais sa connaissance n’est pas toujours imme´diate. Il est donc, important d’e´tudier les mode`les
approprie´s et de de´terminer leurs solutions analytiques pour chaque cas concret.
L’ame´lioration de la me´thode impact-e´cho peut eˆtre approfondie en utilisant la proce´dure pro-
pose´e sur une campagne d’essais pour une e´tude parame´trique. Cela permettrait de tracer une
courbe fiable de de´tectabilite´ des cavite´s dans les dalles en be´ton.
Finalement, il serait tre`s opportun d’inse´rer ces programmes dans les logiciels d’application aux
essais re´els de vibration. Ce nouvel outil qui serait teste´ a` grande e´chelle, permettrait une analyse
modale expe´rimentale fiable.
Annexes
Annexe A
Ondelettes me`res
Cette annexe donne des remarques sur deux ondelettes utilise´es dans la the`se : Ondelette Morlet
et Ondelette Cauchy.
Localisation des ondelettes
Soit une fonction d’e´nergie finie f(t), on dit que la fonction est bien localise´e si elle pre´sente
un comportement de de´croissance loin d’une valeur fixe´e, t0 par exemple.
Si |f(t)| ≤ K 1
(1 + (t− t0)2)N2
, t ∈ R (A.1)
pour quelques constantes positives K et N , f(t) est qualifie´e polynomialement localise´e en t0. De
meˆme,
Si |f(t)| ≤ Ke−α|t−t0|, t ∈ R (A.2)
pour quelques constantes positives K et α, f(t) est alors qualifie´e exponentiellement localise´e en
t0. Dans le domaine de fre´quence, la localisation est estime´e de manie`re analogue.
• Ondelette de Morlet :
◦ Domaine temporel : ψ(t) = e− t
2
2 eiβt
|ψ(t)| = e t
2
2 = e−
(t−0)2
2 ≤ Ke−α|t−0| (A.3)
pour quelques valeurs de K et α positives, par exemple : K = 1 et α = 12 quand t est loin de
0. Ainsi, l´ondelette de Morlet est exponentiellement localise´e en temps (t0 = 0).
◦ Domaine frequentiel : ψˆ(ω) = √2pie− (ω−β)
2
2
Il est inte´ressant de normer la fonction ψˆ(ω) et il est e´vident que la normalisation ne change
pas le comportement de la fonction analysante. On choisi la norme infinie, i.e :
ψˆ(ω)∞ =
ψˆ(ω)
max(|ψˆ(ω)|) = e
− (ω−β)2
2 (A.4)
De fac¸on similaire, on arrive a` la conclusion : l´ondelette de Morlet est exponentienllement
localise´e en fre´quence (ω0 = β)
• Ondelette de Cauchy :
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◦ Domaine temporel : ψ(t) =
(
i
t+i
)n+1
=
[
1√
t2+1
]n+1
ei(n+1) arctan(t)
|ψ(t)| =
[
1√
t2 + 1
]n+1
=
1
[1 + (t− 0)2]n+12
(A.5)
Ainsi, l´ondelette de Cauchy est polynomialement localise´e en temps (t0 = 0).
◦ Domaine fre´quentiel : ψˆ(ω) = 2piωne−ωn! H(ω)
Comme max(|ψˆ(ω)|) = ψˆ(n) d’ou` : ψˆ(ω)∞ =
(
ω
n
)n
e−(ω−n)H(ω). Le comportement de cette
fonction est examine´ suivant deux coˆte´s diffe´rents de ω0 = n.
* Pour ω ≥ ω0 = n,
On va de´montrer que ∃K,α positives tel que
|ψˆ(ω)|∞ =
(ω
n
)n
e−(ω−n)H(ω) =
(
1 +
ω − n
n
)n
e−(ω−n) ≤ Ke−α(ω−n) ∀ω ≥ n (A.6)
Posons, X = ω − n, la relation (A.6) est e´quivalente a` :(
1 +
X
n
)n
e−X ≤ Ke−αX ∀X ≥ 0 (A.7)
On proce`de la de´monstration comme suit : choisir une valeur de α ∈ (0, 1) et de´montrer
∃X0(α, n), ∀X ≥ X0 :
(
1 +
X
n
)n
e−X ≤ e−αX (A.8)
et la valeur de K est prise en combinant avec la connaissance de l’ine´quation (A.8) dans l’inter-
valle [0, X0], par exemple K = max
(
1,max
((
1 +
X
n
)n
e−(1−α)X , avec X ∈ [0, X0]
))
.
Ainsi, il reste a` de´montrer (A.8). Un choix possible de X0 : X0 = max
(
(n+ 1), (n+2)!
(1−α)n+2
)
.
D’une part, (
1 +
X
n
)n
< (n+ 1)Xn < Xn+1 puisque X > (n+ 1). (A.9)
D’autre part,
e(1−α)(X) ≥ (1− α)
n+2X
(n+ 2)!
Xn+1 ≥ Xn+1 puisque X > (n+ 2)!
(1− α)n+2 (A.10)
D’ou` : e(1−α)(X) ≥ (1 + Xn )n ∀X ≥ X0 (cqfd). L’ondelette de Cauchy est exponentiellement
localise´e a` droite en fre´quence quand ω tend vers +∞, ω0 = n,
* Pour ω ≤ n : comme |ψˆ(ω)|∞ =
(
ω
n
)n
e−(ω−n)H(ω), donc |ψˆ(ω)|∞ est nulle quand ω ≤ 0. il
est encore inte´ressant de voir le comportement de |ψˆ(ω)|∞ quand 0 ≤ ω ≤ n. D’une part,
(
ω
n
)n =
(
1 +
ω − n
n
)n
=
(
1− n− ω
n
)n
≤ 1(
1 + n−ωn
)n ≤ nn
(1 + (n− ω)2))n2 (A.11)
D´autre part, e−(ω−n) est borne´e, i.e, e−(ω−n) ≤ en. Alors,
|ψˆ(ω)|∞ ≤ e
nnn
(1 + (n− ω)2))n2 =
K
(1 + (ω − n)2))N (A.12)
Ainsi, L´ondelette de Cauchy est polynomialement localise´e a` gauche en fre´quence, ω0 = n
avec K = ennn et N = n2 .
Annexe sur ondelettes me`res 147
Supports des ondelettes
On suppose que les supports sont nume´riquement admissibles et valent
Iψ = [tψ − ct∆tψ, tψ + ct∆tψ] en temps (A.13)
Iψˆ = [ωψ − cf∆ωψ, ωψ + cf∆ωψ] en fre´quence (A.14)
Les re´sultats d´investigation sont pre´sente´s ci-dessous.
• Ondelette de Morlet :
◦ Domaine temporel :
En sachant que tψ = 0 et ∆tψ =
1√
2
, nous essayons d´e´valuer le rapport : rψ =
|ψ(tψ+ct∆t)|
|ψ(tψ)| .
Alors |ψ(tψ)| = 1 et |ψ(tψ + ct∆tψ)| = e−
c2t
4 , et par conse´quent,
rψ =
|ψ(tψ + ct∆t)|
|ψ(tψ)| = e
− c
2
t
4 (A.15)
◦ Domaine frequentiel :
ωψ = β et ∆ωψ =
1√
2
. En remplac¸ant, |ψˆ(ωψ)| = 1, et |ψˆ(ωψ + cf∆ωψ)| = e−
c2
f
4 . Finalement,
rψˆ =
|ψˆ(ωψ + cf∆ωψ)|
|ψˆ(ωψ)|
= e−
c2
f
4 (A.16)
• Ondelette de Cauchy :
◦ Domaine temporel :
Suivant le meˆme raisonnement que le cas pre´ce´dent, tψ = 0 et ∆tψ =
1√
2n−1 , ainsi, |ψ(tψ)| = 1
et |ψ(tψ + ct∆tψ)| =
 1
c2t
2n−1 + 1

n+1
2
=
1[
c2t
2n−1 + 1
]n+1
2
. Le rapport rψ est
rψ =
|ψ(tψ + ct∆tψ)|
|ψ(tψ)| =
1[
1 +
c2t
2n−1
]n+1
2
(A.17)
Quand n tend vers +∞ (i.e Q tend vers +∞), on a la limite
lim
n→+∞
1[
1 +
c2t
2n−1
]n+1
2
= lim
n→+∞
1
[
1 + 12n−1
c2
t
] 2n−1
c2
t

c2
t
4 [
1 +
c2t
2n−1
] 3
4
= e−
c2t
4 (A.18)
Finalement,
lim
n→+∞ rψ = limn→+∞
|ψ(tψ + ct∆t)|
|ψ(tψ)| = e
− c
2
t
4 (A.19)
◦ Domaine frequentiel :
ψˆ(ω) = 2piω
ne−ω
n! H(ω), donc le rapport : rψˆ =
|ψˆ(ωψ + cf∆ωψ)|
|ψˆ(ωψ)|
=
(
ωψ + cf∆ωψ
ωψ
)n
e−cf∆ωψ
Pour l’ondelette Cauchy : ωψ = n+
1
2 et ∆ωψ =
√
2n+1
2 . En remplac¸ant ces valeurs, on obtient
rψˆ =
[(
1 + cf
1√
2n+ 1
)− 2n+1
cf
e
√
2n+1
]− cf
2
︸ ︷︷ ︸
G1
(
1 + cf
1√
2n+ 1
)− 1
2
︸ ︷︷ ︸
G2
(A.20)
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Comme lim
n→+∞G2 = 0, d’ou`
lim
n→+∞ rψˆ = limn→+∞G1 = limn→+∞

(
1 + cf
1√
2n+ 1
)− 2n+1
cf
e
√
2n+1︸ ︷︷ ︸
G3

− cf
2
=
=
(
lim
n→+∞G3
)− cf
2
(A.21)
Posons : X =
√
2n+ 1, n → +∞ correspond a` X → +∞. Ainsi, on re-e´crit G3 = eX(
1+
cf
X
)X2
cf
.
En posant de nouveau,
G4 = ln(G3) = X − X
2
cf
ln
(
1 +
cf
X
)
(A.22)
lim
X→+∞
G4 = lim
X→+∞
[
X − X
2
cf
(
cf
X
− 1
2
(cf
X
)2
+ o
(cf
X
)3)]
=
cf
2
(A.23)
donc,
lim
X→+∞
G3 = e
cf
2
et
lim
n→+∞G1 = e
− c
2
f
4
Finalement,
lim
n→+∞ rψˆ = limn→+∞
|ψˆ(ωψ + cf∆ωψ)|
|ψˆ(ωψ)|
= e−
c2
f
4 (A.24)
Ondelettes en norme L1 et L2
• Ondelette de Morlet : ψ(t) = e− t
2
2 eiβt.
◦ en L1
‖ψ(t)‖L1 =
∫ +∞
−∞
|ψ(t)|dt =
∫ +∞
−∞
e−
t2
2 dt =
√
2pi (A.25)
◦ en L2
‖ψ(t)‖L2 =
∫ +∞
−∞
|ψ(t)|2dt =
∫ +∞
−∞
e−t
2
dt =
√
pi (A.26)
• Ondelette de Cauchy : ψ(t) =
[
1√
t2+1
]n+1
ei(n+1) arctan(t)
◦ en L1
‖ψ(t)‖L1 =
∫ +∞
−∞
|ψ(t)|dt =
∫ +∞
−∞
[
1√
t2 + 1
]n+1
dt = 2
∫ +∞
0
[
1√
t2 + 1
]n+1
dt (A.27)
posons : t = tan θ, ainsi 0 ≤ θ ≤ pi2
‖ψ(t)‖L1 = 2
∫ pi
2
0
cos(n−1) θdθ︸ ︷︷ ︸
In
(A.28)
Annexe sur ondelettes me`res 149
* Si n = 1, ‖ψ(t)‖L1 = pi.
* Si n = 2, ‖ψ(t)‖L1 = 2.
* Si n ≥ 3
In =
∫ pi
2
0
cos(n−1) θdθ =
∫ pi
2
0
cos(n−2) θd(sin θ)
= cos(n−2) θ sin θ
∣∣∣pi2
0
+ (n− 2)
∫ pi
2
0
sin2 θ cos(n−3) θdθ
= (n− 2)
∫ pi
2
0
(1− cos2 θ) cos(n−3) θdθ = (n− 2)In−2 − (n− 2)In (A.29)
Ainsi, In =
n−2
n−1In−2.
- Si n est impaire : In =
(n−2)×(n−4)....3×1
(n−1)×(n−3)...4×2 I1 =
(n−2)!!
(n−1)!!
pi
2
- Si n est paire : In =
(n−2)×(n−4)....4×2
(n−1)×(n−3)...5×3 I2 =
(n−2)!!
(n−1)!!
Finalement,
‖ψ(t)‖L1 =
(n− 2)!!
(n− 1)!!pi si n est impaire
‖ψ(t)‖L1 = 2
(n− 2)!!
(n− 1)!! si n est paire.
◦ en L2
De fac¸on analogue, on peut facilement avoir :
‖ψ(t)‖L2 =
(2n)!
(2nn!)2
pi (A.30)
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Annexe B
Signal analytique
Soit deux signaux causaux : u1(t) = e
−ωjξjteiωj
√
1−ξ2j t et u2(t) = e−ωjξjte
−iωj
√
1−ξ2j t. L’approxi-
mation du signal analytique associe´ donne´e par (5.49) et (5.50) :
A[u1] = A[e
−ωjξjteiωj
√
1−ξ2j t] ≈ 2e−ωjξjteiωj
√
1−ξ2j t = 2u1(t) (B.1)
A[u2] = A[e
−ωjξjte−iωj
√
1−ξ2j t] ≈ 0 (B.2)
On essaie d’estimer la qualite´ de ces approximations. Sachant que le signal analytique Zu(t) d’un
signal u(t) peut eˆtre calcule´ par
Zu(t) =
1
2pi
∫ +∞
−∞
2uˆ(ω)H(ω)eiωtdω (B.3)
• Premie`re approximation : A[u1](t) = A[e−ωjξjteiωj
√
1−ξ2j t] ≈ 2e−ωjξjteiωj
√
1−ξ2j t = 2u1(t)
Comme, uˆ1(ω) =
1√
(ω − ωj
√
1− ξ2j )2 + (ωjξj)2
e
−i arctan(ω−ωj
√
1−ξ2
j
ωjξj
)
et ainsi,
Zu1(t) =
1
2pi
∫ +∞
−∞
2uˆ1(ω)H(ω)e
iωtdω (B.4)
L’e´nergie de la diffe´rence entre le signal analytique approche´ A[u1] et le signal analytique exact
Zu1(t) est ∆E,
∆E =
∫ +∞
−∞
|Zu1(t)− 2u1(t)|2dt =
1
2pi
∫ +∞
−∞
|2uˆ1(ω)H(ω)− 2uˆ1(ω)|2dω = 2
pi
∫ 0
−∞
|uˆ1(ω)|2dω
(B.5)
En remplac¸ant, on obtient
∆E =
2
pi
∫ 0
−∞
|uˆ1(ω)|2dω = 2
pi
∫ 0
−∞
1
(ω − ωj
√
1− ξ2j )2 + (ωjξj)2
dω
=
2
pi
1
ωjξj
(
pi
2
− arctan(
√
1− ξ2j
ξj
)) (B.6)
et lim
ξ→0
∆E =
2
pi
1
ωj
.
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L’e´nergie totale du signal peut facilement se calculer : E =
1
2ωjξj
et ainsi, le rapport
∆E
E
=
4(pi2 − arctan(
√
1−ξ2j
ξj
)
pi
(B.7)
et lim
ξ→0
∆E
E
= 0.
• Deuxie`me approximation : A[s2](t) ≈ 0
Partons de la remarque : Sˆ2(ω) =
1√
(ω + ωj
√
1− ξ2j )2 + (ωjξj)2
e
−i arctan(ω+ωj
√
1−ξ2
j
ωjξj
)
, on obtient,
∆E =
1
pi
∫ +∞
0
|Sˆ2(ω)|2dω = 2
pi
1
ωjξj
(
pi
2
− arctan(
√
1− ξ2j
ξj
)) (B.8)
et finalement, on peut retrouver le meˆme re´sultat : lim
ξ→0
∆E
E
= 0.
En conclusion, quand l’amortissement ξ est faible, les approximations donnent des re´sultats satis-
faisants.

Annexe C
Oscillateur biline´aire
Conside´rons la vibration libre d’un oscillateur conservatif, biline´aire
mu¨+ S(u) = 0 (C.1)
k1
Ac
k2
u
F (u)
u
u
u˙
h2
h1
h
−A1
A
Ac
S(u)
Figure C.1. Oscillateur biline´aire
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La masse est d’abord, suppose´e e´gale a` unite´. La pe´riode d’oscillation est calcule´e par :
T = 2
∫ A
−A1
du
[2h− 2F (u)] 12
=
√
2

∫ Ac
−A1
du
[h− F1(u)] 12︸ ︷︷ ︸
T1
+
∫ A
Ac
du
[h− F2(u)] 12︸ ︷︷ ︸
T2
 (C.2)
Sachant que F (u) =
∫ u
0 S(u)du, on obtient :
F1(u) =
∫ u
0
k1udu =
k1u
2
2
pour u ≤ Ac (C.3)
F2(u) =
∫ Ac
0
k1udu+
∫ u
Ac
[k1Ac + k2(u−Ac)]du pour u > Ac
=
k1A
2
c
2
+ k1Ac(u−Ac) + k2(u−Ac)
2
2
(C.4)
Avec l’e´nergie potentielle h,
h =
k1A
2
1
2
=
k1A
2
c
2
+ k1Ac(A−Ac) + k2(A−Ac)
2
2
(C.5)
* Pour T1
T1 =
∫ Ac
−A1
du
[h− F1(u)] 12
=
√
2
k1
arcsin
(√
k1
2h
u
)∣∣∣∣∣
Ac
−A1
=
√
2
k1
[
arcsin
(√
k1
2h
Ac
)
+
pi
2
]
(C.6)
A partir de la relation (C.5), on a :
√
k1
2h
Ac =
√√√√ k1A2c2
k1A2c
2 + k1Ac(A−Ac) + k2(A−Ac)
2
2
=
√√√√ 1
1 + 2
(
A
Ac
− 1
)
+ k2k1
(
A
Ac
− 1
)2 (C.7)
* Pour T2
T2 =
∫ A
Ac
du
[h− F2(u)] 12
=
∫ A
Ac
du[
H − k22
(
u+Ac
(
k1
k2
− 1
)2)] 12 (C.8)
ou`
H = h+
k1
2
A2c
(
k1
k2
− 1
)
=
k1A
2
c
2
+ k1Ac(A−Ac) + k2(A−Ac)
2
2
+
k1
2
A2c
(
k1
k2
− 1
)
=
1
2k2
[k1Ac + k2(A−Ac)]2 = k2
2
[
k1
k2
Ac + (A−Ac)
]2
=
k2
2
[
A+
(
k1
k2
− 1
)
Ac
]2
(C.9)
T2 =
√
2
k2
arcsin
(√
k2
2H
(
u+Ac
(
k1
k2
− 1
)))∣∣∣∣∣
A
Ac
=
√
2
k2
[
arcsin
(√
k2
2H
(
A+
(
k1
k2
− 1
)
Ac
))
− arcsin
(√
k2
2H
(
k1
k2
Ac
))]
(C.10)
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Apre`s simplification graˆce a` la relation (C.9),
T2 =
√
2
k2
pi
2
− arcsin
 1
k2
k1
(
A
Ac
− 1
)
+ 1
 (C.11)
Finalement, la pe´riode de l’oscillateur biline´aire vaut :
T =
√
2 (T1 + T2) =
pi√
k1
+
pi√
k2
+
2√
k1
arcsin
√√√√ 1
k2
k1
(
A
Ac
− 1
)2
+ 2
(
A
Ac
− 1
)
+ 1

− 2√
k2
arcsin
 1
k2
k1
(
A
Ac
− 1
)
+ 1
 (C.12)
et pour la masse m,
T =
pi√
k1
m
+
pi√
k2
m
+
2√
k1
m
arcsin
√√√√ 1
k2
k1
(
A
Ac
− 1
)2
+ 2
(
A
Ac
− 1
)
+ 1

− 2√
k2
m
arcsin
 1
k2
k1
(
A
Ac
− 1
)
+ 1
 (C.13)
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Re´sume´
AUSCULTATION DYNAMIQUE DES STRUCTURES A L’AIDE DE L’ANALYSE
CONTINUE EN ONDELETTES
On e´tudie l’application de l’analyse continue en ondelettes a` l’auscultation dynamique des struc-
tures a` partir des re´ponses transitoires sous excitations imparfaitement connues (choc, ambiante...).
L’outil nume´rique de la transformation continue en ondelettes est e´tabli. Il est fonde´ sur l’ondelette
me`re (Morlet ou Cauchy) et sur un parame`tre la caracte´risant : le facteur Q de qualite´ du filtre.
Il permet d’extraire les amplitudes et les fre´quences instantane´es contenues dans le signal. Un do-
maine du plan temps-fre´quence ou` l’effet de bords est ne´gligeable, et un encadrement de Q sont
de´termine´s. Le traitement du signal re´el module´ en amplitude et en fre´quence par l’outil propose´
facilite l’identification modale des structures (line´aires et non-line´aires) et permet une ame´lioration
de la me´thode impact-e´cho. Une proce´dure adapte´e a` chaque application est de´taille´e. Les re´sultats
obtenus a` partir des tests nume´riques et re´els montrent l’efficacite´ de la me´thode.
Mots clefs : auscultation dynamique, identification modale, transformation en ondelettes, si-
gnal asymptotique, vibration line´aire, oscillateur non-line´aire, poutre non-line´aire, me´thode impact-
e´cho.
Abstract
DYNAMICAL MONITORING OF STRUCTURES USING CONTINUOUS
WAVELET ANALYSIS
The application of the continuous wavelet analysis is proposed for the dynamical monitoring of
structures from transient responses under unknown excitations (shock, ambient ...). The numerical
tool of the continuous wavelet transform is performed. It is based on the mother wavelet (Morlet or
Cauchy) and on the quality factor Q characterizing the mother wavelet. This tool allows extracting
instantaneous amplitudes and frequencies within a signal. A domain of the time-frequency plane
where the edge effect is negligible, and bounds for Q are determined. The processing of the frequency
modulated real signal by the proposed tool facilitates the modal identification of structures (linear
and non-linear) and allows an improvement of the impact-echo method. An adapted procedure for
every application is detailed. Results obtained from numerical and real tests show the efficiency of
the method
Keywords : dynamical monitoring, modal identification, wavelet transform, asymptotic signal,
linear vibration, non-linear oscillator, non-linear beam, impact-echo method.
