We consider two parameter families of differential equations on a Banach space X, where the parameters c and ε are such that:
Introduction
Travelling waves are an important class of solutions for many types of systems which are modelled using reaction-diffusion partial differential equations [4, 6, 9, 12, 13, 14, 17, 23] , integro-differential equations [2, 15, 22] or delayed partial differential equations [3, 5, 7, 19] . In biological systems, travelling waves frequently represent electrical pulses, fronts, backs or wave trains which propagate along one-dimensional networks of excitable cells [14, 18] . They have also been observed in chemical reactions, combustion theory [24] and nonlinear optics [1] . In fact, the literature on travelling waves, both theoretical and applications, is quite extensive. We will however single out the excellent review articles by Sandstede [20] and by Xin [25] .
For nonlinear models of propagation in spatially extended systems, a common modelling hypothesis or simplifying assumption is to assume that the underlying medium of propagation of the wave is homogeneous. However, this hypothesis is seldom reasonable in many practical applications. Indeed, biological media typically contain many sources of inhomogeneity (e.g. eschemic tissue, gap junctions), which may have effects on the propagation of the wave through the medium (i.e. acceleration, deceleration, reflection, or blocking propagation) [3, 12, 17, 23, 25] . It is this interplay between inhomogeneity of the medium and the propagation properties of travelling waves which we seek to elucidate in this paper, from a model-independent point of view.
Mathematically speaking, travelling waves are typically a consequence of translationinvariance (homogeneity) of the underlying mathematical model. To illustrate this point, consider the following well-known bistable reaction-diffusion equation (see e.g. [14] )
where u(x, t) is a function of x ∈ R and t ≥ 0, and 0 < α < 1 is a real parameter. Equation (1.1) is invariant under the change of variables v(x, t) = u(x + γ, t) (1.2)
for any γ ∈ R. Using the language of group-equivariant dynamical systems [8] , we say that (1.2) defines an action of the additive group of real numbers SE(1) on a suitable space of functions, and that the right-hand side of equation (1.1) is equivariant under this action. One consequence of this symmetry property (see e.g. [8] ) is that solutions of (1.1) are mapped to other solutions by elements of the group SE (1) . A travelling wave solution to (1.1) is a solution such that its time orbit is contained in its SE(1)-orbit. Such a solution is called a relative equilibrium.
To find relative equilibria in (1.1), we assume the ansatz u(x, t) = u * (c)(x + ct), (1.3) which reduces (1.1) into an ordinary differential equation for the function u * (c)(η):
One then uses techniques from phase-plane analysis to seek values of c for which (1.4) admits a heteroclinic orbit connecting the equilibrium points u * (c), du * (c) dη = (0, 0) and
In particular, one can show [14] that
is such a heteroclinic solution to (1.4) with
Using the SE(1)-equivariance, it follows that for any γ ∈ R,
is a travelling wave solution to (1.1) for c given by (1.5). These solutions are such that u → 1 as x → ∞ and u → 0 as x → −∞, and represent a wave front which propagates from right to left when c > 0 (α < 1/2) and a wave back propagating from left to right when c < 0 (α > 1/2). Note however that when α = 1/2, we have c = 0 in (1.5), and thus (1.6) represents a one-parameter family of steady-state solutions
The above analysis of (1.1) is standard for many classes of equations which admit travelling wave solutions in homogeneous media, i.e. suppose that the travelling-wave ansatz (1.3) holds, and seek homoclinic (for pulses) or heteroclinic (for fronts and backs) solutions in a reduced equation.
Suppose now that we perturb (1.1) by introducing a small non-homogeneous term
where g(x) is some smooth (non-constant) bounded function, and 0 < ε ≪ 1 is a small parameter. Equation (1.7) no longer admits the translation symmetry of (1.1), so pure travelling wave solutions such as (1.3) are unlikely to exist. However, by continuous dependence of the solution on parameters, we expect solutions of (1.7) which are "close" (in some sense) to (1.6) for ε small enough. There are essentially two regimes in parameter space to consider: Regime I: If the computed value of c from formula (1.5) is non-zero and large relative to ε, then heuristically speaking we expect to have a solution of (1.7) which is approximately a wave front whose "propagation speed" is spatially-dependent (c(x) ≈ c), but non-vanishing on R. In other words, in this regime, we expect travelling wave solutions of (1.1) to persist as solutions of (1.7) with wave speed modulated by the heterogeneity, but the perturbation is not large enough to stop the wave from propagating along the real line.
Regime II: When c and ε are of the same order and are both small, propagation of the wave through the inhomogeneity may no longer be possible because of the possible persistence of steady states of (1.1) which may survive the perturbation in (1.7). This phenomenon is known as propagation failure, or wave blocking, and has been extensively studied in the literature for various specific models (e.g. [3, 12, 15, 17, 23, 25] ). Our point of view is that most of the above discussion which was centered around the specific example (1.1) and (1.7) does not depend qualitatively on the particular differential equation, but only on the fact that translation symmetry is broken by the addition of a small perturbation. We will thus consider a family of abstract differential equations parametrized by two parameters: c and ε. The parameter ε controls the translational symmetry-breaking, while the parameter c parametrizes the drift speed of relative equilibria (when ε = 0). Our main result will be to show that the point (c, ε) = (0, 0) in parameter space acts as an organizing center for the phenomenon of wave-blocking. Indeed, we will show that waveblocking occurs in a cone emanating from this organizing center, and that this is a universal feature for any abstract differential equation which undergoes forced translational symmetrybreaking (under certain hypotheses).
To our knowledge, the study of the phenomenon of wave-blocking using techniques from dynamical systems for reaction-diffusion equations was first undertaken in [17] . In that paper, the approach was to use a combination of comparison methods, bifurcation theory and numerical analysis to study a fixed travelling wave (c > 0) in scalar reaction-diffusion equations, and let the size of the inhomogeneity increase until a saddle-node bifurcation occurs, and the resulting equilibria block propagation. In this sense, the analysis in [17] is focussed away from the above-mentioned organizing center at (c, ε) = (0, 0). Recently, in [23] , an analysis for a specific inhomogeneous system of reaction-diffusion equations was undertaken, using a formalism which is somewhat related to the approach we present here, i.e. centering the analysis around the codimension 2 drift bifurcation. However, our approach will be general enough to include reaction-diffusion equations, as well as integro-differential equations, delay-reaction-diffusion equations, and potentially more. In [15] , an analysis of wave-blocking in a specific system of integro-differential equations for inhomogeneous neural networks was undertaken, and equations for wave-blocking were derived which are similar in spirit to the equations we will derive here for general systems.
Our approach will be to use the center-manifold theorem of Sandstede, Scheel and Wulff [21] for abstract group-equivariant evolution equations on Banach spaces as a key ingredient in our analysis. Specifically, we consider the semi-linear equation
which has SE(1)-symmetry if and only if ε = 0 (i.e. G breaks the translation symmetry). When ε = 0 this equation will admit a smooth two-dimensional invariant manifold of solutions foliated by travelling waves (relative equilibria) with drift speed c ∈ (−c 0 , c 0 ) for some c 0 > 0. Assuming normal hyperbolicity, this manifold persists when ε = 0, but the dynamics on this manifold are perturbed. In particular, the line of equilibria c = 0 for the unperturbed equation is deformed, and it is this perturbed family of equilibria which causes propagation failure when (c, ε) lies in some cone in parameter space which emanates from the point (0, 0). Our main result to this effect is Theorem 4.3. The paper is organized as follows. In section 2, we give the functional analytic groupequivariant framework for our analysis. In section 3 we consider the unperturbed (i.e. possessing full translation symmetry) differential equations, and apply the center manifold theorem of Sandstede, Scheel and Wulff [21] . The curve corresponding to zero drift speed on the center manifold will be central to the analysis of the perturbed equations, which is done in section 4 using the global parametrization near relative equilibria presented in [21] . In section 5, we briefly discuss modification of our method to study parameter-independent equations which admit families of travelling wave solutions such as the Fisher-KPP equation. We end with some concluding remarks in section 6.
Functional analytic setup and translation symmetry
Let X be a Banach space with norm || || and consider the following nonlinear differential equation on X:
where c and ε are real parameters, ε small, A : X −→ X is a sectorial densely defined closed linear operator, the functions F : X α × R −→ X and G : X α × R −→ X are C k+2 smooth for some k ≥ 1 and some α ∈ [0, 1) (see [11] ), and G is uniformly bounded on X × [0, ε 0 ] for some ε 0 > 0. Under these conditions, (2.1) generates a local semi-flow Φ t (u; ε, c) on Y := X α [11] . Now, let Γ = SE(1) denote the group of rigid translations of the real line, which is isomorphic to the additive group of real numbers. Let T : Γ −→ GL(Y ) be a faithful strongly continuous and isometric representation of Γ in the space of bounded invertible operators on Y . For a ∈ Γ, we will use the notation T a to denote T (a).
The infinitesimal generator of T is the densely defined linear operator ξ, defined by
wherever this limit exists.
Hypothesis 2.1
We make the following assumptions on the functions F and G and the operators ξ and A: 
This implies also
4)
and
where D u F and D c F denote respectively the partial Fréchet derivatives of F with respect to u and to c.
(e) The function G is not Γ-equivariant
We say that (2.1) undergoes forced translational symmetry-breaking when ε = 0, since the equation admits Γ as a symmetry group if and only if ε = 0.
Here are a few examples of applications where Hypotheses 2.1 are satisfied.
Example 2.2 Consider the following nonlinear reaction-diffusion equation
T , D is a diagonal n × n matrix with positive entries, f : R n × R −→ R n is smooth, and g : R −→ R n is smooth, non-constant and bounded.
The infinitesimal generator for this action is
with dense Γ-invariant domain
Equation (2.6) is invariant under this action if and only if ε = 0. For the subspace Y 3 of Hypothesis 2.1 (a), we can choose
Example 2.3 Let A be a constant n×n matrix, and consider the following nonlinear integrodifferential equation which arises frequently in neural field models with nonlocal interactions [15] .
where W (η) and D(η) are smooth n × n matrix-valued functions, D is non-constant, and f : R n × R −→ R n and g : R n −→ R n are smooth and bounded. Furthermore, W , D, f and g are such that the integrals in (2.7) are all well-defined. We have X = Y = C 0 unif (R, R n ), and the SE(1)-action is given by translation of the domain, as in Example 2.2 above. Equation (2.7) has Γ = SE(1) symmetry if and only if ε = 0. We set
Example 2.4 Let H be the Hilbert space L 2 (R, R) and consider the Banach space X = C 0 ([−r, 0], H), r > 0, with sup norm. For a function u : R −→ H, define u t ∈ X by u t (θ)(x) = u(t + θ)(x) for t ∈ R and θ ∈ [−r, 0]. Suppose Λ : X −→ H is a bounded linear operator, A : D(A) ⊂ H −→ H is the densely defined operator Au(t) = ∂ 2 v ∂x 2 (t, x), where u(t)(x) = v(t, x). Consider the retarded partial functional differential equatioṅ
where the nonlinearities F : X × R −→ H and G : X −→ H are sufficiently smooth. The group SE(1) acts on X using the standard action on H as in Example 2.2 above:
We suppose that Λ and F are such that
but G does not satisfy this symmetry property. We also assume that if
We note that these conditions on Λ and F are satisfied in many applications.
As was done in [10] , we define
and consider the Banach space BX of functions from [−r, 0] to X which are uniformly continuous on [−r, 0) and with a jump discontinuity at 0. Elements of BX can be written as U = u + X 0 α with u ∈ X and α ∈ H, so that BX is identified with X × H. The differential equation (2.8) can then be written as an abstract ODE on BX:
where A : BX −→ BX is defined by
The action of SE(1) on BX is:
Equation (2.9) has SE(1) symmetry if and only if ε = 0. The infinitesimal generator ξ of
where the ′ denotes a derivative with respect to x for an element of H 1 (R, R). We may then choose
It is then easy to verify that Y 1 , Y 2 and Y 3 are SE(1)-invariant, and that ξ(
Relative equilibria in unperturbed equations
For our analysis, it will be useful to single out the parameter c in (2.1) and consider a suspended system
on the Banach space Y × R, with norm || || Y ×R defined by u c
We extend the action T a of Γ to Y × R using the trivial representation on the R factor, i.e.
T a u c = T a u c .
If ε = 0 in (3.1), then this equation is Γ-symmetric. The Γ symmetry is broken when ε = 0. In this section, we will study (3.1) with ε = 0, i.e.
For a given fixed value of c, a relative equilibrium for (3.2) is a solution of the form
where γ ∈ R, and u * ∈ Y 3 is such that F (u * , c) ∈ Y 2 . Substitution into the first equation of (3.1) and using equivariance yields
If we assume that ξ u * = 0, it follows that
The real number γ is called the drift speed of the relative equilibrium. We now make the following hypothesis for (3.2): 
Proof
The function γ(c) is invertible near c = c 0 , so we may definec = γ(c),ũ * (c) = u * (γ −1 (c)) and F (u,c) = F (u, γ −1 (c)). Equation (3.5) then becomes c ξ u
We get (3.6) by relabellingc → c,ũ * → u * and F → F .
In the sequel, we will assume that this change of parameter and relabelling of functions has already been made in (3.2) and (3.1).
Setting c = 0 in (3.6) and applying ξ yields
Also, differentiation of (3.6) with respect to c and evaluating at c = 0 yields
Thus, the following densely defined closed linear operator
is such that
i.e. L has an eigenvalue at 0 with eigenvector φ 1 ≡ (ξ u * (0), 0) T and generalized eigenvector φ 2 ≡ (u * c (0), 1) T . We make the following further assumptions:
Hypothesis 3.3 We will assume that (a) The eigenvalue at 0 of L is such that the corresponding generalized eigenspace E is twodimensional, i.e. E = span{φ 1 , φ 2 }. Furthermore, all other elements of the spectrum of L are bounded away from the imaginary axis (spectral gap condition). We assume that the Fredholm index of L is 0, and that we have the following L-invariant splitting
with bounded projection P , range(P ) = E, ker (P ) = W , and L(W ) = W . We will also use the projection
(c) For any κ > 0, there exists a δ > 0 such that ||T a u * (0) − u * (0)|| ≥ δ whenever |a| ≥ κ.
(e) If P denotes the spectral projection onto E in item (a) above, then the projections T a P T −a are C k+1 smooth in a ∈ Γ in the operator norm. 
We have f (0, 0) = 0 and
By the implicit function theorem, there exists a smooth function a(c) such that a(0) = 0 and such that
We then redefine T −a(c) u * (c) −→ u * (c).
Remark 3.5 It follows from Proposition 3.4 that
Hypothesis 3.3 allows us to use the center manifold theorem of Sandstede, Scheel and Wulff [21] , from which it follows that the set
is a normally hyperbolic C k+1 smooth invariant center manifold for (3.2). The dynamics of (3.2) restricted to S is rather trivial, described by the two-dimensional center manifold ordinary differential equationsȧ = ċ c = 0.
(3.12)
In particular, the line of equilibria c = 0 for (3.12) corresponds to the smooth one-dimensional group orbit Θ = T a u * (0) 0 ; a ∈ Γ of the steady state u * (0) 0 of (3.2).
As was shown in [21] , we obtain a global parametrization of a neighborhood of Θ as follows: any point u close enough to Θ can be written as
where
where all functions of u above are C k+1 . In particular, for any c close enough to 0, we may write the following representation of the center manifold S:
where by Proposition 3.4 and Remark 3.5 we have
where P is the projection operator onto E in Hypothesis 3.3(a). See figures 1 and 2 for a schematic representation of S and of the flow of (3.12) on S. Taking into account the equations (3.12) on the center manifold, the decomposition (3.13) when substituted into (3.1) leads to the compatibility condition
Using normal hyperbolicity arguments similar to those of LeBlanc and Wulff [16] , the set S will persist as a normally hyperbolic invariant manifold S ε ∼ = S for (3.1) for all ε sufficiently close to 0, but the dynamics on S ε may be different than on S. In particular, we are interested in the persistence of equilibrium points on S ε near Θ.
Translational symmetry-breaking
We now consider equations (3.1) in the case where ε = 0. Suppose u(t; c, ε) c is a solution of (3.1) on the manifold S ε near Θ, for 0 < ε ≪ 1. We use the local coordinates (3.13) and write
where E = (E 1 , 0) T is a smooth function
for some c 0 > 0, ε 0 > 0. Substitution of (4.1) into (3.1) yieldṡ
is smooth and such that lim (1) If G were Γ equivariant, then it would follow that r(a) is a constant. Since it is assumed that G breaks translational symmetry, then in general r is a smooth, non-constant function of a.
(2) The function r(a) and the term q(a, c, ε) in (4.2) are uniformly bounded in a for (c, ε) near (0, 0).
Proposition 4.2
For any ε sufficiently close to 0, there exists a smooth curve Θ ε which is the graph of a function c = ε r(a) + ε σ(a, ε) (where σ is bounded and σ(a, 0) = 0) such thaṫ a = 0 in (4.2) whenever (a, c) belongs to this curve. Consequently, Θ ε designates a curve of equilibria for the perturbed center manifold equations (4.2).
Proof
This is a simple application of the implicit function theorem.
From this proposition, we conclude that if c satisfies the relation inf a∈R {r(a) + σ(a, ε)} < c ε < sup a∈R {r(a) + σ(a, ε)} thenȧ in (4.2) will become 0 at at least one point a ∈ R. Consequently, the flow line (a(t), c) for (4.2) contains at least one equilibrium point, which prevents the flow line from going from a = −∞ to a = ∞. The physical interpretation of this phenomenon is what is commonly referred to in the literature as propagation failure, or wave-blocking [3, 12, 15, 17, 23, 25] . On the other hand, if c satisfies the relation c ε > sup
2) will be strictly positive, or strictly negative, but non-constant. Therefore the corresponding flow line (a(t), c) for (4.2) will evolve at a non-constant drift speed, but the sign of this drift speed will not change on the flow line. Therefore, propagation failure (or wave-blocking) does not occur for this flow line. The situation is depicted in figure 3 .
We have thus proved the following Theorem 4.3 Consider the abstract differential equation (3.1) satisfying Hypotheses 2.1, 3.1 and 3.3. For all ε ≥ 0 close enough to 0, the semi-flow for this differential equation admits a two-dimensional normally hyperbolic C k+1 -smooth invariant manifold S ε . Solutions of (3.1) which belong to S 0 ≡ S correspond to relative equilibria (with constant drift speed c). On the other hand, solutions of (3.1) which belong to S ε (for ε = 0) correspond to perturbed relative equilibria, with non-constant drift speed. In the latter case, propagation failure (or wave-blocking) occurs if (c, ε) belongs to a cone in parameter space, as illustrated in figure 4. T as an eigenvector. Thus, our results do not immediately apply to equations for which D c F (u * (0), 0) = 0, which includes the cases where F does not depend explicitly on the parameter c, or on any other parameters. This comment is particularly relevant for the Fisher-KPP equation [18] :
Parameter independent cases
which admits travelling wave front solutions U(x + ct) for all c in a neighbourhood of 0 * , even though the reaction term u(1 − u) does not depend on any parameters. For cases such as this, the main ideas in this paper can still be used, but need to be slightly modified.
First, the equation
is studied without suspending the system (as was done in (3.1)). We then assume hypotheses similar to Hypotheses 3.1, i.e. existence of a family of travelling wave solutions for (5.1) (when ε = 0) parametrized by drift speed c.
The linear operator L becomes
with eigenvector φ 1 = ξ u * (0) and generalized eigenvector φ 2 = u * c (0). The rest of the analysis proceeds essentially the same as in section 3 and 4. In particular, one can show that there * For −2 < c < 2, the wave front has an oscillatory approach to 0. Therefore, for many applications in biology, solutions with −2 < c < 2 are not considered since they are not biologically relevant (the waveform attains negative values as it oscillates).
exists a normally hyperbolic two-dimensional center manifold S = { T a u * (c) ; a ∈ R, c ∈ (−c 0 , c 0 ) } ⊂ Y on which the flow of (5.1) at ε = 0 is given by (3.12) , and which persists to a normally hyperbolic invariant manifold S ε ∼ = S for (5.1) when ε = 0. However, the perturbed equations on S ε becomė
and q 1,2 (a, c, ε) are smooth and such that lim
For (c, ε) near (0, 0), the principal part of (5.2) iṡ
The dynamics of (5.4) can be quite complicated, depending on the functions r 1 (a) and r 2 (a). We will not give an exhaustive classification, but we will give a few illustrative examples. Many more examples are given in [23] for a specific three-species system of reaction-diffusion equations. In order to simplify things, we will suppose in our examples that the inhomogeneity is localized in the sense that both r 1 (a) and r 2 (a) vanish outside the interval I = (a 0 , a 1 ).
Example 5.1 Suppose the function r 2 (a) is of the same sign on I (without loss of generality, suppose r 2 (a) > 0). Then the phase space is separated into two regions by a curve C which is the union of two orbits of (5.4): one which tends to P = (a, c) = (a 0 , ε r 1 (a 0 )) as t → ∞, and the other orbit which tends to this same point as t → −∞, as illustrated in figure 5 . On one side of C, orbits with c = 0 propagate from a = −∞ to a = ∞ (or vice-versa) without blocking, however the drift speed of the corresponding travelling wave is modulated by the inhomogeneity. On the other side of C, orbits of (5.4) undergo a reflection by the inhomogeneity as they travel from a = ∞ to the inhomogeneity, and then back to a = ∞, as illustrated in figure 5 . The size of the interval of c-values for which orbits are reflected is approximately O(ε).
Example 5.2 Suppose now that the function r 2 (a) changes sign over I. For the purposes of this example, we will suppose that r 2 (a) has two simple zeroes at a = ρ 1 and a = ρ 2 in (a 0 , a 1 ), and suppose that r 2 (a) > 0 on (a 0 , ρ 1 ) and on (ρ 2 , a 2 ), and r 2 (a) < 0 on (ρ 1 , ρ 2 ). Then (5.4) has hyperbolic equilibrium points at (ρ 1 , ε r 1 (ρ 1 )) (node) and at (ρ 2 , ε r 1 (ρ 2 )) (saddle). A possible phase diagram is shown in figure 6 . The stable and unstable manifolds of the saddle point separate the phase space into three regions. In two of these regions, orbits propagate from a = −∞ to a = ∞ (or vice-versa) without blocking, whereas in the other region, propagation failure occurs by one of two mechanisms: either reflection off the inhomogeneity, or blocking by the stable node.
Example 5.3 In Example 5.2 above, instead if having a stable node, the node could be unstable and surrounded by a stable limit cycle. The situation is depicted in figure 7 . This illustrates another mechanism for propagation failure: the travelling wave tends asymptotically to a state characterized by a waveform which oscillates about a steady state.
As mentioned above, these three example only serve to illustrate some of the possibilities for the perturbed dynamics in (5.4). An exhaustive classification would be quite tedious, and certainly beyond the scope of this paper.
Conclusion and Discussion
We have presented a model-independent analysis of the phenomenon of wave-blocking, showing that under some general hypotheses, this phenomenon is universal in the context of forced translational symmetry-breaking in parametrized families of differential equations on Banach spaces. The approach is general enough in scope to be applicable to reaction-diffusion partial differential equations, integro-differential equations, retarded partial functional differential equations, and more. Our main theorem to that effect is Theorem 4.3.
We note that from a practical point of view, explicit computations of the various terms in the perturbed center manifold equations (4.2) and (5.2) require explicit knowledge of the various terms which contribute to it, for example the function u * (c), and the eigenvectors φ 1 and φ 2 of the linearization L.
We have chosen to work in a Banach space setting so that our results could apply to as many situations as possible. In certain applications (e.g. when studying pulses which decay to 0 in reaction-diffusion partial differential equations), it is customary to work in the Hilbert space L 2 (R, R n ) (e.g. [15, 23] ). In this case, one can use the adjoint operator L * , the Fredholm alternative, and orthogonal projections for the various projections which were introduced in Section 3.
Finally, we have discussed in Section 5 how our approach can be modified to study parameter-independent equations (such as the Fisher-KPP equation) which admit families of travelling waves parametrized by drift speed. We gave a few illustrative examples of how localized inhomogeneities can effect the dynamics of travelling waves in these cases. .4) in the case described in Example 5.3. Similar to the previous case, the stable and unstable manifolds of the saddle separate the phase space into regions in which orbits propagate along the entire real line, and regions where propagation failure occurs. In this case, a stable limit cycle attracts certain orbits coming from a = −∞.
