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Complete active space self-consistent field (CASSCF) computations can be realized at polyno-
mial cost via the variational optimization of the active-space two-electron reduced-density matrix
(2-RDM). Like conventional approaches to CASSCF, variational 2-RDM (v2RDM)-driven CASSCF
captures nondynamical electron correlation in the active space, but it lacks a description of the
remaining dynamical correlation effects. Such effects can be modeled through a combination
of v2RDM-CASSCF and on-top pair-density functional theory (PDFT). The resulting v2RDM-
CASSCF-PDFT approach provides a computationally inexpensive framework for describing both
static and dynamical correlation effects in multiconfigurational and strongly correlated systems.
On-top pair-density functionals can be derived from familiar Kohn-Sham exchange-correlation (XC)
density functionals through the translation of the v2RDM-CASSCF reference densities [Li Manni
et al., J. Chem. Theory Comput. 10, 3669-3680 (2014)]. Translated and fully-translated on-top
PDFT versions of several common XC functionals are applied to the potential energy curves of N2,
H2O, and CN
−, as well as to the singlet/triplet energy splittings in the linear polyacene series. Using
v2RDM-CASSCF-PDFT and the translated PBE functional, the singlet/triplet energy splitting of
an infinitely-long acene molecule is estimated to be 4.87 kcal mol−1.
I. INTRODUCTION
The accurate and computationally affordable descrip-
tion of the electronic structure of many-body systems
remains a major challenge within the quantum chem-
istry and molecular physics communities.[1–3] Specifi-
cally, the realization of general approaches that account
for both dynamical and nondynamical correlation effects
in multiconfigurational [4] or strongly-correlated systems
is particularly difficult. The main issue is that many
approaches designed to deal with multireference (MR)
problems are not particularly efficient for capturing dy-
namical correlation effects. A similar statement can be
made regarding the ability of methods designed to model
dynamical correlation to capture MR effects.
One can broadly classify approaches to the electron
correlation problem as either falling within wave function
theory (WFT), in which the many-electron wave function
is obviously the central quantity, [5–7] or density-based
theories, which include both density functional theory
(DFT) [8–12] and reduced-density matrix (RDM)-based
approaches. [13–17] In principle, WFT is preferable, as
it allows for systematic improvement in the calculated
energies and properties of the system.[18] In practice,
however, the computational complexity of post-Hartree-
Fock wave-function-based methods, specifically MR ap-
proaches, limits their application to small systems.[19]
The wide-ranging success of DFT, on the other hand,
stems from the its ability to provide a reasonable descrip-
tion of electron correlation at significantly lower costs.
Nonetheless, DFT often fails for MR systems, and it does
not offer a systematic approach for improving its accu-
racy. [8–12]
Within WFT, one of the most familiar approaches
to the MR problem is the complete active space self-
consistent field (CASSCF) method [20–23]. In CASSCF,
the molecular orbitals are partitioned into inactive (dou-
bly occupied), active (partially occupied), and external
(empty) orbitals, and the active space is chosen with
some knowledge as to which orbitals are important for
the chemical problem at hand. In the canonical form
of CASSCF, the active-space electronic structure is de-
scribed by a full configuration interaction (CI) wave func-
tion, and it is assumed that all nondynamical correla-
tion effects are captured by this procedure. Dynami-
cal correlation effects can then be incorporated through
a variety of approaches, including perturbation theory
(using, for example, complete active space second-order
perturbation theory (CASPT2) [24, 25]). CASPT2 re-
quires knowledge of the four-electron reduced-density
matrix (4-RDM), or some approximation to it, which can
become problematic as the size of the active space in-
creases. Accordingly, several approaches have been pro-
posed that eliminate the manipulation of the 4-RDM, in-
cluding the anti-Hermitian contracted Schro¨dinger equa-
tion (ACSE) [26–28] and the driven similarity renormal-
ization group (DSRG) [29]. Both of these approaches
require knowledge of the three-electron reduced-density
matrix (3-RDM).
A long sought-after alternative to the methods de-
scribed above involves the combination of the MR ap-
proach to the static correlation problem with a DFT-
based description of dynamical correlation. Since the
advent of the MR+DFT framework, [30, 31] a substan-
tial amount of effort has been devoted to increasing the
accuracy and efficiency of this approach. [32–50] There
are several issues that one must carefully consider when
developing a MR+DFT scheme, including (i) the sym-
metry dilemma that plagues Kohn-Sham (KS)-DFT in
general, (ii) the double counting of electron correlation
within the active space, and (iii) the steep computa-
tional scaling of many commonly used MR methods. The
framework of the multiconfiguration-pair-density func-
2tional theory (MC-PDFT) [51, 52] addresses the first
two issues while leaving open the question of the cost
of the evaluation of the underlying MR wave function.
The success of the original formulation of MC-PDFT[52]
notwithstanding, Garza et al.[32] rightly note that, if the
MR component is determined using an approach such
as CASSCF, its utility is potentially limited by the ex-
ponential complexity of the CI-based active-space wave
function. Hence, those authors propose that the static
correlation within MC-PDFT be described by the pair
coupled-cluster doubles (pCCD) method,[53, 54] the scal-
ing of which increases as only O(k4) or O(k5), where k
is the size of the one-electron basis set; the specific scal-
ing is determined by the threatment of the orbital trans-
formation step. More recently, the MC-PDFT scheme
has also been employed in conjunction with other active-
space-based methods that scale more favorably than
CASSCF, including the density matrix renormalization
group (DMRG)[55] and the generalized active-space self-
consistent field (GASSCF)[56].
Here, we offer an alternative strategy to overcome
the problematic scaling of CI-based CASSCF within
the MC-PDFT framework. We elect to maintain
the CASSCF-based description of the static correla-
tion problem utilized in the original formulation of the
approach,[52] but we represent the electronic structure
of the active space with the two-electron reduced-density
matrix (2-RDM), as opposed to the CI wave function.
The computational complexity of variational 2-RDM-
driven CASSCF (v2RDM-CASSCF) [57, 58] increases
only polynomially with the size of the active space,
thereby facilitating v2RDM-based MC-PDFT compu-
tations (denoted v2RDM-CASSCF-PDFT) on active
spaces as large as 50 electrons in 50 orbitals.
This paper is organized as follows. Section II
provides an overview of v2RDM-CASSCF-PDFT, in-
cluding brief discussions of the theory underlying the
v2RDM-CASSCF and MC-PDFT schemes. The com-
putational details of the work are then given in Sec.
III. In Sec. IV, we provide evidence of the correct-
ness of our v2RDM-CASSCF-PDFT implementation by
comparing singlet/triplet energy splittings for a set of
main-group divalent radicals to those obtained from con-
ventional, CI-CASSCF-driven MC-PDFT.[59] We then
apply v2RDM-CASSCF-PDFT to the potential energy
curves (PECs) of N2, H2O, and CN
−, as well as to the
singlet/triplet energy gaps of the linear polyacene series.
Some concluding remarks can be found in Sec. V.
II. THEORY
Throughout this work, we adopt the conventional nota-
tion employed within MR methods for labeling molecular
orbitals (MOs, {ψ}): the indices i, j, k, and l represent
inactive orbitals; t, u, v, and w indicate active orbitals;
a, b, c, and d denote external orbitals; and p, q, r, and s
represent general orbitals.
Let Ψ be an N -electron wave function in Fock space.
One- and two- particle excitation operators can be ex-
pressed as [5]
Eˆpq = aˆ
†
pσ aˆqσ (1a)
eˆprqs = Eˆ
p
q Eˆ
r
s − δ
q
r Eˆ
p
s = aˆ
†
pσ aˆ
†
rτ aˆsτ aˆqσ (1b)
where aˆ† and aˆ represent second-quantized creation and
annihilation operators, respectively, and the Greek labels
run over α and β spins. Einstein’s summation conven-
tion is implied throughout. The non-relativistic Born-
Oppenheimer (BO) electronic Hamiltonian is
Hˆ = hpqEˆ
p
q +
1
2
νpqrs eˆ
pq
rs (2)
where hpq = 〈ψp|hˆ|ψq〉 is the sum of the electron kinetic
energy and electron-nucleus potential energy integrals,
and νpqrs = 〈ψpψq|ψrψs〉 represents the two-electron repul-
sion integral tensor. Because the electronic Hamiltonian
includes up to only pair-wise interactions, the ground-
state energy of a many-electron system can be expressed
as an exact linear functional of the 2-RDM and the one-
electron reduced-density matrix (1-RDM) [60–62]
E = 1Dpqh
p
q +
1
2
2Dpqrsν
pq
rs . (3)
Here, the 1-RDM and the 2-RDM are represented in their
spin-free forms, defined as
1Dpq =
1Dpσqσ = 〈Ψ|Eˆ
p
q |Ψ〉 (4)
and
2Dpqrs =
2Dpσqτrσsτ = 〈Ψ|eˆ
pq
rs|Ψ〉 . (5)
Summation over the spin labels is implied.
A. v2RDM-driven CASSCF
The CASSCF non-relativistic BO electronic Hamilto-
nian is
HˆCASSCF = (h
t
u + 2ν
ti
ui − ν
tu
ii )Eˆ
t
u +
1
2
νtuvw eˆ
tu
vw, (6)
and the CASSCF active-space electronic energy is ex-
pressible in terms of the active-space 1- and 2-RDMs
ECASSCF = (h
t
u + 2ν
ti
ui − ν
tu
ii )
1Dtu +
1
2
νtvuw
2Dtvuw. (7)
The central idea of v2RDM-CASSCF is that the spin
blocks of the active-space RDMs can be determined di-
rectly by minimizing the energy with respect to vari-
ations in their elements (and to variations in the or-
bital parameters).[57, 58] Because not every 2-RDM
can be derived from an N -electron wave function, this
procedure can lead to unphysically low energies;[13] a
3physically meaningful 2-RDM should fulfill certain N -
representability conditions. These conditions are most
easily expressed in terms of the individual spin blocks
that contribute to the spin-free 2-RDM. Specifically, each
spin block of the 2-RDM should (i) be Hermitian, (ii) be
antisymmetric with respect to the permutation of parti-
cle labels, (iii) conserve the number of pairs of particles
(have a fixed trace), and (iv) contract to the appropriate
spin block(s) of the 1-RDM. Constraints on the expec-
tation value of Sˆ2 can also be applied.[63]
In addition to these trivial constraints on the 2-RDM,
all spin blocks of all RDMs should be positive semidefi-
nite. Such positivity conditions applied to the spin blocks
of the 2-RDM, the two-hole RDM, and the particle-
hole RDM constitute the two-body (PQG) constraints
of Garrod and Percus.[64] Additional positivity condi-
tions can be applied to higher-order RDMs. In this work,
we consider the PQG constraints as well as the T2 par-
tial three-particle condition.[65, 66] The spin blocks of
each of these RDMs are interrelated through linear map-
pings implied by the anticommutation properties of the
creation and annihilation operators that define them.
The v2RDM-CASSCF procedure thus involves a large-
scale semidefinite optimization that we carry out using a
boundary-point algorithm [67–69], the specific details of
which can be found in Ref. 58.
B. Multi-configuration Pair-Density Functional
Theory
One of the main pitfalls of the MR+DFT scheme is
the double counting of electron correlation within the
active space. The most expedient solution is to employ
a small active space or modified functionals;[30, 31, 33]
such strategies may not always lead to satisfactory re-
sults, though. A seemingly robust solution[52] parti-
tions the interelectronic Coulomb contribution to the en-
ergy into a classical Coulomb component (obtained from
an MR method) and all other exchange and pure two-
electron contributions (described by DFT). Because the
two-electron correlations are modeled entirely within the
framework of DFT, double counting of such contribu-
tions to the energy is automatically avoided. However,
this strategy offers no such guarantee regarding the dou-
ble counting of kinetic correlation.
A second complication in MR+DFT is related to the
“symmetry dilemma” [70] of standard KS-DFT. One
manifestion of this issue within MR+DFT is the incom-
patibility of standard XC functionals with MR spin densi-
ties for low-spin (i.e. |MS | < S) states. Fortunately, this
difficulty is easily overcome by replacing the usual in-
dependent variables that enter KS-DFT XC functionals,
the total density, ρ(r) = ρα(r)+ρβ(r), and the spin mag-
netization, m(r) = ρα(r) − ρβ(r), with the total density
and the on-top pair-density (OTPD), Π(r).[35, 70, 71]
Both double counting and the symmetry dilemma are
addressed through the framework of MC-PDFT,[52] in
which the active-space electronic energy is defined as
EMC-PDFT = (h
t
u + 2ν
ti
ui)
1Dtu +
1
2
νtvuw
1Dtu
1Dvw
+EOTPD [ρ(r),Π(r), |∇ρ(r)|, |∇Π(r)|] . (8)
Here, the two-electron term from Eq. 7 has been replaced
by a classical Coulombic term, and the remaining ex-
change and correlation effects are folded into a functional
of the OTPD. The total electronic density and its gradi-
ent are defined by the 1-RDM as
ρ(r) = 1Dpq ψ
∗
p(r)ψq(r), (9)
and
∇ρ(r) = 1Dpq
[
∇ψ∗p(r)ψq(r) + ψ
∗
p(r)∇ψq(r)
]
, (10)
respectively. The OTPD and its gradient can similarly
be defined in terms of the 2-RDM as
Π(r) = 2Dpqrs ψ
∗
p(r)ψ
∗
q (r)ψr(r)ψs(r), (11)
and
∇Π(r) = 2Dpqrs [ ∇ψ
∗
p(r)ψ
∗
q (r)ψr(r)ψs(r)
+ ψ∗p(r)∇ψ
∗
q (r)ψr(r)ψs(r)
+ ψ∗p(r)ψ
∗
q (r)∇ψr(r)ψs(r)
+ ψ∗p(r)ψ
∗
q (r)ψr(r)∇ψs(r) ], (12)
respectively. Here, the 1- and 2-RDMs are obtained from
an MR computation.
Armed with a potentially robust framework for
MR+DFT, we must identify a suitable OTPD functional
for use within MC-PDFT. The simplest class of func-
tionals can be derived from existing approximate XC
functionals employed within KS-DFT by first recogniz-
ing that, for a density derived from a single Slater de-
terminant, the spin magnetization can be expressed ex-
actly in terms of the OTPD and the total density.[35, 71]
More specifically, the spin polarization factor, ζ(r) =
m(r)/ρ(r), can be expressed as
ζ(r) =
√
1−R(r), (13)
where
R(r) =
4 Π(r)
ρ2(r)
. (14)
The basic assumption underlying the “translated” (t)
OTPD functionals proposed in Ref. 52 is that the spin
polarization factor can be similarly defined for a density
and OTPD obtained from a MR method, as
ζt(r) =


√
1−R(r) R(r) ≤ 1
0 R(r) > 1
(15)
where the second case accounts for the fact that the ar-
gument of the square root can become negative for ρ(r)
4and Π(r) that are not derived from a single-configuration
wave function. The translated OTPD functional is then
defined as
EOTPD [ρ(r),Π(r), |∇ρ(r)|] ≡
EXC[ρ˜α(r), ρ˜β(r), |∇ρ˜α(r)|, |∇ρ˜β(r)|], (16)
where the tilde refers to translated densities and their
gradients, given by [51, 52]
ρ˜σ(r) =
ρ(r)
2
(1 + cσζt(r)) , (17)
and
∇ρ˜σ(r) =
∇ρ(r)
2
(1 + cσζt(r)) , (18)
respectively. Here, cσ = 1 (-1) when σ = α (β).
It is important to note that, in deriving the translated
OTPD functional expression in Eq. 16, no dependence
on ∇Π(r) is assumed. A scheme in which the OTPD
functional depends explicitly upon ∇Π(r) has also been
proposed.[72] The corresponding “fully-translated” (ft)
functionals are defined as
EOTPD [ρ(r),Π(r), |∇ρ(r)|, |∇Π(r)|] ≡
EXC[ρ˜α(r), ρ˜β(r), |∇ρ˜α(r)|, |∇ρ˜β(r)|] (19)
Expressions for the fully-translated spin densities and
their respective gradients, taken from Ref. 73, are pro-
vided in the Appendix.
III. COMPUTATIONAL DETAILS
The 1- and 2-RDMs entering Eqs. 9-12 are ob-
tained from v2RDM-CASSCF computations using the
v2RDM-CASSCF plugin [74] to the Psi4 electronic struc-
ture package. [75] The v2RDM-CASSCF procedure is
state specific; the orbitals are optimized for the ground
state of a given spin symmetry. For v2RDM-CASSCF-
PDFT, we have implemented translated and fully-
translated versions of the Slater and Vosko-Wilk-Nusair
random-phase approximation expression III (SVWN3),
[76–78] Perdew-Burke-Ernzerhof (PBE) [79] and Becke
and Lee-Yang-Parr (BLYP) [80, 81] XC functionals. The
XC energy, along with the one-electron and classical
Coulomb contributions to the MC-PDFT energy (Eq. 8)
are evaluated using a new plugin to Psi4.[82]
The results of v2RDM-CASSCF-PDFT computations
of the PECs for N2, H2O, and CN
− are compared to those
from reference computations performed using CASPT2,
as implemented in the Open-MOLCAS electronic struc-
ture package. [83] The standard imaginary shift [84] of
0.20 Eh and Open-MOLCAS’s default value of 0.25 Eh
for ionization potential electron affinity (IPEA) [85] were
applied in all CASPT2 computations. All CASPT2 com-
putations employed a full-valence CI-driven CASSCF ref-
erence.
All v2RDM-CASSCF-PDFT computations employ the
density-fitting approximation to the electron repulsion
integrals.[86, 87] The N2, H2O, and CN
− PECs were
computed using full-valence v2RDM-CASSCF, the cc-
pVTZ basis set,[88] and the corresponding JK-type aux-
iliary basis set.[89] The details of the full-valence ac-
tive spaces can be found in the Supporting Informa-
tion. Singlet/triplet energy gaps for the linear poly-
acene series were computed within the cc-pVTZ ba-
sis with the corresponding JK-type auxiliary basis set.
Here, the v2RDM-CASSCF computations employ a (4k+
2, 4k + 2) active space (2k + 1 pi bonding orbitals and
2k + 1 antibonding pi∗ orbitals), where k represents the
number of fused six-membered rings in the polyacene
molecule. Equilibrium geometries for the singlet and
triplet states of the polyacene series were determined at
the v2RDM-CASSCF/cc-pVDZ level of theory using a
development version of the Q-Chem 5.1 electronic struc-
ture package[90] and the analytic gradient implementa-
tion described in Ref. 91.
IV. RESULTS AND DISCUSSION
As evidence of the correctness of our implementation
of v2RDM-CASSCF-PDFT, we compare singlet/triplet
energy splittings evaluated using this approach to those
obtained from conventional, CI-CASSCF-driven MC-
PDFT. The test set was comprised of the main-group
divalent radicals considered in Ref. 59. Equilibrium ge-
ometries for these molecules, as well as MC-PDFT and
experimentally-derived singlet/triplet energy splittings
were taken from that work and the references therein.
The present v2RDM-CASSCF-PDFT computations em-
ployed a full-valence active space, the aug-cc-pVQZ basis
set,[92] and the corresponding JK-type auxiliary basis
set; the active space details can be found in the Sup-
porting Information. When enforcing the PQG and T2
N -representability conditions, v2RDM-CASSCF-PDFT
singlet/triplet gaps are in excellent agreement with those
from MC-PDFT (when using the same primary basis
and active space). For example, the mean absolute er-
rors in the v2RDM-CASSCF-PDFT gaps, relative to
those from experiment, are 5.4, 7.1, 9.7, and 12.4 kcal
mol−1 when using the translated PBE, translated BLYP,
fully-translated PBE, and fully-translated BLYP func-
tionals, respectively. The mean errors from MC-PDFT
are 5.5, 7.2, 9.6, and 12.3 kcal mol−1 when using the same
functionals. The agreement between v2RDM-CASSCF-
PDFT and MC-PDFT is slightly worse when v2RDM-
CASSCF-PDFT employs RDMs that satisfy only the
PQG N -representability conditions; in this case, when
using the same functionals, v2RDM-CASSCF-PDFT dis-
plays mean errors of 4.9, 6.3, 8.5, and 10.9 kcal mol−1.
Oddly enough, the gaps derived from computations in-
volving the PQG conditions are slightly more accu-
rate than those from v2RDM-CASSCF-PDFT with the
PQG+T2 conditions or from MC-PDFT. The v2RDM-
5CASSCF-PDFT singlet/triplet energy spittings are tab-
ulated alongside those from (v2RDM-)CASSCF, MC-
PDFT, and CASPT2 in the Supporting Information.
A. Potential Energy Curves
Figure 1(a) provides dissociation curves for molecular
nitrogen computed at the v2RDM-CASSCF, CASPT2,
and v2RDM-CASSCF-PDFT levels of theory. The 2-
RDMs in the v2RDM-CASSCF computations satisfied
the PQG N -representability conditions. The v2RDM-
CASSCF-PDFT computations employed the translated
variants of the SVWN3, PBE, and BLYP functionals (de-
noted tSVWN3, tPBE, and tBLYP, respectively). Fig-
ure 1(b) illustrates the dissociation limit for each method,
where each curve is shifted such that the energy at 3.0
A˚ is zero Eh. The overall shape of the CASPT2 PEC
is reasonably reproduced by both the v2RDM-CASSCF
and v2RDM-CASSCF-PDFT methods, but we note that
the dissociation limits of CASPT2 (with an IPEA shift
of 0.25 Eh) and tBLYP show an unphysical hump at
3.7 and 3.5 A˚, respectively. Table I provides the non-
parallelity errors (NPEs) for the PECs computed using
each method. The NPE is defined as the difference be-
tween the maximum and minimum errors in each curve,
using CASPT2 as a reference. For N2, the NPEs in the
v2RDM-CASSCF, tSWVN, tPBE, and tBLYP PECs are
35.5, 91.8, 17.7, and 20.9 mEh, respectively; for compar-
ison, the NPE for CI-based CASSCF (not illustrated in
Fig. 1) is 30.1 mEh. With the exception of v2RDM-
CASSCF and tBLYP, the maximum error contributing
to the NPE occurs at 5.0 A˚, after CASPT2 begins to
fail. Table I also provides NPEs computed when the
v2RDM-CASSCF and v2RDM-CASSCF-PDFT compu-
tations were carried out using RDMs that satisfy the
PQG+T2 N -representability conditions (the correspond-
ing dissociation curves can be found in the Supporting In-
formation). The NPE is 29.5 mEh for v2RDM-CASSCF,
which is in much better agreement with that from CI-
based CASSCF. The NPEs for v2RDM-CASSCF-PDFT
appear to be less sensitive to the N -representability of
the RDMs; the largest change we observe is for tBLYP,
where the NPE is reduced by 2.7 mEh.
The remaining two panels in Fig. 1 illustrate the same
PECs, but the v2RDM-CASSCF-PDFT computations
employed the fully-translated variants of SVWN3, PBE,
and BLYP functionals (denoted ftSVWN3, ftPBE, and
ftBLYP, respectively). In terms of absolute energies, full
translation universally lowers the energy obtained from
v2RDM-CASSCF-PDFT using all functionals, relative to
the case in which regular translation was employed. The
computed NPEs are considerably worse, increasing by as
much as 12.0 and 12.1 mEh in the cases of ftPBE and
ftBLYP, respectively. Notably, full translation improves
the qualitative description of the dissociation limit in the
case of ftBLYP. Again, as can be seen in Table I, the
NPEs for fully-translated functionals are quite insensi-
tive to the N -representability of the reference RDMs.
Figure 2 illustrates PECs corresponding to the sym-
metric double dissociation of H2O, with a fixed H–O–H
angle of 104.5◦, computed using the same levels of the-
ory discussed above. Similar conclusions can be drawn
in this case, regarding the qualitative agreement of the
shapes of the PECs derived from v2RDM-CASSCF and
v2RDM-CASSCF-PDFT, relative to that from CASPT2.
However, tBLYP is the only method that displays an un-
physical hump in the dissociation limit. The NPEs for
v2RDM-CASSCF, tSVWN3, tPBE, and tBLYP are 55.5,
64.0, 24.5, and 23.7 mEh, respectively, when using RDMs
that satisfy the PQG conditions. As noted above, the
NPE for v2RDM-CASSCF is in much better agreement
with that from CI-based CASSCF (both are 57.7 mEh)
when the RDMs satisfy the T2 condition. Again, full
translation universally lowers the energy obtained from
v2RDM-CASSCF-PDFT, and the corresponding NPEs
are insensitive to the N -representability of the underly-
ing RDMs. The largest change observed in the NPE is an
increase of 0.6 mEh, in the case of ftSVWN3 and tPBE.
As an additional measure of the quality of the com-
puted PECs, we consider the dissociation energy for N2
and the double dissociation energy for H2O. These values,
along with estimates of the equilibrium bond lengths in
these molecules, are presented in Table II; errors in com-
puted dissociation energies are provided in parentheses.
Here, an approximation to the dissociation energy is de-
fined as the difference between energy computed at the
equilibrium geometry and at stretched geometries with
N–N or O–H bond lengths of 5.0 A˚ (the H–O–H angle of
H2O was fixed at 104.5
◦). The equilibrium bond lengths
were estimated by fitting a quadratic function to each
PECs around equilibrium and identifying the minimum
in that function. The worst estimates of the dissocia-
tion energy are provided by v2RDM-CASSCF and either
translated or fully-translated SVWN PDFT functionals,
regardless of the N -representability conditions imposed
in the reference v2RDM-CASSCF computations. Sig-
nificanlty improved results are obtained from the tPBE,
ftPBE, and ftBLYP functionals; for both molecules, these
functionals yield dissociation energies that are accurate
to a few kcal mol−1. The performance of the tBLYP
functional is much worse for N2 than it is for H2O, which
is a consequence of the unphysical hump in the tPBE
PEC for N2 that was discussed above. As with the NPE,
dissociation energies from v2RDM-CASSCF-PDFT are
less sensitive than those from v2RDM-CASSCF to the
N -representability of the RDMs. For N2, the v2RDM-
CASSCF dissociation energies change by approximately
6 kcal mol−1 depending on whether or not the T2 con-
dition is enforced; on the other hand, the corresponding
v2RDM-CASSCF-PDFT dissociation energies differ by
roughly 2 kcal mol−1. For H2O, the v2RDM-CASSCF
double dissociation energy changes by about 1 kcal mol−1
when enforcing the T2 condition, while the corresponding
v2RDM-CASSCF-PDFT values change by only 0.1–0.2
kcal mol−1.
6TABLE I: Non-parallelity errors (mEh) in the potential energy curves relative to curves generated at the CASPT2 level of
theory.
Moleculea N-representability v2RDM-CASSCF tSVWN3 tPBE tBLYP ftSVWN3 ftPBE ftBLYP
N2
PQG
35.5 91.8 17.7 20.9 99.6 29.7 33.0
H2O 55.5 64.0 24.5 23.7 66.4 27.2 28.6
CN– 65.9 56.5 33.1 46.3 64.5 24.8 31.6
N2
PQG+T2
29.5 92.6 18.3 18.2 100.8 30.1 33.5
H2O 57.7 64.4 25.1 23.2 67.0 27.2 28.5
CN– 68.0 63.6 31.3 43.8 71.8 23.4 29.6
a NPEs were evaluated for N–N, C–N, and O–O bond lengths in the ranges 0.7–5.0 A˚, 0.7–5.0 A˚, and 0.6–5.0 A˚, respectively.
FIG. 1: Potential energy curves for the dissocation of N2 within the cc-pVTZ basis set [(a), (c)], as well as their behavior
in the limit of dissociation [(b), (d)]. RDMs from v2RDM-CASSCF employed within v2RDM-CASSCF-PDFT satisfy the
PQG N-representability conditions. Results are provided using both the translated [(a), (b)] and fully-translated [(c), (d)]
v2RDM-CASSCF-PDFT schemes.
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The last PECs considered are those for the dissoci-
ation of CN– in the cc-pVTZ basis set, which are de-
picted in Fig. 3. Some of the qualitative features
of the v2RDM-CASSCF and v2RDM-CASSCF-PDFT
derived PECs follow the same trends observed for N2
and H2O; for example, fully-translated functionals yield
lower energies than translated ones, and tPBE and
ftPBE are the most accurate flavors of v2RDM-CASSCF-
PDFT, as measured by the absolute deviations from
CASPT2. On the other hand, one notable difference
stands out in this case: all v2RDM-based methods be-
have qualitatively incorrectly in the dissociation limit.
It is well known that v2RDM-based approaches disso-
ciate heteronuclear diatomic molecules into fractionally
charged species;[99] the description of CN− with v2RDM-
CASSCF is one such case. This issue stems from a
lack of derivative discontinuity in the energy as a func-
tion of electron number in isolated atoms, which has
long been known to impact the quality of the descrip-
tion of the dissociation limit. [100] It is not surpris-
ing that v2RDM-CASSCF-PDFT built upon reference
RDMs from v2RDM-CASSCF would display the same
7FIG. 2: Potential energy curves for the symmetric dissocation of H2O within the cc-pVTZ basis set [(a), (c)], as well as their
behavior in the limit of dissociation [(b), (d)]. RDMs from v2RDM-CASSCF employed within v2RDM-CASSCF-PDFT satisfy
the PQG N-representability conditions. Results are provided using both the translated [(a), (b)] and fully-translated [(c), (d)]
v2RDM-CASSCF-PDFT schemes.
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incorrect behavior. We also note that enforcing par-
tial three-particle N -representability does not improve
the situation; additional dissociation curves that demon-
strate this failure can be found the Supporting Informa-
tion.
B. Singlet/Triplet Energy Gaps in Polyacene
Molecules
The electronic structure of the linear polyacene se-
ries has long been of interest to experimentalists and
theorticians alike. The optical properties of these
molecules, particularly their propensity to undergo sin-
glet fission,[101–105] make them desirable components
in photovoltaic devices.[106–111] The instability of the
longer members of the series usually limits practical de-
vices to those containing four or five fused benzene rings,
but synthesis of polyacenes with up to nine fused benzene
rings has been reported.[112–119]
The fascinating electronic structure of the larger mem-
bers of the polyacene series has fueled a series of con-
tentious interpretations of the results of state-of-the-art
electronic structure computations. These controversies
began with debates over the ground spin state of the
longer members of the series[120–125] and have evolved
into a discussion over the degree to which the lowest-
energy singlet state can be considered a closed-shell di-
or polyradical.[58, 121, 123, 126–134] The former ques-
tion has been settled; it is generally agreed upon that the
singlet state is lower in energy than the triplet state for
all linear acene molecules. Only recently, however, has
it become clear that even methods capable of describing
non-dynamical correlation effects in large active spaces
(e.g. DMRG- or v2RDM-based CASSCF) tend to over-
estimate the polyradical character of the larger members
of the series when correlations among the σ/σ∗ network
are ignored.[131–134] A detailed history of the progres-
sion of these controversies is recounted in Ref. 134.
In this Section, we explore the utility of v2RDM-
CASSCF-PDFT for modeling the singlet/triplet energy
gap in linear acene molecules. The literature is clut-
tered with estimates of this quantity generated us-
ing a variety of MR methods, including v2RDM-, [58,
129, 135] DMRG-, [55, 126, 128] adaptive CI (ACI)-,
[130, 136] and MC-PDFT-based[55, 56] approaches, as
8TABLE II: Equilibrium bond lengths (R, A˚) and dissociation energies (De, kcal mol−1) obtained from experiment, as well as
from v2RDM-CASSCF and various PDFT functionals within the cc-pVTZ basis. Errors in computed dissociation energies are
provided in parentheses.
Method N-representability
N2 H2O
R De R De
v2RDM-CASSCF
PQG
1.12 217.8 (-10.7) 0.972 192.5 (-39.7)
tSVWN3 1.11 253.6 (25.1 ) 0.973 262.2 (30.0 )
tPBE 1.11 223.5 (-5.1 ) 0.975 233.9 (1.7 )
tBLYP 1.11 214.4 (-14.1) 0.976 230.2 (-2.0 )
ftSVWN3 1.10 256.0 (27.5 ) 0.971 264.5 (32.3 )
ftPBE 1.11 229.7 (1.1 ) 0.976 234.9 (2.7 )
ftBLYP 1.11 226.0 (-2.5 ) 0.978 232.6 (0.4 )
v2RDM-CASSCF
PQG+T2
1.12 212.0 (-16.5) 0.971 191.5 (-40.7)
tSVWN3 1.11 255.9 (27.4 ) 0.974 262.2 (30.1 )
tPBE 1.11 225.5 (-3.0 ) 0.976 233.8 (1.6 )
tBLYP 1.11 216.6 (-11.9) 0.977 230.1 (-2.1 )
ftSVWN3 1.10 258.5 (29.9 ) 0.972 264.6 (32.4 )
ftPBE 1.11 231.2 (2.7 ) 0.976 234.7 (2.5 )
ftBLYP 1.11 227.8 (-0.7 ) 0.978 232.4 (0.3 )
Experiment 1.098a,c 227.8a,c 0.958b,c 232.2d
a From Refs. 93 and 94
b From Refs. 95 and 96
c From Ref. 97
d From Ref. 98
well as with multireference-averaged quadratic coupled-
cluster (MR-AQCC)[137, 138] and quantum Monte-
Carlo methods.[134]. Nevertheless, no one approach has
emerged as a panacea for this particular problem, for a
variety of reasons. First, as mentioned above, nondynam-
ical correlation effects are quite important for large mem-
bers of the series, and, yet, even active spaces comprised
of the full pi/pi∗ valence space fail to correctly describe the
onset of closed-shell diradical behavior. A proper descrip-
tion of these systems requires that one at least consider
dynamical correlation effects, if not additional nondy-
namical correlation effects among the remaining valence
orbitals. Second, most studies employ inconsistent lev-
els of theory to evaluate the equilibrium molecular ge-
ometries and the singlet/triplet energy gaps; equilibrium
geometries are usually determined using restricted or un-
restricted DFT and the B3LYP functional. Such a choice
often results in singlet/triplet energy gap curves that are
not completely smooth.[56, 58, 134]
Figure 4 illustrates the singlet/triplet energy gap
for the linear polyacene series computed using a
variety of methods, including v2RDM-CASSCF and
v2RDM-CASSCF-PDFT (labeled tPBE and tBLYP). All
v2RDM-based computations employed an active space
comprised of the pi/pi∗ valence space (4k+2 electrons in
4k+2 orbitals, where k is the number of fused benzene
rings in the molecule). The v2RDM-based energy gaps
presented here were computed within the cc-pVTZ basis
set using equilibrium geometries optimized for the singlet
and triplet states at the v2RDM-CASSCF/cc-pVDZ level
of theory. We thus have some guarantee that the equi-
librium geometries reflect the presence of nondynamical
correlation effects, but we note that the structures dis-
play signatures of the overestimation of polyradical char-
acter mentioned above (see Refs. 134 and 91 for a discus-
sion of these effects). Nonetheless, the v2RDM-CASSCF
energy gaps agree well with those from DMRG[126], de-
spite the fact that the DMRG data were generated using
a smaller basis set and B3LYP-derived geometries. As
expected, the dynamical correlation effects captured by
v2RDM-CASSCF-PDFT close the singlet/triplet energy
gap considerably for larger molecules, and we note that
the tPBE and tBLYP functionals yield essentially equiv-
alent gaps for all molecules. Surprisingly, DMRG-PDFT
and v2RDM-CASSCF-PDFT give quite different results
for hexacene and heptacene. The DMRG-PDFT data of
Ref. 55 were generated within the 6-31+G(d,p) basis set,
using B3LYP-derived geometries, but, these differences
are still unanticipated, considering the good agreement
we observe between the DMRG results of Ref. 126 and
the present v2RDM-CASSCF results.
Figure 4 also includes data generated using a combined
ACI / second-order perturbative multireference driven
similarity renormalization group (DSRG-MRPT2) ap-
proach and the particle-particle random phase approx-
imation (pp-RPA), taken from Refs. 136 and 139, re-
spectively. Of all methods considered here, ACI-DSRG-
MRPT2 yields the best agreement with experimental re-
sults, up to pentacene. Assuming that ACI and DSRG-
MRPT2 can be extended to larger members of this se-
ries, ACI-DSRG-MRPT2 appears to be an extrememly
promising approach for this problem. Direct compar-
isons to pp-RPA results are complicated by the fact that
these gaps are vertical, whereas the present results and
all others reproduced here are adiabatic. The label pp-
RPA-R (pp-RPA-T) refers to computations performed at
9FIG. 3: Potential energy curves for the dissocation of CN– within the cc-pVTZ basis set [(a), (c)], as well as their behavior
in the limit of dissociation [(b), (d)]. RDMs from v2RDM-CASSCF employed within v2RDM-CASSCF-PDFT satisfy the
PQG N-representability conditions. Results are provided using both the translated [(a), (b)] and fully-translated [(c), (d)]
v2RDM-CASSCF-PDFT schemes.
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FIG. 4: Singlet-triplet energy gaps of the linear polyacene
series. The label “k” refers to the number of fused benzene
rings in each molecule.
equilibrium geometries generated for the singlet (triplet)
at the restricted (unrestricted) B3LYP level of theory.
The pp-RPA data were also generated in a smaller ba-
sis set (cc-pVDZ) than was used in the present v2RDM-
CASSCF-PDFT computations. The pp-RPA-T predicts
singlet/triplet energy gaps that are significantly lower
than those predicted by all other methods. Further, pp-
RPA-T is the only method that yields gaps that do not
decrease monotonically with increasing polyacene length.
We note that the gaps from pp-RPA-R, however, are in
good agreement with the present tPBE/tBLYP gaps, for
acene molecules smaller than nonacene.
Lastly, we consider the singlet/triplet energy gap ex-
trapolated to the limit of an infinitely large molecule.
The computed singlet/triplet energy gaps (∆ES-T) for fi-
nite molecules were fit to an exponential decay formula
of the form
∆ES-T(k) = ae
−k/b + c (20)
where, a, b and c are adjustable parameters, and k repre-
sents the number of fused benzene rings in the molecule.
In the limit that k approaches infinity, c ∼ ∆ES-T(∞).
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Table III summarizes the fitting parameters and predic-
tions for ∆ES-T(∞) for the subset of methods considered
above for which data are available up to k = 12. The
largest predicted gap is obtained by v2RDM-CASSCF,
which indicates that the limited considerations of non-
dynamical correlation, combined with a lack of dynami-
cal correlation, artificially stabilize the singlet state. The
gaps predicted by tPBE and tBLYP are 4.87 and 4.79
kcal mol−1, respectively. These values are in good agree-
ment with the “best estimate” value of 5.06 kcal mol−1
of Ref. 125, which was computed using a combination
of spin-flip coupled-cluster and spin-flip time-dependent
DFT. The smallest estimates for the infinite-acene sin-
glet/triplet gap are given by pp-RPA-R and pp-RPA-T.
TABLE III: Fitting formulas for singlet-triplet energy gaps of
polyacenes as a function of number of fused benzene rings k
where k ∈ [2, 12]
Level of Theory Fitting Formula
v2RDM-CASSCF/cc-pVTZa 127.79 exp(−k/2.39) + 7.85
tPBE/cc-pVTZa 147.15 exp(−k/2.32) + 4.87
tBLYP/cc-pVTZa 145.04 exp(−k/2.33) + 4.79
pp-RPA-R/cc-pVDZb 137.04 exp(−k/2.63) + 2.11
pp-RPA-T/cc-pVDZb 105.87 exp(−k/2.37) + 0.81
a Geometries are optimized at v2RDM-CASSCF/cc-pVDZ level of
theory.
b Geometries are optimized at B3LYP/6–31G(d) level of theory.
V. CONCLUSIONS
Multiconfigurational pair-density functional theory
provides a conceptually and technically straightfoward
framework within which one can combine the reliable de-
scription of nondynamical correlation effects afforded by
multireference methods with the simplicity of DFT for
modeling dynamical correlation. In practice, the com-
putational cost of MC-PDFT is dominated entirely by
the effort required to generate the 1- and 2-RDM us-
ing the underlying MR approach. Hence, polynomially-
scaling approaches to the nondynamical correlation prob-
lem (e.g. v2RDM-CASSCF, DMRG-CASSCF[55], or
pair coupled-cluster doubles[32]) are naturally suited to
this purpose. Accordingly, we have presented an imple-
mentation of v2RDM-CASSCF-PDFT and benchmarked
its performance on challenging MR problems.
We applied v2RDM-CASSCF-PDFT with the trans-
lated and fully-translated variants of the PBE, BLYP,
and SVWN3 functionals to the dissociation of N2 and
CN− and to the double dissociation of H2O. In gen-
eral, the best absolute agreement with potential energy
curves generated at the CASPT2 level of theory was
obtained using tPBE. It is notable that the quality of
the v2RDM-CASSCF-PDFT curves, as measured by the
non-parallelity error relative to CASPT2, was somewhat
insensitive to the N -representability of the underlying
2-RDM. A similar insensitivity was observed in the dis-
sociation energy for N2 and the double dissociation en-
ergy for H2O computed using v2RDM-CASSCF-PDFT.
These results are potentially important because the cost
of imposing three-particle N -representability conditions
can be prohibitive for large systems. It seems that ad-
ditional N -representability conditions may be necessary
insofar as they improve the quality of the 1-RDM and on-
top pair-density entering the v2RDM-CASSCF-PDFT
energy expression. Further, we should note that even an
exact treatment of the N -representability problem will
not actually guarantee any improvement in the v2RDM-
CASSCF-PDFT energy. Indeed, Sharma et al. have
shown[140] for H2 that the MC-PDFT energy does not
converge to the exact (full CI) result even when the ex-
act on-top pair-density is available. Regardless, addi-
tional studies are necessary to fully explore the role of
N -representability in generating accurate densities and
on-top pair densities and to determine whether the trends
we have observed are transferable to other systems.
We also applied the tPBE and tBLYP functionals to
the singlet/triplet energy gap of the linear polyacene se-
ries; these functionals predict the gap in the limit of an
infinitely long acene molecule to be 4.87 and 4.79 kcal
mol−1, respectively. We note that a similar study has
been carried out using MC-PDFT where the 1- and 2-
RDM were generated using the generalized active space
self-consistent field (GASSCF) method.[56] However, di-
rect comparisons to the data presented in Ref. 56 are
difficult because the GASSCF and GASSCF-PDFT re-
sults are sensitive to the partitioning chosen for the ac-
tive space. For example, one choice leads to the predic-
tion that the GASSCF-PDFT-derived singlet/triplet gap
in the large molecule limit closes, relative to that from
GASSCF, while another choice leads to the prediction
that it opens. Further, regardless of how the active space
was partitioned in that work, GASSCF-PDFT failed to
yield a smooth singlet/triplet energy gap curve.
Lastly, we note a practical similarity between MC-
PDFT and the density corrected DFT described by
Burke and coworkers.[141–143] The latter approach ad-
dresses so-called “density-driven” errors by evaluating
the exchange-correlation energy with an “accurate” den-
sity that differs from the self-consistent density one would
normally obtain with a given functional. MC-PDFT can
be viewed as a generalization of density-corrected DFT
where the density used to evaluate the exchange corre-
lation energy is obtained by translation[52] of the den-
sity generated by an MR method. As demonstrated in
Ref. 32, the MR method need not be CASSCF-based; it
could be any method that produces a good 1-RDM and
on-top pair density. The v2RDM-CASSCF-PDFT PECs
for CN− highlight the fact that the approach is only as
reliable as the densities generated by the MR method.
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VI. APPENDIX
The fully-translated densities and gradients entering
the fully-translated OTPD functional (defined in Eq. 19)
are given by [73]
ρ˜σ(r) =


ρ(r)
2
(1 + cσζt(r)) R(r) < R0
ρ(r)
2
(1 + cσζft(r)) R0 ≤ R(r) ≤ R1
ρ(r)
2
R(r) > R1
(21)
and
∇ρ˜σ(r) =


∇ρ(r)
2
(1 + cσζt(r)) + cσ
ρ(r)
2
∇ζt(r) R(r) < R0
∇ρ(r)
2
(1 + cσζft(r)) + cσ
ρ(r)
2
∇ζft(r) R0 ≤ R(r) ≤ R1
∇ρ(r)
2
R(r) > R1
(22)
where R0 = 0.9 and R1 = 1.15. [72, 73] The fully-
translated spin-polarization factor ζft(r) is taken to be
ζft = A∆R
5(r) +B∆R4(r) + C∆R3(r) (23)
where, ∆R(r) = R(r)−R1 and [72, 73]
A = −475.60656009 (24)
B = −379.47331922 (25)
C = −85.38149682 (26)
The gradients of the translated and fully-translated spin-
polarization factors are [72, 73]
∇ζt(r) = −
1
2
∇R(r)
ζt(r)
(27)
∇ζft(r) = ∇R(r) [5A∆R
4(r) + 4B∆R3(r) + 3C∆R2(r)]
(28)
where the gradient of the on-top ratio is [72]
∇R(r) =
4∇Π(r)
ρ2(r)
−
8Π(r)∇ρ(r)
ρ3(r)
. (29)
Supporting information. Active space specifica-
tions, singlet/triplet energy gaps for non-conjugated
main-group divalent radicals, potential energy curves for
N2, CN
− and H2O dissociation computed using v2RDM-
CASSCF / v2RDM-CASSCF-PDFT and the PQG+T2
N -representability conditions, and singlet/triplet energy
gaps for linear polyacene molecules computed using
v2RDM-CASSCF / v2RDM-CASSCF-PDFT and RDMs
that satisfy the PQG N -representability conditions.
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