This paper introduces a computationally inexpensive method of extracting the backbone of one-mode networks projected from bipartite networks. We show that the edge weights in one-mode projections are distributed according to a Poisson binomial distribution. Finding the expected weight distribution of a one-mode network projected from a random bipartite network only requires knowledge of the bipartite degree distributions. Being able to extract the backbone of a projection proves to be highly beneficial to filter out redundant information in large complex networks and to narrow down the information in the one-mode projection to the most relevant. We further demonstrate that the backbone of a one-mode projection aids in the detection of communities.
Introduction
Scientist are often faced with an overwhelmingly large amount of data. Being able to reduce this amount to the most relevant information greatly simplifies analyses. In network science, one way to reduce networked data is to discard redundant or insignificant edges, resulting in a network that is commonly referred to as its backbone.
Many different approaches to extracting the backbone of a given network have been proposed, all pursuing the same goal of filtering the most relevant information (Glattfelder & Battiston, 2009; Slater, 2009; Scutari & Nagarajan, 2013; Zhang et al., 2014) . The majority of methods focus on weighted one-mode networks, identifying statistically significant edges by comparison to, for example, a null-model (Serrano et al., 2009) or edge weight distributions (Foti et al., 2011) . Although the aim of backbone extraction is a reduction of data in order to simplify analysis, it is vital that the backbone still contains the important and relevant information about the network. Hence, it is crucial that topological structures are preserved in the backbone (Zhang et al., 2013) .
Comparable approaches to the ones above have been suggested for one-mode projections (Neal, 2013 (Neal, , 2014 . A one-mode projection is the projection of a bipartite network onto a one-mode network. Bipartite networks consist of two disjoint sets of nodes U and V , where edges only connect nodes belonging to different sets. A bipartite network is usually represented by its biadjacency matrix B, where the element b ij = 1 if node u i ∈ U is connected to node v j ∈ V and 0 otherwise. The one-mode projection of this bipartite network is constructed by dropping one node set and connecting two nodes of the remaining set if they share at least one neighbour in the bipartite network. Edges connecting the two nodes in the one-mode projection are then associated with a weight, indicating the number of previously shared neighbours.
Bipartite networks are far less studied than ordinary one-mode networks and hence many network measures are not applicable to bipartite structures. Although some measures have been redefined to suit the analysis of bipartite networks (Borgatti & Everett, 1997; Liebig & Rao, 2014 , 2016 , the study of their projections is preferred in most cases (Newman, 2001) .
Being able to infer the backbone of one-mode projections is especially important as the process of projecting a bipartite network results inevitably in a dense and noisy one-mode network (Neal, 2013) . Optionally, the extracted backbone can further be translated into a binary network, as it is often preferable to work with an unweighted version of the network (Latapy et al., 2008) .
In a recent paper (Neal, 2014) a stochastic degree sequence model was introduced to determine the significance of edges in weighted projections. In contrast to previous approaches, (Neal, 2014) takes the degrees of primary and secondary nodes in the original bipartite network into consideration. Determining the significant edges still requires the generation of a reasonably large set of random bipartite networks and their projections onto one-mode networks. The random projections serve to determine the expected weight distribution of every edge in the network. Comparing the observed edge weights of the projection to their corresponding expected weight distribution allows the identification of significant edges.
The one-mode projection of a bipartite network is obtained by multiplying its biadjacency matrix B with its transpose. Hence, the process of projecting a bipartite net-work is computationally expensive, running in O(|U | 2 |V |) time and as (Neal, 2014) opines, a method to directly calculate edge weight distributions would be highly beneficial. In this paper we do exactly this. We show that the edge weights in a one-mode projection are distributed according to a Poisson binomial distribution. We develop a fast method for extracting the backbone of a one-mode projection that does not rely on the generation of random networks and their projections and hence significantly reduces computation time.
Further, we demonstrate that backbone extraction aids in the detection of communities. A community is loosely defined to be a subgraph of a network with a relatively high number of inner connections compared to the number of edges linking to nodes outside the subgraph. Since the backbone of a network preserves topological structures, the presence of communities should also be maintained. We demonstrate that communities are in fact more pronounced in the backbone than in the projection. This is a very interesting observation, since many real world networks exhibit community structure and much effort has been made to develop methods for community detection.
Next, we derive a fast method of extraction of the backbone of a projected bipartite network that makes the generation of random networks unnecessary. We corroborate the accuracy of our method by comparing the weights obtained by our method to the real weight distribution of the projections of several types of randomly generated bipartite networks. We then present several examples of applications.
The weight distribution of one-mode projections
In the following, we show that the weight distribution of a projected bipartite network follows a Poisson binomial distribution.
The Poisson Binomial Distribution
We begin with the necessary definitions and notation.
Definition 1. (?) A Bernoulli trial is a random variable X with two possible outcomes, success or failure, and is associated with a success probability p.
The probability of obtaining n successes in N independent Bernoulli trials, where each trial has success probability p, is given by the Binomial distribution (?):
If the N trials have varying probabilities p i , where i = 1, . . . , N , the sum of the independent, non-identically distributed random variables X 1 , . . . , X N is given by the Poisson-Binomial distribution (?).
Let S n be the set of all combinations of n distinct integers chosen from {1, . . . , N } and let S 1 , . . . , S |Sn| be the elements of S n . Let s denote an element of the subset S j , where 1 ≤ j ≤ |S n | and letS j denote the complement of S j with respect to {1, . . . , N }. Then the probability density function of the Poisson-Binomial random variable
Approximation of the weight distribution
We now look at the use of the Poisson Binomial distribution to approximate the weight distribution. a n x n .
Let B be a bipartite network with the two disjoint node sets U and V , where U is called the primary set and V the secondary set. Let p j denote the probability that a node u ∈ U has degree j and q k denote the probability that a node v ∈ V has degree k.
j is the probability generating function of the primary node degrees and
q k x k is the probability generating function of the secondary node degrees. It is important to note that
and
where j denotes the average node degree of the primary node set (Newman, 2010, Chapter 13) . Note that j n = j n . We can now determine the probability of an edge connecting a primary node to a secondary node by dividing the product of their degrees by the number of edges in the network. The number of edges m in a bipartite network is given by
By π uu v we denote the probability that two primary nodes u and u are connected to a secondary node v.
Averaging j u and j u over the probabilities of an edge attaching to any node of degree j u and j u respectively, results in the probability π v that any two primary nodes are connected to a particular secondary node v of degree k v . Note that p j is the fraction of nodes with degree j in the primary node set. Thus, the number of primary nodes with degree j is equal to |U |p j and the probability that an edge originating at node v connects to a primary node of degree j is |U |jpj m = jpj j (Newman, 2010, Chapter 13) . Hence,
π v is the probability of the Bernoulli random variable X v indicating the existence of a connection between two primary nodes via a particular secondary node v.
It follows that the probability of a randomly chosen edge in the one-mode projection having weight ω is given
S ω is the set of all combinations of ω integers chosen from {1, . . . , |V |}.
Since P (Ω X = ω) is hard to compute, we use the Poisson approximation instead:
The error of the Poisson approximation to P (Ω X = ω)
v and is small if the number of expected successes is small (Le Cam, 1960) . Since most real world networks are sparse, the Poisson approximation estimates the probability of weight ω very well.
Notice that µ is also easily calculated:
Determining probabilities of individual connections
When extracting the backbone of a network, one is interested in the probability of observing a connection with a certain weight between two nodes u and u in the projection, denoted by P uu (Ω X = ω).
If π uu v is small for every v = 1, . . . , |V |, the Poisson approximation may be used, with
In bipartite networks where some nodes have a very high degree, it is often found that the probability of a connection between two individual nodes is very high, resulting in large approximation errors. In such situations, instead of the Poisson approximation, we use the normal approximation:
where µ is given by Eq. (10) and
In order to demonstrate the accuracy of the approximation, we compare it to the average weights obtained from projections of random bipartite networks with different combinations of degree distributions, see table 1 for a list of the different combinations. For each combination, we generated 100 random bipartite networks of the same size and with same degree distributions. We then projected each onto a one-mode network and determined their average weight distribution. Figure 1 shows that the approximation estimates the expected weight distribution of a projected bipartite network extremely well.
In the extraction of the backbone of a projected bipartite network, we are interested in the probabilities of connections between individual nodes rather than the complete weight distribution. The weight probability distribution of an edge between two individual nodes u and u is given by E Eq. (11), with µ and σ given by Eq. (10) and Eq. (12) respectively. Since P uu (Ω = ω) has to be computed for every edge in the network, the computation time amounts to O(|U | 2 ). The greatest advantage of our method, however, is that it is not necessary to generate any random networks, saving the time required to generate and then project hundreds or thousands of networks. Since a single projection runs in O(|U | 2 |V |) time our approach greatly simplifies and speeds up the process of extracting the backbone of a one-mode projection.
Applications
In the following we demonstrate our approach by extracting the backbone of two projected networks, the 108 th U.S. Senate network (Fowler, 2006a,b) and the MovieLens Tag Genome network (Vig et al., 2012) . The first network has previously been analysed, which reveals that the backbone of the projected bipartite network contains two communities of democrats and republicans respectively (Neal, 2014) . Our work further compares the performance of community detection algorithms using the one-mode projection and the backbone. We show that a higher modularity is achieved if the backbone is used as an input.
108
th U.S. Senate Data
The U.S. Senate together with the House of Representatives builds the U.S. Congress. In every state two senators are voted into the senate and may introduce a piece of legislation, called bill. Bills can be co-sponsored by other members of the senate. A bill becomes law once it is signed by the President. The U.S. Senate data set may be represented as a bipartite network with 100 primary nodes, the senators, and 7,804 secondary nodes, the bills. An edge indicates that a senator has sponsored or co-sponsored a bill. This data set is publicly available and can be downloaded from http://jhfowler.ucsd.edu/cosponsorship.htm.
In order to extract the backbone of the senator-senator network, we need to find the weight probability distribution for every edge between all possible pairs of senators, 4,950 in total. If the observed edge weight between two senators is significantly larger than expected, the unweighted edge is included in the backbone. Here, we include an edge in the backbone if its weight is greater than the mean plus three standard deviations of the approximated distribution. Plots of the weight distributions of some of the most significant edges are shown in Figs. 2 and 3. Figure 2: The weight probability distributions of the nine most significant edges in the senator-senator projection, where the observed weight is greater than expected. The blue curves show the approximated probability distributions, the black bars mark the observed weight in the weighted one-mode projection of the 108 th U.S. Senate network.
Determining edge significance by comparing each edge weight individually to its distribution ensures that edges Figure 3: The weight probability distributions of the nine most significant edges in the senator-senator projection, where the observed weight is smaller than expected (not included in the backbone). These edges represent political antagonisms. The blue curves show the approximated probability distributions, the black bars mark the observed weight in the weighted one-mode projection of the 108 th U.S. Senate network.
with high weights are not chosen over edges with low weights for inclusion in the backbone (Neal, 2014) . Figure 4 illustrates that edge weights and edge significance are, with a correlation coefficient of 0.368, weakly correlated. Black points indicate edges that were identified as being significant connections. Edge significance is calculated by subtracting the mean of the individual edge distribution from the observed weight and dividing by the distribution's standard deviation. The backbone extraction not only discards redundant information, it also reveals a more pronounced community structure. The majority of the edges connect senators from the same party with relatively few edges connecting senators from different parties (see Fig. 5 , lower left hand plot). Figure 5 shows the adjacency matrices of the binary projection (top left), the weighted projection (top right) and the backbone (bottom left) with a black square indicating the presence of an edge. We ran a community detection algorithm, described in the next paragraph, in order to locate communities in each of the three networks. The identified communities are highlighted by coloured rectangles.
Communities in binary projection
Communities The adjacency matrices of the binary projection (top left), the weighted projection (top right) and the backbone (bottom left). The identified communities are highlighted by coloured rectangles. It is clearly evident that backbone extraction preserves the intra community connections, whereas many of the inter community connections were discarded. For visual reasons the axes are not labelled with the senators' names. Senators have been ordered according to their community association (democrats first, republicans second) and then alphabetically by their last name.
There has been much interest in the detection of network communities and a large body of literature exists on algorithms detecting them. We choose to use the approach suggested in (Newman, 2006) , using eigenvectors. This method has been implemented in the R programming language (Csárdi & Nepusz, 2006) . The eigenvector community detection algorithm aims to divide the input network into groups such that the modularity function Q, given by subtracting the number of expected edges within communities from the observed number of connections within communities, is maximised. Rewriting Q in terms of matrices, allows one to view the optimisation problem as a spectral problem, reducing its complexity as community structure is often encoded in the first few eigenvectors of the modularity matrix. For more details see (Newman, 2006) .
The binary one-mode projection (Fig. 5 , top left) was the complete graph K 100 and hence communities could not be identified. Consideration of the edge weights (Fig. 5 , top right) resulted in the detection of two communities. Two communities were also detected in the backbone (Fig. 5 , bottom left), however, they were more pronounced than in the weighted projection. The backbone achieved the highest modularity of 0.24 compared to 0.082 in the weighted projection. Note that the modularity ranges between 0 and 1. 94% of the senators associated with the first community were democratic senators, whereas 96% of the senators associated with the second community were republican. The republican senators who were associated with the first community were Lincoln Chafee, Susan M. Collins and Olympia J. Snowe, whereas the democratic senators associated with the second community were Kent Conrad and Zell Miller.
Researching the senators who had such unlikely associations revealed the following: Lincoln Chafee was a member of the Republican Party until 2007, when he became an independent. Later, in 2013, he joined the Democratic Party. Susan Collins is known as one of the most moderate members of the Republican Party and is considered bipartisan. Like Collins, Olympia Snowe is also known to be strongly bipartisan. Kent Conrad was found to be more conservative than most other democratic politicians, explaining his association with the second community consisting of mostly republican party members. Zell Miller was also found to be conservative. In 2004 he backed President George W. Bush over the democratic nominee.
MovieLens Tags
The MovieLens Tag Genome dataset was collected by the University of Minnesota and is available for download at http://grouplens.org/datasets/movielens/tag-genome/. The dataset contains 9,734 movies and 1,128 tags. Tags are words that can be assigned to movies by users of the MovieLens website. Users may use any word that they feel best describes a movie. Edges connect tags to movies and record how strongly a certain movie is associated to a certain tag. Edge weights range between 0 and 1, where 1 indicates strong relevance. In our analysis we considered a subset, including the 100 most popular tags (popularity was determined by members of the GroupLens research group, who also collected the data, http://grouplens.org/). Edges were only included if the tag relevance was greater or equal to 0.5, resulting in a network of 9,734 movies and 100 tags.
Extracting the backbone of the tag-tag projection should not only remove redundant information but additionally preserve connections between similar tags and remove those between unrelated tags, yielding more pronounced communities. Figure 6 shows the adjacency matrices of the binary projection (top left), the weighted projection (top right) and the backbone (bottom left). The community detection algorithm was able to identify two communities in the binary projection with a modularity of 0.018, three communities in the weighted projection with modularity 0.13 and five communities in the backbone with modularity 0.26.
Interestingly one of the tags is isolated in the backbone and hence forms a community by itself (see Fig. 7 ). This The adjacency matrices of the binary projection (top left), the weighted projection (top right) and the backbone (bottom left). The identified communities are highlighted by coloured rectangles. Again, the backbone extraction preserves the intra community connections, whereas many of the inter community connections were discarded.
isolated tag is labelled boring and did not form any significant connections to other nodes in the network. The other four communities each contain tags that are very similar, for instance, the tags comedy, funny, animation, satire and pixar are members of the same community (see Fig. 8 ).
Figure 7: The backbone network of the Tag-tag projection shows an isolated node that forms a community by itself. The different colours represent community membership.
Conclusion
Since large complex networks are often difficult to analyse, it is important to develop efficient methods that can identify redundant information to shrink the data volume. In this paper, we have shown how to extract the backbone of a one-mode projection in a simple and effective way.
Making use of the fact that the edge weights in a projected network follow a Poisson binomial distribution could Figure 8 : Looking closer at one of the communities in the backbone, we find that similar tags tend to form significant connections.
drastically reduce the computation time of the backbone extraction.
We used two different real world networks to demonstrate that the backbone is an aid to detection of communities. In the process of extracting the backbone, connections between nodes of the same community are preserved, whereas inter community links are mostly insignificant and hence discarded. It follows that the backbone displays more pronounced communities leading to detection algorithms achieving higher modularity scores.
