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Summary
X-ray fluoroscopy is an im portant tool in m odern medicine and is used ever more frequently, 
particularly in the field of interventional neuroradiology. The health risks associated with 
X-rays are well known, and there is an im petus to  reduce the levels of X-ray exposure to 
both  patients and staff. This dose reduction effort must take place on many levels, from 
improvements in machine hardware to improved clinical techniques. The digital nature of 
modern X-ray fluoroscopy allows software methods to take a vital role in reducing X-ray 
exposure. The reduction of image noise and the enhancement of the appearance of vessels 
can aid the analysis of the data by eye and act as a prerequisite for further processing.
Much of the work in the literature has focused on the reduction of image noise through the 
use of filters, be they spatial, frequency, tem poral or a  combination of the three. This thesis 
examines the effect of two different approaches to digital subtraction angiogram enhancement. 
The first m ethod described is a nonlinear da ta  fusion technique whereby individual frames 
in an angiogram sequence are regarded as separate ‘sensors’. Each sensor votes for a  certain 
intensity value at each pixel location. The fusion system takes account not only of the votes 
polled but also the neighbourhood surrounding each pixel to best estim ate the true level of 
X-ray absorption. The second enhancement m ethod models pixels as relaxation oscillators, 
with period determined by pixel intensity. A coupled network is constructed, first in two 
dimensions incorporating spatial information w ithin the image, then in thi-ee dimensions, 
incorporating temporal information too. As the network evolves, neighbouring pixels with 
similar values become synchronous w ith one another, grouping together into homogeneous 
regions. This synchrony is manifest in the output as reduced noise and a more coherent 
structure to image regions.
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C h ap ter  1
In tro d u c t io n
1.1 X -ray F luoroscopy
Medical imaging refers to the techniques used to visualise the workings and structure, both 
internal and external, of the body. In  modern medicine a wide range of imaging modalities 
are employed [8] [22] [47]. These range from magnetic resonance to electrographs, infra-red 
to ultrasound. Of these modalities, X-rays are arguably the most widely used. X-ray fluo­
roscopy is essentially ‘X-ray video’, providing temporal sequences of X-ray images acquired 
at consecutive time intervals. Fluoroscopy facilitates image-guided surgery, allowing surgeons 
to see inside the body and manoeuvre surgical tools based solely upon the images acquired 
by the X-ray machine.
Injuries received by the early X-ray pioneers and their patients [29] have warned tha t although 
X-ray radiation has many benefits to society, there are very real dangers associated with its 
use, particularly in over-exposure. By the very nature of image-guided surgery, patients and 
staff are exposed to prolonged contact with X-rays. To reduce the hazards, much emphasis 
has recently been placed on reducing both  the amount of X-rays required and the exposure 
time. This endeavour is called dose reduction.
1.2 A im  and C ontribution  o f th is Thesis
The drive to reduce X-ray dose must take place on levels, from hardware modifications to 
improvements in clinical technique. Modern fluoroscopy is a digital medium, a CCD camera 
converting the image created by X-ray photons impacting on a  fluorescent screen into a  digital 
da ta  stream. This digital nature of the imaging chain means that software enhancement 
techniques can be applied in real time to improve the quality of the images presented to
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surgeons. This aspect of dose reduction has hitherto received little attention but the use 
of software methods has the potential to make some significant gains in the dose reduction 
cause.
This thesis applies two image enhancement methods to medical fluoroscopy data. The two 
schemes are designed to enhance the appearance of blood vessels. This will aid both  the 
interpretation of the da ta  by surgeons and provide improved input for further processing, for 
example, segmentation of the vascular tree. Most work in the literature (chapter 3 examines 
all aspects of dose reduction, including software methods) has focused on reducing image 
noise using filters, be they in the temporal, frequency or spatial domains. The main work in 
this chapter takes a different approach, treating each pixel individually and allowing them  to 
interact with their neighbours to reduce noise through the formation of more homogeneous 
representation of image regions.
1 .2 .1  N o n -lin e a r  F u sio n
The first m ethod is called non-linear fusion and is a da ta  fusion process. A scan is made 
across the imaging plane, temporal and spatial information at each pixel location being 
combined to provide a best estimate of the actual X-ray attenuation at tha t given location. 
The scheme can be thought of as a voting system where by each frame Votes’ for an intensity 
value a t each pixel location. The winning value is calculated both from these votes bu t is 
also influenced by its neighbouring pixels.
The fusion system proposed by Steinhage and associates [63] is applied for the first time 
to X-ray fluoroscopy data. In this application, individual frames are regarded as separate 
‘sensors’ in the da ta  fusion process. An a priori knowledge term  is created to help the system 
identify and respond to the presence of vessel where a number of frames in the set contain 
contrast agent and the remainder do not. It is proposed that the Hilbert scan path  is used 
in place of raster scanning. This is shown to preserve local neighbourhoods to a greater 
degree. System param eters are tuned to best deal with digitally subtracted angiograms and 
provide low variance within vessel and background regions whilst attem pting to maximise 
the contrast between the two. This work was presented at the Medical Image Understanding 
and Analysis conference, 2003 (MIUA2003), Sheffield [35].
1 .2 .2  R e la x a tio n  O sc illa to r s
The second enhancement m ethod presented in this thesis models the pixels of each image 
using relaxation  oscillators. The system constructed allows each pixel to interact with its 
neighbours, first in the spatial then both  spatial and tem poral domains. As the system evolves 
in time, neighbouring pixels with similar values become synchronous with one another, this is
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manifest in the output as coherency within image objects. The subject of phase initialisation 
is addressed, a  ‘soft’ linking scheme proposed to assign connection weights according to the 
similarity between neighbouring pairs. Local neighbourhood sizes are investigated and the two 
dimensional grid system developed is tested on both  medical fluoroscopy and photographic 
images. Locally adaptive implementations are developed and tested. The system is then 
extended further to encompass tem poral da ta  too into a 3D oscillator matrix. Finally, the 
2D system is modified to process colour input images.
1.3 T hesis O verview
Excluding this introductory chapter, chapter 2 begins this thesis with an introduction to 
medical X-ray fluoroscopy. The development of fluoroscopy as an imaging medium is charted 
from the discovery of X-ray radiation in 1895 to the modern day. A modern fluoroscopy 
machine and the clinical techniques used in conjunction with it are described. Chapter 3 
identifies the damaging effects X-rays can have on the body. This leads to the concept of 
dose reduction; reducing the amount of X-ray radiation patients are exposed to. Different 
dose reduction measures are described, ranging from hardware modifications to improved 
clinical techniques. Chapter 4 gives examples of the da ta  acquired by a fluoroscopy machine, 
showing the type of images used in this thesis. Chapter 5 constructs a nonlinear da ta  fusion 
system and shows the results of applying the system to digitally subtracted angiogram data. 
Chapter 6 introduces the reader to  relaxation oscillators. The parallels between oscillators 
and the receptor cells of the eye are explained and the mathematical properties of a Van der 
Pol oscillator described. Section 6.5 summarises the work presented on relaxation oscillators 
in this thesis, the workings of a single LEGION oscillator are then examined. Section 6.7 links 
together several oscillators into a  one dimensional chain and shows how this system modifies 
an input. A two dimensional oscillator grid is the focus of chapter 7. This system is applied to 
both  medical fluoroscopy data  and photographic test images. Chapter 8 then examines locally 
adaptive methods for applying the 2D system. Chapter 9 extends the two dimensional system 
into a three dimensional m atrix where tem poral as well as spatial information is included. 
Chapter 10 draws this thesis to a close w ith conclusions and suggestions of areas that could 
be investigated further.
Chapter 1. Introduction
C h ap ter  2
M ed ica l F lu o ro sc o p y
X-ray fluoroscopy is one of a  wide rangé of modalities th a t are employed for medical diagnosis. 
Section 2.1 starts  this chapter w ith an introduction to medical imaging, briefly examining a 
number of commonly used modalities. A full discussion of imaging methods can be found 
elsewhere [8] [22] [47]. This account is intended to  illustrate and place in context the role 
th a t X-ray fluoroscopy plays in modern medicine. Following this, the workings of an X-ray 
fluoroscopy system are examined in detail. The physical properties of X-rays are examined 
(section 2 .2 ) and the development of fluoroscopy systems from the discovery of X-rays in 
1895 to the present day is chronicled (section 2.2.4). Sections 2.3 and 2.4 conclude the 
chapter with a description of some of the clinical techniques employed in conjunction with 
fluoroscopy machines to aide the visualisation of processes within the body. These include 
digital subtraction, catheters and contrast media.
2.1 Im aging M odalities
Developed from sonar technology in the 1940s, U ltrasoun d  uses sound waves to probe the 
body. Normally frequencies of 3.5 — 10MHz are used, beyond the realm of Human hearing 
which is approximately 20Hz to 20kHz. The normal usage involves a single generator and 
microphone unit sending a pulse of sound and listening for the echo. The attenuation and 
reflectance of the sound waves depends upon the acoustic properties of the medium through 
which they travel. The tim e delay between sending the pulse and receiving the echo discloses 
the depth of the object. Other ultrasound modes include using Doppler information to detect 
motion such as blood flow and heart activity. One of the advantages of ultrasound is that 
there are few known side effects, although excessive dosages to foetuses can be hazardous. 
One disadvantage is that the transm itter/receiving unit has to be in contact with the body 
as air is not a good conductor of sound.
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X-rays are widely used in diagnostic medicine. A detailed account of their properties occurs 
later in this chapter. The simplest use of X-rays is to create an X -ray R adiograph. This is 
effectively a photograph that uses X-ray rather than visible light. Radiographs can be used 
to examine the bone structure e.g. to check whether a limb has broken after a fall. X -ray
Infra-red SPECT PET ECG
Figure 2.1: Examples o f  medical images formed by different imaging modalities. A
C om puted  Tom ography (CT) reconstructs the three dimensional structure of the subject 
by taking a series of cross sectional images using an X-ray source and an arc of detectors. A 
series of slices following a spiral loop around the patient are processed by computer to yield 
a three dimensional model.
M agnetic R esonance Im aging (MRI) places the patient at the centre of a strong cylin­
drical magnet. The magnetic field (0.5 to 2 Tesla in strength) causes Hydrogen atoms within 
the body to align with the axis of the magnet. Half the atoms will align one way, the other 
half the opposing direction along the axis. However, it is unlikely that there will be exactly 
the same number facing each direction and the excess atoms (one or two in a million) point­
ing one way can be forced to precess in the same direction and frequency by a radio signal. 
When the radio frequency (RF) signal ends, the atoms relax to their natural state, releasing 
energy through electromagnetic radiation. It is this signal that is reconstructed into a three 
dimensional image volume.
Infra-red radiation in the 2.8/um to 5.5/um wavelength range can be used to view variations in 
tem perature of the body. This form of imaging is called T herm al Im aging or T herm og­
raphy. Thermal cameras usually have relatively poor resolution but they can be useful for 
diagnosing conditions which produce local heat inflammation or as a quick and cheap method 
of determining whether an anomaly warrants further investigation.
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X-ray imaging, ultrasound and thermography expose the body to an external source which 
interacts w ith the body and produces a pa ttern  which is captured by a detector. Nuclear 
medicine methods inject a radioactive isotope into the body, tailored to become concentrated 
within a certain organ or tissue type. As the media decays it emits radiation, usually in the 
form of gamma rays. The distribution of the radioactive material is recorded by a detector 
array. Single P h o to n  E m ission  C om puted  Tom ography (SPECT) uses a  gamma- 
ray detector to capture the distribution of photons emitted by radioactive decay. SPECT 
is often used to scan the brain for abnormalities, the subtle variations in the pattern  of 
isotope concentration revealing conditions such as depression. Similar to SPECT is P ositron  
E m ission  Tom ography (PET). Radioactive isotopes such as C11, N 13 and 015 are injected 
into the organ of interest. As they beta decay they emit positrons which collide with electrons 
to annihilate each other and produce two gamma ray photons in the process. To conserve 
momentum, these two gamma rays travel in opposite directions and both  are detected by 
detectors. Recording both photons gives PE T  a higher resolution compared to SPECT, by 
a factor of four. The disadvantage is th a t PE T  systems are more expensive to purchase and 
operate.
The body produces small electrical signals, e.g when the heart contracts. These signals can 
be detected by placing electrodes at specific locations on the skin surface. The sequence of 
spikes and waves reveal vital information about physical processes w ithin the body. This 
m ethod is commonly used for monitoring the heart, using a E lectrocard iograph (ECG).
2.2 X -ray F luoroscopy
F luoroscopy refers to any technique whereby X-rays collide with a fluorescent material to 
create an optical image. Clinical X-ray fluoroscopy, in the context of this thesis, is a  technique 
where an X-ray source irradiates the patient, X-rays passing through body tissue and creating 
a record of the spatial transmission of the imaging cross-section on a fluorescent screen. It 
is a real-time imaging system, enabling examination of dynamic processes within the body. 
For convenience, the ‘X-ray’ prefix may be dropped in the remainder of this thesis
2 .2 .1  D isc o v e r y  o f  X -ra y s
X -ray is the name given to electromagnetic waves with wavelengths of between approxi­
m ately1 a  nanometre (10~9m) and an angstrom (10” LOm). They reside in the electromagnetic 
spectrum  between gamma rays and ultraviolet light. X-rays were discovered by Wilhelm Con­
rad Roentgen on 8th  November 1895 whilst studying cathode rays (high speed electrons) pro­
duced by electrical discharges in low pressure gases. Working in a darkened room, Roentgen
1 There are no fixed boundaries between the different forms of radiation.
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noticed that a surface coated in Barium Platinocyanide, placed near the discharge tube, was 
emitting light.
He knew that cathode rays could only travel a few inches in air 
so some other phenomena must be causing the emission. The 
fluorescence persisted even when he shielded the surface by a deck 
of playing cards and a two inch thick book. He concluded that 
the fluorescence was due to an invisible radiation source. As the 
nature of these rays were unknown, he named them ‘X-rays’. They 
were also called ‘Roentgen rays’ in the early 20th century.
Figure 2.2: Wilhelm
Conrad Roentgen □.
2 .2 .2  X -ray  P r o d u c t io n
X-rays are produced whenever cathode 
rays are brought to rest by m atter. An 
X-ray tube [18] is used for the generation 
of X-rays in a controlled manner. Fig­
ure 2.3 is a schematic diagram of a typ­
ical X-ray tube. Electrons are produced 
by thermionic emission from a filament at 
the cathode (negative terminal). A high 
potential difference (e.g. up to 100A;U) is 
maintained between the cathode and an­
ode (positive terminal). Electrons are ac­
celerated across this voltage through an 
evacuated tube.
The curved shape of the cathode concentrates the electron beam onto a small target at the 
centre of the copper (Cu) anode. This target is made of a high melting point metal such as 
Tungsten (W). Upon impact, X-rays are produced. A small window in the Lead (Pb) shielding 
allows a concentrated X-ray beam to pass out of the tube.
The intensity of the beam produced depends upon the number of electrons hitting the target; 
the more electrons, the more intense the beam. Increasing the voltage between cathode and 
anode increases the penetrating power of the X-ray beam. Less than 0.5% of the kinetic 
energy of electrons hitting the target is transferred into X-rays, the remainder heats up the
Copper (Cu)
Figure 2.3: X-ray tube for the generation of X- 
rays from cathode rays.
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target. Many X-ray tubes have cooling mechanisms using fluids to dissipate the heat from 
the anode, others rely on cooling fins and air circulation.
2 .2 .3  X -r a y  P r o p e r t ie s
X-rays have the following properties:
• Travel in straight trajectories.
• Readily penetrate matter: Materials containing high density elements with high atomic numbers 
form the best shields against X-rays. All but the most high energy X-rays are brought to a stop 
by a few millimetres of lead (Pb).
• Undetected by magnetic or electric holds.
• Interact with matter by ejecting electrons via the photoelectric effect [47] and other mechanisms. 
This ejection of electrons manifests itself as the remaining three properties.
• Can ionise gases, allowing them to conduct electricity.
• Can cause certain substances (such as barium platinocyanide) to fluoresce (this lead to their 
discovery by Roentgen).
• Affect photographic emulsions in the same way as light.
Roentgen could have patented his X-ray apparatus, but he felt th a t it was im portant that 
all m ankind could benefit from his discovery. W hen Roentgen released his findings, people 
all around the world became fascinated by X-rays or Roentgen radiation. The mass public 
interest lasted for only about six months, however, from these early beginnings, the poten­
tial uses of X-rays for medical diagnosis became apparent. For the discovery and his work 
examining the nature of X-rays, Roentgen was awarded the first Nobel Prize for Physics in 
December 1901.
2 .2 .4  X -r a y  R a d io g r a p h s
Roentgen soon discovered that X-rays affect photographic plates in the same way as visi­
ble light. Roentgen exposed a pipe he was holding against a photographic plate to X-ray 
radiation. To his astonishment, he found tha t the photographic plate showed not only the 
pipe, bu t the bones of his fingers holding the object. Figure 2.4 shows a radiograph taken by 
Roentgen in 1895, widely believed to be of his wife, B ertha’s hand.
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Roentgens ‘X-ray photographs’ or radiographs of the 
hand prompted many scientists to begin experiment­
ing with X-rays. W ithin weeks of Roentgens findings 
being made public, crude X-ray imaging devices were 
set up across the world. Producing images showing 
the bone and joint structure of the body became a 
very popular pursuit. Of the many pioneers of X-ray 
radiographs, Dr William Morton, is generally accred­
ited for producing the first full body skeleton image 
using X-rays.
2.3 F luoroscopy Equipm ent
X-ray images can be acquired by two methods, exposing a photographic plate to produce 
radiographs, or by a fluoroscopy machine. Fluoroscopy devices sandwich the object or person 
under investigation between an X-ray source and a fluorescent screen. Historically, to view 
the image displayed on the screen, the apparatus had to be operated in a darkened room. 
This is disadvantageous because under low light conditions the Human eye uses rod rather 
than cone receptor cells (see section 6 .2 .1 ), compromising the amount of information gleaned 
from the display. The invention of the image intensifier allowed viewing in normal light 
conditions. Figure 2.5 shows an early fluoroscopy machine being used to examine the human 
chest.
Figure 2.5: An early chest fluoroscopic examination and a modern fluoroscopy machine.
The advantage of using a fluorescent screen over radiographic plates is that it is very quick, 
producing instant results. Such equipment was used in many shoe shops during the 1940s [29] 
to determine the correct shoe size needed for a customer, needlessly delivering large X-ray
Figure 2.4: Radiograph made by
Roentgen in December 1895. Possibly 
the hand of his wife, Bet ha. □
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doses to the child population of the time. C hapter 3 examines the damage that X-rays can 
do.
The image intensifier [10] was developed in the mid twentieth century. It magnifies the image 
produced on the fluorescent screen to produce a brighter image that can be viewed under 
normal lighting conditions. Figure 2.6 is a schematic of a typical X-ray image intensifier. 
X-rays enter the vacuum chamber through the input window and scintillate as they strike 
the phosphor screen.
The absorption of one X-ray photon 
can release several thousand pho­
tons of light. A proportion of these 
photons will collide with the photo­
cathode and release electrons. Typ­
ically a 3i)kV voltage accelerates 
these electrons though the vacuum 
chamber. The electron beam is fo­
cused onto a second phosphor screen 
(the output screen) by a set of elec­
trodes (electron optics). Upon strik­
ing the phosphor screen, the pho­
tons released travel out of the cham­
ber through the output window.
The image projected through the output window is an intensified, inverted facsimile of the X- 
ray input pattern. The intensity magnification is due in part to the acceleration of electrons 
inside the chamber and also the high ratio of window areas. A typical image intensifier
magnifies the intensity by a factor of between 103 and 104. It was quickly identified that a 
camera could be used to record the images formed on the fluorescent screen. Using cameras 
provided a permanent record of fluoroscopy examinations and recorded more information 
than could be seen by viewing the screen directly with the human eye. Exchanging a camera 
for a cine camera enabled dynamic sequences to be recorded. This is a great advantage when 
using contrast media (encountered in section 2.4.1). Attaching cameras to the display also 
allows the transmission of data  to remote sites.
Equipment derived from this early apparatus is used in a modified form today. Figure 2.5 
shows a modern fluoroscopy machine. The cine camera is replaced by a digital CCD [5] 
(charged-couple device) camera, allowing digital capture and archiving. The output is dis­
played in real time on adjacent television screens. The imaging chain from camera to display 
is in digital format. Digital methods have several advantages over analogue technology, such
Vacuum
Figure 2.0: Image Intensifier.
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as better facilities for image manipulation and powerful storage and retrieval methods.
2 .3 .1  C -arm  A p p a r a tu s
Figure 2.7 shows a labelled diagram of a medical fluoroscopy ‘C-arm’ apparatus. The name 
derives from the shape of the supporting arm which allows the equipment to move and rotate 
freely around the patient. This enables the acquisition of data  from almost any viewing angle 
whilst the patient remains motionless upon the operating table.
1. X-ray source
2. Patient
3. Scattered photons
4. Collimator grid
5. Fluorescent screen
6. Image intensifier
7. CCD camera
8. C-arm structure
9. Holding mount
Figure 2.7: A medical imaging fluoroscopy C-arm system. X-rays pass through the body and 
impact on a fluorescent screen (5). An image intensifier (6) and CCD camera (7) convert, the 
images to digital format ready for display on television screens within the operating theatre, visible 
in figures 2.5 and 2.8.
The imaging chain starts with an X-ray tube, discussed previously in section 2.2.2. X-rays 
travel from the source through the patient. Those photons that are not scattered or absorbed 
as they travel through the body pass through a grid collimator to reach the fluorescent screen. 
The grid helps reduce image blurring by only allowing through rays that approach the screen 
from angles close to 90°. However, using a grid produces fainter images as fewer photons 
reach the screen and thus a higher radiation dose may be required. An image intensifier 
magnifies the image produced by X-rays impacting on the fluorescent screen. The image 
projected through the intensifier output window (see figure 2.6) is recorded by a CCD camera. 
The image sequence captured by the camera is displayed to surgeons via adjacent television 
monitors, visible in figure 2 .8 .
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2 .3 .2  D u a l A n g le  A c q u is it io n
C-arm machines gather image sequences that show how X-ray transmission varies over a 
2D imaging plane. It is often desirable to know the three dimensional structure of internal 
organs, for example to avoid cutting through vessels during surgery.
Such three dimensional da ta  cannot be 
recovered from single view data  acqui­
sition. Dual angle machines have two 
sets of X-ray sources/image capture ma­
chinery pointing towards the same ta r­
get from different angles. D ata gathered 
synchronously from the two views can be 
used to reconstruct the three dimensional 
structure of the target. The ideal con­
dition for accurate three dimensional re­
construction is to have the capture angles 
orthogonal to each other. Figure 2.8 is a 
photograph of a dual angle machine in op­
eration.
2.4 C linical Techniques
The fluoroscopy machine is only one part of the imaging system. It is possible to use the 
machine on its own to visualise parts of the body. However, it is with clinical techniques such 
as injecting contrast media that the modality becomes most useful.
2 .4 .1  C o n tr a st  M e d ia
X-ray imaging shows the different attenuation properties of materials placed between source 
and detector. The skeleton and joints are ideal subjects for X-ray imaging, creating high 
contrast, clear images. Bone attenuates X-rays to a much greater extent than the surrounding 
tissue because Calcium (Ca) has a higher atomic number than soft tissue. Most soft tissues 
have a similar chemical composition (with low effective atomic number) and hence almost 
identical attenuation properties. Therefore it is difficult, if not impossible, to use X-rays 
to provide clear images of, say, the intestines. However, such internal structures can be 
visualised by the use of a contrast m edia.
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Contrast media are substances that have different X-ray attenuation properties compared to 
body tissue. They are injected (or ingested) into internal body tissue to provide radiographic 
contrast against the surrounding body tissue. Contrast agents can use either positive or neg­
ative contrast, depending upon whether the media attenuates X-rays to a greater (positive) 
or lesser (negative) extent than the body fluid it displaces.
The first use of a contrast agent was around 1896 when a contrast solution was injected 
into the blood vessels of an am putated hand. The hand was then examined using X-rays to 
produce images showing the anatomy of the blood vessels within. This technique is called 
A ngiography. An angiogram of an am putated hand is shown in figure 2.9. It was taken in 
Vienna in 1896 using Mercury (Hg) as the contrast media.
Figure 2.9: An angiogram of an amputated
hand O. Taken in 1896 using Mercury as a con- Figure 2.10: Barium swallow radio-
trast agent. graph of the oesophagus.
Many contrast agents contain the elements Iodine (I) or Barium (Ba). Iodine has atomic 
number z =  53 and Barium has z =  56. The effective atomic number of soft tissue is 
roughly zej f ecnve = 7.4 so structures containing Iodine or Barium compounds are clearly 
distinguishable from surrounding soft tissues. W ithin the range of X-ray energies from 33 to 
88 keV, Iodine attenuates X-rays to a greater extent than even Lead (Pb). Since diagnostic 
X-ray beams possess energies within this range, by weight, Iodine compounds create better 
contrast agents than high atomic number elements such as Lead, even if their toxic nature did 
not prohibit their use. The high absorption of X-rays by Iodine is because the electron k-shell 
of Iodine coincides in energy with the X-ray energy spectra. Iodine and Barium compounds 
are relatively non-toxic and can be used in a wide range of situations.
Barium solution, taken either by mouth or as enema, has been used since the beginning of 
the twentieth century as a positive contrast agent to visualise the gastric tract. Figure 2.10 
shows an X-ray image of a barium swallow procedure, a method for visualising the throat 
and oesophagus. In certain situations, such as the ventricular system of the brain, air (which
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attenuates X-rays to a lesser extent than tissue) may be used to displace fluids and provide 
negative contrast between the structure and the surrounding tissues. Contrast media is 
administered to specific regions of interest in living patients by a catheter.
2 .4 .2  C a th e te r s
C ath eters are the main surgical tools for interventional radiology. Figure 2.11 shows a 
typical catheter. Catheters are fine, hollow, flexible tubes, inserted into the blood stream 
and manoeuvred within the vessel cavity.
Catheters are used for keyhole surgery, re­
quiring only a small incision in the flesh to 
allow access to the body. The catheter en­
ters the body via the incision, normally made 
in the groin, and is fed through the vascular 
network to the required region. Manoeuvring 
the catheter tip through the vascular network 
requires skill and patience, controlling direc­
tion by hand movements.
Using catheters, therapeutic procedures can be carried out in parts of the body, such as the 
brain, where open surgery would be impossible, impractical or very traum atic for the patient.
Catheters come in a variety of different diameters, lengths, shapes and materials, each type 
designed for a specific application. They are generally manufactured from polyethylene, 
polyurethane, teflon or another synthetic polymer. Often an hydrophilic coating is applied 
to reduce friction. Contact between polymers and blood can stim ulate clotting of the blood 
(thromboplastic behaviour). Catheters are therefore also coated with an anti-thrombogenic 
coating to try to prevent coagulation. Once in place, a catheter can be used to administer and 
extract fluids and deliver m iniature tools to the surgical target area. Section 3.1.1 outlines 
an interventional neuroradiological procedure using a catheter and catheter tools.
2 .4 .3  D ig ita l  S u b tr a c t io n  A n g io g r a m s
Angiograms show not only blood vessels filled with radio-opaque dye, but often surrounding 
structures such as bone or cerebral tissue. The digital nature of the imaging chain allows the 
removal of such structures by use of a technique called ‘background subtraction’.
Images are acquired prior to and during the adm inistration of contrast media. An image (or 
the average of a sequence) taken prior to injection is chosen to be the m ask image. Images
Figure 2.11: A typical catheter
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taken in the presence of contrast media are live images. A pixel by pixel subtraction of 
intensity values between these two images can be performed to yield a D igita l Subtraction  
A ngiogram  (DSA). More formally, this can be described by
D S A ( x , y )  = \ M A S K ( x , y )  -  ,VI>v (2 .1 )
Figure 2.12 shows example mask and live images, along with the subtraction image.
(a) ‘Live’ image (h) ‘Mask’ Image (c) Subtraction
Figure 2.12: Digital Subtraction Angiogram (DSA) creation. A roadmap image (c) is created by 
subtracting a normal or ‘Jive’ image (a) from one taken during the injection of a radio-opaque iodine 
dye (b).
Providing the patient and camera view remain stationary between the acquisition of both 
images, the technique removes the background leaving only image artifacts due to the presence 
of contrast media. A cursory glance at figure 2.12 shows the diagnostic potential of DSA 
images. The background subtracted image is clearly of greater clinical benefit than the 
original live image, showing the position and connectivity of the vascular tree with little 
background clutter.
W ith image sequences, subtraction from the mask leaves a video sequence showing contrast 
agent flooding into and out of the vascular network. Figure 2.13 shows a DSA sequence of 
the injection and dispersion of an Iodine based contrast media through the blood stream.
2.5 Sum m ary
From the discovery of X-rays in 1895, this chapter has chronicled the development of X- 
ray fluoroscopy as an imaging medium. The physical properties of X-ray radiation were 
described and a modern ‘C-arm ’ machine illustrated. This introduces the reader to the kind
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Figure 2.13: DSA sequence showing the injection of contrast media. The sequence runs from top 
left to bottom right showing every sixth frame. Note how the bolus streams into the vasculature, 
achieving full effect at around the 8th image. Contrast agent, is then swept out of the field o f view by 
normal blood flow.
of X-ray fluoroscopy apparatus used in a modern hospital set ting. Radio-opaque contrast 
media, digital subtraction angiograms and catheters, all im portant clinical techniques, were 
explained. The next chapter prim arily looks at the physiological aspects of X-ray radiation. 
It looks at the physical effects that X-rays can have on the body and explains why there is 
an impetus to reduce the amount of X-rays to which patients and staff are exposed.
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Chapter 3
D o s e  a n d  D o s e  R e d u c t i o n
This chapter introduces the reader to the principles of X-ray dose. It explains what the term  
‘dose’ means, why there is pressure to reduce doses and how this can be achieved. The chapter 
starts w ith section 3.1 which presents an introduction to Interventional Neuroradiology, one 
of a number of medical fields tha t routinely use fluoroscopy. Having shown the benefits 
of X-rays to the diagnosis and treatm ent of conditions, the hazards of over exposure are 
highlighted (section 3.2). The term  ‘dose’ is defined and the motivation of ‘dose reduction’ 
explained. The chapter concludes w ith a look at dose reduction methods. These include 
better operating practices (section 3.3), hardware improvements (section 3.4) and software 
methods (section 3.5).
3.1 Interventional N euroradiology
N euroradio logy  concerns the diagnostic radiology of diseases of the central nervous system, 
head and neck. The term  was coined by Dr A rthur Schuller (1884-1957) who is recognised 
today as the father of the field. In terven tion al N eurorad io logy  is a clinical sub-speciality 
th a t uses X-ray fluoroscopy, CT, or Ultrasound to guide keyhole surgery. Procedures such as 
biopsies, draining fluids, dilating or stenting narrowed vessels are carried out. It is an expand­
ing field of clinical radiology because it is cost effective and provides considerably less traum a 
compared to conventional surgery. Using keyhole surgery, only a small incision is needed for 
a catheter to enter the body. Patients recover from the operations very quickly, even leaving 
hospital on the same day as surgery. The recovery times necessary for open surgery on the 
same conditions would be substantially longer and convalescing patients take up valuable hos­
pital resources. Interventional neuroradiology can be split into two subsections: diagnostic 
and therapeutic.
D iagn ostic  radiology involves the injection of radio-opaque contrast media into the body
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to enable the diagnosis of physical conditions such as the narrowing of blood vessel 
walls or occlusions.
T h erapeutic  radiology refers to not only diagnosis but also treatm ent of a clinical condi­
tion using X-rays.
The da ta  for this thesis comes from diagnostic radiology. The next section of this chapter 
outlines the details of a therapeutic procedure [48] to restore blood flow through an occluded 
vessel.
3 .1 .1  A n g io p la s ty  P r o c e d u r e
The vascular network carries blood to and from the organs. If the supply of oxygenated 
blood to an organ is restricted, the performance of the organ may be compromised or the 
organ may cease to function. If the offending vessel supplies blood to the brain, depending 
upon the severity and placing of the blockage, the outcome can range from weakness episodes 
to death. Angioplasty[48] is a procedure in which a narrowed or blocked blood vessel is
Guide wire.
£ Needle
Step 1 Step 2 Step 3
.4 necdic punctuates the skin .4 guide wire is pushed into The catheter is slid over the
and artery the artery. wire into the body
/ /
Step 4 Step 5 Step 6
The catheter slides over the The guide wire is removed The catheter is ready to ad- 
wire into the artery. from the body. minister contrast media etc.
Figure 3.1: Steps taken to insert, a catheter into a blood vessel.
enlarged by stretching it from the inside. If a narrowing or occluded vessel is suspected, an 
angiogram may be taken, using a contrast media to identify the location and extent of the
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occlusion. Once the nature of the blockage is known, angioplasty may be performed to rectify 
the problem.
Angioplasty is performed under a general anaesthetic. Firstly a needle is inserted into an 
artery in the upper leg/groin. Through this incision a metal guide wire is inserted (see 
figure 3.1). This wire is manourvered through the blood vessel cavity to the location of 
the occlusion. This is an image-guided procedure, the metal guide wire being controlled by 
looking at the fluoroscopy screen. The correct route to follow at vessel branches is determined 
by the injection of contrast media. Once the guide wire is in place, a catheter is threaded over 
the wire and slid along the wire to the region of interest. After checking tha t the guide wire 
and catheter are in the correct position, the guide wire is withdrawn through the catheter.
Another contrast agent Hush can then be made to show the full extent of the occlusion. 
Figure 3.2a is an angiogram showing an occluded vessel. The occlusion can be seen on the 
right hand side of the y-shaped fork. The outline that a healthy vessel would display is shown 
in yellow. To increase the diam eter of the vessel and allow blood to flow freely, a miniature 
arterial balloon is inflated from the catheter.
a) Occluded vessel b) Catheter balloon c) Metal stent in d) Contrast agent re-
(right. fork) shown by inflated. place veals new vessel di-
contrast media. anieter.
Figure 3.2: Angioplasty procedure steps to open an occluded vessel using a stent. V
Arterial balloons (figure 3.3a & b) are manufactured from latex. Their inflated diameters 
range from 0.5mm to 50mm, though the normal size is between 2-12mm. In their deflated 
state (figure 3.3a) they are barely wider than the catheter itself. The thickness of the balloon 
wall is just 5-50/nn. Despite thin walls, arterial balloons are able to withstand inflation 
pressures of up to 27 atmospheres (2.03 x 106 Pa).
Figure 3.26 shows the catheter balloon inflated inside a blood vessel. Sometimes the inflation 
of the balloon may be sufficient to remove the blockage, blood flow being restored upon 
deflation. In other cases, a tube of metallic mesh called a stent may be used. Figures 3.2c
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and 3.3c show a stent in its expanded state. The stent is deployed on a catheter; wrapped 
tightly around the balloon. When the balloon is inflated, the stent unfolds and forces the 
vessel walls apart. The stent maintains its shape when the balloon deflates and will remain 
in place permanently.
a) Deflated balloon on catheter. b) Balloon inflated Expanded arterial stent
Figure 3.3: Catheter balloon in a) stowed and b) active positions and c) arterial stent. >
A final contrast agent flush is usually performed to ensure that blood flow has been restored 
(figure 3.2d) before the catheter is withdrawn. All that is left of the operation is the incision 
through which it entered the body, a small wound that will quickly heal.
3.2 A D ouble Edged Sword
X-rays obviously have a significant benefit to medicine as a diagnostic tool, but the very 
properties that make them good imaging tools have hazards associated with them. In the 
following section, these dangers are examined.
3 .2 .1  R a d ia t io n  D a n g ers
W ithin weeks of Roentgens discovery of X-ray in 1895, people around the globe began building 
their own apparatus and experimenting with X-rays themselves. Although a few people such 
as Thomas Edison (in 1896) and Thompson (in 1898) [29] warned about the possible dangers 
of X-rays, very little was known about the possible hazards they present. The consensus was 
that ‘no harm could come Jrom an agent that the senses could not detect1 [29]. Most X-ray 
practitioners had a cavalier attitude, seldom giving any thought to the possible consequences 
as they experimented with the new medium.
The first recorded incidents of radiation injuries were in 1896 when skin burn, hair loss and 
eye conditions were reported. Thomas Edison’s assistant, Clarence Dally, suffered from severe 
damage to his arm resulting in am putation and death in 1904. New York journalist John 
Dennis was one of the more vocal campaigners for a cautionary approach to the use of X- 
rays, calling for state legislation, the licensing of radiographers and for injuring a patient 
with X-rays to be made a criminal act. Radiation injuries prompted some people to realise
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the potential uses of X-rays for therapeutic treatm ent. A full discussion of the therapeutic 
use of X-rays is beyond the scope of this thesis, and information on the subject can be found 
elsewhere [51] [72] for the interested reader.
3.2.2 Biological Radiation Damage
X-rays are energetic, short wavelength electromagnetic rays which readily penetrate soft 
tissue. As a ray passes through m atter, there is a chance that H will collide with and eject 
an electron from an atom. This collision may absorb all of the energy of the ray, or only a 
part of it, allowing the ray to continue through the m atter to further collisions. Body tissues 
comprise of 70% to 90% water so it is highly likely that the X-ray will collide with a water 
molecule, producing a positive ion and a free electron.
X-ray +  H2O —> H20+ +  e “
The electron will collide with surrounding water molecules and produce a negatively charged 
ion,
e +  H2O —)■ H2O
Both the positive (H2d+ ) and negative (H2O“ ) ions are unstable and break up into hydrogen 
and hydroxyl ions and free radicals.
H 2 0 +  - >  OH* +  H +
H 2 D_  -)• O H-  +  H*
Free radicals are highly reactive and readily react with each other and any organic molecules 
they may come into contact with, including proteins and enzymes. Reaction with free radi­
cals may break, rearrange, or form extra bonds within molecules, leading to changes in the 
chemical behaviour of the molecules. This action may disrupt the function of the cells and 
even lead to cell death. Large doses of radiation may immediately disrupt the function of 
cells, invoking the break down of cellular structure. Smaller doses may not have such obvi­
ous affects, leaving cells functioning as usual, but can cause damage to the deoxyribonucleic 
acid (DNA) and chromosome structure, destroying the ability of the cells to divide and re­
produce. Some damage to cells is reversible, some permanent. Mow much damage is done 
depends partly  upon the amount of radiation received and partly on the type of cell that is 
affected.
Cells are continually dying and being replaced as part of the natural life cycle. During 
the period of mitosis (cell division), a cell is specifically vulnerable to radiation. Areas of 
the body tha t contain cells tha t reproduce often are therefore in most danger from X-ray 
radiation. These areas include the bone marrow, intestine lining, ovaries and testes [47]. By 
comparison, the brain, liver, kidneys and muscle tissues undergo little cell division, making
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them less prone to radiatim . damage. Unborn babies are in a stage of rapid cell growth and 
are particularly vulnerable. I oven low dosages during the first two months of pregnancy can 
cause large deformations in the embryo development.
This section has shown the :1 angers to living tissues that X-rays can present and the mech­
anism by which damage ca . occur. To quantify the risk associated by exposure to  X-rays, 
the strength and amount of radiation absorbed by the body must be measured. These topics 
will now be addressed.
3.2.3 Measuring Radiation and Radiation Damage
As X-rays pass through air they eject electrons from atoms, causing ionisation. If Q is the 
total electronic charge (me.- ¡ured in coulomb, C) on the ions produced in mass m  of air (in 
kilograms, kg), the ex p o su  e, X  is
X  = —  (3.1)
m
The S I  units of exposure a <:■ the coulomb per kilogram. More commonly, exposure is mea­
sured in roentgen (R), wlicr • 1R =  2.58 x 1CT4 CKg- 1  [39]. X-ray sources are said to be of 
equal strength if the exp os i ,v. of each is identical, although the energies of the rays may be 
different.
As X-rays pass through ah a certain fraction of the energy of the rays will be absorbed. 
Materials other than air ha e different rates of energy absorption. The amount of radiation 
energy absorbed per unit in >.ss of a m aterial is called the absorbed dose (D). The SI units 
of absorbed dose are the gn / (Gy). 1 gray is one joule of energy per a kilogram of material. 
Rather than the gray, the m d is often used (the name coming from radiation absorbed dose) 
where
1 rad =  - ^ G y  =  0.01 Jkg - 1  (3 .2)
Different forms of radiation in.g. a  & /3 particles, X-rays & 7 -rays) will have different effects 
011 living tissue. For examp e, a  particles loose energy quickly and deposit their energy over 
a short distance whereas .X ..rays have much longer paths so comparatively little energy is 
deposited per an individual cell. However, while alpha particles deposit their energy in the 
layers of dead cells that fori 1 our skin, X-rays can penetrate to more im portant and delicate 
cells within the body intern r.
There is a greater probabili y of cell damage from 1 rad of a  particles compared to 1 rad of 
X-rays. The relative bioh gical effectiveness (RBE) quantifies these differences. As its 
name suggests, relative bio! gical effectiveness is a  relative scale and by definition the RBE 
of X-rays is set to unity. T:i 4e 3.1 shows the RBE values for different radiation types.
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The relative biological effectiveness can be a difficult quan­
tity to measure and is sometimes replaced with an alter­
native measure, the quality  factor (QF). Quality factors 
record the energy deposited per unit path  length. M ulti­
plying RBE or QF by the absorbed dose gives the killing 
efficiency of different forms of radiation. This is named the 
equivalent absorbed dose or dose equivalent and in­
dicates how much biological damage is inflicted on living 
tissues.
Equivalent Absorbed Dose =  Relative Biological Effective:]' -s X Absorbed Dose (3.3)
As RBE (and QF) are simply scale factors, equivalent absorbed dose has the same units as 
absorbed dose, i.e. rad. However, to separate the two, equival nt dose is also measured in 
rem. The name comes from roentgen equivalent man, 1 rein c< (responds to 1 rad. The SI 
unit for equivalent absorbed dose is the sievert (Sv), 1 Sv =  l()i rem.
3.2.4 Lethal and non-lethal Radiation Doses
The last sections of this thesis showed how X-rays can interact with living tissues to cause 
radiation damage and how X-ray doses are measured. This sec1 ion looks a t what radiation
Body Dose 
(Sv)
Biological Effects Probability 
of death
0 -1 Temporary imbalance in blood cell counts 0%
1 - 2 Radiation sickness: vomiting & nausea caused by wi; i e blood cell 
imbalance
0%
2 - 6
Severe decrease in white blood cells which causes acn radiation 
sickness. >3Sv  will kill in 50% of cases unless medic, i help is 
available. Body vulnerable to infection
0 - 8 0 %  
in 2 months
6 - 10 Effects arc the same as above but. more severe. Survi i! is much 
less likely
80 - 100% 
in 2 months
10-50
The intestine linings are destroyed and the body una h  to control 
fluid levels. Viral and bacterial attacks likely and dec h certain
100% 
in 2 weeks
50 > Irreparable damage to brain tissue. Death is certain a \*d possibly 
instantaneous
100% 
in 2 days
Table 3.2: Biological effects o f radiation doses and proha nlity of death [47]
dosages can be received without irreparable damage, and what - /ould cause fatalities.
Radiation type RBE
a particles 10-20
:3 particles 1
7  rays 1
X-rays 1
neutrons 5-10
Fable 3.1: RBE val-
res [47]
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Studies following the progress of victims of the bombings of Hiroshima and Nagasaki, nuclear 
accidents and animal test o  bjects have chronicled [47] the biological effects of dose and the 
likelihood of survival. Thi s, findings are summarised in table 3.2. Fatalities start to occur 
above a body dose of 2Sv. However, smaller doses can affect the future health of both the 
victim and the population dramatically, causing delayed conditions such as cataracts and 
cancers. Damage to DNA m cause genetic defects that do not appear until generations 
later. It has been recognise/ 29] that no threshold exists below which radiation is ‘harmless’. 
Instead there is a sliding f. He: the more exposure a person has, the more probable the 
development of a radiation nduced condition (such as cancer) later in life.
Studies [44] have shown tin  in Britain the average exposure to ionising radiation is 2.6mSv 
per person [32] this is in-lit • with most other developed countries. Of this, over 85% comes 
from non man-made sourer* Mich as Radon, naturally occurring isotopes in the environment 
and our bodies, cosmic rays md the like. Figure 3.4 shows the percentage composition of the 
average UK dose. Medical s i trees account for 14% of this total and of this, X-ray fluoroscopy 
procedures contribute up t< half.
Figure 3.4: Percentage
breakdown of average UK 
ionising radiation exposure. 
Natural sources such as 
Radon and natural isotopes 
form the majority of the 
dose [32].Disposals <0.1%
Occupational
0 .2 %
Prodi. « n  <0,1%
Fallout
0.2%
3 .2 .5  D o se  R e d u c tio i
Fluoroscopy is often used in * ases where the life-threatening condition of the patient necessi­
tates immediate action. In ;uch cases the dose applied to the patient may not be the prime 
concern, the patient may dn mless operated upon promptly. Due to the long exposure times 
with fluoroscopic operation? surgery time may be over 6 hours, the risk from fluoroscopy is 
much greater than for othei X-ray uses. There is pressure to reduce this risk by reducing the 
doses applied but without m ►mpromising the medical value of the images produced.
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This focus is called ‘dose reduction’ and is prim arily motivated by health reasons, but also 
by economic factors - lower dose equates to reduced operating costs. Radiologists operate 
fluoroscopy machines 011 a  daily basis. The accumulated dose received by clinicians over a 
working life is therefore potentially harmful and provides furtlK • motivation for dose reduc­
tion. It has been estimated [47] th a t a yearly average dose of 'HOmrem per person (which 
is less than the average dose in the U K - 260mrem) to everyu 0 living in the USA would 
directly cause over 7000 cancer deaths per year and 6000 ext]-.; genetic defects in newborn 
babies. Reducing the medical contribution to the population y< nrly dose will therefore save 
many lives and untold millions of pounds in future health care 1 isfcs.
I11 Britain, the body responsible providing guidelines oh X-n radiation is the National 
Radiological Protection Board (NRPB) [44]. Its function is
‘..by means of research and otherwise, to advance the in caisition o f knowledge 
about the protection o f mankind from radiation hazard,
and
‘..to provide information and advice to persons (includin Government Depart­
ments) with responsibilities in the United Kingdom in v> ation to the protection 
from radiation hazards either o f the community as a wh. te or of particular sec­
tions of the community . 7
The NRPB provides part of the impetus among hospitals to imp l nient dose reduction m eth­
ods, along with the potential long term  cost savings that may re suit from reducing exposure 
levels.
Dose reduction is a multi-discipline objective where small chang s to hardware, software and 
clinical practice have the potential to greatly reduce the X-ray de in required for a fluoroscopic 
examination or interventional procedure. A very im portant asp c t of dose reduction is that 
any measures introduced for the purpose of lowering doses shon. I. not jeopardise the clinical 
usefulness of the medium, a point stated in the NRPB guidelhn: ■i [55].
It has been estimated [20] that the implementation of dose-sa.v:i i methods could potentially 
reduce the dose required to carry out clinical procedures to be 1. veen ^  and ^  of the con­
ventional level. This represents a significant reduction in radial i n exposure and would lower 
the health hazard presented by the medium.
The proceeding sections of this chapter look at different ways if achieving dose reduction. 
To break up an extensive topic into manageable chunks, the n Hhods have been organised 
into three groups; improved operating practice, hardware metlic Is and software methods.
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3.3 O perating Pr ictice
It has been estimated [29] [5.' | that between 20% and 50% of the medical X-rays carried out in 
the UK are of little or no cli deal value. This partly  reflects the fact that often it is impossible 
to determine beforehand wli l.her an X-ray examination will be disclose the information being 
sought. However, a signifies nt proportion of these redundant exposures could be avoided in 
one of three ways. First, tl rough increased planning prior to X-ray exposure [38]. Second, 
through the utilisation of ] ist X-ray data  from patient records and, third, through better 
optimisation of X-ray equip nent.
Given that no level of expo ore to X-rays is completely ‘safe’, i.e. w ithout any risk, X-rays 
should only be used where I. u: benefit to the patient outweighs the potential danger imposed 
by their use. This proviso i’.stifles the use of fluoroscopy for what are often lengthy peri­
ods during interventional in tiroradiological procedures. Because of the reduced traum a and 
increased cost effectiveness •< unpared to conventional surgery, the number of interventional 
neuroradiological operation .1 performed in the UK each year is increasing. Although treating 
the condition affecting inch’ ¡dual patients (which can often be life-threatening in nature) is 
still the prime concern, this trend towards the increased use of fluoroscopy has prompted an 
effort to reduce the dangers \ msed by the medium.
The National Radiological I '-otection Board recognises [55] that clinical practices vary widely 
across the UK. The dose for . lie the same procedure can vary, even by an order of magnitude, 
according to where it is pi rformed. Many radiological departm ents do not have quality 
assurance programs in plan and make no regular measurements of patient doses for typical 
procedures. W ithout such Measurements, it is impossible to rate  how the equipment and 
procedures of a particular lepartment compare to the param eters and guidelines set by 
legislation. In some hospita -- the doses applied to patients could be greatly reduced by the 
optimisation of X-ray equipi ient to meet the particular characteristics of the procedure being 
performed.
Interventional neuroradiolo.i ral operations are often lengthy procedures and are characterised 
by periods of activity, such the flush of a contrast agent, interspersed with breaks during 
which essentially nothing h; ppens. For example, as the surgeons prepare to manoeuvre the 
catheter along the next secli mi of its journey, they may take time out to examine an angiogram 
showing the route to take. I uring these periods of inaction, the machine is turned off to avoid 
exposing the patient and oj 'rating staff to needless radiation. To aide the operation of the 
machine, modern fluorosco} r machines have pedals so that the radiologist can control the 
machine using their feet, seeing a few seconds of exposure time each time the machine is 
turned on or off. A few seen ds less of exposure per a  procedure may not seem much, bu t the 
dose savings from such inirr r hardware modifications do contribute towards dose reduction.
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3.4 H ardware m ethods
Due to the high cost of X-ray equipment and budget constr.n uts placed upon the health 
services, most radiology departm ents are not able to frequently eplace their apparatus with 
the latest models. Many of the hardware systems currently in se w ithin the UK therefore 
do not incorporate the latest design and m aterials, e.g. Carbo fibre tables with u ltra  low 
X-ray attenuation to allow more photons to reach the patient.
3.4.1 Pulsed Fluoroscopy
Historically, conventional fluoroscopy uses an open X-ray source hat continually exposes the 
patient to radiation, displaying a new output image as fast as 1,1 « inherent time delay of the 
system will allow. Modern fluoroscopy machines have either <■ i X-ray source that can be 
frequently turned on or off, or a collimation system th a t can pi riodically shield the patient 
from radiation. In  both  cases continual exposure is replaced by n mlsating X-ray beam, hence 
the name p u lse d  fluo roscopy . The name is often appended v. i.:li a number describing the 
frequency at which the pulses take place, e.g. ‘pulsed-30’ oper l.es at a frequency of 30Hz. 
The most commonly used frequencies are 30Hz, 15Hz and 7.5Tb;
Because the Human vision system perceives sequences of imai „s shown a t a  frequency of 
approximately 30 hertz (Hz) as movement (see appendix C), the nye does not notice th a t the 
source is ‘turned off’ for a large proportion of the time. Pulsaii lg the X-ray beam not only 
reduces the radiation dose, bu t actually also improves the qua! y of image [85][86]. Just as 
using a faster shutter speed on a camera reduces the blur of i riving subjects, a pulsating 
X-ray beam removes motion blur, creating sharper images. Ri lucing the frame rate from 
30Hz to 15 or 7.5Hz does not decrease the noise level signifir ntly [85] [84] because visual 
blurring (this will be explained in section 3.5.1) dominates ove the motion blur caused by 
the acquisition system.
3.4.2 Region of Interest
W here pulsing the X-ray beam reduces the tem poral exposure reg io n  o f  in te r e s t  (ROI) 
fluoroscopy reduces the spatial extent of the exposure. Inter' rational procedures usually 
have a very localised region of interest, such as the tip of a ca xeter. This fills only a tiny 
fraction (figure 3.5a shows its size) of the frame, yet the rest i the frame contains spatial 
information that is required to m anipulate the catheter head into the required position. 
Lead collimators around the X-ray source limit the cross seel m of the beam  and ensure 
that only the target area is exposed [58]. W ithin this exposed rgion, the peripheral region 
around the catheter tip can be exposed only periodically, for ex: mple at half the frame rate.
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This allows the neighbour I jod surrounding the catheter tip to be seen but with reduced 
exposure. However, with fi- /er incident photons, the image periphery has reduced contrast 
and brightness. Studies hr: ,x\ shown [56] that clinicians find such differences between the 
periphery and central regioi very distracting. To counteract this, the contrast and brightness 
of each frame are adjusted u create a more uniform appearance. Ironically, many radiologists 
are so used to working with noisy data  tha t they do not trust images tha t appear less noisy. 
This problem is perhaps b r l dealt with through better education and increased familiarity 
with new features introduce 1 to apparatus.
3.5 Software m et tods
Dose reduction was original v considered a practical engineering problem, requiring improve­
ments in the design and pi 'sical construction of X-ray machines. However, just as better 
clinical practices can help r 11 uce doses, so can the use of software methods. Indeed, we are 
nearing the limit of what ci r ent technology can offer in terms of hardware modifications so 
refinements in software ted  liques will provide the biggest dose reduction gains in the next 
decade.
Broadly speaking, software « i u be utilised in two ways. One, by autom atically optimising the 
apparatus settings through .ntelligent control systems, and two, through the manipulation of 
image data  prior to display.
3.5.1 Key Frames am Last Image Hold
The digital nature of fluoror ropy enables the easy storage and retrieval of patient data. This 
data  can be viewed not onh days, months or years later, but also during surgery itself. Key 
frames from the image sequ uce can be selected by the clinician and displayed on secondary 
display screens adjacent to I he live feed. These additional display screens can be clearly seen 
in figures 2.5 and 2.8. The s lection of key frames in this way is called la s t im ag e  h o ld  [86].
Viewing a single frame froi i the image sequence as a  static image rather than as part of 
a  temporal sequence has a lisadvantage though - the static frame will appear more noisy. 
This is due to the eye aveir :;ing the input it receives over a time span of 120ms, or roughly 
3 frames at 30 frames per econd. The static image does not benefit from this temporal 
averaging and so appears I. • be more noisy than the sequence it was taken from. Due to 
this increased perceived im ¡o, low contrast static objects become harder to detect by eye. 
Studies [85] have found thr taking a frame from a pulsed-30 sequence to view as a static 
image makes low contrast of jects 50% less detectable to the eye. However, the problem with 
such studies is that there i not a visibility threshold [69] tha t determines whether a low
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contrast feature can be seen or not. Different observers have «1 terent opinions about what 
is visible so determining the detectability of an object is very <1 licult.
3.5.2 Road Maps
Fluoroscopy is frequently used for image-guided surgery where .lie images captured by the 
image intensifier and imaging chain represent the only informatu i available to surgeons. Sec­
tion 2.4.3 showed how a digital subtraction angiogram (DSA) is i rated  when a frame without 
dye is subtracted from one were a radio-opaque dye is present w i bin the bloodstream. Such 
angiograms show the layout of blood vessels within the patient md are therefore commonly 
referred to as ‘ro ad  m a p s ’. Road maps are displayed for refei uce during operations on a 
screen next to the life feed. Road maps can be stored in path i records for reference at a 
later date.
Contrast media is administered infrequently and for very short j i nods of time. The majority 
of an operation is therefore essentially performed ‘blind’, blood v sels being invisible to view. 
To aid surgeons, live frames are superimposed onto the static ro d map so that the locations 
of the catheter and any surgical tools can be seen in relation o the vascular morphology. 
Figure 3.5a shows an example composite image formed by ecu ibilling a live frame with a 
road map image. The catheter tip is the small dark dot highlig i ed by the circle. Note that
a) Composite image b) M is n  etched composite
Figure 3.5: a) A composite image of a Jive frame and road map a giogram. b) A mismatched 
composite where the live and road map images are not aligned.
because this is a single frame taken from a temporal sequence, or the reasons described in
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section 3.5.1, the catheter I.i :< would be slightly easier to see in a clinical environment than it 
is here. The catheter tip, v.. uch is the focus of attention for the procedure, occupies only a 
tiny fraction of the whole hv ue, hence the need for the collimation described in section 3.4.2. 
The body of the small catht er does not show up on the X-ray but a larger metal guide tube 
is faintly visible within the -lue rectangle.
Composite images can loow l.heir effectiveness if the correlation between live and road map 
images changes. For examj o if the patient moves during surgery. However, because blood 
vessels are dynamic, fiexibli structures, there is often movement due to both  blood flow and 
also movement of vessels by mrgical tools. Figure 3.5b shows an example where the shape of 
a blood vessel has changed. The catheter (visible as a dark line projecting from the bottom  
of the image) is actually cm itamed within the blood vessel. The right edge of the view is 
dominated by motion artifVi Is due to changes in view between the live frame and the mask 
frame. Patient motion caus ig a displacement in the entire view can be combatted by image 
registration and subsequeni realignment. However, changes in vessel morphology such as 
those shown in figure 3.5b annot be adequately tackled in such a manner, the only real 
solution is to repeat a com. ast agent flush and create a new mask. The adm inistration of 
contrast agent takes time, rolonging the X-ray exposure. Surgeons therefore try  to work 
with the data they have wli rever possible rather than re-apply contrast agent.
3.5.3 Augmented Im; ges and Image Processing
Increasingly, da ta  from diffV- ;• nt imaging modalities is being combined to increase the amount 
of information available to iirgeons. Key frame images and other da ta  are kept from each 
operation that a patient mi r-rgoes in their personal records. If this da ta  is relevant, it may 
be possible to register [26][’ D] the dataset to enable multiple da ta  sources to be combined. 
This can greatly aid surged s in their task, both w ith the planning of procedures and during 
operations themselves. In iddition to combining data  of different ages, it is possible to 
augment data  from one men ality with that from another, e.g combining CT and MRI data. 
It is also possible to augmei . live data  not with other modalities, but rather with additional 
information that may be of i if; during the operation. W ithin the context of X-ray fluoroscopy, 
the low signal to noise ratio cakes images difficult to interpret. It may therefore be beneficial 
to highlight items such as 111 ■ catheter tip, surgical tools and the pa th  that must be navigated 
to the target region. Using tem plate matching and spline interpolation, catheter locations 
and tips for both straight [l and J-shaped catheters [7] can be tracked to an accuracy of a 
human observer. In a  simil; - vein to image augmentation, data  from the two planes of dual 
angle fluoroscopy machines (see chapter 2 , section 2 .3 .2 ) are combined to construct three 
dimensional vasculature mo Ids [27] [36].
Due to the harmful nature n X-rays, the lowest quality images tha t are medically useful must
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be used rather than exposing the patient to larger X-ray doses h 
The images used in surgery are therefore often not ideal. Any 
that can be applied to improve such low grade da ta  will be us< I
The work presented here aims to help reduce image noise and ini| 
and background. These goals both improve the visibility of vo; 
aid subsequent processing of the data  - for example the autoi 
from background.
3.5.4 Frame-dropping and Control
The catheter entry point for interventional neuroradiology proc 
artery in the groin. The catheter must be fed almost a metre i. 
of the body to reach the neck and head. Compared to the over i 
takes place quickly (under 5% of the operation time [20]). Fi 
frame of a catheter being moved into place.
Once the catheter has reached the neck, in­
tricate maneuvering is required to navigate 
through the complicated blood vessel network 
of the head and reach the specific location re­
quired. One of the features of fluoroscopy pro­
cedures is a variable level of activity. There are 
periods during which rapid changes take place, 
times of inactivity and long periods where, vi­
sually, there is little change. The different fre­
quency modes described in section 3.4.1 can be 
applied at different times during a procedure 
to reduce the tem poral exposure of patient and 
staff. For example, the flush of contrast agent 
occurs on a fast time scale and would require 
images to be acquired at 30 frames per second.
However, for periods where no rapid changes 
are expected, the frame rate can be dropped 
to 15 or 7.5Hz.
In the future, image-lead control systems could, in real time, an 
captured by the system and adjust the apparatus settings to su 
procedure. For example, catheters and surgical tools could be i 
the segmented vascular tree morphology. Frame rates could hi
Figure 3.0: Li 
showing a c a t  h e r  
the torso.
achieve higher quality data, 
mage processing techniques 
11 to surgeons.
rove contrast between vessel 
1 structures to the eye and 
I tic segmentation of vessel
ilures is usually the femoral 
rough the vascular network 
time of the procedure, this 
ire 3.6 displays an example
image (i.e. unsubtracted) 
r being manoeuvred through
omatically analyse the data 
the particular stage of the 
i eked and matched against 
autom atically linked to the
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speed at which the cathetc lip moves - frame rates being increased when the tip is accel­
erating and lowered when ie tip is moving slowly or stationary. Additionally, when the 
catheter is approaching a cu nplicated vascular section which requires intricate manoeuvring, 
the frame rate could be an omatically increased. Catheters and surgical tools will be the 
focus of attention for surgei is, therefore the tracking of such devices could allow collimators 
to automatically shield all ut the region of greatest interest from exposure. Through the 
constant monitoring of imiij '■ properties such as contrast and brightness, the X-ray machine 
settings can be controlled l< produce the highest quality and best viewing conditions at each 
stage of an operation. The S isis of such a system is already in place as most fluoroscopy ma­
chines have an autom atic ex usure control which tries to optimise the contrast and brightness 
of the display.
3.5.5 Image Enhance aent
The digital fluoroscopy mat lines used in hospitals today generally do not have any specific 
image enhancement softwai ■ linked to them. It is the autom atic exposure control of the 
system which provides the nly optim isation of contrast levels. Image enhancement for X- 
ray fluoroscopy is a rather teglected area of research, more emphasis has been placed on 
the reconstruction of vessel morphology from dual angle machines (see section 2.3.2). The 
underlying problem is to et Imnce im portant features, i.e. vessel segments, but reduce the 
level of background noise. 1 practice, vessel structures can vary widely in dimension, shape 
and intensity, whilst the b; kground can be represented by a large range of intensity and 
contrast levels.
Raji et al [52] use A  priori 1 iowledge of the expected content the input image to modify the 
distribution of grey-level in misities. The contrast between different structures is improved 
whilst creating a more lion igeneous representation within each region. The ordering rela­
tionships between grey-lev«:- ; are maintained, thus the output looks as natural as the input. 
The method is applied to re ¡nal angiographic images, successfully enhancing the appearance 
of pathological deposits. In ontrast to histogram equalisation and histogram stretching, the 
resulting histogram is binio al rather than unimodal, allowing easy segmentation of the two 
regions.
Aacli and Kunz [2] filter the ignal in both  the tem poral and spatial domains. Their tem poral 
filter looks recursively a t i. e difference in pixel intensity at a given location in successive 
frames. Where the differem’ in intensity is small, it is unlikely that any motion has occurred 
between the frames. I.e. l.l me has not been any injection of contrast agent. If significant 
changes do take place, the ,l fin of the filter is increased so th a t the filtered signal can reflect 
these changes. Because the- Iter is recursive, the system takes time to respond when motion 
at a given point ceases. Tin: hysteresis effect leads to phantom  ‘noise trails’ following moving
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objects. To combat this problem, a calculation of the expected variance in intensity level is 
made. This is based on the characteristics of the quantum  nois limited acquisition system. 
The difference in intensity between successive frames can the be compared against this 
variance, allowing the filter to reduce the gain when motion slo ■s. This is shown to greatly 
reduce hysteresis effects and enhance the appearance of vessel , Temporal filtering looses 
much of its effectiveness when frame rates are reduced. As descri s-ed in the preceding section, 
the reduction of fraihe rates is a  specific target of dose reduct k j . An alternative is instead 
to apply filtering to the frequency domain [3], the performance of which is independent of 
frame rate.
Fivez et al [21] apply the MUSICA [76] algorithm to fluoroscoj y.. This algorithm enhances 
the appearance of X-ray images by reducing the appearance * " strong components whilst 
amplifying the contrast of subtle features. This is applied in a n dtiscale manner by dividing 
the input image up using a Laplacian pyramid [14]. At each le\ 4 of the pyramid, nonlinear 
amplification is performed, amplifying smaller values to a grea t r extent than larger values. 
The amplified values are normalised to ensure tha t the range i. intensities is not modified. 
The levels of the pyramid are then reconstructed to yield the enhanced image. By using 
pyramids, all frequency scales are enhanced without using kernel: which can present problems 
where features are the same size as the operator itself. Flirtin' ' edge enhancement can be 
applied by weighting the coefficients when recombining the p.1, amid. MUCICA has been 
shown to reliably enhance X-ray images and is part of a  commen al medical image processing 
package marketed to hospitals.
Rather than  using a pyramid structure, Aach and Kunz [1] I eak the image into blocks. 
The discrete Fourier transform (DFT) is applied to each bloi The observed frequency 
components are compared against a model of the expected i n  ise distribution [1]  and the 
influence of those components which correspond to noise is red in ?.d. This m ethod attenuates 
noise isotropically. To enhance the appearance of im portant fc. cures w ithin the image, the 
orientation of components in the spectral domain is evaluated If a  feature, e.g. a  blood 
vessel lies within the block, this will be portrayed by an concenl at ion of energy in a  certain 
direction. Less attenuation is applied to coefficients which lie on this line. This results in the 
enhancement of the main features within the block.
Spatial filtering can be performed using linear filters [54], non- near filters [25] or a combi­
nation of both  [25]. Unsharp masking adds a highpass version if an image to the original. 
Unsharping enhances the appearance of noise, so Guillon et a. [25] suppress noise using a 
lowpass filter, then combine filters together. If a pixel lies will n a vessel region, it follows 
that some or all of the pixels around it will also represent ves> :!. Canero and Radeva [16] 
adapt the “crease-enhancement” filter proposed by Sole et al [61 to enhance the appearance 
of vessel structures in angiogram images. A measure of “vesselne: -f’ is defined, linking the size 
of the filter to  the diameter of the vessel identified. Vessels in sy i .hetic angiogram images are
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shown to be enhanced by t]i method, bu t with real images it was seen tha t some background 
structures are enhanced wh :st others are suppressed. Vessel structures are clearly enhanced 
though, with the contrast b i.ween vessel and background improved.
Motion compensated tempo al filters [4] [23] can be applied, matching blocks between succes­
sive frames. However, the in ihod is sensitive to noise, a draw back for low dose X-ray images. 
To combat this problem, sy itial filtering can be performed prior to motion estimation [23]. 
Alternatively, prior informa ion about the expected motion field [4] can be used to select the 
most statistically likely solu ion. However, the noise and variability in angiogram data  limits 
performance.
3.6 Sum m ary
This chapter started by deli mg what is meant by ‘Interventional Neuroradiology’. To famil­
iarise the reader with the ty h> of image-guided operations for which fluoroscopy is employed, 
a medical angioplasty proa: lure was illustrated (section 3.1.1). This example showed how a 
catheter and stent are em pf red to treat a narrowing or occluded blood vessel. It is clear that 
this is just one example win: r X-rays can be used for the benefit of medicine. However, there 
are significant health risks > isociated with their use. Section 3.2 introduced the concepts of 
X-ray dose and told of the iological hazards posed by X-rays and other forms of radiation. 
The fatal and non-fatal con quences that X-rays can bear prompts effort to limit the expo­
sure endured by patient an staff during surgery - dose reduction. The remaining sections 
of this chapter dealt with ( ;se reduction methods; implemented in hardware (section 3-4), 
software (section 3.5) or im roved clinical techniques (section 3.3).
The next chapter displays i c fluoroscopy data  used for within this thesis and explains how 
its content can be categorisi I.
C h ap ter  4
D a ta
This chapter introduces the X-ray fluoroscopy da ta  used in tl thesis. Section 4.1 shows 
examples of the raw image and the three categories by which eat i frame can be classed. This 
is followed by section 4.2 which tells of the data  characteristics Finally, section 4.3 defines 
the contrast and standard deviation measures used to measure nage quality.
4.1 D ata
The data  for this work was obtained from a Philips Integris fh uoscopy system [49] at the 
Atkinson Morley’s Hospital, Wimbledon. Image sequences wen recorded as 8-bit 720 x 576
'igure 4.1: Frame from the 
uoroscopy system monitor, 
he grey masks cover pa­
rut information. The circu­
it- feature is a coin on the in- 
asifier screen, used as a size 
ference.
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pixel frames on DVCPRO *r mat digital video tapes via sampling of the video input signal 
to the fluoroscopy system 1.i mitor. The data  is therefore a carbon copy of what the surgeons 
would see during each opei ion - for example, when the surgeon has paused the display, the 
data  on the tape is paused
Masking was performed as da ta  protection step to remove patient and surgeon information 
from view. Figure 4.1 is an cample frame and shows a snapshot of the footage available to
the radiologist during an i rventional procedure. Each image frame was cropped to leave
a central 4G9 x 509 pixel it n in which each non border pixel represents the distribution of
X-ray transmission over th 121) imaging plane.
c) Compos: r. mage
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In general, each tem poral sequence can be classified as one of three categories, ‘live’ feed, 
DSA sequence, or a composite of DSA and live feed. Figure 4,2 provides examples of these 
classes. The cropped 469 x 509 central region is shown in each ca-n. Additionally, a  frame can 
be part of a tem poral sequence or a single static reference image from any of these classes. 
To avoid complications with the circular border, each image Generally underwent further 
cropping before processing.
4.2 D ata  C haracteristics
Fluoroscopy da ta  usually has a lower [31] signal to noise rath'- (SNR.) [41][62] than  other 
imaging systems used in medicine, such as MRI. Noise in the system comes mainly from 
quantum  therm al noise introduced by the image intensifier arid generally follows Poisson 
statistics [9]. Whereas in image processing SNR is usually defined in terms of the variances 
of ati image, in X-ray imaging, SNR is related closely to X-ray ‘ lose. Quantum  noise being 
proportional to the square root of the number of X-ray photons, ;V, reaching the detector,
S N R ^ V n  (4.1)
Thus using fewer X-ray photons (the goal of dose reduction) results in more noisy images. 
This is the problem underlying X-ray dose reduction. In short, medical X-ray fluoroscopy data 
is dominated by noise and thus has a very low SNR. For m ed ia l fluoroscopy, N  typically 
varies between 10 and 200 [3]. The task set is to m aintain (or preferably improve) image 
quality whilst reducing the number of photons. According to the Poisson distribution, the 
probability, P ( r ;  A), of obtaining r  events if the mean expected number of events is A is
e“ ^Ar
A) =  “ — (4.2) r!
Different tissue types w ithin the hum an body attenuate X-rays <■.:« varying degrees. This gives 
live fluoroscopy frames notoriously variable backgrounds (see figure 4.2), the homogeneity of 
each frame being subject to the view it encompasses.
Despite being opaque to X-rays, the contrast media in figure 4.2a is hard to see. Fortunately, 
the dark background structures of figure 4.2a. are distributed u round the edges. However, 
it is easy to imagine tha t in many cases, the vascular tree is very hard to see even when 
contrast media is injected. Digital subtraction removes static background features to leave 
just the contrast agent visible. However, the background is often not completely static and 
this process not complete.
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4.3 M easuring In age Q uality
To determine the optimum mrameters for the systems investigated in this thesis, manually
either vessel or background- The pixels within each class should have similar intensity values 
so that the regions are lion igeneous, i.e. their variance should be low. In order to clearly 
discriminate between vessel and background regions, either to aide visual perception or as 
a  prerequisite to further pn ressing, the two classes should have a large separation, i.e. the 
contrast between the two si mid be high.
4.3 .1  C ontrast
Contrast, C, will be defined as
, e(invessei — \
M  eaTlimage
where M eanV(iSSCi is the ari unetic mean of the intensities of all pixels marked vessel in the 
manually segmented mask, imilarly, Meaniiackground is the mean intensity of all background 
pixels. Meariimage is the nn m intensity of all pixels in the output. If C  =  0, then the mean 
of vessel and mean of backg mnd pixels are identical. Increasing values of C  show increasing 
contrast between object am S>ackground.
4 .3 .2  V ariance &; S ta  dard D ev ia tio n
Given a set of N  measurer r-uts of variable {x \ , X 2 ,%3 : . ■ ■ there are many ways in
which they can be characti ■ ised, for example, by their range (the maximum and minimum 
values) or then  mean (:c). Che variance, V(x),  describes how the data  is spread about 
the mean. Low variance sm ^;ests that the data  is closely gathered around the mean. Large 
variance suggests that the i is a large variation in values. It is calculated by finding the 
average value for the squan ■ 4  the data minus the mean,
segmented masks will be us d. These masks represent the ground tru th , labelling each pixel
1 N
(4.4)
The standard deviation, ~. of the data  is the square root of the variance, a  =  yJV\x). 
V (x) and a  describe how un bnn a distribution is, with low values indicating low noise levels.
C h ap ter 5
Nonlinear Data Fusion
This chapter presents an image enhancement procedure aimed t.<> both improve the contrast 
between vessel and background regions and reduce image noise. This will aid identification 
and extraction of the vascular tree.
Section 5.1 of this chapter addresses the topic of da ta  fusion and identifies the advantages 
of using multiple sources of information. Section 5.2 introduces the nonlinear fusion system 
proposed by Steinhage and associates [63][66][67][68]. This is followed by the mathematical 
basis of the system in section 5.3. How to incorporate a priori knowledge is the focus of 
section 5.4. Section 5.5 examines the effects of each param eter o i the system and finds their 
optimum values. Results and discussion are presented in section 5.6 and some conclusions 
drawn in section 5.7.
5.1 D ata  Fusion
W hen da ta  is taken from multiple sources, the redundancy in iirformation between the two 
sources can be exploited. The process of combining da ta  from .n> >re than  one source is called 
sensor fusion  or data fusion. The aims of this are twofold. First, by combining data from 
more than  one source the quality of information extracted can ! >e improved, e.g. improving 
accuracy. Second, using multiple sources, we can sometimes extract additional information 
about the scene or process involved th a t could not be gained by examining each data  source 
individually. The term  ‘sensor fusion’ suggests th a t multiple pi ivsical sensors are required, 
such as the acquisition of da ta  from stereo X-ray machines. T  lis is not a requirement for 
fusion processes and for this reason, the term  ‘data  fusion’ will be used forthwith.
The concept of da ta  fusion is not new and the principles of data fusion were exploited before 
the coining of the phrase. D ata fusion is used for many different tasks in a wide range of situ­
ations; À rather good biological example of da ta  fusion is performed by the brain. D ata from
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several physical sensors, sue i as the eyes, ears and haptic sensors, are combined with abstract 
information such as past experience and processed to create a description of the local environ­
ment. Much research on da U fusion has been carried out by military organisations [77] [45] [37] 
for processing of sensor dai.i for autom atic guidance weaponry. The civil equivalent of this 
research is the field of autcn omous control for robots [64] [65], automobiles [28] and other ve­
hicles [43]. D ata fusion is ale.  being used for geoscience applications [60], remote sensing [60] 
and medical imaging [40] ape dications.
5.2 N onlinear Fusion
Steinhage and associates, in a series of publications [63][66][67][68] have presented a m ethod 
of da ta  fusion called nonli near dyn am ics. Steinhage used fusion for mobile robot navi­
gation [63] and Steinhage ? rid Winkel for a  remote sensing application [67]. This chapter 
examines the method with lie view to combine frames from digitally subtracted angiogram 
sequences [35].
Nonlinear dynamics, and d / f a  fusion in general, provide a mechanism for combining sensor 
readings from multiple sour p s .  Each data  source provides a measurement of a state variable 
Y (x ) at a given place or tirn •. An example could be a motion sensor in a  road which measure 
the number of vehicles N  p. ssing as a function of time, N(t).
In this application the ‘sen ors’ are individual frames. A number, nS,  of these frames are 
combined to provide an estimate of how the attenuation Y(x, y )  of X-rays varies across a 
2D surface1. By combining; da ta  from many frames, the redundancy of information between 
successive frames can be exploited. It is therefore anticipated tha t the fused estim ate pro­
duced will provide a better -^presentation of X-ray attenuation than  any individual frame  ^
for example by reducing no w.
For the sake of simplicity, «me of the spatial dimensions is dropped by converting the two 
dimensional function into a one dimensional sequence. Therefore the state variable becomes 
Y(r)  where r  =  f (x , y) .  Tin; purpose here is to enhance the vascular structure in the X-ray 
image sequence. So, the si. tie variable Y(r)  is the grey-level intensity a t position r  along 
the one dimensional sequen p .  This is related to the level of X-ray attenuation at this point 
in the image - the lower the pixel intensity, the greater the X-ray absorption2. How best to 
convert from a 2D grid to a J D string, i.e, how to choose the function f ( x , y ) is discussed in 
section 5.5.1.
1 X-rays expose a  3D volume, .tit the  2D projection  of th is is cap tu red , showing th e  absorption  d is tribu tion  
across th e  im aging plane.
2Assum ing th a t  vessels are cli i laved as dark  objects against a  lighter background.
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Thé methodology behind this nonlinear fusion approach is to represent physical measurements 
of the system (i.e. sensor readings) as local stable points or 1 attractors’ of a dynamic system. 
The dynamics are solved iteratively using the improved Euler m ethod (appendix B) to yield 
a représentation or estimate of the physical state of the system.
5.3 M athem atical basis - A ttractors
Nonlinear dynamics uses the principle of attractors. An attractor is a local stable point in 
the derivative of the state variable with respect to position. An a ttrac to r has ^  =  0 and 
negative gradient < 0 such th a t if an a ttrac to r is pushed slightly along the r-axis, the 
negative gradient will push the point back towards the stable point, correcting for the slight 
perturbation, Conversely, a point with a positive gradient > 0 is called a repellor, which
d \A  
d r  .
o *
may be considered an unstable point where a small perturbation will cause the state variable 
to move in the direction of the displacement (see figure 5.1).
Equation 5.1 and figure 5.2 show m athem atical and graphical representations of an a ttrac­
tor [63].
HY rs-vMi2
^ -  =  X [ S - Y ( r ) ] e - ^ ^  (5.1)
where ^  defines the a ttracto r for a sensor which takes a measurement S  of the state variable 
at position r. The attractor will be centred around this value, for example in figure 5.2 the 
sensor value, S =  50. A is a weighting factor which, for the moment, can be assumed to be 
unity. Y(r)  is the state variable for which the derivative is being calculated, r is the position 
along the one dimensional sequence, thus Y (r) is a  function th a t describes how the grey level 
intensity fluctuates along this ID sequence, o  is the width of the a ttractor and determines 
the size of the basin of attraction created by the stable point. In figure 5 .2 , the w idth a  =  10, 
and therefore the distance between maxima and minima is double this, 20. Because the width 
is finite, attractors have a finite region of influence, hence the term  ‘local5 stable point.
Let Yq — Y (r0) be the physical state of the system at position r =  tq. We wish to know how 
fast the value of Y  will move away from Yfj if r changes by 8;r .away from ro. The improved
Attractor
Repellor
Figure 5. Î : An attractor - a local 
stable point, in the derivative (cen­
tred on position 1) and an unstable 
point with positive gradient - a re­
pellor, centred about position 2.
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Euler method (Appendix Bi s applied to yield an estimate for the state variable at position 
r,. The estimate at position r =  rj_i is used to calculate the result at r =  r*, i.e. the past 
history of the system plays a key role in the calculation and provides a further source of 
information,
y(r,) = r(rj_,) + ^  (5.2)
To initialise the fusion prongs, an estimate for the state variable at the beginning of the 
one dimensional sequence (Vi,) must be made. This provides the starting point from which 
the system Y(r)  at subsequent positions r* can be calculated. Because the past history is so 
important, the starting point should not be governed by outliers. For nS sensors, the median 
of the first sensor readings provides a satisfactory starting point.
5.4 Sensor and a p r i o r i  term s
The fusion process can combine data  from many sources, indeed, there is no limit upon the
number of sensor inputs th;U can be used. A priori knowledge about expected behaviour
can also be incorporated, pn iding this information can be expressed in a compatible m ath­
ematical form, as [63].
-  ~ f  = lSen,orFSm”"  + (5.3)r Or
where Y(r)  is the grey level intensity (X-ray attenuation), is the derivative with respect 
to position and r  is a time n ale which controls how fast the variable Y(r)  can change. This 
is set to unity. F Sensor is the contribution to the system from the sensors and F Aprior7 is the
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contribution made to the fusion process by a priori knowledge about the system3. 7 sensor 
and y.Apriori are weighting coefficients that control the relative strengths of the sensor and a 
priori terms.
5.4.1 A p rio r i - Favour vessel over background
The aim of using nonlinear da ta  fusion is to enhance the appearance of vessels. These are 
dark structures against a light background. Consider a set of frames where some contain 
contrast agent and others do not.
a) The majority of frames do not contain h) The majori ty of frames contain contrast
contrast agent, so the median is constant. media, so the median shows vessel struc­
ture.
Figure 5.3: Six ID sensor inputs, showing how the median can c h .  >nge according to the ratio 
of frames containing contrast agent to those without. Light gix v lines show pixel intensity 
profiles across a hypothetical vessel. The black line marks the median of intensities.
The fusion scheme can be thought of as taking the form of a weighted election. Each frame 
effectively ‘votes’ for a certain intensity value at each pixel. G iven a set of frames in which 
contrast agent is flowing, certain pixels will have a mixed population of intensity values: 
high intensity initially then low intensity as contrast agent readies the location. Figure 5.3 
displays two examples of six intensity profiles along a line which cuts a vessel. To enhance 
the visibility of vessels, low intensity values must be favoured over high ones. To follow the 
vessel contour at the point marked by the arrow in figure 5.3.», we must provide an extra 
‘kick’ to the system to ensure that the fusion process tracks the lower two intensity profiles. 
This is achieved by forming an a priori knowledge term  that favours intensity values that 
are lower than the median,
: < «>  or  I 0 : otherwise
where is the influence to the decision making, the a priori term from sensor reading S. M  
is the median of all nS  sensor inputs, M  =  Median [Si, S2, S3, . . ,Sns]. The S < M  condition 
is required to avoid favouring intensities higher than the median and consequently failing
3Note that 110 significance is placed 011 the use of superscripts rather than subscripts, their use here is 
purehr arbitrary.
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to trace vessels where the m ajority  of the fram es contain contrast agent - e.g. figure 5.36. 
T he term  provides a sliding scale of em phasis, the  g reater the distance from the m edian, the  
g reater the influence. However, the  system  does not ju m p  from  one low in tensity  outlier to
placed on a priori and  sensor d a ta  and  forms a scale factor to  control the  m agnitude of th e  
a priori term .
T he a priori term  (F APTwri j jn  equation 5.3 becomes
S[i'i)s is the reading for sensor s a t position  r  = r i.e. the  grey-level intensity  value for pixel 
position j'i and fram e s. M W i) is the m edian pixel in tensity  a t position  r* for all nS  inpu t 
frames.
5.4.2 Sensor inputs
T he sensor contribu tion  term  (FSensoT) in equation 5.3 takes the sam e form  as equation 5.1,
where S(ri)s is the reading o f sensor s a t position r^, the position  for which the calculation 
is being perform ed. Y { r ^ ) ^  the  nonlinear estim ate for the  s ta te  a t the previous position, 
7V-]. cr6. is the w idth  of the ai trac to r for sensor s and  Xs is the individual weighting for th a t  
sensor.
Given nS  frames, we have nS  m easurem ents a t each position  r,;. Each creates an  a ttra c to r 
based on its grey-level in tensity  value. N ote th a t  equation 5.6 sum s together all the individual 
sensor influences, producing a po ten tia l well a t each pixel location th a t is determ ined by the  
grey-level intensities a t th a t  location in each fram e.
T his process of adding together a ttra c to rs  generally reduces the  num ber of local stab le points 
(see figure 5.4). W hich of the these points is selected a t each ite ra tion  depends upon the 
previous estim ate for the  sy-.tem. Thus the weakest a ttra c to r could be selected if it had  
the sam e location as the  ai trac to r chosen in the previous step. However, if o th er sensors 
continued to add  together ti t form a  stronger a ttra c to r, th is would soon influence th e  o u tp u t 
of the process m ore forcibly.
the next due to  the calculation stra tegy  which relies upon th e  past h istory  of the system  
to help make decisions. T he jApriori term  in equation 5.3 controls th e  am ount of em phasis
(5.5)
F s ^ ( v i )  = As [S in ), -  Y i n . , ) ]  exp -
2<7S2
(5.6)
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(Pixel intensity)
Figure 5.4: Three attractor profiles (blue) and the p o tn tia l  produced from 
their linear summation (black).
5.5 Param eters
T here are several factors upon which the fusion algorithm  depends; the  two weightings 7 Sensor 
and TApriori which control the em phasis placed 011 a priori and sensor da ta , a ttra c to r w idth 
(<76.), sensor weightings (As), tim e scale (r )  and choice of scan p. ii h. For the analysis of these 
fusion param eters, the ten  32 x 32 windows shown in figure 5.5 will be used. These subsets 
are taken from a  series of consecutive frames.
Figure 5.5: Ten 32 x 32 
windows showing consecu­
tive frames during which 
contrast agent appears.
■ g
 __
C ontrast agent floods into this particu la r region of the  frame during  the  acquisition of these 
ten  fram es, so the first six windows contain no contrast agent whilst the last four contain a
48 Chapter 5. Nonlinear Data Fusion
radio-opaque dye.
Initially, param eters are set n values found em pirically to be suitable. Namely 7 a p r i o r i  =  0.05, 
1 sensor =  10 , w idth o  =  20, tim e scale r  =  1.0 and sensor weights Xs =  0.1. Each of the 
five param eters is investigab d in tu rn  to  find the optim um  value in each case. The exact 
order of param eter im portance (and therefore the order in which they  should be addressed) is 
unclear. However the following order will be used: scan pa th , a priori and sensor knowledge 
weightings ( ' y Up r i o r i ,  I s e n s o r )  a ttrac to r w idth (rr), in ternal sensor weightings (As) and finally 
tim e scale (r) . This order was em pirically judged to  place the m ost im portan t param eter 
first and the one w ith least influence last.
T he optim um  values should maximise the contrast between vessel and background regions 
whilst producing low variance w ithin each region.
5.5.1 Scan path, f (x, c\
One valuable and desirable property  of the fusion system  is th a t it sm oothes ou t noisy sensor 
inputs. However, whilst tic system  should ignore noise fluctuations, it is required th a t 
the system  responds to ab ru p t changes due to  the scan p a th  moving between vessel and 
background regions. T he choice of scan p a th  can therefore be very im portan t.
In te r  sity
__________i__________ i__________ i__________ i__________ i__________ i__________ i__________ i___________i__________ i »
100 200 300 400 500 600 700 800 900 1000
D is ta n c e  a lo n g  s c a n  (p ix e ls )
b) Intensity profile formed from raster scanning
Figure 5.0: Raster scan pat /, and the intensity profile formed by using this path to traverse the 
32 x 32 pixel subwindow.
X  — Y  raste r scanning (figure 5.6a) can result in a one dim ensional sequence th a t fluctuates 
greatly between high and lew intensities as the p a th  cuts through different image regions in 
rapid succession. F igure 5.6' shows the intensity profile formed by raster scanning across the 
last 32 x 32 window of figure 5.5.
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The H ilbert p a th  [33][811 is a  space filling p a th  based on Hilber t space. T his p a th  stays in 
the local regions of the  space for as long as possible. T he H ilbert p a th  generally4 produces 
sensor sequences w ith sm oother profiles. T his is because spatial neighbourhoods are preserved 
to a  greater extent and therefore fewer transitions between different image regions result. 
F igure 5.7a displays a H ilbert p a th  and figure 5.7b shows the intensity  profile is produces.
a) Hilbert, path
100 200 300  4 0 0  500 3:0 700
Distance along scan (pixels)
800 900 1000
b) Hilbert intensity profìlc
Figure 5.7: Hilbert scan path and intensi ri ; notile
Figure 5.8 displays plots of the standard  deviation of vessel and background (pixels classified 
according a  m anually segm ented mask) versus scan path . Both plots show th a t the s tandard
raster hilbert
scan path
a) Standard deviation of vessel pixels 
versus scan path
raster hilbert
scan path
b) Standard deviation of background 
pixels versus scan path
Figure 5.8: Scan path influence: standard deviation of pixels m a r k e d  as vessel and back­
ground by manually segmented mask.
deviation of intensity  levels for b o th  vessel and background regions are reduced by using a
4It is possible to find images, or create an artificial one, where a raster profile would be preferable to a 
Hilbert one. This is very unlikely for DSA images however.
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01
raster hilbert
scan pc.1ti
Figure 5.9: Vessel contrast versus scan 
path choice.
H ilbert pa th  instead of sim ple x  — y  raste r scanning. F igure 5.9 plots contrast (equation 4.3) 
versus scan type and shows th a t the H ilbert scan p a th  creates greater contrast between vessel 
and background regions.
The H ilbert scan path  will I e selected as the preferred m ethod for converting each 2D image 
into a  one dim ensional sequence prior to  fusion. T he fusion process is now in itia ted  on the 
H ilbert scan, setting  7 sensoT 1.0 w ith various a priori weightings to find the optim um  value 
for 7 a p r io r i'
5.5.2 A p riori and st nsor knowledge weighting ( 7aprio r i,  7 senSor)
Figures 5.10a and b show the s tan d ard  deviation of vessel and background grey-level in­
tensities plo tted  against vai ying 7 ttprf07. F igure 5.11 shows how the vessel contrast changes 
according to  the sam e par; uieter. All th ree plots show th a t the system  breaks down at
a) Standard deviation o! vessel pixels b) Standard deviation of background 
versus apriori weighting pixels versus apriori weighting
Figure 5.10: A priori ii.i! tencc: standard deviation of pixels marked as vessel and back­
ground by mask
lupriori = d-2. P rior to this, in the range 7 apriori =  [0,0.75], the contrast increases gradually  
whilst the standard  deviation of background pixel intensities rem ains constant.
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weight apriori
Figure 5.11: Vessel contrast versus a pri­
ori knowledge weighting.
T hroughout this range, s tan d ard  deviation of 
vessel pixels increases slightly, though a t  a lower 
ra te  th an  contrast. T he optim um  value for 
apriori lies w ith in  th is range. T he m axim um  
contrast is achieved a t y apriori =  0.1 w ith  low 
s tan d ard  deviation of vessel pixels. Therefore 
the  param eters will be set as 7 apriori — 0.1 
and ^sensor =  1.0 in  fu tu re  experim ents. Sec­
tion  5.5.3 investigates sensor w id th , a.
5.5.3 Sensor attractor w idth, as
Figure 5.12a shows how the  s tan d ard  deviation of vessel pixels changes w ith  a ttra c to r w idth , 
<j. F igure 5.126 plots th e  s tan d a rd  deviation of background pixels against a  and similarly, 
figure 5.13 shows how contrast varies w ith  a. W ith  a  <  15, the  range of each a ttra c to r is
a) Standard deviation of vessel pixels b) Standard deviation of background 
versus attractor width pixels versus attractor width
Figure 5.12: Attractor width influence: standard deviation of pixels marked as vessel and 
background by mask
insufficient to  overlap w ith  neighbouring a ttrac to rs. Therefore th e  system  follows the one 
or m ore a ttrac to rs  th a t  happened to  s ta r t w ith  values close to  th e  m edian, and  disregards 
all others. Once the  critical w id th  (i.e. a  > 15) is reached, the po ten tia l wells created  by 
individual a ttrac to rs  overlap to  a  g reater ex ten t and  th e  system  can respond to  changes across 
all sensors. N either s tan d ard  deviation of vessel/background pixels nor vessel contrast change 
to any great ex ten t once th is  po in t is reached. Any value greater th an  15 seems su itab le and
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Figure 5.13: Vessel contrast versus at­
tractor width.
width
arbitrarily , the value o  =  50 will be used.
5.5.4 Sensor weightings, As
Xs is the sensor weighting term  from equations 5.1 and 5.6. It allows individual sensor readings 
to be given different priorities. T he sum of the weightings for a set of n S  sensors should be 
unity, otherw ise it is effectively m odifying the value of 7 s e n s o r -
nS
5 > .  =  i  <5-7>
5=1
Setting  Xs = 1 .0 /nS , constant for each frame, places equal priority  on all readings for the 
intensity of each pixel presented by the n S  frames. During contrast agent injection, assigning 
stronger weighting coefficients to  frames towards the end of the ten  fram es gives greater 
em phasis to the frames th a t hold the highest concentration of contrast agent.
Figure 5.14: Xs versus s for a 
range of different ci walues, as dc- 
fìm'd by equation 5.8.
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An exponential function w ith  slope controlled by param eter a  will be used to  find the  optim um  
sensor weighting arrangem ent (when a  is reduced, th is approxim ates a  stra igh t line).
exp [as]
A,
exi> M
(5.8)
a  controls the  ra te  a t which A increases. Setting  a  =  0 reduces the  equation  to  a  horizontal 
line and  illustra tes the  case of equal weighting across all frames in the set. T h e  X)s=i exP [a s ] 
denom inator provides norm alisation  to  satisfy equation  5.7. F igure 5.14 p lo ts the d istribu tion  
of Xs values versus s for a  set of possible a  values in the range a  =  [0,2.5]. F igure 5.15a and 
b display plo ts of vessel and  background pixel s tan d ard  deviations versus different a  values. 
F igure 5.16 plots vessel contrast against a .
a) Standard deviation o f vessel pixels 
versus sensor weighting parameter a
b) Standard deviation o f background 
pixels versus sensor weighting param­
eter
Figure 5.15: Standard deviation o f vessel and background pixels versus sensor weighting 
parameter a .
Figure 5.16: Vessel contrast versus sensor 
weight.
Exam ining figures 5.15 and  5.16, it is appar­
ent th a t the plots increase rap id ly  to  reach a 
p lateau . However, th e  s tan d ard  deviation val­
ues do not change by a large degree (com pared 
w ith  the  range of say figure 5.10 or figure 5.12). 
O ne m ight therefore decide th a t the op tim um  
value is the one which provides the  best contrast 
w hilst m aintain ing low variance of pixel in tensi­
ties w ith in  vessel and  background regions.
However, figure 5.14 shows th a t  as a  is increased, th e  sensor weighting coefficient \ s tends 
to zero for all b u t the last few fram es in the set. E .g for a  =  1.0, effectively only the  last two
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frames are considered. T he value a  — 0.5 will be selected, sacrificing a  sm all gain in image 
contrast for lower variance of pixel in tensities w ith in  each region and a  more stab le solution 
th a t considers readings from all fram es in the set.
5.5.5 Time scale, r
T he param eter r  in equation 5.3 is the  tim e scale of the system  and  p artly  controls how fast 
the system  can respond to changes in inputs, r  <  1 m eans th a t the system  evolves on a 
slower tim e scale th an  it progresses betw een consecutive positions on the scan pa th . Values 
greater th an  one fashion a  system  which increasingly over-responds to  inpu t changes. T he 
system  was ru n  using several different tau  values w ith in  the  range [0.5,2.5]. F igure 5.17a 
and b plot pixel s tan d ard  deviations against tau . Similarly, figure 5.18 plots vessel contrast 
versus tau.
0.5 1 1.5 E «  0.5 1 1.5 Z 2.5
Tau Tau
aj Standard deviation o f vessel pixels b) Standard deviation o f background 
versus t  pixels versus r
Figure 5.17: Influence o f r  parameter
Figure 5.18: Vessel contrast versus r
S tandard  deviation of vessel pixels and  s tan d ard  
deviation of background pixels rem ain  fairly con­
s tan t over the range r  =  [0.5,1.5], showing a 
slight rise above r  — 1 as fluctuations due to  noise 
slowly have greater influence in  th e  system , Over 
this range, vessel contrast slowly increases. W hen 
r  is increased above 1.5, the system  over-responds 
to noise fluctuations and  pixel variance increases 
to an  unacceptable degree.
T he optim um  value for tau  therefore lies somewhere w ith in  the  range [0.5,1.5]. T he exact
5.6. Results and Discussion
location chosen depends upon how m uch preference is given to  higher image contrast over 
low pixel variance. T he value r  =  1.3 will be selected as it m arks the top of the increasing 
image contrast slope in figure 5.18 whilst m aintain ing low pixel s tan d ard  deviations.
5.6 R esu lts and D iscussion
T he preceding section the defined the param eters of the nonlinear fusion system . F igure 5.19 
shows the fusion o u tp u t, m ean and m edian averages for a  set of 30 consecutive frames, s ta rtin g  
at fram es 10 and 25. Also shown is the histogram  equalised image. It can be clearly seen 
th a t the vessel morphology is much more clearly shown from nonlinear processing com pared 
to  the m ean and m edian of the  set.
M e d ia n  H i s t o g r a m  E q u a l i s e d
Figure 5.19: Nonlinear, median and mean outputs for set o f 30 frames starting at frame 25. Also 
shown is the histogram equalised sum o f the originals.
M e a n
Histogram  equalisation enhances the  appearance of some vessel regions, bu t perform s poorly
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in clu ttered  regions where several vessels lie close to one another. Also, the histogram  image 
is significantly more noisy in appearance com pared to  the others. C om paring fusion o u tp u t 
frames against a  m anually segm ented mask, the s tan d ard  deviations of pixels m anually iden­
tified as vessel and background can be calculated (p lotted  in figure 5.20) and equation 4.3 
used to provide a quan tita tive  m easure of image contrast. F igure 5.21a plots image contrast 
(for n S  = 30) versus s ta rtin g  frame.
versus starting frame number. deviation vs frame number.
Figure 5.20: Standard deviation o f pixel intensities for vessel and background plotted against frame 
number for a set o f n S  = 30 frames. Symbols as follows : A nonlinear, o mean and * median.
This plot shows th a t the  highest contrast between vessel and background for sets of frames 
between 1 and 30 is produced by the nonlinear m ethod, followed by the m edian average. 
Beyond frame 30, the contrast of the nonlinear o u tp u t fram e falls below the  m ean and m edian 
averages because sensor weightings As give ex tra  em phasis to frames th a t occur la ter in the 
set. C ontrast agent is flowing out of these frames and this outweighs the a priori term  th a t 
favours low intensity (contrast agent) pixel intensities.
a) Image contrast versus starting frame b) Standard deviation o f all pixel inten-
number. sities vs frame number.
Figure 5.21: Image contrast and standard deviation o f pixel intensities plotted against frame number 
for a set of n S  = 30 frames. Symbols as follows : A nonlinear, o mean and * median.
Figure 5.216 illustrates th a t the standard  deviation of pixel intensities w ith in  the nonlinear
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o u tp u t image is higher th an  b o th  m ean and  m edian. T his is to  be expected, as by increasing 
the contrast the  separation  between m axim um  and m inim um  in tensity  values is increased. 
Exam ining the  s tan d ard  deviation of pixel in tensity  values in  background and  vessel regions 
individually  (figure 5.20a & b), it is seen th a t th a t, in  general, the nonlinear o u tp u ts  have 
higher variance in  in tensity  values. T his highlights the difficulty of achieving high contrast 
between regions b u t low pixel variance w ith in  regions.
Applying n s  = 50 to  th e  90 in p u t fram es produces a  set of 40 o u tp u t fram es very sim ilar to 
the 60 fram es produced w ith  n S  =  30. Using the  curren t param eters w ith  n S  higher th an  
50 produces o u tp u t fram es th a t fail to  em phasise the m ain  vessel stem . T his is because the 
contrast agent bolus begins to flood ou t of the vessel network approxim ately 50-60 fram es 
after it first appears. For n S  > 50, th e  process of finding optim um  param eters should be 
rerun. However, using n S  — 30 has the  advantage th a t it produces a  large set of o u tp u t 
fram es in which contrast agent can be seen to  perm eate through the vascular tree. T his 
tem pora l inform ation could be employed in  fu rth e r processing steps to  ex trac t a  m ap of the 
vascular structu re .
5.7 C onclusions
T he nonlinear fusion m ethod  presented  in th is chapter partia lly  fulfils the tw in tasks of 
im proving vessel contrast w hilst reducing im age noise. T he na tu re  of th e  m ethod leads to  a 
com prom ise between responding quickly to ab ru p t changes in in tensity  due to  the presence 
of vessel s tructu res, and  sm oothing fluctuations due to  noise. D espite th is deficiency, is was 
seen th a t  the system , ru n  using the  param eters found in  section 5.5, out-perform s the  m ean, 
m edian and  histogram  equalisation  a t enhancing the  visibility of the  vascular tree. T his is 
achieved through th e  increasing th e  contrast betw een vessel and  background regions w hilst 
reducing image noise.
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C h ap ter 6
R elaxation Oscillators
T his chapter introduces the topic of relaxation oscillators. Section 6.1 provides an in troduc­
tion to  the subject, explaining w hat oscillator system s are and giving some exam ples of where 
they can be found. Section 6.2 shows why relaxation oscillators are of in terest in com puter 
vision; because they can be used to model the firing sequence of receptor cells in the eye. T he 
hum an eye itself is detailed in subsection 6 .2.1 and subsection 6 .2.2 shows how oscillators can 
be used to model the eye. Section 6.3 gives the m athem atical form ulation of a  Van der Pol 
oscillator and shows schem atically why oscillation occurs in such system s. Section 6.4 sum ­
m arises the ‘LEG IO N ’ oscillation system  developed by Wang and Term an [79]. Section 6.5 
provides an  outline of the work presented in this and the following chapters. A single isolated 
oscillator un it is investigated in section 6 .6 , from  which m ultiple instances are linked together 
to form a one dim ensional oscillator chain in section 6.7.
6.1 Introduction  to  O scillators
Relaxation oscillator system s have two time-scales of activity, one fast and one slow. The 
system  alternates periodically between these two states.
The slow tim e-scale is characterised by near steady s ta te  be­
haviour. M ajor changes in the system  take place during the fast 
tim e-scale periods. T he seesaw and tap  system  in figure 6.1 is 
a good exam ple of a relaxation oscillator and clearly shows the 
two time-scales. T he container fills up w ith water during the slow 
tim e-scale or steady s ta te  phase. T he fast tim e-scale is triggered
Figure 0.1: Relaxation when the weight of w ater in the container exceeds the weight of
oscillator example. O the counterbalance.
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At this point the seesaw drops rapidly, the w ater is released and the  em pty container quickly 
bounces back up to s ta r t the cycle again. It is clear th a t the  system  could cycle indefinitely, 
provided th a t the w ater supply were inexhaustible. R elaxation oscillators occur in a wide 
range of processes, from physical system s in chemistry, biology [24], physics [34] [57] and 
engineering, to  more ab strac t system s such as financial m arkets [50].
R elaxation oscillators were first discovered in a  m odern setting  by Van der Pol [73] in  1926. 
W hilst studying the behaviour of electronic triode circuits, Van der Pol found th a t certain  
p aram eter ranges gave a  sinusoidal-type oscillation. C hanging the  param eters, he found th a t 
the oscillations exhibited  ab ru p t changes. Such system s were nam ed relaxation oscillators 
because the period of oscillation was found to be proportional to the  relaxation  tim e constant 
of the system.
Van der Pol defined [78] relaxation oscillators as system s th a t  have the  following character­
istics:
2. The period of oscillation is determined by a relaxation time
2. They represent autonomous repetition of an aperiodic event
3. They exhibit discontinuous, abrupt jum ps
4. They are nonlinear systems with implicit threshold values
6.2 O scillators and H um an V ision
R elaxation oscillators have received m uch a tten tio n  in recent years because neurophysiologi- 
cal experim ents [15] have disclosed the presence of neural oscillations w ith in  the visual cortex 
and elsewhere in the brain . These oscillations are observed to  operate  a t frequencies of 30 
to  80 H ertz [15] and so have been labelled ‘40Hz oscillations’. These observations have given 
validility to  the theory th a t  relaxation  oscillators m ay provide the  m echanism  by w hich the 
firing sequences of receptor cells in  the  re tin a  are grouped together to  represent different 
objects. To place these observations in  context, it is necessary to know a  little  abou t the 
workings of the hum an vision system . D etailed descriptions o f the  eye can be found else­
where [46] [47], however, a short account follows. I t  is designed to acquaint the  reader w ith  
enough inform ation to understand  why there is an  interest in oscillation system s w ith in  the 
com puter vision community.
6.2.1 The Human Eye
T he eye consists of a lens th a t focuses the light entering th e  pup il onto the  light-sensitive 
cells th a t make up the re tin a  (see figure 6.2). T he re tin a  surface consists of two types
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of photosensitive receptors; rods and  cones. T here are about six million cones. They are 
sensitive to coloured light and come in th ree forms, sensitive to the frequencies th a t correspond 
to red (peak sensitivity a t wavelengths of 580nm ), green (peak a t 540nm) and blue light (peak 
a t 445nm).
Rods are much larger in num ber (about 120 
million), more sensitive a t low light levels bu t 
are not sensitive to colour. F urther details 
concerning the frequency response and spa­
tia l d istribu tion  of rod and cone cells can 
be found elsewhere [40]. T he rod and cone 
receptor cells make the neurons to fire and 
produce electrical signals. These signals are 
transm itted  through the  optic nerve to the 
brain . T he optic nerve has a  lim ited band­
w idth  and would be unable to  sim ultaneously 
tran sm it the signals from over 125 million re­
ceptors.
To com bat this problem , neurons on the  periphery  of the re tina  are connected to  a hundred or 
so receptors. This reduces the num ber of signals th a t the optical nerve is required to transm it 
and gives these regions their high light and  m otion sensitivity bu t low resolution. In contrast, 
the cones a t the centre of the  re tina , the fovea, are each individually connected to a different 
neuron. This gives the fovea a very high spatial resolution and is the reason why our eyeballs 
ro ta te  - to  allow the light from the focus of our a tten tion  to fall upon th is sensitive region. 
T hus the eye has a  spatial resolution th a t var ies across the surface of the retina. N aturally, it 
also has a finite tem poral resolution. T he eye tem porally  averages the input it receives over 
a period of approxim ately 120ins. Section 3.5.1 detailed one consequence of th is tem poral 
averaging in relation to fluoroscopy. If inputs are displayed to the eye faster than  a frequency 
of abou t 15 to 20Hz, the eye cannot distinguish between the different inputs. This leads to 
the Phi phenom enon which is m entioned fu rther in appendix  C.
6.2.2 Using Oscillators to M odel the Eye
Vision is generally the dom inant sense used by H um ans to explore environm ents. We are 
therefore very fam iliar w ith  the perform ance of the H um an vision system  (HVS). However, 
the process by which electrical signals are converted into representations of shapes, colours, 
sizes and depths seems highly complex and although m any mechanisms have been proposed, 
a  definitive explanation of its workings still eludes us.
Figure 6.2: Schematic diagram o f the human
eye
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Since the beginnings of the com puter vision field, researchers have struggled to find solutions 
to the problem s of image segm entation and object recognition. T he eye and b rain  appears to 
perform  these tasks w ith great ease. T his has prom pted research into ways of replicating the 
workings of the eye [74][75]. R elaxation oscillators provide one mechanism  describing how 
the firing cycles of neurons can be converted into a representation of image objects.
Von der M alsburg and Schneider [75] show th a t neural oscillations can be used to perform  
image segm entation. Each rod or cone receptor cell in the eye corresponds to a  single pixel 
of an image (see figure 6.3) and is represented by an oscillator. T he period of each oscillator 
is proportional to the intensity of light incident upon th a t receptor, or the image intensity  
a t th a t pixel in the case of a com puter based vision system . T he oscillators of neighbour­
ing receptors/pixels are allowed to  in teract, providing feedback from the surroundings. As 
the system  evolves, groups of receptors (pixels) representing the sam e image object become 
synchronised w ith each other. O scillators representing different objects are desynchronised. 
Figure 6.3b shows an exam ple of this, showing the activ ity  of a set of oscillators. T he shaded 
pixels represent those forming the cup and axe in synchrony w ith each other. Using such 
models, we can s ta rt building com puter vision algorithm s th a t use the same m echanisms 
th a t could be utilised by hum an vision.
Q>
a) Each pixel forms an oscillatory system with a pe­
riod determined bv the input intensity that the pixel
receives.
b) Pixels exposed to equal in­
put intensity become phase 
synchronised.
Figure 6.3: Neighbouring oscillators (pixels) subjected to the same input oscillate at similar 
frequency and phase.
Herein, to simplify the notation, this thesis will refer to com puter ra th e r th an  hum an vision 
unless specifically noted to the contrary. O scillators will therefore represent pixels ra th e r th an  
rod and cone receptor cells, although the rod and cone parallels are still valid. Each pixel 
is represented by an individual oscillator so there is a  one-to-one m apping between pixels 
and oscillators. T he words pixel and oscillator may be used interchangeably in this thesis to 
em phasise the particu la r point being made.
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6.3 Van der Pol O scillator
Several different oscillator system s have been proposed [73] [78]. In m athem atical form they 
are usually represented by a  pair of first-order differential equations. T he Van der Pol oscil­
la to r [78] is one such model and is described by the equations
d x
~dt
dy_
a t
X3
=  c y + x - - (6.1 )
(6.2)
where c is a positive constant, x  and y  are orthogonal axes and define the phase plane upon 
which the oscillator resides. T he oscillator is initialised w ith location (xo,yo) a t tim e t =  0. 
x  and y  ( /  =  § [) determ ine the m agnitudes and  directions th a t the system  will move from 
(^o52/o) in tim e St. T he x  and y  nullclines (the nullcline of a function f ( r )  is where f ( r )  =  0)
a) Schematic showing nullcline b) Oscillatory track from
curves and phase quadrants initialisation at point a
Figure 6.4: Van der Pol phase plot schematic and oscillation cycle track.
cut the x -y  phase space into quadrants. F igure 6.4a shows the two nullclines obtained by 
setting  x  =  0 and y — 0 and the four sectors they  define.
W ith in  each phase quadran t the x  and  y  derivatives have different signs. For example, the 
upper right (yellow) quadran t of figure 6.4 has §f >  0 and <  0. An oscillator initialised at 
point a = (xa, ya) will move across each quad ran t in a m anner determ ined by the signs and 
m agnitudes of the derivatives in th a t region. It is easy to  see how oscillatory m otion may 
occur in the directions of the  black arrows of figure 6.4a. Figure 6.4b shows the  track m apped 
out by a Van der Pol oscillator (w ith c =  3) from initialisation a t location a =  (1,0.5).
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6.4 Locally E xcita tory  G lobally Inhib itory  
O scillator N etw ork (LEG IO N)
W ang and  T erm an [79] in troduce a  system  called ‘Locally E xcita to ry  Globally Inhib itory  
Oscillator Network’, or LEG IO N  for short. I t is a  two dim ensional network of relaxation  
oscillators. As its nam e suggests, each oscillator is form ed from a  coupled loop betw een an 
excitatory  (rc) and an  inhibitory  (y) u n it which are com bined to produce oscillatory behaviour. 
T he differential equations th a t form  the basis of each oscillator include a linking term  to allow 
feedback from the surrounding oscillators in the  network. T he LEGION [17] [42] [79][80] system  
has been applied to  several tasks, including speech recognition [13] and image segm entation.
6.5 Sum m ary o f O scillator N etw ork
To exam ine the workings of oscillator system s, a  tu to ria l style of approach will be  employed. 
T he s tarting  poin t is the sim plest system  possible; a  single, isolated oscillator. From  this, 
the oscillator system  will be progressively developed into a one dim ensional chain, two di­
m ensional network and three dim ensional m atrix . Based on the  m athem atical definition of 
a ‘LEG IO N ’ relaxation oscillator, the  work presented in th is  thesis looks a t the  subject of 
phase in itialisation. A new ‘soft’ linking scheme is proposed to  link together neighbouring 
oscillators w ith  a  s tren g th  determ ined by the sim ilarity  between th e  pair. The form ulation 
of oscillator neighbourhoods is investigated and linking param eters optim ised to best m atch 
digital sub trac tion  angiogram  inpu t data . It was found th a t w ith  the param eters and  form u­
lation presented here, the ex tra  global inh ib ition  te rm  proposed by W ang & Term an [79] was 
found to be superfluous and  has no t been adopted.
T he two dim ensional oscillator network (chapter 7) is applied to  b o th  digitally sub trac ted  
angiogram  frames and  photographic test images. It is found th a t the  developm ent of syn­
chrony between neighbouring oscillators acts to  reduce image noise. It is also observed th a t  
inpu t frames containing a large range of intensity  values produce low contrast ou tpu t. This 
is due to scaling w ith in  the  system . To counteract th is problem , locally adaptive m ethods 
of im plem entation are developed. C hap ter 8 presents several m ethods based upon dividing 
larger input images into sm all sub-windows, each of which is processed individually. Such 
m ethods lead themselves well to efficient, fast processing using a  parallel architecture. Lo­
cally adaptive m ethods are found to  greatly  improve the  contrast and  thus visibility of the  
vascular tree whilst suppressing image noise.
In  chapter 9, a  th ree dim ensional oscillator m atrix  is developed. T his system  combines 
inform ation from  b o th  the spatia l and the tem poral dom ain. As a  re la ted  aside, appendix  A 
takes a  look a t colour processing using oscillator networks.
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6.6 Single O scillator
In its sim plest form w ith no coupling between neighbours, the excitatory  (:r) and inhibitory 
(y) term s defining a LEGION oscillator, are
$30 •
— - =  3 xi -  Xi3 +  2 - i j i  + Ii (6.3)ot
dyi _ 
a t €
7 ( 1  +  tan h (^ )) -  y{ (6.4)
where t represents tim e and e. 7  & (3 are constan ts th a t control the shape of the nullclines 
and hence the shape of the x-y  phase quadrants. Ii is the external stim ulation applied to 
oscillator i and resides w ithin the range [0 ,1]. Given th a t an  individual oscillator represents 
a single pixel in an image (a concept explained in section 6.2), Ii is the pixel intensity.
T he rc-nullcline (x  — 0) is a  cubic function and the  y-nullcline (y = 0) a sigmoid function. 
Provided /, >  0, and /?, e and 7  are appropriately  valued, the two nullcline curves intersect 
only once, a t a point halfway up the cubic. S im ilar to the Van der Pol oscillator, the signs 
of the x  and y  derivatives split th e  phase space into four quadran ts and cause oscillatory 
m otion. However the shapes of the quadran ts are slightly different and oscillation occurs in 
an  anti-clockwise direction. F igure 6.5 shows the phase schematic.
Figure 0.5: Phase schematic for a LEGION  
oscillator with /< =  0.1, e =  0.1, 3 = 0.2 and 
7  =  2.5.
E quations 6.3 and  6.4 give the displacem ents, 
Sx  and 6y, th a t the oscillator moves in tim e 
St. T he oscillation track is com puted from 
equations 6.3 and 6.4 using the Improved E u­
ler (Euler-Cauchy) m ethod. A ppendix B de­
scribes the Im proved E uler m ethod and com­
pares it against two o ther first-order differen­
tia l equation solvers.
In  the following sections, the  four variables /?, 
7 , e and I  are investigated. T here is 110 defi­
n ite order of im portance w ith which to  rank 
these variables b u t the choice of value for one 
affects all others. A rb itra ry  param eter ¡3 will 
be addressed first, followed by 7 , e and finally 
/ .
6.6.1 1 -nullcline shape, ¡3
P aram eter (3 in equation 6.4 controls the shape of the ?/-nullcline. As (3 is reduced, the y  =  0 
curve, which is a sigmoid function, becomes steeper.
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Figure 6.6: y-nullcline shapes produced by vary­
ing 0  within the range [0.01, 2.0].
Figure 6.6 p lots the y-nullcline curves 
produced using the values f3 =  [0.001, 
0.01, 0.1, 0.25, 0.5 & 0.75 ]. T he o ther 
param eters are Ii = 0.7, e =  0.1, 7  =  2.5 
and h =  0.2. T he y-nullc.lines produced 
by /? =  0.001 and ¡3 =  0.01 are v irtually  
indistinguishable from each other, f3 m ust 
be greater th an  zero otherw ise a division 
by zero occurs in equation 6.4. F igure 6.7 
plots the oscillator tracks for ¡3=0.01 and 
/3=0.75.
T he tracks produced when ¡3 is w ithin the range [0.001,0.5] follow very closely those produced 
when (3 =  0.01, shown in figure 6.7a. However when reaches 7.2 and beyond, the crossing 
point between the two nullclines shifts to the top of the local m axim um  in x  =  0 and 
oscillations cease (see figure 6.7b).
a) 3  = 0.01 
Figure 6.7: Oscillator tracks
P aram eter f3 should therefore be selected w ithin the range 0 <  (3 <  0.72. T he exact value 
w ithin this range has little  influence on the shape of the oscillation track or the num ber of 
iterations required to  com plete an oscillation. T he value f3 = 0.1 will be selected as a su itable 
value, producing a y-nullcline th a t approaches a b inary  step function. (3 will have this value 
in the rem ainder of this thesis, unless specifically s ta ted  otherw ise. Having set one variable, 
the next param eter, 7 , will now be investigated.
b) ¡3 = 0.75 
0.01 and b) (3 =  0.75.produced with a) ¡3 =
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6.6.2 Y —nullcline height, 7
T he height of the step formed by the 
Y -nullcline is determ ined by 7 . Fig­
ure 0.8 displays y-nullcline curves pro­
duced from different 7  values w ithin the 
range [2.0,5.0]. Two X -nullcline curves 
are p lo tted  in blue. T he darker one uses 
Ii =  1.0 and the lighter one I, =  0.0 .
These represent the m axim um  and m in­
imum possible values of ex ternal stim u­
lus. Increasing /, shifts the X -nullcline 
higher on the  Y-axis. 7  should be cho­
sen such th a t the Y -nullcline in tercepts 
the x-nullcline only once, approxim ately 
a t x  =  0.
This condition occurs only when 7  >  2.5. F igure 0.9a plots the nullclines and track when 
7  =  2.5 and shows th a t no cyclic m otion occurs w ith this 7  value. F igure 0.9b plots the track 
and nullclines w ith 7  =  3.0 allowing free oscillation of the system.
Figure 6.9: Oscillator tracks produced with a) 7  =  2.5 and b) 7  =  3.0. Other 
parameters are Ii = 1.0, e=0.1, ¡3 =  0.1 and h =  0.2.
It will be seen la ter in section 0.7, ex tra  expressions may be incorporated  into equation 0.3, 
raising the x-nullcline fu rther up the y-axis. E x tra  clearance will therefore be given between 
the top of the y-nullcline step  and the x-nullcline to allow ex tra  expressions to be incorporated 
into the system . As w ith (3, the exact value of 7  has little  effect 011 the behaviour of the 
oscillator provided the nullclines cross only in the centre. T he value 7  =  5.0 will therefore be
Figure 6.8: Y-nullclines formed with 7  =  
[2.0,5.0]. The dark blue line shows x  = 0 with 
I, = 1.0, light blue with x  =  0 using Ii = 0.0.
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selected as a  suitable choice.
6.6.3 Oscillation track shape, e
Variable e controls the shape of the oscillatory track, as can be seen in figure 6.10 which 
shows the tracks produced by c in the range [0.0 1 , 1 .0]. e has no effect on the shape of the 
nullclines because it does not occur in equation 6.3 and cancels out of equation 6.4 when y  is 
set to zero. However, it ac ts as a scale factor in equation 6.4 and controls the displacem ent 
Sy th a t an oscillator moves in tim e St. Selecting e «  0, e.g. 0.01, produces a regular cyclic 
path  th a t twice cuts horizontally across the x-y  plane between branches of the ¿r-nullcline. 
However, setting  e so sm all takes over 2700 iterations to com plete one cycle (com putation 
conducted w ith Ij =  0.7, (3 =  0.1, 7  =  5 using the improved Euler m ethod w ith step  h =  0.1). 
As 6 increases, the displacem ent Sy increases, reducing the num ber of itera tions required to 
com plete one cycle. However, as c increases, the shape of the oscillatory track looses its shape 
and becomes d istorted  along the y-axis. T his is shown quite clearly in figure 6.10.
Figure 0.10: Oscillatory track orientations pro­
duced by e in the range [0.01,1.0]. Other parameters 
are U = 0.7, 0  = 0.1 and 7  = 5.
Figure 6.10 shows the  tracks produced by 
e =  [0 .01,0.1,0.25,0.5,0.75 & 1.0]. These 
take 2715, 331, 156, 93, 70 and  58 iter­
ations respectively, e should be selected 
such th a t the oscillator track it produces 
has regular shape. However, the value 
e =  0.1 will be used ra th e r th an  0.01 be­
cause it reduces eightfold the com putation  
tim e required per cycle w hilst creating  a 
p a th  th a t follows quite  closely the ideal. 
T he three param eters required by equa­
tion 6.4 are therefore set as /3 =  0.1, 7  =  5 
and c =  0.1 .
6.6.4 External stimulus, /
/, controls the vertical positioning of the x-nullcline, shown by figure 6 .1 1 . If 7* =  0, the 
x-nullcline intercepts the y-nullcline a t two locations, ( — 1 , 0) and again a t approxim ately 
(0,2). T he system , initialised a t random  w ithin the x-y  plane, will m igrate tow ards the 
nullcline crossing point a t ( — 1,0) and then  rem ain stationary. W hen Ij < 0 the system  is 
u n s t im u la te d .  In this s ta te  an oscillator is said to  be e x c ita b le  as although no oscillation
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occurs, the application of an  ex ternal stim ulus will cause oscillation. O scillators w ith R  >  0 
are stim ulated  and will exhibit cyclic m otion, as displayed in figure 6 .12 .
Figure 0.11: Phase plot, showing how I  controls
the vertical placing of the x-nullcline. I  varied Figure 0.12: Oscillatory track from initialisation 
within the range 0 to 1.0. at point (1.5,1). = 0.05, 7  =  5, e =  0.1.
Oscillations are therefore stim ulus dependent, driven by external input. Increasing the ex ter­
nal stim ulus I, increases the frequency of oscillation cycles until the x-nullcline is moved too 
high along the y-axis and  ano ther crossing point between nullclines develops. In  this case, 
oscillatory m otion is term inated  once the  system  reaches this point. By lim iting external 
stim ulus to  the range [0, 1] th is scenario should not occur.
6.6.5 Oscillation track schematic
Figure 6.13 shows a labelled schem atic plot of an oscillation cycle. S ta rtin g  from the top left 
point in the cycle, the ‘left cycle’ point (labelled L C ), the system  follows the x-nullcline an ti­
clockwise until the ‘left knee’ (L K ) is reached. At this point the system  cuts horizontally to 
intercept the x-nullcline again a t the right cycle point, R C . T he x-nullcline is then  followed 
anti-clockwise again until R K , the right knee is reached. It then cuts horizontally back to  L C  
to com plete an oscillation cycle. T he p a th  along the x-nullcline from L C  to  L K  is labelled 
the ‘left b ranch’ {LB)  and the righ t-hand  p a th  R C  to R K  the ‘right b ranch’ (RB) .
A cycle around the circuit consists of four p arts , the  left and right branches and  the horizontal 
crossovers. These occur on two time-scales, a slow scale progressing along L B  and R B  and 
a  quick tim e scale for the horizontal transitions.
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In figure 6.12, the two time scales are ap­
parent from the spacing of the oscillator lo­
cations (marked by x symbols) at each it­
eration. Because the horizontal transitions 
L K —^ RC  and R K ^ L C  take place quickly, 
these transitions are called ‘jumping’. Addi­
tionally, the left branch L B  is labelled the 
‘silent phase’ and R B  the ‘active phase’. 
Within these phases, the system displays 
steady state behaviour. Figure 6.13: Schematic o f the left and 
right knees (LK  & R K ), cycle points 
(LC R C ) and branches (LB &; R B ).
6.7 ID  O scillator Chain
Individual oscillators can be linked together to form a chain by adding an extra term to the 
x-derivative equation (equation 6.3). This extra expression, S'*, is a coupling term which 
allows each oscillator, to receive an input from its immediate neighbours. The y-derivative 
equation remains the same. However, it is stated again here for convenience. With this extra 
expression, equations 6.3 and 6.4 become
-777- =  3X( -  X{3 +  2 -  yi +  Ii +  Si (6.5)
dyi
dt = e
, Xj
7 ( 1  +  t o n / i ( — ) )  -  y { (6.6)
Apart from the new variable, St . all other variables remain the same, t is time, It the ex­
ternal stimulation and e, 7  &: ¡3 are constants. Because the coupling term (Si)  acts on the 
x-derivative only, it is the x  or excitatory component that provides interaction between neigh­
bouring oscillators. A scale factor, w , is used to weigh the contributions from surrounding 
oscillators into oscillator i.
r r
1 w 2 W 3 w....... A
n-1 2W n
2W W w W
Figure 6.14: ID chain of n os­
cillators linked with connection 
weights w.
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Figure 6.14 shows a  chain of n  oscillators linked together w ith connection weights w.  T he two 
oscillators a t the  ends of the ID chain (i.e. positions 1 and  n) have neighbouring oscillators 
on only one side. T he connection weights to these oscillators are therefore doubled so th a t  all 
oscillators in the  system  receive the sam e inpu t weighting from  th e ir neighbours. T his can 
be expressed m athem atically  as
+  iEi+i] if 1 <  i < n  
S i  =  < 2w [x 2] if i =  1
2w[xn-{ \  if i = n
(6.7)
Before an  exam ple is presented to  show th e  coupling expression in action, a m ethod m ust be 
devised to visualise the  progress of oscillators as they cycle around phase space.
6.7.1 Displaying Oscillator A ctivity
One m ethod of showing synchronisation betw een oscillators is to plot th e  (x, y) position  of 
each oscillator on th e  sam e axis. However, th is creates very clu ttered  plots which can be hard  
to  in terp ret. Ail alternative m ethod  is to  p lo t e ither the x  (or y) position  against tim e (or 
itera tion , as the two are interchangeable).
T he choice of com ponent, x  or y, is not v itally  
im portan t because b o th  will display oscillations 
in  a  sim ilar m anner. As the x  com ponent rep­
resents the excitatory  un it, the x  term  will be 
selected. F igure 6.15 schem atically plots th e  x  
position  versus tim e for one com plete oscillation 
cycle. T he vertical steps m arked ®  and @ rep­
resent the  two horizontal transitions betw een the  
left an d  right branches. T he short high-valued 
section, (3), between these verticals is the active 
phase and  the lower valued horizontal sections 
m arked (T) & (§) constitu te  the  silent phase.
Figure 6.15: An ‘activity p lo t’ o f 
activity (x ) versus iteration for one 
cycle.
T he x  com ponent is called th e  ‘ac tiv ity ’ of an  oscillator and the nam e ‘activ ity  p lo t’ will refer 
to a  plo t such as figure 6.15 of activ ity  versus itera tion  num ber. To visualise the  progress 
of neighbouring oscillators and show any synchrony between them , activ ity  profiles can be 
p lo tted  w ith  displaced vertical axes. F igure 6.16a uses this form at to show the  activ ity  of a 
chain of 30 oscillators. The lowest line o f the  p lo t refers to  oscillator i =  1, the top line to 
i =  30. Vertical lines are draw n over th e  p lo t to show intervals of 100 iterations.
72 Chapter 6. Relaxation Oscillators
Figure 6.16b shows an image equivalent of the activ ity  plot. Synchrony between neighbouring 
oscillators is easier to see in this type of plot which will be nam ed an ‘activ ity  im age’. Black 
represents oscillators in their active phase and w hite represents the silent phase. T he colour 
m ap varies linearly between the two.
a) Activity plot b) Activity image
Figure 6.10: Oscillator activity shown in (a) plot and (b) image form. The lower line 
represents oscillator i = 1 , the top i — 30. Vertical lines show intervals o f 100 iterations.
Figure 6.1G was produced by a  chain of n  =  30 oscillators linked together according to 
equation 6.7 w ith w = 0.1. Each oscillator was initialised w ith random  (x ,y ) phase positions 
within the range x  = [—2, 2] and y =  [0,4].
25 30
Oscillator i
Figure 6.17: Pattern corrupted by p = 0, a = 30 
Gaussian noise.
T he chain is exposed to  a  1D inpu t p a t­
te rn  representing three objects. The 
p a tte rn  was corrupted by G aussian noise 
of zero m ean and s tandard  deviation 30, 
shown in figure 6.17. F igure 6.16 shows 
th a t the coupling term  allows neighbour­
ing oscillators to  influence each o ther 
and cause synchronisation.
To ensure th a t the reader is clear on the difference between the term s ‘cycles’ and iitera tions\ 
their definitions are repeated here. An iteration is a  com putational step corresponding to a 
tim e interval St. D uring one iteration , each oscillator i moves by a  sm all am ount A =  (Sxi, Syi) 
around the phase x-y  phase space. Once an individual oscillator has com pleted a full circuit 
of the phase space, it is said to have com pleted one oscillation cycle. Individual oscillators 
cycle a t different frequencies depending upon their individual inputs. In contrast, itera tions 
occur a t the sam e ra te  for all oscillators in the system . Iterations therefore provide a un it
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by which cycle lengths can be m easured. For exam ple, an  oscillator m ay cycle once every 
200 iterations, whilst its neighbouring oscillator m ay cycle a t a  frequency of once every 250 
iterations.
T he following section of th is thesis looks a t the effect of varying the coupling weighting, w, 
w ithin the  chain.
6.7.2 Coupling strength, w
T he coupling in teraction streng th , w, is a  weighting term  which controls the level of influence 
applied to each oscillator by its neighbours. F igure 6.18 shows activ ity  images produced 
from a  chain of th irty  oscillators run  for 800 itera tions using different coupling streng ths 
w ith in  the range w =  [0,0.25]. T h e  chain was exposed to the s tan d ard  deviation 30 input 
p a tte rn  of figure 6.17. F igure 6.18h shows the  ideal o u tpu t, clearly segm ented into three
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Figure 6.18: Activity images produced 
from varying coupling strength (w). 
Vertical lines mark periods o f 100 iter­
ations.
h) Ideal
distinct objects. F igure 6.18a represents w = 0. In this scenario there is no coupling between 
neighbours and each oscillator a lternates between silent and active phases independently. 
C om paring th is case w ith figure 6.18b (w  = 0.03), the non-zero coupling coefficient allows 
synchrony to develop w ith in  the  chain. However, the interactions are weak and oscillators 
representing the sam e object do not all become aligned w ithin the tim e fram e of the  figure.
As increasingly stronger coupling streng ths are applied, synchrony becomes stronger and 
develops faster. W ith  increasing w, oscillators place less em phasis on their own sta te  and
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their cycle is lead by the surrounding oscillators. T he final image, w  =  0.25, shows a  system  
where the activ ity  of individual oscillators is lead alm ost entirely by peer pressure. T he 
boundaries become increasingly blurred  and the  th ree objects presented by the  inpu t p a tte rn  
am algam ate into one.
One could argue from figure 6.18 th a t the op tim um  coupling s treng th  is approxim ately w =  
0.1. T his m agnitude seems to  allow sufficient in teractions for neighbours w ith in  the  th ree  
image objects to  become synchronous bu t for different objects to rem ain  unaligned. This 
synchrony within  and desynchrony between objects is not as com plete as m ight be desired 
because all links between oscillators are identical. Therefore oscillators a t the border betw een 
two image objects receive conflicting influences from  their left and righ t flanks. T his can be 
seen particu larly  well in figures 6.18e and  f. Section 7.3 develops a  m ethod  to  improve upon 
constant linking and section 7.5 will determ ine the optim um  coupling s treng th  for a two 
dim ensional grid. U ntil then, the value w  =  0.1 will be used.
6.7.3 Period of Oscillation
Synchrony between neighbouring oscillators develops w ith in  relatively few oscillation cycles. 
Looking a t figure 6.18d, m ost of the grouping has been com pleted w ith in  six cycles. At each 
iteration , oscillators are classified into two groups: active or silent. T he system  therefore 
autom atically  perform s a  b inary  segm entation a t each tim e-step. Ideally, as the system  
cycles, sets of oscillators representing the sam e im age object should move in unison. These 
objects would therefore ‘pop o u t’ of the segm entation in tu rn . In  reality  some oscillators 
will move from silent to  active sta tes before the  rest. These will th en  spread their influence 
via neighbourhood connections and  p rom pt fu rther transitions betw een states. As all th e  
oscillators in a  group do not ju m p  a t once, there are phase shifts w ith in  each object. These 
phase shifts cause the lines of figure 6.18 to be orien ta ted  a t  an angle ra th e r th an  vertically. 
A dditionally, when several image objects are present, m ultiple oscillator sets may be active a t 
the sam e time. Looking a t which oscillators are active and which are silent a t a given point 
in tim e therefore has lim ited usefulness. However, the period  of oscillation, i.e. th e  speed 
a t which an  oscillator proceeds around its cycle, is independent of phase shifts and  does not 
require only one group to be active a t a  given time.
T he period of an  oscillator will be defined as the tim e it takes for an  oscillator to  com plete 
one cycle, m easured from when the oscillator first enters the active s ta te  (Xi > 0).
F igure 6.19 shows the period of oscillation m arked on an  activ ity  plot and activ ity  image. 
T he active and silent phases are m arked as shaded blocks in  figure 6.19a. Periods will vary 
as neighbouring oscillators become synchronous, being slowed down or sped up by their 
neighbours. As synchrony develops w ith in  a  group of oscillators subject to  th e  sam e external 
stim ulus, their periods will converge to  the sam e value.
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a) Activity forms a repeating binary step function. b) Period P
Figure 0.19: Period o f oscillation marked on a) an activity plot and b) an activity image. 
6.7.4 Segmented Output
T he period of each oscillator a t a given oscillation cycle step  can be used to create a seg­
m ented version of the original input. T his o u tp u t sequence may be quite variable during 
the first few cycles whilst oscillators in teract w ith one another. However, as tim e progresses
Figure 0.20: Input pattern (upper left) and the segmented output produced at intervals 
of 50 iterations from t = 100 to t = 500.
and neighbours become synchronous, periods will stabilise and the noise fluctuations of the 
o u tp u t will reduce. Figure G.20 displays an inpu t sequence and the o u tp u t produced from 
it a t intervals of 50 itera tions between t, =  100 and t =  500. 500 itera tions corresponds to 
approxim ately a dozen com plete oscillation cycles. Com paring the segm ented ou tp u ts  against 
the original (top left image of the figure) it can be seen th a t as synchrony develops the level 
of noise level is reduced.
T he next chapter looks a t how the one dim ensional oscillator chain described here can be 
extended to  form a  two dim ensional oscillator grid.
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C h ap ter  7
2D O scillator Grid
This chap ter describes a two dim ensional oscillator grid system . T he chapter s ta rts  by de­
scribing how the  one dim ensional chain of the previous chapter can be extended to  cover
two dim ensions. Section 7.2 exam ines how phase positions should be initialised. Section 7.3 
shows how a  more advanced linking scheme between neighbours may be beneficial com pared 
to  the constant links used in section G.7. T he local neighbourhood surrounding each oscillator 
is investigated in section 7.4 and different coupling strengths in  section 7.5.
To assess the im pact of various pa­
ram eter settings and m odifications, a 
90 x 120 pixel subset taken from a  DSA 
frame will be used. T his is shown in 
figure 7.1a. T he restored o u tp u t from
the system  will be com pared using a
m anually segm ented mask (figure 7.1b) 
to define vessel and background re­
gions. The o u tp u t will also be com­
pared against the histogram  equalised 
version of the input.
T he one dim ensional chain of oscillators in the previous chapter can be extended into two 
dim ensions by adding additional elem ents to the  coupling term  (Si). In ID , each oscillator 
was linked to its left and right neighbours. In 2D the local neighbourhood is represented by
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a) DSA image b) Mask image c) Hist eq.
Figure 7.1: DSA test image, corresponding manu­
ally segmented mask and histogram equalised image.
7.1 E xtension  from ID  to  2D
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the eight nearest neighbours. Different neighbourhoods such as four-point connectivity and 
Gaussian weighted neighbourhoods are investigated in section 7.4.
Figure 7.2a shows the face region of the Lena  test image. This image was used as the input 
p a tte rn  (I)  to a 2D oscillator grid. Figure 7.2b shows the o u tp u t after each oscillator has m ade 
one hundred cycles. T he intensity of each pixel in the o u tp u t image represents the period 
of th a t oscillator. T he o u tp u t is then scaled between 0 and 255 for display. Additionally, 
figure c shows the histogram  equalised image.
a) Original h) 100 cycles c) Histogram equalised
Figure 7.2: Face derail o f Lena image as the oscillator system cycles.
T he system  sta rts  w ith each oscillator initialised on the silent p art of X - Y  phase space. The 
input stim ulus (/,-) to each oscillator is the grey-level intensity  of the  inpu t image a t th a t pixel 
location (scaled between 0 and 1). Each oscillator is linked to its eight nearest neighbours. 
As oscillators cycle, they in teract w ith their neighbours through these connections and cycles 
are sped up or slowed down as neighbouring oscillators become synchronous w ith each outer. 
During the first ten to  twenty oscillation cycles rapid  changes take place as neighbouring 
oscillators in teract and become synchronous w ith one another. After this period the o u tp u t 
rem ains relatively stable. To understand  why the system  does not evolve a t a constan t ra te , 
merging regions together to  eventually form one conglom erate, consider the eye region of the 
Lena image. D uring the initial period, pixels w ith sim ilar in tensities form strong links and 
become synchronous. Pixels representing the pupil become grouped together, as do the pixels 
th a t make up the iris. However, only a few pixels lie on the border where these two regions 
m eet. These border pixels w ith receive conflicting im pulses from their neighbours and may 
change affinity, bu t pixels in the centre of the two regions receive inputs only from pixels 
w ithin the sam e region and so are opposed to  change. T he larger the neighbouring regions, 
the longer it takes for them  to merge together, if indeed they do merge.
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I t  is seen th a t b o th  h istogram  equalisation  and  the  application of the  oscillator network 
increase the  contrast betw een im age objects, enhancing th e  appearance of the image. His­
togram  equalisation perform s b e tte r  w here th e  intensities of neighbouring objects are close 
in value. Take for exam ple th e  border between the rim  of thè  h a t and th e  head. H istogram  
equalisation increases th e  clarity  of th is border whereas th e  border is lost in th e  oscillator 
o u tp u t. However, where different objects are m ore widely separated  in  intensity, the oscilla­
to r o u tp u t perform s best - for exam ple th e  eyes. T he reduction in noise is apparen t in the 
oscillator o u tp u t w hilst histogram  equalisation increases the  visibility of noise - for example, 
com pare the  cheeks in each image.
7.2 P hase In itia lisation
T he principle of applying oscillator dynam ics to  images is th a t oscillators (i.e. pixels) receiving 
the sam e inpu t stim ulus (p )  fall into synchrony w ith  each other. In  o ther words, their x  and  y  
locations on th e  phase plot (Figure 6.12 showed a  phase plot m arked w ith  oscillator locations) 
should become grouped into clusters. T he x  and  y  s tarting  position can therefore influence 
the quality  of synchronisation and  th e  speed w ith  which it develops.
T hree in itialisation  strategies are investigated here: image, random  and  fixed. In  each case, 
phases are restric ted  to  the  ranges x  =  [—2.0,2.0] and y =  [0.0,4.0]. T his range is determ ined 
by the w id th  and  height of the  x  & y  nullcline curves. T he three strategies are defined as
R a n d o m  ( r a n ) :  Each oscillator is initialised a t random  w ithin  th e  boundaries x  =  [—2.0,2.0] 
and  y =  [0.0,4.0]
F ix e d  (f ix ): T he s ta rtin g  position  for all oscillators are set to  a  constan t, irrespective of 
pixel intensity  values. A rb itra rily  th e  phase is initialised on th e  left b ranch  a t x  — —2.0, 
y  =  1.0
Im a g e  ( im g ): T he image in tensity  value a t the position  of oscillator i is used to  set the 
phase position. For example, ‘a? im age’ m eans th a t the x  position  is given by
x-i — 4.0 x  Intensity,; — 2.0 (7.1)
Note th a t  th is is really
Xi 4.0 x
In ten sity . -In ten sity  
. In tensity  -Intensity ,, - 2.0
where In tensitynmx & I n t e n s i t y a r e  th e  m axim um  and m inim um  pixel intensities 
which these are 1.0 and 0.0 respectively.
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T he two phase directions, x  and y, can be initialised in different ways. Therefore the three 
strategies give a to tal of nine different com binations of initialisation, e.g (x-random , y-fixed), 
(x-random , y-image) etc. To assess the perform ance of each strategy, the contrast and  s tan ­
dard  deviations of vessel and background regions are calculated using the m anually segm ented 
mask of figure 7.1b. T he values of these m easures after one hundred oscillatory cycles are
t5s—Background Vessel —• — Contrast
240
220
100
Ran Ran Ran Img Ran Fix Img Ran Img Img Img Fix Fix Ran Fix Img Fix Fix
Figure 7.3: Contrast and standard deviations o f vessel and background regions for the nine 
phase initialisation schemes.
200
180
160
140
plotted  in figure 7.3. F igure 7.4 displays the o u tp u t after 10, 50 and 100 cycles for each 
strategy.
From a biological viewpoint, if each rod or cone receptor cell (see section 6.2) is represented 
by an oscillator, the external stim ulus (/¿) received by each oscillator will be determ ined 
by the intensity of light entering the eye and falling upon th a t  particu la r receptor. W hen 
the external view changes, the input to a  receptor cell will alm ost certainly change. T he 
grouping of receptors will respond and new synchrony p a tte rn s  develop. However, as the 
view changes, individual oscillators will have phases determ ined by the previous inpu t, not 
the new one. A lthough the new input will usually be sim ilar to  the previous one, the  new 
input p a tte rn  could be com pletely different from the old one. It could therefore be assum ed 
th a t the initialisation is essentially random .
Figures 7.3 and 7.4 show th a t synchrony can develop w ithin the system  from random  starting  
positions. Figure 7.4 suggests th a t x  axis in itialisation  is more im portan t th an  the y  as th is
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x-random y-random
x-random y-ûxed
y-fixed
x-fixed y-random
x-fixed y-fixed
x-random y-image
x-image y-random
x-image y-image
x-fixed y-image
Figure 7.4: Output after 10, 50 and 
100 cycles using different phase initial­
isation strategies.
controls the jum ping  of oscillators. From the  plots of figure 7.3 the best strategies are (x - 
image, y-random ), (x-image, y- image), (x-image, y-fixed), (x-fixed, y-image) and (x-fixed, 
y-fixed). These strategies are closely m atched in perform ance. However, (x-fixed, y-fixed) 
is chosen because th is m ethod is the sim plest and quickest to  im plem ent in a  com putational 
sense. It also seems intuitive to  initialise all oscillators at an arb itra rily  defined point and 
then let the differences in external stim ulus and neighbourhood interactions determ ine their 
subsequent behaviour.
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7.3 N eighbourhood C oupling Links
O scillator grids have been linked using equal bond streng ths for all links w ithin the local 
neighbourhood. P lacing an equal em phasis on each link is appropria te  when an  oscillator is 
located w ithin a  neighbourhood of o ther oscillators receiving sim ilar input stim uli. However, 
if an oscillator is on an object border, equal weightings m ean th a t no consideration is given 
to the potential differences in stim ulus between neighbours.
Figure 7.5 shows an oscillator, i , located on the  corner of an  object. The oscillators are linked 
together using eight point connectiv ity1. W ith  three of its neighbours, k  =  {4 ,5 ,6}, it forms 
a square image object. T he rem aining five neighbours, k  =  {1 ,2 ,3 , 7 ,8}, belong to a second 
image object, i.e. the background.
On the following pages, fixed 
neighbourhood links are com pared 
against three o ther linking schemes 
in which the  links between neigh­
bouring oscillators depend upon 
the ex ternal stim ulus each oscil­
lator receives. For reasons th a t 
will become apparen t shortly, these 
schemes have been coined ‘same
Figure 7.5:: Oscillator i on the corner o f one image Phase linkinS’> ‘active linkinS’ and
object and surrounded by eight neighbours, k. ‘soft linking’.
7.3.1 Fixed Links
Figure 7.6 illustra tes fixed linking whereby 
each link between i and k  w ith in  the neighbour­
hood of i is of equal strength . T he coupling term  
Si is given by
Si = y] Wikxk (7.2)
k e N i
Figure 7.6: Equal linking strength .§ ^  ^  nei hbourhood of osciUator t  Le
within the neighbourhood of t .  °
the eight nearest neighbours.
1 Larger local environments will be investigated shortly in section 7.4
7.3. Neighbourhood coupling links 83
Wik is the connection weight betw een oscillators i and k. It can be assum ed th a t Wik = 
(Wt0ta i/N i) i.e. all the links in the local neighbourhood are of equal weight and sum  to 
wtotal = 0.1 (set em pirically). x k is the activ ity  of oscillator k.
7.3.2 Same Phase Linking
Pairs of oscillators th a t are in different phases, i.e. one silent, the o ther active, are less likely 
to belong to  the same image object than  pairs in the same phase, i.e. bo th  active or bo th  
silent.
Same phase linking looks a t the s ta te  of each oscillator and links neighbouring positions 
together only if bo th  exhibit the sam e sta te . Active linking can be expressed formally as
g  _  f  YlkeNi wikx kH(xk) if H(x{) =  1 (7 3)
1  Ejfce/Vi wikx Jfc(l -  H ( x k )) if H{xi)  =  0
H (u )  is a  ‘Heaviside’ function, determ ining w hether an oscillator is active or silent,
! ü il 
1 1 >'
, . „ f u  <  Ü ,
" ( « ) =  . r n (7-4)if u  >  0
H (x i )  re tu rns 1 if oscillator i is active, 0 if it is silent.
7.3.3 Active Linking
Figure 7.7: Linking only between active (red) 
neighbours.
O scillators spend more tim e in the silent 
ra th e r th an  active phase. T his is m anifest in 
the d istribu tion  of black and w hite in activ ity  
images such as those in figure 6.10. W here 
m ore th an  two objects exist w ithin an image, 
it is likely th a t m ultiple objects may be in the 
silent phase a t the sam e time.
It m ight be pruden t therefore to lim it neighbourhood connections to  the active phase. T his 
will be called active linking, shown in figure 7.7 and is defined as
ç  _  f  T , k e N i Wikx k H { x k) if H (x i )  =  1
? I Ü if H(xi)  =  0
( 7.6 )
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7.3.4 Soft Links
Same phase linking joins together active oscillators w ith o ther surrounding active oscillators 
and silent oscillators are linked to neighbouring silent oscillators. If  the difference (v ) in 
activ ity  between i and its neighbour k  is given by
^ik — \Xi £k\ 
a ‘soft’ threshold F(vtk)  can be formed where
F ( v ik) =
1
(7.6)
(7.7)
1 +  exp(f i(vik -  0))
with 0 being a positive constant th a t ad justs the location of the centre of the function i.e.
Figure 7.8: Linking strength de­
pends upon the difference in activity 
between each oscillator pair.
Figure 7.9: Soft threshold function F(v) versus 
v.
the point where F(0) = 0.5. p  is also positive and controls the gradient of the function. 
Figure 7.9 plots F(v,¡*) against v,* for two different values of p.
T he coupling term  for soft linking is
^   ^ WikXkF(vjk) 
keNi
(7.8)
W hen i and its neighbour k  have sim ilar activities, i.e they are in the sam e phase state , 
Vik ~  0, hence F ( v tk) ~  1 and the pair are bonded strongly together. As the difference in 
activity  between i & k  increases, v,* becomes larger and F(vik) —> 0. To locate the optim um  
param eters, an oscillator grid is run  w ith p  = 3.0 (a value found em pirically to be appropriate) 
and varying 0. Figure 7.10 plots the contrast and s tandard  deviations of foreground and 
background regions versus 0. F igure 7.11 shows a sam ple of o u tp u ts  produced by different 0 
values.
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From figures 7.10 and 7.11, the value 0 — 1.5 will be selected as best fulfilling the criterion 
of high contrast between vessel and background regions. F igure 7.12 plots image contrast 
and s tandard  deviations produced from applying soft linking to the system  w ith 0 =  1.5  and 
varying //, figure 7.13 shows a corresponding set of o u tp u t images. From these figures, the 
value p  = 8.0 will be selected, being a  com prom ise between low variances and high contrast.
Function F(v)  produced w ith p  =  8.0 and 0 =  1.5 is p lo tted  in figure 7.9. It is w orth noting 
th a t these param eters create a  function which decays to zero around an activ ity  difference 
of v =  2.0. Because the approxim ate d istance between active and silent branches is v =  4.0, 
oscillators on opposite sides of phase space are not connected, whilst those on a  particu lar 
branch are, as are oscillators in the  process of jum ping. It is noted th a t the system  is sim ilar
0 =  0 .5  0 =  1 . 0  0 =  2.0
7.11: Restored output produced from different 0 with
0 =  3.0
p =  3.0.
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Figure 7.12: Contrast and standard deviations o f foreground and background 
regions plotted against p with 6 = 1.5.
p — 0.5 p — 2 p — 4 p = 6
Figure 7.13: Output produced from different p with 0 —
to  Markov random  fields bu t the connections between adjacent oscillators are not uniform  
and constantly  change according to the s ta te  of the pair.
7.3.5 Comparing Linking Methods
T he four linking schemes proposed here were applied in tu rn  to  an  oscillator grid. Fig­
ure 7.14 plots the contrast and standard  deviations produced by each connection scheme and 
figure 7.15 shows the o u tp u t after one hundred oscillation cycles.
Exam ining figure 7.15, differences are apparen t in the perform ance of the m ethods. T he 
perform ance of active linking closely m atches th a t of histogram  equalisation (figure 7.1c). 
T he o u tp u t is noisy, b u t even the sm allest vessels are preserved. In practice, the very faintest
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vessels are not the prim e concern of clinicians, it is the visibility of the larger vessels which 
is more im portan t.
— Backgr ound —x — V e sse l Contrast
Figure 7.14: 
Contrast and 
standard devia­
tions produced 
from linking 
methods.
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Sam e-phase and soft linking produce the m ost satisfactory results, providing high contrast 
between vessel and background regions and am algam ating pixels w ithin these regions into 
a  coherent object. T he fixed linking scheme leads to  the  loss of the faint th in  vessel in the 
upper half of the image. T his is because background pixels around th is feature ou tnum ber 
vessel pixels and suppress their activity. Active linking perform s poorly com pared to  the 
o ther m ethods w ith regards to  reducing noise, particu larly  w ith in  the  background regions 
and creates a very noisy o u tp u t. However, this fact is not reflected in figure 7.14 because the 
o ther th ree m ethods divide the background up into two sections, a darker region to  the left of 
the m ain vessel and a lighter region to  the  right. T his makes the variance am ong background 
pixels for the o ther m ethods higher th an  expected. Sam e-phase and soft linking are alm ost 
identical in perform ance because the param eters for soft linking ensure th a t oscillators in 
opposite phase sta tes are not lined together, approxim ating sam e-phase linking. However, 
soft linking will be selected as the optim um  m ethod because, in contrast to  sam e-phase links,
Active Same phase Soft
linking linking linking
Figure 7.15: Out­
put produced after 
one hundred oscil­
lation cycles using 
different neighbour 
linking strategies.
88 Chapter 7. 2D Oscillator Grid
this m ethod preserves links between neighbours during  the jum ping  process.
7.4 O scillator N eighbourhood  Size N{
N t is the local neighbourhood of ¿, controlling the  set of oscillators { k i , &2, ^3, . . .  kn } to  which 
i is linked. An ‘all to a ll’ network where each oscillator is linked to  all others should not be 
used because pairs of oscillators (pixels) separated  by large distances are unlikely to lie in the 
sam e image region. Likewise, no ‘w rap-around’ should be used a t the boundaries to avoid 
linking together unconnected regions. P rior to  this point, the oscillator grid examples in th is 
thesis have used 8-point connectivity, depicted in figure 7.16a. To investigate the effect of 
the local neighbourhood size, 4-point connectivity and G aussian weighted neighbourhoods of 
sizes between 7 x 7  and 37 x 37 will be tested.
a) Eight-point connectivity h) 13 x 13 Gaussian neighbourhood
Figure 7.10: 8-point nearest neighbour and 13 x 13 Gaussian neighbourhood
Figure 7.16b illustrates a  G aussian weighting neighbourhood w ith large connection weights 
Wik for neighbours k  th a t are located close to  i. W eights reduce to  zero following a  G aussian 
d is trib u tio n 2 as the distance between oscillators i and k  increases. In all cases the neighbour­
hood connections are norm alised to  a  constant,
Wtotol = T  wik =  0 1  (7 -9)
keNi
wtotai is set empirically, it will be exam ined subsequently in section 7.5.
In the same m anner as previous variables, image sta tis tics  were calculated for different neigh­
bourhood sizes and are p lo tted  in figure 7.17. T he corresponding o u tp u t images are displayed 
in figure 7.18.
~The equation for a G aussian d is tribu tion  w ith stan d a rd  deviation a and centre /i is given by P ( x , p , o ) =
 7—eXp 2<r2av2n
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Figure 7.17: Image statistics plots for different local neighbourhoods.
4-point. 8-point 7x 7
21x21 37x37
Figure 7.18: Output produced from 
different pixel neighbourhoods.
According to figure 7.17, image con trast peaks w ith the 17 x 17 G aussian neighbourhood. 
However, exam ining the o u tp u ts  of figure 7.18 it is noticeable th a t the faint s tru c tu re  in the 
upper region of the image is com pletely lost when a  neighbourhood larger than  7 x 7 is used.
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Linking together large neighbourhoods of pixels m eans th a t oscillators lying on th in  vessel 
structu res receive num erous inputs from oscillators in background regions and these suppress 
the contributions from o ther vessel oscillators. T he result is th a t the oscillator changes its 
identity and is incorrectly assigned to  the background. This phenom enon is m anifest in the 
increasing standard  deviation of vessel pixels whilst the variance of background pixels rem ains 
effectively constant as neighbourhood size is increased. From a com putational point of view, 
larger neighbourhoods are more expensive to im plem ent in b o th  m em ory and particularly , 
com putation time. Given these factors and the fact th a t we do not want to risk loosing th in  
vessel structu res, eight-point connectivity will be used to  link the oscillator grid together.
7.5 C oupling S trength , w totai
Ni,  the local neighbourhood of oscillator 2, defines the set of neighbouring oscillators th a t 
influence the activ ity  of i. T he to ta l streng th  over which these interactions are norm alised is 
determ ined by the coupling strength, Wtotai■
-6 — Background x  -  Vessel Contrast
IAra
i-V
CO
O
Coupling strength
Figure 7.19: Image statistic plots for different neighbourhood coupling strengths.
Figures 7.19 and 7.20 show the sta tis tic  plots and o u tp u t images produced from varying w total 
w ithin the range 0 <  w totai < 2.5. T he first case, w tolai =  0.0, represents a system  where no 
coupling exists between neighbours. Nonzero w loiai values allow neighbouring oscillators to 
in teract w ith one another. As w tolai is increased, each oscillator gives a higher priority  to  the
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Figure 7.20: Restored output produced from different coupling strengths, wtotai-
input from its local neighbourhood and places less im portance on its own sta te . This action 
reduces image noise because small isolated fragm ents consisting of a  few pixels become quickly 
aligned in phase w ith the surrounding group. However, as w totai increases, the identity  of 
individual oscillators is reduced and th in  vessel segm ents merge into the  background. This 
is reflected in the s tan d ard  deviation plot for the  vessel region. Vessel pixels are labelled 
according to the m anually segm ented mask. T hus, as th in  segm ents become incorporated 
into the background, the s tandard  deviation  of the vessel region increases steadily  whilst the 
background variance changes a t a lower ra te . Viewing figure 7.19, it is apparen t th a t  the plot 
of image contrast can be approxim ated by two lines, one w ith positive gradient extending 
from w totai =  0 to 0.08, followed by a  horizontal line from this point onwards. F igure 7.20 
confirms th a t the optim um  w totai value lies where these two lines m eet, a t w lotai =  0.08, giving 
high image contrast, a  reduction in image noise and m aintaining faint vessel structures.
7.6 G lobal Inhib ition , g
T he global inhib itor (g ) is a  concept proposed by Wang & Term an [79], intended to help 
desynchronise different oscillator groups. Section G.G showed how each oscillator consists of 
a feedback loop between an excitatory  (x ) and inhibitory  (y ) unit. T he global inh ib itor is 
an ex tra  inhibition  system  th a t is linked to  all oscillators in the network. W hen an  oscillator 
becomes active and jum ps, it stim ulates the global inhibitor into action. T he global inh ib itor 
responds by inhibiting the activ ity  of all oscillators. T he active oscillator spreads its influ­
ence throughout the surrounding group via the neighbourhood connections. T he oscillators
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affected should correspond to pixels in the sam e image region. Regions unconnected to  the 
active oscillator will be inhibited from jum ping  and rem ain in the silent state . W hen all 
oscillators have fallen into the silent phase once more, the global inhib itor relaxes to zero and 
oscillation cycles can continue unhindered.
T he behaviour of the global inh ibitor is calculated from its tim e derivative, g , using the 
Euler-Gauchy M ethod. T he derivative is given by
Q, — active 9 )Ot
where param eter oactive keeps track of w hether any oscillators are active,
0 active
if Xj > 6,j for any oscillator in the network 
otherw ise
(7.10)
(7.11)
0,, is a  threshold which defines the level of oscillator activity, i.e. the position along the x  
axis, th a t an oscillator can reach before the global inh ib itor fires. One could decide th a t 
the left knee3 would be a su itab le value for 0g, given th a t is is the point a t which jum ping  
to the active s ta te  occurs. However, the exact position of knee points can vary from one 
oscillator to the next due to  different input stim uli and local neighbourhoods. To overcome 
this problem , the value 0(J = 0 will be used. T his is a  valid choice because jum ping  occurs on 
a fast time-scale, hence oscillators effectively reach point Xi =  0 instantaneously  upon leaving 
the left knee.
10 20 30 40 50 60
Time or Iteration
Figure 7.21: 
Global inhibitor 
response to changes
in ^active With 
varying <}>.
T he global inh ibitor value, <7, varies between zero and one. g is in itially  0 because all oscillators 
s ta rt in the silent phase (see section 7.2). Once an oscillator jum ps to  an  active sta te , g 
increases to 1 and rem ains constant until all oscillators are silent and oactive — Ü again,
3See section 6.6.5 for a track schematic and definitions of ‘knee’ and ‘cycle’ points.
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w hereupon g falls to zero. T he ra te  a t which g responds to changes in o a c t i v e  is determ ined 
by param eter (f). F igure 7.21 plots o a c t i v e  and the inh ib ito r response, g. w ith  </> varying w ithin 
the range [0.1 ,5.0].
Intuitively one feels th a t </> should be set such th a t g responds quickly to  changes in o u c t i v e , 
inhibiting  all jum ping  activ ity  once an oscillator s ta rts  making a transition  to  the active 
state. For exam ple, an  app ropria te  value would be (f) >  0.5. (J) = 0.1 looks unsuitab le  because 
o a c t i v e  switches from zero to  un ity  and  back before g has time to fully react. T he oscillator 
grid was ru n  w ith global inhib ition  of s treng th  w z =  0.05 varying the value of param eter (J). 
T he results are p lo tted  in figure 7.22.
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Figure 7.22: 
Output response 
to changes in <\>.
T he plot shows th a t the exact value of (j) actually  has very little  effect on the o u tp u t. In 
light of this, the  value (J) =  1.0 will be selected as this value simplifies equation 7.10 to the 
greatest extent. F igure 7.23 plots the m easures produced from setting  4> =  1.0 and varying 
the global inh ib ito r weighting w z. F igure 7.24 shows a  selection of o u tp u ts  produced by these 
weightings. w z can be considered a  factor ra ting  the im portance of the global inh ib ito r over 
neighbourhood coupling and the norm al cyclic m otion of each oscillator. T he greater w z, the 
more influence the global inh ibitor has. w z controls the (negative) horizontal displacem ent, 
—A x ,  by which each oscillator is inh ib ited  when oactive — 1- Figure 7.24 shows the o u tp u t 
images corresponding to figure 7.23. T he left most image of the figure has w z =  0, the case 
w ithout a  global inhibition unit. As w z is increased, the pa th  of each oscillator undergoes an 
increasing displacem ent along the  negative x  axis.
C onsider the case where an oscillator (i) located a t the centre of a vessel region is abou t to 
ju m p  to the active state . As it does so, it triggers the global inh ib itor into firing and all 
oscillators are inhibited , their positions undergoing a translation  by — A x .  Because A x  oc w z ,
0 1  2 3 4 5 6 7 8 9  10
4>
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Figure 7.23: Statistical measures for an oscillator grid with a global inhibition unit 
weighted by wz in the range wz = [0,0.15].
Figure 7.24: Restored output produced from different Global inhibitor strengths, wz .
if w z is too large, A x  is too great and although i spreads its influence to the surrounding 
neighbours, all the oscillators w ithin the vessel region cannot become active before i becomes 
silent again. If w z is increased further, oscillators will be unable to recover their norm al cycles 
after being inhibited and the system  breaks down.
Figures 7.23 and 7.24 show th a t the inclusion of a  global inhibition un it provides no benefit 
to the system . Additionally, because the p a th  of each oscillator is frequently inhibited, the 
com putational tim e per cycle is increased substan tially  by the inclusion of such a system . 
T he global inhibition unit will therefore not be used.
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7.7 O utput Exam ples
T he following pages present exam ples of the enhanced o u tp u t produced from running the 2D 
oscillator system  on digitally  su b trac ted  angiogram s, dive1 fluoroscopic images i.e. unsub­
trac ted  images taken straigh t from the fluoroscopy system  o u tp u t m onitor, com posite frames 
of live and road m ap images and also photographic images. T he system  param eters are those 
described in the preceding chapters. In each case, the system  was run  until each oscillator had 
m ade one hundred com plete cycles, the original image is displayed alongside the oscillator 
o u tp u t and a histogram  equalised version of the original.
Digitally Subtracted Angiogram images
T he digitally sub trac ted  angiogram s seen here were introduced in chap ter 4.
Original Oscillator Output Histogram Equalised
b) DSA 2
Figure 7.25: DSA images 1 and 2
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Original Oscillator Output Histogram Equalised
a) DSA 3
h) DSA 4
c) DSA 5
d) DSA 6
Figure 7.20: DSA images 3, 4, 5 and 6
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Figures 7.25 and 7.20 show th a t the oscillator system  groups together background pixels into 
more coherent image regions than  are present in the inpu t image. T h e  contrast between 
larger vessel segm ents and background is improved w ith the boundaries between such regions 
becoming sharply defined. However, m any of the narrower, fainter vessels are lost. It is these 
very vessels whose visibility requires enhancing.
T he reason why these vessel stru c tu res are am algam ated into the background region is 
twofold. F irst, they are generally narrow  structu res, only a  few pixels in diam eter. This 
m eans th a t m any of the oscillators representing the vessel will be surrounded by more back­
ground than  vessel pixels. T he background therefore yields a higher influence over oscillator 
behaviour com pared to oscillators located w ith in  vessel structu res of larger diam eter. The 
second factor is due to the faint appearance of these structures. Obviously, the sm aller the 
d iam eter of a blood vessel, the  sm aller the volume of contrast m edia it can hold. T hin  vessels 
therefore have reduced visibility w ith in  the  x-ray image. Pixels representing such vessel seg­
m ents thus have intensities sim ilar to those of the background pixels which surround them . 
C om paring the oscillator o u tp u t against the h istogram  equalised image, it is clear to see th a t 
the histogram  equalisation increases the visibility of isolated vessel segments. However, where 
m ultiple vessel fill a  region (or a vessel curves back on itself), the identity  of individuals is lost 
and the boundaries between vessel regions become increasingly blurred. T he  level of noise in 
the image is also apparen t whereas one of the strik ing features of the oscillator o u tp u t is the 
uniform ity of the regions.
Live images
T he system  was tested  on two unsub trac ted  ‘live’ frames. T he first, Live  I, is p a rt of a 
sequence of frames showing a ca the ter being m anoeuvred through the torso. The original,
Original Oscillator Output Histogram Equalised
Figure 7.27: Live image 1
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oscillator o u tp u t and histogram  equalised images are shown in figures 7.27. T he ca the ter lies 
in the centre of the frame, shaped ra th e r like a backwards question m ark. T he dark diagonal 
line is an irrelevant object outside the body, perhaps p art of the ca the ter lying on the patien ts 
chest. Two ribs can be seen cu tting  horizontally across the image.
Figure 7.28 shows a second live frame, the corresponding o u tp u t and equalised image. The 
feature most apparen t in the oscillator o u tp u t image is the sm oothing of the background. 
T he random  noise of the original background has been replaced w ith a  more coherent repre­
sentation  in which small groups of pixels are grouped together. T he contrast agent track  has 
been preserved bu t the ca the ter itself which can be see as a  faint ^  shaped line on the far 
right of the input image has been lost due to  its th in  w idth and faintness.
Original Oscillator Output Histogram Equalised
Figure 7.28: Live 2 image
Figure 7.27 shows th a t histogram  equalisation perform s equally well a t enhancing the contrast 
of structu res w ithout noticeably am plifying image noise. H istogram  equalisation perform s 
equally well on the second image, enhancing the visibility of the contrast media. However, in 
this case the increase in noise com pared to the original and oscillator o u tp u t is noticeable.
Composite images
Figure 7.29 shows two exam ples of com posite images and their respective oscillator o u tp u ts  
and histogram  equalised counterparts.
In both  cases, the com plexity of the oscillator o u tp u t is reduced though the grouping of 
pixels together. M ajor edges and boundaries w ithin the  image are preserved and enhanced, 
increasing the contrast between objects in the image. H istogram  equalisation perform s the 
sam e operation, increasing the contrast between vessel and background to an  even higher 
degree. However, the level of noise w ithin the background is increased whereas background 
noise is suppressed in the oscillator ou tpu t.
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Original Oscillator Output Histogram Equalised
b) COMPOSITE 2
Figure 7.29: Composite images 1 and 2
Photographic Images
Figure 7.30 presents the o u tp u t produced from running  the oscillator grid  system  on pho­
tographic test images. No special tun ing  of param eters was perform ed for these images, 
the system  param eters are identical to  the fluoroscopic im plem entation. It is seen evident 
th a t the  process of grouping together neighbouring pixels of sim ilar intensities removes some 
tex tu red  inform ation. For exam ple, the bricks and  roof tiles on the House image are lost. 
However, the process preserves m ajor image edges and borders, such as the windows, shadows 
and walls of the house. Im age contrast is clearly improved through the  synchronisation of 
neighbouring pixels. H istogram  equalisation perform s alm ost identically for Lena  and office 
images, enhancing the appearance of m ajor regions and objects. However, background noise 
in the bouse image is enhanced and  d istrac ts  a tten tion  from the improved contrast between 
objects.
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a) House
b) Office
c) Lena
Figure 7.30: Original, oscillator output (100 cycles) and histogram equalised versions of photographic 
images
7.8 C onclusions
This chapter investigated for the construction and operation of a two dimensional oscillator 
grirl system for the enhancement of digitally subtracted angiogram images. The main novel 
aspects of this chapter were the investigation into phase initialisation strategies (section 7.2), 
the ‘active’, ‘same phase’ and ‘soft’ linking scheme of section 7.3. The results presented in 
section 7 .7  show that the two dimensional oscillator system groups together pixels of similar
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intensity. This process improves the contrast between image regions whilst maintaining im­
portant structural features such as edges, corners and regions of the input image. It was noted 
that faint and th in  structures can be lost as neighbouring oscillators become synchronous with 
one another. In photographic images, this can be manifested in the loss of texture, whilst 
in DSA images this can result in the loss of small blood vessels. In a  similar manner to 
histogram equalisation, the oscillator system provides visual enhancement by increasing the 
contrast between main objects in the input image. However, unlike histogram equalisation, 
the oscillator system suppresses noise in the input image to a much greater degree.
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Chapter 8
L ocally  A d a p tiv e  E n h a n c e m e n t
Chapter 7 showed how a two dimensional oscillator m atrix could be constructed and applied 
to inputs to  enhance the appearance of objects in the image. The input image was processed 
in entirety. This chapter looks at ways in which the method can be applied in a locally 
adaptive manner. Section 8.1 explains the reasons why applying the method in a locally 
adaptive fashion may improve the performance of the system.
Section 8.2 cuts the input image up into a regular grid of sub-windows. Processing in this 
way can lead to the formation of artifacts. Section 8.3 presents a  m ethod for reducing the 
appearance of such features. Section 8.4 investigates the consequences of varying sub-window 
size. Section 8.5 uses random  placement of sub-windows, section 8.6 shows the results of using 
a moving scanning window to sweep across the image. The size of the window is investigated 
in section 8.6.1. Finally, section 8.7 draws the chapter to a close, summarising the effects of 
locally adaptive implementation.
8.1 Introduction
In the previous chapter, it was seen tha t a 2D grid of oscillators can cause the amalgamation 
of faint structures into the background. To understand why this happens, consider the 
hypothetical DSA image shown in figure 8.1a. This image contains four main sets of intensity 
values. One represents the background, the other three represent vessel structures. It was 
seen in section 6.6.4 tha t the external stimulus, I*, controls the frequency of oscillation. The 
intensity values within the image are normalised such th a t lies within the range [0.0 , 1 .0]. 
Applying this process to figure 8.1 a. will result in an oscillator system with a distribution of 
phase locations resembling the one shown in figure 8 .1 b.
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a) Hypothetical image h) Oscillator positions in X -Y  phase space
Figure 8.1: A hypothetical DSA image and a schematic of the oscillator positions produced from it.
The four main intensity sets are represented in this phase distribution by the clusters labelled 
A to D. The image background is represented by cluster A. Through the neighbourhood links, 
neighbouring oscillators with similar intensities become synchronous and their positions in 
X -Y  phase space become grouped together. There is a finite distance over which these links 
can operate, represented in figure 8.1b by the arrow. The low intensity thick blood vessel 
represented by cluster D is unlikely to be merged into the background (A). However, the 
thin, faint vessel (labelled D) can be linked to background pixels and therefore there is a risk 
that the identity of such vessels will be lost as oscillators interact.
Instead of considering the image as a whole, sub-windows such as the one marked by the 
box in figure 8.1a can be processed individually. The external stimulus applied to oscillators 
within each sub-window can then be scaled according to the range of intensity values present 
within the window. This will extend the distance between oscillator clusters representing 
background and faint vessels, reducing the risk of such vessel structures being lost in the 
output image.
8.2 R egular Sub-w indow  Grid
Figures 8.2 and 8.3 display side-by-side the oscillator output produced from processing each 
DSA image in full and from applying a regular grid of small sub-windows to the image. Each 
sub-window is scaled and processed individually.
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a) DSA 1 output b) DSA 1 us 64x64 pixel sub-windows
e) DSA 3 output. f) DSA 3 as 75x 70 sub-windows
Figure 8.2: DSA images 1,2 & 3 processed as a whole and using sub-windows
c) DSA 2 output d) DSA 2 as 75x 70 sub-windows
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b) DSA 4 as 64x64 pixel sub-windows
d) DSA 5 as 80x80 pixel sub-windows
a) DSA 4 output
c) DSA 5 output
e) DSA 6 output f) DSA 6 as 80x80 pixel sub-windows
Figure 8.3: DSA images 4,5 & 6 processed in full and by using sub-windows
These figures show that through the use of sub-windows, thin vessels are maintained and 
their contrast against the background improved considerably. Where no vessel structures lie 
within a particular sub-window the background fluctuations are enhanced instead. This is
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particularly evident in figure 8.3a. The application of sub-windows also creates discontinuities 
along the boundaries of adjacent windows. These artifacts can be distracting to the eye and 
divert attention from the vessel morphology. The next section of this chapter focuses on 
reducing the appearance of such sub-window boundaries.
8.3 Sub-w indow  boundary adjustm ent
To reduce the appearance of sub-window boundaries, the intensity of each window can be 
adjusted to best match its neighbours. Arbitrarily, the top left sub-window of the image is 
left intact. The profile of intensities along both sides of the bonier between this window and 
its right-hand neighbour is considered. From this, the differences in value of neighbouring 
pixels are calculated.
The ‘average’ value in these differences gives 
a representation of the difference in intensi­
ties between the two sub-windows and is used 
to adjust them accordingly. The next sub­
window boundary is then processed until, by 
progressing left to right down the image, all 
sub-windows have been merged together. For 
sub-windows within the interior of the image 
(for example the window marked B  in fig­
ure 8.4), the values along both left and upper 
borders are considered.
Figure 8.4: The average difference
across the boundary is used to adjust 
sub-window intensities.
Intensity
300
250
200
150
100
50
0 
0
Left of border Right of border
40 50 60 70
Position along border
Figure 8.5: Intensity profiles on both sides of the border of sub-window A in figure 8.4.
Figure 8.5 plots the intensity profiles along the left border of figure 8.4 sub-window A.
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Prom these profiles, the histogram of differences shows that the average difference (using the 
mean) is 84. This value is added to all pixels within sub-window A, merging this region into 
the rest of the top line. The next sub-window is then processed and so on.
Three average measures are tested; the mode, median and arithm etic mean. Figure 8.6 
displays the original sub-window image DSA 2 and the image produced by using each of the 
three averages to merge regions together.
a) Original sub-windows b) Mode
c) Median d) Arithmetic mean
Figure 8.0: DSA 2 sub-window image and version after adjustment by mode.
The graph of figure 8.7 corresponds to figure 8 .6 . It plots the standard deviation and contrast 
of vessel and background regions for the original, the output produced by processing the image 
as a complete entity, the sub-window output and the versions adjusted by mode, median and 
mean averages.
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Examining figure 8.6 by eye, it can be seen that adjusting the intensities of sub-windows 
according to the boundary differences significantly reduces the appearance of sub-window 
boundaries and produces a more homogeneous background whilst maintaining a high degree 
of vessel contrast.
Background Vessel —»-Contrast
Original Full image Subwindow Mode adjusted Median
adjusted
0.3 
0.2 
0.1 
0
Mean adjusted
0
Histogram
Equalised
Figure 8.7: Contrast and standard deviation for original, histogram equalised, full processed 
image, sub-window processed image and boundary adjusted versions.
Several conclusions can be drawn from figure 8.7. First it highlights the inadequacy of 
processing the whole image at once, clearly showing the low contrast it produces. Note 
that the standard deviation of vessel in this image is very high whilst th a t for background 
is low. This is because thin vessel segments can become amalgamated into the background 
whereas the reverse seldom happens; background regions rarely become misclassified as vessel. 
Histogram equalisation provides high contrast but also shows significantly higher variance in 
background intensity also. When comparing the images by eye (the corresponding equalised 
image is shown in figure 7.25), the variable background distracts the eye and makes this extra 
contrast inconsequential.
The points of figure 8.7 that correspond to the sub-window image show how image contrast 
is significantly increased through the processing of small regions. However the graph also 
shows how the standard deviation of the background increases due to the scaling of different 
sub-windows. Standard deviations fall sharply when adjacent sub-windows are merged to­
gether but image contrast remains high. The three averages produce startlingly similar image 
statistics. There is a slight drop in contrast with mode having the highest contrast and the
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e) DSA 5 f) DSA 6
Figure 8.8: Sub-window DSA images adjusted using median of border differences.
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arithm etic mean the lowest. However, the differences are slight and assessing the images by 
eye, no difference in contrast can readily be detected.
By eye, the mode performs most poorly and figure 8.7 shows that it has the highest variances. 
This is because each boundary consists of relatively few pixels. The histogram of values 
therefore contains few entries and it is quite probable that there will not be a single most 
popular intensity value i.e. there is more than one mode. When this occurs, the problem arises 
of which mode to use. The median and arithm etic mean match each other very closely in 
performance but the median will be selected as it has slightly higher contrast with comparable 
variance. Figure 8.8 shows the sub-window outputs of figures 8.2 and 8.3 after adjustment of 
sub-window intensities using the median of border differences.
8.4 Sub-w indow  Size
e) 36 (53x53) sub-windows f) 64 (40x40) sub-windows
Figure 8.9: Oscillator output produced from varying sub-window size. The original is on the left, 
the median adjusted on the right.
a) 4 (160x160) sub-windows b) 9 (106x106) sub-windows
c) 16 (80x80) sub-windows d) 25 (64x64) sub-windows
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Figure 8.9 displays the output produced through splitting the image into sub-windows of 
varying size. Each sub-window is processed separately then recombined to form a single 
output image.
This output image is then adjusted using the method described in section 8.3 using the 
median of border differences. The left image of each pair in figure 8.9 is the original sub­
window output, the right has been adjusted using the median of border differences. The 
numbers in parenthesis denote sub-window size.
Figure 8.10 plots the standard deviation and contrast of each image of figure 8.9. It includes 
values for both the adjusted and the original sub-window images. Also included are statistics 
for the original input image and the output produced from processing the whole image at 
once - effectively a single sub-window of dimensions 320x320.
Background —*— Vessel —♦— Contrast - x - , unadjusted)
image (160x160) (106x106) (80x80) (64x64) (53x53) (40x40)
Figure 8.10: Contrast and standard deviation produced by varying sub-window size.
Clearly there is a compromise between minimising the appearance of sub-window boundaries 
and producing high contrast between vessel and background regions. Large sub-windows 
produce fewer discontinuities because there are fewer boundaries. However each window 
potentially holds a larger range of intensities and therefore the risk of loosing faint vessels is 
higher. Smaller sub-windows locally increase the visibility of vessel against the background 
but create many artificial edges at sub-window boundaries. The smaller the sub-window size, 
the more likely it is that a given sub-window will not contain a vessel segment. In this case 
background noise becomes enhanced.
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One could argue that the size shown to be optimum by both figure 8.9 and 8.10 is 80x80 
pixels. However, this optimum is influenced by the morphology of the vessel and therefore 
could change with input image. The following section of this chapter examines a method of 
sub-window placing that aims to circumvent the problems posed by the different scaling of 
neighbouring sub-windows.
8.5 R andom  location  sub-w indow s
It has been demonstrated in the preceding sections of this chapter that a result of dividing 
the image into subregions is the formation of highly visible boundary artifacts. Section 8.3 
showed a method that attem pts to correct these artifacts by modifying regions of the output 
image. An more elegant solution is presented here. In addition to the regular grid of windows 
that cover the image, a number of sub-windows are placed at random across the image. 
Where multiple instances overlap within this random patchwork of sub-windows, the average 
is taken. Figure 8.11 shows the output produced from averaging 50, 100, 200, 300 and 400 
random sub-windows.
d) 200 random sub-windows e) 300 random sub-windows f) 400 random sub-windows
Figure 8.11: Output produced by averaging varying numbers of randomly placed sub-windows. Each 
window is 80x80 pixels in size.
a) No extra sub-windows b) 50 random sub-windows c) 100 random sub-windows
Figure 8.12 plots image contrast and standard deviations of pixel intensity for vessel and
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background regions against the number of random sub-windows. It is clear from figure 8.11 
that the addition of extra sub-windows significantly reduces the appearance of boundary 
artefects.
—a — Background Vessel —»— Contrast 
60 i ---------------------------------------------------------------------------------------------------------------- 0.25
0 50 100 150 200 250 300 350 400
Number of random subwindows
Figure 8.12: Image contrast and standard deviation of vessel and background regions plotted against 
number of randomly placed sub-windows
oo
b) DSA 2a) DSA 1
Figure 8.13: DSA images 1 & 2 processed using 350 randomly placed sub-windows
This is reflected in figure 8.12 by a decreasing standard deviation particularly within the
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background. As further sub-windows are averaged, the addition of extra windows has an 
ever diminishing effect, neither reducing the pixel variance of vessel and background regions 
or removing window boundaries visually. As further sub-windows are added, image contrast 
too tends to a constant level.
Figure 8.12 shows that after approximately three hundred random windows have been placed, 
additional windows have little effect on the system. It is therefore logical to use 300 random 
windows to process each image. However, to err on the side of caution, 350 randomly chosen 
windows will be applied. Figures 8.13 and 8.14 display the averaged output produced by this 
setup for DSA images 1 to 6 .
c) DSA 5 d) DSA 6
Figure 8.14: DSA 3-6 images processed using 350 randomly placed sub-windows
Figures 8.13 and 8.14 show clearly that the application of randomly placed windows provides 
high contrast between vessel and background without the formation of boundary artefects
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caused by scaling differences in adjacent windows. Depending upon the characteristics of the 
input image, some regions of the output image suffer from enhanced background noise. This 
is due to sub-windows that contain no vessel structures. However, because many windows 
overlap, the transition from such regions to regions containing vessel is smooth. Therefore 
the presence of such regions does not distract the eye from observing vessel morphology. For 
an illustration of this, compare figure 8.14b with figure 8 .8 b.
8 .6  S c a n n in g  W in d o w
To process each image in a truly local sense, a scanning window of the same dimensions as 
the regular grid of section 8.2 (i.e. 80 x 80) is moved across the image. The whole window is 
processed but only the output from the central pixel is taken. The window is then moved by 
one pixel across the image and the process repeated until the whole image has been covered. 
Implementing this locally adaptive procedure is computationally very expensive. For the 
300 x 350 image DSA2, taking into account borders of the scanning window, the area of 
the image is effectively reduced to 225 x 280 pixels. The oscillator network, implemented
a) Global output b) Locally adaptive output (80x80 window)
Figure 8.15: DSA 2 image processed in whole and locally adaptively.
in C + + , running under Linux on a Dell Poweredge 8450 with a 900MHz/2MB cache PHI 
Xeon (VPE) processor takes approximately 2 minutes per 50 oscillation cycles of a pixel. 
The whole image therefore takes 2 x 255 x 280 =  126000 minutes, or about 3 months to 
compute. Fortunately, because each pixel is processed individually, they can be processed in 
parallel on different CPUs. Using more than a dozen machines comprising over 70 processors 
(of varying specification), the DSA2 image was processed in approximately three and a half
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days. Figure 8.15 shows the output produced, shown alongside the output produced by 
processing the whole image at once.
Compared to processing the whole image at once, processing the central pixel of the moving 
scanning window does not improve the appearance of vessels to a sufficient degree to justify 
the computational expense. The reason for this may be the size of the scanning window.
8.6.1 Scanning W indow Size
Figure 8.10: Scan­
ning window
The scanning window is characterised by two dimensions, the 
width of the window and inner region, marked d\ and d-2 in fig­
ure 8.16. Figure 8.15b was formed by setting d.\ =  80 and ¿2 =  1. 
To investigate how the dimensions of the window affect the out­
put, figure 8.17 presents outputs produced by varying d] whilst 
d-2 is held constant at d-2 =  4.
a) di =  64 pixels b) dx = 32 pixels c) dx = 16 pixels d) d j = 8  pixels
Figure 8.17: Output produced by varying the outer size (d\ ) of the scanning window. 
The inner dimension d> = 4 pixels.
Figure 8.17 illustrates that larger scanning windows potentially require greater scaling, pro­
ducing lower contrast and the loss of faint vessel segments. As d\ is reduced the scan window 
has an increasing probability of not containing vessel. In this case, fluctuations in background 
intensity are enhanced. This is illustrated in figure 8.17d where d\ =  8 pixels. The case where
d] = 32 pixels (figure 8.17b) is the best compromise between producing high contrast without 
over-emphasising background fluctuations. Setting d-\ =  32 pixels, figure 8.18 displays the 
output produced by varying the inner window size, ¿ 2-
Compared to figure 8.17, figure 8.18 shows tha t d.2 has a considerably smaller influence on 
the output than d\. The contrast between vessel and background changes little with d,2■ The 
most noticeable feature caused by di is box-like structure of areas of the image that form 
the boundary between vessel and background regions. Because the size of the sub-windows
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a) d-2 = 16 pixels h) d2 = 8 pixels c) d2 = 1 pixels
Figure 8.18: Output produced by varying the inner size (d2) of the scan window. d\ — 32 pixels.
is much smaller, these box-effects are much less prominent than the similar artifacts due to 
sub-window boundaries in section 8 .2 .
It wras brought to attention in section 8.6 that scanning windows are computationally expen­
sive. Table 8.1 shows how the computation time varies according to d\ and ¿ 2- Processing
d\ d2 Time for 50 cycles 
of 1 pixel (seconds)
Time to process 300 x 350 
pixel image (minutes)
Approximate
duration
80 1 132 138600 3 months
64 4 100 7865 5.5 days
32 16 27 149 2.5 hours
32 8 28 621 10 hours
32 4 27 2397 1.5 days
32 1 27 38351 1 month
16 4 8 790 13 hours
8 4 5 520 9 hours
Table 8.1: Computation times for scanning windows of varying dimensions. Times arc calculated for 
C++ implementation under Linux on a Dell Powercdgc 8450 with a 900MHz/2MB cache PHI Xeon 
(VPE) processor.
time is reduced by larger <¿2 and smaller d\ dimensions. Figure 8.19 displays the output 
produced from applying a scanning window with dimensions d\ = 32, d2 = 1 to DSA  images 
1 to 6.
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a) DSA 1 b) DSA 4
c) DSA 2 d) DSA 3
e) DSA 5 f) DSA 6
Figure 8.19: DSA images processed using a scanning window of dimensions 
di =  32 and d> = 1 pixels.
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8 .7  C o n c lu s io n s
Figure 8.19, the scanning window outputs, show how the immediate surround of vessel seg­
ments are modified to produce greater contrast between vessel and background. It can be 
seen that regions of the image containing no vessel suffer from high variance. This is reflected 
in figure 8.20. This graph plots the average image contrast and standard deviation of vessel 
and background regions for each of the processing strategies applied to DSA images 1 to 6. 
The measurement of image contrast is reduced by such high variance background regions - 
i.e. the contrast around vessel segments is greater than the graph illustrates. Figure 8.21 
accompanies figure 8.20 and displays the image DSA 2 together with the output from the 
different processing strategies investigated.
Background — Vessel  Contrast
H istogram
Equalised
Original Full image Regular Adjusted Random Scanning
grid grid placem ent w indow
Figure 8.20: Contrast and standard deviation produced from different processing strategies.
Figure 8.20 points to the ‘worst’ strategies being the processing of the full image at once and 
histogram equalisation. It was seen in section 8.3 that although the contrast value for his­
togram equalisation is great, the high standard deviation in background intensity negates this 
method. Processing the whole image at once leads to low contrast between vessel and back­
ground and therefore high variance within vessel regions. Random sub-window placement is 
also shown to yield low contrast and high variances. Visual assessment of figure 8.21 con­
firms that processing the whole image at once does produce dissatisfactory results. Although 
a homogeneous background with low variance is produced, scaling implications (discussed in 
section 8 .1 ) result in the loss of thin vascular segments.
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a) Original b) Full Image
c) Regular sub-window grid d) Adjusted grid
e) Random placement f) Scanning window (32 x 32)
Figure 8.21: DSA 2 image original and output produced via different pro­
cessing strategies.
m m
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Random sub-windows produce a higher variance background bu t greater vessel contrast. 
The regular grid of sub-windows gives contrast at the expense of high variances due to the 
different scaling of individual windows. The post-processing adjustm ent strategy proposed 
in section 8.3 clearly reduces variability in intensity across window borders and improves the 
vascular contrast slightly in the process. Although figure 8.20 does not show the scanning 
window to be productive (for the reason explained above), figure 8.21 illustrates that this 
method provides high contrast and clearly enhances vessel structures to a  high degree.
Chapter 9
3D  O sc illa to r  M a tr ix
Chapter 0 began investigating the workings of a single relaxation oscillator. Subsequently 
multiple instances were linked together to form a one dimensional chain in section 6.7. Chap­
ter 7 extended this chain into a two dimensional grid and then found the optimum parameters 
for use in such systems. Locally adaptive 2D oscillators were discussed in chapter 8 . This 
chapter increases the dimensionality further, constructing a three dimensional m atrix of os­
cillators. W ith digitally subtracted angiograms, time forms the third dimension of the 3 D 
data  volume.
it
y▲
a) 3D oscillator volume b) Slices through dataset
Figure 9.1: a) Orthogonal planes and b) slices through a 3D DSA dataset where Z  = time. X -Z  
plane (top), Z~y (left) and X  =  100 (right).
Each (X,y)1 layer in the m atrix corresponds to an individual frame in the fluoroscopy se-
'Note that the letters X ,  y  and Z  are written in calligraphic style to represent the real spatio-temporal
123
124 Chapter 9. 3D Oscillator Matrix
quence whilst the Z -axis shows the temporal evolution of the system. Figure 9.1a shows this 
arrangement diagrammatically. Figure 9.1b displays three slices through a DSA data  volume, 
illustrating that time can be treated as a third spatial dimension.
Section 9.1 examines how individual oscillators within the 3D m atrix should be connected. 
The strength of these links is the focus of section 9.2. Results from applying the three 
dimensional oscillator m atrix to DSA data are presented in section 9.3. Locally adaptive 
implementation in 3D is the subject of section 9.4. Finally, the section 9.5 concludes the 
chapter by drawing conclusions from this and the predecing three chapters.
9.1 3D N eighbourhood
Extending the system to three dimensions, the underlying mathematical nature of each os­
cillator remains the same. The pair of coupled differential equations (equations 6.3 & 6.4) 
create oscillatory behaviour and oscillators interact through connections with their neigh­
bours. The same 2D phase initialisation strategy (section 7.2) and linking method (sec­
tion 7.3) from chapter 7 are employed in the three dimensional implementation. However 
the local neighbourhood through which oscillators interact must become a neighbourhood 
volume, N{[X , y , Z).
Figure 9.2 displays eight 3D neighbourhood volumes of varying complexity. These start 
with purely spatial arrangements (Figure 9.2a & b), purely temporal (c & d) and then 
neighbourhood volumes linking both temporal and spatial domains (e -  h).
Figure 9.2: Three dimensional neighbourhood vol­
umes S{. a) Spatial 4-pt, b) spatial 8-pt, c) temporal 
2-pt, d) temporal 4-pt, e) 6-pt volume, f) 8-pt vol­
ume, g) 20-pt volume and h) 26-pt volume.
Figure 9.2a is the conventional 2D four nearest neighbours connectivity. Figure 9.2e shows 
the three dimensional equivalent of this scheme. Similarly, figure 9.2b shows 2D eight-point 
connectivity and the matching 3D version is figure h. This 3D equivalent, dubbed ‘26- 
point volume’, is shown within the context of a 3D oscillator matrix in figure 9.1a. The
axes of a video sequence rather than the x  —  y  phase space.
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neighbourhoods shown in figure 9.2 were applied to a 3D volume created from a 200x100 
pixel subset of the DSA 6 sequence, containing nine consecutive frames.
The neighbourhoods of figure 9.2 contain varying numbers of elements. Therefore the coupling 
expression, Si, will contain different numbers of terms depending upon the neighbourhood 
used. The weighting (wtotal) ° f  neighbourhood interactions therefore requires adjustm ent to 
compare the different neighbourhood volumes directly and avoid placing too much emphasis 
on neighbourhood links. Section 7.5 showed that the optimum coupling strength was wtotui = 
0.08. This was calculated using a two dimensional neighbourhood of eight elements. However, 
despite the addition of a third dimension, the optimum ratio of neighbourhood elements 
to coupling strength should remain the same (this hypothesis is tested in the forthcoming 
section). Given that eight neighbours required wtotul =  0.08, it follows tha t the coupling 
strength needed for a neighbourhood of n  oscillators is given by
wtotai =  0 .64/n (9.1)
For example, a 16 element neighbourhood would require u’total — 0.04.
Figure 9.3 shows the output images produced from the eight different neighbourhoods. These 
outputs were compared against a manually segmented mask image.
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f) Spatial-temporal 6-pt.
Figure 9.3: Central frame (of nine) output produced using different 3D neighbourhoods.
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Image contrast and standard deviations of intensities within vessel and background regions 
are plotted versus neighbourhood type in figure 9.4.
At first glance the outputs shown in figure 9.3 appear very similar. This is perhaps not 
surprising because the individual neighbourhoods are only a few pixels in diameter and it 
is therefore unlikely that they will cause large differences in appearance when viewing the 
image as a whole. However, examining figure 9.3 more closely, it can be seen tha t different 
neighbourhoods do influence the output when viewed on a local scale. The graph of figure 9.4 
highlights these differences quantitatively.
Original Spatial-4
-• 0.26
0.24
Spatial-8 Temporal-2 Temporal-4 Spatial- Spatial- Spatial- Spatial-
temporal-6 temporal-8 temporal-20 temporal-26 
Neighbourhood
0.28
Figure 9.4: Contrast and standard deviation of vessel and background regions using different 
3D local neighbourhood configurations.
- a -  Background —x -  Vessel — Contrast
Appearance wise, the most aesthetically pleasing outputs are produced by spatial four- and 
eight-point neighbourhoods. These schemes concentrate solely upon spatial connections, re­
ducing image noise by minimising the intensity differences between neighbouring pixels. This 
is reflected by the low background standard deviation shown by figure 9.4. The four neigh­
bourhoods that combine both spatial and temporal domains reduce background variance to 
a slightly lesser degree but additionally preserve faint vessel structures to a greater extent. 
They produce lower variance within vessel regions and a greater contrast against the back­
ground compared with solely spatial connection schemes. Obviously, the two wholly temporal 
neighbourhoods do little to reduce image noise, however without spatial influence, thin vascu­
lar sections are not at risk of being mistakenly absorbed into the background. This produces 
high contrast between vessel and background.
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None of the eight neighbourhood schemes stands out high above the rest. However, spatial- 
temporal-26 (the 3D version of 8-nearest neighbours) will be selected because it combines 
temporal and spatial information, providing high image contrast whilst preserving faint vessel 
structures.
9.2 3D C oupling S trength
Prom equation 9.1, for a 2G-point neighbourhood, the optimum value should be wlolai =  0.025. 
To test whether this hypothesis is correct, a 3D oscillator matrix with local neighbourhoods 
defined by figure 9.2h was constructed and run with different coupling strengths Wtotal• Fig­
ure 9.5 plots image contrast and standard deviations of vessel and background regions versus 
coupling strength. Figure 9.G displays the set of corresponding output images.
Background Vessel —»—Contrast
Coupling strength
Figure 9.5: Standard deviations and contrast of vessel and background regions plotted 
against coupling strength, w total -
As w totai is increased, increasing emphasis is placed on neighbourhood interactions. This 
effectively increases the external stimulus of each oscillator. It was seen in chapter G 
section G.G.4 that doing so raises the ar-nullcline up the y axis. If this translation is too 
great, a second crossing between the x  and y-nullclines is formed and cyclic motion ceases. 
This was found to occur when wtotai > 0 .1 , hence the graph of figure 9.5 term inates at this 
value. It is clear that there is a compromise between high contrast and image noise. Weak
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coupling between neighbours means that neighbouring oscillators do not become aligned in 
phase. The result is that image noise is not significantly reduced, hence the corresponding 
points in figure 9.5 register higher background standard deviations. Strong neighbourhood 
links ensure that all oscillators on a local scale cycle in phase, suppressing image noise. 
Background standard deviation therefore decreases as Wtotai is increased.
Wtotai =  0.005 Wtotai =  0.010 Wtotai  =  0.025
Wtotai  =  0.050 Wtotai =  0.075 Wtotai — 0-100
Figure 9.6: Output from varying coupling strength wtotai■
Whereas standard deviation of the background decreases with increasing coupling strength, 
figure 9.5 shows that the variance of vessel pixels is directly proportional to wtotai’- stronger 
coupling results in greater variance. The reason for this trend is that tighter synchrony (i.e. 
increasing wlotai) increases the risk of oscillators tha t represent vessel regions being absorbed 
into the background. Consider a thin vessel segment. Each oscillator within this segment will 
have in its local neighbourhood oscillators representing both vessel and background regions. 
Although ‘soft’ linking (see chapter 7, section 7.3.5) ensures that greater influence is given 
to neighbours representing the vessel, the influence from background oscillators is non-zero. 
As link strength is increased, neighbouring oscillators are bound ever stronger together. This 
results in vessel pixels becoming absorbed into the background. This is manifest in higher 
variance when compared to a manually segmented mask of vessel regions.
Contrast between vessel and background is quite variable, but on average decreases as wtotai is 
increased. Selecting an appropriate wtotai value is a perplexing task. It must be a compromise 
between high contrast, low background noise and the possible loss of thin vessel segments. 
Equation 9.1 predicted that wtotai = 0.025 would be the ideal. This value certainly looks 
satisfactory according to figure 9.5, however the value wtotai = 0.015 will be selected for its 
higher image contrast with comparable variances to Wtotai — 0.025.
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9.3 3D Im plem entation  w ith  D SA  D ata
The previous sections of this chapter have investigated the construction of a three dimensional 
oscillator matrix, looking at the composition of local neighbourhoods and the strength of 
oscillator connections. Here the system is run on 3D digital subtraction angiogram datasets 
and the output compared against the 2D system.
Figure 9.7 shows side by side the original image, two and three dimensional outputs for 
DSA images 1 & 2. The three dimensional output is the central frame of a set of nine and 
corresponds directly to the original image and two dimensional output. Similarly, figure 9.8 
shows the original, two dimensional and three dimensional outputs for datasets DSA 3 to 6'.
a) DSA1 original b) DSA1 2D output. c) DSA1 3D output
d) DSA2 original c) DSA2 2D output f) DSA2 3D output
Figure 9.7: Original DSA images 1 and 2 alongside the output from two and three dimensional 
oscillator systems.
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a) DSA3 original
d) DSA4 original
g) DSA5 original
j) DSA6 original k) DSA6 2D output 1) DSA6 3D output
h) DSA3 2D output c) DSA3 3D output
e) DSA4 2D output
h) DSA5 2D output
f) DSA4 3D output
i) DSA5 3D output
Figure 9.8: DSA datasets 3 to 6, showing original frame, two dimensional grid output and three 
dimensioned oscillator matrix output.
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The bar chart shown by figure 9.9 plots the standard deviation of pixel intensities for back­
ground and vessel regions for each dataset and output. Figure 9.10 is a similar graph, showing
Background Vessel
■  Original Q2D □ 3D ■ Original ■  2D □ 3D
DSA1 DSA2 DSA3 DSA4 DSA5 DSA6
Figure 9.9: Standard deviation of vessel and background regions for original frame, 2D 
oscillator grid and 3D oscillator matrix for each DSA dataset.
image contrast for these images.
■  Original ■  2D output □  3D output
D S A 1  D S A 2  D S A 3  D S A 4  D S A 5  D S A 6
Figure 9.10: Image contrast of original frame, 2D and 3D systems for each DSA dataset 1 
to 6.
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Examining figures 9.7 & 9.8 by eye, the three dimensional oscillator m atrix output has lower 
contrast between vessel and background compared with the 2D output and originals. This 
trend is confirmed by figure 9.10. Despite this reduction in contrast, it is apparent from 
figure 9.9 that pixel variances are reduced to a greater extent by the three dimensional matrix. 
This shows that the amalgamation of temporal and spatial information is more successful 
at eliminating image noise than spatial information alone. In particular, the reduction in 
variance of vessel regions shows that the inclusion of data  from the temporal domain reduces 
the extent to which faint, thin vascular structures are incorporated into the image background. 
The preservation by the 3D system of such indistinct vessels can be seen in figures 9.7 and 9.8.
Figure 9.11 displays examples of the three orthogonal planes which cut through the dataset. 
The nature of the X-ray machine acquisition system means tha t contrast agent appears 
temporally in a block-like fashion. There is generally more consistency in local pixel intensities
a) Original pleines
Figure 9.11: Orthogonal planes through a) original and b) processed DSA 2 dataset. 
Top image is X -Z  plane at y  = 100, left image is Z~y at X  =  100 and right X~y 
plane at frame X  = 30.
V *
"►t
b) Processed planes
in the temporal domain compared with the spatial domain. Thus the inclusion of temporal 
data  helps to reinforce the status of pixels which lie in regions of high spatial variability 
(i.e. oscillators representing thin vascular regions) and prevent them being absorbed into the 
background.
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9.4 Locally adaptive in 3D
The three dimensional system shown in figures 9.7 & 9.8 acts on the full dataset, it is there­
fore a global scheme. Vessels could be enhanced to a greater extent by employing a three 
dimensional locally adaptive method such as the scanning window of section 8.0. A three 
dimensional locally adaptive method such as this is extremely computationally expensive. 
Figure 9.12b shows the output from such a system displayed adjacent to the 3D global sys­
tem output. To allow computation within a manageable time frame, the window is moved 
by five pixels each time rather than one. In other words, the dimensions of the window are 
di =  32, d2 = 5 from figure 8.10.
b) Locally adaptivea) Global
Figure 9.12: a) Global 3D system output, and b) locally adaptive 3D output using a scanning window 
of dimensions d\ = 32, d> = 5.
Figure 9.12b shows increased definition of faint blood vessels in the same manner as the two 
dimensional locally adaptive method. However, the size of the processing task negates its 
use, especially within a real time system. Figure 9.12 took three days to compute using 50 
processors of various specification.
9.5 C onclusions
This chapter has shown how both temporal and spatial information from DSA angiogram 
data  can be combined using a three dimensional oscillator matrix. Intuitively, one would
134 Chapter 9. 3D Oscillator Matrix
imagine that the inclusion of tem poral data  would provide extra consistency to the system, 
improving the output. This is hypothesis was proved to be partially true, the variance of 
intensity values within vessel and background regions was reduced by the incorporation of 
such temporal data. It was noted tha t small, thin, faint vessel structures were preserved to 
a great extent in the 3D compared to the 2D system. However, it was also seen th a t the 
level of contrast between vessel and background regions was reduced in the 3D case. This 
is particularly evident when comparing the 3D results to the locally adaptive 2D outputs. 
In theory, it is possible to combine temporal and spatial information in a locally adaptive 
manner. However, in practice, the computational expense is far too great.
Chapter 10
C o n c lu sio n s
This thesis has presented two methods, non-linear fusion and relaxation oscillators. These 
methods were aimed at enhancing the appearance of the vascular tree in digital fluoroscopy 
images.
Chapter 5 presented a non-linear fusion system based on that proposed by Steinhage et 
a.l [63]. To simplify the representation, a  scan path  is used to convert each 2D image into a 
ID sequence prior to processing. It was seen th a t the crux of the algorithm is how fast it 
responds to changes in input. Ideally, it should respond quickly to abrupt changes in pixel 
intensity caused by the presence of vessel structures, but ignore small fluctuation due to 
background noise. Because the system is so sensitive to fluctuations in intensity, the choice 
of scan path  is im portant. It was shown that because a Hilbert scan pa th  maximises the 
time it spends in local neighbourhoods, the ID sequence it creates is more uniform than that 
produced by raster scanning. This tailors the system to respond to valid changes in input 
due to the presence or absence of vessel, whilst ignoring noise. For a set of N  frames, it was 
seen that the combination of spatial and tem poral information provided by the non-linear 
fusion system enhanced vessel structures to a  greater degree than  histogram equalisation or 
the mean and median of the set.
The latter chapters of this thesis have investigated the workings of relaxation oscillator sys­
tems in conjunction w ith digitally subtracted angiogram images. Chapter 6 introduced the 
reader to the concepts of relaxation oscillators. From the basic m athem atical definition of 
a  single relaxation oscillator (chapter 6 , section 6 .6 ), a more complex system was created, 
developing from a single isolated unit to a ID oscillator chain (chapter 6 , section 6.7), 2D 
grid (chapter 7, section 7.1) and finally a 3D oscillator m atrix (chapter 9) that combines data  
from both  the spatial and tem poral domains.
The system was designed and constructed to provide a more homogeneous representation of 
vessel and background regions whilst maintaining the definition between the two. The idea
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behind the system is that each pixel in the image is represented by an individual oscillator. 
The frequency at which each oscillator cycles is determined by the intensity at that position. 
Neighbouring oscillators are allowed to interact, speeding up and slowing down one another 
as they do so. The results were perhaps not as spectacular as one might hope, but synchrony 
within local neighbourhoods was seen to simplify the image representation, groups of neigh­
bouring pixels with similar intensities becoming clustered together. This representation leads 
to more uniformity within image objects.
Chapter 7 highlighted the fact that scaling the system to process an entire DSA image at 
once could lead to low contrast outputs. Chapter 8 examined ways in which the oscillator 
system could be applied to smaller windows within the image in a locally adaptive fashion. 
In all, four locally adaptive processing strategies were investigated. These are the division 
into a  regular grid of sub-windows, adjusted grid (post-processing of regular sub-window 
grid output), random sub-window placement and a moving scanning window. Each locally 
adaptive method was found to circumvent the scale implications posed by processing large 
images in full. The contrast of vessel regions against the background was improved and 
even thin, faint vessels enhanced to a much greater degree. The scanning window proved to 
be the most successful strategy, although the regular subwindow grid performed remarkably 
well given its simplicity and speed of computation. It was seen that compared to histogram 
equalisation, the oscillator system can produce high contrast between vessel and background 
regions. However, unlike histogram equalisation, this contrast is not at the expense of high 
variance within each region. W hen comparing the two methods by eye, it is evident that 
histogram equalisation amplifies the appearance of background noise whereas the oscillator 
system produces remarkably homogeneous representations of background regions.
Ideally, the output from the oscillator system should show low standard deviations of pixel 
intensities in both vessel and background regions whilst giving high contrast between the 
two. It was found that the lowest variances in background intensity are produced by the 
3D matrix and full 2D image. In the case of the 2D system, this low variance is due to 
scaling constraints that ensure th a t background regions oscillate at similar frequencies and 
phases, thus are quickly grouped together into one coherent region. The 3D m atrix benefits 
from temporal da ta  that provides extra consistency to the spatial information. The variance 
of vessel regions produced by the six processing schemes are much more tightly grouped 
compared to the background. The adjusted grid consistently produces low variability of 
vessel pixel intensities whilst giving the greatest image contrast alongside the regular sub­
window grid.
Logic dictates tha t the combination of tem poral and spatial da ta  in the 3D system should 
give increased performance over spatial information alone. Although there is some benefit, 
producing coherent background regions and maintaining thin, faint vessel structures to a 
higher degree, the improvement is not sufficiently significant to warrant the extra computa­
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tional expense it presents. Of the two dimensional processing strategies, the locally adaptive 
scanning window, although computationally expensive, clearly defines even faint vessel struc­
tures. If the computational load problems of processing a 3D m atrix using a scanning volume 
(i.e. a  3D equivalent of the scanning window) could be overcome, the resulting output would 
almost certainly enhance even the faintest of vessels to a  high degree.
As an aside, appendix D shows how the oscillator system can be successfully applied to colour 
images, opening the possibility of applying relaxation oscillator systems to other tasks, be 
they medically related or otherwise.
10.1 Future work
During the research for this thesis, several doors for further exploration have been opened. 
First, it would be interesting to look at ways in which the speed of computation for the oscil­
lator system could be increased. This could be achieved through the thorough optimisation of 
the C + +  code and simplification of the m athematical representation. If such changes could 
be made, two dimensional local enhancement could be achieved in real time and 3D local 
enhancement investigated.
At present, the relaxation oscillator system is term inated after each oscillator has completed a 
certain number of cycles. An improved term ination criteria could be created based on the level 
of change tha t takes place during a cycle. It has been noted that at first significant changes 
take place in every cycle, but as time progresses, it is progressively harder for oscillators 
to switch allegiance (see section 7.1). The physical analogy to this system is a cooling 
process. By measuring the to tal value by which oscillators change position relative to their 
neighbours, a threshold could be developed whereby the algorithm is halted once activity falls 
below a certain level. The task here would be to choose a suitable measure of change and a 
corresponding threshold. In a similar vein, the oscillator system could be extended by adding 
a time component to neighbourhood links. As the number of completed cycles increases, link 
strength would be weakened until they decay to zero and a final output is achieved. It is 
foreseen tha t the threshold of activity or the rate of decay required would be subject to the 
individual input image and non-trivial to locate.
It would be fascinating to combine the outputs from the non-linear or oscillator system with 
further elements in an autom ated fluoroscopy control system as detailed in section 3.5.4. This 
could involve the joining together of image enhancement, catheter-tracking methods [6] and 
physical control aspects [20].
Finally, appendix D shows how the oscillator system can be applied to colour inputs. It would 
be interesting to apply the m ethod to extensive sets of colour medical data  and analyse the 
results.
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D iffe ren tia l E q u a tio n  S o lvers
Appendix B
Many physical processes in physics and engineering can be expressed in a  mathematical 
form as a gradient function, f f{r). Sometimes this expression can be integrated to produce 
the formula for f ( r ) .  However, often an exact solution cannot be found and a numerical 
solution [82] must be used instead. D ifferential E quation  Solvers essentially provide an 
experimental estimate for f ( r )  from f ' ( r )  where an exact solution is unavailable.
Given the value of /(Vo), the solver provides an estimate of / ( r i )  where — vq +  A r. 
Com putation is performed iteratively, moving from ?'o to n  in small steps, dr, where 5r «  
Ar. The accuracy of the solution depends on the complexity of the method, i.e. how well the 
system is modelled. Generally, the more complex the method, the more accurate the solution 
but the longer the computation time. The differential equation solver chosen depends upon 
the particular level of accuracy required.
The following few pages describe three differential equation solving methods of increasing 
complexity. These are the ‘Euler’ method, ‘Improved Euler’ and l4th order Runge-K utta’ 
methods.
B .l  (Sim ple) Euler m ethod
Given the gradient y' =  y' {x,y)  and the solution y ( x o) =  yo, the Euler method provides an 
estim ate to  the solution a t position x \  = Xq +  /?,. T hat is y\ — y ( xo +  h)
In the following figure the blue curve is the function y'{x,y) .  The red line, AC, is the tangent 
to this curve at position A.
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The gradient of the tangent is given by
y\-y  o 
h =  y ' ( x 0 ,yo )
V\ =  yo +  h x y ' ( x0,yo)
y ( x 0 +  h) =  y(x0) +  h f ( x  0, y(x0))
Euler method is displayed graphically in the figure below. The task is to find the integral of 
the function between xa  and x p  - this is the area under the curve between the two locations. 
The exact solution is shown in the left hand plot and the estim ate provided by the Euler 
method is shown on the right.
Because the gradient of y'  will not remain constant between A and D , there is a discrepancy 
{DC)  between the true value of the function at x\  and the value given by the Euler method. 
However, providing h is small, the approximate solution is fairly accurate. Using a smaller h 
increases the number of steps required and reduces the error in the measurement.
The Taylor series [12][82][83] is the series expansion of a function f ( x )  around an arbitrary 
position point x  where x  /  0. If x  = 0, then the expansion is called the Maclaurin series.
Taylor series
h2 h3 hn
f i x  +  h) =  f ( x )  +  /«/'(*) +  - f- f i x )  +  - / ' " ( x )  +  • • • +  —  /" ( * )  +  • • •
The Taylor series is very useful when h «  1 because the higher order terms become increas­
ingly small and can be ignored. The Euler method expression can be derived from the Taylor 
series expansion by truncating after the second term,
f { x - \ - h )  =  f ( x )  +  h f ' { x ) -I-----
B .2 Im proved Euler (or Euler-Cauchy) m ethod
The Euler method assumes that the gradient between xq and x\  is constant and simply the 
gradient at point x q . Looking at the figure below we can see tha t a better approximation can
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be made by finding the gradient a t points A  and D  and using the mean of the two. However, 
to compute the gradient at point D , f ' { x \ , y \ ) ,  we need to know the value of y ( x i). The 
simple Euler method is used to find an approxim ate solution for y ( x i).
2/i =  2/0 +  h  x  javerage of gradients at xq  and x \
= y0 + h x [ I '{xo'Vo)+/ {X" V' )]
=  Vo +  [/'(a;o, yo ) +  f ' ( x \ , ya  +  h f ' { z 0,yo))
therefore
y{xo -I- h) = y(x0) +  £ [ / '( x 0, y(x0)) +  f ' ( x 0 + /?•, y(x 0 +  h) +  / i / '(x 0, y(ar0)))]
This method is called the improved Euler or Euler-Cauchy method. Compared to the simple 
Euler method, the Euler-Cauchy method generally provides more accurate solutions. How­
ever, additional errors are introduced if the step size h is too small On the diagram above, 
the simple Euler method would produce the result y-j compared to y\ using the improved 
method. The figure below shows the estim ate made by the improved Euler method in terms 
of finding the area under the function f \
Y*
The Euler-Cauchy method can be shown to be equivalent to truncating the Taylor expansion 
series after the third term,
f ( x  +  h) = f ( x )  +  hf ' ( x )  +  - /" (* ) +  • • •
B .3 4th order R u n ge-K u tta  M eth od
The simple Euler method provides a mechanism for solving differential equations using an 
expression derived from the first two terms in the Taylor series expansion. The Euler-Cauchy 
method provides a more accurate solution by using the first three terms from the Taylor
150 Appendix B. Differential Equation Solvers
series. The Runge-Kutta methods provide further accuracy by including more terms from 
this expansion series. As its name suggests, the ‘fourth order R unge-K utta’ method includes 
the first four terms from the Taylor series,
Com putation is performed by expressing the series as a combination of four components, 
k] _4 , these coefficients are calculated in turn.
B .4  C om parison betw een  th e  m ethods
Figure B .la  shows oscillator paths computed from equations 6.3 & 6.4 using the three methods 
described above. Calculation was performed with param eters e =  0.1, /? =  0.1, 7  =  5.0 and 
Ii =  0.1, with step size h  =  0.15 for 300 iterations. Figure B .lb  plots the number of iterations 
required to complete one oscillation cycle against the computational step size h. This plot 
shows clearly that as the step size is reduced, the number of iterations required to complete 
a cycle increases, indicating that the process becomes more computationally expensive.
The performances of the three methods are closely matched. To show the differences between 
them, a series of oscillator tracks created with varying step size are plotted in figure B.2. A 
small subset of each track is plotted, located about the left cycle point (upper left corner of 
the cycle, see section 6.6.5). This subregion is bounded by the green box in figure B .la.
Clearly the step size h =  0.2 is too coarse to accurately model the system, producing an 
estimate that overshoots first one way and then the other to create a zigzagged path . This 
effect is most prominent with the simple Euler m ethod and least apparent with the improved 
Euler method. As h is reduced, the number of points used to model the corner increases and 
the tracks become smoother.
Assessing figures B .l and B.2, the simple Euler method requires the smallest step size to 
maintain accuracy, whereas the improved Euler and Runge-Kutta methods can operate with 
a coarser step. Although the improved Euler and Runge-Kutta are slightly more computa­
tionally expensive to calculate, the larger step size means that they require fewer iterations 
per oscillator cycle and therefore quicker overall. The Runge-K utta and improved Euler m eth­
ods produce almost identical outputs but because figure B .lb  indicates that the improved
f { x  +  h) =  f { x )  +  hf ' {x)  +  “ /"(a;) +  +  • • •
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e = 0.1, p = 0.1, 7  = 5.0, U =  0.1, 300 
iterations and step size h = 0.15
■5 500
fr
œ 450 s.(0
o  400
2 350 
300 
250 
200
025 0.3
step size h
b) Number of iterations per a complete oscil­
lation cycle plotted against step size h
Figure B .l: a) Phase tracks and a) number of iterations per cycle computed using the Euler method 
(black), improved Euler method (red) and 4th order Runge-Kutta (blue) method.
h = 0.2 h = 0.175 h =  0.15
Simple Euler 
Improved Euler 
4**’ order Runge Kutta
h =  0.1 h =  0.075h = 0.125
Figure B.2: Phase tracks produced using the Euler method (black), improved 
Euler method (red) and 4th order Runge-Kutta (blue) method with varying 
step size.
Euler is marginally faster, the improved Euler method will be used within this thesis. The 
choice of step size is a compromise between speed and accuracy. The step size h =  0.175 will 
be selected as best optimising these factors, requiring 300 iterations per oscillation cycle and 
quickly responding to the direction change at the corner in figure B.2.
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G e s ta lt  P sy ch o lo g y
Appendix C
The term  Gestalt Psychology refers to a  German theoretical school of psychology that was 
founded by Max Wertheimer in 1912 [19]. Wertheimer was amongst a  group of German 
psychologists, which included K urt Koffka and Wolfgang Köhler, who emigrated to America 
during the inter-war period. They were particularly interested in perceptual processes, i.e. 
how, as Humans, we process and interpret the wealth of visual stimuli from the world around 
us. The word ‘gestalt5 comes from the German for ‘organised whole5. Gestalt theorists 
believe th a t ‘the ivhole is greater than the sum of its parts'. A good paradigm  of this notion 
is the illusion of motion caused by a television screen or cinema projector. In the so called 
‘Phi phenomenon5, which was first described by W ertheimer in 1912 [71], a  series of slightly 
different static frames displayed in rapid succession (e.g. 24 frames per second) is perceived 
as motion. Koffka stated [19] that
‘Psychological organisation will ahuays be as ‘good5 as the prevailing conditions 
allow. In this definition the term ‘good"is undefined. ’
This statem ent is vague in nature but the G estaltists generally believed tha t ‘good form 5 was 
the least complicated or most uniform structure possible.
C .l  Laws o f Prägnanz
The Gestalt psychologists formulated a set of simple rules for perceptual organisation. Rules 
that the Human vision system seems to follow when presented with visual stimuli. These 
are collectively called the ‘Laws of Prägnanz5. The word Prägnanz meaning ‘loaded with 
meaning5. There is some difference in opinion as to the number of rules and their proper 
names [11] [19] [30] [59]. However, the six basic rules are described below.
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Principle of Proxim ity
------------------  Patterns and shapes that are situated close to each other will be
_ _  grouped together, even if they are not necessarily similar. This 
can occur jn either in the tem poral domain, spatial domain or 
■ " both. In this figure we see three groups of lines, although there is
no reason why the pairs of lines should be grouped together.
Principle of Similarity
•  m _  a  #  #  If we look at a  collection of visual stimuli, and none of the other
0  0  B H 0  0  Gestalt laws apply, those that look similar will be automatically
■ grouped together. This grouping can be on the basis of shape,
■ colour, orientation, texture etc. W here several properties are
•  present, one property usually dominates, although the dominant
•  feature may vary from person to person. We see 9 groups of ob­
jects in this image rather than 36 individual shapes because we 
group objects with similar shape together.
Principle of Good Continuity
Ambiguous sets of contours are interpreted in a way which makes 
the shapes as smooth as possible. The left-hand contours are 
interpreted as two overlapping circles, rather than  two moon-like 
shapes facing each other as depicted in the right hand image.
Principle of Closure
Humans have a preference for closed figures and known shapes. 
This is a very strong principle, we tend to see what we think  
we should see, rather than what is actually there. We interpret 
this figure as a triangle (albeit partly  hidden) as we are familiar 
Z_ A with this shape and it seems the most probable outcome. We 
see the figure as an inverted solid white triangle above a triangle 
with a black border. There is actually no evidence to support the 
presence of the white triangle.
Principle of Good Gestalt
Shapes that appear symmetrical or rounded are preferred over 
fragmented, complex or less structured forms. Also called the 
Principle o f Good Shape or Law o f Succinctness. Several explana­
tions for this phenomenon have been proposed, including tha t by 
assigning a object to an already known shape (e.g. saying the left- 
hand shape is a  circle) we effectively utilise a lossy compression 
storage system and when asked to recall the shape, we remember 
that it was basically a  circle [11]. If asked to draw from memory 
the right-hand shape, we would fail.
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Principle of Common Fate
Objects that appear to move in the same direction or with the 
same pattern  are grouped together. For example, points on a 
static m otion-capture suit are not discernible as representing a 
person. However, once the actor starts to move we can instantly 
recognise the pattern  and picture the Human form. We can actu­
ally determine more than ju st that the points represent a Human, 
assigning a sex to the points with surprising accuracy [19].
C.2 U sing G estalt Theory
The Gestalt laws are behavioural observations rather than explanations as to why similarly 
shaped objects should be grouped together. However, despite their inherently vague nature, 
the Laws of Prägnanz give us an insight into how the eye operates and have been utilised 
in the design of many systems, from autom atic cash machines [11] to web-pages [71]. The 
Gestalt ideas provide more than ju st pleasing aesthetics, the principles of Prägnanz can be 
used to develop algorithms that respond to stimuli in the same way as our visual system. 
After all, the Human vision system is the system with which computer based methods are 
generally evaluated and replicating its function is one of the major goals in the computer 
vision community.
Ralescu and Shanahan [53] used the Laws of Prägnanz to help formulate a fuzzy logic algo­
rithm  that recursively groups line fragments (created from edge detection) together to form 
higher order structures. These structures, theoretically, should correspond to objects within 
the image. Their algorithm consists of three tasks: selection, grouping and discrimination. 
Selection uses the Principle of Similarity to forbid choosing dissimilar objects. Grouping 
selects image properties that can be used to combine similar object elements. Finally, dis­
crimination controls how boundaries are constructed. The authors note the difficulty in 
modelling the Laws of Prägnanz due to their inherently vague nature but do partially suc­
ceed in grouping the im portant lines together, reducing image complexity without the loss of 
object boundaries.
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O sc illa to rs  a n d  C o lo u r
Appendix D
Medical fluoroscopy data  is acquired in grey-scale format. Therefore, prior to this point, this 
thesis has applied only grey-scale inputs to the oscillator system. This appendix shows how 
a two dimensional oscillator system can be applied to colour inputs. Examples are given of 
both colour medical images and colour photographic images.
D .l  R G B /H S V  Colour P rocessing
Chapter 6 , section 6 .2.2 made reference to the analogies between individual oscillators and 
receptor cells in the eye. In the processing of grey-scale images using an oscillator network, 
individual oscillators are performing similar duties to rod receptor cells - see section 6.2.1. It 
is these receptors that provide vision in low levels of light, i.e. they give us grey-scale vision. 
To process colour, the eye uses cone receptor cells. These come in three forms, each form 
being sensitive to a different frequency band or colour. Colour inputs can be processed in thè 
same m anner - the input image is split into its three colour components. Although the eye 
uses red, green, blue (RGB) components, it was found that the YUV colour representation 
produces better results. This is because the RGB components are closely correlated and 
the scaling process has a  tendency to ro tate the colour space. The three components are 
processed individually in the same m anner as a grey-scale input. After the oscillation process 
is complete, the three components are recombined to produce a colour output image.
Figure D .l displays a  colour image of a cornflakes box. Presented alongside is the output 
produced from a hundred cycles of the oscillator system. To satisfy curiosity of how the grey­
scale version performs, figure D.2 shows a grey-scale version of the image and the output 
resulting from it.
Figure D .l clearly shows that the oscillator system can be applied to a colour input with 
meaningful results. Synchrony between neighbouring oscillators allows pixels in the input 
image to be grouped together into more coherent regions. For example, the pixels representing 
cornflakes in the bowl become grouped together into well defined clusters, simplifying the 
complexity of this image region. The system also increases the visual contrast between 
objects, for example, the rays of light from the sun are more clearly seen in the output image, 
as are the designs on the top surface of the box.
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Figure D .l: Original (left) colour cornflakes box and oscillator output (right).
Figure D.2: Grey-scale cereal box (left) and output produced from 100 cycles (right).
Figure D.2 shows that the grey-scale implementation similarly simplifies the representation 
of objects - notably the cockerel becomes better segmented. However, without colour infor­
mation, the algorithm performs poorly with the now faint sun motif.
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D .2 Colour Exam ples
The following pages present examples of colour inputs. In each case, the output produced 
from one hundred cycles of the oscillator system is shown alongside the original.
Original Oscillator output
a) Small Tortoiseshell (Agíais urticae)
b) Craig Goch dam
c) Red-necked Nightjar (Caprimulgus ruficollis)
Figure D.3: Original and oscillator output for colour photographic images.
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Figures D.3 and D.4 present examples of photographic images, showing both the original 
image and the output after 100 cycles of the oscillator system.
Each of the figures show the same three characteristics as the restored corn flakes box (fig­
ure D .l). First, that the representation of objects is simplified through the grouping of pixels 
together. Second, that the visual contrast between these objects is increased and third, that 
colours and major image features are preserved by the oscillator system.
Figure D.4: Reedbed image, original (left) and oscillator output (right).
Section 7.7 showed that the synchronisation of neighbouring oscillators removed some texture 
information from grey-scale photographic images, e.g. the bricks of house image, figure 7.30a. 
The reedhed image, figure D.4, shows the same effect here. Fine texture of both the reeds and 
the leaves on the distant trees is reduced as neighbouring oscillators of similar intensity are 
grouped together. Conversely, the bramble thickets in the foreground are enhanced because 
the texture here consists of small patches of different dissimilar colours (black and green) 
which do not become synchronous with one another.
a) Cancer image 1
Figure D.5: Originals (on left) and output (right) for colour breast cancer pathology image 1.
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The left hand column of figures D.5 and D .6 present three colour breast cancer pathology 
images. The right hand columns show the enhanced output produced by one hundred cycles 
with connection strength w = 0.2. It is clearly seen that the application of the oscillator 
network considerably enhances each image. Compared to the original, the cells in the output 
image have sharper edges, greater contrast and improved definition.
far %
I
r  I
a) Cancer image 2
I?
b) Cancer image 3
Figure D.6: Originals (on left) and output (right) for colour breast, cancer pathology images 2 and 3.
D .3 Sum m ary o f Colour P rocessing
This appendix has shown that by splitting the input into colour components, processing each 
component individually and then recombining the outputs, colour inputs can be processed. 
The colour outputs from the oscillator grid show the same characteristics as the grey-scale
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implementation. Namely the preservation of major image features and regions, incresesed 
visual contrast between neighbouring structures and a more homogeneous representation 
within image objects.
