Abstract
Introduction
Clustering a set of objects into homogeneous classes is a fundamental operation in data mining. The operation is required in a number of data analysis tasks, such as unsupervised classification and data summation, as well as in the segmentation of large homogeneous datasets into smaller homogeneous subsets that can be easily managed, modeled separately and analyzed. Recently, many attentions have been paid on the categorical data clustering [1, 2] , where data objects are made up of non-numerical attributes. For categorical data clustering, several new trends have emerged for the techniques in handling uncertainty in the clustering process. One of the popular approaches for handling uncertainty is based on rough set theory [3] . The main idea of the rough clustering is the clustering dataset is mapped as the decision table. This can be done by introducing a decision attribute and consequently, a divide-and-conquer method can be used to partition/cluster the objects. The first attempt on rough set-based technique is to select clustering attribute proposed by Mazlack et al. [4] . They proposed two techniques, i.e., Bi-Clustering and TR techniques which are based on the bi-valued attribute and maximum total roughness in each attribute, respectively. One of the most successful pioneering rough clustering techniques is Minimum-Minimum Roughness (MMR) proposed by Parmar [5] . The technique is based on lower, upper and quality of approximations of a set [6] . However, since application of rough set theory in categorical data clustering is relatively new, the focus of MMR is still on the evaluation its performance. To this, the computational complexity and clusters purity are still outstanding issues since all attributes are considered for selection and objects in different class appear in a cluster, respectively. In this paper, we propose MADE (Maximal Attributes DEpendency), an alternative technique for categorical data clustering. The technique differs on the baseline method, where the rough attributes dependencies in categorical-valued information systems is used to select clustering attribute based on the maximum degree. Further, we use a divide-andconquer method to partition/cluster the objects. We have succeed in showing that the proposed technique is able to achieve lower computational complexity with higher purity as compared to MMR.
The rest of this paper is organized as follows. Section 2 describes rough set theory. Section 3 describes the analysis and comparison of Mazlack's TR and MMR techniques. Section 4 describes the Maximum Attributes Dependency (MADE) technique. Comparison tests of MADE with MMR techniques based on Soybean and Zoo datasets are described in section 5. Finally, the conclusion of this work is described in section 6.
Rough Set Theory
The syntax of information systems is very similar to relations in relational data bases. Entities in relational databases are also represented by tuples of attribute values. An information system is a 4-tuple (quadruple)
, where
is a non-empty finite set of objects,
non-empty finite set of attributes,
, a V is the domain (value set) of attribute a,
function. An information system is also called a knowledge representation systems or an attribute-valued system and can be intuitively expressed in terms of an information table (see Table 1 ). 
The time complexity for computing an information system
to be computed, where
. Note that tinduces a set of maps
, where where
that the tuple t is not necessarily associated with entity uniquely (see Table 7 ). In an information 
It is easily seen that the upper approximation of a subset U X  is expressed using set complement and lower approximation by
The accuracy of approximation (accuracy of roughness) of any subset
where X denotes the cardinality of X. For empty set  , we define
. Thus, the set X is crisp with respect to B, and otherwise, if
The accuracy of roughness in equation (1) can also be interpreted using the well-known Marczeweski-Steinhaus (MZ) metric [7] . By applying the Marczeweski-Steinhaus metric to the lower and upper approximations of a subset U X  in information system S, we have
The notion of the dependency of attributes in information systems is given in the following definition. 
Obviously
Thus, attribute D depends totally (partially) on attribute C, if all (some) elements of the universe U can be uniquely classified to equivalence classes of the partition D U / , employing C.
In the following section, we analyze and compare the Total Roughness (TR) and Min-Min Roughness (MMR) techniques for selecting a clustering attribute.
TR and MMR Techniques

The TR Technique
The definition of information system is based on the notion of information system as stated in section 2. From the definition, suppose that attribute
, with respect to j a , where
From TR technique, the mean roughness of attribute
Rough
, is evaluated as follow
where   
As stated in Mazlack et al. [4] , the highest value of TR, is the best selection of partitioning attribute.
The MMR Technique
The definition of information system is based on the notion of information system as stated in section 2. From the definition, suppose that attribute 
It is clear that MMR technique uses MZ metric to measure the roughness of the set
, with respect to j a , where j i  . The mean roughness of MMR technique is defined by
According to Parmar et al. [5] , the least mean roughness is the best selection of partitioning attribute.
Comparison of TR and MMR techniques Proposition 5. The value of roughness of MMR technique is the opposite of that TR technique.
Proof. Since MMR technique uses MZ metric to measure the roughness of the set
then from (7), we have
Thus, the value of mean roughness of MMR technique is also the opposite of that TR technique (5), i.e.,
The MMR technique is based on the minimum value of mean roughness in (10), without calculating total roughness (6).
This analysis and comparison has shown that TR and MMR techniques are providing the similar result when used in determining the clustering attribute. To illustrate that MMR and Mazlack's techniques provide the same results, we consider to the following example.
Example 6. We consider the dataset in illustrative example of Table 2 in [5] . (4), (5) and (6) .
The techniques of TR and MMR are implemented in MATLAB version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 Duo CPUs. The total main memory is 1G and the operating system is Windows XP Professional SP3. The results of TR and MMR are given in the following Table 3 and 4, respectively. 1 a is selected as the clustering attribute. Table 2 Figure 2. The MMR value of all attributes of Table 2 . As has been observed by us, this technique only can be applied to a very special dataset. To illustrate this problem, we consider to the following example.
Example 7.
In Table 2 , if we consider to measure the roughness of attribute A a i  with respect to the set of attributes
, then we get the value of modified MMR as in Table 6 . Table 6 . The modified MMR of all attributes of dataset in [5] Attribute w.r.t.
Mean Roughness MMR
Based on Table 6 , we have not been able to select a clustering attribute. Thus, the suggested technique would lead a problem, i.e., after calculation of mean roughness of attribute , the value of MMR usually cannot preserve the original decision. Thus, this modified technique is therefore not relevant to all type of dataset.
To overcome the problem of computational complexity of MMR, in section 4, we introduce the Maximum Attributes Dependencies (MADE) technique to deal with the problem of categorical data clustering.
Maximum Attributes DEpendencies (MADE) Technique
MADE technique
The MADE technique for selecting partitioning attribute is based on the maximum degree of dependency of attributes. The justification that the higher of the degree of dependency of attributes implies the more accuracy for selecting partitioning attribute is stated in the Proposition 8. 
. And hence, for every U X  , we have
Complexity
Suppose that in an information system
, there is A attributes. For MADE, the computation of calculating of dependency degree of attribute i a on attribute j a , where
. Thus, the computational complexity for MADE technique is of the polynomial  
The MADE's algorithm for selecting clustering attribute is given in Figure 5 . Step 3. Select the maximum of dependency degree of each attribute.
Algorithm: MADE
Step 4. Select a clustering attribute based on the maximum degree of dependency of attributes.
End
Figure 5. The MADE algorithm
As the same procedure for selecting clustering attribute of MMR, in using MADE technique, it is recommended to look at the next lowest dependencies degree inside the attributes that are tied and so on until the tie is broken.
Example
The dataset is an animal dataset from Hu [8] . In Table 7 , there are nine animals   a. To obtain the dependencies degree of all attributes, the first step of the techniques is to obtain the equivalence classes induced by indiscernibility relation of singleton attributes, i.e., disjoint classes of objects which are contain indiscernible objects. b. By collecting the equivalence classes, a partition of objects can be obtained. The partitions are shown in Figure 6 . c. The dependency degree of attributes can be obtained using formula in (3) . For attribute Hair depends on attributes Teeth, Eye, Feather, Feet, Eat, Milk, Fly and Swim, we have the degrees as shown in Figure 7 . 
Figure 7. The attributes dependencies
Similar calculations are performed for all the attributes. These calculations are summarized in Table 8 . 
Objects splitting
For objects splitting, we use a divide-conquer method. For example, in Table 7 we can cluster (partition) the animals based on the decision attribute selected, i.e., Hair/Milk. Notice that, the partition of the set of animals induced by attribute Hair/Milk is
. To this, we can split the animals using the hierarchical tree as follows.
Figure 9. The objects splitting
The technique is applied recursively to obtain further clusters. At subsequent iterations, the leaf node having more objects is selected for further splitting. The algorithm terminates when it reaches a pre-defined number of clusters. This is subjective and is pre-decided based either on user requirement or domain knowledge.
Comparison Tests
In order to test MADE and compare it with MMR, we use two datasets obtained from the benchmark UCI Machine Learning Repository. We use Soybean and Zoo datasets are with 47 and 101 objects. The purity of clusters was used as a measure to test the quality of the clusters [5] . The purity of a cluster and overall purity are defined as According to this measure, a higher value of overall purity indicates a better clustering result, with perfect clustering yielding a value of 1 [5] . The algorithms of MMR and MADE for Soybean and Zoo datasets are implemented in MATLAB version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 Duo CPUs. The total main memory is 1 Gigabyte and the operating system is Windows XP Professional SP3.
Soybean dataset
The Soybean dataset contains 47 objects on diseases in soybeans. Each object can be classified as one of the four diseases namely, Diaporthe Stem Canker (D1), Charcoal Rot (D2), Rhizoctonia Root Rot (D3), and Phytophthora Rot (D4) and are described by 35 categorical attributes [9] . The dataset is comprised 17 objects for Phytophthora Rot disease and 10 objects for each of the remaining diseases. Since there are four possible diseases, the objects will be split into four clusters. The results are summarized in Table 9 . All of 47 objects belong to the majority class label of the cluster in which they are classified. Thus, the overall purity of the clusters is 100%. 
Zoo dataset
The Zoo dataset is comprised of 101 objects, where each data point represents information of an animal in terms of 18 categorical attributes [10] . Each animal data point is classified into seven classes. Therefore, for MADE, the splitting data is set at seven clusters. Table 10 summarizes the results of running the MADE algorithm on the Zoo dataset. All of 101 objects belong to the majority class label of the cluster in which they are classified. Thus, the overall purity of the clusters is 100%.
Comparison
The comparison of overall purity, computation and response time of MADE and MMR on Soybean and Zoo datasets are given in Figures 10, 11 and 12, respectively. Based on Table 11 , the MADE technique provides better solution compared to MMR technique both in Soybean and Zoo dataset. 
Conclusion
Categorical data clustering technique has emerged as a new trend in technique of handling uncertainty in the clustering process. In this paper, we have proposed MADE, an alternative technique for categorical data clustering using rough set theory based on attributes dependencies. We have proven that MADE technique is a generalization of MMR technique which is able to achieve lower computational complexity and higher clusters purity. With this approach, we believe that some applications through MADE will be applicable, such as for decision making, clustering very large datasets and etc.
