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CAPÍTULO 1
INTRODUCCIÓN
La explosión que ha tenido lugar durante las dos últimas décadas, y que aún con-
tinua, del uso de las redes de computadores corporativas así como de Internet, ha sido
fuente de desafíos en la computación y las telecomunicaciones. La aparición de nuevos
usuarios, con diversos intereses en cuanto a contenido, formato y ubicación de éste,
ha obligado a las empresas y a la academia a adelantar investigación en diferentes
campos, incluyendo el procesamiento local de contenido multimedia, la codificación de
imágenes, audio y sonido, la necesidad de realización de transacciones sincronizadas en
sistemas de software distribuidos, la interoperabilidad de sistemas de software, entre
otros. Para hacer posible lo anterior, un esfuerzo considerable se ha invertido en lograr
que las redes de computadores sean más rápidas (por ejemplo, para lograr streaming de
video en línea), predecibles (por ejemplo, en términos de variación de la latencia, para
las comunicaciones de voz en tiempo real) y confiables (por ejemplo, en aplicaciones
bancarias, para garantizar que las transacciones realizadas por un cliente en un sitio
de compras en línea efectivamente lleguen a los servidores del banco para el débito de
la cuenta). Parte de la investigación en este campo llevó al desarrollo del concepto de
Calidad de Servicio.
La calidad de servicio (o QoS por sus siglas en inglés), puede ser definida como
la capacidad para la red de atender las peticiones de los clientes satisfaciendo ciertos
umbrales definidos para métricas dadas (comunmente denominados niveles de servicio),
como la tasa de transmisión efectiva o throughput, la latencia o delay, la variación de la
latencia o jitter, la probabilidad de pérdida de paquetes, etc. [1]. En este marco, varias
capas o componentes para lograr estos niveles de servicio han sido definidas [2]:
1. Procesamiento distribuido: los trabajos desarrollados en esta dirección estudian
los niveles de servicio requeridos para lograr un procesamiento distribuido de cali-
dad. Esto incluye tanto soporte del lado del sistema operativo como protocolos de
1
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comunicación de nodo a nodo para, por ejemplo, clustering. Veanse, por ejemplo,
[3, 4, 5].
2. QoS del sistema final: estos trabajos estudian la capacidad de hardware y software
en un servidor para proveer respuestas en tiempo real en sus aplicaciones y la
transmisión de datos de las mismas a través de la red[6, 7].
3. QoS de la red: bajo este componente se encuentran múltiples aproximaciones, que
abarcan; mecanismos para prevención de la congestión[8, 9], rediseño o creación
de nuevos protocolos de la capa de transporte[10, 11], mecanismos de reserva de
recursos de la red antes de la prestación de servicio[12], algoritmos para deter-
minar los mejores caminos de enrutamiento[13], entre otros. Así mismo, en esta
dirección se han desarrollado trabajos para lograr una asignación justa (fair) de
canal entre diferentes clientes cuando estos comparten una misma conexión, a
partir del manejo de la cola de los enrutadores. [14, 15, 16, 17, 18, 19, 20].
En esta Tesis profundizaremos en el problema de la distribución justa de la ca-
pacidad de un enlace en el enrutador entre sus diferentes clientes. Entendemos acá
por enrutador el elemento activo de la red encargado de prestar funciones de capa de
interred o capa tres del modelo de referencia TCP/IP [21]1.
La mayoría de enrutadores en Internet implementan colas de tipo First In First
Out o FIFO con descarte posterior (tail drop). Esto significa que el primer paquete
en alcanzar el enrutador es el primero colocado en la cola para ser entregado a la red
sin realizar ninguna consideración sobre el desempeño de la misma ni de las métricas
actuales del flujo al que pertenece dicho paquete. Dado que en ocasiones el enrutador
recibe paquetes más rápido de lo que los puede retransmitir, los debe almacenar en la
cola. Descarte posterior significa que cuando se presenta congestión en la red, la cola
se llena y los paquetes que continuan llegando son descartados.
En el pasado se han realizado diferentes aproximaciones al problema de encolamien-
to de los paquetes en el enrutador. La primera de ellas se remonta a Nagle en 1989 [15].
Nagle propuso un mecanismo de encolamiento en el cual el tráfico proveniente de cada
flujo2 en la red es mapeado a una cola propia. A continuación, cada cola es atendida
transmitiendo su tráfico de manera más o menos equitativa, garantizando que cada
conversación recibirá el mismo ancho de banda que las demás, y que ninguna recibirá
más ancho de banda del que requiere.
La propuesta de Nagle, denominada Fair Queuing (FQ), aunque muy eficiente en
términos del nivel de justicia / equidad que brinda a las conexiones, resulta poco atrac-
tiva de implementar en la práctica; FQ requiere considerables recursos de capacidad de
1Es de anotar que el modelo de referencia TCP/IP recibe su nombre de sus dos protocolos principales.
Sin embargo, el tráfico que emplea en la capa de transporte el protocolo UDP en vez de TCP también se
considera enmarcado en el modelo TCP/IP.
2De ahora en adelante, por flujos nos referiremos a una única comunicación entre dos nodos, identificada,
por ejemplo, por dirección origen, dirección destino y puerto origen.
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cómputo y almacenamiento. Más tarde se introdujeron modificaciones a FQ, entre las
que se destacan SFQ[16] y FQ-DRR [17], orientadas a solucionar dichos inconvenientes.
SFQ pretende disminuir la complejidad computacional de FQ mapeando cada con-
versación no a una cola independiente, sino a una de un conjunto finito de colas posibles,
mediante una función de hash. Así mismo, no atiende las solicitudes de paquetes de
la misma manera que FQ (que pretende transmitir exactamente la misma cantidad de
bits de cada cola, para lo cual debe realizar los cálculos correspondientes), sino que
transmite el mismo número de paquetes (unidades discretas de transmisión) por cola.
Por su parte, FQ-DRR es un refinamiento de SFQ, en el cual se pretende mejorar
la justicia de éste sin incrementar su costo demasiado. Para ello, lleva una contabil-
idad acerca de cuánto servicio se ha prestado a cada cola (i.e., cuántos bytes se han
transmitido), y compensa a cada una de ellas cuando ha sido atendida menos que las
demás.
En el año de 1993, Floyd et al. [9] diseñaron un nuevo algoritmo denominado Ran-
dom Early Detection (RED), que, a diferencia de FQ, no requería cálculos complejos ni
almacenamiento de información acerca de cada flujo que pasa por el enrutador; RED,
sin embargo, no es propiamente un algoritmo para la asignación del canal sino para
la prevención de la congestión. Lo estudiaremos acá dado que a partir del mismo se
desarrollaron otros algoritmos de encolamiento sí orientados al problema de interés.
RED, por su simplicidad de implementación, ha sido ampliamente acogido por la
industria [1]. Así mismo, se han desarrollado múltiples algoritmos de encolamiento
basados en RED, entre los que se destacan FRED, CHOKe y RED-PD.
Flow Random Early Drop (FRED) fue desarrollado por Lin[18]. Se basó en el estu-
dio de algunas debilidades de RED detectadas en un estudio previo, que evidenciaban
que no brindaba los niveles de justicia deseados bajo ciertas condiciones de tráfico. Pos-
teriormente fue diseñado CHOKe[22] (Choose and Keep for Responsive Flows, Choose
and Kill for Unresponsive Flows), que implementa un prefiltro a RED mediante el
cual pretende introducir una probabilidad adicional de descarte de paquetes para los
flujos ambiciosos, es decir, aquellos flujos que intentan hacer uso del canal en una
proporción mayor a la justa, en perjuicio de otros flujos.
Posteriormente, Floyd implementó RED-PD [19] (RED with Preferential Dropping).
Es una sofisticación de RED en la que hay un prefiltro encargado de monitorear los
flujos de alto tráfico y descarta probabilísticamente sus paquetes con base en el historial
de descartes que han sufrido en el pasado reciente y la tasa de descarte actual de RED.
Adicionalmente, Wang[23] desarrolló otra mejora sobre de RED denominada Ran-
dom Early Drop with No Bias (RED-NB) orientada a lograr un comportamiento su-
perior al de RED-PD.
Paralelamente, Zhang[20] desarrolló el algoritmo Core Stateless Fair Queueing (CS-
FQ). Dicho algoritmo introduce una modificación a la pila de protocolos para que los
paquetes lleven consigo una estimación de la tasa de transmisión actual del flujo. Con
dicha información, calculada por los enrutador de borde de la red, los enrutadores de
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núcleo deciden si aceptar o no el tráfico.
En este trabajo presentamos los algoritmos de encolamiento (o QA) más frecuente-
mente referenciados y estudiamos su comportamiento bajo diferentes condiciones de
tráfico, con el fin de encontrar situaciones en las que su desempeño no es óptimo
(Capítulo 2). Estos estudios se basan en la métrica de tasa de transmisión. A con-
tinuación presentamos nuestra propuesta de un nuevo QA orientado a lograr niveles
de servicio similares a alguno de los algoritmos ya existentes de mejor desempeño, a
un costo computacional menor (Capítulo 3). Así mismo, verificaremos el desempeño
de este nuevo QA en las condiciones de tráfico antes estudiadas para los demás algo-
ritmos existentes y compararemos los resultados obtenidos (Capítulo 4). Finalmente,
presentamos nuestras conclusiones (Capítulo 5).
CAPÍTULO 2
REVISIÓN DE LOS PRINCIPALES
ALGORITMOS DE ENCOLAMIENTO
EXISTENTES Y ESTUDIO DE SU
DESEMPEÑO
En esta sección definimos de manera formal qué significa que cierto algoritmo de
encolamiento sea considerado justo en términos de las tasas de transmisión logradas por
el tráfico que fluye por el enrutador, e introducimos una métrica para ello. Así mismo,
presentamos la metodología de estudio de los algoritmos existentes. Adicionalmente,
presentamos dos clasificaciones de los principales algorimos existentes; una basada en
qué tanta información sobre el tráfico que circula por la red emplean (esta información
se denomina información de estado), y otra basada en un origen genealógico, es decir,
su diseño a partir de algoritmos preexistentes. Describimos cada uno de los algorimos
clasificados así como los resultados experimentales sobre su desempeño. Finalmente,
presentamos un resumen comparativo de los resultados obtenidos.
2.1. Justicia
Como se indicó en la introducción, el problema de la asignación justa de la capacidad
de canal ha sido atacado desde varios frentes, incluyendo el uso de algoritmos de enco-
lamiento en los enrutadores de la red. De ahí que las siglas de varios de los algortimos
incluyan las letras FQ, por fair queueing. Si bien intuitivamente podemos identificar
cierto algoritmo como justo o injusto evaluando qué fracción del canal pretenden em-
plear los flujos que por el enrutador circulan, y compararla con qué fracción realmente
5
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obtiene cada flujo, para realizar un estudio riguroso es necesario contar con una métrica
formal que permita calificar los algoritmo en términos de su nivel de justicia.
En el estudio de los QA se ha empleado con frecuencia la definición de justicia
máxima-mínima (Max-Min Fairness o MMF)[14], que establece que:
1. Ningún flujo recibe una asignación mayor del canal que la que solicita.
2. Ningún otro esquema de asignación del canal que satisfaga la condición anterior
garantiza una asignación mínima mayor.
3. La condición anterior sigue siendo cierta cuando se elimina el flujo que recibe
la menor asignación de la capacidad del canal y la misma es disminuida en una
cantidad equivalente a dicha asignación mínima.
Si bien esta definición ha sido empleada con frecuencia, constituye un conjunto de
condiciones que sólo pueden ser evaluadas como verdaderas o falsas, haciéndolo no apto
para comparar cuantitativamente el nivel de justicia de dos o más algoritmos. Por tanto,
en este trabajo no empleamos los criterios MMF; en su lugar, optamos por emplear el
índice de justicia de Jain[24]. Este índice presenta las siguientes características:
1. Independencia del tamaño de la población: el índice puede aplicarse a una población
o un número de clientes (para nuestro caso, un número de flujos) arbitrario.
2. Independencia de escala de medición: el índice debe presentar el mismo valor
independientemente de las unidades empleadas para medir el acceso al recurso
que los clientes comparten (en nuestro caso, el valor que tome el índice debe ser
independiente de que midamos el uso de la capacidad del canal en Kb/s, b/s,
Mb/s, etc.
3. Valor acotado: el índice debe tomar valores acotados entre 0 y 1. En un sistema
totalmente justo, el índice debe tomar el valor 1 y en un sistema totalmente
injusto, el valor 0.
4. Continuidad: el índice debe tomar valores continuos.
Estas condiciones facilitan la comparación de dos sistemas con el fin de determi-
nar cuál es más justo. Además de lo anterior, el índce de Jain fue seleccionado sobre
el criterio MMF así cokmo sobre otros índices de justicia por tratarse de un índice
perteneciente a la familia de índices de justicia de Lan[25], construida axiomática-
mente.
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Matemáticamente, el índice de justicia de Jain se expresa como:
J =
(
N∑
i=1
xi
)2
N
N∑
i=1
x2i
, (2.1)
donde N es el número de clientes del recurso compartido y xi es una medida del
uso del recurso que el cliente i obtiene como resultado del esquema de asignación. Para
nuestro estudio, la medida de uso del recurso compartido está dada por el cociente
entre la capacidad del canal efectivamente asignada y la capacidad de canal a la que el
usuario tiene el máximo derecho de uso dada su demanda actual.
Para calcular este derecho de uso máximo dui del cliente i, debemos tener en cuenta
la cantidad total del recurso R, el número de clientes N y las demandas individuales
de cada uno de los clientes. Denotemos la demanda del cliente i como di. Para cada
cliente que satisfaga di < R/N , el derecho de uso máximo es igual a la demanda,
es decir, dui = di. Para los clientes con demanda di ≥ R/N , el derecho de uso es
dui = (R − r)/M , donde r es la suma de los derechos de uso de los clientes con
di < R/N y M es el número de clientes con demanda mayor o igual que R/N .
Por ejemplo, sean dos clientes con i = 1 e i = 2, con demandas d1 = 0.6 Mb/s y d2 =
0.9 Mb/s de un canal de capacidad total de R = 1 Mb/s. En este caso, du1 = du2 = 0.5
Mb/s. Supongamos que el esquema de asignación (es decir, el algoritmo de encolamiento
en uso) es tal que los flujos obtienen una asignación a1 = 0.3 Mb/s y a2 = 0.7 Mb/s
respectivamente. Tenemos entonces, x1 = 0.3/0.5 = 0.6 y x2 = 0.7/0.5 = 1.4, por
lo que J = 86.21 %. Si el esquema de asignación fuera tal que a1 = a2 = 0.5 Mb/s,
tendríamos J = 100 %, es decir, el algoritmo de encolamiento sería totalmente justo.
Por otro lado, consideremos ahora el caso en el que d1 = 0.4 Mb/s y d2 = 0.8 Mb/s.
Los derechos de uso son entonces du1 = 0.4 Mb/s y du2 = 0.6 Mb/s. Supongamos que
el algoritmo es tal que a1 = a2 = 0.5 Mb/s. El índice de justicia de este algorimo es
entonces J = 96.15 %.
2.2. Metodología de estudio
Con el fin de evaluar el desempeño de los algoritmos presentados en este trabajo,
diseñamos dos experimentos orientados a medir la porción de canal empleada por varios
flujos sobre un enlace compartido, para calcular a partir de allí el índice de justicia de
Jain de cada algoritmo. La topología de ambos experimentos consta de seis nodos de
red, como se ilustra en la figura 2.1.
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Figura 2.1: Topología de red para experimentos de competencia entre dos flujos
Los parámetros de capacidad de canal y latencia de cada enlace se presentan en la
tabla 2.1, y corresponden a características típicas de enlaces encontrados actualmente
en redes de entidades de pequeño, mediano y gran tamaño, que empleen, por ejemplo,
tecnología 100BaseTX sobre cableado de categoría 5e, 6 o 7. Todos los enlaces son full
duplex y emplean encolamiento FIFO, excepto el enlace L2, que emplea el QA que se
desea estudiar.
Enlace Capacidad (Mb/s) Latencia (ms) QA
L0 100 1 FIFO
L1 100 1 FIFO
L2 (bottleneck) 1 10 QA en estudio
L3 100 1 FIFO
L4 100 1 FIFO
Tabla 2.1: Parámetros de enlaces para el experimento de competencia entre dos flujos.
Los nodos SRC0 y SRC1 transmiten tráfico a los nodos DST0 y DST1 respectiva-
mente.
El objetivo del experimento es determinar si el QA en estudio realiza una asignación
aproximadamente justa del enlace L2 cuando varios flujos cruzan a través del mismo.
Para ello, se definieron dos transmisiones φ0 y φ1 que fluyen de SRC0 a DST0 y SRC1
a DST1 respectivamente.
En el primer experimento (de ahora en adelante denominado experimento 1 ), tanto
φ0 como φ1 son flujos UDP con tasa de transmisión constante (CBR). En el segundo
experimento (experimento 2 ), φ0 es también un flujo UDP CBR, pero φ1 es un flujo
TCP de tráfico FTP (i.e. un flujo con trasmisión contínua de paquetes que intenta
emplear una fracción tan elevada del canal como le es posible, según los mecanismos
de control de flujo y de congestión de TCP). Las características de transmisión de los
flujos se presentan en la tabla 2.2.
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Flujo Origen Destino r (Mb/s) s (B)
φ0 SRC0 DST0 0.8 1518
φ1 (Experimento 1) SRC1 DST1 0.5 500
φ1 (Experimento 2) SRC1 DST1 N/A 1518
Tabla 2.2: Parámetros de flujos para los experimentos. r representa la tasa de transmisión
de los flujos, y s el tamaño de paquete.
Para los parámetros de transmisión antes mencionados, resulta claro que el enlace
L2 no cuenta con la capacidad suficiente para transmitir los paquetes que se encuentran
en la cola a la misma velocidad que los recibe, y por tanto se empiezan a acumular.
Eventualmente la cola se llena y el enrutador se ve obligado a descartar paquetes. La
selección de qué paquetes son descartados, junto con la decisión de cuándo se transmite
un paquete de la cola, corresponde al QA propiamente dicho. El objetivo de estos
experimentos es determinar si dicha selección y decisión garantiza una asignación justa
de la capacidad del enlace L2, de acuerdo con el índice de justicia de Jain. Es el momento
de anotar que, para los parámetros de enlaces y tráfico arriba definidos, los derechos
de uso máximo de los flujos son duφ0 = duφ1 = 0.5 Mb/s.
Los experimentos se llevan a cabo en un intervalo de tiempo de simulación ∆T =
100 s. Entre t = 0 s y t = 75 s el flujo φ0 transmite, mientras que φ1 lo hace entre
t = 15 s y t = 100 s. Esto define tres intervalos de tiempo bien diferenciados, a saber:
∆t1, entre t = 0 s y t = 15 s, en el que sólo φ0 fluye por la red.
∆t2, entre t = 15 s y t = 75 s, en el que tanto φ0 como φ1 fluyen por la red.
∆t3, entre t = 75 s y t = 100 s, en el que sólo φ1 fluye por la red.
Los intervalos ∆t1 y ∆t3 permiten verificar que el QA se comporte como se espera
(i.e., permita uso completo de la capacidad del canal, o al menos el uso demandado por
el flujo) cuando sólo una transmisión fluye por el enlace. ∆t2, por otro lado, permite
comparar qué fracción de canal obtiene cada uno de los flujos, y por tanto es el intervalo
de interés para evaluar si el QA garantiza una asignación justa del enlace.
Los experimentos diseñados corresponden a topologías típicas para el estudio de
algoritmos de encolamiento. Topologías idénticas han sido empleadas en [22] y []. En
otros estudios previos, si bien las topologías difieren levemente, la esencia (existencia
de un enlace cuello de botella en el que se aplica el algoritmo de encolamiento en uso
y tráficos UDP y TCP compitiendo entre sí) de los experimentos es la misma.
Los experimentos aquí descritos fueron llevados a cabo empleando el simulador de
redes Network Simulator 2 o NS2, versión 2.34, empleando los parámetros por defecto.
Una descripción del simulador se presenta a continuación.
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2.2.1. El simulador NS2
NS2 es un simulador de eventos discretos orientado a la investigación en redes
de computadores. NS2 ha sido empleado extensivamente en simulaciones relacionadas
con estudio de TCP, algoritmos de enrutamiento (unicast y multicast), algoritmos de
encolamiento, redes cableadas, inalámbricas y satelitales, protocolos de la capa de apli-
cación, entre otros[26]. Sus inicios se remontan al simulador REAL de la Universidad
de Cornell[27]. Su desarrollo ha recibido fondos de la Agencia de Proyectos de De-
fensa Avanzados DARPA y de la Fundación Nacional de Ciencia NSF. Así mismo, se
ha alimentado de proyectos de la Universidad de California en Berkeley y de la Uni-
versidad Carnegie Mellon, de empresas privadas como Sun Microsystems y de otros
investigadores de diferentes agencias.
Si bien existen otros simuladores de redes como OPNET y SSFNET, para la real-
ización de éste trabajo se seleccionó NS2 debido a que ha sido el estándar de facto para
el estudio de algoritmos de encolamiento.
2.3. Algoritmos de encolamiento existentes
2.3.1. Clasificación
Los algoritmos que presentaremos pueden ser clasificados teniendo en cuenta sus
requerimientos de almacenamiento de información para llevar a cabo su trabajo. En
este sentido, distinguiremos tres categorías de algoritmos, a saber:
Algoritmos de estado completo (stateful algorithms): son aquellos que mantienen
información de clasificación y/o estadísticas para todos los flujos que pasan por
el enrutador.
Algoritmos de estado parcial (partial state algorithms): son aquellos que mantienen
información de clasificación o estadísticas sólo para un subconjunto de los flujos
que atraviesan el enrutador. Dicho subconjunto se determina, por ejemplo, te-
niendo en cuenta la tasa de llegada de paquetes de dicho flujo al enrutador.
Algoritmos sin estado (stateless algorithms): son aquellos que operan sin alma-
cenar ningún tipo de información asociada a flujos particulares. Pueden, sin em-
bargo, llevar estadísticas globales.
De acuerdo con estas categorías, los algoritmos seleccionados1 para estudio en este
trabajo se clasifican según se muestra en la figura 2.2.
1Esta selección se basó en la frecuencia de referencia a los algoritmos.
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Figura 2.2: Clasificación de los algoritmos de encolamiento de paquetes de acuerdo con la
cantidad de información de estado del tráfico que almacenan.
Con el fin de comprender el orígen de varios algoritmos de estudio como mejoras
de algoritmos preexistentes, la figura 2.3 presentam una clasificación genealógica:
Algoritmos de encolamiento
de paquetes en routers
Familia FQRED CSFQFIFO
RED−PD FQ SFQ
FQ−DRR
FRED
Figura 2.3: Genealogía de los algoritmos de encolamiento de paquetes en enrutadores.
Las siguientes subsecciones describen los algoritmos a estudiar, así como los resul-
tados experimentales obtenidos de las simulaciones empleando cada uno de ellos.
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2.3.2. First In First Out
Descripción
First In First Out o FIFO es el QA clásico empleado en los enrutadores, debido a
su simplicidad de implementación. En este algoritmo, el enrutador cuenta con una sola
cola en la que almacena los paquetes que debe retransmitir en el mismo orden en el que
son recibidos. Si recibe paquetes más lentamente de lo que le toma retransmitirlos, la
cola se mantiene desocupada. Si los recibe más rápido, los encola en el orden de llegada
mientras transmite los que se encuentran antes en la cola. Si la cola se llena y recibe
paquetes adicionales, los descarta hasta que sirva el primer paquete de la cola y cuente,
por tanto, con espacio para almacenar un nuevo paquete entrante.
FIFO no cuenta con ningún mecanismo orientado a asignar de manera justa la
capacidad del canal en el enlace de salida. De esta forma, los flujos que envían paquetes
a una mayor velocidad ocupan una porción mayor de la cola del enrutador, y por
consiguiente, obtienen una fracción mayor de la capacidad del enlace, dado que sus
paquetes son los que el enrutador retransmitirá con mayor frecuencia.
Resultados experimentales
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Figura 2.4: Consumo de canal como función del tiempo para dos flujos UDP CBR empleando
FIFO.
Experimento 1 La figura 2.4 muestra el consumo de capacidad del canal en L2 como
función del tiempo para cada uno de los flujos, así como el uso total del mismo. Como
se observa en la figura, FIFO garantiza que, si hay suficiente demanda del canal, se
emplea la totalidad del mismo; la curva etiquetada como Total corresponde a la suma
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de los anchos de banda empleados por cada conexión, y es claro que tan pronto la
demanda total se hace r = rφ0 + rφ1 = 1300 Kb/s, el consumo de canal alcanza el valor
total de la capacidad de L2, que es rL2 = 1 Mb/s. Los 0.3 Mb/s restantes corresponden
a tráfico que el enrutador no puede colocar en la cola y, por tanto, es descartado.
Por otro lado, es claro que la asignación de canal a cada flujo no es justa; si lo
fuera, en el intervalo ∆t2 la asignación de cada flujo sería cercana a su derecho de
uso máximo. En su lugar, la asignación media obtenida por φ0 es aφ0 = 590.31 Kb/s,
mientras que la obtenida por φ1 es aφ1 = 409.73 Kb/s.
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Figura 2.5: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando FIFO.
Experimento 2 Según se muestra en la figura 2.5, en este caso, como en el anterior,
el flujo UDP emplea una fracción del canal superior a su derecho de uso máximo.
Las asignaciones medias en el intervalo de interés son , aφ0 = 752.5 Kb/s y aφ1 =
247.41 Kb/s.
La causa de que el flujo UDP obtenga un servicio muy superior al que obtiene el
flujo TCP radica en el mecanismo de control de congestión de TCP[28]. Dado que L2
es un cuello de botella en la red, los paquetes provenientes de SRC0 y SRC1 son
puestos en la cola del enrutador R0. Eventualmente, la cola se llena, y ambos flujos
empiezan a experimentar descarte de paquetes. Dado que φ0 no cuenta con mecanismos
de notificación de paquetes perdidos ni control de flujo, no altera su frecuencia de
transmisión. Sin embargo, TCP en el flujo φ1 detecta las pérdidas al no recibir los
paquetes con el bit de ACK correspondiente. Como consecuencia de ello, el emisor
SRC1 disminuye la ventana de transmisión, con el fin de aliviar la congestión en la red.
Esto se traduce en espacio libre en la cola de R0 que φ0 ocupa con sus paquetes. Dado
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que el comportamiento en este experimento difiere considerablemente del exhibido en el
experimento 1, FIFO no es un algoritmo de encolamiento independiente del protocolo
de transporte.
2.3.3. Fair Queueing
Descripción
Aunque originalmente propuesto por Nagle[15] en 1987, Demers et al [14] publicaron
en 1989 el diseño más popular del primer algoritmo de Fair Queueing (FQ). FQ es un
algoritmo de encolamiento de paquetes que opera generando una cola para cada flujo
que atraviesa el enrutador; es decir, siempre que un paquete llega a éste, se determina
a qué flujo pertenece, y con ello es clasificado como perteneciente a determinado flujo y
colocado en la parte posterior de la cola correspondiente. Cada cola es luego atendida
en una forma que se aproxima a un round robin bit a bit, asegurando, por tanto igual
distribución de canal entre los diferentes flujos. Round robin bit a bit significa que el
enrutador lee el primer bit del primer paquete de la primera cola y lo transmite; a
continuación lee el primer bit del primer paquete de la segunda cola y lo transmite, y
continúa sobre todas las colas generadas. Al llegar a la última, vuelve a la primera y
transmite el segundo bit, dando inicio a otra nueva ronda. De esta manera, todas las
colas transmiten la misma cantidad de información por unidad de tiempo.
En realidad el enrutador no puede transmitir la información bit a bit, sino que lo
hace paquete por paquete. FQ realiza una serie de cálculos para aproximar en promedio
una transmisión round robin bit a bit.
Aunque esta aproximación garantiza una distribución absolutamente justa, presenta
dos problemas:
1. Requiere almacenar información acerca de cada flujo para poder clasificar y ma-
pear cada paquete que llega a la cola correspondiente.
2. Requiere realizar cálculos sobre los tamaños de cada paquete atendido en cada
cola para aproximar el round robin bit a bit.
Estas necesidades causan que la implementación de FQ sea costosa, dado que se
requieren dispositivos que realicen clasificación de paquetes, mapeo a la cola y cálcu-
los del round robin; es decir, requiere enrutadores con una cantidad considerable de
memoria, manejo rápido de la misma y un procesador rápido para realizar los cálculos
requeridos sin introducir demasiada latencia. En las redes modernas, las escalas de
tiempo en las que dichas tareas deberían ejecutarse descartan la posibilidad de contar
con enrutadores que realicen las actividades requeridas a un costo razonable[16].
CAPÍTULO 2. REVISIÓN DE LOS ALGORITMOS EXISTENTES 15
Resultados experimentales
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Figura 2.6: Consumo de canal como función del tiempo para dos flujos UDP CBR empleando
FQ.
Experimento 1 La figura 2.6 muestra el consumo de canal de cada flujo sobre el
enlace L2 como función del tiempo, así como el uso total de canal. En el intervalo
∆t2, el flujo φ0 obtiene una asignación media de aφ0 = 501.4 Kb/s, mientras que φ1
obtiene de aφ1 = 498.64 Kb/s. El buen desempeño presentado por FQ es causado por
dos factores, a saber:
1. El mapeo de los paquetes de cada flujo a una cola independiente aisla efectiva-
mente el tráfico de un flujo de los demás. Esto significa que los flujos que cuentan
con una alta tasa de transmisión sólo se causan congestión, y por tanto pérdida
de paquetes, a sí mismos.
2. La aproximación del round robin bit a bit, que asegura que la cantidad de infor-
mación (en bits o bytes) por unidad de tiempo retransmitida por el enrutador es
aproximadamente la misma para cada cola, y por tanto, para cada flujo.
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Figura 2.7: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando FQ.
Experimento 2 En este caso, como en el experimento 1, FQ controla el consumo
de canal por parte de φ0, limitándolo a su fracción justa, y permitiendo que φ1 acce-
da al resto del canal. φ0 recibe, en el intervalo ∆t2, una asignación media de aφ0 =
502.88 Kb/s, mientras que φ1 recibe aφ1 = 497.01 Kb/s. Este comportamiento es con-
sistente con el observado en el experimento 1 por las mismas razones. Por tanto, FQ
es un algoritmo independiente del protocolo de transporte.
2.3.4. Stochastic Fair Queueing
Descripción
En 1990 McKenney[16] desarrolló una versión de FQ que pretendía disminuir sus
costos en términos de procesamiento en la etapa de clasificación de paquetes, cantidad
de memoria requerida, así como en el cálculo del round robin bit a bit, denominada
Stochastic Fair Queueing (SFQ). Para esto, McKenney decidió que en vez de mapear
cada flujo a una cola propia, resultaba más económico mapearlas a una de un con-
junto fijo de colas disponibles en el enrutador mediante una función de hash. Esta
aproximación requiere menos memoria y menos velocidad en el hardware encargado de
realizar la clasificación de paquetes. Sin embargo, el uso de funciones de hash implica
el riesgo de que se presenten colisiones, que se traducen en dos o más flujos mapeados
a la misma cola. Para solventar este inconveniente, McKenney diseñó un mecanismo
de perturbación periódica en la función de hash, que garantiza que, si en determinado
momento se presenta colisión de varios flujos en una misma cola, tras dicha perturbaci«
la colisión desaparece. Esta perturbación, introducida de manera probabilística (de ahí
el nombre Stochastic), está orientada a disminuir los riesgos de distribución injusta del
CAPÍTULO 2. REVISIÓN DE LOS ALGORITMOS EXISTENTES 17
canal originados por colisiones al garantizanr que ningún flujo se superpone con otro
de manera sistemática en la misma cola.
Adicionalmente, y con el fin de disminuir los costos de procesamiento en la aproxi-
mación del round robin bit a bit, McKenney propuso una política de servicio en la que
que cada cola es atendida en un round robin paquete a paquete, y no, como en FQ,
una aproximación de round robin bit a bit.
Resultados experimentales
 0
 200
 400
 600
 800
 1000
 1200
 0  10 20 30 40 50 60 70 80 90 100
r 
(K
b/s
)
t (s)
Phi0
Phi1
Total
Figura 2.8: Consumo de canal como función del tiempo para dos flujos UDP CBR empleando
SFQ.
Experimento 1 La figura 2.8 muestra el consumo de canal por parte de cada flujo,
así como la utliización completa del mismo, como función del tiempo. Como se observa
en la misma, la asignación obtenida por φ0 es cercana a la demanda (aφ0 = 786.73 Kb/s
versus dφ0 = 800 Kb/s y lejana del derecho de uso máximo duφ0 = 500 Kb/s. Esto se
ve reflejado en el bajo uso de canal por parte de φ1. La causa de este pobre desempeño
radica que φ0 cuenta con dos ventajas sobre φ0, a saber:
1. La mayor velocidad de transmisión.
2. El mayor tamaño de los paquetes. Dado que SFQ transmite en un round robin
paquete por paquete, los flujos que envían consistentemente paquetes de mayor
tamaño obtienen una participación mayor en el canal que los que envían paquetes
de tamaño inferior.
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Figura 2.9: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando SFQ.
Experimento 2 Este caso presenta un resultado inesperado. Como puede observarse
en la figura 2.9, SFQ no sólo protege el flujo φ1 sino que adicionalmente, limita el uso
del canal por parte de φ0. Los valores de las asignaciones medias en ∆t2 para cada
flujo son aφ0 = 127.09 Kb/s y aφ1 = 872.81 Kb/s. Por tanto, SFQ resulta injusto por
exceso, entendido como que limita el consumo por parte de flujos ambiciosos más de
lo requerido a una asignación considerablemente menor que la de su derecho de uso
máximo.
Este resultado difiere del obtenido en el experimento 1, por lo que SFQ no es
independiente del protocolo de transporte.
2.3.5. Packet by Packet Generalized Processor Sharing
Descripción
K. J. Parekh en su trabajo de doctorado [29] desarrolló un modelo conocido como
Packet by packet generalized processor sharing (PGPS), basado en un modelo fluido
para el tráfico, denominado Generalized Processor Sharing (GPS). En GPS, el tráfico es
divisible en cantidades arbitrariamente pequeñas. Este enfoque resulta ideal dado que
permite garantizar un valor fijo en la asignación del canal controlando la cantidad de
tráfico de cada flujo transmitido por el enrutador. Sin embargo, dado que en realidad el
tráfico no es un es transmitido en cantidades arbitrariamente pequeñas sino en paquetes
discretos, GPS es sólo una idealización. Parekh desarrolló entonces Packet by Packet
Generalized Processor Sharing o PGPS, que es equivalente a FQ[14], excepto porque
no se asigna la misma prioridad (i.e. la misma participación sobre el canal a todos los
CAPÍTULO 2. REVISIÓN DE LOS ALGORITMOS EXISTENTES 19
flujos), sino que se permite que algunos tengan más prioridad que otros (por esto, a
esta variedad de FQ se le denomina Weighted Fair Queuing, o WFQ).
El trabajo de Parekh despertó amplio interés para el desarrollo de redes que garan-
tizaran ciertos servicios (las denominadas redes de servicios integrados). Sin embargo,
presentaba los mismos problemas de (W)FQ; elevado costo computacional para su
implementación.
No presentamos resultados experimentales sobre PGPS, dado que es equivalente a
FQ.
2.3.6. Random Early Detection
Descripción
En 1993 S. Floyd y V. Jacobson propusieron un algoritmo para evitar la congestión
en redes denominado Random Early Detection (RED). Aunque no está explícitamente
diseñado para distribuir justamente el canal entre los diferentes flujos, sino a prevenir
la congestión en la red con la cooperación de mecanismos de control de flujos en el
protocolo de transporte, varios algoritmos desarrollados posteriormente se basan en
RED, por lo que es presentado a continuación.
El objetivo de RED es prevenir la congestión. La forma en que pretende realizarlo
es monitoreando el tamaño de la cola de paquetes a ser transmitidos y descartando
paquetes aleatoriamente (aún cuándo la cola no esté llena) cuando detecta el comienzo
de un período de congestión. El mecanismo de descarte aleatorio de paquetes se describe
a continuación.
Existen dos valores para el tamaño de la cola que deben ser tenidos en cuenta, a
saber: el valor de umbral sth y el valor máximo smax, donde sth < smax. Cada vez que
un paquete llega al enrutador, RED calcula el tamaño medio (en el tiempo) de la cola
savg y lo compara con sth. Si sth > savg, el paquete es aceptado y colocado en la cola de
salida (que es un FIFO tradicional). Si savg > smax, el paquete es descartado (al menos
en redes TCP). Si sth < savg < smax, el paquete es descartado con una probabilidad
p, donde p crece linealmente de 0% a 100% a medida que savg crece de sth a smax.
Dado que los flujos con mayor volumen de tráfico envían más paquetes al enrutador (y
por tanto en general tienen más paquetes en la cola que los flujos de menor volumen),
experimentan en promedio un mayor número de pérdidas de paquetes que los flujos de
menor participación en la distribución del canal. De esta manera, y en presencia de un
protocolo de transporte con control de flujo y congestión (como TCP), se espera que
disminuyan su tasa de transimisión, evitando que la cola se llene y se presente descarte
trasero de paquetes.
Dado que RED no es un QA para asignación justa de la capacidad del canal, no
presentamos resultados experimentales del mismo.
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2.3.7. Fair Queuing with Deficit round robin
Descripción
Shreedhar y Varghese[17], en un intento por disminuir la complejidad computa-
cional de FQ[14], desarrollaron una variante de este basada en SFQ[16], denominada
Fair Queuing with Deficit round robin (FQ-DRR). Este algorimo recibe y clasifica los
paquetes igual que SFQ (mapeo a una cola particular mediante una función de hashing
perturbada periódicamente para minimizar las colisiones de varios flujos en la misma
cola). La diferencia con SFQ radica en la forma en que cada cola recibe servicio. Como
se indico anteriormente, SFQ ejecuta un round robind paquete por paquete, decisión
de diseño que causa que los flujos con paquetes de mayor tamaño obtengan de manera
sistemática mayor participación en la distribución del canal que los flujos que envían
paquetes de menor tamaño.
Para corregir esta situación, Shreedhar y Varghese realizaron una aproximación al
problema en un punto medio entre FQ y SFQ: aproximaron el comportamiento de
round robin bit a bit de una manera más eficiente que FQ, y más precisa que SFQ. El
resultado es lo que denominaron Deficit round robin (DRR), descrito a continuación.
El enrutador realiza rondas atendiendo (i.e. retransmitiendo) paquetes de cada
cola. En cada ronda, cada cola recibe un crédito fijo en bytes, acumulable entre rondas.
A continuación, compara el valor del crédito total que tiene la cola con el tamaño del
primer paquete de la misma. Si el c¯edito es mayor o igual que el tamaño del paquete,
éste es retransmitido, el c¯edito disminuido en una cantidad igual al tamaño del mismo,
y se pasa a la siguiente cola. Si el crédito es menor, no hay transmisión del paquete, y
el enrutador pasa a la siguiente cola.
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Resultados experimentales
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Figura 2.10: Consumo de canal como función del tiempo para dos flujos UDP CBR emple-
ando FQ-DRR.
Experimento 1 Como se muestra en la figura 2.10, las asignaciones obtenidas por
cada flujo son cercanas a su derecho de uso máximo. En efecto, tenemos que aφ0 =
501.39 Kb/s y aφ1 = 498.67 Kb/s, permitiendo deducir que FQ-DRR asigna los recursos
de manera justa. Por tanto, el mecanismo de DRR aproxima de manera efectiva un
round robin bit a bit, como el que intenta aproximar también FQ. Esto, combinado
con el hecho de que sólo hay dos flujos en este experimento y que, por el mecanismo
de mapeo de flujos a colas, hay aislamiento del tráfico de cada flujo, ocasiona que se
obtenga un buen resultado en términos de asignación equitativa de la capacidad del
canal. Sin embargo, dado que el mapeo de flujos a colas es realizado igual que en SFQ,
FQ-DRR está expuesto a riesgos de colisión de varios flujos en una misma cola.
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Figura 2.11: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando FQ-DRR.
Experimento 2 Al igual que en el caso anterior, la figura 2.11 evidencia que la asig-
nación obtenida empleando FQ-DRR es cercana al derecho de uso máximo. En este
caso, los valores medios en el intervalor ∆t2 son aφ0 = 500.7 Kb/s y aφ1 = 499.21 Kb/s.
Este comportamiento es equivalente, por las mismas razones, al observado en el exper-
imento 1. Por tanto, FQ-DRR es independiente del protocolo de transporte empleado.
2.3.8. Flow Random Early Drop
Descripción
En 1997, Lin y Morris[18] realizaron estudios sobre el desempeño de RED y probaron
que estaba lejos de ser óptimo desde el punto de vista de justicia en la asigación
del canal. Propusieron entonces un nuevo QA denominado Flow Random Early Drop
(FRED). FRED es RED con las siguientes modificaciones:
FRED no descarta los paquetes al estilo de RED cuando llegan si el número de
paquetes en la cola de este flujo es menor que un parámetro dado cmin. Esto
previene que los flujos de bajo tráfico sufran ante la presencia de flujos de alto
tráfico en tiempos de congestión.
El parámetro cmin es recalculado como el número medio de paquetes por flujo en
la cola del enrutador; esto previene un descarte injusto sistemático de paquetes
cuando los flujos cuentan con más de cmin paquetes en la cola.
FRED impone una cota cmax al número de paquetes que cada flujo puede tener
en la cola. Si un flujo intenta encolar más de cmax paquetes, son descartados.
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Adicionalmente, al flujo se le sanciona descartando todos sus paquetes entrantes
hasta que el número de paquetes que tenga en la cola sea menor que el número
medio de paquetes por flujo en la cola. Esto previene que los flujos de alto volumen
y que no implementan control de flujo tomen control de toda la cola y nieguen el
servicio a los demás.
El valor de savg es calculado no sólo al ingreso de paquetes sino también cuan-
do son transmitidos, evitando valores artificialmente altos de este parámetro y
previniendo descartes de paquetes cuando no son necesarios.
Dado que FRED mantiene contadores para cada flujo activo (es decir, para cada flujo
que tiene paquetes en la cola), se le considera un algoritmo de estado parcial.
Resultados experimentales
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Figura 2.12: Consumo de canal como función del tiempo para dos flujos UDP CBR emple-
ando FRED.
Experimento 1 Como puede observarse en la figura 2.12, en el intervalo de tiempo
∆t2 la asignación recibida por los dos flujos está lejos de ser justa. En efecto, los valores
de las asignaciones de cada flujo son aφ0 = 778.09 Kb/s y aφ1 = 221.97 Kb/s.
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Figura 2.13: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando FRED.
Experimento 2 En este caso, FRED presenta una excesiva protección del flujo φ1,
es decir, del flujo TCP , que cuenta con mecanismos de detección de congestión y por
tanto se adapta a las condiciones de la red. Según se observa en la figura 2.13, el flujo φ0
en el intervalo ∆t2 recibe una asignación considerablemente más baja que su derecho de
uso máximo, y por tanto, mucho más baja que su demanda. El resultado de la medición
indica que las asignaciones son aφ0 = 174.83 Kb/s y aφ1 = 824.81 Kb/s. Esto se debe
principalmente al control ejercido por FRED en el número máximo de paquetes que
cada flujo puede mantener en la cola cmax, y en la sanción realizada a los flujos que
intentan exceder este límite. Es este sentido, FRED es un algoritmo útil si el objetivo
deseado no es lograr una asignación justa del canal sino limitar y castigar los flujos que
intentan usar más de su derecho de uso máximo.
Dado que este comportamiento difiere sustancialmente del presentado en el exper-
imento 1, FRED no es independiente del protocolo de transporte.
2.3.9. Core Stateless Fair Queuing
Descripción
Zhang et al.[20] desarrollaron un modelo orientado a simplificar los costos de man-
tener información del estado de cada flujo en todos los enrutadores de la red que
pretendieran brindar servicios garantizados a cierto tráfico. Para ello, diseñaron el al-
goritmo Core-Stateless Fair Queuing (CSFQ). CSFQ divide los enrutadores de la red
en dos categorías:
Enrutadores de núcleo o Core routers : son aquelloos que se encuentran dentro
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de la red, comunicados entre sí por enlaces de alta velocidad y que manejan
un volumen considerable de tráfico. Los enrutadores de núcleo no se encuentran
conectados a ningún enrutador externo a la organización.
Enrutadores de borde o Edge routers : son aquellos que se encuentran en los
límites de la red, y que establecen el enlace, por ejemplo, con la red de la empresa
ISP u otras redes de terceros. Estos enrutadores manejan un volumen menor de
conexiones, dado que sólo transmiten paquetes que van hacia adentro y afuera
de la red, y no se ocupan del tráfico interno. Así mismo, son enrutadores cuyos
enlaces hacia el exterior de la red son de menor velocidad que los enlaces internos.
CSFQ opera de la siguiente manera: cuando un paquete llega a uno de los enruta-
dores de borde, éste determina a qué flujo pertenece y calcula su tasa de transferencia
promedio (por tanto, los enrutadores de borde mantienen información del estado de
todos los flujos, en contraposición a los enrutadores de nucleo que como el nombre de
CSFQ lo indica, no mantienen información del estado en ellos). Los enrutadores de
borde marcan los paquetes que reciben con esta información. Por otro lado, todos los
enrutadores (de borde y núcleo) calculan la tasa promedio total a la que reciben y acep-
tan paquetes (donde aceptarlos significa que no son descartados probabilísticamente,
según explicaremos a continuación). Con esta información, así como con la capacidad
total del canal, los enrutadores estiman α, la porción justa del enlace que debe tener
cada flujo. Cada vez que un paquete es recibido por un enrutador (de borde o de nú-
cleo), es descartado con probabilidad proporcional al exceso de la tasa de llegada del
mismo (almacenada en la etiqueta colocada por los enrutadores de núcleo al paquete)
sobre α.
Dado que tras atravesar varios enrutadores es probable que los flujos hayan perdido
varios paquetes, la etiqueta de los paquetes no es una medida adecuada de la tasa de
recepción de estos paquetes; por tal motivo, los enrutadores de núcleo la reescriben
como el mínimo entre α y el valor actual de la etiqueta.
El costo de CSFQ es relativamente bajo, excepto en los enrutadores de borde, en los
que tiene lugar la clasificación y cálculo de tasas de llegada por flujo. En los enrutadores
de borde CSFQ se considera aproximadamente igual de costoso que FRED y en los de
núcleo, cercano a RED.
Dado que CSFQ requiere para poder ser implementado la modificación de la pila
de protocolos TCP/IP con el fin de introducir el marcado de paquetes con la tasa de
llegada actual, y por tanto su despliegue en una red requiere del cambio de todos los
enrutadores de la misma, no presentaremos resultados experimentales del mismo en
este documento. Así mismo, no lo consideraremos para comparación con los demás
algoritmos.
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2.3.10. CHOose and Keep for Responsive Flows, CHOose and
Kill for Unresponsive Flows
Descripción
En [22] se desarrolló un nuevo algoritmo denominado CHOose and Keep for re-
sponsive flows, CHOose and Kill for unresponsive flows (CHOKe), orientado a brindar
mayor justicia que RED sin requerir almacenar de información de estado por flujo en el
enrutador. El diseño de CHOKe se encuentra fuertemente basado en RED; se definen
dos tamaños de colas sth y smax. Al momento de llegada de cada paquete se calcula el
tamaño medio de la cola savg y se compara contra sth y smax. Si savg < sth, el paquete
es aceptado y se ubicado al final de la cola de salida, que es un FIFO tradicional. Si
savg > smax, el paquete es descartado. La diferencia con RED radica en el tratamiento
que se le da al paquete cuando sth < savg < smax. En este caso, se compara el paquete
entrante con un paquete aleatoriamente escogido de la cola ya existente; si correspon-
den al mismo flujo, ambos paquetes son descartados. De lo contrario, el paquete contra
el que se compara se deja intacto en la cola y el paquete que acaba de llegar pasa a un
proceso de descarte igual al de RED (i.e. es descartado con probabilidad p linealmente
creciente entre 0% y 100% a medida que savg crece entre sth y smax. Variaciones de
CHOKe incluyen la comparación del paquete entrante contra más de un paquete ya
existente en la cola (esto es especialmente útil en condiciones de tráfico con múltiples
flujos que carecen de mecanismos de autorregulación de la tasa de transmisión), y com-
paración siempre contra el primero en la cola de salida o el último en la cola de salida
(con el fin de disminuir el costo del algoritmo en el proceso de búsqueda y selección del
paquete de comparación).
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Resultados experimentales
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Figura 2.14: Consumo de canal como función del tiempo para dos flujos UDP CBR emple-
ando CHOKe.
Experimento 1 Como se muestra en la figura 2.14, CHOKe no logra ejercer un control
efectivo sobre las asignaciones logradas por cada flujo; en este caso, aφ0 = 623.77Kb/s
y aφ1 = 376.24Kb/s. Si bien el mecanismo de descarte doble de paquetes cuando el
paquete que llega pertenece al mismo flujo que un paquete seleccionado al azar de la
cola mejora un poco la situación (comparar con los resultados de FIFO), no basta para
limitar el consumo por parte del flujo φ0.
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Figura 2.15: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando CHOKe.
Experimento 2 En este caso, CHOKe presenta un comportamiento levemente supe-
rior al del experimento 1. Esto se evidencia en los valores de las asignaciones obtenidas
por cada flujo (aφ0 = 611.30Kb/s y aφ1 = 372.61Kb/s), dado que el flujo φ0 logra
una asignación menor que en el experimento anterior, y el φ1, una asignación mayor.
Dado que este comportamiento coincide en términos generales con el presentado en el
experimento 1, CHOKe es poco dependiente del protocolo de transporte.
Si bien el diseño de CHOKe es ingenioso por cuanto no requiere información de
estado completo, no tiene en cuenta los tamaños del paquete que llega ni del paquete
con que se realiza la comparación. Esto potencialmente ocasiona que flujos que cuenten
con muchos paquetes pequeños (y, por tanto, que pueden emplear una porción baja
del canal) sufran más pérdidas que flujos con menos paquetes grandes (que pueden
emplear una fracción mayor del canal).
2.3.11. Random Early Detection with Preferential Dropping
Descripción
Floyd et al. desarrollaron[19] un algoritmo basado en RED, denominado Random
Early Detection with Preferential Dropping (RED-PD), que aumenta la probabilidad
de descarte de los paquetes de flujos responsables de una amplia fracción del tráfico.
Para ello, un enrutador RED-PD mantiene un historial de los flujos que recientemente
han sufrido descarte de paquetes debido al tratamiento usual de RED. Al recibir un
nuevo paquete, RED-PD determina si éste pertenece a un flujo que se encuentra en
dicho historial (es decir, un flujo que ha experimentado un número inusualmente alto
de descartes durante las últimas t unidades de tiempo, donde t es un parámetro del
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enrutador). Si es así, entonces RED-PD calcula una probabilidad de descartarlo con
base en la tasa de descartes actual de RED y el número de descartes promedio por flujo
durante las últimas t unidades de tiempo. Si el flujo no es descartado, o si no se trataba
de un flujo monitoreado (un flujo en el historial), entonces el paquete es entregado a
RED. En ese sentido, el descarte preferencial (PD en el nombre RED-PD) actua como
prefiltro para RED convencional, cuyos parámetros se calculan con base en la historia
de descartes de RED.
Resultados experimentales
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Figura 2.16: Consumo de canal como función del tiempo para dos flujos UDP CBR emple-
ando RED-PD.
Experimento 1 Como se observa en la figura 2.16, RED-PD ejerce un control rel-
ativamente efectivo sobre las asignaciones logradas por cada flujo. En este caso, las
asignaciones toman los valores aφ0 = 524.45Kb/s y aφ1 = 475.60Kb/s, considerable-
mente cercanas al derecho de uso máximo de cada flujo, señalado en la sección 2.2. Este
comportamiento es comparativamente cercano al exhibido por FQ, dado que RED-PD
emplea el historial de descartes como indicador de alta tasa de transmisión a partir del
cual se causan descartes adicionales.
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Figura 2.17: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando RED-PD.
Experimento 2 En este experimento, y en contraposición al caso anterior, se encuen-
tra que el control ejercido por RED-PD sobre las asignaciones es deficiente, dado que
no regula el uso de canal por parte del flujo φ1. En este caso, las asignaciones medias en
el intervalo de interés son aφ0 = 780.5Kb/s y aφ1 = 192.41Kb/s. Este comportamiento
difiere del presentado en el experimento 1, por lo que RED-PD no es independiente
del protocolo de transporte. El bajo desempeño logrado en este caso obedece a los
mecanismos de control de flujo y congestión de TCP; dado que RED-PD causa pérdi-
das probabilísticas sin tomar medidas que protejan a aquellos flujos de bajo volumen,
TCP disminuye la tasa de transmisión, por lo que no logra acceder a su derecho de uso
máximo.
2.3.12. Random Early Detection with no Bias
Descripción
Por otro lado, Wang trabajó en el mejoramiento de un algoritmo denominado Ran-
dom Early Detection with No Bias (RED-NB), que supere a RED-PD[23]. Para ello,
parten de RED convencional, y le añaden tres fases adicionales, denominadas inspector
de flujos, prefiltro y afinador de descartes. El funcionamiento general de RED-NB se
describe a continuación.
El inspector de flujos es un conjunto de contadores de paquetes y bytes recibidos de
cada flujo. Cuando un paquete llega al enrutador, se identifica el flujo al que pertenece
y se incrementa el contador correspondiente a dicho flujo. El conjunto de contadores
permite identificar cuáles flujos hacen más uso del canal, es decir, cuentan con una tasa
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de transmisión mayor. Si el paquete pertenece a un flujo de alta tasa de transmisión,
pasa al prefiltro.
El objeto del prefiltro es descartar paquetes con una probabilidad dependiente del
número de bytes recibidos de dicho flujo en un intervalo de tiempo previo. La probabil-
idad de descarte se incrementa para aquellos flujos que en el intervalo previo remitieron
más paquetes que el promedio.
Los paquetes que no son evaluados por el prefiltro por pertenecer a flujos de baja
tasa de transmisión, así como aquellos que no son descartados por el prefiltro, pasan
por un proceso RED convencional. Aquellos que no son descartados por RED, son
procesados en la última etapa de RED-NB por el afinador de descartes. Este afinador
ajusta las probabilidades de descarte de RED y del prefiltro, incrementándolas para
aquellos flujos con tiempos de viaje ida y vuelta (RTT o round trip time) bajo. Esto
obedece a que los flujos TCP que tienen un RTT bajo transmiten paquetes con mayor
frecuencia que aquellos que tienen un RTT alto. Por tanto, RED-NB intenta proteger
de descartes a aquellos flujos TCP de RTT alto y, en consecuencia, tasa de transmisión
baja. Una vez calculados los RTT, seleccionados los flujos de RTT bajo y ajustadas las
probabilidades de descarte, los paquetes son retransmitidos.
Resultados experimentales
 0
 200
 400
 600
 800
 1000
 1200
 0  10 20 30 40 50 60 70 80 90 100
r 
(K
b/s
)
t (s)
Phi0
Phi1
Total
Figura 2.18: Consumo de canal como función del tiempo para dos flujos UDP CBR emple-
ando RED-NB.
Experimento 1 Como se observa en la figura 2.18, RED-NB logra limitar la asig-
nación obtenida por los flujos a valores cercanos a los derechos de uso máximo corre-
spondientes. Las asignaciones obtenidas en este caso son aφ0 = 554.35Kb/s y aφ1 =
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441.65Kb/s. Por tanto, para este experimento en particular, RED-NB logra una asig-
nación más justa que varios de los algoritmos arriba presentados, aunque no supera a
RED-PD.
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Figura 2.19: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando RED-NB.
Experimento 2 Como se mencionó anteriormente, RED-NB no supera el desempeño
de RED-PD en el experimento 1. Sin embargo, su fortaleza frente a RED-PD radica
en el comportamiento cuando flujos TCP y UDP compiten por el canal. En este caso,
las asignaciones toman los valores aφ0 = 419.33Kb/s y aφ1 = 457.81Kb/s, mucho más
cercanas a los derechos de uso máximo de los flujos que las logradas por RED-PD. Sin
embargo, se presenta un efecto no deseado; el consumo total de canal es de 877.14 Kb/s,
es decir, en el intervalo ∆t2, el 12.3% del canal es desperdiciado. Así mismo, y según se
evidencia en la figura 2.19, en el intervalo de interés, el uso de canal presenta cambios
considerables en el tiempo, a pesar de que las fuentes transmiten de manera homogénea.
Esto se debe a los continuos ajustes de las probabilidades de descarte en RED y en el
prefiltro.
2.3.13. Stateless Fair Queueing
Descripción
En 2007, Stanojevic et al [30] propusieron un nuevo algoritmo denominado Stateless
Fair Queueing o SLFQ. Su propuesta se basa en la definición de un índice denominado
MLC, y es una aproximación que no requiere información de estado. Sin embargo,
su formulación está basada en la hipótesis de que los flujos que circulan por la red
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emplean TCP en la capa de transporte. Por tanto, no realizamos experimentos sobre
este algoritmo.
2.3.14. Resumen de resultados
Como se indicó en la sección 2.1, para calcular el índice de justicia de Jain, la
medida de uso del recurso por parte del cliente i está dada por xi =
ai
dui
. A partir de
las mediciones de los ai para cada algoritmo estudiado, teniendo en cuenta que duφ0 =
duφ1 = 0.5 Mb/s, se empleó la ecuación 2.1 para calcular Ji para cada experimento de
cada algoritmo, donde el subíndice i indica el número de experimento. Los resultados
se resumen en la tabla 2.3.
Algoritmo J1 ( %) J2 ( %)
FIFO 96.84 79.67
FQ 100.00 100.00
SFQ 75.26 69.58
FQ-DRR 100.00 100.00
FRED 76.38 70.29
CHOKe 94.23 94.44
RED-PD 99.76 73.24
RED-NB 98.74 99.81
Tabla 2.3: Índice de justicia de Jain calculado para cada experimento y algoritmo de la
sección 2.3.
De la tabla es claro que los algoritmos que mejor desempeño presentan en términos
del índice de justicia de Jain son FQ, FQ-DRR y RED-NB. Sin embargo, como se
indicó previamente, RED-NB presenta un comportamiento no deseado pues no hace
uso pleno de la capacidad del canal en el experimento 2.
Por otro lado, FQ-DRR hace uso de una función de hash para mapear cada paquete
entrante a la cola correspondiente. Esto lo hace susceptible a colisiones cuando el
número de flujos que circulan por la red es relativamente alto.
Experimento 3
Para ilustrar esta debilidad de FQ-DRR, diseñamos un experimento adicional, que
denominaremos experimento 3, y que pretende estudiar el comportamiento de los QA
en presencia de un número considerable de flujos con tasas de transmisión y tamaños
de paquetes diferentes. La topología de red es similar a la mostrada en la figura 2.1, sin
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embargo, en este caso no hay sólo dos nodos transmitiendo y dos nodos recibiendo; en
su lugar, el número de transmisores y de receptores es N = 64. Sea i = 1, 2, 3, ..., 128
un índice del número de nodo. Haciendo uso de la misma notación, el flujo φi va del
nodo SRCi al nodo DSTi, y en todos los casos se trata de una transmisión sobre UDP
con tasa constante (CBR). Los parámetros del flujo i se muestran en la tabla 2.4:
Flujo Origen Destino r (Mb/s) s (B)
φi SRCi DSTi 0.5 +
L2
2N
i 210 + 1308
N
i
Tabla 2.4: Parámetros de flujos para el experimento 3. r representa la tasa de transmisión
de los flujos, y s el tamaño de paquete.
Cada flujo inicia transmisión en ti =
10
N
i y se detiene tras 40 s. Dado que todos los
flujos intentan hacer uso de más de la mitad de la capacidad del canal. el derecho de uso
máximo para todos los flujos es el mismo, y está dado por dui =
1
N
Mb/s ≈ 7.81 Kb/s.
Teniendo en cuenta estos valores, y tras medir las asignaciones ai, calculamos el índice
de justicia de Jain, obteniendo J = 71.75 %. En contraposición, si empleamos FQ, el
valor del índice es J = 96.12 %. Por tanto, FQ-DRR no presenta un comportamiento de
justicia deseable en presencia de múltiples flujos CBR bajo UDP con diferentes tasas
de transimisión y tamaños de paquete.
Dado lo antes expuesto, encontramos que el algoritmo de mejor desempeño es FQ.
En esta tesis lo tomamos como referencia.
CAPÍTULO 3
DISEÑO DEL NUEVO ALGORITMO DE
ENCOLAMIENTO - QUEUE OCCUPANCY
BASED QUEUEING
El diseño del nuevo algoritmo se basó en las siguientes consideraciones:
1. El algoritmo que mejor desempeño presenta es FQ. FQ es un algoritmo de estado
total, es decir, mantiene información de estado sobre todos los flujos que circulan
por la red. Basados en esta experiencia, es de esperar que un algoritmo que logre
una asignación justa sea de estado completo, o cuando menos, parcial.
2. Los algoritmos que emplean múltiples colas de salida (FQ, SFQ, FQ-DRR) re-
quieren un número arbitrario de colas (FQ requiere una para cada flujo), o realizan
mapeos a un número fijo de colas propensos a colisiones (casos SFQ y FQ-DRR)
que causan una asignación injusta de acuerdo con el índice de Jain. Por tanto, es
deseable diseñar un algoritmo que cuente con una única cola de salida.
3. Si bien el nivel de justicia de los algoritmos se determina a partir de tasas de
información transmitida por unidad de tiempo (la demanda di, la asignación real
ai y el derecho de uso máximo dui se miden todos en unidades de b/s o múltiplos
de la misma), y por tanto, se estaría tentado a intentar regular directamente el
consumo de canal, es necesario entender que éste no es un recurso del enrutador;
el enrutador retransmite paquetes a través del canal, pero no conoce su capacidad,
y aún cuando ésta le fuera informada mediante algún parámetro de configuración,
fallas en el medio físico, interferencia, etc. podrían afectar la capacidad efectiva
de transmisión. Por tanto, el recurso a gestionar no es el uso del canal en b/s.
En su lugar, el recurso a gestionar es el uso de la cola, en b. Desde este punto
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de vista, el algoritmo a diseñar no debe requerir calcular tasas de transmisión
dividiendo tamaños de paquetes en tiempo transcurrido; en su lugar, debe bastar
llevar conteos de tamaños de paquetes.
4. El algoritmo a diseñar debe hacer uso máximo de la capacidad del enlace disponible.
Es decir, no debe presentar un comportamiento como el exhibido por RED-NB
en el experimento 2.
5. El algoritmo no debe requerir la modificación de la pila de protocolos, ni hacer
uso de partes especiales de los encabezados de los protocolos que se usen. Así
mismo, el algoritmo debe operar en un único enrutador, sin depender de otros
enrutadores externos. En este sentido, no debe emplear aproximaciones como la
de CSFQ, en las que enrutadores de borde marcan los paquetes con información
adicional de estado alterando los protocolos, y esta información de estado es luego
empleada por los enrutadores de núcleo.
6. El algoritmo no debe suponer la existencia de mecanismos de control de flujo y la
congestión en el protocolo de transporte; por el contrario, debe ser independiente
de éste.
Con estas consideraciones en mente, diseñamos un nuevo algoritmo de encolamiento
de paquetes en el enrutador orientado a lograr una asignación justa de la capacidad
del enlace según el índice de Jain, denominado Queue Occupancy Based Queueing
(Encolamiento basado en la ocupación de la cola) o QOBQ. Como su nombre lo indica,
y teniendo en cuenta la consideración 3, QOBQ encola o descarta paquetes basado en
los niveles de ocupación o uso actual de la cola.
Teniendo en cuenta lo anterior, así como la consideración 1, se decidió que el algo-
ritmo a construir debe contar con un conjunto de contadores sobre el uso actual de la
cola (en bytes) por parte de cada flujo activo (en el sentido presentado en la subsección
2.3.8).
Contrario a algoritmos como FQ o FQ-DRR que deben tomar decisiones tanto sobre
si encolar o no un paquete como sobre qué paquete transmitir en qué momento, (para
aproximar el round robin bit a bit o el deficit round robin), QOBQ se diseño de modo
que sólo afecte el encolamiento de los paquetes, no su transmisión. En ese sentido,
podemos entender QOBQ como FIFO con un prefiltro. Esta decisión de diseño se basó
en la consideración 2.
3.1. Descripción del algoritmo
Los algoritmos estudiados en el capítulo 2 gestionan el consumo de canal en dos
etapas del tráfico del paquete por los enrutadores: el ingreso, que tiene lugar cuando
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el paquete llega al nodo, y la salida, que tiene lugar cuando el paquete deja el mis-
mo. Algoritmos como RED o CHOKe sólo difieren de FIFO en el ingreso, pues son
ejecutados en la llegada, pero la salida se realiza en el orden en que se encuentran los
paquetes en la cola. Por otro lado, algoritmos como FQ, FQ-DRR o SFQ operan tanto
en el ingreso (clasificación de paquetes y mapeo a la cola correspondiente) como en el
egreso (determinación de qué cola será atendida a continuación). Desde este punto de
vista, cada algoritmo de encolamiento cuenta con dos etapas, una de ingreso y otra de
egreso, también denominada de programación o scheduling.
QOBQ fue diseñado de manera que realice el trabajo en el ingreso a la cola; su egreso
es igual al de FIFO, que consiste en tomar el primer paquete de la cola y entregarlo a
la red, más la actualización de la información de estado. Para operar, QOBQ mantiene
información de estado sobre: el uso total actual en bytes de la cola UT ; una estructura
O que mapea cada flujo al número de bytes de la cola empleados actualmente por el
mismo, y otra estructura Q que mapea cada flujo a una lista de apuntadores a los
paquetes de cada flujo que están en la cola de salida1; y la fracción justa FS (definida
más abajo) de uso actual de la cola. Adicionalmente, QOBQ cuenta con un parámetro
fijo, denominado el umbral de congestión o (cth), que es una fracción entre 0 y 1.
La figura 3.1 muestra el diagrama de flujo de la etapa de ingreso de QOBQ. La
etapa de egreso no es mostrada, dado que consiste simplemente en tomar el primer
paquete de la cola y retransmitirlo. A continuación describimos cada paso:
1La implementación más sencilla de estos dos mapeos es un arreglo, empleando las direcciones IP del
transmisor y receptor como índice
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Llegada
paquete
Calcular FS
Congestionado?
Descartar
Cabe en
cola?
Robo de 
buffer
Fin
SI
NONO
NO
SI
Ambicioso?
SI
Aceptar
Clasificar
Figura 3.1: Diagrama de flujo para la etapa de ingreso de QOBQ.
1. Calcular FS: en este paso, el enrutador calcula la fracción justa (Fair Share o
FS) máxima que puede tener cada flujo de uso de la cola, como el cociente la
capacidad total de la cola (en bytes) entre el número de flujos activos (es decir,
el número de flujos que en ese momento tienen paquetes en la cola).
2. Clasificar: en este paso, el enrutador determina a partir de las direcciones IP
origen y destino a qué flujo pertenece el paquete, y accede a las estructuras de
datos que almacenan la información de estado de dicho flujo.
3. Congestionado?: en este paso, el enrutador determina si hay congestión, entendida
como la situación en la que el uso actual de la cola en bytes UT dividido entre la
capacidad total de la misma es mayor que el umbral de congestión cth.
4. Ambicioso?: En esta etapa el enrutador determina si el flujo se encuentra emple-
ando una fracción del canal mayor que la fracción justa FS antes calculada.
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5. Cabe en cola?: en este paso el enrutador determina si el paquete recibido cabe
en la cola comparando su tamaño con la diferencia del tamaño de la cola y el uso
actual total de la misma UT .
6. Descartar: en este paso el enrutador decide descartar el paquete, eliminándolo
efectivamente de la red.
7. Robo de buffer: El robo de buffer es un mecanismo originalmente propuesto por
McKenney[16] que permite liberar memoria para almacenar un paquete entrante
mediante la eliminación de paquetes del flujo que más tamaño emplea de la cola.
Para QOBQ, el robo de buffer consiste en:
a) Identificar el flujo que más bytes de la cola usa, a través de la estructura O.
b) Eliminar los primeros paquetes del flujo así identificado hasta que se haya
liberado suficiente espacio para que el paquete que llega quepa en la co-
la. Para minimizar el costo de localizar estos paquetes se hace uso de la
estructura Q. La eliminación de los paquetes implica actualización de la in-
formación de estado del flujo en O (decremento de la cantidad de bytes de
la cola usados por el flujo en una cantidad igual a la del paquete eliminado
de la cola) y Q (borrado del apuntador al paquete de la cola de salida) así
como de la información global de uso de la cola UT (decremento del uso total
de la cola en la misma cantidad que O para el flujo en cuestión).
8. Aceptar: en este paso, el enrutador coloca el paquete que ingresa en la última
posición de la cola de salida y actualiza la información de estado.
3.2. Comparación de diseño de QOBQ con los algo-
ritmos estudiados
3.2.1. Comentarios generales
QOBQ es un algoritmo de encolamiento nuevo cuyo diseño se basa en fortalezas de
algoritmos preexistentes. Su enfoque es determinista, en contraposición a algoritmos
como RED y sus derivados, que efectuan descartes probabilísticos, y a SFQ y FQ-DRR
que ajustan el mapeo de flujos a colas también de manera probabilística.
Por otro lado, como en los algoritmos que cuentan con una sola cola de salida (todos
los estudiados a excepción de FQ, SFQ y FQ-DRR), la etapa de egreso de QOBQ es
fundamentalmente equivalente a un FIFO tradicional (salvo por la actualización de la
información de estado en el enrutador); los paquetes son retransmitidos en el orden en
que fueron aceptados en la cola.
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Los algoritmos que más influencia tuvieron en el diseño de QOBQ son FRED y FQ,
presentados en el capítulo 2. A continuación señalamos los elementos comunes y las
diferencias.
3.2.2. Comparación con FRED
Al igual que FRED, QOBQ mantiene información de estado sobre los flujos activos.
En este sentido, tanto QOBQ como FRED son algoritmos de estado parcial. Adicional-
mente, tanto QOBQ como FRED controlan el uso de la cola por cada flujo forzándolo
a ser menor que cierto valor umbral. Difieren, sin embargo, en lo siguiente:
1. FRED limita el uso de la cola contando el número de paquetes del flujo. QOBQ,
por su parte, limita a partir del número de bytes. Esto previene dar tratamientos
similares a flujos con tamaños de paquetes muy diferentes.
2. El valor del umbral (cmax en FRED y FS en QOBQ) se calcula de manera
diferente en cada algoritmo; para FRED, el cmax se calcula según se indica en las
ecuaciones 3.1 a 3.3[18]:
minth = mı´n(tamaño de la cola/4, RTT ) (3.1)
maxth = 2×minth (3.2)
cmax =
{
2 , avg ≥ maxth
minth , avg < maxth
, (3.3)
donde RTT es el tiempo medio de ida y retorno (es decir, la suma de la latencia
de ida más la latencia de regreso), y avg es el tamaño medio de la cola en el
tiempo. En contraposición, el umbral FS en QOBQ es calculado simplemente
como
FS = Tamaño de la cola (en bytes)/Número de flujos activos . (3.4)
Por otro lado, tanto FRED como QOBQ requieren contar con información de estado
por cada flujo activo (flujo con paquetes en el enrutador). Por tanto, en términos de
cantidad de información de estado, QOBQ y FRED son similares.
3.2.3. Comparación con FQ
Como FQ, QOBQ mantiene una cola separada para cada flujo activo en el enruta-
dor. Sin embargo, a diferencia de FQ, el objeto de estas colas independientes no es aislar
lógicamente cada flujo de los demás ni realizar la retransmisión de paquetes de manera
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calculada para aproximar un round robin bit a bit. En su lugar, estas estructuras se
emplean para simplificar la realización de robo de buffer; una vez identificado el flujo
que más bytes de la cola se encuentra ocupando, basta acceder a su cola y eliminar el
primer paquete. Si no se contara con estas colas por flujo, sería necesario recorrer la cola
de salida hasta encontrar un paquete del flujo correspondiente para poderlo eliminar.
Por tanto, QOBQ es más económico en términos de tiempo de cómputo que FQ en la
etapa de egreso de paquetes, dado que no requiere calcular cuál debe ser el siguiente
paquete a transmitir para aproximar el round robin bit a bit. Esto puede evidenciarse
más claramente comparando los diagramas de flujo de FQ y QOBQ, como se muestra
en la figura 3.2.
Llegada
paquete
Clasificar
O( c(n) )
Cabe?
O(1)
Aceptar en cola
correspondiente
 O(1)
Fin Robo debuffer
O( d(n) )
Ingreso (FQ)
Canal
libre
Determinar cola
a atender
O( Log(n) )
Retransmitir
O(1)
Fin
Egreso (FQ)
Llegada
paquete
Clasificar
O( c(m) )
Cabe?
O(1)
Robo de 
buffer
O( d(m) )
Aceptar O(1)
Fin
Descartar O(1)
Canal
libre
Retransmitir
O(1)
Ingreso (QOBQ)
Egreso (QOBQ)
Fin
SI
NO
SI
SI
NO
NO
Ambicioso?
O(1)
Congestion?
O(1)
NO
SI
  
Figura 3.2: Diagrama de flujo para las etapas de ingreso y egreso de FQ (izquierda) y QOBQ
(derecha).
En cada paso de los diagramas de flujo se muestra la complejidad computacional del
mismo, donde n es el número de flujos que atraviesan; m es el número de flujos activos
(es decir, con paquetes en la cola del enrutador); c() es el orden de la complejidad de
realizar la clasificación y acceder a las estructuras de datos que tienen la información
de estado relevante; y d() es el orden de la complejidad de ejecutar el robo de buffer.
Dado que tanto FQ como QOBQ deben realizar la clasificación y el robo de buffer, y
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que los demás pasos de la etapa de ingreso son de complejidad constante, es claro que
en la etapa de ingreso, FQ y QOBQ tienen complejidades OFQ(ma´x(c(n)), O(d(n)))
y OFQ(ma´x(c(m)), O(d(m))). Así mismo, y teniendo en cuenta que m ≤ n, podemos
afirmar que la complejidad de FQ es mayor o, a lo sumo, igual a la de QOBQ en la
etapa de ingreso.
Por otro lado, en la etapa de egreso, la complejidad de FQ es O(log(n)), con n el
número de colas de salida (que para FQ es igual al número de flujos que atraviesan la
red), correspondiente al acceso y extracción del primer elemento de una estructura de
tipo montículo o heap[16, 31], empleada como implementación de una cola de prioridad
o priority queue. En contraste, en QOBQ, el egreso consiste simplemente en obtener
el primer elemento de la cola y retransmitirlo en la red, operación de complejidad
constate.
Teniendo en cuenta lo anterior, resulta claro que desde el punto de vista teórico,
QOBQ es similar a FRED en términos de cantidad de información de estado que
requiere, y superior a FQ en términos de complejidad computacional. En el siguiente
capítulo comparamos desde el punto de vista experimental el desempeño de QOBQ
frente a los demás algoritmos.
CAPÍTULO 4
COMPARACIÓN DE RESULTADOS
EXPERIMENTALES DEL NUEVO
ALGORITMO DE ENCOLAMIENTO CON
LOS EXISTENTES
Con el algoritmo definido según se indicó arriba, se realizaron los experimentos de-
scritos en la sección 2.2 empleando QOBQ en el enlace L2. A continuación presentamos
los resultados experimentales.
4.1. Experimento 1
La figura 4.1 presenta la asignación ai recibida por cada flujo como función del
tiempo en el experimento 1. En el intervalo de interés ∆t2, la medición de las asigna-
ciones determina un índice de Jain de J = 99.97 %, lo que es evidente en la figura 4.1
teniendo en cuenta que ambos flujos emplean una porción del canal aproximadamente
igual a su derecho de uso máximo.
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Figura 4.1: Consumo de canal como función del tiempo para dos flujos UDP CBR empleando
QOBQ.
Esto evidencia que el mecanismo de limitación del número de bytes de cada flujo
en la cola, unido con la dinámica de robo de buffer, efectivamente logra una asignación
justa de la capacidad del enlace y evita que flujos ambiciosos ocupen la mayoría de la
cola.
4.2. Experimento 2
Para el experimento 2, cuyo resultado se ilustra en la figura 4.2, la medición de las
asignaciones logradas por cada flujo nos permite calcular que para el caso de compe-
tencia de un flujo TCP y un flujo UDP, el índice de Jain toma un valor de 99.38 %. Por
tanto, el comportamiento de QOBQ no depende fuertemente del protocolo de trans-
porte empleado, lo que es consistente con la consideración de diseño 6.
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Figura 4.2: Consumo de canal como función del tiempo para un flujo UDP CBR y un flujo
TCP FTP empleando QOBQ.
La diferencia observada en las figuras para cada experimento se explica por los
mecanismos de control de flujo y congestión de TCP. En efecto, QOBQ protege al
flujo TCP hasta que este intenta acceder a una fracción de la cola que supera a FS,
momento en el que el enrutador decide empezar a descartar paquetes de dicho flujo.
Consecuentemente, el emisor SRC1 opta por transmitir a una tasa más baja. Esto
genera un menor consumo de la cola por parte de φ1, y el espacio cedido es tomado
por φ0.
4.3. Experimento 3
Con el fin de comparar QOBQ con FQ-DRR, ejecutamos el experimento 3 (ver la
sección 2.3.14) empleando QOBQ como algoritmo de encolamiento en L2. La medición
de las asignaciones obtenidas por cada flujo determina un valor para el índice de justicia
de Jain de J = 91.27 %, lo que muestra que el desempeño de QOBQ no se ve impactado
tan negativamente como el de DRR, dado que no emplea funciones de hash, y por
tanto, bajo un número elevado de flujos, no se presentan colisiones en el mecanismo de
clasificación.
4.4. Resumen comparativo
Comparando los valores del índice de Jain obtenidos por QOBQ en los experimentos
1, 2 y 3 señalados más arriba con los valores presentados en la tabla 2.3, resulta claro
que QOBQ presenta mejor desempeño en términos del índice de justicia de Jain que
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los demás algoritmos estudiados, exceptuando FQ y FQ-DRR. Así mismo, las figuras
permiten evidenciar que QOBQ logra en todo momento uso pleno de la capacidad del
enlace L2, satisficiendo la consideración de diseño 4.
CAPÍTULO 5
CONCLUSIONES Y PERSPECTIVAS
En esta tesis hemos diseñado un algoritmo de encolamiento de paquetes en en-
rutadores de redes TCP/IP para garantizar ciertos niveles de justicia en el uso de la
capacidad del canal. Específicamente, para ello hemos presentado y descrito los algo-
ritmos de encolamiento existentes más populares en la literatura del tema, incluyendo
su genealogía en términos de diseño. Así mismo, y bajo un conjunto sencillo de experi-
mentos simulados en NS2, hemos identificado condiciones de tráfico bajo las que todos
ellos presentan un desempeño inferior al deseado, excepto por FQ. Teniendo en cuenta
que FQ es costoso en términos de cantidad de información de estado que emplea así co-
mo en tiempo de cómputo, propusimos un nuevo algoritmo, que denominamos QOBQ,
parcialmente inspirado en FRED. Desde el punto de vista teórico, determinamos que
QOBQ es equivalente a FRED en términos de la cantidad de información de estado
que requiere para operar, y superior a FQ en términos de tiempo de cómputo. Final-
mente, desde el punto de vista experimental, estudiamos el desempeño de QOBQ en
los mismos experimentos empleados para estudiar los algoritmos existentes, que son
representativos de los casos estudiados habitualmente, encontrando que su desempeño
es cercano al de FQ, con un menor costo computacional. Como trabajo futuro, y te-
niendo en cuenta que este estudio se basó en simulaciones, proponemos realizar una
implementación de QOBQ en redes reales.
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