Abstract: Motivation: Immune cell dynamics is a critical factor of disease-associated pathology (immunopathology) that also impacts the levels of mRNAs in diseased tissue. Deconvolution algorithms attempt to infer cell quantities in a tissue/organ sample based on gene expression profiles and are often evaluated using artificial, non-complex samples. Their accuracy on estimating cell counts given temporal tissue gene expression data remains not well characterized and has never been characterized when using diseased lung. Further, how to remove the effects of cell migration on transcript counts to improve discovery of disease factors is an open question. Results: Four cell count inference (i.e., deconvolution) tools are evaluated using microarray data from influenza-infected lung sampled at several time points post-infection. The analysis finds that inferred cell quantities are accurate only for select cell types and there is a tendency for algorithms to have a good relative fit (R 2 ) but a poor absolute fit (normalized mean squared error; NMSE), which suggests systemic biases exist. Nonetheless, using cell fraction estimates to adjust gene expression data, we show that genes associated with influenza virus replication and increased infection pathology are more likely to be identified as significant than when applying traditional statistical tests.
Introduction
Accurately identifying and quantifying the immune cells is critical to understanding both how the body manages disease and how immune mismanagement may increase the overall disease pathology (e.g., immunopathology). The behavior of immune cells is a primary factor in the overall disease pathology [1] [2] [3] [4] [5] [6] [7] . The immune response is a complex process that coordinates the activation, migration and differentiation of a large variety of immune cells [8] [9] [10] [11] . A very common factor of disease pathology is overly aggressive or dysregulated immune responses in which diseased tissues are observed to have abnormally high numbers of inflammatory immune cells. A specific example is lethal influenza infections, which are often characterized by extremely high quantities of macrophages or neutrophils that infiltrate into lungs [12] [13] [14] [15] . It has also been shown in influenza infection studies that modulating inflammatory immune cell counts by interfering with immune cell trafficking or activation can significantly improve infection outcomes [16] [17] [18] . An accurate quantification of immune cells is essential to identifying the mechanisms of disease pathology and can provide insights in innovating treatments.
While cell count data is necessary to mathematically model disease development, such data is often limited and not nearly as accessible to the research community as genomics data. Fluorescence-activated cell sorting (FACS) is one of the most common methods to quantify cells in a sample. However, FACS requires significant amount of tissue for analysis, which complicates the design of experiment [19] . Moreover, FACS data repositories are not yet well established, although ongoing efforts such as ImmPort [20] are aiming to improve this. Gene expression data on the other hand is widely available in curated repositories, such as GEO [21] . To support identifying the mechanisms behind disease pathology and promote mathematically modeling the complex systems linking disease and immune responses, it would be a major benefit to be able to exploit gene expression data to identify and count the immune cells in a sample.
The computational challenge is to use the changes in the number of RNA transcripts within a tissue that is caused by the changing numbers of immune cells to infer, i.e., count, the number of immune cells themselves. Both the signaling pathways activated by a disease and the increased localization of immune cells result in changes in the number of RNA transcripts within a tissue (see Figure 1 ) [22, 23] . Most genomics research focuses on identifying differentially expressed genes by comparing gene expression from diseased tissue samples with the control. However, given how immune cell infiltration impacts RNA transcript counts, one should be able to infer the changes in numbers of immune cells by examining the expression data. It is also significant to consider that without adjusting for changes in cellular composition, the obtained differentially expressed genes may include false positives that are not related to regulation activities but due to changes in cell populations. Computational approaches based on gene expression data, i.e., deconvolution algorithms, have been developed to address these issues and can assist in the identification of gene regulations.
Deconvolution algorithms attempt to quantify cell counts in a mixed sample by using gene expression data [24, 25] . The expression profiles that can be analyzed by deconvolution algorithms include tissue samples collected from animals (e.g., mouse lung tissue samples infected by influenza viruses [23] ) and clinical samples from patients (e.g., blood samples from systemic Lupus erythematosus patients [26] ). Figure 1b provides a summary of the algorithms used in this study. Two general strategies have been proposed. One takes a bioinformatics approach and uses longitudinal clustering of time-series data to isolate sets of genes and then associates the gene sets with candidate cell types using statistical tests, such as cell type enrichment (CTen) [22, 23] . In this approach, the gene expression patterns are assumed to be correlated with dynamic changes of enriched cell types. This strategy has advantages: firstly, no prior knowledge of the cellular composition in the test sample is required; secondly, all time points are considered simultaneously, and the method can easily be extended over many experimental conditions. The other common strategy postulates that tissue can be modeled as a linear combination of gene expression profiles derived from pure cell populations. In general, these approaches assume
where A is a n × p matrix of expression intensities of p kinds of pure cells for n genes [24, 27] , b is a vector of gene intensities in the test sample, and x is a vector of proportions for cell types in the matrix A. Since n is usually larger than p, the linear problem is overdetermined and different regression strategies are applied in various algorithms. Cell fractions are solved through simulated annealing [24, 27] , bounded linear least-squares regression (LLSR) [26] , quadratic programming in digital sorting algorithm (DSA) [25] , elastic net regularization in digital cell quantification (DCQ) [28] , and a modified support vector regression (v-SVR) in a tool named the cell-type identification by estimating relative subsets of RNA transcripts (CIBERSORT) [29] . These algorithms require information of cell composition in the sample and reference gene expressions of pure cells. Both requirements can limit their application in inference. An unexamined question is how accurate these deconvolution algorithms are for predicting cell quantity changes in animal-derived tissue sampled over time (i.e., dynamic data) and how to utilize their predictions to improve the identification of gene regulation related to the disease. Most deconvolution algorithms are only tested by simulated expression data [30] , or data from artificial samples comprised of three or four distinct cell/tissue types [25, 26] . Seldom is algorithm performance examined by in vivo collected tissue samples, such as whole blood samples [26] . To better understand performance, we evaluate four representative deconvolution algorithms: CTen [22] , modified LLSR (referred to as MLLSR in the following) by Abbas et al. [26] , CIBERSORT [29] and DCQ [28] (Figure 1b) , by a common microarray dataset of influenza-infected lung tissue sampled at multiple time points [23] .
Estimates from each deconvolution algorithm are compared with cell count data measured by FACS under the same experimental conditions. We then propose a new approach to identifying significant genes associated with disease by application of predictions from deconvolution. We find that the ranking is significantly increased for important genes known to be factors of virus replication and disease pathogenesis, after adjusting the bias of differential expression analysis due to immune cell infiltration. Lastly, we conclude with a discussion on how cell count inference algorithms can be incorporated into analytical pipelines to improve disease factor discovery.
Materials and Methods

Ethics Statement
All mouse experiments were performed following the University of Tokyo's Regulations for Animal Care and Use, which are approved by the Animal Experiment Committee of the Institute of Medical Science, University of Tokyo (approval number: PA10-13). All experiments involving H5N1 virus were performed in biosafety level 3 containment laboratories at the University of Tokyo, with the approval by the Ministry of Agriculture, Forestry, and Fisheries, Japan.
Microarray Analysis of Mouse Lung Tissue
Complete and detailed methods for infection, tissue collection and tissue treatment to perform lung gene expression analysis for the mice used in this study are reported in Shoemaker et al. [23] . Briefly, 42 mice per cohort were inoculated with 10 5 plaque-forming unit per gram of lung (PFU) of the A/Kawasaki/UTK-4/09 H1N1 virus (H1N1), A/California/04/09 H1N1 virus (pH1N1), or the A/Vietnam/1203/04 H5N1 virus (H5N1). A cohort of animals mock-infected with PBS (phosphate-buffered saline) served as the control for a total of 168 mice. At 14 time points, three mice per cohort were humanely sacrificed, their lungs harvested, and the left-lower section used for gene expression analysis by single-color microarray (the remaining sections were used for cytokine assay and Western blot analysis). Data was background corrected and then quantile normalized using the "limma" R package [31] and are available in the gene expression omnibus (GEO) repository (GSE63786).
Flow Cytometry
Five mice per time point per cohort were infected with 10 5 PFU of virus. Five uninfected (naïve) mice served as the negative control. Lungs were collected from mice and incubated with Collagenase D (Roche Diagnostics; final concentration: 2 µg/mL) and DNase I (Worthington; final concentration: 40 U/mL) for 30 min at 37 • C. Single-cell suspensions were obtained from lungs by grinding tissues through a nylon filter (BD Biosciences, San Jose, CA, USA). Red blood cells (RBCs) in a sample were analyzed using an RBC lysing buffer (Sigma-Aldrich, St. Louis, MO, USA). Samples were resuspended with PBS containing 2 mM EDTA and 0.5% bovine serum albumin (BSA), and the cell number was determined using a disposable cell counter (OneCell, Fine Plus International, Kyoto, Japan). To block nonspecific binding of antibodies mediated by Fc receptor, cells were incubated with purified anti-mouse CD16/32 (Fc Block, BD Biosciences). Cells were stained with appropriate combinations of fluorescent antibodies to analyze the population of each immune cell subset (see Table S1 ). The following antibodies were used: anti-CD49b (DX5: BD Biosciences), anti-FcεRI (MAR-1: eBioscience), anti-c-kit (2B8: BD Biosciences), anti-CD45 (30-F11: eBioscience), anti-CD11b (M1/70: BD), anti-CCR3 (83101: R&D), anti-F4/80 (BM8; eBioscience), anti-CD11c (HL3: BD), anti-Gr-1 (RB6-8C5: BioLegend), anti-NK1.1 (PK136: BD Biosciences), anti-B220 (RA3-6B2: BD Biosciences), anti-CD3ε (145-2C11: BD Biosciences), anti-CD4 (RM4-5: BioLegend), anti-CD8α (53-6.7: BioLegend), and CD69 (H1.2F3: BD Biosciences). All samples were also incubated with 7-aminoactinomycin D (via-probe, BD Biosciences) for dead cell exclusion. The data of labeled cells were acquired on a FACSAria II (BD Biosciences) and analyzed with FlowJo software version 9.3.1 (Tree Star). To evaluate the statistical significance of cell counts across time, we computed false discovery rate (FDR) values by comparing cell counts at each time point and uninfected (naive) mice.
Prediction of Cell Fractions by MLLSR, CIBERSORT and DCQ
Microarray data of 17 cell types were gathered to construct a library of gene expression profiles from populations of a single cell type for deconvolution by MLLSR and CIBERSORT. These cell types included: B cell, Kdo (12 h) stimulated B cell [32] , naïve CD4+ T cell, natural CD4+ regulatory T cell [33] , resting naïve CD8+ T cell, resting memory CD8+ T cell, stimulated naïve CD8+ T cell, stimulated memory CD8+ T cell [34] , immature dendritic cell (imDC), mature DC (maDC), a unique subset of regulatory DC (sDC), IL-10 treated sDC [35] , lung [23] , macrophage [36, 37] , LPS (6 h) stimulated macrophage [37] , monocyte [38] , and NK cell [39] . Data was background corrected (monocyte data not corrected due to unavailability) and then quantile normalized. Lowly-expressed genes were excluded (intensity > 256 or log-scaled intensity > 8) based on the assumption that large intensity values benefit identification of various cell types and deconvolution of gene expression reference. Gene markers of a certain cell type in the library were selected by sorting the ratio of the intensity of a gene for the cell type divided by the average of the same gene for all other cell types. Top 100 genes with the highest ratios of each cell type and their expression intensities were collected as information of pure cells that serve as matrix A in regression. The intensities of these gene markers in an infected lung tissue sample served as the input as b to MLLSR and CIBERSORT. MLLSR was rebuilt in R according to the literature. Equation (1) is solved by the R function 'lsfit' and the minimum negative coefficient is removed until there is no negative value [26] . Analysis by CIBERSORT was implemented online with settings as default. It uses ν-SVR, which minimizes both a loss function and a penalty function. CIBERSORT contains a feature selection step, in which less-variated genes are discarded to reduce overfitting. In the last step, negative coefficients were set as zeros and all coefficients are scaled to sum of one [29] . DCQ does not require or accept user-defined information of pure cells, and it depends on an immune cell compendium that consists of a collection of 61 cell surface markers for 223 diverse cell types (213 of them are immune cells) and expression profiles of these cell subsets obtained from ImmGen Project [40] . Intensities of all genes available in lung tissue microarray data were uploaded to DCQ. As suggested [28] , preprocessing of the data was performed by log-scaling and subtracting the control sample, and every entry was divided by the global standard deviation. The parameters, number of repeats and lambda.min, were left as default.
Gene Co-Expression Analysis by Wgcna and Cell Enrichment Analysis by Cten
Microarray datasets of mouse lung tissues at 14 timepoints (0, 3, 6, 9, 12, 18, 24, 30, 36, 48, 60, 72, 120 , and 168 h) after infection by H1N1, pH1N1, and H5N1 were obtained from literature [23] (methods summarized above). For each strain, a gene was differentially expressed if it was significant for at least one time-matched comparison with mock samples (fold change > 2; FDR < 0.01). Log fold change values of these differentially expressed genes were utilized for the construction of the co-expression network by the WGCNA package [41] in R. Block-wise network construction was implemented for pH1N1 and H5N1 due to the large size of their datasets. A soft-thresholding power of 8, 9, and 8 was set respectively for H1N1, pH1N1, and H5N1, based on scale-free topology fitting ( Figure S1 ). Modules were not merged (height cut = 0) for all strains, because merging modules can generate lower correlations among genes within a module [23] . Module eigengenes and module membership of genes were calculated as well. For each module, genes positively or negatively correlated to the eigengene were separated into two submodules, according to signs of their memberships. Negative submodules are denoted by an extra minus sign.
Submodules of genes obtained from WGCNA were uploaded to CTen for detection of cell enrichments [22] . Genes from each module were compared with CTen's gene marker database. Enrichment scores were computed as −log 10 (p-value) using p-value from Fisher's exact test. When more than one submodule was annotated by the same cell subset, the submodule with the highest enrichment score was chosen to represent this cell type.
Comparison between Estimated Cell Quantities and Flow Cytometry Data
To explore the accuracy of each algorithm, we calculated R 2 and normalized mean squared error (NMSE) by comparing normalized predictions with processed cell counts from flow cytometry. NMSE is defined as the following equation:
where x is a vector of normalized predictions, and y is a vector of processed cell counts. Although animals used for flow cytometry are not the same as those for microarray analysis, mean values of both predicted and measured cell quantities are used to account for errors due to diversity of animal samples for all comparisons. For MLLSR and CIBERSORT, log fold change of estimated cell fractions at each time point versus hour 0 was calculated and compared with log fold change of cell counts to compute R 2 and NMSE scores. The total number of all cells in the lung tissue is not available because large cells (e.g., epithelial cells) were filtered before cell sorting. We assumed the total number of cells did not significantly change in the seven days following infection (proof shown in Figure S2 ). Therefore, the log fold change of estimated cell fractions (a test sample vs mock sample) should approximately equal to the log fold change of cell counts. Because the physical meaning of the output from DCQ is unclear, we compared it with three kinds of measurement: (i) log fold change of cell counts, (ii) change of cell counts, and (iii) change of normalized cell counts (the cell number of a cell type divided by the number of total live cells). The predicted relative cell quantities from DCQ for more than 200 cell subsets were summed up according to the annotations of its immune cell compendium. For CTen, the expression pattern of a gene marker is assumed correlated to the dynamic change of the referring cell type, and eigengene profiles were normalized then compared to cell count data. The eigengene profiles of the chosen modules were scaled as 0-1, and the profiles from negative submodules were multiplied by −1 before scaling. The R 2 and NMSE scores were computed in comparison between the normalized eigengene profiles and log fold change of cell counts.
Computation of Adjusted Gene Expression and Identification of Significant Genes
Based on the linear relation i.e., Equation (1) applied in deconvolution algorithms, CIBERSORT-adjusted gene expression g was defined as the following:
where A is a n × p matrix of expression intensities of p kinds of pure cells for n genes, b is a vector of expression intensities in a given sample, andx is a vector of estimated cell fractions for this sample using CIBERSORT. Similarly, cell count-adjusted gene expressionx was defined as
where b and A are the same with the above whilex is equal to immune cell counts measured by FACS divided by the average total number of cells per mouse lung [42] . For each gene from influenza-infected microarray data, the adjusted gene expression g and e was quantile normalized and compared with that of mock data per time point per sample cohort by the R package limma [31] , and the FDR was computed. Standard differential expression (DE) analysis was performed by comparing gene expressions of infected samples to mock samples per time point per cohort and FDR values were computed. For both methods (adjusted expression and standard DE), the minimum FDR values among all time points was utilized to characterize the significance of the associated gene. Genes with FDR values less than 1 × 10 −4 for at least two time points were analyzed by DAVID [43, 44] for functional annotations.
Results
Dynamic Change of Immune Cell Quantities Induced by Influenza Infection
To characterize the accuracy of predictions from the set of deconvolution algorithms, the number of immune cells in mouse lung at five timepoints (day 0, day 1, day 2, day 3, and day 7) after influenza virus infection were measured by FACS. The cohorts of H5N1 and pH1N1-infected animals had higher immune cell counts ( Figure S3 ), which was consistent with studies of lungs infected with highly pathogenic viruses [12] [13] [14] . Figure 2 shows the number of select immune cells within the lung overtime ( Figure S3 shows the results for all other immune cell counts measured). Macrophages were significantly infiltrated into the mouse lung after day 2 for all sample cohorts (Figure 2) . B cell counts did not increase significantly from the counts observed in mock animals until day 7 for the sample cohorts of H1N1 and pH1N1, while for H5N1 the quantity of B cells shows a significant decrease at both day 2 and day 7. For T cells, the H1N1 cohort exhibited an increase in cell number on day 7, whereas a large increase occurred much earlier (since day 2) for pH1N1. However, for H5N1 the variation of T cell counts was insignificant. We observe that CD4+ T cells show similar trends across time: the cell counts did not significantly increase until day 7 for the H1N1 and pH1N1 cohorts, while the cell counts for H5N1 are relatively stable ( Figure S3 ). Dendritic cells (DCs) for the cohort of H1N1 are up-regulated at day 7, and for pH1N1 as well as H5N1 the cell counts greatly increased since day 2 ( Figure S3 ). NK cell quantities kept increasing starting from day 3 for H1N1, and day 2 for pH1N1 and H5N1. These dynamic profiles of cell counts obtained from FACS were used to evaluate cell count predictions from the four algorithms. 
Cibersort More Accurately Predicts Quantity Changes of T Cells and Macrophages than MLLSR
As explained above, MLLSR and CIBERSORT utilize expression intensities of pure cells and cell mixture samples to calculate cell fractions by linear regression. To improve computational efficiency, they both recommend using expression intensities of user-selected cell marker genes instead of the whole genome. The major difference between the two algorithms is the regression tool they use (see Materials and Methods). Here we evaluate the accuracy of MLLSR and CIBERSORT in predicting the mean cell counts observed in H1N1, pH1N1 or H5N1-infected lung. Two performance measurements for accuracy were provided: the R 2 values and NMSE. As paired data from the same animal is not available (see Discussion on data limitations), we evaluate each algorithm's ability to accurately predict the mean population observed (Materials and Methods).
MLLSR failed to capture average changes in immune cell populations while CIBERSORT demonstrates significantly better accuracy (Figure 3 ). Predicted fractions from MLLSR have comparatively low R 2 values and large NMSE scores for most cell types while CIBERSORT has improved R 2 and reduced NMSE. MLLSR's predictions overestimated the fractions of macrophages to be more than 100% at several time points (Figure 3a) . Estimations of macrophages from CIBERSORT had high R 2 values: 0.59, 0.95 and 0.95 for H1N1, pH1N1 and H5N1 respectively, with acceptable NMSE scores (0.59, 0.17, and 0.26), but similar to MLLSR, we observed that CIBERSORT had a tendency to predict higher macrophage counts than those measured (Figure 3b ). CIBERSORT's estimations on T cells, activated CD8+ T cells and DCs (Figures 3b and S4 , and Table S2 ) fit well with cell count data for select sample cohorts. For example, R 2 values of T cells was 0.86 and 0.97 for H1N1 and pH1N1 respectively while that of H5N1 was 0.25 ( Figure 3b ). When predicting less abundant cell types, MLLSR is unable to estimate CD4+ T cells and CIBERSORT fails to estimate CD8+ T cells (Table  S2 and Figure S5 ). The R 2 values across all cell types and all cohorts for MLLSR was 0.13 and 0.34 for CIBERSORT ( Figure S6 ). Next, we analyzed the time course trajectories of predicted cell fractions. Although corresponding cell count data was lacking for the majority of time points which have gene expression data, the smoothness of the time-course cell quantity curve and the timescales associated with changes in cell fractions can provide another measurement of inference quality. Figure 4 displays estimated variation of cell populations across time. We observed that different from cell counts measured by FACS, predictions from MLLSR and CIBERSORT for B cells variate dramatically between 0 and 0.03 for at least one sample cohort (Figures 4a,b and 2 ). Both algorithms failed to capture the decrease of B cells for H5N1, and predictions from MLLSR are mostly unchanged throughout the seven-day time frame. The increase of estimated macrophage fractions predicted using MLLSR and CIBERSORT is minimized for the H1N1 cohort than that of pH1N1 and H5N1, which is consistent with cell count data (Figures 4a,b and 2) . However, the estimations for pH1N1 by MLLSR reached a peak at day 2 and then decreased, and the estimated cell fractions of macrophage for H5N1 showed a quick increase and stayed at a high level beginning at day 1. All of these disagreed with cell count data ( Figure 2 ). CIBERSORT's performance in predicting macrophage cell counts is slightly improved relative to MLLSR as it better estimates the increase of macrophages for H5N1. For T cells, MLLSR and CIBERSORT accurately predict the increase of T cells for the H1N1 and pH1N1 cohorts, including that pH1N1 cohort has the highest increase among all cohorts, while they both fail to predict the steady behavior of H5N1 (Figures 4a,b and 2) . For other immune cell types, MLLSR estimates DCs to be almost unvaried and close to zero across the time points sampled for H1N1 ( Figure S7 ). It also estimated CD4+ T cells and NK cells to be zero for almost all time points of all cohorts ( Figure S7 ). Although this was corrected in predictions by CIBERSORT ( Figure S8 ), both MLLSR and CIBERSORT cannot capture the rapid increase of DCs for the pH1N1 cohort. In general, CIBERSORT was more sensitive to the dynamic changes of immune cell quantities using gene expression profiles than that of MLLSR, and predicted time-course cell fractions from CIBERSORT were smoother than those of MLLSR. 
DCQ Correctly Predicts Relative Cell Quantities of B Cells and Macrophages for the pH1N1 and H5N1 Cohorts
DCQ assumes that there is a linear relation between gene expressions and cell quantities in the same way as MLLSR and CIBERSORT, though it differs from them in three ways: (i) the input data were prepared by comparing a test sample to a reference sample, and the output was the relative change in cell quantities instead of the actual cell proportions in the sample; (ii) DCQ depends on its built-in immune cell compendium for regression and thus lacks flexibility; (iii) relative cell quantities were predicted using elastic net regulation (See Materials and Methods and Figure 1b) . Since DCQ predicts the relative change of cell quantity, we compare the estimated relative cell quantities with FACS-measured cell count data that are preprocessed in three different ways (Materials and Methods). We found that adjusting the cell counts by the total live number of cells provided the best fits when using DCQ ( Figure S6 ). The following results (including R 2 and NMSE values) were based on this comparison.
Capable of predicting a variety of immune cell populations, DCQ performs well on subsets of the sample cohorts. As shown in Figure 5 , its predictions of B cells show high R 2 values of 0.84 and 0.92 for the pH1N1 and H5N1 cohorts (NMSE = 0.19 and 0.12, respectively). However, the R 2 for H1N1 was 0.16 (NMSE = 1.34). For macrophages, the estimated relative cell quantities agree well with normalized cell counts (especially for pH1N1, R 2 = 0.98, NMSE = 0.11), while the estimations of H1N1 have lower accuracy (R 2 = 0.46, NMSE = 0.63). Analogous to MLLSR and CIBERSORT, DCQ also excessively estimates the quantities of macrophages for the H5N1 cohort ( Figure S9 ). Regarding less abundant cell types such as natural killer T cells (NKT cells), DCQ was unable to correctly quantify its change of cell quantities using lung tissue microarray data (Table S2 ). The overall R 2 value calculated by comparing DCQ's estimations to normalized cell count data was 0.32 for all sample cohorts. Then we assessed DCQ's estimations in the time course using the trend in cell quantity variation. DCQ successfully captures the observed decrease in B cells around day 2 in H5N1 but fails to detect the increase at day 7 for the H1N1 and pH1N1 cohorts (Figures 4c and 2 ). For macrophages, DCQ outperforms CIBERSORT and accurately predicts the continuous increase starting from day 2 for the pH1N1 and H5N1 samples (with the exception of day 7 of H5N1). The stable behavior observed in T cell quantities is correctly predicted for the H5N1 cohort, while the rising accumulation of T cells after day 2 in pH1N1 samples is not captured. Additionally, DCQ failed to predict the apparent increase of neutrophils beginning at day 2 for H5N1 and the behavior of DCs for any sample cohort ( Figures S3  and S10 ). In conclusion, DCQ is an effective tool for predicting select immune cell subsets and does not guarantee good performance for all samples.
CTen Shows High Accuracy When Predicting Dynamic Changes in Macrophages and Neutrophils for All Sample Cohorts
CTen, different from the aforementioned algorithms, did not predict cell quantities by linear regression. Instead, the approach suggests clustering the gene expression data and using overlap/enrichment to identify significant associations between clusters of genes and cell types. Here, we employed WGCNA to cluster genes with highly correlated expression [41] . The eigengene (first principle component) of each cluster was then used to quantify the mean change in the cell counts. The normalized eigengene profiles were not expected to have the same magnitude as cell count data, but NMSE scores are still provided as a reference with R 2 values.
CTen shows consistent performance among samples for most cell types tested. It performed well on all sample cohorts for macrophages and neutrophils. Normalized eigengene profiles of macrophages for each cohort show high R 2 values compared to measured cell counts ( Figure 5 and Table S2) (Table S2 and Figure S11 ). While the estimations for NK cells and DCs have relatively lower R 2 values, no cohort returns an extremely poor R 2 value. However, the normalized eigengene profiles of B cells did not fit well with cell count data ( Figure 5 and Table S2) , with an R 2 value of 0.03 for H1N1 (NMSE = 1.18), 0.52 for pH1N1 (NMSE = 0.68) and 0.40 for H5N1 (NMSE = 5.78). The R 2 value of CTen's predictions across all samples was around 0.37, which was the highest of all four algorithms.
The trend in cell quantity change predicted by CTen aligned with FACS data for select cell types. CTen successfully captured the increase of macrophages at days 2 and 7 for the H1N1 cohort, as well as the increase at days 2 and 3 followed by the decrease at day 7 for H5N1 ( Figure 4d ). Within the pH1N1 cohort, the macrophage quantities were predicted to reach a peak before day 3 followed by a slight decrease, a trend which disagrees with cell count data. For neutrophils, CTen correctly estimated the increase at days 2 and 3 followed by a slight decrease at day 7 for pH1N1, and the constant increase for H5N1 though the estimated decrease at day 7 was inaccurate ( Figure S12 and Table S3 ). For the H1N1 cohort, the increase of neutrophil quantities was overestimated compared to FACS data. Additionally, CTen vastly improved predictions of dynamic changes in NK cells and DCs. Predicted dynamic changes in CD4+ T cells were the same with those in CD8+ T cells as shown in Figure 4d . Based on measured cell counts, the quantities of both cell types did vary at a consistent pace (Figure 2 ), while the variation was not consistent with what CTen predicts. For example, CD4+ T cells and CD8+ T cells are relatively constant across time for the H5N1 cohort where CTen's predictions show more deviation.
Improved Disease-Associated Gene Identification by Adjusting for Cellular Composition
One of the most important applications of deconvolution was to remove gene transcript count changes due to cell count changes, which should improve identification of gene expression activity associated more specifically with the disease being studied. Transcriptional profiles of diseased tissue varied over time as a result of both the fluctuation of immune cell populations (such as infiltration of macrophages and neutrophils) and the changes of the gene regulatory networks (activation or repression of certain genes). Based on this assumption, we demonstrated that deconvolution can be combined with statistical analysis to improve identification of disease-associated genes (see Materials and Methods). Briefly, changes in transcript levels due to changes in the cellular composition of the tissue were subtracted from the gene expression data. The resulting gene expression, represented by g (adjusted by predictions from CIBERSORT) or e (adjusted by cell counts from FACS), was then analyzed with established microarray statistical tools (e.g., "limma" [31] ) to determine significant genes. The FDR values and associated ranks of genes generated using this adjusted gene expression were compared to those obtained through standard differential expression (DE) analysis of the unadjusted data.
Adjusted gene expression, based on either inference by CIBERSORT (i.e., g) or measured cell counts (i.e., e), largely improved FDR values and ranking for genes involved in influenza infection and the anti-viral immune response. Among the top 10 ranked genes obtained by sorting FDR values calculated from adjusted gene expression g, Psme1 was the most significant gene for all three sample cohorts (as shown in Figure 6 and Table S4 ). Srp14 is ranked 7th and 9th for the H1N1 and pH1N1 cohorts, respectively (ranked 16532th for H5N1). The human PSME1 protein interacts with influenza A virus protein neuraminidase (NA) according to the protein-protein interaction (PPI) database VirHostNet2 [45] . The human SRP14 protein interacts with influenza nucleoprotein (NP), polymerase acidic protein (PA), non-structural protein 1 (NS1), polymerase basic protein 2 (PB2), RNA-directed RNA polymerase catalytic subunit (PB1), hemagglutinin (HA), NA, and the matrix protein 1 (M1) [45] . Sqstm1, Mapkapk2, and Lamtor2 are also found in the 20 most significant genes for different cohorts ( Figure 6 and Table S4 ), all of which are well known for being associated with the NF-κB signaling [46] and MAPK/ERK pathways [47, 48] . However, in the standard DE analysis based on original gene expression, Psme1 is ranked 456th, 1353th and 1145th for H1N1, pH1N1 and H5N1, respectively. Srp14 is not included in the top 1000 genes with much higher FDR values. For Sqstm1, Mapkapk2, and Lamtor2, genes which are considered important in adjusted gene expression analysis, their rank is significantly lower than those from adjusted gene expression ( Figure 6 ). Instead, Cxcl9, the chemokine that attracts NK cells and T cells [49] , is ranked higher using unadjusted gene expression data (2nd for the pH1N1 cohort). For significant genes obtained from adjusted gene expression e, which is computed based on cell counts measured by FACS, Plac8 is ranked 1st, 97th and 22nd for the H1N1, pH1N1 and H5N1 cohorts, respectively, whose human protein interacts with PB1 [45] . Nudc is ranked 7th and 288th for the pH1N1 and H5N1 cohorts (12499th for the H1N1 cohort). The human NUDC protein interacts with M1, HA, and NA proteins [45] . Similar to the adjusted gene expression g, we find Sqstm1 and Mapk7 among the top 10 genes. Furthermore, Irg1 is ranked 4th and 34th for pH1N1 and H5N1 cohorts, respectively. This gene is considered significant through standard differential analysis while regarded as rather insignificant by gene expression adjusted by predictions from CIBERSORT with FDR values greater than 0.01 for all sample cohorts. This indicates that using adjusted gene expression values is better isolating gene expression associated directly with virus replication while using unadjusted expression is isolating immune response events induced by the infection while the ability of identifying disease-associated genes depends on the approach of adjustment. When considering functional enrichment analysis of DE gene sets, unadjusted expression identified several key virus-infection-associated processes while adjusted gene expression filters out part of the annotations associated with inflammatory response. For example, significant genes (FDR < 10 −4 for at least two timepoints, see Materials and Methods) obtained from adjusted gene expression g for the pH1N1 cohort are enriched in antigen processing and presentation, 4-iron-4-sulfur cluster binding and small GTP-binding protein domain (Table S5 ). The H1N1 and H5N1 cohorts are enriched in Ras-association, endoplasmic reticulum (ER), protein transport and proteasome. All three sample cohorts were enriched in cadherin binding involved in cell-cell adhesion, ribosomal protein (Table S5 ). In contrast, significant genes from standard DE analysis were associated with annotations related to response to virus and 2-5-oligoadenylate synthetase for all sample cohorts (Table  S6 ). Both the pH1N1 and H5N1 cohorts were highly enriched in chemotaxis, cytokine activity, cellular response to interferon-gamma and cell cycle (Table S6 ). For significant genes calculated from adjusted gene expression e, their enriched functional annotations were similar to those for standard DE. All sample cohorts were enriched in 2 -5 -oligoadenylate synthase, innate immune response, and both pH1N1 and H5N1 cohorts are enriched in cellular response to interferon-gamma (Table S7 ). The H1N1 cohort is also related to RNA binding and regulation of transcription, and the pH1N1 is associated with antigen processing and presentation as well as GTP binding.
Discussion
In this work, we applied four deconvolution algorithms to microarray data from mouse lung tissue infected by the influenza virus and tested their accuracy on predicting either absolute or relative changes in cell counts. Most algorithms predict well on several cell types for select sample cohorts except MLLSR, which is unsuccessful in the majority cohorts/cell types tested and has the lowest R 2 value. We utilized the estimated cell quantities to modify differential expression analysis and demonstrated that the adjusted gene expression largely improves the statistical significance of disease-associated genes and the efficiency of discovering key factors.
The first major caveat of the presented work is that the data is unpaired. Ideally, the gene expression and cell count data would come from the same animals. But in mice studies, tissue quantity is limited, and it is very common for pathology studies to have unpaired data (i.e., data from different animals) [23, [50] [51] [52] . We justify our approach here of evaluating the ability of the algorithms to predict the mean cell counts (or mean change in cell counts) as the animals used for lung gene expression and those for lung cell counts were infected with the same viruses, at the same initial loads, in the same laboratory and demonstrated the same symptoms and disease characteristics over time (e.g., weight loss, general lethargy and death due to infection were consistent [23] ). Furthermore, the mice having the same genetic background were housed in the same facilities and treated in the same manner during the experiments. Future work will focus on collecting paired gene expression and cell count data to provide a more thorough analysis of deconvolution algorithm's predictive performance. Yet, this work is still highly significant as whole genome gene expression analysis is a common and established tool to characterize disease-associated gene expression, and the findings summarized below strongly suggest that changes in tissue cellular composition must be addressed to improve prioritization of disease-associated gene candidates.
Based on the analysis of microarray data of influenza-infected mouse lungs, we find that the clustering-based algorithm, CTen, provides the most accurate cell count estimates. This improved predictive performance is likely due to the ability of CTen to infer across time points, whereas MLLSR, CIBERSORT and DCQ compute each time point independently. In addition, the regression-based tools analyzed here require much more reference data than CTen. These problems raise additional questions about the ability of select regression-based algorithms to infer accurately when applied to tissue samples, even though they demonstrated reasonable performance in the deconvolution of samples comprised of only 3 or 4 cell populations [26, 29] . Therefore, future research on cell count inference of time-course transcriptional profiles should consider either the more advanced clustering technologies (e.g., t-SNE [53] ), or the models in the regression algorithms should be modified to account for time-course dynamics.
The regression-based algorithms can be utilized to infer cell quantities when applied to data from single time points and if the suitable reference data is available. This study finds that CIBERSORT provides more accurate predictions than MLLSR or DCQ for expression profiles sampled at a single time point. We also find that the inference accuracy of the tested algorithms is independent of the scale of the cell count data for CIBERSORT, MLLSR and CTen, but DCQ shows a significant association with the scale of the data having an R 2 value of 0.26 (as shown in Figure S13 ), suggesting that the accuracy of DCQ is biased to larger cell populations.
Finally, we demonstrate that adjusting gene expression due to changing cell populations within the tissue improves the identification of disease-associated genes. However, the discovery of influenza virus-associated genes was improved at the cost of weakening the identification of biological functions. A possible explanation is that we utilized a strict cutoff of FDR values for all sample cohorts (FDR < 10 −4 for at least two timepoints) in order to limit the number of genes for functional annotation analysis (Tables S5 and S7 ). Another important reason may be that the adjustment due to changing cellular composition was moderately accurate since the estimated cell fractions have an overall R 2 value no larger than 0.4 when compared with measured cell counts. But despite the limitation, our study emphasizes that the adjustment of cell composition applied to transcriptomic data improves identification of meaningful genes which could be used as potential drug targets. Further improvement of deconvolution algorithms will greatly advance the systems biology and bioinformatics communities' ability to accurately model complex disease in tissue and improve the discovery of disease-associated genes.
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