A generic algorithmic framework is proposed for minimizing nonsmooth and potentially nonconvex objective functions. The framework is variable-metric in the sense that, in each iteration, a step is computed using a symmetric positive definite matrix whose value is updated in a similar manner as in the Broyden-Fletcher-Goldfarb-Shanno (BFGS) scheme popular for minimizing smooth objectives. Unlike previously proposed variable-metric algorithms for minimizing nonsmooth functions, the proposed framework exploits the self-correcting properties of BFGS-type updating. In so doing, the framework does not overly restrict the manner in which the step computation matrices are updated, yet the scheme is controlled well enough that global convergence guarantees can be established. The results of numerical experiments for various algorithms are presented to demonstrate the self-correcting behaviors that are guaranteed by the framework.
Organization
The paper is organized as follows. In §2, we formally state our problem of interest, describe the proposed algorithmic framework, and discuss at a broad level the types of algorithms that adhere to the framework. In §3, we discuss the properties of the scaling matrices employed in the framework, then show how these properties can be used to obtain generic convergence guarantees for the framework. In §4, we present a specific algorithm that adheres to the framework. The results of numerical experiments for this algorithm as well as others that are inspired by our framework are given in §5. Concluding remarks are provided in §6.
Notation
Let R denote the set of real numbers (i.e., scalars), let R + denote the set of nonnegative real numbers, let R ++ denote the set of positive real numbers, and let N := {1, 2, . . . } denote the set of natural numbers. In addition, for any of these quantities, let a superscript n ∈ N be used to indicate the n-dimensional extension of the set-e.g., let R n denote the set of n-dimensional real vectors-and let a superscript n × n with (n, n) ∈ N × N be used to indicate the n-by-n-dimensional extension of the set-e.g., let R n×n denote the set of n-by-n real matrices. A vector with all elements equal to 1 is denoted as 1 and an identity matrix is denoted as I, where, in each case, the size of the quantity is determined by the context in which it appears. With real symmetric matrices A and B, let A ≻ ( ) B indicate that A − B is positive definite (semidefinite). Given a set X , its convex hull is denoted as conv X .
Problem and Algorithmic Framework
In this section, we formally state our optimization problem of interest and our proposed algorithmic framework. We also outline ideas underlying various types of algorithms that adhere to the proposed framework. The complete details of a specific instance of the framework is left until §4 after generic convergence results are motivated and proved in §3.
Problem Statement
Our problem of interest is to minimize an objective function f : R n → R, i.e., consider the optimization problem min
For now, only the following assumption is made about problem (P).
Assumption 2.1. The objective function f : R n → R in the optimization problem (P) is bounded below over R n , locally Lipschitz on R n , and continuously differentiable in an open dense set D with full measure in R n .
Under this assumption, there exists a scalar f inf ∈ R such that
and, for any compact subset B of R n , there exists a constant L B ∈ R ++ such that
However, Assumption 2.1 does not preclude the possibility that f might have no minimizer, or that it might have many local minimizers. Since our proposed algorithmic framework employs local search techniques and is not intended to search for a global minimizer of f , it is worthwhile to derive stationarity conditions for f that must be satisfied at any local minimizer. Overall, the goal of the proposed framework is to characterize a family of methods for generating a sequence of iterates that is guaranteed, in the limit, to reveal a stationary point for f .
Remark 2.2. One might be interested in situations when the objective function can be unbounded below and/or when it is extended-real-valued. We discuss such situations further with our concluding remarks in §6.
Stationarity conditions for f can be derived following the treatment by Clarke [12] . (Indeed, many of the following terms are often defined with a "Clarke" designation. However, for brevity, we omit this designation throughtout the paper.) First, the generalized directional derivative of f at x ∈ R n with respect to s ∈ R n is given by f • (x; s) = lim sup x→x,αց0
f (x + αs) − f (x) α .
The subdifferential of f at x is then defined as ∂f (x) = {g ∈ R n : f • (x; s) ≥ g T s for all s ∈ R n }.
According to Rademacher's theorem, any function f that is locally Lipschitz on R n is differentiable almost everywhere and its subdifferential at x is (see [12, Th. 2 
.5.1])
∂f (x) = conv lim k→∞ ∇f (x k ) : {x k } → x and {x k } ⊂ D .
For a given ǫ ∈ R + , the ǫ-subdifferential [22] of f at x is given by ∂ ǫ f (x) = conv ∂f (B(x, ǫ)), where B(x, ǫ) := {x ∈ R n : x − x 2 ≤ ǫ}.
(2.3)
A point x ∈ R n is said to be stationary for f if 0 ∈ ∂f (x) whereas it is merely ǫ-stationary for ǫ ∈ R + if 0 ∈ ∂ ǫ f (x). The following fundamental and widely applicable result, which we attribute to Kiwiel, will be used later on.
Lemma 2.3. ([33, Lemma 3.2(iii)])
Let {x k } ⊂ R n and {ǫ k } ⊂ R + be infinite sequences and define {g k } ⊂ R n such thatg k ∈ ∂ ǫ k f (x k ) for all k ∈ N. If, for x ∈ R n , lim inf k→∞ max{ x k − x 2 , g k 2 , ǫ k } = 0, then 0 ∈ ∂f (x), i.e., the point x is stationary for f .
Algorithmic Framework
The framework that we propose, entitled a Self-correcting Variable-metric Algorithm for Nonsmooth Optimization, is stated below as the SVANO Framework. The framework consists of two main procedures: (i) Steps 2-4, the computation of a step yielding a reduction in the objective function and (ii) Steps 5-7, the computation of quantities used to update a scaling matrix to be used in the step computation procedure in the subsequent iteration. In SVANO, these procedures are written in a generic manner so as to allow for flexibility in the choices of various algorithmic quantities. Specific techniques for choosing these quantities are given in the following subsection, and specific conditions that these quantities must satisfy in order to ensure convergence are described along with the analysis in §3.
The step computation procedure in SVANO covers a wide range of techniques employed in the nonsmooth optimization literature, including those that employ cutting plane and gradient sampling methodologies using line search and/or trust region techniques. Given a symmetric positive definite matrix W k (i.e., given W k ≻ 0), the procedure consists of the selection of a set of points {x k,j } m j=1 in the vicinity of (and including) the current iterate x k ∈ R n and a set of vectors {g k,j } m j=1 where g k,j for each (k, j) ∈ N × {1, . . . , m} represents a convex combination of subgradients of f evaluated at points in a vicinity of x k,j . (We consider the possibility that g k,j represents a convex combination of subgradients, rather than merely a subgradient, to allow for the use of subgradient aggregation.) Following the selection of these vectors, the framework requires a pair (ω k , γ k ) such that the step s k in (2.5) leads to the reduction in f in (2.7). The vector ω k , required to be nonnegative with elements summing to unity, should be viewed as a vector of weights such that, with G k defined in (2.4), the step component G k ω k is a convex combination of the elements in the set {g k,j } m j=1 . The vector γ k then represents a perturbation of this convex combination, which, e.g., may arise due to the use of line search or trust region methodologies; see §2.3.
A critical feature of SVANO is that each element of the sequence of matrices {W k } k≥2 is set by an update performed during the previous iteration. The update (2.10) has the same form as a standard BFGS update from the smooth optimization literature, and, indeed, the framework is designed to exploit the properties induced by such an update. However, it is important to note that the framework allows flexibility in the choice of y k -in theory, any element of R n will suffice-as long as the scalar β k ∈ [0, 1] is chosen such that the bounds in (2.9) are satisfied; see [13] for the introduction of this idea for stochastic optimization. One possible choice for y k is the displacement between a subgradient of f at x k+1 with one at x k , which may seem natural since this is the choice that can lead to local superlinear convergence guarantees when the objective function f is smooth. However, given that SVANO is designed to solve nonsmooth problems, one should SVANO Require: A matrix H ≻ 0 with smallest (resp. largest) eigenvalue λ min ∈ R ++ (resp. λ max ∈ R ++ ); parameters α ∈ (0, 1), η ∈ (0, λ min ], and θ ∈ [λ max , ∞); a point x 1 ∈ R n ; and a positive definite inverse Hessian approximation W 1 ∈ R n×n .
1: for all k ∈ N do 2:
Compute, for some m ∈ N, {x k,j } i.e., the condition requires that the reduction in f yielded from x k to x k+1 is proportional to a quadratic function of the step s k , which is a typical requirement in nonlinear optimization algorithms. In addition, the properties of the sequence {H k } corresponding to {W k } will be of central importance in the analysis in §3.
It is worthwhile to mention that (2.8) with H ≡ H k would reflect a standard damping of the BFGS update [44, 41] . However, rather than employ an element of the sequence {H k } in (2.8), we employ the fixed matrix H. Since this allows us to ensure that (2.9) holds for the constants η and θ for all k ∈ N, we are able to ensure the self-correcting properties that are central to our convergence analysis. One cannot maintain such assurances if H k is used in place of H in (2.8). Another alternative would be to employ a sequence {H k } with eigenvalues uniformly bounded below by λ min and above by λ max . That said, for simplicity, let us assume that H is fixed.
For ease of reference throughout the remainder of the paper, we refer to {H k } and {W k } as sequences of Hessian approximations and inverse Hessian approximations, respectively. This terminology should be easy to accept since it is common in the literature on quasi-Newton methods, even for nonsmooth optimization. However, since f is nonsmooth, the term "Hessian" should be taken loosely as a matrix that approximates changes in the subgradients of f taken at nearby points in R n . See [12] for more information about generalized second derivatives for nonsmooth functions.
Step Computation Techniques
The step computation procedure in the SVANO Framework encapsulates many techniques proposed in the literature. To justify this claim, suppose that at an iterate x k ∈ R n , a set of points {x k,j } m j=1 (with x k,1 ← x k ) and vectors {g k,j } m j=1 ⊂ R n are given as described in the framework. In addition, suppose that a set of scalars {f k,j } m j=1 are given corresponding to evaluations of f at {x k,j } m j=1 or other points that have been encountered. Then, a convex piecewise-linear model of f at x k is given by l k,m : R n → R defined by
Also given a positive definite Hessian approximation H k ≻ 0, a convex piecewise-quadratic model of f at x k is given by q k,m : R n → R defined by
(2.14)
A step toward minimizing f can be defined by the minimizer of q k,m within a region defined by a norm · and trust region radius δ k ∈ R ++ ∪ {∞}, i.e., the minimizer of
Solving (2.15) directly can be challenging due to the nonsmoothness of l k,m (and, hence, of q k,m ) and due to the presence of the trust region constraint (if δ k < ∞). One can reformulate it as the smooth constrained quadratic optimization problem (QP) 16) but even this formulation can be difficult to solve. Its dual, on the other hand, has attractive properties that might make it easier to solve than (2.16). Denoting the dual norm of · as · * , the dual of (2.16) can be written (see Appendix A) as 17) where the vector b k ∈ R m has as its jth component
Let the solution of the dual (2.17) be denoted as (ω k , γ k ). The constraints of this dual merely involve a single affine equality constraint and lower bounds on the dual variables. In addition, when δ k = ∞, then γ k = 0 and the dual objective is a smooth quadratic and, for the resulting QP, specialized solvers exist; e.g., see [14, 30] . 
There are also practical benefits of solving the dual problem (2.17) when {x k,j } m j=1 and corresponding quantities are generated incrementally. For example, suppose that elements indexed by j ∈ {1, . . . , m} for some m ∈ N have been generated, but the resulting trial iterate defined as in (2.6) fails to satisfy (2.7). Then, suppose that additional data indexed by j = m + 1 is generated in some manner to produce the next trial iterate. The dual subproblem is the same as the previous one, except for the addition of a single dual variable (and corresponding objective and constraint data entries). The previous optimal dual solution augmented with the new variable initialized to zero represents a feasible solution of the subsequent dual problem, making it an attractive starting point for the solve of the subsequent dual subproblem.
Convergence of SVANO
In this section, we explore properties of any sequences {W k } and {H k } generated by (2.10) and (2.11), respectively, then discuss generic convergence properties of the SVANO Framework. To start, it is immediate that the updates (2.10) and (2.11) satisfy secant-like equations, namely
One can also derive a geometric interpretation of the updates for the Hessian approximations, revealing that the kth update can be viewed as the combination of a projection to erase curvature information along s k -in a sense, temporarily setting s T k H k+1 s k to zero-along with a correction of said curvature based on information contained in v k to yield s
Most importantly for our purposes is that one can show that sequences of such updates result in useful self-correcting properties, as explored below in §3.1. These self-correcting properties of the Hessian approximations, when cast in terms of the inverse Hessian approximations, yield properties that we use to prove a convergence result for SVANO in §3.2.
Self-Correcting Properties of BFGS Updating
It is illustrated in Appendix B that the update (2.10) is a combination of a projection and a correction of the corresponding Hessian approximation. However, as these updates build upon one another from one iteration to the next, it is important to characterize properties of the resulting matrices and their effects on the computed steps after a sequence of updates have been performed. The fact that we show in this subsection is that as long as v k is chosen to satisfy the two critical inequalities in (2.9) for all k ∈ N, then despite curvature information along span(s k ) being projected out with the update (2.10), the corresponding correction in the update is sufficient to ensure that the sequences of Hessian and inverse Hessian approximations satisfy useful inequalities.
It is worthwhile to note that early work on the convergence of quasi-Newton methods by Powell [43] and others [11, 45, 46, 52] involved performing analyses that bound the growth of the traces and the determinants of {H k }. In what follows, we follow the work in [10] involving a streamlined approach in which one bounds the growth of a function defined by a combination of these quantities; see also the summary provided in [41] . A similar review of these results was provided in [13] .
Given H ≻ 0, consider ψ : R n×n → R defined by ψ(H) = trace(H) − ln(det(H)). It can be shown that ψ(H) is positive (in fact, at least n) and represents a measure of closeness between H and the identity matrix I (for which ψ(I) = n); in particular, ψ(H) is an upper bound for the natural logarithm of the condition number of H. In addition, the update (2.11) implies that, for all k ∈ N, one has
and (see [42] 
with which one can explicitly relate ψ(H k+1 ) and ψ(H k ). Specifically, assuming that H k ≻ 0 and the iterate displacement satisfies s k = 0, then by defining
it follows from (3.2) that
Nonpositivity of the latter two terms is easily verified; see Appendix C. By restricting the growth of ψ over {H k } and noting that there must exist certain iterations in which the latter terms in (3.4) are not too negative, one can prove the following theorem showing self-correcting properties of the update (2.11). For completeness, we provide a proof of this theorem in Appendix C; see also [10, Thm. 2.1].
Theorem 3.1. Let the sequence of Hessian approximations {H k } satisfy (2.11) and suppose that there exist (η, θ) ∈ R ++ × R ++ such that (2.9) holds for all k ∈ N. Then, for any p ∈ (0, 1), there exist constants (κ, σ, µ) ∈ R ++ × R ++ × R ++ such that, for any K ∈ {2, 3, . . . }, the following hold for at least ⌈pK⌉ values of k ∈ {1, . . . , K}:
This theorem leads to the following corollary about the inverse approximations.
Corollary 3.2. Let the sequence of inverse Hessian approximations {W k } satisfy (2.10) and suppose that there exist (η, θ) ∈ R ++ × R ++ such that (2.9) holds for all k ∈ N. Then, for any p ∈ (0, 1), there exist constants (ν, ξ) ∈ R ++ × R ++ such that, for any K ∈ {2, 3, . . . }, the following hold for at least ⌈pK⌉ values of k ∈ {1, . . . , K}:
Proof. Since the elements of {W k } satisfy (2.10), it follows that the elements of {H k } = {W −1 k } satisfy (2.11). Hence, the conditions of Theorem 3.1 hold, meaning that the conclusions of Theorem 3.1 hold. Then, with (2.5), the inequalities in (3.5) can be rewritten using the notation
From the first and third of the inequalities in (3.7), it follows that
, so that the first inequality in (3.6) holds with ν := κ/µ. Meanwhile, from the second inequality in (3.7), it follows that
, so that the second inequality in (3.6) holds with ξ := σ −2 , as claimed.
The role played by p in Theorem 3.1 and Corollary 3.2 can be understood as follows. For any given p ∈ (0, 1), the results show that at least a fraction p of iterations-i.e., at least ⌈pK⌉ out of any Kwill involve good approximations in the sense that there exist constants such that (3.5) and (3.6) hold. Since one can consider p to be arbitrarily close to 1, one can claim that nearly all iterations involve good approximations. That said, the constants might be worse for p closer to 1; e.g., the closer p is to 1, the smaller might be ν ∈ R ++ and the larger might be ξ ∈ R ++ .
Convergence of the SVANO Framework
In this subsection, we provide a few convergence results for the SVANO Framework. Our goal is merely to prove generic results that are useful in various circumstances. In §4, we present a specific algorithm instance that offers the guarantees presented here.
Our first result represents a fundamental component of the convergence theory for any algorithm that falls under the SVANO Framework. In particular, it shows that there exists an infinite subsequence of iterations in which the required decreases in the objective function f guarantee that subsequences of {G k ω k + γ k } and {s k } vanish. The proof reveals that the self-correcting properties of the inverse Hessian approximation scheme are critical to reach this conclusion. In particular, since at least a fraction of the approximations are good, the reductions in f force the right-hand sides in (3.6) to vanish over a subsequence of iterations, which in turn force the left-hand sides in (3.6) to vanish over the same subsequence of iterations. 
Proof. It follows by (2.7) that, for all k ∈ N, one has
For a given p ∈ (0, 1), let K ⊆ N be the infinite set of indices for which Corollary 3.2 guarantees the existence of (ν, ξ) ∈ R ++ × R ++ such that (3.6) holds for all k ∈ K. Then, for all k ∈ K, it follows from (3.9) and the first inequality in (3.6) that
Since f is bounded below (see (2.1)) and monotonically decreasing, the first limit in (3.8) holds. This limit may be combined with the second inequality in (3.6) and the choice of s k in (2.5) to obtain the second limit in (3.8).
The conclusions of Theorem 3.3 are not entirely consequential in their own right. However, the theorem is fundamental in that it can be used to show that if the columns of G k correspond to (convex combinations of) subgradients of f evaluated at points in the vicinity of x k for all k ∈ N, then, as long as the vanishing of {G k ω k + γ k } implies the vanishing of {G k ω k } (at least over a subsequence), the first limit in (3.8) must mean that a stationary point of f is revealed by a subsequence of the iterates. 
In addition, suppose that for all k ∈ K ′ there exists ǫ k ∈ R + such that, for all j ∈ {1, . . . , m}, the vector g k,j is a convex combination of subgradients of f evaluated at a finite subset of B(x k , ǫ k ) as defined in (2.3). Then, if for some x ∈ R n one has lim inf
then 0 ∈ ∂f (x), i.e., the limit point x of {x k } k∈K ′ is stationary for f .
Proof. Under the stated conditions, it follows that
Combining this with (3.10) and (3.11), the result follows from Lemma 2.3.
The previous theorem reveals useful consequences of the first limit in (3.8). What, if any, are useful consequences of the second limit? These depend on the instance of SVANO of interest. For instances where, perhaps under additional assumptions about the objective function f , one can guarantee the existence of {ǫ k } k∈K ′ and x ∈ R n such that (3.11) holds, the second limit is not of great interest in itself. However, for other instances, having the subsequence of step norms converging to zero helps to ensure that (3.11) holds for some {ǫ k } k∈K ′ and x ∈ R n . This is demonstrated for our specific instance of the framework considered in the next section.
An Instance of SVANO
Our primary goal in this section is to present a particular instance of SVANO that yields the convergence guarantee in Theorem 3.4. However, before doing so, we believe it is instructive to show how, if one tries to fit a classical BFGS strategy into the framework, certain behaviors might cause the method to falter. This helps to motivate the more involved strategy that we present.
Classical BFGS method
Let us follow [36] and discuss a BFGS method with a weak Wolfe line search. A description of a step computation procedure for such an algorithm (written, in contrast to [36] , with subgradients instead of gradients) is presented as SVANO-BFGS-Step. This procedure should be viewed as an instance of the step computation written generically as Steps 2-4 in SVANO. Rather than delineate the details of a weak Wolfe line search, we direct the reader to [36, Alg. 4.6] and note that our required condition (4.1) corresponds to "c 1 "= 1 2 α, "s"= g T k,1s k , and "t"=α 2 k , which with the subsequent choices for s k and x k+1 implies that (4.1) yields (2.7) with G k ω k = g k,1 and γ k = (α k − 1)g k, 1 . When the line search fails to produce a sufficiently large stepsize, the algorithm breaks down [36, §6.1].
The issues that may arise for this algorithm all relate to the line search. If for some k ∈ N the function f is not differentiable at
might not be a descent direction for f from x k . For this and other reasons (see [36, §4] ), the line search might not be able to produce a stepsize within a prescribed iteration limit such that (4.1) holds. In such cases, one cannot guarantee the conditions of Theorem 3.4, namely, (3.10), since vanishing of
} might not correspond to vanishing of (a subsequence of) {G k ω k } = {g k,1 } due to the large perturbations {γ k } = {(α k − 1)g k,1 }. One can imagine various heuristics such that, if the line search would otherwise break down, one might replacẽ s k with −W k G k ω k for some matrix of subgradients G k evaluated at points in B(x k , ǫ k ) for some ǫ k ∈ R ++ and some nonnegative weight vector ω k that sums to unity. However, it is a nontrivial task to determine such quantities-without a more sophisticated strategy such as that in §4.2-to ensure that the weak Wolfe line search will be guaranteed to return a stepsize above a prescribed positive threshold.
SVANO-BFGS-
Step Require: A minimum stepsize parameterα min ∈ R ++ .
1:
Run a weak Wolfe line search [36, Alg. 4.6 ] from x k alongs k to setα k ∈ R + with
or terminate (i.e., break down) if no suchα k is found within an iteration limit.
Step 5 in SVANO.
All of this being said, if SVANO-BFGS-Step yieldsα k ≥α min for all k ∈ N (which occurs often in practice for sufficiently small, but reasonable values ofα min , at least until the algorithm has nearly approached a stationary point), then the resulting instance of SVANO attains some of the guarantees in §3.2. In particular, withα k ≥α min for all k ∈ N, the conditions of Theorem 3.4 hold, and if g k,1 ∈ ∂f (x k ) or some heuristic is used to sets k ← −W k G k ω k as described in the previous paragraph, then the supposition about {g k,j } m j=1 in Theorem 3.4 also holds. Consequently, if a subsequence of iterates converges to a limit and the subgradients employed in the step computation are evaluated at points in narrowing neighborhoods of each iterate, then a stationary point will be revealed by (a subsequence of) {x k }.
Other classical BFGS variants of SVANO can be derived that employ a trust region mechanism instead of a line search. However, the issues for such a method would be similar to those described above: if one finds that a successful step is taken sufficiently often when the trust region radius is above a positive threshold (say, proportional to G k ω k 2 ), then the algorithm has the potential to converge. However, it is nontrivial to design an algorithm that maintains the spirit of a basic quasi-Newton algorithm and ensures that this occurs under loose assumptions on f .
A bundle trust region method for convex minimization
Bundle methods are an extremely popular class of algorithms for solving nonsmooth optimization problems. Modern variants of bundle methods have guarantees for solving both convex [26, 29, 39, 35, 47] and nonconvex [1, 24, 25, 28, 31, 37, 38, 48] problems. Those for solving convex problems are based on cutting plane and proximal point methodologies, whereas those for solving nonconvex problems often employ the same ideas with "downshifting" and "tilting" of the cutting planes. We refer the reader to the references above for further information and details.
One can derive instances of SVANO using bundle method ideas that are intended for solving nonconvex problems. However, for simplicity, we present a particular instance designed for solving convex problems only; i.e., in this subsection, we make the following assumption.
Assumption 4.1. The objective function f is convex.
Our instance is described by specifying an algorithm for the step computation procedure written generically in Steps 2-4 in SVANO. In particular, see SVANO-Bundle-Step. Through an inner loop, the procedure computes trial steps through successive subproblem solves until one is computed satisfying a descent condition, shown in our analysis below to imply that (2.7) holds. Each iteration of the inner loop involves solving a subproblem of the form ( . As in a standard bundle method, these include elements of bundles computed in previous "outer" iterations, but, for simplicity and since it is not required for our analysis, we do not state this option explicitly.
SVANO-Bundle-Step
, then set (ω k,m , γ k,m ) by solving (2.17).
4:
Set f k,m+1 ← f (x k,m+1 ) and g k,m+1 ∈ ∂f (x k,m+1 ).
6:
if l k,m (x k,m+1 ) = f (x k ) then terminate since x k is stationary for f .
return (s k , x k+1 ) to Step 5 in SVANO.
10:
end if 11: end for A convergence analysis for SVANO with step computations using SVANO-Bundle-Step is obtained by following a standard analysis for a bundle method (e.g., see [47, §7.4] ), the main difference being that the analysis must pay attention to the properties of the (inverse) Hessian approximations. In this respect, the analysis relies on the self-correcting properties of BFGS-type updates discussed in §3.1. We present an analysis that proceeds in two stages: first, it is argued that, for any k ∈ N in which the iterate x k is suboptimal, the inner loop will terminate finitely, ensuring that the algorithm is well-defined in the sense that it will either reach a minimizer of f in a finite number of iterations or generate an infinite sequence of outer iterates; second, it is argued that each accepted step yields a sufficient reduction in f such that any limit point of the outer iteration sequence is a solution of problem (P). Our results follow standard techniques in analyses of bundle methods (e.g, see [47, §7.4]); complete proofs can be found in Appendix D.
Toward proving that SVANO-Bundle-Step is well-defined, one may use a type of Moreau-Yosida regularization function of f corresponding, for a given k ∈ N, to the symmetric positive-definite matrix H k and trust region X k (recall (2.15)); specifically, consider the function f H k ,X k : R n → R defined by
This function provides a mechanism for quantifying the separation between f and the model functions l k,m and q k,m defined in (2.13) and (2.14), respectively. To start, the following lemma states that if x k is not a minimizer of f , then this Moreau-Yosida regularization function's value at x k is strictly less than the objective function value at x k . The proof of the result is based simply on the existence of another point in R n that yields a better objective function value than does x k .
Lemma 4.2. For any
On the other hand, the next lemma shows that the Moreau-Yosida regularization function offers an upper bound for the piecewise-linear and piecewise-quadratic model values corresponding to the optimal solution of (2.15). Lemma 4.3. For any (k, m) ∈ N × N, the value of l k,m evaluated at x k,m+1 is bounded above by the optimal value of (2.15), which, in turn, is bounded above by the Moreau-Yosida regularization function f H k ,X k evaluated at x k ; i.e.,
3)
The following lemma now shows that the inner loop of the algorithm is well-defined in the sense that if a minimizer of f has not yet been obtained, then the algorithm will eventually compute a point satisfying the condition in Step 7.
Lemma 4.4. For any k ∈ N, if x k is not a minimizer of f and δ k ∈ (0, ∞), then SVANO-Bundle-Step terminates.
We have thus shown that, unless the algorithm lands on a point that is optimal for f , the step computation procedure terminates for any k ∈ N. Since the condition in Step 7 implies (2.20), it follows from Lemma 2.4 that the computed step satisfies (2.7), meaning that the overall algorithm is well posed. Thus, all that remains is to show that this instance of SVANO satisfies the remaining assumptions of Theorem 3.4. This is done in the following theorem when one introduces a particular strategy for updating the trust region radius during the algorithm. Theorem 4.5. Consider the SVANO framework in which
• step computations are performed using SVANO-Bundle-Step, and
• with δ 1 ∈ (0, ∞), τ ∈ (0, 1), and (υ 1 , υ 2 , υ 3 ) ∈ R ++ × R ++ × R ++ , one sets at the end of each iteration k ∈ N the next trust region radius as
Then, there exists an infinite index set
with any limit point of {x k } k∈K ′ being optimal for f .
Proof. Our first goal is to show that, with the update (4.4), one finds {δ k } ց 0. To derive a contradiction, suppose that there exists δ ∈ (0, δ 1 ] such that δ k = δ for all sufficient large k ∈ N. For a given p ∈ (0, 1), let K ⊆ N be the infinite index set for which Theorem 3.1 and Corollary 3.2 guarantee the existence of (κ, σ, µ) ∈ R ++ × R ++ × R ++ and (ν, ξ) ∈ R ++ × R ++ such that (3.5) and (3.6) hold, and, by Theorem 3.3, such that (3.8) holds. By the optimality of (ω k , γ k ) with respect to (2.17) for all k ∈ R n , it follows that, for all k ∈ N, there exists p k ∈ R n such that
(This fact is derived as (A.4) in Appendix A.) With π k representing the angle between p k and γ k , the last equation in (4.6) shows that there exists c ∈ R ++ such that
for all k ∈ N. On the other hand, by the first equation in (4.6), the second limit in (3.8), and the supposition that δ k = δ for all sufficiently large k ∈ N, one finds that p k 2 ց 0 over k ∈ K. This limit and (4.7) imply that cos(π k ) ր ∞ over k ∈ K, a contradiction. As a result, we conclude that there exists an infinite index set K ′ ⊆ K such that (4.4) yields δ k+1 ← τ δ k for all k ∈ K ′ , which by (4.4) implies that (4.5) holds. This limit, along with the fact that the subgradients {g k,j } used in SVANO-Bundle-Step are evaluated at points in B(x k , δ k ) for all k ∈ N, implies by Theorem 3.4 that any limit point of {x k } k∈K ′ is stationary for f .
Numerical Experiments
We implemented SVANO in C++. For solving the arising subproblems, the code has its own specialized active-set QP solver that borrows ideas from [30] , but also allows for the variable metric induced by W k and a trust region constraint, for which we use · = · ∞ . The implementation includes input options that offer the following algorithms.
• BFGS: This follows the strategy described in §4.1 where steps are computed using a standard BFGS strategy and a weak Wolfe line search is employed. (We do not impose the trust region constraint for the subproblems for this algorithm, though we do generate the sequence {δ k } for use in our termination conditions; see below.) As previously mentioned, we do not claim a convergence guarantee for this method.
• SVANO-Bundle: This follows the strategy described in §4.2 where steps are computed using a bundle trust region strategy. However, when a problem is nonconvex, we replace b k,j in (2.18) with
which, if the first term in the minimum is smaller, causes a "downshifting" of a cutting plane for the subproblem. In addition, after a step is computed satisfying (2.7), a weak Wolfe line search is employed (with an upper bound for the stepsize imposed so that the norm of the resulting step is proportional to the trust region radius). Notice that Lemma 2.4 and Step 7 in SVANO-Bundle-Step together imply that this line search only potentially increases the stepsize, and that (2.7) will also hold after the line search. Practically, the line search significantly improved the performance of the algorithm, we believe by yielding better steps and better pairs for the BFGS updating strategy. Notice that, when f is convex, the minimum in (5.1) is always given by the second term since
, as a function of x, is an affine underestimator of f . This means that our convergence guarantees in §4.2 hold for this algorithm when solving convex problems.
• SVANO-GS: This follows a gradient sampling strategy [8, 33] that has been made adaptive along the lines proposed in [14, 15] with the addition of a trust region constraint. Convergence guarantees (that hold with probability one) can be ensured by combining our analysis with that in [15] .
Our implementation of SVANO allows for various choices of H and y k for all k ∈ N. For example, as often proposed for BFGS methods for smooth optimization (e.g., see [41] ), one might choose the former as a multiple of the identity where the multiplying factor is determined by a Barzilai-Borwein "two-point stepsize" strategy [2] , projected onto [η, θ], after the first accepted step. One could even update it with each iteration, as long as the factor is projected onto [η, θ] for all k ∈ N. Another strategy would be to initialize H 1 ← I, employ (2.11) through iteration K ∈ N, then set H ← H K+1 for use in all subsequent iterations. As for y k , one could choose the displacement g k+1,1 − g k,1 or g k+1,1 − G k ω k , where one should recall that G k ω k is a convex combination of subgradients. However, for our experiments we simply set W 1 ← I and y k ← g k+1,1 − g k,1 for all k ∈ N so that our comparison of the algorithms mentioned above would be based on common choices of these values.
Our code updates the sequences {ǫ k } and {δ k } dynamically, the former playing a role in our termination conditions (see below) and as the sampling radii for SVANO-GS, and the latter playing the role of trust region radii for SVANO-Bundle and SVANO-GS. In addition, at the beginning of each iteration k ∈ N of SVANO-Bundle and SVANO-GS, the code initializes the set {x k+1,j } with those points from {x k,j } that are within B(x k+1 , δ k+1 ). The sequence {δ k } is updated dynamically according to (4.4) with δ 1 ← 1 and ǫ k ≡ δ k for all k ∈ N. The remaining inputs were α ← 10 −15 , η ← 10 −12 , θ ← 20, and, in the update (4.4), υ 1 = υ 2 = υ 3 ← 1. The parameter θ we found to have a particularly large impact on performance; we discuss this more later on.
For test problems, we used the first ten from [23] with n = 50. Pertinent information about the problems for this dimension n-namely, an indication of whether each problem is convex, the objective value at the initial point (f (x 0 )), and the global minimum value of the objective (f (x * ))-are given in Table 1 . For further information, including the starting point for each problem; see [23] .
Consistent with our theoretical analysis, the code terminates with a message of success when it observes, for some k ∈ N, that
The code terminates with a message of failure if the iteration limit of 10 4 is reached or a computed stepsize is below 10 −15 , the latter playing the role ofα min in Algorithm SVANO-BFGS-Step. The results obtained Table 2 : Termination status, solution properties, and counter values when BFGS, SVANO-Bundle, and SVANO-GS were employed to solve the test problems stated in Table 1 .
One can see in these results that SVANO-Bundle and SVANO-GS behave quite well in the sense that they terminate with success for all problems. Which algorithm performs the best for a particular problem depends on the performance measure of interest. In particular, SVANO-Bundle often requires fewer function evaluations, but sometimes at the expense of more gradient evaluations and subproblem solves.
More striking in the results in Table 2 is the fact that BFGS only terminated with a message of success for one problem. For the remaining problems, the code terminated due to a small stepsize (below 10 −15 ). This provides evidence for our discussion in §4.1, where we stated that the main issue with proving convergence guarantees for a classical BFGS approach is that one cannot be sure that the stepsize would remain sufficiently large. That being said, the final objective values yielded by BFGS show that this code did not always perform poorly in terms of the final objective value! For many problems, the final value was close to optimal. (To try to verify approximate stationarity in practice, one could employ auxiliary procedures; e.g., see [36, §6.3] . The effects of this are seen for a code with results in Table 4 later on.)
To illustrate the benefits of self-correction, we also ran the experiments with the same settings, except with θ ← ∞, a choice that is not valid in terms of ensuring our convergence guarantees. The results with these inputs are given in Table 3 . Clearly, the performance is not as good. The final objective values are often nearly optimal, but the code has a difficult time satisfying our termination criteria. This shows that a practical benefit of our self-correcting framework is that it allows our code to enforce theoretically sound termination criteria. Table 2 , these results were obtained with θ ← ∞, meaning that the latter bound in (2.9) is not enforced.
BFGS (not enforcing
For reference, we provide in Table 4 the results when solving the problems with LMBM (written in Fortran, http://napsu.karmitsa.fi/lmbm/) and HANSO (writting in Matlab, https://cs.nyu.edu/overton/software/hanso/), both using their default settings. It is difficult to compare the performance of these codes with our methods since the termination conditions for all codes are different. Indeed, while our methods only terminate with a message of success if (5.2) is satisfied, LMBM and HANSO terminate due to other sets of conditions. (See the caption of Table 4 .) Variants of SVANO might benefit from tailored termination conditions depending on the type of algorithm (e.g., a bundle versus a gradient sampling method) and class of problem being solved, but in the interest of having consistent experiments based on our general theoretical results, we have required (5.2). (It is worth mentioning that for the problems that SVANO-GS struggled to solve-chained cb3 1, chained mifflin 2, and chained crescent 2-both LMBM and HANSO terminated with Exit not 1.) 
Conclusion
We have proposed an algorithmic framework for solving nonsmooth, nonconvex optimization problems. The distinguishing characteristic of the framework is that it maintains and benefits from the self-correcting properties of BFGS updating of the generated sequence of inverse Hessian approximations. In particular, it benefits theoretically in that global convergence guarantees can be established, and it benefits in practice in that instances of the framework are effectively able to determine when iterates are nearly stationary for the objective function. Our discussions and analysis have been presented under Assumption 2.1. One might also be interested in situations when the objective f can be unbounded below and/or when it is extended-real-valued, i.e., when f : R n → (R ∪ {−∞, ∞}). We claim that the proposed framework, which ensures monotonic decrease in f , is also viable in such cases, at least as long as one has access to an initial iterate x 1 in the effective domain of f , i.e., x 1 ∈ dom(f ) := {x ∈ R n : f (x) < ∞}. If f is unbounded below and an iterate sequence {x k } is generated such that {f (x k )} ց −∞, then there is nothing else that one should ask from the proposed framework. Hence, for simplicity, our Assumption 2.1 precluded this case by ensuring that any such sequence {f (x k )} is bounded below. As for cases when f is extended-real-valued, we claim that if any stationary point for f lies in the interior of the effective domain dom(f ), then, with slight modifications of the proposed framework-e.g., to handle points encountered outside dom(f )-our analysis for our framework follows in essentially the same manner as under Assumption 2.1. Moreover, even if a stationary point lies on the relative boundary of dom(f ), we claim that the proposed framework can still be viable with suitable modifications-again, for handling points encountered not inside dom(f ).
It is worthwhile to point out that we have not discussed limited-memory BFGS, even though using limited memory ideas is another alternative for ensuring that the inverse Hessian approximations have eigenvalues that are uniformly bounded below (away from zero) and above. The primary reason for this omission is that we have observed that limited memory BFGS techniques do not typically perform as well as a full memory approach in the context of nonsmooth optimization.
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A Primal and Dual Subproblems
In this appendix, we show that the dual of (2.15) is (2.17), how the solution of (2.15) can be recovered from that of (2.17), and that Lemma 2.4 holds true.
As previously mentioned in §2.3, the primal problem (2.15) is equivalent to (2.16). A Lagrangian for this problem, call it L :
with which we can write the dual problem [5] for (2.16) as
Differentiating L with respect to z, one finds that the "inner" infimum is attained only if 1 T ω = 1, from which it follows that the dual is equivalent to
Defining the characteristic χ X k : R n → R ∪ {∞} as one that evaluates as 0 for x ∈ X k and ∞ otherwise, the inner infimum problem can equivalently be written as
where we define the quadratic function L : R n → R by
1 Recall that for A ∈ R n×n , b ∈ R n , and c ∈ R with A ≻ 0, the conjugate of L :
For example, see [5] .
In addition, the conjugate of
In either case, since the intersection of the relative interiors of the effective domains of L and χ k is nonempty, Fenchel duality implies the strong duality relationship
Going back to (A.1), we now deduce that this problem is equivalent to
Letting γ = −y and observing (2.18), this leads to (2.17), as desired. Let us now show that the solution of problem (2.15) can be obtained from that of problem (2.17); in particular, we show that with (ω k , γ k ) solving (2.17) and s k defined in (2.5), the point x k+1 defined in (2.6) solves (2.15). First, optimality of the pair (ω k , γ k ) with respect to (2.17) implies that, with the optimal z k ∈ R for (2.16),
Using the fact that for any γ ∈ R n one has
it follows that there exists a vector p k ∈ R n such that
Hence, evaluating the dual objective function at (ω k , γ k ), one obtains
By duality theory, our desired conclusion follows as long as x k+1 is feasible for problem (2.15) and yields anspan(s). That is, given t ∈ R n such that s, t H = 0 (i.e., t lies in the subspace H-orthogonal to span(s)), it follows that P s = s Qs = 0 while P t = 0 Qt = t .
One may now interpret the updates yielded by (2.11) in terms of sequences of projections and corrections. Specifically, note that (2.11) can be rewritten as Since H k ≻ 0, this last minimization problem over ∆ ∈ [0, 1] involves a strongly convex quadratic function of ∆. Moreover, since f (x) < f (x k ), the value of ∆ ∈ [0, 1] that minimizes the function is strictly positive, meaning that the optimal value of the problem is strictly negative. The assertion of the lemma thus follows. Lemma 4.3. Let (k, m) ∈ N × N be given. Since H k ≻ 0, it follows by (2.14) that l k,m (x) ≤ q k,m (x) for all x ∈ R n , which implies the first inequality in (4.3). Moreover, l k,m being a pointwise underestimator of f throughout R n means that l k,m (x) ≤ f (x) for all x ∈ R n , which implies by (2.14) that q k,m (x) ≤ f (x) + 1 2 (x − x k ) T H k (x − x k ) for all x ∈ R n . Lettingx be the argument that solves the minimization problem in the right-hand-side of (4.2) for x = x k , it follows along with the arguments above that
which establishes the second inequality in (4.3).
Lemma 4.4. Let k ∈ N be given and suppose that x k is not a minimizer of f . Then, for any m ∈ N, Lemmas 4.2 and 4.3 imply that
meaning that the termination check in Step 6 never tests true. Hence, to derive a contradiction to the statement of the lemma, suppose that the algorithm generates an infinite sequence {x k,m+1 } ∞ m=1 such that no element satisfies the condition in Step 7.
Toward deriving the aforementioned contradiction, let us first show that the generated function values {f (x k,m+1 )} ∞ m=1 converge to the minimizer of f over X k , namely, f X k := min x∈X k f (x). Notice that since x k is not a minimizer of f , it follows by convexity of f that f X k < f (x k ). For any ε ∈ (0, ∞), let M ε := {m ∈ N : f X k + ε < f (x k,m+1 )}.
Suppose that there exists a pair (m 1 , m 2 ) ∈ M ε × M ε with m 1 < m 2 . Then, since {l k,m } ∞ m=1 are pointwise underestimators of f , we can conclude that
On the other hand, by virtue of m 2 being an element of M ε , it follows that ε < f (x k,m2+1 ) − f X k , which combined with (D.2) implies that
Since X k is compact, there exists L X k ∈ (0, ∞) such that (recall (2.2))
Since the subgradients of f on X k are bounded, one can assume that L X k is large enough such that g k,m+1 2 ≤ L X k for all m ∈ N. Hence, from (D.3), one finds ε < 2L X k x k,m2+1 − x k,m1 2 for all (m 1 , m 2 ) ∈ M ε × M ε with m 1 = m 2 .
Since the set X k is compact, there can only exist a finite number of points in X k having a distance at least ε/(2L X k ) from each other. Thus, the set M ε must be finite. In turn, this means that for any ε ∈ (0, ∞) there can only be a finite number of points with objective function value in [f X k , f X k + ε]. One may thus conclude that the sequence {f (x k,m+1 )} ∞ m=1 converges to f X k . Let us now use the established convergence of {f (x k,m+1 )} ∞ m=1 to f X k to derive a contradiction to the supposition that {x k,m+1 } ∞ m=1 is generated with no element satisfying the condition in Step 7. Since {x k,m+1 } ∞ m=1 is contained in the compact set X k , there exists an infinite M ⊆ N such that lim m∈M,m→∞ x k,m+1 = x for some x ∈ X k .
Since {f (x k,m+1 )} ∞ m=1 → f X k , it follows that f (x) = f X k . For any m ∈ M, let m be the smallest element in M that is strictly larger than m. It follows using the same argument that lead to (D.2) that
Taking limits over m ∈ M as m → ∞, using the uniform bound on the subgradient norms { g k,m+1 } ∞ m=1
over X k as enlisted in the previous paragraph, and recalling the facts that lim m∈M,m→∞ x k,m+1 = x and f (x) = f X k , one finds that
Since lim m∈M,m→∞ l k,m (x k,m+1 ) = lim m∈M,m→∞ l k,m (x k,m+1 ), this proves that lim m∈M,m→∞ l k,m (x k,m+1 ) = f X k , from which it follows that lim m∈M,m→∞
We have reached a contradiction since this limit indicates that the condition in Step 7 would be satisfied for some sufficiently large m ∈ M.
