We construct a class of new Lie algebras by generalizing the one-variable Lie algebras generated by the quadratic conformal algebras (or corresponding Hamiltonian operators) associated to Poisson algebras and a quasiderivation found by Xu. These algebras can be viewed as certain twists of Xu's generalized Hamiltonian Lie algebras. The simplicity of these algebras is completely determined. Moreover, we construct a family of multiplicityfree representations of these Lie algebras and prove their irreducibility.
Introduction
Simple Lie algebras of Cartan type play important roles in the structure theory of Lie algebras. They also have many applications in the areas of geometry and mathematical physics. After Kac [2] gave an abstract definition of Lie algebras of Cartan type by derivations, various graded generalizations were introduced and studied by Kawamoto [3] , Osborn [6] , Dokovic and Zhao [1] , and Zhao [25] . Motivated from his works on quadratic conformal algebras [23] and Hamiltonian operators [24] , Xu [22] found certain nongraded generalizations of the Lie algebras of Cartan type and determined their simplicity. Indeed, Xu's algebras in general do not contain any toral Cartan subalgebras, so traditional approaches to simple Lie algebras do not work in his case. In particular, Xu's generalizations of Hamiltonian Lie algebras were constructed from a skew-symmetric Z-bilinear form and an even number of locally-finite commuting derivations. Hamiltonian Lie algebras play key roles in both classical and quantum physics. They are also fundamental algebraic structure in symplectic geometry.
Passman [8] gave a certain necessary and sufficient condition on derivations for a Lie algebra of generalized Witt type to be simple. The isomorphic structural spaces of Xu's nongrared Lie algebras of Cartan type were determined in [15] [16] [17] [18] . Moreover, Xu [21] also introduced certain nongraded generalizations of the Lie algebras of Block type and determined their simplicity.
On the representation side, Shen [11] [12] [13] introduced mixed product of graded modules over graded Lie algebras of Cartan type (also known as Larsson functor (cf. [4] )) and obtained certain irreducible modules. Rao [9, 10] constructed some irreducible weight modules over the derivation Lie algebra of the algebra of Laurent polynomials based on Shen's mixed product. Lin and Tan [5] did the similar thing over the derivation Lie algebra of the algebra of quantum torus. Zhao [27] determined the module structure of Shen's mixed product over Xu's nongraded Lie algebras of Witt type.
Multiplicity-free representations are important objects in Lie theory due to their neat formulae and natural applications. Su and Zhao [20] classified the multiplicity-free representations over generalized Virasoro algebras. Moreover, Zhao [26] gave a classification of the multiplicity-free representations over graded generalized Witt algebras. Furthermore, Su and Zhou [19] classified the analogues of multiplicity-free representations over Xu's nongraded generalized Witt algebras.
In [23] , Xu classified certain quadratic conformal algebras and constructed such algebras from Poisson algebras and a quasi-derivation. Conformal algebras are the local structures of certain one-variable Lie algebras. They are also equivalent to certain linear Hamiltonian operators (cf. [24] ). We construct a class of new Lie algebras by generalizing the one-variable Lie algebras generated by the quadratic conformal algebras associated to Poisson algebras and a quasiderivation. These algebras can be viewed as certain twists of Xu's generalized Hamiltonian Lie algebras. The simplicity of these algebras is completely determined. Moreover, we construct a family of multiplicity-free representations of these Lie algebras and prove their irreducibility. Below we give more technical details.
Throughout this paper, let F be a field with characteristic 0. All the vector spaces are assumed over It can be verified that (A, [·, ·] 1 ) also forms a Lie algebra, which is motivated from the one-variable Lie algebras generated by the quadratic conformal algebras associated to Poisson algebras and a quasi-derivation in [23] . If [·, ·] is the trivial Lie bracket, that is, [u, v] = 0 for u, v ∈ A, then (A, [·, ·] 1 ) with c = 1 is exactly Xu's generalization of Block algebra in [21] . In the case c = 0, (1.3) can be viewed as the iterated construction of Hamiltonian Lie algebras. When A = F[x 1 , ..., x 2n+1 ], ∂ 2 = ∂ x 2n+1 , ∂ 1 is the grading operator on A with respect to {x 1 , ..., x 2n } and
the Lie algebra (A, [·, ·] 1 ) with c = −2 is exactly the canonical Lie algebra of Contact type. In this paper, we will deal with another case, which can be viewed as a generalization of Xu's four-derivation analogues of Block algebras in [21] . Denote by Z the ring of integers and by N the additive semigroup of nonnegative integers. For two integers i ≤ j, we denote i, j = {i, i + 1, · · · , j}. Let n be a positive integer. Picking
we have the following product of additive semigroups
Let Γ be a nonzero torsion-free abelian group, which is also viewed as a Zmodule throughout this paper. Let φ(·, ·) : Γ × Γ → F be a skew-symmetric Z-bilinear form and let {ϕ p : Γ → F | p ∈ 1, 2n} be 2n additive group homomorphisms such that
and
We choose fixed elements
Let A be a vector space with a basis {x
Then A forms a commutative associative algebra with an identity element x 0,0 , which will simply be denoted by 1 in the rest of this paper. Throughout this paper, the notion "·" will be invisible in a product when the context is clear.
Use i = (i 1 , i 2 , · · · , i 2n ) to denote an element in J . Moreover, we denote
For p ∈ 1, 2n, we define ∂ p ∈ EndA by
(1.13) for (α, i) ∈ Γ × J , where we adopt the convention that if a notion is not defined but technically appears in an expression, we always treat it as zero; for instance, x α,−1 [1] = 0 for any α ∈ Γ. It can be verified that {∂ p | p ∈ 1, 2n} are commuting derivations of A . For any α ∈ Γ, we set A α = Span{x α,j | j ∈ J }. Assume that Rad φ ( 2n p=2 ker ϕp ) has an element ε such that ϕ 1 (ε) = 1. Then we have a Lie bracket [·, ·] of the type (1.3) on A determined by
for u ∈ A α and w ∈ A β . Notice that x −ε,0 is a central element of A . Form a quotient Lie algebra H = A /Fx −ε,0 , whose induced Lie bracket is still denoted by [·, ·] when the context is clear. We call the Lie algebra (H , [·, ·]) a twisted Hamiltonian Lie algebra. Denote σ = n−1 s=1 σ 2s+1 − 2ε.
Theorem 1 The Lie algebra (H
and an additive group homomorphism f : Γ → F such that Rad φ ⊂ kerf . For u ∈ A , we denoteū = u + Fx −ε,0 . In particular, we denotex α,i = x α,i + Fx −ε,0 for (α, i) ∈ Γ × J . It can be verified that A forms a multiplicity-free H -module with the action determined bȳ
for u ∈ A α and v ∈ A β . To make it distinguishable, we denote by A ξ,f the module A with the above action. In particular, denoting ξ 0 = (0, · · · , 0, 1) ∈ F 2n , module A ξ 0 ,0 is induced from the adjoint representation of the Lie algebra A . Moreover, it is straightforward to verify that
Theorem 2 If there exists µ ∈ Γ such that
We shall present the proofs of Theorem 1 and Theorem 2 in sections 2 and 3, respectively.
Proof of Theorem 1
In this section, we will determine the simplicity of the twisted Hamitonian Lie algebra H . In order to prove simplicity, we need the following Lemma.
Lemma 3 Let T be a linear transformation on a vector space U, and let U 1 be a subspace of U such that T(U 1 ) ⊂ U 1 . Suppose that u 1 , u 2 , · · · , u n are eigenvectors of T corresponding to different eigenvalues. If
Let I be any ideal of A that strictly contains Fx −ε,0 . When J = {0}, proving the simplicity of (H , [·, ·]) is equivalent to proving that I = A .
Our proof of Theorem 1 is organized as follows. Firstly, we will determine some preliminary facts about the ideal I. Then, we will process the proof in four steps.
First by (1.14), we have
For λ ∈ Γ ′ , we define
In particular,
For any (β, j) ∈ Γ × J , we find
by (2.1). If I λ = {0} for some 0 = λ ∈ Γ ′ , we pick any
Fixing β and considering the nonzero terms d β,l x β,l in u with the largest value |l|, we have
by (2.7) and the fact ε = 0. Thus (2.6) implies that I 0 strictly contains
β,j−1 [2] for (β, j) ∈ ker ϕ 2 × J (2.11)
by (2.1). Set
By (2.11) and (2.12) and repeatedly acting of ad 1 on I 0 , we can prove that
Then we have
By (2.17), ι(u) > 0. Furthermore, we set
Write u as in (2.18). We will process our proof in four steps.
Step 1. α = β whenever a α,i a β,j = 0.
Firstly, we want to prove that
If J 2 = N, we get
By the minimality of ι(u) and Lemma 3, we have
,2n ker ϕp )\ker ϕ 2 , we have
By the minimality of ι(u) and Lemma 3, we get
whenever a α,i a β,j = 0, which implies
Assume that there exist α, β ∈ Γ such that ϕ 1 (α) = ϕ 1 (β), ϕ 1 (α + β) + 3 = 0 and a α,i a β,j = 0. Without loss of generality, we assume that ϕ 1 (α) + 1 = 0. Note that ϕ 1 ≡ 0 and ϕ 2 ≡ 0. According to (1.9), we pick τ ∈ Rad φ ( 2 =p∈1,2n ker ϕp )\ker ϕ 2 and τ ′ ∈ Rad φ ( p∈2,2n ker ϕp )\ker ϕ 1 such that
Then we find
. Thus the first equation in (2.27) holds, and so does (2.21).
Secondly, we want to prove that
Assume ϕ q ≡ 0 and ϕ q ′ ≡ 0. Then for any 0 = τ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp ), we have
by the minimality of ι(u) and Lemma 3. Moreover, (2.37) is equivalent to
Assume that there exist α, β ∈ Γ such that ϕ q (α) = ϕ q (β), ϕ q (α + β − σ q ) = 0 and a α,i a β,j = 0. Without loss of generality, we assume that ϕ q (α) = 0. Since ϕ q ≡ 0 and ϕ q ′ ≡ 0, we can choose
by (1.9) such that
Thus the first equation in (2.38) holds, and so does (2.34).
If ϕ q ≡ 0 and ϕ q ′ ≡ 0, then J q ′ = N by (1.7). Moreover, if j q ′ = 0 for some a β,j = 0, choose τ ∈ Rad φ ∩ (∩ q =p∈1,2n ker ϕp )\ker ϕq such that ϕ q (β + τ + σ q ) = 0. Then we have
, which contradicts the minimality ofk. Therefore j q ′ = 0 whenever a β,j = 0. Thus we get
which implies (2.34). Therefore, we have proved
Thirdly, we want to prove that
For a β,j = 0, we have
by (2.1) and (2.47). Since ι(u) is minimal and φ(β, β) = 0, we have
For any γ ∈ Γ, we have
For a α,i = 0, if ϕ q (α) = 0 for q ∈ 3, 2n and ϕ 1 (α) + 1 = 0, then (2.47) and (2.51) imply
Assume that there exist α, β ∈ Γ such that
Then we obtain φ(γ, α) = −φ(γ, β) = 0. Moreover, (2.47) and (2.50) tell us that
Since φ(γ, 2α + ε) = 2φ(γ, α) = 0, we have 2α + ε = −ε. But the fact that
contradicts the minimality of ι(u). Thus the first equation in (2.54) holds, and so does (2.48).
Next we assume that ϕ 1 (α) + 1 = 0 or there exists q ∈ 3, 2n such that ϕ q (α) = 0, for a α,i = 0. (2.58)
For convenience, we denote
60)
61)
Notice that W 1 and W 2 are two subspaces of
is a linear transformation on A which preserves U ′ , W 1 and W 2 . For any a α,i = 0, we have
Moreover, it has eigenvectors x α+σ 2s+1 −ε,i + W 1 and x α−ε,i + W 1 with eigenvalue −ϕ 1 (α). Furthermore, x α−2ε,i + W 1 is an eigenvector with eigenvalue −ϕ 1 (α) + 1. Repeatedly applying ad x 0,1 [2] on (W 2 + W 1 )/W 1 , Claim 1 holds by Lemma 3, (2.47) and (2.51).
If J 2 = {0}, we have ϕ 2 ≡ 0 by (1.7). For any a α,i = 0, if ϕ 1 (α) + 1 = 0, Claim 1 follows naturally from (2.51). Suppose that ϕ 1 (α) + 1 = 0. Picking τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 , ad x −τ,0 ad x τ,0 is a linear transformation on A which preserves U ′ , W 1 and W 2 . Since for any a α,i = 0, we have
. Moreover, it has eigenvectors x α+σ 2s+1 −ε,i + W 1 and x α−ε,i + W 1 with eigenvalue g(α − ε). Furthermore, x α−2ε,i + W 1 is an eigenvector with eigenvalue g(α − 2ε). First, we have g(α) = g(α − ε). If 2ϕ 1 (α) + 1 = 0, we further get g(α) = g(α − 2ε). Thus, repeatedly applying ad x −τ,0 ad x τ,0 on (W 2 + W 1 )/W 1 , Claim 1 holds by Lemma 3, (2.47) and (2.51). Otherwise, 2ϕ 1 (α)+1 = 0, we have g(α) = g(α − 2ε). By Lemma 3, (2.47) and (2.51) we obtain some v
Since 2ϕ 1 (α) + 1 = 0, we have ϕ 1 (α) = 0. Pick τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 again, then we have
Therefore, Claim 1 holds by substituting (2.65) and (2.66) in
Claim 2. For any fixed r (where r ∈ 1, n − 1), there exists some
If σ 2r+1 = 0, we get ϕ 2r+1 ≡ ϕ 2r+2 ≡ 0 by (1.10). Therefore Claim 2 follows naturally from (2.59). We assume that σ 2r+1 = 0. Then ϕ 2r+1 (σ 2r+1 ) = 0 or ϕ 2r+2 (σ 2r+1 ) = 0 by (1.8) and (1.10). Choose q ∈ {2r + 1, 2r + 2} such that ϕ q (σ 2r+1 ) = 0, then ϕ q ≡ 0 and σ q = σ 2r+1 .
If ϕ q ′ ≡ 0, we get J q ′ = N by (1.7). Observe that ad x −σq−ε,1
[q ′ ] is a linear transformation on A which preserves U ′ , W 1 and W 2 . For any a α,i = 0, since i q ′ = 0 by (2.45), we have If ϕ q ′ ≡ 0, pick τ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ . Then ad x −τ −2ε−2σq ,0 ad x τ,0 is a linear transformation on A which preserves U ′ , W 1 and W 2 . For any a α,i = 0, we have [
we have h(α) = h(α + σ q ). If ϕ q (2α + σ q ) = 0 or ϕ q ′ (2α + σ q ) = 0, we can further restrict the selection of τ so that
Therefore we have h(α) = h(α + 2σ q ). Repeatedly applying ad x −τ −2ε−2σq ,0 ad x τ,0 on (W 2 + W 1 )/W 1 , Claim 2 follows from Lemma 3, (2.47) and (2.59). Otherwise, ϕ q (2α + σ q ) = ϕ q ′ (2α + σ q ) = 0, we get h(α) = h(α + 2σ q ). By Lemma 3, (2.47) and (2.59), we obtain some v
Since ϕ q (2α + σ q ) = 0 and ϕ q (σ q ) = 0, we have ϕ q (α) = 0 and ϕ q (α + σ q ) = 0. Picking τ ′ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ , we have
Thus, Claim 2 holds by substituting (2.73) and (2.74) in
For all r ∈ 1, n − 1, repeat the procedure of the proof of Claim 2. It is clear that Claim 3 holds.
Hence, by the minimality of ι(u), Claim 3 and Lemma 3, we get
Then we obtain φ(γ, α) = −φ(γ, β) = 0. For any a α,i = 0, if there exists q ∈ 3, 2n such that ϕ q (α) = 0 and ϕ q ′ ≡ 0. Picking τ ′ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ , we have For any a α,i = 0, if either ϕ p (α) = 0 or ϕ p ′ ≡ 0 for p ∈ 3, 2n, and there does exist q ∈ 3, 2n such that ϕ q (α) = 0. Fixing p, if ϕ p (α) = 0, we have ϕ p ′ ≡ 0.
Then J p ′ = N by (1.7). By (2.45), a β,j = 0 implies that j p ′ = 0. In the following, we would like to rewrite u ′ in (2.18) as
where c β,l ∈ F and u ′′ ∈ A k −2 + Fx −ε,0 . Thus we get
, which contradicts the minimality ofk in (2.17). Therefore φ(α, θ ′ ) = 0 whenever c θ ′ ,l ′ = 0. Hence we have
Since 2α + σ q + ε = −ε due to φ(γ, 2α + σ q + ε) = 0, and a α,i ǫ q ′ ϕ q (α) = 0, we For any a α,i = 0, if ϕ q (α) = 0 for all q ∈ 3, 2n, we therefore have ϕ 1 (α) + 1 = 0 by (2.58). Moreover, if ϕ 2 ≡ 0, picking τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 , we have
Since 2α = −ε due to φ(γ, 2α) = 2φ(γ, α) = 0, and a α,i ϕ 2 2 (τ )(ϕ 1 (α) + 1) 
, which contradicts the minimality ofk in (2.17). Therefore φ(α, θ ′ ) = 0 whenever c θ ′ ,l ′ = 0. Similarly, we have φ(α, θ) = 0 for any nonzero terms c θ,l x θ,l of u with |l| ≤k − 2. Thus we get
Since 2α = −ε due to φ(γ, 2α) = 2φ(γ, α) = 0, and a α,i (ϕ 1 (α) + 1) = 0, we have [x α,1 [2] , u] ∈ (I [0] ∩ A k )\Fx −ε,0 . Then the minimality of ι(u) implies that ι([x α,1 [2] , u]) = ι(u). But we have φ(γ, 2α) = φ(γ, β + α) and φ(γ, 2α) + φ(γ, β + α) = 2φ(γ, α) = 0, (2.92) which contradicts (2.78) if we replace u by [x α,1 [2] , u]. Thus the first equation in (2.78) holds, and so does (2.48). Therefore we have proved that φ(γ, α) = φ(γ, β) for any γ ∈ Γ, whenever a α,i a β,j = 0.
(2.93)
Hence by (1.8), (2.47) and (2.93), we get α = β whenever a α,i a β,j = 0. (2.94)
Step 2. 1 ∈ I.
Let a α,i = 0 be fixed. We will give the proof in two cases. Case 1 .k = 0.
In this case, x α,0 ∈ I [0] for some α ∈ ker ϕ 2 \{−ε}. Assume that α = 0. Since α = −ε, we have ϕ 1 (α) + 1 = 0 or ϕ q (α) = 0 for some q ∈ 3, 2n, or α ∈ Rad φ . Subcase 1.1 . ϕ 1 (α) + 1 = 0.
If ϕ 2 ≡ 0, picking τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 , we have
Thus we get 1 ∈ I. Otherwise ϕ 2 ≡ 0, we have J 2 = N. Then we get
So we obtain 1 ∈ I. Subcase 1.2 . ϕ 1 (α) + 1 = 0 and ϕ q (α) = 0 for some q ∈ 3, 2n.
Then x α+τ ′ +σq+ε,0 ∈ I. Since ϕ 1 (α+τ ′ +σ q +ε)+1 = 0 and ϕ 2 (α+τ ′ +σ q +ε) = 0, we go back to Subcase 1.1 with x α,0 replaced by
which implies x α+σq+ε,0 ∈ I. Since ϕ 1 (α + σ q + ε) + 1 = 0 and ϕ 2 (α + σ q + ε) = 0, we go back to Subcase 1.1 with x α,0 replaced by x α+σq +ε,0 . Subcase 1.3 . ϕ 1 (α) + 1 = 0 and ϕ q (α) = 0 for all q ∈ 3, 2n.
Since α = −ε, we have α ∈ Rad φ . Namely, there exists β ∈ Γ such that φ(α, β) = 0. Fixing any such β, we have Then we get 1 ∈ I. If ϕ 1 (β)+1 = 0, we have ϕ 1 (β +ε)+1 = 0 and φ(α, β +ε) = 0. We go back to (2.99) and (2.100) with β replaced by β + ε. Case 2 .k > 0.
We have obtained that
where α ∈ ker ϕ 2 \{−ε}, and u ′ ∈ A k −1 + Fx −ε,0 . In the following, we will use u ′ frequently in its specific form as in (2.83). Subcase 2.1 . There exists q ∈ 3, 2n and a α,i = 0 such that i q > 0 and ϕ q (α) = 0.
, which contradicts the minimality ofk. Assume that ϕ q ′ ≡ 0, then J q ′ = N. Picking τ ∈ Rad φ ∩ (∩ p∈2,2n ker ϕp )\ker ϕ 1 such that ϕ 1 (α + τ + ε) + 1 = 0, we have
, which contradicts the minimality ofk.
Subcase 2.2 . There exists q ∈ 3, 2n and a α,i = 0 such that i q > 0 and ϕ q (α) = 0.
Since ϕ q (τ ′ ) = 0, we go back to Subcase 2.1 with u replaced by [x τ ′ −α−σq−ε,0 , u]. Assume that ϕ q ′ ≡ 0, by (1.7) we have J q ′ = N. Then we get
Since σ 2s+1 − σ q = −ε for all s ∈ 1, n − 1, avoiding contradiction to the minimality ofk, the coefficients corresponding to the terms
for all s ∈ 1, n − 1 in (2.108) are zeros. For any s ∈ 1, n − 1 , we have
(2.109)
The coefficient corresponding to the term x β+σ 2s+1 +ε−α−σq,l in (2.107) and the coefficient corresponding to the term x β+σ 2s+1 −α−σq,l in (2.108) are the same. To avoid contradiction to the minimality ofk, we get that these coefficients equal zero. Similarly, we have
(2.110)
The coefficient corresponding to the term x β+ε−α−σq,l in (2.107) and the coefficient corresponding to the term x β−α−σq,l in (2.108) are the same. To avoid contradiction to the minimality ofk, we get that these coefficients equal zero too. Using these results, we have
Thus we go back to Subcase 2.1 with u replaced by [
. Subcase 2.3 . For any a α,i = 0, i q = 0 for all q ∈ 3, 2n.
Since i q = 0 for all q ∈ 2, 2n, we obtain i 1 =k. Then we have
and α by −ε, we can always assume that
, which contradicts the minimality ofk. Assume that ϕ 2 ≡ 0, by (1.7) we have J 2 = N. Then we get
For any s ∈ 1, n − 1, we have
The coefficient corresponding to the term x β+σ 2s+1 +ε−α,l in (2.115) and the coefficient corresponding to the term x β+σ 2s+1 −α,l in (2.116) are the same. To avoid contradiction to the minimality ofk, we get that these coefficients equal zero. Similarly, we have
The coefficient corresponding to the term x β+ε−α,l in (2.115) and the coefficient corresponding to the term x β−α,l in (2.116) are the same. To avoid contradiction to the minimality ofk, we get that these coefficients equal zero too. Using these results, we have
If ϕ 1 (α) + 1 = 0, by replacing u by [x −α−ε,1 [2] , u] and α by −ε, we can always assume that ϕ 1 (α) + 1 = 0. Picking τ ′ ∈ Rad φ ∩ (∩ p∈2,2n ker ϕp )\ker ϕ 1 , we have
So we always havek = 0 and 1 ∈ I.
Step 3. The conclusion of Step 2 implies I = A if J = {0}.
β,j−1 [2] for (β, j) ∈ Γ × J . (2.121) If J 2 = N, we can prove I = A by induction on j 2 . Assume that J 2 = {0}, then ϕ 2 ≡ 0 by (1.7). Thus (2.121) implies
Picking τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 , we get x τ,0 ∈ I. Since we have
for any (β, j) ∈ ker ϕ 2 × J . If J 1 = N, we can prove I = A by induction on j 1 . Assume that J 1 = {0}. Then (2.123) shows
If there exists q ∈ 3, 2n such that
for β ∈ ker ϕ 2 . Then by (2.125) and induction on j q , we have
for β ∈ ker ϕ 2 . Then by (2.126) and induction on j q , we have I = A . Therefore, we have proved that I = A if J = {0}. So the first statement of Theorem 1 holds.
Step 4. The second statement of Theorem 1 holds.
If J = {0}, we have ϕ p ≡ 0 for any p ∈ 1, 2n. Fixing any q ∈ 3, 2n, we pick τ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ . Since ϕ 1 (τ ) + 2 = 0, we have x τ,0 ∈ I by (2.124). Then we get
for β ∈ ker ϕ 2 . Thus we obtain
For β ∈ ker ϕ 2 such that ϕ 1 (β) + 2 = 0 and ϕ q (β − σ q ) = 0 for all q ∈ 3, 2n, if β ∈ Rad φ , there exists α ∈ Γ such that φ(α, β) = 0. Fix any such α. If ϕ 1 (α)+2 = 0, replace α by α +ε. Then we can always assume that ϕ 1 (α)+2 = 0. By (2.122) and (2.124), we have x α,0 ∈ I. Then we get
Since ϕ 1 (β − ε) + 2 = 0, we have x β−ε,0 ∈ I. Since
we have x β+σ 2s+1 ,0 ∈ I for all s ∈ 1, n − 1. Then by (2.129) we get
Thus we have obtained that Replacing A byĤ and Γ by Γ\{σ} in the above proof, we can also obtain (2.133), which implies the simplicity of
This completes the proof of Theorem 1.
Proof of Theorem 2
In this section, we will determine the irreducibility of the module A ξ,f .
If there exists µ ∈ Γ such that (1.16) and (1.17) hold, by (1.15) and (2.1) we have the module isomorphism from A ξ,f to A ξ 0 ,0 in the following:
As a H -module, A ξ 0 ,0 has a one dimensional trivial submodule Fx −ε,0 . And A ξ 0 ,0 /Fx −ε,0 is irreducible when J = {0} and indecomposable when J = {0}. In the following, we assume that such µ does not exist. Let N be any nonzero submodule of A ξ,f . To prove the second statement of Theorem 2 is equivalent to proving that N = A ξ,f .
For k ∈ N, let
)\{0}, we write it as . Moreover, we define
By (3.5), κ(u) > 0. Furthermore, we set
)\{0} such that κ(u) = κ. Write u as in (3.6) . Quite similarly to the discussion in Step 1 and the second case of Step 2 of the proof of Theorem 1, we can obtain some x α,0 ∈ N with α ∈ Γ. Here we omit the details and let α be fixed. Then we will prove N = A ξ,f by induction on |i|.
Frequently, we will use the notation of Lie algebra homomorphism
to denote the module action in the rest of this paper. Firstly we will prove x γ,i ∈ N for all γ ∈ Γ when |i| = 0. Namely, we will prove x γ,0 ∈ N for all γ ∈ Γ. We give the proof in four cases.
By (1.15), we have
If ϕ 2 ≡ 0, we have J 2 = N. Moreover, if ξ 2 = 0, there does not exist any γ ∈ Γ such that (3.10) holds. We assume that ξ 2 = 0. Then we havē
Repeatedly applying ρ(x ε,0 )ρ(x −ε,1 [2] ) on N , we obtain x γ,0 ∈ N by Lemma 3, (3.10), (3.11) and (3.12) . If ϕ 2 ≡ 0, picking τ ∈ Rad φ ∩ (∩ 2 =p∈1,2n ker ϕp )\ker ϕ 2 , we havex
where
). Since we have 14) and by (3.10) we have ϕ 1 (γ) + 1 + ξ 1 = 0 or ϕ 2 (γ) + ξ 2 = 0, we can restrict the selection of τ so that S 1 (γ + ε) − S 1 (γ) = 0. Then repeatedly applying ρ(x ε−τ,0 )ρ(x τ −ε,0 ) on N , we obtain that x γ,0 ∈ N by Lemma 3, (3.10), (3.11) and (3.13).
for some t ∈ 1, n − 1. By (1.15), we have
If σ 2t+1 = 0, we have ϕ 2t+1 ≡ ϕ 2t+2 ≡ 0 by (1.10). Then there does not exist any γ ∈ Γ such that (3.15) holds. Assume that σ 2t+1 = 0 , we have ϕ 2t+1 (σ 2t+1 ) = 0 or ϕ 2t+2 (σ 2t+1 ) = 0 by (1.10). Choose q ∈ {2t + 1, 2t + 2} such that ϕ q (σ 2t+1 ) = 0. Then ϕ q ≡ 0, and we have that σ q = σ q ′ = σ 2t+1 . If ϕ q ′ ≡ 0, we have J q ′ = N. Moreover, if ξ q ′ = 0, there does not exist any γ ∈ Γ such that (3.15) holds. Suppose that ξ q ′ = 0. Then we havē
Repeatedly applying ρ(
on N , we obtain that x γ,0 ∈ N by Lemma 3, (3.15), (3.16) and (3.17) .
If
where 20) and by (3.15) we have ϕ q (γ − σ q ) + ξ q = 0 or ϕ q ′ (γ − σ q ) + ξ q ′ = 0, we can restrict the selection of τ ′ so that S 2 (γ) − S 2 (γ − σ q ) = 0. Then repeatedly applying ρ(x −τ ′ −2σq−ε,0 )ρ(x τ ′ −ε,0 ) on N , we obtain that x γ,0 ∈ N by Lemma 3, (3.15), (3.16) and (3.18) .
Similarly to the discussion from (3.11) to (3.18), we can obtain that x γ,0 ∈ N .
for all t ∈ 1, n − 1, and
Then we go back to Case 1 with x α,0 replaced by x α+τ,0 . If ϕ 2 (α) + ξ 2 = 0, by (3.23) we have ϕ 1 (α) + ξ 1 = 0. Moreover, if there exists q ∈ 3, 2n such that ϕ q (α) + ξ q = 0 and ϕ q ′ ≡ 0, picking
Then we go back to Case 1 with x α,0 replaced by x α+τ +τ ′ +σq+ε,0 . If there exists q ∈ 3, 2n such that ϕ q (α) + ξ q = 0 and ϕ q ′ ≡ 0, we have
We go back to Case 1 with x α,0 replaced by x α+τ +σq+ε,0 . If ϕ q (α) + ξ q = 0 for all q ∈ 3, 2n, then there exists θ ∈ Γ such that φ(θ, α) + f (θ) = 0.
(3.29)
We rechoose τ ∈ Rad φ ∩ (∩ p∈2,2n ker ϕp )\ker ϕ 1 such that ϕ 1 (α + θ + τ + ε) + ξ 1 = 0. Then we have
We go back to Case 1 or the first condition of Subcase 4.1 with x α,0 replaced by x α+θ+τ +ε,0 . So we obtain that x γ,0 ∈ N . Subcase 4.2. ϕ 2 (γ) + ξ 2 = 0 and ϕ 1 (γ) + 1 + ξ 1 = 0. By (3.23) we have that ϕ 2 (α) + ξ 2 = 0. If ϕ 2 ≡ 0, we can prove x γ,0 ∈ N similarly to Subcase 4.1. Here we omit the details. We assume that ϕ 2 ≡ 0. Then we get J 2 = N and ξ 2 = 0.
If ϕ 1 (α) + ξ 1 = 0, we have N ∋x γ−α,1 [2] .x
Since we havex ε,1 [2] .(x −ε,1 [2] .x γ+σ 2s+1 +ε,1 [2] 
(3.32)
for s ∈ 1, n − 1, and x ε,1 [2] .(x −ε,1 [2] .
Repeatedly applying ρ(x ε,1 [2] )ρ(x −ε,1 [2] ) on N , we obtain x γ,0 ∈ N by Lemma 3, (3.31), (3.32) and (3.33).
If ϕ 1 (α)+ξ 1 = 0, pick τ ∈ Rad φ ∩(∩ p∈2,2n ker ϕp )\ker ϕ 1 such that ϕ 1 (τ )+1 = 0.
Moreover, if there exists q ∈ 3, 2n such that ϕ q (α) + ξ q = 0 and ϕ q ′ ≡ 0, picking τ ′ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ , we have
Since ϕ 1 (α + τ + τ ′ + σ q + ε) + ξ 1 = 0, we go back to the previous condition from (3.31) to (3.33) with x α,0 replaced by x α+τ +τ ′ +σq+ε,0 . So we obtain that x γ,0 ∈ N . If there exists q ∈ 3, 2n such that ϕ q (α) + ξ q = 0 and ϕ q ′ ≡ 0, then we have Since ϕ 1 (α + τ + σ q + ε) + ξ 1 = 0, we go back to the condition from (3.31) to (3.33) with x α,0 replaced by x α+τ +σq+ε,0 . So we obtain that x γ,0 ∈ N . If ϕ q (α) + ξ q = 0 for all q ∈ 3, 2n, then there exists θ ∈ Γ such that φ(θ, α) + f (θ) = 0.
(3.36)
We rechoose τ ∈ Rad φ ∩ (∩ p∈2,2n ker ϕp )\ker ϕ 1 such that ϕ 1 (α + θ + τ + ε) + ξ 1 = 0, then we have N ∋x θ+τ,0 .x α,0 = (φ(θ, α) + f (θ))x α+θ+τ +ε,0 . (3.37)
We go back to the condition from (3.31) to (3.33) with x α,0 replaced by x α+θ+τ +ε,0 . So we obtain that x γ,0 ∈ N . Subcase 4.3. ϕ 2 (γ) + ξ 2 = 0, ϕ 1 (γ) + 1 + ξ 1 = 0 and there exists q ∈ 3, 2n such that ϕ q (γ − σ q ) + ξ q = 0. The proof for x γ,0 ∈ N in this subcase is similar to the proof in Subcase 4.2. Here we omit the details. Subcase 4.4. ϕ 2 (γ) + ξ 2 = 0, ϕ 1 (γ) + 1 + ξ 1 = 0 and ϕ q (γ − σ q ) + ξ q = 0 for all q ∈ 3, 2n.
Since we assumed that µ defined in Theorem 2 does not exist, there exists θ ∈ Γ such that φ(θ, γ + ε − Similarly to the discussion from (3.11) to (3.13) in Case 1, we obtain that x α+τ +θ,0 ∈ N . Then we go back to Case 3 with x α,0 replaced by x α+τ +θ,0 . Assume that ϕ 2 ≡ 0, then we have J 2 = N and ξ 2 = 0. Since we have N ∋x θ,1 [2] .x
(ϕ 2s+1 (θ)(ϕ 2s+2 (α) + ξ 2s+2 ) − ϕ 2s+2 (θ)(ϕ 2s+1 (α) + ξ 2s+1 ))x α+θ+σ 2s+1 +ε,1 [2] +(φ(θ, α) + f (θ))x α+θ+ε,1 [2] − (ϕ 1 (α) + ξ 1 )x α+θ,0 . (3.45)
Similarly to the discussion from (3.31) to (3.33), we obtain that x α+θ,0 ∈ N . We go back to Case 3 with x α,0 replaced by x α+θ,0 , then we obtain x γ,0 ∈ N . Next we consider the case that ϕ 2 (α) + ξ 2 = 0, ϕ 1 (α) + ξ 1 = 0 and there exists q ∈ 3, 2n such that ϕ q (α) + ξ q = 0. Choose τ ∈ Rad φ ∩ (∩ p∈2,2n ker ϕp )\ker ϕ 1 such that ϕ 1 (τ ) + 1 = 0. If ϕ q ′ ≡ 0, picking τ ′ ∈ Rad φ ∩ (∩ q ′ =p∈1,2n ker ϕp )\ker ϕ q ′ , we have N ∋x τ +τ ′ ,0 .x α,0 = ǫ q ′ ϕ q ′ (τ ′ )(ϕ q (α) + ξ q )x α+τ +τ ′ +σq+ε,0 . We go back to Case 3 with x α,0 replaced by x α+mθ ′ +θ+ε,0 , then we obtain that x γ,0 ∈ N . Therefore we have proved that x γ,i ∈ N for all γ ∈ Γ when |i| = 0. Fixing 0 < k ∈ N, assume that x γ,i ∈ N for all γ ∈ Γ with |i| < k. Then we need to prove that x γ,i ∈ N for all γ ∈ Γ with |i| = k. The proof is similar to the proof for |i| = 0. Here we omit the details.
This completes the proof of Theorem 2.
