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3.1.Lokasi dan waktu penelitian
Lokasi dari penelitian ini adalah CV.Nusaena Konveksi yang beralamat di
Jalan Pembangunan Gg. Samoa No. 12 Rumbai - Pekanbaru. Penelitian ini di
lakukan pada bulan Maret 2013 sampai dengan selesai.
3.2.Jenis dan sumber data
Jenis dan sumber data yang digunakan dalam penelitian ini adalah data
sekunder. Data Sekunder adalah data yang diperoleh dalam bentuk yang sudah
dipublikasikan dan tersedia di perusahaan, seperti data-data biaya produksi dan
laporan laba-rugi periode tahun 2004-2013, struktur organisasi, pembagian tugas,
aktifitas perusahaan, yang kemudian dikaitkan dengan teori-teori yang berkaitan
dengan  penelitian.
3.3.Metode pengumpulan data
Pengumpulan data pada penelitian ini didapat dengan metode wawancara
dan observasi.
a. Wawancara, yaitu metode pengumpulan data dengan cara mengadakan
tatap muka muka secara langsung dengan pimpinan dan karyawan yang
dianggap dapat memberikan informasi yang dibutuhkan dalam penelitian
ini. Pada penelitian ini penulis melakukan wawancara dengan pimpinan
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dan karyawan CV.Nusaena Konveksi mengenai biaya produksi dan hal-hal
yang berkaitan dengan judul penelitian.
b. Observasi, yaitu metode pengumpulan data dengan mengadakan
pengamatan secara langsung terhadap kegiatan perusahaan dan masalah
yang diteliti untuk memperoleh gambaran mengenai aktifitas perusahaan.
3.4. Populasi dan sampel
1.Populasi
Populasi adalah wilayah generalisasi, yang terdiri dari objek atau subjek
yang mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh
peneliti untuk dipelajari. Karena penelitian ini menggunakan data
sekunder maka populasi dalam penelitian ini berupa data laba dan biaya
produksi pada CV.Nusaena Konveksi.
2.Sampel
Sampel adalah bagian dari jumlah dan karakteristik yang dimiliki oleh




Analisis deskriptif merupakan analisis yang berguna untuk mengetahui
atau menggambarkan nilai variabel mandiri baik satu variabel atau lebih
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(independent) tanpa membuat perbandingan atau menghubungkan dengan
variabel yang lain.
3.5.2. Uji Normalitas Data
Uji normalitas data dilakukan untuk menguji kenormalan distribusi data,
dimana data yang berdistribusi normal akan memusatkan pada nilai rata-rata dan
median. Uji normalitas bertujuan untuk mengetahui seberapa besar data
terdistribusi secara normal dalam variabel yang digunakan didalam penelitian ini.
Data yang baik dapat digunakan dalam suatu penelitian jika data tersebut
terdistribusi secara normal.
Uji normalitas data dapat dilakukan dengan melihat Normal Probability
Plot. Pada Normal Probability Plot, jika data menyebar disekitar garis diagonal
dan mengikuti arah diagonal maka model regresi yang tersebut memenuhi asumsi
linearitas data. Ini berarti bahwa data berdistribusi secara normal dalam
persamaan tersebut.
3.5.3. Uji Asumsi Klasik
Uji asumsi klasik ini dilakukan untuk mengetahui apakah hasil estimasi
regresi yang dilakukan benar-benar bebas dari adanya gejala autokorelasi,
multikolinearitas dan gejala heteroskedasitas. Jika uji asumsi klasik tidak
dipenuhi maka variabel-variabel yang menjelaskan menjadi tidak efisien.
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1. Uji Autokorelasi
Salah satu fungsi linear yang baik adalah tidak terciptanya
autokorelasi. Autokorelasi atau korelasi serial berarti terdapatnya korelasi
antara anggota sampel atau data pengamatan yang diurutkan berdasarkan
waktu, sehingga munculnya suatu datum dipengaruhi oleh datum
sebelumnya. Autokorelasi muncul pada regresi yang menggunakan data
berkala (Iqbal Hasan,2008).
Dengan adanya autokorelasi mengakibatkan hal berikut :
a. Varians sampel tidak dapat menggambarkan varians populasi
b. Model regresi yang dihasilkan tidak dapat dipergunakan untuk
menduga nilai variabel terikat dari nilai bebas tertentu.
c. Varians dari koefisiennya menjadi tidak efisien lagi, sehingga koefisien
estimasi yang dipeoleh salah.
d. Uji T tidak berlaku lagi, jika uji T digunakan maka kesimpulan yang
diperoleh salah.
Untuk mengetahui ada atau tidaknya autokorelasi dapat dilakukan
dengan uji Durbin Watson dengan ketentuan sebagai berikut
(C.Trihendradi,2011:166) :
a. 1,65 < DW < 2,35 tidak terjadi autokorelasi
b. 1,21 < DW < 1,65 atau 2,35 < DW < 2,79 tidak dapat disimpulkan
c. DW < 1,21 atau DW > 2,79 terjadi autokorelasi
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2. Uji Multikolinearitas
Multikolinearitas adalah keadaan dimana variabel independen
dalam persamaan regresi mempunyai hubungan erat satu sama lain.
Konsekuensinya adalah bahwa kesalahan standar estimasi akan cenderung
meningkat dengan bertambahnya variabel independen, tingkat signifikansi
yang digunakan untuk hipotesis nol akan semakin besar dan probabilitas
menerima hipotesis yang salah juga semakin besar. Sehingga model regresi
yang diperoleh tidak valid untuk menaksir variabel dependen.
Salah satu cara untuk mendeteksi multikolinearitas adalah dengan
melihat nilai tolerance dan lawan variance and inflation factor (VIF).
3. Uji Heterokedastisitas
Heteroskedastisitas berarti variasi (varians) variabel tidak sama
untuk semua pengamatan. Pada heteroskedastisitas, kesalahan yang terjadi
tidak random (acak) tetapi menunjukkan hubungan yang sistematis sesuai
dengan besarnya satu atau lebih variabel bebas.
Untuk melihat ada atau tidaknya heteroskedastisitas maka
digunakan scatterplot (diagram pancur). Jika pola scatterplot membentuk
pola tertentu yang teratur maka regresi mengalami gangguan
heteroskedastisitas. Sedangkan jika diagram pancur tidak membentuk pola
(menyebar) maka regresi tidak mengalami gangguan heteroskedastisitas.
Deteksi dengan melihat ada atau tidaknya pola tertentu pada grafik dimana
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sumbu X dan Y yang telah diprediksi dan sumbu X adalah residual yang
telah distandarlized kan.
3.5.4. Analisis Regresi Linear Berganda
(Iqbal Hasan 2008), regresi linear berganda adalah alat ukur mengenai
hubungan yang terjadi antara variabel terikat dan dua atau lebih variabel bebas.






X1 = Biaya Bahan Baku Langsung
X2 = Biaya Tenaga Kerja Langsung
X3 = Biaya Overhead Pabrik
E = Faktor Pengganggu (error)
3.5.5. Pengujian Hipotesis
Sebelum melakukan pengujian terhadap hipotesis yang diajukan dalam
penelitian ini, maka perlu menguji model penelitian terlebih dahulu. Untuk
analisis regresi linear berganda pengujian hipotesisnya dilakukan secara parsial
dan simultan, dengan dua macam alat uji yaitu :
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1. Uji Simultan ( uji F )
Uji F disebut juga uji global atau uji signifikansi serentak. Uji ini
dimaksudkan untuk melihat kemampuan menyeluruh dari variabel
bebas yaitu x1,x2,x3, untuk dapat atau mampu menjelaskan tingkah
laku atau keragaman variabel tidak bebas (Y). Uji F dilakukan
untuk mengetahui apakah variabel independen secara bersama-sama
(simultan) berpengaruh terhadap variabel dependen.
Level of significance yang digunakan adalah 5% dan dasar
pengambilan keputusan kesimpulannya adalah sebagai berikut :
a. Fhitung < Ftabel maka H0 diterima dan Ha ditolak
b. Fhitung > Ftabel maka H0 ditolak dan Ha diterima
Untuk nilai Ftabel dapat ditentukan dengan tingkat kepercayaan (1-
a) dan derajat kebebasan (degree of freedom df=(k-1) dan (n-k)
agar dapat ditentukan nilai kritisnya.
2. Uji Parsial (uji T)
Setelah dilakukan uji F dan mengetahui adanya pengaruh variabel-
variabel independen terhadap variabel dependen secara bersama-
sama, selanjutnya dilakukan uji T untuk mengetahui apakah semua
variabel independen secara parsial berpengaruh signifikan terhadap
variabel dependen .
Uji T dilakukan dua arah (two tail) dengan tingkat keyakinan 95%
dan dilakukan uji tingkat signifikansi pengaruh hubungan variabel
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independen secara individual terhadap variabel dependen dengan
tingkat signifikansi yang ditentukan sebesar 5% dan derajat
kebebasan ( degree of freedom) df = (n-k).
Apabila thitung > ttabel, maka H1 diterima dan H0 ditolak,dengan kata
lain variabel independen secara individual memiliki pengaruh yang
signifikan terhadap variabel dependen. Begitu juga sebaliknya, jika
thitung < ttabel, maka H0 diterima dan H1 ditolak.
3. Koefisien Determinasi
Koefisein determinasi digunakan untuk mengetahui berapa besar
pengaruh variabel independent ( X ) terhadap variabel dependent (
Y ) atau deengan kata lain untuk mengetahui berapa % pengaruh
biaya produksi terhadap laba. Koefisien determinasi diberi simbol
R, dihitung dengan cara mengkuadratkan nilai r. Dengan demikian
nilai koefisien determinasi dapat dicari dengan rumus :
R = r2 x 100%
Keterangan :
R = Koefisien determinasi
R2 = Kuadrat dari nilai koefisien korelasi
