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 Resumen 
Este proyecto ha consistido en el desarrollo de una plataforma de pruebas (un 
demostrador), basado en el uso de unos módulos de transmisión-recepción 
con sensores incrustados (tecnología TELOS) llamados genéricamente motas, 
para evaluar las prestaciones de sistemas de comunicaciones inalámbricos 
que utilizan tecnología Zig-Bee con el protocolo IEEE 802.15.4,  utilizando las 
transmisiones reales como novedad respecto al uso de simuladores.  
 
Este proyecto incluye el desarrollo de una interface de control y monitorización 
desde ordenadores personales conectados a los dispositivos, con la capacidad 
de extraer las medidas y estadísticas necesarias. Más concretamente, los 
dispositivos utilizados tienen unos sensores integrados y la capacidad de 
comunicarse entre ellos  y además disponen de un puerto USB para ser 
controlados desde un ordenador y transferir los datos al mismo. 
 
A partir de este punto se han programado las motas para realizar medidas de 
la potencia de señal recibida y comparar el número de paquetes que se 
reciben con éxito respecto del número de los que se pierden para evaluar la 
tasa de error de paquete; esta información es enviada al ordenador donde se 
ha analizado en función de diversos parámetros tanto físicos como de 
implementación de las comunicaciones. Los sensores se programan con un 
lenguaje de programación denominado nesC que comparte características de 
C y está orientado a eventos; el código nesC se compila usando una aplicación 
de libre distribución que va montada sobre el sistema operativo Linux llamada 
TinyOS y se instala en las motas. 
 
Por otra parte, la aplicación que utiliza el ordenador para recibir los datos y 
analizarlos se ha programado en Java puesto que TinyOS proporciona las 
herramientas Java necesarias para interpretar la información proveniente de 
las motas por el puerto USB. Estos parámetros se han comparado teniendo en 
cuenta diferentes parámetros físicos y condiciones de transmisión. El objetivo 
es reducir la probabilidad de error de paquete modificando en las motas 
algunos parámetros del protocolo MAC IEEE 802.15.4 y las condiciones de 
transmisión como la potencia o la carga de tráfico generado en las 
comunicaciones. 
 
TinyOS es un sistema operativo que compila código nesC para diferentes tipos 
de motas y genera un código máquina para programar los sensores. La idea 
básica de estos sensores  es tomar medidas de temperatura, humedad, 
intensidad de luz, infrarrojos, etc. y enviar los datos entre éstas y el ordenador. 
 
Nuestro estudio se ha centrado en evaluar la probabilidad de error de los 
mensajes en función de la potencia recibida y mejorar las comunicaciones de 
estas motas para poder caracterizar el canal físico en diferentes lugares, como 
el campus de Castelldefels, la montaña, lugares con  interferencias y también 
extraer el modelo de propagación teórico y compararlo con el físico en estas 
zonas. También se medirán estos parámetros en función del número de motas 
y de la distancia entre estas. 
 Overview 
This project consists in the development of a test platform (a demonstrator), 
based on using of some transmission-reception modules with embedded 
sensors (TELOS technology), for evaluating the performance of wireless 
communications using the Zig-Bee 802.15.4 protocol, with real transmissions 
as a novelty from using simulators.  
  
The project includes the development of control and monitoring interface from 
personal computers connected to devices, with ability of taking measures and 
needed statistics. More concretely, our devices have embedded sensors and 
ability of communicating themselves and moreover dispose of an USB port for 
programming, controlling from computer and transferring data to this.   
  
From this point motes had been programmed for taking readings of signal 
strength and compare the number of successfully received packets versus loss 
packets in order to evaluate the packet error rate; this information was sent to 
computer to analyzing in function of several parameters both physics and 
communications implementation. Sensors had been programmed with a 
programming language called nesC that shares C features and is event-
oriented; nesC code is compiled using an open source application that runs 
over Linux operating system called tinyOS and is installed into motes. 
 
By the other hand, the application that uses the computer for receiving data 
and analyzing is programmed in Java since tinyOS provides the needed Java 
tools for interpreting the providing information from the motes by USB port. 
These parameters had been compared considering several physical 
parameters and transmission circumstances. The purpose is to decrease the 
packet error rate as possible by modifying with the motes 802.15.4 protocol 
parameters and transmission settings as for example the power or backoff time.
  
TinyOS is an operating system that compiles nesC code for different kinds of 
motes and generates machine code for programming sensors. The basic idea 
of these sensors is taking measures of temperature, humidity, light brightness, 
infrared…etc and send data between themselves and the computer. 
 
Our study only consists of evaluating the message error rate versus received 
power and improve if we can the communications between motes for 
characterize the physic channel in different places, as Castelldefels campus, 
mountain, places with many interferences and extract too the theoretical 
propagation pattern and compare with the physical pattern in these places. 
Also these parameters will be measured in function of the number of 
transmitting motes end the distance between them.   
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Introducción 
 
 
Una de las tecnologías más prometedoras en esta década es la de poder 
comunicar ordenadores u otros dispositivos mediante tecnología inalámbrica. 
La conexión mediante ondas de radio o luz Infrarroja, actualmente está siendo 
ampliamente investigada.  
 
Partamos de la definición de comunicaciones inalámbricas: este término se 
refiere al uso de la tecnología sin cables la cual permite la conexión de varios 
ordenadores u otros tipos de  dispositivos entre sí a través de ondas 
electromagnéticas. 
 
El uso de esta tecnología inalámbrica permite establecer una conexión sin 
necesidad de cables, desapareciendo las limitaciones de espacio y tiempo, 
dando la impresión de que puede ubicarse un dispositivo u ordenador en 
cualquier lugar del mundo. 
 
Con respecto a esta tecnología han surgido gran cantidad de estándares 
destinados a cubrir infinidad de necesidades, que por motivos obvios de 
espacio no trataremos, y nos centraremos en un caso particular, que es el caso 
de las redes de sensores Motas. 
 
En los años 90, las redes han revolucionado la forma en la que las personas y 
las organizaciones intercambian información y coordinan sus actividades. En 
ésta década seremos testigos de otra revolución; una nueva tecnología 
permitirá la observación y el control del mundo físico. Los últimos avances 
tecnológicos han hecho realidad el desarrollo de unos mecanismos distribuidos, 
pequeños, baratos y de bajo consumo, llamados comúnmente MOTAS, que, 
además, son capaces tanto de procesar información localmente como de 
comunicarse de forma inalámbrica. La disponibilidad de micro sensores y 
comunicaciones inalámbricas permitirá desarrollar redes de 
sensores/actuadores para un amplio rango de aplicaciones. 
 
 
En este TFC hemos trabajado con este tipo de dispositivos y se han analizado 
las comunicaciones mediante aplicaciones desarrolladas para tal fin y de qué 
forma se pueden mejorar las comunicaciones modificando parámetros de la 
comunicación; la potencia y la tasa de transmisión. 
 
Para dicho fin se han realizado dos aplicaciones: una programada en lenguaje 
nesC, cargada en las Motas, así como una aplicación en leguaje Java  que es 
la aplicación que se utilizará para mostrar los datos por el PC. 
 
A lo largo de esta memoria se irá detallando cómo se han realizado dichas 
aplicaciones, detalles técnicos concretos de estos dispositivos así como de los 
principios teóricos básicos necesarios para el entendimiento de este proyecto. 
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Capítulo 1. Principios teóricos 
 
La comunicación inalámbrica se obtiene usando ondas electromagnéticas en 
lugar de cables para llevar la información de un punto a otro. 
 
Las comunicaciones inalámbricas abarcan una gran cantidad de dispositivos 
electrónicos. Hay muchos productos usan comunicaciones inalámbricas. Por 
ejemplo, muchos ordenadores portátiles llevan ahora tarjetas inalámbricas 
permiten la conexión a Internet desde cualquier lugar. Otros productos con 
tecnología inalámbrica, pueden ser  audífonos, el control para abrir el garaje, 
teléfonos celulares, cualquier tipo de control remoto...etc. 
Las distintas comunicaciones inalámbricas se basan en un conjunto de 
estándares o normas.   
 
1.1 Estándares de comunicaciones inalámbricas 
Los estándares o normas son descripciones técnicas detalladas, elaboradas 
con el fin de garantizar la interoperabilidad entre elementos construidos 
independientemente. 
Según la Organización Internacional para la Estandarización (ISO), uno de los 
principales organismos internacionales desarrolladores de estándares, la 
normalización es la actividad que tiene por objeto establecer, ante problemas 
reales o potenciales, disposiciones destinadas a usos comunes y repetidos, 
con el fin de obtener un nivel de ordenamiento óptimo en un contexto dado, que 
puede ser tecnológico, político o económico.  
En el caso de las telecomunicaciones, el contexto al que hace referencia la ISO 
es casi exclusivamente tecnológico. Los estándares de telecomunicaciones 
deben alcanzar únicamente el nivel de concreción necesario para llevar a cabo 
sus implementaciones de manera inequívoca y que sean compatibles entre sí.  
Los principales organismos internacionales desarrolladores de estándares de 
telecomunicaciones son: 
• CENELEC - Comité Européen de Normalisation Electrotechnique 
(Comité Europeo de Normalización Electrotécnica)  
• ETSI - European Telecommunications Standards Institute (Instituto 
Europeo de Estándares de Telecomunicaciones) 
• IEC - International Electrotechnical Commission (Comisión 
Electrotécnica Internacional)  
• IEEE - Institute of Electrical and Electronical Engineers (Instituto de 
Ingenieros Eléctricos y Electrónicos)  
• IETF - Internet Engineering Task Force (Fuerza de Trabajo de Ingeniería 
de Internet)  
• ISO - Organización Internacional para la Estandarización  
• ITU/UIT - Unión Internacional de Telecomunicaciones  
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Por su parte, algunos de los estándares establecidos de comunicaciones 
inalámbricas son los siguientes: 
 
• Bluetooth Tecnología de radio de corto alcance que permite las 
comunicaciones y la sincronización de datos entre ordenadores 
personales, PDAs, teléfonos móviles y dispositivos periféricos así como 
también entre estos dispositivos e Internet. 
 
• ZigBee Zigbee es un estándar de transmisión de datos de baja 
velocidad, en dos direcciones, para redes de automatización industriales 
y domésticas. Este estándar soporta bandas de radio sin licencia de 2,4 
GHz. 
 
• GPRS Abreviatura de General Packet Radio Service. Estándar para las 
comunicaciones inalámbricas que funciona con velocidades de hasta 
115 kbps, comparado con el actual GSM (Sistema Global para 
Comunicaciones Móviles) de 9,6 kbps. 
 
• RFID Contactless tags: Abreviatura de Radio Frequency Identification. 
La energía emitida por el lector de la etiqueta de la RFID es absorbida 
por la etiqueta y luego se utiliza para escribir nuevos datos en la etiqueta 
o para descargar los datos de identificación. 
  
• WLAN: Abreviatura de Wireles Local Area Network. Se basa en IEEE 
802.11. Incluye los protocolos WIFI y WiMAX. 
 
• EDGE: Enhanced Data GSM Environment. Se trata de una versión más 
rápida del GSM. Permite velocidades para datos hasta 384 kbps. 
 
• GPS: Sistema de Posicionamiento Global. Es un sistema mundial MEO 
de navegación por satélite formado por 24 satélites que están en órbita 
alrededor de la tierra, emitiendo una señal durante las 24 horas del día, 
y por sus correspondientes receptores en la tierra. 
 
• GSM: (Global system mobile) sistema estándar para comunicación 
utilizando teléfonos móviles que incorporan tecnología digital.  
 
• UMTS: (Universal Mobile Telecommunications System - UMTS) 
tecnología usada por los móviles de tercera generación (3G, también 
llamado W-CDMA). Sucesor de GSM. 
Sus tres grandes características son las capacidades multimedia, una 
velocidad de acceso a Internet elevada, la cual además le permite 
transmitir audio y video a tiempo real; y una transmisión de voz con 
calidad equiparable a la de las redes fijas.  
 
• WIMAX: Estándar de transmisión inalámbrica de datos (802.16 MAN) 
que proporciona accesos concurrentes en áreas de hasta 48 km de radio 
y a velocidades de hasta 70 Mbps, utilizando tecnología que no requiere 
visión directa con las estaciones base. Es un concepto parecido a Wi-Fi 
pero con mayor cobertura y ancho de banda. 
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Fig. 1 Estándares de comunicaciones inalámbricas 
 
De todos los estándares descritos previamente, se ha trabajado con el estándar 
ZigBee (IEEE 802.15.4) que se describirá más detalladamente en el apartado 
1.2.2. 
1.2 Redes de sensores (WSN) 
 
Las redes inalámbricas de sensores consisten en gran cantidad de pequeños 
dispositivos, capaces de recoger todo tipo de información de su entorno: 
temperatura, humedad, luz, movimiento…etc, a través de los sensores que 
llevan incorporados. Su reducido tamaño y la capacidad de transmitir sin 
cables, permiten un despliegue rápido y flexible de centenares de dispositivos. 
 
Los últimos avances tecnológicos han hecho realidad el desarrollo de unos 
mecanismos distribuidos, diminutos, baratos y de bajo consumo, que, además, 
son capaces tanto de procesar información localmente como de comunicarse 
de forma inalámbrica. La disponibilidad de microsensores y comunicaciones 
inalámbricas permitirá desarrollar redes de sensores/actuadores para un amplio 
rango de aplicaciones. 
 
Con todo esto, una red de sensores puede ser descrita como un grupo de 
motas que se coordinan para llevar a cabo una aplicación especifica. Al 
contrario que las redes tradicionales, las redes de sensores llevarán con más 
precisión sus tareas dependiendo de lo denso que sea el despliegue y lo 
coordinadas que estén. 
 
Cada nodo de la red consta de un dispositivo con un microcontrolador, 
sensores y transmisor/receptor, y forma una red con muchos otros nodos, 
también llamados motas o sensores. Por otra parte, un sensor es capaz de 
procesar una limitada cantidad de datos. Pero cuando se coordinala 
información entre un importante número de nodos, éstos tienen la habilidad de 
medir una magnitud  física dada con gran detalle. Las motas se describirán en 
el apartado 0 y posteriores. 
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1.2.1 Aplicaciones de las redes de sensores 
 
Las redes de sensores tienen una amplia variedad de aplicaciones: 
 
• Monitorización de un hábitat (para determinar la población y 
comportamiento de animales y plantas) 
• Monitorización del medio ambiente, observación del suelo o agua 
• Mantenimiento de ciertas condiciones físicas (temperatura, luz) 
• Control de parámetros en la agricultura 
• Detección de incendios, terremotos o inundaciones 
• Sensorización de edificios “inteligentes” 
• Control de tráfico 
• Asistencia militar o civil 
• Control de inventario 
• Control médico 
• Detección acústica 
• Cadenas de montaje, etc. 
 
De hecho las redes de sensores inalámbricas (WSN) tienen el potencial de 
revolucionar los complejos sistemas de control u observación, tal y como hoy 
se entiende. 
 
Actualmente el estándar utilizado para las redes de ZigBee sobre 80.15.4. 
 
1.2.2 Estándar de comunicaciones ZigBee 
 
ZigBee es una alianza, sin ánimo de lucro, de 25 empresas como Invensys,  
Mitsubishi, Philips y Motorola, con el objetivo del desarrollo de una tecnología 
inalámbrica de bajo coste 
 
Algunas de las características de ZigBee son: 
 
• ZigBee opera en las bandas libres ISM (Industrial, Scientific & Medical) 
de 2.4GHz, 868 MHz (Europa) y 915 MHz (Estados Unidos). 
• Tiene una velocidad de transmisión de 250 Kbps y un rango de 
cobertura de 10 a 75 metros. 
• A pesar de coexistir en la misma frecuencia con otro tipo de redes como 
WiFi o Bluetooth su desempeño no se ve afectado, esto se debe a su 
baja tasa de transmisión y, a características propias del estándar IEEE 
802.15.4. 
• Capacidad de operar en redes de gran densidad, esta característica 
ayuda a aumentar la confiabilidad de la comunicación, ya que entre más 
nodos existan dentro de una red, mayor número de rutas alternativas 
existirán para garantizar que un paquete llegue a su destino. 
• Cada red ZigBee tiene un identificador de red único, lo que permita que 
coexistan varias redes en un mismo canal de comunicación sin ningún 
problema. 
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• Teóricamente pueden existir hasta 16 000 redes diferentes en un mismo 
canal y cada red puede estar constituida por hasta 65 000 nodos, 
obviamente estos límites se ven truncados por algunas restricciones 
físicas (memoria disponible, ancho de banda, etc.). 
• Es un protocolo de comunicación multi-salto, es decir, que se puede 
establecer comunicación entre dos nodos aún cuando estos se 
encuentren fuera del rango de transmisión, siempre y cuando existan 
otros nodos intermedios que los interconecten, de esta manera, se 
incrementa el área de cobertura de la red. 
• Su topología de malla (MESH) permite a la red auto recuperarse de 
problemas e la comunicación aumentando su confiabilidad. 
1.2.2.1 Tipos de dispositivos 
 
 
Se definen tres tipos diferentes de dispositivos ZigBee según su papel en la 
red: 
 
• Coordinador ZigBee (ZigBee coordinator, ZC). Puede actuar como 
director de una red en árbol así como servir de enlace a otras redes. 
Existe exactamente un coordinador por cada red, que es el nodo que la 
comienza en principio  
• Router ZigBee (ZR). Además de ofrecer un nivel de aplicación para la 
ejecución de código programado por el usuario, puede actuar como 
router interconectando dispositivos separados en la topología de la red. 
• Dispositivo final (ZigBee end device, ZED). Posee la funcionalidad 
necesaria para comunicarse con su nodo padre (el coordinador o un 
router). 
 
En base a su funcionalidad puede plantearse una segunda clasificación: 
 
• Dispositivo de funcionalidad completa (FFD): es capaz de recibir 
mensajes en formato del estándar 802.15.4, puede funcionar como 
coordinador o router o puede ser usado en dispositivos de red que 
actúen de interface con los usuarios. 
• Dispositivo de funcionalidad reducida (RFD): tiene capacidad y 
funcionalidad limitadas (especificada en el estándar) con el objetivo de 
conseguir un bajo coste y una gran simplicidad. Básicamente, son los 
sensores/actuadores de la red 
 
1.2.2.2 Arquitectura 
 
Zigbee es el nombre de la especificación de un conjunto de protocolos de alto 
nivel de comunicación inalámbrica para su utilización de bajo consumo, basada 
en el estándar IEEE 802.15.4 de redes inalámbricas de área personal (wireless 
personal area network, WPAN). Su objetivo son las aplicaciones que requieren 
comunicaciones seguras con baja tasa de envío de datos y maximización de la 
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vida útil de sus baterías. En la  Fig. 2 se muestran las diferentes capas que 
conforman la pila de protocolos para ZigBee. 
 
 
Fig. 2 Diferentes capas que conforman la pila de protocolos para ZigBee 
 
• La capa de más bajo nivel es la capa física (PHY), que en conjunto con 
la capa de acceso al medio (MAC), brindan los servicios de transmisión 
de datos por el aire, punto a punto. Estas dos capas esta descritas en el 
estándar IEEE 802.15.4–2003. El estándar trabaja sobre las bandas ISM 
de uso no regulado, dónde se define hasta 16 canales en el rango de 2.4 
GHz, cada una de ellas con un ancho de banda de 5 MHz. Se utilizan 
radios con un espectro de dispersión de secuencia directa, lográndose 
tasas de transmisión en el aire de hasta 250 Kbps en rangos que oscilan 
entre los 10 y 75 m, los cuales dependen bastante del entorno. 
 
• La capa de red (NWK) tiene como objetivo principal permitir el correcto 
uso del subnivel MAC y ofrecer una interfaz adecuada para su uso por 
parte de la capa de aplicación. En esta capa se brindan los métodos 
necesarios para: iniciar la red, unirse a la red, enrutar paquetes dirigidos 
a otros nodos en la red, proporcionar los medios para garantizar la 
entrega del paquete al destinatario final, filtrar paquetes recibidos, 
cifrarlos y autentificarlos. Es en esta capa en donde se implementan las 
distintas topologías de red que ZigBee soporta (árbol, estrella y mesh 
network). 
 
• La siguiente capa es la de soporte a la aplicación que es el responsable 
de mantener el rol que el nodo juega en la red, filtrar paquetes a nivel de 
aplicación, mantener la relación de grupos y dispositivos con los que la 
aplicación interactúa y simplificar el envío de datos a los diferentes 
nodos de la red. En el nivel conceptual más alto se encuentra la capa de 
aplicación que no es otra cosa que la aplicación misma y de la que se 
encargan los fabricantes.  
 
1.2.2.3 Empaquetamiento y direccionamiento 
 
En ZigBee, el empaquetamiento se realiza en cuatro tipos diferentes de 
paquetes básicos, los cuales son: datos, ACK, y beacon. En la Fig. 3 se 
muestran los campos de los cuatro tipos de paquetes básicos. 
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• El paquete de datos tiene una carga de datos de hasta 104 bytes. La 
trama está numerada para asegurar que todos los paquetes lleguen a su 
destino. Un campo nos asegura que el paquete se ha recibido sin 
errores. Esta estructura aumenta la fiabilidad en condiciones 
complicadas de transmisión. 
 
• La estructura de los paquetes ACK, llamada también paquete de 
reconocimiento, es donde se realiza una realimentación desde el 
receptor al emisor, de esta manera se confirma que el paquete se ha 
recibido sin errores.  
 
• El paquete MAC, se utiliza para el control remoto y la configuración de 
dispositivos/nodos. Una red centralizada utiliza este tipo de paquetes 
para configurar la red a distancia. 
 
• El paquete beacon se encarga de “despertar” los dispositivos que 
“escuchan” y luego vuelven a “dormirse” si no reciben nada más. Estos 
paquetes son importantes para mantener todos los dispositivos y nodos 
sincronizados, sin tener que gastar una gran cantidad de batería estando 
todo el tiempo encendidos. 
 
 
Fig. 3 Campos de los cuatro tipos de paquetes básicos de ZigBee. 
 
Los dos mecanismos de acceso al canal que se implementan en ZigBee 
corresponden para redes “con beacon y “sin beacon”. Para una red “sin 
beacons”, un estándar ALOHA CSMA-CA envía reconocimientos positivos para 
paquetes recibidos correctamente. En esta red, cada dispositivo es autónomo, 
pudiendo iniciar una conversación, en la cual los otros pueden interferir. A 
veces, puede ocurrir que el dispositivo destino puede no oír la petición, o que el 
canal esté ocupado. 
 
Este sistema se usa típicamente en los sistemas de seguridad, en los cuales 
sus dispositivos (sensores, detectores de movimiento o de rotura de cristales), 
duermen prácticamente todo el tiempo (el 99,999%). Para que se les tenga en 
cuenta, estos elementos se "despiertan" de forma regular para anunciar que 
siguen en la red. Cuando se produce un evento, el sensor "despierta" 
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instantáneamente y transmite la alarma correspondiente. Es en ese momento 
cuando el coordinador de red, recibe el mensaje enviado por el sensor, y activa 
la alarma correspondiente. En este caso, el coordinador de red se alimenta de 
la red principal durante todo el tiempo. 
 
En cambio, en una red “con beacons”, se usa una estructura de supertrama 
para controlar el acceso al canal, esta supertrama es estudiada por el 
coordinador de red para transmitir “tramas beacon” cada ciertos intervalos. Esta 
estructura garantiza el ancho de banda dedicado y bajo consumo. Este modo 
es más recomendable cuando el coordinador de red trabaja con una batería. 
Los dispositivos que conforman la red, escuchan a dicho coordinador durante el 
"beacon". Un dispositivo que quiera intervenir, lo primero que tendrá que hacer 
es registrarse para el coordinador, y es entonces cuando mira si hay mensajes 
para él. En el caso de que no haya mensajes, este dispositivo vuelve a 
"dormir", y se despierta de acuerdo a un horario que ha establecido 
previamente el coordinador. En cuanto el coordinador termina el "beacon", 
vuelve a "dormirse". 
1.2.2.4 Topologías 
 
En ZigBee existen tres tipos de topologías: estrella, árbol, y en red mallada 
(mesh network), las cuales pueden observarse en la Fig. 4. Siempre hay un 
nodo de red que asume el papel de coordinador central encargado de 
centralizar la adquisición y las rutas de comunicación entre dispositivos. 
Además, si se aplica el concepto de Mesh Network, pueden existir 
coordinadores o routers, alimentados permanentemente en espera de 
recibir/repetir las tramas de los dispositivos o sensores. 
 
Sin lugar a dudas, una de las mayores aportaciones del ZigBee y el que mayor 
interés está despertando a las empresas desarrolladoras de productos, es el 
concepto de red nodal o mesh network por el que cualquier dispositivo ZigBee 
puede conectarse con otro dispositivo usando a varios de sus compañeros 
como repetidores. A este se le conoce como enrutado “multi-salto”, primero 
hace llegar la información al nodo ZigBee vecino, el cual puede además ser 
coordinador de la red, para así llegar al nodo destino, pasando por todos los 
que sean necesarios. De esta manera cualquier nodo ZigBee puede hacer 
llegar los datos a cualquier parte de la red inalámbrica siempre y cuando todos 
los dispositivos tengan un vecino dentro de su rango de cobertura. 
 
 
 
Fig. 4 Diferentes topologías de red disponibles  
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Dentro de la gran variedad de aplicaciones que ZigBee, hemos trabajado con 
una en particular, que son las redes de sensores (WSN). 
 
1.2.2.5 Protocolo MAC: CSMA/CA   
 
CSMA/CA (Carrier Sense Multiple Access/Collision Avoidance) es la técnica 
MAC utilizada en el estándar 802.15.4. Este protocolo utiliza un mecanismo de 
prevención de colisiones basado en mensajes recíprocos de acuse de recibo 
que el transmisor y receptor intercambian: 
 
La estación que desea transmitir escucha a la red. Si la red está ocupada, la 
transmisión se suspende hasta más tarde. Sin embargo, si el medio permanece 
libre durante un cierto período de tiempo llamado DIFS, (que es el espacio 
entre tramas) la estación transmisora realiza un intento de envío. El tiempo 
que tarda en transmitir la trama después del DIFS se denomina ventana de 
contención. La ventana de contención está ranurada en tiempos de backoff que 
dependen de la capa física. 
 
Fig. 5 Representación de los tiempos que intervienen en el mecanismo de acceso al medio CSMA/CA 
 
En la Fig. 6 se muestra el algoritmo utilizado por el CSMA/CA en forma de 
diagrama de flujo. Cuando se prepara para transmitir una trama, se escucha el 
canal, para saber si está libre; si lo esta se espera un IFS (Interframe Space) 
para realizar el intento de transmisión y si en ese momento no está libre el 
canal, se realiza otro reintento esperando un IFS y entonces se aplica el tiempo 
de Backoff.   
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Fig. 6 Algoritmo de funcionamiento del CSMA/CA 
1.2.3 Dispositivos para redes de sensores 
 
Las redes de sensores están constituidas por motas y estas a su vez por: 
 
• Sensores: tienen la función de medir una magnitud física como por 
ejemplo temperatura, humedad, luz visible…etc.  
• Conversor analógico/digital: su función es convertir una magnitud 
analógica  que proviene de los sensores a una señal digital. 
• Microcontrolador: Procesa principalmente la información que proviene de 
los sensores así como ejecutar el software de usuario.  
• Chip de comunicaciones radio: su función es enviar y recibir información 
desde/hacia otras motas utilizando el canal radio.   
 
Las redes de sensores inalámbricas (WSN), tienen una corta historia, a pesar 
de ello, ya existen  varios fabricantes trabajando en esta tecnología: 
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• CROSSBOW: Especializada en el mundo de los sensores, es una 
empresa que desarrolla plataformas hardware y software que dan 
soluciones para las redes de sensores inalámbricas. Entre sus productos 
encontramos las plataformas Mica, Mica2, Micaz, Mica2dot, telos y 
telosb.  
 
• MOTEIV: Joseph Polastre, antiguo doctorando de un grupo de trabajo de 
la Universidad de Berekeley formó la compañía Moteiv. Ha desarrollado 
la plataforma Tmote Sky y Tmote Invent. 
 
• SHOCKFISH: Empresa suiza que desarrolla TinyNode. A partir de este 
tipo de mota en Laussane han llevado un proyecto, en el que 
implementan una red de sensores en todo el campus de la “Ecole 
Polytechnique Fédérale de Lausanne”. 
 
Para este proyecto se utilizaran las Motas Telosb de la empresa CROSSBOW, 
que son iguales que las que fabrica MOTEIV, cuyo “datasheet” se encuentra en 
el anexo 3. 
 
Fig. 7 Mota telosb de crossbow 
 
1.2.3.1 Sistemas operativos para MOTAS 
 
Para la programación de motas contamos con diversos sistemas operativos de 
los cuales aquí enumeramos los más conocidos: 
 
• Bertha (pushpin computing platform) Una plataforma de software 
diseñada e implementada para modelar, testear y desplegar una red de 
sensores distribuida de muchos nodos idénticos.  
• Nut/OS: Es un pequeño sistema operativo para aplicaciones en tiempo 
real, que trabaja con CPUs de 8 bits. 
• Contiki: Es un Sistema Operativo de libre distribución para usar en un 
limitado tipo de computadoras, desde los 8 bits a sistemas embebidos 
en microcontroladores, incluidas motas de redes inalámbricas. 
• CORMOS: A Communication Oriented Runtime System for Sensor 
Networks, específico para redes de sensores inalámbricos como su 
nombre indica. 
• eCos: (embedded Configurable operating system) es un sistema 
operativo gratuito, en tiempo real, diseñado para aplicaciones y sistemas 
embebidos que sólo necesitan un proceso. Se pueden configurar 
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muchas opciones y puede ser personalizado para cumplir cualquier 
requisito, ofreciendo la mejor ejecución en tiempo real y minimizando las 
necesidades de hardware. 
• EYESOS: se define como un entorno para escritorio basado en Web, 
permite monitorizar y acceder a un sistema remoto mediante un sencillo 
buscador. 
• MagnetOS: es un sistema operativo distribuido para redes de sensores o 
adhoc, cuyo objetivo es ejecutar aplicaciones de red que requieran bajo 
consumo de energía, adaptativas y fáciles de implementar. 
• MANTIS (MultimodAl NeTworks In-situ Sensors) 
• TinyOS: Sistema Operativo desarrollado por la universidad de Berkeley, 
se hablará de él en el próximo apartado. 
• t-Kernel: es un sistema operativo que acepta las aplicaciones como 
imágenes de ejecutables en instrucciones básicas. Por ello, no importará 
si está escrito en C++ o lenguaje ensamblador. 
• LiteOS: Sistema operativo desarrollado en principio para calculadoras, 
pero que ha sido también utilizado para redes de sensores. 
 
1.2.3.1.1 Sistema operativo TINYOS 
 
El sistema operativo utilizado en este proyecto es TinyOS. El  diseño de 
TinyOS está basado en responder a las características y necesidades de las 
redes de sensores, tales como reducido tamaño de memoria, bajo consumo de 
energía, operaciones de concurrencia intensiva (simultaneidad en la ejecución 
de múltiples tareas interactivas). Además se encuentra optimizado en términos 
de uso de memoria y eficiencia de energía.  
 
El diseño del Kernel (núcleo) de TinyOS está basado en una estructura de dos 
niveles de planificación.  
• Eventos: Pensados para realizar un proceso pequeño (por ejemplo cuando 
el contador del timer se interrumpe, o atender las interrupciones de un 
conversor análogo-digital). Además pueden  interrumpir las tareas que se 
están ejecutando. 
• Tareas: Las tareas están pensadas para hacer una cantidad mayor de 
procesamiento y no son críticas en tiempo. Las tareas se ejecutan en su 
totalidad, pero la solicitud de iniciar una tarea, y el término de ella son 
funciones separadas.  
Con este diseño permitimos que los eventos (que son rápidamente 
ejecutables), puedan ser realizados inmediatamente, pudiendo interrumpir a las 
tareas (que tienen mayor carga computacional en comparación a los eventos).  
TinyOS y NesC, que es el lenguaje de programación utilizado para las motas 
en el presente proyecto, se encuentran profundamente relacionados, es por 
eso que a continuación se realizará un pequeño resumen con algunas de las 
características de este lenguaje. 
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1.2.3.2 Lenguajes de programación para motas. 
 
La programación de sensores es relativamente compleja, entre otras 
dificultades está la limitada capacidad de cálculo y la cantidad de recursos. Y 
así como en los sistemas informáticos tradicionales se encuentran entornos de 
programación prácticos y eficientes para generar y depurar código, incluso en 
tiempo de ejecución, en estos microcontroladores todavía no hay herramientas 
comparables. 
 
Podemos encontrar lenguajes como: 
 
• NesC: lenguaje que utilizamos para nuestras motas, y que está 
directamente relacionado con TinyOS. 
• Protothreads: específicamente diseñado para la programación 
concurrente, provee hilos de dos bytes como base de funcionamiento. 
• SNACK: facilita el diseño de componentes para redes de sensores 
inalámbricas, sobre todo cuando la información o cálculo a manejar es 
muy voluminoso, complicado con nesc, este lenguaje hace su 
programación más eficiente. Luego es un buen sustituto de nesc para 
crear librerías de alto nivel a combinar con las aplicaciones más 
eficientes. 
• C@t: iniciales que hincan computación en un punto del espacio en el 
tiempo (Computation at a point in space (@) Time ) 
• DCL: Lenguaje de composición distribuido (Distributed Compositional 
Language) 
• GalsC: diseñado para ser usado en TinyGALS, es un lenguaje 
programado mediante el modelo orientado a tarea, fácil de depurar, 
permite concurrencia y es compatible con los módulos nesc de TinyOS 
• SQTL (Sensor Query and Tasking Language): como su nombre indica es 
una interesante herramienta para realizar consultas sobre redes de 
motas. 
 
De todos los lenguajes de programación citados anteriormente, en este 
proyecto se utiliza NesC, puesto que es el lenguaje de programación que utiliza 
TinyOS y el cual se describirá brevemente a continuación. Para más 
información véase el Anexo 2. 
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1.2.3.2.1 NesC   
 
NesC es el lenguaje de programación utilizado en el presente proyecto. NesC 
es un lenguaje de programación basado en C, orientado a eventos. Utiliza un 
modelo de programación que integra el manejo de comunicaciones, la 
capacidad de reaccionar frente a sucesos (eventos) que puedan ocurrir durante 
la ejecución del programa.  
 
Básicamente  NesC ofrece la separación entre la construcción y la composición 
(ficheros módulo y configuración). Hay dos tipos de componentes (un 
componente es un fragmento de código): módulos y configuraciones. Los 
módulos proveen el código de la aplicación, implementando los eventos de una 
o más interfaces. Las interfaces son una agrupación de comandos y eventos. 
Mediante los eventos de una interface, se da respuesta a un suceso 
determinado, como por ejemplo realizar una determinada función cuando se 
recibe un mensaje, desde el componente en el que se usa la interface. Estas 
interfaces son los únicos puntos de acceso mediante sus comandos al resto de 
componentes que intervengan en la aplicación.  
 
 
 
Fig. 8 Esquema de un modelo de programa NesC 
 
Otro concepto a tener en cuenta en un fichero de configuración nesC es el 
concepto de wiring, este concepto hace referencia a la interconexión entre las 
interfaces (una interfaz contiene un conjunto de comandos y eventos) que 
proporciona un componente y la interface que usa una aplicación. Es decir, la 
expresión (wiring) A.c->B.c significa que el componente B proporciona la 
interface “c” y el componente A la usa. Un ejemplo de este modelo de 
programación se muestra en la Fig. 8, donde BC.nc representa un componente 
del sistema, que proporciona la interface Bint, utilizada por el módulo de la 
aplicación AM.nc. El componente A.nc, que es el fichero de configuración, se 
encarga de especificar al componente AM.nc, de dónde proviene la interface 
Bint. 
 
A continuación mencionamos los principales aspectos que el modelo de 
programación NesC ofrece y que deben ser entendidos para el diseño con 
TinyOS: 
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• Separación de la construcción y composición: los programas se 
compilan a partir de los componentes, los cuales se ensamblan para 
formar un programa completo. Los componentes tienen una 
concurrencia interna en forma de tareas. Los hilos de ejecución pueden 
saltar entre diversos componentes a través de sus interfaces(es decir, el 
código completo para ejecutar un comando o que genera una tarea se 
divide en porciones cada una de la cuales se encuentra en un 
componente distinto). Estos hilos se pueden desencadenar tanto en una 
tarea como en una interrupción o evento. 
• Especificación del comportamiento de un componente en términos de un 
conjunto de interfaces la cuales pueden ser usadas o proporcionadas 
por componentes. Las interfaces proporcionadas tienen la finalidad de 
representar la funcionalidad que el componente proporciona a sus 
usuarios mientras que las interfaces que se usan representan la 
funcionalidad que el componente necesita para realizar su trabajo. 
• Las interfaces son bidireccionales: especifican un conjunto de funciones 
para ser implementadas por el componente que las proporciona 
(comandos) y otro conjunto para ser implementadas por el usuario 
(eventos). Esto permite a una única interface representar una interacción 
compleja entre componentes.   
Seguidamente se explicarán los conceptos básicos de NesC requeridos para la 
comprensión de los conceptos que se explican en  los apartados 1.4 y 2.1. 
1.2.3.2.1.1 Introducción al lenguaje NesC 
 
En toda aplicación NesC se debe tener por lo menos cuatro tipos de ficheros: 
 
1. Ficheros de cabezera: Es el fichero C en el que se definen las distintas 
estructuras de datos y diversas constantes que utiliza la aplicación 
tinyOS. Este fichero tiene siempre una extensión .h.  
 
2. Makefile: Aunque este no es un fichero nesC, contiene las reglas de 
compilación así como las herramientas que se utilizan si se precisa en 
la misma, para poder crear los ficheros de tipo Java, C, C++ o Phyton, 
que son lenguajes soportados por tinyOS; el hecho de generar código 
fuente en estos lenguajes se debe generalmente a la necesidad de 
facilitar el intercambio de datos entre la mota y el PC.  
 
3. Ficheros de configuración, que definen los componentes que utilizará la 
aplicación así como las interfaces que proporciona cada uno de estos 
componentes 
 
4. Ficheros módulo, que contienen todas las funcionalidades que la 
aplicación necesita. Puede usar y a su vez proporcionar interfaces 
 
En el primer capítulo del anexo 2 a este proyecto (Lección 1: comenzando con 
tinyos y nesC) hay un ejemplo de la aplicación Blink donde se explica con 
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detalle cómo se estructuran y funcionan los ficheros módulo y configuración  y 
en el segundo capítulo (Lección 2: módulos y el modelo de ejecución de tinyos) 
se detalla cómo se implementa una aplicación tinyOS sencilla: 
RadioCountToLeds.  
Para obtener información adicional acerca del lenguaje nesc véase nesC 
language reference manual [2] donde se detallan los conceptos teóricos acerca 
de este lenguaje. 
1.2.3.2.1.2 La herramienta mig (message interface generator) en NesC 
 
La herramienta MIG se utiliza en toda aplicación tinyOS en la que exista una 
comunicación entre la mota y el PC. Mig (message interface generator) es un 
instrumento para generar el código que procesa mensajes TinyOS y su 
definición se incluye en el Makefile. En este apartado se describirá el uso de 
esta herramienta y en el apartado 2.1.1 se verá el ejemplo de aplicación para 
este TFC. 
 
Sinopsis: 
 
Mig tool [any ncc option] [-o output-file] [-java-classname=full-class-name] [-
java-extends=class-name] msg-format-file message-type 
 
Descripción: 
 
El argumento full-class-name especifica el nombre completo de la clase java 
que se desea generar, en nuestro caso es  src.WsnAplicationMsg; "msg format 
file " en nuestro caso es WsnAplication.h y especifica el archivo nesC de 
cabecera de la aplicación, y message type especifica el nombre de la 
estructura de datos C que se desea procesar contenida dentro del fichero .h. El 
tipo de C debe definirse con una estructura o unión “message-type” en un 
archivo .h mencionado en el “include”  de la aplicación nesC. Si el archivo .h 
que define el tipo de mensaje no depende de ningún otro archivo, se puede 
especificar el archivo .h directamente como  “msg format file”. 
Si se encuentra una constante enumerada llamada AM mesage type, entonces 
se asume que el valor de esta constante es el tipo de mensaje activo para 
message type. 
Actualmente sólo hay una herramienta (tool), java, que genera una clase java 
que codifica y descodifica mensajes. Las opciones –java-* son específicas para 
esta herramienta. Se describen a continuación: 
-target=known-tinyos-platform: especifica la arquitectura del dispositivo en el 
que funcionará la aplicación en NesC que genera y recibe mensajes. Esta es 
una de las opciones del compilador ([any ncc option] como se especifica en la 
sinopsis). Por ejemplo, si se compila la aplicación para Tossim (tos simulator) 
se especificaría –target=pc. En el caso de este tfc “-target=$(PLATFORM)” 
hace referencia a la plataforma telosb. 
También hay otros parámetros opcionales que no ha sido necesario utilizarlos 
pero que se describen aquí a modo de información: 
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-o output file: especifica el fichero en el cual se debe depositar el código 
generado.  
-I dir: especifica un directorio de búsqueda adicional para los componentes 
nesC. 
1.2.3.2.1.2.1 La herramienta java 
 
En este proyecto se utiliza java (véase apartado 1.3) porque tinyOS da soporte 
completo para el intercambio de datos entre una aplicación java que se ejecuta 
en el PC y una aplicación NesC que se ejecuta en la mota conectada al PC. 
 
Esta herramienta genera una clase java para codificar y decodificar un mensaje 
que procede de la mota (paquete tinyos), basándose en la infraestructura 
net.tinyos.message. Para cada campo de la estructura de tipo de mensaje, 
existen los siguientes métodos:  
• get_fname: consigue el valor del campo fname perteneciente a la 
estructura de datos que contiene el paquete tinyos algunos de los cuales 
se enumeran a continuación.   
• set_fname: pone el valor en un campo  
• offsetBits_fname: retorna el bit de offset de un campo en un tipo de 
mensaje 
• size_fname: retorna el tamaño en bytes de un campo (no sirve para 
vectores)  (ausente si el campo es un bit de campo)  
• isSigned_fname: retorna cierto si el campo es un tipo de valor con signo  
• isArray_fname: retorna cierto si  el campo es un vector  
Las estructuras empotradas dentro de la estructura de mensaje se expanden, 
usando “_”  para separar el nombre de la estructura y sus campos. Por ejemplo 
si lo que se tiene como campo fname es en realidad una estructura de datos, y 
de la que se desea obtener el campo x, el método que realizaría esta tarea 
sería get_fname_x. 
También existe un número de métodos para campos que son vectores: 
• getElement_fname: consigue un elemento de un vector  
• setElement_fname: pone un elemento en un vector  
• elementSize_fname: retorna el tamaño en bytes de los elementos de un 
vector  
• elementSizeBits_fname: retorna el tamaño en bits de los elementos de 
un vector  
• numDimensions_fname: retorna la dimensión de un vector 
• numElements_fname: retorna el número de elementos de un vector para 
una dimensión dada (la dimensión más a la izquierda se nombra con 0) 
– la dimensión es opcional para vectores unidimensionales  
• totalSize_fname: retorna el tamaño en bytes de un vector (ausente si el 
vector es de tamaño variable)  
• totalSizeBits_fname: retorna el tamaño en bits de un vector (ausente si 
el vector es de tamaño variable).  
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La herramienta java acepta las siguientes opciones: 
-java-classname=full-class-name  
Esta opción se requiere para especificar el package y nombre de la clase 
generada. full-class-name se debe escribir como package.nombreDeLaClase 
donde el package hace referencia a un conjunto de clases java que se agrupan 
en un directorio. Esta agrupación ayuda a organizar clases java. En nuestro 
caso el package es src, con el mismo nombre que el directorio donde se 
encuentra el proyecto. Si no se especifica el package en este argumento 
precedido de un ‘.’ respecto al nombre de la clase, entonces en el fichero de 
salida (WsnAplicationMsg.java) no se incluye la directiva de package. 
 
-java-extends=class-name:  
 
Especifica de qué clase heredará la clase generada por MIG. La clase de la 
que hereda por defecto es net.tinyos.message.  
 
Se puede tomar como ejemplo de aplicación de lo explicadoen este apartado, 
la descripción del Makefile para este proyecto en el capítulo 2.1.1. 
1.3 Lenguaje de programación Java 
 
Java es un lenguaje de programación orientada a objetos desarrollado por Sun 
Microsystems a principios de los años 90. El lenguaje en sí mismo toma mucha 
de su sintaxis de C y C++, y su principal característica es que un programa java 
se puede ejecutar en múltiples sistemas operativos (p. ej. Windows, Linux…etc) 
y plataformas (como por ejemplo, ordenadores, teléfonos móviles…etc.) sin 
necesidad de compilar la aplicación cada vez que se usa. 
1.3.1 Conceptos fundamentales de Java 
 
Java se compone principalmente de los siguientes elementos:  
• Objeto: entidad provista de un conjunto de propiedades o atributos 
(datos) y de comportamiento o funcionalidad (métodos). Se corresponde 
con los objetos reales del mundo que nos rodea, o a objetos internos del 
sistema (del programa). Es una instancia a una clase. 
• Clase: definiciones de las propiedades y comportamiento de un tipo 
concreto de objeto. Pueden haber varios objetos que pertenecen a una 
misma clase, de la misma forma que pueden haber varias variables del 
mismo tipo (por ejemplo del tipo número entero)  
• Método: algoritmo asociado a un objeto (o a una clase de objetos). 
Desde el punto de vista del comportamiento, es lo que el objeto puede 
hacer. Un método puede producir un cambio en las propiedades del 
objeto, o la generación de un "evento" para interactuar con otro objeto 
del sistema. 
• Evento: un suceso en el sistema (tal como una interacción del usuario 
con la máquina, o un mensaje enviado por un objeto). El sistema maneja 
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el evento enviando el mensaje adecuado al objeto pertinente. También 
se puede definir como evento, a la reacción que puede desencadenar un 
objeto, es decir la acción que genera. 
1.4 El chip cc2420 
 
El chip de comunicaciones radio cc2420 es un dispositivo complejo que se 
ocupa de la mayoría de los detalles de bajo nivel de transmisión y recepción de 
paquetes mediante su hardware. La especificación del comportamiento 
adecuado de este hardware requiere una implementación de la pila radio bien 
definida. A pesar de que mucha de la funcionalidad está disponible dentro del 
propio chip, hay varios factores a considerar cuando se implementa la pila 
radio.  
En la figura 8 se muestra un layout de las capas para situar en un contexto los 
conceptos que se tratarán en este capítulo, éste es el modelo implementado en 
nesC: 
 
Fig. 9 Representación de la pila de capas del cc2420 
 
El software de la pila radio que controla el sistema radio del CC2420 consiste 
en varias capas de funcionalidad que se asientan entre la aplicación y el 
hardware. El nivel más alto de la pila modifica datos y cabecera de paquete, 
mientras que el nivel más bajo determina el comportamiento en transmisión. 
 
Los detalles del CC2420 que no se encuentren en esta memoria se pueden 
encontrar en el datasheet del chip [1]. 
 
Todos los componentes e interfaces que se tratan en este capítulo se 
encuentran dentro de tinyOS en la ruta tinyos-2.x/tos/chips/CC2420.  
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1.4.1 Arquitectura de capas 
 
La pila radio del cc2420 consiste en un conjunto de capas que se sitúan una 
encima de la otra como se muestra en la Fig. 9 para  proporcionar un 
mecanismo completo para modifica, filtrar, transmitir, y controlar los mensajes 
entrantes y salientes. 
 
Cada capa es un módulo distinto que puede proporcionar y usar tres conjuntos 
de interfaces dentro de la pila radio: Send, Receive, y SplitControl. Si una capa 
cualquiera proporciona una de estas interfaces, usa esta interface 
proporcionada por la capa inferior en la pila.  
 
Fig. 10 Reutilización de las interfaces 
 
Cualquier módulo que proporcione y use una o varias de estas interfaces debe 
tener las declaraciones uses y provides correspondientes para cada interface: 
 
 
 
 
 
 
 
 
Código 1 Interfaces de la pila radio 
 
*Para obtener información referente al concepto de las palabras claves uses, provides, as, así como de las 
interfaces que aparecen véase los tres primeros apartados del anexo 2 y/o nesC language reference manual [2]. 
 
El siguiente wiring de la pila radio se hace en el nivel más alto de la pila, dentro 
CC2420ActiveMessageC. Esta configuración define tres ramas: Send, Receive, 
y SplitControl y se encuentra en el directorio tinyos-2.x/tos/chips/cc2420. 
 
 
 
 
 
 
 
 
 
provides interface Send; 
uses interface Send as SubSend; 
 
provides interface Receive; 
uses interface Receive as SubReceive; 
 
provides interface SplitControl; 
uses interface SplitControl as subControl;
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Código 2 Wirings de CC2420ActiveMessageC 
 
En la muestra anterior de código se pueden observar los wirings en cada una 
de las capas. Tomemos como ejemplo las capas Send; en la primera línea de 
las capas que utilizan Send, AM es en este caso el módulo 
CC2420ActiveMessageP que utiliza la interface Send que proporciona el 
componente UniqueSendC. En éste caso la interface Send ha sido renombrada 
en el módulo CC2420ActiveMessageP como SubSend: 
 
 
 
 
 
 
 
 
 
 
Código 3 Interface Send en CC2420ActiveMessageP 
 
En la segunda línea de los wirings de las capas Send el componente 
UniqueSendC hace lo mismo con la interface Send que proporciona LinkC y 
podemos ver esos wirings que se suceden hasta que descendemos al nivel 
más bajo de la pila. Por lo tanto cada uno de los componentes de la pila lo que 
hace es añadir funcionalidad en las interfaces.  
1.4.2 Descripción de capas 
 
Las capas que se encuentran dentro de la pila radio, están en el siguiente 
orden según muestra la Fig. 9: 
 
• ActiveMessageP: Esta es la capa de mayor nivel de la pila, responsable 
de tratar detalles en la cabecera del paquete como la dirección de nodo 
de destino, la identificación de la fuente que ha transmitido un paquete y 
acceder al payload del paquete.  
// Capas SplitControl 
SplitControl = LplC; 
LplC.SubControl -> CsmaC; 
 
// Capas Send 
AM.SubSend -> UniqueSendC; 
UniqueSendC.SubSend -> LinkC; 
LinkC.SubSend -> LplC.Send; 
LplC.SubSend -> TinyosNetworkC.Send; 
TinyosNetworkC.SubSend -> CsmaC; 
 
// Capas Receive 
AM.SubReceive -> LplC; 
LplC.SubReceive -> UniqueReceiveC.Receive; 
UniqueReceiveC.SubReceive -> TinyosNetworkC.Receive; 
TinyosNetworkC.SubReceive -> CsmaC; 
Module CC2420ActiveMessageP { 
provides{ 
 … 
} 
uses{ 
interface Send as SubSend 
 … 
} } 
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• UniqueSend: Esta capa genera un byte de número de secuencia de 
datos (DSN: Data Sequence Number) único para la cabecera del 
paquete de datos. Este byte se incrementa cada vez que sale un 
paquete, empezando por un número generado de forma pseudo-
aleatoria. Un receptor puede detectar paquetes duplicados comparando 
la fuente del paquete recibido y su byte DSN con paquetes previos. DSN 
se define en la especificación del estándar 802.15.4. 
• PacketLink: Esta capa proporciona funcionalidades automáticas de 
retransmisión y es responsable del reintento de transmisión de un 
paquete si no llega un reconocimiento del receptor. PacketLink se activa 
por cada mensaje, significando que el mensaje saliente no usará 
PacketLink a menos que se configure antes de ese momento para 
hacerlo.  
• CC2420AckLplP / CC2420NoAckLplP: Estas capas proporcionan 
implementaciones asíncronas de escucha de baja potencia (Low Power 
Listening). Ambas capas las soporta el componente CC2420DutyCycleP. 
Este componente es responsable de activar y desactivar el sistema radio 
y comprobar las recepciones de paquetes. En cuanto se detecte 
actividad en el canal radio, DutyCycleP le transfiere la responsabilidad 
de realizar alguna transacción al componente LowPowerListeningP y 
apagar el sistema radio cuando sea conveniente. Las transmisiones Low 
Power Listening se activan para cada mensaje, y la capa retransmitirá 
continuamente el paquete saliente hasta que se escuche cualquier 
respuesta del receptor o hasta el vencimiento del tiempo de transmisión. 
• UniqueReceive: Esta capa mantiene el historial de las direcciones 
fuentes y byte DSN de unos pocos paquetes que han llegado con 
anterioridad, y ayuda a filtrar los paquetes recibidos duplicados. 
• TinyosNetworksC: Esta capa permite a  la pila radio tinyos 2.x 
interactuar con otras redes que no sean de tinyOS. Las especificaciones 
6LowPAN propuestas incluyen un byte de identificación de red después  
de la cabecera estándar 802.15.4. Si se usan tramas de 
interoperabilidad, la capa de envío proporciona la funcionalidad para la 
configuración del byte de red para paquetes salientes y filtro de 
paquetes entrantes que no sean de tinyOS.   
• CsmaC: Esta capa, que se trata en el apartado 1.4.3, es responsable, 
aunque no es su función principal, de definir el byte de información FCF 
(Frame Control Field) 802.15.4 en el paquete saliente, que es un campo 
de 2 bytes que indica el tipo de trama MAC, proporcionando un backoff 
por defecto cuando se detecta un uso del canal radio, y la definición del 
procedimiento de encendido y apagado del sistema radio, en otras 
palabras, aplica el MAC del estándar IEEE 802.15.4. 
• TransmitP/ReceiveP estas capas son responsables de interactuar 
directamente con el canal radio a través del bus SPI, las interrupciones y 
líneas GPIO (Ver el datasheet del CC2420 [1]).  
 
A continuación trataremos con más detalle las capas que se han utilizado en 
mayor grado en este TFC. Éstas son CsmaC, UniqueSend, UniqueReceive, 
PacketLink, ActiveMessageP y TransmitP/ReceiveP.  
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1.4.3 Capa CsmaC (CSMA/CA) 
 
La capa CsmaC (CSMA/CA) del chip cc2420 se encarga de la implementación 
del control del acceso al medio, es decir, implementa el protocolo CSMA que se 
ha visto en el apartado 1.2.2.5.  
1.4.3.1 Radio Backoff  
 
Un backoff es un período de tiempo que el sistema radio espera antes de 
intentar transmitir. Cuando el sistema radio necesita aplicar un backoff, puede 
elegir entre tres periodos de backoff: initialBackoff, congestionBackoff, y  
lplBackoff. 
Estos períodos son las ventanas dentro de las cuales se elige un valor. Estos 
se implementan a través de la interface RadioBackoff, que señala una petición 
de backoff  para especificar el período backoff. Los componentes que están 
interesados en el ajuste del periodo de backoff pueden usar los comandos de la 
interface RadioBackoff. Esto permite a múltiples componentes que escuchan 
expresamente para adaptarse ajustar el periodo de backoff para los paquetes. 
Con un menor periodo de backoff, tendremos una transmisión más rápida y lo 
más probable es que el transmisor ocupe excesivamente el canal. Los períodos 
de  backoff deberían ser tan aleatorios como fuera posible para prevenir que 
dos transmisores accedan al canal a la vez. Se detallan a continuación.  
 
• InitialBackoff es el período de backoff más corto, requerido para el 
primer intento de transmisión de un paquete. 
• CongestionBackoff es un periodo más largo que se usa cuando se 
encuentra ocupado el canal o hay una colisión. Al usar un período de 
backoff más largo en este caso, es menos probable que el transmisor 
ocupe excesivamente el canal  o que haya una colisión. 
• LplBackoff es el periodo de backoff usado para paquetes que se 
entregan con baja potencia de escucha. La escucha de baja potencia es 
una técnica de muestreo del canal que se basa en intervalos de 
muestreo muy cortos por parte del receptor, mientras que el emisor 
antes de enviar un paquete antepone un preámbulo por lo menos tan 
duradero como el periodo que transcurre entre los pequeños intervalos 
de muestreo de los receptores, para así asegurarse que todos ellos 
escucharán el preámbulo y ponerse en marcha. Esto aumenta la 
eficiencia en el consumo de energía. Se puede encontrar más 
información acerca de este mecanismo en [4] y [5].  
1.4.3.2 Comprobación de canal libre (CCA, Clear Channel 
Assessment) 
 
Por defecto la capa CSMA de la pila radio optimiza y realiza una comprobación 
de si el canal está libe o no (CCA)  antes de transmitir. Si el canal no está libre, 
se espera un período aleatorio de back-off, antes de realizar un nuevo intento 
de transmisión.  El chip cc2420 en sí mismo proporciona una orden de estrobe 
para transmitir el paquete si el canal está disponible. Para decidir si se 
transmite o no con la comprobación de si el canal está libre u ocupado, el 
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CC2420TransmitP requiere una configuración del CCA a través de la interface 
RadioBackoff para cada mensaje que se transmite. Por defecto cada paquete 
se transmitirá con el CCA habilitado. 
 
Si las capas  por encima del CSMA quieren deshabilitar la evaluación del canal 
antes de la transmisión, deben interceptar el evento 
RadioBackoff.requestCca(...) para ese mensaje y usar en el cuerpo del evento 
el comando RadioBackoff.setCca(FALSE). 
 
1.4.4 Reconocimientos (ack) 
 
Originalmente, el chip CC2420 solo usa auto reconocimientos generados por el 
hardware proporcionados por el propio chip cc2420. Esto entra en conflicto con 
los reconocimientos que genera el software de la pila radio.  
 
Hay que usar las interfaces PacketAcknowledgements o PacketLink que se 
explican en 0 para determinar si un paquete se ha reconocido correctamente.  
1.4.4.1 Número de secuencia de datos-UniqueSend y 
UniqueReceive 
 
Las especificaciones 802.15.4 definen un byte de número de secuencia de 
datos (DSN) en la cabecera del mensaje para eliminar paquetes dobles. 
 
La interface UniqueSend, situada en la parte superior de la pila radio del 
CC2420, es responsable del ajuste del byte del DSN. En el arranque (Boot) de 
la mota se genera un byte de DSN inicial usando un generador de números  
pseudo-aleatorios con máximo de 8 bits (256 valores). Este número se 
incrementa en cada paquete transmitido. Incluso si los niveles inferiores como 
PacketLink o LowPowerListening retransmiten de nuevo el paquete, el byte 
DSN continúa siendo el mismo para ese paquete. La interface UniqueReceive, 
situada en la parte inferior de la pila radio, es responsable de eliminar mensajes 
duplicados. Esto lo hace a partir de comprobar la dirección fuente del paquete y 
el DSN.  
 
Tal como se reciben los paquetes, la información de DSN se pone en un vector. 
Cada mensaje siguiente de una dirección antes registrada superpone la 
información del DSN en el elemento del vector asignado a aquella dirección de 
la fuente. Esto impide que UniqueReceive pierda en su historial el byte de 
información DSN de las fuentes que no son capaces de tener acceso al canal 
tan a menudo. Si el número de elementos en el vector del historial se agota, 
UniqueReceive usa un método best-effort para evitar substituir las entradas de 
información DSN/Source recientemente actualizadas. 
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1.4.5 Capa PacketLink 
 
PacketLink es una capa de la pila radio CC2420 para ayudar a que los 
paquetes unicast se entreguen correctamente. En versiones previas de pilas 
radio de tinyOS, la capa de aplicación se encargaba del reintento una 
transmisión de mensaje si la aplicación  determinaba que el mensaje no fue 
correctamente recibido. La capa PacketLink ayuda a quitar la responsabilidad 
de entrega del paquete a la aplicación que la usa. 
 
1.4.5.1 Compilación en la capa PacketLink  
1.4.5.1.1 Implementation y uso 
 
Para enviar un paquete usando PacketLink, se debe llamar a la interface 
PacketLink antes de ese momento para especificar dos campos en mensajes 
salientes: 
• command void setRetries(message_t *msg, uint16_t maxRetries); 
• command void setRetryDelay(message_t *msg, uint16_t retryDelay); 
El primer comando, setRetries(..), especifica el número máximo de veces que 
el mensaje debería enviarse antes que la pila radio pare la transmisión. El 
segundo comando setRetriesDelay(…), especifica el retardo en milisegundos 
entre cada reintento. La combinación de estos dos comandos puede hacer que 
un paquete se reintente transmitir tantas veces como sean necesarias durante 
el tiempo que haga falta.  
 
Como PacketLink depende de los reconocimientos, los falsos reconocimientos 
(de hardware, reconocimientos por defecto del propio chip CC2420) del 
receptor harán que PacketLink falle. Si se usa un software de reconocimiento, 
todavía pueden ocurrir falsos reconocimientos como consecuencia del espacio 
limitado de DSN, otras transmisiones en el área con la misma dirección destino, 
etc. 
 
Tómese como ejemplo de uso de estas interfaces el código de la aplicación de 
la mota transmisora (2.1.3). 
1.4.6 Opciones y registros del CC2420 
Para interactuar con los registros del chip CC2420, se debe tomar el control del 
bus SPI,  el pin chip select (CSn) se debe poner a “0” (0 Voltios), y entonces se 
puede producir la interacción. Después de que la interacción se complete, el 
pin CSn se debe poner a “1”. 
 
Todos los registros y strobe están definidos en el fichero CC2420.h, y la 
mayoría son accesibles mediante el componente CC2420SpiC. Si una 
aplicación requiere acceder a un registro o strobe específico, el componente  
CC2420SpiC es el lugar para añadir acceso a éste. 
La configuración del CC2420 requiere que el desarrollador acceda a la 
interface CC2420Config proporcionada por CC2420ControlC. Primero se llama 
a los comandos de la interface CC2420Config para cambiar las opciones 
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deseadas del sistema radio. Si resulta que el sistema radio está apagado, los 
cambios se realizarán en el momento en que se encienda. Alternativamente, 
llamando al comando sync() se realizarán los cambios en el CC2420. 
 
La RSSI se puede muestrear directamente llamando a la interface ReadRssi de 
CC2420ControlC. Otra opción es llamar al comando getRssi(message_t *Msg) 
de la interface CC2420Packet proporcionada por el componente 
CC2420ActiveMessageP con la diferencia de que esta última realiza la lectura 
de RSSI únicamente cuando se recibe un mensaje. En el apartado 2.2.2.1 se 
habla de su aplicación.   
 
1.5 El entorno de desarrollo 
 
Para la realización de este proyecto se parte de dos entornos de trabajo bien 
diferenciados: 
 
• El entorno utilizado para la aplicación Java 
• El entorno utilizado para la aplicación en NesC. 
 
Con respecto a la aplicación en NesC el entorno es muy simple y se trata de 
programar la aplicación mediante la aplicación gedit, que no es otra cosa que 
editor de texto, una vez realizados los ficheros que componen la aplicación se 
procede al compilado desde consola mediante la orden make platform (donde 
platform es la mota que se utiliza), en el directorio donde se encuentra la 
aplicación. 
Con respecto a la aplicación en java, esta sí cuenta con un verdadero entorno 
de programación, para la programación, compilación, depuración y ejecución 
de aplicaciones Java. Para tales menesteres hay diversos programas: 
 
• Eclipse 
• Netbeans 
• Java Compiler 
 
De estos entornos de programación la opción escogida ha sido Eclipse que es 
un programa de software libre y que cuenta con numerosos plugins que cubre 
la mayoría de las funcionalidades requeridas por un desarrollador Java. 
 
Una vez escogido el entorno se debe crear un proyecto y se especificar la 
versión de Java con la que se quiere realizar el mismo, en este caso y por 
especificaciones propias de tinyOS la versión de Java debe ser la 1.5.0.x. 
 
Una vez creado el proyecto que contendrá los ficheros que van a componer la 
aplicación, se deben importar los packages Java tinyOS, estos packages  van a 
proporcionar todo un conjunto de funcionalidades como es el caso del envío de 
datos desde la aplicación a las motas o viceversa, o la lectura desde el puerto 
serie/USB de los mensajes tinyOS y la manipulación de los mismos. Este 
proceso es de vital importancia para que la aplicación interactúe con las motas. 
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La descripción detallada del entorno de trabajo Eclipse cae fuera del ámbito de 
esta memoria, pero cabe reseñar que se han encontrado ciertas dificultades a 
la hora de importar las clases tinyOS, por lo que se explica el proceso de 
importación de las mismas.  
 
Para importar las clases que nos proporciona tinyOS, hay que seguir los 
siguientes pasos: 
 
? Una vez abierto Eclipse se selecciona la carpeta del proyecto  (WSNtest 
o el proyecto que esté abierto en ese momento) en la ventana navigator 
con el botón derecho del mouse, se escoje la opción importar, y aparece 
la siguiente ventana. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 11 Ventana para la importación de classes Java 
 
• Se seleccionan los sistemas de archivos como se puede ver en la . En el 
cuadro de diálogo de la  se debe introducir la ruta donde se encuentran 
los packages tinyOS, que por defecto es /opt/tinyOS-2.x/support/sdk/java 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12 Ventana de selección de las classes a importar 
 
• Como se puede ver en la  se seleccionan las tres casillas que hay la 
parte derecha de la imagen Makefile, Makefile include y tinyos.jar, y por 
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último se pulsa el botón finalizar, con esto se deberían tener los ficheros 
tinyOS en su totalidad importados al proyecto. 
 
Si la importación del proyecto tinyOS es correcta aparece la siguiente 
estructura de directorios de la aplicación para la estación;  
• El directorio src donde se encuentran todos los ficheros tinyOS y clases 
Java 
• El directorio img donde están ubicadas las diversas imágenes que la 
aplicación utiliza 
• El directorio net, donde se encuentran las utilidades de Java que 
proporciona tinyOS. 
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Capítulo 2. Aplicaciones desarrolladas para el proyecto 
Introducción 
 
En este capítulo se describirán las aplicaciones desarrolladas durante la 
realización del proyecto, y cómo están estructuradas. Para la realización de las 
aplicaciones en las que se basa nuestro proyecto se han utilizado dos 
lenguajes de programación: java y nesC.  
 
El motivo de haber usado estos dos lenguajes de programación se debe a que 
las motas se programan en lenguaje nesC y por otro lado tinyOS proporciona 
un soporte completo para lenguaje java de cara a la comunicación entre las 
motas y el ordenador de control. 
  
Para compilar la aplicación y crear la interconexión entre la aplicación nesc y la 
aplicación en java se utiliza un fichero denominado Makefile que contiene las 
reglas necesarias para la compilación y que invoca a una herramienta llamada 
mig, que se encarga de la creación de una clase Java cuya función es 
interpretar los datos que provienen de la mota conectada al PC. 
 
A lo largo de este capítulo se tratar del contenido de este fichero Makefile así 
como del resto de los componentes de la aplicación. 
2.1 La aplicación en NesC y Makefile 
 
La aplicación programada en nesC se ejecuta en las motas y se encarga de 
recibir y transmitir datos desde las motas al ordenador; estos son la RSSI y el 
número de paquetes que se transmiten y se pierden entre la mota transmisora 
y la estación base, para posteriormente ser enviados al ordenador. 
 
La aplicación en NesC está compuesta a su vez de dos aplicaciones, una 
destinada a las motas transmisoras y otra destinada a la mota que hace función 
de estación base. 
 
En los siguientes apartados se irán detallando el contenido de cada uno de los 
ficheros que compone la aplicación instalada en la estación base. La  que está 
instalada en las motas transmisoras sigue el mismo patrón de ficheros con las 
particularidades propias descritas en el apartado 2.1.3. 
2.1.1 El makefile 
 
El Makefile contiene las reglas para compilar la aplicación en NesC así como 
generar mediante MIG (ver apartado 1.2.3.2.1.2) los ficheros java necesarios 
para comunicar la mota con la aplicación Java que se ejecuta en el PC. Un 
fichero Makefile se compone de un conjunto de dependencias y reglas. Una 
dependencia tiene un fichero objetivo (target), que es el fichero a crear, y un 
conjunto de ficheros fuente de los cuales depende el fichero objetivo. Una regla 
describe cómo crear el fichero objetivo a partir de los ficheros de los que éste 
depende.  
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La compilación de la aplicación en NesC se realiza a través de la sentencia 
make telosb (en el caso de motas telosb) dentro del directorio donde está 
ubicada la aplicación, el sistema de compilación va a buscar fichero Makefile y 
realiza la compilación en función del contenido del mismo. Este fichero entre 
otras cosas da las instrucciones para crear la clase java que se utiliza para leer 
y enviar datos desde/hacia las motas. 
 
Para comprender correctamente lo que aquí se explica, véase el apartado 
1.2.3.2.1.2. 
 
A continuación se puede ver el fichero Makefile correspondiente a la aplicación 
instalada en la mota que hace de estación base.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 4 Makefile de la estación base 
 
La primera línea del Código 4 indica  cual es el fichero de más peso dentro de 
la aplicación en NesC,  WsnAplicationC.nc, este es el fichero de configuración 
de la aplicación en NesC (véase apartado 2.1.2.2). 
 
En la segunda línea del Código 4 BUILD_EXTRA_DEPS le dice al sistema  de 
compilación de TinyOS que la aplicación debe tener dependencias adicionales 
que se deben satisfacer antes de que esta sea linkada. El Makefile le dice al 
sistema de compilación que estas dependencias son  WsnAplicationMsg.java y  
WSNJava.class y ordena al sistema de compilación que compile  
WsnAplicationMsg.java y  WSNJava.class antes de la aplicación. 
 
 
 
 
Código 5 Invocación de mig 
 
El Código 5 indica cómo crear WsnAplicationMsg.java que representa el 
paquete enviado entre la mota y el ordenador personal, en este caso depende 
del fichero WsnAplication.h, para crearlo el Makefile invoca a la herramienta 
mig (message interface generator) que se detalla en el apartado 1.2.3.2.1.2. 
El Código 6 indica WSNJava.class que depende de WSNJava.java, de todos 
los ficheros java y del compilador javac. 
 
COMPONENT= WsnAplicationC 
 
BUILD_EXTRA_DEPS = WsnAplicationMsg.java WSNJava.class 
 
WsnAplicationMsg.java: WsnAplication.h 
 mig java -target=$(PLATFORM) $(CFLAGS) -java-
classname=src.WsnAplicationMsg WsnAplication.h Wsn_Aplication_Msg -o 
$@ 
 
WSNJava.class: $(wildcard *.java) WSNJava.java 
 javac *.java 
 
include $(MAKERULES) 
WsnAplicationMsg.java: WsnAplication.h 
 mig java -target=$(PLATFORM) $(CFLAGS) -java-
classname=src.WsnAplicationMsg WsnAplication.h Wsn_Aplication_Msg -
o $@ 
Capítulo 2. Aplicaciones desarrolladas para el proyecto                                                                             32                                      
 
 
 
Código 6 Creación del fichero WSNJava.class 
 
En el Código 7 se realiza una “include”, en este caso del fichero Makerules, en 
el que se encuentran las reglas necesarias para invocar cada una de las fases 
del proceso de compilación. 
 
Código 7 Invocación de Makerules 
2.1.2 La aplicación estación base 
 
Esta aplicación se encarga de recoger los datos que utilizamos en nuestro 
proyecto tales como la RSSI y el número de paquetes transmitidos y recibidos. 
Esta aplicación se ejecuta en la mota que está conectada al PC y está escrita 
en nesC.   
2.1.2.1 Componentes genéricos utilizados en la aplicación 
 
Seguidamente se explicarán los 4 componentes que se han utilizado: 
 
• AMSenderC Componente asociada al envío de paquetes y proporciona 
las interfaces AMSend, Packet, AMPacket, y PacketAcknowledgements 
como Acks. 
• AMReceiverC Componente asociada a la recepción de paquetes  y 
proporciona las siguientes interfaces: Recieve, Packet y AMPacket. 
• ActiveMessageC es en realidad el componente 
CC2420ActiveMessageC explicado en el apartado 1.4.1, es utilizado por 
AMSenderC y AMReceiverC, sólo admite una instancia y proporciona las 
interfaces Init, SplitControl, AMSend, Receive, Packet, AMPacket, 
PacketAcknowledgements. 
• SerialActiveMessageP; lo mismo que ActiveMessageC para 
transmisiones a través del puerto serie 
 
Para más información acerca de las interfaces que proporcionan los 
componentes antes citados véase los tutoriales 3 y 4 del anexo 2 así como el 
TEP 116 [3]. 
2.1.2.2 El fichero de configuración 
 
Un fichero de configuración es el fichero de más alto nivel en una aplicación 
tinyOS, y en él se definen qué interfaces va a utilizar la aplicación nesC y que 
componentes las proporciona mediante los wirings (ver apartado 1.2.3.2.1) 
Todos los ficheros de configuración de TinyOS constan de dos partes 
esenciales: 
 
• Configuración; indica que este es un archivo de configuración. 
WSNJava.class: $(wildcard *.java) WSNJava.java 
 javac *.java 
include $(MAKERULES) 
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• Implementación; esta parte contiene la llamada a los componentes que 
usa la aplicación, así como los wirings (ver apartado 1.2.3.2.1). 
 
El fichero de configuración siempre llama al componente mainC que es el 
encargado de proporcionar la interfaz Boot que se encarga de arrancar la 
aplicación.   
 
En la Fig. 13 se puede observar una gráfica denominada nesdoc creada con 
una herramienta del SO Linux, y empleada por tinyOS denominada Graphviz, 
que muestra los wirings de la aplicación WsnAplicationC.nc, en este diagrama 
se puede observar que ActiveMessageC, LedsC, AMSenderC, 
CC2420ControlC y finalmente AMReceiverC proporcionan un conjunto de 
interfaces al módulo de la aplicación WsnAplicationP.nc. 
 
En este tipo de diagrama cada flecha se corresponde con un wiring, el sentido 
de las flechas determina qué componente proporciona la interface y qué 
componente la usa, y este es como sigue; el componente al que apunta la 
flecha es el componente que proporciona la interface, mientras que el 
componente en el que se origina la flecha es el que la usa.  
 
Los rectángulos delimitados con dos líneas denotan componentes y los de una 
línea denotan módulos. Si son líneas discontinuas significa que se trata de un 
componente genérico (vale para cualquier tipo de mota) y si son continuas 
indica que son componentes específicos de la plataforma. En la lección 1 del 
anexo 2 (visualización del gráfico de un componente) de este TFC se explica 
detalladamente cómo interpretar los diagramas de Graphviz. 
 
 
Fig. 13 Fichero de configuración WsnAplicationC.nc 
 
Seguidamente sé explicará para qué sirve exactamente cada uno de los 
componentes e interfaces que se utilizan para esta aplicación y que se 
describirán con más detalle; no obstante, para la asimilación de esta parte de la 
memoria es recomendable haber leído el anexo 2 de este TFC. El resto de 
componentes e interfaces específicos se explican con más detalle  en el 
apartado 1.4. 
 
El Código 8 muestra el fichero de configuración para la estación base. En este 
fichero, se puede observar tres partes diferenciadas.  
 
La primera línea se puede observar la llamada al fichero cabecera 
WsnAplication.h, que contiene las estructuras de datos de mensaje, aunque un 
fichero de configuración puede llamar a más de un fichero cabecera. 
En la segunda parte se pueden ver aquellas líneas que empiezan con la 
palabra reservada components, estas líneas definen todos los componentes 
que intervendrán de una u otra forma en la aplicación. 
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La última parte son los wirings. Por ejemplo la línea App.Receive-> 
AMReceiverC indica que la interface Receive que usa App la proporciona el 
componentente AMReceiverC. 
En el directorio tinyos-2.x/tos/system se encuentran todos aquellos 
componentes genéricos (valen para todos los tipos de motas). Asimismo, hay 
un conjunto de componentes específicos para cada uno de los chips y para 
cada una de las motas que se encuentran en tinyos-2.x/chips. Las interfaces se 
encuentran en el directorio tos/interfaces. Véase los diagramas del apartado 
4.6 del anexo 1 para más información.  Los principios teóricos para la creación 
de un fichero de configuración se ven con detalle en los tutoriales 1-4 del anexo 
2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 8 Fichero de configuración de la estación base 
2.1.2.3 El fichero módulo 
 
Un fichero módulo contiene el código del programa con todas las 
funcionalidades que debe realizar la mota y está ubicado en el mismo directorio 
que el resto de los ficheros de la aplicación. 
Un fichero módulo  se divide en dos partes claramente diferenciadas Módulos e 
implementación. 
A continuación se presenta la primera parte del fichero, la parte “module” donde 
se declaran todas las interfaces que se usan, la mayoría de las cuales ya se ha 
detallado su funcionamiento: 
 
 
 
 
 
#include "WsnAplication.h" 
 
configuration WsnAplicationC {} 
implementation { 
 
  components MainC, WsnAplicationP as App, LedsC ; 
  components SerialActiveMessageC as AM; 
  components ActiveMessageC; 
  components CC2420ControlC; 
  components new AMReceiverC(AM_PACKETLINKMSG); 
  components new AMSenderC(AM_PACKETLINKMSG); 
   
  App.Boot -> MainC.Boot; 
  App.SerialControl -> AM; 
  App.RadioSplitControl -> ActiveMessageC; 
  App.AMSend -> AM.AMSend[AM_WSN_APLICATION_MSG]; 
  App.Leds -> LedsC; 
  App.Packet -> AM; 
  App.radioSend->AMSenderC; 
  App.AMPacket -> ActiveMessageC; 
  App.ReadRssi -> CC2420ControlC.ReadRssi; 
  //App.Config -> CC2420ControlC.CC2420Config; 
  App.Receive-> AMReceiverC; 
  App.serialReceive->AM;  
  App.PacketAcknowledgements -> ActiveMessageC; 
} 
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Código 9 Fichero módulo de la estación base 
 
Por su parte, la parte “implementation” se puede ver resumida a continuación: 
 
 
 
 
 
Código 10 Declaración de las estrucutras message_t 
 
En esta primera parte de la implementación (Código 10) se declaran las tres 
estructuras del tipo message_t que es un tipo de estructura definida por defecto 
en tinyOS y que sirve para almacenar los diferentes mensajes que circulan por 
la mota: una para los que llegan del puerto serie, otra para los que se envían y 
otra para los paquetes que se reciben y envían por radio (ver Fig. 18). En el 
Código 11 se puede ver la declaración de algunas de las variables que se 
utilizan aunque sólo se mostrarán las más importantes en cuanto al 
funcionamiento general de la aplicación: 
 
 
 
 
 
 
 
 
 
 
 
 
Código 11 Declaración de algunas variables de la aplicación 
 
En la muestra anterior se han utilizado dos vectores de enteros sin signo de 32 
bits de longitud. Estos vectores almacenan el número de paquetes emitidos y 
#include "Timer.h" 
#include "WsnAplication.h" 
  
module WsnAplicationP  
{ 
 uses  
 { 
  interface Leds; 
  interface Boot; 
  interface AMSend; 
  interface SplitControl as SerialControl; 
  interface SplitControl as RadioSplitControl; 
  interface AMSend as radioSend; 
  interface Packet; 
  interface AMPacket; 
  interface Receive; 
  interface Read<uint16_t> as ReadRssi; 
  //interface CC2420Config as Config; 
  interface Receive as serialReceive[am_id_t id]; 
  interface PacketAcknowledgements; 
 }} 
implementation 
{ …}
 message_t packet; 
 message_t serialMsg; 
 message_t myMsg;  
 uint32_t Received[MAX_TRANSMITTERS]; 
 uint32_t Transmitted[MAX_TRANSMITTERS]; 
       ... 
 PacketSynchroMsg *PacketSync; 
 PacketSynchroMsg *SyncMsg; 
 Wsn_Aplication_Msg_t *serialReceivedMsg; 
 Wsn_Aplication_Msg_t* rsm; 
 PacketLinkMsg* LinkMsg; 
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recibidos de cada mota en el índice correspondiente a su identificación de mota 
para que estos datos se envíen posteriormente a Java para su procesado. 
También hay una declaración de punteros a estructuras de datos para 
almacenar la información de los diferentes tipos de payloads de los mensajes 
que circulan por la mota. Aunque estos punteros se utilizan en determinadas 
interrupciones,  se declararon al principio para ahorrar carga computacional 
que supone cada vez que tenemos una interrupción el hecho de tener que 
declarar una variable. En este caso PacketSync se utilizará como puntero al 
área de payload de  myMsg, que es un message_t que se envía por radio para 
el sincronismo de las motas en una interrupción que está implementada para 
cuando recibimos un mensaje por el puerto serie cuya área  de payload la 
almacenamos en serialReceivedMsg. Esta interrupción se ilustra a 
continuación: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 12 Evento de recepción vía puerto serie-USB 
 
Vemos que al final de la interrupción se invoca a la tarea sendToRadio(). Al 
tratarse de una tarea debe estar declarada como tal junto con la declaración de 
variables como se muestra en el Código 13: 
 
 
 
 
Código 13 Declaración de tareas 
 
En el caso de sendToRadio() tenemos lo siguiente: 
 
 
 
 
 
 
 
Código 14 tarea sendToRadio() 
 
Lo primero que se realiza en el Código 14 es una petición de reconocimiento 
para el mensaje que vamos a enviar. En el comando de envío radioSend.send() 
incluimos la referencia de  PacketSynchroMsg . Como se hace con casi todos 
los comandos y acciones, si su ejecución no tiene éxito se vuelve a re llamar 
hasta que lo tenga de forma recursiva. El comando de envío señalará un 
 task void sendToRadio() 
 { 
  call PacketAcknowledgements.requestAck(&myMsg); 
  if(call radioSend.send(radioDest, &myMsg, 
sizeof(PacketSynchroMsg)) != SUCCESS) 
  {  post sendToRadio(); }  } 
task void readRssi(); 
 task void sendSerialMsg(); 
 task void sendToRadio();
  
event message_t *serialReceive.receive[am_id_t id](message_t *msg, 
void *payload, uint8_t len) 
 { 
  serialReceivedMsg = (Wsn_Aplication_Msg_t*) payload; 
  PacketSync =(PacketSynchroMsg *) call 
radioSend.getPayload(&myMsg); 
         ... /*Se copian los datos necesarios de 
serialReceivedMsg a PacketSync  para su posterior envío radio*/  
post sendToRadio(); 
  return msg; 
 } 
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evento en el cual se realizará una comprobación de ack, que si sale negativa 
volveremos a llamar a sendToRadio(). 
Algo muy parecido es lo que sucede (conceptualmente es lo mismo) cuando se 
recibe un mensaje por el canal radio. Este evento se implementa de la 
siguiente forma: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 15 Evento de recepción de mensajes por el canal radio 
 
En el Código 15 utilizamos el parámetro len que se nos pasa en la cabecera del 
evento que es un entero de 8 bits que nos indica la longitud en bytes de la 
estructura de datos del área de payload del mensaje que recibimos, así es 
como distinguimos a los diferentes mensajes que nos llegan. Si es un mensaje 
experimental, lo que recibimos es un PacketLinkMsg; en este caso se ejecuta 
una sección atómica, lo que significa que tenemos un trozo de código que se 
ejecuta íntegramente con prioridad sobre cualquier interrupción. Si se genera 
una interrupción durante su ejecución, se reserva en la cola de interrupciones y 
no se atiende hasta que se acabe de ejecutar la sección atómica. Esto lo 
utilizamos para asegurar el mantenimiento de las variables que utilizamos 
durante nuestras operaciones. Dentro de esta sección es donde contamos los 
paquetes recibidos y almacenamos el valor de paquetes transmitidos en el 
índice (source) del vector que corresponde a la mota generadora del mensaje. 
En cualquier caso, sea el tipo de paquete que sea el que recibamos, llamamos 
a la tarea sendSerialMsg() que se encarga de mantener al día la aplicación en 
java enviando toda esta información por el puerto serie. 
 
Aparte de la PER (Packet Error Rate) esta aplicación muestrea la RSSI. Lo 
hacemos de la siguiente manera: 
 
 
 
 
 
Código 16 Tarea de lectura de RSSI 
 
 
event message_t *Receive.receive(message_t *msg, void *payload, 
uint8_t len)  
 {  if (len==sizeof(PacketLinkMsg)) 
  { atomic { 
    LinkMsg = (PacketLinkMsg*) payload; 
... 
Transmitted[source] = LinkMsg->count;     
    Received[source]++; 
    post sendSerialMsg(); } } 
  if (len==sizeof(PacketSynchroMsg)) 
  { 
   SyncMsg = (PacketSynchroMsg *) payload; 
   Transmitted[source] = SyncMsg->transmitted; 
   ... 
   post sendSerialMsg(); 
  } return msg;  } 
 task void readRssi() 
 { 
  if(call ReadRssi.read() != SUCCESS) 
  { post readRssi(); }}
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El Código 16 es una tarea recursiva, como se ha visto en Código 14. Si la 
lectura de la RSSI no se ha efectuado con éxito, se hace una llamada a la tarea 
dentro de sí misma. El comando de la RSSI  genera un evento cuya 
funcionalidad se describe en el apartado 2.2.2.1. 
2.1.3 La aplicación transmisora 
 
Esta aplicación recibe un mensaje de la estación base con la orden explícita de 
transmitir mensajes periódicamente con un periodo de tiempo que se define en 
la aplicación java. También se le indica cuánto tiempo se quiere que dure la 
transmisión continua de paquetes. La aplicación tiene un contador interno de 
los paquetes que se incrementa por cada paquete que envía y cuyo valor se 
transmite como un dato en el campo de información de los paquetes para ser 
analizado en la estación base. 
2.1.3.1 El fichero de configuración 
La aplicación en la mota transmisora parte inicialmente como idea de una 
aplicación  tinyOS TestPacketLink, aunque en el transcurso de este TFC ha 
sido ampliamente modificada para adaptarse a los requerimientos necesarios. 
La aplicación final empleada para la transmisión de datos a la estación base 
tiene por fichero de configuración el siguiente código:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 17 Fichero de configuración de la mota transmisora 
 
#include "TestPacketLink.h" 
 
configuration TestPacketLinkC  
{ 
} 
implementation  
{ 
 components TestPacketLinkP, 
 MainC, 
 ActiveMessageC, 
 CC2420PacketC, 
 CC2420ActiveMessageC, 
 CC2420TransmitC, 
 new AMSenderC(AM_PACKETLINKMSG), 
 new AMReceiverC(AM_PACKETLINKMSG), 
 new TimerMilliC(), 
 LedsC; 
        
 TestPacketLinkP.Boot -> MainC; 
 TestPacketLinkP.RadioSplitControl -> ActiveMessageC; 
 TestPacketLinkP.CC2420Packet->CC2420PacketC; 
 TestPacketLinkP.AMSend -> AMSenderC; 
 TestPacketLinkP.RadioBackoff -> CC2420TransmitC; 
 TestPacketLinkP.PacketLink -> CC2420ActiveMessageC; 
 TestPacketLinkP.Receive -> AMReceiverC; 
 TestPacketLinkP.Timer -> TimerMilliC; 
 TestPacketLinkP.Leds -> LedsC; 
 TestPacketLinkP.PacketAcknowledgements -> ActiveMessageC; 
} 
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Este fichero de configuración se corresponde en este caso con el siguiente 
diagrama nesdoc: 
 
 
 
 
 
 
Fig. 14 Diagrama nesdoc del fichero de configuración TestPacketLinkC.nc 
 
Para el Código 17 se tienen tres ficheros específicos; CC2420PacketC, 
CC2420TransmitC, CC2420ActiveMessageC y  tres  intefaces no utilizadas 
hasta ahora; PacketLink, PacketAcknowledgements, RadioBackoff de las que 
se habla en el apartado 1.4. 
2.1.3.2 El fichero módulo 
 
En el fichero módulo de TestPacketLinkP parte del código ha sido reutilizado 
del fichero ya existente TestPacketLink que se encuentra en las aplicaciones 
de tinyOS, aunque ese código ha sido modificado entero para los objetivos del 
proyecto. El fichero módulo de TestPacketLink tiene en su declaración de 
“module” todas las interfaces que se conectan en el fichero de configuración: 
 
 
 
 
 
 
 
 
 
 
 
Código 18 Interfaces que utiliza el fichero módulo de la mota transmisora 
 
Y el resto de la aplicación se compone principalmente de las tareas de envío, 
recepción y modificación de parámetros de transmisión. En el caso de la 
recepción se espera recibir solamente una trama de sincronismo, de la cual se 
obtiene la información que yace en sus campos y se configura la mota para 
realizar la medida:  
 
 
 
 
 
 
 
 
 
 
 
 
uses { 
 interface Boot; 
    interface SplitControl as RadioSplitControl; 
    interface AMSend; 
    interface Receive; 
    interface RadioBackoff; 
    interface PacketAcknowledgements; 
    interface CC2420Packet; 
    interface Leds; 
    interface PacketLink; 
    interface Timer<TMilli>; 
  } 
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Código 19 Evento de recepción de la mota transmisora 
 
“transmitted” es el número de paquetes transmitidos por la mota el cual se pone 
a 0; se configura el temporizador “Timer” para que empiece a generar un 
evento de forma periódica cada vez que transcurren “timerPeriod” milisegundos 
(valor modificable desde la aplicación en java en el PC), este evento envía una 
trama PacketLinkMsg; y el temporizador se detendrá cuando finalice la medida 
llamando a la tarea SendSync() que mandará un mensaje a la mota estación 
base con el número de paquetes transmitidos en total. 
 
 
 
 
 
 
Código 20 Parada del contador 
 
Por otra parte, se puede observar que los tiempos de Backoff no se configuran 
instantáneamente, sino que se almacenan en variables locales. Esto se explica 
en 1.4.3, donde se necesita un evento de la interface RadioBackoff que 
pregunte qué tiempos de Backoff se quieren: 
 
 
 
 
 
 
 
 
 
 
 
Código 21 Implementación de la interface Radiobackoff 
 
Como se ha comentado, el evento del “Timer” envía un mensaje a la base 
llamando a la tarea send(). A continuación se puede ver cómo se realiza el 
event message_t *Receive.receive(message_t *msg, void *payload, 
uint8_t len)  
 { 
  PacketSynchroMsg *SyncMsg = (PacketSynchroMsg *) 
payload; 
   
   transmitted=0; 
   power=SyncMsg->power; 
   call Timer.startPeriodic(timerPeriod); 
   call CC2420Packet.setPower(&myMsg, power ); 
   call PacketLink.setRetries(&myMsg, SyncMsg-
>retries); 
      call PacketLink.setRetryDelay(&myMsg, SyncMsg-
>retryDelay); 
   atomic { 
    iniBackoff=SyncMsg->iniBackoff; 
    congBackoff=SyncMsg->congBackoff; 
          }  } 
else{ 
 call Timer.stop(); 
 post sendSync(); 
} 
return msg; 
async event void RadioBackoff.requestInitialBackoff(message_t *msg) 
{ 
  call RadioBackoff.setInitialBackoff(iniBackoff); 
 } 
async event void RadioBackoff.requestCongestionBackoff(message_t 
*msg){ 
  call RadioBackoff.setCongestionBackoff(congBackoff); 
 } 
async event void RadioBackoff.requestCca(message_t *msg){ 
  Cca=TRUE; 
  call RadioBackoff.setCca(Cca); 
 } 
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envío: se cuentan los paquetes que se han transmitido hasta el momento y este 
valor se añade en la estructura de datos que viaja en el payload del paquete a 
enviar:  
 
 
 
 
 
 
 
 
 
 
 
 
Código 22 Tarea de envío de paquetes 
 
La siguiente línea:  
 
 
 
Realiza la función básica de la tarea send(). “myMsg” representa el mensaje 
que se va a enviar, del cual se obtiene un puntero a su área de payload 
mediante el comando getPayload(&myMsg); una vez obtenido el puntero al 
payload, se realiza un “casting” al contenido referenciado por éste mediante 
(PacketLinkMsg *), que pasa a ser directamente una estructura de datos del 
tipo PacketLinkMsg, la cual se obtiene por referencia. En nesC, al igual que en 
C, se obtienen los valores de los campos de las estructuras de datos 
referenciadas mediante “->”; en la línea descrita, el campo de la estructura es 
“count”, al que se le asigna el valor de “transmitted”.  
 
En el Código 23 se tiene otra tarea específica muy parecida  a la anterior para 
enviar una trama de sincronismo para avisar a la base de que se ha acabado la 
medida.  
 
 
 
 
 
 
 
 
 
 
Código 23 Implementación de la tarea para enviar la trama de sincronismo 
 
 
task void send()  
 { 
  sendMsg=PLINK; 
 
  myCount++; 
  ((PacketLinkMsg *) call AMSend.getPayload(&myMsg))-
>count=transmitted; 
  if(call AMSend.send(0, &myMsg, sizeof(PacketLinkMsg)) != 
SUCCESS)  
  { 
   post send(); 
  } 
 } 
((PacketLinkMsg *) call AMSend.getPayload(&myMsg))->count=transmitted;
task void sendSync() 
 { 
  ((PacketSynchroMsg *) call AMSend.getPayload(&syncMsg))-
>transmitted=transmitted; 
   
  call PacketAcknowledgements.requestAck(&syncMsg); 
  if(call AMSend.send(0, &syncMsg, sizeof(PacketSynchroMsg)) != 
SUCCESS)  
  { 
   post sendSync(); 
  } 
 } 
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2.2 Aplicación en java 
 
La aplicación programada en java está instalada en el PC y se encarga de 
manipular los datos que proceden de las motas y de mostrarlos al usuario a 
través de una interface gráfica. 
 
Esta aplicación consta de dos grandes bloques: 
 
• El motor de la aplicación (ver apartado 2.2.2) 
• GUI (Interface de usuario, ver apartado 2.2.3) 
 
2.2.1 La clase principal 
 
Todo lo que conforma la aplicación en java esta dentro de una clase general 
que es la clase principal. Esta clase engloba tanto la GUI como el motor de la 
aplicación y contiene todos los objetos de las demás clases: 
 
• UIApp (se explica en el apartado 2.2.3) 
• WSNJava (ver Código 25) 
• th_listener (ver apartado 2.2.2.2.1) 
• mote (ver apartado 2.2.2.2.1) 
• WsnAplicationMsg (Clase generada por MIG) 
 
 
Fig. 15 Estructura de clases Java 
 
La clase principal.java ha sido configurada como la clase general que atiende a 
mayoría de los eventos que provienen de los objetos que residen en los 
contenedores contenidos en UIApp, como por ejemplo botones; porque tiene 
acceso directo a toda la aplicación a diferencia de las clases de jerarquía 
inferior para así modificar rápidamente cualquier parámetro. 
 
2.2.2 El motor de la aplicación 
 
El motor de la aplicación contiene todo el código necesario para obtener y 
procesar los datos como por ejemplo la obtención del RSSI, número de 
paquetes enviados por las motas transmisoras, número de paquetes recibidos 
por la estación base y cómo a partir de estos últimos se obtiene la probabilidad 
de error en el paquete. 
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2.2.2.1 Medición de la RSSI 
 
Con respecto a la medición de RSSI, la aplicación en NesC lee a través de la 
interface ReadRssi una variable de 8 bits en complemento a 2(Ca2) en el chip 
cc2420 llamada RSSI_VAL. Esta variable promedia el valor de 8 símbolos en 
un periodo, a partir de esta variable se obtiene el valor real de RSSI a partir de 
la expresión: 
VAL OFFSETRSSI=RSSI +RSSI (dBm)  
 
Donde el valor RSSI_OFFSET tiene un valor según el fabricante del chip 
cc2420 igual a -45, y  RSSI_VAL es el valor de la variable, pasado a decimal.  
 
Hay dos interfaces que proporcionan la lectura de RSSI: ReadRssi y 
CC2420ActiveMessageC; descritas en el apartado 1.4.6. 
CC2420ActiveMessageC proporciona un valor de RSSI por cada mensaje que 
se recibe mediante el comando getRssi(message_t *Msg) en un formato int8_t 
que, a diferencia del tipo uint8_t, proporciona el valor de RSSI con signo, y no 
hay más que restar los 45dB de offset para obtener el valor de RSSI real; en 
cambio, con el tipo uint8_t se obtiene el valor en complemento a 2 y hay que 
hacer la conversión. Se ha comprobado experimentalmente que la interface 
ReadRssi proporciona un valor de RSSI con un offset, el cual se ha ajustado 
mediante la comparación de los valores obtenidos mediante la interface 
CC2420ActiveMessageC y empíricamente se ha comprobado que este offset 
es de 172 dB por encima del valor real. La razón de usar ReadRssi se debe a 
que esta interface proporciona valores de RSSI en todo momento. 
 
En la Fig. 16 se muestra la representación de RSSI_VAL en función de la 
potencia obtenida en antena. Se puede observar que la lectura de RSSI del 
cc2420 es bastante lineal y tiene un rango dinámico de aproximadamente unos 
100 dB.  
 
Fig. 16 Potencia real obtenida en función de la lectura del chip. 
 
La aplicación escrita en NesC está programada para que tome muestras de 
RSSI del registro del cc2420 durante un cierto intervalo de tiempo. Durante 
este intervalo, se toman 255 muestras de RSSI en un periodo de 
aproximadamente unos 100 milisegundos; cada vez que transcurre este 
periodo se recoge la muestra cuyo valor es el mayor de todas ellas y se envía 
desde la mota al puerto serie para ser mostrada gráficamente por pantalla en el 
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monitor de la RSSI previa conversión de Ca2 a decimal conjuntamente con las 
demás muestras correspondientes a los periodos anteriores.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 24 Fragmento del archivo NesC de la estación base donde se recojen las lecturas de rssi. La variable 
"largest" almacena el valor de rssi que se envía por el puerto serie. 
 
Cuando se ejecuta la aplicación en el panel de la RSSI aparece una gráfica de 
fondo negro que se representa en la Fig. 24, donde cada segundo aparece una 
línea vertical de color blanco opalino que se cruza con la línea que representa 
sobre el eje temporal el conjunto de muestras; esto es permite facilitar el 
análisis del historial de RSSI cada segundo. Además, cuando un conjunto de 
muestras ocupa todo el espacio horizontal del monitor, éste se reinicia y vuelve 
a empezar por la derecha a trazar la línea de RSSI en función del tiempo. 
 
Se ha programado una función extra que permite representar la RSSI en 
función de la distancia. 
 
Para ello se ha recurrido a la clase TreeMap que proporciona útilmente Java y 
que no es más que una estructura de datos que permite almacenar conjunto de 
variables clave-valor, en este caso cada conjunto son dos números enteros: 
 
• Clave: es la distancia a la cual se realiza la medida 
• Valor: una vez se le ordena a la aplicación que registre un valor de RSSI, 
ésta busca en el historial de valores obtenidos en el intervalo de los 2 
últimos segundos transcurridos el mayor de estos valores, y lo 
almacena en el campo valor.   
 
Gracias a la clase TreeMap se pueden introducir los conjuntos clave-valor en 
cualquier orden porque ésta proporciona automáticamente los conjuntos clave-
valor  ordenados por claves en función del criterio de ordenamiento que se le 
indique, en este caso por comparación de números enteros (las claves). De 
esta forma, al pulsar el botón “Print graph” del panel de RSSI (ver Fig. 24), se 
mostrará en el monitor una gráfica de la RSSI obtenida en función de la 
distancia automáticamente ajustada a la proporción de las distancias que se 
event void ReadRssi.readDone(error_t result, uint16_t val ) 
 { 
  if(result != SUCCESS) 
  { 
   post readRssi(); 
   return; 
  } 
  atomic 
  { 
   reads ++; 
   if(largest < val) 
   { 
    largest = val; 
   } 
   if(reads == (1<<LOG2SAMPLES)) 
   { 
    resetRssi=TRUE; 
    post sendSerialMsg(); 
   } } 
  post readRssi();   } 
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hayan introducido. De esta forma se puede realizar una estimación aproximada 
del modelo de propagación del canal. 
 
La aplicación en java funciona a partir de los datos que provienen de la mota 
conectada al puerto serie. Esta aplicación tiene una clase escuchadora de 
mensajes que proceden de la mota llamada “WSNjava.java”. Lo más 
significativo de esta clase java es que implementa la interface MessageListener 
que se encuentra en el package importado net.tinyos.message*. Esta interface 
implica la implementación del evento messageReceived. Como se puede 
observar a continuación, este evento nos pasa en su cabecera por referencia 
un objeto del tipo Message al cual se le hace un casting a la estructura de 
datos llamada rssiMsg de la clase WsnAplicationMsg generada por mig y 
diseñada para interpretar los mensajes que provienen de la mota. A grandes 
rasgos la clase escuchadora de mensajes tiene el siguiente aspecto: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 25 Clase Java escuchadora de mensajes 
 
En el Código 25 se puede observar el funcionamiento general de la clase 
escuchadora de la mota; de hecho todas las aplicaciones Java que se 
encuentran en tinyOS para la comunicación con la mota, siguen el mismo 
patrón. Aparte de la interface se requiere un objeto de la clase MoteIF, que 
representa la mota conectada al PC. En este caso se llama a este objeto mif 
que se pasa por referencia en el constructor de WSNJava, es decir, cuando se 
crea el objeto de esta clase escuchadora. Una vez hecho esto se debe registrar 
como escuchador este mismo objeto para cierto tipo de mensaje con la función 
registerListener (esta operación se podría haber realizado en cualquier otra 
clase siempre que haya una referencia al objeto de clase escuchadora 
WSNJava y no habría hecho falta mencionar nada en el constructor de ésta).  
 
En este aspecto aparecieron varios problemas que hubo que solventar: 
• Se planteó el objetivo de poder crear varios tipos de mensajes, uno para 
cada tipo de datos, entre la mota y el PC en contraste a una sola clase 
(WsnAplicationMsg) que contiene todos los datos de RSSI y PER, y 
hacer que WSNJava clase pudiera escuchar todos esos mensajes. No 
funcionó; la mota enviaba mensajes al puerto serie pero la clase 
escuchadora no los recibía.  
import net.tinyos.message.Message; 
import net.tinyos.message.MessageListener; 
import net.tinyos.message.MoteIF; 
 
public class WSNjava implements MessageListener { 
private WsnAplicationMsg rssiMsg; 
public WSNJava(MoteIF mif, UIApp a){ 
... 
Mif.registerListener(new WsnAplicationMsg(), this); 
}; 
public synchronized void messageReceived(int dest, Message m){ 
... 
rssiMsg=(WsnAplicationMsg)m;  
}; } 
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• Más tarde se probó con generar una clase escuchadora para cada tipo 
de mensaje, registrándola debidamente y tampoco funcionó, el problema 
seguía siendo el mismo. Finalmente se optó por dejar la primera 
estructura que funcionó y que se presenta aquí y enviar todos los datos 
con un mismo tipo de mensaje, con la contrapartida de que en aquellos 
momentos en que solamente se tuvieran que enviar entre la mota y el 
PC datos de RSSI (porque no se reciben mensajes por el canal radio y 
por lo tanto no se puede calcular la PER en ese preciso instante) 
también se debería enviar los campos que contienen información 
redundante de PER. 
 
El problema que se presente es el mismo cuando solamente se envían datos 
de PER y no de RSSI y se optó por la misma solución.   
2.2.2.2 Medición de la PER 
 
Por lo que hace referencia a la probabilidad de error en el paquete, son las 
propias motas las que se encargan de contar tanto los paquetes enviados 
desde las transmisoras como los paquetes recibidos en la estación base.  
 
La aplicación en NesC que corre en la mota base conectada al PC es la 
encargada de realizar los cálculos de PER (Packet Error Rate) además de 
tomar muestras de RSSI.  
 
Las medidas de PER se hicieron como sigue: desde la aplicación en java se 
ordena a la mota base para que ésta envíe un mensaje a las motas 
transmisoras seleccionadas previamente, para que éstas empiecen a transmitir 
paquetes, con los parámetros configurados desde la aplicación para cada una 
de ellas.  
Este mensaje se envía desde la aplicación en java a la mota base, pero por los 
motivos que se han explicado en el último párrafo del apartado 2.2.2.1, se 
envían los datos de configuración de la mota transmisora en una estructura de 
datos del tipo WsnAplicationMsg; una vez recibido este mensaje en la estación 
base, ésta copia los datos y envía un mensaje al canal radio en un trama 
especial llamada PacketSynchroMsg que se ha diseñado, entre otros motivos, 
para indicar a la mota transmisora cuándo debe iniciar la transmisión continua 
de paquetes y cuándo detenerla a través del campo flag. A continuación se 
muestra la declaración de la estructura de datos que viaja en el payload de esta 
trama de sincronismo. 
 
 
 
 
 
 
 
 
 
 
Código 26 Declaración de la estructura PacketSynchroMsg 
typedef nx_struct PacketSynchroMsg { 
  nx_uint8_t flag; 
  nx_uint32_t transmitted; 
  nx_uint8_t power; 
  nx_uint8_t retries; 
  nx_uint8_t retryDelay; 
  nx_uint16_t iniBackoff; 
  nx_uint16_t congBackoff; 
} PacketSynchroMsg; 
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La mayoría de los campos que viajan en esta estructura de datos están 
precedidos de una etiqueta nx_uint8_t, lo que significa que es un Unsigned 
Integer 8 bits; así es como se denominan los formatos de números enteros en 
tinyos; el equivalente en Java de este entero de 8 bits sin signo sería del tipo 
short. El resto de campos tienen 16 o 32 bits porque pueden alcanzar valores 
mayores que 255. El tipo de 16 bits es el equivalente a un tipo int en Java y el 
de 32 bits equivale a un tipo long.  
 
 
 
Fig. 17 Diagrama de flujo de la medición de PER 
 
 
En la Fig. 17 se resume cómo funciona el algoritmo para la medición de PER. 
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En la Fig. 18 se puede observar con mejor detalle los sucesos que transcurren 
durante el tiempo en cada uno de los componentes que participan en la 
medida: el PC, la mota base y la mota transmisora. 
 
 
Fig. 18 Diagrama de sucesos temporales en el sistema 
 
En esta figura se puede observar todos los sucesos que transcurren 
temporalmente en cada uno de los componentes que participan en la medida. 
El PC representa la aplicación en java, Base Station es la mota conectada al 
PC a través del puerto serie/USB y Transmitter es la mota que utilizada para 
realizar la medida. Cada una de las motas transmisoras se deben programar 
con una identificación de mota para poderse distinguir entre ellas que participan 
a la vez en la medida y la identificación de todas ellas debe ser distinta de 0, 
puesto que 0 se reserva a la identificación de mota para la estación base. 
 
Como se ilustra en la Fig. 18, cuando la estación base recibe desde la 
aplicación en java un mensaje con el flag=0, esta reenvía la estructura de datos 
recibida a la estación transmisora, previamente seleccionada desde la 
aplicación en java. En ese momento, la mota transmisora recibe un mensaje 
con una estructura PacketSynchroMsg en el área de payload  que contiene 
todos los datos para su configuración, y entre estos datos figura el campo flag 
como una instrucción para empezar o detener la transmisión de paquetes. 
 
Se puede observar a continuación que la mota transmisora envía paquetes con 
una estructura de datos del tipo PacketLinkMsg a la estación base con un 
contador de paquetes. Cada vez que la estación base recibe un paquete de  la 
mota transmisora envía los datos de éste a la aplicación en java mas el dato de 
los paquetes que ha recibido la mota estación base relativo a la mota 
transmisora correspondiente. Es decir, la mota estación base tiene un contador 
de paquetes recibidos para cada mota transmisora. 
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2.2.2.2.1 Medición de PER mediante ventanas temporales 
 
En el panel de PER de la aplicación en java vemos que tenemos un botón 
“Measure”, el cual sirve para realizar el proceso de medición que se muestra en 
la Fig. 18. 
 
Este proceso de medición lo realiza la aplicación visual mediante ventanas 
temporales. Como la medida  implica la recepción periódica de datos de 
paquetes transmitidos y recibidos desde la aplicación en java, se puede 
representar la PER en tiempo real. 
 
La Fig. 19 ilustra el funcionamiento del sistema de medición: 
 
 
Fig. 19 Sistema de medición de PER mediante ventanas temporales 
 
En esta figura se puede observar que para medir la PER se utiliza un sistema 
de tres ventanas. Durante el tiempo total que durará medida; durante este 
tiempo ser realizarán medidas de PER de duración “Time window”. En cada 
tiempo de ventana se contarán tanto los paquetes transmitidos como recibidos. 
Una vez comenzado la medida se debe esperar un tiempo de ventana para 
obtener la primera medida de PER en la gráfica, pero al cabo de un tiempo de 
shift, se comienza a medir otra ventana y así sucesivamente hasta el final, con 
lo que cada “Time shift”, a partir del primer tiempo de ventana, se obtiene una 
medida de PER. Nótese que todos los parámetros temporales son 
configurables desde la aplicación. 
 
Concretamente, para realizar la medida de PER se han creado las siguientes 
clases Java:   
 
• Window.java: Esta clase representa cada una de las ventanas que 
aparecen en la Fig. 19. Se encarga de almacenar los datos de tanto los 
paquetes transmitidos como recibidos, en el momento en que se inicia la 
ventana para que estos sean comparados con los paquetes transmitidos 
como recibidos en el momento en que ésta se cierra. En este momento 
se realiza el cálculo de PER. Como cada objeto de la clase Window 
contiene unas variables llamadas “tx_ini” y “rx_ini” que son dos números 
enteros que representan los paquetes transmitidos y recibidos en el 
momento en que se inicializa la ventana; estos valores se comparan 
cuando se cierra la ventana de la siguiente forma: 
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final ini
final ini
Transmitted packets tx tx
Received packets rx rx
= −
= −  
Donde finaltx  y finalrx  representan respectivamente los paquetes 
transmitidos y recibidos cuando se cierra la ventana. Una vez obtenidos 
los paquetes transmitidos y recibidos durante el tiempo de ventana, se 
calcula la PER de la siguiente forma: 
 
100transmitted packets received packetsPER
transmitted packets
−= ×  
 
Este valor de PER es el que se representará en las gráficas de PER en 
tiempo real. 
 
• Th_listener.java: Esta clase se creó para realizar la ejecución del 
Thread que inicializa las ventanas, puesto que para cada Thread que se 
tiene, se debe crear específicamente una clase escuchadora para él, 
donde se ejecute su método run(). Esta clase define un objeto que se 
incluye dentro de mote.java y es el encargado de inicializar las ventanas 
del vector interno de la clase mote.  
 
• mote.java: Esta clase contiene la información relativa a cada una de 
las motas. Incluye todas las ventanas para calcular la PER de cada una 
de las motas y se referencia a cada una de éstas según su 
identificación, considerando el índice de su posición en el vector de 
motas, que se incluye como miembro dentro de la clase principal. A 
continuación se describirá más detalladamente esta clase. 
 
 
Fig. 20 Representación jerárquica de la clase mote 
 
Dentro de esta clase mote, es donde se realiza el cálculo de PER, y por lo 
tanto, necesita obtener continuamente el número de paquetes recibidos y 
transmitidos actualizados de su mota correspondiente. Para ello incluye unas 
variables en su estructura del tipo long en las que se almacenan estos valores.  
 
Por lo tanto se necesita que las ventanas se vayan actualizando. Para ello se 
ha recurrido a la clase Thread de java, que es una clase especial que permite 
realizar acciones que se desean en unos tiempos controlables; es decir, 
funciona como un reloj, que cada vez que transcurre un tiempo múltiple del que 
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se le inserta en su argumento Thread.sleep(Time[milliseconds]), realiza la 
acción para la que ha sido programado. Por ejemplo, el siguiente trozo de 
código resume la clase mote con sus Threads; uno para inicializar  las 
ventanas y otro para cerrarlas y hacer el cálculo de PER.: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Código 27 Funcionamiento de la clase mote 
 
En el método run(), se ejecuta el thread que cierra las ventanas. Nótese que 
esto sólo se hace mientras una variable booleana que está dentro del objeto 
mote llamada th_run está en TRUE; se diseñó así para que desde la aplicación 
deje de calcular la PER en cuanto finalice un medida, lo que no exime de 
comenzar a realizar otro medida cuando se desee, pues en ese caso se 
volvería a llamar al  método measure_per() para que los threads vuelvan a 
hacer su trabajo. 
 
2.2.2.3 Obtención de las gráficas de PER en función de la 
potencia y de la distancia 
 
Para obtener las dos gráficas de PER en función de otros parámetros que se 
han propuesto en este proyecto se ha recurrido a la clase TreeMap ya utilizada 
y explicada parcialmente en el apartado 2.2.2.1 y que sirve para insertar datos 
aleatoriamente y almacenarlos de forma ordenada. 
 
public class mote implements Runnable/*se necesita Runnable para que 
*/{ 
   public Window[] windows;   /*vector de ventanas*/ 
  
 public mote(int i) 
 { 
/*constructor de la clase: le pasamos un parámetro que es la posición 
en el índice del vector de motas, es necesario que cada objeto de esta 
clase la conozca para saber a qué mota debe enviar datos  */  
} 
 public void measure_per(int ts, int tw) 
 {   
/*Se inserta el tiempo de shift y el tiempo de ventana; se crean dos 
threads, uno para abrir las ventanas y otro para cerrarlas,y se ponen 
en marcha, cada uno con su correspondiente método run: el que las 
cierra se ejecuta en esta clase y el que las abre se ejecuta en thl*/ 
 } 
 public void insert_values(long tx, long rx) 
 { 
/*Se actualizan las variables locales de los paquetes transmitidos y 
recibidos*/ 
} 
 public void run() { 
   try { 
   Thread.sleep(time_window*1000);/*Este thread se 
encarga de cerrar las ventanas, se espera un tiempo de ventana para 
cerrar la primera  */ 
   while(mote.th_run) 
   { 
   /*Va cerrando las ventanas en una cola circular*/  
} } } 
Capítulo 2. Aplicaciones desarrolladas para el proyecto                                                                             52                                      
 
Cada vez que se realiza un medida con las motas, se debe registrar la PER 
global; esto se hace considerando  los paquetes transmitidos y recibidos de 
todo el conjunto de motas. Para ello se recorre el vector obteniendo y sumando 
los datos de cada mota. El panel PERGraphics (ver Fig. 27) de la aplicación da 
la opción de seleccionar la gráfica de PER que se desea mostrar mostrar. 
 
La distancia se debe insertar manualmente y los valores de potencia los coge 
la aplicación por defecto del valor de potencia que haya en el panel Changes 
(ver Fig. 26) una vez acabado la medida correspondiente. 
2.2.2.4 Configuración de los parámetros de las motas 
 
El panel Changes (ver Fig. 26) da la opción de seleccionar cualquiera de las 
motas para realizar la medida y modificar ciertos parámetros de cualquiera de 
ellas. En el momento de accionar el botón Apply Changes, se aplicarán los 
cambios a las motas seleccionadas para ser configuradas en el siguiente 
experimeto de PER. 
 
Se pueden seleccionar todos los tiempos de Backoff en los cuadros de texto y 
la potencia de la mota con un SlideBar. Existe un inconveniente referente a las 
unidades de Backoff, debido a que los desarrolladores de tinyOS no lo 
especifican, pero se ha supuesto que corresponden a las unidades definidas en 
el estándar, que a su vez corresponden a 8 tiempos de símbolo de la capa 
física radio. 
 
El otro SlideBar en principio se pensó para el canal en el que se quiera operar 
con la mota, aunque no está operativo actualmente. No obstante, se ha dejado 
tal cual para una posible ampliación futura del proyecto. 
 
También es posible seleccionar el número de reintentos y el retraso entre cada 
reintento, este último valor se expresa en milisegundos. De estos dos 
parámetros, así como los de Backoff y el resto se detalla su funcionamiento en 
el capítulo 1.4. 
 
Por otra parte, en el cuadro de texto inferior del panel changes (ver Fig. 26) da 
la opción de asignar la tasa de transmisión de paquetes de la mota 
seleccionada en paquetes por segundo. Este valor se almacena en la clase 
mote como: 
 
2 21000 seg seg
Paquetes paquete
seg
− −
→  
Esta expresión representa el periodo de cada paquete que se transmite. La 
razón de esta conversión se explica en el apartado 2.1.3.2. 
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2.2.3 Interface de usuario GUI (Clase UIApp) 
 
La GUI (graphic user interface), y como su propio nombre indica, esta parte 
contiene todas aquellas clases Java que tiene por función la creación de un 
entorno de trabajo amigable para el usuario.  
 
Ésta está dividida en otros dos bloques: 
 
• Botoneras y elementos de lectura e introducción de datos. 
• Monitores, elementos destinados a la visualización de graficas obtenidas 
de las medidas realizadas. 
 
La interface gráfica parte de la clase java UIApp. Esta clase contiene las barras 
de menú, el menú principal, un panel que contiene diversos logotipos y una 
botonera para cancelar la aplicación si así lo desea el usuario. 
 
En este capítulo se presenta la interfaz gráfica; el significado de todos los 
componentes y parámetros que puede introducir el usuario se explican en el 
anexo 4: Manual de uso de la aplicación en java. 
 
El diagrama de la  Fig. 21 muestra el árbol completo de clases java que 
compone la interface gráfica GUI. 
 
 
Fig. 21 Estructura de la interface gráfica GUI 
 
En la Fig. 22 se puede observar el panel Logos con un detalle de la barra de 
menú. 
 
 
 
Fig. 22 Panel Logos 
 
Este panel se corresponde con el Código 28 que se halla a continuación. 
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Código 28 Logos.java 
 
Para la realización se crea dos etiquetas lUPC, lepsc, en las que se inserta las 
imágenes de los logotipos según se puede ver en el Código 28. 
El panel about llamado desde el menú help contiene información diversa de la 
aplicación como son los autores de la misma, director de proyecto…etc. 
 
 
 
Fig. 23 Panel about 
 
El menú principal por su parte constituye el cuerpo de la aplicación gráfica, este 
panel es del tipo JTabbedPane que contiene tanto los paneles de medición 
como los de configuración de parámetros, agrupado en pestañas para tener un 
fácil acceso a los mismos. 
 
Dentro del menú principal se encuentran los siguientes paneles: 
 
• El panel RSSI que se utiliza para la  medición y visualización de la RSSI, 
este panel a su vez está compuesto de otros dos paneles tal como se 
puede ver en la Fig. 24, el RSSI panel norte que contiene la botonera y 
elementos para introducir datos como son el caso de las JList, JTextfield, 
y el MonitorPanel que es una clase java que sirve tanto para ver la gráfica 
de RSSI en tiempo real como la visualización de una gráfica de la medida 
de RSSI en función de la distancia. 
public class Logos extends JPanel { 
  
 public Logos (){ 
  super(); 
  initialize(); 
 } 
  
 public void initialize () 
 { 
  setLayout(new FlowLayout(FlowLayout.LEFT)); 
  this.setBackground(Color.BLACK); 
  JLabel lUPC = new JLabel(new ImageIcon(ClassLoader 
    .getSystemResource("img/logoUPCs.gif"))); 
  lUPC.setBackground(Color.BLACK); 
   
  JLabel lepsc = new JLabel(new ImageIcon(ClassLoader 
    .getSystemResource("img/epsc_logo1.JPG"))); 
  lepsc.setBackground(Color.BLACK); 
   
  add(lUPC); 
  add(lepsc);  
 }  
} 
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                                                                                        RSSI panel norte 
                                                             
                                                             
 
                           MonitorPanel 
Fig. 24 Panel RSSI 
 
Todos y cada uno de los campos de este panel están ampliamente explicados 
en el anexo 4, y  hace referencia a lo ya explicado en el apartado 2.2.2.1. 
 
• El panel PER, se utiliza para la medición de la probabilidad de error en el 
paquete (packet error rate), como el panel anterior también está 
compuesto por dos paneles: uno de control y otro de visualización gráfica.   
 
                    PER panel norte 
         
 
 
                  PER monitor Fig. 25 Panel PER 
 
Todos y cada uno de los campos de este panel están ampliamente explicados 
en el anexo 4, y hace referencia a lo ya explicado en el apartado 2.2.2.2. 
 
• El Panel de cambios es un panel creado para la modificación de ciertos 
parámetros de comunicaciones para la mota o motas que previamente se 
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selecciona, como por ejemplo la potencia de transmisión, frecuencia de 
portadora (no implementado), tiempo inicial de Backoff, tiempo de 
congestión de Backoff, número de retransmisiones por mensaje…etc. 
 
 
 
Fig. 26 Panel de cambios 
 
• El panel PERGraphics está diseñado para visualizar la gráfica de la 
probabilidad de error de paquete en función de la potencia de transmisión 
de las motas o la distancia de estas a la estación base.   
 
  
 
Fig. 27 Panel PERGraphics 
 
Por último hay dos clases Java más de apoyo: ColoChoos.java y 
SwingProgressBar.java, estas dos clases dependen del PERPanel y 
PERPanelNorte. 
 
• ColoChoos.java, es un panel que tiene por objetivo y previa selección de 
las motas que van a participar en la medida y actuación sobre el botón 
“Select Motes Color” poder decidir el color con que la aplicación 
mostrará las gráficas de PER, con el fin de poder analizar con facilidad 
la medida. 
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Fig. 28 Panel ColorChoss 
 
• SwingProgressBar. Java muestra una barra de progreso durante el 
tiempo en el transcurre la medida, a fin de informar al usuario en todo 
momento del porcentaje dla medida realizado.  
 
 
Fig. 29 SwingProgressBar 
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Capítulo 3: Mediciones con las motas 
 
Introducción 
 
Una vez desarrolladas las aplicaciones descritas anteriormente, se ha realizado 
una campaña de medidas para la verificación del correcto funcionamiento de 
las mismas así como una primera caracterización de un sistema de 
comunicaciones basado en motas. Para ello se ha procedido al análisis de los 
distintos modelos de propagación, tasas de probabilidad de error en el paquete 
e intensidad de señal recibida modificando diversos parámetros de la 
transmisión, como la tasa de transmisión de paquetes o potencia de 
transmisión.  
 
Posteriormente, se ha realizado una segunda batería de medidas con la 
finalidad de comprobar el efecto sobre el rendimiento de las modificaciones de 
ciertos parámetros como es el caso los periodos de backoff. 
3.1 Montaje de los soportes para las motas 
 
Con el fin de facilitar la campaña de mediciones se han construido dos soportes 
de madera diseñados para tal efecto. 
 
Estos soportes de madera (material dieléctrico) son regulables en altura y 
permiten situar las motas en un rango de alturas desde 1 metro hasta 2,20 
metros según se puede ver en la Fig. 30. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 30 Montaje para las mediciones 
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En la imagen izquierda de la Fig. 30 se muestra la mota estación base 
conectada al PC en el campus de la UPC de Castelldefels, donde se tomaron 
las mediciones básicas con una sola mota. En la imagen derecha de la misma 
figura se muestra todo el montaje que se realizó para tomar el resto de 
mediciones en una zona cercana a Abrera (provincia de Barcelona). 
3.2 Caracterización de las motas 
 
En los siguientes apartados se caracterizarán las motas y se evaluará el 
modelo de propagación, para ello se han realizado diversas mediciones y se 
han obtenido las gráficas correspondientes. 
 
3.2.1 Nivel de transmisión y potencia de salida 
 
La potencia de salida en transmisión se regula como hemos visto en el Código 
19  a través del comando setPower: 
 
 
 
Donde la variable power hace referencia al nivel de transmisión, cuyo valor 
oscila entre 1 y 31. Cada nivel de transmisión se corresponde con una potencia 
de salida medida en dBm que va desde –25 dBm a 0 dBm, en la Tabla 1 y la 
Fig. 31 se muestra la equivalencia entre el nivel de transmisión, potencia de 
salida y potencia consumida de batería. 
 
Transmit level Output power (dBm) power draw (mW)
31 0 31,3
27 -1 29,7
23 -3 27,4
19 -5 25
15 -7 22,5
11 -10 20,2
7 -15 17,9
3 -25 15,3  
 
Tabla 1 Transmit level, potencia de salida y potencia consumida por las baterías de la mota 
 
 
Fig. 31 Gráfica transmit level, potencia de salida y potencia consumida por las baterías de la mota 
call CC2420Packet.setPower(&myMsg, power );
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3.2.2 Comportamiento del canal 
 
El siguiente paso es estudiar el modelo de propagación y verificar si se 
corresponde con el modelo teórico, para ello se ha realizado dos gráficas de la 
RSSI en función de la distancia. Una de ellas a dos metros de altura y la otra a 
nivel de suelo. 
 
3.2.2.1 Atenuación y PER en espacio libre 
 
La potencia recibida por la estación base teóricamente se corresponde con la 
expresión: 
( ) ( ) ( ) ( ) ( )rx tx tx rxP dBm P dBm G dB G dB L dB= + + −  
 
 
Donde rxP es la potencia que emite la mota transmisora, tx rxG y G  son las 
ganancias de las antenas de las motas transmisora y receptora, 
respectivamente, que se pueden considerar de aproximadamente 0 dB 
(radiación isotrópica, véase diagrama de radiación de las motas en el anexo 3), 
y L es la atenuación que produce el canal. 
 
Los estudios teóricos nos indican que la atenuación de la señal  en espacio 
libre se corresponde con la expresión: 
 
10 10( ) 32.5 20 log ( ) 20 log ( )cL dB f MHz d km= + ⋅ + ⋅  
 
De la Tabla 2 se comprueba que la atenuación entre las distancias de 10 y 100 
metros es igual 19 dB, si llevamos los datos de la tabla a la expresión anterior 
obtenemos: 
10 10(10 ) 32.5 20 log (2400) 20 log (0.01) 60.10L m dB= + ⋅ + ⋅ =  
(10 ) 0 60.10 60.10rxP m dBm dBm= − = −  
   
10 10(100 ) 32.5 20 log (2400) 20 log (0.1) 80.10L m dB= + ⋅ + ⋅ =  
(10 ) 0 80.10 80.10rxP m dBm dBm= − = −  
Que se corresponde con las medidas de RSSI prácticas. 
 
Para la realización de estas medidas se han montado las motas sobre los 
soportes mostrados en la Fig. 30, y regulados estos a una altura de 2 metros. 
 
Capítulo 3: Mediciones con las motas                  61 
 
 
 
medidas a 2m de altura
PER RSSI teórico Potencia
-4 0 0
-46 0 -40,1
-47 0 -46,12
-48 0 -49,65
-63 0 -60,1
-68 0 -66,12
-74 0,2 -69,65
-76 0 -72,15
-78 0 -74,08
-80 0 -77,01
-82 0 -80,1
-83 0 -81,69
-86 2,95 -85,21
-88 28,65 -86,55
RSSi
0 dBm
 
Tabla 2 Valores de RSSI y PER en función de la distancia para una altura de motas de dos metros 
 
 
 
Fig. 32 Gráfica de la RSSI en función de la distancia para una altura de motas de dos metros 
 
La probabilidad de error en el paquete depende de múltiples factores desde la 
atenuación del canal, la relación señal a ruido en recepción, la modulación 
empleada…etc., pero en general a nivel teórico se comporta de la siguiente 
manera: La PER se mantiene a cero o cercano a cero hasta una distancia 
crítica a partir de la cual sube rápidamente hasta llegar a un punto en la cual la 
PER se hace máxima. Esto se comprueba prácticamente en las Fig. 33 y Fig. 
35. 
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                                                                                                Alcance máximo 170 m 
 
 
Fig. 33 Gráfica de la PER en función de la distancia para una altura de 2 metros 
3.2.2.2 Atenuación y PER con propagación en tierra plana 
 
Cabe la posibilidad de que se deban colocar las motas a ras de suelo por lo 
que es necesario un estudio de la RSSI y PER a nivel de suelo para ver el 
funcionamiento de las mismas. Esto es lo que se realiza a continuación. 
 
Tabla 3, Fig. 34 y Fig. 35 muestran la comprobación experimental del modelo 
de propagación en tierra plana. 
 
Los estudios teóricos nos indican que la atenuación de la señal  en tierra plana 
se corresponde con la expresión: 
 
10 10 1 10 2( ) 40 log ( ) 20 log ( ) 20 log ( )L dB d m h m h m= ⋅ − ⋅ − ⋅  
 
Donde 1h y 2h  son las alturas  de las antenas de cada una de las motas,  que 
para el caso que nos ocupa la mota transmisora y receptora están situadas a 
una altura de 8 cm y 13 cm respectivamente. 
 
De la Tabla 3 se comprueba que la diferencia de atenuación entre las 
distancias de 2 y 10 metros es igual 26 dB, si llevamos los datos de la tabla a la 
expresión anterior obtenemos: 
 
10 10 10( )(2 ) 40 log (2) 20 log (0.08) 20 log (0.13) 43.88L dB m dB= ⋅ − ⋅ − ⋅ =  
10 10 10( )(11 ) 40 log (11) 20 log (0.08) 20 log (0.13) 81.32L dB m dB= ⋅ − ⋅ − ⋅ =  
 
Que se corresponde con la atenuación práctica. 
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PER
 h1=8cm, h2=13cm  (%) h1=8cm, h2=13cm h1=15cm, h2=15 cm h1=15cm, h2=15 cm
0 -1 0 0
1 -51 0 -39,66
2 -62 0 -51,7
3 -66 0 -58,74 -54 -52
4 -68 0 -63,74
5 -73 0,05 -67,62
6 -77 0 -70,79 -65 -64
7 -79 0 -73,46
8 -81 1,8 -75,78
9 -83 1,5 -77,83 -73 -71
11 -85 13,75 -81,32
12 -78 -76
14 -90 82,83 -85,5
16 -92 92,2 -87,82
Distancia (m) RSSI (dBm) RSSI teórico (dBm) RSSI (dBm) RSSI Teorico (dBm)
 
 
Tabla 3 PER y RSSI para el modelo de propagación de tierra plana 
 
Si se observa la Tabla 3, obtenidos con una potencia de transmisión de 0 dBm, 
aunque la 1 8h cm=  la mota transmisora y 2 13h cm=  la mota receptora; en la 
cual se ha comprobado que los valores de RSSI son claramente inferiores a los 
teóricos para el modelo de tierra plana, alrededor de unos 10 dB de diferencia. 
 
Esto ha provocado que se realice una segunda tanda de mediciones con 
ambas antenas situadas a 1 2 15h h cm= =  de altura siendo en este caso los 
valores de RSSI prácticos alrededor de 2 dB por debajo de los valores teóricos. 
En este caso se han tomado menos muestras en las mediciones porque se 
trataba de una comprobación para corroborar cómo una altura excesivamente 
baja influye negativamente, lo que lleva a la conclusión que para obtener 
valores de RSSI que estén por encima de los valores teóricos de tierra plana, 
se debe cumplir que las alturas de ambas antenas estén por encima de los 15 
cm. 
 
 
Fig. 34 Gráfica de la RSSI a ras de suelo 
 
En la Fig. 35 se puede observar un efecto similar al de la PER en espacio libre 
(Fig. 33), con la diferencia de que la PER aumenta más rápido debido a una 
atenuación más pronunciada en el actual modelo de propagación. Si se 
superponen las gráficas Fig. 34 y Fig. 35 y se busca el punto de intersección 
que este caso se produce aproximadamente a 11 se obtiene la sensibilidad de 
las motas que está a aproximadamente a -88 dBm. 
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                                                                                    Alcance: 10.5 m 
Fig. 35 Gráfica de PER a ras de suelo. 
 
3.2.3 PER y RSSI en función del nivel de transmisión  
 
En este apartado se comprobará cómo varía la PER y la RSSI en función de la 
potencia de transmisión, o lo que es lo mismo, el nivel de transmisión. 
 
Reducir la potencia de transmisión es equivalente a alejarse con la mota y por 
lo tanto la PER aumenta y la RSSI disminuye. Esto se puede comprobar para 
una distancia fija como muestra la Fig. 36. 
 
Distancia (m) Potencia (dBm) PER RSSI (dBm) 
180 -3 69,5 -91 
 -2,5 18,1 -90 
 -1 7,35 -89 
 -0,25 3,2 -88 
 0 1,15 -87 
 
Tabla 4 PER y RSSI en función de la potencia de transmisión a una distancia de 180 metros 
 
Fig. 36 Representación de PER en función de la potencia de transmisión 
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Fig. 37 Gráfica de RSSI en función de la potencia de transmisión 
 
 
3.2.4 Tasa máxima de transmisión en función del número de motas 
 
En una transmisión con protocolo de acceso al medio CSMA/CA se producen 
colisiones como consecuencia de la transmisión simultánea de paquetes 
procedentes de dos o más motas. Como consecuencia, el producto de la tasa 
de transmisión de cada mota por el número de motas, debe decrecer para una 
PER constante a medida que aumenta el número de motas. La comprobación 
práctica se muestra en la Tabla 5 y en la Fig. 38 . 
 
numero de motas tasa máxima PER (%)
1 240 240 0
2 115 230 0.42
3 72 216 0.23
4 56 224 0.22
5 47 235 0.29
6 38 228 0.69
7 30 210 0.29
tasa·numero de motas
 
 
Tabla 5 Tasa de transmisión para cada número de motas 
 
 
 
Fig. 38 Gráfica de tasa de transmisión en función del número de motas 
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3.2.5 PER y RSSI en función de la distancia y número de motas 
 
En este apartado se ha realizado una campaña de mediciones de PER y RSSI 
en función de la distancia y del número de motas. En concreto se han tomado 
medidas para 3, 5 y 7 motas con el objeto de comprobar lo que afirma la teoría, 
que al incrementar el número de motas, y con el motivo de las colisiones de 
paquetes transmitidos desde distintas motas se produce un incremento de la 
probabilidad de error en el paquete, cosa que se verifica en la Tabla 6 y Fig. 39. 
 
Distancia PER (3 mota) PER (5 motas) PER (7 motas) RSSI (3 motas) RSSI (5 motas) RSSI (7 motas)
(m) (%) (%) (%) (dBm) (dBm) (dBm)
1 0,14 0,15 0,4 -43 -45 -44
2 0,16 0,55 0,13 -44 -48 -50
3 0,27 0,66 0,22 -50 -50 -52
6 0,27 0,2 0,34 -54 -54 -57
10 0,5 0,5 0,18 -60 -63 -64
30 0,11 0,15 0,19 -72 -72 -70
60 0,15 0,2 0,18 -80 -83 -83
90 0,33 0,15 0,34 -81 -84 -83
150 0,5 0,45 0,62 -82 -84 -82
210 0,22 0,3 8,89 -86 -86 -86
240 3,16 16,9 11,27 -88 -88 -88
270 28,6 22,8 25,75 -90 -89 -89
tasa tasa tasa
60 40 25  
Tabla 6 Mediciones de PER y RSSI con varias motas 
 
 
 
Fig. 39 PER en función de la distancia con varias motas 
 
En la Fig. 40 se muestra cómo se incrementa la PER en función de la RSSI a 
medida que aumenta el número de motas por efecto de las colisiones. Se 
puede apreciar en la gráfica que el umbral a partir del cual la PER aumenta de 
forma brusca, aumenta progresivamente a medida que se incrementa el 
número de motas transmitiendo simultáneamente.   
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Fig. 40 PER en función de la RSSI con varias motas 
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Conclusiones 
 
En este proyecto se ha desarrollado un sistema completo de medición para una 
red de sensores inalámbricos, basados en tecnología TelosB de Crossbow. El 
sistema incluye los siguientes elementos: 
• Una aplicación desarrollada en lenguaje nesC, que se ejecuta en las 
motas (sensores con capacidad de comunicación inalámbrica), a partir 
de la cual se realizan mediciones de PER y RSSI. Esta aplicación se ha 
desarrollado sobre el sistema operativo TinyOS 
• Una aplicación de control y gestión, desarrollada en lenguaje Java, que 
se ejecuta en un PC de soporte y que sirve como interfaz gráfica para la 
realización de las mediciones de PER y RSSI. La aplicación se 
comunica mediante un puerto USB con una de las motas, que actúa 
como estación base.  
• Integración de todos los elementos para la obtención de las medidas.  
 
El sistema desarrollado ha permitido validar el funcionamiento de las 
comunicaciones y evaluar parámetros de rendimiento y calidad de los enlaces 
inalámbricos en diferentes condiciones de propagación. 
 
Durante todo el transcurso de este TFC se ha tenido que aprender múltiples 
lenguajes de programación y conceptos de propagación radioeléctrica, lo que 
ha sido una constante durante la fase de desarrollo de la aplicación. 
 
Desde el principio no se disponía de ningún conocimiento requerido para la 
elaboración de este TFC. Se ha aprendido a programar sensores en TinyOS; a 
manejar Linux, que es el sistema operativo sobre el cual se ha instalado 
TinyOS; se ha tenido que aprender a programar en Java; y entre otras cosas se 
ha aprendido a realizar proyectos y aprendizaje de forma autónoma. 
Complementariamente, se han manejado programas auxiliares como: AutoCAD 
para realizar algunos dibujos, Dia de Linux para realizar diagramas de 
flujo…etc. 
 
A pesar de todos los problemas que han surgido, debidos a las múltiples y 
nuevas herramientas utilizadas desde el principio de este proyecto, finalmente 
se ha conseguido cubrir los objetivos propuestos. 
 
Por otra parte se ha abierto una nueva línea de estudio en el campo de las 
redes de sensores inalámbricos; todo ello con software libre. 
 
A partir de este punto, muchas son las cosas que se pueden realizar a partir de 
ahora, dada la versatilidad que ofrece TinyOS. De éstas enumeraremos unas 
pocas, porque el abanico de posibilidades es extenso: 
 
• Estudio de la PER en función de los tiempos de Backoff. 
• Implementación de un control automático de ganancia con la finalidad de 
que la mota transmisora envíe paquetes a la potencia mínima requerida 
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para tener una mínima probabilidad de error en el paquete y un mínimo 
consumo de baterías. 
• Estudio de la probabilidad de error en el paquete en función de la 
frecuencia de portadora para ambientes hostiles (exceso de 
interferencias co-canal). 
• Creación y explotación de programas de monitorización para una red de 
sensores. 
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