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Within the framework of modal control of large systems, a simple approach 
is advanced for the determination of optimal control configuration under an 
energy constraint, i.e., optimal locations of a limited number of controllers 
such that the total energy requirement for control is minimized. It is shown 
that the resulting design criterion is a simple function of projections of the 
control matrix onto components of eigenvectors associated with the affected 
eigenvalues. Furthermore, it is applicable to both single-input and multi-input 
systems. Systems possessing distinct complex eigenvalues are considered but 
the approach is equally applicable to other types of systems. Examples show 
that the minimum-energy control configuration also tends to be the most 
effective in terms of accomplishing control objectives. 
I. INTRODUCTION 
Active feedback control of large systems such as space structures [I, 21, tall 
buldings [3, 41, and chemical processes [5] introduces a number of difficult 
problems in the applications of modern control theory. Because of their large 
dimensions, standard control design offers only limited help in implementation 
of control to these systems. One of the important problems is that of optimal 
control configuration, that is, the determination of appropriate locations of 
controllers when, due to practical and economic considerations, only a limited 
number of them are available. 
Consider the standard state-space systems equation 
k=Ax+Bu (1) 
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where x is the state vector, A is the system matrix, B is the control matrix and II 
is the control vector. The aforementioned problem is then one of determining 
the optimal form of B given a restricted number of controllers, optimal in the 
sense that some performance index is optimized. This problem is considered in 
this paper within the framework of modal control theory. Specifically, given the 
control objective, an optimal B is to be found among all feasible choices. The 
performance index considered here is an energy criterion which takes the form 
E= 
s 
r, 
u’Qu dt (4 
0 
where Q is a positive definite weighting matrix. 
In order to proceed, a general design procedure is needed for modal control 
of systems having complex eigenvalues. In the next section, a sequential design 
procedure is first developed. It is followed by the determination of criteria for 
optimal location of controllers. Results will be presented for the case 
Q=I (3) 
which can be extended to more general cases without ditliculty. 
The systems considered in this paper are assumed to possess distinct complex 
eigenvalues. Both single-input and multi-input systems are considered. Numer- 
ical results are presented by means of examples in structural control of a multi- 
story structure. 
II. A SEQUENTIAL PROCEDURE OF MODAL CONTROL DESIGN 
II. 1. Alteration of One Pair of Eigenvalues 
Consider first the case of altering one pair of conjugate complex eigenvalues 
for single-input systems. Equation (1) is now written in the form 
n=Ax+bu (4) 
where x is an n-vector, A is n x n, b is an a x 1 column vector and u is a 
scalar. It is assumed that the controllability condition is satisfied. Suppose that 
the conjugate complex eigenvalues of matrix A to be altered are 
Let ,C3 ,and ?j (j = l,,? ,..., n) be corresponding eigenvectors of matricesA 
and AT, respectively. It is well known [6] that 
C,‘D, = Sij, i,j= I,..., n. (6) 
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Writing 
Cl,, =: Cl1 2: jC2, Dl,* = D,’ & jD12 (7) 
the inner products of Cl2 and Dii satisfy the relations 
C’TD 1 _ 1. 
'1 1 23 CyD,' =- - f 
CITD ‘2 = CzTD 1 = 0 
11 11 . 
Let the linear feedback law be designed as 
We wish to determine rr and 01~ such that the new dynamic matrix A, m: A -L bK 
has the desired eigenvalues, say, 
in place of Xi and X, . 
As is shown in Appendix A, the orthogonality relations of vectors Ci and D, 
ensure that h, and h, and their corresponding eigenvectors C, and C, are altered 
while all other eigenvalues and corresponding eigenvectors of A remain un- 
disturbed. 
If C,, and C,, are eigenvectors associated with p1 and pz , they can be expressed 
in terms of C, by 
‘1, YZ f gl;jCj , k= 1,2. (11) 
j=l 
The vector 6 can be similarly expressed by 
where 
b = f PC 
j-1 
(12) 
p, = bTDj . (13) 
Using Eqs. (11) and (12), the relation A,C,, 
ence of eigenvectors Ci yield 
= plCl, and the linear independ- 
Ajglj 7 Skll(% - h2) + gl2tf-3 + 541 Pi = Pi& . (14) 
The assumption that the system is controllable implies that pj f 0 for a11 j. 
If we choose gr3 as 
glj = Pi/(Pl - Ai) (15) 
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for all j, then we have the relation 
a% - j~2)Pllh - Xl) + (9 + ia2)P2/h - u = 1. (16) 
Solving the above equation for 01~ and 0~~ yields 
(17) 
where 
51 = (71 - !Q2 + 712 - h2, 
e12 = 2h - El) 6, , 
v12 = bTD12. 
The uniqueness of the above design procedure is shown in Appendix A. 
Since pr and p2 can be chosen arbitrarily, the design procedure permits an 
arbitrary change of the real or imaginary part or both of a pair of conjugate 
complex eigenvalues. 
In summary, we have the following theorem. 
THEOREM 1. Suppose the time-invariant system deJined by Eq. (4) is control- 
lable. The gains of linear feedback law given by Eq. (9) to alter a pair of conjugate 
complex eigenvalues h,., to the desired eigenvalues p1,2 are given by Eqs. (17) and 
(18) and they are unique. 
It is seen from Eqs. (9), (17) and (18) that the eigenvectors of AT play a 
central role in the computation of the feedback matrix K. 
11.2. Alteration of More than One Pair of Eigenvahes 
Single-input systems. For altering more than one pair of conjugate complex 
eigenvalues by means of a single input, we consider a procedure which is 
developed by repeated applications of the technique advances in Section 11.1. 
Essentially, it is equivalent to dividing the input into several parts, each part 
being responsible for one pair of conjugate complex eigenvalues. 
Let (hr , h,) and (hs , h4) be two pairs of conjugate complex eigenvalues 
associated with the system matrix A to be altered, and let (pl , p2) and (ps , p4) 
be the desired replacement pairs. The alteration of the first pair has been 
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carried out in Section II. 1. For the second pair, we need to consider the dynamic 
system after the first control, i.e., 
i-=AA,x+bu, (19) 
where -4r == d + bK with K given by Eq. (9). Following the procedure deve- 
Ioped in Section 11.1, we have 
where D,, := D:3 + jDL is the eigenvector corresponding to X, of the matrix A, . 
In the above, the coefficients c+ and a4 take the forms 
(21) 
014 = e24v24 -  e23v23 
($3 + vi4) s4 ’ 
where 
e23 = (93 - 43)’ + 712 - 542, 
e 24 = %I3 - 43) 54 7 
V a3 = b’D:, , 
V 24 = bTDfX . 
(22) 
Summarizing, let the system be described by 
.i- = Ax + bu. (23) 
The single-input control for altering two pairs of eigenvalues (h, , h,) and (h, , X4) 
associated with the system matrix A to (pl , pa) and (ps , p4) is given by 
u = (alDll + azD12 + ci3Di3 + a4D;$-x (24) 
where (Ye and aa are given by Eq. (17) and cr, and a4 are given by Eq. (21). 
Extensions to cases of altering more than two pairs of eigenvalues are obvious. 
As is shown in Appendix A, this design procedure is unique. 
Computationally, it is seen that an efficient procedure is needed to determine 
eigenvectors associated with the transpose of the system matrices A, -4, , A, ,,.. 
after successive single-pair controls. This is developed in Appendix B, which 
gives a simple recursive procedure. 
The results given above can be summarized in the following theorem: 
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THEOREM 2. Suppose the time-invariant system defined by Eq. (23) is con- 
trollable. The gains of linear feedback law given by Eq. (24) to alter two pairs of 
conjugate complex eigenvahes (AI , A,) and (A, , h4) to the desired eigenvalues 
(pl , pz) and (p3 , pa) are given by Eqs. (17) and (21) and they are unique. 
Multi-input systems. Consider a dynamic system described by 
it = Ax + Bu. (25) 
A multi-input control scheme can be generated for the single-input procedure 
given above under mild assumptions imposed on the control matrix B. It is 
noted that uniqueness of control design does not exist here and, in some cases, 
multi-input controls become degenerate when used to alter only one pair of 
eigenvalues [7]. 
Consider again the case of altering two pairs of eigenvalues descussed above. 
In this case, writing B = [b, b,] and ur = [ul us] and assuming that bIrDI # 0 
and bzTD, # 0, where DI and D, are eigenvectors corresponding to X, and Aa 
of matrix AT, the controls u1 and ua are then given by 
~1 = (Qll + a2D12)T x, 
where 01~ and 01~ are defined by Eqs. (17) and (18) with 6, replacing b and 01s 
and 0~~ defined by Eqs. (21) and (22) with 6, replacing b. 
As is shown in Appendix B, the eigenvector components D&, and Dis can 
be expressed in terms of those associated with the original system matrix AT. 
III. OPTIMAL CONTROLLER PLACEMENT 
III. 1. Single-Input Systems 
In this section, a method of determining an optimal control matrix for single- 
input systems is developed. Following Section 11.1, let h,,, = .$1 f j[a be the 
eigenvalues to be replaced by the desired values pl,s = 71~ * jqs . The control 
gain K is given by Eq. (9). In order to express u(t) as a function of the control 
vector b explicitly, it can be written in the form 
u(t) = Re{bl - &J FUt)/(el~ + .hJ + B2W@ll - i41) (27) 
where Re( ) denotes the real part and Pi(t) and flz(t) are functions of system 
dynamics and possible external excitations but not functions of b. In Eq. (27) 
only a1 and 01a re functions of b as given by Eqs. (17) and (18). 
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In the single-input case, it is assumed that brb = 1 without loss of generality. 
The substitution of Eq. (27) into Eq. (2) (with Q = 1) shows that E is a quadratic 
function in a1 and OLD . In order to minimize the energy required, it is clear that a 
simple criterion can be established for choosing b by requiring that (11~~ + c+” is 
minimized subject to the controllability condition and to the constraint brb = 1. 
It is seen from Eq. (17) that, since 
an equivalent criterion is that ~1”~ + ZJ;~ be maximized. 
The result given above can now be stated below as a theorem. Let us first 
give the following definition. 
DEFINITION. The quantity w1 = vtl + vf2 as defined by Eq. (18) is called 
the energy coefficient for system defined by Eq. (4) for altering a pair of con- 
jugate complex eigenvalues of the matrix A. It is noted that vu and vr2 are 
projections of the control vector b onto the real and imaginary components of D, , 
the eigenvector associated with rZT corresponding to the eigenvalue pair under- 
going alteration. 
THEOREM 3. Under the control law given in Eq. (9), a su#icient condition JOY 
optimal design of control vector b which minimizes energy E is that the energy 
coe#kient w, be maximized, subject to the constraint that bTb = 1 and that the 
matrix pair (A, b) satisfy the controllability condition. 
The extension of the above result to the case in which K pairs of eigenvalues 
are altered can be carried out following the sequential procedure developed 
in Section II. Consider the case where two pairs of conjugate complex eigen- 
values, h,,, and ha,, , are to be altered to p1,2 and p3,4. The control is given by 
Eq. (24). As a function of b, the control u is again expressible as a quadratic 
function of a1 , 0~~ , 0~~ , and 0~~ , where 0~~ and 01~ are given in Eq. (17) and a3 and 
0~~ in Eq. (21). As is shown in Appendix B, the quantity D,, in Eq. (22) can be 
expressed as a linear function of eigenvectors associated with AT, A being the 
original system matrix. 
It is now easy to deduce control result when more than two pairs of eigen- 
values are to be altered. Following the same procedure as one used previously, 
we arrive at the following general result for determining the optimal control 
vector b. 
DEFINITION. For altering K pairs of eigenvalues, the energy coefficient for the 
system given by Eq. (4) is defined by 
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where 
2'1(2k-1) = bTD:,-l 1 q(2k) = bTDi,-, . (30) 
In other words, ~r(~~-r) and ~i(~~:) are projections of the control vector b onto 
the real and imaginary components of D2h.--1 , the eigenvector associated with Ar 
corresponding to the eigenvalue h,,-, undergoing alteration. 
THEOREM 4. For modal control of k pairs of etgenvalues in single-input systems, 
a st@cient condition for optimal design of control vector b which minimizes energy E 
is that the energy coeficient wx: be maximized subject o the constraint that bTb = 1 
and that the matrix pair (A, b) satisfy the controllability condition. 
111.2. hlulti-input Systems 
The optimal design of a control matrix for multi-input systems is now deve- 
loped. Consider first the design of an n x 2 control matrix B given by 
B = [b, b,]. (31) 
For control purposes, controllability conditions must be satisfied in the design 
process. However, as is shown in Section 11.2, the matrix B may be designed in 
such a way that each column bi of the matrix B is determined by single-mode 
control. Assuming that two pairs of eigenvalues are to be altered, then b, may 
be designed to alter only the first pair and 6, the second. Let 
111 II= * [I u2 (32) 
The controls ur and u2 are then given by Eqs. (26). 
The procedure for obtaining the criterion for optimal design of a control 
matrix now follows that used for single-input systems. Generalizing to the case of 
altering k pairs of conjugate complex eigenvalues and again noting that D19 can 
be expressed as a linear function of eigenvectors associated with the transpose of 
matrix A, we have the following result. 
THEOREM 5. For modal control of k pairs of eigenvalues with B = [b, b, . . . 
b,], a s@icient condition for optimal design of control matrix B which minimizes 
energy E is that the energy coe#Gnt wp be maximized subject o the constraints that 
bj’bj = 1, j = I,..., k, and that the matrix pair (A, B) satisfy the controllability 
condition. 
In the above, the energy E is defined by 
E = [%udt 
‘0 
(33) 
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with 
24 = [Ul ug . . . ug 
and wb is defined by Eq. (29) with 
(34) 
w2k-1) = &,D:k-, , %(2?A = G-1 D2 ZK-1 * (35) 
IV. NUMERICAL EXAMPLES 
In this section, numerical examples are presented for the case of structural 
control of a three-story structure. Let the state vector be written in the form 
x = [x1 x* x2 i$ Lt* ig (36) 
where xj and $i denote, respectively, displacement and velocity of the jth floor. 
An approximate equation of motion for the structure is [4] 
ut = Ax + Bu $- w (37) 
where u is the control vector and w is external excitation. To approximate a 
lightly damped structure, A is given by 
A= i 
0 0 0 1 0 0 
0 0 0 0 1 0 
0 0 0 0 0 1 
-0.5 0.25 0 -0.02 0.01 0 
0.25 -0.5 0.25 0.01 -0.02 0.01 
0 0.25 -0.25 0 0.01 -0.01 
and 
w =f(t) [O 0 0 1 1 l]T. 
The eigenvalues of the matrix A are 
A,,, = -0.001 ij0.2225, 
A,,, = -0.0078 & j0.6234, 
A,,, = -0.0162 & jO.9008. 
and the corresponding normalized eigenvectors are 
C,,, = Cl1 f jG1, 
C,,, = (2 f jC22, 
c,*, = C,l &J ‘C 22. 
 (38) 
(39) 
(40) 
(41) 
where 
The quantities Ai , j = I,..., 6, are also eigenvalues of Ar but the corresponding 
eigenvectors of AT are 
4.2 = Dl’ &jh2, 
D,,, = Da1 * jW, L (43) 
D,,, = 03’ 31 j&F, 
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Let us assume that 
f(t) = 3 sin 0.2% + 5 sin 0.3% + 7 sin 1.2% + 4 sin I .5t (45) 
whose first frequency is close to that of the system. The control objective is to 
reduce excessive displacements by applying control so that the system matrix of 
the resulting system ha eigenvalues p1,2 , p3.4 , and A,,, where 
pl,t = -0.099 +j4, 
p3,4 = -0.0778 &jO.6234. 
(46) 
EXAMPLE 1. Consider the case of placing two controllers on two of the three 
floors. In the single-input case, Theorem 4 immediately determines the best 
locations to be the second and third floors with 
b3,3 = [0 0 0 0 0.4766 0.87911r. (47) 
TABLE I 
Energy Coefficients and Energy in Example 1 
Control 
vector b 
Energy 
coefficient 
zu2 
Energy E 
(T,, = 50) 
b 1-3 0.7923 55,968 
b 1.2 0.8476 42,335 
b 1.3 0.9184 33,382 
The values of its associated energy coefficient ws and energy E are compared 
with the two other possible control configurations, b,,, and b,,, , and are given 
in Table I. Figure 1 also gives the displacements of the top floor under all 
control schemes. It is seen that the optimal control design also gives optimal 
performance in terms of displacement reduction. Similar results are also obtained 
for floor acceleration reductions. Hence, from the standpoint of safety and 
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10 20 30 40 50 
Time 
FIG. 1. D&placement X, in Example 1, 
comfort control [3] as well as energy consideration, the choice 6,,, is uniformly 
superior in the single-input case. 
EXAMPLE 2. The same problem is now considered using a two-loop control 
scheme. Let us determine 6, and 6, of the matrix B such that 6, is designed to 
alter only the first pair of complex conjugate eigenvalues, h,,, , and b, is designed 
to alter the second pair, hs,, . 
Under these assumptions, the following designs of control matrix are of 
practical interest. 
Case A. Different control forces applied to first and third floors: 
[ 
0 0 0 0.6256 0 
‘lv3 = 0 
0.7801 = 
0 0 0.9136 0 1 -0.4060 ’ 
Case B. Different control forces applied to first and second floors: 
B [ 0 
/ 
0 0 -0.4066 0.9130 
0 = 
1.2 - _    0.8744 -0.4852 I 0 . 
Case C. Different control forces applied to second and third floors: 
T 
B 0 0 
0 
0.8744 2.3 = [ 0 0 7801 0.4852 I * -0.6256 
All three designs satisfy the controllability conditions. 
As predicted by Theorem 5 and verified by Table II, Case C produces the 
optimal control configuration and, as shown in Fig. 2, it also is the most effective 
in reduction of displacement. Calculations also show that Case C is best in 
reduction of acceleration as well. 
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TABLE II 
Energy Coefficients and Energy in Example 2 
Control 
matrix B 
Case A 
Case B 
Case C 
Energy 
coefficient 
W2 
1.1809 
0.3271 
1.2946 
Energy E 
(To = 50) 
24,615 
90,616 
19,627 
Furthermore, a comparison of values in Tables I and II shows that Case C 
in two-loop control scheme is best overall under energy criterion. The energy 
coefficient in this case is maximum and it implies that energy coefficient can be 
used as an effectiveness measure crossing single-input and multi-input lines. 
V. CONCLUDING REMARKS 
Within the framework of modal control, a simple criterion for optimal design 
of the control matrix has been established under energy constraint. In control 
of large systems, the question of where to place a limited number of controllers 
is of practical importance and this result provides a simple guide for making this 
determination when energy required is to be minimized. Although only complex 
eigenvalues are considered, it is easily applied to cases involving real eigenvalues. 
It has also been shown through examples that minimum-energy control also 
- Unconirolled 
A CoseA 
x2 n 
FIG. 2. Displacement X3 in ,Example 2. 
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leads to most effective control in these cases, a desirable by-product of the 
analysis. Also it is seen that the energy coefficients for both single-input and 
multi-input cases take the same form and thus can be used to determine overall 
optimal control configuration. 
It is worth pointing out that, under the energy criterion, the analysis presented 
herein provides some guide in determining the desired locations of the altered 
eigenvalues. Consider, for example, the case where the eigenvalue h, is to be 
altered to pr using the single-input scheme. In general, some freedom exists in 
the choice of pr beyond requirements such as 1 pi - h, 1 >, E. 
Equation (28) gives 
% 2 + az2 = (41 -t 42)/(4 + 4, 5,". (48) 
After control vector b has been determined from Theorem 3, the denominator 
of Eq. (48) is fixed and the numerator can be expressed by 
eL + ef2 = h - 5J4 + (vl - 5,)” [4 - 2(n2’ - t?;“)] + (3~~” - t,“)‘. (49) 
Since ai2 + (y22 is to be minimized for minimum energy, the most energy- 
efficient locations of Q and ~a , the real and imaginary parts of pr , can be 
determined by minimizing Eq. (49) with respect to Q and Q . This is to be 
carried out, of course, under constraints such as 1 pi - h, / > E, 
APPENDIX A 
The object of this appendix is to prove that the design procedures presented 
in Sections II.1 and II.2 are unique for single-input systems. It is also shown 
that the eigenvectors corresponding to those unaltered eigenvalues of matrix A 
remain unaltered. 
Suppose that the eigenvalues A, , h, ,..., h, of the system matrix A are to be 
replaced by desired value p1 , p2 ,..., pr . Let 
u=Kx (Al) 
and let K, be the ith row of the matrix K. Expressing K,‘in terms of eigenvectors 
of matrix Ar, we have 
KiT = f ciiiDi . 
i=l 
Denoting the eigenvalues of A, = -4 + BK by pri , i = I,..., n, we have 
W) 
Pli = Pi 9 
= hi , 
i = I,..., r, 
otherwise. 
b43) 
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The corresponding eigenvectors CIi of prz can be expressed as [see Eq. (I l)] 
and, following Eq. (14), we can write 
4&, + f ( i %&)Pk~ = Pll‘tf21 
h=l ,n=1 
where pki = b,rDj , b, being the kth column of matrix B. Since plr 
i > Y, this gives 
(A41 
645) 
= A, for 
L46) 
Consider an n-dimensional vector p, whose components are p,, . Let us 
assume that matrix B has full rank without loss of generality. The controllability 
condition implies p, # 0 for all K. Then, 
i %ngim = 0. 
,,,=l 
(‘47) 
The substitution of Eq. (A7) into Eq. (A5) gives 
bg,, = b%, 1 i>r andallj. (A@ 
The assumption that the system possesses distinct eigenvalues implies that 
81, = 0, i > Y, i#j, 649) 
yrhich leads to 
which shows that the eigenvectors corresponding to unaltered eigenvalue of the 
system matrix A remain unaltered for single-input as well as multi-input systems. 
The above result shows that 
and 
BKC, = 0, j > r, (All) 
K,C, = 0, j > yr (A13 
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since B has full rank. Thus, the row vector Ki can be expressed as a linear combi- 
nation of eigenvectors associated with those altered eigenvalues, i.e., 
KiT = 2 aiiDj 
j=l 
for all i. For single-input systems, i = 1 and we can write 
KT = i ajD) (A14) 
j=l 
where LU, can be determined by solving the system of linear algebraic equations 
Ii1 %Pfl(Pt - hj) = 1, i = 1, 2 ,..., r. (Al5) 
It is clear that cyj as determined from Eq. (A15) is unique. Hence, K is unique 
for single-input systems. 
APPENDIX B 
Referring to Section 11.2, denoting A, as the system matrix after altering r 
pairs of eigenvalues sequentially, it is of interest to determine the eigenstructure 
of A,r in terms of that associated with the original system matrix A. 
Consider first the determination of eigenvectors associated with A,r. Results 
in Section 11.1 show that the eigenvectors of A, are 
G = i P*wPl~ - u, j= 1,2, 
k-l 
= Cj 9 otherwise. W) 
with corresponding eigenvalues 
Pli = Pi 9 j= 1,2, 
U32) 
= 3% h otherwise. 
As seen in Section 11.1, the eigenvectors Dti of A,r may be selected such that 
DTiCli = 6ij 9 i,j= 1,2 ,..., n. (B3) 
Clearly, Dlj can be written in the form 
Dlj = alJ4 + b& , j= 1,2, 
= al@, + b&, + Dj , otherwise. 
U34) 
409/7512-s 
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Let us first calculate Dlj for j > 3. The substitution of Eq. (B4) into (B3) 
gives two simultaneous equations for each j > 3 from which the coefficients arj 
and b, can be determined. The result is 
%j = P3%lPl Y j> 3, 
blj = PAjlPz 9 j Z 3, 
where 
(B5) 
%j = !Z[lltPll - 42) (P12 - 4) - l/b11 - 4) (43 - &,)I, 
Gj = d1 ItPll - 4) tPl3 - &I - l lb13 - 4) (Pll - hIll, 
4 = ll[llbll - Al) (PlZ - h4 - l/b13 - 4) bll - M 
Similarly, Eq. (B3) for the case ofj = I,2 leads to 
%j = sli/Pl 9 j= 1,2, 
blj = b/P3 9 j= 1,2, 
where 
w 
037) 
%2 = !?l%ltP12 - x3) - WtPll - Ul7 
t,j = 4P,il(Pll - 4) - Wh - h)l- 
In summary, the eigenvectors Drj of A,r have the forms 
DO = d4lP~ + M’JP2 , j= 1,2, 
= PjslPlIPl + PJJ’zIPz + Dj 1 otherwise, 
where srj and tlj are given by Eqs. (B6) and (B8). 
(B9) 
For the general case, we can give a matrix representation of the eigenvectors 
of matrix A,r. The matrix representation of Eq. (B9) is 
d1= 40% PW 
with 
v = SlliPl 4P3 
1 
[ MPl fl3’P2 11 
Wl) 
w = S13P31Pl 
1 
-*- SmPnfP1 
1 
h3P3 ‘Pl -.. 1 bzP,~Pl . 
LPkkf-1) Pkkx4 pk(2B) 
, 
___ - 
pk(lk-1) Pk(2k) 
sk(2k-+l)Pk(2k+l) . . . SknPkn 
Wk = 
Pk(Pk-1) pk(Pk-1) 
tk(2k+l)Pk(2k+l) . . . tknPkn 
fk(,k-1, Pk(,k-I, 
Pki = pD(k-l)j . 
In the above, Dck-l)i are the eigenvectors of Akml and 
skj = 4k[82kd(fk(2k--1) - h2k) - 8(2k-l)j/bk(2k) - h2k)I, 
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In general, after altering Y pairs of eigenvalues of A, the eigenvector matrix & 
of A,r can be written as 
W3) 
where 
I,k-2 0 0 
Q, = Uk vg Wk 
[ 1 W4) 0 0 L2k 
/ 
sklPkl Sk2Pk2 Sk(2k-2)pk(2k-2) __- . . . 
uk = Pk(Zk-1) pk(Zk) pk(2k) 
tk,pkl tk2pk2 tk(2k-2,pk(2k-2, 
W5) 
__ . . . 
Pl7) 
wf-0 
j==2k- 1,2k, 
= 4k[l/@k(2k) - h) bk(2k-1) - h2k) - l/bk(2k-1) - b) bk(2k) - h2k)l, 
W9) 
otherwise, 
tki = !?k[G(2k-l)j/(Pk(2k) - h2k-l) - 82k())/(Pk(2k-l) - ‘2k-l)], j=2K- 1,2K, 
= !?k[1/(fk(2k-l) - h) bk(2k) - ‘Zk-1) - l/bk(Pk) - ‘J) bk(Sk-1) - h2k--l)l, 
0320) 
otherwise, 
qk = I/[1/pk(2k-l) - h2k-l) (f’k(2k) - h2k) - l/bk(2k) - h2k-,) bk(2k-1) - x2k)l* 
(B’3) 
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