Oriented Simulation System is summarized. This activity-based model of activity-travel behavior is derived from theories of choice heuristics that consumers apply when making decisions in complex environments. The model, one of the most comprehensive of its kind, predicts which activities are conducted when, where, for how long, and with whom, and the transport mode involved. In addition, various logical, temporal, spatial, spatial-temporal, and institutional constraints are incorporated in the model. The conceptual underpinnings of the model, its architecture, the functionality of its key agents, data collection, and model performance are discussed.
The Dutch Ministry of Transport uses perhaps one of the most advanced model systems in the world to assess the impact of a variety of spatial, transportation, and economic policies. The LMS (National Model System) is based on a nested logit model, complemented by various stated preferences based modules that have been added over the years (1, 2) . Although this set of models has been constantly improved and updated and has proven its applied relevance, it has some shortcomings, typical for its generation, that seemed difficult to solve by adding more modules. In particular, it is less relevant for policy issues that involve task allocation, changes in institutional and other constraints, and time-related initiatives.
As part of its Exploratory Research Program, the Ministry therefore decided to examine the possibilities of developing a new type of model that, at least in principle, would be better tailored to address these issues. The model received the name ALBATROSS: A Learning-Based, Transportation-Oriented Simulation System. Rather than examining the possibilities of further developing the existing tour-based model into an activity-based nested logit model, it was decided to explore the possibilities of a rule-based system, an approach that has found significantly less application in transportation research.
Besides extensions of existing tour-based models, several activityscheduling systems have been proposed modeling space-time constraints [e.g., CARLA (3)], choice-behavior within such constraints [e.g., STARCHILD (4), PCATS (5)], or the adaptive behavior of individuals in response to transportation control measures [AMOS (6) ]. For an overview of the field, see Ettema and Timmermans (7) and Bhat and Koppelman (8) . To the authors' knowledge, only three other teams in transportation research have conducted some work on rule-based or computational process models. SCHEDULER, developed by Gärling et al. (9) , was the first model proposed along these lines in transportation research. It is primarily a conceptual framework for understanding the process by which individuals organize their activities. The model is based on the principle of heuristic search. Based on the retrieval of memorized information about the environment and the identification of when and where an activity can be performed, the model first partially sequences the activities on the basis of identified temporal constraints and then sequences the activities such that total travel distance is minimized using a variant of the "nearest-neighbor" heuristic (10) (11) (12) . The model suggests using a production system formalism to represent the decision rules.
It has been applied to study the possible impact of the introduction of telecommuting on the activity patterns of commuters (13) . Strongly linked to this model is GISICAS. Given an activity agenda, this GISbased model begins scheduling by fitting the activities on the agenda into the free time a person has, and orders them into a sequence (14) . Various search heuristics can be specified to identify the locations where the activities can be carried out. The system then reports a preliminary schedule and also lists the activities that cannot be scheduled. Other work in progress has been reported by Vause (15) , but apparently this work has been discontinued. Finally, Doherty and Axhausen (16) announced their plans to develop a computational process model of activity scheduling behavior and sketch a conceptual framework that is similar to both the above work and SMASH (17) . Although these research activities represent highly innovative, stimulating work, the models have largely stayed conceptual and/or descriptive. To obtain a fully operational, predictive model, many aspects need to be developed. In particular, how to derive choice heuristics from empirical data is an issue. Only recently, parts of the conceptual model underlying SCHEDULER have been further elaborated or were part of experimental investigation (18) (19) (20) .
At the start of the project, the objective of developing the ALBATROSS system was to elaborate this earlier work and develop a model that would (a) derive rules, representing choice heuristics, from empirical activity-diary data; (b) incorporate all choice facets underlying activity patterns; and (c) be embedded in an environment that supports a series of reporting, performance assessment, scenario generation, and evaluation tools. This paper summarizes the progress made. The aim of the paper is to communicate the scope and performance of the model rather than to discuss the model in any detail. In particular, the paper will focus on some key issues and briefly discuss some critical progress with respect to data collection, derivation of choice heuristics from empirical data, model performance, and the architecture of the system. To that effect, the conceptual framework underlying the model will be presented briefly. This is followed by a discussion of the architecture of the system. Next, some aspects of the data collection process will be described, and the performance of the model for a training and validation set will be reported. The paper concludes by discussing some avenues of future research.
CONCEPTUAL CONSIDERATIONS
The conceptual considerations underlying the ALBATROSS system are consistent with those typically expressed in activity-based modeling. It is only at the detailed level that differences can be stipulated. Figure 1 portrays the conceptual underpinnings of the model. Travel demand is viewed as a derivative of the process by which individuals schedule their activities within a given period of time, within particular household, institutional, and spatial-temporal constraints, to satisfy particular goals. It is postulated that activity participation, allocation, and implementation fundamentally take place at the level of the household. The actual generation and execution of activity calendars, programs, and schedules covers a multitude of time frames. First, long-term decisions made at the household level strongly influence the generation and composition of activity calendars. Decisions regarding marital status, number of children, and the like are irreversible or require years to change and have a fundamental effect on the number and kinds of activities that need to be performed. They also result in some constraints that individuals and households face. Other long-term decisions, such as choice of residence, choice of work and workplace, and purchase of a car, can in principle be changed in the short run but in general represent the kinds of choices that are not changed immediately.
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Hence these decisions exert a strong long-term influence on possible activity patterns. Thus, these long-term decisions will influence household activity participation decisions. It is up to households to allocate these activities to their members. The actual allocation will reflect taskallocation mechanisms within the household, which will depend on gender-specific roles and situational variables such as time pressure. The task allocation defines the possible set of activities that need to be completed within a particular time horizon. It results in an individual activity program that is derived from the household activity calendar. It is postulated that this process of program generation depends on the nature of the activities (mandatory versus discretionary), the urgency of completing a particular activity on a specific day, and the desire to meet particular activity-and time-related objectives. Once the individual activity program has been generated, the next step is to schedule these activities. This involves a set of interrelated decisions regarding the choice of location for conducting a particular activity, the choice of transport mode involved, the choice of other persons with whom to conduct the activity, the actual scheduling of activities contained in the activity program, and the choice of travel linkages that connect the activities in time and space. These activity-scheduling decisions thus transform an individual's activity program into an activity pattern, which is an ordered sequence of activities and related travel at particular locations, with particular start times, duration, and transport modes, perhaps coordinated with the activity patterns of other individuals. The actual process of scheduling activities is conceptualized as a process in which an individual attempts to realize particular goals, given a variety of constraints that limit the number of feasible activity patterns. Several types of constraints are identified and included in the ALBATROSS model related to household, institutional, logical, temporal, and spatial-temporal constraints defining the action space of individuals. Moreover, the model takes possible interactions between scheduling choices of spouses into account.
Having identified these constraints, the next question then is how individuals choose between feasible activity patterns. Unlike models that rely on utility-maximizing theory, the authors postulated that activity patterns would evolve through learning mechanisms. Continued exposure and experiences with the physical environment and transportation system are assumed to result in choice heuristics that individuals and households apply when faced with a particular choice problem. Hence, the notion that individuals are involved in a systematic comparison of all possible activity patterns was rejected. The result of learning is a set of rules. Generic rules guide a problemsolving process that allows individuals to adapt to changing conditions. It is assumed that problem-solving behavior is characterized by testing tentative solutions based on mental simulation of the individual's environment.
It is postulated that through such learning processes individuals will execute their activities. The execution of individual activity programs is manifested in the loading of associated travel on the transportation network. Consequently, the combined activity scheduling decisions of individuals are reflected in the use of the transportation network and the speed on the network. It may imply that the expected travel time that a particular individual envisioned when scheduling his or her activities might not be realized as the combined result of these scheduling and route-choice decisions. Therefore, it is postulated that the actual execution of an activity program is monitored on a real-time basis, and that individuals are constantly faced with the decision whether or not to reschedule their activities during the execution of the planned activity program. Such real-time rescheduling decisions also involve unexpected events.
ARCHITECTURE
ALBATROSS can be considered a multiagent, rule-based system that predicts activity patterns ( Figure 2 ). Essential to the system is that choice heuristics are used to simulate behavior. The decision table formalism is used to represent the rules that drive the system. A decision table represents the exhaustive set of mutual exclusive expressions that link conditions (constraints, individual or household characteristics, characteristics of the physical environment, transportation system, institutional context, and policies) to particular actions, preferences, or decisions. The decision table formalism guarantees that the choice heuristics are exclusive, consistent, and complete. The system consists of a series of agents that together handle the (consistency of the) data, the derivation of choice heuristics from activity-diary data, the simulation or prediction of activity patterns, the assessment and reporting of model performance, the calculation of various system performance indicators, and the evaluation of alternative model scenarios.
The system requires activity-diary data as input. It is well known that the collection of activity-diary data is very demanding. Conse- quently, activity diaries are often incomplete and inconsistent. For this very reason, an agent, called Sylvia, was developed. Sylvia uses information about the physical environment, the transportation system, and the institutional context to diagnose any potential problems and induce consistent activity diaries (21) . It consists of a series of rules that test the consistency of activity diaries. These corrected activity-diary data constitute the input for two alternative agents that allow the user to derive choice heuristics.
Agents for Deriving Rules from Activity-Diary Data
Over the years, the authors have developed and explored two possible algorithms to derive rules that represent choice heuristics from activity diaries. The first algorithm, Rachel, is based on the notion of incremental learning. The approach seems promising but is not yet operational (22) . An alternative algorithm, which is inspired by the CHAID technique developed for statistical analysis (23), is handled by Sandra. This method optimizes decision tables one at a time by recursively partitioning a sample of cases into homogeneous groups in terms of the action variable (the choice made). Input to the algorithm is a set of (categorical) condition variables on which the sample can be split. The proposed method initializes the decision table with a single column. To reduce heterogeneity within columns, the method searches for the best condition variable to split the condition space into two or more columns. These steps are repeated for each newly formed column considering the condition variables not yet used for splitting in that column. This process continues until maximal homogeneity or a minimal number of responses within each column is reached. Thus, used in this way, CHAID is used here as a decision-tree induction method. C4.5 and CART are alternative and widely used tree-induction algorithms for knowledge discovery [see Fayyad et al. (24) ]. The CHAID-based method is currently used to induce the decision tables for the scheduling system. This involves the following approach. A built-in scheduling algorithm (called "scheduler engine") describes a sequential decision-making process. Sandra is used to derive a decision table from activity-diary data for each decision step in this process. The resulting set of decision tables constitutes the knowledge base of the system for making decisions required for generating schedules.
Scenario Builder Agent Agnes
The input of the system consists of data about the physical environment, the transportation system, the institutional context, corrected activity-diary data, and a set of empirically derived choice heuristics. When the system is used for calibration, the focus is on deriving the choice heuristics and evaluating model performance. When used in microsimulation mode, however, the agent Agnes allows users to build scenarios and create synthetic populations. In general, userbuilt scenarios will change the attributes of the urban and transportation environment, household characteristics, the institutional context, and possibly aspects of the input activity diaries. The agent can be activated in two modes: behavioral change and impact assessment. In addition, it can change the composition of the sample/ population. In the behavioral change mode, the user wishes to simulate the effects of policy measures that are not incorporated as explanatory variables in the model. In that case, policy effects can be predicted only if the user can change directly some or all of the endogenous variables. For example, the current system does not have a variable road-pricing variable. Yet, one may assume that variable road pricing may induce some people to leave home early. Users can modify the skeleton of the input schedules. In the current version, change to structure-response pattern is not possible.
To build scenarios about such behavioral change, users can indicate (a) the target segment, (b) the degree of adaptation penetration (i.e., the percentage of the selected segment or each category that will adapt), and (c) the average size and standard deviation of behavioral change to allow for response heterogeneity. ALBATROSS uses Monte Carlo simulation to identify the specific respondents that will experience the change of interest. In the impact assessment mode, users can change the exogenous variables of the system. Accumulative scenarios can be built. Arentze 
Scheduler Engine
The core of the system-the scheduler engine-controls the scheduling processes in terms of a sequence of steps. In each step, the scheduler engine identifies the condition information required for making principal scheduling decisions, sends appropriate calls to agents for the required analyses, passes the obtained information to the rule-based system, and translates returned decisions into appropriate operations on the current schedule. An initial schedule is derived from the given activity program in terms of the activities that need to be performed that day as a consequence of longer-term commitments (i.e., job contract), household constraints (e.g., bringing children to school), and possibly other prescheduling decisions. The fixed activities constitute a given schedule skeleton for that day. Scheduling then involves selecting activities to add to the skeleton formed by these fixed activities and, next, determining the schedule position and profile of each added activity. The sequence of steps intends to simulate the way individuals solve the problem and is schematically shown by Figure 3 .
The first step involves for each person decisions about which activities to select, with whom the activity is conducted, and the duration of the activity. The selection decision is modeled as a yes/no decision for each of a predefined set of optional activities. If a positive decision is made, the system considers whether a next instance of that activity is to be added and, otherwise, goes on to consider a next activity. The order in which activities are evaluated is predefined based on assumptions about activity priorities. With-whom and duration decisions directly succeed a positive selection decision, reflecting the assumption that these dimensions further define the nature of the activity. Temporal, household, and institutional constraints (facility opening times) are critical for the feasibility of selection and duration decisions.
Assignment of a scheduling position to each selected activity is the result of the next two steps. First, by selecting a start-time interval the set of possible schedule positions for each activity is further narrowed down to positions that comply with a specific episode of the day (e.g., early morning, around noon, and so on). Next, tripchaining decisions determine for each activity whether the activity is to be connected with a previous activity and/or a next activity. The absence of such connections means that the activity is conducted on a single-stop tour from home. The combination of start-time and trip-chaining decisions often determines the schedule position. If a choice is left, however, the system selects the position that leaves maximal freedom of choice to subsequent scheduling steps. Note that trip-chaining decisions are important not only for timing activities but also for organizing trips into tours. Temporal constraints, available locations, and normative travel times determine the feasibility of choice options in this step.
The next steps involve the choice of transport mode and location. Mode decisions are made at the level of tours (as defined in the previous step). Possible interactions between mode and location choices are explicitly taken into account by using location information as conditions of mode selection rules. For a subset of activities (e.g.,
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Paper No. 00-0191 Transportation Research Record 1706 work/school), it is assumed that the location is given. For other activities (e.g., shopping), the system dynamically defines the location choice set while accounting for available locations, mode-specific travel times, opening times of available facilities, and the time window and minimum duration for the activity. The temporal constraints follow from the earlier duration, schedule position, start-time, tripchaining and mode decisions. A location decision involves the choice of a heuristic that uniquely identifies a location from the choice set in terms of a noninferior combination of attractiveness and travel time. Individuals do not necessarily, however, select noninferior locations. The option "other" is included to cover alternative heuristics. If "other" is chosen, a second step follows with the aim to select a drive-time band. The system selects a location randomly if the choice set includes more than one location in the drive-time band. The above steps are alternated between the (adult) members of the household. The current state of the schedule of the spouse, if any, is used as condition information for each next decision. Furthermore, throughout the process, specialized agents (Anais, Diana, Clara, and Goddess) make sure that the schedule remains internally consistent. This may involve repositioning activities, adjusting start and end times, updating travel times, inserting/deleting in-home activities, and so on.
A potential weakness of sequential decision models is that possible interactions between decisions are not taking into account. ALBATROSS intends to solve this problem by allowing decision rules to "look back" as well as "look ahead" at any decision step. The first strategy comes to expression in that previous decisions may change the conditions for a current decision in terms of preferences or the choice set. The second strategy is used by rules taking options of next decisions into account. For example, in the present system, some rules for mode choice express a preference for car or a slow mode dependent on accessibility of high-order-shopping locations. Thus, by accounting for backward and forward interactions, the system attempts to circumvent the inherent weakness of sequential models.
In the system, the scheduler engine serves to generate activity schedules for a given population of households. Activity schedules generated are stored and constitute a rich database for analyzing activity patterns and related travel demands. The agents described below provide tools for analysis. At present, a module for simulating road-network loads for feedback to travel times is not incorporated.
Sam
Sam is an agent that calculates and displays measures of similarity between observed and generated activity schedules. The measures allow users to evaluate goodness-of-fit or the impacts of some scenario on activity patterns. They are based on string alignment methods (SAM) originally stemming from work in molecular biology aimed at measuring biological distance between DNA and RNA strings and later introduced in time-use research (25) . To account for differences in composition as well as sequential order of elements, Sam determines the minimum effort required to make two strings identical using insertion, deletion, and substitution operations. In ALBATROSS, activity schedules are multidimensional as they consist of activity type, with-whom, location, transport mode, start time, and duration information. Alignment costs can be calculated for the qualitative dimensions (activity type, with-whom, location, and mode). To account for the multidimensionality, Sam displays the sum of alignment costs across schedules both for each dimension separately and summed across dimensions. However, the sum of unidimensional costs is not necessarily equal to true distance in a multidimensional space. If dimensions are interdependent, costs may be reduced by aligning elements of different attributes on the same position simultaneously. Sam incorporates the multidimensional measure developed by the authors in earlier work (26) that accounts for such interdependencies.
Activity Pattern Reporter Agent Sara
ALBATROSS allows users to easily analyze the observed and predicted activity patterns. Activity patterns are considered to be hierarchically organized. They consist of tours, and tours consist of trips. The activity reporter agent, Sara, supports the display of basic properties of complete activity patterns, tours, and trips along all choice facets. The choice facets include activity, destination, start time, duration, transport mode, and travel party. At the activity pattern and tour level, Sara displays choice patterns on each of these dimensions. In particular, the system allows users to interactively create three-dimensional tables. Two dimensions can be seen directly on the computer screen, while the third dimension is represented by a series of tabs. This three-dimensional form of representation provides a sufficient amount of flexibility. For example, a particular facet can be tabulated for a particular sociodemographic segment by zone, or for segments made up of two sociodemographic variables. Two choice facets can be cross-tabulated by segment or zone. The analyses can be performed on the set of observed schedules as well as on the set of predicted schedules. Moreover, the two data sets can be selected as an additional table entry, allowing users to create tables comparing predicted and observed frequency distributions, or to compare scenarios. In sum, the user can extract all possible two-and three-dimensional tables from the data set.
Performance Indicators Agent Pia
In addition to these basic and derived statistics, a number of system performance indicators are calculated by Pia. In general, these indi-
Paper No. 00-0191 141 cators refer to the accessibility, equity, and environmental impacts of the simulated or observed system. Accessibility indicators quantify how easy it is to reach the various destinations in the system. Equity indicators allow users to obtain some measure about the distribution of "resources" in the system, such as accessibility. The environmental impact indicators provide basic information about the status of the simulated or observed system. Table 1 summarizes the performance indicators that are supported by this agent. Furthermore, Pia offers the possibility to generate a report summarizing the information of predictions across multiple runs. Even if conditions are the same, the outcomes of runs will differ due to the stochastic nature of scheduling decisions. The report presents for a standard array of indicators and frequency tables the results of each run as well as the averages and standard deviations across runs. Hereby, users can set the number of runs. Reports can be generated for different scenarios and provide the information to determine the impacts of scenarios.
Scenario Evaluator Agent Amber
To evaluate scenarios and select the one scenario that is most consistent with a set of goals, Amber can generate an evaluation matrix consisting of scenarios and performance indicators. The user may add particular criteria to this matrix, such as costs. Multicriteria evaluation methods can then be used to rank scenarios on the criteria considered.
ACTIVITY DIARIES
To estimate ALBATROSS, diary data were collected in 1997 in the municipalities of Hendrik-Ido-Ambacht and Zwijndrecht in the Netherlands. The diary involved a full activity diary, implying that both in-home and out-of-home activities were reported. The diary was of the leave-behind format-that is, respondents were notified and asked in advance to report their activities for 2 selected days and requested to report all their activities on these days. Later, they were contacted to retrieve the relevant information. A diary day started at 3:00 a.m. The sample covered all 7 days of the week, but individual respondents were requested to complete the diaries for 2 designated consecutive days. The diary used open time interval. A hierarchical classification of activities was used, allowing respondents to quickly go to the general type of activity (e.g., work versus leisure) and then look for the most appropriate, more detailed description of the activity. The precoded scheme consisted of 48 activities. Given the manifold purpose of the data collection, the diaries were administered in a variety of ways.
In total, 1,500 households were invited to fill out the activity diary. Response rates varied by mode of administration, typically ranging between 64 and 82 percent. There was some evidence of differential nonresponse. After cleaning, the data set included 2,198 household-day diaries. Although children did participate, only the diary data of individuals older than 18 years were used for developing ALBATROSS. At the individual level, the data set included 2,974 person-day diaries.
RESULTS
In contrast to many other activity-based models, ALBATROSS was designed to encompass all choice facets underlying activity pattern decisions. Moreover, the categorization of most of these facets is relatively detailed. The decision rules were derived from the activity diaries using Sandra. A total of 534 rules was derived. Table 2 presents some statistics of the rule sets by choice facet.
The number of choice alternatives (#alts) differs between choice facets and depends on assumptions of the choice situation and the derive rules generally also differs between choice facets. In case of with-whom, duration, start-time, and location choices, each occurrence of a (flexible) out-of-home activity in the observed activity patterns constitutes a case. In the case of activity selection, there are considerably more observations because not only the occurrence but also the absence of an activity of a given type represents a decision. Mode choice, on the other hand, relates to tours. The final series of columns describes the results of the decisiontree induction in terms of the number of rules generated (#rules), the contingency coefficient (C) and three theta measures. Ranging between zero and (approximately) 1, the value of the contingency coefficient indicates the degree of homogeneity in observed choices under conditions covered by the rules. The theta measures represent the expected number of hits, given the probabilistic selection of choices. The probabilities are derived from observations of choice behavior under the concerned condition. Seventy-five percent of the cases (called the training set) was used for deriving a decision table for each choice facet. The remaining cases were used for a validation set. Theta(0) represents the hit rate if the null model is used on the training set. The null model simply predicts the overall model choice alternative for each case. Theta(t) and theta(v) represent the hit rates of the induced decision table on the training and holdout set, respectively. The decrease in fit on the validation set can be taken as an indicator of the degree in which overfitting has occurred. Table 2 suggests that there is a substantial improvement in predictive accuracy for every choice dimension. To interpret the figures, some comments are in order. First, it should be emphasized that the activity duration and start-time dimensions are continuous. In the case of continuous dimensions, distances between predicted and target categories are also relevant. As it appears, the models for both duration and start time tend to confuse categories that are farther apart less often than contiguous categories. Because distance information is not covered by the thetas (or the contingency coefficient), model performance is better than the theta would indicate if choice alternatives were purely nominal.
Secondly, it should be emphasized that the ability to predict individual cases accurately is only to some extent important in the present application. The primary objective of ALBATROSS is to predict aggregate choice distributions across individuals. The theta values should be taken as indicators of the extent to which the model is able to reduce choice behavior to differences in observed conditions. Low values indicate that there remains heterogeneity that cannot be further reduced by the given set of condition variables. By using probabilistic rules, ALBATROSS is able to reproduce the remaining heterogeneity in predictions. It appears that, at an aggregate level, predicted distributions closely match observed distributions.
The theta in the last column allows evaluation of the hit ratio on a set of cases that were not used for inducing the choice heuristics.
In general, the column shows a small decline in the theta values, indicating that the generated rules are transferable to a new set of cases, at least for the same study area. Moreover, at an aggregated level, the predicted and observed frequency distributions closely match, suggesting that there is no systematic bias.
CONCLUSIONS AND DISCUSSION OF RESULTS
The purpose of this paper was to report progress made in developing ALBATROSS. At the start of the project, there were many challenges as there were hardly any examples in activity-based modeling of how to derive choice rules from empirical data, how to model Arentze et al. Paper No. 00-0191 143 the complexity and interdependencies of the various choice facets underlying activity patterns, how to assess goodness-of-fit of complex activity patterns, and how to link a set of rules that maintains the integrity of the system. Different avenues often were explored, resulting in the prototype of a rule-based model that is the first of its kind and offers more complexity than the typical utility-maximizing models. Moreover, the results of the training and the validation tests indicate that the model performs well and is stable. This is not to say that no further progress can be made. Although the algorithms to derive the rules perform well, there is potentially still room for further improvement. The categorization of continuous condition variables could be optimized simultaneously, and the complete sets of tables should be optimized simultaneously. The current version of the model does not contain any economic and service-related attributes. If the model is to be applied to policy scenarios such as road pricing, such attributes and the corresponding decision tables should be derived and added. Also route choice is only treated as shortest route choice. Because the model is derived from reported activity diaries, assumed change in behavior has not been validated yet.
There are various supplementary projects on their way, involving interactive (virtual reality) computer experiments that have been designed to observe and model individuals' and households' responses to change. The results of these experiments can be linked to the current system in learning sessions. The abilities of the system to simulate choice dynamics and adaptive behavior would likely improve.
Although mid-term and long-term dynamics have been included in the conceptual framework, these processes have not been modeled yet in the context of ALBATROSS. Work along these lines, however, has started as part of the AMADEUS research program in the Netherlands. Changes in residential location, choice of workplace, car ownership, and activity-calendar decisions will be modeled and simulated using ALBATROSS as the core.
The ultimate assessment of any model, however, should be based on its relative performance. Therefore the authors have started initiatives to compare the performance of the model with that of competing approaches, utility-maximizing nested logit models being the most important of these. They hope to report about these developments in future publications.
