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Controller design for processes with inverse response has attracted interest from 
control community since high control performance of feedback control systems is more 
difficult to achieve for such processes. Inverse response, which is resulted from the 
dynamic effect of a right-half-plane (RHP) zero, leads to smaller margin to guard 
against closed-loop instability and consequently the loss of control performance as a 
result. Various model-based controller design methods have been developed in the 
literature, however, the control performance may become unsatisfactory when 
processes are higher-order with small value of RHP zero. In this thesis, a one-step 
method for discrete-time proportional-integral-derivative (PID) controller design is 
developed within the virtual reference feedback tuning (VRFT) framework to handle 
processes with inverse response. 
In the proposed method, a newly developed second-order plus time delay reference 
model with one RHP zero is employed for VRFT design of PID controller for processes 
with inverse response. Simulation results show that the control performance is 
improved by using the proposed design method compared to the benchmark designs 
consisting of both model-based design method and the existing VRFT design methods 
which do not take RHP zero into account in formulating the control algorithm.  
 Furthermore, the proposed method is extended to the nonlinear processes with 
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It is noted that there is a significant growth in demand of better process control for 
chemical and biochemical industries. However, the common characteristics of chemical 
process make it very challenging to control. Chemical processes are usually nonlinear 
and multivariable in nature. In addition, chemical processes frequently have time delay, 
input and output constraints, and limited number of measured states. The desired 
properties of a product stream are often not directly measured (Bequette and Ogunnaike, 
2001). Therefore, these motive the research and development of efficient and reliable 
control methodologies for chemical industries to achieve not only higher operation 
profit but also safe and environmental friendly operation condition. As a result, the 
study of process control become an important subject in chemical engineering research. 
Model-based control strategies attracted interests since 1970’s due to the 
development of information science and technology. Such control method would be 
advantageous if reasonably accurate process model is available. However, the process 
modeling is rather a challenging task since most process dynamics are usually nonlinear 
and multivariable as mentioned. It is difficult and time-consuming to obtain models 
based on the first-principle. Due to the complexity of the process models, the model-
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based control system is often complex and sophisticated.  
On the other end, huge amounts of process variables such as flow rate, temperature, 
pressure, levels, and compositions which are recorded and stored in historical database 
for the purpose of process control, online optimization or monitoring. To extract related 
information from the database becomes an important research topic for the chemical 
process control area. Data-based control methods which use process data directly for 
controlling become an attractive alternative to model-based control designs. Toward 
this end, several data-based methods for controller design were developed in the past 
decades. Iterative Feedback Tuning (IFT) was proposed by Hjalmarsson et al. in 1994 
with promising result for real application (Hjalmarsson et al., 1998). IFT is a data-based 
control scheme involving optimization of controller parameters according to an 
estimated gradient of a chosen performance criterion. However, this method is 
computationally demanding and has risks being captured by a local optimum when 
optimization is processed. A direct controller approximation method based on 
Simultaneous Perturbation Stochastic Approximation (SPSA) was proposed by Spall 
and Cristion (1998). SPSA regards the controller as a function approximator which can 
be a neural network, or a polynomial whose parameters are updated repeatedly in 
accordance with the minimization of a cost function. SPSA has a low convergence rate 
and large computational time as well. To overcome this problem, the virtual input direct 
design method (VID2, Guardabassi and Savaresi, 1997; Savaresi and Guardabassi, 1998) 
was the first direct controller design method without any gradient calculation. Campi 
et al. (2000) improved and reorganized the idea of VID2 and renamed the new method 
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as the virtual reference feedback tuning (VRFT) method. VRFT calculates the feedback 
controller parameters directly from the available process input and output data by 
solving a quadratic optimization problem. An adaptive version of the VRFT design 
method (Kansha et al., 2008) is also proposed to control nonlinear systems. In such 
adaptive VRFT design, the database used by conventional VRFT design is updated by 
adding the current process data into the database. Furthermore, PID controller is 
obtained by the VRFT design at each sampling instance using relevant dataset selected 
from the current database based on the k-nearest neighborhood criterion. Moreover, an 
enhanced version of adaptive VRFT (EVRFT) (Yang et al., 2012) is developed, in 
which parameters in the reference model will also be adapted at each sampling instance 
in order to better cope with the changing process dynamics. However, previous results 
on the VRFT and EVRFT methods did not take inverse response into consideration. 
Therefore, this motivates the current research to extend the VRFT and EVRFT design 
framework for processes with inverse response in this thesis. 
 
1.2 Contributions Applied 
In this thesis, new discrete time first and second-order plus time delay reference 
model by incorporating one right-half-plane (RHP) zero are proposed and derived for 
VRFT and EVRFT design frameworks to deal with process with inverse response. The 
main contributions of this thesis are as follows. 
(1) A second-order plus time delay reference model with one RHP zero is derived 
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and employed for the VRFT design of discrete time PID controllers for 
processes with inverse response dynamics. Extensive simulation studies show 
that the proposed new reference model can achieve better control performance 
for processes with inverse responses than those obtained by the chosen model-
based design and conventional VRFT design. 
(2) To extend the previous work on the EVRFT design to processes with inverse 
response dynamics, two new reference models incorporating one RHP zero are 
employed under the EVRFT design framework for controlling the nonlinear 
processes exhibiting inverse response dynamics. The EVRFT design 
framework updates not only the database but also the parameters in the 
reference model at each sampling instance during the control process to 
achieve better performance. 
 
1.3 Thesis Organization 
The thesis is organized as follows. Chapter 2 comprises the literature review of 
nonlinear process control. In Chapter 3, direct design of PID controllers for stable 
processes with inverse response dynamics is developed using VRFT design framework. 
Adaptive PID controller design using EVRFT method for stable processes with inverse 
response is proposed in Chapter 4. Finally, the general conclusions from the present 
work and suggestions for future work are given in Chapter 5. 






This chapter examines the research work that has been conducted in the field of 
data-based methods for process controller design. Overview of the development of 
direct data-based controller design is presented with the emphasis on the Virtual 
Reference Feedback Tuning (VRFT) method. Following that, the discussion of various 
adaptive controller design methods are provided. Finally, the controller design methods 
for processes with inverse response are introduced. 
 
2.1 Direct Data-based Controller Design Methods 
With the development of technology and science, processes in chemical and 
biochemical industries experience significant changes. Such processes become larger 
in scale and more complex, which makes the conventional model-based process control 
more difficult. Designing controllers directly based on a set of measured process input 
and output data becomes more attractive due to the fact that many industrial processes 
are able to store process data at every time instant of working period. Such ‘direct’ data-
based design techniques are more natural and practicable than model-based designs 
where process modeling and identification are necessary for the controller design, 
because the former directly targets the final goal of tuning the parameters of a given 
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class of controllers. Several important data-based design methods proposed in literature 
are reviewed in the following paragraphs. 
Iterative Feedback Tuning (IFT) was proposed by Hjalmarsson et al. in 1994 with 
promising result for real application (Hjalmarsson et al., 1998). IFT is a data-based 
control scheme involving optimization of parameters of controller according to an 
estimated gradient of a controller performance criterion. However, the drawbacks of 
IFT are obvious. First, the gradient experiment for the controller performance is needed 
at each iteration. Moreover, IFT may require significant computational time to obtain a 
solution with a risk of being a local optimum in the proposed minimization problem. 
Finally, its computation needs unbiased estimates of some variables, which results more 
strict requirements on the experiment. Therefore, the IFT is complicated to apply in 
practice.  
A direct controller approximation method based on Simultaneous Perturbation 
Stochastic Approximation (SPSA) was proposed by Spall and Cristion in 1998. SPSA 
regards the controller as a function approximator which can be a neural network, or a 
polynomial whose parameters are updated repeatedly in accordance with the 
minimization of a cost function. However, the gradient of this cost function has to be 
evaluated by SPSA approximation due to the lack of plant model. Hence, it leads 
significant computation time. Furthermore, SPSA has a low convergence rate and it is 
not suitable for controlled plant whose parameters vary rapidly. 
To alleviate the aforementioned drawbacks, Campi and Lecchini (2000,2002) 
proposed the Virtual Reference Feedback Tuning (VRFT) method. VRFT stems from 
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the idea of Virtual Input Direct Design (VID2) (Guardabassi and Savaresi, 1997; 
Savaresi and Guardabassi, 1998), but in a better-organized form. VRFT calculates the 
feedback controller parameters directly from the available process input and output data 
without the need of model identification. VRFT formulates the controller tuning 
problem as a ‘one-shot’ controller parameter identification problem by introducing 
desired reference model. Nakamoto (2005) extended this controller design technique to 
multivariable chemical process application. 
However, previous results on the VRFT methods did not take inverse response into 
consideration. This motivates our research to extend the VRFT design framework for 
processes with inverse response in this thesis. 
An adaptive version of the VRFT design method (Kansha et al., 2008) is also 
proposed to control nonlinear systems. In such adaptive VRFT design, the off-line 
database used in the conventional VRFT design is updated by adding the current 
process data into the database. Furthermore, PID controllers are calculated by the VRFT 
design at each sampling instance using relevant dataset selected from the current 
database on k-nearest neighborhood criterion. Moreover, an enhanced version of 
adaptive VRFT (EVRFT) (Yang et al., 2012) is developed, in which parameters in the 
reference model will also be adapted at each sampling instance. 
The VRFT design framework is reviewed here for ease of reference. The VRFT 
method approximately solves a model-reference problem in discrete time as depicted 
in Figure 2.1, where the reference model T (z-1) describes the desired behavior of the 
closed-loop system consisting of a linear time-invariant process G (z-1) and a 
Chapter 2 Literature Review 
8 
 




Figure 2.1 Reference model 
 
Let us assume that G (z-1) is unknown and only a set of process input and output 
data, {𝑢 (𝑘)}𝑘=1~𝑛 and {𝑦 (𝑘)}𝑘=1~𝑛, have been collected from the experiment on the 
plant and that a reference model T (z-1) has been chosen. The design goal is to solve θ, 
a vector consisting of the controller parameters, such that feedback control system in 
Figure 2.2 behaves as closely as possible to the pre-specified reference model T (z-1). 
 
Figure 2.2 Feedback control system 
 
Given the measured output signal {𝑦 (𝑘)}𝑘=1~𝑛, the corresponding reference signal 
{?̃? (𝑘)}𝑘=1~𝑛 in Figure 2.1 is obtained by 
 ?̃? (𝑧−1) = 𝑇−1 (𝑧−1)𝑦 (𝑧−1)                   (2.1) 
where ?̃?(𝑧−1) and y (z-1) are the Z-transforms of discrete time signals 
{?̃? (𝑘)}𝑘=1~𝑛  and {𝑦 (𝑘)}𝑘=1~𝑛, respectively. The signal {𝑟 ̃(𝑘)}𝑘=1~𝑛 is called ‘virtual’ 
reference signal because it does not exist in reality and in fact it was not used in the 
generation of y (k). However, it plays a pivotal role in the VRFT framework in that the 
fundamental idea of the VRFT framework is to treat {𝑦 (𝑘)}𝑘=1~𝑛 as the desired output 
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consequence, given error signal e (k) = ?̃? (𝑘) − 𝑦 (𝑘), the controller output 𝑢(𝑘) is 
calculated as: 
 
 ?̃?(𝑧−1) = 𝐶(𝑧−1; 𝜃){?̃?(𝑧−1) − 𝑦(𝑧−1)}         (2.2) 
 
where 𝑢 ̃(𝑧−1) is the Z-transforms of discrete time signal {𝑢 ̃(𝑘)}𝑘=1~𝑛. 
It is noted that a good controller generates u (k) when error is given. The idea is 
then to search for C (z-1; θ) whose output 𝑢 ̃(𝑧−1) matches u (k) as closely as possible. 
Hence, the controller design task reduces to the following minimization problem: 
 𝐽 (𝜃) = 𝑚𝑖𝑛
𝜃
∑ {𝑢 (𝑘) − ?̃? (𝑘)}2𝑛𝑘=1                (2.3) 
Consequently, the controller parameter θ which minimizes Eq. (2.3) can be 
explicitly obtained by the classical least-square technique. As a result, the VRFT design 
framework effectively recasts the problem of designing a model-reference feedback 
controller into a standard system-identification problem. 
To extend the VRFT design to nonlinear systems, the data set collected from off-
line open-loop experiments is updated by adding the current process data at each 
sampling instance. Therefore, the expanded data set can cover new operating space 
where its dynamics is not available in the construction of original data set. Hence the 
PID parameters are obtained at each sampling instance by using the expanded data set. 
In doing so, the relevant data in the expanded data set that corresponds to the current 
process conditions is first determined by using the k-nearest neighborhood criterion 
based on the following distance measure: 
 𝑑𝑖 = ‖?̅?(𝑘 − 1) − 𝑥?̅?‖   (2.4) 
where ‖∙‖ denotes the Euclidean norm, 𝑥?̅? = [𝑦(𝑖) 𝑢(𝑖)]
𝑇is a pair of input and output 
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data in the present dataset, and ?̅?(𝑘 − 1) is a vector with similar definition for the 
input and output data at the (k-1)-th sampling instance. 
By using Eq. (2.4), those 𝑥?̅? corresponding to the k smallest 𝑑𝑖 are selected as 
the relevant data in the current database, by which the constrained least squares problem 
discussed by Eq. (2.3) is solved to calculate PID parameters for the current sampling 
instance. This design procedure repeats at the next sampling instance when the database 
for VRFT design is further updated by the corresponding process data. 
 
2.2 Adaptive Control 
It is noted that most processes in chemical and biochemical industries have 
nonlinear behavior. However, most controller techniques designed for such systems are 
based on linear control methods. The extensive use of linear control strategies is due to 
the fact that, many of the nonlinear processes can be approximated by linear models, 
which can be calculated by various identification methods and process data, over the 
nominal operation range. Furthermore, well studied stability analysis of linear control 
systems also facilitate the use of linear control techniques. However, the performance 
of linear controller may not achieve the expectation due to the highly nonlinearity of 
the target processes or wide range of nominal operation condition of the controlled 
processes. Therefore, adaptive control of nonlinear systems has been studied in order 
to get better control performance in fast decades. 
The study of adaptive control was started for the adaptive flight control systems in 
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1950’s. With the development of control theories and computer technology, various 
adaptive control methods were proposed (Åstöm, 1983; Seborg et al., 1986; Åstöm and 
Wittenmark, 1995). Most adaptive methods adjust the controller parameters in real time 
to achieve desired level of control performance in case of varied process dynamics of 
nonlinear systems. The concept of adaptive control is summarized and presented in 
Figure 2.3. 
 
Figure 2.3 Diagram of adaptive control scheme 
 
There are three main technologies for adaptive control: gain scheduling, model 
reference control and self-tuning regulators. Each method proposes a controller 
parameters updating scheme in order to deal with the changes in the process dynamics. 
Gain scheduling finds the process variables which correlate well with the changes in 
process dynamics. Therefore, it may update the controller parameters according to the 
changes in the process parameter. For a typical gain scheduling design procedure 
following steps will be taken: (1) operating points of the nonlinear systems are selected 
to cover the plant’s dynamics; (2) a linear approximation of the nonlinear process is 
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made at each operation point and linear controller is designed according to such 
approximation; (3) the gain (parameters) of controller is interpolated or scheduled in 
between the operating points to complete the design procedure (Shamma and Athans, 
1990). Hence, it is clear that gain scheduling can updates the controller parameters 
quickly in response to changes in dynamics and it can overcome nonlinearity by 
scheduling of controller gains over operation points (Åstöm and Wittenmark, 1995). 
However, the drawbacks of gain scheduling are also obvious. Firstly, the detailed 
process knowledge is needed to define the operating conditions. The selection of 
appropriate scheduling variables for most chemical processes is difficult and not 
straightforward. Finally, there is no guarantees on robustness or nominal stability for 
the overall gain scheduling design. 
Model reference control can be regarded as a class of direct self-tuners since no 
model identification of the controlled process is needed. A reference model is chosen 
firstly according to the desired performance of the closed-loop system and the adaptive 
system attempts to make the plant output match the reference model output. Therefore, 
most model reference adaptive system (MRAS) consists of two loops, ordinary 
feedback loop as an inner loop and outer loop with controller parameter adjustment 
mechanism to minimize the difference between model and process outputs (Pathak and 
Adhyaru, 2012).  
The third class of adaptive control is self-tuning controller. The main idea of this 
type of controllers is to estimate model parameters online and adjust the controller 
settings based on the current parameter estimate (Åstöm, 1983). The overall 
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methodology of self-tuning controller can be summarized as following: (1) information 
gathering of present process behavior; (2) control performance criterion optimization; 
(3) adjustment of the controller parameters. Such procedure make self-tuning controller 
very flexible with respect to its choice of controller design method (Seborg et al., 1986; 
Bobál et al., 2005). 
 
2.3 Control of Inverse Response 
Inverse response exhibited by a process is due to two opposite dynamic effects 
resulting from the same input change. An odd number of right-half-plane (RHP) zeros 
is found for the processes to display inverse response (Rosenbrock, 1970). Together 
with time delay, the RHP zeros are referred to non-minimum phase (NMP) dynamics 
since they contribute to phase lag to the whole system. The presence of RHP zero results 
in feedback control system to have smaller margin to guard against closed-loop 
instability and consequently the loss of control performance as a result (Skogestad and 
Postlethwaite, 1996). 
Many model-based digital controller design methods have been developed and 
some of them may be used to handle processes with inverse response. Minimal 
prototype algorithm (Smith, 1972; Ogata, 1987) shows a simple way to track a set-point 
change, which can be used to deal with inverse response. Dahlin (1968) employs a first-
order process with time delay to specify the closed-loop performance and gives 
reasonable control performance for inverse response system. Vogel and Edgar (1980) 
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provides a design method which presents satisfied control performance towards first-
order or second-order process models with not only negative zeros but also positive 
zeros (inverse response). The controller design equation provided by Vogel and Edgar 





   (2.5) 







   (2.6) 
Although these methods can provide good controller design when the underlying 
process dynamics are reasonably described by the lower-order models, the accuracy of 
these methods would be reduced for higher-order process dynamics due to the modeling 
error. At the meantime, such methods rely on trial and error to determine the optimal 
tunable parameter, resulting in a tedious iterative tuning procedure at the expense of the 
considerable engineering efforts. 
To alleviate the aforementioned drawbacks, an alternative is to design controllers 
directly from a set of process input and output data without resorting to the need of an 
identified process model. Several model-free or data-based controller design methods 
were developed according to section 2.1. However, the previous reference models 
reported in the literature did not take the RHP zeros into consideration, which motivates 
the current development of appropriate reference model derived by considering the 
effect of one RHP zero for stable processes with inverse response in this thesis. 
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Chapter 3  
VRFT Design of PID Controllers for Stable Processes 
with Inverse Response 
 
3.1 Introduction 
Model-based controller design methods have been developed extensively in the 
past several decades, for example, direct synthesis design method (Truxal, 1955; 
Ragazzini and Franklin, 1958), Internal Model Control (IMC) design (Morari and 
Zafiriou, 1989) and tuning relation based on integral error criteria (Seborg et al., 2004). 
To apply such design methods, a process transfer function model such as a first-order 
plus time delay (FOPDT) model should be identified first, which is then subsequently 
used to calculate PID parameters based on a chosen model-based design method. 
Although these methods can provide good PID design when the underlying process 
dynamics can be described by the lower-order models with good accuracy, its control 
performance would degrade when the actual process dynamics are higher-order ones 
with considerable modeling error. For those model-based methods consisting of a 
tunable parameter obtained by trial and error, a tedious iterative tuning procedure is 
required at the expense of the considerable engineering efforts. 
To alleviate the aforementioned drawbacks, an alternative is to design PID 
controllers directly from process data without the need of an identified process model. 
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To this end, several model-free or data-based controller design methods were developed, 
such as the iterative feedback tuning (IFT) method (Hjalmarsson et al., 1998), the 
virtual reference feedback tuning (VRFT) method (Campi et al., 2002), and the 
fictitious reference iterative tuning (FRIT) method (Soma et al., 2004). However, the 
previous work cannot handle the process with one right-half-plane (RHP) zeros, which 
motivates the current research to extend the VRFT design method for the stable 
processes with one RHP zero. In the proposed VRFT design, a new reference model is 
specified by a second-order plus time delay model augmented with one RHP zero, 
instead of the first-order plus time delay reference model predominantly used in the 
previous work (Campi et al., 2002; Kansha et al., 2008), accounted for inverse response 
dynamics. Subsequently, the control algorithm based on this new reference model is 
developed within the VRFT design framework. Extensive simulation results are 
presented to compare the proposed design method with conventional VRFT design as 
well as model-based design methods. 
 
3.2 The Proposed VRFT Design Method  
In this section, the proposed PID controller design for processes with one RHP 
zero is discussed in detail. To address such inverse response dynamics, the following 




∙ 𝑒−𝑁∆𝑡𝑠,     (𝜆, 𝛾 > 0)                     (3.1) 
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where 𝑁∆𝑡 denotes the process time delay, ∆𝑡 is the sampling period, 
1
𝛾
 is relevant 
to the RHP zero, and 𝜆  determines the speed of closed-loop response. The 
































               =
(𝛼+𝛽𝑧−1)𝑧−𝑁−1
1−2𝐴𝑧−1+𝐴2𝑧−2
                                (3.2) 
where 𝐴 = 𝑒−
Δ𝑡
𝜆 , 𝛼 = 1 − 𝐴 + (
𝛾
𝜆




To consider a discrete time PID controller given by: 
𝑢(𝑘) = 𝑢(𝑘 − 1) + 𝐾𝑃[𝑒(𝑘) − 𝑒(𝑘 − 1)] + 𝐾𝐼𝑒(𝑘) + 𝐾𝐷[𝑒(𝑘) − 2𝑒(𝑘 − 1) +
                   𝑒(𝑘 − 2)] (3.3) 
where 𝑢(𝑘) and 𝑒(𝑘) are the manipulated variable and feedback error at the kth 
sampling instant, respectively, and 𝐾𝑃, 𝐾𝐼 , 𝑎𝑛𝑑 𝐾𝐷  are controller parameters. The 
corresponding controller transfer function 𝐶(𝑧−1) is obtained as:  
 𝐶(𝑧−1) = 𝐾𝑃 +
𝐾𝐼
1−𝑧−1
+ 𝐾𝐷(1 − 𝑧
−1)                 (3.4) 
In the VRFT design framework, the output of an ideal controller,  ?̃?(𝑧−1), is 
formulated as follows 
 ?̃?(𝑧−1) = 𝐶(𝑧−1){?̃?(𝑧−1) − 𝑦(𝑧−1)} = 𝐶(𝑧−1){𝑇−1(𝑧−1) − 1}𝑦(𝑧−1) (3.5) 
Substituting Eqs. (3.2) and (3.4) into (3.5) obtains  
?̃?(𝑧−1) = [𝐾𝑃 +
𝐾𝐼
1−𝑧−1




𝑦(𝑧−1)      
(3.6) 
where 
 ?̃?(𝑧−1) = (𝛼 + 𝛽𝑧−1)?̃?(𝑧−1)                (3.7) 
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The following equation can be obtained from Eq. (3.6): 
 ?̃?(𝑘) = 𝐾𝑇𝜓(𝑘)    (3.8) 
where 
 𝜓(𝑘) = [𝜓𝑃(𝑘)    𝜓𝐼(𝑘)   𝜓𝐷(𝑘)]
𝑇            (3.9) 
 𝐾 = [𝐾𝑃   𝐾𝐼   𝐾𝐷]
𝑇       (3.10) 
𝜓𝑃(𝑘) = 𝑦(𝑘 + 𝑁 + 1) − 2𝐴𝑦(𝑘 + 𝑁) + 𝐴
2𝑦(𝑘 + 𝑁 − 1) − 𝛼𝑦(𝑘) − 𝛽𝑦(𝑘 − 1)  







𝑦(𝑘 + 1) − 𝐴(1 + 𝑙𝑛𝐴)𝑦(𝑘)  𝑓𝑜𝑟 𝑁 = 0
𝑦(𝑘 + 2) − (2𝐴 − 1)𝑦(𝑘 + 1) + 𝛽𝑦(𝑘)  𝑓𝑜𝑟 𝑁 = 1




                                             (3.12) 
𝜓𝐷(𝑘) = 𝑦(𝑘 + 𝑁 + 1) − (2𝐴 + 1)𝑦(𝑘 + 𝑁) + (𝐴
2 + 2𝐴)𝑦(𝑘 + 𝑁 − 1) −
𝐴2𝑦(𝑘 + 𝑁 − 2) − 𝛼𝑦(𝑘) + (𝛼 − 𝛽)𝑦(𝑘 − 1) + 𝛽𝑦(𝑘 − 2)                                    
 (3.13) 
Based on Eq. (3.7), PID controller design is equivalent to solving the following 
minimization problem: 





KJ(K)= min (Φ(k)- Ψ(k)) = min Φ - ΨK  (3.14) 
where n is number of data point. 
                     𝜙(𝑘) = 𝛼𝑢(𝑘) + 𝛽𝑢(𝑘 − 1)  (3.15) 
                     𝛷 = [𝜙(1)  …    𝜙(𝑛)]  (3.16) 
𝛹 = [
𝜓𝑃(1) 𝜓𝑃(2) … 𝜓𝑃(𝑛)
𝜓𝐼 (1) 𝜓𝐼 (2) … 𝜓𝐼  (𝑛)
𝜓𝐷(1) 𝜓𝐷(2) … 𝜓𝐷(𝑛)
]  (3.17) 
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Therefore, PID parameters are calculated by solving the least square problem 
given in Eq. (3.14). 
In summary, the implementation of the proposed PID controller design method is 
described as follows: 
Step 1 Give the process input u(k) and output y(k) data obtained from an open-
loop test; 
Step 2 Solve the minimization problem given in Eq. (3.14) and the corresponding 
optimal K determines the PID controller. 
 
3.3 Simulation Results 
In order to evaluate the performance of proposed design method to handle the 
inverse response, four different RHP zeros, -2s+1, -4s+1, -8s+1 and -16s+1, are 
considered in the following process models representing a wide range of process 
dynamics. These models are labeled as  𝐺𝑖−𝛾 , where 
1
γ


















(4𝑠2 + 2.8𝑠 + 1)(𝑠 + 1)2
𝑒−2.2𝑠 𝐺6−𝛾 =
−𝛾𝑠 + 1
(2𝑠 + 1)3(𝑠 + 1)2
𝑒−8𝑠 
𝐺7−𝛾 =
(1.5𝑠 + 1)(−𝛾𝑠 + 1)





with 𝛾 = 2, 4, 8, and 16. 
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Example 1 Consider 𝐺1−8 =
−8𝑠+1
(9𝑠2+2.4𝑠+1)(𝑠+1)
𝑒−2𝑠 , where a set of process input and 
output data obtained by introducing a uniformly distributed input signals as illustrated 
in Figure 3.1 is employed for the proposed design. 
 
Figure 3.1 Input and output signals generated for the process G1-8 
 
To evaluate the performance of proposed design, both model-based design method, 
i.e., Vogel and Edgar (VE) design (1980), and VRFT-based PID design method (Campi 
et al., 2002) are also applied to design the respective PID controllers for the purpose of 
comparison. The PID controller designed by proposed method is presented in Table 3.1 
by solving Eq. (3.14) using open-loop data illustrated in Figure 3.1. The same open-
loop data is also used for the benchmark VRFT design methods and the resulted PID 
controller is given in Table 3.1. 
For model-based controller design, the following second-order model is identified 
from process data collected from an open-loop test. 






   (3.18) 
where ?̃?1−8 represents the identified lower-order model for the actual process 𝐺1−8. 
As the process zero lies outside the unit circle, Vogel and Edgar design can be applied 
to design the following controller according to Eq. (2.6): 
 𝐶𝑉𝐸 = 0.004
(1−0.858𝑧−1)(1+917𝑧−1)
(1−𝑧−1)(1+0.0005𝑧−1)
  (3.19) 
 
Table 3.1 Comparison of the three controllers designed for G1-8 
 A 𝛾 PID controller IAE Improvement 
Proposed 0.96 1.00 [0.159, 3.074, 0.522] 23.71 - 
Campi et al. 0.86 - [0.252, 2.734, 3.782] 44.13 46.27% 
VE controller = 0.004
(1−0.858𝑧−1)(1+917𝑧−1)
(1−𝑧−1)(1+0.0005𝑧−1)
 98.95 76.04% 
 
The servo response of the three controllers is compared in Figure 3.2. It is clear 
that the proposed design outperforms the benchmark designs, as also evident from the 
reduction of integral of absolute error (IAE) index given in Table 3.1. 
 
Figure 3.2 Servo response of the three controllers designed for G1-8 
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Example 2 Besides G1-8 discussed above, the proposed method and two benchmark 
design methods are applied to G1-2, G1-4 and G1-16 and the resulting controllers are 
summarized in the Table 3.2. The comparisons of servo performance of the three 
controllers are given in Figure 3.3 and Table 3.2. 
 
Table 3.2 Comparison of the three controllers designed for G1-2, G1-4 and G1-16 
 A 𝛾 PID controller IAE Improvement  
G1-2  
Proposed 0.98 1.00 [0.049, 0.750, 1.763] 15.38 - 
Campi et al. 0.99 - [0.209, 4.156, 0.503] 19.91 22.75% 
VE controller = 0.09
(1−0.96𝑧−1)(1+0.79𝑧−1)
(1−𝑧−1)(1+0.0046𝑧−1)
 16.25 4.94% 
G1-4  
Proposed 0.98 1.00 [0.042, 0.687, 1.021] 18.66 - 
Campi et al. 0.90 - [0.376, 2.855, 4.016] 29.12 35.92% 
VE controller = 0.16
(1−0.99𝑧−1)(1+0.87𝑧−1)
(1−𝑧−1)(1−0.0027𝑧−1)
 27.10 31.14% 
G1-16  
Proposed 0.98 1.00 [0.159, 3.074, 0.522] 23.71 - 
Campi et al. 0.99 - [0.121, 1.128, 9.144] Unstable  - 
VE controller = 0.04
(1−0.92𝑧−1)(1+0.53𝑧−1)
(1−𝑧−1)(1+0.0012𝑧−1)










Example 3 To further validate the control performance of the proposed design, process 
models  𝐺2−𝛾 to  𝐺8−𝛾 are employed in the comparative study involving the model-
based Vogel and Edgar design and data-based benchmark design developed by Campi 
et al. (2002). The controllers designed for various process models and their respective 
control performance for a unit step change in the set-point are summarized and 






Figure 3.3 Servo response of the three controllers designed for G1-2, G1-4 and G1-16 
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Table 3.3 Comparison of the three controllers designed for G2-γ 
 A 𝛾 PID controller IAE Improvement  
G2-2 
Proposed 0.94 1.00 [0.313, 6.069, 4.424] 35.49 - 
Campi et al. 0.95 - [0.499, 5.982, 7.468] 40.70 12.80% 
VE controller = 0.38
(1−0.98𝑧−1)(1+0.87𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 37.03 4.16% 
G2-4 
Proposed 0.95 3.02 [0.200, 5.140, 3.590] 34.14 - 
Campi et al. 0.98 - [0.184, 4.657, 5.796] 37.17 8.15% 
VE controller = 0.67
(1−0.98𝑧−1)(1+0.05𝑧−1)
(1−𝑧−1)(1+0.08𝑧−1)
 40.59 15.89% 
G2-8 
Proposed 0.95 6.98 [0.150, 5.100, 4.500] 49.15 - 
Campi et al. 0.99 - [0.050, 2.740, 5.610] 55.97 12.19% 
VE controller = 0.31
(1−0.98𝑧−1)(1+0.82𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 58.38 15.81% 
G2-16 
Proposed 0.95 12.00 [0.110, 6.650, 5.350] 63.83 - 
Campi et al. 0.99 - [0.097, 4.661, 5.651] 64.97 1.75% 
VE controller = 0.25
(1−0.99𝑧−1)(1+0.91𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 88.73 28.06% 








Figure 3.4 Servo response of the three controllers designed for G2-γ 
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Table 3.4 Comparison of the three controllers designed for G3-γ 
 A 𝛾 PID controller IAE Improvement  
G3-2 
Proposed 0.70 1.00 [1.852, 9.605, 2.402] 12.97 - 
Campi et al. 0.98 - [0.942, 7.817, 0.602] 16.95 23.48% 
VE controller = 0.002
1−1.26𝑧−1+0.73𝑧−2
(1−𝑧−1)(1+0.0003𝑧−1)
 34.55 62.46% 
G3-4 
Proposed 0.94 3.00 [1.285, 13.230, 3.120] 15.52 - 
Campi et al. 0.96 - [1.337, 11.268, 2.581] 16.66 6.84% 
VE controller = 0.32
(1−0.99𝑧−1)(1+0.76𝑧−1)
(1−𝑧−1)(1+0.005𝑧−1)
 21.47 27.78% 
G3-8 
Proposed 0.85 5.00 [0.645, 11.783, 0.925] 23.33 - 
Campi et al. 0.50 - [0.924, 11.996, 1.009] 44.52 47.60% 
VE controller = 0.33
(1−0.99𝑧−1)(1+0.76𝑧−1)
(1−𝑧−1)(1−0.01𝑧−1)
 24.86 6.15% 
G3-16 
Proposed 0.95 15.00 [0.191, 6.683, 0.831] 46.14 - 
Campi et al. 0.90  [0.792, 10.897, 0.419] Unstable  - 
VE controller = 0.25
(1−0.99𝑧−1)(1+0.26𝑧−1)
(1−𝑧−1)(1−0.03𝑧−1)
 129.47 64.36% 
 
 








Figure 3.5 Servo response of the three controllers designed for G3-γ 
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Table 3.5 Comparison of the three controllers designed for G4-γ 
 A 𝛾 PID controller IAE Improvement  
G4-2 
Proposed 0.96 1.00 [0.663, 6.836, 0.619] 11.03 - 
Campi et al. 0.99 - [0.197, 2.521, 1.967] 13.62 19.02% 
VE controller = 0.14
(1−0.95𝑧−1)(1+0.42𝑧−1)
(1−𝑧−1)(1−0.005𝑧−1)
 13.55 18.60% 
G4-4 
Proposed 0.95 3.00 [0.379, 3.632, 0.624] 16.84 - 
Campi et al. 0.99 - [0.222, 3.446, 1.363] 15.65 -7.60% 
VE controller = 0.25
(1−0.98𝑧−1)(1+0.75𝑧−1)
(1−𝑧−1)(1+0.0013𝑧−1)
 15.31 -9.92% 
G4-8 
Proposed 0.99 7.00 [0.008, 0.132, 2.426] 36.69 - 
Campi et al. 0.96 - [0.325, 3.122, 2.462] 49.31 25.59% 
VE controller = 0.17
(1−0.99𝑧−1)(1+0.19𝑧−1)
(1−𝑧−1)(1−0.07𝑧−1)
 46.38 20.89% 
G4-16 
Proposed 0.93 15.00 [0.025, 0.870, 0.931] 39.82 - 
Campi et al. 0.97 - [0.161, 17.939, 1.317] 111.76 64.37% 
VE controller = 0.05
(1−0.97𝑧−1)(1+0.87𝑧−1)
(1−𝑧−1)(1+0.0001𝑧−1)












Figure 3.6 Servo response of the three controllers designed for G4-γ 
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Table 3.6 Comparison of the three controllers designed for G5-γ 
 A 𝛾 PID controller IAE Improvement  
G5-2 
Proposed 0.96 1.00 [0.278, 2.548, 3.473] 12.90 - 
Campi et al. 0.99 - [0.259, 3.922, 1.830] 15.15 14.85% 
VE controller = 0.41
(1−0.99𝑧−1)(1+0.45𝑧−1)
(1−𝑧−1)(1+0.04𝑧−1)
 15.03 14.17% 
G5-4 
Proposed 0.95 1.00 [0.414, 4.058, 1.878] 14.54 - 
Campi et al. 0.99 - [0.232, 3.921, 1.680] 16.89 13.91% 
VE controller = 0.05
(1−0.94𝑧−1)(1+0.95𝑧−1)
(1−𝑧−1)(1+0.0028𝑧−1)
 19.78 26.49% 
G5-8 
Proposed 0.99 1.00 [0.013, 0.431, 1.248] 32.19 - 
Campi et al. 0.99 - [0.173, 4.563, 1.511] 26.34 -18.17% 
VE controller = 0.06
(1−0.96𝑧−1)(1+0.72𝑧−1)
(1−𝑧−1)(1+0.0011𝑧−1)
 25.01 -28.71% 
G5-16 
Proposed 0.98 1.00 [0.061, 2.019, 0.506] 38.23 - 
Campi et al. 0.98 - [0.053, 1.161, 0.557] 102.72 62.78% 
VE controller = 0.02
(1−0.93𝑧−1)(1+0.82𝑧−1)
(1−𝑧−1)(1+0.0015𝑧−1)
 42.40 9.83% 
 
 








Figure 3.7 Servo response of the three controllers designed for G5-γ 
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Table 3.7 Comparison of the three controllers designed for G6-γ 
 A 𝛾 PID controller IAE Improvement  
G6-2 
Proposed 0.91 2.01 [0.227, 4.174, 8.849] 28.83 - 
Campi et al. 0.98 - [0.095, 3.157, 4.186] 34.98 17.58% 
VE controller = 0.37
(1−0.98𝑧−1)(1+0.95𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 31.07 7.77% 
G6-4 
Proposed 0.97 3.00 [0.009, 0.274, 21.187] 42.74 - 
Campi et al. 0.99 - [0.005, 0.278, 22.637] 56.17 23.91% 
VE controller = 0.36
(1−0.98𝑧−1)(1+0.81𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 36.84 -16.11% 
G6-8 
Proposed 0.60 7.00 [0.227, 4.914, 3.068] 49.24 - 
Campi et al. 0.50 - [0.433, 6.698, 2.698] 87.61 43.80% 
VE controller = 0.41
(1−0.98z−1)(1+0.43z−1)
(1−z−1)(1+0.02z−1)
 52.90 6.92% 
G6-16 
Proposed 0.97 0.41 [0.020, 1.080, 2.880] 63.24 - 
Campi et al. 0.99 - [[0.010, 1.240, 7.770] 84.41 25.08% 
VE controller = 0.23
(1−0.99𝑧−1)(1+0.83𝑧−1)
(1−𝑧−1)(1+0.003𝑧−1)
 88.66 28.67% 
 
 








Figure 3.8 Servo response of the three controllers designed for G6-γ 
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Table 3.8 Comparison of the three controllers designed for G7-γ 
 A 𝛾 PID controller IAE Improvement  
G7-2 
Proposed 0.92 1.00 [0.106, 0.591, 0.645] 16.63 - 
Campi et al. 0.30 - [0.896, 2.202, 1.235] 19.98 16.77% 
VE controller = 0.11
(1−0.97𝑧−1)(1+0.86𝑧−1)
(1−𝑧−1)(1+0.0026𝑧−1)
 16.67 0.24% 
G7-4 
Proposed 0.97 1.00 [0.002, 0.025, 1.962] 17.61 - 
Campi et al. 0.48 - [0.560, 3.026, 0.909] 22.16 20.53% 
VE controller = 0.06
(1−0.93𝑧−1)(1+0.95𝑧−1)
(1−𝑧−1)(1+0.0039𝑧−1)
 14.40 -22.29% 
G7-8 
Proposed 0.91 7.50 [0.186, 2.864, 0.554] 16.68 - 
Campi et al. 0.20 - [0.346, 3.980, 0.816] 28.00 40.43% 
VE controller = 0.20
(1−0.98𝑧−1)(1+0.85𝑧−1)
(1−𝑧−1)(1−0.001𝑧−1)
 43.99 62.08% 
G7-16 
Proposed 0.92 15.00 [0.099, 2.823, 0.618] 28.46 - 
Campi et al. 0.99 - [0.019, 0.485, 0.025] Unstable - 
VE controller = 0.01
(1−0.81𝑧−1)(1+0.88𝑧−1)
(1−𝑧−1)(1+0.0016𝑧−1)
 35.59 20.03% 
 
 








Figure 3.9 Servo response of the three controllers designed for G7-γ 
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Table 3.9 Comparison of the three controllers designed for G8-γ 
 A 𝛾 PID controller IAE Improvement  
G8-2 
Proposed 0.97 1.00 [0.866, 34.496, 32.935] 76.43 - 
Campi et al. 0.99 - [0.637, 34.351, 31.998] 78.69 2.87% 
VE controller = 0.37
(1−0.98𝑧−1)(1+0.95𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 111.59 31.51% 
G8-4 
Proposed 0.98 2.00 [0.589, 33.304, 30.407] 86.85 - 
Campi et al. 0.98 - [1.092, 34.527, 30.141] 99.44 12.66% 
VE controller = 0.36
(1−0.98𝑧−1)(1+0.81𝑧−1)
(1−𝑧−1)(1+0.01𝑧−1)
 102.56 15.32% 
G8-8 
Proposed 0.97 5.00 [0.785, 34.995, 29.341] 93.18 - 
Campi et al. 0.99 - [0.617, 33.856, 26.465] 98.78 5.67% 
VE controller = 0.41
(1−0.98𝑧−1)(1+0.43𝑧−1)
(1−𝑧−1)(1+0.02𝑧−1)
 138.85 32.89% 
G8-16 
Proposed 0.98 10.00 [0.449,29.878, 26.326] 133.57 - 
Campi et al. 0.99 - [0.543,30.391, 20.575] 156.97 14.91% 
VE controller = 0.43
(1−0.99𝑧−1)(1+0.51𝑧−1)
(1−𝑧−1)(1−0.012𝑧−1)
 163.36 18.24% 
 
 








Figure 3.10 Servo response of the three controllers designed for G8-γ 
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It should be acknowledged that the experiment data of processes with inverse 
response is rare or unavailable in the literature. Therefore, the results obtained in this 
chapter are developed based on simulated data from mathematical models. Moreover, 




In this chapter, a discrete time PID controller design for processes with inverse 
response is developed within the VRFT design framework. To this end, a second-order 
plus time delay and RHP zero is derived and employed in the proposed VRFT design 
capable of handling the inverse response dynamics. Extensive simulation studies based 
on a wide range of process dynamics demonstrate that the proposed PID design method 
gives better or comparable control performance than those obtained by the conventional 
VRFT method as well as model-based design method. 





EVRFT Design of Adaptive PID Controllers for Stable 
Processes with Inverse Response 
 
4.1 Introduction 
Though most VRFT design are restricted to linear systems (Jeng et al., 2014), 
Campi and Savaresi (2006) extended the VRFT to nonlinear systems. An adaptive 
version of the VRFT design method is proposed to control nonlinear systems (Kansha 
et al., 2008). In this adaptive VRFT design, the database used in the conventional VRFT 
design is updated by adding the current process data into the database (Kansha et al., 
2008). Subsequently, the values of PID parameters are calculated at each sampling 
instant using the VRFT design equation and relevant dataset selected from the current 
database based on the k-nearest neighborhood criterion. Moreover, an enhanced version 
of adaptive VRFT (EVRFT) with capability of updating the parameters in reference 
model to better represent the varying process dynamics at each sampling instant is also 
developed (Yang et al., 2012).  
However, the aforementioned extensions of VRFT design to nonlinear systems do 
not take the inverse response into consideration. To alleviate this restriction, two 
reference models including first-order and second-order models with time delay and 
one RHP zero are explored in this chapter. Subsequently, these two new reference 




models are incorporated into the proposed adaptive VRFT design to improve 
performance for controlling nonlinear system with inverse response. To evaluate the 
performance of proposed design, a nonlinear process, i.e., van de Vusse reactor (van de 
Vusse, 1964), is employed in the comparative study involving the conventional VRFT 
design and EVRFT design (Yang et al., 2012) methods. 
 
4.2 VRFT Design of PID Controllers Using New Reference Models 
4.2.1 Second-order Reference Model with Time Delay and One RHP Zero 
The detailed formulation for PID controller design using VRFT method and the 
proposed second-order reference model with time delay and one RHP zero is discussed 
in detail in Chapter 3.2. For ease of reference, this new reference model in the Laplace 
domain is given below: 
      
−𝛾𝑠+1
(𝜆𝑠+1)2
∙ 𝑒−𝑁∆𝑡𝑠   (𝜆, 𝛾 > 0)                    (3.1) 
The corresponding reference model T (z-1) in the z-domain is derived in Eq. (3.2), 













           (3.2) 
where  𝐴 = 𝑒−
Δ𝑡
𝜆 , 𝛼 = 1 − 𝐴 + (
𝛾
𝜆
+ 1) 𝐴𝑙𝑛𝐴 , 𝛽 = 𝐴2 − 𝐴 − (
𝛾
𝜆
+ 1) 𝐴𝑙𝑛𝐴 , and the 
resulting VRFT design of PID controllers is carried out by solving Eqs. (3.14) to (3.17). 
 




4.2.2 First-order Reference Model with Time Delay and One RHP Zero 
The following first-order reference model plus time delay with one RHP zero is 





∙ 𝑒−𝑁∆𝑡𝑠  (𝜌, 𝜇 > 0)                     (4.1) 
where 𝑁∆𝑡 denotes the process time delay, ∆𝑡 is the sampling period, 
1
μ
 is relevant 
to the RHP zero, and 𝜌  determines the speed of closed-loop response. The 













   (4.2)  
where 𝐴∗ = 𝑒
−
Δ𝑡




Considering a discrete time PID controller given by: 
      𝑢(𝑘) = 𝑢(𝑘 − 1) + 𝐾𝑃[𝑒(𝑘) − 𝑒(𝑘 − 1)] + 𝐾𝐼𝑒(𝑘) + 𝐾𝐷[𝑒(𝑘) − 2𝑒(𝑘 − 1) +
                   𝑒(𝑘 − 2)] (4.3) 
where 𝑢(𝑘) and 𝑒(𝑘) are the manipulated variable and feedback error at the k-th 
sampling instant, respectively, and 𝐾𝑃, 𝐾𝐼 , and 𝐾𝐷  are PID controller’s parameters. 
The corresponding controller transfer function 𝐶(𝑧−1) is derived as:  
 𝐶(𝑧−1) = 𝐾𝑃 +
𝐾𝐼
1−𝑧−1
+ 𝐾𝐷(1 − 𝑧
−1)                 (4.4) 
In the VRFT design framework, the output of the ideal controller,  ?̃?(𝑧−1), is 
formulated as following 
 ?̃?(𝑧−1) = 𝐶(𝑧−1){?̃?(𝑧−1) − 𝑦(𝑧−1)} = 𝐶(𝑧−1){𝑇1−1(𝑧−1) − 1}𝑦(𝑧−1) (4.5) 
Substituting Eqs. (4.2) and (4.4) into (4.5) obtains  




?̃?(𝑧−1) = [𝐾𝑃 +
𝐾𝐼
1−𝑧−1




𝑦(𝑧−1)   
   (4.6) 
where 
               ?̃?(𝑧−1) = [𝑄 + (−𝑄 + 1 − 𝐴∗)𝑧−1]?̃?(𝑧−1)               (4.7) 
The following equation can be obtained from Eq. (4.6): 
 Λ̃(𝑘) = 𝐾𝑇𝜔(𝑘)    (4.8) 
where 
 𝜔(𝑘) = [𝜔𝑃(𝑘)    𝜔𝐼(𝑘)   𝜔𝐷(𝑘)]
𝑇            (4.9) 
 𝐾 = [𝐾𝑃   𝐾𝐼   𝐾𝐷]
𝑇       (4.10) 
𝜔𝑃(𝑘) = 𝑦(𝑘 + 𝑁) − 𝐴
∗𝑦(𝑘 + 𝑁 − 1) − 𝑄𝑦(𝑘) − (1 − 𝑄 − 𝐴∗)𝑦(𝑘 − 1)  (4.11) 
𝜔𝐼(𝑘) = 𝑦(𝑘 + 𝑁) + (1 − 𝐴




  (4.12) 
𝜔𝐷(𝑘) = 𝑦(𝑘 + 𝑁) − (1 + 𝐴
∗)𝑦(𝑘 + 𝑁 − 1) − 𝑄𝑦(𝑘) + 𝐴∗𝑦(𝑘 + 𝑁 − 2) −
                            (1 − 2𝑄 − 𝐴∗)𝑦(𝑘 − 1) + (1 − 𝑄 − 𝐴∗)𝑦(𝑘 − 2)  (4.13) 
Based on Eq. (4.7), PID controller design is equivalent to solving the following 
minimization problem: 







KJ(K)= min (Λ(k) - ω(k)) =min Λ - K ω      (4.14) 
where n is number of data point. 
                     Λ(𝑘) = 𝑄𝑢(𝑘) + (1 − 𝑄 − 𝐴∗)𝑢(𝑘 − 1)  (4.15) 
                     Λ = [Λ(1)  …    Λ(𝑛)]  (4.16) 





𝜔𝑃(1) 𝜔𝑃(2) … 𝜔𝑃(𝑛)
𝜔 𝐼(1)  𝜔𝐼(2) … 𝜔𝐼(𝑛)
𝜔𝐷(1) 𝜔𝐷(2) … 𝜔𝐷(𝑛)
]  (4.17) 
Therefore, PID parameters are calculated by solving the least square problem 
given in Eq. (4.14). 
 
4.3 Enhanced VRFT Design Method  
The first-order reference model with time delay and one RHP zero is used here for 
the discussion of enhanced VRFT design method in this section. The design procedure 
given in the ensuing discussion can be easily extended to the EVRFT design using the 
proposed second-order reference model with obvious replacement of reference model 
and other relevant modification. The proposed method updates the reference model to 
better represent the varying process dynamics, by which the VRFT design framework 
described in Chapter 4.2 is applied to obtain the PID controller using the current 
database at each sampling instant. The proposed method updates the tuning parameter 
𝐴∗ in the reference model at each sampling instant, which is discussed in the following:  





{(1 − 𝑤)[𝑟(𝑘 + 1) − ?̂?(𝑘 + 1)]2 + 𝑤[𝑢(𝑘) − 𝑢(𝑘 − 1)]2}  (4.18) 
where 𝑤 ∈ [0,1] is a weight parameter and ?̂?(𝑘 + 1) is the predicted output using 
the reference model at the (k+1)-th sampling instant, which can be calculated by: 
 ?̂?(𝑘 + 1) = 𝐴∗𝑦(𝑘) + 𝑄𝑟(𝑘 − 𝑁) + (1 − 𝑄−𝐴∗)𝑟(𝑘 − 𝑁 − 1)   (4.19) 
 




By the steepest descent method, the updating algorithm is derived as: 
 𝐴∗(𝑘 + 1) = 𝐴∗(𝑘) − 𝜂(𝑘)
𝜕𝐽2(𝑘)
𝜕𝐴(𝑘)
   (4.20) 
where 𝜂(𝑘) is the learning rate to be updated by the following rules 
(i) If the increment of J2 is more than a threshold, the tuning parameter 
𝐴∗remains unchanged and the learning rate is decreased by a factor ldec, i.e. 
𝜂(𝑘 + 1) = 𝑙𝑑𝑒𝑐𝜂(𝑘); 
(ii) If the absolute value of the change of J2 is smaller than threshold, only the 
parameter 𝐴∗is updated; 
(iii) If the absolute value of the change of J2 is larger than threshold, the 
parameter 𝐴∗ is updated and the learning rate is increased by a factor linc, 
i.e. 𝜂(𝑘 + 1) = 𝑙𝑖𝑛𝑐𝜂(𝑘). 
 
The following outlines the computational algorithm for the proposed EVRFT 
design of adaptive PID controller. 
Step 1 The process input u(k) and output y(k) data that characterize the dynamics 
of nonlinear processes are available for  EVRFT design. 
Step 2 At the k-th sampling instant, based on the current database for EVRFT 
design, the relevant dataset is selected according to Eq. (2.4) and then the PID 
parameters are calculated by solving the minimization problem given by Eq. (4.14). 
The manipulated variable u(k) is obtained by Eq. (4.3). 
Step 3 The database for EVRFT design is augmented by appending the current 
process data y(k) and u(k), while the tuning parameter 𝐴∗ is updated using Eq. (4.20) 




whenever required according to the empirical rules mentioned above. 
Step 4 Set 𝑘 = 𝑘 + 1 and go to Step 2. 
 
4.4 Simulation Results 
Considering the van de Vusse reactor with the following reaction kinetic scheme: 
𝐴 → 𝐵 → 𝐶, 𝐴 → 𝐷, which is carried out in an isothermal CSTR. The dynamics of the 












= 𝑘1𝐶𝐴 − 𝑘2𝐶𝐵 −
𝐹
𝑉
𝐶𝐵   (4.22) 
 
where the model parameters used are: 𝑘1 = 50ℎ
−1, 𝑘2 = 100ℎ
−1, 𝑘3 =
10𝐿𝑚𝑜𝑙−1ℎ−1 , 𝐶𝐴𝑓 = 10𝑚𝑜𝑙𝐿
−1, and  𝑉 = 1𝐿. The nominal operation condition is 
𝐶𝐴 = 3.0 𝑚𝑜𝑙𝐿
−1 , 𝐶𝐵 = 1.12 𝑚𝑜𝑙𝐿
−1,  and F = 34.3 𝐿ℎ−1 . The concentration of 
component B, CB, is the process output and the flow rate, F is the manipulated variable 
Due to the nonlinearity inherent in the reactor’s dynamics, the steady state gain 
may change as the operation condition changes as seen in Figure 4.1. The database for 
EVRFT design is generated by introducing random steps around the nominal value of 
F (25 𝐿ℎ−1 ~ 50 𝐿ℎ−1) as shown in Figure 4.2, where 1500 input and output data are 














Figure 4.2 Input-output data used for constructing the database for EVRFT design 
 




To proceed with the EVRFT design, the tuning parameters specified are 
summarized in Table 4.1 and 1200 data points are stored in the relevant dataset. To 
evaluate the performance of the proposed adaptive controllers designed by EVRFT 
method, two set-point changes from 1.12 to 1.25 and from 1.12 to 0.62 are considered 
for the comparative study involving two benchmark designs which are the conventional 
VRFT design proposed in Chapter 3 and EVRFT design (Yang et al., 2012) with their 
respective tuning parameters initialized as A = 0.8, γ=0.02, and A = 0.8, showing in 
Figures 4.3 and 4.4. The corresponding updating of tuning parameter and PID controller 




Table 4.1 Summary of tuning parameters for the proposed EVRFT design 
 Proposed (2nd order) Proposed (1st order) 
Initial value of A (𝐴∗) A=0.55 𝐴∗=0.80 
γ or μ γ=0.02 μ=0.02 
Initial learning rate η 0.80 0.80 
Weight parameter w 0.80 0.80 
Updating parameter 𝑙𝑖𝑛𝑐 1.02 1.02 
Updating parameter ldec 0.60 0.60 
 
 




Table 4.2 Tracking errors for various design methods 
Set point change to 1.25 Tracking Error Improvement 
Proposed (second-order) 9.00*10-4 Proposed 
(second-order) 
Proposed 
(first-order) Proposed (first-order) 1.20*10-3 
EVRFT 1.00*10-3 10.00% -20% 
VRFT 2.56*10-3 64.84% 53.12% 
Set point change to 0.62 Tracking Error Improvement 
Proposed (second-order) 1.90*10-3 Proposed 
(second-order) 
Proposed 
(first-order) Proposed (second-order) 1.80*10-3 
EVRFT 2.33*10-3 18.45% 22.75% 
VRFT 3.08*10-3 38.31% 41.56% 
 
 
The summarized tracking errors obtained by various design methods are shown in 
Table 4.3. It is clear that the two proposed methods give smallest tracking error 
comparing to other design methods and the improvements are significant. Figure 4.3 
shows the proposed EVRFT design using second-order reference model plus time delay 
with one RHP zero gives fastest response for set-point change from 1.12 to 1.25 than 
other controller design methods. Figure 4.4 shows similar observation for the 
comparison among various controller design methods. The two proposed design 
methods give faster response to the set-point change to 0.62 with least oscillation.  
 





Figure 4.3 Servo performance for set-point change from 1.12 to 1.25 
 
 
Figure 4.4 Servo performance for set-point change from 1.12 to 0.62 
 





        Figure 4.5 Updating of controller parameters in proposed (first-order) for 
set-point change to 1.25 
 
 
       Figure 4.6 Updating of controller parameters in proposed (second-order) for 
set-point change to 1.25 
 





       Figure 4.7 Updating of controller parameters in proposed (first-order) for set-
point change to 0.62 
 
 
       Figure 4.8 Updating of controller parameters in proposed (second-order) for 
set-point change to 0.62 
 
 




Furthermore, 20% modeling error in the kinetic parameter 𝑘1 and 𝑘2 is assumed 
to test the robustness of the proposed control strategy. Figure 4.9 and 4.10 show that 
the two proposed EVRFT design methods give satisfied performance in the presence of 








Figure 4.10 Responses for set-point from 1.12 to 0.62 in the presence of modeling error 
 
 




Finally, it is assumed that there exists time delay in the output measurement of five 
sampling time. The controllers’ performance from various design methods are 
evaluated according the parameter specifications presented in Table 4.1. 
Figure 4.11 and 4.12 illustrate the resulting performances of EVRFT design for 
the same set-point changes described previously. EVRFT design (Yang et al., 2012) and 
VRFT design method proposed in Chapter 3 are used for comparison purpose. The 
summary of tracking errors for different design methods are presented in Table 4.3. It 
is clear that the proposed EVRFT design methods give better or comparable control 
performance than other benchmark design methods. 
 
Table 4.3 Tracking errors for various design methods for time delay case 
Set point change to 1.25 Tracking Error Improvement 
Proposed (second-order) 2.00*10-3 Proposed 
(second-order) 
Proposed 
(first-order) Proposed (first-order) 1.91*10-3 
EVRFT 2.10*10-3 4.76% 6.19% 
VRFT 3.10*10-3 35.48% 38.39% 
Set point change to 0.62 Tracking Error Improvement 
Proposed (second-order) 1.12*10-2 Proposed 
(second-order) 
Proposed 
(first-order) Proposed (first-order) 7.65*10-3 
EVRFT 1.72*10-2 34.88% 55.52% 
VRFT Unstable - - 
 





Figure 4.11 Response for set-point from 1.12 to 1.25 for time delay case 
 
Figure 4.12 Response for set-point from 1.12 to 0.62 for time delay case 
 





In this chapter, two adaptive PID controller deign methods are proposed. The 
proposed methods use VRFT design framework at each sampling instance and achieves 
the adaptive nature by updating the database, choosing a relevant dataset as well as 
updating the reference model parameter at each sampling instance. Furthermore, the 
first and second-order reference model plus time delay with one RHP zero are applied 
for the VRFT design for better performance of process with inverse response. The 
simulation results show that both proposed methods give better or comparable control 
performance than the conventional EVRFT design and VRFT design methods. 




Conclusions and Further Work 
 
5.1 Conclusions 
In this thesis, new discrete time first and second-order plus time delay reference 
model by incorporating one right-half-plane (RHP) zero are proposed and derived for 
VRFT and EVRFT design frameworks to deal with process with inverse response. 
Firstly, a second-order plus time delay reference model with one RHP zero is derived 
and employed for the VRFT design of discrete time PID controllers for processes with 
inverse response dynamics. Secondly, two new reference models incorporating one 
RHP zero are employed under the EVRFT design framework for controlling the 
nonlinear processes exhibiting inverse response dynamics. The EVRFT design 
framework updates not only the database but also the parameters in the reference model 
at each sampling instance during the control process to achieve better performance. 
Simulations results presented show that both PID controller and adaptive PID 
controllers proposed give faster and less oscillatory responses than various benchmark 
design methods. In summary, the proposed VRFT and EVRFT design methods are 
useful strategies for linear and nonlinear processes with inverse response dynamics. 
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5.2 Suggestions for Further Work 
There still remain several research topics that need to be further studied, which are 
summarized in the following. 
(1) The proposed PID controller design method in Chapter 3 uses a second-order 
reference model plus time delay with one RHP zero containing two tuning variables 
γ and A. The Eq. (3.14) solve the quadratic optimization problem to find the PID 
controller by tuning A and γ. However, it may cost less computational time if the 
value of optimal γ can be obtained in open-loop process by measuring the real value 
of the RHP zero of the controlled process. By reducing one tuning variable, the 
VRFT design framework may process faster. 
Some simulation results of applying the proposed method to Hammerstein system 
have been obtained with good performance. More simulation should be conducted 
in order to widen the application of proposed PID controller design method. 
(2) The proposed adaptive PID controllers designed in Chapter 4 are only applied to 
chemical process van der Vusses reactor due to limited experiment data. It may be 
possible that such adaptive PID controllers can be applied to area such as flight 
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Derivation of the Second-order Reference Model with 
One RHP Zero 
 








∙ 𝑒−𝑁∆𝑡𝑠,     (𝜆, 𝛾 > 0)     (A.1) 
Where N ∙ ∆𝑡 is the process time delay, ∆𝑡 is the sampling period, 
1
𝛾
 is relevant to 
the RHP zero, and 𝜆  determines the speed of closed-loop response. Applying Z-









































    (A.2) 
where 𝐴 = 𝑒−
Δ𝑡
𝜆 , 𝛼 = 1 − 𝐴 + (
𝛾
𝜆
+ 1) 𝐴𝑙𝑛𝐴, and 𝛽 = 𝐴2 − 𝐴 − (
𝛾
𝜆
+ 1) 𝐴𝑙𝑛𝐴. 
 
