For a linear transport equation in one space dimension with speeds in a compact interval and a general symmetric kernel for the change of velocity a problem with free boundary (Stefan problem) is stated. The case of constant speed corresponds to a Stefan problem for the damped wave equation (telegraphers equation). Existence and uniqueness of the free boundary is shown, and the connection to the classical Stefan problem (parabolic limit) is exhibited.
Introduction
The classical Stefan problem for the heat equation describes the melting of ice in a channel represented by a one-dimensional interval of variable length. At the xed boundary a standard boundary condition prescribes the temperature or the heat ux, the free boundary is implicitly given by a Dirichlet condition (melting temperature) and a second condition connecting the displacement of the ice rim to the latent heat. The problem has been generalized in various directions (two-phase problem, semilinear equation, general boundary conditions) and there are many applications in science and technology. Of course, the heat equation can be also interpreted as a di usion equation. Even if the di erential equation is linear, the Stefan problem is highly nonlinear. A standard approach to its solution is to transform the problem to an integral equation for the unknown boundary and the unknown temperature distribution and then to apply xed point theorems. As a typical example we mention 3]. Although the di usion equation (or brownian motion) is the standard model for motion in space, it is only the limiting case of a class of correlated random walks, damped wave equations, and transport equations which are based on more detailed descriptions of many particles, i.e. on individual particle speed, and do not show the e ect of in nitely fast propagation. These systems are hyperbolic in contrast to the parabolic limiting case. Stefan problems for hyperbolic equations have been studied to some extent. Greenberg 8] proves existence of a free boundary for a damped wave equation (or telegraph equation) with a special boundary condition which describes in detail the underlying physical 1 phenomena. Friedman and Bei Hu 4] prove existence for the telegraph equation and a more general class of boundary conditions. This work shows clearly that the hyperbolic problem requires novel techniques, e.g., the directions of characteristics must be taken into account, the compactness properties are much weaker than in the parabolic case. Here a free boundary problem is formulated for a general linear transport equation in one space dimension. The particle speeds are strictly positive and the kernel governing change of velocities is symmetric. Particular attention is paid to the formulation of boundary conditions. At the xed boundary a partially re ecting condition is imposed. Also at the free boundary particles are re ected whereby it is assumed that the motion of the free boundary can be neglected, when the re ection of an individual particle is considered. In other words, the speed of displacement of the free boundary is smaller than the minimal particle speed. This assumption is incorporated into the re ection law and into the law that connects the displacement to the number of arriving particles. The free boundary value problem is transformed into an integral equation. For a xed boundary a solution of the initial boundary value problem is shown to exist and its properties are investigated. This result is used as a tool to show existence for the free boundary value problem (Section 4). Uniqueness is shown by a Gronwall argument in Section 5. In Section 6 the limiting case of constant speed where the transport equation becomes the Goldstein Kac random walk (see 7], 9]) is studied in its own right. Finally, in Section 7, it is shown that the formal parabolic limit of the hyperbolic free boundary problem is a classical Stefan problem.
The one-dimensional transport equation
The state of a particle is described by its position in space x 2 R and its velocity 2 R. The particle moves with a xed velocity, stops at a random time governed by a Poisson process with parameter and then selects a new velocity from a given set of velocities according to some distribution with density K. Given the previous velocity 0 , the probability density of the new velocity is K( ; 0 ). We assume that velocities range in the set ? de ned by ? = f 2 R; 0 j j 1 g; where 0 > 0 and 1 < 1. Hence very fast and very slow particles are excluded.
The domain in the space-time continuum is := f(t; x) : 0 t; 0 x s(t)g where x = 0 is the xed and x = s(t) is the moving boundary. The function s(t) starts from s(0) = s 0 > 0 and is positive as long as it exists. The particle density u = u(t; x) is de ned on and satis es the the transport equation (2) such that u 0 is at least continuous. Boundary conditions require special attention and will be discussed in the next section.
Boundary conditions
In the following we use the sets ? + = ? \ (0; 1) and ? ? = ? n ? + . Also we write in short u (t; x) := u(t; x; ). Boundary conditions can be prescribed only for ingoing particles, i.e., at x = 0 we can give data u(t; 0; ) for 2 ? + and at x = s(t) for 2 ? ? .
For the moment assume that the free boundary is not there, i.e. the solution is de ned for all x 0 and u (t; ) has compact support for each and t. Now we assume that only a share r < 1 of the particles arriving at the left boundary is re ected, and the remaining particles are absorbed. Furthermore we add a source term at x = 0. (4) As before this condition is satis ed by boundary conditions u(t; s(t); ) = j j ?1 Again, the assumption that a share (1 ? ) of particles arriving at the free boundary is absorbed can be taken into account by multiplying the right hand side of (5) (7) where t 2 0; T] and^ ;r < 1. These conditions say that particles do not become to slow while being re ected at the boundary. The normalization of R and the reciprocity condition (7) 
Condition on the free boundary
Finally and most importantly we de ne a suitable Stefan condition connecting the movement of the free bondary to the particle ux. According to the boundary condition (5) the share of the particles arriving at the boundary is re ected and the share (1 ? ) is absorbed. We are guided by the idea that non-re ected particles push the boundary forward, independent of the velocity distribution of re ected particles. A simple law describing such behavior is
Obviously this equation guarantees _ s(t) 1 . Because of the interpretation of u as a particle density, the solution of problem (1)- (5) should remain non-negative. Theorem 2 in 1] can be used to show that solutions stay non-negative for any xed boundary, actually for a more general class of problems.
Boundedness
Lemma 1 Lett > 0 and u be a continuous solution of the integral equations (15) - (17) on t . Let s be a xed boundary, where _ s(t) < 1 . Let the reciprocity conditions (6), (7) 
Continuity
The right hand side of the integral equations (15) - (17) is regarded as an integral operator.
We callũ the result of the operator applied to u. Let T = f(t; x) : 0 t T; 0 x s(t)g.
Lemma 3 Let the assumptions (8) - (11), the compatibility conditions (12), (13) and the reciprocity conditions (6), (7) 
The Gronwall lemma yields J(t) (C 1 h) e C 2 t and we get J(t) C ges h with C ges = C 1 e C 2 t .
2
The assertion of this lemma can be extended iteratively to arbitrary time intervals by an iteration process.
3 Existence and uniqueness for the xed boundary problem
The following proposition yields existence and uniqueness for solutions of problem (15)- (17) with prescribed xed right boundary s(t) on the domain of de nition T = f(t; x) : 0 t T; 0 x s(t)g. It will be used for the existence proof for the free boundary problem.
Proposition 1 Let s be a xed boundary, s(t) > 0 for t 2 0; T], and s be continuously di erentiable with 0 < _ s(t) < 0 . Let the assumptions (8) - (11), the compatibility conditions (12), (13) and the reciprocity conditions (6), (7) (8) - (11), the compatibility conditions (12) and (13) and the reciprocity conditions (6) - (7) (15) - (17) and (14) with s 2 C 1;1 ( 0;t]) and u 2 C 0;1 ( t ) for all 2 ?. Proof : We want to construct a solution for t t . 
