Abstract. The Conjugate Gradient Squared (CGS) is a well-known and widely used iterative method for solving non-symmetric linear systems of equations. In practice the method converges fast, often twice as fast as the Bi-Conjugate Gradient (Bi-CG) method. However, during the iteration large residual norms may appear, which may lead to inaccurate approximate solutions or may even deteriorate the convergence rate. Instead of squaring the Bi-CG polynomial as in CGS, we propose to consider products of two nearby Bi-CG polynomials which leads to a generalized CGS algorithm, of which CGS is just a particular case. From a number of numerical experiments we conclude that this may lead to more accurate approximations and faster convergence.
1. Introduction. The Bi-CG algorithm 2, 3] is an iterative solution method for linear systems Ax = b (1) in which A is some given non-singular n n matrix and b some given n-vector. Typically n is large and A is sparse. For ease of presentation, we assume A and b to be real.
Starting with an initial guess x 0 , Bi-CG computes each iteration an approximation x k . It is well-known that the Bi-CG residual r k = b ? Ax k can be written as k (A)r 0 where k is a certain polynomial in the space P 1 k of all polynomials of degree k for which (0) = 1. The Bi-CG polynomial k is implicitly de ned by the Bi-CG algorithm through a coupled two term recurrence:
u k = r k ? k u k?1 ; r k+1 = r k ? k Au k :
The iteration coe cients k and k follow from the requirement that r k and Au k are orthogonal to the Krylov subspace K k (A T ;r 0 ) of order k, generated by A T and an arbitrary, but xedr 0 .
If ( k ) is some sequence of polynomials of degree k with a non-trivial leading coe cient k then (see 10] In standard Bi-CG the polynomial k is taken to be the same as the Bi-CG polynomial, i.e. k = k , and this leads to another coupled two-term recurrence in the Bi-CG algorithm:ũ k =r k ? kũk?1 ; r k+1 =r k ? k A Tũ k : Since A and b are assumed to be real, this means thatr k and A Tũ k are orthogonal to the Krylov subspace K k (A; r 0 ) of order k generated by A and r 0 , in particular the sequences (r k ) and (r k ) are bi-orthogonal. Of course, other choices for k are possible.
For instance, when A and b are complex and if we still want to have bi-orthogonality, then we should choose k = k .
The leading coe cient of k is (? k?1 )(? k?2 ) (? 0 ) and therefore we have that (4) A pseudo code for the standard Bi-CG algorithm is given in Fig. 1 .
It was Sonneveld 10 ] who suggested to rewrite the inner products so as to avoid the operations with A T , e.g.,
and to take advantage of both k and k for the reduction of the residual by generating recurrences for the vectors r k = k (A)r k . In fact, he suggested to take k = k , which led to the CGS method: r k = 2 k (A)r 0 . The corresponding search directions u k for the corresponding approximation x k can be easily constructed. In this approach the Bi-CG residuals r k and search directions u k themselves are not computed explicitly, nor are they needed in the process. See Fig. 2 for CGS.
In 11] it was suggested to choose k as a product of linear factors, which were constructed to minimize residuals in only one direction at a time. This led to the Bi-CGSTAB algorithm. In 8] this was further generalized to a composite of higher degree factors which minimize residuals over`-dimensional subspaces: BiCGstab(`).
One of the main motivations for choosing a polynomial k other then k was to avoid the large residuals that may be computed by CGS. This is necessary, since in nite precision arithmetic this may cause CGS to produce inaccurate approximate solutions x k , i.e. kb ? Ax k k 2 =kr k k 2 1 8, 9] . Furthermore, as is explained in 11], k may not be a particular well suited reduction operator for k (A)r 0 .
Obviously, there is a variety of possibilities for the polynomials k . In this paper we investigate polynomials that are similar to the Bi-CG polynomial, i.e. polynomials that are de ned by a coupled two term recurrence. This leads to a generalized CGS (GCGS) algorithm, of which CGS and Bi-CGSTAB are just particular instances. Nonetheless, other instances of this generalized version of CGS may display a more favorable convergence behavior, with respect to the number of iterations as well as the accuracy. Indeed, for a number of numerical experiments, speci c instances displayed improvement of both aspects. In Section 2 we show how such a polynomial can be applied e ciently as a reduction operator to the Bi-CG residual k (A)r 0 . In Section 3 we discuss some possible choices, and in Section 4 we present some numerical examples.
2. Generalized CGS. In this section we derive an algorithm that delivers r k = k (A) k (A)r 0 , where k is a polynomial de ned by an arbitrary coupled two term recurrence and where k is the Bi-CG polynomial.
Consider the Bi-CG recurrence for the search directions u k and the residuals r k+1 u ?1 = 0; r 0 = b ? Ax 0 ; (6) u k = r k ? k u k?1 ; (7) r k+1 = r k ? k Au k ; (8) and the polynomial recurrence for the polynomials k+1 and k evaluated in A ?1 (A) 0; 0 (A) 1; (9) k (A) = k (A) ?~ k k?1 (A); (10) k+1 (A) = k (A) ?~ k A k (A); (11) for scalar sequences (~ k ) and (~ k ). For ease of notation we will identify k (A) with k and k (A) with k from now on. Our goal is to compute r k+1 = k+1 r k+1 . We will 3 concentrate on the vector updates rst, i.e. for the moment we will assume that the iteration coe cients~ k and~ k are explicitly given.
Suppose we have the following vectors at step k: k?1 u k?1 ; k?1 r k ; k u k?1 and k r k : (12) Note that for k = 0 these vectors are well de ned. We proceed by showing how the index of vectors in (12) can be increased.
We use the Bi-CG recurrence (7) to update k u k :
Before we can update k u k a similar way, i.e.
we need the vectors k r k and k u k?1 . These vectors follow from (10):
This in combination with (14) gives us k u k . The vectors k r k+1 and k+1 u k follow from (8) and (11):
Finally, to obtain k+1 r k+1 we apply the recurrences (8) and (11): k r k+1 = k r k ? k A k u k ; (19) k+1 r k+1 = k r k+1 ?~ k A k r k+1 : (20) When k and~ k are known before updating (19) and (20), we can avoid one of the matrix-vector products by combining these equations. This leads to k+1 r k+1 = k r k ? A( k k u k ?~ k k r k+1 ); (21) and, hence, we only need A k u k and A( k k u k ?~ k k r k+1 ) in order to complete one iteration step, and the corresponding computational scheme needs two matrix-vector multiplications per iteration step, just as CGS.
The iteration coe cients k and k have to be computed such that r k and Au k are orthogonal to the Krylov subspace K k (A T ;r 0 ). Using (2) and (3), where we replace k by the polynomial k , we see that these coe cients are determined by k?1 = k , k = (r k ; k (A T )r 0 ) and
From (11) it follows that the leading coe cient of k is (?~ k?1 )(?~ k?2 ) (?~ 0 ) and hence
The scalar k follows easily from (22), since by rewriting the inner product, we have that k = ( k r k ;r k ): (25) Note that the vector k r k is available. However, for the scalar k rewriting the inner product does not help because A k u k is no longer available, since we have combined (19) and (20). Fortunately, we can replace A k u k by the vector A k u k , which is available.
It follows from (10) that the degree of k ? k is smaller than k + 1 and thus that
Therefore, we have that
The algorithm for this generalized CGS method is given in Fig. 3 . In this algorithm, the following substitutions have been made:
r k = k r k ; s k = k r k+1 ; and t k = k r k ;
and the equations (14) and (16) are combined to one single equation. The algorithm is very similar to the algorithm in Fig. 2 . In terms of computational work per iteration GCGS needs only two more vector updates than CGS and GCGS needs storage for two more vectors.
3. The selection of~ k and~ k . In this section we will discuss some possible choices for the recurrence coe cients of the polynomial k .
3.1. CGS. The choice~ k = k ,~ k = k leads to CGS. In Fig. 3 the vectors v k and t k as well as the vectors u k and s k are identical in this situation and some computational steps are now redundant.
3.2. Bi-CGSTAB. For many problems CGS converges fast, but the choice k = k may not the optimal one. Typically, using the square of the Bi-CG polynomial as a reduction operator results in an ampli cation of the residual in the initial phase of the iteration. This in turn may lead to a loss of accuracy, since the accuracy of the approximate solution is roughly proportional to the norm of the largest residual (cf. 9]). It may even happen that the convergence rate is badly a ected. In 11] Van der Vorst suggests to select a polynomial k that locally minimizes the residual in an attempt to improve both the accuracy and the convergence rate. For e ciency reasons one usually combines (27) and (29). Notice that k is now a product of linear factors. A pseudo code for Bi-CGSTAB is given in Fig. 4. 3.3. A nearby Bi-CG polynomial. Unfortunately, Bi-CGSTAB does not converge as fast as CGS for some problems. Therefore, a more general approach where k is a product of higher order factors is suggested in 8]. For many problems, typically problems with eigenvalues with large complex parts, this generalization is an improvement. The Bi-CG polynomial k is determined by the weights of the eigenvector components of r 0 andr 0 . Its roots converge to eigenvalues corresponding to eigenvectors with non-zero weights. For an eigenvector component of r 0 with eigenvalue the reduction is proportional to k ( ). Now, consider a nearby Bi-CG polynomial~ k , determined by r 0 and somes 0 6 =r 0 , e.g. a random vector. The roots of this polynomial will converge to the same eigenvalues, but, and this is important, in a di erent manner. If both k and~ k reduce a component of r 0 poorly, as may be the case in the beginning of the iteration phase, then both corresponding roots have not yet converged to the corresponding eigenvalue. In other words, both k ( ) and~ k ( ) are signi cantly di erent from zero. But, since both polynomials are distinct, the product k ( )~ k ( ) is smaller than max( 2 k ( );~ 2 k ( )) and one may hope that applying k (A)~ k (A) as a reduction operator to r 0 will not lead to an ampli cation of this component as badly as in CGS. If both k and~ k reduce a component of r 0 well, as may be the case at the end of the iteration phase, then both corresponding roots have converged to the same corresponding eigenvalue. In this case we have a quadratic reduction of that component. In the next paragraph, where we write~ k as k and k conform the preceding sections, we give more detail for this scheme. As with the Bi-CG polynomial k (see Section 1), we seek coe cients~ k and~ k such that k r 0 and A k r 0 are orthogonal to the Krylov subspace K k (A T ;s 0 ) of order k generated by A T and somes 0 . According to (2) and (3) 
and~ k is the leading coe cient of some polynomial k of degree k and k (0) = 1.
Normally, like in Bi-CG, practically any choice for k would lead to another two term recurrence in order to construct a basis for K k (A T ;s 0 ). That would make the algorithm expensive, especially since matrix multiplications are involved. Surprisingly, we can avoid this construction, and thus the computational work because we can use the Bi-CG polynomial k , which is already (implicitly) available. Replacing k by k in (32) gives us for the iteration coe cients that (35) A pseudo code for this computational scheme, which we will call CGS2, is given in Fig. 5 . Compared to CGS, CGS2 needs two more vector updates and two more inner products in terms of computational work per iteration and storage for three addition vectors.
The main idea that leads to this scheme is that choosing k as a nearby Bi-CG polynomial based on some vectors 0 would not lead to double roots in product k (A) k (A) that do not correspond to converged eigenvector directions. However, with this choice such double roots may still occur unintended. We can ensure that such double roots will not be present in k (A) k (A) by choosing yet another polynomial k . This will be the subject of the next section.
Combinations with a lower degree Bi-CG polynomial. It is well-known
that for A = A T the roots of the Bi-CG polynomial k separate those of k+1 . So in view of the preceding paragraph, a product of these two polynomials seems to be a good candidate for avoiding large residuals. This idea can be implemented as follows. Take (38) in the GCGS algorithm in Fig. 3 . A possible choice for is, for instance, the inverse of an approximation for the largest eigenvalue of A. This value for can be roughly determined with Geshgorin disks or with a few steps of Arnoldi's algorithm. As explained in the previous section, one may expect a smoother convergence behavior for symmetric problems. Additionally, the choice of may reduce the in uence of the largest eigenvalue on the convergence behavior. For general unsymmetric problems, where complex roots may appear, one may hope for a similar behavior of this scheme. We will refer to this approach as \Shifted CGS" from now on. 4 . Numerical examples. In this section we present some numerical experiments that display characteristic convergence behavior of the two instances of the generalized CGS algorithm we have discussed in Section 3.3 and Section 3.4.
4.1. Characteristics of CGS2. The CGS2 algorithm (Fig. 5) , which uses a product of two nearby Bi-CG polynomials, was tested with success at Philips in Eindhoven 1.0e-09
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1.0e+03 and at IIS in Z urich. The examples we show here were extracted from real-life device simulations. The package PILS 6] was used for solving these linear systems. The computations were done on a Sun Sparc 10 and DILU 6, 4] was used as a preconditioner. The plots in Fig. 6 and Fig. 7 show the convergence behavior of CGS2, CGS, Bi-CGSTAB and BiCGstab (2) . In CGS2 we took random vectors for bothr 0 ands 0 . In the other methods we took the standard choicer 0 = r 0 . Along the x-axis the number of iterations is given. The y-axis represents the relative residual norm kr k k 2 =kr 0 k 2 . The iterations were stopped when kr k k 2 =kr 0 k 2 10 ?9 .
One observation is that CGS2 does not amplify the initial residual as much as CGS does. Its convergence behavior is much smoother. When we tried CGS with a random vector asr 0 too, its convergence behavior improved, but still CGS2 was better. Furthermore, the plots show that CGS2 can compete with BiCGSTAB and BiCGstab (2) . The accuracy of the approximate solution delivered by all methods was of comparable size, except for the accuracy of the approximate solution of CGS in mct70c, which was two order of magnitude less than the others. 4 .2. Characteristics of \Shifted CGS". The \Shifted CGS" method (Section 3.4) uses a combination with a lower degree Bi-CG polynomial. In the examples to be discussed next, the parameter was taken as the inverse of the real part of the largest eigenvalue estimate, delivered by a few steps of Arnoldi's algorithm. Along the x-axis the number of matrix multiplications is given and the y-axis represents the relative true residual norm kb ? Ax k k 2 =kr 0 k 2 . Symmetric ILU(0) preconditioning 4] was used. Fig. 8 con rms our heuristic arguments that a combination with a lower degree Bi-CG polynomial can make the convergence smoother. The three peaks in the convergence history for CGS, possibly due a loss of orthogonality, are not found in the history for our \Shifted CGS" variant. Notice that full accuracy of the approximate solution is attained for both methods, as may be explained by the fact that no residual norm is larger then the initial residual norm. where the right hand side is taken such that the vector with all ones is the solution. Symmetric ILU(0) preconditioning was used.
The convergence behavior of both methods re ect the fact that the matrix is now unsymmetric. Both methods convergence more irregular. The improvement is not impressive, but on the average it seems that all residual norms of \Shifted CGS" stay well below those of CGS. As a result, the accuracy of \Shifted CGS" is two orders of magnitude better compared to the accuracy of CGS.
Example 3. This problem was suggested in 7]
. The linear system stems from a (34 34) nite volume discretization over the unit square, with Dirichlet boundary conditions, of ? u + 1000(xu x + yu y ) + 10u = F; (42) where the right hand side is taken such that exp(xy) sin( x) sin( y) is the solution. In this case no preconditioning was used in order to show the e ects of a highly unsymmetric linear system on the convergence behavior of both methods.
At rst glance, it seems that the \Shifted CGS" method performs worse than CGS. However, due to a somewhat better reduction operator in the early phase of the iterations, \Shifted CGS" is more accurate in the end. Additional note. In 11] it was observed that replacing the residual r k in CGS by the true residual b ? Ax k has a negative e ect on the iteration process. Recently, it came 13 to our attention that Neumaier 5] reports good results with a di erent strategy that does include the use of the true residual. His strategy can be summarized as follows:
Add the line x best = 0 after the rst line in CGS and replace the last line with r k+1 = b ? Ax k+1 if kr k+1 k 2 kr best k 2 then b = r best = r k+1 x best = x best + x k+1 x k+1 = 0 endif We have tested this approach on several problems and for those problems we con rm the observation that indeed this modi cation to CGS has no adverse in uence on the convergence behavior and that accuracy is reached within machine precision.
5. Conclusions. We have shown how the CGS algorithm can be generalized to a class of methods that use the product of two nearby Bi-CG polynomials as a reduction operator on the initial residual. Two methods are suggested to improve the accuracy and the convergence speed, without losing the quadratic reduction of errors in converged eigenvector directions. This is important, since the Newton process seems to bene t from this property. Several numerical examples are given that con rm our heuristic arguments.
