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ABSTRACT 
In this paper, we  investigate a coding scheme for error coiidrol in da t a  comniunication 
,stems. The  scheme is obtained by cascading two error-correct,ing codes, called tile inner 
and outer codes. The error performance of the  scheme is analyzed for a binary symmetric 
channel with bit-error ra te  e < 1/2. We show tha t ,  if t.he inner and outer codes are  chosen 
properly, extreniely high reliability can be attained even for a high channel bit-error rabe. 
Various specific example schemes with inner codes ranging from high rat.es t,o very low 
Fates and Reed-Solomon codes as outer codes are  considered, and their error probabilities 
i 
are evaluated. They all provide extremely high reliability even for very high bit-error rates, 
say 10-I to lo-’. Several example schemes are  being considered by NASA for satellitme 
a.nd spacecraft. down-link error control. 
* This research is supported by NASA Grants  No. NAG 5-407 and No. NAG 5-778, 
arid by the Ministry of Education. Japan ,  Grant N o  ( C )  61.5.50243 
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1 .  I n t r o d u c t i o n  
I n  t h i s  paper we p r e s e n t  and ana lyze  a coding  scheme f o r  e r r o r  c o n t r o l  
f o r  a b i n a r y  s y m m e t r i c  c h a n n e l  w i t h  b i t - e r r o r  r a t e  E. < 112. The scheme is 
a c h i e v e d  by  c a s c a d i n g  t w o  l i n e a r  b l o c k  c o d e s ,  c a l l e d  t h e  i n n e r  and  o u t e r  
codes .  The i n n e r  c o d e ,  d e n o t e d  C1,  is  a b i n a r y  ( n l  ,kl > code  w i t h  minimum 
d i s t a n c e  d l .  I t  is des igned  t o  c o r r e c t  t l  o r  fewer e r r o r s  and s i m u l t a n e o u s l y  
detect  X 1  ( A 1  - > t l >  o r  fewer errors where t l + A 1 + l  - < d l  [l-51. The o u t e r  code, 
denoted C2, is an (n2,k2) code w i t h  symbols from the  G a l o i s  F i e l d  GF(2') and 
minimum d i s t a n c e  d2. I f  each code symbol of the o u t e r  code is r e p r e s e n t e d  by 
a b i n a r y  R - t u p l e  based  on  a c e r t a i n  b a s i s  o f  GF(2'1, t h e n  t h e  o u t e r  code  
becomes an  (n2R,k2R) l i n e a r  b i n a r y  code. For t he  proposed coding scheme, we 
assume t h a t  t h e  f o l l o w i n g  cond i t ions  hold: 
k l  = m l R  , ( 1  > 
and 
n2 = mlm2 ' ( 2 )  
where m l  and m2 are  two p o s i t i v e  integers. 
The e n c o d i n g  i s  p e r f o r m e d  i n  two  s t a g e s  a s  shown i n  F i g u r e s  1 and 2. 
F i r s t  a message o f  k2E b ina ry  in fo rma t ion  d i g i t s  is d i v i d e d  i n t o  k2 b y t e s  o f  
R i n f o r m a t i o n  b i t s  each. Each E-bi t  b y t e  ( o r  b i n a r y  R-tuple) is regarded  as 
a symbol i n  CF(2'). These k2 b y t e s  a r e  encoded accord ing  t o  t h e  o u t e r  code C2 
t o  f o r m  a n  n 2 - b y t e  (n2% b i t s )  codeword i n  C2. A t  t h e  s e c o n d  s t a g e  o f  
e n c o d i n g ,  t h e  n 2 - b y t e  codeword  a t  t h e  o u t p u t  o f  t h e  o u t e r  c o d e  e n c o d e r  i s  
' d i v i d e d  i n t o  m2 segments of m l  bytes ( o r  mill b i t s )  each. Each ml-byte segment 
is t h e n  e n c o d e d  a c c o r d i n g  t o  t h e  i n n e r  c o d e  C, t o  f o r m  a n  n l - b i t  codeword .  
T h i s  n l - b i t  codeword  i n  C1 is  c a l l e d  a f r a m e .  Thus ,  c o r r e s p o n d i n g  t o  a 
message of k2g b i t s a t  t h e  inpu t  of  t h e  o u t e r  code encoder,  t he  ou tpu t  o f  t h e  
i n n e r  code encoder is a sequence of m2 frames o f  n1 b i t s  each. Th i s  sequence 
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o f  m 2  frames i s  c a l l e d  a block. The e n t i r e  encoding opera t ion  r e s u l t s  i n  a 
binary ( m 2 n l , k 2 1 1 )  l i n e a r  code C which is c a l l e d  a cascaded code. I f  m l = l  
( i .e. ,  each segment c o n s i s t s  of a s i n g l e  I l -b i t  by te ) ,  the cascaded code C 
becomes a concatenated code C61. A concatenated code w i t h  varying binary 
l i n e a r  block inner code can be regarded as  a cascaded code w i t h  n2=ml  and 
m2=1. Therefore t h e r e  e x i s t  cascaded codes which a sympto t i ca l ly  meet t h e  
Varshamov-Gilbert bound for a l l  ra tes  L71. 
The decoding f o r  t he  proposed scheme a l s o  c o n s i s t s  of two s t a g e s  a s  
shown i n  Figures 1 and 3. The f i r s t  s t age  is  the  inner  code decoding. 
Depending on t h e  number of e r rors  i n  a received frame, the inner code decoder 
performs one of t h e  three following operations: error-correction, erasure and 
leave- i t -a lone  (LIA) operat ions.  When a frame i n  a block is  rece ived ,  i t s  
syndrome is computed based on the inner code C1. If the syndrome corresponds 
t o  an error  pattern e of t l  or fewer errors ,  error  correction is performed by 
adding e' t o  t h e  received frame. The n l - k l  p a r i t y  b i t s  a r e  removed from the  
decoded frame, and the decoded ml-byte segment is stored i n  a receiver buffer 
for  the second stage of decoding. A successfully decoded segment is called a 
decoded segment w i t h  no mark. Note that a decoded segment is error-free, i f  
t he  number of t ransmission e r r o r s  i n  a received frame is t l  o r  l e s s .  If the  
number of transmission e r rors  i n  a received frame is more than X 1 ,  the e r rors  
may r e s u l t  i n  a syndrome which corresponds t o  a c o r r e c t a b l e  e r r o r  p a t t e r n  
w i t h  t l  o r  fewer e r ro r s .  I n  t h i s  case ,  the  decoding w i l l  be success fu l ,  b u t  
t h e  decoded frame ( o r  s egmen t )  c o n t a i n s  u n d e t e c t e d  e r r o r s .  I f  an 
uncorrectable error pattern is detected i n  a received frame, the inner code 
decoder w i l l  perform one of the following two operations (See section 2.2): 
1 .  Erasure Operation -- The erroneous segment is erased. We w i l l  c a l l  
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such a segment an erased segment. Note that t h i s  operation creates 
m l  symbol erasures. 
2. Leave-it-alone ( L I A )  Operation -- The erroneous segment is stored i n  
the receiver buffer wi th  a mark. Note that  a marked segment may -
contain error-free symbols, 
Whether the erasure operation or the LIA-operation is performed depends on 
the degree of error  contamination i n  the erroneous segment. Since the outer 
code C2 has a fixed minimum distance, it is desired to  devise a strategy to  
choose between these two operations so tha t  the minimum distance of the outer 
code is  used most e f f e c t i v e l y  i n  co r rec t ing  symbol e ra su res  and e r r o r s .  A 
s imple  s t r a t e g y  may b y  devised based on t h e  concepts  of c o r r e c t i n g  symbol 
erasures and er rors  C2-53. For a code t o  be able t o  correct e or fewer symbol 
e r a s u r e s  and t or  fewer symbol errors, i t s  min imum d i s t ance  d is a t  l e a s t  
e + 2 t + l .  T h i s  impl ies  t h a t ,  t o  co r rec t  one symbol e ra su re ,  one u n i t  of the  
minimum distance of the code is needed. However, t o  correct a symbol e r ror ,  
two u n i t s  of t he  minimum d is tance  of the  code a r e  needed. I n  the  proposed 
scheme, when an e ra su re  operat ion is performed, m l  symbol e r a s u r e s  a r e  
c rea ted .  To c o r r e c t  these  m l  symbol e ra su res ,  m l  u n i t s  of the  m i n i m u m  
distance of the outer code are  needed. When a LIA-operation is performed, the 
marked segment contains one t o  m l  symbol errors. As a resu l t ,  2 t o  2 m l  u n i t s  
of t h e  minimum d i s t ance  of the  outer  code a r e  requi red  t o  c o r r e c t  t h e s e  
symbol e r r o r s .  I t  is c l e a r  t h a t ,  t o  minimize the  consumption of min imum 
d i s t a n c e  of t h e  ou te r  code, we would perform the  LIA-operation when t h e  
number of symbol errors  i n  an erroneous segment is l e s s  than Lm1/2J+1, and 
perform t h e  e ra su re  opera t ion  when t h e  number of symbol e r r o r s  i n  an 
erroneous segment is g rea t e r  than L m l  /2J. Hence we may use the  fo l lowing  
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s t ra tegy  t o  choose between t h e  erasure o p e r a t i o n  and t h e  LIA-operation: If 
the  p r o b a b i l i t y  t h a t  an e r roneous  segment c o n t a i n s  more t h a n  Lm1/2J symbol 
e r r o r s  i s  r e l a t i v e l y  sma l l  compared  t o  t h e  p r o b a b i l i t y  t h a t  t h e  e r r o n e o u s  
s e g m e n t  c o n t a i n s  Lm1/2J or  l e s s  s y m b o l  e r r o r s ,  t h e  L I A - o p e r a t i o n  is  
p e r f o r m e d .  O t h e r w i s e ,  t h e  e r a s u r e  o p e r a t i o n  i s  p e r f o r m e d .  The j o i n t  
p r o b a b i l i t y  d i s t r i b u t i o n  t h a t  a r e c e i v e d  frame is d e c o d e d  s u c c e s s f u l l y  ( o r  
d e t e c t e d  t o  c o n t a i n  a n  u n c o r r e c t a b l e  e r r o r  p a t t e r n )  a n d  t h e  c o r r e s p o n d i n g  
segment c o n t a i n s  w symbol e r r o r s  is de r ived  i n  S e c t i o n  2.1 ( o r  2.2). 
The i n n e r  code decoding d e s c r i b e d  above c o n s i s t s  o f  three o p e r a t i o n s :  t h e  
e r r o r  c o r r e c t i o n ,  t h e  erasure and t h e  L I A  ope ra t ions .  An inne r  code decoding 
which per forms on ly  t h e  e r r o r - c o r r e c t i o n  and e r a s u r e  o p e r a t i o n s  is cal led an 
e ra su re -on ly  i n n e r  decoding. On t h e  o t h e r  hand, an  inne r  code decoding which 
p e r f o r m s  o n l y  t h e  e r r o r - c o r r e c t i o n  and  L I A  o p e r a t i o n s  is  c a l l e d  a L I A -  
on ly  i n n e r  decoding. In  t h i s  paper we mainly cons ide r  t h e  e ra su re -on ly  inne r  
decoding and the  LIA-only inne r  decoding. Which o f  these two decodings  g i v e s  
better performance w i l l  be d i s c u s s e d  i n  S e c t i o n  2.2. A combined erasure-and- 
-
LIA i n n e r  decoding is d i scussed  i n  S e c t i o n  5. 
A s  soon as m2 frames i n  a r e c e i v e d  block have been processed ,  t h e  second 
s t a g e  of decoding begins and t h e  o u t e r  code decoder starts t o  decode t h e  m 2  
segments  which are stored i n  t h e  bu f fe r .  Symbol e r r o r s  are con ta ined  i n  t h e  
s e g m e n t s  w i t h  o r  w i t h o u t  marks. Each erased s e g m e n t  r e s u l t s  i n  m l  s y m b o l  
e r a s u r e s .  The o u t e r  c o d e  C2 a n d  i t s  d e c o d e r  a r e  d e s i g n e d  t o  c o r r e c t  t h e  
combina t ions  of symbol erasures and symbol e r r o r s .  Maximum-distance-separable 
c o d e s  w i t h  symbol  f rom CF(2') are mos t  e f f e c t i v e  i n  c o r r e c t i n g  s y m b o l  
e r a s u r e s  and e r r o r s .  
Now we desc r ibe  o u t e r  code decoding process .  Let i and h be the  numbers 
of erased segments and marked segments r e s p e c t i v e l y .  The o u t e r  code decoder 
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declares an erasure (or ra i ses  a f l a g )  for the en t i r e  block of m2 segments if 
e i ther  of the following two events occurs: 
( i >  The number i is greater than a Certain pre-designed threshold 
T,, w i t h  Tes 1. (d2-1 )/m, . 
The number h is greater than a cer ta in  pre-designed threshold 
T e l l ( i )  wi th  T e l l ( i )  - < ( d 2 - l - m l i ) / 2  for a given i. 
( i i )  
If none of t h e  above two events  occurs, t h e  o u t e r  code decoder s t a r t s  t h e  
e r ro r - co r rec t ion  opera t ion  on t h e  m 2  decoded segments. The m l  i symbol 
e r a s u r e s  and the symbol e r r o r s  i n  t he  marked or  unmarked segments a r e  
co r rec t ed  based on the  ou te r  code C2. Let t ,(i) be the  e r ro r - co r rec t ion  
threshold for a given i where 
T e l l ( i )  5 t,(i> 5 (d2 - l -ml i ) /2  . (3) 
If the syndrome of m2 decoded segments i n  the buffer corresponds to  an e r ror  
pattern of m , i  erasures and t2(i) or fewer symbol errors ,  error-correction is 
performed. The values of the erased symbols, and the values and the locations 
of symbol e r r o r s  a r e  determined based on a c e r t a i n  a lgori thm. If more than 
t,(i> symbol e r rors  a re  detected, then the  outer code decoder again declares 
an e r a s u r e  (or  r a i s e s  a f l a g )  f o r  the e n t i r e  block of m 2  decoded segments. 
When a received block is detected i n  e r rors  and can not be successfully 
decoded, the block is erased from the receiver buffer and a retransmission 
f o r  t h a t  block is requested.  However, i f  r e t r ansmiss ion  is e i t h e r  not 
possible or not pract ical  and no block is allowed to  be discarded, then the 
erroneous block w i t h  a l l  the parity symbols removed is accepted by the user 
w i t h  alarm. An important feature of the proposed scheme is that the decoding 
information of the  inner  code decoder is passed t o  t h e  ou te r  code decoder. 
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T h i s  makes t h e  o u t e r  code decoding more e f f i c i e n t .  
I n  t h e  r e s t  o f  t h i s  p a p e r ,  t h e  e r r o r  p e r f o r m a n c e  o f  t h e  p r o p o s e d  
c a s c a d e d  c o d i n g  scheme  is a n a l y z e d .  I n t e r l e a v i n g  t h e  o u t e r  code  is 
cons idered .  We show t h a t ,  i f  t h e  inne r  and o u t e r  codes are chosen p rope r ly ,  
ex t r eme ly  high r e l i a b i l i t y  can be a t t a i n e d  even f o r  h igh  b i t - e r r o r  ra te ,  s a y  
~ = 1 0 - ~ .  Various s p e c i f i c  example schemes w i t h  i nne r  codes r ang ing  from h igh  
ra tes  t o  v e r y  low rates and Reed-Solomon codes as o u t e r  codes are cons ide red ,  
and the i r  e r r o r  p r o b a b i l i t i e s  are eva lua ted .  They a l l  provide  ex t r eme ly  h igh  
r e l i a b i l i t y .  Seve ra l  of these s p e c i f i c  schemes are be ing  cons ide red  by NASA- 
CSFC f o r  sa te l l i t e  and s p a c e c r a f t  down-link e r r o r  c o n t r o l  [SI. 
2. P r o b a b i l i t i e s  of Cor rec t  Decoding, I n c o r r e c t  Decoding and Decoding 
F a i l u r e  f o r  a Frame 
I n  t h i s  s e c t i o n ,  we a n a l y z e  t h e  i n n e r  c o d e  d e c o d i n g .  We assume t h a t  
t h e  c h a n n e l  is a b i n a r y  s y m m e t r i c  c h a n n e l  w i t h  b i t - e r r o r  r a t e  E - < 112. Let 
P ( l )  be t h e  p r o b a b i l i t y  t h a t  a decoded  s e g m e n t  is e r r o r - f r e e .  A decoded  
s e g m e n t  is e r r o r - f r e e  i f  and  o n l y  i f  t h e  c o r r e s p o n d i n g  r e c e i v e d  frame 
c o n t a i n s  t l  or fewer e r r o r s .  Thus 
C 
Let Pi:) be t h e  p r o b a b i l i t y  o f  a n  i n c o r r e c t  d e c o d i n g  f o r  a frame. T h i s  
is a c t u a l l y  t h e  p r o b a b i l i t y  o f  an e r r o r  p a t t e r n  o f  A 1 + l  o r  more e r r o r s  whose 
syndrome  c o r r e s p o n d s  t o  a c o r r e c t a b l e  e r r o r  p a t t e r n  o f  t l  o r  fewer e r r o r s .  
Let Pes ( l )  be  t h e  p r o b a b i l i t y  o f  a f r a m e  e r a s u r e ,  a n d  l e t  PLk' b e  t h e  
p r o b a b i l i t y  t h a t  a L I A  o p e r a t i o n  is p e r f o r m e d  on  a frame. Let Pi;) b e  t h e  
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p r o b a b i l i t y  t h a t  a decoded segment w i t h  o r  w i t h o u t  a mark c o n t a i n s  e r r o r s .  
Then 
( 5 )  
and 
i c  + 'et ( 6 )  
Note t h a t  Pc ( l )  + Pi:) is the p r o b a b i l i t y  t h a t  a r e c e i v e d  frame is decoded 
s u c c e s s f u l l y  ( c o r r e c t l y  or i n c o r r e c t l y ) ,  and PA:) + Pi;)  r e p r e s e n t s  t he  
p r o b a b i l i t y  o f  a decoding f a i l u r e .  
Let A i 1 )  and BI') be the  numbers of codewords of weight  i i n  the  i n n e r  
code C1 and its d u a l  code C t  r e s p e c t i v e l y .  Let W t j n )  denote  t he  number o f  
b i n a r y  n- tuples  w i t h  weight  j which are a t  a Hamming d i s t a n c e  s from a g iven  
b i n a r y  n- tuple  w i t h  weight  i. The g e n e r a t i n g  f u n c t i o n  for Wy,L(n) C91 is 
I t  was proved by MacWilliams C91 t h a t  
where r l = n l - k l  is t h e  number o f  p a r i t y - c h e c k  b i t s  o f  t h e  i n n e r  code, a n d  
P S ( * ,  e )  is a Krawtchouk polynomial  [4,p.129] whose g e n e r a t i n g  f u n c t i o n  is 
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Equations (8) and ( 9 )  are u s e f u l  f o r  computing PA1) + Pic ( 1 )  i f  a formula  f o r  
A \ ’ )  o r  ,I1) is  known, o r  m i n ( k l , r l )  is small  enough ( s a y  less than  30) t o  be 
f e a s i b l e  t o  compute A I 1 )  o r  B I 1 )  by g e n e r a t i n g  a l l  t h e  codewords i n  C1 o r  C1. L 
Hereafter ,  .we m a i n l y  c o n s i d e r  t h e  LIA-only i n n e r  d e c o d i n g  and  t h e  
e r a s u r e - o n l y  i n n e r  d e c o d i n g  ( A  combined  i n n e r  d e c o d i n g  i s  d i s c u s s e d  i n  
s e c t i o n  5). For the LIA-only inne r  decoding, the  LIA-operation is performed 
whenever an uncor rec t ab le  e r r o r  p a t t e r n  i n  t h e  r e c e i v e d  frame is de tec t ed .  I n  
t h i s  ca se ,  t he  frame e r a s u r e  p r o b a b i l i t y  Pi:) is lfzerolf. For the  erasure-only  
inne r  decoding, i t  is obvious t h a t  Pi:) = 0. 
If Peg ( 1  1 ( o r  Pes ( l ) )  is known, t h e n  P L b )  ( o r  Peg ( l ) )  a n d  Pi:) c a n  be  computed  
f r o m  ( 4 )  t o  (6) and ( 8 )  ( o r  ( 9 ) ) .  
2.1. Detail Error P r o b a b i l i t i e s  f o r  a Decoded Segment w i t h  no Mark 
A s u c c e s s f u l l y  decoded segment may c o n t a i n  e r r o r s .  For 0 < w < m , ,  l e t  - -  
Pe,w ( 1 )  be t he  joint  p r o b a b i l i t y  that  a segment is s u c c e s s f u l l y  decoded and t h e  
number  o f  symbol  ( o r  b y t e )  e r r o r s  i n  t h e  decoded  s e g m e n t  is w. I t  is  c l ea r  
that  
and 
To o b t a i n  t he  p r o b a b i l i t y  o f  a c o r r e c t  b lock  decoding, we need t o  know P (1 1 e,w -
f o r  0 < w < m l .  I n  t h i s  s e c t i o n  we w i l l  d e r i v e  a fo rmula  f o r  Pe,w ( 1 )  . - -  
- 
For a b inary  n l - t u p l e  v, we d i v i d e  t h e  f irst  k l = m l L  b i t s  i n t o  m l  R-bi t  
b y t e s .  Fo r  1 < h < m l ,  l e t  i h  be  t h e  w e i g h t  of t h e  h - t h  R - b i t  b y t e  o f  v’. Let 
i m l + l  be  t h e  w e i g h t  of t h e  l a s t  r l = n l - k l  b i t s .  Then t h e  ( m , + l ) - t u p l e ,  ( i l ,  
- -  
-9- 
~ 
i2, . . e ,  iml+l ) ,  is cal led t h e  we igh t  s t r u c t u r e  of 7. 
Suppose t h a t  a frame u is t r a n s m i t t e d  and a n  error p a t t e r n  e' w i t h  weight 
) occurs. The p r o b a b i l i t y  o f  occur rence  of e' is s t r u c t u r e  (j,, j,, 0 . 0  ' j rnl+l  
h= 1 
Suppose  t h a t  t h e r e  is a codeword v' i n  C1 w h i c h  i s  a t  a d i s t a n c e  t l  o r  l e s s  
from e'. S i n c e  the  minimum d i s t a n c e  of C1 is assumed t o  be g r e a t e r  than  2 t l ,  
s u c h  a codeword  v' i n  C1 is u n i q u e l y  d e t e r m i n e d .  Then t h e  i n n e r  decoder 
assumes tha t  t h e  frame c+s was s e n t ,  and the  error p a t t e r n  e'+; occured. The 
decoded  s e g m e n t  is t h e  f i r s t  k l - b i t  o f  u'+v'. I f  v' is a n o n z e r o  codeword, t h e  
d e c o d i n g  is i n c o r r e c t ,  a n d  t h e  f i r s t  k l - b i t  of v' r e p r e s e n t  t h e  errors  
i n t r o d u c e d  by t h e  i n n e r  code decoder .  If t h e r e  i s  no s u c h  codeword v' i n  C 1 ,  
t h e n  t h e  i n n e r  code decoder performs either t h e  LIA-operation o r  t h e  e r a s u r e -  
o p e r a t i o n .  C o n v e r s e l y ,  f o r  a codeword v' i n  C1 whose w e i g h t  s t r u c t u r e  i s  
( 1 1  , i2, * *  , iml+l 1, there are 
e r ror  p a t t e r n s  e ' s  w i t h  w e i g h t  s t r u c t u r e  ( j , ,  j,, e * * ,  j m l + l  s u c h  t h a t  t he  
weight s t r u c t u r e  of v+e is (sl, s,, 0 . 0 ,  sml+l  1. Let ~ ( 1 )  11 ,i2s**e,im1+1 be t h e  
number of codewords i n  C, wi th  weight s t r u c t u r e  ( i l ,  i, a * * ,  iml+l). For 0 - < 
w - < m l ,  l e t  
I, = {(il, i2, e * * ,  iml+l) : 0 - < ih - < R for  1 - -  < h < m l ,  0 F iml+l 5 r l ,  
and e x a c t l y  w components of (il, i2, - e * ,  i 1 are nonzero.)  . 
m l  
( 1  4) 




and E Sh t l  1 . 
h= 1 
(16 )  
The formula  given by (15) is u s e f u l  i f  e i ther  ( 1 )  t h e  dimension o f  C1, is 
smal l  enough ( s a y  k l  < 30) t o  be  f e a s i b l e  t o  compute  t h e  d e t a i l  w e i g h t  
d i s t r i b u t i o n ,  { A i 1 )  1,  by g e n e r a t i n g  a l l  t he  codewords i n  
C1,  or  ( 2 )  t h e  d i m e n s i o n  of C t  , r l ,  is s m a l l  enough  t o  be f e a s i b l e  t o  
compute the  d e t a i l  weight  d i s t r i b u t i o n  o f  C1 and t h e  number of e lement  i n  1, 
is smal l  enough t o  b e  f e a s i b l e  t o  e n u m e r a t e  a l l  t h e  e l e m e n t s  i n  1, and  
compute  I A ! ~ )  } by u s i n g  t h e  g e n e r a l i z e d  MacWilliams’ I d e n t i t y  
M I .  
k l ,  
1, 2 9 * * ’ * i m 1 + 1  
I 
1 ’ i 2 ” ” i m 1 + 1  
Next we w i l l  e x p r e s s  the p r o b a b i l i t y  P,‘,’i i n  terms of t h e  de t a i l  weight  
d i s t r i b u t i o n  of t h e  d u a l  code C t  of C1. Let H be a s u b s e t  of { l , 2 , * * * , m l } .  
Let P, ( l ) (H)  be the  p r o b a b i l i t y  t h a t  for hcH, t h e  h-th R-bit  b y t e  of a decoded 
segment is er ror - f ree .  Let R be t h e  complement of H i n  {1,2,**-,m1+1}. Define 
the  f o l l o w i n g  s e t :  
, i m l + l  1: i h  = 0 for heH, 0 < i h  < 2 for  h&k{ml+l}, - - I ( H )  = { ( i l ,  i2, 0 . 0  
and 0 i i m l + l  - < r l l .  (17) 
Then, we have t h a t  
-1 1- 
Define 
( l - J 1  [ ml rI ( d ( 1 - E ) )  j h  3 
h= 1 (18 )  
It  f o l l o w s  from (10) and (19)  t h a t  
L Let Bi ( 1 ) .  
( i l  , i2, -**, iml+l  1. Then we have Lemma 1 .  
be t h e  number of codewords i n  C1 with weight s tmcture  1'12, * * * , i m l + l  
Lemma 1 :  
where I H I  denotes  t h e  number o f  e lements  i n  H. 
Proof: See Appendix A. 
-1 2- 
AA 
For 0 - -  < s < m l ,  l e t  us b e  t h e  sum of PL1)(H) where H is  t a k e n  o v e r  a l l  t h e  
s u b s e t s  of {1,2,***,m,} w i t h  s elements .  Define 
Then i t  fo l lows  from ( 2 2 )  and ( 2 3 )  t ha t  
-rl R 9. R r l  us = 2 c z .'. z c 
i l = O  i 2=0  
I n  the  sum us, e r r o r  p a t t e r n s  w i t h  ml-s-l or less symbol (or by te )  errors i n  
a decoded segment are counted more t h a n  once. I n  fact ,  
Using the  p r i n c i p l e  of i n c l u s i o n  and e x c l u s i o n  [ l o ] ,  we have t h a t  
For 0 < j < m l ,  d e f i n e  - -  
Then i t  f o l l o w s  from (24) t o  (27) t h a t  we have 
-1 3- 
Theorem 1 :  
A A  
I t  is feasible  t o  o b t a i n  de ta i l  weight  d i s t r i b u t i o n  {B;' I. 1 1 , 1 2 9  , i m ,  +1 
by g e n e r a t i n g  a l l  the  codewords i n  C;' f o r  r e l a t i v e l y  small r l ,  say  less Lhan 
30. Note t h a t  t h e  number o f  terms t o  be added i n  t h e  r igh t -hand s i d e  of (23) 
is (:' ) , and t h e r e f o r e  t h e  number o f  terms t o  be added o r  s u b t r a c t e d  i n  t h e  
r i g h t - h a n d  s i d e  o f  ( 2 7 )  is  a t  mos t  2m1.  For  sma l l  m l ,  T j ( i l , i 2 , - * - , i m l + l ; ~ )  
c a n  be e a s i l y  computed  and  added  f o r  each codeword  g e n e r a t e d .  If t h e  d u a l  
code  of  C1 c o n t a i n s  t h e  a l l - o n e  v e c t o r ,  t h e n  Pi!: c a n  be computed  by 
g e n e r a t i n g  eve ry  codeword i n  t h e  even-weight subcode and u s i n g  
i n s t e a d  o f  T j ( 1 1 , i 2 , * * - , i m 1 + 1  ;E). From ( 1 1 )  and (281, Pi:) can be computed. 
2.2. Detailed Error P r o b a b i l i t y  for a Marked Segment 
I n  t h i s  s e c t i o n  we w i l l  e v a l u a t e  the  p r o b a b i l i t y  o f  symbol e r r o r s  i n  a 
marked segment. Let Pea,w ('I be t h e  j o i n t  p r o b a b i l i t y  t h a t  a segment is marked 
and t h e  number o f  e r roneous  symbols in  t h e  marked segment is w. Then 
-1 4- 
I n  t h e  fo l lowing ,  we cons ide r  t h e  LIA-only inne r  decoding. Define 
J, = {(jl,j2,***,jm,+1) : 0 L j h  L 9. f o r  1 - -  < h < m1 , 0 j m l + l  r l  , 
and t h e r e  a r e  e x a c t l y  w nonzero components i n  (jl,j2,***,j 
(30) 
Then i t  f o l l o w s  from t h e  d e f i n i t i o n  o f  Pea,w t h a t  
where St i s  d e f i n e d  by  (16).  The f i r s t  term o f  ( 3 1 )  r e p r e s e n t s  t h e  
p r o b a b i l i t y  t h a t  t h e r e  a r e  e x a c t l y  w e r r o n e o u s  s y m b o l s  ( o r  b y t e s )  i n  t h e  
f i r s t  m l  b y t e s  o f  a r e c e i v e d  frame, and  t h e  s e c o n d  term is t h e  p r o b a b i l i t y  
that  the  syndrome of these symbol e r r o r s  co r re sponds  t o  an  e r r o r  p a t t e r n  o f  
t, o r  fewer e r r o r s .  Define 
1 
where t h e  summat ion  is t a k e n  o v e r  a l l  t h e  s u b s e t s  o f  {1,2,***,m11 w i t h  
e x a c t l y  w elements. Then ( ' I  can be expres sed  i n  terms o f  t h e  d e t a i l  weight  
d i s t r i b u t i o n  of  t h e  d u a l  code of  C,. 
-1 5- 
Theorem 2: 
" B ( 1 ) . '  (1-263) 
-rl a. 
i l  ,i2, - 0 -  - 2  z z z 
Proof:  See Appendix B. AA 
An impor t an t  ques t ion  is which p rov ides  better performance, " the LIA- 
o n l y  i n n e r  decoding,11 o r  "the e rasure-only  i n n e r  decoding ? I 1  LIA-only i n n e r  
decoding may be r e a s o n a b l e  on ly  i f  
If 
where Pea,w (1 1 is computed under t h e  assumption t h a t  t h e  i n n e r  code decoding is 
a LIA-only i n n e r  d e c o d i n g ,  t h e n  a LIA-only i n n e r  d e c o d i n g  p r o v i d e s  b e t t e r  
performance than  t h e  erasure-only  inner decoding. 
3. The P r o b a b i l i t y  of a Cor rec t  Block Decoding 
I n  t h i s  s e c t i o n ,  we w i l l  e v a l u a t e  t h e  p r o b a b i l i t y  t h a t  a b l o c k  o f  m 2  
segments  w i l l  be decoded c o r r e c t l y  by the  o u t e r  code decoder. Let P e ( j , m , h )  
d e n o t e  t h e  p r o b a b i l i t y  t h a t  t h e r e  a r e  h s e g m e n t s  w i t h  marks and  j s y m b o l  
-1 6- 
e r r o r s  i n  a set of Cons i s t ing  o f  m decoded segments w i t h  o r  w i thou t  marks. It  
f o l l o w s  from the d e f i n i t i o n  of  P e ( j , m , h )  t h a t  
From (34) t o  (371, P e ( j , m , h )  can be computed readily.  
The p r o b a b i l i t y  t h a t ,  a f t e r  t h e  i n n e r  code  d e c o d i n g  o f  a b l o c k  o f  
frames, there  e x i s t  i erased segments,  h marked segments  and j symbol e r r o r s  
i n  t h e  marked and unmarked ( o r  decoded) segments is 
( i  m2 P e ( j , m 2 - i , h )  . (38) 
T h e r e f o r e ,  t h e  p r o b a b i l i t y  o f  c o r r e c t  d e c o d i n g  o f  a b l o c k ,  d e n o t e d  P c ,  is 
g iven  by 
Let Pes and  Per d e n o t e  t h e  p r o b a b i l i t i e s  o f  a b l o c k  e r a s u r e  and  a n  
’ i n c o r r e c t  decoding r e s p e c t i v e l y .  Then 
‘c + Pes + Per = 1  . (40) 
It f o l l o w s  from d e f i n i t i o n s  t h a t  the  f o l l o w i n g  e q u a l i t y  and bound hold: 
-1 7- 
TeR( i )  n2-m1 i 
z P e ( j , m 2 - i , h )  + Per = T e ~  z ( i  '2 1 [Pes ( 1 ) I i  
i = O  h=O j=t2( i ) + l  'e, 
The r igh t -hand side of Eq.(41) provides an  upper bound on t h e  p r o b a b i l i t y  of  
a block e r a s u r e  ( o r  decoding f a i l u r e ) ,  and the  r igh t -hand s i d e  of  (42) g i v e s  
an  upper bound on the  p r o b a b i l i t y  of a n  i n c o r r e c t  block decoding. 
To the a u t h o r s '  knowledge, no f e a s i b l e  procedure  f o r  computing Per o r  
h a s  been  d e r i v e d  e x c e p t  f o r  t h e  s p e c i a l  case where t h e  o u t e r  c o d e  is a 'es 
b ina ry  code (11=1) and used on ly  for e r r o r  d e t e c t i o n  and nl-k1+n2-k2 is small, 
s a y  l ess  t h a n  25 [ l l ] .  If t h e  o u t e r  c o d e  is u s e d  f o r  b o t h  e r r o r  c o r r e c t i o n  
and  d e t e c t i o n ,  d e t a i l e d  i n f o r m a t i o n  on t h e  weight  d i s t r i b u t i o n  o f  o u t e r  
codewords w i t h  s p e c i f i e d  b i t  p a t t e r n s  is r e q u i r e d  i n  genera l .  
4. I n t e r l e a v i n g  
I n  t h i s  s e c t i o n ,  we i n v e s t i g a t e  how i n t e r l e a v i n g  a f f e c t s  t h e  e r r o r  
p e r f o r m a n c e  o f  t h e  cascaded scheme. S u p p o s e  t h a t  t h e  o u t e r  c o d e  C2 is  
i n t e r l e a v e d  i n  s u c h  a w a y . t h a t  each  s y m b o l  ( o r  R-bi t  b y t e )  i n  a s e g m e n t  is 
f r o m  a d i f f e r e n t  o u t e r  c o d e  codeword a s  shown i n  F i g u r e  4. Hence t h e  
-1 a- 
i n t e r l e a v i n g  dep th  ( o r  degree)  is m l .  Each symbol-column (an n2x!L s u b m a t r i x )  
i n  t h e  f i r s t  m l  c o l u m n s  o f  t h e  c o d e  a r r a y  i s  c a l l e d  a s e c t i o n .  Note t h a t  a 
s e c t i o n  is s i m p l y  a codeword i n  t h e  o u t e r  code C2. The k l k 2  b i t s  i n  t h e  first 
k2 rows  and k l  columns are used as i n f o r m a t i o n  b i t s .  The code array c o n s i s t s  
o f  n2  frames and is t r a n s m i t t e d  row by row. A s  f o r  t h e  d e c o d i n g ,  a f t e r  n 2  
r e c e i v e d  frames have been decoded by t h e  inne r  code decoder,  t h e  n2 decoded 
s e g m e n t s  a r e  a r r a n g e d  i n t o  a n  a r r a y  a s  shown i n  F i g u r e  5 w h i c h  i s  c a l l e d  a 
decoded segment-array. Note t h a t  an  erased segment creates one symbol erasure 
i n  each sec t ion .  A decoded segment w i t h  o r  w i thou t  m a r k  may c o n t a i n  symbol 
e r r o r s  which  a r e  d i s t r i b u t e d  among t h e  m l  s e c t i o n s  o f  a decoded  s e g m e n t -  
array,  a t  most one symbol e r r o r  i n  each  s e c t i o n .  Therefore ,  each s e c t i o n  i n  a 
d e c o d e d  s e g m e n t - a r r a y  may c o n t a i n  symbol  e r a s u r e s  and  e r r o r s .  Now e a c h  
s e c t i o n  is decoded  based  on t h e  o u t e r  code  C2. Note t h a t  b u f f e r s  a r e  n e e d e d  
t o  s t o r e  code a r r a y s  a t  both  t r a n s m i t t e r  and r e c e i v e r .  
Fo r  1 < u < m l ,  l e t  p e ( u )  be t h e  p r o b a b i l i t y  t h a t  t h e  u - t h  symbol  o f  a 
d e c o d e d  segmen t  w i t h  no  m a r k  is e r r o n e o u s .  I f  t h e  i n n e r  c o d e  C1 is  q u a s i -  
c y c l i c  by  e v e r y  s - b i t  s h i f t  where  s d i v i d e s  II ,  t h e n  p e ( u )  is i n d e p e n d e n t  o f  
u. I t  f o l l o w s  from the  d e f i n i t i o n  t h a t  
- -  
where Pe ( 1  1 ( { u j )  is g i v e n  by ( 1 8 )  o r  ( 2 2 ) .  Hence p e ( u )  c a n  be computed  f r o m  
e i t h e r  (8 )  a n d  (18)  o r  (9) a n d  (22 ) .  
Let peI1(u) be the p r o b a b i l i t y  that  the  u-th symbol o f  a marked segment 
is e r r o n e o u s .  For s i m p l i c i t y ,  t h e  LIA-only i n n e r  d e c o d i n g  i s  c o n s i d e r e d .  
Define 
) : 0 < j h  < II f o r  1 < h < m l s  ju fO - -  J ( u )  = I ( j l , j 2 , - - - , d m l + l  - - 
and 0 jml+l  r l  1 . (44) 
Modifying t h e  d e r i v a t i o n  of (31) or (331, we have t h a t  
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II II r l  A ( 1  p,,(u) = 1 - ( 1 - E I R  - E * * *  z z i l  , i 2 ,***  
and 
( 4 6 )  
[See Appendix C f o r  the d e r i v a t i o n  of  (4613. 
S i n c e  the  
e v e r y  s e g m e n t  
P e r ( u )  d e n o t e  
- 
o u t e r  code is i n t e r l e a v e d  by a depth  o f  m l ,  t h e  u-th symbol of  
is f r o m  t h e  u - t h  s e c t i o n  f o r  1 - -  < u < m l .  Let P c ( u > ,  Pes (u>  and  
t h e  p r o b a b i l i t i e s  of a c o r r e c t  d e c o d i n g ,  a n  e r a s u r e  and  a n  
- - 
i n c o r r e c t  decoding f o r  t h e  u-th s e c t i o n  r e s p e c t i v e l y .  Then fo rmulas  o r  bounds 
- - I 
f o r  P,(u), Pes(u) and Per(u) can be der ived  from t h o s e  f o r  Pc, Pes and Per by 
the  f o l l o w i n g  rep lacement :  m , i  + i , m2 + n2 and 
-20- 
The r e s t r i c t i o n s  on  t h r e s h o l d s  T e s ,  T e l l ( i )  and  t 2 ( i )  c a n  be r e l a x e d  as 
follows : 
Tes d2-1 , T e l l ( i )  5 (d2-1-i) /2  and t2 ( i>  - < (d2 -1 - i ) /2  . 
Let Pc  be the  p r o b a b i l i t y  o f  a c o r r e c t  decoding  f o r  a l l  i n t e r l e a v e d  m l  
s e c t i o n s .  Let P e r  a n d  Pes b e  t h e  p r o b a b i l i t y  t h a t  a n  i n c o r r e c t  d e c o d i n g  
o c c u r s  f o r  a t  l e a s t  o n e  o f  t h e  i n t e r l e a v e d  m l  s e c t i o n s  and  t h a t  o f  a b l o c k  
e r a s u r e ,  r e s p e c t i v e l y .  Then 
- 
per < max mlPer(u) , - 1 <u<ml -- 
( 4 7 )  
and 
Let Per+Pes denote the r igh t -hand s i d e  of  ( 4 8 ) .  
Next we p r e s e n t  a f o r m u l a  f o r  P c  and  a n o t h e r  u p p e r  bound on Per.  For  
s i m p l i c i t y ,  we on ly  cons ide r  t he  erasure-only  i n n e r  decoding i n  which t2(i> 
is independent of i and is denoted t2. 
(1  1 d e n o t e  t h e  
9 aml ), l e t  P e , a l ,  S a m l  
p r o b a b i l i t y  t h a t  a segment is n o t  erased and t h e  u-th symbol o f  the decoding 
s e g m e n t  i s  e r r o r - f r e e  i f  and  o n l y  i f  au=O i n  t h e  i n n e r  c o d e  d e c o d i n g .  A 
is shown i n  Appendix D. For a p o s i t i v e  computing procedure f o r  
i n t e g e r  n a n d  i n t e g e r s  j h  w i t h  1 - < h - < m l  such t h a t  0 - < j h  - < n ,  l e t  
p e t j l  , j 2 , * * * , j m l  (n) be d e f i n e d  by 
For a b i n a r y  m l - t u p l e  ( a , ,  a2,  * * e  
(1 1 
',,a1 , ***,am,  
Then Pc  (= l-Per-Pes) is g iven  by 
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I t  is f e a s i b l e  t o  compute  P, f o r  s m a l l  m l ,  t2  a n d  r e l a t i v e l y  smal l  m i n { k l ,  
"1 -k l  I .  
For  1 - -  < u < m l  and a i n  GF(2'1, l e t  p e ( u , a )  b e  t h e  p r o b a b i l i t y  t h a t  a 
segment is n o t  erased and t h e  u-th e r r o r  symbol o f  t h e  decoded segment is a. 
A procedure f o r  computing pe(u,a) is s ta ted  i n  Appendix E. Then we have t h a t  
In  Appendix F, t h e  f o l l o w i n g  upper bound on Per is der ived .  
n2-i n2-i min{ t2,n2-i-w) 
h=O 
where 
where Y is a p r i m i t i v e  e l emen t  o f  GF(2'). 
Let Per be de f ined  as f o l l o w s :  
( 1  ) For t he  case where t h e  o u t e r  code is n o t  i n t e r l e a v e d ,  
r igh t -hand s ide of  (421, and 
Per deno tes  t he  
( 2 )  f o r  t he  case where t h e  o u t e r  code is i n t e r l e a v e d  by a depth  ml , Per 
deno tes  the  r igh t -hand s i d e  of ( 4 7 ) ,  i f  a n  e ra su re -on ly  i n n e r  decoding  
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is used  and t , ( i> is independent o f  i ,  
right-hand s i d e  of  (52) .  
and o t h e r w i s e ,  Per denotes  t h e  
I t  f o l l o w s  from (421, (47) and (52) t h a t  
Pe r  L P e r  
- 
For  mos t  c a s e s  o f  t h e  e x a m p l e  s c h e m e s  c o n s i d e r e d  i n  t h e  n e x t  s e c t i o n ,  t h e  
r igh t -hand s i d e  o f  (52) is c o n s i d e r a b l y  t i g h t e r  t h a n  t h a t  o f  (47). 
5. Example Schemes 
I n  t h e  f o l l o w i n g  we c o n s i d e r  v a r i o u s  s p e c i f i c  e x a m p l e  schemes u s i n g  
cascaded coding f o r  e r r o r  c o n t r o l .  I n  these example schemes, t h e  inne r  codes 
range  from high rates t o  very low rates ,  and t h e  o u t e r  codes are Reed-Solomon 
(RS) ( o r  a s h o r t e n e d  RS) c o d e s  w i t h  s y m b o l s  f r o m  CF(2'). The o u t e r  c o d e  i s  
e i ther  i n t e r l e a v e d  o r  n o t  i n t e r l eaved .  The inne r  codes  w i t h  t h e i r  pa rame te r s  
and  g e n e r a t o r  p o l y n o m i a l s  a r e  l i s t e d  i n  d e s c e n d i n g  o r d e r  of t h e  r a t e s  i n  
Tab le  1. The f i r s t  three inne r  code, C 1 ( l )  t o  C1(3) are shor t ened  d i s t ance -4  
Hamming codes .  T h e  n e x t  t h r e e  c o d e s ,  C l ( 4 )  t o  C1(6) a r e  o b t a i n e d  by  
s h o r t e n i n g  t h e  even subcodes o f  p r i m i t i v e  BCH codes o f  l e n g t h  63. The f o r t h  
and  f i f t h  codes ,  C l ( 4 )  and  c 1 ( 5 ) ,  c a n  be  decoded  w i t h  a t a b l e  look-up  
decoding. The s i x t h  code C1(6) is m a j o r i t y - l o g i c  decodable  i n  two s t e p s  [ l ] ,  
and  i t s  d e c o d e r  c a n  be  i m p l e m e n t e d  e a s i l y .  C 1 ( 7 )  is  a q u a d r u p l e - e r r o r  
c o r r e c t i n g  Goppa c o d e  [12]. The e i g h t h  c o d e  is a n  e x t e n d e d  p r i m i t i v e  BCH 
code. I n  fac t ,  is is  also a Reed-Muller code and is m a j o r i t y - l o g i c  decodable. 
C l ( 9 )  i s  t h e  e x t e n d e d  ( 2 4 , 1 2 )  Golay  c o d e  which  is  w i d e l y  u s e d  f o r  s a t e l l i t e  
and  d e e p  s p a c e  c o m m u n i c a t i o n s .  C1 (101, C1 ( 1 2 )  a n d  C1 ( 1  3 )  a r e  l o w - r a t e  
b i o r t h g o n a l  codes (or  f i r s t - o r d e r  Reed-Muller codes). C1 ( 1  1 is a quadruple- 
e r r o r  c o r r e c t i n g  one-s tep  m a j o r i t y - l o g i c  decodable  code [I] .  
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For v a r i o u s  combina t ions  of code pa rame te r s  and b i t - e r r o r  r a t e s ,  t h e  sum 
of  t h e  p r o b a b i l i t y  o f  a b l o c k  e r a s u r e  ( d e c o d i n g  f a i l u r e )  and  t h a t  o f  a 
decoding e r r o r ,  Pes+Per [g iven  by (41  ) o r  (5011, and upper bound Fer [de f ined  
i n  t h e  p rev ious  s e c t i o n ]  on t h e  p r o b a b i l i t y  of a decoding e r r o r  are given i n  
Tables 2 t o  5 and Figures  6 and 7. The degree  of  i n t e r l e a v i n g ,  denoted I d ,  is 
e i t h e r  1 o r  m l .  T h r e s h o l d s ,  TeI1 and t2 ,  which a re  i n d e p e n d e n t  o f  t h e  number 
o f  erased s e g m e n t s  a r e  c o n s i d e r e d  here. The p a r a m e t e r ,  m l T e s / I d + 2 t 2 + 1 ,  i s  
used  as a measure o f  t h e  complexi ty  of t h e  o u t e r  code. 
Symbol  llE1l ( o r  l1Lv1) shown i n  T a b l e s  2 t o  5 i n d i c a t e s  t h a t  a n  e r a s u r e -  
o n l y  i n n e r  decoding (or  a LIA-only inner  decoding) is used. For a comparison, 
we a l s o  c o n s i d e r  a combined  e r a s u r e  and  L I A  i n n e r  d e c o d i n g  where t h e  L I A -  
o p e r a t  i on  is performed whenever an u n c o r r e c t a b l e  e r r o r  p a t t e r n  whose weight  
i s  e v e n  ( o r  odd)  is de tec t ed  i n  a r e c e i v e d  frame f o r  odd ( o r  e v e n )  t,. I n  
Table  2 symbol 'lE-Lfl i n d i c a t e s  tha t  t h e  combined inne r  decoding is used. For 
t he  combined inne r  decoding, formulas f o r  P e g ,  ( 1  1 and peQ(u) are g iven  
i n  ou r  NASA Technica l  Report C81. I n  Table 2, t h e  computa t ion  r e s u l t s  f o r  the 
combined  i n n e r  d e c o d i n g  are  g i v e n  o n l y  f o r  t h e  cases where e i t h e r  d 2  o r  
m l  Te , / Id+2 t2+1  is smaller t h a n  t h a t  f o r  e i t h e r  t h e  e r a s u r e - o n l y  i n n e r  
decoding  o r  t h e  LIA-only innel* decoding. 
Example  schemes shown i n  Table  2 a r e  o b t a i n e d  as f o l l o w s :  Given  t h e  
i n n e r  c o d e  C , ( i )  w i t h  1 < i 7 ,  n2=252 o r  255 ,  Id'l o r  m1 a n d  t h e  t y p e  o f  
i n n e r  c o d e  d e c o d i n g ,  t h e  v a l u e s  of t2 ,  Tes and  TeQ a r e  c h o s e n  t o  m i n i m i z e  
mlTes/Id+2t2+1 under t h e  c o n d i t i o n  t h a t  
- 
pes + per (or peS+per) < IO-1 
f o r  b i t - e r r o r  r a t e  E = 
s a t i s f y  the  f o l l o w i n g  c o n d i t i o n  
and  t h e n  t h e  minimum v a l u e  o f  d 2  is c h o s e n  t o  
Per < 10-l0 
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f o r  E = Only t h e  e x a m p l e  schemes w i t h  r a t e s  g r e a t e r  t h a n  0.6 and d 2  < 
33 a r e  l i s t e d  i n  T a b l e  2. I n  t h e  co lumn of  P e s + P e r ,  a n  e n t r y  marked f t * f f  is  
g i v e n  by  t h e  upper  bound o f  (48).  
- 
I n  Tables 3 t o  5, Pes+Per and Perare shown f o r  cascaded coding schemes 
i n  wh ich  t h e  i n n e r  c o d e  is C , ( i )  w i t h  1 < i < 13,  t h e  o u t e r  code is a n  
i n t e r l e a v e d  RS code w i t h  a depth  of m l ,  and an e rasure-only  i n n e r  decoding is 
used. Parameters Tes and t2 are chosen to  minimize t h e  v a l u e s  of Pes+Per f o r  
a c e r t a i n  b i t - e r r o r  rate E under the  r e s t r i c t i o n  t h a t  Per < lo-'' for e v e r y  
b i t - e r r o r  r a t e  E l i s t e d  i n  t h e  Tables. 
- -  
- 
I n  Table 3 t h e  o u t e r  code is t h e  NASA s t a n d a r d  (255 ,223)  RS c o d e  o v e r  
G F ( 2  a n d  t h e  r a t e s  are greater  t h a n  0.6. For c o m p a r i s o n ,  t h e  case w i t h  n o  
i n n e r  code is  shown i n  t h e  f i r s t  row. I n  T a b l e  4 t h e  r a t e s  a r e  l e s s  t h a n  0.6 
a n d  g r e a t e r  t h a n  0.4, a n d  example  schemes w i t h  l o w e r  r a t e s  a r e  g i v e n  i n  
T a b l e  5. 
8 
I n  F i g u r e  6 ( o r  71, t h e  c u r v e s  o f  Pes+Per  ( o r  Fe r )  vs .  E are  shown f o r  
f i v e  r e p r e s e n t a t i v e  example schemes l i s t ed  i n  Tables 3 t o  5. 
6. Conclusion 
I n  t h i s  paper, we have i n v e s t i g a t e d  a cascaded coding scheme for error 
c o n t r o l .  An important  f e a t u r e  of the scheme is t h a t  t h e  decoding i n f o r m a t i o n  
of t h e  i n n e r  code decoder is passed t o  t h e  o u t e r  code decoder. Th i s  makes the  
o u t e r  code d e c o d i n g  more  e f f e c t i v e .  Error  p e r f o r m a n c e  of t h e  scheme is 
a n a l y z e d .  If t h e  i n n e r  a n d  o u t e r  c o d e s  a re  c h o s e n  p r o p e r l y ,  e x t r e m e l y  h i g h  
r e l i a b i l i t y  can be a c h i e v e d  e v e n  f o r  a h i g h  c h a n n e l  b i t - e r r o r  ra te .  Many 
example schemes are be ing  evaluated.  Some h i g h - r a t e  example schemes are be ing  
cons idered  by NASA f o r  s a t e l l i t e  down-link e r r o r  c o n t r o l ,  and some low-ra te  
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example schemes are  being considered for s p a c e c r a f t  down-link error c o n t r o l .  
A m a j o r  a d v a n t a g e  of t h e  p roposed  cascaded c o d i n g  scheme, e s p e c i a l l y  
w i t h  i n t e r l e a v i n g ,  is its robus tness  a g a i n s t  u n p r e d i c t a b l e  b u r s t s .  
T h i s  p a p e r  p r e s e n t s  f i r s t  s e r i o u s  e f f o r t  i n  a n a l y z i n g  t h e  e r r o r  
performance of a cascaded coding scheme which i n c l u d e s  conca tena ted  coding as  
a s p e c i a l  case. 
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APPENDIX A 
Proof of  Lemma 1 
Let I H I  = u. I t  f o l l o w s  f rom ( 7 )  t h a t  
m1 +1 m1 +1 
"1- hi1 ih E ih 
( l + X Y )  
m l  +1 m1 +1 
nl - tu-  E ih ih 
(A-1 h=l (x+y)h=l . (l+XY) 
The s e t  of codewords  i n  C1 whose w e i g h t  i n  t h e  h - t h  2 - b i t  b y t e  is z e r o  f o r  
e v e r y  h i n  H is a l i n e a r  ( n l  , k l - t u )  s u b c o d e  of  C1. Let C1 (HI d e n o t e  t h e  
l i n e a r  (nl-2u,k,-Ru) code ob ta ined  from the  above subcode by d e l e t i n g  the u 
z e r o  R - b i t  b y t e s  f o r  t h e  u p o s i t i o n s  i n  H. Let A I 1 ) ( H )  d e n o t e  t h e  number of 
codewords of weight i i n  C1(H) .  Then 
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where 
m l  + l  
h= 1 
C i h = i  1 .  
The r igh t -hand s ide  of ( A - 1 )  can be r e w r i t t e n  as 
(A-2) 
( A - 3 )  
Let B i l ) ( H )  be t h e  number o f  codewords of weight  i i n  t h e  d u a l  code of  C1(H) .  
Then, by MacWilliams' i d e n t i t y  [41, ( A - 3 )  can be r e w r i t t e n  as 
n1 - t u  n1 -Ru-i n1 -Ru-i 
2-r1(l+XY)Ru Z B l l ) ( H ) ( l + X )  ( 1 - X ) i  ( l + Y )  ( 1 - Y ) i  . 
i = O  
( A - 4  1 
It  f o l l o w s  from (211, ( A - 1 )  and (A-4)  t h a t  
n1 - t u  n1 -Ru-i "1 
= 2  -rl z B ! ~ ) ( H ) ( ~ + X )  ( t-X)i Z Qs(i,nl-Jlu,Ru,X)Ys . ( A - 5 )  
s=o i = O  
T a k i n g  t h e  terms on  b o t h  s i d e s  of ( A - 5 )  f o r  w h i c h  t h e  d e g r e e  o f  Y is t l  o r  
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l e s s  and s u b s t i t u t i n g  "1" f o r  Y ,  we have tha t  
R R '*1 
z i l  , i2, z * "  z r, A ( 1 )  
( i t  , i2, , iml + €1 ( H )  9 'ml + I  j = O  jml  =O jml  +1 =O 
m, +1 
S u b s t i t u t i n g  d ( 1 - E )  f o r  X and m u l t i p l y i n g  t h e  l e f t -hand  side of  (A-6) by 
( l - ~ ) ~ ' ,  we ob ta in  the  r igh t -hand s ide  o f  (18). The re fo re  we have t h a t  
S i n c e  a g e n e r a t o r  m a t r i x  o f  t h e  d u a l  c o d e  o f  C 1 ( H )  c a n  be o b t a i n e d  f r o m  a 
parity-check ma t r ix  of  C1 by d e l e t i n g  a l l  columns cor responding  t o  t h e  h- th  
R-bi t  p o s i t i o n s  f o r  hsH, the  f o l l o w i n g  r e l a t i o n  holds.  
where 
0 5iml+, 5 r l ,  and Z ih = i 1 . 
hsH 
Then, expres s ion  ( 2 2 )  o f  Lemma 1 fo l lows  from ( A - 7 )  and ( A - 8 ) .  
APPENDIX B 
Proof of Theorem 2 
Let F(X1 ,X2,***,Xm1+1 ,Y> be defined as follows: 
It follows from (7) and generalized MacWilliams' identity [4,p.l471 that 
Let H be a subset of {l,2,-**,mll and FH,t (X1,X2,-*.,X, +l,Y) be the sum of 
the terms of F(X,,X2,***,~m1+l,Y) f o r  which the degree of xh is nonzero for 
heH and is zero f o r  h~Il,2,*.*,m~l-H, and the degree of Y is tl or less. 
1 1 
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R'ih tl ml+l [ z pS( z ih,nl)yS 3 II [ (1+xh) (l-xh)ih - 1 ] 
s=O h=l hEH 
Let F,,+ (x, ,X2,"' rXml+l,Y) be defined as the sum of 
FH,tl(xl *x2*"'~xm1+1 ,Y) over all the subsets, H ' s ,  of {l,2,-**,ml} with 
exactly w elements. Then the second term of (31) is equal to 
It follows from (B-3), the definition of R, given by (32) and the following 
that (B-4) is equal to 
____- ~~ 
A P P E N D I X  C 
Derivation of ( 4 6 )  
Let Fu(X1 , X 2 , - * * , X m 1 + 1  ,Y) b e  t h e  sum of  terms of  F ( X , , X 2 ,  " " x m l + l  ,Y) 
d e f i n e d  i n  Appendix B for which t h e  degree  of  X u  is nonzero and t h e  d e g r e e  o f  
Y is t l  o r  less.  U s i n g  (10)  a n d  (B-21, we h a v e  t h a t  
-- I 
h+u 
Il-i '1 - i m l  + 1 iml + I  
[ ( l + X )  U(1-XliU - 11 ( l + X )  ( 1 - X )  . . 
The second term of (45) is equal to 
- ( l - ~ ) ~ '  FU(c/(l-~) ,~/ ( l - € ) , o * * , € / ( l - € ) , l )  
Then (46) fo l lows  from (B-5). 
-34- 
APPENDIX D 
A formula for  computing P e , a l , a 2  ( 1  1 
, * * - , a m ,  
Let H be a s u b s e t  o f  { l ,  2 ,  * * . ,  m l } .  For  s m a l l  m , ,  s a y  l e s s  t h a n  1 1 ,  
{ P e ( H )  : H S  11, 2, * * e ,  m l  1 1 can  be found  as shown i n  s e c t i o n  2.1. Then i t  
f o l l o w s  from the p r i n c i p l e  o f  i n c l u s i o n  and exc lus ion  [ l o ]  t h a t  
where  W = { i I a i  = 1 ,  1 < i < m l )  and  H’ = 11, 2 ,  * e *  , m l  1-H.  - -  
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A P P E N D I X  E 
A procedure f o r  computing p,(u,a) 
Fo r  1 < u < m l ,  0 < i < n l - R  and u E: GF(2'1, l e t  A i l ) ( u , a )  ( o r  
B j l ) ( u , a ) )  be t h e  number o f  codewords i n  C1 ( o r  t h e  d u a l  code o f  C,) whose u- 
t h  symbol is a and whose b ina ry  we igh t  exc luding  the  u-th symbol is i. Let af 
be t h e  f - t h  b i t  o f  t h e  b ina ry  r e p r e s e n t a t i o n  o f  a, and l e t  la1 be the  weight 
of t h e  b ina ry  r e p r e n s e n t a t i o n  of  a. I t  f o l l o w s  from t h e  d e f i n i t i o n  of pe(u,a) 
t h a t  
- - - - .  
For  r e l a t i v e l y  smal l  kl, s a y  l e s s  t h a n  25 ,  
a i n  GF(2') can be found by gene ra t ing  2 
{ A i l ) ( u , a ) l  0 - -  < i < n l -R l  f o r  a n  
codewords o f  C1. 
k1 -R 
A procedure f o r  computing pe(u,a) which is more convenient  f o r  kl > n l -  
By t h e  g e n e r a l i z e d  M a c W i l l i a m s '  i d e n t i t y  [ 4 ,  k l  w i l l  be d e r i v e d  below.  
p.1471, we have t h a t  
- (n l  -k, nl'R 
B ( l ) ( u , B ) P i ( h , n l - a )  II a P ( B f , l >  . 
f = l  O f  
A i l ) ( u , a )  = 2 
h=O E BcGF(2 ' R h  ) 
( E-2 
By [4,p.151], we have t h a t  
and 
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n1 - R - i  n1 -1-h n l  -2-h n1 -R 
i = O  
E P i  ( h , n l  -R) ( 1  + X Y )  ( X + Y ) l  = ( 1 + X )  ( 1 - X I h  ( 1 + Y )  (1-Y)h 
I t  f o l l o w s  from (71, ( E - 2 1 ,  (E-3) and (E-4) t h a t  
- (n l  -kl 1 n, -R 
= 2  Z E  Bil ) (u ,B)  
h=O f l ~ G F ( 2 ~ )  
where 
(l+XY)m-h(X+Y>h(l+Y> n-i(l-Y)i = n+m Z Q;(i,n,h,m,X)Ys , 
s-0 
T a k i n g  t h e  term on b o t h  s i d e s  of ( E - 5 )  f o r  w h i c h  t h e  d e g r e e  of  Y i s  t ,  o r  
less s u b s t i t u t i n g  d ( 1 - c )  fo r  X and 1 for Y and m u l t i p l y i n g  t h e  both  s i d e s  by 
( 1  - E ) " ~ ,  we o b t a i n  t h e  f o l l o w i n g  formula from (E-1 ): 
-37- 
L 
If  C 1  is a s h o r t e n e d  c y c l i c  c o d e ,  m i n { l J n l - k l ~  c o l u m n s  of a g e n e r a t i n g  
m a t r i x  cor responding  t o  the u-th symbol p o s i t i o n  a r e  l i n e a r l y  i n d e p e n d e n t ,  
a n d  f o r  a s y m b o l  B ,  { B A ' ) ( u , B )  I 0 - -  < h < n l - l l }  c a n  be f o u n d  by g e n e r a t i n g  
min{n,-k, -k,O} 
2 codewords of the  dual  code of C1. 
-38- 
Appendix F 
Der iva t ion  o f  (52 )  
A t  f i r s t  an uppe r  bound on P e r ( u )  w i l l  b e  d e r i v e d .  Let u s  number t h e  
s e g m e n t  i n  a decoded  s e g m e n t - a r r a y  ( F i g .  5 )  f r o m  1 t o  n2 .  Suppose  t h a t  t h e  
number of e rased  segments a f t e r  the  inne r  code decoding is Tes o r  less. Let 
E, be the s e t  of t h e  e r a s e d  segment numbers. For f 1 E, l e t  ef be the  e r r o r  
symbol a t  the  u-th symbol p o s i t i o n  o f  t h e  f - t h  decoded segment,  and l e t  e = 
( e , ,  e2 ,  * * * ,  e 1. Note t h a t  ef  i s  t h e  s y m b o l  e r r o r  a t  t h e  f - t h  s y m b o l  
p o s i t i o n  of  t h e  u-th s e c t i o n  o f  a decoded segment-array.  Suppose t h a t  the  u- 
t h  s e c t i o n  o f  a s e g m e n t - a r r a y  i s  decoded  i n c o r r e c t l y  by  t h e  o u t e r  c o d e  
d e c o d e r .  Then t h e  u - t h  s e c t i o n  is decoded  i n t o  a n  o u t e r  codeword  vc  + 7, 
where Vc is the  a c t u a l  t r a n s m i t t e d  o u t e r  codeword and 3 is t h e  nonzero o u t e r  
codeword induced by t he  o u t e r  code decoding. Let vf be the  f - t h  symbol o f  5. 
Define t h e  fo l lowing  sets  a s s o c i a t e d  t o  3 and e .  
"2 
W ( v )  = A { f I Vf  * 0 ,  f L E, 1 ,  
H ( e , v )  A = { f I ef t 0 ,  vf = 0,  f L E, 1,  
and 
( F-3 1 J(Z,?) A = { f I ef = vf 0 ,  f L E, 1. 
When a s e c t i o n  i s  decoded  based  o n  t h e  o u t e r  c o d e  C2, o n l y  t2  o r  fewer 
symbol e r r o r s  and Tes o r  fewer e r a s u r e s  are co r rec t ed .  Hence, t he  f o l l o w i n g  
i n e q u a l i t y  holds: 
For  g i v e n  1 - -  < u < m l ,  E,G{ 1,2, * * * ,  n 2 1 ,  7 E C 2 ,  H C -  1,2, * * *  , n21 
a n d  Jr{ 1,2, * * * ,  n21 s u c h  t h a t  H is d i s j o i n t  f rom E, and  W ( v ' ) ,  JSW(v) a n d  
[ H I  + [ w(?)I - I JI t2 ,  l e t  P e ( u , E , , v , H , J )  be t h e  p r o b a b i l i t y  of t h e  
occur rence  of a n  e r r o r  p a t t e r n  e i n d u c e d  by t h e  i n n e r  c o d e  d e c o d i n g  f o r  
which H ( e , ? ) = H  and J(e,v)=J. Then 
where i = l E , l ,  w = l W ( v > I  and h=lHI (see F i g u r e  8). 
Let W b e  a s u b s e t  o f  {1,2,***,n21-E,-H s u c h  t h a t  WZJ, d 2 - i  < IWl a n d  
Let C2(E,,W) be def ined as t h e  f o l l o w i n g  s u b s e t  of codewords 
- 
IWl+h-j - < t2. 
i n  C 2 :  
vffO i f  f E W and o n l y  i f  f E WUE,} .  (F-6) 
S i n c e  i - < Te, and t2 - < (d2-1-TeS)/2, we have t h a t  
d 2 > i + 2 t 2 + 1 .  - 
-40- 
(F-7) 
Since  d2 < w + i  and h+w-j < t2, it f o l l o w s  from (F-7) t h a t  - - 
j > i+w-d2 > 0 . - - ( F-8 1 
Let J' b e  a s u b s e t  o f  J s u c h  t h a t  
For any  af E CF(2')-{01 w i t h  f E J', cons ide r  two d i f f e r e n t  codewords 7 
a n d  v '  - = ( v i ,  v$, 0 . 0 ,  vA2) i n  C2(E , ,W)  s u c h  t h a t  vf = 
9 'n2 = ( v , ,  v2,  0 . .  
- -  vi  = af  f o r  f E J'. S i n c e  t h e  w e i g h t  of v-v '  is  a t  l e a s t  d2, we h a v e  t h a t  
Vf * v i  , f o r  f E E s U W  - J'. (F-10) 




It follows from (51 )  and (F-11) that 
i+w-d2 2'-2 j +d2-i-w z n Pe(U,Vf) 5 CPe(u)1 z CP~(U,Y')I . (F-12) 
kC2(Es,W) fEJ q= 0 
Thus it follows from (53) that 
- 
Since Per(u) is the sum of Z Pe(u,Es,v,H,J) taken over all possible 
vcC2(Es,W) 
e E,, W, H and J, we have that 
(F-14) 
Per is bounded above by the expression obtained from the right-hand side of 
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Figure 8 I l l u s t r a t i o n  for  Equat ion (F-5) 
Table 1 Inne r  Codes 
sho r t ened  
shor t ened  




shor t ened  
BCH code 
c, ( 9 )  
(55,481 0.873 8 6 4 1 
(56,481 0.857 8 6 4 1 
(30,241 0.800 8 3 4 1 





inne r  code 
Inne r  codes ( n l  , k l >  of t h e  R m1 dl  tl  
(32,161 0.500 8 2 4 3 
biorthogonal code 
I (53,401 0.755 8 5 6 2 BCH code shor t ened  
( 8, 4 )  0.500 4 1 4 1  
sho r t ened  1 (59,401 0.678 8 5 8 3 BCH code 
Goppa code 1 (64,401 0.625 8 5 9 4 
extended 1 (24,121 0.500 6 2 8 3 Golay code 
shor t ened  
Type 0 (51,241 0.471 8 3 1 0  4 
DTI code 
biorthogonal code I ( 1 6 ,  5 )  0.313 5 1 8 3  
biorthogonal (32 ,  6 )  0.188 6 1 16 7 
code 
~~ ~ ~~~ 
Genera tor  polynomial 
( 1  + X )  ( 1  +x+x71 
The gene ra to r  polynomials are g iven  o n l y  for  shor t ened  cycl ic  codes ,  and 
6 is t h e  minimum polynomial of ai w i t h  a as a r o o t  of 1 + X + X  . 
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