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LOCALIZATION IN GROMOV-WITTEN THEORY AND
ORBIFOLD GROMOV-WITTEN THEORY
CHIU-CHU MELISSA LIU
Abstract. In this expository article, we explain how to use localization to
compute Gromov-Witten invariants of smooth toric varieties and orbifold Gromov-
Witten invariants of smooth toric Deligne-Mumford stacks.
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1. Introduction
Let X be a smooth projective variety over C. Naively, Gromov-Witten invariants
count parametrized algebraic curves of X ; more precisely, they are intersection
numbers on moduli spaces of stable maps toX . LetMg,n(X, β) be the Kontsevich’s
moduli space of n-pointed, genus g, degree β stable maps f : (C, x1, . . . , xn)→ X ,
where β = f∗[C] ∈ H2(X ;Z). It is a proper Deligne-Mumford stack with a perfect
obstruction theory of virtual dimension
(1) dvir =
∫
β
c1(TX) + (dimX − 3)(1− g) + n,
where
∫
stands for the pairing between the (rational) homology and cohomology.
Given i ∈ {1, . . . , n}, there is an evaluation map evi : Mg,n(X, β) → X which
sends a moduli point [f : (C, x1, . . . , xn) → X ] ∈ Mg,n(X, β) to f(xi) ∈ X ,
and there is a line bundle Li over Mg,n(X, β) whose fiber at the moduli point
[f : (C, x1, . . . , xn) → X ] is the cotangent line T ∗xiC at the i-th marked point xi.
Gromov-Witten invariants of X are defined to be
(2) 〈τa1(γ1), . . . , τan(γn)〉
X
g,β :=
∫
[Mg,n(X,β)]vir
n∏
i=1
(ev∗i γiψ
ai
i ) ∈ Q
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where γ1, . . . , γn ∈ H∗(X ;Q), ψi = c1(Li) ∈ H2(Mg,n(X, β);Q), and
[Mg,n(X, β)]
vir ∈ H2dvir(X ;Q)
is the virtual fundamental class (Li-Tian [42], Behrend-Fantechi [6]).
When X is a toric variety, the torus action on X induces torus actions on moduli
spaces of stable maps to X . By virtual localization (Graber-Pandharipande [24],
see also Behrend [5] and Kresch [41]),
(3)
∫
[Mg,n(X,β)]vir
n∏
i=1
(ev∗i γiψ
ai
i ) =
∑
F
∫
[F ]vir
i∗F
∏n
i=1(ev
∗
i γ
T
i (ψ
T
i )
ai)
eT (NvirF )
,
where
• T is the torus acting on X and on Mg,n(X, β),
• the sum on the right hand side of (3) is over connected components of the
set of T -fixed points in Mg,n(X, β),
• γTi ∈ H
∗
T (X ;Q) is a T -equivariant lift of γi,
• ψTi ∈ H
2
T (Mg,n(X, β);Q) is a T -equivariant lift of ψi.
• i∗F : H
∗
T (Mg,n(X, β);Q) → H
∗
T (F ;Q) is induced by the inclusion map
iF : F →Mg,n(X, β),
• eT (NvirF ) is the T -equivariant Euler class of the virtual normal bundle N
vir
F
of F in Mg,n(X, β).
Up to a finite morphism, each connected component F is a product of moduli
spaces of stable curves (with marked points). F is a proper smooth DM stack,
and [F ]vir is the usual fundamental class [F ] ∈ H∗(F ;Q). The right hand side
of (3) can be expressed in terms of Hodge integrals, which are intersection num-
bers on moduli spaces of stable curves. The terminology “virtual localization”
was introduced in [24] and the term “Hodge integral” was introduced in [18] pre-
cisely to study the virtual localization formula in [24]. Algorithms of computing
Hodge integrals are known; a brief review of the relevant results will be given in
Section 3.1. This gives an algorithm of evaluating Gromov-Witten invariants for
any smooth projective toric varieties, in all genera and all degrees. Indeed, this
algorithm was first described by Kontsevich for genus zero Gromov-Witten invari-
ants of Pr in 1994 [40], before the construction of virtual fundamental class and
the proof of virtual localization. The moduli spaces M0,n(Pr, d) of genus zero sta-
ble maps to Pr are proper smooth DM stacks, so there exists a fundamental class
[M0,n(Pr, d)] ∈ H∗(M0,n(Pr, d);Q), and one may apply the classical Atiyah-Bott
localization formula [3] in this case. H. Spielberg derived a formula of genus 0
Gromov-Witten invariants of smooth toric varieties in his thesis [56].
For a noncompact smooth toric varietyX , Gromov-Witten invariants are usually
not defined, but one may use the right hand side of (3) to define T -equivariant
Gromov-Witten invariants of X . They are elements in the fractional field of
H∗(BT ;Q), the rational equivariant cohomology ring of the classifying space BT
of T .
Chen-Ruan developed Gromov-Witten theory for symplectic orbifolds [12]. The
algebraic counterpart, the orbifold Gromov-Witten theory for smooth Deligne-
Mumford (DM) stacks, was developed by Abramovich-Graber-Vistoli [1, 2]. Orb-
ifold Gromov-Witten invariants of a smooth DM stack X are defined as intersection
numbers on moduli spaces of twisted stable maps to X . When X is a smooth toric
DM stack, the torus action on X induces torus actions on moduli spaces of twisted
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stable maps to X . By virtual localization, orbifold Gromov-Witten invariants of a
smooth toric DM stack can be expressed in terms of Hurwitz-Hodge integrals, which
are intersections numbers of moduli spaces of twisted stable maps to BG = [pt/G],
the classifying space of a finite group G. Algorithms for computing Hurwitz-Hodge
integrals are known; a brief review of the relevant results will be given in Section
7.5.
The goal of this article is to provide details of the localization calculations de-
scribed above. In Section 2, we review equivariant intersection theory and local-
ization. In Section 3, we give a brief review of Gromov-Witten theory. In Section
4, we give a brief review of smooth toric varieties, and introduce toric graphs. In
Section 5, we use virtual localization to derive a formula for Gromov-Witten in-
variants of smooth toric varieties in terms of Hodge integrals. Most of Section 5
is straightforward generalization of the Pr case discussed in [40] (genus 0) and [24,
Section 4], [5, Section 4] (higher genus); see also [26, Chapter 27]. Smooth DM
stacks, orbifold Gromov-Witten theory, and smooth toric DM stacks are reviewed
in Section 6, Section 7, and Section 8, respectively. In Section 9, we use virtual
localization to derive a formula of orbifold Gromov-Witten invariants of smooth
toric DM stacks in terms of abelian Hurwitz-Hodge integrals. Our main reference
of Section 9 is P. Johnson’s thesis [30], which contains detailed localization compu-
tations for 1-dimensional toric DM stacks. D. Ross’s recent preprint [50] contains
localization computations for 3-dimensional Calabi-Yau toric DM stacks.
Acknowledgments. I wish to thank Dan Abramovich, Lev Borisov, Dan Edidin,
Ezra Getzler, Tom Graber, Paul Johnson, Etienne Mann, Zhengyu Zong for helpful
communications, and the referee for his or her comments. Special thanks go to
Tom Graber and Paul Johnson for their help with orbifold Gromov-Witten theory
and virtual localization.
2. Equivariant Intersection Theory and Localization
In this section, we review equivariant intersection theory and localization. In
Section 2.1 – Section 2.5 we discuss equivariant cohomology of topological spaces
and localization on smooth manifolds. In Section 2.7 we give a brief summary of
equivariant intersection theory on schemes and Deligne-Mumford stacks in terms
of equivariant Chow groups and equivariant operational Chow cohomology groups
[15]. We state the virtual localization formula in Section 2.8.
In this paper, we consider cohomology groups, Chow groups, and operational
Chow groups with rational coefficients. We write H∗(•), A∗(•), A∗(•) instead of
H∗(•;Q), A∗(•;Q), A∗(•;Q).
2.1. Equivariant cohomology. Let G be a Lie group, and let EG be a con-
tractible topological space on which G acts freely on the right. The quotient
BG = EG/G is a classifying space of principal G-bundles, and the natural pro-
jection EG → BG is a universal principal G-bundle; EG and BG are defined up
to homotopy equivalences.
A G-space is a topological space together with a continuous left G-action. Given
a G-space X , define a right G-action on EG×X by
(4) (p, x) · g = (p · g, g−1 · x).
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The homotopy orbit space XG is defined to be the quotient of EG×X by the free
G-action (4). The G-equivariant cohomology of X is defined to be the ordinary
cohomology of the homotopy orbit space XG:
H∗G(X) := H
∗(XG).
In particular, the G-equivariant cohomology of a point pt is the ordinary cohomol-
ogy of the classifying space BG:
H∗G(pt) = H
∗(BG)
Example 5 (Classifying space of C∗-bundles). The Lie group C∗ acts on C∞−{0}
on the right by
v · λ = λv, λ ∈ C∗, v ∈ C∞ − {0}.
C∞ − {0} is contractible, and the C∗-action on C∞ − {0} is free. Therefore (up to
homotopy equivalence)
EC∗ = C∞ − {0}, BC∗ = (C∞ − {0})/C∗ = P∞,
where P∞ is the infinite dimensional complex projective space. Let OP∞(−1) be the
tautological line bundle over P∞, and let u be the first Chern class of OP∞(−1):
u := c1(OP∞(−1)) ∈ H
2(P∞) = H2C∗(pt).
Then H∗C∗(pt) = H
∗(BC∗) = Q[u].
In this paper we will consider action by an algebraic torus T = (C∗)l. Let
πi : BT = (BC
∗)l → BC∗ be the projection to the i-th factor, and let ui = π∗i u ∈
H2(BT ). Then
H∗T (pt) = H
∗(BT ) = Q[u1, . . . , ul].
Example 6. Let T˜ = (C∗)r+1 act on the r-dimensional complex projective space
Pr by
(t˜0, . . . , t˜r) · [z0, . . . , zr] = [t˜0z0, . . . , t˜rzr], (t˜0, . . . , t˜r) ∈ T˜ , [z0, . . . , zr] ∈ P
r.
For i = 0, . . . , r, let pi : BT˜ = (BC
∗)r+1 → BC∗ be the projection to the i-th factor.
Then Pr
T˜
can be identified with the total space of the Pr-bundle
P
(
⊕ri=0p
∗
i (OP∞(−1))
)
→ BT.
In general, let E → X be a rank (r+1) complex vector bundle over a topological
space X, and let π : P(E)→ X be the projectivization of E, which is an Pr-bundle
over X. Then the cohomology H∗(P(E)) of the total space P(E) is an H∗(X)-
algebra generated by H with a single relation
Hr+1 + c1(E)H
r + · · ·+ cr+1(E) = 0,
where ci(E) is the i-th Chern class of E, and H is of degree 2.
In our case E = ⊕ri=0p
∗
iOP∞(−1), so the total Chern class of E is given by
c(E) =
r∏
i=0
(1 + u˜i), u˜i = p
∗
i (c1(OP∞(−1)).
We have
H∗
T˜
(Pr) = H∗(Pr
T˜
) ∼= Q[H, u˜0, . . . , u˜r]/〈
r∏
i=0
(H + u˜i)〉,
where Q[H, u˜0, . . . , u˜r] is the ring of polynomials in H, u˜0, . . . , u˜r with coefficients
in Q, and 〈
∏r
i=0(H + u˜i)〉 is the principal ideal generated by
∏r
i=0(H + u˜i).
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The trivial fiber bundle EG×X → EG with base EG, fiber X descends to a fiber
bundle XG → BG with base BG, fiber X . The inclusion of a fiber, iX : X → XG,
induces a ring homomorphism i∗X : H
∗
G(X) = H
∗(XG)→ H∗(X).
2.2. Equivariant vector bundles and equivariant characteristic classes.
Let G be a Lie group. A continuous map f : X → Y between G-spaces is called
G-equivariant if f(g · x) = g · f(x) for all g ∈ G and x ∈ X .
Let p : V → X be a (real or complex) vector bundle over a G-space X . We say
p : V → X is a G-equivariant vector bundle over X if the following properties hold.
• V is a G-space.
• p is G-equivariant.
• For every g ∈ G, define φ˜g : V → V by v 7→ g · v, and φg : X → X by
x 7→ g · x. Then φ˜g is a vector bundle map covering φg :
V
φ˜g
−−−−→ V
p
y py
X
φg
−−−−→ X
Example 7. When X is a point, a complex vector bundle over X is a complex
vector space V , and a G-equivariant vector bundle over X is a representation ρ :
G→ GL(V ).
Let π : V → X be a G-equivariant vector bundle over a G-space X . Then VG
is a vector bundle over XG. Let c be a characteristic class of vector bundles (for
example, Chern classes ck and Chern characters chk for complex vector bundles,
or the Euler class e for oriented real vector bundles). We define the corresponding
G-equivariant class cG by
cG(V ) := c(VG) ∈ H
∗(XG) = H∗G(X).
If V is a G-equivariant complex vector bundle overX then we call cGk (V ) ∈ H
2k
G (X)
(resp. chGk (V ) ∈ H
2k
G (X)) the G-equivariant k-th Chern class (resp. the G-
equivariant k-th Chern character) of V . If V is a G-equivariant oriented real bundle
of rank r over X then we call eG(V ) ∈ HrG(X) the G-equivariant Euler class of V .
Example 8. For any a ∈ Z, let Ca be the 1-dimensional representation of C∗ with
character t 7→ ta. Then Ca can be viewed as a C∗-equivariant vector bundle over a
point. We have
(Ca)C∗ = {(u, v) ∈ (C
∞ − {0})× C}/(u, v) ∼ (tu, t−av) ∼= OP∞(−a)
cC
∗
1 (Ca) = au ∈ H
2
C∗(pt) = Zu.
2.3. Push-forward. Let X , Y be compact oriented manifolds of dimension r, s,
respectively, and let [X ] ∈ Hr(X), [Y ] ∈ Hs(Y ) be the fundamental classes. A
continuous map f : X → Y induces a group homomorphism
f∗ : Hk(X)→ Hk+s−r(Y )
characterized by
(f∗α) ∩ [Y ] = f∗(α ∩ [X ]) ∈ Hr−k(Y ).
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In particular, if s ≥ r then f∗1 ∈ Hs−r(Y ) is the Poincare´ dual of f∗[X ] ∈ Hr(Y ).
The push-forward map f∗ : H∗(X) → H∗(Y ) is a homomorphism of H∗(Y )-
modules:
f∗(α ∪ f∗β) = (f∗α) ∪ β, α ∈ H∗(X), β ∈ H∗(Y ).
If g : Y → Z is a continuous map and Z is a compact oriented manifold then
g∗ ◦ f∗ = (g ◦ f)∗ : H∗(X)→ H∗(Z).
Example 9. (1) Let V be a rank q oriented real vector bundle over Y , and
let X be the transversal intersection of a section s : Y → V and the zero
section. Let f : X → Y be the inclusion. Then f∗1 = e(V ) ∈ Hq(Y ).
(2) Let pX : X → pt be the constant map to a point. Then pX∗ : H∗(X) →
H∗(pt) ∼= Q can be identified with
∫
X .
Suppose that a Lie group G acts on X and on Y , and let [X ]G ∈ HGr (X), [Y ]
G ∈
HGs (X) be G-equivariant fundamental class, where H
G
∗ (X) is the G-equivariant
homology groups with rational coefficients, constructed from G-invariant cycles in
X . AG-equivariant map f : X → Y induces a group homomorphism f∗ : HGk (X)→
HGk (Y ). It also induces
f∗ : HkG(X)→ H
k+s−r
G (Y )
characterized by
f∗(αG) ∩ [Y ]G = f∗(αG ∩ [X ]G) ∈ HGk−r(X).
In particular, if s ≥ r then f∗1 ∈ Hs−rG (Y ) is the equivariant Poincare´ dual of
f∗[X ]G ∈ HGr (Y ).
We have the following commutative diagram:
HkG(X)
f∗
−−−−→ Hk+s−rG (Y )
i∗X
y yi∗Y
Hk(X)
f∗
−−−−→ Hk+s−r(Y )
where i∗X , i
∗
Y are defined as in the last paragraph of Section 2.1. If s ≥ r then
f∗1 ∈ Hs−r(Y ) is the equivariant Poincare dual of f∗[X ]G ∈ HGr (Y ).
The push-forward map f∗ : H∗G(X) → H
∗
G(Y ) is a homomorphism of H
∗
G(Y )-
modules:
f∗(αG ∪ f∗βG) = (f∗αG) ∪ βG, αG ∈ H∗G(X), β
G ∈ H∗G(Y ).
If G acts on another compact oriented manifold Z, and g : Y → Z is a
G-equivariant map, then g∗ ◦ f∗ = (g ◦ f)∗ : HGk (X) → H
G
k (Z), H
k
G(X) →
Hk+dimZ−dimXG (Z).
Example 10. (1) Let V be a G-equivariant rank q oriented real vector bundle
over Y , and let X be the transversal intersection of a G-equivariant section
s : Y → V and the zero section. Let f : X → Y be the inclusion. Then
f∗1 = eG(V ) ∈ H
q
G(Y ).
(2) Let pX : X → pt be the constant map to a point. Then (pX)∗ : H∗G(X)→
H∗G(pt) = H
∗(BG) is denoted by
∫
[X]G .
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2.4. Localization. Suppose that T = (C∗)l acts on a compact oriented manifold
M , and suppose that each connected component of the T fixed points set MT ⊂
M is a compact orientable submanifold of M . Let F1, . . . , FN be the connected
components of MT . Then (Fj)T = Fj ×BT , so
H∗T (Fj) = H
∗(Fj ×BT ) ∼= H∗(Fj)⊗Q H∗(BT ) = H∗(Fj)⊗Q RT
where RT = H
∗(BT ) = Q[u1, . . . , ul]. Let QT = Q(u1, . . . , ul) be the fractional
field of RT . The equivariant Euler class e
T (Nj) of the normal bundle Nj of Fj inM
is invertible in H∗(Fj)⊗QQT . The inclusion ij : Fj →M induces a homomorphism
(ij)∗ : H∗T (Fj)→ H
∗
T (M) of RT -modules and can be extended to
(ij)∗ : H∗T (Fj)⊗RT QT → H
∗
T (M)⊗RT QT .
Theorem 11 (Atiyah-Bott localization formula [3]).
If αT ∈ H∗T (X) then
(12) αT =
N∑
j=1
(ij)∗
i∗jα
T
eT (Nj)
.
Corollary 13 (integration formula [3, Equation (3.8)]). If α ∈ H∗T (X) then
(14)
∫
[X]T
αT =
N∑
j=1
∫
[Fj ]T
i∗jα
T
eT (Nj)
.
Each term of the right hand side is a rational function in u1, . . . , ul, while
the left hand side is a polynomial in u1, . . . , ul. If α ∈ HkT (X) then
∫
[X]T
αT ∈
Hk−dimXT (pt). In particular,
• If k = dimX then
∫
[X]T α
T ∈ Q.
• If k < dimX or if k − dimX is odd, then
∫
[X]T
αT = 0.
H2mT (pt) is the space of polynomials in u1, . . . , ul with Q coefficients, homogeneous
of degree m.
We also have i∗j1ij2∗ = 0 if j1 6= j2. Therefore the inclusion i : M
T = ∪Nj=1Fj →
M induces an isomorphism
i∗ : H∗T (M
T )⊗RT QT =
N⊕
j=1
H∗(Fj)⊗Q QT → H∗T (M)⊗RT QT .
Example 15. Let T˜ = (C∗)r+1 act on Pr as in Example 6. Then the fixed points
set consists of (r + 1) isolated points.
(Pr)T˜ = {p0 = [1, 0, . . . , 0], p1 = [0, 1, 0, . . . , 0], pr = [0, . . . , 0, 1]}.
Let Dj be the T˜ -invariant divisor defined by xj = 0. Then xj is a T˜ -equivariant sec-
tion of the T˜ -equivariant line bundle OPr(Dj). {xk | k 6= j} defines a T -equivariant
section sj of the rank r vector bundle ⊕k 6=jOPr(Dj). The section sj intersects the
zero section transversally at a single point pj. Let ij : pj → Pr be the inclusion,
and let hj = (c1)T˜ (O(Dj)) ∈ H
2
T˜
(Pr). Then
(ij)∗1 =
∏
k 6=j
hk ∈ H
2r
T˜
(Pr).
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We have
i∗jhk = c
T˜
1 (OPr (Dk)pj ) = u˜k − u˜j ∈ H
2
T˜
(pj).
D0 ∩D1 ∩ · · · ∩Dr is empty, so
h0h1 · · ·hr = 0.
For a fixed k ∈ {1, . . . , r}, (ij)∗(hk − h0) = u˜k − u˜0 for all j ∈ {0, . . . , r}. By
localization, hk − h0 = u˜k − u˜0. Define
H = h0 − u˜0 = h1 − u˜1 = · · · = hr − u˜r.
Then
(ij)∗1 =
∏
k 6=j
(H + u˜k), i
∗
jH = −u˜j ,
l∏
j=0
(H + u˜j) = 0,
where the last identity agrees with the relation derived in Example 6.
Definition 16 (equivariant integration on noncompact spaces). Suppose that X is
a noncompact oriented manifold, but XT is a finite union of compact, orientable
submanifolds F1, . . . , FN . We define
∫
[X]T : H
∗
T (M)→ Q(u1, . . . , ul) by∫
[X]T
αT =
N∑
j=1
∫
[Fj ]T
i∗jα
T
eT (Nj)
.
In the above Definition 16,
∫
[X]T α
T can be nonzero even if αT ∈ HkT (X) and
k < dimM . The following is a simple example.
Example 17. Let T = (C∗)2 act on C2 by (t1, t2) · (z1, z2) = (t1z1, t2z2) for
(t1, t2) ∈ T , (z1, z2) ∈ C2. Then∫
[C2]T
1 =
1
eT (T0C2)
=
1
u1u2
.
2.5. Equivariant Riemann-Roch. Let X be a compact complex manifold with
a holomorphic T -action. The constant map X → pt also induces an additive map
between equivariant K-theories:
π! : KT (X)→ KT (pt), E 7→
∑
i
(−1)iHi(X, E)
where E is a T -equivariant holomorphic vector bundle over X , and Hi(X, E) are
the sheaf cohomology groups, which are representations of T .
A representation of T is determined by its T -equivariant Chern character chT .
We can compute chT (π!E) by Grothendieck-Riemann-Roch (GRR) theorem and the
Atiyah-Bott localization formula. Applying GRR to the fibration π : XT → BT ,
we have
chT (π!E) =
∫
[X]T
chT (E)tdT (TX)
where tdT (TX) is the T -equivariant Todd class of the tangent bundle TX of X .
By the integration formula (14),∫
[X]T
chT (E)tdT (TX) =
N∑
j=1
∫
[Fj ]T
i∗j
(
chT (E)tdT (TX)
)
eT (Nj)
.
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We now specialize to the case where Fj are isolated points. We write p1, . . . , pN
instead of F1, . . . , FN . Let r = dimCX , and let
xj,1, . . . , xj,r ∈ H
2
T (pt) =
l⊕
i=1
Qui
be the weights of the T -action on the tangent space TpjX of X at pj. Then
i∗j td
T (TX) =
r∏
k=1
xj,k
1− e−xj,k
, eT (Nj) = e
T (TpjX) =
r∏
k=1
xj,k.
Let m = rankCE , and let
yj,1, . . . , yj,m ∈ H
2
T (pt)
be the weights of the T -action on the fiber Epj of E at pj . Then
i∗jch
T (E) =
m∑
l=1
eyj,l .
Therefore
(18) chT (π!E) =
N∑
j=1
∑m
l=1 e
yj,l∏r
k=1(1 − e
−xj,k)
.
Example 19. Suppose that T = (C∗)l acts on on P1, and let L → P1 be a T -
equivariant line bundle. The weights of the T -actions on T0P
1, T∞P1, L0, L∞ are
given by u, −u, w, w − au, respectively, where u,w ∈ H2T (pt;Q) and a ∈ Z is the
degree of L. Then
chT (H0(P1, L)−H1(P1, L)) =
∫
[P1]T
chT (L)tdT (TP1)
=
ew
1− e−u
+
ew−au
1− eu
=
{∑a
i=0 e
w−iu, a ≥ 0
−
∑−a−1
i=1 e
w+iu a < 0
Indeed,
H0(P1, L) =
{∑a
i=0 e
w−iu, a ≥ 0,
0, a < 0.
H1(P1, L) =
{
0, a ≥ 0,∑−a−1
i=1 e
w+iu, a < 0.
2.6. Basic intersection theory in algebraic geometry. We refer to [20] for
intersection theory on schemes, and to [58] for intersection theory on Deligne-
Mumford stacks.
Given a scheme or a Deligne-Mumford stack M over C, let A∗(M) = ⊕kAk(M)
be the Chow groups of M with rational coefficients, and let A∗(M) = ⊕kAk(M)
be the operational Chow cohomology groups (see [20]) with rational coefficients.
There is a cap product
Ak(M)×Al(M)→ Al−k(M), (α, β) 7→ α ∩ β,
and a group homomorphism deg : A0(M) → Q. If M is a scheme and p ∈ M is
a smooth point then deg[p] = 1; if M is a Deligne-Mumford stack and p ∈ M is
a smooth point with automorphism group Aut(p) (which is a finite group) then
deg[p] = 1/|Aut(p)|. (In this paper, |S| denotes the cardinality of a finite set S.)
We extend deg to A∗(X) by sending Ak(X) to zero for k 6= 0.
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If M is a proper smooth scheme or a proper smooth Deligne-Mumford stack of
dimension r, then there is a fundamental class
[M ] ∈ Ar(M).
We define
∫
M
: A∗(M)→ Q by∫
M
α = deg(α ∩ [M ]) ∈ Q.
2.7. Equivariant intersection theory in algebraic geometry. We have dis-
cussed equivariant intersection theory on topological spaces, and localization of
equivariant cohomology on manifolds. We now discuss equivariant intersection
theory on schemes and Deligne-Mumford stacks, and virtual localization. This is
similar to the discussion in Section 2.1 – 2.5, so we will just give a brief summary
in the case G = T = (C∗)l. We refer to [15] for equivariant intersection theory on
schemes and algebraic spaces.
Suppose that T = (C∗)l acts on a scheme or a Deligne-Mumford stackM over C.
The T -equivariant operational Chow cohomology ofM is defined to be the ordinary
operational Chow cohomology of the quotient stack [M/T ]:
A∗T (M) := A
∗([M/T ]).
In particular,
A∗T (pt) = A
∗([pt/T ]) = Q[u1, . . . , ul].
The T -equivariant Chow groups AT∗ (M) is constructed from T -invariant cycles in
M . We refer to [15] for the construction.
A T -equivariant vector bundle V →M corresponds to a vector bundle [V/T ]→
[M/T ]. Define the T -equivariant Chern classes and Chern characters of E by
cTk (V ) := ck([V/T ]) ∈ A
k
T (M), ch
T
k (V ) := chk([V/T ]) ∈ A
k
T (M).
Now suppose that M is a proper Deligne-Mumford stack with a T -equivariant
perfect obstruction theory of virtual dimension m. In particular, locally there
exists a two term complex of T -equivariant vector bundles E → F over M , where
rankF −rankE = m, such that we have an exact sequence of T -equivariant sheaves:
0→ T 1 → F∨ → E∨ → T 2 → 0.
The perfect obstruction theory defines a T -equivariant virtual fundamental class
[M ]vir,T ∈ ATm(M)
which defines ∫
[M ]vir,T
: AkT (M)→ A
k−m
T (pt).
In particular,
∫
[M ]vir,T
sends AkT (M) to 0 if k < m.
2.8. Virtual localization. Let MT denote the substack of T -fixed points in M .
Let F1, . . . , FN be the connected components of M
T . We assume that each Fj is
a proper Deligne-Mumford substack. Given any ξ ∈ MT , let T 1 and T 2 be the
tangent and obstruction spaces at ξ. Then T acts on T 1 and T 2. Let T i,f ⊂ T i be
the maximal subspace where T acts trivially. Then T i = T i,f ⊕ T i,m. We call T i,f
and T i,m the fixed and moving parts of T i, respectively. Then T i,f defines a perfect
obstruction theory on each Fj and a virtual fundamental class [Fj ]
vir,T ∈ AT∗ (Fj).
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The virtual normal bundle Nvirj of Fj in M is N
vir
j = T
1,m
j − T
2,m
j . The T -
equivariant Euler class eT (N
vir
j ) ∈ A
∗
T (Fj) is invertible in
A∗T (Fj)⊗RT QT = A
∗(Fj)⊗Q QT
where RT = Q[u1, . . . , ul], QT = Q(u1, . . . , ul). Let ij : Fj → M be the inclu-
sion. Assuming the existence of a T -equivariant embedding from M into a smooth
Deligne-Mumford stack, Graber and Pandharipande proved the following localiza-
tion formula [24] (see also K. Behrend [5], A. Kresch [41]):
Theorem 20 (virtual localization).
(21) [X ]virT =
N∑
j=1
(ij)∗
[Fj ]
vir,T
eT (Nvirj )
.
Corollary 22 (intergration formula). If αT ∈ A∗T (M) then
(23)
∫
[M ]vir,T
αT =
N∑
j=1
∫
[Fj ]vir,T
i∗jα
T
eT (Nvirj )
.
Definition 24 (equivariant integration on non-proper Deligne-Mumford stack).
Suppose that X is a non-proper Deligne-Mumford stack with a perfect obstruction
theory, and XT is a finite union of proper Deligne-Mumford stacks F1, . . . , FN . We
define
∫
[X]vir,T : A
∗
T (M)→ Q(u1, . . . , ul) by∫
[X]vir,T
αT =
N∑
j=1
∫
[Fj ]vir,T
i∗jα
T
eT (Nj)
.
3. Gromov-Witten Theory
In this section, we give a brief review of Gromov-Witten theory. We work over
C.
3.1. Moduli of stable curves and Hodge integrals. An n-pointed, genus g
prestable curve is a connected algebraic curve C of arithmetic genus g together with
n ordered marked points x1, . . . , xn ∈ C, where C has at most nodal singularities,
and x1, . . . , xn are distinct smooth points. An n-pointed, genus g prestable curve
(C, x1, . . . , xn) is stable if its automorphism group is finite, or equivalently,
HomOC (ΩC(x1 + · · ·+ xn),OC) = 0.
LetMg,n be the moduli space of n-pointed, genus g stable curves, where n, g are
nonnegative integers. We assume that 2g − 2 + n > 0, so that Mg,n is nonempty.
Then Mg,n is a proper smooth Deligne-Mumford stack of dimension 3g − 3 + n
[14, 38, 36, 37]. The tangent space of Mg,n at a moduli point [(C, x1, . . . , xn)] ∈
Mg,n is given by
Ext1OC (ΩC(x1 + · · ·+ xn),OC).
Since Mg,n is a proper Deligne-Mumford stack, we may define∫
Mg,n
: A∗(Mg,n)→ Q.
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We now introduce some classes in A∗(Mg,n). There is a forgetful morphism π :
Mg,n+1 →Mg,n given by forgetting the (n+ 1)-th marked point (and contracting
the unstable irreducible component if there is one):
[(C, x1, . . . , xn, xn+1)] 7→ [(C
st, x1, . . . , xn)]
where (Cst, x1, . . . , xn) is the stabilization of the prestable curve (C, x1, . . . , xn).
π :Mg,n+1 →Mg,n can be identified with the universal curve over Mg,n.
• (λ classes) Let ωπ be the relative dualizing sheaf of π : Mg,n+1 → Mg,n.
The Hodge bundle E = π∗ωπ is a rank g vector bundle over Mg,n whose
fiber over the moduli point [(C, x1, . . . , xn)] ∈ Mg,n isH0(C, ωC), the space
of sections of the dualizing sheaf ωC of the curve C. The λ classes are
defined by
λj = cj(E) ∈ A
j(Mg,n).
• (ψ classes) The i-th marked point xi gives rise a section si : Mg,n →
Mg,n+1 of the universal curve. Let Li = s∗iωπ be the line bundle over
Mg,n whose fiber over the moduli point [(C, x1, . . . , xn)] ∈ Mg,n is the
cotangent line T ∗xiC of C at xi. The ψ classes are defined by
ψi = c1(Li) ∈ A
1(Mg,n).
Hodge integrals are top intersection numbers of λ classes and ψ classes:
(25)
∫
Mg,n
ψa11 · · ·ψ
an
n λ
k1
1 · · ·λ
kg
g ∈ Q.
By definition, (25) is zero unless
a1 + · · ·+ an + k1 + 2k2 + · · ·+ gkg = 3g − 3 + n.
Using Mumford’s Grothendieck-Riemann-Roch calculations in [47], Faber proved,
in [17], that general Hodge integrals can be uniquely reconstructed from the ψ in-
tegrals (also known as descendant integrals):
(26)
∫
Mg,n
ψa11 · · ·ψ
an
n .
The descendant integrals can be computed recursively by Witten’s conjecture which
asserts that the ψ integrals (26) satisfy a system of differential equations known as
the KdV equations [59]. The KdV equations and the string equation determine all
the ψ integrals (26) from the initial value
∫
M0,3 1 = 1. For example, from the initial
value
∫
M0,3 1 = 1 and the string equation, one can derive the following formula of
genus 0 descendant integrals:
(27)
∫
M0,n
ψa11 · · ·ψ
an
n =
(n− 3)!
a1! · · · an!
where a1 + · · ·+ an = n− 3 [40, Section 3.3.2].
The Witten’s conjecture was first proved by Kontsevich in [39]. By now, Witten’s
conjecture has been reproved many times (Okounkov-Pandharipande [48], Mirza-
khani [45], Kim-Liu [35], Kazarian-Lando [34], Chen-Li-Liu [10], Kazarian [33],
Mulase-Zhang [46], etc.).
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3.2. Moduli of stable maps. LetX be a nonsingular projective or quasi-projective
variety over C, and let β ∈ H2(X ;Z). An n-pointed, genus g, degree β prestable
map to X is a morphism f : (C, x1, . . . , xn) → X , where (C, x1, . . . , xn) is an
n-pointed, genus g prestable curve, and f∗[C] = β. Two prestable maps
f : (C, x1, . . . , xn)→ X, f
′ : (C′, x′1, . . . , x
′
n)→ X
are isomorphic if there exists an isomorphism φ : (C, x1, . . . , xn)→ (C′, x′1, . . . , x
′
n)
of n-pointed prestable curves such that f = f ′◦φ. A prestable map f : (C, x1, . . . , xn)→
X is stable if its automorphism group is finite. The notion of stable maps was in-
troduced by Kontsevich [40].
The moduli space Mg,n(X, β) of n-pointed, genus g, degree β stable maps to X
is a Deligne-Mumford stack which is proper when X is projective [7].
3.3. Obstruction theory and virtual fundamental classes. The tangent space
T 1 and the obstruction space T 2 at a moduli point [f : (C, x1, . . . , xn) → X ] ∈
Mg,n(X, β) fit in the tangent-obstruction exact sequence:
(28)
0→Ext0OC (ΩC(x1 + · · ·+ xn),OC)→ H
0(C, f∗TX)→ T 1
→Ext1OC (ΩC(x1 + · · ·+ xn),OC)→ H
1(C, f∗TX)→ T 2 → 0
where
• Ext0OC (ΩC(x1 + · · ·+ xn),OC) is the space of infinitesimal automorphisms
of the domain (C, x1, . . . , xn),
• Ext1OC (ΩC(x1 + · · ·+ xn),OC) is the space of infinitesimal deformations of
the domain (C, x1, . . . , xn),
• H0(C, f∗TX) is the space of infinitesimal deformations of the map f , and
• H1(C, f∗TX) is the space of obstructions to deforming the map f .
T 1 and T 2 form sheaves T 1 and T 2 on the moduli space Mg,n(X, β).
Let X be a nonsingular projective variety. We sayX is convex if H1(C, f∗TX) =
0 for all genus 0 stable maps f . Projective spaces Pn, or more generally, generalized
flag varieties G/P , are examples of convex varieties. When X is convex and g = 0,
the obstruction sheaf T 2 = 0, and the moduli spaceM0,n(X, β) is a smooth Deligne-
Mumford stack.
In general, Mg,n(X, β) is a singular Deligne-Mumford stack equipped with a
perfect obstruction theory: there is a two term complex of locally free sheavesE → F
on Mg,n(X, β) such that
0→ T 1 → F∨ → E∨ → T 2 → 0
is an exact sequence of sheaves. (See [6] for the complete definition of a perfect
obstruction theory.) The virtual dimension dvir of Mg,n(X, β) is the rank of the
virtual tangent bundle T vir = F∨ − E∨.
(29) dvir =
∫
β
c1(TX) + (dimX − 3)(1− g) + n
Suppose thatMg,n(X, β) is proper. (Recall that ifX is projective thenMg,n(X, β)
is proper for any g, n, β.) Then there is a virtual fundamental class
[Mg,n(X, β)]
vir ∈ Advir(Mg,n(X, β)).
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The virtual fundamental class has been constructed by Li-Tian [42], Behrend-
Fantechi [6] in algebraic Gromov-Witten theory. The virtual fundamental class
allows us to define∫
[Mg,n(X,β)]vir
: A∗(Mg,n(X, β)) −→ Q, α 7→ deg(α ∩ [Mg,n(X, β)]vir).
3.4. Gromov-Witten invariants. Let X be a nonsingular projective variety.
Gromov-Witten invariants are rational numbers defined by applying∫
[Mg,n(X,β)]vir
: A∗(Mg,n(X, β))→ Q
to certain classes in A∗(Mg,n(X, β)).
Let evi :Mg,n(X, β)→ X be the evaluation at the i-th marked point: evi sends
[f : (C, x1, . . . , xn) → X ] ∈ Mg,n(X, β) to f(xi) ∈ X . Given γ1, . . . , γn ∈ A∗(X),
define
(30) 〈γ1, . . . , γn〉
X
g,β =
∫
[Mg,n(X,β)]vir
ev∗1γ1 ∪ · · · ∪ ev
∗
nγn ∈ Q.
These are known as the primary Gromov-Witten invariants of X . More generally,
we may also view [Mg,n(X, β)]vir as a class in H2d(Mg,n(X, β)). Then (30) is
defined for ordinary cohomology classes γ1, . . . , γn ∈ H∗(X), including odd coho-
mology classes which do not come from A∗(Mg,n(X, β)).
Let π : Mg,n+1(X, β) → Mg,n(X, β) be the universal curve. For i = 1, . . . , n,
let si : Mg,n(X, β) →Mg,n+1(X, β), be the section which corresponds to the i-th
marked point. Let ωπ → Mg,n+1(X, β) be the relative dualizing sheaf of π, and
let Li = s
∗
iωπ be the line bundle over Mg,n(X, β) whose fiber at the moduli point
[f : (C, x1, . . . , xn) → X ] ∈ Mg,n(X, β) is the cotangent line T ∗xiC at the i-th
marked point xi. The ψ-classes are defined to be
ψi := c1(Li) ∈ A
1(Mg,n(X, β)), i = 1, . . . , n.
We use the same notation ψi to denote the corresponding classes in the ordinary
cohomology group H2(Mg,n(X, β)).
The descendant Gromov-Witten invariants are defined by
(31) 〈τa1(γ1) · · · τan(γn)〉
X
g,β :=
∫
[Mg,n(X,β)]vir
ev∗1γ1 ∪ψ
a1
1 ∪ · · · ∪ ev
∗
nγn ∪ψ
an
n ∈ Q.
Suppose that γi ∈ Hdi(X). Then (31) is zero unless
(32)
n∑
i=1
di + 2
n∑
i=1
ai = 2
(∫
β
c1(TX) + (dimX − 3)(1− g) + n
)
.
Remark 33. Note that
ψi 6= π
∗ψi.
where the ψi on the left hand side is an element in H
2(Mg,n+1(X, β)), whereas
the ψi on the right hand side is an element in H
2(Mg,n(X, β)). Indeed, let Di ⊂
Mg,n+1(X, β) be the divisor associated to the section si. Then ψi = π∗ψi + [Di]
[59, Section 2b].
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4. Toric Varieties
In this section, we review geometry and topology of nonsingular toric varieties.
We refer to [21] for the theory of toric varieties. We also introduce the toric graph
of a nonsingular toric variety that satisfies some mild assumptions. In Section 5,
we will see that the toric graph contains all the information needed for computing
Gromov-Witten invariants and equivariant Gromov-Witten invariants of the toric
variety.
4.1. Basic notation. Let X be a smooth toric variety of dimension r. Then X
contains the algebraic torus T = (C∗)r as a dense open subset, and the action of
T on itself extends to X . Let N = Hom(C∗, T ) ∼= Zr be the lattice of 1-parameter
subgroups of T , and let M = Hom(T,C∗) be the lattice of irreducible characters
of T . Then M = Hom(N,Z) is the dual lattice of N . Let NR = N ⊗Z R and
MR = M ⊗Z R, so that they are dual real vector spaces of dimension r.
The toric variety X is defined by a fan Σ ⊂ NR. Let Σ(k) be the set of k-
dimensional cones in Σ. A k-dimensional cone σ ∈ Σ(k) corresponds to an (r− k)-
dimensional orbit closure V (σ) of the T -action on X . We make the following
assumption:
Assumption 34. • Σ(r) is nonempty, so that X contains at least one fixed
point.
• Each (r− 1) dimensional cone τ ∈ Σ(r− 1) is contained in at least one top
dimensional cone σ ∈ Σ(r).
We introduce some notation:
• Let {e1, . . . , er} be a Z-basis of N , and let {u1, . . . , ur} be the dual Z-basis
of M = Hom(N,Z): 〈ui, ei〉 = δij .
• Given linearly independent vectors w1, . . . , wk ∈ N , define
Cone({w1, . . . , wk}) = {t1w1 + · · · tkwk | t1, . . . , tk ∈ R≥0}.
We define Cone(∅) = {0}.
Example 35 (Pr). N = ⊕ri=1Zei. Let
vi = ei, 1 ≤ i ≤ r, v0 = −e1 − · · · − er.
The projective space Pr is a nonsingular projective toric variety of dimension r,
defined by the fan
Σ = {Cone(S) | S ⊂ {v0, . . . , vr}, |S| ≤ r}.
Example 36 (OP1(−1)⊕OP1(−1)). N = Ze1 ⊕ Ze2 ⊕ Ze3. Define
v1 = e1, v2 = e2, v3 = e3, v4 = e1 + e2 − e3.
Given 1 ≤ i1 < · · · < ik ≤ 4, define
σi1···ik = Cone({vi1 , . . . , vik}).
The total space of OP1(−1)⊕OP1(−1) is a nonsingular quasi-projective toric variety
of dimension 3, defined by the fan
Σ = {{0}, σ1, σ2, σ3, σ4, σ12, σ13, σ23, σ24, σ34, σ123, σ234}.
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4.2. One-skeleton. The set of T fixed points in X is given by
{pσ := V (σ) : σ ∈ Σ(r)}.
The set of 1-dimensional T orbit closures in X is given by
{ℓτ := V (τ) : τ ∈ Σ(r − 1)}.
Under our assumption, each ℓτ is either an affine line C or a projective line P
1. We
define
Σ(r − 1)c = {τ ∈ Σ(r − 1)c : ℓτ ∼= P
1}.
Note that Σ(r− 1)c = Σ(r− 1) if X is proper. We define the 1-skeleton of X to be
the union of 1-dimensional orbit closures:
(37) X1 :=
⋃
τ∈Σ(r−1)
ℓτ .
We define the set of flags in Σ to be
F (Σ) = {(τ, σ) ∈ Σ(r − 1)× Σ(r) | τ ⊂ σ}
= {(τ, σ) ∈ Σ(r − 1)× Σ(r) | pσ ∈ ℓτ}.
Example 38 (Pr). We use the notation in Example 35. Define
σi = Cone{vj | j 6= i}, i = 0, . . . , r,
τij = σi ∩ σj ∈ Σ(r − 1), 0 ≤ i < j ≤ r.
Then
Σ(r) = {σi | i = 0, . . . , r}
Σ(r − 1) = Σ(r − 1)c = {τij | 0 ≤ i < j ≤ r}
F (Σ) = {(τij , σi) | 0 ≤ i < j ≤ n} ∪ {(τij , σj) | 0 ≤ i < j ≤ r}.
Example 39 (OP1(−1)⊕OP1(−1)). We use the notation in Example 36.
Σ(3) = {σ123, σ234}, Σ(2) = {σ12, σ13, σ23, σ24, σ34}, Σ(2)c = {σ23}
F (Σ) = {(σ12, σ123), (σ13, σ123), (σ23, σ123), (σ23, σ234), (σ24, σ234), (σ34, σ234)}
4.3. Toric graph. The sets Σ(r), Σ(r − 1) and F (Σ) define a connected graph
Υ. Each top dimensional cone σ ∈ Σ(r) corresponds to a vertex v(σ) in Υ. Each
(r − 1) dimensional cone τ ∈ Σ(r − 1) corresponds to an edge e(τ) in Υ; e(τ) is a
ray if ℓτ ∼= C, and is a line segment if ℓτ ∼= P1. The vertex v(σ) is contained in the
edge e(τ) if and only if the fixed point pσ is contained in the (affine or projective)
line ℓτ .
Given any top dimensional cone σ ∈ Σ(r), define the following subset of Σ(r−1):
Eσ = {τ ∈ Σ(r − 1) | τ ⊂ σ} = {τ ∈ Σ(r − 1) | pσ ∈ ℓτ}.
Then |Eσ| = n. Therefore Υ is an r-valent graph.
Given a flag (τ, σ) ∈ F (Σ), let w(τ, σ) ∈ M = Hom(T,C∗) be the weight of
T -action on Tpσℓτ , the tangent line to ℓτ at the fixed point pσ, namely,
w(τ, σ) := cT1 (Tpσℓτ ) ∈ H
2
T (pσ;Z)
∼=M.
This gives rise to a map w : F (Σ)→M satisfying the following properties.
(1) Given any σ ∈ Σ(r), the set {w(τ, σ) | τ ∈ Eσ} form a Z-basis of M . These
are the weights of the tangent space TpσX to X at the fixed point pσ.
(2) Any τ ∈ Σ(r − 1)c is contained in two top dimensional cones σ, σ
′ ∈ Σ(r).
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(a) w(τ, σ) +w(τ, σ′) = 0.
(b) Let Eσ = {τ1, . . . , τr}, where τr = τ . For any τi ∈ Eσ there exists a
unique τ ′i ∈ Eσ′ and ai ∈ Z such that
w(τ ′i , σ
′) = w(τi, σ)− aiw(τ, σ).
In particular, τ ′r = τr = τ and ar = 2.
Let τ be as in (2). The normal bundle of ℓτ ∼= P1 in X is given by
Nℓτ/X
∼= L1 ⊕ · · · ⊕ Ln−1
where Li is a degree ai T -equivariant line bundle over ℓτ such that the weights of the
T -actions on the fibers (Li)pσ and (Li)pσ′ are w(τi, σ) and w(τ
′
i , σ
′), respectively.
Example 40 (Pr). In notation in Example 38,
w(σ0j , σ0) = −w(σ0j , σj) = uj , j = 1, . . . , r,
w(σij , σi) = −w(σij , σj) = uj − ui, 1 ≤ i < j ≤ r.
Example 41 (OP1(−1)⊕OP1(−1)). In notation in Example 36 and Example 39,
w(σ23, σ123) = u1, w(σ13, σ123) = u2, w(σ12, σ123) = u3,
w(σ23, σ234) = −u1, w(σ24, σ234) = u1 + u3, w(σ34, σ234) = u1 + u2.
We now give another interpretations of the weight w(τ, σ) associated to a flag
(τ, σ) ∈ F (Γ). There is a unique ρ ∈ Σ(1) such that ρ ⊂ σ and ρ 6⊂ τ . Dρ := V (ρ)
is a T -invariant divisor which intersects the T -invariant (affine or projective) line
ℓτ transversally at the T -fixed point pσ. Then w(τ, σ) is the weight of the T -action
on O(Dρ)pσ , i.e.
w(τ, σ) = cT1 (O(Dρ)pσ ).
The formal completion Xˆ of X along X1, together with the T -action, can be
reconstructed from the graph Υ and w : F (Σ)→M . We call (Υ,w) the toric graph
defined by Σ.
4.4. Induced torus action. Suppose that there is a group homomorphism φ :
T ′ → T from another torus T ′ ∼= (C∗)s to T ∼= (C∗)r. Then T ′ acts on X by
t′ · x = φ(t′) · x, t′ ∈ T, x ∈ X.
The group homomorphism φ : T ′ → T induces group homomorphisms
φ∗ : N ′ = Hom(C∗, T ′) −→ Hom(C∗, T )
φ∗ :M = Hom(T,C∗) −→ Hom(T ′,C∗)
An important example is the big torus T˜ = (C∗)s coming from the geometric
quotient, where s = |Σ(1)| ≥ r. Let IΣ be the ideal of C[z1, . . . , zs] generated by
{
∏
ρi 6⊂σ
zi : σ ∈ Σ},
and let Z(IΣ) be the closed subscheme of C
s defined by IΣ. Then
X = (Cs − Z(IΣ))/(C
∗)s−r.
Let Σ(1) = {ρ1, . . . , ρs}. For each ρα there exists a unique primitive vector vα ∈ N
such that ρα ∩N = Z≥0vα. The group homomorphism
φ∗ : N˜ =
s⊕
α=1
Ze˜α −→ N =
r⊕
i=1
Zei, e˜α 7→ vα
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induces group homomorphisms
φ : T˜ = (C∗)s −→ T = (C∗)r, (t˜1, . . . , t˜s) 7→ (
s∏
α=1
t˜〈u1,vα〉α , . . . ,
s∏
α=1
t˜〈ur ,vα〉α )
and
φ∗ :M =
r⊕
i=1
Zui −→ M˜ =
s⊕
α=1
Zu˜α, ui 7→
s∑
α=1
〈ui, vα〉u˜α.
Example 42 (Pr). Pr = (Cr+1 − {0})/C∗. The group homomorphism
φ∗ : N˜ =
r⊕
i=0
Ze˜i −→ N =
r⊕
i=1
Zei, e˜i 7→ vi,
induces group homomorphisms
φ : T˜ = (C∗)r+1 → T = (C∗)r, (t˜0, . . . , t˜r) 7→ (t˜1t˜−10 , , t˜r t˜
−1
0 ).
and
φ∗ :M =
r⊕
i=1
Zui −→ M˜ =
r⊕
i=0
Zu˜i, ui 7→ u˜i − u˜0, i = 1, . . . , r.
We have
φ∗ ◦w(τij , σi) = −w(τij , σj) = u˜j − u˜i, 0 ≤ i < j ≤ r.
4.5. Cohomology and equivariant cohomology. Let X be a smooth toric va-
riety of dimension r defined by a fan Σ. Let Σ(1) = {ρ1, . . . , ρs}, and let vα ∈ N
be the unique primitive vector such that ρα ∩N = Z≥0vα. Let Dα = V (ρα).
Given σ ∈ Σ(k), the scheme theoretic intersection of toric subvarieties Dα and
V (σ) is given by
(43) Dα ∩ V (σ) =
{
V (γ) if σ and vα span the cone γ ∈ Σ(k + 1),
∅ if σ and vα do not span a cone in Σ.
Now assume that X is projective, so that V (σ) is projective for all σ ∈ Σ. Given
a k-dimensional cone σ ∈ Σ(k), let [V (σ)] ∈ H2k(X) be the Poincare´ dual of the
homology class represented by V (σ), and let [V (σ)]T ∈ H2kT (X) be the equivariant
Poincare´ dual of the T -equivariant homology class represented by the T -invariant
subvariety V (σ). Then Ak(X) = H2k(X) is generated, as a Q-vector space, by
{[V (σ)] | σ ∈ Σ(k)}, and AkT (X) = H
2k
T (X) is generated by {[V (σ)]
T | σ ∈ Σ(k)}.
We have
(i) If vi1 , . . . , vik do not span a cone of Σ then
[Di1 ] ∪ · · · ∪ [Dik ] = 0 ∈ H
2k(X),
[Di1 ]
T ∪ · · · ∪ [Dik ]
T = 0 ∈ H2kT (X).
(ii) For any u ∈M ⊂ H2T (X),
s∑
α=1
〈u, vα〉[Dα] = 0 ∈ H
2(X),
s∑
α=1
〈u, vα〉[Dα]
T = u ∈ H2T (X).
The above (i) follows from (43). To see (ii), let χu : T → C∗ be the character which
corresponds to u ∈ M . Then χu is a rational function on X which defines a T -
invariant principal divisor
∑s
α=1〈u, vα〉[Dα]
T . Relations (i) and (ii) are essentially
all the relations in H∗(X) or H∗T (X).
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Definition 44. (1) Let I be the ideal in Q[X1, . . . , Xs] generated by the mono-
mials {Xi1 · · ·Xik | vi1 , . . . , vik do not generate a cone in Σ}.
(2) Let J be the ideal in Q[X1, . . . , Xs] generated by {
∑s
α=1〈u, vα〉Xα | u ∈M}.
(3) Let I ′ be the ideal in RT [X1, . . . , Xs] = Q[X1, . . . , Xs, u1, . . . , ur] generated
by the monomials {Xi1 · · ·Xik | vi1,...,ik do not generate a cone in Σ}.
(4) Let J ′ be the ideal in RT [X1, . . . , Xs] = Q[X1, . . . , Xs, u1, . . . , ur] generated
by {
∑s
α=1〈u, vα〉Xα − u | u ∈M}.
With all the above definitions, the cohomology and equivariant cohomology rings
of X can be describe explicitly as follows. (See for example [21, Section 5.2], [22,
Lecture 14].)
Theorem 45.
H∗(X) ∼= Q[X1, . . . , Xs]/(I + J).
H∗T (X) ∼= Q[X1, . . . , Xs, u1, . . . , ur]/(I
′ + J ′) ∼= Q[X1, . . . , Xs]/I.
The isomorphism is given by Xα 7→ [Dα] or [Dα]T .
The ring Q[X1, . . . , Xs]/I is known as the Stanley-Reisner ring. The ring homo-
morphism
i∗X : H
∗
T (X) = Q[X1, . . . , Xs, u1, . . . , ur]/(I
′+J ′)→ H∗(X) = Q[X1, . . . , Xs]/(I+J)
is surjective. The kernel is the ideal generated by u1, . . . , ur. We say γ
T ∈ H∗T (X)
is a T -equivariant lift of γ ∈ H∗(X) if i∗X(γ
T ) = γ.
Example 46 (Pr).
H∗(Pr) ∼= Q[X0, . . . , Xr]/〈X0 · · ·Xr, X1 −X0, . . . , Xr −X0〉 ∼= Q[X ]/〈Xr+1〉.
H∗T (P
r) ∼= Q[X0, . . . , Xr, u1, . . . , ur]/〈X0 · · ·Xr, X1 −X0 − u1, . . . , Xr −X0 − ur〉
= Q[X,u1, . . . , ur]/〈X(X + u1) · · · (X + ur)〉.
5. Gromov-Witten Invariants of Smooth Toric Varieties
Let X be a nonsingular toric variety of dimension r. Then T = (C∗)r acts on
X , and acts on Mg,n(X, β) by
t · [f : (C, x1, . . . , xn)→ X ] 7→ [t · f : (C, x1, . . . , xn)→ X ]
where (t · f)(z) = t · f(z), z ∈ C. The evaluation maps evi : Mg,n(X, β) → X are
T -equivariant and induce ev∗i : A
∗
T (X)→ A
∗
T (Mg,n(X, β)).
5.1. Equivariant Gromov-Witten invariants. Suppose thatMg,n(X, β) is proper,
so that there are virtual fundamental classes
[Mg,n(X, β)]
vir ∈ Advir(Mg,n(X, β)), [Mg,n(X, β)]
vir,T ∈ ATdvir(Mg,n(X, β)),
where
dvir =
∫
β
c1(TX) + (r − 3)(1− g) + n.
Given γi ∈ Adi(X) = H2di(X) and ai ∈ Z≥0, define 〈τai(γ1) · · · τan(γn)〉
X
g,β as in
Section 3.4:
(47) 〈τa1(γ1) · · · τan(γn)〉
X
g,β =
∫
[Mg,n(X,β)]vir
n∏
i=1
(ev∗i γi ∪ ψ
ai
i ) ∈ Q.
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By definition, (47) is zero unless
∑n
i=1 di = d
vir. In this case,
(48) 〈τa1(γ1) · · · τaN (γn)〉
X
g,β =
∫
[Mg,n(X,β)]vir,T
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
where γTi ∈ A
di
T (X) is any T -equivariant lift of γi ∈ A
di(X), and ψTi ∈ A
1
T (Mg,n(X, β))
is any T -equivariant lift of ψi ∈ A1(Mg,n(X, β)).
In this section, we fix a choice of ψTi as follows. A stable map f : (C, x1, . . . , xn)→
X induces C-linear maps TxiC → Tf(xi)X for i = 1, . . . , n. This gives rise to
L∨i → ev
∗
iTX . The T -action on X induces a T -action on TX , so that TX is a
T -equivariant vector bundle over X , and ev∗i TX is a T -equivariant vector bundle
over Mg,n(X, β). Let T act on Li such that L∨i → ev
∗
iTX is T -equivariant, and
define
ψTi = c
T
1 (Li) ∈ A
1
T (Mg,n(X, β)), i = 1, . . . , n.
Then ψTi is a T -equivariant lift of ψi = c1(Li) ∈ A
1(Mg,n(X, β)).
Given γTi ∈ A
di
T (X), we define equivariant Gromov-Witten invariants
(49)
〈τa1(γ
T
1 ), · · · , τan(γ
T
n )〉
XT
g,β :=
∫
[Mg,n(X,β)]vir,T
n∏
i=1
(
ev∗i γ
T
i (ψ
T
i )
ai
)
∈ Q[u1, . . . , ul](
n∑
i=1
di − d
vir).
whereQ[u1, . . . , ul](k) is the space of degree k homogeneous polynomials in u1, . . . , ul
with rational coefficients. In particular,
〈τa1(γ
T
1 ), · · · , τan(γ
T
n )〉
XT
g,β =
{
0,
∑n
i=1 di < d
vir,
〈τa1(γ1), · · · , τan(γn)〉
X
g,β ∈ Q,
∑n
i=1 di = d
vir.
where γi = i
∗
Xγ
T
i ∈ A
di(X). (Recall that iX : X → XT is the inclusion of a fiber
of XT → BT .)
In this section, we will compute the equivariant Gromov-Witten invariants (49)
by localization. Section 5.2 – Section 5.4 below are mostly straightforward general-
izations of the Pr case discussed in [40] (genus 0), and [24, Section 4], [5, Section 4]
(higher genus). H. Spielberg derived a formula of genus 0 Gromov-Witten invariants
of smooth toric varieties in his thesis [56]. See also [26, Chapter 27].
Let Mg,n(X, β)
T ⊂ Mg,n(X, β) be the substack of T fixed points, and let i :
Mg,n(X, β)T → Mg,n(X, β) be the inclusion. Let Nvir be the virtual normal
bundle of substackMg,n(X, β)T inMg,n(X, β); in general, Nvir has different ranks
on different connected components of Mg,n(X, β)T . By virtual localization,
(50)∫
[Mg,n(X,β)]vir,T
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
=
∫
[Mg,n(X,β)T ]vir,T
i∗
∏n
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
eT (Nvir)
.
Indeed, we will see that Mg,n(X, β)T is proper even when Mg,n(X, β) is not.
When Mg,n(X, β) is not proper, we define
(51)
〈τa1(γ
T
1 ), . . . , τan(γ
T
n )〉
X
g,β =
∫
[Mg,n(X,β)T ]vir,T
i∗
∏n
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
eT (Nvir)
∈ QT .
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When Mg,n(X, β) is not proper, the right hand side of (51) is a rational function
(instead of a polynomial) in u1, . . . , ur. It can be nonzero when
∑
di < d
vir, and
does not have a nonequivariant limit (obtained by setting ui = 0) in general.
5.2. Torus fixed points and graph notation. In this subsection, we describe
the T -fixed points in Mg,n(X, β). Following Kontsevich [40], given a stable map
f : (C, x1, . . . , xn)→ X such that
[f : (C, x1, . . . , xn)→ X ] ∈Mg,n(X, β)
T ,
we will associate a decorated graph ~Γ.
We first give a formal definition.
Definition 52. A decorated graph ~Γ = (Γ, ~f , ~d,~g, ~s) for n-pointed, genus g, degree
β stable maps to X consists of the following data.
(1) Γ is a compact, connected 1 dimensional CW complex. We denote the set
of vertices (resp. edges) in Γ by V (Γ) (resp. E(Γ)). Let
F (Γ) = {(e, v) ∈ E(Γ)× V (Γ) | v ∈ e}
be the set of flags in Γ.
(2) The label map ~f : V (Γ)∪E(Γ)→ Σ(r)∪Σ(r− 1)c sends a vertex v ∈ V (Γ)
to a top dimensional cone σv ∈ Σ(r), and sends an edge e ∈ E(Γ) to an
(r − 1)-dimensional cone τe ∈ Σ(r − 1)c. Moreover, ~f defines a map from
the graph Γ to the graph Υ: if (e, v) is a flag in Γ then (e(τe),v(σv)) is a
flag in Υ, or equivalently, (τe, σv) ∈ F (Σ).
(3) The degree map ~d : E(Γ) → Z>0 sends an edge e ∈ E(Γ) to a positive
integer de.
(4) The genus map ~g : V (Γ)→ Z≥0 sends a vertex v ∈ V (Γ) to a nonnegative
integer gv.
(5) The marking map ~s : {1, 2, . . . , n} → V (Γ) is defined if n > 0.
The above maps satisfy the following two constraints:
(i) (topology of the domain)
∑
v∈V (Γ)
gv + |E(Γ)| − |V (Γ)|+ 1 = g.
(ii) (topology of the map)
∑
e∈E(Γ)
de[ℓτe ] = β.
Let Gg,n(X, β) be the set of all decorated graphs ~Γ = (Γ, ~f , ~d,~g, ~s) satisfying the
above constraints.
We now describe the geometry and combinatorics of a stable map f : (C, x1, . . . , xn)→
X which represents a T fixed point in Mg,n(X, β).
For any t ∈ T , there exists an automorphism φt : (C, x1, . . . , xn) such that
t · f(z) = f ◦ φt(z) for any z ∈ C. Let C′ be an irreducible component of C, and
let f ′ = f |C′ : C′ → X . There are two possibilities:
Case 1: f ′ is a constant map, and f(C′) = {pσ}, where pσ is a fixed point in X
associated to some σ ∈ Σ(r)
Case 2: C′ ∼= P1 and f(C′) = ℓτ , where ℓτ is a T -invariant P1 in X associated to
some τ ∈ Σ(r − 1)c.
We define a decorated graph ~Γ associated to f : (C, x1, . . . , xn)→ X as follows.
(1) (Vertices) We assign a vertex v to each connected component Cv of f
−1(XT ).
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(a) (label) f(Cv) = {pσ} for some top dimensional cone σ ∈ Σ(r); we
define ~f(v) = σv = σ.
(b) (genus) Cv is a curve or a point. If Cv is a curve then we define
~g(v) = gv to be the arithmetic genus of Cv; if Cv is a point then we
define ~g(v) = gv = 0.
(c) (marking) For i = 1, . . . , n, define ~s(i) = v if xi ∈ Cv.
(2) (Edges) For any τ ∈ Σ(r−1), let Oτ ∼= C
∗ be the 1-dimensional orbit whose
closure is ℓτ . Then
X1 \XT =
⊔
τ∈Σ(r−1)
Oτ
where the right hand side is a disjoint union of connected components. We
assign an edge e to each connected component Oe ∼= C
∗ of f−1(X1 \XT ).
(a) (label) Let Ce ∼= P1 be the closure of Oe. Then f(Ce) = ℓτ for some τ
in Σ(r − 1)c; we define ~f(e) = τe = τ .
(b) (degree) We define ~d(e) = de to be the degree of the map f |Ce : Ce ∼=
P1 → ℓτ ∼= P1.
(3) (Flags) The set of flags in the graph Γ is defined by
F (Γ) = {(e, v) ∈ E(Γ)× V (Γ) | Ce ∩Cv 6= ∅}.
The above (1), (2), (3) define a decorated graph ~Γ = (Γ, ~f , ~d,~g, ~s) satisfying the
constraints (i) and (ii) in Definition 52. Therefore ~Γ ∈ Gg,n(X, β). This gives a
map from Mg,n(X, β)T to the discrete set Gg,n(X, β). Let F~Γ ⊂ Mg,n(X, β)
T
denote the preimage of ~Γ. Then
Mg,n(X, β)
T =
⊔
~Γ∈Gg,n(X,β)
F~Γ
where the right hand side is a disjoint union of connected components. We next
describe the fixed locus F~Γ associated to each decorated graph
~Γ ∈ Gg,n(X, β). For
later convenience, we introduce some definitions.
Definition 53. Given a vertex v ∈ V (Γ), we define
Ev = {e ∈ E(Γ) | (e, v) ∈ F (Γ)},
the set of edges emanating from v, and define Sv = ~s
−1(v) ⊂ {1, . . . , n}. The
valency of v is given by val(v) = |Ev|. Let nv = |Sv| be the number of marked
points contained in Cv. We say a vertex is stable if 2gv − 2 + val(v) + nv > 0.
Let V S(Γ) be the set of stable vertices in V (Γ). There are three types of unstable
vertices:
V 1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 1, nv = 0},
V 1,1(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = nv = 1},
V 2(Γ) = {v ∈ V (Γ) | gv = 0, val(v) = 2, nv = 0}.
Then V (Γ) is the disjoint union of V 1(Γ), V 1,1(Γ), V 2(Γ), and V S(Γ).
The set of stable flags is defined to be
FS(Γ) = {(e, v) ∈ F (Γ) | v ∈ V S(Γ)}.
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Given a decorated graph ~Γ = (Γ, ~f, ~d,~g, ~s), the curves Ce and the maps f |Ce :
Ce → ℓτe ⊂ X are determined by ~Γ. If v /∈ V
S(Γ) then Cv is a point. If v ∈ V S(Γ)
then Cv is a curve, and y(e, v) := Ce ∩ Cv is a node of C for e ∈ Ev.(
Cv, {y(e, v) : e ∈ Ev} ∪ {xi | i ∈ Sv}
)
is a (val(v)+nv)-pointed, genus gv curve, which represents a point inMgv ,val(v)+nv .
We call this moduli space Mgv ,Ev∪Sv instead of Mgv ,val(v)+nv because we would
like to label the marked points on Cv by Ev ∪ Sv instead of {1, 2, . . . , val(v) + nv}.
Then
M~Γ =
∏
v∈V S(Γ)
Mgv ,Ev∪Sv .
The automorphism group A~Γ for any point [f : (C, x1, . . . , xn) → X ] ∈ F~Γ fits in
the following short exact sequence of groups:
1→
∏
e∈E(Γ)
Zde → A~Γ → Aut(
~Γ)→ 1
where Zde is the automorphism group of the degree de morphism
f |Ce : Ce ∼= P
1 → ℓτe ∼= P
1,
and Aut(~Γ) is the automorphism group of the decorated graph ~Γ = (Γ, ~f , ~d,~g, ~s).
There is a morphism i~Γ : M~Γ → Mg,n(X, β) whose image is the fixed locus
F~Γ associated to
~Γ ∈ Gg,n(X, β). The morphism i~Γ induces an isomorphism
[M~Γ/A~Γ]
∼= F~Γ.
5.3. Virtual tangent and normal bundles. Given a decorated graph ~Γ ∈ Gg,n(X, β)
and a stable map f : (C, x1, . . . , xn)→ X which represents a point in the fixed locus
F~Γ associated to
~Γ, let
B1 = Hom(ΩC(x1 + · · ·+ xn),OC), B2 = H
0(C, f∗TX)
B4 = Ext
1(ΩC(x1 + · · ·+ xn),OC), B5 = H
1(C, f∗TX)
T acts on B1, B2, B4, B5. Let B
m
i and B
f
i be the moving and fixed parts of Bi. We
have the following exact sequences:
(54) 0→ Bf1 → B
f
2 → T
1,f → Bf4 → B
f
5 → T
2,f → 0
(55) 0→ Bm1 → B
m
2 → T
1,m → Bm4 → B
m
5 → T
2,m → 0
The irreducible components of C are
{Cv | v ∈ V
S(Γ)} ∪ {Ce | e ∈ E(Γ)}.
The nodes of C are
{yv = Cv | v ∈ V
2(Γ)} ∪ {y(e, v) | (e, v) ∈ FS(Γ)}
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5.3.1. Automorphisms of the domain. Given any (e, v) ∈ F (Γ), let y(e, v) = Ce∩Cv,
and define
w(e,v) := e
T (Ty(e,v)Ce) =
w(τe, σv)
de
∈ H2T (y(e, v)) = M ⊗Z Q.
We have
Bf1 =
⊕
e ∈ E(Γ)
(e, v), (e, v′) ∈ F (Γ)
Hom(ΩCe(y(e, v) + y(e, v
′)),OCe)
=
⊕
e ∈ E(Γ)
(e, v), (e, v′) ∈ F (Γ)
H0(Ce, TCe(−y(e, v)− y(e, v
′))
Bm1 =
⊕
v∈V 1(Γ),(e,v)∈F (Γ)
Ty(e,v)Ce
5.3.2. Deformations of the domain. Given any v ∈ V S(Γ), define a divisor xv of
Cv by
xv =
∑
i∈Sv
xi +
∑
e∈Ev
y(e, v).
Then
Bf4 =
⊕
v∈V S(Γ)
Ext1(ΩCv (xv),OC) =
⊕
v∈V S(Γ)
TMgv ,Ev∪Sv
Bm4 =
⊕
v∈V 2(Γ),Ev={e,e′}
TyvCe ⊗ TyvCe′ ⊕
⊕
(e,v)∈FS(Γ)
Ty(e,v)Cv ⊗ Ty(e,v)Ce
where
eT (TyvCe ⊗ TyvCe′) = w(e,v) + w(e′,v), v ∈ V
2(Γ)
eT (Ty(e,v)Cv ⊗ Ty(e,v)Ce) = w(e,v) − ψ(e,v), v ∈ V
S(Γ)
5.3.3. Unifying stable and unstable vertices. From the discussion in Section 5.3.1
and Section 5.3.2,
(56)
eT (Bm1 )
eT (Bm4 )
=
∏
v∈V 1(Γ),(e,v)∈F (Γ)
w(e,v)
∏
v∈V 2(Γ),Ev={e,e′}
1
w(e,v) + w(e′,v)
·
∏
v∈V S(Γ)
1∏
e∈Ev (w(e,v) − ψ(e,v))
.
Recall that
M~Γ =
∏
v∈V S(Γ)
Mgv ,Ev∪Sv .
To unify the stable and unstable vertices, we use the following convention for
the empty sets M0,1 and M0,2. Let w1, w2 be formal variables.
(i) M0,1 is a −2 dimensional space, and
(57)
∫
M0,1
1
w1 − ψ1
= w1.
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(ii) M0,2 is a −1 dimensional space, and
(58)
∫
M0,2
1
(w1 − ψ1)(w2 − ψ2)
=
1
w1 + w2
(59)
∫
M0,2
1
w1 − ψ1
= 1.
(iii) M~Γ =
∏
v∈V (Γ)
Mgv ,Ev∪Sv .
With the above conventions (i), (ii), (iii), we may rewrite (56) as
(60)
eT (Bm1 )
eT (Bm4 )
=
∏
v∈V (Γ)
1∏
e∈Ev (w(e,v) − ψ(e,v))
.
The following lemma shows that the conventions (i) and (ii) are consistent with
the stable case M0,n, n ≥ 3.
Lemma 61. For any positive integer n and formal variables w1, . . . , wn, we have
(a)
∫
M0,n
1∏n
i=1(wi − ψi)
=
1
w1 · · ·wn
(
1
w1
+ · · ·
1
wn
)n−3.
(b)
∫
M0,n
1
w1 − ψ1
= w2−n1 .
Proof. (a) The cases n = 1 and n = 2 follow from the definitions (57) and (58),
respectively. For n ≥ 3, we have∫
M0,n
1∏n
i=1(wi − ψi)
=
1
w1 · · ·wn
∫
M0,n
1∏n
i=1(1−
ψi
wi
)
=
1
w1 · · ·wn
∑
a1+···+an=n−3
w−a11 · · ·w
−an
n
∫
M0,n
ψa11 · · ·ψ
an
n
where ∫
M0,n
ψa11 · · ·ψ
an
n =
(n− 3)!
a1! · · ·an!
.
So ∫
M0,n
1∏n
i=1(wi − ψi)
=
1
w1 · · ·wn
(
1
w1
+ · · ·
1
wn
)n−3.
(b) The cases n = 1 and n = 2 follow from the definitions (57) and (59), respec-
tively. For n ≥ 3, we have∫
M0,n
1
w1 − ψ1
=
1
w1
∫
M0,n
1
1− ψ1w1
=
1
w1
w3−n1 = w
2−n
1

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5.3.4. Deformation of the map. Consider the normalization sequence
(62)
0→ OC →
⊕
v∈V S(Γ)
OCv ⊕
⊕
e∈E(Γ)
OCe
→
⊕
v∈V 2(Γ)
Oyv ⊕
⊕
(e,v)∈FS(Γ)
Oy(e,v) → 0.
We twist the above short exact sequence of sheaves by f∗TX . The resulting short
exact sequence gives rise a long exact sequence of cohomology groups
0 → B2 →
⊕
v∈V S(Γ)
H0(Cv)⊕
⊕
e∈E(Γ)
H0(Ce)
→
⊕
v∈V 2(Γ)
Tf(yv)X ⊕
⊕
(e,v)∈FS(Γ)
Tf(y(e,v))X
→ B5 →
⊕
v∈V S(Γ)
H1(Cv)⊕
⊕
e∈E(Γ)
H1(Ce)→ 0.
where
Hi(Cv) = H
i(Cv, (f |Cv)
∗TX) ∼= Hi(Cv,OCv)⊗ TpσvX,
Hi(Ce) = H
i(Ce, (f |Ce)
∗TX)
for i = 0, 1. We have
H0(Cv) = TpσvX
H1(Cv) = H
0(Cv, ωCv)
∨ ⊗ TpσvX.
Lemma 63. Let σ ∈ Σ(r), so that pσ is a T fixed point in X. Define
w(σ) = eT (TpσX) ∈ H
2r
T (pt)
h(σ, g) =
eT (E∨ ⊗ TpσX)
eT (TpσX)
∈ H
2r(g−1)
T (Mg,n).
Then
(64) w(σ) =
∏
(τ,σ)∈F (Σ)
w(τ, σ).
(65) h(σ, g) =
∏
(τ,σ)∈F (Σ)
Λ∨g (w(τ, σ))
w(τ, σ)
where Λ∨g (u) =
g∑
i=0
(−1)iλiu
g−i.
Proof. TpσX =
⊕
(τ,σ)∈F (Σ)
Tpσℓτ , where e
T (Tpσℓτ ) = w(τ, σ). So
eT (Tpσ) =
∏
(τ,σ)∈F (Σ)
w(τ, σ),
eT (E∨ ⊗ Tpσℓτ )
eT (Tpσℓτ )
=
∏
(τ,σ)∈F (Σ)
eT (E∨ ⊗ Tpσℓτ )
w(τ, σ)
,
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where
eT (E∨ ⊗ Tpσℓτ ) =
g∑
i=0
(−1)ici(E)c
T
1 (Tpσℓτ )
g−i =
g∑
i=0
(−1)iλiw(τ, σ)
g−i.

The map B1 → B2 sends H
0(Ce, TCe(−y(e, v) − y(e
′, v))) isomorphically to
H0(Ce, (f |Ce)
∗T ℓτe)
f , the fixed part of H0(Ce, (f |Ce)
∗T ℓτe).
Lemma 66. Given d ∈ Z>0 and τ ∈ Σ(r − 1)c, define σ, σ′, τi, τ ′i , ai as in Section
4.3, and let fd : P
1 → ℓτ ∼= P1 be the unique degree d map totally ramified over the
two T fixed point pσ and pσ′ in ℓτ . Define
h(τ, d) =
eT (H1(P1, f∗dTX)
m)
eT (H0(P1, f∗dTX)m)
.
Then
(67) h(τ, d) =
(−1)dd2d
(d!)2w(τ, σ)2d
r−1∏
i=1
b(
w(τ, σ)
d
,w(τi, σ), dai)
where
(68) b(u,w, a) =
{∏a
j=0(w − ju)
−1, a ∈ Z, a ≥ 0,∏−a−1
j=1 (w + ju), a ∈ Z, a < 0.
Proof. We use the notation in Section 4.3. We have
Nℓτ/X = L1 ⊕ · · · ⊕ Lr−1.
The weights of T -actions on (Li)pσ and (Li)pσ are w(τi, σ) and w(τi, σ)−aiw(τ, σ),
respectively. The weights of T -actions on T0P
1, T∞P1, (f∗dLi)0, (f
∗
dLi)∞ are u :=
w(τ,σ)
d , −u, wi := w(τi, σ), wi − daiu, respectively. By Example 19,
chT (H
0(P1, f∗dLi)−H
1(P1, f∗dLi)) =
{∑dai
j=0 e
wi−ju, ai ≥ 0,∑−dai−1
j=1 e
wi+ju, ai < 0.
Note that wi+ju is nonzero for any j ∈ Z since wi and u are linearly independent
for i = 1, . . . , n− 1. So
eT
(
H1(P1, f∗dLi)
)
eT (H0(P1, f∗dLi))
=
eT
(
H1(P1, f∗dLi)
m
)
eT (H0(P1, f∗dLi)m)
= b(u,wi, dai)
where b(u,w, a) is defined by (68). By Example 19,
chT (H
0(P1, f∗dT ℓτ)−H
1(P1, f∗dT ℓτ)) =
2d∑
j=0
edu−ju = 1+
d∑
j=1
(ejw(τ,σ)/d+e−jw(τ,σ)/d).
So
eT (H1(P1, f∗dT ℓτ)
m)
eT (H0(P1, f∗dT ℓτ)m)
=
d∏
j=1
−d2
j2w(τ, σ)2
=
(−1)dd2d
(d!)2w(τ, σ)2d
.
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Therefore,
eT (H1(P1, f∗dTX)
m)
eT (H0(P1, f∗dTX)m)
=
eT (H1(P1, f∗dT ℓτ)
m)
eT (H0(P1, f∗dT ℓτ)m)
·
r−1∏
i=1
eT (H1(P1, f∗dLi)
m)
eT (H0(P1, f∗dLi)m)
=
(−1)dd2d
(d!)2w(τ, σ)2d
r−1∏
i=1
b(
w(τ, σ)
d
,w(τi, σ), dai).

Finally, f(yv) = pσv = f(y(e, v)), and
eT (TpσvX) = w(σv).
From the above discussion, we conclude that
eT (Bm5 )
eT (Bm2 )
=
∏
v∈V 2(Γ)
w(σv) ·
∏
(e,v)∈FS(Γ)
w(σv) ·
∏
v∈V S(Γ)
h(σv , gv) ·
∏
e∈E(Γ)
h(τe, de)
=
∏
v∈V (Γ)
(
h(σv, gv) ·w(σv)
val(v)
)
·
∏
e∈E(Γ)
h(τe, de)
where w(σ), h(σ, g), and h(τ, d) are defined by (64), (65), (67), respectively.
5.4. Contribution from each graph.
5.4.1. Virtual tangent bundle. We have Bf1 = B
f
2 , B
f
5 = 0. So
T 1,f = Bf4 =
⊕
v∈V S(Γ)
TMgv ,Ev∪Sv , T
2,f = 0.
We conclude that
[
∏
v∈V S(Γ)
Mgv ,Ev∪Sv ]
vir =
∏
v∈V S(Γ)
[Mgv ,Ev∪Sv ].
5.4.2. Virtual normal bundle. LetNvir~Γ be the pull back of the virtual normal bundle
of F~Γ in Mg,n(X, β) under i~Γ :M~Γ → F~Γ. Then
1
eT (Nvir~Γ )
=
eT (Bm1 )e
T (Bm5 )
eT (Bm2 )e
T (Bm4 )
=
∏
v∈V (Γ)
h(σv, gv) ·w(σv)val(v)∏
e∈Ev (w(e,v) − ψ(e,v))
·
∏
e∈E(Γ)
h(τe, de)
5.4.3. Integrand. Given σ ∈ Σ(r), let
i∗σ : A
∗
T (X)→ A
∗
T (pσ) = Q[u1, . . . , ur]
be induced by the inclusion iσ : pσ → X . Then
(69)
i∗~Γ
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
=
∏
v ∈ V 1,1(E)
Sv = {i}, Ev = {e}
i∗σvγ
T
i (−w(e,v))
ai ·
∏
v∈V S(Γ)
(∏
i∈Sv
i∗σvγ
T
i
∏
e∈Ev
ψai(e,v)
)
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To unify the stable vertices in V S(Γ) and the unstable vertices in V 1,1(Γ) , we use
the following convention: for a ∈ Z≥0,
(70)
∫
M0,2
ψa2
w1 − ψ1
= (−w1)
a.
In particular, (59) is obtained by setting a = 0. With the convention (70), we may
rewrite (69) as
(71) i∗~Γ
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ
T
i )
ai
)
=
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγ
T
i
∏
e∈Ev
ψai(e,v)
)
.
The following lemma shows that the convention (70) is consistent with the stable
case M0,n, n ≥ 3.
Lemma 72. Let n, a be integers, n ≥ 2, a ≥ 0. Then∫
M0,n
ψa2
w1 − ψ1
=

∏a−1
i=0 (n− 3− i)
a!
wa+2−n1 , n = 2 or 0 ≤ a ≤ n− 3,
0, otherwise.
Proof. The case n = 2 follows from (70). For n ≥ 3,∫
M0,n
ψa2
w1 − ψ1
=
1
w1
∫
M0,n
ψa2
1− ψ1w1
= wa+2−n1
∫
M0,n
ψn−3−a1 ψ
a
2
= wa+2−n1
(n− 3)!
(n− 3− a)!a!
=
∏a−1
i=0 (n− 3− i)
a!
wa+2−n1 .

5.4.4. Integral. The contribution of∫
[Mg,n(X,β)T ]vir,T
i∗
∏n
i=1(ev
∗
i γ
T
i ∪ (ψ
T
i )
ai)
eT (Nvir)
from the fixed locus F~Γ is given by
1
|A~Γ|
∏
e∈E(Γ)
h(τe, de)
∏
v∈V (Γ)
(
w(σv)
val(v)
∏
i∈Sv
i∗σvγ
T
i
)
·
∏
v∈V (Γ)
∫
Mgv,Ev∪Sv
h(σv, gv) ·
∏
e∈Ev ψ
ai
(e,v)∏
e∈Ev (w(e,v) − ψ(e,v))
where |A~Γ| = |Aut(
~Γ)| ·
∏
e∈E(Γ) de.
5.5. Sum over graphs. Summing over the contribution from each graph ~Γ given
in Section 5.4.4 above, we obtain the following formula.
Theorem 73.
(74)
〈τa1 (γ
T
1 ) · · · τan(γ
T
n )〉
XT
g,β
=
∑
~Γ∈Gg,n(X,β)
1
|Aut(~Γ)|
∏
e∈E(Γ)
h(τe, de)
de
∏
v∈V (Γ)
(
w(σv)
val(v)
∏
i∈Sv
i∗σvγ
T
i
)
·
∏
v∈V (Γ)
∫
Mg,Ev∪Sv
h(σv, gv)
∏
i∈Sv ψ
ai
i∏
e∈Ev (w(e,v) − ψ(e,v))
.
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where h(τ, d), w(σ), h(σ, g) are given by (67), (64), (65), respectively, and we have
the following convention for the v /∈ V S(Γ):∫
M0,1
1
w1 − ψ2
= w1,
∫
M0,2
1
(w1 − ψ1)(w2 − ψ2)
=
1
w1 + w2
,∫
M0,2
ψa2
w1 − ψ1
= (−w1)
a, a ∈ Z≥0.
Given g ∈ Z≥0, r weights ~w = {w1, . . . , wr}, r partitions ~µ = {µ1, . . . , µr}, and
a1, . . . , ak ∈ Z, let ℓ(µi) be the length of µi, and let ℓ(~µ) =
∑r
i=1 ℓ(µ
i). We define
〈τa1 , . . . , τak〉g,~µ, ~w =
∫
Mg,ℓ(~µ)+k
r∏
i=1
( Λ∨g (wi)wℓ(~µ)−1i∏ℓ(µi)
j=1
wi
µij
− ψij)
) k∏
b=1
ψaib .
Given v ∈ V (Γ), define ~w(v) = {w(τ, σv) | (τ, σv) ∈ F (Σ)}. Given v ∈ V (Γ), and
τ ∈ Eσv , let µ
v,τ be a (possibly empty) partition defined by {de | e ∈ Ev, ~f(e) = τ},
and define ~µ(v) = {µv,τ | (τ, σv) ∈ F (Σ)}. Then (74) can be rewritten as
(75)
〈τa1(γ
T
1 ) · · · τan(γ
T
n )〉
XT
g,β
=
∑
~Γ∈Gg,n(X,β)
1
|Aut(~Γ)|
∏
e∈E(Γ)
h(τe, de)
de
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγi〈
∏
i∈Sv
τai〉gv ,~µ(v), ~w(v)
)
.
Recall that
g =
∑
v∈V (Γ)
gv + |E(Γ)| − |V (Γ)|+ 1
so
2g − 2 =
∑
v∈V (Γ)
(2gv − 2 + val(v)).
Given ~Γ = (Γ, ~f, ~d,~g, ~s), let ~Γ′ = (Γ, ~f, ~d, ~s) be the decorated graph obtained by
forgetting the genus map. Let Gn(X, β) = {~Γ′ | ~Γ ∈ ∪g≥0Gg,n(X, β)}. Define
(76) 〈τa1(γ
T
1 ), · · · , τan(γ
T
n ) | u〉
XT
β =
∑
g≥0
u2g−2〈τa1 (γ
T
1 ), · · · , τan(γ
T
n )〉
XT
g,β
(77) 〈τa1 , . . . , τak | u〉~µ,~w =
∑
g≥0
u2g−2+ℓ(~µ)〈τa1 , . . . , τak〉g,~µ, ~w.
Then we have the following formula for the generating function (76).
Theorem 78.
(79)
〈τa1(γ
T
1 ) · · · τan(γ
T
n ) | u〉
XT
β =
∑
~Γ′∈Gn(X,β)
1
|Aut(~Γ)|
∏
e∈E(Γ)
h(τe, de)
de
·
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγ
T
i 〈
∏
i∈Sv
τai | u〉~µ(v), ~w(v)
)
.
6. Smooth Deligne-Mumford Stacks
We work over C. Let X be a smooth Deligne-Mumford (DM) stack. Let π :
X → X be the natural projection to the coarse moduli space X .
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6.1. The inertia stack and its rigidification. The inertia stack IX associated
to X is a smooth DM stack such that the following diagram is Cartesian:
IX −−−−→ Xy y∆
X
∆
−−−−→ X ×X
where ∆ : X → X ×X is the diagonal map. An object in the category IX is a pair
(x, g), where x is an object in the category X and g ∈ AutX (x):
Ob(IX ) = {(x, g) | x ∈ X , g ∈ AutX (x)}.
The morphisms between two objects in the category IX are:
HomIX ((x1, g1), (x2, g2)) = {h ∈ HomX (x1, x2) | h ◦ g1 = g2 ◦ h}.
In particular,
AutIX (x, g) = {h ∈ AutX (x) | h ◦ g = g ◦ h}.
The rigidified inertia stack IX satisfies
Ob(IX ) = Ob(IX ), AutIX (x, g) = AutIX (x, g)/〈g〉,
where 〈g〉 is the subgroup of AutIX (x, g) generated by g.
There is a more topological interpretation of the inertia stack IX . Let LX =
Map(S1,X ) be the stack of loops in X . The rotation of S1 induces an S1-action on
LX . The stack (LX )S
1
of S1 fixed loops can be identified with the inertial stack
IX . An object in IX is a morphism [pt/Z]→ X of stacks, which is determined by
x ∈ Ob(X ) and the image of 1 ∈ Z in Aut(x).
There is a natural projection q : IX → X which sends (x, g) to x. There is a
natural involution ι : IX → IX which sends (x, g) to (x, g−1). We assume that X
is connected. Let
IX =
⊔
i∈I
Xi
be disjoint union of connected components. There is a distinguished connected
component X0 whose objects are (x, idx), where x ∈ Ob(X ), and idx ∈ Aut(x) is
the identity element. The involution ι restricts to an isomorphism ιi : Xi → Xι(i).
In particular, ι0 : X0 → X0 is the identity functor.
Example 80 (classifying space). Let G be a finite group. The stack BG = [pt/G]
is a category which consists of one object x, and Hom(x, x) = G. The objects of its
inertia stack IBG are
Ob(IBG) = {(x, g) | g ∈ G}.
The morphisms between two objects are
Hom((x, g1), (x, g2)) = {g ∈ G | g2g = gg1} = {g ∈ G | g2 = gg1g
−1}.
Therefore
IBG ∼= [G/G]
where G acts on G by conjugation. We have
IBG =
⊔
c∈Conj(G)
(BG)c
where Conj(G) is the set of conjugacy classes in G, and (BG)c is the connected
component associated to the conjugacy class c ∈ Conj(G).
LOCALIZATION IN GROMOV-WITTEN THEORY 33
In particular, when G is abelian, Conj(G) = G, and
IBG =
⊔
g∈G
(BG)g
where (BG)g = [g/G].
Given a positive integer r, let µr denote the group of r-th roots of unity. It is a
cyclic subgroup of C∗ of order r, generated by
ζr := e
2π
√−1/r.
Example 81. Let C∗ acts on C2 − {0} by
λ · (x, y) = (λ2x, λ3y), λ ∈ C∗, (x, y) ∈ C2 − {0}.
Let X be the quotient stack:
X = [(C2 − {0})/C∗] = P[2, 3].
Then the coarse moduli space is X = P1.
We have
IX =
3⊔
i=0
Xi
where
X0 = X , Ob(X0) = {((x, y), 1) | (x, y) ∈ C
2 − {0}},
X1 = Bµ2, Ob(X1) = {((1, 0),−1)},
X2 = Bµ3, Ob(X2) = {((0, 1), e
2π
√−1/3)},
X3 = Bµ3, Ob(X3) = {((0, 1), e
4π
√−1/3)}.
We have
ι0 : X0 → X0, ι1 : X1,→ X1, ι2 : X2 → X3.
6.2. Age. Given any object (x, g) in IX , g : TxX → TxX is a linear isomorphism
such that gr = id, where r is the order of g. The eigenvalues of g : TxX → TxX are
ζl1r , . . . , ζ
ln
r , where li ∈ {0, 1, . . . , r − 1}, n = dimC X . Define
age(x, g) :=
l1 + · · ·+ ln
r
.
Then age : IX → Q is constant on each connected component Xi of IX . Define
age(Xi) = age(x, g) where (x, g) is any object in Xi. Note that
age(Xi) + age(Xι(i)) = dimC X − dimC Xi.
Example 82. Let X0, X1, X2, X3 be defined as in Example 81. Then
age(X0) = 0, age(X1) =
1
2
, age(X2) =
1
3
, age(X3) =
2
3
.
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6.3. The orbifold cohomology group and operational Chow group. In [11],
W. Chen and Y. Ruan introduced the orbifold cohomology group of a complex
orbifold. See [1, Section 4.4] for a more algebraic version.
The rational Chen-Ruan orbifold cohomology group of X is defined to be
H∗orb(X ) :=
⊕
a∈Q≥0
Haorb(X )
where
Haorb(X ) =
⊕
i∈I
Ha−2age(Xi)(Xi).
The Chen-Ruan orbifold cohomology H∗orb is denoted by H
∗
CR in some papers, for
example [30].
The rational orbifold operational Chow group of X is defined to be
A∗orb(X ) :=
⊕
a∈Q≥0
Aaorb(X )
where
Aaorb(X ) =
⊕
i∈I
Aa−age(Xi)(Xi).
Suppose that X is proper, and let∫
X
: A∗(X )→ Q
be defined as in Section 2.6. Similarly, we have∫
X
: H∗(X )→ Q.
The orbifold Poincare´ pairing is defined by
(α, β)orb :=
{∫
Xi α ∪ ι
∗
i β, j = ι(i),
0, j 6= ι(i),
where α ∈ H∗(Xi), β ∈ H∗(Xj).
Example 83. Let X = P[2, 3], and let X0,X1,X2,X3 be defined as in Example 81.
Let H ∈ H2(X ) = A1(X ) be the pull back of the hyperplane class of H2(P1) =
A1(P1) under the map X = P[2, 3]→ P1 to the coarse moduli space. We have
H∗orb(X ) = H
0
orb(P[2, 3])⊕H
2
3
orb(X ) ⊕H
1
orb(X ) ⊕H
4
3
orb(X )⊕H
2
orb(X ),
A∗orb(X ) = A
0
orb(X )⊕A
1
3
orb(X ) ⊕A
1
2
orb(X )⊕A
2
3
orb(X ) ⊕A
1
orb(X ),
where
H0orb(X ) = A
0
orb(X ) = H
0(X0) = A
0(X0) = Q1,
H
2
3
orb(X ) = A
1
3
orb(X ) = H
0(X2) = A
0(X2) = Q1 1
3
,
H1orb(X ) = A
1
2
orb(X ) = H
0(X1) = A
0(X1) = Q1 1
2
,
H
4
3
orb(X ) = A
2
3
orb(X ) = H
0(X3) = A
0(X3) = Q1 2
3
,
H2orb(X ) = A
1
orb(X ) = H
2(X0) = A
1(X0) = QH.
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7. Orbifold Gromov-Witten Theory
In [12], Chen-Ruan developed Gromov-Witten theory for symplectic orbifolds.
The algebraic counterpart, the Gromov-Witten theory for smooth DM stacks, was
developed by Abramovich-Graber-Vistoli [1, 2]. In this section, we give a brief
review of algebraic orbifold Gromov-Witten theory, following [2].
7.1. Twisted curves and their moduli. An n-pointed, genus g twisted curve
is a connected proper one-dimensional DM stack C together with n disjoint closed
substacks x1, . . . , xn of C, such that
(1) C is e´tale locally a nodal curve;
(2) formally locally near a node, C is isomorphic to the quotient stack
[Spec(C[x, y]/(xy))/µr],
where the action of ζ ∈ µr is given by ζ · (x, y) = (ζx, ζ−1y);
(3) each xi ⊂ C is contained in the smooth locus of C;
(4) each stack xi is an e´tale gerbe over SpecC with a section (hence trivializa-
tion);
(5) C is a scheme outside the twisted points x1, . . . , xn and the singular locus;
(6) the coarse moduli space C is a nodal curve of arithmetic genus g.
Let π : C → C be the projection to the coarse moduli space, and let xi = π(xi).
Then x1, . . . , xn are distinct smooth points of C, and (C, x1, . . . , xn) is an n-pointed,
genus g prestable curve.
Let Mtwg,n be the moduli of n-pointed, genus g twisted curves. Then M
tw
g,n is a
smooth algebraic stack, locally of finite type [49].
7.2. Riemann-Roch theorem for twisted curves. Let (C, x1, . . . , xn) be an n-
pointed, genus g twisted curve, and let (C, x1, . . . , xn) be the coarse curve, which
is an n-pointed, genus g prestable curve. Let E → X be a vector bundle over X .
Then xi ∼= Bµri, and ζri ∈ µri acts on E|xi with eigenvalues ζ
l1
ri , . . . , ζ
lN
ri , where
li ∈ {0, 1, . . . , ri − 1} and N = rankE . Define
agexi(E) :=
l1 + · · ·+ lN
ri
∈ Q.
The Riemann-Roch theorem for twisted curves says
(84) χ(E) =
∫
C
c1(E) + rank(E)(1 − g)−
n∑
i=1
agexi(E).
Given a real number x, let ⌊x⌋ denote the largest integer which is less or equal
to x, and let 〈x〉 = x− ⌊x⌋.
Example 85. Let C = P[2, 3], x1 = [0, 1], x2 = [1, 0]. Then (C, x1, x2) is a 2-pointed,
genus 0 twisted curve. The coarse moduli curve is (C, x1, x2) = (P
1, [0, 1], [1, 0]).
Let Ln = OC(nx2), where n ∈ Z. Then∫
C
c1(E) =
n
2
, rank(Ln) = 1, agex1(Ln) = 〈
n
2
〉, agex2(Ln) = 0,
so
χ(Ln) = 1 + ⌊
n
2
⌋.
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Let π : C = P[2, 3]→ C = P1 be the projection to the coarse moduli space. Then
π∗OP1(kx2) = L2k. We have
χ(L2k) = k + 1 = χ(OP1(kx2))
as expected.
7.3. Moduli of twisted stable maps. Let X be a proper smooth DM stack with
a projective coarse moduli space X , and let β be an effective curve class in X . An
n-pointed, genus g, degree β twisted stable map to X is a representable morphism
f : C → X , where the domain C is an n-pointed, genus g twisted curve, and the
induced morphism C → X between the coarse moduli spaces is an n-pointed, genus
g, degree β stable map to X .
Let Mg,n(X , β) be the moduli stack of n-pointed, genus g, degree β twisted
stable maps to X . Then Mg,n(X , β) is a proper DM stack.
For j = 1, . . . , n, there are evaluation maps evj : Mg,n(X , β) → IX . Given
~i = (i1, . . . , in), where ij ∈ I, define
Mg,~i(X , β) :=
n⋂
j=1
ev−1j (Xij ).
Then Mg,~i(X , β) is a union of connected components of Mg,n(X , β), and
Mg,n(X , β) =
⊔
~i∈In
Mg,~i(X , β).
Remark 86. In the definition of twisted curves in Section 7.1, if we replace (4) by
(4)’ each stack xi is an e´tale gerbes over SpecC;
i.e. without a section, then the resulting moduli space is Kg,n(X , β) in [2], and the
evaluation maps take values in the rigidified inertial stack IX instead of the initial
stack IX .
7.4. Obstruction theory and virtual fundamental classes. The tangent space
T 1 and the obstruction space T 2 at a moduli point [f : (C, x1, . . . , xn) → X ] ∈
Mg,n(X , β) fit in the tangent-obstruction exact sequence:
(87)
0→Ext0OC(ΩC(x1 + · · ·+ xn),OC)→ H
0(C, f∗TX )→ T 1
→Ext1OC(ΩC(x1 + · · ·+ xn),OC)→ H
1(C, f∗TX )→ T 2 → 0
where
• Ext0OC(ΩC(x1+ · · ·+ xn),OC) is the space of infinitesimal automorphisms of
the domain (C, x1, . . . , xn),
• Ext1OC(ΩC(x1 + · · · + xn),OC) is the space of infinitesimal deformations of
the domain (C, x1, . . . , xn),
• H0(C, f∗TX ) is the space of infinitesimal deformations of the map f , and
• H1(C, f∗TX ) is the space of obstructions to deforming the map f .
T 1 and T 2 form sheaves T 1 and T 2 on the moduli space Mg,~i(X , β). This defines
a perfect obstruction theory of virtual dimension
dvir~i =
∫
β
c1(TX ) + (dimX − 3)(1 − g) + n−
n∑
j=1
age(Xij )
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on Mg,~i(X , β), which defines a virtual fundamental class
[Mg,~i(X , β)]
vir ∈ Advir
~i
(Mg,~i(X , β)).
The weighted virtual fundamental class is defined by
[Mg,~i(X , β)]
w :=
( n∏
j=1
rij
)
[Mg,~i(X , β)]
vir.
7.5. Hurwitz-Hodge integrals. By Example 80, when X = BG we have
IBG =
⊔
c∈Conj(G)
(BG)c
where Conj(G) is the set of conjugacy classes of G. Give ~c = (c1, . . . , cn) ∈
Conj(G)n, let Mg,~c(BG) = Mg,~c(BG, β = 0). Then Mg,~c(BG) is a union of con-
nected components of Mg,n(BG) :=Mg,n(BG, 0), and
Mg,n(BG) =
⊔
~c∈Conj(G)n
Mg,~c(BG).
We now fix a genus g and n conjugacy classes ~c = (c1, . . . , cn) ∈ Conj(G)n. Let
π : U → Mg,~c(BG) be the universal curve, and let f : U → BG be the universal
map. Let ρ : G → GL(V ) be an irreducible representation of G, where V is a
finite dimensional vector space over C. Then Eρ := [V/G] is a vector bundle over
BG = [pt/G]. We have
π∗f∗Eρ =
{
OMg,~c(BG), if ρ : G→ GL(1,C) is the trivial representation,
0, otherwise.
The ρ-twisted Hurwitz-Hodge bundle Eρ can be defined as the dual of the vector
bundle R1π∗f∗Eρ. If ρ = 1 is the trivial representation, then E1 = ǫ∗E, where ǫ :
Mg,~c(BG)→Mg,n, and E→Mg,n is the Hodge bundle of Mg,n. So rankE1 = g.
If ρ is a nontrivial irreducible representation, it follows from the Riemann-Roch
theorem for twisted curves (see Section 7.2) that
(88) rankEρ = rank(Eρ)(g − 1) +
n∑
j=1
agecj (Eρ),
where agecj (Eρ) is given as follows. Choose g ∈ cj . Let r > 0 be the order of g in
G, let N = rankEρ = dimV . If the eigenvalues of ρ(g) ∈ GL(V ) = GL(N,C) are
ζl1r , . . . , ζ
lN
r , where l1, . . . , lN ∈ {0, 1, . . . , r − 1}, then
agecj (Eρ) =
l1 + · · ·+ lN
r
.
The definition is independent of choice of g ∈ cj . The map det ◦ρ : G → GL(1,C)
descends to a map det ◦ρ : Conj(G)→ GL(1,C). We have
n∏
j=1
det ◦ρ(cj) = 1,
so
n∑
j=1
agecj (Eρ) ∈ Z.
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Note that when G is abelian, any irreducible representation of G is 1-dimensional,
so rank(Eρ) = 1 for any irreducible representation ρ of G.
• Hodge classes. Given an irreducible representation ρ of G, define
λρi = ci(Eρ) ∈ A
i(Mg,~c(BG)), i = 1, . . . , rankEρ.
• Descendant classes. There is a map ǫ :Mg,~c(BG)→Mg,n. Define
ψ¯j = ǫ
∗ψj ∈ A1(Mg,~c(BG)), j = 1, . . . , n.
Hurwitz-Hodge integrals are top intersection numbers of Hodge classes λρi and
descendant classes ψ¯j :
(89)
∫
Mg,~c(BG)
ψ¯a11 · · · ψ¯
an
n (λ
ρ1
1 )
k1 · · · (λρgg )
kg .
In [61], J. Zhou described an algorithm of computing Hurwitz-Hodge integrals, as
follows. By Tseng’s orbifold quantum Riemann-Roch theorem [57], Hurwitz-Hodge
integrals can be reconstructed from descendant integrals on Mg,~c(BG):
(90)
∫
Mg,~c(BG)
ψ¯a11 · · · ψ¯
an
n .
Jarvis-Kimura relate the descendant integrals on Mg,~c(BG) to those on Mg,n [29].
We now state their result. Given g ∈ Z≥0 and ~c = (c1, . . . , cn) ∈ Conj(G)n, let
V Gg,~c := {(a1, b1, . . . , ag, bg, e1, . . . , en) ∈ G
2g+n |
g∏
i=1
[ai, bi] =
n∏
j=1
ej , ej ∈ cj}.
Then Mg,~c(BG) is nonempty iff V
G
g,~c is nonempty.
Theorem 91 (Jarvis-Kimura [29, Proposition 3.4]). Suppose that 2g − 2 + n > 0
and V Gg,~c is nonempty. Then∫
Mg,~c(BG)
ψ¯a11 · · · ψ¯
an
n =
|V Gg,~c|
|G|
∫
Mg,n
ψa11 · · ·ψ
an
n .
When G is abelian, each ci is an element in G. V
G
g,~c is nonempty iff c1 · · · cn = 1,
and in this case V Gg,~c = G
2g.
Corollary 92. Let G be a finite abelian group. Suppose that 2g − 2 + n > 0, and
~c = (c1, . . . , cn) ∈ Gn, where c1 · · · cn = 1. Then∫
Mg,~c(BG)
ψ¯a11 · · · ψ¯
an
n = |G|
2g−1
∫
Mg,n
ψa11 · · ·ψ
an
n .
7.6. Orbifold Gromov-Witten invariants. There is a morphism ǫ :Mg,~i(X , β)→
Mg,n(X, β). Define ψ¯i = ǫ∗ψi. Let
γj ∈ A
dj (Xij ) ⊂ A
dj+age(Xij )
orb (X ).
Define orbifold Gromov-Witten invariants
(93) 〈τ¯a1γ1, . . . , τ¯anγn〉
X
g,β :=
∫
[M
g,~i
(X ,β)]w
n∏
j=1
ev∗jγjψ¯
aj
j
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which is zero unless
n∑
j=1
(dj + age(Xij ) + aj) =
∫
β
c1(TX ) + (1 − g)(dimX − 3) + n.
More generally, let
γj ∈ H
dj(Xij ) ⊂ H
dj+2age(Xij )
orb (X ),
and define orbifold Gromov-Witten invariants (93). Then it is zero unless
n∑
j=1
(dj + 2age(Xij ) + 2aj) = 2
(∫
β
c1(TX ) + (1− g)(dimX − 3) + n
)
.
8. Toric Deligne-Mumford Stacks
In [8], Borisov, Chen, and Smith defined toric DM stacks in terms of stacky
fans. Toric DM stacks are smooth DM stacks, and their coarse moduli spaces are
simplicial toric varieties. A toric DM stack is called a toric orbifold if its generic
stabilizer is trivial. Later, more geometric definitions of toric orbifolds and toric DM
stacks are given by Iwanari [27, 28] and by Fantechi-Mann-Nironi [19], respectively.
8.1. Stacky fans. In this subsection, we recall the definition of stacky fans. Let
N be a finitely generated abelian group, and let NR = N ⊗Z R. We have a short
exact sequence of abelian groups:
1→ Ntor → N → N¯ = N/Ntor → 1,
where Ntor is the subgroup of torsion elements in N . Then Ntor is a finite abelian
group, and N¯ ∼= Zr, where r = dimRNR. The natural projectionN → N¯ is denoted
by b 7→ b¯.
Let Σ be a simplicial fan in NR (see [21]), and let Σ(1) = {ρ1, . . . , ρs} be the
set of 1-dimensional cones in the fan Σ. We assume that ρ1, . . . , ρs span NR, and
fix bi ∈ N such that ρi = R≥0b¯i. A stacky fan Σ is defined as the data (N,Σ, β),
where β : N˜ := ⊕si=1Zb˜i
∼= Zs → N is a group homomorphism defined by b˜i 7→ bi.
By assumption, the cokernel of β is finite.
We introduce some notation.
(1) M = Hom(N,Z) = Hom(N¯ ,Z) ∼= (Zr)∗.
(2) M˜ = Hom(N˜ ,Z) ∼= (Zs)∗.
(3) Let Σ(d) be the set of d-dimensional cones in Σ. Given σ ∈ Σ(d), let
Nσ ⊂ N be the subgroup generated by {bi | ρi ⊂ σ}, and let N¯σ be the
rank d sublattice of N¯ generated by {b¯i | ρi ⊂ σ}. Let Mσ = Hom(N¯σ,Z)
be the dual lattice of N¯σ.
Given σ ∈ Σ(d), the surjective group homomorphism Nσ → N¯σ induces an
injective group homomorphism Hom(N¯σ,Z) → Hom(Nσ,Z) which is indeed an
isomorphism. So Hom(Nσ,Z) ∼= Mσ ∼= Zd.
8.2. The Gale dual. The finite abelian group Ntor is of the form ⊕lj=1Zaj . We
choose a projective resolution of N :
0→ Zl
Q
→ Zr+l → N → 0.
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Choose a map B : N˜ → Zr+l lifting β : N˜ → N . Let pr1 : N˜ ⊕ Z
l → N˜ and
pr2 : N˜ ⊕ Z
l → Zl be projections to the first and second factors, respectively. We
have the following commutative diagram:
N˜ ⊕ Zl
pr1 //
B⊕Q

pr2
||①①
①①
①①
①①
①
N˜
β
B||①①
①①
①①
①①
①
0 // Zl
Q // Zr+l // N // 0
Define the dual group DG(β) to be the the cokernel of B∗ ⊕ Q∗ : (Zr+l)∗ −→
M˜ ⊕ (Zl)∗. The Gale dual of the map β : N˜ → N is β∨ : M˜ → DG(β).
0
DG(β)
OO
M˜ ⊕ (Zl)∗
OO
M˜
pr∗1oo
β∨
dd❍❍❍❍❍❍❍❍❍❍
Zl
pr∗2
;;✈✈✈✈✈✈✈✈✈✈
(Zr+l)∗
B∗⊕Q∗
OO
B∗
;;✈✈✈✈✈✈✈✈✈✈
Q∗oo
8.3. Construction of the toric DM stack. We follow [8, Section 3]. Applying
Hom(−,C∗) to β∨ : M˜ → DG(β), one obtains
φ : GΣ := Hom(DG(β),C
∗)→ T˜ := Hom(M˜,C∗).
Let G = Kerφ. Then G ∼=
∏l
j=1 µaj , where µaj ⊂ C
∗ is the group of aj-th roots of
unity, which is isomorphic to Zaj . Let BG denote the quotient stack [{1}/G]. The
algebraic torus T˜ acts on Cs by
(t˜1, . . . , t˜s) · (z1, . . . , zs) = (t˜1z1, . . . , t˜szs), (t˜1, . . . , t˜s) ∈ T˜ , (z1, . . . , zs) ∈ C
s.
Let GΣ act on C
s by g · z := φ(g) · z, where g ∈ GΣ, z ∈ Cs. Let O(Cs) =
C[z1, . . . , zs] be the coordinate ring of C
s. Let IΣ be the ideal of O(Cs) generated
by
{
∏
ρi 6⊂σ
zi : σ ∈ Σ}
and let Z(IΣ) be the closed subscheme of C
s defined by IΣ. Then U := C
s−Z(IΣ)
is a quasi-affine variety over C. The toric DM stack associated to the stacky fan Σ
is defined to be the quotient stack
XΣ := [U/GΣ].
It is a smooth DM stack whose generic stabilizer is G, and its coarse moduli space
is the toric variety XΣ defined by the simplicial fan Σ. There is an open dense
immersion
ι : T = [T˜ /GΣ] →֒ XΣ = [U/GΣ],
where T ∼= (C∗)r × BG is a DM torus. The action of T on itself extends to an
action a : T × XΣ → XΣ.
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Example 94 (weighted projective spaces). Let w1, . . . , wr+1 be positive integers.
The weighted projective space P[w1, . . . , wr+1] is defined to be the quotient stack
[(Cr+1 − {0})/C∗],
where C∗ acts on Cr+1 − {0} by
λ · (z1, . . . , zr+1) = (λ
w1z1, . . . , λ
wr+1zr+1).
P[w1, . . . , wr+1] is a smooth DM stack. It is an orbifold if and only if g.c.d.(w1, . . . , wr+1) =
1. We will show that it is indeed a toric DM stack defined by some stacky fan
Σ = (Σ, N, β).
Let e = g.c.d.(w1, . . . , wr+1) ∈ Z>0, so that (w1, . . . , wr+1) = e(w′1, . . . , w
′
r+1),
where w′1, . . . , w
′
r+1 are positive integers such that g.c.d.(w
′
1, . . . , w
′
r+1) = 1. Define
N˜ =
r+1⊕
i=1
Zb˜i ∼= Z
r+1.
Define b˜0 :=
∑r+1
i=1 w
′
ib˜i, which is a primitive vector in the lattice N˜ , and define
N¯ = N˜/Zb˜0 ∼= Z
r.
Applying Hom(−,Z) to the surjective map N˜ → N¯ , we obtain an injective map
i :M = Hom(N¯ ,Z)→ M˜ = Hom(N˜ ,Z)
where M can be identified with the following rank r sublattice of M˜ :
M = {m˜ ∈ M˜ | 〈m˜, b˜0〉 = 0}.
Let b¯i ∈ N¯ be image of b˜i. Define N = N¯ ⊕ Z/eZ, and let bi = (b¯i, 1). Define
β : N˜ → N by β(˜bi) = bi. A projective resolution of N is given by
0→ Z
Q
→ N¯ ⊕ Z→ N = N¯ ⊕ Z/eZ→ 0,
where Q(1) = (0, e). The map β : N˜ → N can be lifted to B : N˜ → N¯ ⊕ Z,
b˜i 7→ (b¯i, 1). Let {b˜∗1, . . . , b˜
∗
r+1} be the Z-basis of M˜ dual to the Z-basis {b˜1, . . . , b˜r+1}
of N˜ . The map B∗ ⊕Q∗ : M ⊕ Z→ M˜ ⊕ Z is given by
(m, 0) 7→ (i(m), 0), (0, 1) 7→ (
r+1∑
i=1
b˜∗i , e).
The map M˜ ⊕ Z→ DG(β) = Z is given by
(˜b∗i , 0) 7→ wi (0, 1) 7→
r+1∑
j=1
w′j .
Applying Hom(−,C∗) to [w1 · · · wr+1] : M˜ = Zr+1 → DG(β) = Z, we obtain
φ : GΣ = C
∗ → T˜ = Hom(M˜,C∗) = (C∗)r+1, λ 7→ (λw1 , . . . , λwr+1).
Therefore,
XΣ = (C
r+1 − {0})/GΣ = P[w1, . . . , wr+1].
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Example 95 (complete 1-dimensional toric orbifolds). Suppose that Σ = (Σ, N, β)
is a stacky fan which defines a 1-dimensional complete toric orbifold XΣ. The
coarse moduli space XΣ must be P
1, the unique 1-dimensional complete simplicial
toric variety. So we have
N = Z, N˜ = Z2, v1 = 1, v2 = 1 b1 = s1, b2 = −s2,
where s1, s2 are positive integers. Let Σs1,s2 denote the stacky fan
(Σ, N = Z, β = [ s1 − s2 ]),
and let Gs1,s2 = GΣs1,s2 . There is a commutative diagram
(96) 1 // Gs1,s2
φs1,s2 //
pˆs1,s2

T˜ = (C∗)2
πs1,s2 //
p˜s1,s2

T = C∗ //
p

1
1 // GΣ = C∗
φ // T˜ = (C∗)2 π // T = C∗ // 1
where the rows are short exact sequences of abelian groups. The arrows are group
homomorphisms given explicitly as follows:
p˜s1,s2(t˜1, t˜2) = (t˜
s1
1 , t˜
s2
2 ), p(t) = t, πs1,s2(t˜1, t˜2) = t˜
s1
1 t˜
−s2
2 , π(t˜1, t˜2) = t˜1t˜
−1
2 .
Gs1,s2 = Ker(πs1,s2) = {(t˜1, t˜2) ∈ T˜ = (C
∗)2 | t˜s11 t˜
−s2
2 = 1}
GΣ = Ker(π) = {(t˜1, t˜2) ∈ T˜ = (C∗)2 | t˜1t˜−12 = 1}
Following [30], let Cs1,s2 be the toric orbifold defined by the stacky fan Σs1,s2 :
Cs1,s2 := XΣs1,s2 =
[
(C2 − {(0, 0)})/Gs1,s2
]
.
Note that Example 81 is a special case of this: P[2, 3] = C3,2. More generally, when
s1 and s2 are relatively prime, Gs1,s2
∼= C∗ and
Cs1,s2 = [(C
2 − {(0, 0)})/C∗] = P[s2, s1]
where C∗ acts on C2 by λ · (z1, z2) = (λs2z1, λs1z2). In general, Gs1,s2 ∼= C
∗ × µd,
where d = g.c.d.(s1, s2) (see [19, Example 7.29]).
The coarse moduli space of Cs1,s2 is the projective line:
XΣ = (C
2 − {(0, 0)})/C∗ = P1,
where C∗ acts on C2 by λ · (z1, z2) = (λz1, λz2).
We have
ICs1,s2 =
∐
v ∈ Z
−s2 < v < s1
Cs1,s2,v
where
Cs1,s2,v =

Bµs1 , 1 ≤ v ≤ s1 − 1,
Cs1,s2 , v = 0,
Bµs2 , 1− s2 ≤ v ≤ −1,
and
Ob(Cs1,s2,v) =

{((0, 1), ζvs1)}, 1 ≤ v ≤ s1 − 1,
{((x, y), 1) | (x, y) ∈ C2 − {0}}, v = 0,
{((1, 0), ζ−vs2 )}, 1− s2 ≤ v ≤ −1.
LOCALIZATION IN GROMOV-WITTEN THEORY 43
We have
ι0 : Cs1,s2,0 → Cs1,s2,0,
and
ιv : Cs1,s2,v →
{
Cs1,s2,s1−v, 1 ≤ v ≤ s1 − 1,
Cs1,s2,s2+v, 1− s2 ≤ v ≤ −1.
8.4. Rigidification. We define the rigidification of Σ = (N,Σ, β) to be the stacky
fan Σrig := (N¯ ,Σ, β¯), where β¯ is the composition of β : N˜ → N with the projection
N → N¯ . Note that M , N¯σ, and Mσ defined in Section 8.1 depend only on Σrig.
The generic stabilizer of the toric DM stack XΣrig is trivial because N¯ ∼= Z
n is
torsion free. So XΣrig is a toric orbifold. There is a morphism of stacky fans
Σ → Σrig which induces a morphism of toric DM stacks πrig : XΣ → XΣrig . The
toric orbifold XΣrig is called the rigidification of the toric DM stack XΣ. The
morphism πrig : XΣ → XΣrig makes XΣ a G-gerbe over XΣrig .
GΣrig = GΣ/G is a subgroup of T˜ . Let T := T˜ /GΣrig ∼= (C
∗)r. There is an open
dense immersion
ιrig : T = [T˜ /GΣrig ] →֒ XΣrig = [U/GΣrig ].
8.5. Lifting the fan. Let Σ = (N,Σ, β) be a stacky fan, where N ∼= Zr. Let U be
defined as in Section 8.3. The open embedding U →֒ Cs is T˜ -equivariant, and can
be viewed as a morphism between smooth toric varieties. More explicitly, consider
the s-dimensional cone
σ˜0 = Cone({b˜1, . . . , b˜s}) ⊂ N˜R = N˜ ⊗Z R,
and let Σ˜0 ⊂ N˜R be the fan which consists of all the faces of σ˜0. Then Cs is the
smooth toric variety defined by the fan Σ˜0. We define a subfan Σ˜ ⊂ Σ˜0 as follows.
Given σ ∈ Σ(d), such that σ ∩ {b¯1, . . . , b¯s} = {b¯i1 , . . . , b¯id}, let
σ˜ = Cone({b˜i1 , . . . , b˜id}) ⊂ N˜R.
Then there is a bijection Σ→ Σ˜ given by σ 7→ σ˜, and U is the smooth toric variety
defined by Σ˜.
For any d-dimensional cone σ˜ ∈ Σ˜, let I = {i | ρi ⊂ σ}, and define
Uσ˜ = SpecC[σ˜
∨ ∩ M˜ ] = Cs − {
∏
i/∈I
zi = 0}
= {(z1, . . . , zs) ∈ C
s | zi 6= 0 if i /∈ I} ∼= C
d × (C∗)s−d,
Oσ˜ = {(z1, . . . , zs) ∈ C
s | zi = 0 iff i ∈ I} ∼= (C
∗)s−d
V (σ˜) = {(z1, . . . , zs) ∈ C
s | zi = 0 if i ∈ I} ∼= C
s−d
T˜σ˜ = {(t˜1, . . . , t˜s) ∈ T˜ | t˜i = 1 for i /∈ I} ∼= (C
∗)d.
Then
• Uσ˜ is a Zariski open subset of U .
• Oσ˜ is an orbit of the T˜ -action on U . The stabilizer of the T˜ -action on Oσ˜
is T˜σ˜, so Oσ˜ = T˜ /T˜σ˜.
• V (σ˜) is a closed subvariety of U .
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Let Gσ = φ
−1(T˜σ˜) be the stabilizer of GΣ-action on Oσ˜. Then Gσ is a finite abelian
group. In particular, when σ = {0} is the zero dimensional cone, G{0} = Kerφ = G
is the generic stabilizer. Note that if σ ⊂ σ′ then T˜σ˜ ⊂ T˜σ˜′ and Gσ ⊂ Gσ′ .
We have T˜ -equivariant open embeddings
T˜ →֒ XΣ˜ = U →֒ XΣ˜0 = C
s.
We define
Xσ := [Uσ˜/GΣ], V(σ) = [V (σ˜)/GΣ], Oσ = [Oσ˜/GΣ].
Then
• Xσ is an open substack of X .
• Oσ is an orbit of the T -action on X .
• V(σ) is the closure of Oσ.
• V(σ)→ V(σ)rig is a Gσ-gerbe.
The T˜ -equivariant line bundles on Uσ˜ = SpecC[σ˜
∨ ∩ M˜ ] are in one-to-one cor-
respondence with characters in Hom(T˜σ˜,C
∗). Moreover, we have canonical isomor-
phisms
Hom(T˜σ˜,C
∗) ∼= M˜/(σ˜⊥ ∩ M˜) ∼=Mσ.
Given χ ∈ Mσ, let OUσ˜ (χ) denote the T˜ -equivariant line bundle on Uσ˜ associated
to χ ∈Mσ, and let OXσ(χ) denote the corresponding T -equivariant line bundle on
Xσ = [Uσ˜/GΣ]. Let χ˜ ∈ M˜ be any representative of the coset χ ∈ M˜/(σ˜
⊥ ∩ M˜) ∼=
Mσ. The T -weights of Γ(Xσ,OXσ(χ)) are in one-to-one correspondence with points
in (χ+ σ∨) ∩M .
More generally, a T˜ -equivariant coherent sheaf on U descends to a T -equivariant
coherent sheaf on X = [U/GΣ]; indeed, we may regard this as the definition of a
T -equivariant coherent sheaf on X . Composing the map T → T = [T/G] with
the T -action a : T × X → X on the toric DM stack X , we obtain a T -action
a¯ : T × X → X on X . Following Kresch [41], we define the T -equivariant Chow
groups of the stack X to be the Chow groups of the Artin stack [X/T ]:
A∗T (X ) := A
∗([X/T ]), A∗T (X ;Z) := A
∗([X/T ];Z).
The identification of stacks
[X/T ] = [U/T˜ ]
implies that we may identify these Chow groups with the T˜ -equivariant Chow
groups of U :
A∗T (X ) = A
∗
T˜
(U), A∗T (X ;Z) = A
∗
T˜
(U ;Z).
Note that we have an isomorphism of rational Chow groups
A∗T (X ) = A
∗
T (X ).
As the following example shows, this isomorphism does not generally hold for inte-
gral Chow groups.
Example 97. Let X = P[w] be the zero dimensional weighted projective space,
where w is an integer and w > 1. Then X = T = Bµw and T = {1}.
A1T (X ;Z) = 0, A
1
T (X ;Z) = Z/wZ.
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Let V be a T -equivariant vector bundle overX . Under the identificationA∗T (X ) =
A∗T (X ) (or equivalently, H
∗
T (X ) = H
∗
T (X )), the T -equivariant Chern classes of V
are equal to the T -equivariant Chern classes of V :
cTk (V) = c
T
k (V), 0 ≤ k ≤ rankV .
Example 98. Let X = Cs1,s2 be defined as in Example 95. Let p1 = [0, 1] and
p2 = [1, 0] be the two T -fixed (stacky) points in Cs1,s2 . Then any T -equivariant line
bundle on Cs1,s2 is of the form
Lc1,c2 = OX (c1p1 + c2p2), c1, c2 ∈ Z.
We will compute
chT
(
H0(X ,Lc1,c2)−H
1(X ,Lc1,c2)
)
.
We have
N = Z, Σ = {{0}, ρ1 = [0,∞), ρ2 = (−∞, 0]}
Let
X1 = Xρ1 , X2 = Xρ2 , X12 = X{0} = X1 ∩ X2 = T = C
∗.
The cohomology groups H0(X ,Lc1,c2) and H
1(X ,Lc1,c2) are the kernel and cokernel
of the following Cˇech complex:
0→ Γ(X1,Lc1,c2)⊕ Γ(X2,Lc1,c2)
δ
→ Γ(X12,Lc1,c2)→ 0,
where δ(s1, s2) = s1
∣∣
X12 − s2
∣∣
X12 . Let u ∈ M be the dual of the Z-basis of v1 ∈ N .
Then
chT
(
Γ(X1,Lc1,c2)
)
=
∑
m∈Z,s1m≥−c1
emu
chT
(
Γ(X2,Lc1,c2)
)
=
∑
m∈Z,−s2m≥−c2
emu
chT
(
Γ(X12,Lc1,c2)
)
=
∑
m∈Z
emu.
Therefore,
chT (H0(X ,Lc1,c2)) =

∑
m∈Z,− c1
s1
≤m≤ c2
s2
emu, c1s1 +
c2
s2
≥ 0,
0, c1s1 +
c2
s2
< 0,
chT (H1(X ,Lc1,c2)) =

0, c1s1 +
c2
s2
≥ 0,∑
m∈Z, c2
s2
<m<− c1
s1
emu, c1s1 +
c2
s2
< 0.
More generally, suppose that a torus T ′ (of any dimension) acts on the total
space of L = Lc1,c2 , such that
cT
′
1 (Tp1Cs1,s2) =
−w1
s1
, cT
′
1 (Tp2Cs1,s2) =
w1
s2
, cT
′
1 (Lp1) = w2, c
T ′
1 (Lp2) = w3,
where w1, w2, w3 ∈ H2(BT ′;Q). Then
w3 = w2 + aw1,
where
a =
c1
s1
+
c2
s2
∈
g.c.d.(s1, s2)
s1s2
Z.
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Let
ǫ = 〈
c2
s2
〉 ∈ {0,
1
s2
, . . . ,
s2 − 1
s2
}.
Then
chT (H0(X ,L)) =

∑
m∈Z,−ǫ≤m≤a−ǫ
ew3−(m+ǫ)w1 =
⌊a−ǫ⌋∑
m=0
ew3−(m+ǫ)w1 , a ≥ 0,
0, a < 0,
chT (H1(X ,L)) =

0, a ≥ 0,∑
m∈Z,ǫ<m<ǫ−a
ew3+(m−ǫ)w1 =
⌈ǫ−a−1⌉∑
m=1
ew3+(m−ǫ)+w1 , a < 0.
8.6. Toric graph. The coarse moduli space of the toric DM stack X = XΣ defined
by a stacky fan Σ = (N,Σ, β) is the simplicial toric variety X = XΣ defined by
the simplicial fan Σ ⊂ NR. The definitions of the 1-skeleton X1 and the flags in
Σ in Section 4.3 for smooth toric varieties also work for simplicial toric varieties.
The sets Σ(r), Σ(r − 1) and F (Σ) define a connected graph Υ. Let T = (C∗)r be
the torus acting on the coarse moduli X , and let T be the DM torus acting on X .
Then π : X → X restricts to T → T , and T = T if and only if X is a toric orbifold.
Given σ ∈ Σ(r) let pσ = V (σ) (resp. pσ = V(σ)) be the associated zero dimen-
sional T -orbit (resp. T -orbit) in X (resp. X ). Then pσ = [pσ/Gσ] = BGσ. Given
τ ∈ Σ(r − 1), let ℓτ = V (τ) (resp. lτ = V(τ)) be the associated one dimensional
T -orbit closure (resp. T -orbit closure) in X (resp. X ). Then lτ is a 1-dimensional
toric DM stack, and lτ → lrigτ is a Gτ -gerbe. Define a map r : F (Σ)→ Z>0 by
r(τ, σ) =
|Gσ|
|Gτ |
.
There there is a short exact sequence of abelian groups
1→ Gτ −→ Gσ
φ(τ,σ)
−→ µr(τ,σ) → 1,
where φ(τ, σ) : Gσ → C∗ is the character of the irreducible Gσ-representation Tpσ lτ .
Given τ ∈ Σ(r − 1), there are two cases:
(1) Suppose that τ ∈ Σ(r−1)c. Then τ is the intersection of two r-dimensional
cones σ, σ′. We have ℓτ ∼= P1 and lrigτ ∼= Cr(τ,σ),r(τ,σ′).
(2) Suppose that τ /∈ Σ(r − 1)c. Then there is a unique r-dimensional cone σ
which contains τ . We have ℓτ ∼= C and l
rig
τ
∼= [C/µr(τ,σ)].
Given (τ, σ) ∈ F (Γ), let w(τ, σ) ∈Mσ be characterized by
〈w(τ, σ), bi〉 =
{
0 if ρi ⊂ τ,
1 if ρi ⊂ σ and ρi 6⊂ τ.
This gives rise to a map w : F (Σ)→MQ satisfying the following properties.
(1) w(τ, σ) is the weight of T -action on Tpσ lτ , the tangent line to lτ at pσ. In
other words,
w(τ, σ) = cT1 (Tpσ lτ ) = H
2
T (pσ) = MQ.
(2) Given any σ ∈ Σ(r), the set {w(τ, σ) | τ ∈ Eσ} form a Z-basis of Mσ.
These are the weights of the T -action on the tangent space TpσX to X at
the torus fixed (stacky) point pσ.
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(3) Any τ ∈ Σ(r − 1)c is contained in two top dimensional cones σ, σ′ ∈ Σ(r).
(a) r(τ, σ)w(τ, σ) = −r(τ, σ′)w(τ, σ′) ∈M .
(b) lrigτ
∼= Cr(τ,σ),r(τ,σ′).
Let τ be as in (2). The normal bundle of lτ in X is given by
Nlτ/X ∼= L1 ⊕ · · · ⊕ Lr−1
where Li is a T -equivariant line bundle over lτ such that the weights of the T -
actions on the fibers (Li)pσ and (Li)pσ′ are w(τi, σ) ∈ Mσ and w(τ
′
i , σ
′) ∈ Mσ′ ,
respectively. We have
w(τ ′i , σ
′) = w(τi, σ)− air(τ, σ)w(τ, σ) = w(τi, σi) + air(τ, σ′)w(τ, σ′)
where
ai =
∫
lτ
c1(Li) ∈ Q.
8.7. Cohomology and equivariant cohomology. In this section, we recall the
result of [8] on the Chow ring of toric Deligne-Mumford stacks. We also state the
equivariant version.
Let X = XΣ be the toric DM stack defined by a stacky fan Σ = (N,Σ, β), and
let X = XΣ be the simplicial toric variety defined by the simplicial fan Σ. We
assume that X is projective.
Definition 99. (1) Let I be the ideal in Q[X1, . . . , Xs] generated by the mono-
mials {Xi1 · · ·Xik | vi1 , . . . , vik do not generate a cone in Σ}.
(2) Let J be the ideal in Q[X1, . . . , Xs] generated by {
∑s
α=1〈u, b¯α〉Xα | u ∈M}.
(3) Let I ′ be the ideal in RT [X1, . . . , Xs] = Q[X1, . . . , Xs, u1, . . . , ur] generated
by the monomials {Xi1 · · ·Xik | vi1 , . . . , vik do not generate a cone in Σ}.
(4) Let J ′ be the ideal in RT [X1, . . . , Xs] = Q[X1, . . . , Xs, u1, . . . , ur] generated
by {
∑s
α=1〈u, b¯α〉Xα − u | u ∈M}.
(5) deg(Xα) = 2, α = 1, . . . , s; deg(ui) = 2, i = 1, . . . , r.
With all the above definitions, the cohomology and equivariant cohomology rings
of X can be describe explicitly as follows.
Theorem 100. We have the following isomorphisms of graded rings:
H∗(X ) ∼= Q[X1, . . . , Xs]/(I + J).
H∗T (X ) = H
∗
T (X ) ∼= Q[X1, . . . , Xs, u1, . . . , ur]/(I
′ + J ′) ∼= Q[X1, . . . , Xs]/I.
The isomorphism is given by Xα 7→ c1(OX (Dα)) or cT1 (OX (Dα)).
The ring Q[X1, . . . , Xs]/I is known as the Stanley-Reisner ring. The ring homo-
morphism
i∗X : H
∗
T (X ) = Q[X1, . . . , Xs, u1, . . . , ur]/(I
′+J ′)→ H∗(X ) = Q[X1, . . . , Xs]/(I+J)
is surjective. The kernel is the ideal generated by u1, . . . , ur. We say γ
T ∈ H∗T (X )
is a T -equivariant lift of γ ∈ H∗(X) if i∗X (γ
T ) = γ.
Example 101. Let Cs1,s2 be defined as in Example 95. Then
H∗(Cs1,s2) ∼= Q[X1, X2]/〈s1X1 − s2X2, X1X2〉 ∼= Q[X1]/〈X
2
1 〉,
H∗T (Cs1,s2) ∼= Q[X1, X2]/〈X1X2〉.
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8.8. Orbifold cohomology and equivariant cohomology. In this section, we
recall the results of [8] on orbifold Chow ring. We also state the equivariant version.
For any σ ∈ Σ, define
Box(σ) = {v ∈ N | v¯ =
∑
ρi⊂σ
qib¯i, 0 ≤ qi < 1}
Then there is an bijection between Box(σ) and N(σ) = N/Nσ. Define
Box(Σ) =
⋃
σ∈Σ
Box(σ).
The inertia stack of X = XΣ is
IX =
∐
v∈Box(Σ)
X (Σ/σ(v¯))
where σ(v¯) is the minimal cone in Σ containing v¯.
Given v =
∑
α qαv¯
r
α=1 ∈ Box(Σ), define
Xv :=
s∏
α=1
Xqαα .
As a Q-vector spaces,
H∗orb(X ) = H
∗(X (Σ/σ(v¯))[deg(Xv)].
Let RT = Q[u1, . . . , ur]. As an RT -module,
H∗orb,T (X ) = H
∗
orb,T (X ) =
⊕
v∈Box(Σ)
H∗T (X (Σ/σ(v¯))[deg(X
v)].
Example 102. Let Σs1,s2 , Cs1,s2 , and {Cs1,s2,v}
s1−1
v=1−s2 be defined as in Example
95. Then
N = N¯ = Z, Box(Σs1,s2) = {v ∈ Z | 1− s2 ≤ s1 − 1}.
X (Σ/σ(v¯)) = Cs1,s2,v, 1− s2 ≤ v ≤ s1 − 1.
As a Q-vector space,
H∗orb(Cs1,s2) = H
∗(Cs1,s2)⊕
s1−1⊕
i=1
H∗(Cs1,s2,i)[
2i
s1
]⊕
s2−1⊕
j=1
H∗(Cs1,s2,−j)[
2j
s2
]
= Q1⊕QH ⊕
s1−1⊕
i=1
Q1 i
s1
⊕
s2−1⊕
j=1
Q1′j
s2
,
where 1r, 1
′
r ∈ H
2r
orb(Cs1,s2).
We next describe the ring structure.
Definition 103. (1) As a Q-vector space, Q[N ]Σ = ⊕c∈NQyc.
(2) As a RT -module, RT [N ]
Σ = ⊕c∈NRT yc.
(3) Define the multiplication on Q[N ]Σ and RT [N ]
Σ by
yc1 · yc1 =
{
yc1+c2 , if there is σ ∈ Σ such that c¯1 ∈ σ and c¯2 ∈ σ,
0, otherwise.
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(4) Given c ∈ N , let σ be the minimal cone in Σ containing c¯ ∈ N¯ . Then
c¯ =
∑
b¯α∈σmαb¯α for some mα ∈ Q≥0. Define
deg(yc) := 2
∑
b¯α∈σ
mα.
(5) Let J be the ideal of Q[N ]Σ generated by {
∑s
α=1〈ui, b¯α〉y
bα | i = 1, . . . , r}.
(6) Let J ′ be the ideal of RT [N ]Σ generated by {
∑s
α=1〈ui, b¯α〉y
bα − ui | i =
1, . . . , r}.
Theorem 104. (1) There is an isomorphisms of Q-graded rings:
H∗orb(X ) ∼= Q[N ]
Σ/J.
(2) There is an isomorphism of Q-graded RT -modules:
H∗orb,T (X ) = H
∗
orb,T (X ) ∼= RT [N ]
Σ/J ′.
Example 105. Let Cs1,s2 be defined as in Example 95. Then
H∗orb(Cs1,s2) ∼= Q[y1, y2]/〈y1y2, s1y
s1
1 − s2y
s1
2 〉.
As a Q-graded Q-vector space,
H∗orb(Cs1,s2) ∼= Q1⊕QH
s1−1⊕
i=1
Qyi1 ⊕
s2−1⊕
i=1
Qyj2,
where
H = s1y
s1
1 = s2y
s2
2 , deg(y1) =
2
s1
, deg(y2) =
2
s2
.
Let 1r and 1
′
r be defined as in Example 102. Then
yi1 = 1 i
s1
, yj2 = 1
′
j
s2
.
H∗orb,T (Cs1,s2) ∼= Q[y1, y2, u]/〈y1y2, s1y
s1
1 − s2y
s1
2 − u〉
9. Orbifold Gromov-Witten Invariants of Smooth Toric DM Stacks
The main reference of this section is P. Johnson’s thesis [30], which contains
detailed localization computations for one-dimensional toric DM stacks.
Let X be a toric DM stack of dimension r defined by a stacky fan Σ = (N,Σ, β),
and let s = |Σ(1)| ≥ r. Let
IX =
⊔
i∈I
Xi
be the inertia stack of X , and let ~i = (i1, . . . , in) ∈ In. The torus T acts on X , and
acts on the moduli stack Mg,~i(X , β) by
t · [f : (C, x1, . . . , xn)→ X ] 7→ [t · f : (C, x1, . . . , xn)→ X ]
where (t · f)(z) = t · f(z), z ∈ C. The evaluation maps evj :Mg,~i(X , β)→ Xij are
T -equivariant and induce ev∗j : A
∗
T (Xij )→ A
∗
T (Mg,~i(X , β)).
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9.1. Equivariant orbifold Gromov-Witten invariants. Suppose thatMg,~i(X , β)
is proper, so that there are virtual fundamental classes
[Mg,~i(X , β)]
vir ∈ Advir
~i
(Mg,~i(X , β))
[Mg,~i(X , β)]
vir,T ∈ ATdvir
~i
(Mg,~i(X , β)),
where ~i = (i1, . . . , in) ∈ In, and
dvir~i =
∫
β
c1(TX ) + (r − 3)(1− g) + n−
n∑
j=1
age(Xij ).
Recall that the weighted virtual fundamental class is given by
[Mg,~i(X , β)]
w =
( n∏
j=1
rij
)
[Mg,~i(X , β)]
vir.
Similarly,
[Mg,~i(X , β)]
w,T =
( n∏
j=1
rij
)
[Mg,~i(X , β)]
vir,T
Given γj ∈ Adj (Xij ) = H
2di(Xij ) = H
2(dj+age(Xij ))
orb (X ) and aj ∈ Z≥0, define
〈τ¯a1(γ1) · · · τ¯an(γn)〉
X
g,β as in Section 7.6:
(106) 〈τ¯a1(γ1) · · · τ¯an(γn)〉
X
g,β =
∫
[Mg,~i(X ,β)]w
n∏
j=1
(
ev∗jγj ∪ ψ¯
aj
j
)
∈ Q.
By definition, (106) is zero unless
n∑
j=1
dj = d
vir
~i
or equivalently,
n∑
j=1
(dj + age(Xij )) =
∫
β
c1(TX ) + (r − 3)(1− g) + n.
In this case,
(107) 〈τ¯a1(γ1) · · · τ¯an(γn)〉
X
g,β =
∫
[Mg,~i(X ,β)]w,T
n∏
j=1
(
ev∗jγ
T
j ∪ (ψ¯
T
j )
aj
)
where γTj ∈ A
dj
T (X) is any T -equivariant lift of γj ∈ A
dj (X), and
ψ¯Tj ∈ A
1
T (Mg,~i(X , β))
is any T -equivariant lift of ψ¯j ∈ A1(Mg,~i(X , β)).
Given γTj ∈ A
dj
T (Xij ), we define T -equivariant orbifold Gromov-Witten invariants
(108)
〈τ¯a1(γ
T
1 ), · · · , τ¯an(γ
T
n )〉
XT
g,β :=
∫
[M
g,~i
(X ,β)]w,T
n∏
j=1
(
ev∗i γ
T
i (ψ¯
T
i )
ai
)
∈ Q[u1, . . . , ul](
n∑
j=1
dj − d
vir
~i
).
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whereQ[u1, . . . , ul](k) is the space of degree k homogeneous polynomials in u1, . . . , ul
with rational coefficients. In particular,
〈τ¯a1(γ
T
1 ), · · · , τ¯an(γ
T
n )〉
XT
g,β =
{
0,
∑n
i=1 di < d
vir
~i
,
〈τ¯a1(γ1), · · · , τ¯an(γn)〉
X
g,β ∈ Q,
∑n
j=1 dj = d
vir
~i
.
where γj = i
∗
Xij γ
T
j ∈ A
dj (Xij ).
In this section, we will compute the T -equivariant orbifold Gromov-Witten in-
variants (108) by localization. LetMg,~i(X , β)
T ⊂Mg,~i(X , β) be the substack of T
fixed points, and let i : Mg,~i(X , β)
T → Mg,~i(X , β) be the inclusion. Let N
vir be
the virtual normal bundle of substack Mg,~i(X , β)
T in Mg,~i(X , β); in general, N
vir
has different ranks on different connected components of Mg,~i(X , β)
T . By virtual
localization,
(109)
∫
[M
g,~i
(X ,β)]w,T
n∏
j=1
(
ev∗jγ
T
j ∪ (ψ¯
T
j )
aj
)
=
∫
[M
g,~i
(X ,β)T ]w,T
i∗
∏n
j=1
(
ev∗jγ
T
j ∪ (ψ¯
T
j )
aj
)
eT (Nvir)
.
Indeed, we will see that Mg,~i(X , β)
T is proper even when Mg,~i(X , β) is not.
When Mg,~i(X , β) is not proper, we define
(110)
〈τ¯a1(γ
T
1 ), . . . , τ¯an(γ
T
n )〉
X
g,β =
∫
[M
g,~i
(X ,β)T ]w,T
i∗
∏n
j=1
(
ev∗jγ
T
j ∪ (ψ¯
T
j )
aj
)
eT (Nvir)
∈ Q(u1, . . . , ur).
When Mg,~i(X , β) is not proper, the right hand side of (110) is a rational function
(instead of a polynomial) in u1, . . . , ur. It can be nonzero when
∑n
j=1 dj < d
vir
~i
,
and does not have a nonequivariant limit (obtained by setting ui = 0) in general.
9.2. Torus fixed points and graph notation. In this subsection, we describe
the T -fixed points inMg,~i(X , β). Given a twisted stable map f : (C, x1, . . . , xn)→ X
such that
[f : (C, x1, . . . , xn)→ X ] ∈ Mg,~i(X , β)
T ,
we will associate a decorated graph ~Γ. We first give a formal definition.
Definition 111. A decorated graph ~Γ = (Γ, ~f , ~d,~g, ~s,~k) for n-pointed, genus g,
degree β stable maps to X consists of the following data.
(1) Γ is a compact, connected 1 dimensional CW complex. We denote the set
of vertices (resp. edges) in Γ by V (Γ) (resp. E(Γ)). The set of flags of Γ
is defined to be
F (Γ) = {(e, v) ∈ E(Γ)× V (Γ) | v ∈ e}.
(2) The label map ~f : V (Γ)∪E(Γ)→ Σ(r)∪Σ(r− 1)c sends a vertex v ∈ V (Γ)
to a top dimensional cone σv ∈ Σ(r), and sends an edge e ∈ E(Γ) to an
(r − 1)-dimensional cone τe ∈ Σ(r − 1)c. Moreover, ~f defines a map from
the graph Γ to the graph Υ: if (e, v) ∈ F (Γ) then (τe, σv) ∈ F (Σ).
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(3) The degree map ~d : E(Γ) → Z>0 sends an edge e ∈ E(Γ) to a positive
integer de.
(4) The genus map ~g : V (Γ)→ Z≥0 sends a vertex v ∈ V (Γ) to a nonnegative
integer gv.
(5) The marking map ~s : {1, 2, . . . , n} → V (Γ) is defined if n > 0.
(6) The twisting map ~k sends an edge e ∈ E(Γ) to an element ke ∈ Ge := Gτe ,
a flag (e, v) to an element k(e,v) ∈ Gv := Gσv , a marking j ∈ {1, . . . , n} to
an element kj ∈ Gv if ~i(j) = v.
The above maps satisfy the following two constraints:
(i) (topology of the domain)
∑
v∈V (Γ)
gv + |E(Γ)| − |V (Γ)|+ 1 = g.
(ii) (topology of the map)
∑
e∈E(Γ)
de[ℓτe ] = β.
(iii) (compatibility along an edge) Given any edge e ∈ E(Γ), let v, v′ ∈ V (Γ)
be its two ends. Then k(e,v) ∈ Gv and k(e,v′) ∈ Gv′ are determined by
de ∈ Z>0 and ke ∈ Ge [30, Lemma II.13].
(iv) (compatibility at a vertex) Given v ∈ V (Γ), let Ev and Sv be defined as in
Definition 53. Then ∏
e∈Ev
k−1(e,v)
∏
j∈Sv
kj = 1.
In particular, if (e, v) ∈ F (Γ) and v ∈ V 1(Γ) then k(e,v) = 1 ∈ Gv.
(v) (compatibility with ~i = (i1, . . . , in)) Given j ∈ {1, . . . , n}, if ~s(j) = v, then
the pair (pσv , kj) represent a point in Xij , the connected component of IX
labelled by ij.
Let Gg,~i(X , β) be the set of all decorated graphs
~Γ = (Γ, ~f, ~d,~g, ~s,~k) satisfying
the above constraints.
Let f : (C, x1, . . . , xn) → X be a twisted stable map which represents a T fixed
point in Mg,~i(X , β). Let f¯ : (C, x1, . . . , xn)→ X be the corresponding stable map
between coarse moduli spaces. Then f¯ : (C, x1, . . . , xn) → X represents a T fixed
point in Mg,n(X, β), so we may define, as in Section 5.2, Γ, ~f, ~d,~g, ~s, Cv for each
vertex v ∈ V (Γ), and Ce for each edge e ∈ E(Γ). It remains to define the twisting
map ~k. Let Cv (resp. Ce) be the preimage of Cv (resp. Ce) under the projection
C → C.
• Given an edge e ∈ E(Γ), the map fe := f |Ce : Ce → lτ is determined by the
degree de of the map f¯e := f¯ |Ce : Ce = P
1 → ℓτ = P1 and ke ∈ Gτe . Define
~k(e) = ke.
• Given (e, v) ∈ F (Γ), let y(e, v) = Ce ∩ Cv. Define ~k(e, v) = k(e,v) ∈ Gv to
be the image of the generator of the stabilizer of the stacky point y(e, v) in
the orbicurve Ce.
• Under the evaluation map evj , the j-th marked point xj is mapped to (pσ, k)
in the inertial stack IX , where σ ∈ V (Σ) and k ∈ Gσ. Then ~f ◦ ~s(j) = σ.
Define ~k(j) = kj = k.
Define
(112) r(e,v) = |〈k(e,v)〉|.
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where 〈k(e,v)〉 is the subgroup of Gv generated by k(e,v). Suppose that v, v
′ ∈ V (Γ)
are the two end points of the edge e ∈ E(Γ). Then
lrigτ
∼= Cr(τe,σv),r(τe,σv′ ), Ce
∼= Cr(e,v),r(e,v′) .
To summarize, we have a map from Mg,~i(X , β)
T to the discrete set Gg,~i(X , β).
Let F~Γ ⊂Mg,~i(X , β)
T denote the preimage of ~Γ. Then
Mg,~i(X , β)
T =
⊔
~Γ∈G
g,~i
(X ,β)
F~Γ
where the right hand side is a disjoint union of connected components.
We now describe the fixed locus F~Γ associated to each decorated graph
~Γ ∈
Gg,~i(X , β). Given an edge e ∈ E(Γ), the map fe : Ce → lτ , where τ =
~f(e), is
determined by ~Γ up to isomorphism. The automorphism group of fe is Ge ×Z~d(e).
The moduli space of fe is
Me = B(Ge × Z~d(e)).
Given a stable vertex v ∈ V S(Γ), the map fv := f |Cv : Cv → pσ = BGv, where
σ = ~f(v), represents a point in Mgv ,Ev∪Sv (pσ), where Ev and Sv are defined as in
Definition 53. For each e ∈ Ev ⊂ E(Γ), there is an evaluation map
ev(e,v) :Mgv ,Ev∪Sv(pσ)→ Ipσv .
For each j ∈ Sv ⊂ {1, . . . , n}, there is an evaluation map
evj :Mgv ,Ev∪Sv(pσ)→ Ipσv .
We have
Ipσv
∼= IBGv =
⊔
k∈Gv
(BGv)k,
where (BGv)k are connected components of IBGv (see Example 80). The moduli
space of fv is
Mgv ,~iv (BGv) :=
⋂
e∈Ev
ev−1(e,v)((BGv)k−1(e,v) ) ∩
⋂
j∈Sv
ev−1j ((BGv)kj ).
To obtain a T fixed point [f : (C, x1, . . . , xn) → X ], we glue the the above maps
fv and fe along the nodes. Let V
2(Γ) and FS(Γ) be defined as in Definition 53.
The nodes of C are
{y(e,v) = Ce ∩ Cv | (e, v) ∈ F
S(Γ)} ∪ {yv = Cv | v ∈ V
2(Γ), Ev = {e1, e2}}.
We define M˜~Γ by the following 2-cartesian diagram
M˜~Γ
fE
−−−−→
∏
e∈E(Γ)Me
fV
y evEy∏
v∈V S(Γ)Mgv ,~iv (BGv)
evV−−−−→
∏
(e,v)∈FS(Γ) IBGv ×
∏
v∈V 2(Γ) IBGv
where evV and evE are given by evaluation at nodes, and IBGv is the rigidified
inertia stack. More precisely:
• For every stable flag (e, v) ∈ FS(Γ), let ev(e,v) be the evaluation map at the
node y(e,v), and let ev(e,v) = ι ◦ ev(e,v), where ι is the involution on IBGv.
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• For each v ∈ V 2(Γ), let EV = {e1, e2} (we pick some ordering of the two
edges in Ev), let ev(e1,v) be the evaluation map at the node yv, and let
ev(e2,v) = ι ◦ ev(e2,v).
• Define
evV =
∏
(e,v)∈FS(Γ)
ev(e,v)
evE =
∏
(e,v)∈FS(Γ)
ev(e,v) ×
∏
v ∈ V 2(Γ)
(e, v) ∈ F (Γ)
ev(e,v).
The fixed locus associated to the decorated graph ~Γ is
FΓ = M˜~Γ/Aut(
~Γ).
From the above definitions, up to some finite morphism, FΓ can be identified
with
M~Γ :=
∏
v∈V S(Γ)
Mgv ,~iv (BGv),
and
[F~Γ] = c~Γ[M~Γ] ∈ A∗(M~Γ)
where
(113) c~Γ =
1
|Aut(~Γ)|
∏
e∈E(Γ)(de|Ge|)
·
∏
(e,v)∈FS(Γ)
|Gv|
r(e,v)
·
∏
v∈V 2(Γ)
|Gv|
rv
.
In the above equation:
•
|Gv|
r(e,v)
= |Gv/〈k(e,v)〉|, where Gv/〈k(e,v)〉 is the automorpshim group of k
−1
(e,v)
in the rigidified inertial stack IBGv.
• If v ∈ V 2(Γ) and Ev = {e1, e2}, we define rv = r(e1, v) = r(e2, v).
9.3. Virtual tangent and normal bundles. Given a decorated graph ~Γ ∈ Gg,~i(X , β)
and a twisted stable map f : (C, x1, . . . , xn) → X which represents a point in the
fixed locus F~Γ associated to
~Γ, let
B1 = Hom(ΩC(x1 + · · ·+ xn),OC), B2 = H0(C, f∗TX )
B4 = Ext
1(ΩC(x1 + · · ·+ xn),OC), B5 = H1(C, f∗TX )
T acts on B1, B2, B3, B4. Let B
m
i and B
f
i be the moving and fixed parts of Bi,
respectively. Then
(114) 0→ Bf1 → B
f
2 → T
1,f → Bf4 → B
f
5 → T
2,f → 0
(115) 0→ Bm1 → B
m
2 → T
1,m → Bm4 → B
m
5 → T
2,m → 0
The irreducible components of C are
{Cv | v ∈ V
S(Γ)} ∪ {Ce | e ∈ E(Γ)}.
Recall that the nodes of C are
{y(e, v) = Ce ∩ Cv | (e, v) ∈ F
S(Γ)} ∪ {yv = Cv | v ∈ V
2(Γ)}.
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9.3.1. Automorphisms of the domain.
Bf1 =
⊕
e ∈ E(Γ)
(e, v), (e, v′) ∈ F (Γ)
Hom(ΩCe(y(e, v) + y(e, v
′)),OCe)
=
⊕
e ∈ E(Γ)
(e, v), (e, v′) ∈ F (Γ)
H0(Ce, TCe(−y(e, v)− y(e, v
′))
Bm1 =
⊕
v∈V 1(Γ),(e,v)∈F (Γ)
Ty(e,v)Ce
We define
w(e,v) := e
T (Ty(e,v)Ce) =
r(τe, σv)w(τe, σv)
r(e,v)de
∈ H2T (y(e, v)) = MQ.
9.3.2. Deformations of the domain. Given any v ∈ V S(Γ), define a divisor xv of Cv
by
xv =
∑
i∈Sv
xi +
∑
e∈Ev
y(e, v).
Then
Bf4 =
⊕
v∈V S(Γ)
Ext1(ΩCv (xv),OC) =
⊕
v∈V S(Γ)
TMgv ,~iv (BGv)
Bm4 =
⊕
v∈V 2(Γ),Ev={e,e′}
TyvCe ⊗ TyvCe′ ⊕
⊕
(e,v)∈FS(Γ)
Ty(e,v)Cv ⊗ Ty(e,v)Ce
where
eT (TyvCe ⊗ TyvCe′) = w(e,v) + w(e′,v), v ∈ V
2(Γ)
eT (Ty(e,v)Cv ⊗ Ty(e,v)Ce) = w(e,v) −
ψ¯(e,v)
r(e,v)
, v ∈ V S(Γ)
9.3.3. Unifying stable and unstable vertices. From the discussion in Section 9.3.1
and Section 9.3.2,
(116)
eT (Bm1 )
eT (Bm4 )
=
∏
v∈V 1(Γ),(e,v)∈F (Γ)
w(e,v)
∏
v∈V 2(Γ),Ev={e,e′}
1
w(e,v) + w(e′,v)
·
∏
v∈V S(Γ)
1∏
e∈Ev(w(e,v) − ψ¯(e,v)/r(e,v))
.
Recall that
M~Γ =
∏
v∈V S(Γ)
Mgv ,~iv(BGv).
c~Γ =
1
|Aut(~Γ)
∏
e∈E(Γ)(de|Ge|)
∏
(e,v)∈FS(Γ)
|Gv|
r(e,v)
∏
v∈V 2(Γ)
|Gv|
rv
.
To unify the stable and unstable vertices, we use the following convention for the
empty sets M0,(1)(BG) and M0,(c,c−1)(BG), where 1 ∈ G is the identity element,
and c ∈ G. Let G be a finite abelian group. Let w1, w2 be formal variables.
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• M0,(1)(BG) is a −2 dimensional space, and
(117)
∫
M0,(1)(BG)
1
w1 − ψ¯1
=
w1
|G|
• M0,(c,c−1)(BG) is a −1 dimensional space, and
(118)
∫
M0,(c,c−1)(BG)
1
(w1 − ψ¯1)(w2 − ψ¯2)
=
1
(w1 + w2) · |G|
(119)
∫
M0,(c,c−1)(BG)
1
w1 − ψ¯1
=
1
|G|
From (117), (118), (119), we obtain the following identities for non-stable vertices:
(i) If v ∈ V 1(Γ) and (e, v) ∈ F (Γ), then r(e,v) = 1, and
|Gv|
∫
M0,(1)(BGv)
1
w(e,v) − ψ¯(e,v)
= w(e,v).
(ii) If v ∈ V 2(Γ) and Ev = {e, e′}, let c = ρ(e, v) = ρ(e′, v)−1 ∈ Gv, then
|Gv|
rv
·
|Gv|
rv
·
∫
M0,(c,c−1)(BGv)
1
(w(e,v) − ψ¯(e,v)/rv)(w(e′,v) − ψ¯(e′,v)/rv)
=
|Gv|
rv
·
1
w(e,v) + w(e′,v)
.
(iii) If v ∈ V 1,1(Γ) and (e, v) ∈ F (Γ), then
|Gv|
r(e,v)
∫
M0,(c,c−1)(BGv)
1
w(e,v) − ψ¯1/r(e,v)
= 1.
We then redefine M~Γ and c~Γ as follows:
(120) M~Γ =
∏
v∈V (Γ)
Mgv ,~iv (BGv), [F~Γ] = c~Γ[M~Γ],
(121) c~Γ =
1
|Aut(~Γ)|
∏
e∈E(Γ)(de|Ge|)
∏
(e,v)∈F (Γ)
|Gv|
r(e,v)
.
With the above conventions (117)–(121), we may rewrite (116) as
(122)
eT (Bm1 )
eT (Bm4 )
=
∏
v∈V (Γ)
1∏
e∈Ev(w(e,v) − ψ¯(e,v)/r(e,v))
.
The following lemma shows that the conventions (117), (118), and (119) are
consistent with the stable case M0,(c1,...,cn)(BG), n ≥ 3.
Lemma 123. Let G be a finite abelian group. Let ~c = (c1, . . . , cn) ∈ Gn, where
c1 · · · cn = 1. Let w1, . . . , wn be formal variables. Then
(a)
∫
M0,~c(BG)
1∏n
i=1(wi − ψ¯i)
=
1
|G| · w1 · · ·wn
(
1
w1
+ · · ·
1
wn
)n−3.
(b)
∫
M0,~c(BG)
1
w1 − ψ¯1
=
w2−n1
|G|
.
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Proof. The unstable cases n = 1 and n = 2 follow from the definitions (117) and
(118), respectively. The stable case (n ≥ 3) follows from Corollary 92 and Lemma
61. 
9.3.4. Deformation of the map. We first introduce some notation. Given σ ∈ Σ(r)
and k ∈ Gσ, let
(
TpσX
)k
denote the subspace which is invariant under the action
of k on TpσX . Then (
TpσX
)k
=
(
TpσX
)k−1
.
Consider the normalization sequence
(124)
0→ OC →
⊕
v∈V S(Γ)
OCv ⊕
⊕
e∈E(Γ)
OCe
→
⊕
v∈V 2(Γ)
Oyv ⊕
⊕
(e,v)∈FS(Γ)
Oy(e,v) → 0.
We twist the above short exact sequence of sheaves by f∗TX . The resulting short
exact sequence gives rise a long exact sequence of cohomology groups
0 → B2 →
⊕
v∈V S(Γ)
H0(Cv)⊕
⊕
e∈E(Γ)
H0(Ce)
→
⊕
v ∈ V 2(Γ)
Ev = {e, e
′}
(Tf(yv)X )
k(e,v) ⊕
⊕
(e,v)∈FS(Γ)
(
Tf(y(e,v))X
)k(e,v)
→ B5 →
⊕
v∈V S(Γ)
H1(Cv)⊕
⊕
e∈E(Γ)
H1(Ce)→ 0.
where
Hi(Cv) = H
i(Cv, f
∗
vTX ), H
i(Ce) = H
i(Ce, f
∗
eTX )
for i = 0, 1.
f(yv) = pσv = f(y(e, v)). Given (e, v) ∈ F (Γ), define
(125) h(e, v) = eT (
(
TpσX
)k(e,v)) = ∏
(τ,σv)∈F (Σ),〈k(e,v)〉⊂Gτ
w(τ, σv).
The mapB1 → B2 sendsH0(Ce, TCe(−y(e, v)−y(e′, v))) isomorphically toH0(Ce, f∗e T lτe)
f ,
the fixed part of H0(Ce, f
∗
eT lτe).
It remains to compute
h(v) :=
eT (H1(Cv, f∗vTX )
m)
eT (H0(Cv, f∗vTX )m)
, h(e) :=
eT (H1(Ce, f∗e TX )
m)
eT (H0(Ce, f∗e TX )m)
We first introduce some notation.
• If v ∈ V S(Γ), then there is a cartesian diagram
C˜v
f˜v
−−−−→ pty y
Cv
fv
−−−−→ BGv.
Let Ĝv denote the subgroup of Gv generated by the monodromies of the
Gv-cover C˜v → Cv. Then the number of connected components of C˜v is
|Gv/Ĝv|, and each connected component is a Ĝv-cover of Cv.
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• Given (τ, σ) ∈ F (Σ), let φ(τ, σ) ∈ G∗σ be the irreducible character which
corresponds to the 1-dimensional Gσ-representation Tpσ lτ .
• Given an irreducible character φ of Gv, let Cφ denote the 1-dimensional
Gv-representation associated to φ. Define
Λ∨φ(u) =
rankEφ∑
i=0
(−1)iλφi u
rankEφ−i,
where λφi ∈ A
i(Mgv ,~iv (BGv)) are Hurwitz-Hodge classes associated to φ ∈
G∗v. Here rankEρ is the rank of Eρ →Mgv ,~iv (BGv). The rank of a Hurwitz-
Hodge bundle Eρ →Mg,~c(BG), where G is any finite group and ρ ∈ G
∗, is
given in Section 7.5.
• Given a Gv representation V , let V Gv denote the subspace on which Gv
acts trivially.
Lemma 126. Suppose that v ∈ V S(Γ) and ~f(v) = σ ∈ Σ(r). Then
(127) h(v) =
∏
(σ,τ)∈E(Γ)
Λ∨φ(τ,σ)(w(τ, σ))∏
(σ,τ)∈E(Γ),Ĝv⊂Gτ
w(τ, σ)
Proof. We have
Hi(Cv, f
∗
vTX ) =
(
Hi(C˜v,OC˜v)⊗ TσX
)Gv
∼=
⊕
(τ,σ)∈F (Γ)
(
Hi(C˜v,OC˜v )⊗ Cφ(τ,σ)
)Gv
.
The group homomorphism Gv → Gv/Ĝv induces an inclusion (Gv/Ĝv)∗ → G∗v
of sets of irreducible characters, so (Gv/Ĝv)
∗ can be viewed as a subset of G∗v.
H0(C˜v,OC˜v ) is the regular representation of Gv/Ĝv, so
H0(C˜v,OC˜v ) =
⊕
φ∈(Gv/Ĝv)∗
Cφ.
φ(τ, σ) ∈ (Gv/Ĝv)∗ iff Ĝv ⊂ Gτ , so
eT
((
H0(C˜v,OC˜v)⊗ Cφ(τ,σ)
)Gv)
=
{
w(τ, σ), Ĝv ⊂ Gτ ,
1, Ĝv 6⊂ Gτ .
Therefore,
(128) eT (H
0(Cv, f
∗
vTX )
m) = eT (H
0(Cv, f
∗
vTX )) =
∏
(τ,σ)∈F (Γ),Ĝv⊂Gτ
w(τ, σ)
(
H1(C˜v,OCv)⊗ Cφ(τ,σ)
)Gv
= E∨φ(τ,σ),
so
(129) eT (H
1(Cv, f
∗
vTX )
m) = eT (H
1(Cv, f
∗
vTX )) =
∏
(τ,σ)∈F (Γ)
Λ∨φ(τ,σ)(w(τ, σ)).
Equation (127) follows from (128) and (129). 
LOCALIZATION IN GROMOV-WITTEN THEORY 59
Lemma 130. Suppose that e ∈ E(Γ). Let d = de ∈ Z>0, and let τ = ~f(e) ∈
Σ(r − 1)c. Define σ, σ′, τi, τ ′i , ai as in Section 4.3. Suppose that (e, v), (e, v
′) ∈
F (Γ), ~f(v) = σ, ~f(v′) = σ′. Then k(e,v) ∈ Gσ acts on Tpσ lτ by multiplication by
e2π
√−1〈d/r(τ,σ)〉, and acts on Tpσ lτi by e
2π
√−1ǫj , where
〈
d
r(τ, σ)
〉, ǫ1, . . . , ǫr−1 ∈ {0,
1
r(e,v)
, . . . ,
r(e,v) − 1
r(e,v)
}.
Define
u = r(τ, σ)w(τ, σ) = −r(τ, σ′)w(τ, σ′).
Then
(131) h(e) =
( d
u
)⌊
d
r(τ,σ)
⌋
⌊ dr(τ,σ)⌋!
(− d
u
)
⌊ d
r(τ,σ′)
⌋
⌊ dr(τ,σ′)⌋!
r−1∏
i=1
bi
where
(132) bi =

⌊dai−ǫi⌋∏
j=0
(w(τi, σ)− (j + ǫi)
u
d
)−1, ai ≥ 0,
⌈ǫi−dai−1⌉∏
j=1
(w(τi, σ) + (j − ǫi)
u
d
), ai < 0.
Proof. Let
wi = w(τi, σ), i = 1, . . . , r − 1.
We have
Nlτ/X = L1 ⊕ · · · ⊕ Lr−1.
• The weights of T -actions on (Li)pσ and (Li)pσ′ are wi and wi − aiu, re-
spectively.
• The weights of T -action on Tpσ lτ and Tpσ′ lτ are
u
r(τ, σ)
and
−u
r(τ, σ′)
, re-
spectively.
• Let pv = f−1e (pσ), pv′ = f
−1
e (pσ′) be the two torus fixed points in Ce.
Then the weights of T -action on TpvCe and Tpv′Ce are
u
dr(e,v)
and
−u
dr(e,v′)
,
respectively.
By Example 98,
chT (H
1(Ce, f
∗
eLi)−H
0(Ce, f
∗
eLi)) =

−
⌊dai−ǫi⌋∑
j=0
ewi−(j+ǫi)
u
d , ai ≥ 0,
⌈ǫi−dai−1⌉∑
j=1
ewi+(j−ǫi)
u
d , ai < 0.
Note that wi− (j + ǫi)u and wi+(j − ǫi)u are nonzero for any j ∈ Z since wi and
u are linearly independent for i = 1, . . . , r − 1. So
eT
(
H1(Ce, f∗eLi)
m
)
eT (H0(Ce, f∗eLi)m)
=
eT
(
H1(Ce, f∗eLi)
)
eT (H0(Ce, f∗eLi))
= bi
where bi is defined by (132).
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By Example 98 again,
chT (H
1(Ce, f
∗
e T lτ)−H
0(Ce, f
∗
eT lτ ))
=
∑
j∈Z,−〈 d
r(τ,σ)
〉≤j≤ d
r(τ,σ)
+ d
r(τ,σ′)
−〈 d
r(τ,σ)
〉
e
u
r(τ,σ)
−(j+〈 d
r(τ,σ)
〉)u
d
= = 1 +
⌊ d
r(τ,σ)
⌋∑
j=1
ej
u
d +
⌊ d
r(τ,σ′)
⌋∑
j=1
e−j
u
d .
So
eT (H1(Ce, f
∗
eT lτ )
m)
eT (H0(Ce, f∗eT lτ )m)
=
⌊ d
r(τ,σ)
⌋∏
j=1
1
j ud
⌊ d
r(τ,σ′)
⌋∏
j=1
1
−j ud
=
( d
u
)⌊
d
r(τ,σ)
⌋
⌊ dr(τ,σ)⌋!
(− d
u
)
⌊ d
r(τ,σ′)
⌋
⌊ dr(τ,σ′)⌋!
Therefore,
eT (H1(Ce, f∗e TX )
m)
eT (H0(Ce, f∗e TX )m)
=
eT (H1(Ce, f∗e T lτ )
m)
eT (H0(Ce, f∗e T lτ )m)
·
r−1∏
i=1
eT (H1(Ce, f∗eLi)
m)
eT (H0(Ce, f∗eLi)m)
=
( d
u
)⌊
d
r(τ,σ)
⌋
⌊ dr(τ,σ)⌋!
(− d
u
)
⌊ d
r(τ,σ′)
⌋
⌊ dr(τ,σ′)⌋!
r−1∏
i=1
bi

From the above discussion, we conclude that
eT (Bm5 )
eT (Bm2 )
=
∏
v∈V 2(Γ),Ev={e,e′}
h(e, v) ·
∏
(e,v)∈FS(Γ)
h(e, v) ·
∏
v∈V S(Γ)
h(v) ·
∏
e∈E(Γ)
h(e)
where h(e, v), h(v), and h(e) are defined by (125), (127), (131), respectively. To
unify the stable and unstable vertices, we define
h(v) :=

1
h(e, v)
, v ∈ V 1(Γ) ∪ V 1,1(Γ), Ev = {e},
1
h(e, v)
=
1
h(e′, v)
, v ∈ V 2(Γ), Ev = {e, e′}.
Then
eT (Bm5 )
eT (Bm2 )
=
∏
v∈V (Γ)
h(v) ·
∏
(e,v)∈F (Γ)
h(e, v) ·
∏
e∈E(Γ)
h(e).
9.4. Contribution from each graph.
9.4.1. Virtual tangent bundle. We have Bf1 = B
f
2 , B
f
5 = 0. So
T 1,f = Bf4 =
⊕
v∈V S(Γ)
TMgv ,~iv (BGv), T
2,f = 0.
We conclude that
[
∏
v∈V S(Γ)
Mgv ,~iv (BGv)]
vir =
∏
v∈V S(Γ)
[Mgv ,~iv (BGv)].
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9.4.2. Virtual normal bundle. Let Nvir~Γ be the virtual bundle on M~Γ which corre-
sponds to the virtual normal bundle of F~Γ in Mg,~i(X , β). Then
1
eT (Nvir~Γ )
=
eT (Bm1 )e
T (Bm5 )
eT (Bm2 )e
T (Bm4 )
=
∏
v∈V (Γ)
h(v)∏
e∈Ev(w(e,v) − ψ¯(e,v)/r(e,v))
∏
(e,v)∈F (Γ)
h(e, v) ·
∏
e∈E(Γ)
h(e)
9.4.3. Integrand. Given σ ∈ Σ(r), let
i∗σ : A
∗
T (X )→ A
∗
T (pσ) = Q[u1, . . . , ur]
be induced by the inclusion iσ : pσ → X . Given ~Γ ∈ Gg,~i(X , β), let
i∗~Γ : A
∗
T (Mg,~i(X , β))→ A
∗
T (F~Γ)
∼= A∗T (M~Γ)
be induced by the inclusion i~Γ : F~Γ →Mg,~i(X , β). Then
(133)
i∗~Γ
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ¯
T
i )
ai
)
=
∏
v ∈ V 1,1(E)
Sv = {i}, Ev = {e}
i∗σvγ
T
i (−w(e,v))
ai ·
∏
v∈V S(Γ)
(∏
i∈Sv
i∗σvγ
T
i
∏
e∈Ev
ψ¯ai(e,v)
)
To unify the stable vertices in V S(Γ) and the unstable vertices in V 1,1(Γ) , we use
the following convention: for a ∈ Z≥0,
(134)
∫
M0,(c,c−1)(BG)
ψ¯a2
w1 − ψ¯1
=
(−w1)a
|G|
.
In particular, (119) is obtained by setting a = 0. With the convention (134), we
may rewrite (133) as
(135) i∗~Γ
n∏
i=1
(
ev∗i γ
T
i ∪ (ψ¯
T
i )
ai
)
=
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγ
T
i
∏
e∈Ev
ψ¯ai(e,v)
)
.
The following lemma shows that the convention (134) is consistent with the
stable case M0,(c1,...,cn)(BG), n ≥ 3.
Lemma 136. Let n, a be integers, n ≥ 2, a ≥ 0. Let ~c = (c1, . . . , cn) ∈ Gn, where
c1 · · · cn = 1. Then∫
M0,~c(BG)
ψ¯a2
w1 − ψ¯1
=

∏a−1
i=0 (n− 3− i)
a!|G|
wa+2−n1 , n = 2 or 0 ≤ a ≤ n− 3.
0, otherwise.
Proof. The case n = 2 follows from (134). For n ≥ 3,∫
M0,~c(BG)
ψa2
w1 − ψ¯1
=
1
w1
∫
M0,~c(BG)
ψ¯a2
1− ψ¯1w1
= wa+2−n1
∫
M0,~c(BG)
ψ¯n−3−a1 ψ¯
a
2
= wa+2−n1 ·
1
|G|
·
(n− 3)!
(n− 3− a)!a!
=
∏a−1
i=0 (n− 3− i)
a!|G|
wa+2−n1 .

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9.4.4. Integral. Let
i∗ : A∗T (Mg,~i(X , β))→ A
∗
T (Mg,~i(X , β)
T )
be induced by the inclusion i :Mg,~i(X , β)
T →Mg,~i(X , β). The contribution of∫
[M
g,~i
(X ,β)T ]vir,T
i∗
∏n
i=1(ev
∗
i γ
T
i ∪ (ψ¯
T
i )
ai)
eT (Nvir)
from the fixed locus F~Γ is given by
c~Γ
∏
e∈E(Γ)
h(e)
∏
(e,v)∈F (Γ)
h(e, v)
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγ
T
i
)
·
∏
v∈V (Γ)
∫
M
gv,~iv
(BGv)
h(v) ·
∏
e∈Ev ψ¯
ai
(e,v)∏
e∈Ev (w(e,v) − ψ¯(e,v)/r(e,v))
where c~Γ ∈ Q is defined by (121).
9.5. Sum over graphs. Summing over the contribution from each graph ~Γ given
in Section 9.4.4 above, we obtain the following formula.
Theorem 137.
(138)
〈τ¯a1(γ
T
1 ) · · · τ¯an(γ
T
n )〉
XT
g,β
=
∑
~Γ∈G
g,~i
(X ,β)
c~Γ
∏
e∈E(Γ)
h(e)
∏
(e,v)∈F (Γ)
h(e, v)
∏
v∈V (Γ)
(∏
i∈Sv
i∗σvγ
T
i
)
·
∏
v∈V (Γ)
∫
Mg,~iv (BGv)
h(v)
∏
i∈Sv ψ¯
ai
i∏
e∈Ev (w(e,v) − ψ¯(e,v)/r(e,v))
.
where h(e), h(e, v), h(v) are given by (131), (125), (127), respectively, and we have
the following convention for the v /∈ V S(Γ):∫
M0,(1)(BG)
1
w1 − ψ¯2
=
w1
|G|
,
∫
M0,(c,c−1)(BG)
1
(w1 − ψ¯1)(w2 − ψ¯2)
=
1
|G| · (w1 + w2)
,∫
M0,(c,c−1)(BG)
ψ¯a2
w1 − ψ¯1
=
(−w1)a
|G|
, a ∈ Z≥0.
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