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This research introduces Roblocks, a user-friendly system for learning Artificial In-
telligence (AI) planning concepts using mobile manipulator robots. It uses a visual
programming interface based on block-structured programming to make AI planning
concepts easier to grasp for those who are new to robotics and AI planning. Users get
to accomplish any desired tasks by dynamically populating puzzle shaped blocks en-
coding the robot’s possible actions, allowing them to carry out tasks like navigation,
planning, and manipulation by connecting blocks instead of writing code. Roblocks
has two levels, where in the first level users are made to re-arrange a jumbled set of
actions of a plan in the correct order so that a given goal could be achieved. In the
second level, they select actions of their choice but at each step only those actions
pertaining to the current state are made available to them, thereby pruning down
the vast number of possible actions and suggesting only the truly feasible and rele-
vant actions. Both of these levels have a simulation where the user plan is executed.
Moreover, if the user plan is invalid or fails to achieve the given goal condition then
an explanation for the failure is provided in simple English language. This makes
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Artificial Intelligence (AI) is the science and engineering of making intelligent ma-
chines, especially intelligent computer programs. However, there is no fixed definition
to explain what exactly do we mean by ”intelligence”. Some say that is the simu-
lation of human intelligence processes like learning (the acquisition of information
and rules for using the information), reasoning (using rules to reach approximate or
definite conclusions) and self-correction while some aim at the creation of intelligence
without concern for human characteristics. For my thesis, intelligence can be defined
as the capability of an agent to perform an action based on the observations of the
environment. Planning is a core part of AI research. It is a key ability for intelligent
systems, helping them in increasing their autonomy and flexibility through the con-
struction of a sequence of actions to achieve their desired goals. At the center of the
problem of intelligent behavior is the problem of selecting the action to perform next.
In AI, three different approaches have been used to address this problem. In the
programming-based approach, a controller prescribing an action to do next is given
by the programmer, usually in a suitable high-level language. In this approach, the
problem is solved by the programmer in his or her head and the solution is expressed
as a program or as a collection of rules or behaviors. In the learning-based approach,
the controller is not given by a programmer but is learned from experience just like
in reinforcement learning. Finally, in the model-based approach, the controller is not
learned from experience but is derived automatically from a model of actions, sen-
sors, and goals. Planning techniques have been applied in a variety of tasks including
robotics, process planning, autonomous agents, and spacecraft mission control.
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1.1 Motivation
This work is focused on model-based methods that require a model of the actions,
sensors, and goals and face the computational problem of solving the model- a problem
that is computationally intractable even for the simplest models where information
is complete and actions are deterministic. For a simple blocks world problem with
n blocks, we have more than n! states. My goal with this research is to help those
who are new to AI planning and robotics understand the basic concepts of planning
without allowing them to write code explicitly. I have tried leveraging the benefits
of blocks-based programming style which has recently gained much popularity in the
educational field. Anyone can use this system to solve a task like moving a robot
in a warehouse or help a robot to place items on shelves by just connecting puzzled
shaped blocks. And, if they are unsuccessful in solving the task then an explanation
for the failure is provided to them in simple English language. This explanation will
help them easily understand about the error. It will provide information that is easily
understood, essential and without including its background details. For example, let’s
take one real-life example of a robot working inside a kitchen. You want him to bring
you a cup of coffee and some donuts on a plate at once. But the robot is unable to
perform this task as it has only one gripper. In this case, the explanation could be
something like ”(Bring donuts) could not be performed because the robot’s gripper
is not empty and the previous action, (Bring coffee) made (free gripper) false”.
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1.2 Planning Model
The state model M (Geffner and Bonet, 2013) for classical AI planning comprises
of:
• a finite and discrete state space S,
• a known initial state s0 ∈ S,
• a non-empty set SG ∈ S of goal states,
• actions A(s) ⊆ A applicable in each state s ∈ S,
• a deterministic state transition function s′ = f(s, a) for a ∈ A(s), and
• a cost function c: A∗ → [0,∞]
Solutions to planning problems are paths from an initial state to a goal state in
the transition graph. In this model, a solution or plan is a sequence of applicable
actions mapping s0 into SG. More precisely, a plan π = a0, a1, ..., an−1 must generate
a state sequence s0, s1, ..., sn such that ∀ai ∈ A(si), si+1 ∈ f(si, ai), and SG ∈ sn, for
i ∈ 0, 1, ..., n − 1. The cost of the plan is the sum of the action costs c(si, ai), and a
plan is optimal if it has minimum cost over all the possible plans.
1.3 Planning Languages
The most commonly used language for representing planning domains and plan-
ning problems is the Planning Domain Definition Language (PDDL) (Ghallab et al.,
1998). It is based on Standford Research Institute Problem Solver (STRIPS) (Fikes
and Nilsson, 1971) formalism. In STRIPS, states and actions are specified in terms
of propositional state variables also called as grounded atoms.
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A state is a conjunction of grounded atoms that define how does the world look
now. i.e At(kitchen)∧Empty(Gripper). Atoms that are not present are assumed to
be false. An action defines how an agent can change the world. It has preconditions
and effects. Precondition defines a set of grounded atoms that needs to be true before
the action could be applied. Effect defines a set of grounded atoms that will become
true and a set of grounded atoms that will no longer remain true once the action has
been executed.
PDDL is intended to express the “physics” of a domain, that is, what predicates
there are, what are the objects in the environment, what actions are possible and
their effects. In PDDL, we define a planning problem using two files, a domain file
and a problem file.
1.3.1 Domain File
A domain file contains the name of the domain, a list of predicates and a list of
actions with parameters, preconditions, and effects. Below is an example domain file
of the blocks world planning problem.
Figure 1.1: Blocks World Domain File (Drew McDermott, 2016)
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1.3.2 Problem File
A problem file contains the name of the domain, objects in the environment, a
description of the initial state (using the predicates listed in the domain file) and
description of the goal state (again, using predicates listed in the domain file). Below
is an example problem file of the blocks world planning problem.
Figure 1.2: Blocks World Problem File (Drew McDermott, 2016)
1.4 Block-Based Programming
Block-based programming, sometimes known as block-based coding, is coding within
a programming language where instructions are mainly represented as blocks. If a
language does not involve blocks as the main part of its programming language but in-
stead is mostly oriented around text, then it is known as a text-based language. Both
text-based and block-based languages have advantages and disadvantages. Block-
based languages usually have a set of commands to choose from, preventing the need
to memorize them, and are therefore easy for the beginners to start coding.
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However, it may be slower to code in a block-based language than one where a user
can quickly input commands using their keyboard. On the other end, syntax errors
are common in text-based languages. This could be frustrating for those transitioning
from block to text.
Recently, block-based programming has been the de facto way to teach kids in-
troductory programming in the US. Instead of traditional, text-based programming,
block-based coding involves dragging and dropping “blocks” of instructions. The
most popular, by far, the block-based app is Scratch (Resnick et al., 2009). As you
can see in the picture below, you drag blocks of instructions on the left into the editor
on the right!




Roblocks is motivated from the work done in Code3 (Huang and Cakmak, 2017),
an end-to-end system for programming mobile manipulator robots for novices and ex-
perts. Code3 integrates components for perception, manipulation, and high-level pro-
gramming. The perception component helps users define a library of object and scene
parts that the robot can later detect. The manipulation component lets users define
actions for manipulating objects or scene parts through programming by demon-
stration. Finally, the high-level programming component provides a drag-and-drop
interface with which users can program the logic and control flow to accomplish a task
using their previously specified perception and manipulation capabilities. However,
their system lacks in addressing explanations or possible reasons for plan failures.
Some similar systems like ROS Commander (Nguyen et al., 2013) and RoboFlow
(Alexandrova et al., 2015) have integrated robot actions, including those programmed
by demonstration, with a visual programming language using a data flow model (Hils,
1992). The authors from the above works have pointed out that in some cases these
flow-based interfaces do not scale well, especially when the state space is large. In
contrast, Roblocks uses simple HTML and Javascript for developing the control flow
which makes it robust, simple and easy to play with.
Others have designed robot programming interfaces for creating social interac-
tions. These include the TiViPE (Lourens, 2004), Choregraphe (Pot et al., 2009),
and Interaction Blocks (Sauppe´ and Mutlu, 2014) interfaces for programming the
Nao robot. All of them have combined flow-based programming interfaces with sup-
port for timing, social dialogue, and gestures.
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RoboStudio (Datta et al., 2012) is a system for authoring UI and control flow for
healthcare robots. However, Roblocks focuses on programming manipulation tasks,
such as fetching and carrying, delivering objects, and manipulating the environment.
It provides explanations for plan failure in simple English language which helps anyone





There are four main components of the system - Problem Generator, GUI, Feed-
back Generator, and Plan Executer.
3.1.1 Problem Generator
Problem Generator generates a problem instance randomly for a given domain.
The randomness comes in the form of different initial state or goal state or both. It
creates three copies of the problem file, one each for the GUI, Feedback Generator
and Plan Executor component and an environment file for executing the plan in a
simulation. Once all these files are generated, it calls the GUI component which will
then start preparing the action blocks. Below is a picture of the Problem Generator
component.
Figure 3.1: Problem Generator
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3.1.2 GUI
GUI takes the domain file and the problem file generated by the problem generator
component as inputs and creates action blocks and the problem question for the front-
end. An end-user will then create a plan using these action blocks to achieve the
goal condition. Once the plan is submitted, it will be processed and verified by the
Feedback Generator component. Below is a picture of the GUI component.
Figure 3.2: GUI
The process of generating blocks differs for the two stages of the system. For stage
1, the Fast Forward (FF) (Hoffmann, 2001) planner is run on the domain and the
problem file to get a valid plan. Once the plan is generated, it is sent to the front-end
where all the actions in the plan are jumbled up and displayed to the end-user. The
task for the end-user is to arrange these jumbled actions into its correct sequence.
Again for stage 2, at every step the FF planner is run to get all the feasible actions
which can be applied in the current state. The user has to select an action from this
list of feasible actions. Once the user is done selecting an action, a list of parameter
configurations is displayed corresponding to the selected action. The user then has
to select one of the configuration from this list of parameter configurations.
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Finally, the selected action along with the selected parameter configuration is
applied to the current state to get the next state. The task for the end-user is to
reach the goal state.
3.1.3 Feedback Generator
Feedback Generator validates the plan submitted by an end-user from the GUI.
It creates a lattice of abstract models where the top-most node is the most abstract
model and the bottom-most node is the actual or most concrete model. It then tries
to search the most abstract model that can explain the failure in the user plan. This
makes the feedback generation cost-effective because the deeper you go down the lat-
tice the costlier it is. Moreover, feedback is generated based on the user’s level of
understanding and capability. There will be a different scale of explanation based on
user knowledge. The feedback typically includes the information of an unmet precon-
dition in the failed action along with an entire trace of all the previous actions within
the plan that affected the value of that precondition. All of the above information
is presented in simple English language which makes it easier for the end-user to un-
derstand the root cause of the failure and simplifies the debugging. However, if the
plan is valid then it sends the plan to the plan executor component which executes
it on a simulation.
The explanation system is based on the work done on user-specific contrastive expla-
nations by Sreedharan et al. (2018). Below is a picture of the Feedback Generator
component.
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Figure 3.3: Feedback Generator
3.1.4 Plan Executor
Plan Executor executes the plan submitted by the Feedback Generator component
in OpenRAVE (Diankov and Kuffner, 2008) which is a very famous robotics tool
that provides an environment for testing, developing, and deploying motion planning
algorithms in real-world robotics applications. It uses the Task & Motion Planning
(TMP) framework which is being developed and maintained at Autonomous Agents
Intelligent Robots (AAIR) lab for executing the user plan in the simulation.
It takes the plan, environment file, and action-specific pose generator scripts as
inputs and runs the submitted plan. The pose generator scripts contain motion
planning information for every action specified in the domain file. Below are some
pictures showing plan execution in OpenRAVE using the TMP framework.
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Figure 3.4: Robot Performing First Action (picking green cube) in the Plan
Figure 3.5: Robot Performing Second Action (stacking green cube on red cube) in
the Plan
Figure 3.6: Robot Performing Third Action (picking blue cube) in the Plan
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Figure 3.7: Robot Performing Last Action (stacking blue cube on green cube) in
the Plan
3.2 System Pipeline
Below is a block diagram showing the architecture of the entire system:
Figure 3.8: System Architecture
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3.3 System Levels Overview
There are two levels in Roblocks, one where a user has to solve a puzzle of actions
to get the actual plan and second where they need to come up with a valid plan. The
two levels are described below:
3.3.1 Level 1
In level 1, an end-user is shown a set of actions of a valid plan, all jumbled up
in some random order. The goal of the end-user is to arrange this set of jumbled
actions in the correct order so that a valid plan could be formed. Once the plan is
submitted, it is verified and if it is valid, it is executed on a simulation. The objective
here is to explain end-users about predicates, actions, preconditions, and plans. This
stage makes the use of the Feedback Generator component to explain these concepts.
If the user plan is invalid or fails to achieve a given goal condition, an explanation
is provided for the failure. It shows all the missing facts from the goal condition
on the GUI when the user plan fails in achieving the goal condition. And, if the
plan fails because of an action that could not be performed then it shows one of the
preconditions from the failed action which was not met along with the entire trace of
all the previous actions within the plan that affected the value of this precondition.
All of the above information is presented in simple English language which makes it
easier for the end-user to understand the root cause of the failure and simplifies the
debugging.
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Figure 3.9: Level 1 of Roblocks
3.3.2 Level 2
In level 2, an end-user has to come up with a valid plan to solve a particular
problem. At every step, the FF planner is run to get all the feasible actions that
can be applied in the current state. The user has to select an action from this list
of feasible actions. This way, the system prunes down the vast number of possible
actions and suggests only the truly feasible and relevant actions. Once the user is
done selecting an action, a list of parameter configurations is displayed corresponding
to the selected action. The user then has to select one of the configurations from this
list of parameter configurations. Finally, the selected action along with the selected
parameter configuration is applied to the current state to get the next state. The
task for the end-user is to reach the given goal state. The objective here is to help
end-users understand how to come up with the best plan and how the pruning of the
vast search space is beneficial to reach the goal state as fast as possible. Again, if the
goal state is reached then the plan is executed on a simulation. However, if the goal
state is not achieved then the system shows all the missing facts in the goal condition
on the GUI.
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All of the above information is presented in simple English language which makes
it easier for the end-user to understand the root cause of the failure and simplifies
the debugging.
Figure 3.10: Level 2 of Roblocks
3.4 System Evaluation
For evaluating the system, ten users having no idea about AI planning and robotics
tried using the system. The only information given to them was the meaning of every
action in the problem domain. Both the levels included tasks where the users had to
arrange some blocks in a given order. All the users had to clear level 1 before moving
to the level 2. Also, there were 2 rounds (level 1 + level 2) of experiment, first where
no feedback was provided to them and second when feedback was provided to them.
After completing each round, they provided their feedback on a 5-scale Likert chart.
This chart measured how did they feel about using the system, how easy or difficult
it was to use the system. Along with this, the time taken for completing each stage
was also recorded.
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Below are the three figures, one showing the average value on the 5-scale Likert
chart and the other two showing the average time taken to complete each stage with
and without the feedback component.
Figure 3.11: No. of Users VS Difficulty Faced in Each Stage.





The primary contribution of this thesis is the introduction of a new tool to make AI
planning concepts easier to grasp. Roblocks as a system has many applications and
can be used in various domains like education, industrial warehouses, and research.
Primarily it is built for the educational purpose where it can be used as a tool to
teach technical concepts of AI planning like predicates, actions, preconditions, states
and how to write domain and problem files in PDDL. However, it can be of real help
in industrial and domestic environments. i.e. Amazon warehouse where the workers
might need to control a robot but they don’t have any knowledge about robotics.
Roblocks can help them to control a robot by just connecting puzzled shaped blocks
and only showing those actions which could be performed on the current state of the
robot and if there are any issues with the robot or if the robot is unable to carry
out an action then the explanation component can explain them about the cause in
simple English language so that they can understand it very easily. Explanations
play a vital role in these kinds of situations where we need to explain things based
on user’s capability and understanding.
It can also be used for research purposes where one can use it to create a data set
of plans and places where one would like to replace complex robotics control system
with a simple user interface.
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4.1 Future Work
A larger user study needs to be done to evaluate the true potential or the ed-
ucational efficacy of the system. Two types of studies need to be done, one where
feedback is not given to the end-user and second where feedback is given to the end-
user. In both the studies, end-users should be randomly given different levels to start
from and there should be separate training and test data set.
The reason for having randomness in the levels to start with is to prevent experi-
ence learned from one level affecting the performance on the other level and having
separate studies with and without the feedback module can help us to understand
the impact of the feedback generation.
Additionally, It would be very interesting to see how to add more advanced ex-
planation capabilities into the system while keeping the system very intuitive to use.
These explanations should have support for explaining more about predicates and
operator schemata. Moreover, it will be a nice opportunity to see how it could be
used to create PDDL files (domain and problem) by using blocks representing facts
in the current state to fill out the preconditions and effects for all the actions. A more
significant thing would be to see how the system can be used to represent policies
that can then help to solve many real-world problems where action can only be taken
after observing the surroundings.
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