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THE PRECISE SHAPE OF THE EIGENVALUE INTENSITY FOR
A CLASS OF NON-SELFADJOINT OPERATORS UNDER
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MARTIN VOGEL
Abstract. We consider a non-selfadjoint h-differential model operator Ph in the
semiclassical limit (h → 0) subject to small random perturbations. Furthermore,
we let the coupling constant δ be e−
1
Ch ≤ δ  hκ for constants C, κ > 0 suitably
large. Let Σ be the closure of the range of the principal symbol. Previous results
on the same model by Hager, Bordeaux-Montrieux and Sjöstrand show that if
δ  e− 1Ch there is, with a probability close to 1, a Weyl law for the eigenvalues in
the interior of the of the pseudospectrum up to a distance  (−h ln δh) 23 to the
boundary of Σ.
We study the intensity measure of the random point process of eigenvalues and
prove an h-asymptotic formula for the average density of eigenvalues. With this
we show that there are three distinct regions of different spectral behavior in Σ:
The interior of the pseudospectrum is solely governed by a Weyl law, close to
its boundary there is a strong spectral accumulation given by a tunneling effect
followed by a region where the density decays rapidly.
Résumé. Nous considérons un opérateur différentiel non-autoadjoint Ph dans la
limite semiclassique (h→ 0) soumis à de petites perturbations aléatoires. De plus,
nous imposons que la constant couplage δ verifie e−
1
Ch ≤ δ  hκ pour certaines
constantes C, κ > 0 choisies assez grandes. Soit Σ l’adhérence de l’image du
symbole principal de Ph. De précédents résultats par Hager, Bordeaux-Montrieux
and Sjöstrand montrent que, pour le même opérateur, si l’on choisit δ  e− 1Ch ,
alors la distribution des valeurs propres est donnée par une loi de Weyl jusqu’à
une distance  (−h ln δh) 23 du bord de Σ.
Dans cet article, nous donnons une formule h-asymptotique pour la densité
moyenne des valeurs propres en étduiant le mesure de comptage alétoire des valeurs
propres. En étudiant cette densité, nous prouvons qu’il y a une loi de Weyl à
l’interieur du δ-pseudospectre, une zone d’accumulation des valeurs propres dûe
à un effet tunnel près du bord du pseudospectre suivi par une zone où la densité
décroît rapidement.
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1. Introduction
Over the last twenty years there has been a growing interest in the spectral theory
of non-self-adjoint operators, as they appear naturally in many areas, for example
• in the solvability theory of linear PDE’s given by non-normal operators,
• in mathematical physics, for example when studying scattering poles (quan-
tum resonances),
• in the spectral analysis of Kramers-Fokker-Planck type operators.
A major difficulty when dealing with non-self-adjoint operators is the fact that, as
opposed to self-adjoint operators, the norm of the resolvent can be very large even
far away from the spectrum of the operator. As a consequence the spectrum can be
highly unstable even under very small perturbations, see for example [10, 6] for a
very good overview.
Renewed activity in this field has been sparked by works in numerical analysis by
L.N.Trefethen and M. Embree, see e.g. [27, 10], which provides a significant tool for
studying spectral instability: the so-called ε-pseudospectrum which consists of the
regions where the resolvent is large and thus indicates how far the eigenvalues can
spread under perturbations. Following [10], it can be defined by
Definition 1.1. Let A be an closed linear operator on a Banach space X and let
ε > 0 be arbitrary. Then, the ε-pseudospectrum σε(A) of A is defined by
(1.1) σε(A) :=
{
z ∈ C : ‖(z − A)−1‖ > 1
ε
}
∪ σ(A),
or equivalently
(1.2) σε(A) =
⋃
B∈B(X)
‖B‖<ε
σ(A+B),
or equivalently
(1.3) z ∈ σε ⇐⇒ z ∈ σ(A) or ∃u ∈ dom(A), ‖u‖ = 1 s.t.: ‖(z − A)u‖ < ε.
The last condition also implicitly defines the so-called quasimodes or ε-pseudo-
eigenvectors.
Highlighted by the works of L.N. Trefethen, M. Embree, E.B. Davies, M. Zworski,
J. Sjöstrand, cf. [10, 27, 6, 5, 7, 9, 21, 3], and many others, spectral instability of
non-self-adjoint operators has become a popular and important subject.
In view of (1.2) it is natural to study the spectrum of such operators under small
random perturbations. One direction of recent research interest has focused on the
case of elliptic (pseudo)differential operators subject to random perturbations, see
for example [12, 1, 11, 2, 13, 21, 22, 20] and [3, 8, 24].
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Following this line, we will consider a class of non-self-adjoint semiclassical differ-
ential operators, introduced by M. Hager [12], subject to random perturbations and
we will give a complete description of the density of eigenvalues.
1.1. Hager’s model. Let 0 < h  1, we consider the semiclassical operator Ph :
L2(S1)→ L2(S1) as defined by Hager in [12] given by
(1.4) Ph := hDx + g(x), Dx :=
1
i
d
dx
, S1 = R/2piZ
where g ∈ C∞(S1 : C) is such that Im g has exactly two critical points, one minimum
and one maximum, say in a and b, with a < b < a + 2pi and Im g(a) < Im g(b).
Without loss of generality we may assume that Im g(a) = 0. The natural domain of
Ph is the semiclassical Sobolev space
H1(S1) :=
{
u ∈ L2(S1) : (‖u‖2 + ‖hDxu‖2) 12 <∞} ,
where ‖·‖ denotes the L2-norm on S1 if nothing else is specified. We will use the
standard scalar products on L2(S1) and CN defined by
(f |g) :=
∫
S1
f(x)g(x)dx, f, g ∈ L2(S1),
and
(X|Y ) :=
N∑
i=1
XiY i, X, Y ∈ CN .
We denote the semiclassical principal symbol of Ph by
(1.5) p(x, ξ) = ξ + g(x), (x, ξ) ∈ T ∗S1.
The spectrum of Ph is discrete with simple eigenvalues, given by
σ(Ph) = {z ∈ C : z = 〈g〉+ kh, k ∈ Z},
where 〈g〉 := (2pi)−1 ∫
S1
g(y)dy. Next, consider the equation z = p(x, ξ). It has
precisely two solutions ρ± := (x±, ξ±) where x± are given by Im g(x±) = Im z,
±Im g′(x±) < 0 and ξ± = Re z−Re g(x±). By the natural projection Π : R→ S1 =
R/2piZ and a slight abuse of notation we identify the points x± ∈ S1 with points
x± ∈ R such that x− − 2pi < x+ < x−. Furthermore, we will identify S1 with the
interval [x− − 2pi, x−[. We recall that the Poisson bracket of p and p is given by
{p, p} = p′ξ · p′x − p′x · p′ξ.
1.2. Adding a random perturbation. We are interested in the following random
perturbation of Ph:
(1.6) P δh := Ph + δQω := hDx + g(x) + δQω,
where δ > 0 and Qω is an integral operator L2(S1)→ L2(S1) of the form
(1.7) Qωu(x) :=
∑
|j|,|k|≤bC1h c
αj,k(u|ek)ej(x).
Here bxc := max{n ∈ N : x ≥ n} for x ∈ R, C1 > 0 is big enough, ek(x) :=
(2pi)−1/2eikx, k ∈ Z, and αj,k are complex valued independent and identically dis-
tributed random variables with complex Gaussian distribution law NC(0, 1). The
following result was observed by W. Bordeaux-Montrieux [1].
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Proposition 1.2. Let h > 0 and let ‖Qω‖HS denote the Hilbert-Schmidt norm of
Qω. If C > 0 is large enough, then
‖Qω‖HS ≤ C
h
with probability ≥ 1− e− 1Ch2 .
Since ‖Qω‖2HS =
∑ |αj,k(ω)|2, we can also view the above bound as restricting
the support of the joint probability distribution of the random vector α = (αjk)j,k
to a ball of radius C/h. Hence, to obtain a bounded perturbation we will work from
now on in the restricted probability space:
Hypothesis 1.3 (Restriction of random variables). Define N := (2bC1/hc+1)2
where C1 > 0 is as in (1.7). We assume that for some constant C > 0
(1.8) α ∈ B(0, R) ⊂ CN , R = C
h
.
Furthermore, we assume that the coupling constant δ > 0 satisfies
(1.9) δ  h5/2,
which implies, for α ∈ B(0, R), that δ‖Qω‖HS ≤ Ch3/2. Hence, for α ∈ B(0, R), the
operator Qω is compact and the spectrum of P δh is discrete.
Zone of spectral instability Since in the present work we are in the semiclassical
setting, we follow [9] and define
(1.10) Σ := p(T ∗S1) ⊂ C,
where p as in (1.5).
In the case of (1.4) and (1.5) p(T ∗S1) is already closed due to the ellipticity of
Ph. It has been discussed in [9] (in a more general context) that for any z ∈ Σ˚ such
that there exists a ρ(z) ∈ T ∗S1 such that
(1.11) {Re p, Im p}(ρ(z)) < 0,
there exists an h∞-quasimode, i.e. an uh ∈ L2(S1) such that
‖(Ph − z)uh‖ < O(h∞) ‖uh‖.
In addition, uh is localized to ρ, i.e. WFh(uh) = {ρ(z)}. We recall that for v = v(h),
‖v‖L2(S1) = O(h−N), for some fixed N , the semiclassical wavefront set of v, WFh(v),
is defined by
{
{
(x, ξ) ∈ T ∗S1 : ∃a ∈ S(T ∗S1), a(x, ξ) = 1, ‖awv‖L2(S1) = O(h∞)
}
where aw denotes the Weyl quantization of a. In the case of (1.5) we see that (1.11)
holds for any z ∈ Ω b Σ˚. We will give more details on the construction of quasi-
modes for Ph in Section 3.
For z is close to the boundary of Σ the situation is different as we have a good
resolvent estimate on ∂Σ. Since {p, {p, p}}(ρ) 6= 0 for all z0 ∈ ∂Σ and all ρ ∈ p−1(z0),
Theorem 1.1 in [23] implies that there exists a constant C0 > 0 such that for every
constant C1 > 0 there is a constant C2 > 0 such that for |z − z0| < C1(h ln 1h)2/3,
h < 1
C2
, the resolvent (Ph − z)−1 is well defined and satisfies
(1.12) ‖(Ph − z)−1‖ < C0h− 23 exp
(
C0
h
|z − z0| 32
)
.
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This implies for α as in (1.9) and δ = O(hM), M = M(C1, C) > 0 large enough,
that
(1.13) σ(Ph + δQω) ∩D
(
z0, C1
(
h ln
1
h
)2/3)
= ∅.
Thus, there exists a tube of radius C1
(
h ln 1
h
)2/3 around ∂Σ void of the spectrum
of the perturbed operator P δh . Therefore, since we are interested in the eigenvalue
distribution of P δh , we assume from now on implicitly that
Hypothesis 1.4 (Restriction of Σ). Let Σ ⊂ C be as in (1.10). Then, we let
Ω b Σ be open, relatively compact with dist (Ω, ∂Σ) > C
(
h lnh−1
)2/3
for some constant C > 0.(1.14)
1.3. Previous results and purpose of this work. The operator Ph and small
perturbations of it (deterministic and random) have first been studied by Hager [12]
followed by works by B.-M. [1] and Sjöstrand [21]. In [12] Hager obtained that the
eigenvalue distribution of random perturbations of Ph in the interior of Σ is given
by a Weyl law with a probability close to one.
In [1] Bordeaux-Montrieux extended Hager’s result to strips at a distance 
(−h ln δh) 23 to the boundary of Σ. In both cases, the results concern only the
interior of the pseudospectrum, thus missing an accumulation of eigenvalues effect
close to the boundary of the spectrum where the Weyl law breaks down. This effect
can be seen clearly in numerical simulations for the model Ph, see Figure 1 and 2.
It has furthermore been noted in numerical simulations for other models, e.g. in the
case of Toeplitz quantization considered in [3].
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Figure 1. On the left hand side we present the spectrum of the discretiza-
tion of hD+ exp(−ix) (approximated by a 3999× 3999-matrix) perturbed
with a random Gaussian matrix δR with h = 2 ·10−3 and δ = 2 ·10−12. The
black box indicates the region where we count the number of eigenvalues to
obtain the image on the right hand side. There we show the integrated ex-
perimental density of eigenvalues, averaged over 400 realizations of random
Gaussian matrices, and the integrated Weyl law. We can see clearly a re-
gion close to the boundary of the pseudospectrum where Weyl asymptotics
of the eigenvalues breaks down.
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Figure 2. As in Figure 1 (using a 1999× 1999-matrix for the approxima-
tion) with h = 5 · 10−2 and δ = exp(−1/h). Here, the Weyl law breaks
down even more dramatically than in Figure 1.
To the best of the author’s knowledge, there has never been, until now, a precise
description of this phenomenon. This leads to the main question treated in this
paper: We want to study the distribution of eigenvalues of a random perturbation
of the operator Ph in the whole of Σ. In particular this means studying regions
where the norm of the resolvent of the unperturbed operator Ph is much larger, of
the same order of magnitude and much smaller than the coupling constant δ.
Outline. The principal aim of this work is to give a detailed description of the
average density of eigenvalues of the randomly perturbed operator P δh .
Section 2 we shall present our main results: we shall state an h-asymptotic formula
for the average density of eigenvalues and describe its properties. We will show that
the spectrum of P δh is be distributed, in average, in a band ⊂ Σ whose breadth
depends on the strength of the coupling constant.
In the interior of this band we will establish a Weyl law for the eigenvalues and
show that they exhibit a strong accumulation property close to the boundary of
this band. Outside of this band the average density of eigenvalues decays double
exponentially.
Section 3 will give constructions of quasimodes for z in the interior of Σ and close
to the boundary ∂Σ. In Section 4 we treat the needed Grushin problems for the
operator Ph. Section 5 is dedicated to a Grushin problem for the perturbed operator
P δh and to its link with the symplectic volume of the phase space. Section 7 will state
additional results to prove a formula for the first intensity measure of the random
point process counting the eigenvalues of P δh which then will be proven in Section 8.
Sections 6 to 10 will prove the main results.
Remark 1.5. Throughout this work we shall denote the Lebesgue measure on C by
L(dz); denote d(z) := dist (z, ∂Σ); work with the convention that when we write
O(h)−1 then we mean implicitly that 0 < O(h) ≤ Ch; denote by f(x)  g(x)
that there exists a constant C > 0 such that C−1g(x) ≤ f(x) ≤ Cg(x); write
χ1(x)  χ2(x), with χi ∈ C∞0 , if suppχ2 ⊂ {supp (1− χ1).
Acknowledgments. I would like to thank very warmly my thesis advisor Johannes
Sjöstrand for reading the first draft of this work and for his kind and enthusiastic
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manner in supporting me along the way. I would also like to thank sincerely my
thesis advisor Frédéric Klopp for his kind and generous support.
2. Main results
We begin by establishing how to choose the strength of the perturbation. For this
purpose we discuss some estimates on the norm of the resolvent of Ph.
2.1. The coupling δ. First, we give a description of the imaginary part of the
action between ρ+(z) and ρ−(z).
Remark 2.1. Much of the following is valid for z ∈ Ω b Σ with
(2.1) Ω b Σ open, relatively compact with dist (Ω, ∂Σ) h2/3,
instead of for z ∈ Ω as in Hypothesis 1.4.
Definition 2.2. Let Ω b Σ as in (2.1), let p denote the semiclassical principal
symbol of Ph in (1.5) and let ρ±(z) = (x±(z), ξ±) be as above. Define
S := min
(
Im
∫ x−
x+
(z − g(y))dy, Im
∫ x−−2pi
x+
(z − g(y))dy
)
.
Proposition 2.3. Let Ω b Σ as in (2.1) and let S(z) be as in Definition 2.2, then
S(z) has the following properties for all z ∈ Ω:
• S(z) depends only on Im z, is continuous and has the zeros S(Im g(a)) =
S(Im g(b)) = 0;
• S(z) ≥ 0;
• for Im z = 〈Im g〉 the two integrals defining S are equal; S has its maximum at
〈Im g〉 and is strictly monotonously decreasing on the interval [〈Im g〉, Im g(b)]
and stric. monotonously increasing on [Im g(a), 〈Im g〉];
• its derivative is piecewise of class C∞ with the only discontinuity at Im z =
〈Im g〉. Moreover,
S(z) =
∫ Im z
〈Im g〉
(∂Im zS)(t)dt+ S(〈Im g〉),
(∂Im zS)(t) :=
{
x−(t)− x+(t), if Im z ≤ 〈Im g〉,
x−(t)− 2pi − x+(t), if Im z > 〈Im g〉.
(2.2)
• S has the following asymptotic behavior for z ∈ Ω
S(z)  d(z) 32 ,
and
|∂Im zS(z)|  d(z) 12 .
Remark 2.4. Note that in (2.2) we chose to define ∂Im zS(z) := x−(z) − x+(z) for
Im z = 〈Im g〉. We will keep this definition throughout this text.
With the convention ‖(Ph − z)−1‖ = ∞ for z ∈ σ(Ph) we have the following
estimate on the resolvent growth of Ph:
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Proposition 2.5. Let g(x) be as above. For z ∈ C and h > 0 define,
Φ(z, h) :=
{
−2pii
h
(z − 〈g〉), if Im z < 〈Im g〉,
2pii
h
(z − 〈g〉), if Im z > 〈Im g〉,
where Re Φ(z, h) ≤ 0. Then, under the assumptions of Definition 2.2 we have for
z ∈ Ω b Σ as in (2.1) that
‖(Ph − z)−1‖ =
√
pi
∣∣1− eΦ(z,h)∣∣−1 eS(z)h
√
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
(1 +O(h))(2.3)
 e
S(z)
h√
h d(z)1/4
, for |Im z − 〈Im g〉| > 1/C, C  1,
where
∣∣1− eΦ(z,h)∣∣ = 0 if and only if z ∈ σ(Ph). Moreover,∣∣1− eΦ(z,h)∣∣ = 1 +O(e− 2pih |Im z−〈Im g〉|) .
This proposition will be proven in Section 10.1. The growth of the norm of the
resolvent away from the line Im z = 〈Im g〉 is exponential and determined by the
function S(z). It will be very useful to write the coupling constant δ as follows:
Definition 2.6. For h > 0, define
δ := δ(h) :=
√
he−
0(h)
h
with
(
κ− 1
2
)
h ln(h−1) + Ch ≤ 0(h) < S(〈Im g〉) for some κ > 0 and C > 0 large
and where the last inequality is uniform in h > 0. This is equivalent to the bounds
√
he−
S(〈Im g〉)
h < δ  hκ.
Remark 2.7. The upper bound on ε0(h) has been chosen in order to produce eigenval-
ues sufficiently far away from the line Im z = 〈Im g〉 where we find σ(Ph). The lower
bound on ε0(h) is needed because we want to consider small random perturbations
with respect to Ph (cf. (1.9)).
2.2. Auxiliary operator. To describe the elements of the average density of eigen-
values, it will be very useful to introduce the following operators which have already
been used in the study of the spectrum of P δh by Sjöstrand [21]. For the readers
convenience, we will give a short overview:
Let z ∈ C and we define the z-dependent elliptic self-adjoint operatorsQ(z), Q˜(z) :
L2(S1)→ L2(S1) by
Q(z) := (Ph − z)∗(Ph − z), Q˜(z) := (Ph − z)(Ph − z)∗(2.4)
with domains D(Q(z)),D(Q˜(z)) = H2(S1). Since S1 is compact and these are
elliptic, non-negative, self-adjoint operators their spectra are discrete and contained
in the interval [0,∞[. Since
Q(z)u = 0⇒ (Ph − z)u = 0
it follows that N (Q(z)) = N (Ph − z) and N (Q˜(z)) = N ((Ph − z)∗). Furthermore,
if λ 6= 0 is an eigenvalue of Q(z) with corresponding eigenvector eλ we see that
fλ := (Ph − z)eλ is an eigenvector of Q˜(z) with the eigenvalue λ. Similarly, every
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non-vanishing eigenvalue of Q˜(z) is an eigenvalue of Q(z) and moreover, since Ph−z,
(Ph − z)∗ are Fredholm operators of index 0 we see that
dimN (Ph − z) = dimN ((Ph − z)∗).
Hence the spectra of Q(z) and Q˜(z) are equal
(2.5) σ(Q(z)) = σ(Q˜(z)) = {t20, t21, . . . }, 0 ≤ tj ↗∞.
We will show in Proposition 3.7 that for z ∈ Ω b Σ as in (2.1)
(2.6) t20(z) ≤ O
(
d(z)
1
2he−
2S
h
)
, t21(z) ≥
d(z)
1
2h
O(1) .
Now consider the orthonormal basis of L2(S1)
(2.7) {e0, e1, . . . }
consisting of the eigenfunctions of Q(z). By the previous observations we have
(Ph − z)(Ph − z)∗(Ph − z)ej = t2j(Ph − z)ej.
Thus defining f0 to be the normalized eigenvector of Q˜ corresponding to the eigen-
value t20 and the vectors fj ∈ L2(S1), for j ∈ N, as the normalization of (Ph − z)ej
such that
(2.8) (Ph − z)ej = αjfj, (Ph − z)∗fj = βjej with αjβj = t2j ,
yields an orthonormal basis of L2(S1)
(2.9) {f0, f1, . . . }
consisting of the eigenfunctions of Q˜(z). Since
αj = ((Ph − z)ej|fj) = (ej|(Ph − z)∗fj) = βj
we can conclude that αjαj = t2j .
It is clear from (2.6), (2.8) that e0(z) (resp. f0(z)) is and exponentially accurate
quasimode for the Ph − z (resp. (Ph − z)∗). We show in Section 3 that is localized
to ρ+(z) (resp. ρ−(z)). We will prove in the Sections 4.2 and 4.4 the following two
formulas for tunneling effect:
Proposition 2.8. Let z ∈ Ω b Σ as in (2.1) and let e0 and f0 be as in (2.7) and in
(2.9). Furthermore, let S be as in Definition 2.2 and let p and ρ± be as in Section
1. Let h
2
3  d(z), then for all z ∈ Ω with |Im z − 〈Im g〉| > 1/C, C  1,
|(e0|f0)| =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pih
|∂Im zS| (1 +K(z;h)) e−Sh ,
where K(z;h) depends smoothly on z and satisfies for all β ∈ N2
∂βzzK(z;h) = O
(
d(z)
|β|
2
− 3
4h−|β|+
1
2
)
.
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Proposition 2.9. Under the same assumptions as in Proposition 2.8, let χ ∈
C∞0 (S1) with χ ≡ 1 in a small open neighborhood of {x−(z) : z ∈ Ω}. Then, for
h
2
3  d(z),
|([Ph, χ]e0|f0)| =
√
h
( i
2
{p, p}(ρ+) i2{p, p}(ρ−)
pi2
) 1
4
(1 +K(z;h)) e−
S
h ,
where K(z;h) depends smoothly on z and satisfies for all β ∈ N2
∂βzzK(z;h) = O
(
d(z)
|β|−3
2 h1−(|β|)
)
.
2.3. Average density of eigenvalues. Let P δh be as in (1.6), then we define the
point process
(2.10) Ξ :=
∑
z∈σ(P δh)
δz,
where the zeros are counted according to their multiplicities and δz denotes the
Dirac-measure in z. Ξ is a well-defined random measure (cf. for example [4]) since,
for h > 0 small enough, P δh is a random operator with discrete spectrum. To obtain
an h-asymptotic formula for the average density of eigenvalues, we are interested in
intensity measure of Ξ.
Remark 2.10. Such an approach is more classical in the study of zeros of random
polynomials and Gaussian analytic functions; we refer the reader to the works of
B. Shiffman and S. Zelditch [18, 19, 17, 16], M. Sodin [26] an the book [14] by J.
Hough, M. Krishnapur, Y. Peres and B. Virág.
The main result giving the average density of eigenvalues of P δh is the following:
Theorem 2.11. Let Ω b Σ be as in Hypothesis 1.4. Let C > 0 be as in (1.8) and let
C1 > 0 as in (1.7) such that C −C1 > 0 is large enough. Let δ > 0 as in Definition
2.6 with κ > 0 large enough. Define N := (2bC1/hc + 1)2 and let B(0, R) ⊂ CN be
the ball of radius R := Ch−1 centered at zero. Then, there exists a C2 > 0 such that
for h > 0 small enough and for all ϕ ∈ C0(Ω)
E
[
Ξ(ϕ)1B(0,R)
]
=
∫
ϕ(z)D(z, h, δ)L(dz) +O
(
e−
C2
h2
)
,(2.11)
with the density
(2.12) D(z, h, δ) =
1 +O
(
δh−
3
2d(z)−1/4
)
pi
Ψ(z;h, δ) exp{−Θ(z;h, δ)},
which depends smoothly on z and is independent of ϕ. Moreover, Ψ(z;h, δ) =
Ψ1(z;h) + Ψ2(z;h, δ) and for z ∈ Ω with d(z) (h lnh−1)2/3
Ψ1(z;h) =
1
h
{
i
{p, p}(ρ+(z)) +
i
{p, p}(ρ−(z))
}
+O(d(z)−2) ,
Ψ2(z;h, δ) =
|(e0|f0)|2
δ2
(
1 +O(d(z)−3/4h1/2)) ,
Θ(z;h, δ) =
∣∣([Ph, χ]e0|f0) +O(d(z)−1/4h−5/2δ2)∣∣2
δ2(1 +O(h∞))
(
1 +O
(
e−
d(z)3/2
h
))
.(2.13)
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Furthermore, in (2.11), O
(
e−
C2
h2
)
means 〈Th, ϕ〉 where Th ∈ D′(C) such that
|〈Th, ϕ〉| ≤ C‖ϕ‖∞e−
C2
h2
for all ϕ ∈ C0(Ω) where C is independent of h, δ, η and ϕ.
Let us give some comments on this result. The dominant part of the density
of eigenvalues D consists of three parts: the first, Ψ1, is up to a small error the
Lebesgue density of p∗(dξ ∧ dx), where dξ ∧ dx is the symplectic form on T ∗S1 and
p as in (1.5). We prove in Proposition 6.2 that
1
h
{
i
{p, p}(ρ+(z)) +
i
{p, p}(ρ−(z))
}
L(dz) =
1
2h
p∗(dξ ∧ dx).
The second part, Ψ2, is given by a tunneling effect. Inside the (hδ)-pseudospectrum
its contribution vanishes in the error term of Ψ1. However, close to the boundary of
the δ-pseudospectrum Ψ2 becomes of order h−2 and thus yields a higher density of
eigenvalues. This can be seen by comparing the more explicit formula for Ψ2 given
in Proposition 2.12 with the expression for the norm of the resolvent of Ph given
in Proposition 2.5. More details on the form of Ψ2 in this zone will be given in
Proposition 2.16.
The third part, exp{−Θ}, is also given by a tunneling effect and it plays the
role of a cut-off function which exhibits double exponential decay outside the δ-
pseudospectrum and is close to 1 inside. This will be made more precise in Section
2.4.
We have the following explicit formulas for these functions and their growth prop-
erties:
Proposition 2.12. Under the assumptions of Definition 2.2 and Theorem 2.11,
define for h > 0 and δ > 0 the functions
Θ0(z;h, δ) :=
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pi
e−
2S
h
δ2
.
Then, for |Im z − 〈Im g〉| > 1/C, C  1,
Ψ2(z;h, δ) =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pihδ2 exp{2S
h
} |∂Im zS(z)|
2
(
1 +O
(
h1/2
d(z)
3
4
))
Θ(z;h, δ) = Θ0(z;h, δ)
(
1 +O
(
h
3
2
d(z)
1
4
))
+O
(
d(z)
1
4 δ
h2
+
δ2
d(z)
1
2h5
)
.(2.14)
The estimates in (2.14) are stable under application of d(z)−
|β|
2 h|β|∂βzz, for β ∈ N2.
Proposition 2.13. Under the assumptions of Definition 2.2 and Theorem 2.11 we
have that
i
2
{p, p}(ρ+) i
2
{p, p}(ρ−)  d(z), i{p, p}(ρ+(z)) +
i
{p, p}(ρ−(z)) 
1√
d(z)
and
Ψ2(z;h, δ)  (d(z))
3/2e−
2S
h
hδ2
, Θ0(z;h, δ)  h
√
d(z)
∣∣1− eΦ(z,h)∣∣ e− 2Sh
δ2
.
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In the next Subsection we will explain the asymptotic properties of the density
appearing in (2.11).
2.4. Properties of the average density of eigenvalues and its integral with
respect to Im z. It will be sufficient for our purposes to consider rectangular subsets
of Σ: for c < d define
(2.15) Σc,d :=
{
z ∈ Σ
∣∣∣ min
x∈S1
Im g(x) ≤ Im z ≤ max
x∈S1
Im g(x), c < Re z < d
}
.
Roughly speaking, there exist three regions in Σ:
(1) z ∈ Σw ⊂ Σ ⇐⇒ ‖(Ph − z)−1‖  (hδ)−1,
(2) z ∈ Σr ⊂ Σ ⇐⇒ ‖(Ph − z)−1‖  δ−1,
(3) z ∈ Σv ⊂ Σ ⇐⇒ ‖(Ph − z)−1‖  δ−1,
which depend on the strength of the coupling constant δ > 0. In Σw, the average
density is of order h−1 and is governed by the symplectic volume and thus yielding
a Weyl law. In Σr, the average density spikes and is of order h−2 and is equal to the
symplectic volume plus the function Ψ2 yielding in total a Poisson-type distribution.
In Σv, the average density is rapidly decaying and is void of eigenvalues with a high
probability, since
Θ  ‖(Ph − z)−1‖−2δ−2
which follows from Proposition 2.9 and Proposition 2.5.
Σ
Σv
Σv
Σw
Σr
Σr
σ(Ph)
γh+
γh−
Figure 3. The three zones in Σ with a schematic representation of γh±.
The two boxes indicate zones where the integrated densities are equal up
to a small error.
We will prove that there exist two smooth curves, Γh±, close to the boundary of
the δ-pseudospectrum of P δh , along which the average density of eigenvalues obtains
its local maxima. Note that this is still inside the (Ch−1δ)-pseudospectrum of P δh
(cf Hypothesis 1.3) since pseudospectra are nested (meaning that σε1(P δh) ⊂ σε2(P δh)
for ε1 < ε2).
Proposition 2.14. Let z ∈ Ω b Σc,d as in Hypothesis 1.4 with Σc,d as in (2.15), let
S(z) be as in Definition 2.2 and let t20(z) be as in (2.5). Let δ > 0 and ε0(h) be as
in Definition 2.6 with κ > 0 large enough. Moreover, let D(z, h, δ) be the average
density of eigenvalues of the operator of P δh given in Theorem 2.11. Then,
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(1) for 0 < h 1, there exist numbers y±(h) such that ε0(h) = S(y±(h)) with
1
C
(h lnh−1)
2
3  y−(h) < 〈Im g〉 − ch lnh−1
< 〈Im g〉+ ch lnh−1 < y+(h) Im g(b)− 1
C
(h lnh−1)
2
3 ,
for c > 1. Furthermore,
y−(h), (Im g(b)− y+(h))  (ε0(h))2/3;
(2) there exists h0 > 0 and a family of smooth curves, indexed by h ∈]h0, 0[,
γh± : ]c, d[−→ C with Re γh±(t) = t
such that
|t0(γh±(t))| = δ.
Moreover,
‖(Ph − γh±(t))−1‖ = δ−1,
and
Im γh±(t) = y±(ε0(h))
(
1 +O
(
h
ε0(h)
))
.
Furthermore, there exists a constant C > 0 such that
dIm γh±
dt
(t) = O
(
exp
[
−ε0(h)
Ch
])
.
(3) there exists h0 > 0 and a family of smooth curves, indexed by h ∈]h0, 0[,
Γh± : ]c, d[−→ C, Re Γh±(t) = t,
with Γ− ⊂ {Im z < 〈Im g〉} and Γ+ ⊂ {Im z > 〈Im g〉}, along which Im z 7→
D(z, h) takes its local maxima on the vertical line Re z = const. and
d
dt
Im Γh±(t) = O
(
h4
ε0(h)4
)
.
Moreover, for all c < t < d
|Γh±(t)− γh±(t)| ≤ O
(
h5
ε0(h)13/3
)
.
With respect to the above described curves we prove the following properties of
the average density of eigenvalues:
Proposition 2.15. Let dξ ∧ dx be the symplectic form on T ∗S1 and p as in (1.5).
Let ε0 = ε0(h) be as in Definition 2.6. Then, under the assumptions of Theorem
2.11 there exist α, β > 0 such that
(1) for z ∈ Σc,d with
Im γ−(Re z) + α
h
ε
1/3
0
ln
ε
1/3
0
h
≤ Im z ≤ Im γ+(Re z)− α h
ε
1/3
0
ln
ε
1/3
0
h
we have that
D(z;h, δ)L(dz) =
1
2pih
p∗(dξ ∧ dx) +O
(
d(z)−2
)
L(dz),
where D(z;h, δ) is the average density of eigenvalues of the operator P δh given
in Theorem 2.11.
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(2) for
Ω1(β) :=
{
z ∈ Σc,d
∣∣∣ Im γ−(Re z)− h
ε
1/3
0
ln
(
β ln
ε
1/3
0
h
)
≤ Im z ≤ Im γ+(Re z) + h
ε
1/3
0
ln
(
β ln
ε
1/3
0
h
)}
.
we have that∫
z∈Ω1(β)
D(z;h, δ)L(dz) =
∫
Σc,d
p∗(dξ ∧ dx)
2pih
+O
(
ε
− 2
3
0
)
(3) for all ε > 0 and all Ω(ε) b Σc,d\Ω2(β, ε) satisfying Hypothesis 1.4, where
Ω2(β, ε) :=
{
z ∈Σc,d
∣∣∣ Im γ−(Re z)− h
ε
1/3
0
ln
(
β ln
ε
1/3
0
h
)
− ε
≤ Im z ≤ Im γ+(Re z) + h
ε
1/3
0
ln
(
β ln
ε
1/3
0
h
)
+ ε
}
,
we have that ∫
Ω(ε)
D(z;h, δ)L(dz) = O(exp{−e εCh}) .
Proposition 2.15 makes more precise the rough description of the behavior of the
average density of eigenvalues, given at the beginning of this section: Point 1. tells
us that in the interior of the δ-pseudospectrum, up to a distance of order h ln 1
h
to
the curves γh± (see Figure 3), the density is given by a Weyl law. Assertion 2. tells
us that the eigenvalues accumulate strongly in the close vicinity of these curves such
that when integrating the density in the box Ω1 b Σc,d the number of eigenvalues is
given (up to small error) by the integrated Weyl density in all of Σc,d (cf Figure 3).
This augmented density can be seen as the accumulated eigenvalues which would
have been given by a Weyl law in the region from γh± up to the boundary ∂Σ (see
also Figures 4 and 5 for an example).
The last point of the proposition tells us that outside of a strip of the form of Ω1
the density decays double-exponentially.
2.4.1. The density in the zone of spectral accumulation. We give a finer description
of the density of eigenvalues close to its local maxima at Γh±:
Proposition 2.16. Assume the hypothesis of Theorem 2.11. Let S(z) be as in
Definition 2.2 and let Ψ2(z, h, δ) and Θ(z;h, δ) be as in Theorem 2.11. Then for
|Im z − 〈Im g〉| > 1/C with C  1 large enough,
Ψ2e
−Θ =
[ |∂Im zS|2
h2
Θ
(
1 +O (d(z)−3/4h1/2))+O(d(z)5/4)] e−Θ.
Let us give some remarks on this result. First, we see that we can approximate
the second part of the density of eigenvalues by Poisson distribution scaled by the
monotone function ∂Im zS(z). Second, since Θ  ‖(Ph− z)−2‖−1δ−2, we see that the
effects of the second part of the density vanish in the error term of Ψ1 as long as
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‖(Ph− z)−1‖  δ−1. However, for ‖(Ph− z)−1‖  δ−1 it is of order O(d(z)h−2) and
dominates the Weyl term.
2.5. Example: Numerical simulations for hD+e−ix. To illustrate our results we
look at the discretization of Ph = hD+ e−ix in Fourier space which is approximated
by the (2N+1)× (2N+1)-matrix H = hD+E, N ∈ N, where D and E are defined
by
Dj,k :=
{
j if j = k,
0 else
and Ej,k :=
{
1 if k = j + 1,
0 else,
where j, k ∈ {−N,−N + 1, . . . , N}. Let R be a (2N + 1)× (2N + 1) random matrix,
where the entries Rj,k are independent and identically distributed complex Gaussian
random variables, Rj,k ∼ NC(0, 1). For h > 0 and δ > 0 as in Theorem 2.11, we let
MATLAB calculate the spectrum σ(H + δR). Since here g(x) = e−ix (cf. (1.4)), it
follows that in this case Σ is given by {z ∈ C; |Im z| ≤ 1} (cf. (1.10)). We are going
to perform our numerical experiments for the following two cases:
Polynomially small (in h) coupling δ. We set the above parameters to be h = 2·10−3,
δ = 2 · 10−12 ≈ 0.1 · h4 and N = 1999. Figure 4 shows the spectrum of H + δR
computed by MATLAB. The black box indicates the region where we count the
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Figure 4. On the left hand side we present the spectrum of the discretiza-
tion of hD+ exp(−ix) (approximated by a 3999× 3999-matrix) perturbed
with a random Gaussian matrix δR with h = 2 ·10−3 and δ = 2 ·10−12. The
black box indicates the region where we count the number of eigenvalues to
obtain Figure5. The right hand side is a magnification of the central part
of the spectrum depicted on the left hand side.
number of eigenvalues to obtain the density of eigenvalues presented in Figure 5.
Outside this box the influence from the boundary effects from our N -dimensional
matrix are too strong. Figure 5 compares the experimental (given by counting the
number of eigenvalues in the black box restricted to Im z ≥ 0 and averaging over
400 realizations of random Gaussian matrices) and the theoretical (cf Theorem 2.11)
density and integrated density of eigenvalues.
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Figure 5. On the left hand side we compare the experimental and the
theoretical (cf. Theorem 2.11) density of eigenvalues. On the right hand
side we compare the experimental and the theoretical integrated density of
eigenvalues with the integrated Weyl law. Here h = 2·10−3 and δ = 2·10−12.
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Figure 6. On the left hand side we present the spectrum of the discretiza-
tion of hD+ exp(−ix) (approximated by a 1999× 1999-matrix) perturbed
with a random Gaussian matrix δR with h = 5 · 10−2 and δ = exp(−1/h).
The black box indicates the region where we count the number of eigenval-
ues to obtain Figure 7. The right hand side is a magnification of the central
part of the spectrum depicted on the left hand side.
Exponentially small (in h) coupling δ. We set the above parameters to be h = 5·10−2,
δ = exp(−1/h) and N = 1000. Figure 6 shows the spectrum of H + δR computed
by MATLAB. Similar to the above, the black box indicates the region where we
count the number of eigenvalues to obtain the density of eigenvalues presented in
Figure 7. This figure compares the experimental (given by counting the number of
eigenvalues in the black box restricted to Im z ≥ 0 and averaging over 400 realiza-
tions of random Gaussian matrices) and the theoretical (cf Theorem 2.11) density
and integrated density of eigenvalues.
The Figures 4, 5, 6 and 7 confirm the theoretical result presented in Theorem 2.11
since the green lines, representing the plotted average density of eigenvalues given by
Theorem 2.11, match perfectly the experimentally obtained density of eigenvalues.
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Figure 7. Experimental (each point represents the mean, over 1000 re-
alizations, number of eigenvalues in a small box) vs predicted eigenvalue
density (i.e. the principal terms of the average eigenvalue density given in
Theorem 2.11) for h = 2 · 10−3 and δ = 2 · 10−12.
Furthermore, these figures show the three zones described in Section 2.4 (see also
Proposition 2.15):
The first zone, is in the middle of the spectrum (cf. Figures 4, 6) corresponding to
the zone where ‖(Ph − z)−1‖  (hδ)−1. There we see roughly an aequidistribution
of points at distance
√
h. The right hand side of Figures 5 and 7 shows that the
number of eigenvalues in this zone is given by aWeyl law, as predicted by Proposition
2.15.
When comparing Figure 5 and 7 we can see clearly that the Weyl law breaks
down earlier when the coupling constant δ gets smaller. Indeed, when δ > 0 is
exponentially small in h > 0, the break down happens well in the interior of Σ,
precisely as predicted by Proposition 2.15.
Another important property of this zone is that there is an increase in the density
of the spectral points as we approach the boundary of Σ, see Figure 5. This is due
to the fact that the density given by the Weyl law becomes more and more singular
as we approach ∂Σ (cf. Proposition 2.13).
We will find the second zone by moving closer to the “edge” of the spectrum, see
Figure 4 and 6. It can be characterized as the zone where ‖(Ph − z)−1‖  δ−1.
Figures 5 and 7 show that there is a strong accumulation of the spectrum close to
the boundary of the pseudospectrum. Furthermore, we see in the image on the right
hand side of Figure 4 and of Figure 6 that the zone of accumulation of eigenvalues
is in a small tube around roughly a straight line. This is exactly as predicted by
Proposition 2.14 and Proposition 2.16. Finally, let us remark that when looking at
the Figures 4 and 6, we note that in this zone the average distance between eigen-
values is much closer than in the first zone.
The third zone is between the spectral edge and the boundary of Σ where we find
no spectrum at all. It can be characterized as the zone where ‖(Ph − z)−1‖  δ−1,
a void region as described in Proposition 2.15 (cf. Figures 5 and 7).
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Let us stress again that as δ gets smaller the zone of accumulation moves further
into the interior of Σ, thus diminishing the zone determined by the Weyl law and
increasing the zone void of eigenvalues. This effect is most drastic in the case of δ
being exponentially small in h, see Figure 7.
3. Quasimodes
The purpose of this section is to construct quasimodes for Ph − z for z ∈ Ω b Σ
with
Ω b Σ is open, relatively compact with dist (Ω, ∂Σ) > Ch2/3
for some constant C > 0.(3.1)
We will in particular always assume that this assumption on Ω b Σ is satisfied, if
nothing else is specified.
We make the distinction between the following two cases:
Quasimodes in the interior of Σ: We consider z being in the interior of Σ,
i.e. z ∈ Ωi b Σ˚ such that there exists a constant CΩi > 0 such that
dist (Ωi, ∂Σ) >
1
CΩi
.
In this case, following the approach of Hager [12], we can find quasimodes
by a WKB construction for the operator (Ph − z);
Quasimodes close to the boundary Σ: We consider z being close to the
boundary of Σ, i.e. z ∈ Ω ∩ (Ωaη ∪ Ωbη) where, following the notation used in
[1], we define for some constant C > 0
Ωaη :=
{
z ∈ C : η
C
≤ Im z ≤ Cη
}
,
Ωbη :=
{
z ∈ C : η
C
≤ (Im g(b)− Im z) ≤ Cη
}
,(3.2)
with h2/3  η ≤ const. (recall from Section 1.1 that Im g(a) = 0). The
precise value of the above constant C > 0 is not important for the obtained
asymptotic results. We will only consider the case z ∈ Ωaη since z ∈ Ωbη can be
treated the same way. We may follow the approach of Bordeaux-Montrieux
[1] and find quasimodes by a WKB construction for the rescaled operator
(3.3) P˜h˜ − z˜ :=
h
η3/2
Dx˜ +
g(
√
ηx˜)
η
− z
η
:= h˜Dx˜ + g˜(x˜)− z˜,
with the rescaling
S1 3 x = √ηx˜ and h˜ := h
η3/2
.
Note that in this case demanding h˜ 1 implies the condition h2/3  η. The
rescaling is motivated by analyzing the Taylor expansion of Im g(x) around
the critical point a yielding that for Im z → 0
(3.4) |x±(z)− a|  √η,
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where x±(z) are as in Section 1. This shows that the rescaling shifts the
problem of constructing quasimodes for z close to the boundary of Σ to con-
structing quasimodes for z well in the interior of the range of the semiclassical
principal symbol of the new operator P˜h˜.
Remark 3.1. Throughout this text we shall work with the convention that
when writing an estimate, e.g. O(δqηrhs) or A  ηrhs, we implicitly set
η = 1 when dist (z, ∂Σ) > 1/C but keep η when z ∈ Ωaη.
Let us note, that by Taylor expansion we may deduce that S = S(z), as
defined in Definition 2.2, satisfies
(3.5) S(z)  η3/2
3.1. Quasimodes for the interior of Σ.
Definition 3.2. Let z ∈ Ωi b Σ˚ and let x−, x+ be as in the introduction. Let
ψ ∈ C∞0 (R) with suppψ ⊂]0, 1[ and
∫
ψ(x)dx = 1. Define χe ∈ C∞0 (]x− − 2pi, x−[)
and χf ∈ C∞0 (]x+, x+ + 2pi[) by
χe(x, z;h) :=
∫ x
−∞
h−
1
2
{
ψ
(
y − x− + 2pi√
h
)
− ψ
(
x− − y√
h
)}
dy,
χf (x, z;h) :=
∫ x
−∞
h−
1
2
{
ψ
(
y − x+√
h
)
− ψ
(
x+ + 2pi − y√
h
)}
dy.(3.6)
Furthermore, define for x ∈]x− − 2pi, x−[
φ+(x; z) :=
∫ x
x+
(z − g(y)) dy,
and for x ∈]x+, x+ + 2pi[
φ−(x; z) :=
∫ x
x−
(z − g(y))dy.
Consider the L2(S1)-normalized quasimodes
(3.7) ewkb(x, z;h) := h−
1
4a(z;h)χe(x, z;h)e
i
h
φ+(x;z) ∈ C∞0 (]x− − 2pi, x−[)
and
(3.8) fwkb(x, z;h) := h−
1
4 b(z;h)χf (x, z;h)e
i
h
φ−(x;z) ∈ C∞0 (]x+, x+ + 2pi[)
where a(h; z) and b(h; z) are normalization factors obtained by the stationary phase
method. Thus, a(h; z) ∼ a0(z)+ha1(z)+· · · 6= 0 and b(h; z) ∼ b0(z)+hb1(z)+· · · 6= 0
depend smoothly on z such that all derivatives with respect to z and z are bounded
when h→ 0.
The quasimodes ewkb and fwkb are WKB approximate null solutions to (Ph−z) and
(Ph−z)∗ where a(z;h) and b(z;h) are the asymptotic expansions of the normalization
coefficients and it is easy to see that for all β ∈ N2
(3.9) ∂βzza(z, h), ∂
β
zzb(z, h) = O(h−|β|).
Lemma 3.3.
(3.10) a0 =
(−Im g′(x+)
pi
) 1
4
, and b0 =
(
Im g′(x−)
pi
) 1
4
.
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Proof. We will show the proof only for ai0 since the statement for bi0 can be achieved
by analogous steps. We are interested in the integral
Ih := h
− 1
2
∫
χe(x, z;h)
2e
−Φ(x;z)
h dx,
where
iφ+(x; z)− iφ+(x; z) = −2Im
∫ x
x+(z)
(z − g(y))dy = −Φ(x; z).
On the support of χe the phase Φ(x; z) has the unique critical point x = x+(z) which
is non-degenerate since ∂2xxΦ(x+(z); z) = −2Im g′(x+(z)) > 0. Thus, the stationary
phase method yields that
Ih =
(
pi
−Im g′(x+(z))
) 1
2
+O(h). 
By the natural projection Π : R→ S1 as in Section 1 we can identify
C∞0 (]x+, x+ + 2pi[) = {u ∈ C∞(S1) : x+ /∈ suppu}
and
C∞0 (]x− − 2pi, x−[) = {u ∈ C∞(S1) : x− /∈ suppu},
with the slight abuse of notation that on the right hand side x± ∈ R and on the left
hand side x± ∈ S1. This identification permits us to define ewkb(x, z;h), fwkb(x, z;h)
on C∞(S1).
3.2. Quasimodes close to the boundary of Σ. Now let z ∈ Ωaη. Following [1],
we shall construct quasimodes for the operator Ph − z by looking at the rescaled
operator P˜h˜ − z˜ as defined in (3.3).
Let us first note that i
h
φ+(x; z) and ihφ−(x; z) have the following behavior under
the rescaling described at the beginning of this section:
(3.11)
i
h
φ+(x; z) =
i
h
∫ x
x+
(z − g(y)) dy = i
h˜
∫ x˜
x˜+
(z˜ − g˜(y˜)) dy˜ =: i
h˜
φ˜+(x˜; z˜)
and analogously for i
h
φ−(x; z). Taylor expansion shows us that the rescaled phase
functions φ˜±(x˜; z˜) have for z ∈ Ωaη a non-degenerate critical point x˜±(z˜) which satisfy
the relation
(3.12) x±(z) =
√
ηx˜±(z˜).
It is easy to see that locally
(P˜h˜ − z˜)e
i
h˜
φ˜+(x˜;z) = 0,
Thus, the natural choice of quasimodes for z ∈ Ω ∩ Ωaη in the rescaled variables is
Proposition 3.4. Let Ω b Σ, z ∈ Ω ∩ Ωaη and set h˜ := hη3/2 . Then there exist
functions
aη(h˜; z˜) ∼ aη0(z˜) + h˜aη1(z˜) + · · · 6= 0, bη(h˜; z˜) ∼ bη0(z˜) + h˜bη1(z˜) + · · · 6= 0,
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depending smoothly on z˜ such that all z˜- and z˜-derivatives remain bounded as h→ 0
and h
2
3 < η → 0, such that
eηwkb(x˜, z˜; h˜) :=
(
h˜η
)− 1
4
aη(z˜; h˜)χe(x˜, z˜; h˜)e
i
h˜
φ˜+(x˜;z˜) and
f ηwkb(x˜, z˜; h˜) :=
(
h˜η
)− 1
4
bη(z˜; h˜)χf (x˜, z˜; h˜)e
i
h˜
φ˜−(x˜;z˜),
where χe,f are as in Definition 3.2, are L2(S1/
√
η,
√
ηdx˜)-normalized. Furthermore,
aη0(z˜) =
( |Im g′′(a)(x˜+(z˜)− a/√η)(1 + o(1))|
pi
) 1
4
, z ∈ Ωaη,
bη0(z˜) =
( |Im g′′(a)(x˜−(z˜)− a/√η)(1 + o(1))|
pi
) 1
4
, z ∈ Ωaη.
Remark 3.5. In Proposition 3.4, we stated the Taylor expansion of the first order
terms of aη(z;h) and bη(z;h). However, note that we have
a0(z) =
(−Im g′(x+(z))
pi
) 1
4
= η
1
8aη0(z˜),
where a0 is the first order term of the normalization coefficient a of the quasimode
ewkb; see Lemma 3.3. Similar for bη0.
Proof. We shall consider the proof only for the case of eηwkb since the case of f
η
wkb is
the same.
By (3.12), (3.6) one computes that
χe(
√
ηx˜, z;h/η1/2) = χe(x˜, z˜; h˜)
Consider ‖χe(·, z;h/η1/2)e ihφ+(·,z)‖2L2(S1) and perform the change of variables x =√
ηx˜. Hence,
(3.13)
∫
χe
(
x, z;
h
η
1
2
)2
e−
2
h
Imφ+(x,z)dx = η
1
2
∫
χe
(
x˜, z˜; h˜
)2
e
− 2
h˜
Im
∫ x˜
x˜+
(z˜−g˜(y˜))dy˜
dx˜.
The stationary phase method yields that (3.13)∼ √ηh˜ 12 (c˜0(z˜) + h˜c˜1(z˜) + . . . ), where
the c˜j(z˜) depend smoothly on z˜ such that all z˜- and z˜-derivatives remain bounded
as h→ 0 and h 23 < η → 0.
On the other hand, the stationary phase method applied to ‖χee ihφ+‖2 (compare
with Section 3.1) yields that
‖χe(·, z;h)e ihφ+(·;z)‖2L2(S1) ∼ h
1
2 (c0(z) + hc1(z) + . . . )
with
c0(z) =
(
pi
−Im g′(x+(z))
) 1
2
.
Since χe(x, z;h) ≡ χe(x, z;h/η1/2) locally around x+(z), we may conclude that for
all k ∈ N0
c˜k(z˜) = η
3k
2
+ 1
4 cj(z).
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In particular, the Taylor expansion around the critical point a yields that
c˜0(z˜) =
(
pi
|Im g′′(a)(x˜+(z˜)− a/√η)(1 + o(1))|
) 1
2
, z ∈ Ωaη.
Thus, we conclude the statement of the proposition. 
Considering the above describe quasimodes in the original variable x ∈ S1 leads
to the following
Definition 3.6. Let Ω b Σ, z ∈ Ω ∩ Ωaη and set h˜ := hη3/2 . Then define
eηwkb(x, z;h) :=
(
h
η1/2
)− 1
4
aη(z˜; h˜)χηe(x, z;h/η
1/2)e
i
h
φ+(x;z) and
f ηwkb(x, z;h) :=
(
h
η1/2
)− 1
4
bη(z˜; h˜)χηf (x, z;h/η
1/2)e
i
h
φ−(x;z),
where χηe,f (x, z;h/η
1/2) = χe,f (x, z;h/η
1/2). We choose this notation to make the
distinctions between the two cases z ∈ Ωi and z ∈ Ωaη more apparent.
3.3. Approximation of the eigenfunctions of Q(z) and Q˜(z). Recall Q and Q˜
given in Section 2.2. We will use the above defined quasimodes to prove estimates
on the lowest eigenvalue of Q, t20. Furthermore, we will give estimates on the ap-
proximation of the eigenfunctions e0 and f0 by the quasimodes ewkb and fwkb. We
will prove an extended version of a result in [21, Sec. 7.2 and 7.4].
Proposition 3.7. Let z ∈ Ω b Σ and let S = S(z) be defined as in Definition 2.2.
Then, for h
2
3  η ≤ C
t20(z) ≤ O
(
η
1
2he−
2S
h
)
.
Furthermore, there exists a constant C > 0, uniform in z, such that
t21 − t20 ≥
η
1
2h
C
for h > 0 small enough.
Remark 3.8. The case dist (z, ∂Σ) > 1/C has been proven in [21, Sec. 7.1]. Since it
will be useful further on we shall give a proof of the statement and indicate how to
deduce the statement in the case of z ∈ Ω ∩ Ωaη.
Proof. Let us first suppose that z ∈ Ωi (cf. Section 3). Recall the definition of the
self-adjoint operator Q(z) given in (2.4) and define
(3.14) r := r(x, z;h) := Q(z)ewkb(x; z).
Recall, by (3.7), that ewkb(x; z) = h−
1
4a(z;h)χe(x, z;h)e
i
h
φ+(x;z). Since x−(z) is
smooth in z and all its z- and z-derivatives are independent of h, it follows from
(3.6) that for all α ∈ N3\{0}
(3.15) ∂αzzxχe(x, z;h) = O
(
h−
|α|
2
)
,
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with support in X− :=]x−− 2pi, x−− 2pi+h1/2[∪]x−−h1/2, x−[. One computes that
(Ph − z)∗(Ph − z)ewkb(x; z) =(3.16)
a(z;h)
h
3
4
i
{
h
i
∂2xxχe(x, z;h) + ∂xχe(x, z;h)
(
∂xφ+ + g(x)− z
)}
e
i
h
φ+ .
where φ+ = φ+(x; z). Since for x ∈ X−
(3.17) ∂xφ+(x; z) + g(x)− z = z− g(x) + g(x)− z = −2iIm (g(x)− z) = O
(
h
1
2
)
,
it follows from (3.15), (3.16) that
(3.18) r = Q(z)ewkb(x; z) = O
(
h
3
4
)
e
i
h
φ+(x;z),
which has its support in X−. Thus, one computes that
(3.19) ‖r‖2 = O
(
h2e−
2S
h
)
,
and, since Q is self-adjoint, it follows that t20(z) = O
(
he−
2S(z)
h
)
.
The proof of the desired statement about t21(z)− t20(z) for z ∈ Ωi can be found in
the proof of Proposition 7.2 in [21, Sec. 7.1].
Suppose now that z ∈ Ω ∩ Ωaη. The desired statement follows by a rescaling
argument. Recall (3.3) and, using the quasimodes eηwkb(x; z), note that
t20(Q(z)) = t
2
0(η
2(P˜h˜ − z˜)∗(P˜h˜ − z˜)) = O
(
η2h˜e−
2S˜(z˜)
h˜
)
,
where S˜ is defined in the obvious way via φ˜+ and
(3.20)
S˜(z˜)
h˜
=
S(z)
h
.
Hence,
(3.21) t20(z) = O
(
hη1/2e−
2S(z)
h
)
.
The estimate on t21(z) − t20(z) in the case z ∈ Ω ∩ Ωaη can be deduced as well by a
rescaling argument: note that t21(Q(z)) = t21(η2(P˜h˜ − z˜)∗(P˜h˜ − z˜)). The statement
then follows by performing the same steps of the proof of Proposition 7.2 in [21, Sec.
7.1] in the rescaled space L2(S1/
√
(η),
√
ηdx˜) and using the quasimode eηwkb(x; z)
together with the estimate given in Proposition 4.3.5 in [1]. 
Proposition 3.9. Let z ∈ Ω b Σ. Then the eigenvalue t20(z) is a smooth function
of z and the eigenfunctions e0(z) and f0(z) can be chosen to have the same property.
Proof. Let us suppose first that z ∈ Ωi. The operator Q(z) is bounded in H2(S1)→
L2(S1) and in norm real-analytic in z since for z0 ∈ Ω
(3.22) Q(z) = Q(z0)− (P − z0)∗(z − z0)− (P − z0)(z − z0) + |z − z0|2.
Let ζ be in the resolvent set ρ(Q(z)) of Q(z) and consider the resolvent
R(ζ,Q(z)) := (ζ −Q(z))−1.
By [15, II - §1.3] we know that the resolvent depends locally analytically on the
variables ζ and z. More precisely if ζ0 /∈ σ(Q(z0)) for z0 ∈ Ω then R(ζ,Q(z)) is
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holomorphic in ζ and real-analytic in z in a small neighborhood of ζ0 and in a small
neighborhood of z0.
Remark 3.10. The proof in [15, II - §1.3] is given in the case of finite dimensional
spaces. However, it can be extended directly to bounded operators on Banach
spaces.
By [15, IV - §3.5] we know that the simple eigenvalue t20(z) depends continuously
on Q(z). Thus, by Proposition 3.7 and the continuity of t20(z) there exists, for h > 0
small enough, a constant D > 0 such that for all z in a neighborhood of a point
z0 ∈ Ω
t21(z) >
h
D
.
Define γ to be the positively oriented circle of radius h/(2D) centered at 0 and
consider the spectral projection of Q(z) onto the eigenspace associated with t20(z)
Πt20(z) =
1
2pii
∫
γ
R(ζ,Q(z))dζ.
Since the resolvent R(ζ,Q(z)) is smooth in z it follows that Πt20(z) is smooth in z.
Now set e(x, z) to be a smooth quasimode for Ph−z for z ∈ Ωi as in Section 3 which
depends smoothly on z. Thus, by setting
e0(x, z, h) =
Πt20(z)ewkb(x, z, h)
‖Πt20(z)ewkb(−, z, h)‖
,
we deduce that also e0(x, z) depends smoothly on z. The statement for f0(z) follows
by performing the same argument for Q˜(z) instead of Q(z) and with the quasimode
fwkb.
Using that Πt20(z) and Q(z) are smooth and that the operator Πt20QΠt20 has finite
rank we see by
t20(z) = tr
(
Πt20(z)Q(z)Πt20(z)
)
that t20(z) is smooth.
In the case of z ∈ Ω ∩ Ωaη for h2/3 < η < const. we follow the exact same steps as
above, mutandi mutandis. We take the estimate t21(z) >
h
√
η
D
for z in a neighborhood
of a fixed z0 ∈ Ω ∩ Ωaη (following from Proposition 3.7) and thus we pick, as above,
γ˜ to be the positively oriented circle of radius h√η/(2D) centered at 0. Hence, for
z ∈ Ω ∩ Ωa,bη
Πt20(z) =
1
2pii
∫
γ˜
R(ζ,Q(z))dζ, e0(x, z, h) =
Πt20(z)e
η
wkb(x, z, h)
‖Πt20(z)e
η
wkb(−, z, h)‖
.
Following the same arguments as above we conclude the statement of the proposition
also in the case of z ∈ Ω ∩ Ωaη. 
Proposition 3.11. Let z ∈ Ω b Σ and let e0 and f0 be the eigenfunctions of the
operators Q and Q˜ with respect to their smallest eigenvalue (as in Section 4.1). Let
S = S(z) be defined as in Definition 2.2. Then
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• for z ∈ Ω with dist (Ω, ∂Σ) > 1/C and for all β ∈ N2
(3.23) ‖∂βzz(e0 − ewkb)‖, ‖∂βzz(f0 − fwkb)‖ = O
(
h−|β|e−
S
h
)
.
Furthermore, the various z- and z-derivatives of e0, f0, ewkb and fwkb have
at most temperate growth in 1/h, more precisely for all β ∈ N2
(3.24) ‖∂βzzewkb‖, ‖∂βzzfwkb‖, ‖∂βzze0‖, ‖∂βzzf0‖ = O
(
h−|β|
)
;
• for h2/3  η < const., z ∈ Ω ∩ Ωaη and for all β ∈ N2
(3.25) ‖∂βzz(e0 − eηwkb)‖, ‖∂βzz(f0 − f ηwkb)‖ = O
(
η
|β|
2 h−|β|e−
S
h
)
.
Furthermore, the various z- and z-derivatives of e0, f0, eηwkb and f
η
wkb have
at most temperate growth in √η/h, more precisely
(3.26) ‖∂βzzeηwkb‖, ‖∂βzzf ηwkb‖, ‖∂βzze0‖, ‖∂βzzf0‖ = O
(
η
|β|
2 h−|β|
)
for all β ∈ N2.
Remark 3.12. Let us recall that
• for z ∈ Ω b Σ˚, in the case where Ω is independent of h > 0 and has a
positive distance to the boundary of Σ we have 1/C ≤ S ≤ C for some
constant C > 0. Thus, we may formulate the corresponding estimates of
Proposition 3.11 uniformly in z;
• for h2/3  η < const. and z ∈ Ω ∩ Ωaη (3.5) implies estimates uniform in z
but η dependent.
This implies the following
Corollary 3.13. Under the assumptions of Proposition 3.11,
• for z ∈ Ωi there exists a constant C > 0 such that for all β ∈ N2
(3.27) ‖∂βzz(e0 − ewkb)‖, ‖∂βzz(f0 − fwkb)‖ = O
(
h−|β|e−
1
Ch
)
;
• for h2/3  η < const., z ∈ Ω ∩ Ωa,bη and for all β ∈ N2
(3.28) ‖∂βzz(e0 − eηwkb)‖, ‖∂βzz(f0 − f ηwkb)‖ = O
(
η
|β|
2 h−|β|e−
η3/2
h
)
.
Remark 3.14. The proof of Proposition 3.11 is unfortunately somewhat long and
technical and we have split it into several lemmas. Furthermore, we will only be
discussing the results for ewkb(z), eηwkb(z) and e0(z), since the others can be obtained
similarly.
Lemma 3.15. Let Ω b Σ such that dist (Ω, ∂Σ) > 1/C. For z ∈ Ω define r :=
r(x, z;h) := Q(z)ewkb(x; z) as in (3.14). Then, for all β ∈ N2, supp ∂βzzr ⊂]x− −
2pi, x− − 2pi + h1/2[∪]x− − h1/2, x−[ and
‖∂βzzr‖ = O
(
h1−|β|e−
S
h
)
.
Proof. Using (3.15), (3.16) we conclude by the Leibniz rule that for β ∈ N2
∂βzzr = O
(
h
3
4
−|β|
)
e
i
h
φ+(x;z)
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which is supported in ]x− − 2pi, x− − 2pi + h1/2[∪]x− − h1/2, x−[ and one computes
that ‖∂βzzr‖2 = O
(
h2−2|β|e−
2S
h
)
. 
Lemma 3.16. Let Ω b Σ such that dist (Ω, ∂Σ) > 1/C and let z ∈ Ω. Moreover,
let Πt20 : L
2(S1) → Ce0 denote the spectral projection of Q(z) onto the eigenspace
associated with t20. Then,
‖∂βzzΠt20(z)‖L2→H2sc = O
(
h−
|β|
2
)
.
Proof. By virtue of Proposition 3.7 and the continuity of t20(z) there exists for h > 0
small enough a constant D > 0 such that for all z in a neighborhood of a point
z0 ∈ Ω
t21(z) >
h
D
.
Let γ be the positively oriented circle of radius h/(2D) centered at 0. Note that γ
is locally independent of z. Thus, we gain a path such that 0, t21(z) /∈ γ and which
has length |γ| = hpi/D. For λ ∈ γ we have that
(3.29) ‖(λ−Q(z))−1‖ = 1
dist (λ, σ(Q(z)))
= O(|γ|−1).
By (3.22) and the resolvent identity we see that the derivatives ∂nz ∂mz (λ−Q(z))−1,
for (n,m) ∈ N2\{0}, are finite linear combinations of terms of the form
(3.30) (λ−Q(z))−1∂α1zz (Q(z))(λ−Q(z))−1 · · · ∂αkzz (Q(z))(λ−Q(z))−1
with αj = (1, 0), (0, 1), (1, 1) and α1 + · · · + αk = (n,m). Thus it is sufficient to
estimate the terms of the form (Ph − z)(Q(z) − λ)−1 and (Ph − z)∗(Q(z) − λ)−1.
Since Q(z) = (Ph − z)∗(Ph − z), it follows that
(3.31) ‖(Ph − z)u‖2 − |γ|‖u‖2 ≤ |((Q(z)− λ)u|u)| ≤ ‖(Q(z)− λ)u‖‖u‖.
Since Q(z) > 0 is self-adjoint and since dist (λ, σ(Q(z)))  |γ| we have the a priori
estimate
‖(Q(z)− λ)u‖ ≥ C|γ|‖u‖
for all u ∈ H2sc(S1), where C > 0 is a constant locally uniform in z. This implies
‖(Ph − z)u‖2 ≤ (‖(Q(z)− λ)u‖+ |γ|‖u‖) ‖u‖
≤ C˜‖(Q(z)− λ)u‖‖u‖ ≤ C|γ|‖(Q(z)− λ)u‖
2,
where C > 0 is a constant uniform in z. Hence
‖(Ph − z)(Q(z)− λ)−1‖L2→L2 = O
(
|γ|− 12
)
.
Finally, note that since [P ∗h , Ph] = OH2sc→L2(h) we can replace Ph by it’s adjoint in
(3.31) and gain the estimate
‖(Ph − z)∗(Q(z)− λ)−1‖L2→L2 = O
(
|γ|− 12
)
.
Using (3.30) and the fact that |γ| = hpi/D we have that for all β ∈ N2\{0}
(3.32) ‖∂βzz(λ−Q(z))−1‖L2→H2sc = O
(
h−
|β|+2
2
)
.
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Since for u ∈ L2(S1)
1
2pii
∫
γ
(λ−Q(z))−1udλ = Πt20u,
(3.32) implies
‖∂βzzΠt20(z)‖L2→H2sc = O
(
h−
|β|
2
)
. 
Lemma 3.17. Under the assumptions of Lemma 3.16 we have
‖∂βzzewkb(·; z)‖, ‖∂βzzΠt20ewkb(·; z)‖ = O
(
h−|β|
)
.
Proof. Using (3.7) and the triangular inequality, we get
‖∂zewkb(·; z)‖ ≤ h− 14‖∂zχe(·; z)ai(z;h)e ihφ+(·;z)‖
+ h−
1
4‖χe(·; z)∂zai(z;h)e ihφ+(·;z)‖
+ h−
1
4‖χe(·; z)ai(z;h)ih−1∂zφ+(·; z)e ihφ+(·;z)‖.
Recalling from (3.15) that ∂zχe(x, z;h) = O(h−1/2) is supported in ]x− − 2pi, x− −
2pi + h1/2[∪]x− − h1/2, x−[, one computes
h−
1
4‖∂zχe(·; z)ai(z;h)e ihφ+(·;z)‖ = O
(
h−
1
2 e−
S
h
)
.
Using (3.9), the stationary phase method implies
h−
1
4‖χe(·; z)∂zai(z;h)e ihφ+(·;z)‖ = O(h−1).
Furthermore, since
(3.33) ∂zφ+(x; z) =
∫ x
x+(z)
dy − ξ+(z)∂zx+(z)
it follows by the stationary phase method that
h−
1
4‖χe(·; z)ai(z;h) i
h
∂zφ+(·; z)e ihφ+(·;z)‖ = 1
h
|ξ+(z)∂zx+(z)|+O(1).
Hence, by putting all of the above together
‖∂zewkb(·; z)‖ = O
(
h−1
)
.
Similarly, using (3.9), (3.15), the stationary phase method implies
‖∂βzzewkb(·; z)‖ = O
(
h−|β|
)
.
Lemma 3.16 then implies by the Leibniz rule that
‖∂βzzΠt20ewkb‖ = O
(
h−|β|
)
. 
Proof of Proposition 3.11. Part I - First, suppose that z ∈ Ωi. Let r be as in Lemma
3.15 and consider for λ ∈ C
(λ−Q(z))ewkb = λewkb − r.
If λ /∈ σ(Q(z)) ∪ {0} we have
(λ−Q(z))−1ewkb = 1
λ
ewkb +
1
λ
(λ−Q(z))−1r.
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As in the proof of Lemma 3.15, define γ to be the positively oriented circle of radius
h/(2D) centered at 0. γ is locally independent of z. Thus, we gain a path such that
0, t21(z) /∈ γ and which has length |γ| = hpi/D. Hence
(3.34)
1
2pii
∫
γ
(λ−Q(z))−1ewkbdλ = ewkb + 1
2pii
∫
γ
1
λ
(λ−Q(z))−1rdλ.
By Lemma 3.15, (3.21) and (3.29)∥∥∥∥ 12pii
∫
γ
1
λ
(λ−Q(z))−1rdλ
∥∥∥∥ = O(e−Sh)
By (3.34)
(3.35) ‖Πt20ewkb − ewkb‖ = O
(
e−
S
h
)
.
Recall that ewkb is normalized. Pythagoras’ theorem then implies
(3.36) ‖Πt20ewkb‖2 = ‖ewkb‖2 − ‖ewkb − Πt20ewkb‖2 = 1−O
(
e−
2S
h
)
which yields
(3.37) e0 =
1
‖Πt20ewkb‖
Πt20ewkb =
(
1 +O
(
e−
2S
h
))
Πt20ewkb.
Let us now turn to the z- and z-derivatives of e0 − ewkb. By (3.37)∥∥∥∂βzz(e0(z)− ewkb(z))∥∥∥ =
∥∥∥∥∥∂βzz
(
(Πt20 − 1)ewkb + (1− ‖Πt20ewkb‖)ewkb
‖Πt20ewkb(z)‖
)∥∥∥∥∥ .
First, note that Lemma 3.24 together with (3.36) implies
∂βzz‖Πt20ewkb‖ = O
(
h−|β|
)
.
Using this result and (3.36) implies by the Leibniz rule applied to (3.37) that
‖∂βzze0‖ = O
(
h−|β|
)
.
Next, applying Lemma 3.15 and (3.32) to (3.34) yields∥∥∥∂βzz(Πt20 − 1)ewkb∥∥∥ =
∥∥∥∥∂βzz 12pii
∫
γ
1
λ
(λ−Q(z))−1rdλ
∥∥∥∥ = O(h−|β|e−Sh) .
Thus, Lemma 3.24 and (3.36) together with the Leibniz rule then imply∥∥∥∂βzz(e0(z)− ewkb(z))∥∥∥ = O(h−|β|e−Sh) .
Part II - Now, let z ∈ Ωaη with h
2
3  η < const. The statements of the proposition
follow from a simple rescaling argument. For the rescaling we use the same nota-
tion as in the beginning of Section 3. Let e˜0(z˜) be the L2(S1/
√
η, dx˜)-normalized
eigenfunction of the operator Q˜(z˜) = (P˜h˜ − z˜)∗(P˜h˜ − z˜) and note that η
1
4 eηwkb is
L2(S1/
√
η, dx˜)-normalized. Thus,∥∥∥∂βzz(e˜0(z˜)− eηwkb(·, z˜, h˜)∥∥∥
L2(S1/
√
η,dx˜)
= O
(
h˜−|β|e−
S˜
h˜
)
,
where S˜ is as in (3.20). Since e0(z) = η−1/4e˜0(z˜), it follows by rescaling that∥∥∥∂βzz(e0(z)− eηwkb(z))∥∥∥
L2(S1,dx)
= O
(
η
|β|
2 h−|β|e−
S
h
)
.
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The results on ‖∂βzzeηwkb‖ and on ‖∂βzze0‖ can be proven by the same rescaling argu-
ment. 
4. Grushin problem for the unperturbed operator Ph
To start with we give a short refresher on Grushin problems since they have
become an essential tool in Microlocal Analysis and it is a key method to the present
work. As reviewed in [25], the central idea is to set up an auxiliary problem of the
form (
P (z) R−
R+ 0
)
: H1 ⊕H− −→ H2 ⊕H+,
where P (z) is the operator of interest and R± are suitably chosen. We say that the
Grushin problem is well-posed if this matrix of operators is bijective. If dimH− =
dimH+ <∞, one usually writes(
P (z) R−
R+ 0
)−1
=
(
E(z) E+(z)
E−(z) E−+(z)
)
.
The key observation, going back to the Shur complement formula or equivalently
the Lyapunov-Schmidt bifurcation method, is that the operator P (z) : H1 → H2 is
invertible if and only if the finite dimensional matrix E−+(z) is invertible and when
E−+(z) is invertible, we have
P−1(z) = E(z)− E+(z)E−1−+(z)E−(z).
E−+(z) is sometimes called effective Hamiltonian.
The principal aim of this section is to introduce the three different Grushin Prob-
lems needed to study P δh : one valid in all of Σ which is however less explicit (here
we will follow the construction given in [21, Sec. 7.2 and 7.4]), and two very explicit
Grushin Problems, one valid in the interior of Σ and one valid close to ∂Σ (here we
will recall the construction given by Hager in [12] respectively Bordeaux-Montrieux
in [1]).
4.1. Grushin problem valid in all of Σ. Following the ideas of [21], we will use
the eigenfunctions e0 and f0 to set up the Grushin problem
Proposition 4.1. Let Ω b Σ be open and relatively compact and let α0 be as in
(2.8). Define for z ∈ Ω
R+ : H
1(S1) −→ C : u 7−→ (u|e0)
R− : C −→ L2(S1) : u− 7−→ u−f0.(4.1)
Then
P(z) :=
(
Ph − z R−
R+ 0
)
: H1(S1)× C −→ L2(S1)× C
is bijective with the bounded inverse
E(z) =
(
E(z) E+(z)
E−(z) E−+(z)
)
where E−(z)v = (v|f0), E+(z)v+ = v+e0 and E(z) = (Ph − z)−1|(f0)⊥→(e0)⊥ and
E−+(z)v+ = −α0v+. Furthermore, we have the estimates
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• for z ∈ Ω with dist (Ω, ∂Σ) > 1/C
‖E−(z)‖L2→C, ‖E+(z)‖C→H1 = O(1),
‖E(z)‖L2→H1 = O(h−1/2),
|E−+(z)| = O
(√
he−
S
h
)
= O
(
e−
1
Ch
)
;(4.2)
• for z ∈ Ω ∩ Ωaη with h
2
3  η < const.
‖E−(z)‖L2→C, ‖E+(z)‖C→H1 = O(1),
‖E(z)‖L2→H1 = O((h√η)−1/2),
|E−+(z)| = O
(√
hη
1
4 e−
S
h
)
= O
(
e−
η3/2
h
)
.(4.3)
Proof. For a proof of the existence of the bounded inverse as well as the estimate
for ‖E(z)‖L2→H1 in the case of dist (Ω, ∂Σ) > 1/C see [21, Section 7.2].
The other estimate for ‖E(z)‖L2→H1 can be proven by performing the same steps
as in the case of dist (Ω, ∂Σ) > 1/C, mutandi mutandis, together with the esti-
mate given by Bordeaux-Montrieux in [1, Proposition 4.3.5]. The estimates for
|E−+(z)| follow from Proposition 3.7, whereas the estimates on ‖E−(z)‖L2→C and
‖E+(z)‖C→H1 come from the fact that e0 and f0 are normalized.
Alternatively, one can conclude the result in the case of z ∈ Ω∩Ωaη by a rescaling
argument similar to the one in the proof of Proposition 3.11. 
4.2. Tunneling. We prove now the following formula for a tunnel effect from which
we conclude Proposition 2.8.
Proposition 4.2. Let z ∈ Ω b Σ and let e0 and f0 be as in (2.7) and in (2.9).
Furthermore, let Φ(z, h) be as in Proposition 2.5, let S be as in Definition 2.2 and
let p and ρ± be as in Section 1. Let h
2
3  η < const. Then, for all z ∈ Ω with
|Im z − 〈Im g〉| > 1/C, C  1,
|(e0|f0)| =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pih
|∂Im zS(z)|
(
1 +O
(
η−
3
4h
1
2
))
e−
S
h
where for all β ∈ N2
∂βzzO
(
η−3/4h
1
2
)
= O
(
η
|β|
2
− 3
4h−|β|+
1
2
)
.
This implies Proposition 2.8. Furthermore, Proposition 4.2 implies by direct cal-
culation the following result:
Proposition 4.3. Under the assumptions of Proposition 4.2 we have for h
2
3  η <
const.
∂Im z|(e0|f0)|2 =
2
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pih2
|∂Im zS(z)|2(−∂Im zS(z))e− 2Sh
+O
(
η5/4h−
3
2 e−
2S
h
)
,
∂Re z|(e0|f0)|2, ∂Re z∂Im z|(e0|f0)|2 = O
(
e−
1
Ch e−
2S
h
)
.
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Remark 4.4. Let us point out that we can find an even more detailed formula for
|(e0|f0)| (cf. (4.9)) valid even for |Im z − 〈Im g〉| ≥ 1/C:
|(e0|f0)| =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pih
e−
S
h |∂Im zS|
(
1 +
2pi − |∂Im zS|
|∂Im zS| e
Re Φ
)
+O
(
e−
S
h
)
+O
(
η3/4h−
1
2 e−
S
h
+Re Φ
)
Proof of Proposition 4.2. First, suppose that z ∈ Ω with dist (Ω, ∂Σ) > 1/C. Then,
by Proposition 3.11
(e0|f0) = (e0|fwkb) +O
(
e−
S
h
)
= (ewkb|fwkb) +O
(
e−
S
h
)
.(4.4)
Recall the definition of the quasimodes ewkb and fwkb from Section 3. Moreover,
recall from Section 1 that by the natural projection Π : R→ S1 we identify S1 with
the interval [x−(z)− 2pi, x−(z)[. This choice leads to the fact that φ+ is given by
φ+(x) =
∫ x
x+(z)
(z − g(y))dy
on this interval, whereas φ− is given by
φ−(x) =

∫ x
x−(z)
(z − g(y))dy, for x ∈ [x+(z), x−(z)[,∫ x
x−(z)−2pi
(z − g(y))dy, for x ∈ [x−(z)− 2pi, x+(z)[.
Define
(4.5) R :=
ab√
h
=
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pi
+O(
√
h),
where we used Lemma 3.3, Proposition 3.4 and (4.22) to gain the equality. A straight
forward computation yields that
(ewkb|fwkb) = Re
i
h
∫ x−(z)−2pi
x+(z)
(z−g(y))dy
∫ x+(z)
x−(z)−2pi
χe(x)χf (x)dx
+Re
i
h
∫ x−(z)
x+(z)
(z−g(y))dy
∫ x−(z)
x+(z)
χe(x)χf (x)dx.(4.6)
Using (3.6) and Definition 3.6, we have that∫ x+(z)
x−(z)−2pi
χe(x)χf (x)dx = x+(z)− (x−(z)− 2pi)
−
∫ x−−2pi+√h
x−−2pi
(1− χe(x))dx−
∫ x++2pi
x++2pi−
√
h
(1− χf (x))dx
= x+(z)− (x−(z)− 2pi) +O
(√
h
)
,
(4.7)
and similarly ∫ x−(z)
x+(z)
χe(x)χf (x)dx = x−(z)− x+(z) +O
(√
h
)
.(4.8)
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Now let us assume that we are below the spectral line of Ph, i.e. Im z ≤ 〈Im g〉.
There, we see that
|(ewkb|fwkb)| = Re−
1
h
Im
∫ x−(z)
x+(z)
(z−g(y))dy∣∣∣(x−(z)− x+(z)) +O(√h)
+
(
x+(z)− (x−(z)− 2pi) +O
(√
h
))
e−
2pii
h
(z−〈g〉)
∣∣∣.
Analogously, if we are above the spectral line, i.e. Im z ≥ 〈Im g〉,
|(ewkb|fwkb)| = Re−
1
h
Im
∫ x−(z)−2pi
x+(z)
(z−g(y))dy∣∣∣(x+(z)− (x+(z)− 2pi))
+O
(√
h
)
+
(
x−(z)− x+(z) +O
(√
h
))
e
2pii
h
(z−〈g〉)
∣∣∣.
Together with (4.4), we conclude that
|(e0|f0)| =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pih
e−
S
h |∂Im zS|
(
1 +
2pi − |∂Im zS|
|∂Im zS| e
Re Φ
)
+O
(
e−
S
h
)
+O
(
η3/4h−
1
2 e−
S
h
+Re Φ
)
(4.9)
where Φ = Φ(z, h) is as in Proposition 2.5. Note that exp {Φ(z, h)} is exponentially
small for |Im z − 〈Im g〉| > 1/C. Thus,
|(e0|f0)| =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
√
pih
e−
S
h |∂Im zS(z)|
(
1 +O
(
η−3/4h
1
2
))
.(4.10)
Now let us discuss the ∂βzz-derivatives of the errors. First let us treat the error term
O
(√
h
)
from the definition of R which is given as a product of the normalization
coefficients of the quasimodes ewkb and fwkb. Thus, it is easy to see that
∂βzzO
(√
h
)
= O(h−(|β|−1/2)) .(4.11)
The ∂βzz-derivatives of the error term in (4.7), (4.8) can be treated as follows: note
that
∂z
∫ x−−2pi+√h
x−−2pi
(1− χe(x; z))dx =
(
χe(x− − 2pi; z)− χe(x− − 2pi +
√
h; z)
)
∂zx− −
∫ x−−2pi+√h
x−−2pi
∂zχe(x; z)dx.
By (3.15)∫ x−−2pi+√h
x−−2pi
∂zχe(x; z)dx = −
∫ x−−2pi+√h
x−−2pi
ψ
(
x− x− + 2pi√
h
)
∂zx−(z)dx
= −∂zx−(z).
Since χe(x− − 2pi; z) = 0 and χe(x− − 2pi +
√
h; z) = 1,
∂z
∫ x−−2pi+√h
x−−2pi
(1− χe(x; z))dx = 0.
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(4.8) as well as the respective z-derivatives can be treated analogously, and we
conclude that ∂βzzO(
√
h) = 0 for all β ∈ N2\{0}. Hence, we have
∂nz ∂
m
z O
(
η−3/4h
1
2
)
= O
(
η
|β|
2
− 3
4h−|β|+
1
2
)
.
Finally, in the case where z ∈ Ω ∩ Ωaη we can conclude the statement by a rescaling
argument similar as in the proof of Proposition 3.11. 
Remark 4.5. It is a direct consequence of (4.6), (4.4) and Proposition 3.11 that
∂βzz(e0|f0) = O
(
η
|β|+3/2
2 h−(|β|+1/2)e−
S
h
)
,
where we conclude the case where z ∈ Ω ∩Ωaη by a rescaling argument similar as in
the proof of Proposition 3.11.
Proof of Proposition 4.3. The first statement follows directly from Proposition 4.2.
The statements regarding the derivatives can be derived by a direct calculation from
Proposition 4.2 together with the fact that the z- respectively the z-derivative of the
error term increases its growth at most by a term of order η1/2h−1. Moreover, we use
that eΦ is exponentially small in h due to |Im z−〈Im g〉| > 1/C. Furthermore, we use
that the prefactor
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4 is the first order term of R (cf. (4.5)).
Recall that R is defined via the normalization coefficients of the quasimodes ewkb
and fwkb. It is thus independent of Re z and its ∂Im z derivative is of order O(η−1/4)
which can be seen by the stationary phase method and a rescaling argument similar
to the one in the proof of Proposition 3.11. 
Now let us give estimates on the derivatives of the effective Hamiltonian E−+(z).
Proposition 4.6. Let z ∈ Ω b Σ and let E−+(z) be as in Proposition 4.1. Then
there exists a C > 0 such that for h > 0 small enough and all β ∈ N2
|∂βzzE−+(z)| = O
(
η
|β|+1/2
2 h−|β|+1/2e−
S
h
)
.
Proof. Take the ∂z derivative and the ∂z derivative of the first equation in (2.8) to
gain
(Ph − z)∂ze0 = (∂zα0)f0 + α0∂zf0, (Ph − z)∂ze0 − e0 = (∂zα0)f0 + α0∂zf0.
Now consider the scalar product of these equations with f0 and recall from Propo-
sition 4.1 that E−+(z) = −α0(z) to conclude
∂zE−+(z) = E−+(z) {(∂ze0|e0)− (∂zf0|f0)} and
∂zE−+(z) = E−+(z) {(∂ze0|e0)− (∂zf0|f0)}+ (e0|f0).(4.12)
The statement of the Proposition then follows by repeated differentiation of (4.12)
and induction using Remark 4.5, the estimate |E−+(z)| = O(η 14h 12 e−Sh ) given in
(4.2) and (4.3) and the estimates given in Proposition 3.11. 
Finally, Proposition 4.2 permits us to prove the following extension of Proposition
3.11:
Proposition 4.7. Let z ∈ Ω b Σ and let e0 and f0 be the eigenfunctions of the
operators Q and Q˜ with respect to their smallest eigenvalue (as in Section 4.1). Let
S = S(z) be defined as in Definition 2.2. Then
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• for z ∈ Ω with dist (Ω, ∂Σ) > 1/C and for all α ∈ N3
‖∂αzzx(e0 − ewkb)‖, ‖∂αzzx(f0 − fwkb)‖ = O
(
h−|α|e−
S
h
)
.
Here, we set ∂αzzx = ∂α1z ∂
α2
z ∂
α3
x . Furthermore, the various z-, z- and x-
derivatives of e0, f0, ewkb and fwkb have at most temperate growth in 1/h,
more precisely
‖∂αzzxewkb‖, ‖∂αzzxfwkb‖, ‖∂αzzxe0‖, ‖∂αzzxf0‖ = O
(
h−|α|
)
for all α ∈ N3;
• for h2/3  η < const., z ∈ Ω ∩ Ωaη and for all α ∈ N3
‖∂αzzx(e0 − eηwkb)‖, ‖∂αzzx(f0 − f ηwkb)‖ = O
(
η
α1+α2
2
+α3h−|α|e−
S
h
)
.
Furthermore, the various z-, z- and x-derivatives of e0, f0, eηwkb and f
η
wkb
have at most temperate growth in √η/h, more precisely
‖∂αzzxeηwkb‖, ‖∂αzzxf ηwkb‖, ‖∂αzzxe0‖, ‖∂αzzxf0‖ = O
(
η
α1+α2
2
+α3h−|α|
)
for all α ∈ N3.
Proof. Will show the proof in the case of e0(z) since the case of f0(z) is similar.
Suppose first that z ∈ Ω with dist (Ω, ∂Σ) > 1/C. Recall from (2.8) that
(4.13) (Ph − z)e0 = α0f0 and (Ph − z)∗f0 = α0e0
First consider the ∂nz ∂mz derivatives of (4.13):
(Ph − z)∂nz ∂mz e0(z) = n∂n−1z ∂mz e0(z) +
∑
|α1+β1|=n
|α2+β2|=m
(
η + β
β
)
(∂ηα0(z))(∂
βf0(z))(4.14)
and
(Ph − z)∗∂nz ∂mz f0(z) = m∂nz ∂m−1z f0(z) +
∑
|α1+β1|=n
|α2+β2|=m
(
η + β
β
)
(∂ηα0(z))∂
βe0(z)
and thus
h‖Dx∂nz ∂mz e0(z)‖ ≤n‖∂n−1z ∂mz e0(z)‖+
∑
|α1+β1|=n
|α2+β2|=m
(
η + β
β
)
‖∂ηα0(z)‖‖∂βf0(z)‖
+ ‖g − z‖L∞(S1) · ‖∂nz ∂mz e0(z)‖
and
h‖Dx∂nz ∂mz f0(z)‖ ≤m‖∂nz ∂m−1z f0(z)‖+
∑
|α1+β1|=n
|α2+β2|=m
(
η + β
β
)
‖∂ηα0(z)‖‖∂βe0(z)‖
+ ‖g − z‖L∞(S1) · ‖∂nz ∂mz f0(z)‖.
By Proposition 4.6, there exists a constant C > 0 such that
(4.15) |∂kz∂jzα0(z)| = |∂kz∂jzE−+(z)| = O
(
h−(k+j)e−
S
h
)
.
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By (3.24) we conclude
‖Dx∂nz ∂mz e0(z)‖, ‖Dx∂nz ∂mz f0(z)‖ = O
(
h−(n+m+1)
)
.
Repeated differentiation of (4.14) and induction then yield that for all l ∈ N
‖Dlx∂nz ∂mz e0(z)‖, ‖Dlx∂nz ∂mz f0(z)‖ = O
(
h−(l+n+m)
)
.
The estimate
‖Dlx∂nz ∂mz ewkb‖, ‖Dlx∂nz ∂mz fwkb‖ = O
(
h−(l+n+m)
)
follows directly by the stationary phase method together with (3.9), (3.15). Finally,
using (2.8), (3.7), consider
(Ph − z)(e0 − ewkb) = α0f0 − h− 14a(z)h
i
∂xχee
i
h
φ+(x)
which implies for k ≥ 1 that (hDx)k∂nz ∂mz (e0 − ewkb) is equal to
(hDx)
(k−1)∂nz ∂
m
z (α0f0)− (hDx)(k−1)∂nz ∂mz
(
h−
1
4a(z)
h
i
∂xχee
i
h
φ+(x)
)
+ (hDx)
(k−1)∂nz ∂
m
z (g(x)− z)(e0 − ewkb).
By induction over k together with Proposition 3.11 and (4.15), (3.15), we conclude
the first point of the Proposition. The results in the case where z ∈ Ω ∩ Ωaη follow
by a rescaling argument similar as in the proof of Proposition 3.11. 
4.3. Alternative Grushin problems for the unperturbed operator Ph. In
[12] Hager set up a different Grushin problem for Ph and z ∈ Ωi which results in a
more explicit effective Hamiltonian EH−+(z). To avert confusion, we will mark the
elements of Hager’s Grushin problem with an additional “H“.
Bordeaux-Montrieux in [1] then extended Hager’s Grushin problem to z ∈ Ω∩Ωaη.
It is very useful for the further discussion to have an explicit effective Hamiltonian.
Thus we will briefly introduce Hager’s Grushin problem PH and show that E−+(z)
and EH−+(z) differ only by an exponentially small error.
Proposition 4.8 ([12, 1]). For z ∈ Ω b Σ, let x±(z) ∈ R be as in Section 1.
• for z ∈ Ω with dist (Ω, ∂Σ) > 1/C: let I± be open intervals, independent of
z such that
x±(z) ∈ I±, x∓(z) /∈ I± for all z ∈ Ω.
Let φ±(x; z) be as in Definition 3.2. Then, there exist smooth functions
c±(z;h) > 0 such that
c±(z;h) ∼ h− 14
(
c0±(z) + hc
1
±(z) + . . .
)
and, for e+(z;h) := c+(z;h) exp( iφ+(x;z)h ) ∈ H1(I+) and e−(z;h) := c−(z;h) exp( iφ−(x;z)h ) ∈
H1(I+),
‖e+‖L2(I+) = 1 = ‖e−‖L2(I−).
Furthermore, we have
c0+(z) =
(−Im g′(x+(z))
pi
) 1
4
, and c0−(z) =
(
Im g′(x−(z))
pi
) 1
4
.
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• for z ∈ Ω ∩ Ωaη with h2/3  η < const.: let J± be open intervals, such that
x±(Ωaη) ∈ J±, dist (J+, J−) >
1
C
η1/2.
Define I˜± := S1\J∓. Let φ±(x; z) be as in Definition 3.2 and set h˜ := h/η3/2.
Then, there exist smooth functions c±(z; h˜) > 0 such that
cη±(z; h˜) ∼ h˜−
1
4η−1/4
(
c0,η± (z) + h˜c
1,η
± (z) + . . .
)
and, for eη+(z;h) := c
η
+(z; h˜) exp(
iφ+(x;z)
h
) ∈ H1(I˜+) and eη−(z;h) := cη−(z; h˜) exp( iφ−(x;z)h ) ∈
H1(I˜+),
‖eη+‖L2(I˜+) = 1 = ‖eη−‖L2(I˜−).
Furthermore, we have
c0,η+ (z) =
( |Im g′′(a)(x˜+(z˜)− a/√η)(1 + o(1))|
pi
) 1
4
, z ∈ Ωaη,
c0,η− (z) =
( |Im g′′(a)(x˜−(z˜)− a/√η)(1 + o(1))|
pi
) 1
4
, z ∈ Ωaη.
Proof. For a proof of the first statement see [12]. The second statement has been
proven in [1] with the exception of the representation of c0,η± (z) which can be achieved
by an analogous argument to the one used in the proof of Proposition 3.4. 
Note that (Ph− z)e•+(x; z) = 0 on I+ and that (Ph− z)∗e•−(x; z) = 0 on I−. With
these quasimodes Hager and then Bordeaux-Montrieux set up a Grushin problem
PH and proved the existence of an inverse EH .
Proposition 4.9 ([12]). For z ∈ Ωi b Σ˚ and x±(z) as in Section 1. Let g ∈ C∞(S1 :
C) be as in (1.4) and let a < b < a + 2pi where a denotes the minimum and b the
maximum of Im g. Let J+ ⊂ (b, a+2pi) and J− ⊂ (a, b) such that {x±(z) : z ∈ Ω} ⊂
J±. Let χ± ∈ C∞c (I±) be such that χ± ≡ 1 on J± and supp (χ+) ∩ supp (χ−) = ∅.
Define
RH+ : H
1(S1) −→ C : u 7−→ (u|χ+e+)
RH− : C −→ L2(S1) : u− 7−→ u−χ−e−.
Then
PH(z) :=
(
Ph − z RH−
RH+ 0
)
: H1(S1)× C −→ L2(S1)× C
is bijective with the bounded inverse
EH(z) =
(
EH(z) EH+ (z)
EH− (z) E
H
−+(z)
)
where
‖EH(z)‖L2→H1 = O(h−1/2), ‖EH− (z)‖L2→C = O(1),
‖EH+ (z)‖C→H1 = O(1), |EH−+(z)| = O
(
e−
1
Ch
)
.(4.16)
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Furthermore,
EH−+(z) =
((
i
2
{p, p}(ρ+) i
2
{p, p}(ρ−)
) 1
4
(
h
pi
) 1
2
+O
(
h
3
2
))
·(
e
i
h
∫ x−
x+
(z−g(y))dy − e ih
∫ x−+2pi
x+
(z−g(y))dy)
,(4.17)
where the prefactor of the exponentials depends only on Im z and has bounded deriva-
tives of order O(√h).
Proof. See [12]. 
Proposition 4.10 ([1]). Let Ω b Σ. For z ∈ Ω∩Ωa,bη and x±(z) as in Section 1. Let
g ∈ C∞(S1) be as in (1.4). Let J± and I± be as in the second point of Proposition
4.8. Let χη± ∈ C∞c (I±) such that χη± ≡ 1 on J± and supp (χη+) ∩ supp (χη−) = ∅.
Define
Rη+ : H
1(S1) −→ C : u 7−→ (u|χ+eη+)
Rη− : C −→ L2(S1) : u− 7−→ u−χ−eη−.
Then
Pη(z) :=
(
Ph − z Rη−
Rη+ 0
)
: H1(S1)× C −→ L2(S1)× C
is bijective with the bounded inverse
Eη(z) =
(
Eη(z) Eη+(z)
Eη−(z) E
η
−+(z)
)
where
‖Eη(z)‖L2→H1 = O((√ηh)−1/2), ‖Eη−(z)‖L2→C = O(1),
‖Eη+(z)‖C→H1 = O(1), |Eη−+(z)| = O
(
η1/4h1/2e−
η3/2
h
)
.(4.18)
Furthermore,
Eη−+(z) =
(
c0,η+ (z)c
0,η
− (z) (h
√
η)
1
2 +O
(
h
3
2η−5/4
))
·
(
e
i
h
∫ x−
x+
(z−g(y))dy − e ih
∫ x−+2pi
x+
(z−g(y))dy)
,(4.19)
where the prefactor of the exponentials depends only on Im z and has bounded deriva-
tives of order O(√h√η).
Proof. See [1]. (4.19) has not been stated in this form on [1]. However, it can easily
be deduce from the results in [1] together with Proposition 4.8. 
Remark 4.11. The cut-off function χη± in the above proposition can be chosen simi-
larly to χηe,f in Definition 3.6 (compare also with Definition 3.2).
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4.4. Estimates on the effective Hamiltonians. In [12] Hager chose to represent
S1 as an interval between two of the periodically appearing minima of Im g and
thus chose the notation for x± accordingly (this notation was used in (4.17)). In our
case however, we chose to represent S1 as an interval between two of the periodically
appearing maxima of Im g. This results in the following difference between notations:
x+(z) = x
H
+ (z)− 2pi and x−(z) = xH− (z).
Thus, in our notation, we have for • = H, η
E•−+(z) = V
•(z, h)
(
e
i
h
∫ x−−2pi
x+
(z−g(y))dy − e ih
∫ x−
x+
(z−g(y))dy)
,(4.20)
where V • = V •(z, h) satisfies
V • =

(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
(
h
pi
) 1
2 (1 +O(h)) , if • = H, z ∈ Ωi
c0,η+ (z)c
0,η
− (z)
(
h
√
η
) 1
2
(
1 +O
(
η−
3
2h
))
, if • = η, z ∈ Ωaη.
(4.21)
Note that Taylor expansion around the point a yields
{p, p}(ρ±) = −2iIm g′(x±)(4.22)
= 2i
√
η
∣∣Im g′′(a)(x˜±(z˜)− a/√η)(1 + o√η(1))∣∣ , for z ∈ Ωaη.
Therefore, we may write for all z ∈ Ω b Σ
V (z, h) := V •(z, h) =
(
i
2
{p, p}(ρ+) i
2
{p, p}(ρ−)
) 1
4
(
h
pi
) 1
2 (
1 +O
(
η−
3
2h
))
(4.23)
where the first order term is η1/4 for z ∈ Ω ∩ Ωaη. Note that∣∣∣e ih ∫ x−−2pix+ (z−g(y))dy − e ih ∫ x−x+ (z−g(y))dy∣∣∣ = e−Sh ∣∣1− eΦ(z,h)∣∣ ,(4.24)
where Φ(z, h) is defined already in Proposition 2.5. For the readers convenience:
Φ(z, h) =
{
−2pii
h
(z − 〈g〉), if Im z < 〈Im g〉,
2pii
h
(z − 〈g〉), if Im z > 〈Im g〉,
Hence
|E•−+(z)| = V (z, h)e−
S
h
∣∣1− eΦ(z,h)∣∣ .(4.25)
The aim of this section is to prove the following proposition.
Proposition 4.12. Let Ω b Σ, let Φ(z, h) be as in Proposition 2.5 and let E−+(z)
the effective Hamiltonian given in Proposition 4.1. Then, for h > 0 small enough,
there exists a constant C > 0 such that for h
2
3  η ≤ const.
|E−+(z)| = V (z, h)e−
S(z)
h
∣∣1− eΦ(z,h)∣∣ (1 +O(e−η3/2h )) .
Furthermore, for all β ∈ N2 the ∂βzz derivatives of the error terms are bounded and
of order
O
(
η
|β|
2 h−|β|e−
η
3
2
h
)
.
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Proof of Proposition 2.9. Recall that (Ph − z)e0 = α0f0 (cf. (2.8)). Suppose first
that z ∈ Ω with dist (Ω, ∂Σ) > 1/C. By Proposition 3.11 we find
((1− χ)(Ph − z)e0|f0) = α0(f0|(1− χ)f0)
= α0
(
(fwkb|(1− χ)fwkb) +O
(
e−
S
h
))
.
Since the phase of fwkb has no critical point on the support of χ, it follows that there
exists a constant C > 0, depending on χ but uniform in z ∈ Ω, such that
((1− χ)(Ph − z)e0|f0) = O
(
α0e
− 1
Ch
)
.
By a similar argument we find that
((Ph − z)χe0|f0) = α0 (χe0|e0) = O
(
α0e
− 1
Ch
)
.
In the case where z ∈ Ω ∩ Ωaη, we perform a rescaling argument similar to the one
in the proof of Proposition 3.11. Thus,
((1− χ)(Ph − z)e0|f0) , ((Ph − z)χe0|f0) = O
(
α0 exp
{
− η
3
2
Ch
})
.
Note that Proposition 3.11 implies that each z- and z- derivative of the exponentially
small error term increases its order of growth at most by factor of order O(η1/2h−1).
Thus, using (2.8) yields
(4.26) α0 = ((1− χ+ χ)(Ph − z)e0|f0) = ([χ, Ph]e0|f0) +O
(
α0 exp
{
− η
3
2
Ch
})
The statement of the Proposition then follows by the fact that |α0| = |E−+(z)| (cf.
Proposition 4.1) together with Proposition 4.12. 
We give some estimates on the elements of the Grushin problems introduced in
Section 4.
Proposition 4.13. Let Ω b Σ, let E•−+, E•±, R•±, E• be as in the Propositions 4.1,
4.9 and 4.10, where • = −, H, η with “−” symbolizing no index. Furthermore, let
S(z) as in Definition 2.2. Then we have the following estimates
(1) for • = −, H and for z ∈ Ωi ⊂ Ω
‖∂βzzR•±‖, ‖∂βzzE•±‖ = O
(
h−|β|
)
,
|∂βzzEH−+| = O
(
h−(|β|−
1
2
)e−
S(z)
h
)
, ‖∂βzzE•‖ = O
(
h−(|β|+1/2)
)
.
(2) for • = −, η and for z ∈ Ωa,bη ⊂ Ω
‖∂βzzR•±‖, ‖∂βzzE•±‖ = O
(
η
|β|
2 h−|β|
)
,
|∂βzzEη−+| = O
(
η
|β|+1/2
2 h−(|β|−
1
2
)e−
η3/2
h
)
,
‖∂βzzE•‖ = O
(
η
|β|−1/2
2 h−(|β|+1/2)
)
.
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Proof. Recall the definition of R± and E± given in Proposition 4.1. By the estimates
on the z- and z- derivatives of e0 and f0 given in Proposition 3.11, we may conclude
for z ∈ Ω that
‖∂βzzE+‖C→L2 , ‖∂βzzR+‖H1→C ≤ ‖∂βzze0‖L2 = O
(
η
|β|
2 h−|β|
)
,
‖∂βzzE−‖L2→C, ‖∂βzzR−‖C→L2 ≤ ‖∂βzzf0‖L2 = O
(
η
|β|
2 h−|β|
)
,(4.27)
and thus prove the corresponding “-”-cases in the Proposition. The estimates for the
other cases of R•± and E•± then follow from (4.27), (4.28) and (4.32).
Recall from Proposition 4.1 that E(z)P(z) = 1. Thus, note that
∂zE(z) + E(z)(∂zP(z))E(z) = 0,
∂zE(z) + E(z)(∂zP(z))E(z) = 0,
which implies
∂zE = −E(∂z(Ph − z))E − E+(∂zR+)E − E(∂zR−)E−
= E2 − E+(∂zR+)E − E(∂zR−)E−
and
∂zE(z) = −E+(z)(∂zR+)E(z)− E(z)(∂zR−)E−(z).
Thus, by induction we conclude from this, from (4.27) and from Proposition 4.1 that
for z ∈ Ω
‖∂βzzE(z)‖ = O
(
η
|β|−1/2
2 h−(|β|+
1
2
)
)
.
The estimates on ‖∂βzzE•(z)‖, for • = η,H, can be conclude by following the same
steps and by using the corresponding estimates on R•± and E•± and the Propositions
4.9 and 4.10.
It remains to prove the estimates on |∂βzzEη−+(z)| and |∂βzzEH−+(z)|: let us first
consider the case where z ∈ Ωi ⊂ Ω. Recall (4.20) and recall from Proposition 4.9
that the prefactor V H(z) has bounded z- and z-derivatives of order O(√h). Thus,
the statement follows immediately.
In the case where z ∈ Ωa,bη ⊂ Ω, recall (4.20) and from Proposition 4.10 that the
prefactor V η(z) has bounded z- and z-derivatives of order O(√h√η). Using that
e
i
h
∫ x−−2pi
x+
(z−g(y))dy − e ih
∫ x−
x+
(z−g(y))dy
= e
i
h˜
∫ x˜−−2pi/√η
x˜+
(z˜−g˜(y˜))dy˜ − e ih˜
∫ x˜−
x˜+
(z˜−g˜(y˜))dy˜
,
(3.5) implies
|∂βzzEη−+(z)| = η−|β||∂βz˜z˜E
η
−+(z)| = O
(
η
|β|+1/2
2 h−(|β|−
1
2
)e
η3/2
h
)
. 
Proof of Proposition 4.12. Let • = H, η denote the quasimodes and elements of the
Grushin problems corresponding to the different zones of z.
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Since P•E• : L2(S1)× C −→ L2(S1)× C let us introduce the following norm for
an operator-valued matrix A : L2(S1)× C −→ L2(S1)× C:
‖A‖∞ := max
1≤i≤2
2∑
j=1
‖Aij‖,
where ‖Aij‖ denotes the respective operator norm for Aij. Next, note that
PE• = (P• + (P − P•)) E• = 1 + (P − P•)E•.
Estimates for (P−P•) Recall the definition of P and of P• from the Propositions
4.1, 4.9 and 4.10 and note that
P − P• =
(
0 R− −R•−
R+ −R•+ 0
)
.
We will now prove that for all (n,m) ∈ N2
‖∂βzz(R+ −R•+)‖H1(S1)→C ≤ ‖∂βzz(e0 − χ•+e•+)‖
=

O
(
h−|β|e−
1
Ch
)
, for z ∈ Ω, dist (Ω, ∂Σ) > 1/C,
O
(
η
|β|
2 h−|β|e−
η
3
2
h
)
, for z ∈ Ωaη,
(4.28)
where the first estimate follows from the Cauchy-Schwartz inequality. Note that
‖∂βzz(e0 − χ•+e•+)‖ ≤ ‖∂βzz(e•wkb − χ•+e•+)‖+ ‖∂βzz(e0 − e•wkb)‖.(4.29)
By Proposition 3.11 it remains to prove the desired estimate on ‖∂βzz(e•wkb−χ•+e•+)‖.
Recall the definition of the quasimodes e•wkb and e•+ from Section 3 and from Propo-
sition 4.8.
Let us first consider the case of z ∈ Ω with dist (Ω, ∂Σ) > 1/C: recall from
Proposition 4.9 that all z- and z-derivatives of χ+ are bounded independently of
h > 0, whereas for the derivatives of χe we have (3.15). Thus
∂βzzχ+, ∂
β
zzχe = O(h−|β|/2).
Thus, since χe(−; z)  χ+ for all z ∈ Ωi, which implies that x+(z) /∈ supp (χe(−; z)−
χ+) for all z ∈ Ωi, the Leibniz rule then implies∥∥∥∂βzz ((χe(·; z)− χ+) e ihφ+(·;z))∥∥∥ ≤ O(h−|β|e−Fh ) .(4.30)
where F > 0 is given by the infimum of Imφ(x; z) over all z ∈ Ω and all
x ∈
⋃
z∈Ω
supp (χe(·; z))
 \{x ∈ I+ : χ+ ≡ 1}.
Note that F > 0 is strictly positive because x−(z) /∈ I+ for all z ∈ Ω and χ+ ∈
C∞0 (I+) (cf. Propositions 4.9 and 4.8).
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Recall that h−1/4a(z;h) and c+(z;h) are the normalization factors of ewkb and e+
(cf. (3.7) and Proposition 4.8). Hence, for z ∈ Ωi,
h−
1
4∂βzza(z;h), ∂
β
zzc+(z;h) = O
(
h−(|β|+1/2)
)
.
Thus the Leibniz rule implies
|∂βzzc+(z;h)− ∂βzzh−1/4a(z;h)|
=
∣∣∣∣∣∣∂βzz
∥∥∥(χe(·; z)e ihφ+(·;z))∥∥∥− ∥∥∥(χ+e ihφ+(·;z))∥∥∥∥∥∥(χe(·; z)e ihφ+(·;z))∥∥∥∥∥∥(χ+e ihφ+(·;z))∥∥∥
∣∣∣∣∣∣
= O
(
h−(|β|+1/2)e−
F
h
)
.
Since h−
1
4a(z;h), c+(z;h) = O(h− 14 ), the Leibniz rule and the above imply that for
z ∈ Ωi
‖∂βzz (ewkb − χ+e+)‖ ≤ O
(
h−(|β|+1/2)e−
F
h
)
.
Thus there exists a constant C > 0, for h > 0 small enough, such that for z ∈ Ωi
‖∂βzz (ewkb − χ+e+)‖ = O
(
h−|β|e−
1
Ch
)
.(4.31)
Now let us consider the case z ∈ Ω ∩ Ωa,bη : recall the quasimodes eηwkb and eη+ as
given in Definition 3.6 and Proposition 4.8. A rescaling argument similar to the one
in the proof of Proposition 3.11 then implies
‖∂βzz (eηwkb − χη+eη+)‖ = O
(
η
|β|+3/2
2 h−(|β|+1/2)e−
η
3
2
h
)
.
Absorbing the factor η3/4h−1/2 into e−
η
3
2
h then yields the desired estimate.
It is possible to achieve an analogous estimate for R− − R•−, namely that for all
z ∈ Ω and for all (n,m) ∈ N2
‖∂βzz(R− −R•−)‖C→H1(S1) = ‖∂βzz(f0 − χ•−e•−)‖
=

O
(
h−|β|e−
1
Ch
)
, for z ∈ Ω, dist (Ω, ∂Σ) > 1/C,
O
(
η
|β|
2 h−|β|e−
η
3
2
h
)
, for z ∈ Ωaη,
(4.32)
This can be achieved by analogous reasoning as for the estimate on R+ −R•+.
A formula for E−+ It is easy to see, that for h > 0 small enough
‖(P − P•)E•‖∞  1.
Thus, 1 + (P − P•)E• is invertible by the Neumann series, wherefore
PE• [1 + (P − P•)E•]−1 = 1.
We conclude that
E = E•
∑
n≥0
(−1)n [(P − P•)E•]n .
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Define g− := R− −R•− and g+ := R+ −R•+. Hence, by Propositions 4.9 and 4.10 as
well as by (4.29) and (4.28), there exists a constant C > 0 such that
(P − P•)E• =
(
g−E•− g−E
•
−+
g+E
• g+E•+
)
=
O(e− 1Ch) E•−+O(e− 1Ch)
O
(
e−
1
Ch
)
O
(
e−
1
Ch
)  .
By induction it follows that for n ∈ N
[(P − P•)E•]n =
(O(e− nCh ) E•−+O(e− nCh )
O(e− nCh ) O(e− nCh )
)
.
We conclude that
E−+(z) = E•−+
(
1 +
∑
n≥1
O(e− nCh )) = E•−+ (1 +O(e− 1Ch)) .
Finally, by the estimates on g+ and g+ obtained above and by the estimates given
in Proposition 4.13 we conclude the desired estimates on the z- and z-derivatives of
the error term. 
5. Grushin problem for the perturbed operator P δh
For δ > 0 small enough, we can use the Grushin problem for the unperturbed
operator Ph to gain a well-posed Grushin problem for the perturbed operator P δh .
Proposition 5.1 ([21]). Let z ∈ Ω b Σ, let h2/3  η ≤ const. and let R−, R+ be as
in Proposition 4.1. Then
Pδ(z) :=
(
P δh − z R−
R+ 0
)
: H1(S1)× C −→ L2(S1)× C
is bijective with the bounded inverse
Eδ(z) =
(
Eδ(z) Eδ+(z)
Eδ−(z) E
δ
−+(z)
)
where
Eδ(z) = E(z) +Oη−1/2
(
δh−2
)
= O(η−1/4h−1/2)
Eδ−(z) = E−(z) +O
(
δη−1/4h−3/2
)
= O(1)
Eδ+(z) = E+(z) +O
(
δη−1/4h−3/2
)
= O(1)
and
Eδ−+(z) = E−+(z)− δ
(
E−QωE+ +
∞∑
n=1
(−δ)nE−Qω(EQω)nE+
)
= E−+(z)− δ
(
E−QωE+ +O(δη−1/4h−5/2)
)
(5.1)
Proof. The statement follows immediately from Proposition 4.1 by use of the Neu-
mann series. 
By (4.2) we get
E−QωE+ =
∑
|j|,|k|≤bC1h c
αj,k(e0|ek) · (ej|f0) =
∑
|j|,|k|≤bC1h c
αj,k ê0(k)f̂0(j).
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Recall from Proposition 1.2 that the random variables satisfy α ∈ B(0, C/h). For a
more convenient notation we make the following definition:
Definition 5.2. For x ∈ R we shall denote the Gauss brackets by bxc := max{k ∈
Z : k ≤ x}. Let C1 > 0 be big enough as above and define N := (2bC1h c+ 1)2. For
z ∈ Ω b Σ˚ let X(z) = (Xj,k(z))|j|,|k|≤bC1
h
c ∈ CN be given by
Xj,k(z) = ê0(z; k)f̂0(z; j), for |j|, |k| ≤
⌊
C1
h
⌋
.
Thus, for z ∈ Ω b Σ and α ∈ B(0, C/h) ⊂ CN
(5.2) Eδ−+(z) = E−+(z)− δ [X(z) · α + T (z;α)] ,
where the dot-product X(z) · α is the bilinear one, and
(5.3) T (z;α) :=
∞∑
n=1
(−δ)nE−Qω(EQω)nE+ = O(δη−1/4h−5/2),
where the estimate comes from Proposition 5.1. Note that T (z;α) is C∞ in z and
holomorphic in α in a ball of radius C/h, B(0, C/h) ⊂ CN , by Proposition 1.2.
Proposition 5.3. Let z ∈ Ω b Σ, let X(z) be as in Definition 5.2. Let h|k| ≥ C
for C > 0 large enough, then the Fourier coefficients satisfy
ê0(z; k), f̂0(z; k) = O
(
|k|−Mdist (Ω, ∂Σ)−M2
)
, dist (Ω, ∂Σ) h 23
for all M ∈ N. In particular
‖X(z)‖ = 1 +O(h∞) .
Proof. Will show the proof in the case of e0(z) since the case of f0(z) is similar. Let
us first suppose that z ∈ Ω with dist (Ω, ∂Σ) > 1/C. Recall the definition of the
quasimode ewkb given in (3.7). By Proposition 4.7
ê0(z; k) =
∫ (
ewkb(z;x) +OC∞
(
e−
S
2h
))
e−ikxdx.
For k ∈ Z\{0}, repeated integration by parts using the operator
tL :=
i
k
d
dx
applied to the error term yields by Proposition 4.7 that for all n ∈ N
ê0(z; k) =
∫
ewkb(z;x)e
−ikxdx+O(|k|−nh∞) .
Define the phase function Φ(x, z) := (φ+(x, z)h−1 − kx). Since h|k| ≥ C is large
enough and since Ω is relatively compact, it follows that
|∂xΦ(x, z)| = |∂xφ+(x, z)h−1 − k| ≥ C1|k| > 0.
Repeated integration by parts using the operator
tL′ :=
1
∂xΦ(x, z)
Dx
yields that for all n ∈ N ∫
ewkb(z;x)e
−ikxdx = O(|k|−n) .
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Thus, for all n ∈ N
ê0(z; k) = O
(|k|−n) .
For z ∈ Ω ∩Ωaη one performs a similar rescaling argument as in the proof of Propo-
sition 3.11. Since in the rescaled coordinates k˜ = √ηk, we conclude that for all
n ∈ N
|ê0(k)| ≤ O
(
η−
n
2 |k|−n) .
Finally, by definition 5.2, Parseval identity and the estimates on the Fourier coeffi-
cients above, it follows that
‖X(z)‖2 =
∑
|j|,|k|≤N
|ê0(z; j)|2|f̂0(z; k)|2 = (e0(z)|e0(z))(f0(z)|f0(z)) +O(h∞) .
Since ‖e0‖, ‖f0‖ = 1, we conclude the second statement of the Proposition. 
The following is an extension of Proposition 5.3.
Proposition 5.4. Let z ∈ Ω b Σ, let X(z) be as in Definition 5.2. Let h|k| ≥ C
for C > 0 large enough, then for dist (Ω, ∂Σ) h 23 and for all n,m ∈ N0
∂nz ∂
m
z ê0(z; k), ∂
n
z ∂
m
z f̂0(z; k) =
(
|k|−Mdist (Ω, ∂Σ)−M2
)
.
Furthermore,
‖∂nz ∂mz X(z)‖ = O
(
dist (Ω, ∂Σ)
n+m
2 h−(n+m)
)
.
Proof. Since
∂nz ∂
m
z ê0(z; k) =
∫
∂nz ∂
m
z e0(z;x)e
−ikxdx.
We then conclude similar to the proof of Proposition 5.3 that for all N ∈ N
|∂nz ∂mz ê0(z; k)| = O
(
η−
N
2 |k|−N
)
.
The second statement of the Proposition is a direct consequence of Parseval’s identity
and Proposition 3.11. 
6. Connections with symplectic volume and tunneling effects
The first two terms of the effective Hamiltonian Eδ−+ for the perturbed operator
P δh (cf. (5.2)) have a relation to the symplectic volume form on T ∗S1 and to the
tunneling effects described in Section 4.2.
6.1. Link with the symplectic volume.
Proposition 6.1. Let z ∈ Ω b Σ and let p and ρ± be as in Section 1. Let X(z) be
as in Definition 5.2. Then we have for h > 0 small enough and h2/3  η ≤ const.
(∂zX|∂zX)− |(∂zX|X)|
2
‖X‖2 =
1
h
(
i
{p, p}(ρ+(z)) −
i
{p, p}(ρ−(z))
)
+O(η−2),
where
|{p, p}(ρ±)|  √η.
The ∂βzz derivatives of the error term O(η−2) are of order O
(
η
|β|
2
−2h−
|β|
2
)
.
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Proposition 6.2. Let z ∈ Ω b Σ, let p and ρ± be as in Section 1 and let dξ ∧ dx
be the symplectic form on T ∗S1. Then,
1
h
(
i
{p, p}(ρ+(z)) −
i
{p, p}(ρ−(z))
)
L(dz) =
1
2h
p∗(dξ ∧ dx)
Proof. See [12] or [21, Prop. 7.4]. 
To prove Proposition 6.1 we first prove the following result.
Lemma 6.3. Let Ω b Σ such that dist (Ω, ∂Σ) > 1/C and let g ∈ C∞(C) and ρ±
be as in Section 1. Let ewkb and fwkb be as in (3.7) and (3.8). Let Πewkb : L
2(S1)→
L2(S1) and Πfwkb : L
2(S1) → L2(S1) denote the orthogonal projections onto the
subspaces spanned by ewkb and fwkb respectively. Then,
‖(1− Πewkb)∂zewkb(·; z)‖2 =
−1
2hIm g′(x+(z))
+O(1),
‖(1− Πfwkb)∂zfwkb(·; z)‖2 =
1
2hIm g′(x−(z))
+O(1).
Remark 6.4. In the following, we shall regard z as a fixed parameter. Hence, by the
support of functions depending on both x and z we mean the support with respect
to the variable x.
Proof. We will consider only the case of ewkb since the case of fwkb is similar. One
calculates
(6.1) ∂zewkb(x; z) = h−
1
4
{
∂zχe(x; z)a(z;h) + χe(x; z)∂za(z;h)
+χe(x; z)a(z;h)
i
h
∂zφ+(x; z)
}
e
i
h
φ+(x;z).
Thus
(6.2) (∂zewkb|ewkb) = h− 12
∫ (
(∂zχe(x; z)) |a(z;h)|2 + (∂za(z;h)) a(z;h)χe(x; z)
+|a(z;h)|2χe(x; z) i
h
∂zφ+(x; z)
)
χe(x; z)e
−Φ(x;z)
h dx,
where
(6.3) Φ(x; z) := −i(φ+(x; z)− φ+(x; z)) = 2Im
∫ x
x+(z)
(z − g(y))dy.
First, we will compute
(6.4) h−
1
2
∫
(∂zχe(x; z))χe(x; z)|a(z;h)|2e−
Φ(x;z)
h dx.
Using (3.15) and the fact that ∂zχe(z, ·) has support in ]x−−2pi, x−−2pi+h1/2[∪]x−−
h1/2, x−[, Taylor expansion of Φ(·, z) at x− and x− − 2pi yields that
e−
Φ(x;z)
h ≤ O
(
e−
2S
h
)
,
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uniformly in ]x− − 2pi, x− − 2pi + h1/2[∪]x− − h1/2, x−[. Here S is as in Definition
2.2. Now, applying this and (3.15) to (6.4), yields
(6.5) h−
1
2 |a(z;h)|2
∫
∂zχe(x; z)χe(x; z)e
−Φ(x;z)
h dx = O
(
h−
1
2 e−
2S
h
)
.
Next, we will treat the other two contributions to (6.2). First, consider
h−
1
2 (∂za(z;h)) a(z;h)
∫
χe(x; z)
2e−
Φ(x;z)
h dx.
Since h−
1
2 |a(z;h)|2 is the normalization factor of ‖ewkb‖2 we see that
(6.6) h−
1
2∂za(z;h)a(z;h)
∫
χe(x; z)
2e−
Φ(x;z)
h dx =
∂za(z;h)
a(z;h)
.
Let us now turn to the third contribution to (6.2)
Ih := h
− 1
2 |a(z;h)|2
∫
i
h
∂zφ+(x; z)χe(x; z)
2e−
Φ(x;z)
h dx.
The stationary phase method implies together with (3.10) that
(6.7) Ih =
i
h
∂zφ+(x+(z); z) +O(1).
Thus, by combining (6.5), (6.6) and (6.7)
(∂zewkb|ewkb) = i
h
∂zφ+(x+(z); z) +O(1)
and thus
(6.8) (∂zewkb|ewkb)ewkb(x; z)
= h−
1
4
{
a(z;h)
i
h
∂zφ+(x+(z); z) +O(1)
}
χe(x; z)e
i
h
φ+(x;z).
Subtract (6.8) from (6.1) and note that the term a(z;h)∂zχe(x; z)e
i
h
φ+(x;z) is expo-
nentially small in h like in (6.5). Thus
(1− Πewkb)∂zewkb(x; z)
=
e
i
h
φ+(x;z)
h1/4
{
a(z;h)χe(x; z)
i
h
(∂zφ+(x; z)− ∂zφ+(x+(z); z))
}
+OL2(1).(6.9)
It remains to treat
(6.10) Ih :=
∥∥∥∥a(z;h)χe(x; z) i
h
5
4
(∂zφ+(x; z)− ∂zφ+(x+(z); z)) e ihφ+(x;z)
∥∥∥∥2
= h−
1
2
∫
χe(x; z)
2|a(z;h)|2
∣∣∣∣ ih (∂zφ+(x; z)− ∂zφ+(x+(z); z))
∣∣∣∣2 e−Φ(x;z)h dx,
where Φ(x; z) is given in (6.3). This can be done by the stationary phase method,
as in the proof of Lemma 3.3. Thus
Ih =
√
2pi
N∑
n=0
1
n!
(
h
2
)n
(∆nyu)(0) +O(hN+1),
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where
u(y) = χe(κ
−1(y); z)2
|a(z;h)|2
|κ′(κ−1(y))|
∣∣∣∣ ih (∂zφ+(κ−1(y); z)− ∂zφ+(x+(z); z))
∣∣∣∣2
and κ : V → U is a local C∞ diffeomorphism from V ⊂ R, a neighborhood of x+(z),
to U ⊂ R, a neighborhood of 0, such that
Φ(κ−1(x); z) = Φ(x+(z); z) +
x2
2
,
κ−1(0) = x+(z) and
(6.11)
dκ
dx
(x+(z)) = |∂2xxΦ(x+(z); z)|
1
2 =
√
−2Im g′(x+(z)) 6= 0.
This implies that u(0) = 0 and thus we have to calculate the second order term in
the above asymptotics, i.e. ∆yu(y) is equal to(
∆yχe(κ
−1(y); z)2
|a(z;h)|2
|κ′(κ−1(y))|
) ∣∣∣∣ ih (∂zφ+(κ−1(y); z)− ∂zφ+(x+; z))
∣∣∣∣2
+ 2
d
dy
(
χe(κ
−1(y); z)2
|a(z;h)|2
|κ′(κ−1(y))|
)
d
dy
1
h2
∣∣∂zφ+(κ−1(y); z)− ∂zφ+(x+; z)∣∣2
+ χe(κ
−1(y); z)2
|a(z;h)|2
|κ′(κ−1(y))|∆y
(∣∣∣∣ ih (∂zφ+(κ−1(y); z)− ∂zφ+(x+; z))
∣∣∣∣2
)
.
Note that at y = 0 the first and the second term of the right hand side vanish. By
(3.33)
∆y
(∣∣∣∣ ih (∂zφ+(κ−1(y); z)− ∂zφ+(x+(z); z))
∣∣∣∣2
)∣∣∣∣∣
y=0
= 2h−2
∣∣∣∣ ddyκ−1(0)
∣∣∣∣2 .
Thus, since χe(κ−1(0); z) = χe(x+(z); z) = 1 (cf. Definition 3.2),
(∆yu)(0) =
2|a(z;h)|2
h2|κ′(x+(z))|3 .
Using (6.11)and (3.10), we have that
(∆yu)(0) =
1√
2pih2
(−Im g′(x+(z)))−1 +O(h−1)
which yields
Ih =
−1
2hIm g′(x+(z))
+O(1).
This, together with (6.9), yields
‖(1− Πewkb)∂zewkb(−; z)‖2 =
−1
2hIm g′(x+(z))
+O(1). 
Proof of Proposition 6.1. Recall that e0(z) (respectively f0(z)) denotes an eigen-
function of the z-dependent operator Q(z) (respectively Q˜(z)). Using Definition
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5.2, Proposition 5.3, Corollary 5.4 and the Parseval identity one computes that
(∂zX|∂zX)− |(∂zX|X)|
2
‖X‖2 =
= (∂ze0|∂ze0)− |(∂ze0|e0)|2 + (∂zf0|∂zf0)− |(f0|∂zf0)|2 +O(h∞) .
Suppose that z ∈ Ω with dist (Ω, ∂Σ) > 1/C. By Corollary 3.13 it then follows that
(∂ze0|∂ze0)− |(∂ze0|e0)|2 is equal to
(∂zewkb|∂zewkb)− |(∂zewkb|ewkb)|2 +O
(
h−1e−
1
Ch
)
.
Let Πewkb and Πfwkb be as in Lemma 6.3 and note that
‖(1− Πewkb)∂zewkb‖2 = ‖∂zewkb‖2 − |(∂zewkb|ewkb)|2 and
‖(1− Πfwkb)∂zfwkb‖2 = ‖∂zfwkb‖2 − |(∂zfwkb|fwkb)|2.(6.12)
Hence
(∂zX|∂zX)− |(∂zX|X)|
2
‖X‖2 =‖(1− Πewkb)∂zewkb‖
2 + ‖(1− Πfwkb)∂zfwkb‖2
+O
(
h−1e−
1
Ch + h∞
)
.(6.13)
Since {p, p}(ρ±) = −2iIm g′(x±), it follows by Lemma 6.3 and (6.13) that
(6.14) (∂zX|∂zX)− |(∂zX|X)|
2
‖X‖2 =
1
h
(
i
{p, p}(ρ+(z)) −
i
{p, p}(ρ−(z))
)
+O(1)
Now let us consider the case where z ∈ Ω ∩ Ωaη. Similar to Lemma 6.3 we get that
‖(1− Πeηwkb)∂z˜e
η
wkb(·; z˜)‖2L2(S1/√η,√ηdx˜) =
−1
2h˜Im g′(x+(z))
+O(1),
‖(1− Πfηwkb)∂z˜f
η
wkb(·; z˜)‖2L2(S1/√η,√ηdx˜) =
1
2h˜Im g′(x−(z))
+O(1),
where |Im g′(x±(z))|  √η. A rescaling argument similar to the one in the proof of
Proposition 3.11 and Corollary 3.13 then imply
(∂ze0|∂ze0)− |(∂ze0|e0)|2 = −1
2h˜Im g′(x+(z))
+O(η−2)
and similar for (∂zf0|∂zf0)− |(f0|∂zf0)|2. Hence,
(∂zX|∂zX)− |(∂zX|X)|
2
‖X‖2 =
1
h
(
i
{p, p}(ρ+(z)) −
i
{p, p}(ρ−(z))
)
+O(η−2)
with |{p, p}(ρ±(z))|  √η. The statement on the derivatives of the error estimates
follow by the Stationary phase method and the usual rescaling argument. 
6.2. Link with the tunneling effects. We will prove the following result in the
light of Proposition 4.2.
Proposition 6.5. Let z ∈ Ω b Σ, let X(z) be as in Definition 5.2 and let E−+(z)
be as in Proposition 4.1. Let S be as in Definition 2.2. Then,∣∣∣∣∂zE−+(z)− E−+(z)(∂zX(z)|X(z))‖X(z)‖2 − (e0|f0)
∣∣∣∣ ≤ O (h∞e−Sh) .
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Proof of Proposition 6.5. Apply the ∂z derivative to the first equation in (2.8),
(Ph − z)∂ze0 − e0 = ∂zα0 · f0 + α0∂zf0.
Taking the scalar product with f0 (which is L2-normalized) then yields
(∂ze0|(Ph − z)∗f0)− (e0|f0) = ∂zα0 + α0(∂zf0|f0).
Recall from Proposition 4.1 that E−+(z) = −α0(z) and use the second equation in
(2.8) to see
(6.15) ∂zE−+(z)− E−+(z)((∂ze0|e0)− (∂zf0|f0))− (e0|f0) = 0.
By Definition 5.2 we have the following identity
(∂zX|X) =
∑
|j|,|k|<C1
h
(
∂z ê0(z; j)f̂0(z; k) + ê0(z; j)∂zf̂0(z; k)
)(
ê0(z; j)f̂0(z; k)
)
.
Proposition 5.3, Corollary 5.4 and the Parseval identity then imply
(∂zX|X)
‖X‖2 = (∂ze0|e0) + (f0|∂zf0) +O(h
∞) .(6.16)
Note that in the above we also used that e0 and f0 are normalized. Since (f0|∂zf0) =
−(∂zf0|f0) we conclude by the triangular inequality∣∣∣∣∂zE−+(z)− E−+(z)(∂zX(z)|X(z))‖X(z)‖2 − (e0|f0)
∣∣∣∣ ≤ O(h∞)|E−+(z)|.
The statement of the proposition then follows by the estimate |E−+(z)| = O
(
η
1
4h
1
2 e−
S
h
)
given in Proposition 4.6. 
7. Preparations for the distribution of eigenvalues of P δh
To calculate the intensity measure of Ξ we make use of the following observations:
7.1. Counting zeros.
Lemma 7.1. Let Ω ⊂ C be open and convex and let g, F : Ω −→ C be C∞ such
that g 6≡ 0 and
(7.1) ∂zg(z) + ∂zF (z) · g(z) = 0
holds for all z ∈ Ω. The zeros of g form a discrete set of locally finite multiplicity.The
notion of multiplicity here is the same as for holomorphic functions, more details
can be found in the proof. Furthermore, for all ϕ ∈ C0(Ω)〈
χ
(g
ε
) 1
ε2
|∂zg|2 , ϕ
〉
−→
∑
z∈g−1(0)
ϕ(z), ε→ 0,
where χ ∈ C∞0 (C) such that χ ≥ 0 and
∫
χ(w)L(dw) = 1 and the zeros are counted
according to their multiplicities.
Proof. (7.1) implies that
(7.2) eF (z)g(z)
is holomorphic in Ω. g has the same zeros as the holomorphic function (7.2). Thus,
the zeros of g in Ω form a discrete set and the notion of the multiplicity of the zeros
of g is well-defined since we can view the zeros as those of a holomorphic function.
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Let z0 ∈ g−1(0) have multiplicity n. There exists a neighborhoodW ⊂ Ω of z0 such
that W ∩ g−1(0) = z0. Since eF (z)g(z) is holomorphic, there exists a neighborhood
U ⊂ Ω of z0 and a holomorphic function f : U → C such that for all z ∈ U
f(z) 6= 0, and eF (z)g(z) = f(z)(z − z0)n.
Choose a λ > 0 such that |e−F (z)f(z)−e−F (z0)f(z0)| < |e−F (z0)f(z0)| for |z−z0| < λ.
In this disk we can define a single-valued branch of n
√
e−F (z)f(z).
We take a test function ϕ ∈ C0(Ω) with
(7.3) suppϕ ⊂ (U ∩W ∩ {z : |z − z0| < λ}) =: N
and consider for ε > 0〈
χ
(g
ε
) 1
ε2
|∂zg|2 , ϕ
〉
=
1
ε2
∫
N
χ
(
g(z)
ε
)
|∂zg(z)|2ϕ(z)L(dz).
Let us perform a change of variables. Define
(7.4) w := g(z) = (z − z0)ne−F (z)f(z),
Since
∂zw(z) = (z − z0)n−1e−F (z) (nf(z) + (z − z0)(∂zf(z)− ∂zF (z)f(z))) ,
∂zw(z0) = 0,
the implicit function theorem implies that we can invert equation (7.4) for z in a
small neighborhood of z0 without {z0}, say the disk D(z0, r)\{z0} for some radius
r > 0, and w in the n-fold covering surface of w(D(z0, r)\{z0}). Thus, if we denote
the domain on each leaf of the covering by Bk, for k = 1, . . . , n, as a subset of C,
and the respective branch of g by gk we get for ε > 0 small enough〈
χ
(g
ε
) 1
ε2
|∂zg|2 , ϕ
〉
=
n∑
k=1
1
ε2
∫
Bk
ϕ(g−1k (w))χ
(w
ε
)
(1 +O(w2))L(dw),
with g−1k (0) = z0. In the above we used that
L(dw) =
(|∂zg(z)|2 − |∂zg(z)|2)Ld(z)
and the ∂-equation (7.1) which implies
|∂zg(z)|2 = |∂zF (z)g(z)|2  w2.
Thus we can conclude
(7.5)
〈
χ
(g
ε
) 1
ε2
|∂zg|2 , ϕ
〉
−→
n∑
k=1
ϕ(z(0)) = nϕ(z0), for ε→ 0.
Since g has at most countably many zeros in Ω, there exists some index set I ⊂
N such that we can denote the set of zeros of g in Ω by {zi}i∈I := g−1(0) ∩ Ω.
Furthermore, let m(i) for all i ∈ I denote the multiplicity of the respective zero zi.
For each zero zi we can construct a neighborhood Ni, as above, such that for a test
function with support in Ni we have the convergence as in (7.5). By potentially
shrinking the Ni we can gain Ni ∩Nj = ∅ for i 6= j. Consider the following locally
finite open covering of Ω
Ω =
(⋃
i∈I
Ni
)
∪ (Ω\{zi : i ∈ I}) .
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Let {χi}i∈I∪{0} be a partition of unity subordinate to this open covering such that
1 =
∑
i∈I
χi + χ0.
Here χi ∈ C∞0 (Ni) and χi ≡ 1 in a neighborhood of zi for all i ∈ I. Furthermore,
χ0 ∈ C∞(Ω) and zi /∈ suppχ0 for all i ∈ I. Let ϕ ∈ C0(Ω) be an arbitrary test
function. By (7.5) we have for ε→ 0〈
χ
(g
ε
) 1
ε2
|∂zg|2 , ϕ
〉
=
∑
i∈I
〈
χ
(g
ε
) 1
ε2
|∂zg|2 , χiϕ
〉
→
∑
i∈I
m(i)χi(zi)ϕ(zi).
Since g(z) 6= 0 for all z ∈ suppχ0 we have for ε > 0 small enough〈
χ
(g
ε
) 1
ε2
|∂zg|2 , χ0ϕ
〉
= 0
and we can conclude the statement of the Lemma. 
7.2. An implicit function theorem.
Lemma 7.2. Let R > 0 and a > c ≥ 0 be constants. Let D(0, R) ⊂ C be the open
disk of radius R centered at 0 and let g, f : D(0, R) −→ C be holomorphic such that
(7.6) ‖g‖∞ ≤ c, and for all z ∈ D(0, R) : ∂zf(z) = a+ g(z).
Assume that
ξ ∈ D(f(0), (a− c)R) ⊂ C.
Then the equation
f(z) = ξ
has exactly one solution z = z(ξ) ∈ D(0, R) and it depends holomorphically on ξ.
Proof. For z ∈ D(0, R)
f(z) =
∫ z
0
(a+ g(w)) dw + f(0) = az + f(0) +G(z),
where G(z) :=
∫ z
0
g(w)dw. Now let us consider the equation
az + f(0)− ξ = 0.
It has a unique solution in the disk D(0, R) since
|ξ − f(0)|
a
<
|a− c|
a
R < R.
Now consider for ε > 0 and for z ∈ D(0, R− ε) the equation
f(z)− ξ = az + f(0)− ξ +G(z) = 0.
Recall that ξ ∈ D(f(0), (a− c)R) which implies that there exists a ε(ξ) > 0 such
that |ξ − f(0)| ≤ (a− c)(R− ε(ξ)). Thus for all ε < ε(ξ)
|az + f(0)− ξ| ≥ |az| − |f(0)− ξ| > a|z| − (a− c)(R− ε)
and, using that |G(z)| ≤ c|z|, we may conclude that for |z| = R− ε
|G(z)| < |az + f(0)− ξ|.
By Rouché’s theorem we have that az + f(0) − ξ and f(z) − ξ have the same
number of zeros in the disk D (0, R− ε). We also see that f(z) − ξ has no zero in
D (0, R) \D (0, R− ε) and the result follows. 
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Proposition 7.3. Let a > c ≥ 0 be constants, n ∈ N, let Ω ⊂ Cn be open, bounded
and of the form
Ω = {z = (z′, zn) ∈ Cn : z′ ∈ Ω′, |zn| < Rz′}
where Rz′ > 0 is continuous in z′. Furthermore, assume that
• g, F : Ω −→ C are holomorphic such that
(7.7) ‖g‖∞ ≤ c, and for all z ∈ Ω : ∂znF (z) = a+ g(z),
• Γ b Ω′ is open so that inf
z′∈Γ
Rz′ ≥ const. > 0,
• ξ ∈ ⋂z′∈ΓD(F (z′, 0), (a− c)Rz′) ⊂ C.
Then, when z′ ∈ Γ, the equation
F (z′, zn) = ξ
has exactly one solution zn(z′, ξ) ∈ D(0, Rz′) and it depends holomorphically on ξ
and on z′ ∈ Γ.
Proof. Lemma 7.2 implies the existence an uniqueness of the solutions
zn(z
′, ξ) in each disk D(0, Rz′). By (7.7) it follows that
∂F
∂zn
(z′, zn(z′, ξ)) 6= 0
for all z′ ∈ Γ and all ξ ∈ D(F (z′, 0), (a− c)(Rz′ − λ)). Hence, the implicit function
theorem implies that zn(z′, ξ) depends holomorphically on ξ and z′. 
8. A formula for the intensity measure of the point process of
eigenvalues of P δh
We prove the following formula for the intensity measure of Ξ:
Proposition 8.1. Let h2/3  η < const. and let Ω := Ωaη b Σ. Let C > 0 and let
C1 > 0 be as in (1.7) such that C−C1 > 0 is large enough. Let δ be as in Definition
2.6 with κ > 4, define N := (2bC1/hc + 1)2 and let B(0, R) ⊂ CN be the ball of
radius R := Ch−1 centered at zero. For z ∈ Ω let X(z) be as in Definition 5.2, let
E−+(z) be as in Proposition 4.1 and let e0 and f0 be as in (2.7) and (2.9). There
exist functions
Ψ(z;h, δ) = (∂zX|∂zX)− 1‖X‖2 |(∂zX|X)|
2
+ δ−2
∣∣(e0|f0)(1 +O (h∞)) +O(η1/4δ2h−7/2)∣∣2 +O(δ3h−3) ,(8.1)
Θ(z;h, δ) =
|E−+(z) +O
(
δ2η−1/4h−5/2
) |2
δ2‖X(z)‖2 ,(8.2)
and D > 0 and C˜ > 0 such that for all ϕ ∈ C0(Ω) and for h > 0 small enough
E
[
Ξ(ϕ)1B(0,R)
]
=
∫
ϕ(z)
1 +O(δη−1/4h−3/2)
pi‖X‖2 Ψ(z;h, δ)e
−Θ(z;h,δ)L(dz)
+O
(
e−
D
h2
)
.
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Here, O(η−1/4δh−3/2) is independent of ϕ and O(e− Dh2 ) means 〈Th, ϕ〉 where Th ∈
D′(C) such that |〈Th, ϕ〉| ≤ C‖ϕ‖∞e−
D
h2 for all ϕ ∈ C0(Ω) where C and D is in-
dependent of h, δ, η and ϕ. Moreover, the estimates in (8.1) and (8.2) are stable
under application of η−
n+m
2 hn+m∂nz ∂
m
z .
Proof. Step I Recall form of Section 4.1 that σ(P δh) = (Eδ−+)−1(0), thus Ξ (cf.
Definition 2.10) satisfies
Ξ =
∑
z∈(Eδ−+)−1(0)
δz.
It has been proven in [21], that Eδ−+(z) satisfies (7.1). Let χ be as in Lemma 7.1
then by Lemma 7.1, Fubini’s theorem and the dominated convergence theorem we
have
E
[ ∑
z∈(Eδ−+)−1(0)
ϕ(z) 1B(0,R)
]
= lim
ε→0
∫
ϕ(z)
 ∫
B(0,R)
D(z, α)L(dα)
L(dz),
where D(z, α) = pi−Nχ
(
Eδ−+(z;α)
ε
)
1
ε2
∣∣∂zEδ−+(z;α)∣∣2 e−αα.(8.3)
Step II Next we give an estimate on ∂zEδ−+(z). By (5.2)
(8.4) ∂zEδ−+(z) = ∂zE−+(z)− δ (∂zX(z) · α + ∂zT (z;α)) ,
where the derivative ∂z acts on X(z) component wise and the dot-product ∂zX(z) ·α
is bilinear. To estimate ∂zT (z;α), recall (5.3) and consider the derivative
∂zE−Qω(EQω)nE+ = (∂zE−)Qω(EQω)nE+
+ E−Qω
[
n∑
j=1
(EQω)
j−1 (∂zE)Qω (EQω)
n−j
]
E+ + E−Qω(EQω)n(∂zE+),
with the convention (EQω)0 = 1. Recall the Grushin problem from Proposition 4.1
and take the derivative with respect to z of the relation E(z)P(z) = 1 to obtain
∂zE(z) + E(z)(∂zP(z))E(z) = 0.
A direct calculation yields
∂zE = −E(∂z(Ph − z))E − E+(∂zR+)E − E(∂zR−)E−
= E2 − E+(∂zR+)E − E(∂zR−)E−.
Recall the definition of R+ and R− given in (4.1). By the estimates on the z- and
z- derivatives of e0 and f0 given in Lemma 3.11, we conclude that
‖∂zR+‖H1→C, ‖∂zR−‖C→L2 = O
(
η1/2h−1
)
.
Similarly, we have the same estimates on ‖∂zE+‖C→L2 and ‖∂zE−‖H1→C. Thus,
since ‖E(z)‖L2→H1 = O((h√η)−1/2) and ‖E±‖ = O(1), we have
‖∂zE‖L2→H1 = O(η1/4h−3/2).
Putting all of this together, we get that the series of ∂zT (z;α) converges again
geometrically and we gain the estimate
∂zT (z;α) = O
(
η1/4δh−7/2
)
.(8.5)
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Analogously, we conclude for all β ∈ N2
η−
|β|
2 h|β|∂βzzT (z;α) = O
(
η−1/4δh−5/2
)
.(8.6)
Thus,
∂zE
δ
−+(z) = ∂zE−+(z)− δ∂zX(z) · α +O
(
η1/4δh−7/2
)
.
Step III Consider the integral (8.3) and choose vectors e1, e2, · · · ∈ CN as a basis
of the α-space such that e1 = X/‖X‖ and such that e1, e2 and X/‖X‖, ∂zX span
the same space: Therefore, we perform a unitary transformation in the α-space such
that with a slight abuse of notion
(8.7) α = α1
X(z)
‖X(z)‖ + α2b
(
∂zX(z)
‖∂zX(z)‖ −
(∂zX(z)|X(z))X(z)
‖∂zX(z)‖ ‖X(z)‖2
)
+ α⊥,
where α1, α2 ∈ C and α⊥ ∈ CN−3 and b > 0 is a factor of normalization,
(8.8) b =
‖∂zX(z)‖ ‖X(z)‖√
‖∂zX(z)‖2 ‖X(z)‖2 − |(∂zX(z)|X(z))|2
.
This change of variables is well defined by Lemma 6.1. In the following we will also
use the notation (α1, α2, α⊥) = (α1, α′). This choice of basis yields by (5.3) and
(5.2)
(8.9) Eδ−+(z) = E−+(z)− δ‖X(z)‖α1 +O
(
η−1/4δ2h−5/2
)
and by (8.4), (8.7), (8.8)
∂zE
δ
−+(z) = ∂zE−+(z)− δ
(∂zX(z)|X(z))
‖X(z)‖ α1
− δ
(
‖∂zX(z)‖2 − |(∂zX(z)|X(z))|
2
‖X(z)‖2
) 1
2
α2 +O
(
η1/4δ2h−7/2
)
.(8.10)
Now let us split the ball B(0, R), R = Ch−1, into two pieces: pick C0 > 0 such that
0 < C1 < C0 < C and define R0 := C0h−1. Then we shall consider one piece such
that ‖α′‖CN−1 < R0 and the other such that ‖α′‖CN−1 > R0. Hence, (8.3) is equal
to
lim
ε→0
∫
ϕ(z)
∫
B(0,R)
‖α′‖
CN−1<R0
D(z, α)L(dα)L(dz) + lim
ε→0
∫
ϕ(z)
∫
B(0,R)
‖α′‖
CN−1>R0
D(z, α)L(dα)L(dz)
=: I1(ϕ) + I2(ϕ).
(8.11)
Step IV In this step we will calculate I1(ϕ) of (8.11). There we perform a change
of variables such that β := Eδ−+(z;α) is one of them. Due to (8.9) it is natural to
express α1 as a function of β and α′. To this purpose we will apply Proposition 7.3
to the function Eδ−+(z;α):
Eδ−+(z;α1, α
′) is holomorphic in α in ball of radius R = Ch−1 centered at 0. Here,
α plays the role of z in the Proposition, in particular α1 plays the role of zn. Recall
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(5.2) and note that since T (z;α) = O(η−1/4δh−5/2) (cf. (5.3)) we can conclude by
the Cauchy inequalities that
∂α1δT (z;α) = O
(
η−1/4δ2h−3/2
)
which implies
(8.12) ∂α1E
δ
−+(z;α1, α
′) = −δ‖X(z)‖+O(η−1/4δ2h−3/2) .
By Proposition 5.3 we have that ‖X(z)‖ = 1 +O(h∞) which implies that
∂α1E
δ
−+(z;α1, α
′) = −δ (1 +O(h∞ + η−1/4δh−3/2)) .
Hence, Eδ−+(z;α) satisfies the assumptions of Proposition 7.3. Since we restricted
α′ to ‖α′‖CN−1 < R0 and since
|α1| < R2 − ‖α′‖CN−1 =: Rα′ ,
it follows by Proposition 7.3 that for
(8.13) β ∈
⋂
‖α′‖
CN−1<R0
D
(
Eδ−+(z; 0, α
′), rα′
)
with
(8.14) rα′ ≥ δ
(
1 +O(h∞ + η−1/4δh−3/2)) √C2 − C20
h
≥ δh
−1
O(1) > 0.
and h > 0 small enough, β = Eδ−+(z;α1, α′) has exactly one solution α1(β, α′) in
the disk D(0, Rα′) and it depends holomorphically on β and α′. More precisely,
(8.15) α1(β, α′) =
−β + E−+(z) +O
(
η−1/4δ2h−5/2
)
δ‖X(z)‖ .
Furthermore,
L(dα) = |∂α1Eδ−+|−2L(dβ)L(dα′).
Since the support of χ is compact, we can restrict our attention to β and Eδ−+(z; 0, α′)
in a small disk of radius ε > 0 centered at 0. By choosing ε < δh−1/C, C > 0
large enough, as in (8.14) we see that β,Eδ−+(z; 0, α′) ∈ D(0, ε) implies (8.13). By
performing this change of variables and by picking ε > 0 small enough as above, we
get
I1(ϕ) = lim
ε→0
∫
ϕ(z)

∫
C
χ
(
β
ε
)
1
ε2
Λ(β; z)L(dβ)
L(dz),(8.16)
where Λ(β; z) depends smoothly on z and on β and, using (8.10), is given by
Λ(β, z) :=pi−N
∫
‖α′‖
CN−1<R0
1B(0,R)(α1, α
′)
∣∣∂α1Eδ−+(α1, α′; z)∣∣−2
·
∣∣∣∣A(α, z)− β (∂zX(z)|X(z))‖X(z)‖2 −B(z)α2 +O(η1/4δ2h−7/2)
∣∣∣∣2
· exp
−α′α′ −
∣∣∣∣∣−β + E−+(z) +O
(
η−1/4δ2h−5/2
)
δ‖X(z)‖
∣∣∣∣∣
2
L(dα′),(8.17)
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where where α1 = α1(β, α′, z) and A(α, z), B(z) are defined as follows:
A(α, z) : = ∂zE−+(z)− (∂zX(z)|X(z))‖X(z)‖2
(
E−+(z) +O
(
η−1/4δ2h−5/2
))
+O(η1/4δ2h−7/2)
= (e0|f0)(1 +O (h∞)) +O
(
η1/4δ2h−7/2
)
= O
(
η3/4h−
1
2 e−
η3/2
h
)
+O(η1/4δ2h−7/2) .(8.18)
The second identity for A is due to Proposition 6.5 and the following estimate∣∣∣∣(∂zX(z)|X(z))‖X(z)‖2
∣∣∣∣ ≤ ‖∂zX(z)‖‖X(z)‖ = (1 +O(h∞))O(η1/2h−1) = O(η1/2h−1)
which follows from Propositions 5.3 and 5.4. In the last line we used Proposition
4.6 together with (3.5). Furthermore, recall by Step II and Step III that A(α, z) is
holomorphic in α.
Similarly, we define
B(z) := δ
(
‖∂zX(z)‖2 − |(∂zX(z)|X(z))|
2
‖X(z)‖2
) 1
2
= O
(
η−1/4δh−
1
2
)
.(8.19)
The estimate in (8.19) follows from Proposition 6.1.
Remark 8.2. It follows from Proposition 6.5, Proposition 4.6, Proposition 5.4 and
from (8.6) that
η−
n+m
2 hn+m∂nz ∂
m
z A(z) = O
(
η3/4h−
1
2 e−
η3/2
h
)
+O(η1/4δ2h−7/2) ,
η−
n+m
2 hn+m∂nz ∂
m
z B(z) = O
(
η−1/4δh−
1
2
)
.(8.20)
Since Λ(β, z) is continuous in β, the dominated convergence theorem shows that
I1(ϕ) =
∫
ϕ(z)Λ(0, z)L(dz).
Next, let us look at the indicator function 1B(0,R)(α1(β, α′; z), α′) for ‖α′‖ < R0: By
(8.15) we have
|α1(0, α′)| =
∣∣E−+(z) +O(δ2h−5/2)∣∣
δ‖X(z)‖ .
Thus, 1B(0,R)(α1(0, α′; z), α′) = 1 if |α1(0, α′)|2 ≤ R2 − R20 = C˜
2
h2
, ‖α′‖ < R20 and if
R2−R20 < |α1(0, α′)|2 < R2, ‖α′‖ < R20−|α1(0, α′)|2, and 1B(0,R)(α1(0, α′; z), α′) = 0
if R2 ≤ |α1(0, α′)|2, with C˜2 := C2 − C20 . Hence, we split Λ(0, z) into
Λ(0, z) = Λ(0, z)
(
1{
√
Θ(z;h,δ)≤ C˜
h
}(z) + 1
{
C˜
h
<
√
Θ(z;h,δ)<R
}(z)
)
=: Λ1(0, z) + Λ2(0, z),(8.21)
where
Θ(z;h, δ) :=
|E−+(z) +O
(
δ2η−1/4h−5/2
) |2
δ2‖X(z)‖2 .
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We start by treating Λ1. Note that the function
{‖α′‖CN−1 < R0} 3 α′ 7−→ exp
{
− |α1(0, α′; z)|2
}
∈ [0, 1]
is continuous, bounded and recall that (8.15) holds for all α′ ∈ {‖α′‖CN−1 < R0}.
Furthermore, note that all factors in the integral (8.17) are positive. Since the ball
{‖α′‖CN−1 < R0} is simply connected the intermediate value theorem yields
Λ1(0, z) =pi
−N1{
√
Θ(z;h,δ)≤ C˜
h
}(z)
∣∣δ‖X(z)‖+O(η−1/4δ2h−3/2)∣∣−2
· exp{−Θ(z;h, δ)}
∫
‖α′‖
CN−1<R0
|A(α, z)− δB(z)α2|2 e−α′α′L(dα′).(8.22)
Here we also applied (8.12). Before we can further simplify (8.22), let us consider
the following technical Lemma:
Lemma 8.3. Let h > 0, let C0, C1 > 0 and let N := (2bC1h c + 1)2. Let n ∈
NN−1,m ∈ NN−1, let R0 = C0/h and let α ∈ CN . If C0 > C1 > 0 are large enough
and such that
ln
(
2 +
eR20
N − 2
)
<
R20
2(N − 2) ,
then, for h > 0 small enough, there exists a constant Dn,m =: D > 0 such that∣∣∣∣∣pi1−N
∫
‖α′‖
CN−1≥R0
α′nα′
m
e−α
′α′L(dα′)
∣∣∣∣∣ = O(e− Dh2 ) .
Proof. Define
2u :=
{
|n|+ |m|, if it is even
|n|+ |m|+ 1, else
and notice∣∣∣∣∣pi1−N
∫
‖α′‖
CN−1≥R0
α′nα′
m
e−α
′α′L(dα′)
∣∣∣∣∣
≤ pi1−N ∣∣S2N−3∣∣ ∫ ∞
R0
r2u+2N−3e−r
2
dr =
2
(N − 2)!
∫ ∞
R20
τu+N−2e−τdτ.
Repeated partial integration then yields
(8.23)
2
(N − 2)!e
−R20
u+N−2∑
i=0
(
u+N − 2
i
)
(u+N − 2− i)!R2i0 .
Using Stirling’s formula one gets that (8.23)≤
e
√
(u+N − 2)
(N − 2)! e
−R20
u+N−2∑
i=0
(
u+N − 2
i
)(
u+N − 2
e
)u+N−2−i
R2i0
≤ e
√
(u+N − 2)√
2pi(N − 2) e
−R20
(
e
N − 2
)N−2(
R20 +
u+N − 2
e
)u+N−2
= e−R
2
0
e√
2pi
√
1 +
u
N − 2
(
R20e
N − 2 + 1 +
u
N − 2
)N−2(
R20 +
u+N − 2
e
)u
.
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Since u/(N − 2) is bounded for h > 0 small, it remains to consider
(8.24)
exp
{
−R20 + (N − 2) ln
(
R20e
N − 2 + 1 +
u
N − 2
)
+ u ln
(
R20 +
u+N − 2
e
)}
.
However, there exists a 1 > κ > 0 such that
−R20 + (N − 2) ln
(
R20e
N − 2 + 1 +
u
N − 2
)
≤ −R20κ = −
C20
h2
,
which implies that (8.24) is dominated by
exp
{
−C
2
0
h2
(
κ− h
2
O(1) ln(h)
)}
,
and we conclude the statement of the Lemma for h > 0 small enough. 
Let us return to (8.22): We are interested in the integral
pi−N
∫
‖α′‖
CN−1<R0
|A−Bα2|2 exp
{−α′α′}L(dα′).(8.25)
We will investigate each term of (8.25) separately. Since B is constant in α and since∫ |α2|2 exp(−α′α′)L(dα′) = piN−1, we conclude, by Lemma 8.3 for C0 > C1 > 0 large
enough and h > 0 small enough, that there exists a constant D > 0 such that
pi−N
∫
‖α′‖
CN−1<R0
|Bα2|2e−α′α′L(dα′) = pi−1|B|2 +O
(
η−
1
2 δ2h−1e−
D
h2
)
.
The mean value theorem, (8.18) and Lemma 8.3 imply that there exists a constant
D > 0 (not necessarily the same as above) such that
pi−N
∫
‖α′‖
CN−1<R0
|A|2 exp{−α′α′}L(dα′) = pi−1|A|2 +O(e− Dh2 ) .
Note that after the equality sign we have A = A(α˜′, z) for an α˜′ ∈ B(0, R0) given
by the mean value theorem. Next, since (8.19) is independent of α,
pi−N
∫
‖α′‖
CN−1<R0
ABα2e
−α′α′L(dα′) = pi−NB
∫
‖α′‖
CN−1<R0
Aα2e
−α′α′L(dα′).
Since A(α, z) is holomorphic in α we gain from (8.18) by the Cauchy inequalities
(8.26) |∂α2A| = O
(
η1/4δ2h−5/2
)
.
Here we used that the first term in (8.18) is independent of α. Extend A to a
function on CN−1 such that the above estimate still holds. Then, by Lemma 8.3
there exists a constant D > 0 such that
pi−NB
∫
‖α′‖
CN−1≥R0
Aα2e
−α′α′L(dα′) = O
(
η1/2h−1δe−
η3/2
h + δ3h−4
)
e−
D
h2 .
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Here we used (8.18) and (8.19). Stokes’ theorem and (8.26) imply
pi−NB
∫
CN−1
Aα2e
−α′α′L(dα′) = pi−NB
∫
CN−1
(
∂α2A
)
e−α
′α′L(dα′)
≤ O(δ3h−3) .
Plugging the above into (8.25), we gather that there exist a constant D > 0 such
that
pi−N
∫
‖α′‖
CN−1<R0
|A−Bα2|2 exp
{−α′α′}L(dα′)
= pi−1
(|A(z)|2 + |B(z)|2)+O(δ3h−3 + e− Dh2 )
=: δ2Ψ(z, h, δ).(8.27)
By (8.18) and (8.19), we see that pi−1(|A(z)|2 + |B(z)|2) is equal to
δ2
pi
(
(∂zX|∂zX)− 1‖X‖2 |(∂zX|X)|
2
+ δ−2
∣∣(e0|f0)(1 +O (h∞)) +O(η1/4δ2h−7/2)∣∣2).
The above, (8.27), (8.22) and∣∣δ‖X(z)‖+O(η−1/4δ2h−3/2)∣∣−2 = (1 +O(η−1/4δh−3/2))
δ2pi‖X(z)‖2 ,
imply that for h > 0 small enough, there exists a constant D > 0 such that
Λ1(0, z) :=
(
1 +O(η−1/4δh−3/2))
pi‖X(z)‖2 1{
√
Θ(z;h,δ)≤ C˜
h
}(z)Ψ(z, h, δ) exp
−Θ(z;h,δ) .(8.28)
Finally, let us estimate Λ2 from (8.21): applying (8.18), (8.19) and Lemma 8.3 to
(8.17) yields
Λ2(0, z) ≤ e−
C˜
h2O
(
δ4η1/2h−7 + η1/2h−1δe−
η3/2
h
)
= O
(
e−
D
h2
)
,
for someD > 0. Thus, up to an error of orderO(e− Dh2 ), we can substitute 1{√Θ(z;h,δ)≤ C˜
h
}(z)
with 1 in (8.28).
Step V In this step we will estimate I2(ϕ) of (8.11). Therefore, we increase
the space of integration∫
B(0,R)
‖α′‖
CN−1>R0
χ
(
Eδ−+(z;α)
ε
)
1
ε2
∣∣∂zEδ−+(z;α)∣∣2 e−ααL(dα)
≤
∫
B(0,2R)
R0<‖α′‖CN−1<2R0
χ
(
Eδ−+(z;α)
ε
)
1
ε2
∣∣∂zEδ−+(z;α)∣∣2 e−ααL(dα) =: Wε.
It is easy to see that Lemma 7.2 holds true for the set B(0, 2R)∩{R0 < ‖α′‖CN−1 <
2R0}, potentially by choosing a larger C > 0 in Proposition 1.2 larger. We can
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proceed as in Step IV: perform the same change of variables and the limit of ε→ 0.
This yields
lim
ε→0
Wε =pi
−N
∫
R0<‖α′‖CN−1<2R0
1B(0,2R)(α1(0, α
′; z), α′) |∂α1β(α1, α′; z)|−2
· |A(α; z)−B(z)α2|2 exp
{−α′α′ − Λ(z, h, δ)2}L(dα′).
By (8.18), (8.19) and Lemma 8.3 we see that there exists a constant D > 0 such
that
pi−N
∫
R0<‖α′‖CN−1<2R0
|A−Bα2|2e−α′α′L(dα′)
≤ e− D˜h2O
(
δ4η1/2h−7 + η1/2h−1δe−
η3/2
h
)
= O
(
e−
D
h2
)
.
The statement about the derivatives of the error terms follows from (8.20) and
(8.6). 
9. Average Density of Eigenvalues
First, we will give the proof the main result of this work:
Proof of Theorem 2.11. Due to (1.12) and Hypothesis 1.3 we have that, for κ > 0
(as in Definition 2.6) large enough, that (1.13) holds. Therefore, we assume that(
h ln 1
h
)2/3  η ≤ C, where C > 0 is a constant.
In particular, we now strengthen assumption (3.1) and assume from now on that
Ω b Σ satisfies Hypothesis 1.4 if nothing else is specified, i.e. we assume that
Ω b Σ is open, relatively compact with dist (Ω, ∂Σ) (h lnh−1)2/3 .
Recall the definition of Ωaη given in (3.2):
Ωaη =
{
z ∈ Ω : η
C
≤ Im z ≤ Cη
}
for some constant C > 0. Define
Ω˜aη :=
{
z ∈ Ω : η
2C
≤ Im z ≤ 2Cη
}
.
Define ηj := C−j, j ∈ N0, and consider the open covering of Ω
Ω ⊂
⋃
j∈N0
Ω˜aηj ∪
(
Ω\
⋃
j∈N0
Ωaηj
)
,
where dist (Ω\⋃j∈N0 Ωaηj , ∂Σ) > 1/C, thus, conforming with the previous notation,
we may define
Ωi := Ω\
⋃
j∈N0
Ωaηj .
Let {χηj}j∈N0 be a partition of unity subordinate to this locally finite open subcov-
ering such that
1 =
∑
j∈N
χηj + χη0 ,
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in a neighborhood of Ω. Here, for j ∈ N, χηj ∈ C∞0 (Ω˜aη), supported in either Ω˜aη.
Furthermore, χη0 ∈ C∞(Ωi). This partition of unity together with Proposition 8.1
yields
E
[
Ξ(ϕ)1B(0,R)
]
=
∑
j∈N
E
[
Ξ(ϕχηj)1B(0,R)
]
+ E
[
Ξ(ϕχ0)1B(0,R)
]
=
∑
j∈N
∫
ϕ(z)χηj(z)
1 +O
(
η
−1/4
j δh
−3/2
)
pi‖X‖2 Ψ(z;h, δ)e
−ΘjL(dz)
+
∫
ϕ(z)χ0(z)
1 +O(δh−3/2)
pi‖X‖2 Ψ(z;h, δ)e
−Θ0L(dz) +O
(
e−
D
h2
)
.
where
Θj :=
∣∣∣E−+(z) +O(η−1/4j δ2h−5/2)∣∣∣2
δ2‖X‖2 , Θ0 :=
|E−+(z) +O
(
δ2h−5/2
) |2
δ2‖X‖2 .
Note that to gain the exponentially small error estimate in the above we used that
the bound on the distribution Th ∈ D′(C) (cf. Proposition 8.1) is independent of η.
Thus, ∣∣∣∣∣∑
j∈N
〈Th, ϕχηj〉
∣∣∣∣∣ = |〈Th, ϕ〉| ≤ C‖ϕ‖∞e− Dh2 .
Analysis of the density Ψ Recall the formula for the density of eigenvalues given
in Proposition 8.1. Define
(9.1) Ψ1(z;h, δ) := (∂zX|∂zX)− 1‖X‖2 |(∂zX|X)|
2 +O(δ3h−3)
Since the error above is of order O(1), it follows from Proposition 6.1 that
Ψ1(z, h, δ) =
1
h
{
i
{p, p}(ρ+(z)) −
i
{p, p}(ρ−(z))
}
+O(dist (z, ∂Σ)−2) ,
where we used that Im z  ηj for z ∈ Ωaηj . Proposition 6.2 implies
Ψ1(z, h, δ)L(dz) =
1
2h
p∗(dξ ∧ dx) +O
(
dist (z, ∂Σ)−2
)
L(dz).
Furthermore, Proposition 8.1 and Proposition 6.1 yield that
η−
n+m
2 hn+m∂nz ∂
m
z O
(
η−2j
)
= O(η−2j ) ,
where O(η−2j ) is the error term of Ψ1. Next, let us turn to the second part of Ψ:
δ−2
∣∣∣(e0|f0)(1 +O (h∞)) +O(η1/4j δ2h−7/2)∣∣∣2
= δ−2 |(e0|f0)|2 (1 +O (h∞)) +O
(
η
1/2
j δ
2h−7
)
+O
(
η
1/4
j h
−7/2 |(e0|f0)|
)
= δ−2 |(e0|f0)|2 (1 +O (h∞)) +O
(
ηjh
−4e−
S
h + η
1/2
j δ
2h−7
)
.
In the last line, we applied an estimate on |(e0|f0)| which follows from Proposition
4.2. The error term O(ηjh−4e−Sh ) is bounded by O(ηj) because η  (−h lnh)2/3.
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We then absorb O(ηj) into the error term O(η−2j ) of Ψ1 as well as the error term
O(η1/2j δ2h−7) ≤ O(η1/2j ). Then, one defines
Ψ2(z;h, δ) :=
|(e0|f0)|2
δ2
(
1 +O
(
η
−3/4
j h
1/2
))
.(9.2)
As in (8.20), the error estimates don’t change if we apply η−
n+m
2 hn+m∂nz ∂
m
z .
Analysis of the exponential Θ Recall from Proposition 4.1 that −α0 = E−+
and use (4.26) to find that
E−+(z) = ([Ph, χ]e0|f0)
(
1 +O
(
exp
[
−η
3/2
j
h
]))
.
Here χ ∈ C∞0 (S1) with χ ≡ 1 in a small open neighborhood of {x−(z); z ∈ Ω}. Thus,
using ‖X‖ = (1 +O(h∞)) (cf. Proposition 5.3), we have the following equation for
Θ given in Proposition 8.1
Θ(z, h, δ) =
∣∣∣E−+(z) +O(η−1/4j δ2h−5/2)∣∣∣2
δ2‖X‖2
=
∣∣∣([Ph, χ]e0|f0) +O(η−1/4j δ2h−5/2)∣∣∣2
δ2(1 +O(h∞))
(
1 +O
(
e−
η
3/2
j
h
))
.(9.3)
As in (8.20), the error estimates stay invariant under the action of
η
−n+m
2
j h
n+m∂nz ∂
m
z . Finally, to conclude the density given in the Theorem, note that
1 +O
(
η
−1/4
j δh
−3/2
)
pi‖X‖2 =
1 +O(dist (z, ∂Σ)−1/4δh−3/2)
pi
. 
In the case of the operator P δh , it is possible to state more explicit formulas for
the different parts of the density of eigenvalues given in Theorem 2.11:
It follows by Propositions 6.1 and 6.2 that
1
2h
p∗(dξ ∧ dx) = 1
h
{
i
{p, p}(ρ+(z)) +
i
{p, p}(ρ−(z))
}
L(dz)
 1
h
√
dist (z, ∂Σ)
L(dz)
where we used that Im z  ηj for z ∈ Ωaη. For our purposes we can assume that
|Im z−〈Im g〉| > 1/C, C  1, since inside this tube Ψ2 and Θ are exponentially small
in h > 0. In the case of Ψ2, this follows from the assumptions on δ (cf. Definition
2.6) and from Remark 4.4. In the case of Θ, this follows from the assumptions on δ
and Proposition 4.12 and (9.3). Thus, applying Proposition 4.2 to (9.2) yields
(9.4) Ψ2(z;h, δ) =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pihδ2 exp{2S
h
} |∂Im zS(z)|
2
(
1 +O(η−3/4h1/2)) .
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As in (8.20), the error estimates don’t change if we apply η−
n+m
2 hn+m∂nz ∂
m
z . More-
over, since Im z  ηj for z ∈ Ωaη,
Ψ02(z;h, δ) 
(dist (z, ∂Σ))3/2e−
2S
h
hδ2
.
Apply Proposition 4.12 to (9.3) gives that
Θ(z, h, δ) =V (z, h)2
e−
2S
h
δ2
(
1 +O(h∞) +O
(
e−
η3/2
j
h
))
+O
(
η
−1/2
j δ
2h−5
)
+O
(
V h−5/2e−
S
h
)
.(9.5)
Since 0 ≤ V = O
(
η
1/4
j h
1/2
)
by (4.23), it follows that
Θ(z, h, δ) =
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pi
e−
2S
h
δ2
(
1 +O
(
η
−1/4
j h
3
2
))
+O
(
η
−1/2
j δ
2h−5
)
+O
(
η
1/4
j h
−2e−
S
h
)
.
Furthermore, for e−
2S
h δ−2 ≤ 1, the error termO
(
η
1/4
j h
−2e−
S
h
)
is bounded byO(η1/4j h−2δ)
since there we have that e−
S
h ≤ δ. For e− 2Sh δ−2 ≤ 1, we have that
O
(
η
1/4
j h
−2e−
S
h
)
≤ O
(
η
1/4
j h
−2δe−
2S
h δ−2
)
≤ O
(
η
1/4
j h
2e−
2S
h δ−2
)
.
Thus,
Θ(z, h, δ) =
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pi
e−
2S
h
δ2
(
1 +O
(
η
−1/4
j h
3
2
))
+O
(
η
1/4
j h
−2δ + η−1/2j δ
2h−5
)
.(9.6)
Analogous to (8.20), the error estimates stay invariant under the action of η−
n+m
2
j h
n+m∂nz ∂
m
z .
Moreover,
Θ0(z;h, δ)  h
√
dist (z, ∂Σ)
e−
2S
h
δ2
.
We have thus proven Proposition 2.13 and Proposition 2.12. Since we will need it
later on we will state the following formulas:
Lemma 9.1. Under the assumptions of Theorem 2.11 and for (h lnh−1)2/3  η <
const. we have
∂Im zΨ1 = − 1
4h
(
Im g′′(x−)
(Im g′(x−))3
− Im g
′′(x+)
(Im g′(x+))3
)
+O (η−2) = O (η−3/2h−1)
and for |Im z − 〈Im g〉| > 1/C, C > 0 large enough,
∂Im zΨ2(z, h) =
2
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pih2
|∂Im zS(z)|2(−∂Im zS(z))e
− 2S
h
δ2
·
(
1 +O
(
η−3/4h
1
2
))
,
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∂Im zΘ(z, h) =
2
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
piδ2 exp{−2S
h
} (−∂Im zS(z))
(
1 +O
(
η−1/4h
3
2
))
+O(η3/4h−3δ + δ2h−6) ,
Proof. Let us first treat Ψ1: Recall from the proof of Proposition 6.5 that Ψ1 was
given by an oscillatory integral where the phase vanishes at the critical point. Thus,
the ∂Im z derivative of the error term O (η−2) grows at most by η−1. Thus, taking
the derivative of (9.1) yields
∂Im zΨ1 = − 1
4h
(
Im g′′(x−)
(Im g′(x−))3
− Im g
′′(x+)
(Im g′(x+))3
)
+O (η−3) = O (η−3/2h−1) ,
where the last estimate follows from |2Im g′(x±| = |{p, p}(ρ±|  √η (cf. Proposition
6.1) and from the fact that the z- and z-derivative of the error term grow at most
by a factor of O(η1/2h−1).
Now let us turn to Ψ2: one calculates from (9.4) that for |Im z − 〈Im g〉| > 1/C
∂Im zΨ2(z, h) =
2
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pih2
|∂Im zS(z)|2(−∂Im zS(z))e
− 2S
h
δ2
·
(
1 +O
(
η−3/4h
1
2
))
.
Here we used that the z- and z-derivative of the error terms grow at most by a factor
of O(η1/2h−1).
Finally, let us turn to Θ: as in the proof of Proposition 4.3 one calculates the
formula for ∂Im zΘ from (9.6). 
10. Properties of the density
In this section we will discuss and prove the results stated in Section 2.4.
10.1. Local maximum of the average density. First, we prove the resolvent
estimate given in Proposition 2.5.
Proof of Proposition 2.5. Recall that the operatorQ(z) is self-adjoint and that |t0(z)| =
|α0(z)|; see Section 2.2. It follows that
‖(Ph − z)−1‖ = |t0(z)|−1 = |α0(z)|−1.
Recall the Grushin problem posed in Proposition 4.1. Since E−1−+ = −α0, it follows
by Proposition 4.12 that
‖(Ph − z)−1‖ =
exp
{
S
h
}
V (z)|1− eΦ(z)|
(
1 +O
(
e−
η
3
2
h
)) ,(10.1)
which together with (4.23) implies (2.3). The result about the asymptotic behavior
of the resolvent follows from the above together with the fact that |{p, p}(ρ±)|  √η
(cf. Proposition 6.1). 
We have split the proof of Proposition 2.14 into the following two Lemmata:
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Lemma 10.1. Let z ∈ Ω b Σc,d with Σc,d as in (2.15), let S(z) be as in Definition
2.2. Let δ > 0 and ε(h) be as in Definition 2.6 with κ > 0 large enough. Moreover,
let E−+(z) be as in Proposition 4.1. Then,
• for 0 < h 1, there exist numbers y±(h) such that ε0 = S(y±(h)) with
1
C
(h lnh−1)
2
3  y−(h) < 〈Im g〉 − ch lnh−1
< 〈Im g〉+ ch lnh−1 < y+(h) Im g(b)− 1
C
(h lnh−1)
2
3 ,
for c > 1. Furthermore,
y−(h), (Im g(b)− y+(h))  (ε0(h))2/3;
• there exists h0 > 0 and a family of smooth curves, indexed by h ∈]h0, 0[,
γh± : ]c, d[−→ C with Re γh±(t) = t
such that
|E−+(γh±(t))| = δ,
and
Im γh±(t) = y±(ε0(h))
(
1 +O
(
h
ε0(h)
))
.
Furthermore, there exists a constant C > 0 such that
dIm γh±
dt
(t) = O
(
exp
[
−ε0(h)
Ch
])
.
Lemma 10.2. Assume the same hypothesis as in Lemma 10.1 and let
D(z, h) :=
1 +O
(
δh−
3
2 dist (z, ∂Σ)−1/4
)
pi
Ψ(z;h, δ) exp{−Θ(z;h, δ)}
be the average density of eigenvalues of the operator of P δh given in Theorem 2.11.
Then, there exists h0 > 0 and a family of smooth curves, indexed by h ∈]h0, 0[,
Γh± : ]c, d[−→ C, Re Γh±(t) = t,
with Γ− ⊂ {Im z < 〈Im g〉} and Γ+ ⊂ {Im z > 〈Im g〉}, along which Im z 7→ D(z, h)
takes its local maxima on the vertical line Re z = const. and
d
dt
Im Γh±(t) = O
(
h4
ε0(h)4
)
.
Moreover, for all c < t < d
|Γh±(t)− γh±(t)| ≤ O
(
h5
ε0(h)13/3
)
.
Proof of Proposition 2.14. The first two points of the proposition follow from Lemma
10.1 together with the observations that |E−+(z)| = |α0| = |t0(z)| (cf. Proposition
4.1) and that by (10.1)
‖(Ph − γh±)−1‖ = δ−1.
The third point has been proven with Lemma 10.2. 
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Proof of Lemma 10.1. Recall from Proposition 2.3 that S is strictly monotonous
above and below the spectral line, i.e. Im z = 〈Im g〉. Furthermore, recall from
Definition 2.6 that − (κ− 1
2
)
h lnh + Ch ≤ 0(h) < S(〈Im g〉). Thus, the implicit
function theorem implies that there exist y±(ε0(h)) ∈ R such that S(y±(ε0(h))) =
ε0(h). Note that in the case where ε0(h) is independent of h, the same holds true
for y±(ε0). For the rest of the proof we will only treat the case where Im z ≤ 〈Im g〉
(corresponding to y−) since the other case is similar.
Consider z ∈ Ω b Σc,d with Re z = const. First, let us prove some a pri-
ori estimates: assume that there exists a ζ− with h2/3  ζ− ≤ 〈Im g〉 such that
|E−+(Re z + iζ−)|δ−1 = 1. Recall Proposition 2.3 and note that
S(z)− ε0(h) =
∫ Im z
〈Im g〉
(∂Im zS)(t)dt+ S(〈Im g〉)− ε0(h)
=
∫ Im z
y−(ε0(h))
(∂Im zS)(t)dt+ S(y−(ε0(h)))− ε0(h).(10.2)
Recall Proposition 4.12 and Definition 2.6. It follows by (10.2), that if |ζ−−〈Im g〉| ≤
1
C
, C > 0 large enough, then |E−+(Re z + iζ−)|δ−1 ≤ O
(
η1/4e−
1
Dh
)
for some D > 0
large. Thus, we may assume that, in case it exists,
(10.3) |ζ− − 〈Im g〉| > 1
C
.
We conclude from (10.2) that
(10.4) y−(h)  (ε0(h))2/3
and that for C > 0 large enough
(10.5) |〈Im g〉 − y−(ε)| > 1
C
.
(10.4), (10.5) and Definition 2.6 imply, for κ > 0 large enough, the first point of the
Lemma.
Now let us prove the existence of the points ζ−. More precisely, we will prove
that for z ∈ Ω b Σc,d with Im z < 〈Im g〉 − 1/C (cf. (10.3)) and fixed Re z there
exist exactly one ζ− such that |E−+(Re z, ζ−)|δ−1 = 1. For z ∈ Ω ∩ Ωaη b Σc,d one
calculates from by Proposition 4.12 that
∂Im z|E−+(z)| =
{
−V (z)∂Im zS(z)
h
|1− eΦ(z)|
(
1 +O
(
e−
η
3
2
h
))
+ ∂Im z
[
V (z)|1− eΦ(z)|
(
1 +O
(
e−
η
3
2
h
))]}
e−
S(z)
h ,(10.6)
Recall that V is the product of the normalization factors of the quasimodes ewkb
and fwkb when z ∈ Ω with dist (Ω, ∂Σ) > 1/C and the product of the normalization
factors of the quasimodes eηwkb and f
η
wkb when z ∈ Ω ∩ Ωaη (cf. (4.21)). Since the
derivative with respect to Im z of the imaginary part of their phase function Imφ±
is equal to zero at x±, it follows that
(10.7) |∂Im zV (z)| = O(h1/2η−3/4).
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The a priori bound (10.3) implies that there exists a constant C > 1 such that
(10.8) |1− eΦ(z)| = 1 +O
(
e−
1
Ch
)
, and ∂Im z|1− eΦ(z)| = O
(
e−
1
Ch
)
.
The fact that ∂Im zS(z) > 0 (cf. (2.3)) implies that ∂Im z|E−+(z)| < 0. Note that
in the case where dist (Ω, ∂Σ) > 1/C one sets in the above η = 1. Recall from
Propositions 4.9 and 4.10 that V is independent of Re z. Using
∂Re z|1− eΦ(z)| = O
(
e−
1
Ch
)
,
we conclude that
∂Re z|E−+(z)| = ∂Re z
[
V (z)|1− eΦ(z)|
(
1 +O
(
e−
η
3
2
h
))]
e−
S(z)
h
= O
(
e−
η
3
2
h
)
e−
S(z)
h .(10.9)
This implies that the gradient |E−+(z)| is non-zero for all z with |Im z − 〈Im g〉| >
1/C (cf. (10.3)) and thus we may conclude by the implicit function theorem, that
for δ as above there exist locally smooth curves γh−(Re z) := (Re z, ζ−(ε0(h),Re z)
such that |E−+(γh−)| = δ. Furthermore, we may extend γ−(Re z) smoothly for
c < Re z < d. By the mean value theorem applied to |E−+(z)|, there exists a ζ
between y−(h) and Im γh−(Re z) such that∣∣|E−+(Re z + iy−(h))| − |E−+(γh−(Re z))|∣∣
= |(∂Im z|E−+(z)|)(Re z + iζ)| · |y−(h)− Im γh−(Re z)|.
Since |E−+| = O(
√
hη1/4e−
S
h ) (cf. Proposition 4.6) and since ∂Im z|E−+|  −h−1/2η3/4e−Sh
(cf. (10.6)), it follows that
|y−(h)− Im γh−(Re z)| = O
(
η−1/2h
)
.
η  y−(h)  (ε0(h))2/3 implies that also Im γh−(Re z)  η  (ε0(h))2/3, and we
conclude that
Im γh−(Re z) = y−(ε0(h))
(
1 +O
(
h
ε0(h)
))
.
Finally, by
0 =
d
dRe z
|E−+(γh−(Re z))|
= ∂Re z|E−+(γh−(Re z))|+ ∂Im z|E−+(γh−(Re z))|
dIm γh−
dRe z
(Re z).
and by (10.6 ) and (10.9) we may then conclude
(10.10)
dIm γh−
dRe z
(Re z) = O
(
e−
η3/2
h
)
which, using η  y−(h)  (ε0(h))2/3, yields the last statement of the Lemma. 
Proof of Lemma 10.2. The idea of this proof is to search for the critical points of
the average density of eigenvalues via the Banach fix point theorem. We shall only
consider the case where Im z ≤ 〈Im g〉 since the other case is similar.
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Recall from Proposition 2.12 the explicit form the density given in Theorem 2.11.
Proposition 6.1 and the fact that Im g has exactly two critical points imply that Ψ1
is strictly monotonously decreasing. Thus, we may assume similar to (10.3) that for
C > 0 large enough
(10.11) |Im z − 〈Im g〉| > 1
C
.
since else Ψ2 = O(e− 1Dh ) with D > 0 large. Now, to find the critical points of the
density of eigenvalues consider
pi∂Im zD(z, h) = (∂Im zΨ(z;h, δ) exp{−Θ(z;h, δ)})
(
1 +O (δη−1/4h−3/2))
+ Ψ(z;h, δ) exp{−Θ(z;h, δ)}O (δη1/4h−5/2)
= 0.(10.12)
Here we used that the z- and z-derivative of the error term O (δη−1/4h−3/2) increases
its order of growth at most by a term of order O(η1/2h−1) (cf. Theorem 2.11). By
∂Im zΨ(z;h, δ)e
−Θ(z;h,δ) = (∂Im zΨ1 + ∂Im zΨ2 − (Ψ1 + Ψ2)∂Im zΘ) e−Θ(z;h,δ),
and by Lemma 9.1 and Proposition 2.12, we can write (10.12) as
h−3F (z, h, δ) + 2
e−
2S
h
δ2
|∂Im zS(z)|2(−∂Im zS(z))
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pih2
· (1 +O (η−3/4h1/2))
(1 +O(η−3/2h))− h ( i2{p, p}(ρ+) i2{p, p}(ρ−)) 12
piδ2 exp{−2S
h
}

= 0,(10.13)
where F (z, h, δ) is a function depending smoothly on z, satisfying the bound
F (z, h, δ)  − h
2
η3/2
.
Here we used ∂Im zΨ1  −(η3/2h)−1 which follows from Lemma 9.1 using the fact
that Im g has only two critical points: a minimum at a and a maximum at b.
Remark 10.3. In the case Im z > 〈Im g〉 we find similarly that F (z, h, δ)  h2
η3/2
.
Furthermore, the functions in (10.13) are smooth in z and the z- and z-derivate
increase their order of growth at most by O(η1/2h−1). Recall |E− + (z)| as given in
Proposition 4.12 and define
l(z) := |E−+(z)| =
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pi
e−
2S
h
δ2
(1 +O(η−3/2h))
Thus, (10.13) is equal to zero if and only if
G(z, h, δ) + l (1− l) = 0,(10.14)
where G(z, h, δ) is a function depending smoothly on z, satisfying
G(z, h, δ) =
F (z, h, δ)
2|∂Im zS(z)|2(−∂Im zS(z))
(
1 +O (η−3/4h1/2))  h2
η3
.
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The z- and z-derivate increase the order of growth of G at most by O(η 12h−1). For
l ≥ 0 to be a solution to (10.14), it is necessary that
l = 1 +
h2
O(1)η3 .
Thus, l  1. Define the smooth function
z 7→ t(z) := η
3
h2
(l(z)− 1),
with −c0 ≤ t ≤ C0 and c0, C0 > 0 large enough. As in (10.6) on calculates
h2
η3
∂Im zt = −2∂Im zS
h
(
1 +O(η−3/2h)) l(Im z)  −η1/2
h
,
where we used that ∂Im zS  √η (cf. Proposition 2.3) and that the ∂Im z derivative
of
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2 is of order O(η−1/2) due to the scaling z˜ = zη as in
the proof of Proposition 3.11. The implicit function theorem then implies that we
may locally invert and that t 7→ (Im z)(t) is smooth. Since −c0 ≤ t ≤ C0 we may
continue (Im z)(t) smoothly to all open subsets of the domain of t. Furthermore, we
conclude that
(10.15)
d(Im z)
dt
 −η−7/2h3
Substitute Im z = Im z(t) in (10.14). To find the critical points, it is then enough
to consider
t− G˜(t,Re z, h, δ) = 0, G˜(t,Re z, h, δ) := G(Im z(t),Re z, h, δ))
η−3h2(1 + η−3h2t)
and one finds
d
dt
G˜(t,Re z, h, δ)) = O(h2η−3).
Thus, using t(γh−) = 0 as starting point, which corresponds to l(γh−) = 1, the Banach
fixed-point theorem implies that for each Re z there exist a unique zero, t∗−(Re z),
of (10.13), it depends smoothly on Re z and satisfies
(10.16) |t∗−(Re z)− t(γh−)| ≤ O(h2η−3).
and
dt∗−(Re z)
dRe z
=
1
1−
(
d
dt
G˜
)
(t∗−,Re z, h, δ)
(∂Re zG˜)(t
∗
−,Re z, h, δ))
=
1
1 +O(h2η−3)(∂Re zG˜)(t
∗
−,Re z, h, δ)).
Since the z- and z-derivate applied to G increase its order of growth at most by
O(η1/2h−1), we conclude that
dt∗−(Re z)
dRe z
= O(η1/2h−1).
Taylor’s formula applied to (Im z)(t) yields that
(Im z)(t∗±(Re z)) = Im z(t(Im γ
h
±(Re z))) +
∫ t∗±(Re z)
t(Im γh±(Re z))
dIm z
dt
(τ)dτ.
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By (10.16) and (10.15) we conclude that
(10.17) (Im z)(t∗±(Re z)) = Im γ
h
±(Re z) +O(η−13/2h5)
and using (10.10) that
d
dRe z
(Im z)(t∗±(Re z)) = O
(
η−6h4
)
.
It follows by Proposition 2.16 that the density has local maxima along the curves
Γh±(Re z) := (Re z, Im z(t
∗
±(Re z))). Applying this definition to (10.17) yields that
|Im Γh±(Re z)− Im γh±(Re z)| ≤ O(η−13/2h5)
for all z ∈ Σc,d. By Lemma 10.1 we have that Im γh±(Re z)  ε0(h)2/3. Thus,
Im Γh±(Re z) = Im γ
h
±(Re z)
(
1 +O(ε0(h)−5h5)
)
,
which in particular implies that Im Γh±(Re z)  ε0(h)2/3. This concludes the proof
of the lemma. 
Proof of Proposition 2.16. Proposition 2.12 implies that for |Im z − 〈Im g〉| > 1/C
(10.18) Ψ2(z, h, δ) =
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pihδ2 exp{2S
h
} |∂Im zS(z)|
2
(
1 +O (η−3/4h1/2))
and
Θ(z;h, δ) =
h
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pi
e−
2S
h
δ2
(
1 +O
(
η−1/4h
3
2
))
+O(η1/4h−2δ + η−1/2δ2h−5) .
Thus, one calculates∣∣∣∣Ψ2 − |∂Im zS|2h2 Θ
∣∣∣∣ ≤
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
2
pihδ2
e−
2S
h |∂Im zS(z)|2O
(
η−
3
4h
1
2
)
+O(η5/4h−4δ + η1/2δ2h−7) ,
which implies the result given in Proposition 2.5. 
Proof of Proposition 2.15. We will only consider the case z ∈ Σc,d with Im z ≤
〈Im g〉.
A priori restrictions on the domain of integration Let y−(h) and γ−(Re z)
be as in Lemma 10.1 and note that similarly to (10.2), we have
(10.19) S(Im z)− ε0(h) =
∫ Im γh−
y−(h)
(∂Im zS)(t)dt+
∫ Im z
Im γh−
(∂Im zS)(t)dt.
Recall from Lemma 10.1 that (Im γh−− y−(h))  hε−1/30 . Then, one calculates using
the mean value theorem and Proposition 2.3, similar as in the proof of Lemma 10.1
(cf. (10.4)) that ∫ Im γh−
y−(h)
(∂Im zS)(t)dt = O(h)
71
and that ∫ Im z
Im γh−
(∂Im zS)(t)dt  (Im z − Im γh−)η1/2,
where η should be set to 1 in case of dist (z, ∂Σc,d) > 1/C. Next, (10.19) and
Proposition 2.12 implies that
Θ(z;h, δ) =
η1/2
O(1) exp
{
−  (Im z − Im γ
h
−)η
1/2
h
}
+O(η1/4h−2δ + η−1/2δ2h−5) .
Here, we used that δ =
√
h exp{− ε0(h)
h
}; see Definition 2.6. Thus, for Im γh− <
Im z < 〈Im g〉
exp{−Θ(z;h, δ)} =
(
1 +O
(
η1/2 exp
{
−(Im z − Im γ
h
−)η
1/2
Ch
}
+ η1/4h2
))(10.20)
and for Im z ≤ Im γh−
(10.21)
1
C
exp
{
−Cη1/2 exp
[
−(Im z − Im γ
h
−)η
1/2
Ch
]}
≤ exp{−Θ(z;h, δ)}
≤ C exp
{
−η
1/2
C
exp
[
−C(Im z − Im γ
h
−)η
1/2
h
]}
.
Similarly, by Proposition 2.12
Ψ2(z;h, δ) ≤ η
3/2
O(1)h2
(
1 +O(η−1)eΦ(z,h)) exp{−(Im z − Im γh−)η1/2
Ch
}
.
Thus, for Im γ−(Re z) + αhη−1/2 ln η
1/2
h
≤ Im z ≤ 〈Im g〉 with α > 0 large enough,
we see that the average density of eigenvalues (cf. Theorem 2.11)
(10.22) D(z, h, δ)L(dz) =
1
2h
p∗(dξ ∧ dx) +O(η−2)L(dz).
We then conclude the first statement of the proposition.
Next, recall from Proposition 1.2 that restricting the probability space to the
ball B(0, R) of radius R = Ch−1 implies that ‖Qω‖ ≤ C/h with probability ≥(
1− e− 1Ch2
)
. It follows from
‖(P δh − z)−1‖ =
∥∥∥∥∥(Ph − z)−1∑
n≥1
(−δ)n (Qω(Ph − z)−1)n
∥∥∥∥∥
that for z /∈ σ(Ph) such that δ‖Qω‖‖(Ph − z)−1‖ < 1 z /∈ σ(P δh) with probability
≥
(
1− e− 1Ch2
)
. Proposition 2.5 implies that with probability ≥
(
1− e− 1Ch2
)
δ‖Qω‖‖(Ph − z)−1‖ ≤
C
∣∣1− eΦ(z,h)∣∣−1
h3/2
(
i
2
{p, p}(ρ+) i2{p, p}(ρ−)
) 1
4
exp
{
S(z)− ε0(h)
h
}
.
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Since S(z)  η3/2, it follows that η  ε0(h)2/3. Using the mean value theorem
together with Lemma 10.1 implies that with probability ≥
(
1− e− 1Ch2
)
there are
no eigenvalues of P δh with
Im z ≤ β1 := Im γh− − C
h
ε0(h)1/3
ln
(
ε0(h)
1/6
h
)
, C  1.
Thus, to count eigenvalues, it is sufficient to integrate the density given in Theorem
2.11 over subsets of
Σ′c,d = {z ∈ Σc,d| β1 ≤ Im z ≤ 〈Im g〉, c < Re z < d} .
Similarly, for an α large enough as above, define
α1 := Im γ−(Re z) + α
h
ε
1/3
0
ln
ε0(h)
1/3
h
and note that (10.22) implies the second statement of the proposition for Im z ≥ α1.
Approximate Primitive Define d(z) := dist (z, ∂Σ) and recall from (3.2) that
η  d(z). Recall that the density of eigenvalues given in Theorem 2.11 is given
by Ψ1, Ψ2 and Θ which are expressed explicitly in Proposition 2.12 and Theorem
2.11. Since Im g(x±) = Im z and ξ± = Re z − Re g(x±) (cf. Section 1), we conclude
together with Proposition 6.2 that for β1 ≤ Im z ≤ α1
Ψ1(z;h) =
1
2h
∂Im z(x−(z)− x+(z)) +O(d(z)−2) = 1
2h
∂2Im zS(z) +O(d(z)−2).
Next, it follows by (10.18) and Lemma 9.1 that
∣∣2hΨ2 − (∂Im zS)(−∂Im zΘ)∣∣ = O(d(z)3/4h1/2 e− 2Sh
δ2
)
+O(d(z)3/4h−3δ).
Thus,
1 +O(δd(z)−1/4h−3/2)
pi
{Ψ1(z;h) + Ψ2(z;h, δ)} e−Θ(z;h,δ)
=
1
2pih
∂Im z
[
(∂Im zS(z))e
−Θ(z;h,δ)]+R(z;h, δ)e−Θ(z;h,δ),(10.23)
where
R(z;h, δ) := O
(
d(z)−2 + d(z)3/4h−1/2
e−
2S
h
δ2
)
.
Let β1 ≤ β2 ≤ α1. Let us first treat the error term R. Similar as for (10.20), it
follows that
R(z;h, δ) = O
(
d(z)−2 + d(z)−3/4h−1/2 exp
{
−(Im z − Im γ
h
−)d(z)
1/2
Ch
})
.
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Hence,∣∣∣∣ ∫ α1
β1
R(z;h, δ)e−Θ(z;h,δ)d(Im z)
∣∣∣∣ ≤ [d(z)−1]α1β1O(1) exp{−Θ(Re z, α1;h, δ)}
+
d(z)1/4h1/2
O(1) exp
[
− exp
{
−(Im z − Im γ
h
−)d(z)
1/2
Ch
}] ∣∣∣∣α1
β1
=
β−11
O(1) exp
[
− exp
{
−(α1 − Im γ
h
−)α
1/2
1
Ch
}]
=
ε0(h)
−2/3
O(1) .(10.24)
Next,
1
2pih
∫ α1
β2
∂Im z
[
(∂Im zS(z))e
−Θ(z;h,δ)]L(Im z)
=
1
2pih
(x−(Im z)− x+(Im z))e−Θ(z;h,δ)
∣∣∣α1
β2
.(10.25)
Since, ∫
Σc,d
0≤Im z≤α1
1
2pih
p∗(dξ ∧ dx)(dz) = 1
2pih
(x−(α1)− x+(α1))
∫ d
c
dRe z
we conclude by (10.21) the second statement of the proposition for
β2 = Im γ−(Re z)− h
ε0(h)1/3
ln
(
β ln
ε0(h)
1/3
h
)
with β > 0 large enough. The last statement of the proposition can be deduced
similarly from (10.21), (10.25) and (10.24). 
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