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RADIAL SUBGRADIENT METHOD
BENJAMIN GRIMMER∗
Abstract. We present a subgradient method for minimizing non-smooth, non-Lipschitz convex
optimization problems. The only structure assumed is that a strictly feasible point is known. We
extend the work of Renegar [5] by taking a different perspective, leading to an algorithm which is
conceptually more natural, has notably improved convergence rates, and for which the analysis is
surprisingly simple. At each iteration, the algorithm takes a subgradient step and then performs
a line search to move radially towards (or away from) the known feasible point. Our convergence
results have striking similarities to those of traditional methods that require Lipschitz continuity.
Costly orthogonal projections typical of subgradient methods are entirely avoided.
Key words. subgradient method, convex optimization, non-Lipschitz optimization
AMS subject classifications. 90C25, 90C52, 65K15
1. Introduction. We consider the convex optimization problem of minimizing
a lower-semicontinuous convex function f : Rn → R ∪ {∞} when a point x0 in
the interior of the domain of f is known. Importantly, it is not assumed that f is
either smooth or Lipschitz. Note that any constrained convex optimization problem
fits under this model by setting the function value of all infeasible points to infinity
(provided the feasible region is closed and convex, and a point exists in the interior
of both the feasible region and the domain of f). This model can easily be extended
to allow affine constraints by considering the relative interior of the domain instead.
Without loss of generality, we have x0 = ~0 ∈ int domf and f(~0) < 0, which can
be achieved by replacing f(x) by f(x + x0) − f(x0) − h (for any positive constant
h > 0). Let f∗ = inf{f(x)} denote the function’s minimum value (which equals −∞
if the function is unbounded below).
This general minimization problem has been the focus of a recent paper by Rene-
gar [5]. Renegar develops a framework for converting the original non-Lipschitz prob-
lem into an equivalent Lipschitz problem, in a slightly lifted space. This transfor-
mation is geometric in nature and applied to a conic reformulation of the original
problem. By applying a subgradient approach to the reformulated problem, Renegar
achieves convergence bounds analogous to those of traditional methods that assume
Lipschitz continuity.
One difference in Renegar’s approach is that it guarantees relative accuracy of
a solution rather than absolute accuracy. A point x has absolute accuracy of ǫ if
f(x)−f∗ < ǫ. In contrast, a point x has relative accuracy of ǫ if (f(x)−f∗)/(0−f∗) <
ǫ. Note that here we measure error relative to an objective value of 0 since we assume
f(x0) < 0. This relative accuracy can be interpreted as a multiplicative accuracy
through simple algebraic rearrangement:
f(x)− f∗
0− f∗ < ǫ⇐⇒ f(x) < f
∗(1− ǫ).
We take a different perspective on the transformation underlying Renegar’s frame-
work. Instead of first converting the convex problem into conic form in a lifted space,
we define an equivalent transformation directly in terms of the original function.
Before stating our function-oriented transformation, we define the perspective
function of f for any γ > 0 as fp(x, γ) = γf(x/γ). Note that perspective func-
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tions have been studied in a variety of other contexts. Two interesting recent works
have considered optimization problems where perspective functions occur naturally.
In [3], Combettes and Mu¨ller investigate properties of the proximity operator of a
perspective function. In [1], Aravkin et al. construct a duality framework based on
gauges, which extends to perspective functions.
Based on the perspective function of f , our functional version of Renegar’s trans-
formation is defined as follows.
Definition 1.1. The radial reformulation of f of level z ∈ R is given by
γz(x) = inf {γ > 0 | fp(x, γ) ≤ z} .
As a simple consequence of Renegar’s transformation converting non-Lipschitz prob-
lems into Lipschitz ones, the radial reformulation of any convex function is both
convex and Lipschitz (shown in Lemma 2.1 and Proposition 2.2). As a result, the
radial reformulation is amenable to the application of traditional subgradient descent
methods, even if f is not.
We present modified versions of Renegar’s algorithms which are both conceptually
simpler and achieve notably improved convergence bounds. We elaborate on the
relationship between these algorithms in Section 1.1. Let ∂γz(x) denote the set of
subgradients of γz(·) at x. Then our algorithm is stated in Algorithm 1 with step
sizes given by a positive sequence {αi}.
Algorithm 1 Radial Subgradient Method
1: x0 = ~0, z0 = f(x0)
2: for i = 0, 1, . . . do
3: Select ζi ∈ ∂γzi(xi) {Pick a subgradient of γzi(·)}
4: x˜i+1 = xi − αiζi {Move in the subgradient direction}
5: if γzi(x˜i+1) = 0 then report unbounded objective and terminate.
6: (xi+1, zi+1) =
1
γzi(x˜i+1)
(x˜i+1, zi) {Radially update current solution}
7: end for
Critical to the strength of our results is the specification of the initial iterate,
x0 = ~0. Each iteration of this algorithm takes a subgradient step (with respect to
a radial reformulation γzi(·) of changing level) and then moves the resulting point
radially towards (or away from) the origin. This radial movement ensures that each
iterate xi lies in the domain of f .
Notably, this algorithm completely avoids computing orthogonal projections. Rene-
gar’s algorithms also have this computational advantage. Evaluating γz(·) only re-
quires a line search, which can be viewed as a radial projection. Further, the sub-
gradients of γz(·) can be easily computed from normal vectors of the epigraph of f
(shown in Proposition 2.4, which follows directly from an equivalent characterization
given in [5]). This can lead to substantial improvements in runtime over projected
subgradient methods, which require costly orthogonal projections every iteration. We
defer a deeper discussion of this improvement in iteration cost to [5].
We first give a general convergence guarantee for the Radial Subgradient Method,
where dist(x0, X) denotes the minimum distance from x0 = ~0 to a set X . As a
consequence, we find that proper selection of the step size will guarantee a subsequence
of the iterates has objective values converging to the optimal value.
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Let 〈·, ·〉 denote the inner product on Rn with associated norm ‖·‖. Define R =
sup{r ∈ R | f(x) ≤ 0 for all x with ‖x‖ ≤ r}. This scalar only appears in convergence
bounds, but is never assumed to be known.
Theorem 1.2. Let {xi} be the sequence generated by Algorithm 1 with steps sizes
αi. Consider any fˆ < 0 with nonempty level set Xˆ = {x | f(x) = fˆ}. Then for
any k ≥ 0, some iteration i ≤ k either identifies that f is unbounded on the ray
{tx˜i+1 | t > 0} or has
f(xi)− fˆ
0− f(xi) ≤
dist(x0, Xˆ)
2 + 1R2
∑k
j=0 α
2
j
(
fˆ
zj
)2
2
∑k
j=0 αj
fˆ
zj
.
Corollary 1.3. Consider any positive sequence {βi} with
∑∞
i=0 βi = ∞ and∑∞
i=0 β
2
i < ∞. Let {xi} be the sequence generated by Algorithm 1 with αi = −ziβi.
Then either some iteration identifies that f is unbounded on the ray {tx˜i+1 | t > 0}
or
lim
k→∞
min
i≤k
{f(xi)} = f∗.
Although the choice of step size in Corollary 1.3 guarantees that our algorithm
converges, it does not provide any bounds on the rate of convergence. We bound
the convergence rate of the Radial Subgradient Method in two cases: when a target
accuracy ǫ > 0 is given and when the optimal objective value f∗ is given. The resulting
convergence bounds for two particular choices of step sizes are stated in the following
theorems.
Theorem 1.4. Consider any ǫ > 0 and fˆ < 0 with nonempty level set Xˆ = {x |
f(x) = fˆ}. Let {xi} be the sequence generated by Algorithm 1 with αi = ǫ
2‖ζi‖2
.
Then some iteration
i ≤
⌈
4
3
dist(x0, Xˆ)
2
R2
1
ǫ2
⌉
either identifies that f is unbounded on the ray {tx˜i+1 | t > 0} or has
f(xi)− fˆ
0− fˆ ≤ ǫ.
Theorem 1.5. Suppose f∗ is finite and attained at some set of points X∗. Let
{xi} be the sequence generated by Algorithm 1 with αi = zi − f
∗
0− f∗
1
‖ζi‖2
. Then for any
ǫ > 0, some iteration
i ≤
⌈
dist(x0, X
∗)2
R2
1
ǫ2
⌉
has
f(xi)− f∗
0− f∗ ≤ ǫ.
These convergence bounds are remarkably simple and should have fairly small
constants in practice. In Section 1.1, we compare our results to those of Renegar
in [5]. Then in Section 2, we establish a number of relevant properties of our radial
reformulation, which follow from the equivalent structures in Renegar’s framework.
Finally in Section 3, we prove our main results on the convergence of the Radial
Subgradient Method.
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1.1. Comparison to Previous Results. Renegar presents two subgradient
algorithms (referred to as Algorithms A and B in [5]), which we paraphrase below in
terms of our function-oriented transformation as Algorithms 2 and 3. Algorithms 2
assumes a target accuracy ǫ > 0 is given as input. Algorithm 3 assumes the optimal
objective value f∗ is given as input.
Renegar’s analysis of these algorithms requires two additional assumptions on
f beyond the basic assumptions we make of lower-semicontinuity and convexity. In
particular, they further assume that the minimum objective value is finite and attained
at some point, and that the set of optimal solutions is bounded.
Algorithm 2 Function-oriented statement of Algorithm A in [5]
1: x0 = ~0, z0 = f(x0)
2: for i = 0, 1, . . . do
3: Select ζi ∈ ∂γzi(xi)
4: xi+1 = xi − αiζi, where αi = ǫ
2‖ζi‖2
5: zi+1 = zi
6: if γzi+1(xi+1) ≤ 3/4 then (xi+1, zi+1) :=
1
γzi+1(xi+1)
(xi+1, zi+1)
7: end for
Algorithm 3 Function-oriented statement of Algorithm B in [5]
1: x0 = ~0, z = f
∗
2: for i = 0, 1, . . . do
3: Select ζi ∈ ∂γz(xi)
4: xi+1 = xi − αiζi, where αi = γz(xi)− 1‖ζi‖2
5: end for
Notice that Algorithm 2 only does a radial update when the threshold γz(x) ≤ 3/4
is met and Algorithm 3 never does radial updates. This contrasts with our Radial
Subgradient Method which does updates every iteration. Recently in [4], Freund and
Lu presented an interesting approach to first-order optimization with similarities to
Renegar’s approach. Their method utilizes a similar thresholding condition for doing
periodic updates.
As previously mentioned, Renegar’s algorithms completely avoid computing or-
thogonal projections. As a result, these algorithms can have substantially lower per
iteration cost than traditional subgradient methods reliant on orthogonal projections.
Define D to be the diameter of the sublevel set {x | f(x) ≤ f(~0)}. Like R, this
scalar only appears in convergence bounds, but is never assumed to be known. Note
that the set of optimal solutions must be bounded for D to be finite. Then Renegar
proves the following convergence bounds.
Theorem 1.6 (Renegar [5], Theorem 1.1). Consider any ǫ > 0. If {xi} is the
sequence generated by Algorithm 2, then some iteration
i ≤
⌈
8
(
D
R
)2(
1
ǫ2
+
1
ǫ
log4/3
(
1 +
D
R
))⌉
has
f(xi/γzi(xi))− f∗
0− f∗ ≤ ǫ.
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Theorem 1.7 (Renegar [5], Theorem 1.2). If {xi} is the sequence generated by
Algorithm 3, then for any 0 < ǫ < 1, some iteration
i ≤
⌈
4
(
D
R
)2(
4
3
(
1− ǫ
ǫ
)2
+ 4
1− ǫ
ǫ
+ log2
(
1− ǫ
ǫ
)
+ log2
(
D
R
)
+ 1
)⌉
has
f(xi/γz(xi))− f∗
0− f∗ ≤ ǫ.
These bounds are remarkable in that they were the first to attain the same rate
of growth with respect to ǫ as traditional methods that assume Lipschitz continuity.
However, the constants involved could be very large. In particular, the value of D
can be enormous if a small perturbation of the problem would have an unbounded
set of optimal solutions. Note if the set of optimal solutions X∗ is nonempty, then
D > dist(x0, X
∗). As a result, our convergence bounds in Theorems 1.4 and 1.5
strictly improve upon those of Theorems 1.6 and 1.7.
2. Preliminaries. Renegar’s framework begins by converting the problem of
minimizing f into conic form. Let K be the closure of {(xs, s, ts) | s > 0, (x, t) ∈ epif},
which is the conic extension of the epigraph of f . Note that the restriction of K to
s = 1 is exactly the epigraph of f . Then Renegar considers the following equivalent
conic form problem
(1)
{
min t
s.t. s = 1, (x, s, t) ∈ K.
Observe that (~0, 1, 0) lies in the interior of K. Then Renegar defines the follow-
ing function, which lies at the heart of the framework. Although this function was
originally developed for any conic program, we state it specifically in terms the above
program.
λ(x, s, t) = inf{λ | (x, s, t) − λ(~0, 1, 0) 6∈ K}.
At this point, it is easy to show the connection between this function when re-
stricted to t = z and our radial reformulation of level z.
Lemma 2.1. For any x ∈ Rn and z ∈ R, γz(x) = 1− λ(x, 1, z).
Proof. Follows directly from the definitions of K and γz(·):
λ(x, 1, z) = sup
{
λ | (x, 1, z)− λ(~0, 1, 0) ∈ K
}
= sup
{
λ | 1− λ > 0, ( x
1− λ,
z
1− λ) ∈ epif
}
= sup
{
λ < 1 | f
(
x
1− λ
)
≤ z
1− λ
}
= 1− inf
{
(1− λ) > 0 | (1 − λ)f
(
x
1− λ
)
≤ z
}
= 1− γz(x).
As a consequence of Propositions 2.1 and 3.2 of [5], we know that the radial
reformulation is both convex and Lipschitz.
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Proposition 2.2. For any z ∈ R, the radial reformulation of level z, γz(·), is
convex and Lipschitz with constant 1/R (independent of the level z).
We now see that the radial reformulation is notably more well-behaved than the
original function f . However, to justify it as a meaningful proxy for the original
function in an optimization setting, we need to relate their minimum values. In
the following proposition, we establish such a connection between f and any radial
reformulation with a negative level.
Note that fp is strictly decreasing in γ. To see this, observe that, for any x ∈ Rn,
all sufficiently large γ have f(x/γ) < f(~0)/2 < 0. Then it follows that lim
γ→∞
fp(x, γ) ≤
lim
γ→∞
γf(~0)/2 = −∞. Since perspective functions are convex (see [2] for an elementary
proof of this fact), we conclude that fp is strictly decreasing in γ.
Proposition 2.3. For any z < 0, the minimum value of γz(·) is z/f∗ (where
z/−∞ := 0). Further, if γz(x) = 0, then lim
t→∞
f(tx) = −∞.
Proof. First we show that this minimum value lower bounds γz(x) for all x ∈ Rn.
Since f ((f∗/z)x) ≥ f∗, we know that γ = z/f∗ has fp(x, γ) ≥ z. Thus γz(x) ≥ z/f∗
since fp is strictly decreasing in γ.
Consider any sequence {xi} with f(xi) < 0 and lim
i→∞
f(xi) = f
∗. Observe that
fp
(
z
f(xi)
xi,
z
f(xi)
)
=
z
f(xi)
f(xi) = z.
Since fp is strictly decreasing in γ, we have γz ((z/f(xi))xi) = z/f(xi). It follows that
lim
i→∞
γz ((z/f(xi))xi) = z/f
∗. Then our lower bound is indeed the minimum value of
the radial reformulation.
Our second observation follows from the definition of the radial reformulation
(using the change of variables t = 1/γ):
γz(x) = 0⇔ inf{γ > 0 | f(x/γ) < z/γ} = 0
⇔ sup{t > 0 | f(tx) < tz} =∞
⇒ lim
t→∞
f(tx) = −∞.
Finally, we give a characterization of the subgradients of our radial reformulation.
Although this description is not necessary for our analysis, it helps establish the
practicality of the Radial Subgradient Method. We see that the subgradients of γz(·)
can be computed easily from normal vectors of the epigraph of the original function.
This result follows as a direct consequence of Proposition 7.1 of [5].
Proposition 2.4. For any z < 0, the subgradients of the radial reformulation
are given by
∂γz(x) =
{
γz(x)
〈ζ, x〉+ δz ζ | (
~0, 0) 6= (ζ, δ) ∈ Nepif
(
x
γz(x)
,
z
γz(x)
)}
.
3. Analysis of Convergence. First, we observe the following two properties
hold at each iteration of our algorithm.
Lemma 3.1. At any iteration k ≥ 0 of Algorithm 1, γzk(xk) = 1.
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Proof. When k = 0, we have fp(x0, 1) = z0, and so the result follows from
fp being strictly decreasing in γ. The general case follows from simple algebraic
manipulation:
γzk+1(xk+1) = inf {γ > 0 | γf(xk+1/γ) ≤ zk+1}
= inf
{
γ > 0 | γf
(
x˜k+1
γzk(x˜k+1)γ
)
≤ zk+1
}
= inf
{
γ > 0 | γzk(x˜k+1)γf
(
x˜k+1
γzk(x˜k+1)γ
)
≤ zk
}
=
1
γzk(x˜k+1)
γzk(x˜k+1) = 1.
Lemma 3.2. At any iteration k ≥ 0 of Algorithm 1, the following ordering holds
f∗ ≤ f(xk) ≤ zk < 0.
Proof. The first inequality follows from f∗ being the minimum value of f . The
second inequality is trivially true when k = 0. From the lower-semicontinuity of
fp(x, γ), we know fp(x˜k+1, γzk(x˜k+1)) ≤ zk. Then we have the second inequality
in general since f(xk+1) = f(x˜k+1/γzk(x˜k+1)) ≤ zk/γzk(x˜k+1) = zk+1. The third
inequality follows inductively since z0 < 0 and zk+1 = zk/γzk(x˜k+1) < 0.
The traditional analysis of subgradient descent, assuming Lipschitz continuity, is
based on an elementary inequality, which is stated in the following lemma.
Lemma 3.3. Consider any convex function g : Rn → R, x, y ∈ Rn, and ζ ∈ ∂g(x).
Then for any α > 0,
‖(x− αζ) − y‖2 ≤ ‖x− y‖2 − 2α(g(x) − g(y)) + α2‖ζ‖2.
Proof. Follows directly from applying the subgradient inequality, g(y) ≥ g(x) +
〈ζ, y − x〉:
‖(x− αζ) − y‖2 = ‖x− y‖2 − 2α〈ζ, x − y〉+ α2‖ζ‖2
≤ ‖x− y‖2 − 2α(g(x) − g(y)) + α2‖ζ‖2.
The core of proving the traditional subgradient descent bounds is to inductively
apply this lemma at each iteration. However, such an approach cannot be applied
directly to Algorithm 1 since the iterates are rescaled every iteration and the under-
lying function changes every iteration. The key to proving our convergence bounds is
setting up a modified inequality that can be applied inductively. This is done in the
following lemma.
Lemma 3.4. Consider any y with f(y) < 0. Then at any iteration k ≥ 0 of
Algorithm 1,
‖ f(y)
zk+1
xk+1 − y‖2 ≤ ‖f(y)
zk
xk − y‖2 − 2αk f(y)
zk
zk − f(y)
0− zk + α
2
k
(
f(y)
zk
)2
‖ζk‖2.
Proof. Applying Lemma 3.3 on γzk(·) with xk and
zk
f(y)
y implies
(2) ‖x˜k+1 − zk
f(y)
y‖2 ≤ ‖xk − zk
f(y)
y‖2 − 2αk
(
γzk(xk)− γzk
(
zk
f(y)
y
))
+ α2k‖ζk‖2.
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The value of γzk
(
zk
f(y)
y
)
can be derived directly. Observe that
fp
(
zk
f(y)
y,
zk
f(y)
)
=
zk
f(y)
f(y) = zk.
Then γzk
(
zk
f(y)
y
)
=
zk
f(y)
since fp is strictly decreasing in γ. Combining this with
Lemma 3.1 allows us to restate our inequality as
(3) ‖x˜k+1 − zk
f(y)
y‖2 ≤ ‖xk − zk
f(y)
y‖2 − 2αk
(
1− zk
f(y)
)
+ α2k‖ζk‖2.
Multiplying through by (f(y)/zk)
2 yields
(4) ‖f(y)
zk
x˜k+1 − y‖2 ≤ ‖f(y)
zk
xk − y‖2 − 2αk f(y)
zk
zk − f(y)
0− zk + α
2
k
(
f(y)
zk
)2
‖ζk‖2.
Noting that x˜k+1 =
zk
zk+1
xk+1 completes the proof.
3.1. Proof of Theorem 1.2. We assume that for all i ≤ k, we have γzi(x˜i+1) >
0 (otherwise the theorem immediately holds by Proposition 2.3). Then the first k
iterates of Algorithm 1 are well-defined. Consider any xˆ ∈ Xˆ . Inductively applying
Lemma 3.4 with y = xˆ produces
(5) ‖ fˆ
zk+1
xk+1 − xˆ‖2 ≤ ‖ fˆ
z0
x0 − xˆ‖2 −
k∑
i=0

2αi fˆ
zi
zi − fˆ
0− zi − α
2
i
(
fˆ
zi
)2
‖ζi‖2

 .
Noting that x0 = ~0, this implies
(6) 2
k∑
i=0
αi
fˆ
zi
zi − fˆ
0− zi ≤ ‖xˆ‖
2 +
k∑
i=0
α2i
(
fˆ
zi
)2
‖ζi‖2.
Minimizing over all xˆ ∈ Xˆ, we have
(7) 2
k∑
i=0
αi
fˆ
zi
zi − fˆ
0− zi ≤ dist(x0, Xˆ)
2 +
k∑
i=0
α2i
(
fˆ
zi
)2
‖ζi‖2.
From Proposition 2.2, we have ‖ζi‖ ≤ 1/R. Then rearrangement of this inequality
gives
(8) min
i≤k
{
zi − fˆ
0− zi
}
≤
dist(x0, Xˆ)
2 + 1R2
∑k
i=0 α
2
i
(
fˆ
zi
)2
2
∑k
i=0 αi
fˆ
zi
.
Then Theorem 1.2 follows from the fact that f(xi) ≤ zi < 0, as shown in Lemma 3.2.
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3.2. Proof of Corollary 1.3. Corollary 1.3 follows directly from Theorem 1.2.
By Proposition 2.3, the algorithm will correctly report unbounded objective if it
ever encounters γzi(x˜i+1) = 0 (and thus the corollary holds). So we assume this
never occurs, which implies the sequence of iterates {xi} is well-defined. By selecting
αi = −ziβi, the upper bound in Theorem 1.2 converges to zero:
lim
k→∞
dist(x0, Xˆ)
2 + 1R2
∑k
i=0 α
2
i
(
fˆ
zi
)2
2
∑k
i=0 αi
fˆ
zi
= lim
k→∞
dist(x0, Xˆ)
2 + fˆ2 1R2
∑k
i=0 β
2
i
−2fˆ∑ki=0 βi = 0.
Then we have the following convergence result
lim
k→∞
min
i≤k
{
f(xi)− fˆ
0− f(xi)
}
≤ 0.
This implies lim
k→∞
min
i≤k
{f(xi)} ≤ fˆ . Considering a sequence of fˆ approaching f∗ gives
the desired result.
3.3. Proof of Theorem 1.4. Let k =
⌈
4
3
dist(x0,Xˆ)
2
R2
1
ǫ2
⌉
. We assume γzi(x˜i+1) >
0 for all i ≤ k (otherwise the theorem immediately holds by Proposition 2.3). Then
the first k iterates of Algorithm 1 are well-defined. Combining (7) with our choice of
step size αi =
ǫ
2‖ζi‖2
yields
(9)
k∑
i=0
ǫ
‖ζi‖2
fˆ
zi
zi − fˆ
0− zi ≤ dist(x0, Xˆ)
2 +
k∑
i=0
(
fˆ
zi
)2
ǫ2
4‖ζi‖2
(10) =⇒
k∑
i=0
ǫ
‖ζi‖2
(
fˆ
zi
)2(
zi − fˆ
0− fˆ
− ǫ
4
)
≤ dist(x0, Xˆ)2
(11) =⇒ ǫ(k + 1)min
i≤k

 1‖ζi‖2
(
fˆ
zi
)2(
zi − fˆ
0− fˆ
− ǫ
4
)
 ≤ dist(x0, Xˆ)2.
If any i ≤ k has fˆ > zi, the theorem holds (as this would imply f(xi)−fˆ ≤ zi−fˆ < 0).
So we now assume fˆ/zi ≥ 1. Then, noting that ‖ζi‖ ≤ 1/R, we can simplify our
inequality to
(12) min
i≤k
{
zi − fˆ
0− fˆ −
ǫ
4
}
≤ dist(x0, Xˆ)
2
ǫR2(k + 1)
.
Since f(xi) ≤ zi from Lemma 3.2, we have the following, completing our proof of
Theorem 1.4,
(13) min
i≤k
{
f(xi)− fˆ
0− fˆ
}
≤ dist(x0, Xˆ)
2
ǫR2(k + 1)
+
ǫ
4
.
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3.4. Proof of Theorem 1.5. Since we assume f∗ is finite, we know all γzi(x˜i+1) ≥
zi/f
∗ > 0 (by Proposition 2.3). Thus the sequence of iterates {xi} is well-defined.
Consider any k ≥ 0. Then taking (7) with fˆ = f∗ gives
(14) 2
k∑
i=0
αi
f∗
zi
zi − f∗
0− zi ≤ dist(x0, X
∗)2 +
k∑
i=0
α2i
(
f∗
zi
)2
‖ζi‖2.
Combining this with our choice of step size αi =
zi − f∗
0− f∗
1
‖ζi‖2
yields
(15) 2
k∑
i=0
1
‖ζi‖2
(
zi − f∗
0− zi
)2
≤ dist(x0, X∗)2 +
k∑
i=0
1
‖ζi‖2
(
zi − f∗
0− zi
)2
(16) =⇒
k∑
i=0
1
‖ζi‖2
(
zi − f∗
0− zi
)2
≤ dist(x0, X∗)2
(17) =⇒ (k + 1)min
i≤k


(
1
‖ζi‖2
zi − f∗
0− zi
)2
 ≤ dist(x0, X∗)2.
From Proposition 2.2, we know ‖ζi‖ ≤ 1/R, and thus
(18) min
i≤k
{(
zi − f∗
0− zi
)2}
≤ dist(x0, X
∗)2
R2(k + 1)
.
From Lemma 3.2, we have f∗ ≤ f(xi) ≤ zi, which completes our proof by implying
(19) min
i≤k
{
f(xi)− f∗
0− f∗
}
≤ dist(x0, X
∗)
R
√
k + 1
.
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