We review a class of modules for the wreath product S m ≀ S n of two symmetric groups which are analogous to the Specht modules of the symmetric group, and prove a pair of branching rules for this family of modules. These branching rules describe the behaviour of these wreath product Specht modules under restriction to the wreath products S m−1 ≀ S n and S m ≀ S n−1 . In particular, we see that these restrictions of wreath product Specht modules have Specht module filtrations, and we obtain combinatorial interpretations of the multiplicities in these filtrations. * Supported by EPSRC grant [EP/M508068/1]
Introduction
Let k be a field. Recall that the Specht modules for the symmetric group S n (over k) are a family of kS n -modules (we shall use right modules in this article) which are indexed by the partitions of n. We shall write the Specht module for S n which is indexed by the partition λ as S λ . These Specht modules have a close relationship with the simple modules of kS n , and indeed if kS n is semisimple then the Specht modules are exactly the simple modules. Because of this and other properties, the Specht modules for kS n have been the subject of intense study for decades, and a large and varied literature has built up around them.
In this article we consider a class of modules for the wreath product S m ≀S n of two symmetric groups which are analogous to the Specht modules for the symmetric group. These modules may be obtained from Specht modules for S m and S n via a well-known method of constructing modules for wreath products, see for example [2] or [8, chapter 4] . We may alternatively obtain them as the cell modules of a certain cellular structure (in the sense of Graham and Lehrer) on the group algebra k(S m ≀ S n ). This cellularity was originally proved in [3] , while an alternative proof via the method of iterated inflation was given in [6] . The characterisation of these modules as cell modules allows us to see at once that they bear exactly the same relation to the simple modules for the wreath product as the symmetric group Specht modules bear to the simple modules for that group, and this justifies the name "Specht modules". Although the construction by which these modules may be obtained is well-known, the author is not aware that these modules have previously been studied in the literature as wreath produce analogues of the symmetric group Specht modules.
A key fact in the theory of Specht modules is the result of James which we shall call the "Specht branching rule", which gives a Specht filtration for the restriction of a Specht module from kS n to kS n−1 with an elegant combinatorial description of the set of Specht modules occurring in this filtration. Moreover, these multiplicities are independent of the field k. The main results presented in this paper are two Specht branching rules for the wreath product of two symmetric groups: the first describes the restriction of a wreath product Specht module from k(S m ≀S n ) to k(S m−1 ≀S n ), while the second describes the restriction to k(S m ≀ S n−1 ). In both cases, we obtain a Specht module filtration with multiplicities that do not depend on the field and which moreover have nice combinatorial descriptions.
Note that we are using the name "branching rule" in what is perhaps a slightly non-standard way. Indeed, in general group representation theory, if we have some nested family of finite groups G 1 ≤ G 2 ≤ · · · ≤ G n ≤ G n+1 · · · , then a branching rule is a result describing the simple composition factors of the restriction of a simple module from G n+1 to G n . However, our results are of a very similar nature, and indeed our Specht modules are in fact the simple modules when the group algebra is semisimple (in both the symmetric group and the wreath product case) and so in the semisimple case our Specht branching rules are in fact branching rules in the more usual sense.
Background
We shall work over a field k in this article. We shall often need to deal with tensor products of k-vector spaces, and we shall abbreviate ⊗ k to ⊗.
If G is a group and k is a field, then we shall write kG for the group algebra of G over k. By a kG-module, we shall mean a right kG-module of finite k-dimension. If G is a group with a subgroup H, then for a field k we shall write the operations of induction and restriction of modules between the group algebras kG and kH as ↑ G H and ↓ G H , with the field being implicit. Mackey's theorem is a fundamental result in finite group theory which describes the interaction of the operations of induction and restriction. If G is a finite group and H is a subgroup of G, then for g ∈ G we define H g to be the subgroup {g −1 hg | h ∈ H} of G, and we call this the conjugate subgroup of H by g (note that H g is isomorphic to H). Further, if X is a kH-module, then we define X g to be the kH g -module with underlying vector space X and action given by x(g −1 hg) = xh for x ∈ X and h ∈ H. We call this the conjugate module of X by g. Theorem 1. (Mackey's Theorem) [1, Theorem 3.3.4] Let G be a finite group with subgroups H and K, let U be a complete non-redundant system of (H, K)-double coset representatives in G, and let X be a right kH-module. Then we have a decomposition of right kK-modules
Filtrations
Let kG be a group algebra over a field, let M be a kG-module and X 1 , . . . , X t also be kG-modules. We say that M has a filtration by the modules X 1 , . . . , X t if there is a chain of submodules
is isomorphic to X l , then we say that X l occurs at the bottom of the filtration. Now suppose that for each i = 1, . . . , t, α i is a non-negative integer. We shall say that M has a filtration by the modules X 1 , . . . , X t where X i has multiplicity α i if there is a chain of submodules as above and a function f : {1, . . . , n} −→ {1, . . . , t} such that for each l, X f (l) is isomorphic to the quotient of M l by M l−1 , and |f −1 (i)| = α i for each i. Note that in the above definitions, we have not assumed that the modules X i are pairwise non-isomorphic. If there are isomorphisms between the modules X i , then the multiplicities in a filtration are not uniquely determined by the chain of submodules, and so the same chain of submodules can be considered to give rise to filtrations with different multiplicities. Even if the modules X i are pairwise non-isomorphic, so that the multiplicities are uniquely determined by the filtration, the multiplicities are not in general uniquely determined by the module, as the same module can have two chains of submodules where the X i occur with different multiplicities.
Combinatorics
We now review a few combinatorial concepts. We assume that the reader is already familiar with these notions, and so our treatment will be brief.
Recall that a composition of n is a tuple of non-negative integers adding up to n. We call n the size of α and write n = |α|. We call the elements of a composition its parts. We shall adopt the common shorthand of using exponent notation for repeated parts in a composition, so that for example we might write (3, 2 2 , 1 3 ) for (3, 2, 2, 1, 1, 1). A partition of n is a composition of n whose parts are all positive and appear in non-increasing order. We shall write λ ⊢ n to mean that λ is a partition of n. A simple total order on the partitions of an integer n is the lexicographic order, in which partitions are sorted by the size of their first part, then by the size of their second part, and so on. Thus in this order, (n) is the largest and (1 n ) the least partition.
The Young diagram of a composition α is an arrangement of rows of boxes with a number of boxes on the i th row (counting downward) equal to the i th part of α. If α, γ are compositions of n, then a tableau of shape α and type γ is a Young diagram of shape α where each box contains a positive integer i such that for each i ∈ {1, . . . , t} where t is the length of γ, i occurs exactly γ i times. Note that since we allow zero parts in compositions, a Young diagram or tableau can have empty rows. Now if λ, α are compositions such that |α| ≤ |λ| and the Young diagram of α lies wholly inside the Young diagram of λ (i.e. the length of α is at most the length of λ and α i ≤ λ i for all i from 1 to the length of α), then for γ a composition of |λ| − |α|, we define a skew tableau of shape λ \ α and type γ to be a diagram obtained by removing the boxes of the Young diagram of α from λ and then filling the remaining boxes with positive integers such that each i occurs γ i times, as for non-skew tableaux. Note that the boxes of a skew tableau may be non-contiguous, as in the example below.
If a tableau (skew or non-skew) has its entries strictly increasing down each column and weakly increasing from left to right across each row, we say that it is semistandard (note that there may be gaps in the columns of a skew tableau). Thus for example
is a semistandard skew tableau of shape (6, 4, 3, 3, 1) \ (3, 4, 2, 1) and type (2, 2, 3) .
A multicomposition of n is a tuple of compositions whose sizes add up to n. A multicomposition whose components are all partitions is called a multipartition. We typically use underlined symbols to denote multicompositions and index their components with superscripts, so that for example a multicomposition of length t might be written α, with α = (α 1 , . . . , α t ), and α i j being the j th part of the composition α i . The size of a multicomposition is the sum of the sizes of its parts, and if α = (α 1 , . . . , α t ) is a multicomposition of n, then we let |α| be the composition (|α 1 |, . . . , |α t |) of n.
Symmetric groups
If α is a composition of n, then we shall write S α for the Young subgroup of S n associated to α. We shall be making frequent use of the operations of induction and restriction between group algebras of symmetric groups and of their Young subgroups, for example X↑ kSn kSα and Y ↓ kSn kSα . To de-clutter such expressions, we shall abbreviate the notation by replacing the full symbols for the group algebras with the subscripts used to identify the various subgroups of S n involved, so for example the above would be abbreviated to X↑ n α and Y ↓ n α . Recall that we have for each n > 0 a natural embedding of the symmetric group S n−1 into S n by letting σ ∈ S n−1 act on 1, . . . , n by fixing n and permuting the other elements as it does in S n−1 . Thus we can regard S n−1 as a subgroup of S n and hence we may induce a module X from kS n−1 to kS n , or restrict a module Y from kS n to kS n−1 . We shall write these operations as X↑ n n−1 and Y ↓ n n−1 . If a kS n -module M has a filtration by the Specht modules S λ for λ ⊢ n, then we say that M has a Specht module filtration, or just a Specht filtration. Theorem 2. (Specht branching rule) ( [7] , Theorem 9.3) Let λ ⊢ n where n > 0, and let k be a field. Then the kS (n−1) -module S λ  n n−1 has a Specht filtration where for ν ⊢ (n − 1), S ν has multiplicity one if the Young diagram of ν can be obtained from the Young diagram of λ by removing a single box, and S ν has multiplicity zero otherwise.
We shall make use below of Littlewood-Richardson coefficients. These numbers appear in many different places in combinatorics and representation theory and have an extensive literature, but we shall only need a few basic facts. The reader is referred to the literature, for example [9, chapter 7] , for more details. Indeed, if λ is a partition of n and α, β are partitions whose sizes add up to n, then we have a non-negative integer c λ α,β called a Littlewood-Richardson coefficient. Moreover, if (α 1 , . . . , α t ) for t ≥ 1 is a tuple of partitions whose sizes add up to n, then we may define a more general Littlewood-Richardson coefficient c(λ; α). Indeed, for the case t = 1, we let c(λ; α) = c λ; (α 1 ) be 1 if α = (λ) and zero otherwise. For the case t = 2, we let c(λ; α) = c λ; (α 1 , α 2 ) = c λ α 1 ,α 2 . For t > 2, we define c(λ; α) by induction on t by setting
The Littlewood-Richardson rule [9, Theorem A1.3.3] states that c λ α,β is equal to the number of skew semistandard tableaux of shape λ \ α and type β where the sequence obtained by concatenating its reversed rows is a lattice word (if |β| = |λ| − |α|, then this number is zero). Here a lattice word is a finite sequence of integers, allowing repetitions, such that if for any r ≥ 0 and any i ≥ 0 we let # i r be the number of times i appears in the first r places of the sequence, then for each r we have # 1 r # 2 r # 3 r · · · . In particular, every Littlewood-Richardson coefficient is in fact a non-negative integer.
Wreath products
We shall now review some key definitions and constructions connected to wreath products. For more details, see [2] and [8, chapter 4] . Let n and m be non-negative integers. The wreath product of S n on S m is the group whose underlying set is the Cartesian product of S n with n copies of S m . We shall write elements of S m ≀S n as (σ; α 1 , α 2 , . . . , α n ) for α 1 , α 2 , . . . , α n ∈ S m and σ ∈ S n . Multiplication is given by the formula
If G is a subgroup of S m and H a subgroup of S n , we shall write G≀H for the subgroup of S m ≀S n consisting of all elements (σ; α 1 , α 2 , . . . , α n ) for α 1 , α 2 , . . . , α n ∈ G and σ ∈ H. We shall make frequent use of such groups where G and H are each either the full symmetric group or a Young subgroup thereof, and we shall often restrict or induce modules between such groups, for example X↑ k(Sm≀Sn) k(Sm≀Sγ ) and Y ↓ k(Sm≀Sn) k(Sm≀Sγ ) where γ is some composition of n. As with the symmetric group, we shall de-clutter such expressions where possible by suppressing the field and replacing the full symbols for subgroups of S m and S n with the subscript used to identify them, so for example the above would be abbreviated to X↑ m≀n m≀γ and Y ↓ m≀n m≀γ . We now extend the notion of a Young subgroup to encompass multicompositions. Let γ = (γ 1 , . . . , γ t ) be a t-multicomposition of n (t some non-negative integer) and letγ be the composition of n obtained by concatenating the compositions γ 1 , . . . , γ t in that order (soγ consists of the parts of γ 1 , followed by the parts of γ 2 , and so on). We define the Young subgroup of S n associated to γ to be the Young subgroup Sγ associated toγ, and we write S γ for this subgroup. Thus we have a canonical isomorphism
We now recall several standard methods for constructing modules for wreath products, as described in [8, Firstly, let G be a subgroup of S m , and let X be a kG-module. We define X ⊠n to be the k(G≀S n )-module obtained by equipping the k-vector space X ⊗n (that is, the tensor product over k of n copies of X) with the action given by the formula
More generally, let X 1 , . . . , X t be kG-modules, and γ = (γ 1 , . . . , γ t ) a composition of n of length t. We form a k(G≀S γ )-module by equipping the k-vector space
with the action given by the formula
where each x i lies in the appropriate X j , α 1 , . . . , α n ∈ G, and σ ∈ S γ . We denote this module by X 1 , . . . , X t ⊠γ , and we note that X ⊠n is the special case of this construction where γ has an n in one place and all the other parts are 0. Now let G be a subgroup of S m , H be a subgroup of S n , and Y a kHmodule. It is easy to check that we may make Y into a k(G≀H)-module via the formula y(σ; α 1 , . . . , α n ) = yσ
for y ∈ Y , α 1 , . . . , α n ∈ G, and σ ∈ H. This module may be understood by noting that G≀H is the semidirect product of the normal subgroup consisting of all elements (e; α 1 , . . . , α n ) for α 1 , . . . , α n ∈ G with the subgroup consisting of all elements (σ; e, . . . , e) for σ ∈ H. This latter subgroup is canonically isomorphic to H, and hence we see that the module obtained from Y via (2) is the inflation of Y from H to G≀H with respect to the semidirect product structure. Hence we shall denote this module by Inf G≀H H Y . Now let H be a subgroup of S n , G be a subgroup of S m , Y be a kH-module, and further let Z be a k(G≀H)-module. Then we define a k(G≀H)-module Z⊘Y as follows: the underlying k-vector space is Z⊗Y , and the action is given by the formula
Thus we see that we have an equality of k(G≀H)-modules Z⊘Y = Z ⊗ Inf G≀H H Y where the module on the right-hand side is the internal tensor product of the k(G≀H)-modules Z and Inf G≀H H Y . Since taking the (internal) tensor product of group modules and inflating group modules are both exact functors, it follows that the operation − ⊘ − preserves filtrations in both places, in the sense that a filtration of Z by modules X i induces a filtration of Z ⊘ Y by modules X i ⊘ Y with the same multiplicities, and similarly for a filtration of Y .
We can combine the above constructions as follows: if G is a subgroup of S m , X 1 , . . . , X t are kG-modules and Y is a kS γ -module for γ a composition of n, then we obtain a k(G≀S γ )-module X 1 , . . . , X t ⊠γ ⊘Y with underlying vector space X ⊗γ 1 1 ⊗ X ⊗γ 2 2 ⊗ · · · ⊗ X ⊗γt t ⊗Y and action given by the formula
We now recall an elementary construction for producing kS γ -modules Y for use in the above constructions. Indeed, for each i ∈ {1, . . . , t}, let Y i be a right kS γ i -module. Now recall that we have a canonical identification of the group S γ with the direct product S γ 1 × S γ 2 × · · · × S γt of groups. Thus any module for k(S γ 1 ×S γ 2 × · · · ×S γt ) may be regarded as a kS γ -module in a canonical way, and vice versa.
Now if G is a subgroup of S m and γ is a composition of n, then we have an obvious isomorphism between G≀S γ and (G≀S γ 1 ) × (G≀S γ 2 ) × · · · × (G≀S γt ), and hence we have a canonical identification of algebras between k(G≀S γ ) and k (G≀S γ 1 ) ⊗ k (G≀S γ 2 ) ⊗ · · · ⊗ k (G≀S γt ). With this identification, it is now easy to see that we have an isomorphism of modules
(this isomorphism was given in [2, Lemma 3.2 (1)]).
Proposition 3. Let G 1 ⊆ G 2 be subgroups of S m and X a kG 2 -module. Then we have an isomorphism of k(G 1 ≀ S n )-modules
Proof. This is immediate from the definition of (−) ⊠n .
. . , α t ) be a composition of n and let V be a k(G≀S n )-module, W be a k(G≀S α )-module, X be a kS n -module and Y be a kS α -module. Then we have module isomorphisms
where the symbols n and α represent the subgroups S n and S α of S n , respectively.
Wreath product Specht modules
We now define analogues for the wreath product S m ≀ S n of the Specht modules of the symmetric group using the above constructions. As mentioned in the introduction, although these constructions are well-known, the author is not aware that these modules have previously been considered as analogues of the symmetric group Specht modules. Firstly we define some useful notation. If Y 1 , . . . , Y s are kS m -modules and η = (η 1 , . . . , η s ) is an s-component multipartition of n, then we define
We take r to be the number of distinct partitions of m, and we enumerate them in the lexicographic order as follows
and we call S ν the the Specht module for S m ≀S n associated to ν. For later convenience, we also define a k(S m ≀ S |ν| )-module
As mentioned above, the use of the name "Specht module" here is justified by the fact that these modules have the same relationship with the simple modules of k(S m ≀ S n ) as the Specht modules of kS n have with the simple of kS n . This may be demonstrated by noting that the wreath product Specht modules occur as the cell modules of a cellular structure on k(S m ≀ S n ), in the sense of Graham and Lehrer [4] . For details, see [6] and [5, section 5.5] .
We now consider how filtrations of the kS m -modules
This question was answered by Chuang and Tan in [2] , and the results we now present are taken from there. However, we shall present these results in a very slightly modified form, using the notion of a multipartition matrix, which is simply a matrix whose entries are multipartitions. We shall typically denote the multipartition matrix whose (i, j) th entry is the multipartition ǫ ij as [ǫ]. Thus a multipartition matrix is simply a matrix whose entries are tuples of tuples of integers. Now let s and t be positive integers, let α, β be compositions of the same integer n and with lengths s and t respectively, and let L be an s×t matrix with non-negative integer entries. We define Mat Λ (L; α×β) to be the set of all s×t multipartition matrices [ǫ] such that:
1. for each i = 1, . . . , s, the sum of all of the integers occurring in the i th row of [ǫ] is equal to the i th part of α;
2. for each j = 1, . . . , t, the sum of all of the integers occurring in the j th column of [ǫ] is equal to the j th part of β;
3. the length of the (i, j) th entry of [ǫ] is equal to the (i, j) th entry of L.
From [2] we have the following result. Note that [2] formally makes the assumption that the modules X 1 , . . . , X t are pairwise non-isomorphic, but this is not in fact needed for the proof. For a very detailed proof of the result in this form, see also section 6.4 of the author's PhD thesis, [5] .
where we define A to be the s × t integer matrix whose (i, j) th entry is a i j . Further, suppose that we have s = t and moreover that we have w i = i for each i = 1, . . . , t. Then the module occurring at the bottom of this filtration is S η (X 1 , . . . , X t ).
First Specht branching rule for wreath products
For m > 0, we can embed S m−1 ≀ S n into S m ≀ S n using the canonical embedding of S m−1 into S m , thus identifying S m−1 ≀ S n with the subgroup of S m ≀ S n consisting of all elements (σ; α 1 , . . . , α n ) where σ ∈ S n and each α i is an element of the subgroup S m−1 of S m . Hence for λ = (λ 1 , . . . , λ r ) an r-multipartition of n, we can consider the k(S m−1 ≀ S n )-module
where U represents a complete non-redundant system of (S m ≀ S |λ| , S (m−1) ≀ S n )-double coset representatives in S m ≀ S n , and where we allow ourselves a slight abuse of notation by writing (m ≀ |λ|) u to represent the subgroup (S m ≀ S |λ| ) u conjugate to S m ≀ S |λ| by u, and (m ≀ |λ|) u ∩ (m − 1) ≀ n for the intersection of this subgroup with S (m−1) ≀ S n . But it turns out that in fact the group S m ≀ S n is a single (S m ≀ S |λ| , S (m−1) ≀ S n )-double coset. Indeed, choosing (σ; α 1 , . . . , α n ) ∈ S m ≀ S n , we have equalities of double cosets S m ≀S |λ| (σ; α 1 , . . . , α n ) S (m−1) ≀S n = S m ≀S |λ| (e; α (1)σ , . . . , α (n)σ )(e; e, . . . , e)(σ; e, . . . , e) S (m−1) ≀S n = S m ≀S |λ| (e; e, . . . , e) S (m−1) ≀S n and so we may take U = {(e; e, . . . , e)}. We thus have
and clearly S m ≀S |λ| ∩ S (m−1) ≀S n = S (m−1) ≀S |λ| (note that formally these are subgroups of S m ≀ S n , so that S (m−1) ≀ S |λ| is the subgroup of S m ≀ S n consisting of all elements (σ; α 1 , . . . , α n ) for σ ∈ S |λ| and α i ∈ S (m−1) S m ). Thus we have
(it is easy to prove this directly)
(using the isomorphism (4)).
Now let us fix the partitions of m − 1 just as we have done for m. Indeed, let t be the number of distinct partitions of m − 1, and let
be the partitions of m − 1 in lexicographic order. Then by Theorem 2, we have for any i ∈ {1, . . . , r} a filtration of S µ i  m m−1 by the modules S θ j , where S θ j has multiplicity a i j , where we define a i j to be 1 if θ j can be obtained by removing a box from µ i , and zero otherwise. It now follows by Proposition 5 that we have a filtration of S λ  m≀n (m−1)≀n by the modules S ν for ν a tmultipartition of n where S ν has multiplicity
where A is the r × t integer matrix whose (i, j) th entry is a i j . This filtration is the basis of our desired Specht branching rule, but we would like some kind of combinatorial interpretation of the multiplicities which occur. Our task is now to find such an interpretation.
So with λ as above and ν a t-multipartition of n, consider, for a given multipartition matrix
Now the (i, j) th entry of [ǫ] is a multipartition of length 1, say (ǫ ij ), if θ j can be obtained by removing a box from µ i , and () otherwise. This gives us an alternative way to think of such multipartition matrices and calculate the associated coefficient (5), as we shall now explain.
Recall that we can arrange the set of all partitions of all non-negative integers in a graphical structure called the Young graph, by arranging the partitions in layers, with the partitions of size s forming the s th layer, and then for each partition λ ⊢ s in the s th layer, drawing an edge from λ to each partition of s − 1 in the (s − 1) th layer which can be obtained from λ by removing a single box. For example, the second and third rows of the Young graph, together with the edges connecting them, look like this .
For our purposes, we are interested in the subgraph of the Young graph consisting of the m th and (m−1) th layers together with the edges connecting them. Let us call this subgraph Y m . So for example if m = 3, Y 3 is the graph (6) . We see that there is a natural one-to-one correspondence between the 1's in the matrix A and the edges in Y m . Indeed, a 1 in the (i, j) th place of A corresponds to an edge linking θ j ⊢ m − 1 and µ i ⊢ m in Y m . We now see that a multipartition matrix [ǫ] ∈ Mat Λ (A; |λ| × |ν|) may be identified with a labelling of the edges in Y m by partitions. Indeed, to obtain such a labelling from such a matrix [ǫ], we label the edge linking θ j and µ i in Y m , if it exists, with the partition ǫ ij which is the unique entry of the length 1 multipartition which is the (i, j) th entry of [ǫ] . We may easily see that we have now established a one-to-one correspondence between on the one hand the set Mat Λ (A; |λ| × |ν|) and on the other hand labellings of the edges of Y m by integer partitions, such that for each i = 1, . . . , r the sizes of the partitions labelling the edges touching the node µ i ⊢ m of Y m add up to |λ i |, and similarly for each j = 1, . . . , t the sizes of the partitions labelling the edges touching the node θ j ⊢ m − 1 of Y m add up to |ν i |. We shall henceforth call such a labelling of Y m a labelling of shape |λ| × |ν|. The diagram (8) below is an example of such a labelling. We now explain how to calculate the coefficient (5) associated to a labelling of Y m of shape |λ| × |ν|. In order to do this, we need to introduce a graph which is a modified version of Y m . Indeed, recall that we have multipartitions λ = (λ 1 , . . . , λ r ) and ν = (ν 1 , . . . , ν t ) of n. We define Y m (λ, ν) to be the graph obtained by replacing each partition µ i ⊢ m with λ i , and each partition θ j ⊢ m − 1 with ν j . Thus for example if m = 3 (so that r = 3 and t = 2) and n = 6, and we take λ = (2), (1, 1), (1, 1) and ν = (3), (2, 1) , then Y 3 (λ, ν) is the graph .
We now see that a labelling of Y m of shape |λ|×|ν| corresponds to a labelling of the edges Y m (λ, ν) by partitions in such a way that, for each partition γ lying at a node of Y m (λ, ν), the sizes of the partitions labelling all the edges touching γ add up to |γ|. We call such a labelling of Y m (λ, ν) a good labelling of Y m (λ, ν). To continue our example, one good labelling of the graph Y 3 (λ, ν) depicted in (7) is .
Looking back through our arguments, we see that this labelling corresponds to the multipartition matrix
(where we have labelled the rows and columns with the entries of λ and ν respectively) and further we see that the coefficient (5) associated to this multipartition matrix is c (2); (2) · c (1, 1); (1), (1) · c (1, 1); (1, 1) · c (3); (2), (1) · c (2, 1); (1), (1, 1) .
By using our definition of the Littlewood-Richardson coefficient c(λ; α) and the Littlewood-Richardson rule, we may see that each of these Littlewood-Richardson coefficients is 1, and hence the coefficient associated to the graph (8) is 1.
In the general case, we see that the coefficient associated to a good labelling of Y m (λ, ν) is formed by taking the product, over all partitions γ which are nodes of Y m (λ, ν) (that is, over all partitions of m and of m − 1), of the Littlewood-Richardson coefficients c γ; (δ 1 , . . . , δ s ) , where δ 1 , . . . , δ s are the partitions labelling all of the edges which touch γ in Y m (λ, ν). If L is a good labelling of Y m (λ, ν), we denote this coefficient by M L .
We have now proved the following Specht branching rule, and we note that the multiplicities in this theorem are independent of the field k. Theorem 6. Let m > 0, and as above let r be the number of distinct partitions of m and t the number of distinct partitions of m − 1. Let λ be an r-multipartition of n. Then we have a filtration of the k(S m−1 ≀ S n )-module S λ  m≀n (m−1)≀n by Specht modules S ν for t-multipartitions ν of n, where the multiplicity of S ν is the sum over all good labellings L of Y m (λ, ν) of the coefficients M L .
Let us now extend our example to calculate the multiplicity which S ((3),(2,1)) has in our filtration of S ((2),(1,1),(1,1))  3 ≀ 6 2 ≀ 6 . We have already calculated that the coefficient M L is equal to 1 when L is the labelling (8) . We shall show that if λ = (2), (1, 1), (1, 1) and ν = (3), (2, 1) , then for any good labelling L of Y 3 (λ, ν) other than (8), we have M L = 0. Thus the multiplicity which we seek is in fact 1. Indeed, suppose that we have some good labelling L of Y 3 (λ, ν). Then L is equal to
for some integer partitions δ 1 , δ 2 , δ 3 , δ 4 . Now by the definition of a good labelling of Y 3 (λ, ν), we see that we must have |δ 1 | = 2, |δ 2 | = 1, |δ 3 | = 1, |δ 4 | = 2, so that δ 2 = δ 3 = (1). We now see that
By our definition of the Littlewood-Richardson coefficient c(λ; α), the only case where this is nonzero is the case where δ 1 = (2) and δ 4 = (1, 1), as in (8).
Tableau combinatorics
We now examine some tableau combinatorics which we shall use to help us understand the double cosets of certain pairs of subgroups in S n . The material in this section is taken from the account given by Wildon in his unpublished note [10] . Throughout this section we fix α = (α 1 , α 2 , . . . , α l ) to be a composition of n of length l, and γ = (γ 1 , γ 2 , . . . , γ t ) to be a composition of n of length t. For our fixed composition α of n, we let S n act (from the right) on both the set of tableaux of shape α and type γ, by permuting the entries of a tableau as follows. For a tableau τ , number the boxes of the tableau from 1 to n going from left to right across each row in turn, starting with the top row and working down. Let σ ∈ S n . Then τ σ is defined to be the tableau obtained from τ by moving the number in box number i to box number (i)σ, for each i = 1, . . . , n. For example, let us take n = 13, α = (5, 3, 4, 1), γ = (4, 5, 4), σ = (1, 12, 3, 6)(5, 7, 13)(8, 10) ∈ S 13 , and τ = 1 2 1 3 2 2 3 2 2 3 1 3 1
.
The reader may verify that we have τ σ = 2 2 3 3 1 1 2 3 2 2 1 1 3
It is easy to see that this definition does indeed yield a S n action as claimed, and it is obvious that this S n action is transitive. It is natural to ask what the stabilizer of a given tableau is under this action, and in order to answer this we now consider certain special tableaux of shape α and type γ. Indeed, for our compositions α and γ, we construct the standard tableau of shape α and type γ as follows: we begin with a Young diagram of shape α with the boxes numbered as described above, and then working from box 1 to box n we enter first γ 1 1's, then γ 2 2's, and so on. We denote this tableau by τ α γ . For example, if we take n = 13, α = (2, 0, 3, 1, 3, 4) and γ = (3, 5, 0, 4, 1), then we have Our purpose in studying tableaux is to gain an understanding of certain kinds of double cosets in S n , and we shall next show how we may use a particular subset of tableaux to index these double cosets in a natural way. We say that a tableau of shape α and type γ has weakly increasing rows if the entries in its rows are weakly increasing from left to right.
We now seek a condition on σ ∈ S n which ensures that the tableau τ α γ σ has weakly increasing rows. To do this, we recall the notion of the length of a permutation, which is defined to be the total number of inversions of the permutation, where an inversion of a permutation σ ∈ S n is a pair (i, j) such that 1 ≤ i < j ≤ n and (i)σ > (j)σ.
We shall prove that if σ ∈ S n is of minimal length in its S α -coset σS α , then the tableau τ α γ σ has weakly increasing rows. For this, we shall need a well-known combinatorial fact. We define a descent of σ to be an inversion (j, j + 1) of σ for some 1 ≤ j < n. Lemma 8. Let σ ∈ S n , and suppose that (j, j +1) is a descent of σ −1 . Then len σ(j, j + 1) = len(σ) − 1.
Proof. ([10], Lemma 2.1) The claim will be established by proving two facts for any θ ∈ S n : firstly, that len(θ) = len(θ −1 ), and secondly that if (j, j + 1) is a descent of θ, then len (j, j + 1)θ = len(θ) − 1. Indeed, we then have len σ(j, j + 1) = len ((j, j
To see that len(θ) = len(θ −1 ), we note that it is easy to prove directly that (x, y) is an inversion of θ if and only if ((y)θ, (x)θ) is an inversion of θ −1 . Further, the map (x, y) −→ ((y)θ, (x)θ) is clearly a bijection from {1, . . . , n} × {1, . . . , n} to itself. Hence the inversions of θ and θ −1 are in bijection, so that len(θ) = len(θ −1 ).
For the second property, we have trivially for any x, y ∈ {1, . . . , n} that (x)θ > (y)θ if and only if (x)(j, j + 1)(j, j + 1)θ > (y)(j, j + 1)(j, j + 1)θ. From this we may easily see that if x < y and the pair (x, y) does not equal the pair (j, j + 1), then (x)(j, j + 1) < (y)(j, j + 1). Moreover, (x, y) is then an inversion of θ if and only if (x)(j, j + 1), (y)(j, j + 1) is an inversion of (j, j + 1)θ. Further, the pair (j, j + 1) is by assumption a descent of θ but is not a descent of (j, j + 1)θ, and the second property is now established. Proof. Suppose that τ α γ σ does not have weakly increasing rows. Indeed, suppose that the i th row of τ α γ σ is not weakly increasing, and let us define a = 1 + i−1 j=1 α i and b = i j=1 α i so that (with our numbering of the boxes of a Young diagram as in the definition of the action of S n ) the boxes on the i th row of τ α γ σ are numbered from a to b. The fact that the i th row of τ α γ σ is not weakly increasing means that we have some (p, q) with a ≤ p < q ≤ b such that the entry in the box of τ α γ σ with number p is greater than the entry in the box of τ α γ σ with number q. Now by the definition of the action of S n on tableaux, we have for any j that the entry which is in box number j in τ α γ σ is the entry from box number (j)σ −1 in τ α γ . By the definition of τ α γ , if i < j then the entry in the box of τ α with number i is less than the entry in the box of τ α γ with number j. Hence we must have (p)σ −1 > (q)σ −1 , and so (p, q) is an inversion of σ −1 . This implies that there must be a descent (j, j + 1) of σ −1 such that a ≤ j < b, for if not then we must have
a contradiction. But then σ(j, j + 1) ∈ σS α since (j, j + 1) ∈ S α , and by Lemma 8, σ(j, j +1) has length one less than σ, contradicting the minimality of the length of σ in σS α .
We now demonstrate how tableaux with weakly increasing rows can be used to index double cosets. Let us define W α γ to be the set of all tableaux of shape α and type γ with weakly increasing rows. Further, let us take Ω α γ to be a complete system of (S γ , S α )-double coset representatives in S n , where each element σ of Ω α γ is of minimal length in its left coset σS α .
Proof. To prove that the map is onto, let τ be an element of W α γ . Then certainly τ = τ α γ θ for some θ ∈ S n , since our action of S n on tableaux is transitive. But θ = uσv for some σ ∈ Ω α γ , u ∈ S γ , v ∈ S α , so that τ = τ α γ uσv. Now by Proposition 7, the stabilizer of τ α γ under the action of S n is S γ , and so τ = τ α γ σv. Hence τ v −1 = τ α γ σ. But σ is certainly of minimal length in its left S α -coset, and hence by Proposition 9 τ α γ σ has weakly increasing rows, so τ v −1 has weakly increasing rows. But v −1 ∈ S α , and so the action of v −1 on τ just permutes the elements within each row of τ . The fact that τ v −1 and τ both have weakly increasing rows now implies that τ = τ v −1 and thus that τ = τ α γ σ. To see that the map is one-to-one, suppose that τ α γ σ 1 = τ α γ σ 2 for σ 1 , σ 2 ∈ Ω α γ . Thus τ α γ σ 1 σ −1 2 = τ α γ and hence by Proposition 7 σ 1 σ −1 2 ∈ S γ . It now follows at once that S γ σ 1 S α = S γ σ 2 S α and hence that σ 1 = σ 2 .
Corollary 11. Suppose that we have σ 1 , . . . , σ N ∈ S n such that if i = j then τ α γ σ i = τ α γ σ j and further {τ α γ σ i | 1 i N } = W α γ . Then σ 1 , . . . , σ N is a complete system of (S γ , S α )-double coset representatives in S n without redundancy.
Proof. With our system of (S γ , S α )-double coset representatives Ω α γ as above, we may by Proposition 10 list the distinct elements of Ω α γ as ω 1 , . . . , ω N such that τ α γ σ i = τ α γ ω i . This implies that τ α γ = τ α γ ω i σ −1 i , and hence that
and so σ 1 , . . . , σ N is a complete system of (S γ , S α )-double coset representatives in S n without redundancy.
Second Specht branching rule for wreath products
For n > 0, we can embed S m ≀S n−1 into S m ≀S n by mapping (σ; α 1 , . . . , α n−1 ), where σ ∈ S n−1 , α i ∈ S m , to (σ; α 1 , . . . , α n−1 , e), making use of the canonical embedding of S n−1 into S n . Hence for λ = (λ 1 , . . . , λ r ) an r-multipartition of n, we can consider the k(S m ≀ S n−1 )-module
obtained by restricting S λ from k(S m ≀ S n ) to k(S m ≀ S n−1 ). By Mackey's Theorem we have
with minor notational abuses as in the argument for the first branching rule, and where U represents a complete non-redundant system of (S m ≀ S |λ| , S m ≀ S n−1 )-double coset representatives in S m ≀ S n . We thus want to find such a set of double coset representatives. For σ ∈ S n , let us writeσ for the element (σ; e, . . . , e) of S m ≀ S n . Let σ 1 , . . . , σ N be a complete non-redundant system of (S |λ| , S n−1 )-double coset representatives in S n . We claim thatσ 1 , . . . ,σ N is then a complete non-redundant system of (S m ≀ S |λ| , S m ≀ S n−1 )-double coset representatives in S m ≀ S n . Indeed, if (θ; α 1 , . . . , α n ) ∈ S m ≀ S n , then we have θ = ǫσ i δ for some i ∈ {1, . . . , N }, ǫ ∈ S |λ| and δ ∈ S n−1 , and it follows that 
Henceσ i ∈ S m ≀ S |λ| σ j S m ≀ S n−1 , so that we have ǫ ∈ S |λ| , δ ∈ S n−1 and elements α i , β i of S m such that (σ i ; e, . . . , e) = (ǫ; α 1 , . . . , α n )(σ j ; e, . . . , e)(δ; β 1 , . . . , β n−1 , e) from which it follows that σ i = ǫσ j δ and hence that i = j. Thus we now seek such σ 1 , . . . , σ N , and to do this we shall make use of our work on tableaux. Now recall that if α, γ are compositions of n, then we have defined the tableau τ α γ to be the tableau of shape α whose entries, read from left to right across each row in turn starting with the top row, consist of γ 1 1's, then γ 2 2's, then γ 3 3's, and so on. So for example if n = 9, α = (8, 1) and γ = (3, 1, 0, 2, 3), then τ α γ = 1 1 1 2 4 4 5 5 5
Further, we know by Corollary 11 that if we have σ 1 , . . . , σ N ∈ S n such that τ α γ σ 1 , . . . , τ α γ σ N is a complete list, with no repetition, of the tableaux of shape α and type γ with weakly increasing rows, then σ 1 , . . . , σ N is in fact a complete system of (S γ , S α )-double coset representatives without redundancy. We now apply this in the case where α = (n − 1, 1) and γ = |λ| to obtain our desired system of (S |λ| , S n−1 )-double coset representatives in S n , noting that the subgroup S n−1 of S n is exactly the Young subgroup S (n−1,1) . The following example should serve to illustrate the general argument which we shall give below.
Keep n = 9, and suppose that |λ| = (3, 1, 0, 2, 3) as above. Then the possible tableaux of shape (n − 1, 1) and type |λ| with weakly increasing rows are 1 1 1 2 4 4 5 5 5 Thus, a complete non-redundant system of (S |λ| , S (n−1,1) )-double coset representatives is e, (6, 9, 8, 7) , (4, 9, 8, 7, 6, 5) , (3, 9, 8, 7, 6, 5, 4) , recalling that in our action of S n on tableaux, σ ∈ S n acts by moving the contents of the i th box to the (i)σ th box, where the boxes of a tableau are numbered with the numbers 1, . . . , n from left to right across each row, working from the top row to the bottom row. The general case works in exactly the same way as the example. Indeed, recall that λ = (λ 1 , . . . , λ r ). For i = 1, . . . , r we let b i = |λ 1 | + · · · + |λ i |, so that we have a sequence 0 ≤ b 1 ≤ b 2 ≤ · · · ≤ b r = n. Then for each i = 1, . . . , r such that b i = 0 we define an element ρ i of S n by letting
(where e is the identity element). By letting i run through all 1, . . . , r such that |λ i | > 0, we obtain a complete list of all the distinct ρ i without repetition. As in the above example, we see that the set of all tableaux τ (n−1,1) |λ| ρ i for i such that |λ i | > 0 forms a complete list of all of the tableaux of shape (n − 1, 1) and type |λ| with weakly increasing rows. Hence by Corollary 11 we see that the collection of all ρ i for i such that |λ i | > 0 forms a complete non-redundant system of (S |λ| , S n−1 )-double coset representatives in S n , and hence the collection of allρ i for i such that |λ i | > 0 forms a complete nonredundant system of (S m ≀ S |λ| , S m ≀ S n−1 )-double coset representatives in S m ≀ S n .
Looking back to (9) , we see that we want to understand the module
for i such that |λ i | > 0. Our first step in doing so will be to understand the subgroup S m ≀ S |λ| ρ i ∩ S m ≀ S n−1 of S m ≀ S n and its action on the module
and it is easy to show directly that S m ≀ S |λ| ρ i ∩ S m ≀ S n−1 is equal to the subgroup of S m ≀ S n consisting of all elements of the form (σ; α 1 , . . . , α n−1 , e)
where σ is an element of the subgroup S |λ| ρ i ∩S n−1 of S n and α i ∈ S m . We thus wish to understand the subgroup S |λ| ρ i ∩ S n−1 of S n . By Proposition 7, S |λ| ρ i is the stabilizer (under the action of S n ) of the tableau τ (n−1,1) |λ|
It is easy to see that the tableau τ (n−1,1) |λ| ρ i is the unique tableau of shape (n − 1, 1) and type |λ| with weakly increasing rows which has an i in the box on the second row; such tableaux are illustrated in the above example. For any subset Ω of {1, . . . , n}, let us write S(Ω) to denote the subgroup of S n consisting of all permutations which fix any number not lying in Ω. We easily see that the stabilizer of the tableau τ (n−1,1) |λ| ρ i is the subgroup X i |λ| of S n , where we define (recalling that |λ i | > 0 and hence b i > b i−1 , where b 0 is taken to be 0)
(note that here we are using the × symbol to denote an internal direct product of subgroups, and that if b i = b i+1 then {b i , . . . , b i+1 − 1} represents the empty set, and that if b i = b i−1 + 1 then {b i−1 + 1, . . . , b i − 1, n} = {n}), and hence S |λ| ρ i = X i |λ| . We now introduce a small piece of notation. Indeed, if γ = (γ 1 , . . . , γ r ) is a composition of n, and i ∈ {1, . . . , r} such that γ i > 0, then we write [γ] i for the composition (γ 1 , . . . , γ i−1 , γ i − 1, γ i+1 , γ r ) of n − 1. We see that X i |λ| ∩ S n−1 is the subgroup
of S n , and under our embedding of S n−1 into S n this is exactly the subgroup S [|λ|] i of S n−1 . Hence, recalling that we are viewing S m ≀ S n−1 as a subgroup of S m ≀ S n via the embedding (σ; α 1 , . . . , α n−1 ) −→ (σ; α 1 , . . . , α n−1 , e), we see that the subgroup S m ≀ S |λ|
We now turn our attention to the action of S m ≀ S |λ|
We know by the definition of conjugate modules that T λ ρ i is the module formed by equipping T λ with the k S m ≀ S |λ| ρ i -action * given for x ∈ T λ and y ∈ S m ≀ S |λ| ρ i by x * y = x(ρ i yρ −1 i ) (where the action on the right-hand side is the action of S m ≀ S |λ| on T λ , noting thatρ i yρ −1 i does indeed lie in S m ≀ S |λ| ). Thus to calculate the action of an element (σ; α 1 , . . . , α n−1 , e) ∈ S m ≀ S |λ| ρ i ∩ S m ≀ S n−1 on the module T λ ρ i , we need to calculateρ i (σ; α 1 , . . . , α n−1 , e)ρ −1 i . We havê ρ i (σ; α 1 , . . . , α n−1 , e)ρ −1 i = (ρ i ; e, . . . , e)(σ; α 1 , . . . , α n−1 , e)(ρ −1 i ; e, . . . , e)
. . , α n−2 , α n−1 ).
But by our description (10) of the elements of S m ≀ S |λ|
By direct calculation, any element of S n−1 ρ −1 i fixes b i , and hence we see that ρ i σρ −1 i is an element of S |λ| which fixes b i . Now we know that the subgroup S |λ| of S n has an internal direct product factorisation S {1, . . . , b 1 } × S {b 1 + 1, . . . , b 2 } × · · · · · · × S {b i−1 + 1, . . . , b i } × S {b i + 1, . . . , b i+1 } × · · · · · · × S {b r−1 + 1, . . . , b r = n} .
Thus any element π of S |λ| has a unique factorisation π = θ 1 · · · θ r where θ j ∈ S {b j−1 + 1, . . . , b j } (with b 0 taken to be 0). We thus see that ρ i σρ −1 i has such a factorisation ρ i σρ −1 i = θ 1 · · · θ r , where θ i fixes b i . Thus we see that our element (σ; α 1 , . . . , α n−1 , e) of S m ≀ S |λ| ρ i ∩ S m ≀ S n−1 acts on the module T λ ρ i as the element θ 1 · · · θ r ; α 1 , α 2 , . . . , α b i −1 , e, α b i , α b i +1 , . . . , α n−2 , α n−1 of S m ≀ S |λ| acts on T λ (recalling that T λ ρ i and T λ are equal as k-vector spaces). But we know that S m ≀S |λ| ρ i ∩ S m ≀S n−1 is equal to the subgroup S m ≀ S [|λ|] i of the subgroup S m ≀ S n−1 of S m ≀ S n , and we now see that if we identify S m ≀ S [|λ|] i with
in the canonical way, then by the definition of the k(S m ≀ S |λ| )-module T λ , the k(S m ≀ S [|λ|] i )-module T λ ρ i  (m≀|λ|)ρi (m≀|λ|)ρi ∩ m≀(n−1) = T λ ρ i  (m≀|λ|)ρi m≀[|λ|] i is isomorphic to
⊠ · · · · · · ⊠ S µ r ⊠|λ r | ⊘ S λ r . (11)
Thus, we want to investigate the k(S m ≀ S |λ i |−1 )-module
. , where, we recall, m ≀ (|λ i | − 1, 1) represents the subgroup S m ≀ S (|λ i |−1,1) of S m ≀ S |λ i | consisting of all elements of the form (σ; α 1 , . . . , α n ) for α i ∈ S m and σ ∈ S (|λ i |−1,1) , while m ≀ (|λ i | − 1) represents the subgroup S m ≀ S (|λ i |−1) of S m ≀ S |λ i | consisting of all elements of the form (σ; α 1 , . . . , α n−1 , e) for α i ∈ S m and σ ∈ S (|λ i |−1,1) . Now we have by Proposition 4 that
Upon further restriction to S m ≀ S (|λ i |−1) , we see that this is isomorphic to the direct sum of dim k (S µ i ) copies of
It now follows by Theorem 2 and the fact that −⊘− preserves filtrations (see above) that, if for any partition ǫ we define R(ǫ) to be the set of all partitions of |ǫ| − 1 which may be obtained from ǫ by removing a box, then we have a filtration of
by modules S µ i ⊠|λ i |−1 ⊘ S δ for δ ∈ R(λ i ) where S µ i ⊠|λ i |−1 ⊘ S δ has multiplicity dim k (S µ i ). Using (11), it now follows that we have a filtration of the k(S m ≀ S [|λ|] i )-module T λ ρ i  (m≀|λ|)ρi (m≀|λ|)ρi ∩ m≀(n−1) = T λ ρ i  (m≀|λ|)ρi m≀[|λ|] i by modules T δ for δ an r-multipartition of n − 1 such that δ j = λ j for j = i and δ i ∈ R(λ i ), where T δ has multiplicity dim k (S µ i ). By exactness of the functor  m≀(n−1)
m≀[|λ|] i
, it now follows that we have a filtration of the k(S m ≀ S n−1 )module T λ ρ i  (m≀|λ|)ρi (m≀|λ|)ρi ∩ m≀(n−1)  m≀(n−1) (m≀|λ|)ρi ∩ m≀(n−1) = T λ ρ i  (m≀|λ|)ρi m≀[|λ|] i  m≀(n−1) m≀[|λ|] i by modules S δ for δ an r-multipartition of n − 1 such that δ j = λ j for j = i and δ i ∈ R(λ i ), where S δ has multiplicity dim k (S µ i ). Referring back to the decomposition (9), we now see that we have proved the following result, which is our desired Specht branching rule.
Theorem 12. Let n > 0, and let λ be an r-multipartition of n. Then we have a filtration of the k(S m ≀ S n−1 )-module S λ  m≀n m≀(n−1) by Specht modules S δ for r-multipartitions δ of n − 1. For a multipartition δ of n − 1, if δ may be obtained from λ by removing a single box from the partition λ i for some i (while leaving all other partitions λ j unchanged), then S δ has with multiplicity dim k (S µ i ) in the filtration, and otherwise S δ has multiplicity zero in the filtration.
We note that the multiplicities dim k (S µ i ) occurring in this filtration have a simple and elegant combinatorial interpretation via the hook length formula (see for example [7, chapter 20] ), from which we see that they are in fact independent of the field k. We also note the similarity of this result to Theorem 2.
