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Abstract—Industrial control systems depend heavily on secu-
rity and monitoring protocols. Several tools are available for this
purpose, which scout vulnerabilities and take images from the
various control panels for later analysis. However, these tools
do not properly classify images as belonging to specific control
groups, which can difficult operations carried out by manual
operators. In order to solve this problem, we propose the use
of transfer learning on five CNN architectures, pre-trained on
Imagenet, to build a classifier for IT and OT images. Using
337 manually labeled images, we train these architectures and
study their performance on CPU and GPU time. We obtain a
97,95% F1-Score using MobilenetV1, which is also the fastest
image processing network on CPU with 0.47s per image, while
VGG16 obtains lower results but is the fastest GPU architecture
at 0.04s per image.
Index Terms—Image Classification, Transfer Learning, Indus-
trial Control System.
Type of contribution: Original research
I. INTRODUCTION
Interconnection between electronic devices that are con-
nected to the Internet has become a necessity, allowing for the
control, communication and monitoring of multiple systems.
Exposed systems should be implemented under various
security measures. Without them basic measures, the devices
can be left open to potential attacks [1].
However, in certain environments, such as industrial or
medical applications, shutdown or restart can require a sig-
nificant loss of production time. This leads to the use of
legacy software that is not updated for new types of attacks
or breaches [1], relying in constant monitoring instead.
Systems such as SCADA (Supervisory Control And Data
Acquisition), which are systems that control physical equip-
ment, or ICS (Industrial Control Systems) can be commonly
referred as OT (Operational Technology) systems, which
directly control and monitor specific devices. The systems that
control the software, which includes the management, storage
and delivery of data, are known as IT (Information Technol-
ogy) systems. [2]. Fig. 1 presents the difference between IT
and OT system screenshots.
The risk of a potential security breach in these systems can
rank from information leak to control overtake, which carries
high risks in systems such as industrial devices. If handled in
a malicious manner, they could lead to safety problems [1].
Each type of system has its own vulnerabilities [2].
Figure 1. IT (a) and OT (b) sample images.
In order to monitor these exposed assets, LEA’s (Law
Enforcement Agencies) use OSINT (Open Source INTelli-
gence) tools [3]. In particular, specialized tools known as
metasearchers, such as Shodan [4].
These tools monitor the open ports of a network, as well
as the Internet exposed services of the devices. Furthermore,
for services that include GUIs (Graphical User Interfaces),
specific metasearchers can take screenshots to log relevant
information graphically.
These images can be used for vulnerability discovery, image
classification and analysis. However, these metasearchers may
not properly classify images as belonging to SCADA or ICS
systems, which would require a human operator.
Due to the large number of devices connected to the
internet and the multiple monitoring options existing in the
metasearchers, manually classifying these images can be
an ardous task. Additionally, the changing environment and
updates of these systems increase the difficulty of classifying
these images using traditional methods.
In order to solve this problem, we propose the use of
transfer learning to build an image classifier that will label
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Figure 2. Methodology Pipeline.
images as IT or OT. If the confidence of the classifier is
below a given threshold, images are labelled as ”Other”. After
classification, images can be further analyzed by retrieving in-
formation found within them or applying other image analysis
algorithms, which can help LEAs detect potential malicious
activity [5].
Our proposal would allow for the analysis and classification
of graphical interfaces linked to devices, giving a greater
context to the security analyst who is monitoring them. It
would also help in identifying risks in various infrastructures
and unexpected system changes, in order to act quickly in
attack cases such as ransomware or value alteration.
In this work, we compare 5 different CNN (Convolutional
Neural Network) architectures using transfer learning in order
to classify images in two categories; IT and OT. For training,
we use a total of 337 images, manually labelled by a human
operator.
We measure the performance in means of F-1 score, using
5-fold cross validation. After building the classifier, we test
the real-time performance in both CPU and GPU time, using
the initial images.
The rest of the paper is organized as follows. Section
II presents a summary of the state of the art in image
classification approaches and architectures. In Section III, we
introduce our approach and detail the training and testing
process. Section IV discusses the obtained results. Lastly, we
present our conclusions and future lines of work.
II. STATE OF THE ART
Image classification can be defined as the task of assigning
an image a particular label, signaling that it belongs to one
of several pre-defined categories [6].
Traditionally, to carry out this task, hand-crafted features
were extracted from the images and then used to train the
classifiers. Depending on the feature design this approach
could hinder the performance of the classifier [6].
Since their breakthrough by achieving the best result on
the ILSVRC (ImageNet Large Scale Visual Recognition Chal-
lenge) [7], CNNs have established themselves amongst the
best image based learning algorithms [6]. Despite this, there
are cases such as lack of image dataset or challenging clasifi-
cation tasks in which manually-crafted feature extraction can
be used to enhance the results obtained by CNNs [8].
These architectures can be used in a wide variety of fields,
such as image classification and digit recognition [9]. They
can also be applied in NLP (Natural Language Processing),
speech recognition and video processing [10].
Normally, CNN architectures contain alternate layers of
convolution and pooling, finishing with a fully-connected
layer at the end of the architecture. Additionally, they may en-
hance their performance using batch-normalization or dropout
[10], or change their base architecture in order to solve
specific problems.
The convolutional layers split the image before performing
convolution in order extract feature patterns. Following this
step, the pooling layers gather local information in order to
reduce the feature map size. After multiple combinations of
both types of layers, the fully connected layers takes the input
from the feature extraction and performs classification based
on non-linear combinations of the features [10].
Since their first implementations, CNNs have improved
their performance by optimizing their parameters and chang-
ing their structures to fit different problems [6]. Their progress
has also been possible due to technological advances, such as
the use of Graphic Processing Units (GPU).
As seen in [10], CNNs can be divided into seven different
categories according to their architecture; statial exploitation,
depth, multi-path, width, feature-map exploitation, channel
boosting and attention. Multiple networks can appear in
various categories.
VGG [11] is a spatial exploitation focused architecture,
which attempt to consider various filter sizes to analyze both
low and high level details [10]. VGG is known for its amount
of parameters, which complicates deployment and increases
computational costs. However, it achieves good results in the
tasks of image classification and localization.
ResNet [12] introduced the concept of residual learning in
CNNs, by creating connections between layers that speed up
network convergence. It is composed of 152 layers, 8 times
more than the original VGG while being less complex. Due
to these connection types as well as its focus on depth, it is
classified as both depth and multi-path based. The network
variations, using 50 and 101 layers respectively, have shown
good results in tasks of image classification [10].
Inception-V3 is a depth and width based CNN focused on
reducing the computational cost of these types of networks
[13]. However, it has a complex design and lacks homogeneity
[10].
Xception [14] attempts to regulate computational com-
plexity, making learning more efficient and improving the
architecture’s performance, but has the disadvantage of a high
computational cost [10].
Finally, MobilenetV1 [15] is an architecture oriented to-
wards mobile device application, designed to have a light
architecture for ease of deployment.
III. METHODOLOGY
For our experiments, we selected 5 architectures to apply
to our image classification problem; InceptionV3 [13], Mo-
bilenetV1 [15], Resnet50 [12], VGG16 [11] and Xception
[14].
We considered a different variety of networks in order to
study the architectures best suited for the given problem. In
particular, MobilenetV1 was chosen due to the real-time based
nature of the given task, with its focus on mobile, lightweight
deployment.
All of the architectures are implemented using Python under
the Keras library, with Theano as the backend. The entire
process can be seen summarized in Fig. 2.
First, we load each individual architecture to perform
feature extraction on our 337 manually labeled images. Each
image is resized to a custom value, in order to fit the
architecture’s input size.
Due to our limited amount of images, we decided to imple-
ment transfer learning instead of re-training the architectures
from scratch. By removing the final layer, we are able to keep
the network’s learned features using the Imagenet[16] dataset
pre-trained weights.
For VGG16 and ResNet50, images are fixed to a size of
224x224, while for MobilenetV1, Xception and Inceptionv3
they are scaled to 299x299. We feed the resized images to
these pre-trained networks, extract the features and train our
classifier using them.
For our approach, we chose Logistic Regression as the
classifier for our acquired features. It is implemented under
the Sklearn Python library. All training was performed using
GPU.
In order to measure the performance of our approach, we
use the metric of the F-1 score, as can be seen in Eq. 3. We
chose this metric to help represent the robustness of the built
classifier, as it is the harmonic mean of the Precision and
Recall measures, detailed in Eq. 1 and Eq. 2 respectively. In
these equations, TP and FP represent True and False Positives,
while FN indicates False Negatives.
P =
TP
TP + FP
. (1)
R =
TP
TP + FN
. (2)
F1 = 2 · P ·R
P +R
. (3)
In the case of image classification, a true positive is
considered when an image is assigned its correct label. For
a particular class, a false positive is considered for each
image that has been labeled as belonging to said class, but
belongs to a different one. At the same time, false negatives
are considered as the images from the class that have been
assigned other labels.
Because of the difference between the available images per
category, we implement 5-Fold Cross Validation in order to
verify the robustness of our approach. This technique helps
reduce model bias when compared to others such as the train-
test split.
The images are split into 5 folds. 4 of them are used to
fit the model, while the last one is used for validation. This
process is repeated until all folds have been used to test the
proposed model. Finally, the average F1 score, as well as the
standard deviation, are retrieved for performance analysis.
After training is finished, we select one of the five generated
models per architecture at random in order to test speed
per image in both CPU and GPU. We also retrieve the
confidence scores per image, as well as their assigned labels
and computation time.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
We evaluated all 5 architectures on an Intel Xeon E5 v3
computer with 128GB of RAM using an NVIDIA Titan Xp
GPU. A total of 74 IT images and 263 OT images were used
to train and test the resulting classifiers.
Since we used 5-fold cross validation, we generated 5
models per architecture. Using these models, we obtain the
average mean and standard deviation of the F1-Score for each
of the proposed architectures.
For image processing time, we feed the images into the
classifier and measure the time needed for feature extraction
and label classification. Our results can be seen in Table I.
The image classifier built using MobilenetV1 scored the
highest on the given images, with InceptionV3 being the
second best performance architecture. Both approaches scored
over 10% over the rest of the methods. The low variance of
the F-1 score, obtained using 5-fold cross validation, helps
confirm the stability of the proposed solution.
In terms of real-time performance, except in the particular
case of Resnet50, all of the architectures show significant
improvement in image processing time. VGG16 obtained the
fastest time per image in GPU, with MobilenetV1 in second
place.
The use of both InceptionV3 and MobilenetV1 can be
considered as a good solution to the given classification
problem, due to both achieving similar high performance.
However, given the real-time processing issue of moni-
toring ICS systems, as well as its particular focus on light
deployment, MobilenetV1 should be considered first due to a
much faster CPU and GPU average time than the rest of the
architecture.
Table I
TRANSFER LEARNING RESULTS.
Architecture F1-Score CPU (s) GPU (s)
InceptionV3 96.66% (+/- 2.68%) 1.31s (+/- 1.54s) 0.41s (+/- 0.41s)
MobilenetV1 97.95% (+/- 1.08%) 0.47s (+/- 0.59s) 0.13s (+/- 0.91s)
Resnet50 87.67% (+/- 0.35%) 0.77s (+/- 1.38s) 1.05s (+/- 1.57s)
VGG16 87.67% (+/- 0.35%) 1.07s (+/- 0.16s) 0.04s (+/- 0.28s)
Xception 89.63% (+/- 1.51%) 1.55s (+/- 0.81s) 0.18s (+/- 1.42s)
V. CONCLUSIONS
In this paper, we have presented a transfer learning based
approach for the task of classifying images as belonging to
IT or OT systems, with the goal of helping LEAs with the
analysis of ICS images in order to detect and prevent potential
security breaches.
We have analyzed 5 different CNN architectures, using their
pre-trained weights on the Imagenet dataset in order to train a
logistic regression image classifier. We validate our approach
using the F-1 score measurement as well as 5-Fold cross
validation during training.
We tested the obtained models on the same images, check-
ing the average mean time per image on CPU and GPU.
Our results show that the best CNN architectures for this
problem are InceptionV3 and MobilenetV1, achieving 97.95%
and 96.66% F1-Score respectively. When measuring their
real-time performance, MobilenetV1 is the best architecture in
CPU time, as well as the second best in GPU only surpassed
by VGG16.
Our future work will be focused on fine-tuning the proposed
solution, adding new layers on top of the given architectures
to enhance results. Another possibility is to further extend
the current study to include architectures such as VGG19 and
InceptionResnetV2 [17]
Finally, the use of data augmentation techniques to increase
the training samples, as well as the inclusion of more detailed
classes, are possible future lines of investigation for this image
classification task.
ACKNOWLEDGEMENTS
This work was supported by the framework agreement
between the Universidad de Leo´n and INCIBE (Spanish
National Cybersecurity Institute) under Addendum 01. We
acknowledge NVIDIA Corporation with the donation of the
TITAN Xp and Tesla K40 GPUs used for this research.
REFERENCES
[1] M. Wolf and D. Serpanos, “Safety and security in cyber-physical
systems and internet-of-things systems,” Proceedings of the IEEE, vol.
106, no. 1, pp. 9–20, 2017.
[2] W. A. Conklin, “It vs. ot security: A time to consider a change in cia
to include resilienc,” in 2016 49th Hawaii International Conference on
System Sciences (HICSS). IEEE, 2016, pp. 2642–2647.
[3] S. Lee and T. Shon, “Open source intelligence base cyber threat inspec-
tion framework for critical infrastructures,” in 2016 Future Technologies
Conference (FTC). IEEE, 2016, pp. 1030–1033.
[4] B. Genge and C. Ena˘chescu, “Shovat: Shodan-based vulnerability as-
sessment tool for internet-facing services,” Security and communication
networks, vol. 9, no. 15, pp. 2696–2714, 2016.
[5] M. W. Al Nabki, E. Fidalgo, E. Alegre, and I. de Paz, “Classifying
illegal activities on tor network based on web textual contents,” in
Proceedings of the 15th Conference of the European Chapter of the
Association for Computational Linguistics: Volume 1, Long Papers,
2017, pp. 35–43.
[6] W. Rawat and Z. Wang, “Deep convolutional neural networks for image
classification: A comprehensive review,” Neural computation, vol. 29,
no. 9, pp. 2352–2449, 2017.
[7] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma,
Z. Huang, A. Karpathy, A. Khosla, M. Bernstein et al., “Imagenet large
scale visual recognition challenge,” International journal of computer
vision, vol. 115, no. 3, pp. 211–252, 2015.
[8] E. Fidalgo, E. Alegre, V. Gonzalez-Castro, and L. Ferna´ndez-Robles,
“Boosting image classification through semantic attention filtering
strategies,” Pattern Recognition Letters, vol. 112, pp. 176–183, 2018.
[9] E. Maggiori, Y. Tarabalka, G. Charpiat, and P. Alliez, “Convolutional
neural networks for large-scale remote-sensing image classification,”
IEEE Transactions on Geoscience and Remote Sensing, vol. 55, no. 2,
pp. 645–657, 2016.
[10] A. Khan, A. Sohail, U. Zahoora, and A. S. Qureshi, “A survey of
the recent architectures of deep convolutional neural networks,” arXiv
preprint arXiv:1901.06032, 2019.
[11] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” CoRR, vol. abs/1409.1556, 2014.
[12] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proceedings of the IEEE conference on computer vision
and pattern recognition, 2016, pp. 770–778.
[13] C. Szegedy, V. Vanhoucke, S. Ioffe, J. Shlens, and Z. Wojna, “Rethink-
ing the inception architecture for computer vision,” in Proceedings of
the IEEE conference on computer vision and pattern recognition, 2016,
pp. 2818–2826.
[14] F. Chollet, “Xception: Deep learning with depthwise separable convolu-
tions,” in Proceedings of the IEEE conference on computer vision and
pattern recognition, 2017, pp. 1251–1258.
[15] A. G. Howard, M. Zhu, B. Chen, D. Kalenichenko, W. Wang,
T. Weyand, M. Andreetto, and H. Adam, “Mobilenets: Efficient convo-
lutional neural networks for mobile vision applications,” arXiv preprint
arXiv:1704.04861, 2017.
[16] J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li, and L. Fei-Fei, “Imagenet:
A large-scale hierarchical image database,” in 2009 IEEE conference on
computer vision and pattern recognition. Ieee, 2009, pp. 248–255.
[17] C. Szegedy, S. Ioffe, V. Vanhoucke, and A. A. Alemi, “Inception-v4,
inception-resnet and the impact of residual connections on learning,” in
Thirty-first AAAI conference on artificial intelligence, 2017.
