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Abstract
Although a majority of the theoretical literature in high-dimensional statistics has focused
on settings which involve fully-observed data, settings with missing values and corruptions are
common in practice. We consider the problems of estimation and of constructing component-wise
confidence intervals in a sparse high-dimensional linear regression model when some covariates
of the design matrix are missing completely at random. We analyze a variant of the Dantzig
selector [9] for estimating the regression model and we use a de-biasing argument to construct
component-wise confidence intervals. Our first main result is to establish upper bounds on the
estimation error as a function of the model parameters (the sparsity level s, the expected fraction
of observed covariates ρ˚, and a measure of the signal strength }β˚}2). We find that even in an
idealized setting where the covariates are assumed to be missing completely at random, somewhat
surprisingly and in contrast to the fully-observed setting, there is a dichotomy in the dependence
on model parameters and much faster rates are obtained if the covariance matrix of the random
design is known. To study this issue further, our second main contribution is to provide lower
bounds on the estimation error showing that this discrepancy in rates is unavoidable in a minimax
sense. We then consider the problem of high-dimensional inference in the presence of missing
data. We construct and analyze confidence intervals using a de-biased estimator. In the presence
of missing data, inference is complicated by the fact that the de-biasing matrix is correlated with
the pilot estimator and this necessitates the design of a new estimator and a novel analysis. We also
complement our mathematical study with extensive simulations on synthetic and semi-synthetic
data that show the accuracy of our asymptotic predictions for finite sample sizes.
1 Introduction
High-dimensional statistics concerns the setting where the dimension of the statistical model is com-
parable to, or even far exceeds, the sample-size. In this context, meaningful statistical estimation is im-
possible in the absence of additional structure. Accordingly, significant research in high-dimensional
statistics (see for instance [10, 15, 16, 17, 35]) has focused on high-dimensional linear regression with
sparsity constraints where the goal is estimate or perform inference on a sparse, high-dimensional
vector β˚ given access to noisy linear measurements.
Modern datasets are frequently afflicted with missing-values and corruptions. As a canonical ex-
ample consider the gene-expression dataset from Nielsen et al. [30]. This dataset records p “ 5520
genes for n “ 46 patients with soft tissue tumors. A total of 6.7% entries are missing; furthermore,
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78.6% of the 5520 genes and all of the 46 patients have at least one missing covariate. Motivated by the
analysis of corrupted high-dimensional datasets several researchers have considered settings with cor-
rupted covariates: focusing on developing high-dimensional analogues of the classical Expectation-
Maximization (EM) algorithm [34], studying their algorithmic convergence properties [2, 38, 39], and
understanding statistical rates of convergence for other estimators [5, 13, 25, 26, 27, 32, 33].
Despite extensive past work, several challenging and important open questions remain in establish-
ing the correct dependence of the rates of convergence in missing data problems on model parameters
(the sparsity level s, the expected fraction of unobserved covariates ρ˚, and the signal strength }β˚}2).
Understanding these dependencies for the problems of high-dimensional estimation and inference are
the focus of this work.
1.1 Preliminaries
We focus on a random design regression model where we observe i.i.d. samples of y P R, linked to a
covariate X P Rp through the linear model:
yi “ xXi, β˚y ` ǫi, (1)
where ǫi is i.i.d. mean zero Gaussian noise, i.e. ǫi „ Np0, σ2ε q. Popular estimators include the LASSO
[35], the SCAD [17] and the Dantzig selector [9], whose asymptotic rates of convergence and model
selection properties are well understood [1, 6, 37, 41]. We further consider the setting where covariates
are missing completely at random, i.e. rather than observe the covariates Xi, we observe X i where,
Xij “
#
‹ with probability 1´ ρj
Xij otherwise,
(2)
where we assume that the probabilities ρj are known and define
ρ˚ “ min
1ďiďp
ρj .
Our goal is to either estimate or to construct coordinate-wise confidence intervals for the unknown
vector β˚. In the high-dimensional setting, the number of observed samples n can be much smaller
than p and consistent estimation is impossible without additional structural assumptions. Accordingly,
we study sparse models where β˚ has at most s nonzero components, where s is allowed to grow with
p and n, but satisfies s ! n.
We emphasize that in this model, and indeed in many practical settings (for instance in the dataset
of [30]), most samples will have corrupted covariates and as a result complete-case analyses [24]
are wasteful. Methods based on data imputation [24] typically require stronger knowledge about
the generative process which can be difficult to justify in a high-dimensional setting and taking into
account the imputation error in subsequent inference can be challenging.
1.2 Related work
Classical work on statistical estimation and inference in the presence of missing data is extensive (see
for instance [11, 19, 24] and references therein), and we focus in this section on closely related works
focusing on the sparse high-dimensional setting.
Rosenbaum &Tsybakov [32] proposed theMatrix Uncertainty (MU)-selector for high-dimensional
regression under an error-in-variables model, where the design matrix X is observed with determin-
istic measurement error W that is bounded in the matrix maximum norm. Optimization algorithms
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and minimax rates whenW is Gaussian white noise are considered in the work [5]. The MU-selector
was generalized to handle the missing data setting in the paper [33], and it was found that de-biasing
the estimator of the covariance matrix led to improved error bounds. Datta & Zou [14] proposed CO-
COLASSO, a variant of the LASSO for error-in-variable models where a covariance estimate pΣ is first
projected onto a positive semi-definite cone so that the resulting LASSO problem is convex. Both ad-
ditive and multiplicative measurement error models were considered in this work and corresponding
rates of convergence were derived.
Loh &Wainwright [25] analyzed a gradient descent algorithm for optimizing a non-convex LASSO-
type loss function and derived rates of convergence from both statistical and optimization perspectives.
Their analysis shows a dependency on 1{ρ4˚ for the ℓ22 estimation error. A similar rate of convergence
was established in [13] for orthogonal matching pursuit (OMP) type estimators, and Datta & Zou
[14], Rosenbaum & Tsybakov [33] for MU-selector and COCOLASSO formulations. On the lower
bound side, [26] derived lower bounds on the minimax rate, under the assumptions of identity co-
variance for the design points and bounded signal level }β˚}2. Their lower bounds depend linearly
on 1{ρ˚. [5] showed that the dependency on }β˚}2 is necessary for error-in-variable models of high-
dimensional regression. However, subtle differences exist between the error-in-variables models con-
sidered in [5] and the missing data model consider in this paper, which are reflected in the dependency
on the missing rate ρ˚ and the interplay between the two terms of σε and }β˚}2, which exhibit different
levels of dependency on ρ˚.
The gap between the upper and lower bounds of prior work on estimation [25, 26] motivate part
of this work. We show that in the setting where the design covariance is assumed known a linear
dependence on 1{ρ˚ is achievable, whereas in the case when the covariance matrix is unknown a
dependence on 1{ρ2˚ is unavoidable. We provide a sharper upper bound than that of Loh &Wainwright
[25], and further provide a novel lower bound for the setting with unknown covariance. These results
taken together reveal an interesting phenomenon where the rates of estimation depend on whether the
covariance matrix of the random design is assumed to be known1. From a practical standpoint, when
ρ˚ is small the difference between estimators that have dependence 1{ρ4˚ and those that depend on
1{ρ˚ can be significant and we investigate these issues further via extensive simulations.
Recent work in high-dimensional statistics has focused on inference for (low-dimensional projec-
tions of) β˚ [8, 21, 36, 40]. We consider this problem, in the missing completely at random model
described in (1), and analyze the performance of a de-biased version of the Dantzig selector. An
important distinction between existing de-biasing methods and ours is that the presence of missing
data causes the de-biasing matrix to be correlated with the estimator pβ. This in turn complicates the
analysis and results in a limiting distribution that depends on the missing covariates. We use a variant
of the CLIME estimator [7] to resolve this correlation issue and propose a data-driven estimator for
the limiting variance of the de-biased estimator.
While we were preparing this manuscript, [3] posted a paper that discusses the similar problem
of constructing confidence bands for high-dimensional linear models with measurement errors by
considering an estimator based on orthogonal score functions. Though the results of [3] could also be
applied to missing data settings, the optimal dependency on the observation rate ρ was not studied.
1.3 Outline
The remainder of the paper is organized as follows. In Section 2 we consider the problem of estimation
in the presence of missing data: in particular, Theorem 1 analyzes a variant of the Dantzig selector
in both the setting where the covariance of X is taken to be known and in the setting where the
1Taking the viewpoint of semi-supervised estimation [12, 22], these results show that, in contrast to linear regression in
the uncorrupted setting, unlabeled data, i.e. covariates Xi with no associated yi can be useful in settings with missing data.
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covariance is unknown. Under appropriate assumptions, these results show a 1{ρ˚ dependence in the
setting where the covariance is known and a 1{ρ2˚ dependence when the covariance is unknown. The
dependency over 1{ρ˚ is better than existing estimators [13, 25] under similar settings, which depend
on 1{ρ4˚. We turn to lower bounds in Theorems 2 and 3, where we provide in turn minimax lower
bounds for the known and unknown covariance settings, showing roughly that the previously obtained
dependencies are optimal. In Section 3 we consider the problem of high-dimensional inference in the
presence of missing data. In Theorem 4 we derive the limiting distribution of a de-biased Dantzig
selector, while in Theorem 5 we provide an estimate of the limiting variance to allow for a practical,
data-driven construction of confidence intervals. We provide extensive simulations on synthetic and
semi-synthetic data in Section 4, and discuss our results and open problems in Section 5. We provide
detailed technical proofs in Section 6 with remaining technical aspects deferred to the Appendix.
1.4 Notation
For a vector x, we use }x}p :“
`ř
j |xj |p
˘1{p
to denote the ℓp-norm of x. For a matrix A, we use
}A}Lp to denote the operator p-norm of A; that is, }A}Lp “ supx‰0 }Ax}p{}x}p. We also write
}A}L8 for the maximum norm of a matrix: }A}L8 “ maxj,k |Ajk|. For a positive semi-definite
matrix A, we denote by λmaxpAq and λminpAq the largest and smallest eigenvalues of A. We use
BppMq “ tx : }x}p ďMu to denote the ℓp ball of radiusM centered at the origin.
2 Rate-optimal Estimation
In this section we present our main results on estimation in the high-dimensional missing completely
at random model. We begin with a description of our estimator which is a modified version of the
Dantzig selector. As with the modified LASSO estimator (see [26]) the modified Dantzig selector
requires a plug-in estimate of the covariance matrix. In contrast to the modified LASSO, the modified
Dantzig selector remains a convex program even if the plug-in covariance matrix is not positive semi-
definite and this leads to computational advantages as well as a simpler analysis. We subsequently
state the assumptions that underlie our analysis, and then give precise statements of our upper and
lower bounds. We defer proofs of these results to Section 6.
2.1 The modified Dantzig selector
We abuse notation slightly and use X to denote the observed covariates in (2) with zero-imputation,
i.e. with each ‹ replaced by 0. We denote unbiased estimators of X and its covariance matrix byrX P Rnˆp and rΣ P Rpˆp which we define as
rXij :“ Xij
ρj
, rΣ :“ 1
n
rXJ rX ´D diagˆ 1
n
rXJ rX˙ , (3)
whereD “ diagp1´ρ1, ¨ ¨ ¨ , 1´ρpq is a known pˆp diagonal matrix. It is a simple observation that,
conditioned onX, Er rXs “ X and ErrΣs “ pΣ “ 1
n
XJX. Our modified Dantzig selector is defined as
the solution to the convex program:
pβn P argminβPRp "}β}1 : ›››› 1n rXJy ´ rΣβ
››››
8
ď rλn* , (4)
where rλn ą 0 is a tuning parameter. Eq. (4) is a variant of the Dantzig selector [9] and is in prin-
ciple similar to the MU-selector in [32]. We note again that the estimator in (4) is always a convex
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optimization problem (regardless of whether rΣ is positive semi-definite) and hence can be efficiently
computed.
We also consider a variant of the modified Dantzig selector for the idealized scenario where the
population covariance Σ0 “ ErXJXs, for the design matrix is known. In particular, we define qβn as
the solution of qβn P argminβPRp "}β}1 : ›››› 1n rXJy ´ Σ0β
››››
8
ď qλn* , (5)
where we replace the covariance estimate rΣ with the known population covariance Σ0. Noting that
the high-dimensional covariance matrix Σ0 is rarely known in practice, we introduce and analyze this
estimator primarily as a theoretical benchmark.
2.2 Assumptions
The analysis in subsequent sections of our paper rely on certain assumptions on the covariates, the
noise and the missingness mechanism:
(A1) Homogenous Gaussian noise: For each i P t1, . . . , nu, the stochastic noise is independent and
identically distributed with εi „ Np0, σ2ε q for some (known) σε ă 8.
(A2) Sub-Gaussian random design: Each row of X is sampled i.i.d. from some underlying sub-
Gaussian distribution with covariance Σ0 and (known) sub-Gaussian parameter σx ă 8. We
further suppose that the population covariance is well-conditioned, i.e. that 0 ă λminpΣ0q ď
λmaxpΣ0q ă 8. For notational simplicity we take Σ0 to be implicit and use λmin, λmax instead
in the rest of this paper.
(A3) Missing completely at random: Each covariate j P t1, . . . , pu has entries missing completely at
random with probability of observing each entry being equal to ρj , and define ρ˚ “ min1ďjďp ρj ą
0.
(A4) Sparsity: The support set J0 “ supppβ˚q “ tj : |β˚j | ‰ 0u satisfies |J0| ď s for some s ! n.
The assumptions are standard in theoretical work on high-dimensional regression with missing data.
We note that assumption (A2) implies (with high probability) a deterministic Restricted Eigenvalue
(RE) condition [6] on the sample covariance of X.
2.3 Rates of convergence and minimax lower bounds
We now turn our attention to providing rates of convergence and minimax lower bounds on the esti-
mation error. Theorem 1 establishes upper bounds on the mean square estimation error of β˚. Eq. (6)
corresponds to the setting where the population covariance Σ0 is known and Eq. (7) holds when Σ0 is
unknown.
The following result applies to the modified Dantzig selectors in (4) and (5), where the tuning
parameters are chosen as:
qλn, rλn — pσ2x}β˚}2 ` σxσεq
d
log p
ρ˚n
.
Theorem 1. Assume that (A1) to (A4) are satisfied.
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• Known Covariance: If
log p
ρ2˚n
Ñ 0 then
}qβn ´ β˚}2 “ OP
#
σ2x
λmin
˜
}β˚}2
d
s log p
ρ˚n
` σε
σx
d
s log p
ρ˚n
¸+
. (6)
• Unknown Covariance: If max
!
σ4xs logpσxp{ρ˚q
ρ3˚λ
2
min
n
, log p
ρ4˚n
)
Ñ 0, then
}pβn ´ β˚}2 “ OP
#
σ2x
λmin
˜
}β˚}2
d
s log p
ρ2˚n
` σε
σx
d
s log p
ρ˚n
¸+
. (7)
Remarks:
1. The two results show that at least from the perspective of upper bounds there is a gap in the
rates achieved by the modified Dantzig selector in the known and unknown covariance settings.
In particular, the squared estimation error where Σ0 is known scales as 1{ρ˚ while in the setting
where Σ0 is unknown scales as 1{ρ2˚.
2. Compared to Loh & Wainwright [25] our bounds are better by an Op1{ρ˚q factor for pβn when
Σ0 is unknown and an Op1{ρ3{2˚ q factor better when Σ0 is known. Our bounds are not directly
comparable to the work of Rosenbaum & Tsybakov [32] which considers a fixed-design setting
with no stochastic model assumed overX. We however remark that error bounds in Rosenbaum
& Tsybakov [32] depend on }β˚}1, which could be a factor of
?
s worse than }β˚}2. The
dependency on }β˚}1 of MU-selector type estimators was later improved by [4] by considering
an additional ℓ8 norm regularization. The latter paper however considers the general error-in-
variable models, and dependency on ρ˚ in a missing data model is not explicitly stated.
3. The conditions between n and other model parameters that we require for the error bounds
to hold arise from the use of Bernstein-type concentration inequalities. In the missing data
setting, controlling the deviation of the empirical and true covariance matrix ofX (for instance)
requires a careful analysis of moments of the observed matrix X and a subsequent application
of Bernstein-type concentration inequalities. This leads to two distinct tail behaviours, the more
typical sub-Gaussian tail behaviour depending on the variance of the summands when n is
sufficiently large and the small-sample sub-exponential tail behaviour. To ease readability, we
focus on the sub-Gaussian behaviour by assuming the sample size is sufficiently large. We
discuss this further in Section 5.
4. We also note that in contrast to bounds for regression without missing data the upper bounds
here, somewhat counterintuitively, deteriorate as }β˚}2 gets larger. This has been observed in
prior work [2, 25] and is roughly due to the fact that as }β˚}2 grows (keeping ρ˚ fixed) more
information is missing in each sample.
5. We note that bounds on the ℓ1 estimation error follow in a straightforward way using the rela-
tionships that under the conditions of the theorem with high-probability we have that, }pβn ´
β˚}1 ď 2
?
s}pβn ´ β˚}2 and }qβn ´ β˚}1 ď 2?s}qβn ´ β˚}2.
We now turn our attention to minimax lower bounds for the estimation error. We focus first on the
case when the covariance matrix Σ0 is assumed to be known. In this setting, we follow a similar
argument to that of prior work [26] but we maintain the dependence on the various model parameters
(particularly, σε and }β˚}2) in the lower bound.
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Theorem 2. Known Covariance: Suppose 4 ď s ă 4p{5, s logpp{sq
ρ˚n
Ñ 0 and Σ0 “ I . Then there
exists a universal constant C0 ą 0 and an arbitrary constant c ą 0 such that,
infpβn supβ˚PB2pMqXB0psqE}pβn ´ β˚}22
ě C0 ¨min
"
σ2ε `
1´ ρ˚
1` 2cM
2, e0.5c
2p1´ρ˚qsσ2ε
*
¨min
#d
s logpp{sq
p1´ ρ˚q2n,
s logpp{sq
ρ˚n
+
. (8)
Remarks:
1. In the setting when
p1´ρ˚q2s logpp{sq
ρ2˚n
Ñ 0 the lower bound can be simplified to:
C0 ¨min
"
σ2ε `
1´ ρ˚
1` 2cM
2, e0.5c
2p1´ρ˚qsσ2ε
*
s logpp{sq
ρ˚n
.
Furthermore, if the missing rate p1´ρ˚q is at least a constant and the sparsity level s or the noise
level σε is not too small, the term e
c2p1´ρ˚qsσ2ε is negligible because it increases exponentially
with s (and thus does not contribute to the minimum). In this case, noting that in our lower
bound both λmin and σx “ 1, we see that the lower bound matches the upper bound in (6) upto
a universal constant.
2. We note that the second term in the lower bound arises from an interesting aspect of the missing
data problem, roughly n{ exppp1´ ρ˚qsq samples obtained from the model are uncorrupted. In
this case, as indicated by our lower bound a complete-case analysis (simply throwing away the
samples with missing covariates) will lead to a matching upper bound, i.e. an upper bound that
does not depend on }β˚}2.
In the case whenΣ0 is unknown, our primary goal is to show that the 1{ρ2˚ dependence in the upper
bound is unavoidable. To accomplish this we need to consider packing sets of the parameters where
both the covariance matrix Σ0 and the unknown regression vector β
˚ are varied. This calculation is
quite technical, and as we discuss further in Section 5, we are unable to prove a sharp lower bound
on the mean-squared estimation error. Instead we consider lower bounding the minimax estimation
error for estimating a single coordinate of the vector β˚, and show that this task already requires a
sample-size that scales as 1{ρ2˚. Formally, we fix a small positive constant γ0 P p0, 1{2q and define,
Λpγ0q “ tΣ0 P Sp` : 1´ γ0 ď λminpΣ0q ď λmaxpΣ0q ď 1` γ0u,
where S
p
` is the class of all positive definite pˆ p matrices. We have the following result:
Theorem 3. Suppose that s ě 4, maxt σ2ε
M2ρ˚n
, 1
γ0ρ
2
˚n
u Ñ 0. Then for any fixed j P t1, . . . , pu there
is a universal constant C1 ą 0 and an arbitrary constant c ą 0 such that,
infpβn supβ˚PB2pMqXB0psq
Σ0PΛpγ0q
E|pβnj ´ β˚j |2 ě C1 ¨max" σ2ερ˚n,min
ˆ
1´ ρ˚
1` 2cM
2, e0.5c
2p1´ρ˚qsσ2ε
˙
1
ρ2˚n
*
.
Remarks:
1. Once again for simplicity considering the case when the sparsity level s is not too small, the
lower bound scales as roughly }β˚}22{pρ2˚nq, indicating that the 1{ρ2˚ dependence obtained in
the upper bound is unavoidable in general.
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2. Our lower bound is for the error of estimating a single co-ordinate of β˚, and is derived from a
careful perturbation of the covariance matrix Σ0 and regression vector β
˚ for which we are able
to analyze the KL divergence quite precisely. Extending our lower bound to obtain an s logpp{sq
scaling seems to be a challenging but important avenue for further investigation and we discuss
this issue further in Section 5.
3 Confidence intervals for regression coefficients
In this section we turn our attention to the problem of constructing confidence intervals for coordinates
of β˚. We describe a method that builds confidence intervals for β˚ by de-biasing the modified
Dantzig selector. The de-biasing method builds on recent work [36] and requires a sufficiently accurate
estimate of the precision matrix Σ´10 . This in turn requires the following additional assumption:
(A5) There exist known constants b0, b1 ă 8 such that each row (and column) of Σ´10 belongs to
B0pb0q X B1pb1q, i.e. each row of Σ´10 is b0-sparse and }Σ´10 }L1 ď b1.
Condition (A5) allows us to use CLIME [7] or the node-wise LASSO [28] to estimate an approximate
inverse of Σ0 that asymptotically de-biases the estimate pβn from (4). Similar conditions for high-
dimensional inference were studied in [36]. We discuss potential settings where (A5) could be relaxed
in Section 5.
3.1 The de-biased modified Dantzig selector
In this section, we first introduce our de-biased estimator and then analyze its asymptotic distribution.
In the next section we provide a data-driven method to estimate the limiting variance of the de-biased
estimator. The de-biasing procedure uses an estimate of the precision matrix which we obtain by
solving the CLIME optimization program from [7]. Formally, we choose a tuning parameter
rνn — σ2xb1
d
log p
ρ2˚n
.
Recalling, the matrix rΣ in (3) we define pΘ to be the pˆ p matrix:
pΘ P argminΘPRpˆp !}Θ}1 : }rΣΘ´ Ipˆp}8 ď rνn and }ΘrΣ´ Ipˆp}8 ď rνn) . (9)
The analysis of this estimator is standard. For completeness we include a proof of the following result
in the supplementary materials:
Lemma 1. Under (A1), (A3) and (A5), suppose
log p
ρ2˚n
Ñ 0. Then with probability 1 ´ op1q it holds
that maxt}pΘ}L1 , }pΘ}L8u ď b1 and that
maxt}pΘ´ Σ´10 }L1 , }pΘ´ Σ´10 }L8u ď 2rνnb0b1.
We refer to pΘ as the modified CLIME estimator. Given the modified Dantzig estimator pβn in (4) and
the modified CLIME estimator we construct the de-biased estimator pβun:
pβun “ pβn ` pΘˆ 1n rXJy ´ rΣpβn
˙
. (10)
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Our next main result derives the limiting distribution of the de-biased estimator. Define the matrix pΥ
as: pΥjk “
#
1
n
řn
i“1
ř
t‰j
1´ρt
ρjρt
X2ijX
2
itrβt˚ s2, j “ k;
1
n
řn
i“1
ř
t‰j,k
1´ρt
ρt
XijXikX
2
itrβt˚ s2, j ‰ k,
and the matrix pΓ P Rpˆp as
pΓ “ σ2ε
n
XJX ` σ
2
ε
n
rDdiagpXJXq ` pΥ,
where rD “ diagp 1
ρ1
´ 1, ¨ ¨ ¨ , 1
ρp
´ 1q.With these definitions in place we have the following result:
Theorem 4. Suppose that,
σ4xb0b
2
1
d
log2 p
ρ4˚n
ˆ
σε
?
ρ˚
σx
` }β˚}2
˙ˆ
1` s
λminb0b1
˙
Ñ 0. (11)
then for any variable subset S Ď rps with constant size it holds that with probability 1´ op1q over the
random design X,
?
n
´pβun ´ β˚¯
S
dÑ N
´
0,
”
Σ´10 pΓΣ´10 ı
SS
¯
conditioned onX.
Remarks:
1. We obtain the above result as a special case of a more general result. In particular, the initial
estimator pβn only needs to satisfy the condition that,
σ2xb0b1rνn
˜
σε
σx
d
log p
ρ˚
` }β˚}2
d
log p
ρ2˚
`
?
n}pβn ´ β˚}1
σ2xb0b1
¸
pÑ 0, (12)
for the conclusion of the theorem to hold.
2. It is possible to demonstrate the rate optimality of the above theorem in a certain regime. In more
details, consider the case when Σ0 “ I and the observation rates ρ1 “ ρ2 “ ¨ ¨ ¨ “ ρp “ ρ˚.
Fix a single coordinate j and let Vj :“ Varp
?
nppβun ´ β˚qjq denote the rescaled mean-squared
error of the j-th coordinate. By Theorem 4, when n is sufficiently large
Vj
pÑ pΓjj pÑ σ2ε
ρ˚
` 1´ ρ˚
ρ2˚
ÿ
t‰j
rβ˚t s2 ď
σ2ε
ρ˚
` 1´ ρ˚
ρ2˚
}β˚}22. (13)
Comparing this with Theorem 3, we observe that the variance Vj matches the minimax rates of
coordinate-wise estimation up to a universal constant. Formally, under the additional assump-
tion σ2ε " e´0.5c
2p1´ρ˚qs}β˚}22 that σε is not exponentially small, we have that
lim sup
p,nÑ8
V 2j
inf pβn supβPB2p}β˚}2qXB0psq,ΣPΛpγ0q nE|pβnj ´ βj |2 ď 2C´11 p1` 2cq,
where C1 ą 0 is the universal constant in Theorem 3.
3. Although the de-biased estimator we propose is inspired by prior work [8, 21, 36, 40] the anal-
ysis in the missing data case is complicated by the fact that estimates of both pΘ and pβn depend
on the randomness induced by the missing entries. To circumvent this issue we rely on a careful
argument that relates pΘ to its deterministic counterpart Σ´10 .
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4. Finally, we note that the limiting covariance depends on several unobserved quantities, most
problematically the true regression vector β˚ and unobserved entries of the design matrixX. We
overcome these issues and provide and analyze a data-driven estimate of the limiting covariance
matrix in the next section.
3.2 Data-driven approximation of the limiting covariance
To aid in the practical construction of confidence intervals we propose an estimate of the asymptotic
variance and study its rates of convergence. Our estimates are constructed by replacing the unobserved
design matrix X with rX defined in (3) and the true regression vector β˚ with the modified Dantzig
estimate pβn. Formally, we define
rΓ “ σ2ε
n
rXJ rX ` rΥ,
where rΥjk “ 1
n
nÿ
i“1
ÿ
t‰j,k
p1´ ρtq rXij rXik rX2itpβ2nt,
for j, k P t1, ¨ ¨ ¨ , pu. The following theorem shows that pΘrΓpΘJ is a good approximation of Σ´10 pΓΣ´10
when n is sufficiently large:
Theorem 5. Suppose the conclusion in Lemma 1 holds,
log p
ρ4˚n
Ñ 0 and }pβn ´ β˚}2 pÑ 0. Then
›››pΘrΓpΘJ ´ Σ´10 pΓΣ´10 ›››8 “ OP
˜
σ4xb
2
1 log
2 p
ρ2˚
#ˆ
}β˚}22 `
ρ˚σ2ε
σ2x
˙˜
b0rνn `
d
log p
ρ˚n
¸
` }β˚}2}pβn ´ β˚}1
+¸
.
Remark: Based on Theorems 4 and 5, an asymptotic p1 ´ αq confidence interval of β˚j can be
computed as
CIjpαq “
»–pβunj ´ Φ´1p1´ α{2q
b
ppΘrΓpΘJqjj?
n
, pβunj ` Φ´1p1´ α{2q
b
ppΘrΓpΘJqjj?
n
fifl , (14)
where Φ´1p¨q is the inverse function of the CDF of the standard Gaussian distribution. We now
turn our attention to studying the finite-sample behaviour of the modified Dantzig selector and its
associated confidence intervals in a variety of simulations.
4 Simulation results
In this section, we report a variety of simulation results on synthetic and semi-synthetic data aimed
at assessing the modified Dantzig selector, the limiting behaviour of the de-biased estimator and the
coverage of the confidence interval proposed in (14).
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4.1 Synthetic data
We fix σε “ 0.1 and set Σ0 “ Ω´1 where Ω is chosen to be the following banded matrix:
Ωij “
#
0.5|i´j| if |i´ j| ď 5
0 otherwise
.
We assume a uniform observation rate ρ1 “ ¨ ¨ ¨ “ ρp “ ρ˚, which ranges from 0.5 to 0.9. The
support set J0 Ă rps of β˚ is selected uniformly at random, with |J0| “ 10. β˚ is then generated
as β˚j „ Bernoullit`1,´1u independently for j P J0 and β˚j “ 0 for j R J0. Both the modi-
fied Dantzig selector (4) and the modified CLIME estimator (9) are computed using the alternating
direction method of multipliers (ADMM) algorithm.
4.1.1 Verification of asymptotic normality
We run 1000 independent realizations of our experiments and study the distributions of
?
nppβun´β˚q.
We plot the empirical distribution of
pδj “ ?nppβunj ´ β˚j qb
ppΘrΓpΘJqjj
together with the standard normal distribution. Figure 1 shows that the empirical distribution of pδj
agrees quite well with that of the standard normal distribution. In addition, we find that more samples
are required to ensure asymptotic normality when observation rates are low (e.g., ρ˚ “ 0.5).
4.1.2 Average CI coverage and length
We calculate the average coverage and length of the constructed confidence intervals from T indepen-
dent realizations, defined as
Avgcovpjq “ 1
T
Tÿ
i“1
Ipβ0j P CIpiqj pαqq, and Avglenpjq “
1
T
Tÿ
i“1
lengthpCIpiqj pαqq,
where CIjpαq is defined in (14). We also report the average coverage and length of coordinate-wise
confidence intervals across a coordinate subset J Ď rps, defined as
AvgcovpJq “ 1|J |
ÿ
jPJ
Avgcovpjq and AvglenpJq “ 1|J |
ÿ
jPJ
Avglenpjq.
Tables 1 summarize the results for various pn, p, ρ˚q settings.
4.2 Semi-synthetic data
In this section we conduct experiments on two datasets: DNA and Madelon2, where the distribution
of the design matrices are not necessarily sub-Gaussian. The DNA data contains 2000 instances
and 180 covariates, while Madelon contains 2000 data points and 500 covariates. For these two
datasets, we only use their data matrix X and construct the response y according to a sparse linear
regression model. Following the simulation study, we randomly remove observed covariates with
2Available from https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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n “ 1500, p “ 500, ρ˚ “ 0.9 n “ 5000, p “ 500, ρ˚ “ 0.7
n “ 8000, p “ 500, ρ˚ “ 0.5 n “ 12000, p “ 500, ρ˚ “ 0.5
Figure 1: Empirical distribution and density of pδj “ ?nppβunj´β˚j qbppΘrΓpΘJqjj of 1000 independent realizations.
The top row in each subfigure corresponds to two coordinates randomly chosen from J0, and the
bottom row in each subfigure corresponds to two coordinates randomly chosen from Jc0 . The red
curve in each case denotes the density of the standard normal distribution.
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Table 1: 95% confidence intervals for high-dimensional regression with missing data when ρ˚ P
r0.7, 0.9s.
pn, p, ρ˚q Random j P J0 Random j R J0 J0 J
c
0
Avgcov Avglen Avgcov Avglen Avgcov Avglen Avgcov Avglen
(1000,200,0.9) 0.941 0.182 0.951 0.192 0.938 0.208 0.966 0.187
(1000,200,0.8) 0.945 0.318 0.948 0.329 0.944 0.334 0.979 0.331
(1000,200,0.7) 0.952 0.494 0.983 0.540 0.949 0.547 0.989 0.529
(1500,500,0.9) 0.931 0.155 0.966 0.170 0.945 0.183 0.971 0.158
(1500,500,0.8) 0.927 0.278 0.982 0.294 0.937 0.308 0.985 0.284
(1500,500,0.7) 0.963 0.415 0.994 0.469 0.971 0.497 0.995 0.450
(2000,1000,0.9) 0.947 0.144 0.974 0.144 0.949 0.160 0.975 0.139
(2000,1000,0.8) 0.967 0.249 0.987 0.264 0.939 0.281 0.990 0.254
(2000,1000,0.7) 0.952 0.378 0.995 0.422 0.930 0.451 0.997 0.409
(3000,2000,0.9) 0.958 0.116 0.954 0.118 0.951 0.133 0.981 0.115
(3000,2000,0.8) 0.919 0.202 0.979 0.220 0.948 0.236 0.993 0.212
(3000,2000,0.7) 0.891 0.315 0.998 0.349 0.950 0.372 0.998 0.348
Table 2: 95% confidence intervals for regression with missing data when ρ˚ “ 0.5.
pn, p, ρ˚q Random j P J0 Random j R J0 J0 J
c
0
Avgcov Avglen Avgcov Avglen Avgcov Avglen Avgcov Avglen
(1000,200,0.5) 0.928 1.051 0.998 1.223 0.942 1.384 0.999 1.194
(2000,200,0.5) 0.971 0.715 0.997 0.849 0.971 0.799 0.995 0.813
(3000,200,0.5) 0.956 0.574 0.976 0.644 0.961 0.668 0.989 0.640
(4000,200,0.5) 0.936 0.468 0.984 0.541 0.943 0.527 0.986 0.534
(1500,500,0.5) 0.986 0.795 0.978 0.911 0.756 0.954 1.000 0.896
(3000,500,0.5) 0.849 0.510 0.899 0.575 0.479 0.634 0.998 0.572
(8000,500,0.5) 0.972 0.352 0.978 0.408 0.908 0.417 0.988 0.403
(12000,500,0.5) 0.941 0.272 0.965 0.315 0.936 0.328 0.976 0.309
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Table 3: 95% confidence intervals for regression with missing data on real world datasets.
pdataset, ρ˚q Random j P J0 Random j R J0 J0 J
c
0
Avgcov Avglen Avgcov Avglen Avgcov Avglen Avgcov Avglen
(DNA,0.9) 0.924 0.120 0.956 0.128 0.937 0.128 0.957 0.129
(DNA,0.8) 0.908 0.195 0.959 0.216 0.926 0.212 0.965 0.218
(DNA,0.7) 0.888 0.286 0.967 0.318 0.925 0.314 0.973 0.317
(DNA,0.5) 0.713 0.464 0.964 0.516 0.745 0.512 0.976 0.519
(Madelon,0.9) 0.943 0.095 0.963 0.101 0.949 0.098 0.945 0.105
(Madelon,0.8) 0.966 0.167 0.976 0.174 0.961 0.181 0.971 0.223
(Madelon,0.7) 0.962 0.229 0.977 0.236 0.956 0.253 0.977 0.261
(Madelon,0.5) 0.663 0.334 0.977 0.357 0.682 0.377 0.965 0.356
probability 1´ρ˚, and then perform statistical inference based on the datasets with missing covariates.
The performance of the constructed confidence intervals are reported in Table 3. We see that the
proposed procedure produces roughly normal estimates for the parameters of interest when ρ˚ is not
too small, demonstrating that the estimators and confidence intervals can be robust to violations of the
assumptions on the design matrix.
5 Discussion
In this paper, we studied the problems of estimation of and constructing confidence intervals for a
high-dimensional regression vector when covariates are missing completely at random. In the context
of estimation, in contrast to the situation in regression without missing data, we find a discrepancy
between bounds obtained when Σ0 is taken to be known and when it is unknown. We sharpen existing
analyses in both these settings and develop minimax lower bounds to show that this discrepancy is
unavoidable. Finally, we provide a method to construct confidence intervals in the presence of missing
data through de-biasing, and study its length and coverage properties. Several important questions
remain open and discuss some of these here.
Theorem 3 shows that if the population covariance Σ0 of the design matrixX is unknown, then the
mean square estimation error of a fixed component in β˚ must depend quadratically on the observation
ratio ρ˚. We conjecture that such results also hold for the estimation error of the entire regression
model β˚ as well. More specifically, we conjecture that under suitable finite-sample conditions,
infpβn supβ˚PB2pMqXB0psq
Σ0PΛpγ0q
E}pβn ´ β˚}22 ě C 11 ¨max"σ2εs log pρ˚n ,min
ˆ
1´ ρ˚
1` 2cM
2, ec
2p1´ρ˚qsσ2ε
˙
s log p
ρ2˚n
*
.
Establishing such a bound however requires a generalization of our lower bound construction in a
novel fashion. In particular, our current construction relies on a carefully designed packing set of
covariance matrices that do not “leak information” unless bothX1 andXj (for a fixed j) are observed,
and extending this construction more generally appears to be challenging.
Our upper bounds for both estimation and inference focus on a large-sample regime when the
Bernstein-type inequalities we use result in sub-Gaussian behaviour. In problems with missing data,
the natural plug-in estimators, of the covariance matrix for instance, exhibit different rates of conver-
gence in the small-sample regime. Understanding the tightness of our bounds in this small-sample
regime would be interesting.
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For inference we use sparsity assumptions that ensure that the precision matrix Σ´10 is estimable,
which are restrictive as the precision matrix is a nuisance parameter. In the fully observed setting
weaker assumptions are used for instance in [21] at the cost of asymptotic efficiency of the aver-
age length of the resulting confidence interval. In the missing data setting however the dependence
between the estimates pΘ and pβn caused due to the missingness is challenging to deal with directly. In-
stead, we use arguments that relate pΘ to its deterministic population counterpart Σ´10 . Understanding
the extent to which this dependence can be circumvented, and weakening the assumptions required on
the nuisance parameter Σ´10 remains an open question.
6 Proofs
In this section, we turn to the proofs of our main theorems. We include in the main text the main body
of the proofs deferring more technical aspects to the supplementary material.
6.1 Additional notation
We use the matrix R to denote the missingness pattern, i.e. define:
Rij “
#
0, if Xij “ ‹,
1, otherwise.
In order to compactly derive and state concentration bounds for the case when Σ0 is known and
unknown we will use the following additional notation.
Definition 1. LetA,B be random or deterministic square matrices of the same size and ε be a random
vector of i.i.d. N p0, σ2ε q components. Let ϕu,vpA,B; logNq, ϕu,8pA,B; logNq, ϕε,8pAq be terms
such that, with probability 1´ op1q as nÑ 8, for all subset S of vectors with |S| ď N , the following
hold for all u, v P S: ˇˇ
uJpA´Bqvˇˇ ď ϕu,vpA,B; logNq ¨ }u}2}v}2;››AJε››8 ď ϕε,8pAq ¨ σε.
Note that ϕu,vp¨, ¨q is symmetric and satisfies the triangle inequality. Also, infinity norms like
}A ´ B}8 or }pA ´ Bqu}8 for a fixed u can be upper bounded by ϕu,vpA,B;Oplog dimpAqqq, by
considering the set of unit vectors te1, ¨ ¨ ¨ , edimpAqu.
6.2 Proof of Theorem 1
We need the following two concentration lemmas, which are proved in the supplementary material.
Lemma 2. Denote random matrices Apℓq, ℓ P t0, 1, 2u as Ap0q “ pΣ, Ap1q “ 1
n
rXJX and Ap2q “ rΣ,
respectively. Then for ℓ P t0, 1, 2u:
ϕu,v
´
Apℓq,Σ0; logN
¯
ď O
˜
σ2xmax
#
logN
ρ1.5ℓ˚ n
,
d
logN
ρℓ˚n
+¸
.
Lemma 3. If
log p
ρ˚n
Ñ 0 then ϕε,8p 1n rXq ď Opσxb log pρ˚n q.
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We present the following lemma. Its proof is given in the supplementary material.
Lemma 4. Suppose
log p
ρ4˚n
Ñ 0 for pβn or log pρ2˚n Ñ 0 for qβn, and let J0 “ supppβ˚q be the support of β˚.
If rλn ě Ωtσxb log pn pσx}β˚}2ρ˚ ` σε?ρ˚ qu and qλn ě Ωtσxb log pρ˚n pσx}β˚}2 ` σεqu, then with probability
1´ op1q we have that
1. }ppβn ´ β˚qJc
0
}1 ď }ppβn ´ β˚qJ0}1;
2. }pqβn ´ β˚qJc
0
}1 ď }pqβn ´ β˚qJ0}1.
Definition 2 (Restricted eigenvalue condition). A p ˆ p matrix A is said to satisfy REps, φminq if for
all J Ď rps, |J | ď s the following holds:
inf
h‰0,}hJc}1ď}hJ }1
hJAh
hJh
ě φmin.
The following lemma is proved in the supplementary material.
Lemma 5. Suppose
σ4xs logpσx log p{ρ˚q
ρ3˚λ
2
min
n
Ñ 0. Then with probability 1 ´ op1q, the sample covariance
for the missing data problem rΣ satisfies REps, p1´ op1qqλminpΣ0qq.
We are now ready to prove Theorem 1 that establishes the rate of convergence of the modified
Dantzig selector estimators. We consider pβn first. Define rλnµ “ 1n rXJy ´ rΣpβn. By y “ Xβ˚ ` ε,
we have that
rΣppβn ´ β˚q “ ˆ 1
n
rXJX ´ Σ0˙β˚ ` ´Σ0 ´ rΣ¯β˚ ´ rλnµ` 1
n
rXJε.
Multiply both sides by ppβn ´ β˚q and apply Hölder’s inequality:
ppβn ´ β˚qJrΣppβn ´ β˚q
ď }pβn ´ β˚}1 "››››ˆ 1n rXJX ´ Σ0
˙
β˚
››››
8
`
›››´Σ0 ´ rΣ¯β˚›››8 ` rλn}µ}8 `
›››› 1n rXJε
››››
8
*
ď }pβn ´ β˚}1 ¨OP "ϕu,v ˆ 1
n
rXJX,Σ0; log p˙ }β˚}2 ` ϕu,v ´rΣ,Σ0; log p¯ }β˚}2 ` rλn ` ϕε,8ˆ 1
n
rX˙σε*
ď }pβn ´ β˚}1 ¨OP
#
σ2x}β˚}2
d
log p
ρ2˚n
` σxσε
d
log p
ρ˚n
` rλn
+
.
Here the last inequality is due to Lemmas 2 and 3. Suppose
σ4xs logpσxp{ρ˚q
ρ4˚λ
2
min
n
Ñ 0 and rλn is appropriately
set as in Lemma 4. We then have
}pβn ´ β˚}1 ď 2}ppβn ´ β˚qJ0}1 ď 2?s}pβn ´ β˚}2 (15)
by Lemma 4 and
ppβn ´ β˚qJrΣppβn ´ β˚q ě p1´ op1qqλmin}pβn ´ β˚}22
by Lemma 5. Chaining all inequalities we get
}pβn ´ β˚}2 ď OP
˜ ?
s
λmin
#
σ2x}β˚}2
d
log p
ρ2˚n
` σxσε
d
log p
ρ˚n
` rλn
+¸
ď OP
˜ ?
s
λmin
#
σ2x}β˚}2
d
log p
ρ2˚n
` σxσε
d
log p
ρ˚n
+¸
.
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The ℓ1 norm error bound }pβn ´ β˚}1 can be easily obtained by the fact that }pβn ´ β˚}1 ď 2?s}pβn ´
β˚}2 as shown in Eq. (15).
Finally, consider qµn and define qλnqµ “ 1n rXJy ´ Σ0qβn. Note that }qδ}8 ď 1 and
Σ0pqβn ´ β˚q “ ˆ 1
n
rXJX ´ Σ0˙β˚ ´ qλnqµ` 1
n
rXJε.
Note in addition that pqβn´β˚qJΣ0pqβn´β˚q ě λmin}qβn´β˚}22 by Assumption (A2). Subsequently,
the same line of argument for pβn yields
}qβn ´ β˚}2 ď 2?s
λmin
¨OP
"
ϕu,v
ˆ
1
n
rXJX,Σ0; log p˙ }β˚}2 ` rλn ` ϕε,8ˆ 1
n
rX˙σε*
ď OP
#`
σ2x}β˚}2 ` σxσε
˘d s log p
λ2minρ˚n
+
.
6.3 Proof of Theorem 2
We consider the worst case with equal observation rates across covariates: ρ1 “ ¨ ¨ ¨ “ ρp “ ρ˚ and
use Fano’s inequality (Lemma 12) to establish the minimax lower bound in Theorem 2. Without loss
of generality we shall restrain ourselves to even p and s{2 scenarios. Construct hypothesis β as
β “ p a, ¨ ¨ ¨ , alooomooon
repeat s{2 times
, 0,˘δ, 0, ¨ ¨ ¨ ,˘δ, 0loooooooooomoooooooooon
exactly s{2 copies of δ
q, (16)
where δ Ñ 0 is some parameter to be chosen later and a “
b
2M2
s
´ δ2 is carefully chosen so that
}β}2 “M . Clearly β P B2pMqXB0psq. Let dHpβ, β1q “
řp
j“1 Irβj ‰ β1js be the Hamming distance
between β and β1. The following lemma shows that it is possible to construct a large hypothesis classes
where any two models in the hypothesis class are far away under the Hamming distance:
Lemma 6 ([31], Lemma 4). Define H “ tz P t´1, 0,`1up : }z}0 “ su. For p, s even and s ă 2p{3,
there exists a subset rH Ď H with cardinality | rH| ě expt s
2
log p´s
s{2 u such that ρHpz, z1q ě s{2 for all
dinstinct s, s1 P rH.
This does not affect the minimax lower bound to be proved. Using the above lemma and under
the condition that s ď 4p{5, one can construct Θ consisting of hypothesis of the form in Eq. (16) such
that log |Θ| — s logpp{sq and }β ´ β1}2 ě
a
s{4δ for all distinct β, β1 P Θ. It remains to evaluate the
KL divergence between Pβ and Pβ1 .
Let xobs and xmis denote the observed and missing covariates of a particular data point and let
βobs, βmis be the corresponding partition of coordinates of β. The likelihood of xobs and y can be
obtained by integrating out xmis (assuming there are q coordinates that are observed):
ppy, xobs;βq “ ρq˚p1´ ρ˚qp´q
ż
Nppxobs, xmis; 0, IqN py ´ pxJobsβobs ´ xmisqJβmis; 0, σ2ε qdxmis
“ ppxobsq ¨ 1a
2πpσ2ε ` }βmis}22q
exp
"
´ py ´ x
J
obsβobsq2
2pσ2ε ` }βmis}22q
*
.
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Here N and Np denote the univariate and multivariate Normal distributions. Note that ppxobsq does
not depend on β. Subsequently,
KLpPβ}Pβ1q “ Eβ,ρ˚ log
ppy, xobs;β1q
ppy, xobs;βq
“ Eβ,ρ˚
"
1
2
log
σ2ε ` }β1mis}22
σ2ε ` }βmis}22
` 1
2
„py ´ xJobsβ1obsq2
σ2ε ` }β1mis}22
´ py ´ x
J
obsβobsq2
σ2ε ` }βmis}22
*
“ Eρ˚
"
1
2
log
σ2ε ` }β1mis}22
σ2ε ` }βmis}22
` 1
2
„
σ2ε ` }βmis}22 ` }βobs ´ β1obs}22
σ2ε ` }β1mis}22
´ 1
*
paq
ď Eρ˚
"
1
2
„
σ2ε ` }β1mis}22
σ2ε ` }βmis}22
` σ
2
ε ` }βmis}22
σ2ε ` }β1mis}22

´ 1` 1
2
}βobs ´ β1obs}22
σ2ε ` }β1mis}22
*
“ Eρ˚
#
1
2
`}β1mis}22 ´ }βmis}22˘2
pσ2ε ` }βmis}22qpσ2ε ` }β1mis}22q
` 1
2
}βobs ´ β1obs}22
σ2ε ` }β1mis}22
+
. (17)
Here for paq we apply the inequality that logp1`xq ď x for all x ą 0. For some constant c P p0, 1{2q,
define Epcq as the event that at least 1´ρ˚
1`2c portion of the first s{2 coordinates in x are missing. By
Chernoff bound, 3 PrrEpcqs ě 1 ´ e´c2p1´ρ˚qs. Note that under Epcq, }βmis}22, }β1mis}22 ě p1´ρ˚qs2p1`2cq a2
almost surely. Subsequently,
KLpPβ}Pβ1q ď 1
2
Eρ˚|Epcq
`}β1mis}22 ´ }βmis}22˘2´
σ2ε ` p1´ρ˚qs2p1`2cq a2
¯2 ` 12 Eρ˚|Epcq}βobs ´ β1obs}22σ2ε ` p1´ρ˚qs2p1`2cq a2
` e´c2p1´ρ˚qs
»–1
2
Eρ˚|Epcq
`}β1mis}22 ´ }βmis}22˘2
σ4ε
` 1
2
Eρ˚|Epcq}βobs ´ β1obs}22
σ2ε
fifl .
Because β and β1 are identical in the first s{2 coordinates, both }β1mis}22 ´ }βmis}22 and }βobs ´ β1obs}22
are independent of Epcq. Therefore,
Eρ˚
`}β1mis}22 ´ }βmis}22˘2 “ Eρ˚ ´}β1mis,ąs{2}22 ´ }βmis,ąs{2}22¯2 ď 4p1´ ρ˚q2s2δ4;
Eρ˚}β1obs ´ βobs}22 “ Eρ˚}β1obs,ąs{2 ´ βobs,ąs{2}22 ď 2ρ˚sδ2.
Here β¨,ąs{2 denote the β¨ vector without its first s{2 coordinates, and in both inequalities we note
by construction that }βąs{2}0, }β1ąs{2}0 ď s{2. Because a2 “ 2M
2
s
´ δ2, we have that p1´ρ˚qs
2p1`2cq a
2 “
1´ρ˚
1`2cM
2 ´ p1´ρ˚q
2p1`2cqsδ
2. For now assume that 1´ρ˚
1`2c sδ
2 ! σ2ε ` 1´ρ˚1`2cM2, which then implies σ2ε `
p1´ρ˚qs
2p1`2cq a
2 ě 1
2
´
σ2ε ` 1´ρ˚1`2cM2
¯
. We will justify this assumption at the end of this proof. Combining
all inequalities we have
KLpPβ}Pβ1q ď 8p1´ ρ˚q
2s2δ4´
σ2ε ` 1´ρ˚1`2cM2
¯2 ` 2ρ˚sδ2σ2ε ` 1´ρ˚1`2cM2 ` e´c2p1´ρ˚qs
„
2p1 ´ ρ˚q2s2δ4
σ4ε
` ρ˚sδ
2
σ2ε

.
Let Pnβ and P
n
β1 be the distribution of n i.i.d. samples parameterized by β and β
1, respectively.
Because the samples are i.i.d., we have that KLpPnβ }Pnβ1q “ nKLpPβ}Pβ1q. On the other hand,
3If X1, ¨ ¨ ¨ , Xn are i.i.d. random variables taking values in t0, 1u then Prr
1
n
řn
i“1 Xi ă p1´ δqµs ď expt´
δ2µ
2
u for
0 ă δ ă 1, where µ “ EX .
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because log |Θ| — s logpp{sq, to ensure 1 ´ KLpP
n
β }Pnβ1q`log 1{2
log |Θ| ě Ωp1q we only need to show
KLpPnβ }Pnβ1q — s logpp{sq, which is implied by
p1´ ρ˚q2s2δ4´
σ2ε ` 1´ρ˚1`2cM2
¯2 — s logpp{sqn ðù δ2 —
ˆ
σ2ε `
1´ ρ˚
1` 2cM
2
˙d
logpp{sq
p1´ ρ˚q2sn ;
ρ˚sδ2
σ2ε ` 1´ρ˚1`2cM2
— s logpp{sq
n
ðù δ2 —
ˆ
σ2ε `
1´ ρ˚
1` 2cM
2
˙
logpp{sq
ρ˚n
;
e´c
2p1´ρ˚qs p1´ ρ˚q2s2δ4
σ4ε
— s logpp{sq
n
ðù δ2 — e0.5c2p1´ρ˚qsσ2ε
d
logpp{sq
p1´ ρ˚q2sn ;
e´c
2p1´ρ˚qs ρ˚sδ
2
σ2ε
ðù δ2 — ec2p1´ρ˚qsσ2ε
logpp{sq
ρ˚n
.
Combining all terms we have that
δ2 — min
"
σ2ε `
1´ ρ˚
1` 2cM
2, e0.5c
2p1´ρ˚qsσ2ε
*
¨min
#d
logpp{sq
p1´ ρ˚q2sn,
logpp{sq
ρ˚n
+
. (18)
The bound for }β ´ β1}22 can then be obtained by }β ´ β1}22 ě s4δ2.
The final part of the proof is to justify the assumption that
1´ρ˚
1`2c sδ
2 ! σ2ε ` 1´ρ˚1`2cM2. Invoking
Eq. (18), the assumption is valid if 1´ρ˚
1`2c max
!b
s logpp{sq
p1´ρ˚q2n ,
s logpp{sq
ρ˚n
)
Ñ 0, which holds if s logpp{sq
ρ˚n
Ñ
0.
6.4 Proof of Theorem 3
We again take ρ1 “ ¨ ¨ ¨ “ ρp “ ρ˚. The first term σ
2
ε
ρ˚n
in the minimax lower bound is trivial to
establish: consider β˚ “ δej and β1 “ ´δej with Σ0 “ Σ1 “ I . By Eq. (17), we have that
KLpPnβ˚}Pnβ1q “ n ¨KLpPβ˚}Pβ1q ď
2ρ˚nδ2
σ2ε
.
Equating KLpPnβ˚}Pnβ1q — Op1q we have that δ2 —
σ2ε
ρ˚n
. Because
σ2ε
M2ρ˚n
Ñ 0, we know that
β˚, β1 P B2pMq X B0p1q when n is sufficiently large. Invoking Le Cam’s method (Lemma 13) with
|β0j ´ β1j |2 “ 4δ2 — σ
2
ε
ρ˚n
we prove the desired minimax lower bound of
σ2ε
ρ˚n
.
We next focus on the second term in the minimax lower bound that involves 1{ρ2˚n. Without loss
of generality assume j ą s´ 1. Construct two hypothesis pβ˚,Σ0q and pβ1,Σ1q as follows:
β˚ “ p ra?
s´ 2 , ¨ ¨ ¨ ,
ra?
s´ 2loooooooooooomoooooooooooon
repeat s´ 2 times
,ra, 0, ¨ ¨ ¨ , 0,raγ, 0, ¨ ¨ ¨ , 0loooooooooooomoooooooooooon
β0j“raγ
q, Σ0 “ Ipˆp ´ γpes´1eJj ` ejeJs´1q;
β1 “ p ra?
s´ 2 , ¨ ¨ ¨ ,
ra?
s´ 2loooooooooooomoooooooooooon
repeat s´ 2 times
,ra, 0, ¨ ¨ ¨ , 0,´raγ, 0, ¨ ¨ ¨ , 0looooooooooooomooooooooooooon
β0j“´raγ
q, Σ1 “ Ipˆp ` γpes´1eJj ` ejeJs´1q.
Here γ Ñ 0 is some parameter to be determined later and ra is set to ra “ b M2
2`γ2 to ensure that
}β˚}2 “ }β1}2 “ M . It is immediate by definition that β˚, β1 P B2pMq X B0psq. In addition, by
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Gershgorin circle theorem all eigenvalues of Σ0 and Σ1 lie in r1´ γ, 1 ` γs. As γ Ñ 0, it holds that
Σ0,Σ1 P Λpγ0q for any constant γ0 P p0, 1{2q when n is sufficiently large. A finite-sample statement
of this fact is given at the end of the proof.
Unlike the identity covariance case, the likelihood ppy, xobs;β,Σq for incomplete observations
are complicated when Σ has non-zero off-diagonal elements. The following lemma gives a general
characterization of the likelihood when β ‰ 0. Its proof is given in the supplementary material.
Lemma 7. Partition the covariance Σ as Σ “
„
Σ11 Σ12
Σ21 Σ22

, where Σ11 corresponds to xobs and
Σ22 corresponds to xmis. Define Σ22:1 “ Σ22 ´ Σ21Σ´111 Σ12. Let q “ dimpΣ11q be the number of
observed covariates. Then
ppy, xobs;β,Σq “ ρq˚p1´ ρ˚qp´q ¨
1ap2πqq|Σ11| exp
"
´1
2
xJobsΣ
´1
11 xobs
*
¨ 1b
2πpσ2ε ` βJmisΣ22:1βmisq
exp
#
´py ´ x
J
obsβobs ´ βJmisΣ21Σ´111 xobsq2
2pσ2ε ` βJmisΣ22:1βmisq
+
.
We now present the following lemma, which is key to establish the 1{ρ2˚ rate in the minimax lower
bound. Its proof is given in the supplementary material.
Lemma 8. ppy, xobs;β˚,Σ0q “ ppy, xobs;β1,Σ1q unless both xs´1 and xj are observed.
Let P0 and P1 denote the distributions parameterized by pβ˚,Σ0q and pβ1,Σ1q, respectively. Let
A denote the event that both xs´1 and xj are observed. By Lemma 8, we have that
KLpP0}P1q “ PrrAsE0
„
log
ppy, xobs;β˚,Σ0q
ppy, xobs;β1,Σ1q
ˇˇˇˇ
A

“ ρ2˚E0
„
log
ppy, xobs;β˚,Σ0q
ppy, xobs;β1,Σ1q
ˇˇˇˇ
A

.
Suppose Σ0 “ rΣ011 Σ012; Σ021 Σ022s and Σ1 “ rΣ111 Σ112; Σ121 Σ122s are partitioned in the same
way as in Lemma 7. Conditioned on the event A, we have that
Σ022 “ Σ122 “ Ipp´qqˆpp´qq,
Σ012 “ ΣJ021 “ Σ112 “ ΣJ121 “ 0qˆpp´qq,
Σ011 “ Iqˆq ´ γpes´1eJj ` ejeJs´1q,
Σ111 “ Iqˆq ` γpes´1eJj ` ejeJs´1q,
and by Lemma 14, we have that
Σ´1011 “ I `
γ2
1´ γ2 pes´1e
J
s´1 ` ejeJj q `
γ
1´ γ2 pes´1e
J
j ` ejeJs´1q
and
Σ´1111 “ I `
γ2
1´ γ2 pes´1e
J
s´1 ` ejeJj q ´
γ
1´ γ2 pes´1e
J
j ` ejeJs´1q.
In addition, detpΣ011q “ detpΣ111q “ 1 ´ γ2. Note also that Σ022:1 “ Σ122:1 “ Ipp´qqˆpp´qq
and hence βJ0misΣ022:1β0mis “ βJ1misΣ122:1β1mis because }β0mis}22 “ }β1mis}22 regardless of which
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covariates are missing. Define xobs,ăs “ txj : xj is observed, j ă su and βobs,ăs “ tβj :
xj is observed, j ă su. Subsequently, invoking Lemma 7 we get
E0|A
„
log
P0
P1

“ ´ 2γ
1´ γ2E0rxs´1xjs ´ E0|A
"
1
2
py ´ xJobsβ0obsq2 ´ py ´ xJobsβ1obsq2
σ2ε ` }β0mis}22
*
paq“ 2γ
2
1´ γ2 ` E0|A
#
xjpβ0j ´ β1jqpy ´ xJobs,ăsβ0obs,ăsq
σ2ε ` }β0mis}22
+
pbq“ 2γ
2
1´ γ2 ` E0|A
#
xjpβ0j ´ β1jqpxJmis,ăsβ0mis,ăs ` xjβ0j ` εq
σ2ε ` }β0mis}22
+
pcq“ 2γ
2
1´ γ2 ` ER|A
#
β0jpβ0j ´ β1jqE0rx2j s ` pβ0j ´ β1jqE0|RrxjpxJmis,ăs´1β0mis,ăs´1 ` εqs
σ2ε ` }β0mis}22
+
“ 2γ
2
1´ γ2 ` ER|A
#
β0jpβ0j ´ β1jqE0rx2j s
σ2ε ` }β0mis}22
+
“ 2γ
2
1´ γ2 ` ER|A
"
2ra2γ2
σ2ε ` }β0mis}22
*
.
Here paq is due to β0obs,ăs “ β1obs,ăs and β20j “ β21j , and pbq is because β0k “ 0 for all k ě s
except for k “ j. Note also that under A, xj is observed and hence β0j always belongs to β0obs.
For pcq, note that xs´1 is observed under A and xj is independent of xăs´1 and ε conditioned on
R, thanks to the missing completely at random assumption (A3). For any constant c P p0, 1{2q
define E 1pcq as the event that at least 1´ρ˚
1`2c portion of the first ps ´ 2q coordinates in x are missing.
Note that }β0mis}22 ě 1´ρ˚1`2c ra2 almost surely under A X E 1pCq and by Chernoff bound PrrAs ě
1´ e´c2p1´ρ˚qps´2q ě 1´ e´0.5c2p1´ρ˚qs for s ě 4. Subsequently, by law of total expectation
ER|A
"
2ra2γ2
σ2ε ` }β0mis}22
*
ď 2ra2γ2
σ2ε ` 1´ρ˚1`2c ra2 ` e´0.5c2p1´ρ˚qs 2ra
2γ2
σ2ε
.
Replace ra2 “ M2
2`γ2 . We then have that
KLpPn0 }Pn1 q ď nρ2˚
«
2γ2
1´ γ2 `
2M2γ2
p2` γ2qσ2ε ` 1´ρ˚1`2cM2
` e´0.5c2p1´ρ˚qs 2M
2γ2
p2` γ2qσ2ε
ff
ď nρ2˚
„
2γ2
1´ γ2 `
2p1 ` 2cqγ2
1´ ρ˚ ` e
´0.5c2p1´ρ˚qsM
2γ2
σ2ε

.
Equating KLpPn0 }Pn1 q — Op1q and applying the condition that γ2 Ñ 0, we have that
γ2 — min
"
1´ ρ˚
2p1 ` 2cq , e
0.5c2p1´ρ˚qs σ
2
ε
M2
*
1
ρ2˚n
. (19)
Subsequently, ˇˇ
β0j ´ β1j
ˇˇ2 “ 4ra2γ2 — min" 1´ ρ˚
2p1` 2cqM
2, e0.5c
2p1´ρ˚qsσ2ε
*
1
ρ2˚n
.
Invoking Lemma 13 we finish the proof of the minimax lower bound.
Finally, we justify the conditions γ2 Ñ 0 and γ ă γ0 that are used in the proof. Eq. (19) yields
γ2 ď Op 1
ρ2˚n
q. So γ2 Ñ 0 and γ ă γ0 is implied by 1γ2
0
ρ2˚n
Ñ 0.
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6.5 Proof of Theorem 4
Using y “ Xβ˚ ` ε we have that
rΣppβn ´ β˚q ` ˆ 1
n
rXJy ´ rΣpβn˙ “ ˆ 1
n
rXJX ´ rΣloooooomoooooon
∆n
˙
β˚ ` 1
n
rXJε. (20)
Define ∆n “ 1n rXJX ´ rΣ. Recall that pβun “ pβn ` pΘ´ 1n rXJy ´ rΣpβn¯. Subsequently, multiplying
both sides of Eq. (20) with
?
npΘ and re-organizing terms we have
?
nppβun ´ β˚q “ ?npΘˆ∆nβ˚ ` 1n rXJε
˙
´?nppΘrΣ´ Iqppβn ´ β˚q
“ ?nΣ´10
ˆ
∆nβ
˚ ` 1
n
rXJε˙´?nppΘrΣ´ Iqppβn ´ β˚qlooooooooooooomooooooooooooon
rn
`?nppΘ ´ Σ´10 qˆ∆nβ˚ ` 1n rXJε
˙
looooooooooooooooooooomooooooooooooooooooooonrn
.
Define rn “
?
nppΘrΣ´ Iqppβn ´ β˚q and rn “ ?nppΘ´ Σ´10 q´∆nβ˚ ` 1n rXJε¯
Lemma 9. Suppose
log p
ρ4˚n
Ñ 0 and the conclusion in Lemma 1 holds. Then }rn}8 ď OPp
?
nrνn}pβn ´
β˚}1q and }rn}8 ď OPpσxb0b1rνnpσεb log pρ˚ ` σx}β˚}2b log pρ2˚ qq.
Lemma 9 based on Hölder’s inequality and is proved in the supplementary materials. If the con-
dition in Eq. (12) holds, Lemma 9 implies that maxt}rn}8, }rn}8u pÑ 0, which means both terms rn
and rn are asymptotically negligible in the infinity norm sense. It then suffices to analyze the limiting
distribution (conditioned onX) of an “
?
nΣ´10
´
∆nβ
˚ ` 1
n
rXJε¯. By Assumptions (A1) and (A3),
E∆n|X “ 0, Eε| rX “ 0 and hence Ean|X “ 0. We next analyze the conditional covariance Van|X.
Recall that ∆n “ 1n rXJX ´ rΣ. By definition, for any j, k P t1, ¨ ¨ ¨ , pu
r∆nsjk “
#
1
n
řn
i“1
Rij
ρj
´
1´ Rik
ρk
¯
XijXik, j ‰ k;
0, j “ k.
Here Rij “ 1 if Xij is observed and Rij “ 0 otherwise. Subsequently, an “ Σ´10 ran where
rransj “ 1?
n
nÿ
i“1
˜
RijXij
ρj
εi `
ÿ
k‰j
Rij
ρj
ˆ
1´ Rik
ρk
˙
XijXikβ0klooooooooooooooooooooooooooomooooooooooooooooooooooooooon
Tij
¸
.
Because R K X, ε and ε K X, we have that ETij|X “ 0. Therefore, for any j P t1, ¨ ¨ ¨ , pu
VTij|X “ E
“|Tij |2|X‰ “ σ2εX2ij
ρj
`
ÿ
t‰j
1´ ρt
ρjρt
X2ijX
2
itβ
2
0t
and for j ‰ k,
covpTij , Tik|Xq “ E rTijTik|Xs “ σ2εXijXik `
ÿ
t‰j,k
1´ ρt
ρt
XijXikX
2
itβ
2
0t.
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Because tTijuni“1 are i.i.d. random variables, by central limiting theorem, for any subset S Ď rps with
constant size
ransSS dÑ N|S| p0, covSSpan|Xqq dÑ N|S|
´
0,
”
Σ´10 pΓΣ´10 ı
SS
¯
,
where all randomness is conditioned on X.
6.6 Proof of Theorem 5
By triangle inequality and Hölder’s inequality,
}Σ´10 pΓΣ´10 ´ pΘrΓpΘJ}8
ď }pΣ´10 ´ pΘqpΓΣ´10 }8 ` }pΘpΓpΣ´10 ´ pΘJq}8 ` }pΘppΓ´ rΓqpΘJ}8
ď 2max
!
}Σ´10 }L1 , }pΘ}L1 , }pΘ}L8)max!}Σ´10 ´ pΘ}L1 , }Σ´10 ´ pΘ}L8) }pΓ}8 ` }pΘ}2L1}pΓ´ rΓ}8.
With Lemma 1, the bound can be simplified to (with probability 1´ op1q)
}Σ´10 pΓΣ´10 ´ pΘrΓpΘJ}8 ď 4b0b21rνn}pΓ}8 ` b21}pΓ´ rΓ}8. (21)
Note that by standard concentration inequalities of supreme of sub-Gaussian random variables, }X}8 ď
OPpσx
?
log pq. Also, by Hölder’s inequality }pΥ}8 ď ρ´2˚ }X}48}β˚2}1. Subsequently,
}pΓ}8 ď σ2ε
ρ˚
}X}28 `
}X}48}β˚}22
ρ2˚
ď OP
"
σ4x log
2 p
ˆ
σ2ε
σ2xρ˚
` }β
˚}22
ρ2˚
˙*
. (22)
It remains to upper bound }pΓ´ rΓ}8. Decompose the difference as
}pΓ´ rΓ}8 ď σ2ε ›››› 1n rXJ rX ´ 1nXJX ´ rDdiag
ˆ
1
n
XJX
˙››››
8
` }pΥ´ rΥ}8.
We first focus on the first term. Recall that D “ diagp1´ ρ1, ¨ ¨ ¨ , 1´ ρpq, rD “ p 1ρ1 ´ 1, ¨ ¨ ¨ , 1ρp ´ 1q
and therefore } rD}8 ď 1´ 1{ρ˚ and 1n rXJ rX “ rΣ`Ddiagp 1n rXJ rXq. Subsequently, the first infinity
norm term is upper bounded by
}rΣ´ Σ0}8 ` ››››Ddiagˆ 1n rXJ rX
˙
´ rDdiagpΣ0q››››
8
` 1
ρ˚
}pΣ´ Σ0}8.
By Lemma 2, if log p
ρ4˚n
Ñ 0 then }rΣ´ Σ0}8 ď OPpσ2xb log pρ2˚n q and }pΣ ´ Σ0}8 ď OPpσ2xb log pn q. For
the remaining term, we invoke the following lemma that is proved in the supplementary materials:
Lemma 10. If
log p
ρ˚n
Ñ 0 then }Ddiagp 1
n
rXJ rXq ´ rDdiagpΣ0q}8 ď OPpσ2xb log pρ3˚n q.
Consequently,
σ2ε
›››› 1n rXJ rX ´ 1nXJX ´ rDdiag
ˆ
1
n
XJX
˙››››
8
ď OP
#
σ2εσ
2
x
d
log p
ρ3˚n
+
. (23)
Finally, we derive the upper bound for }pΥ ´ rΥ}8. We first construct a p ˆ p matrix Υ as an
“intermediate” quantity defined as
Υjk “ 1
n
nÿ
i“1
ÿ
t‰j,k
p1´ ρtq rXij rXik rX2itβ20t for j, k P t1, ¨ ¨ ¨ , pu.
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Note that Υ involves the missing design rX and the true model β˚. Further define rΥjkt and Υjkt for
j, k, t P t1, ¨ ¨ ¨ , pu as
rΥjkt “ 1
n
nÿ
i“1
p1´ ρtq rXij rXik rX2it, Υjkt “ ErΥjkt|X.
We next state the following concentration results on rΥjkt and Υjkt, which will be proved in the
supplementary material.
Lemma 11. Fix j, k P rps and suppose log p
ρ3˚n
Ñ 0. We then have that
max
j,kPrps
max
t‰j,k
ˇˇ
Υjkt
ˇˇ ď OPˆσ4x log2 p
ρ2˚
˙
and
max
j,kPrps
max
t‰j,k
ˇˇ rΥjkt ´Υjktˇˇ ď OP
˜
σ4x log
2 p
d
log p
ρ5˚n
¸
.
We then upper bound }rΥ´ pΥ}8 by bounding }pΥ´Υ}8 and }rΥ´Υ}8 separately.
Upper bound for }rΥ ´ Υ}8 By definition, rΥjk “ řt‰j,k rΥjktpβ2nt and Υjkt “ řt‰j,k rΥjktβ20t.
Hölder’s inequality then yields
}rΥ´Υ}8 ď max
j,kPrps
max
t‰j,k
ˇˇ rΥjktˇˇ ¨ }pβ2n ´ β˚2}1.
Under the condition that log p
ρ3˚n
Ñ 0, it holds thatmaxj,kmaxt‰j,k |rΥjkt| ď OPp1q¨maxj,kmaxt‰j,k |Υjkt|.
Furthermore, }pβ2n ´ β˚2}1 ď }pβn ` β˚}8}pβn ´ β˚}1 ď p}β˚}2 ` }pβn ´ β˚}2q}pβn ´ β˚}1. Invoking
Lemma 11 and the condition that }pβn ´ β˚}2 pÑ 0 we get
}rΥ´Υ}8 ď OP "σ4x log2 p
ρ2˚
}β˚}2}pβn ´ β˚}1* . (24)
Upper bound for }pΥ ´ Υ}8 Note that pΥjk “ řt‰j,k Υjktβ20t and Υjk “ řt‰j,k rΥjktβ20t. By
Hölder’s inequality,
}Υ´ pΥ}8 ď max
j,kPrps
max
t‰j,k
ˇˇ rΥjkt ´Υjktˇˇ ¨ }β˚2}1.
Invoking Lemma 11 we then have
}Υ´ pΥ}8 ď OP
#
σ4x log
2 p}β˚}22
d
log p
ρ5˚n
+
. (25)
Finally, combining Eqs. (21,22,23,24,25) we complete the proof of Theorem 5.
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Supplementary Material for: Rate Optimal Estimation and Confidence
Intervals for High-dimensional Regression with Missing Covariates
Yining Wang, Jialei Wang, Sivaraman Balakrishnan and Aarti Singh
This supplementary material provides detailed proofs for technical lemmas whose proofs are omit-
ted in the main text.
A Technical Lemmas
Lemma 12 (Generalized Fano’s inequality, [S20]). LetΘ be a parameter set and d : ΘˆΘÑ Rě0 be
a semimetric. Let Pθ be the distribution induced by θ and P
n
θ be the distribution of n i.i.d. observations
from Pθ . If dpθ, θ1q ě α and KLpPθ}Pθ1q ď β for all distinct θ, θ1 P Θ, then
infpθ supθPΘ EPθn
”
dppθ, θqı ě α
2
ˆ
1´ nβ ` log 2
log |Θ|
˙
.
Lemma 13 (Le Cam’s method, [S23]). Suppose Pθ0 and Pθ1 are distributions induced by θ0 and θ1.
Let Pnθ0 and P
n
θ1
be distributions of n i.i.d. observations from Pθ0 and Pθ1 , respectively. Then for any
estimator pθ it holds that
1
2
”
Pnθ0ppθ ‰ θ0q ` Pnθ1ppθ ‰ θ1qı ě 12 ´ 12}Pnθ0 ´ Pnθ1}TV ě 12 ´ 12?2
b
nKLpPθ0}Pθ1q.
Lemma 14 (Miller [S29], Eq. (13)). SupposeH is a matrix of rank at most 2 and pI`Hq is invertible.
Then
pI `Hq´1 “ I ´ aH ´H
2
a` b ,
where a “ 1` trpHq and 2b “ rtrpHqs2 ` trpH2q.
B Proofs of concentration bounds
B.1 Proof of Lemma 2
Fix arbitrary u, v P S . For j, k P rps and ℓ P t0, 1, 2u, define
ξ
p0q
jk pRi, ρq “ 1, ξp1qjk pRi, ρq “
Rij
ρj
, ξ
p2q
jk pRi, ρq “
#
Rij
ρj
, j “ k;
RijRik
ρjρk
, j ‰ k.
Also let T
pℓq
i “
řp
j,k“1 ξ
pℓq
jk pRi, ρqXijXikujvk. We then have thatˇˇ
uJppΣ´ Σ0qvˇˇ “ ˇˇˇˇ 1
n
nÿ
i“1
T
p0q
i ´ ET p0qi
ˇˇˇˇ
, (S1)
ˇˇ
uJp 1
n
rXJX ´ Σ0qvˇˇ “ ˇˇˇˇ 1
n
nÿ
i“1
T
p1q
i ´ ET p2qi
ˇˇˇˇ
, (S2)
ˇˇ
uJprΣ´ Σ0qvˇˇ “ ˇˇˇˇ 1
n
nÿ
i“1
T
p2q
i ´ ET p2qi
ˇˇˇˇ
. (S3)
1
The main idea is to use Berstein inequality with moment conditions (Lemma 23) to establish
concentration bounds and achieve optimal dependency over ρ. Define V pℓq “ E
”
|T pℓqi ´ ET pℓqi |2
ı
.
We then have that
V pℓq ď E|T pℓqi |2 “
pÿ
j,k,j1,k1“1
E
!
ξ
pℓq
jk ξ
pℓq
j1k1
)
E
 
XijXikXij1Xik1ujvkuj1vk1
(
.
It is then of essential importance to evaluate E
!
ξ
pℓq
jk ξ
pℓq
j1k1
)
. For ℓ “ 0 the expectation trivially equals
1. For ℓ “ 1 and ℓ “ 2, we apply the following proposition, which is easily proved by definition.
Proposition 1. E
!
ξ
p1q
jk ξ
p1q
j1k1
)
“ 1` Irj “ j1sp 1
ρj
´ 1q and E
!
ξ
p2q
jk ξ
p2q
j1k1
)
“ 1` Irj “ j1sp 1
ρj
´ 1q `
Irk “ k1sp 1
ρk
´ 1q ` Irj “ j1 ^ k “ k1sp 1
ρj
´ 1qp 1
ρk
´ 1q ` Irj “ j1 “ k “ k1sp1´ 1
ρj
q 1
ρj
. Here Ir¨s
is the indicator function.
We are now ready to derive E|T pℓqi |2.
E|T p0qi |2 “ E
 |XJi u|2|XJi v|2( ;
E|T p1qi |2 “ E
 |XJi u|2|XJi v|2(` pÿ
j“1
ˆ
1
ρj
´ 1
˙
u2jE
 
X2ij |XJi v|2
(
ď E  |XJi u|2|XJi v|2(` 1ρ˚
pÿ
j“1
u2jE
 |XJi ej |2|XJi v|2(;
E|T p2qi |2 “ E
 |XJi u|2|XJi v|2(` pÿ
j“1
ˆ
1
ρj
´ 1
˙
pu2j ` v2j qE
 
X2ij|XJi v|2
(
`
pÿ
k“1
ˆ
1
ρk
´ 1
˙
v2jE
 
X2ik|XJi u|2
(
`
pÿ
j,k“1
ˆ
1
ρj
´ 1
˙ˆ
1
ρk
´ 1
˙
u2jv
2
kE
 
X2ijX
2
ik
(
`
pÿ
j“1
ˆ
1´ 1
ρj
˙
1
ρj
u2jv
2
jEX
4
ij
ď E  |XJi u|2|XJi v|2(` 1ρ˚
pÿ
j“1
u2jE
 |XJi ej |2|XJi v|2(` 1ρ2˚
pÿ
j,k“1
u2jv
2
kE
 |XJi ej |2|XJi ek|2(.
By Cauchy-Schwartz inequality and moment upper bounds of sub-Gaussian random variables (Lemma
19), we have that
E
 |XJi a|2|XJi b|2( ďbE|XJi a|4bE|XJi b|4 ď 16σ4x}a}22}b}22.
Consequently, there exists universal constant c2 ą 0 such that
E|T p0qi |2 ď c2σ4x}u}22}v}22, E|T p1qi |2 ď
c2
ρ˚
σ4x}u}22}v}22, E|T p2qi |2 ď
c2
ρ2˚
σ4x}u}22}v}22.
We next find an L ą 0 so that the moment condition in Lemma 23 is satisfied, namely E|T pℓqi ´
ET
pℓq
i |k ď 12V pℓqLk´2k! for all k ą 1. Note that for all ℓ P t0, 1, 2u, there exist functions ξ
pℓq
j and ξ
pℓq
j
2
only depending on j such that ξ
pℓq
jk “ ξpℓqj ξpℓqk ` Irj “ ks ¨ ξ
pℓq
j and furthermore maxj |ξpℓqj | ď 1{ρ˚,
ξ
p0q
j “ ξp1qj “ 0 and maxj |ξp2qj | ď 1{ρ2˚. Subsequently,
E|T pℓqi ´ ET pℓqi |k “ E
ˇˇˇˇ
ˇˇ pÿ
j,k“1
´
ξ
pℓq
j ξ
pℓq
k ` Irj “ ks ¨ ξ
pℓq
j ´ 1
¯
XijXikujvk
ˇˇˇˇ
ˇˇ
k
ď 3k
¨˝
E
ˇˇˇˇ pÿ
j,k“1
ξ
pℓq
j ξ
pℓq
k XijXikujvk
ˇˇˇˇk
` E
ˇˇˇˇ pÿ
j“1
ξ
pℓq
j X
2
ijujvj
ˇˇˇˇk
` E
ˇˇˇˇ pÿ
j,k“1
XijXikujvk
ˇˇˇˇk‚˛.
Here the second line is a consequence of the following inequality: for all a, b, c ě 0 we have that
pa ` b ` cqk ď p3maxta, b, cuqk ď 3kmaxtak, bk, vku ď 3kpak ` bk ` ckq. Define ruj “ ujξpℓqj ,rvk “ vkξpℓqk , uj “ ujb|ξpℓqj | and vj “ vjb|ξpℓqj |. Apply Lemma 24 with |řpj“1 ξpℓqj X2ijujvj | ď
XJi AXi, A “ diagp|u1v1|, ¨ ¨ ¨ , |upvp|q and note that trpAq ď |u|J|v| ď }u}2}v}2 and }A}op “
max1ďjďp |ujvj| ď }u}2}v}2. Subsequently, for all t ą 0
Pr
“
XJi AXi ą 3σ2x}u}2}v}2p1` tq
‰ ď e´t. (S4)
Let F pxq “ PrrXJi AXi ď xs, x ě 0 be the CDF ofXJi AXi andGpxq “ 1´F pxq. Using integration
by parts, we have that
E|XJi AXi|k “
ż 8
0
xkdF pxq “ ´
ż 8
0
xkdGpxq “
ż 8
0
kxk´1Gpxqdx.
Here in the last equality we use the fact that limxÑ8 xkGpxq “ 0 for any fixed k P N, because
Gpxq ď expt1´ x
M
u by Eq. (S4), whereM “ 3σ2x}u}2}v}2. Consequently,
E|XJi AXi|k “
ż M
0
kxk´1Gpxqdx` k
ż 8
M
xk´1Gpxqdx
ďMk ` k
ż 8
0
Mk´1p1` zqk´1e´z ¨Mdz
“Mk ` kMk
ż 8
0
p1` zqk´1e´zdz
ďMk ` kMk ¨ k! ď pk ` 1q!Mk.
Here in the second line we apply change-of-variable x “Mp1` zq and the fact that GpMp1` zqq ď
e´z in the integration term. Because 2k ě k ` 1 for all k ě 1, we conclude that
E
ˇˇˇˇ pÿ
j“1
ξ
pℓq
j X
2
ijujvj
ˇˇˇˇk
ď 6kσ2kx k!E}u}k2}v}k2 , @k ě 1.
Subsequently, applying Cauchy-Schwartz inequality together with moment bounds for sub-Gaussian
random variables (Lemma 19) we obtain
E|T pℓqi ´ ET pℓqi |k
ď 3k
ˆb
E|XJi ru|2kbE|XJi rv|2k ` 6kσ2kx k!E}u}k2}v}k2 `bE|XJi u|2kbE|XJi v|2k˙
ď 3k ¨ 2k ¨ 6kΓpkqσ2kx ¨
ˆb
E}ru}2k2 bE}rv}2k2 `bE}u}2k2 bE}v}2k2 ` }u}k2}v}k2˙
ď ρℓ{2˚
ˆ
C 1}u}2}v}2σ2x
ρℓ˚
˙k
k!,
3
where C 1 ă 8 is some absolute constant. Compare the bound of E|T pℓqi ´ ET pℓqi |k with the variance
E|T pℓqi |2 we obtained earlier, we have that L “ σ2x}u}2}v}2 ¨ C 13{ρ1.5ℓ˚ is sufficient to guarantee
E|T pℓqi ´ ET pℓqi |k ď 12V pℓqLk´2k! for all 4 k ą 2. Applying Bernstein inequality with moment
conditions (Lemma 23) and union bound over all u, v P S , we have that
Pr
«
@u, v P S,
ˇˇˇˇ
1
n
nÿ
i“1
T
pℓq
i ´ ET pℓqi
ˇˇˇˇ
ą }u}2}v}2ǫ
ff
ď 2N2 exp
#
´ nǫ
2
2prV pℓq ` rLǫq
+
for all ǫ ą 0, where rV pℓq “ V pℓq}u}2
2
}v}2
2
and rL “ L}u}2}v}2 . Subsequently,
sup
u,vPS
ˇˇˇˇ
1
n
nÿ
i“1
T
pℓq
i ´ ET pℓqi
ˇˇˇˇ
ď OP
¨˝
}u}2}v}2max
$&%rL logNn ,
d rV pℓq logN
n
,.-‚˛
ď OP
˜
σ2x}u}2}v}2max
#
logN
ρ1.5ℓ˚ n
,
d
logN
ρℓ˚n
+¸
,
as desired.
B.2 Proof of Lemma 3
Define δj “ 1n
řn
i“1 Zij where Zij “ rXijεi. Because Eεi|X “ 0, we have that EZij “ 0. In addition,
E|Zij |2 “ σ
2
εσ
2
x
ρj
ď σ
2
εσ
2
x
ρ˚
“: V
and for k ą 2,
E|Zij |k “ ρj ¨ 1
ρkj
¨ Eεki ¨ E|Xij |k
ď 1
ρk´1˚
¨ k22kσkxσkεΓ
ˆ
k
2
˙2
ď k
2p2σxσεqk
ρk´1˚
k!
ď ρ˚
ˆ
8σxσε
ρ˚
˙k
k!.
By setting L “ 64σxσε{ρ˚ we have that E|Zij |k ď 12V Lk´2k! for all k ą 1. Subsequently, applying
Bernstein inequality with moment conditions (Lemma 23) and union bound over j “ 1, ¨ ¨ ¨ , p we
have that
Pr r}δ}8 ą ǫs ď 2p exp
"
´ nǫ
2
2pV ` Lǫq
*
for any ǫ ą 0. Suppose ǫL
V
Ñ 0. We then have that
}δ}8 ď OP
˜
σεσx
d
log p
ρ˚n
¸
.
The condition ǫL
V
Ñ 0 is satisfied with log p
ρ˚n
Ñ 0.
4The case of k “ 2 is trivially true.
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B.3 Proof of Lemma 10
Fix arbitrary j P t1, ¨ ¨ ¨ , pu and consider
Tij “ p1´ ρjq rX2ij “ p1´ ρjqRijX2ijρ2j .
It is easy to verify that rDdiagp 1
n
rXJ rXqsjj “ 1n řni“1 Tij and r rDdiagpΣ0qsjj “ 1n řni“1 ETij “
p1´ρjqΣ0jj
ρj
. We use moment based Bernstein’s inequality (Lemma 23) to bound the perturbation
| 1
n
řn
i“1 Tij ´ ETij |. Define Vj “ E|Tij ´ ETij|2. We then have
Vj ď E|Tij|2 “
p1´ ρjq2EX4ij
ρ3j
ď 3σ
4
x
ρ3˚
and for all k ě 3,
E|Tij ´ ETij|k ď 2k
´
E|Tij |k ` |ETij|k
¯
ď 4
k`1
ρ2k´1˚
σ2kx k!.
It can then be verified that E|Tij ´ ETij |k ď 12VjLk´2k! for all k ě 2 if L “ 512σ
2
x
ρ2˚
. By Lemma 23
and a union bound over all j P t1, ¨ ¨ ¨ , pu, we have that
Pr
«
@j,
ˇˇˇˇ
1
n
nÿ
i“1
Tij ´ ETij
ˇˇˇˇ
ą ǫ
ff
ď 2p exp
"
´ nǫ
2
2pV ` Lǫq
*
for all ǫ ą 0, where V “ 3σ4x
ρ3˚
and L “ 512σ2x
ρ2˚
. Under the assumption that ǫL
V
Ñ 0, we have that
›››› rDdiagˆ 1n rXJ rX
˙
´DdiagpΣ0q
››››
8
“ sup
1ďjďp
ˇˇˇˇ
1
n
nÿ
i“1
Tij ´ ETij
ˇˇˇˇ
ď OP
˜
σ2x
d
log p
ρ3˚n
¸
.
The condition ǫL
V
Ñ 0 is then satisfied with log p
ρ˚n
Ñ 0.
B.4 Proof of Lemma 11
By definition and the missing data model,
Υjkt “ ErΥjkt|X “
#
1
n
řn
i“1
1´ρt
ρjρk
X2ijX
2
it, j “ k;
1
n
řn
i“1
1´ρt
ρk
XijXikX
2
it, j ‰ k.
Subsequently,
max
j,kPrps
max
t‰j,k
ˇˇ
Υjkt
ˇˇ ď }X}48
ρ2˚
ď OP
ˆ
σ4x log
2 p
ρ2˚
˙
.
To prove the second part of this lemma, we first fix arbitrary j, k P rps and t ‰ j, k. Define
Tijkt “ pξjktpRi, ρq ´ EξjktpRi, ρqqXijXikX2it,
where ξjktpRi, ρq “ p1´ρtqRijRikRitρjρkρ2t . It is easy to verify that
rΥjkt ´ Υjkt “ 1n řni“1 Tijkt and
ETijkt|X “ 0. We then use Bernstein inequality with support conditions (Lemma 22) to bound the
5
concentration of 1
n
řn
i“1 Tijkt towards zero. DefineA “ maxi,j,k,t |Tijkt| and V “ maxi,j,k,tE|Tijkt|2.
By Hölder’s inequality we have that
A ď }X}
48
ρ4˚
ď OP
ˆ
σ4x log
2 p
ρ4˚
˙
.
Here in the OPp¨q notation the randomness is on the generating process ofX and is independent of the
randomness of missing patterns R. In addition, note that
E
ˇˇˇˇ
pξjkt ´ Eξjktq
`
ξjkt1 ´ Eξjkt1
˘ ˇˇˇˇ ď 1
ρ5˚
for all j, k, t, t1 P t1, ¨ ¨ ¨ , pu and t, t1 ‰ j, k. Subsequently,
V “ max
i,j,k,t
E|Tijkt|2 ď 1
ρ5˚
X2ijX
2
ikX
4
it ď
}X}88
ρ5˚
ď OP
ˆ
σ8x log
4 p
ρ5˚
˙
.
Applying Lemma 22 conditioned on }X}8 ď Opσ
4
x log
2 p
ρ2˚
q, we have that with probability 1´Opδq for
some δ “ op1q the following holds:ˇˇˇˇ
1
n
nÿ
i“1
Tijkt
ˇˇˇˇ
ď O
˜
σ4x log
2 p
d
logp1{δq
ρ5˚n
¸
“: ǫ,
provided that ǫA
V
Ñ 0. Applying union bound over all j, k P rps and t P rpsztj, ku we get
max
j,kPrps
max
t‰j,k
ˇˇˇˇ
1
n
nÿ
i“1
Tijkt
ˇˇˇˇ
ď OP
˜
σ4x log
2 p
d
log p
ρ5˚n
¸
,
The condition ǫA
V
Ñ 0 is satisfied with log p
ρ3˚n
Ñ 0.
C Proof of restricted eigenvalue conditions
In this section we review the standard analysis that establishes restricted eigenvalue conditions for
sample covariance and adapt it to our missing data setting by invoking Lemma 2.
Lemma 15. Suppose A,B are pˆ p random matrices with Prr}A´B}8 ďM s ě 1´ op1q for some
M ă 8. If A satisfies REps, φminq and B satisfies REps, φ1minq, then with probability 1 ´ op1q we
have that
φ1min ě φmin ´ tOp1q ¨ ϕu,vpA,B;Ops logpMpqqq `Op1{nqu .
Proof. For any h P Rp it holds that
hJBh
hJh
ě h
JAh
hJh
´ h
JpB ´Aqh
hJh
.
With appropriate scalings, it suffices to bound
sup
h:}hJc}1ď}hJ }1,}h}2ď1
ˇˇ
hJpB ´Aqhˇˇ
6
for all J Ď rps, |J | ď s as the largest possible gap between φmin and φ1min.
Define Bpprq “ tx P Rp : }x}p ď ru as the p-norm ball of radius r. Because }hJc}1 ď }hJ}1
implies }h}1 ď 2}hJ }1 ď 2
?
s}h}2, we have that
sup
h:}hJc}1ď}hJ }1,}h}2ď1
ˇˇ
hJpB ´Aqhˇˇ ď sup
hPB2p1qXB1p2
?
sq
ˇˇ
hJpB ´Aqhˇˇ.
By Lemma 11 in the supplementary material of [S25], we have that
B2p1q X B1p2
?
sq Ď 3conv tB0p4sq X B2p1qu
Ď convtB0p4sq X B2p3qloooooooomoooooooon
Kp4sq
u.
Here convpAq denotes the convex hull of setA. LetKp4sq “ B0p4sqXB2p3q and denoteNǫ,}¨}2pKp4sqq
as the covering number of Kp4sq with respect to the Euclidean norm } ¨ }2. That is, Nǫ,}¨}2pKp4sqq
is the size of the smallest covering set H Ď Kp4sq such that suphPKp4sq infh1PH }h ´ h1}2 ď ǫ. By
definition of the concentration bounds, we have that with probability 1´ op1q
sup
hPH
ˇˇ
hJpA´Bqhˇˇ ď ϕu,upA,B; log |H|q sup
hPH
}h}22 ď 9ϕu,upA,B; logNǫ,}¨}2pKp4sqqq.
Subsequently, for any ǫ P p0, 1q with probability 1´ op1q
sup
hPB2p1qXB1p2?sq
ˇˇ
hJpB ´Aqhˇˇ ď sup
hPconvtKp4squ
ˇˇ
hJpA´Bqhˇˇ
ď sup
ξ1,¨¨¨ ,ξTě0,
ξ1`¨¨¨`ξT“1,
h1,¨¨¨ ,hT PKp4sq
Tÿ
i,j“1
ξiξj
ˇˇ
hJi pA´Bqhj
ˇˇ
ď sup
h,h1PKp4sq
ˇˇ
hJpA´Bqh1 ˇˇ
ď sup
h,h1PHǫ,}¨}2rKp4sqs
ˇˇ
hJpA´Bqh1 ˇˇ` p6ǫ` 3ǫ2q}A´B}L2
ď 36  ϕu,upA,B; logNǫ,}¨}2pKp4sqqq ` ǫpM( .
Here the last inequality is implied by the condition that }A´B}8 ďM with probability 1´Opn´αq.
Taking ǫ “ Op1{pp2Mqq we have that ǫpM “ Op1{pq “ Op1{nq.
The final part of the proof is to establish upper bounds for the covering number Nǫ,}¨}2pKp4sqq.
First note that by definition
Kp4sq “
ď
JĎrps:|J |ď4s
th : suppphq “ J ^ }h}2 ď 3u .
The covering number of a union of subsets can be upper bounded by the following proposition:
Proposition 2. LetK “ K1 Y ¨ ¨ ¨ YKm. Then Nǫ,}¨}2pKq ď
řm
i“1Nǫ,}¨}2pKiq.
Proof. Let Hi Ď Ki be covering sets of subset Ki. Define H “ H1 Y ¨ ¨ ¨ Y Hm. Clearly |H| ďřm
i“1 |Hi| ď
řm
i“1Nǫ,}¨}2pKiq. It remains to prove that H is a valid ǫ-covering set of K . Take
arbitrary h P K . By definition, there exists i P rms such that h P Ki. Subsequently, there exists
h˚ P Hi Ď H such that }h´ h˚}2 ď ǫ. Therefore, H is a valid ǫ-covering set ofK .
7
Define KJprq “ th : suppphq “ J ^ }h}2 ď ru. The covering number of KJ is established in
the following proposition:
Proposition 3. Nǫ,}¨}2pKJprqq ď
`
4r`ǫ
ǫ
˘|J |
.
Proof. KJprq is nothing but a centered |J |-dimensional ball of radius r, locating at the coordinates
indexed by J . The covering number result of high-dimensional ball is due to Lemma 2.5 of [S44].
Combining the three propositions, we obtain
logNǫ,}¨}2pKp4sqq ď log
˜
4sÿ
j“0
ˆ
p
j
˙¸
` log
#ˆ
12` ǫ{2
ǫ{2
˙4s+
ď O ps logpp{ǫqq .
With the configuration of ǫ “ Op1{pp2Mqq, we have that
logNǫ,}¨}2pKp4sqq ď Ops logppMqq.
We are now ready to prove Lemma 5.
Proof of Lemma 5. Consider A “ rΣ and B “ Σ0 in Lemma 15. Lemma 2 yields
ϕu,vprΣ,Σ0;Ops logpMpqqq ď O
˜
σ2xmax
#
s logpMpq
ρ3˚n
,
d
s logpMpq
ρ2˚n
+¸
“: ǫ.
By Lemma 15, to prove this corollary it is sufficient to show that ǫ
λminpΣ0q Ñ 0. Note also that
M “ }rΣ ´ Σ0}8 ď }X}8ρ2˚ ď O ´σx?log pρ2˚ ¯ with probability 1 ´ op1q. The condition ǫλminpΣ0q Ñ 0
can then be satisfied with
σ4xs logpσx log p{ρ˚q
ρ3˚λ
2
min
n
Ñ 0.
D Proof of Lemma 1
Lemma 16. Suppose
log p
ρ4˚n
Ñ 0 and rνn — σ2xb1b log pρ2˚n . Then with probability 1´ op1q the population
precision matrix Σ´10 is a feasible solution to Eq. (9); that is, maxt}rΣΣ´10 ´ Ipˆp}8, }Σ´10 rΣ ´
Ipˆp}8u ď νn.
Proof. First by Hölder’s inequality we have that
}rΣΣ´10 ´ I}8 “ }prΣ´ Σ0qΣ´10 }8 ď }Σ´10 }L1}rΣ´ Σ0}8 ď b1}rΣ´ Σ0}8.
By Lemma 2, with probability 1´ op1q
}rΣ´Σ0}8 ď ϕu,v ´rΣ,Σ0; 2 log p¯ ď O
˜
σ2x
d
log p
ρ2˚n
¸
,
provided that log p
ρ4˚n
Ñ 0. Subsequently, we have that
}Σ´10 }L1}rΣ´ Σ0}8 ď O
˜
σ2xb1
d
log p
ρ2˚n
¸
ď rνn (S5)
with probability 1 ´ op1q. The }Σ´10 rΣ ´ I}8 term can be bounded in the same way by noting that
}Σ´10 rΣ´ I}8 ď }Σ´10 }L8}rΣ´ Σ0}8 ď b1}rΣ´ Σ0}8.
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Lemma 17. Suppose Σ´10 is a feasible solution to the CLIME optimization problem in Eq. (9). Then
maxt}pΘ}L1 , }pΘ}L8u ď }Σ´10 }L1 and }pΘ´ Σ´10 }8 ď 2rνn}Σ´10 }L1 .
Proof. We first establish that }pΘ}L1 ď }Σ´10 }L1 . In [S42] it is proved that the solution set of Eq. (9)
is identical to the solution set of
pΘ “ tpωiupi“1 , pωi P argminωiPRp !}ωi}1 : }rΣωi ´ ei}8 ď rνn) .
Because Σ´10 belongs to the feasible set of the above constrained optimization problem, we have that
}pωi}1 ď }Σ´10 }L1 for all i “ 1, ¨ ¨ ¨ , p and hence }pΘ}L1 ď }Σ´10 }L1 . The inequality }pΘ}L8 ď
}Σ´10 }L1 can be proved by applying the same argument to pΘJ.
We next prove the infinity norm bound fot the estimation error pΘ´ Σ´10 . By triangle inequality,
}Σ0ppΘ´ Σ´10 q}8 ď }rΣpΘ´ I}8 ` }prΣ´ Σ0qpΘ}8 ď rνn ` }prΣ´ Σ0qpΘ}8.
Using Hölder’s inequality, we have that
}prΣ´ Σ0qpΘ}8 ď }pΘ}L1}rΣ´ Σ0}8 ď }Σ´10 }L1}rΣ´Σ0}8 ď rνn.
Here the last inequality is due to Eq. (S5). Subsequently, }Σ0ppΘ´Σ´10 q}8 ď 2rνn. Applying Hölder’s
inequality again we obtain
}pΘ´ Σ´10 }8 ď }Σ´10 }L1}prΣ´ Σ0qpΘ}8 ď 2rνn}Σ´10 }L1 .
To translate the infinity-norm estimation error Σ´10 into an L1-norm bound that we desire, we need
the following lemma that establishes basic inequality of the estimation error:
Lemma 18. Suppose Σ´10 is a feasible solution to Eq. (9). Then under Assumption (A5) we have that
maxt}pΘ´ Σ´10 }L1 , }pΘ´ Σ´10 }L8u ď 2b0}pΘ´ Σ´10 }8.
Proof. Let pωi and pω0i be the ith columns of pΘ and Σ´10 , respectively. Let Ji denote the support size
of pω0i. Definte ph “ pωi ´ ω0i. We then have that
}pωi}1 “ }ω0i ` phJci }1 ` }phJi}1 ě }ω0i}1 ´ }phJci }1 ` }phJi}1.
On the other hand, }pωi}1 ď }ω0i}1 as shown in the proof of Lemma 17. Subsequently, }phJci }1 ď
}phJi}1 and hence
}pωi ´ ω0i}1 “ 2}phJi}1 ď 2|Ji|}ph}8 ď 2b0}pωi ´ ω0i}8.
Because the above inequality holds for all i “ 1, ¨ ¨ ¨ , p, we conclude that }pΘ ´ Σ´10 }L1 ď 2b0}pΘ ´
Σ´10 }8. The bound for }pΘ´Σ´10 }L8 can be proved by applying the same argument to pΘJ.
Combining all the above lemmas, we have that with probability 1´ op1q
maxt}pΘ´ Σ´10 }L1 , }pΘ´ Σ´10 }L8u ď 2rνnb0}Σ´10 }L1 ď O
#
σ2xb0b
2
1
d
log p
ρ2˚n
+
.
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E Proofs of the other technical lemmas
E.1 Proof of Lemma 4
We first show that under the conditions on n, rλn and qλn specified in the lemma, the true regression
vector β˚ is feasible to both optimization problems with high probability; that is, } 1
n
rXJy´ rΣβ˚}8 ďrλn and } 1n rXJy ´ Σ0β˚}8 ď qλn with probability 1´ op1q.
Consider pβn first. Apply y “ Xβ˚ ` ε and Definition 1, we have that with probability 1´ op1q›››› 1n rXJy ´ rΣβ˚
››››
8
ď
››››ˆ 1n rXJX ´ Σ0
˙
β˚
››››
8
`
›››´rΣ´ Σ0¯ β˚›››8 `
›››› 1n rXJε
››››
8
ď
"
ϕu,v
ˆ
1
n
rXJX,Σ0; log p˙` ϕu,v ´rΣ,Σ0; log p¯* }β˚}2 ` σ2εϕε,8ˆ 1n rX
˙
.
Now apply Lemmas 2 and 3: with probability 1´ op1q
›››› 1n rXJy ´ rΣβ˚
››››
8
ď O
#
σx
c
log p
n
ˆ
σx}β˚}2
ρ˚
` σε?
ρ˚
˙+
ď rλn,
provided that log p
ρ4˚n
Ñ 0. The same line of argument applies to the second inequality by the following
decomposition: under the condition that
log p
ρ2˚n
Ñ 0, with probability 1´ op1q
›››› 1n rXJy ´ Σ0β˚
››››
8
ď
››››ˆ 1n rXJX ´ Σ0
˙
β˚
››››
8
`
›››› 1n rXJε
››››
8
ď ϕu,v
ˆ
1
n
rXJX,Σ0, log p˙ }β˚}2 ` σ2εϕε,8ˆ 1n rX
˙
ď O
#
σx
d
log p
ρ˚n
pσx}β˚}2 ` σεq
+
ď qλn.
We are now ready to prove Lemma 4. We only prove the assertion involving pβn, because the same
argument applies for qβn as well. Let ph “ pβn ´ β˚. Because J0 “ supppβ˚q, we have that
}pβn}1 “ }β˚ ` phJ0}1 ` }phJc0 }1 ě }β˚}1 ´ }phJ0}1 ` }phJc0 }1.
On the other hand, because both pβn and β˚ are feasible, by definition of the optimization problem we
have that }pβn}1 ď }β˚}1. Combining both chains of inequalities we arrive at }phJc
0
}1 ď }phJ0}1, which
is to be demonstrated.
E.2 Proof of Lemma 7
Proposition 4. Suppose X „ N pµ, ν2q for µ P R and ν ą 0. Then for any b P R and a ą 0, it holds
that
E
1?
2πa2
exp
"
´pX ´ bq
2
2a2
*
“
c
ν2
a2 ` ν2 exp
"
´ pµ´ bq
2
2pa2 ` ν2q
*
.
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Proof. Because X „ N pµ, ν2q,
?
2πν2E exp
"
´pX ´ bq
2
2a2
*
“
ż
exp
"
´px´ µq
2
2ν2
´ px´ bq
2
2a2
*
dx
“
ż
exp
"
´pa
2 ` ν2qx2 ´ 2pa2µ` ν2bqx` a2µ2 ` ν2b2
2a2ν2
*
dx
“
ż
exp
#
´ 1
2a2ν2
«
pa2 ` ν2q
ˆ
x´ a
2µ` ν2b
a2 ` ν2
˙2
´ pa
2µ` ν2bq2
a2 ` ν2 ` ν
2b2 ` a2µ2
ff+
dx
“ exp
"
´ pµ´ bq
2
2pa2 ` ν2q
*ż
exp
#
´a
2 ` ν2
2a2ν2
ˆ
x´ a
2µ` ν2b
a2 ` ν2
˙2+
dx
“ exp
"
´ pµ´ bq
2
2pa2 ` ν2q
*c
2πa2ν2
a2 ` ν2 .
The proposition is then proved by multiplying both sides by
a
2πa2{ν2.
We now consider the likelihood ppy, xobs;β,Σq. Integrating out the missing parts xmis we have
ppy, xobs;β,Σq “ ppxobsq
ż
1a
2πσ2ε
exp
"
´py ´ x
J
obsβobs ´ xJmisβmisq2
2σε2
*
dP pxmis|xobsq
“ ppxobsqEu
„
exp
"
´py ´ x
J
obsβobs ´ uq2
2σ2ε
* ˇˇˇˇ
xobs

,
where u “ xJmisβmis follows conditional distribution u|xobs „ N pµ, ν2q with µ “ xJobsΣ12Σ´122 βmis
and ν2 “ βJmisΣ22:1βmis. Applying Proposition 4 with a “ σ and b “ y ´ xJobsβobs, we have
Eu
„
exp
"
´py ´ x
J
obsβobs ´ uq2
2σ2ε
* ˇˇˇˇ
xobs

“ 1b
2πpσ2ε ` βJmisΣ22:1βmisq
exp
#
´py ´ x
J
obsβobs ´ βJmisΣ21Σ´111 xobsq2
2pσ2ε ` βJmisΣ22:1βmisq
+
.
Finally, R K x, xobs „ Nqp0,Σ11q and hence
ppxobsq “ ρqp1´ ρqp´q ¨ 1ap2πqq|Σ11| exp
"
´1
2
xJobsΣ
´1
11 xobs
*
.
E.3 Proof of Lemma 8
We prove this lemma by discussing three cases separately when at least one covariate of xs´1 and
xj are missing. Assume in each case Σ0 and Σ1 are partitioned as in Lemma 7; that is, Σ0 “
rΣ011 Σ012; Σ021 Σ022s and Σ1 “ rΣ111 Σ112; Σ121 Σ122s.
1. Both xs´1 and xj are missing. In this case Σ011 “ Σ111 “ Iqˆq and Σ012 “ Σ112 “ ΣJ021 “
ΣJ121 “ 0qˆpp´qq. Therefore, Σ011 “ Σ111 and the first two terms in ppy, xobs;β˚,Σ0q and
ppy, xobs;β1,Σ1q are identical. In addition, Σ022:1 “ Σ022 “ I ´ γpes´1eJj ` ejeJs´1q and
11
Σ122:1 “ Σ122 “ I ` γpes´1eJj ` ejeJs´1q. Subsequently, βJ0misΣ022:1β0mis “ }β0mis}22 ´
2γβ0,s´1β0j “ }β0mis}22 ´ 2ra2γ2, βJ1misΣ122:1β1mis “ }β1mis}22 ` 2γβ1,s´1β1j “ }β1mis}22 ´
2ra2γ2. Because }β0mis}22 “ }β1mis}22 regardless of which covariates are missing, we have
that βJ0misΣ022:1β0mis “ βJ1misΣ122:1β1mis and hence the last term in ppy, xobs;β˚,Σ0q and
ppy, xobs;β1,Σ1q are identical, because βJ0misΣ021Σ´1011 “ βJ1misΣ121Σ´1111 “ 0 and β0obs “
β1obs when xj is missing.
2. xs´1 is observed but xj is missing. In this case, Σ011 “ Σ111 “ Iqˆq, Σ022 “ Σ122 “
Ipp´qqˆpp´qq, Σ012 “ ΣJ021 “ ´γes´1eJj and Σ112 “ ΣJ121 “ γes´1eJj . Therefore, Σ011 “
Σ111 “ I and hence the first two terms in the likelihood are identical. In addition, Σ022:1 “
I ´ γ2ejeJj “ Σ122:1 and hence βJ0misΣ022:1β0mis “ βJ1misΣ122:1β1mis “ }βmis}22 ´ ra2γ4.
Finally, β0obs “ β1obs when xj is missing and βJ0misΣ021Σ´1011 “ βJ1misΣ121Σ´1111 “ ´ra2γ2.
Therefore the last term in both likelihoods are the same as well.
3. xj is observed but xs´1 is missing. In this case, Σ011 “ Σ111 “ Iqˆq, Σ022 “ Σ122 “
Ipp´qqˆpp´qq, Σ012 “ ΣJ021 “ ´γejeJs´1 and Σ112 “ ΣJ121 “ γejeJs´1. Therefore, Σ011 “
Σ111 “ I and hence the first two terms in the likelihood are identical. In addition, Σ022:1 “
I ´ γ2es´1eJs´1 “ Σ122:1 and hence βJ0misΣ022:1β0mis “ βJ1misΣ122:1β1mis “ }βmis}22 ´ra2γ2. Finally, βJ0obsxobs ` βJ0misΣ021Σ´1011xobs “ βJ0obs,ăsxobs,ăs ` β0jxj ´ γβ0,s´1xj “
βJ0obs,ăsxobs,ăs because β0j “ raγ and β0,s´1 “ ra. Similarly, βJ1obsxobs`βJ1misΣ121Σ´1111xobs “
βJ1obs,ăsxobs,ăs`β1jxj`γβ1,s´1xj “ βJ1obs,ăsxobs,ăs. Because β0obs,ăs “ β1obs,ăs, we con-
clude that the last term of both likelihoods are the same.
E.4 Proof of Lemma 9
We first prove the upper bound for }rn}8. By Hölder’s inequality,
}rn}8 ď
?
n}pΘrΣ´ I}8}pβn ´ β˚}1 ď ?nrνn}pβn ´ β˚}1,
where the last inequality is due to Eq. (9).
We next focus on }rn}8. Apply Hölder’s inequality and triangle inequality:
}rn}8 ď ?n}pΘ´ Σ´10 }L8 ˆ}∆nβ˚}8 ` ›››› 1n rXJε
››››
8
˙
ď 2?nb0b1rνn ˆ}∆nβ˚}8 ` ›››› 1n rXJε
››››
8
˙
.
Here in the second line we invoke the conclusion in Lemma 1. It then suffices to upper bound
}∆nβ˚}8 and } 1n rXJε}8. With Definition 1, it holds with probability 1´ op1q that
}∆nβ˚}8 ď
››››ˆ 1n rXJX ´ Σ0
˙
β˚
››››
8
`
›››´rΣ´ Σ0¯ β˚›››8
ď
„
ϕu,v
ˆ
1
n
rXJX,Σ0; log p˙` ϕu,v ´rΣ,Σ0; log p¯ }β˚}2
and ›››› 1n rXJε
››››
8
ď σεϕε,8
ˆ
1
n
rX˙ .
By Lemmas 2 and 3, if log p
ρ4˚n
Ñ 0 then
}∆nβ˚}8 ď OP
#
σ2x}β˚}2
d
log p
ρ2˚n
+
and
›››› 1n rXJε
››››
8
ď OP
#
σxσε
d
log p
ρ˚n
+
.
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F Tail inequalities
Lemma 19 (Sub-Gaussian concentration inequality). Suppose X is a univariate sub-Gaussian ran-
dom variable with parameter σ ą 0; that is, EX “ 0 and EetX ď eσ2t2{2 for all t P R. Then
Pr r|X| ě ǫs ď 2e´ ǫ
2
2σ2 , @t ą 0;
E|X|r ď r ¨ 2r{2 ¨ σr ¨ Γ
´r
2
¯
, @r “ 1, 2, ¨ ¨ ¨
Lemma 20 (Sub-exponential concentration inequality). Suppose X1, ¨ ¨ ¨ ,Xn are i.i.d. univariate
sub-exponential random variables with parameter λ ą 0; that is, EXi “ 0 and EetXi ď et2λ2{2
for all |t| ď 1{λ. Then
Pr
«ˇˇˇˇ
1
n
nÿ
i“1
Xi
ˇˇˇˇ
ą ǫ
ff
ď 2 exp
"
´n
2
min
ˆ
ǫ2
λ2
,
ǫ
λ
˙*
.
Lemma 21 (Hoeffding inequality). Suppose X1, ¨ ¨ ¨ ,Xn are independent univariate random vari-
ables withXi P rai, bis almost surely. Then for all t ą 0, we have that
Pr
«ˇˇˇˇ
1
n
nÿ
i“1
Xi ´ EXi
ˇˇˇˇ
ą t
ff
ď 2 exp
"
´ 2n
2t2řn
i“1 pbi ´ aiq2
*
.
Lemma 22 (Bernstein inequality, support condition). Suppose X1, ¨ ¨ ¨ ,Xn are independent random
variables with zero mean and finite variance. If |Xi| ď M ă 8 almost surely for all i “ 1, ¨ ¨ ¨ , n,
then
Pr
«ˇˇˇˇ
1
n
nÿ
i“1
Xi
ˇˇˇˇ
ą t
ff
ď 2 exp
#
´
1
2
n2t2řn
i“1 EX
2
i ` 13Mnt
+
, @t ą 0.
Lemma 23 (Bernstein inequality, moment condition). Suppose X1, ¨ ¨ ¨ ,Xn are independent random
variables with zero mean and E|Xi|2 ď σ2 ă 8. Assume in addition that there exists some positive
number L ą 0 such that
E|Xi|k ď 1
2
σ2Lk´2k!, @k ą 1.
Then we have that
Pr
«ˇˇˇˇ
1
n
nÿ
i“1
Xi
ˇˇˇˇ
ą t
ff
ď 2 exp
"
´ nt
2
2pσ2 ` Ltq
*
, @t ą 0.
Lemma 24 ([S18]). SupposeX “ pX1, ¨ ¨ ¨ ,Xpq is a p-dimensional zero-mean sub-Gaussian random
vector; that is, there exists σ ą 0 such that
E exp
 
αJX
( ď exp  }α}22σ2{2( , @α P Rp.
Let A be a pˆ p positive semi-definite matrix. Then for all t ą 0,
Pr
”
XJAX ą σ2
´
trpAq ` 2
a
trpA2qt` 2}A}opt
¯ı
ď e´t.
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