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Motivation
Number of Multimedia Contents available in digital formats significantly
increased within the last years
Multimedia Collection
Image
digital camera
Video
VCR (with harddisk)
DVDs
Videos downloaded from the web
Audio
speaker identification
movie scene classification
bird songs
. . .
→ MPEG-7 provides a framework to deal with multimedia collections
including a SoundModel to classify audio signals.
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Hierarchical Sound Classification - Classification
Tree #1
21 3 4
Tree #2
1/2
1/3
1/4 3/4
2/3
2/4 3/4
Tree #3
21
3
4
Winner reaches the next round - Loser is dropped
N − 1 Comparisons
Different trees have different advantages/disadvantages such as:
Doing the classification in parallel
Avoiding complex/difficult classifications
Caching of Models
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Advantages & Disadvantages
Major Advantages
Possible to work out differences between
(two) sound classes⇒ Maximize (linear)
separability
Variable comlexity
Variable classification algorithms
Minor Advantages
Variable features
Easy to extend
I/O Mechanism defined by MPEG-7
Update single nodes
Idea not limited to sound classification
(especially interesting for SVMa)
aSVM: Support Vector Machines
Disadvantages
No second best candidate
High number of
classification model pairs N
2
 ≈ N22
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PCA [2] - Principal Component Analysis
1000 random vectors
normally distributed
before the transformation
correlated
after the transformation
uncorrelated
dimensions sorted by variance
Example: approximation of
Euklidian distance to
d2 = ∆x2 +∆y2
= ∆x ′2 +∆y ′2
≈ ∆x ′2 (because ∆y ′2 ≈ 0)
PCA
−3 −2 −1 0 1 2 3 4 5
−2
−1
0
1
2
3
4
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PCA [2] - Principal Component Analysis
Main goals of PCA
Provide orthonormal transformation (rotation of coordinate system)
components of transformed vectors are:
uncorrelated
sorted by its variance
Minimize average energy of error signal
Also known as:
Singular Value Decomposition (SVD)
Eigenvector decomposition
Karhunen-Loève-Transformation (KLT)
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LDA - Example
Test Set
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LDA - Linear Discriminant Analysis
Define within-class scatter matrix SW and between-class scatter matrix
SB :
SW :=
CX
i=1
PiCxx,i , µ =
CX
i=1
Piµi (1)
SB :=
CX
i=1
Pi (µi − µ) (µi − µ)T (2)
with:
Pi : A priori class probability
µi : Mean vector, center of gravity
Cxx,i : Covariance matrix
Main goal: Maximize ratio of within-class and between-class scatter
matrix of transformed data
J(W ) =
WTSWW
WTSbW
Maximising J(W ) leads to generalized eigenvalue problem:
SBW = SWWΛ
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LDA - Step by Step
LDA- Step by Step
Also known as:
Class bases KLT
Fisher (linear) discriminant
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LDA - Cooking Recipe [6]
1 For each class i = 1, . . . ,C, calculate mean µi , covariance matrix Cxx,i
and a priori class probability pi = NiPC
i=1 Ni
1
2 Calculate scatter matrices SW (2) and SB (1).
3 Do eigenanalysis of SW = VDV T (Matlab: eig)
4 Discard any zero eigenvalues ofSW with their eigenvectors
5 Form whitening transform B = VD−
1
2
6 Obtain new S′B = B
TSBB
7 Do eigenanalysis of S′B = UΛU
T (Matlab: eig)
8 Select the M biggest eigenvalues λ1, . . . , λM
9 Pack their associated eigenvectors into the transformation matrix
W = Bx [u1 . . . uM ]
10 Transform the data via y = W Tx
1Ni number of vectors in class i
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Hidden Markov Models [1,3,4]
Named after Andrei Andreyevich Markov
(1856 - 1922), who studied poetry and
other texts as stochastic sequences of
characters.
HMM defined by
Finite set of states
Each state described by PDFa pi (x)
Transition probability matrix A
Initial state probabilities pii (optional)
Training with Baum-Welch Algorithm
(EM-Algorithm)
Classification with Viterbi Algorithm
aPDF: Probability Density Function
HMM of Weather
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Gaussian Mixture Models [5]
Approximation of a given N-dimensional probability density function
Linear combination of Gaussian distributions:
p (x) =
NX
i=1
wipi (x)
with pi (x) =
1q
(2pi)k |Cxx,i|
e−
1
2 (x−mi)C
−1
xx,i(x−mi)
T
and
NX
i=1
wi = 1; wi > 0
Training with EM-Algorithm
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HMMs and GMMs - Similarities and Differences
1 - Sequence of vectors
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2 - Histogram/PDF
3a - Gaussian Mixture Model
3b - Hidden Markov Model
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Setup
Testset
169 Male/109 Female sequences
15 minutes (approx. 3 seconds/sequence)
PCM, 16 bit, mono, 16000 Hz
Configuration
62.5 Hz - 4 kHz
4 subbands / octave (6 · 4+ 2 = 26 subbands)
window length: 30 ms, hop size: 30 ms
Classification
Feature vector transformation:
PCA, LDA
class dependent/class independent
Classification models
Hidden Markov Models
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Experimental results - Number of Errors
LDA, class independent
Dimensions
States 6 7 8 10 12
6 0/1 0/1 0/2 0/4 0/5
7 0/1 0/0 0/0 0/1 0/0
8 0/1 0/0 0/1 0/2 0/0
10 0/1 0/0 0/0 0/0 0/0
12 0/0 0/0 0/0 0/0 0/0
LDA, class dependent
Dimensions
States 6 7 8 10 12
6 2/4 1/1 1/0 0/2 0/2
7 0/4 0/5 3/0 0/0 0/0
8 0/2 0/4 0/0 0/0 0/0
10 0/0 0/1 0/0 0/0 0/0
12 0/0 0/2 0/0 0/0 0/0
PCA, class independent
Dimensions
States 6 7 8 10 12
6 2/7 2/6 2/4 0/4 0/8
7 0/8 0/7 0/7 2/7 2/5
8 0/6 0/6 0/6 1/4 0/7
10 0/6 0/6 0/7 0/6 1/5
12 0/6 0/6 0/6 0/5 2/0
PCA, class dependent
Dimensions
States 6 7 8 10 12
6 4/3 10/1 5/1 1/1 0/6
7 6/0 9/1 6/1 0/4 0/4
8 0/4 2/2 8/0 2/4 0/7
10 0/2 6/2 4/2 0/4 0/6
12 7/0 28/0 2/0 0/0 1/0
⇒ LDA performs much better than PCA
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MPEG-7 Audio Encoder
create MPEG-7 document of audio
signal including
AudioSpectrumEnvelope
Media URI
Label of Sound Class
Sound Model Trainer
1 Request all AudioSpectrumEnvelope
of all sounds of one Sound Class
2 Create Classification Model
3 Store Classification Model
Audio Classification
1 Request Classification Model on
demand from DB
2 Parse XML description and map to
internal classes
3 Do Classification
XML-DB
XSLT
XML
DB
File
ServerXSLT
Mpeg-7
Audio Encoder
Sound Model
Trainer
Audio
Classification
Mpeg-7
XUpdateMpeg-7
XQuery
XUpdate
Audio files
XQuery
⇒ Overhead caused by
requesting, transmitting and
parsing XML is less than 10%.
(90% of the processor time is used
for the classification)
Holger Crysandt - Aachen University AES New York 2005 24/28
One vs. One Sound Classification
Classification Parameters
Experiments
Summary & Outlook
Male/Female Classification
XML Database I/O
XML Database I/O
MPEG-7 Audio Encoder
create MPEG-7 document of audio
signal including
AudioSpectrumEnvelope
Media URI
Label of Sound Class
Sound Model Trainer
1 Request all AudioSpectrumEnvelope
of all sounds of one Sound Class
2 Create Classification Model
3 Store Classification Model
Audio Classification
1 Request Classification Model on
demand from DB
2 Parse XML description and map to
internal classes
3 Do Classification
XML-DB
XSLT
XML
DB
File
ServerXSLT
Mpeg-7
Audio Encoder
Sound Model
Trainer
Audio
Classification
Mpeg-7
XUpdateMpeg-7
XQuery
XUpdate
Audio files
XQuery
⇒ Overhead caused by
requesting, transmitting and
parsing XML is less than 10%.
(90% of the processor time is used
for the classification)
Holger Crysandt - Aachen University AES New York 2005 24/28
One vs. One Sound Classification
Classification Parameters
Experiments
Summary & Outlook
Male/Female Classification
XML Database I/O
XML Database I/O
MPEG-7 Audio Encoder
create MPEG-7 document of audio
signal including
AudioSpectrumEnvelope
Media URI
Label of Sound Class
Sound Model Trainer
1 Request all AudioSpectrumEnvelope
of all sounds of one Sound Class
2 Create Classification Model
3 Store Classification Model
Audio Classification
1 Request Classification Model on
demand from DB
2 Parse XML description and map to
internal classes
3 Do Classification
XML-DB
XSLT
XML
DB
File
ServerXSLT
Mpeg-7
Audio Encoder
Sound Model
Trainer
Audio
Classification
Mpeg-7
XUpdateMpeg-7
XQuery
XUpdate
Audio files
XQuery
⇒ Overhead caused by
requesting, transmitting and
parsing XML is less than 10%.
(90% of the processor time is used
for the classification)
Holger Crysandt - Aachen University AES New York 2005 24/28
One vs. One Sound Classification
Classification Parameters
Experiments
Summary & Outlook
Male/Female Classification
XML Database I/O
XML Database I/O
MPEG-7 Audio Encoder
create MPEG-7 document of audio
signal including
AudioSpectrumEnvelope
Media URI
Label of Sound Class
Sound Model Trainer
1 Request all AudioSpectrumEnvelope
of all sounds of one Sound Class
2 Create Classification Model
3 Store Classification Model
Audio Classification
1 Request Classification Model on
demand from DB
2 Parse XML description and map to
internal classes
3 Do Classification
XML-DB
XSLT
XML
DB
File
ServerXSLT
Mpeg-7
Audio Encoder
Sound Model
Trainer
Audio
Classification
Mpeg-7
XUpdateMpeg-7
XQuery
XUpdate
Audio files
XQuery
⇒ Overhead caused by
requesting, transmitting and
parsing XML is less than 10%.
(90% of the processor time is used
for the classification)
Holger Crysandt - Aachen University AES New York 2005 24/28
One vs. One Sound Classification
Classification Parameters
Experiments
Summary & Outlook
Summary
Past, Current & Future Work
Thank you
Outline
1 One vs. One Sound Classification
Motivation
Sound Classification with MPEG-7
Hierarchical Sound Classification
Classification
Training
Implementation
2 Classification Parameters
Transformations
PCA
LDA
Classification Models
Hidden Markov Models
Gaussian Mixture Models
3 Experiments
Male/Female Classification
XML Database I/O
4 Summary & Outlook
Summary
Past, Current & Future Work
Holger Crysandt - Aachen University AES New York 2005 25/28
One vs. One Sound Classification
Classification Parameters
Experiments
Summary & Outlook
Summary
Past, Current & Future Work
Thank you
Summary
Algorithm for Sound Classification
Sequential classification turned into hierarchical classification
Uses MPEG-7 for audio content description and model classification
(100% MPEG-7 compliant, no extensions or restrictions)
Advantages
Possible to work out differences between (two) sound classes⇒ Maximize
(linear) separability
Variable complexity
Variable classification algorithms
Disadvantages
No second best candidate
High number of classification model pairs
 N
2
 ≈ N22
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Past, Current & Future Work
Application
4 MPEG-7 Encoder, SoundModelTrainer
4 Client
4 XML database
Feature Vector Transformation
4 PCA
4 LDA
6 ICA
6 Kullback-Leibler Distance
Classification Models
4 Hidden Markov Models
6 Gaussian Mixture Models
Experiments
4 Male/Female Speaker classification
6 128 Midi Sound Banks
6 . . .
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