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Resumen
La Tomograf´ıa Computarizada Cone-Beam es una te´cnica de adquisicio´n de ima´genes vo-
lume´tricas en la cual una zona del cuerpo es irradiada con un fuente puntual de rayos X.
Este tipo de te´cnica es utilizada en diferentes aplicaciones me´dicas, como en el tratamiento
del ca´ncer de pro´stata, en el cual se efectu´a una reconstruccio´n tomogra´fica previa a la ra-
dioterapia con el fin de establecer la posicio´n correcta de la pro´stata y la estrategia correcta
para radiar esa zona.
Cuando la trayectoria de captura de las proyecciones es circular, los algoritmos de reconstruc-
cio´n deben resolver la ausencia de datos asociada a que la fuente de radiacio´n no intersecta
todos los planos que cortan el cuerpo. El me´todo de reconstruccio´n anal´ıtica propuesto por
Grangeat establece la posibilidad de calcular la derivada de la transformada de Rado´n del
objeto a partir de las proyecciones cone-beam. Para este me´todo de reconstruccio´n, la impo-
sibilidad de hacer una reconstruccio´n perfecta se refleja en la ausencia de datos en una zona
de sombra (shadow-zone) en el espacio de Rado´n. Esta zona de sombra es mayor mientras
ma´s cerca se encuentre la fuente de radiacio´n del objeto a reconstruir. En particular, para
la aplicacio´n de planeacio´n de radioterapia para pacientes con ca´ncer de pro´stata, alejar
la fuente de radiacio´n implica una menor focalizacio´n de la zona afectada, radiando zonas
aledan˜as.
El relleno de este shadow-zone suele tratarse como un problema de interpolacio´n conven-
cional, aplicando me´todos simples que no consideran la naturaleza inherente de los datos a
interpolar. Este trabajo propone un me´todo de estimacio´n de los datos faltantes del shadow-
zone, agrupando los datos de la derivada de Rado´n en planos meridionales y regularizando la
proyeccio´n parallel-beam asociada a estos datos por medio de un filtrado iterativo. Se mues-
tran las ventajas y alcances de este me´todo compara´ndolo con me´todos de interpolacio´n
convencionales, y obteniendo una mejora en la relacio´n sen˜al a ruido (PSNR) de hasta 2 dB.
Palabras clave: Tomograf´ıa Computarizada cone-beam, Relacio´n de Grangeat, Trans-
formada de Rado´n.
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Abstract
Cone-Beam Computed Tomography (CBCT) is a medical imaging technique for acquisi-
tion of volumetric images of the human body, where the region of interest is irradiated with
a punctual source of X rays. This technique is currently used in different medical applica-
tions, such as in the treatment of prostate cancer, where a tomographic reconstruction is
obtained before radiotherapy to accurately identify the prostate position and the amount of
the radiation dose.
When using a circular trajectory for capturing CBCT projections, reconstruction algorithms
must take into account the absence of data produced when the radiation source do not
intersect the body cutting plane. With the analytic reconstruction method proposed by
Grangeat, the Radon transform derivative can be calculated from cone-beam projections.
For this method, the missing data is located in a so called shadow-zone in the Radon space,
making it impossible to obtain a perfect reconstruction. The shadow-zone size (amount of
missing data) increases as the radiation source is closer to the object to be reconstructed. In
particular, for radiotherapy planning of prostate cancer patients, moving away the radiation
source means to spread the radiation dose, affecting healthy organs near the prostate.
Filling up the shadow-zone is commonly treated as a conventional interpolation problem, by
applying standard and simple methods that do not take into account the nature of the data
to be interpolated. This work proposes an estimation method of missing data in the shadow-
zone, by grouping the Radon derivative data into meridional planes and then regularizing
the parallel-beam projection associated to this data with an iterative filtering. Performance
and advantages of the proposed method are presented by comparing it with conventional
interpolation methods, and obtaining an increment in the peak signal-to-noise ratio (PSNR)
of about 2 dB.
Keywords: Cone-beam Computed Tomography, Grangeat’s relation, Radon transform.
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Notacio´n
S Espacio de Schwartz
−→a Vector
|a| Valor absoluto de a
‖a‖ Norma o distancia Euclidiana de a
a · b Producto punto de vectores a y b
a× b Producto cruz de vectores a y b
? Operador unidimensional de convolucio´n
?? Operador bidimensional de convolucio´n
F{g(x)}(ω) Transformada de Fourier de la funcio´n g(x) en el dominio ω
∂f Derivada parcial de f
1. Introduccio´n
La tomograf´ıa computarizada (Computed Tomography, CT) es la primera te´cnica no invasiva
de adquisicio´n de ima´genes del interior de un objeto; su invencio´n a finales de los an˜os
60[19, 18, 6] se inspiro´ en la posibilidad de observar el interior del cuerpo humano sin la
necesidad de realizar algu´n tipo de incisio´n o insertar algu´n tipo de objeto extran˜o en e´l.
Esta te´cnica fue planteada por Godfrey Hounsfield quien, inspirado en la adquisicio´n de
proyecciones radiogra´ficas de un objeto por medio de la radiograf´ıa, te´cnica desarrollada a lo
largo de la primera mitad del siglo XX, ideo´ la posibilidad de reconstruir un corte transversal
del cuerpo humano a partir de varias proyecciones radiogra´ficas adquiridas desde diferentes
posiciones [17, 20]. Esta idea base sirvio´ tambie´n como principio para otras te´cnicas de
adquisicio´n de ima´genes como PET 1 y SPECT 2. Este trabajo esta´ enfocado en la Tomograf´ıa
Computarizada, en la que la fuente de radiacio´n es externa al objeto a reconstruir, y los datos
a partir de los cuales se hace la reconstruccio´n son las integrales de l´ınea de la densidad del
objeto a lo largo de la trayectoria de los rayos X.
En esencia, los rayos X constituyen un tipo de radiacio´n electromagne´tica de alta energ´ıa,
cuya frecuencia es de 50 a 50.000 veces la frecuencia de la luz visible, capaz de atravesar
objetos y materiales con densidades menores a las del plomo. Al atravesar un objeto, un por-
centaje de la energ´ıa del rayo es absorbida por el material; este porcentaje esta´ directamente
relacionado con la densidad del mismo. De esta forma, un grupo de rayos X que atraviesan
un objeto proyectan una imagen o sombra que revela la densidad del material del objeto a
lo largo de la trayectoria de cada uno de los rayos. Este proceso f´ısico constituye la clave
de la radiolog´ıa, y la imagen o sombra generada es conocida como radiograf´ıa, o proyeccio´n
tomogra´fica cuando sirve como paso intermedio en la obtencio´n de un corte o una imagen
volume´trica. Convencionalmente, la radiograf´ıa se registra sobre un material fotosensible.
Sin embargo, diversos avances en de´cadas recientes han permitido registrar la radiograf´ıa
directamente sobre un arreglo bidimensional de sensores fotoele´ctricos, posibilitando de esta
forma su almacenamiento, transmisio´n y procesamiento.
Para la tomograf´ıa de Rayos X, la informacio´n a reconstruir es la densidad del cuerpo. Los
rayos son generados por un tubo de rayos X externo al objeto o cuerpo a reconstruir. Los
rayos X viajan en l´ınea recta atravesando el cuerpo y pierden parte de su energ´ıa. De esta
forma, la energ´ıa perdida por el rayo durante su trayecto desde la fuente de radiacio´n, a
trave´s del cuerpo y hasta el fotosensor se puede calcular del valor registrado en el mismo
1Positron Emission Tomography, Tomograf´ıa de emisio´n de positrones.
2Single-Photon Emission Computed Tomography, Tomograf´ıa de emisio´n de un u´nico foto´n.
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fotosensor (Ver Figura 1.1(a)).
(a) Captura de las proyecciones sobre
un solo corte del objeto. (Tomada de
http://eltamiz.com/2008/01/22/ %C2 %BFen-que-
consiste-una-tomografia-axial-computarizada-tac.)
(b) Corte tomogra´fi-
co.
(c) Estudio tomogra´fico.
Figura 1-1.: Ilustracio´n de la tomograf´ıa mono-slice.
1.1. Captura de las proyecciones
Para la captura de las proyecciones existen dos factores a tener en cuenta: el tiempo necesario
para adquirir una proyeccio´n y la cantidad de radiacio´n que debe soportar el objeto. Para
objetos inertes y sin vida, ninguno de estos factores importa, excepto por el costo energe´tico o
la eficiencia del tomo´grafo. Sin embargo, en aplicaciones me´dicas los objetos son seres vivos,
para quienes los rayos X inducen cambios qu´ımicos en el organismo, dada la naturaleza
ionizante de dichos rayos. Por otra parte, movimientos como la respiracio´n y el latido del
corazo´n, as´ı como la dilatacio´n y contraccio´n de venas y arterias, adema´s de movimientos
voluntarios o involuntarios, inducen errores en la reconstruccio´n, cuya hipo´tesis fundamental
es que el objeto no se mueve. Si bien existen algunas aproximaciones que buscan corregir
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los errores debido a movimientos durante el proceso de captura, se hace imperativo mejorar
los me´todos de captura, tanto en su velocidad como en la cantidad de energ´ıa irradiada.
Teniendo en cuenta estos factores al momento de definir la adquisicio´n de las proyecciones,
es posible considerar diferentes geometr´ıas para las proyecciones y diferentes trayectorias
para la fuente de radiacio´n y los detectores, buscando siempre disminuir tanto el tiempo
como la cantidad de radiacio´n.
El proceso con el cual se obtienen las ima´genes del interior del cuerpo consta de dos etapas
principales: Adquisicio´n de las proyecciones tomogra´ficas y reconstruccio´n del interior del
objeto a partir de dichas proyecciones. En la adquisicio´n de las proyecciones el cuerpo es
irradiado y los valores de atenuacio´n de los rayos X registrados en los fotosensores. Una
primera forma de clasificar las proyecciones esta´ dada por la cantidad de cortes del cuerpo
que son radiados. En los primeros an˜os de la CT la reconstruccio´n se hac´ıa corte por corte.
Las proyecciones son funciones uni-dimensionales capturadas por una hilera de fotosensores
(ver Figura 1.1(a)), y la funcio´n a reconstruir es una imagen bidimensional correspondiente al
corte radiado (Figura 1.1(b)). La informacio´n tridimensional de las densidades de un cuerpo
se obtiene por la apilacio´n de varios cortes (Figura 1.1(c)).
(a) Parallel-beam (b) Fan-beam
Figura 1-2.: Geometr´ıas de captura por cortes. Para este tipo de geometr´ıa,los rayos esta´n
confinados a un solo plano espacial. Se reconstruye un corte del cuerpo a la
vez. Las proyecciones son funciones uni-dimensionales y son capturadas por
una hilera de fotosensores.
La captura de proyecciones tomogra´ficas 2D se facilito´ gracias a la posibilidad de construir
arreglos bidimensionales de fotosensores y al incremento en la capacidad de co´mputo de los
datos. De esta forma, se introdujo la tomograf´ıa multi-slice (ver Figura 1-3), en la que las
proyecciones son funciones bidimensionales capturadas por una matriz de fotosensores, y la
funcio´n a calcular corresponde a la densidad espacial tridimensional del cuerpo (Figura 1-3).
La captura de las proyecciones se define entonces por su geometr´ıa y su trayectoria. Al
hablar de la geometr´ıa de las proyecciones se hace referencia a la forma con la cual se
proyectan los rayos sobre el objeto, es decir, a la orientacio´n espacial que tienen los rayos
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(a) Parallel-beam (b) Cone-beam
Figura 1-3.: Geometr´ıas de captura multi-slice. Las proyecciones capturan la informacio´n
de varios cortes a la vez. Las proyecciones son ima´genes bidimensionales y son
capturadas por una matriz de fotosensores ubicadas en un plano detector.
entre s´ı. De esta manera, los rayos X pueden ser paralelos, (Figuras 1.2(a) y 1.3(a)) o tener
un origen espacial comu´n (geometr´ıas fan-beam y cone-beam, Figuras 1.2(b) y 1.3(b)).
Si bien el modelamiento matema´tico de la funcio´n a reconstruir es mucho ma´s sencillo para
las geometr´ıas de rayos paralelos, su implementacio´n f´ısica trae consigo la generacio´n de los
rayos en paralelo, el consumo de energ´ıa y la altas dosis de radiacio´n a las que se someter´ıa
al paciente. Para generar el paralelismo entre los rayos es necesario mover la fuente para
obtener el registro de cada rayo paralelo. Sin embargo, este tipo de aproximacio´n requiere
un tiempo de captura alto, con lo cual los errores por movimientos en organismos vivos se
incrementa y requiere una correccio´n adicional.
Otro elemento importante a considerar en la adquisicio´n de las proyecciones es la trayectoria
de los fotosensores y de la fuente de radiacio´n. Para las proyecciones fan-beam y cone-beam,
dado que los datos capturados se encuentran dentro del mismo plano espacial, la u´nica
alternativa es la trayectoria circular. Para las proyecciones multi-slice, dada la naturaleza
tridimensional de los datos capturados y de la reconstruccio´n en s´ı, las posibilidades son
mucho ma´s amplias, aunque en la pra´ctica se reducen a las trayectorias circular y helicoidal.
El problema de reconstruir el interior de un objeto a partir de sus proyecciones radiogra´ficas
equivale al problema inverso de obtener una funcio´n en un espacio de n dimensiones a partir
de sus proyecciones [17, 31, 32]. Dentro del conjunto de herramientas matema´ticas usadas
para la reconstruccio´n en CT se encuentra la Transformada de Radon. En la siguiente seccio´n
se hara´ especial e´nfasis esta herramienta, la cual es importante en el contexto de este trabajo,
dado que la reconstruccio´n cone-beam anal´ıtica que se desea utilizar pasa por el ca´lculo de
la transformada de Radon a partir de estas proyecciones.
Para obtener una reconstruccio´n exacta a partir de la geometr´ıa de proyecciones cone-beam,
es necesario que la fuente de radiacio´n pase, al menos una vez, por todos los planos que
intersectan el cuerpo a reconstruir. Esta condicio´n no se cumple para la trayectoria circular,
lo cual se refleja en un artefacto en la reconstruccio´n llamado artefacto cone-beam. Para
el me´todo anal´ıtico de reconstruccio´n cone-beam basado en la aplicacio´n de la relacio´n de
Grangeat (Subseccio´n 2.3.2), el hecho de que esta condicio´n no se cumpla se refleja en la
1.1 Captura de las proyecciones 5
carencia de algunos datos de la derivada de Radon del objeto. Estos datos forman toda
una zona de sombra (shadow-zone) en el espacio de Radon. Esta zona de sombra es mayor
mientras ma´s cerca se encuentre la fuente de radiacio´n del objeto a reconstruir. En particular,
para la aplicacio´n de planeacio´n de radioterapia para pacientes con ca´ncer de prostata, alejar
la fuente de radiacio´n implica una menor focalizacio´n de la zona afectada, radiando zonas
aledan˜as. Con el fin de corregir el artefacto cone-beam en la recontruccio´n anal´ıtica, dichos
datos faltantes deben ser estimados para rellenar el shadow-zone.
Este trabajo aborda el problema del relleno del shadow-zone en el espacio de Radon para
los datos calculados a partir de las proyecciones cone-beam en trayectoria circular alrededor
del objeto a reconstruir, implementando un me´todo de estimacio´n de estos datos que busca
regularizar la funcio´n que representa el objeto a reconstruir. Con el fin de recopilar los
conceptos teo´ricos necesarios y suficientes para entender el problema a tratar, en Cap´ıtulo
2 presenta los conceptos matema´ticos referentes a la reconstruccio´n anal´ıtica de la tomograf´ıa
cone-beam. A continuacio´n, el Cap´ıtulo 3 describe algunos me´todos de relleno del shadow-
zone reportados en la literatura. El me´todo propuesto se presenta en el Cap´ıtulo 4, junto
con algunos resultados y comparacio´n contra otros me´todos de relleno y reconstruccio´n.
Finalmente, el Cap´ıtulo 5 recopila las conclusiones de este trabajo y expone posibles l´ıneas
de trabajo a seguir.
2. Marco Teo´rico
La comprensio´n de los conceptos relacionados con la reconstruccio´n tomogra´fica cone-beam
requiere de la revisio´n de algunos conceptos teo´ricos como la tomograf´ıa computarizada
misma, las diferentes formas para capturar datos, con especial e´nfasis en la tomograf´ıa cone-
beam, al igual que conceptos matema´ticos claves como la transformada de Radon y diferentes
me´todos que existen para su inversio´n. Este Cap´ıtulo recopila una breve revisio´n de estos
conceptos, con el fin de aportar las bases teo´ricas necesarias y suficientes para entender el
problema que trata este trabajo y la estrategia planteada para solucionarlo.
2.1. Transformada de Radon
La transformada de Radon es una transformacio´n que mapea una funcio´n de un espacio
n-dimensional hacia los valores de las integrales sobre sus hiperplanos asociados. Existen di-
ferentes notaciones para la transformada de Radon. En este trabajo se adoptara´ la siguiente:
Siendo f(~r) una funcio´n, donde −→r ∈ Rn y f ∈ S 1, su transformada de Radon se define
como:
Rf(s,−→n ) =
∫
Rn
δ(s−−→r · −→n )f(−→r )d−→r (2-1)
Donde δ es la funcio´n delta de Dirac, −→n es el vector unitario normal al hiperplano y s la
distancia del hiperplano al origen de coordenadas de Rn en direccio´n de −→n .
2.1.1. La Transformada de Radon en CT
La captura de proyecciones tomogra´ficas puede verse desde la siguiente perspectiva: los
objetos a irradiar corresponden a funciones de densidad en un espacio de tres dimensiones
y los valores de atenuacio´n de los rayos X registrados en los fotosensores equivalen a la
integral de la funcio´n a lo largo de la trayectoria del rayo. De esta forma, si la funcio´n a
reconstruir corresponde a un corte del objeto, su transformada de Radon es el resultado de
las atenuaciones de los rayos, medidas directamente en los sensores fotoele´ctricos (ver Figura
2-1).
1S denota al espacio de Schwartz, el cual es un espacio funcional en el que se encuentran todas las funciones
de decrecimiento ra´pido.
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Figura 2-1.: Proyecciones en parallel-beam en diferentes a´ngulos. Los valores de las proyec-
ciones corresponden a los datos de la transformada de Radon bidimensional.
Para el caso bidimensional, cada l´ınea que atraviesa el objeto esta´ caracterizada por su
a´ngulo de inclinacio´n θ y por su distancia al origen (ubicado en el centro del objeto) s (ver
Figura 2.2(a)). De esta forma, los datos de Radon pueden ser representados gra´ficamente en
un arreglo bidimensional con los valores de θ en las columnas y los valores de s en las filas,
arreglo conocido como sinograma (ver Figura 2.2(b)). Dada que la transformada de Radon
sigue una distribucio´n en coordenadas polares, su sinograma puede, igualmente, graficarse
en estas coordenadas (Figura 2.2(c)), en donde la integral de cada l´ınea estar´ıa representada
por un valor de intensidad ubicado en las mismas coordenadas del punto caracter´ıstico2 de
la recta (mostrado en la Figura 2-2 con la letra C).
En la tomograf´ıa de reconstruccio´n por cortes, las proyecciones mismas constituyen la trans-
formada de Radon del corte a reconstruir. Para la geometr´ıa parallel-beam, los datos de
Radon adquiridos en una sola proyeccio´n quedan ubicados en una l´ınea a lo largo de la di-
reccio´n de la distancia radial en el sinograma. Estos mismos datos ubicados en el sinograma
en coordenadas polares, describen una l´ınea recta que pasa por el origen de coordenadas
(Figura 2.3(a)). Por otra parte, para la geometr´ıa fan-beam los datos de cada proyeccio´n
quedan ubicados en el sinograma siguiendo una trayectoria senoidal, cuya amplitud es la
distancia de la fuente de radiacio´n al origen de coordenadas. Cuando el sinograma se dibuja
en coordenadas polares, los datos se ubican sobre una circunferencia, la cual pasa la posicio´n
de la fuente de radiacio´n y el origen de coordenadas, y cuyo dia´metro es la distancia entre
2El punto caracter´ıstico corresponde al punto de la l´ınea recta ma´s cercano al origen. Su posicio´n representa
tanto la direccio´n de la recta como la distancia de e´sta al origen coordenado.
8 2 Marco Teo´rico
(a) Phantom Shepp-
Logan.
(b) Sinograma. (c) Sinograma en coorde-
nadas polares.
Figura 2-2.: Representacio´n gra´fica de la transformada de Radon para un espacio
bidimensional.
estos dos puntos (ver Figura 2.3(b)).
En el caso de la tomograf´ıa de multiples cortes, los datos de Radon no esta´n representados
directamente por el valor de las proyecciones. El objeto a reconstruir es ahora una funcio´n
de densidad en un espacio de tres dimensiones, para la cual la transformada de Radon no
constituye la integral sobre l´ıneas rectas sino integrales sobre planos. Dichas integrales sobre
planos pueden ser calculadas a partir de proyecciones parallel-beam por medio de la integra-
cio´n sobre l´ıneas rectas en la proyeccio´n (ver Figura 2-4). Dado que integrar sobre l´ıneas
rectas en una funcio´n bidimensional corresponde a obtener la transformada de Radon 2D,
la transformada de Radon 3D se obtiene calculando las transformadas de Radon bidimen-
sionales para todas y cada una de las proyecciones parallel-beam (Figuras 2.5(b) y 2.5(c)).
Al ubicar en el espacio de Radon 3D las integrales sobre planos por su respectivo punto
caracter´ıstico3, los datos de Radon asociados a cada proyeccio´n quedara´n ubicados sobre un
plano meridional en el espacio de Radon (Figura 2.5(d)).
Al integrar sobre una l´ınea recta en una proyeccio´n cone-beam, se obtiene una integral de
plano en la que los puntos ma´s cercanos a la fuente de radiacio´n tienen un peso mayor que los
ma´s lejanos, dado que reciben y absorben una mayor densidad de rayos (Figura 2-6). Con
lo cual se deduce que no se puede calcular directamente la transformada de Radon de un
objeto a partir de sus proyecciones cone-beam, punto en el que se profundizara´ en la seccio´n
2.3.2.
2.2. Reconstruccio´n
En esta seccio´n se analizara´n diferentes formas de implementar la inversio´n de la trans-
formada de Radon, es decir, reconstruir una funcio´n a partir de sus datos de Radon. Nos
3Al igual que para las l´ıneas rectas, el punto caracter´ıstico de un plano es el punto ma´s cercano al origen
coordenado. Su posicio´n tambie´n representa tanto la orientacio´n del plano como su distancia al origen.
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(a) Proyeccio´n parallel-beam (b) Proyeccio´n fan-beam
Figura 2-3.: Ubicacio´n de los datos de Radon. Los puntos azules claros representan los
puntos caracter´ısticos de las trayectorias en linea recta de los rayos. Estos
quedan mapeados en la misma posicio´n en los sinogramas en coordenadas
polares.
(a) Plano de corte del objeto. (b) Plano de corte del objeto. Vista su-
perior
Figura 2-4.: Ca´lculo de integrales de plano a partir de una proyeccio´n parallel-beam con
una proyeccio´n bidimensional.
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(a) Proyeccio´n parallel-
beam para φ = 900
(b) Sinograma de la pro-
yeccio´n.
(c) Sinograma en coorde-
nadas polares.
(d) Ubicacio´n en el espacio de
Radon 3D.
Figura 2-5.: Ca´lculo de la transformada de Radon 3D a partir de una proyeccio´n parallel-
beam, caso tridimensional.
(a) Plano de corte del objeto. (b) Plano de corte del objeto. Vista su-
perior
Figura 2-6.: Representacio´n gra´fica de la integral sobre una l´ınea recta en una proyeccio´n
cone-beam.
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referiremos expl´ıcitamente a la reconstruccio´n directa de Fourier y a la retroproyeccio´n.
2.2.1. Reconstruccio´n directa de Fourier
Con el fin de entender co´mo se puede reconstruir una funcio´n a partir de su transformada de
Radon por medio de la Transformada de Fourier, es necesario conocer el Teorema del corte
central, el cual sera´ explicado a continuacio´n.
Teorema del corte central Es necesario, antes de explicar el teorema del corte central,
definir la transformada de Fourier. Comenzando por su versio´n unidimensional, esta´ dada
de la siguiente forma:
F{g(x)}(ω) = G(ω) = 1√
2pi
∫
R
e−jωxg(x)dx (2-2)
Donde g es una funcio´n definida en los reales y ω representa la variable frecuencial. La
fo´rmula general para la transformada de Fourier definida en un espacio n-dimensional es:
Fn{f(−→r )}(−→v ) = F (−→v ) = (2pi)−n2
∫
Rn
e−j
−→v ·−→r f(−→r )d−→r (2-3)
donde ahora f esta´ definida en Rn, −→r ∈ Rn y −→v ∈ Rn corresponde a la variable frecuencial
en un espacio n-dimensional.
El Teorema del Corte Central es
F{Rf(s,−→n )}(ω) = Fn{f(−→r )}(ω−→n ) (2-4)
es decir, la Transformada de Fourier de una funcio´n n-dimensional es igual a la transformada
1D de Fourier aplicada sobre todos los datos de Radon calculados para una misma direccio´n
−→n , siempre que la transformada n-dimensional de Fourier tenga esa misma direccio´n (Figura
2-7).
Para la tomograf´ıa de reconstruccio´n por cortes, los datos de Radon asociados a la misma
direccio´n−→n , corresponden a una proyeccio´n en geometr´ıa parallel-beam. El Teorema del Corte
Central permite inferir que, a partir de dichas proyecciones, se puede hallar la transformada
bidimensional de Fourier, y as´ı, es factible reconstruir el corte irradiado con la transformada
inversa bidimensional de Fourier.
Cada proyeccio´n parallel-beam mapea una recta que pasa por el origen de coordenadas en el
plano de Fourier. Los datos de la transformada bidimensional de Fourier del corte quedan
localizados entonces sobre una grilla polar. Dada la naturaleza discreta de la adquisicio´n de
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Figura 2-7.: Esquema´tico del Teorema del corte central
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las proyecciones, es decir, que no se cuenta con un nu´mero infinito de proyecciones, habra´ una
menor densidad de muestras de la transformada de Fourier en las altas frecuencias. Para
invertir la transformada de Fourier es necesario contar con los datos en una grilla rectangular,
lo cual requiere de un proceso adicional de interpolacio´n cuyos errores sera´n mayores para
las frecuencias altas.
2.2.2. Retroproyeccio´n
Otra manera de reconstruir a partir de los datos de la transformada de Radon es con el ope-
rador de retroproyeccio´n (backprojection), escrito matema´ticamente de la siguiente manera:
(R∗g)(−→r ) =
∫
Sn−1
g(−→r · −→n ,−→n )d−→n (2-5)
donde Sn−1 es la hiperesfera unitaria4. En esencia, la retroproyeccio´n asigna a cada uno de los
puntos en el espacio Rn la suma de las integrales de todos los hiperplanos que lo contienen.
Teniendo g = Rf , la versio´n de f retroproyectada a partir de su transformada de Radon es:
fBP (
−→r ) = (R∗Rf) =
∫
Sn−1
Rf(−→r · −→n ,−→n )d−→n (2-6)
para −→r ∈ R2, la retroproyeccio´n de f es
fBP (x, y) =
2pi∫
0
Rf(x cos(θ) + y sen(θ), θ)dθ (2-7)
cuya explicacio´n es la misma que para el caso n-dimensional : a cada punto en R2 se le asigna
la suma de las integrales de todas las rectas que pasan por e´l. Su implementacio´n es bastante
sencilla, en la medida que u´nicamente se repiten los valores de las proyecciones a lo largo de
la l´ınea recta sobre la que se integro´, y se van sumando estos valores sucesivamente por cada
a´ngulo de inclinacio´n. De aqu´ı el nombre de retroproyeccio´n.
El operador de retroproyeccio´n por s´ı solo no reconstruye perfectamente la funcio´n, sino que
genera una versio´n difuminada (blurred) de la misma (ver Figura 2-8). Este feno´meno se
debe a que la funcio´n retroproyectada, con respecto a la funcio´n original, corresponde a:
fBP (x, y) =
1√
x2 + y2
? ?f(x, y) (2-8)
4La hiperesfera unitaria para el espacio Rn la componen todos los −→r ∈ Rn tal que ||−→r ||2 = 1.
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(a) Imagen original. (b) Retroproyeccio´n a par-
tir de una sola proyeccio´n
parallel-beam, con θ = 300
(c) Retroproyeccio´n de 10
proyecciones.
(d) Retroproyeccio´n de 20
proyecciones.
(e) Retroproyeccio´n de 45
proyecciones.
(f) Retroproyeccio´n de 360
proyecciones.
Figura 2-8.: Reconstruccio´n u´nicamente con la retroproyeccio´n.
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donde ?? representa el operador bidimensional de convolucio´n.
Para corregir este artefacto en la retroproyeccio´n, existen dos alternativas principales: el
filtrado de la funcio´n retroproyectada (Backprojection-Filtered) y la retroproyeccio´n de las
proyecciones filtradas (Filter-Backprojection). A continuacio´n, se profundizara´ ma´s en estas
dos alternativas.
Filtrado de la retroproyeccio´n (Backprojection-Filtered, BPF) Al aplicar la transforma-
da bidimensional de Fourier a la funcio´n descrita en la Ecuacio´n 2-7, se obtiene
FBP (u, v) =
1√
u2 + v2
F (u, v) (2-9)
donde FBP = F{fBP} y F = F{f}. Desde esta perspectiva, corregir el difuminado de la fun-
cio´n retroproyectada equivale a aplicar sobre la transformada de Fourier de la retroproyeccio´n
un filtro rampa, asociado a la siguiente fo´rmula:
F (u, v) = FBP (u, v)
√
u2 + v2 (2-10)
es decir, una vez calculada la funcio´n retroproyectada, se debe calcular su transformada de
Fourier, realizar el filtrado con la Ecuacio´n 2-10 e invertir la transformada de Fourier para
obtener, de esta manera, la funcio´n original. Expresado matema´ticamente, esto es
f = F−12 {|k|F2{R∗Rf}} (2-11)
donde F2 representa la transformada bidimensional de Fourier, F−12 su inversa y |k| =√
u2 + v2 la distancia radial en el espacio de Fourier 2D. Una forma ma´s ra´pida de hacer
esta retroproyeccio´n filtrada, evitando calcular las transformadas directa e inversa de Fourier
2D, consiste en encontrar una funcio´n h tal que
f = F−12 {|k|F2{R∗Rf}} = h ? ?R∗Rf (2-12)
lo que implica que, por la propiedad de la convolucio´n de la transformada de Fourier, h =
F2{|k|}.
Retroproyeccio´n de las proyecciones filtradas (Filter-Backprojection, FBP) Por otro
lado, dado que el filtro que se aplica a la funcio´n retroproyectada es sime´trico con respecto
al origen de coordenadas, es decir, considera u´nicamente la distancia radial en el espacio
de Fourier 2D (Ecuacio´n 2-11); dicho filtro puede ser igualmente implementado sobre los
datos de cada proyeccio´n parallel-beam, dada la correspondencia que existe entre cada una
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de estas proyecciones y la transformada 2D de Fourier de la imagen reconstru´ıda5. Esto,
escrito matema´ticamente, es
f = R∗{F−1{|ω|F{Rf}}} (2-13)
donde
F{Rf}(ω, θ) = 1√
2pi
∫
R
e−jωsRf(s, θ)ds (2-14)
Al igual que para la Ecuacio´n 2-11, es posible expresar la operacio´n F−1{|ω|F{Rf} como la
convolucio´n de dos funciones. Es decir, encontrar una funcio´n h tal que h = F−1{|ω|}, para
que la Ecuacio´n 2-13 quede finalmente de la siguiente forma:
f = R∗{h ? Rf} (2-15)
donde ? es el operador unidimensional de convolucio´n, y
h(s) ? Rf(s, θ) =
∫
R
h(s− t)Rf(t, θ)dt (2-16)
2.3. Tomograf´ıa cone-beam
Para la geometr´ıa Cone-Beam, los rayos se originan en el mismo punto, los cuales se proyectan
sobre el objeto en forma de cono (ver Figura 2-9).
Transformada Cone-Beam Matema´ticamente, se definira´ la transformada cone-beam de
la siguiente forma
Xf(a,−→n ) =
∫
R+
f(a+ r−→n )dr (2-17)
donde a ∈ Rn y −→n ∈ Sn−1; a corresponde a las coordenadas de la posicio´n de la fuente
de radiacio´n y −→n representa la direccio´n del rayo. Es decir, la transformada cone-beam
esta´ compuesta por las integrales de l´ınea que van desde la posicio´n a en direccio´n de −→n
hasta el detector.
5Esto se deduce del Teorema del Corte Central, Seccio´n 2.2.1.
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Figura 2-9.: Captura de una proyeccio´n tomogra´fica con la geometr´ıa cone-beam
2.3.1. Condicio´n de suficiencia
En la pra´ctica, las proyecciones cone-beam son adquiridas siguiendo una trayectoria γ, tanto
para la fuente de radiacio´n como para los fotosensores. Es decir, en la pra´ctica la Ecuacio´n
2-17 esta´ condicionada a que a ∈ γ. A partir de esto surge la siguiente pregunta: ¿cua´l
es la mejor trayectoria de adquisicio´n de las proyecciones cone-beam? Este interrogante fue
resuelto por Smith [43], de cuyo trabajo se extrae la siguiente condicio´n de suficiencia:
para lograr una reconstruccio´n perfecta del interior de un objeto a partir de un conjunto
de proyecciones tomogra´ficas cone-beam es necesario que la trayectoria con la cual dichas
proyecciones sean adquiridas intersecte, al menos una vez, a todos los planos que tocan el
objeto. Esta condicio´n no se cumple para un γ circular, la cual es la trayectoria ma´s comu´n
en los escaneres que utilizan la geometr´ıa Cone-Beam.
2.3.2. Reconstruccio´n
Ahora bien, los me´todos de reconstruccio´n tomogra´fica se dividen, de manera general, en
me´todos iterativos y me´todos anal´ıticos. En esencia, en los me´todos iterativos la funcio´n
a reconstruir se calcula en sucesivas iteraciones buscando llegar a la funcio´n que mejor
corresponda con las proyecciones capturadas. Como me´todo de reconstruccio´n anal´ıtica para
geometr´ıa Cone-Beam se encuentra el propuesto por Feldkamp et al. [15] y la reconstruccio´n
a partir de la transformada de Radon del objeto, usando la relacio´n de Grangeat [16].
Algoritmo FDK (Feldkamp, Davis y Kress) Este algoritmo fue propuesto en 1984 por
Feldkamp, Davis y Kress [15], y corresponde a la extensio´n tridimensional de un algoritmo de
retroproyeccio´n filtrada para proyecciones fan-beam. La imagen se reconstruye utilizando una
retroproyeccio´n cone-beam, es decir, los valores de intensidad registrados en las proyecciones
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cone-beam son replicados a lo largo de las trayectorias de los rayos y sumados unos sobre
otros. En este caso, se retroproyectan proyeccciones cone-beam previamente filtradas para
corregir el artefacto de blur generado con todas las retroproyecciones puras. Este proceso
tiene las siguiente ventajas:
La reconstruccio´n es exacta en el plano que contiene la trayectoria de la fuente de
radiacio´n.
La reconstruccio´n es exacta para todo objeto que sea invariante a desplazamientos en
direccio´n del eje de rotacio´n de la fuente de radiacio´n.
La integral de l´ınea correspondiente a toda l´ınea ortogonal al plano de la o´rbita coincide
con la verdadera integral de l´ınea del objeto.
Si bien este me´todo es bastante utilizado debido a que es ra´pido dado que su complejidad
computacional no es muy alta, constituye un me´todo de reconstruccio´n aproximada, dado
que la trayectoria de la fuente de radiacio´n no cumple la condicio´n de suficiencia de Smith.
Reconstruccio´n usando la relacio´n de Grangeat Este me´todo busca hacer una inversio´n
anal´ıtica de la transformada cone-beam calculando la derivada de la transformada de Radon
a partir de las proyecciones cone-beam (la derivacio´n original se encuentra en [16]). Igualmen-
te, una interpretacio´n matema´tica sencilla, intuitiva y general se encuentra en el Teorema
2.19 de Natterer[32]. Aqu´ı se usara´ una formulacio´n de la misma relacio´n de Grangeat,
desarrollada en el Ape´ndice A:
∂
∂α
∫
αp
Xf(a,−→n )d−→n = ∂Rf(s,
−→n )
∂s
∣∣∣∣
s=a·−→n
(2-18)
donde α ∈ S2 indica la direccio´n perpendicular al plano de integracio´n y αp representa todas
las direcciones perpendiculares a α. Es decir, el dominio de integracio´n agrupa todos los
rayos que pasan por la fuente de radiacio´n y esta´n confinados dentro del plano perpendicular
a α. El diferencial ∂α representa un cambio en la direccio´n del vector y no un cambio en
su norma. El lado derecho de la Ecuacio´n 2-18 hace referencia a la derivada de Radon en
direccio´n radial. Es decir, la razo´n de cambio de la integral de plano de la funcio´n cuando el
plano se mueve en direccio´n de −→n .
Dado que la transformada 3D de Radon puede ser calculada directamente a partir de las
proyecciones parallel-beam, la derivada de Radon puede entenderse gra´ficamente con la Fi-
gura 2.10(b). Esta Figura muestra dos planos paralelos (tienen un mismo vector normal −→n
sen˜alado con la flecha roja corta) intersectando el objeto. Cada plano tiene asociado un dato
de la Transformada de Radon del objeto, que puede ser calculado sumando los valores que se
encuentran sobre las l´ıneas rectas azul oscuro sobre la proyeccio´n parallel-beam. Estas l´ıneas
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constituyen la interseccio´n entre cada plano de integracio´n con el plano detector. La posicio´n
radial (s) de cada plano var´ıa en direccio´n de −→n . La derivada de Radon ∂R
∂s
es la diferencia
infinitesimal entre las integrales de ambos planos cuando esta´n muy cerca el uno del otro.
En el lado izquierdo de la Ecuacio´n 2-18, la integral∫
αp
Xf(a,−→n )d−→n
comprende la suma de todos los valores de integracio´n de los rayos que esta´n contenidos en
un mismo plano espacial.
Esto puede verse en la Figura 2.10(a) donde, para cada plano αp, se integran las integrales de
l´ınea Xf(a,−→n ) asociadas a cada rayo. Esta integral se puede calcular de manera apropiada
asociando a cada valor de intensidad en la proyeccio´n cone-beam un peso relacionado con la
distancia a la fuente de radiacio´n y sumando los valores que se encuentran sobre la l´ınea de
interseccio´n con el plano detector.
Finalmente, la derivada parcial que antecede a la integral hace referencia al cambio de di-
reccio´n de α, dado que esta´ sujeto a la condicio´n de mantener su norma. Este cambio de
direccio´n esta´ relacionado con un nuevo plano de integracio´n. Cada uno de estos planos inter-
secta el plano detector en una l´ınea recta diferente (l´ıneas azul oscuro en la Figura 2.10(a)),
de forma tal que, si el cambio de direccio´n de α es perpendicular al plano de integracio´n,
las l´ıneas en el plano detector sera´n paralelas. Cuando el cambio de α es suficientemente
pequen˜o, los planos esta´n muy cerca entre s´ı. La diferencia infinitesimal de las integrales de
los planos corresponden entonces al mismo valor de la derivada de Radon.
2.4. Los datos en el me´todo de reconstruccio´n anal´ıtico
basado en Grangeat
Una vez la relacio´n de Grangeat provee una herramienta matema´tica para la reconstruccio´n
anal´ıtica del objeto a partir de sus proyecciones cone-beam, es necesario precisar cua´l es el
manejo que deben tener estos datos, co´mo se ubican en el espacio de Radon 3D y, para
una trayectoria circular de la fuente de radiacio´n, cual es el efecto del incumplimiento de la
condicio´n de suficiencia de Smith.
2.4.1. Ubicacio´n en el espacio de Radon 3D
Dada la relacio´n de Grangeat, a partir de cada proyeccio´n cone-beam se puede calcular la
derivada de la transformada de Radon asociada a los planos que contienen la posicio´n de la
fuente de radiacio´n. Cada uno de estos datos queda distribu´ıdo en el espacio tridimensional
de Radon en la posicio´n del punto caracter´ıstico de cada plano. Las coordenadas de este
punto representan la informacio´n de orientacio´n y posicio´n del plano dado que el vector que
va del origen a este punto es normal al plano, indicando su orientacio´n, y la magnitud de
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(a) Relacio´n de Grangeat vista desde la proyeccio´n cone-beam
(b) Relacio´n de Grangeat vista desde la proyeccio´n
parallel-beam
Figura 2-10.: Representacio´n geome´trica de la relacio´n de Grangeat
este vector representa la posicio´n del plano. Esto se ilustra gra´ficamente en la Figura 2-11
as´ı: el punto caracter´ıstico del plano P se muestra sobre el plano en color rojo con la letra
C. El vector −→n = −−→OC||−−→OC|| es normal al plano P , y la distancia de O a C es la misma distancia
de O a P .
Dado que la relacio´n de Grangeat permite calcular la derivada de la transformada de Radon
asociada a los planos que cruzan la fuente de radiacio´n, es importante analizar la distribucio´n
de los puntos caracter´ısticos de todos los planos que pasan por un mismo punto, utilizando
la Figura 2-12.
En esta gra´fica, el origen de coordenadas esta´ denotado con la letra O, la letra a representa
la posicio´n de la fuente de radiacio´n. El punto b representa el punto medio entre O y a.
P es el plano, cuyo segmento esta´ representado por el tria´ngulo azul claro, c es el punto
caracter´ıstico de P y, por ende, el punto de P ma´s cercano a O. El vector −→n es el vector
unitario normal a P , el cual tiene la misma direccio´n del vector −→oc, es decir, −→n = −→oc||−→oc|| s es
la distancia de P a o, la cual equivale a s = ||−→oc|| = (a · −→n ). β es el a´ngulo formado entre
los vectores −→n y −→Ob.
Usando el tria´ngulo obc (resaltado en rojo en la Figura 2-13) y aplicando el Teorema del
Coseno, se obtiene:
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Figura 2-11.: Caracterizacio´n de un plano con las coordenadas de su punto caracter´ıstico.
Figura 2-12.: Para´metros geome´tricos para la caracterizacio´n de los planos que pasan por
un mismo punto a.
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Figura 2-13.: Para´metros geome´tricos para la caracterizacio´n de los planos que pasan por
un mismo punto a. El tria´ngulo obc esta´ resaltado en rojo.
||−→bc||2 = ||−→Ob||2 + ||−→Oc||2 − 2 ||−→Ob|| ||−→Oc|| cos β
= ||−→Ob||2 + (−→Oa · −→n )2 − 2 ||−→Ob|| (a · −→n ) (||
−→
Ob|| · −→n )
||−→Ob||
= ||−→Ob||2 + (−→Oa · −→n )2 − 2 (−→Oa · −→n ) (
−→
Oa
2
· −→n )
= ||−→Ob||2 + (−→Oa · −→n )2 − (−→Oa · −→n )2
= ||−→Ob||2
Es decir, independientemente de la orientacio´n −→n del plano, el punto caracter´ıstico siempre
estara´ contenido en una esfera de radio ||−→Ob|| con centro en b (Figura 2-14):
||−→bx|| = ||−→Ob||; b = a
2
; a, x ∈ R3 (2-19)
Para cada posicio´n de la fuente de radiacio´n, es decir, para cada proyeccio´n cone-beam, se
genera una esfera diferente en el espacio de Radon 3D (ver Figura 2-15).
Cuando las proyecciones cone-beam son capturadas con la fuente de radiacio´n siguiendo una
trayectoria circular γ, expresada en la siguiente ecuacio´n,
γ = r(cosφ, senφ, 0)
las esferas de cada proyeccio´n cone-beam unidas forman un toroide en el espacio de Radon,
conocido como Radon shell, como el que se muestra en la Figura 2-16. Este toroide tiene
un espacio vac´ıo (hueco) cerca al eje de rotacio´n. Dicho hueco representa a todos los planos
que no intersectan la trayectoria de la fuente de radiacio´n y, por ende, no es posible calcular
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Figura 2-14.: Los puntos caracter´ısticos de los planos que pasan por la posicio´n de la fuente
de radiacio´n (a) para una proyeccio´n cone-beam forman una esfera cuya su-
perficie pasa por a y por el origen coordenado O, cuyo dia´metro es la distancia
entre estos dos puntos.
Figura 2-15.: Esferas en el espacio de Radon mapeadas por cuatro diferentes posiciones de
la fuente de radiacio´n. Estas posiciones siguen una trayectoria circular.
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la derivada de la transformada de Radon asociada a estos planos. Estos datos desconocidos
conforman una zona de sombra (shadow-zone). La carencia de estos datos refleja el hecho
de que la trayectoria circular no cumple con la condicio´n de suficiencia de Smith[43]. Para
lograr una reconstruccio´n exacta, es necesario establecer una estrategia para estimar estos
datos faltantes. Definir esta estrategia es el objetivo principal de este trabajo.
Figura 2-16.: Ubicacio´n de los datos de la derivada de Radon calculados a partir de pro-
yecciones cone-beam en trayectoria circular.
3. Trabajos relacionados
Si bien el problema de calcular los datos faltantes del shadow-zone se encuentra formulado
desde la misma publicacio´n de Grangeat en 1991, existen pocos trabajos que reporten apro-
ximaciones al respecto. La literatura cient´ıfica que hace referencia al tema se enfoca en la
implementacio´n de me´todos gene´ricos de interpolacio´n, mientras argumentan que e´ste sigue
siendo un problema abierto.
En su art´ıculo, Grangeat (ver seccio´n 2.3.2) no plantea claramente las caracter´ısticas de los
valores con los que se deber´ıa rellenar el shadow-zone, sino que apela a la poca importancia
que tienen estos datos en la fo´rmula anal´ıtica para la reconstruccio´n, dado que todos los
valores de la derivada de la transformada de Radon son multiplicados por un factor igual
al seno del a´ngulo que se forma con el eje z. Puesto que los datos del shadow-zone se
encuentran tan cerca del eje de rotacio´n, dicho a´ngulo es bastante pequen˜o, por lo que
dichos valores pueden ser simplemente obviados o exclu´ıdos, lo que equivale a rellenar el
shadow-zone con ceros. Este me´todo es anal´ıticamente correcto en el caso en que los datos
faltantes se encuentren lo suficientemente cerca del eje de rotacio´n, condicio´n que se cumple
cuando el angulo del cono es pequen˜o. Este es el a´ngulo de apertura del cono de rayos que
llegan al plano detector. En su art´ıculo, Grangeat [16] presenta la formulacio´n matema´tica
para la reconstruccio´n, sin embargo la implementacio´n practica requiere un paso adicional
de discretizacio´n en el que no se profundiza.
El problema del relleno del shadow-zone esta´ referido en la literatura cient´ıfica a la im-
plementacio´n de cualquier me´todo de interpolacio´n. En trabajos como el de Neophytou et
al. [33], se menciona la implementacio´n discreta de la reconstruccio´n cone-beam usando la
relacio´n de Grangeat, con el objetivo de optimizarla para su procesamiento en una GPU
(Graphics Processing Unit). En esta implementacio´n (ver Figura 3-1), primero se calcula la
derivada de Radon sobre cada proyeccio´n cone-beam. A continuacio´n, los datos se reagrupan
(proceso nombrado rebinning), organizando los datos por planos meridionales comunes en
el espacio de Radon. Una vez hecho esto, los datos son retroproyectados para obtener las
proyecciones en rayos paralelos que corresponden a la direccio´n perpendicular de cada plano
meridional. Finalmente, se realiza un nuevo reagrupamiento de los datos resultantes para
conformar los sinogramas que se retroproyectan para obtener los cortes horizontales. El ob-
jeto reconstru´ıdo consiste en la apilacio´n de estos cortes en una estructura tridimensional.
En este tipo de implementaciones, los valores del shadow-zone no pueden ser simplemente
ignorados con el mismo criterio usado por Grangeat. Sin embargo, en este trabajo no pro-
fundiza en la estimacio´n de estos valores, se enfoca en la paralelizacio´n del algoritmo de
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reconstruccio´n sin hacer especial e´nfasis en el relleno de los datos faltantes.
Figura 3-1.: Esquema general del proceso de reconstruccio´n usando el me´todo de Grangeat.
Tomado de [33]
Lee et al.[23] estudia el efecto de utilizar diferentes me´todos para rellenar el shadow-zone.
El objetivo principal de este trabajo es identificar y estudiar los diferentes artefactos que se
generan en la reconstruccio´n tras utilizar una implementacio´n discreta de la reconstruccio´n
anal´ıtica dada por la relacio´n de Grangeat. Tres tipos de artefactos son identificados en este
trabajo: espina (thorn), arruga (wrinkle) y en forma de V (V-shaped). Cada uno de estos
artefactos es producto del efecto de la discretizacio´n de las proyecciones y sus orientaciones
en el ca´lculo de la derivada de Radon. En particular, el artefacto conocido como thorn es
causado por el relleno erro´neo del shadow-zone. Diferentes me´todos de interpolacio´n para
calcular los datos faltantes del shadow-zone son aplicados con el fin de identificar el me´todo
que mejor reduce la presencia del artefacto (ver Figura 3-2). Los me´todos para el relleno
del shadow-zone considerados son: relleno con ceros, relleno horizontal constante (con el
promedio de los datos existentes), interpolacio´n lineal horizontal, interpolacio´n cuadra´tica
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horizontal, relleno vertical constante, interpolacio´n lineal vertical y extrapolacio´n cuadra´tica
vertical. Si bien el artefacto se reduce cuando se aplican me´todos de interpolacio´n ma´s
sofisticados, como la interpolacio´n/extrapolacio´n cuadra´tica, ninguno de estos me´todos tiene
en cuenta las caracter´ısticas propias de los datos a interpolar, como la correspondencia que
deben tener estos datos con las proyecciones parallel-beam, o las condiciones matema´ticas
que deben cumplir dichos datos, ya que corresponden a la derivada de la transformada de
Radon de un objeto. Posteriormente, Lee et al. [22] proponen un me´todo de reconstruccio´n
anal´ıtico para tomograf´ıa cone-beam en trayectoria de medio c´ırculo1 usando la relacio´n de
Grangeat, donde nuevamente el proceso de relleno del shadow-zone se realiza con me´todos
ba´sicos como el llenado con ceros o la interpolacio´n lineal horizontal.
Por lo que se deduce del material publicado aqu´ı revisado, la estimacio´n de los datos faltantes
del shadow-zone suele resolverse con la aplicacio´n de me´todos gene´rico para la estimacio´n
de los datos faltantes en el shadow-zone. Si bien, dichos me´todos logran reducir el artefacto
generado por la ausencia de valores en el shadow-zone, un me´todo de interpolacio´n mejor
adaptado al tipo de datos que se desea estimar deber´ıa reducir au´n ma´s el artefacto. En
particular, no se identifica algu´n me´todo que se ajuste a las caracter´ısticas particulares del
tipo de informacio´n que se desea estimar. De esta forma, se considera que la estimacio´n de
estos datos para la reconstruccio´n anal´ıtica de la tomograf´ıa cone-beam es un problema au´n
abierto.
La ausencia de estos datos puede ser considerada tambie´n como un problema de estimacio´n
de muestras para una funcio´n de la que se sabe que tiene alguna caracter´ıstica particular en
otro espacio. Puede entenderse que la teor´ıa del compressive sensing (Candes et al.[9]), usa
esta misma idea. En ella, se busca completar las muestras faltantes de una sen˜al partiendo
del conocimiento apriori referente a que la funcio´n es sparse en un dominio determinado2.
De igual forma, es posible estimar los datos faltantes sabiendo de antemano que la funcio´n
a reconstruir es, por ejemplo, suave con bordes en otro espacio. Esta idea es tratada con
mayor profundidad por Egiazarian et al.[14], trabajo del cual se hablara´ a continuacio´n.
En su trabajo, Egiazarian et al. establecen una metodolog´ıa para estimar los datos faltantes
buscando que la funcio´n resultante cumpla mejor las caracter´ısticas que de ella se espera en
el espacio. Esta idea es utilizada para completar datos faltantes del espacio de Fourier en
problemas como aumentar la resolucio´n de una imagen (ver Figura 3-6) y para mejorar la
reconstruccio´n tomogra´fica bidimensional a partir de pocas proyecciones parallel-beam (ver
Figuras 3-4 y 3-5). El esquema general de este me´todo se ilustra en la Figura 3-3
En este esquema, la regularizacio´n de la imagen esta´ dada por un proceso iterativo de filtrado
de los datos en el espacio donde e´stos tienen un comportamiento regular. En la gra´fica 3-3,
yˆ2 representa los datos a estimar, yˆ
(k)
2 la iteracio´n k-e´sima de estos valores y y1 los datos con
los que se cuenta originalmente.
1Es decir, las respectivas proyecciones son adquiridas con solo 1800 de giro alrededor del objeto.
2Es decir, en este dominio la funcio´n esta´ compuesta principalmente de ceros y, por ende, toda su informacio´n
se concentra en pocos coeficientes.
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Figura 3-2.: Artefactos thorn con diferentes estrategias de relleno. (a) Relleno con ceros, (b)
relleno constante horizontal, (e) interpolacio´n lineal horizontal y (d) interpo-
lacio´n cuadra´tica horizontal. (e) Relleno constante vertical, (f) extrapolacio´n
lineal vertical, y (g) extrapolacio´n cuadra´tica vertical. Primera fila: primera
derivada en el plano meridional; Segunda fila: segunda derivada en el plano
meridional; Tercera fila: imagen retroproyectada sobre el plano meridional;
Cuarta fila: corte axial. Tomado de [23]
Figura 3-3.: Diagrama de flujo del trabajo de Egiazarian et al. Tomado de [14].
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Cada iteracio´n consta de las siguientes etapas:
T : En esta etapa se toman los datos en el espacio donde originalmente se encuentran
incompletos y se llevan al espacio en el que se espera que correspondan a una funcio´n
regular. En el trabajo de Egiazarian et al., este es el espacio de Fourier y por ende T
corresponde a la transformada inversa de Fourier.
Φ: Esta etapa corresponde a la aplicacio´n de un filtro adaptativo a los datos resultantes
de la transformacio´n T . El filtro escogido en el trabajo de Egaizarian es el Block-
Matching 3D(BM3D), descrito en [12].
T−1: Transformacio´n inversa a la efectuada en T . Con esto, se regresa al espacio en
donde los datos se encuentran originalmente incompletos.
ηk: Ruido gaussiano en la k-e´sima iteracio´n. Este ruido se suma a los datos estimados,
y var´ıa iteracio´n a iteracio´n convergiendo a cero. La idea de incorporar este ruido es
evitar que la sen˜al a la que converja el me´todo iterativo corresponda a un mı´nimo local.
Convolucio´n con 1 − S: en esta etapa se eliminan los datos y1 para aislar y2. S
representa una ma´scara, la cual vale 1 para las posiciones de los valores con los que
s´ı se cuenta, y 0 para los faltantes.
Promediado de los valores de la iteracio´n anterior con el factor γk. Dicho
factor γk es un valor entre 0 y 1, el cual representa los pesos del promedio ponderado
entre dos iteraciones consecutivas.
El me´todo estima los datos faltantes buscando que la funcio´n resultante cumpla con las
caracter´ısticas que de ella se esperan en el otro espacio. Esta regularizacio´n esta´ dada por
el filtrado iterativo. Dado que dicho filtrado podr´ıa converger a un mı´nimo local, se suma
un ruido aleatorio a los datos estimados, el cual disminuye en intensidad a medida que
avanzan las iteraciones. Los para´metros de generacio´n del ruido ηk, al igual que el factor de
promediado de los valores de iteraciones consecutivas γk, deben estimarse de acuerdo a la
naturaleza de la funcio´n a reconstruir.
Este me´todo muestra excelentes resultados para completar datos de Fourier en el problema
de superresolucio´n (Figura 3-6) y para el caso de reconstruccio´n tomogra´fica bidimensional
parallel-beam, para datos sinte´ticos usando el phantom Shepp-Logan (Figuras 3-4 y 3-5). Sin
embargo, no es posible aplicarlo de manera directa para completar los datos de la derivada de
Radon en la reconstruccio´n de tomograf´ıa cone-beam, dado que para Fourier la incoherencia
entre ambos espacios es ma´xima, mientras que no sucede lo mismo para la transformadas de
Radon.
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(a) Ubicacio´n original de los datos en
el espacio de Fourier.
(b) Reconstruccio´n con los datos origi-
nales incompletos.
(c) Reconstruccio´n despue´s de estimar
los datos faltantes.
Figura 3-4.: Aplicacio´n del me´todo de Egiazarian et al. a la reconstruccio´n CT monoslice
con pocas proyecciones parallel-beam. Tomado de [14].
(a) Ubicacio´n original de los datos en
el espacio de Fourier.
(b) Reconstruccio´n con los datos origi-
nales incompletos.
(c) Reconstruccio´n despue´s de estimar
los datos faltantes.
Figura 3-5.: Aplicacio´n del me´todo de Egiazarian et al. a la reconstruccio´n CT monoslice
con proyecciones de a´ngulo limitado. Tomado de [14].
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(a) Ubicacio´n original de los datos en
el espacio de Fourier.
(b) Reconstruccio´n con los datos origi-
nales incompletos.
(c) Reconstruccio´n despue´s de estimar
los datos faltantes.
Figura 3-6.: Aplicacio´n del me´todo de Egiazarian et al. al problema de aumentar la reso-
lucio´n de una imagen. Tomado de [14].
4. Relleno del shadow-zone
Una vez identificados los datos a estimar y su naturaleza, en este cap´ıtulo se describira´n
las aproximaciones planteadas para organizar los datos conocidos y estimar los faltantes. La
estrategia a seguir consiste en agrupar los datos con el fin de reducir la complejidad asociada a
la interpolacio´n tridimensional, divie´ndola en interpolaciones de menor dimensionalidad. De
esta forma, se hizo una primera agrupacio´n de los datos de acuerdo a las coordenadas s (radio)
y θ (colatitud), agrupaciones que sirven para ajustar la coordenada φ y, por ende, interpolar
los datos hacia planos meridionales comunes. Esta primera agrupacio´n e interpolacio´n se
describe en la Seccio´n 4.1.
Una vez hecho esto, la interpolacio´n y relleno del shadow-zone se realiza aplicando un me´todo
de estimacio´n bidimensional sobre los planos meridionales usando la relacio´n que existe entre
estos y las proyecciones parallel-beam del objeto. Este me´todo se presenta en la Seccio´n 4.2.
4.1. Rebinning en direccio´n de φ
Para invertir la transformada de Radon es necesario que los datos se ubiquen en una grilla
esfe´rica regular en el espacio de Radon 3D. Haciendo un ana´lisis de la distribucio´n de los
datos, se encontro´ que e´stos se pueden agrupar de acuerdo a las coordenadas s y θ, para
luego interpolar en direccio´n de la coordenada φ. Dicho agrupamiento se realiza teniendo
en cuenta la siguiente observacio´n: los datos de la derivada de Radon correspondientes a
las l´ıneas rectas que tienen la misma orientacio´n y posicio´n en cada una de la proyecciones
cone-beam, quedan ubicados en un c´ırculo horizontal cuya mediatriz es el eje de rotacio´n y
que esta´n uniformemente espaciados en el espacio de Radon 3D.
Este concepto se presenta de manera gra´fica en la Figura 4-1, la cual muestra una proyeccio´n
cone-beam sobre la que se marcan dos l´ıneas: una azul y una roja. En un sistema coordenado
polar ubicado sobre el plano detector, los puntos caracter´ısticos de estas l´ıneas corresponden
a (ρcb, θcb) y (ρcb,−θcb).
Al ubicar los planos asociados a estas l´ıneas en el espacio de Radon (ver Figura 4-2), estos
planos compartira´n las coordenadas esfe´ricas ρ y θ, y la coordenada φ variara´ de acuerdo al
a´ngulo de proyeccio´n φs. Estos datos se encuentran distribu´ıdos sobre un c´ırculo horizontal
cuya mediatriz es el eje z, el mismo que sirve como eje de rotacio´n en la geometr´ıa de captura.
Estos datos, dibujados como puntos rojos y azules de acuerdo a la posicio´n con la que fueron
calculados sobre la proyeccio´n cone-beam (Figura 4-1), quedan uniformemente distribu´ıdos
sobre la circunferencia.
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Figura 4-1.: Proyeccio´n cone-beam.
Figura 4-2.: Ubicacio´n sobre el espacio de Radon 3D para la derivada de Radon, calculada
sobre las l´ıneas rectas de la proyeccio´n cone-beam de la Figura 4-1.
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Este primer agrupamiento de los datos posibilita una primera interpolacio´n unidimensional
en direccio´n de la coordenada esfe´rica que corresponde al a´ngulo de azimuth φ. Los datos se
encuentran distribu´ıdos uniformemente a lo largo de una trayectoria cerrada, lo que implica
que, en su conjunto, constituyen un grupo de muestras de una funcio´n perio´dica. La inter-
polacio´n en direccio´n de φ puede interpretarse como un remuestreo de la funcio´n perio´dica
a algunas posiciones espec´ıficas de φ. Asumiendo que dicha funcio´n es de banda limitada1,
el ca´lculo de los valores de la funcio´n en el nuevo conjunto de posiciones de φ se reduce a
un simple desplazamiento de la funcio´n en el espacio de Fourier, de acuerdo a la siguiente
ecuacio´n:
F{f(φ−∆φ)}(ω) = e−iω∆φF{f(φ)}(ω) (4-1)
donde ∆φ representa el cambio o movimiento que se debe aplicar en direccio´n de φ. Esto
es, calcular los valores de la funcio´n en las nuevas posiciones dadas por posiciones regulares
previamente definidas para φ.
Dado que se cuenta con dos conjuntos diferentes de datos (puntos azules y rojos) para calcular
la misma interpolacio´n, esta redundancia puede ser aprovechada para reducir los posibles
errores de aliasing2 asociados a la hipo´tesis de suavidad de la funcio´n. De esta forma, se
aplica la Ecuacio´n 4-1 para cada conjunto de datos por separado y luego se promedian
ambos resultados.
Una vez hecha esta primera interpolacio´n, los datos pueden agruparse ahora de acuerdo a la
coordenada φ, es decir, los datos que esta´n en un mismo plano meridional en el espacio de
Radon 3D (ver Figura 4-3).
(a) Espacio de Radon 3D. (b) Vista frontal del plano meri-
dional.
Figura 4-3.: Agrupamiento de los datos despue´s de la primera interpolacio´n en direccio´n φ.
A partir de este punto, la interpolacio´n 3D hacia una grilla regular esfe´rica se reduce al
siguiente problema: a partir un patro´n de muestreo bidimensional (Figura 4.3(b)), estimar
1Lo suficientemente suave como para estar completamente caracterizada por las muestras existentes, si-
guiendo el Teorema de Shannon.
2Error que se genera al momento de reconstruir una funcio´n cuya frecuencia ma´xima es mayor a la mitad
de la frecuencia de muestreo.
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los datos que corresponder´ıan a una grilla polar. Esta parte de la interpolacio´n incluye el
relleno del shadow-zone, el cual corresponde al espacio ausente de datos de la Figura 4.3(b).
Para lograr esta interpolacio´n se puede seguir la misma estrategia aplicada hasta ahora, es
decir, agrupar los datos en arreglos unidimensionales. Dicho agrupamiento puede realizarse
en c´ırculos conce´ntricos, ya que los datos se encuentran dispuestos de esta forma sobre los
planos meridionales (Figura 4.3(b)). Una vez efectuado este agrupamiento, el me´todo de in-
terpolacio´n debe estar encaminado a estimar muestras regularmente espaciadas de la funcio´n
contenida en cada c´ırculo. Esta estimacio´n suele realizarse aplicando un me´todo convencio-
nal de interpolacio´n[23], aproximacio´n que ignora la naturaleza misma de la funcio´n a la
que corresponden estos datos. Otra posibilidad es caracterizar matema´ticamente la funcio´n
y estimar los datos regulares a partir del muestreo irregular asociado a cada c´ırculo. Esta
opcio´n fue descartada por su complejidad y porque ignoraba la consistencia bidimensional
de los datos ubicados sobre los planos meridionales.
Una estrategia diferente para la interpolacio´n consiste en tomar los datos que se encuentran
sobre los planos meridionales y luego aplicar algu´n me´todo bidimensional de estimacio´n de
datos. Esta opcio´n es la que finalmente se siguio´ en este trabajo, y se detalla en la siguiente
seccio´n.
4.2. Relleno del shadow-zone por regularizacio´n de las
proyecciones parallel-beam
Tal como se explico´ en la Seccio´n 2.1.1, los datos de la Transformada de Radon 3D ubicados
sobre un plano polar3 corresponden a la transformada bidimensional de Radon de una pro-
yeccio´n parallel-beam (Figura 4-4). Esta propiedad sera´ usada a continuacio´n para estimar
los valores faltantes del shadow-zone con el fin de que los datos resultantes correspondan a
una proyeccio´n parallel-beam coherente.
Dado que una funcio´n regular de densidad 3D producir´ıa proyecciones parallel-beam tam-
bie´n regulares, esta regularidad podr´ıa ser explotada para estimar los datos faltantes del
shadow-zone. Esta idea ha sido previamente utilizada por Egiazarian et al.[14] con el fin de
completar datos faltantes en el espacio de Fourier (ver Capitulo 3). A diferencia del trabajo
de Egiazarian et al., el objetivo de este trabajo es completar datos en el espacio de la deri-
vada de Radon y no en el espacio de Fourier. Esta diferencia podr´ıa significar un enfoque y
un tratamiento matema´tico diferentes a los propuestos en el art´ıculo de Egiazarian et al..
La teor´ıa de compressive sensing, de la cual el trabajo de Egiazarian et al. se presenta como
una extensio´n, establece que debe existir una relacio´n de incoherencia entre el espacio donde
las muestras son incompletas y el espacio donde la funcio´n tiene un comportamiento sparse
o, en este caso, regular. Esta incoherencia se ve reflejada en el hecho de que para una funcio´n
de soporte compacto en un espacio, al ser transformada al espacio dual, su soporte ahora es
3Plano polar : Plano que contiene el polo, es decir, el origen coordenado.
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(a) Proyeccio´n Parallel-Beam. (b) Plano meridional en el
espacio de Radon 3D.
Figura 4-4.: La transformada de Radon 2D aplicada sobre una proyeccio´n parallel-beam
corresponde a los datos de la transformada de Radon 3D ubicados en un plano
polar cuya direccio´n perpendicular es la direccio´n de los rayos.
infinito. Esto no sucede con la transformada de Radon, para la cual las funciones de soporte
compacto tienen tambie´n un soporte compacto en el espacio de Radon. Esta es la principal
diferencia entre el problema que se aborda en este trabajo y el de Egiazarian et al.
Con el objetivo de identificar las implicaciones de estas diferencias, el me´todo de Egiazarian et
al. se aplico´ sobre los datos de la derivada de la transformada de Radon (ubicados en planos
meridionales) para completar los datos faltantes del shadow-zone. En estos experimentos
se establecio´ que el para´metro de ruido (ηk) no evita mı´nimos locales sino que retrasa la
convergencia del me´todo, o hace que diverja completamente. Adicionalmente, el para´metro
de promediado entre iteracciones consecutivas (γk) retrasa la convergencia del me´todo de
manera proporcional al valor de 1−γk, es decir, entre ma´s se aproxime γk a 1, ma´s ra´pida es
la convergencia. Teniendo en cuenta estas consideraciones, el me´todo ilustrado en la Figura
3-3 se modifico´ eliminando la incorporacio´n del ruido aleatorio y fijando el para´metro γk en
1, con lo cual queda reducido al diagrama que se presenta en la Figura 4-5.
Figura 4-5.: Diagrama del me´todo propuesto
En este diagrama, yˆ2 corresponde a los datos faltantes del shadow-zone, yˆ
(k)
2 representa estos
datos en la iteracio´n k-e´sima y y1 corresponde a los datos conocidos, que se encuentran
dentro del Radon shell.
Los bloques que componen cada iteracio´n del me´todo son:
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T : En esta etapa se toman los datos de la derivada de Radon ubicados sobre los planos
meridionales y a partir de e´stos se calculan las correspondientes proyecciones parallel-
beam. Esto es, se integran para obtener los datos de la transformada de Radon y se
aplica algu´n me´todo de inversio´n de dicha transformada. En este caso particular, la
transformada inversa de Radon se calculo´ implementando el me´todo de retroproyeccio´n
filtrada.
Φ: Esta etapa corresponde a la aplicacio´n de un filtro adaptativo a cada proyeccio´n
parallel-beam. En este caso, siguiendo la misma aproximacio´n de Egiazarian et. al., se
aplica el filtro Block-Matching 3D(BM3D) descrito en [12].
T−1: En esta etapa se calculan los nuevos datos de la derivada de Radon a partir de
cada proyeccio´n parallel-beam filtrada. Es decir, se toma la proyeccio´n parallel-beam
filtrada, se calcula su transformada de Radon y se deriva su sinograma en direccio´n de
ρ.
Este proceso se repite de manera iterativa hasta que los datos del shadow-zone de cada plano
meridional converjan a un valor estable.
4.3. Resultados
En esta seccio´n se probara´ de manera experimental los alcances y l´ımites del me´todo propues-
to en este trabajo. Los objetivos principales de esta experimentacio´n son: primero, probar
el comportamiento del me´todo con diferentes taman˜os del shadow-zone, lo cual se logra va-
riando el a´ngulo del cono. En estos experimentos, este valor se la distancia de la fuente de
radiacio´n; segundo, comparar los resultados del me´todo propuesto con respecto a me´todos de
interpolacio´n convencionales; y tercero, verificar los resultados obtenidos en diferentes etapas
de la reconstruccio´n, espef´ıcificamente en la generacio´n de las proyecciones parallel-beam y
en la reconstruccio´n completa.
El modelo de reconstruccio´n propuesto se evaluo´ utilizando como entrada las proyecciones
cone-beam sinte´ticas calculadas para la versio´n tridimensional del volumen sinte´tico simulado
(phantom) Shepp-Logan. Este phantom es una imitacio´n del cerebro humano ampliamente
utilizado en reconstruccio´n CT para evaluar el desempen˜o de algoritmos de reconstruccio´n
[42]. Consiste en la suma de 10 elipsoides (Figura 4-6) con para´metros listados en la Tabla
4-1 . La ventaja de utilizar este volumen sinte´tico al momento de realizar reconstrucciones
en CT es que su transformada de Radon se puede calcular anal´ıticamente. Las proyecciones
son calculadas para un plano detector que, al ser proyectado sobre el origen coordenado,
tiene un taman˜o de 3.2x3.2 .
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Figura 4-6.: Imagen del phantom Shepp-Logan 3D. Cada elipsoide corresponde a los listados
en la Tabla 4-1.
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No. elipsoide Semiejes del elip-
soide (a, b, c) en
cent´ımetros
Centro del
elipsoide
(x, y, z) dado
en cent´ımetros
Angulos de
rotacio´n del
elipsoide
(en grados)
(φx, φy, φz)
Densidad
1 (6.9,8.1,9.2) (0,0,0) (0,0,0) 1.0
2 (6.624,7.8,8.74) (0,0,-0.184) (0,0,0) -0.8
3 (1.1,2.2,3.1) (2.2,0,0) (-180,0,10) -0.2
4 (1.6,2.8,41) (-2.2,0,0) (180,0,10) -0.2
5 (2.1,4.1,2.5) (0,-1.5,3.5) (0,0,0) 0.1
6 (0.46,0.5,0.46) (0,2.5,1) (0,0,0) 0.1
7 (0.46,0.5,0.46) (0,2.5,-1) (0,0,0) 0.1
8 (0.46,0.5,0.23) (-0.8,0,-6.05) ( 0,0,0) 0.1
9 (0.23,0.2,0.23) (0,0,-6.06) ( 0,0,0) 0.1
10 (0.23,0.2,0.46) (0.6 ,0,-6.05) ( 0,0,0) 0.1
Tabla 4-1.: Para´metros para los elipsoides que componen el phantom Shepp-Logan en su
versio´n 3D. Cada elipsoide se caracteriza por sus semiejes (columna 2 ), las
coordenadas de su centro (columna 3 ), los a´ngulos de rotacio´n en cada eje
(columna 4 ) y su densidad (columna 5 ).
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Se seleccionaron dos diferentes medidas para comparar los me´todos de interpolacio´n y sus
respectivas reconstrucciones:
Relacio´n sen˜al a ruido (Peak Signal to Noise Ratio, PSNR): mide la corres-
pondencia entre niveles de intensidad de dos ima´genes A y B:
PSNR(A,B) = 20 log10
(
MAX√
MSE(A,B)
)
(4-2)
donde MAX es el mayor valor de intensidad en las ima´genes a comparar, y el error
cuadra´tico medio (Mean Square Error, MSE) se calcula con la siguiente ecuacio´n:
MSE(A,B) =
1
MN
M−1∑
i=0
N−1∑
j=0
||A(i, j)−B(i, j)||2 (4-3)
A es la imagen referencia, en este caso el corte del phantom o la proyeccio´n parallel-
beam y B es la imagen resultante del me´todo de interpolacio´n y reconstruccio´n a partir
de las proyecciones cone-beam. Los valores t´ıpicos del PSNR se encuentran entre 25 dB
y 50 dB, donde ma´s alto es mejor.
Indice de similaridad estructural (Structural Similarity Index (SSIM))[50]:
mide la similaridad entre dos ima´genes A y B, de una forma ma´s consistente con el
sistema visual humano.
Se calcula a partir de la comparacio´n de para´metros estad´ısticos extra´ıdos de ventanas
de las ima´genes. De esta manera, si x es una ventana de la imagen A, y y es una
ventana de la imagen B, la similaridad estructural entre x y y es:
SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)
(µ2x + µ
2
y + c1)(σ
2
x + σ
2
y + c2)
(4-4)
donde µx y µy son los valores promedios de intensidad de x y y respectivamente, σ
2
x
y σ2y sus respectivas varianzas, σxy su covarianza y c1 = (k1L)
2 y c2 = (k2L)
2 son dos
variables de estabilizacio´n para evitar valores muy pequen˜os en el denominador. En
estas u´ltimas variables L es el rango dina´mico de los valores de los pixeles, y k1 = 0,01
y k2 = 0,03 por defecto. El SSIM resultante es un valor decimal comprendido entre -1
y 1, donde 1 solo es posible si las dos ima´genes son ide´nticas.
4.3.1. Reconstruccio´n variando la distancia de la fuente de radiacio´n
Inicialmente se probo´ el me´todo propuesto con proyecciones cone-beam generadas con dife-
rentes distancias de la fuente de radiacio´n y, por ende, diferentes taman˜os del shadow-zone.
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A menor distancia de la fuente de radiacio´n, mayor es la cantidad de datos faltantes. Se
utilizaron las siguientes distancias de la fuente de radiacio´n: 15, 20, 40 y 60 cent´ımetros. Los
resultados obtenidos para estos experimentos esta´n registrados en el Tabla 4-2.
En dicha tabla se relacionan los siguiente datos: en la primera columna se encuentran las
distancias de la fuente de radiacio´n. La segunda columna representa la reconstruccio´n de una
proyeccio´n parallel-beam ignorando los datos faltantes del shadow-zone (asumiendo que valen
cero). Cada una de estas proyecciones cuenta con su PSNR asociado. En la tercera columna
se presenta la imagen del plano meridional asociada a la proyeccio´n de la columna 1. En esta
imagen el shadow-zone esta´ marcado con color azul. La cuarta columna presenta la imagen
del plano meridional despue´s de aplicar el me´todo de interpolacio´n. En la quinta columna se
encuentra la proyeccio´n parallel-beam resultante de la interpolacio´n, y su respectivo valor de
PSNR. La sexta columna presenta la proyeccio´n parallel-beam calculada anal´ıticamente. Con
respecto a esta proyeccio´n parallel-beam esta´n calculados los valores de PSNR presentados
en las columnas 2 y 5.
Es necesario considerar que a medida que la fuente de radiacio´n se aleja, ma´s pequen˜o es
el shadow-zone, menor es la cantidad de datos a estimar y, por ende, se cuenta con mayor
informacio´n de la sen˜al real. Esto se ve reflejado en el aumento del PSNR en la reconstruccio´n.
Sin embargo, se evidencia una mejora superior a 2 dB al aplicar el me´todo propuesto, con
respecto a la estrategia de asignar ceros en las posiciones de los datos faltantes.
4.3.2. Comparacio´n entre me´todos de interpolacio´n sobre las
proyecciones parallel-beam
Igualmente, se hizo un estudio comparativo con diferentes me´todos de interpolacio´n aplicados
sobre el shadow-zone, utilizando diferentes me´todos de interpolacion unidimensional sobre
el sinograma derivado incompleto. Estos son:
Relleno con ceros: Los datos del shadow-zone son completados con ceros.
Relleno con un valor constante en direccio´n de θ: Los datos son agrupados por
aquellos que tienen la misma coordenada ρ. Una vez hecho esto, los datos del shadow-
zone son rellenados con un valor constante. Este valor es el promedio de los datos
existentes.
Interpolacio´n spline cu´bica en direccio´n de θ: Los datos se agrupan por la coor-
denada ρ, y se aplica una interpolacio´n spline en direccio´n θ para estimar los datos
faltantes del shadow-zone.
Relleno con un valor constante en direccio´n de ρ: Los datos son agrupados por la
coordenada θ y se asigna a los datos faltantes el valor promedio de los datos existentes.
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Dist. Proyeccio´n
parallel-beam
inicial
Plano meridio-
nal inicial
Plano meridio-
nal final
Proyeccio´n
parallel-beam
final
Proyeccio´n
parallel-beam
objetivo
1.5
PSNR = 14.94 SZ % = 22.36 PSNR = 19.39
2
PSNR = 16.43 SZ % = 18.65 PSNR = 20.53
4
PSNR = 20.28 SZ % = 9.81 PSNR = 24.35
6
PSNR = 22.49 SZ % = 6.27 PSNR = 24.26
Tabla 4-2.: Interpolacio´n del shadow-zone para diferentes distancias de la fuente de radia-
cio´n. Columna 1: distancia de la fuente de radiacio´n. Columna 2: Proyeccio´n
parallel-beam sin rellenar el shadow-zone. Columna 3: plano meridional en el es-
pacio de Radon derivado. El color azul representa el shadow-zone. Columna 4:
Plano meridional despue´s del proceso de interpolacio´n. Columna 5: proyeccio´n
parallel-beam resultante. columna 6: Proyeccio´n parallel-beam a la que se quiere
llegar, calculada a partir del phantom voxelado.
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Interpolacio´n lineal en direccio´n de ρ: Los datos son agrupados por la coordenada
θ y se desarrolla una interpolacio´n lineal en los intervalos donde no existen datos.
Las distancias de la fuente de radiacio´n usadas fueron: 15, 18, 20, 27, 30, y 50 cent´ımetros.
Cada proyeccio´n parallel-beam se compara con su respectiva proyeccio´n calculada anal´ıtica-
mente a partir del phantom. Los resultados obtenidos se relacionana en la Tabla 4-3.
Cada fila de la Tabla 4-3 contiene los resultados de los diferentes me´todos de interpolacio´n,
para cada distancia de la fuente de radiacio´n. En la primera columna se encuentran las
distancias de la fuente de radiacio´n. En las columnas 2-7 se encuentran los resultados de los
diferentes me´todos de interpolacio´n con sus respectivos valores de PSNR y SSIM y la imagen
de una proyeccio´n parallel-beam para evaluar cualitativamente los efectos de la aplicacio´n de
cada me´todo de interpolacio´n. La segunda columna contiene el resultado de aplicar el relleno
con ceros; la tercera, el relleno constante en direccio´n de θ; la cuarta, la interpolacio´n spline
cu´bica en direccio´n de θ; la quinta, el relleno con un valor constante en direccio´n de ρ; la
sexta, la interpolacio´n lineal en direccio´n de ρ; y, finalmente, la se´ptima columna contiene
los resultados del me´todo propuesto. Los mejores resultados de cada fila esta´n resaltados en
negrilla y color rojo.
El me´todo propuesto supera en general a todos los dema´s para distancias menores a 3 uni-
dades. A partir de esta distancia de la fuente de radiacio´n, el me´todo de interpolacio´n spline
en direccio´n θ tiene un mejor rendimiento. Esto quiere decir que para distancias pequen˜as de
la fuente de radiacio´n, y por ende, para shadow-zones grandes, el me´todo propuesto estima
con mayor precisio´n los datos faltantes.
4.3.3. Comparacio´n entre me´todos de interpolacio´n sobre la
reconstruccio´n
Al igual que para el ana´lisis de las proyecciones parallel-beam, la Tabla 4-4 muestra los
resultados de las diferentes interpolaciones, ahora midie´ndolas sobre cortes axiales de la
reconstruccio´n final. Los me´todos de interpolacio´n y la forma en la que se presentan los
datos, al igual que las distancias de la fuente de radiacio´n, son iguales a los presentados en
la Tabla 4-3.
En esta tabla, los resultados muestran un mejor comportamiento para el me´todo de interpo-
lacio´n spline cu´bico en direccio´n de θ. La razo´n por la que el liderazgo del me´todo mostrado
en el ca´lculo de las proyecciones parallel-beam no se refleja en esta etapa radica en que el
me´todo esta´ dirigido a la regularizacio´n los datos de las proyecciones, y es all´ı donde muestra
un mejor rendimiento.
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Dist. Relleno
con zeros
Relleno
constante
en θ
Spline
cu´bica en
θ
Relleno
constante
en ρ
Int. lineal
en ρ
Me´todo
propuesto
1.5
PSNR=14.9411
SSIM=0.5409
PSNR=17.1443
SSIM=0.5281
PSNR=14.4385
SSIM=0.6088
PSNR=15.7156
SSIM=0.5242
PSNR=7.5228
SSIM=0.5659
PSNR=19.3935
SSIM=0.6313
1.8
PSNR=16.0728
SSIM=0.5559
PSNR=18.7518
SSIM=0.5567
PSNR=18.9384
SSIM=0.6747
PSNR=15.5489
SSIM=0.5530
PSNR=16.0692
SSIM=0.5753
PSNR=20.9120
SSIM=0.6840
2
PSNR=16.4270
SSIM=0.5474
PSNR=18.7384
SSIM=0.6002
PSNR=19.2948
SSIM=0.7066
PSNR=15.5634
SSIM=0.5436
PSNR=15.9690
SSIM=0.5517
PSNR=20.5322
SSIM=0.7118
2.7
PSNR=18.7383
SSIM=0.5371
PSNR=21.1192
SSIM=0.6177
PSNR=22.5894
SSIM=0.6500
PSNR=16.9886
SSIM=0.5329
PSNR=18.4421
SSIM=0.5549
PSNR=22.7389
SSIM=0.7438
3
PSNR=19.1020
SSIM=0.5381
PSNR=21.4886
SSIM=0.6358
PSNR=23.3827
SSIM=0.6590
PSNR=17.1910
SSIM=0.5336
PSNR=18.9511
SSIM=0.5552
PSNR=22.6171
SSIM=0.7368
5
PSNR=21.3385
SSIM=0.5529
PSNR=22.6511
SSIM=0.6651
PSNR=23.9816
SSIM=0.7737
PSNR=20.0916
SSIM=0.5502
PSNR=20.7290
SSIM=0.5534
PSNR=23.2033
SSIM=0.7574
Tabla 4-3.: Comparacio´n de los valores de PSNR obtenidos para las proyecciones parallel-
beam utilizando diferentes me´todos de interpolacio´n y para diferentes distancias
de la fuente de radiacio´n.
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Dist. Relleno
con zeros
Relleno
constante
en θ
Spline
cu´bica en
θ
Relleno
constante
en ρ
Int. lineal
en ρ
Me´todo
propuesto
1.5
PSNR=18.3774
SSIM=0.4499
PSNR=19.8511
SSIM=0.4222
PSNR=20.2287
SSIM=0.5080
PSNR=18.4519
SSIM=0.4477
PSNR=19.1753
SSIM=0.4609
PSNR=19.8629
SSIM=0.4442
1.8
PSNR=20.0775
SSIM=0.4794
PSNR=21.6385
SSIM=0.4677
PSNR=22.6788
SSIM=0.6358
PSNR=19.4244
SSIM=0.4606
PSNR=20.1008
SSIM=0.4542
PSNR=21.4003
SSIM=0.4776
2
PSNR=20.5200
SSIM=0.4725
PSNR=21.2445
SSIM=0.4668
PSNR=22.2286
SSIM=0.5952
PSNR=20.0374
SSIM=0.4519
PSNR=20.3483
SSIM=0.4336
PSNR=21.3444
SSIM=0.4949
2.3
PSNR=22.4965
SSIM=0.5172
PSNR=22.5750
SSIM=0.4856
PSNR=24.1553
SSIM=0.6300
PSNR=21.9353
SSIM=0.4944
PSNR=22.1876
SSIM=0.4666
PSNR=22.4651
SSIM=0.5110
2.7
PSNR=22.4639
SSIM=0.5016
PSNR=23.1437
SSIM=0.5122
PSNR=23.6808
SSIM=0.5491
PSNR=21.9427
SSIM=0.4728
PSNR=22.1505
SSIM=0.4427
PSNR=23.4121
SSIM=0.5495
5
PSNR=23.5914
SSIM=0.6304
PSNR=23.5188
SSIM=0.5944
PSNR=24.5083
SSIM=0.6452
PSNR=23.4094
SSIM=0.5353
PSNR=23.5009
SSIM=0.5707
PSNR=24.1575
SSIM=0.6304
Tabla 4-4.: Comparacio´n de los valores de PSNR obtenidos para la reconstruccio´n final
utilizando diferentes me´todos de interpolacio´n y para diferentes distancias de la
fuente de radiacio´n.
5. Conclusiones
Para una trayectoria circular de la fuente de radiacio´n, el incumplimiento de la condicio´n
de suficiencia se ve´ reflejada en la ausencia de datos de la derivada de Rado´n del objeto en
una zona del espacio de Rado´n 3D conocida como shadow-zone. Con el fin de mejorar la
calidad de la reconstruccio´n haciendo uso de la relacio´n de Grangeat, el shadow-zone debe
ser rellenado, es decir, sus datos deben ser estimados con algu´n tipo de estrategia.
El relleno del shadow-zone suele tratarse como un problema de interpolacio´n de datos, el
cual se reduce a la aplicacio´n de un me´todo tradicional de interpolacio´n convencional, tales
como la interpolacio´n lineal o la interpolacio´n spline. Como tal, ninguno de estos me´todos
explota la naturaleza de la derivada de Rado´n y, por ende, dicha estimacio´n es susceptible
de mejorarse.
En este trabajo se propuso un me´todo de estimacio´n para los datos del shadow-zone, el cual
busca regularizar las proyecciones parallel-beam, asociadas a cada plano meridional. Dicha
regularizacio´n se desarrolla por medio de la aplicacio´n iterativa de un filtro adaptativo y el
reemplazo consecutivo de los valores del shadow-zone hasta que dichos valores converjan. La
regularizacio´n de las proyecciones parallel-beam busca eliminar los artefactos producidos por
la ausencia o estimacio´n erro´nea de los datos del shadow-zone.
En etapas intermedias de la reconstruccio´n, como el ca´lculo de las proyecciones parallel-beam,
y para distancias pequen˜as de la fuente de radiacio´n, el me´todo propuesto mejora hasta en
2 dB la reconstruccio´n obtenida. La competitividad del me´todo en esta etapa espec´ıfica es
el reflejo de que el me´todo se encuentra enfocado especialmente en regularizar los datos de
las proyecciones parallel-beam.
5.1. Trabajos futuros
El me´todo aqu´ı propuesto corresponde a una exploracio´n inicial para el relleno del shadow-
zone y, como tal, abre la puerta a un conjunto de trabajos futuros destinados a profundizar el
entendimiento referente a la naturaleza de los datos a interpolar y a verificar la aplicacio´n de
este me´todo para la reconstruccio´n cone-beam de objetos o pacientes reales. A continuacio´n
se presenta una lista de las ideas actuales que se tienen para dichos proyectos:
Validacio´n con datos reales: La validacio´n del me´todo en este trabajo se realizo´ com-
pletamente con datos simulados. En estos experimentos se ignora la complejidad interna
de los objetos a reconstruir, as´ı como los errores derivados de la captura.
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Extensio´n del me´todo a la regularizacio´n tridimensional: El me´todo descrito
explota la relacio´n entre planos meridionales y proyecciones parallel-beam para relle-
nar el shadow-zone, por medio de la regularizacio´n de dichas proyecciones. Es decir,
divide el problema de interpolacio´n/extrapolacio´n de datos 3D en varias interpola-
ciones/extrapolaciones 2D. Una opcio´n para mejorar la calidad de la reconstruccio´n
consistir´ıa en estudiar la regularidad de la funcio´n 3D reconstru´ıda. Con esto, se es-
perar´ıa mejorar la reconstruccio´n, dado que se explotar´ıa la consistencia de todos los
datos en las tres dimensiones de manera simulta´nea.
Caracterizacio´n matema´tica de la derivada de Rado´n: Una alternativa explo-
rada durante el desarrollo de este trabajo consistio´ en agrupar los datos en arreglos
unidimensionales y desarrollar un me´todo de interpolacio´n para cada agrupamiento
que explotara la naturaleza de las funciones contenidas en dichos arreglos. Esta al-
ternativa se vio´ limitada por el conocimiento matema´tico de la funcio´n a interpolar,
dado que para esta caracterizacio´n se asumieron comportamientos o propiedades que
no necesariamente coincid´ıan con el comportamiento y propiedades reales de la fun-
cio´n. Con una caracterizacio´n precisa de la derivada de Rado´n sobre estos arreglos 1D
se esperar´ıa seguir con esta aproximacio´n, reduciendo la complejidad computacional
actual del me´todo.
Desarrollo de un nuevo me´todo de estimacio´n buscando mantener la consis-
tencia de la derivada de Rado´n: La transformada de Rado´n de toda funcio´n debe
cumplir con unas condiciones de consistencia. Estas condiciones podr´ıan utilizarse para
proponer un me´todo que permita caracterizar los datos del shadow-zone, de tal forma
que cumplan con estas condiciones.
A. Relacio´n de Grangeat
En CT, se ha establecido que no es posible calcular la transformada de Rado´n a partir de
proyecciones cone-beam, pero s´ı es posible calcular su derivada. Esta relacio´n matema´tica ha
sido presentada por Grangeat en [16], y su formulacio´n detallada se presenta a continuacio´n.
Figura A-1.: Ilustracio´n de los para´metros necesarios para la Relacio´n de Grangeat.
A partir de la Figura A-1 se establece la siguiente notacio´n, necesaria para el desarrollo
matema´tico de la Relacio´n de Grangeat:
f(x): Funcio´n espacial 3D con soporte compacto, que corresponde a la densidad espacial
del cuerpo humano.
S: Posicio´n espacial de la fuente de radiacio´n.
O: Origen del espacio.
O′: Origen de un sistema de coordenadas cartesianas sobre el plano detector. Es tam-
bie´n el punto ma´s cercano a S y O en el plano detector.
ρ: Coordenada radial en un sistema de coordenadas esfe´rico en el espacio tridimensio-
nal. Es tambie´n la distancia desde cualquier plano 3D a O.
ρ′: Coordenada radial en un sistema de coordenadas polar sobre el plano detector. Es
tambie´n la distancia desde cualquier l´ınea recta en el plano detector a O′.
A: Ubicacio´n espacial 3D de cada punto en el plano detector.
−→n : El vector normal unitario para un plano dado en el espacio 3D.
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−→
SO: El vector definido desde S a O.
−−→
SO′: El vector definido desde S a O′.
−→
SA: El vector definido desde S a A.
P (ρ,−→n ): Plano en el espacio tridimensional cuyo punto ma´s cercano al origen esta´ ubi-
cado en ρ−→n . Es decir, su vector normal unitario es −→n , y su distancia a O es ρ.
D(S,−→n ): Una l´ınea recta en el plano detector, dada por la interseccio´n entre el plano
detector y P (ρ,−→n ).
R(ρ,−→n ): Integral de la funcio´n de densidad espacial en P (ρ,−→n ). Es decir, la transfor-
mada de Rado´n de la funcio´n.
Xf(S,A): Transformada cone-beam, correspondiente al conjunto de integrales de l´ınea
de f(x) cuando se intersectan en el mismo punto espacial S. Se define con la siguiente
ecuacio´n:
Xf(S,A) =
∫
R+
f(S + a~u)da (A-1)
donde ~u es un vector unitario que indica la direccio´n del rayo.
Y f(S,A): Proyeccio´n cone-beam ponderada, dada por el hecho de que no todos los rayos
X caen de manera perpendicular sobre el plano detector. Se calcula con la siguiente
ecuacio´n:
Y f(S,A) =
‖−−→SO′‖
‖−→SA‖
·Xf(S,A) (A-2)
SY f(S,−→n ): Integral de l´ınea sobre la proyeccio´n cone-beam ponderada. La integral
representa la interseccio´n del plano detector y el plano espacial que pasa a trave´s de S
y cuyo vector normal es −→n ; tambie´n se define como D(S,−→n ). Se calcula con la siguiente
ecuacio´n:
SY f(S,−→n ) =
∫
A∈D(S,−→n )
Y f(S,A)dA (A-3)
Con estos elementos, Grangeat relaciona en su art´ıculo [16] la transformada cone-beam y la
transformada de Rado´n de la siguiente forma:
‖−−→SO′‖2
‖−−→SO′ ×−→n ‖2
· ∂SY f(S,
−→n )
∂ρ′
=
∂R(ρ,−→n )
∂ρ
(A-4)
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donde × denota el producto cruz. De la forma en que esta´ planteada, se hace dif´ıicil imaginar
el significado de esta relacio´n, sin embargo, es posible reescribirla y separarla en diferentes
te´rminos, que permitan clarificar su naturaleza.
Primero, se requiere dibujar una proyeccio´n ortogonal para la Figura A-1, donde el plano
detector y P (ρ,−→n ) aparezcan o se presenten como l´ıneas rectas. Esta es tambie´n la proyeccio´n
ortogonal en direccio´n D(S,−→n ), representada en la Figura A-2. En esta Figura, D(S,−→n )
aparece como un u´nico punto A′, que corresponde espacialmente con el punto en D(S,−→n )
ma´s cercano a S. El punto B es el ma´s cercano a S en P (ρ,−→n ), β representa el a´ngulo entre−→
OS y −→n y α, complementario a β, es el a´ngulo entre −→SO y P (ρ,−→n ).
Figura A-2.: Proyeccio´n ortogonal para la Figura A-1.
En esta gra´fica es posible identificar que
‖−−→SO′ ×−→n ‖ = ‖−−→SO′‖‖−→n ‖ sin β
y, teniendo en cuenta que α y β son complementarios, se puede reescribir como
‖−−→SO′ ×−→n ‖ = ‖−−→SO′‖‖−→n ‖ cosα
Reemplazando esta equivalencia en el primer te´rmino de la Ecuacio´n A-4 se obtiene:
‖−−→SO′‖2
‖−−→SO′ ×−→n ‖2
=
‖−−→SO′‖2
‖−−→SO′‖2‖−→n ‖2 cos2 α
= sec2 α
Teniendo en cuenta que
∂(tanα)
∂α
= sec2 α
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y, como se muestra en la Figura A-2,
ρ′ = ‖SO′‖ tanα
el factor del lado derecho en la Relacio´n de Grangeat puede reescribirse de la siguiente
manera:
‖−−→SO′‖2
‖−−→SO′ ×−→n ‖2
= sec2 α =
1
‖−−→SO′‖
· ∂ρ
′
∂α
y con esto, la Relacio´n de Grangeat puede escribirse as´ı:
1
‖−−→SO′‖
· ∂ρ
′
∂α
· ∂SY f(S,
−→n )
∂ρ′
=
∂R(ρ,−→n )
∂ρ
Separando esta fo´rmula en todos sus componentes originales, se obtiene:
1
‖−−→SO′‖
· ∂ρ
′
∂α
· ∂
∂ρ′

∫
A∈D(S,−→n )
Y f(S,A)︷ ︸︸ ︷
‖−−→SO′‖
‖−→SA‖
·Xf(S,A) dA
︸ ︷︷ ︸
SY f(S,−→n )

=
∂R(ρ,−→n )
∂ρ
y teniendo en cuenta que 1‖−−→SO′‖ es una constante, la fo´rmula es igual a:
∂ρ′
∂α
· ∂
∂ρ′

∫
A∈D(S,−→n )
Y ′f(S,A)︷ ︸︸ ︷
1
‖−→SA‖
·Xf(S,A) dA
︸ ︷︷ ︸
SY ′f(S,−→n )

=
∂R(ρ,−→n )
∂ρ
donde se ha definido una nueva proyeccio´n cone-beam ponderada
Y ′f(S,A) =
1
‖−→SA‖
·Xf(S,A) (A-5)
que divide cada dato en la transformada cone-beam por su distancia del plano detector a S.
Y su correspondiente integral sobre la l´ınea de interseccio´n entre el plano detector y P (ρ,−→n )
se define como:
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SY ′f(S,−→n ) =
∫
A∈D(S,−→n )
Y ′f(S,A)dA (A-6)
De esta forma, una vez se reescribe la Relacio´n de Grangeat como:
∂ρ′
∂α
· ∂SY
′f(S,−→n )
∂ρ′
=
∂R(ρ,−→n )
∂ρ
su forma final se convierte en:
∂SY ′f(S,−→n )
∂α
=
∂R(ρ,−→n )
∂ρ
(A-7)
Con esta expresio´n, la Relacio´n de Grangeat afirma que la diferencia entre las integrales sobre
dos l´ıneas paralelas de una funcio´n ponderada de manera uniforme es igual a la diferencia
de las integrales sobre dos planos (siendo un plano la rotacio´n del otro sobre un eje con la
misma direccio´n de D(S,−→n ) y que contiene a S), dando ma´s peso a los puntos ma´s cercanos
a S. Esta relacio´n se ilustra en la Figura A-3.
Figura A-3.: Representacio´n gra´fica de la Relacio´n de Grangeat. A la izquierda, proyeccio-
nes parallel-beam; a la derecha, proyecciones cone-beam.
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