Abstract. Two fully discrete finite element based algorithms to approximate the L 2 gradient flow of the Mumford-Shah-Euler functional for unit vector fields are proposed, analysed and compared. The first scheme uses a penalisation strategy, the second a Lagrange multiplier, to approximate and enforce the sphere constraint, respectively. Both schemes are applied to colour image inpainting in the chromaticity and brightness colour model, and also compared to inpainting with the standard Mumford-Shah functional, as well as channelwise RGB inpainting.
Introduction
Let Ω ⊂ R d , B ⊆ Ω, and γ, λ, α, β > 0 be constants. We approximate the L 2 gradient flow of the Mumford-Shah-Euler functional for unit vector fields,
with H the (mean) curvature of Γ, u 0 ∈ L ∞ Ω, S m−1 , ψ(t) := 1 − t 2 2 , and σ := 2ψ(t)dt, where Γ ⊂ Ω closed and C 2 , and u ∈ H 1 Ω \ Γ, S m−1 . This is a non-convex prototype functional with a non-convex constraint (the sphere constraint), as an extension to existing work on convex functionals (in particular harmonic maps) with non-convex constraints, which have been intensely studied [1, 5, 7, 47, 48, 49] . We construct numerical approximations to weak solutions of a phase-field approximation of the above problem, which seems analytically interesting, since very little is known about existence and regularity of solutions of gradient flow equations originating from non-convex energies. Furthermore, the discretisation of the sphere-constraint, and its stable interplay with the heat flow harmonic map and phase-field evolution in the problem is a nontrivial task for a numerical scheme that uses piecewise affine finite element functions; we account for the sphere constraint using a penalisation and a Lagrange multiplier strategy described in more detail below.
A more concrete motivation for studying the Mumford-Shah-Euler functional for unit vector fields is numerical image processing, in particular image inpainting for colour images in the chromaticity and brightness colour model: Colour images are commonly represented by functions u : Ω → R 3 , where the three dimensions correspond to the primary colours red, green, and blue. However, in many applications it is desirable to treat colour and brightness information separately (because the human eye treats them through different receptors with different resolution properties). A mathematically appealing way to achieve this separation is the Chromaticity and Brightness (CB) colour model, where the chromaticity (colour information) is represented by a function c := u/|u| : Ω → S 2 , while the brightness is represented by b := |u| : Ω → R, usually scaled to lie in [0, 1] .
In [17] , it is demonstrated that this model is advantageous to RGB and to the straightforward HSV (Hue, Saturation, Value) model in colour image denoising and enhancement (using total variation). The reason for this seems to be the more natural coupling between dimensions in the chromaticity component, as the authors achieve results similar to CB with HSV by introducing a coupling between hue and saturation. In [32] , we use this model for colour image segmentation and denoising using the Mumford-Shah functional for sphere-valued functions with a penalisation and a projection approach for the sphere-constraint, and again show its advantages in the presence of certain types of colour noise (the projection approach turning out to be numerically more efficient, but analytically less satisfying). Other sources include [46, 44, 50, 16, 51, 36, 43, 15, 8, 35, 30] and references therein.
The term 'image inpainting' was introduced into digital image processing in [11] as an artistic synonym for image interpolation, which has long been performed by traditional image restoration artists. So, the idea is to reconstruct missing information in images. To this end, let R ⊂ R d be a polyhedral Lipschitz
for u ∈ H 1 Ω, S m−1 , u 0 ∈ L ∞ Ω, S m−1 , 0 < ε, k ε 1, and s ∈ H 2 (Ω). Here, s is a phase function approximating 1 − χ Γ by penalisation of phase transitions, and k ε > 0 a regularisation parameter.
A Γ-convergence result for the curvature and length terms in this functional was conjectured by De Giorgi in [21] . In [10] , a proof for the lim sup inequality was given, and in [45] for the lim inf inequality. We are not aware of any corresponding results for the full functional with a sphere-constraint. In [37] , the L 2 gradient flow corresponding to the length and curvature terms (without constraint) was studied, and convergence for ε → 0 was proved using formal asymptotic expansions. Numerical studies for this model (for real-valued functions) were done in [37, 38, 18, 9] .
After some preliminaries in Section 2, we study the following two numerical algorithms for the L 2 gradient flow of (1.2):
1.1. Sphere Constraint using Penalisation. In Sections 3 and 4, we consider the L 2 -flow of the following energy which uses penalisation of the sphere constraint, with appropriate initial and boundary conditions, for which we construct weak solutions for all ε, k ε , δ > 0 with a fully practical finite element scheme. Neglecting the fidelity term and setting s ≡ 1, we recover the Ginzburg-Landau penalisation of the heat flow harmonic mapping case; on the other hand, letting u ∈ S m−1 be constant, we recover the Willmore flow.
The motivation for this approach is our experience in [32] , that penalisation of the sphere-constraint makes it possible to get strong convergence of iterates {∇u n } n of a splitting scheme of the stationary minimisation problem corresponding to the Mumford-Shah energy in L 2 (alternating minimisation with respect to u and s). In that paper, also Γ-convergence of the sphere penalising functional towards the Mumford-Shah functional for sphere-valued functions is shown, which requires a proper relative scaling of both elliptic regularisation and penalisation.
Here, we consider a finite element based space-time discretisation of (1.4), where solutions satisfy a discrete energy principle, and subsequences of iterates {∇U} k,h strongly converge in L 2 , in particular (k and h denoting the time and space discretisation parameter, respectively). This property then allows to identify corresponding limits as weak solutions in the sense of Definition 3.1 for every ε, δ > 0; we only need a weak coupling k = o(h) of numerical discretisation parameters for this purpose, but a stronger coupling k ≤ Cε −1 h 4 applies to validate existence of discrete solutions. Passing to the limit δ, ε → 0 in (1.4) seems to be non-trivial, since convergences discussed above depend on δ, ε > 0; those difficulties transfer to computational ones, where balancing penalisation and regularisation/discretisation parameters is crucial (see below).
1.2.
Sphere Constraint using a Lagrange Multiplier. In Section 5, a fully discrete, first-order finite element algorithm for the L 2 gradient flow of the energy (1.2), using a discrete Lagrange multiplier to enforce the sphere constraint, is proposed and analysed. The system of equations to be solved is
where µ : Ω T → R is the Lagrange multiplier for the sphere constraint:
For s ≡ 1, we recover the heat flow harmonic mapping case, where the Lagrange multiplier is simply |∇u| 2 (neglecting the fidelity term). A finite element based space-time discretisation of (1.5) and (1.6) that avoids the explicit use of the additional discrete Lagrange multiplier {µ n } n to enforce the sphere constraint at nodal points requires a strong coupling k ≤ C max h d+2 , ε −1 h 4 to ensure solvability, and a discrete energy law. Its bootstrapping proof is motivated by [6] , and has to reflect interaction of the phase-field function with the sphere-valued function u, in particular. Identifying the limit (u, s) as a weak solution as in Definition 3.1 remains an open problem, because we do not get strong convergence of {∇U} k,h in L 2 (due to interactions between iterates introduced by the Lagrange multiplier), which precludes passing to the limit in the term couping the sphere-valued function and the phase function in the second equation above, again in analogy to our results in [32] .
In the final Section 6, computational results for both algorithms are presented. Subsection 6.1 studies inpainting in the CB colour model for both algorithms with and without curvature, concluding, as expected, that large-scale inpainting problems require curvature to be accounted for. Subsection 6.2 compares inpainting in the CB and the RGB colour model in the presence of chromaticity noise (using the penalisation algorithm), demonstrating a distinct advantage for the CB model. Choosing δ relatively large (i.e., little penalisation), the penalisation algorithm allows for more flexibility with respect to choosing α and β (corresponding to either shorter or rounder edges); this advantage, however, may go together with a local violation of the sphere constraint which adulterates the evolving singularity set {s = 0} in the worst case. A corresponding example which compares both the penalisation and constraint respecting algorithm is provided in Subsection 6.3 for absent fidelity term (i.e., λ = 0): We observe oscillations for δ too small, and 'tunnelling' (locally vanishing |u|) for δ too large, demonstrating the relevancy of a proper choice of the penalisation parameter.
Preliminaries
2.1. General Notation. We shall use c and C as a generic non-negative constants. Given x, y ∈ R d , x, y or x · y will denote their standard scalar product, and |x| the Euclidean norm of x. For a set S, |S| denotes its Lebesgue measure of dimension d. The L 2 scalar product and norm will be denoted by (·, ·) and · , respectively, and S m−1 will be the unit sphere in R m . By A : B for A, B ∈ R m×m we shall denote the dyadic product, i.e., A : 
, and T h to be a quasi-uniform triangulation of Ω with node set N h and maximal mesh size h > 0 (c.f. [13] ). The space of globally continuous, piecewise affine finite element
be the finite element space of R m -valued maps with basis functions ϕ ϕ ϕ
, and so forth. Let I h (·) :
be the Lagrange interpolation operator, and R h (·) :
and let I I I h (·) and R h (·) be their vector-valued counterparts. Furthermore, set (ϕ, ψ) h := Ω I h (ϕψ) dx and ϕ 2 h := (ϕ, ϕ) h , and define the discrete Laplace operator ∆ h :
We remark that by the definitions and basic interpolation estimates
Also note the following discrete version of Hölder's inequality: For ϕ, ψ ∈ C Ω , 1 ≤ p, q ≤ +∞,
2.3. Time-Discretisation. Given a uniform time-discretisation with time-step size k > 0, and a sequence {ϕ j } in some Banach space X, we set 
and a piecewise affine interpolation on [jk, (j + 1)k) is defined by
Continuous Mumford-Shah-Euler with Sphere Penalisation
In this section, we add a Ginzburg-Landau term penalising the sphere constraint to the functional (1.2), so the energy now looks like this:
, and s ∈ H 2 (Ω). We shall always assume ε, k ε , δ, α, β, γ > 0, and λ ≥ 0 to be fixed. The main goal is to study consequences from approximating the sphere-constraint; although appealing analytically, we discuss some shortcomings of it in the computational Section 6.
3.1. System of Equations. Instead of minimising (3.1), we solve the following system of equations:
The canonical choice would be w = −1/εψ (s)+ε∆s, but the choice above makes the proof of existence in the discrete setting more manageable (see Step 4 in the proof of Theorem 4.2).
We will prove existence of weak solutions to this system, as defined in Definition 3.1, via construction of a finite element based spatial and temporal discretisation and its convergence.
, and u(0, ·) = u 0 (·), and s(0, ·) = s 0 (·) in the sense of traces, and 
Integration by parts in both terms in the next to last line gives
leading to the following energy law:
In the next section, we shall propose a discrete algorithm for the approximate solution of (3.2). It will be crucial to ensure an energy principle analogous to the above for this discrete algorithm to eventually construct weak solutions in the sense of Definition (3.1).
Discrete Mumford-Shah-Euler with Penalisation
In this section, we shall always assume ε, k ε , δ, α, β, γ > 0, and λ ≥ 0 to be fixed. In the context of finite element functions, the energy functional we look at (instead of (3.1)), is
, and S ∈ V h (Ω). Reduced integration in the last term will help us achieve a discrete analog to the energy principle, for which we use a time-discretisation strategy similar to [26] .
the following equations hold:
For getting a discrete energy principle (Step 2 in the proof of Theorem 4.2), it is critical to use the correct average of past (n) and present (n+1) iterates in the nonlinear terms above: Setting X = d t U n+1 and Y = d t S n+1 and adding (4.2) 1 and (4.2) 2 , all averaged terms (containing past and present iterates) 6 must cancel out, while careful use of reduced integration and Lagrange interpolation allows (4.2) 3 to be substituted in the process.
.1 converges (up to subsequences) to a weak solution as in Definition 3.1.
We assume β > 0 for simplicity. The only problematic part with β = 0 is getting an L ∞ bound on iterates {S} in space and time, which could e.g. be tackled through additional mass lumping, c.f. [32] .
The coupling between time and space discretisation parameters (k ≤ Cε −1 h 4 ) is only needed in the proof of existence of discrete solutions. It arises due to inverse estimates used to control the term In practice, the condition k ≤ Cε −1 h 4 is not quite as bad as it looks: While we theoretically assume ε > 0 to be fixed, ε corresponds to the "width" of the interfaces, and we can in practice choose ε = O(h), with larger ε making the interfaces more diffuse, but the dynamics more forgiving (less prone to oscillatory behaviour). In our calculations in Section 6, we choose ε = 10h, so ε −1 h 4 is practically as good as O h 3 . In our simulations, we actually observe that results are reliable (but slow) for k = h 3 and unpredictable for k = h 2 . We therefore use a dynamic time step, described in more detail in Section 6, that in our examples results in k ≈ 2h 2 on average, but with much smaller time-steps in the initial phases of the flow.
For identifying limits in the following proof it will be crucial to prove strong
to ∇u in space and time, for which we use a strategy derived from [14 
This is a straightforward generalisation of [14, Step 1, Proof of Theorem 2].
Step 2: Energy principle.
2) 1 and (4.2) 2 , respectively, and multiply both equations with k. For (4.2) 1 , this leads to
We can now substitute (4.2) 3 , so the last four terms can be rewritten as
where we used
Similarly
and
Adding equations (4.3) and (4.4) therefore leads to
Step 3: Uniform boundedness of iterates. Thanks to (4.5),
Therefore, using the notation of Section 2.3, we immediately get uniform bounds on U, U,
.
Consider the discrete Laplace operator without mass-lumping, ∆ h :
, where
. 
which ensures uniform bounds on ∇S, ∇S,
2) 2 with Y := W n+1/2 and using the bounds already proved in this step, we can get a better control of ∇W n+1/2 L 2 (Ω) than just by inverse estimate, which will be helpful for identifying limits in the last term of (4.2) 2 : Independently of k, h > 0 we get
Step 4: Existence of a solution.
We define a continuous mapping F :
Setting (X, Y, Z) = (Φ Φ Φ, Θ, Ξ) leads to terms I 1 , . . . I 14 , which we analyse in the following, repeatedly using Young's and Hölder's inequalities, standard inverse estimates (see e.g. [13, Section 4.5]), and the boundedness of iterates (U n , S n ) from Step 3.
It is straightforward to see that
, then the terms coming from the equation for S give
which we are going to use below, together with the assumption k ≤ Cε −1 h 4 . It is again easy to see that
And now for the cumbersome terms (those stemming from the curvature term in the energy), the calculations for which we restrict to the leading terms for clarity:
So, a term −cε
(Ω) needs to be compensated by T 5 , which can be done since 
which makes it a solution to (4.2).
Step 5: s, w) . By the bounds of Steps 3 and 4, there exist subsequences of iterates 
We use (2.4) and (4.6) to conclude that the different sequences converge to the same limits u and s:
for * ∈ {+, −}. By an inverse estimate, we get the same for gradients of iterates, if we assume k = o(h), which we shall need in Step 8 below.
Using Aubin-Lions' Lemma, for any 1 < q < +∞ and any r < 6 (d ≤ 3),
Step 6: u is part of a weak solution as in Definition 3.1.
and ϕ ϕ ϕ h := I I I h (ϕ ϕ ϕ), and assume u 0 = U 0 for simplicity. We rewrite equation (4.2) 1 as
for almost all t ∈ [0, T ). Using this equation, and demonstrating convergence on a term-by-term basis with the previously established convergences and bounds of iterates and the properties of the Lagrange interpolation, it is straightforward to show
(4.10)
Step 7:
Let u h := R h (u) and put ϕ ϕ ϕ := ϕ ϕ ϕ h := U − u h into (4) and (4.10). Subtracting the former from the latter, we get
We therefore calculate
In the limit (k, h) → 0, each of these terms vanishes. To see this, we use (4.8), (4.9), and note that ∇ (u h − u) and U − u h converge strongly in L 2 0, T ; L 2 (the former by a density argument, the latter by the triangle inequality for U, u h , and u). Now, the only term that is not straightforward, is the second one above, coupling U and S, and it requires a little trick, namely the convergence established in Step 1:
by the uniform boundedness of s and its iterates in L ∞ in space and time, and Step 1.
Step 8: s is part of a weak solution as in Definition 3.1.
. We rewrite equations (4.2) 2,3 (adding up two consecutive versions of (4.2) 3 ): For almost all t ∈ [0, T ) it holds that
From this, we prove (3.3) 2,3 by passing to the limit on a term-by-term basis. The two challenging terms are the one coupling U and S (with coefficient γ), and the term stemming from the highest order term in the energy; i.e., the last term in the next to last line above, which we call "bilaplace" term. For the coupling term,
For all these terms we use the uniform bounds from Step 3. The first term then vanishes by the properties of the Lagrange interpolation. The second and third terms vanish by the strong convergence of ∇U (Step 7) and
for * ∈ {+, −}, which follows from k = o(h) and an inverse estimate (and obviously also holds true for S). And the last term vanishes by Step 1. The bilaplace term requires integration by parts, and therefore forced us to use test-functions ϕ with vanishing spatial boundary conditions. We furthermore use (4.8), an inverse estimate, the properties of the Lagrange interpolation, and (4.7) to show
This concludes the proof.
Mumford-Shah-Euler with Lagrange Multiplier
The system (3.2) penalises the sphere constraint |u| = 1 by a Ginzburg-Landau term that is scaled by δ > 0. According to Section 4, weak solutions (u δ , s δ ) of (3.2) may be constructed as proper limits of iterates {U δ n , S δ n } n which solve the implementable space-time discretisation (4.2). Passing to the limit for δ → 0 should be done simultaneously with ε in the context of Γ-convergence of the functional (3.1) (i.e., the related minimisation problem), which we do not study here. We would expect a moderate condition on δ converging to zero not too fast compared to ε, similar to the one in [32] , compare also the computational studies in Section 6.
Passing to the limit for δ → 0 in equation (3.2), on the other hand, seems non-trivial: Although sufficient compactness properties are provided by the energy law for suitably relabelled sequences {(u δ , s δ )} δ to accomplish this goal in (3.2) 1 , strong convergence ∇u δ → ∇u in L 2 (Ω T ) (δ → 0) may not be expected in general; c.f. [48, p. 283 ff.]. This property, however, is needed to conclude for the second term in
. It is this term that controls the interplay of the sphere-valued heat flow harmonic map with the phase-field evolution. We also refer to Step 7 in the proof of Theorem 4.2, which is crucial for proving (sub-) convergence of iterates of Algorithm 4.1 to weak solutions of (3.2) for (k, h) → 0.
In this section, we propose a consistent discretisation of the Mumford-Shah-Euler flow without penalisation:
with appropriate initial and boundary conditions, where µ : Ω T → R is the Lagrange multiplier for the sphere constraint |u| = 1. By scalar multiplication of (5.1) 1 with u, noting (5.1) 4 , we easily compute
Moreover, multiplication of (5.1) 1 with u t , and (5.1) 2 with s t , integration of over Ω T , and summation formally gives
where E ε is again the energy (1.2). We now combine the results from Section 4 and [6] to construct an implementable space-time discretisation of (5.1) where the sphere constraint is preserved at each node z ∈ N h , and a discrete version of (5.3) is valid. The discrete energy that we consider in this section is
, and S ∈ V h (Ω) (only the last term has changed from E ε above). The following algorithm only differs in the numerical treatment of the vector-field U, while the discretisation of the phase field S is the same as in Algorithm 4.1, whence also essential parts of the proof of Theorem 4.2 can be recycled.
m ) the following equations hold:
Here, µ n+1 ∈ V h (Ω) is the approximate discrete Lagrange multiplier to establish the discrete sphere constraint, for which we also have to use reduced integration in the first term. An explicit formula for
This formula can be easily found using X = U n+1/2 (z)ϕ z , with the properties of (·, ·) h . We remark that the non-local character of (5.5) as opposed to its continuous analog (5.2) is due to space-time discretisation.
The following proposition asserts existence of solutions {(U n+1 , S n+1 )} n of (5.4) 1−3 , (5.5), which avoids a mixed formulation for quantities {(U n+1 , µ n+1 , S n+1 )} n in Algorithm 5.1 for every n ≥ 0. This reduction of the original problem requires a mesh constraint to hold, to exclude the case U n+1/2 (z) = 0 in (5.5).
Proposition 5.2. Let T h be a quasi-uniform triangulation of
In passing we remark that for m = 3, the heat flow harmonic map to S 2 which weakly solves v t −∆v = |∇v| 2 v a.e. in Ω T also satisfies v t + v × (v × ∆v) = 0 in Ω T . This cross-product formulation was studied in [7] to get another convergent discretisation of the heat flow harmonic map equation to the sphere S 2 . But such a strategy is not useful in our case, where a discretisation of (5.1) that satisfies a discrete energy law requires a proper balancing of corresponding terms in (5.1) 1 and (5.1) 2 : In order to obtain the energy law for the cross-product formulation, we have to multiply by −∆u rather than u t before integration in space and time,
Hence, a corresponding reformulation of (5.1) 1 requires a test function different from u t , which conflicts with the necessary choice of s t in (5.1) 2 to eventually establish an energy law for (5.1).
The following proof per induction of Proposition 5.2 adopts arguments from [6] to (5.4) 1−3 , (5.5). It uses many of the techniques already used in the proof of Theorem 4.2; however, while difficulties from the interplay of u and s and the sphere-constraint were largely independent in the penalised case, they are now strongly coupled due to the Lagrange multiplier. It is therefore necessary to work in two steps: In a first 14 step, we modify the discrete Lagrange multiplier in (5.5) by cutting off small denominators U n+1/2 (z) 2 , as well as large numerators stemming from S n+1 in the coupling term, to ensure boundedness and control the interplay of phase field and harmonic map evolution, both through a small parameter κ. By Brouwer's fixed point theorem, this leads to existence of solutions to the corresponding modified problem.
In a second step, a bootstrapping argument validates that U n+1/2 (z) = 0 for any z ∈ N h and S n+1 unbounded is excluded once k is small enough compared to h. So in this case, the main mesh constraint stems from the discrete Lagrange multiplier. As an added benefit of this technically more complicated approach, we immediately get U L ∞ (0,T ;L ∞ ) ≤ 1.
We compute for I 4 := z∈N h I 4 (z),
and values k ≤ Ch 2 for some existing 0 < C ≡ C(Ω), on using Young's inequality, and the fact that the number of nodes z ∈ N h such that (∇ϕ y , ∇ϕ z ) = 0 is bounded independently of h > 0,
Step 2:
We proceed by induction to show that the root U n+1/2 , S n+1/2 , W n+1/2 of the modified functional
We now want to show that, if k ≤ Ch d+2 for some C ≥ 0, then
C, for some C ≥ 0 independent of n, and
For (5.7) 1 , we use arguments similar to the ones in the proof of Theorem 4.2, Step 4 (the energy principle): From Step 1 above we know that
since otherwise, by inverse estimate and (5.6) 2 ,
and we would be done.
In the following, we repeatedly use Young's and Hölder's inequalities, and standard inverse estimates, see e.g. [13, Section 4.5] . Furthermore, we use the fact that by (5.
By the choice of the test function, 4 i=1 T i = 0, and
. Like in the proof of Theorem 4.2, Step 4,
, |Ω| ; and
By the same calculations as in the proof of Theorem 4.2, Step 4,
, and this remainder can be compensated by T 5 , by the coupling between k and h. Therefore, by an inverse estimate,
For (5.7) 2 , by parallelogram identity and triangle inequality, it suffices to show
By the definition of F κ , the iterate
, and use properties of reduced integration, an inverse estimate, inequality (5.7) 1 , and
By assumption (5.6) for all 0 ≤ ≤ n, we then arrive at
for somec ≡c(Ω) > 0. Hence, assertion (5.8) is valid for values k ≤ch d+2 . Consequently, the parameter κ > 0 which was needed a priori to exclude division by zero and unboundedness of iterates S n+1 L ∞ (Ω) in the Lagrange multiplier, really has no effect for k small enough; i.e., F 0 U n+1/2 , S n+1/2 , W n+1/2 = 0. Therefore, testing (5.1) with X = U n+1/2 ϕ z and using the definition of µ n+1 , we verify that |U n+1 (z)| = 1 for all z ∈ N h . Moreover, the energy bound (5.6) 2 holds for all 0 ≤ ≤ n + 1, which follows like in the proof of Theorem 4.2, Step 2: Test (5.4) with X := d t U n+1 , Y := d t S n+1 , and observe that that
Computational Studies
For the implementation of both algorithms, we use a fixed-point iteration to deal with the nonlinearities, and a dynamic time-stepping strategy similarly to [25] :
In Algorithm 4.1, we stop the fixed point iteration if θ := W n,l+1 − W n,l 2 L 2 (Ω) < TOL and make at most 5 iterations. If θ < TOL was not reached in the fixed point iteration, we adjust k := k 2 . Otherwise, if θ < TOL was reached in less than 4 iterations, we adjust k := 2k.
Since experiments for Algorithm 5.1 show that observance of the sphere-constraint usually improves beyond the first 5 iterations, we stop the fixed point iteration if θ + σ/10 < TOL, with θ as above, σ the Euclidean norm over all nodes of 1 − |U n,l+1 |, and we make at most 10 iterations. However, since the dynamics are still primarily driven by the highest-order term, the time-step is still only controlled by the number of fixed-point iterations necessary to reach θ < TOL, as above.
All parameters in the following simulations are chosen by experiment. The parameter ε, which corresponds to the "width" of the interfaces, can usually be set to several diameters of discretisation triangles, with larger values making the interfaces more diffuse, but the dynamics more forgiving. In our simulations, we usually took ε = 10h. This example clearly shows that in some cases a curvature term is necessary to give natural inpainting results. Figure 1 shows the intact image as well as the image we use as a starting point for inpainting. Figure 2 shows iterates and edge sets (black meaning |S| = 0, white |S| = 1, and shades of grey 0 < |S| < 1) at times t = 0.004, 0.03, 1 for penalised inpainting with a curvature term, while Figure 3 shows the same at times t = 0.009, 1 for penalised inpainting without a curvature term, and Figure 4 shows the same for Lagrange inpainting with a (smaller) curvature term at times t = 0.17, 2.
For inpainting with curvature, both algorithms and sets of parameters create mainly two edges, one passing inside and one outside the inpainting domain. The inner one tries to disappear but apparently gets stuck in a local energy well (local minimum) and does not disappear even for times greater than 1. By lowering β much more than α in the case of the Lagrange multiplier algorithm, the reconstruction becomes less round, but the spurious edge becomes smaller. However, the dynamics in this case take beyond time t = 1 to reach a stable state.
The little circle that remains in the lower right corner for β > 0 is not a computational artifact, but a stable radius r: The Euler term (for the full circle) gives 2πr α + β/r 2 , the derivative of which should be zero at minima, whence r = β/α = 75 −1/2 ≈ 0.12 (for α = 15, β = 0.2), which is approximately the radius of that little circle.
The sphere-constraint is even better preserved with the Lagrange multiplier algorithm than in the penalised case, but some errors remain because of the fixed-point iteration and the discrete (i.e., approximate) Lagrange multiplier. Figure 5 shows the energies for all three cases. The energy for penalisation with β > 0 slightly oscillates, due to the oscillating dynamic time-step; in total, it took 5772 iterations to reach time 1 (penalisation, β > 0), and 1913 iterations to reach time t = 2 (Lagrange multiplier, β > 0, however with 10 fixed-point iterations in most steps). So, the average time step was approximately 2h 2 and 10h 2 , respectively. But if we choose k so large from the beginning, the results turn out chaotic. This example shows that with CB noise, RGB calculations cannot distinguish features from noise any more, while CB calculations can cope very well. Figure 6 shows the initial image (the intact image is the same as in Figure 1 ). Figure 7 shows iterates and edge sets at times t = 0.002, 1 for CB inpainting. The CB reconstruction works very well and the sphere constraint is well preserved. Figure 8 shows iterates and edge sets at times t = 0.009, 1 for RGB inpainting. The reconstruction in this case has little to do with the original image (and taking a larger fidelity-parameter does not help, it just prevents the noise from disappearing). In total, it took 5064 iterations for the CB, and 4144 for the RGB computations to reach time 1, so the average time step was again approximately 2h
2 . This example shows that for large energy initial data, the choice of the sphere penalisation parameter δ in the penalisation algorithm is critical. For optimal choices of δ, the dynamics are similar to those returned by the Lagrange multiplier algorithm, but with larger deviations from the sphere. For δ too small we observe oscillations, and for δ too large we get "tunnelling" (|U| locally vanishes). Initial data (with a slight crop for U for better visibility) are shown in Figure 9 . Figure 10 shows U, |U|, and edge sets at times t = 0.001, 0.015, 1, for the penalisation algorithm for h = 1/100 and δ = 0.1. Iterates U initially show steepening of gradients, but then quickly move to a constant vector field. The reason for this is revealed in the middle row of Figure 10 : Because the sphere-constraint is only penalised, "tunnelling" happens; i.e., the vectors, particularly in the centre, get shorter until they can flip directions without too much cost (see also Figure 14 , left, for min{|U|}). The energy is shown in Figure 13 (left), and W 1,∞ (U) is shown in Figure 15 (left). What remains at the end, is a set of interfaces S = 0 with a stable radius (with length and curvature term in balance). The total number of steps is 6253.
The following two figures show the dynamics with the Lagrange multiplier algorithm for h = 1/100: Figure 11 shows iterates U, and Figure 12 shows edge sets, both at times t = 0.003, 0.05, 0.26, 0.62, 0.63, 1. In image one in Figure 11 we again see a steepening of gradients compared to the initial data, which corresponds to an increase in W 1,∞ (U) (Figure 16 , left). Image two shows a first ring of arrows flipping half-way, corresponding to a double-ring in S (image one and two in Figure 12 ) and a sharp decline in W 1,∞ (U). Then, this first row of arrows flips completely, resulting in maximally sharp interfaces (image three in Figure 11 ) and maximal W 1,∞ (U) = 2/h, which is kept until t ≈ 0.6, when suddenly all remaining arrows in the centre flip (probably due to numerical imprecisions), accompanied by a sudden decrease in W 1,∞ (U) and the energy (Figure 13, right) . Now, the interfaces S are no longer constrained by jumps in ∇U and move to a stable radius. The sphere-constraint is very well preserved: The global in time and space minimum and maximum of |U| are 0.9997 and 1.0017, respectively. The total number of steps is 7596.
For both the penalisation and the Lagrange multiplier algorithm, W 1,∞ (S) behaves similarly: It starts with a value of about 10 and increases to about 14 (at around t = 0.15). After that it does not change significantly any more, and it changes only slightly with h. the dynamic time-step k, which becomes very small for δ = 10 −5 . Figure 15 shows W 1,∞ (U) and the energies. Both are far off compared to the Lagrange multiplier algorithm except for δ = 10 −4 , where they are very close (c.f. Figure 16 ), and indeed, the so are the dynamics of U and S. Figure 16 shows W 1,∞ (U) and the energies with Lagrange multiplier for h ∈ {0.01, 0.0125, 0.015, 0.02}. The dynamics are similar for different h, but the finer h, the longer it takes for the "flipping" to happen. Figure 16 confirms that W 1,∞ (U) in this case is bounded by 2/h, and thus motivates blow-up behaviour (W 1,∞ (U 0 ) ≈ 10 for all h).
