We consider Lipschitz-type backward stochastic differential equations (BSDEs) driven by cylindrical martingales on the space of continuous functions. We show the existence and uniqueness of the solution of such infinite-dimensional BSDEs and prove that the sequence of solutions of corresponding finite-dimensional BSDEs approximates the original solution. We also consider the hedging problem in bond markets and prove that, for an approximately attainable contingent claim, the sequence of locally risk-minimizing strategies based on small markets converges to the generalized hedging strategy.
Introduction
In mathematical finance, backward stochastic differential equations (BSDEs) have been studied and applied to the theory of option hedging and portfolio optimization problems in stock markets where a finite-number of assets are traded. El Karoui, Peng, and Quenez [14] studied hedging problems, recursive utilities, and control problems in terms of finitedimensional BSDEs. On the other hand, infinite-dimensional (forward) SDEs have also been extensively studied and applied to mathematical finance; see Da Prato and Zabczyk [6] for a summary of infinite-dimensional SDEs and Carmona and Tehranchi [5] for applications to bond markets. In this paper, motivated by hedging problems in bond markets, we study some infinite-dimensional BSDEs.
As is mentioned by Björk et al. [1] , in the continuous-time bond market, unlike in the stock market, there exists a continuum of tradable assets (zero-coupon bonds parametrized by their maturities), and the time evolution of the price curve is described by an infinitedimensional stochastic process. To describe the portfolio theory in this model, we have to consider trading strategies in which possibly a continuum of zero-coupon bonds of each maturity can contribute. Hence, in the bond market, stochastic integrals with respect to infinite-dimensional (semi)martingales naturally arise and the term "trading strategy" has to be generalized in the infinite-dimensional setting.
A theory of stochastic integration with respect to cylindrical martingales that is suitable for this purpose has been studied by De Donno and Pratelli [9] and Mikulevicius and 2 Stochastic integration with respect to cylindrical martingales
In this section, we shall recall briefly the theory of infinite-dimensional stochastic integrations with respect to cylindrical martingales, following Mikulevicius and Rozovskii [15, 16] and De Donno and Pratelli [9] .
Let (Ω, F , (F t ) t∈[0,T ] , P) be a filtered probability space satisfying the usual conditions and P be the predictable σ-field on Ω × [0, T ]. Throughout the paper, we assume that T ∈ (0, ∞) is a constant. We denote by H 2 (P) the space of all right-continuous square-integrable martingales. Let X be a compact metric space and B(X) be the Borel σ-field on X. In our applications to bond markets, X will be considered as a compact interval [0, T * ] representing the set of maturities of zero-coupon bonds. Let C = C(X) be the space of all continuous functions on X with the topology of uniform convergence and M = M(X) be its topological dual, i.e., the space of Radon measures on X. It is well-known that M is separable with respect to the weak * -topology σ(M, C). We denote the canonical pairing by ·, · M,C . Denote by K + (X) the space of all symmetric and nonnegative-definite functions on X × X, i.e., the functions F : X × X → R such that F (x, y) = F (y, x) for all x, y ∈ X and d i,j=1 F (x i , x j )c i c j ≥ 0 for all d ∈ N, x 1 , . . . , x d ∈ X, and c 1 , . . . , c d ∈ R. The set of all F ∈ K + (X) which is continuous on X × X is denoted by K + c (X). Consider a family of square-integrable martingales M = ((M x t ) t∈[0,T ] ) x∈X , that is, for all x ∈ X, M x ∈ H 2 (P). We impose the following assumption. Assumption 1. There exist a strictly increasing and bounded predictable process A and a P ⊗ B(X) ⊗ B(X)-measurable function Q on Ω × [0, T ] × X × X that satisfy the following.
(i) For all (ω, s) ∈ Ω × [0, T ], Q s,ω is in K + c (X).
(ii) For all (ω, s)
Remark 2.1. In some literatures, the process A is assumed to be only nondecreasing and predictable. In such a case, without loss of generality we may further assume that A is strictly increasing and bounded by replacing A t by arctan(t + A t ).
For Q ∈ K + c (X), we can define a corresponding linear mapping (also denoted by Q) from M into C by setting
Then Q is symmetric and nonnegative-definite, i.e., µ, Qν M,C = ν, Qµ M,C and µ, Qµ M,C ≥ 0 for all µ, ν ∈ M. Q is also (weakly) continuous.
Let D denote the set of all linear combinations of Dirac measures on X. For an element
where each c i is a real constant and δ x i is the Dirac measure at x i ∈ X, we set
Then, M(µ) is a square-integrable martingale. The linear mapping µ → M(µ) from D into H 2 (P) extends uniquely to a continuous linear mapping M : M → H 2 (P). For each µ, ν ∈ M, the cross variation between M(µ) and M(ν) is given by
The function Q s,ω is called the covariance operator function, while t 0 Q s,ω dA s (ω) is called the predictable quadratic variation of the cylindrical martingale M.
A simple integrand H is a process of the form
where each h i is a real-valued bounded predictable process and x i ∈ X. H can be considered as an M-valued process. Define the stochastic integral of H with respect to M by
Note that H • M ∈ H 2 (P) and 
Remark 2.3. In financial terms, each H ∈ L 2 (M, M) is considered as a measure-valued trading strategy in bond markets; the signed-measure H t,ω represents the amount of holdings of zero-coupon bonds of all maturities among X = [0, T * ] at time t for an event ω.
The space L 2 (M, M) is not complete as mentioned in [9] . We need further extension of integrands as follows.
For a symmetric, nonnegative-definite and continuous linear mapping Q : M → C, define the scalar product on Q(M) by
Then Q(M) admits a unique completion U Q in C with respect to the norm induced by (2.2) . This completion U Q is a separable Hilbert space and continuously embedded in C. The mapping Q : M → C can extend continuously to the canonical isomorphism from U ′ Q to U Q , where U ′ Q is the topological dual of U Q . Moreover, U ′ Q is the completion of M/KerQ with respect to the norm induced by the scalar product (µ, ν) U ′ Q = µ, Qν M,C , µ, ν ∈ M. Accordingly, we can construct a family of Hilbert spaces U t,ω = U Qt,ω and U ′ t,ω = U ′ Qt,ω parametrized by (t, ω) ∈ [0, T ] × Ω. We call (U t,ω ) (t,ω)∈[0,T ]×Ω the family of covariance spaces for M.
is predictable for any µ ∈ M. Note that, for each m ∈ N, the process (H s , e m s ) U ′ s = m k=1 α m,k s (H s , δ x k ) U ′ s is real-valued and predictable and so is the process |H s | 2 [15] for further details. Define the set
Then L 2 (M, U ′ ) is a Hilbert space with the scalar product
Let · M denote the corresponding norm.
Theorem 2.6 (De Donno and Pratelli [9] , De Donno [7] ). For any H ∈ L 2 (M, U ′ ), there exists a sequence of simple integrands (H n ) n∈N such that H n t,ω converges to H t,ω in U ′ t,ω for all (t, ω) ∈ [0, T ] × Ω and (H n • M) n∈N is a Cauchy sequence in H 2 (P).
As a consequence, we can define the stochastic integral H • M = · 0 H s dM s as the limit of the sequence (H n • M) n∈N . The mapping 
BSDEs driven by cylindrical martingales on the space of continuous functions
In this section, we consider backward stochastic differential equations (BSDEs) driven by square-integrable cylindrical martingales on C. We keep the notations in Section 2 and further impose the following assumption. For a given data (f, ξ) specified below, we consider a BSDE of the form
(3.1)
To refer to this BSDE, we use the notation BSDE(f, ξ). Here, the data (f, ξ) consists of a driver f and a terminal condition ξ satisfying the following assumptions.
• for any U ′ -valued predictable process K, the function (ω, s, y) → f (ω, s, y, K s,ω ) is P ⊗ B(R)-measurable, and
• there exist positive predictable processes η and θ such that
We define α t = η t + θ 2 t > 0 and K t = t 0 α 2 s dA s . Note that both α and K are predictable, and K is continuous and nondecreasing. For each β ≥ 0, define the following spaces;
φ is a real-valued and càdlàg adapted process s.t.
) and all the norms are equivalent.
(ii) For any β ≥ 0, we can define the stochastic integral
(iv) The set S β is a Hilbert space with the norm
The following theorem is our first main result about the existence and uniqueness of the solution of the infinite-dimensional BSDE (3.1).
Theorem 3.4 is proved by a slight modification of the arguments in Carbone, Ferrario, and Santacrose [4] and El Karoui and Huang [13] . For completeness, we give the proof of Theorem 3.4 by applying [4] in our setting.
Firstly, consider the case when a driver f depends neither on Y nor on K.
Lemma 3.5. Fix any β > 0 and let ξ ∈ L 2 β and f (ω, t, ·, ·) ≡ g(ω, t) with α −1 g ∈ L 2 T,β . Then there exists a unique solution of BSDE(f, ξ) in S β .
Proof. Uniqueness: It suffices to show that the triple (0, 0, 0) is the unique solution of BSDE(0, 0). Let (Y, H, N) ∈ S β be a solution of BSDE(0, 0).
Since the stochastic integrals in the right hand side are backward martingales and the process Y is adapted, taking the conditional expectation given F t for each t ∈ [0, T ] yields that Y ≡ 0. Then we have that N T = − T 0 H s dM s P-a.s. Since N is strongly orthogonal to M, we see that H = 0 in L 2 (M, U ′ ) and N ≡ 0. Existence: Firstly, for any process h, constant p > 0, and t ∈ [0, T ], it holds that
In particular, since α −1 g ∈ L 2 T,β by the assumption, setting h = g, p = β, and t = 0 in the above estimate yields that
and denote the right-continuous version of L by L. Then L is in H 2 (P). Hence, there exist H ∈ L 2 (M, U ′ ) and a martingale N ∈ H 2 (P) such that N 0 = 0, N is strongly orthogonal to M, and
Then Y is right-continuous and adapted. Furthermore, Y can be written as
We show that the triple (Y, H, N) is in S β . Note that
where we used the Jensen's inequality in the first inequality and the estimate (3.3) with p = β/2 in the third inequality. We see that
Noting that the increasing process K is continuous by Assumption 2, Itô's formula yields that
and hence
Hence, in the same way as above estimates, we can show that the third term in (3.4) is finite. Hence H 2 M,β + N 2 H 2 β (P) < ∞ and all assertions are proved. Lemma 3.6. Fix a β-standard data with β > 0 and let (Y, H, N) ∈ S β be a solution of
Hence,
where we used Doob's inequality in the second inequality and the Lipschitz condition (3.2) in the third inequality. Let L ∈ H 2 β (P) be given. Noting Remark 3.1 (iii) and that K is continuous, we have that
and hence the stochastic integral 
T,β for any (Y, H, N) ∈ S β , the map Φ is well-defined. To prove Theorem 3.4, it suffices to show that Φ is a contraction mapping on S β .
Fix two elements (Y 1 ,
Define also δH, δ H, δN, and δ N in the same manner. Then δ Y satisfies
for P-a.s. By noting that K = · 0 α 2 s dA s as well as A is continuous by Assumption 2, Itô's formula implies that
Hence, integrating on [0, T ] and taking expectations yield that
where we used the relation
for any constant µ > 0, where we used the Lipschitz condition (3.2) and the trivial inequality
Hence, we have
for any constant µ > 0. Now, since β > 3, we can choose a constant µ > 0 so that β − 2µ 2 = 1, and then 1
S β , and hence the map Φ is a contraction mapping on S β .
Next, we show an approximation result of the unique solution (Y, H, N) ∈ S β of BSDE(f, ξ) by a sequence of solutions of corresponding finite-dimensional BSDEs.
Let {x 1 , x 2 , . . . } be a countable dense subset of X. For each n ∈ N, let M n be the ndimensional square-integrable martingale M n = (M x 1 , . . . , M xn ) tr . Here, (·) tr denotes transposition of a (finite-dimensional) vector, so that M n is a column vector. Fix any n ∈ N. The space of n-dimensional integrands is defined by
Then L 2 (M n , R n ) is a Hilbert space. Furthermore, for any H ∈ L 2 (M n , R n ), we have that H • M n ∈ H 2 (P) and H • M n H 2 (P) = H M n . The stable subspace generated by M n in the set of square-integrable martingales coincides with the set of n-dimensional vector stochastic integrals {H • M | H ∈ L 2 (M n , R n )}. As a consequence, for any random variable ξ ∈ L 2 (F T , P), there exist a unique H ∈ L 2 (M n , R n ) and N ∈ H 2 (P) such that N 0 = 0, N is strongly orthogonal to M n , and
Note that the predictable quadratic variation of M n can be written as
where Σ n s,ω = (Σ n,(i,j) s,ω ) i,j=1,...,n with Σ n,(i,j) s,ω = Q s,ω (x i , x j ). We can identify each element H = (H 1 , . . . , H n ) tr ∈ L 2 (M n , R n ) with an M-valued predictable process (also denoted by H) by setting H = n i=1 H i δ x i . Then we have that
Hence, we see that the measure-valued process H is in L 2 (M, U ′ ) and the space L 2 (M n , R n ) is isometric to a subspace of L 2 (M, U ′ ). For each n ∈ N and a β-standard data (f, ξ), consider the finite-dimensional BSDE
We refer this BSDE to BSDE n (f, ξ). Let L 2 β (M n , R n ) and S n β be corresponding finitedimensional solution spaces, i.e.,
and S n β = (φ, K, L) αφ ∈ L 2 T,β , K ∈ L 2 β (M n , R n ), and L ∈ H 2 β (P) . We can see that L 2 β (M n , R n ) ⊂ L 2 (M, U ′ ) and S n β ⊂ S β by identifying each finite-dimensional integrand H with the corresponding measure-valued integrand, for any n ∈ N and β ≥ 0. The following theorem is our second main result about an approximation method of the unique solution of the infinite-dimensional BSDE(f, ξ). Theorem 3.9. Let (f, ξ) be a β-standard data with β > 3. Let (Y, H, N) ∈ S β be the unique solution of BSDE(f, ξ) and (Y n , H n , N n ) ∈ S n β be the unique solution of BSDE n (f, ξ) for each n ∈ N. Then we have that
Moreover, there exists a constant γ > 0 depending only on β such that
for all t ∈ [0, T ], P-a.s. By noting that K = · 0 α 2 s dA s as well as A is continuous by Assumption 2, Itô's formula implies that
Note that the processes 2 · 0 e βKt δ n Y t− δ n H t dM t and 2
· 0 e βKt δ n Y t− dδ n N t are martingales. Hence, by integrating (3.11) on [0, T ] and taking expectations, we have
, in the second equality. Since δ n Y T = 0, we then have
Since the driver f satisfies the Lipschitz condition (3.2), it holds that
for all µ > 0, where we used the trivial inequality (3.7) in the second inequality. For the estimate of the second term in the right hand side of the inequality (3.12), consider the process Then obviously the process H n is in L 2 (M, U ′ ). Furthermore, since H − H n is a linear combination of the processes {e 1 , . . . , e n } and hence of the Dirac measures {δ x 1 , . . . , δ xn }, we see that it is in L 2 (M n , R n ). Since the martingale δ n N = N − N n is strongly orthogonal to M n = (M x 1 , . . . , M xn ) tr , we have that Hence, the second term in the right hand side of the inequality (3.12) can be estimated as
where we used the Kunita-Watanabe inequality in the first inequality. Combining (3.12), (3.13) and (3.14) , we have that
15) for all n ∈ N and any constant µ > 0. Since β > 3 by the assumption, we can choose a constant µ > 0 so that β − 2 − µ 2 > 0 and 1 − 1
for all (t, ω) ∈ [0, T ] × Ω, the dominated convergence theorem yields that the right-hand side of the inequality (3.15) converges to 0 as n tends to infinity and hence we have that lim n→∞ (δ n Y, δ n H, δ n N) S β = 0. To prove the inequality (3.10), consider again the second term in the right-hand side of the inequality (3.12). By using the Kunita-Watanabe inequality and the inequality (3.7), we have that
for all λ > 0. Combining (3.12), (3.13) and (3.16), we have that
for all n ∈ N and any constants µ, λ > 0. Since β > 3, we can choose constants µ, λ > 0 so that β − 2 − µ 2 > 0, 1 − 1/µ 2 − 1/λ 2 > 0 and λ 2 − 1 > 0. Then, (3.10) holds with
Suppose that the process K = · 0 α 2 s dA s is uniformly bounded. In this case, replacing α 2 by α 2 = α 2 + 1 and K by K = · 0 α 2 s dA s (then K is also bounded because of our assumption that the increasing process A is bounded), we obtain the following corollary. maturity the bond is automatically transferred into the bank account. We assume that the market is frictionless and all zero-coupon bonds maturing at time T ∈ [0, T * ] are continuously tradable.
Note that, in this section, the time evolution will be considered in the interval [0, T * ] and each T ∈ [0, T * ] will represent a maturity of zero-coupon bonds. With the notation of Sections 2 and 3, we take X = [0, T * ] as a parameter set of a family of processes.
We impose the following assumptions on the market model. ting of the so-called "structure condition" that is usually imposed on finite-dimensional semimartingales in mathematical finance. This condition is related to a no-arbitrage condition at least in finite-dimensional market models; see [12] and [18] . As in the finite-dimensional case, we call the nondecreasing process K = · 0 |λ s | 2 U ′ s dA s the meanvariance tradeoff process.
(ii) For the convention thatP T t =P T T for any t > T , we should assume that M T t = M T T and b t (T ) = 0 for all t > T . However, this assumption is not necessary for our results.
Note that the C-valued process b is in fact a U-valued predictable process because of the equality (4.1). Furthermore, since the mean-variance tradeoff process K is bounded, we have that, for any H ∈ L 2 (M, U ′ ),
where in the first equality we use the equality (4.1) and the fact that the map Q s,ω is isomorphism from U ′ s,ω to U s,ω for all (s, ω) ∈ [0, T * ] × Ω, and in the third inequality we use the Cauchy-Schwarz inequality. Hence, for any H ∈ L 2 (M, U ′ ), we can define the stochastic integral H •P = · 0 H s dP s with respect to the infinite-dimensional semimartingaleP as a square-integrable semimartingale, i.e.,
See De Donno [7] for more detailed discussions about generalized stochastic integrations with respect to infinite-dimensional semimartingales.
Let We often identify the R n -valued process H = (H 1 , . . . , H n ) tr with the measure-valued process H = n i=1 H i δ T i as in Section 3. We call the n-dimensional semimartingaleP n the n-th small market.
Let us introduce the notion of trading strategies. In small markets, we adopt the definition of (finite-dimensional) strategies in Schweizer [19, 20] . Definition 4.2. Fix n ∈ N. An L 2 -strategy in the n-th small market is a pair φ = (H, η), where H ∈ L 2 (M n , R n ) and η is an real-valued adapted process such that the (discounted) value process
is right-continuous and square-integrable, i.e., V t (φ) ∈ L 2 (P) for all t ∈ [0, T * ]. Let φ = (H, η) be an L 2 -strategy in the n-th small market. The (cumulative) cost process of φ is
φ is called self-financing if the cost process satisfies C t (φ) ≡ c for some F 0 -measurable random variable c ∈ L 2 (F 0 , P), and mean-self-financing if C(φ) is a martingale (which is then squareintegrable). The risk process of φ is
We set R(φ) = E [(C T * (φ) − C 0 (φ)) 2 ] and call it the total risk of φ.
For an L 2 -strategy φ = (H, η) in a small market, the finite-dimensional integrand H represents the amount of holdings of zero-coupon bonds with fixed (finite number of) maturities, and the real adapted process η represents the position in the bank account. Then the stochastic integral · 0 H s dP n s is the cumulative gains corresponding to the investment. (ii) For given ξ ∈ L 2 (F T * , P) and H ∈ L 2 (M n , R n ), there exist a unique square-integrable martingale C and a unique real-valued adapted process η such that φ = (H, η) is an L 2strategy in the n-th small market having the cost process C and satisfying V T * (φ) = ξ P-a.s. Here, the term "unique" means "unique up to indistinguishability".
Then the value process can be written as V (φ) = · 0 H s dP n s + C. By the assumptions the process V (φ) is right-continuous and square-integrable and hence φ is an L 2 -strategy in the n-th small market. The cost process C(φ) of φ coincides with C. Let φ ′ = (H, η ′ ) be an L 2 -strategy in the n-th small market with the cost process C. Then the right-continuity of the value processes V (φ) and V (φ ′ ) yields that these two processes are indistinguishable and hence η and η ′ are also indistinguishable. (ii): Set
and let C be the right-continuous version of C. Then the process C is a right-continuous square-integrable martingale. For the pair (C, H), define a real-valued adapted process η as in (i). Then φ = (H, η) is an L 2 -strategy in the n-th small market with the cost process C and satisfies V T * (φ) = ξ. Let (C ′ , η ′ ) be a pair satisfying the assertion in (ii). Then the martingale property of C ′ yields that
s. for all t ∈ [0, T * ] and then the right-continuity of C and C ′ yields that these two martingales are indistinguishable. Now the indistinguishability of the processes η and η ′ follows from (i).
Hence, in small markets, an L 2 -strategy can be characterized by a finite-dimensional integrand H and a cost process C. Moreover, For any claim ξ ∈ L 2 (F T * , P), there exists a mean-self-financing L 2 -strategy in small markets which achieves the claim ξ with a cost process C, and this martingale C is completely determined by the finite-dimensional integrand H (and of course by the claim ξ).
With this fact in mind, let us define a generalized strategy in the whole market. 
Φ is called self-financing if the cost process satisfies C t (φ) ≡ c for some F 0 -measurable random variable c ∈ L 2 (F 0 , P), and mean-self-financing if C is a (square-integrable) martingale.
, then it can be regarded as the holdings of zero-coupon bonds with possibly infinitely many maturities. In general, however, a generalized L 2 -strategy Φ = (H, C) does not represent a portfolio of the trader in the classical sense. Since eachP t is not necessarily in U t , the position "H t (P t )" in zero-coupon bonds is not defined in general, and hence the position "η" in the bank account cannot be identified by the generalized strategy Φ. A generalized strategy is fictitious but can be approximated by a sequence of realistic strategies in small markets, and so we should take its reasonable approximate sequence.
Before constructing reasonable approximations for generalized strategies, let us introduce the notion of approximate attainability of a claim. For an approximately attainable claim ξ, there exists a self-financing generalized L 2strategy Φ which formally replicates the claim. However, this strategy Φ is fictitious and we should construct a reasonable approximate sequence for Φ which is meaningful in finance.
To this end, we focus on the notions of locally risk-minimizing strategies and the Föllmer-Schweizer decomposition of contingent claims in small markets that were introduced by Schweizer [19, 20] . We shall recall the definitions and the corresponding results in our model. For an L 2 strategy φ and a small perturbation ∆, both in the n-th small market, and a partition τ = {t 0 , t 1 , . . . , t k } ⊂ [0, T * ] with 0 = t 0 < t 1 < · · · < t k = T * , we set
(Note that the process A is strictly increasing and bounded by our assumptions.) (iii) An L 2 -strategy φ in the n-th small market is called locally risk-minimizing if for every small perturbation ∆ in the n-th small market and every increasing sequence (τ k ) k∈N of partitions tending to the identity, we have lim inf k→∞ r τ k [φ, ∆] ≥ 0 dA t ⊗ dP-a.s.
In our model, since the process A and hence the mean-variance tradeoff process K is continuous, locally risk-minimizing strategies in small markets are characterized by the following theorem.
