Decomposition algorithms exploit the structure of large-scale optimization problems by breaking them into a set of smaller subproblems and a coordinating master problem. Cutting-plane methods have been extensively used to decompose convex problems. In this paper, however, we focus on certain nonconvex problems arising in engineering. Engineers have been using bilevel decomposition algorithms to tackle these problems. These algorithms use nonlinear optimization techniques to solve both the master problem and the subproblems. In this paper, we propose two new bilevel decomposition algorithms and show that they converge locally at a superlinear rate. Our computational experiments illustrate the numerical performance of the algorithms.
Introduction
Decomposition algorithms exploit the structure of loosely-coupled large-scale optimization problems by breaking them into a set of smaller independent subproblems. Then, a so-called master problem is used to coordinate the subproblem solutions and find an overall problem minimizer.
A class of large-scale optimization problems that has been extensively analyzed is the stochastic programming problem [24, 5] . These problems arise, for instance, when a discrete number of scenarios is used to model the uncertainty of some of the variables. Usually, a large number of scenarios must be considered in order to represent the uncertainty appropriately. Decomposition algorithms exploit the structure of the stochastic program by breaking it into a set of smaller (and tractable) subproblems, one per scenario.
1
Two main types of decomposition algorithms have been proposed for the stochastic programming problem: cutting-plane algorithms and augmented Lagrangian algorithms. Cutting-plane methods use convex duality theory to build a linear approximation to the master problem [4, 35, 20, 30] . Augmented Lagrangian approaches, on the other hand, use an estimate of the Lagrange multipliers to decompose the stochastic program into a set of subproblems. Then, the subproblem minimizers are used to update the current estimate of the Lagrange multipliers [29, 31] .
In this paper we focus on a different class of large-scale problems that remains largely unexplored by the operations research community: the Multidisciplinary Design Optimization (MDO) problem [1, 10] .
These problems usually arise in engineering design projects that require the collaboration of several departments within a company. For example, when designing an airplane, one department may be in charge of the analysis of the aerodynamic system and another in charge of the structural system.
Typically each department must rely on complex software codes whose method of use is subject to constant modification. Porting all the code to a specific machine may be impractical. In this context, decomposition algorithms are needed to allow the different departments to find an overall optimal design while keeping the amount of communication required between them limited.
At first sight, it may seem reasonable to apply cutting-plane or augmented Lagrangian decomposition methods, available for stochastic programming, to decompose the MDO problem. Unfortunately, this may not be a good idea. While most real-world stochastic programs are linear, or, at least, convex, most real-world MDO problems are nonconvex nonlinear problems. This precludes the use of cutting-plane methods, which rely heavily on convex duality theory, to solve MDO problems. One may feel tempted to use augmented Lagrangian methods to decompose the MDO problem. Unfortunately, it is well-known that these algorithms may converge slowly in practice (see [23, 9] and the numerical results in Section 6).
Pressed by the need to solve MDO problems, engineers have turned to bilevel decomposition algorithms.
Once decomposed into a master problem and a set of subproblems, the MDO is a particular type of bilevel program [25, 32, 16] . Bilevel decomposition algorithms apply nonlinear optimization techniques to solve both the master problem and the subproblems. At each iteration of the algorithm solving the master problem, each of the subproblems is solved, and their minimizers used to compute the master problem derivatives and their associated Newton direction.
Braun [6] proposed a bilevel decomposition algorithm known as collaborative optimization (CO). The algorithm uses an inexact (quadratic) penalty function to decompose the MDO problem. Unfortunately, it is easy to show that both the CO master problem and subproblems are degenerate [12] . Nondegeneracy is a common assumption when proving local convergence for most optimization algorithms. Not surprisingly, CO fails to converge on some simple test problems even when the starting point is very close to the minimizer [2] . Despite these difficulties, the algorithm has been applied to some real-world problems [7, 33, 26] .
In this paper, we propose two bilevel decomposition algorithms closely related to CO and show that their master problem and subproblems are nondegenerate. As a result, we show that the proposed algorithms have better local convergence properties than CO. This is of great importance in the context of the MDO problem. In particular, engineers often know good starting points (from previous designs) and thus their decomposition algorithms usually achieve global convergence. But, due to the high computational expense usually associated with MDO function evaluations, it is crucial that the iterates generated by the algorithm converge at a fast rate in the vicinity of the minimizer.
The first algorithm is termed Inexact Penalty Decomposition (IPD) and uses an inexact penalty function. The second algorithm is termed Exact Penalty Decomposition (EPD) and employs an exact penalty function in conjunction with a barrier term. Our main contribution is to show that the master problem and subproblems corresponding to the proposed decomposition algorithms are nondegenerate. Thus, we can apply standard convergence results to show that the decomposition algorithms converge locally at a superlinear rate for each value of the penalty and barrier parameters. The question remains whether the ill-conditioning usually associated with the penalty and barrier functions may hinder the practical performance of IPD and EPD. Our computational experiments, however, show that the numerical performance of both algorithms is good. This paper is organized as follows. In Section 2, we give the mathematical statement of the MDO problem. In Section 3, we describe collaborative optimization and point out its difficulties. In Section 4,  we introduce IPD and analyze its local convergence properties. Section 5 is devoted to EPD. Finally, we show the results of our computational experiments in Section 6.
Problem Statement
Multidisciplinary Design Optimization (MDO) problems arise in engineering design projects that require the participation of several departments or groups within a corporation. Each of the groups is usually in charge of the design of one of the systems that compose the overall product. The number of design parameters that affect all of the systems is often very small. Thus, the MDO problem can be seen as the aggregation of the objective and constraint functions corresponding to a number of systems that are coupled only through a few of the variables known as global variables. Mathematically, the MDO may be formulated as min
where x ∈ R n are the global variables, y i ∈ R ni are the ith system local variables, c i :
are the ith system constraints, and F i : R n × R ni → R is the objective function term corresponding to the ith system. Note that while global variables appear in all of the constraints and objective function terms, local variables only appear in the objective function term and constraints corresponding to one of the systems.
Decomposition Algorithms
The structure of the MDO problem suggests it may be advantageously broken into N independent subproblems, one per system. In this section, we explain how bilevel decomposition algorithms in general, and collaborative optimization in particular, decompose problem (1).
Bilevel Decomposition Algorithms
A bilevel decomposition algorithm divides the job of finding a minimizer to problem (1) into two different tasks: (i) finding an optimal value of the local variables (y *
) for a given value of the global variables x, and (ii) finding an overall optimal value of the global variables x * . The first task is performed by solving N subproblems. Then the subproblem solutions are used to define a master problem whose solution accomplishes the second task. A general bilevel decomposition algorithm may be described as follows. Solve the following master problem:
where
N are the subproblem optimal value functions
Note that the global variables are just a parameter within each of the subproblems defined above.
Consequently, the subproblems are independent from each other and may be solved in parallel. Moreover, the master problem only depends on the global variables. Thus, the above formulation allows the different systems to be dealt with almost independently, and only a limited amount of information regarding the global variables is exchanged between the master problem and the subproblems.
After breaking the MDO into a master problem and a set of subproblems, a bilevel decomposition algorithm applies a nonlinear optimization method to solve the master problem. At each iteration, a new estimate of the global variables x k is generated and each of the subproblems is solved using x k as a parameter. Then, sensitivity analysis formulae [18] are used to compute the master problem objective and its derivatives from the subproblem minimizers. Using this information, a new estimate of the global variables x k+1 is computed. This procedure is repeated until a master problem minimizer is found.
Tammer [34] shows that the general bilevel programming approach stated above converges locally at a superlinear rate assuming that the MDO minimizer satisfies the so-called strong linear independence constraint qualification; that is, assuming that at the minimizer (x, y 1 , . . . , y N ), the vectors ∇ yi c i (x, y i ) corresponding to the active constraints are linearly independent. Roughly speaking, the SLICQ implies that for any value of the global variables in a neighborhood of x, there exist values of the local variables for which all of the constraints are satisfied. As the name implies this is a restrictive assumption and is in a sense equivalent to assuming (at least locally) that the problem is an unconstrained one in the global variables only. DeMiguel and Nogales [15] propose a bilevel decomposition algorithm based on interior-point techniques that also converges superlinearly under the SLICQ.
But in this paper we focus on the case where only the weaker (and more realistic) linear independence constraint qualification (LICQ) holds; that is, the case where the gradients
corresponding to the active constraints are linearly independent. In this case, a major difficulty in the general bilevel programming approach stated above is that the algorithm breaks down whenever one of the subproblems is infeasible at one of the master problem iterates. In particular, the algorithm will fail if for a given master problem iterate x k and for at least one of the systems j ∈ {1, 2, . . . , N }, there does not exist y j such that c j (x k , y j ) ≥ 0. Unlike when SLICQ holds, when only LICQ holds this difficulty may arise even when the iterates are in the vicinity of the minimizer.
Collaborative Optimization (CO)
To overcome this difficulty, Braun [6] proposed a bilevel decomposition algorithm for which the subproblems are always feasible, provided the original MDO problem is feasible. To do so, Braun allows the global variables to take a different value x i within each of the subproblems. Then, the global variables for all systems (x i for i = 1 : N ) are enforced to converge to the same value (given by the target variable vector z) by using quadratic penalty functions. The resulting algorithm may be stated as follows. Solve the following master problem
where p * i (z) for i = 1 : N are the ith subproblem optimal-value functions:
where y i and c i are as defined in (1), the global variables
Finally, it is assumed that the objective function i F i (x, y i ) takes the specific form i F i (x). Note that this assumption is crucial because otherwise the master problem would also depend on the local variables.
Note also that, at a solution z * to the master problem, p * i (z * ) = 0 and therefore
The main advantage of CO is that, provided problem (1) is feasible, the subproblems are feasible for any value of the target variables. Unfortunately, it is easy to show that its master problem and the subproblems are degenerate; that is, their minimizer does not satisfy the linear independence constraint qualification, the strict complementarity slackness conditions, and the second order sufficient conditions (see Appendix A for a definition of these nondegeneracy conditions). The degeneracy of the subproblems is easily deduced from the form of the subproblem objective gradient:
At the solution, x * i = z * and therefore the subproblem objective gradient is zero. Given that the original problem (1) satisfies the linear independence constraint qualification, this in turn implies that the subproblem Lagrange multipliers are zero and therefore the strict complementarity slackness conditions do not hold at the subproblem minimizer. Thus, the subproblems are degenerate at the solution.
Moreover, the degeneracy of the subproblems implies that the optimal-value functions p * i (z) are not smooth in general [18, Theorem 12] and thus the master problem is a nonsmooth optimization problem.
Nondegeneracy and smoothness are common assumptions when proving local convergence for most optimization algorithms [27] . In fact, Alexandrov and Lewis [2] give a linear and a quadratic programming problem on which CO failed to converge to a minimizer even from starting points close to a minimizer.
Inexact Penalty Decomposition
In this section, we propose a decomposition algorithm closely related to collaborative optimization. Like CO, our algorithm makes use of an inexact (quadratic) penalty function. Our formulation, however, overcomes the principle difficulties associated with CO. We term the algorithm Inexact Penalty Decomposition (IPD).
The rest of this section is organized as follows. In Section 4.1, we state the proposed master problem and subproblems. In Section 4.2, we describe the optimization algorithms used to solve the master problem and the subproblems. In Section 4.3, we show that, under standard nondegeneracy assumptions on the MDO minimizer, the proposed master problem and subproblems are also nondegenerate. Using these nondegeneracy results, we show in Section 4.4 that the optimization algorithms used to solve the master problem and the subproblems converge locally at a superlinear rate for each value of the penalty parameter. 6 
Problem Formulation
Our formulation shares two features with collaborative optimization: (i) it allows the global variables to take a different value within each of the subproblems, and (ii) it uses quadratic penalty functions to enforce the global variables to asymptotically converge to the target variables. However, unlike CO, our formulation explicitly includes a penalty parameter γ that allows control over the speed at which the global variables converge to the target variables. In particular, we propose solving the following master problem for a sequence of penalty parameters {γ k } such that γ k → ∞:
is the ith subproblem optimal-value function,
and F i , c i , and y i are as in problem (1), x i ∈ R n are the ith system global variables, and z ∈ R n are the target variables. Note that, because quadratic penalty functions are inexact for any finite value of γ k , we have to solve the above master problem for a sequence of penalty parameters {γ k } such that γ k → ∞ in order to recover the exact solution x * i = z * . Finally, to simplify notation, herein we omit the dependence of the subproblem optimal value function on the penalty parameter; thus we refer to F * i (γ k , z) as F * i (z). Note that, unlike CO, IPD uses the subproblem optimal-value functions F * i (z) as penalty terms within the objective function of an unconstrained master problem. In CO, constraints are included in the master problem setting the penalty functions to zero. In essence, this is equivalent to an IPD approach in which the penalty parameter is set to a very large value from the very beginning. In contrast, IPD allows the user to drive the penalty parameter to infinity gradually. This is essential to the development of a suitable convergence theory.
Algorithm Statement
In the previous section, we proposed solving the sequence of master problems corresponding to a sequence of increasing penalty parameters {γ k }. Consequently, we need an optimization algorithm capable of solving the proposed master problem for each value of the penalty parameter γ k . In addition, to evaluate the master problem objective function, we need an algorithm capable of solving the subproblems at a given value of the target variables z.
To solve the master problem, we use a BFGS quasi-Newton method [22, 19] . These methods use the 7 objective function gradient to progressively build a better approximation of the Hessian matrix. At each iteration, the quasi-Newton method generates a new estimate of the target variables z k . Then, all of the subproblems are solved with z = z k and the master problem objective and its gradient are computed from the subproblem minimizers. Using this information, the master problem Hessian is updated and a new estimate of the target variables z k+1 is generated. This procedure is repeated until a master problem minimizer is found.
To evaluate the master problem objective function and its gradient, we need to solve the subproblems.
To do this, we use the sequential quadratic programming algorithm NPSOL [21] . Then, one can compute the master problem objective and its gradient from the subproblem minimizers. In particular, the master problem objective F * (z) can be evaluated at the subproblem solution (x i (z), y i (z)) as
Moreover, in Section 4.3 we will show that, provided z is close to the master problem minimizer z * , the subproblem minimizers satisfy the nondegeneracy conditions A.1-A.3. This implies [18, Theorem 6 ] that the master problem objective is differentiable. Furthermore, it is easy to compute the master problem gradient ∇ z F * (z) from the subproblem minimizer. To see this, note that by the complementarity conditions we have that
where L i is the ith subproblem Lagrangian function, (x i (z), y i (z)) is the minimizer to the ith subproblem as a function of z, and λ i (z) are the corresponding Lagrange multipliers. Then applying the chain rule we have that
where x i (z), y i (z), and λ i (z) denote the Jacobian matrices of x i (z), y i (z), and λ i (z) evaluated at z. Note that (5) and (6) are zero because of the optimality of (x i (z), y i (z)), (7) is zero by the feasibility and strict complementarity slackness of (
can write the master problem objective gradient as
The resulting decomposition algorithm is outlined in Figure 1 .
Initialization: Initialize γ and set the iteration counter k := 0. Choose a starting point z 0 . For i = 1 : N , call NPSOL to find the subproblem minimizers (xi0, yi0). Set the initial Hessian approximation B0 equal to the identity. Choose σ ∈ (0, 1).
Solve master problem with current γ:
repeat (a) Function evaluation: for i = 1 : N call NPSOL with γ and compute (4) and (9).
(c) Backtracking line search:
Figure 1: Inexact penalty decomposition
Note that the penalty parameter is increased in Step 1 until the global variables are close enough to the target variables; that is, until
where is the optimality tolerance. Note also that, for each value of the penalty parameter, the master problem is solved using a BFGS quasi-Newton method (Step 2). Finally, in order to compute the master problem objective function with the precision necessary to ensure fast local convergence, a tight optimality tolerance must be used to solve the subproblems with NPSOL. In our implementation, we use a subproblem optimality tolerance of 2 , where is the optimality tolerance used to solve the master problem. 
Nondegeneracy Results
In the previous sections, we stated the IPD master problem and subproblems, and proposed optimization algorithms to solve them. In this section we show that, given a nondegenerate MDO minimizer (that is,
given an MDO minimizer satisfying the linear independence constraint qualification (LICQ), the strict complementarity slackness conditions, and the second order sufficient conditions; see Appendix A), there exists an equivalent minimizer to the IPD master problem and subproblems that is also nondegenerate.
Note that we only assume the LICQ and not the strong linear independence constraint qualification (SLICQ). As mentioned in Section 3, the LICQ is a weaker (and more realistic) assumption than the SLICQ assumed in [34] and [15] . In Section 4.4, we use this result to prove that the algorithms proposed to solve the master problem and the subproblems converge superlinearly for each value of the penalty parameter.
To prove the nondegeneracy result, it is essential to realize that the proposed master problem and subproblems can be derived from the MDO problem through a sequence of three manipulations: (i) introduction of the target variables, (ii) introduction of an inexact penalty function, and (iii) decomposition.
The nondegeneracy result follows by showing that the nondegeneracy of an MDO minimizer is preserved by each of these transformations.
The remainder of this section is organized as follows. In Section 4.3.1 we discuss the assumptions and some useful notation. In Sections 4.3.2, 4.3.3, and 4.3.4 we show that the nondegeneracy of an MDO minimizer is preserved by each of the three transformations listed above.
Notation and assumptions
To simplify notation and without loss of generality, herein we consider the MDO problem composed of only two systems. The interested reader is referred to [11, 14] for an exposition with N systems. The MDO problem with two systems is:
where all functions and variables are as defined in (1).
We assume there exists a minimizer (x * , y * 1 , y * 2 ) and a Lagrange multiplier vector (λ * 1 , λ * 2 ) satisfying the KKT conditions for problem (10) . In addition, we assume that the functions in problem (10) Note that unlike in the analysis in [34, 15] we only assume the LICQ and not the SLICQ holds at the MDO minimizer.
Introducing target variables
The first manipulation applied to the MDO problem on our way to the proposed master problem is the introduction of the target variable vector z ∈ R n . The result is the following problem:
The following theorem shows that, given a nondegenerate MDO minimizer, there is an equivalent minimizer to problem (11) that is also nondegenerate. 
Proof: First we prove that the linear independence constraint qualification A.1 holds at a point (x, y 1 , y 2 ) for problem (10) iff it holds at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) . To see this, suppose that condition A.1 does not hold for problem (10) . Thus, there exists (λ 1 , λ 2 ) = 0 such that
whereĉ are the constraints active at (x, y 1 , y 2 ). Then it is easy to see that
with
Thus, condition A.1 does not hold for problem (11) . Conversely, assume there exists (λ 1 , λ 2 , λ 3 , λ 4 ) = 0 such that equation (14) holds. Then, by the first and second rows in (14) we know that
This, by the third, fourth, and fifth rows in (14) shows that equation (13) holds for (λ 1 , λ 2 ).
Now we turn to proving that (x, y 1 , y 2 ) satisfies the KKT conditions with the Lagrange multiplier vector (λ 1 , λ 2 ) for problem (10) iff (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x satisfies the KKT conditions with the Lagrange multiplier vector given by (12) for problem (11) . First, note that obviously the feasibility conditions (45)-(46) are satisfied at (x, y 1 , y 2 ) for problem (10) iff they are satisfied at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) . Moreover, assume there exists (λ 1 , λ 2 ) ≥ 0 satisfying the complementarity condition (47) at (x, y 1 , y 2 ) such that
Then we obviously have that
with λ as given by (12) . Conversely, if there exists (λ 1 , λ 2 , λ 3 , λ 4 ) satisfying equation (16) , then by the first and second rows in (16) we know that
Then, by the third, fourth, and fifth rows in (16) we know that equation (15) is satisfied at (x, y 1 , y 2 ) with Lagrange multipliers (λ 1 , λ 2 ). Furthermore, it is clear that the complementarity and nonnegativity conditions (47) and (48) hold at (x, y 1 , y 2 ) for problem (10) with (λ 1 , λ 2 ) iff they hold at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) with the Lagrange multiplier given by (12) .
To see that the strict complementarity slackness conditions A.2 hold at (x, y 1 , y 2 ) for problem (10) with (λ 1 , λ 2 ) iff they hold at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) with the Lagrange multiplier given by (12) , simply note that the Lagrange multipliers associated with the inequality constraints are the same for both problems (λ 1 , λ 2 ).
It only remains to show that the second order sufficient conditions for optimality A.3 hold at (x, y 1 , y 2 )
for problem (10) with (λ 1 , λ 2 ) iff they hold at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) with the Lagrange multiplier given by (12) . To prove this, we first note that there is a one-to-one correspondence between the vectors tangent to the inequality constraints active at (x, y 1 , y 2 ) for problem (10) and the vectors tangent to the equality and inequality constraints active at (x 1 , x 2 , y 1 , y 2 , z) with x 1 , x 2 , and z equal to x for problem (11) . In particular, given
whereĉ are the inequalities active at (x, y 1 , y 2 ), we know that τ 2 = (τ x1 , τ x2 , τ y1 , τ y2 , τ z ) with τ x1 , τ x2 , and τ z equal to τ x satisfies
Conversely, if (18), then we know that τ x 1 and τ x 2 are equal to τ z and that τ 1 = (τ x , τ y 1 , τ y 2 ) with τ x = τ z satisfies (17) . Finally, given τ 1 = (τ x , τ y 1 , τ y 2 ) and
, and τ z equal to τ x , it is easy to see from the form of problems (10) and (11) 
Introducing an inexact penalty function
The second transformation operated on problem (10) in order to obtain the desired master problem is the introduction of an inexact penalty function. We use a quadratic penalty function to remove the equality constraints in problem (11) to derive the following problem:
The following theorem follows from Theorems 14 and 17 in [18] and shows that the nondegeneracy of a minimizer to problem (11) is preserved by the transformation introduced above. 
Decomposition
Note that problem (19) can be decomposed into N independent subproblems by simply setting the target variables to a fixed value. The subproblem optimal-value functions can then be used to define a master 13 problem. The result is the IPD decomposition algorithm. Namely, solve the following master problem
where F * i (z) is the ith subproblem optimal-value function
In this section, we show that the nondegeneracy of a minimizer to problem (19) is preserved by the decomposition described above. First, we introduce some useful definitions. is a semi-local minimizer to problem (20) , and (ii) there exists a neighborhood
The following lemma shows that a nondegenerate minimizer to problem (19) is also a strict local minimizer to problem (20) . 
In particular, for all ( 
where λ = (λ 1 , λ 2 ). The first four rows in (23) show that the KKT conditions hold for the ith subproblem (21) 
is a minimizer to problem (19) satisfying the nondegeneracy conditions A.1-A.3 with Lagrange multipliers
, then: 
the objective function of the master problem (20) can be defined locally as a twice continuously-
These trajectories define in turn a unique twice continuouslydifferentiable function F * (z) on N (z * ).
To prove Part 2, first we show that z * is a minimizer to F * (z) and then we prove that it satisfies the second order sufficient conditions. From Part 1, we know that there exists a twice continuouslydifferentiable trajectory of minimizers to the ith subproblem (x i (z), y i (z)) defined in a neighborhood N 1 (z * ). Then, by the differentiability of these trajectories, we know that for all 2 > 0 there exists 3 > 0 such that 3 < 1 and for all z ∈ N 3 (z * ), It only remains to show that the second order sufficient conditions hold at z * for the master problem.
It suffices to show that for all nonzero v ∈ R n ,
But note that
2 ) satisfies the strict complementarity slackness conditions A.2 for problem (19) , and the implicit function theorem guarantees that the active set remains fixed for small r we know that
where L is the Lagrangian function for problem (19) and X(r) = (
The first derivative of the Lagrangian function with respect to r is
and the second derivative is
Because X(0) satisfies the KKT conditions for problem (19) , (25) at r = 0 gives
The differentiability and feasibility with respect to problem (19) of X(r) for r small, together with the fact that the linear independence constraint qualification holds at X * for problem (19) 
Local Convergence
In this section we use the nondegeneracy results of the previous section to analyze the local convergence properties of the proposed decomposition algorithm. In particular, we show in the following theorem that, for each value of the penalty parameter, the BFGS quasi-Newton method proposed to solve the master problem (Step 2 in Figure 1 ) converges locally at a superlinear rate. Moreover, we show that the sequential quadratic programming algorithm NPSOL converges locally at a superlinear rate when applied to the subproblem (21). Figure 1 ) converge locally and superlinearly to z * (γ). know that F * (z) may be defined locally as a twice continuously-differentiable function and its Hessian matrix is positive definite at z * (γ). The local and superlinear convergence of the iterates generated by the master problem algorithm follows from standard theory for quasi-Newton unconstrained optimization algorithms [19] .
For each γ ∈ (1/ 1 , ∞) there exists 2 > 0 such that there exists a locally unique trajectory
(x i (z k ), y i (z k )) of
minimizers to the ith subproblem (21) satisfying the nondegeneracy conditions
From Theorems 4.1, 4.2, and 4.6 we know that there exists a minimizer to the ith subproblem 
Exact Penalty Decomposition
In the previous section, we proposed a decomposition algorithm based on the use of an inexact penalty function. In this section, we propose a decomposition algorithm based on an exact penalty function.
The advantage is that, with an exact penalty function, the exact solution (x i = z) is computed for finite values of the penalty parameter and thus we avoid the ill-conditioning introduced by large penalty parameters [28, Chapter 17] . The difficulty is that exact penalty functions are nonsmooth. We show that this difficulty can be overcome by employing barrier terms in conjunction with the exact penalty function. We term the algorithm Exact Penalty Decomposition (EPD).
Despite the obvious differences between the IPD and EPD formulations, the convergence analysis and results for both algorithms are strikingly similar. For the sake of brevity, we will not include those proofs that can be easily inferred from their counterparts for IPD.
The rest of this section is organized as follows. In Section 5.1, we formulate the proposed master problem and subproblems. In Section 5.2, we describe the optimization algorithms used to solve the master problem and the subproblems. In Section 5.3, we show that, under standard nondegeneracy assumptions on the MDO minimizer, the proposed master problem and subproblems are nondegenerate as well. Using these nondegeneracy results, we show in Section 5.4 that the optimization algorithms used to solve the master problem and the subproblems converge locally at a superlinear rate.
Formulation
As in CO and IPD, in EPD we allow the global variables to take a different value x i within each of the subproblems. However, instead of using a quadratic penalty function, we use the l 1 exact penalty
|x ij − z j | to enforce the global variables x i to converge to the target variables z. But in order to avoid the nonsmoothness of the absolute value function, rather than using the l 1 exact penalty function explicitly, we introduce the elastic variables s i and t i . The result of introducing the 19 elastic variables is the following master problem:
where F * i (z) is the ith subproblem optimal-value function,
It is obvious that, at a minimizer to subproblem (26) ,
Moreover, when using the exact penalty function, we have that for γ sufficiently large but finite
it is easy to show that, even if the linear independence constraint qualification holds at a minimizer to problem (10), the gradients of the active constraints at the minimizer to subproblem (26) are not linearly independent in general. This, by standard sensitivity theory [18] , implies that the optimal-value function F * i (z) in the above master problem is not smooth in general. Fortunately, as we will show in the rest of this section, this difficulty can be overcome by introducing barrier terms to remove the nonnegativity constraints from the subproblems. The result is the exact penalty decomposition algorithm: solve the following master problem for a decreasing sequence of barrier
where F * i (z) 1 is the optimal-value function of the i-th subproblem,
Algorithm Statement
To solve the EPD master problem (27) , we use the same BFGS quasi-Newton method we proposed for the IPD master problem. However, we use a primal-dual interior-point method [36] to solve the subproblems (28) . These methods are especially designed to deal with problems that include barrier functions. We coded the method in the MATLAB file PDSOL.
The master problem objective F * (z k ) can be computed from the subproblem minimizers (
Moreover, as we show in Section 5.3, the computed subproblem minimizers are nondegenerate provided z k is close to the master problem minimizer z * . Thus, standard sensitivity results [18] can be used to compute the master problem objective gradient as:
where λ zi are the Lagrange multipliers corresponding to the equality constraints
The proposed decomposition algorithm is outlined in Figure 2 .
Initialization: Initialize µ and choose γ sufficiently large. Set k := 0. Choose a starting point z0. For i = 1 : N , call PDSOL to find the subproblem minimizers (x i0 , y i0 , s i0 , t i0 ). Set the initial Hessian approximation B 0 equal to the identity. Choose σ ∈ (0, 1).
1. Barrier parameter update: decrease µ. 
Figure 2: Exact penalty decomposition
Note that, assuming we choose the initial penalty parameter sufficiently large, there is no need to update it. On the other hand, we need to progressively drive the barrier parameter to zero by decreasing it in Step 1. The only other difference with the IPD algorithm stated in Figure 1 is that we use PDSOL and not NPSOL to solve the subproblems.
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Nondegeneracy Results
In this section, we show that, given a nondegenerate MDO minimizer, there exists an equivalent minimizer to the EPD master problem and subproblems that is nondegenerate as well. To prove the result, it is essential to note that the EPD master problem (27) can be derived from the MDO problem through a sequence of three manipulations: (i) introduction of target and elastic variables, (ii) introduction of barrier terms, and (iii) decomposition. The nondegeneracy result follows by showing that the nondegeneracy of an MDO minimizer is preserved by each of the transformations listed above. The analysis in this section parallels that in Section 4.3. For the sake of brevity, we will not include those proofs that can be easily inferred from their counterparts for IPD.
Notation and assumptions
As in IPD, to facilitate the exposition and without loss of generality, herein we consider the MDO problem composed of two systems (10) . The interested reader is referred to [11] for an exposition with more than one system. As in IPD, we assume there exists a KKT point w
2 ) for problem (10) satisfying the nondegeneracy conditions A.1-A.3. We also assume that the functions in problem (10) are three times continuously-differentiable in an open convex set containing w * .
Introducing target and elastic variables
The first manipulation applied to the MDO problem on our way to the proposed master problem is the introduction of the elastic variable vectors s i , t i ∈ R n and the target variable vector z ∈ R n . The result is the following problem:
where γ is the penalty parameter and e ∈ R n is the vector of ones.
The following theorem shows that, given a nondegenerate MDO minimizer, there exists an equivalent minimizer to problem (31) that is nondegenerate as well. 
Proof: First, we introduce some notation. Let
be the transposed Jacobian matrix for problem (10) and letĴ 
where I is the identity matrix of dimension n, and letĴ Now we prove that the linear independence constraint qualification A.1 holds at (x, y 1 , y 2 ) for problem (10) iff it holds at (x 1 , x 2 , y 1 , y 2 , s 1 , s 2 , t 1 , t 2 , z) with s 1 , s 2 , t 1 , t 2 = 0 and x 1 , x 2 , z = x for problem (31) .
To see this, suppose that condition A.1 does not hold for problem (10) . Thus, suppose there exists (λ 1 , λ 2 ) = 0 such thatĴ
Then it is easy to see thatĴ
where λ = (λ 1 , λ 2 , . . . , λ 8 ) with
Thus, condition A.1 does not hold for problem (31) . Conversely, it is easy to show by similar arguments that if there exists λ 1 , . . . , λ 8 = 0 such that equation (35) holds, then (34) holds for (λ 1 , λ 2 ) = 0.
Now we turn to the KKT conditions. First, it is obvious that the feasibility conditions (45)- (46) are satisfied at (x, y 1 , y 2 ) for problem (10) (47) at (x, y 1 , y 2 ) such that
with λ as given by (33 (33) and (36) is satisfied at (x, y 1 , y 2 ) for problem (10) (10) and (31) 
Hessian of the Lagrangian for problem (10) and ∇ 2 L 2 is the Hessian of the Lagrangian for problem (31).
Introducing barrier terms
The second transformation operated on problem (10) in order to obtain the desired master problem is the introduction of barrier terms to remove the nonnegativity bounds. The result is the following problem:
where µ is the barrier parameter.
The following theorem follows from Theorems 14 and 17 in [18] and shows that the nondegeneracy of a minimizer to problem (31) is preserved through the transformation introduced above. 
Decomposition
Note that problem (40) can be decomposed into N independent subproblems by simply setting the target variables to a fixed value. The subproblem optimal-value functions can then be used to define a master 25 problem. The result is the EPD master problem
In this section, we show that the nondegeneracy of a minimizer to (40) is preserved by the decomposition described above.
The proof to the following lemma parallels that of Lemma 4.5. 
where λ = (λ 1 , λ 2 , λ 3 , λ 4 ). But notice that by the first, third, fifth, and seventh rows in (43) 
with τ x2 , τ y2 , τ s2 , τ t2 , τ z = 0 is tangent to the equality and active inequality constraints for problem (40).
Moreover, it is easy to see that τ 
Local Convergence
In the following theorem we show that, for each value of the barrier parameter, the BFGS quasi-Newton method proposed to solve the master problem (Step 2 in Figure 2 ) converges locally at a superlinear rate.
Moreover, we show that the primal-dual interior-point method PDSOL converges locally at a superlinear rate when applied to the subproblem (42).
To address this question, in this section we give a preliminary analysis the numerical performance of IPD and EPD. A thorough computational test is out of the scope of this paper and will be done elsewhere.
Our preliminary results show that the numerical performance of our algorithms is not seriously impacted by the ill-conditioning of the penalty and barrier functions. We compare our algorithms with the Progressive Hedging Algorithm (PHA) [29] . The PHA uses an augmented Lagrangian function to break the MDO problem into a set of subproblems. We ran IPD, EPD, and PHA on 30 test problems from [13] . For PHA, we use three different values of the penalty parameter γ = 0.01, 1, 100. All results were obtained using MATLAB 5.3 on a Dell laptop with an 800
MHz Pentium III, 256MB RAM and running under WINDOWS 2000. The total time needed to solve the 30 test problems was less than two hours.
The results are given in Table 1 . The first four columns give information about the test problem. The numerical performance of each decomposition algorithm is described by two columns. The first column gives the number of subproblems that had to be solved in order to find the overall minimizer. This quantity measures the amount of communication required between the master problem and the subproblems. In situations were this communication is expensive, such as in the context of the multidisciplinary design optimization problem, this is the main measure of the effectiveness of a decomposition algorithm.
We interrupted the execution of the decomposition algorithms when a maximum of 400 subproblems were solved; that is, a 400 means the decomposition algorithm failed to find a stationary point after solving 400 subproblems. The second column is the average number of function evaluations needed to solve each subproblem. Finally, note that IPD could not be applied to solve nonlinear test problems because the subproblem solver PDSOL is capable of solving only quadratic programs.
The main insight from the numerical results is that whereas IPD and EPD found stationary points for all test problems, PHA reached the maximum number of subproblems (400) Table 1 : Numerical results: the first four columns describe the test problem. In the first column, Q means quadratic program and N means nonlinear program. In the second column, C means convex, N means nonconvex. In the third column, S means strong linear independence constraint qualification and L means linear independence constraint qualification. The fourth column is the number of variables. For each algorithm we give the number of subproblems solved (sub) and the average number of function evaluations per subproblem (fun). We interrupt the execution of an algorithm when it reaches 400 subproblems. EPD can not solve nonlinear programs because the subproblem solver PDSOL is a quadratic programming solver.
point for most of the test problems and for all three values of the penalty parameter. The reason is that while IPD and EPD converge at a superlinear rate for each value of the penalty and barrier parameters, the PHA achieves only a linear convergence rate and, for the test problems tried, with a convergence constant very close to one. Table 2 illustrates the typical convergence rate of the three algorithms. Note that the number of subproblems that had to be solved in order to find the overall minimizer is quite similar for IPD and EPD. However, the average number of function evaluations needed to solve each subproblem is substantially larger for IPD. The reason for this is that the IPD subproblem solver (NPSOL) makes use only of first derivatives, whereas the EPD subproblem solver (PDSOL) uses also second derivatives. Notice also that the computational effort required to solve test problems satisfying only the linear independence constraint qualification (LICQ) is an order of magnitude larger than that required to solve test problems satisfying the strong linear independence constraint qualification (SLICQ).
This confirms that the distinction between LICQ and SLICQ is also important in practice.
To analyze the effect that the number of global variables has on the computational effort, we solved a number of test problems with the same number of global variables but with an increasing number of local variables. The number of subproblems needed to find a stationary point remained roughly constant for all test problems. This seems to imply that the computational effort will depend mostly on the number of global variables.
Finally, note that the CO algorithm cannot be run on our test-problem set because it is designed for OPGVs whose objective function depends exclusively on the global variables. However, IPD and EPD successfully solved the two sample test problems proposed in [2] on which CO failed.
Conclusion
We propose two bilevel decomposition algorithms and show that their master problem and subproblems are nondegenerate. As a consequence, we show that they converge locally at a superlinear rate for each 31 value of the penalty and barrier parameters. Our preliminary computational experiments show that the performance of our algorithms is not seriously impacted by the ill-conditioning associated with the penalty and barrier functions. In fact, our algorithms perform better on the test problems tried than the progressive hedging algorithm [29] . We believe IPD and EPD will be especially efficient when applied to problems having only a few global variables and a large number of local variables.
