In this note, by using the theory of vertex operator algebras, we gave a new proof of a famous Ramanujan's (modulus 5) modular equation from his "Lost Notebook" (p.139 [R]). Moreover, we obtained an infinite list of q-identities for all the odd moduli; thus we generalized the result of Ramanujan.
Introduction
According to Hardy (cf. [A] , p.177): "..If I had to select one formula from all Ramanujan's work, I would agree agree with Major MacMahon in selecting... 
where p(n) is the number of partitions of n". Closely related to formula (1) is a pair of q-identities recorded by Ramanujan in his "Lost Notebook" (cf. p.139-140, [R] ):
and n≥1 n 5
where n 5 is the Legendre symbol and (a, q) ∞ = (1 − a)(1 − aq) · · · .
As a matter of fact we can talk about a single identity (cf. [C2] ) because (3) can be obtained from (2) by applying a Hecke's result (see, for instance, p. 119 [My] ). By now there are several proofs of (2) and (3) in the literature. The first proof was given by Bailey ([B1] and [B2] ) by using the 6 Ψ 6 -summation. For recent proofs see, for instance, [Rg] , [C1] and references therein. For an extensive account on Ramanujan's modular identities see [Br] .
Virasoro algebra and the minimal models
The Virasoro algebra V ir (cf. [FFu1] , [KR] ) is defined as the unique non-trivial central extension of the Lie algebra of polynomial vector fields on C * . It is generated by L n and C, with bracket relations [L m , L n 
where δ m+n,0 is the Kronecker symbol and C is the central element. Let M be a V ir-module. We will denote the action of L n on M by L(n). Also, for c, h ∈ C we denote by M (c, h) the Verma module for V ir. By L(c, h) (cf. [FFu1] ) we denote the irreducible highest weight module of V ir with central charge c ∈ C and weight h ∈ C; meaning L(c, h) is irreducible and generated by a highest weight vector v c,h , satisfying
There is an infinite, distinguished, family of irreducible highest weight modules L(c p.q , h m,n ) (i.e., minimal models) parameterized by the central charge
where p, q ∈ N, p, q ≥ 2, (p, q) = 1 and the weight
All the modules L(c p,q , h m,n ) are naturally graded with respect to action of L(0). Moreover, the graded subspaces are finitedimensional. Hence, to every highest weight module, one can associated its graded dimensions, q-trace, or simply the character of L(c p.q , h m,n ) defined as
where q is (for now) just a formal variable. For future purposes we also let
A complete and precise description of all the modules L(c, h) was obtained by Feigin and Fuchs in eighties [FFu1] - [FFu2] . In particular, they obtained explicit formulas for all the characters (5). From their result it is not hard to see, by applying Jacobi's triple product identity, that minimal models with the central charge c 2,2n+1 , n ≥ 1 admit an infinite product form (see [FFr] ). We will consider first the case c = c 2,5 = −22/5, which leads to RogersRamanujan identities [FFr] and Ramanujan's modular equation mentioned in the introduction. In this case there are exactly two minimal models
These two representations correspond to p = 2, q = 5; m = n = 1 and m = 2, n = 1. It is known that, after we apply the Jacobi triple product identity, that
and
3 Vertex Operator Algebras and Modular invariance
It is possible to show that the vector space spanned by expressions (6) and (7) becomes modular invariant (SL(2, Z)-module) after a small modification. Let us multiply (6) and (7) by q 11/60 . Then the vector space spanned bȳ ch −22/5,0 (q) = q (1 − q 5n+2 )(1 − q 5n+3 )
is modular invariant (with respect to Γ(1) = SL(2, Z)). We shall not give a direct proof here; rather it will follow as a consequence of one of the main results in the theory of vertex operator algebras (see Corollary 3.4). For the definition of vertex operator algebras and modules see [FHL] . Also, we will need a notion of an irreducible module for vertex operator algebras [FHL] . It is well-known (cf. [Zh] , [H] , [W] ) that the so-called vacuum module
can be equipped with (a nontrivial) vertex operator algebra structure such that
and ω = L(−2)1.
By quotienting V (c, 0) by the maximal ideal one obtains another (simple) vertex operator algebra L(c, 0). However, L(c, 0) is not very interesting for all the values of c. But, in the case c = c 2,2k+1 (more precisely c = c p,q ), the representation theory of L(c 2,2k+1 , 0) becomes surprisingly simple (cf. [Zh] , [W] ).
In particular, the only irreducible L −22
Strictly speaking, the previous result is a reformulation, in the language of vertex operator algebras, of a result due to Feigin and Fuchs [FFu3] .
Let V be an arbitrary vertex operator algebra and suppose that u ∈ V is a homogeneous element. Let
where
and (e y − 1)
The following theorem was proven in [H] (see also Zhu [Zh] and [L] ).
) be a vertex operator algebra and
The quadruple (V, Y [·, y],ω, 1) has a vertex operator algebra structure isomorphic to vertex operator algebra (V, Y (·, y), ω, 1).
It is convenient to introduceL
The following theorem is essentially due to Zhu [Zh] (for further generalizations and modifications see [DLM1] ).
Theorem 3.3 Let V be a rational vertex operator algebra which satisfies the
Then the vector space spanned by
is modular invariant with respect to Γ(1), where γ acts on the modulus τ in the standard way
The previous theorem implies the following result (even though we will not use it in the rest of the paper). Let us denote byG 2k (q), k ≥ 1, (normalized) Eisenstein series given by their q-expansionsG
where B 2k , k ≥ 1, are Bernoulli numbers. In particular,
The vector space spanned by u −2 v, u, v ∈ V has a finite codimension (inside V ) [DLM1] .
Our normalization is convenient because all the coefficients in the q-expansion of G 2k (q) are rational numbers (notice that Zhu [Zh] used a different normalization, cf. [M2] ). The following result was proven in [Zh] (also it is a consequence of a more general result obtained in [M1] and [DMN] ).
Theorem 3.5
. (10) 4 Differential equation
In this section we obtain a second order linear differential equation with a fundamental system of solutions given bych −22/5,0 (q) andch −22/5,−1/5 (q). We should mention that Kaneko and Zagier (cf. [KZ] ) considered some related second order differential equations.
Theorem 4.1 LetG 2 (q) andG 4 (q) be as above with q = e 2πiτ . Then,ch −22/5,0 (q) andch −22/5,−1/5 (q) form a fundamental system of solutions of
Proof: It is enough to show that bothch −22/5,0 (q) andch −22/5,−1/5 (q) satisfy the equation (11). Firstly, from the structure of Verma modules for the Virasoro algebra [FFu1] it follows that
More precisely, these two vectors generate the maximal submodule of the Verma
In particular, we may set M = L −22
5 . Now we apply the formula (10) and the fact (cf. [Zh] 
for every v ∈ V . In particular, we can pick v = L[−3]1, and M to be a L
−22
5 , 0 -module, which implies that
The previous formula implies
Now, we apply (3.5) and
Remark 4.2 In some sense (cf. [FFr] 
) (13) is related to "difference-two condition at the distance one" condition (cf. [A]). More precisely, Feigin and Frenkel used (12) (and the sewing rules obtained in [BFM]) to give a conformal field theoretical proof of Rogers-Ramanujan identities and their generalizations (due to Gordon).
Now, we prove our main results. Let 
Proof: The proof will follow from the following result (due to Abel) [Hi] . Let Ω ⊂ C be a domain and P 1 (z) and P 2 (z) be two holomorphic functions inside D.
Suppose that y 1 and y 2 form a fundamental system of solutions of the differential equation
Then we have the formula
is the Wronskian of the system, z 0 ∈ Ω, and the integration goes along any rectifiable path in Ω. We will apply this formula to (11). First of all, notice that our linear differential equation can be written in terms of τ , rather than q, where we can take Ω to be the upper-half plane.
If we multiply the whole equation with (2πi) 2 , we get
Now, for the fundamental system of (17) we, of course, take H 1 (τ ) =ch −22/5,−1/5 (τ ) and H 2 (τ ) =ch −22/5,0 (τ ).
It is easy to compute the Wronskian by using the infinite-product expressions forch −22/5,0 (τ ) andch −22/5,−1/5 (τ ).
Hence, by combining (18) and (17) together with the formula (16) we get
where we used the fact that
On the other hand
The previous formula implies (ODE argument)
where C is some constant that does not depend on τ . Now, (19), (20) and (22) imply that
Therefore
By comparing the first terms on both sides we get
If we multiply (24) by −5 we get
A recursion formula
In this section we derive, as a byproduct, a recursion formula (inefficient for computation though) for the number of partitions of n in parts of the form 5i + 1 and 5i + 4, i ≥ 0, and a similar formula for the partitions of n in parts of the form 5i + 2 and 5i + 3, i ≥ 0. Alternatively, if we recall Rogers-Ramanujan identities [A] , one can think of numbers of partitions satisfying the "difference two condition at the distance one" and the "difference two condition at the distance one" with the smallest part > 1. We need some notation though. Let
We define sequences a(n) and b(n) by
.
Now, our result is
Theorem 5.1 For every n ≥ 1,
Proof: Easy computations. From the differential equation (11) we obtain a pair of differential equations (each for L i (q), i = 1, 2). If we extract Coeff q n from each of these equations we get formulas (26) and (27).
General Case
Gordon's identities (cf. [A] ) are generalizations of Rogers-Ramanujan identities for the odd moduli. It is known (cf. [FFu1] - [FFu2] , [FFr] ) that product sides appearing in Gordon's identities are closely related to Virasoro minimal models with c = c 2,2k+1 , k ≥ 2. More precisely,
where i = 1, ..., k. Let us also recall that, once we fix k ≥ 2, there are exactly k (non-equivalent) irreducible modules for the vertex operator algebra L(c 2,2k+1 , 0) (cf. [W] ). Let us multiply all the (normalized) characters with the central charge c 2,2k+1 , i.e.,
Miraculously,
From the previous lemma it follows that
Lemma 6.2 Denote byh
24 ,
Proof: Easy calculation. The following Lemma is crucial for our considerations.
Lemma 6.3 There exists a homogeneous vector v sing ∈ U (Vir − ) of the form
is a singular vector 2 inside M (c 2,2k+1 , 0). Here dots denote lower order terms with respect to natural filtration inside U (Vir − ).
Proof: See [FFu1] and [FFr] .
Lemma 6.4 There exists a k-the order linear differential equation
where dots denotes lower order terms, with a fundamental system of solutions beingc h| c 2,2k+1 ,hi,1 (q), i = 1, ..., k.
Proof: From Lemma 6.3 it follows that
holds inside L(c 2,2k+1 , 0). If we apply Theorem 10 and (31) we get a k-th order linear differential equation (cf. [Zh] ) of the form (30). For every n ∈ N, define a nonlinear differential operators P n (· ) in the following way:
where (h(q))
. for any functions f (q) and g(q). For instance,
By using the Faà di Bruno formula we get
where summation goes over all the n-tuples i 1 , ..., i n ≥ 0 such that n = i 1 + 2i 2 + · · · + ni n . We will need certain shifted Faà di Bruno operators which we define as
where, n ≥ 1, and again summation goes over all the n-tuples i 1 , ..., i n ≥ 0, such that n = i 1 + 2i 2 + · · · + ni n . For instancē
Theorem 6.5 Let us define
Denote byP j the j-th, shifted Faà di Bruno operator. Then
Proof: As in the k = 2 case one writes down Wronskian of the system and uses Abel's formula. Then, we apply Lemma 6.1 and 6.4. To figure out the constant of integration we use Lemma 6.2. Now, the proof follows.
Example: a modulus identity
Here, we derive a q-identity in the case c 2,7 = − 
(a) As we mentioned in the introduction, Ramanujan [R] discovered a pair of modular identities (with modulus 7) which involve the Legendre symbol · 7 .
In our case, i.e. (33), Legendre symbols are absent but there are some other interesting features involved [M2] .
(b) It is tempting to apply methods from this paper to other rational vertex operator algebras (e.g. WZW models, N = 1 and N = 2 superconformal models [M2] ). Zhu's work [Zh] indicates that C 2 -condition implies existence of certain differential equation so, hopefully, one can obtain many interesting modular identities.
