Relaxed synchronization and access to fragmented spectrum are considered for future generations of wireless networks. Frequency division multiple access for filter bank multicarrier (FBMC) modulation provides promising performance without strict synchronization requirements contrary to conventional orthogonal frequency division multiplexing (OFDM). The architecture of a FBMC receiver suitable for this scenario is considered. Carrier frequency offset (CFO) compensation is combined with intercarrier interference (ICI) cancellation and performs well under very large frequency offsets. Channel estimation and interpolation had to be adapted and proved effective even for heavily fragmented spectrum usage. Channel equalization can sustain large delay spread. Because all the receiver baseband signal processing functionalities are proposed in the frequency domain, the overall architecture is suitable for multiuser asynchronous transmission on fragmented spectrum.
Introduction
The current generation of cellular physical layers such as used by Long Term Evolution (LTE) and LTE Advanced have been optimized to deliver high-bandwidth pipes to wireless users but require strict synchronism and orthogonality between users within a single cell. The advent of the smart phone and the expected explosion of MachineType Communication (MTC) are posing new and unexpected challenges. Fast dormancy necessary for these types of equipment to save battery power has resulted in significant control signalling growth. Furthermore, as the availability of large amounts of contiguous spectrum is getting more and more difficult to guarantee, the aggregation of non-contiguous frequency bands has to be considered. Therefore relaxed synchronization and access to fragmented spectrum are key parameters for future generations of wireless networks [1] . This requirement of spectrum agility has encouraged the study of alternative multicarrier waveforms such as filter bank multicarrier (FBMC) to provide better adjacent channel leakage performance without compromising spectral efficiency [2] . frequency division multiple access (FDMA) *Correspondence: jean-baptiste.dore@cea.fr CEA Leti, 17 rue des Martyrs, Grenoble 38054, France has already been considered for FBMC and provides promising performance without strict synchronization [3] between users. However, efficient frequency domain FBMC receiver algorithms have to be considered to fully benefit from the scheme. A first attempt at a practical implementation in the frequency domain for FBMC has been proposed in [4] . Synchronization and channel estimation are also based on the use of a training sequence but performance is limited by intercarrier interference (ICI) in the presence of large carrier frequency offset (CFO). This paper presents an architecture of a FBMC receiver suitable for asynchronous multiuser FDMA with very relaxed synchronization constraints: timing synchronization, CFO compensation and channel equalization are addressed.
Correction of CFO has been largely documented for orthogonal frequency division multiplexing (OFDM) [5] and FBMC [6] . A coarse CFO compensation in the time domain is necessary prior to a phase tracking in the frequency domain in order to limit ICI. As a different level of frequency offset is associated with each user, these solutions require as many receivers as users and are not suitable for practical implementation. Alternative signal processing methods for CFO compensation in the frequency domain should be developed. Iterative ICI cancellation has been proposed through iterative inversion http://asp.eurasipjournals.com/content/2014/1/41 techniques [7] or turbo processing [8] but is extremely complex to implement. The authors of [9] proposed an interesting method in the context of an orthogonal frequency division multiple access (OFDMA) uplink network. This method compensates CFO after fast Fourier transform (FFT) using a circular convolution. A good trade-off between performance and complexity is demonstrated. A low complexity CFO compensation method for FBMC -FDMA based on this method has been investigated in this paper.
Channel estimation is a necessary process before demodulation as the radio channel is frequency selective. For multicarrier modulation systems, the estimation is usually performed by sending a training data sequence, called pilot tones, on a set of carriers known to the receiver. The channel is then estimated at the pilot frequencies using the classical least squares (LS) or minimum mean-square error (MMSE) estimators [10] . When pilot tones are not available on every carrier, a process of interpolation is required to recover the complete channel response [11] . The interpolation may be done in the time domain [12] . A time-domain channel impulse response is obtained using an inverse Fourier transform of the channel estimated at the pilot frequencies. A filter may then be applied to reduce noise effects and border effects. An interpolated frequency domain channel is then processed by Fourier transform. Another solution may be to interpolate the channel in the frequency domain. Many algorithms, such as linear interpolation, low-pass filtering and spline cubic interpolation have been proposed [13, 14] . For most interpolation schemes, the channel is poorly interpolated on the carrier located on the edges of the frequency band. This effect may be neglected when the number of carriers per contiguous frequency band is large but may lead to significant performance degradation of the overall system when the multicarrier modulation is applied to a fragmented spectrum. A robust interpolation scheme for the complete spectrum, including the edges is therefore critical. A solution has already been proposed in [12] using interpolation in the time domain. Performance is increased at the price of higher complexity. Furthermore, instability issues are not addressed and may lead to noise enhancement. A stable and robust scheme based on interpolation filters in the frequency domain is proposed in this paper.
Conventional equalization techniques for FBMC are suitable for multiuser reception. Good spectral containment introduced by the matched filter of the receiver helps to avoid distortion from non-synchronous users. Channel equalization may therefore be independently processed per user. However, if the conventional polyphase network FBMC implementation is employed, then equalization has to be carried out in the time domain. To cope with this issue, frequency-spreading FBMC is considered [15] : at the cost of a significantly larger FFT (the size of the FFT is multiplied by the overlapping ratio), equalization may be efficiently done using a one-tap complex coefficient per subcarrier. A high-performance equalization scheme is described in this paper. Performance of the receiver is evaluated and discussed.
The paper is organized as follows: In Section 2, the overall context for a multiuser asynchronous environment is presented and the benefits FBMC waveforms have in this context are developped. Then in Section 3, the complete architecture of a FBMC receiver adapted to these scenarios is described and performance results are given. In Section 4, the main features and results are summarized and some perspectives are provided.
Asynchronous multiuser context

FBMC
Single-carrier (SC) FDMA has been chosen for the LTE to provide radio resource access for mobile users to the base station. This uplink multiuser access technique provides flexible resource allocation and is spectrally efficient. However, frequency offset between users should be strictly contained and received data signal should be aligned. If these synchronization requirements are not fulfilled, the orthogonality condition is not respected: intercarrier and intersymbol interference dramatically deteriorate performance. In order to guarantee mobility, the base station constantly monitors the time of arrival of received transmission signals. Signaling is sent to the mobile user via the downlink channel in order to synchronize this time of arrival at the base station. This constant exchange of control information introduces an overhead on the network that could be significant for asynchronous data communication services such as web access or machine-to-machine communications.
A multicarrier system can be described by a synthesisanalysis filter bank, i.e. a trans-multiplexer structure. The synthesis filter bank is composed of all the parallel transmit filters and the analysis filter bank consists of all the matched receive filters. The most widely used multicarrier technique is OFDM, based on the use of inverse and forward FFT for the analysis and the synthesis filter banks. The prototype filter of OFDM is a rectangular window whose size is equal to the duration of the FFT. At the receiver, perfect signal recovery is possible under ideal channel conditions thanks to the orthogonality of the prototype filters. Nevertheless, under more realistic multipath channels, a data rate loss is induced by the mandatory introduction of a cyclic prefix (CP), longer than the impulse response of the channel. FBMC waveforms utilize a more advanced prototype filter design to better localize the subcarriers. The prototype filter used in this paper is based on the frequency sampling technique. This technique gives the advantage of using a closed-form http://asp.eurasipjournals.com/content/2014/1/41 representation that includes only a few adjustable design parameters. The most significant parameter is the duration of the impulse response of the prototype filter also called overlapping factor, K. The impulse response of the prototype filter is given by [16] 
where 2 for an overlapping factor of K = 4 and N is the number of carriers. In the following sections, the term carrier will refer to one of these N carriers and the term subcarrier will refer to one of the KN frequency domain FFT outputs at the receiver (see Section 3.1). The larger the overlapping factor K, the more localized the signal will be in frequency. In filter bank-based systems, transmit pulses are localized in time and in frequency. The orthogonality between carriers is maintained by introducing half a symbol period delay between the in-phase and the quadrature components of every complex symbol. The well-adjusted frequency localization of the prototype filter guarantees that only adjacent carriers interfere with each other. This justifies the use of FBMC waveforms in a non-synchronous context and particularly for the fragmented scenario. Nevertheless, adjacent carriers significantly overlap with this kind of filtering. In order to keep adjacent carriers orthogonal, real and pure imaginary values alternate on successive carrier frequencies and on successive transmitted symbols for a given carrier at the transmitter side. In order to maximize spectral efficiency of the offset QAM (OQAM) modulation, the symbol period T is halved.
FDMA access schemes have already been considered for FBMC modulations [3] , but access on fragmented spectrum has not been envisaged yet. Fragmented spectrum may be viewed as the consequence of relaxed extension of channel aggregation for mobile communications. A user may access more than one frequency band being contiguous or not in frequency at any given time. The relaxed synchronization between multiple users, i.e., users are not strictly synchronized in time, could lead to the generation of a heavily fragmented spectrum both in time and frequency. An example of the resulting spectrum is depicted in Figure 1 . This phenomenon should be further exacerbated as messages get shorter as is often the case in machine-to-machine communications.
FBMC-FDMA access schemes appear therefore to be a very promising flexible multicarrier waveform. Efficient implementations of the FBMC-FDMA receivers should thus be considered in such multiuser asynchronous environments. A solution for this context is investigated in this paper.
Proposed burst structure
In order to keep a flexible frequency and time block allocation, a preamble-based burst approach is considered. Synchronization and channel estimation is performed using the training sequence. Its structure has been defined and is illustrated in Figure 2 . It is composed of a preamble of duration P-FBMC symbols (P is set to 4 in Figure 2 ). The preamble has been designed to accurately detect the start of the burst and gives an estimate of the channel frequency response while preserving the localization properties of the FBMC signal. It is mainly composed of pilot carriers spaced every D active carriers for the whole duration of the preamble (D is set to 4 in Figure 2 ). The pilot carriers are designed so that the signal transmitted on each pilot carrier is constant for the duration of the preamble. Synchronization carriers are added on the first multicarrier symbol but are more sparsely distributed than pilot carriers. These are designed to accurately estimate the start of burst. By implementing at the receiver, all the baseband signal processing functions in the frequency domain, the proposed scheme may be extended without loss of generalization to the aforementioned multiuser asynchronous environment.
Notations
Bold letters denote vectors and matrices. Upper-case and lower-case letters denote frequency domain and time domain variables, respectively. The following notations are used:
F stands for the N ×N-DFT (discrete Fourier transform) matrix defined as:
where
N . Matlab notation was used to index the matrix. Therefore, A = B(:, 1 : U) means that A is built with the first U columns and all the rows of B.
Receiver architecture
Overview
A flexible architecture for multiuser asynchronous reception on fragmented spectrum is able to exploit the advantages of FBMC if the signal is efficiently demodulated in the frequency domain without a priori knowledge of the FFT timing alignment (i.e. the location of the FFT block, this property is called asynchronous FFT). A receiver architecture based on this assumption is depicted in Figure 3 . An asynchronous FFT of size KN is processed every block of N/2 samples generating KN points, i.e. if r m is the mth received vector, a KN-point FFT is computed
These successive KN points are stored in a memory unit.
The detection of a start of burst is then achieved on the frequency domain (i.e. at the output of the FFT) using a priori information from the preamble. CFO is first estimated using the pilot subcarrier information of the preamble by computing the phase of the product between two consecutive FBMC symbols at the location of the pilot subcarriers. The propagation channel is assumed static for the duration of the burst. As described in [17] , when large CFO correction is required, a first step in the estimation process consists of scanning the subcarriers around the pilot subcarrier locations to determine the subcarrier with the highest energy. A tracking algorithm of the CFO may complete the synchronization process when the duration of the burst is large and the accuracy of the preamblebased detection algorithm does not meet the required level [18] . CFO compensation is then performed in the frequency domain using a feed-forward approach.
The channel coefficients may be estimated on the pilot subcarriers of the preamble. Authors of [6, 19] have already considered a similar approach by introducing a phase term to correct the CFO. In Section 3.2, this technique is completed by an efficient algorithm that compensates inter-carrier interference. The channel is then estimated on the pilot subcarriers before being interpolated on every active subcarrier. The use of a KN-point FFT makes the interpolation particularly specific to this receiver and a description of the proposed algorithm is detailed in Section 3.3.
Once the channel is estimated on all the active subcarriers, a one-tap per subcarrier equalizer is applied http://asp.eurasipjournals.com/content/2014/1/41
Figure 3 Block diagram of the proposed receiver.
before filtering by the FBMC prototype filter (Section 3.4). Demapping and log-likelihood ratio (LLR) computation complete the inner receiver architecture. A soft-input forward error correction (FEC) decoder recovers finally the original message.
The asynchronous frequency domain processing of the receiver combined with the high stop-band attenuation of the FBMC prototype filter provides a receiver architecture that allows for multiuser asynchronous reception. FFT and Memory Unit are common modules, while the remaining of the receiver should be duplicated as many times as the number of parallel asynchronous users the system may tolerate. 
Carrier frequency offset compensation
where r CFO m ∈ C KN×1 is the received time domain vector, r i m ∈ C KN×1 is the time domain vector associated with user i, δ i is the CFO for user i relative to the carrier spacing (assuming N carriers), i is a random phase for user i and z m is the noise vector d i ∈ C KN×KN a diagonal matrix defined for user i by 
The considered scenario is an uplink asynchronous access with multiple different CFOs. Since CFOs associated with different users are different, correction must be performed separately for each user. The correction of the CFO for one given user cannot then be realized in the time domain with reasonable complexity as described by the authors of [9] . For this reason, we propose a frequency domain processing. Thanks to the very good frequency localization of the FBMC carriers, the asynchronous time reception of users does not cause any frequency interference between users (providing a frequency guard band of only one carrier). Thus, after FFT, the correction of the CFO in the frequency domain is described without loss of generality for one user. In the following, subscript index i is dropped. After KN fast Fourier transform, (3) becomeŝ
where Z m ∈ C KN×1 is the additive white Gaussian noise vector and C ∈ C KN× KN is a Toeplitz matrix defined by
The coefficients of C measure the level of intercarrier interference (ICI) and may be written as
From Equation 7, it can be noted that when Kδ = q, q ∈ Z, C is a subdiagonal matrix. q is denoted interger part of the CFO. The fractional part is labeled . The parameter δ http://asp.eurasipjournals.com/content/2014/1/41 may then be decomposed into its integer and its fractional part:
q ∈ Z and ∈ R with ∈ [−1/(2K); 1/(2K)]. Regardless of the integer part, q, ICI is only present when = 0. Assuming q is known, the required range of detection for δ may be very small. For instance, in the case of FBMC with a prototype filter of duration K = 4, the maximum level of ICI is introduced when = 12.5%.
Proposed correction scheme
As described in the previous section, CFO may be decomposed into integer and fractional parts. The integer part is easily corrected by a shift of q subcarriers at the output of the KN-point FFT. The phase term should then be compensated by a phase correction factor. A simple and efficient way to reduce ICI introduced by the factional part of the CFO, , may be achieved by complex filtering of the received sequence. In order to derive the complex coefficients of filter W that mitigates ICI, two criteria are considered:
• Zero-forcing criterion (): using Equation 5 , and omitting the phase term, which has been corrected, we define W such as:
By substituting C with the expression in (6), (9) may be rewritten as
As FF H = F H F = I and dd H = I, the filter W may be derived by
• Minimum mean square error criterion (): the filter may also be optimized to minimize the mean square error (MSE), taking the noise level at the receiver into account:
By taking the derivative of the expectation of the trace, the minimization problem becomes:
In the presence of the additive white Gaussian noise (AWGN), E Z m Z m H = σ 2 n I and if R is defined by E R m R m H = R , (13) becomes
When R = σ 2 R I, the solution is straightforward, and can be expressed by:
For both cases, the matrix W is Toeplitz and is therefore characterized by only KN complex coefficients. In general, R is not a diagonal matrix but rather a band diagonal matrix and depends on the considered FBMC prototype filter. A closed-form expression of W may be obtained if and only if R is invertible. However, W may be derived by a non-linear optimization process or by a using a pseudo-inverse based for instance on singular value decomposition.
The correction of the fractional part of the CFO with either or filters requires a KN complex-tap filter. Nevertheless the complexity may be significantly reduced as ICI introduced by the CFO rapidly decreases with the index of the interfering subcarriers (since | | < 1/(2K)). In Figure 4 , the power of the W coefficients for a 256-point FFT and a CFO of 10% is plotted. In that example, almost all the power is located around the diagonal. We proposed to approximate matrix W by a sparse band Toeplitz matrix with 2Q + 1 terms on each column and centred on the diagonal. This is done by forcing all the other coefficients to 0. A trade-off between complexity and accuracy of the frequency offset correction should be found for parameter Q. The 2Q + 1 coefficients may be extracted from W through equation (11) or (15).
Performance and practical implementation of the CFO correction algorithm
The performance of the proposed algorithm is analysed and a practical implementation is derived in this section using the following FBMC parameters: N = 1, 024 and K = 4. Figure 5 gives the architecture of the proposed implementation. The first step, performed by the Shift module, consists in correcting the integer part q. The result is then filtered by the 2Q + 1-tap filter W. A phase correction performed on each FBMC symbol completes the CFO correction process. The relative mean square error (RMSE) for δ values from 1% to 12% and for different values of Q is given in Figure 6 . RMSE has been defined by RMSE = 10 log 10
RMSE is a measure of the signal to interference level as seen on the constellation. In the example, a QPSK modulation has been considered and RMSE decreases as Q becomes larger. When Q = 0, the algorithm only performs phase correction. The benefit of ICI mitigation is clearly demonstrated. Parameter Q could be chosen as a function of the system signal-to-noise ratio (SNR) so as to limit the system by thermal noise but not by interference.
In practice, the estimation of the CFO is never perfect. As illustrated in Figure 6 , a residual CFO of 1% generated by the correction mismatch exhibits a RMSE power level below −30 dB and does not degrade performance significantly. This result is interesting to note for practical implementations. Indeed, the determination of matrix W requires complex computation (matrix inversion or non-linear optimization). Therefore, a possible practical implementation is to pre-compute a set of filters and use a combination of them. Figure 7 depicts the implemented filtering architecture based on a cascade of P = 4 precomputed filters. Using the MUX command, it is possible to apply or bypass the filter correction. When a negative CFO correction should be applied, the INV command is activated. As filters for negative CFO are derived from filters for positive CFO through a simple permutation and complex conjugation of its coefficients, the operation is performed with little complexity.
For instance, W i can be optimized for an incremental drift of 1% by
In case of Q = 3 and P = 4, 28 complex coefficients must be stored. A correction range of [ −15%; 15%] is then possible. As an example, a CFO of 11.7% is corrected by setting MUX0 = 1, MUX1 = 1, MUX2 = 0 and MUX3 = 1. The effective CFO corrected is 1% + 2% + 8% = 11%. The RMSE performance of the proposed scheme is illustrated in Figure 8 . We considered P = 4 filters with Q = 3 and using the optimization process of (17) and perfect phase estimation. A step shape of the curve is observed and comes from the finite resolution of the compensation (i.e. a step of δ = 1%). When δ > 12.5% a shift of p = 1 subcarrier is performed. These results demonstrate the trade-off between performance and complexity of the algorithm combined with the proposed cascade filters architecture.
A technique to mitigate ICI generated by CFO has been introduced in this section. All the operations have been carried out in the frequency domain and the scheme has given satisfactory performance results while being adapted for implementation.
Channel estimation and interpolation
Another important function that should be performed in the frequency domain is to recover the channel coefficients on each active subcarrier. This operation is achieved after the channel coefficients have been estimated on the pilot subcarrier location.
Problem formulation
One of the main advantages of multicarrier modulation techniques over single-carrier modulation is a greatly simplified equalization process. In the case of OFDM, as long as the duration of the channel impulse response is shorter than the guard interval and the channel is constant over http://asp.eurasipjournals.com/content/2014/1/41 the duration of the OFDM symbol, a frequency-selective wideband channel converts to a number of subcarrier channel with flat fading. For FBMC, Hirosaki [20] showed that this property may be preserved if the equalizer at each subcarrier channel is fractionally spaced.
Therefore, under these assumptions, the received vector R may be written after Fourier transform as
where diag (H) is a N H × N H diagonal matrix of the channel frequency response, X the N H × 1 vector of symbols to transmit and Z the N H × 1 vector of additive white Gaussian noise. N H is the number of active subcarriers. We labelled U P , the indices of the pilots (located at the central location, as a KN-point FFT is considered at the front end of the receiver) and U H , the indices of the active subcarriers. N p is the number of pilot subcarriers. The LS channel estimation of P, the pilot vector, at indices U P is given by [10] 
Accurate estimation,Ĥ, of the channel coefficients H may be derived from the observation ofP using an interpolation filter W of size N H × N p .
To construct the filter W, the following minimization problem should be solved:
Let be defined as
Then, sinceP is a least square estimate of P, the following equation may be written:
where Z p is a N p × 1 noise vector. Equation 22 may then be rewritten as
Then, if h is the N × 1 vector of the channel impulse response, H and P may be expressed as
Finally (22) where I is the identity matrix of size N p × N p . In many cases, the matrix is ill-conditioned and impossible to invert. However, a pseudo-inverse using a singular value decomposition (SVD) may be computed to derive W, but this method may lead to an unstable result. The power distribution of matrix W coefficients is given in Figure 9 for a channel distribution with a square delay profile in the time domain (N H = 256 and N p = 64).
In this example, the power distribution of matrix W coefficients is mainly located around the diagonal. It should be noted that the coefficients located at the center of the matrix have very similar values. On the contrary, at the edges of the matrix, the coefficients are significantly different. This property has been exploited to construct a new optimization criterion. The criterion imposes complexity constraints on matrix W coefficients as a function of their location within the matrix.
From a practical point of view, implementing a complex filter with a large set of complex coefficients may be extremely costly. The overall complexity should often be kept under control in order to fit implementation area constraints. The following constraints have thus been added to the minimization problem:
• W is a matrix with real Q coefficients per row instead of complex N p coefficients per row
• The pilot carrier distribution follows a regular pattern, i.e. the sampling of the channel is uniform a • At least Q pilots are active per set of contiguous subcarriers
The structure of matrix W is divided into three subfilter blocks, a left sub-filter block, a middle sub-filter The minimization problem of (27) may then be decomposed into three constraint minimization problems function of the three sub-filter blocks W l , W m and W r . Further constraints on the coefficients may be added on the minimization algorithm to guarantee stability. This optimization process may be computationally demanding but allows for a control of the complexity of the implemented interpolation process.
Filters W l , W m and W r are obtained through the following minimization problem by using a priori knowledge of and σ 2 Z :
By applying (27) into (30), the minimization may be realized considering an a priori knowledge of the autocorrelation matrix of the time domain channel impulse response. By applying this constraint, the level of implementation complexity may be traded off against the target performance of the channel estimation module.
The optimization process is not necessarily implemented on the real time system. A stable and efficient interpolation scheme adapted to the channel conditions is provided while complexity is kept under control.
Application to the proposed preamble structure
The estimation of the channel coefficients is performed before applying the FBMC prototype filtering. The LS estimates of the channel coefficients are computed by applying a CFO phase correction on the received signal according to the location of the pilot symbol on the prototype filter. Performance may be further improved by considering all the positions of the prototype filter and by applying a maximum ratio combining algorithm after interpolation.
Therefore, by considering LS estimates at the center of the FBMC prototype filter, the structure of the pilot pattern is depicted in Figure 10 . A pilot subcarrier is located every KD active subcarriers. The first pilot is located on subcarrier K − 1. No pilot subcarrier is active on the right edge of the spectrum, therefore K − 1 + D channel coefficients should be derived. The number of active subcarriers is equal to N H = 2(K − 1) + N p KD , where N p is the number of active pilots.
Under these assumptions, and considering Q is even, N r , N m and N l may be expressed as follows:
The channel taps are assumed to be uncorrelated and as a consequence h is a diagonal matrix. The most difficult task of the problem formulation consists in defining the a priori time domain channel autocorrelation delay profile. Different profiles may be considered and Figure 11 gives examples of possible distributions. For instance, an a priori autocorrelation h profile adapted to single frequency network is characterized by a 0-dB echo channel and is given in Figure 11d . The most conservative shape, the rectangular distribution (see Figure 11a) , has been considered in the following section of the paper.
The optimization process is computationally intensive, making it difficult for a real time implementation. In order to maximize the interpolation performance while maintaining a reasonable level of complexity, the interpolation architecture depicted in Figure 12 has been considered. A set of x filters is optimized according to a target SNR, time domain channel duration, time domain profile, etc. The choice of the filter to apply is controlled by an entity that estimates the received channel conditions and decides which filter is the most suitable to the channel conditions measured at the receiver. Estimated pilot subcarriers are fed through the three filter blocks and generate three interpolated channel estimates. The choice of the channel estimate is controlled by a multiplexer according to the subcarrier index.
Performance results
The following parameters have been taken for a numerical evaluation:
The RMSE of the channel frequency response versus the channel delay spread expressed in number of time domain samples b for a SNR of 15 dB is given in Figure 13 . The RMSE is defined by RMSE = 10 log 10
Filters have been first optimized for Q = 10, a channel duration of 64 samples and a SNR of 15 dB. The performance is estimated using a Monte Carlo simulation based on the draw of 1, 000 randomly generated channels with rectangular time profiles. The RMSE is below the noise level for the three filter blocks. However, only a marginal gain is achieved for the right filter block. This is explained by the pattern considered in the pilot scheme; on the right edge, KD + K − 1 channel coefficients have to be interpolated while no pilot subcarriers are located at the edge.
From a practical point of view, it is interesting to determine the number of coefficients required depending on the channel delay spread. In Figure 14 , the variation of RMSE versus channel delay spread for filter block designed for a channel delay spread length of 64 time domain samples, SNR = 15 dB and for various interpolation length Q is given. When filter interpolation length Q is increased, performance improves. Right filter blocks designed with Q = 4 and Q = 6 exhibit poor performance due to the channel delay spread. On the other hand, for left filter blocks, the variation on performance is much smaller and less than 1 dB between the case Q = 4 and the case Q = 10. Increasing interpolation length Q also increases the number of coefficients to store. This number of coefficient exhibits polynomial complexity in O(Q 2 ) making large numbers of Q costly for implementation.
The influence of the SNR on the channel estimation is given in Figure 15 . Three filter blocks have been designed for a channel delay spread length of 16 time domain samples and SNR values of 15, 25 and 60 dB. The distance between the thermal noise and RMSE is given as a function of the SNR. For low SNR of 0 dB, a gain of 5 dB is given by a filter block optimized for a SNR of 15 dB. As the noise level is increased, the filter blocks optimized for a SNR of 25 dB become more optimal up to around 36 dB, when the filter blocks optimized for 60 dB become more appropriate. These results showed the importance of using filter blocks with key characteristics designed around the actual working SNR in order to maximize channel estimation performance. To conclude this section, a set of filter blocks for a channel delay spread lengths of 16, 32 and 64 time domain samples at a SNR = 15 dB and with Q = 8 has been optimized. The RMSE across the active subcarrier band (this includes the left and right edges) as a function of the channel delay spread for a fragment of 262 active subcarriers has been plotted in Figure 16 . When the channel delay spread is short, the use of an adequate filter block improves the RMSE of the interpolated channel. This figure illustrates the gain offered by the filtering approach if the channel delay spread is known and/or estimated. A comparison between an interpolation structure based on the state of the art and the proposed filter block structure adapted to the edges of the active spectrum is also given. The proposed method gives a performance improvement of up to 7 dB on the RMSE of the estimated channel. Interpolation errors at the edge of the fragment dominate the RMSE. For large frequency fragment the gain becomes negligible. Performance improvement is mainly due to the small number of pilot subcarriers located in the frequency fragment making the proposed approach particularly adapted to multiuser asynchronous fragmented spectrum usage.
Inner receiver architecture
Proposed architecture
The proposed equalizer is placed directly after the FFT and before the FBMC prototype filtering. This strategy is suited for asynchronous processing of multiusers in the frequency domain using a shared FFT processor. Assuming the channel delay spread, L, small compared to the KN-point FFT, the symbols at the output of the FFT may be written as follows:
where k is the subcarrier index, p the index of the FBMC symbol, H(k) the complex channel coefficients for subcarrier k, Z(k, p) the AWGN sample and Z I (k, p) the inter-symbol interference (ISI) contribution. The channel here is again assumed static for the duration of the burst. When the matrix is diagonal, the ISI term can be omitted. This assumption is a good approximation when the delay spread of the channel is small compared to the size of the FFT. To illustrate the validity of this assumption, we depicted in Figure 17 the power of the channel matrix coefficients in decibels for a channel delay spread size of KN/64 and KN/16 time domain samples (KN is set to 512). An average over 1, 000 channel realizations was done, each tap following a Rayleigh process. When the channel is short, the power is located on the diagonal term validating the proposed assumption. When the channel is longer, power spreads over the diagonal term of the matrix, and as a result, performance of the one-tap equalizer starts showing its limitations.
The goal of the equalizer is to recover X(k, p) from the observation R(k, p) and the estimated channel coefficient H(k). The ZF or MMSE criteria are classically used and may be expressed as follows:
where Q(k) is the optimized factor according to the ZF or MMSE criterion: where σ 2 X (k) is the expectation of the power of X on subcarrier k and σ 2 Z is the expectation of the power of Z on subcarrier k. For the following, noise power is assumed to be constant over all the subcarriers.
Once the signal is equalized, the samples are filtered by the FBMC prototype filter before down-sampling by a factor K. After payload extraction, OQAM inverse transform, LLR values are obtained. The LLR is defined as
where 0 n (resp. 1 n ) is the set of symbols comprising a bit 0 (resp. 1) for bit n,Ŷ (n) is the nth real symbol after filtering and inverse OQAM transform and b(m, n) is the mth bit mapped to the nth symbol.Ŷ (n) is written aŝ
where (n) is a factor depending on the criterion of the equalizer and Z Y (n) is the noise associated with symbol n of variance σ 2
where G(p) is the pth prototype filter coefficient expressed in the frequency domain, σ 2 Z Y the noise variance and S n (p) is a set of subcarrier indices. We group into this set the indices of subcarriers used for the computation of symbol n. (n) may be expressed by
We assumed that the conditional pdf ofŶ (n) is Gaussian and is expressed by
By applying Bayes rules, assuming equal distribution of symbols and using the max log approximation log i β i = max i log β i , equation (37) may be rewritten as
Further, complexity simplification of (42) may be considered with negligible performance loss such as the techniques described in [21] .
Simulations results
The proposed equalization scheme has been evaluated by simulation using the parameters derived from the LTE mode 10-MHz parameters and can be found in Table 1 . First, the effects of timing offset (i.e. location of the FFT) on the proposed equalizer has been simulated. The MSE of a QPSK constellation with ZF equalization has been 
where parameter k is the timing offset introduced by the FFT processor. An interpolation filter optimized for a SNR of 15 dB and a delay spread of 32×1/F e was considered for channel estimation. The simulation results are depicted in Figure 18 . The MSE on the constellation depends on the timing offset. The worst-case MSE is found when k is equal to N/4; in this case, the receiver is affected the most by the interference from the previous or next multicarrier symbols. The best case comes as expected when the FFT is perfectly aligned, i.e. timing offset is close to p × N/2 ∀p. This confirms that the proposed frequency domain equalizer scheme combined with channel estimation does not require FFT synchronization and is therefore adapted to asynchronous multiuser reception.
The combined performance of the proposed receiver algorithm is then evaluated. A working SNR of 5 dB has been considered and the bit error rate (BER) after Viterbi decoding for various channel delay spread length L of time domain samples has been measured. The channel impulse response has been defined as where L is the number of taps in the channel impulse response and α i are complex coefficients following a Rayleigh distribution. With these assumptions, the delay spread of the channel is equal to L/F e . The resulting BER at the output of the receiver has been evaluated and averaged for 10, 000 channel realizations. Figure 19 gives the simulated performance of the receiver for various channel interpolation filters as a function of the channel delay spread. The performance obtained with the interpolation filter optimized for a channel delay spread length of N/(4F e ) time domain samples is of particular interest as it demonstrated the limitations of the proposed scheme. When the delay spread of the channel is greater than 0.15 × N/F e , performance is limited by the proposed equalization scheme rather than the channel estimation processing as the one-tap equalizer becomes inefficient. On the other hand, for channel delay spread below 0.15×N/F e , one-tap equalization is sufficient and channel estimation performs beyond requirement when an appropriate interpolation filter is considered. These results compare with the performance of an OFDM receiver with a guard interval length of at least 1/8 × N. In Figure 19 , the guard interval length for an equivalent OFDM system with a FFT size of N is given. Performance of the receiver may be further improved by considering multi-tap equalization.
The choice of the interpolation filter also impacted on performance. When a filter optimized for a channel exhibiting a large delay spread is applied to a channel with a short delay spread, a significant amount of noise is not filtered. Performance is then better if the interpolation filter is adapted to the actual channel delay spread.
The proposed frequency domain receiver architecture seems very attractive for asynchronous multiuser processing. Fair performance has been obtained by the proposed equalizer scheme; the receiver is robust for large delay spread environment. As a comparison, the normal LTE guard interval is set to 4.69A μs or approximately 1/14 × N.
Conclusion
This paper presented a novel architecture and algorithms for FBMC reception. All the baseband signal processing functions are implemented in the frequency domain and no strict synchronization requirement on the FFT, the first element of the receiver, is required. This asynchronous frequency domain processing of the receiver combined with the high stop-band attenuation of the FBMC prototype filter provides a receiver architecture that allows for multiuser asynchronous reception.
Particular attention has been paid to CFO compensation in order to relax synchronism requirements beyond one carrier spacing. An algorithm to mitigate ICI has been proposed and simulated. The performance of a practical reduced complexity implementation is simulated. Depending on the receiver target SNR, complexity may be traded off to keep RMSE introduced by CFO below thermal noise. Channel interpolation has also been carefully considered. As multiuser asynchronous FDMA generates heavily fragmented spectrum blocks, channel estimation should be optimized for the edges of the receiver active carrier bands. A performance improvement of up to 7 dB on the RMSE of the estimated channel may result on some simulated scenarios. Finally, a new equalizer scheme has been thoroughly presented. Its complexity is contained while good performance for channel exhibiting large delay spread is achieved. As a comparison, using the 10-MHz LTE parameters, the receiver performs well for channels with delay spread of up to 8.3 μs. This compares with standard LTE that has been designed for channels with delay spread of up to 4.7 μs. Moreover, we have demonstrated that the proposed equalizer does not require FFT synchronization and is therefore adapted to asynchronous multiuser reception.
Further work should consider implementation performance and complexity estimation with a comparison to similar flexible systems using traditional OFDM techniques. Eventual cost overhead of FBMC implementation and finite precision effects in this context would further complete the study. At the system level, radio resource simulations are necessary to understand the benefits of the multiuser asynchronous approach. Its potential gains in system capacity and energy consumption compared to already existing solutions could be evaluated.
Endnotes
a The proposed method also applies to non-uniform sampling, but the problem is more complex to formulate.
b Channel delay spread is the time delay between the arrival of the first received signal component and the last received signal component associated with a single transmitted pulse.
