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Purpose: The aim of this study is to establish the first step toward a novel and highly individualized
three-dimensional (3D) dose distribution reconstruction method, based on CT scans and organ delin-
eations of recently treated patients. Specifically, the feasibility of automatically selecting the CT scan
of a recently treated childhood cancer patient who is similar to a given historically treated child who
suffered from Wilms’ tumor is assessed.
Methods: A cohort of 37 recently treated children between 2- and 6-yr old are considered. Five
potential notions of ground-truth similarity are proposed, each focusing on different anatomical
aspects. These notions are automatically computed from CT scans of the abdomen and 3D organ
delineations (liver, spleen, spinal cord, external body contour). The first is based on deformable
image registration, the second on the Dice similarity coefficient, the third on the Hausdorff dis-
tance, the fourth on pairwise organ distances, and the last is computed by means of the overlap
volume histogram. The relationship between typically available features of historically treated
patients and the proposed ground-truth notions of similarity is studied by adopting state-of-the-art
machine learning techniques, including random forest. Also, the feasibility of automatically select-
ing the most similar patient is assessed by comparing ground-truth rankings of similarity with
predicted rankings.
Results: Similarities (mainly) based on the external abdomen shape and on the pairwise organ
distances are highly correlated (Pearson rp ≥ 0.70) and are successfully modeled with random
forests based on historically recorded features (pseudo-R2 ≥ 0.69). In contrast, similarities based
on the shape of internal organs cannot be modeled. For the similarities that random forest can
reliably model, an estimation of feature relevance indicates that abdominal diameters and
weight are the most important. Experiments on automatically selecting similar patients lead to
coarse, yet quite robust results: the most similar patient is retrieved only 22% of the times,
however, the error in worst-case scenarios is limited, with the fourth most similar patient being
retrieved.
Conclusions: Results demonstrate that automatically selecting similar patients is feasible when
focusing on the shape of the external abdomen and on the position of internal organs. Moreover,
whereas the common practice in phantom-based dose reconstruction is to select a representative
phantom using age, height, and weight as discriminant factors for any treatment scenario, our analysis
on abdominal tumor treatment for children shows that the most relevant features are weight and the
anterior–posterior and left–right abdominal diameters. © 2018 American Association of Physicists in
Medicine [https://doi.org/10.1002/mp.12802]
Key words: deformable image registration, dose reconstruction, late adverse effects, machine learn-
ing, pediatric cancer
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1. INTRODUCTION
Every day, radiation oncologists working on the treatment of
childhood cancer patients are faced with the challenge of
designing individualized treatment plans which ensure that a
sufficiently high dose is delivered to the tumor while the sur-
rounding healthy organs are spared. An excessive exposure of
sensitive tissues to radiation may compromise crucial physio-
logical functions and lead to severe health complications.
Although the absolute number of young patients undergoing
radiation treatment is moderate,1 the presence of malignancy
in their developing bodies is likely to impact their entire life
both physically and psychologically.2–7 Moreover, children
arguably are the most susceptible to adverse effects of radia-
tion treatment and thus stand to benefit most from improve-
ments in planning under the desired hypothesis of long-term
survival, which is currently achieved for the treatment of
Wilms’ tumor, or nephroblastoma, the most common child-
hood abdominal malignancy.8,9
For adult patients, many follow-up studies exist where the
relationship between radiation treatment with specific dose
(fractions) and onset of adverse effects is analyzed (see, e.g.,
the work of QUANTEC10). Furthermore, detailed work has
been done to understand which specific organ subvolumes are
most sensitive to ionizing radiation, by observing fine-grained
3D dose distributions.11–13 For children, however, the evidence
collected so far is limited.14 Incorporating detailed knowledge
on the relationship between 3D dose distributions and late
adverse effects may greatly improve the design of treatment
plans, ultimately reducing posttreatment complications and
improving pediatric cancer survivors’ quality of life.
Currently, researchers willing to study possible relation-
ships between detailed 3D dose distributions and the onset of
late adverse effects in long-term pediatric cancer survivors
face a major obstacle: the lack of 3D treatment data. In fact,
3D information about the anatomy of historically treated
patients could not be acquired before the advent of computed
tomography (CT) and 3D treatment planning. The available
information consists of patient characteristics recorded in his-
torical patient records, notes on the treatment, and, in some
cases, two-dimensional (2D) simulator films used for plan-
ning at the time. The available data on late adverse effects
collected from long-term follow-ups cannot be exploited to
its full potential, as it cannot be related to fine-grained 3D
dose information. Therefore, to enable accurate dose-risk
modeling in retrospective studies, a method to accurately
reconstruct 3D dose distributions is needed.
The current state-of-the-art method to bridge this gap is
the so-called phantom-based dose reconstruction.15,16 Phan-
toms are 3D representations of human bodies, constructed
according to reference guidelines (e.g., ICRP 8917), stored in
libraries in a gender-, age-, height-, and weight-dependent
fashion. The doses delivered to the organs of a historically
treated patient are estimated by simulating the original treat-
ment on a phantom. The dose reconstruction procedure can
be summarized in four fundamental steps: (a) Selection — a
phantom from the library is chosen, which most closely
resembles a patient’s available features (this is typically done
using gender, age, height, and weight); (b) Adaptation— the
phantom is adapted (i.e., shrunken, stretched) according to
other specific features, such as measurements from a 2D sim-
ulator film; (c) Treatment simulation— the original treatment
is simulated, using the phantom’s virtual anatomy as a surro-
gate for the original body; and (d) Measurement — parame-
ters about the dose are measured. Clearly, the accuracy of the
estimated dose relies on the completeness of the historical
patient record considered, on the representativeness of the
phantom library, and on the quality of each one of the four
aforementioned steps. A poor selection based on irrelevant
features, as well as an ineffective adaptation, may compro-
mise the accuracy of dose estimation. For children, growth
and development do not follow a standard age-related pattern;
thus, selecting a representative phantom is especially diffi-
cult. Although rich libraries exist with reference phantoms
for many height–weight combinations,16 and more and more
possibilities to adapt mesh-based models to improve patient
individualization are under investigation,18 an inherent limita-
tion of phantom-based dose reconstruction is that it relies on
average organ shapes and dimensions. Studies have however
shown that there can be a great variability in internal organ
shape among individuals with a similar body mass index and
that it is practically impossible to establish reference organ
anatomy.16,19
Recently, an alternative to phantom-based dose recon-
struction has been proposed, based on the reconstruction of
3D organs for historically treated patients, using navigator
channels and finite element modeling deformable image reg-
istration.20–22 The feasibility of the method has been tested
on 3D dose reconstruction for lungs, heart, and breasts of
adult Hodgkin lymphoma patients. Relying on CT scans of
recently treated patients, a deformation model was built
which uses information from 2D simulator films (or digitally
reconstructed radiographs) to synthesize the organs of a his-
torically treated patient by deforming the organs of a recently
treated patient. A primitive selection step is performed to
match the historically treated patient to a recent representa-
tive patient. This selection is based on 2D thorax measure-
ments and gender, but it is advised that taking a smarter
approach, possibly relying on more or different features, may
improve the overall outcome. Still, the resulting dose recon-
struction method was found to be clinically acceptable (me-
dian mean dose difference ≤1 Gy and median V5 and V20
differences ≤2%)22 and has recently been adopted in prac-
tice.23
In this study, we present a novel approach to select a
recently treated patient for whom a CT scan is available to
match a historically treated patient, and apply it to the sce-
nario in which the 3D dose distribution of historically treated
children with Wilms’ tumor needs to be reconstructed. In
order to find the features that are important to select a
recently treated patient that resembles the 3D anatomy of a
historically treated patient, a ground-truth notion of similarity
among patients is needed. To this end, we propose and ana-
lyze five different notions of similarity; each focused on
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specific anatomical aspects. We choose to focus on anatomi-
cal similarity, rather than directly on similarity in 3D dose
distributions, because the latter needs a specific treatment to
be defined beforehand, whereas the former enables the recon-
struction of different treatments on a region of interest. The
notions here proposed can be computed in an automatic and
reproducible way, starting from CT scans and 3D organ delin-
eations. We compute the five similarities on a cohort of pedi-
atric patients and study correlations among them. We then
assess which of the features that are typically available from
historical patients’ records are the most relevant to explain
the similarities. Consequently, a state-of-the-art machine
learning model, random forest, is trained using the most rele-
vant features and its performance is measured in terms of cor-
rectly predicting rankings of similar patients, which
ultimately is the goal. Finally, we provide a case of compar-
ison between dose reconstruction based on the most similar
patient according to one of the proposed similarities, and
based on the most similar patient according to age, height,
and weight.
2. MATERIALS AND METHODS
2.A. Patient data
The records and CT data of 37 children were included (17
males, 20 females) in the age range of 2–6 yr. Most of the
patients suffered from Wilms’ tumor (22); many underwent
(partial) nephrectomy (21). All patients received chemother-
apy prior to radiation treatment. The patients have been trea-
ted at the Academic Medical Center/Emma Childrens
Hospital in Amsterdam (34) or at the University Medical
Center Utrecht/Princess Maxima Center for Pediatric Oncol-
ogy in Utrecht (3), all after January 2000. A CT scan in
supine position of the abdomen, from the top of the 10th tho-
racic vertebra (T10) to the bottom of first sacral vertebra
(S1), is available for each patient. The median voxel size is
0.977 mm along left–right (LR) and anterior–posterior (AP)
directions and 2.5 mm along the superior–inferior (SI) direc-
tion (slice thickness). Also, delineations of the liver and the
spleen and of the spinal cord and the outer body contour in
the common region of interest from T10 to S1 are included.
Delineations of kidneys are not considered due to (partial)
nephrectomy (see Section 2.B.2), with exception for the right
kidney of three patients, used for an example of dose recon-
struction (see Section 2.E).
Features that are typically reported in historical treatment
records have been gathered for our cohort, together with mea-
surements from digitally reconstructed radiographs generated
from the CT scans, under the reasonable assumption that the
old 2D simulator films have been preserved. These features
are reported in Tables I and II. Details are as follows. Age
was recorded at CT acquisition; height, weight, and body
mass index were recorded at intake in the radiotherapy
department, which happened up to 3 months before CT
acquisition. The distance between iliac crest and spinal cord
is defined as the distance between the top point of the left
iliac crest and the center of the spinal cord, along the line
passing through both iliac crest top points. The LR diameter
has been measured at the center of second lumbar. Histori-
cally, the AP diameter was measured at the isocenter.
Because of the high conformity of the treatment for renal
fossa irradiation, such isocenter would typically be located in
an SI section within the top of first lumbar and the bottom of
second lumbar. After inspection of historical treatments, an
average isocenter has been set at the intersection of an SI line
crossing the renal fossa with an LR line crossing the interver-
tebral disc between first and second lumbar. For our (recently
treated) patients, we measured the AP diameter at isocenter
on their CT scans. Assuming symmetry of the abdomen, the
average isocenter is set either in the left or right renal fossa,
according to ease in carrying out the measurement for each
patient. We observed on a random sample of ten patients that
the difference between the AP diameter measured on the
average isocenter in the left renal fossa and the one in the
right renal fossa is below 1 cm. For one patient, the height
was missing from clinical records, so an age- and gender-
matched estimate from the Dutch children growth chart of
2010 has been used.
2.B. Similarity notions
In the following, we present five different notions of
anatomical similarity and how they can be computed from
CT scans and organ delineations. We further describe how
correlation among similarities is measured.
TABLE I. Numerical patient features.
Numerical feature (abbreviation) Unit of measure Min. Max. Median Mean St. Dev.
Age yr 2.21 5.84 3.87 3.94 1.08
Height cm 89.00 123.00 103.50 104.28 9.58
Weight kg 10.00 28.00 16.55 16.88 3.75
Body mass index (BMI) kg/m2 10.90 18.50 15.36 15.40 1.81
Length spinal cord (T12-L4) cm 7.00 10.90 9.30 9.33 0.89
Distance iliac crest–spinal cord (IC-SC) cm 4.30 6.80 5.70 5.58 0.54
LR diameter at L2 (diam. LR) cm 16.30 23.50 19.30 19.48 1.28
AP diameter at isocenter (diam. AP) cm 11.30 16.00 13.20 13.37 1.53
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2.B.1. Deformation-based similarity
This first notion of similarity is based on the amount of
deformation that is needed to register one CT to another, via
intensity-based deformable image registration. This metric is
inspired by previous applications.24
To compute this similarity, first scans are manually
aligned on bony anatomy, using S1, the 5th lumbar verte-
bra, and the iliac crests as reference. Second, for each pos-
sible pair of children, deformable image registration is
performed to deform the first patient’s CT to match the CT
of the second patient and vice versa. This two-way registra-
tion is performed because of the asymmetry of most practi-
cal deformable image registration software. The software
elastix25,26 has been adopted, with mostly standard parame-
ters settings (adaptive stochastic gradient descent optimiza-
tion, Mattes’ mutual information metric, multiresolution B-
spline transformation). For the finest resolution step, a
coarse grid size of 28 mm has been chosen following the
guidelines for the deformation of large structures as found
in the manual of elastix, combined with visual inspection
of registration outcomes for several grid sizes. This choice
limits the amount of unrealistic deformation on internal
anatomy when registering the whole abdominal area (from
T10 to S1) at once.
After computing the two registrations, a measure of
deformation magnitude can be computed based on the
deformations. A deformation is described using a meshed
cube C, where each cell is the 3D offset to apply to a speci-
fic B-spline control point in order to register the first image
to the second. The deformation magnitude we compute
from C considers only “stretching” and “shrinking” effects,
disregarding translations. Specifically, for each cell c 2 C,
the differences of the offset of c and the ones of each adja-
cent cell are summed, and the result is normalized by the
number of adjacent cells. The values obtained this way are
lastly summed together. Formally, the deformation magni-
tude is thus:
D ¼
X
c2C
1
jAcj
X
a2Ac
ko~c  o~ak;
where Ac is the subcube of cells centered at cell c and o~c is
the 3D vector of offsets stored in cell c.
The two deformation magnitudes D1 and D2 computed
from the two registrations are then averaged. Finally, to
obtain a measure of similarity, the average magnitude needs
to be inverted. We denote this similarity with Sdeform:
Sdeform ¼
D1 þ D2
2
 1
2.B.2. Organ overlap-based similarity
This similarity notion focuses on internal organ overlap
and is based on the well-known Dice similarity coefficient27
(DSC) that indicates the overlap of two volumes V1 and V2.
We denote this measure for a specific organ delineation o
by SoDSC, which is computed after aligning the images on their
centers of mass. Thus, SoDSC ¼ 100
2jVo
1
\Vo
2
j
jVo
1
jþjVo
2
j. A measure of
similarity SDSC is then computed by combining S
o
DSC for the
various organs of interest. This is done by taking the Eucli-
dean norm of the vector of all SoDSC components:
SDSC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
o2O
ðSoDSCÞ
2
r
:
For the set of organ delineations O, the liver, the spleen,
the part of the spinal cord from T10 to S1, and the section of
the external body contour within the field T10-S1 (arms
excluded) are considered. Kidneys are not taken into consid-
eration because 21 of 37 patients of our cohort have been sub-
ject to (partial and/or radical) nephrectomy. If a similar
patient needs to be found for a treatment that includes a kid-
ney either as target (ipsilateral) or as organ at risk (contralat-
eral), then patients who (partially) miss this kidney should be
considered completely dissimilar. If the kidney is not interest-
ing for the reconstruction, a patient without (part of) the kid-
ney may still be a good candidate. Therefore, for practical
use, the outcome of a matching based on this similarity
should be twofold: a similar patient who necessarily shares
the kidney configuration with the historical one, and a similar
patient who does not. To be able to use the whole cohort in
the analysis, we consider the scenario where kidneys are not
relevant for the reconstruction.
2.B.3. Organ shape-based similarity
Different from DSC, the Hausdorff distance is another rec-
ognized metric used to compare organ shapes which is
focused on outlier points.28,29 Given two meshed surfaces A
and B, the directed Hausdorff distance from A to B is defined
as the maximum of the minimal Euclidean distances from A
to B’s vertices, that is, hðA,BÞ ¼ max
a2A
min
b2B
ka bk. The
Hausdorff distance between A and B is H (A, B) = max{h
(A, B), h(B, A)}.
TABLE II. Categorical patient features.
Categorical feature
(abbreviation) Categories (# patients)
Gender Female (20), Male (17)
Diagnosis Ependymoma (1), Medulloblastoma (2),
Neuroblastoma (9), Rhabdomyosarcoma (3),
Wilms’ tumor (22)
Tumor Site Ductus choledochus (1), Fourth ventricle (3), Left
kidney (12), Left suprarenal gland (6), Pelvic region
(1), Retroperitoneum (1), Right kidney (10), Right
lower abdomen (1), Right suprarenal gland (2)
Partial
Nephrectomy
(part. Nephr)
Left (2), Right (1), None (34)
Radical
Nephrectomy
Left (11), Right (10), None (16)
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Similar to SoDSC, the notation S
o
Hausdorff is used to indicate
the organ-specific Hausdorff similarity:
SoHausdorff ¼ ðH
oÞ1  10p;
with p such that all SoHausdorff  1 (this ensures that
ðSoHausdorffÞ
2 SoHausdorff ). The aggregated SHausdorff is then
computed as the Euclidean norm of the vector of all SoHausdorff
components, where the delineations of liver, spleen, spinal
cord (T10-S1), and external body (T10-S1) are considered:
SHausdorff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
o2O
ðSoHausdorffÞ
2
r
:
2.B.4. Organ constellation-based similarity
This similarity is proposed for the first time here. It is
specifically aimed at capturing the variation in organ posi-
tions. Specifically, given a patient p, two organ delineations
oi,oj, and the respective centers of mass c
oiðpÞ, cojðpÞ, let
doi;ojðpÞ ¼ kcoiðpÞ  cojðpÞk be the center-of-mass distance.
Again, oi 2 O = {liver, spleen, spinal cord (T10-S1), external
body (T10-S1)}. Let Eoi be the set of four points that are the
projections of oi’s center of mass on the external body along
anterior, posterior, left, and right directions. Then, the organ
constellation-based similarity Sconst for patients p1 and p2 is
computed as follows. A first component D
orgorg
const ðp1; p2Þ is
calculated which represents the difference in pairwise organ
distances, as:
D
orgorg
const ðp1; p2Þ ¼
X
oi;oj2O;i 6¼j
ðdoi;ojðp1Þ  d
oi;ojðp2ÞÞ
2:
A second component represents the difference in distances
between organs and the delineation of the external body:
D
orgext
const ðp1; p2Þ ¼
X
oi2O
X
e2Eoi
ðdoi;eðp1Þ  d
oi;eðp2ÞÞ
2:
Finally, Sconstðp1; p2Þ is:
Sconstðp1; p2Þ ¼ 1=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D
orgorg
const ðp1; p2Þ þ D
orgext
const ðp1; p2Þ
q
:
2.B.5. Overlap volume histogram-based similarity
The recently introduced overlap volume histogram
(OVH)30,31 was specifically designed to describe the position
and shape of organs at risk near the tumor. In its original for-
mulation, the OVH of an organ is computed by measuring
the tumor organ overlap at each step of a discrete expansion
(or shrinkage) of the 3D tumor delineation, centered at the
tumor.
Here, the OVH is used to describe the shape and displace-
ment of all organs at the same time. To this end, an artificial
OVH is adopted, built using a sphere with a starting radius of
1 mm that expands from the center of mass of the body con-
tour section within the T10-S1 region of interest. At each iter-
ation, the sphere radius is expanded by 2.5 mm and the
overlap with the organ delineation o of interest is computed.
We denote with SoOVH the scaled inverse of the Manhattan dis-
tance of two patients’ OVH for the organ delineation o. The
Manhattan distance of two OVHs is the sum of absolute dif-
ferences between each pair of histogram bins. A scaling is
adopted similar to what is done for SoHausdorff, to ensure that
ðSoOVHÞ
2 SoOVH. Furthermore, we denote with SOVH the
aggregated measure considering all organs at once, computed
similar to how it was originally used in the work introducing
the OVH30:
SOVH ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
o2O
ðSoOVHÞ
2
r
:
2.B.6. Correlations of similarity notions
The correlation between the similarity measurements is
assessed with Pearson rp and Spearman rs coefficients. The
first assumes a linear relationship between the two variables
and is sensitive to outliers, whereas the second focuses on
monotonic relationships, by considering only ranks (i.e., from
sorting) rather than actual data values.
2.C. Regression and feature relevance
The goal now is to reproduce the measurements of similar-
ity among patients using a function of only the features
described in Section 2.A. However, because a similarity is
defined over pairs of patients, individual features cannot be
used directly. Instead, pairwise versions of the features are
considered. For a numerical feature, the absolute difference
of the two individual feature values is taken. Pairwise ver-
sions of categorical features are Boolean values, indicating
whether the two categories are the same (1) or different (0).
In other words, for the ith feature fi of patients 1 and 2, the
corresponding pairwise feature is g
1;2
i ¼ jf
1
i  f
2
i j if fi is
numeric (e.g., weight), and it is
g
1;2
i ¼
1 if f 1i ¼ f
2
i
0 if f 1i 6¼ f
2
i

if fi is categorical (e.g., gender).
A random forest algorithm is used to learn how features
can explain similarities, that is, to learn a function represent-
ing similarity, given the features, and to compute feature rele-
vance. Random forest is a widely adopted machine learning
technique which is capable of performing nonlinear regres-
sion, and is robust in assessing feature relevance thanks to its
instrinsic feature sampling.32,33 In particular, the recent cfor-
est implementation in R34 is adopted in this work. Such tech-
nique uses conditional inference trees35 to constitute the
forest, providing an unbiased estimation of feature impor-
tance in scenarios where features have different scale of mea-
surement or number of categories36 (e.g., this study).
To understand which features are important for each simi-
larity notion, a separate random forest is trained for each sim-
ilarity. A split of data into separate training and testing sets is
not necessary, since random forest inherently performs bag-
ging, that is, each regression tree in the forest is trained on a
Medical Physics, 0 (0), xxxx
5 Virgolin et al.: Machine learning patient similarity 5
random subset of the data and tested on the remaining. Given
the stochastic nature of the method, ten independent runs
(i.e., training a random forest) are performed. The number of
trees for the cforest is set to 100, and the number of random
features to consider in the splits during tree construction is
set to one-third of the total number of features (i.e., mtry = 1/
3, guideline for regression). Feature relevance is investigated
only if a forest out-of-bag pseudo-R2 (i.e., the fit on the inher-
ent test set, computed as 1  mean squared error/variance of
the ground-truth data) is high, since conclusions drawn from
models with a low fit are generally false. Feature relevance is
computed using the conditional variable importance method
of cforest, which adjusts for correlations between predictor
variables.37 Successful forests are further refined by itera-
tively removing the least important feature, until a statistically
significant increase in the out-of-bag mean-squared error of
the regression is observed. Significance is assessed using the
Mann–Whitney–Wilcoxon test with increasing Bonferroni
correction at each iteration i, with p-value of 0.05 9 i. At
the end of the procedure, a trained model is obtained for each
similarity which is explainable using a subset of salient fea-
tures.
2.D. Prediction and automatic selection of similar
patients
For each similarity notion, we investigate the capability of
learned random forests to correctly predict rankings of
patients, which is the ultimate goal.
For this purpose, recent patients are used instead of histor-
ically treated patients. This way, the prediction capability can
be tested against the ground-truth similarities. This complete
process is performed in a leave-one-out cross-validation fash-
ion. Specifically, first, a test patient is removed from the
cohort and a random forest is trained over the remaining
patients using only the most relevant features. Second, the
similarity between the test patient and each of the other
patients is predicted by the random forest. This prediction is
then sorted to obtain a ranking which is subsequently
assigned a performance score. The overall prediction quality
is the average of the scores obtained when repeating the steps
above for each patient in the cohort. Moreover, runs for indi-
vidual patients are repeated ten times to reduce stochastic
noise in the forest training phases. The pseudocode of this
procedure is illustrated in Fig. 1.
To score the performance in ranking prediction, the fol-
lowing four indicators are proposed: head presence: number
of patients in the top k of the predicted ranking who are also
in the top k of the ground-truth ranking, that is, the capability
of correctly predicting the most similar patients; tail pres-
ence: analogous to head presence, but on the bottom k
patients of the rankings, that is, the capability of correctly
predicting the most dissimilar patients; average displace-
ment: calculated for the patients who are wrongly predicted
to be in the top k, the average displacement in positions
between the kth position and the actual position in the
ground-truth ranking; worst displacement: similar to average
displacement, but calculated only for the worst case, that is,
for the patient who is most dissimilar yet wrongly predicted
to be in the top k. Note that, for k = 1, the average displace-
ment is the same as the worst displacement. All the indicators
are reported as percentages. A good prediction is one that
reaches high head presence and tail presence and minimizes
average displacement and worst displacement. In the experi-
ments, the parameter k varies in {1, 3, 5}, where k = 1 means
that the prediction is assessed only on the most similar patient
(dissimilar for tail presence). This corresponds to evaluating
an automatic selection which retrieves only one patient. By
increasing k, it is possible to see if the prediction is generally
good, noisy, or consistently poor. An example of the indica-
tors is depicted in Fig. 2. With k = 5, three of five patients
are correctly predicted as similar, that is, the head presence is
60%, while four are correctly predicted as very dissimilar
(tail presence is 80%). Patients 5 and 9 are incorrectly pre-
dicted to be within the five most similar, whereas in the
ground-truth ranking, they are respectively 3 and 5 positions
away from the head, out of a total of 12 (= 17  5) dissimilar
patients. Thus, the average displacement is 33% and the worst
displacement is 42%.
2.E. Reconstruction case
Two illustrative dose reconstructions are performed for
one patient p: one using a representative who is correctly pre-
dicted to be most similar by our model according to Sdeform,
and one using a representative who is the most similar
FIG. 1. Function assessing the quality of the automatic selection of similar patients.
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according to age, height, and weight. Specifically, the latter
match is performed by taking the patient q with lowest rooted
sum of squared age, height, and weight differences (after nor-
malizing all differences to the interval [0, 1]):
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
agepageqð Þ2þ heightpheightqð Þ2þ weightpweightqð Þ2
q
:
The reconstruction is performed by applying the treatment
plan of patient p to the other two patients, using the treatment
planning system Oncentra (version 4.3, Elekta, Stockholm,
Sweden). The treatment plan is a real clinical plan for left
renal fossa irradiation (Wilms’ tumor) using an Elekta Linac
with a multileaf collimator beam limiting device, energy: 6
MV. Under the hypothesis that p is a historically treated
patient, a digitally reconstructed radiograph of p is generated
displaying the borders of the treatment field. Consequently,
radiographs are also generated for the two matched patients
and are used to adjust the field border of the plan to correct
for evident discrepancies in the bony anatomy. The monitor
units of the original plan are also scaled to keep the dose
point in the middle of the field (isocenter) as close as possible
to its value before adjustment. This work has been assessed
by an experienced pediatric radiation oncologist. Finally, the
treatment is simulated and the following metrics are recorded:
mean dose Dmean, max. dose D2cc, and the dose volume his-
tograms (DVHs), for right kidney, liver, spleen, and spinal
cord (T10-S1).
3. RESULTS
3.A. Correlations of similarity notions
Pairwise Pearson and Spearman correlation coefficients
between the similarity measures Sdeform, SDSC, SHausdorff,
Sconst, and SOVH are reported in Table III. The two coeffi-
cients rp and rs show good agreement in general. Although
Sdeform and Sconst are moderately correlated (rp of 0.64, rs of
0.55), SDSC, SHausdorff, and SOVH are more independent. It is
crucial to recall that these latter similarities are highly depen-
dent on organ shape. The correlation coefficients of Sdeform
and Sconst with S
o
DSC, S
o
Hausdorff , and S
o
OVH, that is, the latter
similarities separately computed for each organ o, are repre-
sented in Fig. 3 (only Pearson correlation is reported since
Spearman leads to very similar results). These results show
that moderate to substantial correlations are present among
Sdeform, Sconst, S
body
DSC , S
body
Hausdorff . Moreover, S
liver
DSC is highly corre-
lated with SliverHausdorff , and S
spleen
DSC is highly correlated with
S
spleen
Hausdorff . However, these latter similarities are weakly corre-
lated with the former ones, based on deformable image regis-
tration, disposition of the internal organs, and shape of the
abdomen. The fact that S
spinal cord
DSC and S
spinal cord
Hausdorff are not clearly
correlated is likely due to the elongated shape and different
bending of this organ (see, e.g., Fig. 4).
3.B. Regression and feature relevance
The magnitude of Pearson correlation coefficients
between all pairs of features is depicted in Fig. 5. The largest
correlation coefficients were found for combinations of age
and height, LR diameter and weight, and tumor site and radi-
cal nephrectomy.
Figure 6 shows the pseudo-R2 of the random forest
method (averaged over ten runs), for each similarity notion.
Although with random forest it is possible to learn nonlin-
ear interactions among features, only few similarities are
modeled with a high pseudo-R2: Sdeform, Sconst, S
body
DSC , and
S
body
OVH [see Figs. 6(a) and 6(b)]; with, respectively, pseudo-
R2 of 0.70, 0.69, 0.87, and 0.85. In particular, the variation
in measurements for the notions aggregating (in Fig. 6(a),
SDSC, SHausdorff, SOVH) or specifically focused on internal
organ shapes [all similarities in Figs. 6(c)–6(e)] cannot be
modeled well (i.e., low pseudo-R2). This result clearly
shows that the features at hand do not provide enough
information to grasp the large variability in the internal
anatomy of our young cohort. On the other hand, it is the
similarities mainly or specifically focusing on the overall
abdomen (Sdeform, Sconst, S
body
DSC , S
body
OVH) that are decently
modeled. Not surprisingly, these similarities are found to
be correlated among themselves (Section 3.A).
The feature relevance of the best modeled similarities
Sdeform, Sconst, S
body
DSC , and S
body
OVH is reported in Fig. 7. The
abdominal AP and LR diameters clearly stand out as common
relevant features for the four similarities. Although not salient
in three out of four cases, weight is always among the predic-
tors with a statistically significant relevance. It is also worth
noticing how nephrectomy has a slight, yet relevant influence
on the organs’ constellation, which may be linked to a possi-
ble shift of organs after kidney resection.
FIG. 2. Example to illustrate the computation of the four indicators of prediction performance. The prediction and ground-truth rankings contain the IDs of 17
patients instead of 37 for ease of representation. In both rankings, the leftmost IDs are the most similar patients, the rightmost the most dissimilar. Patients cor-
rectly predicted in the head (tail) are depicted in green (blue). Patients 5 and 9 are wrongly predicted to be in the head and determine the average displacement.
Patient 9 is the worst to be predicted in the head, being the most dissimilar in the ground-truth ranking, and determines the worst displacement.
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3.C. Prediction and automatic selection of similar
patients
The capability of the models trained using the most impor-
tant features (obtained in Section 3.B) to perform automatic
selection is now assessed. Table IV shows the quality of the
prediction in terms of the four proposed indicators head pres-
ence, tail presence, average displacement, and worst displace-
ment, for the similarity notions that could be reliably
modeled: Sdeform, Sconst, S
body
DSC , and S
body
OVH.
The results are averages over ten repetitions. When consid-
ering only the most similar patient (k = 1), the best choice is
predicted correctly 22.37% of the times (averaged over all
similarity measures, where the worst is Sdeform with only
16.22%, and the best is Sconst with 30.00%). When such pre-
diction is wrong, the patient misclassified as most similar is
approximately the fifth most similar, that is, the patient is dis-
placed within the top 11% of the ground-truth ranking (the
worst is Sconst with 13.73%, the best is S
body
DSC with 7.71%).
Now, by increasing k to 3 and 5, it can be seen that the head
presence increases to roughly 50%, that is, half of the most
similar patients become correctly predicted to be in the head
of the ranking. A similar behavior can be observed on the tail
presence indicator, that is, the accuracy in predicting the most
dissimilar patients. While the head and the tail presence
increases considerably with k, the average displacement
TABLE III. Pearson rp and Spearman rs correlation coefficients for the five (aggregated) similarity notions.
Pearson rp Spearman rs
Sdeform SDSC SHausdorff Sconst SOVH Sdeform SDSC SHausdorff Sconst SOVH
Sdeform 1.00 0.24 0.32 0.64 0.22 1.00 0.18 0.35 0.55 0.16
SDSC 0.24 1.00 0.39 0.49 0.34 0.18 1.00 0.46 0.50 0.31
SHausdorff 0.32 0.39 1.00 0.37 0.14 0.35 0.46 1.00 0.48 0.14
Sconst 0.64 0.49 0.37 1.00 0.52 0.55 0.50 0.48 1.00 0.42
SOVH 0.22 0.34 0.14 0.52 1.00 0.16 0.31 0.14 0.42 1.00
FIG. 3. Heatmap and hierarchical-clustering dendrogram based on absolute values of Pearson correlation coefficients between Sdeform, Sconst, and the organ-speci-
fic SoDSC, S
o
Hausdorff , and S
o
OVH, with o 2 {liver, spleen, spinal cord (T10-S1), body (T10-S1)}.
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oscillates slightly. For the best-modeled S
body
DSC (pseudo-R
2 of
0.87 with the random forest trained using only the most
important features), the worst displacement increase is also
particularly limited when increasing k. This trend shows that
the models are reliably able to find a coarse notion of similar-
ity, with a quite good capability of identifying which patients
constitute a cluster of most similar, and which constitute a
cluster of most dissimilar, but with limitations in terms of
accurately ordering the most similar patients.
3.D. Reconstruction case
Patients with ID 6, 18, and 34 are the ones used to perform
an illustrative reconstruction. The right kidney is intact in all
three patients. Patient 6 (age: 2.51 yr, gender: female, height:
93.0 cm, weight: 14.0 kg) is hypothesized to be a historical
patient for whom a dose reconstruction is needed. Random
forest correctly predicts patient 34 (age: 2.21 yr, gender:
male, height: 90.0 cm, weight: 15.0 kg) to be the closest
match to 6, according to Sdeform. Patient 18 (age: 2.58 yr, gen-
der: female, height: 92.0 cm, weight: 13.0 kg) is the most
similar to 6 according to age, height, and weight. However,
patient 18 is ranked as 16th in terms of Sdeform similarity to
patient 6.
The outcome of the dose reconstruction is presented in
terms of Dmean and D2cc in Table V and qualitatively in terms
of DVHs in Fig. 8. Recurring to patient 34 as reference leads
to markedly better dose reconstruction for right kidney and
liver, while patient 18 is slightly preferable for spleen and
spinal cord (with exception of D2cc for the latter). In particu-
lar, patient 34 excels against patient 18 when comparing
Dmean of the right kidney, with a relative error of 12.78% for
the former and 63.89% for the latter (51.11% difference).
Instead, the case where 18 is mostly preferable is the relative
error on Dmean of spinal cord, with 7.39% for patient 18 and
11.71% for patient 34 (only 4.32% difference). A qualitative
inspection of the DVHs points at a similar conclusion; while
patient 18 may seem to be preferable for the reconstruction of
spleen and spinal cord [Figs. 8(c) and 8(d)], patient 34 is
markedly better for right kidney and liver [Figs. 8(a) and
8(b)] reconstruction.
4. DISCUSSION
To the best of our knowledge, this study represents a first
attempt to understand what are the key anatomical character-
istics to represent similarity among childhood cancer patients
and to assess the feasibility of performing an automatic selec-
tion of a representative patient for a highly individualized
CT-based 3D dose reconstruction method.
To establish a ground-truth notion of similarity between
patients, we have proposed and studied five possible mea-
sures of similarity. It has been found that the DSC and Haus-
dorff-based similarities of the same organ are highly
correlated for liver and spleen, but not for the spinal cord
(likely due to its elongated shape). Furthermore, the two new
measures we proposed, Sdeform and Sconst, are correlated with
the similarities that are based on established shape descriptors
(DSC, Hausdorff, and OVH) when using the contour of the
external abdomen as shape.
Random forest has been adopted to relate (pairwise) his-
torically available features with the ground-truth notions of
similarity. This allowed for the modeling of complex, non-
linear interactions and the assessment of feature relevance.
We found that aggregated similarities focusing on general
aspects of the whole abdomen (Sdeform, Sconst) as well as the
ones focusing specifically on the shape of the external abdo-
men (S
body
DSC , S
body
OVH) were decently modeled. However, a rela-
tionship between the features at hand and internal organ-
specific shape-based similarities could not be learned. Such
result is not surprising, given previous literature studies on
organ variability (e.g., correlating organ volumes with BMI
in adults19). Internal organ variability is possibly even further
increased by the disease these children suffer from, together
with prior drug treatments (resulting in, e.g., possible hep-
atosplenomegaly). This means that more features are needed
to predict the internal anatomy. To this end, we plan to har-
vest more information from images, that is, by means of
FIG. 4. Two spinal cords aligned on the center of mass for DSC and Haus-
dorff distance computation, from AP (a) and LR (b) perspective.
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FIG. 5. Heatmap and hierarchical-clustering dendrogram representing (absolute) Pearson correlation among pairwise features (abbreviations as introduced in
Table I and II).
(a)
(b) (c)
(d) (e)
FIG. 6. Pseudo-R2 of trained random forests for all the similarities, both aggregated (a), and for individual organs: body (b), liver (c), spinal cord (d), spleen (e).
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2D/3D registrations,38 and the usage of navigator channels
on 2D (digitally reconstructed) radiographs, which have
been proven capable of enabling decent organ shape recon-
sruction20,21 in the adaptation step. Furthermore, the models
learned by random forest are complex to interpret. Adopting
other machine learning methods may generate equally pow-
erful models of easier interpretation and hopefully provide
more insight on the problem (e.g., genetic programming39).
For the well-modeled similarities, results show that the
most salient features are the abdominal diameters. This is in
contrast with the common practice in phantom-based dose
reconstruction of using age, height, and weight (gender is
typically not considered for young children) to select a repre-
sentative phantom for any treatment scenario. We hypothe-
size that it may be necessary to define a different set of
relevant features depending on the specific treatment to
FIG. 7. Feature relevance from random forest for the similarities that could be modeled with high pseudo-R2. Dots in red represent the minimal subset of features
with which it is possible to obtain a random forest with no significant loss in mean-squared error. Note: different scales are used on the x-axes.
TABLE IV. Predicted ranking scores for the explainable similarities, for k 2 {1, 3, 5}. Results in bold are the best scores among similarities for a fixed k.
k
Head pres. Tail pres. Avg. disp. Worst disp.
1 3 5 1 3 5 1 3 5 1 3 5
Sdeform 16.22 34.14 44.54 49.73 82.52 76.70 13.44 12.60 10.79 13.44 23.78 28.20
SbodyDSC 25.95 52.07 65.35 65.14 75.50 86.00 7.71 5.61 5.07 7.71 12.94 18.08
Sconst 30.00 44.23 50.81 27.57 65.95 78.86 13.73 10.85 11.35 13.73 22.38 32.91
S
body
OVH 17.30 41.44 56.43 83.24 79.64 86.92 10.73 8.11 7.14 10.73 16.91 21.55
Mean 22.37 42.79 54.28 56.42 75.90 82.12 11.40 9.29 8.57 11.40 18.75 25.19
Medical Physics, 0 (0), xxxx
11 Virgolin et al.: Machine learning patient similarity 11
perform a very accurate selection. The model-predicted simi-
larity rankings are noisy, but roughly coincide with the
ground-truth ones. If the first retrieved patient would be taken
as the singular best match (k = 1), the choice would often be
wrong (e.g., three out of four times for S
body
DSC), yet the error
would be limited (e.g., within the three most similar for
TABLE V. The upper part of the table shows Dmean and D2cc in cGy for right kidney, liver, spleen, and spinal cord (T10-S1) for patients 6, 18, and 34. The lower
part reports the relative error of the reconstruction, with lowest errors in bold.
Patient ID
Right kidney Liver Spleen Spinal cord
Dmean D2cc Dmean D2cc Dmean D2cc Dmean D2cc
6 1.80 12.29 4.83 13.84 13.96 14.86 11.36 13.80
18 2.95 11.19 4.19 13.63 13.83 14.24 10.52 13.99
34 2.03 11.53 4.44 13.89 13.76 14.14 10.03 13.63
% relative error from patient 6
18 63.89 8.95 13.25 1.52 0.93 4.17 7.39 1.38
34 12.78 6.18 8.07 0.36 1.43 4.84 11.71 1.23
(a) (b)
(c) (d)
FIG. 8. DVHs of right kidney (a), liver (b), spleen (c), and spinal cord (T10-S1) (d) of patients 6, 18, and 34. Using patient 34 as reference for the dose recon-
struction of patient 6 leads to highly similar DVHs for the right kidney (a) and the liver (b).
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S
body
DSC). Thus, although suboptimal, the resulting learned mod-
els can be considered robust. When k is increased, the head
presence increases much more than the average displacement.
Therefore, it may be interesting to assess whether computing
the 3D dose distributions for a small number of k patients,
and then take the average as the final result, may lead to more
accurate reconstructions.
It will be important to understand if and how these similar-
ities can be combined into a single ground-truth similarity.
Between highly correlated notions, it would be natural to
look for an aggregated compromise that expresses all of them
at once. Contrary, highly uncorrelated ones should probably
be kept separated. This would mean that actually a multiob-
jective selection approach is sought after, that is able to
retrieve a limited set of different patients who are similar to
the historically treated one according to different notions of
similarity. Eventually, a physician could decide which CT to
use for reconstruction, or, as mentioned above, multiple
reconstructions could be performed and the average dose dis-
tribution could be taken as final result.
Besides a new perspective on the selection of a reference
patient, this work presents some limitations. A first limitation
is that we chose to consider the scenario of Wilms’ tumor
treatment in children and focused on anatomical similarity of
the abdomen. Thus, the results presented in this work are
valid within the domain of the chosen region of interest (ab-
domen) and the characteristics of the cohort (Caucasian chil-
dren between approximately 2–6 yr old). However, the
approach presented here is general and can be applied to
other regions of interests and cohorts. Furthermore, note that
the choice of trying to machine learn similar anatomy rather
than directly machine-learn similar dose distributions over-
comes the limitations of the latter: a specific treatment does
not need to be defined and (manually) simulated beforehand
on each available CT scan. In fact, our results can be used for
any abdominal treatment (e.g., neuroblastoma), within the
cohort characteristics (Caucasian children between approxi-
mately 2–6 yr old). Nonetheless, it is well possible to define
a similarity based on 3D dose distributions for a specific
treatment and learn a model capable of retrieving similar
patients in that sense. A second limitation is the lack of an
analysis of the relationship between similarity notions and
dose outcomes (e.g., Dmean, D2cc, and DVHs). This work
showed one exemplary reconstruction, but a validation study
involving a statistically relevant number of patients should be
performed. Such work may be realized as shown in our illus-
trative reconstruction, using a number of recently treated
patients instead of historically treated ones, as follows. (a) A
treatment plan should be simulated on the patient and mea-
surements from the 3D dose distribution should be recorded;
(b) using (historically plausible) features of the patient, a rep-
resentative patient from a cohort of candidates should be
selected according to a similarity notion; (c) dose measure-
ments should be taken on the representative patient and com-
pared with the ones taken in the first step. The outcome of
such a study may tell which similarity notion(s) is preferable,
that is, leads to more accurate dose reconstruction. However,
we remark that selecting a similar anatomy is but the first step
of a dose reconstruction method. In order to comprehensively
validate the contribution of this work in dose reconstruction,
the reference anatomy retrieved by our method should
undergo an adaptation step, to increase its resemblance with
the historically treated patient, and the original treatment
should be simulated as close as possible. Consequently, a fair
comparison with state-of-the-art phantom-based dose recon-
struction methods will be possible. This is however outside
the scope of this article. A third limitation is the relatively
small size of the cohort examined in this study, and, in gen-
eral, the availability of data to specific institutes. As generally
true with machine learning approaches, we expect that
including more data will result in improved models and pre-
diction capabilities. We plan to expand our cohort by includ-
ing anonymized patient data provided by radiotherapy
departments of other institutes.
5. CONCLUSION
This study presents a novel, machine learning-based
approach to an important part in the process of 3D dose
reconstruction for historically treated patients using recent
real patient data rather than phantoms: selecting a good repre-
sentative recently treated patient.
Similarity measures that consider the overall abdomen and
the position of internal organs can be decently modeled
(pseudo-R2 ≥ 0.7), and automatic selection based on such
models reaches a coarse but robust performance. However, it
was not possible to find a relationship between features avail-
able for historically treated patients and specific organ
shapes. All in all, our novel approach shows potential in
using CT scans of actual, recent patients directly to perform
dose reconstruction, and a number of future research steps
are possible to gain substantial improvements, for example,
extending the data with more patients, exploiting available
2D image data such as simulator films to extend the feature
set and exploring combinations of similarity notions.
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