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Abstract
A class of optimal adaptive multi-arm clinical trial designs is proposed based on an extended generalized
Pólya urn (GPU) model. The design is applicable to both the qualitative and quantitative responses and
achieves, asymptotically, some pre-speciﬁed optimality criterion. Such criterion is speciﬁed by a functional
of the response distributions and is implemented through the relationship between the design matrix and its
ﬁrst eigenvector. The asymptotic properties of the design are studied using the existing methods on GPU.
Some examples for commonly used clinical designs are given as illustration.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In clinical trial study, there are several competing treatments to be assessed during the trial
process, and patients enter the study sequentially. A basic question is how to allocate the coming
patient, based on the current clinical history, to one of the treatments under the study so that the
overall treatment loss is minimal. Anscombe [2] and Colton [9] proposed a two-stage trial. In
the ﬁrst stage patients are allocated to each treatment by a ﬁxed proportion designed to minimize
costs, and in the second stage all patients are assigned to the superior treatment. The adaptive
design is to update our knowledge of the treatments according to current data information and skew
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the allocation probabilities toward the currently better treatment, so that more patients receive
favorable effect during the trial process. Zelen and Wei [33] reported cases in which more lives
could be saved if an adaptive design is used instead of the equal chance one. The early works on
adaptive design are, among others, Robbins [25] and the play-the-winner rule (PWR) [32]. For
qualitative response, the generalized Pólya urn (GPU), also known as the generalized Friedman’s
urn or the generalized Pólya–Eggenberger urn, is one of the main tools for such design and has
been studied extensively in the literature. Partly due to this reason, many of the existing methods
for such adaptive designs are concentrated on qualitative responses, using the GPU model or its
variants. Andersen et al. [1] considered a GPU model with fractional components, for qualitative
responses. The randomized PWR [31], using a GPU to allocate the patients randomly according to
the current clinical history of all the treatments, is gettingmore andmore attention. Other methods
include the synthesized Bayesian multistage design [10], the continual reassessment method [23],
and the random walk rule [11]. For a review in this ﬁeld, see Rosenberger and Lachin [27].
However, most of the existing GPU models does not target a given optimality criterion, and
are not directly applicable to quantitative responses. Rosenberger [26] proposed adaptive designs
for this type of responses using rank statistics of the responses and Rosenberger and Lachin
[27] suggested the rank method. One adaptive method which applies to both the qualitative and
quantitative responses is the doubly adaptive biased coin design (DABCD) [13,18], based on the
biased coin design [12] and the adaptive biased coin design [30]. This design accommodates
optimality criteria through the choices of allocation functions and proportion functions. Here we
propose and study a class of optimal adaptive designs using the real-valued GPU. This design
has two features. First it uniﬁes both the qualitative and quantitative responses into one GPU
model, so that the abundant results on the GPU can be applied to both cases. Secondly, the
GPU with real-valued components provides us the ﬂexibility to design the rule according to
some speciﬁed optimality criterion. Recently, Zhang et al. [34] proposed a sequential estimation-
adjusted urn model, which has some similarity with our method although the ideas are developed
independently of each other. Our model can achieve smaller variability, a desirable property for
clinical trials. Asymptotic behavior of our model is studied, and some optimality criteria are given
in the examples in Section 4.
We ﬁrst review some basic results for integer valued GPU model. Consider k treatments under
study, and aGPUwith balls of k types corresponding to these treatments. The urn initially contains
Xn0 = (Xn0,1, . . . , Xn0,k) balls after the initial n0 patients. The next patients are registered as
the (n0 + 1)th, (n0 + 2)th,. . . . To assign the next entering nth patient to a treatment, a ball is
drawn from the current urn with uniform probability. If the drew ball is type i, it is returned to the
urn, the coming patient is assigned to treatment i, the treatment response is to be observed, and
ij (0) (j = 1, . . . , k) balls are added to the urn compositions. The values of the ij ’s depend on
whether the response is a success or not, hence random. This event is called a split. When k = 2,
ij = 0 (i = j ), and ii is deterministic, then it is the Pólya urn. Let i = (i1, . . . , ik) be the
increments to the urn composition given the patient is assigned treatment i,  = (ij )i,j=1,...,k =
(′1, . . . , ′k)′ be the matrix representation of the ij ’s, and M = E() = (mij )ki,j=1 be its mean
(mij = E(ij )).  is referred as the adding rule and M the design matrix (adding matrix). After
the nth split, the urn composition is Xn = (Xn,1, . . . , Xn,k). Under some regularity conditions,
the matrix M has a maximal real eigenvalue 1 with multiplicity one and associated unique
standardized left and right eigenvectors v1 = (v11, . . . , v1k) and u1 = (u11, . . . , uik) (v1M =
1v1, Mu′1 = 1u′1). This ﬁrst left eigenvector plays a crucial role in the asymptotic behavior of
the design. Let Iji = 1 if the j th draw is of type i, and Iji = 0 otherwise; Ni(n) = ∑nj=1 Iji
be the total type i assignment after the nth draw, and N(n) = (N1(n), . . . , Nk(n)). Also denote
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|Xn| = ∑kj=1 Xnj . Athreya and Karlin [3,4] proved that(
Xn
|Xn| ,
N(n)
n
)
→ (v1, v1) a.s. (1.1)
Let Ti = 1 if the ith patient’s response is a “success’’ after the treatment, and Ti = 0 other-
wise. Let Aj be the event that the underlying patient is allocated to treatment j , pj = P(Ti =
1|Aj) be the unknown probability of success by treatment j , and p = (p1, . . . , pk), pn,j =∑n
i=1 TiIij /
∑n
i=1 Iij be the MLE of pj , pn = (pn,1, . . . , pn,k). Rosenberger and Sriram [28]
proved that for the proportion of “success’’ treatments,∑k
j=1
∑n
i=1 TiIij
n
→ pv′1 a.s. (1.2)
and they proved almost sure convergence and central limit theorem for pn. Bai and Hu [6,7]
studied asymptotic theorems for urn models. Bai et al. [8] studied asymptotic properties of Xn
and pn with delayed responses. Janson [19,20], Bagchi and Pal [5], Gouet [15,16], etc. established
functional limit theorems for branching processes and the GPU.
Expressions (1.1)–(1.2) reveal a fundamental fact that the ﬁrst right eigenvector v1 and the
probabilities p play innate role in the property of a GPU design. But apart from these facts, in
such existing designs, there is no optimality control of the trial processes. Inspired from the above
facts, we try to explore an adaptive GPU design in which the ﬁrst eigenvector v1 can be user
chosen according to some optimality objective, so that the limiting behavior of the trial process
is under control of the practitioner’s will.
The paper is organized as follows. In Section 2, we extend the GPU to the real-valued case,
the method in [20] for integer-valued GPU will be used here as it can get general results under
relatively simple conditions. However, our GPU cannot be contained in [20] immediately. Based
on this extended GPU, in Section 3, we describe the optimal adaptive GPU design according to
some pre-speciﬁed criterion. In this section we will use the method in [34], as it is more relevant
to our model. Some examples of application are illustrated in Section 4. In Section 5, we discuss
the stopping rule of the trial process, and some practical issues. All the related technical proofs
are given in the Appendix.
2. Real-valued Pólya urn: a uniﬁed GPU design
Most of the existing GPUs are of integer components. Here the components Xn of our GPU is
real valued, and we refer the urn compositions as masses, instead of balls, of k types. GPU with
fractional balls have been considered in the literature, for example by Andersen [1] for qualitative
response. But we have not seen the real-valued GPU studied in a systematic way and for both the
qualitative and quantitative responses. Let a = (a1, . . . , ak) be a set of non-negative weights, for
any vector x, denote {x} = diag(x). Let M = E({a}) = (mij )ki,j=1 with (mij = aiE(ij )). The
urn model in Section 1 is a special case, in which aj = 1 (j = 1, . . . , k). We require that v1 is
normalized with respect to a, i.e.
av′1 = v1u′1 = 1, (2.1)
and thus v1 and u1 are unique. In this urn, at the nth split, we can think of the masses as a k
partition of the interval [0, |Xn|] into k sub-intervals with length Xn1, . . . , Xnk , respectively. For
a normalized non-negative vector b = (b1, . . . , bk) (bi0, 1 ik, |b| = 1), denote U [b]
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the multinomial distribution on [0, 1] with probabilities b, and denote a · b = (a1b1, . . . , akbk).
To assign the next entering nth patient to one of the treatments, a random variable Un is drawn
from U [a · Xn/|a · Xn|], if it is type j , the patient is assigned to the j th treatment, we wait
for the treatment response rn ∈ Rd , possibly vector valued, and its score f (rn)|Aj (here we
use the notation |Aj to emphasize the condition the underlying patient is assigned treatment j )
is computed for some given real-valued function f (·). Here f (·) can be vector valued, but we
only consider the case of real valued for simplicity. Then the non-negative real-valued random
column vector n,i = (n,i1, . . . , n,ik) is added to the urn composition. Here the n,i’s satisfy
conditions (A1)–(A6), otherwise arbitrary. They are independent of the outcome f (rn), as for the
existing urn models. In the next section, we will further generalize this model, in which the n,i’s
depend on the mean outcome of f (r1), . . . , f (rn−1), to construct the optimal design according,
to some given criteria. Denote n = (n,ij ), which is i.i.d.  over n. Here the response rn’s can
be either qualitative, quantitative, or mixed type. Note that although the response rn’s can be of
any type, the urn components are real valued in general. After the nth split, the urn composition
is Xn = (Xn1, . . . , Xnk).
As a common practice we assume {rn} is an independent sequence, and for those patients
assigned to the same treatment (i.e. conditioned on the same Ai), their responses are i.i.d.
Let i = E(f (rn)|Ai) be the expected performance, or success rate, of the ith treatment,
2i := Var(f (r1)|Ai) < ∞, i = 1, . . . , k. μ = (1, . . . , k). In practice it is natural that
0 < i < ∞ (1 ik). In the qualitative response case, f (·) often is the indicator of success
and μ reduces to p. Let ni be the empirical estimate of i after the nth split,
ni =
∑n
j=1 f (rj )Iji∑n
j=1 Iji
(1 ik)
and μn = (n1, . . . , nk). More generally, we may consider the conditional distribution Fi(·) of
the f (rn)|Ai)’s. Let F(·) = (F1(·), . . . , Fk(·)). Their empirical versions are
Fn,i(xi) =
∑n
j=1 (f (rj )xi)Iji∑n
j=1 Iji
(i = 1, . . . , k),
where x = (x1, . . . , xk), and let Fn(x) = (Fn,1(x1), . . . , Fn,k(xk)).
The asymptotic properties of the design depends mainly on the matrix M. Let us ﬁrst recall
some facts for matrix decomposition. A type j is dominating, if for all 1 ik, there is an integer
l = l(i), such thatm(l)ij > 0,whereMl = (m(l)ij ) is the lth power ofM. The dominating relationship
divides the set of all types into equivalent classes C1, . . . , Cq , in each class all types are equivalent.
A matrix M is irreducible (positive regular) if every type is dominating, or for any pair (i, j) ∈
1, . . . , k, there is an integer l = l(i, j) such that m(l)ij > 0. If M is irreducible, then its largest
eigenvalue 1 is real and has multiplicity 1, mini
∑k
j=1 mij 1 maxi
∑k
j=1 mij , and the
associated left and right eigenvectors are componentwise positive and unique up to multiplicative
constant. For more results see Gouet [15].
Using the embedding technique of Athreya and Karlin [3,4], in which {Xn} is embedded into
a continuous time Markov process {X (t)}, Janson [20] obtained extensive results on the limit
behavior of {X (t)} for the integer valued process {Xn}, and he mentioned that the results can be
extended to the real-valued case. By this method, Xn = X (n), where n is the nth splitting time
of X (t). There are numerous asymptotic results on GPU. We ﬁnd the results in [20] are general
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and the assumptions are simple, without requirement of irreducibility of the design matrix, which
is important in the construction of such optimal matrices in Section 4.
Much of the techniques here are modiﬁcations from [20] for the integer allocation case. We
ﬁrst list his assumptions and notations.
(A1) ii − 1, ij 0 (i = j).
(A2) E2ij < ∞ (i, j = 1, . . . , k).
(A3) 1 > 0.
(A4) 1 is simple, i.e. has multiplicity one.
(A5) There exists a dominating type i with X0i > 0.
(A6) 1 belongs to the dominating class.
A process is essential non-extinct, if the component(s) of dominating type is never empty at any
time.
There are some simple conditions to ensure a process to be essential non-extinct (see, for
example, [20, Lemma 3.1]).
Note (A6) implies that min1 ik v1i > 0 and u1i > 0 if i ∈ C1 and u1i = 0 otherwise [20].
We now state some asymptotic results for the real-valued GPU.
Theorem 1. Under (A1)–(A6) and assuming essential non-extinction, we have
(i) (
Xn
n
,
N(n)
n
)
→ (1v1, a · v1) a.s.
(ii)
μn → μ a.s. sup
x∈S(F)
‖Fn(x) − F(x)‖ → 0 a.s.
(iii) ∑k
i=1
∑n
j=1 f (rj )Iji
n
→ μ(a · v1)′ a.s.
Remark. (i) Condition (A6) and essential non-extinction can be guaranteed by some easy to
check conditions as given in [20], and cited here for convenience.
Lemma 2.1 (Janson [20]). If M is irreducible, (A1) and (A2) hold,∑j E(ji)0 for all i and
with > 0 for some i, then (A1)–(A6) and essential non-extinction hold.
(ii) Under (A1)–(A6), Janson [20] obtained extensive functional limit results; here we only
take one of them in (i) in our case, most other results there can also be translated to our case.
We use the notations as in most of the literatures in the clinic trial ﬁled, which has the transpose
relationship with those in [20], thus a row vector in our notation corresponds to a column vector,
and any matrix in our notation corresponds to its transpose in [20], etc.
Without loss of generality we assume the eigenvalues are arranged according to the magnitude
of their real parts. As [20], let Bj = E(′jj ), B =
∑k
j=1 v1j ajBj , and  be the set of all the
eigenvalues of M. Deﬁne I := { ∈  : Re() > 1/2}, II := { ∈  : Re() = 1/2},
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III := { ∈  : Re( < 1/2}, and ∀ ∈ , d be the dimension of the Jordan canonical matrix
of M corresponding to  (this is the same as the d + 1 in [20]). Deﬁne for s > 0
	(s,M) = esM − 1
(s,M)a′v1, 
(s,M) =
∞∑
n=1
sn
n!M
n−1 =
∫ s
0
etM dt,
where etM = ∑∞i=0 t iMi/i! by the deﬁnition of matrix exponential. For any positive number x
and matrix A, deﬁne xA = ∑∞i=0(log x)iAi/i!. Let S(F) be the support of F(·), 1 for a k-vector
of 1’s, 2 = (21, . . . , 2k), F(x)(1−F(x)) = (F1(x1)(1−F1(x1)), . . . , Fk(xk)(1−Fk(xk))), and
for two k-vectors x and y, denote x/y = (x1/y1, . . . , xk/yk). In our applications M will be real
valued, but for complex valued M, the results in Theorem 1 and all the other theorems later are
still valid, but that will make the nj ’s complex valued, not of real interest in most applications. In
such case, for simplicity of notation,M′ means its Hermit conjugate. For the integer valued GPU,
Janson [20] gives the asymptotic variance matrix of √n(Xn/n − 1v1) for any a satisfying (2.1)
[20, Th. 3.22]), but that of √n(Xn/n − 1v1,N(n)/n − a · v1) only for a = 1 satisfying (2.1)
[20, Th. 3.28]. Here we extend the result to the real-valued GPU and for any a satisfying (2.1).
Theorem 2. Under (A1)–(A6) and assuming essential non-extinction, we have
(i)
√
n(μn − μ) d→ N(0,),
√
n(Fn(x) − F(x)) d→ N(0,F ), ∀x ∈ S(F),
where  = {2/(a · v1)}, and F = {F(x)(1 − F(x))/(a · v1)}.
(ii) If 1 > 2Re2, then
√
n
(
Xn
n
− 1v1, N(n)
n
− a · v1
)
d→ N(0,I),
where I is ﬁnite and partitioned as k-dimensional square blocks I,ij (1 i, j2), with
I,11 = 1
∫ ∞
0
	(s,M)B	(s,M)′e−1s ds − 21v′1v1,
I,12 = 1
∫ ∞
0
(
({a} − (a · v1)′a)
(s,M)B + {v1}M
)
	(s,M)e−1s ds − 1(a · v1)′v1
and
I,22 = 1
∫ ∞
0
(
({a} − a′(a · v1)a)
(s,M)B
(s,M)′({a} − (a · v1)′a) + {v1}M
(s,M)
×({a} − (a · v1)′a) + ({a} − a′(a · v1))
(s,M)′M′{v1}
)
e−1s ds
+{a · v1} − (a · v1)′(a · v1).
(iii) If 1 = 2Re 2, then
√
n(ln n)−(d−1/2)
(
Xn
n
− 1v1, N(n)
n
− a · v1
)
d→ N(0,II),
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where d = max{d : 1 = 2Re },II is partitioned as k-dimensional square blocksII,ij
(1 i, j2), with
II,11 = −2(d−1)1 (I − T)II,d (I − T′),
II,12 = −2(d−1)1 ({a}d−1II,b − ′II,aII,d )(I − T′),
II,22 = −2(d−1)1 (II,aII,d′II,a + {a}d−1II,b{a}d−1 − II,aII,b{a}d−1
−{a}d−1II,b′II,a),
T = ∑∈II −11Pa′v1, II,a = ∑∈II −1Pa′(a · v1), II,b = 1(2d−1)(d−1)!2 ×∑
∈II 
−1Nd−1 × PBP′(N′)d−1, II,d = 1(2d−1)(d−1)!2
∑
∈II N
d−1
 PBP
′
(N
′
)
d−1
,
and the P’s and N’s are given in the matrix projection section in the Appendix.
(iv) If 1 < 2Re 2, 2 is real, and { : Re  = Re 2, Im  > 0, d = d} = {2}, then there is
a random vector Y such that
n1−Re(2)/1(ln n)−(d−1)
(
Xn
n
− 1v1
)
d→ Y,
where d = max{d : Re  = Re 2}.
Remark. (1) Using thematrix projection in theAppendix, all the covariancematrices in Theorem
2 can be evaluated in closed forms, though their general expressions are a bit tedious. In some
cases, they have simpler forms, see [20, Section 5] for some details.
(2) To determine the distribution of Y in (iv) is an open question, although many authors
conjectured it is non-normal. Also, the conditions in (iv) is very strict, hence the limit in (iv)
exists only in rare cases, see [20, Remark 3.20].
(3) The covariance matrices in (ii) correspond to those in Th. 3.28 in [20], they should be the
same when a = 1, they are the same results derived from different starting points. The covariance
matrices in (ii) are derived using the result of Th. 3.22 in [20], while those in Th. 3.28 [20] are
derived using Corollary 3.16 [20]. If we prove Th. 3.28 in [20] starting from the result of Th. 3.22
there, we get exactly the same expressions (when a = 1) for E(V ′V̂ ) and E(V̂ ′V̂ ) as I,12 and
I,22; if we prove (ii) using Corollary 3.16 [20], the results match those in Th. 3.28 [20], however
the expressions for these asymptotic covariances are more involved, so we use the version here.
Although the expressions of the variance matrix in (ii) and those in Th. 3.28 in [20] are somewhat
different, their values should be the same, as can be conﬁrmed if we chooseM as in the Corollary.
3. The optimal adaptive GPU design
In clinical trial, the adaptive design uses accumulating data to update aspects of the study as it
continues without undermining the validity and integrity of the trial ([17,21,22] among others).
The optimal design is to achieve some targeting objective criteria for the allocation proportions
([13,14,19] for example). As pointed out by some authors that for the DABCD, some of the
regularity conditions are difﬁcult to check.
Here we consider an optimal adaptive Pólya urn design procedure. Using the real-valued GPU
in Section 2, this design is to achieve any pre-speciﬁed optimality criteria for both the qualitative
and quantitative responses. The difference between our model and that of Zhang et al. [34] is that
their adding rule is a function of the response, our construction of the design matrix is directly
from the optimal targeting proportion v1, and that the additive n,ij can be different for different
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i and can be functions of the f (rn)’s or arbitrary. Thus our design is more general. Although the
conditions in Section 2 are simpler and the results are more general, in this section we will adopt
the conditions in [34] as their technical treatment is simpler for our case than that in [20]. This
requires the weights a = 1.
In this GPU procedure the design matrix and hence the allocation rule is subject to updating
after each split. In contrast, we call the previous GPU design as ﬁxed design. In order to achieve
optimality, we add nj to the urn if the nth patient is assigned treatment j , with
n,ij = cijn,ij (1 i, jk)
for some suitably chosen cij ’s, and the n,ij s are i.i.d ij over n. Let n = (n,ij )1 i,jk , and
M = E(n).Herewe assume then,ij ’s are independent of the responses, otherwise the asymptotic
variance of the urn will be more involved. We will see in Section 4 that any design matrix M can
be constructed, given the set of eigenvalues  = (1, . . . , k) and the ﬁrst right eigenvector v1.
To satisfy conditions (A3) and (A4), we always choose 0 < 1 > 2Re(2). The basic asymptotic
behavior is determined by v1, F, and , in which F is intrinsic,  can be subjectively chosen and
ﬁxed, and v1 is a function of F, so an optimal design M corresponding to the optimal choice of
v1. In turn, such optimal v1 can be quantiﬁed by maximizing an object functional (see Section 4
for some examples)
v1 = arg sup
v∈∇
G(F, v(F)), ∇ = {v(·) = (v1(·), . . . , vk(·)), vj (·) > 0 (1jk), |v| = 1}.
Here the requirement vj (·) > 0 (1jk) is to guarantee that v1 is indeed the ﬁrst right eigenvec-
tor, and that the desired M can be constructed using v1 and . Very simple constructions of M(F)
can be obtained, as in the subsequent corollaries. However, we keep the general construction of
M(F), though may be complicated in general form, for theoretical interest and the ﬂexibility in
practical uses. In practice, we are more interested in the case where G(·, ·) and v(·) depend on
F only through its mean vector, i.e. G(F, (F )) = G(μ, v(μ)), and both G(·, ·) and v(·) are
continuous with respect to μ. Now the eigenvectors v1, . . . , vk are functions of μ.
Let ij = E(ij ) > 0 (1 i, jk) (known), since E(ij ) = cijE(ij ) = mij , so
cij = mij /ij (1 i, jk).
This design is dependent on the unknown μ(F), we denote the corresponding urn composition as
Xn(F) = Xn(F,G, v, ) to emphasize their dependence on the underlying quantities, or just Xn
for simplicity when no confusion occurs.
Since μ (or F) is unknown, we plug in its estimate μn−1 (or Fn−1) as given in Section 2. Now
we have a dynamic allocation rule n = n(μn−1) = (n,ij )i,j=1,...,k given by
n,ij =
mij (μn−1)n,ij
ij
(1 i, jk). (3.1)
In the construction of n(·)we usedμn−1 instead ofμn in order to evaluate the conditional expec-
tation below easily. Thus, as a contrast to the urn model in Section 2, here the urn compositions
are updated by the n(·)’s according to the optimality criteria and the mean performances of the
f (r1),…,f (rn−1)’s.
Here {n = (μn−1,n) = (n,ij )} is a Markov sequence. Let Fn be the sigma ﬁeld gen-
erated by {X0,X1, . . . ,Xn; r1, . . . , rn; I1, . . . , In}, where Ij = (Ij1, . . . , Ijk) and M(μn) =
E(′n+1|Fn). Although μn and Fn(x) here have the same expressions as in the ﬁxed design case,
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there are some differences to that case. Here the Iji’s are the result from theMarkov sequence {n},
while in the ﬁxed design case, they are the result from the i.i.d. sequence {n}, although we used
the same notation for the two designs, they have different dynamic. So the numbers Ni(n)’s of
patients assigned to each treatment may differ from the ﬁxed design case, but the responses from
those who are assigned to the same treatment are still i.i.d. as before. The pre-chosen eigenvalues
 = (1, . . . , k) are usually independent of μn. Intuitively, with this dynamic design, we expect
that under some regularity conditions, the a.s. asymptotic behavior in Theorem 1 will keep the
same, though the asymptotic variances in Theorem 2 may change as given in Theorems 3 and 4.
Also, let ij ’s be the limit version of the n,ij ’s, i.e.
ij = ij (μ, ij ) =
mij (μ)ij
ij
(1 i, jk)
and the Bj ’s and B in Theorem 2 corresponding to these ij ’s.
We use the same notations as in the qualitative response case for our iterative design and list
the following conditions from [34], except (B0) which is for the particular form of our design.
(B0) 0 < ij < ∞, (1 i, jk).
(B1) M1′ = 1′ for some  > 0.
(B2) ij (·, ·) is continuous at (μ, y) for any y and there is an r > 2 such that E‖1‖r < ∞ and
supn E(‖n‖r |Fn−1) < ∞, a.s.
(B3) M(μ)0 (= 0) is differentiable, and there is a  > 0 such that
M(y) − M(μ) =
k∑
j=1
M(y)
yj
∣∣∣∣
y=μ
(yj − j ) + O(‖y − μ‖1+) as y → μ.
Theorem 3. Under (B0)–(B2) (for some r > 1), we have
(i) μn → μ a.s., sup
x∈S(F)
‖Fn(x) − F(x)‖ → 0 a.s.
(ii) (Xn(μn−1)
n
,
N(n)
n
)
→ (1v1(μ), v1(μ)) a.s.
(iii) ∑k
i=1
∑n
j=1 f (rj )Iji
n
→ v′1(μ)μ a.s.
Let M = M − 1′v1,  = (μ,1), 1 = {v1} − v′1v1, 2 = E[( − M)′{v1}( − M)], 3 =
diag(v1121, . . . , v1k
2
k), 23 = E[( − M)′{v1}(f(r1) − μ)], where f(r1) = (f (r1)|A1, . . . ,
f (r1)|Ak). Deﬁne tj = v1M(x)/xj |x=μ and T = (t′1/v11, . . . , t′k/v1k)′.
Theorem 4. (i) Under (B0)–(B2), we have
√
n(μn − μ) d→ N(0,),
√
n(Fn(x) − F(x)) d→ N(0,F ), x ∈ S(F),
where  and F are given in Theorem 2(i).
Under (B0)–(B3), we have
(ii) If 1 > 2Re(2), then
√
n
(
Xn(μn−1)
n
− 1v1(μ), N(n)
n
− v1(μ)
)′
d→ N(0,),
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where  = (ij )1 i,j2,
11 = M′†1M + †2 + †3 + †23 + (†23)′,
12 = M′†1 + (2 + 3 + 23 + 32)(I − 1′v1),
and
22 = †1 + (I − v′11)(2 + 3 + 23 + (23)′)(I − 1′v1),
with †1=
∫ 1
0
(
1
x
)M′
1
(
1
x
)M
dx, †3=
∫ 1
0
[∫ 1
x
1
y
(
1
y
)M
dy
]′
T′1T
[∫ 1
x
1
y
(
1
y
)M
dy
]
dx,
†2=
∫ 1
0
(
1
x
)M′
2
(
1
x
)M
dx,†23=
∫ 1
0
(
1
x
)M′
23T
[∫ 1
x
1
y
(
1
y
)M
dy
]
dx,2=
∫ 1
0
[∫ 1
x
1
y
( y
x
)M
dy
]′
2
[ ∫ 1
x
1
y
( y
x
)M
dy
]
dx, 3=
∫ 1
0
[∫ 1
x
∫ y
x
1
yu
( y
u
)M
du dy
]′
T′3T
[∫ 1
x
∫ y
x
1
yu
( y
u
)M
du dy
]
dx,
23=
∫ 1
0
[∫ 1
x
1
y
( y
x
)M
dy
]′
T′23T
[ ∫ 1
x
1
y
( y
x
)M
dy
]
dx, 2 =
∫ 1
0
(
1
x
)M′
2
∫ 1
x
1
y
( y
x
)M
dy dx,
3 =
∫ 1
0
∫ 1
x
[
1
y
(
1
y
)M
dy
]′
T′3T
∫ 1
x
∫ y
x
1
yu
( y
u
)M
du dy dx,
23 =
∫ 1
0
(
1
x
)M′
23T
∫ 1
x
1
yu
∫ y
x
( y
u
)M
du dy dx and
32 =
∫ 1
0
[∫ 1
x
1
y
(
1
y
)M
dy
]′
T′′23
∫ 1
x
1
y
( y
x
)M
dy dx.
Remark. (1) When 12Re(2), as in Theorem 2, the convergence rate is generally slower
than n1/2.
(2) If we choose  independent of r, then 23 = 0 and hence †23 = 23 = 32 = 23 = 0,
and so our model can achieve smaller variability than that of [34].
In general,  is not easy to evaluate, but since M can be subjectively chosen subject to the
optimality criterion, we can make it as simple as we want, and consequently  can have simple
forms as in the following:
Corollary. Let v1(·) be twice differentiable with |v1(·)| = 1. Set M(·) = 1′v1(·),  is bounded
positive and independent of the rn’s, then  in Theorem 4(ii) is given by
11 = 2v + E({v1}) − v′1v1, 12 = (3v + E(′{v1}) − v′1v1)(I − 1′v1),
22 = {v1} − v′1v1 + (I − v′11)(6v + 2E(′{v1}) − 2v′1v1)(I − 1′v1),
where v=(v1(μ)/μ)′diag(21/v11, . . . , 2k/v1k)v1(μ)/(μ). Especially, taking =Const.,
E(′{v1}) − (v′1v1) = 0 and ij ’s can be simpliﬁed further.
4. Application
4.1. Construction of the design matrix
The simplest construction of the design and its design matrices are those given in the Corollary.
Here we give some more general constructions. Since  is chosen by the user, we can always
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choose 1 > 0 and i < 1 (i > 1), so that conditions (A3) and (A4) are automatically satisﬁed.
Given G(·, ·), v1(·) and , we can select  and construct M satisfying (A1)–(A6) and (B0)–(B3),
by the following two steps.
(i) Given G(·, ·) and a, construct the ﬁrst left eigenvector v1(·) such that (B0)–(B3) and (2.1)
are satisﬁed, then plugging in the estimate μn, we get vn,1 = v1(μn). (B0), (B2) and (B3) will be
satisﬁed as we choose μ properly and v1(·) to be second order differentiable. The components of
vn,1 are uniquely determined.
(ii) Given  (can be chosen subjectively to satisfy the conditions of the asymptotic theorems)
and v1(·), construct the components mij (·) of M(·) such that (A1)–(A6) are satisﬁed, and that 
is the set of eigenvalues of M, and v1 is its ﬁrst left eigenvector.
For step (i), we will see through the examples below how to construct v1(·) for different choices
of G(·, ·) and a. The constraints in (2.1) can be achieved by ﬁrst normalizing vn,1 for the given
a, and then un,1 for the given vn,1.
Here we describe step (ii). Given  and v1(·), a matrix M(·) satisfying (B1) can be constructed
as symmetric or non-symmetric. The simplest such constructions are given in the Corollary. In
the following we consider some general case.
Symmetric construction:Herewegive suchgeneral constructions. In this case,M is diagnosable,
u1 = v1, and we must set a = v1, and (2.1) becomes ‖v1‖ = 1. The simplest such construction is
given in the Corollary. Here we give more general construction in this case. For this, given v1, we
can easily construct the other k− 1 vectors such that v1, . . . , vk are orthogonal to each other with
‖vj‖ = 1. Let = diag(1, . . . , k) with each j > 0. Now V = (v1, . . . , vk) is an orthonormal
matrix, and M = VV′ is the desired design matrix with eigenvalues  and right eigenvectors
v1, . . . , vk . Note M is positive deﬁnite and hence (A1)–(A6) are satisﬁed (as long as we deﬁne
the ij ’s properly). M(·) and its (i, j)th element are
M(·) =
k∑
l=1
lvl (·)v′l (·), mij (·) =
k∑
l=1
lvli (·)vlj (·).
To satisfy (B1), v2, . . . , vk should be such that
k∑
l=1
k∑
j=1
lvli (·)vlj (·) = 1 (i = 1, . . . , k).
This togetherwith the orthogonalization gives 2k constraints to the k(k−1) variables in v2, . . . , vk ,
and have non-trivial solutions as long as k3.
Asymmetric construction: Given 1 > 0, v1(·) > 0, and |v1| = 1, we can construct a non-
symmetric matrix M(·) satisfying (A1)–(A6) and (B1). For this, choose vectors v2, . . . , vk such
that V = (v′1, . . . , v′k)′ is non-singular, and choose Jordan canonical blocks J2, . . . , Jb with
dimensions d2, . . . , db such that d2 +· · ·+db = k−1. Denote V as V = (v1, V ′2, . . . , V ′b)′, with
Vi being the consecutive bi rows in V (i = 2, . . . , b), and denote by V −1 = ((v−1)′1, (V −)′2, . . . ,
(V −)′b) the arrays of the V
−
i ’s, and V
−
i is the consecutive di rows in V
−1
. From the matrix
projection in the Appendix, the desired matrix M can be constructed as
M = 1v1v′1 +
b∑
i=2
V −i JiVi .
Again the v2, . . . , vk can be chosen such that (B1) is satisﬁed as before.
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4.2. Practical illustration
We give two examples to illustrate the application.
Example 1. Consider two qualitative treatments. TheNeyman allocation [22] is to allocateN1(n)
patients to treatment I by maximizing the power for testing the difference  = p1 − p2, where
p = (p1, p2) are the success rates of the two treatments. Here f (·) ≡ 1 and μ = p. This strategy
leads to the allocation ratio
N1(n)
N2(n)
=
√
p1(1 − p1)
p2(1 − p2) →
v11
v12
,
or v1(p) = (v11(p), v12(p)), with
v11(p) =
√
p1(1 − p1)√
p1(1 − p1) + √p2(1 − p2) , v12(p) =
√
p2(1 − p2)√
p1(1 − p1) + √p2(1 − p2) .
We have |v1| = 1, and the corresponding optimal v1(·) = (v11(·), v12(·))′. The generating matrix
M(·) can be chosen as in the Corollary, M(·) = v1(·)1′. Take 1 = 1, and let the n,ij ’s be
constants, the corresponding adding rule is ni = v1(pn−1) (i = 1, 2). It is easily checked that
all the conditions in Theorem 3 and the Corollary are satisﬁed, so we have(
Xn,1
n
,
Xn,2
n
)
→ (v11(p), v12(p)) ←
(
Nn,1
n
,
Nn,2
n
)
a.s.
Note 21 = p1(1−p1) and 22 = p2(1−p2), so by the Corollary we have
√
n(Xn/n,N(n)/n)
D→
N(0,), with
11 = 2v = (1 − 2p1)
2√p2(1 − p2) + (1 − 2p2)2√p1(1 − p1)
2(
√
p1(1 − p1) + √p2(1 − p2))3
(
1 −1
−1 1
)
,
12 = 3v(I − 1′v1) = 34
(1 − 2p1)2√p2(1 − p2) + (1 − 2p2)2√p1(1 − p1)
(
√
p1(1 − p1) + √p2(1 − p2))3
(
1 −1
−1 1
)
and
22 = {v1} − v′1v1 + 6(I − v′11)v(I − 1′v1)
=
( √
p1p2(1 − p1)(1 − p2)
(
√
p1(1 − p1) + √p2(1 − p2))2
+3[(1 − 2p1)
2√p2(1 − p2) + (1 − 2p2)2√p1(1 − p1)]
2(
√
p1(1 − p1) + √p2(1 − p2))3
)(
1 −1
−1 1
)
.
Example 2. The criterion in Rosenberger et al. [29] is to minimize the expected treatment failure
and leads to
N1(n)
N2(n)
=
√
p1
p2
→ v11
v12
or v12(p) =
(
1 +
√
p1
p2
)−1
,
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so we take the targeting v1(·) as
v11(p) =
√
p1√
p1 + √p2 , v12(p) =
√
p2√
p1 + √p2 .
The f (·), μ, the generating matrix, and the adding rule are the same as in Example 1, with v1
given here. The asymptotic results are similar, with
11 = (1 − p1)p
3/2
2 + (1 − p2)p3/21
2√p1p2(√p1 + √p2)3
(
1 −1
−1 1
)
,
12 = 34
(1 − p1)p3/22 + (1 − p2)p3/21√
p1p2(
√
p1 + √p2)3
(
1 −1
−1 1
)
and
22 = (3 − p1)p
3/2
2 + (3 − p2)p3/21
2√p1p2(√p1 + √p2)3
(
1 −1
−1 1
)
.
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Appendix
We ﬁrst describe some preliminary techniques that will be used in the proofs in Section 2. In
the proofs in [20], the integer valued process {Xn} is embedded into a continuous time process
{X (t)}. This method is directly generalized to the real-valued process {Xn} the same way, and by
modifying Theorem 1 in Athreya and Karlin [4] for the integer valued ﬁxed design we have that
the sequences {X (n)} and {Xn} are equivalent, where n is the nth splitting time of the urn.
Matrix projection. Matrix projection plays an important role in the proofs. Here the projection
is from the whole space to its linearly independent subspaces, which may not necessarily be
orthogonal as in most projection theory. [20] gave a brief account for it, here we give more
details about this. Note in our construction of the design matrix, the eigenvalues are ﬁxed, but the
eigenvectors are subject to dynamic updating.
In this section and in the proofs of Theorems 1 and 2, we keep the notations to conform to
those in [20] in order to use the technique there. So all the notations here and up to the end of
proof of Theorem 2 have a transpose relationship to those in the manuscript. Let 1, . . . , b be
all the eigenvalues of M, which may be time dependent, but the j ’s are time independent by the
construction. The corresponding Jordan canonical form of the j ’s is J = J1 ⊕ · · · ⊕ Jb, Ji is
the Jordan block corresponding to i (we may have i = j for some i = j ). Let di = dim(Ji ).
Let V = (V1, . . . ,Vb) be the collection of its linearly independent (normalized) vectors from the
generalized right eigenspace, with Vi being the k × di matrix of the generalized right eigenspace
spanned by di linearly independent vectors, including the right eigenvector corresponding to i ,
i.e. each vector inVi isM−iI right nilpotent (V1 = v1). DenoteV−1 = (V−1
..., . . . ,
...V−b ) for the
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vertical array of the matrices V−1 , . . . ,V
−
b , here V
−
i (di × k) is the di rows in V−1 corresponding
to the space spanned by the left eigenspace of i , including the left row eigenvector. Let Pi be
the projection operator from the whole space V to Vi . Sometimes we also use the notations Pi ,
Vi , etc. to denote these matrices when it is necessary to emphasize their relationships with some
particular i . Let Idi be the di-dimensional identity matrix. Here for simplicity of notations, we
use the same symbol to denote a space, the corresponding operator, and its matrix under some
basis. We have
b∑
i=1
ViV−i = I, V−i Vi = Idi (i = 1, . . . , b), V−i Vj = 0 (i = j),
M = VJV−1 =
b∑
i=1
ViJiV−i and Pi = ViV−i .
In fact, for any vectorx, there is a c = (c1, . . . , cb)′, such thatx = Vc = ∑bj=1 Vj cj = ∑bj=1 xj ;
here xj = Vj cj is the unique component of x in Vj (j = 1, . . . , k). We have Pix = xi , so Pi is
the right projection matrix to Vi . Similarly, it is the left projection on to the row space spanned
by the rows of Vi .
Let Hi = Ji − iIdi . If we adopt the lower triangular form for the Ji’s, then
Hi =
(
0 0
Idi−1 0
)
, Hji =
(
0 0
Idi−j 0
)
(1jdi).
We have PiM = MPi = ViJiV−i = iPi + Ni , with Ni = ViHiV−i being nilpotent (Nji =
ViHji V
−
i = 0 for 0j < di , Ndii = 0). Also, V−i Pi = V−i , PiVi = Vi , and when di = 1, Vi and
V−i are the right and left eigenvectors for i . It is easy to check that Pi (·) is a right projection on
Vi and (·)Pi a left projection on V−i . With this choice of the Ji’s, it is easy to check that v1 is the
ﬁrst right eigenvector of M; vd1+···+dj is the right eigenvector corresponding to j (if we adopt
the upper triangular form for the Ji’s, then vd1+···+dj−1+1 is the right eigenvector corresponding
to j ). Recall for a subspace S, two vectors x and y are said to be congruent modulo S, written as
x ≡ ymodS, if x − y ∈ S. All the different congruent vectors in V modulo S are a linear space
called the quotient space (factor space) ofVwith respect to S, denoted asV/S [24]. IfV = S1⊕S2
(means S1 and S2 are linear subspaces of V, S1 ∩ S2 = {0} and dim(S1)+ dim(S2) = dim(S), S2
is the complement of S1), thenV/S1 is homomorphic to S2. LetVij = Vi (t)/(Nji Vi ) (1jdi),
and deﬁne the projection Pij : Vi → Vij . We have Vi,di = Vi and Pi,di = I . For 1j < di , let
V−ij be the ﬁrst j rows of V
−
i , V−
c
ij be the remaining rows of V
−
i , Vij be the ﬁrst j columns of
Vi , Vcij be the remaining columns of Vi , Jij be the left-upper j × j sub-matrix of Ji , and Jcij the
lower-right (di − j)× (di − j) sub-matrix of Ji . Denote Hij = Jij − iIdi−j . Since V−i Vi = Idi ,
we have, for all 1 ib and 1jdi ,
V−ijVij = Ij , V−cijVcij = Idi−j , V−cijVij = 0, V−ijVcij = 0.
Also,
Vi = (Vij ,Vcij )
( Jij 0
Aij Jcij
)(
V−ij
V−cij
)
= VijJijV−ij + VcijAijV−ij + VcijJcijV−cij ,
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where Aij is a (di − j)× j matrix with the (1, j)th element being 1 and others being zeros. Since
V−i V
−
j = 0 for i = j , so for i1 = i2,
V−i1j1Vi2,j2 = 0, V−i1j1Vci2j2 = 0, V−
c
i1j1Vi2j2 = 0,
V−ci1j1V
c
i2j2
= 0 (1j1di1; 1j2di2).
In matrix representation under the same basis, it is easily checked that
Pij = VijV−ij , PijVi = Vij = VijJijV−ij = iPij + Nij ,
where Nij = VijHijV−ij with Nlij = VijHlijV−ij , Hlij = 0 for 1 l < j and Hjij = 0. Also,
PijPi = PiPij = Pij . (If i = 0, rank(Vi ) = di − 1, and rank(Vij ) = di − j − 1, we need to
modify Vij and V−ij by one column and row.) Note Pij is only a right projection from Vi to Vij :
PijVi = Vij , but ViPij = Vij . In terms of row vector, if i = 0, Nji Vi is spanned by the ﬁrst
di − j rows ofV−i , orVij is spanned by the last j rows ofV−i . In the same way, the left projection
from Vi to Nji Vi is P
c
ij = VcijV−cij . Obviously Pij +Pcij = Pi . Let Vcij = VcijJcijV−cij . We derive
the following fact (cf. J (2.6)) which will be used later
Nji Pi,l−j = Pi,lNji , ∀0j ldi.
In fact, since
Hji V
−
i =
(
0j×(di−j) 0j×j
Idi−j 0(di−j)×j
)(V−i,di−j
V−ci,di−j
)
=
(
0j×k
V−i,di−j
)
,
so
Pi,lNji = VilV−il (ViHji V−i ) = VilV−il (Vil ,Vcil)Hji V−i = Vil(Il , 0l×(di−l))
(
0j×k
V−i,di−j
)
= (Vi,j ,Vi,[j+1,l−j ],Vi[l−j+1,l])
⎛⎝ 0j×kV−i,l−j
0(di−l)×k
⎞⎠ = Vi,[j+1,l−j ]V−i,l−j ,
where Vi,[r,s] is the r to sth columns in Vi . Similarly,
ViHji = (Vij ,Vcij )
(
0j×(di−j) 0j×j
Idi−j 0(di−j)×j
)
= (Vcij , 0k×j ),
so
Nji Pi,l−j = (ViHji V−i )Vi,l−jV−i,l−j = (Vcij , 0k×j )
(
V−i,l−j
V−ci,l−j
)
Vi,l−jV−i,l−j
= (Vi,[j+1,di ], 0k×j )
(
Il−j
0(di−l+j)×(l−j)
)
V−i,l−j = Vi,[j+1,l−j ]V−i,l−j ,
and the result is proved.
Let Y(t) = e−tMX (t), as in Lemma 9.2 in [20], the process {Y(t),Gt } is a martingale.
Proof of Theorem 1. (i) First note that the equivalence of {X (n)} and {Xn} hold for this case
of ﬁxed design, and that Y(t) = e−MtX (t) is a martingale in this case. The ﬁrst conclusion is a
special case of those in Theorem 3(ii).
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For the second conclusion, let Ii = (Ii1, . . . , Iik), and Fn be the -algebra generated by
{(Xi , f (ri ), Ii ) : in}. We ﬁrst have by (i) and the fact a′v1 = 1 that
a · Xn
|a · Xn| =
a · Xn
|a′Xn| → a · v1 a.s.
The proportion pij of the j th component after the ith split is pij = ajXij /|a′Xi |, and the 0–1
valued Iij ’s are adapted to the Fi’s, and E(Iij |Fi−1) = pi−1,j (all i, j ). Using Lemma 11 in
Athreya and Karlin [3], we have
Nj(n)
n
= 1
n
n∑
i=1
(
Iij − E(Iij |Fi−1)
)+ 1
n
n∑
i=1
pi−1,j
= o(1) + 1
n
n∑
i=1
pi−1,j = o(1) + 1
n
n∑
i=1
ajXij
|a′Xi | → ajv1j a.s.
by Toeplitz’s theorem.
(ii) For each ﬁxed j , let the Zij ’s be those f (ri )’s with the corresponding Iij = 1. Conditional
on being allocated to the j th treatment, the Zij ’s are i.i.d. Using these notations, μn and Fn(x)
are written as averages of i.i.d. random variables, thus the ﬁrst conclusion is by the SLLN and
the second by the Glivenko–Cantelli theorem. Now we give more details for the proof of the ﬁrst
conclusion, that of the second conclusion is similar. We only need to prove the result for each
component j . Since
μn,j =
1
Nj(n)
Nj (n)∑
i=1
Zij → E(f (r1)|Aj) = j a.s.
by the SLLN, as long as Nj(n) → ∞, a.s., and this is asserted by (i) since ajv1j > 0
(j = 1, . . . , k).
(iii) By (i) and (ii), this conclusion is trivial by the observation∑k
j=1
∑n
i=1(f (ri )|Aj)Iij
n
= μ′n
N(n)
n
. 
The following lemma is a generalization of the multivariate CLT for i.i.d. vector sequence, to
the case in which each component of the vector has different number of observations. For two
numbers b and c let b ∧ c = min{b, c}.
Lemma .1. Let {xn} = {(xn1, . . . , xnk)′} be a sequence of i.i.d. random column vectors, with
E(xn) =  = (1, . . . , k)′ and Cov(xn) =  = (ij )i,j=1,...,k , where ij = Cov(xni, xnj ).
Let n1, . . . , nk and n = n1 + · · · + nk be random integers such that ni/n P→ i > 0 exists
(i = 1, . . . , k). Then as n → ∞,(
√
ni
(∑ni
j=1 xji
ni
− i
)
: i = 1, . . . , k
)
d→ N(0,),
where  = (ij )i,j=1,...,k with ij = (i ∧ j )ij /√ij (i, j = 1, . . . , k).
Proof. Without loss of generality, we assume i = 0 (i = 1, . . . , k). If the ratios i/j ’s are
rational numbers, there is an integer m independent of i which tends to inﬁnity along with the
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ni’s, and there are ﬁxed integers s1, . . . , sk such that there is no common non-trivial factor among
them, and that ni = sim + ti , with 0 ti < si . So ni/nj P→ si/sj = i/j (all i, j ). If some (or
all) of the ratios i/j ’s are irrational numbers, we can ﬁnd si’s such that |si/sj − i/j | can be
arbitrarily small, so the result still holds by the following arguments. Let zri = ∑rsil=(r−1)si+1 xli(i = 1, . . . , k; r = 1, 2, . . .), then Cov(zri , zrj ) = (si ∧ sj )ij , and⎛⎝n−1/2i ni∑
j=1
xji : i = 1, . . . , k
⎞⎠=
⎛⎝(ni/m)−1/2m−1/2 m∑
j=1
zji : i = 1, . . . , k
⎞⎠
+
⎛⎝n−1/2i ni∑
j=im
xji : i = 1, . . . , k
⎞⎠ .
The second term on the right-hand side above tends to a zero vector in probability. Since the
zj = (zj1, . . . , zjk)’s are i.i.d., by the CLT and Slutsky’s theorem, the ﬁrst term above converges
in distribution to amultivariate normal vector withmean vector zero and covariancematrix, whose
(i, j)th element is (si ∧ sj )ij /√sisj = (i ∧ j )ij /√ij (all (i, j)). 
Proof of Theorem 2. (i). We only prove the ﬁrst conclusion, the proof for the second is similar.
We have
√
n(μn − μ) =
(√
n
(∑n
i=1 f (ri )Iij
Nj (n)
− j
)
: j = 1, . . . , k
)
=
(√
n
Nj (n)
√
Nj(n)
(∑Nj (n)
i=1 Zij
Nj (n)
− j
)
: j = 1, . . . , k
)
.
Since for each ﬁxed i, {Zij } is an i.i.d. sequence, and for i = l, {Zij } and {Zil} are mutually
independent, with E(Zij ) = j , V ar(Zij ) = 2j . Also by (ii) of Theorem 1, Nj(n) → ∞ (a.s.),
so by Lemma .1, (ii) of Theorem 1, and the Slutsky Theorem, the conclusion is true.
(ii)We only need to check that all the proofs for the corresponding results in [20] for the integer-
valued GPU still hold in our case of real-valued GPU. We ﬁrst note that {Xn} is equivalent to
{X (t)} and that {Y(t)} is a martingale. The proofs in [20] are involved, so we outline his proofs by
listing the corresponding theorems, corollaries, propositions, lemmas, and equations used there,
in which (A.1)–(A.6) will be used.
The results are obtained in Th. 3.28, which uses the ﬁrst conclusion in Th. 3.15, results in
Ths. 3.21–3.23 and Corollaries 3.16 and 3.17. [20] only gives the expressions for the covariance
matrices in case of a = 1, those for the general a are detailed in the proof of (A.16), in the proof
of our Theorem 4, and here is a special case.
The proofs of Corollaries 3.16 and 3.17 used results of Th. 3.15(v), (i) and (ii), which in turn
used Lemmas 9.8 and 11.1 and Th. 3.1(i) and (ii). Th. 3.15 explains why the convergence rates
in (i)–(iii) here are different. Let b(z) as given in p. 15 of J. By Th. 3.15(v), as z → ∞,
z−1/2
(
X (b(z)) − zb′v1 v1
)
=
(
I − v1b
b′v1
)⎛⎝∑
∈I
PX (b(z))
+
∑
∈II
d∑
j=0
P,jPX (b(z)) +
∑
∈III
d∑
j=0
P,jPX (b(z))
⎞⎠
+o(1) a.s.,
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where in [20]Q,k is used in place of P,j here.WhenRe(2) < 1/2,II = III = 
, the empty
set, thus by Th. 3.15(i)–(iii), the convergence rate is z−1/2. This scale implies the corresponding
quadratic variation converges to a ﬁnite non-zero covariance matrix, bigger scale leads to diver-
gence, and smaller scale leads to a zero limit; when Re(2) = 1/2, III = 
, the leading term
is in
∑
∈II
∑d
j=0, which has a rate (z ln
2(d+1) z)−1/2 (d is given in Theorem 2(iii)); similarly
when Re(2) > 1/2, the leading term is in
∑
∈III
∑d
j=0, with rate (ln z)−(d+1)z−Re(2)/1
(d is given in Theorem 2(iv)). These rates are derived by the relation X (t) = etMY(t) and (A.3)–
(A.6). In terms of Xn, these rates are those given in Theorem 2(ii)–(iv), as is shown in Ths. 3.24
and 3.28 in J.
The proof of Th. 3.1 is the main part. The key to the proof of Th. 3.1(i) is to apply Proposition
9.1 by checking its two conditions, which in turn used Lemma 8.2, and Lemma 9.3 (corresponding
versions in our case) to compute some quadratic variation and show it converges in probability to
the desired covariance matrix. Note that since the design is ﬁxed, Lemma 9.3 has the same form
here as in [20].
The proof of Th. 3.1(ii) starts from (9.45) by the same reasoning to check the conditions for
Proposition 9.1 and evaluating the corresponding square brackets.
All these steps are valid regardless of whether the GPU is integer or real valued, as long as the
equivalence of {Xn} to {X (t)}, Lemmas 9.2 and 9.3 (in our case) hold as martingales, thus the
validity of (ii) and (iii).
Lastly, we assert that the asymptotic variance matrices are ﬁnite. We ﬁrst computeI,11, those
for the others are similar. By (A.4),

(s,M) =
∫ s
0
e1tP1 dt +
∑
 =1
∫ s
0
d∑
j=0
PN
j

tj
j !e
t dt
= −11 P1(e1s − 1) +
∑
 =1
d∑
j=0
PN
j

∫ s
0
tj
j !e
t dt.
Since P1 = v1u′1, by (2.1) we have
	(s,M) = esM − 1v1a′
(s,M)
= P1e1s +
∑
=1
PN
j

sj
j ! e
s
−1v1a′
⎛⎝−11 P1(e1s − 1) + ∑
=1
d∑
j=0
PN
j

∫ s
0
tj
j !e
t dt
⎞⎠
= P1 +
∑
 =1
d∑
j=0
(
PN
j

sj
j ! e
s − 1v1a′PNj
∫ s
0
tj
j !e
t dt
)
= O(sd2+1eRe(2s)),
thus the integrand in I,11 is of order O(s2(d2+1)e−(1−2Re(2))s), and the integration is ﬁnite
since 1 − 2Re(2) > 0.
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The ﬁniteness of I,12 and I,22 is asserted similarly. Since
P′1({a} − a(a · v1)′) = u1v′1{a} − u1(a · v1)′ = 0,
so 
(s,M)′({a} − a(a · v1)′) = O(sd1+1eRe(2)s), or the integrand in I,12 is O(s2(d1+1)
e−(1−2Re(2))s), and thus I,12 is ﬁnite. By the same way, the integrand in I,22 is O(s2(d1+1)
e−(1−2Re(2))s), and hence I,22 is ﬁnite.
(iii) The proof checking is similar as those in (ii), and Th. 3.23 in [20] gives II,11 for any
a satisfying (2.1), but the expression for the joint II is only for the case a = 1 and with (2.1)
(Th. 3.28, [20]). Here we give expression for II for any a satisfying (2.1). We use the trick in
the proof of Th. 3.28 [20]. Let
X˜n =
(
Xn
N(n)
)
, a˜ =
(
a
0
)
, M˜ =
(
M 0
{a} 0
)
.
Then M˜ and M have the same set of non-zero eigenvalues, and the ﬁrst right eigenvector of M˜ is
v˜1 = (v′1, −11 (a · v1)′)′ (note {a}v1 = a · v1). So by Th. 3.23 [20] we have
√
n(ln n)−(d−1/2)
(
Xn
n
− 1v1, N(n)
n
− a · v1
)
= √n(ln n)−(d−1/2)
(
X˜n
n
− 1v˜1
)
d→ N(0,II),
where
II = −2(d−1)1 (I˜ − T˜)˜II,d (I˜ − T˜′),
I˜ is the 2k dimensional identity matrix, T˜ and ˜II,d are T and II,d with B and the P’s replaced
by B˜ and the P˜’s, and B˜ and P˜ are the counterparts of B and P corresponds to M˜. Note our d
corresponds to d + 1 in [20].
Now we compute II in block form (II,ij )1 i,j2. By the same proof of Theorem 4(ii) we
have
B˜ =
(
B M{v1}
{v1}M′ {a · v1}
)
.
For any non-zero eigenvalue  of M, v˜ = (v′, −1(a · v)′)′ is the right eigenvector of M˜ for ,
and V˜ = (V′, −1({a}V)′)’s is columnwise linearly independent. Also, M˜ has k eigenvalues
0 each with multiplicity 1 from its lower right block, with corresponding set of eigenvectors
(0, I)′. Thus, the V˜’s together with (0, I)′ are the set of vectors V˜ that span the generalized
eigenspaces of M˜ with a˜′v˜1 = 1. Use the notations for matrix projection in the Appendix, let
Vo = (−11 {a}V1, . . . , −1b {a}Vb), then Vo and V˜ are non-singular, and
V˜ =
(
V 0
Vo I
)
with V˜−1 =
(
V−1 0
−VoV−1 I
)
.
Since ∀ ∈ II,  = 0, so the corresponding V˜ must be in the ﬁrst k columns of V˜, the
corresponding V˜− must be in the ﬁrst k rows in V˜
−1
. Recall the structure of V˜−1, and the
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deﬁnitions for the H’s and N’s in the matrix projection section in the Appendix, we have for
 ∈ II, V˜− = (V− , 0′), N˜ = V˜HV˜− , and
P˜ = V˜V˜− =
(
P 0
−1{a}P 0
)
, N˜ =
(
N 0
−1{a}N 0
)
, ∀ ∈ II.
With these we have
v˜1a˜
′P˜ =
(
v1a′P 0
−11 (a · v1)a′P 0
)
, (I˜ − T˜) =
(
I − T 0
−II,a I
)
and the summands in ˜II,d is
N˜d−1 P˜B˜P˜
′
N˜
′d−1
 =
⎛⎝Nd−1 PBP′N′d−1 −(d−1)Nd−1 PBP′N′d−1 {a}d−1
∗ −(d−1){a}d−1Nd−1 PBP′N
′d−1
 {a}d−1
⎞⎠ .
Now multiplying −2(d−1)1 (I˜ − T˜)˜II,d (I˜ − T˜′) gives II the block partition as in (iii).
(iv) The proof is by checking those in Th. 3.24 in [20], and is similar to those in (ii)
and (iii). 
Proof of Theorem 3. (i) As in the proof in Theorem 1(i), we only need to assertNi(n) → ∞, a.s.
for each ﬁxed i. The proof is modiﬁed from that of Lemma 5.2 [34]. Note that {n −E(n|Fn−1)}
is a martingale, with
∞∑
n=1
E‖n − E(n|Fn−1)‖r |Fn−1)
nr

∞∑
n=1
C
nr
< ∞
by (B2). So by the law of large numbers for martingales,
1
n
n∑
m=1
m − 1
n
n∑
m=1
E(m|Fm−1) → 0 (a.s.).
SinceE(m|Fm−1) = M(μm−1),wehave
∑n
m=1 m = O(n) (a.s.), so |Xn| = |X0+
∑n
m=1 m| =|X0| + ∑nm=1 ‖M(μm−1)‖ + o(n) = O(n) (a.s.), where ‖M(·)‖ = ∑i,j mij (·). Hence∑∞
n=1 |Xn|−1 = ∞ (a.s.) and so
∞∑
n=1
P(Ini = 1|Fn−1) =
∞∑
n=1
Xn−1,i/|Xn−1|
∞∑
n=1
X0,i/|Xn−1| = ∞, (a.s.),
this, with the generalized Borel–Cantelli lemma, implies that P(In,i = 1, i.o.) = 1, or
Nn,i → ∞ (a.s.).
(ii) Without loss of generality we may assume 1 = 1 in the proof, otherwise considering
Xn/1 and design matrix M/1 in place of Xn and M. Deﬁne Sn = ∑nm=1 Sm with Sk =
Ikk − E(Ikk|Fk−1), mn = ∑nk=1 mk , with mk = Ik − E(Ik|Fk−1). The conclusion is
directly from Theorem 3.1 in [34] with Yn, v, H, Hn, H, Mk and mk there replaced by Xn, v1,
M, Mn, M, Sk and mk here. The proof used Lemma 5.1 in [34] which still holds in our case.
(iii) The proofs are the same as those in (i) and (iii) of Theorem 1. 
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Proof of Theorem 4. (i) The proof is the same as in Theorem 2(i).
(ii)DeﬁneSk andmk as in the proof of Theorem3(ii),Sn = ∑nm=1 Sm,mn = ∑nk=1 mk ,
and Qn = ∑nm=1 Qm, with Qm = Im diag(f(rm) − μ) (Recall the notation f(rm) =
(f (rm)|A1, . . . , f (rm)|Ak)). Then Sn, mn and Qn are martingales. We use the method in [34].
Note the notations n, Hn, H, Mn and F there correspond to μˆn, Mn, M, Sn and T here. Then
Lemma 5.3 there still holds in this case. By the same way as in (5.19), (5.20) and (5.21) in [34],
we have
Xn − nv1 = Un + o(n1/2), Nn − nv1 = Vn + o(n1/2),
where
Un =
n∑
m=1
(SmBn,m + QmTB(1)n,m),
Vn =
n∑
m=1
(mm + SmB(2)n,m(I − 1′v1) + QmTB(3)n,m(I − 1′v1)),
Bn,m = ∏nj=m+1 (I + M/j), Bn,n = I, B(1)n,m = ∑nj=m Bn,j /j , B(2)n,m = ∑n−1j=m Bj,m/(j + 1),
B(3)n,m = ∑n−1i=m ∑ij=m Bi,j /((i + 1)j). Then the Lindberg condition for martingale is justi-
ﬁed as in [34]. Zhang et al. [34] deﬁned their sigma ﬁled Fm as generated by, in their notation,
{Y0,Y1, . . . ,Ym;X1, . . . ,Xm}. It shouldbegeneratedby {Y0,Y1, . . . ,Ym;X1, . . . ,Xm; 1, . . . ,
m}, otherwise their H(ˆm−1) := E(D(ˆm−1, m)|Fm−1) is not a function of ˆm−1.
The matrices 11 and 22 here correspond to their † and  in [34], their derivations are
omitted here. Now we derive 12. Use the notations in [34].
Un = U(1)n M + U(2)n + U(3)n , Vn = V(1)n + V(2)n (I − 1′v1) + V(3)n (I − 1′v1),
where V(1)n = U(1)n = ∑nm=1 mmBn,m, U(2)n = ∑nm=1 (Sm − mmM)Bn,m, U(3)n = ∑nm=1
QmTB(1)n,m, V(2)n = ∑nm=1 (Sm − mmM)B(2)n,m, and V(3)n = ∑nm=1 QmTB(3)n,m. Note Un and
Vn are linear combinations of martingale differences. Using the serial conditional covariance
notation in [34], we have
12 = lim
n→∞ n
−1
n∑
m=1
(
Cov(U(1)n M,V(1)n |) + Cov(U(1)n M,V(2)n (I − 1′v1)|)
+Cov(U(1)n M,V(3)n (I − 1′v1|) + Cov(U(2)n ,V(1)n |)
+Cov(U(2)n ,V(2)n (I − 1′v1)|) + Cov(U(2)n ),V(3)n (I − 1′v1)|)
+Cov(U(3)n ,V(1)n |) + Cov(U(3)n ,V(2)n (I − 1′v1)|) + Cov(U(3)n ,V(3)n (I − 1′v1)|)
)
.
In the following derivations we will use the elementary fact that
logBn,m = (1 + o(1))
∫ n
m+1
log(I + M/x) dx = (1 + o(1)) log
[( n
m
)
M
]
+ o(1),
and thus
Bn,m = elog[( nm )M](1 + o(1)) =
⎛⎝ ∞∑
j=0
logj (n/m)
j ! M
j
⎞⎠ (1 + o(1)) = ( n
m
)M
(1 + o(1))
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by deﬁnition of matrix exponential. By (5.23) in [34], we have
Cov(U(1)n M,V(1)n |) = M′
n∑
m=1
E[B′n,mm′mmmBn,m|Fm−1] = nM′†1 + o(n) a.s.
Cov(U(1)n M,V(2)n (I − 1′v1)|) = M′
n∑
m=1
B′n,mE[m′m(Sm − mmM)|Fm−1]B(2)n,m(I − 1′v1)
= M′
n∑
m=1
B′n,m(0 + o(1))B(2)n,m(I − 1′v1) = o(n) a.s.
Cov(U(1)n M,V(3)n (I − 1′v1)|) = M′
n∑
m=1
B′n,mE[m′mQm|Fm−1]TB(3)n,m(I − 1′v1)
= o(n) a.s.
Cov(U(2)n ,V(1)n |) =
n∑
m=1
B′n,mE[(Sm − mmM)′mm|Fm−1]Bn,m = o(n) a.s.
Cov(U(2)n ,V(2)n (I − 1′v1)|)
=
n∑
m=1
B′n,mE[(Sm − mmM)′(Sm − mmM)|Fm−1]B(2)n,m(I − 1′v1)
=
n∑
m=1
B′n,m(2 + o(1))B(2)n,m(I − 1′v1)
= n
∫ 1
0
(
1
x
)M′
2
∫ 1
x
1
y
(y
x
)M
dy dx(I − 1′v1) + o(n) a.s.
Cov(U(2)n ),V(3)n (I − 1′v1)|) =
n∑
m=1
B′n,mE[(Sm − mmM)′Qm|Fm−1]TB(3)n,m(I − 1′v1)
=
n∑
m=1
B′n,m(23 + o(1))TB(3)n,m(I − 1′v1)
= n
∫ 1
0
(
1
x
)M′
23T
∫ 1
x
1
yu
∫ y
x
(y
u
)M
du dy dx(I − 1′v1)
+o(n) a.s.
Cov(U(3)n ),V(1)n |) =
n∑
m=1
(B(1)n,m)
′T′E[Q′mmm|Fm−1]Bn,m = o(n) a.s.
Cov(U(3)n ),V(2)n (I − 1′v1)|) =
n∑
m=1
(B(1)n,m)
′T′E[Q′m(Sm − mmM)|Fm−1]B(2)n,m(I − 1′v1)
=
n∑
m=1
(B(1)n,m)
′T′(′23 + o(1))B(2)n,m(I − 1′v1)
= n
∫ 1
0
[∫ 1
x
1
y
(
1
y
)M
dy
]′
T′′23
∫ 1
x
1
y
(y
x
)M
dy dx(I − 1′v1)
+o(n) a.s.
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Cov(U(3)n ),V(3)n (I − 1′v1)|)
=
n∑
m=1
(B(1)n,m)
′T′E[Q′mQm|Fm−1]TB(3)n,m(I − 1′v1)
=
n∑
m=1
(B(1)n,m)
′T′(3 + o(1))TB(3)n,m(I − 1′v1)
= n
∫ 1
0
∫ 1
x
[
1
y
(
1
y
)M
dy
]′
T′3T
∫ 1
x
∫ y
x
1
yu
(y
u
)M
du dy dx(I − 1′v1) + o(1) a.s.
Now collecting terms we get 12. 
Proof of the Corollary. It is easy to see that (B0)–(B3) are satisﬁed with 1 = 1 be the only
non-zero eigen value ofM and v1 being its left eigenvector for 1. Also,M = 0. So we have†1 =
1 = {v1}−v′1v1 andM′†1M = M′†1 = 0. Also as in the proof of Corollary 3.2 in [34] and note
E() = M, we have †2 = 2 = E(′{v1}) − M′{v1}M = E(′{v1}) − v′1v1, †3 = 2T′3T =
2v , and 23 = 0 by the independence of  and f (r), thus †23 = 23 = 23 = 32 = 0. Sim-
ilarly, 2 = 22, 3 = 6T′3T = 6v , 2 = 2, 3 = T′3T
∫ 1
0 (
∫ 1
x
1
y
dy)(
∫ 1
x
∫ y
x
1
yu
du dy)
dx = 3T′3T = 3v .
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