Traditional background subtraction methods model only temporal variation of each pixel. However, there is also spatial variation in real word due to dynamic background such as waving trees, spouting fountain and camera jitters, which causes the significant performance degradation of traditional methods. In this paper, a novel spatial-temporal nonparametric background subtraction approach (STNBS) is proposed to effectively handle dynamic background by modeling the spatial and temporal variations simultaneously. Specially, for each pixel in an image, we adaptively maintain a sample consisting of pixels observed in previous frames. At current frame, for a particular pixel, the proposed method estimates the probabilities of observing this pixel based on samples of its neighboring pixels. The pixel is labeled as background if one of these estimated probabilities is larger than a fixed threshold. All samples are adaptively updated over time. Experimental results on several challenging sequences show that the proposed method achieves the best performance than two state-of-the-art algorithms.
INTRODUCTION
Background subtraction in the computer vision community refers to the task of detecting moving objects of interest in image sequences taken from a static camera by comparing current frame to a background model. It is a critical preprocessing step in many computer vision applications such as industrial automation, transportation, security and surveillance. In order to detect the moving objects of interest, one has to maintain a representation of the background, which should be not only reflect the variance when the moving objects appear in the scenes but also robust to dynamic background such as waving trees, spouting fountain, camera jitters, etc.
Since the late 1970s, frame difference has been used for moving objects detection in stationary scenes [1] by thresh- olding the difference between the current frame and the background frame. In [2] , a statistical method was proposed with a hypothesis that the color value of a pixel over time in a static scene could be modeled by a single Gaussian distribution. In [3] , the mixture of Gaussians approach to background subtraction (MOGBS) was used to model the dynamic scenes. Once the pixel-wise background model was built, a new pixel was compared to every Gaussian distribution. If a match (defined as the color value of a pixel within 2.5 standard deviations of a distribution) was found and the matched distribution represented the background process, the pixel was labeled as background. Many authors have proposed improvements and extensions to this algorithm. In [4] , new update algorithms for learning mixture models were presented. In [5] , not only the parameters but also the number of components of the mixture was adapted for each pixel.
The Gaussian distribution-based methods, in fact, are parametric method and have an assumption that the temporal variation of a pixel could be modeled by one or multiple Gaussian distributions. This assumption, however, does not always hold in the real world. To deal with the limitations of parametric methods, a kernel density estimation based approach to background subtraction (KDEBS) was proposed in [6] . This method has two significant advantages compared to Gaussian mixture model based method. First, the method does not have any assumptions about the underling distributions, which is more suited to real scenes. Second, the method do not need to determine the number of distributions. With such properties, it models the temporal variation more effectively than Gaussian mixture model, thus achieves better detection performance in dynamic scenes.
In addition to temporal variation, there is also spatial variation in dynamic scenes, which usually is neglected by traditional methods. For instance, in a outdoor scene with trees waving due to the presence of strong wind, pixels occupied by trees in some time will be replaced by the sky in other time. Traditional methods consider only the temporal variation and ignore the spatial variances which is particularly useful for accurately detecting moving objects of interest and suppressing the wrong detection due to dynamic background in dynamic scenes. Motivated by the fact that the color or intensity of a particular pixel is also frequently observed spatially around the pixel, in this paper, we propose a spatial-temporal nonparametric background subtraction approach that can effectively detect moving objects in dynamic scenes. Specially, for each pixel in an image, we adaptively maintain a sample consisting of pixels observed in previous frames. At current frame, for a particular pixel, the method estimates the probabilities of observing the pixel based on samples of its neighboring pixels. The pixel is labeled as background if one of these estimated probabilities is larger than a fixed threshold. All samples are adaptively updated over time.
Some previous work exploits the spatial cues to model the background in dynamic scenes. In [7] , a statistical background subtraction method was proposed, in which the background model of a pixel is estimated on a region centered on the pixel in one background frame instead of a series of frames as is usually the case. The disadvantage of this method is that it consider only spatial variation and ignores the temporal variation. In [8] , the background model of a pixel is a probability distribution estimated based on a sample of pixels collected from time-space volume centered on the pixel in previous frames. This method needs sufficient memory to store samples, and is time-consuming to update the background model.
The reminder of the paper is organized as follows. Section 2 describes the proposed method in details. Section 3 includes experimental results, and Section 4 concludes the paper.
PROPOSED METHOD
In this section, motivated by the fact that the color or intensity of a particular pixel is also frequently observed at its neighboring locations, we proposed a spatial-temporal nonparametric background subtraction (STNBS) by modeling the temporal variation and spatial variation simultaneously.
Background Modeling
For a particular pixel at ith row and jth column in an image, the feature vector, x ∈ R 3 , is a color-space representation of the pixel value. Let probabilistic distribution P ij (x) be its background model. With nonparametric kernel density estimation, P ij (x) is given by
where K is a kernel function that satisfies
, xK(x)dx = 0, and xx T K(x)dx = I |x| , and S ij is the sample of the pixel located at ith row and jth column, which consists of pixel values observed in the previous frames
where x t ij is the color-space representation of the pixel at ith row and jth column of the image taken at time t, T is the length of the sample.
For computational reasons, we quantize the feature space into m bins and consider the simples estimate, given by the histogram 
Spatial-temporal Background Subtraction
To detect moving objects at time t, we label each pixel as background or foreground by judge whether one of the probabilities of observing the pixel based on samples of its neighboring pixels is larger than a fixed threshold, which considers the spatial and temporal variations simultaneously.
For pixel at ith row and jth column, we define the neighboring pixel locations set as
where R is the radius of the neighboring region. The probabilities of observing the pixel values x based on one of its neighboring samples S ∈ N ij is
The goal of the background subtraction is to estimate the label L ij of a pixel at ith row and jth column (typically L ij = 0 when the pixel is background and L ij = 1 otherwise).
Background Update
In the previous subsections it was shown how to judge whether a pixel is background or foreground given recent samples of its neighboring pixels. Every sample contains a series of pixels values taken from previous frames. These samples need to be updated continuously to adapt to changes in the scenes. The update process is performed in a first-in first-out manner. Specially, for a pixel located at ith row and jth column, if it is labeled as background, it is added only into itself sample. In contrast, if it is labeled as foreground, it is added into samples of its neighboring pixels. The rationale behind this strategy is that a pixel labeled as background involves only temporal variation and should not affect its neighboring pixels. If a pixel is labeled as foreground, it is possible that this pixel belongs to its neighboring locations in previous frame. Thus, it should be added into samples of its neighboring pixels.
EXPERIMENTAL RESULTS
In order to verify the effectiveness of the proposed method in dynamic scenes, we conduct experiments on three chal- lenging video sequences which involve waving trees, spouting fountain, illumination changes, camera jitters, etc. On a 3 GHz Intel Pentium 4 processor with 1 GB RAM, an un-optimized implementation of the proposed method can achieve the processing speed of about 25 fps for a sequence of size of 120×160. The proposed approach is compared with mixture of Gaussian method (MOGBS) and kernel density estimation method (KDEBS). For all the results, the parameters of the proposed method is T = 50, R = 10, and τ = 15e − 5.
Five mixture components are used in MOGBS.
Qualitative Analysis
The first experiment is conducted on waving tree sequence [2] in which the tree branches heavily waves in the presence of a strong wind. The comparative results are shown in Fig. 1 . Since the dynamic background caused by the waving trees do not repeat exactly, the MOGBS and KDEBS perform poorly. They detected a large number of background pixels as foreground and also labeled a huge amount of foreground pixels as background in the inner areas of the moving person. The proposed method significantly outperforms the MOGBS and KDEBS. Fig 2 shows results on fountain sequence [9] which is a particularly challenging outdoor sequence with three classes of dynamic background: 1) The fountain, 2) the tree branches, and 3) the shadow of the tree. The MOGBS and KDEBS either detect some background pixels as foreground, or miss some foreground pixels in the inner region of moving person. The proposed approach effectively suppresses those dynamic background pixels and accurately detects the object of inter- 
est.
The third experiment is conducted on the moving camera sequence [9] which contained an average nominal motion of approximately 14.66 pixels. Fig 3 shows the detect results. The MOGBS and KDEBS handle the moving camera poorly, labeling a large number of background pixels as foreground. The proposed method significantly outperforms comparison methods.
Quantitative Analysis
The performance of the proposed method is also evaluated quantitatively in terms of true positive ratio (TPR) and false positive ratio (FPR): TPR = true positives number of foreground pixels in ground truth FPR = false positives number of background pixels in ground truth where true positives are the number of foreground pixels that are correctly detected, false positives are the number of background pixels that are detected as foreground.
The quantitative evaluation on waving tree and moving camera sequences are shown in Fig. 4 and Fig. 5 , which verify the overall performance of the proposed method is superior to MOGBS and KDEBS.
CONCLUSION
In this paper, we propose a novel spatial-temporal nonparametric background subtraction approach that models the temporal and spatial variations simultaneously. The method estimates the probabilities of observing each pixel based on samples sampled on it and its neighboring locations. Each pixel is labeled as background if one of these estimated probabilities is larger than a fixed threshold. All samples are adaptively updated over time. Experimental results on three challenging sequences verify the effectiveness of the proposed method in dynamic scenes. The proposed method can achieve real-time processing requirements.
