Abstract. This paper, concluding the trilogy, develops schemes for the stable solution of wavedominated unsteady problems in general three-dimensional domains. The schemes utilize a spectral approximation in each sub-domain and asymptotic stability of the semi-discrete schemes is established. The complex computational domains are constructed by using non-overlapping quadrilaterals in the two-dimensional case and hexahedrals in the three-dimensional space.
in most cases by applying methods known from the Euler equations, and a separate treatment of the viscous part of the equation. This second contribution is then applied as a correction to the result obtained from the inviscid patching.
The main di erence between previously proposed methods and the one introduced here is that we develop a patching scheme which accounts for the inviscid and viscous part of the equation simultaneously. This approach is made possible by implementing the interface conditions using a penalty term 11, 12] , hence allowing for general boundary conditions. In the inviscid limit the proposed algorithm is equivalent to schemes known to perform well when considering the Euler equations. The emphasis is directed towards methods suitable for unsteady ows and we apply high order explicit time integration to verify the performance of the scheme.
The remaining part of the paper is organized as follows. In Sec. 2 we introduce several concepts, crucial to the subsequent analysis. The discussion includes the validity of the divergence theorem for domains enclosed by almost smooth boundaries, the construction of global maps using trans nite blending functions and the fundamentals of collocation methods using ultraspherical polynomials. Section 3 deals with the multi-domain solution of the three-dimensional linear advection-di usion equation. We propose a semi-discrete scheme for solving this equation and prove that the scheme is asymptotically stable within a curvilinear hexahedral. The theoretical results are supported by numerical studies of the two-dimensional linear advectiondi usion equation in general geometries. In Sec. 4 we turn the attention towards the development of an asymptotically stable scheme for the compressible Navier-Stokes equations in a general curvilinear hexahedral, being the fundamental building block of our multi-domain scheme. We develop boundary operators ensuring well-posedness and prove asymptotic stability of the semi-discrete scheme. Moreover, we also present a stable scheme for imposing boundary conditions at a solid wall. The performance of the scheme is demonstrated by obtaining multi-domain solutions to various at-plate boundary-layer ows. Section 5 contains a brief summary and directions for future research.
2. General Concepts. The aim of this paper is to devise a general approach for obtaining approximate solutions to wave dominated problems in the general three dimensional domain, R 3 , enclosed by the boundary . To obtain such solutions we employ polynomial approximations of the unknown functions and their spatial derivatives, with the most natural and computationally e cient extension to several dimensions appearing through the use of tensor products. This procedure, however, requires that the computational domain is di eomorphic to the unit cube, i.e. a onedomain solution is excluded for general multiply connected domains. To surround this obstruction, we construct using K non-overlapping general hexahedrals, D k R 3 Consequently, the validity of the integration by parts argument hinges on the validity of the divergence theorem. Clearly, if the boundary, D, is regular the theorem is valid. However, as established in 13], also in cases where D is almost smooth may we use integration by parts. Although the outward pointing normal vector,n, remains unde ned along the edges and at the vertices of a hexahedral, these geometries have measure zero in R 2 and, thus, do not contribute to the boundary term of the partial integration argument. Consequently, we may apply the integration by parts argument as usual on domains with edges and vertices to establish L 2 -stability. Here we will, by domains with almost smooth boundaries, understand domains enclosed by boundaries with a nite number of entities having measure zero in R 2 . For a rigorous discussion on the validity of the divergence theorem and an exact de nition of almost smooth boundaries, we refer to 13].
For convenience we also de ne the global L 1 with the associated interior nodal set,~ N . The exact speci cation of the nodal sets, L and N , shall be addressed shortly. We note that in general L N , with equality corresponding to a complete speci cation of the global map.
To establish a one to one correspondence between the unit cube and the general hexahedral we will construct the global map, : D ! I, using trans nite blending functions 14, 15] . The correspondence between the two domains, expressed through the map x = ?1 ( ), is derived from the boolean sum x =(P P P )x( )
=P (x) + P (x) + P (x) ? P P (x) ? P P (x) ? P P (x) + P P P (x) :
where we have introduced the face projectors
The shape functions, N i ; N j and N k , are nothing more than the interpolating Lagrange polynomials based on L , L and L , respectively. Using the properties of the projectors, the edge projectors become
and likewise for P P (x) and P P (x), whereas the vertex projector becomes
To simplify things further we may also apply the trans nite blending function to construct the face projectors as x( i ; ; ) =(P P )(x( i ; ; )) =P (x( i ; ; )) + P (x( i ; ; )) ? P P (x( i ; ; )) ;
and likewise for x( ; j ; ) and x( ; ; k ).
Within this formulation, the construction of the global map, , or rather its inverse, becomes feasible. In what remains we assume that the shape functions are with the transformation Jacobian being J = @x @ = x y z + x y z + x y z ? x y z ? x y z ? x y z : Finally, we note that the local coordinate system in D is spanned by (r ; r ; r ) (see Fig. 1 ), which, in the special case of an orthogonal curvilinear coordinate system, obeys the relation r r = r r = r r = 0 : 2.3. Pseudospectral Methods. Once we have mapped D onto I, we may proceed by constructing a multi-dimensional polynomial approximation to a function, f I] : R 3 ! R, using a tensor product formulation as (2) where f ijk = fj ijk = f( i ; j ; k ) and we have introduced the interpolating Lagrange polynomials L i ( ), L j ( ) and L k ( ) based on the nodal sets N , N and N , respectively, which are taken to be the Gauss-Lobatto quadrature points, e.g. N To seek approximate solutions to partial di erential equations, we need to evaluate spatial derivatives at the nodal set, N . This is accomplished by approximating the continuous operators by di erentiation matrices with the entries Boundary conditions leading to a well-posed problem in a general domain are given in the following lemma. such that the maximal dissipative boundary operator is given as
In ow : V n 0 : jV nju + "F " n = 0 Out ow : V n 0 : "F " n = 0 :
We recognize the boundary operator as the multi-dimensional equivalent of the result obtained in 1] for the one-dimensional advection-di usion equation. Moreover, we note that the boundary operator leads to a well-posed problem even in the case of " ! 0. 3.1. The Semi-Discrete Scheme. Our objective is to solve Eq.(3) using a multi-domain method in which is constructed using a number of hexahedral subdomains, D. The penalty methods introduced in 1, 2] straightforwardly generalize to multi-dimensional scalar problems once the proper boundary operator is derived. For simplicity we shall develop the semi-discrete scheme using a Legendre approximation. However, the results extend, with minor modi cations, to Chebyshev methods as we will show later. We use a Legendre collocation method in I and propose to solve @u @t + r F = "r F " ? ijk Q(x) n u(x; t) + "G(x; t) ? g(x; t)] ; (4) in each sub-domain with G(x; t) = F " (x; t) n, and Q(x) = 1 if x 2 D 0 otherwise ; (5) ensuring that the equation is modi ed at the boundary only.
To construct the proper boundary operator in Eq. (4) The boundary conditions, be they actual outer boundary conditions or merely conditions required to pass information between sub-domains, are given through g(x; t).
To complete the scheme, we need to specify ijk at all boundary points such that the semi-discrete scheme is asymptotically stable. Note that ijk 0 for x 2 D n D. Proof. For simplicity, we present the proof for one face, one edge and one vertex only as the remaining conditions follow from a similar procedure. It is su cient to consider homogeneous boundary conditions, i.e. g(x; t) = 0.
To establish the proof, we multiply with uJ! 0 i ! 0 j ! 0 k , sum over N , invoke the quadrature rule and integration by parts to obtain the requirement for stability Let us for simplicity name the Legendre weights at the endpoints as ! , ! and ! .
These can be found in Appendix A. We shall also need the vectors n = r ; n = r ; n = r :
We now split the treatment into faces, edges and vertices of the hexahedral.
Face: ( ; ; ) = (?1; ; ) and n = n = ?r .
Collecting the terms that contribute to stability at the face, excluding all edges and vertices, yields the condition Edge: ( ; ; ) = (?1; ?1; ) and n = ! n + ! n .
Collecting the terms that contribute to stability along the edge, excluding the vertices, yields the condition Consequently, we recover a constraint similar to that obtained on a face, and, thus, an equivalent bound on 00k when exchanging ! with! and using the properly de ned outward pointing vector. Stability along the remaining edges can be established in a similar manner with the appropriate choices of n and! given in Appendix A. Vertex: ( ; ; ) = (?1; ?1; ?1) and n = ! ! n + ! ! n + ! ! n .
Collecting the terms that contribute to stability at the vertex, we recover the pointwise conditions for stability A few comments regarding the proof is in place. The proof is strictly valid only in the case where the transformation Jacobian, J, is constant as the proof relies on the exactness of the quadrature rules which is lost if J is a polynomial of degree higher than zero. If the transformation Jacobian is a constant, implying that D is a square box, we have r r 0. This could have been used in the proof to simplify it considerably. However, we choose to maintain the full expressions as we will present results using general curvilinear domains and shall need the full expressions. At present, we are not aware of methods by which we can prove the schemes stable if the transformation Jacobian is not constant. It should also be emphasized that the particularly simple expressions for stability along the edges and at the vertices is a result of the particular choice of the outward pointing vector, n, at these points. Stability can be established with any choice of n with the only di erence being a slightly more complicated expression for as where n ! represents the vector introduced in the proof. This results in stability for an arbitrary choice of n along the edges and at the vertices.
We would like to stress that the scheme remains asymptotically stable even in the limit of vanishing di usivity. Hence, even though the scheme is developed for the advection-di usion equation it may equally well be used for solving multi-dimensional hyperbolic problems.
3.1.1. Entr'acte on Edges and Vertices. Although the scheme described in the previous section was proven stable along the edges and at the vertices, there still remains the problem of identifying, among the multitude of solutions available where several domains meet, the principal in ow/out ow domain that holds the proper solution to be imposed at the neighboring edges/vertices.
We de ne the principal out ow domain as the upstream domain and name the downstream domain as the principal in ow domain. These two domains determine which information should be transferred to the remaining edges/vertices to construct the boundary conditions.
To determining whether a speci c edge/vertex belongs to a principal in ow/out ow domain, we introduce the three vectors n = r ; n = r ; n = r : An edge, say ( ; ; ) = (?1; ?1; ), is identi ed as a principal out ow edge if V n > 0 and V n > 0. In ow is established by reversing both inequalities. Similarly, for a vertex, we term it the principal out ow vertex if V n > 0, V n > 0 and V n > 0, where V is the convective velocity vector. The general conditions for this test are summarized in Appendix A.
This rather simple procedure has several advantages. As illustrated in Fig. 2 for an exploded part of a two-dimensional grid with 4 vertices coming together, this approach uniquely identi es which domain is the principal in ow domain and which is the principal out ow domain. Contrary to previously proposed schemes (see e.g. 3, 6] ), this scheme can handle any number of domains coming together, as the principal in ow and out ow domains are identi ed uniquely through the signs of the scalarproducts.
Once the principal in ow/out ow domains are identi ed, this process being local to the domain, the state vector is broadcasted to the other elements, and the boundary conditions are enforced. For the boundary conditions of the viscous part, we use the average of the Cartesian derivatives across the edge/vertex. This naturally introduces a small error. However, since the jump in the derivatives decreases at the same order as the schemes, this procedure does not a ect the overall accuracy as we shall see shortly.
Although we only need to identify the principal out ow domain when solving the linear advection-di usion equation, the identi cation of the principal in ow domain becomes important when considering the solution of systems with counter propagating waves, e.g. the compressible Navier-Stokes equations. This yields a solution which has advection dominated regions as well as di usion dominated regions within . As initial conditions we used the exact solution perturbed with a two-dimensional cosine. At the open boundary, , we enforce the exact solution using the penalty scheme. We use a collocation method based on Chebyshev polynomials to obtain the approximate solution. Although the scheme, Eq.(4), was proven stable using Legendre polynomials, stability carries over to the Chebyshev case provided we use the parameters
That this choice of ! leads to a stable approximation was studied extensively in 1]
and has recently been proven to be the optimal choice when solving linear hyperbolic systems 18] using Chebyshev methods. Alternatively, the Chebyshev scheme may be proven stable directly by using the technique discussed in 19]. As discussed extensively in 1], the proper choice of the penalty parameter is ij = ? ij in Lemma 3.2. Moreover, we have reduced ij with a factor of 4 to increase the maximum allowable time-step 1]. Even though we consider a steady-state problem, the scheme was implemented as if the problem is truly unsteady by using a 3rd order Runge-Kutta method for time-integration. In the general three-dimensional case, the time-step is determined by t CFL min x2 j V j + " ] ?1 ; (7) where the local grid distortion vector is given as = jr j i + jr j j + jr j k ; (8) with i , j and k signifying the local grid size. In this particular case, j j refers to the absolute value of the components, i.e. jr j = (j x j; j y j; j z j).
We used CFL = 1 in all test cases, although higher values also lead to stable schemes except for very low resolution. However, for reasons of comparison and to eliminate signi cant time-integration errors, we chose to use this value for all tests. Patching and enforcing of boundary conditions are done at all intermediate time-steps and, following the completion of a time-step, we enforce continuity of the global solution. This is found to stabilize the scheme while maintaining the global spectral accuracy. As linearization solution at the sub-domain boundaries we use the solution obtained at the previous time-step, while the exact solution is used at the open boundaries.
As a rst series of tests, we split into K simple quadrilaterals sub-domains, D.
An example of such a case is shown in Fig. 3 , where we illustrate the grid as well as the global solution obtained for N = N = 8 and K = 16. As expected from the results obtained in the previous sections, the scheme is stable and we compute the steady-state solution with an L 1 -residual of the order of the machine accuracy.
We also note that the solution in Fig. 3(b) is continuous and smooth across the sub-domain boundaries. To assess the global accuracy of the scheme, we vary the number of quadrilateral domains and the order of the polynomial expansion employed in each sub-domain. In Fig. 4(a) we plot the global L 1 -error as a function of K and N = N = N . Indeed, we observe that global spectral convergence is achieved and we observe p-convergence (constant K in Fig. 4(a) ) as well as h-convergence (constant N in Fig. 4(a) ). All examples are run to a machine accuracy L 1 -residual in time.
In 2] we included a brief discussion on the important question of how to minimize the computational work required to ensure a speci ed global accuracy when using a multi-domain spectral method. However, the analysis was done for the onedimensional case.
If we restrict the attention to quadrilateral square sub-domains with equal order of polynomial expansion, N, in each direction, we may roughly estimate the work for advancing one time unit as W = KN 3 t ; where t is found using Eq.(7). In Fig. 4(b) we plot this measure of work against the obtained global L 1 -error and observe a behavior similar to that based on the one-dimensional analysis. Indeed, if only low spatial accuracy is required, one should solve the problem by using many sub-domains each with a low order polynomial. On the other hand, if very high spatial accuracy is required, the number of sub-domains should be decreased while increasing the order, N, of the polynomial employed in each sub-domain. For the test problem considered here, Eq.(6), it appears that K = 16 represents an optimal number of sub-domains over a large range of desired spatial accuracy. These studies indicate that choosing N ' 8?14 and introducing a su cient number of sub-domains to resolve the problem leads to an acceptable error while minimizing the required computational work.
Although we have no way of proving the scheme stable for sub-domains with a nonconstant transformation Jacobian, we apply the scheme for solving the test problem on a distorted grid as shown in Fig. 5(a) . The results con rm that the scheme remains stable and maintains global spectral accuracy also on this type of grid. In Fig. 5(b) we compare the global L 1 -and H 1 w -error obtained on the regular grid, Fig. 3(a) , to that obtained on the distorted grid. Indeed, we nd that spectral accuracy is maintained in L 1 as well as in H 1 w . However, the distortion of the grid leads to a slight decrease of the global accuracy in both norms as compared to the results obtained on the regular grid where the metric is constant. A closer inspection reveals that the loss of accuracy is recovered by increasing the order of the approximating polynomials with one which exactly corresponds to the order of the Jacobian, being a bilinear polynomial for the type of domains considered here. Consequently, the di erence in accuracy observed between the two grids is an consequence of an increased approximation error and not the fact that the patching is performed in the general curvilinear formulation. 4 . The Compressible Navier-Stokes Equations. Having gained con dence in the penalty method for solving multi-dimensional problems, we now turn the attention towards the development of a stable scheme for the three-dimensional compressible Navier-Stokes equations.
Consider the non-dimensional, Assuming that the Prandtl number is constant allows for modeling the temperature dependency of the coe cient of thermal conductivity similarly and we adopt Stokes We shall nd it convenient to introduce the operators The correct choices of! and the outward pointing normal vector, n, depending on whether a face, an edge or a vertex is considered, are given in Appendix A. For the stable scheme, the growth of the solution is bounded as The advantage of this rather involved line of transformations is that all submatrices of~ , with the exception of (~ ) 11 , become very sparse. Additionally, the singularity of~ , due to the singular nature of the dissipative operator, can be removed by removing the 3 rows and columns corresponding to mass conservation. The eigenvalue problem is by now non-singular and block symmetric and we may reduce it to block-diagonal form by repeatedly employing Sylvester's law of inertia for symmetric matrices 23] as we are only concerned about the sign of the eigenvalues. At this point, we have reduced the problem of establishing negative-semi-de niteness of a 20 by 20 matrix to that of three 4-by-4 and one 5-by-5 symmetric matrix, being a feasible task. We have used LU-decomposition of the diagonal blocks and the sought after conditions appear by requiring the diagonal elements of the upper triangular matrix, U, to be non-negative.
The conditions resulting from the dissipative part of the problem, i.e. from the e ects of B ij , remain constant independent of whether an in ow or an out ow point is which are natural thermodynamic relations. The remaining 5 eigenvalues are used to ensure stability through conditions on . These conditions vary depending on whether an in ow/out ow or a subsonic/supersonic face is considered. For ease of exposure we just give the conditions on ijk leading to stability at a supersonic in ow point as found using the procedure described above. Let us introduce where we have introduced! = ! ! . Hence, we arrive at an expression equivalent to the one dealt with for the face, i.e. stability is obtained along the edge using a similar expression for , with the only di erence appearing in the de nition of n and!. The correct choices for these parameters can be found in Appendix A. Stability along the remaining edges can be established in a similar way.
Vertex: ( ; ; ) = (?1; ?1; ?1) and n = ! ! n + ! ! n + ! ! n . We note that the proof is strictly valid only for the case when the Jacobian is a constant as commented at the end of Sec. 3.1. However, as we shall show shortly, the scheme remains stable also for non-constant Jacobians, thus establishing a stable method for approximating the compressible Navier-Stokes equations inside a general hexahedral domain. Here xixj represents the stress-tensor elements as given in Eq. (10) . These boundary conditions ensure re ection of the outward propagating inviscid characteristic and enforce zero stress along the boundary, while leaving the density, the normal stress and the temperature gradient to be determined by the computation.
For adiabatic boundary conditions we advocate using q BC = ; thereby enforcing a zero normal temperature gradient at the solid boundary. The stability for both schemes is straightforwardly established by using the stability condition for a subsonic in ow boundary with vanishing convective velocity, leading to a penalty-parameter ensuring stability as 4.3. Applications. In the previous sections we established asymptotic stability of Eq. (11) for the linearized compressible Navier-Stokes equation within a single hexahedral with a constant Jacobian. To verify that all results carry over to the multi-domain nonlinear case with general Jacobians, we have implemented a twodimensional version of the scheme using the curvilinear quadrilateral as the fundamental building block. Since the characteristic vectors, R n and G n , required for the patching of the two-dimensional sub-domains do not follow straightforwardly from the three-dimensional case, we have included the necessary results in Appendix C. Although the theoretical results were obtained using a Legendre collocation method, we have chosen to use a Chebyshev method to illustrate that the stability results carry over to this important case. The bounds on ij remain unchanged as does the remaining part of the scheme. In particular, vertices are treated as discussed in Sec. 3.1.1.
As a viable test case we have chosen multi-domain solution of compressible boundary layer ows over a at plate, for which we can obtain an accurate solution by solving the boundary layer equations. For this purpose, we use a spectral boundary layer code 26]. We use the multi-domain grid shown in Fig. 6 in all computations, albeit with di erent polynomial order in the domains depending on the actual problem.
Boundary conditions for the simulations are obtained from the spectral boundary layer code, which also supplies the wall-normal derivatives at the in ow and out ow boundaries and we assume that the streamwise variation is su ciently small to be neglected. The upper boundary in assumed to be in a uniform ow and, thus, all derivatives are assumed to vanish.
Although we are dealing with a steady-state problem, the problems are being solved as if they were fully unsteady. For temporal integration, we have used a 3rd-order Runge-Kutta method with the boundary conditions being imposed at the intermediate time-steps. Following completion of each time-step, we enforce global continuity and use the solution at the previous time-step as the solution around which we linearize at the sub-domain boundaries, while the exact solution is used at the open boundaries. The time-step is computed adaptively as t CFL min where is the grid-distortion measure given in Eq. (8) .
As advocated in the previous papers of this trilogy 1, 2], we choose the minimum penalty-parameter, i.e. ijk = ?
ijk from Lemma 4.2. Moreover, we reduce the penalty- parameters relative to the parameters resulting from the theoretical analysis by a factor of 2. A thorough discussion of this scaling can be found in 1]. Only at the solid boundaries do we use the value resulting from the theoretical analysis. We use CFL ' 0:5 ? 1 in all simulations, i.e. a reduction as compared to the results reported in 2]. However, contrary to the schemes presented there, we do not use any lters in the present paper. Consequently, we could increase the CFL-number by using lters in the implementation, albeit at the expense of a slight loss of resolution-power. We have chosen to leave the choice of whether to use lters or not to the reader. In Fig. 7 we show the computed velocity eld, u=u 1 , and the normalized temperature eld, T=T 1 . We observe that all variables are continuous and smooth across sub-domain boundaries, including the vertices.
To verify the scheme quantitatively, we compare in Fig. 8 the streamwise velocity pro le, u=u 1 , and the temperature pro le, T=T 1 , as computed and compared to those obtained by solving the boundary layer equations spectrally.
The two results are found to agree well. The slight di erence between the results is caused by a lack of accurate information about the gradients of the ow variables at the open boundaries. However, at x=L = 2:0 the error in the computed free-stream velocity is at most 0:3%, the error in the free-stream temperature is at most 0:1% while the maximum variation in the otherwise constant pressure is 0:3%, con rming the accuracy of the scheme. This level of accuracy compares well with that reported in 9] for a similar problem, however, solved using a di erent scheme. In Fig. 10 we compare the computed streamwise velocity, u=u 1 , and temperature, T=T 1 , pro les with those obtained by solving the boundary layer equations. Again we observe good agreement. At x=L = 2:0 the error in the free-stream velocity is at most 0:4% and the error in the free-stream temperature is at most 0:2%, similar to what was reported in 9] for a similar test case.
5. Concluding Remarks. This paper completes the ab initio development, initiated in the two previous papers 1, 2], of a scheme for multi-domain solution of the unsteady three-dimensional compressible Navier-Stokes equations. We have succeeded in developing an asymptotically stable scheme for approximating the compressible Navier-Stokes in a general curvilinear hexahedral. The discussion of this trilogy includes stable treatment of several types of physical boundaries, e.g. open boundaries and isothermal/adiabatic solid boundaries, as well as sub-domain boundaries, all approaches sharing the property that the schemes remain stable in the limit of vanishing viscosity, thus being valid also for the compressible Euler equations.
We have only presented numerical results for the two-dimensional case. However, the full theoretical framework has been developed for the three-dimensional problem in curvilinear coordinates and the success of the latter follows immediately from that of the former as the two schemes are equivalent.
Although we have not addressed the question of e cient implementation, we note that since the penalty-treatment of the sub-domain and physical boundaries is purely local in time and space, the algorithm promises to allow for an e cient implementation on parallel computers with distributed memory 27]. However, it is premature to claim that an e cient parallel algorithm will result from an implementation and more studies is required to answer this question with certainty. On the other hand, introducing adaptivity by varying the order of the polynomials in each sub-domain does not in uence the stability of the scheme as stability is established individually in each sub-domain (see also 2]). Preliminary studies show that a wavelet decomposition of one or several elements of the state-vector yields a good measure of the maximum error in each sub-domain, thereby supplying the required local error-estimator. This work is currently in progress and the results shall be reported in a future paper.
We would like to conclude this trilogy with a few general comments regarding the theoretical framework developed here. The success of the development of the schemes hinges on the fact that the convective as well as the di usive matrices of the compressible Navier-Stokes equations symmetrize simultaneously. This observation is the single most important property required for the development of the stable schemes. We chose to develop the scheme for the conservation form of the NavierStokes equations, thereby being forced to apply linearization and localization in order to arrive at the symmetric form. However, an alternative scheme could be derived for the truly non-linear Navier-Stokes equations by introducing the symmetrizing entropy-ux pair suggested in 28]. This results in a nonlinear symmetric form of the equations and, consequently, allows for the development of a scheme similar to the one presented here. Whether such a scheme is superior to the present one remains unknown. However, using the nonlinear symmetric form relaxes the requirement for smooth solutions which may eventually result in better schemes for high Reynoldsand Mach-number ows.
Appendix A: Geometry and resolution dependent parameters for the speci cation of the penalty parameters. Let us rst de ne the vectors n = r ; n = r ; n = r :
We will also introduce the three variables, ! , ! and ! . The actual value of these parameters are resolution as well as method dependent.
For Legendre methods, we have The appropriate values of the parameter,!, and the outward pointing normal vector, n, required to construct stable schemes along faces, edges and vertices of the hexahedral is given below, where we also give the condition for determining whether an edge/vertex is a principal out ow point. For this purpose, we introduce the convec- 
