This paper presents a method of designing optimal integer-and fractional-order proportional-integral-derivative (FOPID) controllers for a boost converter to gain a set of favorable characteristics at various operating points. A Pareto-based multi-objective optimization approach called strength Pareto evolutionary algorithm (SPEA) is used to obtain fast and low overshoot start-up and dynamic responses and switching stability. The optimization approach generates a set of optimal gains called Pareto set, which corresponds to a Pareto front. The Pareto front is a set of optimal results for objective functions. These results provide designers with a trade-off look-up table, in which they can easily choose any of the optimal gains based on design requirements. The SPEA also overcomes the difficulties of tuning the FOPID controller, which is an extension to the classic integer-order PID controllers and potentially promises better results. The proposed optimized FOPID controller provides an excellent start-up response and the desired dynamic response. This paper presents a detailed comparison of the optimum integer-and the fractional-order PID controllers. Extensive simulation and experimental results prove the superiority of the proposed design methodology to achieve a wide set of desired technical goals.
I. INTRODUCTION
Control of DC-DC converters has been of particular interest in the last two decades [1] - [4] . From the control point of view, nearly all the power conversion systems are regarded as a tracking problem because the output quantity should follow the reference command with a fast transient behavior and a low steady-state error. Most of these systems are inherently time varying, uncertain [5] , [6] , have a non-minimum phase, and are non-linear with some possible complex behavior like chaos [7] , [8] . The most popular method for modeling DC-DC converters is state space averaging. State space averaging provides an approximate linear time-invariant (LTI) model [2] , [9] , [10] . This model does not adequately predict a large signal behavior of the converters. Accordingly, limited linear control approaches are designed based on the non-linear model of the converter. These approaches cannot normally guarantee an optimized large signal behavior, including the start-up regime. Even advanced linear control approaches, such as   [11] - [13] , µ [14] - [17] , and Hammerstein model-based control [3] , [18] cannot guarantee a fast and low overshoot response in the start-up period [1] . One solution is using non-linear and intelligent controllers, such as fuzzy controllers. Implementing these controllers is harder than implementing linear controllers, especially in the digital domain [19] - [24] .
Other linear solutions, such as the linear quadratic regulator [25] , linear quadratic Gaussian [26] , [27] , and quantitative feedback theory [28] , which are designed based on the linearized model of the converter, are not appropriate choices for large signal conditions. However, these solutions overcome the model uncertainties of the converters [5] , [6] . Another design difficulty based on the LTI model is that the calculated LTI model depends on the operating point of the converter. Any change in the reference command, load parameters, or input DC voltage may alter the operating condition of the system. Consequently, this change alters some parameters of the corresponding LTI model [29] .
The closed loop DC-DC power converter may exhibit complex and chaotic behavior in some cases [30] - [35] . This chaotic behavior is undesirable because it may result in low-quality output signal and undesirable acoustic noise [36] . Such a complex behavior and the existence of various major sources of uncertainty make the controller design task difficult. The results from Ref. [1] indicate that a linear controller may not be useful in overcoming switching instability.
Linear controllers are prevalently used in industrial applications because implementing them is straightforward. Attempts to improve the quality and robustness of the PID controllers have been continuously conducted [37] . Using fractional-order controllers with non-integer derivation and integration parts is one method of improving the traditional PID controllers. However, the difficulties of designing fractional-order PID (FOPID) compared with traditional PID controllers are relatively higher because FOPID controllers include derivative and integrated orders as design parameters [38] . Using the FOPID controller may provide better robustness for a linear system if the dynamic characteristics are basically the same using either integer-order PID controller or FOPID controller [39] . The conventional FOPID controller tuning methods are regularly based on estimating the order of fractional calculus using experience first, and then tuning other parameters according to the tuning methods of the integer-order controllers. The designed controller acquires better results than integer-order controllers. However, the efficiency is still relatively low. Furthermore, these tuning methods may fail to achieve the global optimal solution [40] .
An evolutionary approach such as the genetic algorithm with a proper objective function is a good approach in designing an integer or fractional-order PID controller for a non-linear and complex system. However, selecting an appropriate objective function is critical. Traditionally used objective functions, such as integral of the squared error and integral of time multiplied by absolute error, may not lead to a favorable response because they do not represent the output desired characteristics (e.g., overshoot and settling time) in an explicit manner. Therefore, several modifications in the objective function through trial and error may be required.
First, this paper aims to design a simple PID controller to gain an optimized transient, steady-state response, and switching stability for various operating points using the SPEA multi-objective optimization approach [41] . This approach is based on the Pareto optimality concept used in game theory literature. Settling time, overshoot, dynamic response, robustness, and switching stability are employed as objective functions. The gains of the PID controller (i.e., K p , K i , and K d ) and the maximum and the minimum of the modulator harder are the design variables. Second, this paper implements the SPEA to design the FOPID controller. The FOPID controller design is considered a real parameter optimization problem in a five-dimensional hyperspace. This paper concludes with a comparison of the results of the optimized integer and the FOPID controller.
II. MULTI-OBJECTIVE OPTIMIZATION
A general multi-objective problem is represented as follows:
where x, X, y, and Y are the decision vector, parameter space, objective vector, and objective space, respectively. Evolutionary algorithms (EAs) are often well suited for optimization problems that involve several, often conflicting objectives. The EAs are divided into three major categories [41] . The first category is based on plain aggregating approaches, which combine the desired goals of the optimization problem, construct a scalar function, and use a common scalar optimization approach to solve the problem. The major problem of these methodologies is the unavailability of any straightforward methods for combining the objectives or goals of the problem. However, its advantage is its simplicity and its ability to produce a single solution. The second category is the population-based non-Pareto approaches, where the search is guided in several directions at the same time by changing the selection criterion during the reproduction phase. The fraction of the mating pool in this type is selected according to one of the objectives or multiple linear combinations of the objectives in parallel. Some advanced approaches in this category are as follows: -Hajela's and Lin's genetic algorithm [42] -Vector-evaluated genetic algorithm [43] The last category is the Pareto-based approaches, which use the Pareto dominance to determine the reproduction probability of each individual.
According to the definition of the Pareto dominance, vector a in the search space dominates vector b if The SPEA integrates established techniques used in the existing Pareto-based EAs in a single unique algorithm. Its convergence to the Pareto optimal front and preserving the population diversity are its advantages over other EAs [41] .
A. SPEA
A flowchart of the approach including the following major steps is presented in Fig. 1 [41] : SPEA:
1.
generating an initial population P and creating the empty external non-dominated set P′; 2.
pasting non-dominated members of P into P′; 3.
removing all solutions within P′, which are covered by any other members of P′; 4.
pruning P′ by clustering if the number of externally stored non-dominated solutions exceeds a given maximum N′; 5.
calculating the fitness of all individuals in P and P′; 6.
using binary tournament selection with replacement and selecting individuals from P and P′ until the mating pool is filled; 7.
applying crossover and mutation operators; 8.
stopping if the maximum number of generations is reached, and repeating step 2, otherwise. Fitness assignment is performed using the two following steps: -strength 0 ≤ Si <1, which is equal to the following value, is considered for every individual (i) of P′:
where N is the size of P, and n is the number of individuals in P dominated by individual (i) of P′. The fitness of (i) is equal to S i . -Fitness (f j ) is equal to the following value for every individual (j) of P:
Small fitness values correspond to high reproduction probabilities. Hence, 1 is added to sum up the strengths of P′ individuals that dominate j. The members of P′ have better fitness than the members of P. The major point of clustering is that the point with a minimal average distance to all other points in a cluster is considered the representative for that cluster [41] .
III. FRACTIONAL SYSTEMS

A. Fractional Calculus
Fractional-order systems are characterized by the fractional-order differential equations. Fractional calculus considers any real number for derivatives and integrals. The FOPID controller is the expansion of the conventional integer-order PID controller based on fractional calculus.
Fractional calculus is a branch of mathematics that deals with real number powers of differential or integral operators. The following definition, which was proposed by Riemann and Liouville, is the most common among all the different definitions [46] :
The general definition of D is presented by Eq. (6) as follows:
where Γ(•) is the well-known Euler's gamma function.
B. Approximation of the Fractional-Order Derivative and Integral
The functions used in this section provide an integer-order frequency-domain approximation of transfer functions that involve the fractional powers of s. The following equation is obtained for the frequency-domain transfer function C(s) given by Eq. (7) as follows:
Crone is a well-known continuous approximation approach. Crone is a French acronym that means "robust fractional-order control." This approximation implements a recursive distribution of N zeros and N poles, which leads to a transfer function as Eq. (8): (8) where K′ is an adjusted gain so that both Eqs. (7) and (8) have a unit gain at 1 rad/s. Zeros and poles have to be over a frequency domain [w l ;w h ] with a valid approximation. These zeros and poles are given for a positive v by Eqs. (9)- (11) as follows:
, 1
1... where α and η are calculated according to Eqs. (12) and (13) .
The roles of zeros and poles are swapped for negative v values. The number of poles and zeros is initially selected. The desired performance of this approximation depends on the order N. A simple approximation is provided with a lower-order N, which causes ripples in both gain and phase characteristics. The approximation is not satisfactory when |v| > 1. The fractional-order v is usually separated as Eq. (14). Moreover, only the first term s v needs to be approximated.
C. Fractional PID Controller
Researchers found that controllers, which use fractional-order derivatives and integrals, achieve better performance and robustness than conventional integer-order 
Aside from selecting K p , K i , and K d , this controller needs to select α and β, which are not necessarily integer numbers [50] , [51] .
IV. PID CONTROLLER FOR BOOST CONVERTER
The studied DC-DC converter (Fig. 2) is a boost converter with a switching frequency equal to 15 kHz that converts a 5 V input supply to a 12 V output. Table I presents the prototype circuit parameters. The parameters are similar to those used in Ref. [24] for easy comparison of results. The standard state-space averaging technique is usually used to obtain the output-to-control small-signal transfer function. However, the controller design based on this mathematical model cannot provide the best performance because of a significant model error. Ref. [24] proposed a transfer function for the studied boost converter based on the measured experimental frequency response. This transfer function [Eq. (16) ] is referred to in this part because it is more accurate than the theoretical one. The frequency response of the transfer function is presented in Fig. 3(a) . The Bode plot of the PID-compensated boost converter is illustrated in Fig. 3(b) . The gain crossover frequency of the PID-compensated system is approximately 290 Hz, while the phase margin is 50°. The start-up response obtained using this PID controller is presented in Fig. 4 . The settling time is 0.019 s, while the overshoot is 18%. Neither of the two values is satisfactory.
V. PID CONTROLLER OPTIMIZATION
The flowchart in Fig. 1 is used to optimize the PID controller. Table 2 presents the optimization parameters. The program is conducted using m-file in MATLAB. The objective functions are calculated in SIMULINK using the details of the system. Consequently, this method reduces the approximation error in the mathematical model. The parameters are sent to the SIMULINK environment so each 
A. Large-Signal Response Optimization
The program used to optimize the large-signal response (i.e., start-up response) with the PID gains (i.e., K p , K i , and K d ) as design variables generates a set of optimal gains called the Pareto set (Fig. 5 and Table III ). The Pareto set corresponds to a set of optimal results for the objective functions called the Pareto front (Fig. 6) . The cost functions for this optimization are as follows: Aside from the large-signal behavior, small-signal response is also important. Hence, the dynamic behavior of the output voltage to the step change of the input supply for one of these optimal PID gains is evaluated. The satisfactory dynamic response is depicted in Fig. 8 . Taking the dynamic response characteristics as additional objective function(s) is also possible. Accordingly, both large-and small-signal responses are optimized at the same time using a simple PID controller. This optimization is discussed in the next section.
Some interesting information, which helps in creating an efficient design, is obtained from the Pareto front. Accordingly, a jump on the Pareto front is important. For example, that the two points cause a nearly identical overshoot (around 8%) is determined by comparing the two points marked in the Pareto front (Fig. 9) . However, the lower point provides nearly a 50% faster settling time. Hence, from the practical point of view, the lower point provides better results if the overshoot is acceptable. (e) Fig. 7 . Some start-up responses selected from the Pareto front (Table 3) : (a), (b), (c), (d), and (e) correspond to points 5, 13, 9, 14, and 11, respectively. Table III) . 
B. Large and Dynamic Response Optimization
Dynamic response and large signal are important for some applications. The dynamic response is added as an additional objective function to the previous optimization process. In addition to the large signal, the small-signal response of the Fig. 10 . One of the dynamic response optimization results in addition to the large-signal optimization selected according to the design requirements (point 8 in Table IV) . 
100%
One set of the PID coefficients suggested by Table 4 is selected according to the required features of the converter output response. The PID coefficient is K p = 0.6509, K i =75.1074, and K d = 0.0021 if the start-up overshoot, settling time, and dynamic overshoot must be below 15%, 0.03 s, 1.5%, respectively. This response is depicted in Fig.  10 .
C. Large-signal Response Optimization with More Variables
The dynamic response is not considered an optimization objective in this program. However, these results also obtain satisfactory dynamic responses. The output voltage has a Fig. 12 . Responses of the Pareto front with the max and min hard limiter and the PID controller coefficients as optimization variables. negligible overshoot when a 20% step increase in the input voltage occurs at 0.05 s (Fig. 13) .
The max and min bounds of the hard limiter used to limit the duty cycle are added to the optimization variables, whereas the cost functions remain the same to improve the large-signal response. Table V and Fig. 11 present the Pareto set and the Pareto front for this optimization program. The start-up response of these results is given in Fig. 12 to illustrate the significant improvement achieved using this optimization. All the points on the POF in Fig. 11 dominate the points on the POF in Fig. 6 .
D. Switching Stability and Large-Signal Optimization
The frequency of the output voltage ripples is less than the pulse-width modulation (PWM) generator signal (Fig. 14) . The frequency can even be non-periodic. This phenomenon is called chaos.
This problem is solved by considering the switching stability as an optimization objective in addition to the settling time and overshoot of the large-signal response. The sum of the errors between every two successive points of error signal sampled synchronized with the PWM clock at a ) × 100,000 where e i is the error signal at the ith switching instance.
Table VI presents the Pareto set and the Pareto front obtained from this optimization.
Chaos has completely been removed for the first point in Table VI (J p2 = 0.0000). This response is illustrated in Fig. 15 . The dynamic response of this point is satisfactory while a load change of 100% is applied to the system (Fig. 16) . Moreover, the system keeps switching stability after the dynamic response.
E. Start-up Optimization for Various Operating Points
Both poles and the right-half-plane zero of the boost converter depend on the steady-state duty cycle. Therefore, the Bode plots for various operating points exhibit a significant variation. A classical PID controller designed based on the frequency response may not respond well to the significant changes in the operating point [24] . The optimization in the previous parts was performed for the nominal operating point. The optimization was conducted for several system operating points to make the system robust for different voltage references. The design variables, PID (a) (b) Fig. 15 . Chaos rejection for the (a) large-signal response and the first point of Table 6 , (b) phase plot. Fig. 16 . Chaotic behavior before and after the 100% load increase (at 0.2 s) for the first point in Table VI. parameters, and objective functions are considered to have the worst start-up response overshoot and settling time. The reference voltage is equal to 10, 11, 12, 13, and 14 V. Table  VII presents the results of this optimization. The minimum of the hard limiter is set to zero, while the maximum is set proportional to the reference voltage to obtain these results (i.e., maximum of hard limiter = 0.058 * reference voltage). The ratio is estimated using the results in Table V. Point one of the Pareto front is presented in Fig. 17 . This point provides a fast start-up response for a wide range of Table VII ). 
VI. OPTIMIZATION OF FRACTIONAL ORDER PID CONTROLLER
A. Design Parameter and Objective Functions
Five parameters should be designed for the FOPID controller according to the control objectives. The initial members of the first population are represented by 5-dimension vectors. These initial values are randomly generated in the defined range.
The optimization stop criterion is based on the maximum number of generations to be produced. Accordingly, 100 generations are used in this paper. The Crone approximation with an order of 5 and a frequency range equal to [0.01; 1000000] rad/s for FOPID controller is used.
B. Optimization of Start-Up Response
This optimization uses the FOPID coefficients as the design variables. The objective functions are as follows: where y is the DC output voltage of the boost converter. Table  8 shows the results of the SPEA program. The results (Table VIII) show that the fractionality of the derivation and integration parts of the optimum results is very low but has a significant effect. The start-up responses for these results are presented in Fig. 18 . These simulation results verify the effectiveness of the tuning strategy proposed in this part.
The Pareto optimization is a useful tool for preference evaluation and parameter selection in the design of power converters. From an engineering perspective, the goal of the optimization is finding the optimal solution, gaining insight on the system properties being designed, and visualizing the trade-off between them.
C. Optimization of Start-Up and Dynamic Responses
Aside from the characteristics of the start-up response, the dynamic response is also considered an objective function in this section. The dynamic response is defined as follows: F 3 : Dynamic overshoot = Max y after t = 0.2 s. where the input voltage has a step change from 5 V to 6 V at 0.2 s. Table IX presents the results of this optimization.
The fractionality of the results in Table IX is notably higher than that in Table 8 . The designer can design the FOPID controller according to point 5 in Table IX if Fig. 19 . Start-up and dynamic responses for point 5 in Table 9 . Dynamic response is for a step change in the input voltage from 5 V to 6 V at t = 0.2 s: (a) start-up and (b) dynamic responses. Table IX . Dynamic response is for a step change in the input voltage from 5 V to 6 V at t = 0.2 s.
selects the dynamic response as his/her first priority. This response is presented in Fig. 19 . Point 3 in Table IX can be chosen if the start-up response has a higher priority considering a compromise between the start-up and the dynamic responses as the objective functions. This response is illustrated in Fig. 20 .
The bandwidth of the FOPID controller is changed in this part. This change in the bandwidth ensures that the controller works within a large bandwidth. The other parameters (i.e., bandwidth is changed. Furthermore, a new optimization is conducted for the [0.01; 40,000] rad/s bandwidth. Table 10 shows the optimization results for a bandwidth within [0.01; 40,000] rad/s. The start-up response of these results is presented in Fig. 21 .
VII. COMPARISON OF INTEGER-ORDER PID AND FOPID CONTROLLERS
This section presents a comparison of the results of multi-objective optimization for the FOPID and integer-order PID controllers.
A. Comparison of Pareto front for Start-Up Response
The Pareto front of the start-up response overshoot and the settling time optimization for the integer-order PID and FOPID controllers is presented in Fig. 22 . The FOPID controller provides a much better start-up response (Fig. 22) .
B. Comparison of the Pareto Front for Dynamic and Start-Up Responses
A comparison of Tables IV and IX clearly indicates that the FOPID controller provides much better results when both the start-up and the dynamic responses are objective functions with the start-up response as the first priority.
VIII. EXPERIMENTAL VERIFICATION
The proposed PID and FOPID controller coefficients are validated on a boost converter prototype. The passive components and the other converter parameters are similar to those mentioned in Section IV. The discrete control scheme is implemented on a F2812 DSP for the integer-order PID controller and a dSPACE 1104 for the FOPID controller.
A. Large-Signal Response
The experimental results of the start-up response for some points in Table III are illustrated in Fig. 23 . Accordingly, the experimental results are quite close to the corresponding simulation results. The overshoot clearly increases from 7.5% to 30% when the settling time is reduced from 25 ms to 8 ms. One objective function becomes more desirable than the others by scrolling on the Pareto front. All these results are considered optimum, and any other PID coefficients cannot be found on the same conditions, which results in a faster settling time and a lower overshoot than the others.
B. Large-Signal Response with More Optimization Variables
The simulation results of the optimization of start-up response overshoot and settling time, with the PID coefficients and max-min of hard limiter as design variables, have very close overshoots to each other. Given that the difference between them is not significant, for only one point of Table V, the start-up response is shown in Fig. 24 . A numerical comparison of the experimental and simulation results of start-up response is presented in Table XI .
B. Chaos Rejection
The experimental results for the chaotic behavior of the boost converter are presented in Figs. 25 and 26 . The chaotic behavior of the boost converter for point 12 in Table VI is illustrated in Fig. 25 . The same behavior obtained based on point 1 in Table VI shows 100% chaos rejection (Fig. 26) . The chaotic behavior is completely removed if other objective functions are not as important as the switching stability. (Table III) 
D. Large-Signal Response with FOPID Controller
The order of the Crone approximation is 5 for the experimental implementation of the FOPID controller. Furthermore, the bandwidth with a valid approximation is [0.01; 40,000] rad/s. Table 12 shows the experimental results, while Fig. 27 presents the start-up waveforms. A comparison of Tables 10 and 12 shows that the experimental results effectively confirm the theoretical results. 
Simulation results
Experimental results 
IX. CONCLUSION
This study simultaneously optimizes some important features of the boost converter. These features include the large-signal response overshoot and settling time, dynamic response, and switching stability. The SPEA is used to improve these features. A designer can easily choose any of the results based on their features and his/her own engineering view with the help of the Pareto sets and fronts obtained in this paper. SPEA multi-objective optimization is employed to overcome the difficulties of designing the FOPID controller in the second part of the paper. The optimized FOPID controller exhibits a good dynamic response and an excellent start-up response. The extensive simulation results verify that the tuning of the PID and FOPID controllers with the use of the SPEA multi-objective approach is highly effective, rejects chaotic behavior, and provides robustness against change in the operating point. Moreover, the experimental results validate the theoretical results that were presented and discussed.
