Today's compilers offer a huge number of transformation options to choose among and this choice can significantly impact on the performance of the code being optimized. Not only the selection of compiler options represents a hard problem to be solved, but also the ordering of the phases is adding further complexity, making it a long standing problem in compilation research. This paper presents an innovative approach for tackling the compiler phase-ordering problem by using predictive modeling. The proposed methodology enables i) to efficiently explore compiler exploration space including optimization permutations and repetitions and ii) to extract the application dynamic features to predict the next-best optimization to be applied to maximize the performance given the current status. Experimental results are done by assessing the proposed methodology with utilizing two different search heuristics on the compiler optimization space and it demonstrates the effectiveness of the methodology on the selected set of applications. Using the proposed methodology on average we observed up to 4% execution speedup with respect to LLVM standard baseline.
INTRODUCTION
Selecting the best ordering of compiler optimizations for an application has been an open problem in the field for many decades and the problem is known to be NP-complete. The unrealistic exhaustive search is the only solution that seems appealing to achieve the optimal solution. Compiler researchers rely on their insights on the compiler backend to come up with some predefined sequences and ordering. This process is usually done tentatively and the selected pass is constructed with little insight on the interaction between the selected compiler options. However, to come up with an optimal solution, researchers might have to spend several years to run different code variants and this is simply unfeasible, given the growing design space composed of different architectures and software models that rely on modern compiler frameworks. As an example, GCC compiler has more than 200 compiler passes and LLVM-OPT has more than 100, and these optimizations are working on different layers of Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. application e.g. analysis passes, loop-nest passes, etc. Most of the passes are usually turned off by default and compiler developers rely on software developers to know which optimization can be beneficial for their code. The so-called average case has been defined as to get certain standard optimization levels, e.g. O1, O2, Os, etc. to introduce a fix sequence of compiler options, that on average can bring good results for most applications. Given the peculiarity of the problem, this certainly is not enough.
PARMA-DITAM
Exploiting compiler optimizations in application-specific embedded domains, where applications are compiled once and then deployed on the market on millions of devices is troublesome. The reason why is firstly because embedded systems are usually designed with tight extra-functional properties constraints. Secondly, the large variety of embedded platforms can not be faced with the average case provided by standard optimization levels, thus custom compiler optimization sequences might lead to substantial benefits in reference to several performance metrics (e.g. execution time, power consumption, memory footprint).
In the High Performance Computing (HPC) domain, parallel computer systems are increasingly more complex. Currently, HPC systems offering peak performance of several Petaflops have hundreds of thousands of cores to be managed efficiently. Those machines have deep software stack, which has to be exploited by the programmer to tune the program. Moreover, to reduce the power consumption of those systems, advanced hardware and software techniques are applied, such as the usage of GPUs that are highly specialized for regular data parallel computations via simple processing cores and high bandwidth to the graphics memory. Numerous scientific and engineering compute-intensive applications spend most of their execution time in loop nests that are suitable for high-level optimizations. Typical examples include dense linear algebra codes and stencil-based iterative methods [28] . Polyhedral compilation is a recent attempt to bring mathematical representation focusing on the loop-nest of the polyhedral model including many different tools [4, 5, 16, 20] .
In this paper, we tackle the phase-ordering problem by using predictive modeling. Our predictive model is able to introduce the next-best compiler optimization to be applied given the current status of the application to maximize the performance. The status of the application is defined by a vector of representative features that has been collected dynamically and it is independent from the architecture the code is running on. The proposed predictive model has been trained off-line with different permutations of the compiler flags (allowing repetitions and dynamic sequence length). Therefore, the proposed method receives as input the program features and it generates the next-best compiler option to maximize the performance of the application. We selected a set of benchmark applications to assess the benefits of the proposed approach and to prove its feasibility.
In this paper, we propose a predictive modeling methodology to mitigate the phase-ordering problem, In particular, the main contributions are:
• Predictive modeling methodology capable of capturing the correlation between the program features and the compiler optimization at each state.
• The integration of the predictive modeling within a compiler framework. The generated model is trained by means of Machine Learning to focus on the nextimmediate best compiler optimization to be applied given the current status of the application for any new previously unobserved program.
• Tackling the phase-ordering problem on utilizing different relative positioning of the sequences of compiler options previously acquired as good sequences from LLVM standard optimization level and explore the design space by using a larger set of compiler flags rather than the individual options.
• Predictive modeling capable of iteratively predicting the next-best compiler option using two search heuristics namely to be applied given the current status of the application being optimized.
We apply prediction modeling techniques originally proposed in [9] . However, the original work was mostly performing predictions on fixed optimization vectors length, while our proposed model is able to iteratively call the function and generate the next-best optimization to be applied, given the current status of the application. This feature is certainly vital for the phase-ordering problem because of: i) it opens up to complete the new states towards exploring more regions of interest in the design space and ii) it enables us to apply repetitions on the application being optimized. Moreover, the original work was tackling the problem of selection of best compiler optimization, while the current work is targeting the substantially harder problem of phase-ordering.
The rest of the paper has been organized as follows. Section 2 provides a brief discussion on the related work. In Section 3, we introduce the predictive modeling approach to tackle phase-ordering. Section 4 presents experimental evaluation of the proposed methodology on an Unix-based Intel platform. Finally, Section 5 summarizes the outcome of the work and some future paths.
RELATED WORK
Literature on the phase-ordering problem is closely tightened with the selection of the best compiler options problem. Therefore, study on the literature can be classified in two main classes: i) autotuning and iterative compilation approaches and ii) applying machine learning to compilation. Nevertheless, these two approaches have been amalgamated in many ways by exploiting different techniques and methodologies.
Iterative Compilation and Autotuning
Autotuning addresses automatic code generation and optimization by using different scenarios and architectures. It involves building techniques for automatic optimization of different parameters in order to maximize or minimize the fulfillment of an objective function. One strategy in autotuning consists of coupling the approach with random generation of code variances at each run. It is well known that Random Iterative Compilation (RIC) can generally improve application performance in reference to static handcrafted compiler optimization sequences [1] . Given the complexity of the iterative compilation problem, it has been proved that drawing compiler optimization sequences at random is as good as applying other optimization algorithms such as genetic algorithms or simulated annealing [1, 7, 8] . Other authors [3] have exploited the Design Space Exploration (DSE) techniques jointly with architectural DSE for VLIW architectures.
Exploiting Machine Learning
Applying machine learning has been investigated by many researchers in the recent literature on compiler optimization. The papers in [27, 22] were among the very first research works introducing the use of machine learning. Other authors [2, 26, 25, 24] have tackled the problem of selection of compiler options with Bayesian Networks and independent application characterization technique, predictive modeling with dynamic characterization, predictive modeling using Intermediate Representation (IR) and Control Flow Graphs (CFG).
There are quite a few studies that have tackled the phaseordering problem. Authors in [19] have applied Neuro-Evolution for Augmenting Topologies (NEAT) on Jikes dynamic compiler and come up with sets of good ordering of phases. Other works have approached the problem by exploiting compiler backend optimizations and using statistical tests to reduce code-size [12] . Authors in [18] exhaustively exploring the ordering space at functions' granularity level and evaluate their methodology with search tree algorithms and in [23] the authors have exploited iterative compilation with the information relying on relative passes in previously generated compiler options in the sequence in function level.
Our approach is rather different with respect to the literature, given that we propose a predictive modeling methodology utilizing an independent micro-architecture characterization features for all different permutations with repetitions of the compiler options and come up with the prediction of the next-best compiler option to be applied on the application given the current status. The proposed work is able to come up with good set of compiler options even with dynamic lengths and it is not just limited to fixed vector length. We use previously acquired relative positioning of the promising sequences utilized on LLVM standard optimization levels and treat each of those acquired sequences as one whole. In this case, we could apply phase ordering feasibility on a larger set of compiler options, while generating less design space in the problem.
THE PROPOSED METHODOLOGY
Main goal of the proposed methodology is to identify the feasibility of tackling the phase ordering problem using a predictive modeling methodology. Each application optimized with a unique compiler options sequence is passed through a characterization phase, that generates parametric representation of its dynamic features. A model based on predictive modeling correlates these features to the compiler optimizations applied such as to predict the application speedup by using the next-best compiler optimization at each level.
The optimization flow is represented in Figure 1 . It consists of three main phases: i) Data collection where different instances of the application are executed and the application characterizations are fetched with the speedup achieved by utilizing the specific option, ii) Training phase where the predictive modeling is learned on the base of a set of training applications and iii) Exploitation phase, where new applications are optimized by exploiting the knowledge stored in the trained predictive model. The model is able to predict, given the current program characterization, the immediate speedups associated to each of the compiler optimization under analysis.
During the second and the third phases, an optimization process is necessary to identify the best compiler optimizations to be enabled to get the best performance. This is done for learning purposes during the training phase and for optimization purposes during the exploitation phase. To implement the optimization process, a Design Space Exploration (DSE) engine has been used. This DSE engine compiles, executes and measures application performance by enabling and disabling different permutations with repetitions of compiler optimizations.
In our approach the DoE is obtained by exhaustive explo- Figure 1 ) either by means of the whole sequence at once or the current compiler optimization that has been applied to the previous state. On the other side, exploitation phase, they are generated by means of predicting the whole sequence at once or as the next-best configuration to be applied given the current status. These two different techniques will be elaborated more in Sections 3.3.1 and 3.3.2 respectively.
Compiler Phase-ordering Problem
To formulate the phase-ordering problem, first we come up with the selection of the best compiler sequence problem. Let us define a Boolean vector o whose elements oi are the different compiler optimizations. Each optimization oi can be either enabled oi = 1 or disabled oi = 0. A compiler optimization sequence to be selected is represented by the vector o belongs to the n dimensional Boolean space of:
For the application ai being optimized and n represents the number of compiler optimizations under study. Therefore, the mentioned research problem consists of an exponential space as its upper-bound. Having n = 10, drive us to a total space (2 n ) up to |Oselection| = 1024 options to select among per interested target application ai to be optimized and this number itself would be multiplied by different applications A = a0...aN under study.
Coming back to the phase-ordering problem, let us define a Boolean vector o whose elements oi are the different compiler optimizations. A Phase-ordering compiler optimization sequence represented by the vector o belongs to the n dimensional factorial space |Ophases| = n!, where n represents the number of compiler optimizations under study. However, the mentioned bound is for a simplified phase-ordering problem given fixed vector length without repetitions. Enabling repetitions and dynamic length will expand the design space size to:
Where n is the number of interesting optimizations under study and m is the maximum desired length for the optimization sequence length. In this case, assuming the same n and m equal to 10, |Ophases repetition| will drive up to more than 11 Billion different configurations to select per each application.
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The oi in this work consists more than one single compiler optimizations. These set of optimizations are derived from the LLVM standard optimization level. Reader can refer to the specific oi in Section 4 Table 2 . We treat each of the whole sequence (which being referred to as genes) as a discrete variable, so that each optimization oi can be either enabled oi = 1 or disabled oi = 0 and enabling the oi will enable all its contained sub-optimizations respectively.
Application Characterization
In this work, we use PIN [21] based dynamic profiling framework to analyze the behavior of the different applications at execution time. In particular, the selected profiling framework provides a high level Micro-architectural Independent Characterization of Applications (MICA) [14] suitable for characterizing applications in a cross-platform manner. Furthermore, there is no static syntactic analysis, but the framework is based solely on MICA profiling.
In our experimental setup, an application is compiled and profiled on an x86 host processor, while the target architecture where the application executes (i.e. the architecture for which the application shall be optimized) could be a different platform thanks to the high level abstraction of the application characterization carried out with MICA, so as we can easily change the target architecture without the need of changing the profiling infrastructure.
The MICA framework reports data about instruction type, memory and register access pattern, potential instruction level parallelism and a dynamic control flow analysis in terms of branch predictability. Overall, the MICA framework characterizes an application in reference to 99 different metrics (or features). However, many of these 99 features are strongly correlated (e.g. the number of memory reads with stride smaller than 1K is bounded by the number of reads with stride smaller than 2K). Furthermore, generating a pre-dictive model is a process whose time complexity grows up with the number of parameters in use. It is too expensive to include all the 99 features in the model. Given the goal of speeding up the construction, we applied Principal Component Analysis (PCA) to reduce the number of parameters to characterize the application. PCA is a technique to transform a set of correlated parameters (application features) into a set of orthogonal (i.e. uncorrelated) principal components. The PCA transformation aims at sorting the principal components by descending order based on their variance [15] . For instance, the first components include the most of the input data variability, i.e. they represent the most of the information contained in the input data. To reduce the number of input features, while keeping most of the information contained in the input data, it is simply needed to use the first k principal components as suggested in [14] . In particular, we set k = 10 to trade off the information stored in the application characterization and the time required to train the predictive modeling.
Speedup Prediction Modeling
The general formulation of the optimization problem is to construct a function that takes as input the features of the current status of a program being optimized to generate as output the the next-best optimization to be applied that maximize the immediate predicted speedup. We used the prediction model originally proposed in [9] . However, the original work was mostly performing predictions on fixed optimization vectors length, while our proposed model is able to iteratively call the function and generate the nextbest optimization to be applied, given the current status of the application. This feature is certainly vital for the phaseordering problem because of: i) it opens up to complete the new states towards exploring more regions of interest in the design space and ii) it enables us to apply repetitions on the application being optimized.
An application is parametrically represented by the vector α, whose elements αi are the first k principal components of its dynamic profiling features. Elements αi in the vector α generally belong to the continuous domain. The optimal compiler optimization sequenceō ∈ O that maximizes the performance of an application is generally unknown. However it is known that the effects of a compiler optimization oi might depend on whether or not another optimization oj is applied.
Our models predict optimizations to apply to unseen programs that were not used in training the model. To this purpose, we need to feed as input a characterization of the unseen program. The model is able to predict the speedup of each possible optimization set O in our predictive optimization space, given the characteristics of the unseen program. We order the predicted speedups to determine which optimization set is predicted best, and we apply the predicted best optimization set(s) to the unseen program. In the experimental Section 4, we use a leave-one-benchmarkout cross-validation procedure for evaluating the models. The proposed predictive modeling is going to introduce two different heuristics on predictive modeling.
DFS Search Heuristic
Depth-First Search (DFS) and its optimized version DepthFirst Iterative Deepening [17] are well-known tree traversing algorithms. DFS starts at the root and explores as far as possible along each branch before backtracking. Adapting the heuristic on the current problem, we propose to start from an empty optimization sequence oo, Considering sequence oi, for each of the possible optimizations we predict the immediate speedup δi derived from applying oi after oi in the compilation process. The immediate speedup is computed as:
where ei is the ratio between the execution time of the program compiled using oi and the execution time of the version of the program generated using oj. We define oj as oi followed by oi. Then, we order the possible optimizations by the value of the predicted immediate speedup δ. If none of the optimizations oi to be explored has an associated immediate speedup δi greater than 1, we choose oi as the next sequence to test, and we use it to compile the program and measure corresponding execution time. Otherwise, we repeat the same exploration process starting from sequence oj, that is oi followed by the still unexplored oi maximizing predicted immediate speedup δi.
Once all the possible optimizations o have been explored, and the original sequence oi tested, the algorithm backtracks to the previous considered sequence o k , that is, oi without its last optimization. If a sequence oi has reached the maximum optimization sequence length N to be considered, we stop applying further optimizations after it. We then evaluate oi it and backtrack to the previous node. The algorithm explores the complete optimization space using this policy and terminates when reaching the backtracking point for the initial empty sequence oo.
Exhaustive Search Heuristic
The second iterative approach is tackling the exploration with exhaustive search. A model trained using machine learning techniques produces speedup predictions for all the configurations in the complete considered sequence space. Ordered by decreasing predicted speedup values, the sequences are then applied to the program, and their actual speedup is measured. This approach has been successfully used in selection of the best compiler sequences problem, but lacks of applicability in the phase-ordering problem, given the complexity increase of the configuration space.
In our specific case, we modify this methodology to adapt it to our application scenario. In particular, as described previously at Section 3.3.1 Equation 4, the model we trained is able to predict only immediate speedups δ (i.e. the speedup of oj over oi, where oj is the optimization sequence obtained by applying oi after oi. We are able to predict the actual speedup of optimization sequence o by multiplying the immediate speedups δi predicted at each optimization oi ∈ o: oo :
where oi is each individual optimization options to be explored. The proposed exhaustive exploration computes the immediate speedups starting from the initial empty sequence oo to the complete optimization space. In this way, we are able to predict the speedup of every optimization sequence o ∈ O and map our system to the classic exhaustive predictions methodology we described.
EXPERIMENTAL EVALUATION
In this section, we assess the proposed methodology of the immediate next-best predictive modeling on quad-core IntelXeon E1607 running at 3.00 GHZ. We have used LLVM compilation tool v3.8 within our framework. A subset of cBench benchmark suite [10] consisting of six different applications has been integrated within the framework. The list of selected applications has been reported in Table 1 . Table 2 presents the utilized sets of LLVM optimizations categories in 4 different genes. The utilized passes are part of the LLVM standard optimization levels and we exploited the phase-ordering scenario having them relatively fixed internally, while altering the whole sequence externally at each phase. In this mode, we speculated that we could explore more interesting regions of the design space and reaching higher potential speedups accordingly. The utilized 4 different genes, consists of 30 compiler optimizations in total Table 3 represents the maximum achievable speedup enabling repetition feature on every individual applications. We observe that excluding two applications that coincidentally had their gene having the best achievable speedup without repetitions (thus enabling repetition was converging to the very same result), the other four are gaining benefits from enabling this features. We used harmonic mean to better report the average of the speedups rather than arithmetic mean here [13] .
The application execution time is estimated by using the Linux-Perf tool. Execution time required to process a given data set by a compiled application binary is estimated by averaging four different executions. In order to implement dimension reduction technique, we used PCA having set PCs to 10 in this work. The PCA components have been computed by using the MICA features collected from each application run, normalized by standard deviation across all data sets. Our exploration experiments have been generated by using the data previously collected offline.
WEKA Machine Learning tool [11] has been integrated in our framework to exploit predictive modeling algorithms. More in detail, in this work, we assessed the proposed methodology with Linear Regression (LR) Machine Learning algorithm activating the M5 attribute selection method with default ridge parameter. Experimental results has been carried out by means of leave-one-out cross-validation. Given a new unseen application in the training set, the current program feature already obtained offline will impose a bias on the trained model and the predictive modeling will be able to predict the next-best optimization to be applied to maximize the immediate speedup in a greedy manner. As mentioned in Equation 2, given the complexity of the problem, we assessed the feasibility of our proposed approach with four different sequences of compiler options with a to- The results obtained by exploring the phase-ordering space with the two proposed heuristics is reported in Figure 2 . It shows that the revised DFS search approach, namely an Iterative Deepening First Search policy (based on a greedy Depth First Search (DFS) heuristic) is doing slightly better with respect to the exhaustive search heuristic presented in Section 3.3. We define the actual speedup line as as the speedup observed from running the application using the compiler optimizatioj prediction of the machine learning model. Table 4 is presenting the quantitative values of utilizing the two predictive modeling algorithms within our framework. We evaluated our iterative greedy approaches with the classic 1-shot predictive speedup approach mentioned in [6, 9, 25] and the results reported in Table 4 are the average output of the one-shot approach per application. One-shot approach is extracting the prediction by means of one-extraction only and observe its speedup gain. In average, these two search algorithms demonstrated respectively 4% and 2% performance speedup over LLVM default performance.
The graph in Figure 2 demonstrates that the performance of the greedy exploration policy in early generation of the prediction is better than the exhaustive search methodology for the selected benchmarks. The horizontal axis represents different variations of the applications. This is rather interesting because in the phase-ordering problem the cardinality of the optimization sequence space O is too huge for an exhaustive search policy to be applied. On average, by traversing 15% of the compiler design space, we can reach up to 80% of the best found options in the design space.
CONCLUSIONS AND FUTURE WORK
This paper presents a method based on predictive modeling to select the next-best immediate compiler option to be applied to maximize the application performance. Experimental results exploiting two different search heuristics on the selected set of benchmarks demonstrated respectively 4% and 2% performance speedup with respect to the default LLVM compiler framework. Future work will focus on building more-accurate predictive models capable of capturing the intra/inter-correlation effects of different compiler options.
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