ABSTRACT ABSTRACT ABSTRACT ABSTRACT. The paper describes a quantitative structure-activity relationship (QSAR) study of IC50 values of benzimidazole derivatives on escherichia coli methionine aminopeptidase. The activity of the 32 inhibitors has been estimated by means of multiple linear regression (MLR) and artificial neural network (ANN) techniques. The results obtained using the MLR method indicate that the activity of derivatives of benzimidazoles on Co IIloaded escherichia coli methionine aminopeptidase depend on different parameters containing topological descriptors, Burden eigen values, 3D MoRSE descriptors and 2D autocorrelation descriptors. The best artificial neural network model is a fully-connected, feed forward back propagation network with a 5-4-1 architecture. Standard error for the training set using this network was 0.193 with correlation coefficient 0.996 and for the prediction set standard error was 1.41 with correlation coefficient 0.802. Comparison of the quality of the ANN with different MLR models showed that ANN has a better predictive power.
INTRODUCTION
Methionine aminopeptidases (MetAPs) are target proteins for the development of both anticancer and antibacterial compounds [1] . MetAPs are ubiquitous metal dependent enzymes involved in the N-terminal processing of proteins [2] and have been characterized for Escherichia coli, Salmonella typhimurium, baker's yeast, humans, and other species [3] . Protein synthesis is normally initiated with the AUG (adenine, uracil, guanine) triplet coding for methionine (in the cytosol of eukaryotes) or N-formyl-methionine [4] , (in prokaryotes, mitochondria [5] and chloroplasts). For a significant fraction of the intracellular proteins [6] , the amino-terminal methionine is removed by MetAPs after the initiation of translation. This process is mostly dependent on the adjacent residue and essential. Thus MetAPs play a key role in the functional regulation of proteins. The physiological importance of MetAP activity is underscored by the non-viability of organisms where all MetAP genes have been deleted or all MetAP gene products are inhibited. This has been shown for Escherichia coli, Salmonella typhimurium, and Saccharomyces cerevisiae.
Quantitative structure activity relationship (QSAR) studies, as one of the most important areas in chemometrics, give information that is useful for molecular design and medicinal chemistry [7] [8] [9] . QSAR models are mathematical equations constructing a relationship between chemical structures and biological activities. These models have another ability, which is providing a deeper knowledge about the mechanism of biological activity. In the first step of a typical QSAR study one needs to find a set of molecular descriptors with the higher impact on the biological activity of interest [10] [11] [12] [13] . A wide range of descriptors has been used in QSAR modeling. These descriptors have been classified into different categories, including constitutional, geometrical, topological, quantum chemical and so on. There are several variable selection methods including multiple linear regression (MLR), genetic algorithm (GA), partial least squares (PLS), and so on [11] [12] [13] . MLR yields models that are simpler and easier to interpret than PLS, because these methods perform regression on latent variables that do not have physical meaning. Due to the colinearity problem in MLR analysis, one may remove the collinear descriptors before MLR model development. The quantitative structure-activity relationship studies (QSAR) [14, 15] represent one of the most effective computational approaches for inspection of inhibition mechanism.
For many years, it has been assumed that similar molecules tend to have similar activities, leading to activity landscapes. Very similar molecules may possess very different activities leading to what can be called activity cliffs. An activity cliff is defined by the ratio of the difference in activity of two compounds to their distance of separation in a given chemical space. The existence of such activity cliffs is not entirely surprising since molecular recognition plays a crucial role in determining activity.
In the present work, both artificial neural network (ANN) and multiple linear regression (MLR) techniques have been used for modeling of the observed IC 50 values of derivatives of benzimidazoles on Co II -loaded escherichia coli methionine aminopeptidase, (MetAps). In this study, 26 compounds are used as training set. For these molecules precise activity data are available. The adequacy of the developed QSAR models was examined using the prediction set which includes 6 compounds. The correlation coefficient (R), standard error (SE) and R 2 cv were employed to judge the validity of the models.
EXPERIMENTAL

Biological data
The activity data were taken from reference [16] . The data set for active molecules consist of 32 inhibitors of derivatives of benzimidazoles on escherichia coli methionine aminopeptidase. This set was divided in to a training set and a prediction set. Usually, the molecules included in these sets are selected randomly. In the present work, the training set includes 26 compounds with precise activity data, and the prediction set includes 6 compounds whose imprecise activity data were reported. The chemical names for the training and prediction sets are given in Tables 1 and  2 . The values of IC 50 were used as the dependent variable.
Descriptor generation
The second step in developing the model was the numerical description of the molecular structures by defining descriptors. These descriptors were responsible for encoding important features of the structures. A large number of molecular descriptors were calculated using Hyperchem [17] and Dragon [18] softwares. Some chemical parameters including molecular volume, molecular surface area, hydrophobicity (Log P), hydration energy and molecular polarizability were calculated using Hyperchem software. Dragon software calculated different functional groups, topological, geometrical and constitutional descriptors for each molecule.
Regression analysis
Because of the large number of considered descriptors, a stepwise multiple linear regression procedure based on the forward-selection and backward-elimination methods was used for inclusion or rejection of descriptors in the screened models. In order to avoid of overestimations or difficulties in interpretation of the resulting models, pairs of variables with r ≥ 0.90 were classified as inter correlating ones, and only one of these was included in the screened models. Many models were generated by using this method. However, an ideal model is one that has high correlation coefficient (R), low standard deviation, least numbers of independent variables, high ability for prediction and high F statistic value [19] . F statistic shows the mean squares between treatments to the residuals. The best selected MLR model is presented in Table 3 .
Artificial neural network approach
The ANN is a computer-based program in which a number of processing elements, also called neurons, are interconnected by links in a netlike structure forming 'layers'. A variable value is assigned to every neuron [20] . The neuron can be one of three different kinds: (i) input neurons, which receive their values by direct assignation and are associated with independent variables, with the exception of the bias neuron, to form the input layer; (ii) hidden neurons, which collect values from other neurons giving a result that is passed to a non-input neuron; and (iii) output neuron, which collect value from other units, and correspond to different dependent variables to form the output layer. The links between units have associated values, named weights that condition the values assigned to the neurons. There exist additional weights assigned to bias values that act as neuron value offsets. The weights are adjusted through a training process in order to minimize network error. Commonly neural networks are adjusted, or trained, so that a particular input leads to a specific target output. The characteristics of the ANN have been found to be suitable for data processing, in which the functional relationship between the input and the output is not previously defined. Structure-activity relationships are often nonlinear and very complex and neural networks are able to approximate any kind of analytical continuous function.
In the present work, MATLAB [21] software package was used for implementing fully connected, three-layer, feed-forward computational neural networks with back-propagation training and non-automatic regularization. The ANN approach was used for obtaining nonlinear models for the activities of the studied benzimidazoles, expecting to improve linear models performance. ANNs used here had variable architectures: (i) the number of neurons in the input layer was equal to the number of variables, (ii) the number of hidden neurons was optimised, and (iii) one neuron was placed in the output layers. Feed-forward network weights and bias values were updated according to gradient descent algorithm with momentum and an adaptive learning rate. Molecular descriptors giving the best linear models were used as networks inputs and the activities as target outputs [22] .
Input-layer network with a sigmoidal transfer function was selected. Before the learning network was applied, the input vector and output values were normalized between 0.1 and 0.9. Sigmoidal transfer function has minimum and maximum values of 0 and 1, respectively. The normalizing of output values between 0.1 and 0.9 allows the network to slightly exceed the minimum and maximum values that were given in the original data file.
Testing for chance correlations
Part of validating the models is to check for the possibility of chance correlations. This can be done by performing the entire sequence of computations over but with the dependent variables scrambled. This scrambling destroys any relationship between the descriptors and the dependent variable. No model that exceeds chance performance should be found. The results obtained are compared to the results achieved with the actual computations to demonstrate that the actual results were achieved by finding relationships rather than by finding chance correlations.
RESULTS AND DISCUSSION
Multiple regression analysis
MLR was performed on the compounds described in Tables 1 and 2 . We have included all 26 molecules of the training set for the model generation. We used Hyperchem software for drawing the compounds. After screening of the descriptors from Dragon software and submission of some parameters to the regression routine, a few suitable models were obtained. 2-Pyrazin-2-yl-1H-benzoimidazol 5-Nitro-2-pyridin-2-yl-1(3)H-benzoimidazole 5-Amino-2-thiazol-4-yl-1H-benzimidazole 5-Fluor-2-thiazol-4-yl-1H-benzimidazol Phenyl-(2-pyridin-2-yl-3H-benzoimidazol-5-yl)-methanone 8-Pyridin-2-yl-7(9)H-purine [23] software have been used for model processing and among obtained models, the best one was selected and presented in Table 3 . The statistical parameters for this model are shown in Table 5 (model No. 13). Most of descriptors in this model depend on electronegativity [24] , polarizability [25] and topological distance. BeHe2, the highest positive eigen value n.2 of the non-diagonal elements in Burden matrix [26] , that is weighted by Sanderson electronegativity, derived from BCUT (Burden-CAS-University of Texas eigen values) indices. Burden matrix [27] is a modified connectivity matrix. The non-diagonal elements M wk are 1 if k = d ij and 0 otherwise, where k is the lag defined as the topological distance d between the atom pair i-j and may have a value between 0-8. Thus for a given k, the non-diagonal element M ij will be unity if the atoms i and j are apart by a topological distance k and zero otherwise. As can be seen from Table 3 , this descriptor has a negative coefficient in the MLR model and indicates the effect of topology of the compounds on activity.
MATS8e and MATS8p are the Moran autocorrelation descriptors of lag (topological distance) 8 that are weighted by Sanderson electronegativity and polarizability, respectively [28] . Mor31m is the 3D Morse descriptor (molecule representation of structures based on electron diffraction) that is weighted by mass [29] . Regression coefficient for this descriptor is positive and indicates that with increasing of Mor31, the activity increases. The last descriptor is redial centric information index (ICR) derived of topological descriptor. As can be seen from Table 3 , selected descriptors in the model depend on topological distances and electronic interactions of benzimidazole derivatives. Of course, the effect of benzimidazole derivatives on escherichia coli methionine aminopeptidase are very complex and obtained model could be used only for this family of compounds. Also, selected descriptors show that electronic parameters such as electronegativity, polarizability, and also, topological distances are important parameters that can affect on inhibitor activities of benzimidazole derivatives. Based on the correlation matrix (Table 4) , it can be generalized that there is no significant correlation between the selected descriptors. The colinearity threshold in QSAR/QSPR studies is usually considered 0.9, i.e. descriptors with R > 0.9 are selected as collinear. Table 5 . Cross-validation compounds and quality of the proposed models for MLR and ANN.
The consistency and reliability of a method can be explored using the cross-validation technique. The leave-multiple-out (LMO) cross-validation was carried out for MLR and ANN methods. Therefore, M represents a group of randomly selected data points (i.e. 6 molecules) which would be left out at the beginning and would be foretold by the model developed by the use of the remaining data points. Table 5 shows cross-validation results for training and prediction sets along with statistical parameters. The cross validation results confirm the reliability of the selected model.
Artificial neural network analysis
MATLAB version 7.1 was used for implementing fully connected, three-layer, and feedforward computational neural networks with back-propagation training and non-automatic regularization with a 5-4-1 architecture. Input-layer-network with a sigmoid transfer function was selected. Before the learning network was applied, the input vector and output values were normalized between 0.1 and 0.9. The optimum number of nodes in the hidden layer in this network was 4. For The evaluation of the prediction power of the ANN, the trained ANN was used to predict the IC 50 values of the molecules included in the prediction set. Molecular descriptors giving the best linear models (MLR) were used as networks input. Standard error for the training set using this network was 0.193 with R = 0.996 and R Table 5 ). The ANN calculated values of the biological activity for the training and prediction sets are shown in Tables 1 and 2 . As can be seen from these two tables, the results for the ANN model are better than the MLR model. Figure 1 shows the plot of experimental IC 50 values for these compounds against the calculated values. The most of compounds in the training set are on the line. It indicates that the predicted values of IC 50 are in agreement with the experimental values. But, for the prediction set, whose imprecise activity data were reported, errors are higher than the training set. In order to ensure the robustness of the ANN model, the Y-randomization test was performed in this contribution. The dependent variable vector (IC 50 ) was randomly shuffled and a new QSAR model was developed using the original independent variable matrix. The new QSAR model is expected to have low R 2 and SE values. Several random shuffles of the Yvector were performed and the results are given in Table 6 . The R 2 and SE values indicate that the good results for the ANN model are not due to a chance correlation or structural dependency of the training set. Table 6 . Regression coefficient (R 2   ) and SE values for Y-randomization tests.
CONCLUSIONS
In the present study, first a set of descriptors was calculated to build a QSAR model able to describe the activity of 32 benzimidazole derivatives. Chemometric methods were successfully used for modeling and predicting the inhibitor activity of these compounds. An artificial neural network provides an accurate QSAR model. In addition, ANN model is able to detect relationships between depend (IC50) and independent (descriptors) variables.
The results of this work indicate that the ANN is a promising tool for a nonlinear approximation. ANN offers a method for solving complex technological and scientific problems. It is a good approach for predicting the expected activity of drugs and aiding in drug design. 
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