Metal hydrides are solutions of hydrogen in a metal, where phase transitions may occur depending on temperature, pressure etc. We apply Le Chatelier's principle of thermodynamics to a particular phase transition in TiH , which can approximately be described as a second-order phase transition. We show that the fluctuations of the order parameter correspond to fluctuations both of the density of H + ions and of the distance between adjacent H + ions. Moreover, as the system approaches the transition and the correlation radius increases, we show -with the help of statistical mechanics-that the statistical weight of modes involving a large number of H + ions ('collective modes') increases sharply, in spite of the fact that the Boltzmann factor of each collective mode is exponentially small. As a result, the interaction of the H + ions with collective modes makes a tiny suprathermal fraction of the H + population appear. Our results hold for similar transitions in metal deuterides, too. A violation of an -insofar undisputed-upper bound on hydrogen loading follows. 
Introduction
There are extensive efforts underway worldwide to develop inexpensive and practical hydrogen storage materials for the implementation of a hydrogen-based energy economy [1] . Metal hydrides are candidates for hydrogen storage applications because they are solid at room temperature and release hydrogen on demand when heated. Among other factors, the attractiveness of metal-hydride technologies depends on the hydrogen loading in the metal. * E-mail: anna_andrea.divita@tin.it Suitable loading strategies are required in order to prevent gradients of hydrogen concentration from inhibiting hydrogen diffusion in the lattice [2] . Even if such strategies are adopted, fundamental limits on the maximum allowable loading may exist. Inside the metal, hydrogen (deuterium) atoms are split into H + (D + ) ions and electrons. Generally speaking, the density n H of H + (D + ) inside the loaded metal is n H = K D , where K and D (= 2, 3) are the typical inverse distance between adjacent ions of the solute and the dimension of the system respectively. Any upper limit on loading is equivalent to an upper bound on K. For a given H + ion energy, this bound on K is equivalent to a lower bound on the repulsive electrostatic potential between adjacent H + ions. The electric charge of H + and D + is the same, and the electrostatic repulsion between adjacent H + ions is therefore similar to the electrostatic repulsion between adjacent D + ions; accordingly, a lower bound on the repulsive electrostatic potential between adjacent H + ions is quite likely to exist, provided that its existence can be shown for D + ions. Indeed, the general consensus is that the latter bound does actually exist in both Ti and Pd deuterides; its existence follows from both first principles and the observed values of binding affinities of 4He atoms for Ti and Pd respectively (see equation (3) of (3)). The proof holds for vanishing temperature T; however, inclusion of finite temperature effects leaves its validity unaffected. A tenet of the analysis of [3] , which deals with 2 particles only, is the lack of mechanisms which rely either a) 'on the presence of large numbers' of particles or b) on 'energy distributions which cannot be mimicked by a thermal distribution with a temperature of the order of room temperature'. In this paper we show that both assumption a) and b) are violated near a particular phase transition in TiH -in Sec. 2 and 3 respectively. Correspondingly, the argument of Ref. 3 cannot apply. The discussions in Sec. 2 and 3 start from the application to metal hydrides of Le Chatelier's principle of thermodynamics and from the statistical mechanics of the ions of the solute respectively. In the following, we refer to the ions of the solute as 'particles', regardless if we are dealing with H + or D + , unless otherwise specified. We suppose also that the particle mass M is much smaller than the mass M of an atom of the metal. The role of electrons is taken into account explicitly in Appendix A and implicitly in Appendix B. Sec. 4 contains numerical estimates. Conclusions are drawn in Sec. 5.
The consequences of Le Chatelier principle in metal hydrides
In spite of their huge variety, metal hydrides share some common properties. First, metal hydrides are a solution of hydrogen (or deuterium) in a metal. Throughout this paper, we are going to consider this solution in a metal in equilibrium with the gas phase. The solute may exhibit high mobility in the metal. As a matter of principle, this fact allows a stressed solid to equilibrate rapidly. Then, we expect a correct thermodynamic description of the system at thermodynamic equilibrium to invoke chemical potentials explicitly. Second, gas loading is usually associated with some kind of stress in the metal. For example, the concentration of the solute in the metal depends on both T and the pressure p. Moreover, the application of an electric field to a metallic electrode in an electrochemical cell may contribute to the stress tensor σ (i, j = 1, 2, 3). Accordingly, we expect thermodynamics to invoke stresses explicitly. Third, metal hydrides may undergo phase transitions. For PdH , for example, at least two different phases exist, with different values of the lattice constant. Observations of both additional phases and of a transition of H + from octahedral to tetrahedral sites have been reported [7, 8, 15, 16 ]; Landau's theory of phase transitions (see [12] chap. XIV) has been invoked [9] . As for TiH , hydrogen prefers octahedral sites at dilute hydrogen concentrations and tetrahedral sites at high hydrogen concentrations [5] . Moreover, a ferroelectric transition occurs in TiH [6] , where the tetrahedral strain η = 2ε − ε − ε plays the role of order parameter in a model based on Landau's theory of phase transitions, and ε is the strain tensor. Now, assumption a) allows us to neglect interactions among, say, N particles with N >> 1 in the computation of K. When discussing violation of a), therefore, we focus our attention on what happens to in many-particle phenomena, such as those that occur, for example, in the ferroelectric transition of TiH . In particular, a fluctuation with correlation radius r involves N particles where N ∝ V ≡ r D . The nearer the transition, the larger N. Far from transition, particles are uncorrelated from each other, r reduces to the lattice parameter, and N goes to 1. We define the standard
2 and the average ≡ ηW (η) of the generic quantity a (η). In a second-order phase transition, Landau's theory (see [12] § 146) ensures that the probability W(η)dη that the order parameter has a value between η and η + dη is a Gaussian at temperatures near the transition point, and that both the standard deviation ∆η of W(η) and the correlation radius r of fluctuations of η go to ∞ at the transition. Admittedly, 'many ferroelectric transitions are not second-order, but first-order ones close to second-order' (see [4] §19). This is precisely the case of the ferroelectric transition in Ref. [6] . Moreover, Landau theory certainly becomes invalid in the immediate neighbourhood of the transition point. All the same, as far as we are interested in not-too-large fluctuations, it is still reasonable to assume that W(η) is approximately a Gaussian, and that both ∆η and r become large but finite as the system approaches the transition. Sec. 4 contains an estimate of the corrections to Landau theory near the transition point. Let us introduce the distance L between adjacent particles. In the following, we are going to compute the probability Q(K)dK that L −1 has a value between K and K + dK near the transition. Moreover, we show that Q(K) attains a maximum at a value K . Finally, we show that the value of K increases as the system approaches the transition. For simplicity, we limit ourselves to problems where both T and p are kept constant and where the number of par-ticles in one phase inside the solid is much larger than in other phases. Since we are dealing with thermodynamic equilibrium at fixed T and p, a relevant thermodynamic potential is Gibb's free energy G per unit volume. According to our discussion, in a metal hydride G contains contributions of both the components of σ and the chemical potentials of all species (including the electrons). In this case, we apply Le Chatelier principle (see equations 22.5 and eq. 22.7 of [12] ) in Appendix A and prove that
everywhere at all values of T, H , etc. A suitable rotation of coordinates allows us to replace the (i,j)-th component of ε with η. Physically, this replacement reflects the fact that the tetrahedral strain is the only component of ε that is responsible for the large-r modes we are interested in. Then, (1) gives
Equation (2) means that n H (η) is invertible, as far as quasi-static, isothermal transformations at constant stress are concerned. In spite of its generality, equation (2) is still scarcely useful for the description of loading. Loading affects stresses, i.e., σ / H = 0; when loading occurs stresses are not constant, (2) does not apply, and n H may therefore change continuously in a phase with η = 0 up to the transition to a phase with η = 0. Rather, the practical relevance of (2) is all about fluctuations. Equation (2) and the definition of ∆a imply that:
Equation (3) means that fluctuations of the order parameter around an equilibrium state at fixed temperature and stresses correspond to fluctuations of the particle density around the same state. Remarkably, the proof of equation (3) does not rely on the smallness of fluctuations (i.e., on the condition ∆η/| η | ≪ 1). Accordingly, (3) holds also near the transition, where ∆η is relatively larger. The nearer the equilibrium state to the transition, the larger ∆η. In turn, as ∆η diverges, ∆ H also diverges according to equation (3) . In fact, equation (2) implies that the multiplicative coefficient | (∂ H /∂η) T σ | in (3) never vanishes, regardless of the actual values of T and σ . Intuitively, the larger the fluctuations of n H , the larger the fluctuations of K, the smaller the values allowed for L. Therefore, even in the domain of validity of Landau theory, a second-order phase transition in a metal hydride differs considerably from familiar secondorder transitions, for example, those related to ferromagnetism. Moreover, the proof of (2) also invokes no detailed microscopic model, and therefore applies to different metal hydrides. We investigate the implications of (2) and (3) below. First of all, the probability that the particle density has a value between n H and n H + dn H is P(n H )dn H , where
The absolute value ensures that P(n H ) > 0 regardless of the sign of (∂η/∂ H ) T σ . Now, physical intuition requires that fluctuations of η with infinite amplitude have vanishing probability. We may also say that ln[W(η)] decreases monotonically to 0 as η goes to infinity; this statement is exactly true, e.g., as far as W(η) ≈ Gaussian. Relationship (3) allows the word 'fluctuations' to refer either to η or to n H . Then, fluctuations of n H with infinite amplitude should have vanishing probability (just like fluctuations of η), and ln[P(n H )] should decrease monotonically to 0 as n H goes to infinity:
Further information is available for finite values of n H . The
We are going to find how K may attain a real, finite value, corresponding to a maximum of Q(K). The nearer the transition, the larger ∆η, the flatter W(η), the smaller the difference between the probabilities of fluctuations with different amplitude. Again, (3) allows the word 'fluctuations' to refer either to η or to n H . Thus, the nearer the transition, the flatter P(n H ), the smaller | ln(P)/ H | at a given value of n H :
Equations (4), (5), and (6) show that, as the system approaches the transition, it is self-consistent to take
D → ∞, and dP/dn H < 0. Accordingly, Q(K) is the product of an increasing function of K (i.e., K D−1 ) and a decreasing function of K (i.e., P(K D )), so that Q(K) has a maximum at K = K and goes to zero as K ≫ K . This result holds for both D = 2 and D = 3. In a nutshell, as the system approaches the transition, the value of K is larger and larger. The same holds for the average 
In turn, this behaviour of K implies that the particles approach each other more and more. No contradiction with [3] occurs, as we deal just with the N ≫1 case neglected in [3] . To put it in other words, no analysis based on the investigation of just N = 2 interacting particles applies, and a) is violated.
The distribution of energy among the ions of the solute at large r
We have seen that thermodynamics requires large fluctuations of n H to occur in the neighbourhood of the transition. In turn, large fluctuations of n H help raise the probability of observing large values of K. Here, a problem arises. When K is large enough, i.e., the distance between two particles approaching each other becomes small enough, the electrostatic repulsion between them cannot be neglected. Basically, it is a screened Coulomb potential; indeed, Ref. [3] is precisely a rigorous analysis of such screening. So, the question is: 'where does the energy of the two particles involved in their close encounter come from?' In order to solve the conundrum, we recall that r grows as the system approaches the transition. Correspondingly, fluctuations involving N ∝ r D ≫ 1 particles (referred to below as 'collective modes') are possible, which allow N particles to exchange energy among each other. The interaction between the particle and the metal is explicitly taken into account in Sec. 4; here the metal ions are supposed to be motionless, since M is much smaller than M (As for electrons, see below). In the following we are going to show that as N increases, these energy exchanges make it more likely that at least a few particles are energised enough to 'climb up' the Coulombian barrier. Electrostatic interparticle repulsion makes close encounters only possible between particles whose energy E F is much larger than k B T, where k B is Boltzmann's constant. As long as we focus our attention on these highly energetic particles, we don't have to distinguish between different statistics (MaxwellBoltzmann statistics, Fermi-Dirac statistics, and BoseEinstein statistics), since they lead to the same behaviour on the tail of the distribution. Accordingly, when discussing these particles we will invoke Maxwell-Boltzmann statistics. Our results will therefore hold for both for H + and for D + ions, which are bosons and fermions respectively. Here and below we report the main results of the computations discussed in Appendix B. We focus our attention on a fluctuation which involves a number m of particles with total energy E TOT , where 1 ≤ m ≤ N and N ∝ r D ≫ 1. For the moment, we keep N fixed. The probability of our fluctuation is ∝ ×exp(−E TOT / B T ), where is the statistical weight. If our fluctuation occurs, then its energy E TOT is distributed among the m particles involved; in this case, we denote with the probability that one of these particles receives an energy E F . Of course, E F cannot be larger than E TOT , i.e., (E TOT < E F ) = 0. (For simplicity both E TOT are E F assumed to be discrete quantities, integer multiples of the same quantity ∆E. The quantity ∆E encompasses the impact of the interaction of our particles with both electrons and the lattice. With no loss of generality, we take E F = 0 in the fundamental state.) The probability that our particle attains an amount of energy E F because of our fluctuation is ∝ × ×exp(−E TOT / B T ). The sum of the latter quantity on all possible fluctuations, i.e., on all possible values of E TOT and m, gives the probability F that our particle attains an energy E F . We obtain
where X (E F N) is the contribution of collective modes involving up to N particles. When investigating the dependence of X on N, it turns out that if N goes to 1 then X goes to 0 regardless of E F . This result is as expected: the low-N limit corresponds to small values of r , i.e., to uncorrelated particles, and is satisfied far from transition. In this case F reduces to the Boltzmann factor, which for a high-energy excitation (E F ≫ k B T) is exponentially small. Far from the transition, therefore, no particle has any significant chance to attain the high value of E F required for a close encounter with another particle: the inter-particle distance remains bounded by electrostatic repulsion, as discussed in [3] . In the opposite limit N≫1, it turns out that X ≫ 1, and the energy distribution cannot be mimicked by a thermal distribution with a temperature of the order of room temperature. Assumption b) is violated. The large-N limit corresponds to a system that is near to the transition; in this case r is large and the fluctuations may involve up to N ≫ 1 particles. Physically, the probability of one collective mode at energy E TOT is ∝ −E TOT / B T , exponentially small. However, equations (B2)-(B3) of Appendix B show that is a strongly increasing function of N. Accordingly, the number of collective modes with energy E TOT > E F increases sharply with increasing N ∝ r D , i.e., as the system approaches the transition. Admittedly, both −E TOT / B T and the fraction ∝ of collective modes with energy E TOT > E F , which allow our particle to acquire an amount E F of energy from the other particles, are ≪ 1. All the same, as the system approaches the transition, the sheer number of possible collective modes with energy E TOT > E F becomes so large that a tiny fraction of particles may attain large energies (see equation (8) below). At first glance, the existence of a suprathermal tail in the energy distribution function of a particle seems in contradiction with the equipartition principle of classical statistics. The latter principle states that if the energy of the system is a quadratic function of the momenta and the coordinates, then each variable gives an equal contribution 1 2 k B T to the energy -see § 44 of [12] . Accordingly, one would expect that the averaged value of potential energy of a particle in the repulsive electrostatic field of another particle never exceeds 1 2 B T. Actually, there is no contradiction. Quoting Ref. [12] , energy depends quadratically on the 'coordinates which give the deviations' of individual particles from 'their equilibrium position', provided that the particles are 'executing small oscillations' about these equilibrium positions. However, a particle may execute large oscillations near the transition. In fact, collective modes make the energy of many particles available to one particle, therefore raising both the amplitude of the oscillations of the latter particle and the value of K with respect to the corresponding values far from transition. Admittedly, the interactions among particles become highly non-linear, and their detailed microscopic description becomes cumbersome. However, the results of our thermodynamical approach hold regardless of such description. So, the answer to our question is: 'when a close encounter between two particles occurs, the required energy comes from a redistribution of the energy of many particles'.
Numerical estimates near the transition
We show in Appendix B that the probability F in (7) is peaked at both E F = 0 and E F = E F , where
If N goes to 1 then E F goes to 0, as expected. As for the N ≫ 1 case, Landau theory of phase transitions fails to provide a finite value, since N ∝ r D diverges at the transition. In the following, we make use of the critical indices of the scale-invariance theory of phase transition (see § 149 of [12] ). Moreover, as the amplitude of the fluctuations grows it makes little sense to neglect the motion of metal ions. In the following, we take into account for the first time the neglected interaction between the particles and the metal. We focus our attention on a volume V that contains N = n H V particles and n V atoms of metal, where n is the metal density. We estimate the amount of energy that is stored in the collective modes near the transition, which is available to our particles. For simplicity, we assume an isotropic medium with σ = E Y ε , where E Y is the Young modulus. Again, we replace ε with η, as the order parameter η is the component of ε that is relevant to the physics of collective modes. The energy of collective modes is W = V U , where U is the relevant elastic energy density; equation (3.2) of [13] 
Only collective modes with W > E F may provide our particles with energy. These collective modes are
of the total number of collective modes, where we have invoked equation (8) . Furthermore, equipartition between particles, electrons, and metal implies that 1 3 of the mode energy is available to the particles. The total amount E of energy available to our particles is therefore E = ( /3) × W . On the other side, if we neglect the contribution of E F = 0 particles, then the only particles that receive energy from the collective modes are those with energy > E F , which are again (roughly speaking) ≈ a fraction of the total number N of particles inside V . Equation (9) and the energy balance E
where we have invoked the relationship N = n H V . In order to compute ∆η in equation (10), we recall that equations (146.2), (148.6), and (148.8) of [12] give ∆η ∝ r γ/(2ν) , where γ and υ are constant. Then, the relationship N ∝ r D allows us to write:
Below, we take γ = 1 26 and ν = 0 64 from scaleinvariance theory rather than invoking the corresponding values of Landau theory, as the latter is not valid near the transition (see equation (149.12) of [12] ). In order to compute the standard deviation (∆η) N−1 of the order parameter at N = 1 in equation (11), we recall that the contribution − regardless of i and j. As usual, we replace ε with η and obtain (∆η) N−1 2 
Equations (8), (10), (11), and (12) lead to
According to equations (8) and (13), the phase transition of 1 cm 3 of TiH 2 ( n H = 2n , D = 3, molar mass 49.883 g/mol, mass density 3.75 g/cm 3 ) makes the correlation radius r attain a value N 1/3 = 9.27 times the lattice parameter, where each volume V contains N = 796 particles. The transition leads about 1 4 × 10 20 H + ions (i.e., a fraction of about = 1/N of the total number of H + ions that are available in 1 cm 3 of TiH 2 ) to an energy E F ≈ 6 68 k B T, i.e., about 13.36 times the average kinetic energy 1 2 k B T of one particle that moves towards another particle. Should the repulsive electrostatic potential between particles be purely Coulombian (linear in K) with no electrostatic screening whatsoever, collective effects near the transition would raise K by 13.36 times over the value far from transition. Any screening would raise the value of K even further. Indeed, our figures are underestimated, as we have replaced n H with n H in our estimate N = n H V and in equations (10) and (13) for simplicity -a step which is definitely not correct at the transition, where ∆n H ≫ n H . According to equations (3), (4), and (5), accurate estimates for ∆n H are possible, provided that detailed microscopic models provide us with the value of (∂ H ∂η) T σ at the transition. Equation (13) implies that the larger n H /n (= the stronger the loading), the larger N and E F . Finally, equations (146.2) and (148.8) of [12] give ∆η ∝ |T − T | −γ/2 , where T is the value of T at the transition. Should our example K ∝ (∆η) 1/D of Sec. 2 apply, we would obtain K ∝ |T − T | −γ/(2D) . As a result, tiny errors in T spoil the loading, which could become erratic. Experimentally, we predict observation of bursts of energetic particles in the lattice near the transition. Even if the total number of energetic particles is relatively small, their impact on the lattice (e.g., on the occupation sites that are responsible for loading) may be far from negligible near the transition. We speculate also that these particles induce observable damage to the occupation sites, which may deteriorate the loading capability.
Conclusions
Metal hydrides are solutions of hydrogen (or deuterium) in a metal, which may undergo phase transitions. Hydrogen loading is a key issue in hydrogen storage applications. An upper bound on hydrogen loading may be inferred from arguments such as those proposed in Ref. [3] , which start from the first-principle analysis of the behaviour of one couple of ions of the solute in the lattice. We apply the Le Chatelier principle of thermodynamics and the Landau theory of phase transitions to a particular phase transition in TiH [6] , and show that no such upper bound holds. The essential point of our argument is that the larger the fluctuations of the order parameter η, the larger the fluctuations of n H and of the inter-particle distance, so that the nearer the system to the transition, the more likely a close encounter between adjacent ions of the solute. Even if Landau theory does not apply to an immediate neighbourhood of the transition, no analysis based on just one couple of ions is justified when a phase transition occurs; any fundamental upper bound on loading (if any exists) depends on the detailed behaviour at the transition. A statistical description of the collective modes involving the ions of the solute near the transition strengthens our conclusion. If we know that a repulsive electrostatic interaction exists between near-adjacent ions of the solute, then we may say that the closer their encounter the larger their energy. Even if the Boltzmann factor of excitations with energy much larger than k B T is exponentially small, the statistical weight of those collective modes that can supply energy to a single ion of the solute is a strongly increasing function of the correlation radius r of the fluctuations of η. As the system approaches the transition, r grows. In this case, a tiny fraction of ions of the solute may attain -sporadically at least-energies larger than k B T, thus allowing the close encounters predicted above, and with observable impact on the occupation sites in the lattice. Our equations (8) and (13) give the values of E F and N, where E F and 1/N are the typical energy of the supra-thermal tail and the fraction of ions of the solute that are involved in this tail, respectively. Admittedly, we neglected both hysteresis and non-uniformities in the hydrogen concentration [2, 10, 11] , and discussed no surface effects. However, the thermodynamical nature of our approach makes our results hold for all phase transitions in metal hydrides and deuterides, which can -approximately at least-described as second-order phase transitions -just like the transition discussed in [6] -up to N-inside V , i.e., collective modes may occur that allow energy exchange among m particles, where 1 m N. Let E (i = 1,..,m) be the energy of the i-th particle. The probability w(n,A) that a collective mode has total energy
where A ≡ 
Physical intuition dictates that our particle enjoys no privilege among the N particles inside V . Then, the number g(m,N) of collective modes correlating m particles, including our particle is
According to equations (B1) and (B3), the probability p( m, n, N, A) that our particle is involved in a collective mode that correlates m particles and has total energy E is p(m, n, N, A) = (m, N) (n, A)
Note that if N → 1, then p( m, n, N, A) → − A as 1≤ m ≤ N and g(m=1, N)=1; moreover, since all the energy of the collective mode goes to our particle, then n → n F and − A → − F A as expected. Let us denote with f(m, n, n F ) the probability that the energy of our particle is E F = n F ∆E, provided that it is involved in a collective mode correlating m particles with total energy E . (Here we anticipate that this probability does not depend on N and A). The probability F(n F , N, A) that our particle has an energy E F = n F ∆E is just
where Z(N, A)=
is the normalization constant. Physically we have E ≥ E F , then f(m, n < n F ) = 0. Moreover, if E = E F then all the energy of the collective mode goes to our particle, and no energy may be distributed among other particles; in this case m = 1, g(m = 1,N) = 1. and f(m, n = n F ) = 1. Accordingly, equations (B1), (B2), (B3), (B4) and (B5) lead to 
Let us compute f(m, n, n F ) explicitly. Its definition allows us to write
where C (m, n) is the number of ways the total energy E of the collective mode may be distributed among m particles, and B(m, n, n F ) is the number of ways the energy E -E F may be distributed among the remaining m-1 particles, once our particle (say, the particle labeled i = 1) has been given the energy E F . As for C (m, n), it is just the number of ways n energy packets of amplitude ∆E may be divided into n 1 , n 2 , n packets with = Equations (B7),(B8), (B9) and (B10) allow us to compute X(n F , N, A) and F(n F , N, A) exactly. We show that if N → ∞ then F (n F , N, A) is peaked at some value n F (N, A) > 0 of n F (i.e., at some value E F = n F ∆E of E F ). Let us compute n F (N, A). We are interested in the N ≫ 1 limit. Then, it is convenient below to take the generic number a as a continuous variable for a ≫ 1, to replace a! with the gamma function Γ( + 1), and to invoke Stirling is the product of a strongly increasing and a strongly decreasing function of n F for fixed m, n, N, and A, and is therefore peaked at some positive value n F of n F . Analogous arguments show that q( n, m, n F , N, A) is also peaked at some positive value n of n for fixed m, n F , N, and A and at some positive value m of m for fixed n, n F , N, and A. We obtain the dominant contribution to F (n F , N, A) on the R.H.S. of relationship (B11) by solving the system of equations: (B12) Formally, the solution of the system (B12) is n F = n F (m ,n , N, A); m = m (n F , n , N, A); n = n (m , n F , N, A); substitution of m and n back in n F gives n F = n F (N, A). Cumbersome but straightforward algebra, together with repeated application of Stirling's approximation, gives 
We focus on high-energy collective modes involving N ≫ 1 particles. Then, the choice A ≪ 1 is compatible with n , n F , m ≫ 1 and n A ≈ n A ≫ 1 (as anticipated in (B13)). Remarkably, if N 1 then n F → 0, as expected, in spite of the N ≫ 1 limit we started from. Equation (8) follows from the values of m and n F in (B13), and from the definition of E F .
