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Abstract In this paper, we consider first order Sobolev spaces with Robin boundary condi-
tion on unbounded Lipschitz domains. Hunt processes are associated with these spaces. We
prove that the semigroup of these processes are doubly Feller. As a corollary, we provide a
condition for semigroups generated by these processes being compact.
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1 Introduction
Let D be a connected open subset of Rd . Let us denote by H10 (D) and H
1(D) the first
order L2 Sobolev space on D with Dirichlet and Neumann boundary condition, respectively.
For p ≥ 1, we denote by Lp(D) the set of functions on D which are p-th integrable with
respect to the d-dimensional Lebesgue measure m. Let us assume D is thin at infinity, i.e.
limx∈D, |x|→∞ m(B(x,1)∩D) = 0. Here, B(x,1) is the open ball of Rd centered at x∈Rd with
radius 1. Then, we can show that the embedding H10 (D)⊂ L2(D) is compact ([10, Chapter V.
Remark 5.18 (4)]). On the other hand, even if D is thin at infinty, the embedding H1(D) ⊂
L2(D) is not necessarily compact. In fact, if the Lebesgue measure of D is infinite, it is
known that the embedding is not compact ([1, Theorem 6.42]).
Let us consider the Sobolev space with the following boundary condition:
∂ f /∂N +β f = 0 on ∂D,
where N is the outward unit normal vector on the boundary ∂D and β is a nonnegative
measurable function on ∂D. This type of boundary condition is called Robin boundary con-
dition. The associated Dirichlet space on L2(D) is expressed as
E ( f ,g) =
1
2
∫
D
(∇ f ,∇g)dx+
∫
∂D
f˜ g˜βdσ , f ,g ∈D(E ),
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D(E ) =
{
f ∈ H1(D)
∣∣∣∣ ∫
∂D
f˜ 2βdσ < ∞
}
,
where σ is the (d−1)-dimensional Hausdorff measure on Rd restricted to ∂D, the topolog-
ical boundary of D. f˜ is a suitable version of f ∈ H1(D). See Theorem 4.4 below for the
definition of f˜ . The domain D(E ) is a superset and subset of H10 (D) and H
1(D), respec-
tively. Therefore, for a domain D with m(D) = ∞, it is not clear whether D(E ) ⊂ L2(D) is
compactly embedded in L2(D) or not.
Arendt and Warma [3] invesitigate the compact embedding D(E ) ⊂ L2(D) for open
sets with finite volume. In this paper, we check a probabilistic condition for the compact
embedding D(E ) ⊂ L2(D) when D is thin at infinity and ∂D is sufficiently smooth and
β is non-degenerate and locally bounded. Non-degenerate means σ -ess infz∈∂D β (z) > 0.
Here, σ -ess inf denotes the essential infimum with respect to σ . Let E be a locally compact
separable metric space and µ a Radon measure with topological full support. Takeda [22]
prove that if the Hunt process on E generated by a regular Dirichlet form is irreducible,
resolvent strong Feller, in addition, has a tightness property, then the domain of Dirichlet
form is compactly embedded in L2(E,µ). This is equivalent to the semigroup of this Hunt
process becomes a compact operator on L2(E,µ).
We briefly explain how to check these properties. First, we construct a Hunt process
X0 = ({X0t }t≥0,{Px}x∈D) on D with a kind of resolvent strong Feller property:
R0α(L
1(D,m)∩L∞(D,m))⊂Cb(D)(1.1)
(Theorem 2.6, Theorem 2.3). Here, {R0α}α>0 denotes the resolvent of X0. This is Hunt pro-
cess corresponding to H1(D) which is a regular Dirichlet form on L2(D,m). We should call
X0 a reflecting Brownian motion on D. For the proof of (1.1), we employ a PDE meth-
ods due to Stampacchia and Moser, as used in [13, 14]. Next, we prove the smoothness
of σ (Proposition 2.4). This allows us to define the positive continuous additive functional
{Lt}t≥0 with Revuz measure σ . Since {Lt}t≥0 increases only when X0 hits the boundary
∂D, {Lt}t≥0 is said to be the boundary local time of X0. We define the subprocess Y of X0
by the multiplicative functional {exp(−∫ t0 β (X0t )dLt)}t≥0. The Dirichlet form of Y is iden-
tified with (E ,D(E )). Hence, for the proof of compactness, it suffices to prove Y has the
three properties stated above.
We explain how to check the resolvent strong Feller property of Y . Note that, for any
f ∈ L1(D,m)∩L∞(D,m), we can obtain the following inequality:
|Rα f (x)− γR0γ+αRα f (x)|
≤ ‖ f ‖∞× (γ +α)−1+‖ f ‖∞× (1/α)×
∫ 1
0
Ex
[
1− exp
(
−
∫ − logsγ
0
β (X0u )dLu
)]
ds.
Here, {Rα}α>0 denotes the resolvent of Y . Therefore, if for any compact subset K of D,
(1.2) lim
t→0
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β (X0t )dLt
)]
= 0,
we can see Rα(L
1(D,m)∩L∞(D,m))⊂Cb(D) because {R0α}α>0 posseses the property (1.1).
For a bounded Lipschitz domain D, using an upper Gaussian estimate of the heat kernel of
X0, we can prove
(1.3) sup
x∈D
Ex[Lt ] = O(
√
t) as t → 0.
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If β is locally bounded, it follows from Jensen’s inequality that (1.3) implies (1.2). However,
for an unbounded domain thin at infinity, the heat kernel of X0 does not satisfy the Gaussian
estimate in general. For this reason, we need to make a different approach.
We take bounded increasing open subsets {Un}∞n=1 of Rd such that D =
⋃∞
n=1D∩Un.
Then, the left hand side of (1.2) is estimated as follows:
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β (X0s )dLs
)]
≤ sup
x∈K
Ex
[∫ t∧τn
0
β (X0s )dLs
]
+ sup
x∈K
Px[t ≥ τn],
where τn is the first leaving time of X
0 from D∩Un. Let us denote by Xn the part of X0
on D∩Un. Then, {Lt∧τn}t≥0 is regarded as a boundary local time of Xn and thus {Lt∧τn}t≥0
increases only when Xnt ∈ ∂D∩Un. Therefore, if the boundary ofUn∩D is smooth enough
and β is locally bounded, as in the case when D is bounded Lipschitz domain, the estimate
sup
x∈K
Ex
[∫ t∧τn
0
β (X0s )dLs
]
≤ cn
√
t
is expected for any 0< t ≤ 1. Here cn denotes a positive constant depending onD∩Un and β .
In fact, this is true (Lemma 6.5, 6.7). On the other hand, it is difficult to obtain a quantative
estimate of Px[t ≥ τn] because the upper bound of the heat kernel of X0 is unknown. To
overcome this difficulty we prove the semigroup strong Feller property of part processes
{Xn}, which yields limn→∞ supx∈K Px[t ≥ τn] = 0 (Lemma 6.9) and completes the proof of
(1.2) (Proposition 6.1). To show the semigroup strong Feller property of {Xn}, we employ
the theory of extension domains (Lemma 6.2). By applying this result, we can strengthen the
statement in (1.1) as follows: The semigroups of X0 and Y have the semigroup strong Feller
property (Theorem 2.7 (i), Theorem 6.10). Chung’s method for proving the strong Feller
property of part processes is well known (see [9, Theorem 1, 2, 3, and Corollary] for details).
However, we do not use his result because X0 does not generally satisfy R0α(C∞(D)) ⊂
C∞(D), required in [9]. Here, C∞(D) denotes the continuous functions on D vanishing at
infinity.
We explain how to prove tightness property ofY . First, we derive the heat kernel estimate
of Y by using Maz’ya’s inequality (Lemma 6.11, Theorem 6.12) when σ -ess infz∈∂Dβ (z)>
0. Using this estimate, we can prove the Feller property of Y (Theorem 2.7 (ii)). Then,
tightness property is equivalent to lim|x|→∞ Rα1D(x) = 0. Because the semigroups of Y is
ultracontractive, it is not too difficult to prove lim|x|→∞Rα1D(x) = 0 under the thin at infinity
condition. The irreducible property of Y is clear in our setting.
This paper organized as follows. In Section 2, we introduce a framework and state the
main theorems. Section 3 provides the proof of a kind of resolvent strong Feller property of
X0 (Theorem 2.6, Theorem 2.3). In Section 4, we introduce the concept of relative capacity
and results on it. We also discuss the smoothness of the boundary measure σ (Proposi-
tion 2.4). Section 3 provides the proof of doubly semigroup strong Feller property of Y
(Theorem 2.7 (ii)). We also prove the compactness of the embedding D(E )⊂ L2(D) (Corol-
lary 2.8). In the last section, we prove some auxiliary propositions and discuss the conditions
imposed on the theorems.
Notation. Throughout this paper, we use the following notations.
(1) Given a topological space E, the Borel σ -algebra on E is denoted by B(E). Let µ be a
positive measure on the measurable space (E,B(E)). For p ∈ [1,∞], the real Lp space
on the measure space (E,B(E),µ) is denoted by Lp(E,µ), and its norm by ‖ · ‖Lp(E,µ).
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The standard inner product on L2(E,µ) is denoted by (·, ·)L2(E,µ). For f : E → R, we
write ‖ f ‖∞ = supx∈E | f (x)|. We also write
Bb(E) := { f : E → R | f is B(E)measurable, ‖ f ‖∞ < ∞},
B+(E) := { f : E → R | f is B(E)measurable and f ≥ 0 on E},
C(E) := { f : E → R | f is continuous},Cb(E) :=C(E)∩Bb(E),
C∞(E) := { f ∈C(E) | {x ∈ E | f (x)≥ δ} is compact for any δ ∈ (0,∞)},
Cc(E) := { f ∈C(E) | support of f is compact}.
(2) d ≥ 2 is a positive integer. B(x,R) denotes open ball of Rd centered at x ∈ Rd with
radius R > 0. If x is the origin of Rd , we write B(R) for B(x,R) and B+(R) for {x =
(x1, . . . ,xd) ∈ Rd | x ∈ B(R) and xd > 0}. For an open subset E ⊂ Rd , E and ∂E denote
closure of E in Rd and E \E, respectively. E , ∂E are regarded as topological subspaces
of Rd . The d-dimensional Lebesgue measure is denoted by m or simply by dx. For an
open subset E ⊂ Rd , we denote byW 1,2(E) the first order L2-Sobolev space on E, that
is,
W 1,2(E) =
{
f ∈ L2(E,m)
∣∣∣∣ ∂ f∂xi ∈ L2(E,m),1≤ i≤ d
}
,
where ∂ f /∂xi is the distributional derivative of f on E. For f ∈W 1,2(E), we denote
∇ f =(∂ f /∂x1, . . . ,∂ f /∂xd). For f ∈W 1,2(E), ‖ f ‖W 1,2(E) :=
(∫
E |∇ f |2dx+
∫
E | f |2dx
)1/2
defines a norm onW 1,2(E).W 1,2(E) is sometimes written as H1(E). H10 (E) and H˜
1(E)
denote the closure of C∞0 (E) in H
1(E) and H1(E)∩C(E) in H1(E), respectively. Here,
C∞0 (E) denote the set of infinitely differentiable functions on E with compact support.
2 Framework and main results
Throughout this paper D is a domain, that is, connected open subset of Rd (d ≥ 2). Then,
we can define the following bilinear form on L2(D,m):
E
0( f ,g) =
1
2
∫
D
(∇ f ,∇g)dx, f ,g ∈ H1(D),
where (·, ·) is the standard inner product on Rd . (E 0,H1(D)) becomes a strong local Dirich-
let form on L2(D,m). Let {G0α}α>0 be the L2-resolvent associated with (E 0,H1(D)). This
section is devoted to the proof of the next theorem: To construct a Hunt process associated
with (E 0,H1(D)) starting from every point of D, we impose the following conditions on D:
Condition 2.1 (A.1) For any a∈ ∂D, there are its neighbourhoodWa inRd and a bi-Lipschitz
mapping Ψa : B(1)→Wa such thatΨa(0) = a andΨa(B+(1)) =Wa∩D.
(A.2) For any compact subset K of ∂D, we have
sup
a∈K
max{Lip(Ψa),Lip(Ψ−1a )} ∈ (0,∞),
where we define Lip(Ψa)= inf{L≥ 0 | |Ψa(x)−Ψa(y)| ≤L|x−y|,x,y∈B(1)}. Lip(Ψ−1a )
is defined in the same manner.
Robin boundary condition 5
(A.3) (E 0,H1(D)) is a regular Dirichlet form on L2(D,m); that is, H1(D)∩Cc(D) is both
dense in (H1(D),‖ · ‖H1(D)) and in (Cc(D),‖ · ‖∞).
Remark 2.2 (i) It follows from (A.1) that m(∂D) = 0.
(ii) If the boundary of D is locally expressible as a graph of a continuous function of d−1
variables, we can check (A.3) (see [10, Chapter V, Theorem 4.7] for details). However,
we don’t know (A.1) and (A.2) imply (A.3).
Theorem 2.3 Suppose Condition (A.1) and (A.2). Let α > 0, p> d, n∈N, and f ∈ Lp(D,m)∩
L2(D,m). Then, G0α f is uniformly continuous on D∩B(n). In paticular, G0α f is continuous
on D.
Let CapD be the capacity corresponding to the regular Dirichlet form (E
0,H1(D)) on
L2(D,m). We define the measure σ on (∂D,B(∂D)) by σ = 1∂D ·H d−1, where H d−1
is the (d−1)-dimensional Hausdorff measure on Rd . From Proposition 2.4 below, we can
check σ is a smooth Radon measure on (∂D,B(∂D)). Therefore, we can define a positive
continuous additive functional {Lt}t≥0 in the Revuz correspondence to σ .
Proposition 2.4 Suppose (A.1) and (A.3). Then, σ is a Radon measure on (∂D,B(∂D)).
Moreover, if A⊂ ∂D satisfies CapD(A) = 0, then σ (A) = 0.
In the sequel, we assume the following condition.
Condition 2.5 For any compact subset K of D, there exists a bounded open subsetU of Rd
such that K ⊂U andU ∩D is a bounded Lipschitz domain of Rd .
In section 7, we provide the definition of bounded Lipschitz domain and prove that
Condition 2.5 implies Condition 2.1. Under Condition 2.5, we can construct a Hunt process
associated with (E 0,H1(D)) whose resolvent satisfies the same property as {G0α}α>0:
Theorem 2.6 Under Condition 2.5, there exists a Hunt process X0 = ({X0t }t≥0,{Px}x∈D)
associated with (E 0,H1(D)) whose resolvent {R0α}α>0 has the following property: for any
f ∈ L1(D,m)∩L∞(D,m) and α > 0, we have R0α f ∈Cb(D).
Let β is a nonnegative locally bounded Borel measurable function on ∂D and Y =
({Yt}t≥0,{Pβx }x∈D) be the subprocess of X0 defined by the multiplicative functional{∫ t
0
exp(−β (X0s ))dLs
}
t≥0
.
Namely, Y is the Hunt process whose semigroup {pt}t>0 is given by
pt f (x) = Ex
[
f (X0t )
∫ t
0
exp(−β (X0s ))dLs
]
, t > 0, x ∈ D, f ∈Bb(D).
Under Condition 2.5 and the following condition on β , Y has the doubly Feller property in
Chung’s sense [9].
Theorem 2.7 Suppose Condition 2.5. Then,
(i) for any t > 0 and f ∈Bb(D), pt f ∈Cb(D).
Furtheremore, we assume σ -ess infz∈∂D β (z)> 0. Then,
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(ii) for any t > 0 and f ∈C∞(D), pt f ∈C∞(D).
Here, σ -ess inf denotes the essential infimum with respect to σ .
Let (E ,D(E )) be the Dirichlet form on L2(D,m) generated by Y . Under Condition 2.5,
(E ,D(E )) is given by
E ( f ,g) =
1
2
∫
D
(∇ f ,∇g)dx+
∫
∂D
f˜ g˜βdσ , f ,g ∈D(E ),
D(E ) =
{
f ∈ H1(D)
∣∣∣∣ ∫
∂D
f˜ 2βdσ < ∞
}
,
where f˜ is the CapD-quasi continuous version of f ∈ H1(D). See Definition 4.1 (iii) for the
definition.
Corollary 2.8 Suppose Conditions 2.5, σ -ess infz∈∂D β (z)> 0. If the domain D satisfies
lim
x∈D, |x|→∞
m(D∩B(x,1))→ 0,
the embedding D(E )⊂ L2(D,m) is compact.
3 Proof of Theorem 2.3
Let {G0α}α>0 be the L2-resolvent associated with (E 0,H1(D)). To prove Theorem 2.3, we
employ a PDE argument due to Stampacchia and Moser used in [13, 14]. Throughout this
section, we write M(a) for max{Lip(Ψa),Lip(Ψ−1a )} (a ∈ ∂D). Futhermore, for n ∈ N, we
define
Dn = D∩B(n), Kn = ∂D∩B(n), Mn = sup
a∈Kn
M(a).
From (A.2), we have Mn ∈ (0,∞).
3.1 Sobolev inequalities of Moser’s type
We note that a Sobolev inequality of Moser’s type in [18, Lemma 2] is valid for H1(B+(r)):
Lemma 3.1 For any κ ∈ (0,1], there exists c1 = c1(d,κ)> 0 such that(
r−d
∫
B+(r)
| f |qdx
)1/q
≤ c1
{(
r2−d
∫
B+(r)
|∇ f |2 dx
)1/2
+
(
r−d
∫
N1
| f |2dx
)1/2}
,
for all r > 0, f ∈ H1(B+(r)) and q ∈ [2,2d/(d − 2)] (q ∈ [2,∞) if d = 2). Here N1 is a
Lebesgue measurable subset of B+(r) with m(N1)≥ κm(B+(r)).
In the following, for a ∈ ∂D, 0< r ≤ 1, we write B∗a(r) forΨa(B+(r)). Since eachΨa is
bi-Lipschitz continuous function, the following estimate holds:
(3.1) M(a)−dm(B+(r))≤ m(B∗a(r))≤M(a)dm(B+(r)), r ∈ (0,1].
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Lemma 3.2 For any η ∈ (0,1], q ∈ [2,2d/(d− 2)] (q ∈ [2,∞) if d = 2), there exists c2 =
c2(d,Mn,η ,q)> 0 such that(∫
B∗a(r)
| f |qdx
)1/q
≤ c2rd
(
1
q− 12
)(
r2
∫
B∗a(r)
|∇ f |2dx+
∫
N2
| f |2dx
)1/2
for all f ∈ H1(B∗a(r)), N2 ⊂ B∗a(r) with m(N2)≥ ηm(B∗a(r)), a ∈ Kn, r ∈ (0,1].
Proof Let a ∈ Kn, r ∈ (0,1], η ∈ (0,1], and N2 ⊂ B∗a(r) with m(N2)≥ ηm(B∗a(r)). Set N1 =
Ψ−1a (N2)⊂ B+(r). Using (3.1), we have
m(N1)≥ (M−2dn η ∧1)m(B+(r)) =: η ′m(B+(r)).
Set g= f ◦Ψa ∈ H1(B+(r)). Using Lemma 3.1 with N1 and η ′, we have(∫
B+(r)
|g|q dx
)1/q
≤ c1(d,η ′)
{(
r2−d
∫
B+(r)
|∇g|2 dx
)1/2
+
(
r−d
∫
N1
|g|2 dx
)1/2}
.
On account of the changes of variable formula, (3.1) and the inequality x1/2+ y1/2 ≤ (2x+
2y)1/2 (x,y≥ 0), the proof is complete for c2 =
√
2c1(d,η
′)M
d
(
1
q+
1
2
)
n . ⊓⊔
Let E be an open subset of D. Following [13, 14], we define two subspaces of H1(E):
Ĉ(E) = { f ∈C1(E) | ‖ f ‖H1(E) < ∞, f = 0 on ∂E ∩D},
Ĥ(E) = the completion of Ĉ(E) with respect to the norm ‖ · ‖H1(E).
Ĥ(E) is regarded as a subspace of H1(D) by a natural way. Clearly, if E ⊂ D, then Ĥ(E) =
H10 (E). We define the Dirichlet form (E
0
E ,D(E
0
E )) on L
2(E,m) by
E
0
E ( f ,g) :=
1
2
∫
E
(∇ f ,∇g)dx, f ,g ∈ D(E 0E ) := Ĥ1(E).
For α ≥ 0 and f ,g∈ Ĥ(E), we denote E 0E,α ( f ,g) = E 0E ( f ,g)+α( f ,g)L2(E,m). In the sequel,
{GE,α}α>0 denotes the resolvent on L2(E,m) associated with (E 0E ,D(E 0E )).
Lemma 3.3 For any q∈ [2,2d/(d−2)] (q∈ [2,∞) if d = 2), there exists c3 = c3(d,Mn,q)>
0 such that
(3.2) ‖ f ‖Lq(B∗a(r),m) ≤ c3‖∇ f ‖L2(B∗a(r),m)
for all f ∈ Ĥ(B∗a(r)) with a ∈ Kn and r ∈ (0,1/(2M2n ∨1)].
Proof For each f ∈ Ĥ(B∗a(r)) with a ∈ Kn, r ∈ (0,1/(2M2n ∨1)], define fˆ ∈ H1(B∗a(1)) by{
fˆ = f on B∗a(r),
fˆ = 0 on B∗a(1)\B∗a(r).
Iy follows from (3.1) that
m(B∗a(r))
m(B∗a(1))
≤ M(a)
dm(B+(1/(2M
2
n ∨1)))
M(a)−dm(B+(1))
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=M(a)2d× (2M2n ∨1)−d
≤M2dn × (2M2n ∨1)−d
≤ 2−d .
Hence, N = B∗a(1)\B∗a(r) satisfies m(N)≥ (1−2−d)m(B∗a(1)). From Lemma 3.2,
‖ fˆ ‖Lq(B∗a(1),m) ≤ c3
(
‖∇ fˆ ‖2
L2(B∗a(1),m)
+‖ fˆ ‖2
L2(B∗a(1)\B∗a(r),m)
)1/2
,
where c3 = c2(d,Mn,1−2−d ,q). By the definition of fˆ , we complete the proof. ⊓⊔
From Lemma 3.3, Ĥ(B∗a(r)) is a Hilbert space with inner product E 0B∗a(r)(·, ·). Therefore,
for all f ∈ L2(B∗a(r)), there exists a unique element GB∗a(r),0 f ∈ Ĥ(B∗a(r)) such that
(3.3) E 0B∗a(r)
(
GB∗a(r),0 f ,g
)
=
∫
B∗a(r)
f gdx, g ∈ Ĥ(B∗a(r)).
Using (3.2), we obtain the following by the same argument as in [19, Theorem 4.1].
Lemma 3.4 Let p> d. Then, there exists c4 = c4(d,Mn, p)> 0 such that
‖GB∗a(r),α f ‖L∞(B∗a(r),m) ≤ c4r(p−d)/p‖ f ‖Lp(B∗a(r),m)
for all α ≥ 0, f ∈ L2(D,m)∩Lp(D,m), a ∈ Kn, r ∈ (0,1/(2M2n ∨1)].
3.2 Some estimates of solutions and subsolutions
Let a∈ ∂D and r∈ (0,1]. We say a function f ∈H1(B∗a(r)) is a subsolution of (E 0B∗a(r), Ĥ(B
∗
a(r))
if for any g ∈ Ĥ(B∗a(r)) with g≥ 0,
(3.4) E 0B∗a(r)( f ,g)≤ 0.
Lemma 3.5 Let a ∈ ∂D and r ∈ (0,1]. For any positive numbers s1,s2 with 0< s1 < s2 ≤ r,
there is a smooth function ξ = ξ a,s1,s2 ∈ Ĥ(B∗a(r)) such that ξ = 1 on B∗a(s1) and 0≤ ξ ≤ 1,
and |∇ξ | ≤M(a)(s2− s1)−1 on B∗a(r).
Proof Take a smooth function ζ ∈C∞c (Rd) satisfying the following:
– ζ = 1 on B(s1), ζ = 0 on R
d \B(s2),
– |∇ζ | ≤ (s2− s1)−1 on B(r).
Then, ξ a,s1,s2 := ζ ◦Ψ−1a |B∗a(r) satisfy the required conditions. ⊓⊔
In the following, for an open subset E of Rd , we denote by esssupE and ess infE the essential
supremum and essential infimum with respect to m, respectively.
Lemma 3.6 Let a ∈ Kn, r ∈ (0,1/(2M2n ∨ 1)] and f ∈ H1(B∗a(r)) be a nonnegative subso-
lution of (3.4). Then, for all 0 < s < r, we have f ∈ L∞(B∗a(s),m) and there exists c5 =
c5(d,Mn)> 0 such that
esssup
B∗a(s)
f ≤ c5(r− s)−d/2‖ f ‖L2(B∗a(r),m).
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Proof For each k ≥ 0, we set fk = ( f − k)∨ 0. Fix positive numbers s, t with 0 < s< t ≤ r
and take ξ = ξ a,s,t in Lemma 3.5. Noting that fkξ
2 ∈ Ĥ(B∗a(t))⊂ Ĥ(B∗a(r)), we have
0≥
∫
B∗a(r)
(
∇ f ,∇( fkξ
2)
)
dx =
∫
B∗a(t)
|∇ fk|2ξ 2 dx+2
∫
B∗a(t)
ξ fk(∇ fk,∇ξ )dx
≥ 1
2
∫
B∗a(t)
|∇ fk|2ξ 2 dx−2
∫
B∗a(t)
f 2k |∇ξ |2 dx,
which implies
∫
B∗a(t) |∇ fk|2ξ 2 dx ≤ 4
∫
B∗a(t) f
2
k |∇ξ |2 dx and
‖∇( fkξ )‖2L2(B∗a(t),m) ≤ 10‖ fk∇ξ‖
2
L2(B∗a(t),m)
.(3.5)
We fix a positive number q> 2 and define qd > 0 by{
qd = q/2 if d = 2,
qd = d/2 if d ≥ 3.
Let pd > 1 be the positive number such that 1/pd +1/qd = 1. We note that fkξ ∈ Ĥ(B∗a(t)).
Using Lemma 3.3 and (3.5), we have
‖ fkξ‖2L2(B∗a(t),m)(3.6)
≤ ‖ fkξ‖2L2pd (B∗a(t),m)×m({x ∈ B
∗
a(t) | fk(x) 6= 0})1/qd
≤ c3(d,Mn,2pd))2‖∇( fkξ )‖2L2(B∗a(t),m)×m({x ∈ B
∗
a(t) | fk(x) 6= 0})1/qd
≤ 10c23‖ fk∇ξ‖2L2(B∗a(t),m)×m({x ∈ B
∗
a(t) | fk(x) 6= 0})1/qd .
From the definition of ξ and (3.6), we have
(3.7) ‖ fk‖2L2(Ak,s,m) ≤ 10c
2
3M
2
n(t− s)−2‖ fk‖2L2(Ak,t ,m)×m(Ak,t)
1/qd ,
where we define Ak,s = {x ∈ B∗a(s) | f (x) > k}. Fix l > k ≥ 0. It follows from (3.7) and
Chebyshev’s inequality that
‖ fl‖2L2(Al,s,m) ≤ 10c
2
3M
2
n(t− s)−2‖ fl‖2L2(Al,t ,m)×m(Al,t)
1/qd(3.8)
≤ 10c23M2n(t− s)−2‖ fk‖2L2(Ak,t ,m)×{(l− k)
−2‖ f − k‖2
L2(Ak,t ,m)
}1/qd
= 10c23M
2
n(t− s)−2(l− k)−2/qd‖ fk‖2+2/qdL2(Ak,t ,m).
We note that (3.8) holds with any k ≥ 0 and s, t with 0< s< t ≤ r. We define sν = s+(r−
s)/2ν for ν ∈ N∪{0}. For some K > 0 to be determined, we also define
kν = K(1−1/2ν ), ν ∈ N∪{0}.
It is easy to see that k0 = 0,s0 = r and kν − kν−1 = K/2ν , sν−1− sν = (r− s)/2ν . For each
k ≥ 0 and s ∈ (0,r), we define ϕ(k,s) = ‖ fk‖L2(Ak,s,m). It follows from (3.8) that
ϕ(kν ,sν)≤
√
10c3Mn(sν−1− sν)−1(kν − kν−1)−1/qd ϕ(kν−1,sν−1)1+1/qd(3.9)
=
√
10c3Mn(r− s)−1K−1/qd2ν(1+1/qd )ϕ(kν−1,sν−1)1+1/qd .
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Next, we will prove that there exists γ > 1 such that for ν ∈ N∪{0},
(3.10) ϕ(kν ,sν)≤ ϕ(k0,s0)γ−ν .
Obviously, (3.10) is true for ν = 0. Assume (3.10) is true for ν−1. Using (3.9), we have
ϕ(kν ,sν) ≤
√
10c3Mn(r− s)−1K−1/qd2ν(1+1/qd )ϕ(kν−1,sν−1)1+1/qd
≤
√
10c3Mn(r− s)−1K−1/qd2ν(1+1/qd ){ϕ(k0,s0)γ−(ν−1)}1+1/qd
=
√
10c3Mn(r− s)−1K−1/qd ϕ(k0,s0)1/qd γ1+1/qd 2ν(1+1/qd )γ−ν/qd ϕ(k0,s0)γ−ν .
Let γ = 21+qd . Then, 2ν(1+1/qd )γ−ν/qd = 1. We choose K > 0 such that
√
10c3Mn(r− s)−1K−1/qd ϕ(k0,s0)1/qd γ1+1/qd = 1.
Then, (3.10) holds for ν ∈N∪{0}. Letting ν →∞ in (3.10), we have ( f −K)∨0= 0 m-a.e.
on B∗a(s), which implies
ess sup
B∗a(s)
f ≤ 10qd/2cqd3 Mqdn (r− s)−qdϕ(k0,s0)2(1+qd )
2
= 10qd/2c
qd
3 M
qd
n 2
(1+qd )
2
(r− s)−qd‖ f ‖L2(B∗a(r),m).
If d = 2, letting q→ 2, we have the claim. ⊓⊔
Lemma 3.7 Let a ∈ ∂D, r ∈ (0,1]. If f ∈ H1(B∗a(r)) satisfies
(3.11) E 0B∗a(r),α( f ,g) = 0, g ∈ Ĥ(B
∗
a(r))
for some α ≥ 0, then f ∨0 and (− f )∨0 are nonnegative subsolutions of (3.4).
Proof Let {ψε}ε>0 be convex smooth functions on R such that each ψ ′ε (x) and ψ ′′ε (x) are
bounded and limε→0 ψε (x) = x ∨ 0, and limε→0 ψ ′ε(x) = 1[0,∞)(x). Such {ψε}ε>0 can be
constructed by mollifying the function x 7→ x∨ 0. Take g ∈ Ĥ(B∗a(r)) with g ≥ 0. We may
assume g ∈ L∞(B∗a(r),m). Since ψ ′ε ( f )g∈ Ĥ(B∗a(r)), we have
E
0
B∗a(r)
(
ψε ( f ),g
)
=
1
2
∫
B∗a(r)
(
∇ f ,∇(ψ ′ε( f )g)
)
dx− 1
2
∫
B∗a(r)
gψ ′′ε ( f )|∇ f |2dx
≤ 1
2
∫
B∗a(r)
(
∇ f ,∇(ψ ′ε( f )g)
)
dx.
Here, we used the convexity of ψε . Hence, we obtain
E
0
B∗a(r)
(
ψε ( f ),g
)≤ 1
2
∫
B∗a(r)
(
∇ f ,∇(ψ ′ε( f )g)
)
dx
= E 0B∗a(r),α( f ,ψ
′
ε( f )g)−α
∫
B∗a(r)
fψ ′ε( f )gdx= 0−α
∫
B∗a(r)
fψ ′ε( f )gdx.
Letting ε → 0, we obtain the claim. We can similarly prove (− f )∨ 0 is a nonnegative sub-
solution of (3.4). ⊓⊔
Using Lemma 3.6 and Lemma 3.7, we obtain the following corollary.
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Corollary 3.8 Let a ∈ Kn and r ∈ (0,1/(2M2n ∨1)]. Every solution f ∈H1(B∗a(r)) of (3.11)
satisfies
esssup
B∗a(s)
| f | ≤ c5(r− s)−d/2‖ f ‖L2(B∗a(r),m), 0< s< r.
In paticular, f is bounded on B∗a(s).
For each ε ∈ (0,1), we define Fε (x) = (− log(x+ ε))∨0.
Lemma 3.9 Let a∈Kn and r ∈ (0,1/(2M2n ∨1)]. Then, there exists c6 = c6(d,Mn)> 0 such
that for any nonnegative solution f ∈ H1(B∗a(r)) of (3.11) with α = 0,
sup
ε∈(0,1)
‖∇Fε ( f )‖2L2(B∗a(r/2),m) ≤ c6r
d−2.
Proof We write E for B∗a(r). Using Friedrich’s mollifier technique, for each ε ∈ (0,1), we
can take smooth functions {Fε ,δ}δ>0 on [0,∞) such that each derivative F ′ε ,δ is Lipschitz
continuous and F ′′ε ,δ ≥ (F ′ε ,δ )2, and limδ→0Fε ,δ ( f ) = Fε ( f ) in L2(E,m). Take ξ a,r/2,r ∈
C∞(E) in Lemma 3.5. Then, F ′ε ,δ ( f )ξ
2 ∈ Ĥ(E). Since f is a solution of (3.11),
0= E 0E ( f ,F
′
ε ,δ ( f )ξ
2) =
1
2
∫
E
(
∇Fε ,δ ( f ),∇ξ
2
)
dx+
1
2
∫
E
ξ 2F ′′ε ,δ ( f )|∇ f |2dx
≥
∫
E
ξ
(
∇Fε ,δ ( f ),∇ξ
)
dx+
1
2
∫
E
|ξ ∇Fε ,δ ( f )|2dx
≥−
(∫
E
|ξ ∇Fε ,δ ( f )|2dx
)1/2(∫
E
|∇ξ |2dx
)1/2
+
1
2
∫
E
|ξ ∇Fε ,δ ( f )|2dx.
This inequality leads to ∫
E
ξ 2|∇Fε ,δ ( f )|2dx≤ 4
∫
E
|∇ξ |2 dx.
By the definition of ξ , we obtain
‖∇Fε ,δ ( f )‖2L2(B∗a(r/2),m) ≤ c6r
d−2.
with c6(d,Mn) = 16m(B+(1))M
d+2
n . Letting δ → 0, we obtain this lemma. ⊓⊔
Lemma 3.10 Let a ∈ Kn, κ ∈ (0,1], r ∈ (0,1/(2M2n ∨1)], and let f ∈ H1(B∗a(r)) be a non-
negative solution of (3.11) with α = 0. If f ∈ H1(B∗a(r)) satisfies
(3.12) m({ f ≥ 1}∩B∗a(r/2))≥ κm(B∗a(r/2)),
then there exists c7 = c7(d,Mn,κ) ∈ (0,1] such that
ess inf
B∗a(r/4)
f ≥ c7.
Proof Fix ε ∈ (0,1). Since Fε is a Lipschitz continuous function on [0,∞), we have Fε ( f )∈
H1(B∗a(r)). Since this is a nonnegative subsolution of (3.4), we see from Lemma 3.6 that
(3.13) ess sup
B∗a(r/4)
Fε ( f )≤ c5(d,Mn)× (r/4)−d/2‖Fε ( f )‖L2(B∗a(r/2),m).
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By Lemma 3.2 with q= 2 and N2 = { f ≥ 1}∩B∗a(r/2)) and Lemma 3.9, the right hand side
of (3.13) is estimated as follows:
c5(d,Mn)× (r/4)−d/2‖Fε ( f )‖L2(B∗a(r/2),m)
(3.14)
≤ c5× (r/4)−d/2
{
c2(d,Mn,κ ,2)
2r2
(
‖∇Fε ( f )‖2L2(B∗a(r/2),m)+‖Fε ( f )‖
2
L2(N2,m)
)}1/2
= 4d/2c2c5r
−d/2+1‖∇Fε ( f )‖L2(B∗a(r/2),m)
≤ 4d/2c2c5× c6(d,Mn)1/2.
From (3.13), (3.14) and the definition of Fε ,
f (x)+ ε ≥ c7 m-a.e. x ∈ B∗a(r/4),
where c7 = exp(−4d/2c2c5c1/26 ) ∈ (0,1]. Since ε ∈ (0,1) is arbitrary, we obtain the lemma.
⊓⊔
In the sequel, for a bounded function f defined on an open set E of D, we define
Osc( f ;E) = esssup
E
f − ess inf
E
f .
Lemma 3.11 Let a∈Kn and r ∈ (0,1/(2M2n ∨1)]. Let w∈H1(B∗a(r)) be a solution of (3.11)
with E = B∗a(r) and α = 0. Futhermore, we assume w ∈ L∞(B∗a(r),m). Then, there exists
c8 = c8(d,Mn) ∈ [1/2,1) such that
Osc(w;B∗a(s/4))≤ c8Osc(w;B∗a(s)), 0< s≤ r.
Proof Note that its oscillation does not change by additing a constant to w. Therefore, by
additing an appropriate constant to w, we can assume
esssup
B∗a(s)
w=−ess inf
B∗a(s)
w =
1
2
Osc(w;B∗a(s)) =: K.
Then, (K+w)/K,(K−w)/K satisfy (3.11) with α = 0 and E = B∗a(s). Indeed, since g ∈
Ĥ(B∗a(s))⊂ Ĥ(B∗a(r)) and g= 0 m-a.e. on B∗a(r)\B∗a(s), it holds that
0= E 0B∗a(r),0(w,g) =
1
2
∫
B∗a(r)\B∗a(s)
(∇w,∇g)dm+
1
2
∫
B∗a(s)
(∇w,∇g)dm
= 0+E 0B∗a(s),0(w,g).
By using this equality and noting that ∇1D = 0, we obtain
0=
1
2
∫
B∗a(s)
(∇1D,∇g)dm± 1
K
E
0
B∗a(s),0(w,g) = E
0
B∗a(s),0
(
K±w
K
,g
)
.
(K+w)/K,(K−w)/K are both nonnegative and at least one of them satisfies (3.12) with
κ = 1/2 and r = s. Indeed, if both of them don’t satisfy (3.12),
m(B∗a(s/2)) = (1/2)m(B
∗
a(s/2))+(1/2)m(B
∗
a(s/2))
> m({(K+w)/K ≥ 1}∩B∗a(s/2))+m({(K−w)/K ≥ 1}∩B∗a(s/2))
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= m({w≥ 0}∩B∗a(s/2))+m({w≤ 0}∩B∗a(s/2))
≥ m(B∗a(s/2)),
which is a contradiction. If (K+w)/K satisfies (3.12) for κ = 1/2, we have
ess inf
B∗a(s/4)
(K+w)/K ≥ c9(d,Mn,1/2)
from Lemma 3.10. Therefore,
c7K−K ≤ w≤ K m-a.e. on B∗a(s/4).
This implies the claim with c8 = 1− c7(d,Mn,1/2)/2 ∈ [1/2,1). In the same manner, we
can obtain the claim if (K−w)/K satisfies (3.12) for κ = 1/2. ⊓⊔
3.3 Proof of Thereom 2.3
Lemma 3.12 Let r ∈ (0,1/(2M2n ∨ 1)], α > 0, p > d, and f ∈ Lp(D,m)∩L2(D,m). Then,
there exists c9(d,Mn,r,α , p, f )> 0 such that
sup
a∈Kn
‖Gα f ‖L∞(B∗a(r/2),m) ≤ c9.
Proof Set u = G0α f and E = B
∗
a(r). Let v = GE,0( f −αu) ∈ Ĥ(E) be the solution of the
equation of (3.3) with α = 0 and f = f −αu. Using Lemma 3.4, we have
‖v‖L∞(E,m) ≤ c4(d,Mn, p) · r(p−d)/p‖ f −αu‖Lp(E,m)(3.15)
≤ c4r(p−d)/p
(‖ f ‖Lp(E,m)+α‖Gα f ‖Lp(E,m))
≤ 2c4r(p−d)/p‖ f ‖Lp(D,m).
Setting w= u− v, we have, for all g ∈ Ĥ(E),
E
0
E (w,g) = E
0
E (G
0
α f −GE,0( f −αu),g)
= E 0E (G
0
α f ,g)− ( f −αu,g)L2(D,m)
= E 0(G0α f ,g)− ( f −αu,g)L2(D,m)
= E 0α (G
0
α f ,g)− ( f ,g)L2(D,m) = 0.
From Corollary 3.8 and (3.15), we have
‖w‖L∞(B∗a(r/2))(3.16)
≤ c5(d,Mn)× (r/2)−d/2‖w‖L2(B∗a(r),m)
≤ c5× (r/2)−d/2(‖G0α f ‖L2(B∗a(r),m)+‖v‖L2(B∗a(r),m))
≤ c5× (r/2)−d/2(α−1‖ f ‖L2(D,m)+2c4r(p−d)/p‖ f ‖Lp(D,m)×Md/2n m(B+(1))1/2).
Using (3.15), (3.16), and the relation u= w+ v, we complete the proof. ⊓⊔
Lemma 3.13 Let α > 0, p > d, f ∈ Lp(D,m)∩L2(D,m), and r ∈ (0,1/(2M2n ∨ 1)]. There
exist c11 = c11(d,Mn, p,α , f ,r)> 0, q1 = q1(d,Mn, p) ∈ (0,1) such that
sup
a∈Kn
Osc(G0α f ;B
∗
a(s))≤ c11sq1 , 0< s≤ r/8.
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Proof Set u=G0α f , s ∈ (0,r/2], and F = B∗a(s). Let v= GF,0( f −αu) ∈ Ĥ(F) be the solu-
tion of the equation of (3.3) with α = 0 and f = f −αu. Using Lemma 3.4, we have
‖v‖L∞(B∗a(s),m) ≤ c4(d,Mn, p)s(p−d)/p‖ f −αu‖Lp(B∗a(s),m)(3.17)
≤ c4s(p−d)/p
(‖ f ‖Lp(B∗a(s),m)+α‖Gα f ‖Lp(B∗a(s),m))
≤ 2c4s(p−d)/p‖ f ‖Lp(D,m).
Setting w= u−v, we can check w∈H1(F) satisfies (3.11) with α = 0 by the same argument
as in the proof of Lemma 3.12. Therefore, using Lemma 3.11 and Lemma 3.12, we have
Osc(w;B∗a(s/4))≤ c8(d,Mn)Osc(w;B∗a(s)).
Hence, for all s ∈ (0,r/2],
Osc(u;B∗a(s/4))≤Osc(w;B∗a(s/4))+Osc(v;B∗a(s/4))
≤ c8Osc(w;B∗a(s))+2‖v‖L∞(F,m)
≤ c8Osc(u;B∗a(s))+4‖v‖L∞(F,m)
≤ c8Osc(u;B∗a(s))+8c4s(p−d)/p‖ f ‖Lp(D,m).
In the last inequality we used (3.17). Using [19, Lemma 7.3], we obtain
Osc(u;B∗a(s/4))≤
{
8Osc(u;B∗a(r/8))
r
+
8c4‖ f ‖Lp(D,m)
1− c10
}
sq1 , 0< s≤ r/2.
Here, c10 = c10(c8) ∈ (0,1) and q1 = q1(c8,(p−d)/p) > 0. Using Lemma 3.12, we have
Osc(u;B∗a(s))≤
{
4q1+2 · c9(d,Mn, p,α , f ,r)
r
+
4q1 ·8c4‖ f ‖Lp(D,m)
1− c10
}
sq1 , 0< s≤ r/8.
This implies the lemma. ⊓⊔
Stampacchia [19] gives an estimate for oscilications on open balls with closures con-
tained in D:
Lemma 3.14 Let η > 0, a∈D\Dη and E =B(a,η), where Dη = {x∈D | dist(x,∂D)<η}.
Let α > 0, p> d, and f ∈ L2(D,m)∩Lp(D,m). Then,
Osc(G0α f ;B(a,s))≤ c12sq2 , 0< s≤ η/4,
where c12 > 0, q2 ∈ (0,1) and these constants are independent of a∈D\Dη . c12 may depend
on f .
Take η ∈ (0,1) and x ∈ Dn∩Dη . By the definition of Dη , there exists a ∈ ∂D such that
|x−a|< η . Since x ∈ Dn,
a ∈ {z ∈ ∂D | dist(z,Dn)< η}
⊂ {z ∈ ∂D | dist(z,Dn) < 1}
⊂ {z ∈ ∂D | dist(z,B(n))< 1}.
This implies a ∈ B(n+1). Therefore, for any x ∈ Dn ∩Dη , there exists a ∈ Kn+1 such that
|x−a|< η .
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Proof of Theorem 2.3 From Lemma 3.13, for any ε > 0, there exists s1 = s1(ε)≤ 1/{8(2M2n+1∨
1)} such that
(3.18) sup
a∈Kn+1
Osc(G0α f ;B
∗
a(s1))< ε .
Set η = s1(ε)/2(Mn+1+ 1). For any x ∈ Dn ∩Dη , there is a ∈ Kn+1 with |x− a| < η . It
follows from Lip(Ψ−1a )≤Mn+1 that
x ∈ B(a,s1(ε)/2(Mn+1+1))∩D
⊂ B(a,s1(ε)/Mn+1)∩D
⊂Ψa(B(s1(ε)))∩D= B∗a(s1(ε)).
Take y ∈ Dn∩Dη with |x− y|< η . Since x ∈ B(a,s1(ε)/2(Mn+1+1))∩D,
y ∈ B(a,s1(ε)/Mn+1)∩D⊂ B∗a(s1(ε)).
Therefore, every pair x,y ∈ Dn ∩Dη with |x− y| < η is simultaneously contained in B∗a(s1)
with some a ∈ Kn+1. Lemma 3.14 with η = s1(ε)/2(Mn+1+1) implies
(3.19) Osc(G0α f ;B(a,s2))< ε , a ∈ Dn \Dη/2,
for some s2 = s2(ε ,η)∈ (0,η/8].
We now set ρ = (η/2)∧ s2. Let x,y∈Dn with |x−y|< ρ . If x or y belongs toDη/2, then
x,y ∈ Dn ∩Dη and |G0α f (x)−G0α f (y)|< ε by (3.18). Otherwise, |G0α f (x)−G0α f (y)|< ε
by (3.19). ⊓⊔
4 Proof of Proposition 2.4
4.1 Relative capacities and extension domains
In this section, we introduce the definitions of relative capacity and extension domains.
We also give some results on them. They are used for the proof of Proposition 2.4 and
Thereom 2.7.
Definition 4.1 ([5, Definition 5.1])
(i) Let E be an open subset of Rd . For A⊂ E, we define
CapE(A) = inf{‖ f ‖2H1(E) | f ∈ YE(A)},
where YE(A) consists of all functions f ∈ H˜1(E) such that f ≥ 1 m-a.e. on O∩E for an
open subset O⊂ Rd with A⊂ O. If E = Rd , we write Cap(·) for CapRd (·).
(ii) If A ⊂ E satisfies CapE(A) = 0, A is called CapE -polar set in E. Moreover, if A ⊂ E
and S (x) is a statement in x ∈ A, then we say that S holds CapE -q.e. on A if {x ∈ A |
S (x) fails} is CapE -polar set. When A= E, we simply say S holds CapE -q.e.
(iii) A function f on A ⊂ E is called CapE -quasi continuous on A if for each ε > 0 there
exists an open subset N of E with CapE(N)< ε such that f is continuous on A\N.
Remark 4.2 (i) Let E be an open subset of Rd . If H1(E) is a regular Dirichlet form on
L2(E,1Em), we have H˜
1(E) =H1(E).
(ii) One can show that CapE(A) = inf{CapE(O) | O is open in E and A⊂ O}.
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(iii) If H1(E) is a regular Dirichlet form on L2(E,1Em), we can define another capacity
according as [12, Chapter 2]. (i), (ii) shows this capacity coincides with CapE .
Definition 4.3 An open subset E ⊂ Rd is called aW 1,2-extension domain if there exists a
bounded linear operator T :W 1,2(E)→W 1,2(Rd) such that T f = f m-a.e. on E.
Theorem 4.4 ([5, Theorem 5.2]) Let E be an open subset of Rd . For every f ∈ H˜1(E) there
is a CapE -quasi continuous version f˜
E : E → R defined uniquely quasi-everywhere.
Lemma 4.5 Let E1 ⊂ E2 ⊂ Rd be open sets. Then,
CapE1(A)≤ CapE2(A), A⊂ E1.
Proof Let f ∈ YE2(A). Then, g := f |E1 ∈ YE1(A). Therefore,
CapE1(A)≤ ‖g‖H1(E1) ≤ ‖ f ‖H1(E2).
Taking infimum in f ∈ YE2(A), we obtain the claim. ⊓⊔
Proposition 4.6 Let E1 ⊂ E2 be open subsets of Rd . Suppose E1 is a W 1,2-extenstion do-
main. Then, there exists C =C(E1)> 0 such that
CapE1(A)≤ CapE2(A)≤C ·CapE1(A), A⊂ E1.
Proof Since E1 is a W
1,2-extension domain, we can apply [5, Theorem 5.4] to show that
there exists C =C(E1)> 0 such that
Cap(A)≤C ·CapE1(A)
for all A ⊂ E1. Using Lemma 4.5, we have CapE2(A) ≤ C ·CapE1(A). The remaining in-
equality is clear from Lemma 4.5. ⊓⊔
Proposition 4.7 Let E1 ⊂ E2 be open subsets of Rd . Suppose E1 is a W 1,2-extenstion do-
main. Then, f is CapE1 -quasi continuous on E1 if and only if f is CapE2-quasi continuous
on E1.
Proof If f is CapE1 -quasi continuous on E1, for any ε > 0, there exists an open subset Oε
of E1 such that CapE1(Oε) < ε and f is continuous on E1 \Oε . Using Proposition 4.6, we
have
CapE2(Oε)≤C(E1) ·CapE1(Oε )<C(E1)ε .
We can take an open subset Aε of E2 such that Oε ⊂ Aε and
CapE2(Aε)≤ CapE2(Oε)+ ε .
Therefore, CapE2(Aε ) < (C(E1) + 1)ε . Since Oε ⊂ Aε , f is continuous on E1 \ Aε . This
proves f is CapE2 -quasi continuous on E1. The remaining claim can be proved in the same
manner. ⊓⊔
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4.2 Proof of Proposition 2.4
Lemma 4.8 For a ∈ ∂D, B∗a(1) is a bounded W 1,2-extension domain. In particular, there
exists positive constant C > 0 such that
Cap(A)≤C ·Cap
B∗a(1)
(A)≤C ·Cap(A), A⊂ B∗a(1).
Proof Since B+(1) is a bounded convex domain, this is a bounded Lipschitz domain. There-
fore, B+(1) is a bounded W
1,2-extension domain. By Condition 2.1, B+(1) and B
∗
a(1) are
bi-Lipschitz homeomorphic. Therefore, it follows from [15, Theorem 8] that B∗a(1) is a
boundedW 1,2-extension domain. Therefore, we see from Proposition 4.6 that there exists a
positive constant C > 0 such that
(4.1) Cap(A)≤C ·Cap
B∗a(1)
(A), A⊂ B∗a(1).
On the otherhand, it holds that
(4.2) Cap
B∗a(1)
(A)≤ Cap(A), A⊂ B∗a(1)
by Lemma 4.5. It is clear that (4.1) and (4.2) imply “In particular” part. ⊓⊔
Since ∂D ⊂ ⋃a∈∂DΨa(B(1)), there exists {an}∞n=1 of ∂D such that ∂D ⊂ ⋃∞n=1Ψan(B(1)).
In the sequel, for each n ∈ N, we shall write Bn for B∗an(1).
Proof of Proposition 2.4 Fix n ∈N. We note that B+(1) is a bounded Lipschitz domain. By
[11, Theorem 1 (i), p. 133], there exists a positive constant c such that
(4.3) H d−1(∂B+(1))≤ c‖1B+(1)‖2W 1,2(B+(1)) = cm(B+(1))
2 < ∞.
By Condition 2.1, ∂B+(1) and ∂Bn are bi-Lipschitz homeomorphic. Thus, we see from
[11, Theorem 1, p. 75] and (4.3) that H d−1(∂Bn)< ∞. Since ∂D⊂
⋃∞
n=1 ∂Bn, σ is a Radon
measure on (∂D,B(∂D)).
Take an A⊂ ∂D with CapD(A) = 0. We see from Lemma 4.5 that
CapBn(A∩Bn)≤ CapD(A∩Bn)≤ CapD(A) = 0.
By using Lemma 4.8, we have Cap(A∩Bn) = 0. From [11, Theorem 4, p. 156], we have
σ (A∩Bn) = H d−1(A∩Bn) = 0. Recall that it holds that D=⋃∞n=1Bn. This implies that
σ (A) = σ
(
A∩
∞⋃
n=1
Bn
)
≤
∞
∑
n=1
σ (A∩Bn) = 0,
which comletes the proof. ⊓⊔
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5 Proof of Theorem 2.6
In this section, using the result of [21], we prove Theorem 2.6. For the proof, we shall give
some lemmas. From Condition 2.5, there are increasing bounded open subsets {Un}∞n=1 of
Rd satisfy the following conditions:
– In :=Un ∩D is a bounded Lipschitz domain of Rd ;
– D=
⋃∞
n=1On, where we define On :=Un ∩D.
The closure of In in R
d is denoted by Jn. Note that Jn is a compact subset of D.
Since In is a bounded Lipschitz domain ofR
d , there exists a Hunt processY n=({Y nt }t≥0,{Qnx}x∈Jn)
on Jn which has the following properties (cf [4, Theorem 3.1, Theorem 3.4]):
(Y.1) the Dirichlet form of Y n is regular on L2(Jn,m) and expressed as
A
n( f ,g) :=
1
2
∫
In
(∇ f ,∇g)dx, f ,g ∈D(A n) :=H1(In),(5.1)
(Y.2) Y n has a transition density qnt (x,y) which is continuous on (0,∞)× Jn× Jn,
(Y.3) for any f ∈Bb(Jn), we have qnt f :=
∫
Jn
qnt (·,y) f (y)dy∈Cb(Jn),
(Y.4) there exist a1,n = a1,n(d, In)> 0,a2,n = a2,n(d, In)> 0, and b1,n = b1,n(d, In)> 0,b2,n =
b2,n(d, In)> 0 such that
b1,nt
−d/2 exp(−|x− y|2/b2,nt) ≤ qnt (x,y)(5.2)
≤ a1,nt−d/2 exp(−|x− y|2/a2,nt)
for any (t,x,y) ∈ (0,∞)× Jn× Jn.
We denote by (L n,D(L n)) the (non-positive) L2-generator of (A n,D(A n)). The semi-
group of Y n is canonically extended to semigroups on L1(D,m) and L2(D,m). The exten-
sions are also denoted by {qnt }t>0. The L1-generator of {qnt }t>0 is denote by (L n1 ,D(L n1 )).
Since In is a bounded Lipschitz domain, it is also an extension domain in the sense of
[15]. Therefore, by [15, Theorem 2], there exist positive constants c≥ 1, R> 0 such that
c−1rd ≤ m(B(x,r)∩ Jn))≤ crd
for any x ∈ Jn,r ∈ (0,R]. This means Jn is an Ahlfors d-space in the sense of [6]. Y n is a
diffusion process on Jn with Gaussian bounds (5.2). Thus, we can apply [6, Proposition A.3]
and obtain the next lemma.
Lemma 5.1 Let n ∈ N and K be a compact subset of Jn, and ε > 0. Then there exists a
function fn ∈ L∞(Jn,m) such that fn(x) = 1 for x ∈ K, fn(x) = 0 when dist(x,K) ≥ ε , and
f ∈D(L n). Furthermore, 0≤ fn ≤ 1 and ‖L n fn‖L∞(Jn,m) < ∞.
We fix n ∈ N and take the function fn in Lemma 5.1, whose support is included in In.
Since fn ∈ D(L n), there exists t > 0 and g ∈ L2(Jn,m) such that fn = qnt g = qnt/2(qnt/2g).
For each t > 0, qn
t/2g ∈ L∞(Jn,m) by (5.2). Thus, qnt g= qnt/2(qnt/2g) is a bounded continuous
function on Jn by (Y.3). This implies that there exists a continuous version of fn on D. The
continuous version is also denoted by fn.
Lemma 5.2 For any n ∈ N, (∇ fn,∇ fn) ∈ L∞(D,m).
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Proof By the construction of fn, we have ‖ fn‖L∞(Jn,m) and ‖L n fn‖L∞(Jn,m) < ∞. It follows
from [21, Lemma 5.2 (ii)] that f 2n ∈D(Ln1). Thus, f 2n = qnt g for some t > 0 and g∈ L1(Jn,m).
Since qn
t/2g ∈D(Ln1),
L
n
1 f
2
n = L
n
1 (q
n
t/2q
n
t/2g) = q
n
t/2(L
n
1 q
n
t/2g).
We see from (5.2) that qn
t/2(L
1(Jn,m))⊂ L∞(Jn,m). Since L n1 qnt/2g∈ L1(Jn,m), it holds that
L n1 f
2
n = q
n
t/2(L
n
1 q
n
t/2g) ∈ L∞(Jn,m). By [21, Lemma 2.5 (ii)],
(∇ fn,∇ fn) = L
n
1 f
2
n −2 fnL n fn,
which yields (∇ fn,∇ fn) ∈ L∞(Jn,m). Since the support of fn is included in In, it holds that
(∇ fn,∇ fn) ∈ L∞(D,m). ⊓⊔
In the sequel, we denote by (L ,D(L )) the (non-postive) L2-generator of (E ,H1(D)).
Lemma 5.3 For any n ∈ N, fn ∈D(L ) and L fn ∈ L∞(D,m).
Proof Since the support of fn is included in In, fn belongs to H
1(D). For any g ∈ H1(D)⊂
H1(In),
E
0( fn,g) = (1/2)
∫
D
(∇ fn,∇g)dm= (1/2)
∫
In
(∇ fn,∇g)dm= A
n( fn,g).(5.3)
Since fn ∈ D(L n), E 0( f ,g) = −
∫
In
gL n fn dm. This shows that the functional H
1(D) ∋
g 7→ E 0( f ,g) is continuous with respect to the L2(D,m)-topology.Therefore, fn ∈D(L ). It
follows from (5.3) that ∫
In
gL fn dm=
∫
In
gL n fn dm
for any g ∈ H1(D) such that g˜D = 0 CapD-q.e. on D\On. The whole of such a function g is
a dense subspace of L2(On,m) and so of L
2(In,m). See [12, Theorem 4.4.3 (i)] for the proof.
This implies that L fn = L
n fn m-a.e. on In. and L fn is bounded on Jn by Lemma 5.1.
By [21, Lemma 5.2 (i)], the support of L fn is included in that of fn. Therefore, L fn is a
bounded function on Jn. ⊓⊔
Let DQ =D∩Qd . According to Lemma 5.1, Lemma 5.2, and Lemma 5.3, we reach the
next proposition.
Proposition 5.4 There exist { fn}∞n=1 ⊂D(L )∩Cc(D) such that
(i) for all ε ∈ (0,1)∩Q and y ∈ DQ there exists n ∈ N such that fn(x) ≥ 1, for all x ∈
D∩B(y,ε/4) and fn = 0 on D\B(y,ε/2),
(ii) for any n ∈ N, L fn ∈ L∞(D,m) and (∇ fn,∇ fn) ∈ L∞(D,m).
Theorem 2.3 implies that G0α1A(x) = 0 for any α > 0,x ∈ D, and any A ∈ B(D) with
m(A) = 0. This implies that the kernel of G0α is absolutely continuous with respect to m and
there exists a jointly measurable function rα(x,y) on D×D such that
G0α f (x) =
∫
D
r0α(x,y) f (y)m(dy)
for any α > 0 and x ∈D and any f ∈ L1(D,m)∩L∞(D,m). We note that (E 0,H1(D)) is con-
servarive. See [12, Exercise 5.7.1] for the conservativeness. Thus, it holds that αG0α1(x) = 1
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for any x ∈ D and α > 0. For each α > 0, the density r0α(x,y) is symmetric in x and y,
and satisfies the resolvent equation. Let {p0t (x,y)}t>0 be the jointly measurable functions on
D×D whose Laplace transform is {r0α(x,y)}α>0. Then, it holds that
∫
D p
0
t (x,y)m(dy) = 1
for any t > 0 and x ∈ D. It is easy to see that each p0t (x,y) is symmetric in x and y, and
satisfies the Chapman-Kolmogorov equation. By the Kolmogorov extension theorem, we
can construct a family of probability measure {Px}x∈D on D[0,∞) and a Markov process
X0 = ({X0t }t≥0,{Px}x∈D) on D with respect to {p0t (x,y)}t>0. By the construction of X0,
the resolvent {R0α}α>0 generates the Dirichlet form (E 0,H1(D)) and R0α f ∈Cb(D) for any
α > 0, f ∈ L1(D,m)∩L∞(D,m). On the other hand, since (E 0,H1(D)) is a regular conser-
vative strong local Dirichlet form on L2(D,m), there exists a conservative diffusion process
X1 = ({X1t }t≥0,{P1x }x∈D) on D whose resolvent {R1α}α>0 satisfies
R1α f (x) = G
0
α f (x), x ∈D \N, α > 0, f ∈ L1(D,m)∩L∞(D,m).
Here, N is a subset of D with CapD(N) = 0. Since {R0α}α>0 is a version of {G0α}α>0, there
exists N1 ∈ B(D) with m(N1) = 0 such that the distributions of X0 = ({X0t }t≥0,{Px}x∈D)
and X1 = ({X1t }t≥0,{P1x }x∈D) coincide except on N1. Since X1 is a conservative diffusion
process on D,
(5.4) Px(C([0,∞);D)) = 1, x ∈ D\N1.
Here,C([0,∞);D) denotes the space ofD-valued continuous functions on [0,∞). For a subset
S⊂ [0,∞)with infS= ε > 0 and supS<∞, we define BS = {X0 ∈D[0,∞) |X is continuous on S}.
Then, by (5.4) and the Markov property of X0, it holds that
Px(BS) = Ex[PX0ε (BS−ε )] =
∫
D
Py(BS−ε )p0ε (x,y)m(dy) =
∫
D
p0ε (x,y)m(dy) = 1
for any x ∈ D. The same argument in [20, Lemma 2.1.2] shows that
(5.5) Px(C((0,∞);D)) = 1, x ∈ D.
Here, C((0,∞);D) denotes the space of D-valued continuous functions on (0,∞).
We are now ready to prove Theorem 2.6.
Proof of Theorem 2.6 We denote by {p0t }t>0 the semigroup of X0. Recall that each p0t has a
jointly measurable density p0t (x,y) defined on D×D. Therefore, the condition (H.1) stated
in [21] is satisfied for {p0t }t>0. For Theorem 2.6, it is sufficient to prove that the conditions
(H.2)’ (i), (ii), (iii), (iv) stated in [21]. (H.2)’ (iv) is clear from the construction of {p0t }t>0
and (5.5). Since R0α(L
1(D,m)∩L∞(D,m))⊂Cb(D), the condition (H.2)’ (iii) is satisfied. By
Proposition 5.4, the conditions (H.2)’ (i) and (ii) are satisfied. See also [21, Remark 2.7 (ii)].
By [21, Lemma 2.9], there exists a Hunt process whose semigroup is {p0t }t>0. ⊓⊔
6 Proof of Theorem 2.7
In the following, we denote D∆ = D∪{∆} by the one-point compactification of D. Any
funtion f defined on D is extended to D∆ by setting f (∆) = 0.
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6.1 An estimate of boundary local time
Let X0 = (Ω ,{X0t }t≥0,{Px}x∈D) be the Hunt process in Theorem 2.6. In the sequel, for x ∈
D, we denote by Ex the expectation under the measure Px. The semigroup of X
0 is denoted
by {p0t }t>0. We note that X0 satisfies the absolutely continuous condition: the transition
function p0t (x, ·) of X0 satisfies that
p0t (x, ·) is absolutely continuous with respect to m for each t > 0 and x ∈D.
Recall that β is a locally bounded nonnegative Borel measurable function on ∂D and {Lt}t≥0
a positive continuous additive functional with Revuz measure σ .
This section is devoted to prove the following proposition.
Proposition 6.1 For any compact subset K of D, we have
lim
t→0
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β (X0s )dLs
)]
= 0.
To prove Proposition 6.1, we give some lemmas. Recall that {Un}∞n=1 are increasing
bounded open subsets of Rd with the following conditions:
– In :=Un ∩D is a bounded Lipschitz domain of Rd ;
– D=
⋃∞
n=1On, where we define On :=Un ∩D.
The closure of In in R
d is denoted by Jn. Note that On is an open subset of Jn+1 and D. For
each n ∈ N, we define
Xnt :=
{
X0t if t < τn,
∆ if t ≥ τn,
where τn = inf{t > 0 : X0t ∈ D \On}. We call Xn = (Ω ,{Xnt }t≥0,{Px}x∈On ) the part of X0
on On. We note that
pnt f (x) = Ex[ f (X
0
t ) : t < τn], f ∈Bb(D), x ∈ On
is the semigroup of Xn. It is clear that Xn satisfies the absolutely continuous condition. The
Dirichlet form of Xn is a regular Dirichlet form on L2(On,m) and it is expressed as
E
n( f ,g) =
1
2
∫
D
(∇ f ,∇g)dx, D(E n) =
{
f ∈ H1(D)
∣∣∣ f˜D = 0, CapD-q.e. on D \On} .
See [12, Theorem 4.4.2] and [12, Theorem 4.4.3] for details.
Recall that Y n = ({Y nt }t≥0,{Qnx}x∈Jn) is the Hunt process which satisfies (Y.1), (Y.2),
(Y.3), (Y.4) stated in the previous section. In the sequel, we denote by
Y n+1,n = ({Y n+1,nt }t≥0,{Qn+1x }x∈Kn)
the part of Y n+1 onOn. Y
n+1,n is defined in the same manner as Xn. The semigroup of Y n+1,n
is denoted by {qn+1,nt }t>0.
In fact, the finite dimensional distributions of Xn and Y n+1,n coincide for any starting
point. To show this, we prepare some lemmas.
Lemma 6.2 For any n ∈ N, the Dirichlet form of Y n+1,n coincides with that of Xn.
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Proof By [12, Theorem 4.4.2] and [12, Theorem 4.4.3], the Dirichlet form of Y n+1,n is
regular on L2(On,m) and expressed as
A
n+1,n( f ,g) =
1
2
∫
In+1
(∇ f ,∇g)dx,
D(A n+1,n) =
{
f ∈ H1(In+1)
∣∣∣ f˜ Jn+1 = 0, CapJn+1-q.e. on Jn+1 \On} .
First, we prove D(A n+1,n)⊂D(E n). Take an f ∈D(A n+1,n). Then, there exists a CapJn+1-
quasi continuous version f˜ Jn+1 such that f˜ Jn+1 = 0, CapJn+1-q.e. on Jn+1 \On. From Propo-
sition 4.6 and 4.7, f˜ Jn+1 is CapD-quasi continuous on Jn+1 and f˜
Jn+1 = 0, CapD-q.e. on
Jn+1 \On Define g :D→ R by {
g= f˜ Jn+1 on Jn+1,
g= 0 on D \ Jn+1.
Then, g is a CapD-quasi continuous on D and g= 0, CapD-q.e. on D\On. Define h∈H1(D)
by {
h= f on In+1,
h= 0 on D\ In+1.
Then, g is a CapD-quasi continuous version of h. Therefore, h ∈ D(E n). Since f = h, m-a.e.
on On, we have D(A
n+1,n)⊂D(E n).
Next we prove D(E n) ⊂ D(A n+1,n). Take an f ∈ D(E n). Then there exists a CapD-
quasi continuous version f˜D such that f˜D = 0, CapD-q.e. on D \On. Define g : Jn+1 → R
by g = f˜D|Jn+1 . From Proposition 4.6 and 4.7, g is CapJn+1-quasi continuous and g = 0,
CapJn+1-q.e. on Jn+1 \On. Define h ∈ H1(In+1) by h = f |In+1. Since g is a CapJn+1-quasi
continuous version of h, we have h ∈ D(A n+1,n). Since f = h, m-a.e. on On, we have the
claim. ⊓⊔
Lemma 6.3 For any n ∈N, the part process Y n+1,n has a semigroup strong Feller property.
That is, for any f ∈Bb(On) and t > 0, we have qn+1,nt f ∈Cb(On).
Proof Since Y n+1 has property (Y.3) and Jn+1 is compact, the proof is complete by [8,
Theorem 1.4]. ⊓⊔
We shall show the finite dimensional distributions of Xn and Y n+1,n coincide for any starting
point.
Lemma 6.4 For any n ∈ N, f ∈Bb(On), and t > 0,
pnt f (x) = q
n+1,n
t f (x), x ∈ On.
In particular, the part process Xn has the semigroup strong Feller property.
Proof From Lemma 6.2, for any f ∈Cb(On) and t > 0, we have pnt f = qn+1,nt f m-a.e. on
On. It follows from the absolute continuity condition of X
n that
pns+t f (x) = p
n
s (p
n
t f )(x) = p
n
s (q
n+1,n
t f )(x)
for all s> 0, x ∈On. From Lemma 6.3, qn+1,nt f ∈Cb(On). Letting s→ 0, we have pnt f (x) =
q
n+1,n
t f (x) from the sample path continuity of X
n. Using a monotone class theorem, we
obtain the claim. “In particular” part follows from Lemma 6.3. ⊓⊔
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By using Lemma 6.3, we give some estimates necessary for the proof of Proposition 6.1.
Lemma 6.5 For any n ∈ N, there exists a3,n = a3,n(d, In)> 0 such that
sup
x∈On
∫ t
0
∫
∂D∩On
qn+1s (x,y)σ (dy)ds≤ a3,n
√
t, 0< t ≤ 1.
Proof Since ∂D∩On and Jn are bounded subsets of D, from Condition 2.5, there exists
a bounded open subset Un ⊂ Rd such that Jn ∪ (∂D∩On) ⊂Un and D∩Un is a bounded
Lipschitz domain of Rd . In the sequel, D∩Un is denoted by Vn. It is easy to see ∂D∩On ⊂
∂Vn and On ⊂Vn. Define the measure σn on ∂Vn by 1∂Vn ·H d−1. Then,∫ t
0
∫
∂D∩On
qn+1s (x,y)σ (dy)ds≤
∫ t
0
∫
∂Vn
qn+1s (x,y)σn(dy)ds.(6.1)
For ε > 0, we define V εn = {x ∈Vn | dist(x,∂Vn)< ε}. By (5.2) and Lemma 7.4 below, there
exist positive constants ε0 and a3,n = a3,n(d,Vn) such that
1
ε
∫
V εn
qn+1s (x,y)dy≤ a3,n/
√
s, s ∈ (0,1].(6.2)
for any ε ∈ (0,ε0), x ∈ Vn, and s ∈ (0,1]. For each s ∈ (0,1] and x ∈ Jn+1, qn+1s (x,y) is a
bounded continuous function in y. Thus, by letting ε → 0 in (6.2), we obtain
sup
x∈Vn
∫
∂Vn
qn+1s (x,y)σn(dy)≤ a3,n/
√
s, s ∈ (0,1](6.3)
from [7, Lemma 7.1]. Combining (6.1) with (6.3), we complete the proof. ⊓⊔
Lemma 6.6 For any 0≤ s< t, n ∈ N, f ∈B+(D), x ∈ On,
Ex
[∫ t
s
f (X0r )dLr∧τn
]
= Ex
[∫ t
s
f (Xnr )dLr
]
,(6.4)
Ex
[∫ t
s
f (X0r )dLr∧τn
]
≤ Ex
[∫ t
s
f (Xnr−s ◦θs)dLr−s ◦θs : s< τn
]
.(6.5)
Proof By straightforward calculation,
Ex
[∫ t
s
f (X0r )dLr∧τn
]
(6.6)
= Ex
[∫ t
s
f (X0r )dLr∧τn : t < τn
]
+Ex
[∫ t
s
f (X0r )dLr∧τn : t ≥ τn
]
= Ex
[∫ t
s
f (Xnr )dLr : t < τn
]
+Ex
[∫ τn
s
f (Xnr )dLr : t ≥ τn
]
+Ex
[∫ t
τn
f (X0r )dLr∧τn : t ≥ τn
]
= Ex
[∫ t
s
f (Xnr )dLr : t < τn
]
+Ex
[∫ τn
s
f (Xnr )dLr : t ≥ τn
]
+0.
In the last line, we used the fact that the measure dLr∧τn vanishes on [τn, t]. It holds that
(6.7) Ex
[∫ t
τn
f (Xnr )dLr : t ≥ τn
]
= Ex
[∫ t
τn
f (∆)dLr : t ≥ τn
]
= 0.
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Combining (6.6) with (6.7), we obtain
Ex
[∫ t
s
f (X0r )dLr∧τn
]
= Ex
[∫ t
s
f (Xnr )dLr : t < τn
]
+Ex
[∫ τn
s
f (Xnr )dLr : t ≥ τn
]
+Ex
[∫ t
τn
f (Xnr )dLr : t ≥ τn
]
= Ex
[∫ t
s
f (Xnr )dLr
]
,
which implies (6.4). By a similar argument,
Ex
[∫ t
s
f (X0r )dLr∧τn
]
= Ex
[∫ t
s
f (X0r )dLr∧τn : s< τn
]
= Ex
[∫ t
s
f (Xnr−s ◦θ ns )dLr−s ◦θs : s< τn, t < τn
]
+Ex
[∫ τn
s
f (Xnr−s ◦θ ns )dLr−s ◦θs : s< τn, t ≥ τn
]
.
Here, θ ns is the shift operator of X
n. Since θ ns = θs for s< τn,
Ex
[∫ t
s
f (X0r )dLr∧τn
]
≤ Ex
[∫ t
s
f (Xnr−s ◦θs)dLr−s ◦θs : s< τn, t < τn
]
+Ex
[∫ t
s
f (Xnr−s ◦θs)dLr−s ◦θs : s< τn, t ≥ τn
]
.
This yields (6.5). ⊓⊔
Lemma 6.7 For any 0< t ≤ 1, n ∈ N, f ∈B+(D), x ∈ On,
Ex
[∫ t
0
f (X0s )dLs∧τn
]
≤
∫ t
0
∫
∂D∩On
qn+1s (x,y) f (y)σ (dy)ds.
Proof From [12, Lemma 5.1.10], we have, for any f ,h ∈B+(D),∫
D
h(x)Ex
[∫ t
0
f (X0s )dLs∧τn
]
dx=
∫ t
0
∫
∂D∩Kn
Ey[h(X
n
s )] f (y)σ (dy)ds.(6.8)
It follows from Lemma 6.4 that
Ey[h(X
n
s )] = q
n+1,n
s h(y)≤
∫
Jn+1
h(x)qn+1s (y,x)dx.(6.9)
for any y ∈ On, s< t. From (6.8), (6.9), for any f ∈B+(D),
Ex
[∫ t
0
f (X0s )dLs∧τn
]
≤
∫ t
0
∫
∂D∩On
qn+1s (x,y) f (y)σ (dy)ds m-a.e. x ∈ Jn+1.(6.10)
Fix x ∈ On and 0 < s < t. Put F(x) = Ex[
∫ t−s
0 f (X
0
r )dLr∧τn ]. From (6.5) and the Markov
property of X0, and Lemma 6.4,
Ex
[∫ t
s
f (X0r )dLr∧τn
]
≤ Ex
[∫ t
s
f (Xnr−s ◦θs)dLr−s ◦θs : s< τn
]
(6.11)
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= Ex
[
EX0s
[∫ t−s
0
f (Xnr )dLr
]
: s< τn
]
= Ex
[
EX0s
[∫ t−s
0
f (X0r )dLr∧τn
]
: s< τn
]
= pnsF(x) = q
n+1,n
s F(x).
In the third line, we used (6.4). From the inequality q
n+1,n
s F(x) ≤ qn+1s F(x) and (6.10), the
right hand side of (6.11) is estimated as follows.
qn+1,ns F(x)≤
∫
Jn+1
qn+1s (x,y)
∫ t−s
0
∫
∂D∩On
qn+1r (y,z) f (z)σ (dz)dr dy.(6.12)
Combining (6.11) with (6.12), we have
Ex
[∫ t
s
f (X0r )dLr∧τn
]
≤
∫
Jn+1
qn+1s (x,y)
∫ t−s
0
∫
∂D∩On
qn+1r (y,z) f (z)σ (dz)dr dy
=
∫ t
s
∫
∂D∩On
qn+1r (x,z) f (z)σ (dz)dr.
Letting s→ 0, we complete the proof. ⊓⊔
Lemma 6.8 For any x ∈ D, Px(limn→∞ τn < ∞) = 0.
Proof We follow the argument in [21, Lemma 5.10]. We note that each On is a relatively
compact open subset of D and D=
⋃∞
n=1On. By [12, Lemma 5.5.2], there exists N ⊂D such
that CapD(N) = 0 and
Px( lim
n→∞ τn = ∞) = 1, x ∈D \N.(6.13)
Recall that X0 satisfies the absolutely continuous condition. By [12, Theorem 4.1.1] and
[12, Theorem 4.1.3], there exists a Borel subset N1 ⊂D such that N ⊂ N1 and
Px(σN1 < ∞) = 0,(6.14)
for all x ∈ D. Here σN1 = inf{t > 0 | X0t ∈ N1}. Take x ∈ D =
⋃∞
n=1On. Then, there exists
n0 ∈ N such that x ∈ On0 and Px(Ω1) = 1, where Ω1 := {τn0 > 0}. For all ω ∈ Ω1, n > n0,
and small t = t(ω) > 0, we have τn ◦ θt(ω) ≤ τn(ω). Here, θt is the shift operator of X0.
Therefore, for all ω ∈ Ω1, limt→0 limn→∞ τn ◦ θt(ω) ≤ limn→∞ τn(ω). It follows from the
Markov property of X0, (6.14) and (6.13) that for any x ∈ D
Px( lim
n→∞ τn < ∞)≤ Px(limt→0 limn→∞ τn ◦θt < ∞)
≤ lim
t→0
Ex(PX0t
( lim
n→∞τn < ∞))
= lim
t→0
Ex(PX0t
( lim
n→∞τn < ∞) : X
0
t ∈ D\N)
= 0.
⊓⊔
Lemma 6.9 For any compact subset K of D and t > 0, we have
lim
n→∞ supx∈K
Px(τn ≤ t) = 0.
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Proof We follow the argument in [8, Theorem 1.4]. We may assume K ⊂ O1. It follows
from Lemma 6.4 that for any n ∈ N
P(·)(τn ≤ t) = 1− pnt 1On(·) ∈Cb(On).
Therefore, the map x 7→ Px(τn ≤ t) is continuous on K. Hence, there exists xn ∈ K such that
supx∈K Px(τn≤ t) = Pxn(τn≤ t). Since K is a compact subset ofD, there exists a subsequence
of {xn}∞n=1 ⊂K which converges to some point x0 ∈K. This subsequence is also denoted by
{xn}∞n=1. For any n > m, we have Pxn(τn ≤ t) ≤ Pxn(τm ≤ t). Since the map x 7→ Px(τm ≤ t)
is continuous on K,
lim
n→∞ supx∈K
Px(τn ≤ t) = lim
n→∞Pxn(τn ≤ t)≤ limn→∞Pxn(τm ≤ t) = Px0(τm ≤ t).
Letting m→ ∞, we complete the proof from Lemma 6.8. ⊓⊔
Proof of Proposition 6.1 We may assume K ⊂ O1 and 0< t ≤ 1. For any n ∈ N,
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β (X0s )dLs
)]
(6.15)
≤ sup
x∈On
Ex
[
1− exp
(
−
∫ t∧τn
0
β (X0s )dLs
)]
+ sup
x∈K
Px(t ≥ τn)
≤ sup
x∈On
Ex
[∫ t∧τn
0
β (X0s )dLs
]
+ sup
x∈K
Px(1≥ τn).
In the last inequality we used an elementary inequality: 1− exp(−x) ≤ x. Since β is lo-
cally bounded, there exists a4,n > 0 such that supz∈On β (z) ≤ a4,n. Using Lemma 6.5 and
Lemma 6.7, we obtain
sup
x∈On
Ex
[∫ t∧τn
0
β (X0s )dLs
]
≤ a3,na4,n
√
t.
Thus, letting t → 0 and then n→ ∞ in (6.15), we complete the proof from Lemma 6.9. ⊓⊔
6.2 Proof of Theorem 2.7 (i)
Let Y = ({Yt}t≥0,{Pβx }x∈D) be the subprocess of X0 defined by the multiplicative func-
tional {exp(−∫ t0 β (X0s )dLs)}t≥0. We denote by {pt}t>0 the semigroup of Y . To prove The-
orem 2.7 (i), we shall improve Theorem 2.6 as follows.
Theorem 6.10 Suppose Condition 2.5. Then, for any f ∈Bb(D) and t > 0, p0t f ∈Cb(D).
Proof Fix an f ∈Bb(D) and t > 0. It follows from Lemma 6.9 that
lim
n→∞ supx∈K
|p0t f (x)− pnt f (x)| ≤ ‖ f ‖L∞(D,m)× limn→∞ supx∈K
Px(t ≥ τn) = 0
for any compact subset K of D. We may assume K ⊂ O1. From Lemma 6.4, pnt f ∈Cb(On)
for all n ∈ N. Hence, we have the claim. ⊓⊔
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Proof of Theorem 2.7 (i) Let f ∈Bb(D) and s, t> 0 with s< t. We write At for
∫ t
0 β (X
0
s )dLs.
Fix a compact subset K of D. By the Markov property of X0,
sup
x∈K
∣∣pt f (x)− p0s pt−s f (x)∣∣
= sup
x∈K
∣∣Ex[exp(−At) f (X0t )]−Ex[pt−s f (X0s )]∣∣
= sup
x∈K
∣∣∣Ex[exp(−As)EX0s [exp(−At−s) f (X0t−s)]]−Ex[pt−s f (X0s )]∣∣∣
≤ ‖ f ‖L∞(D,m)× sup
x∈K
Ex[1− exp(−As)].
Letting s→ 0, we obtain the claim from Proposition 6.1 and Theorem 6.10. ⊓⊔
6.3 Proof of Theorem 2.7 (ii) and Corollary 2.8
We note that β is assumed to be such that σ -ess inf∂D β > 0 in this section. From Proposi-
tion 2.4, we can define the following Dirichlet form on L2(D,m):
E ( f ,g) =
1
2
∫
D
(∇ f ,∇g)dx+
∫
∂D
f˜ g˜βdσ ,
D(E ) = H1(D)∩
{
f ∈ H1(D)
∣∣∣∣ ∫
∂D
f˜ 2βdσ < ∞
}
,
where f˜ is a CapD-quasi continuous version of f ∈ H1(D). From [12, Theorem 6.1.2] and
Proposition 2.4, (E ,D(E )) is a regular Dirichlet form on L2(D,m). Let {Tt}t>0 be the L2-
semigroup associated with (E ,D(E )). From Lemma 6.11 below, {Tt}t>0 has a ultracontrac-
tivity i.e. for any t > 0 and f ∈ L1(D,m), we have Tt f ∈ L∞(D,m).
Lemma 6.11 There exists a0 = a0(d)> 0 such that
‖ f ‖L2d/(d−1)(D,m) ≤ a0E1( f , f ), f ∈D(E ).
In particular, there exists a1 > 0 such that for all t > 0 and f ∈ L1(D,m), we have Tt f ∈
L∞(D,m) and
‖Tt f ‖L∞(D,m) ≤ a1ett−d‖ f ‖L1(D,m).
Proof Using Maz’ya’s result [17, Corollary, p. 319], we have
(6.16) ‖ f ‖
L2d/(d−1)(D,m) ≤ a0E1( f , f )
for all f ∈ H1(D)∩Cc(D). From Proposition 2.4, H1(D)∩Cc(D) = D(E )∩Cc(D). Since
(E ,D(E )) is regular on L2(D,m), (6.16) holds for all f ∈D(E ). ⊓⊔
Since {Tt}t>0 is ultracontractive, each Tt admits an integral kernel pt(x,y). One can show
that pt(x,y) has Gaussian estimates following the lines of the proof of [2, Theorem 4.4]. See
also [3, Theorem 5.3].
Theorem 6.12 There exists positive constants a2,a3 > 0 such that
pt(x,y)≤ a2ett−d exp(−|x− y|2/a3t)
for all t > 0 and m-a.e. (x,y) ∈D×D.
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From [12, Theorem 6.1.1] and Proposition 2.4, the Dirichlet form ofY =({Yt}t≥0,{Px}x∈D)
is (E ,D(E )). Hence, for any t > 0 and f ∈Bb(D)∩L2(D,m), we have pt f = Tt f m-a.e.
Lemma 6.13 For any t > 0 and r > 4,
sup
x∈D
pt1D\B(x,r)(x)≤ a4r−a5 ,
where a4 and a5 are positive constants independ of r.
Proof Fix x ∈ D. By Theorem 6.12 and straightforward calculation,
(6.17) pt1D\B(x,r)(y)≤ a4r−a5
for m-a.e. y ∈ B(x,r/4)∩D. Here, a4 and a5 are positive constants independ of r,x,y. From
Theorem 2.7 (i)], we have pt1D\B(x,r) ∈Cb(D). Hence
pt1D\B(x,r)(x)≤ a4r−a5 .
Taking supremum in x, we complete the proof. ⊓⊔
Proof of Theorem 2.7 (ii) It suffices to show that pt(Cc(D)) ⊂ C∞(D). For any f ∈Cc(D),
we have pt f ∈Cb(D) from Theorem 2.7 (i). Therefore, it remains to show pt f vanishes at
infinity. It follows from Lemma 6.13 that
|pt f (x)| ≤ sup
y∈D∩B(x,r)
| f (y)|+‖ f ‖L∞(D,m)× pt1D\B(x,r)(x)
≤ sup
y∈D∩B(x,r)
| f (y)|+‖ f ‖L∞(D,m)×a4r−a5
for each x ∈D. By letting |x| → ∞ and then r→ ∞, we obtain the claim. ⊓⊔
Proof of Corollary 2.8 Note that
lim
x∈D, |x|→∞
m(D∩B(x,r))→ 0
holds for any r > 0. It follows from Lemma 6.11 and Lemma 6.13 that
pt1D(x) = pt1D∩B(x,r)(x)+ pt1D\B(x,r)(x)
≤ a1et×m(D∩B(x,r))+a4r−a5
for any t > 0 and x ∈ D. By letting |x| → ∞ and then r → ∞, we have pt1D ∈ C∞(D) for
any t > 0. It is easy to see Rα1D ∈ C∞(D) for any α > 0. It is clear that Y is irreducible.
Using these properties and Theorem 2.7, the proof of Corollary 2.8 is complete from [22,
Theorem 1.1]. ⊓⊔
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7 Proof of auxiliary lemmas
Definition 7.1 (Bounded Lipschitz domain) Let D ⊂ Rd be a bounded connected open
subset. D is called a bounded Lipschitz domain if there exist positive constants δ ∗,M∗ such
that for each x0 ∈ ∂ Ω there exist a neighborhood Ux0 of x0, local coordinates y= (y′,yd) ∈
Rd−1×R, with y= 0 at x0, and a Lipschitz continuous function fx0 :Rd−1 → R, such that
D∩Ux0 = {(y′,yN) ∈ D∩Ux0 | y′ ∈ B(0,δ ∗), yN > f (y′)}, Lip( f )≤M∗,
where we define Lip( f ) = inf{L≥ 0 | | f (x)− f (y)| ≤ L|x− y|, x,y ∈ B(0,δ ∗)}.
Lemma 7.2 Every bounded Lipschitz domain D satisfies the following:
(A’.1) There exist δ , M> 0 such that for any a∈ ∂D, there are its neighbourhood Wa in Rd ,
and one to one mapping Ψa from B(δ ) onto Wa such that Ψa(0) = a, Ψa(B+(δ )) =
Wa∩D, max{Lip(Ψa),Lip(Ψ−1a )} ≤M.
In particular, D satisfies (A.1), (A.2), and (A.3).
Proof We take positive constants δ ∗,M∗ as in Definition 7.1. Then, for each x0 ∈ ∂D, there
exists a Lipschitz continuous function fx0 : R
d−1 → R with Lip( fx0) ≤ M∗. Define Ψx0 :
B(δ ∗)→ Rd andWx0 by
Ψx0(x
′,xd) = (x′,xd + f (x′)), Wx0 =Ψx0(B(δ
∗)).
Then, δ = δ ∗, M = M∗+ 1, Wx0 , and Ψx0 satisfy the required condition in (A’.1). Clearly,
(A’.1) implies (A.1) and (A.2). Since bounded Lipschitz domains satisfy the segment condi-
tion, we obtain (A.3) from [1, Theorem 3.22]. ⊓⊔
Proposition 7.3 Condition 2.5 implies Condition 2.1.
Proof Take increasing bounded open subsets {An}∞n=1 of ∂D such that ∂D=
⋃∞
n=1An. Since
A1 is bounded, there exists a bounded open subsetU1 ofR
d such that A1 ⊂U1 andU1∩D is a
bounded Lipschitz domain of Rd . From Lemma 7.2, for any a ∈ A1, there exist bi-Lipschitz
mapping Ψa required in (A.1) andM1 > 0 such that
sup
a∈A1
max{Lip(Ψa),Lip(Ψ−1a )} ≤M1.
Since A2 \ A1 is bounded, from Lemma 7.2, for any a ∈ A2 \ A1, there exist bi-Lipschitz
mapping Ψa required in (A.1) and M2 > 0 such that supa∈A2\A1 max{Lip(Ψa),Lip(Ψ−1a )} ≤
M2. In the same manner, for any n≥ 1 and a ∈ An+1 \An, we can find bi-Lipschitz mapping
Ψa required in (A.1) andMn > 0 such that
sup
a∈An\An−1
max{Lip(Ψa),Lip(Ψ−1a )} ≤Mn.
These bi-Lipschitz mappings {Ψa}a∈∂D clearly satisfy the conditions (A.1) and (A.2). Since
any a∈ ∂D belongs to the boundary of some bounded Lipschitz domain, we can check (A.3)
from [1, Theorem 3.22]. ⊓⊔
Although the following lemma is a slightly modification of [16, Theorem 2.1], we give a
proof for reader’s convenience.
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Lemma 7.4 Let D ⊂ Rd be a bounded Lipschitz domain. For ε ∈ (0,1), let Dε = {x ∈ D |
dist(x,∂D)< ε}. Then, there exist ε0 > 0 and c= c(d,D)> 0 such that
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s)dy≤ c/√s.
for any x ∈ D,ε ∈ (0,ε0), and s ∈ (0,1].
Proof Integration by parts gives∫
Dε
s−d/2 exp(−|x− y|2/s)dy=
∫ ∞
0
s−d/2 exp(−r2/s)d{m(B(x,r)∩Dε)}(7.1)
= 2s−(d+2)/2
∫ ∞
0
m(B(x,r)∩Dε)exp(−r2/s)r dr.
As D is a bounded Lipschitz domain, there exist positive constants c= c(D) and ε0 such that
(7.2) m(B(x,r)∩Dε)≤ cεrd−1
for any x ∈ D and r > 0. This can be shown rigorously by working in a local corrdinate
syetem. In fact, it is easy to verify that the set B(x,r)∩Dε is contained in a cylinder with
base area of order rd−1 and height of ε > 0. Combining (7.1) with (7.2), we obtain
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s)dy
≤ 2cs−(d+2)/2
∫ ∞
0
exp(−r2/s)rd dr
= 2cs−(d+2)/2×
{
(d−1)s
2
∫ ∞
0
exp(−r2/s)rd−2dr
}
= 2cs−(d+2)/2× (d−1)s
2
× (d−3)s
2
∫ ∞
0
exp(−r2/s)rd−4dr.
By iterating this procedure, we obtain the next inequalities. If d is even, it holds that
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s)dy(7.3)
≤ 2cs−1× (d−1)× (d−3)×·· ·×1
2d/2
×
∫ ∞
0
exp(−r2/s)dr
= 2cs−1/2× (d−1)× (d−3)×·· ·×1
2d/2
×
∫ ∞
0
exp(−r2)dr.
If d is odd, it holds that
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s)dy(7.4)
≤ 2cs−3/2× (d−1)× (d−3)×·· ·×1
2(d−1)/2
×
∫ ∞
0
exp(−r2/s)r dr
= 2cs−1/2× (d−1)× (d−3)×·· ·×1
2(d−1)/2
×
∫ ∞
0
exp(−r2)r dr.
(7.3) and (7.4) complete the proof. ⊓⊔
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