Dynamic predictions of survival outcomes are of great interest to physicians and patients, since such predictions are useful elements of clinical decision-making. Joint modelling of longitudinal and survival data has been increasingly used to obtain dynamic predictions. A common assumption of joint modelling is that random-effects and error terms in the longitudinal sub-model are Gaussian. However, this assumption may be too restrictive, e.g. in the presence of outliers as commonly encountered in many real-life applications. A natural extension is to robustify the joint models by assuming more flexible distributions than Gaussian for the random-effects and/or error terms. Previous research reported improved performance of robust joint models compared to the Gaussian version in terms of parameter estimation, but dynamic prediction accuracy obtained from such approach has not been yet evaluated. In this study, we define a general robust joint model with t-distributed random-effects and error terms under a Bayesian paradigm. Dynamic predictions of graft failure were obtained for kidney transplant recipients from the French transplant cohort, DIVAT. Calibration and discrimination performances of Gaussian and robust joint models were compared for a validation sample. Dynamic predictions for two individuals are presented.
Introduction
In the context of chronic diseases, prediction scores of clinical events have become increasingly popular. These scores may help patients and physicians in a shared decision making and facilitate the implementation of the P4-medicine (predictive, personalized, preventive and participative) [1] in clinical practice. Time-fixed (static) predictions can be defined as predictions that are obtained using only baseline information. Often measured to assess the patients' health evolution during the follow-ups, longitudinal markers can be used to improve static predictions. Dynamic predictions are therefore defined as updated predictions, whenever new data become available along the follow-ups [2, 3] . A prediction score, whether dynamic or not, requires good properties of discrimination and calibration in order for having a practical use in personalized medicine [4] . Methods to assess these properties have already been extensively published through Brier score, ROC curve and R 2 -type criteria [5] [6] [7] and have recently been extended to dynamic predictions [8] [9] [10] .
In the statistical literature, there is a growing interest in methods to compute dynamic predictions. Among them, joint modelling of longitudinal and survival data is one of the most popular [11] [12] [13] [14] . In a standard joint model, the longitudinal process is modelled through a mixed-effects model with Gaussian assumption for both the random-effects and error terms.
In clinical longitudinal studies, some observations may be highly apart from the others, and two types of outliers may be defined: i) at population level, outlying subjects who do not follow the typical population trend, ii) at individual level, outlying observations that do not follow the typical trajectory of an individual [15, 16] . Gaussian assumption would not give appropriate weights to these individuals or observations, i.e. it is not robust against outliers [17, 18] . Therefore, dynamic predictions based on standard joint model may be sub-optimal.
Robust joint models include non-Gaussian distributions for the random-effects and/or error terms. A natural choice is the t distribution that has heavier tails than Gaussian, and would
give appropriate weights to the outliers [16, 19] . Several authors reported better performance of robust joint models compared to the standard in terms of parameter estimation, especially in terms of standard error estimation [19] [20] [21] [22] [23] . But, the advantages of robust joint models for better individual dynamic predictions are to be explored. Indeed, to the best of our knowledge, Taylor et al. [13] is the only work that considered robust joint models for survival probability prediction. Their model assumes Gaussian random effects and t-distributed error term with a degree-of-freedom parameter fixed at 5.
The main objective of the current paper is to obtain dynamic predictions in the presence of longitudinal outliers. Wondering how the outliers can affect dynamic predictions, we notably consider robust joint modelling with t-distributed random-effects and error terms. Calibration and discrimination properties of dynamic predictions obtained from standard and robust joint models are compared. The robust joint model we consider is novel in the sense that it postulates independent t distributions for random-effects and error terms, and error terms are independent within a subject. To the best of our knowledge, there is no work in the literature that considered such a joint model. For inference and dynamic predictions, we take a Bayesian paradigm and sample from the joint posterior densities.
The rest of the paper is organized as follows. Section 2 introduces the modelling framework, distributional assumptions and inference. Section 3 introduces dynamic predictions and measures used to evaluate prognostic accuracies. In Section 4, we present an application to the DIVAT cohort (www.divat.fr) to obtain dynamic predictions of graft failure and to assess the discrimation and calibration accuracies.
2 Joint modelling of longitudinal and survival outcomes
Notations and framework
To make inference, we assume to observe a sample of n independent and identically distributed subjects with the data of
set of longitudinal marker with the set of corresponding timings, t i = {t ij ; j = 1, . . . , m i };
. . , f } the baseline explanatory variables; and T i the time elapsed between the origin and occurrence of the survival event. T i is typically right-censored, i.e.
where T * i being the true survival time and C i the censoring time for subject i. Therefore, an event indicator, E i = 1{T * i ≤ C i }, where 1{·} denotes the indicator function, completes the survival information.
In this study, we consider the so-called shared-parameter version of the joint model [24] , based on two linked sub-models. The modelling framework can be defined as follows:
Equation (1) corresponds to a linear mixed-effects model that defines the longitudinal process.
The observed longitudinal measure, Y ij , is assumed to be a noisy version of the underlying signal, Y * ij , with Z ij being the noise, or as often called measurement error.
is a design matrix that consists of elements from a i and t i , and h i (t) is the instantaneous risk of experiencing the event at time t, and h 0 (t) the baseline hazard. h 0 (t) can be left un-specified as in Cox [25] , or specified parametrically using hazard function of a life-time distribution, e.g. for Weibull h 0 (t) = λνt (ν−1) , or using piecewiseconstants or splines; for details see [2] . 
; for other parametrizations, see [2] .
Distributional assumptions
Standard joint models assume that B i and Z ij are both zero-mean Gaussian, such that B i |Σ ∼ MVN (0, Σ) and Z ij |σ ∼ N (0, σ 2 ). The terms are further assumed to have the following properties, B i ⊥ Z ij and Z ij ⊥ Z ij for j = j . Gaussian assumption might be too restrictive for some real-life applications, because the data-sets typically consist of subjects that exhibit outlying behaviours.
Pinheiro et al. [15] displays simulated realisations from a robust joint model. As expected, most of subjects are homogeneous, while a few subjects seem to have extreme trajectory or extreme observations.
For instance, subjects 10 and 26 seems to have relatively higher slopes compared to the rest.
Fourth observation for subject 24 seems to deviate more around the individual line compared to the other observations for the same subject. The distributional assumptions on B i and Z ij can be relaxed using t distribution, which would give lower weights to outliers. t distribution can be specified using the variance mixtures as
where
and W ij |δ ∼ IG(δ/2, δ/2), with the following properties,
, and Z * ij ∼ N (0, 1). With these specifications, one would obtain
, with the following properties, B i ⊥ Z ij and Z ij ⊥ Z ij , for j = j . Note that the conditionals on the mixing variates are still Normal
. φ and δ are the so-called degree-of-freedom parameters, and it is well known that if such a parameter converges to infinity, t distribution converges to Gaussian.
To the best of our knowledge, there is no work in the literature that considered robust joint modelling with the above properties. Taylor et al. [13] , Li et al. [19] and Huang et al. [20] considered robust joint model with Normally distributed B i and with t-distributed Z ij with fixed degree-of-freedom parameters. Sungduk and Albert [21] considered Normally distributed B i , and generalised t-distributed Z ij . Baghfalaki et al. [22, 23] considered our model with
Note that under their specification, the property, Z ij ⊥ Z ik for j = k, does not hold anymore. Amongst these works, only Taylor et al. [13] considered dynamic predictions, the rest focused on parameter estimation.
Bayesian inference
In this section, we present inference for the joint model with t-distributed B i and Z ij terms.
Inference for the model with at least one of these terms being Gaussian, or Z ij being tdistributed based on W ij = W i , are just special cases.
with c i as before. The joint posterior density of the parameters and latent variables can be written as
with f (·) being a general notation for probability density function. The first distribution on the right-hand side of (3), f (Y|α, σ, B, W, x, d), is based on the longitudinal sub-model (1), and is constructed based on univariate Normal distributions such that
The second term is based on the survival sub-model (2), and constructed by
where S(·) being the survival function, defined as S(t) = P(T > t) = exp −
, and f (V|φ) and f (W|δ) are based on inverse-Gamma distributions, IG(φ/2, φ/2) and IG(δ/2, δ/2), respectively. f (α, Σ, φ, σ, δ, ζ, ω, η) corresponds to the joint prior distribution of the parameters.
We assume independent priors for the parameters such that
α h (h = 1, . . . , p) are given zero-mean Cauchy prior with scale parameter of 5, C(0, 5). Σ is decomposed as RΩR, where R is diagonal matrix of scale parameters that are specific to
and Ω is in the form of a correlation matrix. Elements of R are given half-Cauchy priors with scale of 5, C + (0, 5), whereas elements of Ω are given LKJ prior with the parameter of 2, LKJ (2). φ and δ are given uniform priors, between 2 and 100. σ is given C + (0, 5). Log-transformed elements of ζ and elements of ω and η are given C(0, 5).
Samples from the joint posterior (3) are drawn using HMC [26] , specifically using the NUTS algorithm [27] , that is an adaptive version of HMC. Methods are implemented in the R package robjm (github.com/ozgurasarstat/robjm) [28] , that internally uses the so-called HMC engine Stan [29] through the RStan package [30] .
3 Dynamic predictions
Definition
Our target of inference for a newcomer subject k is the prediction of subject-specific conditional failure probability between time points s k and s k + u given that the patient did not experience the event until time point s k , i.e. T * k > s k , and subject-specific data recorded up to and includ-
where u > 0 is called the lead-time or forecast horizon. The conditional survival probability could be obtained as
where θ consists of all the parameters. For the a new subject, we would not have samples 
One would obtain dynamic predictions by updating 
Accuracy measures for dynamic predictions
Discrimination and calibration accuracies can be checked to assess the performances of the dynamic predictions [4] . A widely used discrimination measure is the Area Under the Receiver Operating Characteristics Curve (AUC) that aims to assess how the predictions distinguishes between a patient who has the event from the one who does not. In a dynamic prediction context, AUC is calculated for each landmark time-point s, with a forecast horizon of u, such that
where k and k are indices for two randomly selected subjects. We use the estimator of Blanche et al. [9] for taking into account right-censoring. Higher AUC values indicate better discrimination.
Brier score is one of the widely used measure to globally assess the prognostic performances.
A disadvantage of the Brier score is that it depends on the marginal failure probabilities that could potentially take different values at different landmark times, and thus can be misleading in the dynamic prediction context. Fournier et al. [10] proposed an R 2 -type criterion that builds on the Brier score by adjusting it with the marginal failure probability such that
where BS π (s, u) is the Brier score and BS 0 (s, u) the Brier score for the reference model that does not use any subject-specific information. Higher R 2 indicates better performance.
As shown in Fournier et al. [10] , both Brier score and the R 2 -type criterion measure calibration and discrimination simultaneously. We therefore also use calibration plots to solely check the calibration properties of the predictions.
Application to kidney transplant data 4.1 Context and available data
A systematic review on predictive models emphasized the need for dynamic predictions in kidney transplantation [31] . Fournier et al. [32] recently proposed dynamic predictions of long-term kidney graft failure that would aid clinical decision making and to inform patients about the prognosis. In the current study, we apply the joint models with Gaussian and t distributional assumptions to the same data-sets used in Fournier et al. [32] . 
Joint modelling for the learning sample
Following Fournier et al. [32] , the following joint model is fitted to the learning data:
where Y = log(SCr), and P 2008 stands for transplantation period: before 31 December 2007 vs. after January 2008. Note that the current value and rate of change parameterisation is indicated in Figure 2 : increase in the mean SCr level is higher for the graft failure group compared to the censored group, and for the former group there is an acceleration in the SCr increase towards the event. In the following, we will distinguish between two models for the DIVAT data-set: standard joint model, with Gaussian assumption for B i and Z ij , and robust joint model, with t distribution for B i and Z ij , in Equations (8) and (9) . For both models, 4 chains with lengths of 2,000 were started from random initials. For each chain, first halves were considered as warm-up that results MC samples of 4,000 for each model. Convergence of the chains were checked using trace-plots and R-hat statistic [33] . Table 1 presents posterior summaries, specifically the 2.5%th, 50%th and 97.5%th percentiles, of the MC samples. Results for φ and δ imply that both B and Z reflect heavier tails than the Gaussian. The population-averaged slope, α 2 , seems to be overestimated by the standard joint model. This can be explained as the following: profiles for subjects who had extreme progression (high slopes) are better captured by the robust joint model. Figure 2 of the supplementary material presents the scattter-plots of posterior quantiles for B 1 and B 2 .
Note that the differences between the models are more apparent for B 2 . η 2 is also largely overestimated by the standard joint model. This can also be explained by better capturing subject-specific slopes that in turn would results better predictions for
. Smoothed posterior densities for α 2 and η 2 are presented in Figure 3 . In addition to these differences, the credibility intervals, presented in Table 1 , under the robust joint model model are narrower. AUC and R 2 are displayed in Figure 4 , whereas calibration plots are dislayed in Figures 5 and 6 for standard and robust joint models, respectively. Note that as mentioned in Fournier et al. [10] , R 2 can take negative values. We observe higher AUC (especially at early landmark time-points) and R 2 , and better calibration (higher slope estimates for the calibration plots)
under the robust joint model compared to the standard joint model. The 2.5th and 97.5th
percentiles of AUC and R 2 overlap for the two models. We also calculated 2.5th, 50th and 97.5th percentiles of the dynamic predictions for each individual for each landmark time points.
Scatter-plots of these statistics are displayed in Figure 3 of the supplementary material. It can be seen, e.g. based on the medians, that there are some subjects for whom the models quite disagree, e.g. see the dots that are above the x = y lines. One can deduce that there are some subjects (e.g. outlying subjects) whose dynamic predictions benefit from the robust joint model with t distributions.
Results for two patients
We present 5-year dynamic predictions for two patients from the validation sample. They are the same subjects presented in Fournier et al. [32] . The first patient ( Figure 7 Slope is the slope estimate based on a simple linear regression fitted to the predicted and observed risk.
Discussion
In this work, we considered dynamic predictions of kidney graft survival using joint modelling of longitudinal and survival outcomes. We mainly focused on how the distributional assumptions would impact the predictions: widely used Normal distribution was compared against t. The proposed joint model with t distributional assumptions is novel, as no work in the literature considered such a general model. Bayesian methods were considered for estimation and dynamic predictions. The proposed methods are implemented in the R package robjm.
Methods are applied to data for kidney transplant patients from the French cohort DIVAT.
Impacts of distributional assumptions on dynamic prediction performances were inspected through accuracy measures and predictions on two individuals are illustrated.
Regarding the DIVAT data-set, degree-of-freedom results indicated that there are both outlying individuals and outlying observations. We observed important differences between the standard and the robust joint models. The population averaged slope in the mixed-effects sub-model and the association parameter for the individual rate of change in the survival sub-model were largely over-estimated by the standard joint model. In terms of dynamic predictions, we observed better calibration and discrimination for the robust joint model. Regarding individual dynamic predictions, robust model produced better results for the patient with outlier, whereas the two models produced similar results for the subject with no outlier.
We considered symmetric t distribution as an alternative to the Gaussian. Given that distributional assumptions might have considerable impacts on dynamic predictions, it would be Figure 7 , the text for the patient characteristics.
worth to study other distributions than symmetric t. We considered joint modelling framework with the shared-parameter formulation to link the longitudinal and survival sub-models.
Performances of other methods, e.g. latent class joint modelling [34] , Cox model with timevarying covariates, or landmarking methods [35] , in the presence of longitudinal outliers would also be interesting to investigate. Diagnostics tools for checking the appropriateness of distributional assumptions for non-Gaussian joint models would be interesting. In this study, this was secondary to us, since our aim was to inspect if we can improve the dynamic predictions obtained from the widely used Normal assumption, and checked this using accuracy measures for the validation sample.
In conclusion, this study presents improved dynamic predictions based on robust joint modelling. The predictions will be deployed into the DynPG Shiny application of [32] (available at https://shiny.idbc.fr/DynPG) that is currently based on standard joint modelling. This would allow physicians and patients get benefit from our methods.
