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ON THE SINGULAR VALUES OF MATRICES WITH
DISPLACEMENT STRUCTURE
BERNHARD BECKERMANN∗ AND ALEX TOWNSEND†
Abstract. Matrices with displacement structure such as Pick, Vandermonde, and Hankel ma-
trices appear in a diverse range of applications. In this paper, we use an extremal problem involving
rational functions to derive explicit bounds on the singular values of such matrices. For example,
we show that the kth singular value of a real n× n positive definite Hankel matrix, Hn, is bounded
by Cρ−k/ log n‖H‖2 with explicitly given constants C > 0 and ρ > 1, where ‖Hn‖2 is the spectral
norm. This means that a real n × n positive definite Hankel matrix can be approximated, up to
an accuracy of ǫ‖Hn‖2 with 0 < ǫ < 1, by a rank O(logn log(1/ǫ)) matrix. Analogous results are
obtained for Pick, Cauchy, real Vandermonde, Lo¨wner, and certain Krylov matrices.
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1. Introduction. Matrices with rapidly decaying singular values frequently ap-
pear in computational mathematics. Such matrices are numerically of low rank and
this is exploited in applications such as particle simulations [23], model reduction [2],
boundary element methods [25], and matrix completion [17]. However, it can be
theoretically challenging to fully explain why low rank techniques are so effective in
practice. In this paper, we derive explicit bounds on the singular values of matrices
with displacement structure and in doing so justify many of the low rank techniques
that are being employed on such matrices.
Let X ∈ Cm×n with m ≥ n, A ∈ Cm×m, and B ∈ Cn×n, we say that X has an
(A,B)-displacement rank of ν if X satisfies the Sylvester matrix equation given by
AX −XB =MN∗, (1.1)
for some matrices M ∈ Cm×ν and N ∈ Cn×ν . Matrices with displacement structure
include Toeplitz (ν = 2), Hankel (ν = 2), Cauchy (ν = 1), Krylov (ν = 1), and
Vandermonde (ν = 1) matrices, as well as Pick (ν = 2), Sylvester (ν = 2), and
Lo¨wner (ν = 2) matrices. Fast algorithms for computing matrix-vector products and
for solving systems of linear equations can be derived for many of these matrices by
exploiting (1.1) [26, 29].
In this paper, we use the displacement structure to derive explicit bounds on
the singular values of matrices that satisfy (1.1) by using an extremal problem for
rational functions from complex approximation theory. In particular, we prove that
the following inequality holds (see Theorem 2.1):
σj+νk(X) ≤ Zk(E,F )σj(X), 1 ≤ j + νk ≤ n, (1.2)
where σ1(X), . . . , σn(X) denote the singular values ofX and Zk(E,F ) is the Zolotarev
number (1.4) for complex sets E and F that depend onA and B. Researchers have pre-
viously exploited the connection between the Sylvester matrix equation and Zolotarev
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Matrix class Notation Singular value bound Ref.
Pick Pn σ1+2k(Pn) ≤ C1ρ−k1 ‖Pn‖2 Sec. 4.1
Cauchy Cm,n σ1+k(Cm,n) ≤ C2ρ−k2 ‖Cm,n‖2 Sec. 4.2
Lo¨wner Ln σ1+2k(Ln) ≤ C3ρ−k3 ‖Ln‖2 Sec. 4.3
Krylov, Herm. arg. Km,n σ1+2k(Km,n) ≤ C4ρ−k/ logn4 ‖Km,n‖2 Sec. 5.1
Real Vandermonde Vm,n σ1+2k(Vm,n) ≤ C5ρ−k/ logn5 ‖Vm,n‖2 Sec. 5.1
Pos. semidef. Hankel Hn σ1+2k(Hn) ≤ C6ρ−k/ logn6 ‖Hn‖2 Sec. 5.2
Table 1.1
Summary of the bounds proved on the singular values of matrices with displacement structure.
For the singular value bounds to be valid for Cm,n and Ln mild “separation conditions” must hold
(see Section 4). The numbers ρj and Cj for j = 1, . . . , 6 are given explicitly in their corresponding
sections.
numbers for selecting algorithmic parameters in the Alternating Direction Implicit
(ADI) method [8, 13, 27], and others have demonstrated that the singular values of
matrices satisfying certain Sylvester matrix equations have rapidly decaying singu-
lar values [2, 4, 35]. Here, we derive explicit bounds on all the singular values of
structured matrices. Table 1.1 summarizes our main singular value bounds.
Not every matrix with displacement structure is numerically of low rank. For
example, the identity matrix is a full rank Toeplitz matrix and the exchange matrix1
is a full rank Hankel matrix. The properties of A and B in (1.1) are crucial. If A and
B are normal matrices, then one expects X to be numerically of low rank only if the
eigenvalues of A and B are well-separated (see Theorem 2.1). If A and B are both
not normal, then as a general rule spectral sets for A and B should be well-separated
(see Corollary 2.2).
By the Eckart–Young Theorem [43, Theorem 2.4.8], singular values measure the
distance in the spectral norm from X to the set of matrices of a given rank, i.e.,
σj(X) = min
{‖X − Y ‖2 : Y ∈ Cm×n, rank(Y ) = j − 1} .
For an 0 < ǫ < 1, we say that the ǫ-rank of a matrix X is k if k is the smallest integer
such that σk+1(X) ≤ ǫ‖X‖2. That is,
rankǫ(X) = min
k≥0
{k : σk+1(X) ≤ ǫ‖X‖2} . (1.3)
Thus, we may approximateX to a precision of ǫ‖X‖2 by a rank k = rankǫ(X) matrix.
An immediate consequence of explicit bounds on the singular values of certain
matrices is a bound on the ǫ-rank. Table 1.2 summarizes our main upper bounds on
the ǫ-rank of matrices with displacement structure.
Zolotarev numbers have already proved useful for deriving tight bounds on the
condition number of matrices with displacement structure [5, 6]. For example, the
first author proved that a real n× n positive definite Hankel matrix, Hn, with n ≥ 3,
is exponentially ill-conditioned [6]. That is,
κ2(Hn) =
σ1(Hn)
σn(Hn)
≥ γ
n−1
16n
, γ ≈ 3.210,
1The n×n exchange matrix X is obtained by reversing the order of the rows of the n×n identity
matrix, i.e., Xn−j+1,j = 1 for 1 ≤ j ≤ n.
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Matrix class Notation Upper bound on rankǫ(X) Ref.
Pick Pn 2⌈log(4b/a) log(4/ǫ)/π2⌉ Sec. 4.1
Cauchy Cm,n ⌈log(16γ) log(4/ǫ)/π2⌉ Sec. 4.2
Lo¨wner Ln 2⌈log(16γ) log(4/ǫ)/π2⌉ Sec. 4.3
Krylov, Herm. arg. Km,n 2⌈4 log(8⌊n/2⌋/π) log(4/ǫ)/π2⌉+ 2 Sec. 5.1
Real Vandermonde Vm,n 2⌈4 log(8⌊n/2⌋/π) log(4/ǫ)/π2⌉+ 2 Sec. 5.1
Pos. semidef. Hankel Hn 2⌈2 log(8⌊n/2⌋/π) log(16/ǫ)/π2⌉+ 2 Sec. 5.2
Table 1.2
Summary of the upper bounds proved on the ǫ-rank of matrices with displacement structure.
For the bounds above to be valid for Cm,n and Ln mild “separation conditions” must hold (see
Section 4). The number is the absolute value of the cross-ratio of a, b, c, and d, see (4.7). The first
three rows show an ǫ-rank of at most O(log γ log(1/ǫ)) and the last three rows show an ǫ-rank of at
most O(logn log(1/ǫ)).
and that this bound cannot be improved by more than a factor of n times a modest
constant. The Hilbert matrix given by (Hn)jk = 1/(j+ k− 1), for 1 ≤ j, k ≤ n, is the
classic example of an exponentially ill-conditioned positive definite Hankel matrix [44,
eqn. (3.35)]. Similar exponential ill-conditioning has been shown for certain Krylov
matrices and real Vandermonde matrices [6].
This paper extends the application of Zolotarev numbers to deriving bounds on
the singular values of matrices with displacement structure, not just the condition
number. The bounds we derive are particularly tight for σj(X), where j is small with
respect to n. Improved bounds on σj(X) when j/n→ c ∈ (0, 1) may be possible with
the ideas found in [9]. Nevertheless, our interest here is to justify the application of
low rank techniques on matrices with displacement structure by proving that such
matrices are often well-approximated by low rank matrices. The bounds that we
derive are sufficient for this purpose.
For an integer k, let Rk,k denote the set of irreducible rational functions of the
form p(x)/q(x), where p and q are polynomials of degree at most k. Given two closed
disjoint sets E,F ⊂ C, the corresponding Zolotarev number, Zk(E,F ), is defined by
Zk(E,F ) := inf
r∈Rk,k
sup
z∈E
|r(z)|
inf
z∈F
|r(z)| , (1.4)
where the infinum is attained for some extremal rational function. As a general rule,
the number Zk(E,F ) decreases rapidly to zero with k if E and F are sets that are
disjoint and well-separated. Zolotarev numbers satisfy several immediate properties:
for any sets E and F and integers k, k1, and k2, one has Z0(E,F ) = 1, Zk(E,F ) =
Zk(F,E), Zk+1(E,F ) ≤ Zk(E,F ) and Zk1+k2(E,F ) ≤ Zk1(E,F )Zk2(E,F ). They
also satisfy Zk(E1, F1) ≤ Zk(E2, F2) if E1 ⊆ E2 and F1 ⊆ F2 as well as Zk(E,F ) =
Zk(T (E), T (F )), where T is any Mo¨bius transformation [1]. As k →∞ the value for
Zk(E,F ) is known asymptotically to be
lim
k→∞
(Zk(E,F ))
1/k = exp
(
− 1
cap(E,F )
)
,
where cap(E,F ) is the logarithmic capacity of a condenser with plates E and F [21].
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To readers that are not familiar with Zolotarev numbers, it may seem that (1.2)
trades a difficult task of directly bounding the singular values of a matrix X with a
more abstract task of understanding the behavior of Zk(E,F ). However, Zolotarev
numbers have been extensively studied in the literature [1, 21, 45] and for certain
sets E and F the extremal rational function is known explicitly [1, Sec. 50] (see
Section 3). Our major challenge for bounding singular values is to carefully select
sets E and F so that one can use complex analysis and Mo¨bius transformations to
convert the associated extremal rational approximation problem in (1.4) into one that
has an explicit bound.
The paper is structured as follows. In Section 2 we prove (1.2), giving us a
bound on the singular values of matrices with displacement structure in terms of
Zolotarev numbers. In Section 3 we derive new sharper bounds on Zk([−b,−a], [a, b])
when 0 < a < b < ∞ by correcting an infinite product formula from Lebedev (see
Theorem 3.1 and Corollary 3.2). In Section 4 we derive explicit bounds on the singular
values of Pick, Cauchy, and Lo¨wner matrices. In Section 5 we tackle the challenging
task of showing that all real Vandermonde and positive definite Hankel matrices have
rapidly decaying singular values and can be approximated, up to an accuracy of
0 < ǫ < 1, by a rank O(log n log(1/ǫ)) matrix. In Appendix A we further detail the
unfortunate consequences of the erroneous infinite product formula from Lebedev and
present corrected results.
2. The singular values of matrices with displacement structure and
Zolotarev numbers. Let X be an m×n matrix with m ≥ n that satisfies (1.1). We
show that the singular values of X can be bounded from above in terms of Zolotarev
numbers. First, we assume that A and B in (1.1) are normal matrices and later remove
this assumption in Corollary 2.2. In Theorem 2.1 the spectrum (set of eigenvalues) of
A and B is denoted by σ(A) and σ(B), respectively.2
Theorem 2.1. Let A ∈ Cm×m and B ∈ Cn×n be normal matrices with m ≥ n
and let E and F be complex sets such that σ(A) ⊆ E and σ(B) ⊆ F . Suppose that
the matrix X ∈ Cm×n satisfies
AX −XB =MN∗, M ∈ Cm×ν , N ∈ Cn×ν ,
where 1 ≤ ν ≤ n is an integer. Then, for j ≥ 1 the singular values of X satisfy
σj+νk(X) ≤ Zk(E,F )σj(X), 1 ≤ j + νk ≤ n,
where Zk(E,F ) is the Zolotarev number in (1.4).
Proof. Let p(z) and q(z) be polynomials of degree at most k. First, we show that
rank(p(A)Xq(B)− q(A)Xp(B)) ≤ νk, ν = rank(AX −XB). (2.1)
2The statement of Theorem 2.1 was presented by the first author at the Cortona meeting on
Structured Numerical Linear Algebra in 2008 [7] as well as several other locations. The statement
has not appeared in a publication by the first (or second) author before. Similar statements based
on the presentation have appeared in [36, Theorem 2.1.1], [37, Theorem 4], and most recently [12,
Theorem 4.2].
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Suppose that p(z) = zs and q(z) = zt, where k ≥ s ≥ t, then
p(A)Xq(B)− q(A)Xp(B) = At (As−tX −XBs−t)Bt
=
s−t−1∑
j=0
At+j(AX −XB)Bs−1−j
=
s−t−1∑
j=0
(
At+jM
) (
N∗Bs−1−j
)
.
In the last sum we have terms of the form (AℓM)(N∗B℘), with 0 ≤ ℓ, ℘ ≤ k − 1. By
adding together the terms occurring in p(A)Xq(B)− q(A)Xp(B) for general degree k
polynomials p and q, we conclude that there exist coefficients cℓ,℘ ∈ C such that
p(A)Xq(B) − q(A)Xp(B) =
k−1∑
ℓ,℘=0
cℓ,℘
(
AℓM
)
(N∗B℘) .
This shows that the rank of p(A)Xq(B) − q(A)Xp(B) is bounded above by k times
the number of columns of M , proving (2.1).
Now, let r(z) = p(z)/q(z), where p and q are polynomials of degree k so that
r(z) is the extremal rational function for the Zolotarev number in (1.4). This means
that p(z) and q(z) are not zero on F and E, respectively, so that p(B) and q(A) are
invertible matrices. From (2.1) we know that ∆ = p(A)Xq(B)− q(A)Xp(B) has rank
at most νk and hence, the matrix
Y = −q(A)−1∆p(B)−1 = X − r(A)Xr(B)−1
is of rank at most νk. Let Xj be the best rank j− 1 approximation to X in ‖ · ‖2 and
let Yj−1 = r(A)Xj−1r(B)
−1. Since Yj−1 is of rank at most j − 1, Y + Yj−1 is of rank
at most j + νk − 1. This implies that
σj+νk(X) ≤ ‖X − Y − Yj−1‖2
=
∥∥r(A)(X −Xj−1)r(B)−1∥∥2
≤ ‖r(A)‖2
∥∥r(B)−1∥∥
2
σj(X),
where in the last inequality we used the relation σj(X) = ‖X − Xj−1‖2. Finally,
since A and B are normal we have ‖r(A)‖2 ≤ supz∈σ(A) |r(z)| and ‖r(B)−1‖2 ≤
supz∈σ(B) |r(z)−1|. We conclude by the definition of r(z) that
σj+νk(X)
σj(X)
≤ sup
z∈σ(A)
|r(z)| sup
z∈σ(B)
1
|r(z)| = Zk(σ(A), σ(B)) ≤ Zk(E,F ), (2.2)
as required.
Theorem 2.1 shows that if A and B are normal matrices in (1.1), then the singular
values decay at least as fast as Zk(σ(A), σ(B)) in (1.4). In particular, when σ(A) and
σ(B) are disjoint and well-separated we expect Zk(σ(A), σ(B)) to decay rapidly to
zero and hence, so do the singular values of X .
For those readers that are familar with the ADI method [13], an analogous proof
of Theorem 2.1 is to run the ADI method for k steps with shift parameters given
by the zeros and poles of the extremal rational function for Zk(E,F ). By doing this
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one constructs a rank νk approximant Xνk for X , which shows that σ1+νk(X) ≤
‖X −Xνk‖2 ≤ Zk(E,F )σ1(X). The connection between Zolotarev numbers and the
optimal parameter selection for the ADI method has been previously exploited [27].
We have presented the above proof here because it does not require knowledge of the
ADI method.
For matrices A and B that are not normal, Theorem 2.1 can be extended by using
K-spectral sets [3]. Given a matrix A, a complex set E is said to be a K-spectral set
for A if the spectrum σ(A) of A is contained in E and the inequality ‖r(A)‖2 ≤ K‖r‖E
holds for every bounded rational function on E, where ‖r‖E = supz∈E |r(z)|. Similar
extensions have been noted when B = A∗ in (1.1) and the sets E and F are taken to
be the fields of values for A and B, respectively [4]. We have the following extension
of Theorem 2.1:
Corollary 2.2. Suppose that the assumptions of Theorem 2.1 hold, except that
the matrices A and B are not necessarily normal. Also suppose that E and F are
K-spectral sets for A and B for some fixed constant K > 0, respectively. Then, we
have σj+νk(X) ≤ K2Zk(E,F )σj(X).
Proof. It is only the first inequality in (2.2) of the proof of Theorem 2.1 that
requires A and B to be normal matrices. When A is not a normal matrix, then the
inequality ‖r(A)‖2 ≤ supz∈σ(A) |r(z)| may not hold. Instead, we replace it by the
K-spectral set bound given by ‖r(A)‖2 ≤ K‖r‖E. Note that since p(z) and q(x) are
not zero on F and E, respectively, one can show via the Schur decomposition that
p(B) and q(A) are invertible matrices.
Theorem 2.1 and Corollary 2.2 provide bounds on the singular values of X in
terms of Zolotarev numbers. Therefore, to derive analytic bounds on the singular
values of matrices with displacement structure, we must now calculate explicit bounds
on Zolotarev numbers — a topic that fortunately is extensively studied.
3. Zolotarev numbers. In this section, we derive explicit lower and upper
bounds for the Zolotarev numbers
Zk := Zk([−b,−a], [a, b]), 0 < a < b <∞,
which we use in Sections 4 and 5. The sharpest bounds that we are aware of in the
literature take the form
ρ−2k ≤ Zk ≤ 16 ρ−2k, (3.1)
see [21, Theorem 1] for the lower bound, and [16, Eqn. (2.3)] for the upper bound.3
There are also bounds obtained directly from an infinite product formula for
√
Zk [27,
(1.11)]; unfortunately, the original product formula in [27, (1.11)] contains typos and
the erroneous formula has been copied elsewhere, for example, [24, (4.1)], [28, (3.17)],
and [32, Sec. 4].4 We prove a corrected infinite product formula in Theorem 3.1 and
further discuss the typos in Appendix A.
The value of ρ in (3.1) is related to the logarithmic capacity of a condenser with
3See also [15, Eqn. (A1)] and [10, proof of Thm. 6.6] for the related problem of minimal Blaschke
products, and see [14, Theorem V.5.5] for how to deal with rational functions with different degree
constraints.
4As one consequence of the erroneous formula in [27, (1.11)], a claimed lower bound in [28,
(3.17)] and [27, (1.12)] is accidently an upper bound. Unfortunately, the lower bound in [32, (15)]
also appears to be in error. (See Appendix A for more details.)
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plates [−b,−a] and [a, b]:
ρ2 = exp
(
1
cap([−b,−a], [a, b])
)
, ρ = exp
(
π2
2µ(a/b)
)
, (3.2)
where µ(λ) = π2K(
√
1− λ2)/K(λ) is the Gro¨tzsch ring function, and K is the com-
plete elliptic integral of the first kind [31, (19.2.8)]
K(λ) =
∫ 1
0
1√
(1− t2)(1 − λ2t2)dt, 0 ≤ λ ≤ 1.
The bounds in (3.1) are not asymptotically sharp, and in Corollary 3.2 we show that
the constant of “16” in the upper bound can be replaced by “4”. For a proof of
this sharper upper bound, we first return to the work of Lebedev [27] and derive a
corrected infinite product formula for Zk.
Theorem 3.1. Let k ≥ 1 be an integer and 0 < a < b < ∞. Then for Zk :=
Zk([−b,−a], [a, b]) we have
Zk = 4ρ
−2k
∞∏
τ=1
(1 + ρ−8τk)4
(1 + ρ4kρ−8τk)4
, ρ = exp
(
π2
2µ(a/b)
)
,
where µ(·) is the Gro¨tzsch ring function.
Proof. We start by establishing a product formula for the inverse of µ that is
apparently not widely known. For κ ∈ (0, 1) set q = exp(−2µ(κ)). Since µ(κ) =
π
2K
(√
1− κ2) /K(κ), we have that q = exp(−πK(√1− κ2) /K(κ)) and from [31,
(22.2.2)] we obtain
κ =
(
θ2(0, q)
θ3(0, q)
)2
= 4
√
q
∞∏
τ=1
(1 + q2τ )4
(1 + q2τ−1)4
, q = q(κ) = exp(−2µ(κ)) . (3.3)
Here, θ2(z, q) and θ3(z, q) are the classical theta functions [31, (20.2.2) & (20.2.3)] and
the second equality above is derived from the infinite product formula in [31, (20.4.3)
& (20.4.4)].
In order to deduce an explicit product formula for Zk, we first note that the value
of 2
√
Zk/(1 + Zk) is extensively reviewed by Akhiezer,
5 see [1, Sec. 51], [1, Tab. 1 &
2, p. 150, No. 7 & 8], and [1, Tab. XXIII]. This value is equal to [1, p. 149], for some
λk ∈ (0, 1),
2
√
Zk
1 + Zk
=
1− λk
1 + λk
, kµ(λk) = µ(a/b).
Here, there is a unique λk ∈ (0, 1) since the Gro¨tzsch ring function µ : [0, 1] →
[0,∞] is a strictly decreasing bijection. Next, we recall that Gauss’ transformation [1,
Tab. XXI] and Landen’s transformation [1, Tab. XX] are given by
µ
(
2
√
λ
1 + λ
)
=
µ(λ)
2
, µ
(
1− λ
1 + λ
)
= 2µ
(√
1− λ2
)
, λ ∈ (0, 1), (3.4)
5There is a typo in [1, Tab. 1 & 2, p. 150, No. 7 & 8]. There should be no prime on λ1.
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from which we conclude that
µ(Zk) = 2µ
(
2
√
Zk
1 + Zk
)
= 4µ
(√
1− λ2k
)
=
π2
µ(λk)
=
π2k
µ(a/b)
. (3.5)
Therefore, from (3.5) we have
q = q(Zk) = e
−2µ(Zk) = exp
(
−2k π
2
µ(a/b)
)
= ρ−4k,
where ρ is given in (3.2). The infinite product formula for Zk follows by setting κ = Zk
and q = ρ−4k in (3.3).
The infinite product in Theorem 3.1 can be estimated by observing that (1 +
ρ−4kρ−8τk)2 ≤ (1+ρ−8τk)2 ≤ (1+ρ−4kρ−8τk)(1+ρ4kρ−8τk) for all τ ≥ 1. This leads
to the following simple upper and lower bounds which are sufficient for the purpose
of our paper.
Corollary 3.2. Let k ≥ 1 be an integer and 0 < a < b < ∞. Then for
Zk := Zk([−b,−a], [a, b]) we have
4ρ−2k
(1 + ρ−4k)4
≤ Zk ≤ 4ρ
−2k
(1 + ρ−4k)2
≤ 4ρ−2k, ρ = exp
(
π2
2µ(a/b)
)
,
where µ(·) is the Gro¨tzsch ring function.
Corollary 3.2 shows that Zk ≤ 4ρ−2k is an asymptotically sharp upper bound in
the sense that the geometric decay rate and the constant “4” cannot be improved if
one hopes for the bound to hold for all k. However, this does not necessarily imply
that our derived singular value inequalities are asymptotically sharp. On the contrary,
they are usually not. For asymptotically sharp singular value bounds, we expect that
one must consider discrete Zolotarev numbers, i.e., Zk(σ(A), σ(B)) in Theorem 2.1,
which are more subtle to bound and are outside the scope of this paper.
We often prefer the following slightly weaker bound that does not contain the
Gro¨tzsch ring function:
Zk([−b,−a], [a, b]) ≤ 4
[
exp
(
π2
2 log(4b/a)
)]−2k
, 0 < a < b <∞,
which is obtained by using the bound µ(λ) ≤ log((2(1 + √1− λ2))/λ ≤ log(4/λ),
see [31, (19.9.5)]. This makes our final bounds on the singular values and ǫ-rank of
matrices with displacement rank more intuitive to those readers that are less familiar
with the Gro¨tzsch ring function.
Later, in Section 5 we will need to use properties of an extremal rational function
for Zk = Zk([−b,−a], [a, b]) and we proof them now. Zolotarev [45] studied the value
Zk and gave an explicit expression for the extremal function for Zk (see (1.4)) by
showing an equivalence to the problem of best rational approximation of the sign
function on [−b,−a] ∪ [a, b]. We now repeat this to derive the desired properties of
the extremal rational function.
Theorem 3.3. Let k ≥ 1 be an integer and 0 < a < b < ∞. There exists an
extremal function R ∈ Rk,k for Zk = Zk([−b,−a], [a, b]) such that
(a) For z ∈ [−b,−a], we have −√Zk ≤ R(z) ≤
√
Zk,
(b) For z ∈ C, we have R(−z) = 1/R(z), and
(c) For z ∈ R, we have |R(iz)| = 1.
8
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Fig. 3.1. Zolotarev’s rational approximations. Left: The error between the sign function on
[−10,−1] ∪ [1, 10] and its best rational R8,8 approximation on the domain [−10, 10]. The error
equioscillates 9 times in the interval [−10,−1] and [1, 10] (see red dots), verifying its optimality [1,
p. 149]. Right: The upper bound (black line) on Zk([−b,−a], [a, b]) (colored dots) in Corollary 3.2
for 0 ≤ k ≤ 20, with b/a = 1.1 (blue), 10 (red), 100 (yellow).
Proof. We give an explicit expression for an extremal function for Zk by deriving it
from the best rational approximation of the sign function on [−b,−a]∪[a, b]. According
to [1, Sec. 50 & 51, p. 144, line 6] we have
inf
r∈Rk,k
sup
z∈[−b,−a]∪[a,b]
|sgn(z)− r(z)| = 2
√
Zk
1 + Zk
, sgn(z) =
{
1, z ∈ [a, b],
−1, z ∈ [−b,−a],
where the infimum is attained by the rational function [1, Sec. 51, Tab. 2, No. 7 & 8]
r˜(z) =Mz
∏⌊(k−1)/2⌋
j=1 z
2 + c2j∏⌊k/2⌋
j=1 z
2 + c2j−1
, cj = a
2 sn
2(jK(κ)/k;κ)
1− sn2(jK(κ)/k;κ) . (3.6)
Here, M is a real constant selected so that sgn(z)− r˜(z) equioscillates on [−b,−a] ∪
[a, b], κ =
√
1− (a/b)2, and sn(·) is the first Jacobian elliptic function. Figure 3.1
(left) shows the error between the sign function on [−10,−1] ∪ [1, 10] and its best
R8,8 rational approximation, which equioscillates 9 times on [−10,−1] and [1, 10] to
confirm its optimality.
In order to construct an extremal function for Zk with the required properties,
we observe from (3.6) that M and c1, . . . , ck−1 are real, and thus
• r˜(z) is real-valued for z ∈ R,
• r˜(iz) is purely imaginary for z ∈ R, and
• r˜(z) is an odd function on R, i.e., r˜(z) = −r˜(−z) for z ∈ R.
As a consequence, the rational function given by
R(z) =
1 + 1+Zk1−Zk r˜(z)
1− 1+Zk1−Zk r˜(z)
∈ Rk,k
is real-valued for z ∈ R with R(−z) = 1/R(z), and of modulus 1 on the imaginary
axis. Finally, as r˜(z) takes values in the interval[
−1− 2
√
Zk
1 + Zk
,−1 + 2
√
Zk
1 + Zk
]
=
[−(1 +√Zk)2
1 + Zk
,
−(1−√Zk)2
1 + Zk
]
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for z ∈ [−b,−a], we have
1 + Zk
1− Zk r˜(z) ∈
[
−1 +
√
Zk
1−√Zk
,−1−
√
Zk
1 +
√
Zk
]
,
implying that −√Zk ≤ R(z) ≤
√
Zk for z ∈ [−b,−a]. Hence, using R(−z) = 1/R(z)
we have
sup
z∈E
|R(z)|
inf
z∈F
|R(z)| ≤ Zk = infr∈Rk,k
sup
z∈E
|r(z)|
inf
z∈F
|r(z)| ,
showing that R is extremal for Zk([−b,−a], [a, b]), as required.
Figure 3.1 (right) demonstrates the upper bound in Corollary 3.2 when b/a =
1.1, 10, 100. In Section 4 we combine our upper bound on the singular values in
Theorem 2.1 with our upper bound on Zolotarev numbers to derive explicit bounds
on the singular values of certain Pick, Cauchy, and Lo¨wner matrices.
4. The decay of the singular values of Pick, Cauchy, and Lo¨wner ma-
trices. In this section we bound the singular values of Pick (see Section 4.1), Cauchy
(see Section 4.2), and Lo¨wner (see Section 4.3) matrices. In view of Theorem 2.1
and Corollary 3.2, our first idea is to construct matrices A and B so that the rank
of AX −XB is small with the additional hope that σ(A) and σ(B) are contained in
real and disjoint intervals. For the three classes of matrices in this section, this first
idea works out under mild “separation conditions”. In Section 5 the more challenging
cases of Krylov, real Vandermonde, and real positive definite Hankel matrices are
considered.
4.1. Pick matrices. An n× n matrix Pn is called a Pick matrix if there exists
a vector s = (s1, . . . , sn)
T ∈ Cn×1, and a collection of real numbers x1 < · · · < xn
from an interval [a, b] with 0 < a < b <∞ such that
(Pn)jk =
sj + sk
xj + xk
, 1 ≤ j, k ≤ n. (4.1)
All Pick matrices satisfy the following Sylvester matrix equation:
DxPn − Pn(−Dx) = s eT + e sT , Dx = diag (x1, . . . , xn) , (4.2)
where e = (1, . . . , 1)T . Since diagonal matrices are normal matrices and in this case
the spectrum of Dx is contained in [a, b], we have the following bounds on the singular
values of Pn.
Corollary 4.1. Let Pn be the n× n Pick matrix in (4.1). Then, for j ≥ 1 we
have
σj+2k(Pn) ≤ 4
[
exp
(
π2
2µ(a/b)
)]−2k
σj(Pn), 1 ≤ j + 2k ≤ n,
where µ(λ) is the Gro¨tzsch ring function (see Section 3). The bound remains valid,
but is slightly weaken, if µ(a/b) is replaced by log(4b/a).
Proof. From (4.2), we know that A = Dx, B = −A, ν = 2, E = [a, b], and F =
[−b,−a] in Theorem 2.1. Therefore, for j ≥ 1 we have σj+2k(Pn) ≤ Zk(E,F )σj(Pn),
1 ≤ j + 2k ≤ n. The result follows from the upper bound in Corollary 3.2.
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Fig. 4.1. Left: The scaled singular values of 100 × 100 Pick matrices (colored dots) and the
bound in Corollary 4.1 (black line) for b/a = 1.1 (blue), 10 (red), 100 (yellow). In (4.1), x is a
vector of equally spaced points in [a, b] and s is a random vector with independent standard Gaussian
entries. Right: The scaled singular values of 100×100 Cauchy matrices (colored dots) and the bound
in Corollary 4.2 (black line) for γ = 1.1, 10, 100. In (4.5), x is a vector of Chebyshev nodes from
[−8.5,−2] (blue), [−100,−3] (red), and [−101, 2.8] (yellow), respectively, y is a vector of Chebyshev
nodes from [3, 10] (blue), [3, 100] (red), and [3, 100] (yellow), respectively, and s and t are random
vectors with independent standard Gaussian entries. The decay rate depends on the cross-ratio of
the endpoints of the intervals.
There are two important consequences of Corollary 4.1: (1) Pick matrices are
usually ill-conditioned unless b/a is large and/or n is small and (2) All Pick matri-
ces can be approximated, up to an accuracy of ǫ‖X‖2 with 0 < ǫ < 1, by a rank
O(log(b/a) log(1/ǫ)) matrix. More precisely, for any Pick matrix in (4.1) we have
κ2(Pn) =
σ1(Pn)
σn(Pn)
≥ 1
4
[
exp
(
π2
2 log(4b/a)
)]2⌈n2−1⌉
, (4.3)
where for an even integer n we used σ1(Pn)/σn(Pn) ≥ σ1(Pn)/σn−1(Pn). Moreover,
by setting k to be the smallest integer so that σ1+2k(Pn) ≤ ǫσ1(Pn), we find the
following bound on the ǫ-rank of Pn (see (1.3)):
rankǫ(Pn) ≤ 2
⌈
log(4b/a) log(4/ǫ)
π2
⌉
. (4.4)
In both (4.3) and (4.4), the bound can be slightly improved by replacing the
log(4b/a) term by µ(a/b). Previously, bounds on the minimum and maximum singular
values of Pick matrices were derived under the additional assumption that Pn is a
positive definite matrix [18].
Figure 4.1 (left) demonstrates the bound in Corollary 4.1 on three 100× 100 Pick
matrices. The black line bounding the singular values has a stepping behavior because
the inequality in Corollary 4.1 for j = 1 only bounds odd indexed singular values of
Pn and to bound σ2k(Pn) we use the trivial inequality σ2k(Pn) ≤ σ2k−1(Pn). At this
time we can offer little insight into why the singular values of the tested Pick matrices
also have a similar stepping behavior.
4.2. Cauchy matrices. An m × n matrix Cm,n with m ≥ n is called a (gen-
eralized) Cauchy matrix if there exists vectors s ∈ Cm×1 and t ∈ Cn×1, points
x1 < · · · < xm on an interval [a, b] with −∞ < a < b < ∞, and points y1 < · · · < yn
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(all distinct from x1, . . . , xm) in an interval [c, d] with −∞ < c < d <∞ such that
(Cm,n)jk =
sjtk
xj − yk , 1 ≤ j ≤ m, 1 ≤ k ≤ n. (4.5)
Generalized Cauchy matrices satisfy the following Sylvester matrix equation:
DxCm,n − Cm,nDy = s tT , (4.6)
where Dx = diag (x1, . . . , xm) and Dy = diag (y1, . . . , yn).
If we make the further assumption that either b < c or d < a so that the intervals
[a, b] and [c, d] are disjoint, then we can bound the singular values of Cm,n. This
“separation condition” is an extra assumption on Cauchy matrices that simplifies the
analysis. If the intervals [a, b] and [c, d] overlapped, then one would have to consider
discrete Zolotarev numbers to estimate the singular values and we want to avoid this
in this paper.
Corollary 4.2. Let Cm,n be an m× n Cauchy matrix in (4.5) with m ≥ n and
either b < c or d < a. Then,
σj+k(Cm,n) ≤ 4
[
exp
(
π2
4µ(1/
√
γ)
)]−2k
σj(Cm,n), 1 ≤ j + k ≤ n,
where γ is the absolute value of the cross-ratio6 of a, b, c, and d. If a = c and
b = d, then 2µ(1/
√
γ) = µ(a/b). The bound remains valid, but is slightly weaken, if
4µ(1/
√
γ) is replaced by 2 log(16γ).
Proof. From (4.6), we know that A = Dx, B = Dy, ν = 1, E = [a, b], and F =
[c, d] in Theorem 2.1. Therefore, we conclude that σj+k(Cm,n) ≤ Zk(E,F )σj(Cm,n)
for 1 ≤ j + k ≤ n.
The value of Zk(E,F ) is invariant under Mo¨bius transformations. That is,
if T (z) = (a1z + a2)/(a3z + a4) is a Mo¨bius transformation, then Zk(E,F ) and
Zk(T (E), T (F )) are equal. Therefore, we can transplant [a, b] ∪ [c, d] onto [−α,−1] ∪
[1, α] for some α > 1 using a Mo¨bius transformation. If b < c, then the transformation
satisfies T (a) = −α, T (b) = −1, T (c) = 1, T (d) = α. Since T is a Mo¨bius transfor-
mation the cross-ratio of the four collinear points a, b, c, and d equals the cross-ratio
of T (a), T (b), T (c), and T (d). Hence, if b < c or d < a then we know that α must
satisfy
|c− a||d− b|
|c− b||d− a| =
(α+ 1)2
4α
.
Therefore, by solving the quadratic and noting that α > 1 we have
α = −1 + 2γ + 2
√
γ2 − γ, γ = |c− a||d− b||c− b||d− a| . (4.7)
From Corollary 3.2, we conclude that
σj+k(Cm,n) ≤ 4
[
exp
(
π2
2µ(1/α)
)]−2k
σj(Cm,n), 1 ≤ j + k ≤ n.
6Given four collinear points a, b, c, and d the cross-ratio is given by (c−a)(d−b)/((c−b)(d−a)).
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By Gauss’ transformation in (3.4), we note that µ(1/α) = 2µ(1/
√
γ) ≤ 2 log(4√γ) =
log(16γ) and the result follows.
It is interesting to observe that the decay rate of the singular values of Cauchy
matrices only depends on the absolute value of the cross-ratio of a, b, c, and d. Hence,
the “separation” of two real intervals [a, b] and [c, d] for the purposes of singular value
estimates is measured in terms of the cross-ratio of a, b, c, and d, not the separation
distance max(c− b, a− d).
Corollary 4.2 shows that the Cauchy matrix in (4.5) (when b < c or d < a) has
an ǫ-rank of at most
rankǫ(Cm,n) ≤
⌈
2µ(1/
√
γ) log(4/ǫ)
π2
⌉
≤
⌈
log(16γ) log(4/ǫ)
π2
⌉
,
where γ is absolute value of the cross-ratio of a, b, c, and d. Bounds on the numerical
rank of the Cauchy matrix have also been obtained via the Cauchy function, i.e.,
1/(x+y) on [a, b]× [c, d], by exploiting the hierarchical low rank structure of Cm,n [22]
(for more details, see [39, Chapter 3]). Furthermore, when m = n (and b < c or d < a)
we have a lower bound on the condition number of Cn,n:
κ2(Cn,n) =
σ1(Cn,n)
σn(Cn,n)
≥ 1
4
[
exp
(
π2
2 log(16γ)
)]2(n−1)
, γ =
|c− a||d− b|
|c− b||d− a| .
Corollary 4.2 also includes the important Hilbert matrix, i.e., (Hn)jk = 1/(j+k−
1) for 1 ≤ j, k ≤ n. By setting xj = j − 1/2, yj = −k + 1/2, and s = r = (1, . . . , 1)T ,
the matrix in (4.5) is the Hilbert matrix. In particular, Corollary 4.2 with [a, b] =
[−n+ 1/2,−1/2] and [c, d] = [1/2, n− 1/2] shows that
σk+1(Hn) ≤ 4
[
exp
(
π2
2 log(8n− 4)
)]−2k
σ1(Hn), 1 ≤ k ≤ n− 1. (4.8)
Therefore, the Hilbert matrix can be well-approximated by a low rank matrix and
has exponentially decaying singular values.7 In particular, it has an ǫ-rank of at most
⌈log(8n− 4) log(4/ǫ)/π2⌉. The Hilbert matrix is an example of a real positive definite
Hankel matrix and in Section 5 we show that bounds similar to (4.8) hold for the
singular values of all such matrices.
Figure 4.1 (right) demonstrates the bound in Corollary 4.2 on three n×n Cauchy
matrices, where n = 100. In practice, the derived bound is relatively tight for singular
values σj(Cm,n) when j is small with respect the n.
4.3. Lo¨wner matrices. An n× n matrix Ln is called a Lo¨wner matrix if there
exist vectors r, s ∈ Cn×1, points x1 < · · · < xn in [a, b] with −∞ < a < b < ∞, and
points y1 < · · · < yn (all different from x1, . . . , xn) in [c, d] with −∞ < c < d < ∞
such that
(Ln)jk =
rj − sk
xj − yk , 1 ≤ j, k ≤ N. (4.9)
7More generally, skeleton decompositions can be used to show that the Hilbert kernel of f(x, y) =
1/(x+ y) on [a, b]× [a, b] with 0 < a < b <∞ has exponentially decaying singular values [32]. Even
though there is an error in [32, Sec. 4] in the infinite product formula and the stated lower bound
(see Appendix A), we believe the proved upper bound in [32, (15)] is correct.
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In the special case when yj = −xj and sj = −rj , a Lo¨wner matrix is a Pick matrix
(see Section 4.1). Lo¨wner matrices satisfy the Sylvester matrix equation given by
DxLn − LnDy = r eT − e sT ,
where e = (1, . . . , 1)T . From Theorem 2.1 we can bound the singular values of Ln
provided that [a, b] and [c, d] are disjoint, i.e., either b < c or d < a. We emphasis that
the separation condition of the intervals [a, b] and [c, d] if an extra assumption on a
Lo¨wner matrix that allows us to proceed with the methodology we have developed.
Corollary 4.3. Let Ln be an n×n Lo¨wner matrix in (4.9) with b < c or d < a.
Then, for j ≥ 1 we have
σj+2k(Ln) ≤ 4
[
exp
(
π2
4µ(1/
√
γ)
)]−2k
σj(Ln), 1 ≤ j + 2k ≤ n,
where γ is the absolute value of the cross-ratio of a, b, c, and d (see (4.7)). If a = c
and b = d, then 2µ(1/
√
γ) = µ(a/b). The bound remains valid, but is slightly weaken,
if 4µ(1/
√
γ) is replaced by 2 log(16γ).
Proof. The same argument as in Corollary 4.2, but with ν = 2. Corollary 4.3
shows that many Lo¨wner matrices can be well-approximated by low rank matrices
with rankǫ(Ln) = O(log γ log(1/ǫ)) and are exponentially ill-conditioned.
5. The singular values of Krylov, Vandermonde, and Hankel matrices.
The three types of matrices considered in Section 4 allowed for direct applications
of Theorem 2.1 and Corollary 3.2. In this section, we consider the more challenging
tasks of bounding the singular values of Krylov matrices with Hermitian arguments,
real Vandermonde matrices, and real positive definite Hankel matrices.
5.1. Krylov and real Vandermonde matrices. An m×n matrix Km,n with
m ≥ n is said to be a Krylov matrix with Hermitian argument if there exists a
Hermitian matrix A ∈ Cm×m and a vector w ∈ Cm×1 such that
Km,n =
[
w
∣∣∣∣∣Aw
∣∣∣∣∣ · · ·
∣∣∣∣∣An−1w
]
. (5.1)
Vandermonde matrices of size m × n with real abscissas x ∈ Rm×1, i.e., (Vm,n)jk =
xk−1j , are also Krylov matrices with A = Dx and w = (1, . . . , 1)
T . Krylov matrices
satisfy the following Sylvester matrix equation:
AKm,n −Km,nQ = s eTn , Q =


0 −1
1
. . .
1 0

 , (5.2)
where s ∈ Cm×1 and en = (0, . . . , 0, 1)T . Since A is a normal matrix, we attempt to
use Theorem 2.1 to bound the singular values of Km,n.
For the analysis that follows, we require that n is an even integer. This is not a
loss of generality because by the interlacing theorem for singular values [38]. To see
this, let Km,n−1 be the m× (n− 1) Krylov matrix obtained from Km,n by removing
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Fig. 5.1. The sets E and F in the complex plane for the Zolotarev problem (1.4) used to bound
the singular values of a 20 × 20 Krylov matrix with a Hermitian argument. The sets F+ and F−
are a distance of only O(1/n) from the real axis, where n is the size of the Krylov matrix, and this
causes the logn dependence in the weaken version of (5.5). The solid black dots denote the spectrum
of Q, which is contained in F+ ∪ F−.
its last column. If n is odd, then8
σj+k(Km,n)
σj(Km,n)
≤ σj+k−1(Km,n−1)
σj(Km,n−1)
, 2 ≤ j + k ≤ n, (5.3)
and one can bound σj+k−1(Km,n−1)/σj(Km,n−1) instead. From now on in this section
we will assume that n is an even integer.
The Sylvester matrix equation in (5.2) contains matrices A and Q, which are both
normal matrices. The eigenvalues of A are contained in R and the eigenvalues of Q
are the n (shifted) roots of unity, i.e.,
σ(Q) =
{
z ∈ C : z = e 2pii(j+1/2)n , 0 ≤ j ≤ n− 1
}
.
Since n is even, the spectrum of Q and the real line are disjoint. Using Theorem 2.1
we find that for j ≥ 1 and 1 ≤ j + k ≤ n
σj+k(Km,n) ≤ Zk(E,F )σj(Km,n), E ⊆ R, F = F+ ∪ F−,
where F+ and F− are complex sets defined by
F+ = {eit : t ∈ [πn , π − πn ]}, F− = {eit : t ∈ [−π + πn ,−πn ]}. (5.4)
Figure 5.1 shows the two sets E and F in the complex plane. As n → ∞ the sets
F+ and F− approach the real line, suggesting that our bound on the singular val-
ues must depend on n somehow. Our task is to bound the quantity Zk(E,F+ ∪
F−) — a Zolotarev number that is not immediately related to one of the form
Zk([−b,−a], [a, b]).
The following lemma relates the quantity Z2k(E,F+∪F−) to the Zolotarev number
Zk([−1/ℓ,−ℓ], [ℓ, 1/ℓ]) with ℓ = tan(π/(2n)):
8Observe that the singular values of a matrix decrease when removing a column and thus
σj(Km,n−1) ≤ σj(Km,n). Let Y be a best rank j + k − 2 approximation to Km,n−1 so that
σj+k−1(Km,n−1) = ‖Km,n−1 − Y ‖2 and consider X obtained from Y by concatenating (on
the right) the last column of Km,n. Then, the rank of X is at most j + k − 1 and hence,
σj+k(Km,n) ≤ ‖Km,n −X‖2 = ‖Km,n−1 − Y ‖2 = σj+k−1(Km,n−1).
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Lemma 5.1. Let k ≥ 1 be an integer and E ⊆ R. Then, Z2k+1(E,F+ ∪ F−) ≤
Z2k(E,F+ ∪ F−) and
Z2k(E,F+ ∪ F−) ≤ 2
√
Zk
1 + Zk
, Zk := Zk([−1/ℓ,−ℓ], [ℓ, 1/ℓ]),
where ℓ = tan(π/(2n)), the complex sets F+ and F− are defined in (5.4), and n is an
even integer.
Proof. Let R(z) ∈ Rk,k be the extremal function for Zk := Zk([−1/ℓ,−ℓ], [ℓ, 1/ℓ])
characterized in Theorem 3.3, where ℓ = tan(π/(2n)). Since the Mo¨bius transform
given by
T (z) =
1
i
z − 1
z + 1
maps F+ to [ℓ, 1/ℓ], F− to [−1/ℓ,−ℓ], and R to iR, we have
Z2k(R, F+ ∪ F−) = Z2k(iR, [−1/ℓ,−ℓ]∪ [ℓ, 1/ℓ]) = inf
r∈R2k,2k
supz∈R |r(iz)|
infz∈[−1/ℓ,−ℓ]∪[ℓ,1/ℓ] |r(z)|
.
Now, consider the rational function
S(z) =
R(z) + 1/R(z)
2
=
R(z) +R(−z)
2
∈ R2k,2k,
where we used the fact that 1/R(z) = R(−z) (see Theorem 3.3, (b)). Since |R(iz)| = 1
for z ∈ R (seeTheorem 3.3, (c)), we have
sup
z∈R
|S(iz)| = sup
z∈R
∣∣∣∣R(iz) +R(−iz)2
∣∣∣∣ ≤ 1.
Moreover, since −1 ≤ −√Zk ≤ R(z) ≤
√
Zk ≤ 1 for z ∈ [−1/ℓ,−ℓ] (see Theorem 3.3,
(a)) and x 7→ 2x/(1 + x2) is a nondecreasing function on [−1, 1] and S(−z) = S(z),
we have
inf
z∈[−1/ℓ,−ℓ]∪[ℓ,1/ℓ]
|S(z)| = sup
z∈[−1/ℓ,−ℓ]
∣∣∣∣ 2R(z) + 1/R(z)
∣∣∣∣
= sup
z∈[−1/ℓ,−ℓ]
∣∣∣∣ 2R(z)1 +R(z)2
∣∣∣∣
≤ 2
√
Zk
1 + Zk
.
Therefore, Z2k(E,F+ ∪ F−) ≤ Z2k(R, F+ ∪ F−) ≤ 2
√
Zk/(1 + Zk) as required. The
bound Z2k+1(E,F+ ∪ F−) ≤ Z2k(E,F+ ∪ F−) trivially holds from the definition of
Zolotarev numbers.
By Corollary 3.2 we have the slightly weaker upper bound for Z2k(E,F+ ∪ F−):
Z2k(E,F+ ∪ F−) ≤ 2
√
Zk([−1/ℓ,−ℓ], [ℓ, 1/ℓ])≤ 4ρ−k,
where since tanx ≥ x for 0 ≤ x ≤ π/2, we have
ρ = exp
(
π2
2µ(tan(π/(2n))2)
)
≥ exp
(
π2
2 log(4/ tan(π/(2n))2)
)
≥ exp
(
π2
4 log(4n/π)
)
.
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Fig. 5.2. Left: The singular values of n×n Krylov matrix (colored dots) compared to the bound
in (5.5) for n = 10 (blue),100 (red), 1000 (yellow). In (5.1) the matrix A is a diagonal matrix
with entries taken to be equally spaced points in [−1, 1] and w is a random vector with independent
Gaussian entries. Right: The singular values of the n × n real positive definite Hankel matrices
(colored dots) associated to the measure µH (x) = 1|−1≤x≤1 compared to the bound in (5.7) for
n = 10 (blue),100 (red), 1000 (yellow).
If n is an even integer, then we can immediately conclude a bound on the singular
values from Theorem 2.1. If n is an odd integer, then one must employ (5.3) first.
Corollary 5.2. The singular values of Km,n can be bounded as follows:
σj+2k(Km,n) ≤ 4
[
exp
(
π2
2µ(tan(π/(4⌊n/2⌋))2)
)]−k+[n]2
σj(Km,n), 1 ≤ j + 2k ≤ n,
(5.5)
where µ(·) is the Gro¨tzsch function and [n]2 = 1 if n is odd and is 0 if n is even. The
bound above remains valid, but is slightly weaken, if 2µ(tan(π/(4⌊n/2⌋))2) is replaced
by 4 log(8⌊n/2⌋/π).
Figure 5.2 demonstrates the bound on the singular values in (5.5) on n×n Krylov
matrices, where n = 10, 100, 1000. The step behavior of the bound is due to the fact
that (5.5) only bounds σ1+2k(Km,n) when n is even and we use the trivial inequality
σ2k+2(Km,n) ≤ σ2k+1(Km,n) otherwise. One also observes that the singular values
of Krylov matrices with Hermitian arguments can decay at a supergeometric rate;
however, the analysis in this paper only realizes a geometric decay. Therefore, (5.5)
is only a reasonable bound on σj(Km,n) when j is a small integer with respect to
n. If j/n → c and c ∈ (0, 1), then improved bounds on σj(Km,n) may be possible
by bounding discrete Zolotarev numbers [9]. The bound in (5.5) provides an upper
bound on the ǫ-rank of Km,n:
rankǫ(Km,n) ≤ 2
⌈
4 log (8⌊n/2⌋/π) log (4/ǫ)
π2
⌉
+ 2,
which allows for either an odd or even integer n.
Recall that Vandermonde matrices with real abscissas are also Krylov matrices
with Hermitian arguments. Therefore, the bounds in this section also apply to Van-
dermonde matrices with real abscissas and shows that they have rapidly decaying
singular values and are exponentially ill-conditioned. An observation that has been
extensively investigated in the literature [6, 20, 33].
5.2. Real positive definite Hankel matrices. An n×nmatrixHn is a Hankel
matrix if the matrix is constant along each anti-diagonal, i.e., (Hn)jk = hj+k for
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1 ≤ j, k ≤ n. Clearly, not all Hankel matrices have decaying singular values, for
example, the exchange matrix has repeated singular values of 1. This means that any
displacement structure that is satisfied by all Hankel matrices, for example,
rank
(
QX −XQT ) ≤ 2,
whereQ is given in (5.2), does not result in a Zolotarev number that decays. Motivated
by the Hilbert matrix in Section 4.2, we show that every real and positive definite
Hankel matrix has rapidly decaying singular values. Previous work has led to bounds
that can be calculated by using a pivoted Cholesky algorithm [2], bounds for very
special cases [40], as well as incomplete attempts [41, 42].
In order to exploit the positive definite structure we recall that the Hamburger
moment problem states that a real Hankel matrix is positive semidefinite if and only
if it is associated to a nonnegative Borel measure supported on the real line.
Lemma 5.3. A real n×n Hankel matrix, Hn, is positive semidefinite if and only
if there exists a nonnegative Borel measure µH supported on the real line such that
(Hn)jk =
∫ ∞
−∞
xj+k−2dµH(x), 1 ≤ j, k ≤ n. (5.6)
Proof. For a proof, see [34, Theorem 7.1].
Let Hn be a real positive definite Hankel matrix associated to the nonnegative
weight µH in (5.6) supported on R. Let x1, . . . , xn and w
2
1 , . . . , w
2
n be the Gauss
quadrature nodes and weights associated to µH . Then, since a Gauss quadrature is
exact for polynomials of degree 2n− 1 or less, we have
(Hn)jk =
∫ ∞
−∞
xj+k−2dµH(x) =
n∑
s=1
w2sx
j+k−2
s =
n∑
s=1
(wsx
j−1
s )(wsx
k−1
s ).
Therefore, every real positive definite Hankel matrices has a so-called Fiedler factor-
ization [19], i.e.,
Hn = K
∗
n,nKn,n, Kn,n =
[
w
∣∣∣∣∣Dxw
∣∣∣∣∣ · · ·
∣∣∣∣∣Dn−1x w
]
,
where Kn,n is a Krylov matrix with Hermitian argument and K
∗
n,n is the conjugate
transpose of Kn,n. This means that σj(Hn) = σj(Kn,n)
2 for 1 ≤ j ≤ n. That is, a
bound on the singular values of Hn and the ǫ-rank of Hn directly follows from (5.5).
Corollary 5.4. Let Hn be an n×n real positive definite Hankel matrix. Then,
σj+2k(Hn) ≤ 16
[
exp
(
π2
4 log(8⌊n/2⌋/π)
)]−2k+2
σj(Hn), 1 ≤ j + 2k ≤ n, (5.7)
and
rankǫ(Hn) ≤ 2
⌈
2 log (8⌊n/2⌋/π) log (16/ǫ)
π2
⌉
+ 2,
where both bounds allow for n to be an even or odd integer.
We conclude that all real positive definite Hankel matrices have an ǫ-rank of at
most O(logn log(1/ǫ)), explaining why low rank techniques are usually advantageous
in computational mathematics on such matrices.
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Since a real positive semidefinite Hankel matrix can be arbitrarily approximated
by a real positive definite Hankel matrix, the results from this section immediately
extend to such Hankel matrices.9 This fact was exploited, but not proved in gen-
eral, in [40] to derive quasi-optimal complexity fast transforms between orthogonal
polynomial bases.
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Appendix A. Typos in an infinite product formula. In Section 3 we noted
that there were typos in an infinite product formula given by Lebedev [27, (1.11)].
The mistake has unfortunately been copied several times in the literature. Here, we
attempt to correct these typos.
Lebedev [27] and his successors [28, 32] were not concerned with the Zolotarev
problem in (1.4), but instead the equivalent problem of minimal Blaschke products in
the half plane, i.e.,
Ek([a, b]) = min
z1,...,zk∈C
max
z∈[a,b]
∣∣∣∣∣
k∏
s=1
z − zs
z + zs
∣∣∣∣∣ , 0 < a < b <∞. (A.1)
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In [27, (1.11)], Lebedev presented an infinite product formula for Ek that unfortu-
nately contained typos and resulted in an erroneous lower bound for Ek in [27, (1.12)].
More recently, other erroneous lower bounds have been claimed in [24, (4.1)] for a re-
lated problem based on [28, (3.17)].
To correct the situation we first show that with Zk := Zk([−b,−a], [a, b]) we have√
Zk = Ek([−b,−a]) = Ek([a, b]) = Ek([a/b, 1]),
where the last two equalities are immediate from symmetry considerations and scaling.
Since any z1, . . . , zk ∈ C describes a rational function for Ek([−b,−a]) in (A.1), the
solution to (A.1) describes a rational function that is a candidate for the Zolotarev
problem in (1.4) and we have
√
Zk ≤ Ek([−b,−a]). Conversely, taking R(z) as in
Theorem 3.3 we get from property (c) that R(z) has a set of poles being closed under
complex conjugation. Property (b) tells us that, if pj is a pole of R, then −pj is a
zero of R. Thus, from Theorem 3.3 we have
R(z) = ±
k∏
j=1
z + pj
z − pj ,
which implies that Ek([−b,−a]) ≤ maxz∈[−b,−a] |R(z)| ≤
√
Zk. Here, in the last
inequality we have applied property (a). We conclude that Ek([−b,−a]) =
√
Zk.
Therefore, an infinite product formula for Ek([η, 1]) that corrects [27, (1.11)] is
obtained by taking square roots (and setting a/b = η) in Theorem 3.1. That is, for
0 < η < 1 we have
Ek([η, 1]) = 2ρ
−k
∞∏
τ=1
(1 + ρ−8τk)2
(1 + ρ4kρ−8τk)2
, ρ = exp
(
π2
2µ(η)
)
, (A.2)
where µ(·) is the Gro¨tzsch ring function. From (A.2), one obtains upper and lower
bounds for Ek([η, 1]) that correct [27, (1.12)], [28, (3.17)], and [32, (15)], namely
2ρ−k
(1 + ρ−4k)2
≤ Ek([η, 1]) ≤ 2ρ
−k
1 + ρ−4k
≤ 2ρ−k, ρ = exp
(
π2
2µ(η)
)
. (A.3)
More refined estimates than in (A.3) can be obtained by taking more terms from the
infinite product in (A.2).
More recently, the best rational approximation of the sign function on [−b,−a]∪
[a, b] has become important in numerical linear algebra because of a recursive con-
struction of spectral projectors of matrices [24, 30]. In this setting, if Em,n :=
Em,n([−b,−a], [a, b]) then
Em,n = min
r∈Rm,n
max
z∈[−b,−a]∪[a,b]
|r(z)− sgn(z)| , sgn(z) =
{
1, z ∈ [a, b],
−1, z ∈ [−b,−a].
Unfortunately, lower and upper bounds for E2k,2k = E2k−1,2k are claimed in [24, (4.1)]
based on the erroneous infinite product formula in [28, (3.17)] and for E2k+1,2k+1 =
E2k+1,2k in [30, (3.8)] by incorrectly citing the fundamental work of Goncˇar [21, (32)].
We believe it is therefore useful to state infinite product formulas for Ek,k and
the resulting estimates. We recall from the proof of Theorem 3.1 and Theorem 3.3
that we have
Ek,k = E2⌊(k−1)/2⌋+1,2⌊k/2⌋ =
2
√
Zk
1 + Zk
, µ
(
2
√
Zk
1 + Zk
)
=
µ(Zk)
2
.
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Thus, in the proof of Theorem 3.1 we select q = exp(−2µ(Ek,k)) = ρ−2k and obtain
Ek,k = 4ρ
−k
∞∏
τ=1
(1 + ρ−4τk)4
(1 + ρ2kρ−4τk)4
, ρ = exp
(
π2
2µ(a/b)
)
. (A.4)
Again, this infinite product in (A.4) results in asymptotically tight corrected lower
and upper bounds on Ek,k:
4ρ−k
(1 + ρ−2k)4
≤ Ek,k ≤ 4ρ
−k
(1 + ρ−2k)2
≤ 4ρ−k, ρ = exp
(
π2
2µ(a/b)
)
. (A.5)
Similarly, more refined estimates than in (A.5) can be obtained by taking more terms
from the infinite product in (A.4).
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