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Abstract
Cough and sneeze are the most common means to spread respiratory diseases amongst
humans. Existing approaches to detect coughing and sneezing events are either intrusive
or do not provide any reliability measure. This paper offers a novel proposal to reliably and
non-intrusively detect such events using a smartwatch as the underlying hardware, Confor-
mal Prediction as the underlying software. We rigorously analysed the performances of our
proposal with the Harvard ESC Environmental Sound dataset, and real coughing samples
taken from a smartwatch in different ambient noises.
Keywords: Cough and sneeze detection; conformal prediction
1. Introduction
Human speech recognition is a well-studied subject, with robust implementations such as
Google Voice and Apple Siri, which are capable of deciphering various human voices with
near absolute accuracy in major languages. Nevertheless, non-speech body sounds (e.g.
cough, sneeze) processing had not received major attentions, despite containing valuable
information about the person’s health conditions. Previous research in classifying respi-
ratory sounds have one thing in common, that is the lack of reliability measure for the
prediction. In addition, the sampling method is either intrusive by demanding continuous
monitoring of the ambient sounds around the test object, which may include private con-
versations, or requiring the person to wear an unusual piece of hardware around the neck
or stomach.
1.1. Paper’s contributions
This paper offers two novel approaches to detecting coughing and sneezing events. Firstly,
we propose the use of a smartwatch, an increasingly prevalent accessory, to capture the
potential respiratory related sound just before it may happen by monitoring the activity of
the in-built accelerometer. Secondly, we apply Conformal Prediction to analyse the recorded
samples to reliably identify any coughing or sneezing events. In principle, the benefit of our
approach are:
• The accelerometer is a low-power sensor, and is well-suited to monitor coughing or
sneezing over prolonged time period.
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• No continuous auditory recording is needed, which is well-known for being intrusive.
The recording is triggered just before a potential coughing or sneezing event.
• Audio samples are captured in small segments, hence, reducing the chance of being
polluted by ambient noises, and avoiding the need to isolate the coughing event from
a long recording.
• The smartwatch is becoming a daily accessory for mainstream users.
• A confidence level is associated to each test sample, giving more information than just
a simple yes/no detection in traditional approaches.
2. Recording potential coughing and sneezing events with a smartwatch
Previous coughs and sneezes detection techniques mostly fall into two categories. The first
one is based on auditory recordings, by continuously monitoring the sound around a test
object. These recordings are later screened by a trained expert or an algorithm to spot
any coughing or sneezing events. The challenge is that the ambient noises may pollute
the recording. Additionally, this approach is intrusive in the sense that all sound events,
including conversations are recorded.
The second category is based on the sensor’s signals. For instance, electrodes are placed
on the abdominal muscles to detect any elevated expiratory pressure generated to make a
cough or sneeze. This approach is inherently less intrusive than the first one, and is arguably
more accurate, at the expense of the hassle of having to wear a sensor on the human body,
and the effort to maintain such hardware.
(a) The decision process to trigger the auditory recording
with a smartwatch.
(b) The Android watch app
we developed to moni-
tor the accelerometer.
Figure 1: Our proposed auditory recording process on the smartwatch.
The approach in this paper is a hybrid one, combining both sound recording and sensor
signals. We use a smartwatch to record the ambient sound around the user, only if a
swift hand movement is detected. Our assumption is that the user should quickly cover her
mouth before coughing or sneezing, which serves as a trigger to start the auditory recording.
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Although it may be more beneficial to train a model to detect this ‘hand-covering-mouth’
gesture, using an accelerometer dataset, we decided to simply initiate the recording after a
fast hand movement for simplicity. The whole decision process is summarised in Figure 1(a).
This process is executed by an Android app that we developed which runs on the watch
to monitor the accelerometer and captures the ambient sounds (see Figure 1(b)). These
recordings are kept locally on the watch and will later be transferred to a PC for analysis.
Nevertheless, the caveat is that the user may also move their hands quickly to perform
other daily routines (e.g. picking up an item) which unwittingly triggers the recording
process too. Thus, in the next section, we will explain our approach using machine learning
to classify the correct respiratory events.
3. Classifying coughs and sneezes from auditory recordings with
confidence machine learning
Our task can be formulated as: given a training database of labelled auditory recordings
including coughing and sneezing samples, and a new un-labelled recording, we need to
identify if a cough or a sneeze happens within this new recording. Because of the finite
nature of the label set, this is a classification problem. Note that as we are only interested
in knowing whether the test sample contains a cough, a sneeze or none, this problem may
be viewed as a trinary classification, or binary classification if we group cough and sneeze
into one class.
In principle, the challenges for our problem are:
• The characteristics of the test sample may differ from that of the training
ones. While we can control the auditory training examples so that they have uniform
length, the test sample may have various lengths or different recording conditions,
which are beyond our control.
• The auditory recording may carry more than just the main sound event.
Emotional tone, acoustical noise, speaking rate are just a few potential factors that
may pollute or obfuscate the main content of a recording. It is interesting to note that
a person can never speak the same word in exactly the same vocal tone twice. (Sodnik
and Tomazˇicˇ, 2015)
To tackle these challenges, we first extract the relevant auditory features from the record-
ings using Mel Frequency Coefficient, Chroma Feature Analysis, and Zero Crossing Rate.
Then, we apply Dynamic Time Warping which stretches or compresses the audio sequences
for matching. Finally, while previous classification-based methods simply stated yes or no,
we will apply Conformal Prediction to provide a confident prediction for each test sample.
The work-flow of our approach is depicted in Figure 2 and will be explained in detail in the
next sections.
3.1. Extracting features from an auditory recording
The first step before training or predicting coughing samples is to extract the meaningful
features from the recording. In principle, we want to identify the main acoustic components
that are relevant to a coughing or sneezing event, and avoid irrelevant bits (e.g. ambient
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Figure 2: The workflow of our machine learning based sound event classification process.
noises). Additionally, this step will generate the same number of features for each training
example, although the original recordings may have different lengths. For these purposes,
we employed three different feature extracting techniques.
The first one is Mel Frequency Cepstral Coefficient (MFCC), which is a popular linguistic
technique to extract the power spectrum of the recording (Mermelstein, 1976; Muda et al.,
2010). In short, MFCC mimics human speech production and perception (i.e. the vocal
shape of the tongue and teeth that determines how the sound is produced) and tries to
eliminate other speaker dependent features embedded within the recording (e.g. the tone
of speech).
The second one is Chroma Feature Analysis (CFA), which was inspired by music notes (Mu¨ller
and Ewert, 2011). In short, it projects the entire recording onto 12 bins corresponding to
12 distinct pitch classes. The reason is that music notes that are one octave apart are
considered as similar, although their tones are different. CFA is useful in capturing the
harmonic and melodic features of the recording, regardless of the type of instruments and
timbre.
The third one is Zero Crossing Rate (ZCR), which observes if the audio signal is com-
posed of high frequency contents (Saunders, 1996). ZCR is particularly useful to detect
human conversations within a recording.
In summary, we chose the above three techniques in such a way that they complement
each other in providing their own features to accurately describe an event within an auditory
recording. Each technique is capable of extracting their own unique set of features from a
given auditory recording, and will later be used to train our classification model. Figure 3
demonstrates an example of the features extracted from a coughing and a sneezing recording.
3.2. Matching features with Dynamic Time Warping
Given a set of features extracted from a new auditory sample, we need a means to compare
this sample to other examples in our training dataset. While the previous step was tasked
with extracting the relevant acoustic machine learning related information from a noisy
recording, this step will deal with the mis-alignment of the recordings (e.g. a cough may
be swift or spread out for several seconds). For this purpose, we employed Dynamic Time
Warping (DTW) (Rabiner and Juang, 1993; Mu¨ller, 2007).
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(a) The waveforms and spectrogram of a
coughing event.
(b) The waveforms and spectrogram of a
sneezing event.
(c) The distribution of the 13
MFCC coughing features.
(d) The distribution of the 12
CFA coughing bins.
(e) The distribution of ZCR
coughing feature.
(f ) The distribution of the 13
MFCC sneezing features.
(g) The distribution of the 12
CFA sneezing bins.
(h) The distribution of ZCR
sneezing feature.
Figure 3: The visualisations of the coughing and sneezing events, perceived by human and
machine. The waveforms and spectrograms are normally used by trained experts
to spot the events, whereas the MFCC, CFA and ZCR diagrams are used by
machine learning algorithms to classify the events.
The foremost benefit of DTW is that it can stretch the shorter recording to match the
longer one, which is essential for our purpose because of different lengths of the auditory
recordings. Secondly, DTW can match mis-aligned sequences, caused by various speak
rates, by looking for the optimal warping path between them, whereas other distance-based
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metrics such as Euclidean or Manhattan simply align the ith point on the first sequence to
another ith point on the second sequence.
Without loss of generality, given two recordings A = (a1, . . . , am) and B = (b1, . . . , bn),
where m and n are the length of the sequences, ai and bi (1 ≤ i ≤ (m,n)) is a vector
representing the features along the time series, DTW tries to find the optimal warped path
of length k : (p1, q1), . . . , (pk, qk) that minimises
k∑
i=1
|A(pi)−B(qi)|.
DTW first constructs an m-by-n matrix M , where M [i, j] is the distance between ai
and bj . The final distance M [m,n] represents the optimal distance between the two time
series, which can be calculated recursively as follows.
M [i, j] = |a(i)− b(j)|+min

M[i-1, j]
M[i-1, j-1]
M[i, j-1]
 (1)
with i = 1 : m and j = 1 : n, and M [1, 1] = |a(1)− b(1)|.
There are two ways we may implement DTW for machine learning classification. The
first one is by treating DTW as a distance metric for k-Nearest Neighbours to find the
closest training examples to the test sample, which is similar to how the Euclidean distance,
Manhattan distance are normally used. The second way is to implement DTW as an SVM
kernel (Martin et al., 2016; Gudmundsson et al., 2008). A simple DTW-based kernel may
be defined as K(x, z) = DTW (x, z). It is worth mentioning that in our case, the training
examples have equal number of features, which leads to higher chance of convergence,
although the nature of DTW is positive definite and symmetric.
In the next section, we will explain how to incorporate Conformal Prediction into DTW
to produce a confidence level for each prediction.
3.3. Providing the confidence level with Conformal Prediction
Intuitively, the concept of classification Conformal Prediction (CP) is testing all possible
labels for a new sample, to observe how well it fits into the whole training dataset. In order to
quantify the level of difference (or similarity) between each training example and the rest, a
non-conformity function (which can be designed in any way we prefer) is applied to calculate
a non-conformity score. In this paper, we will implement three underlying algorithms with
CP, namely SVM with different kernels, k-Nearest Neighbours, and Random Forest. Based
on this score, we can work out the p-value of each label as follows, which indicates the order
statistics of the non-conformity score of the test object in the distribution of non-conformity
scores defined by the new sample and the training examples (Vovk et al., 2005; Shafer and
Vovk, 2008).
p(L) =
#|{j = 1, . . . ,M + 1 : αj(L) ≥ αM+1(L)}|
M + 1
. (2)
with M is the size of the training set, and L is the label.
The higher the p-value is, the better it indicates that the assumed label L helps the
new sample TM+1 fit into the training dataset. In opposite, the lower the p-value is, which
means αM+1 is much bigger than the majority of αj , the stronger the indication is that the
assumed label L makes this new sample an outlier.
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Finally, if the user requires a single prediction, the label with the largest p-value is
chosen as the predicted label. If the user prefers a prediction set, a confidence level (1− )
within 0% and 100%, where  is the significance level, is required. The labels with p-value
greater than  are included in the prediction set Γ.
Γ(T1, . . . , TM+1) = {L|p(L) > } . (3)
The version of CP used in this paper is a variant called Inductive CP (ICP), that is
intended for handling large datasets, such as the one used in this paper. ICP splits the
training examples into two roughly equal sets - a ‘proper training set’ and a ‘calibration
set’. The training examples are randomly picked for each set to ascertain that all classes
are well-represented in both sets.
In the first step, we may employ our preferred learning algorithm (e.g. SVM, k-Nearest
Neighbours) to train a model M using the proper training set. In the second step, we
calculate the non-conformity score α for each example in the calibration set. Finally, given
a new sample, we go through all possible labels, and calculate its α in the same way as the
previous step, as well as its p-value.
Clearly, the advantage of ICP is we need not re-calculating the non-conformity score α
for the whole training set, for each possible label. The training model used to predict the
label for the new sample stays the same.
4. Empirical results
Having outlined the theoretical discussions, we are now in a good position to present the
results of our approach, executed on real-life datasets.
4.1. The datasets
To train our classification model, we used the ESC Dataset for Environmental Sound Classi-
fication, released in 2015. It was one of the recent large-scale audio datasets, with over 2,000
training examples, covering 50 classes of real-life sound events. Each sample is rigorously
examined and hand-labelled for correctness. This dataset is available publicly on Harvard
Dataverse1. For visualisation purpose, we employed t-distributed Stochastic Neighbor Em-
bedding, a popular tool to inspect the structure of high-dimensional data (see Figure 4).
To test our model, we independently record 40 coughing test samples on our Huawei
W1 smartwatch in different ambient noise environments. We sampled another 40 sneezing
recordings from Freesound.org. Note that the test recordings were deliberately sampled
with different lengths to make the classification process more challenging. A summary of
both datasets is presented in Table 1.
4.2. Evaluation criteria
To evaluate the overall efficiency of our approach, we will adapt four criteria, namely the
precision, the recall, the accuracy, and the F1 score. Their information is detailed in Ta-
1. https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/YDEPUT - last accessed
in March 2018.
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(a) The 2D distribution of the 5 higher cat-
egories, showed certain overlapped areas
amongst different categories which makes
the classification challenging.
(b) However, the coughing and sneezing
classes are fairly concentrated.
Figure 4: The visualisation of the whole ESC dataset with t-SNE.
Table 1: Summary of the datasets. The Smartwatch set contains only the coughing and
sneezing samples and will mainly be used for testing the classification model
trained by the ESC dataset.
ESC set Smartwatch set
Samples 2,000 80
Length of sample 5 seconds 5-10 seconds
Classes 50 2
Samples per class 40 40
Features 26 26
Recording source Freesound.org Smartwatch & Freesound.org
Recording frequency 44.1 kHz 44.1 kHz
ble 2. In the interest of evaluating the performance of CP, we also examine four additional
information, for any given confidence level.
• Emptiness: how many test samples were returned empty (i.e. CP with the chosen
underlying algorithm rejects all potential labels). This often happens when the given
confidence level is low.
8
Probabilistic Detection of Respiratory Events
• Uncertainty: how many test samples contain more than one prediction. Ideally, we
prefer as few predictions as possible (tight prediction region), while maintaining a
high confidence level.
• Validity: after a certain number of test samples, are the overall predictions still valid ?
(i.e. the number of times CP does not produce a prediction that contains the correct
prediction should not exceed the specified significance level).
Table 2: The criteria used to evaluate the overall performance of each baseline algorithm.
We will mostly focus on the Accuracy and the F1 score as they represent a balance
between Precision and Recall.
Formula Explanation
Precision
#TP
#TP + #FP
the fraction of correctly positive
predictions to the total positive
predictions.
Recall
#TP
#TP + #FN
the fraction of correct predictions
to the actual positive predictions.
Accuracy
#TN + #TP
#TN + #TP + #FN + #FP
the fraction of test samples
correctly predicted.
F1 score
2 ∗Recall ∗ Precision
Recall + Precision
this is a weighted average of the
above precision and recall values.
Note: TP = True Positive, TN = True Negative, FP = False Positive, FN = False
Negative.
It is worth reminding that our purpose is to provide reliable predictions in the form of
confidence levels and to ensure that they remain valid, rather than to improve the usual
predictions by non-CP algorithms.
4.3. Baseline performances with DTW
Firstly, we will train our classification model on the ESC dataset, and perform 5-fold cross-
validation and grid-search with k = {1, 3, 5, 10}, gamma = {0.1, 0.2, 0.5}, C = {1, 5, 10} to
optimise its parameters and obtain some baseline results, before incorporating CP to get
the confidence level. Figure 5 presents the mean accuracy of k-NN, Random Forest, and
SVM with and without DTW under different parameters.
Our first impression was that, unfortunately, the impact of DTW was little, where
10-NN with DTW as the distance metric performed similarly to 10-NN with Euclidean
metric at about 28% accuracy. The highest result belonged to SVM with DTW kernel
at 42.2%, although SVM with a Linear kernel was just slightly below at 41.6%. The F1
score plot shows rather mixed results, where 10-NN excelled in certain classes and SVM
9
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Figure 5: The mean accuracy of k-NN, SVM, and Random Forest, averaged over 5-fold
cross-validation. SVM with DTW kernel achieved the best overall accuracy at
42.2%, however, SVM with a Linear kernel is just slightly behind at 41.6%.
Figure 6: The F1 score plot of Random Forest, 10-NN-DTW, and SVM-DTW. The result
was rather mixed with SVM-DTW excelled in some classes while Random Forest
did in the others.
did in others (see Figure 6). A probable explanation for these results was that our feature
extraction scheme did a great job in extracting the most relevant information from the
auditory recording. Plus, all training recordings were exactly 5 second long, which nullifies
the impact of DTW. Later on, we will use this training model to examine the a separate
test sets with different recording lengths.
To gain a deeper understanding of the classification result on individual classes, we
drew a confusion matrix of SVM-DTW for 20 classes, including all respiratory labels (see
Figure 3). What is interesting from this result was that although the algorithm achieved
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the highest classification accuracy within every class (i.e. the diagonal line), with up to
57.5% within the ‘Sneezing’ class itself for example, the ‘Crying’ class were classified as
2.5% (in the same Sneezing row), which indicates that some of their training examples may
be similar.
4.4. Performance analysis with Conformal Prediction
This section analyses the performance of CP, in particular, ICP on the datasets.
To test ICP on the ESC dataset, we will split the dataset into five random folds. Two of
them (800 samples) will be used as a proper training set to train a CP classification model.
The other two (800 samples) as a calibration set to calibrate our model, and the remaining
fold (400 samples) as the test set. Table 4 demonstrates the performance of ICP with k-NN,
SVM, and Random Forest under different settings.
At a quick glance, it seems all algorithms performed impressively with much higher
accuracy than the baseline performances earlier without CP. It is worth reminding that
while it is true that the predictions returned by CP did include the correct label, it also
includes other labels. In fact, when the confidence level was 95%, 1-NN with CP returned
almost every single labels. Hence the ‘uncertainty’ level was reported as a high percentage
too. Interestingly, 10-NN-DTW, SVM-DTW with CP did mange a few single predictions
at the same 95% confidence level. This is also a major improvement from CP, that is the
ability to return a set of predictions, rather than the usual single prediction from other
algorithms. Ideally, we would like to achieve a high accuracy, but low uncertainty.
To have a deeper insight into the impact of the underlying algorithms on CP, we plot
the histogram of the p-values of the correct label for all test samples. The figures display a
near uniformly distributed trend for the p-values of the correct labels, whereas the opposite
figure for the p-values of the wrong labels shows a half normal distribution trend with the
majority of p-values concentrated around 0 (see Figure 7). This trend was expected and
was important to maintain the validity of CP, as we will examine later on.
To inspect the validity of ICP, we have a closer look at the error rate across 100 con-
fidence levels from 0% to 100%, averaged over 5 runs on 400 test samples (see Figure 8).
The results indicated that ICP produced valid predictions for all confidence levels, subject
to statistical fluctuations.
Now, to examine the performance of our approach on the smartwatch test set to ob-
serve how well our proposed system detects cough and sneeze events in challenging real life
conditions, we will use the whole ESC dataset to train and calibrate a classification model,
which will then be used to predict the test samples in the smartwatch set. Firstly, we will
split the ESC dataset into two equal halves, one half as a proper training set used to train
an ICP classification model, and the other half as a calibration set used to calibrate our
model.
Our first impression was that since our training examples and test samples did not come
from the same distribution, the independent and identically distributed (i.i.d) condition
was violated, which was expressed by a much higher error rate in the results (see Table
5). Nevertheless, the advantage of DTW was noted with higher accuracy and lower error
rate for 10-NN-DTW at 95% confidence, and lower uncertainly for SVM-DTW at 90%
confidence.
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Table 4: The performance of ICP on the ESC dataset, averaged over 5 runs, with 400
test samples. Higher accuracy, lower uncertainty, lower error rate are generally
desirable. The best results for each criterion are highlighted in bold.
(a) 95% confidence level,  = 0.05
Accuracy Uncertainty Emptiness Error rate
1-NN-Euclidean 95.25% 100% 0% 4.75%
10-NN-Euclidean 94% 99.5% 0% 6%
10-NN-DTW 93.75% 98.9% 0% 6.25%
SVM-DTW 95.75% 94.3% 0% 4.25%
SVM-RBF 94.25% 100% 0% 5.75%
SVM-Linear 95.5% 94.8% 0% 4.5%
SVM-Poly 95.5% 99.2% 0% 4.5%
Random Forest 97.25% 98.2% 0% 2.75%
(b) 90% confidence level,  = 0.1
Accuracy Uncertainty Emptiness Error rate
1-NN-Euclidean 89.25% 100.0% 0% 10.75%
10-NN-Euclidean 87.75% 98.3% 0% 12.25%
10-NN-DTW 88.25% 99.4% 0% 11.75%
SVM-DTW 89% 91.6% 0% 11.0%
SVM-RBF 90.5% 100% 0% 9.5%
SVM-Linear 90.25% 92.8% 0% 9.75%
SVM-Poly 89.75% 97.5% 0% 10.25%
Random Forest 87.5% 94.9% 0% 12.5%
(c) 20% confidence level,  = 0.8. At this low confidence, the majority of prediction
sets were empty.
Accuracy Uncertainty Emptiness Error rate
1-NN-Euclidean 17.25% 0% 15% 82.75%
10-NN-Euclidean 14.25% 0% 35% 85.75%
10-NN-DTW 17% 0% 33.5% 83%
SVM-DTW 18.75% 0% 60.75% 81.25%
SVM-RBF 19.25% 100% 0% 80.75%
SVM-Linear 18.5% 0% 59.75% 81.5%
SVM-Poly 17.5% 0% 51.25% 82.5%
Random Forest 14.25% 0% 50.5% 85.75%
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(a) The distribution of the p-values for cor-
rect labels with SVM-DTW.
(b) The distribution of the p-values for wrong
labels with SVM-DTW.
(c) The distribution of the p-values for cor-
rect labels with Random Forest.
(d) The distribution of the p-values for wrong
labels with Random Forest.
(e) The distribution of the p-values for cor-
rect labels with 10-NN-DTW.
(f ) The distribution of the p-values for wrong
labels with 10-NN-DTW.
Figure 7: The histogram of the p-values using different underlying algorithms. The left
figures display a near uniformly distributed trend, whereas the right figures show a
half normal distribution trend with the majority of p-values concentrated around
0. This trend demonstrates the ability to maintain the validity of CP to be
examined later on. 14
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(a) The error rate for 10-NN-DTW. (b) The error rate for SVM-DTW.
Figure 8: The validity of ICP averaged over 5 runs on 400 test samples of the ESC dataset.
All 100 confidence levels were evaluated, which indicated that ICP produced valid
predictions, subject to statistical fluctuations.
Table 5: The performance of ICP on the Smartwatch dataset with 80 test samples. Higher
accuracy, lower uncertainty, lower error rate are generally desirable. The best
results for each criterion were highlighted in bold. The result has higher error
rate than the ESC dataset, mostly because of the low number of test samples and
because the training and test samples did not come from the same distribution.
(a) 95% confidence level,  = 0.05
Accuracy Uncertainty Emptiness Error rate
1-NN-Euclidean 92.5% 100% 0% 7.5%
10-NN-Euclidean 96.25% 98.7% 0% 3.75%
10-NN-DTW 98.75% 96.2% 0% 1.25%
SVM-DTW 91.25% 93.5% 0% 8.75%
SVM-RBF 80% 100% 0% 20%
SVM-Linear 91.25% 100% 0% 10.0%
SVM-Poly 96.25% 99.2% 0% 3.75%
Random Forest 95% 98.7% 0% 5%
(b) 90% confidence level,  = 0.1
Accuracy Uncertainty Emptiness Error rate
1-NN-Euclidean 93.75% 100.0% 0% 6.25%
10-NN-Euclidean 88.75% 95.8% 0% 11.25%
10-NN-DTW 91.25% 98.6% 0% 8.75%
SVM-DTW 90% 84.7% 0% 10%
SVM-RBF 96.25% 100% 0% 3.75%
SVM-Linear 90% 87.5% 0% 10%
SVM-Poly 93.75% 89.3% 0% 6.25%
Random Forest 87.5% 94.9% 0% 12.5%
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5. Related work
This section overviews some of the related work in the respiratory diseases detection domain.
One of the first approaches to combine sensor signals with ambient sounds were proposed
by (Rahman et al., 2014; Sun et al., 2011; Larson et al., 2011; Matos et al., 2007). They all
share one aspect in common, that is the use of bespoke microphone, attached to the subject
for monitoring. Our approach improves on this aspect in the sense that we utilise the
accelerometer in a ubiquitous device (i.e. the smartwatch). Our system intelligently ignores
non-respiratory sounds, hence, making it less intrusive than other sound-based approaches.
Machine learning wise, the majority of previous approaches tried to predict the coughing
and sneezing event also by training a model (Matos et al., 2006; Sun et al., 2015; Schro¨der
et al., 2016; Amoh and Odame, 2016). Our approach improves on their ideas by using
Conformal Prediction to associate each prediction with a confidence level to indicate how
likely that a test sample is a real coughing or sneezing event.
6. Conclusion and further work
We have presented a novel approach to detecting coughing and sneezing events using a
smartwatch and confidence based algorithms. Our proposal identified the challenges of
different characteristics (i.e. recording length, speaking rate) of the training and testing
samples, as well as the multiple events encapsulated within an auditory recording (i.e.
acoustical noise, emotional tone). We first extracted the relevant features with MFCC,
CFA, and ZCR, then used them to train a machine learning model. To match the test
sample with the training examples, we employed Dynamic Time Warping which excelled at
handling mis-aligned recordings. Lastly, we implemented Conformal Prediction to associate
a confidence level for each test sample. We have evaluated our proposal on a large ESC
Sound Environment dataset to present its efficiency and validity, as well as testing it on
a real-life dataset sampled directly from a smartwatch to demonstrate its capability in
classifying coughing and sneezing samples.
Nevertheless, what we have presented in the paper is not the end-story. The detection
process may be improved further in two ways. Firstly, we may train a model to smartly
initiate the auditory recording, by predicting if a hand gesture is truly to cover the mouth,
instead of triggering the recording process every time a swift movement is detected in the
current design. Secondly, we may incorporate more sensors already built in the smartwatch
to aid the detection process. For example, some research suggested that the human heart
could miss a beat when sneezing, which may be detected by a heart-rate sensor.
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