Abstract. We perform the spectral analysis of a family of Jacobi operators J(α) depending on a complex parameter α. If |α| = 1 the spectrum of J(α) is discrete and formulas for eigenvalues and eigenvectors are established in terms of elliptic integrals and Jacobian elliptic functions. If |α| = 1, α = ±1, the essential spectrum of J(α) covers the entire complex plane. In addition, a formula for the Weyl m-function as well as the asymptotic expansions of solutions of the difference equation corresponding to J(α) are obtained. Finally, the completeness of eigenvectors and Rodriguez-like formulas for orthogonal polynomials, studied previously by Carlitz, are proved.
Introduction
We investigate spectral properties of a one-parameter family of Jacobi operators J(α), α ∈ C, acting in 2 (N), with emphasis on obtaining the spectral results in the most explicit form. The operator J(α) is determined by the semi-infinite Jacobi matrix J (α) whose diagonal vanishes and off-diagonal sequence {w n } n∈N is given by w n = n for n odd, αn for n even.
(
Thus, with respect to the standard basis of 2 (N), the matrix J (α) is of the form 
The operator J(α) is self-adjoint if and only if α ∈ R. We focus mainly on the non-selfadjoint case with a general α ∈ C, although we restrict ourselves to |α| ≤ 1 in the body of the paper. For |α| > 1, the spectral analysis is in all aspects very similar and the main results for this case, omitting the detailed proofs, are summarized in the last section.
We investigate the localization of essential spectrum and eigenvalues, asymptotic properties of eigenvectors, their completeness and possible basisness. It turns out that the operator J(α) constitutes one of not many concrete unbounded non-self-adjoint operators whose spectral properties can be described explicitly and, in addition, whose spectrum is entirely real for a certain (non-real) range of parameter α. Furthermore, the Jacobi matrix J (α) belongs to the class with periodically modulated unbounded weights, where the so-called spectral phase transition phenomena has been observed [15, 21, 26] , see also [16] , however, all in the self-adjoint setting. To our best knowledge, except for the classical example of a perturbed shift operator in 2 (Z) and various versions of it, see [17, Ex. IV.3.8] , J(α) is the first instance of a non-self-adjoint (unbounded) Jacobi operator with the transition property, namely with a sudden and complete change of the spectral character when the parameter α crosses the unit circle.
The vast literature on specific families of self-adjoint Jacobi operators shows that spectral properties are usually closely related with special functions. In our case, the major role is played by elliptic integrals and Jacobian elliptic functions, where the parameter α enters as a
In the next corollary, we summarize several general spectral properties of J(α) that follow immediately from its C-self-adjointness, see e.g. [11, Sec. III.5, IX.1, Thm. IX. 1.6] and [6, Cor. 2.1] . Notice that there are several definitions of essential spectra for non-self-adjoint operators, here we follow the notations of [11, Sec. IX.1] . In this paper, we work with σ e2 , which can be characterized by singular sequences, see [11, Def. IX.1.2, Thm. IX. 1.3] .
Corollary 2. For all α ∈ C, the residual part of the spectrum of J(α) is empty and four definitions of essential spectra (see [11, Sec. IX.1]) coincide, namely σ e1 (J(α)) = σ e2 (J(α)) = σ e3 (J(α)) = σ e4 (J(α)).
Note that operators J(α) and J(−α) are unitarily equivalent via the unitary operator U = diag(1, 1, −1, −1, 1, 1, −1, −1, . . . ). Hence, if spectral properties of J(α) are investigated, the range of α can be restricted to a half-plane, for example Re α ≥ 0.
Next, J(α) has a compact resolvent if |α| < 1, but it is not the case if |α| = 1.
Proposition 3. The following statements hold true. i) If |α| < 1, then 0 ∈ ρ(J(α)) and J(α) −1 is a Hilbert-Schmidt operator. ii) If |α| = 1, then 0 ∈ σ e2 (J(α)).
Proof. The verification of the statement (i) is trivial for α = 0. Further we assume α = 0.
Denote by {u n } n≥1 and {v n } n≥1 the two solutions of the second-order difference equation
w n−1 y n−1 + w n y n+1 = 0, n ≥ 2,
determined by the initial values u 1 = 1, u 2 = 0 and v 1 = 0, v 2 = 1. A straightforward computation leads to formulas
Clearly, the matrix R with elements
is the formal inverse to J(α). Substituting the explicit expressions for u and v into the last formula, we get (where (−1)!! = 0!! = 1 by convention)
all other entries vanish. Proof of the statement (i): If |α| < 1, then matrix R represents a bounded, even a Hilbert-Schmidt operator on 2 (N), thus this operator coincides with J(α) −1 . Indeed, for the Hilbert-Schmidt norm of R, one has The well-known bound for the central binomial coefficient 4
and further elementary estimates show that R 2 < ∞.
Proof of the statement (ii): If |α| = 1, we construct a singular sequence for J(α), see [11, Def. IX.1.2, Thm. IX. 1.3] . For a ∈ (0, 1), we define sequences u(a) with entries u n (a) = a n u n , n ∈ N,
where u n are as in (4) . It follows from (5) that u(a) ∈ 2 (N) for all a ∈ (0, 1) and moreover
On the other hand, since u is the solution of the difference equation (3), we get
Hence u(a) ∈ Dom J(α) for all a ∈ (0, 1), and, using (5) again, we obtain
By putting (6), (7) and (8) together, we receive
For |α| < 1, the operator J(α) can be viewed as a perturbation of J(0) with the relative bound smaller than 1. For later purposes we formulate the following lemma.
Lemma 4. Let α ∈ C, |α| < 1. Then (i) for every ε > 0, there exists C(ε) > 0 such that, for all u ∈ Dom(J(0)),
(ii) for every r ∈ (0, 1), there exists a non-empty open set Z r ⊂ C with Z r ∩ R = ∅ such that, for all z ∈ Z r and all α ∈ B r (0), (J(α) − z) −1 exists and it is a holomorphic bounded-operator-valued function of α on B r (0).
Proof. Let α = 0 and denote by M the operator
On the other hand, for every u ∈ Dom(J(0)),
hence for every δ > 0, there existsC(δ) > 0 such that
By putting (10), (11) together and using Young inequality, we obtain the statement (i).
Proof of the statement (ii): Notice that
Further, for any z / ∈ R and u ∈ 2 (N), we have from
where ε > 0 is arbitrary. If r < 1, then we can clearly select ε > 0 such that (1 + ε)r < 1. Therefore there exists a non-empty open set Z r ⊂ C with Z r ∩ R = ∅ such that, for all α ∈ B r (0) and all z ∈ Z r ,
Hence we have the standard representation of resolvent of J(α) based on Neumann series
from which the analyticity in α follows.
The self-adjoint case
In this section, we analyze the spectral properties of J(α) for 0 ≤ α ≤ 1. Some of the following results may be deduced from the properties of orthogonal polynomials studied in [7, § § 7] . Here we provide an independent brief derivation based exclusively on techniques developed for spectral analysis of Jacobi operators, see [28] .
3.1. Preliminaries. Let us start by the amazing formula
which goes back to Stieltjes, see [27] . This identity is to be understood as the equality between two elements of the ring of formal power series in the indeterminate z. The formal power series for the formal Laplace transform on the LHS of (14) equals
as one deduces with the aid of (48). On the other hand, the coefficients of the power series associated with the Stieltjes continued fraction on the RHS of (14) is known to be expressible in terms of the first diagonal element of an integer power of the Jacobi matrix J (α). This can be deduced, for example, from the Stieltjes' Expansion Theorem [31, Thm. 53.1]; see also [12] for more details. Namely, the RHS of (14) equals
In addition, since the diagonal of J (α) vanishes, one has J (α)
= 0 for all n ∈ N 0 . Consequently, formula (14) yields identities
3.2. Spectrum in the case 0 ≤ α ≤ 1. According to equalities (48) and (15) , function cn(z, α) can be written as
Define µ(·) := e 1 , E J (·)e 1 where E J stands for the spectral measure of the self-adjoint operator J(α). Then, by the Spectral theorem, we have
Since the power series of cn(z, α) converges absolutely for |z| < π/2, Fubini's theorem justifies the interchange of the sum and the integral and, with the help of (15), we get
which is true in the circle |z| < π/2. Nevertheless, since R e a|x| dµ(x) < ∞ for all 0 < a < π/2, the LHS of (16) is a function analytic in the strip | Im z| < π/2 and formula (16) remains true for all z ∈ C, | Im z| < π/2. One can show that the largest strip where (16) holds is in fact | Im z| < K (α); here K (α) is the conjugate elliptic integral, see Appendix A. The LHS of (16) is nothing but the Fourier transform of µ, i.e., F[µ](z) = cn(z, α), where the measure µ is identified with the corresponding tempered distribution. Consequently, by the inverse Fourier transform to the function cn(z, α), we recover the spectral measure µ.
Recall that, in the distributional sense, one has
Hence, taking into account the expansion (50), one computes
where K(α) is the complete elliptic integral of the first kind and q is the nome, see Appendix A. The measure µ coincides with the measure of orthogonality of polynomials studied by Carlitz and the above formula is in agreement with results of [7, § § 7] . Since the support of the measure µ coincide with the spectrum of J(α), we get
the special case α = 0, for which K(0) = π/2, can be verified directly.
Thus, starting at the formula (16), one concludes that the measure µ is absolutely continuous and its density equals
We summarize the obtained results in the following proposition.
Proposition 5. We have
We remark that the spectral decomposition of J(1) can be derived with the aid of the special case of Meixner-Pollaczek polynomials [18, Sec. 9 .7]
These polynomials satisfy the recurrence
with initial conditions M 0 (x) = 1 and M 1 (x) = x. Their orthogonality relation reads
Thus, if we set
and ϕ
Consequently, one can introduce the unitary mapping U :
Finally, for x ∈ R, one easily verifies
and
Thus, J(1) is unitarily equivalent to the multiplication operator by the independent variable acting on L 2 (R, dx). Consequently, we have again σ(J(1)) = σ ac (J(1)) = R.
3.3.
Weyl m-function in the case 0 < α ≤ 1. Recall the Weyl m-function of Jacobi operator J(α) is defined as
We derive an explicit formula for the m-function, in fact its Mittag-Leffler expansion. The proof relies on the identity (16) 
Proposition 6. Let the function m(z, α) be as in (18) . If 0 < α < 1, then we have
and if α = 1, then we have
where ψ stands for the digamma function.
Proof. It follows from (18) and the self-adjointness of J(α) that m(z, α) = m(z, α), thus it suffices to consider z with Im z > 0. From (19) and (16), one gets
where L denotes the Laplace transform. Let 0 < α < 1. Recalling (50) together with the elementary formula
Formula (20) now follows from (22) and the identity above. If α = 1, then we have
see [14, Eq. 3.541 (6)], and similarly, by (22) , one arrives at (21).
Remark 7. By the Stieltjes inversion formula, the density of the absolutely continuous part of the spectral measure µ can be recovered from the Weyl m-function as the limit
In the case α = 1, one can compute the limit explicitly and re-prove (17) . Indeed, with the aid of formula [1, Eq. 6.3.16] Proof. Let us temporarily denote the RHS of (20) by ML(z, α). Recall first that K and q are analytic non-constant functions on the set
, which is proved within the theory of elliptic functions, see [9, Chp. 7, § 8] and also [30, Sec. 4] . Moreover,
Take r ∈ (0, 1). By Lemma 4.
(ii), we known that there exists a non-empty open set Z r ⊂ C such that the function α → (J(α) − z) −1 is analytic on B r (0) for all z ∈ Z r . Hence the same holds true for the m-function m(z, ·). Since, for z ∈ Z r , the equality m(z, α) = ML(z, α), i.e. an equality between two meromorphic functions in α, holds true for all α ∈ (0, 1), it has to remain valid for all α ∈ B r (0). Hence, m(z, α) = ML(z, α) for all α ∈ B r (0) and all z ∈ Z r .
At the same time, both functions m(·, α) and ML(·, α) are analytic in the set ρ(J(α)) ∩ C \ π 2K(α) (2Z + 1) . So the equality m(z, α) = ML(z, α) remains true on this domain for z, by the analyticity argument in z.
Notice that function m(·, α) has singularities at points z ∈ π 2K(α) (2Z + 1). Thus, since the m-function is analytic on the resolvent set, we have
we get the equality m(z, α) = ML(z, α) for all α ∈ B r (0) and all z ∈ ρ(J(α)). Since r is an arbitrary number smaller than 1, the last claim can be extended to all α with |α| < 1.
Recall that in the case of Jacobi operators with compact resolvent (non-self-adjoint in general), the Weyl m-function is a meromorphic function and the set of its poles coincides with the spectrum of the Jacobi operator. In addition, the algebraic multiplicity of an eigenvalue is the same as the order of the pole, see [3, Thm. 5.3, Cor. 5.5]. The following statement follows immediately from Proposition 8 and the formula (20) . The claim holds true also for α = 0, as one readily verifies recalling that K(0) = π/2.
In addition, all λ N are simple, i.e. have the algebraic multiplicity equal to one. In particular, if Re α = 0, then σ (J(α)) ⊂ R.
Eigenvectors and their asymptotics. Define
The integration is carried out through the line segment in C connecting points 0 and 2K(α). Integrals in (24) are well defined for any α ∈ C \ ((−∞,
and dn(uK(α), α) are analytic in u ∈ R. For our purposes, it is sufficient to restrict α on the unit disk |α| ≤ 1 and exclude the boundary points α = ±1. Before we proceed with the further spectral analysis of J(α), we investigate the asymptotic behavior of C k and D k as k → ∞. The integral form of the definition formulas (24) is suitable for the application of the saddle point method. However, some knowledge on values | sn(uK(α), α)| for u ∈ [0, 2] and |α| ≤ 1 is necessary. The needed property is stated in the following lemma, proved in a separate paper [25] devoted entirely to properties of function α → sn(uK(α), α) for complex α.
Lemma 10 ([25]
). Let |α| ≤ 1 and α = ±1, then
Hence, taking into account that sn(K(α), α) = 1 and sn(2K(α)−z, α) = sn(z, α), the function u → |sn (uK(α), α)|, restricted to the interval (0, 2), has the unique global maximum at u = 1 with the value equal to 1.
Proposition 11. Let |α| ≤ 1, α = ±1 and z ∈ C, then
Proof. Notice that we have from (25) that if z 1 , z 2 = K(α) lie on the line segments connecting 0 with K(α) and K(α) with 2K(α), respectively, then, for any bounded function f ,
with 0 < p < 1. On the other hand, on a sufficiently small neighborhood of K(α) where log sn(t, α) is analytic, we apply the saddle point method following [22] . This yields k −1/2 or k −3/2 leading terms, thus the exponentially small term (27) can be neglected. In the notation of [22, Sec. 4.7, Thm. 7 .1], we have
and, denoting by q C , q D the corresponding functions q for C k , D k , respectively,
thus we receive the asymptotic formulas (26) .
As showed in the following lemma, C k and D k satisfy certain difference equations and are closely related to the eigenvectors of J(α).
Lemma 12. Let |α| ≤ 1, α = ±1, then, for all z ∈ C, one has
Moreover, the sequence u = {u n } n∈N defined by formulas
is the solution of the system of equations
Proof. We obtain (28) by integrating (24) by parts, appealing to the derivative formulas (59) and using the identities (53) as well as the special values (52). The second statement follows immediately from equations (29) and (28) .
Finally, we find the eigenvectors of J(α).
Proposition 13. Let 0 < |α| < 1 and let {λ N } N ∈Z be the simple eigenvalues of J(α), cf.
. Then the eigenvectors of J(α) corresponding to the eigenvalues {λ N } N ∈Z read
where C k , D k are as in (24) . Moreover,
Proof. Since v (N ) = e −iK(α)λ N u, the second claim follows from Proposition 11. Moreover,
We conclude this subsection by showing the completeness of {v (N ) } N ∈Z in 2 (N). Moreover, from Proposition 5, (J(0) − z) −1 ∈ S p for every p > 1, thus by (13) and the ideal property of Schatten classes, we obtain that (J(α) − z) −1 ∈ S p for every p > 1 as well.
4.3.
The case |α| = 1. While σ(J(α)) is discrete for |α| < 1, i.e., a set of isolated points in C, it suddenly fills the entire complex plane if |α| = 1, α = ±1.
Theorem 15. Let |α| = 1 and α = ±1. Then
Proof. We proceed analogously to the proof of the second claim in Proposition 3, however, we begin with the sequence u defined in (29) , use that u satisfies (30) and that we know the asymptotic behavior of C k and D k , as stated in Proposition 11. Take arbitrary z ∈ C. We define a family of sequences u(a), a ∈ (0, 1), by putting u n (a) = a n u n , n ∈ N, where u n is as in (29) . By Proposition 11, one has
Thus u(a) ∈ 2 (N) for every a ∈ (0, 1) and there exist constants C 1 > 0, C 2 ≥ 0, independent of a, such that
Since u satisfies (30), we get
Hence, for a ∈ (0, 1), we have from (33) that
where C 3 , C 4 and C 5 depend on z, but are independent of a. Notice that (35) implies in particular that u(a) ∈ Dom(J(α)) for all a ∈ (0, 1). By putting (33), (34) and (35) Remark 16. The asymptotic formulas (32) have been derived as a direct consequence of Proposition 11, thus they remain valid also for |α| = 1, α = ±1. For such α, one observes that v (N ) / ∈ 2 (N). Consequently, since the solution of the difference equations J (α)u = zu is unique up to a multiplicative constant, we get that {λ N } N ∈Z , defined as in (23), are not eigenvalues of J(α).
4.4.
Other properties of eigenvectors. In this subsection, we provide some additional results related to eigenvectors of J(α) for |α| < 1. Namely, we derive a generating function formula for eigenvectors, give a Rodriguez-like identity for orthogonal polynomials associated with Jacobi matrix J (α) and present an integral formula for the norm of eigenprojections.
Note that formulas for v (N ) given in Proposition 13 are expressible in terms of Fourier coefficients of some analytic functions. Indeed, let us put
and denote the corresponding Fourier coefficients by γ n (k) and δ n (k), respectively,
Then
and we have
In [7] , Carlitz investigated the sequence of polynomials {P n } n∈N defined recursively by the recurrence rule P n+1 (x) = xP n (x) − w 2 n−1 P n−1 (x), n ≥ 2, with initial conditions P 1 (x) = 1 and P 2 (x) = x; sequence {w n } n∈N is as in (1). If we put
then the sequence p = {p n } n∈N is the solution of the eigenvalue equation J (α)p(x) = xp(x) normalized such that p 1 (x) = 1. Since such a solution is uniquely determined by its first entry, the vector v (N ) is a constant multiple of p(λ N ) with λ N as in (23) . In detail, for 0 < |α| ≤ 1, α = ±1, we have
(39)
Remark 17. Notice that the Fourier expansion (50) can be used to evaluate v
Taking into account that P k (x) is a monic polynomial in x of degree k − 1 and combining (38), (39) and (40), we obtain an asymptotic formula for v
where 0 < |α| ≤ 1, α = ±1. It is a straightforward application of elementary properties of Jacobian elliptic functions to verify that
Hence, taking into account that λ −N −1 = −λ N , one deduces from (31) that To supplement the knowledge about polynomials p n , we provide a Rodriguez-like formula for p n , which seems to be a new result.
Proposition 18. For all z ∈ C and k ∈ N 0 , one has
Proof. We prove the statement for particular z = λ n with n ∈ Z, see (23) . Since both sides of equalities (42) and (43) are polynomials in z, these identities then hold for all z ∈ C. By splitting the integral in (36) for γ n (k) to two integrals over (0, π) and (π, 2π), applying the substitution s = t − 2π in the second one and using identities (54), one finds
Take the parallelogram with vertices at points ±π, ±π + 2πiK (α)/K(α). Integrating the function
over the boundary of this parallelogram and taking into account that the integrand is a 2π-periodic function, hence the integrals over the lateral sides cancel each other, we obtain 1 2π
for the function C k (·, α) has the only singularity within the parallelogram located at z = iπ
. Next, we parametrize the complex line segment in the second integral on the LHS of (44) such that z = t + 2πiK (α)/K(α) where −π ≤ t ≤ π. Taking further into account that
as one deduces with the aid of (55), the equation (44) can be written as
where we have substituted for the nome q = exp(−πK (α)/K(α)). Note the singularity of the function C k (·, α) at z = iπK (α)/K(α) is a pole of order 2k + 1. Thus, using identities (56) in the second step, one gets
Consequently, we arrive at the formula
. Now, it suffices to apply identities (37), (39) and (40) to obtain (42) with z = λ n .
The second identity (43) is to be verified in a similar way. This time one deduces that
Next, we derive some generating functions formulas for sequences γ N (k) and δ N (k) with N fixed. They may be deduced from the result of Carlitz, see [7, Eqs. (7.8), (7.9)], although the formulas there are treated rather as formal series, no comment on the convergence is given and 0 < α < 1 is assumed. Proposition 19. If 0 < |α| < 1, then for N ∈ Z and t from a neighborhood of the real line, one has
Proof. We prove in detail the first formula. By Lemma 10 and the analyticity of the function t → sn
Since, in addition, by (32) and (37), γ N (k) = O k −3/2 as k → ∞. Hence, for 0 < |α| < 1, the series on the LHS of the first generating formula converges locally uniformly in U .
By using the definition (36) of γ N (k), interchanging the sum and integral and summing up, one arrives at
Applying the identity (57), one evaluates the integral with the aid of Fourier expansion (50) of the function cn, for
The second generating function formula can be obtained similarly, one applies the identity (58) and proceeds analogously.
Corollary 20. Let M, N ∈ Z and 0 < |α| < 1. Then it holds
Proof. Multiply the first identity in Proposition 19 by (2π)
−1 e −i(M +1/2)t and integrate w.r.t. t from 0 to 2π. The second formula is to be derived analogously.
It would be interesting to know whether the set of eigenvectors {v (N ) } N ∈Z forms a basis of 2 (N), or not. From this point of view, it is useful to have some knowledge on the norm of the eigenprojections {Q N } N ∈Z corresponding to the eigenvalues {λ N } N ∈Z . Designating the dependence on α in the eigenvectors by writing v (N ) = v (N ) (α) and observing that v (N ) (α) is the eigenvector of J * (α) corresponding to the eigenvalue λ N , we have that
Since v (N ) (α) = −v (N ) (α), one obtains
Corollary 20 enable us to derive an integral formula for Q N , nevertheless, it does not give a complete answer on the behavior of Q N yet as finding an asymptotic formula for v (N ) as N → ∞ seems to be a not easy task.
Proposition 21. Let 0 < |α| < 1, N ∈ Z and Q N be as in (45). Then one has
where we use abbreviations s(u) = sn
Proof. By Corollary 20 and formulas (37), one computes
1 + q 2N +1 . In the RHS of the equality
substitute by formulas (37), interchange the summation and integrals and sum it up.
We conclude by comparing numerics of pseudospectrum of J(α) for α = 0.5 and α = 0.5i, see Figure 1 . The plots are computed in Mathematica as the log of the norm of the inverse of J(α) − z truncated to 1000 × 1000 matrix. Although all eigenvalues are real in both cases, the pseudospectra have completely different character and they suggest that the eigenvectors of J(α) for non-real α, |α| < 1, do not form a Riesz basis (as otherwise the ε-pseudospectrum should be contained in a κε-neighborhood of eigenvalues with some κ > 0, see, e.g., [19] ). More plots of pseudospectra of J(α) with various values of α can be found in Appendix B. 
The case |α| > 1
For the sake of completeness, we describe the spectral properties of the Jacobi operator J(α) also in the case when |α| > 1. However, the analysis is very similar to the case |α| < 1, therefore we provide only final formulas omitting detailed derivations.
In fact, the problem is reformulated using the operatorJ(β) associated with Jacobi matrix
Hence, if |α| > 1, then 0 < |β| < 1 and operatorJ(β) has discrete spectrum. Taking (46) together with (15) one obtains identities
Thus, for 0 < β < 1 and taking into account (49), one derives the analogue of (16), namely R e ixz dμ(x) = dn(z, β), whereμ(·) := e 1 , EJ (·)e 1 where EJ stands for the spectral measure ofJ(β). The application of the inverse Fourier transform and the formula (51) then yields
Consequently, one has σ(J(β)) = π K(β) Z for 0 < β < 1. For the corresponding Weyl m-function, one derives the Mittag-Leffler expansioñ
. which holds true for any 0 < |β| < 1 and z ∈ ρ(J(β)). Consequently,
and all eigenvalues are simple. From equations (28) , it follows that the vectorũ = {ũ n } n∈N defined by formulas
are eigenvectors ofJ(β) corresponding to eigenvalues
A straightforward application of formulas (26) yields the asymptotic relations
Orthogonal polynomials studied by Carlitz in [7, § § 8] are determined recursively by the recurrence ruleP n+1 (x) = xP n (x) − β 2 w 2 n−1Pn−1 (x), n ≥ 2, with initial conditionsP 1 (x) = 1 andP 2 (x) = x; sequence {w n } n∈N is as in (1) and α = β −1 . For the sequence of polynomialsp = {p n } n∈N satisfying the eigenvalue equationJ (β)p(x) = xp(x) and normalized such thatp 1 (x) = 1, one gets
The eigenvectorsṽ (N ) are related to these polynomials by relatioñ
For n ∈ N, one readily verifies that
Consequently, identities (42) and (43) yield
Let us end with the integral formula for the norm of the eigenprojectioñ
which reads
Jacobian elliptic functions are deeply investigated and very well-known. For convenience, some of their selected properties, which are used within the paper, are summarized here. As a primarily source we use [20] , other useful references are [1, Chp. 16] , [24] and [2] .
The (copolar) triplet of Jacobian elliptic functions sn(u, α), cn(u, α) and dn(u, α) can be defined with the aid of Jacobi's theta functions, see [20, Eqs. (2.1.1-3)] (modulus α coincides with k in the Lawden's notation). Each of these functions is meromorphic in u (for fixed α) with simple poles and simple zeros and is meromorphic in α (for fixed u). In most applications, the range for the modulus α is restricted to 0 < α < 1. As such, all three functions are real-valued for u ∈ R.
Taylor series expansions of Jacobian elliptic functions can be written in the form:
Expansions (47), (48) and (49) are absolutely convergent for |α| ≤ 1 and |u| < π/2, see [30, Thm. 3.2] . For n ∈ N, C n (x) is a polynomial in x of degree (n − 1)/2 with positive integer coefficients. No explicit formula for polynomials C n is known, although a lot of authors studied them and found various combinatorial interpretations for their coefficients. Let us mention at least [13, 29] . Polynomials C n may be computed recursively by formulas
and C 0 (x) = 1. First few polynomials C n (x) read
Zeros, poles as well as periodicity properties of Jacobian elliptic functions are expressible in terms of the complete elliptic integral of the first kind
, where the principle square root is used. As function of α 2 , K is analytic in C \ [1, ∞). Note that K(α) > 0 whenever α 2 < 1. The conjugate elliptic integral K is defined as K (α) = K(α ) where the complementary modulus α satisfies α 2 + α 2 = 1. Similarly, as function of α 2 , K is analytic in C \ (−∞, 0]. Finally, recall the nome q(α) = exp(−πK (α)/K(α)); the dependence on the modulus α is suppressed in the notation for q. Note that all functions sn, cn, dn, K, K and q are functions of α 2 rather then α. 
where | Im(u/K(α))| < Im(iK (α)/K(α)). 
and sn(u + 2K(α), α) = − sn(u, α), cn(u + 2K(α), α) = − cn(u, α),
sn(u + 2iK (α), α) = sn(u, α), cn(u + 2iK (α), α) = − cn(u, α),
sn(u + iK (α), α) = 1 α sn(u, α) , cn(u + iK (α), α) = − i dn(u, α) α sn(u, α) , 
cn(u + v) − cn(u − v) = 2 sn(u) sn(v) dn(u) dn(v) 1 − α 2 sn 2 (u) sn 2 (v) ,
and formulas for derivatives, see [1, Sec. 16.16] , ∂ ∂z sn(z, α) = cn(z, α) dn(z, α), ∂ ∂z cn(z, α) = − sn(z, α) dn(z, α), ∂ ∂z dn(z, α) = −α 2 sn(z, α) cn(z, α).
(59)
Appendix B. Pseudospectra of J(α)
We investigate numerically the pseudospectra of J(α) for α lying close to the unit circle, see Figure 2 , and approaching i from inside, see Figure 3 . The plots suggest that in spite of the reality of the spectrum in some cases, the pseudospectra (and so the basis properties of eigenvectors) crucially depend on the self-adjointness of J(α). 
