Compared to open surgery, minimal invasive surgery offers reduced trauma and faster recovery. However, lack of direct view limits space perception. Stereo-endoscopy improves depth perception, but is still restricted to the direct endoscopic field-of-view. We describe a novel technology that reconstructs 3D-panoramas from endoscopic video streams providing a much wider cumulative overview. The method is compatible with any endoscope. We demonstrate that it is possible to generate photorealistic 3D-environments from mono-and stereoscopic endoscopy. The resulting 3D-reconstructions can be directly applied in simulators and e-learning. Extended to real-time processing, the method looks promising for telesurgery or other remote vision-guided tasks.
INTRODUCTION
Compared to open surgery, minimal invasive surgery (MIS) offers many advantages, such as reduced trauma and scarring, less pain and complications, faster recovery (reconvalescence) and shorter hospitalization time. However, indirect viewing with an endoscope limits (anatomical) orientation and space perception during MIS. In quite a few surgical applications the endoscope is explicitly used to systematically scan a body cavity. Examples are: gastroscopy, colonoscopy, in uterus endoscopic treatment of twin-to-twin transfusion syndrome, as well as endoscopic treatment of bladder cancer and the periodical control cystoscopies over (a life-long period) 5 years thereafter, etc. Surgeons must build a mental 3D-model from sequentially scanned anatomical details. Stereo-endoscopy (e.g. using the Da Vinci robot [14] or hand-held (laparo) endoscopes [36] ) improves depth perception, but still only offers stereopsis within the direct endoscopic field-of-view.
We describe a novel technology that can reconstruct 3D panoramas from video streams of endoscopically explored body cavities. This medical application builds further upon our previously described 3D crime-scene reconstruction technology [13] . The method is basically compatible with any endoscope and provides a much wider cumulative overview than single endoscopic image frames can offer. The technology is an add-on to existing endoscopy systems. It does not need position tracking, additional markers or expensive (MR or CT) pre-scans, because it is purely based on information that is extracted from the endoscopic images.
We demonstrate photorealistic 3D environments generated from single (mono) and dual channel (stereo) laparoscopic video data. Stereo endoscopes are becoming more-and-more standard tools for MIS [32] . Our 3D environments can be directly applied in simulators for endoscopic surgery and e-learning, showing 3D-views that respond to manipulation of a joystick or other endoscopic camera simulator tool. When practicing with an endoscopic simulator, the method can also visualize position and orientation of the simulated endoscope relative to the environment as viewed from a virtual perspective outside the simulated endoscope; improving the situational awareness of the operator and mentor. The method also allows measurement of distances and sizes. If extended to real-time processing, the method looks promising for tele-surgery or other remote vision-guided tasks requiring spatial visualization and complex navigation.
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Many aids ha light [6] is applied between two images, recorded at different viewpoints. For an example of a stereo disparity algorithm that takes rectified stereo images from a calibrated set-up, see van der Mark et al. [21] . This approach assumes that the translation and orientation difference between the two viewpoints is exactly known, so that the 3D stereo reconstruction can be performed with the real world scale. However, for our experiments we have used two different approaches that can combine information from more than two viewpoints to obtain dense point clouds.
The first method is a multi-view approach as developed by Furukawa [11] and used in PMVS. Instead of using just two images -as in conventional stereo disparity estimates -as much images as possible are used to reconstruct 3D surface points. This procedure assumes that all camera positions have been computed before the dense reconstruction starts. The process starts with a sparse set of matched keypoints, and repeatedly expands these to nearby pixel correspondences before using visibility constraints to remove false matches.
The second method is similar to that of Newcombe [24] [25]. It uses optical flow for the dense matching between pairs of images [34] and then computes the 3D position of points with stereo triangulation [15] . This approach results in highquality accurate reconstructions with only a low number of holes. The technique can be applied to left-right images of one stereo-pair and to monoscopic images over time. An advantage of the stereo approach is that we obtain depth values for many pixels in the left image and when the neighbor pixels are connected with triangles before placing the 2D pixels in the 3D world we easily acquire a triangular mesh for each stereo pair.
For visualization purposes the actual scale of the 3D reconstruction is less important, unless the final reconstruction is used for measurements. A calibration procedure is available to acquire the camera model and the relation between the left and right camera of the stereo-endoscope. In a fixed setup this calibration has to be performed only once. Once the stereo-endoscope is calibrated, the 3D stereo reconstruction acquires the real world scale. 
Surface reconstruction
This subsection describes the step from a dense 3D point cloud to a geometric model of a smooth surface mesh ( Figure  3 ). This conversion allows us to separate the geometrical shape model and the textural color description. The separation enables fast creation of shape models at acceptable quality while preserving all details that are visible in the input highdefinition video stream.
Our dense stereoscopic method creates a dense surface for each stereo pair and uses the ego-motion estimation to align these surface meshes. To create a single surface mesh, we consider the fact that we either have a dense point cloud or a set of aligned surfaces meshes. For both types of 3D reconstructions we only consider the point clouds and fit a new surface mesh through this point cloud using the Poisson algorithm [16] . Afterwards we transpose the colors of the dense point cloud to the vertices of the Poisson mesh and automatically cut away the part without overlap with the dense point cloud. Note the extra resolution given by the texture mapping.
Texture mapping region selection
The goal of texture mapping is to obtain a 3D visualization with the highest resolution and quality. For each 3D point we can calculate the best image to be used for texture mapping for a region near this 3D point. We do this by calculating for all sample points a score for each projection image based on:
1) The distance between the surface and the image 2) The angle between the viewing direction and the surface normal 3) The local sharpness of the image (we use [20] for sharpness estimation).
4) The distance from the projected point to the image boundary (near the image border the distortion and vignetting is higher)
For texture mapping, we make a selection of sample points on the 3D surface. These sample points can be chosen freely. In our system we have used both random points and evenly distributed points. For each point we can calculate the projected 2D point in camera j, we denote this point by , . Let be an estimated normal vector to the surface at and v {i,j} the direction from to , . We denote by , the sharpness of the image at , as measured by the algorithm [20] . Let R be the radius of the image (in pixels) and , be the distance from point , to the border of the image. The scoring function used is:
(1) The first term in the scoring function is the theoretical sharpness, assuming we have perfect imaging but a limited number of pixels. The second term is a more empirical term taking into account that the scene is not everywhere in focus and that the imaging is best at the center of the image. The variables and are parameters that can be tuned to the dataset.
For each sample point on the surface, we then take the image with the best texture mapping score as the input image. We define texture mapping regions on the surface by calculating for each point on the surface the nearest sample point. By applying a smoothing operation to the regions we prevent fragmentation of the texture mapping regions. In particular we remove isolated regions ( Figure 5 ). Figure 5 . Surface with different regions (indicated by coloration) to be used for texture mapping. The image to be used for each sample point is determined by Equation (1). The regions are then calculated by using a distance map and removing isolated regions.
Color correction
Problems due to color and illumination variations in the images are caused by a moving light source that is fixed to the endoscope, or vignetting which makes the images darker near the boundary. The stitching of images without color correction results in a terrible 'Frankenstein'-effect ( Figure 6 ). Color corrections are created similar to the region selection, but instead of creating regions on the 3D surface, we create color correction regions in the 2D images.
For each sample point on the 3D surface and for all corresponding 2D projections we can sample the average color near this point. On the images we do this by taking the average color near a projected point in a small region, we have used a typical sampling distance of 8 pixels. On the 3D surface we sample a color by taking the average color of all nearby surface vertices. These nearby points can be efficiently calculated using a KNN structure [1] .
For a single image there are many projected points and for each projection we can compare the sample color from the 3D point and the sample color from the projection. For each pair of a 3D surface point and a projected point in the image x {i,j} we can calculate a scaling of the color (either in RGB or HSV color space) that matches the colors. By scaling the intensity and saturation channels of the colors, we can calculate a scaling factor that makes the colors in the projected image similar to the sample color of the 3D point. This yields for each 2D projection a scaling factor for the color. We extrapolate the scaling factor to the entire image by using a distance transform and some smoothing operations.
An example of color correction is given in Figure 7 . The image is a single frame from the video stream of a stereo endoscope. Due to the position of light source with respect to the stereo endoscope, the left video channel has a dark band in the right (and the right video channel has a dark band on the left). Note that in the color corrected image, the dark border on the right of the image has been corrected. Using the scaling factor that is calculated on the entire image we can calculate color corrected images. All images have been corrected to match the colors on the reconstructed surface. This means that we have created a global color correction, and the colors of the images will agree on the borders of the texture mapping.
So far we have not dealt with non-rigid surfaces or reconstruction errors. A possible method to do this is to calculate deformations necessary in order to make the different images agree. Calculation of the deformations can be done using methods such as optic flow. Then the method of sampling points on the reconstructed surface can again be used to calculate deformations of the images that are globally consistent (and not only locally).
EXPERIMENTS AND RESULTS

Experimental setup
For the experiment, we recorded streaming video of a radical prostatectomy that was performed with a first generation DaVinci Robot of Intuitive Surgical in Canisius Wilhelmina Hospital (CWZ) in Nijmegen, The Netherlands. This DaVinci system generates stereoscopic (left and right channel) S-Video, which was digitized using two synchronized Pleora iPORT engines (PT1000-ANL-1-6-V2-E) and captured with a DELL XPS laptop with RAID hard disk system, 2x GB-LAN (1 connector and 1 express card). Newer generations of the DaVinci Robot generated stereoscopic HD-SDI, which was recorded with two synchronized Panasonic P2 recorders (AG-HPD24E).
Tools used for visualization are a viewer developed by TNO based on OpenSceneGraph [26] . This viewer can show points clouds, meshes and perform region-based texture mapping. The viewer can display the reconstructions on screens with and without 3D.
Live projection [35] of video streams on a 3D HDTV is possible, e.g. with Panasonic (TX-P50VT20E) or Sony (LMD-2451MT). The Sony product is developed for medical applications and uses passive (polarized) glasses (Figure 9 ).
Results
From the recorded video stream, we are able to generate photorealistic 3D panoramic environments from a mono-or stereoscopic video stream (Figure 8 ). Figure 8 . The dense 3D reconstruction shows a photorealistic environment. Figure 9 . Live 3D view, recording, and playback on a 3D television in the operation theatre.
CONCLUSIONS
We described a novel technology that can reconstruct 3D panoramas from video streams of body cavities explored by endoscope. Our methods are compatible with any mono-or stereoscopic endoscope and provides a much wider cumulative overview than single endoscopic image frames can offer. The technology is an add-on to existing endoscopy systems. It does not need position tracking, additional markers or expensive (MR or CT) pre-scans, because it is purely based on information that is extracted from the endoscopic images.
We demonstrate photorealistic 3D environments generated from single channel (mono) and dual channel (stereo) laparoscopic video data. To assist in navigation, the method can visualize position and orientation of the endoscope relative to the environment as viewed from a perspective outside the endoscope. The method also allows accurate measurement of distances and sizes. The resulting 3D reconstructions can be directly applied in endoscopic simulators and e-learning. Extended to real-time processing, the method looks promising for tele-surgery or other remote visionguided tasks requiring spatial visualization and complex navigation.
