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A REGULARIZED NEWTON-LIKE METHOD FOR NONLINEAR PDE
SARA POLLOCK
ABSTRACT. An adaptive regularization strategy for stabilizing Newton-like iterations
on a coarse mesh is developed in the context of adaptive finite element methods for non-
linear PDE. Existence, uniqueness and approximation properties are known for finite el-
ement solutions of quasilinear problems assuming the initial mesh is fine enough. Here,
an adaptive method is started on a coarse mesh where the finite element discretization
and quadrature error produce a sequence of approximate problems with indefinite and
ill-conditioned Jacobians. The methods of Tikhonov regularization and pseudo-transient
continuation are related and used to define a regularized iteration using a positive semi-
definite penalty term. The regularization matrix is adapted with the mesh refinements
and its scaling is adapted with the iterations to find an approximate sequence of coarse
mesh solutions leading to an efficient approximation of the PDE solution. Local q-linear
convergence is shown for the error and the residual in the asymptotic regime and numer-
ical examples of a model problem illustrate distinct phases of the solution process and
support the convergence theory.
1. INTRODUCTION
This note discusses a practical regularization technique used in an adaptive finite el-
ement method (AFEM) for nonlinear and in particular stationary quasilinear problems.
The method uses Tikhonov regularization to stabilize a sequence of coarse-mesh prob-
lems leading to an adaptively generated mesh where the approximate problem is well-
posed. It is demonstrated using a positive semidefinite penalty matrix based on the Lapla-
cian, essentially penalizing iterates for being far from H2. This stabilization technique
is particularly relevant in the context of adaptive methods where quadrature approxi-
mations of the problem data on a coarse mesh may produce linearizations with sharp
spikes and ill-conditioned and indefinite Jacobians. The goal is to stabilize the coarse
mesh problem enabling local refinement to enrich the solution space first to resolve the
problem data, and then to obtain an accurate solution. The alternative of starting on a
uniformly fine mesh creates an unnecessarily large problem as many degrees of freedom
are added where the data is smooth and already well approximated; moreover, it may not
be a priori known how fine of an initial mesh is necessary run the computation without
stabilization.
Borrowing from the techniques used in ill-posed problems, Tikhonov regularization
is applied as in for example [9, 10, 20, 16, 15, 3, 13] and the references therein, to sta-
bilize the possibly indefinite Jacobian with an appropriate penalty term in an automated
way, ultimately attaining an efficient adaptive method once the problem data is resolved.
The resulting Newton-like iteration on each mesh refinement is similar to a well ana-
lyzed and motivated method found in the work of Bank and Rose in [1] and [2] for
uniformly monotone problems; and more generally as the pseudo-transient continuation
(Ψtc) method discussed in the context of Newton-methods in [8] and developed in for
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example [18, 12, 7, 17]. The discussion here relates the Tikhonov-regularization point
of view to that of pseudo-transient continuation and extends the Ψtc theory to penalty
matrices with adaptively expanded nullspaces.
This work differs from the well-developed adaptive framework for solving nonlinear
PDE in [11] as this presentation addresses the coarse mesh regime dominated by quad-
rature error where the nonlinear solver is designed to approach a stable state, even if to
a local rather than global minimizer in the interest of determining the next mesh refine-
ment. In the context of adaptive finite difference methods for two-point boundary value
problems, [21] discusses the critical mesh-spacing necessary for the Newton iterations
to remain in the domain of convergence across mesh refinements. The presence of an
analogous critical mesh-spacing is detected in the numerical examples presented here,
and the analysis of this is under investigation by the author.
The remainder of the paper is organized as follows. Section 2 describes the quasilin-
ear problem and its finite element implementation. Section 3 introduces the Newton-like
iterations and relates the concepts of Tikhonov regularization and pseudo-transient con-
tinuation. Section 4 describes three phases of the solution process and provides local
convergence results for the error and residual in the final, asymptotic phase. Section 5
demonstrates the method and the distinct solution phases on a model problem.
2. PROBLEM SETUP
The goal of an adaptive method is the efficient approximation to the solution of a
problem, achieved by selectively increasing the degrees of freedom. The focus of this
discussion is developing a stabilized solver for an adaptive method where due to sharp
gradients and near-singularities in the data, the nonlinear problem is not well resolved on
one or more of the initial coarse meshes and an approximate coarse mesh solution must
be found in order to run the adaptive method.
Throughout this discussion, (u(x), v(x)) =
∫
Ω
u(x)v(x) dx, and similarly for vector-
valued functions. Consider the quasilinear PDE in divergence form
F (u) := −div(κ(u)∇u)− f(x, y) = 0 in Ω ⊂ R2, u = 0 on ∂Ω, (2.1)
for polygonal domain Ω and F : X → Y ∗ with F ′(u) ∈ L(X, Y ∗) for real Banach
spaces X and Y . For f ∈ L2(Ω) ∩ L∞(Ω) and κ(u) bounded away from zero with lth
derivative D(l)(κ(s)) bounded for l = 0, 1, 2 as in [5], then there is a unique solution
u ∈ W 1,p(Ω), with 2 < p < ∞. This problem also fits into the context of [22] with the
assumption that κ(u) is bounded and F ′(u) : H10 (Ω) → H−1(Ω) is an isomorphism, in
which case u is an isolated solution. The weak form of (2.1) is given by, find u ∈ X such
that
B(u, v) := (κ(u)∇u,∇v)− (f, v) = 0 for all v ∈ Y. (2.2)
The discretized equation is, find uh ∈ Xh such that
B(uh, v) = 0 for all v ∈ Yh, (2.3)
where Xh ⊂ X and Yh ⊂ Y are discrete finite element spaces with respect to triangu-
lation Th, where the family of triangulations {Th}0<h<1 is regular and quasi-uniform in
the sense of [6]. Computationally, rather than solving (2.3), one solves an approximate
discrete problem as given by, find uh ∈ Xh such that
Bh(uh, v) := (κh(uh)∇uh,∇v)− (fh, v) = 0 for all v ∈ Yh, (2.4)
where κh and fh are approximations to κ and f evaluated by quadrature on triangulation
Th. On a sufficiently fine mesh, (2.4) is a good approximation on (2.3), and quadrature
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error may be neglected in the analysis. Following [5] and the references therein, under
the above assumptions the inf-sup conditions hold for problem (2.1) and the discrete inf-
sup conditions hold for problem (2.3), assuming the meshsize h is small enough; see
also [22] and [19] for an alternative discussion describing the small meshsize condition.
In particular, taking Xh = Yh = Vh the finite element space of linear Lagrange finite
elements P1 over Th that satisfy the homogeneous Dirichlet boundary conditions,
inf
vh∈Vh
|vh|1,p=1
sup
wh∈Vh
|wh|1,q=1
(F ′(u)vh, wh) ≥ β0 > 0 (2.5)
with X = W 1,p0 (Ω), Y = W
1,q
0 (Ω) and F ′(u) : W
1,p
0 (Ω) → W−1,p = Y ∗, for p > 2
and 1/p + 1/q = 1. This yields existence, uniqueness and approximation properties of
uh the solution to the exact discrete problem (2.3). The discussion now focuses on the
pre-asymptotic regime in which (2.4) is not a good approximation to (2.3), the meshsize
is not sufficiently small and the discrete inf-sup condition (2.5) is not assumed. However,
the sequence of coarse-grid problems are still of use in obtaining a mesh where quadra-
ture error becomes negligible and (2.5) holds. The remainder of the paper describes an
asymptotically efficient algorithm to stabilize and solve the nonlinear problem (2.4) with
a regularized Newton-like method.
3. REGULARIZED METHODS
On each refinement of the mesh, the solution to the nonlinear problem (2.4) is approx-
imated iteratively. The following notation is used in the remained of the paper: the nth
iteration subordinate to partition Th is denoted unh, or unk on the kth partition Tk; un is the
nth iteration on a fixed partition and uk is the final iteration on the kth mesh, taken as the
approximate solution on Tk. For the standard Newton method starting with initial guess
u0, iterate until convergence:
solve: Anxn = F n
update: un+1 = un + xn, (3.1)
where An is the Jacobian matrix associated with (2.4) with respect to the finite element
basis, found by taking the Gateaux derivative of F (v) in direction w given by F ′(v)w =
d
dt
F (v + tw)
∣∣
t=0
. With Vh = Xh = Yh and {φi} the set of basis functions for Vh, the
Jacobian matrix for iteration n on partition Th is assembled by
Anij = (κ
′
h(u
n
h)φi∇unh,∇φj) + (κh(unh)∇φi,∇φj), (3.2)
where all functions of unh in (3.2) are evaluated by quadrature. The residual vector is
assembled by
F nj = −{(κh(unh)∇unh,∇φj)− (fh, φj)}. (3.3)
Newton’s method, algorithm (3.1) converges quadratically for u0 close enough to u∗
the solution to F (u∗) = 0, and otherwise may converge slowly or fail to converge al-
together. Following the ideas used in the solution of ill-posed problems as for example
in [9, 3, 13], consider stabilizing the real d-dimensional matrix problem at each iteration
by Tikhonov regularization. The solution xn of Anxn = F n for invertible matrix An is
the unique solution of the minimization problem
xn = argmin x∈Rd‖F n − Anx‖2. (3.4)
More generally, wnα is the unique minimizer of the Tikhonov functional
wnα = argmin w∈RdGα(w), with Gα(w) := {‖F n − Anw‖2 + α‖Rw‖2}, (3.5)
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for stabilization matrix R and parameter α. The necessary and sufficient optimality con-
dition on wnα requires G′α(wnα) = 0, resulting in the regularized normal equations(
αnR
TR + An
T
An
)
wnα = A
nTF n. (3.6)
The solutionwnα to (3.6) is the Tikhonov approximation to xn, the solution to (3.1). AsAn
and F n are constructed by (3.2) and (3.3) with respect to the approximate problem (2.4)
rather than (2.3), both can be viewed as noisy data. As the noise due to quadrature
error pollutes both F n and An, the problem departs from the analysis of linear ill-posed
problems where only the right-hand side data is considered noisy and an a priori bound of
‖F n − F nδ ‖ ≤ δ, with noise level characterized by δ is used in the convergence analysis.
Here, the αn andRh should be chosen so that αnRThRh → 0 as both κh → κ and fh → f .
Remark 3.1. Also unlike the case of ill-posed problems, the equation Anun = F n as-
sumes F n ∈ range (An). The normal equations are used to create stability when the
Jacobian matrix An is indefinite, ensuring the shift in the spectrum of the left-hand side
operator is away rather than towards zero. For a coercive elliptic problem with variable
diffusion coefficients, the discrete approximation to the bilinear form even with quadra-
ture error can also be shown coercive [4]. Tikhonov regularization of a linear problem in
that case can be observed to stabilize the initial sequence of coarse-mesh solutions, but
an eventual solution on an adaptive mesh can be achieved with or without regularization.
For the problem considered here, let R the Laplacian stiffness matrix assembled by
Rij = (∇φi,∇φj). (3.7)
There is significant literature on the choice of regularization parameters for ill-posed
problems, see for instance [10, 20, 9, 16, 15, 3, 13] and the references therein; and an
analysis of parameter choice for this discrete well-posed if noisy problem is the topic of
current investigation by the author. In the scope of this article, examples of regularization
parameters αn and Rh are demonstrated to effectively stabilize the model problem and
allow accurate approximation of (2.2). With An and F n assembled by (3.2) and (3.3)
obtain the regularized Newton-like iteration
solve:
(
αnR
TR + An
T
An
)
wnα = A
nTF n
update: un+1 = un + wnα. (3.8)
Tikhonov regularization theory is based on the normal equations formulation (3.8). In
the special case where the Jacobians An are known to be positive definite, the following
secondary formulation which exploits the sparsity of the Jacobian may be used.
solve: (αnR + An)wnα = F n
update: un+1 = un + wnα. (3.9)
While more efficient due to maintaining the sparse structure of the original problem,
method (3.9) may actually shift a nonpositive spectrum close to zero and is generally the
less robust of the two methods. Formulation (3.8) creates stability for indefinite Jacobians
but with a loss of sparse structure: it stabilizes the computation on the coarsest grids but
it is preferable to switch to the algorithm (3.9) once the discretization yields positive
Jacobians. Determining efficiently computable criteria for choosing which formulation
to use is a topic of further investigation by the author, and is presently performed based
on the size of the initial residual on each mesh refinement. If stability is the priority, the
adaptive algorithm can be run with (3.8) alone.
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Remark 3.2. A note is made in [1] regarding the relation of the “s” method and a method
of the form (3.9) if the penalty term R is symmetric positive definite. If R is invertible,
then (3.9) fits into the framework of pseudo-transient continuation as described in for
example [8, 7, 12, 17]; and the “s” method of Bank and Rose falls into this category.
For the solution u∗ of the nonlinear problem g(u) = 0, the iteration (3.9) is given by
(αnR + g
′(xn))wn = g(xn), where R is a positive semidefinite linear functional with
adjoint R∗. The “s” method is given by
solve:
(
1
sn
I + g′(xn)
)
wn = g(xn), un+1 = un + wn, (3.10)
and can be thought of as a homotopy or continuation method to determine a path from
initial guess u0 to steady state u∗ by integrating the ODE
du
dt
+ g(u(t)) = 0, u(0) = u0. (3.11)
Setting sn = tn+1 − tn, and letting un approximate u(tn), (3.11) is discretized by
d
dt
un+1 + g(un+1) = 0. (3.12)
Applying a backward Euler approximation to d(un+1)/dt and linearizing g(un+1) about
g(un), obtain the iteration (3.10). The present method (3.9) may be similarly described
by considering the ODE
d
dt
(Ru(t)) + g(u(t)) = 0, u(0) = u0, (3.13)
in place of (3.11) for linear operatorR. In this sense, R may be though of as regularizing
the path from u0 to u∗ with αn = 1/sn large enough, i.e., the step-size sn chosen small
enough for stability. Notably, there is no requirement for R to be invertible and in some
cases it is preferable to choose R so the exact solution u∗ lies in or at least close to the
nullspace of R. Method (3.8) based on the normal equations fits into the Ψtc context by
applying the same discretization to the ODE
d
dt
(R∗Ru(t)) + g′(u(t))∗g(u(t)) = 0, u(0) = u0 (3.14)
with g′(un+1)∗ the formal adjoint of g′(un+1) approximated by g′(un)∗. In light of this
observation, both (3.8) and (3.9) can be seen as Tikhonov regularization with the strength
of the penalty term controlled by α or as pseudo-transient continuation with timestep
s = 1/α.
Ideally, the exact solution u should be in the nullspace of the regularization matrix;
another view is the regularization should penalize against undesirable properties of the
iterates such as sharp spikes or high curvature determining a smoothed path for the ho-
motopy method to follow. Choice of an appropriate matrix then depends on a priori
knowledge of the solution, for instance its regularity. The Laplacian for example pe-
nalizes against spikes in curvature. Development of more precise and localized penalty
terms is under investigation by the author; the examples in Section 5 use a sequence
of singular penalty matrices found by applying a cutoff to the Laplacian penalty ma-
trix, regularizing only degrees of freedom where the error spikes as determined by an
a posteriori error indicator. This method of adaptively expanding the nullspace of the
penalty matrix with each mesh refinement has been observed to reduce the time spent in
Newton-like iterations by approximately 85% as compared to the full-rank regularization
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technique when the algorithm is run from a coarse mesh until asymptotic error reduction
is achieved.
4. SOLUTION PROCESS
In the spirit of [7, 17] the adaptive method is discussed in three phases. Similarly
to [21] and the recent [11], iterations are are stopped and the mesh is refined some number
of times during each phase, characterized as follows.
Initial phase: Quadrature error dominates and the iterations defined by (3.8) use a
large penalty term or small timestep. Iterations are stopped when decrease of the residual
slows and the mesh is refined using an a posteriori error indicator. If the residual fails
to decrease, the coarsest elements of the mesh are refined and the solution process is
restarted with the initial guess for the next refinement reset to zero. At present, there
are no convergence results for this phase; at worst, the coarse mesh elements are refined
sufficiently-many times to bring the algorithm to the next phase.
Pre-asymptotic phase: Quadrature error is still large but iterates defined by (3.8)
converge to a smooth local minimizer of the Tikhonov functional Gα(w). On each mesh
refinement Tk the penalty term starts large and decreases guided by the norm of the
residual, i.e., αn = γn‖F n‖. Iterations are stopped when decrease in residual slows or
the residual drops below a preset tolerance; the mesh is refined using an a posteriori
error indicator, and the Newton-like iterations on each new refinement are started with
the interpolation of the solution from the previous refinement onto the current mesh.
Asymptotic error reduction: The problem is well approximated and the mesh may be
assumed sufficiently fine so existence and uniqueness results for the nonlinear problem
and its finite element approximation apply. In this phase the method may be switched
from (3.8) to (3.9) as the problem is bigger in terms of total dof and it is advantageous
to exploit the sparsity of the Jacobian. The regularization term is small and may be
phased out altogether. Iterations are stopped when the residual decreases below a preset
tolerance; the mesh is refined using an a posteriori error indicator, and the Newton-like
iterations on each new refinement are started with the interpolation of the solution from
the previous refinement onto the current mesh.
In the initial phase, iterates at best approach local minimizers. The mesh is coarse
and the problem is relatively small but the overall efficiency of the algorithm could be
improved by determining early stopping criteria when iterates fail to converge. This is a
topic of current investigation by the author.
4.1. Local Convergence. Local convergence describes the behavior of the method in
the asymptotic error reduction phase, where the initial guess on a given refinement is
sufficiently close to a minimizer. The relevance of this analysis is the regularization
term does not prevent the iterates from converging to the correct solution. An analysis
addressing the pre-asymptotic regime will be discussed in future work, for instance by
considering the sequence of approximate problems as snapshots of a stiff PDE.
For clarity of presentation, the algorithm is analyzed for finding a zero of function
g(x). Relating the notation to the assembled matrices (3.2) and (3.3) used in computation,
An discretizes g′(un) and F n discretizes g(un). Let x∗ the solution to g(x) = 0 and
denote the open ball B(x∗, ε) = {x ∣∣ ‖x− x∗‖ < ε}. Denote the error en = xn − x∗.
Assumption 4.1. (c.f. Assumptions 2.2-2.3 of [7]). There exist β, ωL and ε1 > 0 so that
for positive semidefinite R, and for all 0 < αn < αM , then for all x ∈ B(x∗, ε1):
1) ‖g′(x)− g′(y)‖ ≤ ωL‖x− y‖ for all y ∈ B(x∗, ε1).
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2) αnR + g′(x) is invertible.
3) ‖(αnR + g′(x))−1‖ ≤MI .
4) ‖(αnR + g′(x))−1(αnR)‖ ≤ αn/β1+αn/β .
Assumption 4.1 (4) characterizes the stability of the approximate Jacobian, c.f., As-
sumption 2.3 in [7] and Assumption 2.1.3 in [17]. Unlike the standard Newton method,
it is not assumed here that g′(x) is invertible or has a bounded inverse, and the role of
the regularization term αnR is to bound the inverse of the approximate Jacobian away
from zero in a well-conditioned way in the sense of Assumption 4.1 (4). With these as-
sumptions which describe the asymptotic phase of the algorithm, local convergence of
the error is shown, and under similar assumptions local convergence of the residual is
then demonstrated. It is relevant to show this for algorithm (3.9) as the problem data has
stabilized enough to take advantage of the sparse approximate Jacobian in this phase.
Theorem 4.2. Let αn < αM and let Assumption 4.1 hold. Then there is εE so that for
xn ∈ B(x∗, εE), the iteration (4.1) converges q-linearly. The regularized iteration is
given by
xn+1 − xn = −(αnR + g′(xn))−1g(xn). (4.1)
Proof.
en+1 = en − (αnR + g′(xn))−1g(xn)
= (αnR + g
′(xn))−1(g′(xn)en − g(xn)) + (αnR + g′(xn))−1(αnR)en. (4.2)
The first term in (4.2) is bounded by Assumption 4.1 and the integral mean value
theorem together with the Lipschitz assumption on g′(x).
‖g′(xn)en − g(xn)‖ = ‖g′(xn)en −
∫ 1
0
g′(x∗ + ten)en dt‖
≤ ωL
∫ 1
0
‖en‖2(1− t) dt = ωL
2
‖en‖2, (4.3)
yielding
‖(αnR + g′(xn))−1(g′(xn)en − g(xn))‖ ≤MI ωL
2
‖en‖2. (4.4)
The second term in (4.2) is bounded by Assumption 4.1 (4). Then
‖en+1‖ ≤ ‖en‖
(
MI
ωL
2
‖en‖+ 1
1 + β/αn
)
. (4.5)
To establish q-linear convergence, set
ε2 =
1
(MIωL)
αM/β
(1 + αM/β)(1/2 + αM/β)
, and εE = min{ε1, ε2}. (4.6)
Then, MIωL‖en‖/2+(1+β/αn)−1 < (1+β/(2αn))−1 for xn ∈ B(x∗, ε), and from (4.5)
‖xn+1 − x∗‖ ≤ ‖xn − x∗‖
(
αn/β
1/2 + αn/β
)
. (4.7)
Rearranging (4.5) yields
‖en+1‖ ≤ CA‖en‖
(
‖en‖+
(
αn
β
)(
1
CA
))
, with CA =
MIωL
2
,
yielding asymptotically quadratic convergence assuming the sequence αn → 0. 
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Remark 4.3. Maximizing (4.6) for ε = ε(y(α)) with y = α/β, obtain
max
y>0
ε(y) = (6− 4
√
2)
1
MIωL
≈ 1
3MIωL
,
with the maximum attained at α = β/
√
2. The constant β is a priori unavailable compu-
tationally, however this shows making α arbitrarily large does not enlarge the domain of
convergence of the algorithm. While it is not practical to test at every refinement, this also
yields the condition based on Assumption 4.1 (4), suggesting ‖(αnR + g′(x))−1(αnR)‖ ≤
1
1+
√
2
as a guideline for q-linear convergence of method (3.9).
A similar analysis shows the local q-linear and asymptotically quadratic convergence
of the residual. The following bound similar to Assumption 4.1 (4) is required.
Assumption 4.4. There exist βS and ε3 > 0 with ε3 ≤ εE so that for positive semidefinite
R and for all 0 < αn < αM , then for all x ∈ B(x∗, ε3):
‖(αnR)(αnR + g′(x))−1‖ ≤ αn/βS
1 + αn/βS
.
Theorem 4.5. Let the hypotheses of Theorem 4.2 and Assumption 4.4 hold. Then there
is εS > 0 so that for xn ∈ B(x∗, εS), the sequence of residuals defined by iteration (4.1)
converges q-linearly to zero.
Proof. Let ∆xn = xn+1 − xn. By the integral mean value theorem and iteration (4.1)
g(xn+1) = g(xn) +
∫ 1
0
g′(xn + t∆xn)∆xn dt
= g(xn) + g′(xn)∆xn +
∫ 1
0
[g′(xn + t∆xn)− g′(xn)]∆xn dt
= αnR(αnR + g
′(xn))−1g(xn) +
∫ 1
0
[g′(xn + t∆xn)− g′(xn)]∆xn dt. (4.8)
The first term of (4.8) is bounded by Assumption 4.4 and the second using the Lipschitz
condition, Assumption 4.1 (1). Then
‖g(xn+1)‖ ≤ 1
1 + βS/αn
‖g(xn)‖+ ωL
2
‖∆xn‖2
≤ ‖g(xn)‖
(
1
1 + βS/αn
+
ωLMI
2
‖∆xn‖
)
. (4.9)
By Theorem 4.2 for xn ∈ B(x∗, εE) the next iterate xn+1 ∈ B(x∗, εE) so that ‖∆xn‖ ≤
2εE. To establish q-linear convergence of the residual, choose ε4 small enough so that
by (4.9) and the same reasoning as in Theorem 4.2
‖g(xn+1)‖ ≤ ‖g(xn)‖
(
αn/βS
1/2 + αn/βS
)
. (4.10)
From (4.9) and iteration (4.1)
‖g(xn+1)‖ ≤ ‖g(xn)‖
(
1
1 + βS/αn
+
ωLM
2
I
2
‖g(xn)‖
)
≤ CB‖g(xn)‖
(
‖g(xn)‖+
(
αn
βS
)
1
CB
)
, with CB =
ωLM
2
I
2
, (4.11)
yielding asymptotically quadratic convergence to zero of the residual assuming the se-
quence αn → 0. 
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Proposition 4.6. With the domain of convergence as given by Theorem 4.2 and Theo-
rem 4.5, the sequences given by
αn = ‖g(xn)‖, and αn = ‖g(x
n)‖2
‖g(xn−1)‖ ,
both lead to asymptotically quadratic convergence of the residual, as predicted by (4.11).
The choice of parameter αn = γn‖g(xn)‖ is justified in [1] and related choices are
discussed in [8, 17] and the references therein. The parameter choice used in the present
results αn = ‖g(xn)‖2/‖g(xn−1)‖ and the relevant convergence theory for method (3.8)
will be further discussed in future investigations by the author.
5. NUMERICAL EXAMPLES
Consider the quasilinear stationary diffusion equation
F (u) := −div(κ(u)∇u)− f = 0 in Ω = [0, 1]× [0, 1], and u = 0 on ∂Ω,
with nonlinear diffusion coefficient
κ(s) = 1 +
1
((ǫ+ (s− a)2) , with ε = 10
−3, a = 0.5,
and load f(x, y) chosen so the exact solution u(x, y) = sin πx sin πy. Existence and
uniqueness of solutions is discussed in Section 2 following [5] and [22], assuming the
mesh is fine enough.
The problem is discretized with finite element space Vk consisting of linear Lagrange
finite elements P1 over partition Tk that satisfy the homogeneous Dirichlet boundary
conditions. On an initial mesh of 288 elements or less the Jacobian based on certain
iterates unk is observed to be indefinite, justifying the use of (3.8).
The algorithm is implemented using the finite element library FETK [14] and a direct
solver is used on each linear system. The mesh is refined with respect to local element
indicators. In the numerical examples that follow, standard residual-based indicators are
used both for mesh refinement and to determine which degrees of freedom to stabilize.
The local a posteriori residual-based indicator for element T ∈ Tk with hT the element
diameter is given by
η2T (v) = η
2
Tk(v, T ) := h
2
T‖F (v)‖2L2(T ) + hT ‖JT (v)‖2L2(∂T ),
JT (v) := J[κ(v)∇v · nK∂T , with jump JφK∂T := limt→0 φ(x+ tn)− φ(x− tn), where n
is the appropriate outward normal defined on ∂T .
On each mesh partition Tk the penalty matrix R = Rk is adapted from the Laplacian
stiffness matrix as in (3.7), modified by a cutoff against degrees of freedom vj for which
the local error indicator ηT = ηT (u0k) satisfies
ηT ≤
√
medianT∈Tk(ηT ),
for each element T which contains vj as a vertex. An investigation of conditions for
selective application of regularization is currently being investigated by the author. This
heuristic cutoff is used because of the observed separation in the magnitude of the local
error indicators. It is also observed with this cutoff that none of the degrees of freedom
get selected for additional regularization within a few mesh refinements past the point
where the error decays at its asymptotic rate.
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ITER ‖Fn+1‖ En γn Jn
0 95.8162
1 30.5175 0.0336786 1 1.16517
2 27.3112 0.0693449 0.5 1.1353
3 26.1526 0.0546612 0.894936 1.14712
TABLE 1. Newton-like iterations using (3.8) on a mesh of 320 elements
with regularization applied to 136 of 185 dof.
The regularization parameter αn that scales the penalty matrixRk is chosen as follows:
Set γ0 = 1. For n ≥ 1,
αn = γn‖F n‖, with γn = ‖F
n‖
‖F n−1‖ . (5.1)
To reduce rapid fluctuation of γn, correct to ensure γn−1/2 ≤ γn ≤ 1 in the case that
‖F n‖ < ‖F n−1‖ and γn ≤ 2γn−1 if ‖F n‖ > ‖F n−1‖.
On the first coarse mesh the Newton-like method is started with initial guess u00 = 0.
On subsequent refinements, u0k is chosen by interpolating uk−1 onto Vk. If the criteria for
exiting the Newton-like iterations are not met on partition Tk after a maximum allowed
number of iterations, the coarsest elements are refined, u0k+1 is reset to zero, and the
cutoff on the regularization is not used on Rk+1.
The criterium used for switching from method (3.8) to method (3.9) is the initial resid-
ual ‖F 0‖ < 50, tested on each mesh refinement. The stopping criteria for the iterations
are either
‖F n+1‖ ≤ tol, or (5.2)
‖F n+1‖ < ‖F 0‖ and ‖F n+1‖ < ‖F n‖ and γn > γn−1. (5.3)
Condition (5.3) effectively stops the iterations when the decrease in the residual slows
and allows the mesh to refine. The tolerance for (5.2) in this example is set at tol=10−7.
Data is shown for the adaptive algorithm starting from an initial mesh of 36 elements.
Snapshots of the solution and the adaptive mesh are shown for adaptive levels 10, 16
and 20, each representing a phase of the solution process with respect to Section 4.
Tables (1)-(3) summarize data for the iterations on the same refinements. The data shown
are the norm of the residual ‖F n+1‖ assembled by (3.3) with un+1k , the scaled difference
in iterates En = ‖(un+1k − unk)‖/‖unk‖, and the factors γn as determined by (5.1), and
Jn = ‖(αnRk + An)−1(αnRk)‖ from Assumption 4.1 (4) and Remark 4.3, with An
assembled by (3.2) with unk . Theory suggests (3.9) should converge q-linearly for Jn ≤
1/(1 +
√
2). The iterations after 10 refinements with 320 elements and 16 refinements
with 728 elements are run with (3.8).The iterations on the 20th adaptive mesh with 1500
elements are run with formulation (3.9).
Tables (1) and (2) both illustrate the stopping criterium based on the increase in factors
γn effectively stops the iterations when the decrease in the residual slows. As the theory
predicts an increase in the convergence rate as un → u, the the iterates in this case are
approaching a stable configuration other than the solution. Table (3) shows data based on
the first iteration using the standard method (3.9) and illustrates the q-linear convergence
once Jn < 1/(1+
√
2). In practice, the factors Jn are not computed, although they could
be periodically monitored.
Table (4) summarizes the data for the adaptive algorithm starting on the mesh of 36
elements. The solutions is reset and coarse elements refined if the iterations fail to meet
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ITER ‖Fn+1‖ En γn Jn
0 101.284
1 254.537 0.167595 1 5.61919
2 64.6942 0.0321575 2 2.09372
3 30.8987 0.0344072 1 1.90928
4 9.56493 0.0393813 0.5 1.35121
5 3.25445 0.0699149 0.309558 0.831689
6 1.89826 0.0635441 0.340248 0.525463
TABLE 2. Newton-like iterations using (3.8) on a mesh of 728 elements
with regularization applied to 309 of 389 dof.
ITER ‖Fn+1‖ En γn Jn
0 17.7935
1 1.71252 0.00742287 1 1.72215
2 0.518451 0.0218088 0.5 0.42968
3 0.0738831 0.0095354 0.302742 0.119834
4 0.00111901 0.0012099 0.151371 0.0100722
5 1.67738e-07 1.42661e-05 0.0756854 7.76983e-05
6 2.04483e-12 1.71896e-09 0.0378427 5.82459e-09
TABLE 3. Newton-like iterations using (3.9) on a mesh of 1500 elements
with regularization applied to 642 of 775 dof.
the stopping criteria after 20 iterations. The norm of the final residual ‖F k‖ assembled
by (3.3) from uk and the final regularization factor αk on each refinement Tk are shown,
as well as the ratio of regularized to total degrees of freedom. Up to level 19 the iter-
ations are run using (3.8) and the rest using (3.9). On the 25th refinement no dof are
selected for refinement and that remains the case for the following iterations, meaning
the standard Newton iteration (3.1) is run from that point forward. Both αk and ‖F k‖
show the three distinct solution phases. The solution is only reset during the initial phase
and converges on every level in the asymptotic phase. In between in the pre-asymptotic
phase the iterates approach a stable state other than the solution.
It is observed that starting on an initial mesh of 36, 72, 144 or 288 elements all adaptive
refinements reset at the same stages so the mesh and solutions agree in all cases. Starting
the algorithm with an initial mesh of 18 elements the mesh is asymptotically similar in
that the coarsest elements are the same size as the other cases when the algorithm runs
long enough, however there are minor differences in the element subdivisions on the
smaller elements. This predicts a minimum meshsize necessary to resolve the problem
data, c.f., [21] for the case of finite differences, and will be investigated in this context by
the author in future work.
Figure (2) shows the finite element solution after 10, 16 and 20 adaptive refinements
starting with an initial mesh of 36 elements. These snapshots illustrate the three phases
of the solution process discussed in Section 4 where the initial phase is characterized by
nonsmooth solutions; however, the adaptive mesh as shown in Figure (1) still enriches
the degrees of freedom where the data has the sharpest gradients. The pre-asymptotic
phase is characterized by smooth solutions which fail to converge to the solution of the
exact problem; in the asymptotic phase the finite element solutions converge to the exact
sinusoidal solution.
Figure (3) shows the H1 error (below) and error estimator (above) corresponding to
the iterations in Table (4) starting after the last reset and continuing to the 28th adaptive
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Level iterations ‖F k‖ αk Reg. dof
1 7 1276.48 1272.67 25/30
2 6 1288.69 1191.57 27/31
3 20 1157.12 1120.33 30/32
4 3 848.942 846.74 49/49
5 20 858.131 775.344 43/55
6 10 482.029 374.066 85/85
7 20 756.814 961.174 68/89
8 12 38.7518 23.4659 169/169
9 4 32.3166 35.1739 144/177
10 3 26.1526 15.2588 136/185
11 4 65.5013 48.1103 160/205
12 3 63.1959 49.4333 176/221
13 3 48.9646 27.8695 217/266
14 4 30.1089 15.0512 247/306
15 4 11.7586 7.34768 291/346
16 6 1.89826 1.10732 309/389
17 4 1.62103 0.720371 361/424
18 6 0.000984649 0.0250257 439/506
19 7 6.4825e-11 8.55164e-07 554/632
20 6 2.04483e-12 6.34765e-09 642/775
21 4 2.54008e-10 7.64046e-06 922/1080
22 4 2.02901e-10 2.99153e-06 1152/1473
23 4 4.67019e-09 1.57458e-05 1253/2097
24 4 5.45452e-11 1.60574e-06 362/3061
25 3 5.75245e-12 8.32757e-08 0/4250
TABLE 4. Summary of data showing the adaptive algorithm through
three solution phases.
FIGURE 1. Left: mesh after 10, 16 and 20 adaptive refinements from an
initial mesh with 32 elements.
refinement with 24040 elements. The three solution phases are again clear from the H1
error and the distinction between the last two phases is clear in the estimator. Once the
problem data is resolved, the error and estimator decrease asymptotically like n−1/2, with
n the number of mesh elements.
6. CONCLUSION
This discussion presents a regularization strategy for Newton-like iterations designed
to run an adaptive algorithm for a quasilinear problem starting on a coarse mesh. Tikhonov
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FIGURE 2. Left: solution after 10, 16 and 20 adaptive refinements from
an initial mesh with 32 elements.
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FIGURE 3. H1 error and error estimator corresponding to Table (4) com-
pared with n−1/2 with n the number of mesh elements.
regularization used in the solution of ill-posed problems with noisy data is related to
pseudo-transient continuation methods used in the computation of steady-state solutions
to nonlinear differential equations. The resulting method is demonstrated to produce a
convergent sequence of approximations on a model problem where an ill-conditioned
indefinite Jacobian makes standard or damped Newton iterations infeasible. The algo-
rithm is discussed with respect to, and numerically demonstrated to display three dis-
tinct phases in the solution process, and q-linear convergence of the regularized iterative
method is demonstrated in the final asymptotic phase. Future investigations by the au-
thor will address problem-dependent meshsize requirements necessary to transition from
the initial to the pre-asymptotic phases, where the existence of such conditions are sug-
gested by the numerics. Analysis and control of the regularization parameters in the
pre-asymptotic phase, as well as criteria for using the regularized formulation based on
the normal equations for problems of this form and the investigation of stronger nonlin-
earities will also be addressed in future work.
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