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Il lavoro descritto all’interno di questo documento è stato portato a termine presso 
l’azienda Danese D60 nell’ambito della realizzazione di un sistema di supporto alle decisioni 
riguardanti il campo del project management. Il successo raggiunto da D60 nella fornitura di 
servizi di business intelligence ha attivato un circolo virtuoso che l’ha portata ad una 
improvvisa crescita sia nel numero di progetti da gestire, sia nel numero di risorse umane 
coinvolte nelle attività aziendali di ogni dipartimento. 
Al fine di controllare una globale e crescente complessità aziendale e di realizzare una 
efficiente gestione dei progetti e delle risorse umane, unitamente al bisogno di un approccio 
che garantisse all’azienda di affrontare la dinamicità del mercato, D60 ha deciso di dotarsi di 
una metodologia di sviluppo Agile definita col nome di SCRUM. 
Il sistema di supporto alle decisioni progettato ed implementato consente a project owners 
e project coordinators di prendere decisioni che consentano l’offerta di servizi in linea con le 
richieste del cliente e con un uso efficace delle risorse interne. 
Nel lavoro di tesi si illustrano progettazione ed implementazione del Data Warehouse e 
della reportistica che costituiscono il sistema informativo utilizzato quotidianamente dagli 
attori coinvolti nelle decisioni. Si affrontano in dettaglio le soluzioni utilizzate in ciascuna fase 
costituente l’intero processo di datawarehousing: il caso di studio, la raccolta dei requisiti 
realizzata mediante lo studio dei processi di business alla base della produzione dei dati da 
analizzare, l’analisi e la specifica dei requisiti, la progettazione concettuale e logica dei  data 
mart, l’analisi degli strumenti software utilizzati, la realizzazione delle procedure di 
estrazione, trasformazione e caricamento, la fase di progettazione e realizzazione della 
reportistica. 
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CAP. 1 - INTRODUZIONE 
1.1 Presentazione del problema 
D60, azienda Danese specializzata nella fornitura di servizi di consulenza nell’ambito della 
Business Intelligence ha visto crescere, negli ultimi anni, il proprio fatturato, portandola ad 
essere classificata come una tra la venti aziende più promettenti della Danimarca dal 
quotidiano economico nazionale Borsen.  
L’acquisizione di nuovi clienti e progetti ha portato alla necessità di nuove figure altamente 
professionalizzate al fine di soddisfare la sempre maggiore richiesta di servizi professionali 
rivolti alla gestione dei sistemi informativi, risultante in una complessiva crescita in ogni 
dipartimento aziendale. 
Una dimensione di analisi attraverso la quale si manifesta la crescita è rappresentata 
dall’aumento, in termini di quantità e complessità, delle informazioni prodotte nei vari 
processi di business all’interno del normale svolgimento dell’attività aziendale: la gestione di 
un numero maggiore di progetti e di un numero maggiore di risorse umane ha portato D60 ad 
una riorganizzazione della metodologia del processo di sviluppo software ed alla necessità di 
un sistema informativo di supporto alle decisioni degli attori coinvolti nei processi 
decisionali. 
Il contesto all’interno del quale opera D60 risulta essere altamente dinamico: il software 
per l’analisi dei dati deve adattarsi sia alla organizzazione aziendale dei clienti, sia ai processi 
di business al supporto del quale opera il sistema informativo; entrambi oggetto di frequenti 
cambiamenti. Il fattore dinamicità ha portato D60 a cambiare la metodologia di sviluppo dei 
propri servizi, a partire dal 2013 D60 ha deciso di dotarsi di un approccio di sviluppo Agile 
definito col nome SCRUM che consente di soddisfare i mutevoli bisogni del cliente in tempi 
brevi attraverso una stretta e continua interazione. 




Il lavoro da me svolto all’interno di D60 è stato focalizzato allo sviluppo di un sistema di 
supporto nell’ambito del project management al fine di attivare i benefici derivanti da una 
corretta ed efficiente implementazione della metodologia Agile. 
Il committente del lavoro è rappresentato dalla stessa azienda, ed in particolare da alcuni 
degli attori che all’interno dei processi aziendali, sono chiamati a prendere decisioni a 
cadenza periodica relative ai diversi aspetti del processo produttivo. L’obiettivo del progetto 
è la realizzazione di un Data Warehouse che consenta la raccolta dei dati generati attraverso 
il quotidiano svolgimento dell’attività aziendale e a partire da questi ultimi la realizzazione di 
una reportistica che consenta un periodico monitoraggio dello stato di evoluzione dei 
progetti al fine di realizzare una efficace comunicazione con il cliente ed un allocazione 
ottimale delle risorse. 
1.2 Rassegna della letteratura 
Differenti fonti sono state utilizzate per la realizzazione della tesi. Dal punto di vista del 
design e della progettazione del Data Warehouse, nonchè dal punto di vista delle soluzioni 
proposte ai ricorrenti problemi di natura logica e concettuale affrontati durante la fase di 
progettazione si è fatto riferimento principalmente alle soluzioni proposte da [Albano 13]. Da 
un punto di vista tecnico invece differenti soluzioni sono state utilizzate a seconda dei 
problemi affrontati nelle diverse fasi dell’implementazione, dalla fase di ETL alla fase di 
creazione della reportistica si sono utlizzati il blog microsoft business intelligence, la 
documentazione del software disponibile sul sito [MSDN 13] ed il materiale didattico 
[Ruggieri 13]. Le informazioni riguardo la metodologia SCRUM sono state ricercate in 
[Nielsen13] e dal blog dell’inventore della tecnica Jeff Sutharland [Sutherland 13].  
1.3 Contenuto della tesi 
Obiettivo del lavoro è la progettazione e implementazione di un Data Warehouse all’interno 
dell’azienda D60 con il fine di realizzare un sistema di supporto alle decisioni di Project 
Owners e Project Coordinators della stessa azienda. Il team che si è occupato della 
realizzazione del lavoro è composto da 5 persone, tra cui gli stessi destinatari del progetto 
nelle vesti di customers e 2 BI consultants. I primi, responsabili dell’organizzazione e gestione 




del team di lavoro e di assicurare un’adeguata e corretta implementazione secondo le 
specifiche richieste e nel tempo prestabilito; gli ultimi responsabili della raccolta dei requisiti 
di analisi e dell’implementazione del Data Warehouse al fine di realizzare i servizi richiesti.  
All’interno di questo lavoro si illustrano in dettaglio tutte le fasi seguite al fine del 
raggiungimento dell’obiettivo principale: descrizione delle fasi di analisi e specifica dei 
requisiti, progettazione concettuale e logica, implementazione del Data Warehouse e della 
realizzazione della reportistica richiesta.  
Il lavoro di tesi è organizzato nel modo seguente. 
Nel Capitolo 2 si illustra il contesto all’interno del quale opera l’azienda D60 e le 
motivazioni alla base dell’adozione di un approccio Agile. Si fornisce una dettagliata 
descrizione della metodologia di sviluppo Agile, SCRUM, e dei bisogni di analisi emergenti da 
ciascuna fase della metodologia necessari al corretto svolgimento dell’attività aziendale 
secondo tali principi. 
Nel Capitolo 3 si illustrano i processi di business attraverso i quali gli impiegati dell’azienda 
D60 svolgono le attività aziendali quotidiane. L’utilizzo di software per il tracking delle issue 
componenti ciascun progetto svolto all’interno di D60, del software per la registrazione del 
tempo di lavoro su ciascuna di essa e della pianificazione dell’attività lavorativa di ciascun 
impiegato, rappresenta la fonte dei dati che, sottoposti a trattamento, popoleranno il Data 
Warehouse. 
Nel Capitolo 4 si definisce in modo dettagliato la specifica dei requisiti di analisi del 
committente, emergente dall’analisi realizzata nei capitoli precedenti, e la progettazione 
concettuale del Data Warehouse con individuazione di fatti, misure e dimensioni. 
Nel Capitolo 5 si analizzano le basi di dati operazionali dei software utilizzati per il normale 
svolgimento dell’attività aziendale Gemini e T.Rex al fine di individuare i dati interessanti e 
realizzare una progettazione logica del Data Warehouse. 
Nel Capitolo 6 si descrive il software Microsoft utilizzato per l’implementazione del Data 
Warehouse messo a disposizione da D60 con particolare attenzione alle funzionalità 
utilizzate in questo lavoro. 
Nel Capitolo 7 si descrive la procedura ETL utilizzata per l’estrazione, trasformazione e 
caricamento dei dati dalla base di dati operazionale, con lo scopo della realizzazione effettiva 
delle tabelle componenti il Data Warehouse. Si illustraranno in dettaglio i punti di maggiore 
interesse e che hanno richiesto approcci più complessi. 




Il Capitolo 8, infine, è dedicato alla descrizione della reportistica prodotta suddiviso per 
destinazione d’uso. 
  




CAP. 2 – CASO DI STUDIO: D60 ED IL 
PROCESSO DI SVILUPPO SCRUM 
In questo capitolo si descrivono la natura aziendale e la metodologia di sviluppo del 
software adottata, ovvero il primo passo verso la comprensione delle necessità implicite ed 
esplicite degli attori coinvolti nonché degli obiettivi che si vogliono raggiungere al fine di 
soddisfare a pieno il cliente. Il capitolo si conlcude con la definizione degli obietivi finali del 
progetto per poi lasciare spazio, nel capitolo successivo, alla descrizione dei processi di 
business con la quale si realizza l’effettiva attuazione del processo di sviluppo software, in 
questo momento carente di una struttura informativa di supporto adeguata.  
2.1 L’azienda D60 
D60 è una azienda di consulenza che opera nel settore IT fondata nel 2007 che ha visto una 
considerevole e recente crescita fino a contare oggi più di 80 impiegati. 
I serivizi offerti consistono nello sviluppo di cosidetto Smart Software basato su diverse 
competenze: Software Development, Business Intelligence ed Analytics che utilizzate in modo 
sinergico consentono lo sviluppo di soluzioni uniche che soddisfano a pieno le necessità del 
cliente e adattano queste ultime all’organizzazione aziendale di destinazione. 
Attualmente risultano attivi numerosi progetti per importanti clienti: da Accenture, ad 
Ebay, passando per Danske Commodities: clienti che possiedono come fattor comune una 
necessità di automatizzazione dei processi di business al fine di incrementare produttività ed 
efficienza nella fornitura di servizi, ma che operando in differenti campi di business, 
necessitano di soluzioni personalizzate. 
La Business Intelligence è un campo crescente e nel futuro diventerà sempre più 
importante all'interno delle aziende, anche in considerazione della dinamicità odierna dei 




mercati. Il problema principale risulta essere quello di gestire le risorse umane in modo 
adeguato e in modo da agevolare il supporto alla crescita, soprattutto dal punto di vista della 
flessibilità. Tale principio può essere inteso sia come requisito necessario per le interazioni 
con i clienti, o organizzazioni di varia natura, sia flessibilità ai costanti cambiamenti che i 
processi di business portano con sè, a loro volta legati alle caratteristiche intrinseche del 
problema e alla organizzazione interna delle aziende clienti. 
 
Il processo di sviluppo del cosiddetto Smart Software si basa su un’attenta analisi dei 
bisogni del cliente in termini di offerta di servizi necessari allo sviluppo di sistemi di supporto 
alle decisioni, che consentano di creare valore aggiunto attraverso una ottimizzazione ed 
automazione dei processi di business ed attraverso l’uso software a interfacce user-friendly. 
Il punto centrale attorno al quale ruota la politica decisionale del management board in 
D60, relativamente alle scelte strategiche di breve e lungo termine, è la collaborazione 
costante tra D60 ed il cliente, realizzabile anche grazie alla modalità di sviluppo Agile che 
consente di trasformare le interazioni che scaturiscono dalla comunicazione diretta, in 
continui e reali aggiornamenti ed ottimizzazioni della soluzione. Si può quindi definire che la 
chiave di volta del successo ottenuto in questi anni da D60 sia la collaborazione con il cliente, 
ed il valore aggiunto creato creato per essi, che nonostante attuato in modo ottimale, deve 
essere rafforzato al fine di coninuare in questa direzione. 
 
Lo Smart Software che D60 fornisce è sviluppato completamente all’interno dell’azienda e 
spesso include soluzioni complesse che necessitano una approfondita conoscenza dei 
processi di business dei clienti. Considerato il contesto dinamico all'interno del quale 
l'azienda opera, D60 ha creato la propria forza attraverso il focus sul cambiamento delle 
priorità, su un migliore allineamento tra i reparti IT e i processi di business nel quale essi 
sono coinvolti al fine di aumentarne la produttività. 
La dinamicità nel quale opera D60 fa si che essa stessa debba possedere la capacità di 
adattarsi in fretta ai cambiamenti, di offrire servizi in tempo breve, in poche parole di essere 
essa stessa dinamica. Al fine di raggiungere tali obiettivi, D60 ha utilizzato al proprio interno 
una metodologia di sviluppo Agile definita col nome SCRUM che consente di ottenere un alto 
grado di divisibilità, miglioramenti delle soluzioni incrementali e realizzazione di nuove 
features in tempi brevi. I benefici di tale approccio hanno consentito a D60 di dotarsi 
dell’agilità con cui fornire soluzioni nel giusto contesto, ad alto valore aggiunto e con grande 




soddisfazione del cliente attraverso un ottimale utilizzo dei fattori chiave tempo e reattività ai 
cambiamenti. [Nielsen 13]. 
2.2 Il processo di sviluppo Agile 
Agile è un termine abbastanza generico utilizzato per definire una classe di approcci allo 
sviluppo software che si basa su un elevato coinvolgimento del committente in modo da 
ottere una elevata reattività alle sue richieste.  
Esistono decine di metodologie Agile, in aggiunta alle classiche motodologie di sviluppo a 
cascata e di sviluppo incrementale, che differiscono sia per tempistiche, sia per l’obiettivo 
principale sulla quale sono focalizzate, ad esempio la famosa Extreme Programming punta 
alla sviluppo di software in completa assenza di documentazione e con una diretta 
partecipazione del cliente, o al contrario la Feature Driven Development propone una robusta 
fase di analisi e progettazione [Wiki13]. 
In generale, la gran parte dei metodi agili si pone come obiettivo la riduzione del rischio di 
fallimento nella fornitura di una soluzione attraverso lo sviluppo di software all’interno di 
finestre di tempo limitate, chiamate iterazioni, che in genere durano qualche settimana. 
Ogni iterazione è un piccolo progetto a sè stante e deve contenere tutto ciò che è necessario 
per rilasciare un incremento nelle funzionalità: pianificazione, analisi dei requisiti, progetto, 
implementazione, test e documentazione ovviamente ridimensionati per adattarsi al limitato 
periodo temporale considerato [Nielsen 13]. 
Anche se il risultato ottenuto all'interno delle singole iterazioni non è considerato completo, 
deve essere rilasciato e testato, e nel susseguirsi delle iterazioni deve avvicinarsi sempre di 
più alle richieste del cliente ed in generale alla fine di ogni timebox il team rivaluta le piorità 
del progetto. 
Il team risulta essere composto da tutti gli elementi che consentono di raggiungere il 
completamento del progetto principale ed oltre a programmatori e consulenti include anche i 
clienti o figure che lo rappresentino come ad esempio la figura del project owner. 
Tra le varie metodologie Agile esistenti, quella utilizzata all'interno di D60 è definita col 
nome SCRUM. SCRUM è il termine inglese utilizzato all'interno delle partite di rugby per 
indicare l'atto di ripresa del gioco dopo un’infrazione, preso in prestito dall'inventore della 




metodologia Jeff Sutherland, il rugby scrummage è inteso come “a system that involves a 
cross-functional team who huddle together to create a prioritized list”.  
Prima di spiegare le fasi di cui si compone la metodologia SCRUM, si accenna alla 
composizione dei cross-functional teams citati in D60 coerentemente con i principi SCRUM, 
per poi descrive le loro funzioni in modo dettagliato durante le singole fasi del processo di 
sviluppo. 
 Project Owner: rappresenta il cliente e definisce gli obiettivi da raggiungere; 
 Project Coordinator: si occupa di fornire supporto organizzativo alla gestione del 
team; 
 Developer Team: figure specializzate che intervengono sia nella fase di design sia nella 
fase di sviluppo. 
Il processo di sviluppo SCRUM utilizzato in D60 si compone di tre fasi [D60Wiki – Project 
Model]: 
 Inizialization 




Rappresenta la fase di analisi / raccolta dei requisiti e pianificazione in seguito alla fase di 
contrattazione tra D60 ed il cliente ed ha lo scopo di produrre una lista di obiettivi derivante 
dalla scomposizione del progetto in issue (o più comunemente task) eseguibili nell'arco 
temporale associato ad un sprint. Più precisamente si compone di una fase di Staffing, a cura 
del Project Owner, in cui si definisce la composizione del team in modo da coprire tutte le 
necessità di sviluppo; una fase di raccolta e specifica iniziale dei requisiti a cui partecipa tutto 
il team, ed infine la fase definizione iniziale del backlog. Tutto il processo è supportato dal 
Project Manager che si occupa della coordinazione degli elementi del team. 
  
2.2.2 Backlog Management 
Al completamento della fase precedente, il progetto può definirsi attivo. La fase successiva è 
definita col nome di Backlog Management e rappresenta una fase ricorrente di attività 




necessarie a mantenere il backlog aggiornato, ovvero la lista degli obiettivi da portare a 
termine sottoforma di issue o task, in modo che possa essere utilizzato per la 
programmazione degli sprint.  
La scomposizione del backlog management vede la definizione delle seguenti sottofasi 
realizzate dal Project Owner e Project Coordinator:  
1. Enter / Mantain Stories Requirements: definizione dei requisiti e dei vincoli per 
ciascun issue ad un alto livello di astrazione sottoforma di documenti strutturati 
realizzata dalProject Owner attraverso interviste al rappresentante del customer, in 
questo caso le due figure sono coincidenti. Il termine stories fa riferimento al 
linguaggio di alto livello utilizzato che astrae da questioni tecniche. 
2. Business Value Definition: definizione delle priorità e di una stima approssimativa del 
tempo necessario alla realizzazione di ciascuna issue definito nella fase precedente, 
realizzato daProject Ownere customer.  
3. Velocity Controlling: analisi della velocità di esecuzione delle issue da parte degli 
elementi del team.  
4. Capacity Planning: raccolta delle informazioni riguardo la capacità per i successivi 
sprint e nel caso non ci sia immediata capacità allora la capacità è pianificata in 
anticipo se necessario.  
5. Tentative Sprint Planning: inserimento all'interno dello sprint successivo di una lista 
di issue in considerazione della stima di ore di lavoro necessarie, velocità e capacità in 
modo da saturare la capacità del team. Realizzato durante un meeting chiamato 
estimation meeting, gestito dal Project Owner e Project Coordinator ed alla quale 
partecipano tutti i membri del team. 
  
2.2.3 Sprints 
Uno sprint è un periodo temporale all'interno del quale il team cerca di implementare e 
rilasciare le issue selezionate dal backlog durante la fase di Tentative Sprint Planning. Il 
periodo temporale coperto puà variare da una settimana a un mese, 2 settimane in D60. Ogni 
Sprint inizia con uno Sprint Planning Meeting in cui le issue vengono scomposte in issue più 
elementari, stimate in termini di ore di lavoro necessarie e assegnate ad uno o più risorse 
umane a seconda della complessità o dimesione dell’issue. Tale fase prende il nome di  




6. Sprint estimation and breakdown: scomposizione delle User Stories in MMFs o 
“Minimal Marketable Feature - Minimal issue of to release as an independent feature” 
ognuna delle quali rappresenta un'issue minimale che può essere rilasciata, messa in 
produzione, come feature indipente. Tutto il team è coinvolto durante questa 
operazione. 
Il momento di esecuzione del task, Issue Development, si compone inoltre di: 
7. Daily SCRUM: meeting quotidiano in cui si definiscono gli obiettivi personali 
giornalieri e i risultati ottenuti nella giornata precedente;  
8. Status Update: aggiornamento quotidiano dello stato di esecuzione della issue 
attraverso il software Gemini, illustrato successivamente. 
9. Deployment: le issue completate sono messe in produzione e testate in ambiente di 
sviluppo dal Project Owner. 
Durante questa fase il Project Owner si occupa anche dell’eventuale reinvio allo sprint 
successivo delle issue non completate o impossibili da completare entro lo sprint o il cui test 
è fallito e la cui correzione non è possibile all’interno dello sprint corrente. 
Lo sprint termina con un Retrospective Meeting in cui si discute ed analizzano i task portati 
a termine e gli aspetti positivi e negativi dello sprint appena eseguito da un punto di vista 
delle modalità di lavoro e della cooperazione tra gli elementi del team. 
 
Figura 1 – Il processo di sviluppo SCRUM. In nero gli artifatti prodotti, in rosso il momento in cui essi 
vengono prodotti. 





2.2.4 Composizione dei Team 
Al fine di sviuppare Smart Software su misura per il cliente, D60 definisce un totale di 5 
Teams, ognuno dei quali è responsabile di più progetti. La composizione del team è definita in 
modo da coprire le aree di Business Intelligence e Software Development ed in modo da 
coprire tutti i punti chiave di sviluppo del progetto: architettura, performance, scalabilità. 
Ogni team è composto da 4 a 7 Developers di cui il 50% developers .Net e 50% BI developers 
e di cui un Architetto per l'area .Net ed un architetto per l'area BI, un Project Coordinator ed 
un Project Owner. 
Si riassumono i seguenti compiti: 
 Developers: responsabili dello sviluppo delle soluzioni 
 Architetti: definisce il design della soluzione ad un livello di astrazione più elevato, si 
occupa dei problemi relativi a scalabilità, performance e sicurezza 
 Project Coordinator: possiede un ruolo di supporto e coordinazione all'interno del 
team e si occupa della coordinazione tra cliente e team 
 Project Owner: si occupa della raccolta e analisi dei requisiti nel breve e lungo termine 
dai differenti stakholders, della prioritizzazione delle issue all'interno del backlog e 
degli sprint. Rappresenta il cliente nei progetti interni, ed è il principale 
rappresentante del team nelle comunicazioni con i clienti esterni. 
Al termine di un singolo ciclo del processo, esso riparte attraverso dal backlog management, 
quindi anche la comunicazione con il cliente è periodica; per alcuni progetti ci sono ulteriori 
meeting previsti con il cliente il cui intervallo temporale dipende dallo stesso progetto e 
cliente al fine di monitorare l’andamento del processo di sviluppo e / o aggiornare eventuali 
richieste, si ricordi la dinamicità del mercato all’interno del quale D60 opera. 
2.2.5 Conclusioni ed obiettivi del progetto 
Attraverso successive interviste agli attori coinvolti nel processo di sviluppo sin qui 
descritto, emergono gli obiettivi del lavoro realizzato: i principali destinatari sono 
rappresentati da Project Owners e Project Coordinators, mentre i developers possono essere 
considerati come le figure che attraverso il proprio lavoro, e come vedremo in seguito 
attraverso software gestionali forniti da D60, sono i produttori delle informazioni che Project 
Ownere Project Coordinator  analizzerano, utili alla programmazione di breve e lungo 




termine. Risulta invece marginale all’interno di questo contesto il ruolo degli Architects che 
assumono un ruolo manageriale dal punto di vista tecnico ed i Managers che, seppur non 
citati, assumono un ruolo manageriale gestionale. 
Coerentemente con la modalità di sviluppo esposta e derivante dalle interviste con Project 
Owners e Coordinators emerge la necessità di focalizzare il lavoro sulle necessità degli stessi 
durante l’esecuzione delle fasi periodiche del Backlog Management e degli Sprint, trascurando 
momentaneamente l’Inizialization: nell’arco del ciclo di vita di un progetto, le prime sono 
eseguite con una frequenza tale da rendere prioritaria la necessità di un sistema informativo 
di supporto, mentre la seconda viene eseguita nel momento di start up di un nuovo progetto, 
per cui non importante al momento, anche in considerazione del fatto che nei mesi successivi 
non è programmata l’inizializzazione di nuovi progetti. 
Nella tabella seguente sono illustrate le fasi del processo di sviluppo Agile relative alle fasi 
di Backlog Management e Sprint e le necessità di analisi emergenti in aggiunta all’eventuale 
software utilizzato per la registrazione delle attività, illustrato nel capitolo successivo. 
 
Fase del processo Requisiti di analisi raccolti 
Backlog Management  
1. Enter / Mantain Stories Requirements 
Utilizzo del software Gemini al fine di inserire le 
issue all'interno del backlog specificandone 
vincoli e requisiti in formato testuale. Necessaria 
una lista di issue all’interno del backlog con una 
stima approssimativa delle ore di lavoro stimate. 
2. Business Value Definition 
Utilizzo del software Gemini al fine di definire la 
priorità e il tempo stimato per ciascuna di essa. 
Necessaria una lista di issue all’interno del 
backlog con definizione della priorità sun una 
scala da 1 a 5, 5 rappresenta la priorità maggiore, 
e infinito per le issue urgenti.  
3. Velocity Controlling 
Necessario analizzare il tempo medio di chiusura 
di un issue da parte dei componenti del team, 
numero di task chiusi e aperti da un determinato 
impiegato, anche rispetto al tipo del task e del 
progetto.  
4. Capacity Planning 
Analisi del numero di ore che ciascun 
componente si aspetta di dedicare ad uno 
specifico progetto nello sprint successivo assieme 
ad eventuali ore di assenza.  
5. Tentative Sprint Planning 
- Estimation meeting 
Utilizzo del software Gemini per selezionare le 
issue da inserire nello sprint successivo e 
ridefinire la stima del tempo necessario a 
completarle con tutto il team. 





6. Backlog estimation and breakdown 
- Planning meeting 
Utilizzo del software gemini al fine di registrare le 
issue nel sistema, definendo tempo di esecuzione, 
risorse umane associate, e sprint di appartenenza. 
7. Daily SCRUM 
Il Project Owner definisce la necessità di 
analizzare, giornalmente, le issue in esecuzione 
nello sprint con indicazione delle ore stimate, 
delle ore di lavoro effettivamente registrate, delle 
ore rimanenti e di una nuova stima aggiornata a 
seconda del tempo effettivamente registrato e 
della percentuale di completamento.  
8. Status update 
Utilizzo del software T.Rex al fine di registrare le 
ore di lavoro effettivamente realizzate e del 
software Gemini al fine di aggiornare lo stato e la 
percentuale di esecuzione delle issue. 
9. Deployment 
Questa fase non necessita di informazioni di 
supporto decisionale ma viene documentata 
all’interno del software MS SQL Server 2012 
In aggiunta ai requisiti di analisi specificati, il Project Owner esprime la necessità di un 
insieme di informazioni indirettamente legate al processo di sviluppo: 
10. Overall Sprints Overview: in qualsiasi momento, la necessità di confrontare, lo sprint 
corrente, con il successivo ed il backlog in termini di composizione, ovvero issue e 
tempi di esecuzione stimati. Riguardo lo sprint corrente si definisce la necessità di 
definire per ciascuna issue anche l’ammontare delle ore rimanenti e di una nuova 
stima aggiornata a seconda del tempo effettivamente registrato e della percentuale di 
completamento.  
11. Incident analysis: si definisce la necessità di analizzare su base periodica il numero, 
l'elenco e la data di apertura ed eventuale chiusura di issue di tipo bug o supporto al 
fine di valutare la qualità dei servizi offerti dal punto di vista delle operazioni di 
intervento su servizi già in produzione. 
12. Monthly result: necessità di mostrare al cliente una lista di issue in esecuzione in uno 
specifico periodo temporale, che potrebbe non coincidere con lo sprint, con 
indicazione delle ore effettivamente registrate, anch’esso utile alla comunicazione tra 
Project Owner e cliente.  
13. Weekly employee analysis: si richiede la necessità di realizzare un report per i 
manager del dipartimento, al fine di valutare le ore di lavoro, illness, fatturabili e non, 
per ciascun impiegato su base settimanale a livello giornaliero.  
 




Nel capitolo successivo si illustrano i processi di business messi in atto dagli attori citati in 
questo paragrafo attraverso il quale si producono i dati necessari alla realizzazione delle 
analisi. Si identificano tre processi di business: 
1. Registrazione delle issue e delle ore simate, realizzato durante le fasi 1, 5, 6 e 8 
definiti col nome Issue Registration. 
2. Registrazione del tempo effettivo di lavoro utilizzando il software T.Rex, fase 8. 
Definito col nome Time Registration. 
3. Definizione delle ore di lavoro previste, attraverso il T.Rex modulo Workplan. Definito 
col nome Workplan. 
La descrizione di ciascun processo di business, attraverso il quale si mettono in atto le 
attività aziendali alla base della produzione dei dati che saranno oggetto di trattamento al 
fine del popolamento del datwarehouse, e fine ultimo, produzione di analisi a supporto delle 
decisioni, nel prossimo capitolo. 
  




CAP. 3 – BUSINESS PROCESSES 
La descrizione del contesto sin qui definita rappresenta il punto di partenza della 
progettazione del sistema informativo di supporto alle decisioni. La definizione di obiettivi di 
analisi e l’individuazione dei destinatari principali del progetto, ovvero i principali futuri 
utilizzatori e beneficiari del sistema, ci consente di definire un quadro ben delineato che 
limita e focalizza le analisi su specifici obiettiv. Prima di passare ad una definizione formale, 
resa esplicita nel capitolo 4 attraverso la cosiddetta specifica dei requisiti di analisi, si 
descrivono i processi di business attraverso il quale si producono quei dati che saranno 
inseriti nel sistema ed analizzati al fine di fornire le informazioni sintetiche necessarie. 
Gli attori coinvolti nei processi di business sono generlmente developers: la registrazione 
dei progressi durante la loro attività quotidiana rappresenta la fonte dati che, in seguito al 
design, implementazione ed attivazione del Data Warehouse consentirà a project owners e 
coordinators di prendere decisioni con maggiore consapevolezza. 
Si descrivono in dettaglio i seguenti processi di business: 
1. Issue Registration: il processo di registrazione di un’issue all’interno del software 
per il monitoraggio dello stato dei progetti. 
2. Time Registration: il processo di registrazione delle ore di lavoro. 
3. Work Plan: il processo di registrazione delle ore di lavoro o di assenza pianificate. 
3.1 Issue Registration 
Il primo processo di business analizzato è definito col nome di Issues Registration ad 
indicare l’operazione di registrazione di una issue, alternativamente definita come task, 
attraverso l’utilizzo del software Gemini. Tale processo include lo scenario di monitoraggio e 




aggiornamento dello stato di un’issue durante il suo ciclo di vita ed è portato a termine 
attraverso il software Gemini congiuntamente al software T.Rex. 
Gemini è un software per il tracking di tasks all’interno di aziende che offrono servizi di tipo 
IT ed adottato da D60 come strumento di gestione delle issue, a supporto dell’intero team. 
In generale, attraverso il software Gemini è possibile inserire un’issue all’interno del 
sistema, contestualizzarla in termini di progetto, sotto-progetto (componente) e sprint di 
appartenenza e definirne lo stato di esecuzione durante il suo ciclo di vita. 
L’operazione di issue registration indica un insieme di operazioni che vengono portate a 
termine durante il processo di sviluppo su ciascuna issue in modo da aggiornarne lo stato di 
esecuzione. Come definito nel capitolo 2.2, questa operazione viene portata a termine in 
diversi momenti del processo di sviluppo, in ordine cronologico: 
 Durante la fase 1 del backlog management “Enter / Mantain Stories Requirements” in 
cui le issue sono associate al backlog e stimate in termini di ore di lavoro necessarie 
in modo approssimativo. L’issue assume status not assigned. 
 Durante l’Estimation Meeting la settimana precedente alla partenza dello sprint, fase 
5 di Tentative Sprint Planning. Si definiscono i task da portare a termine nello sprint 
successivo ed una prima stima approssimativa delle ore necessarie. 
 Durante il Planning Meeting, fase di Sprint estimation and breakdown, utile alla 
scomposizione dei task in subtasks e alla definizione esatta della stima delle ore di 
lavoro necessarie oltre che all’associazione a ciascun issue di una o più risorse 
umane. Nel momento in cui il developer comincia a lavorare sull’issue, lo stato viene 
impostato su in progress.  
 Durante la fase 8, di Update Status, ad opera dei developers che si occupano 
dell’aggiornamento dello stato e della percentuale di completamento della issue, 
illustrate successivamente in dettaglio. 
Issue Life Cycle 
In seguito a quanto definito sin qui, è possibile rappresentare la generica lifecycle dell’issue 
attraverso la figura seguente. 




La life cycle di un’issue è caratterizzata da diversi stati, a partire dal suo inserimento nel 
backlog a stato not assigned, e terminando, all’interno o all’esterno dello sprint, attraverso 
l’impostazione di uno stato di chiusura closed.  
E’ importante sottolineare che un’issue non viene impostata nello stato in progress nel 
primo giorno dello sprint, ma esso può variare all’interno di tale periodo a seconda del 
momento in cui un impiegato decide di cominciarne l’esecuzione, ed allo stesso modo lo stato 
di chiusura può avvenire in qualsiasi momento all’interno o al di fuori dello sprint. Una 
risorsa umana è infatti generalmente impiegata in diversi progetti ed ha autonomia 
organizzativa riguardo l’esecuzione dei task all’interno dello sprint sebbene una 
organizzazione delle giornate lavorative venga definita in precedenza e di comune accordo 
con i Project Coordinator dei progetti presso il quale egli è allocato. Questo problema è fonte 
del processo di pianificazione delle risorse ed descritto successivamente all’interno del 
capitolo 3.3. 
Quindi possiamo definire che l’inserimento nel sistema di una issue assieme ai dati che ne 
descrivono lo stato rappresenta un evento, appunto Issue Registration, in cui vengono 
generati nuovi dati, opportunamente aggiornati rappresenta il momento in cui vengono 
generati nuovi dati, possiamo immaginare che una nuove entità Issue descritta da proprie 
caratteristiche e da un determinato stato che ne definisce il progresso di esecuzione, debbano 
essere momerizzate all’interno di un database operazionale. 
Figura 2 – Il processo di sviluppo SCRUM. In nero gli artifatti prodotti, in blu gli stati che 
determinano il ciclo di vita di un’issue 




Ciascuna issue è caratterizzata da numerose caratteristiche che la connetto ad altre entità. 
Un issue è in primo luogo caratterizzata dall’appartenenza e ad una delle componenti in cui il 
progetto è scomposto, ed associata ad un unico cliente. Inoltre, in accordo con la metodologia 
di sviluppo Agile SCRUM e come definito in precedenza in questo stesso capitolo, un’issue è 
associato ad un singolo Sprint. 
Issue Type e Priority 
Altre caratteristiche peculiari di una issue sono il tipo e la priorità, definite al momento di 
rigistrazione di un’issue nel sistema. Con il primo identifichiamo la tipologia di intervento 
all’interno del progetto esistente, con il secondo definiamo la priorità di esecuzione richiesta.  
In dettaglio identifichiamo i seguenti tipi di issue: 
 Bug: correzione di un errore logico, o di una inesattezza riscontrata in ; 
 New Feature: implementazione di una nuove caratteristiche 
 Enhancement: miglioramento ed evoluzione delle caratteristiche esistenti 
 Change Request: cambiamento nelle richieste 
 Requirement: necessità di raccolta di requisiti 
 Idea: nuove idee 
 Task: implementazione di una operazione 
 Sub-Task: eventuale scomposizione dei task in più sub-task 
 User-Story: generica aggregazione di issue che non rientrano nei tipi precedenti 
La priorità invece è definita in una scala di valori che va da 1 a 5, dove il valore più basso 
indica una priorità minore, il valore infinito invece indica la massima urgenza. Tale valore 
risulta essere di aiuto quando un impiegato deve discriminare la precedenza di esecuzione di 
task ad esso assegnati.  
Inoltre si definiscono le caratteristiche descrittive Assigned To e Requested By ad indicare 
rispettivamente le risorse umane alla quale un’issue è assagnata, e le risorse umane 
all’interno del team che hanno richiesto l’esecuzione del’issue, in entrambi i casi esse possono 
essere una o più. 





Un altra importante caratteristica è lo stato di un issue durante il proprio ciclo di vita. Lo 
stato di partenza è definito come not started e rappresenta lo stato di default assegnato ad un 
issue quando essa è inserita nel sistema. Nel momento di esecuzione del task lo stato passa da 
in progress a ready for test passando per numerosi altri stati intermedi. Lo stato finale che 
indica la chiusura di un task dopo l’esecuzione del test da parte del Project Owner è definto 
col nome closed. Una lista di tutti gli stati possibili con la relativa spiegazione è definita in 
tabella 1. In grassetto quelli più utilizzati. 
Awaiting other In attesa di risposta o risorse da altri stakeholdres 
Test failed 
Il test è fallito ed il developer deve provvedere alla 
correzione definite nel commento 
Ready for Deploy L’issue è pronta per il deploy 
User Review L’issue è stata verificata dall’utente 
Code Reviewed L’issue è stata verificata da un college 
Ready for Code Review L’issue è pronta per essere verficata da un collega 
Awaiting person In attesa di una risposta da un collega 
Awaiting task In attesa del completamento di un altro task 
Awaiting feedback In attesa di un feedback 
Awaiting review In attesa di una revisione da parte di un collega 
Awaiting help In attesa di aiuto di un collega 
In Test In test, prima della produzione 
Ready for Prod Deploy Pronto per il deploy 
Ready for Test Deploy Pronto per il deploy sul test server 
Need Specification Necessità di specificazioni 
Impeded Esecuzione impossibile 
Internal Test In test sul server interno 
External Test In test sul server del customer  
Tabella 1 – Possibili stati delle issue all’interno del ciclo di vita. 
Issue measures 
Gemini consente di raccogliere le seguenti misure connesse ad una issue: 




 Hours estimated e Minutes Estimated: stima delle ore e dei minuti di lavoro 
stimati come necessari al completamento dell’issue. Definiti durante l’estimation 
meeting e non variano durante l’issue lifecycle. 
 Progress Percentage: indica la percentuale di completamento del task. Tale valore 
viene aggiornato costantemente durante l’esecuzione dal task dall’impiegato che lo 
porta a termine; non ci sono regole legate alla progressione di tale valore, 
l’impiegato è libero di impostare tale valore come meglio crede sulla base della 
propria esperienza.  
Si propone infine uno screenshot del software Gemini. 
 
3.2 Time Registration 
Il secondo processo di business analizzato è definito col nome Time Registation ed indica 
l'operazione di registrazione del tempo effettivo di lavoro da parte del personale D60 su uno 
specifico task. 
Il software utilizzato a tale scopo, T.Rex, è stato sviluppato internamente all'azienda ed è 
attualmente non commercializzato sebbene ve ne sia la possibilità; il managemant segue la 
decisione strategica di non concentrare le energie nella vendita di tale prodotto al fine di 
raggiungere altri abiettivi di lungo termine legati alla creazione di Smart Software 
strettamente legato al campo dell’analisi dei dati e quindi della Business Intelligence 
piuttosto che relativo allo sviluppo software standalone. 
Figura 3- Il software Gemini si presenta attraverso una lista delle issue assegnate ad un 
determinato impiegato sottoforma tabulare. 




Ciascuna operazione di registrazione partecipa alla creazione di una fonte dati utilizzata 
generalmente allo scopo di monitoraggio e valutazione di efficienza e produttività, nonché 
nella pianificazione. Il primo è rappresentato dall'analisi delle ore di lavoro dedicate a ciascun 
cliente, tali dati sono utilizzati per la fatturazione del servizio offerto da D60 ai propri clienti. 
Secondo, ma non in ordine di importanza, il monitoraggio dell'operatività e produttività del 
personale in relazione ai task assegnati ed allo specifico progetto, ed infine la raccolta di 
informazioni di supporto alle decisioni di allocazione delle risorse e pianificazione del 
workplan. 
Ciascuna risorsa umana in D60 è abilitata all’utilizzo del software T.Rex per mezzo di 
credenziali fornite dall’amministrazione legate all’identificazione degli individui all’interno 
dell’azienda, ed istruita alla corretta registrazione del tempo di lavoro. T.Rex possiede una 
semplice ed intuitiva interfaccia di utilizzo che rende l’operazione di switching da un task 
all’altro estremamente semplice in modo da ridurre al minimo il tempo di utilizzo dello 
Figura 4 – Il software T.Rex fornisce una intuitiva interfaccia per la registrazione del 
tempo, facilitando il passaggio da un’issue attiva ad un’altra inattiva (sullo sfondo) con 
un solo click. 





In figura 4 è possibile notare l’interfaccia del software con la quale si realizza la 
registrazione delle ore.  
Integrazione con Gemini 
Il sotware T.Rex è strettamente integrato col software Gemini: un’issue è disponibile in 
T.Rex soltanto dal momento in cui, in Gemini, lo stato della stessa passa da not assigned ad in 
progress. Gemini e T.Rex consentono di portare a termine compiti diversi, rispettivamente 
tracking e registrazione delle ore di lavoro, ma l’integrazione dei dati che attraverso essi è 
possibile generare può essere utilizzato ai fini di soddisfacimento delle necessità di analisi del 
management.  
Time entry features 
La caratteristica peculiare della singola registrazione è rappresentata dal tipo ad essa 
associata, possiamo distinguere i seguenti tipi di ore registrate: 
 Billable: ore fatturabili presso il cliente. 
 Non-Billable: ore di lavoro su progetti esterni ma non fatturabili presso il cliente. 
 Internal Time: ore dedicate a progetti interni. 
E’ possibile specificare una seconda caratteristicata, esse possono essere di tipo On-Premise, 
Off-Premise e Off-Hours ad indicare rispettivamente le ore di lavoro programmate presso il 
cliente, le ore di lavoro non programmate presso il cliente, o le ore di lavoro considerate come 
straordinari. Nella prassi questa funzionalità non è utilizzata. 
3.3 Work Plan  
Con il termine worplan si definisce il processo di programmazione del lavoro che ciascuna 
risorsa umana si aspetta di realizzare nei successivi 12 mesi. Tale programmazione si 
esplicita nella definizione delle ore di lavoro che ciascun dipendente si aspetta di realizzare, o 
attraverso la definizione di programmazione di altri tipi di attività come vacanze, attività di 
istruzione o di malattia programmata e risulta essere utile alla realizzazione della fase 
numero 4 del Backlog Management, Capacity Controlling. 




Tale operazione può essere portata a termine col modulo Workplan offerto da T.Rex e 
rappresenta una fonte di informazioni indispensabili per le decisioni riguardo l’allocazione di 
risorse umane presso i progetti per il quale D60 è commissionata. 
 
Il personale di D60 è invogliato alla definizione della programmazione dei prossimi 12 mesi 
attraverso il software T.Rex, modulo Workplan, prima di ogni 25simo giorno del mese al fine 
di favorire la realizzazione del processo di approvazione da parte del management nel modo 
seguente. 
Il processo di programmazione del Work Plan, rappresentato in figura 5. 
1. Ogni impiegato programma il prossimo mese a livello giornaliero definendo il 
numero di ore che ogni giorno si aspetta di lavorare su un determinato progetto 
2. Successivamente la programmazione si sposta sui restanti 11 mesi. Il livello di 
precisione richiesta è minore ed è importante cercare di essere precisi riguardo il 
numero totale di ore mensile presso ciascun progetto 
3. Il manager riceve i report necessari alla programmazione dell’allocazione di risorse 
umane 
4. Il CFO può effettuare così la programmazione economica e finanziaria per i prossimi 
12 mesi 
Tipi di programmazione 
I tipi di programmazione previsti sono i seguenti: 
 Project: l’impiegato precede di lavorare su un progetto interno o esterno 
 Vacation: tale status è utilizzato per la programmazione delle ore delle ore future di 
di vacanza e per la definizione delle ore di vacanza nel passato 
Figura 5– Il processo di definizione del Work Plan 




 Education: indica il tempo che il dipendente programma di spendere presso corsi 
legati a certificazioni, accademies o presso conferenze non già previste dalla 
normale programmazione aziendale 
 Illness: indica la programmzione ore di malattia  
 Open: indica la programmazione di ore non assegnate a ciascun progetto per il 
quale il dipendente si rende libero all’assegnazione 
 Leave: indica vari tipi di assenza come maternità, assenza priva di paga, o assenza 
per servizio militare o altre 
Tutti i tipi di programmazione escluso Project, non sono associati ad alcun progetto e per 
ciascuno di essi è previsto un valore pari a 7,5 ore al giorno non modificabile ad esclusione di 
Illness ed Open per i quali si può inserire un valore diverso da 7,5 ore. In genere il numero di 
ore giornaliere di lavoro è pari a 7,5 ma l’azienda utilizza una gestione dinamica del tempo di 
lavoro: durante una giornata di lavoro, ciascun employee può lavorare qualche ora in più 
rispetto alle 7,5 previste e scalare quelle ore in un successivo giorno di lavoro. 
La figura seguente mostra una schermata del software che consente di realizzare 

















one di breve e lungo termine è possibile la realizzazione del processo di allocazione delle 
risorse da parte dei project managers.  
Figura 6 – Il software T.Rex, modulo Work Plan consente di specificare per ciascun 
giorno del mese (in alto) il numero di ore di lavoro previste per uno specifico progetto (a 
sinistra) o di assenza. 




L’obiettivo è l’associazione giornaliera di personale a determinati progetti espressa 
attraverso il numero di ore di lavoro previste in considerazione dei diversi fattori che 
possono influenzare queste scelte, come per esempio la programmazione di ore di vacanza o 
un improvviso aumento di risorse necessarie.  
In questa accezione l’intero processo può essere inteso come un mercato in cui alcuni attori 
comprano risorse disponibili ed in cui un broker gestisce o permette gli acquisti. Gli 
acquirenti sono rappresentati dai Project Managers che mensilmente si coordinano al fine di 
acquistare le risorse disponibili, invece rappresentate dai dipendenti in D60, per mezzo della 
coordinazione di un broker: nessun acquisto può essere portato a termine senza una sua 
autorizzazione. 
 
In figura 7 è rappresentato il processo con le diverse figure coinvolte: 
 Customers: i project managers coinvolti nell’acquisto di risorse ricevono un report 
o informazioni riguardo le risorse disponibili sul mercato; 
 Customer + Broker in un azione coordinata definiscono gli acquisti ed al termine 
informano il manager e le risorse acquistate, gli impiegati; 
L’open report può essere aggiornato con le nuove risorse disponibili sul mercato in 
conseguenza delle transazioni effettuate. 
Nasce quindi un nuovo bisogno di analisi da parte del management coinvolto nel processo 
appena definito: la necessità di analizzare per un gruppo predefinito di impiegati, legati 
Figura 7 – Il processo di Work Plan inteso come compravendita di risorse. 




dall’appartenenza ad un team, il numero di open hours, e di lavoro suddivise per progetti ed 
in uno specifico periodo temporale a livello mensile.  
3.4 Visione integrata dei processi 
Si definisce una overview delle misurazioni provenienti dai tre processi di business e sulla 
base di esse si definiscono nuove misure calcolate. 
1) Issue registration: per ogni issue si definisce la stima delle ore necessarie. Le issue 
scomposte in sub-task possiedono un tempo di esecuzione stimato pari alla somma del 
tempo di esecuzione stimato dei propri subtasks. La misura è un numero decimale che 
esprime il numero di ore ottenuto per mezzo della somma Hours Estimated e Minutes 
Estimated, definito col nome di Hours Estimated. Il software utilizzato è Gemini. 
2) Time Registration: utilizzando il software T.Rex, per ogni registrazione otteniamo il 
tempo effettivo di esecuzione Time Registered ed il tempo di registazione arrotondato al 
quarto d’ora più vicino Time Registered Rounded.  
3) Work Plan: per ogni registazione abbiamo il numero di ore programmate, Workplan 
Hours, per uno specifico progetto in un determinato giorno. I tipi Illness, Education, 
Open, Leave, Vacation sono giornalieri ma non associati ad alcun progetto. 
Il Project Owner esprime la volontarietà di calcolare le seguenti misure Remaining Hours e 
Updated Estimated Hours in funzione delle misure provenienti dai due different processi di 
business e di associarla, logicamente, al primo. La prima, Remaining Hours, definisce le ore 
necessarie a portare a completamento il task ed è espresso in funzione delle percentuale di 
completamento e di Time Registered Rounded. La seconda indica la nuova stima, una sorta di 
stima corrente, in funzione della percentuale di completamento e di Time Registered Rounded. 
Si descrive la logica di calcolo maggiormente in dettaglio per entrambe le misure in 
coerentemente con le richieste del PO. 
Remaining Hours 
Il valore Remainging Hours viene calcolato nel modo segente:  
 Se la percentuale di completamento è uguale a 100% o lo stato del task è impostato su 
closed 
                 




 Se la percentuale di completamento è maggiore di 0%, lo stato del task non è closed, e 
Time Registered Rounded è uguale a 0,  
                              (                
                  
   
 ) 
Questa condizione si verifica nel caso in cui l’utente abbia dimenticato di utilizzare 
T.Rex per la registrazione del tempo e utilizzi la sola barra del progresso in Gemini 
 Se la percentuale di completamento è maggiore di 0%, lo stato del task non è closed, e 
Time Registered Rounded è maggiore di 0 
               
                       
                  
                             
Questo caso può meglio esser chiarito con un esempio: supponiamo di aver registrato 
2,5 ore di lavoro e di aver impostato la barra del progresso al 20%, possiamo 
misurare il tempo rimanente in funzione di entrambe le variabili: 
               
       
  
                    
La formula deriva dalla proporzione Time Registered Rounded: Perc. Completamente = 
x : 100%, in questo caso 2,5 : 20 = x : 100, al quale si sottraggono le ore effettivamente 
realizzate. 
 Se la percentuale di completamento è uguale a 0%, lo stato del task non è closed, e 
Estimated Hours è maggiore di 0 
                              
In questo caso le ore rimanenti sono uguali alle ore stimate se non si misura alcun 
progresso 
 Se la percentuale di completamento è uguale a 0% o lo stato del task è impostato su 
closed ed Estimated Hours = 0  
                 
Questo è un caso limite che non dovrebbe mai verificarsi, in cui le ore stimate siano 
uguali a zero. 
 
Estimated Hours 
Allo stesso modo si definiscono le modalità di calcolo realtive a Updated Estimated Hours. 




 Se la percentuale di completamento è maggiore di 0%  
                       
                           
                  
 
Anche questo caso può essere chiarito con un esempio: supponiamo, come nel caso 
precedente, di aver registrato 2,5 ore di lavoro e di aver impostato la barra del 
progresso al 20%: 
                       
           
  
          
Anche in questo caso la formula è stata ricavata da una proporzione, la stessa del caso 
precedente:  
Time Registered Rounded: Perc. Completamente = x : 100 
in questo caso 2,5 : 20 = x : 100, quindi x = (2,5 * 100) / 20 
 Se la percentuale di completamento è uguale a 0%  
                        Hours Estimated + Time Registered Rounded 
Se la percentuale di completamento è uguale a 0%, la nuova stima è uguale alla somma delle 
ore stimate e del tempo registrato. 
La modalità di implementazione delle logiche di calcolo sarà spiegata in dettaglio 
successivamente. 
3.5 La gestione delle risorse umane 
A partire da settember 2013, D60 ha deciso di utilizzare il social network podio per la 
gestione dei dati riguardanti gli impiegati sostituendo il software T.Rex che era utilizzato in 
precedenza per conservare le credenziali di accesso di ciascun impiegato assieme a pochi altri 
dati. 
L’utilizzo di un social network consente di avere una base di dati costantemente aggiornata 
che permetta agli stessi employee di interagire più facilmente e di avere facile accesso ad 
alcune delle informazioni riguardanti i propri colleghi come ad esempio email, messaggi, 
organizzazione di eventi e workspaces che permetta al Dipartimento Human Resources di 
utilizzare una piattaforma in stile web 2.0 per la gestione interattiva delle informazioni 
aziendali riguardanti gli impiegati. 




La scelta ricade su Podio anche per un motivo tecnico, è possibile infatti esportare i dati 
attraverso API sottoforma di tabelle, tale aspetto sarà illustrato in dettaglio nel capitolo 7. 
Ciascun impiegato risulta descritto dai seguenti campi: 
 UserID: User ID all’interno del software T.Rex 
 GeminiUserID: UserID all’interno del software Gemini 
 Name: Nome e Cognome 
 Title: il titolo all’interno dell’azienda 
 Email 
 Inactive: indica se l’utente è correntemente impiegato 
 Department 
 SubDepartment 
 Location: Sede lavorativa, Aarhus o Copenaghen 
 StartDate: data di inizio impiego 
 EndDate: eventuale data di fine impiego 
 Manager: nome del manager 
 ManagerEmail: email del manager 
Successivamente, nel capitolo 7, “Extraction, Transformation and Loading”, si illustrerà la 
modalità di estrazione di tali dati al fine di popolare il Data Warehouse. 




CAP. 4 - SPECIFICA DEI REQUISITI E 
PROGETTAZIONE INIZIALE DEI DATA 
MART 
Dopo aver fornito una descrizione dei destinatari del sistema e delle loro necessità, 
descritto il contesto all’interno del quale la soluzione deve essere progettata ed implementata 
e gli obiettivi da raggiungere, si procede con la definizione dei requisiti di analisi e la 
successiva progettazione concettuale del data mart sulla base di questi ultimi. In questo 
capitolo si formula una più schematica e dettagliata descrizione dei requisiti fin qui raccolti, 
con lo scopo di realizzare una documentazione formale necessaria alla fase successiva di 
progettazione logica del Data Warehouse. 
4.1 Datawarehousing e design del Data Warehouse 
4.1.1 Datawarehousing 
Un Data Warehouse è un sistema informativo di supporto alle decisioni, ovvero il cui fine 
ultimo è fornire informazioni significative ai managers che in ambito aziendale devono 
prendere quotidianamente decisioni strutturate o meno sulla base di dati storici che 
descrivono particolari eventi o fatti. Tali informazioni sono generalmente ottenute per mezzo 
di aggregazioni di dati rispetto a diverse dimensioni di analisi, grazie all'utilizzo di una base 
di dati definita come Data Warehouse. 
I Data Warehouse si differenziano dai sistemi informativi operazionali che invece hanno lo 
scopo di supportare attività di business quotidiane attraverso la registrazione dei dati e che 




generalmente rappresentano la fonte primaria dei dati conservati in un Data Warehouse, e 
dai sistemi informativi web-based utilizzati per portare il business nel mondo del web. 
Una chiara definizione di Data Warehouse è proposta da [Albano 13] “A data warehouse is a 
subject-oriented, integrated, nonvolatile, and time-varying collection of data in support of 
management’s decisions.” 
Più in dettaglio: 
1. Subject-oriented: i dati conservati in un Data Warehouse sono organizzati per tema, 
anzichè per applicazioni, come avviene per i database operazionali che invece hanno 
lo scopo di ottimizzare l’elaborazione delle transazioni. A questo punto è utile dare la 
definizione di data mart: un database che possiede tutte le caratteristiche di un Data 
Warehouse ma che è più piccolo e si concentra su un solo tema. 
2. Integrate: un Data Warehouse colleziona informazioni provenienti da diverse fonti 
dati e le integra tra loro mediante l’esecuzione di un costoso e ben pianificato 
processo di caricamento e trasformazione dei dati che in diffrenti sorgenti potrebbero 
essere rappresentati in formati differenti o potrebbero contenere errori sintattici o 
semantici. 
3. Tempificata: mentre i database operazionali conservano solo i dati più recenti che 
decrivono una particolare entità, un Data Warehouse consera dati storici al fine di 
poter analizzare i cambiamenti nel tempo o il trend di un particolare evento. 
4. Non Volatile: la modalità di interrogazione di un Data Warehouse è mirata 
all’estrazione di dati, non alla modifica dei dati già conservati. Questo fa si che la i dati 
siano consistenti nel tempo e periodicamente aggiornati con l’aggiunta dei dati più 
recenti. 
5. Supporto alle decisioni: essendo il fine ultimo l’estrazione di informazioni significative, 
il design deve essere specificatamente realizzato al fine di ottenere la risposta alle 
query ritenute di interesse dal management. 
Il processo di organizzazione dei dati all’interno di un Data Warehouse, definito come 
datawarehousing, è un processo costoso e attentamente progettato al fine di garantire la 
correttezza dei dati che saranno poi analizzati mediante Business Intelligence tools. 
Al fine di realizzare il processo di datawarehousing si è deciso di utilizzare l’architettura a 
tre livelli di memorizzazione dei dati proposta da [Albano 13] : il primo definito come source 
area, rappresenta le fonti dati, solitamente database operazionali, che necessitano di essere 




integrati; il secondo, staging area, contenente dati derivanti dal processo di integrazione delle 
diverse sorgenti, ed infine il Data Warehouse vero e proprio, contenente i dati che di volta in 
volta saranno interrogati coerentemente con le necessità di business espresse attraverso 
Business Intelligence Tools. 
In figura 3.1 si illustra il processo di Data Warehouse proposto da [Albano 13] composto 
dalle seguenti fasi: 
1. Source Data Analysis: analisi delle fonti di dati, solitamente database operazionali. 
2. Extraction Transformation Loading: fase in cui i dati della source area vengono 
opportunamente estratti, trasformati, e caricati nel sistema del Data Warehouse 
3. DATA WAREHOUSE: la base di dati progettata ed ottimizzata per le successive analisi 
4. Information Delivery Tools: fase di estrazione della conoscenza attravero strumenti 
per la generazione di reportistica ad-hoc, per l’analisi multidimensionale e per il data 
mining, ovvero i Business Intelligence Tools che consentono di realizzare le analisi 
desiderate. 
4.1.2 Data Warehouse Design 
La progettazione di un Data Warehouse è una fase cruciale e risulta non essere semplice per 
via della esperienza necessaria ad analizzare attentamente ciascuno dei tre livelli 
dell’architettura e dei punti critici di ciascuna delle fasi del processo di datawarehousnig. In 
primo luogo risulta essere necessario tenere bene a mente che il Data Warehouse non 
rappresenta un contenitore di dati, ma uno strumento a disposizione del committente 
affinchè sia possibile portare a termine le analisi desiderate attraverso misure e kpi preferiti, 
e con la possibilità di crearne di nuovi attraverso combinazione dei precedenti. 
Figura 8 – Il processo di Datawarehousing. 




Pertanto la progettazione di un Data Warehouse non può che prescindere da una attenta 
analisi dei bisogni dei soggetti utilizzatori, tantomeno da una analisi dei dati a disposizione, 
[Albano 13] infatti afferma “The primary function of the data warehouse is for decision support, 
and so it must be specifically designed to answer business questions”, a sottolineare la centralità 
delle necessità di analisi dell’utilizzatore finale in questa importante fase di design. 
La progettazione si compone di differenti fasi, da un livello di astrazione maggiore, 
rappresentato dalla raccolta dei requisiti di analisi, alla progettazione fisica, passando per 
differenti livelli intermedi.  
Nonostante l’importanza degli obiettivi preposti degli organi decisori e delle loro finalità, è 
importante prendere in considerazione i dati che le diverse fonti rendeno disponibili e tenere 
a mente che le analisi richieste possono essere soddisfatte soltanto se i dati in possesso lo 
consentono. 
Per questo distinguiamo due differenti approcci alla progettazione di un Data Warehouse: 
 - source driven: il punto di partenza considerato per la progettazione è la base di dati 
operazionale a disposizione. I documenti a disposizione risultano in genere essere i modelli 
logici della base dati oppure i modelli logici delle tabelle operazionali considerate di 
interesse. 
 - analysis driven: la progettazione si basa su una attenta analisi dei requisiti espressi dal 
committente e sulle analisi che attraverso il Data Warehouse si vogliono portare a termine.  
Entrambi gli approcci presentano vantaggi e svantaggi, mentre il primo risulta essere più 
attento ai dati di cui si dispone piuttosto che agli obiettivi preposti, il secondo risulta al 
contrario, essere più orientato all'obiettivo di analisi finale col rischio di includere richieste 
che necessitano di dati di cui in realtà non si è in possesso. 
Considerata la natura Agile del processo di sviluppo si decide di utilizzare un approccio 
misto. Tale decisione è motivata dalla intrinseca e dinamica evoluzione delle basi di dati 
operazionali a disposizione e da sempre crescente integrazione tra i software T.Rex e Gemini. 
Possiamo quindi suddividere la progettazione del Data Warehouse in due fasi: 
1. la prima, in cui la fonte di informazioni è rappresentata dai soli software T.Rex e 
Gemini; 
2. la seconda in cui T.Rex viene aggiornato attraverso l’agiunta del modulo per la 
registrazione del Workplan. 




Inoltre, l'utilizzo di un metodo Agile fa si che nuovi requisiti sorgano ad ogni sprint. Il 
management effettua le proprie richieste non solo in base agli obiettivi di lungo termine, 
programmati già al momento di esplicita necessità di un Data Warehouse, ma anche sulla 
base dei risultati parziali conseguiti al termine del singolo sprint. 
Le richieste parziali del management sono espresse ad ogni Sprint attraverso cosiddette 
User Stories: documenti sintetici in cui si esprimono le necessità di analisi ed i vincoli da 
rispettare. All’interno di questo lavoro, tutti i requisiti sono stati raccolti nella successiva fase 
di analisi ed espressi di volta in volta quando necessario. 
4.1.3 Fasi del processo di design 
Distinguiamo le seguenti fasi di analisi: 
1. Analisi dei requisiti: ha come obiettivo la definizione di un documento semi-formale 
all'interno del quale i processi di business sono descritti in dettaglio. Viene portata a 
termine principalmente attraverso interviste del committente e di tutti gli attori coinvolti 
nei singoli processi di business al fine di raccogliere tutte le informazioni rilevanti e 
capire quali invece possono essere escluse. 
2. Progettazione concettuale: ha l'obiettivo di produrre una rappresentazione formale di alto 
livello attraverso la quale fornire una prima immagine del Data Warehouse sulla base 
della specifiche dei requisiti raccolti nella fase precedente. Il livello di dettaglio del 
modello utilizzato è tale che siano visibili tabelle dei fatti, dimensionali nonché di attributi 
dimensionali e gerarchie. 
3. Progettazione Logica: rappresenta un modello maggiormente dettagliato, ottenuto a 
partire dalla progettazione concettuale all’interno del quale si specificano anche le chaivi 
esterne.  
4. Progettazione Fisica: è un documento a basso livello di astrazione attraverso il quale si 
definiscono le tabelle che comporranno il database, nonché indici e viste materializzate 
facendo riferimento a soluzioni che possano rendere efficiente ed efficace il sistema. 
4.2 Analisi dei requisiti 
La fase di analisi dei requisiti si compone di due sotto-fasi, la fase di raccolta dei requisiti e la 
fase di specifica dei requisiti. Esse utilizzano due linguaggi differenti, la prima esprime in 




linguaggio naturale i bisogni in termini di analisi desiderate da parte del management, la 
seconda utilizza modelli piu schematici al fine di sintetizzare e rendere più dettagliati i 
requisiti precedemente raccolti. 
Mentre la prima delle due fasi citate risulta essere espressa nel capitolo 2 e 3 e sarà 
espressa di volta in volta all’interno del lavoro qualora sia necessario illustrare ulteriori 
dettagli, la specifica dei requisiti viene esplicitamente definita all’interno di questo capitolo. 
Prima di passare alla definizione della specifica dei requisiti si fornisce una descrizione 
introduttiva del modello utilizzati. 
Modelli utilizzati per la specifica dei requisiti 
Ciascun fatto, ovvero ciascun evento derivante dai business process descritti nel capitolo 3, 
è descritto dalle seguenti tabelle 
 Tabella della specifica dei requisiti di analisi: in cui si formalizzano le analisi che si 
realizzeranno evidenziando le dimensioni, le misure e le metriche coinvolte. 
 Tabella del fatto: in cui si descrive il fatto da modellare nel Data Warehouse. 
 Tabella delle dimensioni: in cui si descrivono le dimensioni di analisi del fatto. 
 Tabella degli attributi dimensionali: in cui si descrivono gli attributi di ogni 
dimensione, una tabella per ogni dimensione. 
 Tabella delle gerarchie dimensionali: in cui si descrivono (se presenti) le gerarchie 
delle tabelle dimensionali. 
 Tabella delle dimensioni che cambiano: in cui si specifica quale strategia viene 
adottata per le cosiddette slowly changing dimensions, vale a dire per quelle 
dimensioni contenenti attributi che possono cambiare. 
 Tabella delle misure del fatto: in cui si descrivono le misure del fatto. 
A seguire, definiamo la specifica dei requisiti e la progettazione concettuale iniziale dei tre 
differenti data mart che comporranno il Data Warehouse:  
 Issue Registration 
 Time Registration   
 Work Plan 




Al termine della progettazione concettuale iniziale si procederà alla progettazione logica dei 
singoli data mart ed in fine alla progettazione logica dell’intero Data Warehouse. 
4.2.1 Issue Registration 
Specifica dei requisiti del fatto 
Si procede con la descrizione della specifica dei requisiti e della progettazione concettuale 
iniziale del data mart del fatto Issue Registration. Con tale locuzione si intende la registrazione 
di un’issue all’interno del software Gemini in linea con quanto espresso all’interno del 
capitolo 3.1. Ogni issue è associata ad un determinato progetto e componente, ad una o più 
risorse umane e può essere associata ad una ulteriore issue a formare una gerarchia padre 
figlio. 
Nella seguente tabella si illustra ciascun requisito di analisi con le relative dimensioni, 
misure ed aggregazioni coinvolte. 
Fatto Issue Registration 
Requisito di analisi Dimensioni Misure Aggregazioni 
Numero di issue aventi uno status 
closed, in progress, impeded o not 
started, di uno specifico progetto, 








Hours Estimated di issue aventi uno 
status closed, in progress, impeded o 
not started, di uno specifico 









Update Estimate Hours di issue 
aventi uno status closed, in progress, 
impeded o not started, di uno 
specifico progetto, componente e di 









Incoming Issues: Numero di issue di 
tipo bug o support creati in uno 
specifico periodo temporale, per 








Net Issue Throughput: numero di 
issue non aventi uno lo stato 
impostato su closed in uno specifico 
periodo temporale, per uno 












Closed Issues: numero di issue a 
status closed tasks in uno specifico 
periodo temporale, per uno 






Hours Estimated per issue di 
qualsiasi tipo e status associate ad 
uno specifico progetto, sprint e 










Estimated )  
Hours Estimated Updated per issue 
di qualsiasi tipo e status associate 
ad uno specifico Progetto, Sprint e 
Component, in uno specifico 












Numero di issue di qualsiasi tipo e 
status all’interno del backlog 







Numero di Hours Estimated relative 





SUM ( Hours 
Estimated ) 
Età media espressa in giorni, delle 
issue aventi stato closed, per ciascun 





Age AVG ( Age ) 
 
Alle analisi appena specificate si aggiunge la richiesta di poter selezionare le misure citate 
in base alla sede di lavoro degli impiegati, il loro dipartimento, in base al manager, in base allo 
stato di attività corrente ed in base al valore FTE di ciascuno di essi. Inoltre si richiede che la 
dimensione temporale consenta di analizzare i dati su base trimestrale, mensile, settimanale 
o giornaliero. 
E’ possibile definire una descrizione sintetica del fatto Issue Registration evidenziando tutte 
le dimensioni e le misure la cui necessità emerge dalla specifica dei requisiti di analisi 
esplicitata all’interno della tabella precedente. 




Il fatto descrive l’azione di registrazione di una 
issue all’interno del software Gemini, 
caratterizzata da ore di lavoro necessarie 
stimate, aggiornamento della stima, età, tempo 
di esecuzione rimanente. Tale fatto risulta 









Hours Estimated Updated, 
Age 
 




Si rende inoltre necessario definire la granularità della fatto Issue Registration. Si preferisce 
una granularità fine in cui ogni fatto esprime la registrazione della singola issue 
indipendentemente dal livello della gerarchia padre – figlio. Ciò consente di realizzare analisi 
sia a livello delle a livello radice sia a livello foglia. Una granularità fine inoltre consente 
possibili futura evoluzioni del Data Mart qualora si presentino nuove richieste da parte del 
management. Dalle attuali analisi dei requisiti emerge la necessità di associare un issue ad un 
cliente, ad un progetto e ad una delle componenti che eventualmente lo compone, ad una o 
più risorse umane. Per quanto riguarda le analisi relative agli effettivi tempi di lavoro relativi 
alle issue registrate in Gemini, si rimanda al paragrafo successivo. 
Si descrivono le dimensioni associate alla tabella dei fatti sulla base della precedente tabella 
attraverso descrizione e granularità. 
Dimensioni 
Nome  Descrizione Granularità 
Projects 
Un singolo progetto con tutte le caratteristiche ad 
esso associato, inclusi i progetti interni. 
Un progetto 
Components 








I singoli sprint che caratterizzazione lo scandire del 
processo di sviluppo. Ognuno di essi rappresenta un 
ciclo di lavoro bisettimanale. 
Uno sprint 
Customer Il singolo cliente che richiede uno o più progetti. Un cliente 
Organization 
I singoli impiegati all’interno della organizzazione 
D60 con tutte le proprità socio-demografiche ad essi 
associate. 
Un impiegato 
Date Dimensione temporale in cui si svolgono i fatti. Un giorno 
Si procede con una descrizione dettagliata di tutti gli attributi per ciascuna dimensione di 
analisi. Sebbene non tutti gli attributi risultino necessari per le analisi emergenti dalle 
interviste, si decide di inserire tutti i dati proveniente dalla base di dati operazionali che 
potrebbero essere utili al fine di realizzare una reportistica più dettagliata, o che potrebbero 
essere utilizzati per analisi future, anche se non espliciti all’interno della specifica dei 
requisiti. Solitamente tali attributi rappresentano attributi descrittivi, per esempio l’attributo 
componente, un customer, uno sprint, una o 
più risorse umane, ad una data di creazione, 
ad una data di chiusura ed infine alle 
caratteristiche dell’issue. 
Date 




employee email ai fini delle sottoscrizioni dei report, o l’attributo che esprime il path relativo 
ad immagini da inserire all’interno dei report.  
Projects 
Analisi della dimensione Projects 
Attributo Descrizione 
ProjectName Nome del progetto 
CreateBy Impiegato che ha creato il progetto nel software Gemini 
CreatedDate Data di creazione del Progetto 
Inactive Flag che indica se alla data odierna il progetto risulta disattivato 
InternExtern Flag che indica se il progetto è interno o esterno 
Components 
Analisi della dimensione Components. Si ricorda che le componenti sono in relazione padre-
figlio tra loro. Per ciascuna di esse è presente la chiave esterna alla componente padre.  
Attributo Descrizione 
ComponentName Nome della componente 
ComponentParent 
Chiave esterna verso la componente genitore all’interno della 
stsessa tabella 
IssuesData 
Analisi della dimensione IssueData 
Attributo Descrizione 
Summary Una breve descrizione dell’issue 
LongDesc Una descrizione prolissa dell’issue 
IsParent Flag che indica se l’issue è genitore 
ParentFKey Chiave referente l’issue genitore 
CreatedDate Data di creazione 
Revised Data di una eventuale modifica 
ClosedDate Data di chiusura dell’issue 
IssueStatus Stato dell’issue 
PercentComplete Stato di completamento dell’issue, in percentuale 
IssueType Tipo dell’issue 
 





Analisi della dimensione Sprint 
Attributo Descrizione 
SprintName Il nome della versione secondo lo standard Bedrock 
SprintReleased Data in cui la versione viene definita adatta alla fase di produzione 
SprintOrder 
Valore numerico ordinale associato all’ordine temporale delle 
versione  
SprintArchived Data di archiviazione della Versione 
StartDate 
Data effettiva o prevista di validità dell’issue sulla base delle 
periodo temporale di validità dello sprint 
ReleaseDate 
Data di consegna dello sprint, coincide con la data di fine dello 
sprint 
CreatedDate Data di creazione della riga 
Customer 
Analisi della dimensione Projects 
Attributo Descrizione 
Name Nome del cliente 
Inactive Stato di attività 
Phone Number Informazioni descrittive 
Email Informazioni descrittive 
Street Address Informazioni descrittive 
ZipCode Informazioni descrittive 
City Informazioni descrittive 
Country Informazioni descrittive 
ContactPhone Informazioni descrittive 
ContactName Informazioni descrittive 
InternExtern Informazioni descrittive 
PaymentNumbersofDays Informazioni descrittive 
PaymentTermIcludeCurrentMonth Informazioni descrittive 
Organization 
Analisi della dimensione Projects 
Attributo Descrizione 
Name Nome e cognome dell’impiegato 
Title Titolo 





Inactive Flag che indica se l’impiegato è correntementee attivo o meno. 
Department Dipartimento dell’impiegato 
SubDepartment Subdipartimento dell’impiegato 
Location Locazione dell’impiegato, Aarhus o Copenaghen 
StartDate Data di impiego 
EndDate Data di fine impiego 
Manager Manager responsabile dell’impiegato 
ManagerEmail Email del manager associate all’impiegato 
VariableSalary Flag che indica se il salario è variabile o fisso 
IsExternal Flag che indica se l’impiegato è interno o un consulente esterno 
FTE Factor 
Percentuale del numero di ore di lavoro che un impiegato dedica 
all’attività lavorativa. Il valore varia tra il 100% (full-time) ed il 
50% (part-time) 
Price 
Prezzo orario di fatturazione presso i clienti associato 
all’impiegato 
RowIsCurrent 
Valore binario utilizzato per gestire il cambiamento. Assume il 
valore 1 se la riga è attuale, 0 se fa riferimento a delle informazioni 
storiche. 
RowValidFrom 
Data che indica, sempre in riferimentoalla gestione del 
cambiamento, il giorno a partire dal quale le informazioni 
assumono validità. 
RowValidTo 
Data che indica, sempre in riferimento alla gestione del 
cambiamento, il giorno in cui le informazioni cessano di essere 
attuali. 
RowCreated Data di creazione della riga 
RowUpdated Data di ultima modifica della riga  
Date 













Si definiscono le gerarchie tra gli attributi dimensionali, specificando la dimensione di 
appartenenza.  
Possiamo distinguere tra diversi tipi di gerarchia [Albano 13]: 
 Bilanciata, quando il numero di livelli è predefinito e i valori degli attributi sono 
sempre definiti a tutti i livelli; un esempio è la gerarchia Data. 
 Incompleta, quano il valore degli attribti non è sempre definito, come nel caso della 
gerarchia geografica Country/State/City che risulta essere bilanciata per gli Usa ma 
non per gli stati europei per i quali il valore stato non è definito 
 Ricorsiva, quando il numero di livelli non è definito a priori, come nel caso della 
gerarchia Supervisore/Subordinato 
Dimensione Descrizione Tipo di Gerarchia 
Components 
Gerarchia padre-figlio. In generale la gerarchia 
presenta due livelli, ma per alcuni progetti di 
maggiori dimensioni è possibile osservare una 
suddivisione delle componenti fino a 
raggiungere il quinto livello. 
Ricorsiva, Padre-Figlio 
Issue 
Gerarchia padre-figlio. Anche in questo caso 
osserviamo due livelli, ma per alcune issue a 





Day -> Month -> Quarter -> Year Bilanciata 
DateYWD Day -> Week -> Quarter -> Year Bilanciata 
Storicizzazione 
[Albano 13] definisce la modellazione delle dimensioni soggette a cambiamento nel tempo, 
che si manifesta con la necessità di modifiche ai valori di alcuni degli attributi che le 
rappresentano. E’ possibile che nella base di dati operazionale non vi sia una conservazione 
della storicità dei dati, come in questo caso, e le informazioni potrebbero essere 
semplicemente aggiornate; potrebbe verificarsi per esempio che un dipendente cambi 
dipartimento o mansione, o che un cliente cambi la città, sede della propria azienda. La 
gestione delle modifiche alla fonte di dati deve essere attentamente presa in considerazione e 
il cambiamento pianificato durante la fase di analisi. La progettazione ed implementazione di 
un sistema che permetta la conservazione della storicità delle informazioni viene stabilita a 
priori e resa esplicita nell’analisi dei requisiti.  




Diverse strategie possono essere adottate, a seconda delle necessità di analisi: 
 Tipo 1 (Sovrascrittura della storia)  
Una modifica alla fonte dati causa l’aggiornamento dei valori conservati all’interno del Data 
Mart attraverso sovrascrittura dei vecchi valori. Tale approccio fa si che le vecchie 
informazioni vengano perse e non siano più recuperabili. Pertanto tutte i fatti fanno 
riferimento ad un entità dimensionale aggiornata ad un eventuale nuovo valore. Sebbene 
questa procedura risulti utilie per alcune informazioni, come per esempio l’email o nome di 
un impiegato e risulti utile laddove gli attributi sono soggetti a modifica per errori di 
inserimento nella base di dati operazionale, risulta essere inadeguata nel caso sia necessario 
riferire il fatto ad un particolare stato dell’entità che potenzialmente si evolve nel tempo.  
 Tipo 2 (Conservazione della storia) 
Se il valore di un attrbuto dimensionale cambia, sia il vecchio che il nuovo valore sono 
conservati all’interno del Data Mart senza che vi siano modifiche alla dimensione. A 
differenza del caso precedente, un entità può evolversi nel tempo e la storicità della sua 
evoluzione è conservata all’interno della dimensione. 
 Tipo 3 (conservazione di una o più versioni della storia) 
Quest’ultima strategia è simile alla precedente e si distingue per la modfica della 
dimensione con l’aggiunta di alcuni valori come la data in cui avviene il cambiamento. 
Nella tabella seguente si illustra l’approccio utilizzato per la gestione della storicità delle 
informazioni richiesta dal management. 
Nome  Descrizione Granularità 
Projects Un progetto Tipo 1 
Components Una componente 
Tipo 1 con conservazione delle relazioni 
tra issue e component cancellate nella base 
dati operazionale. 
Issues Una issue Tipo 1 
Sprint Uno sprint Tipo 1 
Customer Un cliente Tipo 1 
Organization Un impiegato Tipo 2 
Date Un giorno Tipo 1 
Un ulteriore precisazione è necessaria riguardo la strategia adottata dalla singola 
dimensione Organization. La gestione della storicità all’interno della singola dimensione 
Organization, viene gestita in modo diverso a seconda degli attributi di cui si vuole tenere 




traccia, solo per alcuni di essi si utilizzerà il cambiamento di tipo 2. La strategia utilizzata e 
l’effettiva implementazione, così come i possibili scenari previsti, sono illustrati in dettaglio 
nel capitolo 7 - Il processo ETL. 
A seguire la descrizione dettagliata delle misure associate a ciascun fatto con relativa 
descrizione, tipo di aggregabilità ed eventuale modalità di calcolo. 
Misure 
Misura Descrizione Aggregabilità Calcolata 
Hours Estimated 
Numero di ore stimate, necessarie a 
portare a termine l’issue. 
Additiva No 
HoursRemaining Numero di ore rimanenti. Additiva No 
Updated Estimate 
Hours 
Stima di ore necessarie aggiornata. 




Numero di giorni che intercorrono tra 
la data di apertura dell’issue e la data di 
chiusura. Se l’issue non è chiusa age 
rappresenta il numero di giorni che 
intercorrono tra la data di apertura 
dell’issue e la data odierna. 
Non additiva No 
Progettazione iniziale concettuale del Data Mart 
L’analisi dei requisiti e la loro rielaborazione secondo il modello proposto da [Albano 13] 
possono essere riassunti un una rappresentazione astratta del Data Mart definita come 
rappresentazione concettuale iniziale. 
 I dati sin qui raccolti ci consentono di definire una rappresentazione concettuale iniziale 
del Data Mart Issue Registration:  
Figura 9 – Schema concettuale iniziale del Data Mart – Issue Registration 





4.2.2 Time Registration  
Specifica dei requisiti del fatto 
Si procede con la descrizione della specifica dei requisiti e della progettazione concettuale 
iniziale del data mart del fatto Time Registration. Con tale locuzione si intende la registrazione 
del tempo effettivo di lavoro realizzata da un determinato employee, su uno specifica issue a 
sua volta associata ad un determinato progetto e componente. Tale operazione viene 
realizzata mediante l’utilizzo del software T.Rex come descritto nel capitolo 3.2. 
Così come nel caso precedente, attraverso interviste con i futuri utenti del Data Warehouse, 
attraverso lo studio dei processi aziendali e sulla base di quanto descritto nel capitoli 2 e 3, si 
definisce la specifica dei requisiti del fatto definendo per ciascun requisito di analisi, le 
dimensioni, le misure e il tipo di aggregazione coinvolte. 
Fatto Time Registration 
Requisito di analisi Dimensioni Misure Aggregazioni 
Time Registered per le issue 
aventi status closed, in progress, 
impeded o not started 






Time Registered SUM(TimeRegistered) 
Time Registered Rounded per 
issue di qualsiasi tipo e status, 
in un determinato periodo 
temporale, specificato il 










Time Registered per issue di 
qualsiasi tipo in uno specifico 
Progetto, Sprint e Component, 







Time Registered SUM(TimeRegistered) 
Time Registered riguardo issue 
di tipo billable, presso clienti 
esterni per gli eseguiti da 






Time Registered Rounded 
riguardo issue di tipo billable, 
presso clienti esterni per gli 





TimeRegistered Controllare se 
effettivamente 
presente nel report 
Time Registered di tipo billable Organization, Time Registered SUM(TimeRegistered) 




per uno specifico employee a 




Time Registered di tipo Non 
Billable per uno specifico 
employee, a livello giornaliero 




Time Registered SUM(TimeRegistered) 
Time Registered di tipo 
Internal per uno specifico 
employee a livello giornaliero 




Time Registered SUM(TimeRegistered) 
Time Registered di tipo Billable 
e Non Billable per uno specifico 
employee a livello giornaliero 




Time Registered SUM(TimeRegistered) 
Time Registered di tipo Billable 
a partire dall’inizio dell’anno 
fino alla data odierna per uno 
specifico employee a livello 





Time Registered SUM(TimeRegistered) 
Numero di ore registrate di 
tipo (Billable, Non Billable, 
Internal, Totale) per uno 




Time Registered SUM(TimeRegistered) 
Numero di ore registrate di 
tipo Billable per uno specifico 
employee dall’inizio dell’anno 
alla data odierna 
Organization, 
Date 
Time Registered SUM(Time 
Registered) 
Numero medio di ore registrate 
per issue di tipo closed per uno 
specifico employee dall’inizio 




Time Registered SUM(Time 
Registered) / COUNT 
(closed Issues) 
Alle analisi appena specificate si aggiunge la richiesta di poter selezionare le misure citate 
in base alla sede di lavoro degli impiegati, il loro dipartimento, in base al manager, in base allo 
stato di attività corrente ed in base al valore FTE di ciascuno di essi. Inoltre si richiede che la 
dimensione temporale consenta di analizzare i dati su base trimestrale, mensile, settimanale 
o giornaliero. 
 E’ possibile definire una descrizione sintetica del fatto Time Registration evidenziando tutte 
le dimensioni e le misure la cui necessità emerge dalla specifica dei requisiti di analisi resa 
esplicita all’interno della tabella precedente. 








Si rende inoltre necessario definire la granularità della fatto Time Registration. Dalle 
interviste emerge la necessità di descrivere il fatto attraverso la somma delle registrazione di 
ore di lavoro a livello giornaliero, per un dato employee, per una data issue, nonostante il 
software consenta di realizzare diverse registrazioni all’interno dello stesso giorno per uno 
specifico utente ed issue. Ciò indica che il massimo livello di dettaglio desiderato risulta 
essere al massimo a livello giornaliero. Inoltre è esplicitamente richiesto dalla dirigenza la 
possibilità di scomporre i tipi di registrazioni di tempo (Time Type) in assenza o project a 
seconda che siano ore di assenza o di lavoro. 
Si descrivono le dimensioni associate alla tabella dei fatti sulla base della precedente tabella 
attraverso descrizione e granularità per ciascuna di essa. 
Dimensioni 
Nome  Descrizione Granularità 
Projects 
Un singolo progetto con tutte le 
caratteristiche ad esso associato. I progetti 
interni sono inclusi. 
Un progetto 
Components 
Le componenti sono una forma di 
suddivisione di un progetto.  
Una componente 
IssueData 
Una singola issue con tutte le caratteristiche 
ad essa associate, come lo status ed il tipo 
Una issue 
Sprint 
I singoli sprint che caratterizzazione lo 
scandire del tempo di lavoro. Ognuno di essi 
rappresenta un ciclo 
Uno sprint 
Customer 




I singoli impiegati all’interno della 








Il tipo di ore di lavoro registrate (illness, 
vacation, ...)  
Un tipo di registrazione del 
tempo di lavoro 
Il fatto descrive l’azione di registrazione di 
tempo di lavoro relativo a una specifica ssue 
realizzato da un determinato employee a 
livello giornaliero. Ciascuna registrazione è 
associata ad un progetto e componente, ad 














A seguire si mostra la sola tabella riguardante gli attributi che compongono la dimensione 
Time Type. Per motiviti di sinteticità non si decide di non mostrare le tabelle dimensionali 
per ciascuna delle altre dimensioni perché già espresse nel paragrafo precedente, 4.2.1. 
Time Type 
Attributo Descrizione 
Classification Tipo del tempo: dedicato al lavoro o di assenza 
Time Type Name Nome del tipo di registrazione 
Si definiscono le gerarchie tra gli attributi dimensionali, specificando la dimensione di 
appartenenza. 
Gerarchie dimensionali 
Dimensione Descrizione Tipo di Gerarchia 
Components 
Gerarchia padre-figlio. In generale la gerarchia 
presenta due livelli, ma per alcuni progetti di 
maggiori dimensioni è possibile osservare una 
suddivisione delle componenti fino a 
raggiungere il quinto livello 
Ricorsiva, Padre-Figlio 
IssueData 
Gerarchia padre-figlio secondo lo standard 
bedrock. Anche in questo caso osserviamo due 
livelli, ma per alcune issue a maggiore 
complessità, si osservano fino a tre livelli  
Ricorsiva, Padre-Figlio 
Tipe Classification -> Time Type Bilanciata 
Date Day -> Month -> Quarter -> Year Bilanciata 
DateYWD Day -> Week -> Quarter -> Year Bilanciata 
Storicizzazione 
Nella tabella seguente si illustra l’approccio utilizzato per la gestione della storicità delle 
informazioni richiesta dal management. 
Nome  Descrizione Granularità 
Projects Un progetto Tipo 1 
Components Una componente Tipo 1 
Issues Una issue Tipo 1 
Sprint Uno sprint Tipo 1 
Customer Un cliente Tipo 1 
Organization Un impiegato Tipo 2 




Date Un giorno Tipo 1 
Time Type Un tipo di registrazione Tipo 1 
Misure 
Misura Descrizione Aggregabilità Calcolata 
Time Registered 
Tempo registrato per un 
determinato task espresso in 





Tempo registrato per un 
determinato task espresso in 
formato numerico decimale, 
arrotandato al più vicino 0.25. 
Additiva No 
Progettazione iniziale concettuale del Data Mart 
L’analisi dei requisiti e la loro rielaborazione secondo il modello proposto da [Albano 13] 
possono essere riassunti in una rappresentazione astratta del Data Mart definita come 
rappresentazione concettuale iniziale. 
 
Figura 10– Schema concettuale iniziale del Data Mart – Time Registration 




4.2.3 Work Plan  
Si procede con la descrizione della specifica dei requisiti e della progettazione concettuale 
iniziale del data mart del fatto Workplan Planning. Il fatto rappresentato, ed indicato da tale 
espressione, rappresenta, in generale, la registrazione da parte di un employee di ore di 
lavoro presso uno specifico progettoo di assenza, coerentemente con l’analisi del processo 
definita nel capitolo 3.3.1, realizzato mediante il software T.Rex, modulo Workplan. 
E’ necessario ricordare che tale processo di business nasce successivamente alla 
implementazione delle Data Warehouse composto dalle tabelle dei fatti descritti nei due 
paragrafi precedenti; il modulo Workplan è stato rilasciato infatti durante il mese di 
dicembre. 
Dalle interviste emerge la necessità di pianificare a livello di singolo employee e a livello 
giornaliero, le ore previste relativamente a progetti o assenza (illness, vacation, education, 
open o leave), nei prossimi dodici mesi a partire dalla data odierna, e le ore effettive di illness 
e vacation se riferite al passato; è esclusa la registrazione delle ore effettive di lavoro poiché 
tale operazione è già realizzata tramite T.Rex – Registration a un livello più dettagliato, di 
singola issue. 
Specifica dei requisiti del fatto Work Plan 
Così come nel caso precedente, attraverso interviste con i futuri utenti del Data Warehouse, 
attraverso lo studio dei processi aziendali e sulla base di quanto descritto nel capitolo 3.3, si 
definisce la specifica dei requisiti del fatto. 
Fatto Workplan 
Requisito di analisi Dimensioni Misure Aggregazioni 
Workplan Hours relative a 
progetti esterni, dato uno 
specifico employee ed una 
specifica settimana dell’anno, 
esclusi i manager, solo per gli 




Workplan Hours SUM( Workplan Hours) 
Workplan Hours relative a 
progetti interni, dato uno 
specifico employee ed una 




Workplan Hours SUM( Workplan Hours) 
Numero di ore Workplan 
Hours di tipo Open, dato uno 
specifico employee ed una 




Workplan Hours SUM( Workplan Hours) 














ione sintetica del fatto Workplan evidenziando tutte le dimensioni e le misure la cui necessità 
emerge dalla specifica dei requisiti di analisi resa esplicita all’interno della tabella 
precedente. 
 Si rende inoltre necessario definire la granularità della fatto Workplan. Dalle interviste 
emerge la necessità di descrivere il fatto attraverso la somma delle registrazione di ore di 
lavoro o assenza programmate a livello giornaliero, per un dato employee, in un determinato 
giorno. 
Si descrivono le dimensioni associate alla tabella dei fatti sulla base della precedente tabella 
attraverso descrizione e granularità per ciascuna di essa. 
Dimensioni 
Nome  Descrizione Granularità 
Projects 
Un singolo progetto con tutte le 
caratteristiche ad esso associato. I progetti 
interni sono inclusi. 
Un progetto 
IssueData 
Una singola issue con tutte le caratteristiche 
ad essa associate, come lo status ed il tipo 
Una issue 
Customer 
Il singolo cliente che richiede uno o più 
progetti 
Un cliente 
Organization I singoli impiegati all’interno della Un impiegato 
Numero di ore Workplan 
Hours di tipo Education, dato 
uno specifico employee ed 





Workplan Hours SUM( Workplan Hours) 
Numero di ore Workplan 
Hours di tipo Illenss, dato uno 
specifico employee ed una 




Workplan Hours SUM( Workplan Hours) 
Numero di ore Workplan 
Hours di tipo Vacation, dato 
uno specifico employee ed 





Workplan Hours SUM( Workplan Hours) 




Il fatto descrive l’azione di registrazione di ore 
di lavoro previste su uno specifico progetto o 
di assenza. Ciascuna registrazione è associata 
ad un progetto, a livello giornaliero, ad un 
impiegato e ad un tipo (Lavoro Interno, 











organizzazione D60 con tutte le proprità 
socio-demografiche associate 
Date 
La data alla quale fa riferimento la 
registrazione 
Un giorno 
Time Type Il tipo di ore programmate Un tipo di programmazione 
 
Anche in questo caso, per questioni di sinteticità si omettono le tabelle degli attributi 
dimensionali perché uguali a quelle espresse nei paragrafi precedenti 4.2.1 e 4.2.2 
relativamente ai fatti Issue Registration e Time Registration. 
Gerarchie dimensionali 
Si definiscono le gerarchie tra gli attributi dimensionali, specificando la dimensione di 
appartenenza.  
Dimensione Descrizione Tipo di Gerarchia 
Tipe Classification -> Time Type Bilanciata 
Date Day -> Month -> Quarter -> Year Bilanciata 
Date Day -> Week -> Quarter -> Year Bilanciata 
Storicizzazione 
Nella tabella seguente si illustra l’approccio utilizzato per la gestione della storicità delle 
informazioni richiesta dal management. 
Nome  Descrizione Granularità 
Projects Un progetto Tipo 1 
IssueData Una issue Tipo 1 
Customer Un cliente Tipo 1 
Organization Un impiegato Tipo 2 
Date Un giorno Tipo 1 
Time Type Un tipo di registrazione Tipo 1 
Si definiscono quindi le misure asssociate al fatto Workplan. 
 
Misure 
Misura Descrizione Aggregabilità Calcolata 





Numero di ore programmate di 
lavoro presso uno specifico 
progetto o di assenza. 
Additiva No 
Progettazione iniziale concettuale del Data Mart 
L’analisi dei requisiti e la loro rielaborazione secondo il modello proposto da [Albano 13] 
possono essere riassunti in una rappresentazione astratta del Data Mart definita come 
rappresentazione concettuale iniziale. 
 
4.2.4 Tabelle riepilogative delle dimensioni e dellemisure 
La fase di specifica dei requisiti si conclude con la definizione di dimensioni e misure 
comuni ai Data Mart sin qui progettati.  
Riepilogo delle dimensioni comuni 
Dimensione Issue Registration Time Registration Workplan  
Time Type  X X 
IssuesData X X  
Sprint X X  
Customer X X X 
Organization X X X 
Figura 11– Schema concettuale iniziale del Data Mart – Work Plan 




Project X X X 
Component X X  
Date X X X 
Riepilogo delle misure comuni 
Dimensione Time Registration Issue Registration Workplan 
Time Registered X   
Time Registered Rounded X   
Hours Estimated  X  
HoursRemaining  X  
UpdateEstimate  X  
Age  X  
Workplan Hours   X 
La documentazione sin qui ottenuta, assieme alla progettazione concettuale a partire dalla 
base di dati operazionale, rappresenta il punto di partenza della progettazione finale dei Data 
Mart e della progettazione logica del data warehouse. 
   




CAP. 5 - PROGETTAZIONE 
CONCETTUALE FINALE E LOGICA DEL 
DATA MART E DEL DATA WAREHOUSE 
L’approccio utilizzato per la realizzazione del processo di Design del Data Warehouse tiene 
conto dell’esistenza di una base di dati operazionale e prevede lo studio della struttura e dei 
dati in essa contenuti affinché sia possibile una corretta e coerente estrazione ed 
integrazione. In questo capitolo si descrivono le basi di dati operazionali utilizzate come fonte 
nella fase di ETL e successivamente si illustrano la progettazione concettuale finale e logica 
del Data Warehouse. Nel capitolo successivo si definisce la fase di implementazione del 
sistema progettato. 
5.1 - Introduzione ai sistemi sorgenti 
Affinché i software Gemini, T.Rex e Podio possano svolgere le operazioni di routine per la 
quale sono stati progettati è necessario che l’organizzazione, in questo caso la stessa D60, 
utilizzi una cosiddetta base di dati operazionale all’interno del quale i dati necessari 
all’esecuzione degli stessi software e prodotti dagli stessi possano essere memorizzati. I 
sistemi informatici operazionali i sistemi di elaborazione di transazioni (Transaction 
Processing Systems, TPS) inglobano applicazioni che consentono la gestione e l’utilizzo delle 
basi di dati operazionali e che consentono agli utenti del livello operativo di svolgere le 
attività di loro competenza [Albano 13]. 





La natura interna dei sistemi informatici operazionali T.Rex e Gemini fa si che non vi siano 
problemi legati all'accesso alle fonti dati. Entrambi i software risiedono su server interni, 
quindi sono facilmente raggiungibili ed i dati necessari al popolamento del Data Warehouse 
costantemente aggiornati. 
Non tutti i dati della base operazionale sono resi disponibili, ma di volta in volta, con il 
sorgere di nuovi requisiti di analisi durante il processo Agile di sviluppo del Data Warehouse, 
ci si interroga sulla effettiva necessità di nuovi dati, ulteriormente a quelli di cui si dipone già. 
Si ricorda infatti che ogni nuovo requisito di analisi è espresso mediante l'utilizzo di un 
documento definito come user story per lo sviluppo ed implementazione del quale si richiede 
l'esecuzione di tutte le fasi di sviluppo del Data Warehouse: analisi e specifica dei requisiti, 
etl, reportistica. 
Questo tipo di approccio consente non solo di evitare problemi legati al rischio di accedere 
a dati sensibili, dal quale i software sorgenti dipendono, ma la possibilità di intervistare 
direttamente gli sviluppatori del software e di richiedere eventuali nuovi dati del quale non si 
dispone, fa si che in ogni momento dello sviluppo si disponga di una base di dati minimale in 
termini di dati effettivamente necessari al popolamento del Data Warehouse. Nonostante 
questo grande vantaggio si osserverà la presenza di alcune tabelle non effettivamente 
utilizzate all’interno del progetto o obsolete. 
Per favorire la protezione dei dati sorgente, D60 decide di non fornire accesso diretto alle 
base dati dei software Gemini e T.Rex, ma di popolare due differenti database con i soli dati 
"pubblici" ovvero resi disponibili al team responsabile dello sviluppo del Data Warehouse ed 
Figura 12 – I sistemi di elaborazione delle transazioni. 




eventualmente disponibili per altri progetti interni. Per quanto riguarda Podio invece, D60 
non si occupa della gestione della base di dati operazionale, ma solo dell’accesso ad essa. 
La fase di loading dai due differenti server all'interno del quale risiedono rispettivamente i 
dati del software Gemini e T.Rex avviene periodicamente per mezzo dell'utilizzo di job ad 
esecuzione periodica configurati mediante SQL Server Management Studio. I dati provenienti 
dal social network Podio invece sono resi disponibili per mezzo di API e periodicamente 
caricati all'interno della staging area, sempre con le stesse precedenti modalità. Entrambe le 
modalità di estrazione dei dati saranno descritte nel capitolo 7 – Procedure ETL. 
Al fine del popolamento del Data Warehouse, coerentemente con quanto espresso nel 
capitoi 3.4, si rende necessaria un’operazione di integrazione dei dati riassunta nella figura 
seguente: i dati presenti nelle diverse basi dati sono caricati all’interno dell’area di staging 
privi di trasformazioni, sottoposti alla fase di ETL e caricati all’interno del Data Warehouse al 
fine di popolare le tabelle dei fatti e dimensionali. I dati necessari alla creazione della 
riportistica vengono infine prodotti attraverso un accesso diretto al cubo. 
Si procede con la classificazione delle tabelle presenti nella base di dati T.Rex, Gemini e 
Podio secondo la classificazione suggerita da [Albano 13] in base al loro contenuto ed al tipo 
di relazione tra di esse in entità evento, entità componente, entità classificazione: 
1. Entità Evento: Sono le tabelle che rappresentano eventi potenzialmente interessanti 
per i processi aziendali di analisi dei dati. Le entità evento hanno due caratteristiche 
Figura 13 – Processo di datawarehousing. 




fondamentali: descrivono eventi che si verificano frequentemente nel tempo e 
contengono attributi numerici che rappresentano possibili misure.  
2. Entità Componente: Sono le tabelle in relazione con un’entità evento con 
un’associazione (1: N). Le entità componente di solito rappresentanoinformazioni 
utili per rispondere a domande del tipo chi, cosa, quando, dove, come e perché 
relative alle entità evento e, quindi, sono le naturali candidate da considerare per la 
definizione delle dimensioni dello schema a stella. Tra le entità componente di ogni 
entità evento aggiungiamo quella che rappresenta il tempo.  
3. Entità di classificazione: Sono le tabelle in relazione con un’entità componente (entità 
minimale) con una catena di associazioni (1: N). Queste entità rappresentano di solito 
gerarchie nei dati e, nella definizione dello schema a stella, i loro attributi interessanti 
vengono aggiunti a quelli delle entità minimali per definire le tabelle dimensionali. 
5.2 Fonte dati TRex 
Time Registration 
Si fornisce una breve descrizione delle tabelle rese disponibili dalla base di dati del 
software T.Rex: 
 Customer (Customer Id, createddate, createBy, CustomerName, Email, Inactive, 
Address, Zip, City, Country, ContactName, ContactPhone) – Entità componente 
contenente i dati riguardanti i clienti, soprattutto dati descrittivi come indirizzo, 
email, numeri di telefono. Tutti gli attributi sono ritenuti interessanti. 
 CustomerInvoiceGroup (Invoice Id, customerID, label, attention, city, country, address, 
zip, email, sendformat, creditnoteTeampleMail, creditNoteTeampletePrint) - i clienti 
possono essere raggrupati in gruppi per cui effettuare una fatturazione. Non 
utilizzata. 
 TimeEntries (ID, TaskId, UserID, StartTIme, EndTime, Description, PauseTime, 
BillableTime, Billable, Price, TimeSpent, InvoiceId, TimeEntryTypeId, ChangedBy, 
ChangedDate, CreatedDate) - Entità evento contiene i dati relativi all’evento 
registrazione di ore di lavoro per un determinato task, ovver issue. E’ importante 
ricordare che possono esserci più transazioni nello stesso giorno riferite allo stesso 




task e user. Gli attributi ritenut utili sono TaskId, UserID, StartTIme, EndTime, 
Billable, TimeSpent, TimeEntry, TypeId. Time spent consente di ricavare la metrica 
TimeRegistered e Time Registered Rounded. 
 Invoices (Inovoice ID, createDate, invoiceDate, VAT, FooterText, StartDate, EndDate, 
Closed, DueDate, Regarding, Guid, Delivered) - contiene I dati delle singole fatture 
emesse. Non utilizzata. 
 Projects (ProjectId, ProjectName, CreatedBy, CreatedDate, Inactive, ChangedDate, 
ChangedBy, PONumber, FixedPriceProject, FixedPRice, CustomerIvoiceGroupID) - 
contiene dati relativi ai progetti, per lo più dati descrittivi. É una entità componente, si 
utilizza l’attributo ProjectID, ProjectName, CreatedDate, Inactive. 
 Tasks (TaskId, parentID, ProjectID, CreatedBy, ModifyDate, CreatedDate, TasknName, 
Description, TimeEstimated, TimeLeft, Closed, WorstCaseEstimate, BestEstimateCase, 
Inactive, ChangedDate, ChangedBy) – entità componente, contiene dati relativi i 
singoli task portati a termine da un impiegato. Non utilizzata perché per la 
descrizione dei task si utilizzeranno i dati proveniente da Gemini. 
 TimeEntryTypes (ID, Description, TypeName, CustomerID, Isdefault, IsbillableDefault) 
– Entità component contenente la descrizione dei tipi, interessanti gli attributi 
Description e TypeName.  
 User (UserName, Name, Email, Price, Inactive, Department, Location) – Entità 
componente contenente i dati riguardanti gli utenti registrati e abilitati alla 
registrazione delle ore di lavoro. Si preferisce la fonte dati Podio, ma in assenza di 
informazioni riguardo alcuni utenti si utilizzeranno le informazioni contenute in 
questa tabella, tutti gli attributi sono utilizzati. 
 CustomerUsers (ID, userID, CustomerID) - Entità di classificazione, è una tabella 
bridge per la relazione molti a molti tra utenti e customer con relativo prezzo, ogni 
utente possiede un proprio prezzo standard ed eventualmente un ulteriore prezzo a 
seconda della combinazione utente – customer in qual caso presente in questa tabella. 
Non utilizzata all’interno di questo progetto. 
Modulo Workplan 
L’evento è rappresentato dalla realizzazione della registrazione delle ore di lavoro a 
livello di progetto. Si ricorda che ciascuna registrazione di ore di lavoro può far 
riferimento al passato o al futuro a seconda della data odierna. A discapito del nome 




“workplan” tale modulo viene utilizzato anche per la registrazione delle ore effettive di 
illness e vacation se riferite al passato. 
I dati sono caricati dalle seguenti tabelle: 
 Forecast (id, date, type, dedicatedhours, monthId) - Entità evento, ciascun dei 
quali è rappresentato da una registrazione di ore di lavoro per un determinato 
giorno per il tipi di workplan che non prevedono l’associazione di progetti, quindi 
tutti i tipi tranne project. Dedicated hours assume valore 7.5, ma può assumere un 
valore diverso da 7.5 per i tipi illness e open, per i quali il software consente di 
inserire un valore diverso e minore di 7.5. Tutti gli attributi sono ritenuti 
interessanti, Hours consente di calcolare la metrica per le ore programmate 
workplan hours non di tipo project. 
 ForacastProjectHours (id, hours, projectId) -  Entità evento, ciascun dei quali è 
rappresentato da un numero di ore di registrazione per un determinato progetto, 
in un determinato giorno. Tutti gli attributi sono ritenuti interessanti. Hours 
consente di calcolare la metrica per le ore programmate workplan hours di tipo 
project. 
 ForecastTypes (id, Name, description, supportsProjecthours, 
supportsdedicatedhours) – Entità componente, contiene la descrizione dei tipi di 
registrazioni possibili con un valore flag nei campi supportsPorjectHours e 
Support dedicated hours in caso il tipo selezionato consenta la registrazione del 
tempo associata ad uno specifico progetto oppure no ed in caso sia possibile 
specificare un numero di ore diverso da 7.5 per i tipi non project. 
 ForecastMonth (id, month, year, userid, unlocked, lockedfrom, createdbyid, 
createdate): Entità componente. Contiene un identificativo all'interno del 
software T.Rex dell'utente con il mese di riferimento della registrazione, la data di 
creazione dell'entry. Tabella non utilizzata. 
5.3 Fonte dati Gemini 
 Components (ComponentID, Created, ProjectID, ComponentName, 
ComponentDescription, UserID, ParentComponentID, ComponentOrder) – Entità 
componente contenente i dati delle componenti ed il progetto al quale sono associate, 




è inoltre presente una chiave esterna ricorsiva alla componente padre. Si utilizzano 
tutti gli attributi ad esclusione di componentOrder. 
 IssueComponent (ID, issueID, ComponentID, Created) – Entità classificazione molti a 
molti per l’associazione delle issue a una o più components, nella prassi, ciascuna 
issue è associata al più ad una component. 
 IssuePriorities (PriorityID, PriorityDescription, ImagePath): Entità classificazione, 
tabella contenente le diverse priorità associabili a un’issue con il path relativo 
all’icona associata, tutti gli attributi sono utilizzati. 
 IssueResources (IssueID, UserID, Created): Entità classificazione, è una tabella bridge 
per l’associazione delle risorse umane a determinate issue. Tutti gli attributi sono 
utilizzati. 
 Issues (IssueID, projectID, FixedInVersionID, ReportdBy, Summary, LongDescr, 
IssueTypeID, IssuePriorityID, IssueSeverityID, PercentComplete, EstimatedDays, 
EtimatedHours, Estimated Minutes, StartDate, DueDate, StartDate, ClosedDate, 
ParentIssueID, IsParent): Entità Evento contenente i dati relativi alle Issues con 
relative priorità, tempistica, data di inizio e fine del lavoro, eventuale Issue Parent ID. 
Estimated Hours ed Estimeted Minutes utilizzata per ricavare la metrica Hours 
Estimated. Gli attributi utilizzati sono IssueID, projectID, FixedInVersionID, 
ReportdBy, Summary, LongDescr, IssueTypeID, IssuePriorityID, PercentComplete, 
EtimatedHours, Estimated Minutes, StartDate, StartDate, ClosedDate, ParentIssueID, 
IsParent. 
 IssuesStatus (StatusID, Description, Type, ImagePath, Comment) - Entità componente, 
contiene i dati relativi ai tipi di status diposnibili associabili a ciascuna issue. Si 
utilizzano gli attributi StatusID, Description, Type, ImagePath. 
 IssueTypes (TypeID, Description, ImagePath, Comment) - Entità componente, contiene 
dati relativi ai tipi di issue associabili a ciascuna di essa. Si utilizzano gli attributi 
TypeID, Description, ImagePath. 
 IssueVersions (IssueID, VersionID, Created): Entità classificazione, contiene i dati 
relative alle version (Sprint nel gergo delle metodologie di sviluppo Agile) alla quale 
ogni issue è associata, tutti gli attributi sono utilizzati. 




 ProjectGroupMembership (ID, ProjectID, UserID): Tabella Bridge per la gestione dei 
team. D60 non utilizza alcun sistema di tracking e gestione dei team all’interno 
dell’organizzazione nonostante Gemini ne offra la possibilità. Non utilizzata. 
 Projects (ProjectID, ProjectCode, ProjectName, ProjectLeader, ProjectDesc, Created): 
entità componente; dati relative ai singoli progetti, gli attribute utilizzati sono 
ProjectID, ProjectCode, ProjectName. Si osserva una ridondanza con i dati 
proveniente dalla fonte T.Rex, si decide quindi di utilizzare i soli campi ProjectName e 
ProjectCode. 
 Users (UserID, UserName, FirstName, Surname, EmailAddress, Created, Comment, 
Active): Entità componente. Sebbene Gemini fornisca la possibilità di gestire gli 
utenti, si preferisce la gestione mediante Podio, pertanto questa tabella non viene 
utilizzata. 
 Versions (VersionID, VersionOrder, VersionName, ProjectID, VersionDescription, 
VersionReleased, VersionOrder, VersionARchived, StardtDate, ReleaseDate) – Entità 
componente, contiene i dati relative alle versions (Sprint nel gergo delle metodologie 
di sviluppo Agile) alla quale ogni issue è associata, con relative date di inizio e fine 
dello sprint ovvero rispettivamente start e release. Si utilizzano gli attributi 
VersionID, VersionOrder, VersionName, VersionDescription, VersionOrder, 
VersionArchived, StardtDate, ReleaseDate. 
5.4 Fonte dati Podio 
I dati estratti dalla fonte dati Podio vengono caricati all’interno di un’unica tabella all’interno 
della staging area privi di trasformazioni. Gli attributi di cui si dispone sono in numero 
maggiore rispetto a quelli effettivamente utilizzati, ma per ragioni di coerenza si decide di 
importare tutti i campi. Per motivi di sinteticità e perché già discusso nel capitolo 2, si omette 
l’elenco dei campi disponibili, essendo per lo più dati descrittivi i singoli impiegati con 
informazioni relative a nome, indirizzo, email, manager associato, data di inizio e fine 
dell’attività lavorativa. Un’estensiva trattazione dei dati riguardanti gli impiegati sarà data nel 
capitolo 7 – Procedure ETL. 




5.5 Tabelle per l’integrazione 
Dall’analisi delle tabelle precedenti si può notare l’esistenza di una ridondanza di 
informazioni per quanto riguarda i progetti, le issue o task e le risorse umane. Si illustra come 
i conflitti sono stati gestiti: 
 Progetti: entrambi i software T.Rex e Gemini consentono di tenere traccia dei progetti 
e conservarne le informazioni. Si decide di utilizzare le sole informazioni provenienti 
dal software Gemini e scartare le informazioni proveniente da T.Rex. La tabella 
contenente il mapping tra i due progetti è la tabella BugtrackerIntegrationProject. 
 Task / Issues: anche in questo caso si decide di utilizzare i dati proveniente da Gemini 
a discapito dei dati conservati in T.Rex riguardo i singoli task sebbene essi risultino 
essere completi in entrambi i software. La tabella bridge è popolata automaticamente 
al momento di creazione di un’issue in gemini, infatti, come definito nel capitolo 3.2, 
sarà possibile registrare del tempo su un issue in T.Rex dal momento in cui lo stato di 
un issue in Gemini passa da not assigned a in progress. 
 Users: la gestione degli utenti viene realizzata tramite Podio pertanto si preferisce 
utilizzare i dati proveniente da tale fonte dati, la tabella per il mapping tra T.Rex, 
Gemini e Podio è BugTrackerIntegrationUser. 
 
5.6 Progettazione Logica del Data Warehouse 
Il design del Data Warehouse procede, come suggerito da [Albano 13] con la progettazione 
finale degli schemi concettuali di ciascun Data Mart che per motivi di sinteticità non 
mostriamo essendo nel nostro caso coincidonti agli schemi concettuali iniziali. Per ciascuno 
di essi si propone la progettazione logica attraverso schemi relazionali a stella, per poi 
proporre come ultimo passo, lo schema relazionale dell’intero Data Warehouse. 




Schema relazionale del Data Mart Issue Registration 
Figura 14 – Schema relazionale del Data Mart Issue Registration. 





Schema relazionale del Data Mart Time Registration 
 
Figura 15– Schema relazionale del Data Mart Time Registration. 





 Schema relazionale del Data Mart Work Plan 
  
Figura 16– Schema relazionale del Data Mart Work Plan. 




CAP. 6 - AMBIENTE DI SVILUPPO 
Si fornisce una panoramica dell’ambiente di sviluppo al fine di introdurre i software 
utilizzati per l’implementazione della fase di ETL, capitolo 7, e per la realizzazione della 
reportistica, capitolo 8. 
6.1 La suite di Business Intelligence Microsoft 
La presenza di numerose suite per l’implementazione di servizi Business Intelligence fa sì 
che la scelta dell’adozione di una serie di tools a discapito di altri non sia semplice per una 
azienda come D60 che offre e mantiene servizi di analisi dati in tutta la Danimarca. I fattori 
discriminanti sono molteplici ed in aggiunta alle classiche variabili caratterizzanti qualsiasi 
software in ambito aziendale, qualità e sicurezza, è necessario considerare che il cosiddetto 
mondo dei Big Data, è in continua evoluzione ed i produttori di suite BI tengono il passo 
attraverso una continua ricerca di miglioramento in termini di innovazione e di facilità di 
utilizzo degli strumenti di analisi, oltre che dal punto di visto del miglioramento delle 
performance e della qualità generale. 
Un’interessante visione dell’attuale mercato dei servizi di Datawarehosing è fornita da 
[Gartner 2013]. Gartner è una società multinazionale leader mondiale nella consulenza 
strategica, ricerca e analisi nel campo dell'Information Technology che ogni anno studia i 
produttori di software per lo sviluppo di servizi Business Intelligence e li colloca in un 
quadrante definito dalla variabili ability to execute e vision completeness. Per ability to execute 
si intende un mix di qualità del prodotto, stabilità finanziaria e salute del produttore, capacità 
di inserimento nel mercato, soddisfazione dei clienti attraverso il raggiungimento dei loro 
obiettivi, mentre la seconda, completeness of vision, è più legata alle strategie dei produttori, 
ovvero all’abilità di trasformare i bisogni dei clienti in servizi reali, all’efficacia della strategia 
di marketing , alla verticalità dei servizi offerti e alla capacità di innovazione. 




Combinando queste due variabili diventa possibile suddividere i produttori in quattro 
insiemi: operatori di nicchia se focalizzati su business intelligence legata a ristretti settori 
produttivi, challengers per identificare i nuovi potenziali competitori, visionari ad indicare 
quei produttori che offrono ad una larga audience servizi innovativi ma non ancora efficienti 
ed infine, i leader del settore produttori eccellenti del mercato. 
Microsoft si posiziona nel primo quadrante, non molto distante da Oracle, IBM, SAP e 
Teradata per la qualità dei servizi offerti dal punto di vista di qualità, sicurezza, prestazioni, 
soddisfazione dei clienti ed innovazione. 
Nel classificazione dei produttori Business Intelligence del 2012 Microsoft si posizionava 
sempre nel quadrante dei leaders ma molto vicina all’angolo inferiore sinistro; lo sviluppo di 
nuovi strumenti ha portato l’azienda a portarsi quasi allo stesso livello di operatori storici 
dell’ambito del datawarehouse grazie all’introduzione di numerosi servizi quali xVelocity per 
l’analisi in-memory dei dati, power pivot per la fornitura di ulteriori soluzioni front-end di 
analisi e l’analisi tabulare in alternativa all’analisi multidimensionale. 
Nel paragrafo successivo si offre una descrizione dei singoli tools componenti la suite 
Microsoft SQL Server 2012 adottata da D60. 
Figura 17 – Il quadrante dei Data Warehouse di Gartner. 




6.2 Microsoft SQL Server 2012 Enterprise 
Micorosoft SQL Server 2012 è un Database Management System che si compone di una 
serie di tool per la realizzazione di servizi di Business Intelligence che consente agli utenti di 
raggiungere una profondita conoscenza dei dati attraverso un software che consente l’analisi 
di dati provenienti da qualiasi fonte attraverso strumenti in grado di raggiungere l’eccellenza 
in tutte le fasi del processo di datawarehousing ed in grado di fornire scalabilità e sicurezza. 
La suite Microsoft si compone di diversi tool enterprise-ready che consente 
l’implementazione di servizi BI attraverso tecnologie sviluppate dalla stessa Microsoft per la 
gestione di datawarehousing su larga scala e la fornitura di potenti soluzioni di analisi. Inoltre 
sono comprese le nuove tecnologie per il miglioramento delle performance come il motore 
xVelocity per l’analisi dei dati in-memory e la possibilità di analisi dei dati attraverso front-
end software come Excel e Power Pivot. 
I punti di forza di Microsoft SQL Server 2012 sono: 
 Il supporto di dati relazionali e non, include fonti di dati Big Data come Hadoop in 
aggiunta alle più disparate fonti dati utilizzate in ambito aziendale, accessibili 
attraversi API per database di tipo ADO.NET, ODBC, JDBC, PDO, and ADO supportati 
da diverse piattaforme implementate in .NET, C/C++, Java, Linux, and PHP. 
 La possibilità di ottimizzare la produttività dei servizi cloud attraverso il tool SQL 
Server Data Tools. 
 La realizzazione di un nuovo modello di analisi definito Tabulare in alternativa 
all’analisi multidimensionale dei dati. 
 Un nuovo sistema web di presentazione dei dati e visualizzazione degli stessi 
attraverso il tool Power Pivot e Enhanced Power Pivot. 
 L’introduzione del del motore di analisi in-memory xVelocity che consente ottenere 
risultati in tempi minori grazie ad una velocità di lettura dei dati pari a 10 miliardi 
di righe per secondo su un tipico hardware industriale attraverso 
l’implementazione di diverse nuove tecniche che garantiscono alte prestazioni come 
l'archiviazione a colonne, la compressione avanzata, la memorizzazione nella cache 
in memoria e algoritmi di analisi dei dati e aggregazione altamente paralleli. 
Si illustrano nei paragrafi successivi le componenti della suite Microsoft SQL Server 2012 
utilizzate all’interno di questo progetto. 




6.3 SQL Server Management Studio 
Microsoft SQL Server Management Studio è la principale componente della suite, utilizzata 
per l’accesso, la configurazione, l’amministrazione, la gestione delle istanze di SQL Server 
all’interno della rete. Il software in questione combina un esteso gruppo di tool grafici con 
uno script editor al fine di fornire accesso agli sviluppatori alle istanze di SQL Server 
indipendentemente dai livelli di esperienza; inoltre fornisce l’accesso anche alle altre 
componenti della suite, come Analysis Service e Integration Service. 
Attraverso Management Studio è possibile accedere alle seguenti applicazioni: 
 SQL Profiler: applicazione che si occupa del monitoraggio di eventi di ogni tipo al 
fine di analisi delle performance in real time. 
 SQL Server Agent: che consente l’automazione e la pianificazione di task attraverso 
la creazione di job eseguiti su periodicamente su base temporale o attraverso 
trigger. 
 SQL Server Configuration Manager: consente l’amministarazione delle istante di 
SQL Server in esecuzione sulla rete. 
All’interno del progetto, si è fatto un largo utilizzo dello script editor fornito da 
Management Studio al fine di testare le query Transact SQL da utilizzare in Integration 
Service ed in Reporting Service, testare le query MDX utilizzate in Analysis Service e 
Reporting Service ed inoltre per la pianificazione di task ad esecuzione automatica attraverso 
il Server Agent. In sintesi Managemnt studio rappresenta un’applicazione di indubbia 
importanza durante tutte le fasi del processo di datawarehousing. 
6.4 Microsoft SQL Integration Service 
SQL Server Integration Service (SSIS) è l’applicazione utilizzata durante la fase di ETL e 
rappresenta una piattaforma per la costruzione di soluzione atte a realizzare l’integrazione 
dei dati dalle diverse fonti a disposizione. Integration Service fornisce la possibilità di creare 
e gestire più progetti all’interno di un’unica soluzione ognuno dei quali si compone di 
pacchetti che implementano le fasi di estrazione, trasformazione e loading. I tool o task forniti 
da Integration Service consentono di realizzare operazioni automatizzate di estrazione, copia 
o download di files, invio di e-mail in risposta a specifici eventi, aggiornamento di 




datawarehouse, pulizia e mining dei dati, e gestione degli oggetti e dei dati propri di 
un’instanza di SQL Server. L’integrazione è una fase cruciale del processo di datawarehousing 
in cui fonti dati eterogenee devono essere trattate al fine di realizzare un unico flusso di dati, 
a tal fine sono disponibili connettori alle più disparate fonti dati come database Oracle, SQL, 
DB2, Teradata, XML Files, file testuali, e applicazioni business anche di terze parti come SAP, 
ERP, CRM e Web Services. 
Una descrizione dettagliata del software e del suo utilizzo è fornita all’interno del capitolo 7 
all’interno del quale si illustra la fase ETL del lavoro. 
6.5 Microsoft SQL Analysis Service 
Analysis Service è un’applicazione di Online Analytical Processing (OLAP) utilizzata per la 
progettazione, implementazione, gestione e analisi delle strutture multidimensionali 
successivamente fruibili attraverso Excel, Reporting Service e Power Pivot. Le tabelle del Data 
Warehouse possono essere dotate di metadati che consenteno la misurazione, la 
manipolazione e la comparazione dei dati di business con query ad hoc definite attraverso il 
linguaggio MDX al fine di rispondere esattamente ai bisogni emergenti dagli utilizzatori finali. 
Una novità presente all’interno di quest’ultima versione rappresentata dalla possibilità di 
implementare un nuovo modello di dati alternativo a quello multidimensionale e che si basa 
sulle relazione tra le tabelle anziché con il cubo e le dimensioni. Questo nuovo approccio è 
stato progettato al fine di rendere più semplice la progettazione delle analisi dei dati essendo 
MDX considerato troppo complesso ma non utilizzato all’interno del progetto per il quale si è 
utilizzato il classico approccio multidimensionale. 
Analysis service è stato utilizzato all’interno del progetto al fine della progettazione e 
implementazione del cubo, e al fine di definire le relazioni tra le misure di ciascuna tabella dei 
fatti ulteriormente personalizzate per rispondere alle specifiche di analisi espresse nei 
capitoli 2 e 3. L’analisi multidimensionale progettata rappresenta una soluzione composta da 
cubi e dimensioni al fine di realizzare analisi di business e rappresenta il modello di default 
utilizzato da Analysis Service. Il modello multidimensionale è incluso in un motore di calcolo 
per i dati OLAP, con modalità di archiviazione MOLAP, ROLAP e HOLAP per bilanciare 
prestazioni con requisiti di scalabilità. Il motore OLAP di Analysis Services è leader del 
settore e offre ottimi risultati con un'ampia gamma di strumenti di Business Intelligence, 
inoltre la possibilità di sfruttare la velocità con la quale Analysis Service esegue 




interrogazioni ad hoc sui dati del Data Warehouse rappresenta il motivo principale per cui 
utilizzare un modello multidimensionale [MSDN 13]. 
Un modello multidimensionale è costituito da cubi e dimensioni che possono essere 
annotati ed estesi per supportare costruzioni di query complesse; inoltre le potenzialità di 
analisi sono rese facilmente fruibili agli utenti finali attraverso l'integrazione con gli 
strumenti di generazione report di Business Intelligence di uso comune quali Excel, Reporting 
Services e Power Point, nonché di applicazioni personalizzate e soluzioni di terze parti. 
Al fine di realizzare soddisfare gli obiettivi degli utenti, e data la crescente importanza della 
Business Intelligence a tutti i livelli di un'organizzazione, la disponibilità di una singola 
origine di dati analitici assicura che le discrepanze siano limitate al minimo, se non eliminate 
completamente [MSDN 13]. 
6.6 Microsoft SQL Server Reporting Service 
SQL Server Reporting Service è un’applicazione che offre un’ampia scelta di tool e servizi 
per la progettazione e implementazione di report all’interno delle organizzazioni aziendali, 
fornendo anche il supporto per estenderne le funzionalità ed ottenere una personalizzazione 
completa attraverso scripting in C#. 
Reporting service è una piattaforma server based che fornisce funzionalità di reporting per 
differenti fonti dati, che include un set completo di per la creazione, il gestione e la definizione 
di sottoscrizioni ed una serie di API per l’integrazione e l’estensione del motore elaborazione 
dei dati e degli stessi report. 
E’ possibile la realizzazione di report interattivi, tabulari, grafici basati su fonti dati 
relazionali, multidimensionali o XML; definire una madalità di visualizzazione dei dati 
personalizzata attraverso l’inserimento di mappe e grafici sparkline ed inoltre pubblicare i 
report online, pianificarne l’elaborazione o inviarle tramite email attraverso sottoscrizioni. 
Reporting Service 2012 introduce Power View: una modalità di esplorazione dei dati, 
visualizzazione e presentazione fruibile attraverso browser e basta sulla tecnologia 
Silverlight, attraverso il quale è possibile anche accedere ai dati su forma tabulare di Analysis 
Service. 




All’interno del capitolo 8 si illustreranno i report prodotti attraverso l’utilizzo di tale 
applicazione al fine di rispondere alle esigenze degli utilizzatori finali coerentemente con le 
necessità da loro espresse e definite all’interno dei capitoli 2 e 3. 
  





CAP. 7 - PROCEDURE ETL 
L´implementazione del datawarehouse si realizza mediante con la fase di estrazione, 
trasformazione e caricamento dei dati, la cosiddetta fase ETL (Extraction, Transformation, 
Loading), si presenta il software utilizzato a tale scopo. 
La fase di ETL viene realizzata sulla base dei requisiti raccolti nelle fasi precedenti, 
puntando alla realizzazione di un datawarehouse secondo le specifiche richieste. Si osserva 
che nonostante una dettagliata fase di analisi, si sollevano ulteriori problematiche fin qui 
trascurate e si illustrano le soluzioni adottate per una corretta implementazione del 
datawarehouse con particolare focus ad alcune delle componenti che hanno richiesto 
approcci piu complessi.  
7.1 Il processo ETL 
Una volta terminate le fasi di analisi dei requisiti e di progettazione del Data Warehouse è 
possibile procedere alla creazione vera e propria della base di dati di supporto alle decisioni. 
[Albano 13] propone una scomposizione in 3 fasi del generico processo di 
datawarehousing: Source Data Analysis ovvero analisi delle fonti dati, realizzata all'interno 
nei capitoli precedenti attraverso lo studio e la modellazione dei dati a disposizione come fase 
necessaria ad una corretta progettazione del Data Warehouse; fase di ETL e creazione delle 
tabelle che costituiscono il Data Warehouse, illustrata invece all'interno di questo capitolo; ed 
infine fase di utilizzo degli Information Delivery Tools al fine di realizzare uan corretta analisi 
dei dati all'interno del Data Warehouse, illustrata nel capitolo successivo. 




La definizione fornita da [Albano 13] fornisce una chiara e sintetica visione del processo di 
ETL definendolo come “A set of back-end data staging steps that are used to obtain data from 
operational sources (i.e. the extraction step), cleanse and prepare data for import into the data 
warehouse (i.e. the transformation step), and actually importing the transformed data into the 
data warehouse”; sono quindi identificate tre differenti fasi realizzate con il software SSIS: 
1. Extraction: fase di estrazione dei dati dai databases sorgenti attraverso selezione 
dei soli dati desiderati. 
2. Transformation: fase di allineamento tra i dati proveninti dalle diverse fonti rispetto 
al formato desiderato all’interno del Data Warehouse attraverso correzioni 
sintattiche e semantiche e pulitura dei dati provenienti dalle diverse fonti. 
3. Loading: caricamento dei dati all’interno delle tabelle che costituiscono il Data 
Warehouse. 
Le operazioni citate sono progettate ed implementate in modo tale da poter essere eseguite 
automaticamente ad intervalli regolari e gestendo tutte le problematiche che potrebbero 
essere sollevate a run-time, per esempio il sistema potrebbe essere progettato per input di 
tipo numerico ma ricevere, erroneamente, dati di tipo stringa; il sistema deve essere 
progettato per gestire possibili formati di dati inattesi o il processo potrebbe arrestarsi a run-
time. In realtà tali situazioni si verificano spesso quando la natura dei dati esterni è incerta o i 
dati sono prodotti in modo semi-automatico per esempio tramite il software Excel, 
presentando quindi potenziali errori umani. Per quanto riguarda questo progetto, i dati in 
ingresso sono prodotti in modo automatico dai software Gemini, T.Rex e Podio, pertanto se si 
verificasse tale situazione, si avrebbe la possibilità di intervenire direttamente alla fonte 
attraverso richieste ai responsabili di tali software. 
In generale però si può definire che la fase di trasformazione consiste delle seguenti 
possibili tipologie di intervento [Albano12]: 
1. Trasformazioni sintattiche, esempi sono attributi aventi differenti nomi all’interno 
delle diverse sorgenti, o attributi che rappresentano una stessa entità ma con 
formati diversi. Un classico esempio è rappresentato da quei valori di tipo flag che 
potrebbero essere di tipo testuale o numerico: il campo gender potrebbe essere 
definito in diverse fonti con formati diversi (M, F), (m, f), (male, female) o (1, 0). Un 
altro esempio sono valori numerici definiti con unità di misura diversi.  




2. Trasformazioni semantiche, i dati nelle fonti potrebbero avere significati diversi, per 
esempio le vendite potrebbero essere settimanali o giornaliere. 
3. Pulitura, operazione di correzione di errori di rappresentazione o di completamento 
delle informazioni mancanti; per esempio zip code mancanti, errati, o chiavi esterne 
facenti riferimenti a entità non esistenti in altre tabelle. 
La fase di ETL è realizzata mediante il software Microsoft Integration Integration Service 
2012 (SSIS) precedentemente illustrato. Prima di procedere alla descrizione dettagliata 
dell’implementazione di parte della soluzione, si fornisce una piccola introduzione alla 
architettura delle soluzioni SSIS. 
7.3 architettura delle soluzioni SSIS  
SSIS gestisce i diversi file che realizzano effettivamente l’implementazione della fase ETL 
attraverso file definiti come pacchetti. Un pacchetto SSIS (o pacchetto) è una collezione 
organizzata di connessioni, elementi di flusso di controllo, elementi di flusso di dati, gestori 
eventi, variabili, parametri e configurazioni che possono essere assemblati o compilati a 
livello di codice utilizzando gli strumenti di progettazione grafica disponibili in SQL Server 
Integration Services. Al momento della creazione un pacchetto è un oggetto vuoto, privo di 
funzionalità. Per aggiungere funzionalità a un pacchetto è necessario aggiungervi un flusso di 
controllo e, facoltativamente, uno o più flussi di dati [Msdn 13].  Un SSIS pacchetto contiene 
tipicamente almeno un elemento connection manager, per la connessione ad almeno una 
fonte, che consente l’accesso ai dati che successivamente saranno utilizzati dai differenti taks, 
trasformazioni o gestori d’eventi utilizzati all’interno dello stesso pacchetto. Nella Figura 18 
viene illustrato un semplice pacchetto che contiene un flusso di controllo con un task del 
flusso di dati, che a sua volta contiene un flusso di dati. 





7.3.1 Flusso di controllo 
Un pacchetto è costituito da un flusso di controllo e, facoltativamente, da uno o più flussi di 
dati. In SQL Server Integration Services sono disponibili tre diversi tipi di elementi del flusso 
di controllo: contenitori, che definiscono le strutture nei pacchetti, task, che forniscono le 
funzionalità, e vincoli di precedenza, che connettono eseguibili, contenitori e task in un flusso 
di controllo ordinato.  
Nella Figura seguente viene illustrato un flusso di controllo con un contenitore e sei task, di 
cui cinque definiti a livello di pacchetto e uno a livello di contenitore. Tale task è all'interno di 
un contenitore.  
 
Figura 18 – Architettura di un pacchetto SSIS. 
Figura 19 – Flusso di controllo di un pacchetto SSIS. 




Per controllare l'ordine o definire le condizioni per l'esecuzione del task o del contenitore 
successivo nel flusso di controllo del pacchetto, è necessario connettere i task e i contenitori 
del pacchetto tramite vincoli di precedenza. Tali vincoli possono essere corredati da 
condizioni su variabili del pacchetto, che permettono la scelta di un ramo piuttosto che di 
altri, e unitisecondo operatori AND/OR, in modo da dare la possibilità di seguire logiche 
condizionate e più complesse. È anche possibile raggruppare sottoinsiemi di task e 
contenitori per eseguirliripetutamente come unità nell'ambito del flusso di controllo del 
pacchetto. A seguire una descrizione degli elementi più comunemente utilizzati all’interno del 
Flusso Dati. 
 
Flusso Dati Task. Incapsula i task del flusso di dati che muovono idati dalle sorgenti alle 
destinazioni provvedendo alla trasformazione, pulitura e modifica dei dati trattati. 
 
Execute SQL Task. Esegue una query SQL personalizzata dall’utente.Sequence Container. 
Contenitore all’interno del quale è possibile definire un ordine di esecuzione di task del flusso 
di dati e SQL task. 
Sequence Container. Contenitore all’interno del quale è possibile definire un ordine di 
esecuzione di task del flusso di dati e SQL task. 
Figura 20 – Flusso Dati task. 
Figura 21 – Execute SQL Task. 
Figura 22 – Sequence container. 





7.3.2 Flusso di dati 
In SQL Server Integration Services sono disponibili tre diversi tipi di componenti flusso di 
dati: origini, trasformazioni e destinazioni. Le origini estraggono dati da archivi dati quali 
tabelle e viste di database relazionali, file e database di Analysis Services. Tramite le 
trasformazioni è possibile modificare, riepilogare e pulire i dati. Le destinazioni consentono 
di caricare dati in archivi dati odi creare set di dati in memoria. Per connettere i componenti 
flusso di dati è necessario connettere l'output di origine all'input di trasformazioni e d 
estinazioni [MSDN 13]. Nella Figura seguente viene illustrato un flusso di dati che include 
un'origine, una trasformazione con un input e un output e una destinazione. Oltre alle 
colonne di input, di output ed esterne, la Figura xx include anche gli input, gli output e gli 
output degli errori. 
Figura 23 – Flusso dati di un pacchetto SSIS. 





Le origini e le destinazioni devono essere associate a un Connection Manager. I connettori 
disponibili riguardano svariate tipologie di risorse esterne, come ODBC, OLEDB, EXCEL, FLAT 
File, FTP, SMTP, File, e così via. Si illustrano in dettaglio i component di flusso di dati SSIS 
maggiormente utilizzati nel progetto con indicazione del tipo di operazione da essi svolta.    
(Origine) OLE DB Source. Estrae i dati da un data base relazionaleusando un provider OLE 
DB.  
 
(Trasformazione) Data Conversion. Trasformazione che converte il tipo di dati di una 
colonna in un tipo di dati diverso.  
 
(Trasformazione) Conditional Split. Direziona le righe di un data set sulla base di 
condizioni definite dall’utente.  
 
(Trasformazione) Multicast. Trasformazione che distribuisce set di dati tra più output.  
 
(Trasformazione) Derived Column. Trasformazione che popola colonne con risultati di 
espressioni.  
Figura 24 – OLE DB Source. 
Figura 25 – Data Conversion. 
Figura 26 – Conditional Split. 
Figura 27 – Multicast. 
Figura 28 – Derived column. 






(Trasformazione) Union All. Trasformazione che unisce due set di dati ordinati.  
 
(Trasformazione) Look up. Ricerca dati in un’altra tabella per mezzo di una join sulle 
colonne specificate. 
(Destinazione) OLE DB Destination. Carica i dati all’interno di un data base relazionale 
utilizzando un provider OLE DB.  
 
7.3.3 Nomenclatura 
Dal momento che, come accennato, la politica aziendale prevede che il personale addetto 
alla manutenzione del sistema possa differire da quello addetto allo sviluppo del sistema 
stesso, la definizione di uno standard diventa un aspetto non trascurabile e permette di 
agevolare il compito del personale addetto alla manutenzione. Di seguitovengono specificate 
le regole utilizzate per la nomenclatura dei componenti del flusso di controlloe del flusso di 
dati.  
Come definito in precedenza, la motodologia di sviluppo SCRUM si può definire per certi 
versi incrementale perché avente come obiettivo l’aggiunta di nuove features al software 
esistente attraverso lo sviluppo di cosiddeti “deliverable features” ovvero implementazioni di 
piccoli servizi richiesti dal cliente, già disponibili alla fine di ciascuno sprint. La dinamicità 
Figura 29 – Union all. 
Figura 30 - Look up. 
Figura 31 - OLE DB Destination. 




della metodologia fa si che ciascun elemento del team possa lavorare su una parte del 
software già implementata da altri elementi del team. Al fine di agevolare questo tipo di 
operazioni ed al fine di agevolare l’esecuzione di issue di tipo bug o semplicemente di 
ottimizzazione delle soluzioni fornite diventa indispensabile definire degli standard per la 
nomenclatura. A seguire i nomi di alcuni degli elementi di flusso di controllo e Flusso Dati. 
 SEQ_Q: Sequence Containter;  
 SQL: Query SQL;  
 DFT: Flusso Dati Task;  
 OLE_SRC: OLEDB Source;  
 OLE_DST: OLEDB Destination;  
 FFS: Flat File Source;  
 LKP: LookUp;  
 DCVN: Data Conversion;  
 DER: Derived Column;  
 CMD: Command;  
 CSPL: Conditional Split;  
 SCR: Script Component.  
7.3.4 Esecuzione 
L’intero set di pacchetti viene eseguito ad intervalli regolari di mezz’ora attraverso l’utilizzo 
della funzionalità fornita da SQL Server Management Studio che consente di selezionare i 
pacchetti da eseguire, specificarne ordine e intervallo temporale attraverso l’impostazione di 
uno nuovo job ad esecuzione automatica illustrato successivamente. 
7.4 Staging Area 
Il team decide di utilizzare un design pattern leggermente differente rispetto alla modalità 
definita [Albano 13], descritta nel capitolo 4.1.1, in cui la staging area è utilizzata come area 
di transizione in seguito alle operazioni di Extraction e Transformation. 




La soluzione utilizzata prevede una staging area suddivisa in due sotto aree: StaImport e 
StaCalc. La prima è adibita all’importazione delle tabelle presenti nelle diverse fonte dati 
prive di alcuna operazione di trasformazione; la seconda è utilizzata esclusivamente nel caso 
in cui si renda necessario realizzare delle trasformazioni preliminari prima di realizzare la 
vera e propria fase di Transformation e Loading. Si consideri, a titolo d’esempio, 
l’implementazione di una politica Slow Changing Dimension di tipo 2: la tabella della fonte dati 
che non implementa alcuna politica di conservazione della storicità viene importata 
all’interno dell’area StaImport priva di alcuna trasformazione; all’interno della StaCalc area 
invece si crea la corrispondente tabella che implementa la politica SCD2; tale tabella sarà poi 
utilizzata per la creazione della tabella dimensionale all’interno del Data Warehouse con tutte 
le trasformazioni del caso prima del loading vero e proprio. 
La suddivisione della stage area in due sotto aree, StaImport e StaCalc, consente di ottenere 
una maggiore modularità della fase ETL attraverso la conservazione di una copia delle fonte 
dati in StaImport ed una più agevole realizzazione della fase di loading grazie alla 
scomposizione delle fase di transformation più complesse, in parte realizzate nel passaggio 
dei dati da StaImport a StaCalc, in parte realizzata nel passaggio da StaCalc al Data 
Warehouse. 
Questo tipo di design pattern viene utilizzato all’interno di numerosi progetti in D60; in 
alcuni casi e nel progetto in questione, StaImport e StaCalc sono due diversi databases, in altri 
si osserva l’esistenza di un unico database StageArea, in cui le tabelle sono 
convenzionalmente dotate di un prefisso che identifica la sotto area StaImport o StaCalc; 
rispettivamente:  
 NomeProgetto_StaImport_FonteNomeTabella ad esempio 
D60_StaImport_TRexNomeTabella 
 NomeProgetto_StaCalcNome_FonteNomeTabella, ad esempio 
D60_StaCalc_GeminiNomeTabella. 
Figura 32 - Staging area. 





7.5 Estrazione dalla fonte di dati Gemini e T.Rex 
In questa prima fase del processo di ETL si realizza la fase di estrazione dei dati dalla base 
di dati operazionale con lo scopo di popolare la staging area con tutti i dati richiesti. 
La fase di estrazione rappresenta la prima fase del processo ETL con la quale i dati presenti 
all'interno della base di dati operazionale vengono spostati, quindi estratti, all'interno 
dell'area di stage e preparati per le successive fasi di trasformazione e loading. L'area 
utilizzata a tale scopo, come precedentemente illustrato, è l'area di staging StaImport, 
all'interno del quale i dati estratti dalla base di dati operazionale vengono conservati 
generalmente privi di alcuna trasformazione allo scopo di mantenere coerenza con i dati della 
fonte.  
In generale è possibile scomporre la fase di extraction in una sequenza di sottofasi da 
applicare a ciascuna tabella presente nella base di dati operazionale tenendo bene a mente 
che il processo di ETL utilizzato per il popolamento dell'intero Data Warehouse è in questo 
caso un processo Full Loading periodico. Ciò significa che la fase di Extraction si compone di 
una prima fase di cancellazione dei dati nelle tabelle target, presenti in StaImport e un 
successivo caricamento dei nuovi dati dalla base di dati operazionale, il tutto eseguito ad 
intervalli regolari.  
Riassumendo, le sottofasi del processo di estrazione sono rappresentate da: 
1. Cancellazione dei vecchi dati esistenti dalle tabelle in StaImport. 
2. Estrazione dei dati dalla base di dati operazionale all'area di staging. 
3. Memorizzazione all'interno dell'area di staging. 




La fase di estrazione viene realizzata dai due pacchetti SSIS definiti col nome StaGemini e 
StaT.Rex: il primo viene utilizzato per estrarre i dati dalla data source del software Gemini, il 
secondo dalla data source del software T.Rex 
La figura seguente illustra il flusso di controllo del pacchetto SSIS STAGemini ad indicare la 
fase di Staging dal database del software Gemini.  
E' possibile notare che la soluzione adottata prevede l'esistenza di diversi sequence 
container, eseguiti in successione, ognuno dei quali si occupa di eseguire le tre fasi 
precedentemente definite per ogni tabella nella fonte dati. Ciascuno di essi si compone di un 
Execute SQL Task e di un DataFlow task: il primo esegue la cancellazione dei dati attraverso 
una query T-SQL: 
Il secondo esegue le fasi 2 e 3 di estrazione e importazione dei dati. 
Tutte le tabelle sono conservate all’interno dell’area StaImport, ad eccezione della tabella 
StaCalc_GeminiIssue contenente i dati della futura tabella dei fatti FactGemini, conservata in 
StaCalc; per tale tabella risulta necessario realizzare una operazione di join con i dati 
provenienti dalla fonte dati T-Rex al fine di implementare le politiche descritte nel capitolo 
3.4 Visione integrata dei processi al fine del calcolo delle misure Hours Remaining e Updated 
Truncate table table_name 
Figura 33- Flusso di controllo del pacchetto SSIS STAGemini. 




Estimated Hours associate ad ogni issue in funzione del tempo di registrazione proveniente 
dal software T.Rex. 
7.5.1 Extraction e Transformation di CalcGeminiIssue 
Come già illustrato nel capitolo 3.4 si rende necessario importare dalla fonte dati del 
software T.Rex per implementare le politiche di calcolo di alcune metriche. Il software Gemini 
consente di associare ad ogni issue il tempo di completamento stimato, ma non possiede 
alcun dato riguardo il tempo effettivo di esecuzione di un’issue. Risulta quindi necessaria una 
join con i dati prodotti dal software T.Rex presenti all’interno della tabella 
StaT.RexTimeEntries. Sorgono due questioni:  
1. Il problema di allineare la granularità delle tue tabelle, la soluzione proposta porta 
alla produzione di una tabella in cui la singola voce è rappresentata dalla singola time 
entry a livello giornaliero (si ricorda che nella fonte dati StaT.RexTimeEntries 
possiamo avere più di un a time entry per giorno, per progetto, per utente) all’interno 
della tabella StaCalcGeminiIssue. 
2. La necessità di calcolare alcuni campi come Hours Remaining e Update Estimate Hours 
dipendenti dai valori presenti in entrambe le fonti. 
Allineamento della granularità 




Una issue registrata nel software Gemini. 
(descritta nel capitolo 3.1) 
Fonte: 
StaT.RexTimeEntries  
Una time entry 
Una registrazione di ore di lavoro 
eseguita da un determinato utente, per 
una determinata issue. Più registrazioni 
nello stesso giorno sono possibili. 
(descritta nel capitolo 3.2) 
Destinazione: 
StaCalcGeminiIssue  
Una Time Entry per 
giorno, per utente, 
per issue 
Una time entry per un determinato 
giorno, eseguito da un determinato 
utente, per un determinata issue. Ogni 
time entry è associata alla 
corrispondente issue mediante la bridge 
table StaBugtrackerIntegrationTask. 
Le tabelle utilizzate come fonte di dati sono le seguenti: 
1) StaT.RexTimeEntries: contiene le singole voci Time Entries in accordo con quanto 
detto nel capitolo 3.2 e nel capitolo 5.2; ogni voce rappresenta una registrazione di 




ore di lavoro effettive attraverso il software T.Rex. Possiede una granularità più fine 
rispetto alla granularità di StaGemini_Issues. 
2) StaBugtrackerIntegrationTask: rappresenta la tabella contenente il mapping tra gli 
attributi di identificazione delle issue nei software T.Rex e Gemini, descritta nel 
capitolo 5.5 
3) StaGemini_Issues: ogni riga rappresenta un’issue registrata attraverso il software 
Gemini, descritta da un particolare stato di esecuzione, a sua volta rappresentato dai 
valori “Percentuale di completamento” e “Status”, descritta nel capitolo 5.3 
Dalla figura precendete non è possibile notare alcuna differenza tra il sequence container 
della tabella in questione e gli altri, questo perchè la logica è inclusa all’interno dello script 
della componente del controllo di flusso DataFlow task e OLE_DB SRC StaGeminin_Issue 
sottoforma di query T-SQL. Tale scelta è opinabile, sebbene le logiche di calcolo possano 
essere esplicitamente realizzate all’interno del dataflow utilizzando i task messi a 
disposizione dal software SSIS, a volte risulta più semplice per il developer inserire la logica 
all’interno della query di loading. In questo caso, tale scelta viene preferita per mentenere la 
coerenza dei sequence containers che si compongono di un solo task di estrazione ed un task 
di loading nell’area di stage. 
Non si fornisce una dettagliata descrizione del processo di estrazione dei dati dalla data 
source T.Rex poiché risulta essere del tutto analogo mentre il processo di estrazione dalla 
fonte dati Podio sarà illutrato nel prossimo paragrafo.  
7.6 Estrazione dalla fonte dati Podio 
Per quanto riguarda l'estrazione dei dati dalla fonte di dati Podio, contenente dati descrittivi 
riguardo gli impiegati in D60 descritti nel capitolo 3.5, è possibile utilizzare un software che 
semplifica il processo di estrazione dei dati resi disponibili medianti API. Il software in 
questione, Data synchronization Studio, fornisce una interfaccia grafica simile a quella di MS 
SQL Management Studio che consente facilmente di specificare la fonte dati, i cui campi sono 
considerati attributi di una tabella, e la tabella destinazione. 
Il software è dotato di un pulsante per il confronto della tabella online e della tabella 
destinazione e può essere automatizzato specificando l’esecuzione del software, avente come 
input il progetto salvato, in un job all’interno di SQL Server Management Studio. La modalità 




di gestione dei dati riguardo l’organizzazione è illustrata in dettaglio all’interno del capitolo 
7.7.5. 
  
Figura 34 – Schermata del software Data Synchronization Studio. A sinistra la tabella fonte dei 
dati, a destra la tabella destinanazione. Nella colonna centrale sono indicati i risultati del 
confronto tra le due. 




7.7 Fase di Trasformazione e Loading 
La fase di trasformazione e loading ha lo scopo di ripulire, correggere, integrare e rendere 
omogenei i dati provenienti dalla area di stage attraverso una serie di trasformazioni al fine 
di realizzare il loading degli stessi all’interno delle tabelle del Data Warehouse. 
Il progetto SSIS utilizzato a tale scopo, definito col nome di D60_DW, aggrega tutti i 
pacchetti SSIS che realizzano la fase di trasformazione e loading, che generalmente 
possiedono un Flusso di controllo uguale ai pacchetto utilizzati nella fase di estrazione, quindi 
provvisti di task per la cancellazione dei dati nelle tabelle trattandosi di full loading, e di un 
Flusso Dati Task all’interno del quale si realizzano le operazioni di trasformazione e loading 
all’interno delle tabelle del Data Warehouse.  
In seguito si descrivono pacchettos aventi casi particolari e significativi di trasformazioni 
dei dati, tralasciando i casi non degni di nota, o per i quali non si eseguono rilevanti 
trasformazioni.  
7.7.1 Dimensione Projects 
Nella pacchetto utilizzato per la creazione della dimensione Projects la fase di 
trasformazione è del tutto assente ed i pacchetti relativi si occupano della sola fase di loading 
all'interno delle tabelle del Data Warehouse. Questa situazione semplificata si verifica in virtù 
della natura interna delle fonti dati come affermato in precedenza. 
Il pacchetto si occupa del reperimento dei dati da entrambe le fonti T.Rex e Gemini 
attraverso l’utilizzo della tabella di mapping tra i due; come specificato nel capitolo 4.2 si 
Figura 35 - Flusso dati del pacchetto DimProjects. 




sceglie di utilizzare i dati provenienti da T.Rex ad esclusione del nome del progetto e del 
codice identificativo, provenienti invece da Gemini. Il pacchetto recupera anche l’id e il nome 
del customer e definendo come interno il customer 5001 (task LKP CustomerName e DER 
InternExtern). Queste ultime due operazioni non erano previste nel progetto iniziale, non 
derivano dalla specifica dei requisiti ma sono state realizzate alla fine  
7.7.2 Dimensione Sprints 
Il pacchetto si occupa della fase ETL dall’area StaImport all’interno del Data Warehouse, 
creando la tabella dimensionale Sprints. Il task OLEDB Source si occupa del loading dei dati 
dalla tabella StaGeminiVerisions in StaImport a seguito del quale si esegue una trasformazione 
del valore date dal formato numerico al formato dt_date previsto da SSIS, lookup del nome 
del progetto ed infine del loading all'interno dell'area di stage. Sebbene l’oerazione di lookup 
di dati presenti in altre tabelle dimensionali, in questo caso il nome del progetto dalla tabella 
dimensionale DimProject, crei ridondanza dei dati, decisioni come questa sono prese per 
rendere più semplice le operazioni di reportistica puntando alla riduzione del numero di join 
necessarie a definire un dataset in SSRS. Per lo stesso motivo spesso si notano operazioni di 
look up mirate ad inserire chiavi esterne all’interno delle tabelle dimensionali; sebbene 
queste operazioni non siano ortodosse e le chiavi esterne ad altre tabelle dimensionali 
dovrebbero essere presenti solo nella tabella dei fatti. Ovviamente tali chiavi esterne non 
sono incluse all’interno del cubo, ma possono essere utilizzate dai report che attingono 
direttamente dalle tabelle dimensionali. 
Il pacchetto termina con la correzione dei valori null a la creazione della tabella 
dimensionale. 





Figura 36 - Flusso dati del pacchetto DimSprints. 
7.7.3 Dimensione Bridge Issues Resource 
La tabella Bridge_Issues_Resources è utilizzata per le relazioni molti a molti esistenti tra la 
tabella dei fatti Issue Registration e la tabella dimensionale Organization in modo che a 
ciascuna issue sia possibile associare una o più risorse umane. All’interno del progetto SSAS 
l’associazione molti a molti è implementata specificando l’utilizzo della tabella 
Bridge_Issues_Resources come tabella di tipo bridge nella scheda attribute relationships. Il 
pacchetto esegue il loading delle risorse umane dalla tabella StaGemini_IssueResources, una 
tabella di mapping Issue/Employee molti a molti basata su chiave naturale che associa a 
ciascuna riga, la chiave esterna delle risorse umane e delle issue all'interno delle relative 
dimensioni. E' importante evidenziare la query utilizzata per all'interno del OLEDB SOURCE 
task che carica i dati dalla tabella di mapping in join con la dimensione Organization 
AND created between O.RowValidFrom and O.RowValidTo 




prelevando la chiave che l'impiegato possedeva quando la chiave è stata creata (attributo 
created) 
L’ultima parte della query consente di selezionare la riga che rappresenta l’impiegato al 
momento della creazione della issue, in considerazione della storicità di tipo 2 della 
dimensione Organization. 
Infine tramite il task Derivate Column le issue non assengate ad alcuna risorsa umana o 
viceversa vengono fatte corrispondere a un valore dummy pari a -1 prima del loading nella 
rispettiva tabella.  
 
7.7.4 Dimensione Components 
Il pacchetto in questione consente la creazione della tabella dimensionale Components. 
SELECT issueresourceid 
      ,issueid 
      ,IR.userid  
      ,created --data di creazione dell’issue 
      ,O.Name  
      ,O.OrganizationKey --chiave esterna dell’impiegato 
 
FROM [D60_STAIMPORT].[dbo].[StaGemini_IssueRessources] IR 
LEFT join D60_DATA WAREHOUSE.dbo.DimOrganization O ON IR.userid = 
O.GeminiUserID  
AND created between O.RowValidFrom and O.RowValidTo 
Figura 37- Flusso dati del pacchetto Bridge Issue Resouces. 




E' importante evidenziare che in questo caso la tabella non è preceduta da una operazione 
di cancellazione delle righe al fine di realizzare una storicità di tipo 1 leggermente modificata.  
Tale operazione ha lo scopo tenere traccia delle di ciascuna riga, rappresentante una 
componente, anche se cancellate nella fonte; mentre una normale slow changing dimension 
di tipo 1 avrebbe previsto una cancellazione dei dati nella tabella target se la corrispondente 
riga fosse cancellata nella fonte. 
Nel dataflow è possibile notare il classico elemento Derived Column utilizzato spesso per 
correggere valori o realizzare operazioni di casting attraverso la funzione Replace Column 
come in questo caso per effettuare il cast della data dal tipo int a date. Inoltre è possibile 
notare l'elemento Slow Changing Dimension di tipo 1 utilizzato in questo caso allo scopo di 
mantenere quelle componenti cancellate dalla fonte ed eventualmente aggiornare le 
componenti della tabella target. 
 
7.7.5 Dimensione Organization 
La realizzazione della dimensione Organization è stata attentamente progettata per la 
necessità di realizzare la conservazione della storicità di tipo 2. Le tabelle dimensionali che 
implementano una politica SCD2 non vengono semplicemente aggiornate con i dati più 
recenti della corrispondente tabella dell’area di stage, ma sono gestite in modo da creare una 
Figura 38 - Flusso dati del pacchetto DimComponents. 




coesistanza di informazioni meno e più recenti, dando la possibilità di poter ricondurre ad un 
determinato momento storico lo stato della particolare dell’entità rappresentata. 
Come già accennato nel capitolo 4.2.1, esistono diverse politiche di gestioni dei della 
storicità dei dati, nel progetto in questione tutte le tabelle implementano una storicità di tipo 
1 ad esclusione della tabella in cui sono conservati i dati delle risorse umane. In seguito si 
illustra la realizzazione della tabella Organization la cui implementazione risulta essere degna 
di nota perché differente dalle solite modalità. 
Politica di gestione della storicità 
Si illustrano in dettaglio le politiche decisionali e l'implementazione della conservazione 
della storicità dei dati della dimensione Organization. 
La fonte dati è rappresentata dall'applicazione online Podio descritta nel capitolo 3.5 e 5.4, 
social network utilizzato per tenere traccia dei dati riguardanti i singoli impiegati. 
Le informazioni riguardo i singoli employee sono immesse o modificate mediante il sito 
internet e rese disponibili per la fase di estrazioni attraverso delle API fornite dal sito 
produttore; il software utilizzato per l’estrazione è Data Sychronization Studio e sarà 
illustrato successivamente.  
Dal punto di vista architetturale la gestione del cambiamento viene gestita nel modo 
seguente: a cadenza periodica, la tabella all'interno dell'area di stage StaImport , 
StaPodioPeoplePeople, viene svuotata e riempita con i dati scaricati dall'applicazione, questa 
viene confrontata con i dati presenti nella tabella CalcPodioPEOPLE all’interno dell’area 
StaCalc ed in presenza di aggiornamenti si realizza la politica di gestione della storicità, che 
prevede l’aggiornamento di alcuni valori con i nuovi o l’aggiunta di una intera nuova riga in 
presenza di un nuovo impiegato. Alla prima esecuzione dello script la tabella 
CalcPodioPEOPLE è vuota, e quindi riempita con tutti i dati presenti all'intero della tabella 
StaPodioPEOPLE. 
Gestione dei conflitti delle fonte dati 
L'applicazione web Podio è stata adottata solo di recente quindi alcune delle informazioni 
riguardo impiegati il cui contratto è terminato prima che fosse adottato Podio potrebbero 
non sono disponibili. Si ricorre in quei casi alla ricerca delle informazioni all'interno della 
tabella dell'area di stage StaT.RexUsers che conserva i dati degli utenti del software T.Rex 
specificati in dettaglio successivamente. La politica prevede di dare maggiore priorità alle 
informazioni presenti in Podio piuttosto che in T.Rex, più recenti le prime e potenzialmente 




obsolete le seconde; soltanto per gli impiegati non presenti in Podio quindi si decide di 
utilizzare le informazioni provenienti dal software T.Rex. 
All’interno della tabella è possibile selezionare un sottoinsieme di attributi i quali possono 
essere trattati come attributi di tipo SCD 2, considerando quindi SCD 1 tutti gli altri. Tale 
selezione viene eseguita al fine di ottenere analisi storiche solo riguardo attributi per i quali 
esse hanno senso: potrebbe essere interessante sapere che il luogo di lavoro di un 
determinato employee è cambiato nel tempo, o potrebbe essere interessante conoscere lo 
specifico stato di assunzione di un employee in uno specifico periodo temporale; d’altro canto 
potrebbe essere completamente inutile sapere che l’email di un dipendente è cambiata nel 
tempo, mentre in questo caso è interessante semplicemente essere a conoscenza della sua più 
recente email. 
La seguente tabella descrive in dettaglio gli attributi utilizzati, il tipo T-SQL della variabile 





UserID 1 UserID in T.Rex 
GeminiUserID 1 UserID in Gemini 





Inactive 1 Specifica se l’utente è correntemente assunto 
Department 2 
 
SubDepartment 2   
Location 2 
 
StartDate 2 Start date of employment 
EndDate 1 End date of employment 
Manager 2 Nome del manager 
ManagerEmail 1 Email del manager 
VariableSalary 1 
Valore che dipende dal flag ricercato nella tabella 
StaT.RexVariableSalary  
IsExternal 1 
Se un impiegato non è in Podio non è considerato 
interno 
FTEFactor 1 
Fattore di impiego, non presente in Podio rappresenta la 
percentuale di numero di ore di impiego rispetto al 
massimo consentito 1 per gli impiegati full time, 0.75 
per gli impiegati non full time, 0.5 per gli impiegati part-
time 




Price Default 1 
Prezzo orario di default dell’impiegato utilizzato per la 
fatturazione presso clienti esterni. Presente in T.Rex ma 
non in Podio 
In aggiunta ai precedenti attributi, realizziamo l’aggiunta di attributi necessari a tenere 
traccia del cambiamento storico: 
RowIsCurrent Bit 
Indica la riga più recente per un determinato 
employee. Ogni employee possiede almeno una e 
solo una riga più recente. 
RowValidFrom Datetime 
Indica la data e l’ora di inizio di validità di una riga.  
 
RowValidTo Datetime Indica la data e l’ora di fine validità di una riga.  
RowCreated Datetime Data di creazione della riga 
RowUpdated Datetime  
Data di ultimo aggiornamento della riga, per 
esempio in seguito a un cambiamento di tipo SCD 1 
I possibili valori assunti dagli attributi appena citati, di tipo datetime, sono i seguenti: 
 MinDate, data minima di validità di una riga, impostata con la data 01/01/1900 
 MaxDate, data massima di validità di una riga, impostata col valore 31/12/9999 
 CurrentDate, data corrente 
 ValidFromDate = CurrentDate + 1 giorno. Tale valore viene assegnato all’attributo 
RowValidFrom: in seguito a all’aggiunta di una nuova riga, l’attributo RowValidFrom 
della riga più recente viene impostato con la data del giorno successivo a CurrentDate 
ed un’ora uguale a mezzanotte più un minuto. 
 ValidToDate: TomorrowDate - 1 minuto. Assegnato in genere all’attributo 
RowValidTo; in seguito all’aggiunta di una nuova riga, l’attributo RowValidTo della 
riga precedentemente più recente viene impostato come valido fino alla mezzanotte 
meno un minuto della data successiva a quella odierna. 
A seconda dello scenario ipotizzato, le variabili assumono differenti valori. Si illustrano i 
possibili scenari considerati e i valori che le variabili di controllo assumono in tali condizioni. 
1. Nuovo employee 
Si ipotizza che un nuovo impiegato venga assunto ed aggiunto alla fonte di dati 
Podio. Tale situazione si manifesta attreverso la presenza di una nuova riga 




all’interno della tabella nell’area StaImport. Valori delle variabili di controllo per tale 
riga impostati nel modo seguente: 
 RowCreated = currentdatetime 
 RowIsCurrent = 1 
 RowValidFrom = mindatetime 
 RowValidTo = maxdatetime 
2. Aggiornamento di un attributo di tipo SCD 1 
 RowUpdated = CurrentDate 
3. Aggiornamento di un attributo di tipo SCD 2 
Variabili di controllo aggiornate nella nuova riga:  
 RowValidFrom = ValidFromDate 
Variabili di controllo aggiornate nella vecchia riga: 
 RowIsCurrent = False 
 RowValidTo = RowValidTo 
4. Un employee viene cancellato dalla fonte, per esempio un employee cessa di essere 
impiegato all’interno dell’azienda: 
 RowValidTo = CurrentDate 
 RowIsCurrent = 1 
5. Un impiegato viene ri-assunto dopo aver cessato il proprio periodo di lavoro presso 
l’azienda in un periodo precedente (punto 4). A tal proposito di decide di impostare 
l’attributo Start Employement Date come attributo di tipo SCD2 in modo da registrare 
una nuovo impiegago con una nuova riga. 
In tutti i casi citati RowUpdated è aggiornata alla data currentdate 
Paccchetto SSIS – Flusso di controllo 
La politica di gestione della storicità, di trasformazione, e loading sono implementate nel 
pacchetto DimOrganization.dts. 
In figura si osserva il Flusso di controllo del pacchetto contenente due elementi: l’elemento 
Execute SQL Task si occupa dell’esecuzione dello script T-SQL che gestisce il cambiamento 




storico e l’elemento Flusso Dati Task per la realizzazione delle operazioni di trasformazione e 
loading. In conseguenza della conservazione della storicità delle informazioni, l’operazione di 
cancellazione delle tabelle che precede la fase di trasformazione e loading è stata sostituita da 




La realizzazione dello script inserito all’interno dell’Execute SQL Task atto alla creazione 
delal tabella Cal_PodioPEOPLEPeople viene realizzato mediante l’utilizzo del software 
Microsoft Slow Changing Dimension Merge Wizard.  
Il software fornito dal sito ufficiale Microsoft consente di generare uno script T-SQL per il 
merging di due tabelle, nel nostro caso StaPodioPeople in StaImport e CalcStaPodioPeople in 
StaCalc e può essere utilizzato in sosituzione del task fornito da SSIS SCD che risulta essere 
molto inefficiente in casi di tabelle con un numero elevato di righe o attributi. 
La figura 39 mostra una schermata del software. Dopo aver specificato le due tabelle da 
fondere, ovvero la fonte (tabella in StaImport) e la destinazione (tabella in StaCalc), è 
possibile specificare il tipo di SCD desiderato per ciascun attributo nella tabella fonte e il tipo 
di valore assegnato agli attributi RowIsCurrent, RowIsValidFrom, RowIsValidTo, 
RowUpdated e RowCreated rispettivamente per la nuova riga inserita nel database “Custom 
insert value” considerata la più recente, e per la precedente più recente.  Il software SCD 
Merge Wizard risulta essere di indubbia utilità ma risulta essere poco flessibile laddove si 
renda necessaria una maggiore necessità di personalizzazione dei valori desiderati per gli 
“attributi di controllo”. Nel nostro caso, e come specificato nella tabella, risulta essere 
Figura 39 – Flusso di Controllo del pacchetto SSIS 
DimOrganization 




necessario attribuire specificati valori, secondo le convenzioni specificate ed adottate in 
azienda, agli attributi RowValidFrom/To. 
Lo script T-SQL risultante può anche essere inteso come il risultato definitivo da includere 
all’interno dei pacchetto SCD Component di SSIS, ma come un template di partenza da 
modificare come desiderato. Per motivi di sintesi, si illustra lo script in pseudocodice, 
fornendo una spiegazione di particolari funzioni T-SQL fornite. 
Figura 41 - Schermata del software Microsoft Slow Changing Dimnension Merge Wizard. 




Descrizione dello script 
Il software possiede un’interfaccia intuitiva e risulta quindi di semplice utilizzo; una buona 
alternativa alla soluzione fornita da SSIS in situazioni in cui le performance di esecuzione 
risultino essere importanti. Inoltre lo script ottenuto può essere considerato un template 
utilizzabile in molteplici occasioni perché consente una personalizzazione illimitata. 
La funzione fulcro è lo statement T-SQL MERGE che consente una la realizzazione di 
inserimenti, aggiornamenti o cancellazioni di righe nella tabella fonte o nella tabella 
destinazione, sulla base del risultato di una join tra le due. 
Lo stralcio in pseudocodice mostra la parte dello script che si occupa della gestione degli 
attributi di tipo SCD2. 
 
Esegue il merging, confronto, tra la tabella source in StaImport e la tabella target in StaCalc 
attraverso una join sugli attributi specificati dallo statement ON utilizzando, USING, tutti gli 
attributi della tabella fonte. Lo script coninua con la definizione del comportamento in caso di 
matching: tra tutte le righe in join che hanno un valore diverso in almeno uno degli atributi di 
tipo SCD2, lo script aggiorna le righe correnti impostando il valore di RowIsCurrent a 0, ed 
inserendo, OUTPUT, la nuova riga con i dati aggioranti come previsto dallo scenario 4 
precedentemente descritto. Lo statement WHEN NOT MATCHING in combinazione con altre 
espressioni logiche consente di coprire tutti i casi previsti. 
La semplicità, la flessibilità e le migliori performance rispetto al task SCD SSIS hanno fatto si 
che questo script fosse adottato all’interno di numerosi progetti in D60 come standard per la 
gestione della storicità. 
INSERT INTO target 
SELECT * FROM ( 
 
MERGE target 
USING ( SELECT * FROM source) 
ON ( source.item_id = target.item_id ) 
 
WHEN MATCHED AND (RowIsCurrent = True) 
AND (almeno uno degli attribute scd2 in source differisce da target)  
THEN UPDATE 
SET 
    RowIsCurrent = @BooleanFalse, 
    RowUpdated = @CurrentDateTime, 
    RowValidTo = @RowValidTo 
 
OUTPUT new current row 
) 




Pacchetto SSIS – Flusso Dati 
Una volta popolata la tabella StaCalcPodioPEOPLE si procede alla implementazione di un 
Flusso Dati al fine di realizzare ulteriori trasformazioni, calcolare attributi derivati, sostituire i 
valori NULL ed infine popolare la tabella DimOrganizatio. 
In figura xx è possibile osservare il Flusso Dati realizzato per il tipo di operazioni appena 
citate. La fonte dati consiste di una right join tra la tabella StaPodioPeople in StaCalc che 
implementa la gestione della storicità e la tabella StarT.RexUsers, al fine di caricare i dati 
presenti nel software T.Rex ma non in Podio. 
Si procede con la sostituzione dei valori NULL e con il calcolo di alcuni attributi derivati 
come IsExternal, IsActive, FTE Factor, basandoci sui dati già presenti all’interno della tabella. 
Si notino anche operazioni di lookup utili al reperimento di dati da altre tabelle all’interno 
della staging area o dalla tabella staessa come nel caso dell’email del manager. 
Figura 42 - Flusso dati del pacchetto DimOrganization. 




7.7.6 Tabella dei fatti Issue Registration 
Si illustra, nella figura seguente, il pacchetto implementato per la costruzione della tabella 
dei fatti Issue Registration, chiamata FactGemini all’interno del progetto; i pacchetti delle 
tabelle dei fatti Time Registration e Workplan risultano del tutto simili. 
Il Flusso Dati non risulta essere molto differente rispetto agli altri precedentemente 
mostrati se non per la minore presenza di tasks utili alla trasformazione dei dati ed una 
elevata presenza di tasks di tipo lookup basati su chiave naturale. Le tabelle dei fatti risultano 
essere composte da misure e chiavi esterne. Nel nostro caso, le trasformazioni sulle misure 
sono state eseguite nel passaggio da StaImport a StaCalc, quindi le operazioni necessarie sono 
rappresentate da look up tasks e derived column tasks utilizzati per inserire valori dummies 
per le righe che non entrano in join nelle opearazioni precedenti. 
Il Flusso Dati termina con la creazione della tabella dei fatti. 
Figura 43 - Flusso dati del pacchetto FactIssueRegistration. 
 
7.7.7 Frequenza di aggiornamento 




Microsoft SQL Server Management Studio consente di pianificare l’esecuzione dei pacchetti 
implementati in SSIS attraverso la funzione job scheduling: è possibile definire un nuovo job 
inteso come insieme di step ad esecuzione pianificata, in cui ciascuno step consiste di un 
pacchetto SSIS.  
Attraverso l’inclusione di tutti i pacchettos creati, è possibile portare a termine l’esecuzione 
dell’intero job a intervalli di mezz’ora nel nostro caso. Ovviamente bisogna fare attenzione 
all’ordine di esecuzione dei pacchetti: se un pacchetto fa riferimento a tabelle dimensionali, è 
necessario che sia eseguito successivamente alla creazione di queste ultime. 
In figura è possibile osservare i pacchetti coinvolti e l’azione da eseguire al termine 
dell’esecuzione di ciascuno di essi: in caso di successo si passa al pachetto successivo, in caso 
di interruzione imprevista si chiude l’intero job registrando tale operazione nel log di 
sistema. 
  
Figura 40 - Schermata dello job scheduler di Microsoft SQL Server Management Studio. 




CAP. 8 - REPORTING 
 Il processo di datawarehousing ha come fine ultimo la realizzazione di una serie di report, 
dinamici o meno, che possano esprimere in modo sintetico informazioni significative per il 
management. In questo capitolo si descrive la reportistica prodotta periodicamente grazie 
all'implementazione del datwarehouse, la cui progettazione ed implementazione sono 
definite nei capitoli precedenti. 
8.1 Reporting 
[Albano 13] identifica tre modalità di attuazione del supporto alle decisioni: 
 Reporting: il livello più basso di supporto alle decisioni, esso rappresenta il punto di 
partenza per la rappresentazione di informazioni significative per i managers. 
 Analisi Multidimensionale: analisi interattiva delle informazioni raccolte attraverso 
il Data Warehouse per mezzo di tools, come Excel, che lascino un certo grado di 
libertà all’utilizzatore finale. 
 Analisi esplorativa: rappresenta una fase in cui discovery techniques sono utilizzate 
al fine di estrarre modelli o patterns utilizzando algoritmi di data mining. 
Quest’ultima modalità di realizzazione del supporto alle decisioni, non è stata considerata 
utile al momento, e quindi non implementata. La reportistica e l’analisi multidimensionale 
invece sono state considerate essenziali per ottenere le risposte alle analisi definite nel 
capitoli 2 e 3; illustrati nei paragrafi successivi. 





All'interno di questo contesto si è deciso di classificare i report in base alla destinazione 
d'uso: la prima categoria è rappresentata dai report utilizzati per le decisioni interne a 
supporto del processo di sviluppo SCRUM, la seconda dai report utilizzati dai manager per la 
comunicazione con il cliente. 
I report interni includono sia report a cadenza periodica, sia report dinamici; si individuano 
i seguenti report: 
 Daily Team Report, contenente informazioni a supporto dei Daily SCRUM all’interno 
dell’ambito del ciclo di sviluppo SCRUM; 
 Sprint Report, contenente informazioni di supporto ai project owners e project 
coordinators per un più efficiente monitoraggio e programmazione dei singoli cicli di 
lavoro, definiti col nome di Sprint; 
 Weekly Employee Report, al fine di monitorare il loro operato consegnato periodicamente 
ai singoli employees. 
I report dinamici per scopi di analisi interne invece, sono ottenuti attraverso la navigazione 
diretta del cubo attraverso Microsoft Excel, ad opera dell'utilizzatore finale al quale è lasciato 
un certo grado di libertà: la possibilità di combinare le misure provenienti da diverse tabelle 
dei fatti, e la possibilità di navigare queste ultime da punti di vista ulteriori rispetto alle sole 
prospettive di analisi descritte attrverso la specifica di analisi, consente all'utilizzatore finale 
di creare prospettive personalizzate. Tuttavia le analisi illustrate sono quelle necessarie a 
rispondere alle domande emergenti dall’analisi dei requisiti dei capitoli 2 e 3, a tal fine si 
ripropone la tabella rappresentante gli obiettivi di analisi del capitolo 2 a cui si aggiunge il 
report utilizzato per soddisfare l’obiettivo di analisi. 
Fase del processo Requisiti di analisi raccolti Report 
Backlog Management  
1. Enter / Mantain 
Stories Requirements 
Utilizzo del software Gemini al fine di 
inserire le issue all'interno del backlog 
specificandone vincoli e requisiti in 
formato testuale. 
Sprint report 
2. Business Value 
Definition 
Utilizzo del software Gemini al fine di 
definire la priorità e il tempo stimato 
per ciascuna di essa. 
Sprint report 
3. Velocity Controlling 
Necessario analizzare il tempo medio 
di chisura di un issue da parte dei 
componenti del team, numero di task 
Analisi multidimensionale 




chiusi e aperti da un determinato 
impiegato, anche rispetto al tipo del 
task e del progetto.  
4. Capacity Planning 
Analisi del numero di ore che ciascun 
componente si aspetta di dedicare ad 
uno specifico progetto nello sprint 
successivo assieme ad eventuali ore di 
assenza.  
Analisi multidimensionale 
5. Tentative Sprint 
Planning 
- Estimation meeting 
Utilizzo del software Gemini per 
selezionare le issue da inserire nello 
sprint successivo e ridefinire la stima 
del tempo necessario a completarle 
Sprint report 
Sprint  
6. Backlog estimation 
and breakdown 
- Planning meeting 
Utilizzo del software gemini al fine di 
registrare le issue nel sistema, 
definendo tempo di esecuzione, risorse 
umane associate, e sprint di 
appartenenza. 
-- 
7. Daily SCRUM 
Il Project Ownerdefinisce la necessità 
di analizzare, giornalmente, le issue in 
esecuzione nello sprint con indicazione 
delle ore stimate, delle ore di lavoro 
effettivamente registrate, delle ore 
rimanenti e di una nuova stima 
aggiornata a seconda del tempo 
efettivamente registrato e della 
percentuale di completamento 
Daily Team Report 
Daily Team Report 
8. Status update 
Utilizzo del software T.Rex al fine di 
registrare le ore di lavoro 
effettivamente realizzate e del software 
Gemini al fine di aggiornare lo stato e la 
percentuale di esecuzione delle issue 
-- 
9. Deployment 
Questa fase non necessita di 
informazioni di supporto decisionale 
-- 
 
I report per la comunicazione con il cliente sono solitamente report statici, a cadenza 
periodica che indicano informazioni sintetiche, in modo da permettere una semplice 
interazione tra il project owner ed il manager facente le veci del customer, in questa categoria 
rientrano i report: 
 Monthly Report for Customers; 
 Incident Report. 




Non è da eslcudere che però durante la comunicazione con il cliente si possano utilizzare 
report interni, ciò a causa della natura del metodo SCRUM che porta ad un completo 
coinvolgimento del cliente ponendolo al centro dell’intero processo di sviluppo. 
In entrambi i casi sono richiesti report tradizionali, che non variano nel tempo, e che 
possiedano un livello di dettaglio non eccessivo: la comunicazione col cliente è ritenuta 
efficace se le informazioni rappresentate sono le sole ritenute necessarie per ottenere 
informazioni significative evitando un sovraccarico di informazioni. Le interviste con i project 
Owners sono risultate indispendsabili.  
 
In generale, nessuno dei report proposti necessitava di graficismi: contrariamente alla 
generica necessità di informazioni sintetiche rappresentabili attraverso espedienti grafici, 
sono risultati non utili perché non adeguati ad una rappresentazione quantitativa dei 
risultati, nonostante ne sia riconosciuta una indubbia utilità al di fuori del contesto studiato. 
Al contrario si osserverà che spesso saranno preferite informazioni descrittive riguardanti le 
singole isseues accompagnate dalle relative misurazioni. 
8.2.1 Reportistica interna 
Sprint Report 
Lo sprint report ha lo scopo di fornire una visione sintetica dello stato di esecuzione delle 
issue dello sprint correntemente selezionato, dello sprint successivo e del backlog. Esso è 
utilizzato in molte delle fasi del backlog management, in particolare consente di soddisfare la 
fasi 1 e 2 Enter / Mantain Stories Requirements e Business Value Definition, capitolo 1.2.5, 
fornendo una visione delle issue già inserite all’interno del backlog sprint. Lo sprint report è 
utilizzato anche nella fase Tentative Sprint Planning: in seguito all’analisi della capacità e della 
velocità di sviluppo dei developers del team, la sezione backlog dello sprint report fornisce 
tutte le issue in ordine di priorità da inserire all’interno dello sprint successivo e da associare 
a una o più risorse umane. 
Infine esso consente di soddisfare l’obiettivo di analisi numero 10 - Overall Sprints Overview, 
capitolo 1.2.5, fornendo una visione delle statistiche relative a ciascuna issue dello sprint 
corrente e successivo. 
Dal punto di vista tecnico è necessario definire alcune necessità di analisi da parte 
dell’utenza in modo tale da ottenere una reportistica che in modo semplice ed immediato 
fornisca il minimo delle informazioni richieste al fine di evitare overloading: 




 Si definiscono i seguenti parametri di input: progetto, sprint, componente del 
progetto e sotto componente considerando soltanto i primi due livelli della 
gerarchia padre figlio. Tuttavia al fine di analisi sono necessari al massimo i primi 
due livelli nonostante la modalità di progettazione del Data Warehouse sia tale da 
fornire una completa visione della gerarchia durante l’analisi multdimensionale. 
 Si decide di mostrare soltanto le issue foglia raggruppate per componente di primo 
livello, anche in considerazione della gerarchia padre figlio delle issue, ed in 
considerazione del fatto che si registra tempo soltanto per le issue foglia della 
gerarchia. 
Da tali necessità discende sia la modalità di rappresentazione dei dati nel report, visibile 
nelle immagini successive, sia nella modalità di definizione delle tabelle temporanee fonte dei 
dati del report generate ad ogni visualizzazione, chiamate datasets all’interno di report 
services. 
La considerazione riguardo la visualizzazione dei soli primi due livelli delle componenti di 
un progetto e della visualizzazione solo della prima sarà applicata a tutti i report.  
Il report può essere visualizzato in Internet Explorer, ad un URL predefinito, in qualsiasi 
momento. L’intestazione del report consente di selezionare gli input desiderati, figura 44. 
Il report è organizzato su tre pagine, la prima mostra le statistiche relative allo sprint 
corrente: Estimated Hours, Time Registered, Estimated Precision (differenza tra le due 
misure precedenti) ed Hours Remaining per ciascuna issue foglia, raggruppata per 
componente a livello 1, con i valori totali per componente e gran totale. 
Per ciascuna issue sono indicati lo status accompagnato da un indicatore grafico e 
l’employee richiedente, solitamente il Project Owner richiedente. 
Figura 41 - Dettaglio del report rafigurante il menù per l'inserimento dei parametri di input. 




In pagina due invece si osservano i dati riguardanti lo sprint successivo. In modo simile al 
precedente ma tenendo conto di due fattori: il primo è che le issue visualizzate non sono 
scomposte in modo gerarchico, perché tale scomposizione avviene durante la fase di Backlog 
estimation and breakdown - Planning meeting il primo giorno dello sprint. In secondo luogo, 
per ciascuna issue si rappresenta solo il tempo Hours Estimated perché esse non c’è un 
Figura 45 – Sprint Report, sprint attuale. 
Figura 46 – Sprint Report, prossimo Sprint. 




effettivo tempo di lavoro registrato 
Infine in pagina tre si mostra il backlog, valgono le stesse considerazioni della pagina 
precedente del report. In questo caso le issue sono raggruppate per priorità. 
Daily Team Report 
Il Daily Team Report viene utilizzato durante il Daily SCRUM, ovvero durante la riunione 
Figura 47 – Sprint Report, Backlog. 
Figura 48 – Daily Team Report, suddiviso in due sezioni: sintetica e dettagliata. 




giornaliera in cui ciascun membro del team illustra il progressi dei lavori sin li svolti e quelli 
da svolgere durante la giornata attuale. Il report viene mostrato sullo schermo della tv 
durante il meeting. 
Il report è dotato di due sezioni: una overview che mostra il numero di issue dello sprint 
corrente di tipo closed e not started, e le misure totali e parziali Hours Estimated, Estimated 
Updated Hours e la differenza tra le due. 
La seconda sezione mostra le issue in modo gerarchico, solo i primi due livelli, con l’icona 
ad esse associata, lo status, l’employee al quale sono assegnate, e le relative misure. 
Gli input disponibili per l’utente sono gli stessi dello Sprint Report. 
Velocity Controlling 
La velocità di esecuzione delle issue viene realizzata attraverso un’analisi 
multidimensionale in Excel connettendosi direttamente al cubo. L’utente possiede un certo 
grado di libertà nella scelte delle dimensioni anche in considerazione di un numero di analisi 
potenzialmente maggiore rispetto a quelle espresse dalla specifica dei requisiti. L’analisi 
nell’immagine seguente rappresenta una possibile prospettiva di analisi della velocità degli 
elementi di un team nel mese di novembre. 
Figura 49 - Navigazione del cubo attraverso il software Microsoft Excel al fine di realizzare la 
Velocity Controlling. 





Gli impiegati sono stati filtrati per sede lavorativa, manager, dipartimento, stato di attività e 
periodo temporale, mentre le misure utilizzate al fine di analisi sono: 
 number of opened tasks e number of closed tasks che rappresentano il numero di 
issue aperte nel periodo, e chiuse nel periodo;  
 net tasks throughput che rappresenta la diffrenza tra i due potenzialmente negativa 
in caso un utente abbia chiuso anche issue aperte al di fuori del periodo; 
 total number of opened tasks è il numero dei task non chiusi dall’inizio dell’anno 
 average time registered per closed task è il tempo medio registrato per task chiuso 
all’interno del periodo 
 average age per closed issue è il numero di giorni medio necessario alla chiusura 
delle issue 
E’ possibile notare, nell’immagine successiva, una rappresentazione grafica dell’andamento 
nel tempo delle misure utilizzate per monitorare le statisiche di un singolo impiegato. E’ in 
particolar modo possibile notare la curva di apprendimento: il numero di issue chiuse e 
aperte aumenta, il numero di issue non chiuse diminuisce ed, in rosso, il tempo medio di 
esecuzione di un’issue diminuisce anch’esso. 
Capacity Planning 
La capacity planning rappresenta l’analisi della capacità lavorativa degli impiegati ed è 
utilizzata nelle decisioni riguardanti l’allocazione delle risorse. Il cubo viene utilizzato per 
Figura 50 - Rappresentazione grafica della Velocity Controlling attraverso un grafico a barre. 




soddisfare sia gli obiettivi di capacity planning emergenti nell’ambito della metodologia 
SCRUM, capitolo 2.2.2, sia emergenti processo di WorkPlan, capitolo 3.3.  
Le analisi richieste nei due processi sono di fatto simili ma riferenti periodi temporali 
differenti; la capacity planning viene realizzata dal Project Owner per la pianificazione dello 
sprint, quindi a cadenza temporale bisettimanale rappresentando di fatto una 
programmazione di breve termine, l’analisi delle Open Hours invece viene realizzata su base 
mensile e rappresenta una programmazione di lungo termine. E’ necessario precisare che 
nonostante nella descrizione del processo del capitolo 3.3 si parli di Open Report, si opta per 
non realizzare un report emesso periodicamente ma di fornire la possibilità di osservare le 
statistiche attraverso la navigazione del cubo. 
Partendo da un livello di dettaglio minore si illustrano le analisi appena descritte realizzate 
mediante la navigazione del cubo in Excel.  
La Figura 51 mostra l’analisi delle Open Hours per il mese di Febbraio 2014 relative ad 
alcuni elementi impiegati con indicazione delle ore di lavoro previste per progetti esterni, ore 
di lavoro previste per progetti interni e open hours suddivise per impiegato e progetto. Le 
open hours sono indicate come appartenenti ad un progetto standard D60 Standard Tasks. 
Figura 51 - Navigazione del cubo mediante Microsoft Excel al fine di 
realizzare il Capacity Planning. 




Nella figura 52 invece si osservi il grafico derivante dalla tabella precedente privo del 
raggruppamento per progetto, utilizzato al fine di ottenere una visione sintetica e intuitiva 
dello stato degli impiegati. 
Le analisi di capacity planning vengono realizzate a livello giornaliero durante lo sprint 
planning per le due settimane dello sprint. Nella figura seguente si osserva la 
Figura 52 - Rappresentazione grafica della Capacity Planning attraverso un grafico a barre. Per ognuno 
di essi si mostrano Open Hours in verde, Internal Hours in giallo e External Hours in arancione. 
Figura 53 - Navigazione del cubo mediante Microsoft Excel al fine di 
realizzare il Capacity Planning. 




programmazione di uno specifico impiegato con evidenza delle ore di lavoro presso progetti 
esterni, interni, open hours, ed ore di Illness, Leave ed Education. 
In figura 54 è possibile osservare l’illustrazione grafica della tabella precedente 
restringendo il periodo temporale alle due settimane di un generico sprint. 
 
Weekly Employee Report 
Il weekly employee report consente di soddisfare l’obiettivo numero 13 - Weekly employee 
analysis, capitolo 1.2.5, fornendo i dati statistici riguardo le ore di lavoro della settimana 
precedente. Il report viene spedito ogni lunedì mattina alle 8, fa riferimento alla settimana 
precedente ed è visibile in figura 54. 
 
Figura 54 - Rappresentazione grafica della Capacity Planning attraverso un grafico a barre 
relativo ad un singolo impiegato 
Figura 55 – Weekly Employee Report con indicazione delle statistiche settimanali. 




La prima sezione fornisce una overview delle ore di lavoro di tipo billable, quindi fatturabili 
presso il cliente. Si forniscono le misure, calculate all’interno dei datasets in SSRS utilizzando 
query mdx: 
 Estimated Billable Current year, somma delle ore di lavoro previste (workplan) dalla 
settimana odierna alla fine dell’anno solare. 
 Forecast Next 52 weeks, somma delle ore di lavoro previste (workplan) dalla 
settimana odierna per le prossime 52 settimane. 
 Actuale 52 weeks, somma delle ore di lavoro attuali effettive dalla settimana odierna 
per le scorse 52 settimane. 
La seconda sezione mostra le seguenti misure in ciascun giorno ed il valore totale della 
settimana: 
 Ore programmate presso qualsiasi progetto esterno (workplan). 
 Ore registrate di tipo billable, non billable, su progetti interni, illness e totali. 
 Ore registrate di tipo billable dall’inizion dell’anno ad oggi, Billable YTD. 
Per tutti i report descritti all’interno di questo capitolo si sono utilizzati dataset ricavati 
mediante query T-SQL mentre in questo caso si è utilizzata una query MDX al fine di un 
confortevole calcolo delle misure già definite nel cubo. Nonostante il linguaggio MDX sia 
meno intuitivo del linguaggio T-SQL e dipendente dalla struttura del cubo, si osserva 
generalmente una maggiore sinteticità delle query. 
8.2.2 Reportistica per la comunicazione esterna 
Monthly Report for Customers 
Il Monthly Report for Customers consente di analizzare le ore di lavoro registrate presso 
uno specifico cliente, progetto, componente di primo livello.  Si compone di una sola tabella 
che mostra la misura time registered rounded per le issue di primo livello, i clienti non sono 
interessati alle issue figlie in cui ciascuna issue genitore è scomposta perché il livello di 
dettaglio diventerebbe troppo elevato per lo scopo prefisso, causando overloading di 
informazioni. 
In questo caso gli input sono rappresentati dal cliente, dal progetto, dalla componente di 
primo livello e dal tipo di ore (Billable, Non Billable, Internal). E’ inoltre possibile inserire il 




periodo temporale desiderato, ciò consente di utilizzare il report anche presso i clienti che lo 
desiderano su base settimanale. 
 
Incident Report 
L’Incident Report consente di raggiungere l’obiettivo di analisi numero 11, capitolo 1.2.5; si 
compone di 4 pagine: la prima fornisce un’overview dei task di tipo Bug o Support aventi uno 
stato diversi da closed, chiamate open issue, raggruppati per tipo e stato.  
Figura 56 – Monthly Report for Customer. 
Figura 57 – Pagina Overview dell’Incident Report. 




L’idea alla base di questa informazione è una misurazione della qualità dei servizi offerti da 
D60 attraverso la quantità di issue che consistono di correzioni di servizi già offerti (bug) o 
aiuto al personale del customer (supporto). Minore è la quantità di questi tipi di issue 
maggiore è la qualità del servizio offerto al cliente nell’ambito di un determinato progetto. 
Gli input di questo report sono simili ai precedenti, infatti al fine di realizzare tale 
interfaccia, si utilizzano gli stessi dataset implementati nei report precedenti, seppur con 
qualche piccola modifica. Anche in questo caso, la possibiltà di inserire il periodo di tempo 
desiderato consente di adattare il report a qualsiasi cliente, indipendentemente dalla 
frquenza dei meeting. 
La pagina successiva del report mostra le cosiddette open issue nello specifico periodo di 
tempo, a livello foglia, raggruppate per componente a livello 1. Per ciascuna issue si mostrano 
tipo, descrizione, stato, Project Owner richiedente, data di creazione, data di chiusura 
(sempre vuota). 
Figura 58- Incident Report, Open Issues. 





La pagina numero tre, mostra le stesse informazioni ma per le issue create nel periodo di 
tempo specificato (incoming issue), mentre l’ultima pagina mostra le issue chiuse durante il 
periodo di tempo considerato (closed issue) nella stessa modalità della precedente. 
 
 
Figura 59 - Incident Report, Outgoing Issues. 








Figura 60 - Incident Report, Incoming Issues. 





Il lavoro di tesi ha consentito di osservare la complessità dei processi decisionali all’interno 
della gestione aziendale realizzati quotidianamente allo scopo di conseguire un utilizzo 
efficace ed efficiente delle risorse costituenti l’impresa. Le informazioni prodotte attraverso le 
attività aziendali, secondo standard ben precisi a definire dei veri e propri processi di 
business, rappresentano una fonte dati di indubbio valore per gli attori decisionali. 
L’adozione di un sistema informativo di supporto alle decisioni, ovvero di un Data 
Warehouse e del sistema di reportistica costruito su di esso, si è dimostrato essere uno 
strumento indispensabile al fine di estrarre, dal flusso di dati quotidianamente prodotto, 
informazioni sintetiche e significative tali da soddisfare le esigenze di business degli attori 
decisionali e consentire loro una gestione della reale complessità aziendale. 
  L’importanza del sistema informativo e di una sua corretta progettazione ed 
implementazione è tangibile se si considera che l’intera azienda dipende dalle decisioni prese 
sulla base dei dati prodotti e illustrati attraverso la reportistica, a sua volta resa fruibile 
attraverso un costante ed automatico aggiornamento dei dati del datawarehouse. 
Il processo di datawarehousing proposto da [Albano 13] si dimostra all’altezza di affrontare 
il problema della gestione di grandi quantità di dati, in modo corretto, strutturato ed efficace 
in considerazione della finalità ultima del sistema informativo. 
Il lavoro realizzato in D60 ha consentito di osservare l’applicazione dei fondamenti teorici 
del processo di datawarehousing per la soluzione di un problema contingente all’interno 
dell’ambito aziendale e di osservare che, parallelamente al problema di design, sorgono 
problemi tecnici legati sia alla natura dei dati che alle modalità di trattamento, in aggiunta ai 
problemi legati all’ambiente di sviluppo del servizio. 
D60 ha fornito un ambiente sereno per la soluzione del problema e una fiducia appagante 
che ha reso l’esperienza indimenticabile.  
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