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Abstract
We establish strong-type endpoint Lp(Rd ) → Lq(Rd) bounds for the operator given by convolution
with affine arclength measure on polynomial curves for d  4. The bounds established depend only on the
dimension d and the degree of the polynomial.
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1. Introduction
Let P :R→Rd be a polynomial and define the operator TP by
TP f (x) :=
∫
I
f
(
x − P(s))dσP (s), (1)
where I is an interval and dσP represents affine arclength measure along P ,
dσP (s) :=
∣∣det(P ′(s),P ′′(s), . . . ,P (d)(s))∣∣2/d(d+1) ds. (2)
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of exponents in dimensions d  4 (together with a slight improvement in Lorentz spaces). The
conjectured range of (p, q) depends only on d , and our bounds on the operator norms depend
only on p, q , d , and the degree of P . This result has already been established in dimension 2 by
Oberlin [23] and in dimension 3 by Dendrinos, Laghi and Wright [9].
Theorem 1. Let d  4, let P :R→Rd be a polynomial of degree N , and let TP be the operator
defined in (1). Let pd := d+12 and qd := d+12 dd−1 . Then TP maps Lp → Lq if (p, q) = (pd, qd) or
(q ′d ,p′d), with bounds depending only on d , N . Moreover, TP maps the Lorentz space Lpd,u(Rd)
boundedly into Lqd,v(Rd) and Lq ′d ,v′(Rd) into Lp′d ,u′(Rd) whenever u < qd , v > pd , and u < v.
In the case when I has infinite length and dσP ≡ 0, this theorem is sharp up to Lorentz space
endpoints. A proof of this in the case when P(t) = (t, t2, . . . , td ) is given in [27].
If I has finite length, then TP is easily seen to be bounded from L1 to L1 and L∞ to L∞
(though finite Lp → Lq bounds depending only on d , N cannot hold when (p−1, q−1) lies off
the line segment joining (p−1d , q−1d ) and (1 − q−1d ,1 − p−1d )). By interpolation with the bounds
established in Theorem 1, we obtain nearly sharp bounds in this case as well.
We now give a little of the history of this problem. It was observed by Drury in [11] that the
affine arclength dσP is in some ways a more natural choice than euclidean arclength for averages
along P and for the restriction of the Fourier transform to P . For one, affine (like euclidean)
arclength measure is easily seen to be parametrization independent; that is, if ψ : R→ R is a
diffeomorphism, then
dσP◦ψ(s) =
∣∣ψ ′(s)∣∣∣∣det(P ′(ψ(s)), . . . ,P (d)(ψ(s)))∣∣2/d(d+1) ds.
For two, affine (unlike euclidean) arclength measure compensates for degeneracies in the curve
P by vanishing where the torsion vanishes (for instance at the cusp in the curve parametrized by
(t2, t3)). This results in an Lp → Lq mapping theory in which p and q are independent of the
curve P . Finally, as its name implies, affine (again unlike euclidean) arclength measure behaves
nicely under affine transformations of Rd . This property will allow us to prove bounds on the
operator norms of T that depend only on d and the degree of P . A general discussion of affine
arclength may be found in [16].
Drury [11] established Lp → Lq bounds for the optimal range of p, q in dimension 2 for
P(t) = (t,p(t)) satisfying certain regularity conditions (though not necessarily polynomial).
Later, Oberlin [23] strengthened Drury’s result in the polynomial case by establishing optimal
Lp → Lq bounds for arbitrary polynomials in dimension 2 and for polynomials of the form
P(t) = (t,p1(t),p2(t)) in dimension 3. In dimension 2, Oberlin established bounds for the op-
erator norms of TP depending only on p, q , and the degree of P ; he remarked that such invariant
bounds were likely to hold in higher dimensions as well. Recently, Dendrinos, Laghi and Wright
[9] used a geometric inequality established in [10] to treat the general three-dimensional case
(also establishing invariant bounds). Other results in a similar vein are due to Choi in [4,3] and by
Pan in [24]. A recent preprint of Oberlin [19] establishes bounds for TP in certain non-polynomial
cases for d = 2,3,4.
More broadly, there is a growing body of literature on the so-called generalized Radon trans-
forms, operators defined by integration over families of submanifolds of Rd . We mention here a
few articles which are particularly closely related to this one; by no means is this an exhaustive
bibliography. In [6], Christ developed a combinatorial technique that he used to establish optimal
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(t, t2, . . . , td) for d  4 (strong type bounds had been proved in lower dimensions by Littman
[18] and Oberlin [20–22] via different techniques). Later on, Tao and Wright used ideas from
[6] together with several new ideas to establish optimal (up to Lebesgue space endpoint) bounds
for averages over families of smooth curves in [28]. This article is one of a few recent efforts
toward establishing the endpoint bounds in special cases of the Tao–Wright theorem. In [15],
Gressman proved the restricted weak-type estimate at the endpoint in the polynomial case of Tao
and Wright’s theorem. In [7], Christ showed that it was possible to use arguments similar to those
in [6] to prove strong-type estimates. We mention three subsequent applications of this technique
(this article being a fourth), namely [9] wherein Dendrinos, Laghi and Wright consider TP in di-
mension 3, [17] in which Laghi proves endpoint bounds for a restricted X-ray transform, and the
author’s [27] which establishes strong-type bounds for convolution with affine arclength measure
along the moment curve in dimensions d  4 (as mentioned above, low-dimensional results were
already known). In this article, we will use techniques from [6,7,9,27], mentioned above, as well
as from [14], in which Gressman established restricted weak-type bounds for convolution with
certain measures along polynomial curves whose entries are monomials.
Related to our problem is the restriction of the Fourier transform to curves with affine ar-
clength. In this case, it is conjectured that uniform Lp → Lq bounds hold, and though consider-
able progress has been made, the conjecture has not been completely resolved. A detailed history
of this problem may be found in [10], for instance, along with some recent results. Other articles
in this vein include the recent work of Bak, Oberlin and Seeger [2,1] and the less recent work of
Drury and Marshall [12,13] and of Sjölin [26] (and of course Drury’s [11]).
Notation. In this article, we will write A  B when A  CB with the constant C depending
only on the ambient dimension and the degree of the polynomial P . We will also use the ac-
companying notation A ∼ B . We will occasionally use the ‘big O’ notation, writing A = O(B)
instead of A B . In addition, if 1 p ∞, p′ refers to the exponent dual to p (which satisfies
1 = p−1 + p′−1).
2. Initial simplifications and a key theorem
As mentioned above, our problem is closely related to the problem of the restriction of the
Fourier transform to curves with affine arclength. One of the main tools used here and in [9] is a
theorem which was originally proved by Dendrinos and Wright in [10] as one step toward such
a restriction theorem.
Let
LP (s) := det
(
P ′(s),P ′′(s), . . . ,P (d)(s)
)
, (3)
for s ∈R. Hence dσP = L2/d(d+1)P ds. For t = (t1, t2, . . . , td) ∈Rd , define
JP (t) := det
(
P ′(t1),P ′(t2), . . . ,P ′(td)
)
. (4)
As indicated by the notation, this last term will arise as the jacobian of a certain map from
R
d →Rd .
Theorem 2 (Dendrinos and Wright). Let P : R→ Rd be a polynomial of degree N such that
LP (s) ≡ 0. Then there exists a decomposition R=⋃CN Ij such that the Ij are pairwise disjointj=1
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and a real number bj ∈R \ Ij such that
(i) |LP (s)| ∼ Aj |s − bj |Kj for every s ∈ Ij .
(ii) Whenever (t1, . . . , td ) ∈ I dj ,
∣∣JP (t1, . . . , td)∣∣ C d∏
k=1
∣∣LP (tk)∣∣1/d∏
l<k
|tk − tl |.
(iii) For any ε ∈ {−1,1}d , define Φε(t1, . . . , td) :=∑dj=1 εjP (tj ). Then for each x ∈ Rd , the
cardinality of (Φε)−1{x} ∩ I dj is at most d!.
Here C and the implicit constants depend only on N and d .
We may assume in proving Theorem 1 that I has finite length. Theorem 2 allows us to make a
few further simplifications. First, it suffices to prove the desired bounds for an operator as in (1),
only with the integral restricted to one of the intervals Ij from the decomposition above. Next,
after translating Ij and reflecting it across 0 if needed, we may assume that the real number bj
in Theorem 2 is equal to 0 and that Ij ⊂ (0,∞). The Lpd,u → Lqd,v bounds are invariant under
scalings in s (Pa(s) = P(as)) and multiplication of P by a constant. By scaling in the s variable,
we may assume that |Ij | = 1. Finally, using the fact that LλP = λdLP , after multiplying P by
an appropriate constant, we may assume that the constant Aj in Theorem 2 is equal to 1. In
particular, |LP (s)| ∼ sK uniformly on I , where the implicit constants depend only on d , N . In
summary, it suffices to prove uniform estimates for the operator
Tf (x) :=
∫
I
f
(
x − P(s))dμ(s), (5)
where dμ(s) = s2K/d(d+1) ds and I ⊂ (0,∞) has length 1.
We note that Dendrinos, Folch-Gabayet and Wright have recently shown in [8] that The-
orem 2 extends to d-tuples of rational functions of bounded degree. It therefore seems likely
that Theorem 1 could be generalized to give bounds for convolution with affine arclength along
curves parametrized by such functions, but the author has not investigated the extent to which
the arguments in this article would need to be changed.
3. Reduction of Theorem 1 to two lemmas
If E and F are subsets of Rd , then we will denote
〈T χE,χF 〉 =: T (E,F ).
We define two quantities,
α := T (E,F ) , β := T (E,F ) , (6)|F | |E|
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forms and, in particular, appeared in most of the references mentioned in Section 1. Note that β ,
for instance, represents the average over x ∈ E of
T ∗χF (x) = μ
{
s ∈ I : x + P(s) ∈ F}.
The quantities α, β have mostly been used to prove restricted weak type bounds, i.e.
T (E,F ) |E|1/p|F |1/q ′ . One can easily check that in our case, the restricted weak-type bound
at the endpoint would follow from
|E| αd(d+1)/2(β/α)d−1.
In [7], Christ proved that “trilinear” versions of such estimates could be used to establish strong-
type bounds. This method was applied in [9] to prove strong-type estimates for the operator in
(1) in the cases d = 2,3 and in [27] to prove strong-type estimates for convolution with affine
arclength measure along the moment curve. Using Christ’s techniques, one can show that the
next two lemmas imply Theorem 1. See [27] for details. For notational convenience, we define
the quantity
n := d(d + 1)/(2K + d(d + 1)). (7)
Notice that for 0 r  1,
μ
([
0, rn
])= nr. (8)
Lemma 3. Let E1,E2,F ⊂ Rd have finite positive measures. Assume that, for j = 1,2,
T χEj (y) αj for all y ∈ F and T (Ej ,F )|Ej |  βj , where α2  α1. Then
|E2| α
d(d+1)
2
1
(
β1
α1
)d−1
(α2/α1)
(d+1)/2+n(d−1)/2. (9)
Lemma 4. Let η > 0, and let E,F1,F2 ⊂ Rd have finite, nonzero measures. Assume that, for
j = 1,2, T ∗χFj (x) βj for all x ∈ E, where βj  ηT (E,Fj )|E| and β2  β1. Assume as well that
T (E,Fj )
|Fj |  αj , where α2  α1. Then
|F2| ηCαr11 αr22 βs11 βs22 , (10)
for some quadruple (r1, r2, s1, s2) which is taken from a finite list that depends on d , N and
which satisfies
d(d − 1)
2
= r1 + r2, d = s1 + s2, 0 < s2
q ′d
− r2
qd
− 1. (11)
The constant C is allowed to depend on N , d alone.
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ity of Lemma 3 is a matter of luck more than anything else. See [27] for more explanation.
We remark that Lemma 4 is slightly different from the corresponding lemma in [27], but im-
plies the strong-type bound (and accompanying Lorentz space improvement) by exactly the same
proof.
4. Proof of Lemma 3
4.1. Setup
For i  1, define
Φi(t1, . . . , ti) :=
i∑
j=1
(−1)j+1P(ti).
Our first step will be to identify sets Ωi , satisfying certain helpful properties, such that for each i,
Φi(Ωi) is contained in F or one of the Ej .
We assume the hypotheses of Lemma 3 and define
γ1 := max{α1, β1}.
Lemma 5. There exist a point x0 ∈ E1, a constant c > 0, and measurable sets Ω1 ⊂ I , Ωi ⊂
Ωi−1 × I for 2 i  2d such that
• x0 +Φi(Ωi) is contained in: F if i is odd, E2 if i = 2d , and E1 otherwise.
• μ(Ω1) = cβ1, and if t ∈ Ωi−1, then μ{ti ∈ I : (t, ti ) ∈ Ωi} equals: cβ1 if i > 1 is odd, cα2 if
i = 2d , and cα1 otherwise.
• If t ∈ Ωi , then ti is greater than or equal to: cγ n1 if 1 i < 2d and cαn2 if i = 2d . Further-
more, if j < i < 2d , then |ti − tj | is greater than or equal to: cβ1t−2K/d(d+1)j if i is odd and
cα1t
−2K/d(d+1)
j if i < 2d is even. Finally, if j < i = 2d , then |ti − tj | is greater than or equal
to c′ti if tj  αn2 and c′α2t−2K/d(d+1)j otherwise.
Proof. This is quite similar to Lemma 1 of [6], but the last item involves changes inspired by the
works [14] and [9].
First, suppose that we have proved the existence of sets Ωi as described in the lemma for
1 i  2d − 1. Then every point t ∈ Ω2d−1 corresponds to a point y(t) = x0 + Φ2d−1(t) ∈ F .
By the assumed lower bound T χE2(y) α2 on F , there exists a set I (t) ⊂ I with μ(I (t)) α2
such that y(t)− P(I (t)) ∈ E2.
Next, we refine the sets I (t) to guarantee the third condition of the lemma. Since μ[0, cαn2 ] ∼
c1/nα2, we can assume that s  cαn2 for s ∈ I (t) while maintaining μ(I (t))  α2. With this
assumption in place, let j < 2d . If tj < cαn2 , then we excise the region [0,2cαn2 ] from I (t) if
necessary. Having done that, if s ∈ I (t), then s − tj  s/2. We claim that if tj > cαn2 , then
μ(B(tj )) := μ{s ∈ I (t): |s − tj | < c′α2t−2K/d(d+1)} < cα2, for c′ sufficiently small. To see this,j
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μ
(
B(tj )
)=
tj+c′α2t−2K/d(d+1)j∫
tj−c′α2t−2K/d(d+1)j
s2K/d(d+1) ds  cα2t2K/d(d+1)−2K/d(d+1)j .
Thus, by removing small “bad” portions of each I (t) if needed (this may be done while preserv-
ing measurability), we may set Ω2d = {(t, s) ∈ Ω2d−1 × I : s ∈ I (t)}, and satisfy the conclusions
of the lemma.
With some modifications similar to those indicated above, the proof of the existence of
sets Ωi , 1 i  2d − 1 is essentially the same as the proof of Lemma 1 in [14]. The key obser-
vation is that 〈Tγ1χE1, χF 〉 T (E1,F ), where
Tγ1f (x) =
∫
I\[0,cγ n1 ]
f
(
x − P(s))dμ(s). (12)
The proof then proceeds as in Lemma 1 of [6]. 
4.2. The proof when β1  α1
Let t0 ∈ Ωd , and let ω := {t ∈ I d : (t0, t) ∈ Ω2d}. For consistency of notation, we will refer to
elements of ω as t = (td+1, . . . , t2d).
In this section, we will prove the following lemma.
Lemma 6. Let rd = 1+ 3+· · ·+ d − 1 if d is even and rd = 2+ 4+· · ·+ d − 1 if d is odd. Then
|E2| αd(d+1)/21 (β1/α1)rd (α2/α1)(d+1)/2+n(d−1)/2.
Note that rd  d − 1, so when β1  α1, the conclusion of Lemma 6 implies Lemma 3.
Proof of Lemma 6. Let Φ(t) := x0 +Φ2d(t0, t). Note that (iii) of Theorem 2 implies that
|E2|
∫
ω
∣∣detDΦ(t)∣∣dt = ∫
ω
∣∣JP (t)∣∣dt.
Hence, by (i)–(ii) of Theorem 2 and the fact that ω ⊂ I d ,
|E2|
∫
ω
2d∏
k=d+1
∏
d<l<k
t
K/d(d−1)
k t
K/d(d−1)
l |tk − tl |dt. (13)
We know that μd(ω)  αd/21 β
d/2
1 (α2/α1), and our next task will be to prove a lower bound
for (13) which involves integrals with respect to μ. It will suffice to prove the following:
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• If k is odd and j < k, then: |tk − tj | β1(tk · tj )−K/d(d+1).
• If k < 2d is even and j < k, then: |tk − tj | α1(tk · tj )−K/d(d+1).
• Finally, if j < k = 2d , then: |tk − tj | α(1+n)/22 α(1−n)/21 (tk · tj )−K/d(d+1).
Separating the integrand in (13) into a product over even k times a product over odd k, and
manipulating the inequalities in Lemma 7, we see that
|E2| αrd1 βrd−11
(
α2
α1
)(n+1)(d−1)/2 ∫
ω
2d∏
k=d+1
t
2K/d(d+1)
k dt
 αd(d+1)/21
(
β1
α1
)rd(α2
α1
)(d+1)/2+n(d−1)/2
.
The last inequality also requires a little algebra. 
Proof of Lemma 7. We will prove the lemma when k = 2d . The proof when k < 2d is similar,
but a little simpler.
Suppose that tj  tk or tj  tk . Then by the triangle inequality, |tk − tj | tk , and the lower
bounds in Lemma 5 imply that t1+K/d(d+1)k t
K/d(d+1)
j  α
(1+n)/2
2 α
(1−n)/2
1 .
If tj ∼ tk , then |tj − tk|  α2t−2K/d(d+1)j ∼ α2(tktj )−K/d(d+1) and the claimed inequality
follows from α2  α1. 
This completes the proof of Lemma 3 in the case β1  α1.
4.3. A combinatorial argument
To prove Lemma 3 in the remaining case, β1  α1, we modify the “band structure” argument
of Christ in [6] to accommodate the weight s2K/d(d+1) in the measure μ. The modifications we
make are inspired by the arguments of [9]. We will follow Christ’s construction as closely as
possible.
Definition. Let Γ be a finite set of positive integers, called indices. A band structure on Γ is a
partition of Γ into subsets called “bands”. Given a band structure on Γ , we designate the indices
in Γ as free, quasi-free, or bound as follows:
• The least index of each band is free.
• An index is quasi-free if it is the larger element of a two-element band; it is quasi-bound (not
bound) to the smaller (free) element of that band.
• An index is bound (to the free element of its band) if it is one of two or more non-free
elements of some band.
Lemma 8. Let ε > 0. Then there exist parameters δ, δ′ satisfying cd,ε < δ′ < εδ < εc, an
integer d  k < 2d , an element t0 ∈ Ω2d−k , a set ω ⊂ {t : (t0, t) ∈ Ω2d} with μk(ω) ∼
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k/2
1 β
k/2
1 (α2/α1), and a band structure on [2d − k + 1,2d] such that the following prop-
erties hold:
(i) There are exactly d free or quasi-free indices. In particular, each even index is free.
(ii) |ti − tj | > δα1(ti · tj )−K/d(d+1), unless i and j lie in the same band.
(iii) c0β1(ti · tj )−K/d(d+1) < |ti − tj | < δα1(ti · tj )−K/d(d+1) whenever i is quasi-bound to j .
(iv) δ′α1(ti · tj )−K/d(d+1) > |ti − tj | whenever i is bound to j .
In our application of the lemma, the parameter ε will be the value whose existence is guaran-
teed by the forthcoming Lemma 9.
Sketch of proof of Lemma 8. Because of the lower bounds from Lemma 7 and the fact that
α2  α1, the proof of this lemma follows from arguments similar to those in [27], which are in
turn slight modifications of arguments in [6]. We sketch the beginnings of the modified argument.
There exists ω0 ⊂ Ω2d with |ω0| |Ω2d | and a permutation σ ∈ Perm2d (where Permj is the
set of permutations on j indices) such that
tσ (1) < tσ(2) < · · · < tσ(2d)
on ω0. Initially set δ = cN,d2d , where cN,d is some small constant to be determined below. Refining
ω0 if necessary, but retaining the above lower bound on |ω0|, there exists a sequence 1 = L1 <
L2 < · · · < LR  2d such that tσ (i−1) < tσ(i) − δα1(tσ (i−1)tσ (i))−K/d(d+1) if and only if i = Lj
for some 1 < j R.
After this first step of the decomposition, our bands are
{
σ(L1) = σ(1), . . . , σ (L2 − 1)
}
,
{
σ(L2), . . . , σ (L3 − 1)
}
, . . . ,
{
σ(LR), . . . , σ (2d)
}
.
Assume that i < j and σ(i), σ(j) are in the same band. Then by induction,
tσ (j) > tσ(i)  tσ (j) − δα1
[
(tσ (i)tσ (i+1))−K/d(d+1) + · · · + (tσ (j−1)tσ (j))−K/d(d+1)
]
> tσ(j) − 2dδα1t−2K/d(d+1)σ (i)
 tσ (j) − cN,dα1t−2K/d(d+1)σ (i)  tσ (j) − c′N,dαn1 .
The inequality on the second line follows from the monotonicity of the tσ (·) and the second
inequality on the last line follows from tσ (i)  αn1 (recall α2 > α1) and a bit of algebra. For
cN,d sufficiently small (depending only on N , d), the second inequality on that line implies that
|tσ (i) − tσ (j)|  min{tσ (i), tσ (j)}, which in turn implies that tσ (i) ∼ tσ (j) (we will use this fact
several times in the coming pages). Returning to the first line of the sequence of inequalities,
tσ (j) > tσ(i) > tσ(j) − cN,dα1(tσ (i)tσ (j))−K/d(d+1).
From this and the lower bounds in Lemma 7, the maximum of σ(i) and σ(j) cannot be even.
Thus an even index is always the minimum element of a band containing it, and in particular, no
band contains two or more even indices after the first step.
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{
σ(La−1), . . . , σ (La − 1)
}
.
Then j  La and
tσ (j) − tσ (i) =
j−1∑
k=i
tσ (k+1) − tσ (k)  tσ (La) − tσ (La−1)
 δα1(tσ (La)tσ (La−1))−K/d(d+1)  δα1(tσ (j)tσ (i))−K/d(d+1).
The first inequality on the second line follows from the definition of the sequence La . The second
inequality follows from the monotonicity of the tσ (·) and the fact that tσ (i) ∼ tσ (La−1) because
both lie in the same band (this was proved in the previous paragraph).
Note that it is vital that α2  α1, so that t2d  αn1 on Ω2d .
We have explained the first step of an iterative procedure which terminates after O(d) steps.
In each step of this procedure, the quantities δ, δ′ are decreased, but this is only done finitely
many times and in a way which guarantees the lower bound cd,ε < δ′. For the remainder of the
algorithm, we refer the reader to [27] (the arguments there are adapted from [6]) with the caveat
that adjustments as above will be necessary. 
To state the next lemma, we need a little further notation.
Suppose ω, k, and t0 are as in the conclusion of Lemma 8. With t ∈ Rk denoted by
(t2d−k+1, . . . , t2d), define Φ(t) := x0 +Φ2d(t0, t). Thus Φ(ω) ⊂ E2.
Let Λ ⊂ [2d−k+1,2d] be the set of free or quasi-free indices. Given i ∈ [2d−k+1,2d]\Λ,
let B(i) denote the index to which i is bound. We define three mappings:
R
d  τ(t), τi(t) = ti , for i ∈ Λ,
R
k−d  s(t), sj (t) = tj − tB(j), for j /∈ Λ,
R
k−d  σ(t), σj (t) = sj (t)
[
τB(j)(t)
]2K/d(d+1)
.
The function t → (τ, σ ) is invertible for t ∈ (0,∞)k . We let t (τ, σ ) denote its inverse, and define
J (τ, σ ) := det(DτΦ(t (τ, σ ))).
Lemma 9. There exists ε > 0 such that given any k, any band structure on [2d − k + 1,2d], and
any ω satisfying the conclusion of Lemma 8, the following lower bound holds for all (τ, σ ) ∈Rk
such that t (τ, σ ) ∈ ω:
∣∣J (τ, σ )∣∣ cαd(d−1)/21
(
β1
α1
)M(
α2
α1
)(1+n)(d−1)/2 d∏
j=1
τ
2K/d(d+1)
j , (14)
for some c > 0, where M is the number of quasi-free indices in the band structure. Here the
values of ε, c depend only on d , N , and the constant c0 in (iii) of Lemma 8 (which in turn
depends on d , N ).
B. Stovall / Journal of Functional Analysis 259 (2010) 3205–3229 3215Completion of proof of Lemma 3. The remainder of the proof is quite similar to the argument
from [6]. Let k, ω, etc., be as in Lemma 8, and fix σ ∈ Rk−d . Let ωσ = {τ : t (τ, σ ) ∈ ω}. By
Bezout’s theorem (as stated in [25], for a similar application see [6]), for each σ , under the map
ω  τ → Φ(t(τ, σ )) ∈ E2, points x lying off a set of measure zero have at most CN,d preimages.
Therefore
|E2|
∫
ωσ
∣∣J (τ, σ )∣∣dτ  αd(d−1)/21 (β1/α1)M(α2/α1)(1+n)(d−1)/2μd(ωσ ). (15)
It is easy to check that if t (τ, σ ) ∈ ω, then |σ | α1. Integrating both sides of (15) over |σ | α1,
αk−d1 |E2| αd(d−1)/21 (β1/α1)M(α2/α1)(1+n)(d−1)/2
∫
t (τ,σ )∈ω
dμd(τ) dσ. (16)
We switch the order of integration and make the change of variables (τ, σ ) → t to show that the
integral on the right of (16) equals
∫
ω
∏
j /∈Λ
t
2K/d(d+1)
B(j)
dtj
∏
i∈Λ
t
2K/d(d+1)
i dti . (17)
We showed above (in the proof of Lemma 8) that ti ∼ tj whenever i is bound to j and t ∈ ω.
Approximating the tB(j) in (17) by tj , we then have
αk−d1 |E2| αd(d−1)/21 (β1/α1)M(α2/α1)(1+n)(d−1)/2
∫
ω
dμk(t). (18)
Next, applying (i) of Lemma 8 and (18), we have shown that
|E2| αd(d+1)/21
(
β1
α1
)M+k/2
(α2/α1)
(d+1)/2+n(d−1)/2.
Finally, at least k/2 + 1 indices are free (the even indices together with the first index), and
M plus the number of free indices equals d . Therefore M + k/2 d − 1, and we have proved
Lemma 3 in the remaining case, β1  α1. 
5. Proof of Lemma 9
Now we return to the lower bound on J (τ, σ ).
We recall some important information about the interval I in (5). The interval came from
the decomposition in Theorem 2 and is contained in (0,∞) by the reductions in Section 2. In
addition, the corresponding quantity b equals zero.
Analysis similar to that in [6] can be used to write J (τ, s) in a more helpful form. We sum-
marize the argument. Note that
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(
t (τ, σ )
)= z0 +∑
j∈Λ
[
(−1)j+1P(τj )+
∑
i⇒j
(−1)i+1P(τj + si)
]
= z0 +
∑
j∈Λ
[
θjP (τj )+
∑
i⇒j
(−1)i+1(P(τj + si)− P(τj ))
]
,
where z0 is a constant, si = σiτ−2K/d(d+1)j , and i ⇒ j means i is bound to j . In addition, the
quantity θj := (−1)j+1 +∑i⇒j (−1)i+1 is never zero because bound indices are always odd and
because an index j ∈ Λ has zero or at least two indices bound to it. See [6] for details.
For fixed σ , we wish to compute the jacobian with respect to τ . Using the definition of si in
the previous paragraph, we have
∂
∂τj
[
P
(
τj + si(τj , σi)
)− P(τj )]= (P ′(τj + si)− P ′(τj ))− 2K
d(d + 1)
siP
′(τj + si)
τj
.
Now, using multilinearity of the determinant,
J (τ, σ ) = C0JP (τ)+
∑
error terms, (19)
where |C0| = |±∏j∈Λ θj | ∼ 1. The number of terms in the sum above is  Cd and each error
term is equal to a constant times a certain determinant, for instance
Ck,l det
(
P ′(τj1), . . . ,P ′(τjk + si(jk))− P ′(τjk ), . . . ,
si(jl )
τjl
P ′(τjl + si(jl )), . . .
)
. (20)
Here Λ = {j1, . . . , jd}, each i(j) is bound to j , either k < l or l  d (so not all entries of the
matrix are of the form P ′(τj )), and
|Ck,l | =
∣∣∣∣∣
(
k−1∏
i=1
θji
)( −2K
d(d + 1)
)d−l+1∣∣∣∣∣ Cd,N .
The determinants in (20) can be viewed as a hybrid of two types of error terms. The first of
these is
det
(
P ′(τj1), . . . ,P ′(τjk−1),P ′(τjk + si(jk))− P ′(τjk ), . . . ,P ′(τjd + si(jd ))− P ′(τjd )
)
=
τjk+si(jk)∫
τjk
· · ·
τjd +si(jd )∫
τjd
d∏
=k
∂
∂τj
∣∣∣∣
τj=tj
JP (τ ) dtjd · · ·dtjk , (21)
where k  d and i(j) is bound to j . The second type is
( ∏
j∈Λ′
si(j)
τj
)
JP (ti(1), . . . , ti(d)). (22)
In (22) t = t (τ, σ ) and ∅ = Λ′ ⊂ Λ, but now i(j) equals j if j /∈ Λ′ and is bound to j otherwise.
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applies equally well to (20), the hybrid of these terms.
5.1. Aside: A geometric identity
Before proceeding in our analysis of the error terms, we record an identity relating the ja-
cobian JP defined in (4) to determinants of certain minors of the matrix (P ′(t), . . . ,P (d)(t)).
A proof of this identity may be found in [10].
For 1 j  d , we define polynomials Lj = LP,j by
Lj (s) := det
⎛
⎜⎝
P ′1(s) . . . P
(j)
1 (s)
...
. . .
...
P ′j (s) . . . P
(j)
j (s)
⎞
⎟⎠ . (23)
Note that Ld = LP , where LP is the polynomial defined in (3).
Using this, we recursively define rational functions Jk :Rk →R by
J1(t1) := Ld−2(t1)Ld(t1)
Ld−1(t1)2
, (24)
Jk(t1, . . . , tk) :=
k∏
j=1
Ld−k−1(tj )Ld−k+1(tj )
Ld−k(tj )2
t2∫
t1
· · ·
tk∫
tk−1
Jk−1(s1, . . . , sk−1) ds1 · · ·dsk−1. (25)
The convention L0 ≡ L−1 ≡ 1 is required to define Jd−1 and Jd .
The algorithm in [10] begins with an initial decomposition
R=
CN,d⋃
j=1
Ij ,
where the Ij are disjoint open intervals, and on each Ij , the polynomials L1, . . . ,Ld are all
single-signed. Then for t = (t1, . . . , td ) ∈ I dj , we have the identity
JP (t) = Jd(t). (26)
5.2. Back to the proof of Lemma 9
We examine a typical instance of (21). For ease of notation, let the τj be indexed by j ∈
{1, . . . , d} instead of Λ. We expand the identity (26)
JP (τ) =
(
d∏
j=1
L1(τj )
) τ2∫
· · ·
τd∫
Jd−1(s1, . . . , sd−1) ds1 · · ·dsd−1. (27)τ1 τd−1
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h(τ) :=
d∏
j=1
L1(τj ), H(τ) := JP (τ)/h(τ).
Then
( ∏
j∈Λ′
∂
∂τj
)
JP (τ) =
∑
Λ′′⊂Λ′
T1 · T2 :=
∑
Λ′′⊂Λ′
( ∏
j∈Λ′\Λ′′
∂
∂τj
)
h(τ) ·
( ∏
j∈Λ′′
∂
∂τj
)
H(τ). (28)
We will use the following lemmas to bound T1 and T2 in a typical term from the above sum.
Lemma 10. With I ⊂ (0,∞) and b = 0 coming from Theorem 2, whenever s ∈ I
∣∣L′1(s)∣∣ |L1(s)|s . (29)
Lemma 11. With I , b as in Lemma 10, whenever τ ∈ I d
( ∏
j∈Λ′′
∂
∂τj
)
H(τ)
∑
δ,i
|H(τ)|∏
j∈Λ′′ τ
δj
j |τj − τi(j)|1−δj
, (30)
where the sum is taken over δ ∈ {0,1}Λ′′ and functions i : Λ′′ → Λ with i(j) = j , for all j ∈ Λ′′.
We remark that the conditions on I and b, particularly the fact that I , b are determined by the
algorithm in [10], are crucial hypotheses to these lemmas. We postpone the proofs of Lemmas 10
and 11 for a moment and finish proving Lemma 9.
By Lemma 10
|T1| |h(τ)|∏
l∈Λ′\Λ′′ τl
. (31)
Lemma 11 gives an upper bound for |T2|, and combining that with (31) and (28), we obtain
∣∣∣∣
( ∏
j∈Λ′
∂
∂tj
)
JP (tΛ′ , τΛ′c )
∣∣∣∣ ∑
Λ′′⊂Λ′,δ,i
|JP (tΛ′ , τΛ′c )|∏
l∈Λ′\Λ′′ tl
∏
j∈Λ′′(t
δl
j |tj − ui(j)|1−δl )
,
where δ, i are as in Lemma 11 and ui = ti if i ∈ Λ′ and τi if i ∈ Λ′c. We return to (21), which is
the term we want to estimate.
Let j ∈ Λ, let i be bound to j , and let j ′ ∈ Λ \ j . Suppose t (τ, s) ∈ ω. By condition (4) of
Lemma 8 and the definition of si ,
|si | εδα1
[
τj · (τj + si)
]−K/d(d+1)
.
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bounds to the negative power −K/d(d + 1) gives an upper bound on |si | and using τj  αn1
again implies
|si | εδαn1  ετj . (32)
This implies the inequality (already noted above)
τj ∼ τj + si . (33)
We next compare |τj − τj ′ | and |si |. If τj ′  τj or if τj  τj ′ , then
|τj − τj ′ | τj  ε−1|si |,
by (32). Say τj ∼ τj ′ . Since j and j ′ must lie in different bands, approximating τj ′ by τj in
conclusion (iv) of Lemma 8,
|τj − τj ′ | δα1τ−2K/d(d+1)j ∼ δα1
[
τj (τj + si)
]−K/d(d+1)
,
where the second estimate follows from (33). Thus, regardless of the relative sizes of τj , τj ′ ,
|τj − τj ′ | ε−1|si |. (34)
Therefore, we may estimate the integrand in (21) by the constant
∑ |JP (τ)|∏
j∈Λ′\Λ′′ τj
∏
l∈Λ′′(τ
δl
l |τl − τl′ |1−δl )
,
which implies that the error term in (21) is

∑ |JP (τ)|∏j∈Λ′ |sj |∏
j∈Λ′\Λ′′ τj
∏
l∈Λ′′(τ
δl
l |τl − τl′ |1−δl )
 ε|Λ′|
∣∣JP (τ)∣∣,
by (32) and (34).
We now have everything we need to estimate (22) as well. By our bound on (21),
JP (ti(1), . . . , ti(d)) ∼ JP (τ1, . . . , τd),
and by (32), |∏j∈Λ′ si(j)/τj | ε|Λ′|.
Combining these two estimates, J (τ, σ ) = CJP (τ) + O(ε)JP (τ). It remains to show that
JP (τ) is bounded from below by the term on the right of (14). By our assumptions on I (in
particular, the conclusions of Theorem 2),
∣∣JP (τ)∣∣ d∏ τK/dj ∏ |τj − τk|.
j=1 k<j
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(iv)–(v) of Lemma 8 and the fact that each quasi-free index is quasi-bound to a unique free index,
we have
d∏
k=1
|τk|K/d
∏
k<l
|τk − τl | αd(d−1)/21
(
β1
α1
)M(
α2
α1
)(n+1)(d−1)/2 d∏
k=1
τ
K/d
k
∏
k<l
(τk · τl)−K/d(d+1).
Putting these two inequalities together and using the definition of n to perform a quick computa-
tion proves the lower bound claimed in Lemma 9.
6. Proofs of Lemmas 10 and 11
Our proofs of Lemmas 10 and 11 are not self-contained, but rather consist of some minor
adjustments and additions to the arguments of Dendrinos and Wright in Sections 5, 7, 9 of [10].
For clarity, in this section we will provide a rough sketch of the decomposition procedure in [10]
before explaining how Lemmas 10 and 11 follow.
We recall the identity quoted in Section 5.1. It will be important in what follows to note that
one can prove inductively from the definition that Jd−1 is an antisymmetric function.
Two decomposition procedures, applied iteratively, constitute the main part of the algorithm
in [10]. We describe them here.
D1 : Let η1, . . . , ηd ′ be complex numbers and J an interval. This procedure decomposes
J =⋃d ′i=1⋃j =i Iij , where the Iij are pairwise disjoint, and each Iij is a union of Od ′(1) open
intervals. Each Iij is associated to the real number bi = Reηi , and for each i, j and s ∈ Iij ,
|s − bi | |s − ηk|, 1 k  d ′,
|s − ηk| ∼ Aik|s − bi |δik . (35)
Here δik ∈ {0,1}, and Aik ∈R.
D2 : Let J be an interval and b a real number. Let β1, . . . , βd ′ be (not necessarily distinct)
complex numbers with |b + β1| · · · |b + βd ′ |. This procedure produces a decomposition
J =
Cd′⋃
j=1
Gj ∪
Cd′⋃
j=1
Dj ,
where the Gj , Dk are pairwise disjoint, and each Gj and each Dk is a union of O(1) open
intervals. On each Gj (called a gap),
|s − b − βk| ∼ |βk|1−εkj |s − b|εkj , |s − b − βk| |s − b|, (36)
for some εkj ∈ {0,1}, and on each Dj (called a dyadic interval),
|s − b| ∼ Dj .
We move now to the implementation of the procedures D1 and D2 . Fix an interval J
coming from the initial decomposition above (thus (26) holds).
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real number b0 from this decomposition.
Step n + 1: Assume that step n has been completed (0 n d − 2), leaving us with an interval
In and real number bn. Apply D2 to In with respect to bn and the zeros of Ln+1(· + bn). There
are two possibilities for an interval J from this decomposition. Case I: J is a gap. In this case,
step n+1 is complete and has produced an interval In+1 = J and real number bn+1 = bn. Case II:
J is dyadic. We apply D1 to J with respect to bn and the zeros of LP,n+1 and b0, b1, . . . , bn
(these are the real numbers corresponding to In and its ancestor intervals). We are left with
interval-number pairs. We choose one of these pairs (arbitrarily) and denote its elements In+1,
bn+1 to complete step n+ 1.
In either case, the decomposition has been performed so that on In+1,
∣∣Ld(s)∣∣∼ Ad |s − bn+1|kd , ∣∣L1(s)∣∣∼ A1|s − bn+1|k1 , . . . ,∣∣Ln+1(s)∣∣∼ An+1|s − bn+1|kn+1 . (37)
Here, the constants Aj and the non-negative integer exponents kj are allowed to change from
line to line to reflect the fact that if the interval J is dyadic, then |s − bn| is nearly constant. If
|s − bn| is nearly constant, then by the analogue of (37) from step n, so are Ld,L1, . . . ,Ln.
The final step (n = d) of the decomposition is to decompose each interval Id−1 coming from
step d − 1 so that none of the subintervals Id contains any of the real numbers b0, b1, . . . , bd−1
associated to Id−1 and its ancestors.
A detailed proof of (37) may be found in [10]. To simplify the exposition, we have omitted
some crucial details in the sketch above. For example, linear transformations are used between
steps to guarantee certain exponents kj do not arise which would prevent the deduction of (ii) of
Theorem 2 from (37) and (26). We have also made a minor change in the algorithm of Dendrinos
and Wright by using the real numbers bj determined in previous steps to perform the decompo-
sition in Case II of step n+ 1. This alteration is miniscule, and moreover, the modified algorithm
is needed only to establish the upper bound on the error terms in (19). Having bounded those
error terms, one can use the original algorithm in [10] to prove Theorem 2, so this change does
not cause any technical issues to arise. In fact, the modified algorithm could also be employed in
the proof of Theorem 2.
Proof of Lemma 10. After d − 1 steps as above, we select an interval I with corresponding real
number b. From (37), we know that for s ∈ I ,
∣∣L1(s)∣∣∼ A1|s − b|k1 .
To prove the lemma (wherein things have been arranged so b = 0, I ⊂ (0,∞)), we must show
that
∣∣L′1(s)∣∣ |L1(s)||s − b| . (38)
We let b0, b1, . . . , bd−1 = b be the real numbers corresponding to the ancestor intervals of I
in the decomposition procedure.
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arising after D2 is a gap. Then b1 = b0 and
L1(s) = B1
∏
i
(s − b0 − βi)ni ,
where the βi are the complex numbers with respect to which D2 was performed. By the product
rule and the triangle inequality,
∣∣L′1(s)∣∣∑
i
ni |L1(s)|
|s − b0 − βj | .
Thus, by (36),
∣∣L′1(s)∣∣ CN,d |L1(s)||s − b0| = CN,d
|L1(s)|
|s − b1| ,
where CN,d =∑i ni . Case II: the ancestor J of I arising after D2 is dyadic. In the notation of
D1 ,
L1(s) = B1
∏
i
(s − ηi)ni ,
and b1 satisfies (35) with the index i replaced by 1 on I . Hence, by the same arguments as in
Case I,
∣∣L′1(s)∣∣ CN,d |L1(s)||s − b1| .
We wish to prove that after step n,
∣∣L′1(s)∣∣ CN,d |L1(s)||s − bn| . (39)
We proceed by induction, assuming that (39) holds after step n. Step n + 1 begins with a D2
decomposition. If after this the ancestor J of I is a gap, we have bn+1 = bn. If the ancestor J
of I is dyadic, by the way D1 is performed in the above version of the algorithm, |s − bn+1|
|s − bn|. In either case, the analogue of (39) holds.
This completes the proof of Lemma 10. 
Proof of Lemma 11. We will prove the lemma by rewriting the left side of (30) as an integral
and then approximating the integral.
It is easy to see that if Λ′′ = {1, . . . , d}, then T2 = 0. Let i1, . . . , ik be an increasing enumera-
tion of the elements of Λ \Λ′′. Using antisymmetry of Jd−1,
( ∏
j∈Λ′′
∂
∂τj
)
H(τ) = ±
τi2∫
τi
· · ·
τik∫
τi
Jd−1(s1, . . . , sk−1, τΛ′′) ds1 · · ·dsk−1. (40)
1 k−1
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and that I ⊂ (0,∞).
Since JP is antisymmetric, by reordering indices if needed, we may assume that t1 < · · · < td .
Thus the only points (s1, . . . , sd−1) relevant to the integral in (26) are those with s1 < · · · < sd−1.
By induction, for each 1 r  d , only those s ∈ I r−1 with s1 < · · · < sr−1 are relevant in (25).
Because the si form a monotone sequence and since the Lj are all single-signed on I (by the
initial decomposition), each integrand Jk−1 in (25) is single signed on the domain of integration.
This fact will make valid the approximations below.
We will proceed by induction. In [10, Section 9], the authors define certain integers
σ1, . . . , σd−1 such that if Sd−1 is defined inductively by
Sr(t1, . . . , tr ) :=
r∏
s=1
tσrs
t2∫
t1
· · ·
tr∫
tr−1
Sr−1(w1, . . . ,wr−1) dwr−1 · · ·dw1,
for 1 < r  d − 1, then we have (at the last stage) that |Jd−1| ∼ |Sd−1|. We note in particular that
the absolute value of the right-hand side of (40) is
∼ ±
τi2∫
τi1
· · ·
τik∫
τik−1
Sd−1(s1, . . . , sk−1, τΛ′′) ds1 · · ·dsk−1. (41)
We establish inductively a formula for Sr . To do this, we will use the fact that the algorithm
in [10] ensures that the σj are such that none of the Sj contains a t−1i term (and hence none
contains a log ti term). Suppose that
Sr−1(t1, . . . , tr−1) = Cr−1
∑
ρ∈Permr−1
sgn(ρ)tkρ(1)1 · · · t
kρ(r−1)
r−1 , (42)
where Cr−1 = 0, and the ki are integers. (We recall that Permr−1 is the set of permutations on
r − 1 indices.) The case r = 2 of this hypothesis is trivial. Then
Tr(t1, . . . , tr ) :=
t2∫
t1
· · ·
tr∫
tr−1
Sr−1(w1, . . . ,wr−1) dwr−1 · · ·dw1
= C′
∑
ρ∈Permr−1
sgn(ρ)
r−1∏
j=1
(
t
kρ(j)+1
j − t
kρ(j)+1
j+1
)
.
When we multiply out one of the summands in the last line above, we will have a sum of two
types of monomials: those with no repeated indices, and those with repeated indices. For exam-
ple,
(t1 − t2)(t2 − t3) = (t1t2 − t1t3 + t2t3)− t2t2.
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Tr(t1, . . . , tr ) = C′
∑
ρ∈Permr−1
sgn(ρ)
r∑
j=1
(−1)r−j tkρ(1)+11 · · · t
kρ(j−1)+1
j−1 t
kρ(j)+1
j+1 · · · t
kρ(r−1)+1
r
= C′
∑
τ∈Permr
sgn(τ )tτ(1)1 · · · t
τ(r)
r ,
where j = kj + 1 for 1 j  r − 1 and r = 0. Therefore Sr(t1, . . . , tr ) is also of the form (42).
This implies that
Td(t1, . . . , td ) = det
([
t
α1
j , . . . , t
αd
j
]d
j=1
)
.
This is a Vandermonde-type determinant and is equal to
Td(t1, . . . , td ) = CP,I P(t)
d∏
j=1
∏
i<j
(tj − ti ),
with CP,I ∼ 1 and P ≡ 0 a symmetric polynomial with non-negative coefficients. For a refer-
ence, see [29, pp. 200–201]; this was used in related contexts in [5,14].
The right side of (41) equals
( ∏
j∈Λ′′
∂
∂τj
)
Td(t),
whose absolute value is easily shown to be

∑ |Td(t)|∏
j∈Λ′′ t
δj
j |tj − tj ′ |1−δj
∼
∑ |H(t)|∏
j∈Λ′′ t
δj
j |tj − tj ′ |1−δj
,
where the sum is as in the statement of the lemma. This completes the proof of Lemma 11. 
7. Proof of Lemma 4
In this section, we modify the techniques in the previous section (using arguments similar to
those in [27]) to prove Lemma 4.
Recall that γ1 := max{α1, β1}. We also define
γ2 := max{α2, β2}.
The proof of the following lemma is almost exactly the same as the proof of Lemma 5. We
leave the details to the reader.
Lemma 12. There exist x0 ∈ E, a constant c > 0, and measurable sets Ω1 ⊂ I , Ωi ⊂ Ωi−1 × I
for 2 i  2d − 1 such that
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• μ(Ω1) = cβ1, and if t ∈ Ωi−1, then μ{ti ∈ I : (t, ti ) ∈ Ωi} equals: cα1 if i is even, cβ2 if
i = 2d − 1, and cβ1 otherwise.
• t ∈ Ωi implies that ti is greater than or equal to: cγ n1 if i < 2d − 1 and cβn2 if i = 2d − 1.
Furthermore, if j < i < 2d − 1, then |ti − tj | is greater than or equal to: cβ1t−2K/d(d+1)j if
i is odd and cα1t−2K/d(d+1)j if i is even. Finally, if j < i = 2d − 1, then |ti − tj | is greater
than or equal to c′ti if tj  c′βn2 and c′β2t−2K/d(d+1)j otherwise.
As in the proof of Lemma 3, the proof of Lemma 4 breaks into two cases.
The first case is when β1  α1 (thus β2  β1  α1  α2 by assumption). Proceeding as in
Lemma 6, one can show that
|F2| αd(d+1)/21
(
β1
α1
)rd+1(β2
β1
)(d+1)/2+n(d−1)/2
. (43)
Note that the analogue of Lemma 7 for our current setup is the same as the original except that
the first two conditions hold when k < 2d − 1, and when j < k = 2d − 1, we have |tk − tj | 
β
(1+n)/2
2 β
(1−n)/2
1 (tktj )
−K/d(d+1)
.
The second case is when β1  α1.
To begin, we establish a lower bound for t2d−1. A priori, the best we can do is t2d−1  βn2 .
We will show that we can assume that t2d−1  ηnαn2 (η being the quantity in the statement of
Lemma 4).
To see this, we let EB ⊂ E be the set of x such that
μ
({
s  cηnαn2 : x + P(s) ∈ F2
}) β2.
Here c  n. By the hypothesis that T ∗χF2  β2 on E, we have that T ∗BχF2  β2 on EB , where
TBf (x) =
∫
[0,cηnαn2 ]
f
(
x − P(s))dμ(s).
Supposing that |EB | |E|, this implies that
TB(EB,F2) :=
〈
χEB ,T
∗
BχF2
〉
 β2|E| ηT (E,F2).
On the other hand, TBχE(x)  ηα2 for all x, so we must have
TB(EB,F2)  ηα2|F2| = ηT (E,F2).
This is a contradiction, so we must actually have |EB |  |E|.
Let EG = E \EB . Then |EG| ∼ |E|. Moreover, on EG,
T χF  α1, TcηnαnχF  α21 2 2
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Thus with
α˜1 := T (EG,F1)|F1| , α˜2 :=
Tcηnαn2 (EG,F2)
|F2| ,
we have αj  α˜j  ηαj .
Henceforth, we will proceed as though η ∼ 1, and hence α˜j ∼ αj . The form of the conclusion
in (11) is such that the general case requires little change in the analysis.
By refining Ω2d−1 if necessary, we may assume that either t2d−1  αn1 or that t2d−1  αn1
throughout Ω2d−1. We deal with these cases separately.
7.1. If t2d−1  αn1
Keeping in mind that we just proved that the lower bound t2d−1  γ n2 holds, we perform a
band decomposition precisely as in Section 4.3, except that we declare the index 2d−1 to be free
from the beginning (note that t2d−1  ti whenever i < 2d − 1). Since |tj − t2d−1| ∼ tj whenever
j < 2d − 1, and since by definition 2d − 1 can have no indices bound to it, the inequalities (32)
and (34) hold whenever i is bound to j and j = j ′ ∈ Λ. In addition, whenever j < 2d − 1,
|t2d−1 − tj | ∼ tj  αn1  α(n+1)/21 γ (1−n)/22 (tj t2d−1)−2K/d(d+1).
Thus the analogue of Lemma 9 implies that
J (τ, σ ) αd(d−1)/21
(
β1
α1
)M(
γ2
α1
)(1−n)(d−1)/2
,
which implies that
|F2| αd(d+1)/21
(
β1
α1
)M+k/2(
γ2
α1
)(1−n)(d−1)/2(
β2
β1
)
,
by arguments similar to those in Section 4.3. Because 2d − 1, the first index (2d − k), and all
of the even indices are free, there are at least k/2 + 1 free indices. As the number of free plus
the number of quasi-free indices equals d , the exponent of β1
α1
in the above inequality is  d − 1.
From that and the definition of γ2,
|F2| αd(d+1)/21
(
β1
α1
)d−1(
β2
α1
)(
α2
α1
)max{0,(1−n)(d−1)/2−1}(
β2
β1
)
= αd(d+1)/21
(
β1
α1
)d(
β2
β1
)2(
α2
α1
)max{0,(1−n)(d−1)/2−1}
.
By checking the cases when the above max is zero and nonzero separately, one can verify that
(11) is satisfied, and Lemma 4 is proved in the case β1  α1 and t2d−1  αn.1
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We perform a band decomposition. The following lemma holds:
Lemma 13. Let ε > 0. Then there exist cd,ε < δ′ < εδ < εc, an integer d  k  2d − 1, an
element t0 ∈ Ω2d−k−1, a set ω ⊂ {t : (t0, t) ∈ Ω2d−1} with μk(ω) ∼ αk/21 βk/21 (β2/β1), and a
band structure on [2d − k,2d − 1] such that properties (i)–(iv) of Lemma 8 hold.
As with Lemma 8, this can be proved by making a few modifications to the proof of the
analogous lemma in [6].
Say 2d − 1 is free. Note that if β2  α1, we have that
|t2d−1 − tj | β(1+n)/22 α(1−n)/21 (t2d−1tj )−K/d(d+1),
as can be shown in a manner similar to the proof of Lemma 7. On the other hand, if β2 < α1,
then by (ii) of Lemma 8,
|t2d−1 − tj | α1(t2d−1tj )−K/d(d+1)  β2(t2d−1tj )−K/d(d+1).
In addition, because t2d−1  αn1 , the arguments leading up to (32) and (34) apply, and we have
that whenever i is bound to j and j = j ′ ∈ Λ (Λ being the set of free and quasi-free indices)
|ti − tj | < εtj , |ti − tj | < ε|tj − tj ′ |.
Thus, for sufficiently small ε, the analogue of Lemma 9 implies that
∣∣J (τ, σ )∣∣ αd(d+1)/21 (β1/α1)M+k/2(β2/α1)ρ(β2/β1)
d∏
j=1
τ
2K/d(d+1)
j , (44)
where ρ = (1 + n)/(d − 1)/2 if β2  α1 and 1 if β2 < α1.
Since d  4, ρ is at least 1 when β2  α1, and (44) holds with ρ = 1 regardless of the relative
magnitudes of β2 and α1. Moreover, 2d − 1, all of the even indices, and the least index (2d − k)
are free. Since M plus the number of free indices equals d , one can check that the exponent of
β1/α1 is at most d − 1. Hence
|F2| αd(d−1)/21 βd1 (β2/β1)2.
One can verify that the inequalities and equalities needed for Lemma 4 are satisfied.
Finally, suppose that 2d − 1 is not free (hence β2 < α1). Then one can show that if t ∈ ω and
j < 2d − 1, then
|tj − t2d−1| β2(tj t2d−1)−K/d(d+1).
Indeed, if j and 2d − 1 are in different bands, |tj − t2d−1| > δα1(tj t2d−1)−K/d(d+1) and if j and
2d − 1 are in the same band, tj ∼ t2d−1 as was shown in Section 4.3, and the inequality follows
from the construction of Ω2d−1.
3228 B. Stovall / Journal of Functional Analysis 259 (2010) 3205–3229One can produce a two-stage band structure as in [27] by partitioning the band B containing
2d − 1. For completeness, we note that one obtains the following lemma:
Lemma 14. Let ε > 0. Then there exist parameters δ, δ′, ρ, ρ′ satisfying
0 < cd,ε < ρ′ < ερ, ρ < δ′, cd,ε < δ′ < εδ,
a set ω ⊂ Ω2d−1 with μ2d−1(ω) ∼ μ2d−1(Ω2d−1), and a two-stage band structure on
{1, . . . ,2d − 1} satisfying the following: The first stage is a band structure on {1, . . . ,2d − 1}.
Each even index is free after the first stage. The second stage is a band structure on the band B
containing 2d − 1. Let t ∈ ω. Consider the bands created in the first stage.
• If i and j lie in different bands, then |ti − tj | δα1(ti tj )−K/d(d+1).
• If i is quasi-bound to j , then cnβ1(ti tj )−K/d(d+1)  |ti − tj | < δα1(ti tj )−K/d(d+1).
• If i is bound to j , then |ti − tj | < δ′α1(ti tj )−K/d(d+1).
Now we let i, j ∈ B.
• If i and j lie in different bands, then |ti − tj | ργ2(ti tj )−K/d(d+1).
• If i is quasi-bound to j , then cnβ1(ti tj )−K/d(d+1)  |ti − tj | < ργ2(ti tj )−K/d(d+1). If i =
2d − 1 is quasi-bound to j , the lower bound is cnβ2(ti tj )−K/d(d+1) < |ti − tj |.
• If i is bound to j , then |ti − tj | ρ′γ2(ti tj )−K/d(d+1).
Here,
γ2 = max{α2, β2}.
The proof of Lemma 14 is similar to arguments in [27], with modifications as in previous
sections to handle the measure μ. Here one uses the fact that β2 < α1 implies that γ2 < α1
(because α2 < α1), and hence ti > γ n2 for i ∈ B.
With Lemma 14 proved, the proof of Lemma 4 is exactly as in [27], with adaptations made to
handle the measure μ as in Section 4.3. One needs an analogue of Lemma 9, but the adaptation
is straightforward. In making this adaptation, it is important to note the following: letting τ , s,
σ be as in Section 4.3, then (32) and (34) hold whenever i is bound to j and j ′ = j is free or
quasi-free.
Now Lemma 4 has been proved in all possible cases.
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