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Abstract
As a side effect of digitalization, a massive amount of unstructured data is generated every
day. Unstructured data comprises video, speech, text, and image data, which are easy to
interpret for humans - but can be challenging for computers. Financial research has been
much engaged in recent history with decision-making based on textual or sentiment analysis.
Textual analysis is based on the verbal part of communication, but in human interaction on a
face-to-face level, nonverbal communication can play an equally important role in supporting a
message. The interpretation of emotions in facial expressions is a major component of nonverbal
communication. Deep learning is a versatile technique, that is used in numerous applications,
providing somewhat cognitive capabilities for machines. This thesis describes how to build
a deep convolutional neural network with the ability to detect emotions in faces. Different
approaches in deep convolutional model designs are tested and evaluated. The results are then
used to evaluate videos of the regular press conference of the European Central Bank between
January 2011 and September 2017. This processing step results in emotional-scores of facial
expressions from 70 press conferences and more than 200,000 single pictures. It is investigated
whether information of nonverbal communication, measured in levels of emotional excitement,
can be linked to the movements of the Euro Stoxx 50 index. This ‘face value’ is compared to
the value of speech and accompanying research. Using image data from press conferences as
source of unstructured data and transferring of nonverbal communication to stock markets are
both topics that, to the best of found knowledge, have not yet been focused upon in research.
Keywords: convolutional neural network, deep learning, returns, financial, empirical, unstruc-
tured data, multivariate analysis
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1 Introduction
As a side effect of digitalization, a massive amount of unstructured data is generated every day.
Unstructured data comprises images, speech, text, and increasingly video data. For a human
being, the interpretation of such data sources is usually a simple task - for a machine it can
be challenging. But computers with somewhat human-like cognitive capabilities are not any-
more visions of a remote future. This development is strongly linked to deep learning networks.
Tesla’s self-driving cars are able to observe their surroundings and make their decisions based on
deep learning (Helbing, 2015), IBM’s Watson has almost human-like capabilities in processing
speech (Feng et al., 2015), only naming some examples of the versatile and various applications
this technology can master.
Apart from the field of robotics deep learning techniques have made their way into many scien-
tific domains. The research of textual data, or sentiment analysis, has been given much attention
in recent years. In the area of financial research, text mining is a large field of interest, due to the
various possibilities of incorporating information from unstructured data into decision making
(Kumar and Ravi, 2016). Textual analysis is based on the verbal part of communication, but
in a face-to-face setting the understanding and interpretation of a message can also be highly
dependent on a nonverbal factor. Nonverbal communication is a combination of body posture,
facial expressions (happy, sad, surprised, etc.), gestures and also an audible component. The
remainder of this thesis will use the recognition of facial expressions as measure of nonverbal
communication, because it is straightforward in categorization and detection.
Ambition of this thesis is to link nonverbal communication, as it can be observed during live
broadcasts of press conferences, to financial measures. The question of research is, if it is possi-
ble to generate a similar signal from observing facial expressions to the stock market, as it can
be seen in sentiment analysis. This effect will be considered as the ‘face value of a company’.
Why it might be beneficial to observe nonverbal communication for the analysis of live streams
is based on the following hypotheses: A facial expression, or subtle movements, are harder to
fake and more spontaneous than words, they therefore might contain a more honest level of
information (Porter and ten Brinke, 2008). The interpretation of an emotion displayed on a per-
son’s face can be made without knowledge of the person, the language of the speaker, and also
without knowledge of the topic. To some extent nonverbal communication can be considered as
universal (Ekman and Friesen, 1971). A facial expression might be therefore a more versatile
measure than speech.
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This paper splits the empirical analysis into two major parts. First, it is necessary to chose a
deep convolutional neural network design, that has the capacity to interpret faces. This is done
by comparing different designs for the task of facial expression recognition. Then the different
options are applied and evaluated using a suitable data set. In computer vision the automated
interpretation of faces has become an interesting field of research (Kumari et al., 2015). Appli-
cations for facial expression recognition are used in marketing for evaluating consumer reactions
(Shergill et al., 2008) or measuring the joy of players during computer games (Zhan et al., 2008).
The second part of the empirical analysis is engaged with connecting facial expressions during
a live press conference to financial measures. This paper will use the regular press conferences
of the European Central Bank’s president, because they offer a good experimental setting for
this analysis. Extensive research has focused on the textual analysis in this area, for example:
Rosa (2011) investigate the importance of the sentiment of central bank communications on
global stock market volatilities, Moniz and de Jong (2014) use the speech sentiment to predict
the interest rate expectations. The investigations have been also engaged on intraday levels
(Hussain, 2011) and also to measure long-term effects of speech sentiment on the stock markets
(Schmeling and Wagner, 2015).
To the best found knowledge, this thesis is new in three aspects: Video data and press confer-
ences have not yet been used as a source of unstructured data in financial research, exceeding the
textual analysis of such events. Treating facial expression recognition as a measure of nonverbal
communication using deep learning methods is a new approach. Applying nonverbal communi-
cation in a context of finance, that is not on a consumer confidence level in a marketing context,
has not yet been focused upon in research.
The remainder of this thesis is as follows: Section two provides a substantial overlook over the
different elements, that are needed to build a deep convolutional neural network, describing
different layer types, modern optimization procedures and architectural possibilities. A special
focus will be put on the task of image classification. Section three uses a Kaggle dataset on
facial expression recognition and transfers the theoretical model considerations into practice.
Three different approaches on emotion-classification are applied and evaluated. Section four is
transferring the potential of facial expression recognition, as a component of nonverbal com-
munication, and measures its effect on the stock market during live events of companies and
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institutions. After discussing requirements on the data and the considered events, 70 single
press conferences of the European Central Bank between 2011 and 2017 are reviewed. Different
estimation methods are used to detect a potential link between nonverbal communication, ex-
pressed as facial expressions, and the stock market.
Additional material to this thesis can accessed under www.quantlet.com and is indicated by the
Quantlet-symbol .
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2 Deep learning
2.1 Artificial neural networks
Deep feedforward network neural networks, also sometimes called multilayer perceptrons (MLP),
are the most important class of deep learning models. Neural networks (NN) are a mathematical
attempt to recreate the information processing process of the brain. The general purpose of a
NN is mapping some input x to some prespecified output y. ’Feedforward’ describes the one-
directional (acyclic) flow of information through the network. Unlike recurrent (cyclic) NNs,
feedforward networks do not contain feedback loops. The net-like structure of NNs arises from
the chaining of many nonlinear functions in so-called layers. The input of one layer is the
output of the preceding layer. The depth of a network describes the number of stacked layers
in a network . For some input x and some output y a NN with depth three could be written as
y = f4(f (3)(f (2)(f (1)(x))), (1)
where f (1) is the first or input layer, f (4) is the fourth or in this case output layer. The inter-
mediate functions f (2) and f (3) are hidden layers. The special properties and almost universal
capabilities of NNs arise from adaptive weights throughout the network structure. A deep net-
work is commonly any network with more than one hidden layer. An intuitive way of visualizing
NNs is displaying them in form of flow graphs, see Fig. 1. A network as in Eq. (1) is called
three layer NN. By convention only layers with adjustable weights are counted. The weights of
the input layer are per definition fixed.
The further description of the theory will be limited to modeling classification problems, since
this is in line with the research question of this paper. Nevertheless also regression problems
can be solved by using deep neural networks.
2.1.1 Single neuron
A neural network consists of different layers, each layer consists of many single units, the neu-
rons. One neuron is the smallest processing unit of the network (circular structures in Fig. 1).
It receives an input, either raw data or some output from another unit, transforms it by some
nonlinear function and passes it on. These nonlinear functions are called activation functions.
The final output results into the scores which allow to make a classification decision.
4
hidden layers
input
layer
output
layer
Figure 1: Fully connected three layer neural network
A single neuron performs the following steps during the feed forward process (see Fig. 2): First
it collects all input values xi, multiplies them with their respective weights wi and adds a bias
term e. Second, a nonlinear activation function is applied to the weighted sum of the input
factors. This result will be passed on by each neuron to the subsequent layers. Each element
such as xi, y, e or yi can be a scalar, a vector or a matrix, depending on the network’s design.
Adjusting the weights wi and biases e for each neuron in every layer is the task of network
training.
x 1
x 2
x 0 w 0
w 1
w 2
a = w 0 x 0 + w 1 x 1 + w 2 x 2 + e yy = f(a)
Figure 2: Information processing of a single neuron, f(·) some activation function
2.1.2 Activation functions
Nonlinear activation functions are crucial element of the design of a NN. The nonlinearity is of
importance, since a network that only consists out of linear functions, is a linear transformation
itself. Its modeling power is therefore restricted to linear dependencies, which is an impractical
limitation for most problems. It is not necessary to define the specific form of the nonlinear
dependency in a neural network that perfectly fits the problem. Neural networks with at least
one hidden layer and a nonlinear activation function are a universal approximation system.
The “universal approximation theorem (Cybenko, 1989; Hornik, 1991) states that a feedforward
network with a linear output and at least one hidden layer with any ‘squashing’ (for example
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logistic sigmoid activation function) can approximate any Borel measurable function from one
finite-dimensional space to another with any desired non-zero amount of error, provided that
the network is given enough hidden units.” (Goodfellow et al. (2016), p. 198). The same can
be proven for rectified linear units (Leshno et al. (1993)) and other common forms of nonlinear
activation functions such as maxout (Goodfellow et al. (2013)). Since activation functions are
essential parts of NNs, there is constant research about new possibilities, which are both effective
in shaping functional forms and also allow efficient training.
Most common for neural networks are rectified linear units for hidden units. For output layers,
depending on the task, sigmoid or softmax-activation functions are used, which both derive from
the same statistical background. The following paragraphs discuss the use of different variations
of common activation functions.
Sigmoid Function The sigmoid function or logistic function
σ(x) =
1
1 + exp(−x)
shows a ‘s’-shaped form (Fig. 3a), with support of all real-valued numbers and an output limited
to the interval of (0, 1). It used to be in favor in early applications of neural networks due to the
analogy and interpretation as the firing rate of a biological neuron: at zero no signal is passed
on, at one the neuron fires at full rate.
The state-of-art procedure for optimization processes of NNs is using some gradient descent
method in combination with back-propagation for gradient calculation. The sigmoid function
has fallen out of favor due to the following undesirable properties when using gradient based
optimizers (Hochreiter et al., 2009):
• vanishing gradient problem:
The gradient in the tails of the sigmoid function converges quickly to zero. The opti-
mization procedure updates the weights in direction of the gradient. If the gradient is
almost saturated at the tails, the optimization of the weights is inefficient or can be even
impossible within finite training time.
• non-zero centering of output:
This property induces undesired dynamics into the weight updating process, because all
gradients are constantly negative or positive.
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These problems can be overcome by a careful choice of the initial weights when starting the
optimization process or by choosing a different form of activation functions for the hidden layers.
The sigmoid function is still a necessary component, if the NN’s target is training a binary
classifier. It is used as the activation function of the output layer. Statistically speaking, this
is the same as applying the a logisitic regression to the input coming from the preceding layers.
The output of the sigmoid function can be directly interpreted as the probability of belonging
to one of two possible groups.
A different form based on the sigmoid function is the hyperbolic tangent tanh(x) = 2σ(2x)− 1,
where σ(·) stands for the sigmoid function. It maps all real-valued input to the range (-1,1). Its
output is zero-centered, which is an advantage compared to the sigmoid function, but still the
vanishing gradient problem can occur, which is the more serious problem.
−10 −5 0 5 10
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(a) Sigmoid
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(b) Rectified linear unit (ReLU)
Figure 3: Common forms of nonlinear activation functions for hidden layers
Softmax activation In a statistical context, a softmax activation is the same as estimating
a a multiclass logit regression to the output of the preceding layer. It is the multiclass analogy
to the interpretation of the sigmoid function as a binary classifier. This interpretation can be
derived from the maximum likelihood principle, assuming that each representation of the output
is coming from an exponential distribution, for more detail see e.g. Duda et al. (2001, p. 27).
The probability of belonging into a specific class j, which is one of overall K classes, is given by
σj(x) =
exp(xj)∑K
k=1 exp(xk)
It holds that
∑K
i=1 σi = 1 and same time 0 ≤ σi ≤ 1 for any i.
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Rectified linear unit Rectified linear units, commonly shortened as ReLU,
f(x) = max(0, x)
have become the default recommendation for activation functions in modern neural networks
(e.g. Jarrett et al., 2009). ReLUs can greatly speed up the computational time of the op-
timization process, when using stochastic gradient optimization methods. Due to the strict
cut-off at zero (Fig. 3b), ReLus are exposed to the danger of being ‘kicked-out’ during the train-
ing process, especially for high learning rates. The deactivation of a ReLU-neuron is irreversible.
A simple way of overcoming the kicked-off neurons, is either by restricting the learning rate or
by using a slight modification the leaky ReLU activation function, which has a small positive
slope for negative input values.
f(x) = I(x < 0)(cx) + I(x ≥ 0)(0), with c some small positive constant.
2.1.3 Network architecture
More recent publications about neural networks regularly use the term ‘deep learning’. Techni-
cally, deep learning and using neural networks describe the same method. Deep learning only
refers to the use of multiple hidden layers within one network, while old applications often use
only one hidden layer, justified by the universal approximation theorem. There is no formal
definition of when a neural network is a deep network and when it is a shallow structure. State-
of-art applications sometimes use up to 1000 layer networks (e.g. He et al., 2016), which is,
as for today, a very deep structure. Old applications of neural networks regularly use only one
hidden layer, which is unarguably shallow, since it is a minimum setup for a neural network. By
many practitioners a network is called ‘deep’ as soon as it consists of more than one hidden layer.
As proven with the universal approximation theorem (Cybenko, 1989; Hornik, 1991), neural net-
works with only one hidden layer and a nonlinear activation are capable of modeling any kind
of nonlinear functional form. But the theoretical capability of representing any specific form,
does not mean that the ‘true’ function is also learnable throughout the optimization process.
While neural networks are in theory universally capable of modeling any function independently
of the network architecture, it cannot be guaranteed that a sufficient fit is found within a finite
learning process. In practice it can also occur with a realistic chance, that the optimization pro-
cess decides for an incorrect functional form, for example as consequence of overtraining (more
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detailed in section 2.2.4). Moreover, while it is theoretically sufficient to use a single hidden
layer in order to achieve a desirable low error rate, this layer may contain a very large number
of neurons, which in practice may be impossible to optimize. Deeper models, with more layers,
allow to reduce the number of units per layer by increasing the representational power the same
time (Goodfellow et al., 2016, p. 199).
The numerous data analytics and predictive modeling competitions especially in the field of
recognition, have shown in the past decade the practical relevance and high performance of deep
structures (Schmidhuber, 2015). But there is no self-fulfilling mechanism, that building deeper
models increases the performance. As shown by Ba and Caruana (2014), under certain circum-
stances even shallow one-layer networks can perform competitively for modern applications in
the field of recognition tasks. Adversely, a more recent publication by Urban et al. (2016) states
that a convolutional and deep structure cannot generally be replicated by shallow structures.
Therefore the matter of depth of deep learning networks is still under discussion.
2.2 Network training
Goal of network training is finding the set of model weights, which minimizes the desired error
function for a given problem. The training problem consists of two components: Finding a
suitable error function and then applying a suitable optimization algorithm to perform the
minimization.
2.2.1 Error function
The error function E(·) measures the goodness of a network’s fit. Goal is to find the set of
network weights w, that minimizes this function. Minimizing E(w) is equal to minimizing the
number of misclassifications and therefore maximizing the network’s prediction accuracy. The
cross-entropy error function aims to minimize the space between the real probability distribution
and the distribution estimated from the data.
Following Silva et al. (2008): For yi = Pˆ (cj |x) being the estimated probability of observation i
belonging to class cj and pi = P (cj |x) being the real probabilities coming from an underlying
true distribution. The sample consists of j = 1, ...,K different, non-overlapping classes.
Knowing the real underlying distribution, the probability of realizing the complete sample can,
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assuming stochastical indepence of observations, be decomposed as
p(t|x) = pt11 · pt22 · ... · ptKK . (2)
Accordingly for the observed, sampled probabilities
pw(t|x) = yt11 · yt22 · ... · ytKK , (3)
where tk with k = 1, ..., C is the number of observations assigned to each class. Of interest is
the best approximation of the sample density Eq. (3) for the true density Eq. (2). This can be
achieved by minimizing the Kullback-Leibler-divergence (KL). The KL-divergence measures the
distance between two distributions.:
KL
(
p(ti|xi)
pw(ti|xi)
)
=
N∑
i=1
log
(
p(ti|xi)
pw(ti|xi)
)
(4)
=
N∑
i=1
log
(
p
t1,i
1,i · pt2,i2,i · ... · p
tC,i
C,i
y
t1,i
1,i · yt2,i2,i · ... · y
tC,i
C,i
)
(5)
= −
N∑
i=1
C∑
k=1
tk,i log(yk,i) +
N∑
i=1
C∑
k=1
tk,i log(pk,i) (6)
The true model probabilities pk,i are unknown, but independent of the model weights w. There-
fore it is equivalent to minimizing
ECE(w) = −
N∑
i=1
C∑
k=1
tk,i log(yk,i) (7)
The binary cross-entropy is a special case of the multiclass cross-entropy, where the number of
classes is C = 2:
ECE(w) = −
N∑
i=1
ti log(yi) + (1− ti) log(1− yi))
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2.2.2 Optimization methods
The success of deep learning in the past decade is because of overcoming two major bottlenecks
in network training: advances in optimization algorithms and the vast supply of inexpensive
computational power. The following section discusses different gradient based optimization
methods.
Gradient descent Very early deep learning publications (e.g. Rumelhart et al., 1985) already
consider gradient descent (GD) training as optimization procedure. The (batch) GD-optimizer
is an iterative method, which updates the network weights w based on the gradient of the error
function:
w(τ+1) = w − γ∇E(w(τ)) (8)
With each iteration τ the model weights are moved into the direction of the gradient and the
process is repeated for the complete training data (the whole batch). The parameter γ > 0 is
called the learning rate, which fixes the step size for the weight updates. The choice of γ is
crucial: If γ is too small, the convergence may take very long. If γ is too large, it might be that
no convergence is achieved, because the algorithm cannot settle in the local or global minimum
of the error function E(w) (Duda et al., 2001, p. 225). Another shortfall of the gradient descent
method is that for large datasets each iteration may be very computational intense with many
redundant calculation steps.
Stochastic gradient descent (SGD) The on-line version of the gradient descent method,
called the stochastic or incremental gradient descent is of more practical use for larger datasets
(Bishop, 2006; LeCun et al., 1989). The overall error-function for a set of independent observa-
tions is the sum of the individual errors for each data point.
E(w) =
N∑
i=1
Ei(w)
SGD updates the weights after considering only one single observation at a time. The weight
update is then repeated according to (8). The new observation for the next update step needs
to be chosen randomly from the dataset, otherwise the algorithm also learns from the arrange-
ment of the input data. The stochastic gradient descent is usually unsteady and jumps a lot
in the convergence process, since the weight updates have a high variance. This can also be an
advantage, since the random behavior allows to overcome local minima.
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It is also possible to use any kind of intermediate procedure between updating the weights after
one observation or after the whole training data. Those procedures are called mini-batch SGD
and are commonly used, because they combine the benefits of both extremes. The parameter
updates have a lower variance than in SGD, it is more efficient than GD and still less likely to
get stuck in local extremes. Dependent on training set size and specific problem, the common
choice for the mini-batch size lies in practice between 50 and 250 (Ruder, 2016).
Adam-optimizer Adam-optimizer by Kingma and Ba (2015) is a state-of-art gradient based
optimizer. Ruder (2016) compares and empirical tests different optimization methods and choses
Adam to be the method of choice, due to its favorable behavior in practice.
Adam (Adaptive Moment Estimation) computes adaptive learning rates for each parameter.
Additionally, the decaying average of past squared gradients, and the average of past gradi-
ents are considered in the optimizer, combining advantages of other advanced optimizers as
Adadelta (Zeiler, 2012) and the momentum method (Qian, 1999). The Adam-optimizer uses for
the parameter update information, gathered from the first and also second moment. Certain
hyperparameters are required for the optimization process:
• γ : learning rate, step-size for weight update
• β1: exponential decay for first moment, β1 ∈ [0, 1)
• β2: exponential decay for second moment, β2 ∈ [0, 1)
• : small positive constant to prevent division by zero
The procedure of the Adam-optimizer is described by Kingma and Ba (2015) with the a pseudo-
code in Fig. 4. For each iteration, the algorithm considers a different, random mini-batch of the
dataset.
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Algorithm 1 Adam-optimizer
1: Require: γ, β1, β2,  hyperparameters
2: Require: f(θ) stochastic objective function with parameters θ
3: Require: θ0 initial parameter vector
4: m0 ← 0 initialize first moment vector
5: v0 ← 0 initialize second moment vector
6: t ← 0 initialize time step
7: while θt not converged do
8: t ← t+ 1
9: gt ← ∇θft(θt−1) calculate gradients
10: mt ← β1 ·mt−1 + (1− β1) · gt update 1st moment (biased)
11: vt ← β2 · vt−1 + (1− β2) · g2t update 2nd moment (biased)
12: mˆt ← mt / (1− βt1) bias correction 1st moment
13: vˆt ← vt / (1− βt2) bias correction 2nd moment
14: θt ← θt−1 − γ · mˆt / (
√
vˆt + ) parameter update
15: end while
16: return θt
Figure 4: Pseudo code Adam-optimizer, own representation based on Kingma and Ba (2015)
Default values for the parameters, which show a good behavior in practice are given by Kingma
and Ba (2015) as γ = 0.001 , β1 = 0.9, β2 = 0.999,  = 10
−8.
2.2.3 Back-propagation
To produce the desired estimation output yˆ the information is passed strictly forward through
the neural network, which can be understood as a complex chain of single operations. This
stream, starting at the input layer passing through the hidden units until it ends in the calcula-
tion of the network’s error function, is called forward propagation. The optimization procedures
described in section 2.2.2 are gradient based methods, meaning that they take information from
the error function’s gradient to update the model weights. The process of calculating the gradi-
ent is called back-propagation, since, in analogy to forward-propagation, the gradient of the error
function flows backward through the network. (Error) back-propagation can be understood as
applying the chain rule of calculus several times at every node of the network. That way, the
gradient of very complex structures, like deep neural networks, is more feasible to calculate as
a number of small sub-problems.
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Completed forward pass
f(g(x))
1
Completed backward pass
𝑔 𝑔′(𝑥)𝑥
𝑔& 𝑥 ' 	𝑓′(𝑔(𝑥))
𝑓 𝑓′(𝑔(𝑥))
𝑔 𝑔′(𝑥) 𝑓 𝑓′(𝑔(𝑥))
Figure 5: Example of back-propagation, with arbitrary activation functions g(·), f(·). Result of
back-propagation equals chain-rule of calculus. Own representation based on Rojas (1996, p.
159)
According to Goodfellow et al. (2016) back-propagation is often misunterstood to be the whole
learning algorithm for artificial neural networks, but in fact it is only the method for computing
the gradient. The actual learning is perfomed by using a optimization algorithm as described
in section 2.2.2. The numerical evaluation of the gradient is one of the main computational
problems in network training, even if it might be analytically rather simple. While the method
itself is much older and not limited to neural networks, efficient error back-propagation in the
context of multilayer perceptrons with gradient descent was made popular by Rumelhart et al.
(1985).
Back-propagation can best be understood when thinking of a neural network as a computational
graph. Computational graphs break down mathematical expressions in a series of subordinate
problems that can be treated independently. In the back-propagation process, the gradient for
every point of the network can then be determined by applying the chain rule of calculus (for
proof, see e.g. Rojas, 1996).
Each neuron is technically functioning in two directions: in the forward pass it applies the
nonlinear activation function, in the backward pass the first derivative of the activation function
is used. In the forward pass, the derivative on the input of this specific node is also calculated
and stored. The backward pass only calculates the gradient of the whole network, which is done
by applying the chain rule of calculus. Assuming a very simple case, of a two layer network with
one node in each layer, see Fig. 5, for illustration.
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2.2.4 Challenges in network training
Overfitting As stated by the universal approximation theorem (see chapter 2.1.2) any kind
of functional form can be modeled by a neural network of sufficient size. In practice the model
training process is often tackled by the problem of limited availability of training data. For deep
networks with large layers this leads to the problem, that the network can be highly affected by
sampling noise. Consequently the model is over-adapted to the dataset, having high capabilities
in describing the given observations, but shows poor results in the out-of-sample prediction for
new unseen data. This problem is called overfitting or overtraining (see for more detail Tetko
et al., 1995). The most intuitive way to reduce overfitting is increasing the number of training
data, but depending on the specific application of the network this is not always a feasible
approach.
hidden layers
input
layer
output
layer
Figure 6: Network after after applying dropout: Crossed out nodes are deactivated.
Dropout One method brought up by Hinton et al. (2012) is adding dropout to the network
layers. Dropout layers randomly deactivate neurons along with their connections during training
time (Fig. 6). This prevents learning too specific structures, which are only a property of the
sampled data, but not of the underlying true process. It reduces the number of overall neurons
in the network from n to np neurons, where p is the sampling probability (0 < p < 1). That
way several random networks with a thinner structure are estimated. For the testing process,
the overall effect of each node can be calculated by averaging over the weights, yielding again
a full network with n nodes. Compared to other regularization methods, dropout shows an im-
proved performance when it comes to computational efficiency and predicitive power on many
benchmark datasets for machine learning problems (Srivastava et al., 2014).
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Regularization Other than randomizing the elements of a network, the overfitting problem
can be reduced by penalizing the size of the model. Bigger models have in general a better
ability to model functional relations, but they are more prone to model spurious relations. Reg-
ularization methods penalize bigger network sizes by adding an additional parameter to the
error function.
Possible methods are the L1- or L2-regularization method, where the latter is more commonly
used in practice (Nielsen, 2015). The L2- or weight decay regularization extends the error func-
tion by the penalty factor λ2N
∑
w w
2. This equals the sum of all squared adjustable weights
throughout the network, without the biases, scaled by a factor, which is dependent on a constant
λ and the sample size N . The size of λ determines the strength of penalization for model size
and weight size. The parameter λ is a hyperparamter free of choice, depending on the specific
dataset and the network target. The smaller λ, the closer the regularization tends to the unre-
stricted error function.
Small model weights are desirable, because the network’s classification decision should not only
depend on a few specific features. It should rather take a variation of features with lower weights
into consideration, which is supposedly more robust to out-of-sample predictions and less de-
pendent on the seen training data.
In the case of categorial cross-entropy from Eq. (6), the optimization problem changes to
ECE(w) = −
N∑
i=1
C∑
k=1
tk,i log(yk,i) +
λ
2N
∑
w
w2.
The L1-regularization, or elastic net regulization, adds the term λn
∑
w |w| to the error function.
Despite having a similar intuition of penalizing the network size and the size of weights, the
L1-regularization shows differences in behavior: While the L2-regularization leads to a weight
vector, that has diffused, small weights, L1-regularization produces vectors, which are based on
the main features, pushing all other weights to zero and consequently making the weight vector
sparse. Unless a precise feature selection is the target, L2-regularization leads generally to better
results (Nielsen, 2015).
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2.3 Image classification with convolutional neural networks
The ambition of this thesis is building a neural network, that classifies pictures into a fixed
number of classes. The before discussed methods are general bricks for building neural net-
works and can be used for any task. For most problems, the data is fed into the network by
an one-dimensional vector of numbers. To transform a picture as the human eye can see it into
a machine readable input, the colors for each pixel are converted into a binary representation.
Pictures are arranged in three dimensions: width, height and depth. Width and height refer
to the number of pixels in the first two dimensions. The depth is the dimension of the color scale.
Pure greyscale pictures have a depth of one and are converted using a color table, where black
is represented by the number 0, white is represented by 255. This holds for 8 bit per pixel color
depth tables (28 = 256), which are commonly used for this task. If the picture is colored, the red,
green and blue (RGB) spectrals of the picture are treated separately, giving a representational
matrix with depth three. For each pixel and each of the RGB-layers, the possible values range
again between 0 and 255.
The standard version of a network as in Fig. 1, where every neuron is connected to the sub-
sequent layers, is called a fully connected layer. For different purposes, and data structures,
different layer designs can be chosen. In a fully connected design, the raw data is given into
a neural network by one-dimensional vector of. The nature of pictures is two-dimensional and
grid-like (pixel height and width). It is possible to convert the two-dimensional picture into a
one-dimensional vector by simply stacking the rows (or columns), but that takes out significant
information of the raw data.
Convolutional Networks use among the already mentioned fully-connected layers two special
kinds of layers: convolutional layers and pooling layers. The idea of convolution in neural net-
works, initially called ‘neocognitron’, was first mentioned by Fukushima (1980), inspired from
a model by Hubel and Wiesel (1962) about simple and complex cells in cats’ visual primary
cortex. Simple cells pass on a signal when detecting simple patterns, complex cells are rather
invariant to spatial variations (Schmidhuber, 2015). Simple cells are an analogy to convolutional
layers, complex cells have a similar function like pooling layers.
Since 2010 the training of CNNs using GPUs is standard, which allows a faster training and
therefore wider applicability of CNN technology (Krizhevsky et al., 2012). CNNs are component
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of almost all winners of international image classification competitions, such as the ‘imagenet
large scale visual recognition challenge’, which is often referred to as the benchmark of state-of-
art image classification.
2.3.1 Convolutional layers
The motivation for using convolutional layers is that the 2D-structure of a picture shall be ex-
ploited for information processing. Intuitively, pixels that are close to each other in an image,
have a higher relevance for recognition of the complete object when they are spatially close. A
specific structure that is built up by a number pixels is called a feature. After determining those
local features on a small excerpt of the pictures, they can be merged on higher-level layers until
finally the whole picture is identifiable. Thereby the network goes from very generic forms and
patterns that are almost independent of the network’s scope to features in later layers, which
are highly dependent on the used picture and objective of the dataset.
Convolutional layers are characterized by the following hyperparameters:
• the filter size (F ), or receptive field, for which usually a size of 3 × 3, 5 × 5 or 7 × 7 is
chosen,
• the stride (S), by which the filter is moved along the feature map (integer value ≥ 1),
• zero-padding (P ) (optional), which allows to control the output volume size, by padding
the input volume with zeros,
• the filter depth (D) (not to be confused with the color-depth), the number of filters, which
are used for each convolutional layer.
For a fixed size of square input-volume V × V , which is in the input layer determined by the
size in pixels of the picture, the output size after the first convolution has the dimensions:
A×A×D, with A = V − F + 2P
S
+ 1. (9)
It is necessary to chose the parameters F , S, P in a way, that A results in a integer value. The
filter depth D can be chosen freely.
Weight sharing Besides the spatial considerations of the input matrix, convolutional layers
impose a special restriction on the number of adjustable weights. Unlike in fully connected
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layers, each filter uses the same weights throughout the complete picture, leading to a flashlight-
like structure. This procedure is based on the assumption, that if one filter extracts a useful
feature at some position of the picture, this filter should also be useful at other positions. This
proves also in practice to be true, since structures found by filters are almost universally generic,
looking for distinct edges and lines (Krizhevsky et al., 2012).
Considering the following example, to illustrate the effect on the number of weights: The input
volume V has dimensions [48×48×1], last channel being the color depth, after a first convolution
with F = 5, S = 3 and P = 1 and a convolutional filter depth of D = 64. The output volume
of the convolution has according to Eq. (9) of 15 × 15 × 64 = 14400 single neurons, of which
each has [5 × 5 × 1] weights. If no weight sharing is applied, only the first convolutional layer
has 360, 000 weights (plus biases), that need to be optimized throughout the training process,
rising with every layer. For very deep structures, as they are common for modern convolutional
networks, this number can become extremely high. By applying weight sharing, the weights are
the same for each layer of D, which reduces the number of parameters to [64× 5× 5× 1] = 1600
plus the number of biases.
Parameter sharing also causes equivariance to translations within the convolutional layers.
Equivariance holds for e.g. shifts of the input, other transformations such as rotation or scaling
are not equivariant to the convolutional function (Goodfellow et al., 2016, p. 339).
2.3.2 Pooling layer
The desired classification output is usually much smaller in dimension than the size of the input
volume V . Pooling layers achieve stepwise reduction of the matrix dimension in-between the
convolutional layers. This also reduces the computational intensity of the network. Among other
choices one common option is max pooling. The input volume is scanned depth-layer-wise with
some spatial extent F , applying the max-function. As for the convolutional layers, stride S can
be chosen freely under the constraint that the resulting dimensions for the output volume are
integers. The calculation for the output size is analogously as in (9), the filter-depth D remains
unchanged throughout the operation. Commonly F = 2 and S = 2 are applied, or F = 3 and
S = 2, which leads to a overlap in the pooling procedure and reduces the probability of overfit
(Krizhevsky et al., 2012). Larger spatial extent F of the receptive field in the pooling layer
are acting more restrictively on the model capabilities. Pooling layers make the representation
approximately invariant for small input translations. This is a desirable property for image
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processing, since for the majority of features it is of bigger interest, whether the feature is
present in the image and not its precise position (Goodfellow et al., 2016, p. 342)
2.3.3 Network fine-tuning
The specific design of a (convolutional) neural network is consisting of numerous free-of-choice
parameters and hyperparameters. Applying grid search to determine the optimal set of hyperpa-
rameters and the optimal design is reasonable, but often not feasible, due to the computational
complexity. A different approach is applying transfer learning. Transfer learning takes knowl-
edge already gathered in one task and applying it to another target. It is therefore intuitively
very close to the human learning process, which is largely based on previous experiences, that
can widely differ in circumstances. Transfer learning can help in three ways: First, the model
starts off with a higher initial knowledge, making better predictions right from the beginning,
second the learning time can be decreased, third the final level of accuracy is higher than with-
out learning (Torrey and Shavlik, 2009). This is achieved by training the base network with
its original target, then fixing the first n layers and only training the classifier on top. A slight
variation is fine-tuning, where the errors and weights are not fixed during back-propagation, but
are also adjusted to the new learning objective. Which method to use depends on the size and
kind of the data. For a small dataset and a large base model, there is significant risk of over-
fitting when fine-tuning, therefore ’freezing’ the layers in the optimization process is preferred
(Yosinski et al., 2014).
When looking at a neural network, features need to go from very general in the lower levels of
the network, to highly specific for the learning task, in the last layers of the network. It is found,
that the generic low level filters in convolutional layers, are almost independent of the training
objective and further model specifications (Yosinski et al., 2014; Krizhevsky et al., 2012) and
therefore can also be used for other tasks.
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3 Facial expression recognition
Ambition of this thesis is to measure nonverbal communication and evaluate its effect on finan-
cial data during live events. The quantification of nonverbal communication will be achieved by
constructing a deep convolutional neural network, which is able to classify facial expressions into
several emotions. In this sections, different model designs are discussed, trained and evaluated
on a suitable dataset.
3.1 Deep neural networks
In this subsection a deep neural network is built and trained, which has the purpose of recogniz-
ing facial expressions. Deep neural networks need a large amount of classified data to adjust the
weights during training process to fit a specific problem. The here used dataset is taken from
the ‘Kaggle’ competition “Challenges in Representation Learning: Facial Expression Recogni-
tion Challenge”. Kaggle is a platform for machine learning competitions. Data for competitions
is provided by companies or researchers.
The Facial Expression Recognition 2013 (FER2013) dataset is created by Pierre Luc Carrier and
Aaron Courville, using the Google image search API with respective keywords. For each picture
a face-rectangle is set automatically by a software. Each label and face-rectangle is approved
by a human supervisor, rejecting misspecified pictures. Each picture is cropped along the face-
rectangle and converted into a grayscale square-cut shape of 48x48 pixels (see Goodfellow et al.
(2015) for more information on dataset generation). Based on some small-scale experiment,
Goodfellow et al. (2015) determine a 65 ± 5% accuracy for humans to solve this classification
task on the given dataset.
The final FER2013 dataset contains 35887 images with the following emotions, count of appear-
ance in the dataset, and their original encoding within the dataset:
• 0 = anger (4953 images)
• 1 = disgust (547 images)
• 2 = fear (5121 images)
• 3 = happiness (8989 images)
• 4 = sadness (6077 images)
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• 5 = surprise (4002 images)
• 6 = neutral (6198 images)
The dataset is oversampled with the class ‘happiness’, while ‘disgust’ is underrepresented. The
other classes are roughly evenly sized. FER2013 contains a wide variability of ages, looks and
people. Fig. 7 shows a random sample of example images. Some of the pictures seemingly
show acted emotions, others appear to be real snapshots. Also faces from paintings are in the
dataset. Some pictures show occlusions like glasses, hats or hands covering parts of their faces,
or watermarks by the right-owner of the picture. The head poses vary from frontal portrait
pictures to side-face shots, not all adjusted along a vertical axis. Moreover the illumination of
the single images varies heavily throughout the dataset.
3.1.1 Data preparation
The original FER2013 dataset consists of a .csv-file, containing the vectorized 8-bit grayscale
versions of each image and the corresponding label. Each pixel vector has the dimension of
48*48 (= 2304). One row represents one picture. For using any kind of neural networks, it is
common to standardize the values of the input to a range from 0 to 1. Since the input matrix
only has values in the interval between 0 and 255, this is achieved by dividing each value within
the input matrix by 256. The standardization in the context of picture manipulation, represents
an assimilation of illumination. In deep learning the input matrix is often also normalized by
dividing each element by the standard deviation and zero-centered by subtracting the mean.
Normalization is not done as data preparation step, but will be repeatedly performed within
several batch normalization layers throughout the network.
Convolutional neural networks are specifically made for processing the natural 2D-grid structure
of pixels. Therefore it is necessary to arrange each vector from dimension 1× 2304 to a matrix
with dimensions 48×48×1. The last dimension equals the color scale, which is grayscale in this
dataset. Throughout this paper, the colors-last notation is used, which is the standard notation
in the ‘Theano’-library for Python.
The emotion-label is encoded by integers from zero to six ( 0 - anger, 1 - disgust , 2 - fear, 3 -
happiness, 4 - sadness, 5 - surprise, 6 - neutral). When using categorical cross-entropy as error
metric for training, it is necessary to define the label in a one-of-K-scheme or one-hot encoding.
The one-hot encoding represents each label as a series with a single high, 1, while the rest of the
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Figure 7: Random examples from FER2013 dataset. One emotion per row, from top to bottom:
anger, disgust, fear, happiness, sadness, surprise, neutral
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classes are represented by zeros. For example: For a label of class 2 (fear), the one-hot encoding
is 0010000; for a label of class to 6 (neutral), the one-hot encoding is 0000001, etc.
3.1.2 Convolutional neural network
This subsection discusses different models options under two different approaches: First, a
model following a general design for image classification. Hyperparameters are chosen based on
a literature overview on the topic of facial expression recognition, model weights are trained from
random initialization using a common optimization methods. Second, a fine-tuning approach
based on the VGG-face network is applied for the FER2013 data. The VGG-face network is
a deep neural network structure with the purpose of general face recognition. Fine-tuning is a
method to transfer knowledge of the model weights to a new dataset The resulting model quality
will be compared to Microsoft Emotion API, a Microsoft service with the same task.
Model Architecture The problem of facial expression recognition has been focused upon in
research with different methods (Tian et al., 2011; Manglik et al., 2004; Lawrence et al., 1997).
The following analysis will focus on estimation using one single convolutional neural network.
Pramerdorfer and Kampel (2016) compare different state-of-art-procedures for facial expression
recognition. Based on their research the model design developed by Yu and Zhang (2015) is
implemented, because it combines a simple structure and a good performance. The chosen net-
work is a 7 hidden-layer CNN, displayed in Tab. 1. Determining the depth of a network, only
the layers with adjustable weights are counted, in this case the convolutional layers and the fully
connected (dense) layers are counted. Layers such as the input layer, max-pooling, dropout, or
flattening layers have fixed weights. The model is generated and trained using the Keras package
for Python (Chollet and Others, 2015), using a Theano (Al-Rfou et al., 2016) backend. Keras
is a modular and fast-to-implement API especially for deep neural networks. Theano performs
efficiently the numerical computation.
The size of the input layer is determined by the shape of the input images. For the FER2013
data, this is fixed to a 48 × 48 pixel size, with one color channel (depth one), since all pictures
are grayscale. The size of the the convolutional filters is 3 × 3. The receptive field moves with a
stride of one. Larger strides reduces the size of the input matrix faster, but since 48× 48 pixels
has to be considered as already small sized input matrix, a too fast reduction is undesirable.
The small stride also ensures that the representation is invariant to small input translations.
The first two convolutional layers have a depth of 64, increasing to 128 for later convolutional
layers of the network. Each layer of the filter depth is trained to detect a certain feature within
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layer type output dimension filter stride # parameters
1 input 48 × 48 × 1 3× 3 - 0
2 convolution 46 × 46 × 64 3× 3 1 640
3 convolution 44 × 44 × 64 3× 3 1 36,928
4 max-pooling 22 × 22 × 64 2× 2 2 0
5 convolution 20 × 20 × 128 3× 3 1 73,856
6 convolution 18 × 18 × 128 3× 3 1 147,584
7 max-pooling 9 × 9 × 128 2× 2 2 0
8 flatten 1 × 10,638 - - 0
9 dropout 1 × 10,638 - - 0
10 dense 1 × 1024 - - 10,617,856
11 dropout 1 × 1024 - - 0
12 dense 1 × 1024 - - 1,049,600
13 dense 1 × 7 - - 7,175
Σ 11, 933, 639
Table 1: Specification CNN for FER2013 data set FVCConvNet
the picture. Rectified linear units are chosen as activation functions, the final class prediction
is achieved by using softmax-activation.
The trained convolutional neural network consists of 11,933,639 trainable parameters, which
summarizes all weights and biases in the model. Tab. 1 shows the number of parameters per
layer. The low number of parameters in the lower levels of the network, compared to the fully
connected layers, are due to the weight sharing restriction in convolutional layers.
The pooling layers use the max-function with a receptive field of 2 × 2 and a stride of 2, which
reduces the input size according to Eq. (9) approximately by half with each pooling layer. Due
to the small format of the input format, pooling layers are used every two convolutional layers.
Each pooling layer is followed by a batch-normalization layer (Ioffe and Szegedy, 2015), which
speeds up computation and estimation efficiency, since zero centering is a desired property to
reduce the risk of overfitting.
After the convolution and pooling procedures, the neurons are flattened from their 2D-structure
into a vector. Afterwards two fully connected layers are added, in which every neuron between
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the two layers are connected, using a 20 % dropout to reduce the risk of learning structures,
which are too sample-specific.
For optimization the Adam-algorithm is applied, a version of stochastic gradient optimization.
The parameter values and a learning rate of 0.001 are chosen as proposed in the original paper
by Kingma and Ba (2015). The initial values for the model weights are randomly chosen. Along
with the convention of neural networks and the training dataset size, a batch size of 125 is used.
The optimization process is repeated over 15 iterations. Categorical cross-entropy determines
the accuracy or loss of each prediction.
Many different specifications of model architecture and hyperparameter choice were tried, but
with either no effect or a worsening on the model’s predictive power.
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Figure 8: Learning curve of convolutional neural network in Tab. 1 FVCperformance
Estimation results Fig. 8 shows the prediction accuracy for each of the 15 repetitions. The
model rises to 40% accuracy already after the first epoch. Within 5 iterations it reaches its
maximum prediction power of 60% on the testing data and remains on this level, meaning that
the model classifies 60% of never seen images correctly into one over seven existing classes. On
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the other hand, the accuracy within the training set, which is used to optimize the weights, the
accuracy converges with a growing number of iterations against 100%.
Fig. 8 allows to evaluate the choice of the learning rate, which seems to be in an accurate range.
The accuracy rising up to almost 100% is a good indication for sufficient model depth for this
specific problem. The network has the highest precision in recognizing the emotions happy,
neutral and disgusted as can be seen in Fig. 9. The numbers on the main diagonal in Fig. 9
have to be understood as positive predictive value (PPV)
PPV =
TP
(TP + FP )
. (10)
PPV equals the ratio of true positives (TP) (observation i from class k is predicted as class
member of k ) over true positives plus false positives (FP) (observation i from class l 6= k is pre-
dicted to belong to class k), which sums up to all observations that were predicted as members
of class k. This resembles the model’s precision per class. The off-diagonal shows consequently
the false-recovery rate as the proportion of misclassified observations over all predictions per
class.
Yu and Zhang (2015) use a dropout-layer before starting the convolution, which is left out in
the here implemented model, since it has shown to be a bottleneck in the model’s prediction
capacity. Without dropput as first stage an increase in accuracy by approximately 10% can be
achieved. This result may be reasonable, since the first stage of dropout is a harsh cropping of
the picture and reduces size by half. The original model also uses stochastic-pooling layers, here
max-pooling layers are used, since stochastic-pooling is not implemented in Keras.
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Figure 9: Prediction Quality of CNN. On-diagonal: positive predictive value, off-diagonal: false
discovery rate FVCheatmap
3.1.3 Fine-tuned neural network
Model architecture Next to training a neural network from zero, the fine-tuning approach is
popular when applying deep learning in practice. Convolutional neural networks show a generic
behavior on the low levels of a network, in which the specific dataset is only of minor importance,
and become more specific with the depth of the network.
Fine-tuning uses a very deep and precisely trained network on generic data and only adjusts
the last specific layers to the new dataset. Some of those very deep networks, including their
weights, which are trained over long periods on multi-GPU computers, are published by deep
learning enthusiasts and researchers for public use. Even though the specific target of the base
model is not of the major importance, a very deep network is used here, which was specifically
trained for processing faces. Model description and weights are published for non-commercial
use by the Visual Geometry Group (VGG) of the University of Oxford. The VGG-face CNN
(Parkhi et al., 2015) is based on a very deep structure from VGG16, and its weights are trained
specifically on faces (Huang et al., 2007; Wolf et al., 2011).
The background for the VGG-face project is, that labeled facial datasets, as needed for training
a deep networks, are sparse for free public use. The same time big commercial companies such
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as Facebook or Google are already in possession of large data varieties, which are restricted for
public due to privacy restrictions and also serve as a competitive resource. Parkhi et al. (2015)
combine different datasets to achieve a large facial dataset of over 980 000 unique pictures.
A 16-layer-CNN is set up for the face recognition problem, which can be considered as a very
deep structure. The main parts of the VGG-face-CNN are the same as in the model built in
section 3.1.2: Convolutional filters with a filter size of 3 × 3, rectified linear units as nonlinear
acitvation functions and a small stride size of only 1, which guarantees a high level of feature
invariance. Convolutional layers are followed by maxpooling layers. The model ends with a set
of fully connected layers, the last layer uses a softmax activation to predict the class probabilities.
For fine-tuning this network to our specific question, the convolutional layers are kept, and
then two fully connected layer with 512 hidden units are adjusted to the FER dataset, using
rectified linear units as activation functions and a softmax layer for class prediction. It has
to be considered that the original data for the VGG-face model has dimensions 224 × 224 ×
3, while a single observation in the FER-dataset has dimensions 48 × 48 × 1. The first two
dimensions can be adapted by zero padding, the third dimension is the color-depth. While
the FER dataset is grayscale and has color depth one, the VGG-face dataset is colored and
has therefore depth three (red - green - blue). The color depth of three can be simulated by
simply concatenating the identical matrix three times in the third dimension. This imitates the
red-green-blue representation of a grayscale picture: all three channels are identical.
Estimation results Despite being a state-of-art procedure, applying a deep structure to clas-
sification problems with limited data and a different structure, is problematic. The fine-tuning
approach shows significant worse results in the predictive power than the neural network, with
a more shallow structure and a random initialization of parameters in section 3.1.2.
After the first iteration, the model performs significantly worse than the basic CNN. The model’s
convergence is overall slower and seems to get stuck on a plateau in the beginning. After 10
iterations the final predictive power of approximately 52% is reached (Fig. 10) and remains for
the last 5 iterations. This is almost 10% less than the competitive model.
The model analysis based on the confusion matrix (Fig. 11) exhibits that the model has severe
prediction problems. The prediction accuracy is only for ’happiness’ and ’surprise’ satisfactory.
Generally, the fine-tuned VGG-face model overpredicts neutrality as the dominant emotion,
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layer type output dimension filter stride # parameters
1 input 48 × 48 × 3 1×1 - 0
2 convolution 48 × 48 × 64 1×1 1 1,792
3 convolution 48 × 48 × 64 1×1 1 36,928
4 max-pooling 24 × 24 × 64 2×2 2 0
5 convolution 24 × 24 × 128 1×1 1 73,856
6 convolution 24 × 24 × 128 1×1 1 147,584
7 max-pooling 12 × 12 × 256 2×2 2 0
8 convolution 12 × 12 × 512 1×1 1 295,168
9 convolution 12 × 12 × 512 1×1 1 590,080
10 convolution 12 × 12 × 512 1×1 1 590,080
11 max-pooling 6 × 6 × 512 2×2 2 0
12 convolution 6 × 6 × 512 1×1 1 1,180,160
13 convolution 6 × 6 × 512 1×1 1 2,359,808
14 convolution 6 × 6 × 512 1×1 1 2,359,808
15 max-pooling 3 × 3 × 512 2×2 2 0
16 convolution 3 × 3 × 512 1×1 1 2,359,808
17 convolution 3 × 3 × 512 1×1 1 2,359,808
18 convolution 3 × 3 × 512 1×1 1 2,359,808
19 max-pooling 1 × 1 × 512 2×2 2 0
20 flatten 1 × 512 - - 0
21 dense 1 × 512 - - 262,656
22 dense 1 × 512 - - 262,656
23 dense 1 × 7 - - 3,591
Σ 15,243,591
Table 2: Specification VGG16 model for FER2013 dataset FVCfinetuning
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while not being able to detect other emotions. It can be followed, that the fine-tuning method
could not adjust well to the given task.
It is possible, that the model would gain significant predictive power if it would be trained for
a longer period. Also the model’s training set accuracy remains at around 70%, which may be
an indication that the model would need more iterations to improve its performance. Another
reason might be a suboptimal choice of the learning rate, which may cause the plateau behavior
in the beginning.
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Figure 11: Prediction Quality of fine-tuned VGG-model. On-diagonal: positive predictive value,
off-diagonal: false discovery rate FVCheatmap
3.1.4 Comparison with Microsoft Cognitive Service
The following subsection compares the performance of Microsoft Emotion API and the previ-
ously discussed models based on FER2013 dataset. Microsoft Cognitive is a service by Microsoft
Corporation, which uses machine learning algorithms to offer easily accessible and integratable
artificial intelligence services, such as speech recognition, sentiment analysis, face recognition
and also facial expression recognition. The Emotion API is the service for emotion classification
of pictures. For this paper Python is used to access the API ( FVCcall API). The Microsoft
service is a black-box-model and no detailed information is offered about the behind lying ma-
chine learning technology.
The emotion-labels of the Emotion API and the FER2013 dataset differ slightly. The Emotion
API from Microsoft is able to classify eight different facial expressions: anger, contempt, disgust,
fear, happiness, neutrality, sadness and surprise. The set of seven emotions from FER2013 is
extended by an additional emotion (contempt).
The labeled test data from the previous models is used to determine the network’s predictive
power. The evaluation is made based on the testing fraction of FER2013. A first comparison
of the labeled data from the original dataset versus the predicted emotions yields an accuracy
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Figure 12: Prediction Quality of Microsoft Emotion API. On-diagonal: positive predictive value,
off-diagonal: false discovery rate FVCheatmap
of 41%, which is compared to the previous models significantly worse. Investigating the reasons
for this bad accuracy shows that the Emotion API is unable to detect a face-rectangular for 35%
of the requested pictures. This is due to occlusions like hats, watermarks, or glasses, invalid
clipping or just inaccurate pictures. Since the size of each picture is with 48×48 pixels already
small compared to real world applications, the pictures become uninterpretable. This could also
explain the inferior results of the fine-tuning method using VGGface as base model in section
3.1.3.The problem of the different number of classes can be neglected for the further analysis,
because out of over 2300 pictures only 17 faces are classified as showing ‘contempt’.
The test dataset is cleaned from pictures which do not have interpretable faces for the Emotion
API and the process is rerun. The fine-tuned model from section 3.1.3 shows now an accuracy
of slightly above 56% for the smaller dataset, which is an improvement of 4%. The basic CNN
model with random parameter initialization from section 3.1.2 improves its accuracy from 60%
to 63%. As expected, the Emotion API improves significantly by 22% to 63 % for the pictures
with detectable faces. It can be concluded that the Emotion API and the basic CNN model with
random parameter initialization from section 3.1.2 are competitive in their prediction accuracy.
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3.2 Discussion of results
The human accuracy for solving this task is according to Goodfellow et al. (2015) 65±5%. This
interpretation of emotions from a static image can also for humans be a complicated task. The
interpretation of facial expressions is often based on the background and situation. Moreover,
the number of seven emotion classes is not a final selection and also many emotions could be
interpreted as belonging to more than one class, which is assumed to be impossible in this set-
ting. Also misclassifications in the dataset and bad data quality can not be fully excluded, as
some pictures may simple be uninterpretable. This hypothesis is also backed, when using the
Microsoft Emotion API, where a significant amount of pictures can not be classified, since no
face rectangle can be found by the algorithm.
A reason for the bad performance of the fine-tuning approach might be, that the structure is
inappropriate for the given data quality. A look at the model’s prediction precision (Fig. 11),
reveals that some classes seem to be almost randomly assigned, which large numbers of mis-
classified observations.Additionally to potential problems with the dataset, as described in the
previous section, this leads to the conclusion that the fine-tuned model is most probably inac-
curately specified for the given problem.
The pictures within the original dataset are already rather small with a size of 48 × 48 pixels.
Stepwise dimension reduction over 16 layers in the fine tuning approach requires the filters in
each step to be sufficiently small, to run through the complete network. In this case the filter
size in the convolutional layers is throughout the network mainly of size 1 × 1 (see Tab. 2),
which inhibits the useful and desired feature of translation invariance of convolutional layers,
but may not be able to detect larger, meaningful features.
An improvement of the estimation results could be achieved in two ways: either by increasing
the amount of training data or by improving the model architecture. For modern DL methods,
a dataset size of about 36,000 images as in the FER2013 example, can be considered relatively
small. One way of increasing the amount of training data is using pattern permutation methods
of the given labeled data. Pattern permutation methods include mirroring, turning, distortions
or random cropping (Simard et al. 2003). Advantage of this method is, that the whole process
can be run completely automatically by machines and the labeling for each of the permutations
is already known. Some DL libraries for Python, such as Keras, offer an implemented procedure
for permutation. A second approach for extending data is to use an online image search with
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the respective search terms, which needs more human attention in the selection process, but
could result in a better picture quality and increased variability.
On the side of potential model improvements, using an ensemble of models is a often used
in practice. A model ensemble estimates several different models, varying in size and design,
and combining their results. Idea is, that different models may capture different aspects of the
data. For the task of facial expression recognition such model combinations allow state of art
prediction accuracy of slightly above 70% (Pramerdorfer and Kampel, 2016).
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4 Face value
The following section uses deep learning technique from the previous chapter to interpret facial
expressions from live-streams of presentations hosted by companies or official institutions and
analyzes their respective effect on the stock market. The underlying hypothesis is that nonver-
bal communication might be an indicator for the value of information presented, that is more
honest and more general than a textual analysis. The potential value, that can be derived from
facial expressions, will be denoted as the ‘face value’, in contrast to the value of speech or words
in a textual analysis. Due to the very new nature of this topic, the analysis will have a rather
exploratory character. As for today, to best found knowledge, no research has been done on how
to link biometrical, facial expression data to finance. The facial expression classifier from the
previous section will serve as face measure, which automatically quantifies changes in a person’s
expression.
The Microsoft Emotion API shows comparable results and a reliable estimation procedure for
the given task. Since the self-built and trained model has the restriction of the small input size,
which must be exactly 48 × 48 pixels, the following analysis will be made using the Emotion
API in order to get emotional scores. The Emotion API self-selects a face rectangle within
each picture, which reduces the amount of time for data preparation and image manipulation
massively.
4.1 Requirements on data
An early idea of how to measure a company’s face value, was linking company live events to the
real-time stock price movement. For an first investigation two different live streamed videos are
used and the emotional evaluation is compared to the movement of the stock price. Tick data is
used in order to achieve a high enough frequency, which is important since the changes in facial
expressions can happen in fractions of a second.
One of the chosen examples in this stage of the analysis was the Jahresgepra¨ch of Volkswagen
AG from 5th of May 2017. To achieve a more or less continuous stream of emotional scores
throughout the press events, for each second of the videos five screen shots are generated and
sent to Microsoft Emotion API ( FVCcall API). In return a .json-output is generated, con-
taining the emotion-score for eight basic emotions: anger, disgust, contempt, fear, happiness,
neutrality, sadness and surprise. Since the Microsoft API is a black-box procedure, it has to be
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assumed, that the last stage of the image processing procedure is done by a multinomial-logit
model or softmax-layer. The final emotion-scores for each emotion can be interpreted as proba-
bilities. This is backed up by the property, that the scores for all eight emotions sum up to one
for each picture.
Throughout the course of the press conference substantial variations in the emotional-scores
could be observed. For all images sent to the API, the most probable emotion was predicted as
neutral, with probabilities between 50 to 80 % while other emotions range in a less than a 0 to
10 % interval ( FVCemo vs stock). A graphical analysis did not yield any reliable results, same
for the analysis of correlations. While some correlations show a weak tendency that the prices
of the VW stock moved with some of the emotional-scores (positive for happiness, negative for
fear, disgust), others are unclear in evaluation (positive correlation for happiness, negative for
surprise). Repeating this procedure for different examples, one of the Apple keynote presenta-
tions, yields different results.
A deeper analysis of the previous results is not feasible, imposing some restrictions on the consid-
ered press conferences. The instantaneous real-time influence of press releases is not supported
by literature. A deeper research on a potential time-lag for this analysis was neglected, due to
the following reason: Investigating a face value generates two requirements to the data, first,
it is necessary that the speech exists as video, because otherwise no information about facial
information can be obtained. Second, the event needs to have a news value. News value means,
that the event or press conference contains information that is only released to the public in that
moment and has therefore the power to affect stock price movements. Third, the hypothesis is
required that not only the informational value is important, but also that it attracts real-time a
large enough attention of investors during the event itself, otherwise no reasoning between the
video data and the stock movement can be made. Therefore only events that are live broad-
casted on TV or as livestream online can be considered.
In the beginning of this analysis, company live events such as speeches of Tim Cook (CEO of
Apple Inc.) during Apple’s developer conference were used. Another example is a press confer-
ence from Volkswagen presenting their future strategy. While the Apple events attract a lot of
public attention this cannot be generally said for any press conference which is live-streamed.
Moreover, it is not possible to say if there is a direct link to the stock price movements. As
for today, to best knowledge, no explicit research has been done in the direction of company
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live events and investor reactions. The missing connection to the stock market can be linked to
the missing news value. Since this kind of events are mainly for advertisement and part of a
company’s public relations strategy it does not contain enough value for investors. Information
that is relevant to investors is still rather based on textual information.
Another major drawback in the analysis is, that apart from potential shortcomings of the chosen
events, it was not possible to build up a large enough sample to test any kind of hypothesis.
For example Apple hosts only two to three of such events with a variety of topics per year,
other major companies even more irregular, some companies only outside of trading hours so
that the measurement of a instantaneous effect is impossible. Building up a data set of different
companies and different events, has the potential of introducing unwanted and uncontrollable
noise. Since at this point the definition of what might be a face value was only very vague and
there is no research in any direction to rely on, the use of private company events was rejected.
4.2 European Central Bank press conferences
The European Central Bank (ECB) offers publicly available all major speeches since 1998 in
written form. Since several years they use press conferences on a regular basis as an impor-
tant tool of communication. One of the most important regular meetings of the ECB is the
Governing Council, which is responsible, among others, for setting the key interest rates for the
eurozone. The Governing Council meets since 2015 every 6 weeks on a Thursday (until 2014:
approximately every four weeks and more variation on the weekday), with the following fixed
structure: on 13:45 CET a press release is published with the main results. Following shortly
after at 14:30 CET the ECB President, currently Mario Draghi, explains the council’s decisions
in a live-streamed press conference (PC), followed by an question and answer session with at-
tending journalists.
Since the decision is announced during trading hours in all European countries, it can be as-
sumed that the information affects stock markets and for example interest bonds and futures
still on the day of the PC. The hypothesis that press releases by the ECB have significant influ-
ence on stock markets is supported e.g. by Schmeling and Wagner (2015), Rosa (2011), Hussain
(2011) and even across the borders of Europe by Hayo et al. (2010). Fig. 13 illustrates the effect
of ECB council meetings and press conferences for DAX30 returns. Peaks right before the press
release and during the PC are visible with larger volatilities for the rest of the trading day.
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All available PCs, which are available as webcasts on youtube.com are used in the following
analysis. Webcasts are available since January 2011 until September 2017, which is at the time
of this thesis the latest available one. This makes a total of 70 unique PCs. Since older webcasts
only cover the part of the president’s statement in the beginning of PC only this part is used for
every conference. The introductory statement covers about 10-20 minutes with the most impor-
tant results and explanations. The introductory video, unlike the question and answer session,
is shot as a frontal close up of the president’s face and is therefore predestined for automated
facial expression recognition. For reasons of feasibility two screen shots per second were made
and analyzed via Microsoft cognitive service. From a shallow analysis to a higher frequency of
screen shots seems not to be highly affecting on the resulting averaged scores.
Overall more than 200 000 pictures were analyzed. Fig. 14 shows the aggregated average emo-
tion per PC between January 2011 and September 2017. Neutrality is left out, since it is the
overwhelmingly classified emotion. If all scores were pictured, each bar for each conference
would add up to one. Fig. 14 also shows that measuring a person’s face with facial expressions
is dependent on individual traits: In November 2011 the presidency of the ECB changed from
Jean-Claude Trichet to Mario Draghi. Without knowing this fact, the break is visible in the
average emotion score.
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4.3 Estimation
In order to determine a value of nonverbal communication during the ECB press conferences, it
is compared to other studies which focus on the tonatility of ECB press conferences. Schmeling
and Wagner (2015) use the negativity of the speech, derived from a financial dictionary and find
that positive (negative) tones during ECB press conferences are associated with an increasing
(decreasing) and persistent effect on the stock market until the next press conference takes place.
A face value or nonverbal communication value should have a form, without assuming any
specific model, that represents somewhat the relationship
rt = c+ β emotiont + ε,
with rt return at a the day of the press conference, emotiont a kind of signal derived from the
facial expression estimation. The parameters c, β, ε being a constant, regression parameter
and a general error term. The return will be index data from Euro Stoxx 50. Euro Stoxx 50
consists of the 50 largest companies within the eurozone. It is therefore chosen over Stoxx 50,
to have be immediately affected by monetary decisions. Hussain (2011) finds spillover effects of
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(i) (ii) (iii) (iv) (v) (vi) (vii) (viii) (ix)
const. 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
lag-return 0.44** 0.46** 0.45** 0.42* 0.38* 0.39* 0.39* 0.39* 0.44**
anger · −0.06 −0.03 0.26 0.27 0.22 0.32 0.23 ·
contempt · · 0.12 0.21 0.31 0.34 0.36 0.38 ·
disgust · · · −2.73 −1.34 −0.85 −1.52 −1.33 ·
fear · · · · −24.30 −25.51 −24.01 −30.37 ·
happiness · · · · · −0.04 −0.04 −0.03 ·
sadness · · · · · · 0.05 0.05 ·
surprise · · · · · · · 0.26 ·
neutral · · · · · · · · 0.00
adj. R2 0.11 0.10 0.09 0.08 0.09 0.08 0.07 0.05 0.10
Table 3: Results OLS estimation of emotional-scores and return of Eurostoxx50 on PC-days.
‘*’, ‘**’ siginificance at 0.1 % - and 1% - level respectively. FVCEurostoxxOLS
ECB announcements to countries like Switzerland, which are not directly affected by ECB de-
cisions about the the euro, but a stronger effect for members of the monetary union is attestable.
In comparison to sentiment analysis for verbal communication, using facial expressions for non-
verbal communication has a specific difficulty: Measuring a sentiment of communication is
directly related to the content of speech, meaning that it is very much clear from the words for
a human in which direction the sentiment should move. Moreover, there is an intuitive under-
standing, that if a relationship exists, negative price movements should coincident with a more
negative sentiment. Using facial expressions for nonverbal communication leads to the problem,
that this relationship is rather indirect, making a detour. It is not clear which emotion might
be potentially indirectly affecting prices and in which direction. One of the main considerations
is how a signal from facial expressions can be constructed, that capture price movements.
Ordinary least squares
Several model specifications are estimated to detect a potential influence of emotional scores
on the end-of-day returns of Euro Stoxx 50 on days where ECB holds press conferences using
ordinary least squares estimation ( FVCEurostoxxOLS). As a reference model, a model is esti-
mated with one constant and a at level one lagged return parameter, adding the emotional-scores
one by one. If the parameters for the emotional-scores equal zero, a linear effect can be neglected.
Tab. 3 shows results for different OLS-regression equations. Only the lagged return parameter
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Figure 15: Correlation matrix for emotion-scores and returns of Eursostoxx50 on PC-days
FVCcorr
is significant for all models, while the emotional-scores are always insignificant, meaning that
no relationship can be assumed. It is not feasible to estimate a model containing all emotional-
scores at once, since they sum up to one for each observation, leading to the problem of perfect
collinearity. Due to the property, that all scores sum up to one, model (ix) can be interpreted
as the overall importance of emotionality throughout the press conference.
Fig. 15 shows correlations between the emotion scores and the respective returns of the day.
While there is a significant amount of correlation within the different emotions, no reliable linear
connection to the returns can be made.
Partial least squares
Due to the high correlation within the different emotion scores, partial least squares (PLS)
estimation is performed. Partial least squares can be used to find essential relations between
two matrices (Wold, 1985). Idea is to find m independent components Z = z1, ..., zm which
fulfill the following relationships simultaneously:
X = ZP> + E
y = Zd + e.
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X is the data matrix of independent variables in this case the emotion scores, y is the dependent
variable, the returns of Euro Stoxx 50 index in this applications. P is a matrix of loadings and
vector d contains the regression coefficients. E and e are the respective error terms.
PLS is related to principal component analysis. In principal component analysis (PCA) the
components Z are chosen to maximize the representational power of the covariance matrix of
only X, but without taking their dependence to y into account. In PLS the covariance matrix
between X and y is decomposed. That way, the components are chosen to represent the data
matrix X, but in order to maximize their representational power towards y.
The number of components in PLS-estimation ( FVCEurostoxxPLS) is chosen by cross-validation
and set to four. Fig. 16 shows the circle of correlation for the first two components of the PLS
estimation. Substantial parts of the variation in the scores of fear, surprise, disgust and anger
can be explained by the first two components. For happiness, the variation is only weakly rep-
resented by the first two components. But the main question of interest in PLS is, how much of
the variability in the dependent variable y can be captured. In this case, y represents the returns
of Euro Stoxx 50 on PC-days. Fig. 16 shows that the explanatory power in PLS is rather low.
Calculating the model’s overall R2 yields a value of approximately 4 %.
The components of PLS are calculated based on the same data, the model is also evaluated.
Therefore a result of 4% can be interpreted as that there is no relationship detectable. A
randomization and split into training and testing set, does not yield any other results. In a
training and testing split, the resulting R2 is even lower, also due to the relatively small sample
size.
Discriminant analysis
Schmeling and Wagner (2015) show that PC-days with a negative change in sentiment coinci-
dent systematically with a negative cumulative return for that day and vice versa for a positive
change. A discriminant analysis (DA) is performed on the emotional score data to find a poten-
tial positive or negative signal on the returns. DA is a method to separate groups into predefined
clusters. Necessary prepocessing step is to separate positive and negative returns on PC-days
into two groups with binary encoding (0 - negative return for PC-day, 1 - positive return for
PC-day). The sample consists of 70 days of which 27 observations belong to group ‘0’ and 43
observations belong to group ‘1’.
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Figure 16: Circle of correlations PLS estimation; Y: dependent variable FVCCorrCircle
A linear DA based on the Bayes rule is performed (Ha¨rdle and Simar, 2015, p. 402), because no
distributional assumptions can be made ( FVCEurostoxxLDA). Analyzing the resulting pre-
dictions shows: due to the over-representation of positive returns, the false discovery rate for
group one is high (20 over 59), while the recall rate for rising returns is low (7 over 27). Despite
having an acceptable accuracy of 46 out of 70 correct classification, the predictive value of the
discriminant analysis can be highly doubted. This is also supported by Fig. 17, which shows the
histograms and densities arising from the analysis. No substantial differences in the resulting
densities are visible.
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Group 1: PC-days with positive returns FVCEurostoxxLDA
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5 Conclusion
The broader topic of this thesis is to measure the effect of nonverbal communication on financial
data. This effect is denoted as the ‘face value’ of a company. Nonverbal communication is mea-
sured in terms of classifying an image of a face into several basic emotions. Several models are
built and compared based on a Kaggle dataset. The best single convolutional neural network
has the accuracy of correctly classifying approximately 60% of the images into one over seven
classes. This result is comparable to using Microsoft Cognitive Service Emotion API for the
same task.
The measurement of the face value has two major problems. First, valuable data is scarce.
Second, since there is up to today no research going into this direction, it is unclear on how such
a signal on stock prices, generated from emotion-scores, could look like. The first problem is
overcome by using data from the European Central Bank, whose regular press conferences pro-
vide a good data base. The second problem is treated using several different methods: ordinary
least squares, partial least squares and discriminant analysis. Those methods are chosen based
on current research of effects of the speech sentiments during ECB press conferences on stock
markets. Comparing the results to proven effects of speech sentiment, leads to the result, that
with the used methods and approaches no face value of a company can be detected. Side result
of this research is, that the facial expression recognition using the described methods is sensitive
to personal facial traits, hindering generalizations over different examples.
Since the main problem is to detect a meaningful signal from a person’s face, generated by
machine intelligence, further research could be done on how to access nonverbal communication.
A lot of potential is in a direct comparison to natural language processing. For example, if it is
possible to detect a positive or negative sentiment in speech from subtle movements in a person’s
face. Using facial expressions, expressed as emotions, is only one way to build a metric based
on a human face. Other approaches might be considered, for example measuring the speaker’s
pupil movement. Once there is more substantial knowledge, the range of applications could be
broadened, taking the time-lag between signal and financial response into consideration. Also
as shown in the research of natural language processing, the effect is not limited to stock prices,
it could be extended to other financial and statistical measures such as considering interest rate
bonds, which might be of special interest in the context of ECB, or volatilities.
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