A counterintuitive and theoretically important pattern of results in the visual word recognition literature is that both word frequency and stimulus quality produce large but additive effects in lexical decision performance. The additive nature of these effects has recently been called into question by Masson and Kliegl (in press), who used linear mixed effects modeling to provide evidence that the additive effects were actually being driven by previous trial history. Because Masson and Kliegl also included semantic priming as a factor in their study and recent evidence has shown that semantic priming can moderate the additivity of word frequency and stimulus quality (Scaltritti, Balota, & Peressotti, 2012), we reanalyzed data from 3 published studies to determine if previous trial history moderated the additive pattern when semantic priming was not also manipulated. The results indicated that previous trial history did not influence the joint influence of word frequency and stimulus quality. More important, and independent of Masson and Kliegl's conclusions, we also show how a common transformation used in linear mixed effects analyses to normalize the residuals can systematically alter the way in which two variables combine to influence performance. Specifically, using transformed, rather than raw reaction times, consistently produces more underadditive patterns.
A common approach in experimental psychology is to investigate the joint influence of two or more independent variables on some dependent measure. When two variables are manipulated, researchers are interested in whether there is an interaction between the two variables or whether the two variables produce additive effects (i.e., two main effects, but no evidence of an interaction). This latter pattern initially received considerable interest in studies of mental chronometry because Sternberg (1969) argued that additivity may suggest distinct stages of processing, wherein the two factors influence separate stages. Although there are some limitations to the strong inferences that Sternberg drew from additive effects (e.g., McClelland, 1979) , there are also compelling reasons why some patterns of additivity in response latency data are most consistent with distinct stages (see, for example, Roberts & Sternberg, 1993; Yap & Balota, 2007) .
The nature of the process in which variables produce additive or interactive effects in response latency data has been a central focus in a number of studies in visual word recognition (e.g., Borowsky & Besner, 1993; O'Malley, Reynolds, & Besner, 2007; Scaltritti et al., 2012; Yap & Balota, 2007) . This interest has been nurtured by the intriguing conundrum regarding the pattern of effects produced by semantic priming, word frequency, and stimulus quality. The conundrum is as follows: Semantic priming interacts with both word frequency and stimulus quality, but word frequency and stimulus quality have repeatedly been shown to produce additive effects. This pattern has been interpreted as suggesting there are at least two separable stages, an early stage that is influenced by both stimulus quality and semantic priming and a later lexical stage that is influenced by word frequency and semantic priming. Although there have been attempts to interpret these effects within a singleprocess model (see Plaut & Booth, 2000) , the full pattern of results remains problematic for such attempts (see Borowsky & Besner, 2006 , and reply by Plaut & Booth, 2006 ; see also Yap, Tse, & Balota, 2009 ).
The present research focuses on the additive effects of frequency and stimulus quality. As noted, this simple additive pattern appears to support serially organized stages and is challenging for the currently most successful models of visual word recognition, where there is a heavy reliance on interactive activation mechanisms (e.g., McClelland & Rumelhart, 1981) . Such interactive activation mechanisms are central to the dual-route cascaded (DRC) model (Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) and the connectionist dual process (CDPϩ) model (e.g., Perry, Ziegler, & Zorzi, 2007) . The most straightforward prediction from the interactive activation framework is that the word frequency effect should be larger for visually degraded input compared with clear input, since the slower uptake of featural letter information should have more of an influence for representations that are further from threshold, that is, low-frequency words. As noted, however, the effect of word frequency is of the same size for words presented in clear fashion and words that are visually degraded in some manner. This pattern was originally reported by Stanners, Jastrzembski, and Westbrook (1975) and has been replicated many times. Independent of the interactive activation framework, it is indeed counterintuitive that the influence of stimulus quality would be comparable for uncommon, low-frequency words (e.g., silo) and common, high-frequency words (e.g., farm).
Although the additive effects of word frequency and stimulus quality on lexical decision performance have been replicated many times, the basic counterintuitive pattern and the high degree of interactivity in the lexical processing architecture suggests that there may be an alternative interpretation underlying this pattern. Recently, Masson and Kliegl (in press ) have reported study findings that suggest that this is indeed the case. They reported two experiments that not only bring into question the additive effects of stimulus quality and word frequency but the manner in which inferences are made regarding additive and interactive effects from standard factorial analysis of variance (ANOVA) designs. Because of the importance of this contribution, we attempted to explore their approach in greater depth. Masson and Kliegl (in press ) argued that in order to fully interpret the influence of different variables on a given trial, one must also consider the effects of trial history within an experimental design. Indeed, there is accumulating evidence indicating that the response latencies on previous trials within a standard reaction time study can influence the pattern obtained (see Kinoshita, Forster, & Mozer, 2008; Lupker, Kinoshita, Coltheart, & Taylor, 2003) . Specifically, it is possible that the apparent additive effects observed in reaction time data actually reflect tradeoffs between previous trial history and the nature of the current trial. Hence, it is important to consider trial history in order to directly demonstrate truly additive effects. Masson and Kliegl's approach reflects a recent movement in psycholinguistics and other domains of conducting linear mixed-effects modeling (LME; Baayen, Davidson, & Bates, 2008) , which allows by-subject and by-item effects to be explored within the same analysis.
Masson and Kliegl (in press) conducted two lexical decision experiments that factorially crossed semantic priming, stimulus quality, and word frequency to further examine the joint effects of stimulus quality and word frequency. The results from their first experiment yielded an interaction among previous trial stimulus quality, current trial stimulus quality, and word frequency. When they examined this interaction further, they found a significant underadditive interaction when the previous trial was clear but a nonsignificant overadditive interaction when the previous trial was degraded. Hence, the stimulus quality by word frequency interactions moved in opposite directions as a function of previous trial stimulus quality. When one collapses across previous trial history, (spuriously) additive effects of stimulus quality and word frequency are yielded. In their second experiment, Masson and Kliegl manipulated stimulus quality between different blocks of trials and so could not examine the interaction of previous trial stimulus quality and current trial stimulus quality and word frequency. However, Masson and Kliegl did obtain via the LME analyses a reliable four-way interaction among previous trial lexicality, current trial stimulus quality, word frequency, and semantic priming. They argued, on the basis of this complex interaction, that the joint effects of stimulus quality and word frequency are modulated by previous trial lexicality and semantic priming, which again calls into question the presumed additive effects of these two variables.
Masson and Kliegl (in press) interpreted their results as suggesting that the additive effects that have been observed in the past studies are confounded by trial history effects and so do not truly reflect additive effects. Consequently, such additivity does not pose a serious problem for interactive activation or parallel distributed processing perspectives. They correctly noted that one needs to be cautious in interpreting additive effects when previous trial history is not taken into account. This is a critical observation that does not merely have relevance to the effects of stimulus quality and word frequency but also to extensions of the interpretation of how multiple variables combine to influence performance in any study. Although Masson and Kliegl did not strongly endorse a particular theoretical perspective, they believed their results are most consistent with a dynamic continuous function relating input and output, similar to the nonlinear function described by Plaut and Booth (2000) . This framework can handle interactive or additive effects depending on where one is on the input-output function. According to Masson and Kliegl, it is also possible that the previous trial may influence where one is on the input-output function on the current trial, and hence, one needs to take into consideration previous trial history when interpreting interactive or additive effects. In addition, Masson and Kliegl also pointed out that their results are consistent with the adaptation to the statistics of the environment (ASE) model developed by Kinoshita et al. (2008; Kinoshita, Mozer, & Forster, 2011) , based on a Bayesian framework in which participants take advantage of trial history. Clearly, these perspectives are inconsistent with any notion that the purported additive effects of word frequency and stimulus quality provide evidence in support of separable processing stages in visual word recognition.
In the present study, we addressed two issues: First, there were aspects of Masson and Kliegl's design that may limit the generalizability of their findings to the many studies in the literature in which the additive effects of stimulus quality and word frequency have been replicated. Second, in the course of reanalyzing data from our previous studies, we uncovered a concern in which a standard procedure of transforming data in LME modeling can influence the pattern of results obtained via the analyses. Specifically, in such analyses, one often transforms reaction time data of the individual subject so that the residuals are more normally distributed. This rescaling of raw reaction time can actually influence the pattern of results when one is examining multiple variables. Although such transformations do not appear to be a critical factor influencing the results in the Masson and Kliegl study, it is clear that the data transformation had a definite and systematic influence in the present reanalyses. We now discuss each of these issues in turn.
Semantic Priming and the Additive Effects of Word
Frequency and Stimulus Quality Masson and Kliegl (in press ) not only manipulated word frequency and stimulus quality in their study but also included a third factor, semantic priming. This indeed is quite reasonable, given the original conundrum described earlier regarding the complex pattern of interactivity and additivity among the three variables. However, it has recently become clear that the additive effects of This document is copyrighted by the American Psychological Association or one of its allied publishers.
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word frequency and stimulus quality can be modulated by the presence of semantically related primes within the experimental context. Specifically, Scaltritti et al. (2012) have shown that one obtains additive effects of word frequency and stimulus quality only following related primes, when semantic priming is manipulated within the experiment (also see Borowsky & Besner, 1993) . They argued that the presence of semantically related primes induces a listwide retrospective checking process that has its greatest influence on the most difficult low-frequency words presented in a degraded fashion. When a match is found between this checking process and a related prime, one finds additivity; however, when no match is found, the low-frequency degraded words are especially compromised, leading to the overadditive interaction. In a critical second experiment, Scaltritti et al. eliminated the semantically related primes, thus including only unrelated primes, and found that the overadditive interaction in the presence of related primes reverted back to additivity when those primes were removed. Indeed, the listwide retrospective checking process is consistent with recent arguments by Balota, Yap, Cortese, & Watson (2008) ; Thomas, Neely, and O'Connor (2012); and Yap, Balota, and Tan (2013) in studies examining stimulus degradation and semantic priming. The analyses provided by Masson and Kliegl actually provide some support for the influence of semantic priming in their study. In both experiments, there was evidence of higher order interactions when semantic priming was included in the analyses. Thus, because of the theoretical importance of additive effects of stimulus quality and word frequency as well as the Scaltritti et al. results, it is important to directly address whether the additive effects hold up in LME when only word frequency and stimulus quality are manipulated, without semantic priming. In order to directly address this issue, we present reanalyses of three recently published studies that have directly addressed the influence of word frequency and stimulus quality in lexical decision performance. The first study (Yap & Balota, 2007) involved a between-participants manipulation of stimulus quality, along with a within-participant manipulation of word frequency. This replicated the original study by Stanners et al. (1975) demonstrating additive effects of the two variables in a between-participants manipulation. The second study included a within-participant manipulation of both frequency and stimulus quality with pronounceable nonwords (e.g., flirp; Yap, Balota, Tse, & Besner, 2008 , Experiment 1), while the third study included a within-participant manipulation of both variables with pseudohomophones (e.g., brane; Yap et al., 2008, Experiment 2) . To preview our results, none of the studies demonstrate that the nature of the previous trial moderates the additive effects of word frequency and stimulus quality.
The Influence of Transformations on Additive and Interactive Effects
The second issue that we explored in the present study was the influence of transforming response time data. This issue has a rich history in mental chronometry (see, e.g., Baayen & Milin, 2010; Kliegl, Masson, & Richter, 2010; Rouder, Tuerlinckx, Speckman, Lu, & Gomez, 2008 , for thorough recent discussions of the issue). With the advent of LME modeling, there has been an increased emphasis on transforming raw reaction time data in order to produce residuals that are more normally distributed. Because the target of LME is trial-level data, and because reaction time (RT) distributions are almost always positively skewed, researchers have applied transformations to normalize the data. For example, Masson and Kliegl (in press) used the reciprocal transformation (i.e., Ϫ1/RT), which is commonly used in word recognition research (e.g., Andrews & Lo, 2012; Kinoshita et al., 2011) , although the logarithmic transformation is also used (see Baayen et al., 2008) . Indeed, based on the Box-Cox procedure (Box & Cox, 1964) , the reciprocal transformation most closely approximated normality in all of our reanalyses presented in the following text.
In our LME reanalyses of previous studies to examine trial history effects (described later), we consistently observed a tendency toward underadditivity in the influence of stimulus quality and word frequency when the inverse transformation was used but not when the raw RTs were analyzed. As discussed later, this is a natural consequence of the slower conditions in the design matrix being more influenced by the inverse RT condition than the remaining faster conditions. We should emphasize here that this observation does not appear to pose a major problem for the conclusions reached by Masson and Kliegl (in press ) because they noted in their footnote 1:
We repeated the LMM analyses reported below using response time instead of the reciprocal transformation and found essentially the same results. This was true for both Experiment 1 and Experiment 2. A few interactions that were significant with the reciprocal measure were not significant in the response time analysis, probably because of lower statistical power due to heterogeneity of residuals.
Therefore, it is important to consider this second observation about RT transformations as independent of the Kliegl and Masson study per se.
Overview of the Experiments
As noted, our goal in the present study was to examine if the additive effects of word frequency and stimulus quality persist when one conducts LME analyses to examine trial history and semantic priming is not included in the design. We examined three published studies that only manipulated stimulus quality and word frequency, and obtained large effects of both variables, but no hint of an interaction in the standard ANOVAs. All experiments were conducted at Washington University in St. Louis. Because RT distributional analyses were conducted, each experiment included a large number of observations per participant cell. We briefly describe each experiment here, but full details are available in the published reports. Yap and Balota (2007) included a between-participants manipulation of stimulus quality, with 100 high-frequency words and 100 low-frequency words randomly interspersed within a lexical decision task with 200 pronounceable nonwords. Thirty-seven individuals were in the clear condition, and 35 were in the degraded condition. Yap, Balota, Tse, and Besner (2008 This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
Results
The data were analyzed using Proc Mixed in SAS Version 9.3 and were trimmed in the same fashion as in the original studies. Specifically, RTs on error trials, as well as any latency faster than 200 ms or slower than 3,000 ms, were initially removed. Of the remaining trials, any latency that was 2.5 standard deviations away from the individual mean was also removed.
1 The data were then submitted to a LME analyses with subject and items treated as crossed random effects (Baayen et al., 2008; Quené & van den Bergh, 2008) . For the Yap and Balota (2007) data set, stimulus quality, word frequency, previous trial lexicality, and all the twoand three-way interactions were included as fixed effects. Since stimulus quality was manipulated between subjects, the effect of previous trial quality could not be assessed. For the Yap et al. (2008) data sets, stimulus quality was a within-subject factor, and hence, previous trial quality was also included as a fixed effect in addition to all the remaining interactions.
2 Analyses were conducted on both the raw RTs as well as the reciprocal transformation (Ϫ1,000/RT).
The results of the LME analyses of each experiment are displayed in Tables 1-3. In the left half of each table, the analyses are displayed for the raw RT data, and in the right half of each table, the data are displayed for the inverse transformed data. Of course, the critical aspects of these analyses were (a) the additive effects of frequency and stimulus quality in the raw and transformed data, and (b) whether these additive effects of frequency and stimulus quality are modified when previous trial effects were added into the LME analyses.
First, consider the analyses of the Yap and Balota (2007) study with the between-participants manipulation of stimulus quality. As shown in the analyses of the raw RT data, there is clear additivity of stimulus quality and word frequency, as reported in the original article. It is important to note that these two variables do not interact in higher order interactions with previous trial history in the LME analyses. Interestingly, turning to the inverse transformed data, there is actually an underadditive interaction between stimulus quality and frequency, which, as argued later, is likely due to the data transformation. This interactive effect is again not modulated by the inclusion of previous trial history.
The differing patterns of stimulus quality and word frequency in the inverse transformed and untransformed data are displayed in the top panel of Figure 1 . As shown there, the interaction indicates that transforming the additive effects in the raw data actually leads to an underadditive interaction, that is, lowfrequency words are less disrupted by stimulus quality than highfrequency words. As we will discuss later, we believe that this is a predictable effect in that the slow RTs (for degraded lowfrequency words) are more influenced by the transformation than the fast RTs, and hence the tail of the RT distribution is diminished for this condition. Thus, an additive effect in the raw response latencies becomes underadditive once the data are transformed.
Turning to the study by Yap et al. (2008, Experiment 1) with pronounceable nonwords, the results from the LME analyses are shown in Table 2 . In this study, there is again clear additivity in the untransformed data that does not interact with previous trial history. The additive pattern also occurs in the inverse transformed data and again is not influenced by previous trial history. However, as shown in the middle panel of Figure 1 , there is again evidence of a tendency toward underadditivity in the inverse transformed data. Specifically, the hint of an overadditive interaction in the raw RT data becomes slightly underadditive in the transformed data, but neither of these produces reliable interactions.
The results from the LME analyses of the Yap et al. (2008) study with the pseudohomophones are shown in Table 3 . The results again indicate that there are additive effects in the raw RTs, which were not influenced by previous trial history. Interestingly, as the analysis of the Yap and Balota (2007, Experiment 1) data indicated, one again finds a reliable interaction between frequency and stimulus quality in the transformed data. This interactive pattern is displayed in the bottom panel of Figure 1 . Again, the same pattern is found. Specifically, the inverse transformed data produces a reliable underadditive interaction, whereas the analysis of the raw data produces the expected additivity. There is no hint of an interaction with previous trial history.
Summary
The results from the analyses of three previous published studies in which word frequency and stimulus quality were manipulated are quite clear. First, regarding the relevance to the Masson and Kliegl study, there is no evidence that previous trial history influences either the raw RT effects or the inverse transformed RT effects.
Second, regarding the influence of the inverse data transformation, there is consistent evidence of additive effects of frequency and stimulus quality in the raw RTs, which becomes more underadditive in the transformed data.
Before discussing the implications of these results, we now turn to the influence of lexicality (word vs. nonword) and stimulus quality in the same three studies. Our goal here was to determine if the tendency toward a more underadditive pattern when the data are transformed extends beyond word frequency and stimulus quality. Figure 2 displays the untransformed and inverse transformed data for lexicality and stimulus quality in the same manner that word frequency and stimulus quality were displayed in Figure 1 . As shown in the top panel of Figure 2 , the results from Yap and Balota (2007) produced a larger overadditive interaction between lexicality and stimulus quality in the untransformed data. Specifically, the effect of lexicality was two times as large in the degraded condition as in the clear condition when one considers the raw RTs. However, in the transformed data, the effect of lexicality was only 1.2 times larger in the degraded condition than in the clear condition.
Lexicality and Stimulus Quality: Further Examination of the Effect of the Inverse RT Transformation
1 Because Kliegl and Masson used a relatively liberal screening in their study (only screened approximately 0.5% of RT observations, we also explored the possibility that differences in screening could have led to the differences in results. Thus, we trimmed at 3 s (which eliminated overall 0.4% of the RTs) and still found no evidence that previous trial history modulated the additive effects of stimulus quality and word frequency. 2 We also explored a variety of random effect structures in these analyses, and again, the previous trial history did not modulate the additive effects of stimulus quality and word frequency in these analyses. This document is copyrighted by the American Psychological Association or one of its allied publishers.
The results from Yap et al. (2008) with pronounceable nonwords are displayed in the middle panel. Here one can see evidence of additive effects of lexicality and stimulus quality in the untransformed data. However, in the transformed data, there is a highly reliable underadditive interaction, indicating that for degraded stimuli, there is a smaller effect of lexicality than for clear stimuli.
The results from the Yap et al. (2008) study with pseudohomophones are displayed in the bottom panel. Here one can see a reliable, albeit small, overadditive effect of lexicality and stimulus quality in the raw RT data. Importantly, in the transformed data, one finds a highly reliable underadditive interaction of lexicality and stimulus quality. Hence, the very nature of the interaction reverses.
In summary, across the three experiments examining stimulus quality and lexicality, one again finds a consistent pattern toward more underadditive interactions in the inverse transformed data than in the raw data. This is exemplified by (a) a highly significant overadditive interaction in the untransformed data that becomes more additive in the transformed data, (b) an additive pattern in the untransformed data that becomes highly underadditive, and (c) a small overadditive interaction in the untransformed data that becomes underadditive. Clearly, these results converge with our earlier analyses on the joint influence of word frequency and stimulus quality. Specifically, when one uses inverse transformed data, compared to raw RT data, there is more of an impact on the slowest condition than on the remaining conditions. Note. Reaction times (RTs) measured in milliseconds. SE ϭ standard error. This document is copyrighted by the American Psychological Association or one of its allied publishers.
General Discussion
The present set of analyses were initially motivated by an important observation by Masson and Kliegl (in press) indicating that the apparent additive effects of word frequency and stimulus quality do not reflect true additivity but more likely reflect subtle trial history effects that are best uncovered by LME analyses. Because of the importance of the consistent additive effects of these two variables for extant models, we further explored this pattern using data from three published experiments. We were motivated to further explore the Masson and Kliegl results because there is now evidence that the presence of semantic primes (which were included in the Masson & Kliegl study) actually induces a listwide retrospective checking process that indeed can moderate the presence of additive or interactive effects of word frequency and stimulus quality (Scaltritti et al., 2012 , see also Borowsky & Besner, 1993) . Of course, because the Scaltritti et al. and the Masson and Kliegl studies were under review at the same time, there was no way for Masson and Kliegl to have known about the Scaltritti et al. (2012) results. The present reanalyses of three previously published experiments indicate that additive effects of frequency and stimulus quality do not interact with previous trial history when semantic priming is not included in the study. O'Malley and Besner (in press) have recently come to the same conclusion from a reanalysis of a previous speeded pronunciation study that only manipulated word frequency and stimulus quality.
The observation that the effects of frequency and stimulus quality are not moderated by previous trial history further points to the robustness of the additive effects of these two variables in visual word recognition. As noted earlier, models that incorporate interactive activation mechanisms (e.g., Coltheart et al., 2001; Perry et al., 2007) and connectionist principles (e.g., Plaut & Booth, 2000) cannot easily, if at all, accommodate these additive effects. These results appear to be most compatible at present with serially organized stages. For example, one way to account for these effects is that there is an early normalization process that cleans up the stimulus, which is followed by a second stage that involves lexical access. The second lexical access process is where word frequency modulates performance (see Yap & Balota, 2007) . It is also interesting that Sternberg (1969) interpreted the additive effects of set size and stimulus quality in memory scanning, another binary decision task, as being consistent with an initial normalization (clean-up) stage prior to memory search.
In pursuing these analyses, we also observed a consistent influence of using a standard inverse transformation of raw reaction time data.
3 Because LME analyses directly address subject-byitem-level data, one needs to ensure that the residuals are normally distributed. Since RT distributions at the subject level are almost always highly skewed, one often transforms the data to normalize the residuals for the mixed effects analyses. However, by performing this transformation, one is losing potentially important aspects of the RT distribution. For example, there is now evidence that some variables can have isolated effects on different components of the RT distribution (e.g., semantic priming has been shown to shift the RT distribution; see Balota et al., 2008) , whereas word frequency both shifts and increases the skew (e.g., see Yap & Balota, 2007) . Moreover, there are important models of performance in reaction time tasks, which capitalize on the shape of the underlying RT distribution (e.g., Ratcliff, 1978, diffusion model) . By transforming the skewed RT distribution in order to normalize the residuals, one is obscuring important aspects of that distribution.
Importantly, the influence of the inverse transformation was quite powerful in the present results at the factor level. When Table 3 Linear Mixed Effects Analyses for Yap, Balota, Tse, and Besner (2008, Experiment 2) This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
examining the joint effects of word frequency and stimulus quality, we found that additive patterns in the raw data consistently became more underadditive in the inverse transformed data. Turning to the joint effects of lexicality and stimulus quality, we found that the pattern was also quite consistent. Specifically, the slowest condition in the inverse transformed data was relatively more influenced by the transformation than the remaining three conditions. This resulted in large overadditive interactions becoming less overadditive, additive effects becoming underadditive, and small overadditive interactions becoming highly underadditive. Why would one expect a tendency toward underadditivity when transforming raw RT data? This tendency naturally follows from the influence of the transformation at different levels of the scale. Specifically, the difference between inverse transformations becomes smaller at longer RTs. Consider the simplest example, in which one observes additive effects of Factors A and B with the following means: A1B1 ϭ 500 ms, A2B1 ϭ 600 ms, A1B2 ϭ 600 ms, and A2B2 ϭ 700 ms. Here one can see main effects of 100 ms for both Factors A and B with no evidence of an interaction. However, if one now considers the inverse transformed data, one now has the following means: A1B1 ϭ Ϫ2.00, A2B1 ϭ Ϫ1.67, A1B2 ϭ Ϫ1.67, and A2B2 ϭ Ϫ1.43. Now an underadditive interaction emerges where the effect of Factor B is smaller for the slower level in Factor A (Ϫ1.67 ϩ 1.43 ϭ Ϫ0.24) than for the faster level in Factor A (Ϫ2.00 ϩ 1.67 ϭ Ϫ0.33). Clearly, such transformations will be biased toward decreasing the difference in the slower conditions of the untransformed data.
It is worth noting that the tendency toward underadditivity is also difficult to reconcile with the predictions from extant interactive activation models. For example, consider the influence of stimulus quality and word frequency within a simple interactive activation framework. One would assume a priori that stimulus quality would influence the rate of accumulation of featural information per unit of time, whereas word frequency should influence the thresholds (or resting activations) for recognition of a lexical representation. For example, if the rate of accumulation of features is 30 per time unit for clear stimuli and 20 per time unit for degraded stimuli, and high-frequency words have a threshold of 90 and low-frequency words have a threshold of 120, then one should expect the influence of stimulus quality to be larger for lowfrequency words (2 time units) than for high frequency words (1.5 time units). Thus, the obvious predictions from the interactive activation model would be an overadditive interaction (Reynolds & Besner, 2004 , came to the same conclusion from interactive activation simulations). The observation that one finds the opposite underadditive pattern with inverse transformed data further brings into question the influence of the transformation. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
The influence of data transformations on the pattern of additive and interactive effects is also quite important when considering the nonlinear input output function developed by Plaut and Booth (2000) . Specifically, Plaut and Booth argued that one can find underadditive, additive, or overadditive patterns, depending upon where one is on this function. This is an important theoretical observation. However, given the influence of the data transformation on producing a tendency toward underadditivity, one would need to be careful to consider whether the location of individuals at different points of the input-output function reflects meaningful individual differences or is simply an artifact of the transformation procedure.
Finally, one may argue that the inverse transformation may reflect processing speed, and this is indeed a better metric than raw RT when considering the influence of variables. Even if this were the case, one would need a principled argument regarding the different patterns in raw RT data versus transformed data. As mentioned earlier, there are extant models that rely on the underlying RT distributions (e.g., Ratcliff's, 1978, diffusion model) , and by transforming the data, one loses important constraints for such models.
In summary, Masson and Kliegl (in press ) have produced an important article in which they used LME analyses to examine the joint effects of word frequency, stimulus quality, and semantic priming. Indeed, a number of aspects of this article are important contributions to the literature, and this is the first study that has examined all three variables with LME analyses. Here we focused on the simple observation that the additive influence of word frequency and stimulus quality are a reflection of trial history. The present results provide no support for the argument that trial history influences the joint effects of word frequency and stimulus quality when semantic priming is not included as a factor. In this light, the present study further points to the robustness of the additive effects of these two variables and the important theoretical ramifications noted earlier. Moreover, although we are sympathetic to the goals of LME analyses, we also provided evidence suggesting that inverse transformations of raw RT data to normalize the residuals in LME analyses can have quite dramatic effects on the pattern of means. Hence, we believe that at the very least, one needs to explore both the raw data and the transformed data when making inferences about how variables combine to influence performance. This document is copyrighted by the American Psychological Association or one of its allied publishers.
