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Abstract
In this paper, two iterative methods are given to solve coupled discrete Markovian jump Lyapunov equations arising from
the stability analysis of discrete-time Markovian jump systems. When such equations have unique positive definite solutions, a
sufficient condition for the convergence of iterates for one iterative method is derived. When such equations only have unique
solutions, but not necessarily positive definite, the above iterative method may fail and an alterative iterative method is provided by
using the solutions of discrete-time Lyapunov equations as its intermediate steps. A sufficient condition is also presented for the
convergence of the iterates.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
A discrete-time Markovian jump linear system can be considered as a switched system, which has a discrete-
time Markov chain representing the mode of the system and a discrete state [1–9]. Coupled discrete Markovian
jump Lyapunov equations have been introduced for the stability analysis of discrete-time Markovian jump systems
in [2,10]. Existence of positive definite solutions of such equations is equivalent to the mean square stability of the
associated discrete-time Markovian jump systems. The condition can be related to the spectral radius of an augmented
matrix being less than one. Costa and Fragoso in [2] also give a formula to compute the exact solutions in terms of
matrix inversion and Kronecker product, which is computationally expensive if the system dimension and the number
of modes are large. Borno and Gajic in [11] propose a parallel algorithm for solving coupled discrete Markovian
jump Lyapunov equations. However, their method requires two strong assumptions, one is the zero initial condition,
the other is the stability of all subsystems. We will show that the sequence of iterates by the algorithm in [11] is
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also convergent without these two assumptions. Iterative least-squares algorithm is used to solve the general coupled
Sylvester matrix equations, which cover coupled discrete Markovian jump Lyapunov equations as a special case
in [12]. It is shown that the sequence of iterates converges to the exact solutions from any initial value if the general
coupled Sylvester matrix equations have unique solutions. However, in order to rewrite coupled discrete Markovian
jump Lyapunov equations as the general coupled Sylvester matrix equations, the number of variables has to be doubled
comparing with the original one. This significantly increases the computational burden when the number of coupled
discrete Markovian jump Lyapunov equations is large.
The purpose of this paper is to give two iterative methods to find solutions of coupled discrete Markovian jump
Lyapunov equations. The reminder of this paper proceeds as follows: in Section 2, preliminary results are given.
Section 3 is devoted to find the solutions of coupled discrete Markovian jump Lyapunov equations if such equations
have unique positive definite solutions. Section 4 provides an alternative iterative method to obtain the solutions if
they are unique, but not necessarily positive definite. A conclusion is given in Section 5.
Notation. Throughout this paper, the notation X ≥ Y (respectively, X > Y ) for real symmetrical matrices X and Y
means that the matrix X − Y is positive semidefinite (respectively, positive definite). P = (P1, P2, . . . , PN ) > 0
(or ≥ 0) means Pi > 0 (or ≥ 0), i = 1, 2, . . . , N . X = [xi j ]  0 for matrix X denotes a nonnegative
matrix with xi j ≥ 0. For a matrix Q = [qi j ], |Q| = [|qi j |]  0, where
∣∣qi j ∣∣ are the absolute value of
qi j , i, j = 1, 2, . . . , n. MT represents the transpose of the matrix M . The notation ‖·‖F refers to the Frobenius
norm and ‖·‖ denotes the consistent matrix norm. Identity matrices are invariably denoted by I and zero matrices
are denoted by 0. The Kronecker product of matrices is denoted by ⊗ and the spectral radius of the matrix X is
represented by ρ(X). The vec of a matrix S = [s1 s2 · · · sn] is defined as vec(S) = [sT1 sT2 · · · sTn ]Tand
vec(S1, S2, . . . , SN ) =
[
vec(S1)T vec(S2)T · · · vec(SN )T
]T
is the vec of (S1, S2, . . . , SN ) .
2. Preliminary results
Given a probability space (Ω ,F,P) where Ω is the sample space, F is the algebra of events, and P is the
probability measure defined on F . Let {θ (k) , k ≥ 0} be a discrete-time homogeneous Markov chain with finite state
space N˜ = {1, . . . , N } and stationary transition probability matrix Π = [pii j ]i, j∈N˜ , where
Pr {θ (k + 1) = j | θ (k) = i} = pii j , ∀i, j ∈ N˜
with pii j ≥ 0,∀i, j ∈ N˜ and∑Nj=1 pii j = 1, i ∈ N˜ .
Consider the following discrete-time Markovian jump linear system Σ on a probability space (Ω ,F,P):
Σ : x (k + 1) = Aθ(k)x(k), x(0) = x0, θ (0) = θ0
where x(k) ∈ Rn is the state and A = (A1, A2, . . . , AN ) , Ai ∈ Rn, i ∈ N˜ , θ0 ∈ N˜ . The coupled discrete Markovian
jump Lyapunov equations associated with system Σ are given by
Ai
(
N∑
j=1
pii j Pj
)
ATi − Pi + Si = 0, i ∈ N˜ . (1)
Lemma 1 ([2]). The following statements are equivalent:
(1) For any given S = (S1, S2, . . . , SN ) > 0, there exists P = (P1, P2, . . . , PN ) > 0 satisfying (1).
(2) ρ(X) < 1, where
X =

pi11 (A1 ⊗ A1) pi12 (A1 ⊗ A1) · · · pi1,N (A1 ⊗ A1)
pi21 (A2 ⊗ A2) pi22 (A2 ⊗ A2) · · · pi2,N (A2 ⊗ A2)
· · · · · · . . . · · ·
piN−1,1 (AN−1 ⊗ AN−1) piN−1,2 (AN−1 ⊗ AN−1) · · · piN−1,N (AN−1 ⊗ AN−1)
piN ,1 (AN ⊗ AN ) piN ,2 (AN ⊗ AN ) · · · piN ,N (AN ⊗ AN )
 .
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In this case,
P = (P1, P2, . . . , PN ) (2)
where
vec(P1, P2, . . . , PN ) = (I − X)−1 vec(S1, S2, . . . , SN ).
Remark 1. The equations in (1) have a unique solution P if and only if I − X is invertible. The equations in (1) are
a special case of the coupled Sylvester matrix equations in [12] given by
Ai
(
N∑
j=1
pii j Pj
)
ATi − Pi+N + Si = 0
Pi − Pi+N = 0, i ∈ N˜
by introducing the variables PN+1, . . . , P2N . Therefore, in order to rewrite the equations in (1) as the coupled
Sylvester matrix equations, the number of variables would be doubled, which increases the computational cost.
Lemma 2 ([13]). A necessary and sufficient condition for an iteration u(k+1) = Au(k)+B to converge is ρ(A) < 1,
where A and B are finite matrices.
Lemma 3 ([14]). Let P, Q be square matrices. If |P| ≤ Q, then ρ (P) ≤ ρ (|P|) ≤ ρ (Q) .
Lemma 4 ([15]). Let C = [Ci j ] be a square block matrix, with Ci j  0. Let B = [‖Ci j‖] be a nonnegative matrix.
Then ρ(C) ≤ ρ (B) .
Lemmas 3 and 4 lead to the following remark:
Remark 2. Let C = [Ci j ] be a square block matrix and B = [‖|Ci j |‖]. Then ρ (C) ≤ ρ (|C |) ≤ ρ (B) .
3. Positive definite solution
Lemma 5 ([11]). If the equations in (1) have a solution P = (P1, P2, . . . , PN ) ≥ 0 (respectively > 0) for
S = (S1, S2, . . . , SN ) ≥ 0 (respectively > 0) and Ai , i ∈ N˜ , are Schur stable, the solution of (1) can be obtained by
the following iterative procedure:
Pi (k + 1) = Ai
(
N∑
j=1
pii j Pj (k)
)
ATi + Si , i ∈ N˜ (3)
for zero initial condition P(0) = (P1(0), P2(0), . . . , PN (0)) = (0, 0, . . . , 0) .
Remark 3. The iteration in (3) to find the solution of (1) is based on the following three assumptions: (i). The
equations in (1) have a solution P = (P1, P2, . . . , PN ) ≥ 0 (respectively > 0) for S = (S1, S2, . . . , SN ) ≥ 0
(respectively > 0). (ii). Matrices Ai , i ∈ N˜ , are Schur stable (ρ (Ai ) < 1, i ∈ N˜ ). (iii). Zero initial condition
P(0) = (P1(0), P2(0), . . . , PN (0)) = (0, 0, . . . , 0). However, the assumptions (ii) and (iii) are not necessary
and the iteration sequence by (3) converges to the solution in (2) without these two assumptions by changing
condition (i) to condition (iv). The equations in (1) have a solution P = (P1, P2, . . . , PN ) > 0 for any given
S = (S1, S2, . . . , SN ) > 0.
The following example will show that when some ρ (Ai ) > 1, i ∈ N˜ , and the initial condition is nonzero, the
solution of (1) can also be obtained by (3).
Example 1. For
A1 =
[
1.2 0
0 −0.8
]
, A2 =
[
0.2 0
0 −0.7
]
, Π =
[
0.49 0.51
0.36 0.64
]
S1 =
[
0.7376 0
0 2.2560
]
> 0, S2 =
[
0.9024 0
0 0.3240
]
> 0
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with ρ(A1) > 1 and ρ(A2) < 1, the exact solution of (1) is
Pexact = (Pexact1, Pexact2) =
([
5 0
0 4
]
,
[
1 0
0 1.5
])
> 0. (4)
The error of the kth iterate is defined as
max
i∈N˜
{∥∥∥Pˆi (k)− Pexacti∥∥∥
F
}
(5)
where Pˆ(k) = (Pˆ1(k), Pˆ2(k), . . . , PˆN (k)). Starting with the indefinite and nonsymmetrical initial condition
P(0) = (P1 (0) , P2 (0)) =
([
0 1
0 1
]
,
[−1 1
0 1
])
and using the iteration in (3) with convergent tolerance 10−7, the solution is given by
Pˆ (60) =
(
Pˆ1 (60) , Pˆ2 (60)
)
=
([
4.99999997949090 0
0 4
]
,
[
0.99999999957519 0
0 1.5
])
> 0. (6)
The Frobenius norm of the error between the solutions in (4) and (6) is∥∥∥Pˆ1 (60)− Pexact1∥∥∥
F
= 2.050910286044429× 10−8∥∥∥Pˆ2 (60)− Pexact2∥∥∥
F
= 4.248074114708137× 10−10.
From Lemmas 1 and 5, we have the following corollary without the conditions that ρ (Ai ) < 1, i ∈ N˜ , and zero
initial condition to find the solution of (1).
Corollary 1. If the equations in (1) have a solution P = (P1, P2, . . . , PN ) > 0 for any given S = (S1, S2, . . . , SN ) >
0, the solution of (1) can be obtained by the following iteration:
Pi (k + 1) = Ai
(
N∑
j=1
pii j Pj (k)
)
ATi + Si , i ∈ N˜ (7)
for any initial condition P(0) = (P1(0), P2(0), . . . , PN (0)).
Proof. From (7) and for any (P1(0), P2(0), . . . , PN (0)), we have
P¯(k + 1) = X P¯(k)+ S¯
where
P¯(k) = vec(P1(k), P2(k), . . . , PN (k)), S¯ = vec(S1, S2, . . . , SN ).
According to Lemma 1, ρ(X) < 1 is equivalent to the fact that the equations in (1) have a solution P =
(P1, P2, . . . , PN ) > 0 for any given S = (S1, S2, . . . , SN ) > 0. Then, from Lemma 2, P¯(k + 1) converges to
lim
k→∞ P¯(k + 1) = limk→∞
(
k∑
l=0
X l S¯ + X k+1 P¯(0)
)
= (I − X)−1 S¯
and
vec(P1(∞), P2(∞), . . . , PN (∞)) = (I − X)−1 S¯, i ∈ N˜
which is the exact solution of (1). This completes the proof. 
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Remark 4. If the equations in (1) have a solution P = (P1, P2, . . . , PN ) > 0 for any given S = (S1, S2, . . . , SN ) >
0, then P can be obtained by minimizing f =∑Nj=1 trace(P˜j ) subjected to the following linear matrix inequalities:
Ai
(
N∑
j=1
pii j P˜j
)
ATi − P˜i + Si < 0, i ∈ N˜(
P˜1, P˜2, . . . , P˜N
)
> 0. (8)
This is because the positive definition solution P of (1) corresponds to the minimal positive definite solution of the
above convex minimization problem.
4. New iterative method
It can be indicated from Corollary 1 and Lemma 1 that the iteration in (7) can find the solution of (1) if ρ(X) < 1.
However, it may not guarantee convergence when ρ(X) > 1 while I − X is invertible, which means that the iterates
may not converge when the solution of the equations in (1) is not positive definite (even a unique solution exists). This
can be illustrated by the following example:
Example 2. We consider
A1 =
[
1.5 0
0 0.2
]
, A2 =
[
0.4 0
0 −0.2
]
, Π =
[
0.49 0.51
0.4 0.6
]
S1 =
[−4.385 0
0 2.982
]
= ST1 , S2 =
[
3.744 0
0 −2
]
= ST2
with ρ(A1) > 1 and ρ(A2) < 1.Moreover,
√
0.49ρ(A1) > 1. It is easy to check that ρ(X) = 1.1708 > 1 and I − X
is invertible, which implies that the equations in (1) have a unique solution. The exact solution of (1) is found to be
Pexact = (Pexact1, Pexact2) =
([−2 0
0 3
]
,
[
4 0
0 −2
])
.
However, the sequence of iterates of (7) will diverge due to ρ(X) > 1. With initial condition
P(0) = (P1 (0) , P2 (0)) =
([
1 1
0 −1
]
,
[
2 1
0 0
])
(9)
the 200th iterate of (7) is
Pˆ (200) =
(
Pˆ1 (200) , Pˆ2 (200)
)
=
(
1013 ×
[
4.06163524705279 0
0 0
]
, 1012 ×
[
2.41847844611523 0
0 0
])
with ∥∥∥Pˆ1 (200)− Pexact1∥∥∥
F
= 4.061635247052987× 1013∥∥∥Pˆ2 (200)− Pexact2∥∥∥
F
= 2.418478446111232× 1012
which means that the sequence of iterates diverges.
The unique solution given by (2) in terms of matrix inversion and Kronecker product is very simple and elegant,
but its use is restricted to the case when N and n are small due to the computational burden when N and n are large.
Therefore, motivated by the solution of single discrete-time Lyapunov equation, we introduce the following iteration:
pii i Ai Pi (k + 1)ATi − Pi (k + 1)+
N∑
j=1, j 6=i
pii j
(
Ai Pj (k)A
T
i
)
+ Si = 0, i ∈ N˜ (10)
to find the solution of (1) when the equations in (1) have a unique solution, irrespective of its definiteness.
The following theorem gives the condition for the iterates of (10) to converge to the solution in (2):
848 Q. Wang et al. / Computers and Mathematics with Applications 55 (2008) 843–850
Theorem 1. If the equations in (1) have a unique solution, the sequence of iterates P(k) = (P1(k), P2(k), . . . , PN (k))
in (10) converges for any initial condition P(0) = (P1(0), P2(0), . . . , PN (0)) if M is invertible and ρ(W ) < 1, where
M =

I − pi11 (A1 ⊗ A1) 0 · · · 0
0 I − pi22 (A2 ⊗ A2) · · · 0
· · · · · · . . . · · ·
0 0 · · · I − piNN (AN ⊗ AN )

W =

0 W12 W13 · · · W1,N−1 W1,N
W21 0 W23 · · · W2,N−1 W2,N
W31 W32 0 · · · W3,N−1 W3,N
· · · · · · · · · . . . · · · · · ·
WN−1,1 WN−1,2 WN−1,3 · · · 0 WN−1,N
WN ,1 WN ,2 WN ,3 · · · WN ,N−1 0

Wi j = pii j (I − pii i Ai ⊗ Ai )−1 (Ai ⊗ Ai ) , i 6= j, i, j ∈ N˜ .
Proof. For any P(0) = (P1(0), P2(0), . . . , PN (0)), the equations in (10) imply that
(I − pii i (Ai ⊗ Ai )) vec(Pi (k + 1)) =
N∑
j=1, j 6=i
(
pii j (Ai ⊗ Ai )
)
vec(Pj (k))+ vec(Si ), i ∈ N˜ .
As M is nonsingular, it can be shown that
P¯(k + 1) = W P¯(k)+ M−1 S¯ (11)
where
P¯(k) = vec(P1(k), P2(k), . . . , PN (k)), S¯ = vec(S1, S2, . . . , SN )
which can be further established that
P¯(k + 1) =
k∑
l=0
W lM−1 S¯ +W k+1 P¯(0).
From Lemma 2, P¯(k + 1) converges since ρ(W ) < 1. As I − X = M(I −W ), the limit of the series equals to
∞∑
l=0
W l = (I −W )−1 = (I − X)−1 M
and P¯(k + 1) converges to
P¯(∞) = vec(P1(∞), P2(∞), . . . , PN (∞)) = lim
k→∞
k∑
l=0
W l S¯ = (I −W )−1M−1 S¯ = (I − X)−1 S¯.
This completes the proof. 
Remark 5. It can be shown from Theorem 1 that M is invertible if and only if I−pii i (Ai ⊗ Ai ) , i ∈ N˜ , are invertible.
As the eigenvalues of Ai ⊗ Ai are the product of all the eigenvalues of Ai , the invertibility of M is equivalent to that
any product of all the eigenvalues of Ai is not equal to 1pii i , i ∈ N˜ .
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Table 1
Analysis based on 100 000 tests
N = 2, n = 2 N = 3, n = 3 N = 4, n = 4
ρ(X) < 1, ρ(W ) < 1 21 366 350 0
ρ(X) < 1, ρ(W ) > 1 0 0 0
ρ(X) > 1, ρ(W ) < 1 28 550 3881 30
ρ(X) > 1, ρ(W ) > 1 50 084 95 769 99 970
ρ(X) < ρ(W ) < 1 0 0 0
ρ(W ) < ρ(X) < 1 21 366 350 30
Pr(ρ(W ) < 1) 0.49916 0.04231 0.00030
Pr(ρ(X) < 1) 0.21366 0.00350 0.00000
To reduce the computational cost of computing ρ(W )whereW ∈ RNn2×Nn2 , according to Remark 2, an estimation
of ρ(W ), ρ(W˜ ), can be used to replace ρ(W ) in Theorem 1, where
W˜ =

0 ‖|W12|‖ · · ·
∥∥∣∣W1,N−1∣∣∥∥ ∥∥∣∣W1,N ∣∣∥∥
‖|W21|‖ 0 · · ·
∥∥∣∣W2,N−1∣∣∥∥ ∥∥∣∣W2,N ∣∣∥∥
· · · · · · . . . · · · · · ·∥∥∣∣WN−1,1∣∣∥∥ ∥∥∣∣WN−1,2∣∣∥∥ · · · 0 ∥∥∣∣WN−1,N ∣∣∥∥∥∥∣∣WN ,1∣∣∥∥ ∥∥∣∣WN ,2∣∣∥∥ · · · ∥∥∣∣WN ,N−1∣∣∥∥ 0
 ∈ RN×N .
Corollary 2. If the equations in (1) have a unique solution, the sequence of iterates P(k) = (P1(k), P2(k), . . . , PN (k))
generated by (10) converges for any initial condition P(0) = (P1(0), P2(0), . . . , PN (0)) if M is invertible and
ρ(W˜ ) < 1.
In the following remark, we analyse the probability of ρ(W ) < 1 and ρ(X) < 1 with 100 000 sample data for
different cases.
Remark 6. If the elements of Ai , i ∈ N˜ , and Π = [pii j ] are independently and identically distributed random
variables (normal distribution with zero mean and unit variance), we obtain the following results shown in Table 1. It
can be observed from Table 1 that the empirical probability of ρ(W ) < 1 is much larger than ρ(X) < 1. ρ(W ) < 1
(respectively ρ(X) < 1) requires that all the Nn2 eigenvalues of W (respectively X ) by random choices of Ai , i ∈ N˜ ,
and Π , have to lie in the unit circle. However, this is not easy to fulfil when N and n are more than 3, that is that
Nn2 ≥ 27. Therefore, most cases, arbitrary choices of Ai , i ∈ N˜ , and Π lead to ρ(X) > 1 and ρ(W ) > 1 when N
and n are greater than 4.
Remark 7. If the equations in (1) have a unique solution P = (P1, P2, . . . , PN ) but without positive definiteness, it
is unclear whether P can be obtained by the convex minimization problem discussed in Remark 4.
Example 3. Consider Example 2 again, it is easy to obtain that ρ(W ) = 0.8903 < 1 and M is nonsingular. With the
initial condition in (9), the solution of (1) by (10) is given by
Pˆ (185) =
(
Pˆ1 (185) , Pˆ2 (185)
)
=
([−1.99999998847150 0
0 3
]
,
[
4.00000000010936 0
0 −2
])
with ∥∥∥Pˆ1 (185)− Pexact1∥∥∥
F
= 1.152848727592474× 10−8∥∥∥Pˆ2 (185)− Pexact2∥∥∥
F
= 1.093583001932075× 10−10.
5. Conclusion
The iterative method proposed by Borno and Gajic in [11] to find the unique positive definite solutions of coupled
discrete Markovian jump Lyapunov equations may be restrictive when the spectral radius of some Ai , i ∈ N˜ is greater
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than 1. A new sufficient condition, which overcomes the above restriction, has been presented. However, if the unique
solutions are not positive definite, this method may fail to converge to them. In the case where the unique solutions are
not positive definite, an alternative iterative method has been provided to find the unique solutions. This is achieved
by restructuring the equations so that the solutions of discrete-time Lyapunov equations are used in the intermediate
steps.
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