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CHAPTER 1.  Introduction 
 
 
1.1 No Child Left Behind 
In 1965, President Lyndon B. Johnson signed the Elementary and Secondary 
Education Act (ESEA).  The ESEA called for government funding to be used to assist the 
underserved populace of minority and/or poverty students by giving schools extra funding 
(called Title I funding) based on the enrollment of students of poverty.  Implicit in the ESEA 
was the assumption that schools would use the needed extra resources to close the existing 
achievement gap between minority and majority students and between poverty and non-
poverty students.  Several amendments to the ESEA along with increasing concern regarding 
a lingering achievement gap between these groups, and a national report declaring the 
nation’s education to be “at risk” incited change to the original act 40 years later (National 
Commision on Excellence in Education, 1983).  Minority and/or poverty students are still 
disadvantaged in their educational opportunity and the resultant achievement gap has 
continued to linger (Koret Task Force, 2003).  As a result, Title I funding was viewed to need 
stricter regulations including performance assessment for schools receiving funding.  Thus, 
in 2001, President George W. Bush signed the No Child Left Behind Act (NCLB), a 
reauthorization of the ESEA.  States, local school districts, and schools would now be held 
accountable for the performance of all students and would need to meet certain requirements 
to continue receiving Title I funds ("No Child Left Behind Act of 2001," 2003). 
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The statement of purpose of the No Child Left Behind Act is:  
 “To ensure that all children have a fair, equal, and significant opportunity to obtain a 
high-quality education and reach, at a minimum, proficiency on challenging State 
academic achievement standards and state academic assessments.”   
(20 USC s.6301, 2001) 
As of 2005, all children in grades 3-8 are tested for their academic achievement in 
Math and Reading; testing in Science will be added in 2007 (Wright, Wright, & Heath, 
2004).  The tests administered for determining if a student meets academic standards are 
selected individually by each state along with the definition of proficiency.  For example, 
Iowa defines proficiency as a score at or above the 41st national percentile rank (NPR) based 
on a standardization group in 2000 on the Iowa Tests of Basic Skills (ITBS) or the Iowa 
Tests of Educational Development (ITED) in any one of the designated subject areas (Iowa 
Department of Education, 2005).   
With any form of measurement, such as the testing process identified above, there 
should be concern as to the measure’s validity.  “Validity is an integrated evaluative 
judgment of the degree to which empirical evidence and theoretical rationales support the 
adequacy and appropriateness of inferences and actions based on test scores or other modes 
of assessment” (Messick, 1989).  For an achievement test to be valid, it must reflect the true 
achievement of an individual in the educational subject being tested.   
  Reliability is another important component of the ability estimation inherent in 
achievement testing.  Even if a measure has strong evidence for its validity, the scores given 
to an individual may vary.  Factors that can influence error in the score (away from the true 
ability) include: “subtle variations in physical and mental efficiency, fluctuations in external 
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conditions, variations in administered tasks, and variation in evaluator assessment“ (Feldt & 
Brennan, 1989).  All of these factors in combination contribute to the error of measurement.   
There are two prominent methods of evaluating the extent of the measurement error:  
the standard error of measurement and the reliability coefficient.  The former represents 
direct evidence of the presence of measurement error.  The standard error of measurement is 
represented by the standard deviation of a set of measurements on one individual.  In a short 
period of time, an individual’s ability should not actually change, and thus, any difference in 
scores over that period of time can be viewed as measurement error.  The reliability 
coefficient is a more indirect evaluation of the measurement error.  This coefficient has 
values between 0 and 1, with 0 representing an extremely low reliability (high measurement 
error) and vice versa for a reliability coefficient of 1.  The reliability coefficient will have 
values close to 1 when the set of questions/items in a given test are highly correlated.  When 
all of the items in a test are highly correlated, then there will be less error in the 
measurement, so the reliability coefficient is an indirect evaluation of the measurement error 
(Feldt & Brennan, 1989). 
Given the assumption of a valid and reliable assessment instrument, determining the 
proficiency status of a student should consider both the test score along with its subsequent 
measurement error.  Due to the inconsistency of performance of individuals and the accuracy 
of the testing process, the actual score on the assessment will vary around the true ability 
level of the student.  If specific scores are used as “cut-offs” (such as the 41st NPR on the 
ITBS or ITED in Iowa) without consideration for the variation inherent in a single 
individual’s score, inaccurate decisions of the proficiency status of the individual student will 
be made.  For students with true abilities near the cut-off value, determination of proficiency 
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or non-proficiency status will be largely influenced by measurement error.  These students 
could achieve proficiency status one year and fail to achieve proficiency in the next year, 
with no actual change in the student’s true ability. 
 
1.2 Adequate Yearly Progress 
Emphasizing the notion of school accountability, these achievement test scores are 
then used to assess the performance of schools/districts though a process referred to as 
Adequate Yearly Progress (AYP).  According to the U.S. Department of Education, AYP is 
an individual school, district, or state's “measure of progress toward the goal of 100 percent 
of students achieving state academic standards in at least reading/language arts and math.”  
To achieve AYP in Iowa, a school/district must: 
1. Have at least 95% of all students in the school and have at least 95% of all 
students in each subgroup participate in the testing.  The subgroups are defined as: 
White, African-American, Hispanic, Asian/Pacific-Islander, American Indian, 
English Language Learners, Special Education, Socioeconomic Status (eligibility 
for free or reduced-price lunches).   
2. Meet or exceed Annual Measurable Objectives (AMO), or be within the 
confidence interval for statistical significance, or achieve “safe harbor” for each 
subgroup. 
3. Meet or exceed the state’s requirement for other academic indicators. 
(Iowa Dept. of Education, 2005) 
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1.2.1     Minimum Subgroup Size 
 Only subgroups meeting a specified minimum size are used to determine if AYP has 
been met within the subgroup for a school.  In Iowa, the defined minimum subgroup size for 
determination of participation rates (requirement 1 above) in the subgroups is 30 students and 
for determination of meeting the AMO (requirement 2 above) in the subgroups is 40 
students.  These values are determined to be:  “the minimum number of students sufficient to 
yield statistically reliable information for each purpose for which disaggregated data are 
used” (Iowa Dept. of Education, 2005).  
 
1.2.2     Annual Measurable Objectives 
The AMO is defined as the required percentage of students in the school and in each 
subgroup needed to achieve proficiency on the state assessment.  Intermediate goals for the 
AMO have been established to ensure all students in the state achieve proficiency by 2014.   
In Iowa, the AMO is 64% of students achieving proficiency per subgroup in 2002, and then 
70% by 2005, 76% by 2008-2010, 82% by 2011, 88% by 2012, 94% by 2013, and 100% by 
2014.   
 
1.2.3     Confidence Interval 
Under the assumption that students within a school are a random sample from the 
students in the state, the sampling error of the sample proportion of proficient students can be 
evaluated.  Using the normal approximation to a binomial distribution, a 98% one-sided 
confidence interval for the population proportion of proficient students in a given subgroup 
is: 
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r
ppp )ˆ1(ˆ*054.2ˆ −+      (1.1) 
where pˆ is the sample proportion of proficient students and r is the number of students in the 
subgroup.  For example, in 2005, if a school’s proficiency rate in a subgroup was lower than 
the AMO goal of 70%, but the confidence interval yielded a value above 70%, then the 
school achieved the AMO for that subgroup.  
The confidence interval condition is based on the assumption that students in a 
particular school can be seen as a random sample from some larger population.  The validity 
of this assumption is questionable at best.  Children predominantly attend schools that are in 
close proximity to their home.  Thus, students who live in close proximity to each other all 
have highly correlated probabilities of attending the same school.  School districts and 
schools vary widely across the state of Iowa according to a myriad of variables including:  
enrollment size, racial/ethnic composition, rate of economically disadvantaged students, 
adults with bachelor’s degrees, single parent households with children, etc.  The particular 
collection of students in many schools is not representative of students in the state as a 
whole.   
Arce-Ferrer, Frisbie, & Kolen (2002) argued for viewing the “sample” of students in 
a school as being drawn from an infinite population when the group of students is a new 
cohort each year.  This argument is used to justify using statistical inference which assumes 
random sampling.  Since NCLB requires testing for grades 3-8 and aggregation of results 
across grades, students in one year of testing are highly likely to be included again the next 
year.  Thus, it is difficult to argue that the sample of students each year is drawn from an 
infinite population.   
7 
 
 
 
Finally, the confidence intervals used vary in length around the proficiency rate 
relative to the number of students in a subgroup.  Although it is a reasonable use of statistics, 
this creates an inequitable treatment of schools with larger subgroups.  Schools with larger 
subgroups will be given less leeway in regards to how close their proficiency rate must be to 
the current AMO in order to meet the confidence interval condition.   
 
1.2.4     Safe Harbor 
If a school’s proficiency rate fails to achieve the AMO or satisfy the confidence 
interval condition, then they may still achieve the AMO through safe harbor.  A school meets 
the safe harbor requirements when the proportion of non-proficient students in the subgroup 
decreases by at least 10%.  For example, a subgroup performance that moves from 70% non-
proficient to 63% non-proficient would meet safe harbor (0.10*0.70 = 0.07). 
 
1.2.5     Academic Indicator 
In Iowa, the additional academic indicator is average attendance rate for elementary 
and middle schools and graduation rate for high schools.  Schools below the state average are 
expected to increase their rates each year until they reach the state average.  The state 
average is 90% for graduation rate and 95% for attendance rate.   
 
Further details on accountability under NCLB for schools in Iowa can be found in the Iowa 
Consolidated State Application Accountability Workbook (Iowa Department of Education, 
2005) available on the web at http://www.state.ia.us/educate/.  
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1.3     Resources and Adequate Yearly Progress 
  Every school should be responsible for providing a high-quality, equitable, and fair 
education. But equal accountability is only fair under equal availability of resources.  Testing 
can be considered a sound measure of achievement only when equitable access to 
educational resources is available to students (American Psychological Association, 2001).  
Under NCLB, the lack of resources for a given school is not used in determining Annual 
Measurable Objectives (AMO) and is thus ignored in determining Adequate Yearly Progress 
(AYP). 
Achievement testing under NCLB is being used as a proxy for determining school 
quality.  Schools meeting AYP are determined to be “good” schools, while schools failing to 
meet AYP are labeled “schools in need of improvement.”  Determining a school’s quality by 
studying the performance of its students on achievement tests is an observational study.  
Unlike an experiment, there is no randomized assignment of students to schools.  Using only 
the performance of students on achievement tests in a given school and comparing it to other 
schools ignores the possibility that a school may be “in need of improvement” due to a 
serious lack of resources contributing to the poor performance of the students.  The 
comparison of the means of student performance on the achievement test between two 
schools may be biased because the student performance is related to another variable, 
resources, whose distribution differs in the two schools (one school has fewer resources than 
the other school) (Cochran, 1968).  Yet, this does not preclude the possibility of some 
efficient procedure to assess the quality of a given school by measuring the achievement of 
the school’s students through testing.   
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When conducting an observational study, unidentified and influential extraneous 
variables could effectively taint the results of a study.  Within the context of education, 
extraneous variables could include demographics of the school, population demographics of 
the district, urban status, proportion of economically disadvantaged students in the school, 
teacher information for the district (experience, salary, etc.), and finance data for the district. 
Schools with a higher proportion of low SES students, in poorer districts, large urban areas, 
and with lower quality teachers may be less likely to achieve state standards (Bryk & 
Raudenbush, 1988; Hanushek, 1986; Lee & Bryk, 1989; Nye, Hedges, & Konstantopoulos, 
2000; Tuerk, 2005).   
In regards to school quality, we can also consider a second classification for the 
extraneous variables: school practice and school context.  School practice variables are those 
that are within the direct control of the school/district:  curriculum, teacher quality, 
leadership, organization, and professional development.  The school context variables are 
beyond the control of the school:  socioeconomic status of the students, race/ethnicity of the 
students, urban status of the district, educational attainment of adults in the district, 
population size and density, and proportion of single parent households. “These factors may 
promote a normative environment among parents and peers that promotes or undermines 
academic learning, quite independently of staff efforts or skill” (Raudenbush & Willms, 
1995).  Analyses after adjusting for these school context variables would be of particular 
interest to teachers, principals, and policy makers (Willms & Raudenbush, 1989).   
  Assessing the true quality of a school and its instructional program would require an 
extensive look at all the variables influencing student performance.  In the best scenario, an 
experiment involving twin schools with the same “school context variables” would be 
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exposed at random to differing conditions of school practice variables to identify the impact 
of these variables on the performance of the student body.  Since this type of study is not 
possible, the next best approach would be to assess the relationship between the performance 
of the school and the set of variables mentioned above. 
 
1.4     Research Questions 
 Three major facets of the decision making process of accountability of schools under 
NCLB will be addressed by this research: the measurement error in ability estimates of 
individual students under the required achievement testing, the accuracy of the measure of all 
student or subgroup proficiency rates within a school, and determining the set of school and 
district variables associated with the proficiency rate of a school. 
   
1.4.1     Research Question # 1 
How can the six years of testing required under NCLB be used to identify a better estimate of 
Math and/or Reading Ability, in terms of measurement error? 
 
 
1.4.2     Research Question # 2 
While accounting for the lack of random sampling, inequity in establishing the width of 
confidence intervals, and measurement error, what would be a more reasonable method for 
determining whether or not a school has met the Annual Measurable Objective? 
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1.4.3     Research Question # 3 
In Iowa, how do external variables beyond the control of the instructional program of a 
school relate to the proficiency rate?  How can a school be determined to meet the Annual 
Measurable Objective while accounting for those external variables? 
 
1.5     Thesis Organization 
The following three chapters address the three research questions mentioned above. 
 In Chapter 2 a study of the measurement error in ability estimation using a 
standardized assessment is conducted.  Information from the previous year’s testing is used 
as prior information in estimating the ability level of each student.  Based on the combination 
of the previous and current year’s test scores, a weighted score is found that estimates the 
student’s ability with less error.  The degree of reduction in measurement error is contingent 
upon the consistency of the student’s true ability over time. 
 In Chapter 3, an alternative method for determining the proficiency rate for the 
Annual Measurable Objective is proposed. The classic approach determines the rate of 
students with scores above the cut-off (41st NPR for Iowa) without regard to measurement 
error.  Using the results of the study from Chapter 2 on reducing measurement error of the 
ability estimate, a process is used that weights each student according to his/her probability 
of being proficient.  These weights are summed across all students in a subgroup to produce a 
measure of the proficiency rate for the subgroup.  The precision of this approach is compared 
to the classic approach under varying distributions of ability values and sizes within the 
subgroup of the school.    
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Chapter 4 includes a study of the external variables associated with school 
performance and quality in the state of Iowa.  For this study, a data set containing variables 
on 1,420 schools in Iowa was constructed.  The variables within the data set include, but are 
not limited to: socio-economic status (eligibility for free/reduced price lunches), racial/ethnic 
compositions, students with disabilities, students per teacher, school proficiency rate in 
reading/math, teacher experience/education/salary, adults with bachelor’s degrees, and single 
parent households with children.  Multiple regression models are used to determine the 
significant variables influencing a school’s proficiency rate in grades 4, 8, and 11. 
Chapter 5 is a brief summary and discussion. 
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CHAPTER 2.     Ability Estimation Under 6 Years of Testing 
  
 
2.1      Introduction to Classical Test Theory 
 Classical test theory begins with the consideration of conducting measurement where 
a random variable is composed of two processes: 
“(1) The individuals who are measured are presumed to have been chosen at random 
from a population of persons, and (2) the measurement obtained is viewed as an observation 
on the person-specific random variable.” (Traub, 1994)  
This random variable is referred to as the observed score random variable, X, with 
accompanying composite random variables for the true and error scores, T and E.  The three 
random variables are related as follows: 
     ܺ ൌ ܶ ൅ ܧ     (2.2) 
The random variable X takes values x corresponding to the observed score for a randomly 
selected individual on a test, T is a random variable taking values ߬ which is the true score 
for the randomly selected individual, and E  is the error random variable taking values e 
referred to as errors of measurement.  The true score, ߬  is operationally defined as the 
expected value of the observed score random variable Xp for person p (Lord & Novick, 
1968).  As noted by Lord et al. (1968), under the assumption of finite expected values and 
variances, the following properties hold: 
1) The expected value of the error variable E is 0.  
2) The correlation between the error variable, E, and the true score variable, T, is 0. 
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This leads to an important result: 
   ܸܽݎሺܺሻ ൌ  ܸܽݎሺܶሻ ൅ ܸܽݎሺܧሻ    
From the above result a measure of the reliability denoted as the reliability coefficient is 
defined as: 
   ߩ௑ଶ ൌ
௏௔௥ሺ்ሻ
௏௔௥ሺ௑ሻ
      (2.3) 
Given that Var(T) is unobservable, Cronbach (1951) developed what would become the most 
commonly used approximation to ߩܺ2  , fittingly referred to as Cronbach’s ߙ: 
   ߩො௑ଶ ൌ ߙ ൌ
௡
௡ିଵ
൬1 െ
∑ ఙෝೣ೔
మ೙
೔సభ
ఙෝೣమ
൰   (2.4) 
where n is the number of test items, ߪො௫೔
ଶ  is the variance of the observed test scores for item i, 
and ߪො௫ଶ is the variance of the observed total scores.  Cronbach’s ߙ will be equal to the true 
reliability coefficient of a test from equation 2.3 only if the test items are parallel, tau 
equivalent, or essentially tau equivalent (Traub, 1994).  Otherwise, Cronbach’s ߙ will be a 
lower bound of the true reliability coefficient.  Parallel items “have identical true scores and 
linearly experimentally independent errors having equal variances” (Lord et al. 1968).  Tau 
equivalence is a less restrictive condition for which the true scores on all items are identical 
but the error variances are not equal.  Similarly, essentially tau equivalent items yield true 
scores that differ by a constant, but the error variances are not equal (Feldt & Brennan, 
1989).     
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This approximation of the reliability coefficient can be used along with the standard 
deviation of observed scores to yield an estimate of the standard error of measurement 
(Traub, 1994): 
   ߪො௘ ൌ ߪො௫ඥ1 െ ߩො௑ଶ     (2.5) 
 Under classical test theory, two characteristics of items to be considered are the 
indexes of item difficulty and item discrimination.  The index of item difficulty is defined as 
the proportion of examinees who answer the item correctly (Hambleton, Swaminathan, & 
Rogers, 1991).  The item discrimination index is the correlation between the scores on the 
item and the total score for the measurement.   
 
 
2.2     A Comparison between Item Response Theory and Classical Test Theory 
 
Given certain issues in classical test theory, an alternative approach was developed 
which is referred to as item response theory.  The issues in the testing process addressed by 
item-response theory include: 
I. Scores given to examinees are not dependent on test difficulty  
II. Item statistics are not group dependent 
III.   Method provided for matching test items to ability levels 
IV. Does not require strictly parallel tests for assessing reliability 
(Hambleton, 1989) 
In the sections below, each of these issues is explained further. 
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2.2.1     Test-dependence of Examinee Scores & Group-dependence of Item Statistics 
As noted above by Hambleton et al. (1991), the difficulty of a test item is based on 
the observed performance of a group.  Thus, the measured difficulty of items in a test is 
specifically contingent on the ability distribution of the examinee group, and vice versa, the 
measured ability of an examinee group is contingent on the difficulty of the items in the test.    
For example, if the test is “hard”, then the true score is expected to be lower, and when the 
test is “easy”, the true score will be higher.  Classical test theory does not provide a 
framework for which the item characteristics and examinee abilities can be assessed 
independently as “each can be interpreted only in the context of the other” (Hambleton et al. 
1991).     
 Item response theory addresses these issues in that the measured ability of an 
individual does not depend on the set of items, and the measured characteristics of an item 
does not depend on the ability distribution of the examinees.  As noted by Traub (1994), 
“what is desired is a theory or framework within which the measurement of a person and test 
statistics for a group will be constant despite changes in the composition of the test.” 
      
2.2.2 Item and Ability Scales 
 Although classical test theory identifies an approach that observes an individual’s 
response to an item, there is no provision for “how” an individual will respond to an item. It 
is of interest to identify how likely an individual is to correctly answer an item, conditional 
on the ability of that individual.  Item response theory matches the scale of the difficulty of 
an item to the ability of an individual.  This has important ramifications to interpreting the 
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difficulty of an item and how it can be used: “for example, a test intended to discriminate 
well among scholarship candidates may be desired” (Hambleton et al., 1991).    
   
2.2.3 Parallel Tests 
In classical test theory, alternate forms of tests that are used for scoring and assessing 
reliability must be parallel.  If a single test and single occasion is used for measurement, then 
the accuracy of reliability estimates such as Cronbach’s ߙ rely on the less stringent 
conditions of tau equivalence, essential tau equivalence, or strictly parallel.  However, none 
of these assumptions are required for item response theory since it yields scores that are not 
dependent on test-difficulty and item characteristics that are not dependent on examinee 
group characteristics. 
 
2.2.4 Standard Error of Measurement 
 Finally, the standard error of measurement for a test is not the same across all 
individuals, as proposed by classical test theory in equation 2.5 (Lord, 1984).  Within the 
context of this research, this issue is of particular interest under NCLB.  It is important to 
identify the standard error of measurement for specific groups of students whose scores tend 
to be low.  To align with the statement of purpose of NCLB, a procedure that reduces the 
standard error of measurement specifically for those students is of particular interest.   
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2.3     Item Response Theory 
 
 The probability that an examinee with given achievement,θ , will correctly answer an 
item is modeled with an item-response function (IRF).  The three main IRFs are called the 
one-parameter, two-parameter, and three-parameter logistic models.  In the three-parameter 
logistic (3PL) model, a randomly selected individual with achievement level,θ , has the 
following probability of answering item i correctly (Birnbaum, 1968): 
))(7.1exp(1
))(7.1exp(*)1()(
ii
ii
iii ba
baccP −+
−−+= θ
θθ  (2.6) 
 
Figure 2.1 Item Response Function of 3PL model with ci = 0.18, ai = 1, bi = 0 
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The three parameters in the model (other than the ability parameter) are the item parameters 
a, b, and c. 
The parameter ci is called the pseudo-guessing parameter for item i.  This value is the 
lower asymptote of the IRF and is interpreted as the probability that an individual with very 
low ability will answer the item correctly.   
 
Figure 2.2 Item Response Function of 3PL model with ci = 0.18, ai = 1, bi = 0 
 
 
 
 
 
c = 0.18
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The parameter bi is called the difficulty parameter for item i.  This is the value of the ability
θ  needed so that the probability of answering the item correctly is
2
1 ic+ .  For the item 
below, the probability of answering item i correctly at the ability level (θ  = 0) is 0.59.  In 
this way, the item difficulty and ability value are placed on the same scale.   
 
 
 
 
 
                                                               
            b = 0 
 
 
 
 
 
Figure 2.3 Item Response Function of 3PL model with ci = 0.18, ai = 1, bi = 0 
 
 
 
 
 
At Prob. = 0.59
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The parameter ai is called the discrimination parameter of item i and is proportional to the 
slope of the IRF at the ability value of θ  equal to the item’s difficulty bi.  Highly 
discriminating items (steeper slopes) are better able to discriminate between abilities near the 
item’s difficulty parameter bi.   
 
 
 
 
 
      
           Slope = 0.425(1-c)a 
 
 
 
 
 
Figure 2.4 Item Response Function of 3PL model with ci = 0.18, ai = 1, bi = 0 
 
 
 
 
At Prob. = 0.59
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The two-parameter and one-parameter logistic models are special cases of the three 
parameter logistic model defined by equation (2.6).  The two-parameter model is when the 
pseudo-guessing parameter c is a constant.  Usually, the value of c is set to zero in this 
model.  The one-parameter model (also known as the Rasch model) is a special case of the 
two-parameter model when the discrimination parameter is constant for all items. 
 For the three logistic models described above, there are two underlying assumptions: 
unidimensionality and local independence.  Unidimensionality occurs when the test items are 
measuring one single construct or ability for the population of examinees being administered 
the test. Under unidimensionality, the ability parameter ߠ is unidimensional.  Local 
independence is where examinee responses to test items are independent conditional on the 
unidimensional ability ߠ.   
Given these assumptions, the likelihood function for an examinee’s responses to the 
test items can be constructed. Let Uij be equal to 1 if an individual j with ability jθ  answers 
item i correctly, and 0 otherwise.  The probability distribution function can be expressed as: 
      ijij
U
ij
U
ijij QPUP
−= 1)(     (2.7) 
where Pij is the probability of a correct response to item i by an examinee with ability jθ  as 
defined in equation (2.6) and Qij = 1-Pij. 
Under the assumption of local independence, the joint probability distribution function for 
the item-response pattern of an examinee with ability jθ is then given as: 
∏
=
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U
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U
ijjnjjj
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1
21 )|,...,,( θ   (2.8) 
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2.3.1     Parameter Estimation 
 For each examinee, a set of responses to items from a test is observed.  For n items 
and N examinees, there will be n*N observed responses.  For the 3PL model, there are N 
ability parameters, one for each examinee, and 3n item-parameters, 3 for each item, to be 
estimated.  For estimating the item parameters and examinee abilities on a test under the 
three parameter logistic model (3PL), the Marginal Maximum Likelihood Estimation 
(MMLE) method proposed by Bock & Lieberman (1970), and Bock & Aitkin (1981) will be 
considered.  This process is composed of two phases where item parameter estimates are 
obtained in the first phase and the examinee ability estimates are obtained in the second 
phase.   
In phase I a representative sample of examinees is selected for testing.  This group of 
examinees will be used only for estimating the item parameters.  The likelihood function for 
the set of observed responses for a single individual is given by 
  ∏
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−=
n
i
u
ij
u
ijjnjjj
ijij QPuuuL
1
1
21 )|,...,,( θ    (2.9) 
The likelihood function for all of the observations can be found by assuming that the student 
responses are conditionally independent across individuals.  Let the set of observations for 
one individual, u1j, u2j,…, unj be represented as ju~ .  The likelihood function is then 
  ∏∏
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 In this phase of estimation, the item-parameters are estimated using the marginal 
maximum likelihood equation, defined as 
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where )(θg is the distribution of the ability parameter for the population of examinees.   
Typically, the standard normal distribution is used for )(θg .  Estimates are then obtained by 
maximizing equation (2.11) for the item-parameters.  
In phase II of the estimation procedure, the item-parameter estimates from phase I are 
considered to be fixed and are used to estimate the abilities of a new group of individuals.  
With the item parameters fixed, ability parameters are estimated individually per examinee 
and/or response pattern.  The log likelihood function for a person with response pattern, ju~
and ability jθ  is defined as: 
)log()1()log()|~(ln
1
ijij
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=
θ         (2.12) 
Because maximum likelihood estimation is used to estimate the ability parameter for each 
examinee, those estimates have particularly useful properties.  The maximum likelihood 
estimates for the set of individuals who have the same ability will have an expected 
distribution:  
⎟⎟⎠
⎞
⎜⎜⎝
⎛→ )(1,|ˆ θθθθ INdmle     (2.13) 
where θ  is the ability of each of the individuals in the group.  The variance of the 
distribution is the reciprocal of the test information function, I(θ ), which is defined as the 
sum of all of the item information values, I(θ ) =∑
=
n
i
iI
1
)(θ .   
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Each )(θiI is given by: 
)()(
)]('[)(
2
θθ
θθ
ii
i
i QP
PI =     (2.14) 
where )(' θiP is the derivative of the item-response function for item i with respect to θ .  An 
example of both an item information function and a test information function is displayed in 
Figure 2.5.  For the item information function, the item parameters are a = 1, b = 0, c = .18.  
The test information function given in Figure 2.5 is from a hypothetical example of a test 
containing 31 items with difficulty parameters (bi ) ranging from -3 to 3, discrimination 
parameters (ai) set to 2, and the pseudo-guessing parameters (ci) at the value of .18. 
 
Figure 2.5 Left: Item Information for item with a = 1, b = 0, c = .18 
      Right: Test Information function for 31 item test 
 
Note that the test information function is not perfectly flat across all values of theta.  The 
information for this test is low for examinees with abilities that are extreme (high or low 
ability). 
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2.4     Introduction 
Since achievement testing for grades 3-8 started in 2005, there will be as many as six 
scores available for the 8th grade students in 2010 (their scores from grades 3-8).  Under these 
conditions, a Bayesian model can be used for ability estimation that utilizes the previous 
information about a student to better estimate his/her ability (Bock & Aitkin, 1981).  For the 
first year of testing, or for students without available previous scores, there is no prior 
information available about the ability of the student.  In this case, a non-informative or 
diffuse prior will be used to obtain an estimate of the student’s ability.  For students with 
more than one score available, the posterior distribution for their ability score from the 
previous year will be used as the prior distribution in obtaining an estimate of the student’s 
ability in the current year.  This proposed model will be referred to as the Bayesian 
Sequential approach.   
For comparison purposes, a Bayesian model that uses only the current year’s 
performance for ability estimation, where a non-informative prior is used every year, will 
also be considered and will be referred to as the Traditional approach.   
The behavior of these proposed ability estimates based on Bayesian modeling will be 
observed through a simulation study.  Empirical evidence will show that these estimates have 
more precision than the traditional estimates based only on each year of testing.  The 
performance of the estimators will also be observed under varying conditions: different forms 
of the test information, distribution of the true set of ability values, and the different 
approaches to establishing the prior mean in the first year. 
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2.5     Method 
   
The three parameter logistic model (3PL) defined in equation (2.6) will be used to 
model the probability that an examinee with given achievement θ  will correctly answer an 
item.  Separate statistical modeling will be conducted for each individual student.   
The first model component is composed of the likelihood function given by equation 
(2.8).  The second model component is given by the prior distribution for jθ .  In the first year 
of testing for any student this prior will be the standard normal distribution: g( jθ ) ~ N(0,1).  
All of the item parameters will be assumed to be fixed.  Through simulation plausible values 
for the item parameters will be generated based on typical expected item parameters.  
Bayesian modeling will be used to estimate the ability jθ .   
The posterior probability distribution can be expressed as follows: 
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Where )|~( jjuL θ is given by the likelihood function defined in equation (2.9) and g ( jθ ) is 
the prior distribution.   
 
As per Bock and Aitkin (1981), the expected aposteriori (EAP) is then: 
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 28
where, as before, jθ  is the ability of the jth individual, g( jθ ) is the prior distribution, and 
( )jjuL θ|~  is the likelihood density for observed response pattern ju~  for an individual with 
ability jθ . 
Equation (2.16) can be approximated by estimating the integrals with histograms: 
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In equation (2.17), Xk is one of the q quadrature points, ( )kn XL  is the likelihood density at 
Xk, and A(Xk) is the density of the prior distribution at Xk.  
 
The )ˆ( jSE θ  will be approximated through the posterior standard deviation: 
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Similar to Yang, Poggio, and Glasnapp (2006), 81 equidistant quadrature points will be used 
so that ( )jPSD θˆ  approximates )ˆ( jSE θ well. 
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2.6     Item Parameter Simulation 
 
Two different forms of the test information function were used:  general test 
information, and flat test information.  Under the 3 parameter logistic model and fixed items, 
item parameters were simulated in a similar fashion as Yang, Poggio, and Glasnapp (2006).  
The length of each test is set to 50 items.     
 
2.6.1     General Test Information 
Three hundred difficulty parameters were generated from an N(0,1) to simulate 50 
values per year across 6 years.  Item discrimination parameters were sampled from a 
Uniform(0.5, 1.5), and pseudo-guessing parameters were all set to 0.15. 
 
2.6.2     Flat Test Information 
For a smooth flat test information function, twenty-five points were selected between 
-3 and 3, at increments of 0.25.  Two difficulty parameters were generated from )1.0,( iN µ  
for each test, where iµ  was one of the twenty-five points selected (-3,-2.75,-2.5, etc).  
Accompanying each set of two difficulty parameters, 2 discrimination parameters were 
generated from the Uniform(.5, 1.5) distribution.  Again, the pseudo-guessing parameters 
were all set to 0.15. 
 
 
 
 30
 
Figure 2.6 General test information functions from years 1 –6 
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Figure 2.7 Flat test information functions from years 1 –6 
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2.7     Ability Value Simulation 
Two approaches were used to simulate ability values:  fixed, and slightly variant.  The 
appropriateness of the proposed Bayesian model is expected to be most beneficial for the 
fixed ability approach.  The fixed ability approach will be of primary interest for this 
research, and the slightly variant approach will be used to assess the robustness of the model 
when the examinee abilities vary slightly from year to year.  Under the fixed approach, 
ability values were simulated in the first year and fixed for each simulated examinee for 
subsequent years.  One hundred thousand ability values were used where the proportion of 
discrete values were set to the expected proportion relative to a N(0, 1) distribution (with 
some rounding).  The set of values were as follows: 
Ability value = -3, 3  1,000   each 
Ability value = -2, 2  6,000   each 
Ability value = -1, 1  24,000 each 
Abilty value = 0  38,000 
This approach was used to easily identify the performance of the estimator both conditionally 
and marginally.  Under the slightly variant approach, 10,000 ability values were sampled 
from a N(0,1) distribution in the first year.  For each subsequent year a random value from a 
normal distribution with mean 0 and standard deviation 0.1 was added to the previous year’s 
ability value.  This approach simulates small changes in ability each and every year in the 
positive or negative direction (ability decreases or increases). 
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2.8     Prior Mean in Year 1 
Yang, et al. (2006) advised to use variable prior means for estimating ability due to 
large biases for extreme ability values.  Several approaches were studied to decrease the bias 
each year.  The three Bayesian Sequential approaches used in this research will be referred to 
as:  the classic approach, the standardized proportion correct approach, and the quantile 
approach.  The classic approach will be defined as the approach that sets the prior 
distribution for all examinees to the typical N(0, 1) distribution in the first year of testing.   
The next procedure utilizes the proportion correct for each individual and then 
standardizes as follows 
)(
ˆ
psd
pp j
j
−=µ&&  where p and sd(p) are the mean and standard deviation 
of the set of proportion correct values for all simulated examinees in year 1.  The prior 
distribution for year 1 would then be the normal distribution with mean jµ&& and standard 
deviation 1.  This procedure will be referred to as the standardized proportion correct 
approach.                    
For the third procedure, consider 50 items in a simulated test where there are 51 
possible values for the number of items that an individual answers correctly.  The number of 
individuals with each possible number correct in year 1 is recorded.  The cumulative 
probability for each number correct value is calculated from the sample.  This cumulative 
probability is then matched to the cumulative probability of the N(0, 1) distribution to 
identify the prior mean for year 1.  If this value was less than -3, then it was changed to -3, 
and similarly for values greater than 3.  An example is provided in table 2.1.  All examinees 
shown in the table, who had 0, 1, 2, or 3 answers correct out of 50 items, would be assigned 
the N(-3,1) distribution.  This procedure will be referred to as the quantile approach.   
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Table 2.1 Example of Quantile Approach Example for low ability examinees 
Number 
Correct 
Proportion Cumulative 
Propn (sample) 
Standard 
Normal Value 
0 10/100,000 0.00010 -3.72 
1 15/100,000 0.00025 -3.48 
2 30/100,000 0.00055 -3.26 
3 50/100,000 0.00105 -3.08 
 
 
2.9     Prior Standard Deviation 
 
In year 1, the prior standard deviation used was always one (Yang, et al. 2006).  
However, it was of interest to explore the behavior of the estimators if the standard deviation 
of the prior was 2* ( )jPSD θˆ  for each subsequent year.  This approach had little impact on the 
bias of the estimates, the coverage, and also yielded less than optimal precision.  It was 
determined that widening the prior standard deviation in subsequent years was unnecessary 
as long as 81 quadrature points was used for the estimation of the integrals mentioned above. 
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2.10     Performance Measures 
 
The Bias and MSE will be used to measure the precision and accuracy of the EAP 
estimator.  The Bias and MSE are measured as follows: 
( )∑
=
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1
ˆ1)ˆ( θθθ      (2.19) 
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where M is the number of simulated examinees with theta values.   
 
 
2.11 Classification 
 
The rate of correct and incorrect proficiency classification will also be explored for 
the Traditional versus the 3 Bayesian Sequential approaches under the general test 
information condition.  Ten thousand ability values are generated from the N(0,1) 
distribution and are fixed across years.  In Iowa, the cut-off score is the 41st percentile rank, 
which is equivalent to a score of -0.227545 on the standard normal scale.  Thus, students 
receive proficiency if their estimated ability is greater than or equal to the cut-off point of  
-0.227545.   
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2.12     Results 
 
2.12.1     General Information 
The behavior of the estimates will first be addressed with regards to a general test 
information function, fixed ability values across the years, and four approaches to 
establishing prior means and standard deviations across the six years: 
 
Traditional 
1. Traditional Approach – 
Prior distributions for all six years will be the normal distribution with mean 0 and 
standard deviation 1. 
 
 
 Bayesian Sequential 
2.  Classic Approach – 
1st year prior distribution is N(0,1) and subsequent years use a normal distribution 
with the previous year’s posterior mean and standard deviation found through 
equations (2.17) and (2.18).   
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3. Proportion Correct Approach – 
1st year prior distribution is ( )1,jN µ&&  with a mean found through the standardized 
proportion correct approach.  The prior distribution for subsequent years is 
defined in the same manner as the classic approach.  
 
 
 
4. Quantile Approach – 
1st year prior distribution is ( )1,jN µ&& with a mean found through the quantile 
approach. The prior distribution for subsequent years is defined in the same 
manner as the classic approach.  
 
 
The bias and MSE values in the estimates for the approaches are illustrated in 
Figures 2.8-2.15 
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FIGURE 2.8     Bias Values for Traditional Approach, General Test Information Function 
 
 
FIGURE 2.9     Bias Values for Classic Approach, General Test Information Function 
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FIGURE 2.10     Bias Values for Proportion Correct Approach, General Test Information Function 
 
FIGURE 2.11     Bias Values for Quantile Approach, General Test Information Function
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FIGURE 2.12     MSE Values for Traditional Approach, General Test Information Function 
 
FIGURE 2.13     MSE Values for Classic Approach, General Test Information Function 
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FIGURE 2.14     MSE Values for Proportion Correct Approach, General Test Information Function 
 
 
  
FIGURE 2.15     MSE Values for Quantile Approach, General Test Information Function 
 42
Although the approaches identified above are quite effective at reducing measurement 
error conditionally for the more extreme ability values, the marginal performance of the 
estimator was also of interest.  As can be expected, particular attention to improved 
performance of the estimator for particular values may detriment its overall performance. 
 
TABLE 2.2 Average Absolute Bias across years and prior mean approaches 
 
 
 
TABLE 2.3 Marginal MSE across years and prior mean approaches 
 
 
Graphs of tables 2.2 and 2.3 are included in the appendix. 
 
 
2.12.2     Flat Information 
 
Similarly, the performance of the estimator under the condition of flat test 
information functions was of interest.  As before, the ability values are fixed across years. 
The bias and MSE values of the estimates for the four approaches are illustrated in Figures 
2.16-2.19 and 2.20-2.23, respectively. 
 
 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional .069 .058 .060 .060 .057 .055 
Classic .068 .031 .020 .014 .011 .009 
Proportion .034 .031 .024 .020 .017 .014 
Quantile .032 .022 .015 .013 .012 .010 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional .085 .089 .086 .089 .086 .080 
Classic .084 .045 .030 .023 .019 .015 
Proportion .082 .047 .032 .025 .020 .016 
Quantile .098 .051 .034 .026 .021 .017 
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Figure 2.16 Bias Values for Traditional Approach, Flat Test Information Function  
 
Figure 2.17 Bias Values for Classic Approach, Flat Test Information Function  
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Figure 2.18 Bias Values for Proportion Correct Approach, Flat Test Information Function
  
Figure 2.19 Bias values for Quantile Approach, Flat Test Information Function 
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Figure 2.20 MSE Values for Traditional Approach, Flat Test Information Function 
 
Figure 2.21 MSE values for Classic Approach, Flat Test Information Function 
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 Figure 2.22 MSE values for Proportion Correct Approach, Flat Test Information Function 
 
 Figure 2.23 MSE values for Quantile Approach, Flat Test Information Function
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Similar to the exploration of the performance of the estimator under the condition of a 
general test information function, there is interest in the marginal performance of the 
estimator under the condition of a flat test information function: 
Table 2.4 Average Absolute Bias across years and prior mean approaches 
 
 
Table 2.5 Marginal MSE across years and prior mean approaches 
 
To assess the robustness of the model to changes in true ability values, the 
performance of the estimator was also explored under the condition of a slightly variant and 
distribution of ability values (while using the Classic N(0, 1) prior for year 1).  The marginal 
MSE values were calculated under those conditions (the marginal performance for the 
traditional and classic approaches was included for comparison): 
 
Table 2.6 Marginal MSE across years and ability value distributions 
 
 
 
 
Graphs of tables 2.4-2.6 are included in the appendix. 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional .073 .058 .100 .104 .062 .088 
Classic .072 .033 .025 .020 .015 .013 
Proportion .006 .002 .003 .002 .002 .001 
Quantile .007 .004 .003 .003 .004 .004 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional .095 .076 .132 .136 .080 .115 
Classic .094 .044 .034 .028 .021 .018 
Proportion .087 .042 .033 .027 .021 .018 
Quantile .103 .045 .035 .028 .021 .018 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional .085 .089 .086 .089 .086 .080 
Classic .084 .045 .030 .023 .019 .015 
Slightly .075 .043 .034 .031 .030 .031 
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2.12.3      Classification 
 
 Table 2.7 presents the misclassification rates across all students for the Traditional 
versus the 3 Bayesian Sequential approaches where 10,000 ability values were generated 
from the N(0,1) distribution.  A graph of table 2.7 is included in the appendix.   
 
Table 2.7 Misclassification Rates (in percent) across all six years 
 
 
 
 
 
 
 
A chi-square test for significant differences was conducted for year 2 and year 6 
between the four approaches.  In both years, there was a significant difference (Year 2: 
߯ௗ௙ୀଷଶ ൌ 363, ݌ ൏ .001;  Year 6: ߯ௗ௙ୀଷଶ ൌ 288, ݌ ൏ .001) which indicates that at least one of 
the four approaches has a different misclassification rate.  Empirically, the 3 Bayesian 
Sequential approaches seem to have similar misclassification rates and that all of the rates are 
significantly smaller than the misclassification rate for the Traditional approach.  A chi-
square test for significant differences was also conducted for only those three approaches in 
year 2 and year 6.  In both years, there was not a significant difference (Year 2: ߯ௗ௙ୀଶଶ ൌ
0.002, ݌ ൌ .999; Year 6: ߯ௗ௙ୀଶଶ ൌ 0.009, ݌ ൌ .996).  Thus, it is determined that all three 
Bayesian Sequential approaches produce smaller misclassification rates than the Traditional 
approach, but produce the same misclassification rate amongst each other.  Figures 2.24 and 
2.25 provide the misclassify rates conditional on proficient or non-proficient status.  Full 
contingency tables across years and approaches are provided in the appendix. 
 Year1 Year2 Year3 Year4 Year5 Year6 
Traditional   8.65 11.07   8.35   8.10   7.55   7.19 
Proportion Correct   8.68   5.48   4.61   4.00   3.67   3.24 
Quantile   8.65   5.51   4.59   4.02   3.67   3.25 
Classic   8.65   5.50   4.54   4.08   3.63   3.24 
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Figure 2.24 Misclassification Rates (in percent) for Proficient Students 
 
 
Figure 2.25 Misclassification Rates (in percent) for Non-proficient Students  
 
 50
2.13     Discussion & Conclusion 
 
 
Under most of the conditions identified, form of the test information, variant level of 
distribution of ability values across years, and prior mean in year 1, there were dramatic 
reductions in the Bias and MSE of the estimates over time, as well as lower misclassification 
rates for all students, whether non-proficient or proficient.  Only changes in ability over time 
hinder the performance of the estimator.  If the ability changes slightly each and every year, 
the reduction in the MSE per year is still observed.  The overall reduction in the Marginal 
MSE from year 1 to year 6 was 60% as compared to 82% for the fixed ability condition.  
Further research should be conducted to investigate expected changes in ability over time as 
well as the Bayesian Sequential Approach’s degree of sensitivity to those changes.   
For fixed ability values across years, much of the reductions in Bias were as high as 
80% from the 1st year to the last, and in some instances, the bias had reduced to a point where 
the values seemed to shift randomly around zero by a negligible amount (Figures 2.18 and 
2.19).  In general, MSE values were reducing from 60-85% from the 1st year to the last. Also, 
any of the three approaches that utilized prior information from students based on their 
previous year posterior distributions were consistently producing smaller bias and MSE 
values than the traditional approach starting in the 2nd year. 
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2.13.1     Prior Mean in Year 1 
Let us consider the worst performing condition, under fixed ability values across the 
years, which was the general test information with the classic prior mean approach:   for the 
ability value of -3, the Bias was reduced by 61.5% from year 1 to year 6 (Figure 2.9:  .763 to 
.294), and the MSE was reduced by about 80% from year 1 to year 6 (Figure 2.13: .654 to 
.132).  Although there were dramatic reductions in the Bias and MSE, the performance of the 
estimator was still considered unacceptable by year six for extreme ability values and the 
classic prior mean approach.  Therefore, we chose to use a different approach to establishing 
a prior mean in year 1.  However, note that this Bayesian Sequential approach while using a 
classic prior mean for extreme ability values, would still have a smaller MSE than the 
Traditional approach across all of the later years. (Figures 2.12 & 2.13) 
As portrayed in Figures 2.10, 2.11, 2.14, and 2.15, the two approaches to establishing 
the prior mean for year 1 further improve the performance of the estimator.  Not only that, 
but even the Bias and MSE for the extreme ability values become acceptable by year 6 for 
either form of the test information (Bias values between .001 and .091, and MSE values 
between .026 and .066).  As can be seen in Figures 2.10, 2.11, 2.18, and 2.19, & tables 2.3 
and 2.5, the quantile approach has smaller bias than the proportion correct approach, both 
conditionally and marginally.  However, the proportion correct approach is superior relative 
to the MSE, both conditionally and marginally.  Considering the fact that it is arguable that 
the Biases of either approach are acceptable, especially by year 6, we would prefer the 
proportion correct approach to establishing the prior mean in year 1.  The difference in the 
Mean Squared Errors may be due to the fact that the quantiles will be more sensitive to 
outliers than the standardized proportion correct values (the mean and standard deviation are 
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influence by outliers, but less so than the quantiles).  As for the discrepancies in Bias, the 
plausible range of values for the standardized proportion correct approach are probably less 
spread out than the plausible range of values for the quantile approach.  In other words, there 
is a form of internal bias in establishing the prior mean for the standardized proportion 
correct approach (those values are pulled to the population mean more so than in the quantile 
approach) 
 
2.13.2     Conditional vs. Marginal 
 Since the two proposed prior mean approaches, proportion correct and quantile, put 
particular focus on better prior means for the extreme values, there are disadvantages.  A 
great reduction in the Bias and/or MSE for values that represent a small proportion of the 
entire distribution will make little impact on the Marginal Bias and/or MSE.  This was 
exemplified in the situation where either of the prior mean approaches was very effective in 
reducing the Bias and MSE of the more extreme ability value estimates, but at a cost to the 
Marginal Bias and MSE.  In this particular context, the conditional performance of the 
estimators should be considered important since there may be schools that are being assessed 
for school quality where a larger proportion of students have low ability values.  Within that 
situation, the Marginal Bias and/or MSE (across the school) could be smaller under one of 
the two prior mean approaches due to a larger proportion of extreme ability students.  Also 
note that the difference in the Marginal MSE and/or Bias of the classical approach and either 
the proportion correct approach or the quantile approach is minimal.  In other words, there is 
not much lost marginally while there is a great improvement conditionally.  
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2.13.3   Final Remarks 
As expected, the ability estimate that adjusts for prior information appears to perform 
more efficiently than one that would ignore any prior information as measured through Bias 
and MSE.  Also, it would be beneficial to use the proportion correct approach to establishing 
the prior mean in year 1 to substantially reduce Bias and MSE conditionally with little loss to 
the marginal Bias and MSE, not only in the first year, but within subsequent years.  In 
reference to using ability estimates for determining proficiency under No Child Left Behind, 
clearly there is a great advantage in the use of a procedure of this nature.  It not only reduces 
the Bias and MSE over time, both marginally and conditionally, but is extremely effective at 
reducing the rate of misclassification for the proficiency status of students.  It is important to 
pay close attention to how well an estimator performs for specific groups of students.  The 
ultimate goal would be to have not only minimal but equivalent Bias and MSE across all 
groups.  This Bayesian Sequential approach appears to move in the right direction.  In the 
next chapter, the measurement of a school/subgroup’s proficiency rate will be addressed in 
relation to these findings. 
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CHAPTER 3.  Proficiency Rate and Measurement Error 
 
 
3.1     Introduction 
 Through NCLB, each school and district is required to meet Adequate Yearly 
Progress (AYP).  As mentioned in chapter 1, a component of meeting AYP is meeting the 
Annual Measurable Objectives (AMO), where a district or school must have a certain 
percentage of proficient students in Reading and Math in the whole school and within each 
subgroup.  Proficiency rates are the basis of determining whether or not a school meets AYP.  
If the proficiency rate is below the AMO value, then a confidence interval approach is used 
to estimate a range of probable values.  Most states in the U.S. use a similar approach and 
differ only in the level of confidence used (from 95-99 percent) and whether the confidence 
interval is one-side or two-sided.   
The use of a confidence interval to estimate a range of probable values for the “true” 
proportion of proficient students in a school or subgroup assumes that the “true” proficiency 
rate is unknown due to sampling error.  For this approach to be valid, we must assume the 
students in a particular school each year are sampled in some random way from a larger, 
even infinite, population of students.  Yen (1997) and Arce-Ferrer, Frisbie, & Kolen (2002) 
argued for viewing the implicit sampling of students as being drawn from an infinite 
population sample when the group of students each year is a new cohort. That is, the students 
currently enrolled in a particular grade will be considered as a random sample of students 
from the population including all students within that grade in that school from previous 
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years and years to come.  As applied to the NCLB legislation requirements of testing in 
grades 3-8, the assumption that the students in a particular school constitute a random sample 
from an infinite population is invalid.  For many schools, a large majority of students will be 
present in the school for all years of testing.  These same students can hardly be seen in each 
year as a random sample from a population during each year. 
In meeting the requirements of NCLB, a school is required to show that the “true” 
proficiency rate of their students is above the AMO.  The students in the school during the 
given year should therefore constitute the population.  This means that the population is not 
the set of all possible students across years, but is exactly the set of students being served 
within the school during that given year.    
Using this finite population model, there are two sources of error in determining the 
“true” proficiency rate of students in a school or subgroup.  Sampling error is present in the 
observed proficiency rate through the participation rate of the students in a school or 
subgroup. However, given the requirement of a 95% participation rate for the school and for 
the subgroup in testing, the influence of sampling error in the variability of the observed 
proficiency rate is minimal (Yen, 1997).  The primary source of error in observing the “true” 
proficiency rate of a school or subgroup within that school is due to the measurement error of 
the achievement test.  Even after testing, the “true” proficiency status of each student is 
unknown.  Students with abilities in the proficient range can score below the cut-off level for 
proficiency on the achievement test and students with abilities in the non-proficient range can 
score above the cut-off level for proficiency on the achievement test due to the measurement 
error implicit in standardized achievement testing. 
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In this chapter, a new approach for estimating the proficiency rate of a school or 
subgroup is developed and tested through simulations.  This new approach uses the method 
of reducing the standard error of measurement of a student’s ability level presented in 
Chapter 2 to create a new proficiency rate calculation.  Through simulation, the performance 
of this new measure of a school’s proficiency rate will be tested against the current measure 
for different school sizes and distributions of ability levels of the students. 
 
3.2     Method 
 Similar to the approach in Chapter 2, the performance of an estimator of the true 
proportion of proficient students will be assessed under a series of conditions.  Similar to the 
structure in Chapter 2, the ability values of each simulated student will be assumed to be 
fixed over time.  The three-parameter logistic model with fixed item parameters will be used 
to generate student responses to a 50 item test for each year.  The standardized proportion 
correct approach will be used to establish the prior mean of the ability distribution for the 
student in year 1.  The following series of conditions are included in the simulation study: 
 
3.2.1     School Condition 
 Four different types of schools will be simulated in regards to the distribution of 
ability values for students in the school within a grade and particular year:  general, 
boundary, challenged, and advantaged.  For the general school, the ability values will be 
drawn from a normal distribution with mean 0 and standard deviation 1. 
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 A boundary school is one in which a large proportion of students have ability values 
close to the cut-off score for determining proficiency.  In Iowa, the cut-off score is the 41st 
percentile rank, which is equivalent to a score of -0.227545 on the standard normal scale.  
Thus, the ability values for a boundary school will be sample from the normal distribution 
with mean -0.227545 and standard deviation 0.1. 
 For a challenged or advantaged school, the standard deviation of the ability 
distribution will be the same as the general school, but with a shifted mean value.  For the 
challenged school, the mean will be -1 and for the advantaged school, the mean will be 1. 
 
3.2.2     School Size 
 For each school condition, 100,000 ability values were simulated.  These 100,000 
ability values were divided into groups of 25, 100 and 1000 in order to represent different 
hypothetical “school” or “subgroup” sizes.  Twenty-five could represent a relatively small 
subgroup, while 100 a slightly larger subgroup or small school, and 1000 could be an 
excessively large subgroup or medium-sized school.  Thus, for the 25 student school, there 
will be 4,000 simulated schools and respectively for 100 and 1,000 there will be 1,000 and 
100 schools.  Although it is clear that no single school has 100,000 ability values, the intent 
is to have a series of schools sampled from the same distribution to assess how the estimator 
of choice performs on average for the particular “type” of school.   
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3.2.3     Determining Proficiency Rates  
 The typical or classic approach to measuring the proficiency rate is to calculate the 
proportion of proficient students based on the ability estimate obtained from the achievement 
test.  Using the 41st percentile cut-off, this approach can be summarized by the following 
equation: 
    ∑
= −>
Ι= r
j
c jr
p
1
227545.ˆ
1ˆ θ     (3.1) 
where r is the number of students in the school or subgroup and jθˆ  is the estimated ability for 
each student.   
The proposed approach to estimate the proficiency rate adjusts for the measurement 
error of the ability estimates from the standardized test.  Instead of a binary assignment 
according to whether the student’s estimated ability is above the cut-off level, each student is 
assigned a weight according to the probability that his/her true ability level is above the cut-
off value.  This probability is determined by using the posterior distribution of ability 
estimate developed in Chapter 2, which has a normal distribution with mean θˆ  , the Bayesian 
sequential EAP, and standard deviation SE(θˆ ), which will be estimated through PSD(θˆ ).  
Accordingly, the weight assigned to any student with an ability estimate below the cut-off 
will be less than 0.5 and the weight assigned to any student with an ability estimate greater 
than the cut-off score will be greater than 0.5.  As the ability estimates approach the two 
extremes, the weights will approach either 0 or 1, depending on the direction.  The proposed 
estimate of the proficiency rate for a school or subgroup can be summarized with the 
following equation: 
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Where r is the number of students in the school or subgroup and ju~  is the set of item 
responses for student j.   
 
 
3.2.4     RMSE  
 The RMSE will be used to measure the performance of the classic and probability 
approach to estimating the proportion proficient for a given school or subgroup: 
    ∑
=
−= S
s
sks ppS
RMSE
1
2)ˆ(1     (3.3) 
Where k = 1, 2 and corresponds to either the classic or probability approach to estimating ps 
which is the true proportion of proficient students within school s = 1,2,…S, and S can be 
100, 1000, or 4000 depending upon what school size is chosen.   
 
3.2.5 Confidence Set 
 A new approach to identifying plausible values for the true proficiency rate given the 
observed proficiency rate for a school, the subgroup or school size, and the school condition 
(advantaged, challenged, and general) will be proposed.  The distributions of sks pp −ˆ will 
be investigated to find a 95% confidence set with these new plausible values.  The width of 
these intervals will be compared to the currently used method based on sampling error and 
the normal approximation to the binomial distribution.   
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3.3     Results 
 
3.3.1     General School 
 The general school with 100,000 ability values sampled from N(0,1) will be the first 
type of school addressed.  The two approaches will be compared across the 3 differing school 
or subgroup sizes (25, 100, and 1000) based on the RMSE (Average Proficiency Rate Error): 
Table 3.1 RMSE for school size of 1000 students, 100 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  0.946  0.767  0.752  0.660  0.637  0.653 
Probability  0.767  0.612  0.553  0.534  0.522  0.498 
 
Table 3.2 RMSE for school size of 100 students, 1000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  2.782 2.333 2.066 1.934 1.857 1.727 
Probability  2.227 1.922 1.730 1.611 1.535 1.448 
   
Table 3.3 RMSE for school size of 25 students, 4000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  5.597 4.756 4.223 3.918 3.713 3.497 
Probability  4.615 3.940 3.558 3.300 3.147 2.989 
 
(all values are RMSEx102 for ease of display) 
Graphs of tables 3.1-3.3 are included in the appendix 
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3.3.2     Boundary Cases School 
 One hundred-thousand values from the N(-0.227545, 0.1) were sampled to simulate 
the boundary cases school.  This is a hypothetical school that has a large proportion of 
students that sit very close to the cut-off point for proficiency.  The tables of the RMSE are 
provided below: 
Table 3.4 RMSE for school size of 1000 students, 100 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  1.808 1.773 1.703 1.677 1.630 1.523 
Probability  1.436 1.464 1.423 1.398 1.369 1.258 
 
Table 3.5 RMSE for school size of 100 students, 1000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  6.172 5.938 5.675 5.509 5.197 5.032 
Probability  5.120 4.968 4.771 4.597 4.413 4.224 
 
Table 3.6 RMSE for school size of 25 students, 4000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  12.226 11.655 11.077 10.806 10.449 10.181 
Probability  10.217  9.710  9.277  8.903  8.673  8.416 
 
(all values are RMSEx102 for ease of display) 
Graphs of tables 3.4-3.6 are included in the appendix 
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3.3.3     Advantaged School 
 One hundred thousand values from the N(1,1) were sampled to simulate the 
advantaged school.  This is a hypothetical school where the average student within that 
school is a single standard deviation above the population average.  The RMSE tables are 
provided below: 
Table 3.7 RMSE for school size of 1000 students, 100 schools 
 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  1.122 0.668 0.554 0.450 0.415 0.429 
Probability  1.458 0.840 0.614 0.507 0.469 0.419 
 
Table 3.8 RMSE for school size of 100 students, 1000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic  2.159 1.745 1.476 1.354 1.267 1.221 
Probability 2.138 1.576 1.318 1.193 1.130 1.065 
 
Table 3.9 RMSE for school size of 25 students, 4000 schools 
 
 
 
 
 
(all values are RMSEx102 for ease of display) 
Graphs of tables 3.7-3.9 are included in the appendix 
 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic 3.985 3.354 2.989 2.770 2.551 2.481 
Probability 3.516  2.850 2.548 2.348 2.202 2.090 
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3.3.4     Challenged School 
 One hundred-thousand values from the N(-1,1) were sampled to simulate the 
challenged school.  This is a hypothetical school where the average student within that school 
is a single standard deviation below the population average.  The tables are provided below: 
Table 3.10 RMSE for school size of 1000 students, 100 schools  
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic 0.800 0.685 0.650 0.581 0.520 0.515 
Probability 1.401 0.904 0.675 0.547 0.479 0.437 
 
Table 3.11 RMSE for school size of 100 students, 1000 schools 
 
 
 
 
 
Table 3.12 RMSE for school size of 25 students, 4000 schools 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic 4.675 4.043 3.651 3.422 3.266 3.085 
Probability 4.142 3.449 3.053 2.873 2.729 2.598 
 
(all values are RMSEx102 for ease of display) 
Graphs of tables 3.1-3.3 are included in the appendix 
 
 
Approach Year1 Year2 Year3 Year4 Year5 Year6 
Classic 2.355 2.031 1.823 1.647 1.593 1.478 
Probability 2.356 1.836 1.575 1.435 1.352 1.282 
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3.3.5 Confidence Set 
 The distributions of sks pp −ˆ were investigated for school or subgroup sizes of 25, 
100, and 1,000 for the school conditions of challenged, advantaged, and general under the 
two approaches to estimating sp through the classic and probability approach.  Figure 3.1 
presents a histogram of the distribution of the observed proficiency rates minus the true 
proficiency rates for the general case school at year 1 using the classical approach to 
estimating the proficiency rate.  Similar to what is depicted in figure 3.1, the distributions 
across all sizes, conditions, and approaches will be well approximated with a normal 
distribution.  Not all estimates are unbiased, where the estimates for either the classic or 
probability approach are positively biased for the challenged case school, and negatively 
biased for the advantaged case school.  However, the bias is reduced over time and 
approaches zero.  Although this is the case, the mean of the distribution will be assumed to 
be zero.  The means and standard deviations of these distributions are included in tables 3.13-
3.16.  The confidence set can be created by covering (1-ߙ )% of the  sks pp −ˆ distributions, 
where (1-ߙ )% is the level of confidence.  For example, within a school/subgroup of size 25, 
the probability approach, a general case school, at 95% confidence, each confidence set 
would be of the following form: ݌̂ଵ௦ േ 1.96 כ ሺ0.0558ሻ where s = 1, 2,…, 4,000, and the 
standard error was given by the standard deviation shown in table 3.15.  The histogram of 
predicted standard errors yielded through the traditional confidence interval approach is 
provided in figure 3.2.  Note that a large proportion of these standard errors are much larger 
than 0.0558.  This is true across all conditions. 
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Figure 3.1 Distribution of sks pp −ˆ  
 
Figure 3.2 Distribution of estimated standard errors for 95% CI 
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Table 3.13 Means and Standard Deviations of sks pp −ˆ for Advantaged Case School 
 SIZE = Type Year 1 2 3 4 5 6 
Classic 25 Mean -0.0093 -0.0049 -0.0031 -0.0025 -0.0020 -0.0021
 25 S.D. 0.0388 0.0332 0.0297 0.0276 0.0254 0.0247 
 100 S.D. 0.0195 0.0168 0.0144 0.0133 0.0125 0.0120 
 1000 S.D. 0.0063 0.0045 0.0046 0.0038 0.0037 0.0037 
Probability 25 Mean -.0137 -.0074 -.0049 -.0040 -.0036 -.0030 
 25 S.D. 0.0324 0.0275 0.0250 0.0231 0.0217 0.0207 
 100 S.D. 0.0164 0.0139 0.0122 0.0112 0.0107 0.0102 
 1000 S.D. 0.0050 0.0039 0.0037 0.0031 0.0031 0.0029 
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Table 3.14 Means and Standard Deviations of sks pp −ˆ for Challenged Case School 
 SIZE = Type Year 1 2 3 4 5 6 
Classic 25 Mean 0.0035 0.0020 0.0006 0.0005 0.0002 0.0008
 25 S.D. 0.0466 0.0404 0.0365 0.0342 0.0327 0.0308
 100 S.D. 0.0233 0.0202 0.0183 0.0165 0.0159 0.0148
 1000 S.D. 0.0072 0.0066 0.0065 0.0058 0.0052 0.0051
Probability 25 Mean 0.0124 0.0072 0.0043 0.0028 0.0022 0.0020
 25 S.D. 0.0395 0.0337 0.0302 0.0286 0.0272 0.0259
 100 S.D. 0.0201 0.0169 0.0152 0.0141 0.0133 0.0127
 1000 S.D. 0.0066 0.0056 0.0052 0.0047 0.0043 0.0039
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Table 3.15 Means and Standard Deviations of sks pp −ˆ for General Case School 
 SIZE = Type Year 1 2 3 4 5 6 
Classic 25 Mean -0.0042 -0.0019 -0.0009 -0.0012 -0.0009 -0.0009
 25 S.D. 0.0558 0.0475 0.0423 0.0392 0.0371 0.0350 
 100 S.D. 0.0275 0.0233 0.0206 0.0193 0.0186 0.0173 
 1000 S.D. 0.0085 0.0075 0.0075 0.0065 0.0063 0.0065 
Probability 25 Mean -0.0033 -0.0013 -0.0008 -0.0006 -0.0004 -0.0004
 25 S.D. 0.0460 0.0394 0.0356 0.0330 0.0315 0.0299 
 100 S.D. 0.0224 0.0192 0.0173 0.0161 0.0154 0.0145 
 1000 S.D. 0.0069 0.0060 0.0055 0.0053 0.0052 0.0050 
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3.4     Discussion & Conclusion 
 
 The probability approach has consistently lower RMSE values than the classic 
approach to estimating the school or subgroup proficiency rate.  Only for the challenged and 
advantaged cases schools, with 1,000 students, does the classic approach have smaller RMSE 
for the earlier years.  For this to be the case only for that type of school and not others may be 
due to the more poorly estimated standard errors of the Bayesian Sequential ability estimates 
for low/high ability students, which are in larger proportion for the challenged/advantaged 
schools.   
For this instance, there may be other methods for estimating the standard error of the 
Bayesian Sequential ability estimates.  With large data sets, groups could be made based on 
the ability estimates and then the standard error of these estimates could be approximated 
empirically.  The standard error estimate would simply be the standard deviation of the 
ability estimates within each group.  The efficiency of such a procedure or any others should 
be researched further, both conditionally and marginally.    
The RMSE (proficiency rate error) ranged from 0.5 to 12.2 percentage points across 
the set of conditions for school/subgroup size (25, 100, or 1000) and school type (boundary, 
general, advantaged, or challenged).  As expected, the discrepancy between the probability 
and classic approach was larger within the boundary cases school.  The larger the proportion 
of students closer to the cut-off point, the larger the difference in RMSE values between the 
probability and classic approach.  Students close to the boundary may be receiving scores 
above and below the cut-off point purely at random.  Those close to the boundary would get 
weights around 0.4-0.6 for the probability approach, and 0 or 1 for the classic approach. 
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3.4.1     School Size 
 The RMSE was measured for differing levels of school size for the purposes of 
assessing their impact on averaging but also for comparison of expected sampling errors 
under the random infinite population model.  As mentioned in Chapter 1, the minimum 
subgroup size is 30 for determining whether or not a school/subgroup meets the AMO based 
on the proficiency rate.  This is probably due to the typical rule of thumb in statistics to have 
a sample size of 30 or more in order to apply the Central Limit Theorem.  However, under 
the finite population model, there isn’t a “sample” in the traditional sense when 95% of 
students in a school are tested.   For comparison, table 3.16 displays theoretical sampling 
error values under the random infinite population model for the various sample sizes and true 
proficiency rates: 
Table 3.16 Sampling error 
 N=30 N=40 N=100 N=1000 
P=0.5   Q=0.5 9.13 7.91 5.00 1.58 
P=0.9   Q=0.1 5.48 4.74 3.00 0.95 
P=0.1   Q=0.9 5.48 4.74 3.00 0.95 
P=0.7   Q=0.3 8.37 7.25 4.58 1.45 
 
Under the finite population model, the RMSE values for the general, advantaged, and 
challenged schools with 25 students in year 1 (depicted in tables 3.1, 3.7, and 3.10) under the 
probability approach were consistently smaller than 5 percentage points.  Note that even the 
smallest sampling error for n=30 students is greater than 5 percentage points.  In order to 
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achieve the same level of sampling error or less for the p=0.9, q=0.1 or the p=0.5, q=0.5 
school as the measurement error for the sixth year, with values as low as 2.2 for the 25 
student subgroup, there would have to be at least 186 or 516 students, respectively.  The 
finite population model would allow for smaller minimum subgroup sizes.  To redefine the 
minimum subgroup size, the conservative approach would be to identify the highest 
allowable error in year 1 based on a reasonable expectation for the distribution of scores.   
 
3.4.4     Final Remarks 
When assessing the proficiency rate for a particular school, the probability approach 
is far superior to the classic approach under the simulated conditions.  The errors are 
consistently lower in the first few years (except for the situation of a large proportion of low 
ability students), and even more so in the last set of years.  The Bayesian sequential approach 
continues to reduce error over time and thus its use is highly recommended.  A new approach 
to building plausible values for the true proficiency rate for a school or subgroup has been 
proposed.  However, further studies should be conducted to identify expected errors for 
school sizes not shown here (300 students, 280 students, etc.).  This would be a strong step in 
the right direction towards a more equitable approach to assessing school quality where 
school size becomes less of a factor in the expected errors and the required assumptions are 
met.   
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Chapter 4.  AYP and Extraneous Variables 
 
 
4.1    Introduction 
The underlying assumption in the current accountability assessment is that the cause 
of improvement in student test performance comes primarily from the instructional program 
of a school.  Using the test performance of students in a school to identify the quality of a 
school can be considered an observational study.  Experiments that can be better 
characterized as observational studies tend to have two common characteristics: 
1. The objective is to elucidate cause-and-effect relationships 
2. It is not feasible to use controlled experimentation by assigning subjects at 
random to different procedures 
(Cochran & Chambers, 1965) 
Unlike an experiment, there is no randomized assignment of students to schools.  Thus, there 
are large differences in student body compositions between schools, even within the same 
district.  Despite this, all schools are held equally accountable.   
Although every school should be responsible for providing a high-quality, equitable, 
and fair education, each school should also be given a fair and equitable opportunity to do so.  
School effects literature is divided on the expected influence that any school has on 
performance net of school context variables, such as socio-economic status.  In the 
pioneering work of Coleman (1969), schools were determined to “bring little influence to 
bear on a child’s achievement that is independent of his background and general social 
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context.”    Some researchers conclude similar results as Coleman (Hanushek, 1986), while 
others report important influences from school factors on student achievement (Greenwald, 
Hedges, & Laine, 1996; Konstantopoulos, 2005).   
Raudenbush and Bryk (1986) proposed that school effects could be measured through 
a hierarchical linear model (HLM), which deconstructs the variation between student 
achievement scores into multiple components.  For example, with a 2-level HLM, the 
variation between student achievement scores is split into the variation between students 
within schools, and the variation between schools.   
It has been argued that the variation between the mean achievement scores for 
students within a school after controlling for variables such as socioeconomic status can be 
considered an index for the magnitude of school effects (Lee & Bryk, 1989).  However, 
following the spirit of Cochran & Chambers (1965), caution should be employed when 
measuring school effects under an observational study.  If there are variables not included in 
the model that are strongly associated with the variation between school mean achievement 
scores, and these variables can be considered school context variables (Raudenbush & 
Willms, 1995), then the model may overestimate the influence of school effects.  
Under NCLB, school performance is measured through the rate of proficient students 
within a school or subgroup.  Instead of using the student achievement as the outcome 
variable, this study will use the proficiency rate of the school.  The school will be considered 
the unit of analysis, and the influence of aggregated student characteristics and characteristics 
within the community on the proficiency rate for a school will be considered.  To further 
investigate school effects, the influence of school practice variables (Raudenbush & Willms, 
1995) will be assessed after controlling for the school context variables.       
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4.2     Method 
The data for this study will be specific to the state of Iowa.  The population of interest 
is the set of all schools (including elementary, middle, and high) in the state of Iowa that 
conducted achievement testing.  All of the data collected are at the school or district level due 
to using the school as the unit of analysis. 
Two sources were used to compile the data set:  the Iowa Department of Education, 
and the Website www.schoolmatters.com.  The data set includes information from 1,420 
schools in Iowa during the 2002-2003 & 2003-2004 school years that conducted achievement 
testing in grades 4, 8, and 11 during those years.  Variables selected for the data set represent 
information about the students, the teachers, the school itself, and the district.  All variables 
were aggregated to the school level with the exception of the district and teacher variables 
which were aggregated to the district level. 
 
4.3     Class of Variables 
 
4.3.1     Student 
 The student variables chosen were all measured in the 2002-2003 school year and 
were aggregated to the school level.  These include ethnic/racial composition, percentage of 
free or reduced price lunch students, English language learners and students with disabilities.  
The average school in Iowa has approximately 90% white students, 3% black students, 4% 
Hispanic, 1% Asian or Pacific Islander, and .5% American Indian or Alaskan Native.  The 
national racial composition in 2000 was 75% white, 12.5% black, 12.5% Hispanic, 4% 
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Asian, and 1% America Indian (U.S. Census, 2004).  Below is a histogram of the percentage 
of black students in schools in Iowa for 2003 (mean of 3.04, and standard deviation of 6.99).  
Rate of minority students has been shown to be negatively associated with student 
performance (Bryk & Raudenbush, 1988).   
 
Figure 4.1 Histogram of Percentage of Black students in Iowa, by School 
 
There is much agreement amongst researchers as to the negative association between 
socioeconomic status and achievement (Coleman, 1969; Klingele & Warrick, 1990; Lee & 
Bryk, 1989).  The percentage of students who are eligible for free or reduced price lunch 
students was used as a proxy for the proportion of low socioeconomic status (SES) students.  
Although students are eligible for free or reduced price lunches when they have low 
socioeconomic status, the necessary information to determine eligibility is not always 
reported by their families.  This proxy can be an underestimate of the true proportion of low 
socioeconomic status students.  As exemplified in this data set, Free/reduced price lunch 
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rates are lower for older students:  34, 28, and 22 are the mean economically disadvantaged 
rates for 4th, 8th, and 11th grade.  Thus, it is possible that any underreporting could be at 
higher rates for older students.  
     
4.3.2     Teacher 
 The teacher variables selected for the study were also measured during the 2002-2003 
school year.  These are comprised of teacher salary, experience, and education.  This set of 
data was found through the Iowa Department of Education’s Website at 
(http://www.state.ia.us/educate/).  Hanushek (1989) conducted a meta-analysis that indicated 
generally positive associations between student achievement and teacher experience, but with 
consistently non-significant associations between teacher salary & education and student 
achievement.  To investigate these influences further, the variables included were the average 
full time teacher salary, average full time teacher total experience, and percentage of teachers 
with advanced degrees (all aggregated to the district level).  Although a single measure of 
teacher quality is of primary interest, currently there is no specific way to conduct the 
measurement, let alone report the measure.  Tuerk (2005) used the rate of teachers 
determined to be “highly qualified” within a school which is based on a teacher’s subject 
area certification.  However, in the Iowa Department of Education’s “State Report card for 
No Child Left Behind” (2005), all teachers in Iowa were identified as highly qualified.  With 
the absence of any variation on that measure across schools within Iowa, other measures 
were chosen to represent teacher quality in combination.  Thus, the teacher’s experience, 
education, and even salary may be used together to help identify the quality of teachers in a 
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district.  Even though teacher quality as an individual measure would prove more useful here, 
the teacher experience, salary, and education information was obtained at the district level.   
  
4.3.3     School 
 The school measures selected for this study include students per teacher, enrollment 
size, number of full academic year students tested in targeted grade, and the student 
proficiency rate for the school.  All variables were measured in the 2002-2003 school year, 
except for the proficiency rate which also had scores in the 2003-2004 school year.  Students 
per teacher is a measure commonly believed to influence a teacher’s ability to instruct 
especially when the class sizes vary dramatically (Nye, Hedges, & Konstantopoulos, 2000).  
The state of Iowa generally has smaller student per teacher ratios possibly due to many rural 
areas and smaller schools.  The average student per teacher ratio is about 13 students for 
every teacher, and the higher ratios are around 20 students per teacher.  Student proficiency 
rates are relative to the number of full academic year students, since the view is that the 
performance of students who have not “fully” experienced the instructional program of a 
given school is not the responsibility of that school. 
 
4.3.4     District 
 The district measures are broken into two sets:  those measured in 2003, and those 
measured in 2004 (due to the time lag in acquiring estimates).  In 2003, spending per student, 
English language learners, urban status, and drop-out rate within the district were selected.  A 
series of population related measures were selected that were available only in 2004:  
population density, median household income, adults with bachelor’s degrees, and single-
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parent households with children.  The spending per student measure will be used under the 
expectation that perhaps not only do students perform better under more spending, but there 
may still be disparities between the expenditure for high poverty versus low poverty schools.  
Some researchers have found significant positive associations between spending and 
achievement (Greenwald, Hedges, & Laine, 1996), while others find non-significant 
associations (Hanushek, 1989).  Urban status is also of particular interest since it is expected 
that there may be more small schools in rural areas than urban areas.  While median 
household income, and adults with bachelor’s degrees are included due to their relationship 
with socioeconomic status, the single parent households with children variable was included 
to further confirm previous research.  Students residing in a single parent household tend to 
score lower on achievement tests, even after socioeconomic status has been held fixed (Pong, 
1997).  Pong also indicated that students residing in a step-family household would 
experience similar academic problems after controlling for socioeconomic status.  However, 
a measure to indicate the proportion of students in step-families was unavailable within either 
of the sources used to compile the data set.  The expectation is that schools with similar 
distributions of students, teachers, and equal quality instructional programs may still vary in 
performance due to different population characteristics within the district. 
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4.4     Results 
 Data analyses were conducted using multiple regressions where the response variable 
was the math or reading proficiency rates in 2003.  Since proficiency rate errors were 
expected to be related to Number of Full Academic Year Students, it was used as the 
weighting variable for a weighted least squares regression.  Separate models were run for 
each grade: 4, 8, and 11.  The set of predictor variables used in each model include the 
following:   
 
Aggregated to School Level: 
Students:   Minority rates 
Economically Disadvantaged (Low SES) 
       Students with Disabilities (SWD) 
 
School:      Students Per Teacher 
       Enrollment Size    
  
Aggregated to District Level: 
District:    Urban Status – Ranges from 1 to 8 (higher values are more urban) 
      Population Density 
  Median Household Income (in thousands) 
  Percentage of Adults with a Bachelors Degree (District Education) 
  Percentage of Single Parent Households with children (Single Parent) 
  Spending per student 
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Drop-out rate based on 7-12 enrollments (Drop-out)  
       English Language Learners (ELL) 
 
Teacher: Average Full Time Teacher Salary (Teacher Salary) 
Average Full Time Teacher Total Experience (Teacher Experience) 
  Percent of Full Time Teachers with Advanced Degrees  
 
Summaries of results are provided in tables 4.1-4.6 including coefficients, standard errors, 
standardized coefficients, and p-values.  Variables where a value of zero was implausible 
were grand mean centered: enrollment, students per teacher, population density, median 
household income, teacher salary, experience, and spending per student.  
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Table 4.1 Math Results - Coefficients for 4th grade analysis;  R-squared = 0.480 
 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 100.291 6.746  14.867 .000
Spending Per Student* .002 .001 .090 2.383 .017
Teacher Experience .280 .235 .047 1.193 .233
Teacher Salary .000 .000 -.053 -1.014 .311
Teacher Education .014 .046 .013 .307 .759
Students Per Teacher -.164 .151 -.035 -1.089 .277
Enrollment -.002 .003 -.026 -.783 .434
Low SES** -.336 .034 -.479 -9.803 .000
Minority** -.149 .047 -.173 -3.158 .002
ELL .166 .090 .074 1.848 .065
SWD -.091 .131 -.026 -.695 .487
Drop-out .458 .314 .056 1.460 .145
Urban** -1.037 .271 -.190 -3.829 .000
District Education** .279 .064 .226 4.346 .000
Single Parent* -.638 .295 -.114 -2.167 .031
Population Density .001 .001 .076 1.766 .078
Median Household 
Income -.067 .062 -.049 -1.090 .276
 
Table 4.2 Math Results - Coefficients for 8th grade analysis;  R-squared = 0.655 
 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 79.826 8.129  9.820 .000
Spending Per Student .001 .001 .078 1.744 .082
Teacher Experience .253 .263 .044 .964 .336
Teacher Salary .000 .000 .080 1.221 .223
Teacher Education -.065 .054 -.063 -1.214 .225
Students Per Teacher .026 .184 .005 .141 .888
Enrollment .000 .003 -.011 -.188 .851
Low SES** -.439 .051 -.551 -8.572 .000
Minority* -.148 .066 -.148 -2.254 .025
ELL** .271 .100 .123 2.704 .007
SWD -.076 .149 -.023 -.512 .609
Drop-out* -.913 .371 -.118 -2.459 .014
Urban .013 .293 .003 .044 .965
District Education** .243 .074 .214 3.267 .001
Single Parent -.574 .339 -.109 -1.693 .091
Population Density* -.002 .001 -.122 -2.325 .021
Median Household 
Income -.112 .068 -.085 -1.639 .102
 
* p-value < .05, ** p-value < .01 
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Table 4.3 Math Results - Coefficients for 11th grade analysis;  R-squared = 0.421 
 
 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 80.168 8.724  9.189 .000
Spending Per Student .000 .001 -.030 -.549 .583
Teacher Experience -.104 .260 -.024 -.400 .689
Teacher Salary .000 .000 .158 1.815 .070
Teacher Education -.054 .054 -.067 -.999 .318
Students Per Teacher -.318 .208 -.096 -1.528 .127
Enrollment .001 .001 .066 .773 .440
Low SES** -.326 .064 -.375 -5.073 .000
Minority -.085 .087 -.089 -.984 .326
ELL -.129 .107 -.075 -1.205 .229
SWD -.129 .155 -.049 -.832 .406
Drop-out -.382 .360 -.063 -1.061 .290
Urban* -.676 .321 -.171 -2.109 .036
District Education .106 .076 .126 1.401 .162
Single Parent -.689 .354 -.167 -1.947 .052
Population Density** .003 .001 .201 2.967 .003
Median Household 
Income** -.181 .070 -.179 -2.570 .011
 
*  p-value < 0.05; ** p-value < 0.01 
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Table 4.4 Reading Results - Coefficients for 4th grade analysis; R-squared = 0.519 
 
Table 4.5 Reading Results - Coefficients for 8th grade analysis; R-squared = 0.618 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 82.237 7.912  10.394 .000
Spending Per Student** .002 .001 .112 2.381 .018
Teacher Experience .028 .256 .005 .108 .914
Teacher Salary .000 .000 .038 .552 .581
Teacher Education -.076 .052 -.079 -1.444 .150
Students Per Teacher** .353 .179 .077 1.976 .049
Enrollment .002 .002 .056 .931 .352
Low SES** -.315 .050 -.428 -6.312 .000
Minority** -.237 .064 -.256 -3.694 .000
ELL .147 .098 .072 1.509 .132
SWD -.148 .145 -.048 -1.025 .306
Drop-out -.041 .361 -.006 -.113 .910
Urban .092 .285 .019 .323 .747
District Education** .211 .072 .202 2.914 .004
Single Parent** -.847 .331 -.174 -2.561 .011
Population Density* -.001 .001 -.097 -1.738 .083
Median Household 
Income -.052 .066 -.043 -.792 .429
 
 * p-value < .05, ** p-value < .01 
 
 
 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 96.173 6.031  15.946 .000
Spending Per Student** .002 .001 .134 3.690 .000
Teacher Experience .203 .210 .037 .964 .335
Teacher Salary 3.72E-005 .000 .012 .235 .814
Teacher Education -.016 .042 -.015 -.375 .708
Students Per Teacher -.115 .135 -.026 -.856 .392
Enrollment -.002 .003 -.022 -.688 .491
Low SES** -.320 .031 -.492 -10.445 .000
Minority** -.165 .042 -.206 -3.901 .000
ELL .121 .080 .058 1.506 .133
SWD* -.271 .117 -.083 -2.312 .021
Drop-out .522 .280 .069 1.863 .063
Urban** -.621 .242 -.122 -2.567 .010
District Education** .221 .057 .193 3.854 .000
Single Parent** -.786 .263 -.152 -2.985 .003
Population Density -2.22E-005 .001 -.001 -.033 .973
Median Household 
Income* -.131 .055 -.102 -2.386 .017
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Table 4.6 Reading Resutls - Coefficients for 11th grade analysis; R-squared = 0.360 
Model   
Unstandardized 
Coefficients 
Standardized 
Coefficients 
t Sig. B Std. Error Beta 
1 (Constant) 70.728 9.363  7.554 .000
Spending Per Student .001 .001 .063 1.074 .284
Teacher Experience -.250 .280 -.055 -.891 .373
Teacher Salary .000 .000 .149 1.635 .103
Teacher Education -.078 .058 -.095 -1.338 .182
Students Per Teacher -.047 .223 -.014 -.209 .835
Enrollment -7.63E-005 .001 -.005 -.054 .957
Low SES** -.316 .069 -.357 -4.582 .000
Minority** -.214 .093 -.219 -2.300 .022
ELL -.019 .115 -.011 -.162 .872
SWD -.283 .167 -.106 -1.695 .091
Drop-out -.157 .387 -.025 -.406 .685
Urban -.512 .344 -.127 -1.486 .138
District Education** .285 .081 .331 3.494 .001
Single Parent .173 .381 .041 .455 .650
Population Density** .002 .001 .173 2.419 .016
Median Household 
Income** -.254 .075 -.248 -3.369 .001
 
* p-value < .05, ** p-value < .01 
 
 
Table 4.7 provides a summary of these results where the values in the cells of the 
table are the standardized coefficients.  Empty cells indicate that the coefficient was non-
significant.  Yellow highlighted cells indicate coefficients that were significant at the .10 
level, but not at the .05 level. 
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Table 4.7 Summary of Significant Variables in 6 models (Reading/Math; 4,8,11) 
 Math4 Math8 Math11 Read4 Read8 Read11 
Spending   0.090   0.078    0.134   0.112  
Teacher Experience       
Teacher Education       
Teacher Salary     0.158    
Students Per Teacher       0.077  
Enrollment       
SES - 0.479 - 0.551 - 0.375 - 0.492 - 0.428 - 0.357 
Minority - 0.173 - 0.148  - 0.206 - 0.256 - 0.219 
District Education   0.226   0.214    0.193   0.202   0.331 
Single Parent - 0.144 - 0.109 - 0.167 - 0.152 - 0.174  
Population Density   0.076 - 0.122   0.201  - 0.097 - 0.256 
Urban Status - 0.190      
Drop-out  - 0.118    0.069   
District Income   - 0.179 - 0.102  - 0.248 
ELL   0.074   0.123     
SWD      - 0.106 
R-squared 0.480 0.655 0.421 0.519 0.618 0.360 
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4.4.1 Full versus Reduced Model 
To assess the influence of school practice variables after controlling for the school 
context variables, a full versus reduced model approach was used.  The full model contains 
all variables and the reduced model contains only the school context variables.  With a null 
hypothesis that the reduced model is sufficient, and an alternative hypothesis that the full 
model provided a better fit, the results of the F-tests are provided below: 
 
MATH   4th grade – F(6, 745) = 1.82, p =0.11  
   8th grade – F(6, 371) = 1.50, p = 0.18 
   11th grade – F(6, 350) = 0.91, p = 0.49 
 
READING  4th grade – F(6, 745) = 3.18, p < 0.01 
   8th grade – F(6, 371) = 2.03, p = 0.06 
   11th grade – F(6, 350) = 0.94, p = 0.47 
 
 At the .10 level, only 2 of the 6 models had significant full models indicating a 
contribution from the school practice variables after controlling for the school context 
variables.  The contribution of the school practice variables appear to be influenced by the 
grade where the school practice has stronger influences for the earlier grades.  Since the 
preceding models indicated that the only contributing school practice variable was spending 
per student (significant coefficient in 5 of the 6 models), the full versus reduced model was 
run a second time with the exclusion of the spending per student variable in the reduced 
model.  As expected, all of the corresponding p-values were greater than 0.10 indicating that 
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the only school practice variable that is significant after controlling for the school context 
variables is spending per student:  
 
MATH   4th grade – F(5, 745) = 0.83, p =0.53  
   8th grade – F(5, 371) = 1.19, p = 0.31 
   11th grade – F(5, 350) = 1.09, p = 0.37 
 
READING  4th grade – F(5, 745) = 0.63, p = 0.68 
   8th grade – F(5, 371) = 1.56, p = 0.17 
   11th grade – F(5, 350) = 0.76, p = 0.58 
 
 
4.5     Discussion & Conclusion 
 
After controlling for all of the variables, in most instances, the rate of Economically 
Disadvantaged students is the strongest predictor of school performance, with standardized 
coefficients that ranged from -.357 to -.551.  Also, these models explained a relatively large 
amount of the variance in school performance rates with R-squared values ranging from 
0.352 to 0.655.  As mentioned in chapter 1, two types of variables will be identified: school 
practice variables and school context variables.  The intent is to identify Type B school 
effects as noted in the paper from Wilms & Raudenbush (1989) on estimating school effects: 
“the Type B effect includes control for the overall ability and social class composition of the 
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school and for wider social influences.”  Sixteen variables were possible within each model, 
where 6 are arguably school practice variables, and 10 are school context variables: 
 
Practice: Students Per Teacher, Spending Per Student, Average Full Time Teacher 
Total Experience, Average Full Time Teacher Salary, Percent of Full Time Teachers with 
Advanced Degrees, and Enrollment 
 
Context:  Percentage of minority students, Economically Disadvantaged, Students with 
Disabilities, English Language Learners, Urban Status, Population Density, Median 
Household Income, Percentage of Adults with a Bachelors Degree, Percentage of Single 
Parent Households with Children, and Drop-out rate 
 
 These results provide further evidence in agreement with Coleman (1969) and 
(Hanushek, 1989).  All of the four variables that were non-significant in every model were 
school practice variables: teacher experience, education, salary, and enrollment.  Within the 
data set, the variable Average Full Time Teacher Total Experience was normally distributed 
with a mean of 15 and standard deviation of 2.  Since the teacher experience was aggregated 
to the district level, the variation in teacher experience is smaller than what would have been 
observed if individual teacher experiences were available.  However, the rate of teachers with 
advanced degrees ranged from 0 to 50 percent, indicating a reasonable variation.  Further 
research into the influence of teacher experience and education would be of interest.  Is it 
possible that without experience, a teacher’s education will influence student achievement, 
but over time, the experience provides more influence than the education?  In regards to 
 89
enrollment, there are expected similarities between enrollment, population density, students 
per teacher, and urban status.  The zero-order correlations between those three variables 
ranged from 0.199 to 0.684 and were always significant at the .05 level, with the highest 
correlation between population density and urban status.  Population density could be argued 
to simply be a more precise measurement of urban status, with smaller values indicating rural 
areas, and larger values indicating urban areas.  Population density was significant in four of 
the six available models, but this may be due to its strong association with students per 
teacher and urban status.  Also, students per teacher values were always lower than 30, with a 
mean of 13 and a standard deviation of 3.  Further research should be conducted to identify 
whether or not the population density measure would still be significant under the presence 
of more variation in students per teacher values. 
Eight variables were significant at the .05 or .01 level for three or more models: 
spending per student, rate of economically disadvantaged students, minority rate, percentage 
of adults with bachelor’s degrees within the district, percentage of single parent households 
with children, population density, urban status, and median household income.  Three of 
these variables were targeted at community characteristics influence on school effects: 
percentage of adults with bachelor’s degrees and single parent households with children, and 
population density.   
Percentage of adults with bachelor’s degrees, which was labeled as District Education 
within the models, had significant coefficients in five of the six models and had standardized 
coefficients ranging from 0.126 to 0.331, where it was the second or third largest value for 
every single model for which it was significant.   
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Although the single parent households with children rates appeared to vary little, 
from 1% to 13%, it also had significant coefficients in three of the six models at the .05 level, 
or five of the six models at the .10 level.  This may be due in part because the percentage 
given may underestimate the percentage of students attending school who live in a single 
parent household.  Since about half of the households within any district in the U.S. have 
children under 18 residing in them (U.S. Census, 2001), then the rate of children attending 
school who live in a single parent household may be twice as large (or more depending upon 
the variation of this between schools within a district).  Standardized coefficients for this 
variable ranged from -0.109 to -0.174.   
It is not surprising that the rate of low socioeconomic status students was negatively 
associated with the proficiency rate for a school and consistently had the largest standardized 
coefficient.   Minority rate standardized coefficients ranged from -0.148 to -0.256 when they 
were significant in five of the six available models at the .05 level.  This indicates that the 
rate of minority students still influenced proficiency rates for a school when all of the other 
variables were fixed.  Spending per student was included in three of the six available models 
at the .05 level, and four of the six models and the .10 level, and had standardized 
coefficients ranging from 0.078 to 0.134.         
Thus, it appears that school quality as measured by proficiency rates on achievement 
tests is influenced by quite a few variables other than school quality itself.  With the current 
procedure, schools of exceptional quality that also have the most challenging environment 
may not be easily identified by looking at the proficiency rates directly since they seem to be 
influenced by many variables.  This study provides evidence that school effects are minimal 
after school context variables are held fixed, with the exception of spending per student.  
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Further research should be conducted to identify either an appropriate way of investigating 
how more spending should be used to improve student performance, or further investigate 
more detailed school characteristics and their influence on student performance after 
controlling for the school context variables including the additional ones highlighted within 
this study: adults with bachelor’s degrees, single parent households, and population density.   
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CHAPTER 5.     Research Conclusion 
 
According to the legislation, the No Child Left Behind Act’s purpose is: 
 “To ensure that all children have a fair, equal, and significant opportunity to obtain a 
high-quality education and reach, at a minimum, proficiency on challenging state 
academic achievement standards and state academic assessments.”   
(20 USC s.6301, 2001) 
Thus, a central component of NCLB is the process of determining proficiency of students 
through achievement testing, and subsequently, the ability of schools to better serve their 
students such that all students achieve proficiency by 2013-2014. 
This research study began by proposing an approach to improve the accuracy of 
determining proficiency for an individual student by taking advantage of a recent policy 
change (3rd-8th grade testing) which would allow for multiple assessments over time.  
Proficiency determination was shown to have half the normal misclassification rates by 
utilizing any one of the three proposed Bayesian Sequential approaches described in Chapter 
2 which differ only in how they determined the prior mean in the first year of testing.     
 The process of determining how well a school performs through the proficiency rate 
is questioned in this research on two grounds.  One, the proficiency rate is calculated without 
regard to measurement error.  Two, the confidence interval approach to predicting the true 
proficiency rate is dependent upon statistical assumptions that are no longer valid under 
repeated assessments (in grades 3-8).  
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A new approach to estimating the proficiency rates was presented that adjusted for 
measurement error as well as being based on a valid statistical assumption.  This approach 
was shown to produce more accurate estimates of the true proficiency for a school.  A 
confidence set approach was introduced that produced intervals that were of smaller width 
than what would be produced from the original confidence interval approach.  This could 
provide a better opportunity for legislators to hold schools with smaller number of students 
accountable by allowing smaller minimum subgroup sizes, while maintaining the same level 
of statistical reliability. 
 Even when the proficiency rate for a school is more accurately estimated, the validity 
of the measure is still in question.  It is assumed that school’s with lower proficiency rates are 
of “lower quality”, and vice versa for schools with higher proficiency rates.  Within the data 
set comprised of 1,420 schools in Iowa, the school practice variables were shown to have no 
significant association with the math and reading proficiency rates after controlling for the 
school context variables (with the exception of spending per student).  For example, 
community characteristics such as the percentage of adults with bachelor’s degrees, 
percentage of single parent households with children, and population density, proved to be 
strongly associated with the proficiency rate for a school.  
 Simply holding all schools equally accountable for the performance of their students 
is not enough to truly achieve the underlying purpose of No Child Left Behind.  Even if a 
school provides a fair, equal, and significant opportunity to obtain a high-quality education, 
this research has provided evidence that students of poverty and/or minority students may 
still under perform if there is not a community around that school with supportive 
characteristics.  Providing a school of equal quality is not enough, and major efforts should 
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be conducted to counteract all negative influences on a student’s education.  A high-quality 
education is not limited to the educational services a student receives at their school. 
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APPENDIX 
Graphs of Tables from Chapter 2 
Y-axes have been scaled appropriately to display small differences 
 
 
 
 
 
 
 
     Figure A.1 Marginal Bias – General Test Information Function (Table 2.2) 
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Figure A.2 Marginal MSE – General Test Information Function (Table 2.3) 
 
Figure A.3 Marginal Bias – Flat Test Information Function (Table 2.4)                  
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Figure A.4 Marginal MSE – Flat Test Information Function (Table 2.5) 
 
Figure A.5 Marginal MSE - Slightly Variant Ability (Table 2.6) 
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  Figure A.6 Misclassification Rates across four approaches (Table 2.7) 
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Contingency Tables (Chapter 2) 
TRADITIONAL  
 
 
                         
 
 
 
  
 
 
                      
 
                          
 
 
 
  
 
 
 
 
 
  
 
 
 
YEAR 2 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 55.85   3.60 59.45 
Non-Prof.   3.87 36.68 40.55 
Total 59.72 40.28 100 
        YEAR 1      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 55.37   4.30 59.67 
Non-Prof.   4.35 35.98 40.33 
Total 59.72 40.28 100 
YEAR 4 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 55.65   4.03 59.68 
Non-Prof.   4.07 36.25 40.32 
Total 59.72 40.28 100 
           YEAR 3      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 55.64   4.27 59.91 
Non-Prof.   4.08 36.01 40.09 
Total 59.72 40.28 100 
YEAR 6 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 56.44   3.91 60.35 
Non-Prof.   3.28 36.37 39.65 
Total 59.72 40.28 100 
           YEAR 5      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 55.91   3.74 59.65 
Non-Prof.   3.81 36.54 40.35 
Total 59.72 40.28 100 
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BAYESIAN –PROPORTION CORRECT 
                         
 
 
 
  
 
 
                                                      
 
 
 
 
 
  
 
 
 
 
 
 
YEAR 2 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 56.67   2.43 59.10 
Non-Prof.   3.05 37.85 40.90 
Total 59.72 40.28 100 
        YEAR 1      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 54.92   3.88 58.80 
Non-Prof.   4.80 36.40 41.20 
Total 59.72 40.28 100 
YEAR 4 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 57.70   1.98 59.68 
Non-Prof.   2.02 38.30 40.32 
Total 59.72 40.28 100 
           YEAR 3      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.16   2.05 59.21 
Non-Prof.   2.56 38.23 40.79 
Total 59.72 40.28 100 
           YEAR 5      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.81   1.76 59.57 
Non-Prof.   1.91 38.52 40.43 
Total 59.72 40.28 100 
YEAR 6 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 58.15   1.67 59.82 
Non-Prof.   1.57 38.61 40.18 
Total 59.72 40.28 100 
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BAYESIAN – QUANTILE 
                         
 
 
 
  
 
 
                                                      
 
 
 
 
 
  
 
 
 
 
 
 
YEAR 2 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 56.76   2.55 59.31 
Non-Prof.   2.96 37.73 40.69 
Total 59.72 40.28 100 
        YEAR 1      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 55.07   4.00 59.07 
Non-Prof.   4.65 36.28 40.93 
Total 59.72 40.28 100 
YEAR 4 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 57.71   2.01 59.72 
Non-Prof.   2.01 38.27 40.28 
Total 59.72 40.28 100 
           YEAR 3      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.25   2.12 59.37 
Non-Prof.   2.47 38.16 40.63 
Total 59.72 40.28 100 
           YEAR 5      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.84   1.79 59.63 
Non-Prof.   1.88 38.49 40.37 
Total 59.72 40.28 100 
YEAR 6 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 58.17   1.70 59.87 
Non-Prof.   1.55 38.58 40.13 
Total 59.72 40.28 100 
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BAYESIAN – CLASSIC 
                         
 
 
 
  
 
 
                                                      
 
 
 
 
 
  
 
 
 
 
 
 
YEAR 2 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 56.85   2.63 59.48 
Non-Prof.   2.87 37.65 40.52 
Total 59.72 40.28 100 
        YEAR 1      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 55.37   4.30 59.67 
Non-Prof.   4.35 35.98 40.33 
Total 59.72 40.28 100 
YEAR 4 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 57.75   2.11 59.86 
Non-Prof.   1.97 38.17 40.14 
Total 59.72 40.28 100 
           YEAR 3      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.33   2.15 59.48 
Non-Prof.   2.39 38.13 40.52 
Total 59.72 40.28 100 
           YEAR 5      TRUE ABILITY 
 
Predicted 
Ability 
 Proficient Non-Prof. Total 
Proficient 57.88   1.79 59.67 
Non-Prof.   1.84 38.49 40.33 
Total 59.72 40.28 100 
YEAR 6 TRUE ABILITY 
 Proficient Non-Prof. Total 
Proficient 58.20   1.72 59.92 
Non-Prof.   1.52 38.56 40.08 
Total 59.72 40.28 100 
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Graphs of Tables from Chapter 3 
Y-axes have been scaled appropriately to display small differences 
 
Figure A.7 RMSE – General School – 1000 students, 100 schools (Table 3.1) 
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Figure A.8 RMSE – General School – 100 students, 1000 schools (Table 3.2) 
 
Figure A.9 RMSE – General School – 25 students, 4000 schools (Table 3.3) 
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Figure A.10 RMSE – Boundary School – 1000 students, 100 schools (Table 3.4) 
 
Figure A.11 RMSE – Boundary School – 100 students, 1000 schools (Table 3.5) 
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Figure A.12 RMSE – Boundary School – 25 students, 4000 schools (Table 3.6) 
 
Figure A.13 RMSE – Advantaged School – 1000 students, 100 schools (Table 3.7) 
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Figure A.14 RMSE – Advantaged School – 100 students, 1000 schools (Table 3.8) 
 
Figure A.15 RMSE – Advantaged School – 25 students, 4000 schools (Table 3.9) 
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Figure A.16 RMSE – Challenged School – 1000 students, 100 schools (Table 3.10) 
 
Figure A.17 RMSE – Challenged School – 100 students, 1000 schools (Table 3.11) 
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Figure A.18 RMSE – Challenged School – 25 students, 4000 schools (Table 3.12) 
 
 
 
 
