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Abstract
A Rayleigh-Ritz-based Continuous Galerkin method based approach is pre-
sented to compute the seismic normal modes of rotating terrestrial planets.
The method is not restricted to terrestrial planets, only the examples. Special
care is taken to separate out the essential spectrum in the presence of a fluid
outer core. The relevant elastic-gravitational system of equations, includ-
ing the Coriolis force, is subjected to a mixed finite-element method, while
self-gravitation is accounted for with the fast multipole method. Our dis-
cretization utilizes fully unstructured tetrahedral meshes for both solid and
fluid regions. The relevant eigenvalue problem is solved by a combination of
several highly parallel and computationally efficient methods. We validate
our three-dimensional results in the non-rotating case using analytical results
for constant elastic balls, as well as numerical results for an isotropic Earth
model from standard “radial” algorithms. We also validate the computations
in the rotating case, but only in the slowly-rotating regime where perturba-
tion theory applies, because no other independent algorithms are available
in the general case. The algorithm and code are used to compute the point
spectra of eigenfrequencies in several Earth and Mars models studying the
effects of heterogeneity on a large range of scales.
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1. Introduction
Planetary normal modes are instrumental for studying the dynamic re-
sponse to sources including earthquakes along faults and meteorite impacts,
as well as tidal forces [1, 2]. The low-angular-order eigenfrequencies con-
tain critical information about the planet’s large-scale structure and provide
constraints on heterogeneity in composition, temperature, and anisotropy,
while rotation constrains the shapes as well as possible density distributions
of planets. The effect of rotation on the seismic point spectrum of the Earth
is well understood and has been observed for decades [3, Fig.1]. The obser-
vation of spectral energy of low-frequency toroidal modes in vertical seismic
recordings of the 1998 Balleny Islands earthquake [4], is a manifestation of
the three-dimensional heterogeneity and anisotropy of the mantle structures
and rotation.
For a review of Earth’s free oscillations, we refer to [5]. Current stan-
dard approaches to computing the seismic point spectrum and associated
normal modes have several limitations. Assuming spherical symmetry for
non-rotating planets, the problem becomes one-dimensional and the compu-
tation of normal modes in such models using MINEOS [6, 7] is still common
practice; these are then typically used in perturbation-theory and mode-
coupling approaches to include lateral heterogeneities. Full-mode coupling
methodology utilizing normal modes in a spherically symmetric model as a
basis has been adopted to studying Earth’s interior for decades [8, 9, 10, 11,
12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23]. This methodology is of Rayleigh-
Ritz type, and is justified under the assumption that the space in which the
normal modes lie contains the mentioned basis, which requires spherically
symmetric fluid-solid and surface boundaries. Here, we remove this limita-
tion. Moreover, a separation of the essential spectrum needs to be carefully
carried out, which has been commonly ignored in the “radial” algorithms.
We discuss the mode-coupling approach and the conditions under which it
applies in Appendix C.
To simulate seismic waves in strongly heterogeneous media, the spectral-
element method (SPECFEM) [24, 25] has been widely used for more than
two decades. We mention the software package SPECFEM3D globe [26, 27],
which is capable of modeling relatively high-frequency waveforms in an en-
tire planet while suppressing the perturbation to the gravitational potential.
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Other implementations of SPECFEM [28, 29, 30] have been developed with
alternative numerical approaches pertaining to the fluid outer core. In princi-
ple, seismic eigenfrequencies show up by taking a discrete Fourier transform of
numerical solutions; however, it is a major computational challenge to control
the accuracy at very long time scales. We note that in SPECFEM3D globe,
the fluid displacement is replaced by a scalar potential, which results in a
non-symmetric system of discretized equations. Moreover, the (square of the)
Brunt-Va¨isa¨la¨ frequency is assumed to be zero. Rotation in the fluid regions
is unnaturally introduced by means of an additional vector (cf. [27, (16) and
(17)] and [30, (30)]).
One may view the computational approach developed in this paper as
forming a bridge between SPECFEM3D globe, and the mode-coupling ap-
proaches derived from modes in a spherically symmetric model, involving
finer scale heterogeneity and higher seismic eigenfrequencies. Our approach
facilitates the studies of the highly heterogeneous crust models and complex
three-dimensional models through the planetary spectrum, as well as the
naturally efficient computation of seismograms from many different sources.
Naturally, we also include the Coriolis force and centrifugal potential and
formulate it as a nonlinear eigenvalue problem. We can accommodate arbi-
trarily shaped fluid-solid boundaries which becomes increasingly important
at higher rotation rates. In our formulation, the rotation rate might spa-
tially vary, which is relevant to the future computation of normal modes in
gas giants in our solar system.
In this paper, we revisit the work of [31]. Buland and collaborators en-
countered several complications that we overcome by characterizing and sep-
arating the essential spectrum and introducing a new formulation that prop-
erly models the elastic-gravitational system without approximations. In our
proposed formulation, the displacement, the proper orthonormal condition
and the symmetry of the system for non-rotating planets are preserved. We
apply fully unstructured meshes to model fully heterogeneous planets, and
the mixed finite-element method (FEM) to discretize the elastic-gravitational
system. Our method can handle fully heterogeneous planetary models eas-
ily, and guarantee that accurate solutions lie in the space to which normal
modes associated with the seismic point spectrum belong. In a separate
paper [32], we introduced a highly parallel algorithm for solving the general-
ized eigenvalue problem resulting from our analysis. We achieved high paral-
lel computational and memory scalabilities with demonstrated performance
on modern supercomputers. To include rotation in the elastic-gravitational
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system through the Coriolis force and the centrifugal potential, we utilize ex-
tended Lanczos vectors computed in a non-rotating planet – with the shapes
of boundaries of a rotating planet and accounting for the centrifugal potential
– as a truncated basis to properly facilitate reduction to one of the equivalent
linear forms of the quadratic eigenvalue problem (QEP). Here, the separa-
tion of the essential spectrum comes into play again and the normal modes
computed are guaranteed to lie in the appropriate space of functions. The
reduced system can be solved with a standard eigensolver.
Self-gravitation manifests itself in the incremental gravitational potential
as the density changes with displacement. We utilize the Green’s solution
of Poisson’s equation and treat the self-gravitation as an N -body problem.
We then apply the fast multipole method (FMM) [33, 34, 35], which reduces
the algorithmic complexity significantly, to compute both the reference grav-
itational and the incremental gravitational potentials. Alternatively, one
can apply a finite-infinite element method [36, 37] for modeling unbounded
domain problems to approximate the far-field of Poisson’s equation. More
recently, the spectral-infinite-element method [38] has been developed to in-
corporate gravity. While our eigensolver [32] only takes matrix-vector prod-
ucts, any suitable schemes, including FMM or infinite-element methods, can
be used in our computational framework.
We present and validate our three-dimensional computations using con-
stant elastic balls and an isotropic preliminary reference Earth model as non-
rotating planets with standard radial codes. The computational accuracy for
rotating planets is illustrated and tested but only in the regime where pertur-
bation theory applies as no other independent algorithms are available in the
general case. We use our algorithm and code to compute the point spectra of
eigenfrequencies in several Earth and Mars models, acknowledging relatively
low rotation rates, studying the effects of heterogeneity on a large range of
scales. The Mars models are relevant to the InSight (Interior exploration
using Seismic Investigations, Geodesy and Heat Transport) [39, 40] mission.
It is expected that a set of eigenfrequencies is observable [41, 42]. Here, we
select one Mars model [43] from the set of blind tests [44, 45] and combine it
with the topography [46, 47] and a three-dimensional crust [48, 49] to create
a realistic Mars model. We compute the low-angular-order eigenfrequencies
and study the general effects of rotation and heterogeneity combined.
The outline of this paper is as follows. In Section 2, we revisit the form
and physics of the elastic-gravitational system of a rotating planet and es-
tablish the weak formulation of the system with a separation of the essential
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spectrum. In Section 3, we discuss the hydrostatic equilibrium of a rotating
fluid outer core in the presence of the gravitational and the centrifugal forces.
In Section 4, we introduce the Continuous Galerkin mixed FEM and obtain
the corresponding matrix equations. In Section 5, we study the computation
of the reference gravitational field and the perturbation of the gravitational
field using the FMM. In Section 6, we validate the computational accuracy
of our work for non-rotating Earth models and quantify the effect on the
point spectrum from three-dimensional heterogeneity. In Section 7, we illus-
trate the computational accuracy of our proposed method and show several
computational experiments for different planetary models, including stan-
dard Earth and Mars models as well as related effects due to rotation and
a three-dimensional crust. In Section 8, we discuss the significance of our
results and directions of future research.
2. The elastic-gravitational system with rotation
In this section, we present a modified elastic-gravitational system of equa-
tions of a rotating planet to deal with the separation of the essential spectrum
in the weak form [50] (see [1] for the strong formulation).
2.1. Natural subdomains and computational meshes
Following the notation in [50], a bounded set X˜ ⊂ R3 is used to represent
the interior of the Earth, with Lipschitz continuous exterior boundary ∂X˜.
The exterior boundary ∂X˜ contains fluid (ocean) surfaces ∂X˜F and solid
surfaces ∂X˜S. We subdivide the set X˜ into solid regions ΩS and fluid regions
ΩF. The fluid regions contain the liquid outer core ΩOC and the oceans ΩO.
The solid regions can be further subdivided into the crust and mantle ΩCM
and the inner core ΩIC. We use Σ to represent the interfaces between these
subregions. In summary,
X˜ = ΩS∪ΩF∪Σ∪∂X˜, ∂X˜ = ∂X˜S∪∂X˜F, ΩS = ΩCM∪ΩIC, ΩF = ΩOC∪ΩO.
The interior interfaces can further be subdivided into three categories: inter-
faces between two fluid regions ΣFF, interfaces between two solid regions ΣSS,
and interfaces between fluid and solid regions ΣFS. We can subdivide ΣFS
into two major interfaces: internal interfaces ΣFSint and the bottom interface
ΣFSO of the oceans. The internal interfaces include the interfaces between the
lower mantle and the outer core ΣCMB, which is known as the Core-Mantle
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Boundary (CMB); the interface between the outer core and the inner core is
denoted as ΣICB, which is known as the Inner-Core Boundary (ICB). Thus,
Σ = ΣSS ∪ ΣFF ∪ ΣFS, ΣFS = ΣFSint ∪ ΣFSO , ΣFSint = ΣCMB ∪ ΣICB.
In Fig. 1, we illustrate the concepts of the main mathematical symbols for
the geometry used in this work. Since a general terrestrial planet may con-
tain multiple complex discontinuities associated with different geological and
geodynamical features, utilization of a flexible, fully unstructured tetrahe-
dral mesh would be natural. We discretize the major discontinuities using
triangulated surfaces that are generated via distmesh [51] and then build
up the Earth model using an unstructured tetrahedral mesh via TetGen [52].
In Fig. 2, we illustrate the interfaces and meshes with one hundred thou-
sand and one million elements. These techniques show great flexibility and
can provide models with multiple resolutions. In Figs. 3, we illustrate a
three-dimensional Earth model built on a tetrahedral mesh. In Fig. 3 (a), we
show the Moho interface that is constructed using an unstructured triangular
mesh. The color shows the depth and the black lines are the edges of the
triangles. In Fig. 3 (b), we illustrate the three-dimensional VP model based
on MIT’s mantle tomographic results [53] and crust 1.0 [54]. The core model
is based on the Preliminary Reference Earth Model (PREM) [55].
~X
@ ~XF
@ ~XS
Σ
FS
O
Σ
CMB
Σ
ICB
Σ
FF
Σ
SS
~X = ΩS [ ΩF [ Σ [ @ ~X
@ ~X = @ ~XS [ @ ~XF
Σ
FS
= Σ
CMB
[ Σ
ICB
[ Σ
FS
O
Figure 1: Conceptual figure of the geometry of a planet using Earth as an exam-
ple. The red, black and grey lines indicate the outer boundary ∂X˜, the fluid solid
boundaries ΣFS, and interfaces only in the solid or fluid regions.
We also use a Mars model as an example to illustrate our construction
of a terrestrial planet. The topography of Mars was measured by the Mars
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(a1) (a2)
(b1) (b2)
Figure 2: Illustration of different meshes. (a1) Three triangularized surface
meshes; (a2) A tetrahedral mesh with 100k elements that is generated from (a1);
(b1) Seven triangularized surface meshes; (b2) A tetrahedral mesh with one-million
elements that is generated from (b1). The light surfaces in (b1) and (b2) denote
the CMB.
Orbiter Laser Altimeter (MOLA) [46, 47] with high accuracy. The thickness
and density of the Martian crust were constructed with the help of the works
of [48, 49]. In Fig. 4 (a), we illustrate the topography of Mars using data
from MOLA [47]; in Fig. 4 (b), we show the crust-mantle interface of Mars
using data provided by [49]. In Figs. 5 (a)–(c), we illustrate VP , VS and ρ
0 of
Mars integrating a radial model [43] with a three-dimensional crust as shown
in Fig. 4. In Figs. 6 (a) and (b), we illustrate the axial spin mode, Ω × x,
and the centrifugal acceleration, −∇ψ, of the Mars model, respectively.
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-53.3 
-30.4 
-76.200
-7.497
Depth (km)
-0.96295
0
0.96295
-1.448e+00
1.441e+00
dVp/Vp
9.1186
11.437
6.800e+00
1.376e+01
Vp (km/s)
(a) Moho (b) MIT VP model
Figure 3: A three-dimensional Earth model built using MIT tomographic results
[53] and crust 1.0 [54]. (a) A triangluar mesh built for the Moho interface. The
color indicates the depth below the reference surface of the Earth. The bottom of
the Tibet Plateau is shown. (b) MIT mantle VP model built on a tetrahedral mesh.
The VP model and the contours of dVP /VP (%) are shown.
(a) Topography (b) Crust-mantle interface
Figure 4: Illustration of (a) the topography and (b) the crust-mantle interface of
the Mars using MOLA and gravity data [46, 47, 49].
2.2. The basic equations
Given the reference density ρ0 and the gravitational constant G, we let
Φ0 denote the gravitational potential which satisfies,
∆Φ0 = 4piGρ0, (1)
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(a) VP (b) VS (c) ρ
0
Figure 5: Illustration of (a) VP , (b) VS, and (c) ρ
0 of our Mars model with a
three-dimensional crust shown in Fig. 4.
(a) The axial spin mode, Ω× x (m/s) (b) Centrifugal acceleration, −∇ψ (m/s2)
Figure 6: Illustration of (a) the axial spin mode, Ω × x, and (b) the centrifugal
acceleration with z as the rotational axis, −∇ψ, of the Mars model shown in Fig. 5.
and S(u) denote the Eulerian perturbation of the Newtonian potential asso-
ciated with the displacement u,
∆S(u) = −4piG∇ · (ρ0u). (2)
To include the centrifugal force, we introduce the centrifugal potential
ψ(x) = −1
2
[
Ω2x2 − (Ω · x)2] , (3)
where Ω ∈ R3 is the angular velocity of rotation. We form the gradient,
g′ = g −∇ψ = −∇(Φ0 + ψ), (4)
where the reference gravitational field
g = −∇Φ0. (5)
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boundary types linearized boundary conditions
free surface, ∂X˜ T 0 · ν = 0; ν · TL1 = 0
solid-solid interfaces ΣSS [ν · TL1]+− = 0; [T 0 · ν]+− = 0; [u]+− = 0
fluid-solid interfaces ΣFS [T 0 · ν]+− = 0; [u · ν]+− = 0
& fluid-fluid interfaces ΣFF [ν · TL1]+− = ν[ν · TL1 · ν]+− = 0
all interfaces Σ & ∂X˜ [S(u)]+− = 0; [∇S(u) · ν + 4piGρ0u · ν]+− = 0
Table 1: Boundary conditions for a hydrostatic planet (cf. [1, Table 3.4]).
The initial stress T 0 satisfies the mechanical equilibrium given by the static
momentum equations,
∇ · T 0 = −ρ0g′. (6)
The elastic-gravitational system of a rotating non-hydrostatic terrestrial planet
has the form
− ω2ρ0u+ 2 iωρ0RΩu = ∇ · T L1 −∇ · (u · ∇T 0)− ρE1∇Φ0 − ρ0∇S(u), (7)
where ω denotes the angular frequency; RΩu = Ω × u; ρE1 = −∇ · (ρ0u)
denotes the first-order Eulerian density perturbation and T L1 = ΥT
0
: ∇u
denotes the incremental Lagrangian Cauchy stress. The elasticity tensor,
ΥT
0
ijkl, attains the form,
ΥT
0
ijkl = cijkl +
1
2
(−T 0ijδkl + T 0klδij + T 0ikδjl − T 0jlδik + T 0jkδil − T 0ilδjk),
where c denotes the elastic stiffness tensor. In fact, (6) does not determine
the entire tensor T 0. It is common practice to invoke the hydrostatic assump-
tion when T 0ij = −p0δij; then ΥT 0ijkl reduces to cijkl. Under the hydrostatic
assumption, we reduce (7) into
ω2ρ0u−2 iωρ0RΩu = −∇·(c : ∇u)−∇(ρ0u ·g′)+∇·(ρ0u)g′+ρ0∇S(u). (8)
The boundary conditions for the system (8) governing a hydrostatic planet
are summarized in Table 1.
2.3. The weak formulation
We let us denote displacement in the solid regions and uf denote dis-
placement in the fluid regions. We treat the solid and fluid parts differently
and then deal with S(u) globally. We use v to denote test functions and
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denote vs and vf for the solid and fluid test displacements, respectively. The
mass term from the first and the second term of (8) take the form (with the
summation convention)
bH(u, v) =
∫
ΩS
(vs · us)ρ0 dx+
∫
ΩF
(vf · uf )ρ0 dx, (9)
and
cr(u, v) =
∫
ΩS
vs · (Ω× us)ρ0 dx+
∫
ΩF
vf · (Ω× uf )ρ0 dx, (10)
respectively. We note that the original weak form of the right-hand side of
(8), identified as aoriginal(u, v) in [50, (3.5)], is apparently not coercive. In
the work of [56, 50], a proper form, a2(u, v), for the weak formulation is
introduced. The coercivity of a2(u, v) is established in [50, Sections 5.2 and
6]. The equivalence, that is, a2(u, v) = aoriginal(u, v) under the boundary
conditions (cf. [1, Table 3.1]), is proven in [50, Lemma 4.1].
In this work, we will study a2(u, v) under the hydrostatic assumption.
For the right hand side of (8), we obtain
a2(u, v) =
∫
ΩS
(∇vs) : (c : ∇us) dx+
∫
ΣFS
S{(vs · g′)(νs→f · us)[ρ0]f} dΣ
+
∫
ΩS
S
{
(∇ · vs)(g′ · us)ρ0 − us · (∇g′) · vsρ0 − us · (∇vs) · g′ρ0} dx
+
∫
ΩF
ρ0N2
(g′ · vf )(g′ · uf )
‖g′‖2 dx+
∫
ΣFF
(g′ · ν)(vf · ν)(uf · ν)[ρ0]+− dΣ
+
∫
ΩF
κ(∇ · vf + ρ0κ−1g′ · vf )(∇ · uf + ρ0κ−1g′ · uf ) dx
− 1
4piG
∫
R3
∇S(v) · ∇S(u) dx. (11)
where N2 = (∇ρ0/ρ0 − g′ρ0/κ) · g′ signifies the square of the Brunt-Va¨isa¨la¨
frequency; νs→f denotes the normal vector at the fluid-solid boundary point-
ing from the solid to the fluid side; the symmetrization operation S as in [50]
is defined as S{L(u, v)} := 1
2
(L(u, v)+L(v, u)), for any bilinear form L(u, v).
The first integral over ΩF is responsible for the inertial or gravity modes, and
the second integral over ΩF yields the acoustic modes. The integral over ΣFF
generates Kelvin modes that occur at boundaries with density jumps. To
solve the basic equation (8), we combine (9) with (11) and obtain the system
a2(u, v) = ω
2bH(u, v)− iωcr(u, v). (12)
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However, it is computationally infeasible to obtain the accurate normal modes
from the direct discretization of (12) due to the existence of spurious oscilla-
tions [57]. We discuss various approaches in Subsection 2.3.1 and note that
the solution needs to be restricted to the space associated with the seismic
point spectrum. In Subsection 2.3.2, we present our scheme to restrict the
fluid displacement uf to the space associated with the seismic point spec-
trum. In Appendix A, we introduce the mathematical spaces associated
with the seismic point and essential spectra.
2.3.1. Choice of physical variables for fluid regions without rotation
To study planetary normal modes, we include the linear elasticity, com-
pressible fluids, and the fluid-solid and free-surface boundary conditions.
Discretization of the standard formulation leads to computational difficul-
ties, since the non-seismic modes from the compressible fluid pollute the
computation of the point spectrum. In this paper, we restrict the solution
space through a displacement-pressure formulation, while separating out the
essential spectrum originating from the liquid core.
Here, we review different approaches pertaining to the above-mentioned
separation of the essential spectrum for non-rotating bodies and then include
the rotation. The natural displacement formulation for a non-rotating body
will result in a symmetric eigenvalue problem. However, the drawback is
the existence of spurious oscillations [57]. Several finite-element methods
have been developed for modeling the fluid regions with fluid-solid inter-
action: a displacement formulation [58], a pressure formulation [59, 60], a
displacement-pressure formulation [61], and a velocity potential formulation
[62, 63]. However, the pressure formulation leads to a non-symmetric eigen-
value problem [59, 60], and the velocity potential formulation [62, 63] leads
to a quadratic eigenvalue problem.
In the engineering community, several approaches have been designed to
resolve this issue. A penalty method [58] has been applied by imposing an ir-
rotational constraint. However, the study by [64] has shown that this penalty
method has issues dealing with a solid vibrating in the fluid cavity, which is
the case in this paper. A four-node element with a reduced integration using
a mass matrix projection technique [65] has been designed to eliminate the
spurious modes. A method using different elements for solid and fluid re-
gions was proposed for two-dimensional [66] and three-dimensional cases [67]
when non-physical spurious modes appear [68]. The displacement/pressure
formulation [61] has been developed via introducing mixed elements; still,
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the fluid-solid coupling needs additional consideration [66, 67].
Compared with the above-mentioned engineering problems, we encounter
a more complicated system (8) with different boundary conditions (cf. Ta-
ble 1). Due to the presence of the reference gravitational field and the incre-
mental gravitational field, the essential spectrum of the elastic-gravitational
system is more complicated than the one of the elastic systems with fluid
structures in the engineering problems. In the geophysical community, the
pressure formulation [26, 27, 69] has been commonly used, which is based on
replacing the displacement by a scalar potential in the fluid regions. It results
in non-symmetric stiffness and mass matrices for a non-rotating body. An al-
ternative approach [28, 29, 30], using several additional variables to represent
the fluid displacement, also leads to a non-symmetric system. To preserve
the necessary symmetry and guarantee the correct orthonormality condition
for the eigenfunctions or normal modes, we note that the fluid displacement
must be kept in the formulation.
2.3.2. Restricting uf to the space associated with seismic point spectrum
In this work, we enforce that uf lies in the space associated with the
seismic point spectrum by augmenting the system of equations (cf. (11)) and
introducing an additional variable, p, according to
− pκ−1 = ∇ · uf + ρ0κ−1g′ · uf in ΩF. (13)
Here, κ signifies the compressibility of the fluid. Imposing the fluid-solid
boundary condition
[
νf→s · uf − νf→s · us]∣∣
ΣFS
= 0, we obtain the weak form
for (13),
0 = −
∫
ΩF
vppκ−1 dx+
∫
ΩF
[
(∇vp) · uf − vp(g′ · uf )ρ0κ−1
]
dx
−
∫
ΣFS
vp(νf→s · us) dΣ−
∫
∂X˜F
vp(ν · uf ) dΣ, (14)
for all the test functions vp, where νf→s denotes the normal vector at the
fluid-solid boundary pointing from the fluid to the solid side. Due to the hy-
drostatic equilibrium, we note that ν|∂X˜F is parallel to g′. Using the boundary
condition,
[ν · (κ∇ · uf )]|∂X˜F = 0, (15)
we have the relation
(ν · uf )|∂X˜F = −‖g′‖−1(g′ · uf )|∂X˜F = (ρ0‖g′‖)−1p|∂X˜F . (16)
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We using (16) to rewrite (14)
0 = −
∫
ΩF
vppκ−1 dx+
∫
ΩF
[
(∇vp) · uf − vp(g′ · uf )ρ0κ−1
]
dx
−
∫
ΣFS
vp(νf→s · us) dΣ−
∫
∂X˜F
(ρ0‖g′‖)−1vpp dΣ =: cg([u, p], vp). (17)
A short-hand notation cg([u, p], v
p) in (17) is introduced for simplification.
In this work, since we only consider planets with a solid surface, the integral
over ∂X˜F will be omitted. But it will be needed while dealing with gas stars,
such as Saturn or Jupiter.
2.3.3. Fluid regions
We use (13) in (11) and obtain∫
ΩF
κ(∇ · vf + ρ0κ−1g′ · vf )(∇ · uf + ρ0κ−1g′ · uf ) dx
=
∫
ΩF
[(vf · ∇p)− (vf · g′)pρ0κ−1] dx−
∫
ΣFS
(vf · νf→s)p dΣ. (18)
Since
−
∫
ΣFS
(vf · νf→s)p dΣ =
∫
ΣFS
(vs · νs→f )p dΣ, (19)
we include the right-hand side of (19) in the contributions from the solid
regions. Thus, we obtain the contributions to a2(u, v) in (11) from the fluid
regions,
af2([u, p], v) =
∫
ΩF
ρ0N2
(g′ · vf )(g′ · uf )
‖g′‖2 dx+
∫
ΩF
vf · (∇p− g′pρ0κ−1) dx
+
∫
ΣFF
(g′ · ν)(vf · ν)(uf · ν)[ρ0]+− dΣ. (20)
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2.3.4. Solid regions
For the solid regions, we add the right-hand side of (19) to the terms
related to the solid regions in (11) and obtain
as2(u, v) =
∫
ΩS
(∇vs) : (c : ∇us) dx
+
∫
ΩS
S{(∇ · vs)(g′ · us)ρ0 − us · (∇g′) · vsρ0 − us · (∇vs) · g′ρ0} dx
+
∫
ΣFS
S{(vs · g′)(νs→f · us)[ρ0]f} dΣ +
∫
ΣFS
(vs · νs→f )p dΣ. (21)
2.3.5. Perturbation of the gravitational potential and gravitational field
Here, we discuss the contribution of the perturbation of the gravitational
potential S(u). Since the test functions are divided into test functions on
solid and fluid regions, we have
aG(u, v) = − 1
4piG
∫
R3
∇S(v) · ∇S(u) dx =
−
∫
ΩS
∇ · (ρ0vs)S(u) dx−
∫
ΣSS∪∂X˜S
(ν · vs)S(u)[ρ0]+− dΣ
−
∫
ΩF
∇ · (ρ0vf )S(u) dx−
∫
ΣFF∪∂X˜F
(ν · vf )S(u)[ρ0]+− dΣ
−
∫
ΣFS
{
(νf→s · vs)S(u)[ρ0]s + (νs→f · vf )S(u)[ρ0]f} dΣ, (22)
where [ρ0]s denotes the solid density along the fluid-solid boundary. One can
set up S(u) as an independent variable and apply the finite-infinite element
method to approximate (2), but here we follow a different approach.
Making use of Green’s function [1, Chapter 3, (3.98)], we have
S(u) = G
∫
X˜
∇′ · (ρ0(x′)u(x′))
‖x− x′‖ dx
′ +G
∫
Σ∪∂X˜
ν(x′) · u(x′)[ρ0(x′)]+−
‖x− x′‖ dΣ
′.
(23)
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Again, we separate the displacement u into us and uf , and rewrite (23) as
S(u) = G
{∫
ΩS
∇′ · (ρ0(x′)us(x′))
‖x− x′‖ dx
′ +
∫
ΩF
∇′ · (ρ0(x′)uf (x′))
‖x− x′‖ dx
′
+
∫
ΣSS∪∂X˜S
ν(x′) · us(x′)[ρ0(x′)]+−
‖x− x′‖ dΣ
′ +
∫
ΣFF∪∂X˜F
ν(x′) · uf (x′)[ρ0(x′)]+−
‖x− x′‖ dΣ
′
+
∫
ΣFS
[ρ0(x′)]sνf→s(x′) · us(x′) + [ρ0(x′)]fνs→f (x′) · uf (x′)
‖x− x′‖ dΣ
′
}
. (24)
Although we impose νs→f · uf = νs→f · us along the fluid-solid boundaries,
we keep the construction of the incremental gravitational potential S(u) as
described in (24). This is to preserve the symmetry of the bilinear form as
we substitute (24) into (22).
Since the Green’s solution is known, we apply the FMM to evaluate S(u)
for a given displacement u via (24). The utilization of this approach is
computationally attractive, but requires that the eigensolver can solve for
the interior eigenpairs via matrix-vector multiplications.
2.3.6. Summary
To restrict the system to the computational domain, we can rewrite (11)
as
a2([u, p], v) = a
s
2(u, v) + a
f
2([u, p], v) + aG(u, v). (25)
We obtain the complete formula for the rotating hydrostatic planetary model
(9), (10), (25) and (17):{
a2([u, p, S(u)], v) = ω
2bH(u, v)− 2 iωcr(u, v),
cg([u, p], v
p) = 0.
(26)
A matrix representation can be derived from (26). In practice, we replace p
in a2 by p(u
f , usΣFS) via solving the constraint cg([u, p], v
p) = 0 in (17) and
obtain
a2([u, p(u
f , usΣFS), S(u)], v) = ω
2bH(u, v)− 2 iωcr(u, v). (27)
The corresponding orthonormality condition is that, for an eigenpair (ω(i), u
(i)),
any other eigenpair (ω(j), u
(j)) satisfies
bH(u
(i), u(j))− 2 i(ω−1(i) + ω−1(j))cr(u(i), u(j)) = δij, (28)
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which is consistent with [1, (4.82)]. We note that in the presence of rotation
and non-zero Brunt-Va¨isa¨la¨ frequency, we will evaluate the normal modes in
the space associated with the seismic point spectrum via solving (27) and
obtaining the seismic point spectrum, strictly asymptotically. The normal
mode summation (that is, the resolution of the identity) is not exact and
holds asymptotically correct.
In Section 3, we study the hydrostatic equilibrium of the liquid regions
with rotation and derive a proper density distribution. In Section 4, we
introduce the mixed finite-element method to construct the system without
the perturbation of the gravitational field. In Section 5, we utilize FMM
to compute the gravitational field and the perturbation of the gravitational
field and then obtain the complete matrix formula for (27).
3. Hydrostatic equilibrium of the liquid core with rotation
In this section, we discuss the hydrostatic equilibrium with rotation and
how it constrains the shape of the boundaries and the density distribution in
planets. Rotating fluids have been extensively studied [70, 71, 72]. The outer
core’s properties have been studied through seismic normal modes since the
1970s [73, 74, 55], but also with body waves [75, 76]. Much more recently, an
alternative radial outer core model has been proposed using the parametriza-
tion of the equation of state for liquid iron alloys at high pressures and tem-
peratures, inferred from eigenfrequency observations [77]. Furthermore, we
mention models for the core of Mars [78, 43] albeit ignoring rotation.
To reach the hydrostatic equilibrium, the prepressure p0 satisfies
∇p0 = ρ0g′, (29)
where g′ is defined in (4). Well-posedness requires that
∇ρ0 ‖ g′ ‖ ∇p0 in ΩF and g′ ‖ ν along ΣFS ∪ ∂X˜F; (30)
see [50, Lemma 2.1] for details about the functional properties of ρ0, p0 and
g′.
The computation greatly simplifies upon making an Ansatz for the density
distribution, namely, that its level sets are spheroidal. The early study by
[79] was based on this Ansatz. The derivation of Clairaut’s equation, and the
Radau approximation are put in the context of a general scheme imposing
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parameters Ω (s−1) re (km) g(re) (m/s
2) ˙(re) 
hyd
(re)
obs(re)
Earth 7.2921e−5 6371.0 9.80 3.05e−5 > 0 3.34e−3 3.35e−3
Mars 7.0882e−5 3389.5 3.71 -8.98e−5 < 0 N/A 5.89e−3
Table 2: Bulk parameters of Earth and Mars; ˙(re) denotes the derivative of  at
a = re, and 
hyd
(re)
and obs(re) denote the computed hydrostatic ellipticity and observed
ellipticity, respectively.
(30) in [1, Section 14.1]. The bulk parameters of Earth and Mars are listed
in Table 2. While the hydrostatic assumption seems to apply to Earth with
reasonable accuracy, the derivative of the ellipticity at re, ˙(re), of Mars
appears to be negative, whence this assumption fails to hold [80, 81].
To overcome the limitation of the ellipsoidal assumption, we model the
density of the fully heterogeneous planet and the shape of the fluid core due
to the effects of the centrifugal force. Since g′ needs to be parallel to ∇ρ0, to
find the satisfactory ρ0 in (30), we form, in a standard fashion, a variational
formulation,
min
ρ
E(ρ) = 1
2
∫
ΩF
[
(g′)2(∇ρ)2 − (g′ · ∇ρ)2] dx
+
1
2
∫
ΣFS∪∂X˜F
[
(g′)2ν2 − (g′ · ν)2] dΣ, (31)
subject to constraints on conservation of mass,∫
X˜
ρ dx = M e, (32)
and conservation of the moment of inertia,∫
X˜
|Ω|−2[Ω2x2 − (Ω · x)2]ρ dx =
∫
X˜
−2|Ω|−2ψρ dx = Ie. (33)
where M e and Ie denote mass and moment of inertia, respectively; g′ is a
function of the density ρ. We note that g′ depends on ρ through Poisson’s
equation (cf. (1)) while we need to align the gradient of ρ and g′ at the same
time.
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4. The Continuous Galerkin mixed finite-element method
In this section, we employ the Continuous Galerkin mixed finite-element
method [82, 83, 84, 85, 86], for discretizing our system without the pertur-
bation of the gravitational field. We thus obtain a matrix representation for
the corresponding weak forms. The incremental gravitational potential will
be introduced in the discretization in Subsection 5.2.
4.1. The Continuous Galerkin mixed finite-element approximation
Given a shape regular finite-element partitioning Th of the domain X˜,
we denote an element of the mesh by Kk ∈ Th and a boundary element by
El ⊂ ∂Kk and have
X˜ ≈
NK⋃
k=1
Kk, Σ ∪ ∂X˜ ≈
NE⋃
l=1
El ⊆
NK⋃
k=1
∂Kk,
where NK denotes the total number of volume elements and NE denotes
the total number of interior and exterior boundary elements. Furthermore,
we let KSk and K
F
k be elements in the solid and fluid regions, respectively.
Similarly, ESl , E
F
l and E
FS
l denote boundary elements on the solid Σ
SS∪∂X˜S,
fluid ΣFF ∪ ∂X˜F and fluid-solid ΣFS discontinuities, respectively. We have
ΩS ≈
NSK⋃
k=1
KSk , Ω
F ≈
NFK⋃
k=1
KFk ,
ΣFS ≈
NFSE⋃
l=1
EFSl , Σ
SS ∪ ∂X˜S ≈
NSE⋃
l=1
ESl , Σ
FF ∪ ∂X˜F ≈
NFE⋃
l=1
EFl
with
NK = N
S
K +N
F
K , NE = N
S
E +N
F
E +N
FS
E ,
where NSK and N
F
K denote the total number of volume elements in the solid
and fluid regions, respectively, and NSE, N
F
E and N
FS
E denote the total number
of boundary elements on the (interior/exterior) solid, fluid and fluid-solid
boundaries, respectively. In the above, h signifies the maximum value of
diameters of all the elements.
Since we separate out the fluid and solid regions, we divide the finite-
element partitioning accordingly into
Th = T Sh + T Fh , ΣFSh = T Sh ∩ T Fh ,
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where T Sh , T Fh and ΣFSh denote the partitioning of the domains ΩS, ΩF and
boundary ΣFS, respectively. We then introduce Eh as the finite-element space
corresponding with the displacement space E in (A.1),
Eh =

uh :

ush ∈ Vsh :=
{
vsh ∈ H1(ΩS) : vsh|K ∈ Pps(K), K ∈ T Sh
}
,
ufh ∈ Vfh :=
{
vfh ∈ H(Div,ΩF, L2(∂ΩF) :
vfh|K ∈ Ppf (K), K ∈ T Fh
}
,∫
EFS
[uh · ν]+−vph dΣ = 0 for all EFS ⊂ ΣFSh ,

(34)
and Vph as the finite-element space for p,
Vph :=
{
vph ∈ H1(ΩF) : vph|K ∈ Ppp(K), K ∈ T Fh
}
.
Here, Pps(K) and Ppf (K) are the spaces of polynomials of degrees ps and
pf , respectively; Ppp(K) is the space of polynomials of degree pp. By the
Galerkin method, the finite-element solutions, uh, and the test functions, vh,
both lie in Eh and V
p
h. We note that the polynomial degree p
p does not need
to be equal to pf .
We apply non-conforming finite elements across the fluid-solid bound-
aries. The fluid-solid transmission condition in the definition of E has been
replaced by the condition
∫
EFS
[uh · ν]+−vph dΣ = 0 in the definition of Eh.
The fluid-solid transmission condition holds in the form of a boundary in-
tegration. For low-degree polyomials we show, in the next subsection, that
these conditions are compatible through our formulation. Such a compati-
bility was analyzed and discussed by [66, 68, 85]. Several numerical studies
[57, 87, 63, 65, 67] have been performed using similar non-conforming schemes
along the fluid-solid boundaries. For the general theory and analysis of the
mixed FEM, we refer to [85].
4.2. Fluid-solid transmission condition
Here, we discuss the realization of the fluid-solid transmission condition
using the mixed FEM. In a2 of (25), we utilize the additional variable p to
impose continuity of the normal stress across the fluid-solid boundaries.
We insert any vph into Ω
F with vph|ΣFSh = 0 to in the system and then
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evaluate the integration over all the elements and obtain
0 =
NFK∑
k=1
∫
KFk
[
− vphphκ−1 + (∇ · vph)ufh − vph(g′ · ufh)ρ0κ−1
]
dx
=
NFK∑
k=1
∫
KFk
vph
[
−κ−1ph−∇·ufh−ρ0κ−1(g′ ·ufh)
]
dx ∀vph with vph|ΣFSh = 0.
Since the above equation holds for any basis with vph|ΣFSh = 0, constraint (13)
is then satisfied in the integral over each element. We then insert any basis
element for vph with v
p
h|ΣFSh 6= 0 in system and obtain
0 =
NFK∑
k=1
∫
KFk
[
− vphphκ−1 + (∇ · vph)ufh − vph(g′ · ufh)ρ0κ−1
]
dx
+
NFE∑
l=1
∫
EFSl
−vph(νf→s · ush) dΣ =
NFE∑
l=1
∫
EFSl
vph(ν
f→s · ufh − νf→s · ush) dΣ
∀vph with vph|ΣFSh 6= 0.
We probe this equation with a local basis that is non-vanishing on the ele-
ments indexed by k1, . . . , k4 as illustrated in Fig. 7. For simplicity of expla-
nation, we choose a description in 2D in Fig. 7. We obtain the integration
over boundary elements indexed by l1 and l2,∫
EFSl1
⋃
EFSl2
vph(ν
f→s · ufh − νf→s · ush) dΣ = 0.
Similarly, if we apply a local basis that is non-vanishing on the elements
indexed by k4 and k5, we obtain the integration over boundary elements
indexed by l2 and l3,∫
EFSl2
⋃
EFSl3
vph(ν
f→s · ufh − νf→s · ush) dΣ = 0.
It is apparent that∫
EFSl1
vph(ν
f→s · ufh − νf→s · ush) dΣ =
∫
EFSl3
vph(ν
f→s · ufh − νf→s · ush) dΣ = 0
∀EFSl1 ∈ ΣFSh .
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h
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k2
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k3
k4 k5
Ω
S
h
Figure 7: Illustration of the partition on the fluid-solid boundary. Elements k1 –
k5 and boundary elements l1 – l3 are marked.
Thus, the non-conforming scheme converges on the barycenters of the bound-
ary elements if low-order polynomials are utilized as local basis functions for
the fluid regions and the fluid-solid boundaries [68, 67].
4.3. Matrix formulae
We introduce nodal-based Lagrange polynomials, {`si}, {`fi }, {`pi }, on the
respective volume elements K ∈ T Sh , T Fh . We set Nps = (ps + 1)(ps + 2)(ps +
3)/6, where Nps is the number of nodes on a tetrahedron for the p
s-th order
polynomial approximation. We have similar expressions for Npf and Npp .
We write
(ush)j(x) =
Nps∑
i=1
(ush)j(xi)`
s
i (x), (35)
(ufh)j(x) =
N
pf∑
i=1
(ufh)j(xi)`
f
i (x), (36)
ph(x) =
Npp∑
i=1
p(xi)`
p
i (x), (37)
for x ∈ K; similar representations hold for vsh, vfh , vph, respectively. We collect
the values of ush, u
f
h, ph and v
s
h, v
f
h , v
p
h at all the nodes, {xi}, in the vectors u˜s,
u˜f , p˜ and v˜s, v˜f , v˜p, respectively. We can then construct the corresponding
submatrices, Asg, Af , Ap, Adg, A
T
dg, EFS, E
T
FS, Rs, Rf , Ms and Mf , see
Table 3, in a standard way summarized in Appendix B.
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operations physical meanings corresponding formulae∫
ΩS
∇vsh : (c : ∇ush) dx
+
∫
ΣFS
S
{
(vsh · g′)(νs→f · ush)[ρ0]f
}
dΣ
(v˜s)HAsgu˜
s solid stiffness matrix with gravity +
∫
ΩS
S
{
(∇ · vsh)(g′ · ush)ρ0
−ush · (∇g′) · vshρ0 − ush · (∇vsh) · g′ρ0
}
dx∫
ΩF
ρ0N2
(g′ · vfh)(g′ · ufh)
‖g′‖2 dx
(v˜f )HAf u˜
f Brunt-Va¨isa¨la¨ frequency +
∫
ΣFF
(g′ · ν)(vfh · ν)(ufh · ν)[ρ0]+− dΣ
(v˜p)HApp˜ fluid potential
∫
ΩF
−vphphκ−1 dx
(v˜f )HAdgp˜ fluid stiffness matrix with gravity
∫
ΩF
[
vfh(∇ph)− (vfh · g′)phρ0κ−1
]
dx
(v˜p)HATdgu˜
f constraint with gravity
∫
ΩF
[
(∇vph)ufh − vph(g′ · ufh)ρ0κ−1
]
dx
(v˜s)HEFSp˜ fluid-solid boundary condition
∫
ΣFS
(vsh · νs→f )ph dΣ
(v˜p)HETFSu˜
f fluid-solid boundary condition
∫
ΣFS
−vph(νf→s · ush) dΣ
(v˜s)HRsu˜
s rotation in ΩS
∫
ΩS
vsh ·
(
Ω× ush
)
ρ0 dx
(v˜f )HRf u˜
f rotation in ΩF
∫
ΩF
vfh ·
(
Ω× ufh
)
ρ0 dx
(v˜s)HMsu˜
s solid mass matrix
∫
ΩS
(vsh · ush)ρ0 dx
(v˜f )HMf u˜
f fluid mass matrix
∫
ΩF
(vfh · ufh)ρ0 dx
Table 3: Implicit definition of the matrices. In the above,
∫
ΩS =
∑NSK
k=1
∫
KSk
,
∫
ΩF =∑NFK
k=1
∫
KFk
and
∫
ΣFS =
∑NFSE
l=1
∫
EFSl
.
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5. Self-gravitation as an N-body problem
Self-gravitation can be treated as the solution of an N-body problem.
We discretize the entire planet into many elements and consider them as
individual bodies. The gravitational potential and field are then computed
through the interaction between these bodies. We note that FMM is an ideal
candidate for solving an N-body problem. FMM reduces the complexity of
the N-body problem from O(N2) to O(N logN) or even O(N) [88]. We
apply the FMM [33, 34] to calculate the reference gravitational potential in
Subsection 6.1. We employ ExaFMM [35], a massively parallel N-body problem
solver, to solve for the perturbation of the gravitational potential.
5.1. Reference gravitational potential and gravitational field
For calculating the reference gravitational potential and field, we need to
evaluate two integrals [1, (3.2) and (3.3)]. The N-body problem of gravitation
requires the evaluation of
Φ0(xi) = −G
NK∑
k=1
1
‖xi − rk‖
∫
Kk
ρ0k dx (38)
for the potential in (1) and
g(xi) = −G
NK∑
k=1
xi − rk
‖xi − rk‖3/2
∫
Kk
ρ0k dx (39)
for the field in (5). Here, xi denotes the location of the target vertex and rk
denotes the barycenter of element Kk.
5.2. Incremental gravitational potential
For calculating the incremental gravitational potential, we need to eval-
uate (23) containing both the volume and boundary integral terms. Given
the finite-element partitioning, Th, we approximate S(uh) in (2) via
Sk2(uh) = G
∫
Kk2
∇ · (ρ0k2(x)uh(x))
‖rk2 − x‖
dx+
NK∑
k1=1
k1 6=k2
G
‖rk2 − rk1‖
∫
Kk1
∇·(ρ0k1uh) dx
+
NE∑
l1=1
G
‖rk2 − rl1‖
∫
El1
(ν · uh)[ρ0l1 ]+− dΣ (40)
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and
Sl2(uh) = G
∫
El2
ν(x) · uh(x)[ρ0l2(x)]+−
‖rl2 − x‖
dΣ+
NE∑
l1=1
l1 6=l2
G
‖rl2 − rl1‖
∫
El1
(ν·uh)[ρ0l1 ]+− dΣ
+
NK∑
k1=1
G
‖rl2 − rk1‖
∫
Kk1
∇ · (ρ0k1uh) dx, (41)
where k1 and k2 label the elements Kk1 and Kk2 , Sk2(uh) is the incremental
gravitational potential S(uh) at the barycenter of Kk2 , l1 and l2 label the
triangular elements El1 and El2 , rl1 and rl2 denote the barycenters of El1 and
El2 . The first terms in (40) and (41) indicate the self-contribution.
Since the variation of∇·(ρ0k2(x)uh(x)) is small on elementKk2 , we simplify
the first term in (40) according to
G
∫
Kk2
∇ · (ρ0k2(x)uh(x))
‖rk2 − x‖
dx ' G
∫
Kk2
∇ · (ρ0k2uh) dx
|Kk2|
∫
Kk2
1
‖rk2 − x‖
dx,
where |Kk2| denotes the volume of element Kk2 . We let
1
Rk2
=
1
|Kk2|
∫
Kk2
1
‖rk2 − x‖
dx,
and obtain
G
∫
Kk2
∇ · (ρ0k2(x)uh(x))
‖rk2 − x‖
dx ' G
Rk2
∫
Kk2
∇ · (ρ0k2uh) dx. (42)
Similarly, we simplify the first term in (41) according to
G
∫
El2
ν(x) · uh(x)[ρ0l2(x)]+−
‖rl2 − x‖
dΣ ' G
Rl2
∫
El2
(ν · uh)[ρ0l1 ]+− dΣ, (43)
with
1
Rl2
=
1
|El2 |
∫
El2
1
‖rl2 − x‖
dΣ,
where |El2| denotes the area of the boundary element El2 . Note that Rk2 in
(42) and Rl2 in (43) can be precomputed on each element and surface. The
second and third terms in (40) and (41) may be evaluated via FMM.
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operations physical meanings corresponding formulae∫
ΩS
∇ · (ρ0ush) dx,∫
ΣFS
(νf→s · ush)
[
ρ0
]s
dx,
Csu˜
s N bodies in ΩS
∫
ΣSS∪∂X˜S
(ν · ush)
[
ρ0
]+
− dx∫
ΩF
∇ · (ρ0ufh) dx,∫
ΣFS
(νs→f · ufh)
[
ρ0
]f
dx,
Cf u˜
f N bodies in ΩF
∫
ΣFF∪∂X˜F
(ν · ufh)
[
ρ0
]+
− dx
G
∫
X˜
∇′ · (ρ0(x′)uh(x′))
‖x− x′‖ dx
′
S(Cu˜) solution for Poisson’s equation +G
∫
Σ∪∂X˜
ν(x′) · uh(x′)[ρ0(x′)]+−
‖x− x′‖ dx
′∫
ΩS
∇ · (ρ0vsh)S(uh) dx
incremental gravitational field +
∫
ΣFS
(vsh · νf→s)S(uh)[ρ0]s dx
(v˜s)HCTs (SCu˜) in Ω
S +
∫
ΣSS∪∂X˜S
(vsh · ν)S(uh)[ρ0]+− dx∫
ΩF
∇ · (ρ0vfh)S(uh) dx
incremental gravitational field +
∫
ΣFS
(vfh · νs→f )S(uh)[ρ0]f dx
(v˜s)HCTf (SCu˜) in Ω
F +
∫
ΣFF∪∂X˜F
(vfh · ν)S(uh)[ρ0]+− dx
Table 4: Implicit definition of the submatrices for perturbation to the gravitational
potential.
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5.2.1. Solid planets
For solid planets, we substitute (42) and (43) into (40) and (41), respec-
tively. To evaluate (22) for a solid planet, we need to compute
asG(u
s
h, v
s
h) = −
NK∑
k2=1
∫
KSk2
(∇ · (ρ0k2vsh))Sk2(ush) dx
−
NE∑
l2=1
∫
ESl2
(ν · vsh)Sl2(ush)[ρ0l2 ]+− dΣ. (44)
We add (44) into the matrix representation and obtain
ω2Msu˜
s − 2 iωRsu˜s −
(
Asg − CTs SsCs
)
u˜s = 0, (45)
where Csu˜
s evaluates Sk2(u
s
h) and Sl2(u
s
h), Ss solves the N-body problem for
the solid planet, and CTs SsCsu˜
s evaluates (44); the submatrix Asg and its cor-
responding weak formula is shown in Table 3, and the submatrices Cs, C
T
s , S
and their corresponding weak formulae are shown in Table 4. Here, of course,
Asg, Cs and C
T
s do not include terms related the fluid-solid boundaries Σ
FS.
5.2.2. Planets with fluid regions
For a planet with fluid regions, we also substitute (42) and (43) into (40)
and (41), respectively. To ensure the Hermitian property of the system, we
carefully treat the fluid-solid boundary terms and evaluate the incremental
gravitational potential S(uh) via (24) and obtain the volume integral contri-
butions
Sk2(uh) =
G
Rk2
∫
Kk2
∇ · (ρ0k2uh) dx
+
NSK∑
k1=1
k1 6=k2
G
‖rk2 − rk1‖
∫
KSk1
∇ · (ρ0k1ush) dx+
NSE∑
l1=1
G
‖rk2 − rl1‖
∫
ESl1
(ν · ush)[ρ0l1 ]+− dΣ
+
NFK∑
k1=1
k2 6=k2
G
‖rk2 − rk1‖
∫
KFk1
∇ · (ρ0k1ufh) dx+
NFE∑
l1=1
G
‖rk2 − rl1‖
∫
EFl1
(ν · ufh)[ρ0l1 ]+− dΣ
+
NFSE∑
l1=1
G
‖rk2 − rl1‖
∫
EFSl1
{
(νf→s · ush)[ρ0l1 ]s + (νs→f · ufh)[ρ0l1 ]f
}
dΣ, (46)
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and boundary integral contributions
Sl2(uh) =
G
Rl2
∫
El2
(ν · uh)[ρ0l2 ]+− dΣ
+
NSK∑
k1=1
G
‖rl2 − rk1‖
∫
KSk1
∇ · (ρ0k1ush) dx+
NSE∑
l1=1
l1 6=l2
G
‖rl2 − rl1‖
∫
ESl1
(ν · ush)[ρ0l1 ]+− dΣ
+
NFK∑
k1=1
G
‖rl2 − rk1‖
∫
KFk1
∇ · (ρ0k1ufh) dx+
NFE∑
l1=1
l1 6=l2
G
‖rl2 − rl1‖
∫
EFl1
(ν · ush)[ρ0l1 ]+− dΣ
+
NFSE∑
l1=1
G
‖rl2 − rl1‖
∫
EFSl1
{
(νf→s · ush)[ρ0l1 ]s + (νs→f · ufh)[ρ0l1 ]f
}
dΣ. (47)
With (46) and (47), we have the full solution for the incremental gravitational
potential. To evaluate (22) for a planet with fluid regions, we need to compute
aG(uh, vh) =
−
NSK∑
k2=1
∫
KSk2
(∇ · (ρ0k2vsh))Sk2(uh) dx− N
S
E∑
l2=1
∫
ESl2
(ν · vsh)Sl2(uh)[ρ0l2 ]+− dΣ
−
NFK∑
k2=1
∫
KFk2
(
∇ · (ρ0k2vfh)
)
Sk2(uh) dx−
NFE∑
l2=1
∫
EFl2
(ν · vfh)Sl2(uh)[ρ0l2 ]+− dΣ
−
NFSE∑
l2=1
∫
EFSl2
{
(νf→s · vsh)Sl2(uh)[ρ0l2 ]s + (νs→f · vfh)Sl2(uh)[ρ0l2 ]f
}
dΣ. (48)
We derive the matrix representation with (48) and obtain
ω2Mu˜− 2 iωR˜Ωu˜−
(
AG − EGA−1p ETG − CTSC
)
u˜ = 0, (49)
with
AG =
(
Asg 0
0 Af
)
, R˜Ω =
(
Rs 0
0 Rf
)
, M =
(
Ms 0
0 Mf
)
,
ETG =
(
EFS Adg
)
, C =
(
Cs Cf
)
,
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where Cu˜ = Csu˜
s+Cf u˜
f evaluates (46) and (47) to get Sk2(uh) and Sl2(uh), S
solves the N-body problem, and CTSCu˜ evaluates (48); the submatrices Asg,
Af , Ap, Rs, Rf , Ms, Mf , EFS, Adg and their corresponding weak formulae
are shown in Table 3 and the submatrices Cs, C
T
s , Cf , C
T
f , S and their
corresponding weak formulae are shown in Table 4. The construction of
submatrices Cs, C
T
s , Cf , C
T
f can be found in Appendix B.4. We note that
Ap is always symmetric positive definite since κ is always positive. We note
that (49) is the discretization of (27).
6. Computational experiments for non-rotating planets
In this section, we first show the computational accuracy of our algorithm
for the reference gravitational field using FMM in Subsection 6.1. We then
illustrate computational experiments yielding planetary normal modes with
or without perturbation of the gravitational potential. In this section and
Section 7, two supercomputers, Stampede2 (an Intel cluster) at the Texas
Advanced Computing Center and Abel (a Cray XC30 cluster) at Petroleum
Geo-Services are utilized for the computational experiments.
6.1. Computational accuracy for the reference gravitational field
In this subsection, we illustrate the computational accuracy for the refer-
ence gravitational field using FMM. We begin with a simple constant-density
ball. In Table 5, we show the FMM solution for a gravitational field of a con-
stant density ball and a comparison with the closed-form solution. We note
that FMM provides an accurate solution for this example.
# of elements 116,085 1,136,447 2,019,017 3,081,551 4,035,022
MSE of Φ0 2.133e-6 7.452e-8 1.784e-8 1.545e-8 1.430e-8
MSE of g 1.102e-3 1.848e-4 1.156e-4 8.781e-5 7.363e-5
Table 5: Errors in the gravitational calculation of a constant density ball.
We use PREM to build our Earth models on unstructured meshes with
different sizes. In Table 6, we show the approximation errors of different
three-layer models, which contain two major discontinuities (CMB and ICB)
when compared with the semi-analytical solution. In Fig. 8, we show the
comparison of the gravitational field computed via FMM with the semi-
analytical solution in PREM.
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# of elements 5,800 57,490 503,882 1,136,447 2,093,055 5,549,390 7,825,918
MSE of Φ0 3.604e-3 2.635e-4 4.071e-5 2.092e-5 1.354e-5 4.059e-6 2.396e-9
MSE of g 5.805e-2 5.479e-3 7.320e-4 3.218e-4 2.068e-4 9.524e-5 5.609e-5
Table 6: Errors of three-layer approximations in the gravitational calculation.
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Figure 8: Comparison between the semi-analytical and FMM solutions: (a1) FMM
gravitational potential; (a2) comparison in the radial direction; (b1) FMM gravi-
tational field; (b2) comparison in the radial direction.
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# of elements 2,031,729 5,018,249 8,043,617 12,479,828 16,560,615
MSE of Φ0 2.333e-7 4.485e-8 1.286e-8 9.785e-9 5.548e-9
MSE of g 1.926e-4 8.606e-5 5.186e-5 4.036e-6 3.394e-5
Table 7: Errors of seven-layer approximations in the gravitational calculation.
In Table 7, we show the approximation errors of different seven-layer
models which contain six major discontinuities (Moho, top of Low Velocity
Zone (LVZ), bottom of LVZ, 660, CMB and ICB) with the semi-analytical
solution.
6.2. Computational accuracy for non-rotating planets
In this subsection, we do not consider rotation and study the computa-
tional accuracy with existing algorithms for spherically-symmetric planets.
Let the angular velocity of rotation Ω = 0, without loss of generality, we
write (49) and its pure solid planet version (45) in the form of generalized
eigenvalue problems:
Au˜ = ω2NMu˜, (50)
where A represents Asg − CTs SsCs in (45) or AG − EGA−1p ETG − CTSC in
(49) and ωN denotes the frequency for the non-rotation planets. Since the
explicit formation of A with self-gravitation requires excessive storage, it is
necessary to solve (50) via a matrix-free scheme, where A, M and M−1 are
only accessed through matrix-vector multiplications. We combine several
efficient parallel approaches to solve (50) with a matrix-free scheme.
In this work, we utilize polynomial filtering techniques [89, 90, 91] as these
do not involve solving linear systems with the indefinite matrices. Here, the
bulk of computations are carried out in the form of matrix-vector products.
The polynomial filtering technique is ideally suited for solving large-scale
three-dimentional interior eigenvalue problems because it significantly en-
hances the memory and computational efficiency without any loss of accuracy
[32]. In this paper, we adopt the polynomial filtering algorithms recently de-
veloped in [91, 32, 92] due to their simplicity and robustness on a prescribed
interval [f1, f2] mHz. The details about our parallel algorithms and their
performance can be found in [32].
We show the convergence of our numerical formulation and approach for
constant elastic balls and PREM. The constant balls have a radius of 6,371
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km, density ρ0 = 5.51 × 103 kg/m3, P-wave speed VP = 10.0 km/s and S-
wave speed VS = 5.7735 km/s. The PREM used in our tests is modified
in an isotropic model without attenuation, with VP = (VPV + VPH)/2 and
VS = (VSV + VSH)/2. The ocean layer in PREM is replaced by crust. We
compare our results with other one-dimensional solutions [7, 93]. For the
constant elastic balls, we compute normal modes with MINEOS. Since MINEOS
has accuracy issues while dealing with fluid-solid boundaries, we utilize a
radial FEM code to compute the normal modes [93] of PREM as our ref-
erence, using the formulae described in Appendix C. The discretization of
the radial FEM code enables us to achieve high accuracy across fluid-solid
boundaries. While using radial FEM [93], we use 2,550 elements with 11,900
degrees of freedom for radial displacement. We also note that other normal
modes computed from MINEOS may not be very accurate, since these normal
modes need to be reorthogonalized with the modes related to the fluid-solid
boundaries. The use of only 185 points by default in MINEOS may result in
relatively larger errors in surface wave modes.
6.2.1. Solid models with self-gravitation
We present our results for purely solid models with self-gravitation. In
Tables 8 and 10, we list the number of elements ‘#elm.’ as well as the
problem sizes (labeled as ‘size of A’ for the solid cases and ‘size of AG’ and
‘size of Ap’ for the Earth examples), the number of surfaces ‘#surf.’, the size
of Ss or S, and the target frequency interval in milliHertz (labeled as [f1, f2]
(mHz)), the degree of the polynomial filter ‘deg’, the number of the Lanczos
iterations required ‘#it’, and the number of the normal modes computed
‘#eigs’.
Exp. #elm. size of A #surf. size of Ss [f1, f2] (mHz) (deg,#it) #eigs
C1p1 5,123 2,727 392 5,515 [0.1,1.0] (14,192) 70
C2p1 21,093 10,644 956 22,049 [0.1,1.0] (25,232) 92
C3p1 39,273 19,131 956 40,229 [0.1,1.0] (34,252) 92
C4p1 105,115 51,933 3,608 108,723 [0.1,1.0] (50,252) 92
C5p1 495,099 242,721 14,888 509,987 [0.1,1.0] (108,272) 92
Table 8: Test cases with self-gravitation for different solid models using P1 ele-
ments for the frequency range [0.1, 1.0] mHz.
Since the pure solid models do not generate any essential spectra, we
can directly compute the lowest-frequency normal modes. We note that the
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Exp. 0T2 0S2 1S1 0S0 0T3 0S3 1S2 0T4 0S4
C1p1 0.3724 0.4178 0.4600 0.5105 0.5881 0.6322 0.6900 0.7973 0.8359
C2p1 0.3653 0.4112 0.4511 0.5053 0.5692 0.6052 0.6708 0.7587 0.7791
C3p1 0.3643 0.4103 0.4502 0.5053 0.5665 0.6017 0.6680 0.7527 0.7721
C4p1 0.3622 0.4089 0.4472 0.5035 0.5612 0.5932 0.6622 0.7424 0.7526
C5p1 0.3612 0.4086 0.4460 0.5035 0.5587 0.5899 0.6596 0.7374 0.7445
mineos1D 0.3607 0.4087 0.4456 0.5040 0.5574 0.5885 0.6582 0.7348 0.7406
Table 9: Convergence tests with self-gravitation for different solid models in Table 8
with self-gravitation for P1 elements.
Exp. # of elm. size of A #surf. size of Ss [f1, f2] (mHz) (deg,#it) #eigs
C1p2 19,073 75,888 956 20,029 [0.1,1.0] (44,512) 92
C2p2 40,378 170,025 3,608 43,986 [0.1,1.0] (58,492) 92
C3p2 80,554 335,103 5,924 86,478 [0.1,1.0] (81,492) 92
C4p2 152,426 645,687 14,888 167,314 [0.1,1.0] (129,492) 92
C5p2 334,193 1,360,140 14,888 349,081 [0.1,1.0] (200,492) 92
Table 10: Test cases with self-gravitation for different solid models using P2 ele-
ments for the frequency range [0.1, 1.0] mHz.
length (λmax − λmin) of the spectrum grows with the size of the problem
determined by the discretization.
In Table 9, we show the convergence results for different solid models
using P1 elements, that is, the finite-element polynomial orders ps = pf =
pp = 1 are used throughout this work. Through comparison with 1D results,
we observe that our computational results do converge. We accept relative
differences of about 0.1%.
In Table 10, we list test cases for different solid models using P2 ele-
ments, that is, the finite-element polynomial orders ps = pf = pp = 2 are
used throughout this work. From experiments C1p2 to C5p2, we double the
number of elements and obtain proper convergence results in Table 11. We
show that even with about 330,000 elements, we are able to achieve four-digit
agreement.
6.2.2. PREM with self-gravitation
Here, we include a liquid outer core using PREM and the presence of the
essential spectrum. In Table 12, we show test cases for PREM. We roughly
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Exp. 0T2 0S2 1S1 0S0 0T3 0S3 1S2 0T4 0S4
C1p2 0.3619 0.4100 0.4473 0.5094 0.5594 0.5908 0.6605 0.7376 0.7439
C2p2 0.3610 0.4090 0.4459 0.5042 0.5579 0.5889 0.6587 0.7355 0.7413
C3p2 0.3609 0.4089 0.4463 0.5042 0.5577 0.5888 0.6585 0.7352 0.7410
C4p2 0.3608 0.4088 0.4456 0.5041 0.5575 0.5886 0.6583 0.7349 0.7408
C5p2 0.3608 0.4087 0.4456 0.5041 0.5575 0.5885 0.6583 0.7349 0.7407
mineos1D 0.3607 0.4087 0.4456 0.5040 0.5574 0.5885 0.6582 0.7348 0.7406
Table 11: Convergence tests with self-gravitation for the solid models in Table 10
using P2 elements.
double the number of elements from E1p1 to E7p1. In Table 13, we argue
convergence by comparing with 1D results. For PREM with self-gravitation,
we accept relative differences that are less than 0.1%.
Exp. # of elm. size of AG size of Ap #surf. size of S [f1, f2] (mHz) (deg,#it) #eigs
E1p1 9,721 7,590 887 2,304 12,025 [0.1,1.0] (187,392) 64
E2p1 20,466 14,736 974 4,956 25,422 [0.1,1.0] (182,372) 72
E3p1 42,828 30,384 3,171 8,172 51,000 [0.1,1.0] (342,452) 83
E4p1 83,354 63,225 5,298 22,104 105,458 [0.1,1.0] (745,452) 88
E5p1 157,057 96,852 6,771 22,104 179,161 [0.1,1.0] (747,492) 88
E6p1 303,218 164,673 10,077 22,104 325,322 [0.1,1.0] (685,492) 88
E7p1 639,791 361,587 21,824 60,288 700,079 [0.1,1.0] (685,492) 88
E8p1 1,972,263 1,086,702 70,429 150,288 2,122,551 [0.1,1.0] (1565,492) 88
E8p2 1,972,263 8,400,630 522,705 150,288 2,122,551 [0.3,1.5] (1185,1051) 268
Table 12: Test cases with self-gravitation for different Earth models E1p1 - E8p1
using P1 elements for the frequency range [0.1, 1.0] mHz and Earth model E8p2
using P2 elements for the frequency range [0.3, 1.5] mHz.
6.3. Fully heterogeneous models
Here, we study the effects of heterogeneity on the normal modes. In
Subsection 6.3.2 and Subsection 6.3.1, we study the effects of the crust and
upper mantle, and shape of the CMB, respectively.
6.3.1. Shape of the CMB
Here, we study the effects of the CMB. Long-wavelength topography of
the CMB was proposed by [94, 95]. Many studies [96, 97, 98, 99, 100, 101, 102,
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Exp. 0S2 0T2 2S1 0S3 0T3
E1p1 0.3284 0.3953 0.4179 0.5242 0.6241
E2p1 0.3229 0.3921 0.4149 0.5077 0.6146
E3p1 0.3177 0.3884 0.4113 0.4932 0.6062
E4p1 0.3166 0.3842 0.4090 0.4903 0.5980
E5p1 0.3137 0.3845 0.4085 0.4863 0.5962
E6p1 0.3126 0.3840 0.4080 0.4768 0.5945
E7p1 0.3116 0.3834 0.4073 0.4742 0.5933
E8p1 0.3112 0.3829 0.4067 0.4721 0.5920
E8p2 0.3106 0.3826 0.4063 0.4708 0.5912
FEM1D 0.3110 0.3826 0.4063 0.4713 0.5912
mineos1D 0.3107 0.3823 0.4062 0.4709 0.5908
Table 13: Convergence tests with self-gravitation for different Earth models in
Table 12.
Exp. # of elm. size of AG size of Ap #surf. size of S [f1, f2] (mHz) (deg,#it) #eigs
CMB8 2,007,479 8,711,940 633,358 177,352 2,184,831 [1.5,2.0] (3591,1251) 350
Table 14: Test case with self-gravitation for an Earth model with a non-spherically
symmetric CMB using P2 elements.
103, 104, 105, 106, 107, 108] were later performed to model the topography
of the CMB.
In Fig. 9, we show the topography of the CMB from the result by [106].
We use a triangular mesh to model the shape with ellipticity combined. In
Table 14, we show the information of the experiment CMB8, which indicates
a PREM-like model with the mentioned CMB embedded. In Fig. 10, we
illustrate the splittings of modes 1S7 and 1S8 due to the non-spherically
symmetric CMB. Since the modes 1S7 and 1S8 are sensitive to the change of
the CMB, the splittings of these modes are quite clear.
6.3.2. Heterogeneity of the crust and upper mantle
Self-gravitation is important for the normal modes with frequencies lower
than 5.0 mHz or so [109]. However, in this subsection, we restrict ourselves to
models without perturbation of the gravitational potential for computational
efficiency. We reduce the full generalized eigenvalue problem (50) into the
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Figure 9: Shape of the CMB using the result of [106]. The values in the color bar
indicate the variations in kilometers.
so-called Cowling approximation
(AG − EGA−1p ETG)u˜ = ω2CMu˜, (51)
where ωC is the frequency for Cowling approximation.
Exp. # of elm. size of AG size of Ap [f1, f2] (mHz) (deg,#it) #eigs
E9p2 4,094,031 17,469,666 1,181,103 [2.0, 2.5] (4054,1892) 528
MIT 2016May 4,048,932 16,578,945 879,067 [2.0, 2.5] (2674,1912) 520
MIT+crust 1.0 4,044,225 16,550,922 878,808 [2.0, 2.5] (6984,1912) 550
Table 15: Test cases for four different Earth models using the Cowling approxima-
tion.
In Table 15, we show three different Earth models using the Cowling ap-
proximation. We construct two three-dimensional Earth models using MIT’s
mantle tomographic results [53] and crust 1.0 [54]. The core model is based
on PREM. The mantle seismic reference wave speeds are based on AK135
[76]. One model is obtained by combining MIT’s mantle tomographic model
and PREM for the core and density. The other one replaces PREM’s crust
by crust 1.0, which is shown in Fig. 3. In the first three rows of Table 15, we
show the information of three different tests for these three different Earth
models. Since with similar degrees of freedom, the largest eigenvalue of the
MIT model with the three-dimensional crust is much larger than these of
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Figure 10: Splittings of the modes 1S7 and 1S8 due to the non-spherically symmet-
ric CMB, which is shown in Figs. 9.
the other two models, we expect that significant mode coupling and splitting
occur [20, 110, 111, 112, 113, 114, 23, 115, 116].
We visualize different modes. The normal modes computed in the two
MIT models are non-degenerate. In Fig. 11, we compare different modes
computed in the three models in the frequency range [2.0, 2.5] mHz. Since the
background models have only slight differences, some of the eigenfrequencies
are similar amongst PREM and the MIT models. We illustrate most of the
modes computed in PREM. In Fig. 11 (a), we observe that, even at low
frequencies, weak mode splitting occurs for surface wave modes, including
2S8, 0S13, 0T14 and 1T7. We also report that no coupled modes are observed in
[2.0, 2.18] mHz. In Figs. 11 (b-d), we show the different modes in [2.18, 2.28],
[2.28, 2.38] and [2.38, 2.48] mHz, respectively. The splitting of most surface
wave modes becomes larger with increasing frequency. However, since modes
like 1S10 (strong at the core-mantle boundary) in Fig. 11 (a), 0c4 (an inner
core toroidal mode) and 3S5 (an ICB Stoneley mode) in Fig. 11 (c), are
not sensitive to the crust and upper mantle structure, no clear splitting is
observed. We observe coupled modes in Figs. 11 (b-d) computed in the MIT
model with the three-dimensional crust. The eigenfunction of one mode in
Fig. 11 (b) shows that 0S14 and 2T2 are coupled. The 0T15 and 8S1 near
0S14 and 2T2 are isolated multiplets. The eigenfunctions of the two modes
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Figure 11: Comparisons between different Earth models in the Cowling approx-
imation. The results from PREM without ocean, the MIT model, and the MIT
model with the three-dimensional crust are shown using blue +, red ◦ and yel-
low ×, respectively. The superscripts P , M on the mode symbols denote PREM
and MIT models, respectively. (a-d) Comparison for different modes in [2.0, 2.18],
[2.18, 2.28], [2.28, 2.38] and [2.38, 2.48] mHz, respectively. The mode in (b) couples
0S14 with 2T2. The two modes in (c) couple 1S11 with 0T16. The left mode in (d)
couples 0S16 with 1T9. The right mode in (d) couples 6S2 with 0T17.
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in Fig. 11 (c) show that 1S11 and 0T16 are coupled. The 0S15 near 1S11 and
0T16 is an isolated multiplet. These coupled modes are interesting because
1S11 is clearly sensitive to the core-mantle boundary and the fundamental
Love mode 0T16 illustrated can be measured at the surface. The left mode in
Fig. 11 (d) is a 0S16 and 1T9 coupled mode. The right mode in Fig. 11 (d)
is a 6S2 and 0T17 coupled mode. This mode is also very interesting because
6S2 illustrated is an inner core mode and the fundamental Love mode 0T17
illustrated can be detected at the surface. Since the relative wave speed
variations of the MIT tomographic model vary roughly from -1.4% to 1.4%
in the upper mantle and the crust’s thickness is small, strong mode coupling
occurs only to two modes. In this frequency range [2.0, 2.5] mHz, the width
of each multiplet is small and no significant coupling between three or more
modes is observed.
7. Computational experiments for rotating planets
In this section, we include the rotation and study its effects on normal
modes. To simplify (49) and (45) without any loss of the generality, we
extend (50) and derive a standard form for the QEP,
ω2Mu˜− 2 iωR˜Ωu˜− Au˜ = 0. (52)
We note that R˜Ω = −R˜TΩ, that is, 2 i R˜Ω is Hermitian. The eigenfrequencies
are real and come in pairs (ω,−ω).
To solve the QEP of the original form, the QEP is often projected onto
a properly chosen low-dimensional subspace to facilitate the reduction to
a QEP directly of lower dimension, such as in the JacobiDavidson method
[117, 118]. The reduced QEP can then be solved by a standard dense matrix
technique. Both Arnoldi- and Lanczos-type processes [119] have been devel-
oped to build such projections of the QEP. A subspace approximation method
[120] was presented via applying perturbation theory to the QEP. A second-
order Arnoldi procedure [121] was developed to generate an orthonormal basis
for solving a large-scale QEP directly. We note that the above mentioned
methods typically utilize a shift-and-invert scheme for solving the interior
eigenpairs. These techniques become impractical for eigenvalue problems of
the size of ours due to the high memory costs.
Instead, we can utilize extended Lanczos vectors from solving the gener-
alized eigenvalue problem (50) through the polynomial filtering method. We
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then approximate the solution u˜ using the basis computed from
AXe = MXeΛe, (53)
where Xe stands for the Ritz vectors of the linear system and Λe denotes a
diagonal matrix whose diagonal is a collection of ω2N in (50). We take me
eigenvectors spanning a subspace and let u˜e = Xeye approximate u˜ in (52),
where ye is complex. We apply(
XTe 0
0 XTe
)
to an equivalent form of (52),(
0 A
A 2 i R˜Ω
)(
u˜
ωu˜
)
= ω
(
A 0
0 M
)(
u˜
ωu˜
)
.
Making use of XTe AXe = Λe, we obtain(
0 Λe
Λe 2 iX
T
e R˜ΩXe
)(
ye
ωeye
)
= ωe
(
Λe 0
0 I
)(
ye
ωeye
)
. (54)
It is apparent that if R˜Ω = 0, we have ωe = ωN = Λ
1/2
e . The system (54)
can be solved with a standard eigensolver such as the one implemented in
LAPACK [122]. Here, we study the spectra of two models: Earth 1066A [73]
and a Mars model [43]. We use 23.9345 hours [123] and 24.6229 hours [124]
as Earth’s and Mars’ rotation periods, respectively. With a large me and
a relatively small Ω, the numerical solution ωe is close to ω in (52). The
numerical accuracy can further be improved via solving (52) exactly.
7.1. Computational accuracy
For small models, we are able to compute the full mode expansion associ-
ated with the point spectrum using (54). In Table 16, we list the numerical
parameter values pertaining to the testing of computational accuracy and
estimating the cost in different models: The number of elements (labeled as
# of elm.), size of Ap, size of A, size of S and the target frequency interval
in milliHertz (labeled as [f1, f2] (mHz)).
In Figs. 12 (a)–(c), we illustrate the computational accuracy of tests in
three different models, C3kp1, E3kp1 and M2kp1, respectively, on the lowest
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Exp. # of elm. size of A size of Ap size of S [f1, f2] (mHz)
Constant (C3kp1) 3,129 1,821 0 3,521 [0.35,0.85]
Earth (E3kp1) 3,330 2,760 392 4,242 [0.3,0.86]
Mars (M2kp1) 1,887 1,677 145 2,539 [0.4,1.14]
Mars (M8kp1) 8,020 7,557 152 12,436 [0.4, 1.14]
Earth (E40kp1) 42,828 30,384 3,171 51,000 [0.1,1.5]
Table 16: Numerical parameter values pertaining to the testing of computational
accuracy and estimating the cost in different models.
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Figure 12: Tests with three different small models for the low-frequency seismic
eigenfrequencies. The numerical parameters of the tests are given in Table 16.
seismic eigenfrequencies using P1 elements. We compare the differences in
the eigenfrequencies between the full mode expansion and a 200 mode ex-
pansion. The differences are about 5× 10−6 mHz, which is two digits below
the accuracy of common normal mode measurements.
In Figs. 13 (a) and (b), we show the computational accuracy of M8kp1 on
[0.4, 1.14] mHz as well as the error distribution. In Fig. 13 (a), we show that
even with a 100 mode expansion, the differences are as low as 1× 10−5 mHz.
In Fig. 13 (b), we show that with a 1000 mode expansion, the differences are
further reduced to about 1× 10−6 mHz.
7.2. Benchmark experiments for Earth models with rotation
Over the past two decades, a significant number of observational studies
have been carried out to the rotation effects on the Earth’s normal modes
[4, 125, 3, 126, 114, 127]. Our computational approach can aid and com-
plement such studies through accurate and consistent simulations generating
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Figure 13: Tests for computational accuracy of a Mars model using different num-
bers of mode expansion.
even relatively high eigenfrequencies. Here, we perform a benchmark experi-
ment of Earth model 1066A [73] against a perturbation calculation [128]. In
the perturbation calculation, the eigenfrequency perturbations δωm have the
following form
δωm = ω0(a+ bm+ cm
2), −l ≤ m ≤ l, (55)
where ω0 denotes the eigenfrequency of the unperturbed spherically symmet-
ric model, l denotes the angular order in the spherical harmonic expansion,
and a, b and c are the relevant coefficients. The values of a, b and c for
different radial modes can be found in [1, Table 14.1]. In Table 17, we
list the numerical parameters of the Earth models in the benchmark test.
The models E1Mp1 and E2Mp2 used to compute ω0 represent spherically
symmetric ones without rotation. Experiments EE1Mp1 and EE2Mp2 rep-
resent elliptic Earth models and are used to compute eigenfrequencies with
our proposed method. The ellipticities of the Earth models are computed
by solving Clairaut’s equation (cf. Section 3). Since the eigenfrequencies of
the Slichter modes [129] are close to the upper bound of the essential spec-
trum and the convergence of the proposed algorithm is relatively slow, we
set f1 = 0.04 mHz and use experiments E1Mp1 and EE1Mp1 to compute
the Slichter modes using P1 elements. Experiments E2Mp2 and EE2Mp2
are used to compute other modes using P2 elements. In Fig. 14, we show the
comparison between the perturbation and our methods. The values of the
computed eigenfrequenies of our method agree with the perturbation results
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in as much as that the relative differences are commonly less than 0.3 µHz.
The degree of agreement is, of course, model dependent. The eccentricity in
the Earth model is so small that the second-order perturbation is accurate
within the typical error of our numerical computations. Higher rotation rates
would increase the eccentricity and let the second-order perturbation loose
accuracy.
Exp. # of elm. size of A size of Ap size of S [f1, f2] (mHz)
Earth (E1Mp1) 1,011,973 537,198 31,849 1,074,577 [0.04,1.5]
Earth (E2Mp2) 2,015,072 8,569,197 530,721 2,165,360 [0.2,1.5]
Earth (EE1Mp1) 1,003,065 533,064 31,688 1,065,629 [0.04,1.5]
Earth (EE2Mp2) 2,002,581 8,520,432 528,124 2,153,109 [0.2,1.5]
Table 17: Numerical parameters of the Earth models used in the benchmark exper-
iments.
7.3. Mars models
Here, we present our computational results for Mars models. The in-
teriors of the Mars models are based on mineral physics calculations [43].
In Table 18, we list three Mars models labeled as M2Mp2, EM2Mp2 and
TM2Mp2 which represent a spherically symmetric Mars model without ro-
tation, a spheroidal Mars model with rotation, and a spheroidal Mars model
with a three-dimensional crust and rotation using P2 elements. The shape of
the spheroidal Mars model’s core-mantle boundary is computed by solving
Clairaut’s equation. Since Mars presumably is not hydrostatic as discussed
in Section 3, its solid region is estimated via a linear interpolation using the
ellipticities of the core-mantle boundary (ε = 4.19 × 10−3) and the surface
(ε = 5.89× 10−3). Model TM2Mp2 is illustrated in Fig. 5.
Exp. # of elm. size of A size of Ap size of S [f1, f2] (mHz)
Mars (M2Mp2) 1,996,773 8,967,684 579,338 2,257,801 [0.2,2.0]
Mars (EM2Mp2) 2,001,619 8,984,532 579,667 2,262,143 [0.2,2.0]
Mars (TM2Mp2) 2,008,654 8,289,927 323,810 2,158,366 [0.2,2.0]
Table 18: Numerical parameters for the Mars models.
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Figure 14: Comparison of the results from a perturbation calculation and our pro-
posed method, which are shown using symbols • and ×, respectively. (a), (b) and
(c) illustrate comparisons of 0Sl, 0Tl and 1Sl modes, respectively.
In Fig. 15, we show eigenfrequencies computed in different Mars models
listed in Table 18. Symbols •, ◦ and × represent the eigenfrequencies com-
puted in Mars models M2Mp2, EM2Mp2 and TM2Mp2 (cf. Table 18). The
horizontal dashed lines represent the eigenfrequencies of a spherically sym-
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Figure 15: Eigenfrequencies of different Mars models. (a), (b), (c) and (d) illus-
trate eigenfrequencies in different frequency windows. Symbols •, ◦ and × represent
the eigenfrequencies computed from Mars models M2Mp2, EM2Mp2 and TM2Mp2
in Table 18, respectively. The x-axis indicates the indexes of eigenfrequencies with
ascending order. The horizontal dashed lines represent the eigenfrequencies of a
spherically symmetric Mars model computed with a one-dimensional solver.
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Figure 16: Illustration of a subinterval in Fig. 15 (d). The x-axis indicates the
indexes of eigenfrequencies with ascending order. Splitting of modes 2S4, 0S8,
and 0T8 due to the three-dimensional crust. The maximum difference between the
eigenfrequencies is 5.2 µHz.
metric Mars model computed with a one-dimensional solver [7, 93]. Mode
splitting is apparent due to ellipticity, rotation and heterogeneity in three
dimensions. The three-dimensional crust does not have a clear influence on
the lowest eigenfrequencies associated with 0S2, 0T2, 1S1, 0S3, 0T3, 1S2 and
0S4 in Fig. 15 (a). The three-dimensional crust has a noticeable effect on the
surface wave modes, such as 0T6, 0T7, 0T8, 0S6, 0S7 and 0S8, as expected. In
Fig. 16, we show the eigenfrequencies in a subinterval of the interval used
in Fig. 15 (d). Here, we note the splitting of modes 2S4, 0S8 and 0T8 and
highlight the effects of the three-dimensional crust. The maximum difference
between the eigenfrequencies in Fig. 16 is 5.2 µHz, which, in principle, can
be detected. There is no mode-coupling observed in these experiments.
In Fig. 17, we plot the branch 1Sl as well as the corresponding incremental
gravitational fields ∇S(u). The superconducting gravimeters are expected
to contribute to normal mode seismology [130, 131, 132, 133, 134]. We antic-
ipate that both the seismic and gravity measurements of these modes could
help to estimate the size of the Martian core.
8. Conclusion
In this work, we propose a method to compute the normal modes of a fully
heterogeneous rotating planet. We apply the mixed finite-element method
to the elastic-gravitational system of a rotating planet and utilize the FMM
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Figure 17: Visualization of 1Sl branch of a Mars model with a three-dimensional
crust and rotation from TM2Mp2 experiment. The light ball indicates the position
of the core-mantle boundary. (a1)–(a6) illustrate the modes 1S1 to 1S6, respec-
tively. The unit in the color of (a1) - (a6) is meter. (b1)–(b6) illustrate the
perturbed gravitational field ∇S(u) of the modes 1S1 to 1S6, respectively. The unit
in the colorbar of (b1)–(b6) is millimeter.
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to calculate the self-gravitation. We successfully separate out the essential
spectrum by introducing an additional constraint equation. Thus, we are
able to compute the normal modes associated with seismic point spectrum.
To solve the relevant QEP, we utilize extended Lanczos vectors computed
in a non-rotating planet – with the shape of boundaries of a rotating planet
and accounting for the centrifugal potential – spanning a subspace to reduce
the dimension of an equivalent linear form of the QEP. The reduced system
can be solved with a standard eigensolver. We demonstrate our ability to
compute the seismic normal modes with and without rotation accurately.
We then study the computational accuracy and use a standard Earth model
to perform a benchmark test against a perturbation calculation. We carry
out computational experiments on various Mars models and illustrate mode
splitting due to rotation, ellipticity and heterogeneity of the crust. The use
of modern supercomputers enables us to capture normal modes associated
with the seismic point spectrum of a fully heterogeneous planet accurately.
The computational efficiency can be further improved by using acceleration
techniques. The extension to include viscoelastic relaxation (for a review, see
[135]), in particular Maxwell and Burger models, leads to a nonlinear rational
eigenvalue problem, which is tractable at current subject of research.
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Appendix A. Hilbert space for the elastic-gravitational system
Following the work of [50, Definition 5.4], we introduce the space for the
displacement field
E =
u ∈ L2(X˜, ρ0 dx) :

us = u|ΩS ∈ H1(ΩS)
uf = u|ΩF ∈ H(Div,ΩF, L2(∂ΩF))
[u · ν]+− = 0, along ΣFS
 , (A.1)
where
H(Div,ΩF, L2(∂ΩF)) = {uf ∈ L2(ΩF) : ∇·uf ∈ L2(ΩF), u|∂ΩF ·ν ∈ L2(∂ΩF)}.
L2(X˜, ρ0 dx) denotes a weighted L2 Hilbert space with
L2(X˜, ρ0 dx) :=
{
u :
∫
X˜
|u|2ρ0 dx <∞
}
;
〈u, v〉L2(X˜,ρ0 dx) :=
∫
X˜
(u · v)ρ0 dx.
We write H = L2(X˜, ρ0 dx) subjects to the constraint
∫
X˜
uρ0 dx = 0 remov-
ing rigid-body translations; E is densely embedded in H [136].
To describe the essential spectrum, we introduce operator T in [56, Sec-
tion 4] and [136],
Tuf = ρ0[∇ · uf + ρ0κ−1g′ · uf ]. (A.2)
The adjoint, T ∗, of T is given by
T ∗ϕ = − 1
ρ0
∇(ρ0ϕ) + ρ0κ−1g′ϕ, (A.3)
where ϕ has the interpretation of potential. A subspace, H2, of H associated
with the essential spectrum is defined by the constraints
us = 0, Tuf = 0 and uf · ν = 0 on ΣFF ∪ ΣFS ∪ ∂X˜F.
In fact, uf can be decomposed according to Ran(T ∗)⊕Ker(T ), following the
decomposition
H = H1 ⊕H2, (A.4)
where spaces H1 and H2 are associated with the point and essential spectrum,
respectively. The space H2 is designed precisely to extract, via projections,
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the subseismic approximations to the full system of governing equations for a
contained rotating, compressible, inhomogeneous, self-gravitating fluid. The
rigid boundary condition, u|ΩF · ν = 0 on ΣFF ∪ ∂X˜F, is consistent with a
rigid mantle and rigid inner core (u|ΩS = 0). Hence, we consider a2(u, v) for
u, v ∈ H1 to eventually compute the seismic point spectrum.
We also augment the space E in (A.1) with the space Ep,
Ep = H
1(ΩF). (A.5)
The essence is that uf is enforced to have the representation uf = T ∗ϕ for
some ϕ ∈ H1(ΩF). Here,
ϕ = (TT ∗)−1Tuf ,
while
Tuf = −ρ0κ−1p.
Indeed, we use p instead of ϕ (cf. Subsection 2.3.3) in the process of removing
any component of uf in Ker(T ). We also identify ∇p−ρ0κ−1g′p in (20) with
−ρ0T ∗((ρ0)−1p).
Appendix B. Construction of orthonormal bases and submatrices
Here, we introduce three-dimensional polynomial bases {ψsn}Npsn=1, {ψfn}
N
pf
n=1
and {ψpn}Nppn=1 while addressing the fact that the Lagrange polynomials are not
orthogonal to one another. We suppress superscripts s, f , p in the notation in
the remainder of this subsection. To simplify the computations, we introduce
reference volume and boundary elements. That is, we introduce a mapping
that connects any element K to the reference tetrahedron defined by
I = {r = (r1, r2, r3) : r1 ≥ −1, r2 ≥ −1, r3 ≥ −1, r1 + r2 + r3 ≤ −1}.
Likewise, we introduce a mapping that connects any boundary element E to
the reference triangle defined by
I2D = {t = (t1, t2) : t1 ≥ −1, t2 ≥ −1, t1 + t2 ≤ 0}.
We note that any two tetrahedra are connected through an affine transfor-
mation, x → r, with a constant Jacobian, J , which is the determinant of
(∂rx). For the local approximation on the reference element I, we have
uj(r) =
Np∑
n=1
(uˆj)nψn(r) =
Np∑
i=1
uj(ri)`i(r).
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The vector fields are treated component-wise in our discretization. This
yields the expression Vuˆj = uj, where the generalized Vandermonde matrix
takes the form of Vin = ψn(ri) with i, n as indices of nodal points. Here,
{ψn} is a polynomial basis that is orthonormal on I. We later introduce
submatrices of V . We then evaluate derivatives and mass matrices according
to
∂xi = (∂xirj)Dj, Dj = (∂rjV)V−1, M = V−TV−1,
where Dj and M are the derivative matrix and the mass matrix on the
reference tetrahedron. More details of the constructions of J , V , Dj and M
can be found in [137, Chapter 10.1]. Thus, we introduce
Vs, Vf , Vp, Ms, Mf , Mp and Dsj , Dfj , Dpj .
We employ the notation
Dsi = (∂xirj)Dsj , Dfi = (∂xirj)Dfj , Dpi = (∂xirj)Dpj ,
reflecting the mapping of the derivatives from the reference tetrahedron to
the target element. We follow a similar approach for boundary elements and
introduce
M2Ds , M2Df and J2D,
where M2Ds and M2Df are the mass matrices for solid and fluid boundary
elements, respectively; J2D denotes the Jacobian, which is the determinant
of (∂tx) on the boundary element. The construction of the mass matrices
M2Ds andM2Df on the reference triangle I2D is similar to the construction of
M [137, Chapter 6.1].
Appendix B.1. Submatrices: Asg, Af , Ap, Ms, Mf , Rs and Rf
We extract u˜s|Kk , u˜f |Kk and p˜|Kk from u˜s, u˜f and p˜, respectively, by
restricting the nodes to the ones of element Kk. In a similar fashion, we
extract v˜s|Kk , v˜f |Kk and v˜p|Kk on any element Kk. For the evaluation of
matrix Asg in Table 3 we need to evaluate the submatrices on element Kk
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through∫
KSk
∂xi(v
s
h)j(cijmn∂xm(u
s
h)n) dx = (v˜
s
j |Kk)H[Jk(Dsi )TckijmnMsDsm]u˜sn|Kk ,
(B.1)∫
KSk
∂xi(v
s
h)ig
′
j(u
s
h)jρ
0 dx = (v˜si |Kk)H[Jk(Dsi )Tρ0kMsDg′j ]u˜sj|Kk , (B.2)∫
KSk
−(ush)i∂xig′j(vsh)jρ0 dx = (v˜si |Kk)H[−Jkρ0kD∂xig′jMs]u˜sj|Kk , (B.3)∫
KSk
−(ush)j(∂xj(vsh)i)g′iρ0 dx = (v˜si |Kk)H[−JkDsjMsρ0kDg′i ]u˜sj|Kk , (B.4)
where ckijmn, ρ
0
k and Jk denote the stiffness tensor, density and the Jacobian
on element Kk, respectively; Dg′i and D∂xig′j denote the diagonal matrices
whose diagonal entries are g′i and ∂xig
′
j, respectively. For the evaluation
of the boundary integration in Asg, we need to evaluate the submatrix on
element EFSl through∫
EFSl
(vsh)ig
′
iν
s→f
j (u
s
h)j[ρ
0]f dΣ = (v˜si |El)H[J2Dl ρ0lDg′iM2Ds νs→fj |El ]u˜sj|El , (B.5)
where ρ0l and ν
s→f
j |El denote the density and normal vector on the boundary
element EFSl , respectively, upon extracting v˜
s
i |El and u˜si |El . We can deal with
the integral over ΣFF similarly.
We then evaluate the submatrices for Af , Ap, Ms, Mf in Table 3 and
obtain∫
KFk
ρ0N2
g′i(v
f
h)ig
′
j(u
f
h)j
‖g′‖2 dx = (v˜
f
i |Kk)H[JkDg′i/‖g′‖ρ0kN2kMfDg′j/‖g′‖]u˜fj |Kk ,
(B.6)∫
KFk
−vphphκ−1 dx = (v˜p|Kk)H[−Jkκ−1k Mp]p˜|Kk , (B.7)∫
KSk
(vsh)i(u
s
h)iρ
0 dx = (v˜si |Kk)H[Jkρ0kMs]u˜si |Kk , (B.8)∫
KFk
(vfh)i(u
f
h)iρ
0 dx = (v˜fi |Kk)H[Jkρ0kMf ]u˜fi |Kk , (B.9)
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where Dg′j/‖g′‖ denotes a diagonal matrix whose diagonal entries are g
′
j/‖g′‖
and N2k denotes the square of the Brunt-Va¨isa¨la¨ frequency on element Kk.
We also obtain the rotation components Rs and Rf ,∫
KSk
ijm(v
s
h)i(u
s
h)jρ
0 dx = (v˜si |Kk)H[ijmJkρ0kMs]u˜sj|Kk , (B.10)∫
KFk
ijm(v
f
h)i(u
f
h)jρ
0 dx = (v˜fi |Kk)H[ijmJkρ0kMf ]u˜fj |Kk , (B.11)
where ilm denotes the Levi-Civita symbol.
Appendix B.2. Submatrices: Adg and A
T
dg
Here, we discuss the integration between the different variables. For the
inner products between ufh and ph for Adg and A
T
dg in Table 3, we evaluate
the mass matrices Mpf and Mfp,
Mpf = (V−1p (If ))TV−1f (Ip), Mfp = (V−1f (Ip))TV−1p (If ),
where we refine the notation to indicate submatrices of V ; V(I) denotes the
submatrix of V formed by columns indexed by I ⊆ {1, . . . , Np}. The selection
of submatrices is based on the polynomial construction [137, (10.6)]. For
instance, if the polynomial orders used for both ufh and ph are the same,
i.e., pf = pp, If = Ip = {1, . . . , Npf}; if pp = 1 and pf = 2, we have
Npp = 4, Npf = 10 and If = {1, 2, 3, 4}, Ip = {1, 2, 4, 7}. It is apparent that
Mpf =MTfp.
Evaluating Adg in Table 3 requires the evaluation of the submatrices on
element Kk through∫
KFk
(vfh)j(∂xjph) dx = (v˜
f
j |Kk)H[JkMfpDpj ]p˜|Kk , (B.12)∫
KFk
(vfh)jg
′
jphρ
0κ−1 dx = (v˜fj |Kk)H[JkDg′jρ0kκ−1k Mfp]p˜|Kk , (B.13)
where κ−1k denotes the inverse of the bulk modulus on element Kk. To eval-
uate ATdg in Table 3, we also need to evaluate the submatrices on element Kk
through ∫
KFk
(∂xjv
p
h)(u
f
h)j dx = (v˜
p|Kk)H[Jk(Dpj)TMpf ]u˜fj |Kk , (B.14)∫
KFk
vphg
′
j(u
f
h)jρ
0κ−1 dx = (v˜p|Kk)H[Jkρ0kκ−1k MpfDg′j ]u˜fj |Kk . (B.15)
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Appendix B.3. Submatrices: EFS and E
T
FS
For EFS and E
T
FS , similar to Section Appendix B.2, we introduce two
new indices to constructM2Dps andM2Dsp on the boundary elements associated
with the fluid-solid boundary. The selection of the submatrix is based on [137,
Chapter 6]. M2Dps = M2Dsp T holds true as well. To evaluate ETFS in Table 3,
we need to compute the submatrix on boundary element EFSl through∫
EFSl
(vsh)jν
s→f
j ph dΣ = (v˜
s
j |El)H[J2Dl νs→fj M2Dsp ]p˜|El , (B.16)
upon extracting p˜|El on boundary element EFSl . To evaluate EFS in Table 3,
we need to evaluate the submatrix on boundary element EFSl through∫
EFSl
vphν
f→s
j (u
s
h)j dΣ = (v˜
p|El)H[J2Dl νf→sj M2Dps ]u˜sj|El , (B.17)
upon extracting v˜p|El on EFSl .
We are now able to build all the submatrices for the evaluation of the integrals
in Table 3. We then assemble the global matrices from all these submatrices
using standard techniques similar to those in [83, 84].
Appendix B.4. Construction of the submatrices for the perturbation of the
gravitational potential
Similar to the previous subsections, we construct the submatrices in Cs
in Table 4,∫
KSk
∂xi(ρ
0(ush)i) dx = (1|Kk)H[JkMsDsiρ0k]u˜si |Kk , (B.18)∫
EFSl
νf→si (u
s
h)i
[
ρ0
]s
dΣ = (1|El)H[J2Dl νf→si [ρ0]slM2Ds ]u˜si |El , (B.19)∫
ESl
νi(u
s
h)i
[
ρ0
]+
− dΣ = (1|El)H[J2Dl νi([ρ0]+−)lM2Ds ]u˜si |El , (B.20)
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and the submatrices in CTs ,∫
KSk
[∂xi(ρ
0(vsh)i)]Sk(uh) dx = (v˜
s
i |Kk)H[Jkρ0k(Dsi )TMsSk(u˜)]1|Kk , (B.21)∫
EFSl
νf→si (v
s
h)iSl(uh)
[
ρ0
]s
dΣ = (v˜si |El)H[J2Dl νf→si M2Ds [ρ0]slSl(u˜)]1|El ,
(B.22)∫
ESl
νi(v
s
h)iSl(uh)
[
ρ0
]+
− dΣ = (v˜
s
i |El)H[J2Dl νiM2Ds ([ρ0]+−)lSl(u˜)]1|El ,
(B.23)
where 1 denotes a vector of all ones. The construction of the submatrices in
Cf and C
T
f is the same. We are now able to build all the submatrices for the
evaluation of the integrals in Table 4.
Appendix C. Full mode coupling
Concerning the Galerkin approximation, we can use different bases of
functions in the appropriate energy space. In this appendix, we consider the
use of the eigenfunctions of a spherically symmetric, non-rotating, perfectly
elastic and isotropic (SNREI) reference model as a basis. This was proposed
by [10, 11, 20, 21]. An immediate drawback of using this basis, however, is
that the fluid-solid boundaries need to be spherically symmetric, as these are
encoded in these basis functions.
We let ukm represent the eigenfunctions associated with eigenfrequencies,
ωk, in terms of spherical harmonics, Y
m
l , that is,
ukm = UkmPlm + VkmBlm +WkmClm (no summation over m),
where k is the multi-index for the eigenfrequency; m = −l,−l+ 1 . . . , l− 1, l
is the index corresponding with the degeneracy with l denoting the spherical
harmonic degree; Ukm, Vkm and Wkm are the three components of eigenfunc-
tions and are functions of the radial coordinate; Plm, Blm and Clm are the
vector spherical harmonics, see [1, (8.36)] for their definition. In addition,
pkm needs to be introduced to constrain the solution, cf. (13) [136, Sub-
section 3.3]. Since ∇ · ukm(x) can be expanded using Y ml (x) [1, (8.38)] and
ukm(x) · g(r) can also be expanded using Y ml (x) for the radial models, we let
pkm = PkmY
m
l with
Pkm = −κ(r)
[
∂rUkm + r
−1(2Ukm −
√
l(l + 1)Vkm)
]
+ ρ0(r)g(r)Ukm,
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where ρ0(r), κ(r) and g(r) denote the radial profiles of the density, bulk modulus
and reference gravitational field of a radial model, respectively. Similarly,
the incremental gravitational potential of the radial models takes the form,
skm = SkmY
m
l , where Skm is also a function in the radial coordinate. In the
following, l and m are fixed.
In a SNREI model, for the computation of the toroidal modes, we only
need to consider a solid annulus comprising the mantle and the crust. We
exemplify the computations with the spheroidal modes and let U ′km, P
′
km
and S ′km be test functions for Ukm, Pkm and Skm following the Galerkin
method. We let the X˜(r) be the 1D interval of the radial planet and have
X˜(r) = Ω
S
(r) ∪ ΩF(r), where ΩS(r) and ΩF(r) denote the 1D intervals for the solid
and fluid regions, respectively. Given a regular finite-element partitioning
T (r)h of the interval X˜(r), we denote an element of the mesh by Lq ∈ T (r)h and
have X˜(r) =
⋃NL
q=1 Lq, where NL denotes the total number of 1D elements.
Furthermore, we let LSq and L
F
q specifically be elements in the solid and fluid
regions and have
ΩS(r) =
NSL⋃
q=1
LSq , Ω
F
(r) =
NFL⋃
q=1
LFq ,
where NSL and N
F
L denote the numbers of 1D elements in the solid and fluid
regions, respectively. We let ΣFS(r) denote the fluid-solid boundary points in
the radial interval. We introduce the finite-element solutions, U skm;h, U
f
km;h,
V skm;h, V
f
km;h, Pkm;h and Skm;h, and test functions, U
s′
km;h, U
f ′
km;h, V
s′
km;h, V
f ′
km;h,
P ′km;h and S
′
km;h. We set NpU = (p
U + 1)/2, where NpU is the number of
nodes on a 1D element for the pU -th order polynomial approximation. We
have likewise expressions for NpV , NpP and NpS . As in Subsection 4.3, we
introduce nodal-based Lagrange polynomials, `Ui , `
V
i , `
P
i , `
S
i , on the respective
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1D elements L ∈ T (r)h , and write
U skm;h(x) =
N
pU∑
i=1
U skm;h(xi)`
U
i (x), U
f
km;h(x) =
N
pU∑
i=1
U fkm;h(xi)`
U
i (x), (C.1)
V skm;h(x) =
N
pV∑
i=1
V skm;h(xi)`
V
i (x), V
f
km;h(x) =
N
pV∑
i=1
V fkm;h(xi)`
V
i (x), (C.2)
Pkm(x) =
N
pP∑
i=1
Pkm(xi)`
P
i (x), Skm(x) =
N
pS∑
i=1
Skm(xi)`
S
i (x), (C.3)
for x ∈ LS and x ∈ LF, respectively; similar representations hold for U s′km;h,
U f
′
km;h, V
s′
km;h, V
f ′
km;h, P
′
km;h and S
′
km;h, respectively. We note that the fluid-
solid boundary points coincide with nodes.
As in Subsection 4 and Section 5, we collect the “values” of U skm;h, U
f
km;h,
V skm;h, V
f
km;h, Pkm;h and Skm;h at all the nodes, in vectors U˜
s
km, U˜
f
km, V˜
s
km,
V˜ fkm, V˜km and S˜km, respectively, and collect the values of U
s′
km;h, U
f ′
km;h, V
s′
km;h,
V f
′
km;h, P
′
km;h and S
′
km;h at all the nodes, in “vectors” U˜
s′
km, U˜
f ′
km, V˜
s′
km, V˜
f ′
km,
P˜ ′km and S˜
′
km, respectively. We let
u˜
(r)
km = ((U˜
s
km)
T, (V˜ skm)
T, (U˜ fkm)
T, (V˜ fkm)
T)T,
u˜skm = ((U˜
s
km)
T, (V˜ skm)
T)T, u˜fkm = ((U˜
f
km)
T, (V˜ fkm)
T)T,
and obtain the resulting eigenvalue problem (cf. (49))
(A
(r)
G − E(r)G A(r)p
−1
E
(r)
G
T − C(r)T(S(r))−1C(r))u˜(r)km = ω2kM (r)u˜(r)km, (C.4)
where
A
(r)
G =
(
A
(r)
sg 0
0 A
(r)
f
)
, E
(r)
G =
(
E
(r)
FS
A
(r)
dg
)
, C(r)
T
=
(
C
(r)
s
T
C
(r)
f
T
)
,
M (r) =
(
M
(r)
s 0
0 M
(r)
f
)
, E
(r)
G
T
=
(
E
(r)
FS
T
A
(r)
dg
T
)
, C(r) =
(
C
(r)
s C
(r)
f
)
,
in which A
(r)
sg , A
(r)
f , A
(r)
p , E
(r)
FS , E
(r)
FS
T
, A
(r)
dg , A
(r)
dg
T
, M
(r)
s , M
(r)
f , C
(r)
s
T
, C
(r)
f
T
,
S(r), C
(r)
s and C
(r)
f , are given in Tables C.19 and C.20. We note that the
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operations physical meanings corresponding formulae
(U˜s
′
km)
TA(r)sg U˜
s
km solid stiffness matrix [93, (3.1)]∫
ΩF
(r)
Uf
′
km;hU
f
km;hN
2
(r)ρ
0
(r)r
2 dr
(U˜f
′
km)
TA
(r)
f U˜
f
km Brunt-Va¨isa¨la¨ frequency +[ρ
0
(r)]
+
−g(r)U
f
km;hU
f ′
km;hr
2|ΣFF
(r)
(P˜ ′km)
TA(r)p P˜km fluid potential
∫
ΩF
(r)
P ′km;hPkm;hκ
−1
(r)r
2 dr∫
ΩF
(r)
Uf
′
km;h(∂rPkm;h + ρ
0
(r)g(r)κ
−1
(r)Pkm;h)r
2 dr
(u˜f
′
km)
TA
(r)
dg P˜km fluid stiffness matrix +
∫
ΩF
(r)
√
l(l + 1)Pkm;hV
f ′
km;hr dr∫
ΩF
(r)
(
∂rP
′
km;h + ρ
0
(r)g(r)κ
−1
(r)P
′
km;h
)
Ufkm;hr
2 dr
(P˜ ′km)
TA
(r)
dg
T
u˜fkm constraint +
∫
ΩF
(r)
√
l(l + 1)P ′km;hV
f
km;hr dr
(U˜s
′
km)
TE
(r)
FS P˜km fluid-solid boundary condition −Pkm;hUs
′
km;hr
2|ΣFS
(r)
(P˜ ′km)
TE
(r)
FS
T
U˜skm fluid-solid boundary condition −P ′km;hUskm;hr2|ΣFS
(r)
(U˜s
′
km)
TM (r)s U˜
s
km solid mass matrix
∫
ΩS
(r)
(
Us
′
km;hU
s
km;h + V
s′
km;hV
s
km;h
)
ρ0(r)r
2 dr
(U˜f
′
km)
TM
(r)
f U˜
f
km fluid mass matrix
∫
ΩF
(r)
(
Uf
′
km;hU
f
km;h + V
f ′
km;hV
f
km;h
)
ρ0(r)r
2 dr
Table C.19: Implicit definition of the matrices in (C.4) (no summations over k
and m). Since the construction of A
(r)
sg is standard, we refer to [1, (8.43) & (8.44)]
and [93, (3.1)]. In the above,
∫
ΩS
(r)
=
∑NSL
q=1
∫
LSq
and
∫
ΩF
(r)
=
∑NFL
q=1
∫
LFq
.
matrices in (C.4) are obtained using separation of variables with spherical
harmonics in (49). We substitute
P˜km = −A(r)p
−1
E
(r)
G
T
u˜
(r)
km
upon solving (17) and
S˜km = (S
(r))−1C(r)u˜(r)km
upon solving (2). We only need to invoke a finite-element basis in the radial
coordinate. We note that the resulting system can be solved via a standard
eigensolver, such as LAPACK [122].
As mentioned above, we may consider the finite-element solution denoted
as {ukm;h} as an alternative basis. Since {ukm;h} is a global basis for the
general problem, we have no separation in the solid and fluid components and
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operations physical meanings corresponding formulae∫
ΩS
(r)
(∂rS
′
km;h)U
s
km;hρ
0
(r)r
2 dr
(S˜′km)
TC(r)s u˜
s
km density changes in Ω
S
(r) +
∫
ΩS
(r)
√
l(l + 1)S′km;hV
s
km;hρ
0
(r)r dr∫
ΩF
(r)
(∂rS
′
km;h)U
f
km;hρ
0
(r)r
2 dr
(S˜′km)
TC
(r)
f u˜
f
km density changes in Ω
F
(r) +
∫
ΩF
(r)
√
l(l + 1)S′km;hV
f
km;hρ
0
(r)r dr
(4piG)−1
∫ ∞
0
(∂rS
′
km;h∂rSkm;hr
2
(S˜′km)
TS(r)S˜km Poisson’s equation +l(l + 1)S
′
km;hSkm;h) dr
incremental gravitational field
∫
ΩS
(r)
Us
′
km;h(∂rSkm;h)ρ
0
(r)r
2 dr
(u˜s
′
km)
TC(r)s
T
S˜km in ΩS(r) +
∫
ΩS
(r)
√
l(l + 1)V s
′
km;hSkm;hρ
0
(r)r dr
incremental gravitational field
∫
ΩF
(r)
Uf
′
km;h(∂rSkm;h)ρ
0
(r)r
2 dr
(u˜f
′
km)
TC
(r)
f
T
S˜km in ΩF(r) +
∫
ΩF
(r)
√
l(l + 1)V f
′
km;hSkm;hρ
0
(r)r dr
Table C.20: Implicit definition of the matrices in (C.4) (no summation over k
and m). In the above,
∫
ΩS
(r)
=
∑NSL
q=1
∫
LSq
and
∫
ΩF
(r)
=
∑NFL
q=1
∫
LFq
. In the Poisson’s
equation, the computation of the integral
∫∞
0 requires special treatment, see [93,
Chapter 3.2.2].
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no longer have the fluid-solid boundary terms in the system. Following the
Galerkin method, we then consider an expansion for the general solution uc =∑
km ykmukm;h and the corresponding test functions vc =
∑
k′m′ y
′
k′m′uk′m′;h.
We introduce sc and its corresponding test functions v
sc for self-gravitation.
We have sc =
∑
km zkmSkm;h and v
sc =
∑
k′m′ z
′
k′m′Sk′m′;h. Assuming that
all the discontinuities in a fully heterogeneous model coincide with the ones
in the reference radial model and the fluid outer core, the eigenfuncions
represented by the mentioned expansions lie in H1 ⊂ E (cf. (A.4)) for the
fully heterogeneous problem while the constraint equation disappears. We
let y, y′, z and z′ be the “vectors” with components ykm, y′k′m′ , zkm and z
′
k′m′ ,
respectively, and obtain
(A
(c)
G − C(c)
T
S(c)
−1
C(c))y = ω2M (c)y, (C.5)
as the counterpart of (49). Here, A
(c)
G , M
(c), C(c)
T
, S(c) and C(c), obtained
via substituting the above-mentioned expansion of uc in (49), are given in
Tables C.21 and C.22.
If all the discontinuities in a fully heterogeneous model with a fixed fluid
outer core coincide with the reference radial model, we note that the matrix
elements in (C.5), Tables C.21 and C.22 are similar to [11, (A1)], which de-
scribe mode coupling in non-radial models. However, Woodhouse [11, (A1)]
includes additional terms accounting for changes in the fluid-solid boundaries
while in the previous work [10, (42)], perturbation theory is used to compute
the eigenfrequency changes in terms of the unperturbed eigenfunctions; both
calculations violate the condition that normal modes need to remain in E
and in H1.
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