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ON THE BASS STABLE RANK OF STEIN ALGEBRAS
ALEXANDER BRUDNYI
Abstract. We compute the Bass stable rank of the ring Γ(X,OX) of global sections of
the structure sheaf OX on a finite-dimensional Stein space (X,OX) and then apply this
result to the problem of the factorization of invertible holomorphic matrices on X.
1. Formulation of Main Results
1.1. Let A be an associative ring with identity 1. An element a = (a1, . . . , an) ∈ A
n
is unimodular if there exists b = (b1, . . . , bn) ∈ A
n such that 〈b, a〉 =
∑n
i=1 biai = 1. By
Un(A) ⊂ A
n we denote the set of unimodular elements of An. An element a = (a1, . . . , an) ∈
Un(A) is said to be reducible if there exist c1, . . . , cn−1 ∈ A such that
(a1 + c1an, . . . , an−1 + cn−1an) ∈ Un−1(A).
A is said to have a stable rank at most n − 1 if every a ∈ Un(A) is reducible. The stable
rank of A, denoted by sr(A), is the least n− 1 with this property.
The concept of the stable rank introduced by Bass [B] plays an important role in some
stabilization problems of algebraic K-theory analogous to that of dimension in topology.
Despite a simple definition, sr(A) is often quite difficult to calculate even for relatively
uncomplicated rings A (cf. [V1]). In this note we compute the stable rank of the ring
Γ(X,OX ) of global sections of the structure sheaf OX on a finite-dimensional Stein space
(X,OX ). (For basic facts about Stein spaces we refer the readers to the book [GR].) Our
research is motivated by the recent work of Ivarsson and Kutzschebauch [IK1], [IK2] which
solves the Vaserstein problem on the factorization of invertible holomorphic matrices on a
finite-dimensional reduced Stein space posed by Gromov [G], see section 1.2 below.
Recall that for a finite-dimensional complex analytic space (X,OX ) there is a natural
algebra homomorphism ˆ : Γ(X,OX ) → C(X) with image O(X) the ring of holomorphic
functions on X, injective if (X,OX ) is reduced. A space (X,OX ) is said to be Stein if it
is holomorphically convex (i.e., for each infinite discrete set D ⊂ X there exists f ∈ O(X)
which is unbounded on D) and holomorphic separable (i.e., for all x, y ∈ X, x 6= y, there
exists f ∈ O(X) such that f(x) 6= f(y)). In what follows, sometimes for brevity we omit
the structure sheaf OX in the notation of the Stein space, i.e., write X instead of (X,OX ).
By dimX we denote the complex dimension of X.
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Our main result reads as follows.
Theorem 1.1. Let (X,OX ) be a finite-dimensional Stein space. Then
sr(Γ(X,OX )) = sr(O(X)) =
⌊
1
2
dimX
⌋
+ 1.
The particular case of the theorem for X = C was proved earlier in [Ru] and [CS1].
1.2. In this part using Theorem 1.1 we extend and sharpen some results of [IK1], [IK2].
For an associative ring A with 1 by Mk,n(A) we denote the set of k × n matrices with
entries in A, by GLn(A) ⊂ Mn,n(A) the group of invertible matrices, and by SLn(A) ⊂
GLn(A) the subgroup of matrices with determinant 1.
Recall that a matrix in SLn(A) is said to be elementary if it differs from the identity
matrix In by at most one non-diagonal entry.
By En(A) we denote the subgroup of SLn(A) generated by all elementary matrices.
Let tn(A) denote the minimal number t such that every matrix in En(A) is the product
of t matrices such that each of them is either upper triangular with 1 along the main
diagonal or lower triangular with 1 along the diagonal.
It is well-known that if A is a field, then En(A) = SLn(A) and each tn(A) < ∞. In
general this is not always true. For instance, for A = F[x1, . . . , xd], the ring of polynomials
in d indeterminates over a field, E2(A) ( SL2(A) if d ≥ 2, see [C, Prop. (7.3)], but
En(A) = SLn(A) for all d and n ≥ 3, see [S, Cor. 6.7].
1 However, even in this case
tn(A) =∞ if F is of infinite transcendence degree over its prime field, see [W, Prop. (1.5)].
Further, it was proved by Vaserstein in [V3, Th. 4] that for A = C(X), the algebra
of complex-valued continuous functions on a d-dimensional normal topological space X,
En(A) coincides with the set of null-homotopicmaps, i.e., maps in SLn(A) := C(X,SLn(C))
homotopic (in this class of maps) to a constant map, and, moreover, there exists a constant
v(d) ∈ N depending on d only such that supn tn(A) ≤ v(d) (see also [DV, Lm. 7]).
A similar problem for the algebra O(X), where X is a finite-dimensional reduced Stein
space, was posed by Gromov in [G, 3.5.G] (the paper is devoted to the extension of the
classical Oka-Grauert theorem) and solved recently by Ivarsson and Kutzschebauch in [IK1]
(see also [IK2]) based on [V3, Th. 4] and [F, Th. 8.3].
Specifically, they proved that En(O(X)) coincides with the set of null-homotopic holo-
morphic maps of SLn(O(X)) := O(X,SLn(C)) and that the number tn(O(X)) is bounded
from above by a constant depending on n and d := dimX tending to ∞ as n→∞.
Remark 1.2. Note that [IK2, Th. 3.1] implies that t2(O(X)) ≤ v(2d)+2 with v(·) as in [V3,
Th. 4] above. This and [DV, Lm. 7] produce a much better upper bound supn tn(O(X)) ≤
v(2d) + 3.
In addition, [DV, Lm. 7], Theorems 5.1, 5.2 and Proposition 4.1 of [IK2] imply that
tn(O(X)) = 4 for all n ≥ 2 if d = 1 and supn tn(O(X)) = 5 if d = 2. (In [IK2] similar
statements are formulated for t2(O(X)) only.)
1Note that for d = 1, En(A) = SLn(A) for all n as A is an Euclidean ring.
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Now, let us consider the case of the algebra Γ(X,OX) for a finite-dimensional Stein
space X. Clearly, the algebra homomorphism ˆ : Γ(X,OX ) → O(X) induces a group
homomorphism n̂ : SLn(Γ(X,OX ))→ SLn(O(X)), (fij) 7→ (fˆij).
Using the main result of [IK1], some results of [DV] and Theorem 1.1 we prove
Proposition 1.3. (1) H ∈ En(Γ(X,OX )) if and only if Ĥn ∈ En(O(X)). Moreover,
sup
n
tn(Γ(X,OX )) ≤ v(2d) + 5,
where d := dimX.
(2) There is a number n(d) ∈ N such that for all n ≥ n(d)
tn(Γ(X,OX )) ≤ 6.
(3) If d ∈ {1, 2}, then SLn(Γ(X,OX )) = En(Γ(X,OX )) for all n and
tn(Γ(X,OX )) = 4 for all n ≥ 2 if d = 1 and sup
n
tn(Γ(X,OX )) ≤ 7 if d = 2.
2. Auxiliary Results
In this section we collect some results used in the proof of Theorem 1.1.
2.1. Let (X,OX ) be a finite-dimensional Stein space. By the Cartan and Oka theorem,
the nilradical n(OX) of OX (i.e., the union of nilradicals of stalks Ox, x ∈ X) is a coherent
sheaf of ideals on X and so by Cartan’s Theorem B we have the following exact sequence
of global sections of sheaves
(2.1) 0→ Γ(X, n(OX ))→ Γ(X,OX )
r∗
→ Γ(X,OredX)→ 0,
where OredX := OX/n(OX) is the structure sheaf on the reduction of X.
Lemma 2.1. Γ(X, n(OX )) is the Jacobson radical of Γ(X,OX ).
Proof. By definition, the Jacobson radical J (A) of a commutative ring A is the intersection
of all maximal ideals of A and the Jacobson radical of A/J (A) is trivial. In our case,
if f ∈ J (Γ(X,OredX)), then fˆ(x) = 0 for all x ∈ X, i.e., fˆ = 0 ∈ O(X). Since ˆ :
Γ(X,OredX)→ O(X) is an isomorphism of algebras, f = 0. Thus J (Γ(X,OredX)) = {0}
and due to (2.1), J (Γ(X,OX )) ⊂ Γ(X, n(OX )).
Next, let g ∈ Γ(X, n(OX )). In order to check that g is in the Jacobson radical one must
prove that 1 − fg is invertible for all f ∈ Γ(X,OX), see, e.g., [AM, Prop. 1.9]. Indeed,
by the definition of the nilradical, there exist a locally finite open cover (Ui)i∈I of X and
a family {ni}i∈I ⊂ N such that g
ni |Ui = 0, i ∈ I. This implies that h :=
∑∞
i=0(fg)
i is a
well-defined section of Γ(X,OX). Moreover, for each i ∈ I,
(1− fg)|Ui · h|Ui = (1− fg)|Ui ·
ni−1∑
k=0
(fg)k|Ui = (1− (fg)
ni)|Ui = 1.
This shows that (1−fg)·h = 1, as required. Thus g ∈ J (Γ(X,OX )) and so Γ(X, n(OX )) ⊂
J (Γ(X,OX )).
This completes the proof of the lemma. 
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Remark 2.2. (1) Arguing as in the proof of the lemma one obtains that if s(t) =
∑∞
i=0 cit
i
is a formal power series in t, then s(g) is a well-defined section of Γ(X,OX) for each
g ∈ Γ(X, n(OX )).
(2) Due to Lemma 2.1, [V1, Lm. 3] and the fact that O(X) is isomorphic to Γ(X,OredX),
(2.2) sr(O(X)) = sr(Γ(X,OredX)) = sr(Γ(X,OX )).
Moreover, if Xi ⊂ X, i ∈ N, are connected components of X, then each (Xi,OXi),
OXi := OX |Xi , is Stein and Γ(X,OX) is isomorphic to the direct product of the alge-
bras Γ(Xi,OXi), i ∈ N. In particular, cf. [V1, Lm. 2],
(2.3) sr(Γ(X,OX )) = sup
i∈N
sr(Γ(X,OXi )).
In view of (2.2), (2.3), without loss of generality we may assume that (X,OX ) in the
hypothesis of Theorem 1.1 is a connected reduced Stein space.
2.2. We retain the notation of the previous section. For a commutative unital algebra A
by A−1 ⊂ A we denote the multiplicative group of invertible elements.
Lemma 2.3.
(r∗)−1
(
Γ(X,OredX)
−1
)
= Γ(X,OX)
−1.
Proof. Let f, f ′ ∈ Γ(X,OX ) be such that r
∗(f) := g ∈ Γ(X,OredX)
−1 and r∗(f ′) = g−1,
cf. (2.1). Since r∗ is an algebra homomorphism, r∗(1 − ff ′) = 0, i.e., u := 1 − ff ′ ∈
Γ(X, n(OX )). As in the proof of Lemma 2.1, v :=
∑∞
i=0 u
i is a well-defined section of
Γ(X, n(OX )) inverse to 1− u. Hence, f · (f
′v) = 1, i.e., f ∈ Γ(X,OX )
−1. 
Lemma 2.4. Suppose A ∈ GLm(Γ(X,OX )) is such that all entries of Im − A belong to
Γ(X, n(OX )). Then A is a product of (m + 4)(m − 1) elementary matrices and a matrix
exp(h) · Im for some h ∈ Γ(X, n(OX )).
Proof. Clearly, detA = 1 − g for some g ∈ Γ(X, n(OX )). Thus log(1 − g) :=
∑∞
i=1
gi
i
∈
Γ(X, n(OX )), cf. Remark 2.2. Similarly, exp
(
log(1 − g)
)
:=
∑∞
i=0
(log(1−g))i
i! ∈ Γ(X,OX )
and it is readily seen that exp
(
log(1− g)
)
= 1− g. We set
h :=
log(1− g)
m
.
Then A = exp(h) · Im · A˜, where A˜ satisfies the hypotheses of the lemma and det A˜ = 1.
Applying to A˜ the Gauss-Jordan elimination process using only addition operations we
present A˜ as a product of m(m−1) elementary matrices and a diagonal matrix D, detD =
1, satisfying the hypotheses of the lemma. Due to the Whitehead lemma, D is a product
of 4(m− 1) elementary matrices.
This proves the required statement. 
ON THE STABLE RANK OF STEIN ALGEBRAS 5
2.3. Let (X,OX ) be a reduced Stein space of complex dimension n and F ∈Mm,l(O(X))
be a holomorphic m× l matrix with 1 ≤ l < m.
Lemma 2.5. Suppose the family of all minors of order l of F does not have common zeros.
If m− l ≥ n2 , then F can be extended to a matrix in GLm(O(X)).
Proof. The matrix F determines a trivial holomorphic subbundle ξ of rank l of the trivial
holomorphic vector bundle θm := X×Cm on X (so that the columns of F are holomorphic
sections of ξ linear independent at each point of X). Let θm/ξ be the holomorphic quotient
bundle. Since X is Stein, by Cartan’s Theorem B there exists a holomorphic subbundle η
of θm isomorphic to θm/ξ such that ξ ⊕ η = θm. Thus, η is stably trivial. Since, due to
[H], X is homotopic to a CW complex of dimension n and rank η = m− l ≥ n2 , bundle η is
(topologically) trivial, see, e.g., [Hus, Th. 3.4.7, 9.1.5]. Therefore, by the Grauert theorem,
η is holomorphically trivial. In global coordinates of θm holomorphic sections s1, . . . , sm−l
trivializing η determine an (m − l) ×m matrix F ′ such that (F,F ′) ∈ GLm(O(X)) is an
invertible holomorphic matrix extending F . 
2.4. Let A be a commutative ring with identity 1 and J(a) ⊂ A be the principal ideal
generated by a ∈ A.
Lemma 2.6. An element of the form (a1, . . . , an, a) ∈ Un+1(A), n ∈ N, is reducible if and
only if the map Un(A)→ Un(A/J(a)) induced by the quotient homomorphism is surjective.
Proof. The proof is straightforward, see, e.g., the proof of the Proposition in [CL, Sect. 3].

3. Proof of Theorem 1.1
Proof. As it was mentioned in Remark 2.2 (2), it suffices to prove the theorem for a con-
nected finite-dimensional reduced Stein space (X,OX ). (In this case, Γ(X,OX ) ∼= O(X).)
Under this assumption we set
(3.1) s(X) :=
⌊
1
2
dimX
⌋
+ 1.
First, we prove that
(3.2) sr(O(X)) ≤ s(X).
To this end we need to check the following statement.
Claim. Each element (f1, . . . , fs(X), f) ∈ Us(X)+1(OX) is reducible.
This is obvious for f = 0 or f ∈ O(X)−1. Next, assuming that f 6∈ O(X)−1 ∪ {0}
by Z(f) ⊂ X we denote its zero locus. Since X is connected, there exists an irreducible
component X˜ of X such that the complex analytic subset Z(f) ∩ X˜ of X˜ has dimension
dim X˜ − 1 (≤ dimX − 1). By Xf we denote the union of all such components X˜ and all
irreducible components X¯ of X such that Z(f) ∩ X¯ = ∅. Let X ′ := cl(X \ Xf ). Then
(Xf ,OXf ), OXf := OX |Xf , and (X
′,OX′), OX′ := OX |X′ , are complex analytic subspaces
of X and f |X′ = 0.
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Lemma 3.1. If an element (f1, . . . , fs(X), f) ∈ Us(X)+1(O(X)) is reducible over Xf , i.e.,
there exist h1, . . . , hs(X) ∈ O(Xf ) such that
(3.3) (f1|Xf − h1f |Xf , . . . , fs(X)|Xf − hs(X)f |Xf ) ∈ Us(X)(O(Xf )),
then it is reducible.
Proof. Due to Cartan’s Theorem B for X there are some h′i ∈ O(X) such that h
′
i|Xf = hi,
i = 1, . . . , s(X). From here, (3.3) and the fact that f |X′ = 0 we obtain that the family of
holomorphic functions {fi − h
′
if}1≤i≤s(X) does not have common zeros. Therefore by the
corona theorem for Stein spaces
(f1 − h
′
1f, . . . , fs(X) − h
′
s(X)f) ∈ Us(X)(O(X)).
Thus (f1, . . . , fs(X), f) ∈ Us(X)+1(O(X)) is reducible. 
Let J(f) ⊂ O(Xf ) be the principal ideal generated by f |Xf . In order to confirm the
Claim, due to Lemmas 2.6 and 3.1, it suffices to prove the following result.
Proposition 3.2. The map Us(X)(O(Xf ))→ Us(X)(O(Xf )/J(f)) induced by the quotient
homomorphism is surjective.
Proof. Let Z ′(f) := Z(f)∩Xf and Jf ⊂ OXf be the sheaf of principal ideals generated by
germs of f . Consider the complex analytic space (Z ′(f), (OXf /Jf )|Z′(f)). Its reduction is
the complex analytic subspace (Z ′(f),OZ′(f)), OZ′(f) := OXf |Z′(f), of Xf . By r we denote
the corresponding reduction homomorphism of the structure sheaves. Applying Cartan’s
Theorem B to the long exact cohomology sequence obtained from the short sequence of
sheaves
0→ Jf → OXf → OXf /Jf → 0,
we get the following sequence
(3.4) 0→ Γ(Xf ,Jf )→ Γ(Xf ,OXf )→ Γ(Xf ,OXf /Jf )→ 0.
Since Z ′(f) is of the complex codimension one in each irreducible component ofXf having a
nonvoid intersection with Z ′(f), under the natural identification of Γ(Xf ,OXf ) with O(Xf )
the space Γ(Xf ,Jf ) coincides with J(f). Similarly, since each section in Γ(Xf ,OXf /Jf )
equals zero outside Z ′(f), the latter space is naturally identified with Γ(Z ′(f),OXf /Jf ).
These and (3.4) give the following exact sequence
(3.5) 0→ J(f)→ O(Xf )→ Γ(Z
′(f),OXf /Jf )→ 0.
Thus the statement of the proposition is equivalent to the following one:
(*) The map φ : Us(X)(O(Xf ))→ Us(X)(Γ(Z
′(f),OXf /Jf )) induced by the quotient homo-
morphism and the restriction to Z ′(f) is surjective.
In turn, the reduction r induces a homomorphism
r∗ : Γ(Z ′(f),OXf /Jf ))→ O(Z
′(f)),
surjective due to Cartan’s Theorem B.
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In the sequel, for a finite-dimensional complex vector space V by r∗ we denote the linear
map idV ⊗r
∗ : V ⊗CΓ(Z
′(f),OXf /Jf ))→ V ⊗CO(Z
′(f)). (The choice of V will be under-
stood from the context.) In particular, r∗ = idCs(X) ⊗ r
∗ sends Us(X)(Γ(Z
′(f),OXf /Jf ))
to Us(X)(O(Z
′(f))). Thus we obtain the following diagram
(3.6) Us(X)(O(Xf ))
φ
−→ Us(X)(Γ(Z
′(f),OXf /Jf ))
r
∗
−→ Us(X)(O(Z
′(f))),
where r∗ ◦ φ is the map induced by the restriction to Z ′(f).
To check (*), first, we prove
Lemma 3.3. The map r∗ ◦ φ : Us(X)(O(Xf ))→ Us(X)(O(Z
′(f))) is surjective.
Proof. Due to the corona theorem on a Stein space, sets Us(X)(O(Xf )) and Us(X)(O(Z
′(f)))
coincide with O(Xf , (C
s(X))∗) and O(Z ′(f), (Cs(X))∗), respectively; here (Ck)∗ := Ck \{0}.
In turn, (Cs(X))∗ is homotopic to S2s(X)−1 (the (2s(X) − 1)- dimensional unit Euclidean
sphere) while, due to [H], Z ′(f) is homotopic to a CW complex of dimension dimZ ′f (=
dimXf − 1 ≤ dimX − 1 < 2s(X)− 1), see (3.1). Let us show that
Each map in C(Z ′(f), (Cs(X))∗) is extendable to a map in C(Xf , (C
s(X))∗).
Indeed, since the space (Cs(X))∗ is a simple absolute neighbourhood retract, in order
to prove the previous statement it suffices to check that H l+1(X,Z ′(f);pil) = 0 for each
0 < l < dim (Xf \ Z
′(f)), where pil is the lth homotopy group of S
2s(X)−1, see, e.g., [Hu,
p. 348, (5.3)]. Clearly, this is true for 0 < l ≤ 2s(X)−2 (for s(X) > 1) because pil = 0 in this
case. Next, if l = 2s(X)− 1 +m for some m ≥ 0, then from the long exact cohomological
sequence of the pair (Xf ,Z
′(f)) with coefficients in pi2s(X)−1+m we obtain
· · · → H2s(X)−1+m(Z ′(f);pi2s(X)−1+m)→ H
2s(X)+m(Xf ,Z
′(f);pi2s(X)−1+m)
→ H2s(X)+m(Xf ;pi2s(X)−1+m)→ · · · .
The first term here is zero because Z ′(f) is homotopic to a CW complex of dimension
< 2s(X) − 1 while the last term is zero because, due to [H], Xf is homotopic to a CW
complex of dimension dimXf ≤ dimX ≤ 2s(X) − 1. Therefore the intermediate term of
the above sequence is zero as well. This proves the required statement.
In particular, each map in O(Z ′(f), (Cs(X))∗) extends to a map in C(Xf , (C
s(X))∗).
Hence, by the Ramspott theorem [R] it extends also to a map in O(Xf , (C
s(X))∗). This
shows that r∗ ◦ φ is surjective and completes the proof of the lemma. 
Now using the lemma let us prove the proposition.
Let R := Γ(Z ′(f), n(OXf /Jf )) denote the Jacobson radical of Γ(Z
′(f),OXf /Jf ), see
Lemma 2.1. Due to Lemma 3.3, given h = (h1, . . . , hs(X)) ∈ Us(X)(Γ(Z
′(f),OXf /Jf ) there
exists f = (f1, . . . , fs(X)) ∈ Us(X)(O(Xf )) such that
r
∗(h) = f |Z′(f) (:= r
∗(φ(f))).
In order to prove (*) we must show that there is some h˜ ∈ Us(X)(O(Xf )) such that φ(h˜) = h.
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Observe that by Lemma 2.5, r∗(h) considered as a column-matrix can be extended to a
matrix (r∗(h), F ) ∈ GLs(X)(O(Z
′(f))). Since, due to Cartan’s Theorem B, the homomor-
phism r∗ : Γ(Z ′(f),OXf /Jf ) → Γ(Z
′(f),OZ′(f)) ∼= O(Z
′(f)) induced by the reduction
map is surjective, there is a matrix F˜ ∈ Ms(X)×(s(X)−1)(Γ(Z
′(f),OXf /Jf )) such that
r
∗(F˜ ) = F (here r∗ = idV ⊗ r
∗ with V := Ms(X)×(s(X)−1)(C)). Note that
r∗(det(h, F˜ )) = det(r∗(h), F ) ∈ O(Z ′(f))−1.
Therefore by Lemma 2.3, (h, F ) ∈ GLs(X)(Γ(Z
′(f),OXf /Jf )).
Next, considering φ(f) as a column-matrix, we extend it to the s(X) × s(X) matrix
(φ(f), F˜ ). Since r∗(h) = r∗(φ(f)), the matrix (φ(f), F˜ ) ∈ GLs(X)(Γ(Z
′(f),OXf /Jf )) and
(h, F˜ ) · (φ(f), F˜ )−1 =: G
is an invertible matrix of the form Is(X) + L, where entries of L belong to R. Due to
Lemma 2.4, G is a product of a matrix exp(u) · Is(X) for some u ∈ R and finitely many
elementary matrices with entries in Γ(Z ′(f),OXf /Jf ). Due to (3.5), each matrix in the
factorization of G is the image of an invertible matrix, a multiple of Is(X) or an elementary
matrix, with entries in O(Xf ). Hence, there exists some G˜ ∈ GLs(X)(O(Xf )) such that
Φ(G˜) = G, where Φ is defined by the application of φ to matrix columns. Then we have
(h, F˜ ) = Φ(G˜) · (φ(f), F˜ ). In turn, this gives the identity of the first columns
h = Φ(G˜) · φ(f) = φ(G˜ · f).
Since h˜ := G˜ · f ∈ Us(X)(O(Xf )), the latter proves the surjectivity of φ, cf. (*).
The proof of the proposition is complete. 
As it was mentioned above, Lemmas 2.6 and 3.1 and Proposition 3.2 prove the Claim,
i.e., sr(O(X)) ≤ s(X).
Now, to complete the proof of Theorem 1.1 let us show that
(3.7) s(X) ≤ sr(O(X)).
In order to prove the inequality it suffices to point out an irreducible element of Us(X)(O(X)).
Let X˜ ⊂ X be an irreducible component of the maximal dimension d (:= dimX) and
let x ∈ X˜ be a regular point. Due to Cartan’s Theorems there exist holomorphic functions
f1, . . . , fd on X and an open neighbourhood U of x such that the holomorphic map F =
(f1, . . . , fd) : X → C
d is one-to-one on cl(U), maps x to 0 and U biholomorphically onto
the open unit ball Bd ⊂ Cd. Let A(U) be the algebra of holomorphic functions on U which
extend continuously to its boundary. By our construction, A(U) is isomorphic by means
of the pullback of F |cl(U) to the (similarly defined) algebra A(B
d). Consider the element
u = (z1, z3, . . . , z2s(X)−3, p(z)) ∈ Us(X)(O(C
d)), z = (z1, . . . , zd) ∈ C
d,
where p(z) = z1z2 + z3z4 + · · ·+ z2s(X)−3 z2s(X)−2 − 1.
It was shown in the proof of [CS2, Th. 3.12] that u|cl(Bd) ∈ Us(X)(A(B
d)) is irreducible.
This implies that the restriction to cl(U) of F ∗u := (f1, f3, . . . , f2s(X)−3, p(F )) ∈ Us(X)(O(X))
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is irreducible (in Us(X)(A(U))) and therefore F
∗u is irreducible. This proves inequality
(3.7).
The proof of Theorem 1.1 is complete. 
4. Proof of Proposition 1.3
(1) Let H ∈ SLn(Γ(X,OX )) be such that Ĥn ∈ En(O(X)). Since, due to Cartan’s
Theorem B and Lemma 2.3, the homomorphism n̂ is surjective, the latter implies that
H = H1 · · ·H l F , whereH i, 1 ≤ i ≤ l, are alternating upper and lower triangular unipotent
matrices in SLn(Γ(X,OX )) and F = In+G for some matrix G with entries in the Jacobson
radical of Γ(X,OX)), see Lemma 2.1. By virtue of Lemma 2.4, F ∈ En(Γ(X,OX )). Hence,
H ∈ En(Γ(X,OX )) as well.
The converse statement asserting that if H ∈ En(Γ(X,OX )) then Ĥn ∈ En(O(X)) is
obvious.
Next, let utn(Γ(X,OX )) be the minimal number t such that every matrix in En(Γ(X,OX ))
is a product of t matrices such that each of them is either upper triangular with 1 along the
main diagonal or lower triangular with 1 along the diagonal and the first matrix is upper
triangular. Then we have for all n ≥ 2, see [DV, Lm. 7],
(4.1) tn(Γ(X,OX )) ≤ utn(Γ(X,OX )) ≤ ut2(Γ(X,OX )) ≤ t2(Γ(X,OX )) + 1.
Also, due to [IK2, Th. 3.1],
(4.2) t2(O(X)) ≤ t2(C(X)) + 2 ≤ v(2d) + 2.
Once again, Cartan’s Theorem B and Lemma 2.3 imply that the homomorphism
2̂ : SL2(Γ(X,OX ))→ SL2(O(X))
is surjective and its kernel K2 consists of matrices with determinant one of the form F =
I2 + G, where all entries of G belong to the Jacobson radical of Γ(X,OX). Applying the
Gauss-Jordan elimination process and then the Whitehead lemma to such F we write it
as a product F = F1F2F3F4, where Fi ∈ K2, 1 ≤ i ≤ 4, are alternating upper and lower
triangular unipotent matrices. Now, the surjectivity of 2̂ and the normality of K2 imply,
in view of (4.2), that each H ∈ E2(Γ(X,OX )) has a form
H = H1FH2 · · ·H l,
where H i, 1 ≤ i ≤ l, are alternating upper and lower triangular unipotent matrices in
SL2(Γ(X,OX )), F ∈ K2 and l ≤ v(2d) + 2. Writing F = F1F2F3F4 with {Fi} ⊂ K2 as
above such that the matrices H1 and F1 are both either upper or lower triangular we get
that the matrices F4 and H
2 are both either upper or lower triangular as well. Hence,
we represent H as a product (H1F1)F2F3(F4H2)H3 · · ·Hl of at most v(2d) + 4 triangular
unipotent matrices in SL2(Γ(X,OX )). Together with (4.1) this gives the required inequal-
ity
sup
n
tn(Γ(X,OX )) ≤ v(2d) + 5.
(2) Due to [IK1, Th. 2.3], [DV, Th. 20(b)], our Theorem 1.1 and inequalities (4.1), (4.2)
tn(Γ(X,OX )) ≤ 6 for all n ≥ n(d) := (⌊
d
2⌋+ 2) · (⌊
v(2d)
2 ⌋+ 3).
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(3) Since by the result of [H] the space X is homotopic to a CW complex of dimen-
sion d and the homotopy groups pii(SLn(C)), i = 1, 2, are trivial, for d = 1, 2 each
map in C(X,SLn(C)) is null-homotopic, see, e.g., [Hu, p. 351, (7.4)]. Thus in these cases
SLn(Γ(X,OX )) = En(Γ(X,OX )) for all n by the first statement of part (1) of the propo-
sition.
Next, if d = 1, then, by Theorem 1.1, sr(Γ(X,OX )) = 1 so that tn(Γ(X,OX )) ≤ 4 for
all n ≥ 2 by [DV, Lm. 9]. One easily shows that 4 in the previous inequalities is optimal
because any nontrivial diagonal matrix in SLn(Γ(X,OX )), n ≥ 2, cannot be written as a
product of less than four triangular unipotent matrices.
If d = 2, then using [IK2, Th. 5.2] and arguments similar to those of the proof of part
(1) above we obtain that supn tn(Γ(X,OX )) ≤ ut2(Γ(X,OX )) ≤ ut2(O(X)) + 2 ≤ 7. We
leave the details to the readers.
The proof of the proposition is complete.
Acknowledgment. I thank the anonymous referee for useful comments.
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