INTRODUCTION:
Infection causes inflammation, which contributes to pathogen clearance and organismal survival. The balance between the intensity and resolution of an inflammatory response is key for the fitness of the organism. Sepsis, for example, is a lifethreatening condition caused by an excessive host response to infection, which in turn leads to multi-organ failure and death. Worldwide, millions of people each year succumb to sepsis. With an overall mortality rate of 20 to 50%, sepsis is the 10th leading cause of death (more than HIV and breast cancer) in the United States, according to the Centers for Disease Control and Prevention. Estimates indicate that 250,000 to 500,000 people die from sepsis annually in the United States. Children and the elderly are especially vulnerable to sepsis; it is the most common cause of death in infants and children. Childhood pneumonia, often caused by virus-bacteria co-infection, leads to septic shock and lung destruction. This occurs after bacterial invasion even in the presence of an appropriate antibiotic therapy. Finding remedies to treat sepsis and diseases associated with detrimental acute inflammatory reactions is thus pivotal for humankind.
RATIONALE:
We reasoned that if excessive inflammation in response to infection leads to lethal consequences, dampening inflammation could be advantageous for the host. At least two strategies could be used to suppress inflammatory responses associated with infection. One is indirect and targets the pathogen (antibiotics). The second one, which we used, directly acts on the host response itself. In such a strategy, the suppression of acute inflammation would bypass the fatal outcome associated with overt inflammation and would "buy time" to allow the host immune response to eliminate the pathogen. After microbial invasion, many steps could be targeted between the early phases of the cellular response (sensing of the pathogen and signal transduction) and the information flow from DNA to RNA to proteins that act as inflammatory mediators (i.e., cytokines). We decided to identify and chemically inhibit cellular factors that act at the DNA (chromatin) level and play a primary role in activating the expression of inflammatory genes.
RESULTS:
We found that chemical inhibition of topoisomerase 1 (Top1), an enzyme that unwinds DNA, suppresses the expression of infection-induced genes with little to no effect on housekeeping gene expression and without cellular damage. In vitro, depletion or chemical inhibition of Top1 in epithelial cells and macrophages suppresses the host response against influenza and Ebola viruses as well as bacterial products. At the mechanistic level, as shown by chemical genetics and epigenetic approaches, Top1 inhibition primarily suppresses RNA polymerase II (RNAPII) activity at pathogen-associated molecular pattern (PAMP)-induced genes. These genes require SWI/SNF chromatin remodeling for activation and display unique genetic and epigenetic features, such as the presence of IRF3 binding sites, low basal levels of RNAPII, histone H3 Lys 27 acetylation marks, DNA hypersensitivity, and CpG islands. This gene "signature" of specificity was also validated using public data sets. In vivo, Top1 inhibition therapy rescued 70 to 90% mortality caused by exacerbated inflammation in three mouse models: acute bacteria infection, liver failure, and virusbacteria co-infection. Strikingly, one to three doses of inhibitors were sufficient for the protective effect in all models, without overt side effects.
CONCLUSION:
The inflammatory immune response against microbes is essential in protecting us against infections. In some cases, such as highly pathogenic and pandemic infections, the organism turns against itself and responds too acutely, with an excessive inflammation that can have fatal consequences. Our results suggest that a therapy based on Top1 inhibition could save millions of people affected by sepsis, pandemics, and many congenital deficiencies associated with acute inflammatory episodes and "cytokine storms."
The host innate immune response is the first line of defense against pathogens and is orchestrated by the concerted expression of genes induced by microbial stimuli. Deregulated expression of these genes is linked to the initiation and progression of diseases associated with exacerbated inflammation. We identified topoisomerase 1 (Top1) as a positive regulator of RNA polymerase II transcriptional activity at pathogen-induced genes. Depletion or chemical inhibition of Top1 suppresses the host response against influenza and Ebola viruses as well as bacterial products. Therapeutic pharmacological inhibition of Top1 protected mice from death in experimental models of lethal inflammation. Our results indicate that Top1 inhibition could be used as therapy against life-threatening infections characterized by an acutely exacerbated immune response.
T he innate immune response is a key defense mechanism against infections. Activation of innate immune cells relies on the expression of a large family of pattern recognition receptors (PRRs), which detect distinct conserved microbial structures, called pathogen-associated molecular patterns (PAMPs) (1, 2) . The immunological response that follows PRR downstream signaling is then governed by the combinatorial expression of PAMP response genes (3) .
Although the function of many of the PAMP response genes and their antiviral or inflammatory activity remains elusive, their expression is essential for the host defense against pathogens (4) . Failure in regulating the induction and postinduction repression of these antimicrobial genes can alter the balance between pro-and antiinflammatory states, often leading to detrimental effects for the host (5-7). Indeed, hyperactivation of antimicrobial genes has been suggested to be responsible for the high mortality rates during highly pathogenic infections (8, 9) . Another wellknown example is the syndrome called "septic shock," where the uncontrolled expression of proinflammatory genes in response to bacterial PAMPs leads to severe collateral effects, such as local and systemic tissue injury, which can often be lethal to the host (10) . In these contexts, pharmacological inhibition of factors that control the magnitude of the innate immune response could be useful for therapy.
Here, we show that the enzyme topoisomerase 1 (Top1) exerts an activating role on the transcriptional response against infection in cells and at the organismal level. This effect is achieved via Top1-assisted transcriptional activation of proinflammatory genes. We demonstrate that chemical inhibition, as well as reduced expression of Top1, limits the overexpression of inflammatory genes characteristic of infection with influenza and Ebola viruses and bacterial products. Notably, Top1 inhibition rescues mortality in mouse models of lethal inflammation caused by overexposure to bacterial and viral PAMPs. Our results suggest that Top1 inhibitors offer therapeutic efficacy for the treatment of diseases characterized by exacerbated innate immune responses.
Topoisomerase 1 promotes PAMP-induced gene expression
Our goal was to identify novel regulatory mechanisms controlling the transcriptional response to pathogens by the innate immune system. We designed a reporter assay to compare the potency of the transcriptional response to viral PAMPs and its dependence on a chromatin environment ( fig. S1A ). We used both the influenza A virus strain PR8DNS1 and Sendai virus because they are known to be strong inducers of PAMPmediated gene expression ( fig. S1C) (11) . We then selected nine chemical inhibitors ( fig. S1B ) with already known or inferred chromatin targets and gauged their activity at various concentrations ( fig. S1C ) (12) (13) (14) (15) (16) (17) (18) (19) (20) .
Our analysis revealed that flavopiridol (FVD), thienotriazolodiazepine [(+)-JQ1], and camptothecin (CPT) effectively inhibit the interferon-b (IFN-b)-driven transcription from chromatinized templates ( Fig. 1A and fig. S1C ). These observations were further reinforced by the efficacy of the three compounds in suppressing the endogenous expression of two key PAMP-induced genes-those encoding IFN-b and IFIT1 (IFN-induced protein with tetratricopeptide repeats 1)-in the human lung epithelial cell line A549 at 4 hours and 12 hours after PR8DNS1 virus infection (Fig.  1B) . Notably, our analysis was performed using all of the compounds at concentrations that do not induce cytotoxicity in treated cells ( fig. S1D) .
The cellular targets of FVD, (+)-JQ1, and CPT are P-TEFb (the inhibitor of positive transcription elongation factor b), BET proteins (bromodomain and extra-terminal motif), and Top1, respectively (20) (21) (22) . P-TEFb, BET proteins, and Top1 are ubiquitously expressed and are thought to control basal transcriptional levels of many genes. However, recent studies showed that P-TEFb and BET protein inhibitors have a specific effect on genes induced by innate immune stimuli (23) and during oncogenic transformation (24) , highlighting their usage in what is often referred to as epigenetic therapy (25) . For this reason, our observation that FVD and (+)-JQ1 suppress PAMP-induced genes, as well as the validation that such an effect is phenocopied by small interfering RNA (siRNA)-mediated depletion of their cellular targets ( fig.  S2 ), was not surprising. In contrast, the impact of CPT treatment on PAMP-induced genes, although previously observed (26) (27) (28) , was less expected in light of recent genome-wide analyses demonstrating that Top1 inhibition suppresses the expression of the majority of long genes (>100 kb) while inducing a fraction of smaller genes (29, 30) . The inhibitory effect at long genes is believed to be caused by Top1-mediated resolution of topological constraints occurring on long templates as a result of RNA polymerase II (RNAPII) activity (29, 31) . The activating effect is instead thought to be dependent on gene-specific features such as topology, promoter sequence, or indirect effects (30) (31) (32) (33) . A concentration-dependent effect of the inhibitor CPT is also known, whereby high concentration and prolonged treatment lead to DNA damage (34) .
To analyze the role of Top1 independently of its chemical inhibition, we examined the effect of transient Top1 depletion via siRNA. We infected control (siCtrl) and Top1-depleted (siTop1) A549 cells with influenza PR8DNS1 virus and assessed global differences in gene expression by microarray analysis (Fig. 1C, fig. S3 , and table S1). Upon infection, Top1 depletion significantly decreased expression of 84 genes in infected cells relative to controls (siCtrl) (Fig. 1C) . Remarkably, none of the down-regulated genes were long, but they were highly enriched for transcripts encoding inflammatory cytokines and interferon-stimulated genes (ISGs) (Fig. 1C, fig. S3 , A and B, and table S2). The expression of housekeeping genes was unaffected independently of their level of expression ( fig. S3C ), indicating that Top1 depletion does not suppress gene expression "tout court" but predominantly affects genes induced in response to infection. Notably, our gene knockdown experiments rule out the possibility that the suppression of PAMP-induced genes that we observed is the consequence of CPT-mediated stabilization of covalent complexes or induced cell damage, which are known to be caused by high dosage and prolonged chemical inhibition of Top1 ( fig. S1D) (29) . To strengthen this point, we performed a washout experiment in the presence and absence of Top1 inhibition. As shown in Fig. 1D , the effect of Top1 inhibition on inflammatory genes was fully reversible upon drug washout, indicating the absence of any permanent change or damage in treated cells.
We then performed a global proteomic analysis in influenza virus-infected A549 cells in the presence and absence of CPT treatment. Mass spectrometry analysis indicates that the protein levels of PAMP-induced genes were compromised upon Top1 inhibition (Fig. 1E) 
Top1 controls RNAPII activity at PAMP-induced gene loci
To confirm the specificity of Top1 activity in our system, we first investigated whether the inhibition of PAMP-induced genes could be reproduced using a different Top1 inhibitor. We therefore used topotecan (TPT), an FDA-approved Top1 inhibitor. Our results indicate that both CPT and TPT suppress virus-induced genes ( Fig. 2A) (29, 35, 36) , this finding suggests that inhibition of topoisomerases can elicit both cell type-specific and gene-specific effects. Notably, and in line with what others have recently shown (29) , neither TPT-nor CPTtreated cells displayed DNA damage at the concentration we used ( fig. S9) .
We then characterized the genomic distribution of RNAPII and Top1 during infection in the presence and absence of Top1 inhibition. Our results show reduced promoter levels of RNAPII and Top1 at PAMP-induced genes in infected A549 cells (Fig. 2B) and macrophages (fig. S6B ) when Top1 is inhibited. Notably, RNAPII and Top1 levels at housekeeping genes were not reduced as a result of Top1 inhibition (Fig. 2B   and fig. S6B ), consistent with their unaffected gene expression ( Fig. 2A and fig. S6A ). Reduced RNAPII targeting at PAMP-induced loci was confirmed by chromatin immunoprecipitation sequencing (ChIP-seq) (Fig. 2C) and by analysis of the RNAPII tracks at representative PAMP-induced genes and housekeeping genes (Fig. 2D) .
To link cause (Top1 inhibition) and effect (RNAPII levels at promoters), we devised a strategy to map the genomic distribution of Top1 inhibitors via chem-ChIP, a method used to reveal the genomic localization of drugs (37) . In brief, we first synthesized an analog of TPT (we did not succeed with CPT), which is amenable for coupling with a derivative of biotin. This compound was called TPT-alkyne (TPT-A; Fig.  2E ). TPT-A synthesis and experimental strategy are shown in fig. S10 , A and B; the validation that TPT-A is as effective as TPT is shown in fig.  S10 , C and D. We then performed chem-ChIP and analyzed the distribution of TPT-A on chromatin. At basal state, TPT-A was enriched at promoters and gene bodies of active genes such as ACTB and HPRT genes (Fig. 2F) , as expected from results showing that Top1 travels with elongating RNAPII and that Top1 is distributed across the genome (31, 38) .
During infection, TPT-A distribution peaks at promoters of inducible genes IFIT1 and IFIT2 (Fig. 2F) but not into gene bodies, which suggests that the presence of the inhibitor does not allow RNAPII and Top1 into productive transcriptional cycles. Indeed, TPT-A distribution is inversely correlated with RNAPII and Top1 density only at promoters of PAMP-induced genes (Fig. 2B ). This indicates that TPT-A suppression of Top1 activity leads to a specific inhibition of RNAPII targeting at most PAMP-responsive loci (Fig. 2C) . These results (i) corroborate the absence of an effect of Top1 inhibition at housekeepers, (ii) indicate that such genes can escape the transcriptional consequences of Top1 inhibition (likely via Top2; fig. S8D ), and (iii) designate a RNAPII activator-like function for Top1 at PAMP-induced loci.
Top1 facilitates expression of genes that require nucleosome remodeling for activation Previous work has characterized how classes of inducible genes respond temporally to induction of Toll-like receptor (TLR; a class of PRRs) according to genetic and epigenetic features (39) (40) (41) (42) . These studies provide a framework for addressing the specificity of Top1's effect during viral PAMP stimulation.
We first selected the Top1-affected genes whose expression was up-regulated by more than a factor of 2 upon infection ( Fig. 3 and table S1 ). Similarly to (40) , we then characterized this gene set according to dependence on IRF3 (interferon regulatory factor 3) and the SWI/SNF (switch/ sucrose nonfermenter)-nucleosome remodeling complex for transcriptional activation. To do so, we performed RNA interference (RNAi)-mediated depletion of the two catalytic subunits of the SWI/SNF complex, SMARCA2 and SMARCA4, before and after infection with influenza virus or IFN treatment (Fig. 3A) . This resulted in four distinct classes of Top1-affected genes (Fig. 3B) .
We found that the vast majority (75%) of genes controlled by Top1 were dependent on SWI/SNF nucleosome remodeling. At basal state, these genes (relative to SWI/SNF-independent genes and housekeeping genes) were almost devoid of TATA-binding protein (TBP) and RNAPII, and displayed high levels of histone H3 at their promoters (Fig. 4A ). These features indicate that nucleosome remodeling at these genes precedes recruitment of RNAPII and transcriptional initiation. Upon infection, Top1-affected genes are linked to transcriptional induction (as measured by histone H4 acetylation; fig. S11 ) and to broad expression levels, as measured by RNAPII recruitment ( Fig. 4A ) and expression data (Fig. 4A , inset). Inhibition of Top1 led to diminished RNAPII and TBP with a concomitant re-integration of H3 at promoters (Fig. 4A) .
Genes that require remodeling for their activation are dependent on coactivators (42) and possess unique chromatin features at basal state, namely low levels of active histone marks, low levels of preloaded RNAPII, and low CpG island content (40) . All these identifying features were recapitulated in Top1-affected genes by using genome-wide analyses and mathematical modeling of public data sets (Fig. 4 , B to D, fig. S12, and table S3).
Top1 inhibition suppresses the response to bacterial stimuli and proinflammatory cytokines
To understand whether Top1 is required to activate the expression of proinflammatory genes induced by stimuli other than viruses, we characterized the effect of Top1 inhibition after exposure to bacterial PAMPs and exogenous cytokines. in both cell types analyzed, paralleling our results using viral and bacterial stimuli.
Top1 protects against lethal inflammation in vivo
Together, our data suggested that Top1 inhibition could be an effective way to suppress the exacerbated response to pathogenic stimuli, prompting us to characterize the role of Top1 inhibition in vivo. We first analyzed whether in vivo preventive inhibition of Top1 activity rescued animals from lethal endotoxic shock. This was indeed the case, where 90% of animals pretreated with CPT were rescued (Fig. 5C ). The protective effect of Top1 inhibition in vivo is caused not by cellular damage ( To test the potential of Top1 inhibition therapy in a model of bacterial disease, we infected mice with Staphylococcus aureus, which is one of the predominant pathogens causing nosocomial infections and sepsis in humans (44) . Our results indicate that therapeutic treatment with CPT allowed 70% of the mice to survive the lethal challenge (Fig. 6A ). Because the inflammatory response against influenza is believed to be responsible for the enhanced susceptibility to pneumonia after secondary infection with S. aureus in both mice and humans (45), we also tested whether CPT treatment could reverse the outcome of viral-bacterial co-infection. For this, mice inoculated with the influenza virus PR8 (H1N1 PR8 A/Puerto Rico/8/1934 strain) were treated with CPT at 12, 24, and 36 hours after infection.
Three days after viral infection, mice received a challenge with S. aureus. As shown in Fig. 6B , CPT treatment rescued 94% of the animals from the lethal co-infection challenge without impairing the differentiation of virus-specific CD8 T cells into IFN-g-and TNF-a-producing effector cells ( fig. S15 ). Strikingly, a similar protective effect (90% rescue of mortality) was also present when therapeutically inhibiting Top1 in an endotoxininduced mouse model of acute liver failure, where the pathology is caused by high levels of secreted cytokines such as TNF-a ( Fig. 6C) (46) . These data suggest that in experimental models of lethal inflammation, therapeutic Top1 inhibition provides meaningful protection at the organismal level.
Finally, because an elevated mortality rate associated with an exacerbated proinflammatory response and clinical symptoms similar to septic shock is also observed in humans after infection with highly pathogenic viruses, we focused on Zaire ebolavirus (Ebola virus), which recently caused a large outbreak of illness with a high fatality rate in West Africa (47) . We profiled the global gene expression response during Ebola (wild-type strain Zaire-Mayinga) infection in the human leukemic cell line THP-1 in the presence and absence of Top1 inhibition. Our analysis shows that Ebola virus-induced genes encoding interleukin-8 (IL-8), IL-1b, and TNF are suppressed by Top1 inhibition (Fig. 7 and table S4 ). Overall, these data highlight a protective role for Top1 inhibition during infections both in vitro and in vivo.
Discussion
Topoisomerase activities are required at all genes to resolve topological constraints that result from RNAPII activity. Recent work (29, 30) has shown that short and reversible Top1 inhibition specifically suppresses the expression of long genes. This indicated a differential susceptibility of genes to Top1 inhibition and redundant Top1 activities at the promoters of housekeepers. Our results provide evidence that during infection, short and reversible inhibition of Top1, as well as Top1 depletion, specifically suppresses genes induced by microbial agents. Our study reveals a gene-specific activator-like role for Top1. Concordantly, such an effect was shown using in vitro transcriptional assays (32, 33) . The consequence of Top1 inhibition during infection is a suppression of RNAPII recruitment at PAMPinduced promoters. This effect is more prominent at genes with a bigger difference in the levels of RNAPII at basal and induced states, which explains why compromising Top1 function affects inducibility of PAMP-responsive genes. The specificity of Top1 inhibition is then geared toward genes that are not prone to immediate activation but require coactivator (IRF3) assisted nucleosome remodeling. Other gene-specific cotranscriptional events such as the dynamics of pause release and elongation, along with RNA stability or transport, are likely to contribute to PAMP gene suppression by Top1 inhibition. At the mechanistic level, Top1 inhibitors may create a local chromatin environment that is nonpermissive to transcription, or alternatively, could titrate out new recruitment of Top1. Both scenarios would lead to defects in RNAPII recycling and reinitiation and would cause the observed suppressive effect at pathogen-induced genes. Because Top1 facilitates the expression of inflammatory genes, Top1 depletion or chemical inhibition during infection reduces the immune response associated with microbial recognition. This effect was evident in vitro by chemical inhibition of Top1 causing suppression of both virus-induced and inflammatory signal-induced host gene expression, and in vivo by displaying protective effects in mouse models of lethal inflammation. The cellular response against microbes is essential in protecting us against infection, but its hyperactivation can have fatal consequences. Our results suggest that a Top1 inhibition therapy could be useful in many instances, such as in SCIENCE sciencemag.org 27 
Materials and methods

Cell lines and viruses
The following cell lines were originally obtained from the American Type Culture Collection (ATCC): A549 cells (adenocarcinomic human alveolar basal epithelial cells), 293T cells (human embryonic kidney cells), RAW 264.7 cells (mouse leukemic monocyte macrophage cell line), and HTBE cells (human primary bronchial/tracheal epithelial cells).
The 293T-FF cell line was generated by transfection with the plasmid pGL4.17-IFN-FF, encoding a cassette with the firefly luciferase gene under the control of the murine IFN-b promoter, as previously described (48), and was a gift from P. Palese.
Cells were maintained in culture at 37°C with 5% CO 2 in Dulbecco's minimal essential medium (DMEM, Gibco, Life Technologies) supplemented with 2 mM glutamine (Life Technologies), 10% fetal bovine serum (FBS; Hyclone), penicillin (100 U/ml; Life Technologies), and streptomycin (100 mg/ml; Gibco, Life Technologies).
The influenza virus PR8DNS1, which is the H1N1 PR8 A/Puerto Rico/8/1934 strain lacking the expression of the NS1 protein, was propagated in Madin-Darby canine kidney (MDCK) cells expressing the viral nonstructural protein 1 (NS1) (49) . The influenza virus PR8 expressing green fluorescent protein (GFP) (PR8-GFP) and deficient for the viral protein hemagglutinin (HA) was propagated in MDCK-HA-expressing cells (50) .
The influenza virus H3N2, which is the strain A/Philippines/2/82, was propagated in 10-dayold embryonated chicken eggs and was a gift from F. Kramer.
The Sendai virus (SeV), Cantell strain, was propagated in 10-day-old embryonated chicken eggs (51) , and was a gift from P. Palese.
Viral infections using the strains described above were performed at a multiplicity of infection (MOI) of 3 and cells were analyzed at different time points as indicated in the figures.
Infections with the Ebola virus were performed in THP-1 cells, a human monocytic cell line that naturally expresses several PRRs. We used the wild-type Ebola Zaire-Mayinga strain and its VP-35 mutant, which fails to block the type I interferon response in the host (52) . Cells were recovered 24 hours after Ebola infection.
IRF3 dependent genes were compiled from the literature and cross-compared with a list of genes induced by IRF3-5D in STAT1
−/− cells (courtesy of S. Tripathi).
Cell viability assay
The Cell Titer Glo Cell Viability Assay (Promega) detects adenosine triphosphate (ATP) levels as a function of cell viability, and was used according to manufacturer's specifications. Briefly, cells were seeded into 96-well plates (5000 cells/well), and 18 hours later, 25 ml of fresh media containing the indicated compounds (serially diluted) were included. After 6 hours of incubation, 50 ml of CellTiterGlo was added and the luminescence was measured. Vehicle-treated cells were used to normalize (100%) the ATP activity. The CytoTox 96 Non-Radioactive Cytotoxicity Assay (Promega), a colorimetric assay measuring the release of the cellular enzyme lactate dehydrogenase (LDH), was also used according to manufacturer's specifications.
Inhibitors and cell treatments
Cell culture: CPT (Sigma) was dissolved in a 4:1 mixture of chloroform and methanol at a concentration of 0.5 mM, heated at 55°C until fully dissolved and then added to cells in DMEM medium at a final concentration of 0.5 mM. TPT (Sigma) and TPT-A were dissolved in dimethyl sulfoxide (DMSO, Fisher) at the concentration of 100 mM and then added to cells in DMEM medium at a final concentration of 100 nM. FVD and (+/−)-JQ1 (both from Sigma) were dissolved in DMSO at a concentration of 0.5 mM and then added to cells in DMEM medium at a final concentration of 0.5 mM. Doxorubicin (Sigma) was dissolved in water at a concentration of 50 mM and then added to cells in DMEM medium at final concentrations of 0.5 and 5 mM.
All the compounds and the vehicle control DMSO were added to the cell cultures at 1 hour before and after stimulation or infection.
Lipopolysaccharide (LPS, Sigma, tlrl-3pelps) was added to cells in DMEM medium at a final concentration of 100 ng/ml for 2 hours. TNF-a (Sigma, human: T0157, mouse: T7539), IFN-b (PBL Assay Science, human: 11415-1, mouse: 12400-1), and poly(I:C) (Sigma, P1530) were added to cells in DMEM medium for 4 hours at final concentrations of 10 ng/ml, 100 U/ml, and 10 mg/ml, respectively.
For hormone treatment, A549 cells were grown in DMEM containing 5% charcoal-dextrantreated FBS (Sigma) for 2 days before addition of 17b-estradiol (10 nmol/liter; Sigma, E2758).
For heat shock, A549 cells were incubated at 42°C for 2 hours.
In vivo experiments: CPT was dissolved in a 4:1 mixture of chloroform and methanol, followed by heating at 55°C until fully dissolved. CPT was then brought up with water to the necessary volume corresponding to 200 ml per mouse and centrifuged for 5 min at 4000 rpm. The top aqueous fraction, containing the CPT, was recovered and dissolved at a final concentration of 30 mg/kg of mouse weight in 200 ml of water for each injection.
Immunofluorescence A549 and RAW 264.7 cells were cultured on cover slips overnight and then treated with 0.5 and 10 mM CPT or 100 nM and 10 mM TPT 1 hour before and after infection with PR8DNS1 or H3N2 viruses. At 6 hours after infection, cells were fixed for 10 min at 4°C in 4% formaldehyde (EMS). Cover slips were washed in phosphatebuffered saline (PBS; Life Technologies) and cells were permeabilized for 10 min at room temperature in 0.5% NP-40 (Sigma). Cover slips were washed again in PBS and nonspecific binding was blocked by incubation for 30 min at room temperature with a solution containing 3% BSA (Sigma) in PBS. Cells were then probed for 2 hours with a rabbit anti-phospho-histone H2A.X antibody (Cell Signaling), followed by detection with Alexa Fluor 488-conjugated (green) goat anti-rabbit immunoglobulin G (IgG) (heavy and light chain, Life Technologies). DNA was counterstained with 4′,6-diamidino-2-phenylindole (DAPI, Thermo Scientific).
For visualization of the PR8-GFP virus, an EVOS FL (Thermo Scientific) microscope was used.
Quantitative polymerase chain reaction (qPCR)
For RNA extraction, cells were homogenized with QIAshredder columns; RNA was extracted using the RNeasy Mini Kit and then treated with the RNase-free DNase kit (all Qiagen). Proteins were also simultaneously recovered from cell lysates by acetone precipitation of the flow-through from RNeasy spin columns, according to manufacturer's instructions.
cDNA was in vitro transcribed using a HighCapacity cDNA RT Kit (Thermo Fisher Scientific) or a SuperScript III First-Strand Synthesis SuperMix (Life Technologies). qPCR was performed using the iTaq Universal SYBR Green One-Step Kit (Bio-Rad) according to manufacturer's instructions.
The statistical significance of all pairwise comparisons in qPCR assays' change in cycling threshold (DC T ) values was determined with a two-tailed Student's t test under the assumption of equal variances between groups. We did not find significant differences (false discovery rate, q < 0.05) between contrast groups in Levene's tests of equality of variances, or departures from normality as assessed by Shapiro-Wilk tests.
Primers
Primers were designed using the Primer3 online tool or by using already available primers from Harvard's PrimerBank database. Sequences of primers used for qPCR were as follows:
Human: b-actin forward, 5′-ACCTTCTACA-ATGAGCTGCG-3′; b-actin reverse, 5′-CCTGGA-TAGCAACGTACATGG-3′; GAPDH forward, 5′-GCAAATTCCATGGCACCGT-3′; GAPDH reverse, 5′-GCCCCACTTGATTTTGGAGG-3′; 18S forward, 5′-GTAACCCGTTGAACCCCATT-3′; 18S reverse, 5′-CCATCCAATCGGTAGTAGCG-3′; IFIT2 forward, 5′-AGGCTTTGCATGTCTTGG-3′; IFIT2 reverse, 5′GA-GTCTTCATCTGCTTGTTGC-3′; IFIT1 forward, 5′-TTCGGAGAAAGGCATTAGA; IFIT1 reverse, 5′-TCCAGGGCTTCATTCATAT; IFNB1 forward, 5′-TCTGGCACAACAGGTAGTAGGC; IFNB1 reverse, 5′-GAGAAGCACAACAGGAGAGCAA; HPRT1 forward, 5′-GAAAAGGACCCCACGAAGTGT; HPRT1 reverse, 5′-AGTCAAGGGCATATCCTACAACA; BRD4 forward, 5′-GAGCTACCCACAGAAGAAACC; BRD4 reverse, 5′-GAGTCGATGCTTGAGTTGTGTT; IL1b forward, 5′-ATGATGGCTTATTACAGTGGCAA; IL-1b reverse, 5′-GTCGGAGATTCGTAGCTGGA; IL-6 forward, 5′-ACTCACCTCTTCAGAACGAATTG; IL-6 reverse, 5′-CCATCTTTGGAAGGTTCAGGTTG; IL-8 forward, 5′-TTTTGCCAAGGAGTGCTAAAGA; IL-8 reverse, 5′-AACCCTCTGCACCCAGTTTTC; CDK9 forward, 5′-ATGGCAAAGCAGTACGACTCG; CDK9 reverse, 5′-GCAAGGCTGTAATGGGGAAC; CCNT1 forward, 5′-ACAACAAACGGTGGTATTTCACT; CCNT1 reverse, 5′-CCTGCTGGCGATAAGAAAGTT; CXCL10 forward, 5′-GTGGCATTCAAGGAGTAC-CTC-3′; CXCL10 reverse, 5′-TGATGGCCTTCGAT-TCTGGATT-3′; IFIT3 forward, 5′-AGAAAA-GGTGACCTAGACAAAGC-3′; IFIT3 reverse, 5′-CCTTGTAGCAGCACCCAATCT-3′; ZFP36 forward, 5′-GAGAACAAATTCCGGGACCG-3′; ZFP36 reverse, 5′-GCGTGGAGTTGATCTGGGAG-3′; CCL5 forward, 5′-CCAGCAGTCGTCTTTGTCAC-3′; CCL5 reverse, 5′-CTCTGGGTTGGCACACACTT-3′; GBP1 forward, 5′-AACGACAGGGTCCAGTTGCTGAAAG; GBP1 reverse, 5′-TAGGGGTGACAGGAAGGCTCTGG; OASL forward, 5′-CTGATGCAGGAACTGTATAGCAC; OASL reverse, 5′-CACAGCGTCTAGCACCTCTT; IFIH1 forward, 5′-TCACAAGTTGATGGTCCTCAAGT; IFIH1 reverse, 5′-CTGATGAGTTATTCTCCATGCCC; IFI6 forward, 5′-GGTCTGCGATCCTGAATGGG; IFI6 reverse, 5′-TCACTATCGAGATACTTGTGGGT; OAS2 forward, 5′-ACGTGACATCCTCGATAAAACTG; OAS2 reverse, 5′-GAACCCATCAAGGGACTTCTG; SPRY2 forward, 5′-CCTACTGTCGTCCCAAGACCT; SPRY2 reverse, 5′-GGGGCTCGTGCAGAAGAAT; DDX58 forward, 5′-TGCGAATCAGATCCCAGTGTA; DDX58 reverse, 5′-TGCCTGTAACTCTATACCCATGT; RSAD2 forward, 5′-TTGGACATTCTCGCTATCTCCT; RSAD2 reverse, 5′-AGTGCTTTGATCTGTTCCGTC; TRIM22 forward, 5′-AATGTGCTGGATAACCTGGCA; TRIM22 reverse, 5′-TCTACTGACGATCCCCTCAAC; ISG15 forward, 5′-CGCAGATCACCCAGAAGATCG; ISG15 reverse, 5′-TTCGTCGCATTTGTCCACCA; UBE2L6 forward, 5′-TGGACGAGAACGGACAGATTT; UBE2L6 reverse, 5′-GGCTCCCTGATATTCGGTCTATT; TRIM21 forward, 5′ -TCAGAGCTAGATCGAAGGTGC; TRIM21 reverse, 5′-ACTCACTCCTTTCCAGGACAAT; IFITM1 forward, 5′-GGGCCTTCTGGATTCCGAG; IFITM1 reverse, 5′-CGTGGGGTTGGTCATCGTC; HERC5 forward, 5′-GGTGAGCTTTTTGCCTGGG; HERC5 reverse, 5′-TTCTCCGGCAGAAATCTGAGC; CDKN2C forward, 5′-GGGGACCTAGAGCAACTTACT; CDKN2C reverse, 5′-CAGCGCAGTCCTTCCAAAT; ISG20 forward, 5′-TCTACGACACGTCCACTGACA; ISG20 reverse, 5′-CTGTTCTGGATGCTCTTGTGC; ZC3HAV1 forward,5′-TCACGAACTCTCTGGACTGAA-3′;ZC3HAV1 reverse, 5′-ACTTTTGCATATCTCGGGCATAA-3′; JUN forward, 5′-ATCAAGGCGGAGAGGAAGCG-3′; JUN reverse, 5′-TGAGCATGTTGGCCGTGGAC-3′; BAMBI forward, 5′-ATGCTCTCCCGTTTGCACTAC-3′; BAMBI reverse, 5′-AGGATCTTATCGTTGCTGAGGT-3′; MX2 forward, 5′-CAGAGGCAGCGGAATCGTAA-3′; MX2 reverse, 5′-TGAAGCTCTAGCTCGGTGTTC-3′; IFI44 forward, 5′-GGTGGGCACTAATACAACTGG; IFI44 reverse, 5′-CACACAGAATAAACGGCAGGTA; TNF-a forward, 5′-CCTCTCTCTAATCAGCCCTCTG; TNF-a reverse, 5′-GAGGACCTGGGAGTAGATGAG; GFP forward, 5′-AAGCTGACCCTGAAGTTCATCTGC; GFP reverse, 5′-CTTGTAGTTGCCGTCGTCCTTGAA; PR8 HA forward, 5′-AAAGAAAGCTCATGGCC-CAACC; PR8 HA reverse, 5′-TCCTTCTCCGTCAGC-CATAGCA; PR8 PB1 forward, 5′-TCATGAAGGGA-TTCAAGCCG; PR8 PB1 reverse, 5′-GGAAGCTCC-ATGCTGAAATTG; HSP70 forward, 5′-CATCGCC-TATGGGCTGGAC; HSP70 reverse, 5′-GGAGAGA-ACCGACACATCGAA; HSP27 forward, 5′-ACGGT-CAAGACCAAGGATGG; HSP27 reverse, 5′-AGCG-TGTATTTCCGCGTGA; PGR1 forward, 5′-TCCAC-CCCGGTCGCTGTAGG; PGR1 reverse, 5′-TAGAG-CGGGCGGCTGGAAGT; TFF1 forward, 5′-TTGGA-GAAGGAAGCTGGATGG; TFF1 reverse, 5′-ACCA-CAATTCTGTCTTTCACGG; GREB1 forward, 5′-GTGGTAGCCGAGTGGACAAT; GREB1 reverse, 5′-ATTTGTTTCCAGCCCTCCTT; TOP1 forward, 5′-AAGGTCCAGTATTTGCCCCAC; TOP1 reverse, 5′-ATTCATGGTCGAGCATTTTTGC; TOP2A forward, 5′-ACCATTGCAGCCTGTAAATGA; TOP2A reverse, 5′-GGGCGGAGCAAAATATGTTCC; TOP2B forward, 5′-TTGGACAGCTTTTAACATCCAGT; TOP2B reverse, 5′-GCACCATAACCATTACGACCAC; SMARCA2 forward, 5′-AGGGGATTGTAGAAGACATCCA; SMARCA2 reverse, 5′-TTGGCTGTGTTGATCCA-TTGG; SMARCA4 forward, 5′-AATGCCAAGCAA-GATGTCGAT; SMARCA4 reverse, 5′-GTTT-GAGGACACCATTGACCATA.
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Mouse: Actb forward, 5′-TTACGGATGTCAA-CGTCACAGTTC; Actb reverse, 5′-ACTATTGG-CAACGAGCGGTTC; Mip1a forward, 5′-CGAGTA-CCAGTCCCTTTTCTGTTC; Mip1a reverse, 5′-AAGACTTGGTTGCAGAGTGTCATG; Il-6 forward, 5′-TGAGATCTACTCGGCAAACCTAGTG; Il-6 reverse, 5′-CTTCGTAGAGAACAACATAAGTCAGATACC; Ifit1 forward, 5′-GCCTATCGCCAAGATTTAGATGA; Ifit1 reverse, 5′-TTCTGGATTTAACCGGACAGC; Ifit2 forward, 5′-AGAACCAAAACGAGAGAGAGTGAGG; Ifit2 reverse, 5′-TCCAGACGGTAGTTCGCAATG; Mip-2 forward, 5′-GTCCCTCAACGGAAGAACCAA; Mip-2 reverse, 5′-ACTCTCAGACAGCGAGGCACAT; Rantes forward, 5′-TGCCCACGTCAAGGAGTATTTC; Rantes reverse, 5′-TCCTAGCTCATCTCCAAATAGTTGATG; Il-1b forward, 5′-GCAACTGTTCCTGAACTCAACT; Il-1b reverse, 5′-ATCTTTTGGGGTCCGTCAACT.
Sequences of primers used for ChIP followed by qPCR were as follows:
Human: ACTB 5′ forward, GAGGGGAGAGG-GGGTAAAA; ACTB 5′ reverse, AGCCATAAAA-GGCAACTTTCG; IFIT1 5′ forward, AGAGGAGC-CTGGCTAAGCA; IFIT1 5′ reverse, GGTTGCT-GTAAATTAGGCAGC; IFIT2 5′ forward, TGCA-CTGCAACCATGAGG; IFIT2 5′ reverse, TGACT-CAACAGCACTACCGA; IL-6 5′ forward, CCCAA-TAAATATAGGACTGGAGATG; IL-6 5′ reverse, GAGTTCATAGCTGGGCTCCT; IL-8 5′ forward, TATAAAAAGCCACCGGAGCA; IL-8 5′ reverse, GCCAGCTTGGAAGTCATGTT; CXCL10 5′ forward, CAGCAGAGGAACCTCCAGTC; CXCL10 5′ reverse, TGATGTTCCTTACCTTGAATGC; IFIT3 5′ forward, CGGAACAGCAGAGACACAGA; IFIT3 5′ reverse, GGGAAAAACCCCTCAAACAT; ZFP36 5′ forward, ACTTCAGCGCTCCCACTCT; ZFP36 5′ reverse, AGTT-GGAGAAGGGAGGCAAG; CCL5 5′ forward, CGAA-TTTCCGGAGGCTATTT; CCL5 5′ reverse, CGT-GCTGTCTTGATCCTCTG; GBP1 5′ forward, ATG-AGGAAATCCCAGCCCTA; GBP1 5′ reverse, TCCTT-AGTTCACGAGCACTGG. OASL 5′ forward, AAAT-GCTCCTGCCTCAGAAA; OASL 5′ reverse, GGGA-CAGAGATGGCACTGAT; IFIH1 5′ forward, GAAG-GAGGTTCAGCAGTTGG; IFIH1 5′ reverse, AGCA-CCTTGGAGAAGGGAGT; IFI6 5′ forward, TGATG-CCCACACTTCATAGC; IFI6 5′ reverse, GGGAG-GATCCACAAGTGATG; OAS2 5′ forward, TTTCA-GTTTCCTGGCTCTGG; OAS2 5′ reverse, TGGA-TAAACCAACCCAGCTT; SPRY2 5′ forward, AAA-GAGAATTCGGAGCCAGA; SPRY2 5′ reverse, ATC-TGCCAGGAAAAGGGACT; DDX58 5′ forward, CCTTTCACCTCTTTCCCAGA; DDX58 5′ reverse, CTTTTCCAGACCGAATAGCTT; RSAD2 5′ forward, CCAATGACAGGTTGCTCAGA; RSAD2 5′ reverse, CAGCTGCTGCTTTCTCCTCT; TRIM22 5′ forward, CTGAGTGCCTTGCCAGTACA; TRIM22 5′ reverse, CAAATGAGTTTCCCCACAGG; ISG15 5′ forward, GCTGAGAGGCAGCGAACTC; ISG15 5′ reverse, CCCCACCTGTGACATCTGC; UBE2L6 5′ forward, CCGGGACTCACGGTCTTT; UBE2L6 5′ reverse, CGGAGCGAAGACTGGAAC; TRIM21 5′ forward, GCTCAAGGATGGAGACTGGA; TRIM21 5′ reverse, CCTCCCCTTTCCTCTCAGAC; IFITM1 5′ forward, AACTGAAACGACAGGGGAAA; IFITM1 5′ reverse, ACAGCCACCTCATGTTCCTC; HERC5 5′ forward, ACCAGGCGTTCTCTCCTCTC; HERC5 5′ reverse, CTGGGAAAGAGCCAGAGC; IFNB1 5′ forward, GGAATCCAAGCAAGTTGTAGC; IFNB1 5′ reverse, AACCTTTCGAAGCCTTTGCT; CDKN2C 5′ forward, GCCGAGCCTCCTTAAAACTC; CDKN2C 5′ reverse, ACAATTGCTGCTTCTGTTGC; ISG20 5′ forward, GGTAGCCCAGGAGATGGAG; ISG20 5′ reverse, CTCACGTCTGCCTCTCTGCT; ZC3HAV1 5′ forward, CGCATCTGCATTTAGACGAA; ZC3HAV1 5′ reverse, CTCAACAGGGCTCTCAGGAC; JUN 5′ forward, CCGTTGCTGGACTGGATTAT; JUN 5′ reverse, CCCCAAGATCCTGAAACAGA; BAMBI 5′ forward, CGTGCTGTGGAGACCCTACT; BAMBI 5′ reverse, CCAGGAGCCCAGAAAAGTT; MX2 5′ forward, CCA-CAGCTCTCCCAGGATT; MX2 5′ reverse, TGTGGCA-TATGAACCACTCC; IFI44 5′ forward, TGAGAGA-AGTTGGCATGCTG; IFI44 5′ reverse, AGCTGAGGG-TAGCTGCTCTGT; IRF1 5′ forward, AAGAGGGAA-GAAGGCAGAGG; IRF1 5′ reverse, CTTAGTCGAG-GCAAGACGTG; KLF4 5′ forward, TCTCTCTGG-TCGGGAAACTG; KLF4 5′ reverse, GCGCCGAG-TTTGTTGATTTA; GAPDH 5′ forward, ACAGTC-AGCCGCATCTTCTT; GAPDH 5′ reverse, TTCTCT-CCGCCCGTCTTC.
Mouse: Actb 5′ forward, GGGCTACAGTGGG-TGAAAGG; Actb 5′ reverse, GGGCTACAGTG-GGTGAAAGG; Ifit1 5′ forward, TGAAAAGAGCA-CACCCCCTA; Ifit1 5′ reverse, CTCCTCAGAAA-CCTGCCTTG; Ifit2 5′ forward, AGCCACACCC-GACTAACG; Ifit2 5′ reverse, CTTGGTGCTTT-GAGGGATCT; Il-6 5′ forward, AATGTGGGATT-TTCCCATGA; Il-6 5′ reverse, GCGGTTTCTGGAA-TTGACTATC; Mip2-a 5′ forward, GGGCTTTT-CCAGACATCGT; Mip2-a 5′ reverse, TGAAGTG-TGGCTGGAGTCTG.
Sequences of primers used for chem-ChIP followed by qPCR were as follows:
Human: ACTB upstream forward, CTGCA-GAAGGAGCTCTTGGA; ACTB upstream reverse, GACCCACCCAGCACATTTAG; ACTB-1 forward, GAGGGGAGAGGGGGTAAAA; ACTB-1 reverse, AGCCATAAAAGGCAACTTTCG; ACTB-2 forward, GTCATCTTCTCGCGGTTGG; ACTB-2 reverse, GGCA-TCCTCACCCTGAAGTA; ACTB-3 forward, CCTA-CACCCACAACACTGTCT; ACTB-3 reverse, TGA-CCTGAGTCTCCTTTGGAA; ACTB-4 reverse, CAGG-TCCAGACGCAGGAT; ACTB-4 reverse, GCCATG-TACGTTGCTATCCA; ACTB-5 forward, GTGCCA-GGGCAGTGATCT; ACTB-5 reverse, CTGTGGCA-TCCACGAAACTA; ACTB-6 forward, CTAAGTCA-TAGTCCGCCTAGAAGC; ACTB-6 reverse CTGT-CCACCTTCCAGCAGAT; ACTB downstream forward, CGCCCAGTCTCCAGTCAC; ACTB downstream reverse, GTTGGGGTAGGGGGTCCA; HPRT1 upstream forward, TAGTCGGGGTTCTCCACAAA; HPRT1 upstream reverse, CCTTCAGATTTTGGAC-TCAACA; HPRT1-1 forward, GAAAATTCCCACG-GCTACCT; HPRT1-1 reverse, GGGAAAGCCGAGA-GGTTC; HPRT1-2 forward, GACAGAGTCTTGC-TCTGTTTCC; HPRT1-2 reverse, AAAATTAGCC-GGGTGTGGT; HPRT1-3 forward, GCCTGGGCTA-GACTTTTGAG; HPRT1-3 reverse, TGACAGGTG-TCTGGTTCTGG; HPRT1-4 forward, CTGGACCT-CCTGGAATTGAG; HPRT1-4 reverse, AAACACA-GGTAGAACTATAAAAGCAAA; HPRT1-5 forward, GATGCTCACCTCTCCCACAC; HPRT1-5 reverse, CCCTGACTACCCATGTGTCC; HPRT1-6 forward, TGTCATTAGTGAAACTGGAAAAGC; HPRT1-6 reverse, CATGCAAAAAGCTCTACTAAGCA; HPRT1 downstream forward, CGTCTGGGGTCATACAGGTT; HPRT1 downstream reverse, CTGAGGGCAGG-GATAGTTTG; IFIT1 upstream forward, CAAGA-CTGCTGCCAAATTCA; IFIT1 upstream reverse,  CATGATCAGGCCATAAGCAA; IFIT1-1 forward,  AGAGGAGCCTGGCTAAGCA; IFIT1-1 reverse,  GGTTGCTGTAAATTAGGCAGC; IFIT1-2 forward,  AACAGGTTTTCGCAATCAGG; IFIT1-2 reverse,  CTTCCCAAGCAGATGTGGAT; IFIT1-3 forward,  AACATTTTTCTCGCTATGTGGA; IFIT1-3 reverse,  GACAGAAAGCAGATTAACAGTTGC; IFIT1-4 
Transfection with siRNA
Transfection experiments were performed using the Lipofectamine RNAiMAX transfection reagents according to the manufacturer's instructions (Invitrogen). Cells were transfected with siRNA pools (all from Dharmacon) targeting the genes encoding human Top1, BRD4, CDK9, CCNT1, SMARCA2, SMARCA4, TOP2A, TOP2B, or with a control nontargeting pool, at a final concentration of 50 nM. Cells were used 48 hours after transfection, and the efficiency of gene knockdown was determined by qPCR or immunoblotting.
Microarray analysis
A549 cells were transfected with siRNA targeting the gene encoding Top1 or control nontargeting siRNA (siCtrl), then infected in triplicate with the PR8DNS1 virus (MOI = 3). Nontransfected cells were also infected, as a further control. RNA was isolated from infected and uninfected cells with a Qiagen RNeasy kit and 200 ng of RNA per sample was then used to prepare labeled RNA that was hybridized to Human HT-12 v4 Expression BeadChips (Illumina). Data were analyzed using the Genespring software (version 12.5).
To determine the effect of Top1 depletion on the magnitude of cell response during infection, raw signal values obtained from uninfected and infected cells in all siRNA treatments were quantilenormalized before being baseline-transformed to the medians of signal values for the corresponding uninfected siRNA-treated samples. For identification of probe sets with statistically significant differences in magnitude of response (P < 0.01), we conducted an analysis of variance (ANOVA) followed by a post hoc [Tukey's honest significant difference (HSD)] test.
We selected genes differentially expressed after treatment with siTop1 using a threshold of a factor of ≥1.5 change (P < 0.01) in their expression relative to siCtrl-treated cells. When indicated, infection-induced genes were identified as the ones showing a factor of ≥1.5 change (P < 0.01) in their expression in infected siCtrl-treated cells relative to uninfected siCtrl-treated cells.
All computations of P values were subjected to multiple-testing correction using the BenjaminiHochberg method. For purposes of presentation, genes represented by multiple probe sets in the microarray were plotted in the heat maps as the averaged values of those probe sets.
To determine the effect of Top1 depletion under basal conditions, we normalized raw signal values from uninfected siRNA-treated cells by quantile before baseline-transforming them to the median of all samples. A statistical ANOVA test followed by a post hoc test was then conducted. Genes regulated by the siRNA targeting the Top1 gene were defined as genes with a factor of ≥1.5 change (P < 0.01) in their expression relative to the siCtrl controls. Normalized signal intensity values of a list of canonical housekeeping genes were also used to determine the overall effect of the depletion of Top1 in cells. A full list of the affected genes is shown in table S1.
We used Ingenuity Pathways Analysis software (Ingenuity Systems) for the identification of canonical pathways that showed "enrichment" among groups of genes with significant changes in their expression by microarray analysis. The DAVID gene ontology analysis helped to identify genes associated with cytokine activity (53, 54) . A right-tailed Fisher's exact test was used for calculation of P values determining the probability that each pathway assigned to a specific data set was due to chance alone.
Mice and related experiments
C57BL/6J female mice were purchased from The Jackson Laboratories and housed under specific pathogen-free conditions in the animal care facility at the Icahn School of Medicine at Mount Sinai (ISMMS). Mice were studied at 7 to 12 weeks of age. All experiments were approved by the institutional animal care and use committee and carried out in accordance with the Guide for the Care and Use of Laboratory Animals (NIH publication 86-23, revised 1985) .
For the septic shock model, mice were injected intraperitoneally (i.p.) with 10 mg/kg of ultrapure LPS (from E. coli 0111:B4 strain-TLR4 ligand, InvivoGen) resuspended in 200 ml of water. For the preventive protocol, one group of mice received, after isoflurane anesthesia, a first retro-orbital intravenous injection with a dose of 30 mg/kg of CPT 30 min before LPS treatment followed by an i.p. challenge with the same dose of CPT 1 hour after LPS injection.
For the acute liver failure model, mice were injected i.p. with a mixture of 5 mg of D-(+)-galactosamine (Sigma) and 500 ng of ultrapure LPS (Invivogen) (referred to as D-GalN/LPS), in 200 ml of water. One group of mice was also injected i.p. with CPT (110 mg/kg) 1 hour before (preventive protocol) or 2 hours and 30 min after (therapeutic protocol) GalN/LPS treatment.
For the sepsis model using Staphylococcus aureus infection (subsp. aureus Rosenbach, FDA 209P strain, ATCC) bacteria were grown in Bacto Tryptic Soy Broth (BDbioscience) until stationary phase, washed, and suspended in PBS at 25 × 10 8 bacteria/ml and mice intravenously injected with 200 ml of the bacterial suspension. We then started the treatment 3 hours after infection, when animals presented the first clinical signs of disease (ruffled fur, diminished activity, and hunched posture). One group of mice received a first dose of 30 mg/kg of CPT intravenously, followed by IP injections of 45 mg/kg of CPT 24 and 48 hours later.
For the co-infection model, the influenza virus PR8 (H1N1 PR8 A/Puerto Rico/8/1934) was administered intranasally in sterile PBS in a volume of 50 ml at a titer of 0.3 × LD 50 . Three days after influenza infection, S. aureus stocks were grown until exponential phase and resuspended in sterile PBS in a volume of 50 ml containing 5 × 10 8 bacteria per mouse for intranasal administration. Mice were anesthetized with ketamine-xylazine before all intranasal injections. One group of mouse received 75 mg/kg of CPT i.p. at 12, 24, and 36 hours after viral infections.
Survival significance in the in vivo experiments was calculated using a log-rank MantelCox test with the Graphpad software Prism.
During all treatments, mice were daily weighed and monitored two to six times per day until the end of the experiment. We considered a loss >20% of the initial weight as a humane end point, according to the policy of the institutional animal care and use committee at ISMMS. In case of survival, animals were under observation twice per day for the following month and every week for additional months. We did not detect any side effect of the CPT treatment in mice monitored for at least 3 months.
Quantitative PCR in tissue samples: Spleens and lungs were homogenized in 1 ml of TRIzol Reagent (Life Technologies) using a mechanical homogenizer. RNA separation and isolation were performed using chloroform and isopropanol (both from Sigma), respectively, according to manufacturer's instructions (Life Technologies). cDNA synthesis and qPCR were performed as described above.
Cytokine detection: Quantitative mRNA analysis for inflammatory gene expression was conducted after RNA isolation from the spleens of untreated and CPT-treated mice 90 min after LPS injection.
To determine the cytokine concentration during the treatment, 50 ml of blood was collected retro-orbitally 4 hours after LPS injection. Serum and plasma were separated after centrifugation at 10,000 rpm for 10 min. Quantitative determination of GM-CSF, IL-1b, IL-6, and TNF-a in mouse serum was performed using a Mouse Inflammatory Magnetic 4-Plex Panel (Novex Life Technology), according to the manufacturer's instructions. Data was acquired using a Luminex 100/200 plate reader.
Cell suspensions and ex vivo restimulation: Cell suspensions were obtained after cutting the organs into small pieces followed by 30 min incubation at 37°C in DMEM containing collagenase D (1 mg/ml; Roche) and DNase (20 mg/ml; Roche). Tissue suspensions were then filtered through a 70-mm cell strainer (BD Falcon), and red blood cells were lysed using 1 ml of RBC Lysis Buffer (Affymetrix eBioscience).
For surface staining, cells were suspended in PBS containing 2% FBS, anti-mouse CD16/32 (Biolegend) and 0.1% NaN 3 . For intracellular staining, cells were fixed in Fixation/Permeabilization buffer (eBioscience) and stained in Perm/ Wash buffer (eBioscience).
For antigen-specific restimulation, cells were resuspended in complete [i.e., supplemented with 10% FBS, penicillin (100 mg/ml), streptomycin (100 mg/ml), and 1 nM sodium pyruvate] DMEM (Sigma) and restimulated with 100 nM peptide ASNENMETM derived from viral A/PR8/34 nucleoprotein (NP, 366 to 374 amino acids) (MBL) in the presence of Brefeldin A (Biolegend), and incubated for 6 hours at 37°C.
All antibodies were purchased from Biolegend: anti-mouse CD45 (clone 30-F11), CD11c (N418), CD11b (M1/70), Ly6C (HK 4.1), CD69 (H1.2F3), MHC-II (M5/114.15.2), CD8b (Ly-3), CD44 (IM7), CD3e (17Α2), CD45 (30-F11), TNF-a (ΜP6-XT22), IFN-g (XMG1.2). Dead cells were discriminated using the Zombie Aqua Fixable Viability Kit (Biolegend), referred to as Life/ Death dye.
Acquisition of stained cells was made with a BD LSRII flow cytometer (BD Bioscience); data were analyzed with FlowJo software (Treestar).
Antibodies and immunoblotting
Antibodies used were as follows: anti-b-actin (3700; Cell Signaling); anti-TOP2A (ab52934; Abcam), anti-TOP2B (ab58442; Abcam), anti-TOP1 (A302-589A; Bethyl), anti-FLAG-HRP (A8592; Sigma). Gradient gels were used according to the molecular weight of the proteins to be evaluated, followed by wet transfer on polyvinylidene fluoride membranes.
ChIP
The following antibodies were used: anti-RNAPII (clone 8WG16; Covance/BioLegend), anti-topoisomerase I (TOP1) (rabbit polyclonal anti-human IgG; Bethyl Laboratories; rabbit polyclonal anti-human/mouse serum; Abcam), anti-histone H3 (rabbit polyclonal IgG; Abcam), anti-TATA binding protein (rabbit polyclonal antiserum; Abcam), and anti-histone H4ac (rabbit polyclonal anti-human/mouse serum; Active Motif).
ChIP experiments were conducted as described (55) . For experiments with ChIP followed by qPCR, cross-linking was performed for 10 min. For sonication, we used a refrigerated Bioruptor (Diagenode), which we optimized to generate DNA fragments of approximately 200 to 1000 base pairs (bp). Lysates were precleared for 3 hours using the appropriate isotype-matched control antibody (rabbit IgG; Cell Signaling) or anti-mouse IgG (Cell Signaling). The specific antibodies were coupled with magnetic paramagnetic beads (Dynabeads M-280 sheep anti-mouse IgG; ThermoFisher Scientific) bound to anti-mouse IgG or antirabbit IgG for 6 hours. Antibody-bound beads and chromatin were then immune-precipitated overnight at 4°C with rotation. After washing, reverse crosslinking was carried out overnight at 65°C. After digestion with RNase and proteinase K (Roche), DNA was isolated with a MinElute kit (Qiagen) and used for downstream applications. The statistical significance of ChIP qPCR analysis was determined with a two-tailed Student's paired t test.
ChIP-seq sample preparation and sequencing
After sonication (Bioruptor Pico, Diagenode), input and IP samples were analyzed on an Agilent Bioanalyzer (DNA High Sensitivity kit) to confirm that the fragment distributions were within the expected size range. Sheared Input and ChIP DNA samples were then end-repaired using NEBNext End Repair Module (New England BioLabs) and cleaned up using 1.5× AMPure XP beads (Beckman Coulter) according to the manufacturer's instructions, except for the final elution step, which we omitted. Next, A-tailing was done on beads using the NEBNext dATailing Module (New England BioLabs), followed by addition of 20% polyethylene glycol (PEG)/ NaCl in a 1.5× ratio to AMPure XP bead cleanup, again omitting the final elution step. Adaptor ligation was performed using the NEBNext Quick Ligation Module (New England BioLabs) and 80 mM DNA Multiplex Adaptor. Then, 20% PEG/ NaCl was added in a 1.5× ratio followed by the AMPure XP cleanup. Samples were then eluted from beads and split into two aliquots. Each aliquot was amplified for 28 cycles using KAPA HiFi HotStart ReadyMix PCR Kit (Kapa Biosystems), 25 mM PE forward primer, and 25 mM indexed reverse primer. PCR reactions were cleaned using 1.5× of the AMPure XP beads according to the manufacturer's protocol and selected on the basis of fragments with a size of 250 to 500 nucleotides on the BluePippin platform using 2% M1 Marker gels. Size selected libraries were cleaned using 1.8× of the AMPure XP beads and sequenced on the HiSEq 2500 platform in a 100-nucleotide single-end read format.
Adapters used for ligation: Adapter1, 5′ P-GATCGGAAGAGCACACGTCT; Adapter2, 5′ AC-ACTCTTTCCCTACACGACGCTCTTCCGATC*T (* = phosphorothioate).
Barcode PCR primers: 5′AATGATACGGCGA-CCACCGAGATCTACACTCTTTCCCTACACGAC-GCTCTTCCGATC*T, 5′CAAGCAGAAGACGGC-ATACGAGAT[NNNNNN]GTGACTGGAGTTCA-GACGTGTGCTCTTCCGATC*T (where N corresponds to the barcode sequences used).
ChIP-seq data processing
ChIP-seq reads were trimmed for adapter sequences using "cutadapt." Reads were then filtered using "sickle" with a minimum quality threshold of 20 and retaining only sequences containing at least 20 bases. QC-filtered reads were then aligned against the human reference genome (GRCh37) using STAR, selecting only nonambiguous alignments and allowing up to five mismatches for each alignment. The resulting BAM files were processed using the R package "Pasha" with default parameters in order to exclude artifactual enrichments, estimate fragments elongation, and prepare genome-wide read coverage tracks in variable-step WIG format. WIG scores were finally rescaled for each sample by dividing all values by the average genome wide enrichment value.
Average profile computation: The average read coverage for selected genes was calculated across the annotated gene regions, including 2-kb flanking regions. For each gene, coverage in flanking regions was sampled across 167 equally spaced bins, and the resulting values were averaged across the upstream and downstream regions of all selected genes. Coverage across the annotated region of each gene was calculated in 666 equally spaced bins within the annotated start and end coordinates, and the resulting vectors were averaged across all genes and combined with the gene-flanking regions to create a composite average profile of 1000 points, covering selected annotations and 2 kb of each flanking region. All average profiles were normalized based on the average ChIP signal across the third quartile (i.e., last 50 to 75%) of the gene body of active genes [previously identified by Gro-seq profiling (56)], to account for differences in ChIP efficiency between experiments.
Chemical synthesis of TPT-A
An alkyne group was introduced to the 10-hydroxyl group of TPT through a Mitsunobu reaction (57) , as the 10-hydroxyl of TPT does not contribute to the binding between human topoisomerase I covalently joined to double-stranded DNA and TPT [according to the reported x-ray crystal structure (58)]. TPT hydrochloride was dissolved in distilled water and further neutralized by adding (dropwise) a saturated solution of sodium bicarbonate (NaHCO 3 ) until the pH reached 9 to 10. Hydrochloride-free TPT was extracted from this solution by washing the aqueous phase with dichloromethane (DCM) three times, combining the organic phase, drying it by incubation with sodium sulfate (Na 2 SO 4 ) for 1 hour, and finally evaporating DCM under reduced pressure. The TPT was then fully dissolved together with 5 equiv of triphenylphospine (Ph 3 P) and 5 equiv of propargyl alcohol in a small volume of anhydrous tetrahydrofuran (THF). Five equiv of diethyl azodicarboxylate (DEAD) was then added dropwise into the solution. The reaction was monitored using thin-layer chromatography (TLC). The reaction time was 2 hours at room temperature. The solvents were removed by using a rotary evaporator (Rotovap). The product was purified by applying preparative HPLC with a gradient elution consisting of methanol (MeOH) and H 2 O. Purity was ≥ 95%, and the rude yield was 74%. 1 
Chem-ChIP
A549 cells (10 8 cells per condition) were pretreated for 1 hour with 100 nM TPT-A or DMSO, infected with influenza PR8DNS1 virus, and, at 1 hour after infection, treated again with TPT-A or DMSO. Cells were collected 6 hours after infection and treated as described above for the ChIP procedure. Sonicated DNA fragments for each condition were separated into 500-ml aliquots. The following reagents were added sequentially with vortexing after each addition: 11.3 ml of 5 mM biotin-azide (final concentration: 100 mM), 11.3 ml of 50 mM tris(2-carboxyethyl) phosphine (TCEP, final concentration: 1 mM), 34 ml of 1.7 mM tris(benzyltriazolylmethyl) amine (TBTA, final concentration: 100 mM), and 11.3 ml of 50 mM copper(II) sulfate pentahydrate (CuSO 4 ·5H 2 O, final concentration: 1 mM). These mixtures were then incubated at room temperature for 1 hour, with vortexing after the first 30 min. Chromatin aliquots were combined and centrifuged for 5 min at 6500g at 4°C. The supernatant was then removed for downstream immunoprecipitation. ChIP qPCR was performed as described above. The statistical significance of ChIP qPCR analysis was determined with a twotailed Student's paired t test.
Stranded RNA sequencing and data analysis RNA (1 mg) was treated using the Ribo-Zero Gold rRNA Removal Kit (Human/Mouse/Rat, Illumina), and purified post-depletion with 1.6× ratio of AMPureXP beads. Directional RNA libraries were prepared using NEBNext Ultra Directional RNA library prep kit for Illumina (New England BioLabs), according to manufacturer's instructions. Fragment size distribution and concentration of the PCR-amplified libraries were assessed using the Qubit and the Agilent Bioanalyzer. Finally, samples were sequenced on the HiSEq 2500 platform in a 100-bp single-end read format.
After adapter removal with cutadapt and base quality trimming to remove 3′ ends if more than 20 bases with Q < 20 were present, reads were mapped to the human (hg19) and Ebola virus (H.sapiens-tc/COD/1976/YambukuMayinga, NC_002549) reference genomes using STAR (60) , and gene and transcript count summaries were generated using Featurecounts (61) . Read counts were then combined into a numeric matrix, with genes in rows and experiments in columns, and used as input for differential gene expression analysis with the Bioconductor edgeR package (62) . Normalization factors were computed using the weighted trimmed mean of M-values (TMM), and dispersions (common, trended, and tagwise) were estimated before fitting a negative binomial general linearized model that accounted for experimental conditions with two biological replicates each. Finally, a likelihood ratio test was carried against selected contrasts. P values were corrected for multiple testing using the BenjaminHochberg (BH) method and used to select genes with significant expression differences (q < 0.05).
Proteomic analysis
A549 cells were treated with CPT or DMSO and infected with the influenza PR8DNS1 virus as described above, collected 6 hours after infection, washed three times with PBS [including protease inhibitors (Roche)], then frozen as cell pellets. These pellets were sent to Bioproximity LLC, where global proteomic profiling was acquired using ultraperformance liquid chromatography and tandem mass spectrometry.
For the analysis of mass spectrometry "hits," initial thresholds were calculated in duplicate experiments for protein abundances in both DMSO-and CPT-treated uninfected cells. Next, protein abundances were calculated in the respective infected conditions and normalized using noninfected abundances. We considered upregulated hits as having a normalized unique protein score above 5 in the DMSO-treated, infected cells. The statistical comparison between normalized infected identifications was determined with a two-tailed Student's t test under the assumption of equal variances between groups.
Transcription factor promoter enrichment analysis
Identification of transcription factors (TFs) regulating the genes affected by Top1 depletion was performed using a computational method that overlaps the genomic coordinates of a set of gene promoters with a large library of TF-genome interactions. We created the ChIP-seq library by compiling 1630 human ChIP-seq data sets from a variety of sources, including ENCODE (63), Cistrome (64), PAZAR (65) , and Re-Map (66) . As input, we took a set of genomic regions of interest (e.g., promoters of genes whose expression changes upon silencing of Top1) that we systematically overlapped with each ChIP-seq data set, and we counted the number of input regions overlapped by at least one base.
Next, a P value describing the significance of this overlap was estimated using a simulationbased procedure: A distribution of expected overlap values was created from 1000 iterations of randomly choosing RefSeq gene promoters with the same length as the input set (as an example, for 50 promoters of length 100 bp as input, 50 randomly chosen promoters of length 100 bp were used in each simulation). The distribution of the expected overlap values from the randomized data resembled a normal distribution and was used to generate a Z-score and P value estimating the significance of the observed number of input regions that overlapped each ChIP-seq data set. We obtained a ranked list of TFs, based on experimentally-determined binding sites located in the promoters of each gene set. We applied this procedure to each input gene list using three different promoter definitions, (-100, +1), (-1000, +1), and (-10,000, +1), relative to the transcription start site. Results were similar regardless of promoter length (table S3) . We further annotated the results with TF binding site motif enrichment scores (using the same promoter definitions). For this, we used the HOMER motif enrichment algorithm (67) and a large library of human position weight matrices obtained from the CisBP database (68) .
Mapping
ChIP-seq data from this study and publicly available data from ENCODE for DNase-seq (GSE26328) and histone H3 Lys 27 acetylation (H3K27ac; GSE29611) in A549 cells were aligned to the human genome (hg19/GRCh37) using Bowtie2 with default parameters (69) . Only reads that mapped to unique genomic positions were considered for downstream analysis. Normalized promoter ChIP-seq read densities were calculated using HOMER (http://homer.salk.edu) by counting the total number of reads per 10 7 aligned reads from each experiment found from -500 to +500 bp relative to the representative RefSeq defined transcription start site (TSS) for each gene (67) . META gene plots were compiled by calculating ChIP-seq read densities along RefSeq gene bodies (>3 kb in length) using HOMER. CpG Island promoters were defined by RefSeq TSS found within 200 bp of an annotated CpG Island (70) . IFN-stimulated response elements (ISREs) containing promoters were defined by searching for ISRE motifs from -500 to +100 relative to the TSS using HOMER.
