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Abstract. A theoretical framework is developed for a precise control of spatial
patterns in oscillatory media using nonlinear global feedback, where a proper form
of the feedback function corresponding to a specific pattern is predicted through the
analysis of a phase diffusion equation with global coupling. In particular, feedback
functions that generate the following spatial patterns are analytically given: i) 2-
cluster states with an arbitrary population ratio, ii) equally populated multi-cluster
states, and iii) a desynchronized state. Our method is demonstrated numerically by
using the Brusselator model in the oscillatory regime. Experimental realization is also
discussed.
PACS numbers: 82.40.Ck, 05.45.Xt, 05.45.-a
1. Introduction
Feedback control is a powerful method of regulating spatio-temporal dynamics and has
been studied in a wide variety of fields including physics, chemistry, biology, and medical
science [1]. For example, formation of various clustering patterns has been realized in
the Belousov-Zhabotinsky reaction [2, 3] and in the catalytic CO oxidation reaction
on Pt [4, 5, 6]. The catalytic CO oxidation systems have also been studied for the
suppression of chemical turbulence [5, 7]. Moreover, considerable attention has been
paid to feedback devices that suppress the pathological synchronization in the brain of
Parkinson’s disease patients [8, 9, 10, 11, 12, 13].
In many cases systems to be controlled are spatially extended, and reaction-diffusion
systems provide a good model for the study of pattern controlling. Theoretical analyses
based on reaction-diffusion systems have been done for the Belousov-Zhabotinsky
reaction [3, 14, 15] and CO oxidation [16, 17, 18]. However, so far, only empirical control
has been achieved for such spatially-extended systems, including above-mentioned
pioneering experimental works [2, 3, 6]; there has been no general theory that
quantitatively relates feedback inputs to spatial patterns.
Design principle of multi-cluster and desynchronized states in oscillatory media 2
On the other hand, for discrete oscillator systems, such a quantitative feedback
control methodology has been established very recently by Kiss, Kori, Hudson, and
Rusin [19, 20]. Their method is based on a phase model described by
dφi
dt
= ω +
K
N
N∑
j=1
Γ(φi − φj), (1)
where φi (0 ≤ φi < 2pi) is the phase of the oscillator i (i = 1, . . . , N), ω is the natural
frequency, K is the coupling strength, and Γ(φ) is called the coupling function. Their
method utilizes the following facts: the coupling function determines the entire collective
behavior of the phase model, and any coupling function can be designed by applying
an appropriately constructed feedback signal to a population of oscillators. Hence
the population of oscillators can be steered to a desired synchronization behavior by
taking the following two steps: (i) find a coupling function that results in a desired
synchronization behavior in (1), and (ii) construct an appropriate feedback signal that
yields the coupling function. A major advantage of their methodology is that the phase
model can be constructed from experimentally measurable quantities only; detailed
information on the intrinsic dynamics of the system is not necessary. Validity and
robustness of their methodology have been confirmed both experimentally by using
electro-chemical oscillators [19, 20] and numerically [20].
In this paper, by utilizing the above methodology by Kiss, Kori, Hudson, and
Rusin, we develop a general theory for the global feedback control of spatially extended
oscillatory media. Our approach is also based on a phase model. Since the existence
of diffusive coupling plays a crucial role on the development of spatial patterns in
oscillatory media, our phase model inevitably includes both diffusive and global coupling,
in contrast to discrete oscillators. Studying such a phase model, we find coupling
functions leading to the following spatial patterns characterized by the distribution
of phases: (i) 2-cluster states with specified population ratios, (ii) equally populated
multi-cluster states, and (iii) a desynchronized state. Moreover, we propose a new
nonlinear feedback function without time delay, which is more convenient to design
various coupling functions than that used in the previous work [19, 20]. We numerically
demonstrate our proposed method by using a particular reaction-diffusion model and
reproduce all the above three patterns with theoretically predicted feedback parameters.
This paper is organized as follows: In section 2, we present the basic idea of our
control methodology for oscillatory media in detail. In section 3, we give a detailed
analysis of the phase diffusion equation with special coupling functions that yield the
above-mentioned three spatial patterns. Numerical demonstration of the theory by using
the Brusselator is given in section 4. Experimental realization is discussed in section 5.
2. General control methodology
Our approach to the control of oscillatory media is closely related to the method recently
proposed for the population of oscillators [19, 20]. Dynamics of discrete, identical limit-
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cycle oscillators under global feedback is described by the following nonlinear dynamical
equations:
dui
dt
= F (ui) +
K
N
e
N∑
j=1
h(uj), (2)
where ui is the state vector of the i
th oscillator (i = 1, · · · , N), F is a nonlinear function
describing a limit cycle oscillation, K is the coupling strength, h(ui) represents the
feedback, and e is a unit vector with only one nonzero component: we have assumed
that the feedback is additively applied to the system.
When the coupling is weak, by treating the second term as a small perturbation
the system is reduced to the phase model (1) [21]. In this phase description (1),
synchronization behavior depends solely on the coupling function Γ(φ), and therefore
one can control the synchronization behavior of the system if the coupling function is
freely given. It has been shown [19, 20] that this can be done by applying a properly
designed external feedback signal h(ui) to the oscillators system. This method relies
on the fact that the coupling function is the convolution of the feedback h and the
phase response function Z(φ), which characterizes the sensitivity of the phase to a weak
external perturbation (see Appendix A).
Since oscillatory media can be regarded as a population of oscillators that are
diffusively connected, we argue that the same method works for shaping the coupling
function in the phase description of oscillatory media. Consider a d-dimensional
reaction-diffusion system with a global coupling:
∂tu = F (u) + Dˆ∇2u+ K
S
e
∫
h(u)dx, (3)
where u(x, t) is the state vector, Dˆ denotes the diffusion matrix, F (u) is a reaction term
that generates a limit cycle oscillation with the frequency ω, K is the coupling strength,
e is the same as above, and h(u) represents the feedback integrated over the entire
space S. We assume that the system is Benjamin-Feir stable, i.e., the system undergoes
spatially uniform oscillation when K = 0 (external control is absent). Following the
standard procedure (see Appendix A), we obtain
∂tφ(x, t) = ω + α∇2φ+ β(∇φ)2 + K
S
∫
Γ(φ(x)− φ(x′))dx′, (4)
where φ(x, t) is the phase of local oscillation; α, and β are constants determined by the
property of the oscillatory medium. As in the case of discrete oscillators, the coupling
function Γ(φ) can be arbitrarily shaped by properly designing the feedback signal h.
For discrete oscillators, n-cluster states can be generated from the coupling function
that contains nth harmonics [22]. Even in the case of oscillatory media, the coupling
function is expected to work in the same way to stabilize the clustering pattern. A
distinct problem here, however, is that the spatial patterns are not solely determined
from the global coupling but from the interplay between the diffusive coupling and
the global coupling, which makes the analysis much more complicated. For example,
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when clustering pattern forms, interfaces appear between the clusters due to the diffusive
coupling. Then controlling of the interface motion is required to obtain desired clustering
patterns.
Hence we take the following strategy. We start from a coupling function with which
discrete oscillators described by equation (1) exhibit clustering or desynchronization. We
then study the phase diffusion equation (4) with this coupling function to find resulting
spatial patterns. Once the relation between the pattern and the coupling function
is obtained, the corresponding feedback function can be found by following the same
procedure as the discrete oscillators case. The key to carrying out this strategy is to
find proper couping functions that allows for analytical treatment of the phase equation.
Although analytical treatment is easy for a simple coupling function as Γ(φ) = sin(φ+θ)
with a parameter θ [1], only poor spatial patterns appear with such a coupling function;
higher harmonics in the coupling function are responsible for the formation of complex
spatial patterns, including phase clustering behavior. In the next section we propose
such analytically tractable coupling functions that produces clustering states and the
desynchronized state.
3. Analysis of the phase model
In this section, we study a one-dimensional phase diffusion equation with a global
coupling (4). Here we propose coupling functions that yield interesting spatial patterns;
We are especially interested in two cluster states with specified population ratios, equally
populated multi-cluster states, and the desynchronized state.
3.1. 2-cluster states: numerical investigation
Here we focus on the 2-cluster states with an arbitrary population ratio. In particular,
we look for well-defined 2-clusters, with the phases maximally separated by pi.
Discrete oscillators are known to form various clustering states, the behavior entirely
governed by the form of the coupling function [22]. In special, the following coupling
function yields 2-cluster states with the two phase difference equal to pi:
Γ(φ) = sinφ− γ{sin(2φ+ θ)− sin θ}, (5)
where γ and θ are parameters (see Appendix B). Equation (1) with this coupling
function has a family of 2-cluster solution with different population ratios of the two
clusters, which are stable for some range of population ratios. Thus, starting from a
random initial condition the system converges to a 2-cluster state with its population
ratio determined from the initial condition.
Using this coupling function, we numerically investigate the phase diffusion
equation (4) in one dimension with the system size S = L, taking θ as a control
parameter and γ = 0.3. This equation is solved with the flux-free boundary condition by
using the second-order Euler scheme, with spatial and time interval being set to ∆x = 0.1
and ∆t = 0.01, respectively. We set L = 100, K = 0.1, α = 0.384 × 10−2. We assign
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Figure 1. Phase diagram for 2-cluster states and the desynchronized state in the
phase model with (5) for each δ = β/α. The points are numerical data, and the lines
are given analytically. Recurrent 2-cluster has two ways of destabilization: the phase-
advanced cluster becomes unstable (I), or the phase-retarded cluster becomes unstable
(II). Inset figures are phase profiles with δ = 2.83 and (a) θ = 0.23, (b) θ = 0.28, (c)
θ = 1.58. In (b) the pattern is not stationary; here a snapshot of budding a new cluster
is shown.
several values to β to make a phase diagram below. Otherwise we set β = 1.089× 10−2.
This special choice of α and β is for later comparison to the Brusselator model.
Figure 1 shows the phase diagram obtained by varying θ for each δ ≡ β/α with
several values of β and fixed α. As expected, there exists a finite range of stationary
2-cluster states. Note that, as opposed to discrete oscillators, here the population ratio
between the two clusters is uniquely determined for fixed δ and θ. Increase (decrease) in θ
widens the phase-advanced (retarded) region. At some critical value of θ the stationary
state becomes unstable, leading to the recurrent 2-cluster state, where the following
process occurs in a repeated way [see figure 2(a)]: After a long transient of a quasi-
stationary 2-cluster state, a new cluster sprouts out of the phase-advanced (retarded)
cluster. Then the two interfaces propagate and one of the clusters disappear, the system
returning to the 2-cluster state. Such dynamics have been reported in CO oxidation
model [16], although investigated only numerically.
To characterize the patterns, we introduce the lth order parameters (l = 1, 2, . . .):
σl =
1
L
∫
dxe−ilφ(x). (6)
For 2-cluster states, |σ1| indicates an approximate population disparity between the two
clusters, and 1−|σ2| the ratio of the interface width to the system size L. Note the two
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different timescales in figure 2(b), each corresponding to the emergence of a new cluster
and a slow drift of the interface.
As θ exceeds the threshold around ±pi/2, the recurrent 2-clusters turn into the
desynchronized state [figure 1(c)], where σ2 almost vanishes.
3.2. 2-cluster states: analytical investigation
Here we analytically investigate the 2-cluster states numerically found above. The
analysis can be done by taking L → ∞ limit. We derive analytical forms of σ1 and
σ2 as functions of θ and give the stability boundaries of the stationary 2-cluster shown
in figure 1. We move to a co-rotating frame so that the phase of the phase-retarded
cluster is fixed to φ = 0.
As we can see from the numerical result, the profile of a 2-cluster state can be
decomposed into three regions: the phase-retarded cluster denoted by A (φ = 0), the
phase-advanced cluster denoted by B, and the interface. Also, from the numerical
observation it is implied that the instability leading to the recurrent 2-clusters appears
from the clustered region, while the interface remains stable. Hence in the analysis
below we assume that the interface does not contribute to the stability. This separation
of the regions becomes well-defined for large L. When the interface width is negligible
compared to the system size, the two order parameters become real. In particular, in
the steady state, we have σ2 = 1, so that σ1 is the only relevant order parameter.
Consider the dynamics of the cluster A. Contribution of the interface comes from
the global coupling represented as the integral in equation (4). Since the interface
width is vanishingly small, the interface region itself does not affect the dynamics. The
remaining effect of the interface comes indirectly through the interface motion that varies
the population ratio of the two clusters. However, since the timescale of the interface
motion is O(1/L), as shown below, the population ratio can be treated as constant.
Thus in this limit the dynamics of the clusters is independent of the interface motion.
When the interface can be negligible, equation (4) has a solution φ(x) = 0 for x ∈ A
and φ(x) = pi for x ∈ B, where the population ratio is arbitrarily given.
The stability analysis can be performed in the same way as the discrete oscillators
(see Appendix B). The only difference is the contribution from the diffusive coupling,
which turns out to be negligible in the large L limit. Two modes of fluctuation occurs
in the 2-cluster state: inter-cluster and intra-cluster fluctuation. Inter-cluster mode is
a fluctuation of the phase between the clusters, with each cluster oscillating uniformly.
The eigenvalue associated with this mode is given by λinter = −1 − 2γ cos θ. Thus by
choosing |γ| < 1
2
we can keep this mode stable. On the other hand, intra-cluster mode, a
fluctuation within a cluster can be unstable. The eigenvalues associated with the cluster
A and B with the wavenumber k are given by λ
(A)
intra = −αk2 + 2p − 1 − 2γ cos θ and
λ
(B)
intra = −αk2+1− 2p− 2γ cos θ, respectively, where p, the population ratio, is the area
fraction of the cluster A and is related to σ1 through 2p− 1 = σ1. The negative sign of
k2-terms implies that the diffusion always works as stabilizing the inter-cluster modes;
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Figure 2. (a) Space-time plot of a recurrent 2-cluster for α = 0.384 × 10−2,
β = 1.089 × 10−2 and θ = 0.28. Gray levels represent the spatial derivative of φ,
with the black lines indicating the location of the interfaces. (b) Corresponding time
series of the amplitude of the order parameters σ1 and σ2. (c)-(f) Snapshots of the
phase profile, each corresponding to the arrows in (b).
the most unstable mode is the one with the smallest (but finite) wavenumber. Taking
the large L limit, this smallest wavenumber is vanishingly small, so that the k2-terms
can be dropped from the expression of the eigenvalue.
Thus the diffusion does not affect the stability, while the stability depends on
the population ratio. To obtain the analytical expression of the population ratio, let
us consider the interface dynamics. The two clusters A and B are treated as the
fixed boundaries of the interface. Since the inter-cluster mode is stable, the boundary
conditions of the interface profile are given by φ(−∞) = 0 and φ(∞) = pi, and σ2 is
replaced by the steady-state value, σ2 = 1. Then equation (4) becomes
∂tφ = ∂
2
xφ+ δ(∂xφ)
2 + σ sin φ− γ(sin(2φ+ θ)− sin θ), (7)
where we have defined σ ≡ σ1 and δ ≡ β/α, and rescaled time and space as Kt → t
and
√
K/α x→ x.
Suppose that there is a traveling solution φ = f(x−ct), where the interface velocity
c is written as c = L
2
dσ
dt
, owing to the fact that interface motion varies the population
ratio. Multiplying (7) by ∂xf and integrating over the entire space yields
dσ
dt
= − 4
L
∫
(∂xf)2dx
{
σ +
δ
2
∫
(∂xf)
3dx+
piγ sin θ
2
}
. (8)
Therefore σ has a stable solution formally written as
σ = −δ
2
∫
(∂xf)
3dx− piγ sin θ
2
. (9)
From (8) it is seen that the interface slowly moves with the timescale of O(1/L) toward
this stable state. Thus the interface dynamics, or the time evolution of σ, is decoupled
from the rest.
An explicit expression of the steady state solution of σ can be obtained through
perturbation expansion. First we seek for a stationary solution of (7). When θ satisfies
tan θ = −δ, there exists an exact solution connecting φ(−∞) = 0 and φ(∞) = pi:
φ0(x) = 2 arctan e
κx, (10)
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Figure 3. (a)Relation between the real part of σ and θ for α = 0.384 × 10−2 and
β = 1.089 × 10−2. The open circles are numerical data; the dotted lines represent
the boundary of the existence of stationary 2-cluster states, given by (12); the solid
line is given by (11); crosses at θ = −1.40 and θ = 0.23 are numerical data from
the Brusselator model with corresponding parameters. (b) Relation between critical
values of σ and θ, denoted by σ∗ and θ∗. The filled and open circles correspond to the
instabilities of phase-advanced and phase-retarded clusters, respectively, with different
values of β. The dotted line is (12).
where κ =
√
2γ cos θ. It is easily verified from (9) that this solution satisfies σ = 0.
Then perturbation expansion can be performed in terms of σ up to the first order. We
obtain (see Appendix C):
σ = −2γ cos θ
χ(δ)
(δ + tan θ) , (11)
where χ(δ) = 2δ(1+δ
2)
1+4δ2
coth piδ.
Substituting the expression of σ into the intra-cluster eigenvalues, we obtain the
stability condition of 2-cluster states. In the large L limit, the k2-term in the eigenvalues
vanishes and the stability boundary is given by
σ ± 2γ cos θ = 0. (12)
Figure 3 shows the dependence of σ on θ. We have plotted only the real part of σ, while
in our simulation the imaginary part is O(K) and is negligible. Both equations (11) and
(12) fit well with the numerical data. Moreover, substituting (11) into (12) yields
tan θ = −δ ∓ χ(δ), (13)
which gives the threshold value of θ for the stability of stationary 2-cluster states. Note
that the stability condition is independent of γ. The theoretical lines given by (13) are
in excellent agreement with numerical data in figure 1.
Thus, within the range of parameter θ determined from (13), we can control σ as
a function of θ via (11).
Now the interpretation of the recurrent 2-cluster states are given as follows: given
an initial condition, the system converges to a 2-cluster state with a slowly-moving
interface. When σ, varies through the interface motion, exceeds the threshold given by
equation (12), the intra-cluster mode becomes unstable and one of the clusters collapses.
Since the inter-cluster mode remains stable, the system returns to a 2-cluster state with
reduced σ, the whole process repeated ad infinitum.
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3.3. Desynchronized state
We give a theoretical analysis of equation (7) for the desynchronized state. The perfect
desynchronized state is defined such that all the order parameters vanish. However, in
practice some order parameters remain finite because of the boundary effect for flux-free
boundary conditions.
Firstly, as an ideal case, let us assume the periodic boundary condition. Then the
perfect desynchronized state can be given by φ(x) = 2pix/L. Linear stability analysis
for this profile shows that for each mode with the wavenumber kl = 2pil/L (l ≥ 1) the
corresponding eigenvalue is λ
(l)
desync = λ
(l)
0 −αk2l − 2βiklk1, where λ(1)0 = −12 , λ(2)0 = γeiθ,
and λ
(l≥3)
0 = 0. Hence the l = 2 mode loses the stability at θ = ±pi2 in the large L limit,
which fits well with numerical data in figure 1. Note that, if the diffusive coupling is
absent, only l = 1 and l = 2 modes are stable, l ≥ 3 modes being neutral.
Since the boundary is not periodic but flux-free in the present case, the profile
deviates from the linear one, as shown in figure 1(c), Accordingly, the steady state
values of σl are shifted from zero by O(1/L) (order of the width of the boundaries).
Note that in the linear regime the main contribution to σl comes from the mode kl. The
modes l = 1 and l = 2 have the eigenvalues of order O(1) as seen above, and thus σ1 and
σ2 remains to be O(1/L). On the other hand, since l ≥ 3 modes have the eigenvalues of
O(1/L2), nonlinear effects of order O(1/L2) coming from the terms such as σ1σ2 makes
l ≥ 3 modes grow up to O(1). Therefore, in order to get better desynchronized state,
we need to add as many higher harmonics as possible, as demonstrated in section 4.
3.4. Multi-cluster states
The arguments of 2-cluster states can be extended to n-clusters in the following way.
Consider the following coupling function:
Γ(φ) =
n−1∑
m=1
sinmφ− γ{sin(nφ+ θ)− sin θ}. (14)
This coupling function, when introduced to discrete oscillators, creates stable equally-
populated n-clusters with the phases evenly separated (Appendix B). Let us find a
stationary, equally populated n-cluster solution of (4) with (14). Such a solution satisfies
σm = 0 (m < n) and σn = 1, and hence only n
th harmonic remains in (4). Then, by
choosing θ so as to satisfy
δ = −n
2
tan θ, (15)
we have a solution with each cluster separated by 2pi
n
and all the n− 1 interfaces having
the same interface profile given by φ(x) = 4
n
arctan exp(κnx) with κn =
√
nγ cos θ. This
state is stable against inter- and intra-cluster fluctuations (see Appendix B).
For the stability of the desynchronized state, the same argument as in the above
n = 2 case holds and the stability boundary is given by θ = ±pi/2.
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4. Numerical confirmation with the Brusselator model
The above analytical expressions are used for the control of oscillatory media. As a
model system of oscillatory media, we adopt the Brusselator model:
∂u
∂t
= Du∇2u+ A− (B + 1)u+ u2v + K
Ld
∫
h(u, v)dx, (16)
∂v
∂t
= Dv∇2v +Bu− u2v. (17)
The parameters A, B, Du, and Dv are chosen in such a way that the system exhibits
stable uniform oscillation; we set A = 1.6, B = 5.0, Du = 0.01, and Dv = 0. The
corresponding parameters in the phase model are α = 0.384×10−2 and β = 1.089×10−2.
For the precision that assures the validity of the phase description, we set K = 0.001
and L = 1000 (equivalent to K = 0.1 and L = 100 in the phase model). Note that
while for convenience of numerical simulation we have set Dv = 0, we may also consider
nonzero Dv, which simply results in the variation in the values of α and β.
As a feedback function we propose the following:
h(u, v) = h(φ) =
M∑
n=0
kn cos(nφ(u, v)− ψn), (18)
where φ(u, v) is the phase of the limit cycle oscillation ‡, and the parameters kn and
ψn are the feedback intensity and the phase shift of the n
th feedback term, respectively.
The coupling function is obtained from h(φ) and the phase response function Z(φ),
which characterizes the sensitivity of the phase to a weak external perturbation (see
Appendix A). By expanding Z(φ) =
∑
l zl cos(nφ+χl), the coupling function is written
as
Γ(φ) =
M∑
l=0
zlkl
2
cos(lφ+ ψl + χl). (19)
In principle, as long as zl is finite, we can assign any value to l
th harmonics of the
coupling function by choosing appropriate values for kl and ψl. The advantage of
using (18) is that the relation between parameters in the coupling function and the
feedback parameters kn, ψn is given in a simple manner. (We could also use as the
feedback h(u, v) a polynomial of u with multiple time delays [19, 20], but in that case the
relation is represented as a nonlinear function and the parameters need to be calculated
numerically.) Hence, given a coupling function, we can calculate the corresponding
feedback parameters by measuring phase response function Z(φ). Table 1 shows Z(φ)
and the feedback parameters corresponding to (14) for n = 2 and n = 5. In the following
numerical investigation we set γ = 0.3.
‡ In our simulation, the phase φ(u, v) can be obtained directly from u and v in the following way: We
first define the phase on the unperturbed (K = 0) limit cycle so that the phase evolves with a constant
velocity, which can be done numerically. We then define the phase of a point(u, v) off the limit cycle
by the phase of the nearest point on the limit cycle.
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Table 1. Numerically obtained response function Z(φ) =
∑
l
zl cos(lφ + χl) for the
Brusselator with A = 1.6 and B = 5.0, and the feedback parameters {kl} and {ψl} in
(18) producing the coupling functions given by (14) with n = 2 and n = 5. For l > n,
kl and ψl are equal to zero.
l zl χl kl ψl kl ψl
(for n = 2) (for n = 5)
0 0.8618 0.0 2.320γ −1.570 + θ 2.320γ −1.570 + θ
1 1.792 1.174 1.115 −2.745 1.115 −2.745
2 0.6390 1.410 −3.129γ −2.981 + θ 3.129 −2.981
3 0.3701 2.441 5.403 −4.012
4 0.1696 2.037 11.78 −3.608
5 0.03714 1.595 −53.84γ −3.165 + θ
??? ??? ???
Figure 4. Two dimensional stationary pattern (uniform rotation subtracted) of the
Brusselator model with global feedback containing 5 harmonics: (a) nearly equally
populated 5-cluster (θ = −0.848) and (b) desynchronized state (θ = −1.580). (c)
Section plots of (a)(top) and (b)(bottom), each from bottom left to top right.
First we study 2-cluster states in the one-dimensional case with the feedback
parameters corresponding to n = 2. We have confirmed that, for several parameter
values of θ we can observe stationary 2-clusters, recurrent 2-clusters, and desynchronized
states, with the order parameter values predicted by the phase model (deviation of order
O(10−2)). As an example, in figure 3(a), numerically obtained critical values of the real
part of σ1 (denoted by
′′+′′) are superimposed on the data from the phase model, which
are in good agreement with the corresponding phase model, with deviations O(10−2).
Next, we use (14) for n = 5 to produce the equally populated 5-cluster state and the
desynchronized state in the two-dimensional case. The 5-cluster is shown in figure 4(a),
the parameter θ given by (15) with n = 5. The order parameters are |σ5| = 0.739
and |σl| ∼ O(10−2) for l < 5, indicating that the five clusters are well-defined and
approximately equally populated. In figure 4(b) we have a desynchronized state with θ
just below the threshold (θ = −1.58), where |σl| ∼ O(10−3) for l ≤ 5 and O(10−2) for
l > 5. Note that the degree of desynchronization becomes better than the one for n = 2
shown in section 3; we can make a better desynchronized state by adding appropriate
higher harmonics.
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5. Discussion: experimental realization of the theory
To apply our method to experimental systems, we need to find the constants α and β,
and the response function Z(φ). Since it is generally expected that the target pattern
appears in the oscillatory media (due to inhomogeneities, or by applying a manual
stimulus) [21], β can be measured by using the target pattern, assuming its phase
profile as φ(x, t) = Ωt + k|x| (the origin is on the center of the target pattern) with
the measurable quantities k and Ω: Substituting this expression into (4) with K = 0
we obtain β = (Ω − ω)/k2. The decay rate of the local perturbation from a uniform
oscillation gives α. The response function Z(φ) can be measured by perturbing the
system through a global parameter, to which we also apply the global feedback. To use
(18), instantaneous measurement of the phase φ(x, t) at each spatial point is needed.
If at least one quantity of an oscillator is observable, this can be done by, for example,
constructing a delayed coordinate.
Moreover, the following things should be taken into account for experimental
realization of our theory. First, feedback must be weak for the precision of the phase
description. This implies that the system size should be large enough to obtain well-
defined cluster states even under weak feedback: the width of the interface is O(
√
D/K),
which must be sufficiently smaller than the linear dimension L. Also, to make a coupling
function containing large enough higher harmonics with weak feedback, oscillation is
better to be relaxation type: then the response function has higher harmonics with
large amplitudes, so that we can keep the feedback signal weak to realize a desired
coupling function [see the expression of Γ(φ) (19)]. Second, the emergence of phase
singularity leads to the breakdown of the phase description and must be avoided.
We have checked in our preliminary numerical simulations that the multi-cluster
states and the desynchronized state are robust against noise. Thus we are convinced
that our proposed method works in experimental systems.
6. Concluding remarks
We have proposed a theoretical framework for designing spatial patterns in oscillatory
media. When a certain pattern is found in a phase model with a specific coupling
function, the same pattern can be realized in oscillatory media by applying a properly
constructed nonlinear feedback. In this paper, we found analytically tractable coupling
functions that enables us to quantitatively control the spatial patterns. Using these
coupling functions, we investigated the phase equation with the global coupling and
found the parameter regions where the following patterns stably exist: 2-cluster
states with specified population ratios, equally populated multi-cluster states, and the
desynchronized state. In the case of 2-clusters, we gave analytical expression of the
population ratio of the two clusters as the function of a feedback parameter. We also
proposed a simple form of the nonlinear feedback function to make the calculation of
the feedback parameters easier. We exemplified all these results using the Brusselator
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model and succeeded to reproduce the patterns predicted by the phase model. Since
our method is based on the measurable quantities only, it is expected that the method
is verified in a real experiment.
The desynchronized state deserves further remark. Our results show that even
in oscillatory media one can drive the system into the desynchronized state, as well
as in discrete oscillators [19]. Such a control is not only of medical [19, 23], but also
potentially of industrial interest; for example, it would be beneficial when constant
output from oscillatory catalytic reaction is desirable.
Further investigation of the phase model with other coupling functions is of great
interest for controlling more complex patterns, although our method is limited to
oscillatory system and cannot be applied to some typical spatial patterns such as
the Turing pattern. Also, investigating the control of Benjamin-Feir unstable systems
by replacing the phase diffusion equation with Kuramoto-Sivashinsky equation will be
interesting both in a theoretical sense and for application.
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Appendix A. Derivation of the phase model
In this Appendix we derive the phase model (4) from a reaction-diffusion system with a
global feedback. The system is assumed to undergo spatially uniform oscillation when
external control is absent (namely, the system is Benjamin-Feir stable [21]). Dynamical
evolution of a d-dimensional oscillatory medium is described by a reaction-diffusion
equation:
∂tu = F (u; q) + Dˆ∇2u. (A.1)
Note that here we consider a general situation, where the global feedback is introduced
through a global parameter q. In equation (3), and in References [19, 20], the feedback
is simply applied additively. External feedback is applied to q as
q(t) = q0 +Kp(t), (A.2)
where q0 and K > 0 are constants. By assumption, ∂tu = F (u; q0) yields a limit-cycle
oscillation, with its solution denoted by u = u0(t). The function p(t) describes a global
feedback signal, given by
p(t) =
1
S
∫
h(u)dx, (A.3)
where h(u) is some feedback function. The integration is taken over the entire space
and S is the volume of the system. (Various functions can be considered for h. Our
particular choice has been given in equation 18. )
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As we have assumed, feedback intensity K is small, so that by dropping O(K2)
equation (A.1) can be approximated by
∂tu = F (u; q0) + Dˆ∇2u+Kp(t)f (u), (A.4)
where f (u) ≡ (∂F /∂q)q=q0 . When f is independent of u, the global parameter q
appears additively and the system reduces to equation (3).
When a spatial pattern emerges for small K > 0, the spatial variation, and thus
∇2u, is expected to be small, vanishing as K → 0. Thus, in addition to the feedback
term, we may treat the diffusion term as small perturbations to the limit cycle (this is
the case in our simulation, where the interface width is O(
√
D/K)), and therefore the
diffusion term is the same order as the feedback). Then, following a standard method
developed by Kuramoto [21], we can derive a closed description for the phase variable
for our oscillatory medium. As is usually adopted, the phase φ(u) is defined so as to
satisfy ∂uφ · F (u; q0) = ω. Substituting this relation into the identity ∂tφ = ∂uφ · ∂tu,
we obtain
∂tφ = ω + ∂uφ ·
{
Dˆ∇2u+Kp(t)f (u)
}
. (A.5)
At the lowest order of K, we can replace u with the value on the limit cycle u0. Then
the equation above is expressed only in terms of φ. After averaging (A.5) over one
period of oscillation, we arrive at equation (4), where α, β, and Γ(φ) are written as
α =
1
2pi
∫ 2pi
0
dφZ˜(φ)Dˆ
∂u
∂φ
, (A.6)
β =
1
2pi
∫ 2pi
0
dφZ˜(φ)Dˆ
∂2u
∂φ2
, (A.7)
Γ(φ− φ′) = 1
2pi
∫ 2pi
0
dλZ(φ+ λ)h(φ′ + λ). (A.8)
Here, the phase response function Z(φ) ≡ Z˜(φ) · f (φ), defined as the response to the
global parameter q, and the “bare” response function Z˜(φ) ≡ ∂uφ|u=u0, are evaluated
on the unperturbed limit-cycle orbit.
Expanding Z(φ) and h(φ) as Z(φ) =
∑∞
l=−∞ zle
ilφ and h(φ) =
∑M
l=−M hle
ilφ
respectively, we obtain
Γ(φ) =
M∑
l=−M
zlh−le
ilφ. (A.9)
Hence the coupling function containing up to the M th harmonics can be generated by
determining h(φ) up to the M th harmonics, as long as zl has a finite value[19, 20].
Appendix B. 2-cluster states for the coupled oscillators
Here we show that the collection of discrete oscillators interacting through the coupling
function given by (5) can exhibit 2-cluster states with their phases separated by pi.
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Appendix B.1. Steady-state 2-cluster solution
Consider a set of N identical oscillators with the frequency ω. The dynamics is written
as
φ˙i = ω +
K
N
N∑
j=1
Γ(φi − φj). (B.1)
To produce n-cluster states, it is sufficient that the coupling function contains up to the
nth harmonics [22]; linear stability analysis shows that the harmonics smaller than n
does not contribute to the stability of n-cluster states, and the nth harmonics works in a
similar way to n:1 periodic forcing [1]. In special, to observe 2-cluster states, one needs
to prepare the coupling function such that the first harmonics destabilizes the 1-cluster,
i.e., perfect synchronization, and the second assures the 2-cluster. Thus the coupling
function for 2-cluster states can be written as
Γ(φ) = sin(φ+ θ1)− γ sin(2φ+ θ2). (B.2)
The amplitude of the first harmonics can be absorbed into the coupling constant K.
Also, for later convenience we choose the negative sign for the second harmonics.
Assume that the oscillators form a 2-cluster state, where NA oscillators belong
to the cluster A with the phase φA and N − NA to the cluster B with φB. In the
phase-locking state (φ˙i = Ω for all i), we get
Ω = pΓ(0) + (1− p)Γ(ψ), (B.3)
Ω = pΓ(−ψ) + pΓ(0), (B.4)
where ψ = φA − φB, p = NA/N and Ω = ω + sin θ1 − γ sin θ2 is the frequency of the
clusters. Then ψ satisfies
(2p− 1)Γ(0) + (1− p)Γ(ψ)− pΓ(−ψ) = 0. (B.5)
When we choose θ1 = 0, (B.5) has a solution ψ = pi for any p. In special, when |γ| < 12 ,
ψ = pi is the only solution except for ψ = 0, the single cluster solution. If θ1 6= 0, the
phase difference is shifted from pi except for p = 1
2
.
Appendix B.2. Linear stability analysis
We perform the linear stability analysis by expanding φj as φj = φ
(0)
j +ξj, where φ
(0)
j = 0
for j ∈ A and φ(0)j = pi for j ∈ B.
First we consider the inter -cluster mode, where the fluctuation is uniform in each
cluster. In this case we can write ξj∈A = ξA and ξj∈B = ξB. The mode ξA obeys
ξ˙A = K(1− p)Γ′(pi)(ξA − ξB), (B.6)
˙ξB = KpΓ
′(−pi)(ξB − ξA). (B.7)
Changing the variables as ξ± = ξA ± ξB, and using Γ′(pi) = Γ′(−pi) = −1− 2γ cos θ, we
obtain
ξ˙+ = K(1− 2p)(1 + 2γ cos θ)ξ−, (B.8)
ξ˙− = −K(1 + 2γ cos θ)ξ−. (B.9)
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The zero mode ξ+ represents uniform rotation along with the limit cycle. On the other
hand, ξ− corresponds to the inter-cluster mode, which is stable regardless of θ for |γ| < 12 .
Next we consider the intra-cluster mode, where the fluctuation occurs within each
cluster and the spatial average of ξ within each cluster is zero. We get
ξ˙j∈A = K(2p− 1− 2γ cos θ)ξj∈A, (B.10)
ξ˙j∈B = K(1− 2p− 2γ cos θ)ξj∈B. (B.11)
(B.12)
Thus the intra-cluster fluctuation the eigenvalues λA = K(2p − 1 − 2γ cos θ) and
λB = K(1−2p−2γ cos θ). These modes can be destabilized depending on the population
ratio p. In special, when |θ| > pi/2, either λA or λB is positive for any p.
Similarly, the coupling function (14) produces n-cluster solutions φi = 2pil/n
(l = 0, · · · , n−1) for arbitrary population ratio, as can be checked by direct substitution.
Stability is studied analogously with the n = 2 case above, the intra- and inter-cluster
eigenvalues given by
λ
(n)
inter = −K
(n
2
+ nγ cos θ
)
, (B.13)
λ
(n)
intra = −K
(
n
2
− n
2
2
pm + nγ cos θ
)
, (B.14)
where pm is the fraction of the m
th cluster. When the clusters are equally populated,
λ
(n)
intra = −Knγ cos θ and is stable for |θ| < pi/2. Conversely, when |θ| > pi/2 at least one
of n clusters has positive λ
(n)
intra and the n-cluster state is no longer stable.
Appendix C. Derivation of (11)
We expand the parameter θ and the profile φ(x) in terms of σ as follows:
tan θ = −δ + σµ1 +O(σ2), (C.1)
φ(x) = φ0(x) + σφ1(x) +O(σ
2). (C.2)
Substituting these expressions into (7) yields the following linearized equation:
Lφ1(x) = −2γ cos θ sinφ0(x)− µ1 sin2 φ0(x), (C.3)
where the linearized operator L is given by
L = κ−2∂2x − cos 2φ0(x) + 2δ sin φ0(x)(κ−1∂x − cosφ0(x)). (C.4)
The adjoint operator L† is written as
L† = κ−2∂2x − cos 2φ0(x)− 2δ sin φ0(x)(κ−1∂x + 2 cosφ0(x)). (C.5)
It is verified by direct calculation that L† has the zero eigenfunction
exp[2δφ0(x)]sechκx. The solvability condition reads∫ ∞
−∞
dx exp[2δφ0(x)]sechκx
(−2γ cos θ sin φ0(x)− µ1 sin2 φ0(x)) = 0, (C.6)
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which yields
µ1 =
δ(1 + δ2) coth piδ
γ cos θ(1 + 4δ2)
. (C.7)
Using the relation tan θ = −δ + σµ1, we obtain (11).
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