The compound Poisson distribution with gamma claim sizes is a very common model for premium estimation in Property and Casualty insurance. Under this distributional assumption, generalised linear models (GLMs) are used to estimate the mean claim frequency and severity, then these estimators are simply multiplied to estimate the mean aggregate loss.
Introduction
In recent years there have been remarkable developments in insurance modelling with dependence between frequency and severity. There are situations in which considering them independent is not unreasonable. When this is the case, the compound Poisson distribution with gamma claim sizes is a common model used for the aggregated loss. A common way of fitting the parameters of this distribution given a sample is using GLMs to estimate the mean claim frequency and severity separately, then these estimators are simply multiplied to estimate the mean aggregate loss.
The Tweedie distribution is a re-parametrisation of the compound Poissongamma (CPG) distribution as a member of the exponential dispersion family, which allows to fit a GLM with a CPG distribution for the response. With the Tweedie distribution one can hence estimate the mean aggregate loss using GLMs directly, without the need to previously estimate the mean frequency and mean severity. The main purpose of this article is to explore the differences between these two estimation methods.
Section 2 gives a review of exponential dispersion families, the basic theory of generalised linear models and Tweedie distributions. Section 3 we discusses the use of GLMs for pure premium estimation. In this section we outline the main differences between the separated approach and the Tweedie GLM. Section 4 discusses the limitations of the Tweedie GLM. We exemplify this limitations with a simulated dataset. In Section 5 we fit both models to a publicly available dataset and we compare their results. Section 6 comments on modifications to the Tweedie GLM that help overcome its limitations. More advanced models that consider dependence are commented and cited in this section.
The R code used to generate the simulations, graphs and tables in this article can be found in http://totweedieornot.sourceforge.net, together with the programs documentation.
Generalised Linear Models

Exponential Dispersion Family
The exponential dispersion family (EDF) is a set of probability distributions used as the response distribution for GLMs. This section gives a brief introduction to the EDF and some of its main properties; for a more extensive presentation see Jørgensen [7] .
An EDF is a set of distributions with densities of the form f (x; θ, λ) = c(x, λ) exp(λ {θx − κ(θ)}) , θ ∈ Θ, λ ∈ Λ ,
where Θ, called the canonical space, is an open interval that contains 0, Λ ⊂ (0, ∞) is called the index set, θ and λ are called the canonical and index parameters, respectively, and κ is a smooth function. Many well-known discrete and continuous distributions can be parametrised in this way. Table 1 shows some popular members of the EDF and gives its parameters in terms of the usual density/probability function parameters.
Binomial(n, p) ln If X is a random variable with density/probability function as in (1), then its moment generating function (mgf) is given by m(t) = exp (λ [κ(θ + t/λ) − κ(θ)]) , t ∈ Θ λ,θ
where Θ λ,θ := λ(Θ − θ) = {θ * : θ * = λ(θ 0 − θ) for some θ o ∈ Θ}. By taking derivatives of m with respect to t, it is possible to see that
and
From the relations above we see that the mean and the variance depend on the derivatives of κ, called the cumulant generator of the family, which is twice continuously differentiable with κ > 0. Hence the variance of X can be expressed in terms of its mean through a variance function. If we denote by µ = E[X] and the function τ = κ , then the variance function is defined as
and from (3) it follows that
. An important property of the variance function is that it characterises the EDF; this property is used for the construction of the Tweedie distribution.
Generalised Linear Models (GLMs)
GLMs provide a practical methodology for the segmentation of a portfolio of policy-holders. Here we review the main concepts and assumptions of GLMs.
A standard assumption in insurance practice is that there is a set of observable and quantifiable risk characteristics (for example: policy-holder age, neighbourhood, smoker) that allow to segment the population into groups of homogeneous risks. In a GLM context, these characteristics are represented by a vector X = (X 1 , X 2 , . . . , X k ). These X 1 , . . . , X k are called covariates or explanatory variables. As with classical regression models, the X i 's can be categorical or continuous.
Another element present in GLMs is a weight that is given to each observation. We explain its role with an example; suppose that we are interested in modelling the annual aggregate loss for a portfolio of insurance policies that is already divided into homogeneous groups. Now consider an individual who cancels his/her policy 6 months after the beginning of the contract. It is reasonable to believe that his/her aggregate loss does not follow the same distribution as that of a policy-holder exposed to risk the whole year. In this case we assign this observation a weight of 0.5 years. We denote such weights W .
Finally, the variable to be forecasted, e.g. frequency, severity, or pure premium, is denoted Y and called the response variable.
As usual we use x, w and y to denote observations from X, W and Y , respectively.
We have the following distributional assumptions for GLMs:
1. Given X = x and W = w, the distribution of Y belongs to some fixed EDF, i.e.
2. There exists φ such that for every x and w, the index parameter is given by λ = w φ .
This implies that λ varies only with the value of W . Here φ is called the dispersion parameter.
3. Let µ x =: E [Y |X = x, W = 1] be the expected response for explanatory variables X = x and weight W = 1. There exists a fixed vector β = (β 1 , ..., β k ) ∈ R k and a one-to-one differentiable function h such that
If g denotes the inverse of h, then writing the last equation in terms of g gives
where g is called the link function, it relates the linear explanatory term x T β to the expected response µ x .
In practice, both the response distribution and the link function need to be chosen. There is substantial flexibility for the choice of g since it can be any one-to-one function. Nevertheless, in insurance practice a log-link function g = ln is usually used, since it results in a multiplicative rating structure (see Ohlsson and Johansson [10, Section 1.3] ).
The parameters β and φ of the GLM are estimated from sample values. Their maximum likelihood estimators (MLEs) are found using numerical methods. Popular software, like R or SAS, have pre-programmed packages for this.
The Tweedie Families of Distributions
The Tweedie families are EDFs that are defined through the variance function. An EDF is called a Tweedie Family if the domain of its variance function V is (0, ∞) with
for some p ∈ R. The Tweedie families contain many distributions, characterised by the value of p. Table 2 presents the well known distributions that can be seen as a Tweedie family for different values of p.
In addition, it is known that for p < 0 the Tweedie families characterise distributions that are supported on R, while for p > 1 it characterises distributions that are supported on (0, ∞). For p ∈ (0, 1) it is know that there is no EDF with such variance function power. Here we focus on the case p ∈ (1, 2).
An EDF can be parametrised also in terms of its mean instead of its canonical parameter. Using this parametrisation, we denote by T w(p, µ, λ) 
. . is a iid gamma(α,τ ) sequence independent from N . The form of the gamma density used here is
where α > 0 is called the shape parameter and τ > 0 the rate parameter. To see that for p ∈ (1, 2) the Tweedie family corresponds to a compound Poisson-gamma simply compare the moment generating functions of both distributions (for details see Jørgensen [7] ). This way it is also possible to express one parametrisation in terms of the other. In fact, if p ∈ (1, 2), µ > 0 and λ > 0, then
Similarly, for m, α, τ > 0,
Modelling P/C Premiums Using GLMs
This section starts with a review of some basic risk theory definitions. The duration of a policy is the amount of time a policy is in force. It is usually measured in years.
Following the terminology in Ohlsson and Johansson [10] , we define the following three key ratios:
• The claim frequency is the number of claims divided by the duration, i.e. the average number of claims per unit time.
• The claim severity is the total claims divided by the number of claims, i.e. the average size per claim.
• The pure premium is the total claims divided by the duration, i.e. the average claim amount paid per unit time.
GLMs can be used to estimate the three quantities above. Notice that all three are divided by a volume measure. This volume measure, called the exposure, is used as a weight in the GLM. Insurance is justified by the strong law of large numbers. For this reason it is desirable to have many observations in each class (a class is defined by one of the possible combinations of values of the explanatory variables). Thus it is customary to use only categorical variables as covariates and discretise continuous covariates. We follow this practice in this article.
Here we focus on the case where the pure premium is modelled by a compound Poisson-gamma distribution. This is equivalent to assuming that the claim frequency follows a Poisson distribution, that the claim severity follows a gamma distribution and that frequency is independent from severity.
Denote by N the number of claims within a year, by Y i the amount of the i-th claim in the year and by S the aggregate claims:
correspond to the claim frequency, claim severity and pure premium respectively. Under the independence assumption it follows that
Now, if GLMs are to be used to estimate E[S] under these assumptions, we propose to consider also the use of a Tweedie distribution with p ∈ (1, 2) for the response variable. In order to do this, p has to be estimated. A numerical method for the maximum likelihood estimator of p is given in Gilchrist and Drinkwater [5] . This method has now been implemented in R within the Tweedie package (see Dunn [4] ).
Nevertheless, the common practice currently in the insurance industry is to fit a Poisson response GLM for the claim frequency, then a separate gamma response GLM for the claim severity and to multiply the means of the two GLMs to obtain an estimation for the pure premium. We will refer to this method of estimation as the separate Poisson-gamma approach (SPGA). Let us analyse the differences between this method and a Tweedie GLM.
Separate Poisson-gamma Approach (SPGA)
First consider the SPGA, starting with the fit of the frequency model. Assume that after the analysis of residuals and deviance we end up with k N covariates. Let β N denote the vector of corresponding regression coefficients. Similarly, let us assume that k Y covariates are retained for the severity model and let β Y be its vector of coefficients. Since we might have used different covariates for each model, we need to unify the portfolio classification of these two models so we can multiply the frequency and severity estimators for each class. This can be done in the following way: Assume that the frequency and severity GLMs have k covariates in common. Define a common design matrix X * in which the first k columns correspond to the common covariates, the next k N − k columns correspond to the covariates that are used only in the frequency model and the last k Y − k columns correspond to the covariates that are only used in the severity model. Then define an adjusted frequency vector of parameters β Similarly, define an adjusted severity vector of coefficients β
Then, denoting by S * i the response variable of the i-th class and with X * i the i-th row of X * , we have for a log-link function that
is the mean of the frequency for the i-th class, and
is the mean of the severity for the i-th class, with α and τ i being the (constant) shape parameter and rate parameter, respectively, of the gamma distribution. By (6) this implies that the distribution of the i-th class is a T w(p
, where
Tweedie GLM
In turn, now consider the Tweedie GLM. Assume that for this model we have k S covariates, let β S be the vector of coefficients with X and S i being the corresponding design matrix and response variable for the i-th class. In this model S i follows a T w(p, µ i , λ) distribution, where p ∈ (1, 2) and λ > 0 are fixed for all the classes and
Comparing the Models
Considering these above definitions, we can now enumerate the following important differences between these two models.
Number of Parameters
The SPGA has k N + k Y + 1 parameters: k N betas for the Poisson GLM, k Y betas for the gamma GLM plus one for its dispersion parameter. On the other hand the Tweedie GLM has k S + 1: the k S betas and the dispersion parameter. Usually the SPGA will use the most parameters: for example if for the Tweedie GLM we use the same explanatory variables as in the SPGA (i.e. all the explanatory variables from the frequency and severity models),
, so in this case we have k parameters more than the Tweedie GLM. Thus, in general, from the point of view of number of parameters the Tweedie GLM is a simpler model.
Variability of the Dispersion Parameter
From the discussion above we see that the index parameter λ i of the SPGA varies along the different classes while the one in the Tweedie GLM remains constant. The main issue with having a constant index parameter is that according to the model, for any class, the larger the mean the larger the variance. This is because the variance of the i-th class is given by
. Thus, the distributional assumptions of the model will not be satisfied in portfolios where this is not the case. On the other hand, denoting by µ * i , µ Y * i and µ N * i the means for the i-th class given by the SPGA for the aggregated loss, severity and frequency, respectively, we have that the variance of the i-th class is given by any of the following expressions:
which is not strictly monotone with respect to µ * i . There is a way to cope with this limitation of the Tweedie GLM which consists in assigning covariates to the dispersion parameter. Such models are called double generalised linear models and are defined in Smyth and Verbyla [12] .
Non-optimallity of the SPGA Parameters
As mentioned above, the i-th class follows a T w(p * , µ * i , λ * i ) distribution. Now putting µ * i and λ * i in terms of the regression coefficients we have that
When we fit the model we estimate β N and β Y by maximising the likelihood equation for the frequency and severity GLMs respectively. These estimations do not correspond to the MLE of β N and β Y that we would find if we wrote the likelihood function of the joint analysis.
Loss of Information with the Tweedie GLM Estimation
In order to fit the Tweedie GLM, only the accumulated loss is used without using the number of claims. Thus, some information provided by the sample is lost. This issue can be solved by maximising the joint likelihood of (S, N ) (aggregated loss and number of claims), instead of the likelihood of S. This is detailed in Jørgensen and de Souza [8] .
Graphical and Empirical Comparisons; the Lift Chart
Given a sample from a specific portfolio, how can one chose the "best" model?
Let us first fit both models and analyse them individually. For the Tweedie GLM the usual methods for GLMs can be used (e.g. analysis of deviance and residual plots). For the SPGA the analyses are carried out separately for the frequency and severity GLMs.
If the individual analyses are not conclusive, it is important to note that it is not possible to write the Tweedie model as a special case of the SPGA. This is because the dispersion parameter λ i of the SPGA varies with the different linear predictors in different classes, both for the frequency and severity GLMs. Thus a likelihood ratio test is not possible. One measure that can help in opting for a specific model is Akaike's information criterion (AIC) or the corrected AIC. The problem with this approach is that it requires the MLEs for both models.
Empirical graphical comparisons are also used to assess and compare the goodness of fit of these two models, like PP-plots and QQ-plots of the predicted values against the observed values.
Another graph that is useful in model testing is the lift chart. It comes in different versions, all essentially based on the same underlying idea. We outline here the lift chart version used in this article for goodness of fit comparisons. It is similar, to that given in Briere-Giroux et al. [2] .
Suppose that a model is used to describe or predict a certain phenomenon and that observations of this phenomenon are available. The following steps are used in order to create a lift chart:
1. Using the model generate predictions for the observations. 2. Order the observations increasingly with respect to the predictions.
3. Divide the ordered data in groups with equal number of observations. 4. Plot the mean observation and mean prediction for each group.
When this chart is produced for a GLM, it is common to add bars that correspond to the exposure in each group. In these graphs, the scale of the vertical axis on the left corresponds to the mean computed for each group and the scale of the vertical axis on the right corresponds to the exposure.
Lift charts give information about two aspects of the model. On the one hand, by examining the trend on the curve for the observed means it is possible to see if the model identifies reasonably the groups that are more costly. On the other hand, the vertical distances between the predicted mean and the observed mean give an idea of how close the model predictions are to the observed data. is an example of a lift chart for a model that provides a very good fit. This graph was generated by simulating a gamma GLM with many observations. Then a GLM with gamma responses and a log-link function was fitted to this simulated data. The predictions from this fitted GLM and the simulated responses were then used to produce the lift chart. The illustrated fit is very good since not only the observed values plot is increasing but also because the predictions are very close to the observed values. Figure 1(b) is a QQ-plot of the predictions against the simulated values that confirms the good fit. Figure 2 (a) illustrates a lift chart for a poorly fitting model. This graph was generated by simulating a GLM with inverse Gaussian responses and log-link, but then fitting a GLM with normal responses and a log-link to the simulated values. The graph shows that the fit is inadequate because the observed values plot is not increasing and also because many of the predictions are far from the observed values. A QQ-plot of this same data is given in Figure 2 (b), which confirms the bad fit seen in the lift chart. (a) Lift chart1. Claim frequency is usually much more stable than claim severity and often much of the power of rating factors is related to claim frequency: these factors can then be estimated with greater accuracy.
2. A separate analysis gives more insight into how a rating factor affects the pure premium.
(Note that above rating factor is a synonym of explanatory variable). These arguments are questionable: using (5), given a Tweedie GLM for the aggregate claims, we can not only obtain predictions for the claim frequency and severity, but it also induces a GLM structure for each of them (i.e., a linear predictor with a link function for the mean). Thus potentially, the same insight gained with the separated approach can also be obtained with the Tweedie GLM. More specifically, assume that a Tweedie GLM is fitted to model the pure premium of a portfolio. Now consider one policyholder with a model prediction for the pure premium of µ. Also, let µ P and µ G denote, respectively, the means of the Poisson frequency and gamma severity induced by the Tweedie GLM. Assuming a log-link function, we have that
where β 0 , . . . , β k are the fitted coefficients, and x 1 , . . . , x k the values of the covariates for this policy-holder. By (5), we then have that
Denoting by β
we get a GLM structure for the expected frequency, µ P , with coefficients
In a similar way, for the severity we have that
where
. Thus, the Tweedie GLM for the pure premium induces GLMs for the frequency and the severity that use the same covariates. For this argument to be of practical use, the adequacy of these induced models should be comparable to that of the separate GLMs for frequency and severity. Now, these induced models have an important limitation, that makes this unlikely: under the Tweedie GLM, a larger pure premium implies both, a larger claim frequency and claim severity. To see why this is the case, let µ i be the mean of the i-th class of a Tweedie GLM, that means
By (6) , this corresponds to a CP G( λ , respectively. Which shows that both increase or decrease with µ i .
A simulated illustration exemplifies dramatically this limitation of the Tweedie. We simulated separate Poisson and gamma distributed datasets in such a way that for the classes with higher pure premium, there is also a higher claim frequency but a smaller claim severity. A Tweedie GLM is then fitted for the pure premium and, using (6), the induced predicted means for the claim frequency and severity are obtained. The lift charts that correspond to these predictions against the simulated values are given in Figure 3 . We see that for the frequency the predictions are far from the simulated values, but at least the model is capable of explaining what classes are more expensive than others (this is because the observed values graph is increasing). On the other hand, for the severity graph, we see that it detects cheaper classes as more expensive. This shows that the Tweedie is not adequate for this simulated data. Table 4 reports the data, to which we added the column group, corresponding to what we called class in previous sections, i.e. a possible combination of values of the covariates. It cannot be called class here to avoid any confusion with the explanatory variable Class in the dataset. All the models in this section were fitted with R (which is available at the webpage)
Frequency Model
First compare the frequency models. A Poisson model was fitted. After some analysis of the variables, 4 interactions terms were added to the regression model:
• Class 1 with Merit 3
• Class 3 with Merit 3
• Class 4 with Merit 3 In what follows we label these interactions as C1M3, C3M3, C4M3 and C1M2 respectively. The summary of the R output for this regression is given in Table 5 .
The last column in the table shows that all the variables are significant. In the Poisson GLM, the dispersion parameter is equal to 1, it is not estimated. In this dataset the weight (the Insured variable) is high for all classes. This implies that we can use a χ 2 distribution with 8 degrees of freedom as an approximation for the deviance (see section 3.6 in Jørgensen [6] ).
This distribution is commonly used for goodness of fit tests. Here the null hypothesis is that the data follows the fitted GLM. Thus, rejecting this test implies that our model might not be adequate for the data. Otherwise the deviance does not give evidence of lack of fit. The p-value of this test is P(χ The deviance residuals plot of this model is shown in Figure 4 . The points that are labeled with a number correspond to the residuals that are more than 1.5 standard deviations away from the residuals mean. The number corresponds to the corresponding group of the residual. The dashed line corresponds to x = 0, and the lower and upper dashed lines correspond to the mean residuals, plus or minus 1.5 standard deviations, respectively. We see no apparent trend, but residuals that correspond to groups 10, 12 and 17 are significantly further from 0 than the rest. In order to improve the fit we tried adding interactions between other variables in the data, in all cases the residuals of these three observations were still the largest (in absolute value).
An analysis of deviance helps to determine if some variables should be taken out. Let We see that the p-values are very small for all variables. Hence, we reject the null hypothesis for the reduced models, and therefore keep the full model.
Severity Model
For the severity model we used a gamma GLM with a log-link function. After analysis, no interaction terms were added. Table 7 gives a summary of the R output for this regression. To test the goodness of fit we assume that the weights in the model (the Claims variable) are sufficiently large (the smallest one is 487) to assume that the residual deviance divided by the estimated dispersion parameter follows a χ 2 distribution with 12 degrees of freedom. The null hypothesis yields a p-value of 0.46, hence we cannot reject the model. Figure 5 gives the deviance residuals plot for the gamma GLM model. The dashed lines have the same meaning as in the Poisson GLM residual plot. Finally, the analysis of deviance in Table 8 obtained using the drop1 function in R again shows that the p-value is significant for both variables, indicating the use of the full model. 
The Tweedie Model
After analysing the model two interaction terms were added to the Tweedie GLM: C1M3 and C4M3. These variables have the same meaning as in the frequency model. The summary R output for this model is given in Table 9 .
The goodness of fit test for this model gives a p-value of 0.489, thus there is no evidence of lack of fit. The deviance residuals plot for this model is given in Figure 6 , which does not show any clear pattern.
The test in Table 10 suggests to reject any reduced model and keep the full model.
SPGA vs Tweedie
The predictions of the SPGA model are obtained by multiplying the separate mean frequency and severity predictions for each class. For these separate predictions an exposure of 1 is used, and is then adjusted for the empirical Table 11 shows the predicted means for both models as well as the observed mean. The latter is obtained by dividing Cost by Insured for each class. Note that the values are in thousands of dollars. We can see that the predictions from both models are close to each other, as well as to the observed means.
The lift curves for both models are given in Figure 7 . We see that both distinguish reasonably well the classes that are more expensive, and that overall, the predicted and observed values are close to each other. In this example both models seem to explain the data equally well. The SPGA has 21 parameters while the Tweedie GLM only has 11. Thus the Tweedie GLM offers a more parsimonious option and is therefore preferred in this example.
It is important to mention that this preference for the Tweedie GLM is only as a pure premium model. We do not recommend its use here to draw conclusions about the frequency and severity since the Tweedie induced separate predicted means do not give a good fit.
Notes on Recent Developments
Modifications to the Tweedie GLM have been proposed to help overcome some of its limitations. We have already mentioned Jørgensen and de Souza [8] for the use of a joint likelihood and the double generalised linear models of Smyth and Verbyla [12] .
More precisely, the joint likelihood approach includes the frequency so that the information given by the number of claims is not lost. Jørgensen and de Souza [8] gives an algorithm to find the MLE for the joint likelihood.
In double generalised linear models Smyth and Verbyla [12] also use explanatory variables to let the dispersion parameter vary with the class. This solves the problem of monotonicity between the mean and variance of the Tweedie GLM. Smyth and Jørgensen [11] apply double generalised linear models with a Tweedie response to an auto insurance dataset. The SPGA and Tweedie GLMs reviewed here assume independence between the frequency and severity components. Relaxing this independence assumption has led recently to important results. Song [13] uses Gaussian copulas to construct multivariate GLMs with dependence in the joint distribution with different marginals. This construction also works for the case where some of the variables are discreet and other are continuous. This method is used in Czado et al. [3] to construct a bivariate Poisson-gamma GLM with dependence. Krämer et al. [9] extends this work by allowing general copulas. It also proposes a method to choose an optimal copula family.
Summary and Conclusions
The SPGA and Tweedie GLMs are two alternative ways of modelling the pure premium when a compound Poisson-gamma (CPG) distribution is assumed for the aggregate loss.
The Tweedie GLM is a simpler model. By the parsimony principle the Tweedie GLM should be preferred whenever both models explain the data similarly well.
The separate frequency and severity GLMs induced by the Tweedie GLM are only useful under very restrictive conditions. This makes them unreliable for gaining insight beyond the pure premium.
In conclusion, with regards to the pure premium, one should Tweedie rather than not, whenever the parsimony principle applies. By contrast, other models should, in general, be used in order to draw conclusions about the claim frequency and severity.
