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Abstract
It has been conjectured that the sequence (3/2)n modulo 1 is uniformly dis-
tributed. The distribution of this sequence is significant in relation to unsolved
problems in number theory including the Collatz conjecture. In this paper, we
describe an algorithm to compute (3/2)n modulo 1 to n = 108. We then statisti-
cally analyze its distribution. Our results strongly agree with the hypothesis that
(3/2)n modulo 1 is uniformly distributed.
1 Introduction
The distribution of (3/2)n modulo 1 is an interesting topic because of its connections with
Mahler’s Z-numbers [15], Waring’s problem on writing integers as sums of nth powers [9],
and ergodic-theoretic aspects of the Collatz conjecture [13]. Pisot and Vijayaraghavan
proved that this sequence has infinitely many accumulation points [17][20]. It is thought
to be uniformly distributed, but it has never even been proven dense in the unit interval
[6]. Thus, whether (3/2)n modulo 1 is uniformly distributed or not is still an unsolved
problem.
One straightforward way to understand this sequence is to compute powers of 3/2
and statistically evaluate the distribution of fractional parts. When generating these
powers by multiplication, they quickly result in large numbers that a computer cannot
fully represent in floating point. Multiplication is also a computationally expensive
operation. To that end, for the problem of efficiently generating powers of 3/2 modulo
1 we make the following contributions:
• We describe a parallelizable, binary addition algorithm of complexity O(n2) to
compute the fractional part of the sequence (3/2)n (section 3, appendix A).
• We compute the results to n = 108 and conduct statistical testing procedures
to assess the strength of the evidence against the uniformity hypothesis for the
distribution of the sequence in the unit interval (section 4).
Section 2 presents background, section 3 offers a description of the proposed paralleliza-
tion algorithm, section 4 describes the testing statistical testing procedures employed,
section 5 discusses related work, and section 6 offers conclusions.
1
ar
X
iv
:1
80
6.
03
55
9v
2 
 [m
ath
.N
T]
  2
4 J
ul 
20
18
Acknowledgements
J.J.P. Veerman wishes to thank the Department of Mathematics at the University of
Crete for its generous hospitality and in particular to Nikos Frantzikinakis for introducing
him to this subject.
2 Background
Any real number x can be decomposed into the sum of its parts by letting bxc denote
the integral part and {x} = x− bxc denote the fractional part.
Definition 2.1. A sequence (xn)
∞
n=1 is said to be uniformly distributed modulo 1 (ab-
breviated u.d. mod 1) if the proportion of terms of the sequence {xn}∞n=1 falling in a
subinterval [a, b] of [0, 1] is proportional to the length of the subinterval [14]. That is, if
lim
N→∞
#{n ≤ N : {xn} ∈ [a, b]}
N
= b− a
for every 0 ≤ a < b ≤ 1. Here, #(A) denotes the cardinality of a set A.
The next theorem is due to Weyl [?].
Theorem 2.1. For almost all x > 1 and for all n ∈ N, the sequence xn is u.d. mod 1.
The exceptional set for which this theorem does not hold has Lebesgue measure 0. A
few examples of such sequences in the exceptional set are outlined below, as well as in
Finch and Lerma [6][14]:
1. All integers x > 1, since xn ≡ 0 (mod 1).
2. Pisot-Vijayaraghavan (or P.V.) numbers, real algebraic integers x > 1 whose Galois
conjugates lie inside the open unit disc {z ∈ C : |z| < 1}. Clearly, integers greater
than 1 are P.V. numbers. If x is a P.V number, then limn→∞ xn ≡ 0 (mod 1)
geometrically [19]. Examples are the silver ratio δs = 1 +
√
2 and the golden ratio
φ = 1+
√
5
2
.
Remarkably, candidate sequences of the measure 1 set for which xn is u.d. mod 1 are
easy to find but difficult to prove. One such candidate is constructed in Drmota [4].
3 Program Design
3.1 Binary Representation
A simple relationship exists in binary between the sequences 3n and (3/2)n. The number
3/2 is represented in binary as 1.1. A standard binary addition algorithm to compute
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(3/2)2 involves shifting the radix point one place to the left and then adding the original
binary value to the shifted value. This gives
1.10 + .11 = 10.01.
Similarly, the integer 3 is represented in binary digits as 11. To find 32 = 9, a bit
shift operation (<<) can be applied to 11 to obtain 110. This term is then added to the
original term, which gives
110 + 11 = 1001.
By continuing this way we obtain ordered sequences of binary numbers representing
powers of (3/2) and 3. Here are the first ten.
1.1 (3/2)1 11 31
10.01 (3/2)2 1001 32
11.011 (3/2)3 11011 33
101.0001 (3/2)4 1010001 34
111.10011 (3/2)5 11110011 35
1011.011011 (3/2)6 1011011011 36
10001.0001011 (3/2)7 100010001011 37
11001.10100001 (3/2)8 1100110100001 38
100110.011100011 (3/2)9 100110011100011 39
111001.1010101001 (3/2)10 1110011010101001 310
These sequences produce the same binary digits, the only difference being the inclu-
sion of the radix point in the calculation of (3/2)j for 1 ≤ j ≤ n. A shift of one position
in the radix occurs for every iteration because the trailing digit of 1 is always added to
0. Thus, in order to determine (3/2)j from the calculation of 3j, the radix point should
be located j positions from the right.
For our purposes, the advantages of generating powers of 3 instead of powers of (3/2)
are twofold. First, a hardware implementation of binary integer addition can be used
rather than a software implementation of string addition in order to keep track of the
location of the radix point. This improves the speed of program execution. Second, the
program can run in parallel by providing powers of 3 as starting values. Large starting
values of 3j are calculated using an arbitrary precision package.
3.2 Algorithm Description
This algorithm is an arbitrary precision method specifically tailored to compute the
sequence {(3/2)n}. A technique called variable length quantity is used. That is, we
concatenate 63 bits of every 64 bit unsigned long integer to form each value of 3j,
1 ≤ j ≤ n. The 64th bit serves as a marker to determine when a 64 bit unsigned
long integer will overflow. This method is preferable to a standard arbitrary precision
package for speed of execution.
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We begin by seeding an unsigned long vector called value ∈ R1 with the number 3.
To generate powers of 3, two arithmetic operations are performed: a shift operation (<<)
and an add operation (+). These operations are carried out as described in section 3.1
subject to the following conditions: the shift operation sets a shifted bit when overflow
of a 63 bit vector word occurs, and the add operation sets a carry bit when overflow of
a 63 bit vector word occurs. A new word is added to the vector when the carry or shift
bit, or both, indicates. After this occurs the first time, value becomes an element of
R2. At every iteration, a counter is incremented to track the designated location of the
radix point to convert the sequence 3j to (3/2)j.
Next, to determine the distribution of the fractional parts of the sequence (3/2)j, the
interval [0, 1) is subdivided into 2r bins of equal length. The bin number that corresponds
to the fractional part of value for each iteration is determined by selecting the r most
significant bits of the fractional part, i.e. the digits in positions [j, j + r − 1] from the
right. The bin number for each iteration is equal to the decimal representation of the
digits [j, j + r − 1]. For each bin, a counter is incremented every time the bin is hit.
Thus, the value of the counter gives the number of elements in the bin.
Below we show a portion of the results for the first 40 iterations using r = 210 bins.
The fractional part to be binned is underlined. Notice, on the last iteration value spans
R2, but the most significant bits of the fractional part of value spans R1. The source
code provides details for the case where the most significant bits of the fractional part
spans R2 or greater (see appendix A).
0000000000000000000000000000000000000000000000000000000000000011
0000000000000000000000000000000000000000000000000000000000001001
0000000000000000000000000000000000000000000000000000000000011011
0000000000000000000000000000000000000000000000000000000001010001
0000000000000000000000000000000000000000000000000000000011110011
0000000000000000000000000000000000000000000000000000001011011001
0000000000000000000000000000000000000000000000000000100010001011
0000000000000000000000000000000000000000000000000001100110100001
0000000000000000000000000000000000000000000000000100110011100011
0000000000000000000000000000000000000000000000001110011010101001
0000000000000000000000000000000000000000000000101011001111111011
0000000000000000000000000000000000000000000010000001101111110001
.
.
.
0011100000111101100100010111000010111000010111111111100000001011
...000000000000000000000000000000000001 0010100010111000101101000101001000101001000111111110100000100001
hey! The following table displays the bin numbers for this example using 210 bins.
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Table 1
Iteration Most significant fractional digits Corresponding bin number
1 1000000000 512
2 0100000000 256
3 0110000000 384
4 0001000000 064
5 1001100000 608
6 0110010000 400
7 0001011000 088
8 1010000100 644
9 0111000110 454
10 1010101001 681
11 0111111101 509
12 1011111100 764
...
...
...
39 1010101001 901
40 0101001000 328
4 Results
We now conduct a numerical experiment for large n, and implement a statistical testing
procedure to assess the strength of the evidence for the uniformity of the distribution
(3/2)n. In particular, we are interested in assigning n = 108 values in [0, 1] to r = 225 bins
that partition the interval, to determine whether the values are uniformly distributed
across the different bins. The number of ways in which n objects can be assigned to r
bins (r ≤ n) is given by the multinomial coefficient n!/ (x1!x2! · · ·xr!).
Hence, assuming that all bins are equally probable (i.e., the numbers are uniformly
distributed within the unit interval) and letting Xi (1 ≤ i ≤ r) denote the random
variable that counts the number of values that fall in bin i, the random vector X =
(X1, . . . , Xr), jointly follows a multinomial distribution with probability mass function
(pmf) given by
Pr(X1 = x1, . . . , Xr = xr |H0) = n!
x1!x2! · · ·xr!
(
1
r
)x1+...+xr
=
(
n
x1, . . . , xr
)(
1
r
)n
. (1)
The conditioning on H0 is used to represent the distribution of X under the null hy-
pothesis of uniformity. In general , letting pi = (pi1, pi2, . . . , pir) the multinomial pmf is
given by
f(x |pi) = Pr(X1 = x1, . . . , Xr = xr |pi) = n!
x1!x2! · · ·xr!pi
x1
1 · · · pixrr . (2)
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Thus, testing for uniformity amounts to deciding if the vector
pi = (pi1, pi2, . . . , pir) is equal to pi0 = (1/r, 1/r, . . . , 1/r) ,
based on the observed vector of counts for the r bins. This statistical inference problem
can be addressed from different viewpoints depending on the branch of statistics consid-
ered, each providing fundamentally different inferential statements. From the frequentist
perspective, the strength of the evidence against H0 : pi = pi0 can be assessed through
a testing procedure that yields a falsifiability statement. Conversely, the Bayesian in-
ferential setting allows one to compare the evidence present in the data for both H0
and H1 : pi 6= pi0 through a probabilistic statement. Throughout the remainder of the
section we describe each approach and provide the results obtained for our data in each
case.
4.1 Frequentist Testing
Defining pˆi = {X1/n,X2/n, . . . , Xr/n}, the test statistic T (pˆi,pi0) is a random variable
that characterizes the divergence between the multinomial distributions characterized by
the densities (1) and (2). Let the vector of observed counts for the r bins be given by x =
(x1, x2, . . . , xr), and denote by pˆ = (x1/n, x2/n, . . . , xr/n) the vector of estimated values
for the multinomial probabilities. Furthermore, let R(α) denote the α-level rejection
region for the test. Then the testing procedure is characterized by the decision rule
If τ ∈ R(α) −→ reject H0
If τ 6∈ R(α) −→ do not reject H0,
where τ = T (pˆ,pi0) (i.e., the value of the test statistic evaluated at pˆ). The rejection
region R(α) depends on the distribution of the test statistic T (pˆi,pi0) and the level α,
often chosen to be in the set {0.01, 0.05, 0.1}.
The traditional asymptotic results for the distribution of T (pˆi,pi0) are obtained for
the case with r/n→ 0 as n→∞ [18, 8]. However, our problem of interest includes an
exceedingly large number of bins, hence, a more suitable assumption for the asymptotic
relationship between n and r is r/n→ ν with ν ∈ (0,∞). In particular, [10] shows that
some traditional test statistics for the r/n → 0 case, such as the likelihood ratio test,
break down if r/n→ ν; however, [10] demonstrates that the popular χ-squared statistic,
given by
T (pˆi,pi0) =
(
r
n
r∑
i=1
X2i
)
− n = rn
{(
r∑
i=1
(
Xi
n
)2)
− 1
r
}
, (3)
is robust to this type of asymptotic behavior. Assuming that H0 holds, T (pˆi,pi0) is
asymptotically distributed chi-squared with r − 1 degrees of freedom [16] (denoted by
χ2r−1) as r/n → ν while n and r approach ∞. Hence, for this test statistic the α-level
rejection region is given by R(α) = [χr−1,1−α,∞), where χr−1,1−α denotes the α-level
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critical value for the χ2r−1 distribution (e.g., see Chapter 8.2 in [2]). Hence, the test
statistic evaluated at pˆ corresponds to
τ = T (pˆ,pi0) =
(
r
n
r∑
i=1
x2i
)
− n, (4)
implying that if pˆi =
xi
n
= 1
r
for all i = 1, . . . , r, then τ = 0, which explains why the
rejection region only encompasses the upper tail of the distribution.
Figure 1 below depicts the probability density functions obtained for the test statistic
under the null hypothesis H0 for r = 2
25 and n = 108. The region shaded in grey
represents P (T (pˆi,pi0) > τ).As mentioned above, the α-level hypothesis test conducted
rejects H0 whenever T (pˆi,pi0) ∈ R(α), or equivalently whenever P (T (pˆi,pi0) > τ) < α,
which is clearly not the case for for α ∈ {0.01, 0.05, 0.1} (see Figure 1). Thus, from
the frequentist standpoint there is no evidence in the data for the test to reject the null
hypothesis in favor of H1.
0e
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−0
5
2e
−0
5
3e
−0
5
4e
−0
5
5e
−0
5
quantiles (x)
f(x
)
τ
P(T(p^, pi0) > τ) = 0.92
Figure 1: Probability density function for T (pˆ,pi0) under the null hypothesis of unifor-
mity with n = 108 and r = 225.
We tried analogous tests for the pairs (n = (108/23), r = 222), (n = (108/25), r = 220),
and (n = (108/27), r = 218), with P (T (pˆi,pi0) > τ) equal to 0.45, 0.94, and 0.01, respec-
tively. Note that the three tests with larger n and r values, lead to probabilities that are
consistent with H0. While the test for (n = (10
8/27), r = 218) has a small probability
under H0, this result should be interpreted in contrast to all other possible multinomial
weights. In the next section we will revisit this result from the Bayesian standpoint,
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which allows us to test for the strength of H0 among all other possibilities in the r-
dimensional simplex, as opposed to simply providing an argument of the falsibiability
of H0.
4.2 Bayesian Inference
While the frequentist testing framework assumes that the vector of multinomial prob-
abilities pi is fixed but unknown, in the Bayesian context pi is considered a random
vector. The Bayesian testing machinery uses Bayes rule to calculate the conditional
probability for the hypotheses of interest given the observed data, denoted by P (H0 |x)
and P (H1 |x), respectively, and uses these probabilities as the measure of evidence for
or against them. These probabilities are referred to in the statistical literature as pos-
terior probabilities. The difficulty in calculating these probabilities stems from choosing
suitable prior probability distributions over the r-dimensional simplex Sr (for the vector
of multinomial probabilities pi) and over the space of hypotheses {H0, H1}. What is a
suitable prior probability distribution has been a topic of intense debate in the statistical
literature, but the consensus is that in the absence of prior information, these statements
should avoid biasing the outcome of the tests in any direction, and should thus be as
uninformative as possible to maximize the ability of the information contained in the
data to drive the conclusions.
For our particular problem selecting a prior distribution on the space of hypotheses
is straightforward. This space solely contains two elements, therefore, only ψ0 = P (H0)
(the prior probability that H0 holds) has to be specified. By construction, conditional
on H0 the vectors pi and pi0 are equal with probability one. Furthermore, let g denote
a conditional density function with respect to the Lebesgue measure on {pi 6= pi0}, with
g(pi0) = 0. Using Bayes theorem and the definitions above, the posterior probability for
H0 is
P (H0 |x) = ψ0 f(x |pi0)
ψ0 f(x |pi0) + (1− ψ0)
∫
Sr f(x |pi)g(pi)dpi
=
(
1 +
(1− ψ0)
ψ0
1
Bg(x)
)−1
, (5)
where Bg(x) = f(x |pi0)
/ ∫
Sr f(x |pi)g(pi)dpi is the Bayes factor, which corresponds to
a likelihood ratio for H0 relative to H1 (where the likelihood under H1 is averaged over
all possible pi ∈ S according to g).
In the absence of prior information the usual choice for ψ0 is often ψ = 0.5, since it
sets the ratio in (1− ψ0)/ψ0 in (5) to 1, making
P (H0 |x) = Bg(x)
1 +Bg(x)
,
which is a function driven by the observed data and the function g. The choice of
g strongly affects the outcome of the testing problem, with its influence manifesting
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through Bg(x). Given that P (H0 |x) is a monotone nondecreasing function of Bg(x),
instead of choosing a particular function g, in [3] the authors propose to obtain a lower
bound BG(x) = infg∈GBg(x) over entire classes of densities G. This in turns determines
a conservative lower bound for P (H0 |x). Here, we follow the guidance provided in [3],
and restrict to the Dirichlet distribution, characterized by the class of density functions
of the form
G =
{
gc(pi) =
Γ(c)
(Γ(c/r))r
r∏
i=1
pi
(c/r)−1
i , for some c > 0 and pi ∈ Sr
}
,
whose elements gc(pi) are conjugate to the likelihood f(x |pi). These density functions
are centered around pi0 (i.e., Egc [pi] = pi0), and spread their mass around the mean in
a way that prevents biases towards particular values, lending some measure of “objec-
tivity” to the testing procedure. The lower bound for the Bayes factor in the class G is
given by
BG(x) = inf
c>0
Γ(c+ n) (Γ(c/r))r (1/r)n
Γ(c)
∏r
i=1 Γ(xi + c/r)
,
which approaches B∗(x) = inf0<ρ<1 ρ1−r exp
{−1
2
(1− ρ2)τ} as n → ∞, with τ defined
as in (4).
Applying the results from [3] described above to the data generated with n = 108
and r = 225, the value of the asymptotic lower bound B∗(x) = 1. A Bayes factor of
1 represents indifference between two competing hypotheses. That being said, the fact
that the Bayes factor is bounded below at 1 indicates that, at its worst, the evidence
for pi0 is as strong as the evidence in favor all other possible values of pi ∈ {Sr \ {pi0}}
combined. Thus, choosing ψ0 = 0.5, we have that
P (H0 |x) ≥ B
∗(x)
1 +B∗(x)
=
1
2
,
implying that the posterior probability for {pi = pi0} is at least as large as the posterior
probabilities for all other possible values in Sr combined; an overwhelming amount of
evidence in favor of H0.
Revisiting the alternative experiments considered, we have that, excluding the pair
n = (108/27) and r = 218, all other (n, r) combinations lead lower bound for P (H0 |x)
of 1/2, which again provides strong evidence in favor of H0. For the pair n = (10
8/27)
and r = 218, we find a lower bound of 8%. Implying that although the evidence is not
overwhelming in this case, there is some evidence for the null hypothesis, especially in
light of the fact that the space of all other possibilities is uncountable.
5 Related Work
To our knowledge no research has been published to evaluate numerically the distribution
of the sequence (3/2)n modulo 1. However, the distribution of this sequence has been
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studied in relation to another topic: Mahler’s Z-numbers. A Z-number is a real number ξ
such that {ξ(3/2)n} ≤ 1/2 for all n ∈ N. Mahler conjectured in 1968 that no Z-numbers
exist [15].
Recently, Akiyama proved that for coprime integers p > q > 1, where p > q2, there
exists ξ > 0 such that {ξ(p/q)n} stays in a Cantor set for all n ∈ N [1]. Furthermore,
Dubickas also proved that for coprime p > q > 1, there exists ξ > 0 such that {ξ(p/q)n}
lies in a short interval of [0, 1]. In particular, his work implies that ‖{ξ(3/2)2n}‖ < 14/45
[5].
Waring’s problem is the conjecture that every natural number can be expressed as
the sum of k nth powers of non-negative integers [6]. Waring’s problem can be solved if
the inequality
{(3/2)n} ≤ 1− (3/4)n
holds. Kubina and Wunderlich demonstrated computationally that this inequality is met
for 2 ≤ n ≤ 471, 600, 000 [12]. No counterexample to this inequality has been found,
and it is believed that this inequality can be extended to
(3/4)n < {(3/2)n} < 1− (3/4)n
for n > 7, though this statement has never been proven [6].
As Vijayaraghavan [20] remarked in 1941, it is not known whether
lim sup
n→∞
{(3/2)n} − lim inf
n→∞
{(3/2)n} > 1/2,
and this is still an open problem, but in 1995, Flatto, Lagarias, and Pollington [7] showed
that
lim sup
n→∞
{(3/2)n} − lim inf
n→∞
{(3/2)n} ≥ 1/3.
6 Conclusions and Further Work
The statistical tests conducted for the numerical experiment strongly support the hy-
pothesis that the sequence (3/2)n modulo 1 is uniformly distributed when larger sample
sizes are considered, both from the frequentist and from the Bayesian standpoint. For a
smaller dataset tested, the evidence is not as conclusive, but even in this case the uni-
formity hypothesis is not unlikely when considering the outcome of the Bayesian testing
procedure.
For the numerical experiment described in Section 4, the number of iterations was
taken to n = 108, but it could reasonably be taken to n = 109 or 1010 with the aid
of a supercomputer. The program was parallelized to run four instances total on two
computers with Intel(R) Core(TM) i7-2600 CPU @ 3.40GHz, 3401 Mhz, 4 Core(s), 8
Logical Processor(s). The runtime of the program for these computers was 11 days, with
a more precise runtime given by t = (2.3781× 10−10)n2, for n denoting the number of
iterations and t denoting time (in seconds). Starting values for parallelization are noted
in Figure 2 below.
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Figure 2: Program runtime (extrapolated)
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A Source Code
All source code can be found at www.github.com/paulaneeley.
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