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Resumen 
El objetivo de este proyecto es  obtener un sistema de detección que permita monitorizar 
simultáneamente la concentración de dos metales (Cu2+ y Ca2+) durante un proceso de 
biosorción. 
Para ello se trabaja con el concepto de la lengua electrónica, el uso de redes de sensores 
con selectividad cruzada y métodos matemáticos multivariable de reconocimiento de 
patrones o modelos para la interpretación de la señal de la red. Así se establece un modelo 
de respuesta que proporcione la concentración de cada metal a partir de la respuesta de un 
conjunto de sensores potenciométricos. 
En primer lugar se construye la lengua electrónica, es decir, a partir de un conjunto de 
patrones mezcla de los dos metales a estudiar y de la señal que estos producen se 
determina el modelo de respuesta mediante el uso de redes neuronales artificiales. Esto se 
hace usando un software específico para este tipo de tratamiento (EasyNN-Plus) y un 
complemento de un programa de cálculo numérico (Neural Network Package para Octave). 
Una vez desarrollado el modelo de respuesta, este se aplica a los datos obtenidos en un 
experimento de adsorción de una disolución de Cu2+ en raspo de uva, con la presencia de 
Ca2+ en el flujo de salida. Para esta aplicación se usan los modelos elaborados con cada 
programa con el fin de comparar los resultados en cada caso. Además, se usa la 
espectroscopia de absorción atómica (AAS) para la determinación de Cu+2 en el flujo de 
salida y así comparar la predicción del modelo con un método analítico de referencia.  
El uso de los programas mencionados ha permitido obtener un modelo con el que calcular la 
concentración de Cu2+ y Ca2+ a partir de la respuesta de un conjunto de sensores 
potenciométricos, de manera que ha sido posible seguir la evolución del proceso de 
biosorción para ambos metales de forma simultanea. Los resultados obtenidos para el Cu2+ 
se ajustan adecuadamente a los valores proporcionados por el método de referencia, y para 
ambos iones, los resultados concuerdan con lo esperado. 
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1. Glosario 
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2. Prefacio 
2.1. Origen del proyecto 
El presente Proyecto Final de Carrera es una aportación a un estudio que se está 
desarrollando en el Departamento de Ingeniería Química de la “Escola Tècnica Superior 
d’Enginyeria Industrial de Barcelona” dentro del proyecto de investigación: “Utilización de 
residuos industriales para la depuración de efluentes contaminados con metales pesados 
(RINDEME)”, financiado por el Ministerio de Ciencia e Innovación, Madrid. Proyecto 
CTM2008-06776-CO2-02/TECNO.  
 
2.2. Motivación 
La motivación de este proyecto es lograr la monitorización a tiempo real de un 
sistema de eliminación de cobre en aguas basado en columnas de biosorción con raspo de 
uva. 
Por lo tanto, se trabajará en implementar un sistema de detección capaz de tratar la 
respuesta dinámica proporcionada por múltiples sensores para la cuantificación simultánea 
de especies metálicas, de manera que permita la monitorización de la concentración de los 
distintos metales presentes en disolución en el análisis continuo de procesos de biosorción.   
 
 
 
 
 
 
 
 
 
Pág. 12  Memoria 
 
 
 
Aplicación de lenguas electrónicas en la monitorización de procesos de biosorción de metales Pág. 13 
 
3. Introducción 
 
3.1. Objetivos del proyecto 
El objetivo de este proyecto es desarrollar un sistema de detección en tiempo real 
capaz de tratar la respuesta dinámica proporcionada por múltiples sensores para la 
cuantificación simultánea de metales en procesos de biosorción.  
Se trabajará con un sistema de monitorización basado en la técnica FIP 
(potenciometría por inyección en flujo / “Flow Injection Potentiometry”) para el seguimiento 
de procesos de biosorción para la eliminación de metales en aguas residuales. Por otro lado 
se pretende seguir el intercambio iónico que tiene lugar en una columna de lecho fijo cuando 
iones metálicos procedentes de la solución acuosa sustituyen y desplazan el Ca2+ presente 
de forma natural en el raspo de uva. 
 
3.2. Alcance del proyecto 
En primer lugar será necesario obtener lo que se conoce como lengua electrónica 
como tal, es decir, la matriz de sensores y el modelo capaz de interpretar la respuesta de los 
sensores y relacionarla con la concentración de cada analito.  
En este proyecto se desarrollará la lengua electrónica para la determinación de los 
iones Cu2+ y Ca2+; esta se basará en una matriz de 6 sensores de distinta selectividad y 
respuesta cruzada: un par para cada ion (Cu2+ y Ca2+) más un par de genéricos usando una 
red neuronal artificial, también conocida por su acrónimo en ingles, ANN (artificial neural 
network) como procedimiento para tratar los datos generados.   
Se pretende aplicar la lengua electrónica desarrollada para seguir el intercambio 
dinámico entre iones Cu2+ y Ca2+ durante el proceso de eliminación del cobre, así como 
mejorar el sistema original en determinados aspectos y adaptar los protocolos de trabajo 
establecidos previamente según sea conveniente. 
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4. Lenguas electrónicas 
 
4.1. Introducción 
Determinados problemas analíticos no se pueden solucionar desarrollando nuevos 
materiales o tecnologías de fabricación (como por ejemplo la composición de los elementos 
de detección). La respuesta de cualquier sensor puede hacerse inusual, complicada y difícil 
de predecir en medios complejos como aguas naturales o productos alimentarios. Estas 
dificultades no pueden superarse dentro del enfoque convencional empleado en la 
investigación y desarrollo en el campo de los sensores, ya que las limitaciones están más 
relacionadas con la naturaleza química de los materiales de detección que con los detalles 
técnicos de la preparación de dichos materiales. 
 En la actualidad hay un cambio en la actitud dentro de la tecnología de la medida 
sobre como recoger y procesar la información. En lugar de medir un único parámetro 
mediante sensores específicos, en ocasiones se prefiere obtener información sobre atributos 
como la calidad, condición o estado de un proceso. Una posible solución a estos problemas 
es el uso de redes de sensores con una selectividad parcialmente solapada y métodos 
matemáticos multivariable de reconocimiento de patrones o modelos para la interpretación 
de la compleja señal de la red.  
La posibilidad de trabajar con matrices de sensores hace que se obtenga mucha más 
información de la que proporcionaría un único sensor, hecho que permite superar 
dificultades que no podrían afrontarse con el modo convencional de trabajo. Además,  son 
herramientas económicas de fabricación sencilla y la puesta a punto de la medida no es 
complicada. En función de las características de los sensores se distinguen tres clases de 
matrices determinadas por si la respuesta obtenida es equivalente, completamente 
independiente o de selectividad cruzada: 
• Matrices formadas por sensores idénticos, y por lo tanto, proporcionan una 
respuesta replicada.  
Normalmente se trata de sensores equivalentes, es decir, responden a la misma 
especie pero pueden ser de distinto tipo. Usar sensores del mismo tipo permite 
detectar un mal funcionamiento de alguno de ellos o la degradación de la respuesta.  
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Si un sensor está funcionando mal (por un fallo en la conexión eléctrica, 
degradación de la membrana, presencia de burbujas de aire,…) puede identificarse 
como un error individual, descartar su respuesta y sustituir o corregir. Cuando el 
conjunto de sensores da respuestas anormales se puede atribuir a un fallo en el 
sistema operativo (fallo en la introducción de la muestra, ruído electrico anormal,…). 
También es posible detectar errores del sistema analítico. El uso de esta información 
en tiempo real, usando rutinas de control automático, puede mejorar sustancialmente 
el funcionamiento de un sistema analítico.  
Otra posibilidad es usar un conjunto de sensores equivalentes en paralelo 
para mapear concentraciones, esto es, distribuir los sensores en el espacio de forma 
adecuada, después de las medidas, se puede obtener un perfil 2D de 
concentraciones para un analito determinado. 
Un sistema con sensores redundantes proporciona resultados de precisión y 
estabilidad mejorada, y una mayor confianza en las medidas finales y en la 
validación de los resultados.  
• Matrices formadas por sensores independientes. Esta variante emplea un conjunto 
de sensores, cada uno específico a un analito distinto, para realizar distintos análisis 
en paralelo. Cada sensor requiere una calibración independiente, pero se ahorra en 
volumen de muestra, consumo de reactivos y tiempo de análisis. 
Un ejemplo de esta configuración es el uso de electrodos selectivos a iones 
(ISEs) ubicados en serie para realizar una determinación múltiple (por ejemplo, la 
determinación de cationes alcalinos y alcalinotérreos). Como puede ocurrir cierto 
grado de interferencia entre sensores (respuesta cruzada) se pueden usar técnicas 
de separación (por ejemplo cromatografía) para minimizar este efecto. Esta forma de 
trabajar solo dará buenos resultados si se cumple la condición de especificidad o 
ausencia de interferentes 
• Matrices formadas por sensores de respuesta cruzada para un número determinado 
de analitos. Un sistema así hace necesario una calibración multivariable, pero debe 
presentar las ventajas de una matriz de sensores selectivos,  y además, resultar más 
económico (ya que la selectividad en los sensores encarece su coste). 
Esta tercera posibilidad, inspirada por los sistemas biológicos, es la base de 
las lenguas electrónicas. En el caso ideal, una matriz de sensores que contenga un 
conjunto de sensores con ligeras diferencias en la sensibilidad puede conllevar que 
sea un sistema sobredeterminado que haría posible la determinación simultánea de 
un número de analitos presentes en una muestra compleja. Para este fin, la 
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selectividad limitada de cada sensor se debe compensar a través del procesamiento 
de los datos, de forma que se permita la determinación de especies en presencia de 
interferentes. Aparte, hay que tener en cuenta que algunas de las necesidades de 
información analítica no requieren una determinación cuantitativa de gran precisión 
para un determinado compuesto, solo una percepción o efecto general para tomar 
decisiones rápidas (frescor de la comida, toxicidad, olor, contaminación,…). Estas 
situaciones requieren un algoritmo de clasificación o identificación, como por ejemplo 
tratamientos de datos que pertenecen a la quimiometría. 
Para este último caso se han desarrollado matrices de sensores para el 
reconocimiento de atributos cualitativos como olores o gusto, conocidos como nariz 
electrónica o lengua electrónica en función si la aplicación es en medio gaseoso o acuoso. 
Reciben estos nombres por la similitud con los sistemas biológicos análogos. 
Una nariz electrónica consiste en una matriz de sensores de gases selectivos a 
diferentes analitos, una unidad de adquisición de señales y un software de reconocimiento 
de patrones aplicado a un ordenador. El principio se basa en el hecho que un gran número 
de componentes contribuyen a definir la medida de un olor; la matriz de sensores químicos 
de la nariz electrónica proporciona un modelo de salida que representa la combinación de 
todos los componentes. La razón por la cual un gran número de olores puede detectarse, es 
que a pesar que la selectividad de cada sensor debe ser baja, la combinación de varios tipos 
de selectividad suministra un gran contenido en información. 
El mismo concepto aplicado en la nariz electrónica se ha desarrollado para el análisis 
de disoluciones; por su relación con el sentido del gusto, en estos casos se habla de 
lenguas electrónicas también conocidas por sus siglas en inglés, ET,  (“Electronic 
Tongues”), estos sistemas emplean una matriz de sensores no específicos junto con 
métodos para el tratamiento de datos, con los que poder interpretar la respuesta compleja y 
relacionarla con su significado analítico. 
La originalidad de este concepto es usar un conjunto de sensores adecuado que 
permita determinar simultáneamente un gran número de especies presentes en la muestra 
siempre y cuando los datos suministrados sean suficientes; esto es, dispone de diferentes 
sensores con sensibilidad cruzada hacia las diferentes especies existentes.  
Además, se pueden corregir problemas frecuentes en las medidas de los sensores -
como deriva, no idealidad o interferencias- en la etapa de procesamiento de datos. De este 
modo, es posible realizar controles periódicos para recalibrar y actualizar el modelo de la 
respuesta.  
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El primer precedente en el campo de las lenguas electrónicas se dio en 1985: un 
sistema para el análisis de muestras líquidas basado en una matriz de sensores. Este 
trabajo trataba la determinación simultánea de calcio, magnesio, potasio y sodio mediante 
ISE no específicos y tratamiento de señales por PLS (“partial least square”). Formalmente, el 
término “lengua electrónica” fue utilizado por primera vez en 1997 por Vlasov [12], definido 
como “instrumento analítico que incluye una matriz de sensores químicos de respuesta no 
específica y cruzada, combinada con una herramienta quimiométrica adecuada para el 
procesamiento de información”. Posteriormente la IUPAC publicó un informe [13] donde las 
definía como: “sistema multisensor que consiste en un conjunto de sensores de respuesta 
poco selectiva y que utiliza procedimientos matemáticos avanzados para el procesamiento 
de la señal basados en el reconocimiento y/o calibración multivariable, como las redes 
neuronales artificiales, el análisis en componentes principales, etc…” 
A partir de los años 80 y 90 se empezaron a publicar artículos sobre lenguas 
electrónicas, y en los últimos años se ha trabajado mucho en la materia. Sin embargo, este 
desarrollo no se ha traducido en disponibilidad de lenguas electrónicas a nivel comercial. 
4.2. Descripción y estructura 
Las lenguas electrónicas se han desarrollado sobre la base del mecanismo biológico. 
Las sustancias responsables del gusto son captadas por membranas biológicas de las 
células gustativas situadas en cavidades no específicas dentro de la lengua. La información 
sobre las sustancias que dan el sentido del gusto se almacena en una señal eléctrica que es 
transmitido a lo largo de la fibra nerviosa hacia el cerebro, donde se percibe el gusto. En una 
lengua electrónica, la salida de la matriz de sensores no específicos proporciona una 
respuesta distinta para cada sustancia química, y estos datos se procesan estadísticamente. 
Una lengua electrónica se define como “sistema de múltiples sensores para análisis 
de líquidos basado en una matriz de sensores con un método de reconocimiento de 
patrones adecuado”. En un sentido amplio, una lengua electrónica esta formada por cuatro 
partes: carga de muestras, matriz de sensores químicos de diferente selectividad, 
instrumentación para obtener la señal y el software con el algoritmo apropiado para el 
tratamiento de datos y obtención de resultados.  
 Las medidas estacionarias (un conjunto de electrodos sumergidos en la muestra) 
presentan un montaje menos complejo, pero las condiciones de la medida en flujo son 
ventajosas para la monitorización debido a la reducción del tiempo de respuesta, comodidad 
en la calibración y la posibilidad de miniaturizar. Además, como se realiza una medida 
relativa, el sistema se encuentra menos influenciado por la deriva del sensor respecto a la 
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línea base. Las disoluciones de calibración y lavado se inyectan secuencialmente dentro del 
sistema de medida, de modo que el sistema puede automatizarse fácilmente. 
El uso de técnicas en flujo (principalmente análisis en flujo (FIA), pero también 
análisis secuencial (SIA)) como sistema de muestreo ha aumentado en los últimos  años. El 
análisis manual resulta un obstáculo para el uso de lenguas electrónicas debido a la 
necesidad de obtener un gran número de patrones durante el proceso de calibración para la 
generación de un modelo de confianza, por lo tanto, la necesidad de técnicas analíticas de 
gran rapidez. La automatización del proceso simplifica su operación, reduce el tiempo de 
análisis y el consumo de reactivos, mejora la reproducibilidad y reduce la deriva en las 
medidas. 
 Respecto la matriz de sensores usada en el diseño de lenguas electrónicas, existe la 
posibilidad de usar una amplia variedad de sensores químicos: electroquímicos 
(potenciométricos, voltamétricos, amperométricos, impedimétricos, conductimétricos), 
opticos, másicos y biosensores (sensores enzimaticos). Fundamentalmente se han seguido 
dos enfoques en el diseño de lenguas electrónicas: potenciometría y voltametría: 
En la potenciometría se mide la diferencia de potencial entre dos electrodos. Los 
sensores potenciométricos fueron los primeros que se usaron en las matrices de sensores 
para análisis de múltiples componentes en líquidos y todavía siguen usándose 
extensamente, en especial para electrodos selectivos a iones (ISEs). La primera lengua 
electrónica fue introducida por Toko [14] y consistía en ocho sensores potenciométricos de 
membrana polímerica (PVC) con derivados lipídicos.   
 La principal desventaja de estos sensores es su dependencia de la temperatura y la 
adsorción de componentes en solución que afectan al potencial de la membrana; sin 
embargo, se puede reducir la influencia de estos factores controlando la temperatura y 
lavando los sensores. Por otro lado, la ventaja de los ISE es que su principio de 
funcionamiento se conoce bien, es versátil, económico, de configuración sencilla, de fácil 
fabricación y con la posibilidad de obtener sensores selectivos a varias especies.  
Los sensores voltamétricos también se usan extensamente en los sistemas de 
lenguas electrónicas por su robustez y versatilidad. Estos dispositivos son ventajosos para 
medidas multicomponente por su alta selectividad, alta relación señal/ruido y bajo límite de 
detección. Además, la superficie de los electrodos puede modificarse con distintos 
materiales, obteniendo sensores de distinta sensibilidad y selectividad hacia una variedad de 
especies. Sin embargo, su aplicación se limita  a sustancias con actividad redox. Al  igual 
que los sensores potenciométricos presentan dependencia de la temperatura y problemas 
de ensuciamiento de la membrana por la adsorción de componentes en solución, que 
causan deriva en la señal. Para superar estas dificultades es necesario controlar la 
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temperatura y pulir los electrodos o limpiarlos electroquimicamente. El mayor inconveniente 
de esta técnica es que, en general, implica procedimientos más complejos que las medidas 
potenciométricas. 
Aunque las lenguas electrónicas basadas en sensores electroquímicos son las más 
utilizadas, también existe la posibilidad de trabajar con sensores ópticos y másicos. Los 
sensores ópticos consisten en una membrana que contiene un indicador que cambia alguna 
propiedad óptica en presencia del analito, como la fluorescencia o la absorbancia. Para 
aquellos analitos que presentan dificultades para la detección electroquímica pueden usarse 
estos sensores, aunque presentan inconvenientes como la preparación, duración e 
interferencias en la señal que limitan su aplicación. Estos sensores se han usado 
principalmente para análisis biomédico. Los sensores másicos son dispositivos sólidos 
miniaturizados basados en el efecto piezoeléctrico; aunque se usan con frecuencia en 
sistemas de narices electrónicas, apenas se utiliza en lenguas electrónicas. Sin embargo, su 
alta sensibilidad, su principio de detección basado en cambios de masa, su capacidad para 
la medida electrónica en tiempo real, tamaño pequeño, robustez y bajo precio por unidad 
hace que la aplicación de los sensores másicos sea prometedora. 
 Una parte fundamental en estos sistemas es el diseño de la matriz de sensores; los 
sensores que la forman deben presentar varios patrones de selectividad con el fin de 
minimizar la correlación entre sus respuestas, lo que produce más información sobre la 
muestra. Usando electrodos selectivos a iones (ISEs) se cumplen estas condiciones, ya que 
se conocen bien los principios de funcionamiento y su selectividad puede ajustarse para 
cada especie. 
 Además, la composición de la membrana para cada electrodo debe escogerse para 
obtener sensores parcialmente selectivos; la sensibilidad cruzada a diferentes compuestos 
es de una importancia especial para sensores que operan juntos en una misma red para 
obtener una respuesta estable y reproducible en un medio complejo. De esta manera, las 
matrices formadas por sensores selectivos y parcialmente selectivos son herramientas 
versátiles ya que la misma configuración puede usarse para diferentes tipos de muestra. 
 
 
 
Aplicación de lenguas electrónicas en la monitorización de procesos de biosorción de metales Pág. 21 
 
4.3. Características de la lengua electrónica respecto los 
sensores convencionales 
Las matrices de sensores proporcionan mayor información de los múltiples 
componentes en una muestra sin que esto suponga un esfuerzo mayor; la disponibilidad de 
instrumentación electroquímica multicanal facilita el almacenamiento, visualización y 
procesamiento de los datos.  
La lengua electrónica es capaz de realizar un reconocimiento integral de la calidad 
(del inglés es común encontrar la expresión “artificial tasting”) basado en la consideración de 
múltiples sustancias y las numerosas interacciones en la solución que dan lugar a una salida 
multidimensional del sistema de sensores. Esta es una característica totalmente nueva 
respecto a los sensores discretos de cualquier tipo. 
El concepto de lengua electrónica, que es universal, permite además llevar a cabo 
análisis cuantitativo de sustancias para las cuales no se conoce un sensor selectivo. Se ha 
comprobado que las lenguas electrónicas pueden usarse para determinar especies como 
Zn(II), Mn(II), Fe(II), Fe(III), Cr(III), etc. independientemente de sus especificaciones 
químicas. La capacidad para detectar y cuantificar el contenido de estas sustancias se basa 
en la respuesta cruzada que es una característica esencial en los sensores usados para la 
lengua electrónica. 
Además, los efectos de la respuesta cruzada en los materiales que forman las 
lenguas electrónicas son suficientemente extensos como para suponer una sensibilidad 
razonable del sistema hacia sustancias más inusuales, como por ejemplo complejos e 
incluso moléculas orgánicas. 
La lengua electrónica también permite mejorar el funcionamiento de los instrumentos 
analíticos modificando la medida en la salida de los sensores. Las medidas potenciométricas 
con los sensores incorporados en la lengua electrónica se realizan respecto un electrodo de 
referencia estándar (calomelanos o plata/cloruro de plata). Teóricamente, si la respuesta de 
los sensores dentro de la matriz no se correlaciona, es posible usar no solamente la 
diferencia de potencial entre cada sensor y la referencia, sino el voltaje entre sensores 
distintos. Esta salida cruzada podría ser la fuente de información adecuada para el caso 
estudiado. Por lo tanto, seria posible usar una matriz de sensores sin electrodo de 
referencia; esto resultaría útil en muchas aplicaciones, especialmente para matrices de 
sensores en miniatura donde establecer una referencia de confianza es un problema. 
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En consecuencia, usar lenguas electrónicas posibilita el acceso a información 
analítica de múltiples componentes en tiempo real con una configuración de medida directa, 
relativamente simple y de bajo coste. Del mismo modo, es factible superar las dificultades de 
analizar los datos en bruto mediante la construcción del modelo de calibración desarrollado 
después de un entrenamiento específico cuidadoso para las especies químicas detectadas 
por el sistema mediante herramientas de inteligencia artificial entrenadas de forma correcta, 
alimentadas con los datos procedentes de la matriz de sensores. 
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5. Procesamiento multicomponente 
Las señales proporcionadas por una matriz de sensores se procesan mediante 
herramientas quimiométricas. Así, la quimiometría es definida concretamente por la 
International Chemometrics Society (ICS) como: “disciplina química que utiliza métodos 
matemáticos y estadísticos para diseñar o seleccionar procedimientos de medida y 
experimentos óptimos, y para proporcionar la máxima información química mediante el 
análisis de datos químicos” [1]. Este concepto se ilustra en la Figura 5.1. 
 
Conocimiento
Experimentación
Hipótesis Información
creatividad
diseño datos
inteligencia
Deducción
(síntesis)
Inducción
(análisis)
 
Figura 5.1 Arquitectura del conocimiento [1] 
Existen técnicas para la correcta recolección de datos (optimización de parámetros 
experimentales, diseño de experimentos, calibración, procesamiento de señales) y la 
obtención de información a partir de estos (estadística, reconocimiento de patrones, 
modelado, etc). 
La quimiometría es una disciplina química que utiliza  matemáticas, estadística y lógica 
formal para: 
• Diseñar o seleccionar el procedimiento experimental óptimo 
• Proporcionar el máximo de información analítica relevante analizando los datos 
químicos  
•
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5.1. Pretratamiento de señales 
Un primer factor a tener en cuenta antes de empezar el tratamiento es la calidad de 
los datos de partida, ya que si estos no son buenos pueden dar lugar a resultados que no se 
corresponden con la realidad, y en consecuencia a conclusiones equivocadas. Los datos 
pueden estar afectados por error instrumental o humano; es importante poder identificarlo y 
corregirlo cuando sea posible. 
Un sistema basado en sensores potenciométricos puede presentar error debido a efectos de 
memoria (histéresis) y de deriva: 
• La histéresis se define como la diferencia entre el potencial cuando el electrodo esta 
en contacto con una disolución de concentración A y el potencial medido en la 
misma disolución después de exponer al electrodo a una concentración de la misma 
sustancia diferente de A. 
• La deriva se define como el cambio lento y no aleatorio del potencial con el tiempo 
cuando el electrodo esta en contacto permanente con una solución de composición y 
temperatura constantes. 
Estos efectos provocan que los parámetros de respuesta no se mantengan estables 
durante un experimento, afectando especialmente cuando se requiere de un sistema de 
medida en continuo durante un periodo de tiempo largo; esto puede ocasionar problemas de 
fiabilidad en la información analítica obtenida. Una corrección frente a este problema es 
tomar el potencial de una solución de composición constante como referencia y corregir el 
valor medido del potencial respecto las variaciones para la referencia. 
Existe otro tipo de pretratamiento enfocado a los casos en que se trabaja con 
variables de distintas unidades, para evitar que unas tengan más peso que otras por esta 
diferencia en las unidades. Destacan: 
• Centrado: la lectura de cada sensor se referencia a la media aritmética del conjunto 
de lecturas. 
• Estandarizado: se obtienen datos con desviación estándar unitaria. 
• Autoescalado: combinación del centrado y el estandarizado. 
• Normalización: se obtienen datos dentro del intervalo [-1,1]. 
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5.2. Análisis en componentes principales (PCA): 
 En el análisis multivariable, el número de variables para construir el modelo de 
respuesta es demasiado extenso, de manera que parte de estas variables no forman parte 
de la información significativa. El análisis en componentes principales es una herramienta 
que permite reducir el número de variables que intervienen en el modelo, conservando 
aquellas que aportan información relevante. 
 Este procesamiento se basa en obtener n componentes principales (PCi) que sean 
combinación lineal de las n variables originales. La obtención de estos componentes se 
ilustra en la Figura 5.2, donde se representan una serie de datos con tres variables, y que 
pueden representarse en dos nuevas variables que explican el máximo de la variablidad de 
los datos. 
 
 
Figura 5.2 Análisis en componentes principales [4] 
Los componentes principales se calculan de manera que el primer componente 
principal (PC1) explique el máximo de variabilidad de los datos y que el segundo 
componente principal (PC2) sea el siguiente que explique el máximo de variabilidad y así 
sucesivamente. 
Gracias a la representación de las muestras en los ejes formados por los 
componentes principales se pueden identificar muestras con características similares por su 
proximidad. De esta manera, el PCA puede ser útil para clasificar las muestras, si se utiliza 
junto con algún método de reconocimiento de patrones. 
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5.3. Regresión parcial por mínimos cuadrados (PLS):  
 En principio, el problema de calibración multivariable podría resolverse mediante  
métodos simples como la regresión lineal multivariable (MLS, Multivariate Linear 
Regression). Sin embargo, cuando el número de variables es muy elevado, este método 
puede dar como resultado modelos no aptos para la predicción de nuevas muestras; para 
resolver este problema, es necesario comparar la información en unas variables nuevas que 
consigan explicar la mayor parte de la variación. 
 La idea de la regresión parcial por mínimos cuadrados (PLS, Partial Least Square) 
es transformar las variables originales en unas pocas variables utilizadas para construir el 
modelo mediante una regresión multivariable más simple, pero que conserve la información 
significativa. 
 El PLS se relaciona con el análisis en componentes principales, aunque el método 
de obtención de las nuevas variables difiere. Mientras el PCA calcula las nuevas variables 
para explicar la máxima variación y visualizar la estructuración de los datos, las variables del 
PLS buscan obtener la mejor capacidad de predicción en la regresión. 
 
5.4. Redes neuronales artificiales 
Las redes neuronales artificiales, también conocidas por su acrónimo en ingles 
artificial neural network (ANN), han destacado en la última década como metodología para el 
procesamiento de señales, ya que ofrece los medios para modelar de manera efectiva y 
eficiente problemas de elevada dimensión y complejidad. 
Una red neuronal artificial es un sistema basado en la operación de redes neuronales 
biológicas, en otras palabras, es una emulación del sistema nervioso biológico. Aunque la 
informática en la actualidad esta muy avanzada, hay ciertas tareas que un programa hecho 
para un microprocesador común es incapaz de realizar.  
Son modelos dirigidos a partir de los datos, es decir, se basan en encontrar 
relaciones (patrones) de forma inductiva por medio de los algoritmos de aprendizaje 
basados en los datos existentes en lugar de requerir la ayuda de un modelador para 
especificar la forma funcional y sus interacciones. 
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Las redes neuronales artificiales son un método de resolver problemas, de forma 
individual o combinada con otros métodos, para aquellas tareas de clasificación, 
identificación, diagnóstico, optimización o predicción en las que el balance 
datos/conocimiento se inclina hacia los datos y donde, adicionalmente, puede haber la 
necesidad de aprendizaje en tiempo de ejecución y de cierta tolerancia a fallos. El campo de 
aplicación es altamente interdisciplinario; en la ingeniería las redes neuronales tienen dos 
funciones importantes: como clasificadores de patrones y como filtros adaptativos de lo no 
lineal.  
A continuación se destacan los puntos a favor y en contra respecto al trabajo con redes 
neuronales: 
Ventajas 
• Una red neuronal puede realizar tareas que un programa lineal no puede 
• Cuando un elemento de la red neuronal falla, puede continuar sin ningún problema 
por su propia naturaleza en paralelo 
• Una red neuronal aprende y no necesita ser reprogramado 
• Se puede implementar en cualquier aplicación  
• Puede llevarse a cabo sin ningún problema 
• A pesar de ser un sistema aparentemente complejo, una red neuronal es 
relativamente simple. 
 
Inconvenientes 
• La red neuronal necesita entrenamiento para operar.  
• La arquitectura de una red neuronal es diferente de la arquitectura de los 
microprocesadores por lo tanto debe ser emulado.  
• Requiere tiempo de procesamiento alto para grandes redes neuronales. 
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5.4.1. Funcionamiento de una red neuronal artificial 
Una red neuronal artificial es una herramienta que aprende a desarrollar una función 
a partir de datos de un proceso real. Se habla de su capacidad de adaptación ya que los 
parámetros del sistema se cambian durante la operación, normalmente en la llamada fase 
de entrenamiento. Después de la fase de entrenamiento los parámetros de la red neuronal 
artificial quedan fijados y el sistema se implementa para resolver el problema en cuestión 
(fase de validación). La red neuronal artificial se construye mediante un procedimiento 
sistemático paso a paso para optimizar un criterio de desarrollo o para cumplir alguna 
restricción interna implícita, conocida como regla de aprendizaje.  
Los datos de entrada y salida en la formación son fundamentales en la tecnología de 
redes neuronales porque son portadores de la información necesaria para localizar el punto 
de funcionamiento óptimo. La naturaleza no lineal de los elementos de procesamiento de la 
red neuronal proporcionan al sistema gran flexibilidad para alcanzar prácticamente cualquier 
mapa entrada/salida deseado, es decir, algunas redes neuronales artificiales son 
mapeadores universales.  
Una red neuronal recibe un conjunto de variables de entrada y la respuesta 
correspondiente o el objetivo fijado en la salida (cuando esto es así se llama el 
entrenamiento supervisado). Se define como error la diferencia entre la respuesta deseada y 
la salida proporcionada por la red neuronal; dicho error se vuelve a administrar al sistema 
(feedback) para reajustar los parámetros de entrenamiento de forma sistemática (regla de 
aprendizaje). El proceso se repite hasta que el resultado final es aceptable. Se desprende 
de esta descripción que el rendimiento depende en gran medida de los datos. 
Si no se dispone de datos que cubran una porción significativa de las condiciones de 
funcionamiento o si se ven distorsionados por factores como el ruido, probablemente la 
tecnología de red neuronal no será la solución adecuada. Por otro lado, si hay un gran 
número de datos y el problema es poco conocido como para obtener un modelo 
aproximado, esta tecnología es una buena opción.  
En redes neuronales artificiales el diseñador elige la topología de la red, la función de 
transferencia, la regla de aprendizaje y el criterio para detener la fase de entrenamiento, 
pero el sistema  ajusta automáticamente los parámetros. Por lo tanto, es difícil de llevar 
información a priori en el diseño, y cuando el sistema no funciona correctamente, es también 
difícil de perfeccionar gradualmente la solución. Sin embargo, las soluciones basadas en 
RNA son extremadamente eficientes en términos de tiempo de desarrollo y recursos, y en 
muchos problemas complejos ofrecen un rendimiento que es difícil de conseguir con otras 
tecnologías.  
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En la actualidad, las redes neuronales artificiales están emergiendo como la 
tecnología preferida para muchas aplicaciones, tales como el reconocimiento de patrones, 
predicción, identificación de sistemas y control. 
 
5.4.2. Modelo de la unidad de procesamiento elemental: 
Las redes neuronales artificiales surgieron después de la introducción del modelo de 
neuronas simplificadas por McCulloch y Pitts [2] en 1943. Estas neuronas fueron 
presentadas como modelos de neuronas biológicas y como componentes conceptuales para 
los circuitos que puedan realizar tareas computacionales. "Las neuronas son las unidades 
básicas del sistema nervioso" y "cada neurona es una célula discreta de la cual surge 
información relativa a distintos procesos desarrollados en la neurona". 
La unidad básica de una red neuronal artificial es un procesador formado por un 
conjunto de entradas (xi) y generalmente una única salida (y); su funcionamiento consiste en 
integrar toda la información de las entradas mediante unos determinados pesos (wij), 
obteniendo como resultado un valor determinado (a) del cual depende la aplicación de la 
función de transferencia o activación para obtener la salida Yk  como resultado.  
En la Figura 5.3 se representan los componentes que forman una neurona.  
 
Figura 5.3 Esquema de una neurona artificial simplificada 
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• Conjunto de entradas, ( )iX t  
• Peso sináptico, 
,i jw : pondera la comunicación que recibe la neurona j 
• Regla de propagación, 
,
( ,  ( ))i i j iw X tσ : recibe la información ponderada de las 
distintas variables de entrada y proporciona el valor postsináptico de la neurona. 
• Función de transferencia o activación, ( ( 1),  ( ))i i if a t h t− : proporciona el estado 
de activación de la neurona. 
• Función de salida, ( ( ))i iF a t : Representa la salida de la neurona 
 Al crear un modelo funcional de la neurona biológica, hay tres componentes básicos 
de importancia: pesos sinápticos, regla de aprendizaje y funciones de activación o 
transferencia. 
En primer lugar, las sinapsis de las neuronas se modelan como pesos, el valor de los 
cuales caracteriza la intensidad de la conexión entre una entrada y una neurona. Pesos con 
valores negativos reflejan conexiones inhibitorias, mientras que los valores positivos 
designan conexiones activadoras. En caso de que el peso sea cero, no existe relación entre 
neuronas. La resolución del problema planteado en la neurona depende de la matriz de 
pesos; estos se ajustan con el fin de minimizar una función de error que compara los valores 
de salida obtenidos con los valores esperados de una serie de patrones. El ajuste de los 
pesos sinápticos permite a la red adaptarse a cualquier entorno y realizar una tarea 
determinada. 
Los dos componentes siguientes modelan la actividad real dentro de la célula 
neuronal: una regla de propagación resume todas las entradas modificadas por sus 
respectivos pesos (esta actividad se conoce como combinación lineal) y una función de 
activación controla la amplitud de la salida de la neurona.  
La regla de propagación más simple y común consiste en una suma ponderada de 
las entradas con el peso sináptico correspondiente: 
,
1
i
i i j i
j
h w x
=
= ⋅∑   (Ec. 5.1) 
 La salida de la neurona, yi, por lo tanto será el resultado de alguna función de 
activación en el valor de ai. 
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Cada unidad lleva a cabo un trabajo relativamente sencillo: recibir aportaciones de 
los vecinos o de fuentes externas y utilizar esto para calcular una señal de salida que se 
propaga a otras unidades. Aparte de este proceso, una segunda tarea es el ajuste de los 
pesos.  
Dentro de los sistemas neuronales es útil distinguir tres tipos de unidades:  
• unidades de entrada (indicadas por un índice i), reciben información desde el exterior 
de la red  
• unidades de salida (indicadas por un índice k), reciben la información procesada y la 
envían al exterior  
• unidades ocultas (indicado por un índice h), reciben información des de otras 
neuronas artificiales de la red, es decir, las entradas y salidas de estas permanecen 
dentro de la red neuronal.  
El sistema es inherentemente paralelo en el sentido de que muchas unidades pueden llevar 
a cabo sus cálculos simultáneamente. 
La generación del modelo mediante las redes neuronales artificiales se obtiene de la 
búsqueda de la mejor combinación de pesos para las conexiones sinápticas mediante la 
interacción sucesiva con los datos de una serie de patrones destinados al entreno de la red. 
Una vez resuelto el modelo óptimo, este puede usarse para predecir muestras 
desconocidas. 
Las entradas y salidas de una neurona pueden ser de dos tipo: binarias (digitales) o 
continuas (analógicas). Las binarias solo admiten dos valores, en general, {0,1} o { -1,1}. Las 
continuas pueden tomar valores en un rango de [-1, 1]. El tipo elegido depende del modelo a 
construir y la aplicación. 
 
5.4.3. Funciones de transferencia 
La función de transferencia o activación determina el estado de activación actual de 
la neurona en función del potencial hi, encontrado con la regla de aprendizaje, y el estado de 
activación anterior. En la mayoría de modelos, no se tiene en cuenta el estado de activación 
anterior. 
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Como se mencionó anteriormente, la función de activación actúa de tal manera que 
la salida de una neurona en una red neuronal está entre unos valores determinados 
(generalmente 0 y 1, o [-1,1]). Destacan cuatro tipos de funciones de activación:  
• la función lineal o identidad: devuelve el mismo valor dado como argumento 
y x=  (Ec. 5.2) 
• la función de umbral o escalón: devuelve un valor de 0 si el argumento de entrada es 
inferior a un valor determinado (umbral) y 1 si el argumento de entrada es mayor o 
igual al valor de umbral.  
1  si 0
             
 0  si 0 
x
y
x
≥ 
=  
< 
 (Ec. 5.3) 
• la función lineal a trozos: también devuelve los valores de 0 o 1, pero también puede 
tomar valores entre los que, dependiendo del factor de amplificación de una 
determinada zona de operación lineal.  
1
 1   
2
1 1
    
2 2
1
 0   
2
x
y v x
x
 ≥ 
 
 
= − > > 
 
 ≤ − 
 
 (Ec. 5.4) 
• la función sigmoide: puede variar entre 0 y 1 pero también puede ser útil utilizarla en 
el rango de -1 a 1. Un ejemplo de la función sigmoide es la función tangente 
hiperbólica (Ec. 5.5, llamada tansig) o la función logística (Ec. 5.6, llamada logsig). 
( )tanhy x=  (Ec. 5.5) 
1
1 x
y
e−
=
+
 (Ec. 5.6) 
En este proyecto se usarán las funciones lineal, tangente hiperbólica y logística; su 
representación gráfica se muestra en la Figura 5.4: 
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Figura 5.4 Funciones de transferencia lineal (purelin), tangente hiperbólica (tansig) y logística 
(logsig) [4] 
El uso de funciones de transferencia permite que las neuronas respondan con una 
salida gradual, en lugar de la respuesta binaria propia del sistema biológico. Para el 
entrenamiento es necesario usar una función matemática como función de transferencia 
neuronal que debe ser monótona creciente dentro del intervalo de aplicación, y tener 
derivada continua en dicho intervalo. 
 
5.4.4. Arquitectura de una red neuronal 
En la sección anterior se habla de las propiedades de la unidad de proceso de base 
en una red neuronal artificial. Esta sección se centra en el patrón de conexiones entre las 
unidades y la propagación de datos entre ellos. 
Un modelo basado en la unidad básica presenta dificultades para resolver problemas 
sencillos de clasificación no lineal o problemas reales más complejos, hecho que motivó la 
mejora de este modelo conectando diversas capas de neuronas sucesivamente. 
Una red neuronal artificial consiste en un conjunto de unidades simples de 
procesamiento que se comunican mediante el envío de señales entre sí en un gran número 
de conexiones ponderadas, cuyo peso se ajusta mediante algoritmos para alcanzar unos 
requerimientos fijados.  
Este esquema aún se acerca más a la analogía del sistema nervioso humano, donde 
el procesamiento de información se lleva a cabo en paralelo mediante la interconexión de 
neuronas. Las redes neuronales multicapa están formadas por una primera capa llamada 
capa de entrada encargada de recibir la información del exterior y distribuir el conjunto de 
entradas (xi) a la siguiente capa sin modificarlas. Esta información de entrada será 
procesada en las capas sucesivas, capas ocultas. Al final, la señal procesada llega a la 
última capa, capa de salida, donde sale la información útil para el usuario. Pueden disponer 
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de más de una capa oculta, pero en general, para problemas químicos una única capa 
oculta es suficiente, con lo cual el modelo resulta más simple. También es posible encontrar 
una red con una única capa, cuyas neuronas hacen la función de entrada y salida 
simultáneamente. 
Las redes neuronales artificiales son variaciones sobre el concepto de procesamiento 
distribuido en paralelo (PDP); la arquitectura de cada red neuronal se basa en la 
construcción de bloques muy similares que realizan el tratamiento conjuntamente. 
En cuanto al patrón de conexiones, la principal distinción que podemos hacer es:  
• Feed-forward artificial neural Networks (FANN): el flujo de datos desde la entrada a 
las unidades de salida sigue siempre la misma dirección, estrictamente hacia 
adelante (unidireccionales o feedforward). El procesamiento de datos puede 
extenderse por varios niveles de unidades, pero no hay conexiones de 
retroalimentación, es decir, las conexiones que se extienden desde las salidas de las 
unidades a las entradas de unidades en la misma capa o capas anteriores.  
Un ejemplo de este tipo de estructura es la Figura 5.5 
 
Entrada 1
1
2
Entrada 2
n
Entrada n
Capa de 
entrada
Capa 
Oculta
Capa de 
Salida
1
2
m
1
 
Figura 5.5 Esquema de una red neuronal artificial feedforward 
 
• Recurrent neural networks: contienen conexiones de retroalimentación (feedback), 
es decir, conexiones producidas en el sentido inverso entrada-salida como se 
representa en la Figura 5.6. Contrariamente a las redes de alimentación hacia 
adelante, las propiedades dinámicas de la red son importantes.  
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En algunos casos, los valores de activación de las unidades se someten a un 
proceso de relajación tal que la red neuronal va a evolucionar a un estado estable en 
el que estas activaciones no cambian más. En otras aplicaciones, el cambio de la 
activación de los valores de la salida de las neuronas son importantes, de tal manera 
que el comportamiento dinámico constituye la salida de la red neuronal. 
Entrada 1
1
2
Entrada 2
3
Entrada 3
Capa de 
entrada
Capa 
Oculta
Capa de 
Salida
1
2
1
 
Figura 5.6 Esquema de una red neuronal artificial de retroalimentación 
 
Una de las características más importantes y poderosas de las redes neuronales 
feedforward es su capacidad como aproximadores universales, esto es, dada cualquier 
función derivable y acotada, existe una red neuronal con un número suficiente de neuronas 
ocultas capaz de aproximar dicha función con el nivel de precisión deseada. 
La demostración de esta propiedad fue desarrollada por K. Hornik, M Stinchcombe y 
H. White a partir de una generalización del teorema de Stone-Weierstrass. En su primera 
versión demostraron que las redes neuronales feedforward, en particular las formadas por 3 
capas y una función de activación de tipo sigmoidal, pueden aproximar cualquier función 
derivable y acotada con grado de precisión arbitrario para un número suficiente de neuronas 
ocultas. 
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5.4.5. Entrenamiento de redes neuronales artificiales 
Una red neuronal tiene que estar configurada de tal manera que la aplicación de un 
conjunto de entradas produzca el conjunto deseado de salidas. Existen varios métodos para 
establecer los pesos de las conexiones existentes. Una forma es establecer los pesos de 
forma explícita, mediante un conocimiento a priori. Otra forma es "entrenar" la red neuronal 
por alimentación con los patrones de enseñanza y dejar que cambien sus pesos de acuerdo 
a una regla de aprendizaje.  
Es importante remarcar que la propiedad más importante de las redes neuronales 
artificiales es su capacidad de aprender a partir de un conjunto de patrones de 
entrenamiento, es decir, la capacidad de encontrar un modelo que ajuste los datos.  
Se pueden clasificar las situaciones de aprendizaje en tres clases distintas:  
Aprendizaje supervisado o asociativo: la red es entrenada por asociación de patrones de 
entrada y salida proporcionados de forma externa o por el sistema que contiene la red 
neuronal (auto-supervisado).  
El objetivo del algoritmo de aprendizaje es ajustar los pesos de la red   de manera que la 
salida generada por la red neuronal artificial sea lo más cercana posible a la verdadera 
salida dada una cierta entrada, como se observa en la Figura 5.7. Es decir, la red neuronal 
trata de encontrar un modelo al proceso desconocido que generó la salida; por esto se llama 
aprendizaje supervisado, pues al ser conocido el patrón de salida, desempeña el papel de 
supervisor de la red. 
 
Figura 5.7 Entrenamiento supervisado [3] 
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Aprendizaje no supervisado: una unidad de salida está entrenada para que responda a un 
grupo de patrones de entrada. En este caso se supone que el sistema debe reconocer las 
características principales de la población de entrada estadísticamente. A diferencia del 
aprendizaje supervisado, no se establecen a priori categorías en las que los patrones se 
clasifican, sino que el sistema debe desarrollar su propia representación de los estímulos de 
entrada.  
En cambio en el aprendizaje no supervisado se presenta solo un conjunto de 
patrones a la red neuronal y el objetivo del algoritmo de aprendizaje es ajustar los pesos de 
la red de manera tal que esta encuentre alguna estructura o configuración presente en los 
datos. 
Refuerzo de Aprendizaje: este tipo de aprendizaje puede ser considerado como una forma 
intermedia de los dos anteriores tipos de aprendizaje. Aquí el algoritmo de aprendizaje 
realiza alguna acción sobre el entorno, del cual recibe una respuesta de retroalimentación. 
El sistema de aprendizaje califica esta acción como buena (provechosa) o mala 
(desechable), basándose en la respuesta del entorno y ajusta en consecuencia sus 
parámetros. En general, el ajuste de parámetros se continúa hasta que se alcanza un 
estado de equilibrio, tras lo cual no habrá más cambios en dichos parámetros.  
Durante esta operación, las unidades se pueden actualizar de forma sincrónica o de 
forma asincrónica. Con la actualización sincrónica, todas las unidades actualizan su 
activación al mismo tiempo, con la actualización asíncrona, cada unidad tiene su 
probabilidad de actualización de su activación en un tiempo t, y por lo general sólo una 
unidad será capaz de hacer esto en un instante determinado.  
Para una red neuronal el proceso de entrenamiento es más complejo que para una 
única neurona, pues hay que determinar como los cambios entre pesos de una capa hacen 
variar los de la siguiente.  
Como se ha dicho anteriormente, con las redes unidireccionales o feedforward se 
obtienen buenos resultados, especialmente como clasificadoras de patrones y estimadoras 
de funciones. Para este tipo de redes se hace necesario un algoritmo de entrenamiento 
supervisado capaz de realizar las modificaciones de los pesos iterativamente en función de 
los patrones de entrada hasta lograr una salida de la red lo más próxima posible a la salida 
deseada (punto óptimo de funcionamiento). 
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Uno de los métodos más utilizados se basa en un procedimiento iterativo en qué la 
matriz de pesos se ajusta mediante la dirección del gradiente aplicada a una función de error 
para minimizarla; este método recibe el nombre de descenso del gradiente. Su fundamento 
se basa en que el gradiente indica la dirección de máximo crecimiento de una función, por lo 
tanto, seguir la dirección que fija el gradiente en sentido contrario sobre la función de error 
implica seguir la dirección de máximo descenso del error.  
Los métodos más utilizados son los algoritmos de retropropagación o 
backpropagation, algoritmos supervisados en lo cuales también se calcula el error mediante 
el descenso de gradiente. Este error se transmite hacia las neuronas de capas intermedias 
de manera que cada neurona recibe un valor proporcional a su contribución en el error 
global de la red. Entonces se utiliza este error para ajustar los valores de los pesos en cada 
neurona. 
El valor del peso de una conexión en el estado (t+1) esta relacionado con el valor del 
peso en el estado anterior según la ecuación: 
( 1) ( )pj pj pj pjw t w t oβ α δ+ = ⋅ + ⋅ ⋅   (Ec. 5.7) 
Donde α es la velocidad de aprendizaje (learning rate), β es el momento (momentum) 
i δn la magnitud del cambio, siendo el producto δpi·opi la contribución del gradiente. El 
parámetro velocidad de aprendizaje toma valores entre 0 y 1 y sirve para acelerar o frenar el 
descenso hacia el mínimo global de error del sistema. El valor del momento también se 
encuentra entre 0 y 1 y permite reducir la posibilidad que el sistema quede atrapado en un 
mínimo local. 
Así se ajustan los valores de los pesos de la capa de salida y se retropropaga este 
ajuste a la capa anterior sucesivamente hasta llegar a la capa de entrada. Con este 
procedimiento se obtienen buenos ajustes en general, pero presenta ciertas limitaciones. 
Los principales problemas que se pueden encontrar en este método son bajas velocidades 
de entrenamiento y la posibilidad de caer en un mínimo local de la función de error. 
Para solucionar estos problemas, hay disponibles otros algoritmos de entrenamiento. 
Uno de los más eficientes es el Levenberg-Marquardt (LM), del orden de 10 a 100 veces 
más rápido que el del descenso de gradiente. El algoritmo LM calcula la matriz Hessiana 
(matriz que contiene las segundas derivadas de los errores respecto los pesos) a partir de la 
matriz Jacobiana (matriz de las primeras derivadas de los errores respecto los pesos), ya 
que esta última resulta más fácil de calcular que la Hessiana.  
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Otros factores que pueden influir en el funcionamiento del algoritmo son: 
• Calidad de los datos 
• la introducción de los patrones de entrenamiento en la red aleatoria evita que los 
resultados se vean distorsionados por el orden 
• función de transferencia 
• normalización de los datos de entrada 
 
5.4.6. Sobreentrenamiento: 
El sobreentrenamiento resulta un problema muy común en la modelización mediante 
redes neuronales artificiales, que aparece cuando el error objetivo propuesto para las 
muestras de entrenamiento es muy pequeño y hace que las nuevas muestras que aún no 
han participado en el entrenamiento tengan un error importante 
Hay dos formas de evitar este problema: 
• Parada a tiempo: la manera más simple de evitar el sobreentrenamiento es parar el 
proceso antes que se produzca este problema. Esto se consigue al detectar la 
situación mediante un conjunto de muestras que no participan en la contrucción de la 
red, conocidas como conjunto de validación interna. De este modo, la totalidad de 
las muestras se dividen en tres grupos: el conjunto de entrenamiento, encargado de 
construir el modelo, el conjunto de validación interna, responsable de detectar el 
sobreentrenamiento y el conjunto de validación externa, que permite evaluar las 
predicciones de la red neuronal artificial. 
Este sistema funciona de manera que la red se entrena y se monitoriza el error de 
validación interna. Este error indica el grado de sobreentrenamiento, de manera que 
cuando este empieza a crecer, el entreno se para y se vuelve a los pesos anteriores 
al problema. 
• Regularización bayesiana (RB): esta técnica busca la red más simple que ajusta 
mejor la función a modelizar, llegando a predecir de una forma más eficiente las 
muestras que no han participado en el entrenamiento. En comparación con el 
algoritmo de descenso del gradiente, este algoritmo considera el error global de la 
red y los valores de los pesos, de manera que la función objetivo adopta la siguiente 
expresión: 
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(1 ) p wF E Eγ γ= − ⋅ + ⋅  (Ec. 5.8) 
donde F es la función objetivo, Ep son los errores, Ew es la suma de los cuadrados de 
los pesos y γ es un parámetro que pondera Ep y Ew. 
Así se minimizan los valores de los pesos de la red, esta se simplifica y en 
consecuencia se suaviza evitando así el sobreentrenamiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pág. 42  Memoria 
 
 
Aplicación de lenguas electrónicas en la monitorización de procesos de biosorción de metales Pág. 43 
 
6. ISE en sistemas automatizados: 
 
 Como se ha visto, el uso de herramientas para el tratamiento de datos como las 
redes neuronales artificiales implica la necesidad de obtener un gran número de datos en el 
proceso de entrenamiento para la construcción del modelo. Este hecho motiva la 
conveniencia de implementar una técnica automatizada; estas técnicas permiten análisis 
confiables y reproducibles, con una reducción del coste gracias a un consumo menor de 
reactivos, obtención de frecuencias de muestreo elevadas y menor requerimiento de 
personal especializado. Además, permiten tomar muestras a tiempo real (monitorización) y 
simplificar etapas del proceso analítico, con la reducción de tiempo que esto conlleva. 
Dentro de los sistemas automatizados se puede distinguir: 
• Discontinuos: Sistemas robotizados que realizan tareas rutinarias, tratando cada 
muestra como un elemento individual. Prescinden de personal especializado, 
aunque requieren un coste elevado para su puesta en marcha. 
• Continuos: la muestra se inyecta en un punto desde el que se transporta a un 
sistema de detección. Se distinguen dos tipos de sistemas continuos: segmentados 
y no segmentados. 
 Los segmentados separan el flujo general en segmentos mediante burbujas de aire 
con el fin de evitar la contaminación entre muestras. Los no segmentados se basan en la 
inyección y transporte de una fracción de muestra en un corriente de solución portadora; 
esto los hace reproducibles y simples. Destaca el análisis de inyección en flujo (FIA, Flow 
Injection Analysis), la evolución del cual ha dado lugar a un sistema más versátil, análisis de 
inyección secuencial (SIA, Sequential Injection Analysis). 
El campo de aplicación de estas técnicas es muy amplio, se encuentran en laboratorios 
clínicos, de control de procesos industriales, etc. 
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6.1. Análisis de inyección en flujo (FIA): 
 
 Esta técnica se introdujo como herramienta para el muestreo en ensayos, y se 
convirtió en una herramienta de mejora del rendimiento en sistemas espectroscópicos y 
electroquímicos por su rapidez (alta frecuencia de análisis) y reproducibilidad. 
 Un esquema general de un sistema de este tipo se presenta en la Figura 6.1. En su 
forma más simple se inyecta un volumen fijo de muestra en el seno de una disolución 
portadora que circula constantemente hacia el sistema de detección, donde se mide en 
continuo una propiedad físico-química (con frecuencia el potencial). Se establece una línea 
base como referencia del sistema que se verá perturbada por el paso de disoluciones patrón 
o de muestras. 
 El paso de la muestra por el sistema de detección genera una señal transitoria, en 
forma de pico, cuya altura respecto a la línea base es proporcional a la cantidad de analito 
presente en la muestra que produce la señal. El paso de patrones de concentración 
conocida permite obtener la recta de calibración de los sensores. 
 
Figura 6.1 Esquema de un sistema de inyección en flujo [8] 
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En general, el sistema se compone de una bomba peristáltica multicanal para 
impulsar las disoluciones hasta el sistema de detección, una válvula de inyección, un tubo 
de reacción y un sistema de detección automático. Se pueden añadir otros componentes 
como un desburbujeador para evitar el paso de burbujas de aire a través del sistema de 
detección (incrementa el tiempo de análisis) o un controlador de temperatura para aumentar 
la velocidad de la reacción química. 
 
6.1.1. Características técnicas: 
 Es un sistema muy preciso y rápido. Esta rapidez se debe a la reducción de tiempo 
de análisis respecto a otras técnicas manuales, ya que cuando la muestra circula a través 
del sistema de detección, no es necesario alcanzar un equilibrio físico o químico (el cual si 
es necesario en técnicas manuales).  
Los costes de operación son bajos, se reduce la cantidad de residuos producidos y 
los errores humanos. Por el contrario, implica un coste de inversión inicial más elevado. 
Para su correcto funcionamiento, requiere mantener las condiciones experimentales 
constantes (caudal, volumen de inyección, tipo, diámetro y longitud de los tubos, etc.) para 
poder comparar resultados. 
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6.2. Potenciometría de inyección en flujo: 
 
 Este es el nombre que recibe la técnica FIA cuando emplea el potencial como 
propiedad de estudio en el análisis, mediante un sistema de detección formado por 
electrodos selectivos de iones. 
El uso de la potenciometría presenta ventajas como: mayor reproducibilidad, mayor 
sensibilidad y menor cantidad de muestra necesaria. También implica una utilización de 
menos patrones para obtener la recta de calibración, debido al amplio rango de 
concentraciones en que esta técnica presenta una respuesta lineal. Estas ventajas hacen de 
la potenciometría una técnica muy apropiada en monitorización. 
Por otro lado, presenta problemas como la formación de burbujas, ruido eléctrico 
externo y la aparición de potenciales de corriente. Las burbujas producen variaciones 
grandes y bruscas en la medida del potencial, razón por la cual es necesario el uso de un 
desburbujeador. El ruido eléctrico externo puede producir inestabilidad en la señal generada 
por el electrodo. 
Los potenciales de corriente son una diferencia de potencial generada cuando una 
disolución fluye entre dos extremos de un tubo, y desaparece cuando se detiene el 
movimiento de la disolución. Depende de factores como el caudal, la conductividad o los 
tubos. También la bomba peristáltica produce oscilaciones en dicho potencial que 
desestabilizan el sistema de detección. 
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7. Parte experimental 
En este apartado se describen tanto la preparación de los sensores para construir la 
matriz de sensores, los patrones de entrenamiento hasta la optimización del sistema FIA y el 
diseño de los experimentos de adsorción en columna. 
7.1. Descripción de la matriz de sensores 
Para el desarrollo de la matriz de sensores se preparan diferentes tipos de electrodos 
selectivos de iones, todos ellos de configuración tubular para ser utilizados en FIA. 
En primer lugar se preparan electrodos de membrana cristalina heterogénea 
selectivos a ion cobre (II) basados en un composite de Ag2S-CuS y resina epoxy. Por otro 
lado se preparan electrodos de membrana polimérica para calcio (II), zinc (II) y sensores de 
tipo genérico. Los materiales y productos utilizados se presentan en el Anexo A. 
Los componentes de cada membrana polimérica y su composición se especifican en la 
Tabla 7.1. 
 
Sensor Ionóforo (%) Plastificante (%) 
PVC 
(%) Referencia 
Ca2+ (1,2) CaBTMBPP (7) DOPP (63) 30 [5], [6] 
Tetra Tetra (2,3)a BPA (63,2) 34,5 [5], [7] 
Furano Furil (4) a DBP (62) 34,5 [5], [7] 
Zn2+ (1) TBTD (2,3)a NPOE (53,62) 40,22 [5], [7] 
Zn+2 (2) TMDPDADS b DBBP (41,4) 55,25 [5], [7] 
Tabla 7.1 Composición de las membranas poliméricas para los sensores de 
membranas de PVC 
 
aIncluye como aditivo KTCPB 
bIncluye como aditivo NaTB 
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7.1.1. Preparación del cuerpo de los electrodos tubulares: 
Se trata de un electrodo a través del cual pasa el flujo de muestra; para ello se utiliza 
un anillo de metacrilato con un agujero en el cual se encaja el conector eléctrico, que 
asegura el contacto entre electrodo y sistema de medida.  
El transductor (soporte para la membrana conductora) se prepara a partir de una 
mezcla formada por grafito en polvo y una mezcla de resina epoxy (Araldit M y endurecedor 
HR mezclados en proporción 1:0,4) en proporción 1:1. Con esta pasta de epoxy-grafito se 
rellena el interior del anillo de metacrilato y se deja 24 h en la estufa a 40 ºC para que cure la 
resina. Una vez completado el curado, se pule cada cara del soporte del electrodo para 
eliminar el exceso de pasta y conseguir una superficie regular/lisa; a continuación se le da 
una capa de resina epoxy (Araldit M y endurecedor HR en proporción 1:0,4) a cada cara 
para aislarlo eléctricamente, y se deja a curar en las mismas condiciones de antes. 
En estas condiciones el soporte físico para la membrana del electrodo esta listo; solo 
es necesario abrir un orificio de 1,75 mm de diámetro en el centro en un torno, donde se 
alojará la membrana y a través de la cual circulará el flujo que transporta la muestra. 
 
7.1.2. Preparación de los sensores de membrana cristalina 
En primer lugar se prepara una mezcla equimolar de CuS y Ag2S. Estas se dispersan 
en la resina epoxy (la misma que la indicada en el apartado anterior) siguiendo la 
proporción: 0,325 g de CuS/Ag2S y 0,2 g de la resina. Esta preparación se deja curar 24h en 
la estufa a 40 ºC y se usa para rellenar el orificio de 1,75 mm de diámetro en el centro del 
soporte preparado según el apartado anterior. Finalmente se abre un nuevo orificio de 0,75 
mm de diámetro en el torno. 
 
7.1.3. Preparación de los sensores de membrana de PVC 
Para depositar la membrana en el orificio se añadirá una gota del cóctel preparado 
en el orificio, y se hará circular por el interior hasta que se seque el disolvente orgánico y se 
adhiera a la superficie interior del orificio. Se repite el proceso gota a gota hasta que se 
forme una película de membrana plástica. Se observará una reducción importante del 
diámetro del orificio cuando la membrana se haya depositado correctamente. 
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El último paso para completar la construcción de los electrodos es el 
condicionamiento; el electrodo debe permanecer 24 horas en contacto con una disolución 
del ion para el cual es selectivo el electrodo. En este caso, trabajando con un sistema FIA, 
se mantiene un flujo constante de la disolución del metal correspondiente (0,1M) 
recirculando a través de los sensores durante 24 horas. 
 
7.1.4. Caracterización previa de los diferentes sensores 
Una vez condicionados se realiza una calibración para cada tipo de los sensores con 
disoluciones patrón del metal correspondiente de concentraciones 10-5M, 10-4M, 10-3M y     
10-2M, para evaluar el comportamiento de los sensores preparados. En la Figura 7.1 se 
representa la respuesta de los sensores Zn (1) y Zn (2) a los iones Zn2+. 
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Figura 7.1 Fiagrama de la respuesta de los sensores de membrana polimérica 
selectivos a Zn2+ 
Para los sensores de zinc se distinguen claramente los picos correspondientes a cada 
patrón y los saltos por cada orden de concentración. En la Figura 7.2 se representa el 
potencial para cada pico respecto el logaritmo de la concentración:  
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y = 29,46x + 275,02
R2 = 0,9964
y = 30,74x + 297,07
R2 = 0,9944
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Figura 7.2 Caracterización de los sensores de Zn2+ 
 
Se obtiene una pendiente cercana a 30 mV/dec para ambas rectas, valor teórico 
según la ecuación de Nernst para iones divalentes. Por lo tanto, los sensores para zinc 
presentan respuesta nernstiana. 
La caracterización para el resto de sensores utilizados en este proyecto se puede consultar 
en el Anexo C. 
 
 
 
 
 
 
 
 
Pág. 52  Memoria 
 
7.2. Generación de la información: 
 
Para obtener la información necesaria sobre las variables del sistema mediante la 
aplicación de los sensores dispuestos, ha de prepararse una serie de disoluciones de 
concentración conocida de las especies que cuantificarán la lengua y que servirán para 
entrenar o calibrar el sistema. La elección del conjunto de patrones es crítica, ya que debe 
definirse el rango de concentraciones (dominio experimental o espacio de los experimentos) 
considerando que estos deben contener las diferentes especies a determinar y cubrir un 
amplio intervalo de concentraciones para cada especie. 
Estos patrones se prepararon de forma manual a partir de disoluciones concentradas 
de cada analito. Para encontrar el número de muestras adecuado para cubrir el espacio a 
entrenar el mejor método son los diseños factoriales completos (DFC).  
El número de experimentos determinado en un DFC aumenta de manera 
exponencial con el número de factores (analitos a determinar); por ejemplo, para el caso de 
cuatro analitos y dos niveles de concentración el número de experimentos es de 16, 
mientras que si aumentamos a tres niveles, el número de experimentos se incrementa a 81. 
Esto supone un problema, ya que el primer caso no sirve para definir correctamente el 
dominio experimental del problema, mientras que el segundo supone un número de 
muestras que puede ser inviable llevar a la práctica. Para remediar este inconveniente se 
usan los diseños factoriales fraccionados (DFF), que consisten en una selección del diseño 
completo. 
Disminuir las medidas realizadas para el entrenamiento supone limitar el acceso a 
parte de la información; por eso es importante seleccionar adecuadamente el rango de 
concentraciones de las muestras que intervendrán en el entrenamiento, para que la red 
neuronal artificial sea capaz de generalizar y prescindir de los puntos que no han 
participado. 
 Para la lengua electrónica desarrollada se usa un DFC con 6 niveles de 
concentración y dos factores (corresponden a las especies analizadas), lo que supone un 
total de 36 disoluciones (mezclas de Cu2+ y Ca2+) preparadas a partir de una disolución 1M 
de cada metal. El rango de concentraciones para estos patrones se encuentra entre 0 y 60 
ppm (0-0,0150 M) para Ca2+ y de 0 a 96 ppm (0-0,0150M) para Cu2+. 
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En la tabla 7.2 se detalla la composición de cada patrón preparado para el entrenamiento. 
En el anexo A se dan más detalles sobre su preparación. 
 
Nº 
[Ca2+] 
(mM) 
[Ca2+] 
(ppm) 
[Cu2+] 
(mM) 
[Cu2+] 
(ppm) 
 Nº 
[Ca2+] 
(mM) 
[Ca2+] 
(ppm) 
[Cu2+] 
(mM) 
[Cu2+] 
(ppm) 
1 0,00 0,00 0,19 12,14  19 0,76 30,26 0,05 3,53 
2 0,01 0,40 0,45 29,38  20 0,80 32,02 0,32 20,76 
3 0,05 2,16 0,71 46,61  21 0,84 33,77 0,58 37,99 
4 0,10 3,91 0,97 63,84  22 0,89 35,53 0,84 55,22 
5 0,14 5,67 1,24 81,07  23 0,93 37,28 1,11 72,46 
6 0,19 7,42 1,50 98,30  24 0,97 39,04 1,37 89,69 
7 0,23 9,18 0,14 9,27  25 1,02 40,80 0,01 0,66 
8 0,27 10,94 0,40 26,50  26 1,06 42,55 0,27 17,89 
9 0,32 12,70 0,67 43,74  27 1,11 44,31 0,54 35,12 
10 0,36 14,45 0,93 60,97  28 1,15 46,07 0,80 52,35 
11 0,40 16,21 1,19 78,20  29 1,19 47,82 1,06 69,58 
12 0,45 17,96 1,46 95,43  30 1,24 49,58 1,32 86,82 
13 0,49 19,72 0,10 6,40  31 1,28 51,34 0,00 0,00 
14 0,54 21,48 0,36 23,63  32 1,32 53,09 0,23 15,02 
15 0,58 23,23 0,62 40,86  33 1,37 54,85 0,49 32,25 
16 0,62 24,99 0,89 58,10  34 1,41 56,60 0,76 49,48 
17 0,67 26,75 1,15 75,33  35 1,46 58,36 1,02 66,71 
18 0,71 28,50 1,41 92,56  36 1,50 60,12 1,28 83,94 
 
Tabla 7.2 Concentración de los patrones para el entrenamiento 
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En la Figura 7.3 se representa la distribución de los patrones de entrenamiento en 
un plano donde el eje de abscisas corresponde a la concentración de Cu2+ y el de 
ordenadas a Ca2+. 
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Figura 7.3 Distribución de la composición de los patrones del conjunto de entrenamiento 
 
 
El total de patrones que forma el conjunto de entrenamiento se distribuirá en dos 
subconjuntos: entrenamiento y validación externa del modelo de respuesta obtenido. 
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7.3. Optimización del sistema FIA: 
 
Durante el transcurso de este proyecto se realizaron modificaciones en el sistema 
original [8] que afectaron a su ubicación y disposición iniciales, así como a las características 
de algunos elementos constructivos del circuito (tramos de tubo, válvulas, etc.);  de manera 
que se realizó un estudio de los parámetros que caracterizan el funcionamiento del sistema 
para comprobar que este siga ajustado a los valores adecuados, determinados 
anteriormente. 
 
7.3.1. Velocidad de la bomba 
Para la comprobación de la velocidad de la bomba se hacen circular dos patrones de 
Zinc de distinta concentración, 10-4 M y 10-3 M, obteniendo un pico para cada patrón, para 
dos caudales distintos. Los resultados se muestran en la figura Figura 7.4; corresponde al 
sensor “Zn (1) “, presentado en el apartado 7.1.4 (el mismo sensor se usará para el resto 
del estudio). 
100
110
120
130
140
150
160
170
600 800 1000 1200 1400 1600 1800 2000 2200 2400
t (s)
E 
(m
V) 60 mL/h
120 mL/h
 
Figura 7.4 Estudio de la velocidad de la bomba 
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En primer lugar se observa como el pico se forma más rápido y se completa antes a 
mayor velocidad de bomba. Al analizar los resultados obtenidos se observa que la línea 
base para cada ensayo es distinta, de modo que el valor absoluto de potencial no ilustra la 
diferencia entre picos, sino que hay que considerar la altura del pico relativo a la línea base. 
Para el caudal de 120 mL/h se obtienen picos más estrechos y de mayor altura, por lo tanto, 
mayor sensibilidad en el análisis; también se comprueba que en este último caso el 
incremento de potencial entre patrones se aproxima al valor teórico para este caudal. 
 
7.3.2. Tiempo de inyección 
Otro parámetro que podría verse afectado es el tiempo de inyección, este es el 
tiempo durante el cual las válvulas solenoides permanecen abiertas, permitiendo la entrada 
de muestra al sistema. Este tiempo regula el volumen de muestra inyectado, de manera que 
su optimización es necesaria para ajustar la cantidad de muestra suficiente para obtener un 
pico FIA. 
Para el estudio de este parámetro se inyectaran sucesivamente distintos volúmenes 
de una disolución de zinc 10-3 M, correspondientes a tiempos de apertura de válvula de 20 s, 
40 s, 60 s, 80 s, 100 s, 120 s y 140 s para un caudal de 120 mL/h. En la Figura 7.5 se 
muestra el resultado de los picos a distintos tiempos de inyección.  
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Figura 7.5 Efecto del tiempo de inyección en la altura y forma de pico 
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En la Figura 7.6 se superpone la respuesta estacionaria con los picos resultado de tiempos 
de inyección de 20 s, 40 s, 60 s y 80 s.  
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Figura 7.6 Efecto del tiempo de inyección en la altura y forma con los picos superpuestos 
 
Se observa que a partir de 80 s de inyección empieza a observarse una 
estabilización en el potencial que corresponde al principio de la fase estacionaria, de manera 
que ya no se aprecia un pico perfectamente definido. Además, a partir de este punto la 
altura de pico prácticamente no varía. 
Todo pico FIA debe cumplir que su valor máximo sea como mínimo el 95% del valor 
en estado estacionario. Las dos medidas anteriores, para tiempos de 40 s y 60 s, cumplen 
este requisito: 
- Valor en estado estacionario: 175 ± 1 mV  95% corresponde a 166,25 ± 1 mV 
- Pico FIA para 40 s: 168,50 mV 
- Pico FIA para 60 s: 171,32 mV 
Un tiempo de apertura de 40 s seria suficiente, pero viendo que estos resultados no 
suponen una diferencia significativa respecto al sistema original, se opta por mantener el 
tiempo de inyección en 60 s. 
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7.4. Diseño de los experimentos de adsorción en columna: 
 
Para llevar a cabo los experimentos de adsorción se siguieron las indicaciones 
establecidas en la bibliografía, esto es, misma configuración del sistema FIP utilizado en [5], 
[8] (ver Anexo C). Todos los experimentos en columna fueron en columna de vidrio de 72 
mm de largo y 10 mm de diámetro interior (Omnifit) uniformemente empaquetadas con 1,3 g 
de raspo de uva (tamaño de partícula 0,8-1,0 mm) tratadas como se indica en la bibliografía 
[5], [8]. Durante el proceso de adsorción en columna, la disolución acuosa de Cu (II) de 35 
ppm se bombeaba a través de la columna a un flujo constante de 30 mL/h. Todos los 
experimentos se llevaron a cabo a temperatura ambiente. Se realizaron algunas 
modificaciones sobre el desarrollo del experimento para adaptarlo a las necesidades del 
caso que nos ocupa y mejorar la obtención de los datos: 
1. Antes de empezar un experimento de adsorción en columna, se hará circular la 
mezcla formada por disolución portadora e ISA durante un tiempo, de manera que 
se alcance una línea base estable en todos los sensores. 
2. A continuación se hará circular agua a partir del tramo de toma de muestra, 
realizando la carga justo después de la columna; esto permitirá verificar que no haya 
ninguna irregularidad en todo el circuito (algún punto de pérdidas, contaminación, 
etc.) 
3. Una vez completadas la verificación y preparación del sistema, se bombea la 
disolución de carga y empieza la adsorción en la columna. En la primera hora de 
experimento se realizarán múltiples medidas de las muestras que se van tomando al 
inicio del experimento de forma continua; por experiencia se sabe que el Ca2+ se 
libera del raspo de uva con rapidez, de manera que tomar un gran número de 
medidas al principio del proceso de adsorción permite apreciar la liberación del Ca2+. 
4. A partir de aquí se repite el mismo procedimiento: una medida de patrones y una 
medida de muestra. 
a. La medida de patrones permite confirmar el buen funcionamiento de los ISE 
y visualizar la deriva en la señal. Para ello se usarán dos patrones, uno para 
cada especie, de concentración 10-4M; no es conveniente usar un patrón 
más concentrado, pues la respuesta seria mayor, y por lo tanto, mayor 
tiempo para recuperar la línea base. En caso de no recuperar la línea base, 
las medias posteriores podrían quedar distorsionadas. 
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En la Figura 7.7 se muestra una calibración realizada durante un ensayo de adsorción en 
columna, donde se hacen circular dos patrones 10-4M y 10-3M de calcio y a continuación dos 
patrones de cobre de la misma concentración. 
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Figura 7.7 Medida de los patrones de iones Ca2+ y Cu2+ durante el ensayo 
Se observa que cada electrodo presenta una respuesta nernstiana hacia el ion al cual es 
selectivo mientras que la respuesta cruzada hacia el otro ion existe pero es sensiblemente 
menor. 
b. La medida de muestra se realiza después de la calibración, una vez 
transcurrido el tiempo de estabilización adecuado, y consiste en un doble 
pico como el que se muestra en la Figura 7.8. 
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Figura 7.8 Fiagrama obtenido para dos muestras con dos doble picos consecutivos 
Ca2+ Cu2+ 
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Se espera de nuevo un tiempo para la estabilización de la línea base y se 
repite de nuevo el procedimiento, repitiendo un nuevo ciclo de calibración y medida 
de muestra. 
 
5. Siempre que no se realiza una toma de muestras, el flujo que sale de la columna se 
dirige a deshecho o, cuando se considere necesario a un colector de fracciones 
donde cada cierto tiempo se tomará una muestra independiente del sistema. Esta 
muestra se usará posteriormente para determinar la concentración de cada ion 
mediante un método de referencia, la espectroscopia de absorción atómica (AAS, 
Atomic Absorption Spectroscopy) para así validar las determinaciones de Cu2+ en 
este proyecto. 
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8. Tratamiento de los datos mediante una red 
neuronal artificial: 
 
Entre todas las medidas potenciométricas obtenidas en las disoluciones 
preparadas para la construcción del modelo de respuesta de la lengua electrónica, solo 
una parte se destina al entrenamiento; un grupo de patrones que no forman parte del 
entrenamiento se usa como conjunto de validación externa para evaluar la capacidad de 
predicción del modelo desarrollado. Las medidas que participan en cada proceso se 
seleccionan aleatoriamente evitando patrones con máximos y mínimos para eliminar 
cualquier extrapolación. De los 36 patrones (mezclas de Cu2+ y Ca2+), 27 se usarán para 
el entrenamiento y los 9 restantes para la validación externa. 
La calidad del modelo se evalúa mediante los datos de las muestras reservados 
para la validación externa, aquellos que no han participado en el entrenamiento. Se 
representan los valores de concentración teóricos (esperados) respecto a los valores 
predichos por el modelo construido. Si los valores proporcionados por el modelo se 
ajustan correctamente a la realidad, se obtendrá una recta de pendiente unitaria y 
ordenada al origen cero con un coeficiente de regresión adecuado. Otro factor a tener en 
cuenta es el valor de la raíz del error cuadrático medio (RMSE,  root mean squared 
error): 
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 (Ec. 8.1) 
Donde iy  es el valor de concentración predicho, yˆ  es el valor teórico y n el número de 
muestras tratadas en la validación externa. 
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8.1. Construcción de la lengua electrónica mediante Easynn-
plus: 
A partir de los datos obtenidos se construye el modelo de respuesta basado en la 
aplicación de redes neuronales artificiales, mediante el programa Easynn-plus [9]. Este 
programa usa un algoritmo de aprendizaje supervisado del tipo retropropagación de errores 
(Backpropagation), para crear una red neuronal artificial con 6 neuronas en la capa de 
entrada (una por cada sensor) y 2 neuronas en la capa de salida (una para cada ion). El 
resto de caracteríosticas de la red neuronal serán determinadas por el programa y se 
presentarán en la discusión de resultados. En el Anexo F se encuentran detalles acerca del 
protocolo de funcionamiento del programa. 
 
8.2. Construcción de la lengua electrónica mediante Octave: 
 En este apartado se construirá el modelo de respuesta basado en la aplicación de 
redes neuronal mediante la aplicación Neural Network Package para Octave [10]. 
 Octave o GNU Octave es un programa libre destinado al cálculo numérico, 
equivalente a MATLAB (este es considerado su equivalente comercial). Dispone de una 
interfaz sencilla, orientada a la línea de comandos que permite ejecutar órdenes en modo 
interactivo para la resolución de problemas numéricos, lineales y no lineales; además 
permite la ejecución de scripts. Octave posee una gran cantidad de herramientas que 
permiten resolver problemas de algebra lineal, cálculo de raíces de ecuaciones no lineales, 
integración de funciones ordinarias, manipulación de polinomios, integración de ecuaciones 
diferenciales ordinarias y ecuaciones diferenciales algebraicas. Sus funciones también se 
pueden extender mediante funciones definidas por el usuario escritas en el lenguaje propio 
de Octave o lenguajes como C, C++ y Fortran entre otros. 
 Octave nació en 1988 y fue concebido originalmente para ser usado en un curso de 
diseño de reactores químicos para los alumnos de Ingeniería Química de la Universidad de 
Texas y la Universidad de Wisconsin-Madison. 
En Octave-Forge [11] se encuentran todos los complementos disponibles para Octave, entre 
ellos nnet: Neural Network Package, un complemento que permite crear una red neuronal 
artificial feedforward, entrenarla y usarla posteriormente para obtener los resultados 
deseados a partir de los datos de entrada fijados en el entrenamiento. 
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Se creará una red neuronal artificial feedforward con 6 neuronas en la capa de 
entrada (una por cada sensor) y 2 neuronas en la capa de salida (una para cada ion). Otras 
características de la red neuronal como son el número de neuronas en la capa oculta y las 
funciones de transferencia de la capa oculta y de la capa de salida deberán seleccionarse 
mediante un estudio para determinar la configuración que proporciona mejores resultados. 
Para ello se realizará una función para Octave que realizará las siguientes tareas: 
 Leer los datos que corresponden a la concentración de cada patrón y la señal para 
cada sensor a partir de un archivo de texto 
 Dividir los datos en tres conjuntos: entrenamiento, validación interna y validación 
externa 
 Crear la estructura de la red neuronal, según el número de neuronas en la capa 
oculta definido 
 Entrenar y validar la red creada mediante los datos previamente introducidos 
 Simular las concentraciones de cada ión a partir de los datos de validación externa 
 Por último devolver como resultado un archivo de texto que contenga todos los datos 
predichos por la lengua electrónica junto a los datos previstos a fin de comparar el 
ajuste del modelo a los valores reales 
Los resultados predichos por la lengua electrónica se graficarán respecto los datos 
previstos. Para evaluar el ajuste de los datos para cada configuración se tendrán en cuenta 
la pendiente, la ordenada al origen y el coeficiente de correlación, así como el error medio 
cuadrático (RMSE). Cuanto mejor se ajusten los valores calculados por la lengua a los datos 
previstos, el gráfico tenderá a ser una diagonal de pendiente 1, ordenada al origen 0 y un 
coeficiente de correlación 1. 
Este proceso (entrenamiento, validación interna y validación externa) se realizará tres 
veces, y los valores de los parámetros considerados para su evaluación serán el promedio 
de las tres réplicas. Esto es así para garantizar que los resultados predichos por el modelo 
sean más representativos posibles y no fruto de un único valor. 
En primer lugar se deberá determinar la estructura de la red neuronal que 
proporcione mejores resultados ya que, a diferencia de Easynn-plus, Octave no propone 
directamente una configuración concreta. Los parámetros a elegir en este punto del proceso 
son: 
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• Funciones de transferencia de las capas oculta y de salida 
• Número de neuronas en la capa oculta 
• Otros parámetros para el entrenamiento como el número de ciclos, umbral de error, 
velocidad de entrenamiento, etc… 
 
8.2.1. Determinación de la estructura de la red neuronal artificial: 
 En primer lugar se determinará la mejor configuración para las capas oculta y de 
salida respecto a las funciones de transferencia; se usarán las funciones tansig, purelin y 
logsig en las nueve combinaciones posibles, y en cada combinación se evaluarán de 3 a 12 
neuronas en la capa oculta. Para esta primera selección solo se usará el error cuadrático 
medio correspondiente a las muestras que han participado en el entrenamiento, como 
puede verse en las  Figuras 8.14, 8.15 y 8.16. 
 
  
 
Figura 8.14 Error medio cuadrático del conjunto de entrenamiento para la función Tansig en la 
capa oculta y el resto de combinaciones para la de salida 
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Figura 8.15 Error medio cuadrático del conjunto de entrenamiento para la función Purelin en la 
capa oculta y el resto de combinaciones para la de salida 
  
 
 
 
 
 
Figura 8.16 Error medio cuadrático del conjunto de entrenamiento para la función Logsig en la 
capa oculta y el resto de combinaciones para la de salida 
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Para resumir todos estos resultados, en la Tabla 8.1 se presentan los mejores 
resultados obtenidos para cada combinación de funciones en las capas oculta y de salida. 
 
 
 
 
 
 
 
 
 
Tabla 8.1 Resumen de los mejores resultados para cada combinación 
Los casos 2 y 8 se distinguen claramente del resto, pues se obtienen errores tres 
veces más pequeños aproximadamente. Entre ellos los resultados son similares, de modo 
que se seguirá el estudio para ambos: tansig – purelin y logsig – purelin.  
 
El siguiente paso es graficar la pendiente, la ordenada al origen y el coeficiente de 
correlación para ambas configuraciones. Mediante el coeficiente de regresión se hará una 
primera selección del número de neuronas en la capa oculta que mejor ajustan los datos a 
los valores esperados; con la pendiente y la ordenada al origen se escogerá la estructura 
concreta con la que todos estos parámetros se acercan más al valor ideal para ambos 
iones. 
En la Figura 8.17 se muestran estos gráficos para la configuración tansig-purelin. 
Mínimo RMSE (mM) 
Nº 
Configuración 
Capa oculta / capa salida Ca2+ Cu2+ 
1 tansig – tansig 0,1934 0.1943 
2 tansig – purelin 0,0553 0,0590 
3 tansig – logsig 0,1579 0,1977 
4 purelin – tansig 0,2637 0,2351 
5 purelin – purelin 0,1866 0.1189 
6 purelin – logsig 0,1825 0,1938 
7 logsig - tansig 0,1554 0,1806 
8 logsig – purelin 0,0599 0,0311 
9 logsig - logsig 0,1455 0,1813 
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Figura 8.17 Pendiente, ordenada al origen y coeficiente de correlación para el conjunto de 
entrenamiento para la configuración Tansig-Purelin 
 
Para el modelo tansig – purelin el mejor ajuste para ambos iones se alcanza para las 
configuraciones de 4, 8, 9, 10 y 12 neuronas en la capa oculta. Comparando los valores de 
la pendiente para estos casos, los resultados más cercanos a la pendiente unitaria en 
ambos iones se obtienen para 8 y 12 neuronas en la capa oculta; lo mismo se observa al 
comparar en que caso la ordenada al origen se encuentra más próxima a cero. Habiendo 
llegado a esta conclusión, se tendrá en cuenta nuevamente el error medio cuadrático para 
escoger finalmente la mejor configuración; en este caso, en la Figura 8.18 se usa el error 
cuadrático medio de las muestras que han participado en la validación externa. 
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Figura 8.18 Error medio cuadrático del conjunto de validación externa para la configuración 
Tansig-Purelin 
 
El error es inferior para una configuración de 12  neuronas en la capa oculta. La 
Tabla 8.2 resume los valores de los distintos parámetros en función del número de 
neuronas en la capa oculta para la combinación tansig- purelin. 
 
Tabla 8.2 Comparación de distintos número de neuronas en la capa oculta para la 
configuración tansig - purelin 
A continuación se procederá de la misma manera para la combinación logsig – purelin, 
mostrando la pendiente, la ordenada al origen y el coeficiente de correlación en la Figura 
8.19: 
 
Pendiente 
Ordenada al 
origen 
Coeficiente de 
correlación 
RMSE (mM) Nº neuronas 
capa oculta 
Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ 
4 0,9553 0,9364 0,0250 0,0347 0,9805 0,9955 0,1912 0,1064 
8 0,9920 1,0059 0,0054 0,0136 0,9907 0,9966 0,2342 0,1455 
9 0,9815 0,9675 -0,0010 0,0465 0,9861 0,9850 0,2981 0,1799 
10 0,9504 0,9986 0,0360 0,0017 0,9939 0,9961 0,2707 0,1156 
12 0,9995 0,9999 0,0006 -0,0001 0,9999 0,9999 0,1659 0,1078 
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Figura 8.19 Pendiente, ordenada al origen y coeficiente de correlación del conjunto de 
entrenamiento para la configuración Logsig-Purelin 
 
Para el modelo logsig – purelin el mejor ajuste para ambos iones se alcanza para las 
configuraciones de 3, 4 y 8 neuronas en la capa oculta. Comparando los valores de la 
pendiente para estos casos, los resultados más cercanos a la pendiente unitaria en ambos 
iones se obtienen para 4 neuronas en la capa oculta; lo mismo se observa al comparar en 
que caso la ordenada al origen se encuentra más próxima a zero. 
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Figura 8.20 Error medio cuadrático del conjunto de validación externa para la configuración 
Logsig-Purelin 
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En este caso, de las tres posibilidades analizadas resulta que el error medio cuadrático es 
inferior para 8 neuronas, según se ve en la Figura 8.20. 
En la Tabla 8.3 se resumen los valores de todos los parámetros para los casos 
considerados. 
Tabla 8.3 Comparación de distintos número de neuronas en la capa oculta para la 
configuración logsig – purelin 
 
Al final se obtienen dos configuraciones con 12 y 8 neuronas en la capa oculta y 
función de transferencia de la capa oculta tansig o logsig; tienen en común purelin como 
función de transferencia en la capa de salida. Son configuraciones muy similares (ver Tabla 
8.4) respecto los parámetros estudiados, sin embargo, se observan pequeñas diferencias 
que hacen que la primera sea mejor para Ca2+ y la segunda mejor para Cu2+. 
 
Tabla 8.4 Comparación de las dos estructuras desarrolladas 
 
 
 
Pendiente 
Ordenada al 
origen 
Coeficiente de 
correlación 
RMSE (mM) Nº neuronas 
capa oculta 
Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ 
3 0,9611 0,9944 0,0247 0,0021 0,9766 0,9964 0,1793 0,0460 
4 0,9946 0,9939 0,0168 0,0028 0,9808 0,9978 0,2732 0,0331 
8 0,9719 0,9730 0,0070 0,0203 0,9946 0,9925 0,2151 0,0846 
pendiente 
Ordenada al 
origen 
Coeficiente de 
correlación 
RMSE (mM) Funciones de 
transferencia 
N 
Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ Ca2+ Cu2+ 
tansig – purelin 12 0,9995 0,9999 0,0006 0,0001 0,9999 0,9999 0,1659 0,1078 
logsig - purelin 8 0,9719 0,9730 0,0070 0,0203 0,9946 0,9925 0,2151 0,0846 
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9. Discusión de resultados 
A continuación se muestran los resultados obtenidos del proceso de entrenamiento para 
cada programa para discutir la validez de los modelos de respuesta elaborados en cada 
caso. 
Posteriormente se presentan los resultados fruto de la aplicación de la lengua electrónica a 
la evolución del proceso de biosorción de Cu2+ en raspo de uva. 
 
9.1. Modelo desarrollado con Easynn-plus: 
Respecto a su arquitectura, se usa una capa oculta de 8 neuronas, una capa de 
entrada de 6 neuronas (cada una corresponde a la altura del pico que mide cada ISE) y 2 
neuronas en la capa de salida (una por analito). 
Otros parámetros determinados son la velocidad de entrenamiento 0,9 y el momento 
0,8. EasyNN-plus usa la función logística (logsig) como función de transferencia en las 
capas oculta y de salida.  
En la Figura 9.1 se observa un rápido descenso del error durante los primeros 100 
ciclos de entrenamiento, seguido de un periodo donde la disminución se ralentiza de forma 
considerable. 
 
Figura 9.1 Evolución del error durante el entrenamiento 
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Sin embargo, esto no impide lograr el objetivo fijado ya que todas las muestras de 
entrenamiento se encuentran por debajo del error marcado como puede verse en la Figura 
9.2: 
 
 
Figura 9.2 Resumen de los errores para cada patrón de entrenamiento 
 
Esto hace referencia a los errores de los patrones que han participado en el 
entrenamiento. Para valorar el modelo construido se usan los patrones del conjunto de 
validación externa; se introducen los datos obtenidos de la matriz de sensores para este 
conjunto de patrones y se aplica el modelo desarrollado con Easynn-Plus para calcular la 
concentración de cada patrón. Esta se representa respecto la concentración del patrón en la 
Figura 9.3., para comprobar si los valores de concentración predichos por la red neuronal 
artificial definida se ajustan a los valores previstos. 
El mismo tratamiento se aplica a los patrones de entrenamiento, resultados que pueden 
consultarse en el Anexo C. 
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Figura 9.3 Ajustes obtenidos para cada ión en el conjunto de validación externa 
 
Para ambos iones se obtienen buenos resultados, tanto para las muestras de entrenamiento 
como las de validación externa, en cuanto al coeficiente de regresión, la pendiente y la 
ordenada al origen. 
 Otra información que permite extraer el programa es la importancia de cada variable 
de entrada y su sensibilidad. Según la Figura 9.4 los dos sensores con mayor influencia 
sobre la respuesta son dos sensores específicos, el primero para cobre, el segundo para 
calcio. El segundo sensor para calcio se encuentra en la tercera posición, mientras que el 
otro sensor específico a cobre es el último en importancia, incluso por detrás de los 
sensores genéricos. 
 
y = (1,03±0,04)·x - (2,8·10-3±3·10-3) 
R2 = 0,985 
y = (1,04±0,04)x - (0,04±3·10-3) 
R2 = 0,984 
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Figura 9.4 Importancia de cada variable 
 
Respecto a la sensibilidad, de la Figura 9.5 destaca que los dos sensores 
específicos para calcio son los que mayor discrepancia presentan en el resultado final 
cuando se produce un cambio en la señal de entrada. Un comportamiento contario al que 
muestran los dos sensores para cobre, que para un cambio de la misma magnitud en la 
entrada apenas se modifica la respuesta, comparado con los de calcio. Los sensores de 
calcio son más sensibles, y esto significa que una variación en el potencial conlleva una 
diferencia mayor en el valor de la concentración de calcio que proporcionan. De modo que 
estos se ven más influenciados por la presencia de interferentes que los sensores de cobre. 
Los dos sensores genéricos se encuentran en un punto intermedio. 
 
 
 
Figura 9.5 Análisis de sensibilidad para cada variable de entrada 
 
 
2  Cu (1)   54.6265 
3  Ca (1)   53.9419 
6  Ca (2)   46.0105 
7  Tetra   35.0759 
4  Furano   21.7276 
5  Cu (2)   17.8870 
          3               Ca (1)               151.6400               209.1640           0.495814770 
          6               Ca (2)               132.4440               165.6810           0.451429829 
          4               Furano               106.0160               127.1580           0.263712864 
          7               Tetra               128.9420               185.7850           0.249593736 
          2               Cu (1)               147.3920               191.9780           0.047272320 
          5               Cu (2)               138.7670               195.9020           0.024738583 
Aplicación de lenguas electrónicas en la monitorización de procesos de biosorción de metales Pág. 77 
 
9.2. Modelo desarrollado con Octave 
A partir del algoritmo de entrenamiento, validación y simulación establecido y definido 
en el apartado 8.2 se han seleccionado dos posibles configuraciones en la fase de 
entrenamiento. A continuación se discute cual es la mejor configuración en función de los 
resultados de la validación externa, al igual que en el apartado anterior. En la Figura 9.6 se 
presentan para la configuración logsig – purelin: 
 
 
Figura 9.6 Ajustes obtenidos para cada ión en el conjunto de validación externa para la 
configuración logsig – purelin 
 
 
 
y = (0,99±0,04)·x - (0,01±3·10-3) 
R2 = 0,987 
y = (1,01±0,04)·x - (1·10-4±3·10-3) 
R2 = 0,98 
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En la Figura 9.7 se muestran estos resultados para la confguración tansig – purelin: 
 
 
Figura 9.7 Ajustes obtenidos para cada ión en el conjunto de validación externa para la 
configuración tansig - purelin 
   
A la vista de estos resultados, finalmente se utilizará la red neuronal que tiene como 
funciones de transferencia en las capas oculta y de salida Logsig y Purelin respectivamente, 
ya que se obtienen mejores valores de pendiente, ordenada y coeficiente de regresión en la 
validación externa. 
En el Anexo C se pueden consultar estos resultados para los patrones del conjunto de 
entrenamiento para ambas configuraciones. 
y = (1,01±0,04)·x - (0,03±3·10-3) 
R2 = 0,951 
y = (1,10±0,04)·x + (0,10±3·10-3) 
R2 = 0,969 
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9.3. Aplicación al proceso de biosorción de Cu (II) en raspo 
de uva: 
  
Finalmente se aplica todo el conjunto, FIA y lengua electrónica, para monitorizar la 
eliminación de iones Cu2+ de una solución acuosa, su adsorción en una columna rellena de 
raspo de uva y la liberación de iones Ca2+. Como se explica en el apartado 7.4 de la 
memoria, se mide regularmente la muestra que sale de la columna mediante la matriz de 
sensores, obteniendo los valores de potencial a introducir en la red neuronal artificial. En las 
figuras 9.8 y 9.9 se muestra la evolución del potencial medido durante el proceso de 
adsorción para un sensor de cobre y otro de calcio. 
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Figura 9.8 Respuesta medida por el sensor Cu (1) 
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Figura 9.9 Respuesta medida por el sensor Ca (1) 
 
Cada toma de muestras conlleva un doble pico producido por el sistema de 
detección. El promedio del valor de cada pico se usará como potencial para un sensor 
determinado en ese instante de tiempo 
A medida que se hace circular Cu2+ a través de la columna se produce un proceso de 
intercambio iónico por el cual los iones Cu2+ quedan retenidos por el biosorbente, y estos 
desplazan H+ y Ca2+. De manera que en la primera parte del experimento se debe observar 
como la concentración de Ca2+ aumenta hasta alcanzar un máximo; llegado a este punto 
disminuye y tiende a cero a medida que se completa la liberación de Ca2+. Para los Cu2+, al 
principio del proceso de intercambio todos los iones Cu2+ quedan retenidos, de manera que 
no se detecta su presencia en el flujo de salida; a medida que se satura la columna empieza 
a pasar Cu2+ por el sistema  de detección, de manera que su concentración aumenta 
progresivamente hasta alcanzar el nivel de la concentración de carga en el momento en que 
la columna no es capaz de retener, y la solución de entrada no se ve alterada. 
A continuación se muestra la curva de ruptura para la adsorción de Cu2+ en raspo de 
uva y el perfil de Ca2+ respecto al tiempo, para cada programa utilizado. Los valores 
obtenidos para el Cu2+ por la lengua electrónica se comparan con los valores determinados 
mediante un método de referencia: espectroscopia de absorción atómica. 
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9.3.1. Resultados mediante Easynn-plus 
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Figura 9.10 Curva de ruptura calculada mediante Easynn-plus 
Los valores predichos por Easynn-plus para el Cu2+ se ajustan a los resultados 
obtenidos por absorción atómica (ver Figura 9.11), con un margen de error aceptable. De 
manera que consideramos que los resultados obtenidos mediante la lengua electrónica son 
válidos para representar el proceso de biosorción llevado a cabo en la columna. 
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Figura 9.11 Comparación entre los resultados calculados con Easynn-plus y los determinados 
por AAS para los iones Cu2+ 
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Como se ha comentado anteriormente, la adsorción de Cu2+ de la solución de carga 
implica un proceso de intercambio iónico donde el Ca2+ presente en la estructura original del 
raspo de uva es liberado. Por lo tanto, antes del tiempo de ruptura la concentración de Ca2+ 
alcanza un máximo a partir del cual el incremento en la concentración de Cu2+ (y 
disminución de la concentración de Ca2+) indica el agotamiento de la capacidad de 
adsorción de la columna. El tiempo de agotamiento es de unas 12 horas que corresponde a 
un volumen de 320 mL. 
  
9.3.2. Resultados obtenidos mediante Octave: 
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Figura 9.12 Curva de ruptura calculada mediante Octave 
 
Para la lengua construida mediante la función de Octave se obtienen buenos 
resultados en cuanto al ajuste del Cu2+, comparado con los valores de referencia provistos 
por espectroscopia de absorción atómica mostrados en la Figura 9.13. 
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Figura 9.13 Comparación entre los resultados calculados con Octave y los determinados por 
AAS para los iones Cu2+   
El comportamiento observado sigue la tendencia que se espera como se ha descrito 
anteriormente, y se obtiene un resultado similar al del apartado anterior. 
 
9.3.3. Comparación entre los programas utilizados 
 
A nivel de funcionamiento se puede destacar: 
• EasyNN-Plus esta preparado para encontrar la configuración óptima para la red 
neuronal artificial, sin que el usuario deba trabajar en la decisión de parámetros que 
caracterizan la lengua electrónica. Esto hace que sea un software sencillo de 
manipular, pues no requiere de un gran conocimiento previo en la materia. Además, 
resulta interesante los resultados que proporciona como el análisis de importancia y 
sensibilidad de cada variable. 
• Para usar Octave es necesario que el usuario conozca mejor el funcionamiento de 
una red neuronal artificial, pues es imprescindible que este trabaje en la fase de 
entrenamiento de la lengua electrónica. Esto permite controlar de forma directa la 
estructura de la lengua electrónica, y ofrece la posibilidad de elegir parámetros que 
con EasyNN-Plus vienen predeterminados.  
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En la Figura 9.14 se grafica la curva obtenida para Cu+2 para cada programa. 
Análogamente se muestra la misma comparativa para el Ca+2 en la Figura 9.15. Cada curva 
se calcula con un programa distinto, pero partiendo de los mismos datos (lecturas de 
potencial de la matriz de sensores), de modo que pueden compararse ambos resultados. 
Para cada punto se calculará el error absoluto como la diferencia entre los valores obtenidos 
de cada programa. Las discrepancias observadas en cada caso son: 
• Para el cobre ambos programas describen el mismo comportamiento; se aprecian 
diferencias que implican un error promedio del 6,73% (2,35 ppm), obteniendo como 
máximo un error de 6,63 ppm. 
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Figura 9.14 Comparación de los resultados para Cu (II) obtenidos para cada programa 
 
• Para el calcio se observa un ajuste similar para ambos programas; las diferencias 
son pequeñas, lo que representa un error promedio de 0,35%  (1,79 ppm).  
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Figura 9.15 Comparación de los resultados para Ca (II) obtenidos para cada programa 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Pág. 86  Memoria 
 
 
 
 
 
 
 
 
 
 
 
Aplicación de lenguas electrónicas en la monitorización de procesos de biosorción de metales Pág. 87 
 
10. Presupuesto del proyecto 
En este apartado se desglosan los costes totales que han supuesto la realización del 
proyecto en costes de capital (equipos y material de laboratorio) y gastos de realización 
(reactivos, servicios, recursos humanos y otros gastos). 
Costes de capital 
Material y equipos Cantidad (ud) Coste unitario* (€/ud) Coste total (€) 
Refrigerador 1 2.340 2.340 
Ordenador 1 880 880 
Bomba peristáltica (8 canales) 2 2.800 5.600 
Colector de fracciones 1 5.200 5.200 
Cooldrive 1 115 115 
Balanza 1 600 600 
Electroválvulas (3 vias) 10 84,40 844 
Electroválvulas 
(2 vias, Normally closed) 
5 85,80 429 
Electroválvulas 
(2 vias, Normally Open) 
2 94,10 188,20 
Conector de ocho vías 2 263,52 527,04 
Desburbujeador Omnifit 1 78 78 
Celdas de metacrilato 4 50 200 
Conectores de tubos 
(bolsa 10 ud) 
1 18,11 18,11 
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Material y equipos Cantidad (ud) Coste unitario* (€/ud) Coste total (€) 
Electrodo de referencia Orion 
Ref: 90-02-00 
1 205,89 205,89 
Electrodo tubular 3 40 120 
pHmetro Orion 1 1117,03 1117,03 
Agitador-calefactor 1 280 280 
Estufa 1 685 685 
Vasos precipitados 8 2,50 20 
Envases de plástico 10 0,90 9 
Tubos de ensayo (500 ud) 2 69,78 139,56 
Micropipetas 1 245 245 
Microespátula 2 2,20 4,40 
Columnas Omnifit 2 266,45 532,9 
Matraz 1L 1 13,50 13,50 
Matraz 2L 1 20,10 20,10 
Papel Orion (15·3 cm) 1 12 12 
Parafilm 1 10 10 
Tubos de bomba (10 ud/bolsa) 1 30 30 
Tubos PTFE-teflón 0,8 mm 
(20 ud/bolsa) 
1 27,48 27,48 
  Subtotal: 20.491,21 € 
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Gastos de realización 
• Directos 
Reactivos Cantidad (ud) Coste unitario* (€/ud) Coste total (€) 
Cu(NO3)2·3H2O (s) 
(500g/ud) 1 26,58 26,58 
Ca(NO3)2·4H2O (s) 
(500g/ud) 
1 31,62 31,62 
NaNO3 (Kg/ud) 1 15,67 15,67 
  Subtotal 73,87 
 
Recursos humanos Cantidad (h) Coste unitario* (€/ud) Coste total (€) 
Personal taller 50 40 2.000 
Técnico laboratorio 20 50 1.000 
Experimentación 700 10 7.000 
Análisis teórico** 350 10 3.500 
  Subtotal 13.500 € 
   
 
Servicios   Coste total (€) 
Electricidad y agua   500 
  Subtotal 500 € 
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Otros gastos Cantidad (ud) Coste unitario* (€/ud) Coste total (€) 
Guantes (caja 100 ud) 4 9,50 38 
Impresión - - 65 
  
Subtotal: 103 € 
    
Coste global 
   
Coste total bruto   34.368,08 € 
I.V.A. (18%)   6186,25 
Coste global neto   40.854,33 
 
*Precios actualizados al año en curso 
**El término análisis teórico incluye documentación previa, tratamiento de datos y redacción 
del proyecto 
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11. Impacto ambiental 
 
Debido a la repercusión que implica toda actividad humana sobre el medioambiente 
es necesario adoptar prácticas correctas al trabajar en el laboratorio para gestionar de la 
mejor manera posible la generación de residuos y el consumo eléctrico.  
Siempre se ha procurado tomar consciencia de los recursos utilizados y el uso que 
se hacía de ellos para reducir en la medida de lo posible la generación de residuos, y 
reutilizar todo aquello que pudiera ser aprovechado (como puntas de pipeta, tubos, 
conectores, etc…). 
Todos los residuos líquidos se han recogido en bidones debidamente etiquetados en 
función de si contenían metales o se trataba de ácidos o bases, para su posterior 
tratamiento por parte de una empresa externa a la escuela. 
Tanto el vidrio como el raspo de uva utilizado, gestionado como sólido contaminante, 
son recogidos por una empresa externa. Para el resto de residuos, se han separado en 
vidrio, papel y plástico, y se ha utilizado el servicio de reciclado de la escuela, ya que nunca 
se ha generado una cantidad que hiciera necesaria la intervención de una empresa externa.  
Respecto al consumo energético, siempre se ha puesto atención a consumir de 
forma responsable según la necesidad del trabajo que se desarrollaba en cada momento y 
las condiciones del laboratorio. 
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12. Propuesta de continuidad 
 
Este apartado se dedica a remarcar los aspectos que se deberían trabajar para 
mejorar el sistema utilizado en este proyecto y sugerir las posibilidades a estudiar para 
aquellos que en un futuro sigan trabajando en la materia y empiecen nuevos proyectos. 
En este proyecto se ha implementado una lengua electrónica para la monitorización 
de los procesos de biosorción de metales por primera vez, de manera que el objetivo 
principal era aprender y sentar la base acerca del procedimiento a seguir. Por ello se ha 
trabajado con un sistema sencillo para verificar la validez de la lengua electrónica 
desarrollada, de modo que a partir de este punto se puede profundizar en determinadas 
cuestiones. 
Una posibilidad es trabajar más en la construcción del modelo de respuesta mediante 
el uso de redes neuronales artificiales. Aunque se han obtenido buenos resultados, 
programas como Octave permiten actuar sobre un mayor número de parámetros que 
determinan la configuración de la red neuronal. 
También se podría repetir el mismo ensayo usando metales distintos para la solución 
inicial de carga, y poder comparar los procesos de adsorción en raspo de uva para distintas 
soluciones de entrada.  
La opción más interesante es desarrollar lenguas electrónicas para procesos más 
complejos, en los cuales la disolución de carga esté formada por una mezcla binaria, 
ternaria, etc; así se determinarían las diferentes especies de forma simultánea. Esto 
permitiría estudiar como se modifica el proceso de adsorción para dos, tres, etc... especies 
de entrada, respecto al comportamiento observado para cada una por separado. 
Respecto a las posibles mejoras a introducir en el sistema de monitorización, la más 
importante seria mejorar la robustez del sistema. Lograr que este sea más compacto, donde 
las partes más sensibles quedaran aisladas y no se pudieran mover o tocar con facilidad. 
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Conclusiones 
Entrenamiento de redes neuronales 
1) Se ha obtenido un modelo para la cuantificación de Cu2+ y Ca2+ mediante una matriz 
de sensores a través del uso de redes neuronales artificiales. 
2) La matriz de sensores debe constar de dos sensores específicos para cada metal y 
dos genéricos. 
3) Un conjunto de entrenamiento formado por 36 patrones proporcionan buenos 
resultados tratando muestras binarias. 
4) Dada la necesidad de obtener mucha información para el uso de redes neuronales, 
la técnica FIA es muy útil para la obtención de datos. 
 
Proceso de biosorción 
1) Se ha modificado el procedimiento durante el proceso de biosorción, añadiendo la 
medición de patrones durante el experimento para corregir problemas de deriva en 
los sensores potenciométricos. 
2) Se ha realizado la monitorización mediante potenciometría de inyección en flujo 
(FIP) del proceso de adsorción de iones Cu2+ y de la liberación de iones Ca2+ del 
raspo de uva de forma simultánea mediante la aplicación de lenguas electrónicas. 
 
Aplicación de la lengua electrónica al proceso de biosorción 
1) Se ha aplicado el modelo desarrollado mediante lengua electrónica para tratar los 
datos fruto de la monitorización con la técnica FIP. 
2) Se ha utilizado un programa comercial, Easynn-Plus. Presenta resultados 
coherentes, tanto en el entrenamiento y validación previos, como en el tratamiento 
de los datos del experimento. 
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3) El uso de un programa como Octave y su aplicación Neural Network Package 
también permite obtener un modelo cuyas predicciones siguen el comportamiento 
esperado. 
4) Los dos programas utilizados proporcionan resultados muy similares. 
5) Se ha desarrollado un procedimiento para el entrenamiento de la red neuronal, 
incluyendo un proceso de selección de parámetros como el número de neuronas en 
la capa oculta y las funciones de transferencia en las capas oculta y de salida. 
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