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Abstract
We study in this paper the asymptotic behaviour of the weak solutions of the three-dimensional Navier–
Stokes equations. On the one hand, using the weak topology of the usual phase space H (of square integrable
divergence free functions) we prove the existence of a weak attractor in both autonomous and nonau-
tonomous cases. On the other, we obtain a conditional result about the existence of the strong attractor,
which is valid under an unproved hypothesis. Also, with this hypothesis we obtain continuous weak solu-
tions with respect to the strong topology of H .
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1. Introduction
There has been in the last years, and also in the present a great interest in studying the as-
ymptotic behaviour of the weak solutions of the three-dimensional Navier–Stokes equations.
Whereas in the two-dimensional case the existence of the global attractor is a well-known result
in both the autonomous and nonautonomous cases (see [4,10,22,31,35]), the three-dimensional
case contains some difficult problems to overcome. On the one hand, it is not known whether
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is the main difficulty, so far the weak solutions were proved to be continuous in time only with
respect to the weak topology of the phase space.
Several partial results have been obtained so far by different authors. Raugel and Sell [29]
proved the existence of the attractor in thin domains, whereas in [11,33] it is studied the exis-
tence of a trajectory attractor. The last result was generalized to the stochastic case by Flandoli
and Schmalfuss [15]. The main idea in this method is to replace the usual phase space by the
space of all trajectories. Then it is studied the asymptotic behaviour of the translation semigroup.
Another approach, which is similar to the previous one, is used in [13], where instead of the
whole trajectory it is studied the asymptotic behaviour of small pieces of them, that is, of the
restriction of the solution to a small time interval. The idea in these two methods is to avoid the
problem of the lack of continuity by using a weaker topology, namely, the topology of square
integrable functions on finite intervals of time.
As mentioned before, the main difficulty in trying to prove the existence of the global attractor
is the lack of continuity in time of the weak solutions. Assuming the unproved hypothesis that the
weak solutions are continuous in the strong topology, Ball [5] obtained the existence of the global
attractor. Later on, this result was extended in [12] and [32]. The stochastic case is considered
in [28].
Finally, in [6,7] the authors obtain the existence of the attractor assuming strong restrictions
on the external force. The idea in these papers is that, after a sufficiently big time, the weak
solutions become strong ones, and then a standard continuous semigroup can be defined.
Our first aim in this paper is related to the existence of a strong global attractor. As in the above
mentioned papers, we have obtained only a conditional result, that is, valid under an unproved
hypothesis on the solutions.
Assuming that for every initial data in V there exists a weak solution satisfying a suitable
estimate in the space (L4(Ω))3 we prove the existence of at least one strongly continuous solu-
tion for every initial data in H . The same result is obtained if we assume that the Navier–Stokes
system is well posed in the space V , where H , V are the usual spaces of the Navier–Stokes
system.
Once the problem of the continuity is solved (conditionally), we use the method of multival-
ued semiflows or processes (see [2,3,24–26]) in order to study the asymptotic behaviour of the
solutions; in particular, we obtain the existence of a global compact attractor in both autonomous
and nonautonomous cases. Another approach, which is rather similar, is the method of gener-
alized semigroups (see [5,14]). A comparison of these two theories can be found in [8]. The
method of multivalued semiflows has been applied successfully in several models (see, among
others, [9,19,20,27,36]).
We note that it is well known that when the Navier–Stokes system is well posed in V , then the
corresponding semigroup in V possesses a compact global attractor (see [35, p. 382]). Now, we
have proved that if the Navier–Stokes system is well posed in V , then we can define a multivalued
semiflow in H having a compact global attractor.
Our second aim is to prove the existence of a weak global attractor. For external forces f
in L∞(R;H) we define a family of multivalued processes UR from the ball of radius R  R0
into itself, where R0 is a fixed constant depending on the parameters of the problem. We prove
for any R  R0 the existence of a global attractor AR but considering the attracting property in
the weak topology of the phase space. Moreover, it is shown that the global attractor does not
depend on R, i.e., AR =AR0 , for all R R0. As a particular case, we obtain these results in the
autonomous case, i.e., when f ∈ H .
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Let Ω ⊂ R3 be a bounded open subset with smooth boundary. For given ν > 0 we consider
the Navier–Stokes system ⎧⎪⎪⎨⎪⎪⎩
∂u
∂t
− νu+ (u · ∇)u= −∇p + f (t),
divu = 0,
u|∂Ω = 0,
u(τ )= uτ .
(1)
We shall define the usual function spaces
V = {u ∈ (C∞0 (Ω))3: divu = 0},
H = cl(L2(Ω))3 V, V = cl(H 10 (Ω))3 V,
where clX denotes the closure in the space X. It is well known that H,V are separable Hilbert
spaces and identifying H and its dual H ∗ we have V ⊂ H ⊂ V ∗ with dense and continuous
injections. We denote by (·,·), ‖ · ‖ and ((·,·)), ‖ · ‖V the inner product and norm in H and V ,
respectively. 〈·,·〉 will denote pairing between V and V ∗. Let Hw be the space H endowed with
the weak topology. For u,v,w ∈ V we put
b(u, v,w)=
∫
Ω
3∑
i,j=1
ui
∂vj
∂xi
wj dx.
It is known [34] that b is a trilinear continuous form on V and b(u, v, v) = 0, if u ∈ V ,
v ∈ (H 10 (Ω))3. As usual, for u,v ∈ V we denote by B(u, v) the element of V ∗ defined by〈B(u, v),w〉 = b(u, v,w), for all w ∈ V .
We say that the function u ∈ L∞(τ, T ;H)∩L2(τ, T ;V ), du
dt
∈ L1(τ, T ;V ∗) is a weak solu-
tion of (1) on (τ, T ), if
d
dt
(u, v)+ ν((u, v))+ b(u,u, v)= 〈f, v〉, for all v ∈ V. (2)
If f ∈ L2(τ, T ;V ∗) and u satisfies (2), then u ∈ C([0, T ],Hw), dudt ∈ L
4
3 (τ, T ;V ∗). In particular,
the initial condition u(τ) = uτ makes sense for any uτ ∈ H .
For any uτ ∈ H and f ∈ L2(τ, T ;V ∗) at least one weak solution exists [34].
Moreover, if f ∈ L2(τ, T ;V ∗) for any T > τ , then it is easy to obtain a weak solution defined
for every t  τ , that is, a globally defined weak solution.
If A : V → V ∗ is the linear operator associated with the bilinear form ((u, v)) = 〈Au,v〉, then
(1) can be rewritten as {
du
dt
+ νAu+B(u,u) = f, in V ∗,
u(τ )= uτ . (3)
It is well known [35, p. 104] that A is an isomorphism from D(A) onto H and D(A) =
(H 2(Ω))3 ∩V . Moreover, ‖Au‖ is a norm equivalent to that induced by (H 2(Ω))3. The injection
D(A)⊂ V is dense and continuous.
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L2(τ, T ;D(A))∩C([τ, T ],V ).
In the following section we shall obtain the existence of continuous weak solutions under an
unproved hypothesis.
3. Existence of continuous solutions: A conditional result
For a Banach space X denote by Lploc([τ,+∞);X) the space of all functions u such that
u ∈ Lp(τ,T ;X) for any T > τ . We assume the following unproved assumption:
(H) Let f ∈ L2loc([τ,+∞),H). For any uτ ∈ V assume the existence of a globally defined weak
solution such that for any T > τ,∥∥u(t)∥∥
(L4(Ω))3  F
(‖uτ‖V , τ, T ), for all t ∈ [τ, T ], (4)
where F is continuous and nondecreasing with respect to the first variable, and nonincreas-
ing with respect to the second variable.
Lemma 1. Assume hypothesis (H) and f ∈ L2loc([τ,+∞),H). Then for any uτ ∈ V the weak
solution given in (H) satisfies:
u ∈ C([τ,+∞),H )∩C([τ,+∞), (L4w(Ω))3),
du
dt
∈ L2loc
([τ,+∞);V ∗), (5)
and
Vτ
(
u(t)
)
 Vτ
(
u(s)
)
, for all t  s  τ, (6)
where Vτ (u(t))= 12‖u(t)‖2 + ν
∫ t
τ
‖∇u(r)‖2 dr − ∫ t
τ
(f (r), u(r)) dr.
Also, u is unique in the class of weak solutions such that u ∈ L8loc([τ,+∞), (L4(Ω))3). More-
over, u is unique in the class of weak solution satisfying (6).
Proof. Since u ∈ L∞loc([τ,+∞), (L4(Ω))3) ⊂ L8loc([τ,+∞), (L4(Ω))3), it follows from stan-
dard results (see e.g. [34, pp. 297–298]) that u ∈ C([τ,+∞),H), du
dt
∈ L2loc([τ,+∞);V ∗) and
also that u is unique in the class of weak solutions such that u ∈ L8loc([τ,+∞), (L4(Ω))3).
Also, u ∈ L∞loc([τ,+∞), (L4(Ω))3) and u ∈ C([τ,+∞),H) imply that u belongs to C([τ,+∞),
(L4w(Ω))
3) [34, p. 263].
Inequality (6) is proved in a standard way multiplying (3) by u(t) and integrating.
It is also well known (see e.g. [34, p. 309] or [17]) that in such a case there does not exist any
other weak solution satisfying the energy inequality (6). 
Now we are ready to prove the existence of weak continuous global solutions for initial data
in H .
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at least one weak solution such that
u(·) ∈ C([τ,+∞),H ), (7)
u(·) ∈ L∞([s, T ]; (L4(Ω))3), for all τ < s < T , (8)∥∥u(t)∥∥
(L4(Ω))3 G
(‖uτ‖, τ, T , δ), (9)
for all T > τ , 0 < δ < T − τ, and for a.a. t ∈ (τ + δ, T ), where x → G(x, τ, T , δ) (τ, T , δ are
fixed) is nondecreasing and continuous. Also, τ →G(x, τ, T , δ) (x,T , δ are fixed) is nonincreas-
ing.
Moreover, (6) holds.
Proof. Fix an arbitrary time interval [τ, T ]. Let umτ ∈ V be a sequence converging to uτ in H .
By Lemma 1 and condition (H) there exists a sequence of weak solutions um(·) satisfying (4)
and (6). It follows from (6) that
∥∥um(t)∥∥2 + ν t∫
τ
∥∥um(r)∥∥2V dr 
T∫
τ
‖f (r)‖2
νλ1
dr + ∥∥umτ ∥∥2. (10)
Hence, up to a subsequence, we have
um → u weakly in L2(τ, T ;V ) and weakly star in L∞(τ, T ;H). (11)
From the inequality ‖B(un,un)‖V ∗  k‖un‖ 12 ‖un‖
3
2
V [30, Proposition 9.2] we obtain that ddt um
is bounded in L
4
3 (τ, T ;V ∗). Hence, the compactness theorem [23] implies
d
dt
um → d
dt
u weakly in L
4
3
(
τ, T ;V ∗),
um → u strongly in L2(τ, T ;H),
um(t)→ u(t) in H for a.a. t ∈ (τ, T ). (12)
In the same way as in the proof of the existence of solution by the Galerkin method (see [34] or
[23]) one can prove that u is a weak solution to (1) corresponding to the initial condition uτ such
that u ∈ C([τ, T ];Hw).
Fix an arbitrary t > τ . From (10) we have that
t+τ
2∫ ∥∥um(r)∥∥2V dr 
t+τ
2∫ 2
ν(t − τ)
( T∫ ‖f (r)‖2
νλ1
dr + ∥∥umτ ∥∥2
)
dr,τ τ τ
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∥∥um(t∗m)∥∥2V  2ν(t − τ)
( T∫
τ
‖f (r)‖2
νλ1
dr + ∥∥umτ ∥∥2
)
. (13)
Lemma 1 implies that um(t) is the unique weak solution to (1) on [t∗m,T ] with ut∗m = um(t∗m)
satisfying (6). Hence, (H) applied in the interval [t∗m,T ] gives∥∥um(s)∥∥(L4(Ω))3  F (∥∥um(t∗m)∥∥V , t∗m,T ),
for all t∗m  s  T . Hence, (13) and the properties of F imply
∥∥um(s)∥∥(L4(Ω))3  F(( Mt − τ
) 1
2 (
1 + ∥∥umτ ∥∥2) 12 , τ, T)
:=G(∥∥umτ ∥∥, τ, T , t − τ), (14)
for all t∗m  s  T , where M depends on f , τ , T , ν and λ1. Note that M is nonincreasing with
respect to τ . Therefore, for any interval [τ + δ, T ], 0 < δ < T − τ , choosing t = τ + δ, we obtain∥∥um(s)∥∥(L4(Ω))3 G(∥∥umτ ∥∥, τ, T , δ), (15)
for all τ + δ  s  T , where x → G(x, τ, T , δ) is nondecreasing and continuous and τ →
G(x, τ, T , δ) is nonincreasing.
Using Holder’s inequality it is easy to see that∣∣b(v,u,w)∣∣ k‖w‖V ‖v‖(L4(Ω))3‖u‖(L4(Ω))3, for all u,v,w ∈ V.
Thus, using (15) we obtain that dum
dt
is bounded in L2(τ + δ, T ;V ∗). Therefore
d
dt
um → d
dt
u weakly in L2
(
τ + δ, T ;V ∗),
um → u weakly star in L∞
(
τ + δ, T ; (L4(Ω))3), for all δ > 0. (16)
Now, (8) is proved in [τ, T ] and, since u ∈ L2(τ, T ;V ), du
dt
∈ L2(τ + δ, T ;V ∗), we have that
u ∈ C([τ + δ, T ],H) [34, p. 260].
Passing to the limit in (6) and using (11)–(12) and umτ → uτ in H , we have
1
2
∥∥u(t)∥∥2 + ν t∫
s
∥∥∇u(r)∥∥dr − t∫
s
(
f (r), u(r)
)
dr  1
2
‖u(s)‖2, (17)
for all t  s, a.a. s > τ and s = τ. But u ∈ C((τ,T ],H), so that (6) holds. It follows from (17)
and u ∈ C([τ, T ],Hw) that ‖u(t)‖ → ‖u(τ)‖ as t → τ+, so that u(t) → u(τ) in H also. Hence,
u ∈ C([τ, T ],H).
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‖u‖L∞(τ+δ,T ;(L4(Ω))3) G
(‖uτ‖, τ, T , δ),
so that (9) holds for a.a. t ∈ (τ + δ, T ).
Since T is arbitrary, using a standard diagonal argument we obtain the weak solution defined
on [τ,+∞). 
Under the unproved hypothesis (H) we have obtained the existence of a “good” weak solution.
Since this solution is not known to be unique, other weak solutions could exist. Hence, it is
important to know if the other weak solutions have also good properties. The answer is given in
the following corollaries.
Corollary 3. Assume hypothesis (H) and f ∈ L2loc([τ,+∞),H). Let uτ ∈ H . Then for every
globally defined weak solution satisfying (6) we have that
u(·) ∈ C([τ,+∞),H ),
u(·) ∈ L∞loc
([s,+∞); (L4(Ω))3), for all τ < s. (18)
Proof. Since u ∈ L2loc([τ,+∞);V ), for any s > 0 there exists 0 < s∗ < s such that u(s∗) ∈ V .
Then Lemma 1 implies that u(t) is the unique weak solution to (1) on [s∗,+∞) with us∗ = u(s∗)
satisfying (6). But then u ∈ C([s,+∞),H) and s > 0 is arbitrary, so that u ∈ C((τ,+∞),H).
Now condition (H) implies that (18) holds.
Finally, we shall prove the continuity of u at t = τ . Note first that u ∈ C([τ,+∞),Hw), so
that ∥∥u(τ)∥∥ lim inf
t→τ
∥∥u(t)∥∥.
On the other hand, by (6) we get
lim sup
t→τ
∥∥u(t)∥∥ ∥∥u(τ)∥∥.
Thus, limt→τ ‖u(t)‖ = ‖u(τ)‖ and u(t) is continuous at any t ∈ [τ,∞). 
Corollary 4. Assume hypothesis (H) and f ∈ L2loc([τ,+∞),H). Let uτ ∈ H . Then every weak
solution such that
u(·) ∈ L∞loc
([s,+∞); (L4(Ω))3), for all s > τ, (19)
satisfies
u(·) ∈ C((τ,+∞),H ), (20)
Vτ
(
u(t)
)
 Vτ
(
u(s)
)
, for all t  s > τ. (21)
Moreover,
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(L4(Ω))3 G
(∥∥u(s)∥∥, τ, T , δ), (22)
for all s, δ > 0, T > τ + s + δ, and for a.a. t ∈ (τ + s + δ, T ). If u ∈ C([τ,+∞),H), then (9)
holds.
Proof. Since u(·) ∈ L2loc([τ,+∞);V ), for any s > τ there exists τ < s∗ < s such that u(s∗) ∈ V .
Then it follows from Lemma 1 that u(t) is the unique weak solution to (1) on [s∗,+∞) with
us∗ = u(s∗) satisfying u(·) ∈ L8loc([s∗,+∞); (L4(Ω))3). Moreover, u(·) ∈ C([s∗,+∞),H),
and (6) holds. Since s is arbitrary, (20)–(21) are satisfied.
Finally, for any s > τ u(t) is the unique weak solution to (1) on [s,+∞) with us = u(s)
satisfying the energy inequality (6) (see e.g. [34, p. 309] or [17]). It follows then from Theorem 2
that (9) holds (replacing τ by s). Since G is nonincreasing with respect to τ , we obtain∥∥u(t)∥∥
(L4(Ω))3 G
(∥∥u(s)∥∥, τ, T , δ),
for all s, δ > 0, T > s + τ + δ, and for a.a. t ∈ (s + τ + δ, T ), so that (22) holds.
If u ∈ C([τ,+∞),H), then passing to the limit in (22) as s → τ we obtain (9). 
In the autonomous case, that is, when f does not depend on t , we can prove also the following
result.
Theorem 5. Assume f ∈ H and also that for every u0 ∈ V there exists a unique globally defined
strong solution u of (1). Then for any R > 0 and u0 ∈H such that ‖u0‖<R there exists at least
one weak solution such that
u(·) ∈ C([τ,+∞),H ), (23)
u(·) ∈ L∞([s, T ]; (L4(Ω))3), for all 0 < s < T, (24)∥∥u(t)∥∥
(L4(Ω))3 G(R,T , δ), (25)
for all T > 0, 0 < δ < T, and for a.a. t ∈ (δ, T ), where R → G(R,T , δ), T → G(x,T , δ) are
nondecreasing functions. Moreover, (6) holds with τ = 0.
Proof. Fix an arbitrary time interval [τ, T ]. Since problem (1) is assumed to be well posed for
every u0 ∈ V , it is known [35, p. 382] that ‖u(t)‖V is uniformly bounded for u0 ∈ V , ‖u0‖V N ,
t ∈ [τ, T ], that is,
sup
‖u0‖VN, t∈[0,T ]
∥∥u(t)∥∥
V
=K(N,T ) <+∞, (26)
where u is the unique strong solution corresponding to u0. We note that the function K is non-
decreasing with respect to both variables.
Let um0 ∈ V be a sequence converging to u0 in H . The sequence of strong solutions um(·)
corresponding to um0 satisfies (6) with τ = 0. Arguing as in the proof of Theorem 2 we obtain
that the convergences (11), (12) and inequality (10) (with τ = 0) hold.
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t
2∫
0
∥∥um(r)∥∥2V dr 
t
2∫
0
2
νt
(
T ‖f ‖2
νλ1
+ ∥∥um0 ∥∥2)dr,
so that there exists t∗m ∈ (0, t2 ) such that
∥∥um(t∗m)∥∥2V  2νt
(
T ‖f ‖2
νλ1
+ ∥∥um0 ∥∥2). (27)
We note that um(t) = um(t + t∗m) is the unique strong solution to (1) with um0 = um(t∗m).
Hence, (26) applied in the interval [0, T − t∗m] and the continuous embedding V ⊂ (L4(Ω))3
give
∥∥um(s)∥∥(L4(Ω))3 = ∥∥um(s − t∗m)∥∥(L4(Ω))3
D
∥∥um(s − t∗m)∥∥V K(N,T − t∗m),
for all t∗m  s  T , if N is such that ‖um(t∗m)‖V N . Hence, from inequality (27) and ‖um0 ‖<R,
for m large, we can choose
N =
(
2
νt
(
T ‖f ‖2
νλ1
+R2
)) 1
2
.
Thus, the properties of K imply
∥∥um(s)∥∥(L4(Ω))3  K(( 2νt
(
T ‖f ‖2
νλ1
+R2
)) 1
2
, T
)
:=G(R,T , t),
for all t∗m  s  T . Therefore, for any interval [δ, T ], 0 < δ < T , choosing t = δ, we obtain∥∥um(s)∥∥(L4(Ω))3 G(R,T , δ), (28)
for all δ  s  T , where x →G(x,T , δ), T →G(x,T , δ) are nondecreasing.
In the same way as in the proof of Theorem 2 we obtain u ∈ C([0, T ],H) and (24).
Also, by (28) and (16) we obtain that
‖u‖
L∞(δ,T ;(L4(Ω))3) G(R,T , δ),
so that (25) holds on [δ, T ].
Since T is arbitrary, using a standard diagonal argument we obtain the weak solution defined
on [0,+∞). 
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data in H there exists at least one globally defined strongly continuous weak solution satisfying
the energy inequality (6).
Corollary 7. Assume the conditions of Theorem 5. Let u0 ∈ H . Then for every globally defined
weak solution u satisfying (6) we have that
u(·) ∈ C([0,+∞),H ),
u(·) ∈ L∞loc
([s,+∞); (L4(Ω))3), for all s > 0. (29)
Proof. Since u ∈ L2loc([0,+∞);V ), for any s > 0 there exists 0 < s∗ < s such that u(s∗) ∈ V .
Let u(t) be the unique strong solution to (1) with u(0) = u(s∗). Since u ∈ L∞loc([0,+∞);
(L4(Ω))3), it follows that it is the unique weak solution satisfying the energy inequality (6)
(see e.g. [34, p. 309] or [17]). Hence, u(t) = u(t + s∗), so that u ∈ C((0,+∞),H). Also, (29)
holds.
The continuity at t = 0 is proved as in Corollary 3. 
Corollary 8. Assume the conditions of Theorem 5. Let u0 ∈ H . Then every weak solution such
that (19) holds satisfies
u(·) ∈ C((0,+∞),H ), (30)
V0
(
u(t)
)
 V0
(
u(s)
)
, for all t  s > 0. (31)
Moreover, if u ∈ C([0,+∞),H), then (25) holds.
Proof. Since u(·) ∈ L2loc([0,+∞);V ), for any s > 0 there exists 0 < s∗ < s such that
u(s∗) ∈ V . Let u(t) be the unique strong solution to (1) with u(0) = u(s∗). Since u ∈
L∞loc([0,+∞); (L4(Ω))3), it follows that it is the unique weak solution satisfying u(·) ∈
L8loc([0,+∞); (L4(Ω))3) [34, pp. 297–298]. Hence, u(t) = u(t + s∗), so that u ∈
C((0,+∞),H). Since u satisfies (6), (31) holds.
Assume now that u ∈ C([0,+∞),H). Take R such that ‖u0‖ <R. Then for s small enough
(say s ∈ (0, s]) we can state that ‖u(s)‖ < R. For any s > 0 u(t) = u(t + s) is the unique weak
solution to (1) with u0 = u(s) satisfying the energy inequality (6) (see e.g. [34, p. 309] or [17]).
It follows then from Theorem 5 that (25) holds for s small enough (replacing T by T − s). Since
G is nondecreasing with respect to T , we obtain∥∥u(t)∥∥
(L4(Ω))3 =
∥∥u(t + s)∥∥
(L4(Ω))3 G(R,T , δ),
for all s, δ > 0, s ∈ (0, s], T > s + δ, and for a.a. t ∈ (s + δ, T ). Since s ∈ (0, s] is arbitrary, we
obtain (25). 
4. Global strong attractor in the autonomous case
Let now f do not depend on t and let f ∈ H . In this case we take τ = 0. We assume along
this section that either the unproved hypothesis (H) or the condition in Theorem 5 holds.
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multivalued) map G :R+ ×H → P(H) by
G(t,u0)=
{
u(t): u(·) is a globally defined weak solution with u(0)= u0 such that (6) holds
}
.
In view of Theorems 2, 5 this map has nonempty values for every (t, u0).
Observe that under condition (H) Corollaries 3, 4 imply that every weak solution which sat-
isfies (6) belongs to C([0,+∞),H) and satisfies (9). In the second case, when the condition in
Theorem 5 holds, we use instead Corollaries 7, 8 and obtain that u ∈ C([0,+∞),H) and (25)
holds.
We recall that G is a multivalued semiflow if G(0, u0) = u0, and G(t1 + t2, u0) ⊂
G(t1,G(t2, u0)), for all u0 ∈ H and ti ∈ R+. It is called a strict multivalued semiflow if, more-
over, G(t1,G(t2, u0))⊂G(t1 + t2, u0), for all u0 ∈H and ti ∈R+.
Lemma 9. G is a strict multivalued semiflow.
Proof. The property G(0, x) = x is evident. Let y ∈ G(t2 + t1, u0) be arbitrary. Then y =
u(t2 + t1), where u(·) is a weak solution satisfying (6) such that u(0) = u0. Put z(t) =
u(t1 + t). Then z(·) is obviously a globally defined weak solution satisfying (6) and y = z(t2) ∈
G(t2, u(t1))⊂G(t2,G(t1, u0)).
Let now y ∈ G(t2,G(t1, u0)). Then there exist weak solutions u1(·), u2(·) satisfying (6),
u1(0)= u0, u2(0)= u1(t1) and y = u2(t2). Define
z(r) =
{
u1(r), 0 r  t1,
u2(r − t1), t1  r,
which is a globally defined weak solution satisfying (6). Then y = z(t1 + t2) ∈G(t2 + t1, u0). 
Remark 10. It follows from the proof of the preceding lemma that the concatenation of weak
solutions satisfying (6) is also a weak solution satisfying (6). Hence, every weak solution satis-
fying (6) can be extended to a global one. So, in the sequel, we shall call a globally defined weak
solution just a weak solution for short.
In this section we shall prove the existence of the global attractor. First, we note that for any
weak solution satisfying (6) the following estimate follows [5, p. 20]:
∥∥u(t)∥∥2  e−νλ1t(∥∥u(0)∥∥2 − 1
ν2λ21
‖f ‖2
)
+ 1
ν2λ21
‖f ‖2, for all t  0, (32)
so that for any set B bounded in H there exists T (B) such that
∥∥u(t)∥∥2  1
ν2λ21
‖f ‖2 + δ, for all t  T ,
where δ > 0 is fixed. Therefore, the set B0 = {u ∈ H : ‖u‖
√
1
ν2λ21
‖f ‖2 + δ} is absorbing for G.
Further, we shall prove that the semiflow G has compact values and closed graph.
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that um(0) = u0m. Then there exists a weak solution u(·) satisfying (6) such that u(0) = u0 and
a subsequence umk (·) such that umk → u strongly in C([0, T ],H) for all T > 0.
Proof. Fix T > 0. It follows from (6) that um is bounded in L2(0, T ;V ) ∩L∞(0, T ;H). Also,
dum
dt
is bounded in L
4
3 (0, T ;V ∗) (see [34, p. 297]). Then in a standard way we obtain the exis-
tence of u ∈ L2(0, T ;V ) ∩ C([0, T ],Hw) and a subsequence (denoted again by um) such that
(11)–(12) hold. Also, in a standard way one can prove that for any tm → t0, tm, t0 ∈ [0, T ], we
have um(tm)→ u(t0) weakly in H.
The limit function u(·) is a weak solution of (1) with initial data u0 (this proof is standard (see
[23,34]) and we omit it). Also, it satisfies (6). Indeed, Corollaries 3, 4 (respectively, Corollar-
ies 7, 8) imply that um satisfy (9) (respectively (25)) and then u satisfies (19). Then Corollary 4
(respectively Corollary 8) implies that (21) holds and, if s = 0, then
V0
(
u(t)
)
 lim infV0
(
um(t)
)
 limV0
(
um(0)
)= V0(u(0)).
Hence, (6) is satisfied.
Let tm → t0, tm ∈ [0, T ], t0 > 0. We shall prove that um(tm)→ u(t0) strongly in H . The proof
follows the same lines as in [5, p. 21] or [20, p. 1979]. Since um(tm) → u(t0) weakly in H , we
have that ∥∥u(t0)∥∥ lim inf∥∥um(tm)∥∥.
If we can show that lim sup‖um(tm)‖ ‖u(t0)‖, then lim‖um(tm)‖ = ‖u(t0)‖ and the proof will
be finished. Put
J (t)= 1
2
∥∥u(t)∥∥2 − t∫
0
(
f,u(r)
)
dr,
Jm(t)= 12
∥∥um(t)∥∥2 − t∫
0
(
f,um(r)
)
dr.
Note that Jm(t)→ J (t) for a.a. t . First, we state that lim supJm(tm) J (t0). Indeed, let 0 < tk <
t0 be such that Jm(tk)→ J (tk). We can assume that tk < tm. In view of (6) Jm(t) is nonincreasing,
so that
Jm(tm)− J (t0)
∣∣Jm(tk)− J (tk)∣∣+ ∣∣J (tk)− J (t0)∣∣.
Since u(t) is continuous at t0, for any ε > 0 there exist tk and m0(tk) such that Jm(tm)− J (t0)
ε, for all mm0, and the result follows. Therefore, since
∫ t
0 (f,um(r)) dr →
∫ t
0 (f,u(r)) dr , we
have lim sup‖um(tm)‖ ‖u(t0)‖.
Let now tm → 0. Then the proof is similar with the only difference that tk = 0 tm.
Finally, we conclude the proof by applying the standard diagonal argument. 
Corollary 12. The semiflow G has compact values and closed graph.
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x0 ∈ H and any neighborhood O(G(t, x0)) there exists δ > 0 such that G(t, x) ⊂ O(G(t, x0)),
as soon as ‖x − x0‖ < δ.
Corollary 13. The map G(t, ·) is upper semicontinuous for all t  0.
Proof. Suppose the opposite. Then there exist x0, t > 0, a neighborhood O(G(t, x0)) and se-
quences xn → x0, yn ∈ G(t, xn) such that yn /∈ O(G(t, x0)). Let yn = un(t), where un are weak
solutions satisfying (6). In view of Lemma 11 a subsequence unk converges in C([0, t],H) to
some weak solution u satisfying (6). Hence, limynk ∈ G(t, x0), which is a contradiction. 
Further, we have:
Lemma 14. The map G(t, ·) is compact if t > 0.
Proof. Let u0m ∈ B , where B is a bounded set in H , and ym ∈ G(t,u0m). Then ym = um(t),
where um(·) are weak solutions satisfying (6). Arguing as in Lemma 11 we obtain that up to a
subsequence um converges to some u ∈ L2loc([0,+∞);V ) ∩ C([0,+∞),Hw), in the sense of
(11)–(12), for all T  t . Arguing as in Lemma 11, we obtain that the function u is a globally
defined weak solution satisfying (19), (21). Property (6) fails now at s = 0, but this is not impor-
tant, as we do not need to prove that u(t) ∈G(t,u0), where u0 is such that u0m → u0 in Hw . The
function u is continuous in the interval (0,+∞].
Repeating the same proof of Lemma 11 we have that um(t)→ u(t) strongly in H for all t > 0.
Hence, from ym we can extract a converging subsequence, so that G(t, ·) is a compact operator
if t > 0. 
We recall that the set A is said to be a global attractor of G if:
1. It is negatively semi-invariant (i.e. A ⊂G(t,A), for all t  0);
2. It is attracting, that is,
dist
(
G(t,B),A)→ 0, as t → +∞, (33)
for all B bounded in H , where dist(C,A) = supc∈C infa∈A ‖c − a‖ is the Hausdorff semi-
distance.
The global attractor is said to be invariant if A= G(t,A), for all t  0. It is called minimal
if for any closed set Y satisfying (33) we have A ⊂ Y . We note that if the global attractor is
bounded, then it is minimal.
Theorem 15. The semiflow G has the global compact invariant attractor A. Moreover, it is
minimal.
Proof. In view of (32) the set ⋃t0 G(t,B) is bounded in H for any bounded set B . Also, an
absorbing set B0 exists. By Corollaries 12 and 13 we know that G has compact values and that
G(t, ·) is upper semicontinuous. Finally, Lemma 14 implies that G(t, ·) is compact. The result
follows then from [25, Proposition 1, Theorem 3 and Remark 8]. 
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there exists a unique weak solution satisfying the energy inequality (6). Indeed, using the in-
variance property we have that y ∈ G(t,u0), for t > 0. Then y = u(t), where u is a globally
defined weak solution satisfying (6) and u(0) = u0. Observe that u(τ) = u(τ + t) is a glob-
ally defined weak solution satisfying (6) and u(0) = y. Also, in view of Corollary 3 we have
u ∈ L∞loc([t,+∞), (L4(Ω))3), and then u ∈ L∞loc([0,+∞), (L4(Ω))3). Then u is the unique
weak solution satisfying (6) and u(0)= y (see e.g. [34, p. 309] or [17]).
Hence, G defines in A a semigroup of operators.
On the other hand, the invariance property implies that
A= {u(0): u is a bounded weak solution satisfying ( 6) defined on (−∞,+∞)},
which coincides with the universal attractor defined in [16].
Thus, despite the absence of uniqueness of the Cauchy problem for an arbitrary initial data,
the equations still define a dynamical system on the attractor, which consists of the set of all
bounded complete trajectories. Hence, the problem is well posed on the attractor, the set which
determines the asymptotic dynamics of the system. In some sense we can say that the asymptotic
dynamics of the system is well posed.
Also, we note that it is well known that when system (1) is well posed in V , then the corre-
sponding semigroup in V possesses a compact global attractor (see [35, p. 382]). Now, we have
proved that when system (1) is well posed in V , then we can define a multivalued semiflow in H
having a compact global attractor.
5. Global attractor in the nonautonomous case
Let now f ∈ L2loc(R;H) and let
sup
t∈R
t+1∫
t
∥∥f (s)∥∥2 ds C <+∞. (34)
Then the set
Σ = clW
{
f (· + h): h ∈R}
is compact in W = L2loc,w(R;H), that is, in the space L2loc(R;H) endowed with the weak topol-
ogy [11, p. 931]. Σ is a complete metric space. Moreover, the translation group T (h) : Σ → Σ ,
h ∈ R, defined by T (h)σ (t) = σ(t + h), is continuous and T (h)Σ = Σ , for all h ∈ R. It is also
easy to see that σ ∈ L2loc(R;H) and that inequality (34) is satisfied for all σ ∈Σ .
Assume also along this section the following assumption:
(Hb) For any uτ ∈ V and σ ∈ Σ assume the existence of a globally defined weak solution such
that for any T > τ,∥∥u(t)∥∥
(L4(Ω))3  F
(‖uτ‖V , τ, T ), for all t ∈ [τ, T ],
where F is continuous and nondecreasing with respect to the first variable, and nonincreas-
ing with respect to the second variable.
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uniform with respect to σ ∈ Σ . We observe that the fact that every σ ∈ Σ satisfies (34) implies
that the constant M in (14) can be chosen independent of σ ∈ Σ . So, the function G defined in
Theorem 2 does not depend on σ ∈Σ .
Put Rd = {(t, τ ) ∈ R2: τ  t}. Now, replacing f by σ in (1), we shall define the family of
maps Uσ :Rd ×H → P(H), σ ∈Σ, by
Uσ (t, τ, uτ )=
{
u(t): u(·) is a globally defined weak solution with u(τ) = uτ
such that (6) holds}.
In view of Theorem 2 this map has nonempty values for every t  τ and uτ ∈H .
Observe that Corollaries 3, 4 imply that every weak solution which satisfies (6) belongs to
C([τ,+∞),H) and satisfies (9). Also, in (6) we have to replace f by σ .
We recall that U is a multivalued process if U(τ, τ, x) = x, and the inclusion U(t, τ, x) ⊂
U(t, s,U(s, τ, x)) holds for all x ∈ H and τ  s  t . It is called a strict multivalued process if
we assume that the inverse inclusion U(t, s,U(s, τ, x)) ⊂U(t, τ, x) also holds.
Lemma 17. Uσ is a strict multivalued process. Moreover,
UT (h)σ (t, τ, u)=Uσ (t + h, τ + h,u), for all h ∈R, t  τ,u ∈ H.
Proof. The proof of the fact that Uσ is a strict-multivalued process is very similar to that of
Lemma 9, and we omit it.
Further, let y ∈ Uσ (t + h, τ + h,u). Then there exists a weak solution u(·) corresponding to
σ and satisfying (6) such that u(τ + h) = u and u(t + h) = y. Define v(r) = u(r + h). Then
y = v(t), u = v(τ) and, clearly, v(·) is a weak solution corresponding to the symbol σ(r + h) =
(T (h)σ )(r). It is evident that v satisfies (6). Hence, y ∈ UT (h)σ (t, τ, u).
For the inverse inclusion we observe that
UT (h)σ (t, τ, u) ⊂UT (−h)T (h)σ (t + h, τ + h,u) =Uσ (t + h, τ + h,u). 
Let us define the map UΣ : Rd × H → P(H) by UΣ(t, τ, u) = ⋃σ∈Σ Uσ (t, τ, u). It is a
consequence of Lemma 17 that UΣ is also a strict multivalued process and
UΣ(t, τ, u) =UΣ(t + h, τ + h,u), for all h ∈R, t  τ, u ∈H. (35)
We recall that the set A is called a uniform global attractor for UΣ if:
1. It is negatively semi-invariant, i.e., A⊂UΣ(t, τ,A), for all t  τ ;
2. It is uniformly attracting, i.e.,
dist
(
UΣ(t, τ,B),A
)→ 0, as t → +∞, (36)
for any set B bounded in H and τ  0.
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To begin with we shall prove the existence of an absorbing set. First we shall obtain some
auxiliary results.
Lemma 18. Let y ∈ L1(τ, T ), α ∈R. Then〈(
yeαt
)′
, ϕ
〉= 〈y′ + αy, eαtϕ〉, for all ϕ ∈ C∞0 (τ, T ),
where 〈·,·〉 denotes now pairing in the space of distributions.
Proof. We have 〈(
yeαt
)′
, ϕ
〉= −〈yeαt , ϕ′〉.
Let yεn be a mollifier such that yεn → y in L1(τ, T ). Then〈
yεne
αt , ϕ′
〉→ 〈yeαt , ϕ′〉
and
〈
yεne
αt , ϕ′
〉= − T∫
τ
(
y′εn + αyεn
)
eαtϕ dt = −〈y′εn + αyεn, eαtϕ〉→ −〈y′ + αy, eαtϕ〉.
Hence, 〈
y′ + αy, eαtϕ〉= 〈(yeαt)′, ϕ〉. 
Lemma 19. Let y, z ∈ L1(τ, T ), α ∈R. If〈
y′ + αy,ϕ〉 〈z,ϕ〉, for all ϕ ∈ C∞0 (τ, T ) such that ϕ(t) 0, ∀t,
then
ρ(t)= y(t)eαt −
t∫
0
eαsz(s) ds
admits a nonincreasing representative. If ρ(t) is lower semicontinuous and continuous at t = 0,
then
ρ(t) ρ(s), for all T  t  s, for a.a. s > τ and for s = τ.
If ρ(t) is continuous, then the inequality is satisfied for all T  t  s  τ.
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eαt z(t) = d
dt
t∫
0
eαsz(s) ds = d
dt
Z(t), in D′(τ, T ).
Then Lemma 18 implies that for any ϕ ∈ C∞0 (τ, T ) such that ϕ(t) 0,∀t, we have〈
y′ + αy − z, eαtϕ〉= 〈(yeαt −Z)′, ϕ〉 0,
so that (yeαt −Z)′  0 in D′(τ, T ). The results follow now from [5, Lemma 7.1]. 
Lemma 20. There exists a bounded set B0 such that for any bounded set B one can find a time
T (B, τ) for which
UΣ(t, τ,B)⊂ B0, for all t  T .
Proof. First let τ = 0. Let σ ∈ Σ be arbitrary and let u(·) be a globally defined weak solution
corresponding to the symbol σ satisfying (6) with initial condition u0 ∈ B . It follows from (6)
that
1
2
∥∥u(t)∥∥2 + νλ1 t∫
s
‖u‖2 dr  1
2
∥∥u(s)∥∥2 + t∫
s
∥∥σ(r)∥∥∥∥u(r)∥∥dr,
for all t  s  0. Hence,
1
2
∥∥u(t)∥∥2 + νλ1
2
t∫
s
‖u‖2 dr  1
2
∥∥u(s)∥∥2 + 1
2νλ1
t∫
s
∥∥σ(r)∥∥2 dr
and
∥∥u(t)∥∥2 + νλ1 t∫
0
‖u‖2 dr − 1
νλ1
t∫
0
∥∥σ(r)∥∥2 dr

∥∥u(s)∥∥2 + νλ1 s∫
0
‖u‖2 dr − 1
νλ1
s∫
0
∥∥σ(r)∥∥2 dr, for 0 s  t.
It follows from [5, Lemma 7.1] that
d
dt
∥∥u(r)∥∥2 + νλ1∥∥u(r)∥∥2  1
νλ1
∥∥σ(r)∥∥2 in D′(0, t).
Therefore, Lemma 19 gives
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νλ1
t∫
0
eνλ1r
∥∥σ(r)∥∥2 dr

∥∥u(s)∥∥2eνλ1s − 1
νλ1
s∫
0
eνλ1r
∥∥σ(r)∥∥2 dr, for all t  s  0.
Using (34), we obtain the estimate
∥∥u(t)∥∥2  ‖u0‖2e−νλ1t + e−νλ1t
νλ1
t∫
0
eνλ1r
∥∥σ(r)∥∥2 dr  ‖u0‖2e−νλ1t
+ e
−νλ1t
νλ1
( t∫
t−1
eνλ1r‖σ‖2 dr +
t−1∫
t−2
eνλ1r‖σ‖2 dr + · · · +
t−k∫
0
eνλ1r‖σ‖2 dr
)
 ‖u0‖2e−νλ1t + e
−νλ1t
νλ1
D
k∑
i=0
eνλ1(t−i)
 ‖u0‖2e−νλ1t + D
νλ1
1
1 − e−νλ1 . (37)
Put
B0 =
{
u: ‖u‖
√
D
νλ1
1
1 − e−νλ1 + δ
}
.
Then there exists T (0,B) (not depending on σ ) such that u(t) ∈ B0, for all t  T (B).
Finally, in view of (35) for an arbitrary τ we have
UΣ(t, τ,B) =UΣ(t − τ,0,B)⊂ B0, for all t  τ + T (0,B). 
The existence of an absorbing set is concluded. Let us now prove that the map (σ,uτ ) →
Uσ (t, τ, uτ ) has closed graph.
Lemma 21. Let uτm → uτ in H , σm → σ in Σ , and let um(·) be a sequence of weak solutions
corresponding to σm and satisfying (6) such that um(τ)= uτm. Then there exists a weak solution
u(·) corresponding to σ and satisfying (6) such that u(τ) = uτ and a subsequence umk (·) such
that umk → u strongly in C([τ, T ],H) for all T > τ.
Proof. Let τ = 0. The proof repeats the same steps of Lemma 11 with the only difference that
now the functions Jm,J are defined by
Jm(t)= 12
∥∥um(t)∥∥2 − t∫ (σm(r), um(r))dr,0
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2
∥∥u(t)∥∥2 − t∫
0
(
σ(r), u(r)
)
dr.
We note in order to obtain that u satisfies (19) it is important that the estimate (9) is uniform for
σ ∈Σ .
Finally, the general case follows again from the equality UΣ(t, τ, u)=UΣ(t − τ,0, u). 
Corollary 22. The map (σ,uτ ) → Uσ (t, τ, uτ ) has closed graph and compact values for any
t  τ .
Corollary 23. The map (σ,uτ ) →Uσ (t, τ, uτ ) is upper semicontinuous for all t  τ .
Proof. It is similar to that of Corollary 13. 
The next step will be to establish the existence of a compact uniformly attracting set.
Lemma 24. The map UΣ(t, τ, ·) is compact if t > τ .
Proof. The case τ = 0 repeats the same proof of Lemma 14. The general case follows from the
equality UΣ(t, τ, u)=UΣ(t − τ,0, u). 
As a consequence of Lemmas 20 and 24 we shall obtain the following:
Lemma 25. There exists a compact set K such that
dist
(
UΣ(t, τ,B),K
)→ 0, as t → +∞, (38)
for all bounded sets B and all τ ∈R.
Proof. Put K =UΣ(1,0,B0), where B0 is the set defined in Lemma 20. Lemma 24 implies that
K is a compact set. Then in view of Lemma 20 and (35) for any bounded set B there is T (τ,B)
such that
UΣ(t, τ,B)⊂UΣ
(
t, t − 1,UΣ(t − 1, τ,B)
)
⊂UΣ(t, t − 1,B0)=UΣ(1,0,B0)⊂K,
for all t  T . 
Finally, we have:
Theorem 26. The multivalued process UΣ has a uniform global compact attractor K. Moreover,
it is minimal and invariant.
Proof. We have proved in Lemmas 20 and 25 that a bounded absorbing and a compact attract-
ing sets exist. Also, in view of Corollaries 23 and 22 the map (σ,uτ ) → Uσ (t, τ, uτ ) is upper
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minimality follow from [26, Theorem 2 and Proposition 2].
Finally, we prove that UΣ(t, τ,K) = K for all t  τ . In view of Lemma 17 for any t  τ ,
s  τ , we have
UΣ(t, τ,K)⊂UΣ(t + s − τ, s,K)⊂UΣ
(
t + s − τ, s,UΣ(s, τ,K)
)⊂UΣ(t + s − τ, τ,K).
Since K is bounded, for any ε-neighborhood Oε(K) of K there exists T such that UΣ(t + s −
τ, τ,K) ⊂ Oε(K), ∀s  T . Since Oε(K) is arbitrary, we have UΣ(t, τ,K) ⊂ K. Hence, K =
UΣ(t, τ,K), ∀(t, τ ) ∈Rd . 
6. Global attractors in topological spaces
We shall develop in this section a general theory of global attractors for multivalued processes
defined in a topological space, extending similar results obtained before in metric spaces [26].
We need these results in order to study the existence of a weak attractor.
For a topological space X we denote by P(X) (β(X), C(X), K(X)) be the set of all nonempty
(nonempty bounded, nonempty closed, nonempty compact) subsets of the space X.
Let Y be a metric (with metric ρ) or a topological vector space, F ⊆ Y be a Hausdorff topo-
logical space, Σ be some set, Rd = {(t, τ ) ∈R2: t  τ }.
We recall that U : Rd × F → P(F) is called a multivalued dynamical process on F if
U(τ, τ, x)= x and U(t, τ, x)⊂U(t, s,U(s, τ, x)), ∀(t, s), (s, τ ) ∈Rd , ∀x ∈ F . It is called strict
if U(t, τ, x)=U(t, s,U(s, τ, x)).
Consider the family of multivalued processes {Uσ : σ ∈ Σ} and define the map UΣ : Rd ×
F → P(F) by UΣ(t, s, x) =⋃σ∈Σ Uσ (t, s, x). It is clear that UΣ is a multivalued process also.
First, we give the definition of a global attractor.
Definition 27. The set A ⊂ F is called uniformly attracting for UΣ if for any τ ∈ R, B ∈ β(Y ),
B ⊂ F , and an arbitrary neighbourhood N(A) of A in F there exists T = T (τ,N(A),B) such
that
UΣ(t, τ,B)⊂N(A), ∀t  T . (39)
This property will be denoted by
UΣ(t, τ,B) →A, t → +∞. (40)
Remark 28. If Y is a metric space with the metric ρ and Y = F , then condition (40) should be
understood as
dist
(
UΣ(t, τ,B),A
)→ 0, t → +∞, (41)
where for A,C ⊂ Y, dist(A,C) = supx∈A infy∈C ρ(x, y), that is, ∀ > 0 and B ∈ β(Y ) there
exists T = T (,B) such that G(t,B)⊂O(A), ∀t  T . Here O(A) = {y ∈X: dist(y,A) < }.
For a compact set A ⊂ Y properties (39) and (41) are equivalent. In the general case we can
say only that (39) implies (41).
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1. K is a uniformly attracting set;
2. K is negatively semi-invariant, i.e. K⊂UΣ(t, τ,K), ∀t  τ.
Usually, in the applications, it is interesting to obtain additional properties like compactness
or minimality. We say that K is a minimal uniform global attractor of UΣ if for any uniformly
attracting set Y we have K⊂ clF Y , where clF is the closure in the space F .
Further, for B ⊂ F and (s, τ ) ∈ Rd let us define γ τs,σ (B) =
⋃
ts Uσ (t, τ,B), γ
τ
s,Σ(B) =⋃
ts UΣ(t, τ,B) and the ω-limit set ωΣ(τ,B)=
⋂
sτ clF (γ τs,Σ(B)).
It is known [20, p. 1971] that y ∈ ωΣ(τ,B) if and only if there exist generalized sequences
tα → +∞, ξα ∈ UΣ(tα, τ,B) such that ξα → y in F . Also, the following proposition is proved
in [20, p. 1971].
Proposition 30. Let for any τ ∈ R and B ∈ β(Y ), B ⊂ F, there exists A(τ,B) ∈ β(Y ) ∩ K(F)
(i.e. it is bounded in Y and compact in F ) such that
UΣ(t, τ,B) →A(τ,B), as t → +∞. (42)
Then ω(τ,B) is nonempty, compact in F , bounded in Y,ω(τ,B)⊂A(τ,B) and
UΣ(t, τ,B)→ ω(τ,B), as t → +∞. (43)
Moreover, if F is regular, then it is the minimal closed set (in F ) satisfying (43).
Consider the following additional assumptions:
(Z1) Σ is a compact metric space;
(Z2) on Σ is defined the continuous shift operator T (h)σ (t) = σ(t + h), h ∈ R, and
T (h)Σ =Σ, ∀h ∈R;
(Z3) for any (t, τ ) ∈Rd , h ∈R, x ∈ F and σ ∈Σ we have
Uσ (t + h, τ + h,x)=UT (h)σ (t, τ, x).
Lemma 31. Assume the conditions of Proposition 30, (Z1)–(Z3) and also that for any (t, τ ) ∈Rd
the map (σ, x) → Uσ (t, τ, x) has closed graph in Σ × F. Then ω(τ,B) is negatively semi-
invariant, i.e., ω(τ,B)⊂UΣ(t, τ,ω(B)), ∀t  τ.
Proof. Let ξ ∈ ω(τ,B). Then there exists a generalized sequence ξα ∈ Uσα (tα, τ,B), such that
ξα → ξ in F , as tα → +∞. Since Σ is compact, we can assume that σα → α ∈ Σ . For tα  t
using (Z3) we have
Uσα (tα, τ,B)⊂Uσα
(
tα, tα − t + τ,Uσα (tα − t + τ, τ,B)
)
⊂UT (tα−t)σα
(
t, τ,Uσα (tα − t + τ, τ,B)
)
,
and, therefore, ξα ∈ UT (tα−t)σα (t, τ, ζα), where ζα ∈ Uσα (tα − t + τ, τ,B). From (42) it follows
that the net ζα has a converging subnet (see the proof of Theorem 3.4 in [20, p. 1971]). Thus,
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T (tα − t)σα → σ ∈ Σ . Since (σ, x) → Uσ (t, τ, x) has closed graph, ξ ∈ Uσ (t, τ,ω(τ,B)). Fi-
nally, ω(τ,B)⊂UΣ(t, τ,ω(B)), ∀t  τ , because ξ ∈ ω(τ,B) and t  τ are arbitrary. 
Let us prove now the existence of the global attractor.
Theorem 32. Assume (Z1)–(Z3) and suppose the following conditions:
1. for any τ ∈R and B ∈ β(Y ), B ⊂ F, there exists A(τ,B) ∈ β(Y )∩K(F) satisfying (42);
2. for any (t, τ ) ∈Rd the map (σ, x) →Uσ (t, τ, x) has closed graph in Σ × F.
Then there exists a uniform global attractor K defined by
K def=
⋃
τ∈R,B∈β(Y ),B⊂F
ω(τ,B)=
⋃
B∈β(Y ),B⊂F
ω(0,B), (44)
which is minimal.
Moreover, if for any τ ∈R there exists an attracting set A(τ) such that A(τ) ∈ β(Y )∩K(F),
then K is compact in F and bounded in Y . Additionally, if the process UΣ is strict, then K is
strictly invariant, i.e. K=UΣ(t, τ,K), for all (t, τ ) ∈Rd .
Proof. The fact that K is a global attractor is an easy consequence of Proposition 30 and
Lemma 31.
Let us prove the second equality in (44). It is obvious that⋃
B∈β(Y ),B⊂F
ω(0,B)⊂K.
The inverse inclusion is a consequence of ωΣ(τ,B) ⊂ ωΣ(0,B),for any τ ∈ R and B ∈ β(Y ),
B ⊂ F (see [20, Lemma 3.12]).
To prove the minimality we take an arbitrary ω(0,B), B ∈ β(Y ), B ⊂ F . By Lemma 31 we
obtain
ω(0,B)⊂UΣ
(
t,0,ω(0,B)
)→ Y, as t → +∞,
where Y is an uniformly attracting set. Hence, ω(0,B) ⊂ clF Y , for all B ∈ β(Y ) satisfying
B ⊂ F , so that K⊂ clF Y .
Assume now that for any τ ∈ R there exists an attracting set A(τ) such that A(τ) ∈ β(Y ) ∩
K(F). It follows from Proposition 30 that ω(0,B) ⊂ A(0), for any B ∈ β(Y ),B ⊂ F . Then
K ⊂ A(0). Thus, K ∈ β(Y ) and we shall obtain that K ∈ K(F) if we check that it is closed
in F . Take an arbitrary net {yα} ⊂ K such that yα → y. We have to prove that y ∈ K. Since
K⊂UΣ(t,0,K), for any t  0, we have yα ∈ UΣ(tα,0,K) for an arbitrary generalized sequence
tα → +∞. Then the boundedness of K in Y implies that y ∈ ω(0,K)⊂K.
Finally, let us prove that K ∈ β(Y )∩K(F) is invariant if UΣ is, moreover, a strict process. In
view of (Z3) for any t  τ , s  τ , we have
UΣ(t, τ,K)⊂UΣ(t + s − τ, s,K)⊂UΣ
(
t + s − τ, s,UΣ(s, τ,K)
)⊂UΣ(t + s − τ, τ,K).
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τ,K) ⊂ O(K), ∀s  T . Since O(K) is arbitrary, we have UΣ(t, τ,K) ⊂ clF K = K. Hence,
K=UΣ(t, τ,K), ∀(t, τ ) ∈Rd . 
Remark 33. Theorem 32 (except the statement about the strict invariance of K and the minimal-
ity, which are new) is proved in [20, Theorem 3.12], but the proof that we give here is shorter.
We say that the multivalued map (σ, x) → Uσ (t, τ, x) (t  τ are fixed) is upper semi-
continuous (with respect to Σ × F ) if for any (στ , xτ ) and an arbitrary open (in F ) set O
containing Uστ (t, τ, xτ ) there exists a neighborhood Oστ ,xτ of (στ , xτ ) in Σ × F such that
Uσ (t, τ,Oσ,x)⊂O for all (σ, x) ∈Oστ ,xτ .
Theorem 34. Under the conditions 1–2 of the previous theorem, if, moreover, Σ is a connected
space, the map (σ, x) →Uσ (t, τ, x) is upper semicontinuous as a map from Σ × F onto F , has
connected values in F and K ⊂ B1 ⊂ F , B1 ∈ β(Y ), where the set B1 is connected in F , then
the global attractor K is connected in F .
Proof. Suppose that K is not connected in F . Then there exist two open sets A1, A2 such that
K ∩A1 = ∅, K ∩A2 = ∅, K⊂A1 ∪A2 and A1 ∩A2 = ∅.
Since the map (σ, x) → Uσ (t, τ, x) is upper semicontinuous and has connected values,
UΣ(t,0,B1) is a connected set in F for any t  0. Indeed, if UΣ(t,0,B1) were not con-
nected, then there would exist open sets U1 and U2 in F with U1 ∩ U2 = ∅ such that
UΣ(t,0,B1) ∩ Ui = ∅, i = 1,2, and UΣ(t,0,B1) ⊂ U1 ∪ U2. Denote Mi = {(σ, x) ∈ Σ × B1:
Uσ (t,0, x) ⊂ UΣ(t,0,B1) ∩ Ui}. Since Uσ has connected values, M1 ∪ M2 = Σ × B1. Also,
M1 ∩ M2 = ∅ and Mi = ∅ for i = 1,2. Since (σ, x) → Uσ (t, τ, x) is upper semicontinuous,
Vi := {(σ, x) ∈ Σ ×B1: Uσ (t,0, x)⊂Ui} are open sets for i = 1,2 (see [18, p. 37] or [1, p. 40]).
Then Mi ⊂ Vi and V1 ∩ V2 = ∅, which contradicts the fact that Σ ×B1 is a connected set.
By K⊂UΣ(t,0,K)⊂UΣ(t,0,B1), we have UΣ(t,0,B1)∩A1 = ∅, UΣ(t,0,B1)∩A2 = ∅.
But A1 ∪ A2 does not cover UΣ(t,0,B1) for any t  0. Hence there exist ξα ∈ UΣ(tα,0,B1),
where tα → ∞, such that ξα /∈ A1 ∪ A2. Arguing as in the proof of Proposition 3.4 in
[20, Lemma 3.12] we obtain that the generalized sequence {ξα} has a converging generalized
subsequence and its limit ξ belongs to ω(0,B1) and does not belong to A1 ∪A2, which is a con-
tradiction. 
Remark 35. Theorem 34 remains true if B1 is connected in Y and the map (σ, x) →Uσ (t, τ, x)
is upper semicontinuous with respect to Σ × Y (see [20, Theorem 3.12]).
7. A weak attractor
Let us consider now the case where f ∈ L∞(R;H).
If we do not assume assumption (Hb) the results of the previous section are no more valid and
we are not able to prove the existence of a global compact attractor in the strong topology of the
space H . As mentioned before the problem here is the lack of continuity of the weak solutions.
Instead, we shall construct a global attractor but taking the weak convergence of H .
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sup
t∈R
t+1∫
t
∥∥f (s)∥∥2
H
ds  ‖f ‖2L∞(R;H) = C <+∞.
Put W = L2loc,w(R;H) and define the set
Σ = clW
{
f (· + h): h ∈R},
which is compact in W , as we have seen in the previous section.
It is standard to show, using the Galerkin approximations of the weak solution [34], the exis-
tence of at least one globally defined weak solution such that
Vτ
(
u(t)
)
 Vτ
(
u(s)
)
, (45)
F
(
u(t)
)
 F
(
u(s)
)
, for all t  s and a.a. s > τ, (46)
where Vτ is defined in Theorem 2 and
F
(
u(t)
)= (∥∥u(t)∥∥2 −R20)eδt ,
δ = λ1ν,R20 =
1
ν2λ21
‖f ‖2L∞(R;H).
Remark 36. In fact, the weak solution obtained via Galerkin approximations satisfies (45)–(46)
also for s = τ.
We note also that (45)–(46) are satisfied for at least one weak solution corresponding to any
σ ∈Σ (replacing in Vτ the function f by the corresponding σ ). This follows from the next result:
Lemma 37. For any σ ∈Σ one has
σ ∈ L∞(R;H),
‖σ‖L∞(R;H)  ‖f ‖L∞(R;H).
Proof. Since σ(·) = limn→∞ f (· + tn) in Lloc2,w(R;H) and ‖f (· + tn)‖L∞(R;H)  ‖f ‖L∞(R;H),
for all n, we have passing to a subsequence that
f (· + tn)→ σ weakly star in L∞(R;H).
Hence, ‖σ‖L∞(R;H)  lim inf‖f (· + tn)‖L∞(R;H)  ‖f ‖L∞(R;H). 
Put BR = {u ∈ H : ‖u‖  R}. For any R  R0, σ ∈ Σ , let us define the multivalued map
URσ :Rd ×BR → P(BR):
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{
u(t): u(·) is a globally defined weak solution with u(τ)= uτ such that
(45)–(46) hold and ∥∥u(r)∥∥R, for all r  τ}. (47)
This map is correctly defined, because according to Remark 36 there exists a weak solution such
that the estimate F(u)(t) F(u)(s) takes place for all t  s, for a.a. s ∈ (τ, t) and for s = τ . So∥∥u(r)∥∥2  e−δ(r−τ)(‖uτ‖2 −R20)+R20 R2, for all r  τ.
Lemma 38. For any R R0 the map URσ is a multivalued process. Moreover,
URσ (t + h, τ + h,uτ )=URT (h)σ (t, τ, uτ ), for all t  τ, σ ∈Σ, h ∈R.
Proof. The property uτ = U(τ, τ,uτ ) is obvious. Let ξ ∈ URσ (t, τ, uτ ). Then ξ = u(t), u(τ) =
uτ , where u(·) satisfies the properties given in (47). Then u(r) ∈ URσ (r, τ, uτ ) and if we denote
v(p) = u(p), p ∈ [r, t], then ξ = v(t) = u(t) ∈ URσ (t, r, u(r)) ∈ URσ (t, r,URσ (r, τ, uτ )), because
v(·) satisfies (45)–(46), for all t  s and a.a. s > r , and ‖v(t)‖R, for all t  r .
Let now ξ ∈ URσ (t + h, τ + h,uτ ). Then ξ = u(t + h), u(τ + h) = uτ , where u(·) satisfies
the properties given in (47) for the initial moment τ + h. Let us denote v(r) = u(r + h). Then
v(t)= ξ , v(τ)= uτ , v(·) is a weak solution for σ(t + h)= T (h)σ (t) and satisfies (45)–(46), for
all t  s and a.a. s > τ , and ‖v(t)‖  R, for all t  τ . Therefore, ξ = v(t) ∈ URT (h)σ (t, τ, uτ ).
The converse inclusion UR
T (h)σ
(t, τ, uτ ) ⊂ URσ (t + h, τ + h,uτ ) is proved in the same way as in
Lemma 17. 
Remark 39. We are not able to prove the inclusion URσ (t, r,URσ (r, τ, uτ )) ⊂ URσ (t, τ, uτ ). The
reason is that for fixed r ∈ (τ, t) the concatenation of two solutions satisfying (45)–(46)
θ(p)=
{
u(p), p ∈ [τ, r],
v(p), p ∈ [r, t],
does not satisfy in general these two conditions.
It follows from Lemma 38 that condition (Z3) holds. Also, we have seen before that
(Z1)–(Z2) are also true.
We denote URΣ =
⋃
σ∈Σ Uσ , which is also a multivalued process.
Since in this case we are not able to prove the asymptotic compactness with respect to the
strong topology of the space H , we are going to study the existence of a weak attractor, i.e., we
shall consider the attraction property with respect to the weak topology.
As before, let Hw be the space H endowed with the weak topology. We shall say that the set
AR is a weak uniform global attractor for URΣ if:
1. It is negatively semi-invariant, i.e., AR ⊂URΣ(t, τ,AR), for all t  τ ;
2. It is weakly uniformly attracting, i.e., for any τ ∈R we have
UΣ(t, τ,BR)→AR, as t → +∞, (48)
in the weak topology of H .
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weak topology of H , and Y = BR endowed with the strong topology.
Theorem 40. For any R  R0 the multivalued process URΣ has a weak uniform invariant global
attractor AR , which is minimal. Moreover, the sets AR are bounded in H , weakly compact and
AR =AR0 , for all R R0.
Proof. In view of Theorem 32 in order to prove the existence of a weak uniform invariant global
attractor for URΣ (which, moreover, will be bounded in H, compact in Hw and minimal), it is
sufficient to check the following two properties:
1. There exists a weakly compact set CR satisfying (48);
2. For any t  τ the map (σ,u) → URσ (t, τ, u) has closed graph in the space Σ × Hw, i.e.,
if ξn ∈ URσn(t, τ, xn), xn ∈ BR , ξn → ξ , xn → uτ weakly in H , and σn → σ in Σ , then
ξ ∈URσ (t, τ, uτ ).
Observe that the given characterization of the closed graph property is a consequence of the
fact that Hw is a space with the first axiom of countability.
The first one is obvious by taking CR = BR.
For the second one, let ξn = un(t), un(τ) = xn, where un(·) satisfies the properties given in
(47). Then the sequence un is bounded in L2(τ, T ;V ) ∩ L∞(τ, T ;H) and the sequence dundt is
bounded in L
4
3 (τ, T ;V ∗), where T > τ is arbitrary (see the proof of Theorem 2). Hence, using
the compactness lemma [23] it is standard to obtain, passing to a subsequence, the existence of
u(·) such that (11)–(12) hold and un(tn) → u(t0) in Hw for any tn → t0, tn, t0 ∈ [τ, T ]. In the
same way as in the proof of the existence of solutions by the Galerkin method (see [34] or [23])
one can check that u is a weak solution corresponding to σ . Using a diagonal argument we define
it on [τ,+∞).
Since un(r) → u(r) in H , for a.a. r > τ, and un(r)→ u(r) in Hw for all r  τ , it is clear that
u satisfies (46) and ‖u(r)‖R, for all r  τ . Further, using also un → u weakly in L2(τ, T ;V )
and
t∫
s
(
σn(r), un(r)
)
dr →
t∫
s
(
σ(r), u(r)
)
dr
we obtain passing to the limit that u satisfies (45). In particular, u(·) ∈ C([0, t],Hw), un(τ) =
xn → u(τ) = uτ weakly in H , un(t)= ξn → u(t)= ξ weakly in H , so that ξ ∈URσ (t, τ, uτ ) and
the required result is proved.
In particular, we can deduce that the map (σ,uτ ) → URΣ(t, τ, uτ ) is upper semicontinuous as
a map from Σ ×F onto F . In other case there would exist sequences ξn ∈URσn(t, τ, unτ ), σn ∈ Σ,
with unτ → uτ in F and a neighborhood O of URΣ(t, τ, uτ ) in F such that ξn /∈ O . From these
sequences we can extract converging subsequences ξnk , σnk in F and Σ , respectively. Since
(σ,u) →URσ (t, τ, u) has closed graph we obtain that the limit ξ belongs to URσ (t, τ, uτ ).
Hence, the existence of the weak invariant uniform global attractor AR ⊂ BR , which is
bounded in H , compact in Hw and minimal, is proved.
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AR ⊂AR˜, if R < R˜. (49)
Now let us prove that AR =AR0 . Let ξ ∈AR ⊂URΣ(t,0,AR). Then ξ = u(t), where u satis-
fies the properties given in (47). From (46) one has(∥∥u(t)∥∥2 −R20)eδt  (∥∥u(s)∥∥2 −R20)eδs  (R2 −R20)eδs,
for all t  s and a.a. s > 0. Passing to the limit as s → 0 we obtain∥∥u(t)∥∥2  (R2 −R20)e−δt +R20, (50)
so that ‖ξ‖2 = ‖u(t)‖2  ε +R20 , for t  T (ε). Thus, AR ⊂ BR0 .
Let now ζ ∈ URΣ(t,0,BR0). As before, ζ = u(t) and (50) holds. For any R  R0 and ε > 0
we choose t (R, ε) such that e− δt2 (R2 −R20) < ε2. Then ‖u(r)‖2  ε2 +R20  (R0 + ε)2, for all
r  t2 . Hence, Lemma 38 implies
ζ ∈ UR0+εΣ
(
t,
t
2
,BR0+ε
)
⊂UR0+Σ
(
t
2
,0,BR0+
)
.
Since AR ⊂URΣ(t,0,AR)⊂ URΣ(t,0,BR0), we have
AR ⊂UR0+Σ
(
t
2
,0,BR0+
)
.
But AR0+ε attracts BR0+ in the weak topology, so that
U
R0+
Σ (t,0,BR0+)→AR0+ε, as t → +∞.
Hence, AR ⊂AR0+ε , for all ε > 0, and (49) implies AR =AR˜ , for any R, R˜ > R0.
It remains to prove that AR =AR0 . This follows from a continuity argument.
Since BR0+1 is a bounded, closed and convex subset of the separable Hilbert space H , we
can consider BR0+1 as a complete metric space, endowed with the metric ρw , the convergence in
which is equivalent to the weak convergence in H .
Denote distw(C,A) = supc∈C infa∈A ρw(c, a). If we prove that distw(AR,AR0) → 0, as
R →R0, then the equality AR =AR0 follows. Since AR is negatively semi-invariant, we have
distw(AR,AR0)
 distw
(
URΣ(t,0,AR),AR0
)
 distw
(
URΣ(t,0,AR),UR0Σ (t,0,AR)
)+ distw(UR0Σ (t,0,AR),AR0). (51)
First note that
distw
(
U
R0
Σ (t,0,AR),AR0
)
 distw
(
U
R0
Σ (t,0,BR0),AR0
)
< ε,
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distw
(
URΣ(t,0,K),U
R0
Σ (t,0,K)
)→ 0, as R →R0,
for any t > 0. If this is not the case, then there exists a neighborhood O of UR0Σ (t,0,K) in Hw
and sequences yn ∈ URnσn (t,0, xn), Rn → R0, σn → σ in Σ , xn → u0 in Hw , such that yn /∈ O .
Then yn = un(t), un(0) = xn, where un(·) satisfies the properties given in (47) for each Rn.
Repeating the same proof of the first part of the theorem, we obtain that un(·) converges to some
weak solution u(·) satisfying (45)–(46) and u(0) = x ∈ K . Also, u(tn) → u(t0) in Hw for all
tn → t0. Since ‖un(r)‖ Rn, for all r ∈ [0, t], we deduce that ‖u(r)‖ R0, for all r ∈ [0, t], so
that yn → y = u(t) ∈UR0Σ (t,0,K). This contradicts yn /∈ O .
Hence, from (51) we have
distw(AR,AR0) < 2ε,
if |R −R0|< δ(ε), as required. 
In the autonomous case, that is, when f ∈H we can define in a similar way as in (47) a family
of multivalued semiflows GR(t, u0). Indeed, we define GR :R+ ×BR → P(BR), where
GR(t, u0) :=
{
u(t): u(·) is a globally defined weak solution with u(0)= u0 such that
(45)–(46) hold and ∥∥u(r)∥∥R, for all r  0}.
We note that now in (45)–(46) we put τ = 0 and also that in the definition of R0 we write
‖f ‖2 instead of ‖f ‖2
L∞(R;H).
The set AR is called a global weak attractor for GR if:
1. It is negatively semi-invariant, i.e., AR ⊂GR(t,AR), for all t  0;
2. It is weakly attracting, i.e.,
GR(t,BR)→AR, as t → +∞,
in the weak topology of H.
It is clear that URΣ(t, τ, x) = GR(t − τ, x), Σ = {f }. Then we can apply Theorem 40 and
obtain the following:
Theorem 41. For any R  R0 the multivalued semiflow GR has a weak global attractor AR ,
which is minimal. Moreover, the sets AR are bounded in H, weakly compact and AR =AR0 , for
all R R0.
Remark 42. In [21] it is proved (in the autonomous case) that AR are connected in the weak
topology of H .
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