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Introduction
Locally symmetric spaces form a special class of Riemannian manifolds. In this
work our attention is focused on locally symmetric spaces of non-compact type
(i.e. having non-positive sectional curvature). These are of the form Γ\G/K
where G is a noncompact, connected semisimple Lie group with ﬁnite center,
K a maximal compact subgroup of G and Γ a torsion-free discrete subgroup
of G. If G is the group of R-points of an algebraic group G deﬁned over Q,
one can construct discrete subgroups of G as arithmetic subgroups of the group
G(Q). Algebraic properties of Γ andG are reﬂected in geometric characteristics
of the locally symmetric space Γ\G/K and vice versa. In many aspects, the
space Γ\G/K can be thought of as a geometric analogue of the group Γ. For
instance, since G/K is simply connected, it is the universal cover of Γ\G/K
so the fundamental group of Γ\G/K is Γ. Moreover, G/K is contractible, so
Γ\G/K is a "K(Γ, 1)" Eilenberg-MacLane space and the group cohomology of
Γ can be identiﬁed with the de Rham cohomology of the manifold Γ\G/K.
A thorough analysis of these cohomology groups brings together group theory,
arithmetic and geometry in a most fruitful way. In addition, the cohomology of
an arithmetic group Γ is strongly related to the theory of automorphic forms
for the underlying algebraic group G with respect to Γ. More precisely, for a
congruence subgroup Γ the cohomology H∗(Γ\X;C) can be interpreted as the
relative Lie algebra cohomology H∗(g,K;A(G,Γ)) of g := Lie(G) with respect
to the automorphic spectrum (see [Fr]). Hence, any geometric construction of a
non-trivial cohomology class has an interpretation in the theory of automorphic
forms. For example, this approach led to non-vanishing results of multiplici-
ties with which speciﬁc automorphic forms occur in the automorphic spectrum
([Mil], [MR]).
For a compact locally symmetric space Γ\X one has an injective homomorphism
of the algebra Inv∗(G) of G-invariant forms on X into H∗(Γ\X;R) (see [Mat]).
These cohomology classes have also a geometric origin, since the algebra Inv∗(G)
can be identiﬁed with the cohomology H∗(Xu;R) of the compact dual locally
symmetric space Xu of X.
In this work we apply geometric methods ([Mil], [MR], [RSchw], [LS]) for
construction of homology classes in locally symmetric spaces to treat the case
of arithmetically deﬁned compact quaternion hyperbolic manifolds. Such a lo-
cally symmetric space arises as a quotient of the quaternion hyperbolic space
Hn(H) = Sp(n, 1)/(Sp(n) × Sp(1)) under the action of a cocompact torsion-
free arithmetic lattice Γ in Sp(n, 1). The lattice Γ is constructed in the fol-
lowing way: let F be a totally real algebraic number ﬁeld, D a quaternion
algebra over F which does not split at any archimedean place of F , B a
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Hermitian form1 on Dn+1 of signature (n, 1) over D, all of whose conjugates
are positive deﬁnite. Denote by SU(B,D, τc) the group of isometries of B
in SLn+1(D). Then, for any OF -order2 Λ in D, the group SU(B,Λ, τc) :=
SU(B,D, τc) ∩ SLn+1(Λ) embeds in Sp(n, 1) as a cocompact arithmetic lat-
tice and the torsion-freeness can be settled by passing to suitable congruence
subgroups. We describe the way to obtain such torsion-free subgroups of Γ by
passing to congruence subgroups modulo ideals of Λ. Then we consider suitable
pairs of commuting involutions on Γ\Sp(n, 1)/(Sp(n) × Sp(1)) and apply the
methods of [MR] and [RSchw] to produce pairs of compact oriented submani-
folds3 in Γ\Sp(n, 1)/(Sp(n)×Sp(1)) of complementary dimensions intersecting
with nonzero intersection number. As a consequence, they represent non-trivial
homology classes on Γ\Sp(n, 1)/(Sp(n)×Sp(1)). The dimensions in which these
submanifolds occur are 4, 8, . . . , and 4n− 4. Passing to a ﬁnite covering it can
be arranged that these homology classes are not dual to Sp(n, 1)-invariant co-
homology classes, i.e. they do not come from Inv∗(Sp(n, 1)).
Geometric constructions mentioned above rely on an application of the Poincaré
duality for compact oriented manifolds. Quotients of the quaternion hyperbolic
space Sp(n, 1)/(Sp(n) × Sp(1)) under the action of a lattice Γ ≤ Sp(n, 1) are
oriented since the group Sp(n, 1) is connected. This is not the case for the
group SO(n, 1), and the orientability problem for arithmetically deﬁned real
hyperbolic manifolds4 cannot be settled by imposing certain "low" congruence
conditions on the arithmetic group in question, as it is cited in some recent
published papers. We exhibit an example contradicting these claims.
Furthermore, we discuss the problem of ﬁnding non G-invariant cohomology
classes on compact locally symmetric spaces of non-compact type and the way
to obtain lower bounds on the dimensions of the corresponding cohomology
groups.
As mentioned above, a cocompact arithmetic group Γ acting on a quaternion
hyperbolic space arises as the group of Λ−points of the group of isometries of
a certain Hermitian form B over a quaternion skewﬁeld D constructed over a
totally real algebraic number ﬁeld F , where Λ is an OF−order in D. We present
an elementary proof (independent of the one in [Ba]) of the result on the stable
rank of an arithmetic order Λ in a (ﬁnite dimensional, separable) skewﬁeld over
an algebraic number ﬁeld. This result can be used to analyze the structure of
the linear groups over Λ (i.p. of the arithmetic group Γ) and the ﬁrst "K-group"
of Λ. Although there is no apparent connection to the topic of cohomology of
locally symmetric spaces, we note that in [Bo2] a connection between the stable
cohomology of arithmetic groups and the "K-groups" of arithmetic orders is
established.
We now describe the content of the chapters more precisely:
Chapter 1 contains a description of the geometric methods of construction of
cohomology classes in locally symmetric spaces initiated by Millson in [Mil] and
further generalized by Millson and Raghunathan ([MR]) and Rohlfs and Schw-
1B is a Hermitian form with respect to the standard symplectic anti-involution τc on D.
2An OF−order in D is a subring Λ containing 1 which is a ﬁnitely generated OF− module
s.t. FΛ = D holds.
3These are again compact locally symmetric quaternion manifolds.
4These arise as quotients of the real hyperbolic space SO(n, 1)/S(O(n)×O(1)) under the
action of an arithmetic group constructed similarly as in the case of quaternion manifolds
discussed above.
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ermer ([RSchw]). We give a summary of the Millson-Raghunathan method,
where the homology classes in compact locally symmetric spaces Γ\X arise
from projections of two orthogonal subspaces of the given symmetric space X
which intersect transversely at the origin of X. Projecting these subspaces to
a locally symmetric space their intersection becomes more complicated. Degen-
erate intersection components may occur and, even in the case of transversal
intersection components still the sign (i.e. the multiplicity) of the intersection
has to be determined. The idea of the Millson-Raghunathan approach is to pass
to a congruence subgroup Γ˜ ≤ Γ, i.e., to a ﬁnite cover Γ˜\X of Γ\X, where
only transversal intersection components with positive intersection multiplicity
occur. As a consequence, the intersection number of the corresponding homol-
ogy classes does not equal 0, hence, the classes (and their cohomological duals)
cannot be trivial in H∗(Γ˜\X;Z) (resp. H∗(Γ˜\X;Z)). The Rohlfs-Schwermer
method is a generalization of this result: it considers suitable pairs σ, τ of com-
muting automorphisms of ﬁnite order and the connected components Cσ(Γ) and
Cτ (Γ) of their ﬁxed points sets on the locally symmetric space Γ\X. Passing to
a ﬁnite cover (i.e. to some ﬁnite index subgroup Γ˜ of Γ) it can be arranged that
the intersection number [Cσ(Γ˜)][Cτ (Γ˜)] equals the sum of Euler characteristics
of the connected components of the intersection Cσ(Γ˜) ∩ Cτ (Γ˜), which are all
positive, hence the sum is nonzero and as a consequence [Cσ(Γ˜)] and [Cτ (Γ˜)]
are non-trivial homology classes.
In addition, there is a recent result of Lafont and Schmidt ([LS]) which can be
applied to show that certain locally symmetric subspaces (which include some
of the above-mentioned cycles) of dimensions in which the cohomology of the
compact dual does not vanish represent non-trivial homology classes. However,
using this method we do not know how to distinguish between the G-invariant
and non G-invariant classes constructed by this method.
Having found the corresponding locally symmetric space Γ\X where the
cycles intersect with nonzero intersection number, we can pass further to a
ﬁnite covering Γ˜\X of Γ\X where the (cohomological duals of the) cycles do
not represent G-invariant classes. This is explained in Chapter 2. Moreover,
using the fact that the deck transformation group Γ/Γ˜ acts non-trivially on the
homology groups of Γ˜\X the dimension of the smallest non-trivial representation
of Γ/Γ˜ gives a lower bound on the corresponding Betti number. We give a brief
overview of the necessary technique for determining the group Γ/Γ˜.
In Chapter 3 we apply the above-mentioned methods to the case of quater-
nion hyperbolic spaces. We describe arithmetic groups acting on quaternion
hyperbolic spaces. These groups arise from arithmetic orders in quaternion
algebras over number ﬁelds in the following way: let F be a totally real al-
gebraic number ﬁeld, D a quaternion algebra over F which does not split
at any archimedean place of F , B a hermitian form on Dn+1 (with respect
to the standard symplectic anti-involution τc on D) of signature (n, 1) all of
whose conjugates are positive deﬁnite. Denote by SU(B,D, τc) the group of
isometries of B in SLn+1(D). Then, for any order Λ in D, SU(B,Λ, τc) :=
SU(B,D, τc)∩SLn+1(Λ) embeds in Sp(n, 1) as a cocompact arithmetic lattice.
In order for a discrete subgroup of isometries Γ ≤ G to act freely on the symmet-
ric space G/K it has to be torsion-free. We can pass to a ﬁnite index torsion-free
subgroup of SU(B,Λ, τc) using the following observation:
Let D be a (central, simple) skewﬁeld over a (totally real) algebraic number
ﬁeld F . Let OF be the ring of integers of F and Λ a maximal OF -order in D.
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Let Γ be a subgroup of SLn(Λ). For an ideal β of Λ let Γ(β) := {γ ∈ Γ | γ ≡ I
(mod β) }. Let β := pk11 pk22 . . .pkrr , where ki ≥ 1 for all i = 1, . . . , r, be the
decomposition of β into distinct prime ideals pi of Λ. The intersection of pi
with Z is a prime ideal, hence we have pi ∩ Z = piZ for a corresponding prime
number pi. In this setting we have (see section 3.2.2):
Proposition. Let Γ be a subgroup of SLn(Λ). Let β := pk11 p
k2
2 . . .p
kr
r be an
ideal of Λ. Suppose either that there exist i, j ∈ {1, . . . , r}, i 6= j s.t. pi 6= pj or
that there exists a single j ∈ {1, . . . , r} such that
exppj (pj) < kj(pj − 1),
where exppj (pj) is the exponent of pj in the prime ideal decomposition of the
two sided ideal < pj >Λ= Λpj of Λ generated by pj. Then Γ(β) is torsion-free.
If Γ is a torsion-free arithmetic group of the above form, it embeds in Sp(n, 1)
as a cocompact lattice and we get a compact locally symmetric space Γ\X,
where X := Sp(n, 1)/(Sp(n) × Sp(1)). Fix m ∈ {1, . . . , n − 1} and consider
two commuting F -involutions σ resp. τ of the underlying algebraic group
G(F ) = SU(B,D, τc) given by conjugation by the matrix
Im 0 00 −In−m 0
0 0 1

resp.
−Im 0 00 In−m 0
0 0 1
. These induce involutions on Γ and X, whose ﬁxed
point sets we denote by Γσ, Xσ, resp. Γτ , Xτ . Then, the locally symmetric
spaces Γσ\Xσ and Γτ\Xτ embed in Γ\X as totally geodesic submanifolds.
Let [Γσ\Xσ], [Γτ\Xτ ] denote their homology classes in H4m(Γ\X;Z) resp.
H4(n−m)(Γ\X;Z). Applying the results of [RSchw] and [MR] we get (see section
3.3):
Theorem. In the setting above, there exists a < σ, τ >-stable normal sub-
group Γ˜ of ﬁnite index in Γ s.t. the intersection number [Γ˜σ\Xσ][Γ˜τ\Xτ ] is
not 0. In particular, [Γ˜σ\Xσ] resp. [Γ˜τ\Xτ ] are non-trivial homology classes in
H4m(Γ˜\X;Z) resp. H4(n−m)(Γ˜\X;Z).
Applying the result of [MR] (described in Ch. 2), we get:
Corollary. There exists a < σ, τ >-stable normal subgroup Γ
′
of ﬁnite index in
Γ s.t. the cohomological duals of [Γ
′
σ\Xσ] resp. [Γ
′
τ\Xτ ] represent non Sp(n, 1)-
invariant cohomology classes in H4(n−m)(Γ˜\X;R) resp. H4m(Γ˜\X;R).
In Chapter 4 we discuss orientability questions in locally symmetric spaces
modelled on the real hyperbolic space. We exhibit an example contradicting
claims in some published papers on the topic that the orientability of the locally
symmetric space Γ\SO(n, 1)/S(O(n)×O(1)) can be achieved for certain "low"
congruence subgroups. Furthermore, we show how an observation of Xue in [X]
can be used to give an alternative proof of the existence of ﬁnite coverings of
certain locally symmetric spaces where the corresponding cycles (constructed
as in Ch. 1) represent non G-invariant classes. We mention the results on the
dimensions of the smallest non-trivial representations of some ﬁnite Lie groups
which can serve as lower bounds on the Betti numbers of locally symmetric
spaces in question.
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In addition, we present an elementary proof independent of the one in [Ba] of a
result concerning the stable range properties 5 of arithmetic orders in skewﬁelds
over number ﬁelds (see section 4.2 ):
Proposition. Let D be a ﬁnite dimensional separable skewﬁeld over an alge-
braic number ﬁeld K. Let OK be the ring of integers in K and let Λ be an
OK-order in D. Then sr(Λ) ≤ 2.
We conclude with an application of the Proposition above for the structure of
the stable and general linear groups over Λ.
Finally, in Appendix we give a brief overview of the background theory and
results which are frequently used in the thesis.
5This concept plays an important role in the structure theory for the general linear group
over a ring R in dimensions above the stable rank sr(R), which is deﬁned as the smallest
integer k s.t. for all m > k every unimodular element (x1, . . . , xm) ∈ Rm is reducible, i.e. ifPm
i=1Rxi = R, then there exist t1, . . . , tm−1 ∈ R s.t.
Pm−1
i=1 R(xi + tixm) = R.
v
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Notation, conventions and
deﬁnitions
Common abbreviations
We often use the following abbreviations: "ch." meaning "chapter", "f.e."
meaning "for example", "i.e." meaning "that is"/"in other words" (from latin
"id est"), "i.p." meaning "in particular", "p." meaning "page"/"pages", "prop."
meaning "proposition", "resp." meaning "respectively", "s.t."meaning "so that"
or "such that", "th." meaning "theorem" and "w.l.o.g." meaning "without loss
of generality".
If f : X −→ X is a map on a setX, we denote by FixX(f) := {x ∈ X |f(x) = x}
the set of ﬁxed points of the map f .
Rings, ﬁelds and algebraic groups
For a ring R we denote by R∗ := R\0 its group of units.
The symbols N, Z, Q, R, C have the usual meaning: nonnegative integers,
integers, rational numbers, real numbers, complex numbers. For an algebraic
number ﬁeld F we denote by OF its ring of integers. If p is a prime ideal of F ,
we denote by Fp the p-adic completion of F and by Op the ring of integers in
Fp. The notion of the adele ring and the corresponding notations are introduced
and explained in section 5.4.
The algebraic groups we consider are linear. If G is an algebraic group deﬁned
over a ﬁeld F , and L a ﬁeld extension of F , we write G(L) for the group of
L-rational points of G. For the sake of brevity, the symbol G is sometimes used
to denote the group of R-rational points of the algebraic group G deﬁned over
Q, f.e. in section 1.2.
We shall often use the fact that in order to specify an algebraic group G deﬁned
over an algebraic number ﬁeld F , since G(F ) is Zariske dense in G (see [PR],
Th.2.2.), it suﬃces to specify G(F ).
If G is an algebraic group deﬁned over a ﬁeld F , for a ﬁeld extension L we deﬁne
G ⊗ L to be the group obtained by replacing the elements of F with elements
of L, i.e. if G is deﬁned over F by the set Ψ of polynomials in F [x11, . . . , xll],
then let G⊗ L := {g ∈ SLl(L) |p(g) = 0 for all p ∈ Φ}.
The notions connected-, simply connected-, simple-, reductive- and semisimple
algebraic group are standard, i.p. correspond to those used in [PR].
Manifolds and group actions
A Riemannian manifold X is called a homogeneous space if its isometry group
Isom(X) acts transitively, i.e. for all x, y ∈ X there exists an isometry φ of X
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such that φ(x) = y.
Let φ : X −→ X be a map on a Riemannian manifold X. φ is called an
involution of X if φ2 = Id. A ﬁxed point x of φ is called an isolated ﬁxed point
of φ if there is a neighborhood U of x such that x is the only ﬁxed point of φ
contained in U .
A Riemannian manifold X is called a symmetric space if X is connected and
homogeneous and if there exists an involutive isometry φ of X such that φ has
at least one isolated ﬁxed point.
Let Γ be a group acting on a topological space X. We say that Γ acts freely on
X if
γ · x = x ⇒ γ = e.
Furthermore, Γ is said to act properly discontinuously on X if for every compact
subset C of X:
|{γ ∈ Γ|C ∩ γC 6= ∅}| <∞.
It can be seen that a group Γ acts freely and properly discontinuously on a
topological space X, the natural map X −→ Γ\X is a covering map.
A Riemannian manifold M is called a locally symmetric space if its universal
cover is a symmetric space, i.e. there exist a symmetric space X and a group Γ
of isometries of X, such that Γ acts freely and properly discontinuously on X
and M is isometric to Γ\X.
A subgroup Γ of a topological group G is said to be discrete if Γ is a discrete
subset of a topological group G, i.e. for every γ ∈ Γ there exists an open
neighborhood U of γ in G such that Γ ∩ U = γ.
A discrete subgroup Γ of a Lie group G is called a lattice in G if Γ\G has ﬁnite
volume 6. Note that if Γ is discrete and Γ\G compact, then Γ is a lattice since
every compact Riemannian manifold has ﬁnite volume.
Congruence subgroups
The term congruence subgroup, unless otherwise noted, is used in the "classical"
sense: let F be a number ﬁeld, G a linear algebraic group deﬁned over F and
G ⊂ SLn a ﬁxed embedding. Let G(OF ) := G∩SLn(OF ). For a nonzero ideal q
of OF let Γ(q) := Ker(G(OF ) −→ SLn(OF /q)) denote the kernel of the natural
map G(OF ) −→ SLn(OF /q). A subgroup of G(OF ) is called a congruence
subgroup if it contains Γ(q) for some nonzero ideal q of OF . (Usually, the
congruence subgroups we shall refer to will be the groups Γ(q) themselves.)
Passing to the "adelic setting", it can be seen that the group Γ(q), for q =∏n
i=1 p
ki
i equals the group L ∩G(F ) for
L :=
n∏
i=1
Li ×
∏
p∈P\{p1,...,pn}
G(Op),
where Li := {A ∈ G(Opi) |aij − δij ∈ pkii Opi}.
Hence, this is a special case of the following more general notion of a congruence
subgroup: an arithmetic subgroup Γ ≤ G(F ) is called a congruence subgroup
if Γ is of the form K ∩G(F ) (the intersection taken in G(AF )), where K is an
6Fix an left-invariant Haar measure µ on G (unique up to a scalar multiple), which induces
a measure µ on Γ\G. By volume of Γ\G we mean the volume relative to µ.
4
open compact subgroup of G(Af ). The term congruence subgroup is used in
that meaning in sections 1.3.6 and 4.1.1 (as it is noted there).
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Chapter 1
Geometric constructions of
homology classes in locally
symmetric spaces
This chapter presents some ideas which enable geometric constructions of ho-
mology classes in arithmetically deﬁned locally symmetric spaces. We start with
the necessary geometric background, such as Poincaré duality and some results
in the intersection theory on manifolds. Then we give a summary of the Millson-
Raghunathan method, where the homology classes in compact locally symmetric
spaces Γ\X arise from projections of two orthogonal subspaces of the given sym-
metric spaceX. In the symmetric space they intersect transversely at the origin,
however, passing to a locally symmetric space the intersection becomes more
complicated. Degenerate intersection components may occur and, even in the
case of transversal intersection components still the sign (i.e. the multiplicity)
of the intersection has to be determined. The idea of the Millson-Raghunathan
approach ([MR]) is to pass to a deeper congruence subgroup Γ˜ ≤ Γ, i.e. , to a
ﬁnite cover Γ˜\X of Γ\X, where only transversal intersection components with
positive intersection multiplicity occur. Then the intersection number of the
corresponding homology classes is > 0, hence the classes cannot be trivial in
H∗(Γ˜\X;Z). The Rohlfs-Schwermer method ([RSchw]) is a generalization of
this result: it considers pairs σ, τ of commuting automorphisms of ﬁnite order
and the connected components Cσ(Γ) and Cτ (Γ) of their ﬁxed points sets on
the compact locally symmetric space Γ\X, parametrizes the intersection compo-
nents of Cσ(Γ)∩Cτ (Γ) by certain elements of H1(< σ, γ >; Γ) and then, passing
to a ﬁnite cover (i.e. to some ﬁnite index subgroup of Γ) it is arranged that all
the intersection numbers are positive. Hence, the diﬀerence in the geometric ap-
proach is that the Rohlfs-Schwermer method analyzes degenerate intersections
and ﬁnds a cover where all of their intersection numbers are positive, whereas
Millson and Raghunathan get rid of the degenerate intersections. Finally, there
is a method due to Lafont-Schmidt ([LS]), where locally symmetric subspaces of
the compact locally symmetric space of a non-compact type are considered. In
some cases it can be shown that the corresponding fundamental classes are non-
trivial as a result of the connection with the cohomology of the compact dual
symmetric space via the Matsushima map. However, this method cannot be
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used to distinguish between the non G-invariant classes (i.e., homology classes
whose Poincaré dual is not a G-invariant cohomology class) and G-invariant
classes, which arise from the cohomology of the compact dual.
1.1 Geometric background
1.1.1 Poincaré duality
We assume that the reader is familiar with some concepts of homology and
cohomology theory. The notation we use is standard, i.p. corresponds to the
notation used in [Ha]. The following is a short summary of some of the homology
theory which can be found in [Ha]:
Given a diﬀerentiable n-dimensional manifoldM , one can choose an orientation
of TxM for every x ∈M : Let ξ1, . . . , ξn be vector ﬁelds such that ξ1(x), . . . , ξn(x)
form a basis of TxM , and let (U, u : U −→ Rn) be a chart for a neighborhood
U of x. Let ξji be the mappings ξi for the corresponding coordinate maps.
Since ξ1(x), . . . , ξn(x) is a basis of TxM , we have det((ξ
j
i )i,j) 6= 0, i.p. we get
a neighborhood V of x such that for every y ∈ V : ξ1(y), . . . , ξn(y) is a basis of
TyM . Now, choosing the orientation on TxM , we get the orientation on all of
TyM , y ∈ V by setting (ξ1(y), . . . , ξn(y)) as a positive (resp. negative) oriented
basis if (ξ1(x), . . . , ξn(x)) is positive (resp. negative) oriented basis of TxM .
Let M now be a smooth n-dimensional manifold. We say M is orientable if one
can choose orientations for all TxM , x ∈ M in such a way, that given an open
connected U ⊂M and smooth vector ﬁelds ξ1, . . . ξn on U s.t. (ξ1(x), . . . , ξn(x))
is a basis of TxM for all x ∈ U , then this bases are either all positive oriented
or all negative oriented.
The choice of orientation for an oriented n-dimensional manifold gives rise to
an n-form ω such that ωx 6= 0 for all x ∈ M . The converse is also true, hence
for a n-dimensional smooth manifold M :
M orientable ⇔ there exists a nowhere vanishing n-form on M .
One can deﬁne orientability for manifolds with the use of homology. Recall the
deﬁnition of the relative homology groups: let A ⊂ X be a subspace of X, and
let Cn(X,A) := Cn(X)/Cn(A) be the quotient group of chains in X modulo
the chains in A. Then the boundary map deﬁned for chains on X induces a
boundary map on the quotient group, i.e. we have a chain complex
· · · −→ Cn(X,A) ∂−→ Cn−1(X,A) −→ · · ·
and now the relative homology groups Hn(X,A) are deﬁned as the homology
groups of this chain complex. Elements of Hn(X,A) are represented by relative
cycles: n-chains α ∈ Cn(X) such that ∂α ∈ Cn−1(A).
One can easily see that for all x ∈ Rn
Hn(Rn,Rn\{x}) ∼= Z,
and it makes sense to deﬁne a local orientation of Rn at a point x as a choice
of generator of the inﬁnite cyclic group Hn(Rn,Rn\{x}) ∼= Z. This is naturally
generalized on arbitrary n-dimensional manifolds, i.e. the local orientation of
M at a point x is a choice of the generator µx of Hn(M,M\{x}) ∼= Z.
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For abbreviation, we shall write Hn(X|A) := Hn(X,X\A), and call this the
local homology groups of X at A since it depends only on a neighborhood of A.
An orientation of an n-dimensional manifold M is a function x 7→ µx, i.e. a
choice of generators of Hn(M |x) such that each x ∈ M has a neighborhood
Rn ⊂ M containing an open ball B of ﬁnite radius about x such that all the
local orientations µy at points y ∈ B are the images of one generator µB of
Hn(M |B) ∼= Hn(Rn|B) under the natural maps Hn(M |B) −→ Hn(M |y). If
such an orientation exists for M , then M is called orientable. This can be
generalized to homology with coeﬃcients in a commutative ring R, i.e. an R-
orientation would then be a choice of the generator of Hn(M |x) ∼= R with the
corresponding "local consistency" condition (analogous as above where we have
R = Z).
One can see that this deﬁnition of orientability with R = Z is equivalent to the
"standard" deﬁnition of orientability discussed in the beginning of this section.
Orientability of the manifold is reﬂected in the following:
Proposition 1. If a closed1 connected n-dimensional manifoldM is R-orientable,
then
Hn(M ;R) −→ Hn(M |x;R) ∼= R
is an isomorphism for all x ∈M .
This enables us to deﬁne the fundamental class [M ] of an oriented closed n-dim.
manifold as an element of Hn(M ;R) whose image in Hn(M |x;R) is a generator
for all x ∈M . The fundamental class is sometimes referred to as the orientation
class [M ] for M .
Now, having deﬁned the fundamental class of an oriented closed n-dim. mani-
fold, we continue with the Poincaré duality isomorphism which relates the ho-
mology and the cohomology of a manifold:
let us recall the notion of the cup and cap product :
For two cochains ϕ ∈ Ck(M ;R) and ψ ∈ Cl(M ;R) we deﬁne ϕ∪ψ ∈ Ck+l(M ;R)
in a following way: for a simplex σ ∈ Ck+l(M ;R), σ : ∆k+l := [e0, . . . , ek+l] 7→
M let
(ϕ ∪ ψ)(σ) := ϕ(σ|[e0,...,ek]) · ψ(σ|[ek,...,ek+l]),
and extend this by R-linearity. This deﬁnition is compatible with the cobound-
ary map, thus we get a cohomology pairing:
Hk(M ;R)×H l(M ;R) ∪−→ Hk+l(M ;R)
which is associative and distributive, and turns H∗(M ;R) := ⊕∞n=0Hn(M ;R)
into a graded ring.
The "cap" product of a chain in Ck(M ;R) and a cochain in Cl(M ;R) is deﬁned
as follows: for a simplex σ : ∆k+l := [e0, . . . , ek+l] 7→ M and ψ ∈ Cl(M ;R) we
set
σ ∩ ψ := ψ(σ|[e0,...,ek]) · σ|[ek,...,ek+l] ∈ Ck−l(M ;R)
and extend this by R-linearity. This again induces a map on the homol-
ogy/cohomology, and makes H∗(M ;R) := ⊕∞n=0Hn(M ;R) a graded module
over the R-algebra H∗(M ;R).
Now we have the following:
1By a closed manifold we mean a compact manifold without boundary.
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Theorem 1. [Ha], Th.3.30.
IfM is a closed R-orientable n-dimensional manifold with fundamental class
[M ] ∈ Hn(M ;R), then for all 0 ≤ k ≤ n:
Hk(M ;R) −→ Hn−k(M ;R)
[α] 7→ [M ] ∩ [α]
is an isomorphism.
The following commutative diagram for a compact connected R-oriented
n-dimensional manifold M is a consequence of the theorem above:
Hi(M ;R)×Hn−i(M ;R) ∪ //
(Poincar Duality)×Id ∼=

Hn(M ;R)
(Poincar Duality) ∼=

Hn−i(M ;R)×Hn−i(M ;R) ∩ // H0(M ;R)
Here we can see that the cup product of two cohomology classes in complemen-
tary dimension is translated by the Poincaré duality map into the evaluation
homomorphism
Hn−i(M ;R)×Hn−i(M ;R) −→ H0(M ;R) ∼= R,
and this duality pairing is the basis for the intersection theory which we describe
in the following sections.
1.1.2 Cup product and transversal intersections
This section is a summary of chapter VI, section 11. of [Br], the main results
being concerned with the transversal intersections:
The intersection product is a product deﬁned on homology classes in a com-
pact oriented manifold. It is the Poincaré dual of the cup product of corre-
sponding cohomology classes, and enables us in some cases to interpret the cup
product (deﬁned in a purely algebraic way) in a geometric language. If the
homology classes are represented by the fundamental classes of submanifolds,
the intersection product can be related to the geometry of the intersection of
the corresponding submanifolds.
Let M be a closed, oriented, connected n-dimensional manifold. Let D :
Hi(M) −→ Hn−i(M) be (the inverse of) the Poincaré duality isomorphism,
i.e.2
D(α) ∩ [M ] = α.
2Greek letters α, β, . . . are now used to denote homology classes (these were previously
used to denote the cohomology classes).
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Deﬁne the intersection product :
• : Hi(M)⊗Hj(M) −→ Hi+j−n(M)
α • β :=
D−1(D(β) ∪D(α)) = (D(β) ∪D(α)) ∩ [M ] = D(β) ∩ (D(α) ∩ [M ]) = D(β) ∩ α
We have α • β = (−1)(n−i)(n−j)β • α and α • (β • γ) = (α • β) • γ.
In order to explore the geometric interpretation of the intersection product we
have to introduce the following:
Let pi : W −→ M be a k−disk bundle over a connected, oriented, closed n-
dimensional manifold M , i.e. each point of M has a neighborhood U such that
pi−1(U) has the structure of a product U ×Dk, where Dk := {x ∈ Rk | |x| ≤ 1}
is the closed k-disk.
Then W is an (n+ k)-dimensional manifold with boundary ∂W , identiﬁed with
the (k − 1)-sphere bundle over M . Assume that W is oriented.
The origin of each ﬁbre Dk provides an inclusion of M in W , denoted i :M ↪→
W . Thus M can be considered as a subspace of W and the induced map i∗ in
cohomology is inverse to pi∗.
The Thom class of the disk bundle pi is the class τ ∈ Hk(W,∂W ) given by the
image under the map DW (dual to Poincaré duality map onW ) of the homology
class of [M ] inside W , i.e.
τ := DW (i∗([M ])),
or equivalently:
τ ∩ [W ] = i∗([M ]).
In this case we have the Thom Isomorphism Theorem: the maps in
Hp(M) pi∗−→ Hp(W ) ∪τ−→ Hp+k(W,∂W )
are isomorphisms and the composition of them coincides with the mapping
DW i∗D−1M .
There is another way to deﬁne the Thom class for oriented, rank k real vector
bundles:
let pi : E −→ B be an oriented, rank k real vector bundle over a connected,
oriented, closed n-dimensional manifold B. Then there exists a cohomology class
τ in Hk(E|B;Z) s.t. for every x ∈ B the restriction of τ to Hk((E|B)x;Z) ∼= Z
is the distinguished generator determined by the orientation. This class is called
the Thom class of E. Under this assumption, the following is another version
of the Thom Isomorphism Theorem:
Theorem 2. [Hut], Th.3.2.
i) E has a unique Thom class τ ∈ Hk(E|B;Z),
ii) the map
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Hk(B;Z) −→ Hk+n(E|B;Z)
α 7→ pi∗α ∪ τ
is an isomorphism.
The link between the given two versions of a deﬁnition for the Thom class is
the following:
let U be a tubular neighborhood3 of a closed oriented (n − k)-dimensional
submanifold B in a closed oriented n-dimensional manifold X. Then U can be
regarded as an oriented rank k vector bundle over B (since it is isomorphic to
the normal bundle of B in X), and the Thom class of U over B is an element
τB of Hk(U |B;Z)(deﬁned as the unique class which restricts for each x ∈ B to
a generator of Hk((U |B)x;Z)). In this setting, we have:
Proposition 2. The Poincaré dual β ∈ Hk(X;Z) of [B] ∈ Hn−k(X;Z) is the
image of the Thom class τB under the composition:
Hk(U |B;Z) −→ Hk(X|B;Z) −→ Hk(X;Z).
Hence, the Thom class corresponding to a tubular neighborhood (i.e. to a
normal bundle) of closed oriented submanifold B can be identiﬁed with the
Poincaré dual of [B]. We shall sometimes call this class the Thom class of a
submanifold B.
Now suppose we have two smoothly embedded m- resp. n-dimensional
closed, oriented manifolds M and N in a (m + n)-dimensional closed oriented
manifold W :
let [M ]W and [N ]W be homology classes in H∗(W ) induced by the embeddings
iM and iN , and let τWM := DW ([M ]W ) ∈ Hn(W ), τWN := DW ([N ]W ) ∈ Hm(W )
be the corresponding Thom classes (i.e. Poincaré duals).
Note that
[N ]W • [M ]W = (τWN ∩ [W ]) • (τWM ∩ [W ]) = (τWM ∪ τWN ) ∩ [W ].
Now assume that M and N intersect transversely4 in W . Then the normal
bundle of M ∩ N in M is the restriction of the normal bundle of N in W to
M ∩N . In particular, the Thom class of N in W restricts to the Thom class of
M ∩N in M , and we have the formula
τMM∩N = i
∗
M (τ
W
N ),
where iM denotes the inclusion of M in W .
With these assumptions we have the following:
3For the deﬁnition of a tubular neighborhood and its properties, see [Br], ch.II, section 11.
4Two submanifolds of a given ﬁnite dimensional smooth manifold intersect transversely
if at every point of the intersection their tangent spaces generate the tangent space of the
ambient manifold at that point. Every intersection can be "perturbed" (by shifting these
submanifolds with a homotopy) to be transversal - for the detailed explanation see [GP],
"Transversality Homotopy Theorem" on p.70. If two submanifolds are of complementary
dimension and intersect transversely, then their intersection consists of isolated points.
11
Theorem 3. [Br] p.372, Th.11.9
τWM∩N = τ
W
N ∪ τWM ,
equivalently (Poincaré duality):
[M ∩N ]W = [M ]W • [N ]W
In this way one can compute the cup product of cohomology classes of W which
are dual to the orientation classes of two transversely intersecting submanifolds
M and N by looking at the intersection M ∩N . In that case the cup product
is the cohomology class dual to the orientation class of the intersection M ∩N .
Although this gives the geometric interpretation of the intersection product for
classes carried by submanifolds, one can give some general criteria:
Corollary 1. Let M be an orientable closed manifold and A,B ⊂ M . Let
α ∈ Hp(A) and β ∈ Hq(B), and let αM and βM denote their images in H∗(M).
If αM • βM 6= 0, then A ∩B 6= ∅.
Remark 1. If α, β ∈ H∗(M) are carried by the subsets A and B of M , then
α • β is represented by a cycle carried by any given neighborhood of A ∩B.5
We ﬁnish this section with the description of how to compute the intersection
product in a special case, which we present without proof (see [Br], discussion
on p.375):
supposeW is a smooth oriented closedm+n-dimensional manifold, and that
M and N are closed oriented, m−, resp. n− dim. smooth submanifolds embed-
ded in W with fundamental classes [M ] ∈ Hm(W ;Z) resp. [N ] ∈ Hn(W ;Z).
Let ωM ∈ Hn(W ;Z) resp. ωN ∈ Hm(W ;Z) be the Poincaré duals of [M ] resp.
[N ].
If the intersection of M and N in W is transversal, i.e.
for all x ∈M ∩N we have TxW = TxM ⊕ TxN ,
then the number [M ][N ] := [M ] • [N ] = (ωM ∪ ωN ) ∩ [W ] 6 can be computed
as follows:
the intersection of M and N consists of isolated points, and since M ∩N is
compact, there is only a ﬁnite number of them. For x ∈M ∩N set (x) := 1, if
the basis of TxW obtained via TxM ⊕ TxN is positive oriented, and (x) := −1
otherwise. Then we have
Lemma 1.
[M ][N ] =
∑
x∈M∩N
(x).
5To see that α • β is i.g. not represented by a cycle given contained in A ∩ B, see the
example on p.373 in [Br]
6We use the notation [M ][N ] instead of [M ] • [N ]
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1.1.3 The Euler class and degenerate intersections
In the last section, we have seen the geometry behind the computation of the cup
product of two classes which are Poincaré duals of submanifolds that intersect
transversely. In that case the cup product is simply the Poincaré dual of the
intersection. However, most of the time the intersection will not be transversal,
and the computation of the intersection number, if deﬁned, is considerably more
diﬃcult. This is where the notion of the Euler class is needed.
Let pi : E −→ B be an oriented7, rank k real vector bundle over a connected,
oriented, closed n-dimensional manifold B. For the inclusion j : E −→ (E|B) =
(E,E\B), there is a corresponding map in the cohomology j∗ : Hi(E|B) −→
Hi(E), and analogously for the inclusion s : B ↪→ E as the zero section of the
bundle E. Deﬁne the Euler class of E, denoted e(E) as the image of the Thom
class τ under the composition
Hk(E|B;Z) j
∗
−→ Hk(E;Z) s
∗=pi∗−1−→ Hk(B;Z),
i.e.
e(E) := pi∗−1j∗(τ).
As a consequence of Theorem 2, we have the following isomorphisms:
Hi(B;Z) α7→pi
∗α∪τ //
pi∗ &&LL
LLL
LLL
LL
Hi+k(E|B;Z)
Hi(E;Z)
β 7→β∪τ
77ooooooooooo
Let φ denote the isomorphism Hk(B;Z) −→ H2k(E|B;Z) , α 7→ pi∗α∪ τ . Then
it can be seen that
e(E) = φ−1(τ ∪ τ),
in particular, since α∪ β = (−1)(dimα)(dimβ)β ∪α, for the Euler class of an odd
dimensional bundle E we have 2 · e(E) = 0.
The following are some important properties of the Euler class (for details
see [Hus], p.240-242. and Theorem 5.1 in [Hut]):
∗ the Euler class is functorial, i.e. if E is a vector bundle over B, and f : B˜ −→ B
a smooth map (between two base spaces B˜, B ), then for the induced bundle
we have f∗(e(E)) = e(f∗(E)), i.p. if E is a trivial bundle, then e(E) = 0.
∗ for the Euler class e(E) of an odd dimensional bundle E we have 2(e(E)) = 0,
8 i.p. for the homology groups with Z−coeﬃcients (or coeﬃcients in any ring
7We restrict our attention to oriented vector bundles. In the case of a non-oriented vec-
tor bundle, analogous statements can be made using the cohomology groups with Z/2Z−
coeﬃcients.
8This follows from the functorial property of the Euler class, since an odd dimensional
vector bundle has an orientation reversing automorphism.
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with characteristic 6= 2), we have e(E) = 0
∗ given two vector bundles E,F over B, the Euler class satisﬁes the Whitney
product formula:
e(E ⊕ F ) = e(E) ∪ e(F ),
i.p. if a vector bundle E has a nowhere-zero section, then E = Etr ⊕ η, where
Etr is a trivial bundle, hence e(E) = e(Etr) ∪ e(η) = 0 since e(Etr) = 0.
∗ let ψ be a transversal (i.e. its graph Ψ meets the zero section B of E trans-
versely) section of an oriented vector bundle pi : E −→ B, and let Z := Ψ∩B be
the zero locus of ψ. Then Z is a submanifold of B, and its normal bundle in B
is simply the restriction of E to Z: NBZ ∼= E|Z . I.p. this deﬁnes an orientation
on Z. In this setting, we have:
e(E) = DB([Z]) ∈ Hk(B;Z),
i.e. the Euler class is the Poincaré dual to the zero locus of a transversal section.
∗ the following sequence is exact ("The Gysin sequence"):
· · · −→ Hi(B) α7→α∪e(E)−→ Hi+k(B) pi
∗
−→ Hi+k(E) −→ Hi+1(B) −→ · · ·
Now consider the following case:
Let V be a closed oriented manifold of dimension v, M resp. N closed
oriented submanifolds of V of dimensions m resp. n, s.t. the intersection M ∩
N is compact. We say that M and N intersect perfectly9 if the connected
components of the intersection M ∩N are submanifolds of V and if for all such
components F of M ∩N one has for the tangent bundles: TF = TM|F ∩TN|F .
Suppose that M and N intersect perfectly, m+n = v, and that the intersection
F :=M ∩N is a connected oriented compact submanifold of dimension f ≥ 1.
Let η be the excess bundle10 of the intersection, i.e. the vector bundle over F
which is the quotient of the tangent bundle of V restricted to F by the sum
of the tangent bundles of M and N restricted to F . Then η is given by the
following exact sequence:
0 −→ TM|F + TN|F −→ TV|F −→ η −→ 0.
(Note that if M,N intersect transversely, then dimF = 0 and η = 0 .) Since F
is oriented, η becomes an oriented vector bundle. Let e(η) be the corresponding
Euler class of η.
Let DX denote the inverse of the Poincaré duality map on a manifold X (X =
V ;M ;N ;F ), as in the beginning of the section 1.1.2. For a map i : Y −→ X,
let i! : H∗(X) −→ H∗(Y ) denote the map [A] 7→ D−1Y i∗DX([A]); analogously i! :
H∗(Y ) −→ H∗(X), α 7→ DX i∗D−1Y (α), where i∗ and i∗ denote the canonically
induced maps on homology/ cohomology.
Consider the following diagram, with the maps being the obvious inclusions:
9Some authors use the term clean intersection instead of perfect intersection.
10For this notion, see [Fu] 6.3.
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F
iMF //
iNF

M
iVM

N
iVN
// V
Then we have the following ([Qu], Prop. 3.3.):
Lemma 2. "Quillen's Clean Intersection Formula"
Under the assumptions above (i.p. M and N intersect perfectly), if α ∈ H∗(M),
we have in H∗(N):
iVN
∗
iVM
!
(α) = iNF
!
(e(η) ∪ iMF
∗
(α))
and as a consequence we get a description of the intersection product in the
case of a degenerate intersection of submanifolds, dimM + dimN = dimV ,
dimF ≥ 1:
Corollary 2.
[M ][N ] = e(η) ∩ [F ]
Proof. There is some abuse of notation (f.e. we write [N ] both for a class in
Hn(N) and for a class in Hn(V )), however it is always clear from the context
what is meant by the symbol:
[M ][N ] =
= (ωM ∪ ωN ) ∩ [V ] = ωM ∩ (ωN ∩ [V ]) =
= ωM ∩ (iVN ∗([N ])) = iVN ∗(iVN
∗
(ωM ) ∩ [N ]) =
(ωM = iVM
!
(1), then use the Clean Intersection Formula)
= iVN ∗(i
N
F
!
(e(η) ∪ 1) ∩ [N ]) = iVN ∗(iNF
!
(e(η)) ∩ [N ]) =
= iVN ∗(i
N
F ∗(e(η) ∩ [F ]) = iVF ∗(e(η) ∩ [F ]) =
= e(η) ∩ F,
the last equation holds in Z.
Remark 2. For the direct proof of this fact, which contains in its approach the
idea of the Clean Intersection Formula see [RSchw], p.766.
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1.2 The Millson-Raghunathan method
This section is a summary of some of the results in [MR]. The goal is to give
a sketch of the construction of non-trivial homology classes in certain locally
symmetric spaces:
Let X be a symmetric space, X1 and X2 two totally geodesic11 subsymmetric
spaces of X which intersect in exactly one point (w.l.o.g. the origin 0 of X).
{X1, X2} is an orthogonal decomposition of X if the tangent spaces of X1 and
X2 at 0 form an orthogonal decomposition of T0X (i.e. orthogonal and T0X1⊕
T0X2 = T0X). We say that the two orthogonal decompositions {X1, X2} and
{X˜1, X˜2} are equivalent if there is an isometry φ of X with φ(X1) = X˜1 and
φ(X2) = X˜2.
If V ⊂ T0X is a sub-vector space, then expV is a totally geodesic subsymmetric
space if and only if V is a triple Lie system, i.e. if for all a, b, c ∈ V we have:
[[a, b], c] ∈ V . Thus, the inﬁnitesimal equivalent of an orthogonal decomposition
of a symmetric space X would be the orthogonal decomposition T0X = V ⊕W
with V,W both Lie triple systems.
There is a one to one correspondence between equivalence classes of orthogonal
decompositions of X and conjugacy classes of involutive isometries of X. Given
an involutive isometry σ of X ﬁxing 0, set τ := σθ; where θ denotes the geodesic
symmetry at 0. Then the sets of ﬁxed points of σ resp. τ on X, denoted Xσ
resp. Xτ , form an orthogonal decomposition of X; which is sometimes denoted
by {σ, τ}.
The authors now proceed to establish the following description of cycles in
the quotients of X:
Let X := G/K with G a connected component of the isometry group of X,
which is assumed to be linear and semisimple and K is the isotropy group at the
origin 0 of X. Given a discrete subgroup Γ compatible with the decomposition
{σ, τ} (i.e. σΓσ ⊂ Γ, τΓτ ⊂ Γ) then σ and τ induce involutions of Γ\X. Let
Γσ := {γ ∈ Γ|σγσ = γ}, and deﬁne Γτ ; Gσ and Gτ analogously. Then we have
the following:
Proposition 3. Let Kˆ := Gσ ∩Gτ . Then Kˆ = K ∩Gσ = K ∩Gτ is a maximal
compact subgroup of Gσ and Gτ and Xσ ∼= Gσ/Kˆ, Xτ ∼= Gτ/Kˆ.
Proposition 4. If Γ is cocompact in G, then so are Γσ and Γτ in Gσ and Gτ .
Let pi : X −→ Γ\X be a natural projection, then:
Proposition 5. If Γ acts freely on X, then Γσ\Xσ ∼= pi(Xσ), analogously for
Xτ .
In this way we get a compact locally symmetric space Γ\X (oriented, since
G is connected) containing two totally geodesic complementary dimensional
submanifolds Yσ ∼= Γσ\Xσ and Yτ ∼= Γτ\Xτ . Under the assumption that the
universal cover of G is linear, one can ﬁnd an arithmetic12 subgroup Γ˜ ≤ Γ
s.t. Y˜σ ∼= Γ˜σ\Xσ and Y˜τ ∼= Γ˜τ\Xτ are orientable. 13 Since the groups G we
11For the deﬁnition of a totally geodesic submanifold, see ch I, 14 in [Hel].
12Here, the group G is the group of R-rational points of a linear algebraic group G deﬁned
over Q. Choosing a Q-rational structure on G, by an arithmetic subgroup of G we mean a
subgroup of G(Q) commensurable with G(Z). For details, see section 5.2.
13For this, see [MR], p.109-110 Prop.2.3
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are interested in will either be simply connected or will satisfy the assumptions
mentioned above s.t. the orientability questions do not present a diﬃculty, and
since our interest is in the arithmetic groups, from now on we deal with an
arithmetic subgroup Γ ≤ G s.t. in the corresponding locally symmetric space
our "cycles" Yσ ∼= Γσ\Xσ and Yτ ∼= Γτ\Xτ are orientable.
In order to analyse the contribution of Yσ and Yτ to the cohomology of Γ\X, it
is important to describe their intersection:
Proposition 6. There is a one to one correspondence between Yσ ∩ Yτ and the
set of Γσ × Γτ equivalence classes of triples
T := {(x1, x2, γ) ∈ Xσ ×Xτ × Γ | γx1 = x2}
where the action of Γσ × Γτ on T is given by
(γ1, γ2) · (x1, x2, γ) := (γ1x1, γ2x2, γ2γγ−11 ).
Proposition 7. Let (x1, x2, γ) ∈ T , then the connected component of Yσ and
Yτ passing through y := pi(x1) is just the image of γXσ ∩Xτ under pi.
Let σ˜ := γσγ−1. The intersection component containing y = pi(x1) is a
locally symmetric space Λ\A/B, where A resp. B are centralizers of σ˜ in Gτ
resp.Kˆ and Λ is the centralizer of σ˜ in Γτ .
The connected components of the intersection Yσ and Yτ are indexed by the Γτ ,
Γσ double cosets of those γ which appear in the third component of the triples
of the set T of Proposition 6 . Choose a set of representatives for this double
cosets including 1 ∈ Γ (which corresponds to the projection of the origin in X
which is precisely Xσ ∩Xτ and thus appears as the intersection point in Γ\X);
say 1, γ2, . . . , γr; and set
I(Γ) := {1, γ2, . . . , γr}.
Let Hσ resp. Hτ be (any) subgroups of Gσ resp. Gτ which act transitively
on Xσ resp. Xτ . Let γ ∈ I(Γ), then there exist x1 ∈ Xσ and x2 ∈ Xτ s.t.
γx1 = x2. Choose h1 ∈ H0σ, h2 ∈ H0τ s.t. hi · 0 = xi. Let δ(γ) := h−12 γh1 Then
δ(γ) · 0 = 0, hence δ(γ) ∈ K. As a corollary we get:
Lemma 3. There is a one-to-one correspondence between I(Γ) and the Γσ×Γτ -
orbits of Γ ∩H0τKH0σ..
If f : X −→ X is a smooth map and v1, . . . , vp ∈ Tx(X), then let f∗(v1 ∧ . . . ∧
vp) := f∗(v1) ∧ . . . ∧ f∗(vp), where f∗(vj) ∈ Tf(x)X is the image of vj under the
tangential map of f .
By the intersection multiplicity we mean the local contribution to the intersec-
tion number, as in the discussion on the end of section 1.1.2. (The multiplicity
is also deﬁned in the case of a degenerate intersection since a degenerate inter-
section can be homotopically deformed in a transversal one14, and there we can
read of the multiplicity.)
14See [GP], Ch.II, 3. "The Transversality Theorem".
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Proposition 8. Let e1, . . . , ek resp. ek+1, . . . , en be an ordered basis of T0Xσ
resp T0Xτ . Let (γ) be a real number which satisﬁes
δ(γ)∗(e1 ∧ . . . ∧ ek) ∧ ek+1 ∧ . . . ∧ en = (γ)(e1 ∧ e2 ∧ . . . ∧ en).
Then:
(γ) = 0 ⇔ the intersection corresponding to γ is degenerate
(γ) > 0 ⇔ the intersection corresponding to γ has multiplicity +1
(γ) < 0 ⇔ the intersection corresponding to γ has multiplicity −1
This can be seen in a following way: since h1 ∈ H0σ, h2 ∈ H0τ connected,
ω := (Lh1)∗(e1∧. . .∧ek) resp. τ := (Lh2)∗(ek+1∧. . .∧en) is a positive orientation
of Xσ at x1 resp Xτ at x2. Thus the intersection will be positive, negative or
degenerate according to whether (Lγ)∗(ω) ∧ τ is a positive, negative, or zero
multiple of the volume element of X at x2. The rest is a simple calculation.
Remark 3. In the case (γ) = 0, i.e. a degenerate intersection, 0 is not
necessarily the intersection multiplicity.
Let Gσ resp. Gτ be the subgroup of Gσ resp. Gτ preserving the orientation
of Xσ resp. Xτ .15 The following result16 will be crucial in manipulating the
intersection multiplicities:
Lemma 4. If γ, γ˜ are in the same Gτ , Gσ - double coset in G, then (γ) = (γ˜).
Choosing orientations s.t. Xσ andXτ intersect at 0 with the positive intersection
multiplicity, we have:
Corollary 3. If γ is in the trivial Gτ , Gσ-double coset, i.e. γ ∈ Gτ Gσ, then
(γ) = +1.
Now suppose E is a totally real number ﬁeld, the groups G, Hσ and Hτ are the
real rational points of groupsM ,Mσ andMτ deﬁned over E and Γ ≤ GLN (OE).
If p is a prime ideal of OE , let Γ(p) := Ker(Γ −→ GLN (OE/p)). In general,
I(Γ(p)) is not contained in I(Γ). Let δ(I(Γ)) := {δ(γ)|γ ∈ I(Γ)}. Then we
have:
Lemma 5. δ(I(Γ(p))) ⊆ δ(I(Γ)).
The rest of the work is to ﬁnd a suitable congruence subgroup Γ(p) ≤ Γ s.t.
δ(I(Γ(p))) is contained in the connected component of the normaliser of Kˆ, and
it can be summed in the following few results17:
Theorem 4. [MR], Th.3.1.
For all but ﬁnitely many primes p in OE we have
γ ∈ δ(I(Γ(p)))⇒ γ ∈ (Hτ )C(Hσ)C,
where (Hσ)C, (Hτ )C denote the complexiﬁcation of Hσ, Hτ .
15In our case, we can take Gσ = H0σ and Gτ = H
0
τ
16For the proof, see [MR], Lemma 2.5.
17For the proofs see [MR], 3.
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According to Corollary 3, if γ ∈ H0τH0σ, the intersection multiplicity of the
intersection component corresponding to γ is +1. Thus, using Theorem 4 and
in the case that Hσ and Hτ are connected, it suﬃces to study the following
problem: given γ ∈ (Hτ )C(Hσ)C, when can we obtain γ ∈ HτHσ? This is
solved using Galois cohomology theory in the following way:
let γ ∈ (Hτ )C(Hσ)C, i.e. γ ∈ Mτ (C)Mσ(C). Write γ = gτgσ with gσ ∈
Mσ(C), gτ ∈ Mτ (C). Now to every such γ we associate a Galois cycle a(γ) ∈
H1(E,Mσ ∩Mτ ) in the following way: for ϑ ∈ GalC/E we have ϑ(γ) = γ (since
γ has entries in E), and so
gσϑ(gσ)−1 = g−1τ ϑ(gτ ) =: a(γ)(ϑ).
Note that for gσ ∈ Mσ(C) we have: gσ ∈ Mσ(E) ⇔ for every ϑ ∈ GalC/E we
have ϑ(gσ) = gσ ⇔ a(γ)(ϑ) = 1 for every ϑ. Analogously the case gσ ∈ Mσ(R)
can be treated, hence:
Lemma 6. We can write γ = µτµσ with µσ ∈Mσ(E), µτ ∈Mτ (E) if and only
if the class of a(γ) in H1(E,Mσ ∩Mτ ) is trivial.
Since E ⊂ R, there is a map H1(E,Mσ ∩Mτ ) −→ H1(R,Mσ ∩Mτ ), let α(γ)
be the image of a(γ) under this map.
We can write γ = hτhσ with hσ ∈ Mσ(R), hτ ∈ Mτ (R) if and only if the class
of α(γ) is trivial in H1(R,Mσ ∩Mτ ).
Note that GalC/R = {Id, c} where c is simply the complex conjugation which
we write c(x) = x. Then we have α(γ)(c) = gσg−1σ , and thus choosing x =
gσ ∈ Mσ(C) we have x · α(γ)(c) · c(x) = 1, implying that the image of α(γ) in
H1(R,Mσ) is trivial. Analogously for Mτ , hence:
Lemma 7. If H1(R,Mσ ∩Mτ ) −→ H1(R,Mσ)×H1(R,Mτ ) is injective, then
the class of α(γ) is trivial in H1(R,Mσ ∩Mτ ).
Consequently, we can can write γ = hτhσ with hσ ∈Mσ(R), hτ ∈Mτ (R).
Summing up these results, we have that the following holds for two closed
orientable cycles Γσ(p)\Xσ, Γτ (p)\Xτ in a closed orientable locally symmetric
space Γ(p)\X:
Theorem 5. With the notation above assume p is a prime ideal of OE satis-
fying the hypothesis of theorem 4. If Hσ and Hτ are connected, and the map
H1(R,Mσ∩Mτ ) −→ H1(R,Mσ)×H1(R,Mτ ) is injective, then all intersections
of Γσ(p)\Xσ and Γτ (p)\Xτ in Γ(p)\X are isolated and have multiplicity +1.
For the intersection number we have:
[Γσ(p)\Xσ][Γτ (p)\Xτ ] =
∑
γ∈δ(I(Γ(p)))
1 > 0.
I.p., using the Poincaré duality for closed orientable manifolds, both cycles rep-
resent non trivial homology classes in H∗(Γ(p)\X;Z).
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1.3 The Rohlfs-Schwermer method
This section is a summary of the results in [RSchw], which is a generalization of
the Millson-Raghunathan approach to the construction of nontrivial homology
classes in locally symmetric spaces. The results are presented for a reductive
algebraic group deﬁned over Q, however, using the restriction of scalars (see
[PR], 2.1.2.) we can work over arbitrary number ﬁelds.
1.3.1 Construction of special cycles
For the purposes of the construction which will be presented we have to be
familiar with non-abelian Galois cohomology, elements of which will parametrize
certain ﬁxed point sets on arithmetically deﬁned manifolds.
Let Θ be a group acting on a group A as a group of automorphisms. We denote
the action of s on a by sa. A cocycle of Θ in A is a map γ : Θ −→ A, s 7→ γs
s.t. γst = γs ·s γt for all s, t ∈ Θ. Two cocycles γ, ξ are said to be equivalent if
there exists an element a ∈ A s.t. ξs = a−1 ·γs ·s a for all s ∈ Θ.Then H1(Θ;A),
deﬁned as the set of all equivalence classes of cocycles under this relation is the
ﬁrst non-abelian cohomology set of Θ in A. The class of the trivial cocycle is
denoted by 1Θ.
If the groups Θ and A act on a set M in a compatible way, s(am) =s a sm,
then, given a cocycle γ ∈ H1(Θ;A) there is a γ-twisted action of Θ on M given
by m 7→ γs sm for s ∈ Θ. The ﬁxed point set of this action is denoted by M(γ).
Let G be a reductive algebraic group deﬁned over Q and let Θ be a ﬁnite abelian
group of Q-automorphisms of G. Choose a Θ-stable maximal compact subgroup
K of G(R). Then Θ acts on a symmetric space X := G(R)/K. Given a Θ-stable
torsion-free arithmetic subgroup Γ of G(Q), there is a natural action of Θ on
the locally symmetric space Γ\X and given a cocycle γ ∈ H1(Θ; Γ), there are
γ-twisted actions of Θ on G and on Γ given by g 7→ γs ·s g ·γ−1s with the induced
action of Θ on Γ\X coinciding with the original one. Denote by Γ(γ), X(γ) the
set of ﬁxed points under the γ-twisted action of Θ on Γ and X. Then, using the
fact that Γ acts freely on X we have the injective18 natural map:
piγ : Γ(γ)\X(γ) ↪→ Γ\X.
The image F (γ) of piγ lies in the ﬁxed point set FixΓ\X(Θ), and depends only
on the class of γ in H1(Θ; Γ). It is a connected totally geodesic closed nonempty
submanifold of Γ\X.19
Furthermore, one can see that all ﬁxed points of the action of Θ on Γ\X arise
by this construction, and we have
FixΓ\X(Θ) =
∗⋃
γ∈H1(Θ,Γ)
F (γ).
Now consider Θ :=< µ > for a Q-rational automorphism µ of G of ﬁnite order.
Then we have
FixΓ\X(< µ >) =
∗⋃
γ∈H1(<µ>,Γ)
F (γ).
18The injectivity of this map is a consequence of the fact that Γ acts freely on X and the
fact that we are dealing with ﬁxed points of involutions, for the proof, see [Schw] 2.2.
19For the proof of this fact, see [Hel] ch I, 13 and 14
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The connected component corresponding to the base point 1µ will be called a
special cycle, denoted by Cµ(Γ).
Note that each of the components F (γ) of FixΓ\X(< µ >) can be viewed as
a special cycle obtained by the rational automorphism obtained by twisting µ
with γ.
By construction, the special cycle Cµ(Γ) is diﬀeomorphic to the locally symmet-
ric space originating with the group of real points of the ﬁxed point group G(µ)
of G under µ, since we can identify
G(µ)(R)/K(µ) ∼= X(µ),
where X(µ) := X(1µ), and now the natural map
Γ(µ)\X(µ) ∼= Cµ(Γ)
with Γ(µ) := Γ(1µ) = {γ ∈ Γ|µ(γ) = γ} provides a diﬀeomorphism between
the locally symmetric space Γ(µ)\X(µ) and the closed immersed submanifold
Cµ(Γ).
1.3.2 Intersection of two special cycles
Proposition 9. Let σ, τ be Q-rational automorphisms of G with στ = τσ. Let
Θ :=< σ, τ >. Given a Θ-stable arithmetic subgroup Γ of G(Q) let
resσ × resτ : H1(Θ; Γ) −→ H1(< σ >; Γ)×H1(< τ >; Γ)
be the map which sends a cocycle γ to the pair of cocycles determined by γσ, γτ ,
i.e. by a natural restriction.
Then we have:
1) If γ ∈ Ker(resσ×resτ ), then F (γ) ⊂ Cσ(Γ)∩Cτ (Γ) is a connected component
of the intersection of Cσ(Γ) and Cτ (Γ).
2) There is a bijection
Ker(resσ × resτ )↔ pi0(Cσ(Γ) ∩ Cτ (Γ)),
given by γ 7→ F (γ); where pi0(Cσ(Γ)∩Cτ (Γ)) is the set of connected components
of Cσ(Γ) ∩ Cτ (Γ).
The proof of this result can be found in [RSchw], and relies on the fact that
the γ-twisted Θ-action on X is determined by the γσ-twisted σ-action and the
γτ -twisted τ -action and we have X(γ) = X(γσ) ∩X(γτ ).
If V a C∞-manifold, M and N two closed immersed submanifolds of V , we
say that M and N intersect perfectly if the connected components of the inter-
section M ∩N are immersed submanifolds of V and if for all such components
F of M ∩N one has for the tangent bundles: TF = TM|F ∩ TN|F .
The exponential map exp : TxX −→ X is a bijection commuting with the
γ-twisted action of Θ, and this fact is the base of the proof of the following:
Proposition 10. The special cycles Cσ(Γ) and Cτ (Γ) intersect perfectly in
Γ\X.20
20For the whole proof, see [RSchw], Lemma 1.4.
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1.3.3 Orientability of special cycles and the connected com-
ponents of their intersection
In order to analyze the contribution of the closed submanifolds on Γ\X given
by special cycles to homology of Γ\X, we have to deal with the problem of
orientation of special cycles and the connected components of the intersection
of two special cycles. This is settled in [RSchw]; 2. Here we state just the main
result:
Proposition 11. Let Θ be a ﬁnite group of Q-rational automorphisms of a
reductive algebraic group G deﬁned over Q. Let Γ be a Θ-stable arithmetic
subgroup of G(Q). Then there exists a normal Θ-stable torsion-free arithmetic
subgroup Γ˜ ≤ Γ such that Γ˜(γ) ⊂ G(γ)(R)0 for all γ ∈ H1(Θ; Γ˜). I.e. the
corresponding components F (γ) of FixΓ˜\X(Θ) in Γ˜\X are orientable.
1.3.4 Evaluation of the intersection number
Suppose we have chosen a suitable torsion-free arithmetic subgroup Γ ≤ G(Q)
of a connected reductive algebraic group G deﬁned over Q s.t. the two com-
plementary dimensional special cycles Cσ(Γ), Cτ (Γ) in Γ\X and all connected
components of their intersection are orientable and that Cσ(Γ)∩Cτ (Γ) is com-
pact. Then the intersection number is summed over all connected components
of the intersection (some of them might be degenerate intersections), thus, using
Proposition 10, Corollary 2 and the discussion at the end of the section 1.1.2,
we have:
Corollary 4.
[Cσ(Γ)][Cτ (Γ)] =
∑
γ
e(η(γ))[F (γ)],
where the sum ranges over
γ ∈ Ker(resσ × resτ : H1(< σ, τ >; Γ) −→ H1(< σ >; Γ)×H1(< τ >; Γ)),
η(γ) denotes the excess bundle of the intersection component F (γ), and in
the case of transversal intersection, where F (γ) = x is a point, we deﬁne
e(η(γ))[F (γ)] := 1 if TxCσ(Γ) ⊕ TxCτ (Γ) equals TxΓ\X as an oriented vector
space, and e(η(γ))[F (γ)] := −1, otherwise.
1.3.5 Euler number of the excess bundle
Without going into details, we present the main results of 4 in [RSchw], where
the formula for e(η(γ))[F (γ)] is derived:
Let γ ∈ Ker(resσ × resτ : H1(< σ, τ >; Γ) −→ H1(< σ >; Γ)×H1(< τ >; Γ)).
For a chosen maximal compact subgroup K(γ) of G(γ)(R) we have
X(γ) ∼= G(γ)(R)/K(γ), F (γ) ∼= Γ(γ)\X(γ).
The excess bundle η(γ) determines a bundle η over X(γ). Let Gu(γ) be a
compact real form of G(γ). For a suitable realization of Gu(γ)(R) we have an
embedding of X(γ) into the compact dual Xu(γ) := Gu(γ)(R)/K(γ), and the
bundle η determines a bundle ηu(γ) on Xu(γ). An invariant positive measure
ω on G(γ)(R) induces a measure ωu on Gu(γ)(R). In this set-up, we have the
following result:
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Proposition 12.
e(η(γ))[F (γ)] = (−1) f(γ)2 e(ηu(γ))[Xu(γ)]
volωu(Gu(γ)(R))0
∫
Γ(γ)\G(γ)(R)0
ω,
where f(γ) := dim F (γ).
Moreover, if G(γ)(R)0 does not contain a compact Cartan subgroup or if f(γ)
is odd, then e(η(γ))[F (γ)] = 0.
Remark 4. 1) For the Euler number χ(F (γ)) of F (γ) we get in the same way:
χ(F (γ)) = (−1) f(γ)2 χ(Xu(γ))
volωu(Gu(γ)(R))0
∫
Γ(γ)\G(γ)(R)0
ω,
2) The number |e(ηu(γ))[Xu(γ)]| depends only on the image of γ in H1(< σ, τ >
,G(R)).
Now, having in mind part 2) of Remark4, we analyze what happens in the
case that γ, ξ ∈ Ker(resσ × resτ ) map to the same class in H1(< σ, τ >
,G(R)),i.e. there exists g ∈ G(R) s.t. γs = g−1 · ξs · sg for all s ∈< σ, τ >. In
this case, the left translation by g induces isomorphisms21:
X(ξ) ∼= X(γ),
and
X(ξσ)×X(ξτ )×X ∼= X(γσ)×X(γτ )×X.
Since γ ∈ Ker(resσ × resτ ), we have γσ = a−1 σa, γτ = b−1 τ b with a, b ∈
Γ and unique modulo Γ(σ) resp. Γ(τ), and we have orientation preserving
isomorphisms
X(σ) ∼= X(γσ), X(τ) ∼= X(γτ ).
Given cocycles γs and ξs, the equation γs = g−1 · ξs · sg determines g up to a
factor a ∈ G(ξs)(R). Now deﬁne s(γ, ξ) in the following way:
s(γ, ξ) := 0 if there exists an a ∈ G(ξs)(R) s.t. the left translation by a acts
orientation reversing on X(ξσ)×X(ξτ )×X.
If all a ∈ G(ξs)(R) act orientation preserving on X(ξσ) ×X(ξτ ) ×X, then let
s(γ, ξ) := 1 if the left translation by g acts orientation preserving on X(ξσ) ×
X(ξτ )×X, and s(γ, ξ) := −1 otherwise.
Proposition 13. If the classes γ, ξ ∈ Ker(resσ × resτ ) map to the same class
in H1(< σ, τ >,G((R))), then
e(ηu(γ))[Xu(γ)] = s(γ, ξ)e(ηu(ξ))[Xu(ξ)].
In fact, in most of the groups in interest, we will have s(γ, ξ) = 1:
Lemma 8. If G(R) resp. G(σ)(R) resp. G(τ)(R) act orientation preserving on
X resp. X(σ) resp. X(τ), in the setting of Proposition 13, we have s(γ, ξ) = 1.
That the assumptions of Lemma 8 are satisﬁed for many groups can be seen
from the following (see 4.7 in [RSchw]):
21Here X(γσ) denotes the ﬁxed point set of the γσ-twisted action of σ on X, recall that
X(γ) = X(γσ) ∩X(γτ ), as seen in section 1.3.2
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Proposition 14. Let G be a connected, simply connected, semisimple algebraic
group deﬁned over R. Let σ be an automorphism of ﬁnite order of G deﬁned
over R. If G(R) is simply connected as a topological group, then G(σ)(R) is
connected.
This will be automatically satisﬁed in the following case: let G(R) = Gc×Gh×
Gr, where Gc is the product of compact simple factors of G(R) and Gh is the
product of factors which give rise to hermitian symmetric spaces. The rest of
factors makes up Gr. If the simple factors of Gr are not of the type SLn(R),
n ≥ 3; SOn(q)(R) with q a quadratic form of index ≥ 3; split G2, F4, E6, E7,
E8; E6,2, E7,−5, E8,−24 where the second index is the Cartan index, then G(R)
is simply connected and Proposition 14 applies.
Now, using the results so far, and under the assumption that there exists a
point x ∈ Cσ(Γ)∩Cτ (Γ) where the special cycles meet transversely, one "shifts"
the problem of evaluation of e(ηu(γ))[Xu(γ)] to the problem of evaluation of
e(ηu(ξ))[Xu(ξ)] for a certain class ξ ∈ H1(< σ >,S) which maps to the same
class as γ in H1(< σ, τ >,G(R)), where S := T (σ)0, for T ≤ K(τ)0 a maximal
σ-stable torus contained in K(τ)0, where K is the maximal compact subgroup
of G(R) corresponding to x. In this case, it can be seen that |e(ηu(ξ))[Xu(ξ)]| =
|χ(Xu(ξ))| = χ(Xu(ξ))22, and since X(γ) ∼= X(ξ) we get:
Proposition 15. Assume that the special cycles Cσ(Γ) and Cτ (Γ) intersect
transversely in at least one point. Then we have:
|e(ηu(γ))[Xu(γ)]| = χ(Xu(γ)).
We have to use the absolute value |e(ηu(γ))[Xu(γ)]|, since it might happen that
the element g ∈ G(R)0 for which we have γs = g−1 · ξs · sg gives rise to an
orientation reversing isomorphism X(ξσ) ×X(ξτ ) ×X ∼= X(γσ) ×X(γτ ) ×X.
In the case that this map is orientation preserving, for instance in the case that
Proposition 14 holds, we have
e(ηu(γ))[Xu(γ)] = χ(Xu(γ)) > 0.
In this situation, using Part 2) of Remark 4 we get [Cσ(Γ)][Cτ (Γ)] =
∑
γ χ(F (γ)),
where the sum is taken over γ ∈ Ker(resσ × resτ : H1(< σ, τ >; Γ) −→ H1(<
σ >; Γ)×H1(< τ >; Γ)), and since the sign of χ(F (γ)) is (−1) f(γ)2 the next step
in achieving [Cσ(Γ)][Cτ (Γ)] > 0 is to ﬁnd an arithmetic subgroup Γ s.t. all the
dimensions f(γ) are congruent modulo 4.
The idea how to achieve this can be found in [RSp], and we present a brief
sketch in the next section:
1.3.6 Nonvanishing of Euler-characteristics
In this section, let Γ be an arithmetic subgroup of a connected Lie group G,
where G is constructed as a subgroup of a semisimple algebraic group G de-
ﬁned over Q s.t. G is a quotient with compact kernel of G(R)o, the connected
22The last equality |χ(Xu(ξ))| = χ(Xu(ξ)) > 0 holds, since Xu(ξ) = Gξ/Kξ is a represen-
tation space of a closed Lie group Gξ and we have rk(Gξ) = rk(Kξ) , see f.e. [BN] Theorem
17. and the references therein.
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component of the real points of G. In G we work with an involution θ deﬁned
over Q which induces a Cartan involution of G. Such an involution θ is called
a Cartan like involution. Now, if K is a maximal compact subgroup of G(R)
with corresponding Cartan involution θ0 s.t. θ and θ0 commute on G(R). Let
X := G(R)/K, and denote by θ the involution on X induced by θ and θ0.
Let F be one of the ﬁeld Q,R or Qp. Let t ∈ G(F ) represent a class in
H1(θ,G(F )), i.e. t · θ(t) = 1. Then we have the t-twisted action θt on G(F )
given by
θt(g) := tθ(g)t
−1,
which induces corresponding action on g(F ) := g ⊗Q F , where g is the Q-
Lie algebra of G, which we again denote by θt. θt acts as an isometry of the
Killing form B of g(F ), thus the eigenspaces of θt are orthogonal with respect
to B. Let g(F )(t) denote the ﬁxed point set of θt on g(F ). Then B|g(F )(t) is
a non degenerate bilinear form. It is easy to see that the isometry class of the
quadratic space BF (t) := (g(F )(t), B|g(F )(t)) depends only on the class of t in
H1(θ,G(F )).
A quadratic form q on a Q− vector space V can be diagonalized over R with
r factors 1 and s factors −1 on the diagonal. Then we write sgn(q) := r − s,
which depends only on the isometry class of q ⊗ R in V ⊗ R.
Lemma 9. In notation above, let X(t) := {x ∈ X|θ(x)t−1 = x} denote the
ﬁxed point set of θt on X. Then
2dimX(t) = dimg(R)(t) + sgn(BR(t))
Proof. The inclusion K ↪→ G(R) induces a bijection H1(θ,K) ∼= H1(θ,G(R)),23
thus we can assume t ∈ K; then θ and θ0 commute and there is an eigenspace
decomposition
g(R)(t) = k0 + p0
of g(R)(t) with respect to the θ0-action. Since θ0 is the Cartan involution corre-
sponding to K, B|k0 is negative deﬁnite and B|p0 is positive deﬁnite, therefore:
dimg(R)(t) + sgn(BR(t)) = dimk0 + dimp0 − dimk0 + dimp0 =
= 2dimp0 = 2dimX(t).
Let W (F ) be the Grothendieck-Witt ring of quadratic forms over F (see
[Scha]), and let
BF : H1(θ,G(F )) −→W (F ),
t 7→ (g(F )(t), B|g(F )(t)).
The inclusions Q ↪→ Qv induce obvious Hasse maps h in cohomology and of the
Witt rings, making the following diagram commutative:
23see [RSp] 2.2.
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H1(θ,G(Q)) h //
B

∏
v∈V Q H
1(θ,G(Qv))
Q
v∈V Q Bv

W (Q) h //
∏
v∈V Q W (Qv)
If (q, V ) is a Q-rational quadratic space, then for every place v ∈ V Q of Q there is
deﬁned a Gauss sum γv(q) with values in the eight's root of unity, and depending
only on the class of (q ⊗Qv, V ⊗Qv). If v =∞, then γ∞(q) = ε−sgn(q), where
ε = 1+i√
2
is the primitive eight's root of unity. Weil's product formula24 says:∏
v∈V Q
γv(q) = 1.
Now, if we have two quadratic forms B(t) and B(t˜) which are equal on Qv for
all ﬁnite primes v, we have γ∞(B(t)) = γ∞(B(t˜)), i.e.
ε−sgn(B|R(t)) = ε−sgn(B|R(t˜)),
and since ε is the primitive eight's root of unity, sgn(B|R(t)) ≡ sgn(B|R(t˜)) mod
8, and now using Lemma 9 we have the following result:
Lemma 10. Consider the Hasse map
h :=
∏
v∈V Q
hv : H1(θ,G(Q)) −→
∏
v∈V Q
H1(θ,G(Qv)).
If t, t˜ ∈ G(Q) represent classes in H1(θ,G(Q)) and if hv(t) = hv(t˜) for all
v 6=∞, then
dimX(t) ≡ dimX(t˜) mod 4.
Now, in [RSp], the authors show how to produce a "small enough" congruence
subgroup Γ ≤ G(Q) s.t. all classes of H1(θ,Γ) are trivial at all ﬁnite places of
Q, meaning that ∏
p∈V Qf
hp : H1(θ,Γ) −→
∏
p
H1(θ,G(Qp))
is trivial.
Congruence subgroups are produced in the following way:
we have an embedding G ↪→ SLN over Q. Let Kp(j) denote the kernel of
the canonical map
SLN (Zp) −→ SLN (Zp/pjZp).
Let slN (Zp) denote the set of N ×N matrices with coeﬃcients in Zp and trace
zero. Then we have a bijection induced by the usual matrix exponential series:
exp : pjslN (Zp) −→ Kp(j),
24See [Scha], Ch.5.
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for p > 2 or p = 2 and j ≥ 2. Let g(Qp) denote the Lie algebra of G(Qp)
considered as a subset of MN (Qp). Then we have an induced bijection
exp : pjslN (Zp) ∩ g(Qp) −→ Γp(j),
where Γp(j) := Kp(j) ∩G(Qp).
The following technical Lemma enables the suitable choice of a congruence sub-
group:
Lemma 11. Let Up ⊂ G(Zp) be an open θ-stable subgroup. Then there exists
an open Θ-stable normal subgroup Vp of Up such that the map
H1(θ, Vp) −→ H1(θ, Up)
induced by the inclusion Vp ↪→ Up is trivial.
Since our embedding G ↪→ SLN has been chosen without care with respect to
the θ-action, θ will not preserve all G(Zp) := G(Qp)∩ SLN (Zp). This happens
at a ﬁnite set S0 of primes. For technical reasons, enlarge S0 by assuming
2 ∈ S0. Then θ preserves G(Zp) for all p /∈ S0, and for a ﬁnite set of primes S
containing S0 deﬁne
Γ(S) := G(Q) ∩ (
∏
p∈S
Vp ×
∏
p/∈S
G(Zp)).
Now start with a suitable congruence subgroup Γ(S0), then H1(θ,Γ(S0)) is
ﬁnite25, and for a γ ∈ H1(θ,Γ(S0)) with a prime v s.t. hv(γ) 6= 1, choose
S = S0 ∪ v. After ﬁnitely many steps, by Lemma 11 one arrives at a desired
"small enough" congruence subgroup Γ(S), for which, using Lemma 10, we have
γ, γ˜ ∈ H1(θ,Γ(S))⇒ dimX(γ) ≡ dimX(γ˜) mod 4,
i.p. the sign of χ(F (γ)) equals the sign of χ(F (γ˜)).
1.3.7 Finite covering with positive intersection number of
cycles
Summing up the results in previous sections we can now formulate the main
result of [RSchw]:
Let G be a connected reductive algebraic group deﬁned over Q; σ, τ two
Q-rational automorphisms of ﬁnite order of G which commute with each other,
and let Γ be a < σ, τ >-stable torsion-free arithmetic subgroup of G(Q) s.t.
the special cycles Cσ(Γ) and Cτ (Γ) and all connected components of their in-
tersection are orientable. Suppose dimCσ(Γ) + dimCτ (Γ) = dim Γ\X and that
Cσ(Γ) ∩ Cτ (Γ) is compact. Furthermore, suppose G(R) resp. G(σ)(R) resp.
G(τ)(R) act orientation preserving on X resp. X(σ) resp. X(τ).
Theorem 6. [RSchw], Th.4.11.
With the assumptions above, assume in addition that G is semisimple and
that X(σ) and X(τ) intersect in exactly one point with positive intersection
25For this, see [BoS].
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number26. Then there exists a < σ, τ >-stable normal subgroup Γ˜ of ﬁnite index
in Γ s.t.
[Cσ(Γ)][Cτ (Γ)] =
∑
γ
χ(F (γ)),
where the sum ranges over γ ∈ Ker(resσ×resτ : H1(< σ, τ >; Γ) −→ H1(< σ >
; Γ)×H1(< τ >; Γ)), and where all Euler characteristics χ(F (γ)) are positive.
Remark 5. The results of section 1.3.6 can be applied to H1(< σ, θ >; Γ) in
order to produce a congruence subgroup where all Euler characteristics χ(F (γ))
for γ ∈ Ker(resσ × resτ : H1(< σ, τ >; Γ) −→ H1(< σ >; Γ) ×H1(< τ >; Γ))
are positive.
26This enables the use of Proposition 15. Note that X(σ) and X(τ) intersect in exactly one
point with positive intersection number if and only if the group G(σ, τ)(R) of ﬁxed points of
< σ, τ > is compact. Positivity of the intersection number can always be easily achieved by
rearranging the orientation on X, X(σ) and X(τ).
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1.4 Result of Lafont-Schmidt
Here we present the result of [LS]:
1.4.1 Background: CW-structure of real, complex and
quaternion projective spaces
The following can be regarded as a summary of Ch.2. in [Vi]:
Let A,X, Y be topological spaces with A ⊂ X, X ∩Y = ∅, and let f : A −→
Y be a continuous function. Consider X ∪ Y as a topological space in which
X and Y are both open and closed, carrying their original topology. Let ∼f
be the least equivalence relation on X ∪ Y such that a ∼f f(a) for all a ∈ A.
(a ∼ f(a) deﬁnes a partial relation, and the least equivalence relation generated
by a partial relation can be obtained by letting x ∼f y if there exists a sequence
x = x0, x1, . . . , y = xn such that xi ∼ xi+1, xi+1 ∼ xi or xi = xi+1 for all i).
The identiﬁcation space (X ∪Y )/ ∼f is the space obtained by attaching X to Y
via f : A −→ Y , denoted X ∪f Y .
Of particular importance is the case X := Dn, A := Sn−1 = ∂Dn. The space
Dn ∪f Y is called the space obtained by attaching an n-cell to Y via f .
Example 1. X := D2, A := S1 = ∂D2, and Y a copy of S1 disjoint from X.
Let f : A −→ Y be the map given in complex coordinates by f(eiθ) := e2iθ. The
identiﬁcation space D2 ∪f S1 (as we shall later see) is the real projective plane
P 2(R).
The homology groups of this space may be computed by choosing an open "cell"
U in the interior of D2, a point p ∈ U , and a set V := P 2(R)\{p}. Now U, V
cover P 2(R) and the Mayer-Vietoris sequence can be applied. As a result we
get27
H1(P 2(R);Z) ∼= Z/2Z
H2(P 2(R);Z) ∼= 0.
The method used in this example can be adapted to prove the following:
Proposition 16. If f : Sn−1 −→ Y is continuous and Y Hausdorﬀ, then there
is an exact sequence:
· · · −→ Hm(Sn−1) f∗−→ Hm(Y ) i∗−→ Hm(Dn ∪f Y ) −→ Hm−1(Sn−1) −→ · · ·
−→ H0(Sn−1) −→ H0(Y )⊕ Z −→ H0(Dn ∪f Y ).
This exact sequence says that the homology groups of Y and Dn ∪f Y can only
diﬀer in dimensions n and (n− 1). The attaching of an n-cell may have created
a new n-dimensional "hole" and on the other hand this new n-cell may have
ﬁlled an existing (n− 1)-dimensional "hole" in Y . Away from these dimensions,
the homology groups do not diﬀer.
27For the details see [Vi], example on p.43.
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Example 2. Deﬁne the real n-dimensional projective space to be Pn(R) :=
Sn/ ∼, the set of equivalence classes under the equivalence relation ∼ deﬁned
by x ∼ y :⇔ x = −y. Let pi : Sn −→ Pn(R) be the quotient map. We can attach
an (n+ 1)-cell to Pn(R) via pi in the following way:
Regard Sn ⊂ Sn+1 by identifying (x1, . . . , xn) ∈ Sn with (x1, . . . , xn, 0) ∈ Sn+1.
This induces the inclusion i : Pn(R) ↪→ Pn+1(R) of a closed subset. Write Sn+1
as a union E+ ∪E−, where E+ := {(x1, . . . , xn, xn+1) ∈ Sn+1 | xn+1 ≥ 0} resp.
E− := (x1, . . . , xn, xn+1) ∈ Sn+1 | xn+1 ≤ 0) is the upper resp. lower closed
hemisphere. Then E+ ∩ E− = Sn.
There is a homeomorphism g : Dn+1 −→ E+. Let f1 : Dn+1 −→ Pn+1(R) be
the composition of the maps
Dn+1
g−→ E+ ⊂ Sn+1 p˜i−→ Pn+1(R)
where p˜i is the quotient map on Sn+1 (analogous to pi).
This induces:
Dn+1 ∪ Pn(R) f1∪i−→ Pn+1(R)
which can easily be seen to be surjective (in fact, f1 is already surjective).
It is not diﬃcult to see that this map induces a homeomorphism
Pn+1(R) ' Dn+1 ∪pi Pn(R).
Thus, Pn+1(R) can be constructed by attaching an (n+1)-cell to Pn(R) via the
quotient map pi : Sn −→ Pn(R) = Sn/ ∼.
The complex and the quaternion projective spaces are constructed analogously
using the identiﬁcation Cn ∼= R2n and Hn ∼= R4n:
Example 3. Consider S2n+1 as a subspace of Cn+1:
S2n+1 = {(z1, . . . , zn+1) ∈ Cn+1 |
n+1∑
i=1
|zi|2 = 1},
and let ∼ denote the equivalence relation (z1, . . . , zn+1) ∼ (z˜1, . . . , z˜n+1) if and
only if there exists λ ∈ C with |λ| = 1 s.t. zi = λz˜i for all i = 1, . . . , n+ 1.
The complex n−dimensional projective space Pn(C) is deﬁned as the quotient
Sn+1/ ∼. Let pi denote the quotient map S2n+1 −→ Pn(C). Then, analogously
as in the case of real projective spaces, we have that Pn+1(C) can be obtained
by attaching a 2(n+ 1)-cell to Pn(C) via pi.
Example 4. Deﬁne the quaternion n−dimensional projective space to be Pn(H) :=
S4n+3/ ∼, where the equivalence relation ∼ is obtained in the following way:
Consider S4n+3 as the subspace Hn+1:
S4n+3 = {(a1, . . . , an+1) ∈ Hn+1 |
n+1∑
i=1
|ai|2 = 1},
where for a ∈ H we have |a| := n(a) (for deﬁnition see section 3.1.1). Let ∼
be the equivalence relation given by (a1, . . . , an+1) ∼ (a˜1, . . . , a˜n+1) if and only
if there exists λ ∈ H with |λ| = 1 s.t. ai = λa˜i for all i = 1, . . . , n + 1. It can
be seen that Pn+1(H) is obtained by attaching an 4(n+1)-cell to Pn(H) via the
projection map S4n+3 −→ Pn(H) = S4n+3/ ∼.
This description of projective spaces enables us to calculate their homology:
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1.4.2 Homology of projective spaces
As opposed to the complex and quaternion case, real projective spaces have
cells in each dimension, which does not an enable elegant use of Prop.16 for the
homology computations. Since our interest is mainly in the quaternion case,
where the computation is analogous to the complex case, we do not go into
details of the computation of homology groups of real projective spaces (for the
proof, see p. 62-63. of [Vi]).
Proposition 17. Hi(Pn(R);Z) ∼= Z for i = 0 and for i = n, when n is odd.
Hi(Pn(R);Z) ∼= Z/2Z for i odd, 0 < i < n; and Hi(Pn(R);Z) ∼= 0 otherwise.
Proposition 18. Hi(Pn(C);Z) ∼= Z for i = 0, 2, 4, . . . , 2n and trivial for all
other i.
Proof. P 0(C) is a point, and P 1(C) is obtained by attaching D2 to a point, thus
P 1(C) is homeomorphic to S2. ThusH∗(P 0(C);Z) ∼= H∗(·;Z) andH∗(P 1(C);Z) ∼=
H∗(S2;Z), and the result is true for n = 0, 1. Now one can use induction:
Start from Pn−1(C) by attaching an 2n-cell as in Ex.3. Using Prop.16 we get
for i > 1 a collection of short exact sequences
0 −→ Hi(Pn−1(C);Z) −→ Hi(Pn(C);Z) −→ Hi−1(S2n−1;Z) −→ 0,
which gives the desired result.
Analogously, we get
Proposition 19. Hi(Pn(H)) ∼= Z for i = 0, 4, 8, . . . , 4n and trivial for all other
i.
1.4.3 Homologically essential submanifolds
The following is a short overview of the main theorem of [LS]:
Let X and Y be compact locally symmetric spaces of non-compact type,
Y ↪→ X embedded as a totally geodesic submanifold. Let X resp. Y be locally
modelled on a symmetric space G/K resp. G˜/K˜ (this symmetric space is the
universal cover of X resp. Y ), with G, G˜ non-compact semisimple Lie groups;
K, K˜ maximal compact subgroups.
Since the embedding Y ↪→ X is totally geodesic, one can consider G˜ as a
subgroup of G,28 and hence take K˜ = G˜ ∩K.
Let Gu resp. G˜u be compact duals 29 of G resp. G˜, and denote by Xu := Gu/K
resp. Yu := G˜u/K˜ the dual symmetric space to G/K resp. G˜/K˜.
Totally geodesic embedding Y ↪→ X induces a totally geodesic embedding
G˜/K˜ ↪→ G/K, which further induces a totally geodesic embedding of dual
symmetric spaces Yu ↪→ Xu, since the commutative diagram
28In the case that Y ↪→ X is totally geodesic, then any isometry of Y extends to an isometry
of Y .
29Compact dual Gu of a non-compact Lie group G is the maximal compact subgroup of the
complexiﬁcation of G. If K is a (maximal) compact subgroup of G, one can assume K ≤ Gu
(up to conjugation).
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G˜ //

G

K˜ // K
after passing to complexiﬁcation and descending to the maximal compacts,
yields a commutative diagram
G˜u
//

Gu

K˜ // K
When X is a compact locally symmetric space modelled on G/K, Matsushima
([Mat]) constructed a map on the cohomology
j∗ : H∗(Gu/K;R) −→ H∗(X;R),
with the following properties:
i) j∗ is injective
ii) there exists a constant m(g) ("the Matsushima constant") depending only
on the Lie algebra g of G, such that j∗ is surjective in cohomology in degrees
up to
dimension m(g).
As mentioned in the introduction, the classes which are in the image of this
map are exactly the G-invariant classes.
In the notation used above, the following is a main result of interest to us
in [LS]:
Theorem 7. [LS], Th.1.1.
Let Y ↪→ X be a compact totally geodesic m−dim. submanifold of non-
compact type inside a compact n−dim. locally symmetric space of non-compact
type 30. Let ρ denote the map Hm(Xu;R) −→ Hm(Yu;R) on the cohomology
induced by the embedding Yu ↪→ Xu. Then:
· if [Y ] = 0 in Hm(X;R), then ρ ≡ 0
· if ρ ≡ 0 and m ≤ m(g), where m(g) is the Matsushima constant of g :=
Lie(G), then [Y ] = 0 in Hm(X;R).
Proof. For a group H acting on a manifold M , let ΩH(M) denote the complex
of H-invariant diﬀerential forms on M .
Let X := Γ\G/K, Y := Λ\G˜/K˜. We consider the following complexes of
diﬀerential forms: ΩG(G/K), ΩG˜(G˜/K˜), ΩΓ(G/K), ΩΛ(G˜/K˜).
We have the following identiﬁcations:
ΩG(G/K) ∼= H∗(g,k) ∼= H∗(gu,k) ∼= ΩGu(Gu/K)
30Note that every totally geodesic submanifold of a locally symmetric space is locally sym-
metric, see [Hel], p.189.
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and the cohomology of the complex ΩGu(Gu/K) is the cohomology of Xu31.
Analogously we can identify ΩG˜(G˜/K˜) with the cohomology of Yu.
The cohomology of complexes ΩΓ(G/K) resp. ΩΛ(G˜/K˜) is simply the cohomol-
ogy of of X resp. Y .
We have the following commutative diagram of chain complexes:
ΩG(G/K)
ψ //
jX

ΩG˜(G˜/K˜)
jY

ΩΓ(G/K)
φ // ΩΛ(G˜/K˜)
and passing to the homology of the chain complexes, we obtain a commutative
diagram in dimension m = dimY :
Hm(Xu;R)
ψ∗ //
j∗X

Hm(Yu;R) ∼= R
j∗Y

Hm(X;R)
φ∗ // Hm(Y ;R) ∼= R
The two vertical maps are precisely the Matsushima maps for the respective
locally symmetric spaces, which are injective, and since Hm(Yu;R) ∼= R ∼=
Hm(Y ;R) we have that jY is an isomorphism. Furthermore, if m ≤m(g), then
j∗X is also surjective. Hence, we have:
φ∗ ≡ 0⇒ ψ∗ ≡ 0,
and if m ≤m(g), then φ∗ ≡ 0⇔ ψ∗ ≡ 0.
Both of horizontal maps coincide with the maps induced on the cohomology by
the respective inclusions Y ↪→ X and Yu ↪→ Xu, i.p. ψ∗ coincides with the map
ρ in the statement of the theorem. On the other hand, φ∗ is not zero precisely
when [Y ] 6= 0 in Hm(X;R).
Remark 6. Using the description of the homology of complex and quaternion
projective spaces in section 1.4.2 , we shall see that Theorem 7 can be used to
construct nontrivial homology classes on locally symmetric spaces modelled on
complex and quaternion hyperbolic space. The quaternion case will be explained
later in the discussion before Corollary 11, section 3.3. For the case of complex
hyperbolic manifolds, the framework is analogous, see [LS], example on p.10-11.
31The ﬁrst and third equality are identiﬁcations of complex of harmonic forms with the
relative Lie algebra cohomology, and the second equality comes via the dual Cartan decompo-
sitions g = k⊕p and gu = k⊕ ip. The fact that the cohomology of the complex ΩGu (Gu/K)
equals the cohomology of the Xu is a consequence of the fact that Xu is a compact oriented
manifold, for which the Hodge theorem (see f.e. [Mo], p.159. ) applies and the fact that
for a symmetric space M the space of harmonic forms coincides with the space of the forms
invariant under the largest group of isometries of M , which is in our case exactly Gu.
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Chapter 2
Bounds on Betti numbers
In the last chapter, it is shown how to produce some nontrivial homology classes
in locally symmetric spaces Γ\X. We now want to distinguish between the
classes representing the dual of a G-invariant cohomology class and those dual
to a non G-invariant cohomology class. For example, in a compact locally sym-
metric spaces of non-compact type1, the cohomological duals of some of the
homology classes constructed in Chapter 1 might simply be the image of a co-
homology class in the compact dual space under the Matsushima map. Thus,
in order to capture a wider range of homology classes, we might have to pass to
a deeper congruence subgroup where the cohomological dual of a special cycle
does not represent a G-invariant class, i.p. it is not an image of the class in the
compact dual.
Once we are able to produce such a class in Hi(Γ˜\X) for some congruence sub-
group Γ˜ ≤ Γ, we have a nontrivial representation of the group Γ/Γ˜ on Hi(Γ˜\X).
Applying the strong approximation property of the group G (or a suitable sub-
group), there is a way to describe the group Γ/Γ˜, and the dimension of its
smallest nontrivial representation gives a bound on the i-th Betti number.
At the end of this chapter we make a brief note on the result of Agol, [Ag]
,where it is shown how to construct arithmetic subgroups Γi ≤ Γ with arbitrary
large k-th Betti number of the corresponding locally symmetric space, under the
assumption that there is a non G-invariant homology class in Hk(Γ\X). The
subgroups Γi are not constructed as congruence subgroups as opposed to those
in [MR].
2.1 Existence of non G-invariant homology classes
This section presents Theorem 2.1 of [MR]:
The notation is as in Chapter 1: having ﬁxed an arithmetic subgroup Γ of
G(Q), for an involution µ of G we denote the involutions induced by µ on Γ
and on the corresponding symmetric (X) and locally symmetric space (Γ\X)
again by µ, and by Gµ, Γµ, Xµ its ﬁxed point sets. For a prime p, we denote
by Γ(p) the corresponding congruence subgroup of Γ. We denote by Cµ(p) :=
1I.e. Γ\X is compact but X is a non compact Riemannian symmetric space.
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Cµ(Γ(p)) the special cycle obtained as a connected component corresponding
to the cohomology class 1µ in H1(< µ >,Γ(p)) of the ﬁxed point set of µ on
Γ(p)\X, canonically diﬀeomorphic to Γµ(p)\Xµ.
The idea how to ﬁnd a non-invariant class is based on the observation of W.
Dwyer cited in [MR] that if a homology class [Cσ(q)] is dual to a G-invariant
class, then i.p. it must be invariant under the deck transformations2 of the
covering Γ(q)\X −→ Γ\X.
In the setting as in the section 1.2, suppose we have found Γ s.t. the special
cycles Cσ(Γ) and Cτ (Γ) 3 intersect transversely and that the intersection multi-
plicity of each intersection component (in this case an isolated point) is positive
(i.e. +1).4 Then, we have [Cσ(Γ)][Cτ (Γ)] > 0 and the cycles represent nontrivial
homology classes. Passing to a subgroup Γ(q) ≤ Γ, we note that every intersec-
tion component of Cσ(Γ(q)) ∩ Cτ (Γ(q)) lies over some intersection component
of Cσ(Γ) ∩ Cτ (Γ), hence it again has a positive intersection multiplicity5, and
we have [Cσ(Γ(q))][Cτ (Γ(q))] > 0.
The multiplication by an element of the group Γ/Γ(q) on Γ(q)\X is a deck
transformation of the covering Γ(q)\X −→ Γ\X. Hence, if we ﬁnd an element
α ∈ Γ s.t.
[αCσ(Γ(q))] 6= [Cσ(Γ(q))],
then both [Cσ(Γ(q))] 6= 0 and [αCσ(Γ(q))] 6= 0 6 in H∗(Γ(q)\X) cannot be
dual to a G-invariant cohomology class.
It suﬃces to ﬁnd an α ∈ Γ s.t. αCσ(Γ(q))∩Cτ (Γ(q)) = ∅: in that case we have
[αCσ(Γ(q))][Cτ (Γ(q))] = 0, and since [Cσ(Γ(q))][Cτ (Γ(q))] 6= 0 we must have
[αCσ(Γ(q))] 6= [Cσ(Γ(q))].
Note that αCσ(Γ(q)) ∩ Cτ (Γ(q)) = ∅ follows immediately if τ(αCσ(Γ(q))) ∩
αCσ(Γ(q)) = ∅. We have τ(αCσ(Γ(q))) = τ(α)Cσ(Γ(q)), and the cycles
τ(α)Cσ(Γ(q)) and αCσ(Γ(q)) are disjoint if τ(α)α−1 is not congruent to an
element of Γσ modulo q, so we are searching for elements of Γ whose image in
the group
(Γ/Γ(q))/(Γσ/Γσ(q))
is not ﬁxed under the involution induced by τ .
If σ, τ are as in section 1.2, we have the following:
Lemma 12. There exists a prime ideal q and α ∈ Γ s.t. τ(α)α−1 is not
congruent to an element of Γσ modulo q.
2A deck transformation of the covering pi : X −→ Y is a map f : X −→ X s.t. pi ◦ f = pi.
3For now, σ is an involution of X and τ is the composition of σ with the geodesic symmetry
at the origin of X, as in the section 1.2. Then σ, τ are given by elements s, t ∈ G(R) of order 2
(i.e. s−1 = s, t−1 = t), and we denote again by σ, τ the involutions g 7→ sgs, g 7→ tgt on G(R).
If σ, τ are deﬁned over Q, we have induced involutions on G(F ) for every ﬁeld Q ⊆ F ⊆ C.
4In order to achieve this, starting with a torsion-free arithmetic subgroup Γ i.g. we have
to pass to a suitable congruence subgroup Γ(p) ≤ Γ. Having this in mind, we work with such
Γ(p) and for the notation simplicity we denote it by Γ.
5This is a direct consequence of Lemma 5 and Proposition 8.
6[αCσ(Γ(q))] 6= 0 in H∗(Γ(q)\X) since [αCσ(Γ(q))][αCτ (Γ(q))] = [Cσ(Γ(q))][Cτ (Γ(q))] >
0.
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Proof. First, there exists an element α ∈ Γ s.t. τ(α)α−1 /∈ Γσ:
deﬁne φ : G(C) −→ G(C) by g 7→ τ(g)g−1. Suppose that for all α ∈ Γ
we have τ(α)α−1 ∈ Γσ, i.e. φ(α) ∈ Γσ. So, under this assumption we have
φ(Γ) ⊂ Γσ. Since Γ is Zariski dense in G(C), this implies φ(G(C)) ⊂ Gσ(C)
(the polynomial function σ ◦ φ− φ is 0 on Γ, and thus it is 0 on GC).
Since τ is given on G by the inner automorphism g 7→ tgt−1 = tgt for an element
t ∈ G (which is exactly the involution τ on X), we have φ(g) = Rg−1 ◦ Intt(g)
and dφ : g(C) −→ g(C) is given by x 7→ txt−x. 7 Under the assumption above,
we have dφ(g(C)) ⊂ g(C)σ.
We have g = k ⊕ (pσ ⊕ pτ ). Identify g with its image in g(C). Let x1 ∈ pσ,
x2 ∈ pτ . Then x := [x1, x2] ∈ k. Adt is the Cartan involution on gσ, hence
it is the identity Idkσ on kσ and −Idpσ on pσ. We have Adt(x1) = −x1,
Adt(x2) = x2, hence dφ(x) = −2x. However, −2x /∈ g(C)σ, since otherwise
−2x ∈ kσ but we have Adt(−2x) = 2x, a contradiction since as mentioned
above Adt acts as identity on kσ.
Hence, there exists an element α ∈ Γ s.t. τ(α)α−1 /∈ Γσ.
Now let µ := τ(α)α−1 /∈ Γσ. Then choose a rational representation ρ of G
on a vector space V such that Gσ is the stabilizer of a line through v ∈ V . Then
v and ρ(µ)(v) are linearly independent, since µ /∈ Gσ. Complete v, ρ(µ)(v) to
a Q- basis of V . Let d = ab ∈ Q be the discriminant of this basis. Let Ω be
a lattice in V , obtained as the Z-span of this basis. Now if we take a prime
ideal q not dividing a or b, then our basis of Ω projects to a Z/qZ- basis of the
reduced lattice Ω(q), and the images of v and ρ(µ)(v) in Ω(q) are again linear
independent, hence µ is not congruent to an element of Γσ modulo q.
Note that almost all prime ideals satisfy the assumption of the Lemma above
(only ﬁnitely many divide the numerator or denominator of a discriminant ab ∈ Q
above ), hence we have the following:
Corollary 5. In the setting as in the section 1.2, suppose we have found Γ s.t.
the special cycles Cσ(Γ) and Cτ (Γ) intersect transversely and that the intersec-
tion multiplicity of each intersection component is positive. Then, for almost
all prime ideals q we have that the special cycle Cσ(Γ(q)) is not dual to a G-
invariant cohomology class in H∗(Γ(q)\X).
7The derivative of the inner automorphism Intt : g 7→ tgt is the adjoint map Adt, which
is given by x 7→ txt on a Lie algebra of a linear Lie group, and the derivative of the right
multiplication (by the multiplicative inverse element) is the right translation (by the additive
inverse element), so dφ = dRg−1 |tgt ◦Adt|g is given by x 7→ txt− x
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2.2 Description of the deck transformation group
using strong approximation
In the last section we have seen that by passing to a deeper congruence subgroup
Γ˜ we ﬁnd special cycles which represent non G-invariant homology classes in
Hi(Γ˜\X). There is a natural action of Γ/Γ˜ on classes of Hi(Γ˜\X) represented
by submanifolds, given by
γΓ˜ ◦ [M ] := [γM ],
and the choice of Γ˜ (from the previous section) guarantees that this action is
not trivial. Thus, the structure of the group Γ/Γ˜ and its representations can be
used to get bounds on the dimension of Hi(Γ˜\X). In this section we focus on
the description of the group Γ/Γ˜.
In the paper by Millson, [Mil], the author considers the following example:
let F be a totally real number ﬁeld, OF the ring of integers in F ; Id, σ2, . . . , σm
the embeddings of F into R, and f the quadratic form given by
f(X1, . . . , Xn+1) :=
n∑
i=1
aiX
2
i − an+1X2n+1
with ai ∈ OF , ai > 0, s.t. f Id has signature (n, 1) and all its conjugates fσi
are positive deﬁnite. Denote by Φ the subgroup of GLn+1(OF ) consisting of
matrices which preserve f . Then Φ is a subgroup of a group isomorphic to
O(n, 1), w.l.o.g. Φ ≤ O(n, 1).
The group O(n, 1), n + 1 ≥ 4 (deﬁned as the group of matrices in GLn+1(R)
which preserve the quadratic form
∑n
i=1X
2
i − X2n+1) has 4 connected compo-
nents. Denote by O(n, 1)+ the subgroup of O(n, 1) which preserves the half-
space xn+1 > 0. Then O(n, 1)+ has two connected components, and the con-
nected component of the identity equals SO(n, 1)0. Let Γ := Φ∩O(n, 1)+. For
a collection of prime ideals p1, . . . ,pr of OF , deﬁne
Γ(p1, . . . ,pr) := {γ ∈ Γ|γ ≡ 1 mod pi, 1 ≤ i ≤ r}.
The group Γ(p) acts on hyperbolic n-space O(n, 1)+/O(n), and hence we get a
compact8 constant negatively curved manifold
Γ(p)\O(n, 1)+/O(n),
and except for those ideals p with norm 2, we have Γ(p) ≤ SO(n, 1)0 (since
we have already intersected Γ with O(n, 1)+ so the suﬃcient condition for ori-
entability is that the matrices contained in Γ have the determinant 1. The
determinant of a matrix in O(n, 1)+ is either 1 or −1 and the congruence con-
dition with respect to primes with norm diﬀerent from 2 forces the determinant
to be 1), so we can work in SO(n, 1)0/SO(n).
In order to apply the method of strong approximation to determine Γ/Γ(p1, . . . ,pr),
in the case where Γ ≤ O(n, 1) it is necessary to consider the groups Φ′ := {γ ∈
8To see that this is a compact locally symmetric space, see f.e. [Mil], discussion on p.239.
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Φ ∩ SO(n, 1)o|θ(γ) = 1} and Γ′ := {γ ∈ Γ|θ(γ) = 1}, where θ is deﬁned in the
following way:
given u ∈ O(f), we can write u = rv1 · · · rvk as a product of reﬂections rvi
in certain vectors vi (see [O'M], Theorem 43.3.), and let
θ : O(f) −→ K∗/(K∗)2
u 7→ f(v1) · · · f(vk) mod (K∗)2.
Denote by O(f)
′
the kernel of θ. Now, O(f)
′
is the image of Spin(f), a simply
connected group, in SO(f) and has the strong approximation property (see
Appendix, section 5.4), which is the key concept in the proof of the following:
Proposition 20. Suppose p1, . . . ,pr is a collection of prime ideals of OF which
do not divide the discriminant of f . Then f reduced modulo pi gives rise to a
nondegenerate form f i taking values in the ﬁnite ﬁeld OF /pi, and we have an
exact sequence
1 −→ Γ′(p1, . . . ,pr) −→ Φ′ −→ O(f1)
′ × · · · ×O(fr)
′ −→ 1
Proof. The set of R-points of O(f)′ is not compact, hence (see Theorem 12 in
Appendix, section 5.4) the set of K-rational points of O(f)
′
is dense in the ﬁnite
adeles of O(f)
′
. Intersecting with integral adeles (which are an open subset of
the ﬁnite adeles) we get that Φ
′
is dense in the integral ideals of O(f)
′
. Given
ai ∈ O(f i)
′
, 1 ≤ i ≤ r, the set of ﬁnite integral adeles of O(f)′ congruent to ai
modulo pi for all 1 ≤ i ≤ r is an open subset of the ﬁnite integral ideals of O(f)′
and as such has a nonzero intesection with (a dense subset) Φ
′
. This shows the
surjectivity of the map Φ
′ −→ O(f1)
′ × · · · ×O(fr)
′
. The rest is obvious.
As a direct consequence we get
Corollary 6.
Γ
′
(p1)/Γ
′
(p1,p2) ∼= O(f2)
′
and
O(f2)
′ ⊆ Γ(p1)/Γ(p1,p2) ⊆ SO(f2)
which basically describes the deck transformation group.
Note that the complications in this case arise from the fact that the group
O(n, 1) is not a simply connected group, and thus we must consider the group
Γ
′
instead of Γ. In the case where Γ is an arithmetic subgroup of a reductive
simply connected group G deﬁned over some number ﬁeld F , then (with respect
to a suitable ﬁnite set of places of F ) G itself already has the strong approxi-
mation property (see Appendix, section 5.4) and in order to describe the deck
transformation group, we can use the following (see [PR] p.434, Th.7.15):
For a ﬁnite set of prime numbers S, let Z(S) := {x ∈ Q | |x|p ≤ 1 for all
prime numbers p /∈ S}, where | · |p denotes the p−adic norm on Q. Let G
be a linear algebraic Q-group (i.e. a linear algebraic group deﬁned over Q).
The group G(Z(S)) is called the group of S-integral points of G. We have
G(Z(S)) = G(AQ(S)) ∩G(Q) (for deﬁnitions, see section 5.4).
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Theorem 8. [PR], Th.7.15.
Let G be a simply connected simple Q-group, S a ﬁnite set of prime num-
bers and Γ ≤ G(Z(S)) be a Zariski-dense subgroup of G. Let pip : G(Z) −→
Gp(Z/pZ) denote the reduction map modulo p, where Gp denotes the reduction9
of G modulo p. Then, for almost all p /∈ S, we have
pip(Γ) = Gp(Z/pZ).
Corollary 7. In the setting above, we have for almost all p /∈ S:
Γ/Γ(p) ∼= Gp(Z/pZ).
We present a short sketch of the result in [MOV], Ch.4., which can be considered
as a special case of the Corollary 7: 10
let A be a central simple algebra over an algebraic number ﬁeld F , Λ an
OF -order in A. If p is a maximal ideal of OF , let Fp and Op denote the
corresponding p-adic ﬁeld/ring of integers, and let Λp := Λ⊗OF Op and Ap :=
A⊗F Fp.
For a ﬁnite subset of maximal(prime) ideals of OF , S ⊂ V Ff , let O˜F (S) :=∏
p∈V Ff \S Op and Λ˜(S) :=
∏
p∈V Ff \S Λp, and let A˜(S) be the restricted product∏′
p∈V Ff \S Ap with respect to Λp's. If S = ∅, then let O˜F := O˜F (∅), Λ˜ := Λ˜(∅)
and A˜ := A˜(∅).
The kernel of the reduced norm deﬁnes SL1(A), the special linear group of A,
and SL1(A˜) is obtained analogously. Endow each Λp with the p-adic topology,
Λ˜ with the product topology and A˜ with the smallest topology in which Λ˜
is an open topological subring. Now, if A is noncommutative and Eichler11,
then SL1(A) is a simple, simply connected algebraic group (see [Re]) and by
the strong approximation theorem, SL1(A) is dense in SL1(A˜), a fact which is
applied in the proof of the following Lemma:
Lemma 13. In the setting above, choose c ∈ OF s.t. for every prime ideal p
of OF containing c: Λp is a maximal Op-order in Ap12 and Ap ∼=Mm(Fp) for
some m ∈ N. Then:
a)
Λ/cΛ ∼=OF Mm(OF /cOF )
b) If c1 ∈ OF s.t. OF = cOF + c1OF , the composite map
1 + Λc1 ↪→ Λ −→ Λ/Λc −→Mm(OF /cOF )
induces a surjective homomorphism
9This notion is explained in Appendix, section 5.5.
10This result considers arithmetic groups similar to those we have to deal with in the case
of quaternion hyperbolic spaces, namely, those arising from orders in quaternion algebras.
11Such an algebra A is called Eichler algebra if it is unramiﬁed at at least one archimedean
place
12This is always true if Λ is a maximal OF -order in A, since in OF prime ideals are maximal
ideals, and then use [Re], Th.11.1 on p.132.
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SL(1 + Λc1) −→ SLm(OF /cOF ).
Proof. (sketch)
The part a) of the Lemma above is a technical application of the Chinese
Remainder Theorem. For the part b), note that for a prime ideal p of OF
containing c, and e the exponent of p in the prime ideal factorization of the
ideal cOF , the reduction modulo the image of pe in Op is a surjective map
SLm(Op) −→ SLm(Op/pe), hence using the Chinese Remainder Theorem the
reduction modulo c induces a surjective map ϕ at the bottom of the following
diagram:
SL1(1 + Λc1) //
i

SLm(OF /cOF )
∼=

SL1(1 + Λ˜c1)
ϕ // SLm(O˜F /cO˜F )
We have SL1(1 + Λc1) = SL1(A) ∩ SL1(1 + Λ˜c1). Since SL1(1 + Λ˜c1) is an
open subset of SL1(A˜) and SL1(A) is a dense subset of SL1(A˜), we have that
SL1(1 + Λc1) is dense in SL1(1 + Λ˜c1).
Since the group SLm(O˜F /cO˜F ) is ﬁnite, we have that Kerϕ is open in SL1(1+
Λ˜c1) and so the cosets of SL1(1+ Λ˜c1) modulo Kerϕ are open in SL1(1+ Λ˜c1),
and since SL1(1 + Λc1) is dense in SL1(1 + Λ˜c1), we have that every such
coset contains an element of SL1(1 + Λc1). Thus, ϕ ◦ i is surjective, and so is
SL1(1 + Λc1) −→ SLm(OF /cOF ).
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2.3 A result of I. Agol on bounds for Betti num-
bers
Here, we just make a brief note on the result of I. Agol ([Ag]). There, under
the assumption that there is a non G-invariant cohomology class in Hk(Γ\X),
where Γ\X is a compact locally symmetric space, it is shown how to produce
subgroups of Γ s.t. the corresponding locally symmetric space has arbitrary
large k-th Betti number. This is proven as follows:
if dimHk(Γ\X) > dim HkG(X), 13 then one can ﬁnd a non G-invariant, Γ-
invariant harmonic form ω on X (obtained as a pullback of a non G-invariant
harmonic k-form on Γ\X). Then consider the span of the form ω by all the
elements in the commensurator of Γ:
V :=< g∗(ω)|g ∈ Comm(Γ) > .
Now, the author shows that dimV = ∞, hence for all i ≥ 1 we can ﬁnd
g1, . . . , gi ∈ Comm(Γ) s.t. g1∗(ω), . . . , gi∗(ω) are linearly independent. Let
Γi :=
⋂
j=1,...,i
gjΓgj−1.
Then g1∗(ω), . . . , gi∗(ω) are linearly independent Γi-invariant forms, and hence
dimHk(Γi\X) > i.
13Here, HkG(X) denotes the space of G-invariant harmonic forms on X.
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Chapter 3
An Example: Quaternion
hyperbolic manifolds
3.1 Description of the quaternion hyperbolic space
In the section 1.4.1 we have seen the CW-structure (i.e. the cell complex struc-
ture) of the projective quaternion space. The duality between the real projective
and real hyperbolic spaces extends to the complex and quaternion case. Con-
cretely, in the symmetric space description of a quaternion hyperbolic space
G/K resp. quaternion projective space Gu/K we have that the group Gu is
the compact dual group of G. We have already seen the example of the use
of this duality in section 1.4.3. Now, we construct and describe the quaternion
hyperbolic space as a Riemannian symmetric manifold.
3.1.1 Standard model of quaternion hyperbolic spaces
Let H be the skewﬁeld of quaternions over R with basis 1, i, j, k subject to the
equations i2 = −1, j2 = −1, k = ij = −ji. Let Hn+1 be a right H-vector space.
Let x 7→ x be the standard symplectic (anti-)involution on quaternions given
by:
x0 + x1i+ x2j + x3k 7→ x0 + x1i+ x2j + x3k := x0 − x1i− x2j − x3k.
Deﬁne a quadratic form b :=< ·, · >: Hn+1 ×Hn+1 −→ H on Hn+1 by:
< a, b >:=
n∑
k=1
akbk − an+1bn+1,
where a = (a1, . . . , an+1), b = (b1, . . . , bn+1) ∈ Hn+1.
Then < ., . > is a Hermitian bilinear form.1 Note that for x := x0+x1i+x2j+
x3k ∈ H we have the reduced norm n : H −→ R, n(x) := xx = x20+x21+x22+x23 ∈
R. Now, for a = (a1, . . . , an+1) we have < a, a >=
∑n
i=1 n(ai)− n(an+1) ∈ R.
The quaternion hyperbolic space of dimension n is deﬁned as the quotient
Hn(H) := {a ∈ Hn+1| < a, a > < 0}/H∗,
1The general notion of a Hermitian form on quaternion algebras will be deﬁned in section
3.2.1
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where λ ∈ H∗ acts on a = (a1, . . . , an+1) ∈ Hn+1 by a · λ := (a1λ, . . . , an+1λ).
Let [x] = xH∗ denote the image of x ∈ Hn+1 under the identiﬁcation with
respect to the above described action of H∗.
Let ||x|| := √< x, x > denote the norm of x ∈ Hn+1, and let |q| := √n(q) for
q ∈ H; then
d([x], [y]) := arccosh(
| < x, y > |
||x|| · ||y|| )
is a well deﬁned distance function on Hn(H), i.e. deﬁnes a metric on Hn(H).
Since we consider Hn+1 as a right vector space over H, then the group GLn+1(H)
acts on Hn+1 in a natural way. Let G be the subgroup of GLn+1(H) preserving
the hermitian form b. Then
G = {g ∈ GLn+1(H) | g∗
(
In 0
0 −1
)
g =
(
In 0
0 −1
)
},
where g∗ := gt is the matrix obtained by replacing every entry gij of g by gij
and taking the transpose matrix.
The group G obtained in this way is the quaternion-analogue of the groups
O(n, 1) and U(n, 1) 2 and is denoted by Sp(n, 1). It can easily be seen that G ≤
SLn+1(H), where SLn+1(H) is deﬁned as the group of matrices in GLn+1(H)
having reduced norm 1. 3
Let Sp(n) denote the subgroup of GLn(H) acting on Hn as a right vector
space over H which preserves the quadratic form ((a1, . . . , an), (b1, . . . , bn)) 7→∑n
k=1 akbk on Hn. The group Sp(n) is the analogue of the groups O(n) and
U(n).
The action of the group G = Sp(n, 1) on Hn+1 induces the action on Hn(H)
via [x] 7→ [Ax]. The latter action is transitive, which is ensured by quotienting
{a ∈ Hn+1| < a, a > < 0} modulo H∗.
LetK ≤ G be a subgroup ofG which leaves the point [(0, . . . , 0, 1)] = (0, . . . , 0, 1)H∗
ﬁxed. Then K ∼= Sp(n) × Sp(1) ≤ G, and the quaternion hyperbolic space
Hn(H) can be identiﬁed with G/K:
Hn(H) ∼= Sp(n, 1)/(Sp(n)× Sp(1)).
We shall describe in the next section the geometry of the Hn(H) induced by
this description.
Before we proceed with the standard description of the quaternion hyperbolic
space, we note that there are some alternative descriptions isometric to the
standard one:
Remark 7. The upper half-space model in C2n.
One can realise the quaternion hyperbolic space as the upper half space in C2n,
{z = (z1, . . . , z2n)‖Im(z1) > 0} endowed with a Riemannian metric
2For the deﬁnition and properties of this groups, see f.e. [Hel].
3We have H ⊗R C ∼= M2(C), hence there is an isomorphism Mn(H) ⊗R C ∼= M2n(C), and
the reduced norm of A ∈ Mn(H) is deﬁned as the determinant of the image of A in M2n(C)
under this isomorphism (see f.e. [Re], 9a).
Note that here lies one of the diﬀerences between the real/complex case and the quaternion
case. Foe example, we have det(−In) = −1, but nred(−In) = 1.
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ds2(z) =
(dy)2
y2
+
1
y2
n∑
k=2
(dzkdzk + dzn+kdzn+k)+
+
1
y4
(dx+ Im(
n∑
k=2
(zkdzk + zn+kdzn+k)))2+
+
1
y4
|dzn+1 +
n∑
k=2
(zn+kdzk − zkdzn+k)|,
where z1 = x + i · y, zk = xk + i · yk for k ≥ 2. The Riemann volume element
is given by
dV (z) = y−(4n+3)dydx
2n∏
k=2
dxkdyk
For details, see [Ve].
The following description can be found in [Vol]:
Remark 8. An analogue of the Poincaré model
Let x := x0+x1i+x2j+x3k ∈ H. We have x = (x0+x1i)+ (x2+x3i)j, where
x0 + x1i and (x2 + x3i) can be considered as elements in C.
This identiﬁcation induces the identiﬁcation of Hn with C2n if we identify a :=
(a1, . . . an) ∈ Hn with (α1, . . . α2n) ∈ C2n where we set ak = αk + αn+kj as
above with αk, αn+k ∈ C.
This induces the representation of the general linear group GLn(H) in GL2n(C):
A+Bi 7→
[
A B
−B A
]
Let B4n := {a ∈ Hn|||a||H < 1} =
{
z ∈ C2n|||z||C < 1
}
with the above identiﬁ-
cation.
For w := (w1, . . . , w2n), z := (z1, . . . , z2n) ∈ C2n, we have the distance function
d(z, w) =
1
2
ln(
|1− < z,w > |+√|w − z|2 + | < w, z > |2 − |z|2|w|2
|1− < z,w > | −√|w − z|2 + | < w, z > |2 − |z|2|w|2 ),
which deﬁnes the metric on B4n. With this metric, B4n is isometric to the
quaternion hyperbolic space (as described in the next section).
3.1.2 The group Sp(n, 1) and quaternion hyperbolic space
as a Riemannian symmetric space
The group Sp(n, 1) belongs to the class of non-compact simple real Lie groups
4 (see [WM], p.23., Ex.3.23).
4A Lie group G is called simple if it is not abelian and if it contains no nontrivial, connected,
closed, proper, normal subgroups. Note that this deﬁnition allows the existence of discrete
normal subgroups.
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The Lie algebra of the Lie group Sp(n, 1) is identiﬁed with
sp(n, 1) := {X ∈Mn+1(H) |X∗
(
In 0
0 −1
)
= −
(
In 0
0 −1
)
X,Re(tr(X)) = 0},
where Re(tr(X)) denotes the real part of the (quaternion) trace of the ma-
trix X. sp(n, 1) is a real simple Lie algebra with the Cartan involution X 7→
X∗
(
In 0
0 −1
)
X. In the corresponding Cartan decomposition sp(n, 1) =
k ⊕ p we have k ∼= sp(n) ⊕ sp(1), where sp(n) := {X ∈ Mn(H) | X∗ =
−X,Re(tr(X)) = 0} is the Lie algebra of the Lie group Sp(n). k is the Lie
algebra of Sp(n)× Sp(1), which is a maximal compact subgroup of Sp(n, 1).
Now consider the group Sp(1). It is deﬁned as the subgroup of GL1(H) ∼= H∗
which preserves the form H −→ H, x 7→ xx = n(x). Since the norm n is a
multiplicative function, we can identify
Sp(1) ∼= H1,
where H1 is the multiplicative group of quaternions of norm 1. We have H1 =
{x = (x0 + x1i + x2j + x3k) ∈ H|x20 + x21 + x22 + x23 = 1}, and this gives the
identiﬁcation of Sp(1) with the 3-sphere in R4:
Sp(1) ∼= S3,
i.p. Sp(1) is simply connected and compact.
Similarly, Sp(n) acts transitively on a sphere S4n−1, and the isotropy of (1, 0, . . . , 0)
can be identiﬁed with Sp(n−1). Hence, Sp(n)/Sp(n−1) can be identiﬁed with
the sphere S4n−1. By induction (since Sp(1) is simply connected, and so are
all the spheres Sk for k ≥ 2), this implies the following (similarly, using Hopf
ﬁbrations, all of the homotopy groups of orthogonal and unitary groups can be
described, see [Ha], p.383-384.) :
Corollary 8. Sp(n) is simply connected for all n ∈ N.
Since Sp(n, 1) is diﬀeomorphic to (Sp(n)×Sp(1))×Rdimp (see Appendix, The-
orem 9), we have that pi1(Sp(n, 1)) ∼= pi1(Sp(n)×Sp(1))×pi1(Rdimp) ∼= 0, thus:
Corollary 9. Sp(n, 1) is a simply connected Lie group for all n ∈ N.
We describe brieﬂy how the quaternion hyperbolic space Hn(H), now described
as the symmetric space G/K becomes a Riemannian manifold:
let g = sp(n, 1) and k ∼= sp(n) ⊕ sp(1) be the Lie algebras of G and K,
respectively, and let g = k ⊕ p be the Cartan decomposition of g. Since G =
K · exp(p) (again, as in Theorem 9 in Appendix), we have:
TeK(G/K) ∼= p.
A multiple of the Killing form on p induces a positive deﬁnite scalar product on
TeK(G/K) ∼= p, which will deﬁne a G-invariant Riemannian metric on G/K.
This metric is described as follows:
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using the standard identiﬁcation H ∼= C2 as in Remark 8, we have the following
descriptions (see f.e. [Hel2], Ch.X.):
sp(n, 1) = {

A c B d
ct u dt v
−B d A −c
d
t −v −ct u
 , A ∈ u(n), B ∈ Symm(n,C), c, d ∈ Cn, u ∈ u(1), v ∈ C},
k = {

A o B 0
0 u 0 v
−B 0 A 0
0 −v 0 u
 , A ∈ u(n), B ∈ Symm(n,C), u ∈ u(1), v ∈ C},
p = {

0 c 0 d
ct 0 dt 0
0 d 0 −c
d
t
0 −ct 0
 , c, d ∈ Cn}.
The Killing form on g is given by κ(X,Y ) := 2(n + 2)trC(XY ); and one fur-
ther constructs a bilinear form κ˜(X,Y ) := 14 trC(XY ), which is positive deﬁnite
on p ∼= TeK(G/K) and induces a G-invariant Riemannian metric on Hn(H).
For further description of the geometric properties of Hn(H) with the above
constructed Riemannian metric see [Pe].
From the description above, one can easily read oﬀ that the dimension of p
equals 4n and we have thatHn(H) is a simply connected Riemannian symmetric
space of non-compact type of dimension 4n.
We note that the compact group Sp(n+1) is the compact dual5 of Sp(n, 1). The
corresponding symmetric space Sp(n+1)/(Sp(n)×Sp(1)) associated to Sp(n+1)
is the compact symmetric space Pn(H), called the quaternion projective space.
Now we want to pass from symmetric space X to locally symmetric spaces. We
have to ﬁnd certain subgroups of the group of isometries of X acting freely and
properly discontinuously on the symmetric space X and consider the quotient
space:
5By a compact dual of a non compact real Lie group G having K as a maximal compact
subgroup of G, we mean the maximal compact subgroup Gu of the complexiﬁcation G ⊗ C
containing K. On a Lie algebra level, if g = k ⊕ p is the Cartan decomposition of the Lie
algebra g of G, then the Lie algebra of Gu is k⊕ ip.
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3.2 Description of arithmetic groups acting on
Hn(H)
3.2.1 Arithmetic lattices in Sp(n, 1)
The theory of arithmetic lattices in classical groups is described in [WM]. In
order to avoid repetition, we just state the result which is of importance to us
([WM] p.152., Cor.10.58.):
for a ﬁeld F ; a, b ∈ F ∗ let Q(a, b|F ) denote the quaternion algebra over F
with basis 1, i, j, k; where the deﬁning equations are i2 = a, j2 = b, k = ij = −ji.
The standard symplectic (anti-)involution6 τc on Q(a, b|F ) is given by
x0 + x1i+ x2j + x3k 7→ x0 − x1i− x2j − x3k.
A τc-Hermitian form on Q(a, b|F )n is a map B : Q(a, b|F )n × Q(a, b|F )n −→
Q(a, b|F ) s.t.:
* B(x+ y, z) = B(x, z) +B(y, z) and B(x, y + z) = B(x, y) +B(x, z)
for all x, y, z ∈ Q(a, b|F )n,
* B(λx, y) = λB(x, y), B(x, λy) = B(x, y)τc(λ) for all λ ∈ Q(a, b|F ),
x, y ∈ Q(a, b|F )n
* B(y, x) = τc(B(x, y)) for all x, y ∈ Q(a, b|F )n
The Hermitian form B is non-degenerate if for each nonzero x ∈ Q(a, b|F )n
there exists y ∈ Q(a, b|F )n s.t. B(x, y) 6= 0. For such a form, let [B] :=
[(B(ei, ej))i,j ] be the corresponding matrix of B for a (standard) Q(a, b|F )-basis
{e1, . . . en} of Q(a, b|F )n. Then the group of isometries SU(B;Q(a, b|F ), τc) of
B in SLn(Q(a, b|F )) is given by
SU(B;Q(a, b|F ), τc) = {g ∈ SLn(Q(a, b|F )) | τc(gt)[B]g = [B]}.
An OF -order Λ in Q(a, b|F ) is a subring of Q(a, b|F ) with 1 ∈ Λ s.t. Λ is
a full OF - lattice in Q(a, b|F ), i.e. a ﬁnitely generated OF -submodule with
F · Λ = Q(a, b|F ).7
Proposition 21. Let Γ be an arithmetic lattice in G = Sp(p, q),8 for some
p, q ≥ 1. Then there exist:
* a totally real algebraic number ﬁeld F
* a, b ∈ F such that for every place σ of F : σ(a), σ(b) < 0
* β1, . . . , βp+q ∈ F such that β1, . . . βp are positive, βp+1, . . . , βp+q are neg-
ative and for each place σ 6= Id of F , the numbers σ(β1), . . . , σ(βp+q) ∈ R are
either all positive or all negative
* an isomorphism φ : SU(B;D := Q(a, b|F ), τc)⊗F R → Sp(p, q), where B
is the τc-hermitian form on D
p+q deﬁned by
B(x, y) :=
p+q∑
i=1
βixiτc(yi)
6This map is sometimes referred to as the conjugation or the standard antiinvolution of
Q(a, b|F ).
7For the existence and properties of orders, see [Re].
8For the deﬁnition of the group Sp(p, q) see f.e. [WM], 3D.
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such that the image of SU(B; Λ, τc) under φ is commensurable with Γ for any
OF - order Λ in D .
We shall construct examples of cocompact arithmetic subgroups of Sp(n, 1) in
the following way:
let p be a prime, then F = Q(√p) is a totally real number ﬁeld, having
the Galois group GalF/Q = {Id, σ}, where σ is given by √p 7→ −√p. Choose
a, b ∈ F s.t. a, b;σ(a), σ(b) are all negative and such that D := Q(a, b|F ) is a
quaternion skewﬁeld over F 9. Let τc be the standard symplectic involution on
D, and B=< ·, · > a Hermitian form on Dn+1 given by the matrix
[
In 0
0 −√p
]
,
i.e.
< x, y >:=
n∑
i=1
xiτc(yi)−√pxn+1τc(yn+1).
Consider the group10
G(F ) := SU(B;D, τc) = {g ∈ SLn+1(D)|τc(g)t
[
In 0
0 −√p
]
g =
[
In 0
0 −√p
]
}.
Then G is an algebraic group deﬁned over F and since D does not split11 over
R, we have (see [WM], Prop.10.55.):
G⊗ R ∼= Sp(n, 1)
Furthermore, the σ- conjugate Bσ of the form B is given by a deﬁnite form
represented by the matrix
[
In 0
0
√
p
]
, which (since a, b are chosen so that
D ⊗F Fσ ∼= Q(σ(a), σ(b)|R) ∼= H) implies that the group Gσ is isomorphic to
Sp(n+ 1).12
We have
G(R) ∼= GId ×Gσ ∼= Sp(n, 1)× Sp(n+ 1),
and choosing a maximal OF - order Λ in D,
Γ := SU(B; Λ, τc)
embeds in GId ∼= Sp(n, 1) as a cocompact arithmetic lattice by Proposition 6.49.
in [WM].
9We can choose a = b = −1 or any a, b ∈ Q ⊂ F s.t. a, b < 0. In that case, since F ⊂ R,
the equation x2−ay2− bz2 = 0 has no nontrivial solution in F 3, which implies that Q(a, b|F )
is a skewﬁeld (see f.e. 10.7, Lemma on p.86. in [Ke]).
10Here, we abuse notation and actually specify the F -points G(F ) of the group G. This
does not induce complications and inconsistencies, since in order to specify a group G that is
deﬁned over F , it suﬃces to specify G(F ).
11By this we mean: D ⊗F R ∼= H.
12For a place σ of F , the group Gσ is given the set of solutions to τc(gt)[Bσ ]g = [Bσ ] in
SLn(D ⊗F Fσ), where Fσ is the completion of F with respect to the embedding σ : F ↪→ C.
In our case, since F is totally real, GalF/Q = {Id, σ} we have FId = Fσ = R and by the choice
of a, b we have for D = Q(a, b|F ): D ⊗F FId ∼= D ⊗F Fσ ∼= H.
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Remark 9. Using Proposition 21 above, we see that any arithmetic lattice in
Sp(n, 1) is commensurable to a lattice constructed similarly as in our example.
The choice of F and D are the only arithmetically relevant informations, not
the choice of Λ itself. However, we choose to deal with the maximal orders Λ,
since maximal orders are much more convenient to deal with - the arithmetic of
the prime ideals in maximal orders fully resembles the arithmetic of Dedekind
rings, and enables some direct elementary calculations.
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3.2.2 Torsion-free criterion for SLn over a maximal arith-
metic order
In order to ensure that the quotient space Γ\X of a symmetric space under
a discrete subgroup of isometries is a manifold, we need to ensure that there
are no nontrivial elements of ﬁnite order in Γ. Otherwise, the quotient is an
orbifold13.
Since the groups Γ we are dealing with are subgroups of SLn(Λ) for some
maximal order Λ in a quaternion skewﬁeld over a number ﬁeld, the following
criterion for groups arising from orders in skewﬁelds applies:
let D be a (central, simple) skewﬁeld over a (totally real) algebraic number
ﬁeld F . Let OF be the ring of integers of F and Λ a maximal OF -order in D.
According to [Re], p.193., Theorem 22.10. the arithmetic of the two-sided ideals
of Λ fully resembles the case of Dedekind rings, in the sense that we have a
unique factorization of a two-sided ideal as a product of prime ideals.
By an ideal β of Λ we mean a full OF -lattice in D14 contained in Λ which is a
two-sided ideal in Λ in the usual ring-theoretic sense. By a prime ideal p of Λ
we mean an ideal of Λ s.t. for all ideals α, β of Λ with αβ ⊆ p we have α ⊆ p
or β ⊆ p.
Remark 10. Since D is a skewﬁeld, every two-sided ideal (in a ring-theoretic
sense ) in Λ is a full OF -lattice so the notion "ideal of Λ" applies to two-sided
ideals in Λ in a ring-theoretic sense. This can be seen in a following way:
let α ⊂ Λ be a nonzero ideal in Λ in a ring theoretic sense. Then there exists
a non-zero x ∈ α. Since D is a skewﬁeld, there exists an inverse x−1 of x in D.
Now, D = F ·Λ, so there exist ﬁnitely many ki ∈ F , λi ∈ Λ s.t. x−1 =
∑
i kiλi.
Since F is the ﬁeld of fractions of OF , we can write ki = risi with ri, si ∈ OF . Let
s :=
∏
i si 6= 0. Then sx−1 =
∑
i riλi ∈ Λ. I.p. sx−1x = s ∈ α ∩ OF . Hence,
in the case that D is a skewﬁeld, every (ring-theoretic) ideal in Λ contains a
non-zero element of OF .
Now let y ∈ D. Since F · Λ = D, there exist ﬁnitely many fi ∈ F , λi ∈ Λ s.t.
y =
∑
i fiλi. For s 6= 0, s ∈ α ∩OF we have
y =
∑
i
fi
s
(sλi),
with fis ∈ F , sλi ∈ α, hence F · α = D.
Let Γ be a subgroup of SLn(Λ). For an ideal β of Λ let
Γ(β) := {γ ∈ Γ | γ ≡ I (mod β) }.
Let β := pk11 p
k2
2 . . .p
kr
r , where ki ≥ 1 for all i = 1, . . . , r, be the unique de-
composition of β into distinct prime ideals pi of Λ (see [Re], Th. 22.10.). The
intersection of pi with Z is a prime ideal, hence we have pi ∩ Z = piZ for a
corresponding prime number pi. Note that although pi 6= pj for i 6= j we can
have pi = pj .
13An orbifold is a generalization of a manifold, in the sense that every point has an open
neighborhood homeomorphic to the quotient of an Euclidean space under the linear action of
a ﬁnite group.
14I.e. a ﬁnitely generated OF -submodule containing an F -basis of D.
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For such a Γ, its congruence torsion-free subgroups can be determined by the
following:
Lemma 14. Let Γ be a subgroup of SLn(Λ). Let β := pk11 p
k2
2 . . .p
kr
r be an ideal
of Λ. Suppose either that there exist i, j ∈ {1, . . . , r}, i 6= j s.t. pi 6= pj or that
there exists a single j ∈ {1, . . . , r} such that
exppj (pj) < kj(pj − 1),
where exppj (pj) is the exponent of pj in the prime ideal decomposition of the
two sided ideal < pj >Λ= Λpj of Λ generated by pj.15
Then Γ(β) is torsion-free.
Proof. We show that given a prime number k and γ ∈ Γ(β), γ 6= I we have
γk 6= I, hence Γ(β) does not contain any nontrivial element of ﬁnite order.16
Let γ ∈ Γ(β) and write
γ = I +B
with .
B ≡ 0 (mod βm)
B 6≡ 0 (mod βm+1)
for some m ≥ 1. I.p., we have for j ∈ {1, . . . , r}:
B ≡ 0 (mod pkjm+ljj )
B 6≡ 0 (mod pkjm+lj+1j )
for some lj ≥ 0.
Now suppose γk = I for some prime number k ∈ Z. If there exist i, j ∈
{1, . . . , r}, i 6= j s.t. pi 6= pj then the proof reduces to the case 10 below using
congruences modulo pi resp. pj if k = pj resp. k = pi. For k /∈ {pi,pj} we
can use congruences modulo any of the prime ideals pi,pj . Otherwise, suppose
there exists j ∈ {1, . . . , r} such that exppj (pj) < kj(pj − 1). Fix this j and
consider the following two cases:
CASE 10: k 6= pj
Now:
γk = (I +B)k = I + k ·B+ (k2) ·B2 + . . .+Bk,
and since
B2 ≡ 0 (mod p2(kjm+lj)j )
B3 ≡ 0 (mod p3(kjm+lj)j )
. . .
we have
(
k
2
) ·B2 + . . .+Bk ≡ 0 mod pkjm+lj+1j , and:
γk ≡ I + k ·B (mod pkjm+lj+1j ).
15This number is uniquely determined by the following property:
(pj)
exppj (pj)+1 ( < pj >Λ ⊆ (pj)exppj (pj).
16It is important for the proof that we assume that k is a prime number, since then k divides`k
j
´
for all j = 1, ..., k − 1.
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Now if γk = I, we get:
k ·B ≡ 0 (mod pkjm+lj+1j ),
so there exists an entry bij of B such that bij ∈ p(kjm+lj)j , bij /∈ pkjm+lj+1j but
k · bij ∈ pkjm+lj+1j .
Since k is contained in the center of Λ, we have
< k · bij >Λ = < k >Λ · < bij >Λ,
where < x >Λ is the two sided ideal of Λ generated by x. This implies:
pkjm+lj+1j | < k >Λ · < bij >Λ
and since < bij >Λ is divisible17 by p
(kjm+lj)
j , but not by p
kjm+lj+1
j , we must
have pj | < k >Λ, a CONTRADICTION since k is a prime number other than
pj which implies k /∈ pj .
CASE 20: k = pj
Let e := exppj (pj) be the exponent of pj in the prime-ideal factorization of
< pj >Λ=< k >Λ, i.e. pej | < k >Λ but p
e+1
j does not divide < k >Λ.
Now:
γk = (I +B)k = I + k ·B+ (k2) ·B2+ (k3) ·B3 + . . .+ ( kk−1) ·Bk−1 +Bk
We have k |
(
k
r
)
for all r = 2 . . . k − 1 since k is a prime number. Now, Br ≡ 0
(mod pkjm+lj+1j ) for all r = 2 . . . k − 1, so(
k
j
) ·Bj ≡ 0 (mod pm+lj+1+ej ) for all j = 2 . . . k − 1.
We have Bk ≡ 0 (mod pk(kjm+lj)j ), and the condition e < kj(k − 1), (here
k = pj), implies kjm+ lj + 1 + e ≤ k(kjm+ lj), since
kjm+ lj + 1 + e ≤ k(kjm+ lj)⇔ (kjm+ lj)(k − 1) ≥ e+ 1,
and the minimum of the term (kjm+ lj)(k− 1) is achieved when m = 1, lj = 0;
in that case the last inequality becomes equivalent to e < kj(k − 1).
Hence we have(
k
2
) ·B2+ (k3) ·B3 + . . .+ ( kk−1) ·Bk−1 +Bk ≡ 0 (mod pkjm+lj+1+ej )
which implies that
γk ≡ I + k ·B (mod pkjm+lj+1+ej ).
Now we proceed as in Case 1': under the assumption that γk = I we have
k · B ≡ 0 (mod pkjm+lj+1+ej ), so we ﬁnd bij , entry of the matrix B such that
bij ∈ pkjm+ljj , bij /∈ pkjm+lj+1j but k · bij ∈ pkjm+lj+1+ej and analogously we get
that pje+1 | < k >Λ, a CONTRADICTION.
17Here we use the term divisible in a ideal-theoretic sense, α | β means that β ⊂ α.
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The criterion above enables us to deal with congruence subgroups of Γ con-
structed directly by means of ideals in Λ. Usually, Γ is embedded in SLm(OF )
for a suitable m ∈ N and the congruence subgroups are constructed modulo the
ideals in OF . However, the distinction in using the ideals of OF and those of
Λ is purely technical (although the above criterion captures a wider range of
torsion-free subgroups than the one based on the same idea and dealing with
prime ideals of OF or prime numbers in Z), since in our case, for a maximal
order Λ there is a 1−1 correspondence between the ideals of Λ and those of OF
(see [Re], Th.22.4, p.191.).
Another resemblance between the ideals in a maximal order and those of OF is
reﬂected in the following (see [Re], Ex.13. on p.204.):
Proposition 22. Let ℘ be a prime ideal of OF , and let ℘Λ = p1e1 · . . .plel be
a prime ideal decomposition of ℘Λ in Λ. Let fi := dimOF /℘Λ/pi. Then:
l∑
i=1
eifi = dimFD
I.p., we have that dimFD (which equals 4 for the quaternion skewﬁeld) is an
upper bound for the exponents expp(p), so for almost all prime ideals we have
expp(p) < p−1. Now, either by enlarging ki's in the prime ideal decomposition
of an ideal or by multiplying the ideal with prime ideals which do not divide
the ideal itself (i.e. which are not factors in the prime ideal decomposition) , we
will get a torsion-free congruence subgroup after ﬁnitely many steps:
Corollary 10. Let β be an ideal in a maximal order Λ in D. Then, for all but
ﬁnitely many ideals α ⊂ β:
Γ(α) := {γ ∈ Γ | γ ≡ I (mod α) } is torsion-free.
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3.3 Cycles in compact locally symmetric spaces
modelled on Hn(H)
Let D := Q(a, b|F ) be a quaternion skewﬁeld over an algebraic number ﬁeld
F := Q(√p), s.t. D does not split at both archimedean places of F (see section
3.2.1). EquipDn+1 with the hermitian form< ·, · > with respect to the standard
symplectic involution τc, given by the matrix
[
In 0
0 −√p
]
, i.e.
< x, y >:=
n∑
i=1
xiτc(yi)−√pxn+1τc(yn+1).
Let m ∈ {1, . . . , n− 1}. Write Dn+1 as a direct sum:
Dn+1 =< e1, . . . , em > ⊕ < em+1, . . . , en > ⊕ < en+1 >
with respect to the standard D-basis (e1, . . . en+1) of Dn+1. Consider the fol-
lowing two commuting involutions σ, τ on Dn+1 deﬁned by:
σ|<e1,...,em> ≡ Id, σ|<em+1,...,en> ≡ −Id, σ|<en+1> ≡ Id
τ|<e1,...,em> ≡ −Id, τ|<em+1,...,en> ≡ Id, τ|<en+1> ≡ Id.
Let18 G(F ) := SU(B;D, τc) be the F -points of an algebraic group G deﬁned
over F . We have σ =
Im 0 00 −In−m 0
0 0 1
, τ =
−Im 0 00 In−m 0
0 0 1
. We see that
σ, τ ∈ G(F ), hence they induce the following involutions on G(F ), which we
again denote by σ and τ :
σ : g 7→
Im 0 00 −In−m 0
0 0 1
 g
Im 0 00 −In−m 0
0 0 1

τ : g 7→
−Im 0 00 In−m 0
0 0 1
 g
−Im 0 00 In−m 0
0 0 1

The set of ﬁxed points G(σ) of σ resp. G(τ) of τ on G(F ) are matrices of the
form 
∗ ∗ ∗ ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ 0
∗ ∗ ∗ ∗
∗ ∗ ∗ 0 ∗

resp.

∗ ∗ ∗
∗ ∗ ∗ 0 0
∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗

We have:
18Again, as in section 3.2.1 we specify the F -points of an algebraic group G deﬁned over F .
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G(σ)⊗ R ∼= Sp(m, 1)× Sp(n−m),
G(τ)⊗ R ∼= Sp(m)× Sp(n−m, 1).
Remark 11. In the case that G is a form of the orthogonal group SO(p, q),
pursuing the analogous construction of the involution σ we have to be careful
about the real points of G(σ). In that case we get S(O(p)×O(q)) as set of ﬁxed
points. This does not happen in our case since SL(H) is deﬁned via the reduced
norm, which has value 1 both on the matrix I and −I.
We have σ = τΘ, where Θ is the Cartan involution on Sp(n, 1) with respect to
the maximal compact subgroup Sp(n)×Sp(1) (see section 3.1.2), and it is easy
to see that the involutions induced by σ, τ on a quaternion hyperbolic space
Hn(H) form an orthogonal decomposition of Hn(H) satisfying the assumptions
of section 1.2.
The arithmetic subgroup Γ ≤ G(R) arising from an order Λ in D as described
in section 3.2.1 is obviously < σ, τ >- stable, since the matrix entries of σ, τ are
just 1's and −1's on the diagonal.
Using the torsion-free criterion (section 3.2.2) we can easily ﬁnd a torsion-free
(ﬁnite-index) congruence subgroup of Γ, hence w.l.o.g. we assume Γ is torsion-
free.
Let Γσ resp. Γτ be the subgroup of Γ ﬁxed by σ resp. τ . Let X := G(R)/K ∼=
Sp(n, 1)/(Sp(n) × Sp(1)). Let Xσ, Xτ denote the sets of ﬁxed points of σ,
τ on X. They are the subsymmetric spaces corresponding to the inclusions
G(σ)(R) ↪→ G(R) resp. G(τ)(R) ↪→ G(R), and we have
Xσ ∼= Hm(H), Xτ ∼= Hn−m(H).
The quotients Γσ\Xσ resp. Γτ\Xτ are compact locally symmetric spaces19, and
correspond to the projection of Xσ resp. Xτ under the natural map X −→ Γ\X
(see Proposition 5), and we have totally geodesic immersions20:
Γσ\Xσ ↪→ Γ\X resp. Γτ\Xτ ↪→ Γ\X.
In this way we have constructed compact totally geodesic locally symmet-
ric subspaces of non-compact type inside a compact locally symmetric space
of non-compact type arising from the canonical inclusion Hm(H) ↪→ Hn(H)
resp. Hn−m(H) ↪→ Hn−m(H). The latter inclusions induce the corresponding
inclusions in the compact dual space:
Pm(H) ↪→ Pn(H) resp. Pn−m(H) ↪→ Pn(H),
and the induced maps on the cohomology (this is the map ρ : Hm(Pn(H);R) −→
Hm(Pm(H);R) resp. Hn−m(Pn(H);R) −→ Hn−m(Pn−m(H)) as in Theorem
7) are nontrivial, as it can be seen from the cell complex structure of quaternion
projective spaces and its homology described in sections 1.4.1, 1.4.2 (and then
using the Poincaré duality for compact oriented manifolds). Now, Theorem7
applies, and we have:
19This follows from Proposition4.
20The injectivity follows as in section 1.3.1.
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Corollary 11. Under the assumptions above, the homology classes [Γσ\Xσ]
resp. [Γτ\Xτ ] represented by the submanifolds Γσ\Xσ resp. Γτ\Xτ are not
trivial in Hm(Γ\X;R) resp. Hn−m(Γ\X;R).
However, as mentioned earlier, we do not have any information about the G-
invariance of this classes (i.e. if their cohomological duals represent invariant or
non-G invariant classes). For this, we use the fact that these two complementary
dimensional submanifolds satisfy the conditions needed to apply the Millson-
Raghunathan and the Rohlfs-Schwermer method:
Note that the submanifolds Γσ\Xσ resp. Γτ\Xτ are special cycles as deﬁned in
section 1.3.1.
We can assume w.l.o.g. that the submanifolds represented by Γσ\Xσ and Γτ\Xτ
and all of their intersection components are oriented, since this can be arranged
by passing to a suitable congruence subgroup of Γ (see section 1.2 or 1.3.3). Since
the (topological) group G(R) = Sp(n, 1)× Sp(n+1) is simply connected21 (see
section 3.1.2), and Xσ, Xτ intersect exactly in one point (w.l.o.g. with positive
intersection number). Γσ\Xσ and Γτ\Xτ are compact, thus their intersection
Γσ\Xσ ∩ Γτ\Xτ is compact22. Hence, the special cycles Γσ\Xσ and Γτ\Xτ
satisfy the assumptions of the Theorem 6:
Corollary 12. There exists a < σ, τ >-stable normal subgroup Γ˜ of ﬁnite index
in Γ s.t.
[Γ˜σ\Xσ][Γ˜τ\Xτ ] > 0.
I.p. both special cycles represent nontrivial homology classes.
This follows also by the Millson-Raghunathan method (but for not necessarily
the same subgroup Γ˜ ≤ Γ) since the inclusions G(σ) ∩ G(τ) ↪→ G(σ), G(σ) ∩
G(τ) ↪→ G(τ) induce injective map H1(R, G(σ) ∩ G(τ)) −→ H1(R, G(σ)) ×
H1(R, G(τ)) on the real cohomology.23
Hence, the submanifolds constructed above always represent a non-trivial ho-
mology class by Corollary 11, which is a consequence of the result of Lafont-
Schmidt; and using the Rohlfs-Schwermer or the Millson-Raghunathan method,
one can ﬁnd a ﬁnite index subgroup of Γ s.t. the corresponding cycles inter-
sect nontrivially. Now, using the result of section 2.1, there exists a further
congruence subgroup where the corresponding cycles represent non-G-invariant
homology classes.
21This is the assumption of Proposition 14
22The intersection of two compact subsets of a Hausdorﬀ space is compact.
23Note that the same holds for orthogonal and unitary groups. For a summary of similar
injectivity questions see [Se], p.192.
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Chapter 4
Further results
4.1 Remarks concerning locally symmetric spaces
4.1.1 Orientability questions
Contrary to the case of the group Sp(n, 1), the special orthogonal group SO(n, 1)
is not connected, hence a locally symmetric space of the form
Γ\SO(n, 1)/S(O(n)×O(1))
is not necessarily orientable. Namely, the group Γ in question is i.g. not con-
tained in the group SO(n, 1)o, which is the connected component of the identity
of the group SO(n, 1). The group SO(n, 1)o is described in the following way:
The group SO(n, 1) is deﬁned by matrices in SLn+1(R) which satisfy
At
(
In 0
0 −1
)
A =
(
In 0
0 −1
)
.
The polar decomposition of a matrix contained in the group SO(n, 1) is of one
of the following two forms (see [Ga], Prop.2.3.):
A =
(
Q 0
0 −1
) ( √
I + vvt v
vt c
)
or
A =
(
Q 0
0 1
) ( √
I + vvt v
vt c
)
.
where Q is an orthogonal matrix with determinant −1 in the ﬁrst case and 1
in the second case; v a vector in Rn and c =
√‖v‖2 + 1. The second case
corresponds to matrices contained in SO(n, 1)o (see [Ga], Cor.2.27.). This is
exactly the case when the lower right entry an+1,n+1 of a matrix A ∈ SO(n, 1)
is positive, hence:
A ∈ SO(n, 1)o ⇔ an+1,n+1 > 0.
Consider the following class of arithmetic subgroups of SO(n, 1): let F =
Q(√p) for a prime number p, having the Galois group < Id, σ >, and let f be
a quadratic form on Rn+1 given by
∑n
i=1 x
2
i −
√
px2n+1. Let G be deﬁned as the
group of matrices in SLn+1(F ) which preserve the form f , i.e.
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G := {A ∈ SLn+1(F )| At
(
In 0
0 −√p
)
A =
(
In 0
0 −√p
)
}
There is a natural isomorphism
G(R) = GId ×Gσ ∼= SO(n, 1)× SO(n+ 1)
The isomorphism φ : GId ∼= SO(n, 1) is given by sending the matrix X ∈ GId
to (
In 0
0 p1/4
)
X
(
In 0
0 1/p1/4
)
This isomorphism preserves topological properties as well and since it does not
change the lowest right entry of the matrix, we have:
X ∈ (GId)o if and only if xn+1,n+1 > 0.
Now, the group of units of f , i.e. the intersection Γ := GLn+1(OF )∩G, embeds
in G(R) as an arithmetic lattice. (see section 5.2 in Appendix). In this way, we
have an arithmetic subgroup φ(Γ) ≤ SO(n, 1).
As described in section 2.2, Millson ([Mil]) considers the analogous exam-
ples of arithmetic groups contained in O(n, 1), then he takes the intersection
with O(n, 1)+ (which is the subgroup of O(n, 1) preserving the upper half-space
xn+1 > 0 in Rn+1) to obtain a group Γ ≤ O(n, 1)+. Further, choosing an ideal p
of OF with norm diﬀerent from 2, for the congruence subgroup Γ(p) := {γ ∈ Γ
| γ ≡ I (mod p) } the desired det = 1 condition is met and Γ(p) ≤ SO(n, 1)o
holds.
In some published papers this is falsely cited: an arithmetic subgroup Γ ≤
SO(n, 1) is considered, arising in the same way as above from an algebraic
number ﬁeld F , and it is claimed that for any ideal q of OF with norm diﬀerent
from 2, the group Γ(q) is contained in SO(n, 1)o (the diﬀerence lies in the
fact that Millson already intersected the group Γ ≤ O(n, 1) with O(n, 1)+ and
further required just the det = 1 condition).
In order to see that the latter claim is not correct, we give the following coun-
terexample:
let F = Q(
√
3). Then OF = Z ⊕ Z
√
3. Let f be a quadratic form on R2
given by
x21 −
√
3x22,
and let
G := {A ∈ SL2(F )| At
(
1 0
0 −√3
)
A =
(
1 0
0 −√3
)
},
Γ := G ∩GL2(OF ).
Let
γ :=
( −98− 57√3 (−75− 43√3)√3
−75− 43√3 −98− 57√3
)
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We have
γt
(
1 0
0 −√3
)
γ =
(
1 0
0 −√3
)
and det(γ) = 1, hence γ ∈ Γ. Furthermore:
γ =
( −98− 57√3 (−75− 43√3)√3
−75− 43√3 −98− 57√3
)
=
=
(
1 + (−99− 57√3) (−75− 43√3)√3
−75− 43√3 1 + (−99− 57√3)
)
=
=
(
1 + (−15− 9√3)(3 + 2√3) √3(−11− 7√3)(3 + 2√3)
(−11− 7√3)(3 + 2√3) 1 + (−15− 9√3)(3 + 2√3)
)
≡
≡
(
1 0
0 1
)
mod (< (3 + 2
√
3) >OF )
Thus, for q :=< (3 + 2
√
3) >OF we have γ ∈ Γ(q). However, N(q) 6= 2 and for
the lower right entry one has γ2,2 = −98− 57
√
3 < 0, so γ /∈ (GId)o. Using the
above mentioned isomorphism φ : GId ∼= SO(1, 1), and the canonical inclusion
SO(1, 1) ↪→ SO(n, 1) for n > 1 we get a counterexample to the claim of "ori-
entability properties" for arithmetic groups in SO(n, 1). Hence, the orientability
condition cannot be settled by such weak congruence requirements.
We note that the orientability question (i.p. for an arithmetic group Γ ≤
SO(n, 1)) can be solved (passing to congruence subgroups in the "adelic sense")
using the following result of Rohlfs and Schwermer (see [RSchw], Prop. 2.2 and
discussion before for the deﬁnition of a congruence subgroup):
Proposition 23. Let G be a linear algebraic group deﬁned over Q, and let
Γ ≤ G(Q) be an arithmetic subgroup. Then there exists a congruence subgroup
Γ˜ ≤ Γ s.t. Γ˜ is contained in the connected component of the identity G(R)o of
the real Lie group G(R).
4.1.2 Non-G-invariant classes
In section 2.1 the Millson-Raghunathan idea is presented which enables to pass
to a covering where the class carried by the corresponding special cycle is not
dual to a G-invariant cohomology class. This is settled by passing to a congru-
ence subgroup Γ(q) ≤ Γ s.t. we can ﬁnd α ∈ Γ with αCσ(Γ(q))∩Cτ (Γ(q)) = ∅
which is fulﬁlled by ensuring that τ(αCσ(Γ(q))) ∩ αCσ(Γ(q)) = ∅.
An alternative approach can be applied based on the following idea of X.Xue
([X]):
in the setting of section 1.2 choose a locally symmetric space Γ\X where the cor-
responding cycles intersect in ﬁnitely many points with positive multiplicity (see
Theorem 5). These intersection points correspond to a ﬁnite set I(Γ) ⊂ Γ (as
in section 1.2). Passing to a congruence subgroup Γ(q) ≤ Γ we get coverings pi :
Γ(q)\X −→ Γ\X, piσ : Cσ(Γ(q)) −→ Cσ(Γ) and piσ : Cτ (Γ(q)) −→ Cτ (Γ) with
the corresponding deck transformation groups Γ/Γ(q), Γσ/Γσ(q) and Γτ/Γτ (q).
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We denote by d(q), dσ(q) and dτ (q) the (ﬁnite) orders of these groups. In
Γ(q)\X we can "shift" the cycle Cτ (σ) by elements of the deck transformation
group Γ/Γ(q). The group Γτ/Γτ (q) (considered as the subgroup of Γ/Γ(q))
stabilizes Cτ (Γ(q)), and since Γ acts freely on X, by "shifting" Cτ (Γ(q)) we
get d(q)/dτ (q) disjoint submanifolds µ1Cτ (Γ(q)), . . . , µd(q)/dτ (q)Cτ (Γ(q)), for
certain elements µ1, . . . , µd(q)/dτ (q) ∈ Γ, µ1 = 1.
The following observation is Lemma 5 of [X]:
note that every point in the intersection (Cσ(Γ(q)) ∩ µiCτ (Γ(q))) lies over a
point in the intersection Cσ(Γ) ∩ Cτ (Γ), i.p. we have
(Cσ(Γ(q)) ∩
⋃d/dτ
i=1 µiCτ (Γ(q))) ⊂ pi−1σ (Cσ(Γ) ∩ Cτ (Γ)),
hence
|(Cσ(Γ(q)) ∩
⋃d(q)/dτ (q)
i=1 µiCτ (Γ(q)))| ≤ dσ(q)|I(Γ)|
and we see that Cσ(Γ(q)) can intersect at most dσ(q)|I(Γ)| of the "shifted"
cycles µiCτ (Γ(q)).
Now consider the following:
we have d(q)/dτ (q) cycles µiCτ (Γ(q)) and we know that Cσ(Γ(q)) can intersect
at most dσ(q)|I(Γ)| of them, so if dσ(q)|I(Γ)| < d(q)/dτ (q) we know that
there exists µ s.t Cσ(Γ(q)) ∩ µCτ (Γ(q)) = ∅, and consequently [(Cσ(Γ(q))] 6=
[µCσ(Γ(q)))] are non G-invariant classes.
dσ(q)|I(Γ)| < d(q)/dτ (q) is equivalent to |I(Γ)| < d(q)/dτ (q)dσ(q) and since
|I(Γ)| is a ﬁxed number, in order to get the desired result it suﬃces to show
that the right hand side of the inequality can be made large enough by taking
large primes q.
Given the above settings, denote by Gσ resp. Gτ the groups of ﬁxed points of σ
resp. τ ofG and assume in addition that the groupsG, Gσ andGτ are R-rational
points of the simply connected simple Q-groups G, Gσ and Gτ . Suppose (as in
Theorem 8) that the group Γ is a Zariski dense subgroup of G(Z(S)), where S
is a ﬁnite set of prime numbers. Using Theorem 8 and the discussion above we
have:
Corollary 13. For almost all prime ideals q /∈ S we have
d(q)
dτ (q)dσ(q)
=
|Gq(Fq)|
|Gτq(Fq)||Gσq(Fq)|
.
Furthermore, if
I(Γ) <
|Gq(Fq)|
|Gτq(Fq)||Gσq(Fq)|
,
then the homology class carried by Cσ(Γ(q)) and Cτ (Γ(q)) are not dual to G-
invariant classes.
In the case where G reduces to a ﬁnite classical group this number can be easily
calculated and goes to∞ as q grows (for the orders of the ﬁnite classical groups
in question see [W], Ch.3.), for example:
∗ if Gq(Fq) ∼= Sp2n(q), Gσq(Fq) ∼= Sp2m(q) and Gτq(Fq) ∼= Sp2(n−m)(q), we
have
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|Sp2n(q)|
|Sp2m(q)||Sp2(n−m)(q)| =
qn
2∏n
i=1(q
2i − 1)
(qm2
∏m
i=1(q2i − 1))(q(n−m)2
∏n−m
i=1 (q2i − 1))
= q2m(n−m)
∏n
i=m+1(q
2i − 1)∏n−m
i=1 (q2i − 1)
,
and this can be made arbitrary large by enlarging q.
4.1.3 Growth of Betti numbers
In the paper of Millson ([Mil]) the author constructs nontrivial 1-dimensional
homology classes in compact locally symmetric spaces modelled on real hyper-
bolic spaces. These locally symmetric spaces correspond to arithmetic groups
arising from a quadratic form, as explained in section 2.2. Without going into
details, we give a brief sketch of the idea: The ﬁrst Betti number can be made
arbitrarily large by passing to congruence subgroups where in the correspond-
ing locally symmetric space M we can ﬁnd disjoint homologically non-trivial
hypersurfaces1 F1, . . . , Fr s.t. M\
⋃r
i=1 Fi is connected. For each hypersurface
Fi we can ﬁnd a 1-dimensional compact loop Ci having intersection number 1
with the chosen hypersurface and 0 with other hypersurfaces (for example Ci
can be chosen s.t. Ci ∩ Fj = for i 6= j). Hence for the intersection number we
have [Ci][Fi] = 1 and [Cj ][Fi] = 0 for i 6= j, i.p. [Ci] 6= [Cj ].
Linear independence of these classes follows immediately: suppose
∑r
i=1 λi[Ci] =
[0] represents a trivial homology class in H1(Γ\X;R), then (for technical pur-
pose we denote by [fj ] the cohomology class dual to the homology class of
a submanifold Fj and we use the cap product as explained in section 1.1.1)
0 = [fj ]∩ (
∑r
i=1 λi[Ci]) = λj for all j = 1, . . . , r; hence the classes [C1], . . . , [Cr]
are linearly independent.
For higher dimensional homology groups it is more diﬃcult to ﬁnd k-dimensional
submanifolds (k ≥ 2) carrying diﬀerent homology classes. In the notation and
the setting of section 2.1 we can "shift" the submanifold Cσ(q) by a deck trans-
formation represented by an element of the group Γ/Γ(q). It is obvious that
elements γ, µ in Γ whose images in Γ/Γ(q) are not congruent modulo the sub-
group Γσ/Γσ(q) produce disjoint submanifolds γCσ(q), µCσ(q) but these can
represent the same homology class (this fact is ignored in some published papers
on this subject). For example, this happens if the homology class carried by
Cσ(q) has a G-invariant dual cohomology class. However, the result of Millson-
Raghunathan in section 2.1 enables to ﬁnd a congruence subgroup Γ(q) ≤ Γ s.t.
there exists α ∈ Γ s.t. [αCσ(q)] 6= [Cσ(q)]. In this case, the deck transformation
group acts non-trivially on the R- (resp. C-) vector space Hk(Γ(q)\X;R) (resp.
Hk(Γ(q)\X;C)).
If the assumptions of the Theorem 8 are satisﬁed, we have that Γ/Γ(p) ∼=
Gp(Z/pZ) for almost all primes p, and we get an estimate of the lower bound
for Betti numbers by calculating the dimension of the smallest (non-trivial)
representation spaces for a ﬁnite group Gp(Z/pZ).
1A hypersurface is a submanifold of codimension 1.
61
For a large class of ﬁnite groups the bounds on the minimal degree of a non-
trivial irreducible complex character (i.e. a minimal dimension of a nontrivial
irreducible complex representation) are already known. Let G˜ be a ﬁnite group
of Lie type2, and r(G˜) deﬁned as in [LiSha], p. 327. Consider G˜(q), a group of
Lie type over a ﬁnite ﬁeld Fq, where q = pl for a prime p and l ∈ N. Then there
is a constant c (independent of q) s.t. the dimension of the smallest nontrivial
representation is greater than c · qr(G˜) ([LiSha], Lemma 2.1.).
Bounds of this type should hold for the homology groups of locally symmetric
spaces modelled on the quaternion symmetric space, however this topic requires
more careful analysis (f.e. to determine the reduction modulo a prime of the
underlying algebraic group).
2For a deﬁnition of a ﬁnite group of Lie type see [Cu], 4.1.
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4.2 Description of the stable general linear group
over an arithmetic order
As mentioned in the introduction, we present a new proof of a result on the
stable range of an arithmetic order in a skewﬁeld over a number ﬁeld:
We shall brieﬂy introduce some ring-theoretic notions, for a general theory
of noncommutative rings see [L]. Let R be a ring with 1. Denote by radR
the Jacobson radical of R, deﬁned as the intersection of all the maximal left
ideals of R. A ring R is called semisimple if it is isomorphic to a ﬁnite product
Mn1(D1)× . . .×Mnr (Dr) of matrix rings over skewﬁelds Di. A ring R is called
semilocal if R/radR is a semisimple ring. If R is commutative, this is equal to
the condition that R has ﬁnitely many maximal ideals. If a (noncommutative)
ring has only ﬁnitely many maximal left ideals, then it is semilocal. I.p. ﬁnite
rings are semilocal.
Let R be a ring, k ∈ Z, k ≥ 1. An element (x1, x2, . . . , xk) ∈ Rk is called
unimodular in Rk if
∑k
i=1Rxi = R. Let m ∈ Z, m ≥ 2. We call a unimodular
element in Rm reducible if there exist elements t1, t2, . . . , tm−1 ∈ R such that
(x1 + t1xm, x2 + t2xm, . . . , xm−1 + tm−1xm)
is unimodular in Rm−1. If every unimodular vector in Rm is reducible, then so
is every unimodular vector in Rn, for all n > m.
Let k ∈ Z, k ≥ 1. We say: k deﬁnes a stable range for GL(R), if for all m > k
every unimodular element (x1, x2, . . . , xm) ∈ Rm is reducible. The smallest
integer n such that for every k ≥ n, k deﬁnes a stable range for GL(R), is called
the stable rank of R, to be denoted sr(R). To prove that the stable rank of
a ring R equals r, it suﬃces to show that every unimodular vector in Rr+1 is
reducible.
We will make use of the following result often referred to as "Bass' Theorem",
which we cite without proof:
Lemma 15. [Ba], Lemma 6.4.
Let R be a semilocal ring, a ∈ R and I a left ideal of R. If Ra + I = R, then
the coset a+ I contains a unit of R.
We present an elementary proof of the result on the stable rank of an arithmetic
order in a skewﬁeld (this result is proved in [Ba] using the theorem of Serre on
the structure of direct summands of a direct sum of ﬁnitely presented modules
over a ﬁnitely generated algebra over a commutative Noetherian ring):
Lemma 16. Let D be a ﬁnite dimensional separable3 skewﬁeld over an algebraic
number ﬁeld K, let OK be the ring of integers in K. Let Λ be an OK-order in
D.
Then sr(Λ) ≤ 2.
Proof. It suﬃces to show that every unimodular element in Λ3 is reducible, that
is: given x1, x2 and x3 in Λ such that
Λ · x1 + Λ · x2 + Λ · x3 = Λ
3By a separable K-algebra D we mean that the center of D is a separable ﬁeld extension
of K.
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there exist µ1, µ2 ∈ Λ such that
Λ · (x1 + µ1 · x3) + Λ · (x2 + µ2 · x3) = Λ
W.l.o.g. we may suppose x1 6= 0. Let I:=Λ · x1, a left ideal in Λ. Since K·Λ=D,
we have
x−11 =
n∑
i=1
ki · λi,
(x−11 is the inverse of x1 in D, this element needs not to be in Λ).
Now ki = risi with ri, si ∈ OK , so for s =
∏n
i=1 si we have: sx
−1
1 ∈ Λ, with s ∈
OK , s 6= 0. Then
s = sx−11 · x1 ∈ I,
so β = I ∩ OK is a nonzero ideal in OK .
Consider
ß = Λ · β = {∑finite λi · bi | λi ∈ Λ, bi ∈ β},
contained in Λ · x1 = I. The deﬁnition of ß implies that ß is a left ideal in Λ,
and since bi's are elements of the center of Λ, ß is a two sided ideal. Since Λ is
a ﬁnitely generated module over OK , we have that Λ/ß is a ﬁnitely generated
module over OK/β. OK/β is ﬁnite, hence Λ/ß is ﬁnitely generated over a ﬁnite
ring, so Λ/ß is ﬁnite itself. I.p. Λ/ß is a semilocal ring.
The equality Λ · x1 + Λ · x2 + Λ · x3 = Λ leads to
Λ/ß ·(x2 + ß) + Λ/ ß ·〈(x1 + ß), (x3 + ß)〉 = Λ/ß
and now we can apply Lemma 15 for semilocal rings to conclude that
(x2 + ß) + Λ/ ß ·〈(x1 + ß), (x3 + ß)〉
contains a unit, so there exist ρ,τ ∈ Λ such that
Λ/ß · ((x2 + ρ · x1 + τ · x3)+ ß) = Λ/ß.
That implies
ß + Λ · (x2 + ρ · x1 + τ · x3) = Λ.
Now consider Λx1 + Λ(x2 + τ · x3):
Λx1 ⊇ ß
and x2 + ρ · x1 + τ · x3 ∈ Λx1 + Λ(x2 + τ · x3).
Thus
Λx1 + Λ(x2 + τ · x3) = Λ
and we get the desired reduction.
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Remark 12. Note that the idea on the proof is based on the fact that the left
ideal Λ · x1 has a nonzero intersection with OK . This allows us to factor the
ring Λ modulo ß and then at the end capture ß with x1. However, this can not
be done if we leave out the condition "D is a skewﬁeld", since then there exist
left ideals of orders having zero intesection with OK . One can verify this easily
for Mn(Z) as a Z-order in the matrix algebra Mn(Q).
The stable range conditions have applications for the structure of the general
linear group over a ring (see [Ba], Ch.1.). We brieﬂy mention one application
concerning the structure of the general linear group over an arithmetic order
considered in the Lemma above. Identify X ∈ GLn(R) with
(
X 0
0 1
)
∈
GLn+1(R). This induces the embedding GLn(R) −→ GLm(R) for m ≥ n. Let
Eij , i 6= j, 1 ≤ i, j ≤ n be the matrix in GLn(R) having 1 in the (i, j)-th place
and zeros elsewhere. A matrix in GLn(R) is called elementary if it is of the
form xij(r) := In+ rEij for some r ∈ R and i 6= j. Denote by En(R) the group
generated by elementary matrices in GLn(R). Let G be a group. For x, y ∈ G
we deﬁne the commutator of x and y as [x, y] := xyx−1y−1. Deﬁne [G,G] to be
the subgroup of G generated by [h1, h2] with h1, h2 ∈ G. Now, using Theorem
4.2. in [Ba] and the Lemma above we have the following description of the
general linear group over an arithmetic order:
Corollary 14. Let D be a ﬁnite dimensional separable skewﬁeld over algebraic
number ﬁeld K, OK ring of integers in K. Let Λ be an OK-order in D. Then:
1. For all r > 2:
GLr(Λ) = GL2(Λ) · Er(Λ).
2.
GL2(Λ) −→ K1(Λ) := limn→∞GLn(Λ)/[GLn(Λ), GLn(Λ)],
is surjective.
3. For all r ≥ 4
Er(Λ) = [GLr(Λ), GLr(Λ)].
4. For n ≥ 4 all the maps below are surjective, and all these groups are
abelian:
. . . SLn(Λ)/En(Λ) −→ SLn+1(Λ)/En+1(Λ) −→ . . . −→ SL(Λ)/E(Λ).
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Chapter 5
Appendix
5.1 Decomposition of a semisimple Lie group
The following theorem, quoted from [Hel], Ch.VI, p.214., is frequently used:
Let g be a noncompact semisimple Lie algebra over R with the Cartan decom-
position g = k⊕ p, and θ the corresponding Cartan involution (i.e. θ|k = Idk,
θ|p = −Idp). Let G be a connected Lie group with Lie algebra g, K a Lie
subgroup of G with Lie algebra k.
Theorem 9. In the notation above, we have:
1) K is connected, closed and contains the center ZG of G. Moreover, K is
compact if and only if ZG is ﬁnite.
2) there exists an involutive analytic automorphism Θ of G with
FixGΘ = K, and whose diﬀerential at e is θ.
3) the mapping p×K −→ G, (X, k) 7→ exp(X)k is a diﬀeomorphism,
and the mapping exp : p −→ G/K is a diﬀeomorphism onto the
symmetric space G/K.
5.2 Arithmetic groups
Suppose VQ is a Q− subspace of a ﬁnite dimensional vector space V over C s.t.
dimQVQ = dimCV and VQ contains a C-basis of V . By a lattice of VQ we mean
a free Z-submodule of VQ of maximal rank.
Let Λ be a lattice in VQ, G an algebraic subgroup of GL(V ) deﬁned over Q.
Denote by GΛ be the stabilizer of Λ in G(Q), i.e. GΛ := {g ∈ G(Q)|g(Λ) = Λ}.
A subgroup Γ ≤ G(Q) is called an arithmetic subgroup of G if there exists a
lattice Λ of VQ such that Γ is commensurable with GΛ (i.e. Γ ∩ GΛ has ﬁnite
index both in Γ and in GΛ)
It can be seen that the deﬁnition of an arithmetic subgroup of G is independent
of the choice of a faithful representation of G on a vector space V and a lattice
Λ, i.e. it depends only on the Q-structure of G.
In the above deﬁnition of an arithmetic group one can replace Q by an arbitrary
algebraic number ﬁeld F and Z by the ring of integers OF of F . Given an
algebraic subgroup G ≤ GLn(C) one can deﬁne arithmetic subgroups of G as
those subgroups commensurable with GOF := G∩SLn(OF ). However, this does
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not produce any new groups since as it can be seen by reducing the latter case
via restriction of scalars1 to the case F = Q.
5.3 Cohomological dimension
As described in the previous section, a torsion-free arithmetic subgroup Γ of G
acts freely and properly discontinuously on X = G/K. Since X is contractible,
Γ\X is an "Eilenberg-Maclane space" of type K(Γ, 1), i.e. pi1(Γ\X) ∼= Γ and
pii(Γ\X) ∼= 0 for i > 1.
Γ\X can be thought of as a geometric analogue of the arithmetic group Γ. The
group (Eilenberg-MacLane) cohomology of the group Γ equals the cohomology
of the manifold Γ\X.2 I.p. the cohomological dimension cd(Γ) is at most
n = dimX, more precisely
cd(Γ) = n, if Γ\X compact
cd(Γ) < n, if Γ\X non-compact.
In the latter case, when X does not have any compact factors, the diﬀerence
n− cd(Γ) equals the Q-rank of Γ.
5.4 Adeles, strong approximation and its appli-
cations
The following is a short summary of the theory of adeles and adele groups which
can be found in detail in [PR], ch.5.:
Let K be an algebraic number ﬁeld. For every prime ideal p of the ring of
integers OK of K we have a corresponding valuation | · |v ∈ V Kf , and for every
inﬁnite place of K (equivalent embeddings of K in C) we have an archimedean
valuation | · |v ∈ V K∞ . Let Kv denote the completion of K with respect to the
valuation | · |v and Ov := {x ∈ Kv||x|v ≤ 1} the valuation ring (which is the
closure of the ring of integers OK in Kv). Let V K := V Kf ∪ V K∞ .
Denote by AK the subset of the direct product
∏
v∈V K Kv consisting of those
x = (xv) such that xv ∈ Ov for almost all v ∈ V Kf ("restricted product"). AK
is a ring with respect to the addition and multiplication in the direct product.
We can introduce a topology on AK , letting the base of the open sets consist of
the sets of the form ∏
v∈S
Wv ×
∏
v∈V K\S
Ov,
where S ⊂ V K is a ﬁnite subset containing V K∞ , and Wv ⊂ Kv are open subsets
for each v ∈ S. This is called the adele topology and it makes AK a locally
compact topological ring.
1For this notion, see [PR], p.49, 2.1.2. "Restriction of scalars".
2This is explained in detail in [Bo], 1.
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For a ﬁnite subset S ⊂ V K containing V K∞ , let
AK(S) :=
∏
v∈S
Kv ×
∏
v/∈S
Ov
be the ring of S-integral adeles. For S = V K∞ , the corresponding ring is called
the ring of integral adeles, denoted by AK(∞).
There exists a diagonal embedding K ↪→ AK , given by x 7→ (x, x, x, . . .), whose
image is called the ring of principal adeles, and can be identiﬁed with K. Since
OK = ∩v∈V Kf (K ∩Ov), we have K ∩AK(∞) = OK , and using the fact that OK
is discrete in
∏
v∈V K∞ Kv = K ⊗Q R we have:
K (identiﬁed with its image in AK) is discrete in AK .
Analogously, one can deﬁne the ideles IK as the set consisting of those x = (xv)
in
∏
v∈V K K
∗
v s.t. xv ∈ Uv := O∗v for almost all v ∈ V Kf . Then IK = A∗K .
IK is not a topological group with respect to the topology induced from AK ,
so the idele topology is deﬁned as the topology induced from AK × AK with
the embedding IK ↪→ AK × AK and it makes IK a locally compact topological
group. Analogously as in the case of adeles, we have the group of principal
ideles obtained as the image of K∗ ↪→ IK , and is discrete in IK .
Weak and Strong approximation
Let S be a ﬁnite subset of V K . Denote by AK,S the image of AK under the
natural projection onto
∏
v/∈S Kv. A topology on AK,S is given analogously as
in the case of AK . For T a ﬁnite subset of V K containing S, let AK,S(T ) denote
the image of the ring of T -integral adeles AK(T ) in AK,S . For S = V K∞ we write
AK,S = AK,f , called the ring of ﬁnite adeles.
We have AK = KS ∪ AK,S , where KS :=
∏
v∈S Kv with the direct product
topology, and the diagonal embedding of K in AK is the product of the diagonal
embeddings in KS and AK,S . Although the image of K in AK is discrete, each
embedding K ↪→ KS and K ↪→ AK,S is dense:
Theorem 10. Weak Approximation
The image of K under the diagonal embedding is dense in KS.
Theorem 11. Strong Approximation
If S 6= 0. the image of K under the diagonal embedding is dense in AK,S.
Remark 13. The strong approximation theorem can be considered as a general-
ization of the Chinese Remainder Theorem, in the following sense: Let K = Q
and S = {∞}. If x ∈ AQ,f , there exists an integer m s.t. mx ∈ AQ,f (∞),
and the statement of the theorem can be reduced to the question of density of
Z in AQ,f (∞). Now, any open set in AQ,f (∞) contains a set contained in
the base of topology, a set of the form W =
∏r
i=1(ai + p
αi
i )Zpi ×
∏
p6=pi Zp,
for a ﬁnite collection of prime numbers {p1, . . . pr} and integers ai > 0. Then
Z∩W 6= ∅ is equivalent to the solvability of the system of congruences {x ≡ ai(
mod pαii )}i=1,...,r.
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Adelized varieties and algebraic groups
Let X be an aﬃne variety deﬁned over an algebraic number ﬁeld K with presen-
tation as aK-closed subset of some aﬃne space An. Then X(AK) consists of the
points of X over AK . X(AK) is a restricted topological product (analogously
as in the case of adeles) of the spaces X(Kv) with respect to the distinguished
open spaces X(Ov). As in the case with adeles, X(K) embeds diagonally into
X(AK) as a discrete subset. It can be seen that this construction is independent
of the choice of a geometric realization of X.
Let G be a linear algebraic K-group. G can be realized as a closed K-subgroup
of some full linear group GLn. In order to describe G(AK) it suﬃces to describe
GLn(AK)) (a set of matrices in Mn(AK) with invertible determinant in AK):
GLn(AK) can be viewed as a restricted topological product of theGLn(Kv) with
respect to the distinguished subgroups GLn(Ov) for v ∈ V Kf . The topology on
GLn(AK) is deﬁned by the base of open sets consisting of sets of the form∏
v∈S
Uv ×
∏
v/∈S
GLn(Ov),
where S is a ﬁnite subset of V K containing V K∞ , and Uv are open subsets of
GLn(Kv). Let GLn(AK(S)) :=
∏
v∈S GLn(Kv) ×
∏
v/∈S GLn(Ov) (S-integral
adeles), and GLn(AK(∞)) := GLn(AK(V K∞ )).
Now the adele group can be deﬁned for any closed subgroup G of GLn as
the restricted product of the groups G(Kv) with respect to the distinguished
subgroups G(Ov) := G∩GLn(Ov) 3 for v ∈ V Kf , with the topology induced from
GLn(AK). G(AK) is a locally compact topological group, andG(K) embeds into
G(AK) as a discrete subgroup. The groups G(AK(S)) are deﬁned analogously
as in the case of GLn(AK).
Analogously as in the case of adeles, we can consider the "truncated" adele
group: for an arbitrary subset S of V K , deﬁne the group of S-adeles G(AK,S) as
the image of G(A) under the natural projection of
∏
v G(Kv) onto
∏
v/∈S G(Kv).
Then, G(AK,S) is a restricted product of the G(Kv), v /∈ S with respect to
G(Ov), v ∈ V Kf \(V Kf ∩ S).
As in the case of adeles, it is useful to consider the diagonal embedding G(K) ↪→
G(AK,S):
G is said to satisfy the strong approximation property relative to S if the image
under the diagonal embedding G(K) ↪→ G(AK,S) is dense.
The following theorem gives a criterion for strong approximation in algebraic
groups:
Theorem 12. Let G be a reductive algebraic group over an algebraic number
ﬁeld K, and S a ﬁnite subset of V K . Then G satisﬁes the strong approximation
property with respect to S if and only if the following two conditions are satisﬁed:
* G is simply connected (i.p. G is semisimple)
* G does not contain a K-simple component Gi with GiS :=
∏
v∈S G
i(Kv) com-
pact
Corollary 15. If G is a K-simple, simply connected group G, then G has a
strong approximation with respect to S if and only if GS :=
∏
v∈S G(Kv) is
noncompact.
3One has to be careful, since G(Ov) depends on the choice of matrix realization of G.
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5.5 Reduction of algebraic varieties
The summary of the theory of the reduction of the aﬃne algebraic varieties is
given in [PR], p.141.-148. Here we brieﬂy mention some deﬁnitions and results:
Let K be the ﬁeld of fractions of an integral domain R, and let p be a maximal
ideal in R. Let X be an aﬃne algebraic variety deﬁned over K. By means of
reduction, one can associate to X an algebraic variety Xp deﬁned over the ﬁeld
k := R/p.
Let a ⊂ K[x1, . . . , xn] be the ideal of polynomial that vanish onX. By reduction
of X modulo p we mean the variety Xp over a universal domain containing the
ﬁeld k = R/p, deﬁned by the ideal ap which is obtained by reducing all the
polynomials of a ∩R[x1, . . . , xn] modulo the ideal p.
There is a natural reduction map ρ : X(R) −→ Xp(k) whose nonempty ﬁbers
are the congruence classes modulo p of points of X(R).
Let K be an algebraic number ﬁeld and OK its ring of integers. Then K is the
ﬁeld of fractions of OK . Let X be an aﬃne algebraic variety deﬁned over K.
For a ﬁnite valuation v ∈ V Kf of K let Xv denote the reduction of X modulo the
corresponding maximal ideal p = p(v) of OK . Let Kv denote the completion
of K at the place v ∈ V Kf , Ov the ring of integers in Kv and pv the (unique)
maximal ideal of Ov. Then X can be considered as an aﬃne algebraic variety
over Kv and the reduction Xpv of X coincides with Xv.
If G ⊂ GLn is an algebraic group deﬁned over K, then for all v ∈ V Kf the
reduction Gv is an algebraic group deﬁned over the residue ﬁeld OK/p(v) and
the reduction map G(OK) −→ Gv(OK/p(v)) is a group homomorphism.
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Abstract
In this thesis, we apply geometric methods ([Mil], [MR], [RSchw], [LS])
for construction of (co-)homology classes in locally symmetric spaces to treat
the case of arithmetically deﬁned compact quaternion hyperbolic manifolds.
These are of the form Γ\Sp(n, 1)/(Sp(n) × Sp(1)) for a suitable torsion-free
arithmetic group Γ arising from an arithmetic order in a quaternion skewﬁeld
over a totally real number ﬁeld. We construct non-trivial homology classes on
Γ\Sp(n, 1)/(Sp(n) × Sp(1)) in dimensions 4, 8, . . . , 4n − 4 using special cycles
(as in [MR] and [RSchw]) and describe the way to obtain non Sp(n, 1)-invariant
classes and to give a lower bound of the dimension of the part of homology gen-
erated by certain translates of the cycles in question. Furthermore, we discuss
orientability questions arising in the analogous context of arithmetically deﬁned
real hyperbolic manifolds. In addition, we present an elementary proof of the
stable range property of an arithmetic order Λ in a skewﬁeld over a number
ﬁeld, a result which is used to study the structure of general and special linear
groups over such an order (these are related to our choice of the arithmetic
group Γ above).
Zusammenfassung
In dieser Arbeit werden geometrische Methoden ([Mil], [MR], [RSchw], [LS])
zur Konstruktion von Kohomologieklassen in lokal symmetrischen Räumen ange-
wandt, um den Fall von arithmetisch deﬁnierten kompakten quaternionisch hy-
perbolischen Mannigfaltigkeiten zu behandeln. Jene sind von der Form
Γ\Sp(n, 1)/(Sp(n)×Sp(1)) für eine geeignete torsionsfreie arithmetische Gruppe
Γ entstehend aus einer arithmetischen Ordnung in einem Quaternionenschiefkör-
per über einem total reellen Zahlkörper. Es werden, unter Verwendung spezieller
Zykeln (wie in [MR] and [RSchw]), nicht triviale Homologieklassen auf
Γ\Sp(n, 1)/(Sp(n) × Sp(1)) in den Graden 4, 8, . . . , 4n − 4 konstruiert. An-
schließend wird der Weg beschrieben, nicht Sp(n, 1)-invarianten Klassen und
eine untere Schranke der Dimension der Kohomologiegruppen zu erhalten.
Darüber hinaus diskutieren wir Fragen der Orientierbarkeit wie im analogen
Fall einer arithmetisch deﬁnierten reellen hyperbolischen Mannigfaltigkeit. Ab-
schließend wird ein elementarer Beweis der stabilen Rang Bedingung einer arith-
metischen Ordnung Λ in einem Schiefkörper über einem Zahlkörper gegeben.
Dieses Resultat wird in der Strukturanalyse von allgemeinen linearen Gruppen
über Λ benutzt. Diese wirkt sich auf die Struktur von Γ aus.
