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Abstract. We study the Gromov waist in the sense of t-neighborhoods for measures in the
Euclidean space, motivated by the famous theorem of Gromov about the waist of radially
symmetric Gaussian measures. In particular, it turns our possible to extend Gromov’s original
result to the case of not necessarily radially symmetric Gaussian measure. We also provide
examples of measures having no t-neighborhood waist property, including a rather wide class
of compactly supported radially symmetric measures and their maps into the Euclidean space
of dimension at least 2.
We use a simpler form of Gromov’s pancake argument to produce some estimates of t-
neighborhoods of (weighted) volume-critical submanifolds in the spirit of the waist theorems,
including neighborhoods of algebraic manifolds in the complex projective space.
In the appendix of this paper we provide for reader’s convenience a more detailed explanation
of the Caffarelli theorem that we use to handle not necessarily radially symmetric Gaussian
measures.
1. Introduction
In [9] Mikhail Gromov proved the waist of the Gaussian measure theorem: For any continuous
map f : Rn → Rk and a radially symmetric Gaussian measure γ, it is possible to find a fiber
f−1(y) such that for any t > 0
γ(f−1(y) + t) ≥ γ(Rn−k + t),
where X + t denotes the t-neighborhood of a set X and Rn−k ⊂ Rn denotes any (n − k)-
dimensional linear subspace of Rn. This statement is a very general version of the concentration
phenomenon that was previously extensively studied for functions, the case k = 1 of the result.
In the recent papers [13, 2, 3] a Minkowski content version of such a result was considered,
where one does not require the inequality for all t, but requires a lower bound on the asymptotics
for t→ +0. In this simplified problem it turned out that γ can be replaced by other measures,
such as the uniform measure on a centrally symmetric cube [13], the uniform measure on a
Euclidean ball [2], the uniform measure on a ball in the spaces of constant curvature [3], and
some other examples.
In this paper we address the question of extending the precise t-neighborhood waist theorem
to measures other than the radially symmetric Gaussian measures, in the general understanding
of [9, Question 3.1.A]. More precisely, for a given finite Borel measure µ in Rn we ask if the
following is true: For any continuous f : Rn → Rk there exists a fiber f−1(y) such that for any
t > 0
µ(f−1(y) + t) ≥ µ(Rn−k + t).
Even restricting ourselves to radially symmetric measures, we find that the situation is not easy.
A counterexample was given in [3, Remark 5.7] showing that for µ uniform in the Euclidean
ball of sufficiently high dimension there is no such precise t-neighborhood waist theorem.
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In Section 3 of this paper we give other counterexamples and discuss some positive results
in the plane. In particular, Theorem 3.2 asserts that no such t-neighborhood waist theorem is
possible for compactly supported radial measures and 2 ≤ k < n.
On the positive side, we have the following extension of Gromov’s theorem to the case of not
necessarily radially symmetric Gaussian measures:
Theorem 1.1. Let a1 ≥ a2 ≥ · · · ≥ an > 0 and let γ be a Gaussian measure in Rn with density
ρ = e−a1x
2
1−a2x22−···−anx2n .
Then for any continuous map f : Rn → Rk there exists a point y ∈ Rk such that for any t > 0
γ(f−1(y) + t) ≥ γ(Rn−k + t).
It is important that by Rn−k ⊂ Rn in this theorem we denote the coordinate subspace spanned
by the first n− k coordinates.
The case of an arbitrary Gaussian measure with full-dimensional support is reduced to this
one by translation and diagonalization of its covariance matrix, one only needs to care that a
particular (n− k)-dimensional subspace is assumed in the right-hand side of the inequality.
To prove this theorem we use Gromov’s original scheme, replacing the hard argument about
choosing “centers” of the pancakes with an application of the Caffarelli theorem on 1-Lipschitz
monotone transportation. This not only allows to extend the result to the non-radial case, but
also simplifies the original argument, at least in our understanding.
After exhibiting, in Section 3, examples of radially symmetric measures, for which the neigh-
borhood waist theorem does not hold, we address the question of choosing y = 0 in the waist
theorems for odd maps in Section 4. It turns out that the neighborhood waist theorem holds
true for all radially symmetric measures and odd maps, as Theorem 4.1 asserts.
In Section 5 we naturally pass to the following question: For which measure µ and a sub-
manifold X ⊂ Rn, or X ⊂ Sn, can we claim the same neighborhood estimate as in the waist
theorem? This question is inspired by the result of [14], and in particular we observe that
the right neighborhood estimate holds for volume-critical submanifolds of Sn with the uniform
measure, see Proposition 5.2, and that the neighborhood waist theorem turns out to be true
for all radially symmetric measures and homogeneous holomorphic maps, see Theorem 5.4.
In Appendix 6 we give the statement and an explanation of the Caffarelli theorem, in Ap-
pendix 7 we discuss Gromov’s method of producing pancakes in Gromov’s waist theorem.
Acknowledgments. The authors thank Alexey Balitskiy, Michael Blank, Alexander Esterov,
Sergei Ivanov, Bo’az Klartag, Jan Maas, and the unknown referee for useful discussions, sug-
gestions, and questions.
2. Nonradial Gaussian measures: Proof of Theorem 1.1
Let us start with establishing the linear case of the theorem. To do so, it is sufficient to
consider the orthogonal projection f : Rn → A for a linear subspace of dimension at most
k, and for B = A⊥ we need to find the lower bound on γ(νt(B)). Here we use more explicit
notation νt(X) for the t-neighborhood of a point or of a set X. We can also assume dimA to
be precisely k, since further projections onto subspaces of smaller dimension may only improve
the required estimate.
Note that the covariance form of the pushforward f∗γ is obtained by restricting the covariance
form of γ to A. It is a folklore fact that the restriction of a quadratic form with eigenvalues
λ1 ≤ λ2 ≤ · · · ≤ λn produces a quadratic form with eigenvalues κ1 ≤ . . . ≤ κk such that
κ1 ≥ λ1, . . . κk ≥ λk and κ1 ≤ λn−k+1, . . . , κk ≤ λn.
This fact is easily proven to induction, restricting the quadratic form to a codimension 1
subspace several times. Hence if we take the orthonormal coordinates y1, . . . , yk in A then the
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density of f∗γ up to multiplication by a constant will be e−b1y
2
1−···−bky2k with
b1 ≥ an−k+1, . . . , bk ≥ an
and therefore
(2.1)
γ(νt(B))
γ(Rn)
≥
∫
νt(0)
e−b1y
2
1−···−bky2k dy1 . . . dyk∫
Rk e
−b1y21−···−bky2k dy1 . . . dyk
≥
∫
νt(0)
e−an−k+1x
2
n−k+1−···−anx2n dxn−k+1 . . . dxn∫
Rk e
−an−k+1x2n−k+1−···−anx2n dxn−k+1 . . . dxn
,
the last inequality is done by the substitutions t2i = bix
2
i and t
2
i = an−k+ix
2
n−k+i, after these
substitutions the same expression in the two sides of the inequality is integrated over the two
domains, one containing the other. Thus the theorem holds for linear maps with a simple choice
y = 0.
For the general case, we follow Gromov’s argument for the round Gaussian measure from
[9] (see also the explanations in [13]). Let us state an appropriate version of the pancake
decomposition theorem:
Theorem 2.1 (Essentially due to Gromov, [9]). Let µ be a measure in the ball B(R) ⊂ Rn
with density bounded from below and from above by positive numbers. Let K(B(R)) be all
convex bodies in B(R) with nonempty interior and assume we have a map F : K(B(R))→ Rk
continuous in the Hausdorff metric, for some 1 ≤ k < n.
Then for any power of two N = 2I it is possible to produce a binary decomposition of B(R)
into convex parts P1, . . . , PN so that:
1) µ(P1) = · · · = µ(PN);
2) F (P1) = · · · = F (PN);
3) Given δ > 0, for sufficiently large N depending on µ and δ, all the parts Pi will be δ-close
to k-dimensional affine subspaces.
The last property is called the k-pancake property. The measure we are going to plug into this
theorem is the restriction of γ to a big ball B(R). The map F will be composed of f given in
the waist theorem and a certain selection of a “center” c(Pi) of a part with non-empty interior,
which is the crucial part of our argument, different from the selection in [9, 13] and other
previous works. Since the complement of B(R) has arbitrarily small Gaussian measure, this
will result in an arbitrary small error term in the estimate, which is handled by a compactness
argument possible values of y, the common value of f(c(Pi)). We give more explanations on
the pancake decomposition in Appendix 7, outlining a version of the proof of Theorem 2.1.
The selection of the centers c(Pi) of Pi is the crucial part of the argument, we need to do it
so that the ratio
(2.2)
γ(νt(c(Pi)) ∩ Pi)
γ(Pi)
is bounded from below by a certain constant so that the summation of such lower bounds
produces the required total estimate.
Consider the restriction µi = γ|Pi , we are interested in the estimate of (2.2) from below that
now assumes the form
(2.3)
µi(νt(c(Pi)))
µi(Rn)
.
Let us make the monotone transportation Ti of (an appropriately scaled) γ to µi. The measure
µi is more log-concave than γ, that is µi can be expressed as the product of γ and a log-concave
function, the characteristic function of Pi in our case. In this situation the Caffarelli theorem
[6] (see also [15] and explanations in Section 6) implies that the monotone transportation Ti is
1-Lipschitz. Let us define the center c(Pi) = Ti(0). By the stability propery of the monotone
transportation (see, for example, [5, Proposition 3.2]) the centers depend continuously on Pi in
the Hausdorff metric while Pi keeps nonempty interior; thus we can plug this selection of the
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center into the Borsuk–Ulam type theorem for the configuration space of such partition (more
details are in [9] and [13]) to ensure that
f(c(P1)) = · · · = f(c(PN)) = yN .
In order to have the total estimate it remains to bound (2.2) (or (2.3)) for a pancake Pi
which is δ-close to an affine subspace Ai. For normalization, we translate Pi and µi so that the
center c(Pi) becomes the origin. Denote the translated µi by κi. The monotone transportation
of (an appropriately scaled) γ into κi is the composition of the original transportation Ti of
γ to µi and the translation, this can be seen from the fact that if we add a linear function
to the the potential of the monotone transportation then the transportation gets composed
with a translation, below we work with potentials in more details. 1-Lipschitz property is
also retained under a translation. Eventually we consider a measure κi obtained from (an
appropriately scaled) γ by a 1-Lipschitz monotone transportation Ti (denoted by the same
letter as before the translation) taking origin to the origin, from the pancake property the
support of κi is δ-close to a linear subspace Ai (we keep the same letter for the translated Ai),
and we need to have a lower bound for
(2.4)
κi(νt(0))
κi(Rn)
.
Put for brevity A = Ai and B = A
⊥, now they are linear subspaces, also denote by piA and
piB the corresponding orthogonal projections. The map Ti is a monotone transportation, by
definition it means that it has a convex potential
U : Rn → R, Ti(x) = ∇U(x),
which must have the minimum at the origin, since we assume Ti(0) = 0. The convexity of U
means that the Hessian is positive semidefinite, and the 1-Lipschitz property of Ti means that
the difference
HessU − dx21 − · · · − dx2n
is negative semidefinite. Here we use the fact that HessU exists almost everywhere.
Now we are going to approximate U with another potential V satisfying the same property of
convexity and the same bound on the Hessian, producing a monotone 1-Lipschitz transportation
S : Rn → A, showing that Ti is also approximated by S = ∇V .
Choose ε > 0 and then choose a radius R so that
γ(νR(0)) ≥ (1− ε)γ(Rn).
Let X = νR(A), then we also have
γ(X) ≥ (1− ε)γ(Rn).
The assumption that the image of Ti lies in the neighborhood νδ(A) means that
(2.5) |piB(∇U(x))| ≤ δ.
If we put V (x) = U(piA(x)) then V is also convex, differentiable, and the inequality
HessV − dx21 − · · · − dx2n ≤ 0
holds almost everywhere (here we again use the fact about the eigenvalues of the restriction of
a quadratic form). Its gradient S = ∇V is 1-Lipschitz, and by integration (2.5) from piA(x) to
x we have
|V (x)− U(x)| ≤ (R + ε)δ
on the neighborhood νε(X). By our choice of coordinates both U and V have the minimum at
the origin.
It is easy to see, that the estimate |V − U | < 1/2ε2 on νε(X) implies
|∇V −∇U | < ε
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on X. Indeed, it is sufficient to prove this inequality in one-dimensional case, choosing a point
x0 where the inequality fails and the one-dimensional direction e along which
|(∇V −∇U) · e| =
∣∣∣∣∂V∂e − ∂U∂e
∣∣∣∣ ≥ ε.
In the one-dimensional case, we have without loss of generality
U(x0)− V (x0) ≥ 0, U ′(x0)− V ′(x0) ≥ ε.
For the second derivatives, we know that 0 ≤ U ′′(x), V ′′(x) ≤ 1 almost everywhere, and there-
fore for the difference of functions and x > x0 there holds the estimate:
U(x)− V (x) ≥ ε(x− x0)− 1
2
(x− x0)2.
Putting x = x0 + ε we have U(x)− V (x) ≥ 1/2ε2, a contradiction.
Therefore for any positive pancakeness parameter
(2.6) δ <
ε2
4(R + ε)
we have the estimate
|Ti(x)− S(x)| ≤ ε
on the set X. The map S is 1-Lipschitz, it takes νt(B) to νt(0) ∩ A and therefore Ti takes
νt−ε(B) ∩X to νt(0). In view of (2.1) we establish
(2.7)
γ(νt(c(Pi)) ∩ Pi)
γ(Pi)
=
κi(νt(0))
κi(Rn)
≥ γ(νt−ε(B))
γ(Rn)
− ε ≥
≥
∫
νt−ε(0)
e−an−k+1x
2
n−k+1−···−anx2n dxn−k+1 . . . dxn∫
Rk e
−an−k+1x2n−k+1−···−anx2n dxn−k+1 . . . dxn
− ε.
The rest of the proof is done like the argument in [9] or [13]. Now we choose a sequence
εN → +0, choose appropriate RN and δN → +0 depending on εN and satisfying (2.6). The
Borsuk–Ulam argument ensures that the centers of the pancakes on Nth stage go to a single
point yN under the map f . For such yN , the summation over the pancakes gives the bound
γ (νt(f
−1(yN)))
γ(Rn)
≥
∫
νt−εn (0)
e−an−k+1x
2
n−k+1−···−anx2n dxn−k+1 . . . dxn∫
Rk e
−an−k+1x2n−k+1−···−anx2n dxn−k+1 . . . dxn
− εN .
We may also assume that yN → y from compactness considerations and for such y the above
bound becomes precisely the required bound in the limit.
Remark 2.2. The given proof has a serious simplification compared to the original argument,
achieved by using the Caffarelli theorem. It would be nice to have a version of the Caffarelli
theorem on the sphere that would allow to simplify the proof of Gromov’s waist of the sphere
theorem (see e.g. [16]). At the moment we are not completely sure about the precise statement
in the spherical case. To start with, we need to handle the following problem: Given a spherical
convex set C ⊂ Sn and a hemisphere H ⊂ Sn, find a 1-Lipschitz map sending the uniform
measure on H to a multiple of the uniform measure on C. After that there remains the
question of continuous dependence of the map on H and C.
Another possibly useful version would be to find a 1-Lipschitz map f : Sn → C mapping the
uniform measure of the sphere to a multiple of the uniform measure on C. The candidate for
a centerpoint of C will be a point y ∈ C whose preimage f−1(y) contains two opposite points
of the sphere, like in the Borsuk–Ulam theorem. But with such a statement the continuous
dependence of the centerpoint on C will also be problematic.
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3. Existence of waist theorems for some radial measures
Possibly the easiest case to consider is when µ is uniform on the unit sphere in Rn. There is
Gromov’s waist of the sphere theorem [9, 16], but our question is not the same, because unlike
that theorem the function is defined inside and outside the sphere in the Euclidean space and
the distance we use is the Euclidean distance. To put it short, we have the following non-trivial
observation:
Theorem 3.1. A precise t-neighborhood waist theorem for µ distributed uniformly on the unit
sphere and maps f : Rn → Rk is only possible for n ≤ 2 or n ≤ k.
Proof. The case n ≤ k is trivial, the origin is the fiber we need. Consider the case n = 2 and
k = 1, that is we have a continuous function f : R2 → R.
Let us find the minimal T such that there exists a fiber f−1(y) whose T -neighborhood covers
the whole circle S1 on which µ is supported, we evidently have T ≤ 1 be considering the fiber
passing through the origin.
For any p ∈ S1 consider the minimum and the maximum of f in the disk Bp(T ), they are
continuous functions m(p, T ) and M(p, T ) of p and T . By the choice of y and T we have
∀p ∈ S1, m(p, T ) ≤ y ≤M(p, T ).
The assumption of the minimality of T shows that both equalities must become equalities
m(p, T ) = y = M(q, T ),
for some p, q ∈ S1, since otherwise the intersection of all segments [m(p, T ),M(p, T )] consisted
of a nonzero segment (because we are dealing with continuous functions on a compactum) and
we could decrease T keeping this intersection non-empty by the uniform continuity of m and
M .
Now we have two disks Bp(T ) and Bq(T ) with the property that f ≥ y on the former and
f ≤ y on the latter. For any 0 < t < T the circle C = S1(√1− t2) intersects both of them.
p
Bp(T )
q
Bq(T )
C
a
b
Fig. 1.
p
Bp(T )
q
Bq(T )
C
a
b
Fig. 2.
Then by the intermediate value theorem there exist at least two points a, b ∈ C such that
f(a) = f(b) = y and such that a and b cannot be simultaneously covered by the interior of a
Bp′(T ) for p
′ ∈ S1, see Figures 1 and 2. Therefore the arcs S1∩Ba(t) and S1∩Bb(t) are disjoint
and they together show that f−1(y) + t intersects S1 by a sufficiently big set.
Now we are going to describe the counterexamples for n ≥ 3 by a modification of [3, Remark
5.7]. We will have two essentially different cases.
Case k = 1: We choose p ∈ Sn−1 and start from the function g(x) = |x−p|. This function has
the t-neighborhood property for t = 1 satisfied on the level G = {g = 1} only. Now we modify
g near the intersection G∩Sn−1 so that the new fiber F = {f = 1} becomes orthogonal to Sn−1
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in their intersection and F still remains the only fiber satisfying the 1-neighborhood property,
the latter is guaranteed by choosing f ≤ g. In fact, this can be made in two-dimensions and
extended to higher dimensions by rotation invariance with respect to the 0p axis, see Figure 3.
Now we test small t > 0 against the constructed f and its fiber F . The orthogonality
condition provides that for n = 2 the asymptotics of (F + t) ∩ S1 is correct. For n ≥ 3 the
intersection I = F ∩Sn−1 is an (n−2)-dimensional sphere of radius strictly less than 1 and from
the orthogonality it follows that the asymptotics in t→ +0 of the surface area of (F + t)∩Sn−1
is the same as of (I + t) ∩ Sn−1, which is insufficient to match (Rn−1 + t) ∩ Sn−1, just because
I has smaller (n− 2) volume than Rn−1 ∩ Sn−1.
p
Fig. 3. Fig. 4.
Case 2 ≤ k < n: Let us build a counterexample as follows. The components f1, . . . , fk−1
will be just the linear coordinates. Considering the value t = 1 we readily see that the fiber
presumably satisfying the t-neighborhood waist theorem must lie in
Rn−k+1 = {f1 = · · · = fk−1 = 0},
otherwise the t-neighborhood would not reach some of the points with fi = ±1.
Moreover, for any definition of the last coordinate fk : Rn → Rk the fiber F = f−1(y) we
can presumably take must pass through the origin. Indeed, it already has to lie in Rn−k+1 and
in order to reach a point p with f1 = ±1 with t = 1 it must pass through the origin since the
origin is the only point of Rn−k+1 at distance at most 1 from p.
Now we pass to Rn−k+1 noting that n − k + 1 ≥ 2. It remains to build a function fk :
Rn−k+1 → R whose fiber passing through the origin is very close to a radius segment [0, p],
|p| = 1, see Figure 4. Then the fiber F that we have to choose assuming the t-neighborhood
waist theorem will be close to a half of Rn−k instead of the full Rn−k producing losses in the
intersection (F + t) ∩ Sn−1 for 0 < t < 1. 
In fact the last counterexample extends to arbitrary radially symmetric and compactly sup-
ported measure.
Theorem 3.2. Let µ be a radially symmetric compactly supported measure in Rn different from
the delta-measure at the origin. Then there is no t-neighborhood waist theorem for µ and maps
f : Rn → Rk when 2 ≤ k < n.
Proof. By scaling we assume that the support of µ is precisely the unit ball. Then the last
construction in the previous proof works, considering 1-neighborhoods we need to choose the
fiber passing through the origin and arbitrarily close to a half of Rn−k. But this fiber does not
work for intermediary 0 < t < 1. 
So far we only have positive examples in the plane, but it is also possible to make a coun-
terexample.
Example 3.3. Take µ so that half of it is the delta-measure at the origin and the other half
is uniformly distributed on the unit sphere. Let the function f : R2 → R be just f(x) = |x|.
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Assuming the t-neighborhood waist property for this measure and considering t → +0 we see
that y has only two possibilities, y = 0 and y = 1.
In both cases considering t → 1 − 0 exhibits a discontinuous jump of µ(f−1(y) + t) to its
maximal value, which contradicts the inequality
µ(f−1(y) + t) ≥ µ(R+ t),
since the right hand part has no jump.
There remain low-dimensional questions, which we still cannot answer:
Question 3.4. Does the uniform measure on the two-dimensional Euclidean disk have the
t-neighborhood waist property? The same question for the uniform measure on the three-
dimensional ball.
Note that the counterexample in [3, Remark 5.7] starts working from dimension 4.
4. Waist for radial measures and odd maps
The waist theorems estimate the measure of f−1(y) + t, but it is not clear which choice of
y is good in every particular situation. There is an easy case when we can choose a particular
y, the case of odd maps. In [1] it was noted that for a continuous odd map f : Sn → Rk the
fiber f−1(0) intersects every k-dimensional subsphere S ⊂ Sn at least twice; this is sufficient
to invoke Crofton’s formula and conclude that the (n − k)-dimensional volume (in a certain
sense) of the fiber is sufficiently large. But in order to estimate the n-dimensional volume of
the neighborhood f−1(0) + t we need a trickier argument:
Theorem 4.1. Let f : Sn → Rk be an odd continuous map and let t > 0. Then
vol(f−1(0) + t) ≥ vol(Sn−k + t).
This theorem is an improved version of a particular case of [17, Theorem 5.1.2], here we
provide a simpler proof of it.
Proof. The proof of Gromov and Memarian [9, 16] mostly works in this case; the thing that
needs an adjustment is the Borsuk–Ulam-type theorem for partitions of the sphere with a binary
tree hierarchy of cuts.
If we want a partition into N = 2` parts P1, . . . , PN , use hyperplanes with the choice of the
normal from an m-dimensional sphere (m = k + 1) each time, then the configuration space
M of the binary partitions with the choice of the normals has dimension m(N − 1). This is
sufficient to satisfy the constraints
f(c(P1)) = · · · = f(c(PN)), volP1 = · · · = volPN .
If we count the constraints then we see that we have precisely m(N − 1) constraints. The free
group action on M in this Borsuk–Ulam-type result is the group of symmetries of the graded
binary tree, which is Σ
(2)
N , the 2-Sylow subgroup of the permutation group.
Now, for centrally symmetric partitions, we have a choice of the normal at the root of the
tree, and after this we only have to choose the normals at one of the two subtrees below the root.
Thus the configuration space M gets reduced to the product of N/2 m-dimensional spheres,
giving a configuration spaceM0 of dimension mN/2. Some of the constraints are also satisfied
automatically, we only need to solve the following equations:
f(c(P1)) = · · · = f(c(PN/2)) = 0, volP1 − volSn/N = · · · = volPN/2 − volSn/N = 0.
The number of constraints written in this way is also mN/2. In fact, we have written some
redundant volume constraints, but writing the constraints this way shows that we can interpret
them as m sets of N/2 equations with the same action of the symmetry group inside each set.
The flip at the root, for example, will change the sign of all the constraints. The symmetry
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group this time is G = Z/2 × ΣN/2, the first factor flips the root, the second is responsible of
its subtrees.
The Borsuk–Ulam-type statement for the modified problem is established by the test map
scheme, see also [13]. We consider a linear projection pi : Sm → Rm and replace, for each i, the
pair
(f(c(Pi), volPi − volSn/n)
with the projection yi = pi(ν
0
i +sν
1
i + · · ·+s`ν`i ), where s is a small number and νji is the normal
that participates in the building of the part Pi on level j of the tree. It is easy to see that such a
collection of (y1, . . . , yN) ∈ (Rm)N keeps the symmetries of (f(c(Pi), volPi − volSn/n)Ni=1 under
the action of Σ
(2)
N and its subgroup G.
It is only possible to satisfy the constrains y1 = · · · = yN/2 = 0 overM0 by choosing νji from
the pairs of points with pi(νji ) = 0. Similar to the original problem, this describes a unique
non-degenerate orbit of zeroes of the test G-equivariant map M0 → RnN/2. From the parity
considerations, for any other G-equivariant map M0 → RmN/2 maps something to zero. This
establishes the needed Borsuk–Ulam-type result for mapping the centers of the pancakes into
zero. The rest of the proof proceeds as in [9, 16]. 
It turns out that for radially symmetric measures in Rn and odd maps we have a very general
result:
Theorem 4.2. Let µ be a radially symmetric measure in Rn and f : Rn → Rk be an odd
continuous map. Then
µ(f−1(0) + t) ≥ µ(Rn−k + t).
Proof. Put Z = f−1(0), it suffices to consider measures with a radially symmetric density ρ,
since the general case can be obtained by weak approximation of any measure by measures
with density.
Consider the intersection of Z + t and a sphere Sn−1r of radius r. We will estimate this slice
from below by the t-neighborhood (in the Euclidean metric) of Z ∩ Sn−1s with s =
√
r2 − t2.
In terms of the spherical geometry, we consider Z ∩ Sn−1s in Sn−1s , consider its α-neighborhood
in spherical geometry with α = arcsin t/r and then inflate this neighborhood r/s times to put
it onto Sn−1r , this will be precisely the t-neighborhood of Z ∩ Sn−1s in the Euclidean metric
intersected with Sn−1r .
From Theorem 4.1 we have an estimate for the α-neighborhood of Z∩Sn−1s . Then we multiply
it by r/s, multiply by ρ(r), and integrate over r to have an estimate from below for
∫
Z+t
ρ(x) dx.
There is no need to write down the explicit formulas since for the case Z = Rn−k we always
have a strict equality in all steps of this estimate, which we just put in the right hand side of
the total estimate. 
Another result was established in [3, Theorem 5.2] using Gromov’s version of the Borsuk–
Ulam theorem for the images of the (1 − t)-scaled centers of the pancakes: Suppose K ⊂ Rn
is a convex body, µ is a finite log-concave measure supported in K, and f : K → Y is a
continuous map to a (n − k)-manifold Y . Then for any t ∈ [0, 1] there exists y ∈ Y such that
µ(f−1(y) + tK) ≥ tn−kµK.
Using the modifications in the Borsuk–Ulam-type argument from the proof of Theorem 4.1,
we readily obtain its version for centrally symmetric body and measure and an odd map (com-
pare also with [13, Theorem 5.7]):
Theorem 4.3. Suppose K ⊂ Rn is a centrally symmetric convex body, µ is a finite centrally-
symmetric log-concave measure supported in K, and f : K → Rn−k is an odd continuous map.
Then for any t ∈ [0, 1]
µ(f−1(0) + tK) ≥ tn−kµK.
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5. Neighborhoods of critical submanifolds
Let us develop the ideas of Section 4 about t-neighborhoods of given submanifolds. Bo’az
Klartag in [14] established another result of this kind, where a neighborhood volume estimate
γ(f−1(0) + t) ≥ γ(Cn−k + t)
for a holomorphic map f : Cn → Ck with f(0) = 0. We try to understand such phenomena in
view of the fact that the variety in that case f−1(0) is a critical point of the volume functional
under local perturbations.
5.1. Neighborhoods of submanifolds in the Euclidean space. Consider a k-dimensional
smooth submanifold X ⊂ Rn; note that we have interchanged k and n − k compared to
the statement of the waist theorem, but this will be convenient in our argument. Let X be
properly embedded, which effectively means that X is a closed submanifold without boundary.
let PX : Rn → X be the metric projection, and let µ be a measure in Rn. We assume µ has a
log-concave smooth density ρ.
The map PX is defined almost everywhere and is not necessarily continuous. Still, it induces
a fiber-wise decomposition of µ
(5.1)
∫
Rn
fdµ =
∫
X
(∫
P−1X (x)
fdµx
)
d volk(x)
where µx is supported in P
−1
X (x) for every x ∈ X, so its support has dimension n− k.
First let us note that every µx is log-concave. Indeed, the decomposition (5.1) can be approx-
imated by the following finite decompositions. Take a sufficiently dense discrete subset S ⊂ X
and build its Voronoi diagram, assigning to every s ∈ S the convex set
Vs = {x ∈ Rn : ∀s′ ∈ X |x− s| ≤ |x− s′|}.
When taking the limit over more and more dense S the measures µ|Vs approach µx if s → x.
This is quite informal, but can be made precise similar to the argument with passing to infinite
partitions in [9, 16]. The Voronoi diagram of S is build by choosing the closest point in the
set S to a given point x′; in the limit we obtain the presentation of the whole measure µ as
its disintegration into µx, that is is we want to integrate a function over µ, we first integrate it
over every µx and then integrate over x ∈ X.
What is seen from the Voronoi diagram picture, is that since every restriction µ|Vs is log-
concave, the limit measures µx are also log-concave. If µ is more log-concave than a Gaussian
density e−A|x|
2
then µx is also more log-concave than the same density, let us call this situation
strongly log-concave.
Now, if we want to estimate µ(X+t), where X+t is the t-neighborhood of X, following [9, 16],
we have to estimate µxBx(t) for every t, if we know that
(5.2) µxBx(t) ≥ CtµxRn
from some strong log-concavity assumption, then we integrate to obtain
µ(X + t) ≥ CtµRn.
In order to have a working estimate (5.2), it is preferable to have the situation where x is a
point of maximum density of µx, apart from the strong log-concavity of µ. Here we consider
the density ρx of µx in its (n−k)-dimensional convex support, which coincides with the normal
(n − k)-dimensional subspace to X at x locally. More precisely, in a tubular neighborhood of
X the density ρx is smooth as a function of y ∈ P−1X (x) and is also smooth as a function of x.
Another way to consider ρx is to say that this is the Jacobian of the exponential map from
the normal bundle of X to Rn, which establishes a diffeomorphism of an open neighborhood
UX of X in its normal bundle with almost all of Rn, the rest of Rn is called the cut locus. This
is seen from the representation of µx as the disintegration of µ under the metric projection onto
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X. Therefore the value ρx may be considered as the density of the pull-back of the volume in
Rn to UX .
The condition that ρx has a maximum of density at x in the direction orthogonal to X is
purely local, in view of its log-concavity, and must have a local expression. In case of the
constant density of µ this is definitely related to the trace of the second fundamental form of
X ⊂ Rn. Arguing geometrically, when µ has constant density near x, try to deform X along a
vector field v supported in a neighborhood of x in X and orthogonal to X, we may note that
the derivative of ρx at points x
′ ∈ supp v in the direction of v, averaged over x′, vanishes if and
only if the first variation of volkX in the direction v vanishes.
It seems plausible that for the case of not necessarily uniform µ with density ρ, the condition
on the central point of µx being x seems to mean vanishing of the first variation of the ρ-
weighted k-dimensional Riemannian volume of X. Then a sufficient property of X in order to
have a good estimate for µ(X + t) is that X is a critical point of the ρ-weighted Riemannian
k-volume, say ρ-critical for short. Let us state what the above argument proofs:
Proposition 5.1. Let a k-dimensional properly embedded submanifold X ⊂ Rn be ρ-critical
for a Gaussian density γ centered at the origin with density ρ. Then for all t > 0
γ(X + t) ≥ γ(Rk + t).
Returning to Klartag’s theorem [14] we observe that a zero set of holomorphic functions
X is volume-critical (see Section 5.2) but it is not necessarily ρ-critical for the Gaussian den-
sity. Therefore our observation is insufficient to reprove Klartag’s theorem, but we can prove
something useful in the sphere Sn with its intrinsic Riemannian structure and the Riemannian
volume.
5.2. Neighborhoods in the sphere and the complex projective space. A similar to the
above argument works in the sphere Sn with its uniform Riemannian volume as µ. In this case
instead of log-concavity we need another notion, expressing the fact that the pancake measure
µx can be approximated by the uniform measure restricted to convex subsets of Sn, that is the
notion of sink-concave measures, introduced in [16]. From the results of [16] we only have to
know that once a measure µx is (n− k)-dimensionally supported sink-concave and is centered
at x in terms of the maximum density, there is an estimate
µx(Bx(t)) ≥ cn,k(t)µxSn,
where cn,k = µ(Sk + t)/µSn for a standardly embedded Sk ⊂ Sn.
For a volume-critical k-dimensional submanifold X ⊂ Sn and its metric projection PX : Sn →
X we again have a decomposition of the spherical Riemannian volume
(5.3)
∫
Sn
fd vol =
∫
X
(∫
P−1X (x)
fdµx
)
d volk(x),
with sink-concave measures µx (as shown by approximating this decomposition with a Voronoi
partition). The “center at x” assumption is satisfied for µx by the variational argument, since
otherwise the perpendicular to X derivative of the density of µx would be non-zero and it would
be possible to variate X with a linear order change of its volume. Hence we have the estimate
and integrating the estimate we obtain:
Proposition 5.2. A volume-critical smooth properly embedded submanifold X ⊂ Sn of dimen-
sion k satisfies, for t > 0,
vol(X + t) ≥ vol(Sk + t),
where Sk ⊂ Sn is standardly embedded.
We can also push forward the spherical observation to the complex projective space:
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Theorem 5.3. Let X ⊂ CP n be an algebraic submanifold with dimCX = k. If CP n is
considered with its standard Fubini–Study metric then, for t > 0,
vol(X + t) ≥ vol(CP k + t),
where CP k ⊂ CP n is standardly embedded.
Proof. Note that [10, Section I] (also noted previously in [18], [7], [8, §4], [4]) that X is critical
in CP n because for any 2k-dimensional X ′ ⊂ CP n we have the calibration inequality
vol2kX
′ ≥
∫
X′
ωk
k!
,
where ω is the Fubini–Study symplectic form of CP n. And at the same time for a complex
subspace X we have
vol2kX =
∫
X
ωk
k!
.
Since the form ωk is closed, the right hand side of the estimates does not change under the
deformations of X to X ′ and then X is not only volume-critical, but also volume-minimal.
Now consider the Hopf map H : S2n+1 → CP n and Y = H−1(X). From [11, Theorem 2] we
know that Y is also volume-critical.
From Proposition 5.2 we have a lower bound for the volume of the t-neighborhood of Y ,
with equality holding for the case X = CP k. The Hopf map is a quotient map of Riemannian
manifolds with all fibers of length 2pi, hence for the t-neighborhood of X we will have the same
estimate divided by 2pi. And again, the resulting estimate must be attained for X = CP k, thus
completing the proof. 
The above observations allow to establish a particular case of the result of [14] (for homoge-
neous maps, generalized to non-Gaussian radial measures):
Theorem 5.4. Let Z be the zero set of a homogeneous holomorphic map f : Cn → Ck; let µ
be a radially symmetric measure on Cn. Then for any t > 0
µ(Z + t) ≥ µ(Cn−k + t).
Proof. By generically perturbing the coordinates of the map f we may assume that every
intersection of Z with a sphere S2n−1s of radius centered at the origin is a smooth submanifold
of the sphere, all such intersections for different s are similar to each other from homogeneity.
By the argument from the proof of Theorem 5.3 every such intersection Z ∩ S2n−1s is volume-
critical and therefore has an appropriate lower bound on the volume of its t-neighborhood for
every t. The rest of proof is the same as the proof of Theorem 4.2. 
The following opposite estimate (an upper bound on the volume of the neighborhood) for
algebraic manifolds was prompted to us by Alexander Esterov in private communication:
Theorem 5.5. Let X ⊂ CP n be an algebraic submanifold with dimCX = k and degree d. If
CP n is considered with its standard Fubini–Study metric then, for t > 0,
vol(X + t) ≤ d vol(CP k + t),
where CP k ⊂ CP n is standardly embedded.
Proof. We again lift everything to S2n+1 and make estimates in every pancake. Note that in
every pancake the measure µx is sin
2k+1-concave and has maximum density ρx in the point
x ∈ X ′. Its sin2k+1-concavity property means that for the ratio µxBx(t)
ρx(x)
is bounded from above
by the similar ratio for the test case X = CP k, X ′ = S2k+1, see [16, Lemma 4.6] for example.
The integral of ρx(x) over X
′ is just the (2k+1)-volume of X ′, this follows from the Minkowski
volume formula. So integrating the estimate
µxBx(t) ≤ ρx(t)vol(S
2k+1 + t)
vol2k+1 S2k+1
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we obtain
vol(X ′ + t) ≤ vol2k+1X
′ · vol(S2k+1 + t)
vol2k+1 S2k+1
.
The volume vol2k+1 X
′ = 2pi vol2kX, by Crofton’s formula or the calibration equality, is the
volume of S2k+1 multiplied by the degree of X, so we have eventually
vol(X ′ + t) ≤ d vol(S2k+1 + t),
which is equivalent to the required estimate. 
Remark 5.6. As was communicated to us by Sergei Ivanov, this result can be obtained by
analyzing the Riccati equation for the second fundamental form of the hypersurface Ht =
∂(X ′ + t),
II′t = −(II)2 −R,
with the quadratic form R obtained by plugging the normal vector of Ht into the Riemann
curvature form in the last and the first position. This equation shows that the trace of II in
case of X ′ decreases quicker than in case of S2k+1, and so does the logarithm of the volume
of the neighborhood, while for small t both volumes have the same asymptotic behavior. This
works for smooth Ht, but possible non-smoothness of the boundary after some t may only
improve the estimate.
Question 5.7. Is it true that, for any closed n-dimensional Riemannian manifold M with sec-
tional curvature bounded from below by 1, any volume-critical smooth closed k-dimensional
X ⊂M , and any t > 0, we have
vol(X + t)
volM
≥ vol(S
k + t)
volSn
?
The pancake approach does not work in this case, but it seems plausible that the answer
follows from the investigation of the evolution of the volume and the second fundamental form
of the boundary of (X + t) when t varies from 0 to a certain value.
There is another question about real projective spaces:
Question 5.8. Does this result generalize to the estimate
vol(X + t) ≥ vol(RP k + t)
for k-dimensional submanifolds X ⊂ RP n homologous to RP k ⊂ RP n?
6. Appendix: Explanation of the Caffarelli theorem
For the reader’s convenience we give a more detailed argument from [15] explaining the
Caffarelli theorem.
Theorem 6.1 (Caffarelli). Assume a measure µQ has a smooth density e
−Q on the whole Rn,
while another measure µP has a smooth density e
−P on an open convex set, we assume P
convex. Assume also that for every x ∈ Rn, y in the domain of µP , and a nonzero vector v we
have
D2vP (y)−D2vQ(x) ≥ 0,
where D2v denotes the second derivative in the direction of v and also assume that D
2
vP (y) is
positive definite at every y as function in v. Then the monotone transportation taking µQ to
µP is 1-Lipschitz.
Proof. Under the smoothness and positivity assumptions, the potential U : Rn → R of the
transportation map from µQ to µP satisfies the equation:
detD2U(x) = eP (DU(x))−Q(x),
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where DU is the derivative of U at a point x that gives the transportation map x 7→ DU(x),
and D2U(x) is the Hessian quadratic form at a point x. If we are interested in the first and
the second derivatives in a given direction v we write DvU or D
2
vU .
Taking the logarithm we obtain
ln detD2U(x) = P (DU(x))−Q(x).
Applying additional translations (that do not change the assumptions of the theorem) assume
we consider the situation at the origin and the image of the origin under the transportation is
again the origin, thus DU(0) = 0. In this case the second order of the right hand side in v near
the origin is the quadratic form
D2∆0(v)P (0)−D2vQ(0),
where D2P and D2Q are regarded as quadratic forms, whose values are taken at the vectors
∆0(v) and v respectively, where ∆0 is the derivative of the transportation map, that is D
2U(0)
regarded as a linear operator. If we take v to be an eigenvector of ∆0 and assume its eigenvalue
λ is greater than 1, then we see that the value of this quadratic form on v becomes
λ2D2vP (0)−D2vQ(0) = (λ2 − 1)D2vP (0) +D2vP (0)−D2vQ(0),
which is positive by the assumption of the theorem. We are going to show that there is a
contradiction, thus showing that D2U cannot have eigenvalues greater than 1 and thus the
transportation map is 1-Lipschitz.
In order to have a contradiction we need to show that the quadratic term of ln detD2U(v)
in its expansion in v → 0 is non-positive, this will be established under a certain choice of a
point x (the one we translate to origin) and a vector v in which we expand this quantity. Let
again ∆0 = D
2U(0), viewed as a symmetric positive definite matrix and let us check how the
expression D2U(x) changes when we change x, putting x = tv with some fixed nonzero vector
v and variable t ∈ R. We are interested in the first and the second order, so we assume
D2U(tv) = ∆0 + ∆1t+ ∆2t
2 + o(t2),
where we consider
∆1 = D
2DvU(0), ∆2 =
1
2
D2D2vU(0)
as symmetric matrices, and ∆0 can be assumed positive definite in the considered smooth trans-
portation case. In order to simplify the formulas put A = ∆
−1/2
0 ∆1∆
−1/2
0 , B = ∆
−1/2
0 ∆2∆
−1/2
0
and write
det(∆0 + ∆1t+ ∆2t
2 + o(t2)) = det ∆0 · det(I + At+Bt2 + o(t2)),
where I is the unit matrix. A simple calculation produces the expansion of the logarithm of
this matrix expression
ln det(∆0 + ∆1t+ ∆2t
2 + o(t2)) = ln det ∆0 + trAt+
(
trB + tr∧2A− 1/2(trA)2) t2 + o(t2),
where tr∧2A is the second invariant polynomial of A. If A is diagonalized with eigenvalues
s1, . . . , sn then we have
tr∧2A− 1/2(trA)2 =
∑
i<j
sisj − 1/2
(∑
i
si
)2
= −1/2
∑
i
s2i ≤ 0.
Hence we obtain a useful inequality for logarithms of determinants of matrices
ln det(∆0 + ∆1t+ ∆2t
2 + o(t2)) ≤ ln det ∆0 + trAt+ trBt2 + o(t2)
Now assume we choose the unit vector v and the point x for which the second directional
derivative f(x) = D2vU(x) is maximal, it can be assumed that the maximum is attained in the
situation when the support of µP is compact, in this case f(x) will tend to zero as |x| → +∞.
Other cases are reduced to this by going to the limit with the usage of the stability of the
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transportation map. So we have x and v producing a maximal D2vU(x), as before, we translate
this optimal x and its transportation image DU(x) to the origin to simplify the calculations.
At this point the matrix ∆2 = 1/2D
2f = 1/2D2D2vU is negative semidefinite from the max-
imality assumption; hence B = ∆
−1/2
0 ∆2∆
−1/2
0 is also negative semidefinite. The maximality
assumption on the vector v means that the quadratic form D2vU(0) attains its maximum in v;
hence v has to be the eigenvector of the corresponding linear operator ∆0 (the same matrix
as D2U(0)) with the maximal possible eigenvalue λ, which we assumed to be greater than 1
somewhere and hence greater than 1 in the situation where it is maximal. In this situation the
second derivative of the expression
ln detD2U(tv)
equals to the trace of a negative semidefinite matrix B = ∆
−1/2
0 ∆2∆
−1/2
0 and is non-positive,
while the second derivative of
P (DU(tv))−Q(tv) = D2∆0(tv)P (0)−D2tvQ(0) + o(t2) = t2
(
λ2D2vP (0)−D2vQ(0)
)
+ o(t2)
is positive at t = 0 by the assumption of the theorem. This is a contradiction. 
7. Appendix: Explanation of the pancake decomposition
In [13] the method of producing pancakes for Gromov’s waist theorem was different compared
to the original work [9]. Some of the readers told us that because of this they have an impression
that the method to produce the pancake decomposition in [9] was incorrect. That is why we
have decided to give more explanations here about the argument from [9].
Let us assume we are proving Theorem 2.1, although we will sometimes speak about the
extension of the argument to its spherical version, where the Euclidean ball of radius R is
replaced by the sphere Sn and the binary partition is made by hyperplanes through the center
of the sphere.
Let us choose a sequence of uniformly distributed linear subspaces {Li} in Rn of dimension
n − k − 1 each. Note that we only consider the essential case n > k, hence the dimension is
at least 0. In fact we do not need a uniform distribution in the Grassmannian Gn−k−1(Rn), we
will be quite satisfied if the sequence Li visits any open subset of the Grassmannian infinitely
many times.
7.1. General version of the equipartition argument. After that we build a binary de-
composition of Rn into N = 2I parts, on ith stage of the decomposition we use hyperplane cuts
parallel to Li. Every individual cut (including the cut at infinity) is parameterized by a sphere
Sk+1, the total hierarchy of cuts is parameterized by (Sk+1)N−1. Similar to what is happening
for the standard ham sandwich theorem, the generalized Borsuk–Ulam type theorem (from [9])
for S
(2)
N -equivariant (the 2-Sylow subgroup of the permutation group) maps(
Sk+1
)N−1 → (Rk+1)N /∆(Rk+1), where ∆(x) = (x, . . . , x︸ ︷︷ ︸
N
)
allows us to find a binary partition with equal measures of parts and equal images F (Pi).
The proof of this generalization of the Borsuk–Ulam theorem is essentially a parity counting
argument, establishing that generically the number of solution S
(2)
N -orbits is odd, as explained
in [13], for example.
For empty or degenerate parts the values F (Pi) are undefined and we need to deal with it in
order to apply the Borsuk–Ulam-type theorem. Let Z be the closed subset of (Sk+1)N−1 cor-
responding to the partitions with equal measures of all parts. Evidently, the values F (Pi) are
well-defined on Z and in a neighborhood of it. After that we may modify the functions F (Pi)
so that they remain the same over Z and get extended to the whole (Sk+1)N−1 continuously, to
achieve this, it is sufficient to multiply them by a continuous function supported in the neigh-
borhood of Z. Then the Borsuk–Ulam type theorem is applied to the values µ(P1), . . . , µ(PN),
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and the k-dimensional vectors F (P1), . . . , F (PN), now continuously defined over the whole con-
figurations space. Once we obtain a solution from the Borsuk–Ulam-type theorem, the obtained
equality µ(P1) = · · · = µ(PN) guarantees we are on Z, and hence on the set where F (Pi) are
originally defined.
7.2. Modification of the equipartition argument for the spherical waist theorem.
The pancake decomposition argument is also used in Gromov’s waist of the sphere theorem
[9, 16], and in its generalization [12] for maps to smooth manifolds f : Sn → Mk. In this
case we use the binary partition of the sphere Sn by cuts through the origin, we again choose
a uniformly distributed sequence of linear subspaces Li ⊆ Rn+1 of dimension n − k − 1 each
(assuming the nontrivial case n > k). The possible cuts on stage i are made by hyperplanes
through Li, and in every node of the binary tree the possible cuts are again parametrized by
spheres Sk+1, the unit spheres of the orthogonal complements of Li.
The corresponding version of the Borsuk–Ulam theorem in this case is about S
(2)
N -equivariant
maps (not stated explicitly in [12], but proven there)(
Sk+1
)N−1 → (Mk × R)N /∆(Mk × R), where ∆(x) = (x, . . . , x︸ ︷︷ ︸
N
),
which for Mk = Rk is the same as above, the factor R corresponds to the requirement to
equipartition the volume.
In this case we need more care to continuously extend the map F (·) from its original domain,
since the target space Mk need not be contractible. Using the fact that F = f ◦c, it is sufficient
to continuously extend the center map c(Pi) assigning a “center point” to a part in the sphere,
and then compose the extension of c with f . Moreover, since we are going to plug F into the
Borsuk–Ulam-type theorem, we may consider a part Pi as a member of the binary partition
and let c(Pi) depend continuously on the position of Pi in the partition, minding that the
collection of c(Pi) must keep some equivariance under the S
(2)
N -action. Then we may impose
the restriction that the extended center map c(Pi) will also depend on the first partition stage,
and the extended c(Pi) has to go to the open hemisphere of the first sphere partition stage to
which a possibly empty or degenerate Pi is assigned, this restriction is valid wherever c(Pi) is
defined originally. This way the map extension problem is to extend a continuous section of a
fiber bundle with contractible fibers, such an extension problem always has a solution.
What seems important to us is that the center point selection procedure for spherical con-
vex sets in [9, 16] still remains somewhat complicated and we do not see a Caffarelli-type
simplification for the spherical case at the moment.
7.3. Simplified version of the equipartition argument. In fact, the application if the
Borsuk–Ulam-type theorem in the proof of Theorem 2.1 can be simplified, although this sim-
plification seems to be not suitable in the spherical case.
Consider only binary decompositions with equal measures of parts. It means that on ith stage
we cut all parts into equal halves by hyperplanes parallel to Li. Every such cut is parameterized
by unit vectors u ⊥ Li, just because after we choose the direction of a hyperplane we in fact
find a unique hyperplane that cuts a given part in two parts of equal measure. Since every
such u is chosen from a copy of Sk, the total hierarchy of equipartition cuts is parameterized
by (Sk)N−1. The generalized Borsuk–Ulam type theorem for S(2)N -equivariant maps(
Sk
)N−1 → (Rk)N /∆(Rk), where ∆(x) = (x, . . . , x︸ ︷︷ ︸
N
)
is then applied to the map that sends a binary partition to the collection of values
F (P1), . . . , F (PN)
and gives a configuration with all the F (Pi) equal.
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7.4. Proof that the parts are pancakes. Having a binary partition into parts of equal
measure and with coinciding F (Pi), we need to show that for any given δ we can choose
sufficiently large N so that almost all the parts are pancakes.
The contrary to the needed pancake property is that a part Pi contains a (k+1)-dimensional
disc D of radius δ, and this happens for arbitrarily large N . This can be seen, following [13],
from the fact that every convex body in Rn can be approximated by its John ellipsoid up
to scaling by n, and if an ellipsoid is not δ/n-close to the affine subspace spanned by its k
principal exes (which would imply Pi is δ-close to the same k-dimensional affine subspace) then
the ellipsoid does contain a (k + 1)-dimensional disk D of radius δ/n. Thus we assume the
contrary and denote δ/n by δ for brevity.
An elementary observation shows that if a convex body K ⊂ Rn is cut into equal halves
by a hyperplane h then h divides the corresponding directional width of K in ratio at least
1−2−n : 2−n. Since we have fixed the dimension n, this is just some small constant. Considering
our measure instead of the volume, whose density is in the range [m,M ] we will have the same
estimate for the width ratio with a rough constant cµ =
m
M
(1− 2−n).
Now we track the origin of the part that contains the disk D, let the affine full of D be A.
During the production of this part, by the assumption, we have made arbitrarily large number
of cuts almost parallel to the (n−k−1)-dimensional orthogonal complement of A, just because
many Li were close to this complement. Those cuts produced the convex parts of the big ball,
Q1 ⊃ Q2 ⊃ · · · ⊃ QI = Pi,
each Qi+1 produced from Qi by an equipartition of its µ-measure. The orthogonal projection
piA(Qi) was evidently inclusion-decreasing. Moreover, for cuts with Li close to A
⊥ there was a
direction u in A such that the width wu(piA(Qi+1)) was bounded from above
wu(piA(Qi+1)) ≤ (1− cµ/2)wu(piA(Qi)).
From this it follows that, assuming sufficiently large number of such width-decreasing cuts we
get a contradiction with the inclusion piA(QI) ⊇ D. One way to argue is that we may also
assume that the number of cuts with approximately same u was also large and resulted in
the decrease of wu from R to a number smaller than δ. The other way is to note that the
(k + 1)-dimensional volume of piA(Qi) under cuts with Li close to A
⊥ also had a guaranteed
decrease
volk+1 piA(Qi+1) ≤
(
1− (cµ/2)k+1
)
volk+1 piA(Qi),
which gives a decrease from pi
(k+1)/2
((k+1)/2)!
Rk+1 to volk+1 D =
pi(k+1)/2
((k+1)/2)!
δk+1 in a finite number of
steps, and gives a contradiction so sufficiently large N .
If we are interested in the spherical version, then the local situation is essentially the same
up to small curvature. Having a (k + 1)-dimensional disk D of radius δ (for small δ it is very
close to its Euclidean analogue) in a single part will contradict the fact that many of the cuts
were almost passing through the (n − k − 1)-dimensional orthogonal complement in Rn+1 to
the (k+2)-dimensional cone over D, that is many cuts were essentially perpendicular to D and
had to decrease its width in some direction.
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