The fastest known randomized algorithms for several parameterized problems use reductions to the k-MLD problem: detection of multilinear monomials of degree k in polynomials presented as circuits. The fastest known algorithm for k-MLD is based on 2 k evaluations of the circuit over a suitable algebra. We use communication complexity to show that it is essentially optimal within this evaluation framework. On the positive side, we give additional applications of the method: finding a copy of a given tree on k nodes, a minimum set of nodes that dominate at least t nodes, and an m-dimensional k-matching. In each case, we achieve a faster algorithm than what was known before. We also apply the algebraic method to problems in exact counting. Among other results, we show that a variation of it can break the trivial upper bounds for the disjoint summation problem.
INTRODUCTION
The central topic of this article is the parameterized multilinear monomial detection problem:
k-MLD: Given an arithmetic circuit C representing a polynomial P(X) over Z + , decide whether P(X) construed as a sum of monomials contains a multilinear monomial of degree at most k.
Here, an arithmetic circuit is a directed acyclic graph with nodes corresponding to addition and multiplication gates, sources corresponding to variables, and one terminal corresponding to the output gate.
The k-MLD problem is arguably a fundamental parameterized problem. Several parameterized problems are reducible to it, and the fastest known algorithms for many of them are based on the reduction. Notable examples are the k-path problem on directed graphs and packing k sets of size m [Koutis 2008; Williams 2009 Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. The fastest known algorithm for k-MLD is algebraic [Koutis 2008; Williams 2009 ]. It first constructs an "extended" versionC of C and labels certain edges ofC with random multipliers from a field F, turning the polynomial P(X) into a polynomialP(X) over F. The new polynomial contains multilinear monomials if and only if P(X) does. The algorithm then chooses a particular commutative algebra A and an appropriately defined randomized assignment X → A such that (i) squares (and by commutativity, nonmultilinear monomials) evaluate to the zero element of A, and (ii) the linear combination of the multilinear monomials inP(X) does not evaluate to zero, with constant probability. Finally, it evaluatesC on the assignment. By construction, the output is nonzero with constant probability if and only if the input instance of k-MLD is positive. The algorithm runs in O * (2 k ) time 1 and it can be implemented in polynomial space. The proof in Williams [2009] focuses on a circuit encoding the k-path problem and omits the construction ofC for general circuits C. For the sake of completeness, we give the missing details in Section 2.
Applications. As a rule of thumb, the k-MLD framework improves upon all parameterized decision problems that were previously shown solvable by the color coding method [Alon et al. 1995] and the divide-and-color method [Kneis et al. 2006; ]. However, depending on the problem, the details of reducing the problem to k-MLD can be tricky and sometimes requires extensions to the basic framework. To support this claim, Section 3 gives faster algorithms for (i) finding a copy of a given tree on k nodes and (ii) finding a minimum set of nodes that dominate at least t nodes in a graph. We also present a faster algorithm for finding an m-dimensional k-matching, by presenting a tighter reduction to k-MLD.
Limits of group algebras. A faster algorithm for k-MLD would have tremendous implications, not only in parameterized but also in exact algorithms, as it would imply faster algorithms for problems for which progress has stagnated for nearly 50 years; an example is the Hamiltonian Path problem on directed graphs. Thus, an intriguing and natural question is whether k-MLD can be solved faster by evaluating circuits over a more exotic algebra A supporting faster operations over the circuit.
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The answer is, unfortunately, negative. In Section 4, we use communication complexity to show that, for any commutative algebra A used to evaluate the circuit C, the lengths of elements in A must be of size at least (2 k /k) in order to solve k-MLD.
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Thus, the O * (2 k ) algorithm for k-monomial detection is optimal in a certain rigorous sense, and further progress on the relevant parameterized problems or k-MLD itself will require different kinds of operations altogether.
Applications in counting. The reductions of parameterized problems to the k-MLD problem are usually parsimonious, as each copy of a multilinear monomial in the polynomial corresponds to a distinct solution of the instance. This motivates us to define the following counting problem.
(k, n)-MLC: Given a commutative arithmetic circuit C describing an n-variate polynomial P(X), compute the sum of the coefficients of the degree-k multilinear monomials in P(X).
Unlike the k-MLD problem, in the counting problem, we specify the number of variables n. This is because the problem is #W[1]-hard, thus an O * ( f (k)) time algorithm is unlikely to exist for it [Downey and Fellows 1999] . The hardness of (k, n)-MLC 1 Following standard conventions, the O * () notation hides polynomial factors in the instance size. 2 Progress has been made on solving Hamiltonian Path in undirected graphs by Björklund [2010] ; his techniques are partly inspired by those in this work. 3 We state our result for commutative algebras for the sake of clarity and coherence with our algorithmic results that all use commutativity. However, our lower bound holds in the noncommutative setting as well under the appropriate definitions.
follows from the parsimonious reduction of the k-path problem to it [Koutis 2008 ] in combination with the hardness of the k-path counting problem [Flum and Grohe 2002] .
There is an O * ( n k ) time algorithm for the (k, n)-MLC problem, but breaking below this barrier is a significant open problem. Alon and Gutner [2009] showed that the there is no o * (n k/2 ) time algorithm for (k, n)-MLC based on color-coding; however, this theoretical limit has not been met. In Section 5.1, we present partial progress showing how to solve (k, n)-MLC modulo 2, in O * (n k/2 ) time. Next, we consider special versions of counting, starting with disjoint summation in Section 5.2:
Disjoint Summation: Given two n-variate polynomials P and Q, each being a linear combination over a ring R of multilinear monomials of degree k/2, find the sum of the coefficients of the multilinear monomials in the product P Q.
The disjoint summation problem is motivated by the problem of counting exactly the number of k-paths. Before our result, it was known how to count k-paths in O * (n k/2 ) time [Björklund et al. 2008] . For the disjoint summation problem, we present an algorithm that performs O * (n k/2 ) operations. As a result, we get an O * (n mk/2 ) time algorithm for counting k-packings of m-sets. A stronger result has been presented after our original work in Björklund et al. [2009] , but our techniques are different and may have the potential to solve more difficult problems.
We finally consider the (k, k)-MLC problem. This problem is solved as part of a number of algorithms for approximate parameterized counting [Arvind and Raman 2002; Liu et al. 2007; Alon et al. 2008; Alon and Gutner 2009] . We show that (k, k)-MLC can be solved in O * (2 k ) time, but also in polynomial space, a fact that seems to have been missed in the literature. We therefore reduce the space complexity of all the aforementioned approximate counting algorithms.
We extend our techniques for (k, k)-MLC to the computation of the k × n matrix permanent. We derive an O * (2 k ) time polynomial space algorithm for the k × n permanent of matrices over rings, and an O * (2 k ) time and space algorithm of matrices over commutative semirings. To the best of our knowledge, the previously fastest algorithms use O * (2 k ) space and run in O * (3 k ) time over rings [Kawabata and Tarui 1999] , and in O * (4 k ) time over commutative semirings [Vassilevska and Williams 2009] 4 . The faster permanent algorithms imply speedups in algorithms for counting weighted subgraphs [Vassilevska and Williams 2009] . The algebraic perspective behind our algorithm allows us to derive an alternative formula for the n × n permanent, which is new, to the best of our knowledge.
THE K-MLD PROBLEM 2.1. Circuits and Polynomials
Let X denote a set of variables, and S denote a commutative semiring. Definition 2.1. A monomial of degree-k is a product of k variables from X, with multiplication assumed to be commutative. A monomial is called multilinear if no variable appears twice or more in the product. A polynomial P(X) over S is a linear combination of monomials with coefficients from S. Such polynomials, along with addition and commutative multiplication, form a commutative semiring, which we denote by S [X] .
The maximum degree among all monomials of P(X) is called the degree of P(X). Definition 2.2. An arithmetic circuit over S and X is a directed acyclic graph. Each node of in-degree zero is an input gate, which is labeled either with an element from S 31:4 I. Koutis and R. Williams or with a variable from X. The graph contains a single output node of out-degree zero. Each other node is either an addition or a multiplication gate.
Arithmetic circuits are representations for polynomials from S [X] , as can be seen by applying distributivity and expanding the output of the circuit into a sum-product form. For a circuit C that represents a polynomial P(X), we will also say that C computes P(X). We will say that a polynomial P(X) ∈ S[X] contains a certain monomial if the monomial appears with a nonzero coefficient in the linear combination that constitutes P(X).
Algorithm for the k-MLD Problem
This section proves the claim made in Williams [2009] , that k-MLD over Z + can be solved in randomized O * (2 k ) time and polynomials space. To prove the claim, we will identify a class of circuits over Z + for which the techniques in Williams [2009] actually prove the claim. Then, we will show that each circuit C can be efficiently transformed into one that belongs in that special class and is also equivalent, in the sense that it contains the same multilinear monomials contained in C.
For the rest of this section, we fix S to be the positive integers Z + . Since no cancelations occur, if the coefficient of a monomial in P(X) is t, we can say that the monomial appears in t copies in P(X). Given a circuit C, we will find it useful to define a circuit C [A] by labeling each directed edge e = [u, v] into each addition gate v with a variable a e from a new set of variables A. The labeling intends to signify a multiplication by the variable a e of the output of node u before it is fed to node v. The circuit represents a polynomial from Z + [X, A] that we denote by P(X, A). The intention behind this modification of the circuit is to hash copies of monomials in P(X) into distinct monomials in P(X, A) by creating a "fingerprint" monomial q μ (A) for each monomial μ(X) of P(X), which will multiply μ(X) in P(X, A). We will call P(X, A) the fingerprint polynomial of P(X). Algorithm 1 gives the details of the algorithm from Williams [2009] .
Circuit C, number of variables n, parameter k Output: yes/no form the fingerprint circuit C [A] ; let v i , for i = 1 . . . n be n random vectors from Z k 2 ; let d be upper bound on the degree of P(X, A); letÃ be a random assignment A → GF(2 3+log 2 d ); S := 0; for j = 0 : 2 k − 1 do // define an assignmentX : X → {0, 1} as follows:
The following Lemma is an adaptation of the main result in Williams [2009] .
LEMMA 2.3. Let P(X) be an n-variate polynomial represented by an arithmetic circuit C. Suppose that the coefficient of each monomial in the fingerprint polynomial P(X, A) is 1. Then, Algorithm 1 returns "yes" with constant probability if P(X) contains a multilinear monomial of degree at most k, and "no" otherwise. Hence, k-MLD for P(X) can be decided in randomized O(2 k log 2 d|C [A] |) time and O(log d|C [A] | + kn) space, where d is any upper bound on the degree of P(X, A).
The assumption of Lemma 2.3 about P(X, A) is true for the k-path circuit studied in Williams [2009] , but does not hold in general 5 . Nevertheless, it is relatively easy to transform any given circuit into an equivalent one for which the assumption does hold. In order to do that, we first identify a class of circuits as follows.
Definition 2.4. We say that a circuit C is an A-circuit if it has the following properties:
(i) For each edge [u, v] in C, if v is a multiplication gate, then u must be an addition gate or a source node. If v is an addition gate, then u must be a multiplication gate or a source node. (ii) The fan-out of each addition gate is 1. (iii) Every scalar input in the circuit is either 0 or 1.
LEMMA 2.5. Let P(X) be a polynomial represented by an A-circuit. The coefficient of each monomial in the fingerprint polynomial P(X, A) is 1.
PROOF. We observe that, given Property (iii) of A-circuits, each copy of any monomial in P(X) is formed by selecting only one of the summands at each addition gate of C so that, in effect, each addition gate becomes a trivial "pass-through" gate, whereas all multiplication gates keep their full fan-in from C. Motivated by this observation, we define a monomial subcircuit of C to be a subcircuit of C that results from removing all but one input edge for each addition gate in C. To formalize our initial observation, we claim that copies of monomials in P(X) are in a one-to-one correspondence with the set of monomial subcircuits of C. The proof by induction on the depth of the circuit is trivial, thus we omit it.
Recall that, in order to form P(X, A), we label with variables from A the set of edges entering the addition gates in C. Given a subcircuit C s of C, let us denote by E s the set of edges that enter its addition gates. By construction, the monomial corresponding to C s appears in P(X, A) multiplied by the variables corresponding to the set E s . Now, consider two different copies of multilinear terms of C corresponding to two different monomial subcircuits C s and C s of C. If C s and C s do not contain the same addition gates, then, by construction, E s = E s . If they contain the same addition gates, then they must contain the same multiplication gates as well, as follows by Properties (i) and (ii) of A-circuits. In that case, since the multiplication gates keep their full fanin from C, C s and C s must differ on an edge that enters an addition gate, which implies that E s = E s . It follows that the corresponding multilinear terms in P(X, A) are different; one contains a variable a e that the other does not. Therefore, every multilinear monomial contained in P(X, A) has coefficient 1.
Next, we show how to transform any circuit over Z + to an equivalent A-circuit. LEMMA 2.6. Let C be a circuit over Z + , with n source nodes. There is an algorithm that works in O(n|C| 2 ) time that constructs an A-circuitC that is equivalent with C. The size ofC is O(n|C| 2 ).
PROOF. For a gate g in a circuit C, let us denote by P g (X) the polynomial computed at gate g, and by P C (X) the polynomial computed by the circuit C. We start with the observation that, ifC is a circuit that results from C by replacing a gate g by another gateg, the polynomials P C (X) and PC(X) are equivalent if P g (X) and Pg(X) are equivalent (i.e., they contain the same multilinear monomials).
The first step of the construction is to change every nonzero scalar in C to 1; the new circuit trivially meets Property (iii) of A-circuits and, since we work over Z + , it contains the same multilinear monomials.
The next step is to construct an equivalent circuit that meets Property (i). We will treat addition and multiplication gates separately.
For each addition gate g in C, we find the set S g of multiplication gates and sources that can reach g via a path through addition gates only. The polynomial P g (X) is a linear combination of the polynomials computed by the gates in S g . Then, we replace g with a new addition gateg, which takes its inputs directly from the nodes in S g and has the same outputs as g. Note that any given gate in S g may be reachable from g through more than one path, which means that P g (X) contains more than one copy of it. The polynomial Pg(X) will contain only one copy of it, but this is sufficient for equivalence of the two polynomials. After finishing with this step, addition gates satisfy Property (i).
Multiplication gates require a slightly more subtle operation. As described before, we will replace each multiplication gate g in C with a new gateg that computes an equivalent polynomial. We do that as follows. For a multiplication gate g in C, we find the set T g of addition gates and sources that can reach g via a path through multiplication gates only. The polynomial P g (X) is a product of polynomials computed by the gates in T g . More specifically, for a gate g ∈ T g , the polynomial P g (X) appears in the product that constitutes P g (X) a number of times equal to the number of distinct paths from g to g, as can be shown by a simple induction argument. Let this number be t g . It can be computed via simple dynamic programming. If t g ≥ n + 1, then P t g (X) contains the same multilinear monomials with P n+1 g (X), because no new multilinear monomials can be formed when taking higher powers. We then create min(t g , n+ 1) new copies of g , each with the same inputs as g , and feed their input to a new multiplication gateg. We perform this operation for each gate g in T g ; as a result, we get that Pg(X) is equivalent to P g (X) . Note that all addition gates that are added along this process now satisfy Property (ii). When we finish creating new addition gates, all the old addition gates from C can be removed since they are no longer connected to the output; thus, the circuit satisfies all required properties.
For each pair of a multiplication gate g and each addition gate in T g , we may add tõ C up to n new addition gates. The total runtime for this amounts to O(n|C| 2 ). All other steps of the algorithms have simple implementations that run in O(|C|) time.
Note:
We can actually reduce the size of the circuitC in this construction to O(k|C| 2 ) if we are looking to preserve only the multilinear monomials of degree up to k. This can be done by creating min(t g , k + 1) copies of the addition gate g whenever the earlier algorithm creates min(t g , n + 1) copies. This is justified by the fact that, for any polynomial P and k > k, the polynomial P k contains the same degree-k multilinear monomials as P k+1 . We also note that, whenever all multiplication gates in C take their inputs from addition gates, as is often the case in reductions, for circuitC the runtime of the algorithm is O(|C|).
Finally, we state the main theorem.
THEOREM 2.7. Let P(X) be a polynomial over Z + represented by a circuit C. The k-MLD problem for P(X) can be decided in randomized O * (2 k ) time and polynomial space.
PROOF. We first apply 2.6 to C in order to construct the equivalent A-circuitC. Note that the degree of a polynomial computed by a circuit C is trivially bounded above by |C| |C| ; thus, we have log d < poly(|C|). We then apply Algorithm 1 onC and report its decision. The combination of Lemmas 2.5 and 2.3 proves the claim.
An Extension for k-MLD
We now give an extension of Theorem 2.7.
LEMMA 2.8. Let P(X, z) PROOF. We first apply 2.6 to C in order to construct the equivalent A-circuitC. Let P(X, z, A) be the related fingerprint polynomial, which can be written in the form
The problem is equivalent to k-MLD for P i (X, A). Note that, by construction, the coefficients of all monomials in P(X, z, A) are 1, which implies the same for P i (X, A) . Then, what we need in order to apply Theorem 2.7 on P i (X, A) is the ability to evaluate P i (X, A) as required in Algorithm 1. Note that, for an assignmentX,Ã to the variables of X, A, we have that
Thus, by carrying out a "symbolic" computation over the ring of polynomials
, we can recover the required evaluation for P i (X,Ã) by looking at the coefficient of z t . Note that, when this symbolic computation at any gate is done, we do not need to store polynomial terms of order larger than t whenever they are created, because they do not affect the coefficient of z t in subsequent computations. That is, we need to perform only operations (addition and multiplication) with polynomials of degree at most t. The symbolic computation incurs the extra O(t log t) and O(t) factors in the time and space complexity, where t log t comes from implementing polynomial multiplication using the Fourier method.
Comment:
We can apply the same approach for a set of "special" variables Z, rather than just one variable, and obtain information about the coefficient of any monomial in Z. The time and space complexity will have to be adjusted accordingly.
FASTER PARAMETERIZED ALGORITHMS
The small extension that we introduced in 2.7 enables the design of fast randomized algorithms for a number of other problems.
Let us start with a small "folklore" example, the k-path problem with an optimization twist: find a k-path with the smallest weight, given a weighting of the vertices of the graph. Equivalently we can ask if the graph contains a k-path of weight at most t. We can solve this problem by multiplying each variable x i with the monomial z w i , where w i is the weight assigned to vertex i. Then, in order to determine the answer to the question, we should be looking at the existence of multilinear monomials in X that multiply the monomial z t . With a simple change in the k-path circuit, we can solve the edge-weighted version of the problem as well. Thus, the algebraic method can be used for the optimization versions of parameterized problems, incurring a slowdown of O(t log t), where t is the largest value of the function that we try to optimize. This is worse than the O(log t) slowdown incurred in algorithms based on color-coding and 31:8 I. Koutis and R. Williams dynamic programming, but the overall improvement due to the much better dependence on k can be significant when t is not too large.
We will now proceed with faster algorithms based on multilinear detection for the following problems.
k-Tree. Given a tree T on k nodes and a graph G on n nodes, decide if there is a (not necessarily induced) copy of T in G.
t-Dominating Set. Given a graph G = (V, E), find a minimum set of nodes S that dominate at least t nodes in the graph. That is, |S ∪ N(S)| ≥ t, where N(S) = {v |(u, v) ∈ E, u ∈ S}. k-Dimensional m-Matching. Given mutually disjoint sets U i , for i = 1, . . . , m, and a collection C of m-tuples from U 1 × · · · × U m , decide whether C contains a subcollection of k mutually disjoint m-tuples.
Each of these can be solved by formulating them as k-MLD instances in some way. To the best of our knowledge, the only other algorithm we know for k-tree follows from the color-coding method [Alon et al. 1995] , and runs in O * ((2e) k ) time. The best known (randomized) algorithm for the t-Dominating Set runs in time O * ((4+ε) t ) [Kneis et al. 2007 ]. The best known (randomized) algorithm for the k m-Dimensional Matching Problem runs in time O * (2 mk ) [Koutis 2008 ]. In addition, in all these problems, given an algorithm for the decision version of the problem, standard reductions can be used to recover an algorithm for the search version, with the same exponential dependence on the parameter.
t-Dominating Set

THEOREM 3.1. The t-Dominating Set problem can be solved in randomized O
* (2 t ) time and polynomial space.
PROOF. Let the vertex set be V = {1, . . . , n} and X = {x 1 , . . . , x n }, where x i corresponds to the vertex i. Consider the polynomial
where z is an extra indeterminate. P is a sum of monomials in which each monomial of the form z t x i 1 · · · x i t for distinct i j appears if and only if the t nodes {i 1 , . . . , i t } are dominated by a set of at most k nodes. In addition, every other term of the form z t Q(X) contains a square since Q(X) has total degree t. Then, the proof follows from Lemma 2.8 and trials with increasing values of k from 1 up to n. {u 1,1 , . . . , u 1,n } for some n, and let T j ⊆ C denote the subset of m-tuples whose first coordinate is u 1, j . Consider the polynomial PROOF. Let T be a tree. A "copy" of the tree T in G is formally a homomorphism T → G that maps each vertex v ∈ T to a distinct vertex u in G, preserving adjacency. We will construct a polynomial P T →G,v→u that enumerates all homomorphisms from T to G that map vertex v ∈ T to u ∈ G, in the sense that it contains one multilinear monomial per such homomorphism, with the monomial being the product of the variables corresponding to the vertices of G used in the mapping.
k-Dimensional m-Matching
We now proceed with the definition of P T →G,v→u . We let N G (u) denote the neighbors of u in graph G. Let T [v,v ] denote the tree containing v when edge (v, v ) is removed from T . The definition is as follows.
-If T is a single vertex, then P T →G,v→u = x u . -Otherwise,
We now prove by induction the claim that P T →G,v→u enumerates homomorphisms from T to G that map v to u. This is trivially true, for the case T is a single vertex. Otherwise, let us fix any such homomorphism h. Since it is given that v is mapped to u, h is determined by a matching μ of the vertices in N T (v) with |N T (v)| vertices in N G (u), and for each v ∈ N T (v) a "subhomomorphism" T [v,v ] → G mapping v to μ(v ). By the inductive hypothesis, each of these subhomomorphisms corresponds to a monomial in the polynomial Q v ,μ = P T [v,v ] →G,v →μ(v ) . By construction, P T →G,v→u contains (multiplied by x u ) the product of the polynomials Q v ,μ , thus the product of the subhomomorphism monomials. Therefore, the monomial for h is contained in the polynomial. Conversely, let us fix a multilinear monomial m(X) in P T →G,v→u . Observe that a multilinear monomial can be formed only if the |N T (v)| factors that are picked in the product map each v ∈ N T (v) to a distinct u ∈ N G (u). This is because all polynomials of the form P T →G,v →u are, by definition, products of x u . Further, m(X) must be the product of multilinear monomials coming from the |N T (v)| polynomials P T [v,v ] ,v ,u that are used in the product. Each such multilinear monomial corresponds to a subhomomorphism by the inductive hypothesis. The set of these subhomomorphisms define a homomorphism.
Finally, we let
Given the properties of P T →G,v→u , the graph contains a copy of a target tree T if and only if P contains a multilinear monomial. Note that, in order to compute P, we need to compute P T v,v →G,u→v for each edge (v, v ) of the tree and each pair u ∈ G, v ∈ T . These correspond exactly to the gates of a circuit, which implies that the circuit is of size polynomial in |G|. The claim then follows from Lemma 2.7.
LOWER BOUND FOR MULTILINEAR DETECTION
We now investigate whether the algebraic approach to k-MLD in Koutis [2008] and Williams [2009] can be improved upon further. One basic open question is whether is it possible to determine if an arbitrary arithmetic circuit C has a multilinear k-monomial in much less time than O * (2 k ), by evaluating C over a more exotic algebraic structure. We shall prove that this is not the case. For any commutative A, we show that, if it can be used to detect multilinear monomials in an arithmetic circuit (even randomly), then
That is, the group algebras used in Koutis [2008] and Williams [2009] (which have |A| ≤ 2 O(2 k log k) ) are essentially optimal for their purpose.
At a high level, our proof uses hypothetical fast multilinear monomial detection in order to design communication protocols that are too efficient to exist. Let us informally recall some notions from communication complexity. Let f : {0, 1} n × {0, 1} n → {0, 1}. Suppose that two parties wish to compute f (x, y), but one party is given x (the xparty), the other is given y (the y-party). The parties must communicate bits about their inputs in order to compute f . A simultaneous public-coin protocol for f on n-bits is specified by a pair of functions (g 1 , g 2 ), and works as follows on all n-bit strings. Initially, the x-party and y-party see a common string z chosen at random from a distribution independent of x and y (to maximize the parties' capabilities, we assume that the distribution is uniform). The x-party computes g 1 (x, z), the y-party computes g 2 (y, z), and both send their answers to a third party. We require that the third party holding the two messages can compute f (with high probability), on all x and y of length n. The randomized public-coin simultaneous communication complexity of (g 1 , g 2 ) is the maximum length L(n) of a message sent in the protocol (g 1 , g 2 ) over all n-bit strings. The corresponding communication complexity of f is the minimum L(n) achieved by any n-bit protocol (g 1 , g 2 ) for f .
The set disjointness function DISJ n (x, y) on x, y ∈ {0, 1} n is defined to be ∨ n i=1 (x i ∧ y i ). We utilize the following fact: 
Furthermore, for every k there is a circuit C with n = k for which this lower bound holds.
In other words, the group algebra utilized in Williams [2009] is optimal within poly(k) factors: any other algebra could yield only a slightly better asymptotic upper bound. Consequently, it is not possible to solve Hamilton-Path much faster than O(2 n ) by solving k-MLD over a more interesting algebra.
PROOF. We reduce DISJ N to an instance of k-MLD, where
). The set of variables will be X, where |X| = k. Let S 1 , . . . , S N be a standard enumeration of binary vectors consisting of k bits, of which exactly k/2 are equal to 1. We write v[ j] to denote the j th bit vector v.
Let a, b ∈ {0, 1} N be the two vectors held by the two parties. For all i = 1, . . . , , define the monomials
Note that C represents a homogeneous polynomial of degree k. We claim that C has a multilinear monomial if and only if DISJ N (a, b) = 1. This follows from the fact that the monomial P i · Q j has a square if and only if i = j.
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Let A be an arbitrary commutative semiring. Let
To get a communication protocol for set disjointness, the x-party uses public randomness to obtain e i ∈ A for each x i , computes v = C a (e 1 , . . . , e k ) ∈ A, and sends an O(log |A|)-bit string corresponding to v. Similarly, the y-party obtains all e i ∈ A, evaluates w = C b (e 1 , . . . , e k ), and sends w. The third party outputs disjoint if and only if e = v · w is nonzero (where e ∈ A has the properties of the theorem's hypothesis).
Under the hypotheses of the theorem (and repeating the protocol O(1) times to obtain a good estimate of Pr (e 1 ,...,e n )∈D n [C(e 1 , . . . , e n ) = e]), what has just been presented is a correct public-coin protocol for DISJ N . It follows from Theorem 4.1 that log |A| ≥ cN for some constant c > 0. Finally, note that N = (
), using Stirling's formula.
APPLICATIONS IN COUNTING
In this section, we give algorithms for exact counting of multilinear monomials in a polynomial given by an arithmetic circuit. We will be making use of facts about group algebras presented in the Appendix. We also need the following (properly adapted) theorem from the theory of error-correcting codes [MacWilliams and Sloane 1977, Chap. 5, Theorem 8] also used in the deterministic construction of k-wise probability spaces [Alon et al. 1986 , Proposition 6.5].
THEOREM 5.1. There is a 0-1 matrix M with n columns and m rows with 2 m ≤ 2(n+ 1) k/2 , such that every k columns of M are linearly independent over Z 2 . Moreover, the matrix can be constructed in O(n k/2+1 ) time.
The (k, n)-MLC Mod 2 Problem
Using the matrices presented earlier, we can readily give a deterministic algorithm for a counting version of the multilinear monomial detection problem: log n + 1. Let z be an indeterminate. We define an assignment A as follows: The coefficient of z k in Q(z) is equal to the desired quantity, modulo 2. This follows from the properties of the assignment A, which was also used in Koutis [2008] and Williams [2009] 
where t P , t Q are multilinear monomials in P and Q, respectively, and σ P , σ Q are their coefficients. If t P and t Q both contain a variable x i , then, by commutativity, t P (A) · t Q (Ā) is a multiple of (v 0 + M i )(v 0 − M i ), which is equal to 0, since v 0 2 = M 2 i = v 0 . If t P t Q is multilinear, the coefficient of v 0 in σ P σ Q t P (A) · t Q (Ā) equals σ P σ Q . This can be seen by considering the sum-product expansion of t P (A) · t Q (Ā). The term v 0 is generated one time by selecting v 0 in each factor in the product, but all other terms are products of a number of the vectors M i . Because these vectors are linearly independent, their product cannot equal the zero vector v 0 . Hence, the coefficient of v 0 in t P (A) · t Q (Ā) is 1. This proves correctness. Now, we concentrate on time complexity. We start with the evaluation of an individual term t(A) of P(A). By Lemma 2.2 of Koutis [2008] 
where Q i (X) is the sum of monomials of degree i in P(X) (thus, P(X) = i Q i (X)). We will find an assignmentX :
and evaluate P(X, z) atX. The output P(X, z) will be an element of the group algebra
is the ring of polynomials with integer coefficients. The assignment will be such that P(X, z) encodes the desired value.
The assignment is x i → e i , where e i is the vector with a single 1 in position i. It is easy to verify that, since e i 2 = v 0 , any degree-k nonmultilinear monomial of Q k (X) evaluates to a vector v with strictly less than k ones, hence different from j. Therefore, the only monomial that evaluates to j is the multilinear monomial; thus, its coefficient is equal to the desired quantity σ .
The algorithm needs only to compute the coefficient of j in P(X), which is a polynomial in z. The answer can be recovered from the coefficient of z k in that polynomial. As discussed in the Appendix, the elements of Z[z][Z m 2 ] can be represented by symmetric matrices, such that multiplication over these matrices is isomorphic to the group operation. The coefficient of j in P(X) appears in all the antidiagonal entries of ρ(P(X)), which is the matrix representing P(X).
For any matrix M, each entry of the matrix is a linear combination of its eigenvalues, for which the coefficients in the combination are a function of its eigenvectors. An application of this fact is the well-known formula for the trace of M, that is, the sum of its diagonal entries, which is known to be equal to the sum of its eigenvalues. All matrix representations of elements of the algebra Z[z][Z m 2 ] are simultaneously diagonalizable by the same set of eigenvectors, which are explicitly known. In this case, one can also derive Equation (6), which expresses the sum of the elements along the antidiagonal of any representation matrix as a simple linear combination of the eigenvalues. After having fixed an ordering of the common eigenvectors of the matrix representations, let us denote by i (M) the i th eigenvalue of matrix M. We have that
where the first line is Equation (6), the second line comes from applying Equation (5), and the third line comes from substituting the exact eigenvalues of the matrices representing the assigned values e 1 , . . . , e n ; here, b i is the vector containing the binary form of number i. Equation (1) reduces the problem to 2 k evaluations of C over univariate integer polynomials and provides an O(|C|) space algorithm to evaluate Q(z), from which the target coefficient can be read off.
Application to the Permanent
Let A = [a ij ] be a k × n matrix with real coefficients. The permanent of A is defined as
THEOREM 5.5. Let A be a k × n matrix with entries from a commutative semiring S. The permanent of A can be computed in time and space O * (2 k ), assuming a unit cost for the addition and multiplication operations over S. If S is a ring R, the space complexity can be reduced to poly(n).
PROOF. Viewing perm(A)
as a function of the entries of A, it is clear that it is a polynomial consisting only of degree k monomials. To form one term in perm(A), we first pick-among n k possibilities-a set I of k columns in A to form a k × k submatrix A I , then pick-among k! possibilities-k elements from A I one from each different row and column of A.
We claim that perm(A) is the degree k multilinear term of the k-variate polynomial
To see why, note that every term of degree k in P(X) appears as a term in a product of the form i∈I k j=1 a i, j x j ,
where I is a set of k distinct numbers from [1, n] . This corresponds to picking k columns from A. Considering now the polynomial in expression (4), we can see that the coefficient of each of its k k monomials is the product of k elements that belong to distinct columns of A I . However, if a monomial contains two elements from the same row j of A I , then it is a product of x 2 j . Hence, all multilinear monomials of polynomial 4 correspond to sets of k elements, one from each different row and column of A. This proves the claim.
The proof for the case S = R follows now from Theorem 5.4. Let us now consider the general semiring case. Let P be the polynomial in Equation (3). Let R(Q) denote the operation that restricts the polynomial Q to its multilinear terms (i.e., deletes all terms containing squares). Let P j be the polynomial consisting of the multilinear terms in the product of the first j factors of P. It is clear that we are interested in R(P n ). We can compute this by using n times the simple property R(P j+1 ) = R(R(P j )P). Since P j is k-variate, R(P j ) has at most 2 k terms. In addition, each factor of P has n terms. Hence, the multiplication and deletion of the nonmultilinear terms required to compute R(R(P j )P) can be done in O(n2 k ) time. PROOF. For the case k = n, the polynomial in expression (3) can be simplified to
In this case, all terms of P(x) have degree exactly n. We can thus set z = 1 in Equation (1), which directly gives the claimed expression.
FINAL REMARKS
A number of interesting questions remain open:
-The O * (2 k ) time algorithm for k-MLD is randomized. The fastest known deterministic algorithm runs in O * (3.8408 k ) time [Fomin et al. 2014] . Closing this gap is an important open problem.
-Is there an algorithm for multilinear k-monomial counting that improves over the naïve upper bounds for general circuits? -Can the algebraic method be applied to improve the time complexity for approximate counting? For this question, color coding is still the best-known approach.
