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1. Introduction
For any vectors x, y in an Euclidean space with inner product 〈., .〉, the classical Schwarz inequality
asserts that∣∣〈x, y〉∣∣2  〈x, x〉〈y, y〉, (1)
and equality occurs in (1) if and only if x and y are linearly dependent. Interestingly, in other settings
this fundamental inequality may become reversed. This is the case of Minkowski spaces, in which the
inner product of a nonzero vector by itself may be negative or zero, instead of being always positive
as in Euclidean spaces.
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Throughout, let us consider the n-dimensional vector space Cn with an indefinite inner product
structure induced by theMinkowski inner product
[x, y]J = y∗J x, x, y ∈ Cn, (2)
where J = diag (−1, 1 . . . , 1) is themetricmatrix.We say that x, y are J-orthogonal vectors if [x, y]J =
0. A vector x ∈ Cn is said to be timelike, spacelike and lightlike (or isotropic) if [x, x]J < 0, [x, x]J > 0
and [x, x]J = 0, respectively. The reverse Schwarz inequality, firstly noticed by Murnaghan [17], states
that ∣∣[x, y]J ∣∣2  [x, x]J[y, y]J (3)
for x, y in Cn, with x timelike and y arbitrary. The equality holds when, and only when, x and y are
linearly dependent. A simple proof of this result is as follows. If x and y are linearly dependent, then
y = ax for some complex number a. Thus
det
⎛
⎝x∗Jx x∗Jy
y∗Jx y∗Jy
⎞
⎠ = (x∗Jx)2 det
⎛
⎝1 a
a¯ |a|2
⎞
⎠ = 0
and the equality in (3) holds. Now, assume that x, y are linearly independent. Then there exists a
complex number a, such that y = ax + z and z is spacelike. Clearly,
det
⎛
⎝x∗Jx x∗Jy
y∗Jx y∗Jy
⎞
⎠ = det
⎛
⎝x∗Jx x∗Jz
z∗Jx z∗Jz
⎞
⎠ < 0
and the result follows. Obviously, if y is a non-timelike vector, then the right hand side of (3) is negative
or zero, and the inequality automatically holds.
Let the Minkowski norm of a vector x ∈ Cn be defined as ‖x‖J =
√|[x, x]|J . A simple consequence
of the reverse Schwarz inequality is the following reverse triangular inequality. If x, y ∈ Cn are timelike
vectors satisfying [x, y]J < 0, then x + y is a timelike vector and ‖x + y‖J  ‖x‖J + ‖y‖J , equality
occuring if and only if x and y are linearly dependent [18, Corollary 31].
Several extensions of the Schwarz inequality are known, such as the famous Heinz–Kato inequa-
lity [11,14] and the Heinz–Kato–Furuta inequality [6]. The last one states that if T is a bounded linear
operator on a Hilbert space H and A, B are positive semidefinite operators in H such that T∗T  A2
and TT∗  B2, then∣∣∣〈T|T|α+β−1x, y〉∣∣∣  ‖Aαx‖‖Bβy‖
for all vectors x, y ∈ H and α, β ∈ [0, 1] verifying α + β  1. In the case α + β = 1, this result
reduces to the Heinz–Kato inequality.
The aim of this note is to present extensions of the Schwarz inequality in the set up of Minkowski
spaces.Namely, a reverseHeinz–Kato–Furuta inequality valid for timelike vectors is obtained and some
related inequalities that hold with the reverse sign are derived.
2. Preliminaries
In this sectionwe recall some useful notions and give additional notation. LetMn denote the algebra
of n × n complex matrices. The J-adjoint of A ∈ Mn is the unique matrix A[∗] satisfying [A x, y]J =
[x, A[∗]y]J for all x, y ∈ Cn. It is obvious that A[∗] = JA∗J, because J is a Hermitian involution. A matrix
A ∈ Mn is said to be J-Hermitian if A = A[∗] and an invertible matrix U ∈ Mn such that U−1 = U[∗] is
said to be J-unitary. The spectrum of a J-Hermitian (J-unitary) matrix is symmetric with respect to the
real axis (unitary circle, respectively). For J-Hermitian matrices A, B ∈ Mn, let A J B be defined by[A x, x]J  [B x, x]J , x ∈ Cn. The eigenvalues of a J-Hermitian matrix A ∈ Mn such that In J A are all
real. Further, if In J A and all the eigenvalues of A are nonnegative, then the (J-Hermitian) α power
1894 N. Bebiano et al. / Linear Algebra and its Applications 437 (2012) 1892–1905
of A for 0 < α < 1 is given by the integral
Aα = sin(πα)
π
∫ +∞
0
ξα−1A (ξ In + A)−1 dξ
(see [20, Lemma 2.1]). The Löwner inequality of indefinite type due to Ando [1] and Sano [20] states
that if A, B are J-Hermitian matrices with nonnegative eigenvalues that satisfy In J A J B, then
In J Aα J Bα for 0  α  1.
One of the main tools in our proofs is the J-polar decomposition. Higham et al. [12] considered a
generalized polar decomposition with respect to an indefinite inner product, allowing singular matri-
ces to be included. For J the metric matrix of the Minkowski space, a J-generalized polar decomposition
of A ∈ Mn is a factorization of the form A = US, where U is a J-unitary matrix and S is a J-Hermitian
matrix with spectrum in {z ∈ C : Re(z) > 0} ∪ {0}. We notice that the Minkowski inner product
(2) is orthosymmetric [16], that is, the J-adjoint of any A ∈ Mn is involutive,
(
A[∗]
)[∗] = A. If A ad-
mits a J-polar decomposition, then A[∗]A has nonnegative real eigenvalues and S is a square root of
A[∗]A. This condition is necessary and sufficient for the existence of a J-polar decomposition when A
is nonsingular, and in the case of existence uniqueness occurs [12].
Throughout,we shall repeatedly use the following facts. If T ∈ Mn is a J-contraction, that is, [x, x]J 
[Tx, Tx]J for any x ∈ Cn, then all the eigenvalues of the product T [∗]T are nonnegative. Hence, the
J-Hermitian square root of T [∗]T is well defined and T admits a J-polar decomposition T = U|T|J ,
where U is a J-unitary matrix and |T|J = (T [∗]T) 12 is the so-called J-modulus of T [1].
3. Extensions of the reverse Schwarz inequality
3.1. A reverse determinant Hadamard theorem
LetM be a complex vector space endowed with the Minkowski metric J. The J-Gramian matrix of a
set of vectors x1, . . . , xn ∈ M is the squarematrix of order n  dim M defined by GJ = ([xi, xj]J)ni,j=1,
that is,
GJ = GJ(x1, . . . , xn) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
[x1, x1]J [x1, x2]J · · · [x1, xn]J
[x2, x1]J [x2, x2]J · · · [x2, xn]J
...
...
. . .
...
[xn, x1]J [xn, x2]J · · · [xn, xn]J
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
A subspace L ofM is said to be degenerate if there exists a nonzero vector s ∈ L, such that [s, t]J = 0 for
any t ∈ L. If a subspace L of a Minkowski space has a timelike vector, then L is nondegenerate. Indeed,
let us assume that there exists a nonzero isotropic vector s ∈ L. Without loss of generality, we may
assume that s = (1, 1, 0 . . . , 0). Let t = (t1, . . . , tm) ∈ L be J-orthogonal to s, dimM = m, so that[t, s]J = −t1 + t2 = 0. Then, [t, t]J = |t3|2 + · · · + |tm|2  0. Thus, if L is degenerate, then t is
non-timelike.
The following result contains an extension of the reverse Schwarz inequality (3) and a reverse
version of the well-known determinant Hadamard theorem (for a proof see, e.g., [8, pp. 21–24]).
Theorem 3.1. Let x1, . . . , xn ∈ M and x1 be timelike.
(i) If x1, . . . , xn are linearly independent, then
det GJ(x1, . . . , xn) < 0.
The inequality becomes equality if and only if x1, . . . , xn are linearly dependent vectors.
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(ii) If x1, . . . , xn are linearly independent and x1 is J-orthogonal to x2, . . . , xn, then
[x1, x1]J[x2, x2]J · · · [xn, xn]J  det GJ(x1, . . . , xk)det GJ(xk+1, . . . , xn)  det GJ(x1, . . . , xn)
for k = 1, . . . , n − 1, and equality holds if and only if x1, . . . , xn are mutually J-orthogonal vectors.
Proof. (i) Suppose that the vectors x1, . . . , xn are linearly independent. Since x1 is timelike, the vector
space spanned by x1, . . . , xn is nondegenerate and an indefinite inner product space with metric
matrix J = diag (−1, 1, . . . , 1). In this space, we may consider a J-orthonormal basis (ej)nj=1, that is,
[ei, ej]J = jδij, 1 = −1, 2 = · · · = n = 1, i, j = 1, . . . , n.
So we may write
xi =
n∑
j=1
aijej, i = 1, . . . , n,
where aij ∈ C. Thus, for A = (aij)ni,j=1 we have det GJ = det A det J det A∗ = −|det A|2 < 0, because
the change of basis matrix A is nonsingular.
If the vectors x1, . . . , xn are linearly dependent, then det GJ = 0, and conversely.
(ii) Suppose next that the timelike vector x1 is J-orthogonal to the vectors x2, . . . , xn, so that
det GJ(x2, . . . , xk) = det GJ(x1, . . . , xk)[x1, x1]J , k = 2, . . . , n. (4)
Since the space spanned by the linearly independent vectors x1, . . . , xn is nondegenerate, we may
assume that a J-orthonormal basis (ej)
n
j=1 has been introduced in that space such that e1 = x1‖x1‖J .
Moreover, [xi, x1]J = 0 for i = 2, . . . , n implies that
xi =
n∑
j=2
aijej, i = 2, . . . , n,
so that x2, . . . , xn are spacelike vectors and GJ(x2, . . . , xn) is a Hermitian matrix with positive main
diagonal entries. Since x1, . . . , xk are linearly independent vectors, it follows from (i) that
det GJ(x1, . . . , xk) < 0, k = 2, . . . , n,
and additionally [x1, x1]J < 0 holds, which implies by (4) the positivity of all the leading principal
minors of GJ(x2, . . . , xn). Therefore, GJ(x2, . . . , xn) is a positive definite matrix. Applying the Fischer
inequality (see, e.g, [13, p. 478]) to thematrixGJ(x2, . . . , xn) and thedeterminantHadamard inequality
to the submatrices GJ(x2, . . . , xk), GJ(xk+1, . . . , xn), we have
det GJ(x2, . . . , xn)  det GJ(x2, . . . , xk)det GJ(xk+1, . . . , xn)  [x2, x2]J · · · [xn, xn]J .
The second (and hence the first) inequality just obtained becomes equality if and only ifGJ(x2, . . . , xk)
andGJ(xk+1, . . . , xn) are diagonalmatrices, that is, x2, . . . , xn aremutually J-orthogonal vectors. Since[x1, x1]J < 0, it follows from (4) that
[x1, x1]J[x2, x2]J · · · [xn, xn]J  det GJ(x1, . . . , xk)det GJ(xk+1, . . . , xn)  det GJ
with the equality characterization as above. 
Remark 3.1. The requirement in Theorem 3.1 (ii) that x1 is J-orthogonal to x2, . . . , xn seems to be
very strong, but it is essential for the statement, as the case n = 2 shows.
3.2. A reverse mixed Schwarz inequality
Theorem 3.2 states a reverse weighted mixed Schwarz inequality. This inequality clearly recovers
(3) when T = In. To start, we prove the following auxiliary lemma.
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Lemma 3.1. Let T ∈ Mn be a J-contraction with J-polar decomposition T = U|T|J , where U ∈ Mn is
J-unitary. Then T [∗] is a J-contraction and(
TT [∗]
)s = U (T [∗]T)s U[∗] (5)
for 0  s  1.
Proof. We notice that (5) is trivially satisfied if s = 0. Since T is a J-contraction with J-polar decom-
position T = U|T|J , where U is J-unitary and |T|J = (T [∗]T) 12 , we find
TT [∗] = U T [∗]T U[∗] J UU[∗] = In, (6)
that is, (5) holds for s = 1 and T [∗] is a J-contraction too. Then the s powers of T [∗]T and TT [∗] are well
defined for 0 < s < 1, and obviously J-Hermitian. Using their integral representations and (6), we get
U
(
T [∗]T
)s
U[∗] = sin(πs)
π
∫ +∞
0
ξ s−1 U T [∗]T
(
ξ In + T [∗]T
)−1
U[∗]dξ
= sin(πs)
π
∫ +∞
0
ξ s−1 U T [∗]T U[∗]
(
ξU U[∗] + U T [∗]T U[∗]
)−1
dξ
= sin(πs)
π
∫ +∞
0
ξ s−1 TT [∗]
(
ξ In + TT [∗]
)−1
dξ =
(
TT [∗]
)s
,
because U−1 = U[∗]. 
Theorem 3.2. Let T ∈ Mn be a J-contraction and α ∈ [0, 1]. Then∣∣ [T x, y]J ∣∣2 
[
|T|2αJ x, x
]
J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
for any x, y ∈ Cn with x or y timelike.
Proof. Since T is a J-contraction, we can write T = U|T|J , where U is J-unitary and |T|J =
(
T [∗]T
) 1
2
.
We have In J T [∗]T , then In J
(
T [∗]T
)α = |T|2αJ . Assuming that x is a timelike vector, we get
0 > [x, x]J 
[
|T|2αJ x, x
]
J
=
[
U|T|αJ x,U|T|αJ x
]
J
and U|T|αJ x is also a timelike vector. By Lemma 3.1 we have
U|T|1−αJ U[∗] = U
(
T [∗]T
) 1−α
2
U[∗] =
(
TT [∗]
) 1−α
2 = ∣∣T [∗]∣∣1−αJ . (7)
If x1 = U|T|αJ x and x2 =
∣∣T [∗]∣∣1−αJ y, recalling (7) we obtain
[x1, x2]J =
[∣∣T [∗]∣∣1−αJ U|T|αJ x, y
]
J
= [U|T|Jx, y]J =
[
Tx, y
]
J
and analogously [x2, x1]J = [T [∗]y, x]J . Hence, the J-Gramian matrix of the vectors x1, x2 is
GJ(x1, x2) =
⎛
⎜⎝
[ |T|2αJ x, x]J
[
Tx, y
]
J[
T [∗]y, x
]
J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
⎞
⎟⎠ . (8)
By Theorem 3.1 (i) with n = 2, we may conclude that det GJ(x1, x2)  0 and the result follows.
Now, assume that y is timelike. Since T is a J-contraction, so it is T [∗] and In J TT [∗]. This implies
In J
(
TT [∗]
)1−α = ∣∣∣T [∗]∣∣∣2(1−α)
J
and
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0 > [y, y]J 
[
|T [∗]|2(1−α)J y, y
]
J
=
[
|T [∗]|1−αJ y, |T [∗]|1−αJ y
]
J
.
Thus, |T [∗]|1−αJ y is also timelike and the previous arguments hold, now interchanging the roles of x1
and x2 in the J-Gramian matrix and observing that det GJ(x2, x1) = det GJ(x1, x2). 
Remark 3.2. The discussion of occurrence of equality in the weighted Schwarz inequality may be
easily done, observing that it canbewritten in the equivalent formdet GJ(x1, x2) = 0 for the J-Gramian
matrix given by (8). For α = 0 equality occurs if and only if x and T [∗]y are linearly dependent. For
α = 1 equality occurs if and only if Tx and y are linearly dependent. For 0 < α < 1 equality occurs
if and only if x1 = U|T|αJ x, x2 =
∣∣T [∗]∣∣1−αJ y are linearly dependent, or equivalently, the relations
|T|2αJ x = k T [∗]y and Tx = k
∣∣T [∗]∣∣2(1−α)J y hold for a certain complex number k. In fact, x1 = kx2
implies
|T|2αJ x = |T|αJ U[∗]x1 = k|T|αJ U[∗]x2 = k|T|αJ U[∗]
∣∣T [∗]∣∣1−αJ y = k|T|JU[∗]y = k T [∗]y,
and
Tx = U|T|Jx = U|T|1−αJ U[∗]x1 = k|T [∗]|1−αJ x2 = k|T [∗]|2(1−α)J y.
The converse is trivially satisfied. Indeed, if the previous two identities are used in (8), then
det GJ(x1, x2) = 0, which implies by Theorem 3.1 (i) that x1 and x2 are linearly dependent vectors.
A reverse mixed Schwarz inequality is obtained from Theorem 3.2 when α = 1
2
.
Corollary 3.1. If T ∈ Mn is a J-contraction, then∣∣[T x, y]J ∣∣2  [|T|J x, x]J
[∣∣T [∗]∣∣J y, y
]
J
(9)
for any x, y ∈ Cn with x or y timelike. The equality holds in (9) if and only if |T|J x = k T [∗]y and
Tx = k ∣∣T [∗]∣∣J y for a certain complex number k.
The inequality that differs from (9) by considering |T|J in the place of ∣∣T [∗]∣∣J is weaker than (9) as
the next corollary shows.
Corollary 3.2. Let T ∈ Mn be a J-contraction. Then the following statements are equivalent:
(i)
∣∣[T x, y]J ∣∣2  [|T|J x, x]J
[|T|J y, y]J for any timelike vectors x, y ∈ Cn;
(ii)
[|T|J y, y]J 
[|T [∗]|J y, y]J for any timelike vector y ∈ Cn.
Proof. Since T is a J-contraction, we may write T = U|T|J , where U is J-unitary. Let x = U[∗]y in (i).
Then ∣∣[U|T|JU[∗]y, y]J ∣∣2  [U|T|JU[∗]y, y]J
[|T|J y, y]J .
Since U|T|JU[∗] = ∣∣T [∗]∣∣J J In holds and y is timelike, we have
[|T [∗]|J y, y]J < 0 and (ii) is so
obtained. Conversely, using the inequality (9) of the previous corollary and (ii), we easily find (i). 
4. A reverse Heinz–Kato–Furuta inequality
Next, we obtain a reverse Heinz–Kato–Furuta inequality valid for timelike vectors.
Theorem 4.1. Let A, B ∈ Mn be J-Hermitian matrices and α, β ∈ [0, 1] such that α + β  1. If T ∈ Mn
is such that In J A2 J T [∗]T and In J B2 J TT [∗], then
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∣∣∣∣
[
T |T|α+β−1J x, y
]
J
∣∣∣∣  ∥∥Aαx∥∥J
∥∥Bβy∥∥J (10)
for any timelike vectors x, y ∈ Cn.
Proof. Since A, B ∈ Mn are J-Hermitian matrices, satisfying In J A2 = A[∗]A J T [∗]T and In J
B2 = B[∗]B J TT [∗], then A, B are J-contractions. Thus, the eigenvalues of A2, B2, T [∗]T, TT [∗] are
nonnegative and by the Löwner inequality of indefinite type with exponents α, β ∈ [0, 1] we get
In J A2α J
(
T [∗]T
)α
and In J B2β J
(
TT [∗]
)β
, respectively. Hence
0 > [x, x]J 
[
A2αx, x
]
J

[(
T [∗]T
)α
x, x
]
J
=
[
|T|αJ x, |T|αJ x
]
J
, (11)
0 > [y, y]J 
[
B2βy, y
]
J

[(
TT [∗]
)β
y, y
]
J
, (12)
because x, y are both timelike vectors. Under the hypothesis, we may write T = U|T|J , where U is
J-unitary and |T|J =
(
T [∗]T
) 1
2
. From (11) we find that |T|αJ x is a timelike vector, and by the reverse
Schwarz inequality we get
∣∣∣∣
[
T |T|α+β−1J x, y
]
J
∣∣∣∣
2
=
∣∣∣∣
[
U|T|α+βJ x, y
]
J
∣∣∣∣
2
=
∣∣∣∣
[
|T|αJ x, |T|βJ U[∗] y
]
J
∣∣∣∣
2

[
|T|αJ x, |T|αJ x
]
J
[
|T|βJ U[∗] y, |T|βJ U[∗] y
]
J
(13)
=
[
|T|2αJ x, x
]
J
[
U|T|2βJ U[∗] y, y
]
J
.
By Lemma 3.1 we have U|T|2βJ U[∗] = U
(
T [∗]T
)β
U[∗] =
(
TT [∗]
)β
. Recalling (11) and (12), we obtain
[
|T|2αJ x, x
]
J
[
U|T|2βJ U[∗] y, y
]
J
=
[(
T [∗]T
)α
x, x
]
J
[(
TT [∗]
)β
y, y
]
J
 [A2αx, x]J
[
B2βy, y
]
J (14)
= [Aαx, Aαx]J
[
Bβy, Bβy
]
J
= ∥∥Aα x∥∥2J
∥∥Bβ y∥∥2J ,
and the proof is complete. 
We remark that the condition α +β  1 in Theorem 4.1 is unnecessary if T is an invertible matrix.
Remark 4.1. The equality in the reverse Heinz–Kato–Furuta inequality occurs if and only if the in-
equalities (13) and (14) hold as equalities. We remark that the first equality occurs if and only if∣∣∣∣∣∣∣
[ |T|2αJ x, x]J
[
T|T|α+β−1J x, y
]
J[
|T|α+β−1J T [∗]y, x
]
J
[∣∣T [∗]∣∣2βJ y, y
]
J
∣∣∣∣∣∣∣ = 0,
that is,
|T|2αJ x = k1 |T|α+β−1J T [∗]y and T|T|α+β−1J x = k1
∣∣T [∗]∣∣2βJ y
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for some complex number k1. Moreover, the equality in (14) holds if and only if∣∣∣∣∣∣∣
[
A2αx, x
]
J
[∣∣T [∗]∣∣2βJ y, y
]
J[ |T|2αJ x, x]J
[
B2βy, y
]
J
∣∣∣∣∣∣∣ = 0,
or equivalently, A2αx = k2 |T|2αJ x and
∣∣T [∗]∣∣2βJ y = k2 B2βy for some complex number k2. Hence, the
occurrence of equality in the reverse Heinz–Kato–Furuta inequality forα, β > 0 implies the existence
of a complex number k such that
A2αx = k |T|α+β−1J T [∗]y and T|T|α+β−1J x = k B2βy
hold together. The converse is also satisfied, as it can be clearly seen when considering the previous
identities in (10).
Considering α + β = 1 in Theorem 4.1, the following reverse Heinz–Kato inequality is readily
derived.
Corollary 4.1. Let A, B, T as in Theorem 3.2 and α ∈ [0, 1]. Then∣∣[T x, y]J ∣∣  ∥∥Aαx∥∥J
∥∥B1−αy∥∥J
for any timelike vectors x, y ∈ Cn.
5. Further related inequalities
Let f be a real valued continuous function defined on an open (finite or infinite) real interval I .
Such function f is said to be operator monotone if A  B implies f (A)  f (B), whenever I contains the
spectra of A, B ∈ Mn for any n ∈ N. If f is analytic in I and A ∈ Mn is a J-Hermitian matrix with real
eigenvalues in I , then f (A) is defined by the Dunford–Riesz integral
f (A) = 1
2π i
∫

f (ξ)(ξ In − A)−1dξ,
where  is a closed rectifiable contour in the domain of analytic continuation of f , surrounding pos-
itively the spectrum of A, and f (A) is J-Hermitian. Using the above integral representation, we easily
find that
Uf (A)U[∗] = f
(
UA U[∗]
)
(15)
for any J-unitary matrix U ∈ Mn.
Lemma 5.1. Let f be a real valued continuous function defined on (0,+∞). If T ∈ Mn is an invertible
J-contraction with J-polar decomposition T = U|T|J, where U is a J-unitary matrix, then
Uf
(
T [∗]T
)
U[∗] = f
(
TT [∗]
)
.
Proof. If T ∈ Mn is an invertible J-contraction, then all the eigenvalues of T [∗]T are in (0,+∞).
Applying (15) to the J-Hermitian matrix A = T [∗]T the result follows, because U is J-unitary and
U T [∗]T U[∗] = TT [∗]. 
A continuous function f is said to be semi-operator monotone on (a, b) if
(
f
(
t1/2
))2
is operator
monotone on (a2, b2). The class of all semi-operator monotone functions strictly contains the class of
all operator monotone functions.
The following result of Ando [1]will be used in the proof of the extension of the Heinz–Kato–Furuta
inequality in Theorem 5.1 (cf. [19] for the definite case).
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Lemma 5.2. Let A, B ∈ Mn be J-Hermitian matrices with eigenvalues in an open real interval I . Then
A J B implies f (A) J f (B) for any operator monotone function f defined on I .
Theorem 5.1. Let A, B ∈ Mn be J-Hermitian matrices with positive eigenvalues. Let fi be semi-operator
monotone functions on (0,+∞) satisfying In J fi(In), i = 1, 2. For T ∈ Mn invertible, with J-polar
decomposition T = U|T|J , and assuming moreover that In  A2 J T [∗]T, In  B2 J TT [∗], then∣∣∣[Uf2(|T|J) f1(|T|J) x, y]J
∣∣∣  ∥∥f1(A) x∥∥J
∥∥f2(B) y∥∥J
for any timelike vectors x, y ∈ Cn.
Proof. By hypothesis, the functions fi are semi-operator monotone on (0,+∞), i = 1, 2. Since In J
A2 J T [∗]T and In J B2 J TT [∗], by Lemma 5.2 and then recalling that In J fi(In), i = 1, 2, we
obtain
In J (f1(In))2 J (f1(A))2 J
(
f1
(|T|J))2,
In J (f2(In))2 J (f2(B))2 J
(
f2
(∣∣T [∗]∣∣J
))2
.
Since T = U|T|J , where U is a J-unitary matrix, the previous chains of inequalities yield
0 > [x, x] 
[(
f1
(|T|J) )2x, x
]
=
[
Uf1
(|T|J) x,Uf1 (|T|J) x
]
,
0 > [y, y] 
[ (
f2
(∣∣T [∗]∣∣J
))2
y, y
]
=
[
f2
(∣∣T [∗]∣∣J
)
y, f2
(∣∣T [∗]∣∣J
)
y
]
,
because x, y are timelike. Then Uf1
(|T|J) x is a timelike vector. By Lemma 5.1 with f (t) = f2
(
t1/2
)
,
t > 0, we find
Uf2
(|T|J)U[∗] = f2
(∣∣T [∗]∣∣J
)
,
which is a J-Hermitian matrix. Thus, by the reverse Schwarz inequality we successively get
∣∣∣ [Uf2(|T|J) f1(|T|J) x, y]J
∣∣∣2 = ∣∣∣[f2
(∣∣T [∗]∣∣J
)
Uf1
(|T|J) x, y]J
∣∣∣2
=
∣∣∣∣
[
Uf1
(|T|J) x, f2
(∣∣T [∗]∣∣J
)
y
]
J
∣∣∣∣
2

[
Uf1
(|T|J)x,Uf1(|T|J))x
]
J
[
f2
(∣∣T [∗]∣∣J
)
y, f2
(∣∣T [∗]∣∣J
)
y
]
J
=
[(
f1
(|T|J))2 x, x
]
J
[(
f2
(∣∣T [∗]∣∣J
))2
y, y
]
J

[
(f1(A))
2 x, x
]
J
[
(f2(B))
2 y y
]
J
= ∥∥f1(A) x∥∥2J
∥∥f2(B) y∥∥2J
for any timelike vectors x, y ∈ Cn. 
The next result is a direct extension of the reverse Heinz–Kato inequality for normalized semi-
operator monotone functions f , that is, satisfying the additional condition f (1) = 1. We recall that a
strictly positive continuous operator monotone function f on (0,+∞) is operator monotone if and
only if the function g(t) = t/f (t) is operator monotone on (0,+∞) [9, Corollary 2.6].
Corollary 5.1. Let A, B ∈ Mn be J-Hermitian matrices with positive eigenvalues. Let f be a normalized
semi-operator monotone function on (0,+∞). If T ∈ Mn is invertible, satisfying In J A2 J T [∗]T and
In J B2 J TT [∗], then∣∣[Tx, y]J ∣∣  ‖f (A) x‖J ‖g(B) y‖J
for any timelike vectors x, y ∈ Cn, where g(t) = t/f (t), t > 0.
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Proof. If f is a normalized semi-operatormonotone function on (0,+∞), then
(
f
(
t1/2
))2
is operator
monotone on (0,+∞) if and only if
(
g
(
t1/2
))2 = t/ (f (t1/2))2 is operator monotone on (0,+∞).
Hence, the function g defined by g(t) = t/f (t), t > 0, is also a normalized semi-operator monotone
function on (0,+∞). In this case, we have Ug (|T|J) f (|T|J) = U|T|J = T , and so the result easily
follows from Theorem 5.1 with f1 = f and f2 = g. 
Example. Let α ∈ [0, 1]. Consider the functions defined by
fα(t) =
(
2t
1 + t
)α (1 + t
2
)1−α
, t > 0,
which are normalized operator monotone functions on (0,+∞), satisfying the symmetric condition
fα(t) = tfα(t−1), t > 0 (see [10, Proposition3, Remark4]). ForA, B, T under thehypothesis of Corollary
5.1, we obtain
∣∣[Tx, y]J ∣∣ 
∥∥∥Aα(In + A)1−2α x
∥∥∥
J
∥∥B1−α(In + B)2α−1 y∥∥J
for all timelike vectors x, y ∈ Cn.
For J-Hermitian matrices A, B with positive eigenvalues, let A 	J B denote the J-chaotic order
defined as Log A J Log B, where Log is the principal branch of the logarithm function. Since Log t is
an operator monotone function on (0,+∞), the J-chaotic order is weaker than the J-Löwner order
A J B. The following characterization of the J-chaotic order [3,21] will be used in the proof of
Theorem 5.2.
Lemma 5.3. Let A, B ∈ Mn be J-Hermitian matrices with positive eigenvalues satisfying In J A, In J B.
Then A 	J B if and only if
(
B
r
2 A
p
2 B
r
2
) 2r
p+2r J Br
for all p > 0 and r  0.
Theorem 5.2. Let A, B ∈ Mn be invertible J-Hermitian matrices, In J A, In J B and α, β ∈ [0, 1]. If
T ∈ Mn is an invertible J-contraction such that A2 	J T [∗]T and B2 	J TT [∗], then
∣∣∣ [T |T|αr+βs−1J x, y
]
J
∣∣∣  ∥∥∥(|T|rJ Ap |T|rJ )
αr
p+2r x
∥∥∥
J
∥∥∥∥∥
(
|T [∗]|sJ Bq |T [∗]|sJ
) βs
q+2s
y
∥∥∥∥∥
J
for any timelike vectors x, y ∈ Cn, p, q > 0 and r, s  0.
Proof. It follows from the hypothesis that In J A2, In J |T|2J and In J B2, In J
∣∣∣T [∗]∣∣∣2
J
. Since A is
invertible and In J A2, then all the eigenvalues of A2 are positive and analogously for B2, |T|2J ,
∣∣∣T [∗]∣∣∣2
J
.
On the other hand,
In J
(
|T|rJ Ap |T|rJ
) 2r
p+2r
and In J
(
|T [∗]|rJ Bq |T|sJ
) 2s
q+2s
hold for p, q > 0 and r, s  0. Having inmind that A2 	J |T|2J and B2 	J
∣∣∣T [∗]∣∣∣2
J
, using Lemma 5.3 for
p > 0, r  0 and q > 0, s  0, then applying the Löwner inequality of indefinite type with exponents
α, β ∈ [0, 1] to the so-obtained inequalities, we have
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In J
(
|T|rJ Ap |T|rJ
) 2αr
p+2r J |T|2αrJ , In J
(
|T [∗]|rJ Bq |T|sJ
) 2βs
q+2s J
∣∣∣T [∗]∣∣∣2βs
J
(16)
for all p, q > 0 and r, s  0, respectively. Since In J |T|2αrJ , we find that |T|αrJ x is a timelike vector,
because x is timelike. By the reverse Schwarz inequality, considering T = U|T|J , where U is a J-unitary
matrix, we get
∣∣∣∣
[
T |T|αr+βs−1J x, y
]
J
∣∣∣∣
2
=
∣∣∣∣
[
|T|αr+βsJ x,U[∗]y
]
J
∣∣∣∣
2
=
∣∣∣∣
[
|T|αrJ x, |T|βsJ U[∗] y
]
J
∣∣∣∣
2

[
|T|αrJ x, |T|αrJ x
]
J
[
|T|βsJ U[∗] y, |T|βsJ U[∗] y
]
J
=
[
|T|2αrJ x, x
]
J
[∣∣T [∗]∣∣2βsJ y, y
]
J
.
The last equality is a consequence of Lemma 5.1 with f (t) = tβs, t > 0, because
U|T|2βsJ U[∗] = U
(
T [∗]T
)βs
U[∗] =
(
TT [∗]
)βs = ∣∣∣T [∗]∣∣∣2βs
J
.
Henceforth, from (16) the result easily follows. 
The following lemma is a variant of the Furuta inequality of indefinite type (see [2]).
Lemma 5.4. Let A, B ∈ Mn be J-Hermitian with nonnegative eigenvalues, In J A, In J B and δ > 0
fixed. Then Aδ J Bδ if and only if
(
B
r
2 A
p
2 B
r
2
)2 δ+r
p+2r J Bδ+r
for all p > 0 and r  0.
By analogous arguments to those used in the the proof of Theorem 5.3, but replacing Lemma 5.3
by Lemma 5.4, the next extension of the reverse Heinz–Kato–Furuta inequality may be obtained.
For δ = 1 Theorem 5.3 is the reverse analogue of an inequality obtained in [7] for Hilbert space
operators.
Theorem 5.3. Let A, B ∈ Mn be J-Hermitian matrices, δ > 0 fixed and α, β ∈ [0, 1]. If T ∈ Mn satisfies
In J A2δ J (T [∗]T)δ and In J B2δ J (TT [∗])δ , then∣∣∣ [T|T|αr+βs−1+(α+β)δJ x, y
]
J
∣∣∣ 
∥∥∥∥∥
(
|T|rJ Ap |T|rJ
)α δ+r
p+2r
x
∥∥∥∥∥
J
∥∥∥∥∥
(
|T [∗]|sJ Bq |T [∗]|sJ
)β δ+s
q+2s
y
∥∥∥∥∥
J
for any timelike vectors x, y ∈ Cn, p, q > 0 and r, s  0 such that α(r + δ) + β(s + δ)  1.
If A, B, T and α, β are as in Theorem 5.3, taking δ = 1 and r = s = 0 we get
∣∣∣[T|T|α+β−1J x, y]J
∣∣∣  ∥∥Aαx∥∥J
∥∥Bβy∥∥J
for any timelike vectors x, y ∈ Cn and α + β  1, that is, Theorem 4.1 is so obtained.
On the other hand, bearing in mind that
Log A = lim
δ→0+
Aδ − In
δ
,
Theorem 5.2 can be seen as the case δ → 0+ of Theorem 5.3.
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6. Bernstein type inequality in Minkowski spaces
Theorem 6.1. Let T ∈ Mn be a J-contraction and α ∈ [0, 1]. Then
∣∣[T x, y]J ∣∣2 +
∣∣[|T|2αJ x, z]J
∣∣2
[ |T|2αJ z, z]J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
 [|T|2αJ x, x]J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
for any vectors x, y, z ∈ Cn with y timelike, |T|αJ z nonisotropic and [T z, y]J = 0.
Proof. Since y is timelike, by Theorem 3.2 we may conclude that
∣∣[T v, y]J ∣∣2  [|T|2αJ v, v]J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
(17)
for any v ∈ Cn and α ∈ [0, 1]. Let c = [|T|2αz, z]J and v = x − 1c
[|T|2αx, z]J z. It is easy to see that[|T|2αv, z]J = 0, and then having in mind (17) we get
[|T|2αJ x, x]J
[∣∣T [∗]∣∣2(1−α)J y, y
]
J
=
([|T|2αJ v, v]J + 1c
∣∣[|T|2αJ x, z]J
∣∣2) [∣∣T [∗]∣∣2(1−α)J y, y
]
J

∣∣[T v, y]J ∣∣2 + 1c
∣∣∣[|T|2αJ x, z]J
∣∣∣2 [∣∣T [∗]∣∣2(1−α)J y, y
]
J
.
Moreover, [Tv, y]J = [Tx, y]J , because [Tz, y]J = 0 and the result follows. 
Remark 6.1. For 0 < α < 1 the equality in the above inequality occurs if and only
|T|2αJ
⎛
⎝x −
[|T|2αx, z]J[|T|2αz, z]J
z
⎞
⎠ = k T [∗]y and T
⎛
⎝x −
[|T|2αx, z]J[|T|2αz, z]J
z
⎞
⎠ = k∣∣T [∗]∣∣2(1−α)J y (18)
for some complex number k by Remark 3.2. For α = 0 and α = 1 the occurrence of equality in
Theorem 6.1 is characterized, respectively, by the first and second relations in (18).
Remark 6.2. If |T|αJ z is a spacelike vector, then
[|T|2αJ z, z]J > 0 and Theorem 6.1 sharpens the reverse
weighted mixed Schwarz inequality presented in Theorem 3.2. In this case, it is possible to present an
alternative proof of Theorem 6.1, using Theorem 3.1 (i) with x1 = ∣∣T [∗]∣∣1−αJ y, x2 = U|T|αJ z and x3 =
U|T|αJ x for T with J-polar decomposition U|T|J , in which case [x1, x2]J = 0 holds by the assumptions
of the theorem.
We say that λ is a J-normal eigenvalue of T if there exists a non-zero vector u, such that Tu = λu
and T [∗]u = λ¯u. The vector e ∈ Cn is a unit vector if either [e, e]J = 1 or [e, e]J = −1.
The next corollary is a Bernstein type inequality (cf. [15]) for a J-contraction T .
Corollary 6.1. Let T ∈ Mn be a J-contraction, which has a J-normal eigenvalue λ associated with a unit
eigenvector e. Then
|λ|2 |[x, e]J |2 
∣∣∣[T x, T [∗]y]J
∣∣∣2∥∥T [∗]y∥∥2J
− ∥∥Tx∥∥2J (19)
for any timelikevectors x, y ∈ Cn such that [e, y]J = 0. Theequalityholds in (19) if andonly if Tx−λ [x, e]J e
and T [∗]y are linearly dependent.
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Proof. Since e is a J-normal eigenvector of T associated with λ, we have [Tx, e]J = [x, λ¯e]J = λ[x, e]J
and
[
Te, y
]
J = λ[e, y]J = 0. Hence, considering α = 0, z = e and replacing x by Tx in Theorem 6.1,
we get
∣∣[T Tx, y]J ∣∣2 +
∣∣λ [x, e]J ∣∣2
[e, e]J
[
T [∗]y, T [∗]y
]
J
 [Tx, Tx]J
[
T [∗]y, T [∗]y
]
J
.
Since y is timelike and [e, y]J = 0, then the unit vector e is spacelike, that is, [e, e]J = 1. On the
other hand, if x, y are timelike, then Tx, T [∗]y are also timelike, because T, T [∗] are both J-contractions.
Therefore, the previous inequality is equivalent to
∣∣[Tx, T [∗]y]J
∣∣2 − |λ|2∣∣[x, e]J ∣∣2 ∥∥T [∗]y∥∥2J 
∥∥Tx∥∥2J
∥∥T [∗]y∥∥2J
and we obtain (19). The characterization of equality in (19) is immediate from the Remark 6.2 when
α = 0, z = e and x is replaced by Tx. 
7. Sharpened reverse Heinz–Kato–Furuta inequality
Further improvements of the classical Heinz–Kato–Furuta inequality were obtained in [4,5]. Next,
we derive inequalities which sharpen the reverse Heinz–Kato–Furuta and Heinz–Kato inequalities
presented in Theorem 4.1 and Corollary 4.1, respectively.
Theorem 7.1. Let A, B ∈ Mn be J-Hermitian matrices and α, β ∈ [0, 1] such that α + β  1. If T ∈ Mn
is such that In J A2 J T [∗]T and In J B2 J TT [∗], then
∣∣[T|T|α+β−1 x, y]J
∣∣2 − ∣∣[|T|2αJ x, z]J
∣∣2
∥∥∣∣T [∗]∣∣βJ y
∥∥2
J∥∥|T|αJ z∥∥2J

∥∥Aαx∥∥2J
∥∥Bβy∥∥2J
for any x, y, z ∈ Cn with x, y timelike, |T|αJ z spacelike and
[
T|T|α+β−1 z, y]J = 0.
Proof. By the indefinite Löwner inequality we get In J A2α J
(
T [∗]T
)α
and In J B2β J
(
TT [∗]
)β
.
Hence Aαx, Bβy, |T|αJ x ,
∣∣T [∗]∣∣βJ y are all timelike vectors, because x, y are assumed timelike, and
∥∥|T|αJ x
∥∥2
J
∥∥∣∣T [∗]∣∣βJ y
∥∥2
J =
[|T|2αJ x, x]J
[∣∣T [∗]∣∣2βJ y, y
]
J
 [A2αx, x]J
[
B2βy, y
]
J =
∥∥Aαx∥∥2J
∥∥Bβy∥∥2J .
(20)
Let T = U|T|J , where U is J-unitary. Wemay use Theorem 3.1 (i) with x1 = ∣∣T [∗]∣∣βJ y, x2 = U|T|αJ z and
x3 = U|T|αJ x. In fact, x1 is timelike. Further, we have [x3, x1]J =
[
T|T|α+β−1 x, y
]
J
and by hypothesis
[x2, x1]J = [T|T|α+β−1 z, y]J = 0. Hence, for the determinant of the J-Gramian matrix GJ(x1, x2, x3)
we have∣∣∣∣∣∣∣∣∣
−∥∥∣∣T [∗]∣∣βJ y
∥∥2
J 0 [y, T|T|α+β−1 x]J
0
∥∥|T|αJ z
∥∥2
J
[
z, |T|2αJ x
]
J
[T|T|α+β−1 x, y]J [|T|2αJ x, z]J −
∥∥|T|αJ x
∥∥2
J
∣∣∣∣∣∣∣∣∣
 0,
or equivalently
∣∣[T|T|α+β−1x, y]J
∣∣2 ∥∥|T|αJ z
∥∥2
J −
∣∣[|T|2αJ x, z]J
∣∣2 ∥∥∣∣T [∗]∣∣βJ y
∥∥2
J 
∥∥|T|αJ x
∥∥2
J
∥∥∣∣T [∗]∣∣βJ y
∥∥2
J
∥∥|T|αJ z
∥∥2
J ,
and by (20), the proof is complete. 
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Corollary 7.1. Let A, B, T be as in Theorem 7.1 and α ∈ [0, 1]. Then
∣∣[Tx, y]J ∣∣2 − ∣∣[|T|2αJ x, z]J
∣∣2
∥∥∣∣T [∗]∣∣1−αJ y
∥∥2
J∥∥|T|αJ z∥∥2J

∥∥Aαx∥∥2J
∥∥B1−αy∥∥2J
for any x, y, z ∈ Cn with x, y timelike vectors, |T|αJ z spacelike and [Tz, y]J = 0.
Proof. Let α + β = 1 in Theorem 7.1. 
Sharpened versions of the inequalities presented in Section 5 may also be obtained. If A, B, T and
fi, i = 1, 2 are under the assumptions of Theorem 5.1, then following analogous arguments to those
used in the proof of Theorem 7.1, now considering x1 = f2(∣∣T [∗]∣∣J
)
y, x2 = Uf1(|T|J) z, x3 = Uf1(|T|J) x,
we may prove that
∣∣∣[Uf2(|T|J) f1(|T|J) x, y]J
∣∣∣2 − ∣∣[(f1(|T|J))2 x, z]J
∣∣2
∥∥∣∣f2(T [∗]∣∣J
)
y
∥∥2
J∥∥f1(|T|J) z∥∥2J

∥∥f1(A) x∥∥2J
∥∥f2(B) y∥∥2J
for any x, y, z ∈ Cn with x, y timelike, f1(|T|J) z spacelike and [Uf2(|T|J) f1(|T|J) z, y]J = 0. In a similar
way, inequalities that sharpen those in Corollary 5.1, Theorems 5.2 and 5.3 can be derived.
Finally, it would be interesting to investigate wether the inequalities presented in this note hold for
matrices T not necessarily in the class of J-contractions.
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