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Abstract 
    
This thesis aims to provide an approach to real estate residential modeling and forecasting 
covering property types’ correlation, time series attributes within a region or a city, and socio-
economic attributes of preferred real estate locations. The thesis covers residential estate markets 
and concentrates on property types, while previous studies that have considered country wide 
house price indices. There is a gap identified in the literature in the need to study correlations 
between property types within a region or a city and whether they will provide diversification 
benefits for real estate investors such as risk reduction per unit of returns. The thesis concentrates 
on property type seasonality in addition to modeling time series attributes within a region or city 
instead of real estate index seasonality. This thesis the first to combine modern information 
systems techniques such as geographic information systems (GIS) with socio-economic factors 
to help understanding causal relationships that can be used to forecast real estate prices. The 
results show that it is more achievable to forecast real estate prices within a city than for the real 
estate market of the entire country. The GIS and socio-economic modeling results show that 
higher property prices are awarded to real estate with more green spaces, residents with higher 
disposable incomes, lower council tax bands, fewer tax benefits claimants, and better health 
services. Previous studies have examined real estate price indices at the macro level (the general, 
all real estate house price indices). There has not been a study that examines real estate price 
forecasts by property types within a city. The contribution of this thesis is its focus on time series 
analysis as well as causal modeling within a city with the objective of providing a better 
understanding of the dynamics of real estate price changes. 
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                                               Chapter 1: Introduction 
 
1.0  Background 
Real estate forecasting has become an integral part of the larger process of business planning and 
strategic management real estate sector. Investors in real estate such as pension funds, insurance 
companies and real estate funds will make allocations, which they may maintain for some time, 
are looking to forecast future asset performance across real estate sectors and locations. Investors 
need to know where rents, yields and prices will be within a predetermined time frame. Investors 
with loan portfolios, including those secured on real estate, demand objectivity and transparency 
in the analysis of future trends. Scenario analysis concerning future rent and cash flows is also 
important. Real estate forecasting is the natural progression in real estate as more data become 
available for a larger number of markets especially with the extra details provided by Geographic 
Information Systems (GIS) on relevant real estate valuations factors such as locations, 
transportation, and infrastructure. 
Worthington and Higgs, 2003 studied the correlation between UK regional property markets 
from the period 1976-2001 by using the quarterly property indices of Nationwide Building 
Society. They suggested that reduction in risk was limited because assets in a portfolio showed 
high positive correlations. Worthington and Higgs, 2003 outlined the fact that using the concept 
of diversification in portfolio theory, accurate forecasts of regional prices can be made. They 
suggested that forecasting techniques in regional property markets should consider both 
exogenous and endogenous variables. Worthington and Higgs, 2003 study did not consider the 
correlation or the effect of diversification within the property types that are found within a region 
or a city.  
Mehmedović et.al, 2010 tried to identify what factors govern the first time buyers’ investment 
decision. Their work was mostly related to the qualitative aspects of decision making. In their 
conclusion they highlighted the need for additional quantitative analysis methods such as 
correlation and regression analysis. 
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Brown, 1997 suggested that investment in real estate is a heterogeneous type of investment. 
Although market factors are important for the ups and downs in the market, forecasting returns 
are also dependent on many other factors such as type of tenant, age of property, location, socio-
economic parameters and the neighborhood regarded status. Although Brown, 1997 considered 
the importance of socio-economic factors, he did not address these factors in detail or how they 
can be used in a quantitative manner. 
 
Wilson and Okunev, 2001 studied the combination of forecasts for property markets in the USA, 
UK and Australia. They found out that pooling the forecast resulted in better out of sample 
results. Similar results were obtained by Diebold, 1989 who found that pooling forecasts from 
different models tends to yield better outcomes for shorter term forecasts than for component 
models. 
 
Vishwakarma, 2013 studied the Canadian real estate price index using the Autoregressive 
Integrated Moving Average (ARIMA) family of models. He compared his results with more 
econometric advanced models than ARIMA, such as vector autoregression, co-integration and 
error corrections models. He found that ARIMA models are more efficient than more complex 
models. Crawford and Fratantoni, 2003 used ARIMA, GARCH, and regime switching models to 
forecast the real estate market in various parts of the US. They used state-level repeat 
transactions data for California, Florida, Massachusetts, Ohio, and Texas. The study found that 
ARIMA models are generally more suitable for out-of-sample point forecasts. Stevenson, 2007 
applied the Ordinary Least Squares (OLS), ARIMA, and Vector Autoregressive (VAR) models 
for forecasting housing supply in the Irish market, using quarterly data from 1978 through 2003. 
He found that the ARIMA model had better forecasting ability than the others for the period 
1998–2001. 
 
The above studies have concentrated mainly on univariate time series. Another approach to real 
estate forecasting is to consider causal relationships. Feldstein, 1992 and Kearl, 1979 studied the 
relationship between inflation and house demand. They found that higher inflation leads to 
decreased demand for housing. However, Quan and Titman, 1999 obtained results indicating that 
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inflation may increase demand for housing because housing is seen as a hedge against inflation. 
Paul and McNamara, 1997 found that forecasts in rental growth are important in forecasting 
prices in real estate market. Breedon and Joyce, 1993 analyzed the relationship between real 
estate prices, earnings, disposable income, demographic factors, the rate of repossessions by 
lenders, and dwellings stocks. Using quarterly data, they concluded that real estate prices are 
directly linked to real personal disposable income and demography. They also concluded that 
investment in residential units is also linked to mortgage lending with real estate prices rising 
when mortgages become easier to obtain. 
 
Cheng and Han, 2013 used population forecasting in the city of Shanghai, China to explain price 
change in real estate. They found that the effect of long-term population growth on real estate 
prices is limited. They identified a positive correlation between real estate requirements and 
population volatility. Miller and Sklarz, 1986 concluded that forecasting in housing market 
analysis is both an art and a science. The art consists of reliable economic factors which capture 
the true behaviour of the market, and the science of sound statistical modeling approaches. 
Sklarz, 1986 reported that medium to longer term real estate price drivers were employment, 
income, supply constraints and interest rates. The study concluded that accuracy of forecasting 
depends on choosing the right market indicators apart from house price. 
 
Miller and Sklarz, 1986 studied price seasonality for the house price index price changes for each 
year between 1987-2007, and found that the real rates of return during spring and summer 
months are not the same and there by mentioned that there existed a seasonality in house price. 
 
There are two important facts with respect to the movement of house prices, first is that house 
price changes are highly persistent from one period to the next (Case and Shiller, 1990; Meese 
and Wallace, 1991; Glaeser and Gyourko, 2006), and the second is that the housing market is 
prone to high rate of return periods followed by extremely low or negative return periods 
(Muellbauer and Murphy, 1997; Glaeser and Gyourko, 2006). Malpezzi, 1999 and Gallin, 2006 
suggested that short to medium term forecasts can suffer from boom and bust, seasonality and 
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short term volatility while in the long term there should be an equilibrium relationship between 
the fundamentals of real estate and its value.  
 
The novelty of the forecasting model presented in the thesis is in its integrated approach to 
forecasting real estate price changes. The approach combines established time series techniques 
such as the autoregressive integrated moving average models, causal explanatory models using 
socio-economic data with geographic information system (GIS). The thesis is the first to provide 
a framework that ties social and economic variables to the price of real estate property types 
within a city. There has not been a study that used GIS to map causal relationships between real 
estate prices and explanatory variables such as higher income, council tax claimants, good health 
and green space. The thesis contributes to the existing literature by providing a comprehensive 
framework for the study of the changes in real estate prices. The approach is comprehensive in 
the sense that, it provides flexibility with the use of available data; since there is always an 
alternative methodology in case if data of certain model is not available, for example; if time 
series data is not available then, causal models and GIS can be used and vice versa. 
 
The focus of the thesis is on forecasting real estate prices within the short to medium terms. 
Therefore, ARIMA and GARCH modeling as in Vishwakarma, 2013 and Fratantoni, 2003; in 
addition to causal regression models will be employed as in Feldstein, 1992; Kearl, 1979 and 
Worthington and Higgs, 2003. The thesis concentrates on a sector of the UK real estate market 
that has been relatively under researched despite its large size; the residential sector. Most of the 
research that has been carried out in the field of real estate has concentrated on commercial and 
industrial property where data have been collected from the FTSE UK commercial property 
index or other such indices which deal with office, retail and industrial properties. The Property 
Industry Alliance (PIA) Data Report 2012 states that the residential sector is far larger than any 
other asset class in the UK, worth 4,224 billion GBP. The report states that institutional investors 
and REITs managers only have a very small exposure of 0.54% (2.3 billion GBP) of residential 
real estate UK market. This is in contrast to 35% (292 out of an 820 billion GBP commercial real 
estate market) domination of the commercial real estate sector by institutional investors and 
REITs managers. The British Property Federation (2012) report states that by 2026, there will be 
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hike of at least 26m residential units. These units give a better financial output in comparison to 
other investment assets. Over the last thirty years, it has been proved that residential units have 
not only been the best investment performing asset but also provide higher returns and less risk. 
Unlike stocks and bonds that have received the lion’s share of research on price change 
predictability, less research has gone into forecasting residential real estate prices.  
 
1.1  Research Problem 
 
The concise literature review conducted in the previous section indicates three areas for research 
that need to be explored in more detail.  
1.1.1  Problem 1: Lack of studies of real estate price determination by residential property types 
within a city. 
A gap has clearly been identified in the literature review that is it is necessary to study 
correlations between property types within a region or city and ascertain whether they will 
provide diversification benefits for real estate investors such as risk reduction per unit of returns. 
Studies have considered the UK regional house price index of Nationwide Building Society and 
correlations within properties within regions. Worthington and Higgs, 2003 suggested that 
forecasting techniques in regional property markets should consider both exogenous and 
endogenous variables. Worthington and Higgs, 2003 study did not consider the correlation or the 
effect of diversification within the property types which are found within a region or a city. 
Mehmedović et.al, 2010 highlighted the need for additional quantitative analysis methods such 
as correlation and regression analysis. The main objective of investments is to maximize return 
given a level of risk, or minimize risk for a given level of return. This objective is essentially 
related to the correlation structure between individual investments within a portfolio. Low or 
negative correlations will lead to more diversification benefits as measured by lower risk for a 
given rate of return.  
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1.1.2  Problem 2: Lack of studies of seasonality of real estate prices by property types within a 
city. 
There is a gap identified in the literature for work that concentrates on property type seasonality 
in addition to modeling its time series attributes within a region or a city instead of real estate 
index seasonality. A reason for this is that real estate buyers are location specific, and are 
therefore by definition specifically interested in locations. Previous studies have only considered 
seasonality within the all house price index.  Miller and Sklarz, 1986 studied price seasonality 
for the house price index price changes within each year during 1987–2007 and identified the 
real rates of return during spring and summer months. Case and Shiller, 1990; Meese and 
Wallace, 1991; Glaeser and Gyourko, 2006 conclude that house price changes are highly 
persistent from one period to the next (Muellbauer and Murphy, 1997); Glaeser and Gyourko, 
2006)). Malpezzi, 1999 and Gallin, 2006 found that the housing market is prone to high rate of 
return periods followed by extremely low or negative return periods. There is a difference 
between the interests of real estate investors who are buying many units of real estate with the 
objective of diversification as an objective, and individual real estate buyers who do not have the 
ability to diversify as real estate investors due to their limited budget and ability to borrow. 
 
1.1.3  Problem 3: Lack of studies utilizing the potential of Geographic Information Systems in 
real estate forecasting. 
A clear gap has been identified in the literature that there is a need for a study connecting GIS 
maps and socio economic parameters that can help in identifying the most important socio-
economic variables driving house prices. There has been no study combining modern 
information systems techniques such as geographic information systems (GIS) attributes with 
socio–economic factors to help in understanding causal relationships that can be used to forecast 
real estate prices. Socio-economic factors are the forces driving demand and supply for real 
estate. These forces include but are not limited to demography, education, income, inflation etc. 
GIS helps to map these forces to specific real estate area facilitating investment decision making. 
Feldstein, 1992 and Kearl, 1979 studied the relationship between inflation and house demand 
and found that higher inflation leads to decreased demand for housing. However, Quan and 
Titman, 1999 achieved different results, indicating that inflation may increase demand for 
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housing because it is seen as a hedge against inflation. Paul and McNamara, 1997 found that 
forecasts in rental growth are important in forecasting prices in the real estate market. Breedon 
and Joyce, 1993 analyzed the relationship between real estate prices, earnings, disposable 
income, demographic factors, the rate of repossessions by lenders, and the dwellings stocks. 
Cheng and Han, 2013 used population forecasting in the city of Shanghai, China to explain price 
changes in real estate. They found that the effect of long-term population growth on real estate 
prices is limited. They found a positive correlation between real estate requirements and 
population volatility. GIS maps can identify and prioritize the locations that historically have 
been able to command the highest real estate prices in addition to the socio economic factors and 
attributes of these locations.  
  
1.2  Research Aim and Objectives  
 
1.2.1 Aim: 
From the research problem as discussed in 1.1, the aim of the thesis is to provide an approach to 
real estate residential modeling and forecasting covering a property type’s correlation and time 
series attributes within a region or a city instead of looking at only real estate index seasonality, 
and that can identify and prioritize locations in addition to the socio-economic attributes of these 
locations. 
The background in section 1.0 provides justification that most of the research done on real estate 
markets to date has concentrated on aggregate indices and correlations between regional property 
assets. The research also shows that the residential real estate market is less studied compared to 
commercial real estate despite figures showing huge potential growth in the residential real estate 
market. This thesis covers residential real estate markets of different types with regard to time 
varying parameters, causal relationships and correlations between property types.   
1.2.2 Research Objectives 
The content of the research problem and the aim of this study have been broken down into the 
three objectives of the research, which are as follows: 
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Objective 1:  
Investigate the time series properties of different property types (Flats, Terraced, Semi-
Detached, and Detached) and compare their time series characteristics with each other as well 
as the UK all house price index.  
This objective aims at building appropriate statistical models based on time varying parameters 
that can help in improving real estate forecasts within a city and by property types beyond simple 
naïve or seasonal models. Box-Jenkins ARIMA (Autoregressive Integrated Moving Average) 
approach to model identification, estimation and forecasting real estate prices is employed in 
chapter four. ARIMA models are found to be able to indicate short-term market direction. 
ARIMA models also do well when compared to other model classes as it will be discussed in 
details in chapter two. 
 
Objective 2: 
Introduce a methodology that combines published data from the UK office for national statistics 
with the geographic maps (GIS) to identify causal relationships that can be used in forecasting 
real estate prices. 
This objective helps with building causal models that can provide insight into cross sectional 
model building, estimation and forecasting. The methodology used for model validation and 
hypothesis testing is based on multiple regression technique. 
 
Objective 3: 
To provide a new approach utilizing time series techniques, causal models and GIS tool to model 
and forecast real estate price changes. 
The performance of time series models as identified in objective one will be compared with the 
performance of causal models with regard to forecasting accuracy of real estate prices.   
 
This objective tests the forecasting accuracy of time series models and causal models on out of 
sample data. This objective is important for real estate managers and REITs mangers in building 
their forecast for future performance of real estate investment in terms of return/risk trade off. 
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1.3  Research Plan 
 
The thesis proceeds by reviewing the literature in chapter two. Chapter three introduces the time 
series and causal models that are going to be combined and used in chapters four and five.  
Chapter five introduces GIS and shows how it can help in providing deeper understanding of the 
forces that cause changes in real estate prices. Chapter five also studies causal relationship 
models and compares its forecasting ability with the time series models built in chapter four. 
Chapter six concludes the thesis, provides recommendations and suggests areas for future 
research. 
 
1.4  Organization of the thesis 
 
Chapter 1 presents aims, objectives and research plans.  
Chapter 2 outlines a review of the existing literature with a final focus on the research gap. 
Chapter two will provide a review of real estate research The Chapter reviews the discounted cash flow 
and price to earnings methods of evaluating real estates. The socio-economic factors that shape the 
decision making process of real estate buyers will be discussed and connected with proper locations for 
real estate development using the geographic information system (GIS). The Chapter will then determine 
the research gap that the thesis intends to bridge.  
 
Chapter 3 deals with research methodology and statistical models in the area of real estate forecasting. 
The models used are time series models, cross sectional multiple regression models, GIS tools. The six 
steps methodology will be introduced and discussed in Chapter three. The steps are statement of 
research problem, gathering relevant data, estimation methods, diagnostic tests for the residuals, model 
evaluation, and out of sample forecasting. 
 
Chapter 4 investigates and builds appropriate time series models for real estate prices in the UK.  
This chapter deals with thesis research problems one and two which are lack of studies of real estate 
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price determination by property types within a city and lack of studies of seasonality of real estate prices 
by property types within a city. The chapter deals with objective one which is to investigate the time 
series properties of different property types (Flats, Terraced, Semi-Detached, and Detached) and 
compare their time series characteristics with each other as well as the UK all house price index. This 
objective aims at building appropriate statistical models based on time varying parameters that can help 
in improving real estate forecasts beyond that of simple naïve or seasonal models. The contribution of 
this chapter is in applying the methodology and models by property types and within a city in contrast 
with previous research studies that examined market indices.  
 
Chapter 5 estimates causal relationships between real estate prices and potential explanatory variables 
such as disposable income, council tax, and employment levels. The chapter deals with the thesis 
research problem number three which is lack of studies utilizing the potential of Geographic Information 
Systems in real estate forecasting. The chapter provides a new model to the literature by combining GIS 
tools with multiple regression techniques.  
 
Chapter 6 presents the Conclusions, Contributions, Limitations and Recommendations. This chapter 
will present findings, novelty with respect to forecasting and managerial relevance. 
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Chapter 2: Literature Review 
2.0  Introduction 
 
Chapter one identified the three objectives to be covered in the thesis.  The first objective is the 
gap identified in the need to study correlations between property types within a region or a city 
and whether they will provide diversification benefits for real estate investors such as risk 
reduction per unit of returns. The main objective of investments is to maximize return given a 
level of risk or minimize risk for a give level of return. This objective is primarily related to the 
correlation between individual investments within a portfolio. Low or negative correlations will 
lead to more diversification benefits as measured by lower risk for a given rate of return. The 
second objective is to study a property type’s seasonality in addition to modeling its time series 
attributes within a region or a city instead of real estate index seasonality. The reason for this is 
that real estate buyers are location specific and are therefore by definition interested in specific 
locations. There is a difference between the interests of real estate investors who are buying 
many units of real estates with the objective of diversification and individual real estate buyers 
who do not have the ability to diversify as real estate investors due to their limited budget and 
ability to borrow. The third objective is to provide a new approach utilizing time series 
techniques, causal models and GIS tool to model and forecast real estate price changes. Socio-
economic factors are the forces driving demand and supply for real estate. These forces include 
but are not limited to demography, education, income, inflation etc. GIS helps to map these 
forces to a specific real estate area facilitating investment decision making.  
Mehmedović et.al, 2010 defined real estate property as a financial asset that brings interest, 
benefits and encumbrances inherent in the ownership of the land and all improvements that are 
permanently related to it. This Chapter attempts to review the published literature on real estate 
investments, real estate evaluation and real estate forecasting. Most research on real estate 
investments concentrates on real estate portfolios that are traded in secondary markets, namely 
REITs (Real Estate Investments Trusts). Research on REITs focuses on using time series models to 
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understand the price of volatility and its effects on average REITs returns. This Chapter will 
provide a review of research done on REITs volatility and average returns. The Chapter also 
reviews the discounted cash flow and price to earnings methods of evaluating real estates. The 
socio-economic factors that shape the decision making process of real estate buyers will be 
discussed and connected with proper locations for real estate development using the geographic 
information system (GIS). The Chapter will then determine the research gap that the thesis intends 
to bridge.  
 
2.1  Returns on Investment 
Barras, 1983 outlined that, whenever the dominant factor is user demand automatically cyclical 
fluctuations will be seen in real estate development. According to Barras, 1983; the external 
factors which either increase or decrease the price trend according to change in environment are; 
construction costs, variation in user activity, availability of credit etc. In real estate, persistent 
buying and selling increase liquidity of the market, although the market is also prone to 
interventions by the government. 
The UK Property Industry Alliance (PIA) Data Report 2012 shows the importance of real estate 
assets in UK. The report points out the fact that even when the real estate market is worth 4,224 
billion GBP, institutional investors transaction has been only of 2.3 out of the 4,224 billion. The 
report expects a change in direction in the long run as residential real estate offers better return 
and incurs less risk too. Also, the report states that in the period to come, there will be huge 
demand for residential units in the UK. Thus, the shift is inclining toward residential units due to 
future demand. Unlike stocks and bonds, forecasts cannot be estimated with accuracy in this 
domain because of the lack of appropriate research.  
In general, investment in real estate involves a huge amount of funds thus it is essential to devise 
a technique which will guard investors’ interests. This section will help to understand the nature 
of return from real estate investment. For example, real estate return is considerably influenced 
by geographical location, which does not influence the stocks and bonds market.  
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2.1.1  Returns from Housing Property 
A key category of real estate assets are housing assets and the prices of these often reflects the 
volatility of the market. Case et.al, 1990 studied single-family home prices amongst housing 
assets and found that returns on investment are location dependent. Their empirical study of 
different metropolitan areas globally showed that housing assets (Flats/single housing) 
demonstrate a better return on investments than rural areas. Their results are dependent on other 
factors such as income, population growth and material/construction costs.  
 
In an ideal real estate market, price would always signify the agreed value which is determined 
by both sellers and buyers. The deviations from the normal trend of real estate prices can be 
either positive or negative. Real estate markets are supposed to have a lower liquidity than 
financial markets.  
 
2.1.2  Inflation and real estate returns 
There is a common belief that the performance of real estate value depends on inflation. 
Wurtzebach et.al, 1991; studied the impact of inflation on the value of assets. They showed that 
real estate does provide an inflation hedge. They concluded that when market imbalance occurs, 
the risk increases and the returns suffer regardless of inflation. Rubens et.al, 1989 stated that the 
real estate hedge against inflation depends on the type of real estate. Their results have shown 
that a mix of commercial and residential properties provide an even better inflation hedge. The 
example given below shows how real estate investment beats inflation by a wide range in most 
of the time periods. 
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Figure 2.1:  How Real Estate Beats Inflation (Source: wwww.NCREIF.org) 
NAREIT refers to the National Association of Real Estate Investment Trust while NCREIF 
refers to the National Council of Real Estate Investment Fiduciaries. 
 
2.2  Risk Classification, Spreading Risks with REITs, and Volatility in Real 
Estate Investment 
2.2.1  Risk Classification 
Any investment strategy that aims to provide operating rules for the buying or selling of real 
estate requires certain strategies to handle risks. The risk of investment in properties depends on 
the type, location and status of the property in terms of its development. Giliberto, 1993 
classified risk as: 
 Low Risk – properties which are associated with stable long-term cash flow. 
 Moderate Risk – properties which are associated with less predictable cash flow. 
 High Risk – properties which are associated with limited or no cash flow. Their return is 
maximum over the long term. 
When formulating a diversified investment portfolio, investors are certain to encounter different 
types of risks attached to different types of real estate assets, but being able to prioritize risk is a 
skill that will surely help to achieve optimum portfolio returns. 
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2.2.2  Spreading Risk with Real Estate Investment Trusts (REITs) 
A Real Estate Investment Trust (REIT) is a type of real estate company modeled after mutual 
funds. Land is considered to be an income generating real estate and improvements – such as 
apartments, offices or hotels are an integral part of it. (www.reit.com). Dividends of a REIT are 
equally shared among shareholders. 
According to the modern portfolio theory of Markowitz, 1959; overall risk can be minimized 
through diversification as long as the correlations are negative or low. As suggested by Martin A. 
Smith, 2010; “it is widely accepted that within the total real estate portfolio, REITs tend to offer 
a strong feature”. 
 
Distinct from land property that is directly owned by an investor, REITs are a liquid asset since 
they are traded on organized exchanges. By using REITs, investors have the power to diversify 
all their holdings spanning across various geographical locations and specializations of property. 
Waggle and Agrawal, 2006 show that mixed portfolio of stocks, bonds and real estate decisions 
depend more on the expected return of REITs relative to that of stocks. The REITs portion of a 
mixed portfolio will depend on its correlations with stocks and bonds. Lower or negative 
correlations will be preferred as they will improve the risk adjusted returns efficient set.  
 
2.2.3  Volatilities in Real Estate investment  
There have been many studies undertaken on the fluctuations or volatilities of the real estate 
market in order to minimize risk in real estate investment. Hung et.al, 2009 studied the 
relationship between the different types of volatilities by using the Generalized Autoregressive 
Conditional Heteroscedasticity in Mean (GARCH-M) model for the REITs returns. Their 
findings showed that REITs returns are higher when volatility is greater. In essence, when 
volatility is high investors require higher returns on their investment. As noted above the 
standard practice in real estate risk management has been to work with REITs indices mixed 
with various equity indices. However, this does not consider the basic question of when to buy or 
sell a piece of real estate. Buying and selling operating rules with the objective of maximizing 
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end of period wealth will be developed in the thesis. The thesis will develop a quantitative model 
that will provide us with the tools upon which operating rules can be based.  
 
2.3  Diversification and Portfolio Optimization Benefits 
 
The seminal work of Markowitz, 1959 and Seiler et.al, 1999 attempted to answer the important 
question, “Do returns from real estate behave like stocks and bonds?” The research demonstrates 
that these returns have low or negative correlation with other types of investment returns, so in 
fact real estate adds significant diversification benefits to a mixed portfolio. Worthington and 
Higgs, 2003 studied the correlation between UK regional property markets between 1976-2001. 
Worthington and Higgs, 2003 used the data from nationwide to do their analysis. They used 
Granger causality tests to measure causal relationships in the short-term, while Wald test 
statistics in a level VAR approach for long-run causality. Their study pointed to the fact that UK 
property market was segmented rather than integrated. They also pointed out that diversification 
across different property classes would facilitate investors to reduce portfolio risk while 
assuming the expected return to be constant. They suggested that risk reduction was limited 
because of high positivity in asset class correlation. Worthington and Higgs, 2003 outlined the 
fact that using the concept of diversification in portfolio theory, accurate forecasts of regional 
prices can be made. They argued that forecasting techniques in regional property markets should 
consider both exogenous and endogenous variables. Worthington and Higgs, 2003 concluded 
that if the series were co-integrated, long relationships were ought be considered in order to 
enhance accuracy. 
 
2.3.1  Countering Real Estate Volatility with a Diversified Investment Portfolio  
It is well established by now that holding a well-diversified portfolio tends to reduce risk. 
According to Addae-Dapaah et.al, 2002, “investment diversification (usually when it comprises 
international investments) has the potential to cater to a wider range of options for investment, 
provide developed returns of risk-adjustment and minimize volatility when the investment is 
made in assets that are real in nature. Usually, the merits of diversification are highest whenever 
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the correlation between the assets is relatively low, hence a portfolio of a well-diversified nature 
would necessarily be inclusive of poorly or negatively correlated assets”. 
 
Brown, 1997 found that high levels of risk reduction are possible if low correlation exists 
between the returns on individual properties. Brown argues that, due to this correlation it is hard 
to build a portfolio with high diversification. He argues that portfolio return can be divided into 
two parts; systematic and unsystematic. His work points out to the fact that as a portfolio 
increases in size and reaches the market expectation the variation in the portfolio returns will 
approach the systematic level or there is a declining asymptotic function between portfolio size 
and standard deviation. Brown concluded that it is an empirical matter whether it is possible for 
investors to forecast successfully positive abnormal returns. He also notes that if perfect 
forecasting were not possible then some policy of diversification may benefit the investor to 
achieve a positive return. Farinella et.al, 2013 studied the relationships between the real estate 
and stock markets in Poland, and found that stock returns and real estate prices are directly 
related. They also argue that stock returns do not seem to directly affect rents. There existed a 
low correlation between real estate and stocks in Poland, which led to towards diversification 
opportunities for investors.  
 
2.3.2  International Diversification  
Goetzmann et.al, 1995 suggested that on a global scale, real estate market crashes have a lot to 
do with economics and monetary factors. Lee, 2005 outlined that the addition of real estate to a 
mixed asset portfolio not only enhances the compound return of the portfolio, but also potentially 
greatly reduces the risk. He tested this hypothesis by using yearly profits in the U.S. between the 
years 1951-2001. He revealed that land property has the potential to improve the return 
distribution on the portfolio compared to return on its individual composites. Lee, 2005 next 
outlined the method of Booth and Fama, 1992 for approximating returns due to diversification of 
a portfolio investment. Modern portfolio theory shows that if the correlation of any given 
property with a specific portfolio happens to be relatively low then its role in minimizing the 
portfolio's risk will be substantial. The study of the diversification effects of worldwide land 
property securities by Gordon et.al, 1998 explains that there are risk reduction benefits to having 
a mixed-asset portfolio of foreign land property securities, U.S. stocks, corporate bonds and 
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global common stocks. The study used efficient frontiers to demonstrate the risk reduction 
potential of foreign land property mixed in with US land assets. However when combined with 
Chua’s 1999 study of the function of global land property in a mixed-asset portfolio, the 
optimism Gordon et.al, 1998 had for foreign diversification is cooled as investors are reminded 
that they may also need to manage different taxes, operation expenditures, asset management 
fees, as well as foreign real estate valuation accuracy and valuation variance. 
 
2.3.3  REITs in Comparison to Diversifying with Private Real Estate 
The land available for real estate property is tentatively fixed in supply. The supply is 
constrained even more severely when in a metropolitan setting with expansion controls in place. 
Real estate investors may lengthen their investment periods as a result of high transaction 
expenses and site specific funding. This long holding period is closely associated with location 
demographics. REITs provide a better option for diversification than accumulating different 
private real estate investments according to Brown’s 2004 analysis. As REITs diversify in the 
sense that they share risk, there are reasons now to suggest that sharing risk might be a superior 
option for a portfolio than spreading risk among different real estate assets. Ziering and 
McIntosh, 1997 study the merits of including both REITs and core land property (using the 
National Council of Real Estate Investment Fiduciaries’ returns) in a mixed-asset portfolio of 
stocks and bonds within the years 1972-1995. The mixture of spreading risk and sharing risk is 
suggested by the authors to be the key to achieving optimal returns on a portfolio, as the 
maximum option of mitigating risk will be applied in investment. 
Johnson and Weber, 2008 explain that REITs have credibility as a strong investment option 
because investors can sell certain shares of their assets when prices drop without actually 
removing themselves completely from an asset’s potential returns. Other general reasons for 
investment in REITs are poor performance of a physical real estate portfolio and rapidly 
declining property income and asset values. Buckley, 1994 outlines that it is pressure on 
management from both the public and private sector in the real estate market that brings 
disposition of real estate assets into their decision calculus. Buckley, 1994 provides a clear 
insight into the investor’s decision-making process, and this is useful as it translates to how much 
risk an investor is willing to accept before taking actual selling steps. Overall, Buckley’s work 
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serves to justify diversification, and substantiates the claims of modern portfolio theory in 
developing diversified investment portfolios across markets. 
 
2.4  Real Estate Investment Specific Risk 
Hutchison et.al, 2005 argues that the risk in real estate investment is attributed to the valuation of 
property carried out by evaluators. They suggest that an investor should consider many risks, 
notably valuation accuracy and valuation variance. Earlier both empirical and theoretical 
researchers analyzed risks and returns. In order to minimize the risks of investment Nitsch, 2006 
posited that choosing a prime location is the main component for minimizing investment risks. 
To substantiate his argument he developed a price model based on the structure, location and rent 
of various cities in Germany. However, this model does not assess the elements of risk fully 
since it ignores correlations. Even though Markowitz, 1959 modern portfolio theory is 
considered a major breakthrough in the financial world, some real estate researchers have 
reservations regarding the theory. Portfolio selection and development too often relies on past 
performance. Three types of forecast are required with regard to future expected return, expected 
correlation and expected volatility. 
 
Ali, 2006 carried out an extensive investigation and found that modern portfolio theory without 
major modifications cannot be used in risk assessment for real estate. Markowitz, 1959 and Hung 
et.al, 2009 both acknowledge that volatilities in the price market significantly affect investment 
portfolios returns, but it is generally observed that higher volatility in the prices lead investors to 
pursue higher returns. Markowitz, 1959 suggested that the only way for investors to pre-empt 
these prices was to observe market trends and predict future trends by interpolating past data. 
Moreover, during the past decade a great deal of interest has also been generated in attempting to 
better understand the performance of this asset class for the purposes of benchmarking and 
manager performance. Knowledge of the risk and return characteristics of commercial real estate 
can help us more fully understand the future performance characteristics of this type of asset. 
Attempting to explain forecasting factors in the real estate market, Armstrong, 2009 noted that 
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everything that surrounds us is in a constant state of movement.  There is a constant change in 
interrelationships which explains the volatility of markets where an asset that is worth a great 
deal one moment might become of less worth the next. The largest asset component in all other 
markers is real estate; being so, this draws a lot of investors to the real estate market. Armstrong, 
2009 defines the key cycle for real estate as the determining factor which affects the sustainable 
length of a profound economic depression. 
 
 
      Figure 2.2: 78 Year Cycle Wave for Real Estate; Source: Armstrong (2009) 
According to Armstrong, 2009; decline from the major high covers a time span of 26 years. This 
leads to a wave of rising prices of roughly 52 years. 
There is a popular belief that investors are impatient about choices in the short term but highly 
patient when it comes to investing in long-term options (Grenadier,  2006). Price behaviour in 
real estate has always been a key area of interest to investors. As real estate investment heavily 
involves temporal factors, various stakeholders and portfolio managers have always been 
interested in predicting the price behaviour of real estate assets. Over the years there have been 
many studies by researchers on price behavior, which have led to the development of appropriate 
models to suit the diverse needs of various stakeholders. Stockman and Tesar, 1995; Girouard 
and Blondal, 2001 and Lane, 2001 describe housing price behaviour from a dynamic general 
equilibrium point of view. Using comparative studies of empirical housing prices across different 
markets, researchers have often theorized about what factors create shocks and maintain price 
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regularities in the housing market. Driffill and Sola, 1998 developed a model in the context of 
market bubbles to go further and show how housing prices respond to the boom and bust 
scenarios that often characterize real estate markets. Attempts have also been made by Ortalo-
Magne and Rady, 2003 to incorporate variables like transactions in the real estate sector, changes 
in the demography of participants and other macro factors into a model that responds to market 
bubbles, such as that developed by Driffill and Sola, 1998. Engle, 1982 estimates inflation based 
on time-varying volatility (ARCH, Autoregressive Conditional Heteroscedasticity). He argues 
that, prior to a tradeoff between allocation assets, an estimate of uncertainty has to be made. 
DiBartolomeo et.al, 2005 constructed a model which estimated risk and correlation at both the 
property and portfolio levels. This allowed a potential investor to analyze the potential risk 
corresponding to a possible investment as well as the particular risk prone components. Although 
modern portfolio theory (Markowitz, 1959) has become accepted as a tool in managing real 
estate portfolios, diversification has become a more established norm amongst real estate 
investors.  
With regard to how investors will respond to diversification, one cannot make the assumption 
that investors are uniform in their behaviour and their perception of risk. Blume and Friend, 1974 
have concluded the following about the behaviour of risk averse and risk seeker investors with 
regard to diversification: Risk-averse investors will always invest in portfolios and asset classes 
that will give them the highest long term risk adjusted rates of return. Risk-seeking investors will 
always invest in portfolios and asset classes that give them the chance to achieve abnormal rates 
of returns. Risk-averse investors will favour diversified assets if those assets have a high risk-
adjusted rate of return. They may however refrain from investing in markets that demonstrate 
extreme price volatility. Risk-seeking investors will see diversification as a positive in the sense 
that they will be prone to different shocks in different markets, which will likely give them 
abnormal returns. 
As investors are often more risk-averse than risk-neutral or risk-seeking in most scenarios, the 
general objective in developing a product portfolio is to maximize return with minimum risk. In 
order to develop a portfolio with a low standard deviation signifying lower levels of risk, one 
needs to be familiar with the past price movements of the same. Mueller and Mueller (2003) 
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showed that public and private real estate investment, when invested simultaneously in a mixed-
asset portfolio, improves efficient frontiers of the Markowitz mean-variance model more than the 
inclusion of just one or the other in a portfolio. Therefore the risk of an overall real estate 
portfolio can in fact be reduced. 
The analysis of several sources in the literature (Ling and Naranjo, 1999; Quan and Titman, 
1999; Ziering, Liang and McIntosh, 1999; Ciochetti, Craft and Shilling, 2002; and Feldman, 
2003) suggests that real estate investments usually produce better risk adjusted returns when 
combined in a portfolio with stocks and bonds. Trippi, 1977 pointed out that the appropriate time 
to sell real estate units is highly uncertain. Following up on studies that investigate the 
correlation between residential property transaction cost and property selling time, Anglin et.al, 
2003 and Capozza et.al, 2004 focus on the vibrant properties of the difference equations that 
occur when markets show mean reversion and serial correlation. This is specifically applied to 
the more illiquid U.S. single-family home markets. The aim is to discover reasons for 
dissimilarities in the vibrant response of the metro areas in order to alarm the local economy. The 
information is borrowed from the big panel Figures set, as described by Capozza et.al, 1995. The 
data covered 62 metro areas in the U.S. for a period of 17 years from 1979-1995. Capozza et.al, 
2004 link experiential estimates of mean reversion with sequential correlation, which implies the 
difference equation. Their work further categorizes and analyses the dynamics of the difference 
equation and then establishes main attributes such as frequency and amplitude to correlation and 
reversion parameters. The study gives a thorough idea of “cycles” and “bubbles” in the guideline 
of the typical model which can be linked to the probable individually motivated patterns to the 
required reversion parameters. Pyhrr et.al, 1990 developed a verdict framework and ready model 
that projected investment returns under different inflation cycle circumstances. Their analysis 
explained that inflation cycles affect the risk of investments, although the extent to which 
investments are exposed to risk as a result of inflation is left open.  
The vibrant properties of housing markets are subject to the specifics of location and time. 
Economic shocks can change potential outcomes of the real estate market, and one needs to 
consider the impact that they have on real estate assets before investors incorporate them into 
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their portfolio. Risk is therefore always a factor in the purchase of real estate assets, even if this 
can be minimized by diversification strategies.  
 
2.5  Real Estate Evaluation 
The different sections and subsections of this Chapter have so far concentrated on different 
aspects of real estate investments including REITs. This section is going to review some 
common methodologies which can be used to determine when to buy and sell real estate units. 
Real estate investment return is a combination of income and capital growth. Clayton, 2009 
discusses capitalization (cap) rate approach as a very common method of analyzing the value of 
a property that is producing income. Cap rate is defined as the ratio of property net operating 
income to current market value. Cap rates are generally derived from the discounted cash flow 
(DCF) methodology. Woychuk, 2011 emphasized that real estate return is difficult to calculate 
and requires the property to be appraised frequently.  
As suggested by Green, 2012; although real estate prices fluctuate in the short term, in the long 
run they are very much driven by its rental income. Through rent, such property generates 
regular and steady income and its value has the propensity to fluctuate like stocks. The price to 
earnings ratio can help an investor learn about the true value of a property. According to Green, 
2012; although the P/E ratio is a crude method it still manages to give an idea of the transaction 
i.e. when to buy and when to sell. If the ratio is lower than the market current nationwide fair 
value, then the deal is supposed to be good; in other words one is eligible to collect high rents 
from the property. On the other hand, if the ratio is twice as high as the current nationwide fair 
value then the real estate unit ought to be sold.  
Discounted Cash Flows (DCF) require clear inputs if they are to yield accurate forecasts. If the 
inputs to DCF such as free cash flow forecasts, discount rates and growth rates are not accurate 
the final value of the asset will also be inaccurate. The thesis tries to improve the forecasting 
accuracy of the methodologies by improving the accuracy of forward P/E and DCF inputs 
through better scientific decisions with regard to real estate location and timing of buying and 
selling. 
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Many authors have used one or more methods of time series analysis for real estate prices 
depending on the nature of the times series (Baum and Key, 1999). The method that is found to 
be very effective in time series forecasting is the Box-Jenkins, 1970 method since it can handle 
(a) volatile or stationery fluctuations, (b) periodic or cyclical movements, and (c) trends (either 
increasing or decreasing). Green, 2012 stated that unlike stocks and bonds, in real estate, one 
does not have the option to sell at one’s discretion; it is not that easy. One has to be a good 
forecaster because one needs to buy in a down market and sell in an up market. 
 
2.6  Identifying Real Estate Investments Locations by Considering Socio-
Economic Factors 
There have been three major methods for determining the proper location for real estate 
investment (Fik, 2005; Fujiwara et.al, 2011); ring study, drive time analysis and the gravity 
model. GIS tools have been used within the above three methods. The new contribution of this 
thesis is to combine socio-economic databases with the GIS tool to create thematic maps that can 
help to identify optimal location for real estate investment. GIS helps to map relationships 
between demographics, household income of a particular location and investment in real estate 
(De Man, 1998). Real estate market analysts have most frequently relied upon ring study and 
drive time analysis (Fik, 2005). In ring study, circles are drawn around the real estate unit. The 
area of the circle goes on increasing until it covers specified attributes or a desired number of 
customers. Drive-time between areas considers customers’ willingness-to-travel, multiple modes 
of transportation, and consumer preferences. A variety of issues such as migration routes, 
telephone traffic, passenger movements, commodity flow, etc. have been analyzed using the 
gravity model, whereby as distance increases, interaction between two objects or places 
decreases provided other factors remain constant. Conversely, as mass increases, so does the 
interaction between the two objects (Thrall, 1997).  
 
25 
 
Real estate located within the radius of a closely linked network of rails, roads, supermarkets, 
schools, and hospitals automatically attracts a sizable number of investors, as these investors feel 
safe with respect to the fact that the chances of losing their investments are low. The real estate 
industry does not consist of only risk averse investors. There are also risks seeking investors who 
seek undeveloped and virgin areas for investment. When the land in these locations develops 
over time, these investors become the first to reap the financial benefits. The question is how it is 
possible to identify locations that have the potential to achieve substantial rates of return. The 
answer to this may lie in the use of the Geographic Information System (GIS) that helps to 
identify potential locations but also allows for management across functions, such as site 
planning, asset management, and market analysis (Hernandez, 2007). With the emergence of 
geographic information systems (GIS), both spatial and non-spatial data can be managed 
simultaneously, resulting in data query, analysis, and data visualization (Li et.al, 2003). A 
thematic map is a combination of spatial and non-spatial data created with the help of GIS. It 
helps to solve location problems and presents the results in visualized forms when necessary. 
 
It is desirable for researches to map surfaces (e.g., rent or price surfaces) (Clapp, 1997). These 
maps show the distribution of location price within a city. Since, real estate valuers use large 
databases the Geographic Information Systems (GIS) helps to analyse these data and create 
useful models in the valuation process.  
 
GIS is designed to categorically manage and analyse spatial relationships. Over time, the use of 
GIS has changed too; where in the past it was predominantly used to prepare maps and 
associated databases, now it can be used to help in planning, managing and operating facilities. 
GIS is used throughout the life span of a facility. With respect to real estate its use can be defined 
as: site selection, design, construction, maintenance, investment and ultimately disposing and 
reclamation. 
 
The importance of spatial and temporal relationships was first mapped by John Snow in 1854 
when he represented the relationship between deaths from cholera and the locations of water 
pumps used by the residents of Soho, England. Goodchild, 1989, Densham, 1989 and Peterson, 
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1998 have outlined how GIS could be utilized for various applications including risk 
management. Thrall and Marks, 1993 described the ability of the tool to study the spatial aspect 
of real estate decisions. Marks, Stanley and Thrall, 1994 provided guidelines for evaluating GIS 
software for the analysis of real estate. Castle, 1993 argued that the real estate industry including 
brokers, home buyers and developers could use GIS to improve residential brokerage by merging 
it with Multiple Listing Service records. All of these studies have underlined the importance of 
using GIS in real estate but none have come up with a model that combines spatial and non-
spatial data to choose optimal locations for real estate investments within identified competing 
areas. 
 
Donlon, 2007 reported that precision of both spatial and non-spatial data improved the reliability 
of GIS analysis. With the increasing demand of GIS data in the planning profession, spatial data 
has become very important. This data can usually be acquired from the county planning office by 
the private sector for a nominal fee. This data is usually relatively current, though it is not 
uncommon for it to have small errors.  
 
The spatial data selection function includes a set of variables for particular locations from a 
spatial database (Fik, 2005). Fik’s, 2005 objective was to find the factors that demanded higher 
house prices. The objective of the current thesis is to identify the optimal location for house 
investment that would demand a higher price based on socio-economic factors.  
Brown, 1997 argues that investment in real estate is a heterogeneous type of investment. 
Although market factors are important for the ups and downs in the market, returns are also 
dependent on many other factors such as type of tenant, age of property, location, socio-
economic parameters, condition of the neighbourhood and so on. Paul and McNamara, 1997 
mentioned that forecasts in rental growth are important in the real estate market. Breedon and 
Joyce, 1993 analysed the relationship between real house prices, earnings, disposable income, 
demographic factors, the rate of repossessions by lenders, and the stock of dwellings. They 
concluded that real house prices are directly linked to real personal disposable income, 
demography etc. They also concluded that investment in residential units is also linked to 
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mortgage lending. Paul and McNamara concluded that forecasting and econometric modelings 
are important but not totally sufficient to guide the investment process.  
Fujiwara and Campbell, 2011 discussed the link between an individual’s wellbeing and the 
health of the adjoining locality. Location or neighbourhood preference is not constant over time. 
Location is about identifying the best space or site that matches clients’ preferences. This 
location is one of the most important factors determining the value of real estate.  Andrea Podor, 
2010 highlighted the following factors as important from the aspect of getting peoples’ 
preferences on the location: historical review (neighbourhood established status), present 
population, demographical tendencies, employment rate, major work possibilities, income 
conditions (average salary) etc.  
 
Denzer, 2005 stated that GIS has proven to be useful for all sorts of business use. Its addition to a 
business decision making process enhances the efficiency of decision maker. However, its usage 
has been limited to the creation of thematic maps, joining spatial and non-spatial databases, 
running spatial query, distance measurement and buffering. 
 
GIS is particularly well-suited for real estate practitioners where “location” is the main criteria 
(Amos, 2009). Market analysis involves studying geographic areas to identify large numbers of 
potential customers. Dangermond, 1988 discusses how GIS stores and analyses geographical 
data and points out that before the housing crash, people relied on about seven odd variables to 
determine site selection.  
Sweet, 1995 noted the requirement for many specialists as an integrated part of a wise decision 
making process; in addition to the normal requirements that were needed for any successful land 
program. He mentioned that it was very much important for the investor to have a current 
knowledge about the constant change happening in the surrounding environment. Sweet, 1995 
mentioned that GIS defined the geography which is important for measuring demand for the 
properties since that area determined future demand for the residents who would be living in 
those residential units. 
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Weber, 2001 discussed the basics of GIS and how it can be used for the valuation of real estate. 
German, 1999 noted that in real estate assessment models, parameters such as land sizes, 
building ages and other physical attributes had both been regularly calculated and calibrated, but 
that location was not. Location was an important feature to empirical research and quantification. 
German, 1999 mentioned that this location parameter could be well addressed by the use of GIS. 
Cowley, 2007 discussed how most of the research centered on using GIS technology in relation 
to property markets is dedicated to mass appraisal for rating and taxing purposes. The 
importance of socio-economic factors when it comes to real estate location decisions can never 
be ignored. The present thesis utilizes the Geographic Information System (GIS) to improve on 
the existing methodologies of ring study, drive time and the gravity model. GIS has the 
advantage of linking analytical database with spatial components such as locality. This linking 
advantage is what distinguishes GIS from other alternatives such as ring study, drive time and 
the gravity model.   
 
A real estate project can fail not because it does not provide value, but because it does not 
correspond to what buyers are looking for. The basic objective of qualitative factors about 
buyers’ preferences is to ensure robustness of decision making. Brereton et.al, 2008 analyzed the 
relationship between an individual’s well being, status quo and adjoining environment. They 
found that staying in public housing leads to a negative set up of mind and thereby decreases an 
individual’s satisfaction. Living in a deprived area has a direct effect on life satisfaction (Dolan 
et.al, 2008 and Abraham et.al, 2010). Thrall, 2002 reports evidence that success in real estate 
investment is dependent on success in identifying the location of a successful real estate asset. 
Successful parameters which measure the success rate of real estate development are 
demographics and other associated spatial attributes.  
 
Real estate market analysts are mostly dependent on ring study and drive time analysis (Fik, 
2005). In ring study, rings are created around potential real estate asset(s) or proposed locations. 
Areas of rings are increased until the required number of potential clients has been included 
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within the trade-able rings areas. Drive time analysis helps to calculate the time of travel between 
the source and the destination.  
 
Consumer behavior is the study of individuals’ choices when it comes to decision making. On a 
macro level, marketers are keen on understanding demographic changes which affect the 
investors’ interaction with the market. On a micro level, investor behavior focuses on individual 
behavior and the reasons behind those actions (Gibler et.al, 1998).  
 
Individuals may make decisions using compensatory or non-compensatory rules, or by using 
both. In the former, the individual chooses key features, ranks available real estate on each 
feature, and chooses that real estate which has the maximum score (Alba et.al, 1987). In the 
latter, all the essential features are not summed up and do not point to the fact of positives 
outmatching the negatives. Important features which in a true sense help to evaluate all available 
alternatives are called determinant features (Alpert, 1971).  
 
The personality of an individual can be a criterion affecting their investment in real housing 
choices. A risk seeker is likely to buy a dilapidated property, would invest in the property and 
would reap the benefit when the neighbourhood starts to improve. Change in personal attitudes, 
change in personal lifestyle, and change in personal tastes tend to influence individual 
preferences for space. Market analysts should not only consider census information but must also 
take into consideration behavioral changes and motivations (Rabianski, 1995).  
 
There are certain issues that need to be addressed before establishing a trend for behavioral 
patterns. Armstrong, 2009 highlighted the importance of understanding price behavior of real 
estate units since this will explain how the price will change under different market scenarios 
such as boom and bust. Podor, 2010 discussed the importance of tax attached to the unit. People 
tend to estimate the annual maintenance of the unit through this tax band. Also the tax band helps 
people to identify the status of the locality i.e. whether affluent people or poor people living on 
state benefit are residing in that locality. Fujiwara et.al, 2011 and Podor, 2010 have discussed 
how crime and safety affect neighbourhood status and have a great impact on real estate prices. 
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Dolan et.al, 2008 stated that a key parameter for life satisfaction is neighbourhood status. 
Rabianski, 1995 concluded that a major element for life satisfaction is access to green areas.  
Podor, 2010 has explained that basic education is one of the factors which influence people’s 
decision in buying or selling real estate units. People want to live in a locality which matches 
their education because they will be able to find neighbours according that educational status.  
Brereton et.al, 2008 found out that there is a tendency for people with same ethnic race to live in 
the same locality. Brereton et.al, 2008, Thrall, 2002, Fujiwara and Campbell, 2011 and Podor, 
2010 indicate the importance of the proximities of basic facilities from the units people they 
want to buy. These facilities are hospitals, schools, community centres, police stations, post 
offices, railway stations etc. 
 
Thus, we can see that there exists an individual mindset towards real estate investment and real 
estate location; how human behaviour takes an important role in developing a causal relationship 
between real estate unit and real estate location. Using the database of the ONS, we will be able 
to group these causal factors into respective domains which are defined below. The Office for 
National Statistics (ONS), United Kingdom uses seven domains to paint a broad picture of an 
area to determine the surrounding conditions (the data on the seven domains is available at 
www.ons.gov.uk, and the database used in this Thesis is for 2011). The domains measure the 
general ‘health’ and determine the success localities across the city.  
 
The seven domains are: 
 Crime and Safety 
 Economic Deprivation 
 Health Care 
 Housing 
 Personal Consumer Debt 
 Social Grade 
 Environment 
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The inputs for the above domains are updated at least annually. These domains are used as 
guidelines for mapping real estate investment opportunities. The above domains are explained 
below: 
 
 Crime and Safety 
ONS Statistics hold data on vital offenses from the crime series record of the Home Office. This 
data is used to analyze crime trends at the local level. In the database of crime and safety, data of 
both crime (theft, burglaries, harassment, arson attacks etc.) and safety (fire related issues) have 
been clubbed together. The records under the crime component have been suppressed because it 
is considered a sensitive issue, and the ONS has not included records on this. However, 
information on the same component can be acquired through an official letter. This domain is not 
used as data is considered sensitive and can only be released on official request. However, the 
main rationale behind this domain is that a postcode investment will be more desirable if its 
crime rate is lower than another competitive postcode. 
 
 Economic Deprivation 
This is a count of housing benefit (council tax benefit) claimed by the residents. The ONS 
collects this data from the Department for Work and Pensions. This factor can help the real estate 
developer in locating his targeted clientele. For example, an area with a low count of council tax 
benefit may be suitable for an above average housing development project. 
 
 Health Care 
The ONS holds data on the general health of the residents living in different areas of the UK. As 
per the ONS data are categorized into: good health, fairly good health and not good health. This 
information can help the real estate developer in locating appropriate projects.  
 
 Housing 
The ONS holds data on the following housing relevant items: 
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1. Total number of dwellings, which gives the total number of domestic properties (known 
as dwelling stock as per ONS statistics) along-with the number and percentage of 
properties which have got respective standard council tax bands. 
2. Average house price. 
3. Housing stock, which includes households’ spaces and occupied household spaces. This 
item is not used as we could not get data for it from the ONS website 
This domain can provide vital statistics with regard to the target house price and its related 
council tax band.  
 
 Personal Consumer Debt:  
The ONS data shows in GBP the range of average personal consumer debts per person for 
different districts. Debts relating to individual businesses or commercial concerns have not been 
included. A district with higher average consumer debt and classified as dominated by high a 
percentage of unemployment will exclude high end real estate projects for this district. It could 
be more suitable for affordable real estate projects with options for land or real estate swaps. 
 
 Social Grade:  
The ONS data shows individuals aged 16 and over living in households as per their respective 
social economic classification: higher and intermediate managerial professionals, supervisory 
professionals, skilled manual workers, semi-skilled and unskilled workers, and on state benefit or 
unemployed. This domain is very important in the planning stage of a real estate investment 
location. As explained in the discussion of the personal debts domain, social grades combined 
with personal debts are very important drivers for real estate investments. 
 
 Environment 
The ONS estimates the square meters of green space available in the locality. Given the type of 
real estate project considered and given the target customers’ preferences, a decision can be 
made on whether or not customers will be willing to pay a premium for access to larger green 
areas. 
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These domains contain the data of each of the explanatory variables as per respective MSOA. 
These attributes are then linked with the area maps (will be mentioned in 5.1) through the 
ArcGIS software to generate thematic maps of each Middle Super Output Area. A thematic map 
is a type of map especially created to portray a particular theme related with a specific 
geographic area. These maps can help to visualize physical, social, political, cultural, economic, 
sociological or any other aspects of a city. The symbols and legends for the thematic maps are 
created by the default symbols and legend-shades present in the software. The yellow colored 
polygon boundary on the maps in the appendix shows the particular area of the MSOA. The 
legends for each map reflect the respective domain according to the datasets of the ONS (crime 
and safety, economic deprivation, health care, housing, personal consumer debt, social grade and 
environment). Each of the thematic maps gives us an entire picture of the full MSOA, for 
example, the thematic map on housing represents three aspects: total dwelling stock, house 
prices over the entire area and the council tax bands of the houses. The graduated colour or the 
symbol in the thematic map helps to identify areas with similar values i.e. in the case of council 
tax band, which polygon has houses under tax band A and so on. The maps help to visualize the 
area remotely i.e. without actually going to the site one can see a picture of not only a particular 
locality but also localities surrounding the same. The legend values of the maps will be used to 
do the empirical analysis in section 5.2 of the causal relationship between real estate price on one 
hand and socio-economic explanatory variables on the other.    
 
 
2.7  Real Estate Forecasting 
 
Miller and Sklarz, 1986 posit that forecasting in housing market analysis is both an art and a 
science. The art consists of sound economic factors which capture the true behaviour of the 
market, while the science is dependent on adopting the right modeling approaches. Medium to 
longer term housing price drivers were employment, income, supply constraints and interest 
rates. They concluded that the accuracy of forecasting depends on choosing the right market 
indicators in addition to looking at house price. 
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Bryan and Colwell, 1982 represented a good example of the specific regression method. 
Gloudemans, 1990 and Jensen, 1991 used it to set standards for property sale prices through 
analysis of time series for residential markets. Clapp and Giaccotto, 1992 measured quarterly 
price changes by applying dummy variables. Schwann, 1998 used the same method but changed 
dummy variables with an autoregressive scheme. 
 
Birch and Sudarman, 2003 stated that all models of regression are related to the chosen fixed 
time interval span. There is no guide book for this i.e. selecting the right or appropriate time 
interval. The two ways exponential smoothing through its process of selecting less data 
overcome this difficulty.  
 
Mehmedović et.al, 2010 tried to identify what factors govern first time buyers’ investment 
decisions. Their work was mostly related to the qualitative aspects of decision making. In their 
conclusion they highlighted the need for additional quantitative analysis methods such as 
correlation and regression analysis. Mehmedović et.al, 2010 stated that people have various 
reasons for buying property. Their individual requirements determine what they look for in a 
property and accordingly they decide the amount they want to pay out to match those 
requirements. 
At present, the significant driving forces of the global economy are both real estate units and 
financial assets. After the worldwide financial crisis started by the Lehman Shock, there has been 
a great demand for scientific know how regarding the potential returns and risks of financial 
investments on real estate markets. According to Ishijima and Maeda, 2012 investors should 
have easy access to measure return on investment for appraising their financial investment 
opportunities.  
Wilson and Okunev, 2001 studied the combination of forecasts from different property markets 
(the USA, UK and Australia). They found out that pooling the forecast resulted in better out of 
sample results. Similar results were obtained by Diebold, 1989 who found that pooling forecasts 
from different models tends to yield better outcomes for shorter term forecasts than for 
component models. Winkler, 1989 found a similarity between this forecast combination and 
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diversification in portfolios, as diversification tends to reduce risk; similarly a combination of 
forecast methods tend to yield better results.  
Case, Quigley, and Shiller, 2005 reported that price variations in real estate had a direct effect on 
the stock market. Reinhart and Rogoff, 2009 endorsed this fact as a common aspect of markets 
across a number of countries and over longer time periods.  
 
Lynn and Wang, 2011 analyzed the importance of forecasting in real estate returns. They held 
that there is a difference between retrospective and predictive investment practices. They 
mentioned that forecasting acts best on present data rather than reactive practice based on 
previous data. The need for forecasting techniques depends on the desired outcome i.e. someone 
whose interest is in income return will look for a quantitative analysis, whereas a forecast for 
capital return will require understanding of the expected change in the net operating income. 
According to Feldstein, 1992 and Kearl, 1979; higher inflation leads to decreased demand for 
housing. However, Quan and Titman, 1999 argued that inflation may increase demand for 
housing because real estate is seen as a hedge against inflation. 
Kochin and Parks, 1982 report that in spite of the importance attached to the real estate sector get 
due to its huge returns, few studies have analyzed the forecasting of house price using timer 
series models. This is alarming when so much importance is placed upon predicting mortgage 
defaults, property taxes etc. There are two important features regarding the movement of house 
prices (Case and Shiller, 1990; Glaeser and Gyourko, 2006): the first is that house price changes 
are highly persistent from one period to the next, and the second is that the housing market is 
prone to large return periods followed by periods of low returns (Muellbauer and Murphy, 1997; 
Glaeser and Gyourko, 2006). 
The problems with real estate measurement have been well researched by Graff and Young, 
1996 and Geltner, 1998. Fisher, 2000; Fisher and Geltner, 2000; mentioned that traditional real 
estate appraisals normally use: (a) replacement costs, (b) comparable sales and (c) capitalizing 
the expected outcome. In the past real estate investors have tried to forecast or evaluate the risk 
of individual properties through Monte Carlo simulations where the investors have changed the 
inputs across their expected range. However, they are not reliable over large asset classes. It is 
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important to note that in an approach using a Monte Carlo process, the period to period outcomes 
are random. That means that if in period six, you forecast NOI to be 100, then in period seven 
NOI could be any value – zero, 105 or 1000! In real estate there is a high correlation over time 
for NOI or any market variable and, therefore, the Monte Carlo process is not correct for 
assessing future uncertainty. 
In economics, the housing market occupies a special status. This is because housing construction 
boosts the economy through increasing expenditure, employment and house sales volume. 
Recent studies further justify the necessity of housing price analysis by indicating that the 
housing sector acts as a major indicator of the economy, and that its prices help to forecast both 
inflation and output (Forni et.al, 2003; Stock and Watson, 2003; Das, Gupta, and Kabundi, 
2009). Thus, a forecast for house prices can provide important results for policy makers and help 
them better control inflation and design policies. Also, these forecasts can direct individual 
market participants to make wise investment decisions. During the economic recession started by 
the sub-mortgage crisis, analyzing the influence of the burst of the housing price bubble and 
predicting its future trends is thus invaluable. 
 
Theory of DCF is based on the fact that Weighted Average Cost of Capital (WACC) is the rate 
of discount. The DCF method takes into account the value of money with respect to current time 
(Mun, 2002). However, method comes with drawbacks: it is performed under deterministic 
assumptions (Wofford, 1978; Mollart, 1988; French and Gabrielli, 2004). In other words, one 
does not take into account the uncertainty in the estimated cash flows (Kelliher and Mahoney, 
2000; Weeks, 2003). Fama and French, 1989 and Ferson and Campbell, 1991 mentioned that 
there is a circularity problem when debt is financing a portion of portfolio assets.  
According to Wheaton et.al, 2001, when investment returns are largely random, as in the traded-
security markets, the ‘model’ which best fits the series is often some (complete or partial) form 
of Brownian motion, in which the movement in returns today is independent of previous returns 
and largely a function of random error, possibly with a trend. The way that such ‘intrinsic’ 
variability is forecast is by simulating the random movements using Monte Carlo methods. 
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Real estate forecasting has become an integral part of the larger process of business planning and 
strategic management. Investors in real estate such as pension funds, insurance companies and 
real estate funds will make allocations, which they may maintain for some time. They are 
therefore looking to forecast future asset performance across real estate sectors and locations. 
Investors need to know where rents, yields and prices will be within a predetermined time frame.  
Real estate developers would like to have an idea of future demand, rents and prices. Investors 
with loan portfolios, including those secured on real estate, demand objectivity and transparency 
in the analysis of future trends. Scenario analysis concerning future rent and cash flows is also 
important (Brooks and Tsolacos, 2010).  Real estate forecasting can be considered for model 
selection. Forecasting is the natural progression in real estate as more data become available for a 
larger number of markets. 
 
 
 
 
 
Figure 2.3: Towards an Integrated Approach in Real Estate Investment (Journal of Property 
Valuation and Investment) 
The above Figure shows the current status of real estate investment. Gone are the days when 
only one technique was used in a forecasting study. Such studies are now a combination of both 
quantitative and qualitative approaches. Under quantitative approach, along-with the traditional 
use of time series there has been an increase in the use of the Causality Approach (for example, 
asking questions such as what if inflation causes rents to go down and vice versa). The 
qualitative approach is pure, and based on individual decisions which are normally governed by 
socio-economic factors and the wellbeing of the individual. 
Qualitative 
Judgemental 
Time Series 
Approach 
Econometric 
Causality 
Approach 
Quantitative 
38 
 
 
2.8  Cross-sectional Analysis in Real Estate Investment 
 
According to Barker, 2004 and 2006; the period between 1980 and 1990 saw house prices in the 
UK rise by 83% and subsequently decline by 38%. This price change is higher than that of any 
single metro in the United States during the same period. According to Barker, 2004 and 2006; 
the planning system of the UK is widely viewed as inflexible. Historically, due to ignorance of 
market movements, the UK has failed to cope with changing socio-economic conditions in many 
ways. The planning rationale is straightforward: As long as there are no perfect substitutes for 
land plots, shifts in demand should create a larger impact on house prices and as a result prices 
should be highly volatile in places where space is entangled with strict urban planning laws. 
McGough and Tsolacos, 2000 stated that there is no single method to establish fair values in 
different markets and that is why the investor needs to look towards an integrated approach and 
apply these in real estate investments. Cross-sectional analysis is one of the methodologies that 
can be deployed for this purpose.  
  
Hollies, 2007 conducted analysis for higher yields or lower yields across locations. She argued 
that, ‘higher inflation is related to higher output, with investors asking for a higher premium to 
invest in higher inflation markets.’ Saks, 2008 showed that a regulatory index which was created 
from various surveys between the 1970s and early 1980s in metros and which had fewer barriers 
to construction would experience an increase in residential construction and smaller increases in 
house prices in response to an increase in housing demand. Saiz, 2008 found that most metros 
which are widely regarded as supply inelastic are in fact severely affected by land use patterns. 
He concluded that elasticity of supply in the housing market is negatively affected by regulatory 
and physical constraints. 
 
Hilber and Robert-Nicoud, 2009 through their work concluded that more desirable places would 
not only be physically developed but also would be more regulated. Empirical analysis would 
shed light on the question of the extent to which planning regulations differ across space and 
how this affects house price levels and corresponding volatility (Hilber and Vermeulen, 2009). 
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Hilber and Vermeulen, 2009 assumed that housing demand  , with respect to place or location 
j and time span t is related to price and income. It is also related to time independent factors such 
as GDP, rates of interest in mortgages etc. Based upon the assumption that the above relationship 
is log-linear, the following demand equation is developed:  
)= log( )+ log( )+ + +  
 
where ,reflects idiosyncratic unobserved heterogeneity. The parameters  and   are the 
price and income elasticity of demand, where in small locality, price flexibility of house or real 
estate demand is large in comparison to regional or national area. This is due to the fact that 
neighbouring location plays a part in replacement of housing. 
 
Miller and Sklarz, 1986 have discussed many indicators. They studied price changes for the 
period 1987–2007, using two indices, the Case-Shiller Index and the House Price Index, of the 
US to find evidence of price seasonality. On average house prices were higher in summer. Cheng 
and Han, 2013 used stochastic population forecasting technology in explaining price changes in 
real estate. They argued that the effect of long-term population development on housing prices 
on the deterministic population forecasting has a limited credibility. Their study was based on 
the city of Shanghai, China, and found that ‘without the housing mortgage loan, the buyers take 
full risk of a decline in price. With the mortgage loan, the buyers regard the banks as the bottom 
line back-up.’ They concluded that a positive association existed between long term population 
development and demand in real estate. 
 
UK house prices rose 9% per annum from 1996 to 2002. By the last quarter of 2002, house price 
inflation was at 25%. Weeken, 2004 found that the ratio of house prices to net rentals was 
currently well above average. Barker, 2004 mentioned that the UK would have been 8 billion 
USD better off had real house prices risen in line with the European average since 1975.  
 
Plazzi et.al, 2010 estimated the returns using cross sectional dispersion and growth in net 
operating income (NOI) of different real estate units such as residential units, factories, retails 
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properties and properties which contain offices. They concluded that such real estate units 
exhibit cross-sectional time varying dispersions. Interestingly, they explained their time series 
fluctuation by macroeconomic variables. 
 
Brooks and Tsolacos, 2010 stated that real rents move through time in response to the vacancy 
rate (defined as vacant stock over total stock, expressed as a percentage) and an economic output 
variable. Here, the indicator is vacancy i.e. it gives a picture of demand and supply conditions. 
With a fall in vacancy due to high demand and supply, the market becomes ideal for landlords. 
Landlords during this time push for higher rents in new leases or review the existing rent. Clapp, 
1993 stated that when the actual amount of vacant space in a market is higher than the natural 
vacancy level, this can be taken as a sign of weak demand and surplus space in the market. As a 
result, rents would fall and new development would slow. 
The mortgage crisis of 2007 is a classic example of what can happen in the real estate industry. 
Between 2002-2005 real estate prices were increasing at a very rapid rate. A point came where 
the prices were too high for potential buyers to take out mortgages. As a result, sellers were 
forced to drop prices back to a point which would attract potential customers. This increase in 
house price was a part of high consumer price index during that time, because the general public 
uses consumer statistics to analyse and understand the impact of inflation on their personal and 
household budgets and are aware of how inflation linked parameters such as taxes, house prices, 
interest rate, benefits, pensions and wages were likely to change. Inflation is defined as the rate 
(%) at which the general price of goods and services increase which causes purchasing power to 
fall (Holt, 2009). 
Cameron et.al, 2006 discuss the strong relationship between housing units, regional incomes, 
real and nominal interest rates and demographics. Thus, it is evident that real estate requires not 
only house prices for forecasting but also needs to take account of inter-related factors such as 
demographics, regional income etc. which are required to test the forecasting model. Hasan, 
2006 considered the following attributes in analysing the demand and supply of housing 
framework; income, rate of interest on mortgage, and demographic factors such as population 
growth.  
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It is clear that the real estate market is risk prone because of market volatility. The answer to this 
risk aversion is building of a forecasting approach covering the issue of price change, along with 
house demand, mortgage rates, inflation etc. 
 
 
2.9  Real Estate Forecasting and Box Jenkins ARIMA Approach 
 
Pagourtzi et.al, 2003 reviewed the valuation methods with respect to real estate appraisal. 
According to their work, valuation methods can be categorized into traditional and advanced. 
The traditional methods can be categorized into regression models, cost, income, profit and 
contractor’s method. The advanced methods can be classified into the hedonic pricing method, 
spatial analysis or use of the Geographic Information System, and the fuzzy logic and 
Autoregressive Integrated Moving Average (ARIMA) models. They report that the choice of 
model is regarded as suitable as long as the results appear justified, reasonable and logical in 
agreement with accepted beliefs. Malpezzi, 1999 and Gallin, 2006 found a correlation between 
two sets: income and house prices, and house prices and rental.  
 
There are two facts worth mentioning with respect to the movement of house prices, first is that 
house price changes may follow a trend over time (Case and Shiller, 1990; Meese and Wallace, 
1991; Glaeser and Gyourko, 2006). Second, the house prices are prone to large swings over time 
(Muellbauer and Murphy, 1997; Glaeser and Gyourko, 2006).  
 
Pagourtzi et.al, 2003 stated that since house prices show considerable growth rates, the AR(1) 
model is likely to forecast poorly. An AR(p) model accommodates many of the same features as 
the AR(1) model, but is better specified because the optimal number of lags are taken into 
consideration. This eliminates autocorrelation that is likely to exist in an AR(1) model and 
therefore will produce better estimates.  
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The success of the Box–Jenkins methodology is based on the fact that it can reflect the behaviour 
of diverse types of series – and it does this without requiring many parameters to be estimated in 
the final choice of the model. Gooijer and Hyndman, 2006 state that many techniques have been 
suggested for ARMA model, including Akaike’s information criterion (AIC), Akaike’s final 
prediction error (FPE), and the Bayian information criterion (BIC). Often these criteria lead to 
over-fitting of the in-sample model by reducing one step-ahead forecast errors. 
 
Hepsen and Vatansever, 2010 use a standard Box-Jenkins ARIMA approach to forecasting house 
price trends in Dubai. Tse, 1997 examines forecasting of real estate prices in Hong Kong in a 
similar framework. He finds that the ARIMA model indeed is able to indicate short-term market 
direction. ARIMA models also do well when compared to other model classes. Nevertheless, not 
everyone is as enthusiastic about the forecasting ability of ARIMA models. Stevenson, 2007 
warns that although ARIMA models are useful in predicting broad market trends, they differ 
substantially in their forecasts obtained from different model specifications. Thus, they are 
sensitive to model selection biases.  
  
Sklarz et.al, 1987 demonstrated that a long lagged Auto Regressive (AR) process produces lower 
forecast error variance, unlike the Auto Regressive Integrated Moving Average (ARIMA) model 
when they applied the same to U.S. housing data. Due to its lower forecast error variance, the 
AR model is a better option when used to forecast the housing market in general, which features 
strong seasonality and slowly changing trends.  
  
Vishwakarma, 2013 studied the Canadian real estate price index using the ARIMA family 
models. He held that all these models worked fine for short term forecasting. He also argued that 
in the past researchers have applied various models to explain the real estate market, from simple 
linear regression to advanced models such as the Vector Error Correction model (VECM), the 
Kalman filter, and so on. However, in the end simple models were found efficient compared to 
more complex ones. In his model, he used macro-economic variables such as GDP, inflation, 
long-term and short term bond rate and exchange rate of the Canadian dollar against the US 
dollar. He tried to test his models along with this econometrics. Crawford and Fratantoni, 2003 
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used ARIMA, GARCH, and regime switching univariate models to forecast the real estate 
market in various parts of the US. They used state-level repeat transactions data for California, 
Florida, Massachusetts, Ohio, and Texas. Annual basis growth rates at a quarterly time span are 
calculated from each of these indices for the period from quarter one 1979 to quarter four 2004. 
The study found that ARIMA models are generally more suitable for out-of-sample forecasting 
and point forecasts. Stevenson, 2007 applied the OLS, ARIMA, and VAR models to forecasting 
housing supply in the Irish market, using quarterly data from 1978 through 2003. He found that 
the ARIMA model had better forecasting ability than the others for the period 1998–2001, 
because the Irish market had a sustained housing boom beginning in the mid-1990s that ignored 
the fundamentals. In the absence of fundamentals, ARIMA models perform well in predicting 
trends. Improved forecasts not only allow for proper pricing of mortgage credit risk, thus 
promoting financial stability, but also help institutional investors to manage risk from mortgage-
backed securities (Miles, 2008). The forecasts from the ARIMA models are adaptive to structural 
breaks (Clements and Hendry, 1996). However, Crawford and Fratantoni, 2003 indicate that a 
linear ARIMA model displays better out-of-sample forecasting of home prices than the Markov-
switching and GARCH models, although the Markov-switching model is superior for the in-
sample fit.  
In order to estimate true movements in residential property prices, Birch and Suderman, 2003 
introduced a two-way exponential smoothing system. Their method appears to still be in its 
infancy and seems somewhat experimental. They point out that their system seems to overcome 
some of the problems attached to the more rigid nature of regression modeling. However, they 
do not offer any conclusive evidence that their model is superior to more common hedonic price 
models.  
 
2.10 Previous Research Critiques  
 
The aim of the thesis is to provide an approach to real estate residential modeling and forecasting 
covering a property type’s correlation, time series attributes within a region or a city, and socio-
economic attributes of preferred real estate locations. The thesis covers residential estate markets 
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and concentrates on property types in contrast to previous studies that have considered country 
wide house price indices. 
 
There have been studies covering parts of the US, Canada, China, the UK real estate market 
(Miller and Sklarz, 1986; Vishwakarma, 2013 and Fratantoni, 2003). The studies examined real 
estate price indices at the macro level as well as correlations between regions’ real estate prices. 
We could not locate any study that pays attention to within city real estate price forecasts by 
property types. In other words, the studies reviewed help on a macro decision making level. 
Macro decisions are relevant to policy makers and real estate fund managers for predicting 
trends. However, no study has looked at the micro level, i.e. studying time series performance 
within a city and the correlation and performance by property type. Such a study can provide 
critical information to policy makers, developers, real estate fund managers and private investors 
when it comes to micro level management. This thesis attempts to fill the gap that exists in the 
field, as no previous studies have been found that cover modeling and forecasting real estate 
prices on a micro level within a city. 
 
 
Brooks and Tsolacos, 2010 stated that real rents move through time in response to the vacancy 
rate (defined as vacant stock over total stock, expressed as a percentage) and an economic output 
variable. Here, the indicator is vacancy i.e. it gives a picture of demand and supply conditions. 
With a fall in vacancy due to high demand and supply, the market becomes ideal for landlords. 
Landlords during this time push for higher rents in new leases or review the existing rent. Their 
work implies seasonal pattern in real estate prices. As a matter of fact Brooks and Tsolacos, 1999 
report a model that has been previously used by researchers including themselves to model 
seasonality in real estate price indices. There has not been a study that examined real estate 
prices within a city and by properly types using the proposed methodology of Brooks and 
Tsolacos, 1999. 
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The thesis also tries to incorporate recent developments in geographic information systems (GIS) 
to identify multivariate causal models that can help in real estate forecasting within a city by 
property types. Previous research such as that of Breedon and Joyce, 1993 has analyzed the 
relationship between real estate prices, earnings, disposable income, demographic factors, and 
the rate of repossessions by lenders. There is no study that uses geographic maps to identify 
causal relationships that can be used in forecasting real estate prices. Goodchild, 1989; Densham, 
1989; Peterson, 1998; and Thrall and Marks, 1993 described the ability of the GIS to study the 
spatial aspect of real estate decisions. However, these studies are more descriptive of the spatial 
(geographic) attributes of a local address. They did not aim at studying the economics and social 
variables associated with these local addresses to drive which variable demands a higher price 
tag. Real estate is marked with a definite spatial boundary which is called locality. This thesis 
aims at using GIS to identify the potential investment locality by studying the socio-economic 
parameters (such as tax claimants, education of local residents, number of houses in different tax 
bands etc.) of locality(s). No study has used GIS to map causal relationships between real estate 
prices and explanatory variables like higher income, council tax claimants, good health and 
green space. GIS will help to identify the areas of investment and the causal study will help in 
determining and forecasting real estate prices. The thesis is the first to provide a framework that 
ties social and economic variables to the price of real estate property within a city. 
 
2.11 Summary  
 
A gap has clearly been identified in the literature review that is it is necessary to study price 
changes by property types within a city; seasonality and possible casual factors than can explain 
real estate price changes.  Chapter four deals with research problem one which is “lack of studies 
of real estate price determination by residential property types within a city”.   The Box-Jenkins 
(1970) methodology is adopted to identify a linear ARIMA (Autoregressive Integrated Moving 
Average) model that can help in estimating and later on forecasting real estate prices within a 
city and by property types. The choice of the ARIMA models was due to studies by Crawford 
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and Fratantoni, 2003; Tse, 1997 and Stevenson, 2007 indicating that a linear ARIMA model 
displays better out-of-sample forecasting of home prices. 
 
Brooks and Tsolacos, 1999 and 2010; proposed a methodology to study seasonality that was 
applied to real estate price indices. That led to the identification of research problem two which 
is “lack of studies of seasonality of real estate prices by residential property types within a city”. 
Brooks and Tsolacos methodology will be applied to real estate prices by property types (Flats, 
Terraced, Semi-Detached, and Detached) within the Manchester City. 
 
 
There is no study that uses geographic maps to identify causal relationships that can be used in 
forecasting real estate prices. Goodchild, 1989; Densham, 1989; Peterson, 1998 and Thrall and 
Marks, 1993 described the ability of the GIS to study the spatial aspect of real estate decisions. 
Previous studies are more descriptive of the spatial (geographic) attributes of a local address. 
They did not aim at studying the economics and social variables associated with these local 
addresses to drive which variable demands a higher price tag. This led to research problem three 
which is “lack of studies utilizing the potential of Geographic Information Systems in real estate 
forecasting”. Chapter five will handle this research problem by using multiple regression 
method. 
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                                Chapter 3: Methodology 
3.0  Introduction 
Chapter two reviewed the existing literature and identified three research problems, lack of 
studies of real estate price determination by residential property types within a city, lack of 
studies of seasonality of real estate prices by property types within a city, and lack of studies 
utilizing the potential of Geographic Information Systems in real estate forecasting. A gap has 
clearly been identified in the literature review that is it is necessary to study price changes by 
property types within a city; seasonality and possible casual factors than can explain real estate 
price changes. Chapter three will discuss the methodology with regard to the models that are 
going to be used to fill the research gap as identified by the three research problems. The models 
used are time series models, cross sectional multiple regression models, GIS tools. The 
methodology is based on six steps which are statement of research problem, gathering relevant 
data, estimation methods, diagnostic tests for the residuals, model evaluation, and out of sample 
forecasting. The six steps are widely used in real estate literature and summarized by Brooks and 
Tsolacos, 2010. Time series analysis will be implemented in Chapter four on real estate data. 
Chapter five will build up the causal multiple regression models. Chapter six contains the 
conclusions and recommendations of the thesis. 
 
3.1  Proposed Approach 
 
The thesis’ proposed approach for modeling and forecasting real estate prices uses the general 
framework suggested by Brooks, 2008 and Brooks and Tsolacos, 2010. Their suggested 
framework consists of six steps summarizing the common econometric steps in economics with 
particular emphasis on real estate sectors. The six steps will be applied to the three objectives as 
identified earlier in the thesis; the examination of the correlations between property types within 
a region or a city, property types’ seasonality and time series attributes within a region or a city, 
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and connecting GIS maps and socio economic parameters that can help in identifying the most 
important socio-economic variables driving house prices. The six steps are as follows:   
3.1.1 Statement of research problem 
The researcher formulates the model based on economic theory or expectations. The model will 
formulate the variable of interest (real estate prices in the present thesis) as a function of possible 
explanatory variables. The model will be at best an approximation as it is unlikely that it will 
capture every relevant piece of information that contributes to real estate prices. If the model is 
too complex, it will be difficult and practically irrelevant as it will become difficult to 
implement. On the other hand, if the model is too simple, it is unlikely to capture and explain 
variation in real estate prices. An acceptable model should present a good approximation that 
is practical to implement and at the same time does not ignore important contributing 
information.  
3.1.2 Gathering relevant data 
Once the model formulation is accomplished in stage one, the next step is gathering relevant 
data. Two types of data will be handled in the thesis, univariate time series and multivariate 
(causal) time series. The data types are interval (cardinal) meaning all types of calculations are 
permitted on them (Mills and Markellos, 2008). Real estate prices for example are real data 
which allows all types of mathematical manipulation. Other relevant variables that can explain 
variation in real estate prices such as household income and council tax are also real variables. 
Univariate time series data are data on a single variable that can be charted against time points, 
for example monthly real estate prices of a house over a year. As will be explained later, time 
series models focus on the history of the variable in attempting to form a model that can explain 
its future. Multivariate (causal) time series data are data on multiple variables over time, for 
example, annual data on real estate prices, household income and council taxes.  
This thesis will focus on house price index and on property type within the real estate sector in a 
city. Other relevant variables that can explain variation in real estate prices such as household 
income and council taxes are also real variables. Univarate time series data are data on a single 
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variable that can chart its history against time points. For example, the monthly real estate prices 
of a house over a year. As will be explained below, time series models focus on the history of the 
variable in an attempt to form a model that can explain its future. The data will represent the 
quarterly price changes of property types (for example, Detached; Semi-Detached; Flats and 
Terraced) within a city. The results of the data analysis are quarterly (in percentage), which is the 
mean return of the property types; equivalent yearly return (in percentage), which is calculated 
by multiplying the mean with the number of quarterly. i.e. four; quarterly risk (in percentage) 
which is the standard deviation and annual risk (in percentage) which is four multiplied by 
quarterly risk (Brooks, 2008). Coefficient of variation (CV) is a standard measure in finance that 
measures the percentage risk per a percentage return. It is a useful measure to compare different 
investments as they are ranked from highest CV indicating highest risk per unit of return to 
lowest CV indicating lowest risk per unit of return. 
Sources of data for this thesis are databases which are available electronically as will be 
explained in detail in later chapters. 
3.1.3 Estimation methods 
Once the model is formulated in step one and the data required is gathered in step two, step three 
handles the model parameters estimation. Chapter four of the thesis deals with time series 
models. The Box-Jenkins, 1970 methodology is adopted to identify a linear ARIMA 
(Autoregressive Integrated Moving Average) model that can help in estimating and later on 
forecasting real estate prices. Crawford and Fratantoni, 2003; Tse, 1997 and Stevenson, 2007 
indicate that a linear ARIMA model displays better out-of-sample forecasting of home prices. 
The choice of Box-Jenkins, 1970 over automatic model identification techniques such as 
Akaike’s information criterion (AIC), Akaike’s final prediction error (FPE), and Bayesian 
information criterion (BIC) is that the Box-Jenkins approach is more informative in that it helps 
the researcher to understand the data. The AIC, FPE and BIC treat the time series as a black box 
as they suggest the best fitting model without revealing much about the data generating process’ 
characteristics. Also, these criteria often lead to over-fitting of the in-sample model (Brooks and 
Tsolacos, 2010). Multivariate time series analysis focuses on relationships between the 
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dependent variable (real estate prices) and explanatory variables that can explain variation in the 
dependent variable such as household income and council tax.  
 
A time series is a collation of observations of well-structured data which has been obtained 
through repeated measurements over time (Davis et.al, 1986). Vishwakarma, 2013 studied the 
Canadian real estate price index using the Autoregressive Integrated Moving Average (ARIMA) 
family of models. He compared his results with more econometric advanced models than 
ARIMA such as vector autoregression, co-integration and error corrections models. He found 
that simple models such as ARIMA are more efficient compared to more complex models. 
Crawford and Fratantoni, 2003 used ARIMA, GARCH, and regime switching univariate models 
to forecast the real estate market in various parts of the US. They used state-level repeat 
transactions data for California, Florida, Massachusetts, Ohio, and Texas. Annualized growth 
rates at a quarterly frequency were computed from each of these indices from 1979 (quarter 1) to 
2001 (quarter 4). The study found that ARIMA models are generally more suitable for out-of-
sample point forecasts. Stevenson, 2007 applies the Ordinary Least Squares (OLS), ARIMA, and 
Vector Autoregressive (VAR) models for forecasting housing supply in the Irish market, using 
quarterly data from 1978 through 2003. He found that the ARIMA model has better forecasting 
ability than the others for the period 1998–2001.  
 
One of the main goals of time series analysis is to forecast future values of the series. Slow and 
regular rising pattern in the series level is called a trend. The cyclical patterns are important, 
especially in the context of real estate management. For example, Reed, 2002 concluded in his 
paper that there was distinct evidence of existence of short property cycles among 117 Brisbane 
Suburbs in Australia during 1957-99. Reed, 2002 first removed the trend in the data before 
analyzing for any cyclic price patterns using Spectral analysis on the data of each suburb. The 
average cycle year for all the 117 suburbs was found to be about 9.95 years with an associated 
standard deviation of 1.97 years. The number of short-term cycles was 56 out of a total of 117 
suburbs, and the range of cycle years was found to be 7-14 years.  
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The simplest class of time series models that one could entertain is that of the moving average 
process as in Brooks and Tsolacos, 2010. Let ut (t = 1, 2, 3, . . , n) be a white noise process with 
Expected (ut) = 0 and variance (ut) = σ
2
. Then 
                              (3.1) 
is a q order moving average model, denoted MA(q), and  is parameter estimates for each lag up 
to q.  
 
A moving average model is simply a linear combination of white noise processes, so that yt 
depends on the current and previous values of a white noise disturbance term. An autoregressive 
model is one in which the current value of a variable, y, depends upon only the values that the 
variable took in previous periods plus an error term. An autoregressive model of order p taken 
from Box and Jenkins, 1970, denoted an AR(p), can be expressed as 
+         (3.2) 
Where  is the constant, is the parameter estimate for lag one of yt and  is the parameter 
estimate for lag two of yt,  white noise disturbance term. Combining the AR(p) and MA(q) 
models, an ARMA(p,q) model is obtained. Such a model states that the current value of some 
series y depends linearly on its own past values plus a combination of the present and past values 
of the white noise error terms. 
Identifying the order p and q of the ARMA(p,q) can be done by one of two methods; automatic 
order selection or Box-Jenkins, 1970 methodology. The automatic order selections are 
dominated in the literature by the Akaike Information criterion (Hirotugu, 1974, AIC) and 
the Bayesian information criterion (Schwarz, 1974, BIC). AIC and BIC criteria are based 
on information entropy, i.e. they offer a relative estimate of the information lost when a given 
model is used to represent the process that generates the data. Since it is possible to increase the 
likelihood by adding parameters, both BIC and AIC resolve this problem by introducing a 
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penalty term for the number of parameters in the model. However, the penalty term is larger for 
BIC than for AIC. The problem with the AIC and BIC criteria is that they handle the data as 
black box and do not offer any insight about the data generating process. 
The alternative to model selection criteria is the Box-Jenkins, 1970, which is based on model 
identification by examining the autocorrelations functions (ACF) and partial autocorrelations 
functions (PACF). The autocorrelation of a random process describes the correlation between 
values of the process at different times, as a function of the time lag. Let X represent the real 
estate price at time t. Then Xt is the value (or realization) produced by a given run of the process 
at time t. Suppose that the process is further known to have defined values for mean μ and 
variance σ2. Then the definition of the autocorrelation, between times t and t-s where s is the time 
lag, is as follows (Box and Jenkins, 1970): 
         (3.3) 
Where "E" is the expected value operator. If the function R is well-defined, its value must lie in 
the range [−1, 1], with 1 indicating perfect positive correlation and −1 indicating perfect negative 
correlation. 
 
Fuller, 1976 reported that the partial autocorrelation function (PACF denoted τkk), measures the 
correlation between an observation k periods ago and the current observation, after regulating for 
observations at intermediate lags (that is, all lags<k). For example, the PACF for lag 3 would 
measure the correlation between yt and yt−3 after controlling for the effects of yt−1 and yt−2.  
Box-Jenkins, 1970 methodology shows how different patterns of ACFs and PACFs can help in 
identifying an initial ARMA(p,q) model. The model parameters are then estimated using 
maximum likelihood using the BHHH algorithm of Berndt et. al,1974.  
The overall significance of the model is tested using Wald Chi-squared (Harrell, 2001). The 
residuals from the model are then examined for no patterns in their ACFs and PACFs. Also, the 
portmanteau Q-test of Ljung and Box, (1978) is applied to test for the significance of the 
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accumulation of the ACFs lags up to a certain cut-out point. Once the model has been passed for 
no ACFs and PACFs patterns, normal probability tests such as W-test of Shapiro–Wilk (1965) 
and Q-Q test of Seber (1977) are applied on the residuals. If the model shows serious signs of not 
conforming to the assumptions such as no ACFs and PACFs in the residuals as well as normality 
of the residuals, the whole model identification process is repeated again till a satisfactory model 
has been reached.  
Since this thesis handles quarterly data, there is the potential that the ARMA(p,q) did not fully 
catch seasonality in the data. As a matter of fact seasonal ARMA models can be fit. However, in 
this thesis the approach of Brooks and Tsolacos, 1999 is adopted where a seasonal model is used 
as a competing forecasting model to ARMA. Brooks and Tsolacos, 1999 suggested a very simple 
method for coping with seasonality. In the context of our quarterly data, the model of Brooks and 
Tsolacos, 2010 is as follows. 
=          (3.4) 
where,  
= quarterly real estate price; 
β= parameter estimates; 
D1=dummy variable 1 in quarter 1, and 0 in the other three quarters; 
D2=dummy variable 1 in quarter 2, and 0 in the other three quarters; 
D3=dummy variable 1 in quarter 3, and 0 in the other three quarters; 
D4=dummy variable 1 in quarter 4, and 0 in the other three quarters; 
ut= residual term with normal distribution 
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The above model will be estimated for quarterly data using OLS as well as the identified 
ARMA(p,q) model. The forecasting abilities of those models will also be compared to the cross 
sectional causal models that will be built in chapter five after identifying their relationships.  
Another approach to forecasting real estate prices is to establish causal relationships between the 
dependent variable which is real estate prices and the independent explanatory variables that can 
explain changes in real estate prices such as income, inflation, GDP etc. The main model of 
interest here is the simple and multiple regression models. This section provides the basis for the 
causal models that will be built in chapter five. 
The population regression function (PRF) is a function which generates the actual data and it 
shows the actual relationship among the variables. Another name for PRF is date generating 
process (DGP), which is shown in equation 3.5 (McGough et.al, 2000).  
=α+ β +                                                                                                                              (3.5) 
In the above equation there is a noise term so that, even if one had in one’s inventory the entire 
population of observations on x and y, it would still be not possible to obtain a perfect fit of the 
line to the data. α and β are the population true parameters that need to be estimated using sample 
data. Their equivalent in sample data will be called a and b. McGough et.al, 2000 used simple 
regression equation to model the relationship between the growth in real rents at time t as the 
dependent variable (RRgt) and the growth in employment in financial and business services at 
time t (EFBSgt). The regression was applied on real office rent and employment in UK financial 
and business service annual data starting 1979 and ending 2005 giving twenty seven annual 
observations. The model estimated is in equation 3.6.  
RRgt = α + β EFBSgt + µt               (3.6) 
Where RRgt is the growth in real rents at time t and EFBSgt is the growth in employment in 
financial and business services at time t. Their estimate for β is +3.27 indicating that when 
employment growth is positive, real rental growth would be positive too.   
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Another application of simple regression was carried out on the Helsinki market by McGough 
et.al, 2000 using annual data for the period from 1970 to 1998. The model is represented in 
equation 3.7.  
∆OFFRETt = α + β ∆GDPt + µt                   (3.7) 
Where ∆OFFRET is the dependent variable and denotes the change in office rents from one 
period to another. OFFRET is an index of office returns adjusted for inflation. The explanatory 
variable is Gross Domestic Product at constant prices adjusted after inflation (GDP).  
The empirical estimation of equation 3.7 resulted in the following estimates as shown in equation 
3.8. 
∆ t = -24.5 + 20.0∆           (3.8) 
The positive sign for the parameter estimate for ∆GDP indicates that a positive change in ∆GDP 
results in positive change in office rent returns and vice versa. On average, over the sample 
period, a change in the GDP index by one unit would result in a change of twenty units in the 
index of real returns. 
The causal model’s main statistical tests that are used to determine whether the relationship is 
significant and not due to random chances can be summarized in the following tests.   
The simple regression model introduced can be expanded to include extra explanatory variables 
(x’s). Amy et.al, 2000 studied the Singapore office market. Their empirical analysis used 
quarterly data and included the estimation of different specifications for rents. The model 
estimated is given by the following equation: 
%∆Rt=                                                                                              (3.9) 
where %∆ denotes a percentage change (over the previous quarter), Rt is the nominal rent (hence 
%∆Rt is the percentage change in nominal rent this quarter over the preceding one),  is the 
operating costs (as for example consumer price index, CPI) and  is the vacancy rate (in 
percent) in the previous quarter. Adjusted R-squared is 23% meaning that the changes in 
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explanatory variables have explained only 23% of the variation in the dependent variable. The 
relationship between the previous quarter vacancy and the current quarter change in rent is 
negative meaning if previous vacancy is high the current rent is low. The relationship between 
the changes in operating costs is positively related to the change in rent meaning a higher 
operating cost leads to higher rents. 
3.1.4 Diagnostic tests for the residuals 
As explained in step one, the model formulated is at best an approximation of the data generating 
process. There are assumptions behind the model that need to be met. The model assumptions 
are tested and if they were not met, a new model specification is tried out till assumptions are 
met. The time series models’ assumptions are: 
1. The residuals (unexpected error) that the model could not capture are linearly 
independent from its own values over previous points in time, 
2. The residuals squared do not show signs of linear dependence on their past values, 
3. The residuals are normally distributed. 
The logic behind assumption one is that if there is any pattern left in residual, this will be an 
indication that a different model specification should be used to remove the predictable pattern 
from the residuals. The logic behind assumption two is to check if there is any linear dependence 
in the squared residuals of the process. The logic behind assumption three is to ensure that 
statistical tests carried out are valid as the residuals are assumed to be normally distributed and 
therefore all statistical tests are built on that assumption. It is more critical here to examine the 
extent to which the residuals distribution departs from normality. This will determine how much 
credibility we can associate with the model parameter’s statistical tests. 
Geographic Information System (GIS) analyses the data of domains such as the environment, 
social grades, housing, health care, economic deprivation etc. The data are found in the website 
of the Office for National Statistics (ONS). These domains contain the data of each of the 
explanatory variables as per respective MSOA (middle super output area, explained in Chapter 
57 
 
five). These attributes are then linked with the area maps (mentioned in 5.1) through the ArcGIS 
software to generate thematic maps of each Middle Super Output Areas. A thematic map is a 
type of map especially created to portray a particular theme related with a specific geographic 
area. These maps will help to visualize physical, social, political, cultural, economic, sociological 
or any other aspects of a city. The symbols and the legends for the thematic maps will be created 
by the default symbols and legend-shades present in the software. Each of the thematic maps will 
give us an entire picture of the full MSOA. The maps help to visualize the area remotely i.e. 
without actually going to the site one can see the picture of not only a particular locality but also 
localities surrounding the same.   
3.1.5 Model evaluation 
Once the model adequacy has been accepted in step four, the next step is to evaluate the model 
parameters’ estimates in line with the economic theory or expectations as formulated in step one. 
If the model does not pass this step, steps one to three are repeated. If the model passes, then we 
move to the last step which is forecasting of out of sample data that is available (Box and 
Jenkins, 1970). Adjusted R
2
 which explains how much of the variation in the dependent variable 
y can be explained by the variation in the independent variable x. Its boundaries are 0 and 1 
where a value close to one highlights a more significant relationship while a value close to zero 
identifies no relationship. In the case of simple regression Adjusted R-squared can be replaced 
with the R-squared. Adjusted R-squared takes into account that adding more explanatory 
variables can increase R-squared due to random chances and therefore gives a penalty for 
including more explanatory variables. Adjusted R-squared (Lomax, 2007) is defined in the 
following equation: 
 
= 1-                                                                                                              (3.10) 
Where k is the number of parameters to be estimated in the model and T is the sample size. If an 
extra regressor (variable) is added to the model, k increases and unless R
2
 increases by a more 
than offsetting amount, 
 
will actually fall. Hence  can be used as a decision making tool for 
determining whether a given variable should be included in a regression model or not, with the 
rule being: include the variable if  rises and do not include it if  falls. 
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F-test is used to determine the overall significance of the Adjusted R-squared, hence the overall 
significance of the model. The F-test statistic is the ratio of the mean squared of explanatory and 
mean squared error of residuals, that is, F = (Mean Squared (xi))/(Mean Squared (residuals)). 
Each F-statistic has an F distribution, with the numerator degrees of freedom (DF) value for the 
corresponding term, and the denominator DF are n – p where n is the number of observations, 
and p is the number of coefficients in the model (Lomax, 2007). 
The overall model can be significant according to F-test but some of the explanatory variables 
can be insignificant and need not to be included in the model. T-tests are used to test the 
significance of the individual parameters. The t-test (Lomax, 2007) is shown in equation 3.11. 
Test statistics =           (3.11) 
The calculated t-test is compared with the critical t-statistic at say the 5% level of significance 
and for particular (n-2) degrees of freedom when n is the sample size. If the calculated t is lower 
in absolute terms than the critical, the null hypothesis of no relationship is not rejected. If the 
calculated t is larger in absolute terms than the critical, the null is rejected in favour of the 
alternative hypothesis that there is a significant relationship. 
3.1.6  Out of sample forecasting 
Once the model has passed step five, the model is used for out of sample forecasting if the data is 
available. In the univariate time series section of the thesis, out of sample forecasting is 
implemented since data is available for long time periods. However, in the multivariate section, out 
of sample was not feasible since data is only available on an annual basis. The naïve model 
(Stevenson, 2007) is in equation 3.12.  
                                                         (3.12) 
The naïve model assumes that best forecast value for the next quarter is equal to the previous 
observed quarter value.  
1
ˆ
 tt yy
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The forecasting accuracy over the naïve model (Stevenson, 2007) is judged by the root mean 
squared error which is shown in equation 3.13: 
 
                                                                                                     (3.13) 
The ARMA estimated model will be accepted if it beats out the naïve model out of sample. 
The above steps are shown below in a flow diagram: 
Statement of Research Problem 
Gathering Relevant Data 
Estimation Methods 
Diagnostic Test for the Residuals 
Model Evaluation 
Out of Sample Forecasting 
Figure 3.1: Six Steps Methodology 
3.2    Summary 
Chapter three presented the six step approach applied in the thesis to answer the three research 
problems identified in chapter two. The six steps are statement of research problem, gathering 
relevant data, estimation methods, diagnostic tests for the residuals, model evaluation, and out of 
sample forecasting. The six steps will be used in each of the three research problems identified in 
chapter two, lack of studies of real estate price determination by property types within a city, 
lack of studies of seasonality of real estate prices by residential property types within a city, and 
lack of studies utilizing the potential of Geographic Information Systems in real estate 
forecasting. The main estimation models that will be used in the empirical chapters of the thesis 
are Box-Jenkins time series models and causal models including geographic information systems 
n
yy
n
t
tt


 1
2)ˆ(
RMSE
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(GIS). Time series models and Box-Jenkins methodology has been presented and discussed. The 
methodology will be applied in chapter four on data for the UK all index in addition to 
Manchester. The choice of Manchester is based on its ranking as the second city in the UK after 
London according to the methodology used by the office for national statistics ONS. This thesis 
is the first to examine property types within a city while all other research on the UK market that 
was reviewed in chapter two concentrated on the correlation and time series properties between 
different regions in the UK. Seasonal time series models will also be estimated in chapter four. 
Causal models that emphasize relationships between dependent and explanatory variables were 
presented and discussed. The causal relationships for Manchester will be examined using 
Geographic Information Systems (GIS) and socio-economic variables of the ONS. Chapter six 
will conclude the thesis providing insight for future research. 
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Chapter 4: Real Estate Time Series Model Building and Testing 
4.0  Introduction 
  
Chapter three examined the six step methodology to be adopted in this thesis. The steps are 
statement of research problem, gathering relevant data, estimation methods, diagnostic tests for 
the residuals, model evaluation, and out of sample forecasting. Chapter four deals with thesis 
research problems one and two which are lack of studies of real estate price determination by 
property types within a city and lack of studies of seasonality of real estate prices by property 
types within a city. The chapter deals with objective one which is to investigate the time series 
properties of different property types (Flats, Terraced, Semi-Detached, and Detached) and 
compare their time series characteristics with each other as well as the UK all house price 
index. This objective aims at building appropriate statistical models based on time varying 
parameters that can help in improving real estate forecasts beyond that of simple naïve or 
seasonal models. The contribution of this chapter is in applying the methodology and models by 
property types and within a city in contrast with previous research studies that examined market 
indices.  
Step one in addressing the problem statement is to find an approximate model for real estate 
prices that beats naïve model forecasting based on averaging. Step two in the methodology is 
based on gathering relevant data. The data are for the UK all real estate index in addition to 
Manchester. The choice of Manchester is based on its ranking as the second city in the UK after 
London according to the methodology used by the office for national statistics ONS (2011). The 
data were obtained from the UK land registry from 1995 (Quarter 1) to 2011 (Quarter 1). Data 
for the UK is the all index real estate price. The data for Manchester are categorized into four 
property types: Semi-Detached, Detached, Flat and Terraced.  
Step three estimation method is based on the Box-Jenkins (1974) methodology to model real 
estate prices in order to generate price forecasts (step six). This Chapter will also use different 
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diagnostic checks (steps four and five) for the residuals from the built models to assess for model 
adequacy and evaluate the parameter estimates according to economic theory.  
 
All the analysis in this Chapter will be on the percentage change in the real estate house prices 
since they are non-stationary as it well known in the literature (Brooks and Tsolacos, 2010).  
Equation 4.1 shows the price change as used in the analysis for respective series. 
            (4.1) 
If a time series house price percentage change follows an ARMA(1,1) process, the equivalent 
process for its price is ARIMA(1,1,1). This means that there is a one differencing in price needed 
to obtain a covariance stationary process. 
 
All Figures produced in this Chapter for different house types in comparison with the UK house 
price index are scaled on the basis of 100 given to the first quarter of 1995. This is to standardize 
the units of measurements between the data. 
 
4.1   Data 
The data used in the thesis have come from four sources (Nationwide Building, UK Land 
Registry, Office for National Statistics, Official Labour Market Statistics). These are explained 
below. 
4.1.1 UK All Price Index 
Quarterly prices for the UK all price index from first quarter 1952 to first quarter 2011 were 
obtained from Nationwide Building Society (www.nationwide.co.uk). Nationwide Building 
Society has a huge data repository that goes back to the year 1952. This data is used in the time 
series analysis in chapter four. 
 
4.1.2 Property Types Price Data 
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The quarterly price data by property types (Flats, Terraced, Semi-Detached, and Detached) for 
Greater Manchester (UK) during the period from quarter 1 of 1995 to quarter 1 of 2011 were 
obtained from Land Registry of the UK (www.landregistry.gov.uk). This data is used in the time 
series analysis in chapter four. The Manchester City was chosen on the basis that it is the second 
most populous conurbation as per office for national statistics ONS (2011). A conurbation is 
defined and formed by ONS when cities and towns expand sufficiently that their urban areas join 
up with each other. The first according to ONS (2011) is Greater London. Manchester was 
chosen rather than London since there are more foreign influences on London than Manchester 
which increases the randomness of the residual term and makes forecasting more difficult as 
more international factors have to be studied. 
 
4.1.3 Neighbourhood Data  
Using the database of the ONS, we will be able to group these causal factors into respective 
domains which are mentioned below. The Office for National Statistics (ONS), United Kingdom 
uses seven domains to paint a broad picture of an area to determine the surrounding conditions 
(the data on the seven domains is available at www.ons.gov.uk, and the database used in this 
Thesis is for 2011). The domains measure the general ‘health’ and determine the success 
localities across the city.  
 
The seven domains are: 
 Crime and Safety 
 Economic Deprivation 
 Health Care 
 Housing 
 Personal Consumer Debt 
 Social Grade 
 Environment 
The inputs for the above domains are updated at least annually. 
4.1.4 Data for Explanatory (independent) Variables  
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The data for the causal model to explain real estate price changes were collected from NOMIS 
(Official Labour Market Statistics), UK. They were only available on an annual basis. The 
variables are change in employment, change in income, inflation and change in council tax. 
These data were collected from 1998 to 2013. 
 
4.2  Model Building for the UK All House Price Index 
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Figure 4.1: The UK ALL House Price Index 
Figure 4.1 shows that the UK all house price index is non-stationary as expected and that it needs 
a differencing of order one. This differencing is what we call percentage price change and is 
plotted in Figure 4.2. 
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                  Figure 4.2: The UK ALL House Real Estate Price Changes 
Figure 4.2 shows that the highest peak of 0.085 happened in quarter two, 2002, and lowest 
trough of -0.053 happened in quarter three, 2008. The autocorrelations functions are shown in 
Figure 4.3. 
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Figure 4.3: Autocorrelations of the UK ALL Price Changes 
 
The autocorrelations are significant at lags one and two at the 5% level. 
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          Figure 4.4: Partial Autocorrelations of the UK ALL Price Changes 
 
The partial autocorrelations are significant at different lags at the 5% level. The candidate model 
is an ARMA(1,1). The model is estimated and reported in the table below. 
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Table 4.1: Parameter estimates for the ARMA(1,1) model for the UK ALL Real Estate Price 
Changes 
Sample:1-65     Number of Observations  65 
      Wald chi2(2) 93.77 
Log likelihood = 178.1827     Prob > chi2         0 
 
Co-efficient Std.Err.  z    P>|z| 
µ 0.0175297*** 0.0060233 2.91 0.004 
ø1 0.4943079*** 0.1386969 3.56 0 
θ1 0.5713402*** 0.1289325 4.43 0 
*** indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance at the 10%.  
     
The parameter estimates for the ARMA(1,1) are highly significant at the 1% level. The overall 
model is significant at the 1% level as judged by the Wald Chi-squared. The residuals from the 
ARMA(1,1)  are used as dependent variables in the multiple regression for seasonality where the 
independent variables are four dummy variables representing quarters one, two, three and four. 
The results are in Table 4.2. 
 Table 4.2: Results of the Regression of the residuals from ARMA (1,1) of the UK ALL House 
Price Change on four dummy variables representing the four quarters. 
Source SS df MS No.Of Obs. 65 
Model 0.00008295 4 0.000020738 F(4,61) 0.08 
Residual 0.015942222 61 0.000261348 Prob>F 0.9884 
Total 0.016025172 65 0.000246541 R-Squarred 0.0052 
  
  
  
Adj R-
Squarred -0.0601 
        Root MSE 0.01617 
 
Coefficient Std. Err. T P> I t I 
 Dummy1 -0.0008674 0.0039209 -0.22 0.826 
 Dummy2 0.0018035 0.0040416 0.45 0.657 
 Dummy3 0.0001326 0.0040416 0.03 0.974 
 Dummy4 -0.0010559 0.0040416 -0.26 0.795 
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The results in Table 4.2 results indicate that there is no quarter seasonality in UK ALL House 
Prices as the overall model is not significant as judged by the F-tests. Also, none of the 
parameters are significant according to the t-tests. Figures 4.5 and 4.6 have the autocorrelations 
and partial autocorrelations estimates for the residuals of the ARMA(1,1) model. 
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Figure 4.5: Autocorrelations of the Residuals from ARMA (1,1) UK ALL House 
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Figure 4.6: Partial Autocorrelations of the ARMA (1,1) Residuals for the UK ALL House 
The ACFs in Figure 4.5 and the PACFs in Figure 4.6 do not show any significant pattern 
indicating the adequacy of the ARMA(1,1) model. The ARMA(1,1) model has passed the 
seasonality test as well as the autocorrelations and partial autocorrelations tests. Figure 4.7 has 
the Q-Q normal plot of the residuals from the ARMA(1,1) model. 
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      Figure 4.7: Normal Probability Plot of ARMA(1,1) Residuals 
 
The residuals also pass the normality tests as indicated by the QQ plot in Figure 4.7, and also 
pass the formal tests of the Shapiro-Wilk and the Jarque Bera tests for normality. Tables 4.3 and 
4.4 have the parameter estimates for the model along with their significance levels. 
Table 4.3: Shapiro Wilk W Test for Normal Data 
Variable Obs W V Z Prob>z 
Residuals 65 .98181 1.054 .114 .45446 
 
Table 4.4: Skewness Kurtosis Test for Normality 
Variable Obs Pr 
(Skewness) 
Pr (Kurtosis) adj chi2 (2) Prob>chi 2 
Residuals 65 .8431 .3189 1.07 .5869 
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The ARMA (1,1) model takes the following form as in equation 4.2. 
                                                                               (4.2) 
where, 
= quarterly real estate price;  is the constant, is the autoregressive estimate,  is the 
moving average estimate and  is the white noise.  
 
4.3  Model Building For Semi-Detached 
Figure (4.8) has the price pattern for the Semi-Detached versus the UK all house prices quarterly 
from quarter one 1995 to quarter one 2011.  
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               Figure 4.8: Semi-Detached Vs UK All House Price Indices 
The blue line represents the UK All house price index while the red line represents the Semi-
Detached index over time. The Semi-Detached price for Manchester is more volatile than the UK 
All house price. There has been a sharper fall for the Semi-Detached index compared with the 
UK All house price index during the credit crunch of 2008. 
Figure 4.9 plots the Semi-Detached price changes against time from quarter two 1995 to quarter 
one 2011. 
 
Figure 4.9: Semi-Detached Price Change 
 
The above Figure represents the price change for Semi-Detached from the period 1995 Q2 – 
2011 Q1. From the figure, it is clearly seen that the price change is volatile in the above 
mentioned time period. This price change can be categorized into three scales: low volatility, 
medium volatility and high volatility. In the above figure, low volatility is marked between the 
period 1995 Q2 – 2001 Q2; the medium volatility is marked between 2002 Q2 – 2007 Q2 and the 
high volatility is marked between 2008 Q1-2011 Q1.  
 
Figure 4.10 represents the histogram for Semi-Detached prices along with the theoretical normal 
distribution imposed. 
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Figure 4.10: Histogram of Semi-Detached Price Index Changes 
The above Figure shows the distribution to be bimodal where there are two peaks, one in the 
middle of the distribution between -.05 and 0.05 and the other in the right tail of the distribution. 
The distribution is right skewed with a skewness coefficient of 0.087 and has excess kurtosis 
compared with the normal distribution as evidenced by a kurtosis coefficient of 2.24. The mean 
is 0.020, which is greater than the median of 0.015. The standard deviation is 0.07. The 
distribution is not normally distributed. We next examine the Autocorrelations (ACF) and Partial 
Autocorrelations (PACF) Functions for Semi-Detached price changes. 
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                               Figure 4.11:Autocorrelations for Semi-Detached 
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                          Figure 4.12: Partial Autocorrelations for Semi-Detached 
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Examining the ACFs and PACFs in Figures 4.11 and 4.12 for the Semi-Detached using Box-
Jenkins methodology, ACFs in Figure 4.11 identify significant lags at 4, 6 and 12. The 
confidence intervals shown in gray in the Figure corresponds to the 95% level. The PACFs in 
Figure 4.12 identify significant lags at the 95% level at 2, 4, and 5. An ARMA(1,1) is fitted 
using the BHHH (1974) log likelihood maximization with the assumption of normally distributed 
residuals with a mean of zero and variance of 1. The results are in Table 4.5. The number of 
observations are sixty four.  
Table 4.5: ARMA(1,1)Model for Semi-Detached 
Sample:1-64     Number of Observations=64   
   
  
Wald chi2(1)=5.77 
  Log likelihood =  85.71225     Prob > chi2        =    0.0560   
 
Parameters 
Co-
efficient Std.Err. z-test P>|z| 
 µ 0.021 0.005 4.1 0 
 ø1 0.077 0.424 0.18 0.856 
 θ1 -0.405 0.421 -0.96 0.337 
 Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at zero. *** 
 indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance at the 10% 
 
The Wald Chi-square statistic is not significant at the 5% level indicating inadequate model. The 
parameter estiamtes for the ARMA(1,1) are not signifcantly different from zero at the 5% level.  
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         Figure 4.13: Autocorrelations for the Residuals of Semi-Detached 
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    Figure 4.14: Partial Autocorrelations for the Residuals of ARMA (1,1) of Semi-Detached 
A different model specification is required as the ACFs and PACFs of the residuals from the 
ARMA(1,1) as shown in Fiqures 4.13 and 4.14, which still indicate significant lags. An ARMA 
(1,2) is fitted next. The results are in Table 4.6. Also, Figure 4.15 plots the ACFs for the 
residuals from the ARMA (1,2). 
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Table 4.6: ARMA(1,2) Model for the Semi-Detached 
Sample:1-
64     
Number of 
Observations=64 
  
 
  
  
Wald 
chi2(2)=227.31 
  Log 
likelihood =  
89.46317     
Prob > chi2        
=    0.0000   
 Parameters Co-efficient Std.Err.  z    P>|z| 
 µ 0.017 0.011 1.51 0.131 
 ø1 0.916*** 0.092 9.89 0 
 θ1 -1.51*** 0.119 -12.69 0 
 θ2 0.640*** 0.116 5.49 0 
 Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at zero. 
*** indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance at the 10%.  
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                Figure 4.15: Autocorrelations for the Residuals of ARMA (1,2) of Semi-Detached 
Although the parameter estimates in Table 4.5 indicate that the parameter estimates are 
significantly different from zero at the 1% level, the ACFs of the residuals indicate model 
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inadequacy as there is a significant ACF at lags 4 and 6. A different model specification is 
required. An ARMA(5,0) is estimated and the results are in Table 4.7. 
Table 4.7: ARMA (5,0) Model for Semi-Detached 
Sample:1-
64     
Number of 
Observations=64 
  
   
Wald*** 
chi2(5)=31.43 
 Log 
likelihood =  
97.74598     
Prob > chi2        
=    0.0000   
Parameters Co-efficient Std.Err.  z    P>|z| 
µ 0.0180177* 0.0101906 1.77 0.077 
ø1 
-
0.4460045*** 0.1150392 -3.88 0 
ø2 -0.2200073* 0.1185008 -1.86 0.063 
ø3 0.1097384 0.1583252 0.69 0.488 
 ø4 0.470387*** 0.1261588 3.73 0 
 ø5 0.4328695*** 0.1174463 3.69 0 
 Note: The test of the variance against zero is one sided, and the two-side confidence interval  
is truncated at zero.*** indicates significance at the 1% level, ** indicates significance at the  
5% level, *indicates significance at the 10%.  
                               
The Wald Chi-Square is significant at the 1%. We next check for the adequacy of the residuals 
by examining their ACFs and PACFs in Figures 4.16 and 4.17. 
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Figure 4.16: Autocorrelations for ARMA(5,0) for the Residuals of Semi-Detached 
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             Figure: 4.17: Partial Autocorrelations for ARMA (5,0) Semi-Detached 
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None of the ACFs and PACFs are outside the two standard errors and therefore we ‘accept’ the 
hypothesis of no significant ACFs or PACFs at the 5% level. Accordingly, the Semi-Detached 
price changes follow the ARMA (5,0).  
                                                            (4.3) 
Where, 
= price change in time t, 
 = constant term, 
= price change at lag one, two, three, four and five, 
= coefficients estimates at lag one, two, three, four and five, 
= residuals which are normally distributed with a mean of zero and variance of one. 
We next examine whether or not the residuals follow the normal distribution. Tables 4.8 and 4.9 
have the results of Shapiro-Wilk (1965) and Jarque-Bera (1980). 
Table 4.8: Shapiro Wilk W Test For Normal Data 
Variables Obs W V Z Prob>z 
Residuals 64 0.98198 1.032 0.067 0.47315 
 
Table 4.9: Skewness Kurtosis Test For Normality                                
Variable Obs 
Pr 
(Skewness) Pr (Kurtosis) adj chi2(2) Prob>chi2 
Residuals 64 0.2204 0.7776 1.64 0.44 
                        
The Shapiro-Wilk (1965) and Jarque-Bera (1980) tests indicate adequacy of the model 
assumption of normally distributed residuals.  
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Figure: 4.18: Standardized Normal Probability Plot for Residuals from ARMA (5,0) Semi-
Detachedrty 
The results of Shapiro-Wilk (1965) and Jarque-Bera (1980) are confirmed by examining the 
normal QQ plot in Figure 4.18. The residuals approximately fall on the theoretical normal line. 
The ARMA(5,0) specification is ‘accepted’ for the Semi-Detached as none of the ACFs are 
significant at the 5% level. This indicates a relatively long memory as the price for the Semi-
Detached for the current quarter is determined by its previous prices up to the five past quarters. 
We also test for any subtle seasonality in the quarter data and whether the ARMA(5,0) has taken 
care of it. Four dummy variables of the type (0,1) have been created for quarters 1,2, 3, and 4 
respectively. A regression is run where Semi-Detached quarterly price changes are the dependent 
variable and the quarter’s one, two, three and four are the independent variables. There is no 
constant in the model. The residuals terms are assumed to be normally distributed with a mean of 
zero and a variance of one.  
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         Table 4.10: Price Changes of Semi-Detached for ARMA (5,0) with Dummy Variables 
Source SS Df MS No.Of Obs. 64 
Model 0.118501471 4 0.029625368 F(4,60) 9.27 
Residual 0.191785394 60 0.003196423 Prob>F 0 
Total 0.310286865 64 0.004848232 R-Squarred 0.3819 
  
  
  
Adj R-
Squarred 0.3407 
        Root MSE 0.05654 
Semi-Detached Coef. Std.Err. t P> I t I 
 Quarter 1 -0.0028379 0.0141342 -0.2 0.842 
 Quarter 2 0.0515962 0.0141342 3.65 0.001 
 Quarter 3 0.0622961 0.0141342 4.41 0 
 Quarter 4 -0.0292457 0.0141342 -2.07 0.043 
             
Quarters two and three are significantly different from zero at the 1% level. The model is highly 
significant at the 1% level as indicated by the F-statistic in the above Table. The hypothesis of no 
seasonality in the Semi-Detached market is rejected. The parameter estimates are positive 
indicating positive changes from the equivalent quarters in the previous year. The parameter 
estimate for quarter 4 is significantly different from zero at the 5% level. It is negative indicating 
a negative decline in the fourth quarter compared with the previous year. Seasonality explains 
34% of the variation in price changes for the Semi-Detached as indicated by the significant 
adjusted R-squared. 
                              Table 4.11: Results of ARMA (5,0) Residuals 
Source SS df MS No.Of Obs. 64 
Model 0.018135993 4 0.004533998 F(4,60) 1.73 
Residual 0.157509992 60 0.002625167 Prob>F 0.1558 
Total 0.175645984 64 0.002744469 R-Squarred 0.1033 
  
  
  
Adj R-
Squarred 0.0435 
        Root MSE 0.05124 
Semi-Detached Coef. Std.Err. t P> I t I 
 Quarter 1 -0.0102968 0.0128091 -0.8 0.425 
 Quarter 2 0.0018513 0.0128091 0.14 0.886 
 Quarter 3 0.0275237 0.0128091 2.15 0.036 
 Quarter 4 -0.0163246 0.0128091 -1.27 0.207 
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The residuals from the identified ARMA(5,0) were run as dependent variables on the four 
dummies corresponding to the four quarters. The F-statistic is not significant at the 1%, 5% or 
even 10% indicating that the suggested model ARMA(5,0) has successfully handled the 
observed seasonality in the Semi-Detached market. 
 
4.4 Model Building For Detached  
 
Figure 4.19 plots the quarterly price change for the Detached during the period from first quarter 
1995 to first quarter 2011. 
 
Figure 4.19: Detached Vs UK All House Price Indices 
85 
 
The Figure shows that the Detached price changes are far more volatile than price changes for 
the UK all house price index. There has been a sharp fall in the Detached price in September 
2001 and in the credit crunch of 2008. Figure 4.20 plots the price changes for the Detached for 
the period form quarter two 1995 to quarter one 2011. 
 
Figure 4.20: Detached Price Change 
 
The above Figure represents the price change for Detached from the period 1995 Q2 to 2011 Q1. 
From the figure, it is clearly seen that the price change is volatile. Detached price change can be 
categorized into three periods: low volatility, medium volatility and high volatility. In the above 
figure, low volatility is marked between the period 1995 Q2 to 2001 Q2; the medium volatility is 
marked between 2002 Q2 to 2007 Q2 and the high volatility is marked between 2008 Q1 to 2011 
Q1. Figure 4.21 has the histogram for the Detached price change along with the theoretical 
normal distribution imposed. 
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Figure 4.21: Histogram of Detached Price Index Changes 
The above Figure shows the distribution to be skewed to the right. The skewness coefficient is 
0.289 and has excess kurtosis compared with the normal distribution as evidenced by a kurtosis 
coefficient of 2.58. The mean is 0.03 which is greater than the median of 0.003. The standard 
deviation is 0.131. The distribution is not normally distributed. We next examine the 
Autocorrelations (ACF) and Partial Autocorrelations (PACF) Functions for Semi-Detached price 
changes. The ACFs and PACFs are shown in Figures 4.22 and 4.23. 
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Figure 4.22: Autocorrelation of Detached 
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                            Figure 4.23: Partial Autocorrelations for Detached 
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The ACFs show a lag at 1 in Figure 4.22. The PACFs have significant lags at 1, 2, 4 and 8 in 
Figure 4.23. An ARMA(4,0) is estimated. The results are in Table 4.12.  
Table 4.12: ARMA (4,0)Model for Detached 
Sample:1-64     Number of Observations=64   
   
  
Wald chi2(4)=27.24*** 
  Log likelihood =  54.14194     Prob > chi2        =    0.0000   
 Parameters Co-efficient Std.Err.  z    P>|z| 
 µ 0.274857*** 0.0048981 5.61 0 
 ø1 -0.679*** 0.1343554 -5.05 0 
 ø2 -0.645*** 0.1584498 -4.07 0 
 ø3 -0.329** 0.1514085 -2.17 0.03 
 ø4 -0.295** 0.1176434 -2.51 0.012 
 Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at  
zero.*** indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance  
at the 10%.  
                                     
Table 4.12 shows that the Wald Chi-Square is significant at the 1%. All parameter estimates of 
the ARMA(4,0) are statistically significant at the 5%. We next check for the adequacy of the 
residuals by examining their ACFs and PACFs in Figures 4.24 and 4.25.  
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          Figure 4.24: Autocorrelations of the Residuals of ARMA (4,0) of Detached 
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Figure 4.25:Partial Autocorrelations of the Residuals of ARMA (4,0) of Detached 
None of the ACFs is significant at the 5%. However, there is a significant PACF at lag 8 as shown in 
Figure 4.25. Although it is significant, it is not far away from the 95% confidence intervals and not 
significant at the 1% level.  
We next examine for whether or not the residuals follow the assumption of the normal distribution.  
Tables 4.13 and 4.14 show the Shapiro-Wilk (1965) and Jarque-Bera (1980) calculations.  
Table 4.13: Shapiro Wilk W Test for Normal Data 
Variable Obs W V Z Prob>z 
Residuals 64 0.99059 0.538 -1.339 0.90975 
 
Table 4.14: Skewness Kurtosis Test for Normality 
Variable Obs 
Pr 
(Skewness) Pr (Kurtosis) adj chi2(2) Prob>chi2 
Residuals 64 0.9891 0.4588 0.56 0.7555 
90 
 
 
The Shapiro-Wilk (1965) and Jarque-Bera (1980) tests indicate that the assumption of normally 
distributed residuals is not rejected. The results of the Shapiro-Wilk (1965) and Jarque-Bera (1980) 
tests are confirmed by examining the normal QQ plot in Figure 4.26. The residuals approximately fall 
on the theoretical normal line.  
0
.0
0
0
.2
5
0
.5
0
0
.7
5
1
.0
0
S
ta
n
d
a
rd
iz
e
d
 N
o
rm
a
l 
Q
Q
 T
e
s
t 
fo
r 
D
e
ta
c
h
e
d
 R
e
s
id
u
a
ls
 f
ro
m
 A
R
M
A
(4
,0
)
0.00 0.25 0.50 0.75 1.00
Empirical P[i] = i/(N+1)
 
Figure 4.26: Standardized Normal QQ Test for Detached Residuals from ARMA (4,0) 
The ARMA(4,0) specification is ‘accepted’ for the Detached. This indicates a relatively long memory 
as the price for the Detached for the current quarter is determined by its previous prices up to four past 
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quarters. 
The following equation is for ARMA (4,0) 
 
                                                                                            (4.4) 
Where, 
= price change in time t, 
 = constant, 
= price changes at lag one, two, three and four quarter, 
= coefficient estimates at lag one, two, three and four. 
 = residual term. 
The residuals from the above model were used as dependent variables in the following model to test 
for seasonality. 
=                (4.5) 
where,  
= residuals from the fitted model; 
β= parameter estimates; 
D1=dummy variable 1 in quarter 1, and 0 in the other three quarters; 
D2=dummy variable 1 in quarter 2, and 0 in the other three quarters; 
D3=dummy variable 1 in quarter 3, and 0 in the other three quarters; 
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D4=dummy variable 1 in quarter 4, and 0 in the other three quarters; 
ut= residual term with normal distribution 
                      Table 4.15: Results of ARMA (4,0) Residuals 
Source SS df MS No.Of Obs. 64 
Model 0.109177933 4 0.027294483 F(4,60) 2.83 
Residual 0.578056029 60 0.009634267 Prob>F 0.0321 
Total 0.687233962 64 0.010738031 R-Squarred 0.1589 
  
  
  
Adj R-
Squarred 0.1028 
        Root MSE 0.09815 
Detached Coef. Std.Err. t P> I t I 
 Quarter 1 -0.0116541 0.0245386 -0.47 0.637 
 Quarter 2 -0.0149722 0.0245386 -0.61 0.544 
 Quarter 3 0.0647492 0.0245386 2.64 0.011 
 Quarter 4 -0.0476569 0.0245386 -1.94 0.057 
                           Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at zero. 
                         *** indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance at the 10%.  
The above table shows the results of running the residuals from the ARMA(4,0) as dependent 
variables on the four quarters. The model fails to take care of the seasonality observed at quarter three. 
An ARMA(4,0) regression with the dummy for quarter three is estimated. 
                          Table 4.16: ARMA(4,0)Regression With the Quarter Three Dummy 
Source SS df MS No.Of Obs. 60 
Model 0.496992723 5 0.099398545 F(5,54) 9.86 
Residual 0.544512577 54 0.010083566 Prob>F 0 
Total 1.0415053 59 0.017652632 R-Squarred 0.4772 
  
  
  
Adj R-
Squarred 0.4288 
        Root MSE 0.10042 
Detached Coef. Std.Err. T P> I t I 
 AR (1) -0.6563309 0.1204346 -5.45 0 
 AR (2) -0.6075435 0.1442362 -4.21 0 
 AR (3) -0.2258545 0.1463273 -1.54 0.129 
 AR (4) -0.3347502 0.1253411 -2.67 0.01 
 Quarter 3 0.0973883 0.0322194 3.02 0.004 
 Constant 0.0563749 0.0198881 2.83 0.006 
 
93 
 
                               
The ARMA(4,0) for the Detached is highly significant at the 1% level as indicated by the F statistic. 
The adjusted R-squared is 43% indicating that 43% of the variation in percentage price changes for the 
Detached can be explained by the previous four lags in addition to the seasonality observed in the third 
quarter. The AR(1), AR(2), AR(4) parameter estimates are negative and each is significantly different 
from zero at the 1% level. The negative parameter estimates indicate that there is a reversal pattern 
with regard to percentage price changes, i.e. positive percentage price change will have a higher 
chance of being followed by negative percentage price change and vice versa. Table 4.16 check for the 
adequacy of the residuals from the ARMA(4,0) with a seasonal third quarter.  
-0
.4
0
-0
.2
0
0
.0
0
0
.2
0
0
.4
0
A
u
to
c
o
rr
e
la
ti
o
n
s
0 5 10 15
Lags
Bartlett's formula for MA(q) 95% confidence bands
ARMA(4,0) with Quarter 3 Seasonality
Autocorrelations of the Residuals for Detached
 
Figure 4.27: Autocorrelations of the Residuals for Detached ARMA (4,0) with Quarter 3 Seasonality 
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Figure 4.28:Partial autocorrelations of the Residuals for Detached ARMA (4,0) with Quarter 3 
Seasonality 
The ACFs and PACFs are within two standard errors from zero indicating no significance at the 5% 
level. The ARMA(4,0) with the third quarter seasonality seems to fit the data well for the Detached. 
 
4.5 Model Building for Flats 
 
Figure 4.29 plots the prices for Flats against the UK All price index during the period form quarter one 
1995 to quarter one 2011. 
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Figure 4.29: Flat Vs UK All House Price Indices 
 
Flat prices in Manchester are more volatile than the UK All index. There has been a sharp rise in 
Flats reaching an index of 130 (a percentage price increase of 30) during 2002 Q1. The Flats 
price fell during the credit crunch of 2008 and was followed by a period of higher volatility. 
Figure 4.30 has the price changes for Flats in Manchester from quarter two 1995 to quarter one 
2011. 
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                            Figure 4.30: Price Change for Flats in Manchester 
 
From this figure, it can be clearly seen that price changes for Flats were volatile in the above 
mentioned time period. This price change can be categorized into three scales: low volatility, 
medium volatility and high volatility. In the above figure, low volatility is marked between the 
period 2002 Q2 to 2007 Q2; medium volatility is marked between 1995 Q2 to 2001 Q2; and high 
volatility is marked between 2008 Q1 to 2011 Q1. Figure 4.31 shows the histogram of the price 
changes for Flats along with the normal distribution imposed. 
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Figure 4.31: Histogram of Flat Price Index Changes 
 
The above Figure shows the distribution to be skewed to the right. The skewness coefficient is 
0.67 and has excess kurtosis compared with the normal distribution as evidenced by a kurtosis 
coefficient of 4.82. It is important to note that the excess kurtosis of the Flats is far more than 
that for Semi-DetachedSemi-Detached (2.34) and Detached (2.58). The right tails reach the 0.30 
which gives a chance for 30% price appreciation. The mean is 0.021 which is greater than the 
median of 0.011. The standard deviation is 0.083. The distribution is not normally distributed. 
We next examine the Autocorrelations (ACF) and Partial Autocorrelations (PACF) Functions for 
Flat price changes. The ACFs and PACFs are shown in Figures 4.32 and 4.33. 
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                                Figure: 4.32: Autocorrelation for Flats 
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                    Figure 4.33: Partial Autocorrelations for Flats 
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The ACFs show a significant lag at 1 in Figure 4.32. The PACFs show significant lags at 1 and 7 
in Figure 4.33. An ARMA(1,0) is estimated. The results are in Table 4.17.  
Table 4.17: ARMA (1,0) Model for Flats 
Sample:1-64     Number of Observations=64   
  
  
Wald chi2(1)=7.67*** 
 Log likelihood =  74.41271     Prob > chi2        =    .0056   
Parameters Co-efficient Std.Err.  z    P>|z| 
µ 0.0207035*** 0.0073961 2.8 0.005 
ø1 -0.391424*** 0.1413469 -2.77 0.006 
Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at zero.*** indicates 
significance at the 1% level, ** indicates significance at the 5% level, *indicates significance  
at the 10% 
                                                    
The Wald Chi-Square is significant at the 1%. We next check for the adequacy of the residuals 
by examining their ACFs and PACFs in Figures 4.34 and 4.35.  
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 Figure: 4.34: Autocorrelations for Flats ARMA(1,0) Residuals 
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                  Figure: 4.35: Partial Autocorrelations for Flats ARMA(1,0) Residuals 
 None of the ACFs is significant at the 5%. However, there is a PACF at lag 6 as shown in Figure 
4.35. Since it is not far away from the 95% confidence intervals and not significant at the 1% 
level, we applied the Q-test of Ljung and Box (1978) for up to 12 lags. The results are in Table 
4.18 
Table 4.18: Q-tests of Ljung and Box (1978) at lags up to twelve. 
LAC AC PAC Q Prob>Q 
1 -0.0572 -0.0572 0.21928 0.6396 
2 -0.0904 -0.0904 0.77592 0.6784 
3 0.1544 0.1473 2.4278 0.4885 
4 0.1096 0.1341 3.2735 0.5131 
5 -0.042 -0.0135 3.3999 0.6386 
6 0.2218 0.2703 6.9838 0.3223 
7 0.1829 0.2056 9.4617 0.2212 
8 -0.1739 -0.1918 11.743 0.163 
9 0.1642 0.1966 13.813 0.1291 
10 0.1142 0.0122 14.833 0.1383 
11 -0.0787 -0.0702 15.326 0.168 
12 0.0711 0.0434 15.737 0.2036 
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Table 4.18 reports the ACFs, PACFs, Q-statistic and the probability of the significance of the Q-
Statistic. As indicated in the Table none of the Qs are significant at 1, 5, or 10% level and 
therefore the hypothesis of serially uncorrelated residuals is not rejected. 
We next examine for whether or not the residuals follow the assumption of the normal 
distribution. Tables 4.19 and 4.20 have the Shapiro-Wilk (1965) and Jarque-Bera (1980) test 
data.  
Table 4.19: Shapiro Wilk W Test for Normal Data 
 
Variables Obs W V Z Prob>z 
Residuals 64 0.95943 2.323 1.823 0.03412 
 
Table 4.20: Jarque-Bera (1980) Skewness Kurtosis Test for 
Normality 
 
Variables Obs 
Pr 
(Skewness) 
Pr 
(Kurtosis) 
adj 
chi2(2) Prob>chi2 
Residuals 64 
0.0155 0.0305 9.05 0.0108 
 
      
The results of Shapiro-Wilk (1965) and Jarque-Bera (1980) tests for normality indicate the 
adequacy of the hypothesis of normally distributed residuals. This is also confirmed by 
examining the normal QQ plot in Figure 4.36. The residuals approximately fall on the theoretical 
normal line.  
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         Figure 4.36: Standardized Normal for Flats from ARMA (1,0) Residuals 
The ARMA(1,0) specification is ‘accepted’. This indicates a relatively short memory as the price 
for the Flats for the current quarter is determined by its previous quarter only. This is in sharp 
contrast to the Detached when four lags were required.  
Following equation is for ARMA (1,0) 
                                                                                                                                            (4.6) 
Where, 
= price change in time t 
 = constant 
= price change at lag one 
= auto regression coefficient estimate at lag one 
 = residual term 
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The residuals from the ARMA(1,0) is used as dependent variable in the following seasonal 
dummy model. 
=          (4.7) 
where,  
= the residuals from the fitted model; 
β= parameter estimates; 
D1=dummy variable 1 in quarter 1, and 0 in the other three quarters; 
D2=dummy variable 1 in quarter 2, and 0 in the other three quarters; 
D3=dummy variable 1 in quarter 3, and 0 in the other three quarters; 
D4=dummy variable 1 in quarter 4, and 0 in the other three quarters; 
ut= residual term with normal distribution 
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                                Table 4.21: Results of ARMA (1,0) Seasonality   
                                           
The results in the Table indicate no significant seasonality in the residuals as indicated by 
insignificant F-test and insignificant t-tests. The ARMA(1,0) for Flats passes all diagnostic tests 
including that of seasonality. 
 
4.6   Model Building For Terraced 
 
Figure 4.37 plots the Terraced price index for Manchester against the UK All price index from 
quarter one 1995 to quarter one 2011.  
Source SS df MS No.Of Obs. 63 
Model 0.013878865 4 0.003469716 F(4,59) 0.58 
Residual 0.35263732 59 0.005976904 Prob>F 0.6779 
Total 0.366516185 63 0.005817717 R-Squarred 0.0379 
  
  
  
Adj R-
Squarred -0.0274 
        Root MSE 0.7731 
ARMA 
1:Flat 
Seasonality Coef. Std.Err. 
t 
P> I t I 
 Quarter 1 -0.0216932 0.0193276 -1.12 0.266 
 Quarter 2 0.0188439 0.0199615 0.94 0.349 
 Quarter 3 0.0061162 0.0193276 0.32 0.753 
 Quarter 4 -0.0051504 0.0193276 -0.27 0.791 
 
105 
 
 
Figure 4.37: Terraced Vs UK All House Price Indices 
 
As was the case with Semi-Detached properties, Detached properties and Flats indices for 
Manchester, price changes for Terraced homes seem to be more volatile than the UK All index. 
The main reason for this may be due to the fact that the UK all price index is smoother since it 
has far more coverage than Manchester. The behavior of the process of price change seems to be 
constant over time with the exception of the sharp rise in prices in 2000 quarter four when prices 
went up by more than fifty percent. Figure 4.38 indicates price changes in Terraced houses for the 
period 1995 quarter 2 to 2011 quarter one. 
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Figure 4.38: Terraced Price Change 
 
This figure indicates that there was a large jump of 60% in price in the first quarter of 2000. The 
volatility of the series seems to be similar apart from the first quarter of 2000. Figure 4.39 has the 
histogram of the price changes for Terraced houses along with the normal probability imposed. 
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Figure 4.39: Histogram of Terraced Price Index Changes 
The above figure shows the distribution to be skewed to the right as a result of one outlier 
corresponding to the first quarter 2000 that reached 0.60 (60% change in price). The mean is 
0.026 which is greater than the median of 0.009. The standard deviation is 0.113. The distribution 
is not normally distributed as a result of one huge outlier which will largely influence measures 
such as skewness and kurtosis.  
We next examine the Autocorrelations (ACF) and Partial Autocorrelations (PACF) Functions for 
Terraced price changes. The ACFs and PACFs are shown in Figures 4.40 and 4.41. 
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Figure 4.40: Autocorrelations for Terraced 
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                            Figure 4.41: Partial Autocorrelations for Terraced 
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The ACFs show a significant lag at 1 in Figure 4.40. The PACFs show a significant lag at 1 in 
Figure 4.41. An ARMA(1,0) is estimated. The results are in Table 4.22.  
 Table 4.22: ARMA (1,0) Model for Terraced 
Sample:1-64     Number of Observations=64   
  
  
Wald chi2(1)=7.01*** 
 Log likelihood =  53.46057     Prob > chi2        =    .0081   
Parameters Co-efficient Std.Err.  z    P>|z| 
µ 0.0266118** 0.0126622 2.1 0.036 
ø1 -0.3469*** 0.1310345 -2.65 0.008 
Note: The test of the variance against zero is one sided, and the two-side confidence interval is truncated at  
zero.*** indicates significance at the 1% level, ** indicates significance at the 5% level, *indicates significance  
at the 10% 
 
The Wald Chi-Square is significant at the 1%. The ARMA(1,0) constant and autoregressive 
parameter estimates are both significant at the 1% level. We next check for the adequacy of the 
residuals by examining their ACFs and PACFs in Figures 4.42 and 4.43.  
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Figure 4.42: Autocorrelations for Terraced ARMA (1,0) for Terraced 
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Figure 4.43: Partial Autocorrelations for Terraced ARMA (1,0) for Terraced 
None of the ACFs and PACFs is significant at the 5%. We next examine for whether or not the 
residuals follow the assumption of the normal distribution. Shapiro-Wilk (1965) and Jarque-Bera 
(1980) tests for normality are reported in Tables 4.23 and 4.24. 
Table 4.23: Shapiro-Wilk W Test for Normal Data 
Variable Obs W V Z Prob>z 
Residuals 64 0.8448 8.885 4.726 0 
 
Table 4.24: Jarque-Bera (1980) Skewness Kurtosis Test for Normality  
Variable Obs 
Pr 
(Skewness) Pr (Kurtosis) adj chi2(2) Prob>chi2 
Residuals 64 0 0 36.78 0 
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The Shapiro-Wilk (1965) and Jarque-Bera (1980) test results indicate that the hypothesis of 
normally distributed residuals is not rejected. The results of Shapiro-Wilk (1965) and Jarque-
Bera (1980) are confirmed by examining the normal QQ plot in Figure 4.44.  
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Figure 4.44: Standardized Normal Plot for Terraced ARMA (1,0) Residuals 
The residuals approximately fall on the theoretical normal line. The ARMA(1,0) specification is 
‘accepted’ for the Terraced houses as none of the ACFs are significant at the 5% level. This 
indicates a relatively a short memory as the price for the Terraced properties for the current 
quarter is determined by its previous quarter.  
Following equation is for ARMA (1,0) 
                                                                                                                                            (4.8) 
Where, 
= price change in time t 
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 = constant 
= price change at lag one  
= auto regression coefficient estimate at lag one  
 = residual term 
The residuals form the ARMA(1,0) model are then regressed using the following seasonal 
model.  
=          (4.9) 
where,  
= the residuals from the fitted model; 
β= parameter estimates; 
D1=dummy variable 1 in quarter 1, and 0 in the other three quarters; 
D2=dummy variable 1 in quarter 2, and 0 in the other three quarters; 
D3=dummy variable 1 in quarter 3, and 0 in the other three quarters; 
D4=dummy variable 1 in quarter 4, and 0 in the other three quarters; 
ut= residual term with normal distribution. 
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     Table 4.25: Results of ARMA (1,0) Seasonality                           
 
The F-test is significant at 5% level but not significant at the 1% level. None of the t-tests is 
significant for any of the quarters. Accordingly, the ARMA(1,0) is accepted as a model for 
Terraced. 
 
4.7   Testing for GARCH effects 
 
We have carried out tests for Generalized Autoregressive Conditional Heteroscedasticity 
(GARCH) effects on the squared residuals from all ARMA models fitted for Semi-Detached, 
DetachedDetached, Flats and Terraced properties. The objective is that a series may not show 
patterns in its ACFs and PACFs of the first moment while there are significant patterns of 
correlations in its second moments. There were no significant GARCH effects found. To save 
space we only report the ACFs and PACFs for the squared price changes for Terraced. They are 
in Figures 4.45 and 4.46.  
  
Source SS Df MS No.Of Obs. 63 
Model 0.104982153 4 0.026245538 F(4,59) 2.59 
Residual 0.597091352 59 0.010120192 Prob>F 0.0455 
Total 0.702073505 63 0.011144024 R-Squarred 0.1495 
  
  
  
Adj R-
Squarred 0.0919 
        Root MSE 0.1006 
ARMA 1:Terraced 
Seasonality Coef. Std.Err. 
t 
P> I t I 
 Quarter 1 -0.0400415 0.0251498 -1.59 0.117 
 Quarter 2 0.0421847 0.0259746 1.62 0.11 
 Quarter 3 0.0403098 0.0251498 1.6 0.114 
 Quarter 4 -0.0408026 0.0251498 -1.62 0.11 
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Figure 4.45: Autocorrelations for Terraced ARMA (1,0) Residuals Squared 
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Figure 4.46: Partial Autocorrelations for Terraced ARMA (1,0) Residuals Squared 
 
 
According to Figures 4.45 and 4.46 none of the ACFs and PACFs is significant, indicating the 
absence of volatility clustering (GARCH effects). The absence of GARCH effects were also 
found for all other time series including the UK All house price index. 
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4.8  Within City Correlation Analysis 
 
The Chapter up till now has considered the univariate attributes of different property types within 
Manchester. Multivariate time series analysis requires far more observations than can be carried 
out within the current study. Fifty observations are usually regarded as the minimum needed for 
univariate time series since estimation methods such as BHHH of Brendt et al. (1974) are data 
hungry in their nature. Far more observations are required for multivariate analysis. There are 
sixty five quarter observations available from quarter one 1965 to quarter one 2011. However, 
bivariate correlation analysis between different property types within Manchester can provide 
some interesting facts about the co-movement of these properties. The correlations between 
property types are in Figure 4.47. 
 
 
 
Figure 4.47: Correlation between Property Types 
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The above figure represents correlation between different property types, and shows the 
following correlations (highest to lowest): Detached and Semi-Detached, Flat and Terraced, 
Semi-Detached and Terraced, Detached and Terraced, Semi-Detached and Flat, Detached and 
Flat. It is interesting that price changes are positively correlated for Detached and Semi-Detached 
which are the close substitute property types for buyers as their first preference is for Detached 
houses and if this is not feasible they consider semi Detached properties. Also, for Flat and 
Terraced buyers there is a high correlation, as buyers prefer Terraced properties to buying Flats. 
The following Table (4.26) shows the quarterly and annual returns by property type for the data 
from quarter one 1995 to quarter 1 2011 (65 observations). 
 
Table 4.26: Quarterly Return, Quarterly Risk and Quarterly Co-efficient of Variation of the 
Property Types 
 
Variables Quarterly 
Average 
 Return 
 
Quarterly  
Risk 
Annual 
Average 
Return 
Annual 
Risk 
Coefficient 
of 
Variation 
Semi 0.0205 
 
0.0671 0.082 0.2684 3.28 
Detached 0.0255 
 
0.1312 0.1020 0.5248 5.13  
Flat 0.0206 
 
0.0823 0.0824 0.3292 4.04 
Terraced 0.0263 
 
0.1129 0.1052 0.4516 4.34 
 
 
Quarterly return is the mean return of the property types. Equivalent yearly return is calculated 
by multiplying mean with the number of quarters i.e. four. Quarterly risk is the standard 
deviation and annual risk is four multiplied by quarterly risk. Coefficient of variation is 
calculated by dividing quarterly risk (standard deviation) by quarterly return (mean). From the 
Table, it can be said that highest annual return is from Terraced and Detached properties 
(10.52% and 10%) followed by Flats and Semi-Detached properties (8.2% and 8%) respectively. 
The annual risk is highest for Detached properties followed by Terraced, Flat and Semi-Detached 
properties. The highest risk per one percent of return as indicated by the coefficient of variation 
is for Detached properties followed by Terraced, Flats and Semi-Detached properties. The only 
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surprise is that we would have expected Semi-Detached properties to be second in terms of risk 
per unit of return instead of last.  
 
4.9   Forecasting out of Sample 
The purpose of this section is to test the ability of the identified Seasonal 
ARMAmodels in beating naïve forecasting models using out of sample data for the 
UK All house price index and each of the property types within Manchester (Semi-
Detached, Detached, Flats, and Terraced properties). The out of sample data are 
quarterly starting from second quarter 2011 to last quarter 2013. The out of sample 
size has eleven observations. Table 4.27 has the forecasting performance in 
comparison to naïve mode. The naïve model is in equation 4.10.  
                                                         (4.10) 
The naïve model assumes that best forecast value for the next quarter is equal to the previous 
observed quarter value.  
The forecasting accuracy over the naïve model is judged by the root mean squared error which is in 
equation 4.11 
 
                                                                                                     (4.11) 
 
The ARMA estimated model will be accepted if it beats out the naïve model out of sample. Table 
4.27 compares the RMSE between the naïve model and the forecasted ARMA models. 
n
yy
n
t
tt


 1
2)ˆ(
RMSE
1
ˆ
 tt yy
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Table 4.27: A comparison between the root mean squared error (RMSE) for the forecasted 
ARMA versus the Naïve forecast. 
 ARMA  NAIVE (ARMA/NAÏVE) 
RMSE 
UK ALL 
 
0.013028 
 
0.007557 
 
1.70 
Semi-Detached 0.118359 0.167534 0.70 
Detached 0.262608 0.419065 0.62 
Flats 0.067862 0.119003 0.58 
Terraced 0.092422 0.159651 0.56 
The ARMA for the UK ALL out of sample has failed to improve on the forecast from the naïve 
mode. It is 70% worse than the naïve model. That is despite the model being acceptable within 
sample data. The picture is different for property types within the Manchester City. The ARMA 
models beat the naïve forecasting out of sample by 30%, 38%, 42%, and 44% for Semi-
Detached, Detached, Flats, and Terraced properties.   
 
4.10  Summary  
 
The Chapter handled research problems one and two, lack of studies of real estate price determination 
by residential property types within a city and lack of studies of seasonality of real estate prices 
by property types within a city. The chapter applied the Box-Jenkins (1974) methodology to the UK 
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All house price index in addition to different property types (Semi-Detached, Detached, Flats and 
Terraced properties) in Manchester during the period from 1995 (quarter one) to 2011 (quarter one). 
Manchester was chosen since it is the second largest city in the UK after London according to the rules 
used by the office for national statistics, ONS (2011). Manchester was chosen since London house prices 
are more influenced by international factors than Manchester due to massive foreign investments. The 
literature review in Chapter two indicates that most research on real estate in the UK concentrated on 
correlations between regional properties and very few examined residential property investments. This 
thesis is the first to examine residential properties within a region or a city in addition to the UK All 
house price index. The autocorrelations functions (ACFs) and partial autocorrelations functions (PACFs) 
of price changes were examined for each property type. The results of the model building using Box-
Jenkins (1974) methodology for the UK All house price index in addition to the four residential property 
types within Manchester (Semi-Detached, Detached, Flats and Terraced properties), are summarised in 
the following Table 4.28. 
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Table 4.28: Box Jenkins Analysis of The Properties 
Property 
Type 
ARMA(p,q) Parameter 
Estimates Along-
with Their 
Significance 
Level. ***, **, 
and * for 1%, 
5%, and 10%, 
respectively. 
Seasonality. 
Significant 
Quarters only 
with Their 
Significance 
Level. ***, **, 
and * for 1%, 
5%, and 10%, 
respectively. 
Adjusted R-Squared and F-Test, ***, 
**, and * for 1%, 5%, and 10%, 
indicates significance respectively. 
UK All 
House 
ARMA (1,1) 0.4943079, 
0.5713402 
None is 
significant 
Adj-Rsqaured =  Not Applicable 
 
Semi-
Detached 
ARMA(5,0) AR(1)= -
0.446***,  
AR(2)= -0.220*, 
AR(3)= 0.109,  
AR(4)= 0.470***, 
AR(5)= 0.432*** 
 
None is 
significant 
Adj-Rsqaured=0.34 
F-test=6.95*** 
 
Detached ARMA(4,0) AR(1) = -
0.656*** 
AR(2) = -
0.607***, AR(3) = 
-0.226 
AR(4) = -0.335** 
 
Q(3)=0.0974*** Adj-Rsqaured=0.47 
F-test=9.86*** 
 
Flats ARMA(1,0) -0.391*** None is significant Adj-Rsqaured=0.14 
F-test=11.38*** 
 
Terraced ARMA(1,0) -0.347*** None is significant Adj-Rsqaured=0.11 
F-test=8.60*** 
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The UK All house price changes are modeled using ARMA(1,1) model. Adjusted R-
squared is not well defined in the case of ARMA model due to the inclusion of past 
error terms in the regression of the model. Although the ARMA(1,1) passes all 
comprehensive diagnostic checks within sample, the model fails to predict out of 
sample. There was no seasonality quarters identified within the UK All house prices. 
Forecasting out of sample was more successful for property types within Manchester.  
The results show that Manchester’s most expensive housing type (Detached) 
experienced more negative price declines than the less expensive Semi-Detached 
houses and the least expensive properties such as Terraced houses and Flats. This is 
shown in Table 4.28 as Detached properties experienced four negative quarter 
correlations while the Terraced houses and Flats experienced just one negative quarter 
correlation. This means the price decline for Detached property took year to show 
positive price change while for Flats and Terraced properties it only took a quarter to 
show a positive price changes. The autocorrelations for the Semi-Detached properties 
which are closer to the most expensive type of property (Detached) than the least 
expensive (Flats) showed a mixed pattern with the correlations with quarters one and 
two being negative while the correlations with quarter four and five are positive. Semi-
Detached property seems to recover faster than Detached properties but slower than the 
Terraced houses and Flats. The Detached and semi Detached property past history 
explains more of the variation in the current prices than for Flats and Terraced houses 
as indicated by the adjusted R-squared. The reason for this could be due that Flats and 
Terraced houses are much more affordable and therefore variation in prices could be 
more related to causal variables such as mortgage rates and credit conditions of the 
market. The Detached and Semi-Detached properties are much more expensive which 
may mean they can have less sensitivity to mortgage and credit markets conditions, and 
therefore more dependence on past history than Flats and Terraced properties.  
One limitation of the time series analysis carried out in this Chapter is that the period of 
study from 1995 (quarter one) to 2011 (quarter one) include the credit crunch and the 
subsequent mortgage problems from quarter four 2008. Unfortunately, due to limited 
122 
 
quarterly data it is not possible to divide the data into two sub-samples, pre and post-
crash since time series techniques require at least fifty observations for estimation while 
we only have sixty four. The residual analysis of all models indicates adequacy with no 
identified patterns in ACFs and PACFs of the residuals. Dividing the sample pre and 
post credit crunch would have led to possible positive correlation pre and negative 
correlations post but with no impact on the stability of our models which have passed 
all comprehensive diagnostic tests. Causal models can be more successful at handling 
unusual period of trouble such as the credit crunch as the model tries to capture the 
cause and effect relationships between real estate prices and the factors that influence 
them such as mortgage rates, personal debt levels and unemployment. These causal 
models will be explored in more details in Chapter five. 
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Chapter 5: A New Socio-economic model for real estate price 
behaviour 
 
5.0  Introduction 
This chapter deals with the thesis research problem number three which is lack of studies 
utilizing the potential of Geographic Information Systems in real estate forecasting. The chapter 
provides a new model to the literature by combining GIS tools with multiple regression 
techniques. The six steps methodology suggested in chapter three are implemented. The steps are 
statement of research problem, gathering relevant data, estimation methods, diagnostic tests for 
the residuals, model evaluation, and out of sample forecasting. Research problem three is 
reflected in the thesis objectives two and three which are; (1) to introduce a methodology that 
combines published data from the UK office for national statistics with the geographic maps 
(GIS) to identify causal relationships that can be used in forecasting real estate prices, and (2) to 
provide a new approach utilizing time series techniques, causal models and GIS tool to model 
and forecast real estate price changes. 
 
Multiple regression methodology that emphasizes relationships between dependent and 
explanatory variables were presented and discussed in Chapter three. The objective from the 
causal modeling between real estate price as a dependent variable and its hypothesized 
explanatory variables is to use the causal relationship to forecast real estate prices out of the 
sample. The challenge is to develop an understanding of what drives real estate prices and can be 
used as explanatory variables. The literature review in Chapter two and the past causal models 
that were summarized in Chapter three use macro-economic variables such as gross domestic 
product (GDP) and consumer price index (CPI). This Chapter contribution is in exploring the 
causal relationship for real estate prices using Geographic Information Systems (GIS). The 
identified relationships from the GIS applications will be tested by the multiple regression 
methodology.  
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Real estate is not just about price fluctuation. There are factors that may influence real estate 
prices more than its fluctuations. For example, location is one such factor. The importance of 
location has been discussed in the literature review Chapter. Finding the real estate location that 
can have a positive net present value for the investor is an important question that the advanced 
technology of GIS has managed to address. A thematic map displays the picture of the potential 
area for investment as per a particular theme, say for example personal consumer debt. The 
thematic map makes a simple area of a map look meaningful by relating its location to causal 
socio-economic data from the Office for National Statistics (ONS). These causal factors are 
called explanatory variables. The focus of section 5.1 is on identifying a probable cause and 
effect relationship between socio-economic explanatory factors and location (and therefore real 
estate price). Examples of the relationship between socio economic parameters and real estate 
location and price are economic deprivation and personal debt. Individuals prefer to buy 
properties in locations where fewer residents live on council benefit and where people have less 
debt (Can, 1998).  
 
Since housing is fixed to a specific location the importance of neighbourhood with respect to the 
operation of housing and mortgage markets cannot be ignored (Can, 1998). Location is a major 
issue in household residential satisfaction. Neighbourhoods are defined by Can, 1998 as separate 
objects which possess households and housing structures with the same features. Typically, 
households exhibit similar social, economic and demographic characteristics within 
neighbourhoods (Can, 1998). According to Can, 1998; there are four factors which lead to 
positive or negative mindset on residents: (1) accessibility to daily use social amenities like 
transport; (2) surrounding environment; (3) social, economy and demography; and (4) public 
service provision.  
 
The use of GIS in the domain of real estate is measured by the availability of consistent 
information. With the help of GIS, comparable data with specific characteristics can be selected 
using Structured Query Language (SQL) (ESRI ArcGIS Manual, 2006). Through GIS, risk can 
be reduced through initial identification and visualization of the localities as per their 
corresponding socio-economic factors. GIS helps to map relationships between demographics, 
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household income of a particular location and investment in real estate (De Man, 1998). A GIS 
combines location and socio-economic data to create thematic maps showing a wide range of 
data relating to population, housing and economic deprivation, council tax claimants etc.  
 
GIS has been used in choosing a particular or a potential site from a group of related sites. The 
technology has been used in potential sites attribute analysis, created to help in the selection of 
sites, analysis for location of residential subcategories (Barnett and Okoruwa, 1993), and 
advanced systems for managerial performance have been incorporated. GIS has been developed 
to analyse whether real estate is situated in a locality, which is sensitive to natural calamities, and 
to calculate insurance rates based on analysis of the surrounding locality crime accounts and the 
distance to fire hoses, fire brigades, and police stations (Francica, 1993; Kochera, 1994). 
 
GIS maps consist of a point, line and polygon (Marks, 1994; Podor, 2010). A layer can be a 
point, a polygon or a line. A line can be defined as a shape having length and direction but no 
area, connecting at least two points or geographic co-ordinates. Examples of such layers are 
roads, railways etc. A point is a digital representation of a place that has location but is too small 
to have area or length at a particular scale, such as a city on a world map or a building on a city 
map. A polygon has geometry which is significantly larger than a point on the map scale. The 
important layer in the thesis is the postcode polygon which has been geo-referred with 
xyzmaps.com and ordnance survey maps of the UK. Normally such a layer is created by creating 
an image of the main roads or streets of a locality. There are 46 such districts for Manchester. 
The districts go by the following distribution: M0-M9, M11-M35, M38, M40-M41, M43-46, 
M50, M60, M90 and M99.The maps in the appendix show the spatial extent of the district. These 
postal boundary maps will be used to link with the ONS database to generate the thematic maps 
of the respective areas. 
Before the thematic maps are created, it is important to understand the classification of 
Manchester as per the Office for National Statistics U.K. This classification says Manchester can 
be divided into areas such as middle super output areas (MSOAs) and lower super output areas 
(LSOAs). Terminology such as LSOA and MSOA are important because the latter i.e. MSOA is 
a common attribute to both the area maps (mentioned in the above paragraph) and the socio-
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economic factors which are being defined by the ONS. The following Table (Table 5.1) obtained 
from the website of the ONS explains the LSOAs and MSOAs. The classification has been 
obtained from Office for National Statistics. 
Table 5.1 ONS Definitions of lower super output areas (LSOAs) and middle super output areas 
(MSOAs) 
Geography Minimum 
Population 
Maximum 
Population 
Minimum 
Number of 
Households 
Maximum 
Number of 
Households 
LSOA 1000 3000 400 1200 
MSOA 5000 15000 2000 6000 
 Lower Super Output Area (LSOA) 
As per the Office for National Statistics, the LSOAs were originally built using 
Census data from groups of Output Areas (typically four to six). They had a 
minimum size of 1,000 residents and 400 households, but average 1,500 residents.  
The Manchester City has 297 such areas. 
 Middle Super Output Area (MSOA) 
As per the Office for National Statistics, there are now 7,201 Middle Super Output 
Areas (MSOAs). Manchester has 60 such areas. In the thesis only MSOAs are used 
to create the thematic maps since the ONS database deals only with MSOAs. Figure 
5.1 shows the MSOAs for Manchester. The base map has been obtained from the 
Ordinance Survey UK website (www.ordnancesurvey.co.uk). The red boundary 
identifies M009 as an example. ArcGIS 9.2 software is used. 
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                   Figure 5.1: MSOAs of Manchester 
Four MSOA areas of Manchester were chosen for the empirical analysis of the causal 
relationship between price and socio-economic variables. There are 21 Figures for each MSOA. 
To avoid repetition and save space, the maps for M002, M020, and M050 are not reported. The 
analysis can be easily extended to cover all MSOAs of Manchester. The causal relationship of 
these four MSOAs provides an answer to how the socio-economic factors behave with each 
other. The 4 MSOA areas are chosen so that two are adjacent in the north, one in the middle and 
one in the south of the Manchester map. The two adjacent areas, Higher Blackley (M001) and 
Blackley (M002), provide nearness of two localities. The one in Stanley Grove (M020) and the 
one in South Wythenshawe (M050) provide a basis for comparison with those in the north.  
 
5.1  Estimation Methods   
The objective of this section is to test using multiple regression analysis casual relationships 
between real estate prices on the one hand and explanatory variables such as socio-economic 
dimensions on the other. The established causal relationships will be tested using historical data 
in this chapter. The literature review behind the causal model was discussed in chapter two and 
the required data for analysis was discussed in data section in chapter four. The areas chosen for 
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the analysis, as explained in section 5.0, are Higher Blackley (M001), Blackley (M002), Stanley 
Grove (M020) and South Wythenshawe (M050). The choice of these four areas was discussed in 
section 5.0. The seven domains used as explanatory variables were defined and discussed in 
chapter two section 2.6. The domains are: 
 
 Crime and Safety 
 Economic Deprivation 
 Health Care 
 Housing 
 Personal Consumer Debt 
 Social Grade 
 Environment 
 
These domains contain the data of each of the explanatory variables as per respective MSOA 
(middle super output area). These domains  are then linked with the area maps (mentioned in 5.0, 
Introduction) through the ArcGIS software to generate thematic maps of each Middle Super 
Output Areas. The symbols and the legends for the thematic maps will be created by the default 
symbols and legend-shades present in the software. Each of the thematic maps will give us an 
entire picture of the full MSOA. The maps help to visualize the area remotely i.e. without 
actually going to the site one can see the picture of not only a particular locality but also 
localities surrounding the same.   
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Figure 5.2: This map shows the total number of claimants in receipt of Housing Benefit or 
Council Tax Benefit where the legend count gives the number of claimants 
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Figure 5.3: Individuals’ counts according to good health as provided by the ONS 
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Figure 5.4: Individuals’ counts according to fairly good health as provided by the ONS 
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Figure 5.5: Individuals’ counts according to not-good health as provided by the ONS 
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Figure 5.6:  Map Showing Dwelling Stock (total number of real estate units) 
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                                     Figure 5.7:  Map Showing Average Price for All Dwellings 
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Figure 5.8: Map Showing Number of Dwelling Stock under Tax Band A; the legend count gives 
the number of dwellings 
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Figure 5.9: Map Showing the Number of Dwelling Stock under Tax Band B; the legend count 
gives the number of dwelling stock 
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Figure 5.10: Map Showing Number of Dwelling Stock under Tax Band C and; legend count 
gives the number of dwelling stock 
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Figure 5.11: Map Showing Number of Dwelling Stock under Tax Band D; the legend count gives 
the number of dwelling stock 
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Figure 5.12: Map Showing Number of Dwelling Stock under Tax Band E; the legend count gives 
the number of dwelling stock 
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Figure 5.13: Map Showing Number of Dwelling Stock under Tax Band F; the legend count gives 
the number of dwelling stock 
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Figure 5.14: Map Showing Number of Dwelling Stock under Tax Band G; the legend count gives 
the number of dwelling stock 
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Figure 5.15: Map Showing Number of Dwelling Stock Under Tax Band H; the legend count 
gives the number of dwelling stock 
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Figure 5.16: Map Showing Average Personal Consumer Debt; the legend count gives the value 
in Pounds Sterling 
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Figure 5.17: Map Showing Higher Professionals; the legend count gives the number of higher 
professionals 
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Figure 5.18: Map Showing Skilled Workers; the legend count gives the number of 
skilled workers 
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Figure 5.19: Map Showing Semi skilled and Unskilled Workers; the legend count 
gives the number of semi skilled and unskilled workers 
 
147 
 
 
 
Figure 5.20: Map Showing Supervisory Professionals; the legend count gives the 
number of supervisory professionals 
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 Figure 5.21: Map Showing People Living on State Benefit; the legend count 
shows number of such people 
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Figure 5.22: Map Showing Green Space; the legend count gives the estimate of such areas in 
thousand square meters 
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Table 5.2 contains an analysis of the six domains (since data on crime is not available) for the 
four areas. These domains provide individuals’ wellbeing and behavior pattern trends as 
explained earlier. 
Table 5.2: The neighborhood index domains comparison between M001, M002, M020, and 
M050 
Domain  Sub Domain  M001  M002  M020  M050  Manchester  Conclusion 
Economic 
Deprivation 
 1590 
people 
claiming 
council 
tax 
benefit 
1600 
people 
claiming 
council 
tax 
benefit 
1775 
people 
council 
tax 
benefit 
1820 
people 
claiming 
council 
tax 
benefit 
64,800 
people 
council 
tax 
benefit 
M001 and M002 are best in 
terms of less people 
claiming benefits. 
Health Care Good 
Health 
4374 
people 
are in 
good 
health 
4700 
people 
are in 
good 
health 
4454 
people 
are in 
good 
health 
4380 
people 
are in 
good 
health 
253,665 
people 
are in 
good 
health 
M002 is best in terms of 
more people in good health. 
 Fairly Good 
Health 
1869 
people 
are in 
fairly 
good 
health 
1872 
people 
are in 
fairly 
good 
health 
1766 
people 
are in 
fairly 
good 
health 
2008 
people 
are in 
fairly 
good 
health 
90,039 
people 
are in 
fairly 
good 
health 
M050>M002>M001>M020 
M002 is second to M050 in 
terms of people in fairly 
good health. M001 is third. 
 Not So 
Good 
Health 
1127 
people 
are not 
so good 
health 
1145 
people 
are not 
so good 
health 
1122 
people 
are not 
so good 
health 
1234 
people 
are not 
so good 
health 
49,115 
people 
are not so 
good 
health 
Inconclusive since numbers 
are very close to each other.  
Housing Dwelling 
Stock (total 
number of 
real estate 
units) 
3836 4177 3705 3821 217,085 M002 has most stocks in 
line with its advance 
position in terms of 
economic deprivation and 
health care.  
 House Price 80,000 
GBP 
85,000 
GBP 
85,000 
GBP 
84,000 
GBP 
1,25,000 
GBP 
M002 is demanding the 
highest average real estate 
price in line with its 
advance position in 
economics wellbeing and 
health care. Other factors 
must contribute to the 
house price in M020. 
 Council 
Tax Band A 
Stock 
3121 
houses 
under 
Band A 
2999 
houses 
under 
Band A 
3107 
houses 
under 
Band A 
3534 
houses 
under 
Band A 
1,29,861  
houses 
under 
Band A 
M002 has fewer houses in 
tax band A. There may be 
an opportunity for high end 
real estate developments in 
M002. 
 Council 
Tax Band B 
355 
houses 
635 
houses 
471 
houses 
217  
houses 
35,280 
houses 
M002 has more houses in 
band B. Same conclusion as 
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Stock under 
Band B 
under 
Band B 
under 
Band B 
under 
Band B 
under 
Band B 
above, opportunities may 
exist in M002 for high end 
developments in tax band 
A. 
 Council 
Tax Band C 
Stock 
209 
houses 
under 
Band C 
423 
houses 
under 
Band C 
107 
houses 
under 
Band C 
62 
houses 
under 
Band C 
29,797 
houses 
under 
Band C 
M002 has more houses in 
band C. Same conclusion as 
above, opportunities may 
exist in M002 for high end 
developments in tax band 
A. 
 Council 
Tax Band D 
Stock 
107 
houses 
under 
Band D 
94 
houses 
under 
Band D 
15 
houses 
under 
Band D 
7 houses 
under 
Band D 
14,221  
houses 
under 
Band D 
M002 is second to M001 as 
both have more houses in 
band D. Same conclusion 
as above, opportunities may 
exist in M002 for high end 
developments in tax band 
A. 
 Council 
Tax Band E 
Stock 
26 
houses 
under 
Band E 
19 
houses 
under 
Band E 
1 house 
under 
Band E 
1 house 
under 
Band E 
5139 
houses 
under 
Band E 
M002 is second to M001 as 
both they have more houses 
in band E. Same conclusion 
as above, opportunities may 
exist in M002 for high end 
developments in tax band 
A. 
 Council 
Tax Band F 
Stock 
14 
houses 
under 
Band F 
3 houses 
under 
Band F 
1 house 
under 
Band F 
0 1940 
houses 
under 
Band F 
M002 is second to M001 as 
both they have more houses 
in band F. Same conclusion 
as above, opportunities may 
exist in M002 for high end 
developments in tax band 
A. 
 Council 
Tax Band G 
Stock 
2  
houses 
under 
Band G 
4 houses 
under 
Band G 
2 
houses 
under 
Band G 
0 748 
houses 
under 
Band G 
Numbers are too small to 
be conclusive. 
 Council 
Tax Band H 
Stock 
2 houses 
under 
Band H 
 
0 1 house 
under 
Band H 
0 99  
houses 
under 
Band H 
Numbers are too small to 
be conclusive. 
Personal 
Consumer 
Debt 
 2508 
GBP 
1539.93 
GBP 
2630.71 
GBP 
1398.68 
GBP 
1836.53 
GBP 
M050>M002>M001>M020 
Personal consumer debts 
are low in M050 followed 
by M002. However, the 
two are not far from each 
other especially in 
comparison to M001 and 
M020. 
Social Grade Higher 
Professional 
524 
people 
655 
people 
462 
people 
342 
people 
48,523 
people 
M002 has the largest higher 
professional community. 
This supports earlier 
conclusion that the area 
may be suitable for high 
end developments that 
come under band A council 
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tax. 
 Skilled 
Workers 
838 
people 
1422 
people 
1090 
people 
737 
people 
35,690 
people 
M002 has the largest higher 
skilled workers community.  
This supports earlier 
conclusion that the area 
may be suitable for high 
end developments that 
come under band A council 
tax. 
 Semi 
Skilled and 
Unskilled 
Workers 
1332 
people 
888 
people 
638 
people 
1652 
people 
66,574 
people 
M002 second best in 
having low semi-skilled 
workers. 
 Supervisory 
Professional 
1422 
people 
1494 
people 
1444 
people 
1098 
people 
78,233 
people 
With the exception of 
M050, it is difficult to 
distinguish between M001, 
M002 and M020. 
 People 
Living on 
State 
Benefit 
1533 
people 
1406 
people 
1528 
people 
1685 
people 
65,788 
people 
M002>M020>M001>M050 
M002 has fewer people 
living on state benefit. This 
supports earlier conclusion 
that the area may be 
suitable for high end 
developments. 
Environment 
(Green 
Space, 
Thousand 
Squared 
Meters) 
 1126.20 970.44 638.69 385.28 40,556.32 M001>M002>M020>M050 
M002 is second best to 
M001 in terms of green 
space. However, M001 and 
M002 are not far away 
from each other especially 
in comparison with M020 
and M050. 
N.B.:Council Tax Band Details: Band A: Up to 40,000 GBP, Band B: 40,001 GBP-52,000 GBP, Band C: 52,001 GBP-68,000 GBP, Band D: 
68,001 GBP – 88,000 GBP,  Band E: 88,001 GBP- 120,00 GBP, Band F: 120,001 GBP-160,00 GBP, Band G: 160,001 GBP – 320,00 GBP and 
Band H: 320,001 GBP and above 
 
The conclusions in Table 5.2 identify M002 and M020 as having the highest average real estate 
price of 85,000. M002 is identified as the best location from the four considered (M001, M002, 
M020 and M050). M002 has fewer claimants for council tax benefits, fewer houses in high 
council tax band A, more people in good health, a more professional and skilled work force, 
fewer people living on state benefits, higher average house price and more green space than 
M020 and M050. M002 looks like an attractive place for real estate investment since it provides 
a better environment for individuals’ well being. M020 is the second best area in terms of green 
space and the lowest in personal consumer debts, and is second to M002 in terms of having the 
fewest people on benefits. The conclusions establish a pattern to be tested that the real estate 
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prices are positively correlated with higher income, fewer council tax claimants, good health and 
green space. 
 
5.2 Model evaluation and diagnostic tests for the residuals  
 
Section 5.2 has hypothesized positive causal relationships between real estate price changes on 
the one hand and higher income, fewer council tax claimants, good health and green space on the 
other. Data sources on employment, household incomes, inflation and council tax for the period 
from 1998 to 2013 were explained in chapter four, section 4.1. The following regression is used: 
 
= + + + +                                                                              (5.1) 
Where, 
= change in price, 
= constant, 
= parameter estimates, 
= change in employment, 
= change in income, 
= inflation, 
= change in council tax, 
ut= residual term with normal distribution. 
 
The cross correlations of the explanatory variables are presented in Table 5.3. The cross 
correlations are examined to avoid the problem of multicollinearity.  It is generally accepted that 
as long as the cross correlation between two variables is less than 0.7, there is no collineraity 
problem and both variables can be included as explanatory variables. 
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Table 5.3: The Cross-Correlations between Change in Employment,  
Change in Income, Inflation and Change in Council Tax 
  
Change in 
employment 
Change in 
Income  Inflation 
Change 
in 
Council 
Tax 
Change in 
employment 1       
Change in Income 0.1958 1     
Inflation -0.1225 -0.3779 1   
Change in Council 
Tax 0.0417 0.5183 -0.3313 1 
 
None of the correlations are larger than 0.70, which indicates lack of collinearity. The highest 
positive correlation is between change in income and change in council tax. The regression is run 
for the all the property types and the results are shown in Table 5.4. 
Property 
Types 
Co-efficient 
and T-Test 
for Change 
in 
Employmen
t 
Co-efficient and 
T-Test for 
Change in 
Income 
Co-efficient 
and T-Test 
for Change 
in Inflation 
Co-efficient 
and T-Test 
for Change 
in Council 
Tax 
Co-
efficient 
and T-Test 
for 
Constant 
Adjusted R-
Squarred 
F-test 
Semi-
Detached 
0.368 
(0.25) 
2.676 
(0.23) 
1.354 
(0.86) 
0.043 
(0.03) 
-0.046 
(-0.63) 
.0159 0.217 
Detached 0.406 
(0.14) 
3.96 
(1.64) 
-2.393 
(-0.76) 
-1.979 
(-0.72) 
0.073 
(0.5) 
0.042 0.378 
Flats -1.469 
(-0.87) 
3.421** 
(2.48) 
0.312 
(0.17) 
-1.118 
(-0.71) 
-0.007 
(-0.08) 
0.160** 0.216 
Terraced -1.657 
(-0.76) 
2.833 
(1.59) 
2.740 
(1.17) 
0.980 
(0.48) 
-0.082 
(-0.76) 
0.049 0.365 
***, **, * indicates significance at the 1%, 5%, and 10%, respectively. 
The Table indicates non significant relationships between price changes for each property type 
and the explanatory variables except for the real price changes for Flats and changes in income. 
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Table 5.5 shows the regression of Flats price changes as dependent variable on the changes in 
income as the explanatory variable. 
Table 5.5: Regression Analysis between Flats and Change in Income 
 
***, **, * indicates significance at the 1%, 5%, and 10%, respectively. 
 
Flat price changes are significantly positively correlated with change in income. A positive rise 
in income leads to a positive rise in the prices of Flats and vice versa.  
 
5.3  Summary 
 
This Chapter handled research problem three, lack of studies utilizing the potential of 
Geographic Information Systems in real estate forecasting. The Chapter examined four areas in 
Manchester with the objective of identifying causal relationships between real estate price and 
socio economic parameters. One of the two areas that demanded the largest real estate average 
prices is found to be associated with fewer claimants of council tax benefits, fewer houses in 
high council tax band A, more people in good health, a more professional and skilled work force, 
fewer residents living on state benefits, and more green space that is consistent with individual 
well-being attributes. The other area demanding the highest average price is a lower number of 
people living on state benefits, which came second only to the best area in terms of green space. 
The Chapter discussed well-being and consumer behaviour attributes, and also examined the 
causal relationships identified in the case study for data for the entire Manchester City. Annual 
data were collected for employment, income, inflation, and council tax during the period from 
 
Source SS Df MS No.Of Obs. 16 
Model 0.04223025 1 0.04223025 F(1,14) 6.34 
Residual 0.093261627 14 0.006661545 Prob>F 0.0246 
Total 0.135491877 15 0.009032792 R-Squarred 0.3117 
  
  
  Adj R-Squarred 0.2625 
        Root MSE 0.8162 
Flats Coef. Std.Err. T P> I t I 
 Change 
in 
Income 2.65174** 1.05319 2.52 0.025 
 Constant -0.0141657 0.0384437 -0.37 0.718 
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1998 to 2013. Multiple regressions were estimated for price changes for each of the four property 
types as dependent variables, and change in employment, change in income, inflation, and 
change in council tax as independent variables.  The only significant relationship is observed 
between price changes in the market for Flats and changes in income. The problem is that data is 
only available on an annual basis and for a relatively short time period. The sample size is small 
and changes in the underlying causal relationships can be captured less frequently and because of 
that out of sampling forecasting is not feasible. However, studying the four areas in Manchester 
provided us with a clear insight that causal models are important in determining real estate prices 
in case if data is available. It will be better than time series models since it can explain the causal 
effects, for example how a change in an independent variable can lead to changes in the 
dependent. 
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Chapter 6 
Conclusions, Contributions, Limitations and Recommendations 
 
6.0  Conclusions 
The thesis identified a gap in the literature on real estate price forecasting that led to specific 
three research problems; (1) lack of studies of real estate price determination by residential 
property types within a city, (2) lack of studies of seasonality of real estate prices by property 
types within a city, and (3) lack of studies utilizing the potential of Geographic Information 
Systems in real estate forecasting. The three research problems led to the identification of the 
aim of the thesis as to provide an approach to real estate residential modeling and forecasting 
price and seasonality covering a property type’s within a region or a city. The thesis covers 
residential real estate markets of different types with regard to time varying parameters, causal 
relationships and correlations between property types.   
 
The content of the research problem and the aim of this study have been broken down into the 
three objectives of the research, which are; (1) investigate the time series properties of different 
property types (Flats, Terraced, Semi-Detached, and Detached) and compare their time series 
characteristics with each other as well as the UK all house price index, (2) introduce a 
methodology that combines published data from the UK office for national statistics with the 
geographic maps (GIS) to identify causal relationships that can be used in forecasting real estate 
prices, and (3) to provide a new approach utilizing time series techniques, causal models and GIS 
tool to model and forecast real estate price changes.  
 
6.1 Contributions 
The thesis main contribution on the theoretical side is that it is the first to combine three different 
tools into an integrated approach to model and forecast the behavior of real estate prices over 
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time.  The three tools are time series, cross sectional casual models, and Geographic information 
systems (GIS). The implications for the research community are that the approach is flexible to 
cope with different scenarios based on data availability. The practical contributions of the thesis 
are numerous. The thesis is the first to examine residential properties within a region or a city in 
addition to the UK All house price index. It is much more accurate to forecast by property types 
than for aggregate index. Property prices responses to market changes are different according to 
property type. The accuracy for forecasting is more for the less expensive property type (terraced 
and flats). 
 
The results show that Manchester’s most expensive housing type (Detached properties) 
experienced more negative price declines than the less expensive (Semi-Detached) properties 
and the least expensive such as Terraced properties and Flats. This means the price decline for 
Detached properties took a year to show positive price changes while for Flats and Terraced 
properties it took only a quarter to show positive price changes. The autocorrelations for the 
Semi-Detached properties which is closer to the most expensive (Detached) properties than the 
least expensive (Flats) showed a mixed pattern with the correlations with quarters one and two 
being negative while the correlations with quarters four and five being positive. The Semi-
Detached properties seem to recover faster than the Detached but slower than the Terraced 
properties and Flats. The Detached and Semi-Detached past history explains more of the 
variation in the current prices than for Flats and Terraced properties as indicated by the adjusted 
R-squared. The reason for this could be that Flats and Terraced properties are much more 
affordable and therefore variation in their prices could be more related to causal variables such as 
mortgage rates and credit conditions of the market. The Detached and Semi-Detached properties 
are much more expensive which may mean they have less sensitivity to mortgage and credit 
markets conditions, and therefore more dependence on past history than Flats and Terraced 
properties.  
 
The thesis is also first to concentrate on real estate property type seasonality and volatility in 
addition to modeling its time series attributes within a region or a city. Real estate prices for the 
Semi-Detached, Detached, Terraced properties and Flats indices for Manchester are more 
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volatile than the UK All index. The main reason for this is that the UK All price index is 
smoother since it has far more coverage than Manchester. The behavior of the process of 
Terraced price change seems to be constant over time with the exception of the sharp rise in 
prices in 2000 quarter four when prices went up by more than fifty percent. With regard to the 
Flats price change, the price change can be categorized into three scales: low volatility, medium 
volatility and high volatility. The low volatility period ranges from 2002 Q2 to 2007 Q2; the 
medium volatility from 1995 Q2 to 2001 Q2; and the high volatility from 2008 Q1 to 2011 Q1. 
Detached property price changes can be categorized into three periods: low volatility, medium 
volatility and high volatility. The low volatility ranges from 1995 Q2 to 2001 Q2; medium 
volatility from 2002 Q2 to 2007 Q2 and high volatility from 2008 Q1 to 2011 Q1. The price 
change for Semi-Detached properties from the period 1995 Q2 to 2011 Q1 can be categorized 
into three scales: low volatility, medium volatility and high volatility. The low volatility ranges 
from 1995 Q2 to 2001 Q2; medium volatility from 2002 Q2 to 2007 Q2 and the high volatility 
from 2008 Q1 to 2011 Q1. With regard to seasonality, no seasonal patterns were found for any 
real estate price series once we have fitted the appropriate time series model. 
 
The thesis is also the first to combine Geographic Information Systems (GIS) attributes with 
socio-economic factors to help in understanding causal relationships that can be used to forecast 
real estate prices. Four areas in Manchester were examined with the objective of identifying 
causal relationships between real estate price and socio economic parameters using GIS. We 
examined the causal relationships identified in the case study for data for the entire Manchester 
City.  Annual data were collected for employment, income, inflation, and council tax during the 
period between 1998-2013. Multiple regressions were estimated for price changes for each of the 
four property types as a dependent variable, and change in employment, change in income, 
inflation, and change in council tax as independent variables. The only significant relationship is 
observed between Flat price changes and changes in income as Flats are more affordable and 
therefore more income sensitive than other property types. 
 
The novelty of the thesis is, it is the first that pays attention to within city real estate price 
forecasts by property types. Previous studies concentrated on a macro decision making level. 
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Macro decisions are relevant to policy makers and real estate fund managers for predicting 
trends. However, no study has looked at the micro level, i.e. studying time series performance 
within a city and the correlation and performance by property type. Such a study can provide 
critical information to policy makers, developers, real estate fund managers and private investors 
when it comes to micro level management. This thesis attempts to fill the gap that exists in the 
field, as no previous studies have been found that cover modeling and forecasting real estate 
prices on a micro level within a city. Also, there has not been a study that examined real estate 
prices within a city and by properly types using the proposed methodology of Brooks and 
Tsolacos, 1999 for modeling seasonality. The thesis also tries to incorporate recent developments 
in geographic information systems (GIS) to identify multivariate causal models that can help in 
real estate forecasting within a city by property types. Previous research such as that of Breedon 
and Joyce, 1993 has analyzed the relationship between real estate prices, earnings, disposable 
income, demographic factors, and the rate of repossessions by lenders. There is no study that 
uses geographic maps to identify causal relationships that can be used in forecasting real estate 
prices. The thesis maps causal relationships between real estate prices and explanatory variables 
like higher income, council tax claimants, good health and green space. The thesis is the first to 
provide a framework that ties social and economic variables to the price of real estate property 
within a city. 
The thesis managerial relevance is in providing a new approach for the issue of choosing real 
estate locations that can help in achieving higher economic value added.  The thesis implements 
GIS to map causal factors that lead to higher real estate prices. Those causal factors were later 
used in a multiple regression format that can help in forecasting future real estate price changes. 
The thesis examined four areas in Manchester with the objective of identifying causal 
relationships between real estate price and socio economic parameters. One of the two areas that 
demanded the largest real estate average prices is found to be associated with fewer claimants of 
council tax benefits, fewer houses in high council tax band A, more people in good health, a 
more professional and skilled work force, fewer residents living on state benefits, and more 
green space that is consistent with individual well-being attributes. The other area demanding the 
highest average price is a lower number of people living on state benefits, which came second 
only to the best area in terms of green space. Annual data were collected for employment, 
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income, inflation, and council tax during the period from 1998 to 2013. Multiple regressions 
were estimated for price changes for each of the four property types as dependent variables, and 
change in employment, change in income, inflation, and change in council tax as independent 
variables.  There is a significant relationship between real estate price changes as dependent 
variable and changes in income in the market for Flats. Studying the four areas in Manchester 
provided us with a clear insight that causal models are important in determining real estate prices 
in case if data is available. It will be better than time series models since it can explain the causal 
effects, for example how a change in an independent variable can lead to changes in the 
dependent. Time series may help in forecasting but does not provide much insight about the 
causal relationships that explain those changes. 
6.2  Limitations 
The limitations of the thesis are as follows: 
6.2.1 Crime related data has not been considered because of its sensitivity. This data has to be 
considered while making a decision on site selection.  
6.2.2 The models developed in this thesis assume stationary time series. While we allow for 
trends and cycles and we try to consider their effects in shaping our decisions, we assume that 
there have been no structural changes in the time period of the study. Structural changes are 
defined to be outside shocks to the model which will lead to a shift up or down in the mean 
and/or variance of the time series data. Relaxing this assumption is difficult since real estate data 
frequency is not as high as in the stock market. Stock market prices can be observed on minute 
by minute, day by day etc. However, data for real estate is available quarterly. There are more 
chances for structural shifts in case of minute by minute or day by day data in comparison with 
quarterly data which tend to be smoother. The time series analysis covers a period from 1995 
(quarter one) to 2011(quarter one) including the credit crunch and the subsequent mortgage 
problems from quarter four 2008. Unfortunately, due to limited quarterly data it is not possible to 
divide the data into two sub-samples, pre and post-crash since time series techniques require at 
least fifty observations for estimation while we only have sixty-four. The residual analysis of all 
models indicate adequacy with no identified patterns in ACFs and PACFs of the residuals. 
Dividing the sample pre and post credit crunch would have led to possible positive correlation 
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pre and negative correlations post but with no impact on the stability of our models which have 
passed all comprehensive diagnostic tests. 
 
6.3  Recommendations 
The recommendations are directly related to the limitations stated in section 6.2.  
6.3.1 Obtaining data on crime rate and including it in the analysis for price/location relationship. 
This will help in building a more accurate multiple regression models for forecasting real estate 
prices. 
6.3.2 Expanding the data to include more observations beyond 2011. This would allow for a 
structural analysis in the real estate price determination pre and post credit crunch. 
6.3.3 The suggested time series models have been proved successful in tracking the random 
changes in quarterly real estate prices in Manchester. One possible area for future research is to 
allow for multivariate time series models that would take correlations between different property 
(Semi-Detached, Detached, Flats, Terraced) types into account.  For example, instead of 
modeling each property type individually, a multivariate model can model the price behavior for 
the four property types simultaneously allowing for the correlations between property types to be 
used in the modeling process. 
 
6.3.4 The socio-economic preferences issues discussed in thesis can be further modified by 
designing and targeting clients within Manchester (UK). Future researchers can work on survey 
design and analysis in order to match clients’ preferences with spatial and socio-economic 
factors of locations.  
 
6.3.5 The GIS analysis has depended on the choice of four randomly locations within 
Manchester. Future research can target locations with high/low prices and model their price 
behavior as a function of different socio-economic factors. The objective is to establish 
explanatory models that can be used to forecast future price changes given future expectations of 
relevant socio-economic factors.  
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                                                Appendix 
 M002 Neighbourhood Thematic Maps 
 
Figure: 7.43: Map Showing People Living on Benefit (Economically Deprived People) 
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Figure 7.44: Map Showing People with Good Health 
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           Figure 7.45: Map Showing People with Fairly Good Health 
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              Figure 7.46: Map Showing People with Not Good Health 
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                         Figure 7.47: Map Showing Occupied Households 
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                              Figure 7.48: Map Showing Dwelling Stock 
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                            Figure 7.49: Map Showing Dwelling Price 
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                                        Figure 7.50: Map Showing Personal Debt 
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                  Figure 7.51: Map Showing Higher Professional 
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                        Figure 7.52: Map Showing Supervisory Professional 
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                          Figure 7.53: Map Showing Skilled Workers 
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                         Figure 7.54: Map Showing Semi Skilled Workers 
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                Figure 7.55: Map Showing People Living on State Benefit 
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 M020 Neighbourhood Thematic Maps 
 
 
 
Figure: 7.57: Map Showing People Living on Benefit (Economically Deprived People) 
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Figure 7.58: Map Showing People with Good Health 
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Figure 7.59: Map Showing People with Fairly Good Health 
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Figure 7.60: Map Showing People with Not Good Health 
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Figure 7.61: Map Showing Occupied Households  
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Figure 7.62: Map Showing Dwelling Stock 
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Figure 7.63: Map Showing Dwelling Price 
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Figure 7.64: Map Showing Personal Debt 
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Figure 7.65: Map Showing Number of Higher Professional 
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Figure 7.66: Map Showing Number of Supervisory Professional 
207 
 
 
Figure 7.67: Map Showing Number of Skilled Professional  
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Figure 7.68: Map Showing Number of Semi Skilled Professional 
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Figure 7.69: Map Showing Number of People Living on State Benefit 
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 M050  Neighbourhood Thematic Maps 
 
Figure: 7.71: Map Showing People Living on Benefit (Economically Deprived People) 
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Figure 7.72: Map Showing People with Good Health 
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Figure 7.73: Map Showing People with Fairly Good Health 
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Figure 7.74: Map Showing People with Not Good Health 
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Figure 7.75: Map Showing Occupied Households  
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Figure 7.76: Map Showing Dwelling Stock 
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Figure 7.77: Map Showing Dwelling Price 
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Figure 7.78: Map Showing Personal Debt 
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Figure 7.79: Map Showing Number of Higher Professional 
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           Figure 7.80: Map Showing Number of Supervisory Professional 
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Figure 7.81: Map Showing Number of Skilled Professional  
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Figure 7.82: Map Showing Number of Semi Skilled Professional 
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Figure 7.83: Map Showing Number of People Living on State Benefit 
 
