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CA1 cells receive direct input from space-responsive
cells in medial entorhinal cortex (MEC), such as
grid cells, as well as more nonspatial cells in lateral
entorhinal cortex (LEC). Because MEC projects pref-
erentially to the proximal part of the CA1, bordering
CA2, whereas LEC innervates only the distal part,
bordering subiculum, we asked if spatial tuning is
graded along the transverse axis of CA1. Tetrodes
were implanted along the entire proximodistal axis
of dorsal CA1 in rats. Data were recorded in cylinders
large enough to elicit firing at more than one location
in many neurons. Distal CA1 cells showed more
dispersed firing and had a larger number of firing
fields than proximal cells. Phase-locking of spikes
to MEC theta oscillations was weaker in distal CA1
than in proximal CA1. The findings suggest that
spatial firing in CA1 is organized transversally, with
the strongest spatial modulation occurring in the
MEC-associated proximal part.
INTRODUCTION
The location-specific firing of hippocampal place cells is one of
the most striking behavioral correlates of individual neurons in
the mammalian cortex. More than three decades ago it was
evident from recordings in freely moving rats that the majority
of hippocampal pyramidal cells fire specifically in certain regions
(place fields) of the local environment (O’Keefe and Dostrovsky,
1971; O’Keefe, 1976). It was shown that, because different cells
have different place fields, hippocampal neurons, as a popula-
tion, provide an accurate dynamic representation of the animal’s
location in space (Wilson and McNaughton, 1993). More recent
work revealed that hippocampal cells also respond to a number
of nonspatial variables such as temporal relationships, task
demands, floor texture, and odors (Hampson et al., 1993; Young
et al., 1994; Wood et al., 1999). Individual cells were found to
participate in multiple representations of the same location,
with the active subset depending on the physical properties of
the place (Muller and Kubie, 1987; Bostock et al., 1991; Leutgeb
et al., 2005a) or events associated with the place at present or inthe past (Markus et al., 1995; Frank et al., 2000; Wood et al.,
2000; Olypher et al., 2002; Leutgeb et al., 2005b). These obser-
vations do not rule out place as a primary determinant of hippo-
campal firing but suggest that hippocampal pyramidal cells
are responsive to a spectrum of external as well as internal
influences.
Hippocampal activity is shaped by spatial and non-spatial
input from the surrounding cortex, most of which is mediated
through the entorhinal areas. While both medial and lateral divi-
sions of the entorhinal cortex project extensively to the hippo-
campus, each subregion appears to contribute distinct informa-
tion. The medial entorhinal cortex (MEC) is a key component of
the brain’s system for mapping the animal’s location in space
(Moser et al., 2008; Moser and Moser, 2008). This area contains
several specialized cell types, such as grid cells, head direction
cells, and border cells, which together form a dynamic path inte-
gration-dependent representation of the animal’s location rela-
tive to external or internal reference points (Fyhn et al., 2004;
Hafting et al., 2005; McNaughton et al., 2006; Sargolini et al.,
2006; Solstad et al., 2008). The lateral entorhinal cortex (LEC),
in contrast, exhibits little spatial modulation (Hargreaves et al.,
2005). Most neurons in this area fire throughout the environment
and may respond more strongly to nonspatial variables such as
object identity or context (Zhu et al., 1995; Suzuki et al., 1997;
Young et al., 1997; Knierim et al., 2006). Thus, hippocampal
activity may be affected very differently by medial and lateral
entorhinal signals.
MEC and LEC neurons have strikingly different termination
patterns at early and late stages of the hippocampal circuit
(Witter and Amaral, 2004). In dentate gyrus and CA3, the
projections converge on different dendritic segments of the
same cells, suggesting that cells in these subfields respond
to changes in spatial as well as nonspatial input (Leutgeb
et al., 2005a). In CA1 and subiculum, the medial and lateral
fibers terminate instead on different cell populations, at dif-
ferent proximodistal positions within the subfield, such that
MEC axons reach preferentially the proximal part of CA1,
near the CA2 border, and the distal part of subiculum, near
the presubiculum border, whereas LEC axons terminate pri-
marily in the distal part of CA1 and the adjacent proximal part
of subiculum (Tamamaki and Nojyo, 1995; Witter et al., 2000;
Naber et al., 2001). Return projections from CA1 and subiculum
to the entorhinal cortex follow a reciprocal pattern, with prox-
imal CA1 and distal subicular cells terminating mostly in MECNeuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc. 127
1174311657
13627 13627
1345613456
12944 12944 12944
129431190611906
13627
Proximal Intermediate Distal
FC FC FC+SUB
FC FC
FC
FC+SUB FC+SUB
FC
FC
FC+SUB
FC+SUB
FC+SUB
Figure 1. Nissl-Stained Coronal Brain Sections
Showing Tetrode Tracts in Proximal, Intermediate,
and/or Distal Parts of CA1 for All Animals in the Main
Study
Arrowheads indicate recording locations. Rat numbers are
indicated. Red lines show borders of CA1 in the coronal plane
(fasciola cinereum, FC; subiculum, SUB). See also Table S1.
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Place Cells in Proximal and Distal CA1and distal CA1 cells and proximal subicular cells mostly in LEC
(Tamamaki and Nojyo, 1995; Naber et al., 2001). To the extent
that place fields in hippocampal cells depend on direct inputs
from the entorhinal cortex (Brun et al., 2002, 2008; Colgin
et al., 2009, their Figure S14), this pattern of connectivity
predicts a stronger spatial signal in the MEC-associated prox-
imal part of CA1 than in the LEC-associated distal part (Knierim
et al., 2006; Ahmed and Mehta, 2009). We tested this prediction
by comparing place-related firing across the entire proximodis-
tal extent of CA1.128 Neuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc.RESULTS
Electrode Locations
All tetrodes in CA1 were placed centrally in the
dorsal one-third of the subfield (Figures 1 and 2).
CA1 was identified in Nissl stains as the band of
small pyramidal cells between the wider cell layers
of CA2 at the proximal end of the transverse plane
and subiculum at the distal end (Figure 1). On
coronal sections through the dorsal one-third of
the hippocampus, the CA1 was distinguished on
the medial side from the fasciola cinereum, the
medially curved continuation of the hippocampus
at the septal tip of the structure (Figure 1). Based
on a three-dimensional reconstruction of the hippo-
campus, the CA1 field was divided into three
equally broad longitudinal bands (proximal, inter-
mediate, and distal CA1; Figure 2). Bands were
defined by an observer blind to the electrode posi-
tions (M.P.W.). Tetrodes in CA1 (26 in total) were
found to be distributed equally between the three
bands, such that recording positions covered the
entire transverse length of CA1 (Figures 1 and 2).
A minority of the tetrodes reached subiculum or
fasciola cinereum (13 and 7, respectively). Data
from these tetrodes were not included in the anal-
ysis (see Experimental Procedures).
Cell Sample
A total of 293 well-isolated active cells with peak-
to-trough latencies of more than 200 ms were re-
corded from dorsal CA1 in seven rats in the main
experiment. Recordings were made while the rats
were running in a 2 m or 1 m wide cylinder-shaped
box or while they were resting in a flower pot next to
the box. Cells were recorded on three running trials;
twice in the large cylinder (trials 1 and 3) and once in
the small cylinder (trial 2). Using the histological
criteria developed above, we assigned 79 of the246 cells with activity in the large cylinder to proximal CA1, 90
to intermediate CA1 and 77 to distal CA1 (active cells were
defined as cells with more than 100 spikes). The percentage of
active cells did not differ along the proximodistal axis (proximal:
85.0%; intermediate: 84.1%; distal: 82.8%; all pairwise compar-
isons: Z < 0.40, p > 0.30). The corresponding percentages in the
small cylinder were 54.8 in proximal CA1, 54.2 in intermediate
CA1, and 63.4 in distal CA1 (Z < 1.32, p > 0.09). Proximal cells
were obtained from 3 animals (7 tetrodes), intermediate cells
from 5 animals (11 tetrodes), and distal cells from 5 animals
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Figure 2. Distribution of Recording Loca-
tions along the Proximodistal Axis of CA1
The figure provides a dorsal view of the complete
set of recording locations superimposed on a
picture of the hippocampus in a rat brain with the
overlying cortex removed. Blue dots indicate
recording sites in the proximal band of CA1 (asso-
ciated with MEC), red dots are from the interme-
diate band, and green dots are from the distal
band (associated with LEC). Estimated borders
between proximal, intermediate, and distal one-
thirds of the transverse CA1 axis are indicated by
red lines. Note that the complex 3-dimensional
curvature of the hippocampus and the way it is
positioned in the rat brain make any standard
plane of sectioning inappropriate for assessment
of transverse organization. In order to compare
corresponding proximal and distal portions in
CA1 at the same dorsoventral level, recording
sites should shift from anterior at the proximal
(lateral) end toward posterior at the distal (medial)
end (Andersen et al., 1971). The distribution of
recording sites satisfies this criterion, as illustrated
in the figure. See also Table S1.
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Place Cells in Proximal and Distal CA1(9 tetrodes). Two rats had tetrodes in all three bands; two had
tetrodes in two bands (see Figure S1 available online). Cells
were recorded simultaneously from all bands with tetrodes in
these four animals.
Separation of spike clusters was not different between prox-
imal, intermediate and distal tetrodes (Figures S1A and S1B).
Median Mahalonobis distances (Schmitzer-Torbert et al., 2005)
were 29.5, 27.7, and 28.5, respectively, in the large cylinder
and 29.5, 28.9, and 30.0, respectively, in the small cylinder (pair-
wise Mann-Whitney U tests: all Z < 1, p > 0.50). There was no
difference in the widths of waveforms (Figure S1C). Average
firing rates of complex-spiking units were not significantly
different between regions. There was no difference inmean rates
between proximal, intermediate and distal CA1 cells (F < 1 for all
trials; Table S1).
A separate cell sample, obtained from animals with simulta-
neous recordings from CA1 and MEC, was used to estimate
phase-locking to MEC theta oscillations of spikes from CA1 cells
at different proximodistal positions (38 cells from 6 rats; 10 cells
from 2 proximal tetrodes in 2 rats, 15 cells from 6 intermediate
tetrodes in 2 rats, 13 cells from 4 distal tetrodes in 2 rats). These
cells were obtained from animals used in a previous study inNeuron 68, 127–137which the rats ran in circular or square
boxes or on a linear track (Colgin et al.,
2009). Phase-locking between CA1 spike
activity and entorhinal theta waves was
not assessed in that report.
Spatial Tuning along
the Proximodistal Axis of CA1
Nearly all cells in the main study with
a minimum of 100 spikes and waveforms
longer than 200 ms satisfied the criterion
for place cells (Figures 3A and 3B). Placecells were defined by comparing each cell’s spatial information
score with the distribution of information scores for rate maps
generated from randomly shuffled data (Figure 3B). Shuffling
was performed on a cell-by-cell basis. A total of 100 permuta-
tions were made for each cell in the respective CA1 band in
each environment. In each permutation trial, the entire sequence
of spikes fired by the cell was time-shifted along the animal’s
path by a random interval between 20 s and the total trial length
minus 20 s (usually 1200  20 = 1180 s in the large cylinder).
The end of the trial was wrapped to the beginning to allow for
circular displacements. A rate map was generated for each
permutation and the distribution of spatial information values
across all permutations of all cells in the CA1 band was deter-
mined (Figure 3B, lower row). Place cells were then defined as
cells with spatial information scores above the 95th percentile
of the distribution of scores from shuffled data for the relevant
CA1 band (Figure 3B, upper row). On trial 1 in the large cylinder,
78 out of 79 cells (99%) in the proximal band, 81 out of 90 cells
(90%) in the intermediate band, and 71 out of 77 distal cells
(92%) in the distal band passed the 95th percentile threshold.
Although the proportion of place cells was very large in all three
proximodistal bands, the estimated fraction for proximal CA1, October 7, 2010 ª2010 Elsevier Inc. 129
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Figure 3. Spatial Information along the Proximodistal Axis of CA1
(A) Rate maps for representative cells recorded in proximal, intermediate, and distal bands of CA1 (left to right). Two recordings are shown for each cell. Spatial
information values are close to the mean values of the respective bands. Firing rate is color-coded from dark blue (silent) to red (maximum rate).
(B) Distribution of spatial information scores for the entire cell sample in proximal, intermediate, and distal CA1 (left to right). Top panels: distribution of actual data.
Green line and numbers indicate mean. Bottom panels: distribution of shuffled data based on 100 permutations per cell in the respective CA1 band. Red line
indicates 95th percentile value for a distribution based on all permutations in all cells of the respective band. Nearly all cells in all CA1 bands have spatial infor-
mation scores above the 95th-percentile level (upper versus bottom row).
(C) Spatial information, spatial coherence, and spatial correlation between rate maps on trials 1 and 3 in the large box for cells recorded from proximal, interme-
diate, and distal CA1 (means ± SEM). *p < 0.05; **p < 0.01; ***p < 0.001.
See also Figure S1.
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Place Cells in Proximal and Distal CA1was significantly higher than for intermediate and distal CA1
(proximal versus distal: Z = 1.97, p = 0.05; proximal versus inter-
mediate: Z = 2.40, p < 0.01; intermediate versus distal: Z = 0.50,
p > 0.30). This difference was enhanced with a 99th-percentile
threshold (proximal: 75 of 79 cells, or 95%; intermediate: 72 of
90 cells, or 80%; distal: 62 of 77 cells, or 81%; proximal versus
distal: Z = 2.75, proximal versus intermediate: Z = 2.88, both
p < 0.005).
The reduction from proximal to distal CA1 in the proportion
of units that met the criterion for place specificity was matched
by a decrease in other estimates of spatial tuning. The effect
was most pronounced in the large cylinder, where the distribu-130 Neuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc.tion of spatial information values was clearly skewed toward
higher values in proximal and intermediate CA1 compared with
distal CA1 (Figure 3B, upper row). There was a significant prox-
imodistal difference in spatial information across the three bands
in the large environment (trial 1: F(2,243) = 4.55, p = 0.01; trial 3
(F(2,243) = 8.28, p < 0.001; Figures 3B, 3C, S2, and S3). The
difference reflected higher spatial information values in proximal
cells than in distal cells (trial 1: t(154) = 3.05, p < 0.005; trial 3:
t(154) = 4.21, p < 0.001) and higher scores in intermediate than
in distal cells (t(165) > 2.29, p < 0.05, on trials 1 and 3). In this
environment, there was also a significant negative correlation
between spatial information and position along the proximodistal
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Figure 4. Distal CA1 Cells Have a Larger Number of Firing Fields Than More Proximal CA1 Cells
Each pair of rows shows 11 representative cells from the large box (upper row of each panel, trial 1; bottom row, trial 3). The total cell sample in each CA1 band
was ranked first by number of place fields; cells with similar numbers were then ranked by spatial information scores. Every tenth percentile of each distribution is
shown, starting from 100% (lowest number of place fields and largest spatial information score) and ending at 0% (largest number of place fields and lowest
spatial information). Peak rates (Hz) are indicated. Red indicates maximum firing rate, dark blue is zero firing. The number of fields counted by the place-field
algorithm is indicated at the top (1 to 7). Note the low number of cells with a single confined firing field in distal CA1. See also Figures S2 and S3.
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Place Cells in Proximal and Distal CA1axis, expressed for each tetrode as the distance from CA2
divided by the total distance between CA2 and subiculum
at that septotemporal position (trial 1: r(244) = – 0.214, p <
0.001; trial 3: r(244) = – 0.291, p < 0.001). A similar tendency
was apparent on trial 2 in the small cylinder but the difference
between the CA1 bands was marginal (F(2,162) = 3.00, p =
0.05). The correlation with proximodistal position was significant
(r(165) = – 0.214, p < 0.01).
The lower spatial information content of distal CA1 cells in
the large environment was matched by a reduction from prox-
imal to distal CA1 in spatial coherence and stability. Spatial
coherence, estimated as the first-order spatial autocorrelation
of the unsmoothed place field map (Muller and Kubie, 1989),
was larger in proximal than intermediate and distal CA1 on
trials in the large cylinder (trial 1: F(2, 243) = 3.45, p < 0.05; trial
3: F(2, 243) = 5.47, p = 0.005; Figure 3C). There was also a sig-
nificant negative correlation between spatial coherence and
proximodistal position (trial 1: r(244) = – 0.149, p < 0.05; trial 3:
r(244) = – 0.158, p = 0.01). No difference was present in the small
environment (F(2,162) = 0.45, p > 0.60; r(165) = – 0.125, p > 0.10).
Stability, expressed as the correlation between firing in corre-
sponding bins of the large cylinder on trials 1 and 3, was slightly
higher in proximal and intermediate CA1 than in distal CA1
(F(2,243) = 7.98, p < 0.001; proximal versus distal: t(154) =
3.90, p < 0.001; intermediate versus distal: t(154) = 2.42, p <
0.05; Figure 3C), as expected if place fields get noisier toward
the distal end of the subfield. The correlation between stabilityand proximodistal position was significant (r(244) = 0.272,
p < 0.001). The change in peak firing rate from trial 1 to trial 3
for the firing field with the highest rate on trial 1 was significantly
larger in proximal CA1 than intermediate and distal CA1 (prox-
imal: absolute change of 3.89 ± 0.39 Hz; intermediate: 2.80 ±
0.35 Hz; distal 2.38 ± 0.27 Hz; F(2,145) = 4.31, p = 0.02).
The decrease in spatial information and coherence between
proximal and distal CA1 was accompanied by an increase in
the number of firing fields (Figures 4, 5, S2B, and S3). Place fields
were defined from smoothed rate maps as contiguous regions of
9 or more 5 cm 3 5 cm bins in which (1) the firing rate exceeded
20% of the cell’s peak rate and (2) the peak rate of the area was
higher than 0.25 Hz. Following this criterion, the percentage of
place cells with only one firing field in the large cylinder was
significantly higher in proximal and intermediate CA1 than in
distal CA1 (trial 1: 57.0% and 56.7% versus 33.8%; trial 3:
53.2% and 55.6% versus 29.9%; proximal versus distal: Z >
2.91, p < 0,005; intermediate versus distal: Z > 2.96, p < 0,005;
proximal versus intermediate: Z < 0.31, p > 0.30; Figures 3 and
4). There was also a significant increase from proximal to distal
in the mean number of firing fields per cell (trial 1: 1.57 ±
0.08 and 1.57 ± 0.08 for proximal and intermediate CA1 versus
2.13 ± 0.14 for distal CA1, F(2, 243) = 10.1, p < 0.001; trial 3:
1.63 ± 0.09 and 1.59 ± 0.08 versus 2.29 ± 0.13, respectively,
F(2, 243) = 14.5, p < 0.001). The number of fieldswas significantly
higher in the distal band than both the proximal and intermediate
bands (trial 1: t(154) = 3.54 and t(165) = 3.72, respectively, bothNeuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc. 131
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Figure 5. Counts of Place Fields along the
Proximodistal Axis of CA1
(A) Distribution of cells with 1 to 7 place fields in the
large cylinder. Left to right: proximal, intermediate,
and distal CA1. Black bars: trial 1; white: trial 3.
*p < 0.05; **p < 0.01; ***p < 0.001. The distal CA1
distribution is skewed toward larger numbers of
firing fields than the proximal and intermediate
distributions.
(B) Number of place fields in proximal, interme-
diate, and distal CA1 estimated with different
definitions of place fields (means ± SEM). Three
parameters were systematically adjusted to detect
place fields: (1) the rate threshold for inclusion of
a bin in the place field (percent of peak rate; 10%
or 20%), (2) the minimum number of bins in the
place field (5, 9, or 12 bins), and (3) the minimum
peak rate of the field (0.1 Hz, 0.25 Hz, or 0.5 Hz).
*p < 0.05; **p < 0.01; ***p < 0.001. Trials 1 and 3
are shown separately (upper and lower row). The
difference between proximal, intermediate and
distal CA1 is evident withmost parameter settings.
With looser criteria (lower rate threshold in partic-
ular), the difference is reduced.
See also Figure S2.
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Place Cells in Proximal and Distal CA1p < 0.001; trial 3: t(154) = 4.10 and t(165) = 4.65, both p < 0.001).
There was a significant correlation between proximodistal
recording position and the number of firing fields (trial 1: r(244) =
0.238, p < 0.001; trial 3: r(244) = 0.259, p < 0.001). A similar but
numerically smaller gradient was observed in the small cylinder
(F(2, 162) = 7.64, p < 0.001; r(165) = 0.271, p < 0.001; proximal
versus distal: t(105) = 3.24, p < 0.005; intermediate versus distal:
t(115) = 2.82, p < 0.01; Figure S2). The increase in the number
of firing fields was robust against variations in parameters used
to define place fields, such as minimum number of bins in the
field, minimum rate for inclusion of a bin in the field, andminimum
peak rate in the field (Figure 5B). There was no significant differ-
ence in the size of place fields in the distal and proximal bands
(proximal: 2208 ± 146 cm2; intermediate: 2688 ± 195 cm2; distal:
1931 ± 137 cm2; distal versus proximal: t(286) = 1.31, p = 0.19; all
fields of all cells on trial 1; similar results were obtained on trials
2 and 3). The analysis of field size should be interpreted with
caution, however, as fields break up when spatial coherence is
reduced.Rate Changes along the Proximodistal Axis of CA1
Changes in spatial context may exert a greater impact on
ensemble formation in proximal parts of CA1 than in distal parts.
We tested this by comparing, in each CA1 band, the similarity of
the active cell population in the small and large cylinder environ-
ments. ‘‘Overlap’’ between the active populations was calcu-
lated by dividing for each cell the mean firing rate in the less
active environment by the mean rate in the more active environ-
ment and averaging these ratios across the population (Leutgeb
et al., 2004). In all CA1 bands, the overlap between the firing rate
distributions in the small and large cylinder (from 0.324 to 0.515)132 Neuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc.was significantly lower than between repeated trials in the
large cylinder (from 0.675 to 0.717). The reduction was larger in
proximal and intermediate CA1 than in distal CA1 (proximal:
0.324 ± 0.035 between small and large cylinder versus 0.675 ±
0.022 between repeated trials in the large cylinder; intermedi-
ate: 0.361 ± 0.031 versus 0.717 ± 0.023, respectively; distal:
0.515 ± 0.038 versus 0.690 ± 0.025, respectively; F(2,243) =
6.460, p < 0.005; proximal versus distal: t(154) = 3.05, p <
0.005; intermediate versus distal: t(165) = 3.18, p < 0.005; prox-
imal versus intermediate: t(167) = 0.34, p > 0.70). There was no
significant difference in overlap between any of the CA1 bands
on repeated trials in the large cylinder (F(2,243) = 1.27, p >
0.28). Taken together, these findings suggest that proximal CA1
cells are more affected than distal CA1 cells by changes in the
spatial environment.Proximodistal Differences in Phase-Locking with Theta
Rhythms in MEC
CA1 theta rhythms are partially driven by inputs from the entorhi-
nal cortex (Buzsa´ki, 2002), and theta phase plays an important
role in spatial coding in both the hippocampus (O’Keefe and
Recce, 1993) and the MEC (Hafting et al., 2008). Thus, theta
rhythms in MEC may be involved in enhancing spatial specificity
of place cell codes in proximal CA1. If so, MEC theta rhythms
would be expected to modulate spiking activity more strongly
in proximal CA1 than in distal CA1. We tested this hypothesis
by assessing MEC theta phase-locking of spikes from proximal,
intermediate, and distal CA1 cells in a separate set of animals
(Figure 6; the animals were from Colgin et al., 2009). As pre-
dicted, cell firing in proximal CA1 was most strongly modulated
by MEC theta phase. Mean vector lengths for MEC theta phase
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Figure 6. Phase Locking of Cell Activity along the Proximodistal Axis
of CA1 to Theta Waves in MEC
(A) Relationship between CA1 spike times and MEC theta phase. Left: spike
times for example cells from proximal, intermediate, and distal CA1 are shown
(in red) superimposed on theta frequency band-pass (5–12 Hz) filtered signals
simultaneously recorded from layer III of MEC. The y axis (negative up) calibra-
tion bars indicate 25 mV for proximal and distal traces and 50 mV for the inter-
mediate trace; the x axis bars indicate 200 ms. Each trace is 2 s long. Many
spikes in all three areas occur near the theta trough, but spikes in distal CA1
have the greatest tendency to occur at other theta phases. Right: distributions
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Place Cells in Proximal and Distal CA1distributions for all recorded CA1 cells were significantly higher
in the proximal group than in the distal group (F(2,35) = 4.56,
p < 0.02). Also, the proportion of cells that were significantly
phase-locked to MEC theta was significantly higher in proximal
CA1 than in distal CA1 (100% of proximal cells versus 77%
of distal cells; likelihood ratio chi-square with 1 degree of
freedom = 3.77, p < 0.05). There was a strong proximodistal
gradient in spatial tuning also in this group of animals. Proximal
CA1 cells had higher spatial information scores (t(20) = 4.48,
p < 0.001), higher spatial coherence (t(20) = 2.68, p < 0.05) and
higher spatial correlation between the first and second half of
the trial (t(20) = 4.48, p = 0.05) than distal CA1 cells. The differ-
ence in the number of firing fields did not reach significance
(means of 1.2 and 1.7 in proximal and distal CA1, respectively;
t(20) = 7.67, p = 0.11); however, note that the recording box
was small and that the smaller boxwas less sensitive to proximo-
distal position also in the main study.
DISCUSSION
We have shown that space is represented non-uniformly along
the transverse axis of CA1. Pyramidal cells in the proximal
part, near the CA2 border, carried more spatial information and
had smoother firing fields than pyramidal cells in the distal
part. The graded nature of the place-cell signal was most prom-
inent in large spaces. Most cells in the proximal part had a single
firing field in the 2 m-wide open arena. Distal cells also had place
fields but generally fired atmore than one location andwith lower
spatial coherence. In addition, proximal but not distal cells were
shown to exhibit strong phase-locking to theta activity in MEC,
suggesting that cells in this region of CA1 are receptive to signals
from theta-modulated, space-coding cells in MEC.
The loss of spatial information from proximal to distal CA1
mirrors the decline in spatial coherence previously reported
from distal to proximal subiculum (Sharp and Green, 1994),
although the change of spatial signal is markedly less visible in
the subiculum due to the noisy firing fields of cells in this region.
The gradients in spatial tuning in CA1 and subiculum are consis-
tent with the projection profile of layer III cells in MEC (Tamamaki
and Nojyo, 1995; Witter et al., 2000; Naber et al., 2001). MEC
neurons provide proximal CA1 cells and distal subiculum cells
with regularly updated information about the rat’s location in
the local environment (Hafting et al., 2005; Moser et al., 2008)
and this information is likely critical for generating accurate place
representations in proximal CA1 (McNaughton et al., 2006;
Solstad et al., 2006). How the proximodistal gradient affects
global hippocampal functions like navigation remains to be
determined, however.
Our findings further suggest that the accuracy of spatial repre-
sentations in proximal CA1 may be enhanced by theta inputsof proximal, intermediate, and distal CA1 spike times across phases of theta in
layer III of MEC (means ± SEM). Proximal CA1 cells exhibit strong phase-lock-
ing to MEC theta, intermediate CA1 cells exhibit moderate phase locking, and
distal CA1 cells exhibit weaker phase locking.
(B) Left: mean vector lengths for theta phases corresponding to spike times
from proximal, intermediate, and distal CA1 (means ± SEM). Right: percent-
ages of significantly phase-locked cells along the proximodistal axis of CA1.
*p < 0.05.
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Place Cells in Proximal and Distal CA1from MEC. During foraging and running, theta rhythms are
stronger in MEC than in LEC, and MEC neurons fire phase-
locked to theta more than LEC neurons (Deshmukh et al.,
2010). MEC theta oscillations may temporally coordinate the
position, direction, and speed signals that are conveyed to
CA1 by the network of grid, head direction, and conjunctive cells
in layer III of MEC (Sargolini et al., 2006). Coordination of these
signalsmay be required in order for animals to track their location
as theymove away from landmarks (‘‘path integration’’). The lack
of strongly coordinated firing of distal CA1 cells by MEC theta
may help explain why differences in spatial tuning between prox-
imal and distal CA1 were more pronounced in large open
spaces, where opportunities for realignment at the boundaries
of the environment are less.
The change in spatial information along the proximodistal axis
was consistent but modest. Even the most distal CA1 cells had
clearly identifiable, stable firing locations, although the firing
fields of these cells were generally not as circumscribed as those
of the proximal cells. The presence of spatial firing fields in a CA1
region that lacks direct input from MEC points to a role also for
alternative pathways in maintaining localized firing. One candi-
date pathway is the intrahippocampal circuit through CA3. The
possibility of an intrahippocampal contribution receives support
from the fact that CA1 cells suffer moderate but not complete
loss of spatial information when direct entorhinal inputs are
removed by cytotoxic lesions in layer III of MEC (Brun et al.,
2008). Some loss of spatial signal in CA1 is also observed after
disruption of CA3-to-CA1 connections (Brun et al., 2002), sug-
gesting that spatial information may be carried to CA1 both
directly through the perforant path and indirectly through the
intrahippocampal circuit. The presence of a dual pathway from
spatial cells in MEC to place cells in CA1 would be consistent
with the observation that gamma-oscillating CA1 cells synchro-
nize with both CA3 and MEC but at different phases of the theta
rhythm (Colgin et al., 2009). These considerations do not,
however, rule out the possibility that some of the spatial informa-
tion in distal CA1 cells may be derived from other sources, such
as LEC. Many LEC cells have weak but stable spatial firing pref-
erences (Hargreaves et al., 2005), which may be sufficient to
generate spatial firing in their target neurons (Si and Treves,
2009). The persistence of spatial firing in distal CA1 cells
after lesions of CA3 (Brun et al., 2002) is consistent with such a
contribution.
The graded nature of location-specific firing along the trans-
verse CA1 axis provides a possible explanation of variations in
firing properties between studies of CA1 cells in freely behaving
animals. Early studies reported considerable variation in the
sensitivity of hippocampal firing to nonspatial properties of the
environment such as odor, texture, and timing relationships.
CA1 cells were reported to respond strongly to such factors
under conditions where space is not relevant to task perfor-
mance (Hampson et al., 1993; Wood et al., 1999; Leutgeb
et al., 2005a), but the reliability of these observations and their
interpretation were questioned (e.g., O’Keefe, 1999). By intro-
ducing proximodistal location as a possible determinant of firing
properties, the present findings raise the possibility that nonspa-
tial information about context or objects, conveyed through the
perirhinal and lateral entorhinal cortices (Zhu et al., 1995; Suzuki134 Neuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc.et al., 1997; Young et al., 1997; Naber et al., 1999), is expressed
more strongly in the distal part of CA1 than in the proximal part.
EXPERIMENTAL PROCEDURES
Subjects
Seven male Long Evans rats were used in the main experiment. In addition, six
rats were used for analysis of phase-locking between CA1 cells and theta
activity in MEC; data from these rats were collected for a previous study in
which the phase relationship to entorhinal theta activity was not reported
(Colgin et al., 2009). All animals were 3–5 months old (350–450 g) at the time
of implantation. After surgery, they were housed individually in large Plexiglas
cages (45 3 44 3 30 cm) in a humidity and temperature-controlled environ-
ment. They were kept on a 12 hr light/12 hr dark schedule. All testing occurred
during the dark phase. The experiments were performed in accordance with
the Norwegian Animal Welfare Act and the European Convention for the
Protection of Vertebrate Animals used for Experimental and Other Scientific
Purposes.
Surgery and Electrode Preparation
Tetrodes were constructed from four 17 mm polyimide-coated platinum-
iridium (90%–10%) wires (California Fine Wire Company). Electrode tips
were plated with platinum to reduce electrode impedances to between
120–200 kU at 1 kHz.
The seven animals in themain studywere food deprived 12 hr before surgery
started. Anesthesia was induced by placing the animal in a closed glass box
filled with isoflurane vapor. The animal then received an i.p. injection of Equi-
thesin (pentobarbital and chloral hydrate; 1.0 ml/250 g body weight). Supple-
mentary doses were given when breathing and reflexes changed (0,15 ml/
250 g). Local anesthetic (Xylocain) was applied on the skin before making
the incision. The rats were then implanted with a ‘‘hyperdrive’’ consisting of
14 independently movable tetrodes (Wilson and McNaughton, 1993). The
tetrodes were inserted above the right hippocampus (AP from 3.8 to
4.4 mm, ML from 1.9 to 3.0 mm relative to bregma). The shape of the tetrode
bundle was adjusted to cover as much of the proximodistal axis of CA1 as
possible. In three rats, the hyperdrive consisted of two circular tetrode
bundles, separated by 1.6 mm and each containing six or eight independently
movable tetrodes. The diameters of the bundles were 1.0 and 1.2 mm, respec-
tively. In four rats, the hyperdrive consisted of two 2.5 mm long rows of seven
tetrodes each, separated by 0.3–0.4 mm. Jewellers’ screws and dental
cement were used to secure the hyperdrive to the skull. Two screws in the skull
were connected to hyperdrive ground. The six animals used for the phase-
locking analysis received implants of hyperdrives with two bundles (two
animals), or a dual set of microdrives (four animals), enabling simultaneous
recording from CA1 and MEC. Tetrode placements in CA1 were in the same
proximodistal zone (proximal, intermediate, distal) within animals; i.e., parallel
recordings across the proximodistal axis were not obtained in this part of
the study. Surgical procedures for these six animals are described in Colgin
et al. (2009).
Recording Procedures
Over the course of2–3weeks, the tetrodes were lowered in steps of 50 mmor
less until large-amplitude theta-modulated complex-spike activity appeared at
depths of about 2.0 mm or lower. In the main experiment, two of the tetrodes
were used, respectively, to record a reference signal from the corpus callosum
and an EEG signal from the stratum lacunosum-moleculare. The hyperdrive
was connected to a multichannel, impedance matching, unity gain headstage.
The output of the headstage was conducted via a lightweight multiwire tether
cable and through an 82-channel slip-ring commutator to a data acquisition
system containing 64 digitally programmable amplifiers (Neuralynx, Tucson,
AZ; Neuralynx Cheetah 64 for 4 rats; Neuralynx Digital Lynx for 3 rats). Unit
activity was amplified by a factor of 3000–5000 and band-pass filtered from
600–6000 Hz. Spike waveforms above a threshold set by the experimenter
(55 mV) were time-stamped and digitized at 32 kHz for 1 ms. EEG signals,
1 per tetrode, were amplified by a factor of 1000 and recorded continuously
between 0 and 475 Hz at a sampling rate of 1893 Hz or 2034 Hz. The EEG
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placed in an electrically silent region in the corpus callosum or above. Light-
emitting diodes (LEDs) on the headstage were used to track the animal’s
movements in the cylinders at a sampling rate of 50 Hz. The rat rested on
a towel in a large flower pot on a pedestal while electrical activity was moni-
tored. Recording procedures for the phase-locking experiment are described
in Colgin et al. (2009).
Behavioral Procedures
The rats were kept at 90% of their free-feeding body weight and food
deprived 12–18 hr before each training or recording session. During the
2–3 weeks between surgery and testing, the animals in the main study were
trained to collect randomly scattered vanilla or chocolate biscuit crumbs in
two cylinder-shaped boxes, each with a black floor mat and a black wall.
The box diameters were 200 cm and 100 cm. Both cylinders had 50 cm high
walls. A white polarizing cue (503 45 cm) was fixed to each wall at similar azi-
muth. The boxes were not encircled by curtains. Each training and recording
session consisted of three trials separated by 5 min or more. Trials 1 and 3
were conducted in the large cylinder, trial 2 in the small cylinder. Recordings
in the large box lasted 25 min or occasionally more; in the small box, the
minimum duration was 10min. The floor mat was washed between successive
trials. Before and between trials, the rat rested in the flower pot on the pedestal
next to the recording box. Data were recorded also while the rat rested. The
animals in the phase-locking study were trained in small circular or square
boxes or on a linear track (see Colgin et al., 2009). Data from all environments
were used for tests of phase-locking whereas only data from the boxes were
used for analysis of place fields.
Spike Sorting and Cell Classification
Spike sorting was performed offline using graphical cluster-cutting software
(MClust, A.D. Redish; Figure S1). Clustering was performed manually in two-
dimensional projections of the multidimensional parameter space (consisting
of waveform amplitudes and waveform energies), using autocorrelation and
crosscorrelation functions as additional separation tools and separation
criteria. All trials on a given day, including resting trials with sleep, were clus-
tered in a single analysis. Cluster separation was estimated by calculating
distances, in Mahalonobis space, between clustered spikes from different
cells on the same tetrode (Schmitzer-Torbert et al., 2005). Putative excitatory
cells were distinguished from putative interneurons using differences in spike
width, average rate, and complex-spike bursting.
Rate Maps and Place Fields
Position estimates were based on tracking of the LEDs on the head stage con-
nected to the hyperdrive. All data were speed filtered; only epochs with instan-
taneous running speeds of 5 cm/s or more were included.
To characterize firing fields, the position data were sorted into 5 cm 3 5 cm
bins. The path was smoothed with a 21-sample boxcar window filter (400 ms;
10 samples on each side). Firing rate distributions were then determined
by counting the number of spikes in each bin as well as the time spent per
bin. Maps for number of spikes and time were smoothed individually using
a boxcar average over the surrounding 5 3 5 bins. Weights were distributed
as follows:
box = [0.0025 0.0125 0.0200 0.0125 0.0025;.
0125 0.0625 0.1000 0.0625 0.0125;.
0200 0.1000 0.1600 0.1000 0.0200;.
0125 0.0625 0.1000 0.0625 0.0125;.
0025 0.0125 0.0200 0.0125 0.0025;]
An adaptive smoothing method, introduced by Skaggs et al. (1996), was
used before quantitative assessment of spatial tuning in order to optimize
the trade-off between blurring error and sampling error. The raw data were
first divided into bins of 5 cm 3 5cm, as above. Then the firing rate at each
point in the environment was estimated by expanding a circle around the
point until
rR
ai
n
ﬃﬃ
s
pwhere r is the radius of the circle in bins, n is the number of occupancy samples
within the circle, s is the total number of spikes in those occupancy samples,
and the constant a is set to 10,000. With a position sampling rate of 50 Hz, the
firing rate at that point was then set to 50 $ s/n. The peak firing rate of an indi-
vidual cell was taken to be the maximum value in the smoothed rate map.
Adaptive smoothing was also applied before calculation of spatial information,
peak rate, spatial correlation, and number of place fields.
Spatial information rate (bits/s) was calculated as
information content=
X
i
pi
li
l
log2
li
l
where li is the mean firing rate of a unit in the i-th bin, l is the overall mean firing
rate, and pi is the probability of the animal being in the i-th bin (occupancy in the
i-th bin/total recording time; Skaggs et al., 1993). Spatial coherence was esti-
mated as the first order spatial autocorrelation of the unsmoothed place field
map, i.e., themean correlation between the firing rate of each bin and the aver-
aged firing rate in the eight adjacent bins (Muller and Kubie, 1989). The spatial
correlation between consecutive trials in the same enclosure was estimated
for each cell by correlating the rates of firing in corresponding bins of the
pair of smoothed rate maps. In-field changes in firing rate were estimated by
calculating the difference between trials 1 and 3 in the peak rate of the field
with the highest rate on trial 1. Fields were only compared if the peak firing
locations on the two trials were less than 20 cm apart.
A place field was estimated as a contiguous region of at least 225 cm2 (9 or
more 5 cm3 5 cm bins) where the firing rate was above 20% of the peak rate
and the peak firing rate of the areawas 0.25Hz or higher (Figure 5). The number
of nonoverlapping place fieldswas estimated for each cell. Place field analyses
were only conducted for cells with 100 spikes or more in the large cylinder and
50 spikes or more in the small cylinder. Clusters with average peak-to-trough
waveform durations of less than 200 ms on the electrode with the largest ampli-
tude were considered putative interneurons or axons of bypassing axons and
not included in the analysis.
Theta Rhythm and Phase Locking
Theta phase values in MEC at the times of spike occurrence in CA1 were esti-
mated using simultaneous recordings from CA1 and layer III of MEC (Figure 6).
Theta phase estimates were obtained by band-pass (5–12 Hz) filtering the
MEC EEG recording off-line, performing a Hilbert transform on the filtered
signal, and extracting the phase component at the CA1 spike times. CA1 cells
were considered to be significantly phase-locked to MEC theta if their phase
distribution differed significantly from uniform (p < 0.05, Rayleigh test).
Histology and Tetrode Placement
The rats received an overdose of Equithesin and were perfused intracardially
with saline followed by 4% formaldehyde. The brains were extracted and
stored in formaldehyde, and frozen coronal sections (30 mm) were cut and
stained with cresyl violet (Nissl). Each section through the relevant part of
the hippocampus was collected for analysis. All tetrodes of the 14-tetrode
bundle were identified from digital photomicrographs, acquired with a Zeiss
Axoimager-Z1 microscope equipped with a digital camera. Photomicrographs
were saved and calibrated using AxioVision. The location of the tip of each
electrode was determined by comparison of tetrode traces on successive
sections.
The proximodistal position of tetrodes in CA1 was estimated by creating, for
each animal, a three-dimensional reconstruction of the hippocampus, using
Neurolucida (Microbrightfield Bioscience, Williston, VT). CA1 was then divided
into three equally broad longitudinal bands between CA2 on the anterior and
lateral side and subiculum on the posterior and medial side (Figure 1B). The
bands were defined as proximal, intermediate, and distal CA1, respectively,
and tetrodes were allocated to one of the bands. Bands were defined by an
observer blind to the electrode positions (M.P.W.).
Seven tetrodes in the fasciola cinereum, medial to the CA1, were not
included in any analyses. Fasciola cinereum (the subcallosal hippocampal
rudiment) is the medially curved continuation of the hippocampus at the septal
tip of the structure that continues near the midline along the dorsal one-third
of the CA1 (Stephan, 1975). Tetrodes in the subiculum were also not used.Neuron 68, 127–137, October 7, 2010 ª2010 Elsevier Inc. 135
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distal gradients in the subiculum but the very low spatial signal of subiculum
cells in the 2 m cylinder precluded further investigation of the issue.SUPPLEMENTAL INFORMATION
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