Stochastic approximation is a simulation optimization technique that has received much attention recently. lladitional finite difference-based stochastic approximation schemes require a large number of simulations when the number of parameters of interest is large. We apply simultaneous perturbation stochastic approximation (SPSA), which requires only two simulations per gradient estimate, regardless of the number of parameters of interest. We report simulation experiments conducted on a single-server queue, comparing the algorithm with finite differences and with perturbation analysis (PA). We then consider a transportation problem and formulate it as a stochastic optimization problem to which we propose t o apply SPSA.
INTRODUCTION
Consider the problem of optimizing some performance measure of a discrete event system (see, e.g., Cassandras 1993 or Fu 1994 . Under suitable conditions, optimization requires finding the zero of the performance measure gradient. Techniques such as perturbation analysis or likelihood ratio provide an efficient means of computing the performance measure gradient from a single sample path of the system. Such techniques, however, require detailed knowledge of the system dynamics and model. For example, one must usually assume known the form of the input distributions. For some important discrete event systems that arise in practice -for example, complex transportation networks -such information is often unknown, in which case direct estimation of the gra- where cfl represents an estimate of the gradient V J at On, and {a,} is a positive sequence of numbers converging to 0.
Direct gradient estimates are the most efficient. However, in many cases this may not be feasible, in which case gradient estimates based on (noisy) measurements of the performance measure itself are the only recourse. The purpose of our work is to see if simultaneous perturbation stochastic approximation (SPSA) can optimize discrete event systems at significant reductions in computations over the standard approach based on finite differences (FD).
SPSA uses the simultaneous perturbation (SP) method to estimate the gradient (Spall 1992, Spall and Cristion 1994) and stochastic approximation (SA) to find the zero of the gradient. The SP method does not require detailed knowledge of system dynamics and input distributions. Rather, it only requires measurements (which may contain measurement noise) of the performance measure. In fact, in each stochastic approximation update step SPSA requires only two measurements of the performance measure to calculate a gradient estimate, regardless of p (the dimension of the vector of parameters). This contrasts sharply with the method of finite differences for estimating gradients, where the number of required function evaluations is at least p . Thus, SP requires substantially less data -in our application, rneaning significantly fewer simulations -than finite differences for estimating gradients in high dimensions. In real systems, where data acquisition can often be expensive and time-consurning, this reduc-tion in computation translates into a cost savings.
The S P technique has been applied to nonlinear control problems using neural networks (Spall and Cristion 1994) . Here, we illustrate its application to discrete-event systems, by considering a single-server queueing problern and a transportation problem. Compare these estimators with symmetric difference (SD) estimators. Symmetric differences require a different pair of estimates in the numerator for each parameter, thus requiring 2p simulations, whereas in SPSA, the snine pair is used in the numerator for all parameters, and instead the denominator changes; thus, only two discrete-event simulations are required at each iteration.
In the stochastic approximation implementation given by ( I ) , both SP and SD estimators also require a positive sequence {cn} converging to O at an appropriate rate. In our experiments, we took U, = a / n ( a t o be selected), cn = c/no25 (c to be selected). For the single-server queue example, we considered four different gradient estimates: SP, FD, SD, and IPA ( infini t esirna 1 pert u rb at ion an a1 y sis) .
S I N G L E -S E R V E R Q U E U E E X A M P L E
Consider a single-server queue with Poisson arrivals and service tiriies frorn a uniform distribution (an M / U / l queue). The goal is to ininimize a customer's mean steady-state system time T , under penalty costs on the service time. Specifically, we wish to determine the values of the two parameters 0 = (B1,82) in the uniform service t h e distribution U(B1 -82,81 + 02) t o minimize t,lie objective function
where c1 ancl c2 are costs on reducing the service time mean and "variability," respectively, 0 = ((01 , 8,) : 0 < 8 2 5 81 < l/A}, and X is the arrival rate. This example was considered in Fu and Ho (1988) .
We compare the SP estimator with finite difference estimators (both one-sided and symmetric) and with perturbation analysis (PA) estimators, which require only a single simulation per estimate. We present simulation results for implementation in the SA algorithm given by (1) to minimize the objective function (3), with the estimate of the gradient given by
We considered six cases. Table 1 gives the values of e1 and c2, the resulting optimal values and the corresponding values of the objective function and the two partial second derivatives, from which the value of a is determined, as described in the next paragraph. As noted in Fu and Ho (1988) , for some values of c1 and c2, the theoretical optimal solution could lie arbitrarily close to the boundary of the constraint set. A minimum at which dJ/dB = 0 exists if c1 > 6ci + 3C2 + 1.
Our cases were selected such that this condition held, for which the minimum occurs at
Further implementation values are as follows: X = 1; c = 0.001; starting point: 81 = 0.5,6$ = 0.3; observation length per iteration: 100 customers; 40 independent replications; number of iterations per replication: 1000 (total budget of 100,000 customers/replication); value of a : geometric mean of second derivatives (approximated to one significant figure) . In general, of course, the parameter a could not be calculated "optimally" in advance, since the objective function is unknown.
Since analytical results are available, performance of the algorithms was simply measured by the performance measure J(8,), lower being better. The results are summarized in Table % . The headings SDSA, FDSA, and PASA refer to stochastic approximation algorithms based on symmetric differences, one-sided (forward) finite differences, a n d p e r t u r b a t i o n analysis, respectively; J' refers to the (true) minimum.
The table gives the mean of the estimated minimum & standard error, based on 40 independent replications, for the algorithm after 500 customers simulated and after 1000 customers simulated. In terms of simulation budget, the n = 1000 case of SPSA corresponds approximately to the n = 500 case of SDSA, since each iteration of SDSA requires twice ( p = 2 ) as many simulations as each iteration of SPSA. In this limited set of cases, SPSA performs cornparably to the other techiiiques. Compared to the finite differences, it does so with half as many computations.
T R A N S P 0 R,TATIO N A P P L I C A T I O N
We consider the application of SPSA to a transportation problem, in particular to t,ransfer opt,irnization in a transit network, where the goal is to reduce waiting time during transfers. We formulate this problem as a DEDS opt,iiriizat,ion problem to which we propose to apply SPSA.
The model we consider is a transit network with bus lines traveling in four directions on a grid: east, west, north, and south. Transfers occur, for instance, from a west-bound line to a north-bound line. Multiple transfers are possible. [Jndesirable delays occur for passengers due to waitsing for a transfer. As summarized in 13ooltbiiitler and D6silets (1992) , there are two basic npproaclies to this problem: timed transfer and transfer opt,itnization. The former focuses on coordinating the transfer points, and is rnore applicable for networks where traiisfers constitute a relatively srnaller p r o p o r t i o n of overall traRic, e.g., intercity trailis and planes. This approach would not be appropriat#e for a large transit network, such as is found in a downtown bus network, where transfers are decentralized. I n t,liis case, transfer optimization is usually employed, whereby the decisions t o be made have to do with the departure times of the first bus on a line.
In transfer optimization, the following are usually assumed to be given: the network, i.e., no re-routing is allowed; the headways, defined as the times between adjacent buses on the same line (assumed to be constant and equal); the transfer points; the passenger traffic and transfers. Traffic on a route can be given either as a point-to-point total or equivalently as a Markovian routing matrix at each stop. Stochastic elements of the network -incorporated indirecly in Bookbinder and D6silets (1992) -include the arrival process of passengers at each stop, both timing and number; and the travel times of buses.
Let N be the number of transit lines, A4 be the number of transfer points, H , be the headway for transit line 2, i = 1, ..., N , 0, be the set of allowable offset times for transit line i, i = 1, ..., N , 0 = {O,}gY=, be the timetable for the transit network, 0 = { O , }~, be the allowable timetables for the transit network. Note that a transfer point in the network model is quite different from a slop in t h e physical real world. In particular, if a given "single" stop occurs a t an intersection of two bi-directional routes and allows all possible transfers, then this would generate eight separate transfer points in the network model. The 0-1 variables x,, take the value 1 if and only if offset time s is chosen for link i, and the equality constraints insure that exactly one of the allowable offset tiines is chosen for each line. This formulation is equivalent to the well-known quadratic assignment problem (QAP) in facilities layout planning, and hence is NP-complete. A more realistic rnodel should probably include the following feat,ures. the feasible set of offset times is continuous; lieadways need not be constant nor deterministic, e.g., they could be closer during rush hours; travel times need not be constant nor deterministic, i.e., they are likely t,o be random and higher during rush hours; the passenger arrival process need not be deterministic. IIowever, incorporating such factors into a model leads to analytical intractability in determining the mean waiting times, in which case the best approach IS a stochastic discrete-event simulation model. 
