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Abstract
Context-free tree grammars, originally introduced byRounds [Math. SystemsTheory 4(3) (1970) 257–287], are powerful grammar
devices for the deﬁnition of tree languages. The properties of the class of context-free tree languages have been studied for more
than three decades now. Particularly important here is the work by Engelfriet and Schmidt [J. Comput. System Sci. 15(3) (1977)
328–353, 16(1) (1978) 67–99]. In the present paper, we consider a subclass of the class of context-free tree languages, namely the
class of linear context-free tree languages. A context-free tree grammar is linear, if no rule permits the copying of subtrees. For
this class of linear context-free tree languages we show that the grammar derivation mode, which is very important for the general
class of context-free tree languages, is immaterial. The main result we present is the closure of the class of linear context-free tree
languages under linear frontier-to-root tree transduction mappings. Two further results are the closure of this class under linear
root-to-frontier tree transduction mappings and under intersection with regular tree languages.
The results of the ﬁrst part of the paper are applied to the formalisation of optimality theory. Optimality theory (OT), introduced by
Prince and Smolensky [Tech. Report 1993], is a linguistic framework in which the mapping of one level of linguistic representation
to another is based on rules and ﬁlters. The rules generate candidate expressions in the target representation, which are subsequently
checked against the ﬁlters, so that only those candidates remain that survive this ﬁltering process. A proposal to formalise the
description of OT using formal language theory and in particular automata theory was presented by Karttunen [Proceedings of
International Workshop on Finite-State Methods in Natural Language Processing, 1998, pp. 1–12] and Frank and Satta [Comput.
Linguistics 24 (1998) 307–315]. The main result of these papers is that if the generator is deﬁned as a ﬁnite-state string transducer
and the ﬁlters are deﬁned by ﬁnite-state string automata, then the whole OT-system can be deﬁned by means of a ﬁnite-state string
transducer. Considering the fact that most parts of linguistics have trees as their underlying data structures instead of strings, we show
here that generators can be extended to linear frontier-to-root tree transducers on linear context-free tree languages—with constraints
being regular tree languages—while the computation of optimal candidates can still be performed using ﬁnite-state techniques
(over trees).
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1. Introduction
This paper aims at making two different contributions, one to the ﬁeld of formal language theory and one to the formal
description of optimality theory. In formal language theory, we study closure properties of so-called linear context-free
tree languages. Context-free tree grammars are natural extensions of classical context-free string grammars. Originally
deﬁned by Rounds [26], they have been studied for more than three decades now. Their generative capacity is quite
strong as can be seen from the fact that the yield languages of some context-free tree grammars are context-sensitive.
A systematic study of properties of the class of context-free tree languages can be found in the work by Engelfriet and
Schmidt [6,7].
We restrict our attention to a subclass of the context-free tree languages. A context-free tree grammar is linear
if none of the rules in the grammar permits the copying of subtrees. A language generated by a linear context-free
tree grammar is called a linear context-free tree language. The reason for restricting our attention to the class
of linear context-free tree languages is a linguistic one. To our knowledge, all natural language phenomena
studied so far can be rendered using linear context-free tree languages. For this class of languages we show closure
under linear frontier-to-root tree transducer mappings. This result is used to show the closure of this class of
languages under linear root-to-frontier tree transducer mappings and under intersection with regular tree
languages.
The second part of the paper provides an application of the results mentioned above to formal descriptions of
optimality theory. Optimality theory (OT henceforth) was introduced by Prince and Smolensky [24], originally as a
model for generative phonology. In recent years, this approach has been applied successfully to a range of syntactic
phenomena, and it is currently gaining popularity in semantics and pragmatics as well (see, e.g., [14]). It is based on
the idea that a mapping from one level of linguistic representation to another should be described in terms of rules and
ﬁlters. The novel contribution of OT is that ﬁlters—or, synonymously, constraints—are ranked and violable. Thus the
result of a rule-based generation process may still be acceptable although it violates certain constraints as long as other
results violate more constraints or constraints that are higher ranked.
There exists a line of research on the formal description of OT that is based on formal language theory and in
particular automata theory. The starting point was the work by Karttunen [15] and Frank and Satta [9]. Both ap-
proaches are inﬂuenced by ideas from computational phonology and describe the generator and the ﬁlters by means
of ﬁnite-state string automata and string transducers. The main contribution of both papers is a construction that
combines the string transducer representing the generator and the ﬁnite-state string automata representing the con-
straints using automata techniques. Consequently, the whole OT-system of both generator and constraints can be
rendered by a single ﬁnite-state transducer. This result is based on well-known closure properties of ﬁnite-state
devices.
For the description of natural language syntax, it is trees that are regarded as the underlying data struc-
tures by most linguists. Therefore the step from string automata to tree automata is certainly a necessary
one. But there are well-known arguments by Shieber [28] and others that natural languages are not context-free.
In particular, certain aspects of the morphology of Bambara and the case agreement in Swiss German are mildly
context-sensitive. Therefore a simple use of tree automata does not sufﬁce. In a series of papers, Kolb, Michaelis,
Mönnich, and Morawietz [16,17,20,23] provide a systematic way to render mildly context-sensitive
phenomena in natural language using purely (tree-) regular means. Based on this approach we show here how to
integrate a moderate level of context-sensitivity into an OT-system while still using extended tree automata
techniques.
We propose to deﬁne the generator of an OT-system to be a relation on linear context-free tree languages. This
relation is given as a so-called linear frontier-to-root tree transducer (LF-transducer). Constraints are expressed as
monadic second-order (MSO) formulae over candidate output trees. We will show that optimal outputs of an OT-
system can be computed using ﬁnite state techniques over trees even in the case where the generator comprises mildly
context-sensitive tree languages.
After reviewing basic concepts from algebra, logic, grammar and automata theory in the next section, we present
our main results of formal language theory in Section 3. The application to OT follows in Section 4. The concepts of
an OT-system are introduced and formalised in Section 4.1. Section 4.2 reports the constructions and results by Frank
and Satta [9] and Wartene [30] that we build upon. In Section 4.3 we present our own approach to the formalisation
of OT.
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2. Preliminaries
2.1. Basic algebraic deﬁnitions
For any set A, ℘(A) denotes the set of all subsets of A. For any set S, S∗ is the set of all strings over S.  is the empty
string, lg(w) is the length of a string w. N denotes the set {0, 1, 2, 3, . . . } of nonnegative integers. Let A be a set and
R ⊆ A × A be a binary relation. We denote the domain of R with Dom(R) and the range of R with Rng(R).
Let S be a ﬁnite set of sorts. An S-signature is a set  given with two mappings  :  → S∗ (the arity mapping)
and  :  → S (the sort mapping). The length of (f ) is called the rank of f, and is denoted by (f ). The type of f in
 is the pair ((f ), (f )). The elements of ,s are also called constants (of sort s).
A -algebra is a pair A = 〈(As)s∈S , (f )f∈〉 where As is a nonempty set for each s ∈ S, called the domain or
universe of sort s of A, and f : A(f ) → A(f ) is a total function for each f ∈ . (For a sequence  = (s1, . . . , sn)
in S+, we let A := As1 × As2 × · · · × Asn .) A -algebra is ﬁnite iff the carriers As for each s ∈ S are ﬁnite.
In case S is a singleton set {s}, i.e., in case  is a single-sorted or ranked alphabet (over sort s), we usually write n
to denote the (unique) set of operators of rank n ∈ N. In later sections of the paper we will mainly use the single-sorted
case of alphabets. We will indicate the need for many-sorted alphabets where necessary.
Let S be a set of sorts,  a signature, and A and B two -algebras. A family of functions hs : As → Bs (for each
s ∈ S) is called a-homomorphism iff for all f ∈  of rank k and all (a1, . . . , ak) ∈ A(f ) : h(f )(fA(a1, . . . , ak)) =
fB(hs1(a1), . . . , hsk (ak)).
Of particular interest to us is the algebra T of trees over a single-sorted signature . It is the free algebra of . The
carrier T is deﬁned recursively as follows. Each constant of , i.e., each symbol of rank 0, is a tree. If f is of rank k and
t1, . . . , tk are trees, then f (t1, . . . , tk) is a tree. Operations in T are syntactic, i.e., if f ∈ k and t1, . . . , tk ∈ T then
fT(t1, . . . , tk) := f (t1, . . . , tk). T is the free or initial algebra in the class of all -algebras, i.e., for each -algebra
A there exists a unique -homomorphism hA : T → A. This homomorphism is the evaluation of a term in A.
A tree language L ⊆ T over  is a subset of T. With each tree t ∈ T we can associate a string s ∈ ∗0 by
reading the leaves of t from left to right. This string is called the yield of t, denoted yd(t). More formally, yd(t) = t if
t ∈ 0, and yd(t) = yd(t1) · · · yd(tk) whenever t = f (t1, . . . , tk) with k1. The yield of a tree language L is deﬁned
straightforwardly as yd(L) = {yd(t) | t ∈ L}.
IfY is a set (of symbols) disjoint from , then T(Y ) denotes the set of trees T∪Y where all elements ofY are taken
as constants. The elements of Y are understood to be “variables”.
LetX = {x1, x2, x3, . . . } be a ﬁxed denumerable set of variables. LetX0 = ∅ and, for k1,Xk = {x1, . . . , xk} ⊂ X.
For k0,m0, t ∈ T(Xk), and t1, . . . , tk ∈ T(Xm), we denote by t[t1, . . . , tk] the result of substituting ti for xi
in t. Note that t[t1, . . . , tk] is in T(Xm). Note also that for k = 0, t[t1, . . . , tk] = t .
2.2. Basic tree grammar deﬁnitions
We start with the deﬁnition of a context-free tree grammar quoting [6].
Deﬁnition 1. A context-free tree grammar is a quadruple G = (,F, S, P ) where
 is a ﬁnite ranked alphabet of terminals,
F is a ﬁnite ranked alphabet of nonterminals or function symbols, disjoint with ,
S ∈ F0 is the start symbol, and
P is a ﬁnite set of productions (or rules) of the form
F(x1, . . . , xk) → , where F ∈ Fk and  ∈ T∪F (Xk).
We use the convention that for k = 0 an expression of the form F(1, . . . , k) stands for F. In particular, for F ∈ F0,
a rule is of the form F →  with  ∈ T∪F .
We frequently abbreviate the term context-free tree grammar by CFTG.
We deﬁne two special cases of context-free tree grammars. A production F(x1, . . . , xk) →  is called linear, if each
variable x1, . . . , xk occurs at most once in . Linear productions do not allow the copying of subtrees. A tree grammar
G = (,F, S, P ) is called a linear context-free tree grammar, if every rule in P is linear.
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A tree grammar G = (,F, S, P ) is called a regular tree grammar, if F = F0, i.e., if all nonterminals are
of rank 0.
For a (context-free or regular) tree grammar G = (,F, S, P ) we now deﬁne three direct derivation relations: the
unrestricted, the inside-out and the outside-in one. Let n0 and let 1, 2 ∈ T∪F (Xn). We deﬁne 1 ⇒ 2 if and
only if there is a production F(x1, . . . , xk) → , a tree  ∈ T∪F (Xn+1) containing exactly one occurrence of xn+1,
and trees 	1, . . . , 	k ∈ T∪F (Xn) such that
1 = [x1, . . . , xn, F (	1, . . . , 	k)]
and
2 = [x1, . . . , xn, [	1, . . . , 	k]].
In other words, 2 is obtained from 1 by replacing an occurrence of a subtree F(	1, . . . , 	k) by the tree [	1, . . . , 	k].
The deﬁnition of 1 ⇒
IO
2 is the same as that for 1 ⇒ 2 except that the 	’s are required to be terminal trees
(	1, . . . , 	k ∈ T(Xn)). The deﬁnition of 1 ⇒OI 2 is the same as that for 1 ⇒ 2 except that  is required to be
such that xn+1 does not occur in a subtree of  of the form G(1, . . . , m) with G ∈ F ; i.e., xn+1 does not occur in the
argument list of a function symbol.
As usual, ∗⇒ ( ∗⇒
IO
,
∗⇒
OI
) stands for the reﬂexive–transitive closure of ⇒ (⇒
IO
,⇒
OI
, respectively). For a context-free tree
grammar G, we deﬁne L(G) = {t ∈ T | S ∗⇒ t}. L(G) is called the tree language generated by G. LIO(G) = {t ∈
T | S ∗⇒
IO
t} is the IO-tree language generated by G. LOI(G) = {t ∈ T | S ∗⇒
OI
t} is the OI-tree language generated
by G.
The derivation mode of a tree grammar, i.e., whether one considers unrestricted derivations or OI-derivations or
IO-derivations, has important consequences for the language thus generated.
Proposition 2 (Engelfriet and Schmidt [6]). For any context-free tree grammar G, L(G) = LOI(G).
The IO-language of a given context-free tree grammar is in general only a subset of the OI-language. But for some
subclasses of context-free tree grammars the derivation mode is unimportant. As we will subsequently show, this is the
case for the class of linear context-free tree grammars.
Before we do this let us ﬁrst give a simple example of a CFTG.
Example 3. Consider the CFTG G = ({a, b, c, d, ε, St , S0t }, {S, S′, S1, S2, a, b, c, d}, S′, P ) with P given as follows:
S′−→S(ε), a−→a,
S(x)−→S1(S(S2(x))), b−→b,
S(x)−→S0t (x), c −→c,
S1(x)−→St (a, x, d), d−→d,
S2(x)−→St (b, x, c).
Note that G is linear. Therefore, the derivation mode is immaterial and LIO(G) = L(G). An example of a tree generated
by this grammar is shown in Fig. 1.
One motivation behind this example is to give an impression on the expressive power of (linear) context-free tree
grammars. It is well known that the yield languages of regular tree grammars are exactly the context-free string
languages (see, e.g. [10]). The yield language of G is {anbnεcndn | n0}, which is clearly context-sensitive.
We will now turn to proving that for a linear context-free tree grammar G, LIO(G) = LOI(G) starting with a technical
lemma.
Lemma 4. Let  ∈ T∪F (Xn) be a tree with an occurrence of the nonterminal F ∈ Fk and an occurrence of the
nonterminal G ∈ Fl . Let R1 : F(x1, . . . , xk) →  and R2 : G(x1, . . . , xl) → 
 be two rules in P, the set of
productions. Then R1(R2()) = R2(R1()), i.e., applying ﬁrst rule R1 and then R2 to  leads to the same tree as
applying R2 ﬁrst and then R1.
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Fig. 1. Sample tree.
Proof. The only relevant case where the statement of the lemma is not obviously true is where the occurrence of G
is to be found in the subtree dominated by F. Thus we assume  = [x1, . . . , xn, F (	1, . . . , 	k)] ∈ T∪F (Xn) with
 ∈ T∪F (Xn+1) with exactly one occurrence of xn+1 and 	1, . . . , 	k ∈ T∪F (Xn). Furthermore there is a j with
1jk and 	j = [x1, . . . , xn,G(1, . . . , l )] with  ∈ T∪F (Xn+1)—again exactly one occurrence of xn+1—and
1, . . . , l ∈ T∪F (Xn). I.e.,  = [x1, . . . , xn, F (	1, . . . , [x1, . . . , xn,G(1, . . . , l )], . . . , 	k)].
Now applying R1 to the intended occurrence of F in  yields
R1() = [x1, . . . , xn, [	1, . . . , [x1, . . . , xn,G(1, . . . , l )], . . . , 	k)]].
Since R1 is linear, there may be at most one occurrence of 	j in [	1, . . . , 	k] not already present in . I.e., the intended
occurrence of G may still be there exactly once, or it may have been deleted by the application of R1. If it was deleted,
then R2 cannot be applied in the intended way. If it was not deleted, then
R2(R1()) = [x1, . . . , xn, [	1, . . . , [x1, . . . , xn, 
[1, . . . , l]], . . . , 	k)]].
Applying R2 to the intended occurrence of G in  yields
R2() = [x1, . . . , xn, F (	1, . . . , [x1, . . . , xn, 
[1, . . . , l]], . . . , 	k)].
Obviously, application of R2 at G has no effect on the intended occurrence of F. Hence we apply R1 to it:
R1(R2()) = [x1, . . . , xn, [	1, . . . , [x1, . . . , xn, 
[1, . . . , l]], . . . , 	k]].
Linearity of R1 causes there to be at most one occurrence of [x1, . . . , xn, 
[1, . . . , l]] in [	1, . . . , [x1, . . . , xn, 

[1, . . . , l]], . . . , 	k] not previously present in .
If there is one occurrence, then obviously R1(R2()) = R2(R1()).
If there is no such occurrence, i.e, [x1, . . . , xn, 
[1, . . . , l]] got deletedwhile applyingR1, then clearlyR1(R2() =
R1(). 
Corollary 5. Let G be a linear context-free grammar. Then LIO(G) = LOI(G).
Proof. Multiple applications of the above lemma show that the order of rule application is irrelevant, if the grammar
is linear. 
The above lemma and corollary can be interpreted in the following way. Consider a linear CFTG as a rewrite system,
e.g., in the sense of Dershowitz and Jouannaud [3]. The lemma states local conﬂuency. Now, the grammar is not always
terminating when considered as a rewrite system. But the deﬁnition of language of a grammar restricts our attention to
the terminating subpart. Thus the corollary expresses the well-known property of rewrite systems that local conﬂuence
and termination imply (global) conﬂuence.
We close this subsection by deﬁning a trivial normal form for context-free tree grammars, which is also mentioned
by Rounds [27].
Deﬁnition 6. A CFTG is in normal form if each production is in one of the two forms:
(1) F(x0, . . . , xn−1) → f (x0, . . . , xn−1) for F ∈ Fn, f ∈ n;
(2) F(x0, . . . , xn−1) → t where t ∈ TF (Xn).
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Fact 7 (Rounds [27]). Every CFTG G can be rewritten as a CFTG G′ in normal form such that L(G) = L(G′).
2.3. Basic tree automata-theoretic deﬁnitions
For regular tree languages there exists an automaton model that corresponds to ﬁnite state automata for regular string
languages. Let  be a signature. A deterministic frontier-to-root tree automaton is a pair (A, F ) where A is a ﬁnite
-algebra and F ⊆ ∪s∈S As is the set of ﬁnal states. A tree t ∈ T is recognised by (A, F ) iff hA(t) ∈ F , i.e.,
the evaluation of the term t in the automaton ends in a ﬁnal state. On an intuitive level, such an automaton labels the
nodes in a tree with states starting from the leaves and going to the root. Suppose n is a node in the tree and f is the
k-ary function symbol at node n and the k daughters of n are already labelled with states q1, . . . , qk , and furthermore
fA(q1, . . . , qk) = q is true in A, then node n can be labelled with state q. A tree is accepted if the root can be labelled
with a ﬁnal state. Frontier-to-root tree automata are sometimes called bottom-up tree automata in the literature. Since
we will only consider deterministic frontier-to-root tree automata in this paper, we will henceforth just call them tree
automata for brevity.
The language accepted by a tree automaton (A, F ) is the set {t ∈ T | hA(t) ∈ F }. We will now report some results
from the theory of regular tree languages. For more information, consult the work by Gécseg and Steinby [10,11]. A
tree language L is regular if and only if there is a tree automaton that accepts L. Regular tree languages are closed under
union, intersection, and complement. There are corresponding constructions for tree automata.
Tree automata can be generalised to automata that transform one tree into another one, so-called tree transducers.
The following exposition on tree transduction is taken from Gécset and Steinby [11]. Let and be two (single-sorted)
signatures. A binary relation  ⊆ T × T is called a tree transformation. A pair (s, t) ∈  is interpreted to mean that 
may transform s into t. We can speak of compositions, inverses, domains, and ranges of tree transformations as those
of binary relations. With each tree transformation  ⊆ T × T one can associate a translation of the string languages
{(yd(s), yd(t)) | (s, t) ∈ }. We will now deﬁne frontier-to-root tree transducers.
Deﬁnition 8 (F-Transducer). A frontier-to-root tree transducer (or F-transducer) is a quintuple A = (,,
Q, P, F ) where  and  are signatures; Q is a ﬁnite set of states, each element of Q is a unary function; F ⊆ Q is the
set of ﬁnal states; and P is a ﬁnite set of productions of the following type:
f (q1(x1), . . . , qm(xm)) → q(t (x1, . . . , xm)),
where f ∈ m, q1, . . . , qm, q ∈ Q, t (x1, . . . , xm) ∈ T(Xm).
The transformation induced by an F-transducer is deﬁned as follows.WewriteQT for the set {q(t) | q ∈ Q, t ∈ T}
and regardQT as a set of constants. Let s, t ∈ T∪QT be two trees. It is said that t can be obtained by a direct derivation
from s in A iff t can be obtained from s by replacing an occurrence of a subtree f (q1(t1), . . . , qm(tm)) (with f ∈
m, q1, . . . , qm ∈ Q, t1, . . . , tm ∈ T) in s by q(t ′(t1, . . . , tm)), where f (q1(x1), . . . , qm(xm)) → q(t ′(x1, . . . , xm))
is a production from P. If s directly derives t in A then we write s ⇒A t . Its reﬂexive transitive closure s ⇒∗A t is the
derivation relation.
F-transducers are frequently also called bottom-up tree transducers in the literature. Intuitively, an F-transducer
traverses a tree s from the leaves to the root rewriting it at the same time. In a single derivation step we consider a
node n in s with label f where all the daughter nodes are already transformed into trees of T and each daughter node
is in some state qi . Then we replace the subtree of node n with the tree t from the production where the place holder
variables of t are replaced by the trees of the daughter nodes of n. The root of this subtree is put into state q.
The relation
A = {(s, t) | s ∈ T, t ∈ T, s ⇒∗A q(t) for some q ∈ F }
is the transformation relation induced by A. A relation  ⊆ T × T is an F-transformation if there exists an
F-transducer A such that  = A. In this case we also say that  is a rational relation. For a tree language L ⊆ T we
deﬁne A(L) = {t ∈ T | ∃s ∈ L with (s, t) ∈ A}.
A production f (q1(x1), . . . , qm(xm)) → q(t (x1, . . . , xm)) is called linear if each variable x1, . . . , xm occurs at
most once in t. An F-transducer is linear if each production is linear. We denote a linear F-transducer by LF-transducer.
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The following properties of LF-transducers will be used in this paper: LF-transducers are closed under union and
composition [10, Theorem IV 3.6]. The domain and the range of an LF-transducer are both regular tree languages
[10, Theorem IV 1.10 and Lemma IV 6.5]. For each regular tree language L there exists an LF-transducer AL such that
Dom(AL) = Rng(AL) = L and AL is the identity mapping of L [10, Lemma IV 1.11]. We denote this LF-transducer
by IL. Hence LF-transducers are the counterpart on trees of ﬁnite-state transducers on strings. If A1 and A2 are two
LF-transducers, we write A1 ◦ A2 for the composition of ﬁrst A1 and then A2.
The counterpart of a frontier-to-root tree transducer is a root-to-frontier tree transducer. As the name implies,
it transforms a tree from the root to the leaves.
Deﬁnition 9 (R-Transducer). A root-to-frontier tree transducer (or R-transducer) consists of a quintuple A = (,,
Q, P, I ) where  and  are signatures; Q is a ﬁnite set of states, each element of Q is a unary function; I ⊆ Q is the
set of initial states; and P is a ﬁnite set of productions of the following type:
q(f (x1, . . . , xm)) → t,
where f ∈ m, q ∈ Q, and t ∈ T(Q(Xm)).
Let s, t ∈ T∪QT be two trees. Tree t can be obtained by a direct derivation from s inA (written s ⇒A t) iff t can be
obtained from s by replacing an occurrence of a subtree q(f (s1, . . . , sm)) (with f ∈ m, q ∈ Q, and s1, . . . , sm ∈ T)
in s by t ′(s1, . . . , sm), where q(f (x1, . . . , xm)) → t ′ is a production of P. The reﬂexive-transitive closure s ⇒∗A t is
the derivation relation. The relation
A = {(s, t) | s ∈ T, t ∈ T, q(s) ⇒∗A t for some q ∈ I }
is the transformation relation induced byA. A relation  ⊆ T×T is anR-transformation if there exists anR-transducer
A such that  = A.
R-transducers are often also called top-down tree transducers in the literature. Without going into details, we mention
the following results about the relationship of F-transducers and R-transducers. The class of F-transducers and the class
of R-transducers are incomparable [5, Theorem 2.3]. And the class of LR-transducers is a proper subclass of the class
of LF-transducers [5, Theorem 2.8].
There exists an even more powerful concept of tree transducers, namely that of macro tree transducers. Their states
are complex objects, and they allow to pass parameters—which contain a limited amount of context information from
part of the input tree—into the right-hand sides. There is no need for us to provide the full technical deﬁnitions of a
macro tree transducer here, because we will only mention the existence of a macro tree transducer construction for a
particular mapping without making further use of it. A formal description of macro tree transducers can be found in
the work by Engelfriet and Vogler [8].
2.4. Monadic second-order logic
After these automata-theoretic notions, we brieﬂy present those related to monadic second-order (MSO) logic. MSO
logic is the extension of ﬁrst-order predicate logic with monadic second-order variables and quantiﬁcation over them.
In particular, we use MSO logic on trees such that individual variables x, y, . . . stand for nodes in trees and monadic
second-order onesX, Y, . . . for sets of nodes (formore details see, e.g., [25]). It is well known thatMSO logic interpreted
on trees is decidable via a translation to ﬁnite-state (tree) automata [4,29]. The decidability proof for MSO on ﬁnite
trees gives us also a descriptive complexity result: MSO on ﬁnite trees yields only regular sets of trees which in turn
yield context-free string languages. These results are of particular interest, since ﬁnite trees are clearly relevant for
linguistic purposes, and therefore form the basis for our work.
The following paragraphs go directly back to Courcelle [2]. Recall that the representation of objects by means of
relational structures makes them available for the use of logical description languages. Let R be a ﬁnite set of relation
symbols with the corresponding arity for each r ∈ R given by (r). A relational structureR = (DR, (rR)r∈R) consists
of the domain DR and the (r)-ary relations rR ⊆ D(r)R . In our case we choose a ﬁnite tree as our domain and the
relations of immediate, proper and reﬂexive dominance and precedence.
The classical technique of interpreting a relational structurewithin another one forms the basis forMSO transductions.
Intuitively, the output tree is interpreted on the input tree. E.g., suppose that we want to transduce the input tree t1 into
S. Kepser, U. Mönnich / Theoretical Computer Science 354 (2006) 82–97 89
the output tree t2. The nodes of the output tree t2 will be a subset of the nodes from t1 speciﬁed by a unary MSO relation
ranging over the nodes of t1. The daughter relation will be speciﬁed by a binary MSO relation with free variables x and
y ranging over the nodes from t1.
Deﬁnition 10 (MSO transduction). A (non-copying) MSO transduction of a relational structureR (with set of relation
symbols R) into another one Q (with set of relation symbols Q) is a tuple (,, (
q)q∈Q). It consists of the formulae
 deﬁning the domain of the transduction in R and  deﬁning the resulting domain of Q and a family of formulae 
q
deﬁning the new relations q ∈ Q (using only deﬁnable formulae from the “old” structure R).
The result which gives rise to the fact thatwe can characterise a non-context-free tree languagewith two deviceswhich
have only regular power is stated in [2]. Viewing the relation of intended dominance deﬁned later by a tree-walking
automaton as the cornerstone of an MSO deﬁnable transduction, our description of non-context-free phenomena with
two devices with only regular power is an instance of the theorem that the image of an MSO-deﬁnable class of structures
under a deﬁnable transduction is not MSO deﬁnable in general [2].
3. Closure properties of linear context-free tree languages
The aim of this section is to establish new results on closure properties of linear context-free tree languages. Lin-
ear context-free tree languages are shown to be closed under LF-transductions, under LR-transductions and under
intersection with regular tree languages. We will use these closure properties later on to deﬁne systems of optimality
theory.
From previous work by Rounds [26] and Engelfriet and Schmidt [6,7] it is known that OI tree languages are closed
both under linear R- and linear F-transducer mappings and that IO tree languages are closed under deterministic linear
F-transducer mappings. In addition, the same authors have shown that both classes of tree languages are closed under
intersection with regular tree languages. Engelfriet and Schmidt provide examples that indicate that the results on tree
transducer mappings cannot be improved upon. In the case OI languages the assumption of linearity cannot be given
up and in the case of IO languages the same holds for the assumption of determinism.
The family of string languages obtainable as yields of linear context-free tree languages forms a proper superset of
the family of string languages needed to accommodate the cross-serial dependencies mentioned in the introduction.
For strictly linguistic purposes we could have conﬁned our attention to a special type of context-free tree grammars
whose yield-languages correspond exactly to the languages generable by one of the equivalent mechanisms of multiple
context-free grammars,multicomponent tree adjoining grammars or linear context-free rewriting systems.As our proofs
of the closure properties of linear context-free tree languages go through without the modiﬁcation for this weaker class
of context-free tree grammars we have thought it useful to establish these properties for the slightly richer class of tree
languages.
Before we can state the main results of this section we have to introduce the technical apparatus we intend to employ
in subsequent proofs.
3.1. Lifting of trees and grammars
In this subsection, we introduce a recoding technique for trees and tree grammars that was developed by Mönnich
[21] along the lines of Maibaum [18,19] and subsequently systematically investigated and applied to questions of the
formalisation of natural language by Kolb, Michaelis, Mönnich, and Morawietz [16,17,20,23]. It is based on ideas by
Engelfriet and Schmidt [6,7].
The intuition in this recoding is that the basic assumptions about the operations of a tree grammar, namely tree
substitution and argument insertion, are made explicit. In the following, we will brieﬂy describe this lifting in a
more formal way. All technical details, in particular concerning many-sorted signatures, can be found in [21]. Any
context-free tree grammar G for a singleton set of sorts S can be transformed into a regular tree grammar GL for the
set of sorts S∗, which characterises a (necessarily regular) set of trees encoding the instructions necessary to convert
them by means of a unique homomorphism h into the ones the original grammar generates [18,19]. The lifting is
achieved by constructing for a given single S-sorted signature  a new, derived alphabet (an S∗-sorted signature) L,
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and by translating the terms over the original signature into terms of the derived one via a simple recursive procedure.
The lift-operation takes a term in T(Xk) and transforms it into one in T (L, k). Intuitively, the lifting eliminates
variables and composes functions with their arguments explicitly, e.g., a term f (a, b) = f (x1, x2) ◦ (a, b) is lifted
to the term c(c(f, 1, 2), a, b). The old function symbol f now becomes a constant, the variables are replaced with
appropriate projection symbols and the only remaining non-nullary alphabet symbols are the explicit composition
symbols c. The trees over the derived lifted signature consisting of the old linguistic symbols together with the new
projection and composition symbols form the carrier of a free tree algebra TL .
Deﬁnition 11 (lift). Let  be a ranked alphabet of sort S and Xk = {x1, . . . , xk}, k ∈ N, a ﬁnite set of variables.
The derived many-sorted S∗-sorted alphabet L is deﬁned as follows: For each n0, ′ε,n = {f ′ | f ∈ n} is a new
set of symbols of type (, n); for each n1 and each i, 1 in, ni is a new symbol, the ith projection symbol of
type (, n); for each n, k0 the new symbol c(n,k) is the (n, k)-th composition symbol of type (nk1 · · · kn, k) with
k1 = · · · = kn = k.
L,0 = ′,0,
L,n = ′,n ∪ {ni | 1 i n} for n1,
Lnk1···kn,k = {c(n,k)} for n, k0 and ki = k for 1 in,
Lw,s = ∅ otherwise.
For k0, liftk : T (, Xk) → T (L, k) is deﬁned as follows:
liftk (xi) = ki ,
liftk (f ) = c(0,k)(f ′) for f ∈ 0,
liftk (f (t1, . . . , tn)) = c(n,k)(f ′, liftk (t1), . . . , liftk (tn)),
for n1, f ∈ n and t1, . . . , tn ∈ T(Xk).
Note that this very general procedure allows the translation of any term over the original signature. The left hand
side as well as the right hand side of a rule of a CFTG G = (,F, S, P ) are terms belonging to T∪F (X), but so is,
e.g., any structure generated by G. Further remarks on the observation that the result of lifting a CFTG is always
a regular tree grammar can be also found in [21]. To further illustrate the techniques, we present the continuation of
Example 3. Note that for better readability, we omit all the 0- and 1-place composition symbols.
Example 12. Let GL = ({a, b, c, d, , St , S0t }, {S, S′, S1, S2, a, b, c, d}, S′, P ) with P given as follows:
S′−→c(1,0)(S, ),
S−→c(1,1)(S1, c(1,1)(S, c(1,1)(S2, 11))),
S−→c(1,1)(S0t , 11),
S1−→c(3,1)(St , a, 11, d),
S2−→c(3,1)(St , b, 11, c).
Note that we now have only nullary operatives, but extra composition and projection symbols: The linguistic non-
terminals have become constants. An example tree generated by this lifted grammar is shown in Fig. 2. It is the lifted
tree corresponding to the sample tree of Fig. 1. The grey shaded lines show how the intended tree is present in the
lifted tree.
For every tree t ∈ L(G) we deﬁne the set lift(t) of lifted trees of t as follows. For s ∈ L(GL) let s ∈ lift(t) iff s
is the result of a derivation sequence of grammar rules in GL such that there is a derivation sequence of t and every rule
in the derivation sequence of s is the lifted rule of the corresponding rule in t. I.e., we take the derivation sequence of
t, lift each rule in it, and execute the resulting lifted derivation sequence to obtain s. In cases where G is ambiguous
and t has more than one derivation, the set lift(t) contains more than one element.
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Fig. 2. A lifted tree with intended relations.
3.2. Reconstructing the intended trees
As Fig. 2 shows, a lifted tree is a complex encoding of the tree we originally started with. We will now show how
the encoding can be undone, i.e., how the intended tree can be “read” off a lifted tree. Informally speaking, this is
done by interpreting the compositions (the c’s) and the projections (the ’s) the way the names we have given them
suggest, viz. as compositions and projections, respectively.
More formally, we deﬁne a L-algebra, the tree substitution algebra TSL , that provides the denotational side of the
reconstruction. Let be a ranked alphabet of single sort s. For each sort sk with k ∈ N ofL, the range of sk is T(Xk),
i.e., trees in the intended signature with free variables {x1, . . . , xk}. For each n ∈ N, the interpretation of f ′ ∈ L,n
is f (x1, . . . , xn) where f ∈ n. For n1 and 1 in, the interpretation of ni is xi . For n, k0, t ∈ T(Xn), and
t1, . . . , tn ∈ T(Xk), the interpretation of cn,k(t, t1, . . . , tn) is t[t1, . . . , tn], the substitution of t1, . . . , tn into t (see
last part of Section 2.1).
Now, since TL is the free algebra of L, there is a unique homomorphism Y ield : TL → TSL . This homomor-
phism Yield evaluates each tree in the lifted signature to the intended tree. It is the inverse of lifting.
As was shown by Kolb et al. [16], the homomorphism Yield can be expressed by means of a monadic second-
order deﬁnable transduction (see Section 2.4). Of greater importance to us is the fact, that there is also an operational
description of Yield by means of macro tree transducers (see Section 2.3).
Fact 13 (Michaelis et al. [20], Morawietz and Mönnich [23]). For each signature  there exists a macro tree trans-
ducer MTT computing Y ield : TL → TSL .
3.3. Main Theorems
We can now state our main results. Linear context-free tree languages are closed under linear F-transductions. These
languages are also closed under linear R-transductions and under intersection with regular languages.
Theorem 14. Linear context-free tree languages are closed under linear F-transducer mappings.
Proof. The main idea of the proof consists in simulating F-transducers on the lifted signature level. A similar con-
struction is to be found in [7].
Let G be a linear context-free tree grammar in normal form G = (,F, S, P ) and A a linear F-transducer from 
to . The tree transducer A determines a family A = 〈An〉n∈N of mappings An : T(Xn) → ℘(Qn × Q × T(Xn)).
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In the following deﬁnitions a tuple (q1, . . . , qn, q, t) as a member ofAn(f ) stands for a rule f (q1(x1), . . . , qn(xn)) →
q(t):
(1) An(xi) = {(q1, . . . , qn, qi, xi)|q1, . . . , qn ∈ Q} for 1 in.
(2) An(f ) = {(q1, . . . , qn, q, t)|q1, . . . , qn, q ∈ Q and (q, t) ∈ A0(f )} for f ∈ 0.
(3) An(f (t1, . . . , tk)) = {(q1, . . . , qn, q, t)| there exist p1, . . . , pk in Q, u1, . . . , uk in T(Xn), and u ∈ T(Xk),
such that, for 1 ik, (q1, . . . , qn, pi, ui) ∈ An(ti),
(p1, . . . , pk, q, u) ∈ Ak(f ) and t = u[u1, . . . , uk]} for f ∈ k and t1, . . . , tk ∈ T(Xn).
From A we construct a linear F-transducer AL which transforms trees over L into trees over L. The state set of AL
is QAL = ∪n(Qn × Q), its subset of ﬁnal states is F and its rules are deﬁned as follows:
(1) f ′ → (q1, . . . , qn, q)(lift(t)) for f (q1(x1), . . . , qn(xn)) → q(t) in A and f ∈ .
(2) ni → (q1, . . . , qn, qi)(ni ).
(3) cn,k((p1, . . . , pn, p)(xn1 ), (q1, . . . , qk, p1)(xk1 ), . . . , (q1, . . . , qk, pn)(xkn)) →
(q1, . . . , qk, p)cn,k(x
n
1 , x
k
1 , . . . , x
k
n).
AL determines a family of mappings ALn from T (L, n) to ℘(QAL × T (L, n)) in complete analogy to the situation
with respect to its unlifted “ancestor”.
The trees in T (L, n) are the elements of the carrier of sort n in the free term algebra over the lifted signatureL. If we
regard the n-ary trees in T(Xn) as the elements of the carrier of sort n in the tree substitution algebra over the same de-
rived signatureL then there is a uniqueL homomorphismYield from the free term algebra TL = (T (L, n)n∈N,L)
into the tree substitution algebra T SL(X) = ((T(Xn))n∈N,L) where f ′ is the tree f (x1, . . . , xn) for f ∈ n,
ni = xi , and cn,k(t, t1, . . . , tn) = t[t1, . . . , tn] for t ∈ T(Xn) and ti ∈ T(Xk). This described situation is succinctly
represented by the following diagram:
TL
AL0 
Y ield

℘(QAL × TL)
h
T SL(X) A
℘(QAL × T S(X))
where QAL denotes the obvious algebra over the derived signature  = L −′ = L −′, × denotes the product of
the two-algebrasQAL and TL and T SL(X), respectively and h denotes the uniquely determined-homomorphism
which maps the generators f ′ ∈ n into f (x1, . . . , xn). By restricting their signatures to  the two L algebras TL
and T SL(X) become -algebras with Yield still being the uniquely given homomorphic extension of the mapping
′ → T(X) which sends f ′ into the tree f (x1, . . . , xn) (f ∈ n).
It follows from its deﬁnition that AL0 is a -homomorphism. Its counterpart A on the level of substitution algebras
is deﬁnitely not a -homomorphism. Familiar copying examples which illustrate the failure of the associativity law in
the context of tree substitution subset algebras imply thatA is not fully compatible with the projection and composition
operation. As we are only interested in the effect of the linear tree transduction on the linear context-free tree language
L(G) we can concentrate our attention to those elements of the (sorted) carrier of T SL(X) that are derivable within
the grammar G. The linearity of G now restores compatibility with the operations of the -algebra for the restriction of
A’s domain to the family of G-derivable trees.A is well-behaved on this domain because (theYield of) every subtree of
a tree in L(GL) has at most one occurrence of a variable free for substitution. This fact follows from an easy induction
on the length of derivations.
We know from Proposition 5 that every linear context-free tree language is an IO tree language. Such a language is
therefore theYield of a regular language over the derived vocabulary. SinceYield, A0 and h are -homomorphisms and
A acts like a -homomorphism on the domain of G-derivable trees, the commutativity of the diagram for the regular
language L(GL) would follow from the commutativity for the generators. But, for f ∈ n,
h(AL0 (f ′)) = h(AL0 (f ′))= {(q1, , . . . , qn, q, Y ield(lift(t)))|f (q1(x1), . . . , qn(xn)) → q(t) in A}
= An(f ) = An(f (x1, . . . , xn))
= An(Y ield(f ′)).
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Since it is clear by inspection of the rules that AL is linear and since the family of regular tree languages is closed
under linear tree transductions we have proved at this stage that A0(L(G)) is the homomorphic image of a
regular tree language. Its linearity follows from the next lemma, which concludes the proof of this
theorem. 
Lemma 15. The class of regular tree languages over L that are generated by lifted linear context-free tree grammars
is closed under lifted linear tree transductions.
Proof. Assume given a linear context-free tree grammarG = (,F, S, P ) and a linear F-transducerA = (,,Q,R,
F ) together with their lifted counterparts GL = (L,FL, S′, PL) and AL = (L,L,Q,RL, F ), respectively.
Consider the regular tree grammar G′ = (QAL,L, P ′, F ), where P ′ is given as follows (to enhance readability all
typing information is suppressed):
(1) (q1, . . . , qn, q) → lift(t) if f ′ → (q1, . . . , qn, q)(lift(t)) ∈ RL and f ∈ n,
(2) (q1, . . . , qn, qi) → ni ,
(3) (q1, . . . , qk, p) → c((p1, . . . , pn, p), (q1, . . . , qk, p1), . . . , (q1, . . . , qk, pn)).
One can show by induction the following equivalence for all q ∈ F and t ∈ TL (see [10, pp. 174f]):
q
∗⇒
G′
t iff ∃s ∈ TL s ⇒AL q(t).
As all productions in P ′ clearly come from linear rules over  the lemma is proved if the domain of deﬁnition of
AL can be restricted to the regular tree language L(GL). That such a restriction is possible follows from well-known
properties of F-transducers. 
The next result we want to prove is the closure of linear context-free tree languages under intersection with regular
tree languages. This closure property is a corollary of Theorem 14.
Corollary 16. The family of linear context-free tree languages is closed under intersection with regular tree languages.
Proof. For every regular tree language R there exists a (deterministic) F-transducer A such that domain(A) =
range(A) = R and A is the identity mapping on R [10, Lemma IV 1.11]. Given a linear context-free grammar
G, the intersection of L(GL) with R is then identical with A(L(GL)). That this last set is a linear context-free tree
language is just the claim of Theorem 14. 
Finally, the closure of linear context-free tree languages under LF-transductions implies the closure under LR-
transductions.
Corollary 17. The family of linear context-free tree languages is closed under linear R-transductions.
Proof. Engelfriet [5] showed that a class of tree languages is closed under LF-transductions iff it is closed under
LR-transductions (Corollary 3.10, p. 215). Thus the corollary follows directly from Theorem 14. 
There are several sources that have inﬂuenced the ideas reported in this section. Apart from the work on algebraic
linguistics in general we are particularly indebted to the treatment of context-free tree grammars as developed by
Rounds and Engelfriet and Schmidt in the late 1960s and early 1970s of the last century. The Mezei–Wright-type
proof idea Engelfriet and Schmidt [7] exploited for the veriﬁcation of their result to the effect that IO context-free tree
languages are closed under deterministic linear F-transductions is in large parts identical to our proof of Theorem 14.
It needs emphasising that the transducer mapping A from the tree substitution algebra TSL(X) to the subset algebra
℘(Qn × Q × T S(X)) is not a homomorphism. The restriction to trees that are derivable by the linear grammar is
essential for the commutativity of the diagram.
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4. An application to optimality theory
4.1. Basic notions of optimality theory
We now turn to optimality theory. As stated in the introduction, OT is based on the idea that a mapping from one
level of linguistic representation to another should be described in terms of rules and ﬁlters. The novel contribution of
OT is that ﬁlters—or, synonymously, constraints—are ranked and violable. Thus the result of a rule-based generation
process may still be acceptable although it violates certain constraints as long as other results violate more constraints
or constraints that are higher ranked. From the view point of constraint programming, constraints in OT are hence soft
constraints.
In other words, the rules generate a set of candidates that are competitors. On this set, the constraints are applied in
the order of their ranking starting with the highest ranked constraint. A candidate may violate a constraint more than
once. The application of the highest ranked constraint assigns each candidate the number of violations of that constraint.
Some of the candidates are now optimal with respect to this constraint in the sense that they violate the constraint the
fewest times. These, and only these, are retained for the next round of constraint application. In each round, the current
constraint is applied to the set of candidates remaining from the previous rounds. And only those candidates that are
optimal with respect to the current constraint make it into the next round. In the end, after applying all constraints, a set
of candidates is reached which is optimal with respect to the given ranking of the constraints. The method is therefore
comparable to a high jump competition in athletics. A systematic description of OT from a linguistic perspective with
many examples can be found in the book by Kager [14].
Let us make the notions of optimality theory more precise. In the general case, an OT-system consists of a relation
GEN (the generator) and a ﬁnite set of constraints that are linearly ordered. Constraints may be violated several times.
So a constraint should be construed as a function from GEN into the natural numbers. Thus an OT-system assigns each
candidate pair from GEN a sequence of natural numbers. The ordering of the elements of GEN that is induced by the
OT-system is the lexicographic ordering of these sequences.
Deﬁnition 18. An OT-system is a pair (GEN, C) where GEN is a binary relation and C = (c1, . . . , cp), p ∈ N is a
linearly ordered sequence of functions from GEN toN. Let a, b ∈ GEN. We say a is more economical than b (a < b),
if there is a kp such that ck(a) < ck(b) and for all j < k : cj (a) = cj (b).
Intuitively, an output o is optimal for some input i iff GEN relates o to i and o is optimal amongst the possible
outputs for i. This is expressed by the following deﬁnition:
Deﬁnition 19. Let O = (GEN, C) be an OT-system. Then (i, o) is optimal with respect to O iff
(1) (i, o) ∈ GEN, and
(2) there is no o′ such that (i, o′) ∈ GEN and (i, o′) < (i, o).
It has frequently been observed that in realistic applications, candidate sets may be inﬁnite. Hence, a brute force
complete search algorithm for an optimal output may in general not terminate. Thus the success of the OT research
program crucially hinges on the issue whether there are tractable evaluation algorithms.
4.2. Results by Frank and Satta and by Wartena
The ﬁrst important contribution to the formalisation of OT using automata theory are the works by Karttunen [15]
and Frank and Satta [9]. They showed that certain classes of OT-systems can be handled by ﬁnite-state techniques.
Their approach has been inﬂuenced by ideas from computational phonology, the original ﬁeld of application for OT.
On this view, GEN is a relation on strings, and this relation is deﬁned by a ﬁnite-state transducer. In order to also
render constraints by ﬁnite-state automata, certain restrictions have to be made. The ﬁrst one is that constraints have
to be binary, that is to say, each constraint assigns each candidate from GEN either 0 or 1. If there exists an upper
bound on the number of potential constraint violations for a non-binary constraint, then this non-binary constraint
can be translated into a sequence of binary constraints that has the same ﬁltering effect. Therefore this restriction is
moderate. The second restriction demands constraints to be output constraints. An output constraint is a constraint that
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assigns a number to a candidate from GEN purely on the base of its output, its right-hand side element, i.e., if (i, o) and
(i′, o) ∈ GEN then c(i, o) = c(i′, o). Under these restrictions, constraints can be rendered as regular string languages
over the output of GEN.
The main theorem of the paper by Frank and Satta [9] provides a modularity result for the complexity 1 of an OT-
system in the following sense. Suppose that GEN is given by a ﬁnite-state transducer and all constraints are expressible
by regular languages over the output of GEN. Then the whole OT-system can be rendered by ﬁnite-state techniques
and is in so far no more complex than its components. The success of the approach by Frank and Satta is based on
well-known closure properties of the family of regular string languages.
Wartena [30], noting that these closure properties extend to regular tree languages, demonstrated how the approach
of Frank and Satta can be extended from strings to trees. GEN, now, is a binary relation on trees that is deﬁned by
means of a linear tree transducer. And binary output constraints are deﬁned by means of tree automata. The use of tree
automata as a way to express constraints in syntax was proposed previously by Morawietz and Cornell [22]. Based on
these assumptions Wartena achieved the corresponding modularity result that if the components of an OT-system are
deﬁned by transducers and automata on trees then the whole OT-system can be deﬁned by a transducer on trees and
hence shares the complexity of its components.
4.3. OT-systems over linear context-free tree languages
The idea of the present approach is twofold. On the one hand, the OT-system shall in parts be represented by
languages generated by linear context-free tree grammars. The generator GEN is given as a linear context-free tree
grammar of input trees and an LF-transducer deﬁning the transformation on the input trees and yielding the output
trees. The constraints are given as MSO-sentences over the signature of output trees or, equivalently, as regular tree
languages. On the other hand, we will still use ﬁnite-state tree transducers and automata to compute optimal pairs.
GEN will be deﬁned as a relation between two linear context-free tree languages. Let I be the (single-sorted)
signature of input trees and O the (single-sorted) signature of output trees. We assume that if f ∈ I ∩ O then the
rank of f is the same in I and O . Let GI be a linear context-free tree grammar over I and L(GI ) be the language
of input trees. The relation to the output trees will be deﬁned by means of an LF-transducer. Hence let AGEN be an
LF-transducer over signatures I and O . GEN is given as the pair (L(GI ),AGEN). As a relation on trees it is deﬁned
as {(s, t) | s ∈ L(GI ), t ∈ AGEN(s)}.
A constraint c is deﬁned to be an MSO-sentence over the language of output trees of GEN, or equivalently, as a
regular tree language over signatureO (denoted byL(c)). An important property of a constraint in an OT-system is the
property of violability. Given a constraint c and an input tree s there are two situations. NormallyAGEN(s)∩L(c) = ∅. In
this case, only those candidate output trees are retained that aremembers ofAGEN(s)∩L(c). But ifAGEN(s)∩L(c) = ∅
then all candidate output trees for s are retained. In order to model this type of a constraint by ﬁnite-state transducers,
Frank and Satta [9] introduced a construction called conditional intersection of a regular language with the range of a
rational relation. Karttunen [15] called the same construction lenient composition. Wartena [30] showed how it can be
extended to regular tree languages.
Deﬁnition 20. Let R be a rational relation, i.e., a relation deﬁned by an LF-transducer, and let L ⊆ Rng(R) be a
regular tree language. The conditional intersection R ↑ L of R with L is deﬁned as
R ↑ L := (R ◦ IL) ∪ (IDom(R)−Dom(R◦IL) ◦ R).
Note that Dom(R) − Dom(R ◦ IL) are those tree s in the domain of R such that {t | (s, t) ∈ R and t ∈ L} = ∅.
Hence (s, t) ∈ R ↑ L iff (s, t) ∈ R and either t ∈ L or there is no t ′ ∈ L such that (s, t ′) ∈ R. Furthermore, as stated
in Section 2.3, LF-transducers are closed under composition and union; the domain and range of an LF-transducer are
regular tree languages; regular tree languages are closed under complement; and for each regular tree language there
is an LF-transducer expressing the identity transformation of the language. Hence if R is deﬁned by an LF-transducer
and L is a regular tree language, then there is LF-transducer representing R ↑ L.
1 Please note that we use an abstract notion of complexity here. This is not the state complexity of a ﬁnite-state device. Rather the question is
the following. Does the combination of devices as is needed for an OT-system lead to a device with a higher expressive power than those of the
components, or can this combination be rendered by a device of the same class?
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Optimality can now be implemented in a straightforward way, namely by successively conditionally intersecting the
constraints of an OT-system with AGEN.
Theorem 21. Let GEN be (L(GI ),AGEN) and O = (GEN, (c1, . . . , cp)) be an OT-system. Then the pair (s, t) ∈
GEN is optimal iff t ∈ AGEN(s) ↑ L(c1) · · · ↑ L(cp). The language of optimal output {t | ∃s ∈ L(GI ) : t ∈
AGEN(s) ↑ L(c1) · · · ↑ L(cp)} is a linear context-free tree language.
Proof. The ﬁrst statement can be shown by a simple induction on the length lp of the sequence of constraints. For
l = 0 the statement is obviously true, since without constraints all output generated by AGEN is optimal.
For 0 < l < p we assume that the pair (s, t) ∈ GEN is optimal with respect to (GEN, (c1, . . . , cl)) and t ∈
AGEN(s) ↑ L(c1) · · · ↑ L(cl). Let t ∈ AGEN(s) ↑ L(c1) · · · ↑ L(cl) ↑ L(cl+1). By deﬁnition of conditional
intersection, either t ∈ L(cl+1) or there is no t ′ ∈ AGEN(s) ↑ L(c1) · · · ↑ L(cl) such that t ′ ∈ L(cl+1). In the
ﬁrst case (s, t) is clearly optimal with respect to (GEN, (c1, . . . , cl+1)), because t also fulﬁls constraint cl+1. In
the second case, there is no output t ′ remaining from the last constraint cl that fulﬁls cl+1. Therefore by deﬁnition
AGEN(s) ↑ L(c1) · · · ↑ L(cl) = AGEN(s) ↑ L(c1) · · · ↑ L(cl+1) and (s, t) is optimal with respect to (GEN, (c1, . . . ,
cl+1)).
The converse argument shows that if (s, t) is optimal with respect to (GEN, (c1, . . . , cl+1)) then t ∈ AGEN(s) ↑
L(c1) · · · ↑ L(cl) ↑ L(cl+1).
The second statement is an immediate consequence of the fact that AGEN ↑ L(c1) · · · ↑ L(cp) is an LF-transducer
and the closure of linear context-free tree languages under LF-transductions as shown in Theorem 14. 
We therefore obtain the following modularity result. Let (GEN, C) be an OT-system where GEN is deﬁned by a
linear context-free tree grammar and an LF-transducer, and all constraints of C are deﬁned by MSO-sentences. Then
the complete OT-system can be rendered as an LF-transducer and hence requires a device of the same class as those of
the components.
5. Conclusion
This paper contains two main contributions. We provided closure results for linear context-free tree languages. We
showed that for these languages the inside-out grammar derivation mode is equivalent to the outside-in derivation
mode. The main result is the closure of the class of linear context-free tree languages under linear frontier-to-root
transductions. It implies the closure of this class of languages under linear root-to-frontier transductions and under
intersection with regular tree languages.
These results are applied to questions of the fromalisation of OT-systems. We deﬁne the generator of an OT-system as
a linear F-transducer applied to the language of a linear context-free tree grammar. Constraints are deﬁned as monadic
second-order logic sentences allowing abstract, high level descriptions. In such an OT-system an optimal pair can be
found by ﬁnite-state techniques, and the complexity of the whole system is equal to the complexity of its most complex
component.
The notion of optimality that we used in this paper is that of unidirectional optimality. We are interested in the
optimal output for a given input. This view is apparently generation driven. Blutner [1] points out that in semantics
and pragmatics unidirectional optimality may not sufﬁce. The optimal interpretation of an utterance is obtained by
an interplay between the generation process on the speaker side and the parsing process on the hearer side. Blutner
therefore introduces the notion of bidirectional optimality theory. Formal properties of bidirectional OT are studied by
Jäger [12,13]. He shows that the modularity result of Frank and Satta extends to bidirectional OT-systems on strings.
Jäger [13] also shows that for bidirectional OT-systems the restriction to binary constraints is essential to achieve the
modularity result. An interesting question, that we would like to pursue, is to see whether the results presented here
can be extended to the bidirectional case. In other words, we are interested in the question whether there is a (tree)
automata-theoretic approach for bidirectional OT-systems over linear context-free tree languages.
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