By measuring the smallest second occuring time of every factor of an infinite word x, Bugeaud and Kim introduced a new quantity rep(x) called the exponent of repetition of x. Among other results, Bugeaud and Kim proved that 1 ≤ rep(x) ≤ rmax = √ 10 − 3/2 and rmax is the isolated maximum value when x varies over the Sturmian words. In this paper, we determine the value r1 such that there is no Sturmian word x satisfying r1 < rep(x) < rmax and r1 is an accumulate point of the set of rep(x) when x runs over the Sturmian words.
Introduction
Let A be a finite set. A finite or infinite sequence x = (x i ) of elements of A is called a word over A. As usual, we write x = x 1 x 2 · · · for a word x = (x i ). The subword complexity p(n, x) of a word x is defined to be the cardinality of the set of subwords of length n occuring in x. It is known that, for an infinite word x, x is eventually periodic if and only if the sequence {p(n, x)} n is bounded. A word x possessing the least possible unbounded sequence {p(n, x)} n is called a Sturmian word. Namely, a Sturmian word is defined to be an infinite word x satisfying p(n, x) = n + 1 for every n ≥ 1. Notice that any Sturmian word x is consisting of two letters since p(1, x) = 2. We denote the set of all Sturmian words over A by St(A), or simply St. It is well-known that any Sturmian word x = x 1 x 2 · · · over {0, 1} is represented as a lower or upper mechanical word, namely there are an irrational real number θ ∈ (0, 1) and a real number ρ such that x n = ⌊θ(n + 1) + ρ⌋ − ⌊θn + ρ⌋ for all n or x n = ⌈θ(n + 1) + ρ⌉ − ⌈θn + ρ⌉ for all n. Then θ is called the slope of x.
In the paper [2] , Bugeaud and Kim defined another complexity function r(n, x) for an infinite word x and n ≥ 1 as follows:
where x j i denotes the factor x i x i+1 · · · x j of x for i ≤ j. In other words, r(n, x) denotes the length of the smallest prefix of x containing two occurrences of some factor of length n. Here we notice that an overlap is admitted in two occurrences of a factor. Then the quantity rep(x), called the exponent of repetition of x, is defined by rep(x) = lim inf n→+∞ r(n, x) n .
It was proved in [2] that every Sturmian word x satisfies 1 ≤ rep(x) ≤ r max := √ 10 − 3 2 = 1.66227 · · · and if rep(x) = r max , then the continued fraction expansion of the slope of x is of the form [0, a 1 , a 2 , · · · , a K , 2, 1, 1] for some K. As noticed in [ Then there is no Sturman word x satisfying
The value r 1 is an accumulate point of rep (St) . Moreover, if x ∈ St satisfies r 2 ≤ rep(x) ≤ r 1 , then the continued fraction expansion of the slope of x is of the form [0, a 1 , a 2 , · · · , a K , (2, 1, 1) n 1 , 1, (2, 1, 1) n 2 , 1, · · · ] for some K and some sequence n 1 , n 2 , · · · of positive integers, where (2, 1, 1) n i denotes the periodic sequence repeating 2, 1, 1 n i times .
In Section 2, we show that the open interval (r 1 , r max ) is a gap of rep(St) and r 2 is attained on rep(x) of some x ∈ St with the slope [0, 2, 1, 1, 2, 1, 1, 1]. In Section 4, we prove that r 1 is equal to the limit of rep(x (n) ) as n → ∞ for some sequence {x (n) } in St. In Section 5, we conclude that r 1 is the largest accumulation point of rep(St).
Preliminaries
Any irrational real number α ∈ R \ Q has a unique continued fraction expression such as α = a 0 + 1 a 1 + 1
where a 0 is an integer and a 1 , a 2 , · · · are positive integers. For each n ≥ 1, the fraction p n q n = [a 0 , a 1 , · · · , a n ] is called the nth convergent of α. Let A be a finite set and x = x 1 x 2 · · · be a word over A. A subword of consecutive letters in x is called a factor of x. If both y and z are factors of x and x = yz, then y is called a prefix of x and z is called a suffix of x. We denote the factor x i x i+1 · · · x j of x by x j i . If x = x 1 · · · x ℓ is a finite word, then the number ℓ of letters in x is called the length of x and is denoted by |x|.
In the following, we consider only A = {0, 1}. As in Introduction, St denotes the set of all Sturmian words over A. For an irrational real number θ ∈ (0, 1) and a real number ρ, we set s θ,ρ (n) = ⌊θ(n + 1) + ρ⌋ − ⌊θn + ρ⌋ and S θ,ρ (n) = ⌈θ(n + 1) + ρ⌉ − ⌈θn + ρ⌉ for n = 1, 2, · · · . Then both s θ,ρ := (s θ,ρ (n)) and S θ,ρ := (S θ,ρ (n)) are Sturmian words over A. Conversely, for any x ∈ St, there exists an irrational θ ∈ (0, 1) and a real number ρ such that x = s θ,ρ or x = S θ,ρ . This θ is called the slope of x. The slope θ of x is uniquely determined by θ = lim n→∞ (the number of digit 1 in x n 1 ) |x n 1 | , see [1, §8] or [3, Chapter 2] for properties of Sturmian words.
For a sequence {a k } k≥1 of positive integers, we define inductively a sequence {M k } k≥0 of finite words over A as follows:
This {M k } k is called the characteristic block defined from {a k } k . It is known that {M k } k converges to the Sturmian word s θ,0 of slope θ = [0, a 1 , a 2 , · · · ] and intercept 0, (see [1, Theorem 8.33 ]. Namely
which is called the characteristic word of slope θ. Let {p k /q k } k denote the sequence of convergents of θ. Then q k = |M k | and p k equals the number of digit 1 in M k for all k ≥ 0. It is known that only the last two letters of M k+1 M k and M k M k+1 are different. For a non-empty finite word U , we write U − for the word U deprived of its last letter. For each k ≥ 1, we set
. Let x be a Sturmian word of slope θ and p k /q k be the k-th convergent of θ. For k ≥ 1, we set
If k is large enough to ensure that q k−2 ≥ 6, then we have
In what follows, we will frequently use the following lemmas proved in [2, §7] . Lemma 1.1. Let x be a Sturmian word of slope θ = [0, a 1 , a 2 , · · · ] and {M k } k be the characteristic block defined from {a k } k . Then, for k ≥ 1, there exists a unique word W k satisfying
where W k is a suffix of M k and a k ≥ 3. If k is sufficiently large, then, for some integer n with q k /2 − 2 ≤ n ≤ q k + q k−1 − 2, we have r(n, x) n < √ 17 + 9 8 + 2ε k = 1.6403 · · · + 2ε k .
If k is sufficiently large, then we have
A gap of the exponents of repetitions
In this section, we prove that the open interval (r 1 , r max ) is a gap of rep(St).
Lemma 2.1. Let x be a Sturmian word and [0, a 1 , a 2 , · · · ] be the continued fraction expansion of the slope of x. If rep(x) > 1.645 and k is sufficiently large, then we have the following:
(1) It can not happen a k+j = 1 for all j ≥ 0.
(2) The sequence a k = 2, a k+1 = 2 can not appear.
(3) The sequence a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 2, a k+4 = 1, a k+5 = 2 can not appear. Combining this with (2), a k = 2, a k+1 = 1, a k+2 = 2, a k+3 = 1, a k+4 = 2, a k+5 = 1 can not appear. (4) The sequence a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 2 can not appear. Combining this with (2), a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 2, a k+4 = 1, a k+5 = 2 can not appear.
Proof. By Lemmas 1.1, 1.2, and 1.3, we have a k ∈ {1, 2},
(1) and (2) follow from the argument after [2, Proof of Lemma 7.6] and the assumption rep(x) > 1.645.
(3) Assume a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 2, a k+4 = 1, a k+5 = 2 for some sufficiently large k. Then we have q k+4 = 15q k−1 + 11q k−2 , q k+5 = 41q k−1 + 30q k−2 , and hence
From Lemma 1.4(1) and rep(x) > 1.645, it follows
By using Lemma 1.4(2), (2.1) and η k−1 ≤ 1, we obtain
Therefore, this case can not happen because of rep(x) > 1.645.
(4) Assume a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 2 for some sufficiently large k. Then we have q k+5 = 25q k−1 + 18q k−2 , q k+6 = 68q k−1 + 49q k−2 , and hence
Similarly as the proof of (3), we obtain
Therefore, this case can not happen.
We put r 3 := 2(1869 + 2ϕ) 2277 = 1.64448 · · · . Lemma 2.2. Let x be a Sturmian word and [0, a 1 , a 2 , · · · ] be the continued fraction expansion of the slope of x. If rep(x) > r 3 and k is sufficiently large, then the sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 1 can not appear.
Suppose a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 1 for some sufficiently large k. Then we have q k+3 = 8q k−1 + 3q k−2 , q k+4 = 13q k−1 + 5q k−2 , and hence
From Lemma 1.4(2) and rep(x) > r 3 , it follows
By using Lemma 1.4(1), (2.2) and η k−1 ≥ 0, we obtain
This is a contradiction.
Lemma 2.3. Let x be a Sturmian word such that the slope of x is equal to [0, a 1 , a 2 , · · · , a K , 2, 1, 1, 2, 1, 1, 1]
Proof. By Lemma 1.4(1), the following inequality holds for sufficiently large k: Similarly as in [2, Proof of Theorem 3.4], r(n, x) satisfies the following inequality:
We set
for j = 0, 1, · · · , 6. It is easy to compute
Since the minimum of ρ 0 , ρ 1 , · · · , ρ 6 is equal to r 2 , we obtain
Similarly, we have 
Then (2.4) gives rep(x) ≥ r 2 . This concludes rep(x) = r 2 .
Lemma 2.4. Let x be a Sturmian word and θ = [0, a 1 , a 2 , · · · ] be the continued fraction expansion of the slope of x. If rep(x) ≥ r 2 and k is sufficiently large, then we have the following:
(1) The sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 1, a k+7 = 1 can not appear.
The sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 2, a k+7 = 1, a k+8 = 1, a k+9 = 1, a k+10 = 2, a k+11 = 1, a k+12 = 2 can not appear.
The sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 2, a k+4 = 1, a k+5 = 1, a k+6 = 1, a k+7 = 2, a k+8 = 1, a k+9 = 2 can not appear. (4) The sequence a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 2 can not appear.
Proof. By the assumption rep(x) ≥ r 2 > 1.645 and Lemmas 1.1, 1.2, and 1.3, we have a k ∈ {1, 2},
(1) Assume a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 1, a k+7 = 1 for some sufficiently large k. Then we have q k+6 = 50q k−1 + 19q k−2 , q k+7 = 79q k−1 + 30q k−2 , and hence
From Lemma 1.4(2) and rep(x) ≥ r 2 , it follows
By using Lemma 1.4(1), (2.5) and η k−1 ≥ 0, we obtain
Therefore, this case can not happen because of rep(x) ≥ r 2 .
(2) Assume a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1, a k+4 = 2, a k+5 = 1, a k+6 = 2, a k+7 = 1, a k+8 = 1, a k+9 = 1, a k+10 = 2, a k+11 = 1, a k+12 = 2 for some sufficiently large k. Then we have q k+11 = 1072q k−1 + 407q k−2 , q k+12 = 2921q k−1 + 1109q k−2 , and hence
From Lemma 1.4(1) and rep(x) ≥ r 2 , it follows
By using Lemma 1.4(2), (2.6) and η k−1 ≤ 1, we obtain
(3) Assume a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 2, a k+4 = 1, a k+5 = 1, a k+6 = 1, a k+7 = 2, a k+8 = 1, a k+9 = 2 for some sufficiently large k. Then we have q k+8 = 178q k−1 +69q k−2 , q k+9 = 485q k−1 + 188q k−2 , and hence
Similarly as the proof of (2), we obtain
(4) Suppose that the sequence a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 2 appears in θ. Since k is sufficiently large, we may assume that 2 occurs at least 2 times before a k in θ. In the following, we write a i · · · a j for a sequence a i , · · · , a j . For example, a k = 1, a k+1 = 2, a k+2 = 1, a k+3 = 2 is abbreviated as 1212. Since 221212, 121212 and 211212 cannot appear in θ by Lemma 2.1, the only possible case 111212 must be appear in θ. Then w = 12111212 must be appear in θ because that both 1111212 and 22111212 does not appear in θ by Lemmas 2.1 and 2.2. From Lemmas 2.1, 2.2, (1), (2) and (3), any of 21w, 211w, 111w and 212w, 2112w, 21112w, 11112w cannot appear in θ. This implies that both 1w and 2w are impossible to occur in θ. This is a contradiction. and k is sufficiently large, then the sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1 can not appear.
In particular, the slope of x is of the form [0, a 1 , a 2 , · · · , a K , 2, 1, 1] for some K if rep(x) > r 1 .
Proof. Since rep(x) > r 1 , there exists ε > 0 such that rep(x) > r 1 + ε. By the assumption rep(x) > r 1 > 1.645 and Lemmas 1.1, 1.2, and 1.3, we have a k ∈ {1, 2},
In the following, we abbreviate the sequence a k , a k+1 , · · · , a k+j as a k a k+1 · · · a k+j . By Lemmas 2.1, 2.2, and 2.4, a possible sequence is a k · · · a k+3 = 2112 or a k · · · a k+4 = 21112 when k is sufficiently large, and moreover the sequence a k · · · a k+7 = 21112111 cannot appear. Therefore, it is sufficient to prove that the sequence a k · · · a k+3n+4 = 2111(211) n 1 does not appear for every n ≥ 2. We prove this by contradiction. Fix a positive integer n and suppose that the sequence a k · · · a k+3n+4 = 2111(211) n 1 appears for some sufficiently large k. We may assume ε k+3n+4 = 2/q k+3n+4 < ε. For each positive integer ℓ, we set u ℓ = q k+3ℓ and v ℓ = q k+3ℓ−1 . Then we have
By solving this reccurence relation, we obtain
where p = 3 − √ 10 and q = 3 + √ 10, and then
(2.7)
Moreover, since
The assumption rep(x) > r 1 and Lemma 1.4(2) give
Then Lemma 1.4(1), (2.7), (2.8) and
where A and B are given by 
This contradicts to r 1 + ε < rep(x). Therefore, for every n, the sequence 2111(211) n 1 can not appear. This means that, if rep(x) > r 1 and k is sufficiently large, then the sequence a k = 2, a k+1 = 1, a k+2 = 1, a k+3 = 1 can not appear. Consequently, the continued fraction expansion of the slope of x is of the form [0, a 1 , a 2 , · · · , a K , 2, 1, 1] for some integer K.
Theorem 2.6. There is no Sturmian word x such that r 1 < rep(x) < r max . If a Sturmian word x satisfies r 2 ≤ rep(x) ≤ r 1 , then the continued fraction expansion of the slope of x is of the form [0, a 1 , a 2 , · · · , a K , (2, 1, 1) n 1 , 1, (2, 1, 1) n 2 , 1, · · · ] for some K ∈ N and some sequence {n i } i of positive integers.
Proof. Let x be a Sturmian word x of slope θ = [0, a 1 , a 2 , · · · ]. By Proposition 2.5 and [2, Proof of Theorem 3.4], rep(x) is equal to r max when rep(x) > r 1 . If rep(x) ≥ r 2 and k is sufficiently large, then only a sequence of the form a k · · · a k+3n = (211) n 1 for some n ≥ 1 is admitted to θ by Lemmas 2.1, 2.2, and 2.4.
Auxiliary lemmas of some continued fractions
For a positive integer n, we set These continued fractions are used in Section 4. In this section, we investigate the double sequence e 
and r = p/q = (3 − √ 10)/(3 + √ 10). We notice that e (1) For all n ≥ 1 and m ≥ 0, we have
(2) e ⇐⇒ (a 0 (m + 1)c 0 (m) − a 0 (m)c 0 (m + 1)) e (n) 
Some sequence of Sturmian words
For every n ≥ 1, let x (n) be a Sturmian word such that the slope of x (n) is equal to θ (n) = [0, a 1 , a 2 , · · · , a K , (2, 1, 1) n , 2, 1, 1, 1] for some integer K and in addition
k · · · holds for all k ≥ K. We assume that K and a 1 , a 2 , · · · , a K are independent of n. Let p (n) j /q (n) j be the j-th convergent of θ (n) and let η
In this section, we prove
Theorem 4.1. The sequence {rep(x (n) )} n converges to r 1 = (48 + √ 10)/31 as n → ∞.
The proof of Theorem 4.1 is given at the last of this section. We need a series of lemmas and propositions. In the following, we often omit the superscript (n) to simplify the notations if no confusion arises. For example, we write simply W j , q j , η j , t j , · · · for W (n)
Proof. Let x = x (n) and k be an integer with k > K. For 0 ≤ i ≤ 3n + 3, we have
by lemma 1.4(1) and
by lemma 1.4(2). These show
Similarly as in [2, Proof of Theorem 3.4], r(m, x) satisfies the following inequality:
This implies that
Hence we obtain
This completes the proof. [0, (1, 1, 2) m , 1, (1, 1, 2 for m = 0, 1, 2, · · · n. To compute the limit of t (3n+4)k+K , let
(4.1)
Then we have We notice that σ (n) (m), τ (n) (m) and γ (n) (m) are defined for all n ≥ 1 and all m ≥ 0 by (3.2).
Lemma 4.5. The double sequence γ (n) (m) n,m has the following properties:
(1) γ (n) (m) n,m is bounded.
(2) There exists the limit γ(m) = lim n→∞ γ (n) (m) for every m. Proof of Proposition 4.3. By the definition of θ (n) , there exists K ′ ≥ K such that q (n) K ′ −2 > 6 holds for all n ≥ 1. Since η (n) j < 1 for all j ≥ 1 and η (n) j < 2/3 for all j ≥ K ′ by (1,1) , we have
for all large k. Hence s In the rest of this section, we prove
when n is sufficiently large. Assume that ψ j (m) = ψ j (m) and this convergence is uniform with respect to m, (ii) there exists a constant δ > 0 such that both ψ 0 (0) + δ ≤ ψ 0 (m + 1) and ψ 0 (0) + δ ≤ ψ j (m) hold for all j = 1, 2, · · · , k and all m ≥ 0.
Then we have r n = ψ (n) 0 (0) for all sufficiently large n. In particular, r n converges to ψ 0 (0) as n → ∞.
Proof. By the assumption (i), there exists a sufficiently large N > 0 such that
holds for all n ≥ N , m ≥ 0 and j = 0, · · · , k. Then, by the assumption (ii), we have ψ (n)
for all j = 1, · · · , k and m ≥ 0. Therefore, r n is equal to ψ 
To compute ζ To describe lim k→∞ t (n) (3n+4)k+3m+K , we introduce the following notations: 
for m = 0, 1, · · · , n + 1. Obviously, ϕ 
j (m) for j = 1, 2 and m = 0, 1, · · · n. It is obvious that for j = 1, 2. Then the following reccurence relation is satisfied for all j = 0, 1, 2:
Lemma 4.9. The following estimates hold for all m ≥ 0:
Proof. Since 331 200
we prove λ 0 (m) < 69(1 + e 0 (m))/131 for m ≥ 1 by induction. For m = 1, we have λ 0 (1) = 19 + √ 10 27 = 0.82082 · · · , 69 131 (1 + e 0 (1)) = 23(188 − √ 10) 5109 = 0.83211 · · · .
If we assume λ 0 (m − 1) < 69(1 + e 0 (m − 1))/131, then
(1 + e 0 (m − 1)).
To complete this induction, it is sufficinet to prove σ 0 (m) + τ 0 (m) · 69 131 (1 + e 0 (m − 1)) < 69 131 (1 + e 0 (m)).
We check a sequence of equivalent conditions: Next we prove the second inequality. Since
we prove (2 − e 0 (m))/3 < λ 0 (m) for m ≥ 0 by induction. When m = 0, this is satisfied since λ 0 (0) = 10 + √ 10 15 = 0.877485 · · · ,
If we assume (2 − e 0 (m − 1))/3 < λ 0 (m − 1), then
(2 − e 0 (m − 1)).
Therefore, it is sufficinet to check σ 0 (m) + τ 0 (m) · 1 3 (2 − e 0 (m − 1)) > 1 3 (2 − e 0 (m)) for m ≥ 1. We have the following equivalent conditions:
σ 0 (m) + τ 0 (m) · 1 3 (2 − e 0 (m − 1)) > 1 3 (2 − e 0 (m)) ⇐⇒ 3σ 0 (m) + τ 0 (m)(2 − e 0 (m − 1)) > 2 − e 0 (m) ⇐⇒ 3(e 0 (m)e 2 (m − 1) + τ 0 (m) + τ 0 (m)e 0 (m − 1)) + τ 0 (m)(2 − e 0 (m − 1)) > 2 − e 0 (m) ⇐⇒ 3e 0 (m)e 2 (m − 1) + 5τ 0 (m) + 2τ 0 (m)e 0 (m − 1) > 2 − e 0 (m) ⇐⇒ 3(1 − e 0 (m)) + 5(2e 0 (m) − 1) + 2(2e 0 (m) − 1)e 0 (m − 1) > 2 − e 0 (m) ⇐⇒ 8e 0 (m) + 2(2e 0 (m) − 1)e 0 (m − 1) > 4 ⇐⇒ 4e 0 (m) + (2e 0 (m) − 1)e 0 (m − 1) > 2.
By Lemma 3.2, e 0 (1) ≤ e 0 (m) ≤ e 0 (0) holds for all m, thus we obtain 4e 0 (m) + (2e 0 (m) − 1)e 0 (m − 1) ≥ 4e 0 (1) + 2(e 0 (1)) 2 − e 0 (0) Lemma 4.10. The following estimates hold for all m ≥ 0 and j = 1, 2:
Proof. These inequalities are proved by the same argument as in the proof of Lemma 4.9. We omit the detatils. 
The largest accumulation point of rep(St)
In this section, we prove Theorem 5.1. r 1 is an accumulation point of rep(St).
The group GL 2 (Q) acts on the set R \ Q of irrational numbers by linear fractional transformations, that is (a ij ) * ξ = a 11 ξ + a 12 a 21 ξ + a 22 , (a ij ) ∈ GL 2 (Q), ξ ∈ R \ Q. Let z be a variable. We define z m and y m for m = 0, 1, 2, · · · as follows:
Let
Since z m is satisfying 2z m+1 z m = 3 + z m − 5z m+1 , y m is represented as
For each positive integer n, let f n (z) = 2 + 2 n−1 j=0 n i=j+1 y i + n i=0 y i , g n (z) = z n+1 j=1 (2z j − 1), K n (z) = z 1 + z · z n+1 · f n (z) 1 − g n (z) .
Then we have γ (n) (n) = f n (e Here we notice that e Lemma 5.2. Functions f n (z), g n (z) and K n (z) are rational functions of the following forms:
Proof. From This gives g n (z) = z · (2a 1 − c 1 )z + (2b 1 − d 1 ) c n+1 z + d n+1 = z c n+1 z + d n+1 .
