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ABSTRACT OF THE DISSERTATION 
 
Development of optical Doppler interferometry for the visualization of ocular elasticity and 
ciliary activity 
 
By 
 
Youmin He 
 
Doctor of Philosophy in Biomedical Engineering 
 
 University of California, Irvine, 2019 
 
Professor Zhongping Chen, Chair 
 
 
 
Functional optical imaging techniques have become increasingly important due to their high 
resolution and non-invasive nature, and have been used to address many unmet needs in the 
biomedical imaging field. In the area of ophthalmology, mechanical properties have been shown 
to be an early indicator of retinal disease, but current imaging modalities are unable to provide 
high resolution in-vivo imaging to capture the minute changes in the elasticity of thin tissue 
layers at the back of the eye. For respiratory diseases, the ciliary cell function inside the airway 
have been discovered to play an important role in respiratory health and the onset of disease. 
Similarly, current techniques are not equipped to image and characterize the cellular level 
changes in in-vivo tissues. Phase-resolved Doppler (PRD) imaging is a technology developed by 
our F-OCT lab, primarily for visualizing blood flow and angiography. Recently, it has been 
determined that the PRD technique is able to provide high phase sensitivity, which can be used to 
obtain the tissue displacement as well as particle motions. Using this principle, we developed 
two types of imaging systems: confocal acoustic radiation force optical coherence elastography 
(ARF-OCE) and spectrally-encoded interferometric microscopy (SEIM). Using the confocal 
 
 
xiv 
ARF-OCE system, we present the first spatially mapped elasticity imaging in a live animal 
retina, and obtained a better understanding of the elasticity of different retinal layers. With the 
SEIM system, we introduced a novel method of spatially tracking ciliary activity in real-time of 
in vitro tracheal and oviduct tissues. We demonstrate that the SEIM system can image and 
quantify ciliary beating frequency and ciliary beating pattern with high speed and large field of 
view. While both these technologies use the PRD technique, the optical system has been 
optimized for the respective applications. The results in this dissertation serve as a stepping stone 
to the optimization and ultimately, the clinical translation of the PRD technique to diagnostic 
imaging. The developed technology has great potential for clinical diagnosis and management of 
a number of ocular disease, such as age related macular degeneration, glaucoma, presbyopia and 
myopia, as well as airway diseases such as asthma. 
 
 
 
 
 
 
 
 
 
1 
CHAPTER 1 
Introduction 
1.1 Retinal diseases 
Age-related macular degeneration (AMD) is a progressive disease of the retina, and is the 
leading cause of severe vision loss in the western population over 50 years of age (1). AMD most 
often refers to drusen formation in the dry form, and neovascularization in wet AMD. Drusen is 
present in more than half of the population over 70 years of age, and often acts as an early sign 
of AMD (2). Neovascularization occurs when excess blood vessels leak into the layers of the 
retina, signifying a later stage of disease. Although age is the primary factor that contributes to 
AMD, there are a number of environmental and genetic factors that are also associated and 
contributes to the onset and progression of AMD, including smoking, obesity, sunlight exposure, 
etc (3). The retina consists of many different layers that work to sense the light signal and 
transmit the relevant information to the brain via the optic nerve, which is demonstrated in figure 
1.1.  
 
 
Figure 1.1 Schematic of the Retina Layers 
 
 
2 
When there is damage to the retina, most often damage to the rod and cones, and the optic nerve, 
vision impairment occurs, sometimes even leading to blindness. Current methods of diagnosis 
include fundus photography, which provides surface structural information of the retina, and 
fluorescein angiography, which is used to visualize blood vessels if neovascularization is 
suspected (4). For more accurate visualization of the entire depth of the retinal layers, optical 
coherence tomography (OCT) is used for non-invasive optical imaging (5). OCT angiography is 
also used to detect the blood vessel formations and diagnose any abnormal regions. Once AMD 
is diagnosed, there is currently no known cure, so disease management is necessary in various 
forms, including antiangiogenic drugs, radiation and laser treatments, and photodynamic therapy 
(6). Since it is important to slow down the progression of the disease through treatment, early 
diagnosis is essential. With current methods, it is possible to see anatomical changes that occur 
with drusen formation and neovascularization. However, it is often difficult to diagnose in the 
early stages, before structural changes are evident.  
 
Recent studies show that the mechanical properties of the posterior eye also change with the 
onset of disease, such as in the case of angiogenesis or retinal degeneration (7, 8). In particular, 
the mechanical stress on the retina gets altered during the early stages when drusen deposits 
begin to form, and also later when blood vessels infiltrate. Since it is often difficult to visualize 
drusen when the deposits are on the micron level, it would be helpful to use an alternate means 
of diagnosis (9). In addition, since the layers of the posterior eye are made of a tight network of 
cells and tissues, the elasticity of different layers is expected to differ (8, 10). These changes 
could also be critical in detecting retinal diseases.  
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As the second leading cause of blindness worldwide, glaucoma affects over 2.2 million people in 
the United States (11, 12). Due to the aging population, the estimated number of people suffering 
from glaucoma is expected to reach over 80 million worldwide, with 11 million ultimately 
becoming bilaterally blind (13). Research show that glaucomatous vision loss is due to damage 
to the retinal ganglion cell axons within the lamina cribrosa (LC) of the optic nerve head (OHN). 
Recent studies further support the explanation by revealing significant microarchitecture changes 
within the LC at the early onset of glaucoma (14). Since the vision loss is irreversible in most 
instances, early detection is crucial for disease management.  
 
Intraocular pressure (IOP) related vision loss has been well documented in human retinal studies, 
providing fundamental information for the disease diagnosis and management. Specifically, 
elevated IOP, as the major risk factor, can induce mechanical insult on the retina and optic nerve 
head (ONH) and initiate retinal ganglion cell apoptosis that often leads to glaucoma. This idea 
inspired the development of traditional early diagnosis methods that focus on the monitoring and 
prediction of the IOP level. However, it has been shown that an elevated IOP might induce 
glaucoma on one eye but not affect the other in the case of ocular hypertension, which is counter-
intuitive. In other cases such as normal tension glaucoma, the disease may even develop on eyes 
with normal IOP. The individualized sensitivity to IOP has greatly complicated the understanding 
of the pathophysiology and attracted extensive interests in the research of glaucoma. 
 
Recent studies (14-20) have suggested that tissue biomechanics may determine the ONH 
resistance to IOP. Moreover, several ex-vivo animal studies have revealed that the mechanical 
properties of the ONH tissue are variable across different stages of glaucoma (21, 22), and across 
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other risk factors such as age (13, 23, 24) and race (25). Decades of discoveries indicate that the 
biomechanical characteristics of ONH tissues may determine their robustness against the IOP-
induced force and deformation, and particularly, the glaucomatous related deformation on the 
lamina cribrosa (LC) as well as the peripapillary sclera (ppSC) surrounding it. (15, 16, 18, 26-28) 
While ex-vivo studies allow for immediate access to the optic nerve head tissues, the tissue 
extraction and manipulation procedures both compromise the measurement accuracy. It is also 
clinically infeasible to investigate ocular tissue using ex-vivo methods.   
 
1.2 Elasticity imaging 
Thanks to the notable advances in the field of medical imaging, elastography is becoming a 
useful technique to map out the mechanical properties of soft tissues in-vivo. In general, 
elastography measures tissue mechanical properties by (i) inducing tissue displacement with an 
external or internal excitation, (ii) detecting tissue response with a specific imaging modality, 
and (iii) quantifying tissue elasticity based on the elastic theory and tissue displacement in 
response to the excitation (29-32) .  
 
 A variety of techniques can be utilized for these three steps in elastography and has been shown 
by table 1.1 below. Although the basic notion has not changed over the past two decades, the 
elastography techniques have integrated a variety of excitation, detection, and quantification 
methods to accommodate different applications.  
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Excitation Detection Parameter estimation 
External Internal Magnetic Resonance 
Ultrasound 
Optical 
Qualitative 
Quantitative Dynamic Static 
Table 1.1 Elastography in three steps. 
 
Internal excitations, generated by pressure inside the organ or voluntary motion of live beings, 
are not suitable for quantitative assessment of ocular elasticity since the elastic responses of these 
internal stimulations are difficult to predict. Numerous techniques for external excitation, 
including piezoelectric elements (33), air puff devices (34, 35), ultrasonic acoustic radiation 
force (ARF) (34, 36-44), or even freehand compression (45, 46), have been applied to deform the 
tissue. While these methods can readily generate controllable forces onto the sample surface, 
ARF is the only one that is able to penetrate and deform to subsurface tissues directly. 
Furthermore, the beam width of ARF can be focused within 1 mm (42), which allows for precise 
perturbation on small regions of interest (ROI). Given that the eye is composed of many small 
biological units, ARF is the most suitable technique to generate focused displacements on the 
ROI so as to minimize the influences of surrounding components. 
 
Depending on the mechanism of the excitation force, elastography can be classified as static or 
dynamic (29, 31, 32). In the case of static elastography (SE), a stepped compression force is 
applied on the sample, and the strain of the sample will be mapped out as the manifestation of 
stiffness. The interpretation of the outcome is very straight forward in that a low strain indicates 
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stiff components and vice versa. It can also be readily integrated into existing imaging modalities 
since simple methods, such as freehand compression, can be used to induce the excitation force. 
However, current clinical SE systems cannot generate quantitative results due to the lack of 
stress measurements of the force (47). In contrast to SE elastography, dynamic elastography 
(DE) applies a time-varying force on the tissue to generate mechanical waves, which consist of 
parameters that are indicative of tissue elasticity. The force, which can be a modulated waveform 
at fixed frequency, a transient pulse, or multiple pulses focused at successive locations, can 
generate both compressional and shear waves within the sample. Since the speed of shear wave 
is directly related to the shear modulus, tissue density, and the Poisson ratio, it is possible to yield 
the quantitative elasticity by making several assumptions (36, 43, 44, 48-52). Compressional 
wave induces axial vibrations, but its speed is much faster than that of shear wave, and thereby 
exceeds the imaging speed of current imaging modalities. However, recent studies analyze the 
amplitude and resonance frequency of the axial vibration, from which quantitative elastograms 
can be generated (39-41). In general, SE offers easy and fast qualitative screening, while DE 
allows for quantitative measurements but requires extensive computation. 
 
Regardless of the excitation mechanism, displacement detection methods are able to 
independently determine the imaging range, spatial resolution, and sensitivity. Common 
detection modalities include ultrasound, magnetic resonance imaging (MRI), and optical 
coherence tomography (OCT). In comparison, MRI has the widest imaging range, OCT the 
highest resolution, and ultrasound in the middle (53, 54). In measuring the biomechanics for 
glaucoma, pilot studies use ultrasound imaging to detect the elasticity of the ONH and ppSC in-
vivo (45, 46, 55, 56).. Both static and shear wave based elastography (SWE) were successfully 
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utilized to evaluate the elasticity of ocular tissue and differentiate glaucomatous eyes from 
healthy ones using several metrics. Although most of these studies agree that the mean elasticity 
of the ONH is stiffer for glaucomatous eyes than healthy ones, they are not able to identify the 
elastic alterations of the LC within the ONH complex. Additionally, several studies concluded 
that SE may be limited due to the interference of the fluid components in the vitreous with the 
transduction of the compressional force to the ONH; SWE using ARF is free of this limitation 
(55, 57). 
 
As the gold standard for clinical ophthalmic imaging, optical coherence tomography (OCT) has 
the capability to visualize ocular tissue with micron-scale resolution, which far surpasses the 
resolution of ultrasound imaging (53, 54). Optical coherence elastography (OCE) is becoming 
the frontier in characterizing mechanical properties, where Doppler OCT (DOCT) is used to 
detect tissue displacement. Phase resolved Doppler OCT (PRD-OCT), a functional extension of 
OCT (58-61), takes advantage of pico-meter displacement sensitivity and allows for the detection 
of tissue displacements under a minute excitation force (36, 40). Therefore, functional OCT is 
intrinsically suitable for the in-vivo elasticity assessment of ocular tissues including the ONH 
and LC. Extensive studies have been performed to map out and analyze the elasticity of the 
anterior segment of the eye globe with various excitation mechanisms, including air puff devices 
and cylindrical ultrasound transducers (34, 35, 62, 63). However, the posterior eye is difficult to 
access using these configurations, and in-vivo ONH elasticity imaging has not been possible to 
date. Specifically, air puff cannot penetrate through the anterior eye, while a co-alignment of the 
optical beam and the ARF beam generated by a solid cylindrical ultrasound transducer is 
extremely challenging. Fortunately, recent studies (36, 40), reporting on a collaborative effort 
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between UCI and USC, have opened up the possibility of measuring the mechanical properties of 
the retina in-vivo using confocal ARF-OCE techniques.  
 
1.3 Ciliary diseases 
The human airway serves not only as a passage for oxygen intake, but also as the first line of 
defense to protect the lungs from harmful foreign particulate. The main defense mechanism is the 
mechanical clearance of mucus through ciliary activity and regulation of airway surfaces (64). 
Specifically, ciliary beat frequency and amplitude are considered the main factors that determine 
the maximal transportation speed of the mucus from the lower airway to the pharynx, and hence 
affect the mucociliary clearance rate (MCR) (65). In addition, it was reported that the ciliary 
beating synchronicity would also contribute to the MCR. Dysfunction of cilia, caused by ciliary 
defects such as primary ciliary dyskinesia (PCD), virus, toxins, or trauma will usually result in 
ineffective mucociliary clearance and lead to lung damage (66). Although the damage caused by 
ciliary defects such as PCD cannot be fully treated, previous studies indicate that it is possible to 
maintain sufficient lung function through appropriate respiratory care (67). Therefore, it is 
important to monitor the spatial ciliary beat frequency (CBF) and the ciliary beat pattern (CBP) 
in human airways for disease diagnosis and management. 
 
The traditional procedure to analyze airway ciliary activity involves three steps: sample 
preparation, recording, and CBF measurement. A biopsy using a cytology brush is usually 
performed to harvest the ciliated cells from human respiratory tracts for cell culture (68, 69). 
Many techniques, based on the photoelectric method (70) and video cameras, were reported to be 
capable of evaluating ciliary activity. Due to the microscopic nature of ciliary structure and 
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movement, a high resolution and high sensitivity imaging modality is essential to visualize the 
CBP and beat frequency. Optical microscopy is useful in resolving single cilia movements but 
sufficient imaging speed is also required to obtain quantitative results of CBF and record the 
entire beating cycle.  This leads to the utilization of high speed digital camera microscopy system 
(68, 71). However, conventional digital camera system cannot investigate ciliary functions in-
vivo, and thereby diminishes the effectiveness of the measurement in physiological settings.  
 
Tubal transport is an essential process for successful spontaneous pregnancy by controlling the 
interaction between gametes as well as delivering the fertilized ovum to the uterus for 
implantation (72-74). Dysfunctions in tubal transport, such as failure to capture the oocytes or 
transport the ovum, can induce infertility or life-threatening ectopic pregnancy (75-77). Within 
the oviduct, the two major effectors for tubal transport include the smooth muscle contractions 
and the coordinated ciliary beats (78, 79). Pilot studies further indicated that ciliary activity plays 
a dominant role in the transportation of the fertilized ovum (80, 81). Particularly, the 
synchronized beating of the cilia generates the driving force to move the fluid as well as the 
ovum through the oviduct (77). Therefore, it is of great significance to study the frequency and 
synchronicity of oviduct ciliary activity to better understand the etiology of fallopian tube related 
ectopic pregnancy or infertility. 
 
Over the past several years, bright field microscopy has been the core technique to visualize the 
ciliary activity and measure the CBF using the light fluctuations induced by ciliary beats (82-91). 
However, bright field microscopy is currently incapable to investigate the ciliary activity of in-
vivo tissues due to the tradeoff between the size and resolution of its endoscope. The resolution 
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of white light endoscopy relies on the number of fiber bundles or the pixel size of digital 
cameras, and it is thereby difficult to achieve micron scale resolution with a sub-millimeter probe 
diameter (92). Recently, optical coherence tomography (OCT) has been utilized to assess the in-
vivo mouse oviduct (93-95). The depth resolved imaging capabilities of OCT allows for access to 
the inner cavity of the fallopian tube through the open abdominal cavity, and the CBF is 
measured by analyzing the intensity fluctuations at ciliated sites (93, 94). Although endoscopic 
OCT has the potential for in-vivo oviduct CBF imaging, it is still insufficient to visualize the 
complex patterns and synchronicity of ciliary behavior due to the limited resolution in resolving 
the ciliary strokes on the micron level (96, 97). 
 
1.4 Ciliary activity imaging  
The vast majority of studies involving ciliary activity uses a combination of high-speed digital 
camera and bright field microscopy. However, bright field microscopy is not feasible for in-vivo 
applications because of the tradeoff between its spatial resolution and the size of the endoscope. 
If a miniature camera is mounted on the distal end of the probe, the pixel size of the camera will 
be the bottleneck for insufficient resolution. In other cases where the camera is mounted on the 
proximal end, it would be difficult for endoscopes with small diameters (~1 mm) to encompass a 
large enough field of view to visualize sufficient amounts of fiber bundles and achieve micron 
level resolution at the same time. Although ex-vivo studies could reveal the ciliary response 
under various factors, it is usually not feasible in studying gradual changes in ciliary activity 
during the progression of respiratory or reproductive disease. Additionally, ex-vivo tissue 
biopsies are uncomfortable for patients and often cause extended damage to the fragile ciliated 
tissue. Therefore, it is essential to have an in-vivo imaging modality to non-invasively probe the 
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ciliary changes to better understand its role in different pathology and provide a possible tool for 
the early diagnosis of relevant diseases. 
 
In order to overcome these limitations and perform in-vivo studies, optical coherence 
tomography (OCT) (98) was recently applied on ciliary motion imaging, taking advantage of its 
micron scale resolution, real time imaging capability, and potential for endoscopic imaging. 
Given these powerful features, the study of ciliary functions moves from the dish plate to its 
natural environment, and demonstrates the feasibility of using OCT to investigate ciliary activity 
in-vivo (93, 99). Specifically, a high resolution OCT endoscope is inserted into either the 
respiratory or uterus cavity to perform continuous acquisition at one cross sectional site, so that 
the intensity fluctuations caused by ciliary activity can be visualized over time. Although CBF 
can be estimated from the variations in OCT intensity, the synchronicity between different cilia 
cannot be easily investigated to study CBP.  
 
To further expand the effectiveness of using an OCT system in imaging ciliary activity, our group 
used a phase resolved Doppler optical coherence tomography (PRD-OCT) technique to probe the 
beating direction and speed of cilia. PRD-OCT is well known for its capability of measuring 
microscopic particle movement with pico-meter sensitivity (36, 40-42, 100), and is proven to be 
a powerful tool in visualizing accurate ciliary dynamics by providing not only its transient 
position but also the relative speed and direction of the ciliary beat (96). Therefore, the beating 
phase of different cilia can be simultaneously monitored to study their synchronicity and beating 
patterns. In addition, the velocity imaging capability of PRD-OCT also benefits ciliary studies by 
enhancing the contrast of moving cilia versus other stationery tissue components, and may 
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possibly aid in locating the ciliated area within the entire cavity during in-vivo experiments. 
However, to visualize spatial-temporal cilia activity using OCT requires a two dimensional beam 
scan (101). Because the rate of the spatial scan must be at least two times greater than the CBF 
for effective measurements according to the Nyquist theory, there is a limitation on the number 
of scanning points, which limits the lateral FOV. 
 
A spectrally encoded interferometer (SEI) is capable of lateral 2-D imaging with a single axis 
beam scan (102, 103), which allows for en face imaging at a speed comparable with OCT B-
Scans. We report on a swept source spectrally encoded interferometric microscopy (SS-SEIM) 
system to obtain the enface image of cilia beating frequency and pattern at high speed. With a 
swept souce laser of 100kHz, we are able to achieve 100 frames per second (fps) over an enface 
image area up to 1 mm2. To achieve similar en-face imaging speed, traditional D-OCT image 
would require swept source laser with a swept rate over 100 MHz, which is not currently 
available. This is the first study to map the spatial-temporal ciliary activity using a SS-SEIM 
system to the best of our knowledge, and opens up the possibility of investigating spatial ciliary 
beating frequency and pattern in-vivo. 
 
1.5 Summary of chapters 
In this dissertation, we explore functional optical imaging methods to diagnose and detect 
diseases at their early stages, with the aim to provide a novel clinical means to evaluating the 
condition. We primarily target respiratory and ophthalmic disorders that have an unmet need on 
the market today. By utilizing our foundations on Doppler OCT, we evolved the technique to 
perform phase-resolved Doppler imaging, which is able to probe for various functional 
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parameters such as the elasticity and cellular motions. We present the development of two such 
optical systems and their optimization processes for targeting the diseases of interest. 
 
Chapter 2 introduces the principles behind the proposed imaging systems. First, we discuss the 
fundamentals of Fourier-domain OCT, including both SD-OCT and SS-OCT. Then we delve into 
the principles of phase-resolved Doppler imaging, and how those concepts can be utilized to do 
elasticity imaging and cellular activity imaging. Finally the basic ideas behind ARF-OCE and 
SEI are discussed, as well as current disadvantages in both respective systems. We conclude with 
the proposed optimization and improvement ideas for a novel system and where they may prove 
to be useful in the medical industry today.  
 
Chapter 3 presents the confocal shear wave ARF-OCE system development and optimization 
methods for posterior eye imaging and disease diagnosis. The novel processing and segmentation 
algorithm is discussed in detail. Both ex vivo and in vivo rabbit ocular samples were studied and 
the elasticity of the layered retinal structure is quantified and spatially mapped.  
 
Chapter 4 discusses the motivations for converting from an SD-OCT to an SS-OCT system for 
functional imaging, with advantages primarily being the imaging speed and higher SNR. Then 
we present a novel method of quantifying the phase stability of different lasers in order to select 
the most optimal source for our phase-resolved Doppler applications. Lasers from different 
makers were tested and the results were promising, leading us to building the phase-resolved 
Doppler SEI system with an SS laser.  
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Chapter 5 focuses on the development of the SEIM system, which is able to provide high speed, 
high resolution en face imaging with motion detection and large FOV. This system aims to study 
the ciliary activity in the respiratory and reproductive systems in real time, and provide a means 
of detecting changes in ciliary function during disease onset and progression. We present the 
novel processing algorithm as well as the experimental results for tracheal and oviduct tissues 
under different external conditions, such as temperature changes and drug administration. The 
spatial ciliary activity maps that resulted from this system can offer insight into the ciliary 
function and diseases.  
 
Chapter 6 summarizes the work that has been presented in this dissertation from the general 
motivation, to system and algorithm development, to experimental results that can serve as 
preliminary data for translation into clinical studies. Last, future research directions include an 
endoscopic imaging design for in vivo imaging, an ocular OCE project to evaluate the optical 
nerve head elasticity, and a single-shot shear wave OCE system to provide fast imaging with 
minimum patient exposure.  
  
 
 
15 
CHAPTER 2 
Principles of Phase-resolved Doppler Imaging 
In this chapter, we introduce the basic concepts of the optical coherence tomography and its 
functional imaging methods. First we cover the principles of optical coherence tomography in 
section 2.1. In section 2.2, the methods of phase-resolved Doppler imaging are discussed. Next, 
the principles of acoustic radiation force optical coherence elastography using an extension of 
the phase-resolved Doppler method is presented in section 2.3. Then section 2.4 covers the 
principles of spectrally-encoded optical coherence microscopy, which also utilizes the Doppler 
principles. Last, the chapter ends with a summary in section 2.5. 
 
2.1 Principles of optical coherence tomography 
OCT is a developing optical imaging technique in the biomedical industry and can noninvasively 
resolve cross-sectional tissue structures at the micron resolution (104, 105). It uses near infrared 
light, which is non ionizing and extremely safe for use on human tissues (106, 107). It also has 
the capability to be incorporated into a sub-millimeter endoscope and can perform high speed 
real-time imaging for in-vivo applications (105, 106, 108, 109). Moreover, OCT takes advantage 
of optics, and while it is often described as “ultrasound with light,” it does not need a 
transduction medium like ultrasound (108-110). Due to these unique features, OCT has been 
utilized in recent years to solve for unmet needs in the field of biomedical imaging (108, 110-
113). 
 
Traditional optical imaging technique uses the intensity of back scattered light to visualize the 
tissue structure only at the focal plane, because they does not have sufficient acquisition speed to 
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temporally resolve the light beams reflected from different imaging depths (105, 114). Other 
non-optical imaging techniques such as ultrasound can resolve the echo or transmission signals 
from different depth locations but cannot provide the equivalent level of resolution due to the 
utilization of longer wavelengths(115, 116). OCT utilizes an interferometric setup to differentiate 
the back-scattering light beams from different axial positions in the tissue, and thereby 
simultaneously achieves micron resolution and depth resolved imaging capabilities (98, 105). 
 
 
Figure 2.1 Schematic of the principle of OCT. a) schematic of a typical OCT system. b) 
interference signal from different scattering particles. c) depth profile of sample structure. SLD: 
superluminescent diode. 
 
Figure 2.1a demonstrates a schematic diagram of a typical OCT system (104, 105), where a 
broad band laser, or low coherence laser, is used as the light source. A beam splitter splits and 
delivers the illumination energy to a mirror in the reference arm and the tissue or phantom in the 
sample arm, respectively. The reflections from the sample and the reference mirror then return to 
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the beam splitter and generate interference that can be converted to electrical signal by the 
photodetector. Finally, the electrical interference signal will be digitized and registered in a 
digital device for data analysis. According to the theory of interference, the optical path length 
difference between the sample and reference reflectors will form constructive and destructive 
interference along different wavenumbers, k, and modulates the laser spectrum with a cosine 
wave as shown in figure 2.1b (98, 104, 105, 114). The derivation of the cosine wave interference 
pattern will be discussed in detail. In general, a Fourier transform can be applied on the cosine 
modulations to obtain the axial location and reflectivity at different axial positions in the sample 
and thereby reconstruct the depth profile plotted in figure 2.1c. 
𝐸𝑟(𝑘, 𝑤) = √𝑐𝑆(𝑘, 𝑤)√𝑟𝑟𝑒
𝑗(2𝑘𝑧𝑟−𝑤𝑡)                                                          (Eq. 2.1) 
𝐸𝑠(𝑘, 𝑤) = √(1 − 𝑐)𝑆(𝑘, 𝑤) ∑ √𝑟𝑠(𝑧𝑛)𝑒
𝑗(2𝑘𝑧𝑛−𝑤𝑡)𝑁
𝑛=1                              (Eq. 2.2) 
The light reflected from the scattering particles in the sample and the reference mirror can be 
described in the form of an electric field as shown by equations 2.1 and 2.2, respectively. 𝐸𝑟 and 
𝐸𝑠 denotes the back scattered light from the reference and sample respectively, c denotes the ratio 
of light that is transferred from the laser to the reference, 𝑧𝑛 and 𝑧𝑟 represent the optical path 
length that the light has propagated in the sample and reference arms respectively, and n denotes 
the resolvable reflectors within the sample. Variables 𝑘  and 𝑤  are wavenumber and angular 
frequency of the light, respectively. Based on the superposition principle of the electric field, the 
power of an interference signal can be obtained and represented by equation 2.3.  In the equation, 
𝑟𝑠(𝑧𝑛)  and 𝑟𝑟 represent the reflectivity of the sample at depth 𝑧𝑛  and the reference mirror 
respectively. The interference signal will then be fed to the photodetector, which converts its 
intensity to the electrical signal as shown by equation 2.3. 
I(k, w) = ρ〈|Es + Er|
2〉    
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  =ρ〈(𝐸𝑠 + 𝐸𝑟)(𝐸𝑠 + 𝐸𝑟)
∗〉 (Eq. 2.3) 
Where 𝜌 is the responsivity of the detector, 𝐼(k, w) denotes the intensity of the output electrical 
current from the photodetector for wavenumber k and angular frequency w, and 〈 〉 represents 
the average of the interferogram over response time of the photodetector. Equation 2.3 can be 
further elaborated as equation 2.4 by incorporating equation 2.1 and 2.2 to 2.3.  
I(k, w) = ρ 〈|√𝑐𝑆(𝑘, 𝑤)√𝑟𝑟𝑒
𝑗(2𝑘𝑧𝑟−𝑤𝑡) + √(1 − 𝑐)𝑆(𝑘, 𝑤) ∑ √𝑟𝑠(𝑧𝑛)𝑒
𝑗(2𝑘𝑧𝑛−𝑤𝑡)𝑁
𝑛=1 |
2
〉(Eq. 2.4) 
Since the light waves are oscillating at a much higher frequency than the cutoff frequency of the 
photodetector, the oscillations and the angular frequency, 𝑤, are converted to constant electrical 
current and eliminated from the interference signal as shown in equation 2.5.  
𝐼(𝑘) = ρ[𝑐𝑆(𝑘)𝑟𝑟 + (1 − 𝑐)𝑆(𝑘) ∑ 𝑟𝑠(𝑧𝑛)
𝑁
𝑛=1                                                                (a) 
+√𝑐(1 − 𝑐)𝑆(𝑘) ∑ √𝑟𝑠(𝑧𝑛)𝑟𝑟
𝑁
𝑛=1 𝑐𝑜𝑠 2𝑘(𝑧𝑛 − 𝑧𝑟)  (b) 
+(1 − 𝑐)𝑆(𝑘) ∑ √𝑟𝑠(𝑧𝑛)𝑟𝑠(𝑧𝑚)
𝑁
𝑚≠𝑛=1 𝑐𝑜𝑠 2𝑘(𝑧𝑛 − 𝑧𝑚)]                              (c) 
(Eq. 2.5) 
Three different components contribute to the power of the interference signal. The DC term in 
equation 2.5a represents the summation of the optical power from both arms, which does not 
contain any structural information and needs to be removed. The auto-correlation (AC) term in 
equation 2.5c refers to the self-interference that occurs in between sample reflections from 
different axial positions. The power of the AC term is often very small and it is difficult to 
extract the structural information from it directly. The cosine modulation is primarily given by 
the cross-correlation (CC) term in equation 2,5b, where at different depth 𝑧𝑛, the cosine wave 
will have a frequency proportional to its difference from the reference path length, 𝑧𝑟 . 
Additionally, the power of the CC term is also correlated to the square root of the product of the 
sample and reference reflectivity, written as √𝑟𝑠(𝑧𝑛)𝑟𝑟. Therefore, by eliminating the AC and DC 
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terms, and then performing the Fourier transform on the CC term only, the position and 
reflectivity of the axial reflectors in the sample can be obtained and thereby the depth profile can 
be reconstructed. 
𝐼(𝑧) = ρℱ−1(√𝑐(1 − 𝑐)𝑆(𝑘) ∑ √𝑟𝑠(𝑧𝑛)𝑟𝑟
𝑁
𝑛=1
𝑐𝑜𝑠 2𝑘(𝑧𝑛 − 𝑧𝑟)) 
= ρ√𝑐(1 − 𝑐)𝑆(𝑧)⨂ ∑ √𝑟𝑠(𝑧𝑛)𝑟𝑟
𝑁
𝑛=1 (δ(z + 2𝑧𝑛 − 2𝑧𝑟) + δ(z − 2𝑧𝑛 + 2𝑧𝑟))  
       (Eq. 2.6) 
Where S(z), the point spread function of the system, is the Fourier transform of the light source 
spectrum. The Fourier transform applied on the CC term will convert the signal from the 
wavenumber or 𝑘 space to depth or  𝑧 space as shown by equation 2.6. Specifically, each cosine 
modulation in 𝑘 space corresponds to a δ function in the  𝑧 space, where the magnitude of the 
reflectivity is calculated along the axial position. Since the CC term is the convolution of the point 
spread function 𝑆(𝑧) and the depth profile of the sample, the axial resolution of OCT will be 
defined by the profile and the bandwidth of the spectrum. If the profile of the laser spectrum S(k) 
is a Gaussian function, the axial resolution can be derived as shown in equation 2.7. 
𝐿 =
2𝑙𝑛2
𝜋
𝜆0
2
𝑛∆𝜆
= 0.44
𝜆0
2
𝑛∆𝜆 
 (Eq. 2.7) 
Where 𝜆0  and ∆𝜆 are the center wavelength and the bandwidth of the laser respectively, and n 
denotes the refractive index in the sample. Similar to traditional light microscopy, the lateral 
resolution (∆x) of an OCT system depends on the wavelength (𝜆) as well as the focal length and 
aperture diameter of the focusing lens, which is shown in equation 2.8 below.  
∆x =
4𝜆
𝜋
𝑓
𝑑
  (Eq. 2.8) 
Based on the sampling theory, a discrete sampling system can only resolve frequencies lower 
than half of its sampling frequency. Since OCT system discretely samples the spectrum, its 
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ability to resolve high frequency signals, or interference signals generated by deep scatters, will 
also be constrained by its sampling interval, or spectral resolution. The spectral resolution, 
expressed by the resolution of the wavenumber or wavelength, is determined by the number of 
pixels on the spectrometer and the instantaneous linewidth of the laser source for SD-OCT and 
SS-OCT respectively. Theoretically, the discrete spectral signal 𝐼∗(𝑘) , shown by equation 
2.9 ,can be defined as the convolution of the continuous interferogram 𝐼(𝑘) and a Gaussian 
function with a narrow full width half maximum (FWHM) equals to δ𝑘, the resolution of the 
wavenumber.  
𝐼∗(𝑘) = 𝐼(𝑘)⨂𝑒
−4ln (2)𝑘2
(δ𝑘)2  (Eq. 2.9) 
After Fourier transform over wavenumber k, the convolution ⨂  will be converted to 
multiplication, and the narrow Gaussian function will be converted to relatively wide Gaussian 
function in depth domain as shown in equation 2.10.  
𝐼∗(𝑧) = 𝐼(𝑧) ∙ 𝑒
−(4𝑧2)
(δ𝑘)2
4𝑙n (2)  (Eq. 2.10) 
Apparently the width of the z domain Gaussian function will determine the imaging depth of 
OCT in that the profile of the Gaussian function results in a sensitivity roll off over depth. More 
specifically, 6dB sensitivity roll off in the depth direction 𝑧6𝑑𝐵 can be defined as a function of 
either wavenumber resolution δ𝑘 or wavelength resolution δ𝜆 as shown by equation 2.11. 
𝑧6𝑑𝐵 =
2ln (2)
δ𝑘
=
ln (2)
𝜋
𝜆0
2
δ𝜆
 (Eq. 2.11) 
Where 𝑘 =
2𝜋
𝜆
, and 𝜆0 denotes the center wavelength. It is also important to note that the 
sampling interval of the digital system should be smaller than the spectral resolution of the 
optical system to ensure the integrity of the digitized signal and maximized image depth as 
shown by equation 2.12.  
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𝑁 ≥
∆𝜆
δ𝜆
  (Eq. 2.12) 
Where the digital system samples the entire spectrum into N points and the value of N should be 
no smaller than the bandwidth of the system ∆𝜆 divided by its wavelength resolution δ𝜆. While 
the spectral resolution determines the maximum imaging depth, the amounts of photons that are 
reflected from different depths rely on the depth of focus (DOF) and the scattering characteristics 
of the tissue. Generally, optical penetration can be enhanced by using a long DOF objective or a 
long wavelength light source. However, increasing the DOF or the wavelength could also 
compromise the spatial resolution, especially the lateral resolution which is solely dependent on 
these two parameters.  The scattering characteristics of the tissue is also very important to the 
imaging depth in that a highly scattering sample can reflect a greater amount of photons than a  
relatively less scattering sample. 
 
 
Figure 2.2 Schematic of the two primary OCT Systems. a) SD-OCT driven by broadband laser. 
b) SS-OCT driven by swept source laser. OC: optical coupler, CO: collimator, M: mirror, SL: 
scan lens, GM: Galvanometer mirror, G: diffraction gratings, L: lens, C: optical circulator, S: 
sample, PD: photodetector, SS: swept source laser 
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There are two major types of OCT systems using different laser sources and detection methods. 
The basic setup can be illustrated in Figure 2.2 (108, 117). The spectral domain (SD) OCT 
system, as shown in figure 2.2a, utilizes a broadband laser as the light source, an optical coupler 
to split and collect the energy, and a spectrometer to chromatically disperse the interference light 
and spatially register the spectrum using a line-scan camera. Figure 2.2b shows a general setup 
for SS-OCT, where a pulsed swept source laser is utilized to drive the system across a range of 
wavelengths, and a photodetector is used to acquire the interference patterns emitted by the laser 
discretely over time.  
 
According to previous literature, SD-OCT is known for its capability in measuring the phase of 
the interference signal with high sensitivity, since the system continuously emits and registers all 
the wavelengths at once and so the phase of the light is very stable over time (118, 119). Since 
the pulsed laser in the SS-OCT system often emits and registers wavelengths across the full 
bandwidth in a discrete and repetitive manner, theoretically the phase of the light has inherent 
instability due to inconsistency between repetitions (120). However, the SD-OCT is usually not 
as fast as SS-OCT due to the speed limitation of camera (119). In fact, the SS-OCT typically has 
a faster acquisition speed and a relatively higher signal to noise ratio (SNR) than SD-OCT 
systems when reconstructing tissue structures (121). Recent studies further indicate that the 
longer exposure time required for a SD-OCT system could make it vulnerable to the fringe 
washout phenomenon that will degrade the SNR of the signal and reduce the overall imaging 
quality (122).. 
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Another major advantage of the SS-OCT is that most of the current swept source lasers provide 
an electrical clock to accurately time with the emission of each wavenumber and ensures that the 
interference fringe is digitized at equal wavenumber interval. For SD-OCT, since the spectrum is 
not linearly dispersed onto the camera sensors, the interference signal is registered at changing 
wavenumber intervals and requires resampling, or in another word, calibration. A typical SD-
OCT calibration involves three steps: 1) registers an interference fringe with single frequency 
component. 2) generates a group of coefficients that indicates the location of wavenumbers at 
equal interval. 3) uses the coefficients to interpolate the raw interference signal at wavenumbers 
with equal interval. For step 1, a single frequency interference signal will have a phase term 
changing linearly with the wavenumber, and we can thereby extract the phase and use it to 
resample the signal at same phase interval and by association same wavenumber interval. 
Traditional calibration method uses a mirror to generate a single frequency fringe but could be 
unreliable because the transduction medium mismatch between the reference and the sample arm 
can broaden the frequency bandwidth of the interference signal and compromise the precondition 
of calibration. To solve for this issue, our group has used a cover slip to generate self-
interference signal and ensures the phase of the signal is changing in a constant rate (123). For 
step 2, OCT typically uses Hilbert transform to extract the phase, and then locates the lateral 
coordinates that can linearly resample the entire signal at equal phase interval. Lastly, the 
coordinates will be saved as the coefficients and used in step 3 to calibrate the interference signal 
immediately acquired from the digitizer. Failure to perform the calibration will result in a 
compromise in resolution because a distorted cosine wave modulation will have a dispersed 
shape in its frequency domain. Additionally, since the alignment of the spectrometer can change 
over time, it is necessary to recalibrate the system periodically. In short, SD-OCT is believed to 
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be superior for applications that require high phase stability, while SS-OCT is a more suitable 
candidate for fast structurally imaging with high SNR and allows for a simple processing scheme 
that does not require calibration. 
 
To summarize the discussion in this section, OCT is a non-invasive, non-ionizing, and high-
speed imaging modality that can resolve the depth profile of thin biological tissues with micron 
scale resolution. The imaging parameters of OCT primarily depends on the laser source, 
objective lens, as well as the digitizer, but it is also critical that all the other components have 
sufficient specifications to ensure compatibility of the entire system. Since different parameters 
rely on and affect each other, it is always important to consider the tradeoff between them and 
make the best selection after carefully analyzing the requirements of the targeting application. 
Overall, OCT provides promising potential for the in-vivo studies of millimeter thick tissue 
structures and can be a powerful tool for disease tracking and diagnosis in clinics. 
 
2.2 Principles of phase-resolved Doppler method 
The phase resolve Doppler (PRD) method is a functional extension of OCT that is able to detect 
the changes in the interference signal in response to the movements of scattering particles in the 
sample (59, 106, 107, 124, 125). PRD-OCT is able to visualize the axial motions of all the 
particles that can be resolved in the OCT structural image without additional hardware or image 
acquisition (59, 125). The measurement accuracy of PRD mainly relies on the inherent stabilities 
of the system, where slight internal variations could introduce errors to the phase measurement 
(120). This method is extremely sensitive to motion as represented by large shifts in the 
interferogram (51, 113, 117, 126). More specifically, the phase stability of the laser and the 
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signal to noise ratio (SNR) determines the accuracy of PRD measurements, and sub-nanometer 
displacement sensitivity can be achieved with an appropriate setup (118, 127). 
 
Based on the principle of interferometry, the movement of the particles could induce the Doppler 
effect on the interference signal (107). This means that the phase of the interference will change 
with the detected movements as demonstrated by figure 2.3.  
 
 
Figure 2.3 Demonstration of PRD principle. a) scatter motion between two consequent 
detections. b) Doppler induced phase change in the interferogram of the scatter. 
 
The axial displacement of the scattering particles in figure 2.3a may induce a Doppler frequency 
shift and thereby change the phase of the corresponding cosine modulation as shown in figure 
2.3b. Indeed, the average Doppler frequency shift is proportional to the phase change over time, 
and the relationship between phase change ∆ϕ and Doppler frequency shift fd can be show by 
the equation 2.13 (128).  
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fd =
∆ ϕ
2π∆t
  (Eq. 2.13) 
Where ∆t  denotes the time interval between two interferograms. According to equation 2.6, the 
phase term can be obtained from the Fourier transform of the interference signal by performing 
cross-correlations between subsequent interferograms or A-lines in equation 2.14,  
∆ ϕ = arctan
𝐼𝑚(𝐴𝑥+1,𝑧)𝑅𝑒(𝐴𝑥,𝑧)−𝐼𝑚(𝐴𝑥,𝑧)𝑅𝑒(𝐴𝑥+1,𝑧)
𝑅𝑒(𝐴𝑥+1,𝑧)𝑅𝑒(𝐴𝑥,𝑧)+𝐼𝑚(𝐴𝑥,𝑧)𝐼𝑚(𝐴𝑥+1,𝑧)
            (Eq. 2.14) 
Where 𝐴𝑥,𝑧 denotes the complex number at lateral location x and axial location z which is 
generated by Fourier transforming the raw interference signal. Additionally, the average phase 
change over multiple A-lines can be calculated using equation 2.15. 
∆ ϕ̅ = arctan
∑ ∑ [𝐼𝑚(𝐴𝑥+1,𝑧)𝑅𝑒(𝐴𝑥,𝑧)−𝐼𝑚(𝐴𝑥,𝑧)𝑅𝑒(𝐴𝑥+1,𝑧)]
𝑍
𝑧=1
𝑋
𝑥=1
∑ ∑ [𝑅𝑒(𝐴𝑥+1,𝑧)𝑅𝑒(𝐴𝑥,𝑧)+𝐼𝑚(𝐴𝑥,𝑧)𝐼𝑚(𝐴𝑥+1,𝑧)]
𝑍
𝑧=1
𝑋
𝑥=1
             (Eq. 2.15) 
Where X and Z respectively denotes the size of the averaging window in the A-line and depth 
directions respectively. Increasing the size of the averaging window can effectively enhance the 
SNR for phase measurement and increase the sensitivity, but will possibly sacrifice either the 
spatial resolution or the detection speed. With the phase change over time, the Doppler frequency 
shift can be obtained by combining the equation 2.13 and 2.14, and allows for the quantification 
of the velocity 𝑣 using the principle of Doppler theory defined in equation 2.16. 
𝑓𝑑 =
2𝑣𝑐𝑜𝑠𝜃
𝜆0
  (Eq. 2.16) 
Where 𝜆0 is the center wavelength of the detection beam and 𝜃 is the angle between the light 
beam and the particle movement direction. It is obvious that this Doppler based method can only 
detect motion in the beam direction, and thereby maximum sensitivity is achieved only when the 
detector and the movement directions are in parallel (107, 112). Incorporating the equation 2.16 
into 2.13, the relationship between the phase change and the speed can be achieved and 
demonstrated in equation 2.17. 
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𝑣 =
𝜆0
4𝜋𝑛𝑐𝑜𝑠𝜃
∆𝜙(𝑡)
∆𝑡
 (Eq. 2.17) 
According to equation 2.17, the speed of the sample 𝑣, is proportional to the rate of the phase 
change, ∆𝜙(𝑡), in the interference signal. In the equation,  𝜆0 is the center wavelength, 𝑛 denotes 
the reflective index of the medium, and ∆𝑡 represents the interval between the subsequent A-
lines. Additionally, the direction of the movement can be obtained from the positive or negative 
phase change, ∆𝜙(𝑡) .After calculating the velocity of the sample, we can obtain the 
displacement, ∆𝑑, by integrating the expression with respect to time as shown in equation 2.18.  
∆𝑑 = ∫
∆𝜙(𝑡)𝜆0
∆𝑡4𝜋𝑛𝑐𝑜𝑠𝜃
𝑑𝑡 (Eq. 2.18) 
From the equations, we can see that the resolution of the displacement or the velocity 
measurement depends on the ability to resolve minute changes in the phase. This parameter is 
primarily determined by the voltage resolution and the sampling frequency of the digitizer, but is 
also heavily affected by noise in the interferogram. According to equation 2.17, the dynamic 
range of the velocity detection is determined by the detection interval since the range of the 
phase variation is limited to ( −𝜋 ,  𝜋 ), and the maximum detectable velocity is thereby 
proportional to the reciprocal of the interval as shown in equation 2.19. 
𝑣𝑚𝑎𝑥 =
𝜆0
4𝑛𝑐𝑜𝑠𝜃
1
∆𝑡
 (Eq. 2.19) 
Where the ∆𝜙(𝑡) term in equation 2.17 is substituted with 𝜋, the maximum phase change, and 
cancels out the 𝜋 term in the denominator. Although increasing the detection speed can widen the 
dynamic range, it will result in a smaller phase change over velocity ratio, and therefore sacrifice 
the sensitivity. Since there is a tradeoff between the dynamic range and the sensitivity for PRD 
detection, it is essential to find a balance for the most suitable combination depending on the 
imaging application. 
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Although sensitivity is primarily determined by the detection speed, the bottle neck for 
sensitivity enhancement is the noise in the phase term (118, 127, 129). A motion induced phase 
change that is smaller than the variant noise will not be successfully identified by the PRD 
algorithm (118, 127, 129). There are many risk factors that contribute to noisy variations in the 
phase term of the interference signal. Random fluctuations in the optical path lengths of the 
reference and sample arms may introduce unwanted phase shifts in the interferogram, while 
variations in the voltage supply of the electrical system can also add noise to the interference 
signal through the digitizer (118). Meanwhile, the inherent instability of the laser source could 
impose variations directly on the phase measurements over the entire bandwidth (118, 127). 
Therefore, it is important to mechanically stabilize the optical system, utilize a relatively stable 
power source for the digitizer, as well as carefully select and verify the specifications of the laser 
source.  
 
Broadband lasers have dominated phase sensitive OCT systems in the past decade, because they 
provide highly stable phase performance and by association excellent displacement detection 
sensitivity at ~34 pm as reported in (127). However, compared to the SS laser, the CW laser 
cannot provide the same level of fast detection speed and is thereby inferior in terms of its 
dynamic range (127). Pulsed SS lasers were believed to have inferior phase stability compared to 
CW lasers because their wavelengths are not emitted and detected simultaneously, and the timing 
inconsistency over time will result in instability (120). Additionally, the majority of SS lasers 
provide a trigger for each laser repetition and a high frequency clock to precisely time the trigger 
with the emission of each wavelength. The timing jitters in the electrical trigger can also lead to 
variations in the phase of the interferogram and thereby deteriorate the performance of the PRD 
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measurements (118). However, recent studies have reported many optimization methods to 
enhance the phase stability of SS lasers and have demonstrated promising displacement 
sensitivity with the PRD algorithm using SS-OCT (118, 129-133).  With these optimization 
techniques, SS-OCT may prove to be a better candidate than SD-OCT for certain applications 
that require sensitive displacement measurements. 
 
The PRD algorithm can be readily adapted to an OCT system and provides ultra-sensitive real 
time displacement detection for all the scatterers within the region of interest (ROI). The sub-
nanometer displacement sensitivity has enabled many functional imaging techniques that require 
motion detection, such as optical coherence angiography (OCA), optical coherence elastography 
(OCE), and Doppler spectrally encoded optical interferometry (DSEOI). Recently, we have 
further utilized the principles of the PRD algorithm to develop an ARF-OCE system and an SE-
OCM system for the sensitive detection of ocular elasticity and ciliary activity, which will be 
described in detail in later chapters. 
 
2.3 Principles of acoustic radiation force optical coherence elastography 
The ARF-OCE technique follows the general principles of traditional elastography that includes 
excitation, detection, and parameter estimation, but utilizes a novel strategy that integrates them 
together to provide a high speed, ultra-sensitive, high resolution, and non-invasive elastic 
imaging system for in-vivo applications (34, 38, 39, 100, 112, 113, 117, 126). For excitation, the 
ARF-OCE system uses an external dynamic excitation method based on ARF, which in this case 
uses a ring-shaped ultrasound transducer to exert focused sound waves (34). The focused ARF 
beam is able to noninvasively penetrate into the tissue and is designed to induce an elastic 
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response only on the region of interest (38). A confined excitation region is essential in order to 
study the elasticity of structurally complex tissues, such as the posterior eye, since the elastic 
responses from various components may affect each other and make it difficult to distinguish the 
elasticity of different tissue structures (46).  By placing the tightly focused ARF beam only at the 
region of interest and controlling for the power of the excitation, we can ensure that the elastic 
wave properties are dependent solely on the specific structures that are targeted. Additionally, the 
axial focal length of the transducer is designed to be much longer than the imaging depth of the 
OCT, so that a uniform excitation in the axial direction can be assumed within the FOV (113, 
117, 126). The uniform ARF excitation deforms the scatterers in the axial direction so that the 
PRD-OCT detection can achieve the maximum sensitivity and allows for the visualization of 
deformations that are induced by a small ARF force (112). 
 
According to the elastic theory, a dynamic excitation is able to generate elastic waves 
propagating in two different directions: the compressional wave or “p” wave propagates in the 
direction of the force and the shear wave or “s” wave propagates in the perpendicular directions 
(111, 134, 135). Both waves are able to induce displacement in the direction parallel to the force. 
We have previously developed a compressional wave elastography technique (CWE) (40) that 
analyzes the displacement amplitudes and the resonance frequency to yield quantitative 
mechanical contrast for the in-vivo rabbit retina. However, the quantification method requires 
many phantom calibrations and in turn could compromise the accuracy of the elastic 
measurements. 
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In order to improve on previous elastic imaging technology, we proposed to analyze the shear 
wave to quantitatively assess the elasticity of ocular tissues while using the novel confocal setup. 
The principle of shear wave elastography is governed by equation 2.20 (29, 48, 50, 51, 112).  
𝐸 ≈ 3𝜇 = 3𝜌𝐶𝑠
2  (Eq. 2.20) 
Assuming that the tissue density, 𝜌, is known, the equation approximates the shear modulus, 𝜇, 
as the product of the density and the square of the shear velocity, 𝐶𝑠. Assuming that the tissue is 
incompressible, the Young’s modulus, 𝐸, can be approximated to be three times of the shear 
modulus. This method is free of phantom calibrations and thereby is expected to have better 
accuracy than the CWE method in its elasticity measurements. Specifically, we control the 
ultrasound transducer to apply a pulsed ARF on the sample in the axial direction and induce a 
shear wave that propagates in the transverse direction in the sample. Since the excitation is 
considered uniform in the axial direction, the wave will propagate laterally along the retina and 
the lateral speed of propagation can be extracted for shear wave elasticity analysis. In order to 
quantitatively assess the elasticity, or Young’s modulus, distribution within the tissue, it is 
necessary to obtain the spatial shear wave speed at each location in the sample and use a 
segmentation algorithm to estimate the spatial shear wave speed. 
 
 
Figure 2.4 Schematic of confocal excitation and detection.  
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In a preliminary work, a confocal ARF-OCE technique was recently presented by our group to 
probe the mechanical contrast of the posterior eye in-vivo (113). Acoustic radiation force (ARF) 
was first used to induce an elastic wave that propagates inside the tissue. Then PRD-OCT was 
used to detect the wave response and quantitatively assess the elasticity by analyzing the 
response based on the elastic theory. The primary advantage of this set up is that the ARF-OCE 
system utilizes the PRD-OCT algorithm to detect deformation on the nanometer scale, and 
therefore a small excitation dosage is sufficient for imaging, making it safe to use on in-vivo 
tissues. The novelty of this design was to place the optical detection and the ultrasound excitation 
in parallel on the same side of imaging. The optical beam travels through the center aperture of 
the ring-shaped transducer and ensures confocal alignment as shown in figure 2.4 (113). Other 
studies have also tried to combine ultrasound excitation with optical detection but placed them 
on opposite sides and is thereby infeasible for in-vivo ocular applications since OCT cannot 
penetrate through thick tissues (48).  
 
In summary, ARF-OCE utilizes dynamic acoustic force to induce deformation inside the sample, 
visualizes the spatial wave response using optical interferometric detection, accurately traces the 
spatial wave speed using segmentation algorithm, and finally map out the Young’s modulus 
based on the shear wave principle. This embodiment takes advantage of the uniform penetration 
of ARF, micron scale spatial resolution, and sub-nanometer displacement sensitivity of PRD-
OCT. These concepts will be discussed in detail in a later chapter.  
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2.4 Principles of spectrally encoded interferometric microscopy system 
Spectrally encoded interferometry (SEI) is also an adaption of OCT that aims to perform high 
speed line-scan imaging at a rate equivalent to that of the OCT point scan (136, 137). The 
technology is able to visualize the volumetric structures of biological sample at a much faster 
imaging rate than OCT (138). Figure 2.5a shows a traditional SEI design,  
 
 
Figure 2.5 SEI based on CW laser. a) system schematic, b) line scan scheme. OC: optical 
coupler, CO: collimator, M: mirror, SL: scan lens, G: Galvanometer mirror, DG: diffraction 
gratings, L: lens, S: sample.  
 
Where a CW laser is used to drive the system, and the interferogram is registered using a camera 
based spectrometer. The major difference between SEI and OCT is in the configuration of the 
sample arm (101). The SEI utilizes diffraction gratings (GR) to chromatically disperse the 
broadband laser spectrum into a line of light based on the different wavelengths (137, 139). The 
sample is then illuminated with the line of focused light where each wavelength encodes 
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structural information at each corresponding location as illustrated by figure 2.5b. By using a 1D 
scanner (G) to scan the line of light across the sample, the structural and displacement 
information can be obtained within the volumetric imaging region (140, 141).  
 
Since SEI spatially separates the wavelengths into a line, it will have limited bandwidth at each 
point (138). According to the principles of interferometry and OCT, this means that the SEI 
trades off its axial resolution to achieve a fast scanning speed. In addition, the energy is also 
reduced at each scanning location since the light is dispersed into a line, so the depth of imaging 
may also be limited. Although the axial resolution is relatively lower for SEI, some applications 
do not require high axial resolution, and rather focus more on the lateral information and imaging 
speed. The figure 2.6 below demonstrates a typical processing algorithm to obtain the structural 
and displacement information from the interferogram generated by the SEI system (101, 140). 
 
 
Figure 2.6 Processing algorithm for volumetric SEI. t: time, φ: phase, d: displacement, s: raw 
signal, x(k): fast scan axis as a function of wavenumber k, z: depth axis, y: slow scan axis, n 
(n=1,2,3…): index of sub-sections,  ∆𝑘𝑙 : window size of the STFT (short time Fourier 
transform). 
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In the flow chart shown in figure 2.6, the raw interferogram, S, is first divided into small sections 
between wavenumber 𝑘0 + (𝑛 − 1)∆𝑘𝑙  and 𝑘0 + 𝑛∆𝑘𝑙 that correspond to reflections from 
neighboring points within the line scan, where 𝑘0is the initial wavenumber, ∆𝑘𝑙 denotes the size 
of each section or the spectral width distributed to each lateral location n. Next a Fourier 
transform over wavenumber k will be performed on every section over the spectral axis to 
convert the interference from wavenumber space to depth space and obtain the two dimensional 
intensity and the phase by analyzing the analytical signal S∗. This process is also known as a 
short time Fourier transform (STFT), which divides the signal into subsections and performs 
Fourier transform on each of them. The cross-sectional tissue structure can then be reconstructed 
from the depth resolved intensity profile, |S∗|, obtained from the STFT, while the displacement 
information can be mapped out by feeding the temporal phase change into the PRD equations. 
Again, the temporal phase change can be obtained using cross-correlation as show by equation 
2.21.  
∆ ϕ = arctan
∑ ∑ [𝐼𝑚(𝑆𝑥+1,𝑧)𝑅𝑒(𝑆𝑥,𝑧)−𝐼𝑚(𝑆𝑥,𝑧)𝑅𝑒(𝑆𝑥+1,𝑧)]
𝑍
𝑧=1
𝑋
𝑥=1
∑ ∑ [𝑅𝑒(𝑆𝑥+1,𝑧)𝑅𝑒(𝑆𝑥,𝑧)+𝐼𝑚(𝑆𝑥,𝑧)𝐼𝑚(𝑆𝑥+1,𝑧)]
𝑍
𝑧=1
𝑋
𝑥=1
            (Eq. 2.21) 
The phase extraction of SEI is analogous to that of the OCT, the complex number in SEI  𝑆𝑥,𝑧 is 
generated from the Fourier transform, the X and Z defines the averaging window size in the 
lateral and axial direction, and there is a tradeoff between the phase measurement quality and the 
spatial resolution. In addition to the tradeoffs in phase measurement, there is also a tradeoff 
between the axial and lateral resolutions during the processing of the SEI signal where the 
window size, ∆𝑘𝑙, is positively correlated to the axial resolution but inversely correlated to the 
lateral resolution. In applications where the lateral resolution is most important and axial 
information is relatively trivial, it is feasible to sacrifice the axial resolution to obtain en face 
images with the highest possible lateral resolution. However, this means that the processing 
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algorithm must be modified and optimized compared to the traditional SEI method, as 
demonstrated in figure 2.7.  
 
 
Figure 2.7 Processing algorithm for en face SEI. t: time, φ: phase, d: displacement, s: raw signal, 
x: fast scan axis, z: depth axis, y: slow scan axis. 
 
Figure 2.7 demonstrates the processing algorithm that can be implemented to yield in the highest 
lateral resolution for an established SEI system. Instead of using the STFT to convert the 
interferogram to depth space, it uses a Hilbert transform to convert the interference signal to its 
analytical form. Each point in the analytical signal will encode the reflectivity and displacement 
information of its corresponding location where it focuses the light but does not have depth 
information due to the minimal bandwidth allocated to each location. By analyzing the phase and 
intensity of the analytical signal point by point, the SEI system is able to obtain the information 
only on a single axial focal plane but with maximum lateral resolution.  
 
By optimizing the lateral resolution in a traditional SEI system, our group recently developed the 
spectrally encoded interferometric microscopy (SEIM) system to visualize the cellular activity 
on the tissue surface in real time. The utilization of the spectrally encoded interferometry allows 
for volumetric imaging that is approximately a thousand times faster than that of a traditional 
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OCT system. To identify the biological structures at the cellular level, the SEIM system 
incorporates a microscopy design that enables a flat imaging plane with a resolution around one 
micron. With the integration of the PRD algorithm, the SEIM system is able to identify the 
cellular level biological structures, detect their sub-nanometer motion dynamics, and visualize 
the spatial pattern of the cellular scale motion in real time.  
 
To further enhance the lateral resolution, we have incorporated a microscopy setup and achieved 
close to 1 micron lateral resolution, which is much higher than the resolution of previous SEI 
systems. The microscopy setup uses a high NA objective lens to support for high lateral 
resolution and a tight focal plane in the axial direction. It also contains two optical telescopes to 
magnify the image and ensure a flat imaging plane on the sample, which are essential to resolve 
the small bundles of cilia and encompass the transversal ciliary beats. We have further optimized 
the design by using a swept source laser as the light source, which provides the capability to 
achieve much higher imaging speed than traditional SEI systems that use the CW laser. To 
achieve similar en-face imaging speed, traditional OCT image would require swept source laser 
with a swept rate over 100 MHz, which is not currently available. With a combination of these 
improvements, we were able to use the novel SEIM system to visualize the spatial ciliary motion 
patterns and dynamics for the first time. Details on this imaging technique will be discussed in a 
later chapter. 
 
2.5 Summary 
In summary, we have discussed the basic principles of the optical imaging systems that will be 
developed and optimized in this dissertation. In general, the concepts of OCT and the PRD 
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method have been strategically combined to develop the confocal shear wave ARF-OCE and 
SEIM imaging devices. These are novel functional imaging modalities that aim to solve an 
unmet need in the ophthalmic and respiratory fields, but also have the potential to serve other 
applications as well.  
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CHAPTER 3 
Confocal shear wave ARF-OCE 
This chapter discusses the preliminary results obtained using our novel confocal shear wave acoustic 
radiation force optical coherence elastography to study the biomechanics of the posterior eye. First we 
introduce how the elasticity can aid in the early diagnosis of retinal diseases in section 3.1. Then we 
demonstrate the setup of the imaging system in section 3.2. In section 3.3, the unique segmentation and 
data analysis methods that are implemented into the ARF-OCE system is discussed. Finally, we present 
our ex vivo and in vivo results using rabbit eye samples in sections 3.4 and 3.5 respectively. Finally, we 
end the chapter with a brief summary in section 3.6. 
 
3.1 Introduction 
Retinal diseases, such as age-related macular degeneration (AMD), are the leading cause of blindness in 
the elderly population. Since no known cures are currently present, it is crucial to diagnose the condition 
in its early stages so that disease progression is monitored. Recent advances show that the mechanical 
elasticity of the posterior eye changes with the onset of AMD. In order to measure the mechanical 
elasticity of the posterior eye, ex vivo testing methods have been popular, as well as computer modeling 
(8, 10, 142). Elastography methods based on magnetic resonance imaging, ultrasound, and optical 
coherence tomography, have been widely used in determining the elasticity of tissues (29, 143-146). 
Optical coherence elastography (OCE) has the advantage in ocular imaging due to its high resolution 
(<10 um) and the transparency of ocular tissues (117, 134, 147, 148). ARF-OCE is a method of OCE that 
uses ultrasound pressure for excitation, and has been advantageous in its penetration into sub-surface 
tissues (34, 38, 39). Although in-vivo corneal elastography studies have been performed, due to the 
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difficulty in penetrating to the posterior globe, combined with the need for high sensitivity and resolution, 
in-vivo measurements of the retinal stiffness has yet to be studied, to the best of our knowledge.  
 
In this study, a shear wave (SW) ARF-OCE system has been developed, with synchronized 
ultrasound excitation and B-M mode optical detection. A custom segmentation algorithm was 
implemented to isolate individual retinal layers and the shear wave propagation speed at each 
location and depth were calculated. An ex-vivo porcine retina was first imaged, and the elasticity 
map of the central retina was obtained. In order to verify the feasibility of in-vivo imaging using 
this technology, a rabbit model was measured, and the elasticity of the different retinal layers 
were identified in increasing stiffness from the ganglion side to the photoreceptor portions.  
 
3.2 System setup 
A custom SD-OCT system with a central wavelength of 890 nm and bandwidth of 144 nm was 
used for shear wave detection for all the experiments presented here, and the spectrum of the 
laser is obtained from an optical spectrometer and shown in figure 3.1c. A 4.5 MHz ring 
ultrasound transducer is used for pulsed tissue excitation. The excitation duration was limited to 
1-2 ms while the optical detection speed was 50 kHz. The optical setup and the ex-vivo sample 
setup are shown in figure 3.1a. The light emitted from the superluminescent diode is filtered 
through the optical isolator, and split with an optical coupler. For the safety purpose of in-vivo 
retinal imaging, 20% of the light is transmitted to the sample, which is well within the ANSI 
safety limits, and 80% is redirected to a reference mirror. Glass imaging windows are placed in 
the stationary reference arm for dispersion compensation. In the sample arm, galvo mirrors are 
used for B-M mode scanning, and a scan lens is used with a focal length of 54 mm to penetrate 
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through the ring transducer and into the posterior eye globe. The scattering signal from the 
sample arm is coupled together with the reflected reference arm signal and sent to the detector 
arm. The interference signal is separated by wavelength with a diffraction grating, and focused 
onto a line scan CMOS camera. The signal is processed and transformed into depth resolved 
intensity and phase information.  
 
 
Figure 3.1. System set up for ARF-OCE. a) OCE system schematic with ex-vivo sample. b) In-
vivo experimental setup. c) Laser spectrum. SLD: superluminescent diode, OC: optical coupler, 
CO: collimator, OA: optical attenuator, M: mirror, GM: galvanometer mirrors, SL: scan lens, UT: 
ultrasound transducer, S: sample, RFA: radiofrequency amplifier, FG: function generator, G: 
grating, L: lens, S1: baseband signal, S2: modulated signal, S3: amplified modulated signal. 
 
A phosphate buffered saline (PBS) bath is used as the medium for ultrasound propagation as well 
as preservation of ocular tissue. For in-vivo experiments, the PBS bath is replaced with a rubber 
drape as shown in figure 3.1b. The ultrasound transducer was removed in figure 3.1b in order to 
visualize the ocular proptosis of the rabbit. The drape system imitates the steridrapes that are 
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widely used in clinical ultrasound. PBS is added to the draped once again to serve as the medium 
for propagation, as well as for lubrication of the rabbit eye.   
 
For the shear wave excitation, a baseband signal (S1) is given by the PC to the function 
generator, which converts it into a modulated pulse signal. This pulse is amplified by 
approximately 42dB and fed to the ultrasound transducer. A pressure is applied onto the sample, 
initiating the propagation of the shear wave from the focal region to the peripheral areas. The 
detection scanning scheme is shown in figure 3.2a, where the excitation beam is given at location 
P0 and B-M mode detection occurs along the lateral direction from P1 to Pn. At each location, an 
excitation pulse of 1-2 ms is given and a series of 400 A-lines, which corresponds to 8.8 ms, is 
obtained in M mode before the galvanometer moves to the next location. The number of A-lines 
is chosen such that the entire duration and progression of the shear wave can be captured. 
 
 
Figure 3.2. Scanning scheme. a) Scanning scheme of SW-ARF-OCE system. b) Timing diagram. 
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In order to achieve efficient and effective imaging, the entire excitation and detection process 
must be synchronized. The timing diagram is shown in figure 3.2b. To obtain a B-scan showing 
the full lateral scanning area, an ultrasound modulation pulse is given for every 400 A-lines 
while the camera DAQ trigger is given for each A-line to capture the intensity and phase 
information at each location for 8.8 ms total, in increments of 22 us. After detection is 
completed, the galvanometer moves to the next location in increments of 1.5 um, which is well 
within the lateral resolution of the optical system. The M-mode displacement image is obtained 
at every B-scan location, and the phase-resolved displacement is post-processed to obtain the 
shear modulus map. 
 
Within the 400 A-lines in M-mode at each location, the entire shear wave propagation through 
that point can be captured. In figure 3.3a-c, a sample raw data for the porcine retina is shown, 
where it is apparent that different locations on the retina correspond to different propagation 
speeds. The transducer focal area is on the left side of the images, and propagation is to the right. 
For example, the bottom most layer propagates the fastest, and corresponds to a stiffer tissue 
component. It is also important to note that the ultrasound wave intensity decreases at regions of 
stiffer tissue, and the intensity of the displacement is not considered in the velocity calculations. 
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Figure 3.3. Demonstration of shear wave and analysis flow chart. a-c) Raw data showing wave 
propagation of retinal layers at different time points. d-e) Flow diagram demonstrating post-
processing of raw data. 
 
After the raw data is obtained, post-processing is performed to segment the layers and calculate 
the shear wave propagation speed. As shown in figure 3.3 d-e, the OCT intensity and Doppler 
phase data is first obtained, and the OCT image is segmented based on a custom segmentation 
algorithm to isolate different retinal layers. Then the segmented layers are applied to the 
displacement map, where the shear wave propagation surfaces for each layer is segmented as 
well. Next, the propagation speed is calculated for each location based on the slope of the 
segmented wave propagation for each layer. The velocity is based on the change in location over 
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the time period, and the shear wave velocity map can be obtained. Figure 3.4 shows the flow 
chart to map out the spatial shear wave speed using segmentation algorithm. 
 
First, we use the algorithm to identify and isolate the data of different retinal layers as shown by 
figure 3.4a. Then, we segment and reslice the data of each layer along the depth direction, and 
generate images showing the spatial temporal shear wave propagation shown in figure 3.4b. 
After, the segmentation algorithm is utilized to trace shear wave propagation and achieve the 
arrival time of shear wave to each y position. Finally, we can map out the spatial shear wave 
speed in figure 3.4c by estimating the slope of the segmented shear wave trace as shown in the 
green line of figure 3.4b.  
 
 
Figure 3.4 Flow chart of using segmentation to trace shear wave propagation. a) layer 
segmentation to isolate data from each retinal layer. b) Using segmentation to achieve the times 
when a shear wave reaches to different positions in y axis. c) Calculate the spatial shear wave 
speed by estimating the slope of the shear wave trace identified by the segmentation in (b). 
 
The relationship between the velocity, 𝐶𝑠, and the shear modulus, 𝜇, can be described with the 
equation, 𝜇 = 𝜌𝐶𝑠
2, where 𝜌 is the tissue density of approximately 1 kg/m3. The elastic modulus 
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is approximately 3 times the shear modulus as demonstrated by previous literature (149), and can 
be calculated and mapped out. The segmentation and data analysis method will be discussed in 
detail in the next section. 
 
3.3 Segmentation and data analysis method 
Under the context of 3-D segmentation with dynamic programming, the problem of edge 
detection is resolved by searching for the shortest pathway within a graph constructed upon the 
images of interest. The general principle of this segmentation algorithm, including the graph 
construction, search region define and the shortest path search, has been explained in previous 
publications (150). In this dissertation, we have optimized the traditional 3-D DP algorithm and 
developed a threshold free search region method as show by figure 3.5. 
 
 
Figure 3.5 3-D DP segmentation algorithm with adaptive search region. 
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Assuming that V(x, y, z)  is the normalized axial gradient of the volumetric OCT data with 
dimensions X × Y × Z, where X, Y, and Z represent the data pixels in the directions of the fast 
scan, slow scan, and the axial depth. The variables shown in figure 3.5 can be defined as below. 
C1(x, y, z) = min−d1≤i≤d1(C1(x − 1, y, z + i) + α1|i| + w(i, x, y, z))   (Eq. 3.1) 
C2(x, y, z) = min−d2≤i≤d2(C1(x, y − 1, z + i) + α1|i|)    (Eq. 3.2) 
I(x, y, z) = argmin−d2≤i≤d2(C1(x, y − 1, z + i) + α1|i|)    (Eq. 3.3) 
w(i, x, y, z) = 2 − G(x, y, z) − G(x − 1, y, z + i) + wmin      (Eq. 3.4) 
B(x, Y) = argmin1≤z≤Z C2(x, Y, z)       (Eq. 3.5) 
G(x, y, z) = V(x, y, z)          (Eq. 3.6) 
As a graph based method, the algorithm specifies the V(x, y, z)  values as the nodal value, 
G(x, y, z) , and measures the length between adjacent nodes using the weight function, 
w(i, x, y, z), as shown in equation 3.4. In addition, the connectivity between nodes is defined so 
that each node is only accessible to pixels immediately before and after the node of interest in the 
searching direction. Parameters d1 and d2  determine the number of available adjacent voxels 
during the x and y directional path searches respectively. Other parameters such as α1 and α2 are 
used to control the smoothness of the segmented surface.  
w(i, x, y, z) = 2 − G∗(x, y, z) − G∗(x − 1, y, z + i) + wmin   (Eq. 3.7) 
G∗(x, y, z) = {
P × V(x, y, z)                     if P × G(x, y, z) > 0
A × P × V(x, y, z)                  if P × G(x, y, z) ≤ 0
  (Eq. 3.8) 
P = {
1               when segmenting positive gradient surface
−1             when segmenting negative gradient surface
  (Eq. 3.9) 
Different OCT intensities in each layer result in different gradient polarity values for each 
boundary, which allows for further separation between the positive and negative gradient 
boundaries. Accordingly, we modify the graph construction method to consider the gradient 
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polarity as shown in equations 3.7-3.9. Parameter P defines the polarity of the boundary and the 
sign of the nodal values, G∗(x, y, z), so that only the nodes with either positive or negative values 
are selected at one time during the search. In essence, the nodes on boundaries with an opposite 
polarity value will result in a higher path cost to the weight function than the ones on the 
boundary of interest, and will not yield in the shortest path. It is possible to add an arbitrary 
constant, A, to magnify the punishment from going through unwanted boundaries during the 
search. 
 
3-D DP is used to solve for the shortest path through breaking down the optimization process 
into iteratively small steps where the path cost to each consecutive voxel is always minimized. 
The algorithm starts by searching through the volumetric data in the x direction, generating the 
shortest path cost to reach each voxel as denoted by  C1(x, y, z) . Then, this cost function is 
utilized to search for the shortest path cost in the y direction, represented by C2(x, y, z), through 
each individual voxel. Equations 3.1 and 3.2 illustrate the searching process for each voxel, 
where the DP algorithm generates the shortest path by pairing it with the backward voxel that 
yields in minimum accumulative cost. Additionally, the path cost is accumulated simultaneously 
within all the planes that are parallel to the searching direction. The axial index of the paired 
voxel is stored in matrix  I(x, y, z) , so that path way can be retrieved once the terminal is 
established. The algorithm finishes at plane y = Y, where the terminal of the overall shortest path 
can be generated by finding the location of the axial minimums from the cost function C2(x, y =
Y, z) in the y direction as described in equation 3.5. All other boundaries can be generated by 
back tracing the connected voxels within matrix I as shown by equation 3.10. 
B(x, y) = I(x, y + 1, B(x, y + 1)), 1 ≤ x ≤ X, 1 ≤ y ≤ Y − 1  (Eq. 3.10) 
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Since the searching algorithm does not prevent the shortest path from going through several 
different boundaries, a rough region must be defined before starting a search. Previous 
publications use thresholds to isolate different boundaries, but different imaging conditions 
greatly limit the effectiveness of the predefined thresholds. Therefore, we proposed a novel 
addition to the algorithm by defining and adapting the search region based on the searching 
history. More specifically, the y-direction cost accumulation and boundary detection, which was 
previously performed in parallel within each y-z plane, will be accomplished in a preset order so 
that the first segmented boundaries can serve as references to define the search region for the 
following boundaries.  
 
While searching for the shortest path with this method, the boundary at the y-z plane where x = 
X will be segmented first and used as a reference. Since the corresponding cost function, C2(x =
X, y, z), is accumulated through the entire volumetric data, the shortest path will most likely 
converge to a single boundary. Given that the inter-frame distance is on the micron scale, we can 
assume that the layer boundary in the adjacent y-z plane where x = X − 1 resides in a small 
region that is centered by the reference boundary. Therefore we can constrain the search region 
for this boundary and all other boundaries within a single surface by performing this process 
iteratively.  
 
After one surface is segmented, the gradient values of the surrounding regions must be 
minimized to prevent them from interfering with the segmentation of other surfaces. We find that 
the axial gradient profile across a boundary tends to have a skewed Gaussian distribution, with a 
peak at the boundary position. Therefore, we can split the profile based on the peak position and 
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then fit them to two Gaussian functions to obtain the corresponding FWTM (full width tenth 
maximum). Finally, the gradient values are attenuated within this region by a factor of K. The 
thickness of the segmented boundary is given by the FWTM of the fitted curve.  
 
Using this method, we are able to segment the 1st, 2nd, 4th, and 7th positive gradient surfaces 
first and then the other three surfaces in between. Since we are not using the threshold method to 
limit the search region prior to the segmentation, it is computationally extensive to calculate the 
cost functions when searching across the entire volumetric graph. In order to adapt the automatic 
segmentation method for clinical translations, it is crucial to improve the processing speed of the 
algorithm. One solution was to accelerate the dynamic programming method by incorporating a 
Graphics Processing Unit (GPU). The code has been implemented using CUDA 7.0 (VS 2013) 
on an NVidia GTX980 GPU card, which yields in a segmentation speed of less than two seconds 
per surface over a 400x500x600 pixel volumetric data size. Using the accelerated processing 
system, we successfully segmented the layers of porcine retina.  
 
Overall, the 3D dynamic programming gives out an accurate segmentation method for most 
layers of the porcine retina, with the exception of the 5th layer. We suspect that this gradient-
based segmentation method may be overly sensitive to speckle noise that could overwhelm the 
boundary gradient of a weak scattering layer. Therefore, we introduce the intensity based random 
walker segmentation method to refine the boundaries (151). Random walker is a supervised 
segmentation method that requires prior knowledge (151). In the context of retinal segmentation, 
the segmented boundaries from 3D dynamic programming are used to generate seeds for the 
random walker segmentation. Seeds are pixels that are labeled to specific layers, which can be 
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used by the segmentation algorithm to identify all other unlabeled pixels.  The figure 3.6 below 
shows the segmentation results before and after random walker refinement, where dotted lines 
represent seeds. 
 
 
Figure 3.6 Flow chart of Random walker refinement. 
 
The segmentation algorithm allows for the isolation of individual layers and analysis of the 
elasticity of each layer. We have validated the segmentation algorithm by using it to aid for the 
analysis of compressional wave based elastography. The cross sectional elastography using 
compressional wave has been illustrated in our previous publication, but the elasticity 
distribution in transversal directions has not been studied. Figure 3.7 demonstrates a processing 
method that is able to map out the transversal distribution of the mechanical property in each 
retinal layer based on the segmentation algorithm discussed in this section.  
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Figure 3.7 Flow chart for layer specific elasticity analysis algorithm 
 
Figure 3.7a shows the raw en face PRD images obtained using the CWE method, where the 
modulated excitation as well as the bulk motion within the PRD data overshadows the useful 
information. In order to eliminate the unwanted modulation and noise caused by bulk motion, we 
extract the envelope of every horizontal OCE data. This allows us to eliminate both the bulk 
motion and modulation by estimating the envelope amplitude at each point. The envelope was 
achieved by linearly interpolating the peak points in the horizontal OCE data as illustrated by 
figure 3.7c. 
 
The modulation free OCE image is shown in figure 3.7b, where the lateral ultrasound focal 
region is limited and results in a non-uniform displacement distribution in the transverse 
direction. In order to estimate the relative elasticity within the entire field of view, calibration 
must be performed. This can be accomplished by dividing every horizontal line of data by the 
vertically averaged displacement profile, assuming that the averaged profile is proportional to the 
excitation force distribution in the horizontal direction. We can further improve the calibration 
accuracy by using the actual ultrasound force field instead of the averaged displacement profile. 
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The calibrated en face image allows for the layer specific elasticity analysis over the transversal 
direction, indicating the presence of a mechanical elasticity difference between different 
biological components. By overlaying the en face elasticity map on the segmented surface with 
visual tool kits 7.0.0, we are able to relate the anatomical structures of the retinal layers to their 
mechanical properties as shown in figure 3.7g. For example, healthy regions of the retina tend to 
have lower displacement values than diseased regions with lipid formation or neovascularization 
in the posterior eye, meaning that the healthy regions have stiffer elastic properties.  
 
An ex-vivo porcine eye was used to validate the feasibility of the automatic 3D segmentation 
algorithm, where 400x500x600 volumetric OCT data were taken from the central retinal region 
with dimensions of 1.5 mm by 2.4 mm. The porcine sample was held in place by a gelatin 
phantom, and the anterior segment of the eye was removed before imaging. The 3D structure of 
the retina was visualized by the OCT detection and rendered in figure 3.8a. To analyze the layer 
specific mechanical and structural characteristics, segmentation was performed using the 
proposed method. The segmented surfaces were rendered in figure 3.8b, where seven different 
layers can be identified and distinguished. To compare the performance of the segmentation 
results before and after the random walker refinement, results for 3 OCT images that are 300 um 
apart from each other are shown in figures 3.8c-3.8h. Specifically, figures 3.8c-3.8e show the 
segmentation results from the DP algorithm alone, while figures 3.8f-3.8h show the effects of the 
boundary refinement with the random walker segmentation on a same set of images. It is clear 
that the random walker refinement method yields in relatively smooth boundaries and tends to be 
more robust at layers with weak scatterers, as indicated by the boundaries between layers 4, 5, 6 
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and 7. On the other hand, the DP algorithm seems to be more sensitive to local geometrical 
variations and produces reliable segmentation at some boundaries. 
 
 
Figure 3.8 Segmented Retinal layers before and after random walker refinement. a) Volumetric 
render of retinal OCT data, b) Segmented retinal surfaces, c-e) Segmentations obtained with 
dynamic programming algorithm. f-h) segmentations obtained with random walker algorithm at 
corresponding locations in c-e). i) nerve fiber layer, ii) ganglion cell layer, iii) inner plexiform 
layer, iv) inner nuclear layer, v) Outer plexiform layer, vi) Outer nuclear layer, vii) photoreceptor 
inner/outer segments. 
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The layer specific elasticity analysis algorithm can then be performed on the volumetric PRD 
data of each isolated layer to obtain calibrated displacement measurements. Furthermore, the 
calibrated displacement and thickness of all retinal layers, together with the bulk modulus, can be 
fed to the spring model described in previous publications (126), and yields in quantified 
Young’s modulus maps of each individual layer. Lastly, the overlaid elasticity map for all seven 
layers can be generated, where the layer specific elastograms are drawn on the 3D rendered 
images of the segmented surface. As shown in figures 3.9a-3.9f, the morphology of each layer 
can be clearly visualized, and the retinal layers gradually increase in stiffness from the top 
ganglion layer to the bottom photoreceptor layer. The overlaid elastogram allows for spatial 
correlation of retinal structures and compositions with their mechanical properties. In the 
overlaid elastogram, localized elastic variations were observed mostly around the retinal blood 
vessels and indicate that the surrounding retinal tissue is stiffer than the blood vessels.  
 
 
Figure 3.9 Spatial distribution of elasticity of different retinal layers. i) nerve fiber layer, ii) 
ganglion cell layer, iii) inner plexiform layer, iv) inner nuclear layer, v) Outer plexiform layer, 
vii) photoreceptor inner/outer segments. layer vi is omitted due to low OCT scattering signal. 
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We can summarize the layer specific elasticity in Table 3.1. The elasticity increased from 
approximately 5 kPa on the ganglion side to over 30 kPa on the photoreceptor side. Since the 
photoreceptor side is close to the sclera of the eye globe, it is expected to be stiffer. The close-
knit structure of the retinal layers most definitely interferes with the mechanical elasticity for 
each layer and is demonstrated by the gradual gradient increase in the elasticity over the layers. 
Using this segmentation method, we progressed to additional retinal imaging experiments with 
the novel confocal shear wave ARF-OCE system.  
 
 
Table 3.1 Summarized layer specific elasticity. i) nerve fiber layer, ii) ganglion cell layer, iii) 
inner plexiform layer, iv) inner nuclear layer, v) Outer plexiform layer, vii) photoreceptor 
inner/outer segments. layer vi is omitted due to low OCT scattering signal. 
 
3.4 Ex vivo retinal imaging results 
As a first step, imaging was performed on an ex-vivo porcine retina. The porcine eyeball was 
obtained within 24 hours of death. Since the eyeball was no longer fully transparent due to fast 
degradation, the anterior portion of the eye including the cornea and the lens were removed along 
the iris. The vitreous was still attached to the retina, and was kept in place during imaging to 
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avoid retinal detachment. A 0.8% agar phantom was molded around the posterior globe and used 
to keep the eye in place during imaging, as well as to help preserve the shape of the posterior 
globe and prevent detachment. The sample was kept in phosphate buffered saline during imaging 
to preserve freshness and as a medium for ultrasound propagation. The eye was fixed in 10% 
formalin solution directly after imaging and processed for histological analysis.  
 
The central retina region approximately 2 mm from the optic nerve on the temporal side was 
identified and imaged. The results are shown in figure 3.10. The OCT intensity map is shown in 
figure 3.10a, where segmentation was performed and 5 different layers were isolated. Next, the 
corresponding shear wave velocity map and elastogram were calculated according to the above 
algorithm, and shown in figure 3.10b and 3.10c, respectively. Finally, an H&E histology slide of 
a porcine retina is shown in figure 3.10d, where the 5 layers could be matched. Layer iv was 
omitted during the analysis due to low OCT scattering signal in the outer nuclear layer.  
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Figure 3.10. Ex-vivo porcine retina results. a) OCT of porcine central retina. b) Velocity map of 
shear wave propagation. c) Elastogram of corresponding region. d) H&E staining of porcine 
retinal layers. i: optic nerve fibers & ganglion cell layer, ii: inner plexiform layer, iii: inner 
nuclear layer & outer plexiform layer, iv: outer nuclear layer, v: photoreceptors. 
 
The elasticity results of the porcine retina are summarized in table 3.2, where the mean and 
standard deviation for each layer is listed and plotted. The elasticity increased from 
approximately 6 kPa on the ganglion side to over 140 kPa on the photoreceptor side. Since the 
photoreceptor side is close to the sclera of the eye globe, it is expected to be stiffer. The close-
knit structure of the retinal layers most definitely interfere with the mechanical elasticity for 
each, and is demonstrated by the gradual gradient increase in the elasticity over the layers. 
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Table 3.2 Summary of ex-vivo layered specified elasticity. Layer iv has been omitted due to low 
OCT signal in the outer nuclear layer.  
 
3.5 In vivo retinal imaging results 
Although the elasticity contrast between different retinal layers is apparent in the ex-vivo porcine 
model, the presence of intraocular pressure and blood vessel perfusion is lost. Therefore, it is not 
an accurate representation of the retinal structure in its natural environment. In order to address 
these issues, an in-vivo rabbit model was designed and imaged. This particular rabbit is used for 
AMD studies, and a localized portion of the retina was damaged. For this shear wave 
elastography study, a relatively healthy and unaffected region of the central retina was chosen. 
The rabbit was put under anesthesia according to protocol and proptosed in the imaging setup as 
shown in figure 3.1b. All rabbit experiments were performed according to the University of 
California, Irvine (UCI) Institutional Animal Care and Use Committee (IACUC) protocol.  
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Figure 3.11. In-vivo rabbit elastography results. a) OCT of rabbit central retina. b) Shear wave 
velocity map. c) Elastogram of corresponding region. d) H&E histology, showing some retinal 
detachment. 
 
Imaging was performed on the central retina approximately 1.5 mm on the temporal side from 
the optic disc. The same B-M mode scanning scheme was used to capture the shear wave 
propagation. The OCT intensity image is shown in figure 3.11a, where segmentation was 
performed to isolate 5 different layers in the posterior globe. The shear velocity map is 
demonstrated in figure 3.11b and a speed of up to 5.8 m/s can be visualized. The velocity was 
converted to the Young’s modulus in figure 3.11c. The elasticity of the 5 layers from the ganglion 
side to the photoreceptor side are: 12.6±1.5, 35.7±18.9, 101.1±5.1, 102.3±4.8e-9, 102.3±5.7e-9 
kPa.  The bottom 2 layers of the eye could not be differentiated due to the fast propagation speed. 
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According to the histology, the bottom two layers are close to the sclera, and are expected to be 
stiffer than the retina and have a higher propagation velocity. The shear wave propagated for 
approximately 135 um in the lateral direction before it was attenuated.  
 
After the rabbit was euthanized, the posterior globe was fixed and processed for histological 
analysis. H&E staining is shown in figure 3.11d, where the layers of the retina can be 
corresponded to the OCT figure similar to literature (152). The retinal detachment is likely a 
fixation artifact, while the swelling in the sclera or layer v is caused by the repeated proptosis 
procedure. Three layers of the live rabbit retina have been distinguished with different elasticity 
values. The feasibility of using the SW-ARF-OCE method to probe the mechanical properties of 
the retina has been confirmed. Further retina studies will be performed to measure the elasticity 
change with disease progression.  
 
The primary advantages of the system are its non-invasive nature and its adaptability to clinical 
imaging. OCT and ultrasound are readily used in ophthalmic clinics today. Ultrasound gel and 
steridrape based waterbath are commonly used in clinics currently to couple ultrasound into the 
eye, and is easily adaptable in the translation of our technology. This technology will allow 
researchers and physicians to study the mechanisms behind changes in the mechanical elasticity 
of the retina during disease onset and progression, which is crucial in both basic pathological 
research as well as clinical diagnosis. 
 
Although the quantification of retinal mechanical properties has been demonstrated in-vivo, a 
few challenges remain to be addressed before the technology can be translated. First, a higher 
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imaging speed is necessary to visualize stiffer posterior layers, such as the sclera. A faster line 
scan camera can easily address this issue. Second, the propagation distance of the shear wave is 
limited to a few hundred microns due to the fast attenuation of the signal. A larger field of view 
can be achieved with a high power excitation pulse, or more ideally, the implementation of an 
array transducer for a larger region of excitation and detection. Last, it is important to study the 
changes in the mechanical properties using a diseased model and examine its correlation to 
clinical impairments. 
 
3.6 Summary 
In conclusion, we have demonstrated a method of quantifying the mechanical elasticity of the retinal 
layers using SW-ARF-OCE based on layer segmentation and shear wave analysis. We have first tested 
the feasibility on an ex-vivo porcine model, where 5 different retinal layers have been isolated and the 
mechanical elasticity was distinguished. In order to validate the feasibility of translating this technology, 
imaging was performed on an in-vivo retina model, where 3 layers of the retina could be analyzed and 
quantified for different mechanical properties. This study verifies the feasibility of using this technology 
for the quantification and diagnosis of retinal diseases. An in-vivo elasticity map of the retina has been 
generated for the first time, to the best of our knowledge. This study is a crucial stepping stone to the 
translation of the SW-ARF-OCE technology for clinical diagnosis and disease studies.   
  
 
 
63 
CHAPTER 4 
Quantitative Assessment of Phase Stability 
In this chapter, we discuss a method of quantitatively measuring and evaluating the phase 
stability of swept source lasers. This is necessary in order to verify the phase sensitivity of 
Doppler imaging methods and provides us with additional parameters to optimize in the system. 
In section 4.1, we will introduce the biomedical motivation behind the study. The system and 
experimental setup will be discussed in section 4.2. In section 4.3 we will elaborate on the data 
collection method and processing algorithm. The experimental results will be presented in 
section 4.4, where several different lasers from different makers were tested and statistically 
analyzed to optimize the phase stability in our imaging systems. We will end the chapter with a 
summary in section 4.5. 
 
4.1 Introduction 
Optical coherence tomography (OCT) has been widely adapted in various biomedical 
applications for its depth resolved imaging capability, high spatial resolution, and potential for 
endoscopic imaging (104, 108, 109). As a light analogue to ultrasound imaging, OCT reveals the 
light interference patterns to visualize variations in refractive indices within the biological tissue. 
In the interference fringe, different frequency components correspond to the back scattering at 
different axial positions, of which the intensity in the frequency domain corresponds to the tissue 
structure in a micron scale (104). Furthermore, OCT can achieve sub-nanometer displacement 
sensitivity by monitoring the inter-fringe phase change of the frequency components and has 
enabled many applications that aim to visualize microscale tissue dynamics (36, 40, 61, 107). 
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Since the accuracy of the phase measurement relies on the repeatability of the laser source, 
broadband lasers have dominated the conventional phase sensitive applications (33, 38). 
 
However, recent studies have demonstrated that swept-source (SS) based OCT may be superior 
to conventional broadband based ones because it has less fringe washout phenomenon, faster 
imaging speed, and comparable phase stability (122, 153). For the purpose of stable phase 
measurement using traditional SS-OCT, it is necessary to maintain consistent timing between 
laser repetitions (129, 154). Over the past several years, many groups have reported 
quantification and optimization methods for timing jitters overall or at a single wavelength, but 
timing jitters within the full bandwidth have not been fully investigated or compared (118, 129). 
A single wavelength evaluation may be insufficient to represent the stability performance if 
variations exist across the full bandwidth. In spectrally-encoded SS-OCT applications, where 
different wavelengths are chromatically dispersed to achieve the fast scan axis, time jitters at 
each wavelength will have direct effects on the phase measurement. and assessing the timing 
jitters at individual locations might be insufficient as an integral evaluation (139, 140). 
 
In this study, we report a quantification method to assess the timing jitters within the full 
bandwidth of a SS-OCT system. To eliminate external perturbations during the assessment, a 
cover glass was used to generate self-interference fringe of which the phase variations were 
solely from the light source. A Hilbert transform based method was developed to obtain the time 
jitters at all the wavelengths. Three different SS lasers were assessed in this study. The results 
have shown that the wavelength dependent timing inconsistency is not only distinctive between 
lasers, but also varies within the bandwidth of each laser. This study enables the accurate 
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assessment of timing jitters at individual wavelengths and may serve as a stepping stone for the 
noise sourcing and optimizing phase measurement of SS-based spectrally-encoding 
interferometry. 
 
4.2 System setup and processing algorithm 
A swept source based standard OCT system was used for data collection and measurement. 
Figure 4.1 depicts the experimental setup for measuring the timing inconsistency of a SS laser. 
The light is delivered through the circulator, collimated by the collimator, and focused on the 
separated surfaces of a microscope slide. The fiber optic coupler then collects the back-reflected 
interference pattern from the microscope slide surfaces, which generates a sinusoidal fringe 
signal. Then, a computer system with a waveform digitizer collects the fringe signal in 
accordance with the timing signals, i.e., the k-clock and the wavelength (𝜆 ) trigger from the SS 
laser. The 𝜆  trigger indicates the time to start acquisition, and every single sample point is timed 
with the k-clock to form an interference profile as a function of wavenumber. The timings of the 
k-clock and the 𝜆  trigger have been optimized to achieve the best possible timing stability of the 
laser using the method described in (118). Accordingly, timing inconsistency between repetitions 
result in sampling at inconsistent wavenumbers. 
 
 
Figure 4.1. System schematic for timing inconsistency quantification. R1, R2: upper and lower 
surface of the cover plate. 
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The intensity of the interfere signal is proportional to the cosine of the product of wavenumber, 
𝑘, and path length difference, 𝑧, as shown in Equation 4.1. Since the path length difference 
remains the same between the two reflective surfaces, the wavenumber variations, ∆𝑘, induced 
by timing jitters will be the sole source of inter-fringe phase variations, ∆𝜑 , as shown by 
Equation 4. 2.   
𝐼(𝑘) ∝ cos (𝑘𝑧)     (Eq. 4.1) 
∆𝜑 = ∆𝑘 × 𝑧       (Eq. 4.2) 
Therefore, we can extract the phase variation and use it to obtain the timing inconsistency. In 
order to quantitatively assess the timing variation between subsequent laser repetitions, a Hilbert 
Transform based algorithm, as shown by figure 4.2, is used to achieve the times at which all the 
wavenumbers are registered. 
 
 
Figure 4.2. Flow chart of timing inconsistency quantification for the full bandwidth. m: number 
of interferogram within one measurement. (t(φ)): mean time at phase φ over different 
interferograms. 
 
Figure 4.2 demonstrates the processing algorithm for analyzing the timing consistency at each 
wavelength. A Hilbert transform extracts the phase profile from a raw interferogram signal, 𝑆(𝑡), 
after which the phase profile was resampled at an equal phase interval to obtain the time, 𝜑(𝑡), at 
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each resampled point. As shown in Equation 4.1, the phase of the fringe increases linearly with 
wavenumber and, therefore, can be used as an equivalent indicator of the wavenumber. Lastly, 
the timing inconsistency at the full bandwidth can be determined by calculating the standard 
deviation of the acquisition time of each wavenumber over subsequent interference fringes. 
 
4.3 Laser testing and statistical analysis 
The timing inconsistencies of three SS lasers from different manufacturers were characterized to 
demonstrate the feasibility of the proposed measurement method. The results are shown in 
Figure 4.3.  
 
 
Figure 4.3 Timing consistency at different zero-crossings. (a)(b) Interference fringes of Lasers 1, 
2 and 3, respectively. (c)(d) Overlaid histograms showing the centered timing variation at zero-
crossings in the red and blue box, respectively. Laser 1 is an all-semiconductor akinetic laser, 
laser 2 is a vertical cavity surface emitting laser and laser 3 is an Axsun laser. 
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Figures 4.3 a-c) show the interference fringes of the three lasers obtained using the described 
method. Based on visual observation, the fringe profile of Laser 2 appears to have more random 
noise than the others and may be inferred to have a worse timing stability. By collecting the 
timing information at the two zero-crossings boxed by the red and blue rectangles, timing 
stabilities at the corresponding locations can be calculated, as shown in Figures 4.3 (c) and (d). 
Different from our anticipation, the timing stability of Laser 1 in the red box area outperforms 
that of Laser 2 [Figure 4.3 (c)], but is worse in the blue box [Figure 4.3 (d)]. The laser 3 has 
relatively good timing stability in both locations. These results indicate that the timing stability 
of a SS laser is wavenumber-dependent, and full bandwidth quantification is necessary for a 
comprehensive comparison. To quantitatively evaluate the timing consistency of the full 
bandwidth, the proposed Hilbert transform based method was performed to generate the profiles 
shown in Figure 4.4 (a). 
 
 
Figure 4.4. Timing consistency of the full bandwidth. (a) Timing consistency profile as a 
function of wavelength; the y-axis denotes the standard deviation of the timing variation. (b)(c) 
Histograms showing the timing variations at locations 1 and 2, respectively, in Figure 4.4a. 
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Figures 4.4 (b) and (c) depict the histograms of timing variations at the two different locations 
marked in Figure 4.4 (a), which correspond to the red and blue boxes in Figure 4.3. The 
distributions and the resulting standard deviations are in agreement with the results shown in 
Figure 4.3, validating the effectiveness of the Hilbert transform based method. As demonstrated 
in Figure 4.4 (a), Laser 3 seems to have the best phase stability overall, while laser 1 has a 
comparable timing stability in the middle portion, but the performance at the initial portion of the 
sweep (i.e., Location 1) is slightly worse than the that of Laser 2 and 3. Laser 2 has a relatively 
flat power output over different wavelengths, and the average is worse than that of the other two. 
The peaks in the fluctuating stability profile of Laser 2 is indicating a variant timing clock for 
different wavelengths shown in Figure 4.3(b). Based on the results, Laser 1 and 3 are more 
suitable options for phase measurement; specifically, the best phase measurement can be 
achieved by using the middle portion only. 
 
Using the proposed method, the difference in timing consistency within the full laser bandwidth 
of two SS lasers from different manufacturers were quantified. The timing stability profiles 
obtained demonstrate significant different characteristics among the three lasers, as well as 
variation within the bandwidth of each individual laser. The laser with relatively frequent peak 
noise appears to have worse overall stability and more fluctuation in the stability profile, whereas 
the other laser demonstrates a positive correlation between laser power and timing stability.   
 
4.4 Summary 
In this study, we have developed a Hilbert transform based quantification method to evaluate the 
timing stability within the full bandwidth of SS lasers. On the contrary, conventional methods 
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can only provide a rough estimate of the overall timing stability by evaluating a few points in the 
interference fringe. Since the accuracy of displacement measurement in SS-OCT is greatly 
affected by the timing stability, it is of necessity to characterize all the emitting wavelengths 
quantitatively. The quantification of timing stability profile can provide useful information for 
SS-OCT applications that require highly accurate phase measurement. Specifically, it can aid the 
selection of laser for phase sensitive applications and identify the optimal sweep range that yields 
the highest phase stability. Using this method, we were able to select the most stable swept 
source laser for cellular activity imaging, superior to broadband lasers, as presented in the next 
chapter. This method will provide a powerful tool for the development of phase sensitive 
interferometric system. broadband 
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CHAPTER 5 
Spatial Mapping of Ciliary Activity 
In this chapter, we present a spectrally-encoded microscopy system that has been improved and 
optimized from previous designs in order to detect the activity of ciliary cells in the respiratory 
and reproductive systems. First we will introduce the significance of such a system as it applies 
to disease diagnosis and tracking in section 5.1. Then we will go into the details of our system 
design in section 5.2. In section 5.3, we discuss the Fourier domain analysis method for 
visualizing and quantifying the spatial ciliary beat frequency, which acts as a measure for the 
health of ciliary cells. In section 5.4, we present our study of ciliary activity changes that occur 
with different external stimuli in the respiratory system, such as temperature and drug 
administration. In section 5.5, we discuss the ciliary function in the female reproductive system 
and its response to different conditions. Finally we conclude with a summary in section 5.6.  
 
5.1 Introduction: 
Ciliary motion in the upper airway is the primary mechanism by which the body transports 
foreign particulate out of the respiratory system in order to maintain proper respiratory function. 
Similarly, ciliary cells line the walls of the female fallopian tubes, where they move in a 
synchronous manner to generate the primary driving force for oviduct tubal transport, which is 
an essential physiological process for successful pregnancies. Malfunction of the cilium in the 
fallopian tube may increase the risk of infertility and tubal pregnancy that can result in maternal 
death. While the physiological function of the cilia differs depending on its location inside the 
body, in both cases the ciliary beating frequency (CBF) is often disrupted with the onset of 
disease as well as other conditions, such as changes in temperature or in response to drug 
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administration. Recent studies show that CBF holds the key to evaluating ciliary health, but 
current technology is lacking in its detection.  While many ex-vivo studies have been carried out 
using bright field microscopy, this technique is not feasible for the in-vivo investigation of 
oviduct ciliary beating frequency.  
 
In order to overcome these limitations and perform in-vivo studies, optical coherence 
tomography (OCT) (98) was recently applied on ciliary motion imaging, taking advantage of its 
micron scale resolution, real time imaging capability, and potential for endoscopic imaging. 
Given these powerful features, the study of ciliary functions moves from the dish plate to its 
natural environment, and demonstrates the feasibility of using OCT to investigate ciliary activity 
in-vivo (93, 99). Specifically, a high resolution OCT endoscope is inserted into either the 
respiratory or uterus cavity to perform continuous acquisition at one cross sectional site, so that 
the intensity fluctuations caused by ciliary activity can be visualized over time. Although CBF 
can be estimated from the variations in OCT intensity, the synchronicity between different cilia 
cannot be easily investigated to study CBP. Additionally, the limited imaging speed of OCT 
prevents it from obtaining complex ciliary pattern with a large en-face FOV. 
 
To further expand the effectiveness of using an OCT system in imaging ciliary activity, our group 
used a phase resolved Doppler optical coherence tomography (PRD-OCT) technique to probe the 
beating direction and speed of cilia. PRD-OCT is well known for its capability of measuring 
microscopic particle movement with pico-meter sensitivity (36, 40-42, 100), and is proven to be 
a powerful tool in visualizing accurate ciliary dynamics by providing not only its transient 
position but also the relative speed and direction of the ciliary beat (96). Therefore, the beating 
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phase of different cilia can be simultaneously monitored to study their synchronicity and beating 
patterns.  
 
In addition, the velocity imaging ability of PRD-OCT also benefits ciliary studies by enhancing 
the contrast of moving cilia versus other stationery tissue components, and may possibly aid in 
locating the ciliated area within the entire cavity during in-vivo experiments. However, to 
visualize spatial-temporal cilia activity using OCT requires a two dimensional beam scan (101). 
Because the rate of the spatial scan must be at least two times greater than the CBF for effective 
measurements according to the Nyquist theory, there is a limitation on the number of scanning 
points, which limits the lateral FOV.  
 
A spectrally encoded interferometer (SEI) is capable of lateral 2-D imaging with a single axis 
beam scan (102, 103), which allows for en face imaging at a speed comparable with OCT B-
Scans. We report on a swept source spectrally encoded interferometric microscopy (SS-SEIM) 
system to obtain the enface image of cilia beating frequency and pattern at high speed. Pilot 
studies have demonstrated Doppler SEI imaging using a broadband laser (155-157), while we 
have optimized the design by using a high speed swept source laser as the light source. Recent 
studies have suggested that swept source based low coherence interferometry can provide faster 
imaging speed, more robustness against fringe washout, comparable sensitivity and resolution 
when compared to the interferometry based on a broadband laser (119, 121, 158-160). With a 
swept souce laser of 100kHz, we are able to achieve 100 frames per second (fps) over an enface 
image area up to 1 mm2. To achieve similar en-face imaging speed, traditional D-OCT image 
would require swept source laser with a swept rate over 100 MHz, which is not currently 
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available. This is the first study to map the spatial-temporal ciliary activity using a SS-SEIM 
system to the best of our knowledge, and opens up the possibility of investigating spatial ciliary 
beating frequency and pattern in-vivo.  
 
5.2 Spectrally-encoded microscopy system design 
The swept source spectrally encoded interferometric microscopy (SS-SEIM) system has been 
developed using a vertical-cavity surface-emitting laser (VCSEL) based swept source OCT 
system as shown in figure 5.1.  
 
 
Figure 5.1. System setup for spectrally encoded interferometric microscopy. OC1-OC2: optical 
coupler, C1-C2: circulator, CO1-CO2: collimator, OA: optical attenuator, M1-M2: mirror, BD: 
balanced detector, GR: diffraction grating (1145 lines per mm), L1-L4: achromatic lens, L5: 0.4 
NA objective lens, G1: galvanometer, FP: focal plane  
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The center wavelength of the system is 1.3 um, and the A-line rate is 100 kHz. The lateral 
resolution and displacement sensitivity are measured to be 1.2 um and 0.3 nm, respectively. The 
sample arm is replaced by a spectrally encoded microscopy setup, which allows for simultaneous 
sample illumination with a single mode fiber input. The light in the sample arm is first 
collimated and diffracted by the diffraction gratings, yielding a line pattern as the laser sweeps 
through its full bandwidth. The 1-D galvanometer mirror G1 scans the wavelength encoded line 
of light in its perpendicular direction to produce en face optical imaging. Two optical relays are 
employed to center the line of light on to the galvanometer mirror and the back focal point of the 
objective lens, hence ensuring a flat scanning plane on the sample surface. After, a focused line is 
illuminated on the sample through the objective, where different wavelengths are focused on 
different locations of the sample based on their diffraction angles. The collected back scattered 
light interferes with the reference light to form an interferogram which is detected by a balance 
detector. The system is capable of real time en face displacement imaging at up to 100 fps with 
1000 A-lines per image and 2048 pixels per A-line, providing a FOV of approximately 480 x 750 
um. The axial displacement sensitivity was measured using the self-interference signal from a 
1mm thick microscope slide based on the method described in (127). We have recently evaluated 
the phase variation of the interference signal and found out that the standard deviation of the 
phase variation, ∆ϕ(t) , is approximately 2 mrad, corresponding to a displacement error of 
~0.155nm by using the Doppler equation. 
 
5.3 Fourier domain analysis for spatial ciliary beat frequency 
The phase resolved Doppler (PRD) method is able to visualize the ciliary motion by analyzing 
the interferometric data (96). Specifically, the PRD algorithm defines a linear relationship 
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between the ciliary displacement, ∆𝑑, and the temporal phase change, ∆𝜑, of the interferogram. 
Equations 5.1 and 5.2 demonstrate the PRD theory to estimate sample displacements within one 
fast scan using the digitized SEIM signal.  
∆𝑑(𝑥, 𝑡) =
𝜆
4𝜋𝑛
∗ ∆𝜑(𝑥, 𝑡)     (Eq. 5.1) 
∆𝜑(𝑥, 𝑡) = 𝜑(𝑥, 𝑡 + ∆𝑡) − ∆𝜑(𝑥, 𝑡)    (Eq. 5.2) 
Where 𝑛 denotes the reflective index, 𝜆 denotes the wavelength, x denotes the fast axis, and 𝑡 
denotes the time. Since SEIM splits wavelengths in the fast scan axis, 𝜆 corresponds to the fast 
axis, x. In this study, we measure the inter-frame displacement and therefore the frame rate 
determines the sampling interval, ∆𝑡. To fully resolve the periodical activities of the cilia, the 
system oversamples the ciliated tissue at 100 fps, which allows for frequency measurements of 
up to 45.5 Hz.  
 
Using the concepts of PRD, the complete processing algorithm follows the flow chart shown in 
figure 5.2. First, the algorithm utilizes the Hilbert Transform to generate the analytical form of 
the raw SEIM signal, from which the phase term can be extracted. Second, the PRD algorithm 
converts the phase value to the displacement information using equation 5.1. By performing 
these two steps on every spatial position, algorithm can eventually map out the en face 
displacement images over time.  
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Figure 5.2 Processing algorithm for SEIM system. a) Conversion of the raw signal to its 
analytical form using the Hilbert Transform. b) Extraction of the phase term and calculation of 
the displacement using the phase resolved Doppler algorithm. c) En face displacement images of 
a ciliated area over time. 
 
Using a Cooley-Tukey and Bluestein fast Fourier Transform (FFT) to implement the Hilbert 
transform, the total time complexity to obtain an en face displacement map is 𝑂(𝑀𝑁 log2 𝑁 ), 
where M is the number of A-lines per image and N is the number of points per A-line. One 
method to increase the processing speed is to parallelize the algorithm, which can reduce the run 
time by a factor of 𝑀𝑁 in theory. First, the parallelized algorithm processes all of the A-lines 
simultaneously, accelerating by a factor of M. Second, it is possible to break down most steps of 
each A-line processing into N parallelizable sub-problems, so that the resulting total reduction in 
run time will be approximately MN. In this study, we utilized two GPU’s (graphic processing 
unit) to parallelize the algorithm and achieved real time displacement imaging of up to 100 fps 
with 1000 x 2048 pixels. 
 
The en face displacement images enable analysis on both the ciliary beat pattern and the CBF. 
The spatial and temporal pattern can be visualized directly from the temporal en face (figure 
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5.3a) and M-mode images (figure 5.3b). Figure 5.3c shows the displacement at a single ciliated 
site, and figure 5.3d is the corresponding Fourier domain analysis showing the CBF at the peak 
of the plot. By performing the Fourier domain analysis over the entire field of view, the spatial 
CBF can be visualized as demonstrated by figure 5.3e. Additionally, the histogram analysis in 
figure 5.3f can help visualize the mean and standard deviation of the spatial CBF image.  
 
 
Figure 5.3 Analysis method for spatial ciliary activity. a) Temporal displacement images showing 
periodical ciliary activity. b) M-mode displacement of a single fast scan. c) Quantitative 
displacement at a single location. d) Spectrum of the displacement showing the ciliary beat 
frequency (CBF) at its peak. e) Spatial mapping of CBF. f) Histogram of the CBF. 
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For this initial feasibility study, variations in the CBF were observed within a spatial region. 
While some differences in CBF are expected across a sample, it would be worthwhile to more 
closely analyze the origin of these variations to better understand ciliary motion. It was also 
obvious that some cilia were beginning to degrade and were no longer moving in a synchronized 
manner with each other. These randomly moving cilia contributed to noise within the sample and 
the measured CBF. Future in-vivo studies can help better explain the loss of synchronicity and 
spatial changes in CBF by eliminating the tissue degradation and freshness factors.  
 
The two primary challenges of translating this technology to in-vivo studies are the noise factor 
and the clinical adaptability of the scanner. Bulk motion from breathing is expected to have a 
large impact on the data. However, since noise from breathing is largely characterized by a low 
frequency bulk movement, frequency analysis can be utilized to eliminate these factors. The 
current system sample arm and scanner unit is bulky and unsuitable for in-vivo studies. However, 
a handheld probe based design is currently under fabrication to ensure clinical adaptability in the 
next study.  
 
5.4 Ciliary activity in the respiratory system 
Rabbit tracheal samples were harvested from freshly euthanized male New Zealand white rabbits 
under the approval of the Animal Care and Use Committee (IACUC) at UC Irvine. The tissues 
were immediately submerged in Hanks Balanced Salt Solution (HBSS) and kept at room 
temperature of approximately 23 °C. Soft tissue was carefully dissected from the outer surface of 
the trachea to ensure an even surface for imaging. The tissue was cut along the long axis of the 
trachea to reveal the mucosal surface for imaging, and then secured down with pins onto a 
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silicone-lined petri dish. A layer of HBSS was added to the dish to mimic the natural tissue 
environment and minimize disruption of ciliary motion. Finally the sample was moved to the 
imaging stage where it was placed on a temperature-controlled hot plate for temperature 
regulation during imaging as shown in the figure 5.4.  
 
 
Figure 5.4. Photograph of ex vivo imaging setup. 
 
During imaging, the line scan was made to focus on the cilia layer on the top surface of the 
trachea sample. In addition to synchronized ciliary motion, some random ciliary movements 
were also observed at certain parts of the sample. For the purpose of measuring the CBF, we 
focus on the regions with synchronized motion. The ciliary motion is visualized in real-time and 
the region of interest can be identified and imaged efficiently.  
 
The tracheal sample was acquired as described in the methods section and a region with 
synchronized ciliary motion was identified. SEIM Enface imaging was done while increasing the 
temperature of the sample from room temperature to 33 °C. The raw line-scan Doppler SEIM 
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images are shown in figure 5.5a-c, where the same area of interest is imaged at 27 °C, 30 °C, and 
33°C, respectively. Different colors correspond to the change in the phase amplitude and the 
direction of the ciliary motion, which is directly proportional to the velocity of the motion. For 
different temperatures, the time at which the cilia complete a single power stroke cycle can be 
distinguished. The duration of the phase cycle can be estimated to be approximately 0.132 s for 
27°C, 0.11 s for 30 °C, and 0.088 s for 33 °C. These results show that the CBF increases with 
temperature as expected from previous literature (96). 
 
 
Figure 5.5. Cilia motion at different temperature. a) Synchronized cilia cycle from 0 to 0.2 s at 
27 °C, b) at 30 °C, c) at 33 °C.  
 
Since the spatially encoded data is continuously collected over 6 seconds, the temporal data can 
also be extracted. The temporal profile or M-mode at each spatial location can be measured 
along the depth direction. It is important to note that the line scan system has advantages in 
visualizing lateral spatial and temporal information, but sacrifices depth information and can 
only image superficial structures. However, for thin samples like cilia, tens of microns in depth 
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are more than sufficient. An example of the temporal profile at one line under the 3 temperature 
conditions is presented in figures 5.6a-c. The phase is averaged across the entire depth of view 
and drawn out in figures 5.6d-f. Although the phase amplitude varies depending on the angular 
fluctuations of the sample and noise, the CBF is mostly consistent. In order to quantitatively 
determine the CBF at that particular location, a FFT is performed on the phase plot to yield the 
frequency plots in figures 5.6g-i. The peak frequency occurs at 9 Hz, 12 Hz, and 13 Hz for the 
27 °C, 30 °C, and 33 °C cilia samples respectively.  
 
 
Figure 5.6. Analysis on the airway ciliary movement at a single location. a-c) raw phase data 
over depth, d-f) mean phase plot of raw data, g-i) Frequency distribution after FFT.  
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With the same data processing method, the temporal data is analyzed at each spatial location to 
yield the spatially coded CBF maps as shown in figures 5.7a-c for the three temperatures 
respectively. The same region was imaged for all three conditions, where there appeared to be 2 
separate bodies of synchronized cilia, marked by the yellow and red boxes. Small changes in the 
CBF can be observed between the two spatial regions at each temperature. With the increase in 
temperature, the CBF of all cilia increased as expected, and the means and standard deviations of 
both regions at each temperature have been plotted in figure 5.7d. The mean values ranged 
between 7.4 Hz and 13 Hz, all reasonable values for mammalian CBF. A general upward trend 
can be concluded between the CBF and the temperature. 
 
 
Figure 5.7 Spatial distribution of CBF with changes in temperature. a) at 27 °C, b) at 30 °C, c) at 
33 °C with the same corresponding region,  d) CBF analysis of yellow and red regions. 
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For the next experiment, the effects of lidocaine administration were studied. In general, 
lidocaine is a local anesthetic that is expected to significantly slow down ciliary motion and 
mucus transport. For this experiment, all samples were kept at 27 °C. A solution of 2% lidocaine 
was applied to the sample and imaging took place after 5 minutes. The raw enface images for the 
baseline measurement and after lidocaine application are shown in figures 5.8a and 5.8b, 
respectively. While the baseline cilia completed a full power stroke cycle in approximately 0.14 
s, the lidocaine-treated cilia is not even halfway through the cycle in the same amount of time. 
Again, the temporal or M-mode data is plotted at every spatial location, yielding in the examples 
shown in figure 5.8c and 5.8d for the baseline and lidocaine-treated cilia, respectively. From the 
temporal data, it is evident that the frequency decreased significantly after lidocaine 
administration. The displacement plot was generated using the average phase over the entire 
depth and FFT was performed to calculate the frequency peak at each location. Finally, the 
spatial map can be visualized in figures 5.8e and 5.8f, which are before and after drug 
administration respectively. The mean and standard deviation for the baseline and treatment data 
were calculated using the CBF from each spatial location where cilia is present, and plotted in 
figure 5.8g. The mean CBF before treatment was 7.2 Hz and decreased to 2.7 Hz after treatment. 
As shown in the spatial map, many of the cilia stopped moving altogether after lidocaine was 
applied, while others merely slowed down. Only the active cilia were taken into account when 
calculating the mean CBF and standard deviation. 
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Figure 5.8. Effect of 2% lidocaine treatment on CBF. a) Synchronized cilia cycle from 0 to 0.2 s 
for baseline sample at 23 C. b) Synchronized cilia cycle from 0 to 0.2 s for treatment sample at 
23 C. c) Raw phase data of baseline data. b) Raw phase data after treatment. Note that most of 
the cilia were no longer active after treatment, and a small region of active cilia was used for 
analysis. e) Spatial distribution of CBF for baseline sample. f) Spatial distribution of CBF for 
treatment sample. g) CBF analysis of entire region. 
 
Ciliary activity in response to albuterol, which is commonly used to increase respiratory 
function, was also investigated to further verify the system effectiveness. According to previous 
reports about the effects of albuterol on ciliary tissue (96, 161-163), CBF is expected to increase 
with the introduction of the drug. Similar to the lidocaine experiment, a rabbit trachea sample is 
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kept at room temperature and the baseline data is first recorded when the sample is placed in 
HBSS buffer only. Then the buffer is replaced with a 0.3% albuterol solution as mentioned in the 
methods section, and imaging was performed after approximately 1 minute. As shown in figure 
5.9, the spatial CBF for the experimental group increased across the region of interest from a 
baseline of 5.64 Hz to 6.13 Hz. 
 
 
Figure 5.9. Effect of albuterol treatment on CBF. a) Spatial distribution of CBF for baseline. b) 
Spatial distribution of CBF for sample treated with 0.3% albuterol. c) Spatial distribution of CBF 
for sample treated with 0.6% albuterol. d) CBF analysis of entire region. 
 
We then added more albuterol to the buffer to achieve a 0.6% drug concentration. As expected, 
the overall CBF increased again to 6.7 Hz. In addition, more regions of ciliated cells are 
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activated and contribute to a more synchronized ciliary activity within the same imaging area. 
The mean and standard deviation values are calculated and plotted in figure 5.9d.  
5.5 Ciliary activity in the reproductive system 
In order to visualize and register the spatial and temporal ciliary movement, en face images have 
been taken continuously at the surface of the ciliated layer. By integrating the PRD algorithm, 
the system can provide high contrast between actively moving cilia and the static background. 
The GPU accelerated imaging program further enables instant feedback (detection of active 
cilia), which allows for real time positioning and alignment over the entire surface of the sample. 
During the imaging, we have observed both synchronized and unsynchronized ciliary motion. 
For studying the spatial CBF, we focus the study only on the areas with synchronized ciliary 
activity.  
  
To understand the influence of temperature on the oviduct cilia, we have performed SEIM 
imaging on the oviduct sample with varying temperature conditions at 23 °C, 26 °C, 29 °C, and 
32°C, respectively. The preparation of the sample follows the procedure as described in the 
methods section and en face displacement images was taken at a region of synchronized ciliary 
activity for a period of 6.4 s. Figure 5.10 shows the time-series displacement images at the same 
region under different temperature conditions, and the colors correspond to the amplitude and 
direction of the displacement, where black represents minimal displacement while red and blue 
show opposite displacement directions. The images visualize a full cycle of the synchronized 
motion from a cluster of active cilia, and the time to complete a power stroke seems to decrease 
with increasing temperatures.  
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Figure 5.10. Periodical oviduct ciliary activity at different temperature. a-d) Coordinated ciliary 
beating cycle from 0 to 0.17 s at 23 °C, 26 °C, 29 °C, and 33 °C respectively. 
 
Based on the sampling theory, the resolution of the frequency is proportional to the reciprocal of 
the sampling time. In order to accurately measure the CBF and differentiate the subtle CBF 
changes over temperature, the en face images were continuously acquired at 94 Hz for 6.4 
second, providing a frequency resolution of approximately 0.1 Hz. The M-mode images clearly 
visualize the complete ciliary beating cycle, demonstrating the sufficiency of the sampling rate. 
The temporal profile in figure 5.11a is generated by vertically averaging all the M-mode images. 
Although the magnitude of the ciliary beats fluctuates in the temporal profile, the duration of 
each cycle seems to be consistent at each temperature. Therefore, it is feasible to use the Fourier 
transform to analyze the beating frequency. The Fourier transform was then performed on the 
temporal profile, and the CBF can be identified by the peak. The value of the CBF has been 
calculated to range from 12Hz to 15Hz with increasing temperatures.  
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Figure 5.11 Analysis on the oviduct ciliary movement at a single location. a-d) Temporal 
displacement for an A-line within the ciliated area, e-h) Temporal displacement at the 
corresponding site, i-l) Spectrum after FFT, where the peak frequency corresponds to the CBF.  
 
By performing the frequency analysis on all of the locations within the ROI, the spatial CBF can 
be mapped out as shown by figure 5.12a. The color bar on the top corresponds to different CBF. 
At each temperature, it is obvious that the CBF is mostly uniform within the patch of cilia, 
indicating synchronized ciliary beats. The region showing a large variance of CBF likely 
corresponds to asynchronized ciliary motion, which is expected to have varying frequencies. 
When increasing from 23 °C in figure 5.12a to 26 °C in 5.12b, it seems that the higher 
temperature played a role in activating more synchronized ciliary cells. Lastly, significant 
increases in the CBF can be observed from the spatial maps when increasing the temperature 
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from 23 °C to 33 °C. Figure 5.12e summarizes the mean values of the CBF, and although there 
are some deviations within each group, the overall trend is consistent. The histogram analysis 
was performed only in the area with synchronized ciliary motion. We conclude that the 
temperature has a positive impact on ciliary activity. 
 
 
Figure 5.12 Spatial oviduct CBF at different temperature. a-d) Spatial distribution of the CBF at 
23 °C, 26 °C, 29 °C, and 33 °C respectively. e) Histogram of the CBF at different temperatures. 
 
According to previous studies, lidocaine is an anesthetic that can depress the ciliary activity in 
the respiratory tract. Recent studies indicate that it is able to reduce the CBF, and further de-
ciliated the epithelium. Since the structure of the oviduct cilia is essentially identical to that of 
the respiratory cilia, lidocaine is expected to have a similar effect. The lidocaine experiment 
follows the procedure as describes in the method section, where 2% lidocaine was applied to the 
sample at room temperature. SEIM images were acquired at a same patch of cilia for a duration 
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of 6.4 s before and after the lidocaine administration. By performing the Fourier domain analysis 
on the entire ROI, the spatial CBF maps can be generated as shown by figures 5.13a-b.  Figures 
5.13a and 5.13b show the spatial CBF distributions at baseline and after lidocaine administration 
respectively. Lidocaine application decreases the overall CBF. Additionally, the area of active 
cilia also decreases after lidocaine application, indicating deactivation of the ciliary cells. The 
results can be summarized in figure 5.13c, which confirms the negative influence of lidocaine on 
ciliary activity and the feasibility of the SEIM system in detecting changes in the CBF.  
 
 
 
Figure 5.13 Effect of 2% lidocaine administration on the Oviduct CBF. a-b) Spatial CBF maps 
before and after lidocaine administration. c) Histogram showing the mean and standard deviation 
of the CBF for the control and experimental conditions. 
 
One major challenge for the clinical translation of this technology is the reduction of bulk motion 
during the imaging. Because the PRD method is sensitive to bulk motion, it may result in 
unexpected noise for the CBF measurements. One way to reduce the bulk motion is to 
mechanically stabilize the imaging probe using an inflatable balloon. However, contact between 
the balloon and tissue may affect the ciliary activity and introduce error. Since the PRD method 
measures the sample displacement relative to the reference reflector, we can eliminate the bulk 
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motion in the measurement by compensating the bulk motion dynamically. In particular, we can 
measure the bulk motion from a non-ciliated region and use it as the reference to eliminate the 
bulk motion 
 
5.6 Summary 
We have demonstrated a novel method of spatially mapping the CBF and ciliary motion with 
high speed, high resolution Doppler SEIM. With this line-scan system, we are able to acquire 
real-time en face images of the cilia and analyze the synchronicity of the motion in the trachea 
and the oviduct. The feasibility of the technique has been verified through the experiments with 
varying temperatures and drug administration. A general trend was observed between increases 
in the external temperature and increases in the CBF. In addition, the CBF decreased 
significantly after application of lidocaine and an increasing trend was observed with the 
introduction of albuterol. Compared to existing technology, the SEIM system provides a more 
suitable FOV and the potential for ciliary endoscopy inside the respiratory system and the 
fallopian tube. Although bulk motion may be an obstacle for future in-vivo studies, it can be 
resolved by a feedback-controlled reference arm or a mechanical stabilizer. This study will serve 
as a stepping stone toward the clinical translation of the PRD-SS-SEIM technique to aid in the 
study of CBF as pertaining to the airway and reproductive system. 
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CHAPTER 8 
Summary and Future Directions 
8.1 Current study and limitation 
This Ph.D. dissertation presented two imaging systems based on the principles of phase-resolved 
Doppler OCT that cater to unmet needs in the biomedical imaging field. Using the displacement 
information that was extracted from PRD-OCT, the elasticity of the posterior eye was detected 
and quantified in both ex vivo and in vivo animal models. PRD-OCT also provides motion 
detection algorithms that were able to detect the ciliary activity in both the respiratory and 
reproductive systems.  
 
A method of confocal shear wave OCE imaging was developed to address the early detection of 
mechanical changes inside the eye globe. With the novel confocal set up, it was possible to 
minimize the exposure of the ultrasound force to the sensitive retinal layers, while at the same 
time provide the highly sensitive phase and displacement information required to calculate the 
elasticity. This was a significant improvement over previous elastography systems, especially in 
the capability of directly calculating the quantitative Young’s modulus of the posterior eye tissue 
rather than relative values. The ARF-OCE technique developed allows us to image and 
characterize the biomechanical properties of posterior eye noninvasively. Current limitation of 
the technique was that the imaging speed of the acquisition camera was too slow to capture the 
stiffer layers of the retina. In order to provide faster phase imaging, it was necessary to step away 
from broadband lasers and focus on swept source lasers that were much faster. 
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In the transition away from broadband lasers, a major hurdle lied in the phase instability of swept 
source lasers. To address this concern, we developed a method of measuring the phase stability 
using a simple algorithm to detect the phase jittering of the system. With this technique, we 
measured two different swept source lasers that were readily available, and concluded that swept 
source lasers have improved much over the years and may even be superior to broadband lasers 
in terms of phase stability. With that knowledge, we moved to a swept source based phase 
resolved imaging system. 
 
The SS-SEIM system was developed and achieved the goal of high resolution en face imaging to 
meet the needs of ciliary activity tracking. This technology provided high resolution on par with 
microscopy techniques and also high speed with a line scan sweeping method. We were able to 
spatially visualize the ciliary beating and their changes over different experimental conditions, 
matching the expected results as presented in previous literature. We demonstrated the feasibility 
of the SS-SEIM system in imaging the ciliary health in both the respiratory system and the 
female reproductive system. However, the current system configuration is somewhat bulky for 
in-vivo study, and requires a floating table to eliminate the bulk motion in the sample which is 
infeasible for live animals due to their voluntary movement. It is thereby necessary to 
incorporate the SS-SEIM system in an endoscope design and develop a method to automatically 
cancel the bulk motion during investigations on live beings. 
 
As a part of this dissertation, both the confocal shear wave ARF-OCE system and the SS-SEIM 
system underwent development and feasibility studies. With the success of these studies, several 
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potential projects stemmed and are currently expanding. We will cover a few of these ideas in the 
next sections.  
 
8.2 Future directions: Spectrally encoded endoscopy 
The ultimate goal of SS-SEIM is to perform in vivo diagnosis and tracking of disease. As briefly 
discussed earlier, the current microscopy setup is much too bulky and cannot be easily adapted 
for in vivo tissue imaging. As the next step, we proposed a SEIM rigid hand-held probe for in-
vivo imaging of ciliary activity inside the nasal cavity as shown below, as well as 2 methods of 
bulk motion removal as discussed below. 
 
 
Figure 6.1 Rigid handheld SEIM Probe 
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Figure 6.1 demonstrates the design of the rigid handheld probe for SEIM imaging. The gratings 
deflects and scans the collimated light along the fast axis, and the galvanometer mirror acts as 
the slow scan driver. Two pair of lens L1-L2 and L3-L4 centers the light on the galvanometer 
mirror and the back focus of the high NA objective, ensuring flat optical illumination on the 
sample. The GRIN rod relays the optical illumination to the distal end, allows for nasal cavity 
imaging with high NA illumination. A rod mirror will be mount on the distal end to perform side 
view imaging. A rotational mount, together with a metal tube will hold the GRIN rod and rod 
mirror assembly and control the region of interest. The rigid tube was chosen for this application 
since it allows for more stable imaging than a flexible probe (99) and thereby minimize the bulk 
motion that may overwhelm the ciliary motion. Other features that may be implemented on the 
endoscope are a position guiding system on the hand-held probe, a confocal endoscopic camera, 
and a stabilization system.  
 
 
Figure 6.2 Open loop control system. ∆𝑍𝑅 , ∆𝑍𝑠 : optical path length change in reference and 
sample back scattering light respectively, ∆𝑑𝑐, ∆𝑑𝑛: ciliary motion and bulk motion respectively, 
∆𝑑∗𝑛 : sample motion detected by a motion sensor, ∆𝑑
∗ : sample motion detected by PRD 
measurement,  A: arbitrary constant. 
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With a handheld portable probe, the bulk motion is expected to increase and create possible 
issues with data acquisition. Since both ciliary motion ∆𝑑𝑐 and bulk motion ∆𝑑𝑛 can contribute 
changes to the optical path length (OPL)  𝑍𝑆, it is necessary to eliminate the influence of bulk 
motion in order to obtain PRD measurement on ciliary motion only. To cancel the bulk motion 
induced OPL change, we can change the OPL of reference arm ∆𝑍𝑅 along with the bulk motion, 
so that the total OPL change will only depend on ciliary motion. An open loop control system 
requires an extra motion sensor to measure the bulk motion ∆𝑑𝑛
∗  and an actuator to change the 
reference arm OPL accordingly.  
 
We can further utilize the PRD measurement as the feedback to cancel the bulk motion using a 
closed loop configuration, which cancels the OPL change induced by the bulk movement. It is 
possible to extract the bulk motion from the PRD measurement because its characteristics are 
highly different from ciliary motion in term of intensity, frequency, and spatial distribution. 
Thereby, the control system can use the extracted bulk motion ∆𝑑𝑛
∗  to control the reference OPL 
change so as to minimize the bulk motion induced OPL change. Prior study integrated a balloon 
stabilizer on the endoscope to ensure stable measurement (99). However, the contact between 
infiltrated balloon and ciliated tissue may affect the ciliary activity and pose a negative impact on 
the effective of measurement. Plus, the balloon-based solution may increase the overall screening 
time in the way that images cannot be taken before the balloon is fully infiltrated. Herein, the 
OPL control system does not need mechanical stabilizer, so that allows for noncontact real time 
ciliary imaging. 
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Figure 6.3 Closed-Loop control system. ∆𝑍𝑅, ∆𝑍𝑠: optical path length change in reference and 
sample back scattering light respectively, ∆𝑑𝑐, ∆𝑑𝑛: ciliary motion and bulk motion respectively, 
∆𝑑∗: sample motion detected by PRD measurement, A: arbitrary constant. 
 
8.3 Future directions: Optical nerve head OCE 
Our group first demonstrated the feasibility of using confocal shear wave ARF-OCE to map out 
the mechanical properties of the central retina in excised and in-vivo animal tissues. In the next 
step, we propose to look at the mechanical elasticity of the optic nerve head (ONH) region on the 
posterior eye, and how it changes during the onset and progression of glaucoma. Several 
challenges were presented due to the high stiffness of the optic nerve region, the off-center 
location of the ONH on the posterior eye, and the distortion of the acoustic and optical beams 
caused by the unique structures of the angled anterior eye. The speed of the shear wave 
propagation increases with the stiffness, and our OCE system limitation lies in the detection 
speed of 50 k A-lines per second. In order to capture the high speed propagation, we increased 
our detection range to 2 mm. The distortion of the ARF-OCE beams were corrected by re-
aligning the ultrasound and OCT beams for individual samples while avoiding certain less 
transparent structures in the anterior eye such as the iris.  
 
Experiments were performed on freshly excised New Zealand White rabbit eyes within 1 hour of 
death. The anterior portion was kept intact to preserve the structure and intraocular pressure of 
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the eye. The optic nerve was clipped approximately 3 mm away from the eye globe in order to 
avoid mechanical damage to the sample. The eye globe was placed in a silicon holder with the 
optic nerve in direct view, submerged in PBS, and secured onto the imaging stage. The structural 
OCT image of the entire optic nerve is shown in figure 6.4a, where the dip represents the nerve 
fiber region. The red box is magnified and shown in figure 6.4b, where the dotted line serves as 
an approximately boundary between the peripheral retina and the optic nerve head. The shear 
wave is applied at the dotted line and propagates to the left (peripheral retina) and right (optic 
nerve) simultaneously. Figures 6.4c-e show the Doppler OCE images at different time points of 
the wave propagation. It is noted that the wave traveled through the ONH region at a much faster 
speed, reaching the end of the optic nerve region before getting through half the distance of the 
peripheral retina region. In order to better analyze the difference, an en face projection of the 
propagation is shown in figure 6.4f, where the x-axis corresponds to the b-scan location and y-
axis is the time. By measuring the ratio of the distance versus time, the velocity of the peripheral 
retina region was 7.9 m/s, which correlates to a stiffness of 187 kPa. The ONH region had a 
shear wave velocity of 27.9 m/s, and a stiffness of 2.34 MPa.  
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Figure 6.4 Confocal shear wave ARF-OCE results for the optic nerve head (ONH) and adjacent 
peripheral retina. a) OCT image of optic nerve head region. Red box is magnified in figures b-f. 
b) OCT image where the shear wave was applied axially at the dotted red line, to the right is the 
ONH region and left is the peripheral retina. Doppler OCT figures c) 22 us, d) 44 us, and e) 66 us 
after shear wave is induced. F) En face projection of shear wave propagation over time. Scale bar 
= 200 um. 
 
The preliminary results confirm the feasibility of using the confocal shear wave ARF-OCE 
approach to quantify the mechanical elasticity of the ONH to characterize and better understand 
the mechanisms of glaucoma. For the next step, we propose to set up a simple system to alter the 
intraocular pressure (IOP), and conduct both in-vivo and ex-vivo experiments to detect the 
stiffness of the optic nerve region while controlling the IOP.  
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8.4 Future directions: Single-shot shear wave ARF-OCE 
The current confocal shear wave OCE method successfully reduces the exposure of the tissue to 
the excitation source compared to compressional wave imaging and modulation methods. 
However, due to safety concerns with ARF excitation force on the fragile layers of the retina, a 
future direction is to further reduce the exposure by using a single-shot shear wave excitation 
pulse. This requires a high image acquisition speed, which has been made possible by the recent 
development of MHz swept source lasers. Since we have shown through the phase quantification 
studies that the phase stability of swept source lasers is comparable to that of broadband lasers, 
this opens up the door for utilizing the MHz swept source lasers in the phase-resolved Doppler 
imaging and elasticity detection.  
 
The proposed excitation scheme is depicted below in figure 6.5. A single shot ARF beam is 
exerted on the sample, causing the propagation of shear wave along the x and y axes. With a 
MHz A-line imaging speed, it is possible to perform fast axis scanning across the entire OCT 
field of view and calculate the shear wave velocity at each spatial location. With this 
information, it is possible to obtain an elasticity map of the tissue with a single excitation pulse. 
This technique will be crucial in the clinical translation of the ARF-OCE technology, due to its 
safe exposure levels and fast imaging time. 
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Figure 6.5 Scanning scheme of shear wave tracking in 2D space. (a) Schematic of the ARF 
excitation and OCT detection. The acoustic force is parallel to the OCT detection beam, and the 
OCT B-scan is performed along the X axis. (b) Timing diagram 
 
8.5 Summary 
This Ph.D. dissertation demonstrated the developments of PRD-OCT systems to provide 
potential tools for the unmet needs in the field of diagnostic biomedical imaging. Simulations 
and preliminary clinical studies have revealed early indicators for many irreversible diseases, 
such as AMD, glaucoma, and ciliary disorder, which cannot be accessed or sufficiently resolved 
 
 
103 
with traditional method but may be visualized by PRD-OCT. Since PRD-OCT provides micron 
scale resolution, sub-nanometer displacement sensitivity, depth resolved imaging, and the 
capability for in-vivo investigation, it can be a perfect fit for applications on ocular and ciliated 
tissue.  
 
According to the principle of PRD-OCT, there are many tradeoffs between its imaging 
parameters, and it is thereby necessary to analyze the requirements of the applications, identify 
the priorities of different parameters and strategically design the system to meet the demands. 
Ocular applications requires micron axial resolution and sufficient imaging depth to encompass 
the entire ocular layers, while imaging on ciliary activity demands cellular level lateral 
resolution, fast imaging speed, but does not need depth information. Both of the applications 
require ultra-sensitive motion detection, which can be sufficiently provided by a phase sensitive 
PRD-OCT system.  
 
Based on the understandings of these particular applications, we have designed and developed an 
broadband laser based ARF-OCE system to quantitatively assess the mechanical property of the 
in-vivo posterior eye for the first time. However, the in-vivo results have revealed that the speed 
of the broadband laser based system is not sufficient even for the ocular application. Therefore, 
we have tried to optimize the imaging speed by using a swept source laser to drive the system. 
The validation study has suggested that swept source laser can provide faster imaging speed than 
continuous laser while still maintain a comparable performance on other imaging parameters. 
This conclusion leads us to develop the SS-SEIM system to visualize the spatial ciliary activity. 
The system is able to resolve the cellular level periodically ciliary activity at an enface plane, and 
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has demonstrated the first spatial mapping of the ciliary beating frequency to the best of our 
knowledge. 
 
Although both the ARF-OCE and SS-SEIM system has been successfully validated through the 
experiments, there are still few drawbacks that need to be overcome for clinical translations. For 
ARF-OCE technique, we propose to use a super-fast swept source laser to achieve cross-
sectional shear wave visualization with one excitation shot. This will allows us to reduce the 
radiation dosage and enables the visualization of the fast shear wave propagation in stiff ocular 
layer. Additionally, we would like to utilize the current ARF-OCE technique to investigate the 
optical nerve head tissue and study the role of its mechanical property in the pathology of 
glaucoma. For SS-SEIM system, a rigid endoscope and an automatic control method are 
designed to allows for in-vivo study in nasal cavity and get rid of the bulk motion. The 
optimization will enables the clinical trials of this technique and provide a powerful tool for the 
early diagnosis of ciliary disorder. 
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