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Abstract
The Semantic Web eﬀort of W3C aims at enhancing the web with reasoning ca-
pabilities. The approach is to design several tightly related (“layered”) languages
for description of web resources and reasoning about them. This note brieﬂy sur-
veys the roles of the languages proposed so far: RDF, RDF Schema and the Web
Ontology Language OWL, and refers to their known relations to the Description
Logics. The next, not yet existing, layer of the Semantic Web, should be a rule
layer. Several rule languages may be needed, depending on the applications. Horn
logic is often considered a starting point for further extensions. Thus, for adding
rules on top of the web ontology layer a relevant question is how to combine Horn
logic with Description Logics. Some known approaches to this problem are brieﬂy
summarized.
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1 Introduction
A question gaining recently wide interest is how to express meaning of the web
data so that the machines can reason about it, and in this way make possible
more advanced web services. This issue is addressed by the Semantic Web
Activity (http://www.w3.org/2001/sw/) of the World Wide Web Consortium
(W3C). The W3C approach to the Semantic Web aims at deﬁning layered
languages, (see e.g. www.w3.org/2001/09/06-ecdl/slide17-0.html) to be used
as standards for describing the syntax and the semantic aspects of data on the
web. This general idea is sometimes referred to as the Semantic Web tower.
This is a work in progress, where the layers are developed in a bottom-up
manner. However, as pointed out in [17], the idea of “layering” is not very
clear from the formal point of view; that is, it may not be clear how the syntax
and the semantics of a language in an upper layer are related to the syntax
and the semantics in the lower layers.
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The so far deﬁned language layers in the Semantic Web tower, in the
bottom-up order include: XML, RDF, RDF Schema, and Web Ontology Lan-
guage OWL. We brieﬂy discuss their roles as a starting point for addressing a
not yet resolved issue, how to integrate rules in the W3C framework. The role
of rules in the Semantic Web is recently becoming a hot topic (see [19,10,7]).
2 The basic layers of the Semantic Web
2.1 The representation layer.
The base language of the Semantic Web tower is XML [4], the dominant
standard for data encoding and exchange on the web. Essentially the data
represented in XML can be seen as labeled ordered trees. Such trees are
encoded as XML documents with the parenthesis structure marked by tags.
In the context of the Semantic Web XML will be used for encoding any kind
of data, including the meta-data, describing the meaning of application data.
Such meta-data will be described by the languages of the next layers of the
Semantic Web tower.
Several mechanisms have been proposed for deﬁning sets of XML docu-
ments. A standard one is the XML Schema language [20]. The elements of
this language, called XML schemas, are XML documents. Thus, an XML
schema is an XML document deﬁning a (usually inﬁnite) set of XML docu-
ments. This makes possible automatic validation of a given XML document
d with respect to a given schema s, that is automatic check, whether or not d
is in the set of documents deﬁned by s.
Notice, that in this case XML is used both to represent data, and to
represent schemas. In fact, the XML Schema language consisting of all legal
schema documents can also be described by the standard schema so that any
schema document provided by the user can also be validated against this
standard.
The syntax of the languages of the next layers of the Semantic Web is also
deﬁned in XML. This means that the constructs of these languages are encoded
as XML documents, and can be validated against the language deﬁnitions by
standard validators. However, alternative syntaxes, better suitable for the
human, can be provided and can be used as a starting point for deﬁning the
semantics of these languages. In the sequel we will not discuss the XML
encoding of the Semantic Web languages; the interested reader is referred to
the respective W3C documents.
The XML Namespaces [3] and Uniform Resource Identiﬁers [2] are im-
portant standards used in XML and therefore also in the upper layers of the
Semantic Web, which are encoded in XML. They make it possible to create
unique names for web resources. In the upper layers of the Semantic Web
such names may be used as logical constants.
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2.2 RDF and Ontology Languages
The idea of the Semantic Web is to describe the meaning of web data in a
way suitable for automatic reasoning. This means that a descriptive data
(meta-data) in machine readable form is to be stored on the web and used
for reasoning. The simplest form of such description would assert relations
between web resources. A more advanced description, called ontology, to be
shared by various applications, would deﬁne concepts in the domain of these
applications. Usually an ontology deﬁnes an hierarchy of classes of objects in
the described domain and binary relations, called properties.
The Semantic Web tower introduces language layers for describing re-
sources and for providing ontologies:
• The Resource Description Framework (RDF) [13] makes it possible to as-
sert binary relations between resources (identiﬁed by URI’s), and between
resources and literals, which are strings. Such assertions have the form of
triples, called statements, The elements of a triple are called subject, predi-
cate (or property), and object. Usually they are URI references; the object
may also be a literal. A triple can be seen as a kind of an atomic formula
with a binary predicate. However, the vocabulary of RDF does not dis-
tinguish predicate symbols from logical constants: the predicates of RDF
sentences may also appear as subjects and objects. In addition, RDF allows
reiﬁcation of a statement which can then for example be used as the subject
of another statement.
For describing hierarchies of concepts RDF is extended with some built-in
properties interpreted in a special way. The extension is called RDF Schema
[5]. Statements of RDF Schema (RDFS) make it possible to deﬁne hierar-
chies of classes, hierarchies of properties and to describe domains and ranges
of the properties. RDFS allows to deﬁne simple ontologies without using
advanced features of RDF, like reiﬁcation. This is conﬁrmed by analysis of
a number of industrial applications [15].
A model theoretic semantic of RDFS is deﬁned in [11]. As usual, a notion
of interpretation is introduced. However, in contrast to the usual case, an
interpretation not only maps the vocabulary of the language to objects in
the interpretation domain, but also maps some objects of the interpreta-
tion domain, into binary relations on the domain. Thus, an element of the
vocabulary, directly interpreted as an object, may also be additionally in-
terpreted as a relation, called the extension of this object. This is needed for
interpretation of RDF statements where predicates are also used as objects.
• The emerging Web Ontology Language OWL [18] builds-up on RDFS in-
troducing more expressive description constructs. However, as explained in
[17], deﬁning an expressive ontology language as a semantic extension of
RDFS may lead to paradoxes. The design of OWL takes this into account.
OWL has three increasingly expressive sublanguages: OWL Lite, OWL DL
and OWL Full. Among these OWL DL seems to be particularly interesting.
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It is an expressive Description Logic [1]. This makes it possible to built-up
on the existing expertise in the ﬁeld of Description Logic. OWL DL is se-
mantically layered on a subset of RDFS, e.g. predicates cannot be used as
subjects or objects.
2.3 Description Logics
As OWL DL seems to be a practically relevant language we brieﬂy recall some
main ideas of the Description Logics.
Description Logics (DL) is a family of logics proposed as Knowledge Rep-
resentation formalisms. The basic idea is to deﬁne classes of objects from
the domain and binary relations, called properties 2 . Thus, the alphabet of
a Description Logic includes disjoint sets of atomic classes, atomic properties
and individual constants. Class expressions and property expressions can be
created from atomic classes and atomic properties by means of constructors.
Description Logics diﬀer by the allowed constructors.
The atomic formulae of the Description Logics take the form C ≡ D,
P ≡ R, C  D, P  R, C(a), P (a, b), where C,D are class expressions, P,R
are property expressions, and a, b are individual constants. An interpretation
I on a domain ∆ maps any individual constant c into an element cI of ∆, any
atomic class expression C into a subset CI of ∆, and any atomic property P
into a subset P I of ∆×∆. It is extended to non-atomic expressions, depending
on the used constructors, so that each class expression is mapped into a subset
of ∆ and each property expression into a binary relation on ∆. For example,
a commonly used binary class constructor  is interpreted as set intersection,
i.e the class expression (C D)I represents the set CI ∩DI .
An atomic formula built with ≡ (with ) is true in I iﬀ its left hand
side represents in I the same set as (the subset of) the set represented by
its right-hand side. The formula C(a) (P (a, b)) is true in I iﬀ aI ∈ CI (iﬀ
(aI , bI) ∈ P I). An interpretation is a model of a set of formulae iﬀ each of the
formulae is true in this interpretation.
It should be clear that atomic classes can be seen as unary predicates
and atomic properties as binary predicates of the ﬁrst order logic. Using
this observation it is possible to express formulae of a Description Logic as
formulae of ﬁrst order predicate logic. For example, the formula C  D of a
Description Logic, where C,D are atomic classes corresponds to the formula
∀x C(x) → D(x). Transformation of formulae including non-atomic class-
and property expressions depends on the used constructors. An example of
such a transformation for the Description Logic underlying the DAML+OIL
language [6], a predecessor of OWL, is given in [10]. As pointed out in this
paper, one can identify a subset of RDFS which is a simple Description Logic
suﬃcient for writing simple ontologies. This is also a (rather restricted) subset
of OWL.
2 Classes and properties are often called concepts and roles
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In the Description Logics research a lot of eﬀort has been devoted to au-
tomatic reasoning. The Description Logics considered in the literature are
usually decidable: there exist algorithms which make it possible to decide
whether a given formula is a logical consequence of a given set of formulae.
The literature includes speciﬁc reasoning algorithms for various Description
Logics, and complexity results on reasoning problems. A lot of eﬀort has been
also devoted to development of reasoning systems for Description Logics.
3 Adding Rules to the Semantic Web
3.1 Motivation
Rules constitute next, not yet developed, language level over the ontology
languages in the Semantic Web tower. The arguments supporting the need of
rules in the Semantic Web include the following (see e.g. [19]):
• Rules appear naturally in many applications, e.g. business rules, policy
speciﬁcations, service descriptions, database queries, and many others. It
is desirable to have a web rule language for expressing them for web appli-
cations.
• Rules provide a high-level description, abstracting from implementation de-
tails, they are more concise and simpler to write than Java code.
• The ontology languages are designed to describe concepts of the application
domains, but are not suﬃciently expressive for describing some aspects of
applications, expressible in rule languages, e.g. composition of relations,
extensively used in database query languages.
The ongoing discussion on rules for the Semantic Web [19] seems to indi-
cate that a family of rule languages may be needed rather than one language,
since diﬀerent applications require diﬀerent kind of rules. The eﬀort to de-
ﬁne such languages and to enable Web-based interoperability between various
rule systems and applications has been undertaken by the RuleML Initiative
(http://www.ruleml.org).
As already pointed out, rules play diﬀerent role than ontologies. The on-
tology languages RDFS and OWL are used for describing domains. A domain
description may be common for diﬀerent applications, while rules may be
application speciﬁc.
In the layered approach to the Semantic Web one has thus to solve the
question how to combine rules with OWL ontologies in a semantically coherent
way. In other words, one has to deﬁne a rule language and explain how to link
the rules to descriptions in OWL, so that the semantics of the combination is
well deﬁned and can be reasoned about by an automatic reasoner.
As a ﬁrst step one could focus attention on those existing rule languages
which have well deﬁned logical semantics and discuss possible ways of their
integration with OWL. This kind of rules has been investigated in the ﬁeld of
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logic programming (see e.g. [16] for an introduction). Of particular interest are
Horn clauses (called sometimes Horn rules). The language of Horn rules not
including function symbols other than constants (a.k.a Datalog) constitutes a
tractable fragment of ﬁrst-order logic, and is thus of primary interest for the
Semantic Web, where eﬃcient automatic reasoning will be essential. On the
other hand, Horn clauses provide a natural foundation for the extensions such
as constraint logic programming or non-monotonic reasoning which may be
relevant for the Semantic Web.
The ﬁrst step towards rule languages for the Semantic Web could be lay-
ering of Datalog on top of OWL DL. This is a special case of a more general
problem of combining Horn rules with Description Logics.
3.2 Combining Datalog with Description Logics
Horn rules are implicitly universally quantiﬁed formulae of the form
H ← B1 ∧ · · · ∧Bn
for some n ≥ 0 where H,B1, . . . , Bn are atomic formulae and← is the implica-
tion. H is called the head of the rule, B1∧· · ·∧Bn is the body with B1, . . . , Bn
called the body atoms. We consider only the Datalog rules, where the atomic
formulae are of the form p(t1, . . . , tk) where p is the predicate symbol of arity
k ≥ 0, and ti for i = 1, . . . , k is either a variable or a constant.
The language of Datalog rules is thus a subset of the ﬁrst order logic.
As mentioned above, the formulae of a Description Logic can be equivalently
expressed as formulae of the ﬁrst order logic. Hence the ﬁrst order logic
provides a natural framework for combining rules and formulae of Description
Logics. As explained below, one can consider diﬀerent ways of combining
them. The main issue is automatic reasoning for such combinations. Both
formalisms are decidable. Would their combination be decidable? Would
it be possible to re-use their reasoning algorithms for reasoning about the
combinations of rules and ontologies? It should be noted that Datalog rules
are generally not expressible in Description Logics, like OWL DL. For example,
OWL DL cannot express composition of relations. On the other hand, some
constructs of expressive Description Logics are not expressible as Horn rules.
The above observations provide a basis for the following three approaches
to combining rules with ontologies deﬁned in Description Logics. The ﬁrst
two are well documented by other authors, while the last one is our proposal
for re-using some known techniques in a new context.
3.2.1 The Integrational Approach.
This approach is to integrate Datalog, or its subset, with some particular
Description Logics into a new logical language, for which a new inference
algorithm is designed. The integration is achieved by allowing the predicates
representing classes and (in some approaches) properties of a given ontology
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to appear in the bodies of the rules. They are not allowed to appear in the
heads of the rules, following the principle that rules, describing applications,
are to be layered on top of ontologies, describing the concepts of the domain.
The examples of hybrid languages deﬁned in that way include AL-log [9] and
CARIN [14]. Depending on the Description Logic considered one obtains in
that way diﬀerent fragments of the ﬁrst order logic, which may be decidable
or undecidable. Even in decidable cases, like that discussed in [9,14], design of
complete reasoning algorithms may be diﬃcult and some inference problems
may be intractable [14].
As OWL DL is a very expressive Description Logic its integration with
Datalog would result in an undecidable logic [19] and construction of (incom-
plete) reasoners for it is an open research problem.
3.2.2 The Fusion Approach.
This recent approach proposed in [10] identiﬁes a Description Logic, called
Description Horn Logic (DHL), whose formulae can be transformed into equiv-
alent Datalog rules. The elements of the corresponding subset of Datalog are
called Description Logic Programs (DLPs). This motivates the name of the
approach, as fusion of Logic Programs and Description Logic. The Description
Horn Logic turns out to be more expressive than the ﬁrst-order subset of RDF
Schema (see [10] for the details), thus practically relevant. It has a complete
and tractable inference procedure. This is because any DHL ontology can be
transformed into the equivalent Datalog program. This makes it possible to
use complete and tractable inference procedures of Horn clauses for eﬃcient
answering of standard queries about classes and properties deﬁned by a DHL
ontology. The limitation of this approach is that it does not apply to whole
OWL DL but only to its restricted subset. On the other hand, DLP seems
to be a natural basis for studying integration of DHL ontologies with more
expressive rule formalisms.
3.2.3 The Static Typechecking Approach.
We now show how well-known techniques for proving declarative properties
of logic programs (see e.g. [8]) make possible static type checking of rules
with respect to a type speciﬁcation in a Description Logic. In that case type
checking reduces to reasoning in the Description Logic. Failure of the static
check identiﬁes the rules violating the type speciﬁcation. In run time all
reasoning is done with rule reasoning algorithms. In this approach rules are
only loosely coupled with the ontology. Thus, there is no need for designing
new reasoning algorithms, as in the integrational approach. The Description
Logics for describing types need not be restricted, as in the fusion approach.
The techniques apply to Datalog and can be extended to other kinds of rules
with well deﬁned semantics. We now present some technical details.
A Datalog program P has the least Herbrand model M(P ) which can be
represented by a set of ground atomic formulae. Intuitively, we want to type
7
Maluszynski
predicates of P by classes deﬁned in some Description Logics. More precisely,
let D be an ontology in some Description Logic. A typing t associates every
n-ary predicate p of P with an n-tuple t(p) of classes C1, . . . Cn of D to be
called type of p. We say that the program p is correctly typed by t iﬀ for every
p(a1, . . . , an) ∈ M(P ) we have D |= Ci(ai). For checking whether a given
Datalog program p is correctly typed wrt to a typing t in a DL ontology D
we can adopt well-known methods for proving declarative properties of logic
programs (see e.g. [8] for an introduction). In this abstract we only sketch a
suﬃcient condition based on these methods.
Let p(s1, ..., sn) be an atom in a rule r of a program P . Then t associates
a class Ci of D with each argument si of p. Note that si is either a constant
or a variable.
If si is a constant we call this occurrence of the constant in r well-typed iﬀ
D |= Ci(si).
If si is a variable x, we call Ci the occurrence type of x. By the body type
BTr(x) of x in r we mean the intersection of the all occurrence types of x in
the body atoms of r. It is thus a class expression in D of the form C1 ...Cm,
where C1, ..., Cm are all occurrence types of x in r. Similarly, we deﬁne the
head type HTr(x) of a variable x in the head of r.
We say that a rule r of P is well-typed by t iﬀ
• For every variable x the head type of x subsumes the body type of x, i.e.
D |= BTr(x)  HTr(x),
• Every occurrence of a constant in r is well typed.
A Datalog program is said to be well-typed by t iﬀ each of its rules is well-
typed. It is not diﬃcult to prove that a program well-typed by a typing t is
also correctly typed wrt t.
As an example, consider a rule saying that a person whose spouse pays
interest rates can obtain a tax reduction in the state he/she lives.
taxreduction(x, s)← lives(x, s) ∧ spouse(x, y) ∧ interestpayer(y)
where x,m and y are variables.
Assume the ontology including classes S (state) P (person) and T (tax-
payer) and the axiom T  P . A natural typing t of the predicates is
taxreduction : T, S lives : P, S spouse : P, P interestpayer : P
The rule is then not well-typed, since the body type of x which is P P is not
subsumed by the head type of x which is T . A variant of the rule with the
predicate lives replaced by the predicate resident : T, S would be well typed,
since T  P is subsumed by T .
Notice that checking of well-typedness conditions reduces to checking class
subsumption and class membership in a given ontology, and thus can be done
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by the automatic reasoner of the Description Logic in which the ontology is
stated.
A failed well-typedness check does not necessarily mean that the Datalog
program is not correctly typed. The failing test is a starting point for a
focused search for an incorrectly typed element of the least Herbrand model.
The search is done by the inference algorithm of Datalog. It will ﬁnd such an
element if there is one or report its absence. The details are out of the scope
of this abstract. Finding
3.3 Discussion
We surveyed some approaches for adding rule layer on top of the ontology layer
of the Semantic Web in a semantically coherent way. As Description Logics
play important role in the W3C proposal for the Web Ontology Language,
we focused attention on the approaches to combination of Horn rules with
Description Logics. This is because Horn rules are often mentioned as a ﬁrst
choice for the rule layer of the Semantic Web. The semantics of combinations
of Horn rules with ontology languages is then deﬁned in the framework of the
ﬁrst order logic.
Horn rules themselves do not give any support for object-oriented pro-
gramming which is claimed to be essential in Semantic Web applications.
Therefore it is sometimes argued that rule languages of the Semantic Web
should rather be based on F-logic [12], which provides a logical foundation of
object-oriented languages and is supported by eﬃcient implementations, e.g.
[21] Development along this line include TRIPLE [7], an RDF query, inference
and transformation language.
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