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Abstract
Let G be a finitely generated group acting faithfully and properly dis-
continuously by homeomorphisms on a planar surface X ⊆ S2. We prove
that G admits such an action that is in addition co-compact, provided we
can replace X by another surface Y ⊆ S2.
We also prove that if a group H has a finitely generated Cayley
(multi-)graph C covariantly embeddable in S2, then C can be chosen so
as to have no infinite path on the boundary of a face.
The proofs of these facts are intertwined, and the classes of groups
they define coincide. In the orientation-preserving case they are exactly
the (isomorphism types of) finitely generated Kleinian function groups.
We construct a finitely generated planar Cayley graph whose group is not
in this class.
In passing, we observe that the Freudenthal compactification of every
planar surface is homeomorphic to the sphere.
2010 Mathematics Subject Classification: 05C10, 57M60, 57M07, 57M15.
Keywords: Planar Cayley graphs, covariant embedding, Kleinian groups, prop-
erly discontinuous actions, planar surface, Freudenthal compactification.
1 Introduction
The study of discrete groups of isometries, or Mo¨bius transformations, of R2
and H2 is classic. It is at the heart of Klein’s Erlangen program [15] as well
as some of Poincare´’s most famous work [14]. According to [14], these groups
“... are tools used constantly today in various areas of mathematics and even
in physics ...”. For example, they play an important role in the study of 3-
manifolds [32, 45, 46]. The groups alluded to here are generally called Kleinian
groups, although the precise meaning of the term differs slightly depending on
the author and era. Some survey material and many further references can be
found e.g. in [27, 29, 32, 36, 41].
∗Supported by the European Research Council (ERC) under the European Union’s Horizon
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A well-studied sub-family of the Kleinian groups are the function groups ,
defined by the existence of an invariant component in their domain of disconti-
nuity, see Section 2.5 for definitions, and [28, 29, 31, 32] for some literature. In
this paper we show that every finitely generated function group is isomorphic
to a group acting faithfully, properly discontinuously, and co-compactly on a
planar surface.
Levinson & Maskit [26] proved that these groups are exactly the ones ad-
mitting a finitely generated Cayley graph that embeds in S2 with a fixed cyclic
ordering of the labels of the edges around each vertex. Thus function groups
form a subfamily (proper, as shown in this paper) of the planar groups , i.e. the
groups having planar Cayley graphs, which are studied in recent work by the
author and others [1, 10, 11, 13, 17, 18, 19, 24, 34, 42, 47]. We will prove that
each finitely generated function group admits a planar Cayley graph having no
infinite facial path, by possibly allowing loops and parallel edges. This was of
interest to the author since [17], which provides constructions of 3-connected
planar Cayley graphs in which no face is bounded by a finite cycle, previously
thought to be impossible. These results apply more generally to groups con-
taining orientation-reversing elements.
An embedding σ : G → S2 of a Cayley graph G of a group Γ is covariant ,
if the canonical action of Γ on G maps every facial path onto a facial path; see
Section 2 for more precise definitions. (This is equivalent to saying that the
canonical action Γ y σ(G) extends into an action Γ y S2 by homeomorphisms,
see Corollary 5.5.)
A planar surface is a connected 2-manifold homeomorphic to an (open)
subset of the sphere S2. Our main result is
Theorem 1.1. For a finitely generated group Γ, the following are equivalent:
(A) Γ admits a faithful, properly discontinuous action by homeomorphisms on
a planar surface;
(B) Γ has a Cayley graph admitting a covariant embedding;
(C) Γ has a Cayley multi-graph (see Section 2.3) admitting a covariant em-
bedding every facial path of which is finite;
(D) Γ admits a faithful, properly discontinuous, co-compact action by home-
omorphisms on the sphere, the plane R2, the open annulus, or the Cantor
sphere.
In the orientation preserving case, the groups of Theorem 1.1 coincide, as
abstract groups, with the Kleinian function groups mentioned above:
Corollary 1.2. A finitely generated group Γ admits a faithful, properly dis-
continuous (co-compact) action by orientation-preserving homeomorphisms on
a planar surface if and only if it is isomorphic to a Kleinian function group.
Corollary 1.2 can be deduced from [26, THEOREM 4], which essentially
says that the groups of (B) coincide in the orientation-preserving case with the
Kleinian function groups. We will give an alternative proof bypassing Ahlfors’
finiteness theorem.
Our proof of Corollary 1.2 makes use of a classical theorem of Maskit, saying
that if p : S˜ → S is a regular covering of a topologically finite surface S,
2
where S˜ is planar, then the group of deck transformations is isomorphic to a
function group. By exploiting the equivalence of (A) and (D) of Theorem 1.1 we
can strengthen this statement by dropping the topological finiteness condition
(Corollary 8.2); I do not know if this result is knew. (Maskit’s formulation
however is stronger than the one above, and it is not possible to strengthen it
this way, see Section 8 for details.)
In Corollary 1.2 we cannot replace ‘Kleinian function group’ by just ‘Kleinian
group’: Section 10 provides an explicit example of a finitely generated Kleinian
group that does not admit a planar Cayley graph (in fact most Kleinian groups
have this property).
A description of the isomorphism types of Kleinian function groups in terms
of fundamental groups of graphs of groups with simpler building blocks can be
found in [26]. Dunwoody [13] extends this to groups with planar Cayley graphs.
I suspect that Corollary 1.2 extends to the orientation reversing case, by us-
ing orientation reversing Kleinian groups, i.e. discrete subgroups of PSL(2,C).2.
In support of this conjecture, we will also prove the following (in Section 12):
Theorem 1.3. Every group Γ as in Theorem 1.1 admits a faithful properly
discontinuous action on R3.
We show, in Section 10, that the family of such groups is a proper subfamily
of the groups admitting a planar Cayley graph.
I suspect that the restriction of Γ being finitely generated can be dropped
in all the above, except that in (D) we would have to extend the list of possible
surfaces; see the remark in Section 1.1. Faithfulness is however necessary e.g.
for the implication (A) → (B).
The groups of Theorem 1.1 can be described by a certain kind of group
presentation, which allows them to be effectively enumerated [18]. Thus we also
obtain an effective enumeration of the isomorphism types of Kleinian function
groups.
I do not know a proof of the implication (B)→ (C) of Theorem 1.1 that does
not go via (D). I also do not know a proof of the implication (A)→ (D) that does
not go via (B). However, if we relax (D) by not requiring co-compactness, then
it follows from the following more general and perhaps well-known statement
(Section 9):
Proposition 1.4. Let Γ y X be a properly discontinuous action on a metriz-
able, arc-connected, locally compact space X. Then the canonical extension
Γ y (X ∪ ΩV (X)) of the action to the non-accumulation ends ΩV (X) of X is
properly discontinuous.
We remark that although any action Γ y X as in Theorem 1.1 (D) defines
a quotient orbifold O := X/Γ, understanding these groups goes beyond under-
standing 2-orbifold fundamental groups, because X is not simply connected in
the cases we are most interested in, see Section 11.
Any action Γ y X as in (D) can be ‘geometrised’, to turn it into an action
by isometries on a smooth manifold homeomorphic to one of those four spaces,
see Section 8.
In passing, we observe the following purely topological statement (Section 6)
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Corollary 1.5. Let X ⊆ S2 be a 2-manifold. Then the Freudenthal compacti-
fication of X is homeomorphic to S2.
Part of the motivation behind this paper was to understand which planar
surfaces admit an action by an infinite group. Proposition 1.4, and the discussion
in Section 9 sheds some light into this question. One way to produce such
surfaces is to start from an action as in Theorem 1.1 (D), remove any totally
disconnected subspace of the quotient space, and lift those punctures back to the
original space. But this does not account for all such surfaces, see the Remark
after Corollary 9.3. I think that it is possible to give a full list of those surfaces
by pursuing these ideas further, but this will be rather tedious and will not
add much to our understanding. Much more interesting would be to extend
Theorem 1.1 (D) to higher dimensions:
Problem 1.1. Is there for every n ≥ 3 a finite list Mn of n-manifolds such that
if a (finitely generated) group Γ acts faithfully and properly discontinuously on
any n-manifold contained in Rn, then Γ acts faithfully, properly discontinuously
and co-compactly on an element of Mn?
Theorem 1.3 motivates
Problem 1.2. Let Γ be a group acting faithfully and properly discontinuously
on an n-manifold contained in Rn. Does Γ act faithfully and properly discon-
tinuously on Rn+1? On Rn+f(n) for some function f : N → N?
In this paper we proved the case n = 2, and this needs all the implications
(A) → (B) → (D) → (C) → Theorem 1.3, so it is not straightforward to adapt
our proof to higher dimensions.
The proof of Theorems 1.1 and 1.2 span Sections 5–8. Theorem 1.3 needs
the full strength of Theorem 1.1 as it is based on (C). We prove it in Section 12.
1.1 Proof ideas
We now sketch the main ideas behind the proof of Theorem 1.1.
A central notion in the study of groups acting on surfaces, going back at
least as far as Poincare’s polyhedron theorem [32], is that of a fundamental
domain. For the purposes of this sketch, let us say that a fundamental domain
of the action Γ y X is a subset D ⊂ X containing exactly one point from each
orbit of Γ y X . Thus Γ is in bijection with the set of translates of D, and
the nicer D is, the easier it makes it to understand the action. In general, one
wants D to be connected, and the ideal situation is when the closure of D is a
polygon, with its translates giving a locally finite tessellation of X . This way
one obtains e.g. regular tessellations of the hyperbolic and euclidean plane when
Γ is a crystallographic group.
When Γ acts by arbitrary homeomorphisms rather than isometries however,
and especially when X is the Cantor sphere, then it is not easy to find use-
ful fundamental domains. Instead, we will work with fundamental domains of
graphs embedded in X upon which Γ acts: a fundamental domain in this sense
will be a connected subgraph containing exactly one vertex from each Γ-orbit.
We will make extensive use of an observation of Babai [2] (Section 3.2), that
if Γ acts freely on a connected graph H , then contracting each translate of a
fundamental domain into a vertex turns H into a Cayley graph of Γ.
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Let me explain how this helps to prove Theorem 1.1. Suppose Γ is a finite
group, and Γ y S2 a faithful action by homeomorphisms. As a warm-up exer-
cise, let me sketch a proof that Γ has a planar Cayley graph, which is the easiest
special case of the implication (A) → (B). Easily, there is a point p ∈ S2 with
trivial stabiliser in Γ y S2. In other words, the orbit V of p is in bijection with
Γ. Let G be any Cayley graph of Γ, for example the complete graph on Γ. We
identify the vertex set of G with V using the aforementioned bijection, and we
map each edge of G to an arc in S2 between its end-vertices such that the action
Γ y S2 permutes these arcs. This can easily be achieved by choosing the arcs
corresponding to edges of G going out of a reference vertex, and defining the
rest of the arcs as the images of the former under Γ y S2. The map of G into S2
thus defined is not necessarily an embedding, as these arcs may intersect each
other. However, it is easy to choose the arcs so that they intersect in at most
finitely many points. Treating these intersection points as vertices defines a new
graph G′. This G′ is planar by definition. It is not a Cayley graph, although Γ
acts on it by restricting Γ y S2 to G′. With a slight modification, only needed
if Γ contains involutions, we can ensure that the latter action Γ y G′ is free. By
Babai’s aforementioned result, G′ contracts into a Cayley graph C of Γ. Since
the contracted sets are connected, and G′ was planar, so is its minor C. We
have found a planar Cayley graph of Γ, proving in particular that it is one of
Maschke’s groups [30].
The same technique works when Γ is infinite but finitely generated and acts
properly discontinuously on a proper sub-surface of X ⊂ S2. Proper discontinu-
ity is important for ensuring that each arc is intersected at most finitely often
when mapping G into X , but the rest of the proof is essentially the same, and
it yields the implication (A) → (B).
The requirement that Γ be finitely generated was useful here in order to
guarantee that each arc is intersected at most finitely often. If we drop it, and
some arcs are intersected infinitely often, perhaps we can still control those
intersections so as to get a graph-like space in the sense of [44]. I suspect
that Babai’s result can be extended to such spaces, and that this can be used
to generalise our proofs to the infinitely generated case, but this will require
additional work.
For (B) → (D) the main machinery is the work of Thomassen & Richter
[39], showing that if G is a 3-connected planar graph, then its Freudenthal
compactification |G| embeds in S2, and this embedding is unique up to modifying
it by a homeomorphism of S2 (the corresponding statement for finite graphs is
a classical result of Whitney), see Section 3.1 for details. Given a Cayley graph
G as in (B), we extend Γ y G to the faces of an embedding of |G| into S2,
and after removing the images of the ends of G we are left with a properly
discontinuous action on one of the four spaces in (D), because every finitely
generated Cayley graph has either at most two or a Cantor set of ends. Co-
compactness is a byproduct of this construction. Some technical difficulties arise
from the fact that our graphs are not necessarily 3-connected, and are overcome
by embedding them into 3-connected graphs on which Γ acts freely but not
transitively (Lemma 5.3).
To go from (D) to (C), we revisit the above proof of (A) → (B). We are
given a plane Cayley graph G of Γ some faces of which have infinite paths of G
in their boundaries. We extend G by adding some further generators, and map
the corresponding edges into arcs in S2 that cut up all such faces into smaller
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faces bounded by cycles, when again we treat intersection points of these arcs
as new vertices in an auxiliary graph G′. The fact that this is possible with
only finitely many additional generators is not obvious: it requires Dunwoody’s
[12] result that finitely presented groups are accessible, combined with Droms’
[10] result that planar groups are finitely presented, see Lemma 7.2. We then
apply Babai’s contraction result as above to G′ to obtain a Cayley graph of Γ,
and show that the property that all faces are bounded by finite cycles is hereby
preserved.
For the proof of Theorem 1.3, we use (C) and the main result of [18]. The
latter states that every covariantly planar Cayley graph G is the 1-skeleton of
a Cayley complex Z, which complex can be mapped into S2 in such a way
that (a) the restriction of the map to G is covariant, and (b) the images of
any two 2-cells of Z are nested , i.e. either disjoint, or one contained in the
other (Lemma 12.1). The latter property allows us to map the 2-cells of Z
injectively into the inside B3 of S2 in R3, so that the image of Z separates B3
into 3-dimensional ‘chambers’. Using (C) and some refinements on Lemma 12.1
proved in Section 12, we can control the boundary of those chambers, so that we
can use them to extend the action Γ y Z into a properly discontinuous action
on B3.
2 Definitions
2.1 Graphs
We follow the terminology of [9].
A 1-way infinite path is called a ray, a 2-way infinite path is a double ray.
Two rays R,L in G are equivalent if no finite set of vertices separates them;
we denote this fact by R ≈G L, or simply by R ≈ L if G is fixed. The corre-
sponding equivalence classes of rays are the ends of G. We denote the set of
these ends by Ω = Ω(G).
2.2 Embeddings in the plane
An embedding of a graph G will always mean a topological embedding of the
corresponding 1-complex in the sphere S2; in simpler words, an embedding is a
drawing in S2 with no two edges crossing.
More generally, an embedding of a topological spaceX in a topological space
Y , is a map σ : X → Y which is a homeomorphism of X to its image σ(X).
A plane graph is a graph endowed with a fixed embedding. A graph is
planar , if it admits an embedding.
A face of an embedding σ : X → S2, where X is a topological space, is a
component of S2\σ(X). If X is a graph, or the Freudenthal compactification of
a graph (see Section 2.7), we will say that the face F has finite boundary, if ∂F
contains the images of only finitely many vertices and edges of G. Note that in
this case ∂F is a cycle of G.
A walk or path in G is called facial with respect to σ if it is contained in the
boundary of some face of σ.
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2.3 Group actions
Given a group Γ and a generating set S ⊂ Γ, we define the (right) Cayley
graph G = Cay(Γ, S) to be the graph with vertex set V (G) = Γ and edge set
E(G) = {g(gs) | g ∈ Γ, s ∈ S}. We consider G as a directed, labelled graph,
with the edge g(gs) being directed from g to gs and labelled by the generator s.
Here, we are assuming that S generates Γ, so that all Cayley graphs in this paper
are connected. The group Γ acts on G by automorphisms, by multiplication on
the left. By allowing S to be a multi-set, possibly containing the identity, in the
above definition we obtain a Cayley multi-graph, with parallel edges and loops.
For most of the paper parallel edges and loops, but they can matter in (C) of
Theorem 1.1.
The Cayley complex CP corresponding to a group presentation P = 〈S | R〉
is the 2-complex obtained from the Cayley graph G of P by glueing a 2-cell
along each closed walk of G induced by a relator R ∈ R. Here, a walk W is
a sequence v0, v1, . . . vk of vertices, such that each vi is joined to vi+1 with an
edge of G; it is closed when vk = v1. We say that W is induced by a relator
R, if R has exactly k letters and the label of the edge from vi to vi+1 coincides
modulo k with the (i+ n)th letter of R for every i and some fixed n.
Given a topological space X and a group Γ acting on it, the images of a
point x ∈ X under the action of Γ form the orbit of x. A fundamental domain
is a subset of X which contains exactly one point from each of these orbits.
An action Γ y X is properly discontinuous , if it satisfies any of the following
equivalent conditions:
(i) for every compact subspace K of X , the set {g ∈ Γ | gK∩K 6= ∅} is finite;
(ii) for every two compact subspacesK,K ′ ofX , the set {g ∈ Γ | gK∩K ′ 6= ∅}
is finite;
(iii) for every x, y ∈ X there are open neighbourhoods Ux ∋ x, Uy ∋ y such
that Ux intersects gUy for at most finitely many g ∈ Γ.
To see the equivalence of (i) and (ii) it suffices to notice that K∪K ′ is compact.
A proof of the equivalence of (i) and (iii) can be found in [23], which offers many
more equivalent definitions.
An action Γ y X is faithful , if for every two distinct g, h ∈ G there exists
an x ∈ X such that gx 6= hx; or equivalently, if for each g 6= e ∈ G there exists
an x ∈ X such that gx 6= x. It is free if gx 6= hx for every g, h ∈ Γ and x ∈ X .
It is transitive if for every x, y ∈ X there is g ∈ Γ with gx = y (we will only
encounter transitive actions on discrete spaces X). Finally, Γ y X is regular if
it is free and transient.
An action Γ y X is co-compact , if the quotient space X/Γ is compact. If
X is locally compact, then an equivalent condition is that there is a compact
subset K of X such that
⋃
ΓK = X .
2.4 Covariant embeddings
Let G be a graph and σ : G → S2 an embedding into the sphere. We say that
σ is covariant with respect to a group action Γ y G, if every element of Γ
maps each facial path of σ into a facial path. To simplify notation, if G is a
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Cayley graph of Γ then we just say that σ is covariant in this case. If G is a
plane graph, then we say that G is covariant if its embedding is covariant. If
G admits a covariant embedding then we say that it is covariantly planar .
2.5 Kleinian groups
A Kleinian group is a discrete subgroup of PSL(2,C). Since PSL(2,C) is iso-
morphic to the group of Mo¨bius transformations of the Riemann sphere, every
Kleinian group Γ comes with a canonical action Γ y S2. The set of accu-
mulation points of orbits of Γ y S2 is the limit set Λ(Γ), and the domain of
discontinuity is S2\Λ(Γ). It is easy to check that Γ acts properly discontinuous
ly on the latter.
2.6 Topology
The boundary ∂U of a subset U of a topological space X comprises the points
x ∈ X such that every open neighbourhood of x intersects both U and X\U .
The closure U of U is the set U ∪ ∂U .
The Cantor sphere is the topological space C obtained by removing from S2
any subspace S homeomorphic to the Cantor set. The well-known fact that C
does not depend on the particular choice of S follows from Richards’ classifica-
tion of noncompact surfaces [38]. The following well-known fact provides some
explanation why the Cantor set is important for us.
Proposition 2.1 ([6]). Every nonempty totally disconnected perfect compact
metrizable space is homeomorphic to the Cantor set
A topological space is k-connected for some k ∈ N, if it is connected and
remains so upon the deletion of any k − 1 points.
A topological space is arc-connected , if it contains a homeomorph of the real
unit interval joining any two of its points.
An n-manifold is a metric space X such that each point x ∈ X has an open
neighbourhood homeomorphic to Rn. Smooth manifold structures are irrelevant
in this paper, except shortly in Section 8.
2.7 The Freudenthal compactification
Even more than the above, this subsection is to be used as a reminder and for
fixing notation; readers unfamiliar with the Freudenthal compactification are
advised to consult a textbook for Topology.
Let X be a topological space, and suppose that K1 ⊆ K2 ⊆ K3 . . . is a
sequence of compact subsets of X whose interiors cover X .
An end of X is an equivalence class of nested sequences U1 ⊇ U2 ⊇ U3 . . .,
where each Ui is a (connected) component of X\Ki, and two such sequences
(Un)n∈N,(Vn)n∈N are declared to be equivalent , if each Ui contains Vj for suffi-
ciently large j and conversely, each Vi contains Uk for sufficiently large k.
A space X admitting a sequence (Kn)n∈N as above is called hemicompact .
Examples include all connected manifolds, all connected locally-finite graphs
viewed as 1-complexes, and more generally, all connected locally-finite simplicial
compexes.
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The set of ends Ω(X) of X is used to define a compactification |X | :=
X ∪Ω(X), called the Freudenthal compactification or the end comactification of
X . A basis of open neighbourhoods for |X | can be obtained from one for X by
declaring U ∪Ω(U) to be a basic open set whenever U is a component of X\Ki
for some Ki as above, and Ω(U) is the set of equivalence classes of sequences
U1 ⊇ U2 ⊇ U3 . . . where Ui ⊆ U for large enough i.
It is straightforward to check that when X is a connected, locally finite
graph, then this definition of Ω(X) coincides with the combinatorial one from
Section 2.1.
3 Preliminaries
3.1 The extensions of Whitney’s theorem by Thomassen
& Richter
Lemma 3.1 ([39, Proposition 3]). Let K be a compact, 2-connected, locally
connected subset of S2. Then every face of K is bounded by a simple closed
curve (contained in K, since K is closed).
Lemma 3.2 ([39, Lemma 12]). Let G be a locally finite 2-connected planar
graph. Then the Freudenthal compactification |G| of G embeds in S2.
The following classical result of Whitney [48, Theorem 11] (which easily
extends to infinite graphs by compactness, see e.g. [22]) says that 3-connected
planar graphs have an essentially unique embedding.
Theorem 3.3 (Whitney’s theorem). Let G be a 3-connected graph embedded
in the sphere. Then every automorphism of G maps each facial path to a facial
path.
Thomassen & Richter extended Whitney’s theorem to the Freudenthal com-
pactification of an infinite graph:
Lemma 3.4 ([39, Theorem 2]). Let G be a 3-connected planar graph. For every
g ∈ Aut(G), and every embedding σ : |G| → S2, there is a homeomorphism
hg : S
2 → S2 such that hg ◦ σ = g.
Even more, given any face F of σ, and any homeomorphism f : F → hg(F ),
we may assume that hg coincides with f on F .
1
In fact, Thomassen & Richter proved a more general version of Lemma 3.4,
which we will also use:
Lemma 3.5 ([39, Theorem 2]). Let X be a 3-connected, compact, locally con-
nected Hausdorff space, admitting an embedding in S2. Then X is uniquely
planar.
3.2 Babai’s contraction lemma
Lemma 3.6 ([2]). Let Γ be a group acting freely on a connected graph G. Then
there is a connected subgraph D of G meeting each Γ-orbit at exactly one vertex,
such that the contraction G/D is a Cayley graph of Γ.
1The second statement of Lemma 3.4 is not stated explicitely in [39, Theorem 2] but is
implied by its proof.
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Here, G/D is the graph obtained from G by contracting each Γ-translate
of D into a vertex. One can think of D as the graph-theoretic analogue of a
fundamental domain.
3.3 Existence of a regular orbit
Given a group action Γ y X , the orbit Γx of a point x ∈ X is the set {gx | g ∈
Γ}.
The following is rather an exercise:
Lemma 3.7. For every faithful, properly discontinuous action Γ y X on a
connected manifold X, there is an orbit O = Γx such that the restriction of the
action to O is regular.
One way to prove this for example is using the well-known facts that the
quotient space of every properly discontinuous action on a manifold is an orbifold
(see e.g. [4, Proposition 20]), and that the singular locus of any orbifold has
empty interior (see e.g. [4, Proposition 26]); in particular, there is at least one
point of the quotient that does not lie in the singular locus, which means by
definition that its preimages have trivial stabilisers.
3.4 Richards’ classification of non-compact 2-manifolds
The following is the special case of Richards’ [38]2 classification of non-compact
2-manifolds when restricting to subspaces of S2.
Theorem 3.8 ([38]). Let X and X ′ be two 2-manifolds contained in S2. Then
X and X ′ are homeomorphic if and only if their Freudenthal boundaries are
homeomorphic.
4 Separating faces and ends of planar graphs
with cycles
In this section we prove some basic facts about planar graphs that we will need
later, which have nothing to do with group actions.
If {V1, V2} is a bipartition of the vertex set V (G) of a graph G, then the set
of edges with exactly one endvertex in each Vi is called a cut of G.
The following is a rather trivial consequence of the definition of the Freuden-
thal compactification
Lemma 4.1 ([9, Lemma 8.5.5 (ii)]). Let G be a connected and locally finite
graph, and B a finite cut of G. Then for every arc A in |G|\B, the endpoints
of A lie in the same component of G\B.
The next two lemmas allow us to separate faces and ends of a plane graph
by cycles.
2Richards calls this ‘Kere´kja´rto´’s theorem’, but mentions that ‘Kere´kja´rto´’s proof seems to
contain certain gaps’.
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Lemma 4.2. Let G be a 2-connected graph and φ : |G| → S2 an embedding.
For any two faces F,H of φ, there is a cycle C in G such that φ(C) separates
F from H. Moreover, for every end ω ∈ Ω(G) such that φ(ω) 6∈ ∂F , there is a
cycle D in G such that φ(D) separates F from φ(ω).
Proof. If any of F,H is bounded by a cycle C of G then we are done, so assume
this is not the case. Let P be a (possibly trivial) ∂F–∂H path in G, and let
p = P ∩ ∂F be its starting vertex. Let u, v be the two neighbours of p on ∂F ,
which are distinct because we are assuming F is not bounded by two parallel
edges. By Lemma 3.1, there is a u-v arc in |G|\P , namely ∂F with p and its
two incident edges removed. Thus, easily, there is also a u–v path R in G− P .
We claim that the cycle C := Rvpu separates F from H . Indeed, the path P ,
concatenated with any two arcs inside F and H respectively connects F to H
and crosses C exactly once (at p), and so F,H lie in distinct sides of S2\φ(C).
To separate F from ω, we follow the same idea, replacing H with a basic
open neighbourhood O ∋ ω, such that the closures F ,O are disjoint. Let P be
a ∂F–∂O path in G, and notice that P ∩O = ∅. As above, let u, v be the two
neighbours of p := P ∩ ∂F on ∂F . There is now a u–v path R′ in G\(P ∪ ∂O)
because ∂F contains a u-v arc in |G|\(P ∪ ∂O). Then D := R′vpu is a cycle
separating F from φ(ω), because appending a ray of ω inside O to P we can
obtain an F -φ(ω) arc crossing D exactly once.
Lemma 4.3. Let G be a connected locally finite graph and φ : |G| → S2 an
embedding with no infinite face-boundaries. For any two ends ω, χ ∈ Ω(G),
there is a cycle C in G such that φ(ω) and φ(χ) lie in distinct components of
S2\φ(C).
Proof. Let B be a finite cut of G separating ω from χ in |G|, which exists by
the definitions.
Let U :=
⋃
{∂F | F is a face of φ with ∂F ∩ B 6= ∅.}. Note that B ⊆ U .
Let H be the (finite) subgraph of G induced by the edges in U . Note that H
is connected. We claim that H\B is disconnected. Indeed, H meets both sides
of the cut B of G, and any path in H between those sides would be a path in
G between the sides of B.
Next, we claim that φ(ω) and φ(χ) lie in distinct faces of H , where we think
of H as a plane graph with embedding φ(H). To see this, let A be an ω–χ arc
in |G|. Easily, A crosses B an odd number of times because B separates ω from
χ (see Lemma 4.1). Since B separates H , the endpoints of φ(A) lie in faces
Fω, Fχ of H separated by B, and so Fω 6= Fχ.
Then ∂Fω contains a cycle C such that φ(C) separates Fω from Fχ, and in
particular φ(ω) from φ(χ) as desired.
For a graph K we let E(K) denote its edge-set. The following says that if
no element of a set of cycles in a plane graph separates two given points, then
neither does the sum (in simplicial homology) of those cycles.
Lemma 4.4. Let G ⊂ S2 be a plane graph and ω, χ ∈ S2\G. Let K be a cycle
of G such that E(K) =
∑
1≤i≤k E(Ci) where Ci is a cycle of G which does not
separate ω from χ, and the summation takes place in the cycle space of G. Then
K does not separate ω from χ.
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Proof. Choose an ω–χ arc A ⊂ S2 that meets each edge of G in at most one
point. Note that any Jordan curve in S2, and in particular any cycle of G,
separates ω from χ if and only if it crosses A an odd number of times. Thus
each Ci crosses A an even number of times, hence so does K since adding edge
sets of cycles preserves the parity of the number of crossings of A. We conclude
that K does not separate ω from χ.
5 From planar Cayley graphs to actions on 2-
manifolds
In this section we prove the implication (B) → (D) of Theorem 1.1. This is
mainly done in Lemma 5.6. We first collect a couple of lemmas.
Lemma 5.1. Let X be a connected, locally finite graph, and suppose ∆ ⊂
Aut(X) fixes a non-empty set Y ⊂ V (X) and the stabiliser of each vertex of X
in ∆ is finite. Then all accumulation points of any orbit of ∆ y |X | lie in the
closure Y of Y in the Freudenthal compactification |X | of X.
Here, we say that ∆ fixes Y if ∆Y = Y .
Proof. For v ∈ Y it is clear that ∂(∆v) ⊆ Y . For any other w ∈ V (X), pick a
w–v path P in X with v ∈ Y . Suppose, for a contradiction, that x ∈ ∂(∆w)\Y ,
and let O ∋ x be a basic open set disjoint from Y . Since vertex stabilisers
are finite, gP meets the finite set ∂O for only finitely many g ∈ ∆. Thus
almost all of {gP | g ∈ ∆} lie in O. Since this holds for an arbitrarily small
neighbourhood O of x, we deduce x ∈ ∂(∆v), and so x ∈ Y by our first remark.
This contradiction proves that ∂(∆w) ⊆ Y for every w ∈ V (X).
It remains to show that ∂(∆ω) ⊆ Y for every end ω ∈ Ω(X). For this, let
z ∈ ∂(∆ω), and suppose to the contrary that z 6∈ Y . Let Z ∋ z be a basic open
set with Z ∩ Y = ∅. Let R be a ray of ω. We may assume that R ⊆ Z, for
otherwise we can replace ω by another element ω′ in its orbit ∆ω for which this
is true. Now for every vertex r of R, we have ∂(∆r) 6∈ Z because we proved
∂(∆r) ⊆ Y above. Thus we can find a sequence (gn)n∈N of elements of ∆ with
gnr 6∈ Z such that gnR meets Z. Since gnR is connected, we can find a sequence
(rn)n∈N of vertices of R such that gnrn ∈ ∂Z. As ∂Z is finite, we may even
achieve gnrn = w ∈ ∂Z for every n. But then g−1n w ∈ V (R) ⊆ Z, contradicting
the fact that ∂(∆w) ⊆ Y for every w ∈ V (X).
The following is a general tool for proving that a group action on a topological
space is properly discontinuous.
Lemma 5.2. Let X be a metrizable topological space, Γ y X an action by
homeomorphisms, and U an open cover of X such that for every U ∈ U , the
orbit ΓU has no accumulation point in X. Then the action Γ y X is properly
discontinuous.
Proof. By the definitions, Γ y X is properly discontinuous unless there is a
compact subspace K of X and an infinite sequence (gn)n∈N of elements of Γ
such that gnK ∩K 6= ∅ for every n ∈ N.
In this case, let UK := {U ∈ U | U∩K 6= ∅} be the subset of U intersectingK.
SinceK is compact, UK has a finite subset UK∞ coveringK. Since gnK∩K 6= ∅,
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we have gnUn ∩K 6= ∅ for every n ∈ N and some Un ∈ UK∞. As UK∞ is finite,
we deduce that some Un ∈ UK∞ has an accumulation point in K because K is
metrizable, hence sequentially compact. This contradicts our assumptions.
Given a planar graph G and Γ ⊆ Aut(G), we call an embedding σ : G→ S2
Γ-covariant , if every element of Γ maps each face-boundary of σ to a face-
boundary of σ.
The following lemma was inspired by an idea of Dunwoody [13].
Lemma 5.3. Let G be a connected, locally finite graph, Γ ⊆ Aut(G), and
σ : G→ S2 a Γ-covariant embedding. Then there is a 3-connected, locally finite
supergraph H of G endowed with an extension Γ y H of Γ y G and a Γ-
covariant embedding σ′ : H → S2 extending σ. Moreover, the maximum order
of a vertex stabiliser of Γ y H coincides with that of Γ y G. Furthermore, the
identity map on V (G) gives rise to a canonical homeomorphism from Ω(G) to
Ω(H).
Proof. We simultaneously construct H and its embedding σ′ as follows. For
every facial double-ray R of σ, we embed two copies R′, R′′ of R in the face FR
of σ incident with R, we join each vertex of R to the corresponding vertex of
R′ with an arc, and we join each vertex of R′ to the corresponding vertex of R′′
with an arc. Moreover, for every facial cycle C of σ that contains more than two
edges, we embed a copy C′ of C in the face of σ incident with R, and join each
vertex of C to the corresponding vertex of C′ with an arc. Easily, we can embed
all those copies and arcs so that the never meet each other except at common
vertices. This defines the supergraph H of G and its embedding σ′. Since σ
was Γ-covariant, each element of Γ extends canonically into an automorphism
of H , still preserving face-boundaries, and the finiteness of vertex stabilisers. It
is clear by the construction that H has the same space of ends as G.
It remains to check that H is 3-connected. For this, suppose {x, y} ⊂ V (H)
disconnects H . Note that the subgraph of H spanned by a triple of double-rays
R∪R′∪R′′ as in the above construction is 3-connected. Similarly, the subgraph
of H spanned by a couple C ∪ C′ as above is 3-connected too. It follows that
{x, y} ⊂ V (G).
Let w, z be vertices in distinct components of H − {x, y}. By the above
argument, we may assume w, z ∈ V (G). Let P be a shortest w–z path in G.
Let F1F2 . . . Fk be a sequence of faces of σ such that ∂F1 contains the first edge
of P , and ∂Fk contains the last edge of P , and for every i < k, Fi shares an
edge ei with Fi+1 where ei is incident with P but not contained in P . In other
words, F1 . . . Fk is a F1–Fk path in the dual G
∗ that does not cross P ; it can be
obtained as the sequence of faces visited by an arc ‘parallel’ to σ(P ) lying close
enough to it. We will construct a w–z path Q in H − {x, y}, contradicting our
assumption that {x, y} disconnects w from z.
For this, note that the each of the edges ei from above has exactly one
endvertex xi in P , because P was chosen to be a geodetic path. It is now easy
to construct Q as a concatenation of xi–xi−1 paths of H contained in Fi and an
appropriate initial and final path in F1 and Fk, respectively, see Figure 1.
Using Lemma 5.3 we can immediately drop the condition of 2-connectedness
in Lemma 3.2 for covariantly planar Cayley graphs:
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x
y
x1
e1
x2 x3
Q
Figure 1: The path Q in the proof of Lemma 5.3 (dashed).
Corollary 5.4. Let G be a locally finite Cayley graph, and τ : G → S2 a
covariant embedding. Then there is an embedding σ : |G| → S2 such that every
walk of G is facial in τ if and only if it is facial in σ (in particular, the restriction
of σ to G is covariant).
Proof. We use Lemma 5.3 to embed G into a 3-connected supergraph H . We
then apply Lemma 3.2 to H , and restrict the resulting embedding from |H | to
its subspace |G|. Here, we used the fact that Ω(H) is canonically homeomorphic
to Ω(G).
It should be possible to extend this even further to every locally finite planar
graph using the construction in the proof of Lemma 5.3, i.e. to just drop the
2-connectedness condition in Lemma 3.2, but we will not need this. I suspect
that Lemma 3.2 generalises even further as follows:
Problem 5.1. Let G be a planar graph, and ℓ : E(G) → R+ an assignment
of lengths to its edges. Let Gˆ denote the metric completion of the metric space
defined by ℓ (see [16] for the precise definition). Is Gˆ always homeomorphic to
a subspace of S2?
Likewise, we can use Lemma 5.3 to relax the 3-connectedness condition in
Lemma 3.4:
Corollary 5.5. Let G be a connected, locally finite graph, and Γ ⊆ Aut(G).
Let σ : |G| → S2 be a Γ-covariant embedding. Then for every g ∈ Γ, there is a
homeomorphism hg : S
2 → S2 such that hg ◦ σ = g.
Even more, given any face F of σ, and any homeomorphism f : F → hg(F ),
we may assume that hg coincides with f on F .
Proof. Let H be the 3-connected supergraph of G and σ′ : H → S2 its
Γ-covariant embedding extending σ(G), as provided by Lemma 5.3. As Ω(H)
is canonically homeomorphic to Ω(G), we can in fact consider σ′ to be an
embedding of |H |. Applying Lemma 3.4 to H we obtain a homeomorphism
hg : S
2 → S2 such that hg ◦ σ′ = g. Hence hg ◦ σ = g as σ′ extends σ.
For the second statement, given any face F of σ, and a homeomorphism
f : F → hg(F ), we may assume that f maps F ∩ σ
′(H) homeomorphically
onto hg(F )∩σ′(H) by constructing σ′ appropriately in the proof of Lemma 5.3.
Applying the second statement of Lemma 3.4 to each face Fi of σ
′ with Fi ⊆ F
and the restriction of f to Fi, we easily achieve that hg coincides with f on
F .
14
Let G be a Cayley graph of a group Γ with an embedding σ : G → S2. We
say that σ is orientation-preserving, if the clockwise cyclic ordering in which the
labels of the edges of a vertex x of G appear in σ is independent of the choice
of x. By labels here we mean the corresponding element of the generating set of
Γ used to define G. (If G is 3-connected, then Whitney’s Theorem 3.3 implies
that this cyclic ordering is the same for each x ∈ V (G) up to orientation. See
e.g. [17] for more.)
Lemma 5.6. Let G be a connected, locally finite graph, and suppose Γ ⊆ Aut(G)
has finite vertex stabilisers. Let σ : |G| → S2 be a Γ-covariant embedding. Then
the action of Γ on G extends into a (faithful) properly discontinuous action of
Γ on S2\σ(Ω(G)) by homeomorphisms.
Moreover, if Γ has finitely many orbits of vertices, then the latter action can
be chosen to be co-compact.
Furthermore, if G is a Cayley multi-graph of Γ, and σ is orientation-preserving,
and all faces of σ have finite boundary, then the latter action can be chosen so
that, in addition, it stabilises at most one point of each face of σ.
Proof. Given Γ ⊆ Aut(G), we want to extend each g ∈ Γ into a homeomorphism
hg : S
2 → S2. We obtain hg by applying Corollary 5.5. In order for this map
g 7→ hg to extend the action Γ y G into an action Γ y S2, we need it to be a
homomorphism from Γ to Aut(S2). To achieve this, we will exploit the second
statement of Corollary 5.5 appropriately.
For this, given any map η : ∂F → ∂F which is the restriction of one or
more g ∈ Γ to the boundary ∂F of some face F of σ, we fix a homeomorphism
fη : F → F such that fη coincides with η on ∂F . The existence of fη is a
consequence of Corollary 5.5, which unsurprisingly makes use of the Jordan-
Scho¨nflies theorem.
Similarly, if for two faces F, F ′ of σ there is g ∈ Γ mapping ∂F ′ to ∂F , then
we fix a map ζ = ζF ′,F : ∂F
′ → ∂F which is the restriction of such a g to ∂F ′,
and a homeomorphism fζ : F
′
→ F such that fζ coincides with ζ on ∂F ′.
By compositions of these fη’s and fζ’s we obtain, for any g ∈ Γ and any
face F , a unique map fF extending the restriction of g to ∂F to F . When we
apply Corollary 5.5 to define the map g 7→ hg as above, we can, by its second
statement, assume that the restriction of hg to each face F coincides with this
fF .
This immediately implies that hgg′ = hghg′ , hence our map φ : Γ→ Aut(S2)
defined by g 7→ hg is an injective homomorphism. By identifying Γ with its
image in Aut(S2) under φ we obtain the action Γ y S2.
Let X := S2\σ(Ω(G)). Since Γ(Ω(G)) = Ω(G), we can define an action
Γ y X by homeomorphisms just by restricting the above action from S2 to X .
In the special case where all faces of σ have finite boundary, this action
turns out to be properly discontinuous and, if V (G) has finitely many Γ-orbits,
co-compact. We will first handle this special case as a warm-up towards the
more involved general case.3
3In fact this special case can be handled by noting that X is a CW-complex and Γ y X
a cellular action, and using the equivalence between (2) and (10) in [23, Theorem 9]. But we
provide the following proof in order to ease the understanding of the proof of the general case.
15
So let us first assume that all faces of σ have finite boundary. To show that
Γ y X is properly discontinuous we apply Lemma 5.2 with the following choice
of the cover U of X :
(i) for every x ∈ σ(V (G)), we choose an open neighbourhood Ux of x in S2
meeting only edges of G and faces of σ incident with x, and containing
the image of no other vertex of G;
(ii) for every point x ∈ σ(e) with e ∈ E(G), we choose an open neighbourhood
Ux of x contained in the union of σ(e) with the faces of σ incident with e;
(iii) for every x in a face F of σ, we choose Ux = F ;
Let U := {Ux | x ∈ X} be the resulting cover of X . We claim that U satisfies
the requirement of Lemma 5.2 that ΓU has no accumulation point in X for
every U ∈ U . To see this for U = Ux of type (iii), note that Γ maps every face
of σ to a face of σ, and that Ux = F has a finite stabiliser in Γ because it is
determined by the finite set of vertices in ∂F and we are assuming that every
vertex has a finite stabiliser in Γ. For Ux of type (i) or (ii) we remark that Ux
is contained in the closure of the union of finitely many U ’s of type (iii), and
repeat the same argument.
To show that Γ y X is co-compact when V (G) has finitely many orbits,
pick D ⊂ V (G) containing exactly one vertex from each orbit, and let K be
the union of the closures of the faces incident with vertices in D. Then K is
compact, and it is easy to see that
⋃
ΓK = X , which means that Γ y X is
co-compact.
To prove the final statement, we modify G into a triangulation G′ by adding
a new vertex vF inside each face F of σ, and joining vF to each vertex incident
with F with a new edge, which edge we draw as an arc inside F to obtain an
embedding σ′ of G′. Since σ is Γ-covariant, Γ y G extends to an action on G′.
Since Γ stabilises no vertex of G, and it preserves the orientation of S2, the only
vertices of G′ it stabilises are the vF ’s. Repeating the above construction with
G′ instead of G yields the desired action, where the only points of S2\σ(Ω(G))
fixed are the images of the vF ’s.
We now consider the general case, where some faces of σ may have infinite
boundary. In this case the above argument fails because the stabiliser of such
a face may be infinite. To circumvent this difficulty, we will subdivide such
faces by embedding appropriate graphs inside them, thus embedding G into a
plane supergraph G′, in such a way that the faces of G′ have finite stabilisers
in Γ y G′ even if they have infinite boundary4.
To simplify the exposition, we assume below that G is 2-connected (in order
to be able to apply Lemmas 3.1 and 4.2). If not, then we apply the following
arguments to the 3-connected supergraph H of G provided by Lemma 5.3 to
obtain the desired action for H , hence also for G (the final sentence has already
been proved in the above special case of finite face boundaries).
Our auxiliary supergraph G′ of G is defined as follows. For every face F of
σ (with infinite boundary), we ‘reflect’ our embedding σ : |G| → S2 from the
complement of F into F ; that is, we choose a homeomorphism r : (S2\F )→ F
4We say that a face F has finite boundary , if ∂F contains finitely many edges. Otherwise
we say that F has infinite boundary .
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that coinsides with the identity on F , which exists by the Jordan-Schoenflies
theorem [43] and the fact that ∂F is a simple closed curve (Lemma 3.1). Then
r ◦ σ embeds a copy of G into F . We call this copy of G the shadow of G in F .
We define G′ to be the plane graph obtained as the union of G with all those
shadows, one for each face of σ, and let σ′ : G′ → S2 denote the corresponding
embedding. In fact, we can extend σ′ into an embedding of |G′| in S2.
It is not hard to see that the action Γ y G extends to an action Γ y G′:
as each g ∈ Γ maps each face F of σ to a face gF of σ via the map g 7→ hg, we
can let g map the shadow of G in F to the shadow of G in gF via the unique
automorphism of G determined by the restriction of g to ∂F . This defines the
action Γ y G′, and therefore an action Γ y |G′|. Easily, σ′ is Γ-covariant too.
We claim that
every orbit of Γ y |G′| has all its accumulation points in Ω(G) ⊂ Ω(G′). (1)
Indeed, this follows from Lemma 5.1, applied with X = G′ and Y = V (G).
Our next claim is that G′ is still 2-connected. Indeed, after removing any
vertex x ∈ V (G′), the graph G as well as any of its closed shadows is still
connected since G was assumed to be 2-connected. Moreover, any shadow S is
still connected to G as G and S have several vertices in common by construction,
and our claim easily follows.
Since σ′ is Γ-covariant, we can apply Corollary 5.5 to it. As we did in the
special case where all faces of G have finite boundary above, we exploit the
second statement of Corollary 5.5 (the maps fη now correspond to faces of σ
′)
so as to extend Γ y |G′| into an action Γ y S2 and, letting X := S2\σ(Ω(G))
(and not S2\σ(Ω(G′))), into an action Γ y X by restriction.
As above, we use Lemma 5.2 to show that Γ y X is properly discontinuous.
The cover V of X we use is similar to U from above; the only difference is that
now X contains points that are images of ends ω ∈ Ω(G′)\Ω(G), for which we
need to choose open sets in our cover. For every such end ω, we choose a cycle
Dx in G
′ separating ω from ∂F where F is the face of σ containing σ′(ω), which
cycle exists by the second part of Lemma 4.2, and will be used in (iv) below.
Our cover V of X is defined as follows:
(i) for every x ∈ σ′(V (G′)), we choose an open neighbourhood Vx of x in S2
meeting only edges of G and faces of σ′ incident with x, and containing
the image of no other vertex of G′;
(ii) for every point x ∈ σ′(e) with e ∈ E(G′), we choose an open neighbour-
hood Vx of x contained in the union of σ
′(e) with the faces of σ′ incident
with e;
(iii) for every x in a face F of σ′, we choose Vx = F ;
(iv) for every x ∈ σ′(Ω(G′)\Ω(G)), we let Vx be the component of S2\Dx
containing x, where Dx is the cycle defined above.
Let V := {Vx | x ∈ X} be the resulting cover of X .
Again, we claim that ΓU has no accumulation point in X for every U ∈ U .
To prove this for U = Vx of type (iii), we recall that Γ maps every face of σ
′ to
a face of σ′, and show that Vx = F has a finite stabiliser in Γ. If F coincides
with an original face of σ with finite boundary, then we showed this above.
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Otherwise, F lies inside a face H of σ in which σ′ embedds a shadow of G. In
this case, applying Lemma 4.2 to that shadow yields a cycle CF separating F
from ∂H . By (1), the orbit ΓCF of CF has all its accumulation points in Ω(G)
in the topology of |G′|. Since σ′(|G′|) is a homeomorph of |G′|, this means that
the orbit of the circle σ′(CF ) under our action Γ y S
2 has all its accumulation
points in σ′(Ω(G)). Since F is contained in one of the sides of CF , this easily
implies that the orbit of Vx = F also has all its accumulation points in σ
′(Ω(G)).
Thus Vx has no accumulation point in X = S
2\σ′(Ω(G)) as desired.
For U = Vx of type (iv) we use the same argument, replacing the cycle CF
by Dx.
For Vx of type (i) or (ii) we argue as earlier: we remark that Vx is contained
in the closure of the union of finitely many V ’s of type (iii), and repeat the same
argument.
Thus V satisfies the requirement of Lemma 5.2, and we deduce that Γ y X
is properly discontinuous.
To show that Γ y X is co-compact when V (G) has finitely many orbits,
we argue as above, except that we now employ Lemma 4.2 as follows. Pick
D ⊂ V (G) containing exactly one vertex from each orbit. For every face F
of G′ incident with a vertex of D, let CF be a cycle of G
′ separating F from
the complement of the face F ′ of G containing F , which exists by Lemma 4.2
applied to the shadow of G in F ′. (If F has finite boundary, we can just let
CF = ∂F .) Let K be the union of the closures of the interiors of all these cycles
CF . Then K is compact, and again we have
⋃
ΓK = X , which means that
Γ y X is co-compact.
6 From actions on 2-manifolds to planar Cayley
graphs
In this section we prove the implication (A)→ (B) of Theorem 1.1 (Lemma 6.3).
We say that a space X ⊆ S2 is uniquely planar , if for every two embeddings
σ, σ′ : |X | → S2 there is a homeomorphism h : S2 → S2 such that h◦σ = σ′, and
there is at least one such embedding σ. In other words, every automorphism of
|X | extends into a homeomorphism of S2.
Lemma 6.1. Every connected 2-manifold X ⊆ S2 is uniquely planar.
Proof. Our first aim is to show that |X | admits an embedding in S2. We will
do this by applying Lemma 3.2 on a triangulation of X .
LetD be a locally finite triangulation ofX , which exists by a well-known the-
orem of Rado¨ [37, 49], and let T be its 1-skeleton. Then T is a 2-connected graph
by definition. Therefore, there is an embedding σ : |T | → S2 by Lemma 3.2. In
fact, we may assume T to be 3-connected: we can subdivide each edge of D by
putting a new vertex at its midpoint, and triangulate each original triangle ∆
of D into 4 smaller triangles by adding the three edges joining the midpoints of
the three edges of ∆. If T is the 1-skeleton of the resulting triangulation, then
it is indeed 3-connected because the neighbourhood of ∆ is still connected after
removing any 2 vertices from ∆.
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Assuming, as we now can, that T is 3-connected, we deduce that our em-
bedding σ : |T | → S2 is essentially unique when restricted to T by (the infinite
version of) Whitney’s Theorem 3.3. Therefore, the 1-skeleton of each triangle
of D bounds a face of σ, because it does so in the embedding of T induced by
the identity on X ⊆ S2. Thus we can extend σ from T to D by mapping each
2-cell into the corresponding face of σ. Since T and X have the same ends by
the definitions, we have thus extended σ into an embedding φ : |X | → S2.
We can now apply Lemma 3.5 to deduce that |X | is uniquely planar.
As a consequence of the first claim of this proof, we obtain Corollary 1.5,
which we restate for convenience:
Corollary 6.2. Let X ⊆ S2 be a 2-manifold. Then |X | is homeomorphic to S2.
Proof. We showed above that |X | admits an embedding σ in S2. If σ is not
surjective, pick x ∈ S2\σ(|X |), and let F be the face of σ containing x. Applying
Lemma 3.1 with K := σ(|X |), we obtain that F is bounded by a simple closed
curve S ⊂ |X |. Since Ω(X) is totally disconnected, σ−1(S) contains a point y
of X . We obtain a contradiction as y has a neighbourhood U homeomorphic to
R2, and every neighbourhood of σ(y) meets F .
We remark that Corollary 6.2 does not extend to 3 dimensions: let M be
the inside of a torus embedded in R3. Clearly M is a 3-manifold embeddable in
S3. But |M | is not homeomorphic to S3, and in fact it is not homeomorphic to
a 3-manifold. Indeed, the boundary |M |\M consists of a single point x, and x
has arbitrarily small open neighbourhoods U such that U\x is homeomorphic
to M , hence not simply connected.5
We can now prove the main result of this section. Recall the definition of an
orientation-preserving embedding σ of a Cayley graph given before Lemma 5.6.
Lemma 6.3. Let Γ be a finitely generated group with a faithful and properly
discontinuous action Γ y X on a connected 2-manifold X. Then there is a
finitely generated Cayley graph G of Γ and an embedding σ : G → X such
that σ(V (G)) has no accumulation points in X, and Γ y G coincides with the
restriction of Γ y X to σ(G).
Moreover, if X ⊆ S2, then σ defines a covariant embedding of G into S2.
Furthermore, if Γ y X is orientation-preserving, then so is σ.
Proof. Pick a finite generating set S of Γ. Let o be a point of X such that
the orbit Γo is regular, which exists by Lemma 3.7. For every s ∈ S, pick an
o–so arc Rs in X . By straightforward topological manipulations we may assume
that these arcs and their translates do not intersect too much: we can assume
that for every s, t ∈ S, and any g ∈ Γ, the intersection Rs ∩ gRt is either empty
or just one point. This means that the union
⋃
s∈S ΓRs of all these arcs and
their translates defines a (plane) graph H embedded in X , the vertex set of
which consists of our regular orbit Γo and all the intersection points Rs ∩ gRt
of our arcs. (We could assume that no three arcs meet at a point, but we will
not need to.) To show that H is a graph, we need to check that no arc Rs
is intersected by infinitely many other arcs. This is the case because Γ acts
properly discontinuously, and the ‘star’
⋃
s∈S Rs of o is compact.
5I thank Max Pitz for this observation.
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Since Γo is an orbit of Γ, and S generates Γ, it follows easily that H is
connected. Moreover, Γ y X defines an action Γ y H by restriction. We
would like to apply Babai’s contraction Lemma 3.6 to contract H onto a Cayley
graph of Γ, but the freeness condition is not necessarily satisfied because some
involution g ∈ Γ might exchange two crossing arcs Rs, gRs, hence stabilising
their intersection point. But this is easy to amend by a slight modification of H :
we blow up each vertex v ofH arising from an intersection point into a circle that
intersects H at the edges incident with v only, intersecting each of them exactly
one. Thus v is replaced in H by a cycle Cv all vertices of which have degree
3. Let H ′ denote this modification of H . It is now straightforward to check
that Γ acts freely on H . (If some involution reverses an arc Rs, then we treat
its midpoint as an intersection vertex of H and apply to it the aforementioned
blow-up operation.)
After this modification, we can indeed apply Lemma 3.6 to H ′: we choose a
connected subgraph D meeting each orbit at exactly one vertex, and contract
each translate gD, g ∈ Γ of D into a vertex to obtain a Cayley graph G of Γ.
Next, we remark that G embeds in X . For this, pick a spanning tree T of
D, and a neighbourhood U of T in X homeomorphic to R2 meeting no other
translate of D. Note that o ∈ U by the definitions. For each edge xy incident
with (the contraction of) D in G, with x ∈ V (D), say, we pick an o–x arc Rx
in U , making sure that Rx is disjoint from Rz for z 6= x. We can now think of
o rather than D as a vertex of G. We repeat this at every other translate gD
of D by mapping U to gU . The union of the translates of the arcs Rx with the
appropriate subarcs of the original arcs Rs defining H defines an embedding of
G in X .
If x ∈ X were an accumulation point of σ(V (G)), then any neighbourhood
Ux ∋ x would contain infinitely many elements of the orbit of o, violating
our definition (iii) of a properly discontinuous action. Thus σ(V (G)) has no
accumulation point in X .
Easily, the canonical action Γ y E(G) extends to the original action Γ y H
obtained by restricting Γ y X . Thus Γ y G extends to Γ y X .
Moreover, we claim that if X ⊆ S2 then our embedding σ, which we can then
think of as an embedding into S2, is covariant. For this, recall that each g ∈ Γ
is a homeomorphism of X , which by Lemma 6.1 extends into a homeomorphism
of S2. Since Γ y H is defined by restricting Γ y X , it follows that g maps
every facial walk of H into a facial walk.
As G was defined by contracting Γ-translates of a subgraph of H , it is now
easy to see that g maps every facial walk of G with respect to σ into a facial
walk, and so σ is covariant.
Similarly, if Γ y X was orientation-preserving, then by considering the
orbit of the edges of o in G under Γ y X it is easy to see that σ is orientation-
preserving too.
Remark: Lemma 7.1 below is proved using similar ideas, and the reader is
advised to read that lemma right after reading the proof of Lemma 6.3.
7 Finiteness of face-boundaries
In this section we prove the implication (B) → (C) of Theorem 1.1:
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Lemma 7.1. If a group Γ admits a finitely generated, covariantly planar Cayley
graph, then Γ admits a finitely generated, covariantly planar Cayley multi-graph
with no infinite face-boundaries.
I do not know how to prove this without using Lemma 5.6, which is the
essence of the implication (B) → (D).
We will need the following terminology. If {V1, V2} is a bipartition of the
vertex set V (G) of a graph G, then the set of edges with exactly one endvertex
in each Vi is called a cut of G. The cut space B(G) is the vector space over
the 2-element field generated by the finite cuts of G; see [9, §1.9] for a precise
definition.
Lemma 7.2. Let G = Cay(Γ, S) be a finitely generated planar Cayley graph.
Then there is a finite set D of cuts of G such that
⋃
ΓD generates the cut space
of G.
Proof. By a theorem of Droms [10, Theorem 5.1], every group Γ that admits
a finitely generated planar Cayley graph is finitely presented. By a theorem
of Dunwoody [12], every finitely presented Γ is accessible. The fact that ev-
ery accessible group satisfies the conclusion of our statement is proved in [8,
Corollary IV.7.6].
Proof of Lemma 7.1. Let G be a finitely generated, covariantly planar Cayley
graph of Γ. To simplify our exposition, let us first assume that G is 3-connected;
we will later employ Lemma 5.3 to treat the general case.
By Lemma 5.4 we obtain an embedding σ : |G| → S2, and by Lemma 5.6
the canonical action Γ y G extends into a properly discontinuous action
Γ y S2\σ(Ω(G)).
Our strategy for modifying G into a planar Cayley graph of Γ with no infinite
face-boundaries can be sketched as follows. In each face F of G with infinite
boundary we embed some arcs in a Γ-invariant way in order to split F into
faces with finite boundaries. We choose those arcs so that treating their inter-
section points as vertices defines a plane supergraph G+ of G using the ideas
of Lemma 6.3. Then we apply Babai’s contraction Lemma 3.6 to the action
of Γ on G+, to contract the latter onto a Cayley graph H of Γ inheriting the
property that all faces have finite boundaries.
To make this sketch precise, let D be a finite set of cuts of G such that
⋃
ΓD
generates B(G), provided by Lemma 7.2. If σ has no infinite face-boundary
then there is nothing to prove. Otherwise, for every B ∈ D, and any two edges
e, f ∈ B lying in a common face-boundary ∂F of a face F of σ, choose an arc
Ae,f,F in F joining an endvertex of e to an endvertex of f , which arc exists
because ∂F is a simple closed curve by Lemma 3.1 and so F is homeomorphic
to a closed disc by the Jordan-Scho¨nflies theorem. (If e, f lie in more than one
such ∂F , choose such an arc in each F .) Let A denote the union of the Γ-orbits
of all such arcs Ae,f,F with e, f ∈ B ∈ D. If these arcs are chosen appropriately,
then as in the proof of Lemma 6.3, the union of A with G is a plane graph
G+, which is a supergraph of G, embedded in S2 via an extension ρ of σ(G).
Here, we used again the fact that any Ae,f,F ∈ A intersects only finitely many
elements of A since Γ y S2\σ(Ω(G)) is properly discontinuous. This fact easily
implies that the identity map defines a homeomorphism h : Ω(G) → Ω(G+),
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and furthermore the extension ρ′ : |G+| → S2 of ρ obtained by mapping each
ω ∈ Ω(G+) to σ(h−1(ω)) is an embedding.
By construction, the action Γ y S2\σ(Ω(G)) defines an action Γ y G+. As
in Lemma 6.3, by blowing up each vertex of G+\G into a circle if needed, we
may assume that the latter action is free. By Babai’s contraction Lemma 3.6,
there is a connected subgraph ∆ of G+ such that H := G+/∆ is a Cayley
graph of Γ. Here, we keep any parallel edges and loops of H resulting from
these contractions, that is, H is a multi-graph, because they could be needed to
retain the finiteness of face boundaries.
It is easy to see that ∆ is finite, because as noted above every arc Ae,f,F as
in the definition of G+ is intersected by only finitely many translates of such
arcs.
As in Lemma 6.3, we can modify σ into an embedding τ : H → S2 so that
every face boundary of H can be obtained from one of G+ by contracting each
maximal subpath contained in a translate of ∆ into a vertex. We claim that
all face-boundaries of H in τ are finite, which proves our statement. By the
previous remark, this claim will follow if we can show that G+ has no infinite
face-boundary, or equivalently, that G+ has no facial double-ray.
Suppose, to the contrary, that R is a facial double-ray of G+, and let R′ be
the corresponding facial double-ray of H , obtained by contracting each maximal
subpath contained in a translate of ∆. We distinguish the following two cases.
Case 1: If R comprises two disjoint sub-rays belonging to the same end of G+,
then as ∆ is finite, this situation passes on to H : the two tails of R′ belong to
the same end of H . This however is ruled out by a result of Kro¨n [24], stating
that in any almost transitive, plane graph with finite vertex degrees, disjoint
tails of a facial double-ray lie in distinct ends.
Case 2: If R has two disjoint sub-rays belonging to distinct ends ω, χ of G+,
then let F denote the face of |G| with respect to σ containing R, which face
exists since G+ is a supergraph of G, and ρ(R) avoids σ(Ω(G)). Then ω, χ ∈ ∂F
because ρ′ is an embedding of |G+| into S2 as we saw earlier. We claim that
there is an arc A ∈ A such that ω, χ lie in distinct components of F\A. (2)
Before proving this claim, let us see why it leads to a contradiction. The
closure D of D in |G+| is an ω–χ arc by the definitions, and so ρ′(D) is an
ω–χ arc in F . Thus claim (2) means that D crosses A, and so it cannot be
facial. This contradiction proves that Case 2 cannot occur either.
It remains to prove (2). For this, note that the cutspace B(G) contains a cut
B separating ω from χ. Thus its generating set
⋃
ΓD must contain such a cut
gC with C ∈ D. We claim that gC contains edges e1, e2 in ∂F such that ω, χ lie
in distinct components of ∂F\{e, f}. This is true because ∂F is a simple closed
curve contained in σ(|G|) by Lemma 3.1, and so its preimage Z := σ−1(∂F ) is
a homeomorph of S1 in |G|. In particular, Z contains two internally disjoint
ω–χ arcs Z1, Z2. But then the cut gC must meet both those arcs in order to
separate ω from χ, because for every ω–χ arc Y and every cut J separating ω
from χ we have Y ∩ J 6= ∅ by Lemma 4.1. Thus we can let ei be any edge in
gC ∩ σ(Zi) for i = 1, 2. Finally, by the definition of G+, the latter contains an
arc A in F from an endvertex of e1 to an endvertex of e2. This arc disconnects
ω, χ in F because e1, e2 disconnect ω, χ in ∂F .
This completes our proof in the case where G is 3-connected. If it is not, then
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we apply Lemma 5.3 to embed G into a planar 3-connected plane supergraph
G′ to which the action of Γ extends covariantly. We then repeat the above
construction verbatim with G replaced by G′. The only point that requires some
care is to extend the conclusion of Lemma 7.2 to G′. This is straightforward: we
apply Lemma 7.2 to G to obtain a set of cuts D. For each B ∈ D, we let B′ be
the cut of G′ obtained by adding, for every e ∈ B, the up to two ‘parallel’ copies
of e from any ladders we attached to face-boundaries containing e in the proof
of Lemma 5.3. Moreover, for each of the finitely many Γ-orbits O of vertices of
G′, we pick a representative vO ∈ O, and let BO be the cut comprising the edges
incident with vO. Then the collection D
′ := {B′ | B ∈ D} ∪
⋃
O∈V (G′)/ΓBO of
all these cuts of G′ is finite, and their translates generate B(G′) as the reader
can easily check.
I do not know if Lemma 7.1 remains true if one forbids loops and/or parallel
edges:
Problem 7.1. Suppose Γ admits a finitely generated, covariantly planar Cayley
graph. Must Γ admit a finitely generated, covariantly planar Cayley graph with
no infinite face-boundaries?
8 Proof of Theorem 1.1 and Corollary 1.2
We now put the above results together to prove the main results of the paper:
Proof of Theorem 1.1. For the implication(B) → (D), let G be a covariantly
planar, finitely generated, Cayley graph of a group Γ. By Lemma 5.4 there is a
covariant embedding σ : |G| → S2. Applying Lemma 5.6 we obtain a properly
discontinuous action Γ y (S2\σ(Ω(G)) extending Γ y G. Since Γ y G is
faithful, so is Γ y (S2\σ(Ω(G)). We claim that S2\σ(Ω(G)) is one of the four
2-manifolds in the statement of (D). This is indeed the case, because of the
well-known fact, first observed by Hopf [21], that Ω(G) is either homeomorphic
to the Cantor set or it contains at most 2 points.
For the implication (A) → (B), let Γ y X be a properly discontinuous
faithful action where X ⊆ S2 is a 2-manifold. Then X is uniquely planar by
Lemma 6.1, and so Lemma 6.3 yields the desired Cayley graph G.
The implication (B) → (C) is Lemma 7.1.
As (D) → (A) and (C) → (B) are trivial, we have proved the equivalence of
all four conditions.
Theorem 8.1 ([32, p. 299]). Let p : S˜ → S be a regular covering of the (topo-
logicaly) finite (Riemann) surface S, where S˜ is planar. Let F be the group of
deck transformations on S˜. There is a Koebe group Γ, with invariant compo-
nent D, and there is a homeomorphism h : S˜ → D, so that h∗ : F → Γ is an
isomorphism.
Here, a surface S is topologicaly finite, if it is homeomorphic to the interior
of a compact 2-manifold with or without boundary. I will not repeat all the
details (which can be found e.g. in [32]) of the definition of Koebe group, as they
are not needed in this paper. What matters for us is that every Koebe group is
a function group by definition.
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Proof of Corollary 1.2. The backward direction is obvious: if Γ is a function
group, then its action on an invariant component of its domain of discontinuity
is as desired.
For the forward direction, let Γ y X be a faithful, properly discontinuous
action by orientation-preserving homeomorphisms on the surface X ⊆ S2. We
would like to apply Theorem 8.1 with S˜ = X and S = X/Γ, but Γ y X need
not be free, and X/Γ need not be topologically finite. Therefore, we will use
the above results to find a better action of Γ.
Indeed, the implication (A) → (C) of Theorem 1.1 yields a planar Cayley
graph G of Γ, with a Γ-covariant embedding σ : |G| → S2 every face of which is
bounded by a cycle. Moreover, when applying Lemma 6.3 to prove the impli-
cation (A) → (B), we use the last statement of Lemma 6.3 to ensure that σ is
orientation-preserving. We then apply the last statement of Lemma 5.6 to obtain
a co-compact, properly discontinuous action Γ y Y with Y := S2\(σ(Ω(G))),
where the set Z of points of Y with non-trivial stabiliser contains at most one
point from the interior of each face of σ. Restricting Γ y Y to X ′ := Y \Z thus
yields a free action, in other words, X ′ regularly covers S := (Y \Z)/Γ. Since
Γ y Y is co-compact, it is easy to see that S is topologically finite. Thus we
can apply Theorem 8.1 to deduce that Γ is a Koebe group, and in particular a
function group.
As a corollary, we deduce that the finiteness condition in Theorem 8.1 can be
dropped if one only wants an algebraic rather than a ‘geometric’ isomorphism
between F and some Koebe group (the finiteness condition cannot be dropped
in general without this relaxation):
Corollary 8.2. Let p : S˜ → S be a regular covering of a surface S, where S˜ is
planar. Let F be the group of deck transformations on S˜. Then F is isomorphic
to a Koebe group (equivalently, to a function group).
Proof. By the definition of deck transformations, F acts freely by homeomor-
phisms on S˜, and by the definition of a covering this action is properly discon-
tinuous. Thus we can apply Corollary 1.2 to deduce that F is isomorphic to a
Koebe group.
8.1 Geometrizing the action
As mentioned in the introduction, any action Γ y X as in (D) can be ‘ge-
ometrised’ to obtain an action by isometries on a smooth manifold with the
same properties. This can be proved as follows. Recall that every 2-manifold
is homeomorphic to a smooth manifold [35]. Thus it just remains to endow X
with a Γ-invariant metric d. A standard way to do this (which I learnt from a
mathoveflow post6 by Misha Kapovich.) is by endowing X with a Γ-invariant
Riemannian metric g, and letting d be the corresponding distance function.
This g can be constructed by first constructing an arbitrary Riemannian metric
on the quotient orbifold X/Γ, e.g. using a partition of unity, and then lifting
g to X . Here, we used the well-known observation of Thurston that for every
properly discontinuous action on a manifold, the quotient space is an orbifold,
see e.g. [4, Proposition 20].
6https://mathoverflow.net/questions/251627/proper-discontinuity-and-existence-of-a-fundamental-domain
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9 Determining X
The main aim of this section is to prove Theorem 1.4.
We say that an end ω ∈ Ω(X) is an accumulation end with respect to an
action Γ y X , if ω is an accumulation point of some orbit Γx, x ∈ X for the
extension Γ y |X | of the action to the Freudenthal compactification of X .
Given topological spaces Y ⊂ X , we write limY for the set of accumulation
points of Y in X .
Proposition 9.1. Let X be an arc-connected locally compact space, Γ y X a
properly discontinuous action, and ω ∈ Ω(X). Then the following are equivalent:
(i) there is x ∈ X such that ω ∈ limΓx;
(ii) there is a compact K ⊂ X such that ω ∈ limΓK;
(iii) for every compact L ⊂ X, we have ω ∈ limΓL; and
(iv) for every x ∈ X, we have ω ∈ limΓx.
Proof. The implications (i) → (ii) and (iii) → (iv) are trivial since points are
compact. So is (iv) → (i). To show (ii) → (iii), let L be any compact subset of
X , let A be an K–L arc, and let K ′ := K ∪ A ∪ L. Note that K ′ is compact.
Let U be a basic open neighbourhood of ω in |X |, and recall that U ∩ X is
a component of X\S for some compact S ⊂ X . Since ω ∈ limΓK, there are
infinitely many elements of ΓK, and hence of ΓK ′ meeting U . By definition
(ii) of a properly discontinuous action, at most finitely many of these elements
meet the compact set S, and therefore infinitely many of them are contained in
U . In particular, U meets ΓL. As this holds for any basic open neighbourhood
U of ω, we deduce that ω ∈ limΓL as claimed.
Let ΩΛ(X) ⊆ Ω(X) denote the set of accumulation ends of X with respect
to Γ y X . In other words, ΩΛ(X) is the limit set of the extension of the action
Γ y X to |X |.
The proof of the following statement is standard; the main idea goes back
to Hopf [21].
Theorem 9.2. Let Γ y X be a properly discontinuous action on an arc-
connected metrizable space X. If the space ΩΛ(X) ⊆ Ω(X) of accumulation
ends contains more than 2 points, then it is homeomorphic to the Cantor set.
Proof. Suppose ΩΛ(X) contains three distinct accumulation ends ω, χ, ψ. We
will show that none of them is an isolated point of ΩΛ(X). Let K ⊂ X be a
compact set separating X into subspaces Uω ∋ ω,Uχ ∋ χ,Uψ ∋ ψ. We may
assume that K is connected, for otherwise we can enlarge it by a set of arcs
joining its finitely many components.
Suppose, for a contradiction, that ω has a neighbourhood U containing no
other end in ΩΛ(X). By choosing a larger K if needed, we may assume that
U = Uω. Pick some x ∈ K and g ∈ Γ such that gx ∈ U and gK ∩K = ∅, which
exists since U contains an accumulation end and Γ y X is properly discontin-
uous. Then gK ⊂ U because gK is connected and it meets U . Therefore, gK
disconnects no two ends of X living outside Uω, because any two such ends live
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in the connected space X\U . But gK disconnects gω, gχ, gψ from each other,
and so at least two of them live in U , contrary to our assumption.
This proves that if ΩΛ(X) contains more than two points, then it contains
no isolated point. It is easy to check that ΩΛ(X) is closed (therefore compact
since ΩΛ(X) ⊂ |X |). As it is totally disconnected, it is homeomorphic to the
Cantor set by Proposition 2.1.
Corollary 9.3. Let Γ y X be a faithful, properly discontinuous action on a
2-manifold X ⊆ S2 such that all ends of X are accumulation ends. Then X is
homeomorphic to the sphere, the plane, the open annulus, or the Cantor sphere.
Proof. By Lemma 9.2, either Ω(X) contains at most 2 ends, or it is homeomor-
phic to the Cantor set. By Theorem 3.8, X is homeomorphic to the sphere,
the plane, the open annulus, or the Cantor sphere, if it has 0, 1, 2, or a Cantor
space of ends, respectively.
Remark: The assumption that all ends of X are accumulation ends does
not imply that the action is co-compact, or that |Ω(X)| = |Ω(Γ)|; consider for
example the action of Z on R2 by addition in one coordinate.
This example is also relevant in Theorem 1.4 from the introduction, which
we restate here for convenience:
Theorem 9.4. Let Γ y X be a properly discontinuous action on a metriz-
able, arc-connected, locally compact space X. Then the canonical extension
Γ y (X ∪ΩV (X)) of the action to the non-accumulation ends of X is properly
discontinuous.
For the proof of this we need to introduce the following notions and a lemma.
We say that a subspace K ⊂ X is a separator of a topological space X ,
if X\K can be written as the union U ∪ U c of two disjoint, non-empty, open
subspaces. Note that U,U c are also closed in X\K in this case. In this case, we
say that U,U c are sides ofK. We remark thatK does not uniquely determine its
sides if X\K has more than two components. The following lemma is a variant
of [25, Theorem 1, Chapter V,§46, VIII]7. We provide a proof for convenience.
Lemma 9.5. Let X be an arc-connected, metrizable topological space, and
KY ,KZ ⊂ X two disjoint closed and connected separators of X with sides Y, Y c
and Z,Zc, respectively. Then at least one of the sets Y ∩Z, Y ∩Zc, Y c∩Z, Y c∩Zc
is empty.
Proof. Since KY ,KZ are connected, and disjoint, each of them must be con-
tained in a side of the other. We may assume without loss of generality that
KZ ⊆ Y and KY ⊆ Z as the two sides of each separator are interchangeable.
Suppose, for a contradiction, that all our sets Y ∩Z, Y ∩Zc, Y c ∩Z, Y c ∩Zc
are non-empty, and pick two points p ∈ Y c ∩Zc, q ∈ Y ∩Z. Let A be a p–q arc
in X , and let x be the first point of A in KY ∪KZ , which exists since KY ∪KZ
is closed. If x ∈ KY , then the sub-arc of A from p to x is a Zc–Z arc in X\KZ.
Otherwise, we have x ∈ KZ , and the sub-arc of A from p to x is a Y c–Y arc
in X\KY . In both cases we obtain a contradiction as we have split an arc as a
union of two disjoint open sets.
7I would like to thank Max Pitz for this reference.
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Proof of Theorem 9.4. Consider the subspaceX ′ := X∪ΩV (X) of |X |. To show
that the canonical extension Γ y X ′ of Γ y X is properly discontinuous, we
will show that for every x, y ∈ X ′ there are open neighbourhoods Ox ∋ x,Oy ∋ y
such that {g ∈ Γ | gUy ∩Ux 6= ∅} is finite and apply definition (iii) of a properly
discontinuous action.
We claim that there is a sequence (Kxn)n∈N of compact, connected separators
of X ′ with corresponding sides (Un, U
c
n) such that (Un)n∈N is a base of open
neighbourhoods of x (which we will later plug into Lemma 9.5). Indeed, if
x ∈ ΩV (X) we can let (Un)n∈N consist of basic open neighbourhoods of x, and
let Kxn their associated compact sets. We can assume each K
x
n is connected
because otherwise we can join its finitely many components with arcs of X . If
x ∈ X , then there is a local base (Cn)n∈N of compact neighbourhoods of x
since X is locally compact. Let {∂Cn} be their frontiers, let Kxn be a compact
connected set containing ∂Cn, and let Un := Cn\Kxn. Then Un is open inX
′\Kxn
as desired, and so is U cn := X
′\(Kxn ∪ Un). Replacing x by y throughout, we
analogously define (Kyn)n∈N and the sides {Vn, V
c
n}.
As Γ y X is properly discontinuous, the set {g ∈ Γ | gKxi ∩K
y
j 6= ∅} is finite
for every i, j ∈ N. Thus we can apply Lemma 9.5 to the separators gKxi ,K
y
j
of X ′ for every i, j ∈ N and all but finitely many g ∈ Γ. If the transporter
set (Ui, Vj) is finite for some i, j, then we are done by (iii). If not, then either
|(Ui | Ky)| = ∞ for every i, or |(Vi | Kx)| = ∞ for every i. If the former is
the case, then x ∈ limKy, and if the latter is the case, then y ∈ limKx. This
leads to a contradiction as X ′ contains no accumulation end, and no point of
X is an accumulation point of an orbit under Γ y X (here we tacitly used
Proposition 9.1).
10 Relationship to planar groups and planar dis-
continuous groups
Droms et. al. [11] provided an example of a Cayley graph G which is planar but
admits no embedding in S2 for which the natural action on G by its group is
realized by homeomorphisms of S2. Here, we provide such an example with the
stronger property that its group does not admit any faithful action on S2 (or
any 2-manifold X ⊆ S2) by homeomorphisms.
For this, we will find finite groups R,P of homeomorphism of S2, containing
involutions br, bp respectively, such that in any faithful action R y S
2 the
homeomorphism br reverses the orientation of S
2, and in any faithful action
P y S2 the homeomorphism bp preserves the orientation. In addition, we will
display planar Cayley graphs GR, GP of the two groups in which br and bp are
contained in the generating set, and thus appear as edges. By amalgamating
any two such groups R,P along the 2-element subgroups spanned by br, bp
respectively, we obtain a group with a planar Cayley graph G, which can be
obtained by embedding infinitely many copies of GR and GP glued along their
amalgamated edges corresponding to br, bp.
We can choose R to be the alternating group A4. This group has pre-
sentations
〈
r, g | r3, g3, (rg)2
〉
and
〈
k, r|k2, r3, (kr)3
〉
, where r = (1, 2, 3), g =
(2, 3, 4), k = (1, 3)(2, 4) in permutation cycle notation. The first presentation
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shows that R is generated by elements of odd order. Easily, every element of odd
order preserves the orientation in any action R y S2. These two observations
combined yield that every element of R preserves the orientation in any action
R y S2.
The second presentation gives rise to a planar Cayley graph of R, namely
the truncated tetrahedron8, and its generator k is an involution. We can thus
let GR be this Cayley graph and br = k.
Figure 2: The standard Cayley graph of Z4 × Z2.
We can choose P to be the group Z4×Z2. We claim that every planar Cayley
graph G = Cay(P, S) of this group has a subgraph G′ = Cay(P, S′) with S′ ⊆ S
isomorphic to the prism depicted in Figure 2. To see this, note that S must
contain the element (1, 0) or its inverse (3, 0) because these elements are not
contained in the span of the remaining elements of P by a parity argument. If
S also contains any of the elements (1, 1) or (3, 1), then G contains the graph of
Figure 3 as a subgraph. But that graph is not planar, because it is isomorphic
to the complete bipartite graphK4,4, which contains the Kuratowski graphK3,3
as a subgraph. Thus S also contains one the elements (0, 1) or (2, 1). It is easy
to check that any choice S′ of two generators as above yields a Cayley graph
G′ ⊆ G isomorphic to the graph of Figure 2. (In fact, it is not hard to show
that G = G′, but we will not need this.)
Applying Lemma 6.3 to any action P y S2, we obtain a planar Cayley graph
H of P such that the canonical action P y H extends to P y S2. By the above
claim, H contains the Cayley graph G′ of Figure 2 as a subgraph. Note that
P y G′ extends to P y H , and from there to P y S2. Recall that we would like
to choose an involution bP ∈ P that reverses orientation in any action R y S2.
Note that P contains exactly 3 involutions, namely (2, 0), (0, 1), (2, 1). Of these
involutions, only the first one is contained in a subgroup of P isomorphic to Z4
(P has exactly two such subgroups). Let bP = (0, 1). Then no matter which
generating set of P gives rise to the Cayley graph G′, our involution bp will
correspond to a vertex of G′ that is not in the same monochromatic 4-cycle as
the identity. But then the action of bp on G
′ reverses the cyclic order of the
edges incident with any vertex. Since P y G′ extends to P y S2, this means
that bp reverses the orientation of S
2 in P y S2, which was an arbitrary action
of P on S2. Finaly we can just let GP := G
′ be our choise of Cayley graph of
P .
8See http://weddslist.com/groups/cayley-plat/index.html for a figure.
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Figure 3: A non-planar Cayley graph of Z4×Z2. This graph is the complete bipartite
graph K4,4: the vertices at the same horizontal/vertical level form the two partition
classes.
Let now Γ := R ⋆br=bp P be the amalgamation product of R and P over the
subgroups spanned by br, bp, respectively. Then Γ cannot act faithfully on S
2,
because by the above discussion its element br = bp would have to both preserve
and reverse the orientation in any such action. Moreover, we can obtain a planar
Cayley graph of Γ by recursively glueing copies of GR and GP along their edges
corresponding to br, bp. This proves in particular
Proposition 10.1. The groups satisfying the conditions of Theorem 1.1 form
a proper subfamily of the groups admitting finitely generated Cayley graphs.
Next, we will show that the groups satisfying the conditions of Theorem 1.1
form a proper superfamily of the finitely generated planar discontinuous groups,
i.e. the finitely generated groups acting faithfully and properly discontinuously
on R2. For the expert reader this may be a straightforward consequence of
Corollary 1.2.
The example we will consider is Γ := Z × Z3. The standard Cayley graph
of Γ is easily seen to be planar and 3-connected. Thus Γ satisfies condition
(B) of Theorem 1.1. It acts faithfully and properly discontinuously on the open
annulus but not, as we will now show, on R2.
Suppose, for a contradiction, that Γ y S2 is such an action, and apply
Lemma 6.3 to obtain a planar Cayley graph G of Γ and an embedding σ : G→
R2 such that σ(V (G)) has no accumulation points in R2, and the canonical
action Γ y G extends to Γ y S2.
Our first claim is that there is a cycle C of G fixed by the action of the
subgroup ∆ corresponding second factor Z3 in the definition of Γ. To see this,
let e, g, g2 denote the elements of ∆, and let A be an e–g path in G. Let
X := A∪gA∪g2A be the subgraph of G comprising its ∆-translates. By Babai’s
Lemma 3.6 applied to the (free) action of ∆ on X , there is a contraction X/F
of X , with F ⊆ X connected, with X/F being a Cayley graph of ∆. The only
Cayley graph of the group ∆ with 3 elements is the triangle. Let B be a path in
F joining the endvertices of the two edges of X/F incident with F . Then the 3
edges of X/F combined with the 3 ∆-translates of B form the desired cycle C.
Next, we prove that there is a further cycle D of G fixed by the action of
∆ such that the closures of the insides of σ(C) and σ(D) are disjoint. For this,
note that there are infinitely many translates hC, h ∈ Γ of C, and only finitely
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many of them intersect C by local finiteness. If C,D = hC are disjoint, and any
of them is embedded inside the other by σ, then by iterating h or h−1 we can
obtain an infinite set of translates embedded inside C because Γ y G extends to
Γ y S2. But this would contradict the fact that σ(V (G)) has no accumulation
points in R2, and so our claim is proved.
Let P be a path from C to D in G such that the interior of P avoids C ∪D,
which exists since G is connected. If the three translates P, gP, g2P of P via ∆
are pairwise disjoint, then combined with C and D they decompose R2 into 6
domains (Figure 4), exactly one of which is non-compact and delimited by two
of P, gP, g2P and a subpath of each of C,D (here, we are tacitly interpreting the
aforementioned subgraphs of G as subspaces of S2 by using our embedding σ).
But the three domains of this form are permuted by the action of ∆, leading to a
contradiction as no homeomorphism can map a compact set onto a non-compact
set.
Figure 4: The situation when P, gP, g2P (displayed in green, if colour is shown)
are pairwise disjoint. We show that this situation can be achieved by choosing P
appropriately.
Thus it remains to show that we can choose P above so that its translates
P, gP, g2P are pairwise disjoint. To see this, assume they are not, and notice
that the subgraph H := P ∪ gP ∪ g2P of G is connected in this case. Since
∆ ⊂ Γ acts freely on G, it does so on H . By Babai’s Lemma 3.6 again, there is
a contraction H/F of F , with F ⊆ H connected, which is a Cayley graph of ∆,
and again H/F can only be a triangle. Notice that F must contain exactly one
of the six endpoints of the three paths P, gP, g2P incident with C, and exactly
one incident with D by the definitions. Let x, y be those endpoints, and let P ′
be a x–y path contained in F . Then P ′ is a path from C to D in G, and its
translates gP ′, g2P ′ are contained in the translates gF, g2F of F , and are hence
disjoint to each other and to P ′ by the choice of F . This completes our proof.
We finish this section with an example of a finitely generated Kleinian group
that is not one of the groups of Theorem 1.1; even more, it does not admit any
planar Cayley graph. In fact most Kleinian groups have this property, but we
present the following explicit example —for which I thank B. Bowditch (private
communication)— for the non-expert reader.
Proposition 10.2. There is a finitely generated Kleinian group that does not
admit a planar Cayley graph.
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Proof (sketch). Let S be a closed orientable surface of genus at least 1, and let S′
be obtained from S by removing a topological disc bounded by a (contractible)
simple closed curve C. Let D be the space obtained by identifying four copies
of S′ along C. It is shown in [5, Proposition 5.1] that D admits a metric d such
that (D, d) embeds (as a metric subspace) in a complete hyperbolic 3-manifold
W and W retracts onto D. Thus W and D have the same fundamental group,
and we let H := π1(D) ∼= π1(W ). It is well-known that the fundamental group
of every complete hyperbolic 3-manifold, in particular H , is Kleinian.
By the Seifert–van Kampen theorem, H is the amalgamation product of four
free groups of rank 2 (or two copies of the fundamental group of the double-
torus) along an infinite cyclic subgroup. This remark allows us to visualise its
canonical Cayley graph as a union of regular tilings of the plane, glued along
certain common lines. It is not hard to deduce from this that H is 1-ended, and
torsion-free. Since 1-ended Cayley graphs are 3-connected [3, Lemma 2.4], if H
admits a planar Cayley graph G, then G has an essentially unique embedding
into S2 by Whitney’s Theorem 3.3. Then (D) of Theorem 1.1 implies that H is
the fundamental group of a compact 2-orbifold M , and since H is torsion-free
M is a manifold, i.e. a closed orientable surface. It is an exercise to show that
π1(D) is not the fundamental group of a closed orientable surface, for example
by noticing that the aforementioned Cayley graph is not quasi-isometric to any
regular tiling of the plane.
11 Relationship to orbifold fundamental groups
Let Γ y X be an action as in Theorem 1.1 (D). Then the quotient space
O := X/Γ is a good compact 2-orbifold (see e.g. [4, Proposition 20]). It follows
from the standard theory of covering spaces ([20, Proposition 1.40]) that
Γ ∼= π˚1(O)/p∗(π1(X)), (3)
where π˚1(O) denotes the orbifold fundamental group of O (see e.g. [40]) and p∗
the canonical projection fromX to O. Does (3), combined with the classification
of compact 2-orbifolds, provide information about the groups of Theorem 1.1?
I do not think so. If X = S2 or X = R2, then Γ is one of Maschke’s finite groups
of isometries of the sphere, or the Fuchsian and Kleinian groups respectively;
these cases are already well-understood. The most interesting case is where X
is the Cantor sphere C. It is not too hard to prove that Π := π1(C) is the
free group of countably infinite rank. Then (3) tells us that if Γ acts faithfully
and properly discontinuously on C, then Γ ∼= π˚1(O)/Π for some good compact
2-orbifold.
Have we learned anything about Γ? Note that every countable group G can
be written as a quotient F/F ′ where both F, F ′ are free, because defining G via
a group presentation 〈S | R〉 provides such an expression, with F being the free
group with generating set S and F ′ its smallest normal subgroup spanned by R.
With easy modifications, we may always assume that both F, F ′ have infinite
rank, and are hence isomorphic to Π.
Here is a concrete example. Let Γ = Z, let X be the open annulus, and let
Z act on X by a shift, so that O = X/Z is the torus T . Then (3) says that
Z = π1(T )/π1(X) = Z
2/Z. However, not every quotient of Z2 by a normal
subgroup H isomorphic to Z yields a group as in Theorem 1.1: the quotient
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Z2/ < (3, 3) > is a finite abelian group of rank 2, which can act by isometries
on the torus but not on S2; this can be proved using the techniques of Section 10.
12 Acting on R3
The aim of this section is to prove Theorem 1.3, which states that every group
Γ as in Theorem 1.1 admits a faithful properly discontinuous action on R3. We
remark that in the orientation-preserving case Theorem 1.3 immediately follows
from Corollary 1.2. The proof below follows a different method.
We will use the notion of planar presentations, and the associated almost
planar Cayley complexes, from [18, 19], about which we need to prove a couple
of additional facts. We start by recalling some terminology.
We say that a Cayley complex Z is almost planar, if it admits a map ρ :
Z → S2 in which the 2-simplices of Z are nested in the following sense. We
say that two 2-simplices of Z are nested, if the images of their interiors under ρ
are either disjoint, or one is contained in the other, or their intersection is the
image of a 2-cell bounded by two parallel edges corresponding to an involution
s in the generating set S defining Z.9 We call such a ρ an almost planar map
of Z.
Every Cayley complex Z in this section is finitely presented , i.e. its defining
presentation is finite.
The following is proved in [19, Theorem 5.6]:10
Lemma 12.1. Let G = Cay(Γ,S) be a finitely generated Cayley graph and
σ : G → S2 a covariant embedding. Then there is a (finitely presented) Cayley
complex Z of Γ with 1-skeleton G, and an almost planar map ρ : Z → S2 such
that ρ(G) coincides with σ.
We call a Cayley complex standard , if the closure of each of its 2-cells is
homeomorphic to a disc. The Cayley complexes provided by Lemma 12.1 are
standard by their construction.
We let Z1 denote the 1-skeleton of a Cayley complex Z, which is a Cayley
graph by the definitions. We write Z2 for the set of 2-cells of Z. Given C ∈ Z2,
the boundary ∂C of C is a subgraph of Z1, and if Z is standard then ∂C is
always a cycle.
We call two 2-cells B,C of a Cayley complex Z equivalent , if ∂B = ∂C. We
obtain the corresponding simplified Cayley complex by removing all but one
representative from each equivalence class of 2-cells of Z.
Let Z be a standard, simplified Cayley complex, and let ρ : Z → S2 be an
almost planar map. Then every 2-cell C ∈ Z2 defines two sides C1, C2, namely
the two components of S2\ρ(∂C). Given B,C ∈ Z2, we say that B is maximally
nested in the side C1 of C, if ρ(∂B) ⊂ C1 and there is no 2-cell B′ 6= B of Z
such that ρ(∂B′) separates ρ(∂B) from ρ(∂C) in S2.
Lemma 12.2. Let ρ : Z → S2 be an almost planar map of a standard, simplified
Cayley complex Z such that ρ(Z1) is covariant, let C ∈ Z2, and let M(C) be
9The third option can be dropped by considering the modified Cayley complex in the sense
of [27], i.e. by representing involutions in S by single, undirected edges.
10The difference between this formulation and the one of [, Theorem 6.6] is only in the
terminology used
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the set of 2-cells of Z maximally nested in a side I of C. Then either M(C) is
finite, or there is exactly one accumulation point of M(C) in |Z|.
Proof. Easily, we may assume that for every D ∈ Z2, ρ(D) is a topological
disc bounded by ρ(∂D). Thus if ρ(Z1) is given, then ρ(D) is one of the two
components of S2\ρ(∂D). Note that the almost planarity of ρ is not affected if
we modify it so as to map ρ(D) to the other component of S2\ρ(∂D). Therefore,
we may assume without loss of generality that
ρ(D) ⊂ I for every D ∈M(C). (4)
Suppose, to the contrary, that there are distinct ends ω, χ ∈ Ω(Z) in the
closure of
⋃
M(C) in |Z|. By Corollary 5.4, we may assume that ρ extends to
an embedding ρ′ : |Z| → S2. Let K be a cycle in Z1 such that ρ′(K) separates
ρ′(ω) from ρ′(χ), which exists by Lemma 4.3. Write its edge-set E(K) as a
sum (with respect to addition in the cycle space of Z1) E(K) =
∑
1≤i≤k E(Ri),
where each Ri is a cycle of Z
1 induced by a relator in the presentation defining
Z. (We can choose Ri to be cycle rather than a closed walk because Z is
standard.)
We claim that for every cycle R of Z1 induced by a relator, ρ′(R) does
not separate ρ′(ω) from ρ′(χ). For if it does, then both components R1, R2 of
S2\ρ′(R) contain infinitely many images of elements of M(C). In particular
each of R1, R2 contains a boundary of an element ofM(C) not equal to R. This
contradicts the fact that the elements of M(C) are maximally nested in I, as
ρ′(R) separates one of them from C.
Combining this claim with Lemma 4.4 implies that ρ′(K) does not separate
ρ′(ω) from ρ′(χ), and we have reached a contradiction to the existence of ω, χ.
Lemma 12.3. Let ρ : Z → S2 be an almost planar map of a standard, simplified
Cayley complex Z, such that every face boundary of Z1 bounds a 2-cell of Z,
and ρ(Z1) extends to an embedding of |Z1|. Let I be a side of a 2-cell C of
Z, and let M be the set of 2-cells of Z maximally nested in I. If M is finite,
then C ∪
⋃
M is homeomorphic to S2, and if M is infinite, then C ∪
⋃
M is
homeomorphic to R2.
Proof. Let H be the 1-skeleton of C ∪
⋃
M , and notice that H is a subgraph of
Z1, and therefore planar. We claim that
the boundary of each face F of H (with respect to the embedding ρ(H))
coincides with the boundary of exactly one 2-cell in {C} ∪M .
(5)
To see this, note first that ∂C bounds a face of H by the definitions. Let
B ∈ M , and suppose ∂B does not bound a face of H . This means that there
is an edge e of H inside ρ(B), and so there is some A ∈ M containing e in its
boundary. Then A,B will contradict the almost planarity of ρ unless ρ(∂B)
separates ρ(∂A) from ρ(∂C). The latter however contradicts the assumption
that A is maximally nested in I. Thus ∂B must bound a face of H .
Conversely, consider a face F of H . If F is a face of Z1 too, then ∂F bounds
a 2-cell of Z by our assumptions. Otherwise, pick an edge e ∈ E(Z1) with
ρ(e) ⊂ F . Note that e lies on the boundary of some 2-cell A of Z if and only if
its label appears in at least one of the defining relators.
33
If this is the case, let A′ be the 2-cell maximally nested in I such that
ρ(A) ⊆ ρ(A′), which exists because there are only finitely many 2-cells A′ with
ρ(A) ⊆ ρ(A′) ⊆ I. Then A′ ∈ M , and so ∂A′ has no edges in F , and ρ(A′)
meets F . This implies that ∂A′ = ∂F .
If, on the other hand, e does not lie on the boundary of any 2-cell, then at
least one of its endvertices v does not lie on ∂F . This is true because an edge of
the Cayley graph Z1 that lies on no relator cycle separates Z1, and so it cannot
have both end-vertices on the cycle ∂F . In this case, we let A be a 2-cell of Z
incident with v and repeat the above arguments to find A′ ∈M with ∂A′ = ∂F .
Since our Cayley complex is simplified, no other K ∈ M can satisfy ∂K =
∂F .
This completes the proof of (5). IfM is finite, then H is a finite plane graph,
hence attaching a 2-cell along each of its faces yields a homeomorph S of S2.
As Z is standard, S is homeomorphic to C ∪
⋃
M as desired. If M is infinite,
then H has exactly one end by Lemma 12.3. Recall that we are assuming that
ρ(Z1) extends to an embedding σ : |Z1| → S2. This induces an embedding
σ′ : |H | → S2, and attaching, as above, a 2-cell along each of the faces of σ′
yields a homeomorph S of S2\σ′(ω) ∼= R2, where ω is the unique end of H , and
again S is homeomorphic to C ∪
⋃
M .
We can now prove the main result of this section.
Proof of Theorem 1.3. Let G be a covariantly planar Cayley graph of Γ with no
infinite face-boundaries, as provided by (C) of Theorem 1.1. Let σ : |G| → S2
be an embedding such that σ(G) is covariant, provided by Corollary 5.4. Let
Z ′ be an almost planar Cayley complex with G = Z1, and let ρ : Z ′ → S2
be an almost planar map, provided by Lemma 12.1, such that ρ(G) coincides
with σ(G). Recall that we may assume that Z ′ is standard, and, by adding the
corresponding relators to the presentation defining Z ′ if necessary, that
every face boundary of G with respect to ρ bounds a 2-cell of Z ′. (6)
Let Z be the corresponding simplified Cayley complex.
We now modify the almost planar embedding ρ(Z) of Z into an embedding
τ : Z → D3, where D3 is the closed Euclidean ball of radius 1 in R3, such that τ
coincides with ρ when restricting both maps to G, where we think of S2 as the
boundary of D3. Let Z˚2 denote the set of interiors of 2-cells of Z. To define this
τ , we just need to specify the image τ(C) of each C ∈ Z˚2. By the definition
of the almost planarity of ρ, we can easily choose τ so that τ(C) ∩ S2 = ∅,
and τ(C) ∩ τ(D) = ∅ for each two distinct C,D ∈ Z˚2. Indeed, we can define
τ(C1), τ(C2), . . . inductively for any enumeration (Cn)n∈N of Z˚
2, exploiting the
fact that the circle ρ(∂(Ci)) ⊂ S2 does not cross ρ(∂(Cj)). Moreover, by making
τ(Ci) sufficiently small (e.g. contained in a ball of radius 10diam(ρ(∂(Ci)))
around ρ(∂(Ci))), we can assume that the images τ(Ci) have no accumulation
points in the interior of D3.
Since Z is just a locally finite 2-complex, it is easy to see that our τ is an
embedding of Z into D3. Our plan is to extend Z, and our action Γ → Z, to a
3-complex homeomorphic to D3\ρ(Ω(G)). Let us first consider the case where
the first alternative of Lemma 12.2 holds for every C ∈ Z2, i.e. M(C) is always
finite. We will later extend our construction to the general case.
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Under this assumption, Lemma 12.3 says that for every 2-cell C of Z, and
each of the two sides I1, I2 of C, the set Mi of 2-cells maximally nested in Ii
together with C form a homeomorph Si = Si(C) of S
2 unless ∂C bounds a
face of G in the embedding σ. In the latter case, Mi is empty for one of the
sides, I1 say, of C. Letting ZF be the 2-complex obtained from Z by adding
the faces of G as 2-cells (which we can since ∂F ⊂ Z1 for every face F of G),
we observe that C ∪ F is homeomorphic to S2 whenever ∂C bounds the face F
of G, and we let S1(C) = C ∪ F in this case. Note that if D ∈ Z2 lies on the
boundary of Si(C), then C lies on the boundary of S2−i(D) by the definitions.
This implies that each D ∈ Z2 lies on the boundary of exactly two elements of
S :=
⋃
C∈Z2{S1, S2}, where we also used (6).
Let T be the 3-complex obtained from ZF by adding a 3-cell T (S) with
simple boundary S for every S ∈ S. Then τ extends into an embedding φ of T
into D3, because S bounds a homeomorph S′ of R3 in D3 for every S ∈ S by (a
rather easy version of) the generalised Schoenflies theorem [7, 33], and we can
let φ(T (S)) = S′. Easily, Γ y Z extends to a cellular action Γ y T . Then
Γ y T is (faithful and) properly discontinuous, because every cellular action
on a CW-complex with finite stabilisers of cells is properly discontinuous [23,
Theorem 9, (2)=(10)].
Moreover, by the construction of φ, we have Y := φ(T ) = D3\σ(Ω(G)), and
so we can think of Γ y T as an action Γ y Y since φ is an embedding, and
so Y is homeomorphic to T (here we used our assumption that τ(Ci) have no
accumulation points in the interior of D3). By restricting that action to D3\S2
we thus obtain a faithful, properly discontinuous action on the interior of D3,
hence on its homeomorph R3.
We remark that Γ y Y is co-compact, but its restriction to D3\S2 is not.
We now consider the general case, where M(C) in Lemma 12.2 is possibly
infinite for some of the 2-cells C ∈ Z2. For every such C, and every side Ii of
C for which M(C) = Mi(C) is infinite, Lemma 12.2 yields a unique end ωi(C)
accumulating Mi(C). We are going to use ωi(C) in order to triangulate the
interior of the sphere formed by τ(
⋃
Mi(C)) and ρ(ωi(C)). For this, given any
edge e in the boundary of an element of Mi(C), we add to ZF two new 1-cells
e0, e1, each joining a distinct endvertex of e to ωi(C); we also add ωi(C) to ZF
as a 0-cell. In addition, we add to ZF a 2-cell bounded by the triangle e, e0, e1.
We let W denote the 2-complex obtained from ZF after adding all those cells
(for every side Ii of a C ∈ Z2 with infinite Mi(C)).
Note that for every D ∈ {C} ∪ Mi(C) where Mi(C) is infinite, the set
N ⊂ W\Z of newly added 2-cells sharing an edge with D combined with D
forms a homeomorph SD of S
2. We define S as above, except that we now let
Si(C) = SC whenever one or both sides I1, I2 of C ∈ Z
2 has infinite Mi(C).
As above, we construct a 3-complex T by adding a 3-cell T (S) with simple
boundary S for every S ∈ S. Easily, we can extend τ into an embedding
τ ′ : W → D3, and from there to an embedding φ of T into D3, with image
Y = φ(T ) = D3\σ(Ω(G)\Ω′), where Ω′ is the set of 0-cells ωi(C) in W 0\Z0F .
The extension Γ y T of our action is still cellular, but it now fails to have finite
vertex stabilisers because of the 0-cells in Ω′. In fact, Γ y T is not properly
discontinuous because any point in Ω′ accumulates orbits. Therefore, we restrict
our action to the topological subspace T ′ ⊆ T obtained from T by removing
Ω′. This T ′ is not a cell complex anymore, so we need a different argument to
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prove that Γ y T ′ is properly discontinuous. But this is not hard: we apply
Lemma 5.2 as in the proof of Lemma 5.6. The cover U of T we choose for this
comprises the sets Uv, v ∈ V (G) obtained as the union of all open cells of any
dimension in T ′ that have a vertex v of G in their boundary. Restricting Γ y Y
to D3\S2 again we obtain the desired action.
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