A two-step model for image denoising using a duality strategy and surface fitting  by Pang, Zhi-Feng & Yang, Yu-Fei
Journal of Computational and Applied Mathematics 235 (2010) 82–90
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
A two-step model for image denoising using a duality strategy and
surface fittingI
Zhi-Feng Pang a,∗, Yu-Fei Yang b
a College of Mathematics and Information Science, Henan University, Kaifeng, 475004, China
b College of Mathematics and Econometrics, Hunan University, Changsha, 410082, China
a r t i c l e i n f o
Article history:
Received 6 May 2009
Received in revised form 19 April 2010
Keywords:
Augmented Lagrangian strategy
Projection gradient method
Two-step model
ROF model
LLT model
a b s t r a c t
In order to alleviate the staircase effect or the edge blurring in the course of the image
denoising, we propose a two-stepmodel based on the duality strategy. In fact, this strategy
follows the observation that the dual variable of the restored image can be looked at as the
normal vector. Sowe first obtain the dual variable and then reconstruct the image by fitting
the dual variable. Following the augmented Lagrangian strategy, we propose a projection
gradient method for solving this two-step model. We also give some convergence analyses
of the proposed projection gradient method. Several numerical experiments are tested to
compare our proposed model with the ROF model and the LLT model.
Crown Copyright© 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction
Image denoising is a class of important and challenging inverse problems in image processing. The objective is to find
the true image u from an observed image f defined by
f = u+ η, (1.1)
where η is the additional noise. In order to solve such inverse problems, many approaches have been developed since the
1960s; see [1,2]. In these approaches, energy minimization based on the Tikhonov regularization has been demonstrated to
be a powerful approach for tackling this kind of problem, which is defined by
min
µ
2
‖u− f ‖2L2(Ω) + Φ(u), (1.2)
where µ is the regularization parameter, Ω is a bounded domain in R2 with Lipschitz boundary and the regularization
functionΦ(u) usually satisfies the following assumptions [3]:
(A1)Φ : R+ → R+ and Φ(0) = Φ ′(0) = 0,
(A2)Φ is sublinear at infinity, i.e., lim
s→+∞
Φ(s)
s
= 0.
The first condition means that, at the origin, the intensity variations of Φ(0) and Φ ′(0) are weak. So we would like to
encourage smoothing in all directions. In contrast, the second condition implies that the cost of edges is low, so the
regularization function can preserve edges.
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One of themost famous regularization functions, the total variation (TV) seminorm,was first proposed in [4] in the image
denoising problems. In [4], the following model (called the ROF model) was considered:
min
u∈BV (Ω)
E1(u) = λ2
∫
Ω
(f − u)2dx+
∫
Ω
|∇u|dx, (1.3)
where BV (Ω) denotes the space of functions with bounded variation on Ω . Since the ROF model (1.3) is strictly convex,
there exists a unique solution. Some approaches based on the following Euler–Lagrange equation:
λ(u− f )− div
( ∇u
|∇u|
)
= 0 (1.4)
were proposed in [5–8]. In fact, these approaches used
∫
Ω
√
u2x + u2y + dx to replace
∫
Ω
|∇u|dx for  > 0 to avoid the non-
differentiability of the total variation term in (1.3) at zero. Moreover, by means of the Legendre–Fenchel transformation,
Chambolle [9] proposed using the semi-implicit gradient descent (or fixed point) algorithm to obtain the dual variable ξ ;
then the restored image can be efficiently obtained by using
u = f + 1
λ
div ξ . (1.5)
The semi-implicit gradient descent algorithm can effectively and quickly get the solution of the ROF model, so it has grown
very popular [3,10,9,11].
However, the ROF model usually causes a staircase effect in the smooth regions although it can reduce oscillations and
regularize the geometry of level sets without penalizing discontinuities. To decrease the staircase effect, some high-order
derivative models have been recently introduced in image restoration [12,13,11]. In fact, high-order derivative models can
be looked at as minimizing the total variation of the gradient, and so they can damp the oscillations much more quickly
and require much stronger smoothness. One of the high-order derivative models proposed by Lysaker, Lundervold and Tai
(called the LLT model) [12] is as follows:
min
u∈W2,1(Ω)∩L1(Ω)
E2(u) = β2
∫
Ω
(f − u)2dx+
∫
Ω
|∇2u|dx, (1.6)
where |∇2u| =
√
u2xx + u2xy + u2yx + u2yy. Unfortunately, this model also tends to introduce some blurring in image edges as
do other high-order derivative models.
In order to overcome the drawbacks of the ROFmodel and the LLTmodel, a two-stepmodel has been proposed by Lysaker,
Osher and Tai (called the LOT model) in [14]. They first used a smoothing vector n = (n1, n2) to fit the normal vector of the
noisy image by solving the following problem:
min|n|=1 E3(n) =
γ
2
∫
Ω
(
n− ∇f|∇f |
)2
dx+
∫
Ω
|∇n|dx. (1.7)
Let n0 be the solution of (1.7); the restored image d is then reconstructed as the solution of the following minimization
problem:min E4(d) =
∫
Ω
(|∇d| − n0 · ∇d)dx,
subject to ‖d− f ‖2L2(Ω) = σ 2,
(1.8)
where σ is the standard deviation of the noise. Recently, some variants of the LOT method have also been studied, in [15–
17]. But all of these models suffer from complicated implementations which are especially obvious in the first step (1.7).
Motivated by the LOT model, we rewrite the Euler–Lagrange equation (1.4) as
u = f + 1
λ
div
( ∇u
|∇u|
)
. (1.9)
Combining this with (1.5), it is easy to see that (1.9) implies that the dual variable ξ in (1.5) can be formally looked at as
the normal vector ∇u|∇u| of the restored image. So we propose a new two-step model: we first obtain the dual variable ξ and
set it as the normal vector of the restored image; the restored image will be then restructured by fitting the normal vector.
Furthermore, on the basis of the augmented Lagrangian strategy, we get the dual variable and the restored image by the
projection gradient method and give some convergence analyses for the projection gradient method.
The organization of the paper is as follows. In Section 2, we introduce some results of the augmented Lagrangian strategy
for solving the convex optimization problems. Following the augmented Lagrangian strategy, we propose the projection
gradient method for solving our proposed two-step model and some convergence analyses are given in Section 3. The
numerical implementations of the proposed model in the image denoising problems are shown in Section 4. In Section 5,
some concluding remarks are given.
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2. Augmented Lagrangian strategy
In this section,we recall some results of the augmented Lagrangian strategy [18,19] inHilbert space for solving the convex
optimization problems.
Let X∗ and H∗ denote the dual spaces for Hilbert spaces X and H , respectively. (·, ·) denotes the duality pairing in X ×X∗.
Let g : X → R be a continuously differentiable, coercive and convex function. Let ϕ : H → R be a proper convex function.
Assume that g and ϕ are bounded below by zero and
(g ′(x1)− g ′(x2), x1 − x2) ≤ σ |x1 − x2|2X , ∀x1, x2 ∈ X,
where σ > 0 is a constant. Following the above assumptions, we consider the following minimization problem:
min
u∈X g(u)+ ϕ(Λu), (2.1)
whereΛ ∈ L(X,H). It is clear that problem (2.1) is equivalent to{
min g(u)+ ϕ(Λu− v),
subject to v = 0 in H. (2.2)
In (2.2), the equality constraint v = 0 can be treated by the augmented Lagrangian strategy.
Now we define an auxiliary function as
ϕc(x, ξ) = inf
v∈H
{
ϕ(x− v)+ (ξ , v)+ c
2
|v|2H
}
, (2.3)
where ξ is a Lagrangian multiplier and c > 0 is a penalty parameter. Then the minimization problem (2.2) can be
transformed into the following augmented Lagrangian formation:
min
u∈X g(u)+ ϕc(Λu, ξ). (2.4)
In order to solve the optimization problem (2.4), we first give some properties of the auxiliary function (2.3); see [20,18] for
details.
Lemma 2.1. For every v, ξ ∈ H, the following assertions hold for the minimization problem (2.3):
(1) The infimum of (2.3) is attained at a unique point vc(x, ξ).
(2) ϕc(x, ξ) is a convex function and a C1 approximation of ϕ.
(3) ϕc(x, ξ) is continuously Fréchet differentiable in x and
ϕ′c(x, ξ) = ξ + vc(x, ξ).
If we define the conjugate function ϕ∗ of ϕ as
ϕ∗(v∗) = sup
v∈H
{(v, v∗)− ϕ(v)} for v∗ ∈ H∗
and the indicator functionXC as
X(x)C =
{
0, if x ∈ C
+∞, else,
then the following assertions also hold for the minimization problem (2.3).
Lemma 2.2. For x, ξ ∈ H, the following assertions hold:
(1) ϕc(x, ξ) can be rewritten as
ϕc(x, ξ) = sup
v∗∈H∗
{
(x, v∗)− ϕ∗(v∗)− 1
2c
|v∗ − ξ |2
}
, (2.5)
where the supremum is attained at a unique point
ξc(x, ξ) = ξ + cvc(x, ξ) = ϕ′c(x, ξ).
(2) Assume that ϕ∗ is given by the indicator function
ϕ∗(v∗) = XC∗(v∗).
Then the supremum of (2.5) is attained at
ϕ′c(x, ξ) = PC∗(ξ + cx),
where PC∗ denotes the projection of ϕ onto the closed convex set C∗.
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In Lemma 2.1 or Lemma 2.2, if we let ξ = ϕ′c(x, ξ), it is not difficult to find that this implies v = 0 in (2.3). So we can
obtain the following optimization condition for (2.1).
Lemma 2.3. Assume u∗ is the solution of (2.1). Then u∗ satisfies{
g ′(u∗)+Λ∗ξ ∗ = 0,
ξ ∗ = ϕ′c(Λu∗, ξ ∗)
for every c > 0.
3. A two-step model based on the augmented Lagrangian strategy
3.1. Step 1: Getting the dual variable
Now we consider solving the ROF model (1.3) on the basis of the above augmented Lagrangian strategy. If we set
ϕ(∇u) = ∫
Ω
|∇u|dx, it is easy to deduce that ϕ∗(ξ) = XC∗(ξ), where C∗ = {ξ ∈ H : ‖ξ‖R2 ≤ 1 a.e. in Ω}. Following
from the fact that ∇ ∈ L(BV (Ω), R2) and using the above lemmas, the following statements hold for the ROF model.
Theorem 3.1. Assume u∗ is the solution of (1.3). Then there exists ξ ∗ ∈ H such that the following system of equations holds:u∗ −
1
λ
div ξ ∗ = f ,
ξ ∗ = PC∗(ξ ∗ + δ∇u∗),
(3.1)
for every δ > 0.
Following the definition of the projection operator, Theorem 3.1 can be rewritten in the following specific form.
Corollary 3.1. Assume u∗ is the solution of (1.3). Then there exists ξ ∗ ∈ H such that the following system of equations holds:
u∗ = f + 1
λ
div ξ ∗,
ξ ∗ = ξ
∗ + δ∇u∗
max{1, |ξ ∗ + δ∇u∗|} ,
(3.2)
for every δ > 0.
For Corollary 3.1, it is not difficult to find that the second equation of (3.2) can be rewritten as
ξ ∗ · ∇u∗ = |∇u∗| and |ξ ∗| ≤ 1, (3.3)
and
ξ ∗ = ∇u
∗
|∇u∗| if |(∇u
∗)| 6= 0. (3.4)
By the facts that ξ ∗ · ∇u∗ ≤ |ξ ∗||∇u∗| and |ξ | ≤ 1, we can find that (3.3) and (3.4) can be rewritten as
ξ ∗ · |∇u∗| = ∇u∗.
This implies that ξ ∗ can be looked at as the normal vector of the restored image. On the basis of Eqs. (3.2), the dual variable
ξ can be obtained using the following projection gradient algorithm (PGM).
Algorithm 3.1. Step 1. PGM for obtaining the dual variable ξ .
(I) Set ξ 0 = 0 and δ > 0; let k := 0.
(II) Compute (uk, ξ k+1) by using
uk = f + 1
λ
div ξ k,
ξ k+1 = ξ
k + δ∇uk
max{1, |ξ k + δ∇uk|} .
(3.5)
(III) If the stop criterion is not satisfied, set k := k+ 1 and go to step (II).
Using the result of Proposition 3.1 in [10], it is not difficult to find that Algorithm 3.1 can be looked at as the
Bermùdea–Moreno algorithm [10] or Uzawa algorithm [20,21]. Then we have the following result for Algorithm 3.1.
Theorem 3.2. Assume δ ≤ 14 . Then the sequence {(uk, ξ k)} obtained by using Algorithm 3.1 converges to (u∗, ξ ∗), where (u∗, ξ ∗)
satisfies (3.2). Furthermore, u∗ is the solution of (1.3).
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3.2. Step 2. Surface fitting
In this subsectionwe consider the second step of ourmodel. It is obvious that theminimizationproblem (1.6) is equivalent
to the following unconstrained problem:
min
u
E5(d) = τ2
∫
Ω
(d− f )2dx+
∫
Ω
(|∇d| − n0 · ∇d)dx, (3.6)
where τ > 0.
Theorem 3.3. AssumeΩ is a closed, convex subset of Hilbert space. Then the minimization problem (3.6) has a unique solution.
Proof. It is obvious that E5(d) is strictly convex; thus it is lower semicontinuous. By the fact that |n0| = 1, we can naturally
deduce that
E5(d) ≥ τ2 ‖d− f ‖
2
L2(Ω),
which implies that E5(d) is coercive. Hence the minimizing sequence {dn} of (3.6) is bounded, so we can find a convergent
subsequence {dnj}. Denote the limit of {dnj} by d∗; then we have
E5(d∗) = min
u
E5(d).
By the strict convexity, we can deduce that the solution d∗ of (3.6) is unique. 
Nowwe consider how to solve (3.6). If we set g(d) = τ2
∫
Ω
(d− f )2dx− ∫
Ω
(n0 · ∇d)dx, it is obvious that we can deduce
results similar to those in Section 3.1.
Theorem 3.4. Assume d∗ is the solution of (3.6). Then there exists ζ ∗ ∈ H which satisfies the following system of equations:{
d∗ − 1
τ
div(ζ ∗ + n0) = f ,
ζ ∗ = PC∗(ζ ∗ + ρ∇d∗),
(3.7)
for every ρ > 0.
Corollary 3.2. Assume d∗ is the solution of (3.6). Then there exists ζ ∗ ∈ H which satisfies the following system of equations:
d∗ − 1
τ
div(ζ ∗ + n0) = f ,
ζ ∗ = ζ
∗ + ρ∇d∗
max{1, |ζ ∗ + ρ∇d∗|} ,
(3.8)
for every ρ > 0.
Assume that ξ := ξ k+1 is the output result of Algorithm 3.1. Then, on the basis of the Corollary 3.2, we can propose the
following algorithm to solve (3.6).
Algorithm 3.2. Step 2. PGM for surface fitting.
(I) Set ζ 0 = 0, n0 = ξ and ρ > 0; let k := 0.
(II) Compute (dk, ζ k+1) by using
dk = f + 1
τ
div(ζ k + n0),
ζ k+1 = ζ
k + ρ∇dk
max{1, |ζ k + ρ∇dk|} .
(3.9)
(III) If the stop criterion is not satisfied, set k := k+ 1 and go to step (II).
Algorithm 3.2 is very similar to Algorithm 3.1, so we have the following convergence result.
Theorem 3.5. Assumeρ ≤ 14 . Then the sequence {(dk, ζ k)} obtained by using Algorithm3.2 converges to (d∗, ζ ∗), where (d∗, ζ ∗)
satisfies (3.8). Furthermore, d∗ is the solution of (3.6).
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Table 1
The related data of Experiment 1.
Method Related parameters MSE SNR
ROF λ = 0.06, δ = 0.125 24.6207 21.0403
LLT β = 0.1, ν = 0.03 28.1532 20.5389
Two-step τ = 0.125, ρ = 0.15 23.9599 21.0389
Remark 3.1. As in [14], the optimality condition for (3.6) can be given as
−∇ ·
( ∇d
|∇d| − n
0
)
+ τ(d− f ) = 0 inΩ, (3.10)( ∇d
|∇d| − n
0
)
· ν = 0 on ∂Ω, (3.11)
where ν is the outwards unit normal vector on the boundary ∂Ω . So, by introducing an artificial time variable t , we can
solve the steady-state equation
∂d
∂t
= ∇ ·
( ∇d
|∇d| − n
0
)
+ τ(d− f ) inΩ, (3.12)
to get the restored image d. Moreover, to avoid the ill-posedness of (3.12), we usually use
√
d2x + d2y +  to replace |∇d|;
here  is a given small positive parameter.
Remark 3.2. The step (II) in Algorithm 3.2 is somewhat different from the second step of the algorithms in [6,15–17], where
the authors fitted the smoothing normal vector of the noise image, while we fit the normal vector of the restored image
which is obtained from the dual variable in Algorithm 3.1. On the other hand, Algorithm 3.2 is similar to the Bregman
iteration which has recently been used in image processing [22–24]. However, in the Bregman iteration, the normal vector
is obtained by uniting the gradient with the restored image.
4. Numerical results
In this section, some numerical tests are implemented to compare the two-step model with the ROF model and the LLT
model. For the ROFmodel (1.3), we use Algorithm 3.1 to get the restored image. For the LLTmodel (1.6), we consider solving
it by using the following iterative strategy:
un = f − 1
β
div2pn,
pn+1 = p
n + ν(∇2un)
max{1, |pn + ν(∇2un)|} ,
where ν is a positive parameter. When ν < 132 , this iterative strategy is convergent. In the following experiments, the
algorithms will be terminated when the iteration exceeds one thousand. In order to evaluate numerical results, we also
show the signal to noise ratio (SNR) and the mean squared error (MSE) which are respectively defined by
SNR = 10 · log10
( ∫
Ω
(f − f¯ )2dx∫
Ω
(η − η¯)2dx
)
and MSE = 1|Ω|
∫
Ω
(u− u0)2dx
where |Ω| = ∫
Ω
dx, f¯ = 1|Ω|
∫
Ω
f dx and η¯ = 1|Ω|
∫
Ω
ηdx. All of the numerical results were generated using Windows XP
and MATLAB 7.8 with an Intel Core 2 Duo CPU at 2.20 GHz and 2 GB memory.
In Fig. 1, a synthetic image is corrupted with Gaussian white noise. Before processing, the noisy image is set to have
MSE = 407.0902 and SNR = 9.4853. Comparing the three restored images in Fig. 1, it is easy to see that the two-stepmodel
yields better image restoration since it alleviates the staircase effect, as does the LLT model. In fact, this alleviation looks
more obvious in the bottom left region of the restored image. At the same time, the image restored by the two-step model
can preserve edges, like the ROF model. So we can deduce that the two-step model has the advantages of the ROF model
and the LLT model. For this experiment, the related data are shown in Table 1.
In Fig. 2, we display the results from different models for the real Lena image, where the noisy image is corrupted with
Gaussian white noise with the standard deviation σ = 20. The Lena image has many smooth regions such as the cheek and
the shoulder. There are also many edge regions such as the peak. For the ROF model, we set λ = 0.075 and δ = 0.125. The
parameters of the LLTmodel are chosen as β = 0.15 and ν = 0.03. We set τ = 0.115 and ρ = 0.15 for the two-stepmodel.
For better visualization, we only plot parts of the restored images in Fig. 2. This clearly shows once again that our model can
not only reduce the staircase effect but also preserve image edges.
88 Z.-F. Pang, Y.-F. Yang / Journal of Computational and Applied Mathematics 235 (2010) 82–90
(a) Original image. (b) Noisy image.
(c) ROF model. (d) LLT model.
(e) Two-step model.
Fig. 1. Related images for the first experiment.
5. Concluding remarks
The staircase effect and edge blurring are among the most prominent drawbacks of many image denoising methods. In
this paper, a two-step model was proposed in order to alleviate these drawbacks. In particular, following the projection
gradient method, we first obtained the dual variable which can be looked at as the normal vector of the restored image.
We then fitted the dual variable to get the restored image by using the projection gradient method again. We tested our
proposed model on both synthetic and natural images by comparing it with the ROF model and the LLT model in order to
demonstrate its effectiveness.
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(a) Original image. (b) Noisy image.
(c) Original image. (d) ROF model.
(e) LLT model. (f) Two-step model.
Fig. 2. Related images for the second experiment.
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