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Abstract
In this paper, we focus on Pitman closeness probabilities when the estimators are
symmetrically distributed about the unknown parameter θ. We first consider two
symmetric estimators θˆ1 and θˆ2 and obtain necessary and sufficient conditions for
θˆ1 to be Pitman closer to the common median θ than θˆ2. We then establish some
properties in the context of estimation under Pitman closeness criterion. We define a
Pitman closeness probability which measures the frequency with which an individual
order statistic is Pitman closer to θ than some symmetric estimator. We show that,
for symmetric populations, the sample median is Pitman closer to the population
median than any other symmetrically distributed estimator of θ. Finally, we discuss
the use of Pitman closeness probabilities in the determination of an optimal ranked set
sampling scheme (denoted by RSS) for the estimation of the population median when
the underlying distribution is symmetric. We show that the best RSS scheme from
symmetric populations in the sense of Pitman closeness is the median and randomized
median RSS for the cases of odd and even sample sizes, respectively.
Keywords: Pitman closeness, order statistics, symmetric random variables, estimators,
sample median, more peaked distribution, ranked set sampling, median ranked set sampling.
1 Introduction
The concept of Pitman’s measure of closeness, simply referred to as Pitman Closeness, was
introduced by Pitman (1937). Over the years, it has been a competing criterion in the
choice of “efficient estimators” along with other criteria such as unbiasedness, minimum
variance, and minimum mean squared error. As a probability, Pitman closeness measures
the frequency with which one estimator is closer to the value of a parameter than another
competing estimator within the same class of estimators. More precisely, we have the fol-
lowing definition.
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Definition 1. Let θˆ1 and θˆ2 be univariate estimators of a real-valued parameter θ based on
a sample of size n. Pitman Closeness (PC) is then defined as
PC(θˆ1, θˆ2|θ, n) = Pθ
(
|θˆ1 − θ| < |θˆ2 − θ|
)
. (1)
Using the PC probability in (1), we can state that the estimator θˆ1 is Pitman closer to θ than
θˆ2 if PC(θˆ1, θˆ2|θ, n) ≥ 12 for all θ in the parameter space Θ, with strict inequality holding for
at least one θ. For further details on the concept of Pitman closeness and its applications,
one may refer to Keating et al. (1993).
Recently, considerable discussion has taken place on the use of Pitman closeness as a criterion
in the context of ordered data as estimators. The basic work in this direction started with
Balakrishnan et al. (2009) who established that the sample median is Pitman closest to the
population median among all order statistics in a sample. Subsequently, Pitman closeness
has been used in estimating the population parameters such as quantiles and median using
order statistics, records and censored data. For a list of most recent works in this direction
we refer to Volterman et al. (2012) and the references cited therein.
In this paper, we study Pitman closeness for symmetrically distributed estimators about the
same median θ. We start with two such estimators θˆ1 and θˆ2. Without loss of generality,
through out the paper, we will simply refer to θˆ1 and θˆ2 as symmetrically distributed random
variables X and Y . In Section 2, we obtain necessary and sufficient conditions for X to be
Pitman closer to θ than Y . The results are augmented by several examples. In Section 3, we
carry out a Pitman closeness comparison between order statistics and symmetric estimators.
In this framework, we define a Pitman closeness probability and establish some properties
which suggest optimal estimation of the population median in the case of symmetric distri-
butions. In Section 4, we discuss some optimal ranked set sampling schemes for symmetric
populations based on Pitman closeness for the estimation of the population median. Finally,
in Section 5, we make some concluding remarks.
2 Pitman Closeness and Symmetric Variables
Assume that X and Y are symmetrically distributed random variables about the same
unknown median θ ∈ Θ. Suppose that X ∼ FX(x; θ) and Y ∼ GY (y; θ), and that their
probability density functions (pdfs) are denoted by fX(x; θ) and gY (y; θ), respectively. Let
SX and SY denote the supports of X and Y , respectively. Without loss of generality, we
assume that θ = 0, SX = (−a, a) and SY = (−b, b) with 0 < a, b ≤ ∞; if not, for example,
when SX = (r1, r2), we can define X
′ = X − r1+r2
2
with SX′ = (−a, a), a = r2−r12 and
θ′ = 0. When θ = 0, for simplicity, we use FX(x), GY (y), fX(x) and gY (y) to denote the
corresponding cdfs and pdfs.
Lemma 1. Suppose X and Y are independent and symmetrically distributed about θ = 0,
and that SX = (−a, a) and SY = (−b, b) represent the supports of X and Y , respectively,
with 0 < a, b ≤ ∞.
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(i) When a < b, X is Pitman closer to θ than Y if and only if∫ a
0
FX(t)gY (t) dt ≥ GY (a)− 5
8
; (2)
(ii) When a ≥ b, X is Pitman closer to θ than Y if and only if∫ b
0
FX(t)gY (t) dt ≥ 3
8
. (3)
Proof. To show (i), consider
P0(|X| < |Y |) = P0(X − Y < 0, X + Y > 0) + P(X − Y > 0, X + Y < 0)
=
∫ b
0
{FX(t)− FX(−t)}gY (t) dt+
∫ 0
−b
{FX(−t)− FX(t)}gY (t) dy
= 2
∫ b
0
{FX(t)− FX(−t)} gY (t) dt
= 2
∫ a
0
{FX(t)− (1− FX(t))}gY (t) dt+ 2
∫ b
a
{1− 0}gY (t) dt
= 2
∫ a
0
{2FX(t)− 1} gY (t) dt+ 2 {GY (b)−GY (a)}
= 4
∫ a
0
FX(t)gY (t) dt− 4GY (a) + 3.
Thus, P0(|X| < |Y |) ≥ 12 if and only if
∫ a
0
FX(t)gY (t) dt ≥ GY (a)− 58 .
To show (ii), we have
P0(|X| < |Y |) = 2
∫ b
0
{FX(t)− FX(−t)} gY (t) dt
= 4
∫ b
0
FX(t)gY (t) dt− 1,
and so P0(|X| < |Y |) ≥ 12 if and only if
∫ b
0
FX(t)gY (t) dt ≥ 38 .
We can also present the following equivalent necessary and sufficient conditions for X to be
Pitman closer to θ than Y , which in some cases are more convenient to work with when
compared to (2) and (3) (as in the case of Example 2 below).
Corollary 1. Assume the conditions of Lemma 1 to be true.
(i) When a > b, X is Pitman closer to θ than Y if and only if∫ b
0
GY (t)fX(t) dt ≤ FX(b)− 5
8
; (4)
3
(ii) When a ≤ b, X is Pitman closer to θ than Y if and only if∫ a
0
GY (t)fX(t) dt ≤ 3
8
. (5)
Proof. The proof is similar to that of Lemma 1 and is therefore omitted for brevity.
Example 1. Let X ∼ U(θ− a, θ+ a) and Y ∼ N(θ, 1), θ ∈ R, and let φ(·) and Φ(·) denote
the pdf and cdf of Y − θ, respectively. It can be shown that the random variable X is Pitman
closer to θ than Y when a ≤ a0 ≃ 1.47. To this end, using Lemma 1, we have X to be
Pitman closer to θ than Y if and only if∫ a
0
(t+ a)
2a
φ(t) dt ≥ Φ(a)− 5
8
,
or
1
2a
{
1√
2pi
− φ(a)
}
+
1
2
{
Φ(a)− 1
2
}
≥ Φ(a)− 5
8
,
which is equivalent to h(a) ≤ 0, where h(a) = a(Φ(a)− 3
4
) + φ(a)− φ(0). It is easy to check
that h(0) = 0, lima→∞ h(a) =∞, and also
h′(a) =
d
da
h(a) = Φ(a)− 3
4
with h′′(a) =
d2
da2
h(a) = φ(a) > 0.
Hence, h(a) is a convex function of a > 0, and so h(a) ≤ 0 for all a ≤ a0 ≃ 1.47, where a0
is obtained numerically such that h(a0) = 0. Also, for any a ≥ a0, Y is Pitman closer to θ
than X.
In the following examples, we introduce classes of random variables and study Pitman close-
ness among the members of the families when the parent distribution is symmetrically dis-
tributed about the population median θ.
Example 2. Consider the class Cα = {Xα : α ≥ 0} of random variables Xα having pdf
fXα(x; θ) =
1
B(α + 1, α+ 1)
fX(x; θ)[FX(x; θ)]
α[1− FX(x; θ)]α, (6)
where B(r, s) = Γ(r)Γ(s)
Γ(r+s)
(r, s > 0) is the complete beta function, and FX(x; θ) is the “parent
distribution” of the family. Note that the class Cα is a subclass of the general class of beta-
generated distributions introduced by Jones (2004). It can be easily shown that if the parent
distribution is symmetric about θ, then Xα ∈ Cα is also symmetrically distributed about θ.
Now, we show that any Xα ∈ Cα (α > 0) is Pitman closer to θ than X0 ≡ X. To this end,
without loss of generality, let us take θ = 0. We need to show that piα = P0(|Xα| < |X|) ≥ 12
for all α > 0. Since X and Xα have the same support, using Part (ii) of Corollary 1, we
only need to show that
∫
∞
0
FX(x)fXα(x) dx ≤ 38 . For this purpose, let us consider∫
∞
0
FX(x)fXα(x) dx =
Γ(2α + 2)
Γ2(α + 1)
∫
∞
0
fX(x)[FX(x)]
α+1[1− FX(x)]α dx
=
1
2
∫ 1
1
2
1
B(α + 2, α+ 1)
tα+1(1− t)α dt
:= H(α).
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Now, the result follows from the fact that H(α) is a decreasing function of α (for α ≥ 0),
with H(0) = 1
2B(2,1)
∫ 1
1
2
t dt = 3
8
. Also,
piα = 2− 4H(α)
is evidently an increasing function of α. Consider the special case of odd sample size, say
n = 2m − 1. In this case, the established result reveals that the sample median Xm:n is
always Pitman closer to θ than every other sample observation and that the Pitman closeness
probability of Xm:n being closer to θ than X is an increasing function ofm, a result established
earlier by Balakrishnan et al. (2009).
Remark 1. A well-known family of distributions that fits in the framework of Example
2 is the Type-III generalized logistic family of distributions; see Balakrishnan (1992). We
then have the result that the Type-III logistic random variable Xα is Pitman closer to the
population median θ than the logistic random variable X, and that the Pitman closeness
probability increases with α.
Example 3. One can easily extend the result in Example 2 to a more general class of random
variables Cα = {Xα : α = (α1, . . . , αk), αi > 0, i ∈ 1, . . . , k}, where Xα has the following
mixture distribution:
fXα(x; θ) =
k∑
i=1
pii fXαi (x; θ),
where fXαi (x; θ) is as defined in (6). Now, as in Example 2, it can be shown that each
member of the class Cα is Pitman closer to θ than X0.
Example 4. As in Example 2, let us consider the class of random variables Xα, but with
α ∈ (−1, 0]; i.e., C∗α = {Xα : α ∈ (−1, 0]}. In this case, we can easily verify that the random
variable X0 ≡ X is Pitman closest to θ within the class C∗α, i.e., X is Pitman closer to θ
than any Xα ∈ C∗α. For example, consider the case when α = −12 . In this case, we have
fX
−
1
2
(x; θ) =
fX(x; θ)
pi
√
FX(x; θ)(1− FX(x; θ))
,
and
P0(|X| < |X− 1
2
|) = 4
pi
∫ 1
1
2
√
t
1− tdt− 1 = 0.6366 ≥
3
8
,
which means that X is Pitman closer to θ than X
−
1
2
.
Remark 2. An extension of this result in the form of Example 3 could be presented here as
well.
In the following lemma, we present a sufficient condition for the results in Lemma 1 to hold.
Lemma 2. Suppose X and Y are independent and symmetrically distributed about θ (which
can be taken as 0 without loss of generality). Suppose the supports of X and Y are SX =
(−a, a) and SY = (−b, b), with 0 < a ≤ b ≤ ∞, respectively. Then, a sufficient condition for
X to be Pitman closer to θ than Y is that Pθ(X − θ ≤ t) ≥ Pθ(Y − θ ≤ t) for all t ≥ 0.
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Proof. Using the condition that FX(t) ≥ GY (t), for all t ≥ 0, we have
Pθ(|X − θ| < |Y − θ|) = P0(|X| < |Y |)
= 4
∫ a
0
FX(t)gY (t) dt− 4GY (a) + 3
≥ 4
∫ a
0
GY (t)gY (t) dt− 4GY (a) + 3
= 4
G2Y (t)
2
∣∣∣∣
a
0
− 4GY (a) + 3
= 2(GY (a)− 1)2 + 1
2
≥ 1
2
,
as required.
It is of interest to mention that the sufficient condition stated in Lemma 2 is equivalent to
a condition relating to the notion of ‘peakedness’ of the distributions of X and Y about
θ. To this end, let us assume that the condition in Lemma 2 holds, i.e., Pθ(θ − X ≤ t) ≥
Pθ(θ − Y ≤ t) for all t ≥ 0. Then, by using the symmetry of X and Y about θ, we readily
have
Pθ(X − θ ≤ −t) ≤ Pθ(Y − θ ≤ −t) for all t ≥ 0.
Consequently, we obtain
Pθ(|X − θ| ≤ t) = Pθ(X − θ ≤ t)− Pθ(X − θ ≤ −t)
≥ Pθ(Y − θ ≤ t)− Pθ(Y − θ ≤ −t)
= Pθ(|Y − θ| ≤ t)
for all t ≥ 0, meaning that X is more peaked about θ than Y , which leads to the following
definition.
Definition 2. Let X and Y be two real-valued random variables. We say that X is more
peaked about θ than Y if Pθ(|X − θ| ≤ t) ≥ Pθ(|Y − θ| ≤ t) for all t ≥ 0.
We then have the following lemma which simply states that between two symmetrically
distributed random variables about θ, the more peaked random variable is Pitman closer to
θ than the less peaked one.
Lemma 3. Suppose X and Y are independent and symmetric random variables about θ.
Then, if the distribution of X is more peaked about θ than Y and SX ⊆ SY , X is Pitman
closer to θ than Y .
Remark 3. Consider the case when X and Y are two symmetrically distributed random
variables about the same θ with finite variances. One can easily show that a necessary
condition for X to be more peaked about θ than Y is that V ar(X) ≤ V ar(Y ). To see this,
without loss of generality, let us take θ = 0. Now, since V ar(X) = E(X2) = 2
∫
∞
0
t{1 −
FX(t) + FX(−t)}dt and FX(t) − FX(−t) ≥ GY (t) − GY (−t) for all t > 0, we immediately
have V ar(X) = 2
∫
∞
0
t{1− FX(t) + FX(−t)}dt ≤ 2
∫
∞
0
t{1−GY (t) +GY (−t)}dt = V ar(Y ).
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We can present similar results for convex combinations of independent symmetric random
variables as follows.
Lemma 4. Suppose X and Y are independent random variables each symmetrically dis-
tributed about θ with the same support. Then, if the distribution of X is more peaked about
θ than Y , ωX + (1− ω)Y (0 ≤ ω < 1) is Pitman closer to θ than Y .
Proof. To show the result note that
Pθ(|ωX + (1− ω)Y − θ| < |Y − θ|) = P0(|ωX + (1− ω)Y | < |Y |)
= 2
∫
∞
0
[
FX(t)− FX(−2− ω
ω
t)
]
gY (t)dt
≥ 2
∫
∞
0
[2FX(t)− 1]gY (t)dt
≥ 2
∫
∞
0
[2GY (t)− 1]gY (t)dt
=
1
2
,
as required.
Corollary 2. Suppose X1 and X2 are i.i.d. random variables each symmetrically distributed
about θ. Then, ωX1 + (1 − ω)X2 is Pitman closer to θ than X1 for all 0 ≤ ω < 1. In
particular X¯2n is always Pitman closer to θ than X¯n, n ≥ 1, where X¯j =
∑j
i=1Xi.
In Corollary 2, one can easily show that X1+X2
2
is the Pitman closest estimator of θ within
the class of estimators ωX1 + (1− ω)X2, 0 ≤ ω < 1. To this end, note that
Pθ
(∣∣∣∣X1 +X22 − θ
∣∣∣∣ ≤ |ωX1 + (1− ω)X2 − θ|
)
= P0
(∣∣∣∣X1 +X22
∣∣∣∣ ≤ |ωX1 + (1− ω)X2|
)
=


2
∫
∞
0
[
FX(t)− FX(2ω−32ω+1 t)
]
fX(t)dt, 0 ≤ ω < 12 ,
2
∫
∞
0
[
FX(t)− FX(2ω+12ω−3 t)
]
fX(t)dt,
1
2
≤ ω < 1,
≥ 2
∫
∞
0
[FX(t)− FX(−t)]fX(t)dt
=
1
2
,
which completes the proof.
Let us now turn our attention to location-scale families and develop some Pitman closeness
results.
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Lemma 5. Consider a symmetric location-scale family of continuous distributions
F =
{
F (x; θ, σ) = G
(
x− θ
σ
)
,with G(·) being symmetric about 0, x, θ ∈ R, σ > 0
}
.
Let X ∼ F (·; θ, σ1) and Y ∼ F (·; θ, σ2) with F ∈ F . Then, X is Pitman closer to θ than Y
whenever σ1 < σ2.
Proof. The result follows immediately from Part (ii) of Lemma 1 upon using the fact that
G( y
σ1
) ≥ G( y
σ2
) for all σ1 < σ2 and y > 0 when θ = 0.
Example 5. Let X1, . . . , Xn be an i.i.d. sample from N(θ, σ
2) distribution, and Y1, . . . , Yn
be another i.i.d. sample from N(θ, kσ2) with k > 0. Then:
(i)
∑n
i=1 aiXi is Pitman closer to θ than
∑n
i=1 biYi whenever k >
∑
n
i=1
a2
i∑
n
i=1
b2
i
, where ai, bi > 0
with
∑n
i=1 ai =
∑n
i=1 bi = 1;
(ii) X¯ is Pitman closer to θ than Y¯ whenever k > 1.
In what follows, we establish Pitman closeness results in the setting of Part (ii) of Lemma 1
when the two random variables have the same support, i.e., SX = SY , and by relaxing some
of the assumptions on the distributions.
Corollary 3. Suppose X and Y are independent continuous random variables with location
parameter θ and the same support. Moreover, let Y be symmetrically distributed about θ and
that Pθ(X < θ − t) ≤ Pθ(X > θ + t) for all t > 0. Then, X is Pitman closer to θ than Y if
(i) Pθ(X − θ ≤ t) ≥ Pθ(Y − θ ≤ t) for all t ≥ 0, or
(ii) Pθ(X − θ ≤ t) ≤ Pθ(Y − θ ≤ t) for all t ≤ 0.
Proof. To show (i), we have
Pθ(|X − θ| < |Y − θ|) = P0(|X| < |Y |)
= 2
∫
∞
0
{FX(y)− FX(−y)}gY (y)dy
≥ 2
∫
∞
0
{FX(y)− (1− FX(y))}gY (y)dy
= 4
∫
∞
0
FX(y)gY (y)dy − 1
≥ 4
∫
∞
0
GY (y)gY (y)dy − 1
=
1
2
,
wherein the first and the second inequalities follow from the fact that FX(−t) ≥ 1 − FX(t)
and FX(t) ≥ GY (t) for t ≥ 0, respectively. The result in (ii) can be obtained similarly.
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We now establish some Pitman closeness results about randomized estimators.
Lemma 6. Let X, Y and Z be three different estimators of θ. Assume that X and Y are
both Pitman closer to θ than Z and define the randomized estimator T as
T =
{
X, if W = 1,
Y, if W = 0,
where W ∼ Bernoulli(ζ), ζ ∈ [0, 1], is independent of X, Y and Z. Then, the randomized
estimator T is also Pitman closer to θ than Z.
Proof. We need to show that Pθ(|T − θ| < |Z− θ|) ≥ 12 for all θ ∈ Θ. For this purpose, since
T
d
= WX + (1−W )Y , we have
Pθ(|T − θ| < |Z − θ|) = E [I (|WX + (1−W )Y − θ| < |Z − θ|)]
= E[W I(|X − θ| < |Z − θ|) + (1−W )I(|Y − θ| < |Z − θ|)]
= ζPθ(|X − θ| < |Z − θ|) + (1− ζ)Pθ(|Y − θ| < |Z − θ|))
≥ ζ
(
1
2
)
+ (1− ζ)
(
1
2
)
=
1
2
,
which completes the proof.
Remark 4. Suppose an estimator δ0 is Pitman closer to θ than a competing estimator δ
with probability pi0 = Pθ(|δ0− θ| < |δ− θ|) = 12 +a, a ∈ (0, 12 ]. Further, suppose δ1 is another
estimator such that δ is Pitman closer to θ than δ1, with Pitman closeness probability as
pi1 = Pθ(|δ1 − θ| < |δ − θ|) = 12 − b, b ∈
(
0, 1
2
]
. Now, an interesting question that arises
is whether it would be possible to form a randomized estimator using δ0 and δ1 such that
the new estimator is Pitman closer to θ than δ. To answer this question, we consider the
randomized estimator δ∗
d
= Wδ1 + (1−W )δ0, where W ∼ Bernoulli(ζ) independently of δ0
and δ1, and find that
Pθ(|δ∗ − θ| < |δ − θ|) = ζ
(
1
2
− b
)
+ (1− ζ)
(
a +
1
2
)
.
Hence, any randomized estimator δ∗, with randomization probability ζ ∈ [0, a
a+b
], will be
Pitman closer to θ than δ.
3 Pitman Closeness and Symmetric Estimators
In this section, we establish some Pitman closeness properties of symmetric estimators. Let
X ∼ FX(·; θ) and Y ∼ GY (·; θ) be two independent and absolutely continuous random
variables which are symmetrically distributed about θ with pdfs fX(·; θ) and gY (·; θ), respec-
tively. Let X and Y have the same support, X1:n, . . . , Xn:n be the order statistics from a
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random sample of size n from FX(·; θ), and Fi:n(·; θ) denote the cdf of Xi:n, i = 1, . . . , n.
Then, it is well-known that (see Arnold et al. (1992) and David and Nagaraja (2003))
Fi:n(x; θ) =
n∑
r=i
(
n
r
)
[FX(x; θ)]
r [1− FX(x; θ)]n−r .
Now, let
pii:n = Pθ(|Xi:n − θ| < |Y − θ|), i = 1, . . . , n,
be the Pitman closeness probability that Xi:n is closer to θ than Y .
Theorem 1. For i = 1, . . . , n, we have
pii:n = 2
∫ 1
1
2
g∗(u)
{
n∑
r=i
(
n
r
)
ur(1− u)n−r −
n∑
r=i
(
n
r
)
un−r(1− u)r
}
du,
where g∗(u) =
gY (F
−1
X
(u))
fX(F
−1
X
(u))
for u ∈ (1
2
, 1].
Proof. To show the result, taking θ=0 without loss of generality, note that
pii:n = Pθ(|Xi:n − θ| < |Y − θ|)
= P0(|Xi:n| < |Y |)
= P0(Y < Xi:n < −Y, Y < 0) + P0(−Y < Xi:n < Y, Y > 0). (7)
We now obtain an analytical expression for pii:n by simplifying the two probabilities on the
RHS of (7). Firstly, we find
P0(−Y < Xi:n < Y, Y > 0)
=
∫
∞
0
gY (t){Fi:n(t)− Fi:n(−t)} dt
=
∫
∞
0
gY (t)
{
n∑
r=i
(
n
r
)
[FX(t)]
r[1− FX(t)]n−r −
n∑
r=i
(
n
r
)
[FX(−t)]r[1− FX(−t)]n−r
}
dt
=
∫
∞
0
gY (t)
{
n∑
r=i
(
n
r
)
[FX(t)]
r[1− FX(t)]n−r −
n∑
r=i
(
n
r
)
[FX(t)]
n−r[1− FX(t)]r
}
dt
=
∫ 1
1
2
g∗(u)
{
n∑
r=i
(
n
r
)
ur(1− u)n−r −
n∑
r=i
(
n
r
)
un−r(1− u)r
}
du, (8)
where the last equality is obtained by setting u = FX(t), and
g∗(u) =
gY (F
−1
X (u))
fX(F
−1
X (u))
.
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We similarly find
P0(Y < Xi:n < −Y, Y < 0) =
∫ 0
−∞
gY (t){Fi:n(−t)− Fi:n(t)} dt
=
∫
∞
0
gY (t){Fi:n(t)− Fi:n(−t)} dt
= P0(−Y < Xi:n < Y, Y > 0). (9)
Using (8) and (9), we obtain the required result.
Let fα,β(t) denote the pdf of a Beta(α, β) random variable with density
fα,β(t) =
1
B(α, β)
tα−1(1− t)β−1, 0 < t < 1.
Then, it is well-known that
n∑
r=i
(
n
r
)
ur(1− u)n−r =
∫ u
0
1
B(i, n− i+ 1)t
i−1(1− t)n−idt =
∫ u
0
fi,n−i+1(t)dt.
It is then evident that we can write the expression of pii:n in Theorem 1 as
pii:n = 2
∫ 1
1
2
g∗(u)
∫ u
1−u
fi,n−i+1(t)dtdu. (10)
We now present a symmetry property for the Pitman closeness probabilities pii:n which is
similar in spirit to the symmetry property established in Balakrishnan et al. (2009).
Lemma 7. The Pitman closeness probabilities pii:n possess a symmetry property, viz., that
for i = 1, . . . , n,
pii:n = pin−i+1:n.
Proof. The result follows immediately from (10) upon using the fact that∫ u
1−u
fi,n−i+1(t)dt =
∫ u
1−u
fn−i+1,i(t)dt.
Lemma 8. Consider the Pitman closeness probabilities pii:n defined in Theorem 1. Then,
we have
(i) for n = 2m − 1, pim:n ≥ pii:n for all i 6= m; moreover, pii:n is increasing in i for
i ∈ {1, . . . , m} and decreasing in i for i ∈ {m, . . . , n};
(ii) for n = 2m, pim:n = pim+1:n > pii:n for all i /∈ {m,m + 1}; moreover, pii:n is increasing
in i for i = 1, . . . , m, and decreasing in i for i = m+ 1, . . . , n.
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Proof. From Theorem 1, we have
pii+1:n = 2
∫ 1
1
2
g∗(u)
{
n∑
r=i+1
(
n
r
)
ur(1− u)n−r −
n∑
r=i+1
(
n
r
)
un−r(1− u)r
}
du
= 2
∫ 1
1
2
g∗(u)
{
n∑
r=i
(
n
r
)
ur(1− u)n−r −
n∑
r=i
(
n
r
)
un−r(1− u)r du
−
(
n
i
)
ui(1− u)n−i +
(
n
i
)
un−i(1− u)i
}
du
= pii:n + Ai:n,
where
Ai:n = 2
(
n
i
)∫ 1
1
2
g∗(u){un−i(1− u)i − ui(1− u)n−i}du.
Now, let us consider the function
Ti,n(u) = u
n−i(1− u)i − ui(1− u)n−i for u ∈
[
1
2
, 1
)
.
It is easy to show that Ti,n(u) > 0 for all u ∈ [12 , 1) and i ≤ [n−12 ], where [·] is the integer
part. Now, since the function Ti,n(u) is positive in the interval [
1
2
, 1) and the function g∗(u)
is obviously positive (being the ratio of two densities), we have that Ai:n is positive for those
values of i. Thus, for i = 1, . . . , [n−1
2
], we have pii+1:n > pii:n. Similarly, for i ≥ [n−12 ] + 1, we
see that Ti,n(u) < 0 and so pii+1:n < pii:n. Now, (a) and (b) follow by setting n = 2m− 1 and
n = 2m, respectively.
3.1 Pitman Closeness of a Sample Median from Odd Sample Size
Let Xm:2m−1 be the median in a sample of size 2m− 1 from a distribution symmetric about
θ and let Y be another symmetrically distributed random variable about θ, independently
of Xm:2m−1. In the following lemma, we show that the Pitman closeness probability pim:2m−1
is an increasing function of m.
Lemma 9. The PC probability pim:2m−1 = Pθ(|Xm:2m−1−θ| < |Y −θ|) = P0(|Xm:2m−1| < |Y |)
is an increasing function of m.
Proof. To show the required result, we need to compare pim:2m−1 and pim+1:2m+1 for m ≥ 1.
To this end, by using the expression in (10), we have
pim:2m−1 = 2
∫ 1
1
2
g∗(u)
∫ u
1−u
tm−1(1− t)m−1
B(m,m)
dtdu,
and pim+1:2m+1 > pim:2m−1 if∫ u
1−u
tm(1− t)m
B(m+ 1, m+ 1)
dt >
∫ u
1−u
tm−1(1− t)m−1
B(m,m)
dt,
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or equivalently ∫ u
1−u
tm(1− t)mdt∫ u
1−u
tm−1(1− t)m−1dt >
B(m+ 1, m+ 1)
B(m,m)
=
∫ 1
0
tm(1− t)mdt∫ 1
0
tm−1(1− t)m−1dt
. (11)
For this purpose, let us introduce the function
K(u) =
∫ u
1−u
tm(1− t)mdt∫ u
1−u
tm−1(1− t)m−1dt,
1
2
≤ u ≤ 1 and m ≥ 1.
We observe that (11) is equivalent to K(u) > K(1). Now, to show (11), it suffices to show
that K(u) is decreasing in u ∈ [1
2
, 1
]
. By taking the derivative of K(u) with respect to u,
we find
K ′(u) ∝ 2um(1− u)m
∫ u
1−u
tm−1(1− t)m−1dt− 2um−1(1− u)m−1
∫ u
1−u
tm(1− t)mdt,
and K ′(u) < 0 if ∫ u
1−u
tm(1− t)mdt∫ u
1−u
tm−1(1− t)m−1dt > u(1− u).
Observe that
∫ u
1−u
tm(1− t)mdt = ∫ 1/2
1−u
tm−1(1− t)m−1t(1− t)dt+ ∫ u
1/2
tm−1(1− t)m−1t(1− t)dt
and t(1− t) > u(1− u) since t(1− t) is increasing in (1− u, 1
2
) and decreasing in (1
2
, u), and
so ∫ u
1−u
tm(1− t)mdt > u(1− u)
∫ 1/2
1−u
tm−1(1− t)m−1dt+ u(1− u)
∫ u
1/2
tm−1(1− t)m−1dt
= u(1− u)
∫ u
1−u
tm−1(1− t)m−1dt, (12)
which completes the proof.
Remark 5. Of special interest is the case of two competing sample medians. In Theorem
1, upon considering Xm′:2m′−1 as the median of an independent sample of size 2m
′ − 1 and
taking θ=0 without loss of generality, the Pitman closeness probability of interest in this case
is Pθ(|Xm:2m−1− θ| < |Xm′:2m′−1− θ|). Using the fact that this probability is increasing in m
for fixed m′ ≥ 1, we have
Pθ(|Xm:2m−1 − θ| < |Xm′:2m′−1 − θ|)


< 1
2
for m < m′
= 1
2
for m = m′
> 1
2
for m > m′,
as should be expected.
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4 Efficient RSS for Symmetric Populations Based on
Pitman Closeness
The results in Lemmas 7 and 8 lead us to efficient sampling designs for estimating the median
in symmetric populations about the same θ based on RSS. For a review on the concept of
RSS, we refer the reader to Chen et al. (2004). We treat the cases of odd and even sample
sizes separately and for each case, we propose an efficient RSS based on Pitman closeness
for the estimation of the population median.
(i) n odd, say n = 2m− 1, m ∈ N
In this case, using the established results, a suitable sampling scheme would be the median
ranked set sampling. Under this sampling method, we take n = 2m− 1 independent simple
random samples each of size n from the population and in each sample we measure only the
sample median. This sampling scheme results in a median ranked set sample of the form
{X(m:2m−1)i, i = 1, . . . , 2m− 1}.
Now, since the distribution of the sample median X(m:2m−1)i is symmetric about θ, upon
using Lemmas 7 and 8, we can conclude that within the class of all symmetrically distributed
(about θ) estimators of θ, the median of the median ranked set sample,
δM (X) = Median{X(m:2m−1)i, i = 1, . . . , 2m− 1}
would be the Pitman closest estimator of θ.
(ii) n even, say n = 2m, m ∈ N
In this case, we propose the use of a randomized median ranked set sampling. Under this
sampling method, we take n = 2m independent simple random samples each of size n from
the population and in each sample we measure the randomized median defined by
X∗i =
{
X(m:2m)i, if Wi = 1,
X(m+1:2m)i, if Wi = 0,
where Wi is an independent Bernoulli(
1
2
) variable. Thus, in the ith sample, we nominate
Xm:2m with probability
1
2
and Xm+1:2m with probability
1
2
. This results in a randomized
median ranked set sample of the form
{X∗i , i = 1, . . . , 2m},
where X∗i
d
= WiX(m:2m)i + (1 − Wi)X(m+1:2m)i. Here again, it is easy to show that the
distribution of X∗i is symmetric about θ when the parent distribution FX(x; θ) is symmetric
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about θ. Now, upon using Lemmas 7 and 8, the randomized estimator
δ∗M(X) =
{
X∗m:2m if W = 1
X∗m+1:2m if W = 0
,
where X∗i:2m are the order statistics among X
∗
1 , X
∗
2 , . . . , X
∗
2m and W is another independent
Bernoulli(1
2
) variable, would be the Pitman closest estimator of θ within the class of all
symmetrically distributed estimators of θ.
Note that in the above situation, the randomized estimators X∗i , i = 1, . . . , 2m, are all
Pitman closer to θ than X . To see this, one can use the result in Example 2 and argue that
the density fX∗
i
(x; θ) can be expressed as
fX∗
i
(x; θ) =
(2m)!
2m!(m− 1)![FX(x; θ)]
m−1[1− FX(x; θ)]m−1{1− FX(x; θ) + FX(x; θ)}
=
Γ(2m)
Γ(m) Γ(m)
[FX(x; θ)]
m−1[1− FX(x; θ)]m−1
= fXα(x; θ) with α = m− 1 ≥ 0.
It is also worth mentioning thatX∗i will be Pitman closer to θ thanX even if we do not restrict
to the case when Wi ∼ Bernoulli(12). Using Remark 4, we can extend this observation to a
more general case when Wi ∼ Bernoulli(ζ), ζ ∈ [0, 1], although in this case the distribution
of X∗i is not symmetric about θ unless ζ =
1
2
.
5 Concluding Remarks
Recently, the concept of Pitman closeness has been discussed extensively in the context of
ordered data. In this paper, we have established various Pitman closeness results in the case
when the underlying estimators are symmetrically distributed. First, we have studied the
Pitman closeness of two independent symmetrically distributed estimators about the same
median θ in the cases when the supports are the same and when they are different. After
proving some results, we have demonstrated their usefulness with a number of examples.
Next, we have established a specific result for the Pitman closeness probability between an
individual order statistic and an independent symmetric estimator to the population median.
Finally, we have discussed the use of Pitman closeness probabilities in the determination of
an optimal ranked set sampling scheme for the estimation of the population median. In this
case, we have specifically shown that the best scheme in the sense of Pitman closeness is the
median ranked set sampling or the randomized median ranked set sampling depending on
whether the sample size is odd or even, respectively.
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