Given three Banach spaces X, Y and Z and a bounded bilinear map B : X ×Y → Z, a sequence x x x = (x n ) n ⊆ X is called B-absolutely summable if
1 Notation and preliminaries.
Throughout this paper X, Y and Z denote Banach spaces over K (R or C) and B : X × Y → Z is a bounded bilinear map. As usual L (X, Y ) denotes the set consisting of all linear and continuous maps T defined from X into Y , B X denotes the closed unit ball of X and X * the topological dual X * = L (X, K).
We use the notations 1 (X) and 1 weak (X) for the spaces of all sequences x x x = (x n ) n ⊆ X such that x x x 1 (X) = ( x n X ) n 1 = ∞ n=1 x n X < ∞, x x x 1 weak (X) = sup x * ∈B X * ( x n , x * ) n 1 = sup
The sequences in 1 (X) and 1 weak (X) are called absolutely summable and weakly absolutely summable sequences respectively.
A sequence x x x = (x n ) n is called unconditionally summable if the series ∞ n=1 x n is unconditionally convergent, i.e. ∞ n=1 x σ(n) is convergent for each permutation σ : N → N. Among other things -see (11)-the unconditional summability of a sequence is equivalent to (a) ∞ n=1 ε n x n converges for any choice of ε n = ±1.
(b)
∞ n=1 x n k converges for any increasing (n k ) k ⊆ N. (c) For any ε > 0 there exists N ε ∈ N so that k∈M x k < ε whenever min M ≥ N ε .
The set consisting of these sequences will be denoted by UC(X). It is well known the fact that if X is a normed space:
X is complete if and only if 1 (X) ⊆ UC(X) .
A sequence x x x = (x n ) n ⊆ X is called weakly unconditionally summable if the series ∞ n=1 x σ(n) is weakly convergent for each permutation σ : N → N. Equivalently if we have that x x x ∈ 1 weak (X) and for all M ⊆ N there is an x M ∈ X such that n∈M x n , x * = x M , x * , for all x * ∈ X * .
The set consisting of those sequences will be denoted by wUC(X).
Of course we have the following chain of inclusions for any Banach space X:
Clearly for finite dimensional Banach spaces X one has 1 (X) = 1 weak (X) but, in the general, both spaces are different. Actually the so called weak Dvoretzky-Rogers theorem -see (11, p. 50 
)-asserts that
A Banach space X has finite dimension if and only if 1 (X) = 1 weak (X).
In fact using the Dvoretzky-Rogers theorem -see for instance (11, p. 2)-which says that in each infinite dimensional Banach space X for each (λ n ) ∈ 2 it is possible to find sequences x x x = (x n ) n ⊆ X which are unconditionally summable and x n = λ n one obtains that X is finite dimensional if and only if 1 (X) = UC(X).
wUC(X) = UC(X) for any Banach space X.
The Orlicz-Pettis theorem is one of the most celebrated theorems concerning series in Banach spaces. It has been used in many different situations in functional analysis -see for instance (10) for applications in integration theory-. The main objective of this paper is to give a more general version of the OrliczPettis theorem in the setting summability with respect to bounded bilinear maps.
We plan to develop the previous notions of summability in a general setting adapted to a given bounded bilinear map B : X × Y → Z where Y and Z are also Banach spaces. We say that a vector sequence x x x = (x n ) n ⊆ X is B-absolutely summable if the Z-valued sequence (B(x n , y)) n belongs to 1 (Z) for all y ∈ Y . The set of this sequences will be denoted by
We need to impose some conditions on the bilinear map B : X × Y → Z for the basic theory to be developed. Let us denote
We say that B is admissible if φ B is injective. This assumption gives that
is a norm in the space 1 B (X). In fact if there exists k > 0 such that
the space X is said to be B-normed. This concept is basic to get, among other things, that 1 B (X) is complete. These notions have recently been considered when handling problems in integration with respect to a bounded bilinear map -see (1; 2)-or developing a theory of Fourier Analysis with respect to a bounded bilinear map -see (3)-.
We say that a sequence x x x = (x n ) n ⊆ X is B-unconditionally summable if for all y ∈ Y and z * ∈ Z * we have that ( B(x n , y), z
We use the notation B −UC(X) for the space of B-unconditionally summable sequences.
From this point of view we have that, using the notation B, D and D 1 , for the standard bilinear maps
the spaces become
weak (X) and
Note that a sequence in
. However, by considering X = ∞ and the standard canonical sequence x x x = (e n ) n one sees that x x x = (e n ) n is D 1 -unconditionally summable but not unconditionally summable. Hence Orlicz-Pettis theorem does not hold for B = D 1 .
On the other hand both B-unconditional summability and D-unconditional summability correspond to the weak unconditional summability. Then the classical Orlicz-Pettis theorem can be rewritten as:
The question that we would like to address is the validity of Orlicz-Pettis theorem for bilinear maps: Given B : X × Y → Z an admissible bounded bilinear map, Under which conditions does one have B − UC(X) = UC(X)?
The key point to understand the difference between D and D 1 in the corresponding version of the Orlicz-Pettis theorem is the observation that X embeds not only into L (X * , K) but actually into the weak * -norm continuous operators in L (X * , K). So to present our main result we need then to consider the Banach space W * (X * , Y ) consisting of all bounded linear maps from X * into Y that are weak * -norm continuous. The reader may consult to (12) for information on this space.
We are now ready to state the main result of the paper.
Then every B-unconditionally summable sequence in X is unconditionally summable.
The paper consists of two more sections: In the first one we introduce the spaces under consideration, present some particular bilinear maps and deal with the inclusions between 2.1. Absolute summability with respect to the bilinear maps.
We start this section with the definitions of the spaces to be used throughout the paper.
Let X, Y and Z be Banach spaces and B : X × Y → Z be a bounded bilinear map. Denote
and
We also denote B * the adjoint bilinear map
In other words B *
Definition 2 Let B : X × Y → Z be a bounded bilinear map. We say that a vector sequence x x x = (x n ) n ⊆ X is B-summable if the Z-valued sequence (B(x n , y)) n belongs to 1 (Z) for all y ∈ Y . The set of these sequences will be denoted by 1 B (X) and we write
Remark 3 One might think on defining 1 B,weak (X) as the vector space consisting of all sequences x x x = (x n ) n ⊆ X verifying that the (B(x n , y)) n ∈ 1 weak (Z) for all y ∈ Y . That is defined by the condition
However this notion is actually the same as above for a different bilinear map. Indeed, for any B : X × Y → Z we can define a bounded bilinear map
where Y ⊗ π Z * stands for the projective tensor norm. Clearly Note that for x * 0 ∈ X * \ {0}, we can define the bounded bilinear map
Taking x x x = (x n ) n ⊆ ker(x * 0 ) then B(x n , x) = 0 for all x ∈ X and n ∈ N. Thus x x x 1 B (X) = 0 but x x x = 0.
This difficulty leads us to restrict ourselves to the following class of bilinear maps.
Definition 4
We say that a bounded bilinear map B : X × Y → Z is admissible for X if B(x, y) = 0 for all y ∈ Y implies that x = 0.
we define the linear operator
Observe first that this operator has closed graph. Let (y k , T B,x x x (y k )) k be a convergent sequence in Y × 1 (Z) and write (y, z z z) for its limit. The continuity of B provides that, for every n ∈ N, the sequence (B(x n , y k )) k converges to B(x n , y) in Z. Thus, for each n ∈ N,
Taking limits when k → ∞ we obtain that T B,x x x has closed graph. Hence using Closed Graph theorem the operator defined in (8) is continuous and
Clearly the expression (7) verifies that x x x + y y y 1
and αx x x 1 B (X) = |α| · x x x 1 B (X) for every x x x, y y y ∈ 1 B (X) and α ∈ K.
Observe that the condition x x x 1 B (X) = 0 implies x x x = 0 is actually equivalent to φ B being injective, which corresponds to the notion of admissibility.
Let us now study the completeness of the spaces 1 B (X). The following example shows that in general the space 1 B (X) is not complete.
Proposition 6 Let T : X → Z be a bounded linear map such that T (X) is not a closed subspace of Z (for example the inclusion map defined in 1 into c 0 ). Define the bounded bilinear map
Using that for all m, k ∈ N we have that
Hence if x x x m converges to x x x in
Let us mention an elementary but useful fact.
(X) and
We present now some general admissible bounded bilinear maps naturally defined for any Banach space X and that generalize those given in (1), (2) and (3).
where X⊗ π Y is the projective tensor norm.
Note that π K = B given in (1). Clearly
In this case
Note also that
(X) and fixing y = 1 = x * we can consider the bounded linear map y⊗x
This space was studied in (4) where it was denoted by 1 s (X, Y ) and shown to satisfy
Using vector-valued continuous functions, we can consider other natural admissible bilinear maps.
(b) Let (Ω, Σ, µ) be a positive measure space and 1 ≤ q < ∞, we can consider
For more concrete Banach spaces, there are also natural admissible bilinear maps
Example 11
(a) Let X(µ) be a function space of measurable functions in a σ-finite measure space, and X(µ) its associate space. Let us define A :
Finally also mention in the case X is a Banach space vector-valued functions, the natural admissible bilinear maps:
It is well-known -see for instance (11) -that the space 1 weak (X) can be identified with L (c 0 , X) or L (X * , 1 ). Let us investigate the analogues for 1 B (X).
Proposition 13 Let B : X × Y → Z be an admissible bounded bilinear map.
Proof. (a) follows using the embedding x x x → T B,x x x given in (8) .
induces a linear and continuous operator from
This shows that
This allows to show that if
defines an isometric embedding from It is trivial that 1 (X) ⊆ 1 B (X) for any bounded bilinear map B : X ×Y → Z, and
Relations between the spaces
Clearly the containment can be strict. For example if we take the bounded bilinear map D defined in (2) then 1 (X) Also for B = A or B = H q in Example 11 it easily follows from Proposition 7 to see
To produce examples where 1 weak (X) ⊆ 1 B (X) it suffices to work with the case Z = K. Indeed, take T ∈ L (Y, X * ) and define B T (x, y) = x, T y . Clearly Example 14 Consider the bounded bilinear map
Note that this corresponds to B T for T : 2 → 2 given by T (α) = (
Let x x x = (e k ) k where e k is the canonical basis. It is clear that
Hence, in general 1 B (X) is not continuously embedded into 1 weak (X). However we always have that Z) ), one has that for each x x x ∈ 1 B (X) we can consider the linear map S B,x x x : c 0 → L (Y, Z), given by S B,x x x (α α α)(y) = ∞ n=1 B(x n , y)α n . Duality gives
Remark 15 Observe that Proposition 7 gives another general inclusion, is that
Moreover sup{ x x x 1
So the natural question now is,

When is
The answer of this question relies upon the notion of (Y, Z, B)-normed space X.
Definition 16 (see (1; 2)) Let B : X × Y → Z be a bounded bilinear map. We say that a Banach space X is (Y, Z, B)-normed -or simply B-normed space-if there exists a constant k > 0 such that
The following result characterizes when a Banach space is B-normed.
Theorem 17 Let B : X × Y → Z be a bounded bilinear map admissible for X. The following assertions are equivalent:
(a) The inclusion i :
(c) There exists a constant k > 0 such that for each x * ∈ X * there exists a functional ϕ x * ∈ L (Y, Z) * verifying ϕ x * ≤ k x * and
Proof. (a)⇒(b) Fix x ∈ X and consider the sequence x x x = (x, 0, 0, . . .). Apply the assumption to x x x to obtain x x x 1 weak (X) = x X and x x x 1 Z, B) -normed and we denote byX = {B x : x ∈ X} ⊆ L (Y, Z). According to the assumptionX is a closed subspace of L (Y, Z). Given x * ∈ X * one has that
Hence the mapx * : B x → x, x * is bounded and linear inX * with x * ≤ k x * . Therefore, by Hahn-Banach theorem, there is an extension ϕ x * to L (Y, Z)
* such that ϕ x * ≤ k x * where k > 0 is the constant in (22).
Remark 18 Observe that X is a (Y, Z, B)-normed space if the bounded linear map
is surjective.
Corollary 19 Let B : X × Y → K be a scalar bounded bilinear map. The following are equivalent: 
(b) For the bounded bilinear map π Y and x * ∈ X * , select y 0 ∈ Y and y * 0 ∈ Y * verifying that y 0 , y * 0 = 1 and take
where T (y 0 ) = n x n ⊗ y n . (c) For the bilinear map D just take for every
(e) For the bilinear map O and
(g) For the bilinear map C and x * ∈ X * , let us fix t 0 ∈ [0, 1] and f 0 ∈ C[0, 1] verifying f 0 (t 0 ) = 1 we take
(h) For the bilinear map V q and x * ∈ X * , let us consider E ∈ Σ such that µ(E) > 0 and take
)dµ.
(i) For the bilinear map A in the case X(µ) = X(µ) * and x * ∈ X * , let us consider 
In particular for every y ∈ B Y and m, k ≥ k 0 we have that
This implies that B x m n −x k n L (Y,Z) ≤ ε for all n ∈ N and m, k ≥ k 0 . Hence using that X is a (Y, Z, B)-normed space we conclude that x m n − x k n X ≤ cε for some c > 0 and all n ∈ N and m, k ≥ k 0 . This means that for all n ∈ N the sequence (x k n ) k is a Cauchy sequence in the Banach space X. Then (x k n ) k converges in X to a certain element -say x n -. Consider then the sequence x x x = (x n ) n . Taking limits when m → ∞ in expression (24) we have that for all y ∈ B Y and k ≥ k 0
Let us now analyze the converse question:
Recall that a linear map T : X → Y is called absolutely summing if there is a constant k > 0 verifying that for every finite family x 1 , . . . , x n ∈ X we have that
The vector space of those bounded linear maps is denoted by Π(X, Y ) or Π 1 (X, Y ). Endowed with the norm π(T ) = inf{k > 0 : the inequality (25) holds },
We recall here that any bounded linear operator from L 1 (µ) into a Hilbert space H is absolutely summing by Grothendieck's theorem -see (11, p. 15 
A Banach space X is called a GT -space if L (X, H) = Π 1 (X, H) for any Hilbert space H. The reader is referred to (11) for information about the class of absolutely summing operators and properties related to them.
Proposition 22 Let B : X × Y → Z be an admissible bounded bilinear map. The following are equivalent:
This shows that B y belongs to Π 1 (X, Z) and
Corollary 23
In particular,
weak (X) if and only if X is a GT -space.
From the previous results we observe that not only for Z = K (or even finite dimensional spaces Z) one can obtain that Corollary 24 Let X = L 1 (R) and consider the bilinear map
Assume the contrary, i.e. there exists k > 0 with
which is clearly false in general.
Therefore combining Theorem 17, Proposition 22 and (26) one concludes
and consider the bilinear map
Proof. In order to see the inclusion just observe that -since (
Now it suffices to take (y n ) n ∈ 1 weak (Y ) \ 1 (Y ) and define
to get a contradiction. Hence Theorem 17 gives that the inclusion is strict.
3 The proof of the theorem and consequences.
Definition 26 We say that a sequence x x x = (x n ) n ⊆ X is B-unconditionally summable if for all y ∈ Y and z * ∈ Z * we have that ( B(x n , y), z * ) n ∈ 1 and for all M ⊆ N there is x M ∈ X such that n∈M B(x n , y), z * = B(x M , y), z * , for all y ∈ Y, z ∈ Z * .
Let us observe that using classical Orlicz-Pettis this is equivalent to the following: for all y ∈ Y and z * ∈ Z * we have that ( B(x n , y), z * ) n ∈ 1 and for all M ⊆ N there is x M ∈ X such that n∈M B(x n , y) = B(x M , y), for all y ∈ Y.
(29)
There is several ways to prove the classical Orlicz-Pettis theorem. For instance it is possible to prove this result using the Bochner integral -see for instance (9)-. Another possibility is based in the use of Schur theorem and Mazur theorem -see (11)-. We shall use the approach in this last reference.
Theorem 27 (Bilinear Orlicz-Pettis) Let B : X × Y * → Z be a bounded bilinear map such that
Proof. Let x x x = (x n ) n ⊆ X be a B-unconditionally summable sequence and define the bilinear map
Step 1: S is bounded. Note that, since x x x is B-unconditionally summable, then for all y * ∈ Y * and every z
so S is well defined. Now, using Closed Graph theorem it is easy to see that the two linear maps
are bounded and hence S is separately continuous and thus continuous.
Step 2: S is compact. Let (y * n , z * n ) n be a sequence in B Y * ×B Z * . In particular, since (y * n ) n ⊆ B Y * and B Y * is weak * sequentially compact there exists a subsequence (y * n k ) k convergent to a certain y * 0 in the weak * topology of Y * , i.e., ( y, y * n k ) k converges to y, y * 0 , for all y ∈ Y.
Consider now the separable subspace D of Z given by D = span(B(x n , y * 0 )) n . According to Alauglu's theorem, B D * is a weak * compact. For each k ∈ N denote by z * n k the restriction of z * n k to D. Since z * n k ≤ 1 then z * n k belongs to the compact B D * . This allows us to extract a subsequence of z * n k -denoted also, by simplicity, by z * n k -convergent in the weak * topology of Z * to an element in Z * that we call z * 0 . That is
Since z * 0 ∈ D * using Hahn-Banach theorem there exists z * 0 a continuous extension of z * 0 to Z * -with the same norm-. On the other hand, there is
This means that B(x 0 , y * 0 ) belongs to D w so by Mazur's theorem B(x 0 , y *
To prove the compactness of S it remains to show that S ((y n k , z * n k )) k converges in 1 . But using Schur's theorem all we need to show is the convergence in the weak topology of 1 . The continuity of S allows us to show
for all α α α in some norm dense subset of ∞ . By linearity to prove (34) it suffices to take α α α = 1 M for every M ⊆ N. Fixing k ∈ N take then an
On the other hand Using (31), (32) and (33) we have that S ((y n k , z * n k )) k converges in the weak topology of 1 and by Schur theorem also converges in the topology of the norm of 1 . Thus S is compact.
Step 3: x x x = (x n ) n is unconditionally summable. Recall that a set K is relatively compact in We can also state a result when the space Y is not necessarily a dual space. The reader can check that our proof can easily be adapted -using reflexivity and completely continuous operators-by replacing the above assumptions by to get the same conclusion.
Remark 29
We would like to point out that the classical Orlicz-Pettis theo
In this case L 1 (v λ ) = L 1 (|v λ |) = L 1 (T) and the integration map is I
(1) v λ (f ) = f * 1 A for every f ∈ L 1 (T) which it is also completely continuous.
