We prove a uniqueness theorem for solutions of the obstacle problem for linear equations involving fractional Laplace operator with zero Dirichlet exterior condition. The problem under consideration arises as the limit of some logistic type equations. Our result extends (and slightly strengthens) known corresponding results for the classical Laplace operator with zero boundary condition. Our proof, as compared with the known proof for the classical Laplace operator, is entirely new, and is based on the probabilistic potential theory.
Introduction
Let D ⊂ R d , d ≥ 2, be a bounded Lipschitz domain, D 0 ⊂ D be a bounded Dirichlet regular domain. For α ∈ (0, 2), we denote by (∆ α/2 ) |D the fractional Laplace operator on D with zero exterior condition (see Section 2 for details). In case α = 2, by (∆ α/2 ) |D we mean the classical Laplace operator ∆ D on D with zero boundary condition. In the present paper, we prove a uniqueness result for the following obstacle problem: max − (∆ α/2 ) |D u − au, u − I D\D 0 = 0, u > 0, on D,
where a is a positive constant and
Problem of this type arises in the study of asymptotic behaviour, as p → ∞, of logistic type equations (see [8, 24] for the case α = 2 and [18] for equations with α ∈ (0, 2)). Problem (1.1) with α = 2 also arises as the limit of some degenerate predator-prey models (see [6] ).
From [8] (α = 2) and [18] (α ∈ (0, 2)) we know that (1.1) has a solution if and only if a ∈ [λ D 1 , λ case α = 2. Suppose that D 0 , D are smooth and D 0 ⊂ D. The main result of [7] says that (1.1) has at most one solution if a ∈ (λ D 1 , λ
). This result is proved by using an equivalent free boundary formulation of (1.1) and tools from the theory of variational inequalities and harmonic functions.
The methods used in [7] seems to be suitable only for α = 2. To deal with nonlocal operators, we propose new methods. They allow us to prove that if a ∈ (λ D 1 , λ D 0 1 ), then for any α ∈ (0, 2] there exists at most one solution to (1.1) . This generalizes the result of [7] to nonlocal operators but also strengthens slightly the know uniqueness result for α = 2, because we assume that D 0 ⊂ D and not that D 0 ⊂ D as in [7] . Moreover, we consider less regular then in [7] domains D 0 , D (see comments in [7, Remark (i) 
]).
In the present paper, we use a different from [7] but equivalent definition of a solution to (1.1) . Let E D denote the Dirichlet form associated with the operator (∆ α/2 ) |D (see Section 2) . By a solution to (1.1) we mean a strictly positive function u ∈H α/2 (D) having the property that u ≤ I D\D 0 m-a.e. (m stands for the Lebesgue measure on R d ) and such that for some bounded smooth nonnegative Borel measure ν on D (called the reaction measure for u),
where (·, ·) stands for the usual inner product in L 2 (D; m) andṽ is a quasi-continuous m-version of v. Moreover, we require that u satisfies the minimality condition, which says that for every quasi-continuous η such that u ≤ η ≤ I D\D 0 m-a.e. we have
whereũ is a quasi-continuous m-version of u.
Our proof of uniqueness is based on the following two crucial observations. The first one is that if u is a solution to (1.1), then
This shows that any solution to (1.1) is in fact an eigenfunction for the operator −(∆ α/2 ) |D,ν , i.e. the operator −(∆ α/2 ) |D perturbed by the smooth bounded measure ν. It is well known that this operator is a self-adjoint nonpositive operator on L 2 (D; m) generating a Markov C 0 -semigroup of contractions on L 2 (D; m). The second crucial observation is that ν has compact support in D. This allow us to prove, by using some results of Hansen [13] , that the Green function G D for (∆ α/2 ) |D is comparable with the Green function G ν D for (∆ α/2 ) |D,ν . These two facts when combined with the sub and supersolutions method (generalized in the present paper to the case of our obstacle problem) give the uniqueness result.
Potential theory for fractional Laplacian on bounded domain
In the whole paper, we assume that 
Dirichlet fractional Laplace operator
Let α ∈ (0, 2). To define the Dirichlet fractional Laplace operator on D, we first set
and for u ∈ D(∆ α/2 ), we set
whereû stands for the Fourier transform of u. Let us consider the form (E,
where
In the language of Sobolev spaces, D(E) = H α/2 (R d ) (see [21, page 76] ). The capacity Cap: 2 R d → R + ∪ {∞} associated with (E, D(E)) is defined as follows:
and then, for an arbitrary B ⊂ R d , we set
We say that some property holds E-quasi everywhere (E-q.e. i abbreviation) if it holds except possibly on a set of capacity Cap zero. Such sets will be called E-exceptional.
Recall that a function u on R d is called E-quasi-continuous if for every ε > 0 there exists a closed set F ε ⊂ R d such that Cap(R d \ F ε ) ≤ ε and u |Fε is continuous. By [11, Theorem 2.1.3] , each u ∈ D(E) admits an E-quasi-continuous m-version, which in the sequel we will denote byũ.
We denote by ( 
Green functions and transition functions
We denote by (J β ) β>0 the resolvent of A := ∆ α/2 , and by
Given a nonnegative Borel measure µ on D, we set
It follows that we can set
It is well know that
For a nonnegative Borel measure µ on D, we set
Smooth measures
An increasing sequence {F n } of closed subsets of
is called E-smooth (resp. E D -smooth) if it charges no set of capacity Cap (resp. Cap D ) zero and there exists a generalized E-nest (resp. E D -nest) such that |µ|(F n ) < ∞, n ≥ 1, where |µ| denotes the variation of µ. Note that if a Borel measure µ on D is bounded, then it is E-smooth if and only if it is E D -smooth. This follows from the fact that Cap and Cap D are equivalent. We denote by M 0 (resp. M 0 (D)) the set of all E-smooth (resp. E D -smooth) measures on R d (resp. D). We also set
. We say that an E D -smooth measure µ belongs to the class S 0 (D) (called the class of measures of finite energy integral) if there exists c > 0 such that
Probabilistic potential theory
It is well known that there exists a rotation invariant α-stable Lévy process X = (X, (
In (2.4), E x denotes the expectation with respect to the measure P x . By [11, Theorem 4.4.1, Theorem 4.4.2], for all β ≥ 0, t > 0 and nonnegative f ∈ B(D),
where 
, and it is Fellerian, i.e. 
for q.e. x ∈ D. For a signed measure µ ∈ M 0 (D) having a decomopsition µ = µ + − µ − into a positive and negative part, we set
The following very useful result will be frequently used in the sequel.
for q.e. x ∈ D if and only if there exists a process M with M 0 = 0 such that M is a uniformly integrable martingale on [0, τ D ] under the measure P x for q.e. x ∈ R d , and for q.e. x ∈ D,
8)
Moreover, if sup x∈D R D µ(x) < ∞, then "for q.e. x ∈ D" may be replaced by "for every x ∈ D" with A µ being a strict PCAF of X D .
Proof. First suppose that (2.8) is satisfied. Taking the expectation with respect to P x of both sides of (2.8) with t = 0, and then using (2.6) with f = 1 we get (2.7). Now suppose that (2.7) holds. Let σ be a stopping time such that σ ≤ τ D , and N 1 be an exceptional set such that (2.7) holds for x ∈ R d \ N . By [11, Theorem 4.1.1], we may assume that P x (X t ∈ R d \ N, t ≥ 0) for every x ∈ R d \ N . Hence, by (2.7), for every
Therefore using the strong Markov property of X and additivity of A µ we deduce from (2.9) that
Applying now the Section Theorem we easily get (2.8). If sup x∈D R D µ < ∞, then the above argument holds true with N = ∅.
Supersolutions of the obstacle problem
In this section, we give a definition of a solution to the obstacle problem for elliptic equation with fractional Dirichlet Laplacian. We then show that minimum of two supersolutions of this problem is again a supersolution. This property will be one of the crucial ingredients in the proof of uniqueness of (1.1).
Let h : D → R ∪ {∞} be a measurable strictly positive function and f : R → R be a continuous function. Consider the following obstacle problem:
Definition 3.1. We say that a quasi-continuous function u ∈ L 1 (D; m) is a solution to (3.1) if there exists a nonnegative ν ∈ M 0 (D) (we call it the reaction measure for u) such that 
Proof. By Lemma 2.1 and (2.6), u is a solution to (3.1) if and only if
for some càdlàg process M with M 0 = 0 such that M is an (F t )-martingale under the measure P x for q.e. x ∈ D, and for q.e. Definition 3.4. We say that a quasi-continuous function u ∈ L 1 (D; m) is a supersolution (resp. subsolution) to (3.1) if there exists a nonnegative measure ν ∈ M 0 (D) and a nonnegative (resp. nonpositive) measure µ ∈ M 0 (D) such that conditions (a) and (c) of Definition 3.1 are satisfied, and moreover, for q.e. x ∈ R d ,
Proposition 3.5. If u is a supersolution and a subsolution to (3.1), then u is a solution to (3.1).
Proof. By assumption, there exist nonnegative measures
and
for q.e. x ∈ D. From this we conclude that ν 1 − ν 2 = µ 1 + µ 2 . Therefore there exist nonnegative α, β, γ ∈ B(D) such that α + β = 1, γ ≤ 1 and
Consequently, for q.e x ∈ D,
Since it is clear that D (η − u)(β + αγ) dν 1 = 0 for every quasi-continuous η on D such that u ≤ η ≤ h m-a.e., we see that u is a solution to (3.1).
Proposition 3.6. Let u 1 , u 2 be supersolutions to (3.1). Then u 1 ∧ u 2 is a supersolution to (3.1).
Proof. By the definition of a supersolution to (3.1) and Lemma 2.1, for q.e. x ∈ D we have 
From the above formula it follows in particular that L is a PCAF of X D . Hence
This proves the proposition because a direct calculation shows that D (η−u 1 ∧u 2 ) + dν = 0 for every quasi-continuous η such that u 1 ∧ u 2 ≤ η ≤ h m-a.e.
Proposition 3.7. Assume additionally that f is nondecreasing. Let u (resp. u) be a subsolution (resp. supersolution) to (3.1) and u ≤ u. Then there exists a solution u to (3.1) such that u ≤ u ≤ u.
Proof. Let u 0 = u. We first show that for each n ≥ 1 there exists a solution u n to the problem
Indeed, the existence of u 1 follows from [17, Theorem 3.4] . By [17, Proposition 3.7] , u ≤ u 1 ≤ u. In particular, R D |f (u 1 )| < ∞ q.e. Hence, by [17, Theorem 3.4] again, there exists a solution u 2 to (3.5), and by [17, Proposition 3.7] again, u ≤ u 2 ≤ u and u 1 ≤ u 2 . Continuing in this fashion, we get {u n } having the desired properties. Let u = sup n≥1 u n (x) andĥ be an arbitrary quasi-continuous function such that u ≤ĥ ≤ h m-a.e. Then by Remark 3.2 and Proposition 3.3,
Applying the Lebesgue dominated convergence theorem shows that for q.e x ∈ D,
From this and Proposition 3.3 and Remark 3.2 it follows that u is a solution to (3.1).
Uniqueness result
As in Sections 2 and 3, we assume that D is a bounded Lipschitz domain in
It is well known that λ D 1 > 0, and by the regularity of D, ϕ D 1 ∈ C 0 (D). To prove a uniqueness result for (1.1), we will need some regularity results for solutions to (1.1) and comparison results for the Green functions associated with the operator A D and its perturbations.
By [12] , the semigroup (P D t ) t>0 is intrinsically ultracontractive, which implies that for every t > 0 there exist constants c 1 (t), c 2 (t) > 0 such that
(4.1) Proposition 4.1. Let u be a solution to (1.1) and ν be the reaction measure for u.
Proof. Set
It is clear that h is quasi-continuous. Moreover,
Hence, by the definition of a solution to the obstacle problem,
. By this and (4.3) again, for every nonegative η ∈ C c (D) we have
which implies the desired result.
(ii) u ∈ C 0 (D).
(iii) The reaction measure ν for u is bounded and
Proof. By the definition of a solution to (1.1) and Proposition 4.1,
for q.e x ∈ D. By Lemma 2.1 and the Itô formula, for every t ≥ 0,
for q.e. x ∈ D. Therefore, by the ultracontractivity of P D , for every t > 0,
for q.e. x ∈ D, which proves (i). To prove (ii), consider the function h defined by (4.2). By (i) and regularity of the set D 0 , h ∈ C(D). By Lemma 2.1, for q.e x ∈ D,
It is clear that h ≤ I D\D 0 , so by Remark 3.2, u is a solution to (1.1) with I D\D 0 replaced by h. Therefore u ∈ C 0 (D) by [25, Theorem 1] , which proves (ii). By the definition of a solution to (1.1) and Lemma 2.1, Proposition 4.4. Let u be a solution to (1.1) and let ν be its reaction measure. Then
Proof. Since u ∈ L 1 (D; m) and ν ∈ M 0,b (D) by Proposition 4.2, from [20, Theorem 3.5] it follows that u is a renormalized solution to (1.1) in the sense defined in [20] . By the definition of a renormalized solution, 
Letting k → ∞ yields (4.5) for every bounded η ∈ D(E D ). Applying now a simple approximation argument, we get (4.5) for any η ∈ D(E D ).
For a nonnegative measure µ ∈ M 0,b (D), we define the perturbation of the form (E D , D(E D )) by µ as follows:
By [ 1]) . Let G denote the Green function for R d (and the operator ∆ α/2 ). It is well known that there is c > 0 such that From this and the assumptions of the theorem it follows that
By the 3G Theorem (see [15] ),
This when combined with (4.6) and (4.7) shows that there exists C > 0 such that
From this we conclude that for every nonnegative Borel measure ν on D,
Equivalently,
It is well known (see [10, Theorem 17, page 230] ) that each excessive function is an increasing limit of functions of the form R D ν for some nonnegative Borel measure ν. Therefore from (4.9) it follows that for every excessive function e,
Taking e = min{G D (·, y), 1} (it is excessive as a minimum of excessive functions), we get Proof. Let u 1 , u 2 be two solutions to (1.1). We divide the proof into two steps.
Step 1. We will show that without loss of generality we may assume that u 1 ≤ u 2 . Assume that whenever we know that w, v are solution to (1.1) such that w ≤ v, then w = v. By Proposition 3.7, u := u 1 ∧ u 2 is a supersolution to (1.1). It is clear that for a sufficiently small c > 0, cϕ
and a > λ Step 2. Assume that u 1 ≤ u 2 . Let ν 1 , ν 2 be the reaction measures for u 1 and u 2 , respectively. Then, by Proposition 4. We have assumed that u 2 − u 1 ≥ 0. Striving for a contradiction, suppose that (u 2 − u 1 )(x) > 0 for some x ∈ D. Then continuity of u 1 , u 2 and (4.10) would imply that u 2 − u 1 is strictly positive on D, in contradiction with the fact that a > λ D 1 .
Remark 4.8. All the results of the paper hold for α = 2. In case α = 2 the proofs run in the same way as in case α ∈ (0, 2), the only difference being in the proof of Lemma 4. 
