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In an earlier paper, it was shown that the linear and quadratic programming 
problems in complex space could be unified in the “complex linear com- 
plementarity problem” (complex LCP). An existence theory for this problem 
was provided. The present paper addresses the problem of actually solving the 
complex LCP and hence complex linear and quadratic programs as well. Two 
solution procedures are described and an example is given. 
A number of papers have recently extended various aspects of mathematical 
programming theory to complex space. In 1966, Levinson [14] first showed 
that the duality theory of linear programming in real space also holds in 
complex space. Of the large number of papers which followed, most have 
dealt with duality theory. Examples of such papers are those of Hanson and 
Mond [IO, 111, Mond and Hanson [18, 19, 201, Sharma and Kaul [21], 
Abrams and Ben-Israel [2, 3,4], Bhatia and Kaul [6], Abrams [l], Mond [17], 
Kaul [12], and Craven and Mond [9]. 
In an earlier paper [16], the author showed that the complex linear and 
quadratic programming problems can be unified in the complex linear 
complementarity problem (complex LCP) and provided an existence theory 
for this problem. The present paper addresses the question of solving the 
complex LCP and thus complex linear and quadratic programs in anti- 
cipation of real life problems that may appear. The intent is to establish 
results comparable to those of Cottle [7] in real space. To the author’s 
knowledge, this is the first paper concerned with actually solving complex 
programming problems. 
The paper is divided into five sections. In Section 1, notation is introduced 
and the problem introduced in [16] is briefly reviewed. Next, in Section 2, 
it is shown that a natural pivoting algorithm in complex space will not work 
to solve the complex LCP. In Section 3, the complex LCP is transformed into 
a real LCP amenable to real space pivoting techniques. Section 4 proves that 
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the complex linear and quadratic programs discussed in Section 1 can be 
solved via the method suggested in Section 3. An alternative solution proce- 
dure which confines its calculations to complex space is described in Section 5. 
An example which illustrates the solution technique of Section 3 is given in an 
appendix. 
1. NOTATION AND BACKGROUND 
Let @(I?) denote n-dimensional complex (real) space and Cmxn(Wxn) 
the class of m x n complex (real) matrices. The number 0 will represent a 
scalar, vector, or matrix of zeros (either real or complex) where its dimension 
will be clear from the context. The letter e stands for a real vector (of appro- 
priate dimension) whose elements are ones. A complex number z is taken to 
have its argument (arg a) in the interval (- n, n]. The argument of the complex 
number zero is taken to be zero. A super bar will denote complex conjugation; 
a vector (matrix) superscripted by an asterisk will denote the conjugate 
transpose of the vector (matrix). 
Let ME CpXp, q E Cp, and y E R” be such that 0 < y < (x/2) e where the 
inequalities are taken componentwise. The complex linear complementarity 
problem (complex LCP)l can then be stated as 
Find z E 0 and w = q + Mz such that (1) 
I arg z I < Y, I arg w I < (7d2) e - Y (2) 
and 
Re(z*w) = 0. (3) 
Here /argzI <r means Iargz+I <rj, j= l,...,p. (2) gives the complex 
analogue of inequality constraints in real space. Note that since y < (42) e, 
any x which satisfies (2) has components with nonnegative real parts. 
EXAMPLE. Let xEC”, yECm, and p = n + m with 
q = (“,) ’ z = (;, ’ Y= 
where D E Cnxn, E E Cmx” are Hermitian and positive semidefinite. Then 
the complex LCP reduces to the symmetric complex quadratic programs of 
1 One might wish to generalize this problem by replacing (2) with z E S, w E S+ 
where S C 0’ is an arbitrary polyhedral convex cone and S# C 0 is the polar of S 
(see Ben-Israel [5] and Abrams and Ben-Israel [4]). We will not do this here since 
our concern is with actually finding solutions rather than duality theory. 
SOLUTION OF THE COMPLEX LCP 645 
Mond and Hanson [ 181. Taking E = 0, we get the more usual complex 
quadratic programs [lo] and taking D = 0 as well we get the complex linear 
programs [14]. 
If we require that M and 4 have real elements and that y = 0, the complex 
LCP becomes the linear complementarity problem (LCP) in real space: 
and 
Find z E RP and w = q + Mz such that 
z > 0, w30 
XTW = 0. 
(4) 
(5) 
(6) 
Cottle and Dantzig [8], as well as others, have investigated the problem of 
(4)-(6) in considerable depth. 
The following simple lemma will prove useful in what follows. 
LEMMA 1. If x and w satisfy the constraints of (2), then 
Re(@uj) 3 0, j = l,..., p. 
Proof. By (2), we have 1 arg zi 1 < yj and j arg wj 1 < 7r/2 - yj , for 
j = l,..., p. Thus, for each j, 
1 arg SjWj 1 < 1 arg Zj 1 + 1 arg Wj / < yi + r/2 - ‘yj = r/2 
which implies Re(Zjwj) > 0. 
Note that when Lemma 1 holds we also have 
Re(x*w) = i Re(sjwj) > 0. 
j=l 
We next introduce the class of complex matrices (and hence class of 
complex LCP’s) with which we will be concerned. 
DEFINITION. A matrix ME CPXP is said to be positive semidefinite if 
Re(z*Mz) 3 0 for all .z E 0. 
This definition, first suggested by Hanson and Mond [lo, p. 5081, is a 
natural extension of the concept of positive semidefiniteness that is usually 
confined to Hermitian matrices whose quadratic forms z*Mz are always 
real. Note that M E CPxP is positive semidefinite if and only if the Hermitian 
part of M (i.e., (4) (M + M*)) is positive semidefinite in the usual sense of 
the term since only the Hermitian part of a matrix contributes to the real 
part of its quadratic form. In the real case, this simplifies to the well-known 
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fact that a matrix is positive semidefinite if and only if its symmetric part is. 
Some interesting properties of complex matrices which are positive semi- 
definite according to the above definition are given in [15]. 
DEFINITION. A matrix ME CYX~ is said to be positive defkite if 
Re(z*Mx) > 0 for all z E CP and Re(z*Mz) = 0 implies x = 0. 
It is clear that M is positive definite if and only if its Hermitian part is. 
In [16] it was established that if w = 4 + Mz has a feasible solution (i.e., a 
solution which satisfies (2)), then the complex LCP has a solution whenever M 
is positive semidefinite. (Actually, the results of [16] are somewhat stronger.) 
We now address the problem of calculating such a solution. 
2. EXTENSIONS OF PIVOTING THEORY TO COMPLEX SPACE 
In this section we investigate the possibility of direct extensions of real 
space pivoting theory to complex space. Initially we concentrate on a complex 
extension of the Principal Pivoting Method though later Len&e’s Method 
will also be considered. These two methods are probably the most well- 
known real space pivoting algorithms for the LCP. See [7, 13, and 81 for 
further discussion of these algorithms. 
In view of the invariance under principal pivoting of various matrix 
properties (e.g., positive semidefiniteness) in complex space as well as in real 
space (see [15]), one might well expect that a simple extension of the Prin- 
cipal Pivoting Method to complex space would suffice to solve the complex 
LCP. We shall see that this is not at all the case. The key to this observation 
is the following difference between the real and complex LCP’s. 
In the real case, a solution (z, w) to the LCP (i.e., (4)-(6)) implies zjwi = 0 
for eachj = l,..., p. This fact, in turn, requires that either z, = 0 or wj = 0 
(or both, if the solution is degenerate). In the complex case, this is no longer 
true. If (z, w) solves the complex LCP, then from Lemma 1 and (3) we have 
Re(%jwj) = 0, j = l,...,p. 
However, at this point there are four possibilities as seen in the following 
lemma. 
LEMMA 2. If (z, w) solwes the complex LCP, then (at least) one of the 
following holds for each j = I,..., p: 
(i) zj=O; 
(ii) w,=O; 
(iii) arg zj = 3/j and arg wj = -(p/2 - yj); 
(iv) arg zi = -yj and arg w, = (n/2 - yj). 
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Proof. As shown above we must have 
Re(.@+) = 0, j = l,...,p. (7) 
Clearly either (i) or (ii) will satisfy (7). Suppose there exists somej for which 
zj = rleiel # 0 and wj = raei* # 0. (In this proof, e is used as the numerical 
constant and not as a vector of ones.) We show that either (iii) or (iv) must 
hold. Now zjwj = rrr2ei(ez-01), therefore by (7) we have 
0 = Re[ei(+%)] 
= Re[cos(B, - 0,) + i sin(8, - 0,)] 
= cos(8, - e,). 
Thus, 0, - 8r = n/2 + nn for 12 = 0, &I, f2,.... Now since zj and wj are 
feasible (i.e., satisfy (2)) we have --n/2 < Be - 8, ,< rr/2; hence, either 
8, - 0s = n/2 or 8, - 0r = z/2. If the former holds then 
arg zi = e1 = ‘yi and arg wi = 8, = - (n/2 - rj), 
so (iii) holds. Similarly, 8, - t9r = n/2 implies (iv) holds and the proof is 
complete. 
If (iii) holds, we say zj is on its upper boundary (UB) and wj is on its lower 
boundary (LB). Similarly, if (iv) h o Id s we say zj is on LB and wi is on UB. 
It is convenient to refer to (i) as a case of zj on UB and LB, and to (ii) as a 
case of wi on UB and LB. 
Each pair (zj , wj), j = l,..., p, in a solution to the equations w = 4 + lclz 
is called a complementary pair. Moreover, each of the variables .zj and wj is 
said to be the complement of the other. 
A solution (z, w) of the system w = q + Mz is called orthogonal if it 
satisfies the requirement of (3). F rom Lemma 2, it is clear that a feasible 
solution to (1) and (2) satisfies this orthogonality requirement if and only if, 
for each j = l,..., p, the complementary pair (.zj , wj) has a variable on UB 
and a variable (perhaps the same one) on LB. An infeasible solution can be 
orthogonal if, for each j such that zj and wj are both nonzero, the arguments 
of zj and wj differ by 77/Z & an integer multiple of =. 
We now attempt to construct a complex version of the Principal Pivoting 
Method. The philosophy of our algorithm, like its parallel in real space, will 
be to maintain the orthogonality of (3) while trying to decrease the number of 
variables whose values are infeasible. A variable that starts or becomes 
feasible will be required to remain feasible in future iterations. To simplify 
the development we require that if a complementary pair is orthogonal 
with neither variable zero, then one of the variables must be on either its 
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upper or lower boundary. The complement of that variable must then be on 
its opposite boundary or the negative of that boundary, i.e., that opposite 
boundary extended through the origin in the complex plane. For example, 
suppose Re@$wJ = 0 with arg zj = --yj . Then, if wi # 0, the requirement 
says that arg wi = (7r/2 - rj) or arg We = (42 - n) - r. With or without 
this restriction, the algorithm will encounter a severe difficulty. 
Initially we set all zi = 0, i = l,..., p. Then all zj are feasible and since 0 
is simultaneously on UB and LB, we have the orthogonality of all comple- 
mentary pairs. We next choose some infeasible wj = qi as the “distinguished 
variable” and by driving some “nonbasic” (independent) variable, we attempt 
to lead w, to feasibility while maintaining orthogonality in the system and not 
allowing any presently feasible variable to become infeasible. If the increase 
of the driving variable is blocked by some feasible “basic” (dependent) 
variable about to become infeasible, we then increase the complement of the 
blocking variable on the boundary oppositie to the blocking boundary. When 
wj becomes feasible, the number of variables with infeasible values will have 
been reduced by at least one. We then choose a new distinguished variable 
and repeat the process. For certain classes of M E Cpxp, we expect termination 
of the procedure with either a solution to (l)-(3) or a guarantee that there 
exists no (feasible) solution to (1) and (2). 
To see what goes wrong in the complex pivoting procedure, consider 
iteration k as we are about to choose a new distinguished variable. Because of 
orthogonality, Re(Sjwj) = 0 for j = l,..., p. We can partition the set 
P E {I,...,p} into two disjoint sets: Jr = {j 1 Zj = 0 or eu, = 0} and 
Js = {i 1 zj on UB and wj on LB, or zj on LB and eo, on UB). Jr is composed 
of the indices of those variables that are orthogonal by way of cases (i) or (ii) 
of Lemma 2. Js includes the indices not in J1 that correspond to variables 
orthogonal by way of cases (iii) or (iv) of Lemma 2. For j E Jr at least one of 
the variables zj or wj is at value 0 and that variable is nonbasic (independent) 
while the other is basic (dependent). It is possible that Jr = P as is the case at 
iteration 0 when all sj are nonbasic at value 0. In fact, in the real case we have 
Jr = P at every iteration. However in the complex case, Jz may be nonempty; 
indeed, it can happen that J2 = P which indicates orthogonality with all 
variables zi , wj , j = l,..., p, on nonzero upper and lower boundaries. For 
iEJz, it is not at all obvious which variable zj or wj is the nonbasic variable 
and which is the basic variable, but regardless of which case holds, we are left 
with a basic variable on a boundary, UB or LB. In general, when we next 
drive a nonbasic variable to lead the distinguished variable towards feasibility, 
the basic variable at a boundary will be moved off its boundary which destroys 
orthogonality.2 In this way our complex pivoting procedure has gone astray. 
* For an example of this phenomenon, see Appendix I. 
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For j E I2 , the algorithm is unable to move zj and wi along their respective 
nonzero boundaries. In the real case, as for the complex case with Ji = P, 
orthogonality could be retained by leaving the nonbasic variable of a comple- 
mentary pair fixed at value zero. For j E Js , however, both variables must 
move with only their arguments remaining fixed on UB and LB. 
Thus, principal pivoting in the complex system w = 4 + Ma cannot 
handle the computational aspects of the hypothetical algorithm that was 
suggested. It can also be shown that variations of the principal pivoting 
procedure such as nonstandard choices of distinguished variables, blocking 
variables, and/or method of increasing the driving variable all suffer from the 
same problem-an inability to facilitate the movement of a complementary 
pair on their nonzero boundaries. This problem is not unique to the complex 
version of the Principal Pivoting Method and its variations, but is also present 
in Lemke’s Method which employs the same underlying pivoting procedure. 
In summary, if we define a natural pivoting algorithm as an algorithm along 
the lines of Dantzig’s simplex method that exchanges a single basic variable 
with a nonbasic variable at each iteration then we must conclude that there 
appears to be no natural complex pivoting algorithm which will solve the 
complex LCP. 
3. THE TRANSFORMED PROBLEM 
The last section discussed the difficulty involved in attempting to solve the 
complex LCP by means of a natural complex pivoting algorithm. The main 
problem was that to retain the orthogonality of a complementary pair on 
nonzero boundaries, it was necessary to vary these variables simultaneously 
along their boundaries. That is, we had to vary the absolute values of the 
variables while their arguments remained fixed, and a complex pivoting 
algorithm could not do this. However, it is possible by a reinterpretation of 
the constraints to transform the problem into one that we can solve. More- 
over, it turns out that the transformed problem can be solved by real space 
pivoting. To see this, notice that the “complex” constraint [ arg .zj / < yj 
is nothing more, or less, than the requirement that zi be at nonnegative 
distances respectively above and below the -yj and 3/j lines in a two-dimen- 
sional graph of the complex plane. With this interpretation of the constraints, 
it is possible to move a variable along its nonzero boundary simply by keeping 
the (real) distance from the boundary fixed at zero. Thus, if zjL and air’ are 
the distances in the vertical direction that the variable xj is above LB and 
below UB respectively, then ZjL and zju must be nonnegative for Zj to be 
feasible. If one of these distances, say zjo, is zero, then arg Xj is on its upper 
boundary ‘yj . Thus, by fixing zju at zero and increasing zjL we have the 
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effect of moving zj along its upper boundary which is what we were unable 
to do in complex space. 
In the following, for any complex quantity A, we define A, and A, to 
be the real and imaginary parts of A. Thus, we have z = zk + ix,, 
w = wR + iw, , and M = MR + iM, . z, denotes the kth component of 
the real p-vector z, . Using this notation,‘the constraint 1 arg zj 1 < ‘yi is 
equivalent to3 
xjL = xRj tan yj + xIj > 0 (8) 
and 
x’” = xRj tan yj - xIj > 0. 3 (9) 
These distances are shown in the graph of .zi in the complex plane in Fig. 1. 
FIG. 1. Graph of zI in the complex plane. 
Similarly, 1 arg wj / < 42 - yj is equivalent to 
and 
w.L zzz w 3 RItan(+ - %) + wIi > 0 (10) 
wj” = wRj tan(m/2 - yj) - wIj > 0. 
See Fig. 2. 
Writing (8) and (9) in matrix form, we get 
(11) 
(““) [tan y I xR ,$J = tan y Ii 1 -I x, 3o (12) 
s In what follows, we shall assume 0 < yj < p/2, j = l,...,p. This assumption is 
unnecessary; we can handle the more general situation by partitioning P 3 {l,..., p} 
into classes of j for which (i) yj = 0, (ii) 0 < yj < 7r/2, and (iii) yj = s/2, and then 
treating these classes individually. 
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- 
Re(wi) 
FIG. 2. Graph of w, in the complex plane. 
where tan y is the diagonal matrix of order p with diagonal elements of 
tan yj, the tangent of yi , forj = l,...,p. Similarly, (10) and (11) give 
(““1 [ 
tan y-l I wR 
w* = tan y-l -I I( ) w1 (13) 
where tan y-r = (tan y)-1 is the diagonal matrix of order p with diagonal 
elements l/tan ‘yi , j = l,..., p. We have here used the fact that 
tan($--yj)=& forO<y,<$. 
Now if we write the complex LCP in terms of the vectors (zR , z,), (wR , w,) 
and then (&, zo), (wL, w”) our problem becomes 
Find zL, .a+’ E RP and 
such that zL, zU, wL, w” > 0 and 
(z”)’ WL + (2”)’ w” = 0 
where 
ctan r-l> qR + 
’ = ((tan y-l) qR - 
41 E R2p and 
pr 
ii!I = $ [zr 2s E RspXsp 
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with 
Mu = tan y-l(MR tan y-l - Mr) + MI tan y-l + MR . 
M,, = tan y-l(MII tan y-l + MI) + MI tan y-l - MR , 
M,, = tan ywl(MR tan y-l - MI) - MI tan y-l - MR , 
M,, = tan y-l(MR tan y-l + MI) - MI tan y-l + MR . 
Note that this problem is a real LCP which we shall call the real LCP 
epiwalent of the complex LCP. 
The complex LCP and its real LCP equivalent are “equivalent” in the 
sense that if one problem has a solution then both do and a solution to one 
can be obtained from a solution to the other. Once we have solved the real 
LCP equivalent and have zL, z”, wL, and w”, we can determine xR , z, , wR , 
and w1 by inverting the matrices defining the distance variables, i.e., (12) and 
(13). Actually, no inversion is really necessary since 
Alternatively, from (8)-(11) we get, for each j = l,..., p, 
zRj = (ziL + zjU)/2 tan yi , 
ZIj = (ZjL - z/q/2, 
wRj = (wj” + wi”) (tan yj)/2, 
WIj = (Wj” - Wi9/2. 
(15) 
Then, z = zR + ix, and w = wR + iw, solve the complex LCP. An example 
of this solution technique is given in Appendix II. 
4. COMPLEX LCP’s SOLVABLE BY REAL SPACE PIVOTING 
The complex LCP with ME CPXP has been transformed to its real LCP 
equivalent with &E R2pX2p. For certain classes of a, we can solve this real 
LCP by means of known pivoting procedures. Thus, if fi is copositive plus 
or has positive principal minors, we can use Lemke’s Method; if a is positive 
semidefinite or has positive principal minors, we can use the Principal 
Pivoting Method. 
We know by the existence theory developed in [16] that a complex LCP 
with a nonempty feasible region has a solution if ME 0x’ is positive semi- 
definite. We now show that we can determine such a solution. We shall need 
the following two lemmas. 
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LEMMA 3. M E CPXP is positive semidejnite if and only if 
MR -MI 1 MI MR E RZ”X2” 
is positive semidejinite. 
Proof. Let z E CP so that zR , .zI E Rp with z = xR + izl , then it is easy 
to check that 
Thus, Re(z*Mz) > 0 for all z = zR + iz, E CP if and only if 
-MI ZR 
MR .z, a O I( 1 
and the proof is complete. 
LEMMA 4. The matrix 
MR -MI 1 MI MR E RZPXZP 
is positive semidefinite if and only if i@ E @Px2P is positive semkiejnite. 
Proof. iI% can be written as 
I M, -MI 
I[ I[ tan y I -l --I M1 M, tany -I 1 
= L, [Z -zR] L;’ 
where we have defined L, and I., in a natural way from (12) and (13). This 
implies 
[ 
MR 
MI 
---MI =L-~aL 
MR 1 w ’ * 
By (14), we get 
se we have 
1 MR --MI MI MR 1 = gL,TiGL,. 
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UT MR 
[ 
--MI 
MI 
M ] u = 4 uTLzV2Lzu = g(L,u)W(L,u). 
R 
The result follows since L, is nonsingular. 
THEOREM 5. M E CPXP is positive semidejnite ;f and only ;f fi E R2PX2P is 
positive semidefinite. 
Proof. By Lemma 3, M is positive semidefinite if and only if 
MR -MI 
MI MIX 1 E RZpx2” 
is positive semidefinite. But by Lemma 4, this occurs if and only if 
il?~’ E R2PX2P is positive semidefinite. 
It is clear from the proofs that Lemmas 3 and 4 and Theorem 5 will remain 
valid if we replace “positive semidefinite” with “positive definite.” 
COROLLARY 6. Any complex LCP in which M E cPxp is positive semidejnite 
can be solved by a real space pivoting algorithm. 
Proof. Write the complex LCP as its real LCP equivalent. Apply Theo- 
rem 5 to ensure that fi in the real LCP is positive semidefinite. Use real 
space “complementary pivot theory” [S] to guarantee that the real LCP 
equivalent can be solved by Lemke’s Method or by the Principal Pivoting 
Method. 
EXAMPLES. Let ME CPxp be of the form 
1 (16) 
where D and E are positive semidefinite. M is clearly positive semi- 
definite.4 By Corollary 6, any complex LCP with the above form can be 
solved by a real pivoting algorithm, whether or not D and E are Hermitian. 
By suitable choices of D and E, we see that this solution technique may be 
employed to solve any of the complex linear or quadratic programming 
problems given in Section 1. 
4 It is obvious that a matrix M having the form of (16) is positive semidefinite 
(positive definite) if and only if both D and E are positive semidefinite (positive 
definite). 
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It is interesting to note that if the Principal Pivoting Method is applied 
to the real LCP equivalent of a complex LCP, it carries out computationally 
the hypothetical algorithm suggested in Section 2 whose computations could 
not be handled by a natural pivoting procedure in complex space. 
5. COMPLEX PIVOTING WITH MULTIPLE DRIVING VARIABLES 
In Section 2, we concluded that there appeared to be no natural pivoting 
algorithm that would operate in complex space. By a natural pivoting algo- 
rithm we meant a procedure that would systematically vary a nonbasic 
variable until some basic variable blocked its change, then perform some 
interchange of a basic and a nonbasic variable, and continue until termination. 
In spite of the principal pivoting theory that holds in complex space, we 
found the complex LCP possessed too many requirements (constraints) 
that had to be satisfied. As we worked toward the feasibility of the variables, 
we ran the risk of destroying the orthogonality of a complementary pair with 
members orthogonal on nonzero boundaries. We were able to maintain this 
orthogonality in real space by the use of the transformed problem of Section 3, 
but this necessitated working with an enlarged system. In an attempt to 
work in complex space with a smaller system, the concept of multiple driving 
variables is briefly investigated in the following paragraphs. 
The basic idea is to control variables in a complementary pair which are 
orthogonal on nonzero boundaries in such a way as to prevent the loss of this 
orthogonality. In contrast to what was previously meant by a pivoting 
algorithm, we now consider varying several nonbasic variables simultaneously. 
In order to explain the main ingredient of the method, we describe the 
procedure at a particular iteration. 
Suppose at some iteration, we next desire to vary the driving variable xk . 
Suppose also that Jz , the set of indices denoting complementary variables at 
nonzero boundaries, is nonempty. For j E Ja , one of the pair (.zj , wj) is a 
nonbasic variable, say zi, and the other is a basic variable, here wj. Assume zi is 
on its lower boundary (LB), so that wj is on its upper boundary (UB). As we 
drive .zk, we simultaneously vary (drive) the nonbasic zj on its LB, so that the 
change in zj is cj( 1 - i tan rj) where the real scalar cj indicates the rate at which 
zj is varied (driven). To avoid destroying the orthogonality between zj and wj, 
we control the value of wj which depends on zk and xj (and all other nonbasic 
variables with indices in Ja) to lie on its UB. This control, exercised on all 
basic variables with indices in Ja , gives a set of complex linear equations 
which are then solved for the cj , j E Jz , as functions of the rate at which the 
driving variable zk is varied. In this manner, the orthogonality in a comple- 
mentary pair can no longer be destroyed. Thus, as we drive zlc we need only 
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check the feasibility of basic variables and those nonbasic variables on nonzero 
boundaries to determine a blocking variable. Once a blocking variable is 
determined we pivot in the usual manner and continue. 
It should be noted that this procedure although it operates in complex 
space does not confine its calculations to the usual tableau of the system 
w = 4 + Mz but requires the solution of an additional linear system of 
equations which involve the parameters ‘yj for j E Jz . Hence, the method 
is perhaps more difficult from a computational point of view than is the real 
solution technique given earlier. 
APPENDIX I: AN EXAMPLE SHOWING THAT 
COMPLEX PIVOTING CAN DESTROY ORTHOGONALITY 
Consider the complex LCP whose tableau is 
i 
3 
1 +i 
1+2i - -- 
4 ; 
= 
7-i 
w2 -l-& -+ - 2 
with yj = 1~14 = 42 - yj , j = 1,2. Note that the Hermitian part of M 
has positive principal minors so that M is positive definite; hence the complex 
LCP has a (unique) solution. 
Let us start the complex pivoting procedure with the orthogonal solution 
(x, 4 = (0, q) an d h c oose wr to be the distinguished variable. After we vary 
the driving variable x1 along its upper boundary c(l + i), c > 0, it is blocked 
by w, which becomes feasible at its lower boundary when c = 2. Pivoting 
on mu = 2 - 2i, we get 
w, = 2(1 - i) 22 = 0 
Note that z, is on UB and wr is on LB (case (iii)) and that zs is on LB and 
UB (case (i)). 
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Now since ws is the only infeasible variable it must be chosen as the distin- 
guished variable. Driving za on its upper boundary c(1 + i), c >, 0, we find 
it is blocked by ws which becomes feasible at its lower boundary when c = 1. 
However, we must check to see what the variation in za has done to the basic 
variable z1 . A calculation shows that zr = Q + (4) i so that z, has departed 
from its upper boundary, and although all variables are feasible, the ortho- 
gonality between z, and wr has been destroyed. 
APPENDIX II: THE SOLUTION OF A COMPLEX LCP 
Let p = 3, 
y = (7r/4) e so (a/2) e - y = (n/4) e, 
so I arg 4i I > 7d4, i = 1,2,3, 
2 i2 
M=-i 42i. 
I 1 2 -2i 5 
The complex LCP is then: Find z E Cs and 
such that 
and 
Using tan 3/j = l/tan 3/j , j = 1, 2, 3, so that tan y = tan y-l = I, we get 
the real LCP equivalent: Find zL, ~5 E R3 and 
($) f]+pln. I..~~...~..~~ 
such that z=, 9, wL, w” > 0 and (zL)r wL + (z”)r w” = 0. 
409/44/3-9 
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Now, ME C3 is positive definite so by the remark following the proof of 
Theorem 5, the matrix i@ E R6 given above is positive definite. By Corollary 6, 
we can use the Principal Pivoting Method to find the (unique) solution to the 
real LCP equivalent. After five iterations, we find the solution 
'4 
10 7 
ZL 0 
( 1 .$I = ;; 
-7 
0 
,O 
0‘ 
0 
4 
. . . 
0 
3 
18 7 _ 
Since (zL, a”) and (wL, wo) represent distances from upper and lower 
boundaries, we can get qualitative information about (a, w) E C’s from them. 
First, xsL = zs u = 0 implies zs is on LB and UB; hence, zs = 0. Also, zao = 0 
implies xs is on UB so arg za = ya = 7r/4. In a similar manner, 
and 
"1 L,wU,w 1 gL = 0 implies w, = 0 
arg ws = - (p/2 - ya) = -rr/4. 
As for the variables with positive values, xlL = 4 implies a vertical slack 
from z, to LB of 4 and zr” = 19/7 implies a vertical slack from z, to UB 
of 19/7. See Fig. 3 for an illustration of these implications. There are similar 
interpretations for xzL, waL, wzu, and wa”. 
Im(r,) A 
A! 
I 
I9 2’;‘. - 7 
I 
Q, I 
-c---z 4 
RC(2,) 
FIG. 3. Graph of zIL and zIu in the complex plane of zI . 
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Proceeding algebraically, we get from (12)-( 14) or from (15) 
and 
Therefore, 
and 
x = (+- (47 + 9i), g (1 + q, 0) 
w = (0, $ (1 - ;), f (22 + 6;)). 
Finally, we see that 
Re(z*w) = Re(szw,) = Re[- F i] = 0. 
ACKNOWLEDGMENT 
The author is indebted to Professor Richard W. Cottle for helpful discussions and 
suggestions. 
REFERENCES 
1. R. A. ABRAMS, Nonlinear programming in complex space: sufficient conditions 
and duality, J. Math. Anal. Appl. 38 (1972), 619-632. 
2. R. A. ABRAMS AND A. BEN-ISRAEL, A duality theorem for complex quadratic 
programming, J. Optimization Theory Appl. 4 (1969), 244-252. 
3. R. A. ABRAMS AND A. BEN-ISRAEL, Nonlinear programming in complex space: 
necessary conditions, SIAM J. Control 9 (1971), 606-620. 
4. R. A. ABRAMS AND A. BEN-ISRAEL, Complex mathematical programming, in 
“Developments in Operations Research” (B. Avi-Itzhak, Ed.), pp. 3-28, Gordon 
and Breach, New York, NY, 1971. 
5. A. BEN-ISRAEL, Linear equations and inequalities on finite dimensional, real or 
complex, vector spaces: a unified theory, 1. Math. Anal. Appl. 27 (1969), 367-389. 
6. D. BHATIA AND R. N. KAUL, Nonlinear programming in complex space, J. Math. 
Anal. Appl. 28 (1969), 144-152. 
7. R. W. COTTLE, The principal pivoting method of quadratic programming, in 
“Mathematics of the Decision Sciences” (G. B. Dantzig and A. F. Veinott, Jr., 
Eds.), Part 1, pp. 144-162, American Mathematical Society, Providence, RI, 
1968. 
660 MCCALLUM 
8. R. W. COTTLE AND G. B. DANTZIG, Complementary pivot theory of mathematical 
programming, Linear AZgebru and Appl. 1 (1968), 103-125. 
9. B. D. CRAVEN AND B. MOND, Converse and symmetric duality in complex non- 
linear programming, J. Math. Anal. AppZ. 37 (1972), 617-626. 
10. M. A. HANSON AND B. MOND, Quadratic programming in complex space, J. IMath. 
And. Appl. 20 (1967), 507-514. 
11. M. A. HANSON AND B. MOND, Duality for nonlinear programming in complex 
space, J. Math. Anal. Appl. 28 (1969), 52-58. 
12. R. N. KAUL, Symmetric dual nonlinear programs in complex space, J. Math. 
Anal. Appl. 33 (1971), 140-148. 
13. C. E. LEMKG, Bimatrix equilibrium points and mathematical programming, 
Management Sci. 11 (1965), 681-689. 
14. N. LEVINSON, Linear programming in complex space, J. Math. And. Appl. 14 
(1966), 44-62. 
15. C. J. MCCALLUM, JR., The linear complementarity problem in complex space, 
Technical Report No. 70-12, Operations Research House, Stanford University, 
Stanford, California, August, 1970. 
16. C. J. MCCALLUM, JR., Existence theory for the complex linear complementarity 
problem, J. Math. Ad. Appl. 40 (1972), 738-762. 
17. B. MOND, Nonlinear nondifferentiable programming in complex space, in “Non- 
linear Programming” (J. B. Rosen, 0. L. Mangasarian, and K. Ritter, Eds.), 
pp. 385-400, Academic Press, New York, NY, 1970. 
18. B. MOND AND M. A. HANSON, Symmetric duality for quadratic programming in 
complex space, J. Math. Anal. Appl. 23 (1968), 284-293. 
19. B. MOND AND M. A. HANSON, On duality for real and complex programming 
problems, J. Math. Anal. Appl. 24 (1968), 307-312. 
20. B. MOND AND M. A. HANSON, Some generalizations and applications of a complex 
transposition theorem, Linear Algebra and Appl. 2 (1969), 401-411. 
21. S. SHARMA AND R. N. KAuL, Symmetric and self-dual quadratic programs, 
Opsearch 3 (1968), 157-164. 
