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The manufacturing of continuous fiber-reinforced thermoplastic (CFRTP) laminates
requires the application of heat and pressure. Standard CFRTP manufacturing methods like
thermoforming take a global approach to manufacturing, where the whole part is heated and
undergoes a forming process. There is an opportunity to develop advanced manufacturing
methods based on localized heating and deformations of consolidated stock. This thesis provides
a localized heating method via networks of resistive heating elements embedded within the
laminate and a means to evaluate that method.
Typical heating methods for CFRTP laminates include infrared and convective ovens or
surface contact heaters. They have the same drawbacks of slow heating times and overheating
surfaces. These are not significant issues in a normal thermoforming process. However, they
would hinder an advanced manufacturing process because the laminate will not be under full
compression to prevent deconsolidation outside of the bend area. The proposed method provides
rapid and even through-thickness heating of a composite laminate within the desired region.

The methodology for validation of the local heating was experimental and numerical. The
experimental validation consisted of heating tests with PETg/E-glass laminates ranging from
2.81 cm to 3.23 cm in thickness. Two heating element materials, nichrome, and 304 stainless
steel, were tested. The temperature field within the specimen was monitored via embedded
thermocouples. The criterion for validating the embedded heating elements was quantitative for
heating time and maximum temperature and qualitative for part quality. Seven heating tests were
conducted using different designs to evaluate the embedded heating element method. Heating
times ranged from 13 to 56 minutes to reach a maximum temperature of 168.33°C. None of the
laminates showed deconsolidation from the heating.
Heating is a critical component in composite CFRTP design and manufacturing, yet it is
often overlooked. A literature survey reveals that assumptions of isothermal conditions are often
made where a heat transfer analysis would show that to be false. That assumption might be
adequate in a global processing method but not for localized methods. Therefore, this thesis
presents a numerical heat transfer simulation and a methodology for modeling local heat transfer
in CFRTP laminates that accounts for fiber orientation in the thermal conductivity. The purpose
of this simulation is to assist in designing, improving, and evaluating heating methods in
CFRTPs including locally heating with resistive heating elements.
The simulation, coded in MATLAB, models two-dimensional transient heat transfer with
heat generation. The domain material is considered a continuum, but the thermal conductivity is
modeled as an orthotropic, fiber angle-dependent, effective property within the lamina. Six
effective thermal conductivity models from the literature were evaluated for accuracy in the
simulation. The simulation uses the Crank-Nicolson finite-difference discretization and
Newton’s method to solve the non-linear transient heat transfer over a rectangular Cartesian

coordinate system in a rectangular domain. A domain temperature field is considered the initial
condition; boundary conditions can be Dirichlet, Neumann, and Robins.
A training set of four heating tests validated the simulations, which was evaluated with a
test set of three heating tests. The simulations were used to numerically evaluate the heating
element design for temperature profiles and efficiency. Efficiencies of 60 – 77% were observed,
with faster heating rates producing greater efficiencies. Temperature differences through the
thickness ranged from 7.49°C to 33.96°C, with more heating elements creating greater
uniformity.
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CHAPTER 1
INTRODUCTION
1.1 Composites
The applications of polymer composite materials have seen significant growth since their
creation in the modern sense during the early 20th century. The use of polymer composites in
aerospace, automotive, green energy, and infrastructure is growing. Composites combine
constituent parts called phases, making them heterogeneous materials. Most composites have
two constituent phases: a matrix and a reinforcement. The matrix phase holds the reinforcement
together, provides shape to the composite, and transfers the shear load; the reinforcements add
strength and stiffness and influence the final properties of the composite.
The attractiveness of composites comes from the ability to improve and tune properties,
which may be tailored to specific engineering needs using various manufacturing methods and
phase mixtures. However, the heterogeneity of composites makes their material properties
translationally variant, i.e., position-dependent. In contrast, homogeneous materials have the
same material properties at all positions, i.e., translational invariance. The heterogeneity of
composites complicates many physical phenomena like thermal conductivity. To directly model
the heterogeneity within the material in a numerical simulation can take large computation times.
Homogenization methods like effective medium approximations (EMAs) allow modelers to treat
the material as homogeneous by providing effective properties. Some micromechanical models
account for the heterogeneity of the material while calculating an effective property by directly
modeling a representative volume element and solving the heat condition equation across it, and
empirical models can be more accurate for specific materials [1].
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1.2 Polymer Matrix Composites
The literature categorizes composite materials by their matrix and reinforcement phase,
resulting in many possible composite types. Some standard matrices are metal, ceramic, or
polymers, and reinforcements can be glass, carbon, or metal [2]. Categorization of reinforcement
phases by their form as either fibers or particles may be further broken down based on the
geometry and orientation of the reinforcement. The current research will focus on polymer
matrix composites. Specifically, continuous fiber-reinforced polymer (CFRP) composites with
thermoplastic resins (CFRTP).
Polymers, commonly called plastics, comprise many long chains of large molecules
called monomers. Thermoplastics and thermosets are two subcategories of polymer matrices.
Thermosets undergo an irreversible curing process where the polymer chains cross-link and the
material hardens. Thermoplastics do not cure and can undergo repeated thermal cycles without
degradation [3]. Both composite types are often manufactured as laminate structures of
continuous fibers. A laminate is a composite of individual layers called lamina [2]. Continuous
fiber-reinforced laminates are consolidated stacks of lamina made of tapes or fabrics with
unidirectional fibers impregnated by resin. These laminae can be stacked in various fiber
orientations and consolidated to form multi-oriented composite laminates [2]. Each lamina has a
specified fiber orientation of 𝜃, which is the angle between the global X-direction and the local
fiber 1 or longitudinal direction, as shown in Figure 1.1.
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Figure 1.1: A continuous fiber-reinforced composite conceptual view shows the measurement of
θ as the angle between the global X-direction and the local fiber 1- direction (longitudinal).
Continuous fiber-reinforced polymer laminates make up a large share of the composites
industry. Their high strength-to-weight ratios, stiffness, durability, and corrosion resistance have
led to their growing use in many industries [4]. These industries include structural, mechanical,
aerospace, and automotive [4, 5]. In a study by Gavande and Anoop on developing a vacuum
infusion method for thermoplastic CFRPC, the authors state that thermosets are easier and
cheaper to manufacture using standard methods like resin transfer or vacuum infusion [5]. They
impregnate reinforcements more effectively but they are brittle when cured [5]. Thermoplastics
are more expensive and harder to manufacture because of the high temperatures and pressures
required to keep a liquid state [5]. Thus, the application of standard manufacturing techniques to
thermoplastics is complex. However, they have several benefits over thermosets, like infinite
shelf life, shorter processing cycle times, and better toughness properties over thermosets, as
discussed by Liu et al. [6]. Unlike thermosets, they also offer the potential for recyclability since
they can be thermally cycled multiple times and re-used.
3

A thermoplastics’ ability to be thermally cycled multiple times can also be harnessed for
advanced manufacturing processes on consolidated CFRTP laminates. Advanced processes like
self-healing laminates, secondary thermoforming, or welding require local heating and forming
methods rather than the global methods currently used in industry. These advanced
manufacturing processes could open the door to easier shipment of flat stock laminates, which
could be formed as needed into whatever cross-section was required. Some work has been done
on local heating and forming research areas, as discussed in the following subsections, but there
is still much to do. New methods for locally heating and forming, new laminate designs, and new
methods for modeling and analysis all must be developed. The current research focused on
developing a method of locally heating a CFRTP laminate and methods for modeling and
analysis. The following sections provide background on the heating and forming methods in
manufacturing processes and the thermal modeling methods for CFRPs to frame this research
within the current state of the literature.
1.3 Manufacturing of Polymer Matrix Composites
There are many manufacturing processes used on polymer composites in industry. The
processes usually depend on the matrix type, reinforcement morphology, and the geometry and
application of the final product. Manufacturing processes for thermoset composites include hand
layups, vacuum bag molding, resin transfer molding, vacuum infusion, autoclave, compression
molding, pultrusion, and injection molding [4]. Thermoplastic composite manufacturing consists
of consolidation, thermoforming, and joining [7]. Consolidation usually entails pressing stacks of
loose lamina together and heating them to form flat plates, which heated presses can do with or
without molds, autoclaves, or hot tape/fiber placement [7]. Thermoforming is a process of
heating and forming consolidated stock or loose plies into a final part. Thermoforming methods
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include compression molding, filament winding, or autoclave molding [7]. The joining of
thermoplastic composites consists of combining parts via adhesives, welding, or mechanical
fasteners.
For all manufacturing processes of polymer composites, heating is a critical factor.
Composites heating with thermoset matrices is focused on reaching and holding a specific
temperature to improve curing. This curing heating is usually achieved using cartridge heaters
attached to molds for large parts or ovens for smaller parts. The heating of CFRTP composites is
focused on reaching matrix melt or processing temperatures, which is required for ductility and
for reshaping the part. Some heating methods are used to manufacture thermoplastic composites
like infrared or convective ovens and surface contact heating for consolidation and
thermoforming processes [7]. For heated joining, i.e., the welding process, the heating methods
can take the form of resistive or inductive methods [7]. Resistive heating, also known as joule
heating, is the heat generated in a material by a voltage potential due to its electrical resistivity.
Induction heating is similar to resistance; however, the generation of heat relies on the different
physical phenomena, e.g., eddy currents and magnetic hysteresis, which rely on the
electromagnetic properties of a susceptors placed in the heating area [8].
This thesis focuses on CFRTP laminates. Table 1.1 contains recent examples of
manufacturing processes and their heating methods from the literature. The literature sampled is
entirely focused on thin gauge laminates because there were no works found that cite using thick
laminate. Liu et al. and Okayasu and Sato are the only works to use methods that did not directly
heat the laminate surface [9, 10]. The other works utilize IR, contact heating from a press, or hot
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air to heat, which will not translate well to thicker gauge parts. This is important because a
critical area of localized forming methods is forming structural members, which have thicker
gauges.
In a thermoplastic forming process, the main parameters are time, temperature, and
pressure, and the risks are delamination of the laminate. Current methods reduce these risks by
globally heating and compressing the whole part. This global approach would be impractical for
advanced processing methods of consolidated CFRTP laminate. Therefore, new methods need to
be developed for local heating and forming. The main processing parameters for these typical
manufacturing processes of thermoplastics are time, temperature, and pressure [7]. The same will
likely be valid for the advanced methods based on local heating and forming. Therefore, the new
methods will need to be quick and efficient, reach the required forming temperatures, and
provide adequate pressure for the forming process. This body of research focused on the first two
parameters by proposing a method for quickly and efficiently locally heating CFRTP laminates.
The focus was on laminate types that were thick (> 2.25 cm) with the ultimate goal of applying
to an advanced local forming method of structural members. The forming aspects fall outside the
scope of this thesis.
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Table 1.1: Examples of heating and forming of thermoplastic polymer composites.

Source

Year

Part Description

Manufacturing Process

Heating Method

Chen, et. al. [11]

2021

MD CFRTP laminates
20 -22 lamina

Autoclave molding

Hot air

Chadwick, et. al.
[12]

2021

UD CFRTP laminate
11 lamina 2.2 mm thick

Automated fiber placement

IR and heated tooling

Limaye, et. al. [13]

2022

MD CFRTP laminate
1.97 mm thick

Compression molding

Hot air

Mattner, et. al. [14]

2020

Compression molding

IR

Dorr, et. al. [15]

2019

Compression molding

IR

Liu, et. al. [6]

2018

Vacuum bag consolidation
Compression molding

Okayasu and Sato
[10]

2020

Embedded resistive
heater
Heated press for
consolidation
Direct resistive heating

CFRTP 0.5-1 mm thick
Quasi-isotropic CFRTP
laminate 1.28 mm thick
UD CFRTP laminate 2
mm thick

Compression molding for
consolidation
Hot stamp forming

MD CFRTP laminate 1
mm thick

1.4 Thermal Conductivity and Modeling of Thermal Response in CFRP Composites
1.4.1 Introduction
Thermal conductivity is a complex and fundamental physical property. Burger et al.
defined it as how fast a material can diffuse heat [16]. Like many other physical properties, the
thermal conductivity can be homogeneous or heterogeneous and anisotropic or isotropic [16, 17].
Homogeneity refers to the translational variance (spatial dependency) of a property. In a
heterogeneous material, the measurement of properties at two different points can provide two
distinct values. The anisotropy of a property refers to the rotational variance (directional
dependency) [17]. If material is isotropic concerning a property, its measurement will provide
the same answer in all directions. For an anisotropic material, a property measured in two
directions may result in two distinct values. These two concepts of homogeneity and anisotropy
are also scale-dependent. Material can be heterogeneous at the microscopic scale and
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homogeneous at the macroscopic. The same is true for anisotropy. A large part of composite
engineering research focuses on combining models for different physical properties at multiple
scales to create process models [18].
Advanced manufacturing methods for CFRTP laminates based on local heating and
forming will require accurate and reliable process modeling tools. The simulation of heat transfer
within a composite laminate is a complex problem due to the anisotropic properties of the
material. This complexity is compounded when the process seeks only to heat a portion of a
laminate rather than globally. Therefore, modeling the heat transfer and the methodology for the
thermal conductivity is critical to ensure an accurate simulation.
1.4.2 Theory of Modeling Thermal Conductivity
Thermal conductivity on the microscopic level may involve molecular dynamics, lattice
vibrations, or the flow of free electrons, depending on the material [19]. Fourier’s Law is used,
which defines thermal conductivity at the macroscopic level as proportionality between the
temperature gradient and the heat flux.
𝑞⃗ = −𝑘𝛻𝑢

Equation 1.1

𝑞⃗ is the local heat flux density in W/m2K, 𝛻𝑢 is the temperature gradient in K/m, and k is the
thermal conductivity of the material W/mK. The determination of k for composite materials is an
important research area.
For a heterogeneous material Equation 1.1 will have a spatially-dependent k regardless of
anisotropy and will modify Fourier’s equation to
𝑞⃗ = −𝑘(𝑥)𝛻𝑢
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Equation 1.2

x is a vector holding the global coordinate positions x = [X, Y, Z]. In composite materials, the
thermal conductivity is a function of the two distinct phase materials and their interactions,
which factor into the positional dependence of the composite material’s thermal conductivity
[18, 20]. Having this positional dependence will significantly complicate the heat conduction
equation. Thermal conductivity models can remove this positional dependence and introduce the
concept of a homogenized k value called effective thermal conductivity (ETC).

Figure 1.2: Heat conduction in a differential area under three different thermal conductivity
conditions: (A) isotropic thermal conductivity, (B) orthotropic thermal conductivity with k xx >
k zz , (C) anisotropic thermal conductivity.
The thermal conductivity for homogeneous materials and the ETC of homogenized
particle reinforced composite materials are often assumed to be isotropic at the macroscopic
scale [18]. This assumption implies thermal conductivity is independent of direction and
position, which agrees with the definition in Equation 1.1. Figure 1.2.A shows that for twodimensional heat conduction in a differential area of isotropic material, with the same
temperature difference in each direction, and Δ𝑥 = Δ𝑧, the heat flux in the X and Z directions
will be equal in magnitude and parallel to the temperature gradient.
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𝑘𝑥𝑥
𝑞⃗ = − [𝑘𝑦𝑥
𝑘𝑧𝑥

𝑘𝑥𝑦
𝑘𝑦𝑦
𝑘𝑧𝑦

𝑘𝑥𝑧
𝑘𝑦𝑧 ] 𝛻𝑢
𝑘𝑧𝑧

Equation 1.3

Anisotropy transforms the property from a scalar to a second-order tensor, as shown in Equation
1.3. The thermal conductivity or ETC will be anisotropic for heterogeneous materials like fiberreinforced composites. Physically, it will cause the heat flux to be non-parallel to the temperature
gradient, as shown in Figure 1.2.C.
In some cases, like CFRPC laminates, the material can be assumed orthotropic for k or
ETC [21]. This assumption means that the property is distinct in only three perpendicular
directions, e.g., the global coordinates X, Y, and Z. Mathematically, orthotropic thermal
conductivity transforms k into a diagonal tensor, as shown in Equation 1.4
𝑘𝑥𝑥
𝑞⃗ = − [ 0
0

0
𝑘𝑦𝑦
0

0
0 ] 𝛻𝑢
𝑘𝑧𝑧

Equation 1.4

Figure 1.2.B shows the effects of orthotropic k on the heat flux in two-dimensional heat
conduction. This thermal conductivity condition creates two perpendicular heat flux vectors
parallel to the temperature gradients but with different magnitudes.
Thermal conductivity is also temperature-dependent and thus implicitly space and timedependent. An assumption of a constant value over a specified temperature range is made to
simplify. If temperature dependency of the thermal conductivity is desired in the heat conduction
model, numerical methods or empirical values for thermal conductivity can be used. Some
numerical approaches that can be used to build a temperature-dependent thermal conductivity
model are the non-linear least squares, finite difference, finite element methods, or optimization
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methods like the Monte Carlo technique, as discussed by Yang [22]. The temperature
dependency modifies Equation 1.1, Equation 1.3, and Equation 1.4 to

𝑞⃗ = −𝑘(𝑢)𝛻𝑢
𝑘𝑥𝑥 (𝑢) 𝑘𝑥𝑦 (𝑢) 𝑘𝑥𝑧 (𝑢)
𝑞⃗ = − [ 𝑘𝑦𝑥 (𝑢) 𝑘𝑦𝑦 (𝑢) 𝑘𝑦𝑧 (𝑢)] 𝛻𝑢
𝑘𝑧𝑥 (𝑢) 𝑘𝑧𝑦 (𝑢) 𝑘𝑧𝑧 (𝑢)

Equation 1.5

Equation 1.6

and
𝑘𝑥𝑥 (𝑢)
0
0
𝑘𝑦𝑦 (𝑢)
0 ] 𝛻𝑢
𝑞⃗ = − [ 0
0
0
𝑘𝑧𝑧 (𝑢)

Equation 1.7

respectively, where u is the temperature variable and is a function of space and time.
1.4.3 Heat Transfer Models for CFRP Composites
Heat transfer modeling in CFRTPs is a complex problem as the anisotropic thermal
conductivity cannot usually be ignored because there can be differences of one or two
magnitudes between the in-plane and out of plane thermal conductivities. There is no standard
way to approach the modeling. The chosen methods depend upon the composite and its
constituent materials, the heat application or processing method, and the scale of heat transfer.
Some research uses Finite Element Analysis (FEA)-based commercial software, while others
build a finite-difference or FEA-based simulation. An essential aspect of heat transfer modeling
is the approach taken toward thermal conductivity. There are many methods for thermal
conductivity. These methods include treating it as anisotropic, orthotropic, or quasi-isotropic,
calculating an effective property based on a model, or empirically measuring it. This section
provides an overview of the approach to thermal conductivity seen in literature and then provides
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a survey of the literature for heat transfer modeling methods in general. It focuses on the material
modeled, the heat application, and the modeling methodology, including the simulation type,
scale, and the methodology used for the composite thermal conductivity.
The most common approaches for thermal conductivity found in the literature are EMA
methods, weighted averages of constituent properties. For example, references [21, 23, 24, 25]
note the often-used parallel and series rule of mixtures. However, according to Pietrak and
Wisniewski, most classical models fall under the category of EMA and perform poorly when
modeling ETC of composites with high fiber volume fractions [26]. Another common, more
accurate, but less general approach is to use micromechanics. These models can account for the
influencing factors in spatial dependency while predicting thermal conductivity. The
representative volume element (RVE) is built for the material or a specific fiber/matrix
configuration in this method. Then Equation 1.1 is solved numerically on the RVE for the ETC.
Examples of this are in works by Ioannou et al., Gori and Corasanti, and Ahmadi [1, 20, 27].
These micromechanics methods work well for periodic composites with repeated patterns. Other
approaches seen in research are empirical models. Empirical models involve gathering data
points through measurement and then generating an equation through a curve fitting of the data.
They can be very accurate for the specific composite studied but not very general and are often
used for particle-reinforced polymers [15, 25].
In 2013 Wang et al. conducted 3-D steady-state thermal modeling of a CFRTP using
ABAQUS software which closely fit measured data with approximately a 3°C difference [28].
The thermal conductivity was treated as constant and orthotropic (isotropic in-plane), and the
simulation used a measured in-plane and through-thickness value. The simulations showed nonuniform temperatures in the part and significant differences of about 55°C. In 2017
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Kollmannsberger et al. modeled the 2-D transient heat transfer of an automatic tape forming
process [29]. The heat transfer equations were solved via the finite difference method. The
researchers measured the orthotropic thermal conductivity at different temperatures using laser
flash analysis and then used these values in their simulations. Due to the nature of the automated
fiber placement process, the heat transfer was modeled on the lamina scale. In 2021 Stamopoulos
et al. investigated the effect of thermoforming process parameters on CFRTP laminates
numerically [30]. No direct thermal modeling was conducted. Instead, the researchers assumed
isothermal conditions during the thermoforming and used mechanical properties measured at
temperature for the FEA-based thermoforming simulation. This work was somewhat unique in
that there was no experimental counterpart to the numerical modeling. Veenstra et al. researched
the bending behavior of CFRTP at melt temperatures [31]. Their work was empirical and used no
thermal modeling of the specimen, globally heated in an oven. In 2021 Jongbloed et al.
conducted a study on the through-thickness heating of thermoplastic composites undergoing
ultrasonic welding [32]. Their work included a 2-D transient heat transfer model through the
thickness of the weld area. Thermal conductivity was considered isotropic and within the CFRTP
laminate, and empirical values were used. Frederic et al. used DASSAULT SYSTEMS
SOLIDWORKS THERMAL FEA solver to simulate the simplified 3-D temperature during the
disassembly of an ultrasonically welded thermoplastic part [33]. The heat source was locally
applied to the joint location, and the thermal conductivity was modeled as orthotropic by the
series and parallel rule of mixtures. Limaye et al. conducted a 2-D transient heat transfer
simulation at the laminate scale for the cooling in a Carbon/PA 6 CFTP 1.97 mm thick after a
thermoforming process [13]. This work in 2022 used commercial FEA software and empirical
values for the thermal conductivity, which was treated as a bulk orthotropic property.
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The above examples summarize the state of the literature on thermal modeling of
thermoplastic composites. Heating is a critical factor in the processing of polymer composites.
Despite being critical and potentially providing the ability to reduce processing cost and time,
most researchers do not attempt thermal modeling [30, 31, 32]. These works typically assume
isothermal conditions when explaining their methodology. However, thermal modeling can show
significant thermal gradients within parts that would be assumed isothermal by others [28, 33].
This assumption might be acceptable if a part was globally heated to a steady-state during a
method like compression molding or autoclaving. However, a more accurate approach is needed
for advanced manufacturing methods based on local heating and forming. Additionally, the
works found in this ligature review only incorporated thin laminates. The current research aimed
not just to propose a localized heating method for thick CFRTPs but also to provide a
methodology for simulating the transient heat transfer within the laminate cross-section of both
thick and thin CFRTPs to design and evaluate the local heating methods.
1.5 Thesis Objectives and Tasks
The first objective of this thesis is to develop a method of localized heating of thick
CFRTPs. This method consists of networks of metal mesh heating elements embedded within the
laminate cross-sections. The motivation behind developing a local heating method is to facilitate
an advanced localized forming of structural members. The first objective has constraints for fast
and efficient heating times while limiting specimen defects due to heating. Tasks for this
objective include the material selection of the heating elements, specimen design and
manufacturing, test design, and evaluation of heating element designs.
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The second objective is to develop a methodology for simulating the 2-D transient heat
transfer with anisotropic thermal conductivity within these cross-sections. The motivation for the
simulation is not limited to the advanced manufacturing of structural members but a need for an
accurate tool for analysis and design for any localized heating of CFRP laminates of all
thicknesses. Tasks for the simulations include building the simulation, then validating the
simulation with a set of heating tests used as a training data set. The final task for this objective
is to use the simulations to evaluate the designs of the heating elements as a method of locally
heating structural CFRTP laminates.
1.6 Contributions of Thesis
The research in this thesis contributes a methodology for locally heating structural
CFRTP laminates. An effective method of locally heating thick gauge CFRTP laminates can
open new possibilities for manufacturing. This thesis evaluates EMA-based models for ETC and
identifies the most accurate model for PETg/E-glass CFRTPs with a fiber volume fraction of 0.4.
This model can likely be used to model ETC in similar materials with the same accuracy, thus
eliminating the need for thermal conductivity measurements. The methods and models used in
this thesis can contribute knowledge toward developing advanced processing methods for
CFRTPs and evaluating those processes.
1.7 Organization of Thesis
This thesis is organized into five chapters including the introduction. The second chapter
focuses on the development of the numerical heat transfer simulation. This chapter covers the
mathematical models, discretization method, solution method, and the numerical simulation
implemented in MATLAB. Chapter 3 covers the development of the embedded heating element
networks. This development includes the heating element design, specimen manufacturing,
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heating test design, and the results and evaluation of the different heating element designs via the
heat transfer simulations. The fourth chapter describes the iterative design of the simulations in
detail, and the implementation of the simulation described in Chapter 2. This chapter covers the
development of a discretization method to allow for orthotropic thermal conductivity at the
lamina scale, evaluation of ETC models, a golden section search optimization of the convection
coefficient, and the final evaluation of the simulation using a testing data set. The results of this
section include simulation fit statistics mean absolute error (MAE) and root-mean-squared error
(RMSE) and plots of the simulation vs. the measured results. Finally, Chapter 5 contains the
conclusion of this thesis and recommendations for future work.
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CHAPTER 2
HEAT TRANSFER SIMULATION
2.1 Introduction
A numerical simulation was developed in MATLAB to simulate the local heating of
CFRTP laminates and facilitate the design and implementation of local heating methods [34].
The simulation models two-dimensional transient conductive heat transfer in a continuum
material. The thermal conductivity is treated as an effective property. It is modeled at the
laminate level as orthotropic in the global coordinate frame and accounts for fiber architecture.
The heat transfer is solved on a Cartesian rectangular grid assuming non-curved domains. Initial
conditions are node temperatures, and boundary conditions can be Dirichlet, Neumann, and
Robins. The simulation can also handle heat generation, which was included because the local
heating methodology proposed in the current research was embedded within the laminate.
Additionally, future work on methods of local heating via radiation will require a heat generation
term.
The governing equation and boundary conditions are presented below. The CrankNicolson method used to discretize the equation in the space and time domains is discussed. The
numerical solver used to obtain a solution from the discretized system of equations is also
discussed. The methodology for discretizing the domains for the simulations and a full overview
of the simulation’s procedure and functions are described.
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2.2 Simulation Methodology
2.2.1 Governing Equation
The governing equation used for this simulation was the transient, three-dimensional heat
conduction equation with heat generation and orthotropic, temperature-dependent thermal
conductivity.

𝜌(𝑢)𝐶𝑝 (𝑢)

𝜕𝑢
= −𝛻 ∙ −𝑘(𝑢)𝛻𝑢 + 𝑄 ′′′
𝜕𝑡

Equation 2.1

Orthotropic, temperature-dependent thermal conductivity equations are shown in Equation 1.7.
The divergence of the product of temperature gradient and thermal conductivity in Equation 2.1
becomes
𝜕𝑢

−𝑘𝑥 (𝑢) 𝜕𝑥
𝜕

−∇ ∙ −𝑘(𝑢)∇𝑢 = − [𝜕𝑥

𝜕

𝜕

𝜕𝑦

𝜕𝑧

𝜕𝑢

𝜕

𝜕𝑢

] −𝑘𝑦 (𝑢) 𝜕𝑦 = 𝜕𝑥 (𝑘𝑥 (𝑢) 𝜕𝑥 ) +
𝜕𝑢

𝜕
𝜕𝑦

𝜕𝑢

Equation 2.2

[ −𝑘𝑧 (𝑢) 𝜕𝑧 ]
𝜕

𝜕𝑢

(𝑘𝑦 (𝑢) 𝜕𝑦) + 𝜕𝑧 (𝑘𝑧 (𝑢) 𝜕𝑧 )

The k(u) terms in Equation 2.2 are dependent on position; however, this simulation models
laminate composites. It uses ETC models, and the spatial discretization is such that each node
falls on a single lamina, as shown in Section 4.2.2. This methodology allowed for some
simplification of Equation 2.2. Thermal conductivity values within a single lamina are constant
with respect to the X and Y position. The through-thickness, kz(u) value is also constant
concerning the position in the Z-direction because all the fibers are in-plane. This constancy to
position allowed the k(u) terms to be pulled outside the parentheses in Equation 2.2
𝜕 2𝑢
𝜕 2𝑢
𝜕 2𝑢
−∇ ∙ −𝑘(𝑢)∇𝑢 = 𝑘(𝑢)∇ 𝑢 = 𝑘𝑥 (𝑢) 2 + 𝑘𝑦 (𝑢) 2 + 𝑘𝑧 (𝑢) 2
𝜕𝑥
𝜕𝑦
𝜕𝑧
2

18

Equation 2.3

Substituting Equation 2.3 into Equation 2.1 and rearranging it results in the fully expanded
governing equation of the simulation
∂u
1
𝜕 2𝑢
𝜕 2𝑢
𝜕 2𝑢
=
[𝑘𝑥 (𝑢) 2 + 𝑘𝑦 (𝑢) 2 + 𝑘𝑧 (𝑢) 2 + 𝑄 ′′′ ]
∂t 𝜌(𝑢)𝐶𝑝 (𝑢)
𝜕𝑥
𝜕𝑦
𝜕𝑧

Equation 2.4

2.2.2 Boundary and Initial Conditions
The heat conduction equation is an initial boundary value problem requiring two
boundary conditions per spatial dimension and one initial condition for a solution. The initial
condition is a domain body temperature at the initial time t = t0
𝑢(𝑡 = 𝑡0 , 𝑥, 𝑦, 𝑧) = 𝑢𝑜

Equation 2.5

The simulation can handle three boundary condition types. Note that this chapter only shows the
X-direction boundary conditions as an example. The equations for other directions or boundaries
with multiple directions, e.g., corners, edges, and faces, would be similar. The first boundary
condition is a first-order Dirichlet boundary in the form of a specified temperature value
𝑢(𝑡, 𝑥 = 𝑥0 , 𝑦, 𝑧) = 𝑢𝑠

Equation 2.6

The second boundary condition is a Neumann boundary condition, i.e., a specified heat flux

𝑞 ′′ = −𝑘𝑥 (𝑢)

𝜕𝑢
𝜕𝑥

Equation 2.7

The third boundary condition is a Robin convection type boundary, which takes the form

ℎ(𝑢∞ − 𝑢) = −𝑘𝑥 (𝑢)
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𝜕𝑢
𝜕𝑥

Equation 2.8

For the simulation, energy added to the system is considered positive. Therefore, the negative
sign before the thermal conductivity is dropped for any upper boundary. An upper boundary is a
boundary where the area outside the domain is in a positive direction of any global coordinates.
2.2.3 Mathematical Discretization Method
The Crank-Nicolson method is used in developing this simulation. The discretization was
done with the capability for non-linear equations in mind. However, this specific application of
the numerical method results in a system of linear algebraic equations with second-order
accuracy in the space and time domains which are unconditionally stable. The process for the
time and space domain discretization is discussed in Sections 2.2.3.1 and 0, respectively. While
the Crank-Nicolson method is unconditionally stable, decaying oscillations can occur at the
beginning of the solution. These occur when the stability variable

𝑟=

𝑘Δ𝑡
𝜌𝐶𝑝 (Δ𝑥 2 )

Equation 2.9

is too large. The Pearson Method is used to eliminate these oscillations by checking the stability
variable and reducing Δt until r is less than 0.5 at the first time node. From there, the method
increases Δt after each solution by a factor of two until t is equal to the original value of t1.
Time Domain Discretization
The current, known time node is n, and the simulation is solving for the temperature at the
unknown next time step (n + 1). For the time domain discretization, Equation 2.4 was formatted
as such
𝜕𝑢
=𝐹
𝜕𝑡
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Equation 2.10

where F is the right side of Equation 2.4. Crank-Nicolson calls for a forward Euler of Equation
2.10 at the known time node n, and a backward Euler of Equation 2.10 at the time node (n+1).
𝜕𝑢𝑛
𝑢𝑛+1 − 𝑢𝑛
= 𝐹 𝑛 =>
= 𝐹𝑛
𝜕𝑡
Δ𝑡

Equation 2.11

𝜕𝑢𝑛+1
𝑢𝑛+1 − 𝑢𝑛
= 𝐹 𝑛+1 =>
= 𝐹 𝑛+1
𝜕𝑡
Δ𝑡

Equation 2.12

and

Then Equation 2.11 and Equation 2.12 are averaged, which results in
𝑢𝑛+1 − 𝑢𝑛 𝑢𝑛+1 − 𝑢𝑛
+
1
Δ𝑡
Δ𝑡
= [𝐹 𝑛+1 + 𝐹 𝑛 ]
2
2

Equation 2.13

The simulation uses Newton’s method solver, as discussed in Section 2.2.4. The use of Newton’s
method with a non-linear system of equations requires the system to be in the form G(un+1) = 0,
as shown in Equation 2.14
𝐺(𝑢𝑛+1 ) =

𝛥𝑡 𝑛+1
[𝐹
+ 𝐹 𝑛 ] − 𝑢𝑛+1 + 𝑢𝑛 = 0
2

Equation 2.14

Expanding the F term results in the governing equation of the simulation discretized in the time
domain

𝐺(𝑢𝑛+1 ) =

Δ𝑡
1
𝜕 2 𝑢𝑛+1
𝑛+1 )
(𝑢
[
[𝑘
2 𝜌(𝑢𝑛+1 )𝐶𝑝 (𝑢𝑛+1 ) 𝑥
𝜕𝑥 2
𝜕 2 𝑢𝑛+1
𝜕 2 𝑢𝑛+1
𝑛+1 )
(𝑢
+ 𝑘𝑦 (𝑢𝑛+1 )
+
𝑘
+ 𝑄 𝑛+1 ]
𝑧
𝜕𝑦 2
𝜕𝑧 2
1
𝜕 2 𝑢𝑛
𝜕 2 𝑢𝑛
𝑛)
𝑛)
(𝑢
(𝑢
+
[𝑘
+
𝑘
𝑦
𝜌(𝑢𝑛 )𝐶𝑝 (𝑢𝑛 ) 𝑥
𝜕𝑥 2
𝜕𝑦 2
𝜕 2 𝑢𝑛
𝑛
+ 𝑘𝑧 (𝑢 )
+ 𝑄 𝑛 ]] − 𝑢𝑛+1 + 𝑢𝑛 = 0
𝜕𝑧 2
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Equation 2.15

The time-domain discretization of the boundary equations is straightforward because the
three boundary conditions do not have a time-dependent partial differential. Therefore, the time
discretization step superscripts n or (n + 1) are added to all three boundary conditions, and
Equation 2.6 is reformatted to the 𝐺(𝑢𝑖𝑡 ) = 0 form which results in
𝑢𝑛 − 𝑢𝑠 𝑛 = 0
𝑢𝑛+1 − 𝑢𝑠 𝑛+1 = 0
𝜕𝑢𝑛
𝑛
𝑞 ′′ = −𝑘𝑥 (𝑢𝑛 )
𝜕𝑥
𝜕𝑢𝑛+1
𝑛+1
𝑞 ′′
= −𝑘𝑥 (𝑢𝑛+1 )
𝜕𝑥

Equation 2.16

Equation 2.17

and
𝜕𝑢𝑛
𝜕𝑥
𝜕𝑢𝑛+1
𝑛+1
ℎ𝑛+1 (𝑢∞
− 𝑢𝑛+1 ) = −𝑘𝑥 (𝑢𝑛+1 )
𝜕𝑥
𝑛
ℎ𝑛 (𝑢∞
− 𝑢𝑛 ) = −𝑘𝑥 (𝑢𝑛 )

Equation 2.18

Space Domain Discretization
The space domain discretization introduces seven indexing variables and the discretization
stencil. The first three indices are for the domain segmentation in the X, Y, and Z directions; Mx,
My, and Mz, respectively. The next three indices are the spatial node indices in X, Y, and Z
directions; ix, iy, and iz. The fourth index is the linear index j which is related to the spatial
domain segmentation and node indexes via
𝑗 = 𝑖𝑧 + (𝑖𝑥 − 1)(𝑀𝑧 + 1) + (𝑖𝑦 − 1)(𝑀𝑥 + 1)(𝑀𝑧 + 1)

Equation 2.19

Node j is the “node of interest” the governing equation is being solved for and corresponds to the
rows of system G(un+1). Therefore Equation 2.15 becomes
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𝐺(𝑢𝑗𝑛+1 ) =

𝑘𝑧 (𝑢𝑗𝑛+1 )

Δ𝑡
2

[

1
𝜌(𝑢𝑗𝑛+1 )𝐶𝑝 (𝑢𝑗𝑛+1 )

𝜕2 𝑢𝑗𝑛+1
𝜕𝑧 2

+ 𝑄𝑗𝑛+1 ] +

𝑘𝑧 (𝑢𝑗𝑛 )

𝜕2 𝑢𝑗𝑛
𝜕𝑧 2

[𝑘𝑥 (𝑢𝑗𝑛+1 )
1

𝜌(𝑢𝑗𝑛 )𝐶𝑝 (𝑢𝑗𝑛 )

𝜕2 𝑢𝑗𝑛+1
𝜕𝑥 2

[𝑘𝑥 (𝑢𝑗𝑛 )

+ 𝑘𝑦 (𝑢𝑗𝑛+1 )
𝜕2 𝑢𝑗𝑛
𝜕𝑥 2

𝜕2 𝑢𝑗𝑛+1
𝜕𝑦 2

+ 𝑘𝑦 (𝑢𝑗𝑛 )

𝜕2 𝑢𝐽𝑛
𝜕𝑦 2

+

+

Equation 2.20

+ 𝑄𝑗𝑛 ]] − 𝑢𝑗𝑛+1 + 𝑢𝑗𝑛 = 0

The node of interest can have “neighboring nodes” in the positive and negative directions
of each of the three global coordinate directions. Figure 2.1 shows the nomenclature for the
linear indexing of these six nodes in the discretization stencil.

Figure 2.1: The stencil and nomenclature for the discretization.
To discretize the second-order partial differential in Equation 2.20, a central finite
difference approximation is taken while accounting for variable space step sizing, as shown in
Figure 2.2.
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Figure 2.2: Procedure for a central finite difference method with varying spacing.
The X-direction partial differential time node n becomes
𝜕 2 𝑢𝑗𝑛 2[𝛥𝑥1 (𝑢𝑅𝑛 − 𝑢𝑗𝑛 ) − 𝛥𝑥2 (𝑢𝑗𝑛 − 𝑢𝐿𝑛 )]
=
𝜕𝑥 2
𝛥𝑥1 𝛥𝑥22 + 𝛥𝑥12 𝛥𝑥2
The finite differences are substituted back into Equation 2.20
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Equation 2.21

𝐺(𝑢𝑗𝑛+1 ) =
𝛥𝑡
2

[

1
𝜌(𝑢𝑗𝑛+1 )𝐶𝑝 (𝑢𝑗𝑛+1 )

𝑘𝑦 (𝑢𝑗𝑛+1 )

𝛥𝑦1 𝛥𝑦22 +𝛥𝑦12 𝛥𝑦2
𝑛+1

1
𝜌(𝑢𝑗𝑛 )𝐶𝑝 (𝑢𝑗𝑛 )

𝛥𝑥1 𝛥𝑥22 +𝛥𝑥12 𝛥𝑥2

𝑛+1
2[𝛥𝑦1 (𝑢𝐹
−𝑢𝑗𝑛+1 )−𝛥𝑦2 (𝑢𝑗𝑛+1 −𝑢𝑆𝑛+1 )]

2[𝛥𝑧1 (𝑢𝐵
𝑘𝑧 (𝑢𝑗𝑛+1 )

𝑘𝑦 (𝑢𝑗𝑛 )

𝑛+1
2[𝛥𝑥1 (𝑢𝑅
−𝑢𝑗𝑛+1 )−𝛥𝑥2 (𝑢𝑗𝑛+1 −𝑢𝐿𝑛+1 )]

[𝑘𝑥 (𝑢𝑗𝑛+1 )

[𝑘𝑥 (𝑢𝑗𝑛 )

𝑛+1
−𝑢𝑗𝑛+1 )−𝛥𝑧2 (𝑢𝑗𝑛+1 −𝑢𝑇
)]

𝛥𝑧1 𝛥𝑧22 +𝛥𝑧12 𝛥𝑧2

𝛥𝑦1 𝛥𝑦22 +𝛥𝑦12 𝛥𝑦2

[

𝑄𝑗𝑛+1

𝜌(𝑢𝑗𝑛+1 )𝐶𝑝 (𝑢𝑗𝑛+1 )

+

+

]+

𝑛
2[𝛥𝑥1 (𝑢𝑅
−𝑢𝑗𝑛 )−𝛥𝑥2 (𝑢𝑗𝑛 −𝑢𝐿𝑛 )]

𝑛
2[𝛥𝑦1 (𝑢𝐹
−𝑢𝑗𝑛 )−𝛥𝑦2 (𝑢𝑗𝑛 −𝑢𝑆𝑛 )]

𝛥𝑥1 𝛥𝑥22 +𝛥𝑥12 𝛥𝑥2

+ 𝑘𝑧 (𝑢𝑗𝑛 )
𝑄𝑗𝑛

+

Equation 2.22

+

𝑛
𝑛
2[𝛥𝑧1 (𝑢𝐵
−𝑢𝑗𝑛 )−𝛥𝑧2 (𝑢𝑗𝑛 −𝑢𝑇
)]

𝛥𝑧1 𝛥𝑧22 +𝛥𝑧12 𝛥𝑧2

]+

] ] − 𝑢𝑗𝑛+1 + 𝑢𝑗𝑛 = 0

𝜌(𝑢𝑗𝑛 )𝐶𝑝 (𝑢𝑗𝑛 )

Equation 2.22 is the fully discretized three-dimensional, transient heat conduction equation with
temperature-dependent, orthotropic thermal conductivity and heat generation. By grouping the
thermal mass terms and node spacing to create the E terms, Equation 2.23 and Equation 2.24 can
be substituted into Equation 2.22.

𝐸𝑥 𝑗𝑛
𝐸𝑧 𝑗𝑛+1

=

=

Δ𝑡𝑘𝑥 (𝑢𝑗𝑛 )

Equation 2.23

𝜌(𝑢𝑗𝑛 )𝐶𝑝 (𝑢𝑗𝑛 )(𝛥𝑥1 𝛥𝑥22 + 𝛥𝑥12 𝛥𝑥2 )
Δ𝑡𝑘𝑧 (𝑢𝑗𝑛+1 )

𝜌(𝑢𝑗𝑛+1 )𝐶𝑝 (𝑢𝑗𝑛+1 )(𝛥𝑧1 𝛥𝑧22 + 𝛥𝑧12 𝛥𝑧2 )

Equation 2.24

E has units of [length-1]. Note that only two of the six E terms are shown here as the formatting is
similar for all. Substitution of the E terms back into the Equation 2.22 results in the final version
of the fully discretized governing equation for the simulation
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𝐺(𝑢𝑗𝑛+1 ) = 𝐸𝑥 𝑗𝑛+1 [𝛥𝑥1 (𝑢𝑅𝑛+1 − 𝑢𝑗𝑛+1 ) − 𝛥𝑥2 (𝑢𝑗𝑛+1 − 𝑢𝐿𝑛+1 )]
+ 𝐸𝑦 𝑗𝑛+1 [𝛥𝑦1 (𝑢𝐹𝑛+1 − 𝑢𝑗𝑛+1 ) − 𝛥𝑦2 (𝑢𝑗𝑛+1 − 𝑢𝑆𝑛+1 )]
+ 𝐸𝑧 𝑗𝑛+1 [𝛥𝑧1 (𝑢𝐵𝑛+1 − 𝑢𝑗𝑛+1 ) − 𝛥𝑧2 (𝑢𝑗𝑛+1 − 𝑢𝑛+1
𝑇 )]
+ 𝐸𝑥 𝑗𝑛 [𝛥𝑥1 (𝑢𝑅𝑛 − 𝑢𝑗𝑛 ) − 𝛥𝑥2 (𝑢𝑗𝑛 − 𝑢𝐿𝑛 )]
+ 𝐸𝑦 𝑗𝑛 [𝛥𝑦1 (𝑢𝐹𝑛 − 𝑢𝑗𝑛 ) − 𝛥𝑦2 (𝑢𝑗𝑛 − 𝑢𝑆𝑛 )]

Equation 2.25

+ 𝐸𝑧 𝑗𝑛 [𝛥𝑧1 (𝑢𝐵𝑛 − 𝑢𝑗𝑛 ) − 𝛥𝑧2 (𝑢𝑗𝑛 − 𝑢𝑛𝑇 )]
𝑄𝑗𝑛+1
𝑄𝑗𝑛
Δ𝑡
+ (
+
) − 𝑢𝑗𝑛+1 + 𝑢𝑗𝑛 = 0
2 𝜌(𝑢𝑗𝑛+1 )𝐶𝑝 (𝑢𝑗𝑛+1 ) 𝜌(𝑢𝑗𝑛 )𝐶𝑝 (𝑢𝑗𝑛 )
This system of equations in Equation 2.25 is a column vector of length (Mx +1)(My +1)(Mz + 1).
The boundary conditions need to be discretized to complete the spatial discretization. For
the first order boundary condition, this involves adding the linear index j to Equation 2.16
𝑢𝑗𝑛 − 𝑈 𝑛 = 0
𝑢𝑗𝑛+1 − 𝑈 𝑛+1 = 0

Equation 2.26

In the system of equations 𝐺(𝑢𝑛+1 ) = 0, row j is set to the left side of Equation 2.26. The
second-order boundaries require a central finite-difference of the partial differential in the space
domain to keep the second-order accuracy between the governing equations and the boundary
conditions. This requires the use of the imaginary nodes method. Figure 2.3.B and C show an
example of this method on a left-hand boundary. This method sets an imaginary node m outside
the domain along a global coordinate direction. A central finite-difference of the partial
temperature differential with respect to the imaginary node direction is taken. Setting the step
size between m and j equal to the step size between j and its opposing neighbor simplifies the
finite-difference. The boundary equation is then solved for the imaginary node temperature as
shown in Equation 2.27, and Equation 2.28 for the x equals zero boundary
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Figure 2.3: Boundary condition stencils and boundary conditions equations: (A) first-order or
Dirichlet B.C., (B) Second-order or Neumann B.C., (C) second-order or Robins B.C.

𝑢𝐿𝑛

=

𝑢𝐿𝑛+1 =

2Δ𝑥𝑞𝐿′′

𝑛

𝑘𝑥 (𝑢𝑗𝑛 )

2Δ𝑥𝑞𝐿′′

+ 𝑢𝑅𝑛

𝑛+1

𝑘𝑥 (𝑢𝑗𝑛 )

Equation 2.27

+ 𝑢𝑅𝑛+1

and

𝑢𝐿𝑛 =
𝑢𝐿𝑛+1

𝑛
2Δ𝑥ℎ𝑛 (𝑢∞
− 𝑢𝑗𝑛 )

+ 𝑢𝑅𝑛
𝑘𝑥 (𝑢𝑗𝑛+1 )
𝑛+1
2Δ𝑥ℎ𝑛+1 (𝑢∞
− 𝑢𝑗𝑛+1 )
=
+ 𝑢𝑅𝑛+1
𝑘𝑥 (𝑢𝑗𝑛+1 )

Equation 2.28

These equations are substituted back into Equation 2.25 when solving for the temperature of a
boundary node.
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Note that for any second-order upper boundary conditions (e.g., a right-hand or bottom
boundary in the X and Z-directions, respectively), the negative sign before the k value in
Equation 2.16 and Equation 2.17 is dropped. This sign change ensures that energy into the
domain is always positive. Therefore, a discretized right-hand boundary equation has a similar
form to a left-hand one
𝑛

𝑢𝑅𝑛

=

𝑢𝑅𝑛+1 =

2Δ𝑥𝑞𝑅′′

+ 𝑢𝐿𝑛

𝑘𝑥 (𝑢𝑗𝑛 )

𝑛+1
2Δ𝑥𝑞𝑅′′
𝑘𝑥 (𝑢𝑗𝑛 )

Equation 2.29
+ 𝑢𝐿𝑛+1

2.2.4 Solution Method
The simulation uses a Newton’s method-based solver to find the vector of domain node
temperatures un+1 that minimizes the system of non-linear algebraic equations G(un+1). At any
arbitrary time node (n + 1), the simulation makes an initial guess for un+1. Typically, this initial
guess is the vector of known node temperature from the previous time node, un. The simulation
calculates the G vector using the initial guess and compares its magnitude against a userspecified tolerance. The simulation considers G the solution for the time step (n + 1) if the
magnitude is less than the tolerance. However, if the guess was not a solution, the simulation
calculates the Jacobian of the G(un+1) system using
𝜕𝐺(𝑢𝑔0 )

𝜕𝐺(𝑢𝑔0 )

𝜕𝑢𝑔0

𝜕𝑢𝑔0

1

𝐽=

0 𝑖

𝜕𝑢𝑔0

𝑗

1

𝜕𝐺(𝑢𝑔0 )

𝜕𝐺 (𝑢𝑔 )

=

1

2

𝜕𝑢𝑔0
1
⋮
𝜕𝐺(𝑢𝑔0 )

⋱

𝑖

…

[ 𝜕𝑢𝑔0 1
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2

…

𝜕𝐺(𝑢𝑔0 )

1

𝜕𝑢𝑔0

𝑗

⋮

Equation 2.30

𝜕𝐺(𝑢𝑔0 )
𝜕𝑢𝑔0

𝑗

𝑖

]

where i denotes the rows of G(un+1) and j the rows of the initial guess temperature vector.
Equation 2.30 results in a square matrix with (Mx +1)(My +1)(Mz + 1) rows and columns. The
simulation then calculates a new solution un+1 using
𝑢𝑛+1 = 𝑢𝑛+1 − 𝐽Γ(𝑢𝑛+1 )

Equation 2.31

The simulation checks the magnitude of G(un+1), and the loop continues until
convergence. This process repeats for every time node. The temperature vectors from the
convergence loop are saved as columns in an output array corresponding to simulation time
nodes, and the rows are the spatial node temperatures.
2.2.5 Simulation Discretization Method
The methodology for discretizing the domains for the simulations centers on creating
MICROSOFT EXCEL files to load into the MATLAB simulation. Full descriptions of all
EXCEL files can be found in APPENDIX A. An EXCEL file is created containing the domain
fully spatially discretized. A section of this file for the domain of specimen C3 is shown in
Figure 2.4. The cells of the EXCEL file equate to the spatial nodes of the domain and hold the
linear indices of the nodes. The file also contains the node indices for the X and Z-directions, the
node coordinates, and the layer. This method lends itself well to variable spatial node spacing.
For example, in this discretization, in the X direction, the heating area (the area corresponding to
nodes falling within the range of the left and rightmost heating element nodes for the whole
domain thickness) is segmented into nodes spaced 0.0254 cm apart. Outside the heating area, the
step size is 2.54 cm. For the Z direction, the domain is discretized such that the top and bottom
boundary would fall on the edge of the domain, i.e., at 0 and T cm, where T is the thickness of
the specimen. The discretization places all interior nodes to correspond to the center of a tape
such that the step size in the Z direction is ~0.002 cm. However, this method has a limitation in
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that the X and Z values need to be constant within a column and row, respectively. This
discretization method allows fiber orientation-dependent properties to be considered constant in
the X direction because they were all within the same lamina, which aids the simplification of
Equation 2.2. The nodes corresponding to the thermocouples, heating elements, boundaries, and
interior are highlighted in purple, red, yellow, and grey. The colors are purely for the formatting
of the EXCEL files and do not affect the simulation.

Figure 2.4: A section of the discretized domain for heating trial specimen C3.
2.2.6 Mesh Convergence Study
A mesh convergence study was conducted to verify the mesh sizing in both the space and time
domains. The time and space domains were investigated individually by quartering, halving, and
doubling the corresponding step sizes, as shown in Table 2.1. The fourth-generation simulation
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configuration discussed in Chapter 4 was used with the same initial and boundary conditions for
each study. Thermal conductivity is modeled as fiber-dependent effective thermal conductivity at
the laminate scale using Cheng and Vachon’s model, as discussed in Section 4.2.3. To compare
the effects of the mesh size, the temperatures of the thermocouple nodes at heating time t = 1440
seconds were used and plotted along with the solution times. Evaluation of the three figures
below shows that the baseline mesh configuration is accurate to within ±2°C. This error is
significantly lower than the simulation fit error seen in Chapter 4, pointing to most of the error
arising from the models used. The solution time increases significantly for the finer mesh sizes,
particularly with respect to the spatial domain. From these results, the chosen mesh sizes were
justified for accuracy, and because the Crank-Nicolson method was used, the simulation is
unconditionally stable.
Table 2.1: Mesh size for each convergence study. Space step sizes are in millimeters and time
step sizes are in seconds.

Domain
Time
Space – X
Space - Z

Baseline
Nodes Step Size
42
60
25.4 and
58
2.54
140
0.224

0.25 x Baseline
Nodes Step Size
135
15
6.35 and
229
0.635
557
0.056
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0.5 x Baseline
Nodes Step Size
73
30
12.7 and
115
1.27
279
0.112

2 x Baseline
Nodes Step Size
28
120
50.8 and
31
5.28
-

Figure 2.5: The time domain mesh convergence study results.

Figure 2.6: The space domain X-direction convergence study results.
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Figure 2.7: The space domain Z-direction convergence study results.
2.3 Simulation Procedure
The simulation driver is a MATLAB script that calls a function to build the domain and
return arrays needed for the time-stepping function, which it calls next. The time-stepping
function loads the domain arrays specified by the user (see Section 2.2.5) and then calls a
function to eliminate the decaying oscillations that can appear in a Crank-Nicolson-based
simulation. The next step within the time-stepping function is to call the function for the Newton
method solver. The solver finds the solution for the system of equations 𝐺(𝑢𝑛+1 ) = 0 using the
procedure described in Section 2.2.4. While solving the system 𝐺(𝑢𝑛+1 ), a MATLAB function
iterates through the elements of G. The function calls other functions to locate and obtain the
properties of spatial node j corresponding to row j of G, locate its neighboring nodes, and
boundary conditions if applicable. The function to solve, 𝐺(𝑢𝑛+1 ), returns the vector G to the
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solver, which returns the vector 𝑢𝑛+1 to the time-stepping function. The time-stepping function
ultimately returns the time and temperature data of the simulation.

Figure 2.8: Function level procedure of the heat transfer simulation. See Figure 2.9 for functions
between the A and B connectors.
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Figure 2.9: Function level procedure of the heat transfer simulation.
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CHAPTER 3
LOCAL HEATING OF GLASS FIBER REINFORCED THERMOPLASTIC
LAMINATES
3.1 Introduction
This chapter covers the research into the post-consolidation local heating of CFRTP
laminates of thickness greater than 2.54 cm. The research aims to produce a method for locally
heating consolidated CFRTP laminates that an advanced forming process can use to make
structural members. The current research focuses on local heating methods but is part of a more
extensive work that includes the forming process. Therefore, in this chapter it is noted whenever
a decision was made based on the forming aspects that affected the heating designs.
The initial investigation into locally heating thick CFRP laminates looked at multiple
methods: embedded contact, infrared, inductive, microwave, convective, and surface contact
heating. Methods like infrared, convective, and surface contact are common ways to heat
laminates in literature and at the ASCC. However, they all essentially heat the top surface
lamina, and conduction to the inner layers becomes the dominant mode of heat transfer. These
heating methods can create large thermal gradients through-thickness and delamination. The
gradient and delamination effects increase with the laminate thickness. The delamination can be
reconsolidated during the forming process in conventional manufacturing. In a local forming
method, because the work area is only a small region of the whole laminate, there is likely no
ability to reconsolidate delamination outside the working area. Therefore, it is critical that the
heating method heats the desired area exclusively and ideally heats the interior of the laminate
directly to avoid temperature gradients. Three options were considered: induction, embedded
resistive, and microwave. Embedded restive heating was chosen because it is a simple solution to
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heat thick CFRTP laminate locally. This method can be implemented without changing the layup
significantly by adding electrical susceptors like induction and without the safety concerns of
microwaves.
In this chapter the embedded resistive heating method’s design, implementation, and
evaluation are presented. The specimen description section discusses the design process of the
heating elements, the materials, and the specimen manufacturing process. The methodology is
qualitative in visual inspection for delamination post-testing and quantitative in experimental and
numerical results from heating tests and heat transfer modeling, respectively. See Chapter 2 and
Chapter 4 for details on the heat transfer simulation used to evaluate the designs. The results
section presents and discusses the thermocouple measurements of the heating tests and design
evaluation. The conclusion summarizes the work and results and provides plans for future work
on developing local heating methods for CFRTP laminates.
3.2 Specimen Descriptions
3.2.1 Introduction
The current research uses an alphanumerical identifier for the test specimen. The
identifiers for the specimens are the letter "C" followed by an ID number derived from tape
layup order. These specimens were designed for local heating tests to validate the concept of
locally heating via networks of embedded resistive heaters. The design efforts focused on the
material and network of the heating elements. Twelve C specimen consolidations were
attempted, but only seven were successful, as shown in Table 3.1.
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Table 3.1: Control specimen descriptions.

Specimen
C1
C2
C3
C4
C5
C6
C7
C8
C9
C10
C11
C12

Number
of TCs
4
4
4
4
4
4
4
4
5
5
5
5

Consolidated
Thickness [cm]

Status

Failed in consolidation
Failed in consolidation
3.07
Tested T1.1.1
Failed in Consolidation
3.23
Tested T 1.3.1
Failed in Consolidation
2.81
Tested T1.1.2
2.87
Tested T1.1.3
2.90
Tested T1.1.4
2.97
Tested T 1.2.1
Failed in Consolidation
3.02
Tested T 1.2.2

Heating Elements
Number
3
3
3
3
5
3
3
3
4
4
4
4

Mesh
Nichrome
Nichrome
Nichrome
Nichrome
304 Stainless Steel
Nichrome
Nichrome
Nichrome
Nichrome
Nichrome
Nichrome
Nichrome

3.2.2 Specimen Design
The specimen design consisted of the laminate layup schedule and the heating element
design. The team chose a laminate layup based on the top flange section of a previous ASCC
project. The layup consisted of 138 laminae of the continuous unidirectional PETg/E-glass tape
at 5.08 cm in width. PETg/E-glass was chosen based on previous work at the ASCC [35]. The
laminate layup is symmetric with multiple fiber orientations of ±45°, 0°, and 90°, as shown in
the layup schedule below
[(±45°)4⁄((0°⁄90°)8 ⁄(±45°)2 )3⁄+45°]𝑆 .
The heating element design included material selection and thrmoelectrical evaluation.
To select a mesh material, a design space of available metal mesh types was generated. The
selection process included constraints for availability, cost, and wire diameter. The mesh had to
be readily available at a reasonable price, and the wire diameter was limited to twice the
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thickness of a lamina. Table 3.2 shows the material type, mesh sizing, wire diameter, and price
per square foot. The mesh size refers to the number of wires per inch.
Table 3.2: Design domain for the embedded heating element.
Material

Copper

304
Stainless
Steel

Aluminum

Nichrome

Wire Diameter [in]
0.011
0.016
0.012
0.01
0.009
0.01
0.016
0.012
0.013
0.0065
0.0085
0.0095
0.01
0.011
0.013
0.009
0.016
0.011
0.01
0.009
0.016
0.01

Mesh Size
16x16
20x20
30x30
40x40
50x50
15x15
20x20
30x30
30x30
40x40
40x40
40x40
40x40
40x40
40x40
50x50
20x20
30x30
40x40
50x50
20x20
40x40

Price per Square Foot
$9.84
$18.66
$17.65
$14.99
$29.85
$6.75
$10.13
$8.99
$7.23
$6.30
$13.83
$9.26
$8.65
$12.73
$24.52
$13.84
$10.27
$11.82
$13.36
$21.29
$86.15
$82.53

A thermoelectric evaluation of the materials in Table 3.2 was conducted to determine the
suitability of the mesh as heating elements. This evaluation determined the amount of heat
required to raise a theoretical volume of PETg/E-glass from room temperature to 168.33°C. It
also evaluated the heat each mesh could generate for various input powers, heating times, and
networks. The theoretical volume was 10.16 cm long by 10.16 cm wide and 2.54 cm thick.
Equation 3.1 is used to calculate the required heat for the theoretical volume
𝑄 = 𝑉𝜌𝐶𝑝 Δ𝑢 + 2ℎΔ𝑡(𝑊𝐿 + 𝐿𝐻 + 𝑊𝐻).
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Equation 3.1

The first half of the equation is the sensible heat of the material V heated by the temperature
difference Δu, which was 147.22°C. The second half is the surface heat loss at a rate of h,
assumed to be 10 W/m2K. The target processing temperature, 168.33°C, for the PETg/E-glass
composites is based on the manufacturer’s recommendations and previous ASCC work. The
effective density and specific heat of the PETg/E-glass composite were calculated using the rule
of mixtures (ROM) model shown in Equation 3.2

𝜌 = 𝑣𝑓 𝜌𝑓 + (1 − 𝑣𝑓 )𝜌𝑚 ,
𝐶𝑝 = 𝑣𝑓 𝐶𝑝𝑓 + (1 − 𝑣𝑓 )𝐶𝑝 .

Equation 3.2

The effective specific heat and density values using ROM are 1025 J/kg-K and 1684 kg/m3 for a
PETg/E-glass fiber volume fraction of 0.4. The heat energy generated in a heating element
network is calculated using Equation 3.3
𝑉2
Equation 3.3
Δ𝑡
𝑅
The resistance of a mesh network R is dependent on the mesh size and the number of heating
𝑄𝑚 = 𝑃Δ𝑡 =

elements networked using the equation
𝑅𝑤𝑖𝑟𝑒
𝑛
𝑛𝑤𝑖𝑟𝑒 𝑚𝑒𝑠ℎ
the wire resistance is calculated using Equation 3.5

Equation 3.4

𝑙𝑤𝑖𝑟𝑒
𝐴𝑤𝑖𝑟𝑒

Equation 3.5

𝑅=

𝑅𝑤𝑖𝑟𝑒 = 𝜌𝑒

In Equation 3.5, 𝜌𝑒 is the electrical resistivity of the wire material.
Equation 3.1 and Equation 3.3 through Equation 3.5 were used to calculate the required heat for
the theoretical volume and the heat generated in the mesh over a range of heating times, power
inputs, and networks. The voltage range for power inputs was 0 to 240 volts. The heating time
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range was 0 to 3600 seconds, and networks of 1 to 6 heating elements were investigated. The
objective function Equation 3.6 was used to identify valid design points

𝑄𝑚 − 𝑄 ≥ 0.

Equation 3.6

The power supply available for the heating tests has a rating of 1500 W; consequently a
constraint was imposed on power draws over 1500 W.
Figure 3.1 shows the valid design points of the available NiCr mesh according to
Equation 3.6 as an example of the thermoelectric evaluation results. The colors red, blue, green,
magenta, yellow, and orange correspond to networks of one to six heating elements. The
symbols identify the mesh design according to Table 3.2. The “o” symbol corresponds to the
20x20 nichrome mesh and the “+” symbol to the 40x40.

Figure 3.1: The results of the design space exploration for the NiCr mesh.
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The evaluation of the mesh material resulted in the elimination of copper and aluminum.
Copper was eliminated due to concerns of corrosion when placed within the laminate, and
aluminum was eliminated due to concerns about its capacity to carry the required amperage.
Table 3.3 contains the results of the design space exploration and shows hundreds of valid design
points for stainless steel and nichrome mesh. Nichrome mesh performed better than the SSt for
similar design configurations. A 40x40-nichrome mesh with 0.0254 cm diameter wire and a
30x30 304 Stainless Steel mesh with 0.03 cm diameter wires were chosen as the initial heating
elements. There was little to narrow down mesh choices quantitatively for the stainless steel. The
30x30 stainless steel was selected over finer mesh sizes due to concerns about more wires adding
stiffness to the part during forming tests. When compared to the 20x20 mesh, the 30x30 was
cheaper. There was no real deciding factor between the 30x30 and 15x15. The 15x15 was kept as
a backup if there were issues on the forming side of testing with the 30x30.
Table 3.3: The design points of 304 stainless steel and NiCr mesh.
Material

304
Stainless
Steel

NiCr

Mesh Size
15
20
30
30
40
40
40
40
40
40
50
20
40

Diameter
0.0254
0.04064
0.03048
0.03302
0.01651
0.02159
0.02413
0.0254
0.02794
0.03302
0.02286
0.04064
0.0254
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Valid Design Points
5761
3019
3322
3047
5147
4101
3654
3464
3127
2621
3434
429
509

For both materials, the full range of network sizes produced the required heat energy at
various power inputs and times; however, three and four heating element networks were chosen.
Due to concerns of the higher number of heating elements reducing formability. The control
specimen’s final designs were three specimens with three nichrome heating elements and three
with four heating elements. Additionally, a specimen with three stainless steel heating elements
was manufactured.
3.2.3 Materials
Table 3.4 contains the properties of the materials of all test specimens. The values shown
were sourced from the provided references and used in the heat transfer simulations.
Table 3.4: The properties of the constituent materials in the test specimens.

Material
PET-G [36]
Borosilicate
Glass
(E-glass) [37]
304 Stainless
Steel [38]
Nichrome
[39]

𝑘𝑔

𝐽

𝑊

Density [𝑚3 ]

Specific Heat Capacity [𝑘𝑔𝐾]

Thermal Conductivity [𝑚𝐾]

1270

1200

0.200

2570

810

1.3

8000

500

16.2

8200

480

13.0

The Alfond Thermoplastics Laboratory (TPL) in the ASCC manufactured the specimens.
The laminates were made of Polystrand IE-5843.1 PETg/E-glass unidirectional tapes from
Avient. The tapes were 58% fiber by weight (40% by volume). The tapes for the first batch of
control specimens, C1 to C8, had a carbon black additive. The remaining specimens had neat
PETg tapes with a clear/white coloring.
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The mesh heating elements were of two types of metal, 304 stainless steel and nichrome.
The meshes were all plain weaves sourced from McMaster Carr, which differentiates them by
mesh size and the diameter of the wire in the mesh. The control specimen used 40x40 NiCr and
30x30 304 SSt mesh with 0.0254 and 0.03 cm wire diameters and fiber volume fractions of 0.34
and 0.36, respectively.
The volume fraction was calculated using Peirce’s geometric model of plain weave
fabrics [40]. A geometric model of a unit cell of mesh weave was created in SOLIDWORKS
based on manufacturing specifications, as shown in Figure 3.2.

Figure 3.2: The geometric model of the 30x30 304 stainless steel mesh heating element unit cell.
The wire length per cm of mesh, Lu was calculated using
𝐿𝑢 = 𝐿2 𝑛𝑤𝑖𝑟𝑒

Equation 3.7

and was used along with the mesh sizing to determine the volume from the equation
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𝑉 = 𝐴𝐿𝑢 [𝑤(𝑛𝑤𝑖𝑟𝑒 ∗ 𝑙ℎ + 1) + 𝑙ℎ (𝑛𝑤𝑖𝑟𝑒 ∗ 𝑤 + 1)]

Equation 3.8

The volume fraction was calculated by dividing the heating element volume by an idealized
volume found by multiplying the heating element length and width by twice the wire diameter.
3.2.4 Control Specimen Manufacturing
Introduction
The manufacturing process of the thermoplastic laminates created for this research had
three parts: laminate layup, laminate stacking, and consolidation. The consolidation process was
iterative because this was the thickest laminate manufactured in the TPL. Seven control
specimens were successfully manufactured out of twelve attempted.
Control Laminate Layup
The laminate layup process of the control specimen was done on the University of
Maine’s Dieffenbacher Fiberforge Relay 2000 automated tape placement equipment, starting
with lamina 138 and working up to lamina 1. See Section 0 for the layup schedule. The machine
placed the tape into the lamina and ultrasonically welded them. Due to the high number of
laminae and the need to embed the mesh heating elements, the laminate was split during the
layup into ply stacks termed “tailored blanks.” The number of tailored blanks was dependent on
the number of heating elements. For nh heating elements, the laminate was split into (nh + 1)
tailored blanks, with a heating element placed between the tailored blanks. Due to the varying
number of heating elements in each specimen, the tailored blanks had 27 to 36 individual lamina.
An artifact of the Fiber Forge was triangular “shark fins” left by the ±45° tapes, which extended
past the designed edge of the specimen. These shark fins were removed with a razor and straight
edge. This trimming brought the tailored blanks to the nominal dimensions of 30.48 cm in the X
direction and 15.24 cm in the transverse.
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Control Specimen Laminate Stacking
The laminate stacking of the control specimens consisted of stacking the tailored blanks in
the correct order, placing the mesh heating elements between the tailored blanks, and placing the
thermocouples within the tailored blanks. Between each tailored blank, a mesh 10.16 cm wide by
30.48 cm long was placed on the in-plane centerlines of the blank, as shown in Figure 3.3. One
K-type thermocouple was placed close to the center point within each tailored blank. See Table
3.1 for specimen descriptions.

Figure 3.3: Specimen C7 with the global coordinate system, nominal dimensions, heating
element, and thermocouple labeling was used for all control specimens called out.
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Control Specimen Laminate Consolidation
Each control specimen stack was placed into the heated press. The processing parameters
were chosen using information from the tape manufacturer and past projects for a target pressure
of 689 kPa and a temperature range of 168.33 to 177.67°C. One key issue with the
consolidations was the significant difference in surface area of the specimen compared to that of
the platens, which caused uncertainty in the pressure on the part. The press manufacturer’s
operation chart was used to set the line pressure that corresponded to the desired part pressure.
Figure 3.4 shows the iterations of the consolidation process. An initial target temperature of
81.11°C and incremental increases of 5.56 to 13.89°C to 168.33°C is effective at heating the
laminate for consolidation. Controlling the line pressure to keep a constant 103 kPa proved
effective for consolidation. Including a caul plate and silicon mats on the top of the laminate
stack eliminates adhesion to the platens and keeps pressure on the part as it shrinks during
cooling.
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Figure 3.4: A description of the process iterations and modifications during consolidations.
3.2.5 Experiments and Methods
Testing Methodology and Procedure
The heating tests were designed to validate the method of local heating via embedded wire
mesh heating elements. The criteria for considering the embedded heating elements successful
were a heating time under one hour, a peak temperature of at least 168.33°C, and minimal
deconsolidation of the laminate. The heating tests were split into three rounds. The first round
explored the thermal response of the system at different power inputs corresponding to 6, 7, and
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8 volts and with three or four heating elements in a network. The second round used a two-step
heating process to reduce the through-thickness temperature gradients observed during the first
round. This two-step process had the specimen with four heating elements heating with an initial
power input until any single thermocouple reached 121.11°C. Then the input voltage was
reduced to 4 volts until any single thermocouple reached the max allowable temperature. The
third round of heating tests used specimen C5 to validate the 304 stainless steel mesh. This test
on C5 had three embedded heating elements and two surface ones.
The heating tests had a common termination condition where if any single thermocouple
reached a maximum allowable temperature of 176.67°C, the test would end. The test setup
shown in Figure 3.5 had the specimen on a 1.27 cm thick UNITHERM ceramic wool insulation
blanket, with an R-value of 0.132 m2 K/W. Identical insulation was placed on the specimen,
which is not shown in the image. The heating elements were wired into a series network using
high conductivity aluminum busbars attached to each end of the heating element. The centers of
the busbars were compressed with fiberglass C-clamps to ensure good contact. 13 mm2 sized
wires were used to connect the heating elements. Ceramic wool was placed between the heating
elements to electrically insulate them, as shown in Figure 3.5.
An in-house LABVIEW program controlled the TDK Lambda 1500 W DC power
supply, which powered the heating element networks. K-type thermocouples embedded in the
cross-section measured the specimen temperature. A Measurement Computing thermocouple
logger collected the transient temperature data and saved it to an EXCEL file via the LABVIEW
program at a rate of 2 Hz. Table 3.5 contains descriptions of the heating tests.
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Figure 3.5: The test setup for C7 specimen before placing surface insulation.
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Figure 3.6: The wiring diagram for the control specimen.
Table 3.5: The test descriptions for the first iteration heating tests.

Test

Specimen

T1.1.1
T1.1.2
T1.1.3
T1.1.4
T 1.2.1
T 1.2.2
T 1.3.1

C3
C7
C8
C9
C10
C12
C5

Heating
Elements
3 NiCr
3 NiCr
3 NiCr
4 NiCr
4 NiCr
4 NiCr
5 304 SSt

Thermocouples
4
4
4
5
5
5
4

Voltage
[V]
6
7
8
7
7→ 4
8→ 4
Varied

Power
[W]
212
323
396
234
214→69
277→69
Varied

Local Heating Method Evaluation
The current research began using the heating simulation (discussed in Chapter 2
andChapter 4) to evaluate heating tests T1.1.1 through T1.3.1. Evaluation parameters, including
significant node temperatures, heating times, and energy inputs, were derived from measured and
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simulated results and are defined in Table 3.6. The evaluation parameters are calculated using
results from points in the simulation or at test times when the average heating zone or
thermocouple temperatures equaled 120°C. This allowed for a fair comparison between the
different heating element configurations. Again, the heating zone was defined as a portion of the
cross-section width that coincides with the heating element locations. The evaluation results
include plots containing curves of node temperatures along X and Z lines intersecting the node of
maximum temperature. The efficiency of the heating element design was calculated using

𝜂 =1−

𝐸 − 𝐸𝑇
𝐸𝑇

Equation 3.9

where E is the measured energy input into the system found by
𝑁

1
𝐸 = ∑ 𝑃𝑛−1 (𝑡𝑛 − 𝑡𝑛−1 )
3

Equation 3.10

2

and 𝐸𝑇 is the calculated theoretical energy required to raise the heating zone volume of each
specimen to an average value following
𝐸𝑇 = 𝑉𝜌𝐶𝑝 Δ𝑢

Equation 3.11

N in Equation 3.10 is the total number of time steps. The one-third factor is due to only one-third
of the heating element contacting the laminate while the reminder extended into the
surroundings. Equation 3.11 uses the average thermocouple measurements at the test start and
endpoints in the Δ𝑢 term. The volume comes from the specimen measurements, and the density
and specific heat were calculated using the geometric mean equation [25]
𝑣

1−𝑣𝑓

𝐸𝑐 = 𝐸𝑓 𝑓 𝐸𝑚

Equation 3.12

This efficiency parameter will allow for comparison to other heating methods in the future.
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Table 3.6: The evaluation parameters for the embedded heating element local heating method.
Evaluation
Parameter

Type

𝑢𝑎𝑣𝑔,𝑠

Description

The simulated average heating zone temperature
(should always be ~120°C)
The time point of 𝑢𝑎𝑣𝑔,𝑠
s
The heating rate of the heating zone average
°C/min
temperature up to 𝑡𝑎𝑣𝑔
The maximum node temperature a time 𝑡𝑎𝑣𝑔
°C
The minimum node temperature within the heating
°C
zone at time 𝑡𝑎𝑣𝑔
The minimum node temperature within the heating
zone along a line in the X direction that intersects the
°C
node of 𝑢𝑚𝑎𝑥,𝑠 at time 𝑡𝑎𝑣𝑔
The minimum node temperature within the heating
zone along a line in the Z direction that intersects the
°C
node of 𝑢𝑚𝑎𝑥,𝑠 at time 𝑡𝑎𝑣𝑔
The difference between 𝑢𝑚𝑎𝑥,𝑠 and 𝑢𝑚𝑖𝑛𝑥 ,𝑠
°C
The difference between 𝑢𝑚𝑎𝑥,𝑠 and 𝑢𝑚𝑖𝑛𝑧 ,𝑠
°C
The theoretical energy required to raise the heating
kJ
zone volume to 𝑢𝑎𝑣𝑔,𝑠
The maximum measured temperature at 𝑡𝑎𝑣𝑔
°C
The maximum measured temperature at 𝑡𝑎𝑣𝑔
°C
The average of all thermocouples at 𝑡𝑎𝑣𝑔
°C
°C/min The measured heating rate of the 𝑢𝑎𝑣𝑔,𝑚 up to 𝑡𝑎𝑣𝑔
The energy input to the system at 𝑡𝑎𝑣𝑔
kJ
%
The efficiency of the heating elements
°C

𝑡𝑎𝑣𝑔
𝑢𝑠̇
𝑢𝑚𝑎𝑥,𝑠
𝑢𝑚𝑖𝑛,𝑠
Simulated
𝑢𝑚𝑖𝑛𝑥 ,𝑠
𝑢𝑚𝑖𝑛𝑧 ,𝑠
Δ𝑢𝑥,𝑠
Δ𝑢𝑧,𝑠
𝐸𝑇
𝑢𝑚𝑎𝑥,𝑚
𝑢𝑚𝑖𝑛,𝑚
𝑢𝑎𝑣𝑔,𝑚
𝑢̇ 𝑚
𝐸
𝜂

Units

Measured

Mixed

3.3 Results
3.3.1 Heating Test Results
Figure 3.7 through Figure 3.13 show the results of the heating tests in the form of
thermocouple measurements and power input. The horizontal axes of the plots are set for the
range of 0 to 3600 seconds to visualize the changes in heating rates for the different heating
element designs. Table 3.7 shows the results of the heating tests. The test results validated the
method of locally heating a thermoplastic laminate via embedded metal mesh heating elements.
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The heating element configurations in tests T1.1.1 to T1.1.4 were able to raise the temperature of
the designated heating zone to a peak temperature of at least 168.33°C within the one-hour time
limit. None of the specimens showed deconsolidation from the heating method, which was the
final validation constraint.

Figure 3.7: The transient temperature results and average power input of heating test T1.1.1 for
specimen C3.

54

Figure 3.8: The transient temperature results and average power input of heating test T1.1.2 for
specimen C7.

Figure 3.9: The transient temperature results and average power input of heating test T1.1.3 for
specimen C8.
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Figure 3.10: The transient temperature results and average power input of heating test T1.1.4 for
specimen C9.

Figure 3.11: The transient temperature results and average power input of heating test T1.2.1 for
specimen C10.
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Figure 3.12: The transient temperature results and average power input of heating test T1.2.2 for
specimen C12.

Figure 3.13: The transient temperature results and average power input of heating test T1.3.1 for
specimen C5.
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Table 3.7: The results of heating tests T1.1.1 through T1.3.1. The * signifies the value was not
the true minimum measured. However, the true minimum measured is considered an error
because of a manufacturing issue where the thermocouple was pulled out of the laminate stack.

Test

Specimen

T1.1.1
T1.1.2
T1.1.3
T1.1.4
T1.2.1
T1.2.2

C3
C7
C8
C9
C10
C12

T1.3.1

C5

Heating Voltage
Elements
[V]
3 NiCr
3 NiCr
3 NiCr
4 NiCr
4 NiCr
4 NiCr
3 304
SSt

6
7
8
7
7→ 4
8→ 4
Varied

Average
Heating
Maximum Final TC Range
Power
Time
TC
[°C]
[W]
[min]
212
2
146.46 - 172.47
26.17
323
2
138.27 - 173.00
15.38
396
2
147.70 - 173.36
13.20
234
2
139.07 – 172.31
20.91
3
151.36 – 170.58
56.55
214→69
2
161.11* – 169.74 54.03
277→69
Varied

2

134.45 – 158.41

44.6

Figure 3.7 through Figure 3.10 and the first three rows of Table 3.7 show that as power
increases, heating time decreases in a seemingly non-linear relationship. However, there are few
data points because these tests were proofs of concept and not highly instrumented.
Consequently, it is difficult to draw meaningful conclusions about the power input/heating time
relationship. T1.1.1 through T1.1.3 are identical except for power input. Comparisons of the
three tests show a 52% power increase between T1.1.1 and T1.1.2 which reduced the heating
time by 41%. However, a power increase of 87% between T1.1.1 and T1.1.2 only reduced the
heating time by 50%. Therefore, an additional 35% power input only reduced the heating time by
9%. T1.1.1 and T1.1.4 were similar in input power but differed by the number of heating
elements. A comparison of the T1.1.1 and T1.1.4 results in Table 3.7 show that increasing the
number of heating elements by 33% but keeping the power input roughly the same (there was an
increase of 10%) led to a heating time decrease of 20%.
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There were significant temperature differences between the thermocouples in the first
four tests. Therefore, the two-step heating approach was used to reduce these differences. T1.2.1
and T1.2.2 were identical to T1.1.4 except for the voltage reduction at 121.11°C. To compare
T1.2.1 and T1.2.2 to T1.1.4, the power input of the former two are averaged over their entire
heating times to get 103 W and 108 W, respectively. A comparison of results shows that a
decrease in input power of 56% from T1.2.1 to T1.1.4, increased heating time by 170%. For
T1.2.2 to T1.1.4 an input power decrease of 53% increased the heating time by 158%. The
change in the final temperature range was 15.51°C from T1.1.2 to T1.2.1, and 17.03°C from
T1.1.3 to T1.2.2. The two-step heating method reduced the temperature difference when
comparing T1.1.4 and T1.2.1. The temperature difference decreased by 42%; however the
heating time more than doubled.
It is important to note that the lower bound temperature for T1.2.2 has an asterisk in
Table 3.7. The actual lowest measured value was 120.36°C, measured by TC 4. The value was
excluded because the curve was inconsistent with all other tests. The difference was likely due to
a manufacturing error that occurred during the consolidation of C12. The heated press safety gate
caught some of the thermocouples' leads. TC 5 pulled out completely. Therefore it is likely that
TC 4 was also pulled toward the boundary of the specimen and thus more susceptible to the
boundary effects.
Figure 3.13 shows that T1.3.1 validated 304 stainless steel mesh as heating elements. It is
important to note that Table 3.7 shows that T1.3.1 did not reach the minimum peak temperature
of 168.33°C. This apparent failure was because the busbar system shorted out during the test at
the 44.22-minute mark stopping the test. However, the heating zone would have reached the
target temperature if the test had continued as the transient temperature curves increased linearly.
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Unique to specimen C5 and test T1.3.1 were surface heating elements on the upper and lower
faces of the heating zone. The effect of these surface heating elements was to make the outer
thermocouples, TC 1 and TC 4, track the inner thermocouples more closely than previously seen.
Evaluation of the Local Heating Method Results
Table 3.8: Evaluation parameters derived from the simulation results.

Name

𝑢𝑎𝑣𝑔𝑠
[°C]

𝑡𝑎𝑣𝑔
𝑠
[𝑠]

C3
C7
C8
C9
C10
C12
C5

121.90
120.44
123.10
120.64
118.76
119.91
118.97

1140
720
600
1020
1860
1380
2220

𝑢𝑠̇
𝑢𝑚𝑎𝑥,𝑠
[°C/min] [°C]
6.42
10.04
12.31
7.10
3.83
5.21
3.22

149.19
144.39
149.96
144.80
141.67
143.09
139.78

𝑢𝑚𝑖𝑛,𝑠
[°C]

𝑢𝑚𝑖𝑛𝑋 ,𝑠
[°C]

𝑢𝑚𝑖𝑛𝑍 ,𝑠
[°C]

Δ𝑢𝑋
[°C]

Δ𝑢𝑍
[°C]

67.27
69.13
70.21
66.58
77.14
76.39
79.69

75.38
78.90
91.55
74.44
82.23
85.97
84.87

127.00
117.98
115.99
126.16
131.22
128.24
132.29

73.81
65.49
58.41
70.36
59.44
57.12
54.91

22.19
26.41
33.96
18.64
10.45
14.86
7.49

Heat transfer simulations were conducted to provide validated temperature distributions
for each heating test. See Chapter 2 and Chapter 4 for details on the simulation and validation
methodology. Table 3.8 holds the results derived from the simulations. All values referenced an
average heating zone temperature of approximately 120°C. Specimen C3, C7, and C8 had the
same heating element configuration but different power inputs, as shown in Table 3.9.
Comparing the three designs showed that the heating rate increased for increased power input,
which corresponds to the measured results discussed in the previous section. Additionally, the
difference between the max temperature and the minimums in the X and Z directions had
opposite relationships: as the power input increased, the Δ𝑢𝑥 decreased, and the Δ𝑢𝑧 increased.
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Figure 3.14 and Figure 3.15 show that the temperature profiles for C3, C7, and C8 have
similar geometries with three peaks signifying the heating element locations, troughs between
the heating elements where the temperature drops, and steep slopes to the boundaries of the
specimen from the outer heating elements. The steepness in the curves between the outer heating
elements one and three and the surfaces increased when the input power was increased. The
troughs between the heating element peaks increased significantly with the power input. For C3,
the maximum temperature decrease between the center peak (heating element two) and the left
peak (heating element one) was 6.98°C. For specimen C8 the maximum temperature decrease
was 10.42°C between heating elements two and three. That was a 49.3% increase in temperature
difference compared to C3 for a power input increase of 86.8% from C3 to C8. The X-direction
profiles shown in Figure 3.15 show a slight plateau as power input increases from C3 to C8.

Figure 3.14: The Z-direction temperature profiles that pass through the peak temperature nodes
are normalized to the minimum temperature on the curve.
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Specimen C9 had four heating elements and similar power input to C3, which resulted in
similar heating times. This similarity showed that the heating rate had a stronger dependence on
power input than the number of heating elements. Adding C9 to the comparison of C3 through
C8 showed that adding a fourth heating element increased the smoothness of the temperature
profile in the Z direction distribution. The greatest difference between heating elements in C9
occurred between heating elements three and four for a difference of 3.79°C. When comparing
the four curves, the magnitude of the normalized temperatures decreased as power input
increased and decreased as the number of heating elements increased. In the X-direction, no
significant difference in temperature curves appeared between C3 and C9, showing that the
increase in heating elements only affected the Z-direction temperature profile.
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Figure 3.15: The X-direction temperature profiles that pass through the peak temperature nodes
(dashed) and the surface temperature profiles (solid) are normalized to the minimum temperature
on the curve.
C10 and C12 also had four heating elements but used a two-step heating method. Results
showed that the two-step approach significantly reduced the X and Z direction temperature
difference. Compared to C7 as a baseline design, C10's temperature difference was reduced by
9.24% in the X and 60.4% in the Z directions. C12 had reductions in the X and Z temperature
difference of 12.8% and 43.7%, respectively. Figure 3.14 corroborates this by showing that C10
and C12 had much smoother temperature curves than C3 through C9. However, there was a
tradeoff for better temperature profiles: longer heating times. Compared to C7 as a baseline, C10
and C12 had 61.3% and 47.8% increases in heating time.
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In the X-direction temperature curves, C10 and C12 had steeper peaks than C7. The
difference between the surface temperature curves and the max temperature line curves was
much smaller than those of C3 through C8. This decrease in temperature difference was likely
due to the longer heating times allowing the whole heating zone to heat more uniformly.
The C5 specimen was difficult to compare to the rest because multiple variables changed.
The test used surface heating elements with the three embedded ones, and the material was
stainless steel. Table 3.8 and Figure 3.14 show that this heating element design performed
significantly better than any NiCr one for the Z-direction temperature gradient. The stainless
steel performed similarly to the C10 and C12 designs in the X-direction. C5 had a significantly
higher heating time and a lower heating rate. The C5, C10, and C12 results showed that slower
and lower power heating resulted in a more uniform temperature distribution.
Table 3.9: The evaluation parameters derived from the heating test results.

Name

Average
Power
[W]

𝑛ℎ

𝑡𝑎𝑣𝑔
𝑠
[𝑠]

𝑢𝑚𝑎𝑥,𝑚 𝑢𝑚𝑖𝑛,𝑚
[°C]
[°C]

𝑢𝑎𝑣𝑔,𝑚
[°C]

𝐸
[kJ]

𝐸𝑇
[kJ]

𝜂
[%]

C3

212

3

1140

132.37

108.3

123.11

67.86

48.84

61.1

C7

323

3

720

145.85

110.8

131.91

68.02

54.41

75.0

C8

396

3

600

141.48

116.3

129.14

68.92

56.12

77.2

C9

234

4

1020

149.69

120.77

137.58

73.24

58.30

74.4

C10

214→69

4

1860

147.61

131.26

140.36

86.59

63.29

63.2

C12

277→69

4

1380

141.00

100.59

127.54

76.35

57.03

66.1

C5

Varied

5

2220

132.71

111.46

121.17

68.74

49.69

61.7
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The results derived from the measured values in Table 3.9 highlighted two key outcomes.
All results referenced when the simulations showed an average heating zone temperature of
120°C. The 𝑢𝑎𝑣𝑔,𝑚 values had a significant spread in the temperature values with a bias towards
temperatures higher than 120°C. This difference between measured and simulated showed that
either or both the number of thermocouples and the positions used in the heating tests did not
accurately convey the overall heating zone temperatures. Therefore it is recommended that more
thermocouples be used in future specimens to obtain more accurate readings of the average
heating zone temperature.
The second outcome was that the efficiency results were opposite the Z-direction
temperature profile. As power increased for the three heating element networks, efficiency
improved where the smoothness and temperature differences worsened. This phenomenon held
for C10, C12, and C5. This inverse relationship was likely due to the longer heating times, which
meant more heat loss to the unheated regions and the surroundings. This result highlighted that
the design of these heating elements is a tradeoff between temperature uniformity and heating
time.
3.4 Conclusion
This chapter covered the design and manufacturing of specimens to validate the concept
of local heating via embedded metal mesh heating elements. The method was proved effective
by seven heating tests with seven heating element designs. Efficiencies of 60 – 77% were
observed, with faster heating rates producing greater efficiencies. The heating element designs
were evaluated using the heat transfer simulation. The results showed a tradeoff between heating
time and temperature distribution. As heating time increases, efficiency decreases, but the
temperature differences in the X and Z directions decrease.
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It is recommended that future work, at least in part, focuses on new localized heating
methods for CFRTPs based on volumetric heating like induction or microwave heating. The
purpose of researching these new heating methods would be to further develop the field of
localized heating of CFRTPs and provide efficient heating methods. A volumetric heating
method may produce more uniform temperature fields and higher efficiencies than the proposed
internal contact method described in this research. Additionally, the proposed heating method,
while effective, is limited to only heating the exact area the heating elements are embedded.
Therefore, it is limited in application where a heating mode that could heat anywhere as needed
would not be. This recommended work would require the design and development of new test
specimens and testing methods to address how the volumetric heating would be applied and
safety aspects.
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CHAPTER 4
HEAT TRANSFER MODELING
4.1 Introduction
This chapter covers the implementation, refinement, and validation of the numerical
simulation described in Chapter 2. Four methodologies for modeling the heat transfer in CFRTP
laminates are presented. The initial model is presented with the evaluation methodology that was
used for all the following methods. The remaining methods focused on improvements to
different aspects of the modeling. The second-generation model took a more detailed approach to
domain discretization using a technique where EXCEL files store the domain discretization
information. This technique is described briefly in Chapter 2 and can be seen in detail in
APPENDIX A. The ETC models were handled as orthotropic and fiber-dependent at the lamina
scale, and a higher fidelity model for heat generation was developed. The third-generation model
investigated the effect of ETC model choice on the simulation accuracy. A survey of EMA-based
ETC models from literature was conducted, and six models were chosen. The fourth-generation
used a thermal resistance network for the convective boundaries, and the convection coefficients
were fit to the heating test data using a golden section search (GSS) optimization. Each
generation expanded upon the previous, e.g., the ETC model evaluation simulations used the
new discretization methods and heat generation model and handled ETC similarly.
The naming convention for the simulations run during this research has three identifiers.
The first identifier refers to the simulation methodology, which follows Table 4.1. The second
identifier refers to the ETC model shown in Table 4.5. The final identifier references the
specimen, and thus, heating tests the simulation models. E.g. S2.3.3 is the comparative
simulation of specimen C3 T1.1.1 using Maxwell’s ETC model. Note that comparative refers to
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a simulation of a test that has already been run and uses the measured power input discretized in
time as a simulation input. A predictive simulation uses a MATLAB function with logic to turn
heating elements “off” and “on” and set them to a specified power in the simulation as functions
of time and temperature, which mimics the physical controller. See Section 4.2.2 for more
information.
Table 4.1: The simulation identifiers.
First Identifier
0
1
2
3
4
5
6
7

Simulation Description
Initial
Predicative simulation after domain updates
Comparative simulation after domain updates
Predictive simulations for ETC evaluations
Comparative simulations for ETC evaluations
Comparative simulations for h optimizations
Test set predictive simulations
Test set comparative simulations

The results discuss the initial simulation accuracies. Each modeling method was
compared to the previous results to quantify the effect on the simulation fit. A simulation was
considered to fit well if the fit statistics were less than 10°C, ensuring the simulation was
accurate to ± ∗10°C. See Section 4.2.1.1 for more information on fit statistics and validation
methodology. Finally, the chapter concludes with a summary and recommendations for future
work on the heat transfer simulation.
4.2 Methodology
4.2.1 Initial Heat Transfer Simulation Model
Four simulations, S0.1.3, S0.1.7, S0.1.8, and S0.1.9, were run using the initial model
corresponding to the heating tests of specimens C3, C7, C8, and C9, respectively. The same
governing equations and Crank-Nicolson method were used as described in sections 2.2.1
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through 2.2.4. However, the initial domain was a low fidelity model of the control specimen.
Figure 4.1 shows the initial domain was a rectangle with dimensions 30.48 by 2.54 cm spatially
discretized into 61 nodes in the X direction and 101 nodes in the Z direction for 6161 spatial
nodes. All the nodes in the domain had the same material properties. The effective specific heat
and density of PETg/E-glass were 1025 J/kg-K and 1684 kg/m3, respectively. They were
calculated using Equation 3.2. A temperature of 21.11°C for the domain was used as an initial
condition. The top and bottom surfaces were adiabatic, and the left and right were subject to
natural convection to air at 21.11°C with a convection coefficient of 5 W/m2K. The initial
simulations had termination conditions for a maximum average heating zone temperature of
168.33°C, reaching steady-state heating, and a maximum simulation time of 3600 seconds.

Figure 4.1: The initial domain of the heat transfer simulation with three embedded heating
elements and four thermocouples.
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The parallel rule of mixtures was used as the model for effective thermal conductivity
along the fiber direction in the local coordinate frame
𝑘1 = 𝑣𝑓 𝑘𝑓 + 𝑣𝑚 𝑘𝑚

Equation 4.1

The effective thermal conductivity in the direction transverse to the fibers used the Charles and
Wilson model [41]
𝑘𝑓 (1 + 𝑣𝑓 ) + 𝑘𝑚 (1 − 𝑣𝑓 )
𝑘2 = 𝑘𝑚 [
]
𝑘𝑓 (1 − 𝑣𝑓 ) + 𝑘𝑚 (1 + 𝑣𝑓 )

Equation 4.2

In Equation 4.1 and Equation 4.2, kf is the fiber thermal conductivity of 1.3 W/mK, km is the
matrix thermal conductivity of 0.2 W/mK, and vf is the fiber volume fraction of 0.4. The thermal
conductivity values were sourced as shown in Table 3.4, and the fiber volume fraction was
provided by the manufacturer. Using the method for converting local thermal conductivity to
global coordinates described in the work by Dong et al., the X and Z direction thermal
conductivities were 0.503 and 0.146 W/mK, respectively [42].
This initial domain was used to run simulations S0.1.3 through S0.1.9, which modeled
the heating tests T1.1.1 through T1.1.4, as shown in Table 3.5. Tests T1.1.1 through T1.1.3 had
three 40x40 NiCr heating elements and four thermocouples, while T1.1.4 had four 40x40 NiCr
heating elements and five thermocouples. The heating elements were evenly spaced throughout
the domain’s thickness. The thermocouples were idealized along the X-direction centerline and
halfway between heating elements or heating elements and the upper and lower boundaries.
In the time domain discretization, the step size was 60 seconds after the initial Pearson
method iterations, as shown in Section A.2.5. The simulation was limited in the number of time
steps by termination conditions. These conditions included a maximum average heating zone
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temperature of 168.33°C, steady-state heating, or a maximum simulation time of one hour. The
heating zone refers to the area of the domain corresponding to the heating elements, i.e., the full
domain thickness and the width of the heating elements.
The heat generation was modeled as the constant heat generated in the nodes
corresponding to the heating element locations within the domain. The amount of heat generated
was calculated by dividing the power per heating element and dividing by the volume of the Xdirection wires in the mesh, resulting in the heat generated within the domain.
𝑄 ′′′ =

𝑃
𝑉𝑤𝑖𝑟𝑒𝑠

Equation 4.3

Only the volume for the X-direction wires was used because they were the only current-carrying
wires in the mesh. The other wires did not span the distance between the electrodes.
Consequently, they had no current and thus no heat generation. The power was calculated using
𝑉2
𝑃=
𝑅

Equation 4.4

where V was the input voltage and R was the mesh resistance calculated via

𝑅 = 𝜌𝑒

𝑙𝑤𝑖𝑟𝑒
𝐴𝑤𝑖𝑟𝑒 𝑛𝑤𝑖𝑟𝑒

Equation 4.5

The 𝜌𝑒 value used for the NiCr mesh was 1.12∙10-6 Ωm, and the wires were assumed to be 30.48
cm, resulting in a theoretical mesh resistivity of 0.0418 Ω.
Simulation Validation Methodology
The output of the initial simulations was an array containing the simulated transient
temperature data. The methodology for validating the numerical modeling of local heating
consisted of comparing the measured results from the heating tests to the numerical results and
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calculating fit statistics, mean absolute error (MAE), and root-mean-squared error (RMSE) for
each thermocouple, and taking the average of all thermocouples. MAE is an arithmetic average
of the absolute error between the measured and simulated values for all time steps N

𝑀𝐴𝐸 =

∑𝑁
𝑖𝑡 =1 |𝑦𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑𝑖 − 𝑦𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖 |
𝑡

𝑡

𝑁

Equation 4.6

RMSE is the standard deviation of the prediction error and thus shows how far the simulated data
is from the measured on average.

𝑁
√∑𝑖𝑡 (𝑦𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑𝑖𝑡 − 𝑦𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑𝑖𝑡 )
𝑅𝑀𝑆𝐸 =
𝑁

2

Equation 4.7

They are both measures of simulation accuracy and have units of °C. A modeling methodology
was considered validated if the MAE and RMSE of the training data set were less than 10°C. The
training data set refers to the T1.1.1 through T1.1.4 data, which is used to test the modeling
methods. The 10°C was selected semi-arbitrarily, but on the forming side of the research, a
±10°C range around the forming temperature was considered acceptable for consolidation and
thermoforming. Therefore, selecting this as the validation method ensured that any simulation
deemed “valid” was accurate to within ±10°C, which was acceptable for this application.
4.2.2 Second Generation Model
Domain Discretization
In the second generation model, a new discretization method was developed using EXCEL
files. Only an overview is provided here, focusing on the reasons and methods. See APPENDIX
A for the full description. This technique resulted in a higher fidelity model of the specimen
cross-sections. The domain discretization updates were driven by the desire for higher fidelity in
the anisotropic ETC modeling methodology. The initial method modeled the ETC as a bulk
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orthotropic property, while the new method models ETC as orthotropic within the laminae in an
attempt to improve the accuracy of the simulation. The ETC model was used to calculate the
local frame k1 and k2 ETCs of a node within a lamina. The values were transformed to the global
coordinate system, i.e., the X, Y, Z coordinate system. A transform method presented in a paper
by Charles and Wilson was used, making the models dependent on fiber orientation [41].
𝑘𝑋 = |𝑘1 𝑐𝑜𝑠𝜃| + |𝑘2 𝑠𝑖𝑛𝜃|
𝑘𝑌 = |𝑘1 𝑠𝑖𝑛𝜃| + |𝑘2 𝑐𝑜𝑠𝜃|
𝑘𝑍 = 𝑘2

Equation 4.8

The change seems small, but it had cascading effects throughout the discretization and
simulation. It created the need to discretize the domain in the Z-direction by the number of the
lamina. The Z-direction discretization step size was variable and was designed such that the
spatial nodes fell on the center of a lamina or the edge of a boundary. Therefore, 140 rows of
spatial nodes were created, and 138 corresponded to the laminae centerlines and the remaining
two to the upper and lower boundary. The node spacing in the Z-direction was dependent upon
the thickness of the consolidated specimen. See Table 4.2 for the standard Z-direction
discretization step size, Δz and the Z-direction step size at a boundary, Δ𝑧𝐵𝐶 .
The X-direction discretization used a variable node spacing for all seven control
specimen domains. The step size was 0.254 cm for greater detail within the heating zone.
Outside the heating zone, where less detail was required, the step size was 2.54 cm. Therefore,
the domains were discretized in the X-direction into 57 segments creating 58 spatial nodes. The
final number of spatial nodes for the domains was 8120. A mesh convergence study was
conducted to verify the use of this spatial refinement and step size discussed here. See Section
2.2.5 for more information on the studies.
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In the initial simulations, there was uncertainty in the locations of the thermocouples after
consolidation because they can shift during the manufacturing of the specimen. Specimens C3,
C7, and C9 were sliced on a water jet to obtain more accurate positions of probes, as shown in
Figure 4.2.

Figure 4.2: Specimen C7 after cutting on a waterjet.
The domain of C8 kept the idealized thermocouple locations in the X-direction, i.e., at
15.24 cm but used measured Z-positions based on the thermocouple leads exit points from the
specimen. The same was done with the thermocouples of the domains for C10 and C12. The X
and Z positions of the thermocouple leads were used for the domain of C5. Table 4.2 shows the
locations and spatial node linear indices, j of all seven domains.
The discretization in the time domain was updated compared to the first generation
simulation. Two simulation functionalities, predictive and comparative, are defined and
differentiated by how the time domain of the simulation is modeled. Predictive simulations step
through time nodes set Δt apart, and solve for the node temperatures. The power input of a
predictive simulation is calculated at each time node using a theoretical mesh resistance value.
User-defined control logic is used to mimic the heating test and determine the heater state and
voltage difference. A comparative simulation models a completed heating test and takes as input
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the discretized time and power vectors, T and P. The T vector contains the test timestamps at
every Δt, which in these simulations was 60 seconds. The P vector contains the heating element
power values at each time node, averaged over the time step. The purpose of the predictive
simulation was a process-modeling tool, and the purpose of the comparative simulation was an
analysis tool. The maximum temperature termination condition of the initial simulations was also
updated to match the heating trials better. The update consisted of changing the maximum
temperature condition of 168.33°C from the heating zone average to the value of a single
thermocouple node temperature.
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Table 4.2: Discretization parameters for the domains in simulations using the updated
discretization methods.
Z direction
Δ𝑧
Nodes
[cm]

Domain

Heating
Test
Modeled

Thickens
[cm]

C3

T1.1.1

3.07

140

0.022

0.011

C7

T1.1.2

2.81

140

0.020

0.010

C8

T1.1.3

2.88

140

0.021

0.010

C9

T1.1.4

2.90

140

0.021

0.011

C10

T 1.2.1

2.97

140

0.021

0.011

C12

T 1.2.2

3.02

140

0.022

0.011

C5

T 1.3.1

3.23

140

0.023

0.012

Δ𝑧𝐵𝐶
[cm]

Thermocouples
X
Z
j
[cm]
[cm]
2676
13.34
0.56
3419
14.84
1.27
2891
13.81
1.98
3629
15.00
2.86
5189
16.83
0.16
3408
13.49
0.95
5543
17.30
1.67
4187
14.61
2.54
3944
15.24
0.47
15.24
3975
1.11
15.24
4006
1.76
15.24
4036
2.38
2120
11.20
0.40
4947
16.35
0.95
3437
13.49
1.59
4160
14.61
2.06
4890
15.88
2.70
3516
15.24
0.31
3546
15.24
0.96
3576
15.24
1.60
3605
15.24
2.23
3634
15.24
2.85
3516
15.24
0.32
3545
15.24
0.95
3574
15.24
1.59
3603
15.54
2.22
Fell out in consolidation
3515
13.46
0.32
3556
13.46
1.27
3597
15.96
2.23
3624
15.24
2.86

Heating Model
In tandem with the discretization, the heating model was updated. The initial heat transfer
model considerably under-predicted the heating time of the tests due to an over-prediction of the
heat energy input to the system. This over-prediction was due to a poor model of the heat
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generation, which assumed that the nodes generating the heat had the same ETC and effective
material properties as the PETg/E-glass nodes, which is false. The nodes should have the
properties of the mesh material mixed with the matrix that was assumed to have penetrated the
open areas of the mesh. Additionally, the nodes were discretized to the thickness of a lamina. In
reality, the meshes were slightly thicker than a lamina, and only a percentage of the volume of
the heating element generated heat. Finally, the theoretical value for the mesh resistance was
smaller than the measured value from the heating tests leading to a greater power input in the
simulation.
The second-generation simulation uses the density and specific heat of the mesh material
in the heat generation terms of Equation 2.25. Additionally, the ETC of the heating element is
modeled as a composite of the mesh with the polymer matrix. The mesh has an equal number of
0° and 90° fibers. Therefore, the fiber orientation is modeled as 45°. To address the difference in
mesh thickness to Δz and the fact that only a fraction of volume generates heat; a scaling factor,
fp, for the heat generation rate was introduced

𝑓𝑝 =

𝑇ℎ
𝑣
Δ𝑧 𝑓 ℎ

Equation 4.9

Th is the heating element thickness assumed to be two times the wire diameter and 𝑣𝑓ℎ is the
volume fraction of the heating element calculated as described in Section 3.2.3 using Pierce’s
geometric model for plane weaves [40]. The scaling factor is applied to the heat generation rate
̇ = 𝑓𝑝 [𝑃 ]
𝑄′′′
𝑉
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Equation 4.10

P is the power input, and V is the volume generating heat, e.g., the current-carrying wires of the
mesh. Finally, a more accurate resistivity value of 0.537 Ω was calculated by averaging the mesh
resistivity from the seven heating tests.
The simulation was extended to capture the two-step heating method of C10 and C12 and
the surface heating elements of C5. The boundary conditions on C5 differed because the
specimen had two surface heating elements during testing. These were captured in the heat
transfer simulation by modeling the surface heating elements as a heat flux determined by the
equation
𝑞 ′′ =

𝑃
2𝐴𝑠

Equation 4.11

In Equation 4.11 As is the surface area of the heating element. The one-half factor accounts for
only half of the heat energy of the surface heating element entering the specimen.
Evaluation of the Improved Domain Discretization and Heating Model.
The simulations shown in Table 4.3 were run to evaluate the domain discretization and
heating model updates. The two simulation types were used to evaluate the updates to the
simulations.
Table 4.3: Simulations run to evaluate the improved domain discretization and heating model.

Simulation
S1.1.3
S1.1.7
S1.1.8
S1.1.9

Type

Predictive

Domain
Modeled
C3
C7
C8
C9

Simulation

Type

S2.1.3
S2.1.7
S2.1.8
S2.1.9

Comparative
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Domain
Modeled
C3
C7
C8
C9

All simulations used the same boundary conditions, initial conditions, and ETC models as
the initial simulations S0.1.3 to S0.1.9. However, the new method of modeling the ETC by
lamina transformed to global coordinates was used. The same evaluation methodology for the S0
simulations using the MAE and RMSE fit statistics was applied to the S1 and S2 simulation
results. The statistical fits of the simulations were compared to each other and the firstgeneration simulation.
4.2.3 Third Generation: Evaluation of Effective Thermal Conductivity Models
Introduction
The third generation of the simulation used the methods described in Section 4.2.2 to
investigate the accuracy of various ETC models from literature applied to these CFRTP
laminates. As discussed in Section 1.4, ETC is often modeled using EMA-based equations.
While not as accurate as micromechanical models, these equations are less computationally
expensive to use in a numerical simulation. This section presents six EMA-based ETC models
that appear in the literature for modeling the heat transfer in the local fiber coordinate system.
The 1 and 2 subscripts refer to the fiber direction and transverse to the fiber direction,
respectively.
4.2.3.1.1 Parallel (Voigt) Rule of Mixtures [24, 43]
𝑘1 = 𝑣𝑓 𝑘𝑓 + 𝑣𝑚 𝑘𝑚

Equation 4.12

The first model presented is the parallel rule of mixtures, proposed by Voigt in 1889 [43].
The equation models an effective property parallel to the fiber direction and is considered an
upper bound. The model is commonly used in literature for thermal, structural, and physical
properties [21, 23, 24, 25, 41].
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4.2.3.1.2 Series (Reuss) Rule of Mixtures [24, 44]
𝑣𝑓 𝑣𝑚
𝑘2 = ( + )
𝑘𝑓 𝑘𝑚

−1

Equation 4.13

Initially proposed in 1929, the series model is the counterpart to the parallel model [44].
This equation captures an effective property of a composite medium in the direction transverse to
the fibers. Like the parallel model, the series model is a weighted average of the constituent
properties and is commonly found in the literature. It is considered a lower bound of the
constituent property modeled.
4.2.3.1.3 Geometric Mean [25]
𝑣

1−𝑣𝑓

𝑘2 = 𝑘𝑓 𝑓 𝑘𝑚

Equation 4.14

The geometric mean model is another mixing model often used with or in place of the
rule of mixtures models. It models the thermal conductivity in the direction transverse to the
fiber direction.
4.2.3.1.4 Maxwell’s Model [21, 45]
𝑘𝑓 + 2𝑘𝑚 + 2𝑣𝑓 (𝑘𝑓 − 𝑘𝑚 )
𝑘2 = 𝑘𝑚 [
]
𝑘𝑓 + 2𝑘𝑚 − 𝑣𝑓 (𝑘𝑓 − 𝑘𝑚 )

Equation 4.15

Proposed in 1873, Maxwell’s model was the first EMA model for a matrix with circular
inclusions, and many of the other models draw from this original one [21, 45]. When looking at
cylindrical fibers from an end view, they appear circular, thus allowing the model to be applied
to the transverse direction ETC for fiber-reinforced composites.
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4.2.3.1.5 Rayleigh’s Model [26, 46]
𝑘𝑓 − 𝑘𝑚
𝑘1 = 𝑘𝑚 [1 + (
) 𝑣𝑓 ]
𝑘𝑚

𝑘2 = 𝑘𝑚 [1 +

2𝑣𝑓
𝐶1 − 𝑣𝑓 + 𝐶2 (0.30584𝑣𝑓4 + 0.013363𝑣𝑓8 + ⋯ )
𝑘 +𝑘𝑚

]
Equation 4.17

𝑘 −𝑘𝑚

𝐶1 = 𝑘𝑓 −𝑘 , 𝐶2 = 𝑘𝑓 +𝑘
𝑓

Equation 4.16

𝑚

𝑓

𝑚

Rayleigh’s model was proposed in 1892 and was the first to model a continuous matrix
with cylindrical inclusions [26, 46]. The model provides equations for effective properties in the
parallel and transverse fiber directions. However, Equation 4.16 reduces to the parallel ROM,
therefore it is not a distinct equation for k1. Equation 4.17 has an infinite series in the
denominator, which was limited to the first two terms in this research.
4.2.3.1.6 Charles and Wilson’s Model [41]
𝑘𝑓 (1 + 𝑣𝑓 ) + 𝑘𝑚 (1 − 𝑣𝑓 )
𝑘2 = 𝑘𝑚 [
]
𝑘𝑓 (1 − 𝑣𝑓 ) + 𝑘𝑚 (1 + 𝑣𝑓 )

Equation 4.18

Charles and Wilson’s model was developed specifically for transverse ETC of laminates
in 1980 [41]. In his work, Wilson used the parallel rule of mixtures for the 1 direction ETC. This
model included a method for transformation to global coordinates, as shown in Equation 4.8.
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4.2.3.1.7 Cheng and Vachon’s Model [25, 47]

𝑘2 = [

1
√𝐶𝑐𝑣 (𝑘𝑚 −𝑘𝑓 )(𝑘𝑚 +𝐵𝑐𝑣 (𝑘𝑓 −𝑘𝑚 )

∗
−1

𝐵

𝑙𝑛 [

𝑐𝑣
√𝑘𝑚 +𝐵𝑐𝑣 (𝑘𝑓 −𝑘𝑚 )+ 2 √𝐶𝑐𝑣 (𝑘𝑚 −𝑘𝑓 )
𝐵𝑐𝑣
√𝑘𝑚 +𝐵𝑐𝑣 (𝑘𝑓 −𝑘𝑚 )− 2 √𝐶𝑐𝑣 (𝑘𝑚 −𝑘𝑓 )

𝐵𝑐𝑣 = √

]+

1−𝐵𝑐𝑣
𝑘𝑚

]

Equation 4.19

3𝑉𝑓
2
𝐶𝑐𝑣 = −4√
2
3𝑉𝑓

In 1961 Cheng and Vachon developed the model shown in Equation 4.19 while modeling
the thermal conductivity of two and three-phase mixtures [47]. Suplicz et al. applied this model
to the through-plane thermal conductivity of particle-reinforced composites [25]. Again
assuming cylindrical fibers viewed on end are comparable to spherical fillers, this model was
applied to the transverse ETC of continuous fiber-reinforced laminates.
ETC Evaluation Methodology
The methodology for the ETC evaluation began with a design exploration of the ETC
models listed above. The models were made dependent on fiber orientation via Equation 4.8. The
ETC in the global coordinates kx, ky, and kz, were calculated for a range of fiber angles 0° to 90°
at a constant volume fraction vf. The ETCs were also evaluated at constant fiber angles of 0°,
90°, and 45° for a range of fiber volume fractions from 0 to 1 and for a range of constituent
thermal conductivities, km, and kf. This exploration highlights the characteristics of the models
with respect to volume fraction, fiber orientation, and constituent properties. The results for the
fiber volume fraction and fiber angle dependency of the models used the properties for the
PETg/E-glass CFRTP with a volume fraction of 0.4.
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Table 4.4: Thermal conductivity model combinations used for the numerical simulations.
ETC Model Combination
1
2
3
4
5
6

𝑘1 Model

Parallel ROM

𝑘2 Model
Charles and Wilson
Series ROM
Maxwell
Geometric Mean
Cheng and Vachon
Rayleigh

The ETC models described in Section 4.2.3 were combined, as shown in Table 4.4. All
previous simulation generations in this work had used ETC model combination 1. All
combinations used the parallel ROM for the 𝑘1 ETC. This evaluation of the ETC models created
five additional combinations. These combinations were applied to domains of C3, C7, C8, and
C9 in both predictive and comparative type simulations for 40 total, as shown in Table 4.5.
The predictive simulations were designated S3.2.3 through S3.6.9 and the comparative
simulations S4.2.3 through S4.6.9. The updated methods from Section 4.2.2 were used with these
ETC combinations to calculate the k1 and k2 values for each node which were transformed to
global coordinates via Equation 4.8.
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Table 4.5: The simulations run to evaluate ETC models.

Simulation
S3.2.3
S3.2.7
S3.2.8
S3.2.9
S3.3.3
S3.3.7
S3.3.8
S3.3.9
S3.4.3
S3.4.7
S3.4.8
S3.4.9
S3.5.3
S3.5.7
S3.5.8
S3.5.9
S3.6.3
S3.6.7
S3.6.8
S3.6.9

Type

ETC
Combination
2

3

Predictive

4

5

6

Domain
Modeled
3
7
8
9
3
7
8
9
3
7
8
9
3
7
8
9
3
7
8
9

Simulation
S4.2.3
S4.2.7
S4.2.8
S4.2.9
S4.3.3
S4.3.7
S4.3.8
S4.3.9
S4.4.3
S4.4.7
S4.4.8
S4.4.9
S4.5.3
S4.5.7
S4.5.8
S4.5.9
S4.6.3
S4.6.7
S4.6.8
S4.6.9

Type

ETC
Combination
2

3

Comparative

4

5

6

Domain
Modeled
3
7
8
9
3
7
8
9
3
7
8
9
3
7
8
9
3
7
8
9

The RMSE and MAE were used to determine the accuracy of the new simulations and
thus the ETC model combinations. All 40 simulations used the same boundary and initial
conditions as the S0, S1, and S2 simulations. They also used the discretization method and
heating model from the S1 and S2 simulations. The results section shows the plots of the
simulations using the ETC model combination found to be the most accurate. The averaged
RMSE and MAE for each domain, and ETC model combination (separated by simulation type),
are plotted in a bar graph. The most accurate ETC model combination was determined from the
results of this evaluation and was used to optimize boundary conditions.
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4.2.4 Optimization of Boundary Conditions
Initial models were potentially limited in accuracy due to poor modeling of the boundary
conditions. Consequently, optimization was used to improve the results. The specimen had
ceramic wool insulation on the top and bottom surfaces, with the sides open to natural
convection during the heating tests. Initially, the convection coefficient was modeled as 5
W/m2K for the natural convection for the sides, and the insulated regions were treated as
adiabatic. The boundary conditions for the top and bottom surfaces were updated to a thermal
resistance network, as shown in Figure 4.3.

Figure 4.3: The thermal resistance network for the convection through an insulator boundary.
Equation 4.20 is used to calculate the heat flux at the boundary shown in Figure 4.3
𝑞𝑧′′ =

𝑢∞ − 𝑢𝑗
1
𝑅𝑖𝑛𝑠 +
ℎ

Equation 4.20

where h is the parameter to be optimized. This equation is calculated in the Get_Opt_Par
function in Section A.2.17. The left and right boundary conditions were modeled as convection
boundary conditions to 21.11°C air with the convection coefficient h.
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Modeling the boundary condition as shown in Equation 4.20 turned the MAE and RMSE
of the simulations into functions of h. With the fit statistics as functions of the convection
coefficient, a first-order golden section search (GSS) optimization for h was conducted.
Optimizing for MAE would minimize the sum of prediction errors between the measured and
simulated values, possibly at the expense of accuracy at individual nodes. Optimizing for RMSE
penalizes large prediction errors on individual data points even at the expense of overall
simulation fit. Either MAE or RMSE could have been chosen as the objective function to
minimize with respect to h, but RMSE was chosen. This choice was made because the goal of
this optimization was to determine an h value that could be applied to model any heating test
with similar boundary conditions. Four to five thermocouples were available to fit to in the GSS
optimization. Consequently, optimizing h to minimize the RMSE would avoid the case where a
value of h is found that reduces total error by fitting well to the boundary TCs but has a very
poor fit to the center TCs. It is important to note that the GSS optimization used comparative
simulations rather than predictive because to optimize the fit to the experiments, the
experimental parameters must be used to get the true heating input.
The bounds a, and b of the GSS optimization of h were set to 0 and 25 W/m2K. For the h
= 0 simulation, the Get_Opt_Par function modified Equation 4.20 to an adiabatic boundary. The
simulation used 25 W/m2K for b because that was within the range of h values for natural
convection to air and assumed to be an order of magnitude larger than the actual expected value.
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The GSS optimization then calculated x1 and x2 using
𝑥1 = 𝑎 + 𝑑𝐺𝑆𝑆

Equation 4.21

𝑥2 = 𝑏 − 𝑑𝐺𝑆𝑆

Equation 4.22

and dGSS was the GSS step size calculated by
𝑑𝐺𝑆𝑆 = 0.618 ∗ (𝑏 − 𝑎)

Equation 4.23

The optimization ran simulations for h = a, h = b, h = x1, and h = x2 using the parameters
of the S4 simulations, e.g., the methods described in Section 4.2.2 and the best selected ETC
model. The RMSE for all four simulations and the four domains were calculated and averaged to
calculate f(a), f(b), f(x1), and f(x2). The difference between f(x1) and f(x2) was checked. If it was
less than a 0.01 tolerance, the optimization ended, and the h value for the minimum f(h) was
chosen as the optimum. If the optimizer did not reach convergence, it would check if f(x1) was
less than f(x2). If yes, the optimizer recalculated x1; if not, x2 was recalculated. The optimizer
simulated the heat transfer with the new value of h. This process was repeated until convergence.
The optimization results were the f(h) curves for each domain and the average of all four.
The transient temperature measurements from the heating tests were compared with the
corresponding nodes of the optimum configuration for each domain. These simulations were
designated as S5.
4.2.5 Testing the Updated Heat Transfer Simulation
The heat transfer simulation had been updated through improvements to the domain
discretization, heating model, ETC modeling, and optimization of the boundary condition.
Throughout this update, heating tests and domains of specimens C3, C7, C8, and C9 were used
as the training data set for the simulation accuracy. C10, C12, and C5 were used as a test data set
to further validate the simulations. Predictive simulations were conducted for C10 and C12 using
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the updated methods discussed. The simulations were designated as S7, and making them
predictive ensured that they were decoupled from the test data. Therefore, these simulations were
a true evaluation of the simulation accuracy using the updated methods.
The idealized thermocouple X positions and measured Z positions of the leads were used
for the thermocouple nodes, as shown in Table 4.2. The simulations used control logic to follow
the test procedure of heating at 7 or 8 volts input until 121.11°C was reached. Upon reaching the
target temperature, the input voltage was reduced to 4 volts until a maximum temperature of
168.33°C was reached.
Three final comparative simulations were run for C10, C12, and C5 using the updated
methods. These simulations were designated as S8. The fit statistics of the simulations for C10
and C12 were compared to the predictive simulations and used to evaluate the local heating
methods in Section 3.3. The simulation for C5 was also used in Section 3.3. This simulation was
unique because the heating test of C5 used surface heating elements which were modeled as a
heat flux boundary condition.
4.3 Results
4.3.1 Results of First Generation Simulations
Table 4.6: The statistical fit results for the heating element design optimizations to the first round
of heating tests.

Simulation
S0.1.3
S0.1.7
S0.1.8
S0.1.9

Heating
Test
Modeled
T1.1.1
T1.1.2
T1.1.3
T1.1.4

Measured
Heating
Times [min]

26.17
15.38
13.20
20.91

Δt [min]
-21
-12
-13
-17
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Simulation Fit Results
Averaged RMSE
Averaged MAE [°𝐶]
[°𝐶]
62.91
78.75
61.40
77.12
56.45
71.60
71.44
88.54

Table 4.6 shows the fit statistics of the S0 simulations compared to heating tests T1.1.1
through T1.1.4 of specimens C3, C7, C8, and C9, respectively. The averages of the two fit
statistics for the four simulations are significantly larger than the acceptable MAE and RMSE of
10°C. Therefore this generation of simulation model was not validated. The Δt term corresponds
to the difference in heating time between the measured and simulated results. Figure 4.4 through
Figure 4.7 show the thermocouple nodes' temperature curves from the S0 simulations plotted
against their counterparts from the heating test thermocouple measurements. See Section 4.2.1
for thermocouple node locations. The results in this section convey that while this generation of
simulation model was fast (computational times in the range of one to two minutes) and simple
to code, it poorly modeled the physical system. This method will not likely produce suitable
results for any materials or domains similar to the ones in this work.

Figure 4.4: The transient temperature curves of the thermocouple nodes for simulation S0.1.3
and the thermocouple measurements of T1.1.1.
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Figure 4.5: The transient temperature curves of the thermocouple nodes for simulation S0.1.7
and the thermocouple measurements of T1.1.2.

Figure 4.6: The transient temperature curves of the thermocouple nodes for simulation S0.1.8
and the thermocouple measurements of T1.1.3.
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Figure 4.7: The transient temperature curves of the thermocouple nodes for simulation S0.1.9
and the thermocouple measurements of T1.1.4.
4.3.2 Results from the Second Generation Simulations
This section presents and discusses the results of simulations listed in Table 4.3. The
results are not the final fit of the simulation but the first improvement iteration results. These
simulations differed from the S0 simulations using an improved discretization method. This
method allowed the ETC to be treated as orthotropic and modeled at the laminate level, and it
improved the modeling of the heat generation.
Table 4.7 shows the fit statistics of the simulations using the second-generation
discretization method and heating model. Figure 4.8 through Figure 4.15 show a comparison
between the temperature curves of the simulations and the thermocouple measurements of the
corresponding tests. Figure 4.8 through Figure 4.11 show the averaged power input from the
heating tests (dashed solid line) and the simulated power input (dashed red line) plotted with the
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temperature curves. These are included because they show the difference between the actual
averaged power inputs and simulated during a predictive model. That difference can have a
significant influence on the simulation accuracy. The comparative simulation results shown in
Figure 4.12 through Figure 4.13 only show the measured power input because that is what the
comparative simulations used in the heat generation model.
Table 4.7:The fit statistics of the results generated by the updated simultaion and discritization
method.
Measured
Heating
Simulation
Times
[min]

S1.1.3
S1.1.7
S1.1.8
S1.1.9

26.17
15.38
13.20
20.91

-10
-4
-4
-6

S2.1.3
S2.1.7
S2.1.8
S2.1.9

Δt
[min]

N/A

Averaged Averaged
MAE
RMSE
[°C]
[°C]
22.00
19.46
30.72
16.76

26.47
22.01
34.57
19.28

32.46

39.59

23.32

28.81

33.30

39.68

22.18

27.35

Percent Change from S0
Simulations [%]
Averaged
Averaged
Δt
MAE
RMSE
-52.38
-69.34
-66.39
-66.67
-68.31
-71.46
-69.23
-45.58
-51.72
-64.71
-76.54
-78.22

N/A

-48.40

-49.73

-62.02

-62.64

-41.01

-44.58

-68.95

-69.11

The results of simulation groups S1 and S2 show that the updates to the discretization
method and heating model significantly improved the accuracy of the simulation. However, the
simulation was still not considered validated because the average of the MAE and RMSE for the
S1 and S2 simulations were not less than or equal to 10°C. The fit statistics of the predictive S1
simulation group show the simulations were still significantly under-predicting the heating time.
This underprediction was due to inaccuracies in the ETC model and boundary conditions. The
predictive S1 simulations had significantly better results in the estimated heating time than the
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initial simulations. The difference between the measured and estimated heating time decreased
by a range of 52.38 to 69.23%.

Figure 4.8: The transient temperature curves of the thermocouple nodes for simulation S1.1.3
and the thermocouple measurements of T1.1.1 along with the simulated power input and the
averaged measured power input.
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Figure 4.9: The transient temperature curves of the thermocouple nodes for simulation S1.1.7
and the thermocouple measurements of T1.1.2 along with the simulated power input and the
averaged measured power input.

Figure 4.10: The transient temperature curves of the thermocouple nodes for simulation S1.1.8
and the thermocouple measurements of T1.1.3 along with the simulated power input and the
averaged measured power input.
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Figure 4.11: The transient temperature curves of the thermocouple nodes for simulation S1.1.9
and the thermocouple measurements of T1.1.4 along with the simulated power input and the
averaged measured power input.

Figure 4.12: The transient temperature curves of the thermocouple nodes for simulation S2.1.3
and the thermocouple measurements of T1.1.1 along with the averaged measured power input.
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Figure 4.13: The transient temperature curves of the thermocouple nodes for simulation S2.1.7
and the thermocouple measurements of T1.1.2 along with the averaged measured power input.

Figure 4.14: The transient temperature curves of the thermocouple nodes for simulation S2.1.8
and the thermocouple measurements of T1.1.3 along with the averaged measured power input.
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Figure 4.15: The transient temperature curves of the thermocouple nodes for simulation S2.1.9
and the thermocouple measurements of T1.1.4 along with the averaged measured power input.
From Table 4.7, the comparative simulations appeared to have a worse fit than the
predictive. This worse fit was due to the comparative simulations modeling the full heating test
rather than stopping when reaching a peak thermocouple temperature like the predictive
simulations. Therefore, since the comparative simulations went on for longer and the slope of the
simulations does not match the measured results, the error grows as time goes on. This error
could be seen in the larger differences between the thermocouple averaged RMSE and MAE in
the comparative simulations in Table 4.7. A large difference between RMSE and MAE points to
high variance in the individual data points. However, when looking at the same range of data, the
comparative simulations performed better than the predictive, as shown in Table 4.8. These
results showed that comparative simulations did provide better accuracy than the predictive ones.
These results made sense as the comparative simulations used the averaged measured power
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input and should fit better than the predictive. However, even over the reduced range, this
second-generation simulation modeling was not validated as the MAE and RMSE are not under
10°C.
Table 4.8: The results of comparing the fit statistics of S1 and S2 over the same data range.

Heating Test
Modeled

Data Range
[s]

Averaged
MAE [°C]

Averaged
RMSE
[°C]

Percent Change S1 to S2
Averaged
Averaged
MAE
RMSE

S1.1.3
S1.1.7
S1.1.8
S1.1.9

T1.1.1

0-960

T1.1.2

26.47
22.01
34.57
19.28

N/A

T1.1.4

0-720
0-540
0-900

19.29
19.46
30.72
16.76

S2.1.3

T1.1.1

0-960

S2.1.7

T1.1.2

0-720

S2.1.8

T1.1.3

0-540

S2.1.9

T1.1.4

0-900

13.83
9.26
10.14
10.24

17.03
13.53
16.07
15.53

Simulation

T1.1.3

-28.3

-35.66

-52.42

-38.53

-66.99

-53.51

-38.9

-19.45

4.3.3 Results from Third Generation Simulations
Figure 4.16 through Figure 4.19 display the design exploration results of the six ETC
model combinations shown in Table 4.4. Figure 4.16 shows the models as functions of fiber
orientation at a constant volume fraction of 0.4 using the thermal conductivities for the PETg and
E-glass shown in Table 3.4. All six models converged to the same value, 0.574 W/m2K, when
modeling the ETC along the fiber direction. This convergence occurred for kx when 𝜃 was 90°,
for ky when 𝜃 was 0°, and never for kz. This result made sense as the ETC combinations used the
parallel ROM for the k1 model and when the fiber orientation was 0° kx was equal to ky, and
when fiber orientation was 90° ky was equal to k1.
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The results differed when modeling the Z-direction ETC, i.e., for kx when 𝜃 was 90°, for
ky when 𝜃 was 0°, and at any fiber angle for kz. Combination 2 of the parallel and series ROM
resulted in the lower bound for transverse ETC. Rayleigh’s model was halfway between ROM
and the other ETC model combinations. Cheng and Vachon’s model was the upper limit, but
other combinations were closely grouped below it. However, this changes when investigating the
ETC model dependency on constituent properties.

Figure 4.16: The six ETC combinations transformed to the global frame and plotted as functions
of fiber angle for a constant fiber volume fraction of 0.40.
Figure 4.17 through Figure 4.19 show the models behaved similarly to Figure 4.15 as
functions of fiber volume fraction at constant fiber orientations. Combination 2 was still the
lower bound for most fiber volume ranges, and Cheng and Vachon’s model was the upper
bound. However, at a fiber volume fraction of 0.87, Rayleigh’s model crossed the ROM model
and became the lower bound because Rayleigh’s model did not capture the non-linear
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relationship between ETC and fiber volume fraction. Combination 5 diverged significantly from
the other models at fiber volume fractions greater than 0.6. The divergence of Rayleigh’s and
Cheng and Vachon’s models was investigated for different kf and km values. The results showed
the same divergence points. These model breakdowns were determined not to be an issue
because the fiber volume fraction of the constituent materials in these laminates had an upper
limit of 0.4.

Figure 4.17: The six ETC combinations transformed to the global frame and plotted as functions
of fiber volume fraction at a constant fiber orientation of θ=0°.
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Figure 4.18: The six ETC combinations transformed to the global frame and plotted as functions
of fiber volume fraction at a constant fiber orientation of θ=90°.

Figure 4.19: The six ETC combinations transformed to the global frame and plotted as functions
of fiber volume fraction at a constant fiber orientation of θ=45°.
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Evaluation of the models as functions of kf and km are shown in Figure 4.20 and Figure
4.21. These results show that the ETC models presented in Section 4.2.3 all have non-linear
relationships with respect to kf and km. This highlights that Cheng and Vachon’s model (the upper
limit in Figure 4.16) is not always the upper limit. For a constant matrix conductivity, fiber
angle, and fiber volume fraction, the Geometric Mean model will be the upper limit for most of
the range from 0 to 20 W/mK. For a constant fiber thermal conductivity and a varying matrix
conductivity, Maxwell’s model is the upper limit. It, along with Cheng and Vachon’s model and
the Rule of Mixtures model, exhibits non-linearity from 0 to 1 W/mK and then becomes linear
for the remainder of the range.

Figure 4.20: The six ETC combinations transformed to the global frame and plotted as functions
of fiber thermal conductivity at a constant fiber volume of 0.4 and fiber orientation of θ=0°.
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Figure 4.21: The six ETC combinations transformed to the global frame and plotted as functions
of matrix thermal conductivity at a constant fiber volume of 0.4 and fiber orientation of θ=0°.
Based on these results, it is recommended that Cheng and Vachon’s and Rayleigh’s
models not be used for materials with volume fractions above their divergence points, 0.6 and
0.87, respectively. If modeling materials with fiber thermal conductivity that is much larger than
the matrix thermal conductivity, the Geometric Mean model will be significantly larger in
magnitude than the other five. The opposite is true for the rule of mixtures when the matrix
thermal conductivity is larger than the fiber thermal conductivity: the model is much lower than
the other five. Therefore, an additional recommendation is given that the geometric model and
the rule of mixtures model should not be used under those described conditions.
The ETC model evaluation applied the five additional ETC model combinations to the
four domains for the S3 and S4 simulations. Figure 4.22 through Figure 4.24 show the fit
statistics of the simulations for the six ETC models averaged by domain. The domain averaged
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fit statistics trends were consistent between the predictive and comparative simulations. Three of
the five new ETC models performed better than the original Charles and Wilson model. The
exceptions were the ROM and Rayleigh’s models. Cheng and Vachon’s model resulted in the
best simulation fit for all four domains and both simulation types. The results of the fit statistics
showed that for comparative simulations, the averaged RMSE and MAE were at or below 10°C
for all domains except C8. This discrepancy was likely due to the thermocouple positions used in
the C8 domain model not being as accurate. Again, the predictive simulations seemed to have a
better fit, but like what was seen in Section 4.3.2, the comparative simulations were more
accurate over the same data range. The exception to this was the Cheng and Vachon’s model,
which resulted in a better fit for the comparative models highlighting its superior performance.

Figure 4.22: The MAE of the S3 simulations averaged by domain for each ETC model.
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Figure 4.23: The RMSE of the S3 simulations averaged by domain for each ETC model.

Figure 4.24: The MAE of the S4 simulations averaged by domain for each ETC model.
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Figure 4.25: The RMSE of the S4 simulations averaged by domain for each ETC model.
one for these simulations.
This third-generation simulation model that uses Cheng and Vachon’s model for ETC
was considered partially validated for the comparison simulations. The simulation for the T1.1.3
had higher errors that brought the RMSE average above the 10°C. These were likely due to the
uncertainty in the thermocouple location because specimen C8 was not water-jetted to measure
the thermocouple locations. Therefore, the simulation modeling generation was still considered
partially validated as the simulation for T1.1.3 would likely be within the validation range with
more accurate TC positions. Consequently, it is recommended that in the future specimen, the
TC position be controlled as much as possible to allow for more accurate positions in the
simulation domains.
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Table 4.9 and Table 4.10 contain the values of the fit statistics and the time difference
from the measured values in the case of the predictive S3 simulations. These values were
compared to the previous iteration’s corresponding simulations, i.e., S3 simulations were
compared to S1 and S4 to S2. S1 and S2 simulations both used the updated discretization
methods and heat generation model but used Charles & Wilson’s ETC model for k2. The results
again showed that Cheng and Vachon’s model performed the best for this material. Rayleigh’s
model closely matched Charles and Wilson’s model but was slightly less accurate. This is due to
Rayleigh’s model equaling Charles and Wilson’s model until they begin to diverge at volume
fractions of 0.5. The ROM model had the lowest accuracy, which made sense because the
models are considered upper and lower bounds of an effective property.
In the time domain for predictive simulations, Cheng and Vachon’s model predicted the
heating time within 1 minute for all but C3, which was underestimated by 5 minutes. That
underestimation could be attributed to the inaccuracies in the boundary conditions or
thermocouple locations, but it was difficult to isolate the exact cause. The Geometric Mean
model overpredicted the heating time by 2 to 7 minutes for every domain. This is likely due to
the Geometric Mean model resulting in larger ETC values than the other five models at large
differences between fiber and matrix thermal conductivities when kf is larger. The heating
element had a kf about two orders of magnitude greater than the PETg. Under those conditions,
the Geometric Mean model overpredicts the heating element ETC, which reduces the absolute
temperature because more heat is conducted from those nodes with a higher ETC. Consequently,
the heating time increases.
Cheng and Vachon’s model was chosen for all future simulations due to its superior
performance for these domains. Figure 4.26 through Figure 4.32 show the comparisons of
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simulated and measured transient temperature curves using the Cheng and Vachon ETC model.
Note that it is difficult to see some of the simulated lines due to the close fit of the simulations.
There did not appear to be any bias toward over or underpredicting the thermocouple node
temperatures with this model. That phenomenon appeared to be more dependent upon domain
(thermocouple position error) than the ETC model. For example, in simulations S4.5.3 and
S4.5.7, TC 1 was underpredicted, and TC 4 was overpredicted. In S4.5.8, the opposite was true,
and in S4.5.9, both tracked very well. In general, the internal thermocouple placed between
heating elements did appear to have better fits than those placed near a boundary. This result
made sense as the boundary condition is an idealized one for these simulations.
This third-generation simulation model that uses Cheng and Vachon’s model for ETC
was considered partially validated for the comparison simulations. The simulation for the T1.1.3
had higher errors that brought the RMSE average above the 10°C. These were likely due to the
uncertainty in the thermocouple location because specimen C8 was not water-jetted to measure
the thermocouple locations. Therefore, the simulation modeling generation was still considered
partially validated as the simulation for T1.1.3 would likely be within the validation range with
more accurate TC positions. Consequently, it is recommended that in the future specimen, the
TC position be controlled as much as possible to allow for more accurate positions in the
simulation domains.
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Table 4.9: The comparison of the fit statistics of S3 simulations to the fit statistics of the S1
simulations.

Measured
Heating
Times [min]

Δt
[min]

Averaged
MAE
[°C]

Averaged
RMSE
[°C]

26.17

-12

23.54

28.42

Percent Change from
S1 Simulations [%]
Averaged Averaged
Δt
MAE
RMSE
22.03
7.37
20.00

15.38

-6

32.98

36.39

50.00

69.48

65.33

13.20

-5

33.62

38.40

25.00

9.44

11.08

S3.2.9

20.91

-7

20.95

24.36

16.67

25.00

26.35

S3.3.3

26.17

-9

17.41

20.85

-10.00

-9.75

-21.23

15.38

-3

14.44

16.00

-25.00

-25.80

-27.31

S3.3.8

13.20

-3

15.64

18.65

-25.00

-49.09

-46.05

S3.3.9

20.91

-4

13.03

14.50

-33.33

-22.26

-24.79

S3.4.3

26.17

3

11.78

12.65

-70.00

-38.93

-52.21

15.38

5

16.66

20.13

25.00

-14.39

-8.54

13.20

3

14.23

16.81

-25.00

-53.68

-51.37

S3.4.9

20.91

7

17.61

20.59

16.67

5.07

6.79

S3.5.3

26.17

-5

10.03

11.98

-50.00

-48.00

-54.74

15.38

-1

6.98

8.01

-75.00

-64.13

-63.61

13.20

-1

16.03

17.64

-75.00

-47.82

-48.97

S3.5.9

20.91

-1

4.64

5.08

-83.33

-72.32

-73.65

S3.6.3

26.17

-10

22.00

26.48

0

14.05

0.04

15.38

-4

19.47

22.01

0

0.05

0.00

S3.6.8

13.20

-4

30.73

34.58

0

0.03

0.03

S3.6.9

20.91

-6

16.77

19.29

0

0.06

0.05

Simulation

ETC
Model

S3.2.3
S3.2.7
S3.2.8

ROM

S3.3.7
Maxwell

S3.4.7
S3.4.8

S3.5.7
S3.5.8

Geometric
Mean

Cheng and
Vachon

S3.6.7
Rayleigh
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Table 4.10: The comparison of the fit statistics of S4 simulations to the fit statistics of the S2
simulations.

Simulation

ETC
Model

Averaged Averaged
MAE
RMSE
[°C]
[°C]

Percent Change from
S2 Simulations [%]
Averaged
Averaged
MAE
RMSE
30.10
30.08

42.23

51.50

32.07

39.46

37.52

36.97

43.38

51.73

30.27

30.37

S4.2.9

31.22

38.15

40.76

39.49

S4.3.3

22.73

27.70

-29.98

-30.03

14.42

18.12

-38.16

-37.11

23.3

27.66

-30.03

-30.29

S4.3.9

13.42

16.65

-39.50

-39.12

S4.4.3

19.95

20.92

-38.54

-47.16

22.51

25.93

-3.47

-10.00

17.75

21.02

-46.70

-47.03

23.58

26.31

6.31

-3.80

9.47

11.07

-70.83

-72.04

7.99

8.98

-65.74

-68.83

9.64

11.29

-71.05

-71.55

S4.5.9

4.98

5.64

-77.55

-79.38

S4.6.3

40.03

50.25

23.32

26.93

23.34

28.83

0.09

0.07

33.32

39.70

0.06

0.05

22.2

27.37

0.09

0.07

S4.2.3
S4.2.7
S4.2.8

S4.3.7
S4.3.8

S4.4.7
S4.4.8

ROM

Maxwell

Geometric
Mean

S4.4.9
S4.5.3
S4.5.7
S4.5.8

S4.6.7
S4.6.8
S4.6.9

Cheng
and
Vachon

Rayleigh
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Figure 4.26: The transient temperature curves of the thermocouple nodes for simulation S3.5.3
and the thermocouple measurements of T1.1.1 along with the simulated power input and the
averaged measured power input.

Figure 4.27: The transient temperature curves of the thermocouple nodes for simulation S3.5.7
and the thermocouple measurements of T1.1.2 along with the simulated power input and the
averaged measured power input.
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Figure 4.28: The transient temperature curves of the thermocouple nodes for simulation S3.5.8
and the thermocouple measurements of T1.1.3 along with the simulated power input and the
averaged measured power input.

Figure 4.29: The transient temperature curves of the thermocouple nodes for simulation S3.5.9
and the thermocouple measurements of T1.1.4 along with the simulated power input and the
averaged measured power input.
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Figure 4.30: The transient temperature curves of the thermocouple nodes for simulation S3.5.3
and the thermocouple measurements of T1.1.1 along with the averaged measured power input.

Figure 4.31: The transient temperature curves of the thermocouple nodes for simulation S4.5.7
and the thermocouple measurements of T1.1.2 along with the averaged measured power input.
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Figure 4.32: The transient temperature curves of the thermocouple nodes for simulation S4.5.8
and the thermocouple measurements of T1.1.3 along with the averaged measured power input.

Figure 4.33: The transient temperature curves of the thermocouple nodes for simulation S4.5.9
and the thermocouple measurements of T1.1.4 along with the averaged measured power input.
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4.3.4 Results from Fourth Generation
Figure 4.34 shows the results of the GSS optimization for the convection coefficient on
domains C3, C7, C8, and C9. The optimization resulted in minima at 0 W/m2K for C7 and C9,
while C8 had an optimum at 3.82 W/m2K and C3 at 6.18 W/m2K. That was a significant range
for the convection coefficient and possibly pointed to a poor choice of modeling the boundary as
a thermal resistance network. However, the large range could have been due to differences in
environmental conditions as the specimens were tested on different days. Additionally, it could
have been some residual error in the simulation not yet found.
The goal was not to find the optimum of every domain but to generate a value for the
convection coefficient that could be used for all domains with similar test conditions (ceramic
wool insulation). Therefore, the optimization treated the four RMSE values as one objective
function, which resulted in 1.51 W/m2K as the optimal convection coefficient for all four
domains. Figure 4.35 through Figure 4.37 show the simulated results using the new convection
coefficient plotted against the measured results.

Figure 4.34: The results of the GSS optimization for convection coefficient of domains C3, C7,
C8, and C9.
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Figure 4.35: The transient temperature curves of the thermocouple nodes for simulation S5.5.3
and the thermocouple measurements of T1.1.1 along with the averaged measured power input.

Figure 4.36: The transient temperature curves of the thermocouple nodes for simulation S5.5.7
and the thermocouple measurements of T1.1.2 along with the averaged measured power input.
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Figure 4.37: The transient temperature curves of the thermocouple nodes for simulation S5.5.8
and the thermocouple measurements of T1.1.3 along with the averaged measured power input.

Figure 4.38: The transient temperature curves of the thermocouple nodes for simulation S5.5.9 and
the thermocouple measurements of T1.1.4 along with the averaged measured power input.
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Table 4.11: The fit statistics of the S5 simulations using the updated convection coefficient with
comparisons to the S3 simulations.

Averaged Averaged
Simulation
MAE
RMSE
[°C]
[°C]
S5.5.3
S5.5.7
S5.5.8

7.82
8.11
9.25

9.06
9.20
10.69

S5.5.9

5.58

7.01

Percent Change from S3
Simulations [%]
Averaged
Averaged
MAE
RMSE
-22.03
-24.37
16.19
-42.30
20.26

14.86
-39.40
37.99

Table 4.11 contains the fit statistics of the S5 simulations, which used the convection
coefficient from the GSS optimization. The simulation fit of the C3 and C8 domains improved
but worsened for C7 and C9. The convection coefficient was not ideal for all domains. However,
the fourth generation of the simulation was considered validated because the average of the MAE
and RMSE of the four simulations is 7.69°C and 8.99°C, respectively.
4.3.5 Results of the Testing Data Set
The training set for the simulation consisted of domains C3, C7, C8, and C9 with their
corresponding heating test data. The test set included C10, C12, and C5 and began with
predictive simulations of the first two, then comparative simulations of all three. The fourthgeneration simulation model was used to ensure these were accurate evaluations of the
simulation. Table 4.12 contains the fit statistics by thermocouple and the average of all
thermocouples. Figure 4.39 through Figure 4.43 show the simulation fits for the testing data sets.
The measured power input (dashed black line) and the simulated power input (dashed red line)
for the predictive simulations are included.
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The averaged fit statistics of the simulations for the C10, and C12 domain test set were
compared to the averages of the MAE and RMSE for the training set. The averages of the
training set MAE and RMSE were 7.69 and 8.99°C, respectively. These results showed that the
simulation performed better than average on the test set. The comparative simulations performed
significantly better than the predictive simulations, which is likely due to the comparative
simulations modeling the power input more accurately. Interestingly for simulations on C10 and
C12, the RMSE improved more than the MAE compared to the testing set average. This
difference in improvement was true for both predictive and comparative simulations and pointed
to less variation between the measured and predicted data. That decreased variation could have
been due to the slower heating rates, which established a uniform heating zone. Therefore, there
was less separation between the measured temperature curves. When looking at other simulation
results, such as Figure 4.35 through Figure 4.38, the simulated curves were grouped closer than
the measured curves showing that the simulation modeled the heating zone as more uniform than
reality. This characteristic was more pronounced for faster heating times like in simulations of
C8 as shown in Figure 4.37. Therefore, the slower heating time naturally crated more uniform
curves, which the simulation models better. This uniformity discrepancy was possibly due to the
exclusion of interfacial thermal resistance in the simulation between fiber and matrix and the
laminae.
The individual thermocouple fits are shown in Table 4.12. It is important to note that TC
4 in the results of S6.5.12 and S7.5.12 was noted to be anomalous. This was because, during
consolidation, the thermocouple leads were caught on the press safety gate. TC 5 was pulled out
of the stack entirely, and TC 4 was pulled from its position near the in-plane centerline toward
the edge of the specimen. This manufacturing error accounted for the large discrepancy in MAE
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and RMSE and could be seen in the distance between the measured curves in Figure 4.40 and
Figure 4.42. The fit statistic values for TC 4 of domain C12 were not included when calculating
the averages of the simulations. Another deviation in the results was TC 2 in simulations S6.5.10
and S7.5.10 for specimen C10. The MAE and RMSE of that thermocouple were significantly
higher than the other four of the simulations. From Figure 4.39 and Figure 4.41, the simulation
overpredicts the temperature at the location of TC 2, which was unusual, it being an interior
thermocouple. This discrepancy pointed to the source of the error being a shift in the
thermocouple during placement or consolidation. A shift to the edge of the heated zone would
have appeared as a lower than expected temperature curve. The remaining thermocouples for
simulations of C10 and C12 performed as expected with fit statistics close to the average for the
training data set. There appeared to be no bias in the simulation accuracy on the position of the
thermocouples, e.g., simulations for C10 were more accurate for the boundary thermocouples,
and simulations for C12 were more accurate for the interiors. It was likely that this was more an
artifact of using the averaged optimized convection coefficient and that the chosen value
happened to match the h of C10 more than C12.
For the comparative simulation of C5, S7.5.5, the fit statistics were better than the
training set average. However, the MAE and RMSE of TC 4 had a difference of 2.23°C, which
was larger than the average for the simulations. Figure 4.43 shows that TC 4 was overpredicted
by the simulation. The heating test of C5 used surface heating elements. Therefore there was a
possibility it was related to that. However, if that were the case, it would make sense that TC 1
would also have had a high variance. This was not the case, pointing to the thermocouple
position modeling being the cause of the lower accuracy in TC 4 of S7.5.5.
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The fourth-generation simulation model performed very well on the test data set, with an
average MAE and RMSE of 5.00°C and 5.79°C, respectively. The iterative design approach
increased accuracy and effectively produced a functional modeling and analysis tool. The
improvements occurred sequentially. Consequently, it was difficult to say which provided the
most significant absolute increase in simulation fit. However, comparisons of relative increase
were made. It is important to note that “increase in simulation fit” referred to a decrease in the
MAE and RMSE of the simulation results. The domain discretization and heating model update
resulted in an MAE and RMSE percent decrease of 64.94% and 66.94% for predictive
simulations and 55.10% and 56.52% for comparative simulations. The evaluation of ETC models
and use of Cheng and Vachon’s model resulted in MAE and RMSE percent decreases of 58.07%
and 60.24% for predictive simulations and 71.29% and 72.95% for comparative simulations. The
optimization and use of an average convection coefficient of 1.51 W/m2K resulted in a
comparative simulation MAE and RMSE percent decrease of 6.97% and 2.73%. Therefore, the
most significant relative improvement came from the choice of the ETC model and the least
significant relative improvement from the boundary condition modeling. These results
highlighted the importance of ETC model choice in heat transfer modeling of composites.

121

Table 4.12: The fit statistics of the predictive and comparative simulations for C10 and C12. The
* signifies the thermocouple was in error, and the data was ignored from the fit statistic
averaging.

Thermocouple Fit
Statistics
Sim

S6.5.10

S6.5.12

S7.5.10

S7.5.12

S7.5.5

TC

MAE
[°C]

RMSE
[°C]

TC 1

3.87

4.61

TC 2

17.16

18.40

TC 3

6.12

6.65

TC 4

8.41

8.91

TC 5

3.12

3.81

TC 1

9.83

10.57

TC 2

6.07

7.34

TC 3

5.19

6.55

TC 4

35.11*

36.66*

TC 1

6.37

7.25

TC 2

9.50

10.83

TC 3

3.43

3.73

TC 4

1.20

1.50

TC 5

6.00

6.37

TC 1

4.04

4.81

TC 2

3.36

3.69

TC 3

3.27

3.53

TC 4

33.13*

35.56*

TC 1

2.08

2.86

TC 2

8.08

8.81

TC 3

4.62

6.07

TC 4

9.71

11.94

Measured
Heating
Time
[min]

Simulation Fit Statistics

Percent Change from
Average of Training
Set [%]

Δt
[min]

Averaged
MAE [°C]

Averaged
RMSE
[°C]

Averaged
MAE

Averaged
RMSE

10.45

4

7.73

8.48

0.52

-5.67

14.86

0

7.03

8.15

-8.58

-9.34

5.30

5.94

-31.08

-33.93

3.56

4.01

-53.71

-55.39

6.12

7.42

-20.42

-17.46

N/A
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Figure 4.39: The transient temperature curves of the thermocouple nodes for simulation S6.5.10
and the thermocouple measurements of T1.2.1 along with the simulated power input and the
averaged measured power input.

Figure 4.40: The transient temperature curves of the thermocouple nodes for simulation S6.5.12
and the thermocouple measurements of T1.2.2 along with the simulated power input and the
averaged measured power input.
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Figure 4.41: The transient temperature curves of the thermocouple nodes for simulation S7.5.10
and the thermocouple measurements of T1.2.1 along with the averaged measured power input.

Figure 4.42: The transient temperature curves of the thermocouple nodes for simulation S7.5.12
and the thermocouple measurements of T1.2.2 along with the averaged measured power input.
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Figure 4.43: The transient temperature curves of the thermocouple nodes for simulation S7.5.5
and the thermocouple measurements of T1.3.1 along with the averaged measured power input.
4.4 Conclusion
This chapter presented four methodologies for modeling the heat transfer within CFRTP
laminates. The initial simulation was simple but inaccurate, underpredicting the heating time by
720 to 1260 seconds and with MAE and RMSE of 56.45°C to 71.44°C and 71.60°C to 88.54°C,
respectively. The current research does not consider the first generation as validated, but
researchers could use it as a quick approach to determine the shape of the temperature profile.
The addition of more accurate heat generation models would likely make it a fast and somewhat
accurate model.
The second method was more accurate than the first and showed that the proposed
discretization and heat generation models effectively improved simulation fits. These
improvements ranged from 28.30 to 66.99 and 19.45 to 53.51 percent decrease in MAE and
RMSE. However, the current research does not consider them validated. The discretization and
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heat generation model provided the foundation for the final two simulations, and researchers
could use these techniques for any similar materials and heating conditions.
The third generation evaluated six ETC models and selected Cheng and Vachon’s model
as the most accurate. The evaluation of the models for CFRTP laminates will be useful for any
thermal modeling of similar laminates. The current research considered the third generation
method of using Cheng and Vachon’s model with the updated discretization method and heat
generation model validated with MAE and RMSE of 4.98°C to 9.64°C and 5.64°C to 11.29°C,
respectively.
The fourth-generation introduced a value of 1.51 W/m2K for h fit to the training data set
as an average. The simulation results showed that this method gave less accurate results on
domains C7 and C9, which had better fits in the third generation. However, the fit was better for
C3 and C8, which made the aggregate fit of all domains more accurate. This averaged h value
can be used for similar test conditions.
A comparison of the improvements in generations two through four showed that the
change in the ETC model gave the most significant relative decrease in MAE and RMSE of
71.29% and 72.95%, respectively. The least significant improvement was the averaged
optimized convection coefficient, which decreased the MAE and RMSE by 6.97% and 2.73%.
Finally, the simulations were tested using a data set of three domains and heating test
data. The results showed that the simulation had similar fits to the training data sets. That result
showed that the simulations were an accurate tool for modeling and analyzing the local heating
via embedded resistive heating element networks of these thermoplastic laminates.
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CHAPTER 5
SUMMARY, RECOMMENDATIONS AND FUTURE WORK
5.1 Summary
The current research provided a method of locally heating structural CFRTP laminates of
138 layers and thicknesses of 2.81 to 3.23 cm via networks of three to four embedded resistive
heating elements. This method of local heating is recommended for any work where direct
through-the-thickness heating is required of CFRTPs within a discrete section of the material.
Six heating element designs were deemed viable for reaching a target temperature processing
temperature of 168.33°C within one hour without introducing noticeable defects showing the
potential of this method for multiple applications. Some examples of applications would be
secondary thermoforming processes of flat stock where the heating elements are placed in the
bend regions, composite repair applications where the heating elements are placed in areas where
matrix degradation is expected, or welding applications in which a heating element is placed near
the edge of the laminate to heat the surface for joining directly to the laminate without the need
for an interface material.
The range of efficiencies for the heating method was 60 to 77%. Higher power inputs
resulted in faster heating times and greater efficiencies but less uniform heating zone temperature
through the thickness of the part. Increasing the number of heating elements improved both
efficiency and uniformity with a slight increase in heating time for the same power input. From
these results, it is recommended that when using this heating method, an acceptable temperature
difference between heating elements should be set to design to. Then using numerical
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simulations, the number of heating elements and power input required to achieve that should be
determined. This approach would reduce the likelihood of oversizing the power input and
causing unacceptable temperature differences in the heating zones.
The current research provided four simulation modeling methodologies for the heat
transfer in these CFRTP laminates. An evaluation criterion for the accuracy of the model was
established by using the transient thermocouple results of four heating tests as a training data set.
Each simulation modeling generation was applied to the training set and evaluated by calculating
the MAE and RMSE between the numerical results and the training data set. Simulation
modeling methodologies that resulted in MAE and RMSE averages below 10°C were considered
validated. This evaluation criterion was established using manufacturing experience showing
±10°C as an acceptable window around process parameters. This practical evaluation approach
was successful in producing simulations that perform well on both the training set and a testing
data set. Therefore, this evaluation approach of creating a training data set through
experimentation, establishing processing parameters based on validation criteria, and then testing
the simulation on a test data set is recommended for any numerical-based heat transfer modeling
of CFRTPs.
The first-generation of simulation modeling used idealized domains and heating models,
which were simple to code and had quick computation times of about one to two minutes.
However, the results fit the data very poorly, and therefore it is not recommended to use
simplified domains. The second-generation used a technique to improve domain model fidelity
via EXCEL files to hold spatial node properties. A scaling factor for the heat generation via the
mesh heating elements based on Z-direction node spacing, heating element thickness, and
heating element fiber volume fraction. The Z-direction mesh sizing was refined to capture
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individual lamina, which allowed for ETC models to be applied to the individual lamina directly
and then be transformed to the global coordinate frame. The X-direction discretization had a
finer mesh within the heating zone and a courser one (one order of magnitude larger node
spacing) outside of that. Additionally, the power input measured during the heating tests was
discretized in time at a step size of 60 seconds and used as input during comparative simulations.
Predictive simulations did not use this input method but still had improved fit statistics over the
first generation modeling. A mesh convergence study was conducted by quartering, halving, or
doubling the node spacing in both the time and space domains. The results show that the baseline
mesh sizing gives an error of ±2°C, significantly less than the fit error values found in Chapter 4.
Therefore, the fit error is likely due to the models; consequently, the baseline mesh size was
deemed acceptable for this application. Using a finer mesh also significantly increased the
computation times. Improvements in fit statistics were 40 to 70% for the second generation
compared to the first. Therefore it is recommended when numerically modeling the heat transfer
in thick CFRTP lamina with multiple fiber orientations, the discretization in the Z-direction be
fine enough that one node falls within each lamina to account for fiber orientations. In Xdirection discretization, a finer mesh is recommended in the heating zone, but a courser one with
node spacing up to an order of magnitude greater can be used outside of that. In the time domain,
the largest step size possible should be used without sacrificing accuracy, which in this case was
60 seconds. Additionally, if modeling a heating scenario where power input data is known,
discretize that with respect to time and use that as input to the simulation for higher accuracy.
Finally, it is also recommended that if modeling heat transfer via the proposed resistive heating
method that the scaling factor be used to avoid the simulation over predicting the heat generated
by the resistive mesh.
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The third simulation modeling generation evaluated six EMA-based ETC models as
functions of fiber volume fraction, fiber orientation, and constituent material thermal
conductivity. From this evaluation, it was found that Cheng and Vachon’s and Rayleigh’s
models diverge from the other four significantly at fiber volume fractions of 0.6 and 0.8,
respectively. From these results, it is recommended that Cheng and Vachon’s model and
Rayleigh’s model not be used beyond their respective divergence points. Plotting the ETC
models as functions of fiber and matrix thermal conductivity showed a non-linear relationship
between constituent properties and ETC for all models. When the differences between km and kf
are greater than one order of magnitude, the ETC models will diverge depending on which
constituent property is larger and the fiber volume fraction. For fiber volume fractions up to 0.4
and large differences in constituent thermal conductivities, the Geometric Mean model and the
Series Rule of Mixtures are not recommended when km is greater than kf as they underpredict the
ETC compared to the other four models. When kf is greater than km, the Geometric Mean model
is not recommended as it overpredicts the ETC compared to the other five models. The six
EMA-based models were used in the third simulation modeling generation, which resulted in
Cheng and Vachon’s model producing the best fitting simulations. Consequently, for any
numerical heat transfer modeling on similar materials with similar fiber volume fractions, it is
recommended that Cheng and Vachon’s model be used to calculate the ETC into the local fiber
frame and transform that into the global reference frame.
The fourth simulation modeling generation used a GSS-based optimization to find a value
for the convection coefficient that would minimize the RMSE of the training set. That value was
determined to be 1.51 W/m2K, effectively reducing the average MAE and RMSE of the
simulations on the training set to 6.72°C and 7.77°C. This modeling generation was applied to
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the test data set, and the fit was found to exceed the average of the training set. Therefore, it is
recommended that this value for the convection coefficient be used in any future simulation of
similar materials and test setups, e.g., ceramic wool insulation. However, if modeling domains
with different boundary conditions, the GSS optimization should be redone to find the correct
value of h that would minimize the training set RMSE. This fourth-generation modeling
methodology has been validated as a design and evaluation tool for the numerical heat transfer
modeling of CFRTPs. It has many potential applications for things like process modeling, design
of laminate stock to optimize for localized heating, evaluation of new heating modes, or
evaluation of new ETC models.
5.2 Future Work
It is recommended that future work be split into two categories focusing on the further
development of localized heating methods and how to apply them in manufacturing and
improvements to the numerical modeling of heat transfer in CFRTPs. The proposed localized
heating method has been validated and proven fast and efficient for thick CFRTPs. However, it
is limited in application due to the need to place the heating elements during consolidation. A
heating method that could be applied anywhere over a part and heat as needed would be optimal.
To that end, new local heating methods such as induction or microwave heating should be
explored for thick CFRTP laminates and could provide fast and uniform heating through the
thickness. For thinner laminates, localized IR, convection, and contact methods should also be
investigated as the heating time, and penetration issues are reduced as thickness is reduced.
There are significant questions to be addressed with each proposed method. Inductive
methods would require the inclusion of electro-magnetic susceptors, possibly in the form of
powder placed between the laminates during consolidation. Studies would have to be done on the
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viability of the method and the amount of susceptor material required. For microwave heating, it
is possible that material could be heated directly, but again susceptors may be required. There are
significant safety concerns with any microwave-based methods that need to be addressed and
accounted for in testing plans. IR, convection, and contact have similar questions to answer.
They need to be localized, and a relationship between laminate thickness, heating time, and
temperature uniformity needs to be established. A final question for all these heating methods is
how to incorporate them into localized manufacturing methods. For example, automatic tape
layup machines have a localized heating process with IR, but it is unclear whether this can be
extended beyond consolidation to a thermoforming process.
If continuing the proposed method of embedded resistive heating elements, it is
recommended that future work should focus on refining the power input to uniformity
relationship. The goal should be to establish a reliable model that for any heating element
configuration, power input, boundary, and initial conditions returns the heating time, temperature
profile, and degree of uniformity within the heating zone. This work would move the method
closer to a turn-key system which would be beneficial in transitioning this method to a
manufacturing process. Additionally, work should be conducted on making the heating element
placement less invasive to the laminate. A suggestion is to create PETg/SSt or PETg/NiCr tapes
that can be placed within the laminate during layup.
There are several recommendations for future work on the numerical modeling of heat
transfer in CFRTPs. The simulation’s heat generation model should be extended to include
inductive, microwave, and IR. This work would allow for the simulation’s use in future work on
the heating modes. This will require a literature review and material testing of proprieties like
reflectivity, absorptivity, and emissivity using differential scanning calorimetry. In regards to the
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thermal conductivity modeling, it is recommended that direct measurement and higher fidelity
models based on micro-mechanics be investigated. The direct measurements would give an
absolute value to compare the six EMA models in this work rather than a relative comparison
between EMA models. This work would likely show that the EMA models do not capture the
full complexity of the thermal conductivity in CFRTPs. The work on micromechanics-based
ETC models, along with the measured results, would allow for developing higher fidelity
models. These models could capture things like interfacial thermal resistivity or fiber geometry,
which is ignored in EMA models and likely attributed to the error seen in the simulations.
Implementing these higher fidelity models would likely increase computation time but provide
options for simulations of higher accuracy. A recommendation for numerical modeling related to
specimen manufacturing is to better control and know the positioning of the TCs within the
specimen. This work has shown that within the simulation domain models, accurate TC
positioning is important for accurate simulations and error calculations. Therefore, controlling
the positions would allow for more accurate simulations and error calculations.
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APPENDICES

MATERIALS FOR THE IMPLIMENTATION OF THE HEAT TRANSFER
SIMULATION
A.1 Simulation Discretization Methodology
This Appendix contains relevant information to the implementation of the heat transfer
simulation in Chapter 2. The color formatting of the original EXCEL file was used as a stencil
for the files LININD, TYPE, MAT, BC, and THETA. For LININD, the linear indices shown in the
cells of Figure 2.4 were copied and pasted into their files without color formatting. That file was
loaded into the simulation as a MATLAB array of size (Mx +1) by (My +1) by (Mz +1)For the
files TYPE, MAT, BC, and THETA, the color formatting was copied into a new file, and the
correct information was filled in; examples of each are shown in APPENDIX B.
Figure A.1.A shows the MAT file, which contained identifiers for the material of the
spatial nodes. There were different materials or composites; e.g., in specimen C3, there was the
PETg/E-glass material and the Nichrome of the heating elements. The MAT file for C3 used
flagS1 and 2 for identifying a laminate or heating element node. This approach was extendable to
any number of materials in a domain.
The methodology for discretizing the domains for the simulations centers on creating
MICROSOFT EXCEL files to load into the MATLAB simulation. contains the names and
descriptions of the EXCEL files. J is the number of spatial nodes, Mx, My, and Mz are the domain
segments in each global direction. The NTC, NHE, Nt values are the number of thermocouples,
heating elements, and time nodes. Full descriptions of all EXCEL files can be found in
APPENDIX A.

138

An EXCEL file is created containing the domain fully spatially discretized. A section of
this file for the domain of specimen C3 is shown in Figure 2.4. The remainder of this section will
use this domain as an example case. The cells of the EXCEL file equate to the spatial nodes of
the domain and hold the linear indices of the nodes. The file also contains the node indices for
the X and Z-directions, the node coordinates, and the layer. This method lends itself well to
variable spatial node spacing. For example, in this discretization, in the X direction, the heating
area (the area corresponding to nodes falling within the range of the left and rightmost heating
element nodes for the whole domain thickness) is segmented into nodes spaced 0.0254 cm apart.
Outside the heating area, the step size is 2.54 cm. For the Z direction, the domain is discretized
such that the top and bottom boundary would fall on the edge of the domain, i.e., at 0 and T cm,
where T is the thickness of the specimen. The discretization places all interior nodes to
correspond to the center of a tape such that the step size in the Z direction is ~0.002 cm.
However, this method has a limitation in that the X and Z values need to be constant within a
column and row, respectively. This discretization method allows fiber orientation-dependent
properties to be considered constant in the X direction because they were all within the same
lamina, which aids the simplification of Equation 2.2. The nodes corresponding to the
thermocouples, heating elements, boundaries, and interior are highlighted in purple, red, yellow,
and grey. The colors are purely for the formatting of the EXCEL files and do not affect the
simulation.
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Table A.1: The EXCEL files loaded into the heat transfer simulation.
File

MATLAB Array Size
Contents

Name

Rows Columns Planes

LININD Mz+1

Mx+1

My+1

Linear indices of the spatial nodes.

MAT

J

1

1

Material identifiers of the spatial nodes.

TYPE

J

1

1

Node type identifiers of the spatial nodes.

THETA

J

1

1

Fiber orientations of the spatial nodes.

BC

J

1

1

Boundary condition identifiers of the spatial nodes.

QB

J

9

1

The boundary conditions of the spatial nodes.

TC

NTC

NTC + 1

1

The indices of the thermocouple spatial nodes.

HE

~

NHE

1

The indices of the spatial nodes for the heating elements.

X

Mx+1

1

1

The X coordinates of the spatial nodes.

Y

My+1

1

1

The Y coordinates of the spatial nodes.

Z

Mz+1

1

1

The Z coordinates of the spatial nodes.

XYZ

J

3

1

The coordinates of the spatial nodes.

T

Nt

1

1

The time nodes of the simulation.

P

Nt

NHE

1

The power inputs at each time node.

TM

Nt

NTC

1

The thermocouple measurements at each time node.
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Figure A.1: The discretized domain with the material type (A), node type (B), fiber orientation
(C), and boundary type (D).
The TYPE file shown in Figure A.1.B contained an identifier for the node type. Node
type refers to the node's location within the domain, according to Table A.2. Table A.2 shows the
types for noes of a rectangular prismatic domain; however, this method lent itself well to the
extension of adding other node types for domains of varying geometries. The THETA file shown
in Figure A.1.C contains the fiber orientation at each node according to the layup schedules. The
BC file contains the boundary condition type for each boundary node highlighted in yellow
following Table A.2. The information from MAT, TYPE, THETA, and BC was formatted into
individual column vectors when loaded into the simulation.
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Table A.2: Node types in version 4 of the heat transfer simulation.
Description
Type

1D

2D

0

Interior
0<𝑋<𝑊

Interior
0<𝑋<𝑊
0<𝑍<𝑇

1

Left
endpoint
𝑋=0

Left edge
𝑋=0
0<𝑍<𝑇

2

Right
endpoint
𝑋=𝑊

Right edge
𝑋=𝑊
0<𝑍<𝑇

3

N/A

Left edge
0<𝑋<𝑊
𝑍=0

4

N/A

Bottom edge
0<𝑋<𝑊
𝑍=𝑇

5

N/A

Top left corner
𝑋=0
𝑍=0

N/A

Bottom left corner
𝑋=0
𝑍=𝑇

7

N/A

Top right corner
𝑋=𝑊
𝑍=0

8

N/A

Bottom right
corner
𝑋=𝑊
𝑍=𝑇

6

9

N/A

N/A

10

N/A

N/A

11

N/A

N/A

12

N/A

N/A

13

N/A

N/A

Description
Type

3D
Interior
0<𝑋<𝑊
0<𝑍<𝑇
0<𝑌<𝐿
Front left edge
𝑋=0
0<𝑍<𝑇
𝑌=0
Front right edge
𝑋=𝑊
0<𝑍<𝑇
𝑌=0
Front top edge
0<𝑋<𝑊
𝑍=0
𝑌=0
Front bottom edge
0<𝑋<𝑊
𝑍=𝑇
𝑌=0
Front top left
corner
𝑋=0
𝑍=0
𝑌=0
Front bottom left
corner
𝑋=0
𝑍=𝑇
𝑌=0
Front top right
corner
𝑋=𝑊
𝑍=0
𝑌=0
Front bottom right
corner
𝑋=𝑊
𝑍=𝑇
𝑌=0
Back left edge
𝑋=0
0<𝑍<𝑇
𝑌=𝐿
Back right edge
𝑋=𝑊
0<𝑍<𝑇
𝑌=𝐿
Back top edge
0<𝑋<𝑊
𝑍=0
𝑌=𝐿
Back bottom edge
0<𝑋<𝑊
𝑍=𝑇
𝑌=𝐿
Back top left
corner
𝑋=0
𝑍=0
𝑌=𝐿
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1D

2D

3D
Back bottom left corner
𝑋=0
𝑍=𝑇
𝑌=𝐿
Back top right corner
𝑋=𝑊
𝑍=0
𝑌=𝐿
Back bottom right corner
𝑋=𝑊
𝑍=𝑇
𝑌=𝐿
Top left edge
𝑋=0
𝑍=0
0<𝑌<𝐿
Bottom left edge
𝑋=0
𝑍=𝑇
0<𝑌<𝐿

14

N/A

N/A

15

N/A

N/A

16

N/A

N/A

17

N/A

N/A

18

N/A

N/A

19

N/A

N/A

Top right edge
𝑋=𝑊
𝑍=0
0<𝑌<𝐿

N/A

Bottom right edge
𝑋=𝑊
𝑍=𝑇
0<𝑌<𝐿

20

N/A

21

N/A

N/A

Front face
0<𝑋<𝑊
0<𝑍<𝑇
𝑌=0

22

N/A

N/A

Back face
0<𝑋<𝑊
0<𝑍<𝑇
𝑌=𝐿

23

N/A

N/A

24

N/A

N/A

25

N/A

N/A

26

N/A

N/A

Left face
𝑋=0
0<𝑍<𝑇
0<𝑌<𝐿
Right face
𝑋=𝑊
0<𝑍<𝑇
0<𝑌<𝐿
Top face
0<𝑋<𝑊
𝑍=0
0<𝑌<𝐿
Bottom face
0<𝑋<𝑊
𝑍=𝑇
0<𝑌<𝐿

Table A.3: The boundary condition types and their respective formatting for QB.
Formatting for QB EXCEL file

Boundary
Description
Type

𝑞1

𝑞2

𝑞3

1

Dirichlet

Specified temperature 𝑈 𝑖

0

0

2

Neumann

Specified Heat Flux 𝑞𝑖 "𝑖𝑡

1

0

3

Robins

Ambient Temperature 𝑢∞

Convection Coefficient ℎ𝑖𝑡

𝑖

1

Table A.3 also describes the formatting of each boundary type for entrance into the QB
EXCEL file. The QB file had nine columns, three for each global coordinate direction X, Y, and
Z, labeled 𝑞1 , 𝑞2 , and 𝑞3 . The first three columns correspond to the X direction, the next three to
the Y, and the last three to the Z. The rows of QB correspond to the spatial nodes of the domain.
The simulation handled boundary nodes depending on the boundary type flag in BC, and the
values entered into QB. This methodology arose from the three fully discretized BC equations
from Section 0. They had similar forms, which allowed for a generalized equation to be built and
greatly simplified the simulation procedure
𝑖

𝑖
𝑢𝑖 𝑡

=

2Δ𝑖𝑞2 (𝑞1 − 𝑢𝑗 𝑡 𝑞3 )

was the imaginary node temperature at time

𝑘𝑥 (𝑢𝑖𝑡𝑗 )
𝑖
node 𝑖𝑡 . 𝑢𝑗 𝑡

𝑖

+ 𝑢𝑁𝑡 .

Equation A.1

was the node of interest temperature at

𝑖

time node 𝑖𝑡 . 𝑢𝑁𝑡 is the temperature value of the real neighboring node.
The TC and HE files contained the linear indices of the spatial nodes corresponding to the
thermocouple and heating element locations as shown in Figure A.2. The first column of TC held
the linear indices of the thermocouples. The remaining columns were the “control groups,”
where the user could enter the linear indices of thermocouples grouped in the feedback control of
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heating elements. For example, if heating zone 1 were controlled by thermocouples 1 and 2, the
linear indices would be in column B of Figure A.2.A. Figure A.2.B shows a sample of the HE
file for specimen C3, where the three columns of linear indices correspond to the three heating
elements.

Figure A.2: Example of the TC EXCEL file (A) and the HE EXCEL file (B) for specimen C3.
Next, the X, Y, and Z EXCEL files contained the distinct coordinates of the spatial nodes
in the respective global coordinate directions. For example, in the discretization of specimen C3,
there were 140 spatial nodes in the Z direction; therefore, the Z file will have 140 Z coordinates.
The X, Y, and Z files were formatted as column vectors when loaded into the simulation. The
XYZ file contained the global coordinates of all the spatial nodes in the domain. The file format
was a three by (𝑀𝑧 + 1) (𝑀𝑧 + 1)(𝑀𝑦 + 1) vector where the rows correspond to the linear
indices of the spatial nodes.
The final three EXCEL files, T, P, and TM, contained the time discretized test time,
power inputs, and thermocouple readings recorded during the actual testing. These vectors were
only loaded if the simulation was a comparative type, meaning it was modeling a physical test
case. The discretization of the test time consisted of taking the points that corresponded to whole
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minutes, making the time step 60 seconds. The input power followed the same discretization, and
the values for power were averaged over each time step. The TM file contained the thermocouple
readings corresponding to the time nodes in T. These three were loaded into the simulation as
column vectors.
A.2 Simulation Functions and Scripts

Figure A.3: The nomenclature of the simulation function procedural flow chart blocks.

145

A.2.1 DriverV4

Figure A.4: Procedure flow chart for DriverV4 script of the heat transfer simulation.
The simulation driver DriverV4 is the first MATLAB file of the simulation. Its purpose is
to call the functions to build the simulation domain, Build_Domain, and then start the timestepping function, Time_Step. The user sets parameters for simulation type, whether the
simulation is optimizing a parameter or not, the domain, and the ETC model used. These are
input into the Build_Domain function, which outputs arrays containing domain properties, max
simulation time, initial time step size, and initial condition body temperature of the domain.
Additional parameters of a simulation version identifier, a heading for the output file, and a
timestamp for the simulation start are all input into the Time_Step function. The final outputs of
the simulations are an array, U, which contains the transient temperature data for the simulation,
the time node vector t, and termination flags. The function saves these outputs to a .mat file in
the simulation folder. DriverV4 can loop through multiple domains, ETC models, and simulation
parameters, making it useful for optimization methods like golden section search.
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A.2.2 Build_Domain

Figure A.5: Procedure flow chart for the Build_Domain function of the heat transfer simulation.
The Build_Domain function is where the operator inputs the domain material properties,
heating element properties, max simulation time, time step size, and the initial condition of the
domain. The Build_Domain function takes inputs of a domain type, the ETC model, a flag for
simulation type (predictive or comparative), and optimization parameters. Each domain type will
have A, C, and H arrays. The user separates the domains into different material types; the
columns of arrays A and C correspond to those material types, as shown in Section 2.2.5. See
Table B.1 for more details on parameters and variables.
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A.2.3 Time_Step
The Time_Step function initializes the domain EXCEL files containing information on the
discretized domain, as shown in Section 2.2.5. This information includes the linear indices of the
spatial nodes, the type of node (interior, edge, or corner), material type, boundary condition,
global coordinates of the spatial nodes, and fiber orientation at each node. The function
initializes the time node and power input vectors for a predictive simulation. For a comparative
simulation, it loads the time node and power input vectors from EXCEL files created during a
physical test.

Figure A.6: Program flow chart for the Time_Step function of the heat transfer simulation.
Next, the function initializes the transient temperature array and time node index.
Time_Step then calls an additional function to print the output file heading. Time_Step calls the
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Pearson function, which returns an updated transient temperature array, time and power vectors,
time node index, and termination flags (if triggered). The function enters the time-stepping loop.
This loop iterates through the time nodes until it reaches a predictive simulation's termination
condition or a comparative simulation's final time node. Each iteration of this loop calls the
Newton method solver function to find the vector of temperatures at time step n + 1.
Additionally, the temperatures of any nodes of interest are printed to the output file each
iteration, e.g., nodes corresponding to thermocouple positions.

A.2.4 Print_Heading

Figure A.7: Procedure flow chart for the Print_Heading function of the heat transfer simulation.
The Print_Heading function simply prints the heading for the output file, as shown in
Figure A.8. The heading contains the filename and simulation parameters like the ETC model,
type, and iteration. The heading also includes a user-created description, the material properties
of all domain materials, and the heating element geometry.
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Figure A.8: An example of an output file header for version 4 of the heat transfer simulation.
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A.2.5 Pearson

Figure A.9: Procedure flow chart for the Pearson function of the heat transfer simulation.
The Pearson function employs the Pearson method for reducing the decaying oscillations
that can appear in a C-N discretized system. The function calls another to calculate the Von
Neumann stability variable. If that variable is greater than 0.5, the function reduces the time step
by half and recalculates the stability variable. This process repeats until the variable is less than
0.5. The Pearson function then enters a time-stepping loop where it calls the Newton method
solver for each reduction of the time step. This loop repeats until it reaches the original time node
value. The iterations are printed to the output file, as shown in Figure A.10. The function returns
the updated time node index, transient temperature array, time and power input vectors, and any
termination flags to the Time_Step function.
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Figure A.10: Formatting of Pearson method iterations in the output file.
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A.2.6 Von_Neumann

Figure A.11: Procedure flow chart for the Von_Neumann function of the heat transfer
simulation.
The Von_Neumann function iterates through the spatial nodes and calls additional
functions for each node. The first is to locate the node and find the linear indices for its
neighbors. Next, a function to calculate the spacing between the node and the neighboring ones.
Third, a function to calculate the thermal conductivity at the node. Finally, a function to calculate
the parameter group E. Von_Neumann multiplies the outputs of E by the corresponding node
spacing to obtain the unit less Von Neumann stability variable and returns that as output to the
Pearson function.
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A.2.7 Locate_Node

Figure A.12: Procedure flow chart for the Locate_Node function of the heat transfer simulation.
The Locate_Node function locates a spatial node j within the domain and finds the nodes
surrounding it. The naming of neighbors as L, R, F, S, T, and B corresponds to the nodes in the
global ± X, Y, and Z directions of j, e.g., L and R are to the negative and positive X directions
from j, respectively. The Locate_Node function also needs to account for any boundary nodes
that may lack a neighbor. For example, a left-hand boundary node would not have a node to its
left. The function handles that with ifelse statements that filter the node type and set any missing
neighbors equal to the index of node j.
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A.2.8 Get_Spacing

Figure A.13: Procedure flow chart for the Get_Spacing function of the heat transfer simulation.
The Get_Spacing function follows a similar logic to the Locate_Node function.
Get_Spacing filters the nodes by type using ifelse statements, and for each specific type, it
calculates the step size between j and its neighbors in the global coordinate system.
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A.2.9 KUj

Figure A.14: Procedure flow chart for the KUj function of the heat transfer simulation.
KUj filters node j by material type and pulls the correct material properties from
the A array. KUj calculates the local thermal conductivity in the fiber longitudinal and transverse
directions using a user-specified ETC model; see Section 4.2.3 for more on ETC models. The
function then uses fiber orientation at node j to convert the local ETCs to global coordinates.
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A.2.10 EUj

Figure A.15: Procedure flow chart for the EUj function of the heat transfer simulation.
The procedure for EUj is straightforward. The material properties, time step size, space
step size, and ETC values are all input into the function, and Equation 2.23 and Equation 2.24
are used to calculate E for node j.
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A.2.11 Newton

Figure A.16: Procedure flow chart for the Newton function of the heat transfer simulation.
The Newton function finds the solution vector UNP1 for the system of
equations, 𝐺(𝑈𝑁𝑃1) = 0. The Newton function called additional functions to load the boundary
conditions and calculate how much and where heat was generated in the domain. The function
makes an initial guess of UNP1 = UN and solves the system of equations G using that input. The
function implements a while loop that searches for a solution. This loop iterates until the
magnitude of G is within an error tolerance of 0.001. If the magnitude of G is not within
tolerance, the function calculates the Jacobian of the system using an additional function.
Newton finds a new value of UNP1 as described in Equation 2.31. The function then recalculates
the system of equations at the new UNP1 and revaluates its magnitude. This method proved very
effective as never more than one iteration was needed, and vector lengths were typically on the
order of 1-6 to 1-7.

158

A.2.12 Boundary_Conditions

Figure A.17: Procedure flow chart for the Boundary_Conditions function of the heat transfer
simulation.
Boundary_Conditions has a minimal function procedure that loads the EXCEL file
containing the domain boundary conditions into the simulation. However, functionality allows
for logic that can handle time, temperature, and position-dependent boundary conditions within
this function.

159

A.2.13 Heat_Gen

Figure A.18: Procedure flow chart for the Heat_Gen function of the heat transfer simulation.
The Heat_Gen function first initializes the two vectors containing the heat generation of
each node at time node n and (n + 1). If it is not the initialization point of the simulation, then the
function loads the previous time nodes’ heat generation vector for the time node n. The next step
depends on the simulation type. For a predictive simulation, the function calls the
Heater_Control function to determine the power generated in the heating elements. A for loop
iterates through the nodes corresponding to a heating element and then calculates and sets the
heat generation at each node. If the simulation type is comparative, then the power value
corresponding to the time (n + 1) is pulled from the P vector and used to calculate the heat
generation rate. The equation for calculating heat generation in both cases is the power input at
the time node (n + 1) divided by the volume of the heating element calculated by multiplying the
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mesh sizing nh by the width, length, and wire cross-section area, all multiplied by a factor of fp as
shown in Equation A.2
𝑃𝑛+1

Equation A.2
2]
𝜋𝑑𝑤
(𝑤 ∗ 𝑛ℎ + 1)𝑙ℎ ∗
4
Once the power generation is calculated the vector is saved for the next time node to be used as
𝑄𝑗𝑛+1 = 𝑓𝑝 [

the n vector.

A.2.14 Heater_Control

Figure A.19: Procedure flow chart for the Heater_Control function of the heat transfer
simulation.
The Heater_Control function is where the user can define logic for a heating element
control system. It mimics the LabVIEW-based heater control used in the physical testing. That
controller is a simple feedback control using the thermocouples, a set heating rate, and a target
temperature tracker. If the readings of the thermocouples went over the target temperature
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tracker by a set overshoot limit, the heating elements turned off until the tracker caught up with
the thermocouple readings again. There is also functionality for individual heater control using
the same logic.

A.2.15 GU

Figure A.20: Procedure flow chart for the GU function of the heat transfer simulation.
The GU function follows a similar structure to the Von_Neumann function, where it
iterates through the spatial nodes and generates the information for that node j. However, it has
an additional function call for the Nearest function, which finds the temperatures of the
neighboring nodes and functions for handling the boundary conditions and optimization. The
function solves each spatial node’s non-linear algebraic equation described in Equation 2.25.
One point to highlight is that the specific heat and density values used to divide the heat
generation terms are those of the heating element material. This method ensures that the function
calculates the correct heating element temperature. The function returns the system G for input
UNP1 to the Newton function.
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A.2.16 Nearest

Figure A.21: Procedure flow chart for the Nearest function of the heat transfer simulation.
The Nearest function uses the linear indices of the neighboring nodes to j and pulls their
temperatures out of the UN and UNP1 vectors. These values are then returned to the GU function
to calculate the temperature of node j.
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A.2.17 Get_Opt_Par

Figure A.22: Procedure flow chart for the Get_Opt_Par function of the heat transfer simulation.
This function allows a user to add any logic for optimizing boundary conditions. Its
procedure was pretty simple in that ifelse statements could be used to filter the nodes by type,
time, position, or temperature. Then the function would update the boundary conditions
accordingly. For example, the function was used to find an optimum convective heat transfer
coefficient through an insulation network for the heating trials. The logic for that was to check
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the node type, and if it was a top or bottom surface node, the heat flux through the boundary was
calculated using
𝑢∞ − 𝑢𝑗
.
1
Equation A.3
𝑅𝑖 + 𝑂𝑝𝑡𝑃𝑎𝑟
where 𝑢∞ is the ambient temperature, 𝑅𝑖 was the thermal resistance of the insulation used in
𝑞" =

m2K/W and OptPar was the value of the parameter being optimized.

A.2.18 Calc_BC

Figure A.23: Procedure flow chart for the Calc_BC function of the heat transfer simulation.
The Calc_BC function filters boundary nodes by type and updates the vectors of
neighboring node temperature with the calculated boundary conditions. The jth rows of the qN
and qNP1 vectors are formatted according to Section 2.2.5 and calculated using Equation A.1.
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A.2.19 Calc_Jacobian

Figure A.24: Procedure flow chart for the Calc_Jacobian function of the heat transfer simulation.
The purpose of the Calc_Jacobian function is to create the Jacobian of the system G, as
shown in Equation 2.30. Calculating the Jacobian is the most process-intensive part of the whole
simulation because it requires calculating the numerical partial derivative of G with respect to
every spatial node. Therefore, Calc_Jacobian employs some efficiency methods like calculating
the numerical partial derivative vectorwise and keeping the original value of G(UNP1) constant,
as shown
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𝐺(𝑈𝑁𝑃1 + 𝐷𝑈𝑁𝑃1𝑗 ) − 𝐺(𝑈𝑁𝑃1)
Equation A.4
.
𝑑𝑈𝑁𝑃1
where 𝐷𝑈𝑁𝑃1𝑗 is a vector of zeros except at row j, which equals a differential value dUNP1.
∇𝐺𝑗 =

The difference in the numerator of Equation A.4 is divided by that small value to compute the
numerical partial derivative of the system with respect to j. This was then set as the jth column of
the Jacobian. Additionally, to save processor time, the MATLAB parfor loop was used. This
setting allowed multiple processors to be recruited in the Jacobian calculation. It contributed
significantly toward the time savings and reduced the time to calculate the Jacobian from 5
minutes to 20 seconds on a machine with 32 cores.
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A.2.20 Termination

Figure A.25: Procedure flow chart for the Termination function of the heat transfer simulation.
The termination function is the place for the user to put the logic for determining the
termination cases of a predictive simulation. Currently, it is set for termination conditions related
to max heating zone temperature, a maximum single thermocouple temperature, a maximum
simulation time, and a maximum number of simulation time steps.
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MATERIALS FOR MATLAB FUNCTIONS
Table B.1: The variables, parameters, and indices used in version 4 of the Heat Transfer
Simulation.
Name
iv
D
K

Type
Index/ counter
Column vector
of parameters
Column vector
of parameters

Functions Used in
DriverV4, Build_Domain,
Time_Step, Print_Heading
DriverV4
DriverV4

SimType

Parameter

DriverV4, Build_Domain,
Time_Step, Pearson,
Heat_Gen

OptYN

Parameter

DriverV4, Build_Domain, GU

OptPar

Parameter

d

Parameter

k

Parameter

timerstart

Parameter

DriverV4, Build_Domain,
Get_Opt_Par
DriverV4, Build_Domain,
Time_Step, Print_Heading,
Pearson, Newton,
Boundary_Conditions,
Heat_Gen, GU, Get_Opt_Par,
Calc_Jacobian, Termination
DriverV4, Build_Domain
Print_Heading, KUj,
DriverV4, Time_Step,
PrintHeading, Pearson,
Newton,
Boundary_Conditions,
Heat_Gen

A

Array of parameters

DirverV4, Build_Domain,
Time_Step, Print_Heading,
Pearson, Von_Nuemann, KUj,
Newton, Heat_Gen, GU,
Get_Opt_Par, Calc_Jacobian,
Termination

kf

Parameter

Build_Domain,
Print_Heading, KUj

km

Parameter

Build_Domain,
Print_Heading, KUj

vf

Parameter

Build_Domain,
Print_Heading, KUj
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Description
An index for identifying the simulation
version.
An array containing multiple domain
identifiers.
An array containing multiple ETC model
identifiers.
The type of simulation being run, equal to
0 for a predictive and 1 for comparative
simulation. Stored in row 5 column 1 of A
array.
A flag for if the simulation is optimizing a
parameter or not (usually a convection
coefficient). 0 for no and 1 for yes. Stored
in row 6 column 1 of A array.
The parameter being optimized for the
current simulation iteration.

Identifies the simulation domain.

Identifies the simulation ETC model.
Stored in row 1 of A array.

The time stamp for the simulation start.

Each column corresponds to a material, im
in the domain. The first four rows hold the
ETC model details for each material e.g.
ETC model, fiber and matrix thermal
conductivity etc. The last two rows hold
simulation parameters like the type of
simulation, if a simulation is optimizing or
not, and if so the variable being optimized.
The fiber thermal conductivity in W/mK
of a material, im at spatial node j in the
domain. Stored in row 2 of the A array.
The matrix thermal conductivity in W/mK
of a material, im at spatial node j in the
domain. Stored in row 3 of the A array.
The fiber volume fraction of a material, im
at spatial node j in the domain. Stored in
row 4 of the A array.

Table B.1 continued.

C

Array of Parameters

DirverV4, Build_Domain,
Time_Step, Print_Heading,
Pearson, Von_Nuemann, EUj,
Newton, GU, Calc_Jacobian

Cp

Parameter

Build_Domain,
Print_Heading, EUj, GU

rho

Parameter

Build_Domain,
Print_Heading, EUj, GU

Cp_gen

Parameter

Build_Domain,
Print_Heading, GU

rho_gen

Parameter

Build_Domain,
Print_Heading, GU
DriverV4, Build_Domain,
Time_Step, Pearson,
Von_Nuemann, EUj, Newton,
GU, Calc_Jacobian
DriverV4, Build_Domain,
Time_Step, Print_Heading,
Pearson, Newton, Heat_Gen,
Heater_Control, Termination
Build_Domain,
Print_Heading, Heat_Gen
Build_Domain,
Print_Heading, Heat_Gen

dt

Parameter

H

Array of parameters

Lh

Parameter

W

Parameter

wd

Parameter

Build_Domain,
Print_Heading, Heat_Gen

s

Parameter

Build_Domain,
Print_Heading, Heat_Gen

TM

Parameter

DriverV4, Build_Domain,
Time_Step, Pearson,
Termination

U0

Column vector
of parameters

DriverV4, Build_Domain,
Time_Step

wrt

Char parameter

DriverV4, Time_Step,
Print_Heading

LinIndd

EXCEL file

Time_Step

Matd

EXCEL file

Time_Step

Typed

EXCEL file

Time_Step
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Similar to A, each column corresponds to
a material, im in the domain. Row 1 holds
the specific heat values in J/kgK and row 2
holds the density in kg/m^3. C has one
more column than A which holds the
material properties specific to the heat
generating material.
The specific heat in J/kg K of a material,
im at spatial node j in the domain. Stored
in row 1 of the C array.
The density in kg/m^3 of a material, im at
spatial node j in the domain. Stored in the
row 2 of the C array.
The specific heat in J/kg K of the heat
generating material within the domain.
Stored in row 1 of the last column of the C
array.
The density in kg/m^3 of the heat
generating material within the domain.
Stored in row 2 of the last column of the C
array.
The step size between time nodes n and (n
+ 1) in seconds.
The columns correspond to heating
elements in the domain. The rows
correspond to heating element properties.
The length of a heating element, ih in
meters. Stored in row 1 of the H array.
The width of a heating element, ih in
meters. Stored in row 2 of the H array.
The wire diameter of the heating element,
ih in meters. Stored in row 3 of the H
array.
The mesh sizing of heating element, ih in
wires per inch. Stored in row 4 of the H
array.
The maximum allowable time during a
simulation in seconds.
The initial condition of the simulation in
C. Gets stored in the first column of the U
array.
A parameter containing a description of
the simulation written by the user which is
printed in the output file heading.
An EXCEL file created by the user
containing the linear indices of all nodes in
the domain, d.
An EXCEL file created by the user
containing the im indices of all nodes in
the domain, d.
An EXCEL file created by the user
containing the node type identifier of all
nodes in the domain, d.

Table B.1 continued.

Thetad

EXCEL file

Time_Step

XYZd

EXCEL file

Time_Step

BCd

EXCEL file

Time_Step

An EXCEL file created by the user
containing the fiber orientation of all
nodes in the domain, d.
An EXCEL file created by the user
containing the global coordinates of all
nodes in the domain, d.
An EXCEL file created by the user
containing the boundary type identifier of
all nodes in the domain, d.

Time_Step, Pearson,
Von_Nuemann, Locate_Node,
Newton, GU, Calc_Jacobian
Time_Step, Pearson,
Von_Nuemann, Locate_Node,
KUj, Newton, GU,
Calc_Jacobian
Time_Step, Pearson,
Von_Nuemann, Locate_Node,
Get_Spacing, Newton, GU,
Calc_Jacobian
Time_Step, Pearson,
Von_Nuemann, Locate_Node,
KUj, Newton, GU,
Calc_Jacobian
Time_Step, Pearson,
Von_Nuemann, Locate_Node,
Get_Spacing, Newton, GU,
Calc_Jacobian
Time_Step, Pearson, Newton,
GU, Calc_Jacobian

Contains all the information of Lindindd
loaded into MATLAB array form.

LinInd

Array of parameters

Mat

Array of parameters

Type

Array of parameters

Theta

Array of parameters

XYZ

Array of parameters

BC

Array of parameters

TCd

EXCEL file

Time_Step, Heat_Gen

TC

Array of parameters

Time_Step, Pearson,
Heat_Gen, Heater_Control,
Termination

Contains all the information of TCd loaded
into MATLAB array form.

Array of variables

DriverV4, Time_Step,
Pearson

Contains the transient temperature data of
the domain in C. The columns correspond
to time nodes and the rows to the linear
index of the spatial nodes. This is the main
output of the simulation.

Column vector
of variables

DriverV4, Time_Step,
Print_Heading, Pearson,
Newton,
Boundary_Conditions,
Heat_Gen

Contains the time nodes of the simulation
in seconds, also an output of the
simulation.

U

t

Pd

EXCEL file

Time_Step

P

Column vector
of variables

DriverV4, Time_Step,
Pearson, Newton, Heat_Gen
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Contains all the information of Matd
loaded into MATLAB array form.

Contains all the information of Typed
loaded into MATLAB array form.

Contains all the information of Thetad
loaded into MATLAB array form.

Contains all the information of XYZd
loaded into MATLAB array form.
Contains all the information of BCd
loaded into MATLAB array form.
An EXCEL file created by the user
containing the linear indices of the nodes
corresponding to thermocouple locations
in the physical domain, d.

An EXCEL file created by the user
containing the measured power input
values in W from the physical test of
domain d. Used only in comparative
simulations
Depending on the simulation type,
predictive or comparative this vector may
hold variables calculated at each time node
or it may hold the values of Pd loaded into
the simulation respectively.

Table B.1 continued.

n

Index/ counter

fid1

filename

cr

Variable

i

Index/ counter

UTC

dt_temp
i1
Term
r

UN

r_temp

Time_Step, PrintHeading,
Pearson, Newton, Heat_Gen,
Heater_Control, Termination
Print_Heading
Time_Step, Print_Heading,
Pearson, EUj, Heat_Gen,
Termination

The simulation time node index (includes
Pearson iterations). n is the "current" time
step of known temperatures.
The filename placeholder for the
simulation output file.
Output file creation time stamp.
A general purpose counter for and while
loops.

Array of variables

Time_Step, Pearson,
Termination

Variable

Pearson

Index/ counter
Column vector
of variables

Pearson

Contains the temperatures in C of the
nodes corresponding to the thermocouples
(called out in TC). The columns
correspond to the time nodes and the rows
to thermocouple index iTC.
The time step in seconds of the Pearson
iterations.
The Pearson method iteration counter.

Time_Step, Pearson

Contains termination condition flags.

Variable

Pearson, Von_Nuemann

Column vector
of variables

Von_Nuemann, Newton,
Heat_Gen, Heater_Control,
GU, Nearest, Calc_Jacobian,
Termination

Variable

Von_Nuemann

iy

Index/ counter

ix

Index/ counter

iz

Index/ counter

j

Index/ counter

L

Variable

R

Variable

F

Variable

S

Variable

T

Variable

B

Variable

typej

Variable

Dj

Time_Step, Print_Heading,
Pearson, Termination

Column vector
of variables

Von_Nuemann, Locate_Node,
KUj, GU, Get_Opt_Par
Von_Nuemann, Locate_Node,
KUj, GU, Get_Opt_Par
Von_Nuemann, Locate_Node,
KUj, GU, Get_Opt_Par
Von_Nuemann, Locate_Node,
Get_Spacing, KUj, Heat_Gen,
GU, Get_Opt_Par
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Von_Nuemann, Locate_Node,
Get_Spacing, GU, Nearest
Locate_Node, Get_Spacing,
Get_Opt_Par, Calc_BC
Von_Nuemann, Get_Spacing,
EUj, GU, Calc_BC

172

The Von Neumann stability variable, unit
less.
The nth column of U, contains all the
spatial node temperatures for time node n.
The rows correspond to the spatial node
indices.
A temporary version of the Von Neumann
stability variable.
The Y direction index of the node j.
The X direction index of the node j.
The Z direction index of the node j.
The linear index of the current spatial
node.
The linear index of the node in the
negative global X direction from node j.
The linear index of the node in the positive
global X direction from node j.
The linear index of the node in the
negative global Y direction from node j.
The linear index of the node in the positive
global Y direction from node j.
The linear index of the node in the
negative global Z direction from node j.
The linear index of the node in the positive
global Z direction from node j.
Identifies the node type of spatial node j.
Contains the spatial node step sizes
surrounding node j. The elements
correspond to step sizes between j and L,
R, F, S, T, and B respectively.

Table B.1 continued.

Array of variables

Von_Nuemann, KUj, EUj,
GU, Calc_BC

matj

Variable

KUj, EUj,

thetaj

Variable

KUj

UNj

Variable

KUj, Get_Opt_Par, Calc_BC

UNP1j

Variable

KUj, Get_Opt_Par, Calc_BC

vm

Variable

KUj

k1

Variable

KUj

k2

Variable

KUj

Array of variables

Von_Nuemann, EUj, GU

Index/ counter

Pearson

nP1

Variable

Newton, Heat_Gen

tol

Parameter

Newton

i_max

Parameter

Newton

UNP1

Column vector
of variables

Newton, GU, Nearest,
Calc_Jacobian

qN

Column vector
of variables

Newton,
Boundary_Conditions, GU

qNP1

Column vector
of variables

Newton,
Boundary_Conditions, GU,
Calc_Jacobian

QBd

EXCEL file

Boundary_Conditions, GU,
Calc_Jacobian

QN

Column vector
of variables

Newton, Heat_Gen, GU,
Calc_Jacobian

QNP1

Column vector
of variables

Newton, Heat_Gen, GU,
Calc_Jacobian

Kj

EUj
i2
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Contains the global frame thermal
conductivity values at node j. Columns
correspond to the global X, Y, and Z
directions and rows correspond to time
node n and (n + 1).
The material identifier of spatial node j.
The fiber orientation at spatial node j.
Known temperature of spatial node j at
time node n, corresponds to jth row of
column n in U array.
Unknown temperature of spatial node j at
time node (n + 1), corresponds to jth row
of column (n + 1) in U array.
The matrix volume ratio of material im in
domain d.
The effective thermal condutivity along
the fiber direction at node j.
The effective thermal condutivity
transverse to the fiber direction at node j.
Contains a grouping of node j material
properties and step sizes. Units are m^-1.
A secondary pearson method iteration
counter.
The n + 1 column of U, contains all the
spatial node temperatures for time node n
+ 1. The rows correspond to the spatial
node indices. These are the values being
solved for.
The convergence tolerance for the Newton
method solver.
The maximum allowable while loop
iterations.
The (n +1) column of U representing the
"next", unknown node temperatures being
solved for.
Contains the boundary condition values of
each node at time node n. Length is equal
to the number of nodes, interior nodes
simply have a value of 0.
Contains the boundary condition values of
each node at time node (n + 1). Length is
equal to the number of nodes, interior
nodes simply have a value of 0.
An EXCEL file created by the user
containing the boundary condition values
of all nodes in domain, d.
Contains the heat generation values of
each node at time node n. Length is equal
to the number of nodes, non-heat
generating nodes have values of 0.
Contains the heat generation values of
each node at time node (n + 1). Length is
equal to the number of nodes, non-heat
generating nodes have values of 0.

Table B.1 continued.

HEd

EXCEL file

Heat_Gen

HE

Array of parameters

Heat_Gen

QNP1_00

Column vector
of variables

Heat_Gen

onoff

Column vector
of variables

Heat_Gen, Heater_Control

UH

Column vector
of variables

Heat_Gen, Heater_Control,
Termination

tn

Variable

Heater_Control

Udot

Parameter

Heater_Control

Uos

Parameter

Heater_Control

UR

Column vector
of variables

Heater_Control

count
p

Index/ counter
Column vector
of variables

Heater_Control, Termination
Heat_Gen

Column vector
of variables

Newton, GU, Calc _Jacobian

Variable

GU, Get_Opt_Par,
Calc_Jacobian

N

Column vector
of variables

GU, Calc_BC

NP1

Column vector
of variables

GU, Calc_BC

qNj

Column vector
of variables

GU, Get_Opt_Par, Calc_BC

qNP1j

Column vector
of variables

GU, Get_Opt_Par, Calc_BC

Array of variables

Newton, Calc_Jacobian

Parameter

Calc_Jacobian

G
tnP1

J

dUNP1

An EXCEL file containing the linear
indices of the spatial nodes corresponding
to the heating element nodes. The columns
correspond to the heating elements.
Contains all the information of HEd
loaded into a MATLAB array.
A variable to hold the heat generation
values of (n + 1) for the time node (n + 2).
Contains status identifiers for the heating
elements, 0 and 1 correspond to heating
elements off and on respectively.
Contains the heating zone temperatures.
Then current time node of known spatial
node temperatures.
The user specified heating rate in C per
second for the temperature controller
logic.
The user specified allowable heating zone
temperature overshoot in C.
The heating element control temperature
used to determine if heating zone
temperatures are increasing at the desired
rate.
A general purpose counter.
The (n + 1) row of the P vector turned into
a column.
The system of non-linear algebraic
equations evaluated using the vector
UNP1.
The time in seconds at time node (n + 1)
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Contains the node temperatures of spatial
node j's neighbors L, R, F, S, T, and B
respectively at time node n.
Contains the node temperatures of spatial
node j's neighbors L, R, F, S, T, and B
respectively at time node (n + 1).
Contains the boundary condition values of
node j at time node n. Length is equal to
the number of nodes, interior nodes simply
have a value of 0.
Contains the boundary condition values of
node j at time node (n + 1). Length is
equal to the number of nodes, interior
nodes simply have a value of 0.
The matrix containing the Jacobian of the
non-linear system of algebraic equations
G. I.e. the matrix of all where each
element ij is the partial derivative of the ith
row of G with respect to the jth row of
UNP1.
The difference step for the first order
Euler's method solver.

Table B.1 continued.

DUNP1

Column vector
of parameters

Calc_Jacobian

G_new

Column vector
of variables

Calc_Jacobian

UT

Parameter

Termination

UM

Parameter

Termination

nM

Parameter

Termination

n2

Index/ counter

Time_Step

Variable

Time_Step

timerend

The vector used in the numerical
approximation of the jth column of J. All
the elements are zero except for the jth
row.
The value of the non-linear system of
equations G when UNP1 + dUNP1 is used
as an input.
A vector containing the target temperature
for each heating zone.
The max allowable temperature.
The max allowable time steps.
A secondary time node index that ignores
the Pearson iteration (for documentation).
The time stamp for the simulation end.
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B.1 DriverV4
% This script runs the Heat_TransferV4 program.
%==========================================================================
% Update log ==============================================================
% 3/23/2022 JTG V4
%==========================================================================
% Function inputs =========================================================
% N/A
%==========================================================================
% Function variables ======================================================
% iv = An index for identifiying the simulation version.
% D = An array containing multiple domain identifiers.
% K = An array containing multiple ETC model identifiers.
%SimType= The type of simulation being run, equal to 0 for a predictive
%
and 1 for comparative simulation. Stored in row 5 column 1 of
%
A array.
%OptYN = A flag for if the simulation is optimizing a parameter or not
%
(usually a convectin coefficent). 0 for no and 1 for yes.
%
Stored in row 6 coumn 1 of A array.
%OptPar = The parameter being optimized for the current simulation
%
iteration.
% d = Identifies the simulation domain.
% k = Identifies the simulation ETC model. Stored in row 1 of A
%
array.
%timerstart = The time stamp for the simulation start
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TM = The maximum allowable time during a simulation in seconds.
% U0 = The initial condition of the simulation in C. Gets stored in
%
the first column of the U array.
% wrt = A parameter containing a description of the simulation written
%
by the user which is printed in the output file heading.
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%==========================================================================
% Additional function calls ===============================================
% Build_Domain:
A function to build the domain of the desired
%
heating test.
% Time_Step:
A function to step the simulation through the time
%
node points.
%==========================================================================
% Simulation outputs ======================================================
% U = Contains the transient temperature data of the domain in C.
%
The columns correspond to time nodes and the rows to the linear
%
index of the spatial nodes. This is the main output of the
%
simulation.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% P = Depending on the simulation type, predictive or comparative
%
this vector may hold variables calculated at each time node or
%
it may hold the values of Pd loaded into the simulation
%
respectivly.
% Term = A vector containing flag variables for the different
%
termination cases.
%
[TC_overtemp;HZ_overtemp;All_HZ_Target_Temp;
%
Max_Time;Max_Time_Step]
% Additionally an output txt file is created and saved to the
% Heat_TransferV4 folder.
%==========================================================================
% Funtion start ===========================================================
iv = 26;
D = 1;%[1,2,3,4,5];
K = 5;%[1,2,3,4,5,6,7];
SimType = 1;
OptYN = 1;
OptPar = 1.5093;
for i1 = 1:size(D) %========================================================
for i2 = 1:size(K) %====================================================
d = D(i1);
k = K(i2);
% Start simulation timer.
timerstart = tic;
% Build the domain for each heating trial.
[A,C,dt,H,TM,U0] = Build_Domain(SimType,OptYN,OptPar,d,k);
% Fill in heading.
wrt = "N/A";
wrt = char(wrt);
% Run the simulation.
[U,t,P,Term] = Time_Step(iv,d,timerstart,A,C,dt,H,TM,U0,wrt);
% Save output.
save("TestData" + d + "-" + iv + "_k" + k + ".mat");
end %==================================================================
end %======================================================================
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B.2 Build_Domain
function [A,C,dt,H,TM,U0] = Build_Domain(SimType,OptYN,OptPar,d,k)
% function [A,C,dt,H,TM,U0] = Build_Domain(SimType,OptYN,OptPar,d,k)
% A function to build the domain of the desired heating test.
%==========================================================================
% Update log ==============================================================
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
%SimType= The type of simulation being run, equal to 0 for a predictive
%
and 1 for comparative simulation. Stored in row 5 column 1 of
%
A array.
%OptYN = A flag for if the simulation is optimizing a parameter or not
%
(usually a convectin coefficent). 0 for no and 1 for yes.
%
Stored in row 6 coumn 1 of A array.
%OptPar = The parameter being optimized for the current simulation
%
iteration.
% d = Identifies the simulation domain.
% k = Identifies the simulation ETC model. Stored in row 1 of A
%
array.
%==========================================================================
% Function variables
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TM = The maximum allowable time during a simulation in seconds.
% U0 = The initial condition of the simulation in C. Gets stored in
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%
the first column of the U array.
%==========================================================================
% Function start ==========================================================
if ((d == 1) || (d == 3) || (d == 4)) %-----------------------------------% Specimen:
% d = 1 => C3 - 2 materials PETG/E-glass, and 3 40x40 NiCr mesh/PETG.
% d = 3 => C7 - 2 materials PETG/E-glass, and 3 40x40 NiCr mesh/PETG.
% d = 4 => C8 - 2 materials PETG/E-glass, and 3 40x40 NiCr mesh/PETG.
% Set the thermal conductivity data.
A = [k
k;
1.30
13.00;
0.20
0.20;
0.40
0.34;
SimType
0;
OptYN OptPar];
% Set the specific heat and density values (Used GM for PETG/E-glass
% and for PETG/NiCr)
C = [1025 879 480;
1684 2394 8200];
dt = 60;
H = [12 12
12;
4 4
4;
0.01 0.01 0.01;
40 40
40];
% Update to metric.
H(1:3,:) = H(1:3,:)*0.0254;
TM = 7200;
U0 = 21*ones(8120,1);
elseif (d == 5) %---------------------------------------------------------A = [k
k;
1.30
13.00;
0.20
0.20;
0.40
0.34;
SimType
0;
OptYN OptPar];
% Set the specific heat and density values (Used GM for PETG/E-glass
% and for PETG/NiCr)
C = [1025 879 480;
1684 2394 8200];
dt = 60;
H = [12
12
12 12;
4
4
4
4;
0.01 0.01 0.01 0.01;
40
40
40 40];
% Update to metric.
H(1:3,:) = H(1:3,:)*0.0254;
TM = 7200;
U0 = 21*ones(8120,1);
end %----------------------------------------------------------------------
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B.3 Time_Step
function [U,t,P,Term] = Time_Step(iv,d,timerstart,A,C,dt,H,TM,U0,wrt)
% function [U,T,Term] = Time_Step(iv,d,timerstart,A,C,dt,H,TM,U0,wrt)
% A function to step the simulation through the time node points. It solves
% the system of equations in G(U^(n + 1)) = 0 and stores that value in the
% U vector at column (n + 1). In U the rows of U are node temperatures and
% the columns are the time step. This is V4 of this function 7/30/2021.
%==========================================================================
% Update log ==============================================================
% 7/30/2021 JTG V4
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% iv = An index for identifiying the simulation version.
% d = Identifies the simulation domain.
%timerstart = The time stamp for the simulation start
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TM = The maximum allowable time during a simulation in seconds.
% U0 = The initial condition of the simulation in C. Gets stored in
%
the first column of the U array.
% wrt = A parameter containing a description of the simulation written
%
by the user which is printed in the output file heading.
%==========================================================================
% Function variables ======================================================
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the Global frame
% BC = An array containing the node boundary condition types.
% TC = An array containing the linear indices of the nodes
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%
corresponding to thermocouple locations in the physical domain,
%
d.
% n = The simulation time node index (includes Pearson iterations).
%
n is the "current" time step of known temperatures.
% fid1 = The filename placeholder for the simulation output file.
% UTC = Contians the temperatures in C of the nodes coresponding to the
%
thermocouples (called out in TC). The columns correspond to the
%
time nodes and the rows to thermocouple index iTC.
% i = A general purpose counter for for and while loops.
% n2 =
%timerend = The real world end time for the simulation.
%==========================================================================
% Additional function calls %==============================================
% Print_Heading:
%
Function to create an output file and print the heading and
%
simulation information.
% Pearson:
A function to impliment the Pearson Method which is a way
%
to reduce the decaying oscillations that appear in the
%
beginnings of a Crank-Nicolson finite difference simulation
%
due to large step sizes.
% Newton:
Function to employ a modified Newton's method numerical
%
solver to get the value of UNP1 = U^(n + 1): the
%
temperature of the nodes in the domain at the next time
%
step n + 1 and T(n + 1).
% Termination: A function to check for user defined termination
%
conditions.
%==========================================================================
% Function outputs ========================================================
% U = Contains the transient temperature data of the domain in C.
%
The columns correspond to time nodes and the rows to the linear
%
index of the spatial nodes. This is the main output of the
%
simulation.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% P = Depending on the simulation type, predictive or comparative
%
this vector may hold variables calculated at each time node or
%
it may hold the values of Pd loaded into the simulation
%
respectivly.
% Term = A vector containing flag variables for the different
%
termination cases.
%
[TC_overtemp;HZ_overtemp;All_HZ_Target_Temp;
%
Max_Time;Max_Time_Step]
%==========================================================================
% Function start ==========================================================
% Load domain information.
LinInd = xlsread("LinInd" + d + ".xlsx");
Mat = xlsread("Mat" + d + ".xlsx");
Type = xlsread("Type" + d + ".xlsx");
Theta = xlsread("Theta" + d + ".xlsx");
Theta = Theta.*(pi/180);
XYZ = xlsread("XYZ" + d + ".xlsx");
BC = xlsread("BC" + d + ".xlsx");
TC = xlsread("TC" + d + ".xlsx");
% Initialize function variables.
U = zeros(LinInd(end,end,end),(TM/dt + 1));
if (A(5,1) == 0) %--------------------------------------------------------% Simulation of an unknown test i.e. the time steps are unknown and the
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% power as a function of time is unknown.
t = zeros((TM/dt + 1),1);
P = zeros((TM/dt + 1),size(H,2));
elseif (A(5,1) == 1) %----------------------------------------------------% Simulation of a known test i.e. the time stepsCheck are known and the
% power as a function of time is known.
t = xlsread("T" + d + ".xlsx");
dt = t(2) - t(1);
TM = t(end);
P = xlsread("P" + d + ".xlsx");
end %---------------------------------------------------------------------n = 1;
% Set the first column in U to the initial conditions of the domain.
U(:,n) = U0;
% Open and setup an output file.
fid1 = Print_Heading(iv,d,A,C,H,wrt,t,n);
UTC = zeros(size(TC,1),1);
for i = 1:size(TC,1) %===================================================
% Display thermocouple temperature
UTC(i) = U(TC(i,1),n);
fprintf(fid1,"TC" + i + " = %5.2f [C] " + ...
"(%5.2f [F])\n",UTC(i),(UTC(i)*9/5 + 32));
end %======================================================================
% Employ the Pearson method to reduce decaying oscilations in the sim.
[U,t,P,n,Term] = Pearson(d,A,C,dt,H,TM,LinInd,Mat,Type,Theta,XYZ,BC,TC,...
U,t,P,n,fid1);
% Initialize a secondary time step counter that ignores pearson iterations
% (for output file organization only).
n2 = 2;
while ((ismember(1,Term) == 0) && (n < size(t,1))) %^^^^^^^^^^^^^^^^^^^^^^^
% Loop for solving finding UNP1 such that G(UNP1) = 0 at each next time
% step (n + 1)
if (n2 == 2) %--------------------------------------------------------% Check if (n + 1) is the last Pearson iteraiton and get the correct
% time step.
dt = t(n + 1) - t(n);
end %-----------------------------------------------------------------% Call Newton's method to calculate UNP1.
[U(:,(n + 1)),P] = Newton(d,A,C,dt,H,LinInd,Mat,Type,Theta,XYZ,BC,...
U(:,n),t,P,fid1,(n + 1));
% Update the time step.
n = n + 1;
if (A(5,1) == 0) %----------------------------------------------------% Simulation of an unknown test i.e. the time steps are unknown and the
% power as a function of time is unknown.
t(n + 1) = t(n) + dt;
Term = Termination(d,A,H,TM,TC,U(:,n),t,n,fid1);
elseif ((A(5,1) == 1) && (n < size(t,1))) %---------------------------% Simulation of a known test i.e. the time steps are known and the
% power as a function of time is known.
dt = t(n + 1) - t(n);
UTC = zeros(size(TC,1),1);
for i = 1:size(TC,1) %===========================================
% Display thermocouple temperature
UTC(i) = U(TC(i,1),n);
fprintf(fid1,"TC" + i + " = %5.2f [C] " + ...
"(%5.2f [F])\n",UTC(i),(UTC(i)*9/5 + 32));
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end %==============================================================
end %-----------------------------------------------------------------if ((ismember(1,Term) == 0) && (n < size(t,1))) %--------------------% A termination case has not been reached and it's not the second
% simulation step. Print the new time info.
% Plot the output.
%Plot_Conduction(d,LinInd,U(:,n),T(n));
fprintf(fid1,"\nCurrent Time Step t(n = " + n2 + ...
" (" + n + ")) = " + ...
t(n) + "[s]\n");
fprintf(fid1,"Solving for Time Step t((n + 1) = " + ...
(n2 + 1) + " (" + (n + 1) + "))) = " + t(n + 1) + ...
" [s]\n");
end %-----------------------------------------------------------------n2 = n2 + 1;
test = 1;
end %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
% A termination case has been reached, print an end statement.
% Plot the output.
%Plot_Conduction(d,LinInd,U(:,n),T(n));
U = U(:,1:n);
t = t(1:n,1);
timerend = toc(timerstart);
fprintf(fid1,"SIMULATION END\n");
fprintf(fid1,"SIMULATION REAL TIME: " + timerend + "\n");
fclose(fid1);
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B.4 Print_Heading
function [fid1] = Print_Heading(iv,d,A,C,H,wrt,t,n)
%function [fid1] = PrintHeading(iv,d,A,C,H,wrt,t,n)
% Function to create an output file and print the heading and simulation
% information.
%==========================================================================
% Update Log ==============================================================
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% iv = An index for identifiying the simulation version.
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% wrt = A parameter containing a description of the simulation written
%
by the user which is printed in the output file heading.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% n = The simulation time node index (includes Pearson iterations).
%
n is the "current" time step of known temperatures.
%==========================================================================
% Function variables ======================================================
%filename = The variable holding the output filename which is identified by
%
the domain and thermal conductivity (kmod) type of the material
%
that makes up a majority of the domain.
% cr = Output file creation time stamp.
% i = A funciton index.
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% fid1 = The output filename holder.
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%==========================================================================
% Function start ==========================================================
% Determin if optimization simulation or not and create appropriate
% filename.
if (A(6,1) == 0) %--------------------------------------------------------% Non-optimization simulation.
filename = "Output" + d + "-" + iv + "_k" + A(1,1) + ".txt";
elseif (A(6,1) == 1) %----------------------------------------------------% Optimization simulation.
filename = "Output" + d + "-" + iv +"_k" + A(1,1) + "_OptPar" + ...
A(6,2) + ".txt";
end %---------------------------------------------------------------------fid1 = fopen(filename,'w');
fprintf(fid1,"*********************** Output File for Test: " + d + ...
"-" + iv + "_k" + A(1,1) + " **********************\n");
cr = datetime('now');
cr = char(cr);
fprintf(fid1,"Created: " + cr + "\n");
fprintf(fid1,"Testing Iteration: " + iv + "\n");
fprintf(fid1,"Domain Type: " + d +"\n");
fprintf(fid1,"Thermal Conductivity Model: " + A(1,1) + "\n");
fprintf(fid1,"Simulation Type: ");
if (A(5,1) == 0) %--------------------------------------------------------fprintf(fid1,"Predictive\n " + ...
"-> Models a heating test yet to be conducted \n");
elseif (A(5,1) == 1) %----------------------------------------------------fprintf(fid1,"Comparative\n " + ...
"-> Models an already conducted heating test \n");
end %---------------------------------------------------------------------fprintf(fid1,"Simulation Iteration Description: \n" + wrt + "\n");
fprintf(fid1,"======================================================" + ...
"=====================\n");
% Material properties.
for i = (1:size(A,2)) %====================================================
fprintf(fid1,"-------------------------- Material " + i + ...
" Properties --------------------------\n");
fprintf(fid1,"Fiber Thermal Conductivity: " + A(2,i) + " [W/mK]\n");
fprintf(fid1,"Matrix Thermal Conductivity: " + A(3,i) + " [W/mK]\n");
fprintf(fid1,"Fiber Volume Fraction:
" + A(4,i) + "\n");
fprintf(fid1,"Specific Heat:
" + C(1,i) + " [J/kgK]\n");
fprintf(fid1,"Density:
" + C(2,i) + ...
" [kg/m^3] \n");
end %======================================================================
fprintf(fid1,"======================================================" + ...
"=====================\n");
% Heating element info.
fprintf(fid1,"------------------------ Heating Element Geometry " + ...
"-------------------------\n");
fprintf(fid1,"Heating Element Length:
" + H(1,1) + " [m] (" + ...
(H(1,1)/0.0254) + " [in])\n");
fprintf(fid1,"Heating Element Width:
" + H(2,1) + " [m] (" + ...
(H(2,1)/0.0254) + " [in])\n");
fprintf(fid1,"Wire Diameter:
" + H(3,1) + " [m] (" + ...
(H(3,1)/0.0254) + " [in])\n");
fprintf(fid1,"Mesh Sizing:
" + H(4,1) + ...
"[wire/in]\n");
fprintf(fid1,"======================================================" + ...
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"=====================\n");
% Start of simulation heading.
fprintf(fid1,"---------------------------- Simulation Start " + ...
"-----------------------------\n");
fprintf(fid1,"Initialization Time Step t(n = " + n + ") = " + ...
t(n) + "[s]\n");
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B.5 Pearson
function [U,t,P,n,Term] = Pearson(d,A,C,dt,H,TM,LinInd,Mat,Type,Theta,...
XYZ,BC,TC,U,t,P,n,fid1)
% function [U,t,n,Term] = Pearson(d,A,C,dt,H,TM,LinInd,Mat,Type,Theta,...
%
XYZ,BC,TC,U,T,P,n,fid1)
% A function to impliment the Pearson Method which is a way to reduce the
% decaying oscillations that appear in the beginnings of a Crank-Nicolson
% finite difference simulation due to large step sizes.
%==========================================================================
% Update log ==============================================================
% 7/30/2021 JTG V4
% 3/24/2022 JTG V4.5
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TM = The maximum allowable time during a simulation in seconds.
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the Global frame
% BC = An array containing the node boundary condition types.
% TC = An array containing the linear indices of the nodes
%
corresponding to thermocouple locations in the physical domain,
%
d.
% fid1 = The filename placeholder for the simulation output file.
%==========================================================================
% Function variables ======================================================
%dt_temp = The time step in seconds of the Pearson iterations.
% i1 = The pearson method iteration counter.
% i2 = A secondary pearson method iteration counter.
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% r = The Von Nuemann stability variable, unitless.
%==========================================================================
% Additional function calls ===============================================
%Von_Neumann:
A function to calcualte the Von Neumann Stability
%
variable for each node, compare each and return the
%
largest.
% Newton:
Function to employ a modified Newton's method numerical
%
solver to get the value of UNP1 = U^(n + 1):
%
the temperature of the nodes in the domain at the next
%
time step n + 1 and T(n + 1).
% Termination:
% A function to check for user defined termination
%
conditions.
%==========================================================================
% Function outputs ========================================================
% U = Contains the transient temperature data of the domain in C.
%
The columns correspond to time nodes and the rows to the linear
%
index of the spatial nodes. This is the main output of the
%
simulation.
% T = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% P = Depending on the simulation type, predictive or comparative
%
this vector may hold variables calculated at each time node or
%
it may hold the values of Pd loaded into the simulation
%
respectivly.
% n = The simulation time node index (includes Pearson iterations).
%
n is the "current" time step of known temperatures.
% Term = A vector containing flag variables for the different
%
termination cases.
%
[TC_overtemp;HZ_overtemp;All_HZ_Target_Temp;
%
Max_Time;Max_Time_Step]
%==========================================================================
% Function start ==========================================================
% Initialize function variables
dt_temp = dt;
i1 = 0;
Term = [0;0;0;0;0];
% Calculate the Von Neumann Stability variable.
r = Von_Neumann(A,C,dt,LinInd,Mat,Type,Theta,XYZ,U(:,n));
% Check the value of r, if greater than 1/2 there will be decaying
% oscillations. Impliment Pearson Method to reduce step size.
while (max(r) >= 0.5) %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
% Reduce the time step size.
dt_temp = dt_temp/2;
r = Von_Neumann(A,C,dt_temp,LinInd,Mat,Type,Theta,XYZ,U(:,n));
i1 = i1 + 1;
end %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
i1 = i1 - 1;
i2 = 1;
% Add additional spaces for the variable time stepping in the t and U
% vectors. Should still have n = 1, t(n) = 0, and U(:,n) = U0 after.
T_temp = zeros((size(t,1) + i1),1);
T_temp((i1 + 2):end,1) = t(2:end,1);
T_temp(1) = t(1);
t = T_temp;
P_temp = P(1)*ones((size(P,1) + i1),size(P,2));
P_temp((i1 + 2):end,:) = P(2:end,:);
P = P_temp;
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U_temp = zeros(size(U,1),size(t,1));
U_temp(:,1) = U(:,1);
U = U_temp;
% Begin the calculation for the unknown vector U^(n + 1).
% Calculate the next time point the simulation is solving for.
t(n + 1) = t(n) + dt_temp; % CHECK: This should be dt_temp.
% Print to output file the next time step and time point the simulation is
% solving for.
fprintf(fid1,"\nStart of Pearson Method iterations:\n\n");
fprintf(fid1,"Pearson Method Iteration: " + i2 + "\n");
fprintf(fid1,"Current Time Step t(n = " + n + ") = " + t(n) + " [s]\n");
fprintf(fid1,"Solving for time step t(n = 1." + i2 + "(" + (n + 1) + ...
")) = " + t(n + 1) + " [s]\n");
% Pearson Method while loop:
while (n <= i1) %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
% Solve the system of equations for the next step (n + 1) at time t(n + 1)
[U(:,(n + 1)),P] = Newton(d,A,C,dt_temp,H,LinInd,Mat,Type,Theta,XYZ,...
BC,U(:,n),t,P,fid1,(n + 1));
% Update the simulation time step.
n = n + 1;
i2 = i2 + 1;
% Increase the time step size.
if (n == i1) %--------------------------------------------------------% Last loop (2nd to last pearson method iteration).
dt_temp = (t(n + 2) - t(n))/2;
% Calculate the next time point the simulation is solving for.
t(n + 1) = t(n) + dt_temp;
fprintf(fid1,"\nCurrent Time Step t(n = 1." + i2 + " (" + ...
n + ")) = " + t(n) + " [s]\n");
fprintf(fid1,"Solving for Time Step t((n + 1) = 2" + ...
" (" + (n + 1) + ")) = " + t(n + 1) + " [s]\n");
elseif (n < i1) %-----------------------------------------------------dt_temp = 2*dt_temp;
% Calculate the next time point the simulation is solving for.
t(n + 1) = t(n) + dt_temp;
% Print to output file the next time step and time point the
% simulation is solving for.
fprintf(fid1,"\nPearson Method Iteration: " + i2 + "\n");
fprintf(fid1,"Current Time Step t(n = 1." + i2 + " (" + n + ...
")) = " + t(n) + " [s]\n");
fprintf(fid1,"Solving for Time Step t(n = 1." + (i2 + 1) + ...
" (" + (n + 1) + ")) = " + t(n + 1) + " [s]\n");
end %-----------------------------------------------------------------% Plot the output.
%Plot_Conduction(d,LinInd,U(:,n),T(n));
% Check if any termination functions have been reached.
if (A(5,1) == 0) %----------------------------------------------------% Simulation of an unknown test i.e. the time steps are unknown and the
% power as a function of time is unknown.
Term = Termination(d,A,H,TM,TC,U(:,n),t,n,fid1);
elseif ((A(5,1) == 1) && (n <= i1)) %---------------------------------% Simulation of a known test i.e. the time steps are known and the
% power as a function of time is known.
UTC = zeros(size(TC,1),1);
for j = 1:size(TC,1) %=============================================
% Display thermocouple temperature
UTC(j) = U(TC(j,1),n);
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fprintf(fid1,"TC" + j + " = %5.2f [C] " + ...
"(%5.2f [F])\n",UTC(j),(UTC(j)*9/5 + 32));
end %==============================================================
if (t(n) == TM) %-------------------------------------------------Term(1) = 1;
end %-------------------------------------------------------------end %-----------------------------------------------------------------end %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
% Print heading for last pearson iteration.
fprintf(fid1,"\nCurrent Time Step t(n = 1." + i2 + " (" + n + ")) = " + ...
t(n) + " [s]\n");
fprintf(fid1,"Solving for Time Step t((n + 1) = 2" + " (" + (n + 1) + ...
")) = " + t(n + 1) + " [s]\n");
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B.6 Von_Neumann
function [r] = Von_Neumann(A,C,dt,LinInd,Mat,Type,Theta,XYZ,UN)
%function [r] = Von_Neumann(A,C,dt,LinInd,Mat,Type,Theta,XYZ,UN)
% A function to calcualte the Von Neumann Stability variable for each node,
% compare each and return the largest.
%==========================================================================
% Update log ==============================================================
% 7/30/2021 JTG V4
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the global frame
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
%==========================================================================
% Function variables ======================================================
%r_temp = A temporary verson of the Von Nuemann stability variable.
% iy = The Y direction index of the node j.
% ix = The X direction index of the node j.
% iz = The Z direction index of the node j.
% j = The linear index of the current spatial node.
% L = The linear index of the node in the negative global X direction
%
from node j.
% R = The linear index of the node in the positive global X direction
%
from node j.
% S = The linear index of the node in the negative global Y direction
%
from node j.
% F = The linear index of the node in the positive global Y direction
%
from node j.
% T = The linear index of the node in the negative global Z direction
%
from node j.
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% B = The linear index of the node in the positive global Z direction
%
from node j.
% Dj = Contains the spatial node step sizes surrounding node j. The
%
elements correspond to step sizes between j and L, R, F, S, T,
%
and B respectivly.
% Kj = Contains the global frame thermal conductivity values at node
%
j. Columns correspond to the global X, Y, and Z directions and
%
rows correspond to time node n and (n + 1).
%
[ kjXUN kjYUN kjZUN;
%
kjXUNP1 kjYUNP1 kjZUNP1];
% Ej = Contains a grouping of node j material properties and step
%
sizes. Units are m^-1.
%
[eXjUN eYjUN
eZjUN;
%
eXjUNP1 eYjUNP1 eZjUNP1];
% i = A general purpose counter for for and while loops.
%==========================================================================
% Additional function calls ===============================================
% Locate Node:
A function to locate the linear indeces of the nodes
%
surrounding node j.
% Get_Spacing:
A function to build the spaceing vector of step size
%
in the positive and negative direction of each global
%
coordinate axis.
% KUj:
A function to build the thermal conductivity matrix for
%
node j
% EUj:
A function to build the matrix containing the matrix of
%
coefficents e for node j.
%==========================================================================
% Function outputs ========================================================
% r = The Von Nuemann stability variable, unitless.
%==========================================================================
% Function start ==========================================================
% Initialize the function variables
r = zeros(3,1);
r_temp = zeros(6,1);
% Loop over all the nodes and calculate r:
for iy = 1:size(LinInd,3) %================================================
% Iterate accross the Y direction nodes.
for ix = 1:size(LinInd,2) %============================================
% Iterate accross the X direction nodes.
for iz = 1:size(LinInd,1) %========================================
% Iterate accross the Z direction nodes.
% Determin the linear index.
j = LinInd(iz,ix,iy);
if (j ~= 0) %-------------------------------------------------% Node falls within the domain.
% Find the indices for the neighboring nodes.
[L,R,S,F,T,B] = Locate_Node(LinInd,Type(j),iy,ix,iz);
% Get the node spacing in the global coordinate directions.
Dj = Get_Spacing(Type(j),XYZ,j,L,R,S,F,T,B);
% Calculate the thermal conductivity in each axis at j.
Kj = KUj(A,Mat(j),Theta(j),iy,ix,iz,j,UN(j),UN(j));
% Calculate the E parameter array.
Ej = EUj(C,dt,Mat(j),Dj,Kj);
% Calculate the Von Neumann Stability variable.
r_temp = [Ej(1,1)*Dj(1),0*Dj(3),Ej(1,3)*Dj(5);
Ej(1,1)*Dj(2),0*Dj(4),Ej(1,3)*Dj(6)];
% Compare and store the largest r values for each axis.
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for i = 1:3 %---------------------------------------------if ((r_temp(1,i) > r(i)) || (r_temp(2,i) > r(i))) %---r(i) = max(r_temp(1,i),r_temp(2,i));
end %-------------------------------------------------end %======================================================
else %--------------------------------------------------------end %---------------------------------------------------------end %==============================================================
end %==================================================================
end %======================================================================
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B.7 Locate_Node
function [L,R,S,F,T,B] = Locate_Node(LinInd,typej,iy,ix,iz)
%function [L,R,S,F,T,B] = Locate_Node(LinInd,typej,iy,ix,iz)
% A function to locate the linear indeces of the nodes surrounding node j.
%==========================================================================
% Update log ==============================================================
% 7/21/2021 JTG V4
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
%LinInd = An array containing the liner indeces of the domain.
% iy = The Y direction index of the node j.
% ix = The X direction index of the node j.
% iz = The Z direction index of the node j.
% j = The linear index of the current spatial node.
% typej = Identifies the node type of spatial node j.
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% L = The linear index of the node in the negative global X direction
%
from node j.
% R = The linear index of the node in the positive global X direction
%
from node j.
% S = The linear index of the node in the negative global Y direction
%
from node j.
% F = The linear index of the node in the positive global Y direction
%
from node j.
% T = The linear index of the node in the negative global Z direction
%
from node j.
% B = The linear index of the node in the positive global Z direction
%
from node j.
%==========================================================================
% Function start ==========================================================
% Account for boundary nodes (set for 2D currently).
if (typej == 0) %---------------------------------------------------------L = LinInd(iz,(ix - 1),iy);
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = LinInd((iz + 1),ix,iy);
elseif ((typej == 1) || (typej == 10)) %----------------------------------% Left edge.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = LinInd((iz + 1),ix,iy);
elseif (typej == 2) %------------------------------------------------------% Right edge.
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L = LinInd(iz,(ix - 1),iy);
R = 1;
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = LinInd((iz + 1),ix,iy);
elseif (typej == 3) %------------------------------------------------------% Top edge.
L = LinInd(iz,(ix - 1),iy);
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 4) %------------------------------------------------------% Bottom edge.
% Top edge.
L = LinInd(iz,(ix - 1),iy);
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = 1;
elseif (typej == 5) %------------------------------------------------------% Top left corner.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 6) %------------------------------------------------------% Bottom left corner.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = 1;
elseif (typej == 7) %------------------------------------------------------% Top right corner.
L = LinInd(iz,(ix - 1),iy);
R = 1;
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 8) %------------------------------------------------------% Bottom right corner.
L = LinInd(iz,(ix - 1),iy);
R = 1;
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = LinInd((iz - 1),ix,iy);
B = 1;
elseif (typej == 9) %------------------------------------------------------% Slopped boundaries.
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L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 11) %-----------------------------------------------------% Slopped boundaries.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 12) %-----------------------------------------------------% Slopped boundaries.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 13) %-----------------------------------------------------% Slopped boundaries.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 14) %-----------------------------------------------------% Slopped boundaries.
L = 1;
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
elseif (typej == 15) %-----------------------------------------------------L = LinInd(iz,(ix - 1),iy);
R = LinInd(iz,(ix + 1),iy);
S = 1;%j - M(3)*M(1);
F = 1;%j + MM(3)*M(1);
T = 1;
B = LinInd((iz + 1),ix,iy);
end %----------------------------------------------------------------------
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B.8 Get_Spacing
function Dj = Get_Spacing(typej,XYZ,j,L,R,S,F,T,B)
%function Dj = Get_Spacing(typej,XYZ,j,L,R,S,F,T,B)
% A function to get the node spacing from node j to its neighbors in the
% positive and negative global axes.
%==========================================================================
% Update log ==============================================================
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% typej = Identifies the node type of spatial node j.
% XYZ = An array containing the node coordinates in the global frame
% j = The linear index of the current spatial node.
% L = The linear index of the node in the negative global X direction
%
from node j.
% R = The linear index of the node in the positive global X direction
%
from node j.
% S = The linear index of the node in the negative global Y direction
%
from node j.
% F = The linear index of the node in the positive global Y direction
%
from node j.
% T = The linear index of the node in the negative global Z direction
%
from node j.
% B = The linear index of the node in the positive global Z direction
%
from node j.
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% Dj = Contains the spatial node step sizes surrounding node j. The
%
elements correspond to step sizes between j and L, R, F, S,
%
T, and B respectivly:
%
Dj = [dXL_j;dXR_j;dYS_j;dYF_j;dZT_j;dZB_j]
%==========================================================================
% Function start ==========================================================
% Calculate the spacing to each of the neighboring nodes for an interior
% node.
Dj = zeros(6,1);
Dj(1) = XYZ(j,1) - XYZ(L,1);
Dj(2) = XYZ(R,1) - XYZ(j,1);
Dj(3) = XYZ(j,2) - XYZ(S,2);
Dj(4) = XYZ(F,2) - XYZ(j,2);
Dj(5) = XYZ(j,3) - XYZ(T,3);
Dj(6) = XYZ(B,3) - XYZ(j,3);
% Account for boundary nodes. (only set for 2D currently)
if (typej == 1) %----------------------------------------------------------% Left edge.
Dj(1) = Dj(2);
elseif (typej == 2) %------------------------------------------------------% Right edge.
Dj(2) = Dj(1);
elseif (typej == 3) %-------------------------------------------------------
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% Top edge.
Dj(5) = Dj(6);
elseif (typej == 4) %------------------------------------------------------% Bottom edge.
Dj(6) = Dj(5);
elseif (typej == 5) %------------------------------------------------------% Top left corner.
Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 6) %------------------------------------------------------% Bottom left corner.
Dj(1) = Dj(2);
Dj(6) = Dj(5);
elseif (typej == 7) %------------------------------------------------------% Top right corner.
Dj(2) = Dj(1);
Dj(5) = Dj(6);
elseif (typej == 8) %------------------------------------------------------% Bottom right corner.
Dj(2) = Dj(1);
Dj(6) = Dj(5);
elseif (typej == 9) %------------------------------------------------------Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 10) %-----------------------------------------------------Dj(1) = Dj(2);
elseif (typej == 11) %-----------------------------------------------------Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 12) %-----------------------------------------------------Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 13) %-----------------------------------------------------Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 14) %-----------------------------------------------------Dj(1) = Dj(2);
Dj(5) = Dj(6);
elseif (typej == 15) %-----------------------------------------------------Dj(5) = Dj(6);
end %---------------------------------------------------------------------Dj = Dj*0.0254;
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B.9 KUj
function [Kj] = KUj(A,matj,thetaj,iy,ix,iz,j,UNj,UNP1j)
%function [Kj] = KUj(A,matj,thetaj,iy,ix,iz,j,UNj,UNP1j)
% A function to build the thermal conductivity matrix for node j:
% This function will calculate the effective thermal conductivity of
% spatial node j at n and (n + 1) in local coordinates [1,2] using user
% defined ETC models. It then transforms k1 and k2 to global coordinates.
%==========================================================================
% Update log ==============================================================
% 7/21/2021 JTG V4
% 3/23/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% matj = The material identifier of spatial node j.
% thetaj = The fiber orientation at spatial node j.
% iy = The Y direction index of the node j.
% ix = The X direction index of the node j.
% iz = The Z direction index of the node j.
% j = The linear index of the current spatial node.
% UNj = Known temperature of spatial node j at time node n, corresponds
%
to jth row of column n in U array.
% UNP1j = Unknown temperature of spatial node j at time node (n + 1),
%
corresponds to jth row of column (n + 1) in U array.
%==========================================================================
% Function variables ======================================================
% k = Identifies the simulation ETC model. Stored in row 1 of A
%
array.
% kf = The fiber thermal conductivity in W/mK of a material, im at
%
spatial node j in the domain. Stored in row 2 of the A array.
% km = The matrix thermal conductivity in W/mK of a material, im at
%
spatial node j in the domain. Stored in row 3 of the A array.
% vf = The fiber volume fraction of a material, im at spatial node j
%
in the domain. Stored in row 4 of the A array.
% vm = The matrix volume ratio of material im in domain d.
% k1 = The effective thermal condutivity along the fiber direction at
%
node j.
% k2 = The effective thermal condutivity transverse to the fiber
%
direction at node j.
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% Kj = Contains the global frame thermal conductivity values at node
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%
j. Columns correspond to the global X, Y, and Z directions and
%
rows correspond to time node n and (n + 1).
%
[ kjXUN kjYUN kjZUN;
%
kjXUNP1 kjYUNP1 kjZUNP1];
%==========================================================================
% Function start ==========================================================
if (matj == 1) %-----------------------------------------------------------% First material of the domain usually PET-G/E-glass laminate.
% Get simulation settings and material properties.
k = A(1,matj);
kf = A(2,matj);
km = A(3,matj);
vf = A(4,matj);
vm = 1 - vf;
if (k == 1) %------------------------------------------------------% Parallel ROM for k1 and Series ROM for k2.
% Get the thermal conductivity in local coordinates.
k1 = vf*kf + vm*km;
k2 = (vf/kf + vm/km)^-1;
elseif (k == 2) %--------------------------------------------------% Parallel ROM for k1 and Charles and Wilson's model for k2.
k1 = vf*kf + vm*km;
k2 = km*((kf*(1 + vf) + km*(1 - vf))/(kf*(1 - vf) + km*(1 + vf)));
elseif (k == 3) %--------------------------------------------------% Parallel ROM for k1 and Maxwells model for k2.
k1 = vf*kf + vm*km;
k2 = km*(kf + 2*km + 2*vf*(kf - km))/(kf + 2*km - vf*(kf - km));
elseif (k == 4) %--------------------------------------------------% Parallel ROM for k1 and geometric mean model for k2.
k1 = vf*kf + vm*km;
k2 = (kf^vf)*(km^(1 - vf));
elseif (k == 5) %--------------------------------------------------% Parallel ROM for k1 and Cheng and Vachon model for k2.
k1 = vf*kf + vm*km;
Bcv = ((3*vf)/2)^0.5;
Ccv = -4*(2/(3*vf))^0.5;
k2 = ((1/(Ccv*(km - kf)*(km + Bcv*(kf - km)))^0.5)*...
log(((km + Bcv*(kf - km))^0.5 + (Bcv/2)*...
(Ccv*(km - kf))^0.5)/((km + Bcv*(kf - km))^0.5 - (Bcv/2)*...
(Ccv*(km - kf))^0.5)) + (1 - Bcv)/km)^-1;
elseif (k == 6) %--------------------------------------------------% Parallel ROM for k1 and Hasselman-Johnson model for k2.
k1 = vf*kf + vm*km;
% Filler raidus
a = (0.01/2)*0.0254;
% Boundary conductivity [W/m^2K]
hc = 1000;
k2 = km*(((kf/km - kf/(a*hc) - 1)*vf + (1 + kf/km + kf/(a*hc)))/...
((1 - kf/km + kf/(a*hc))*vf + (1 - kf/km + kf/(a*hc))));
elseif (k == 7) %--------------------------------------------------% Parallel ROM for k1 and Rayleigh model for k2.
k1 = (1 + ((kf - km)/km)*vf)*km;
C1 = (kf + km)/(kf - km);
C2 = (kf - km)/(kf + km);
k2 = km*(1 + (2*vf)/(C1 - vf + C2*(0.30584*vf^4 + 0.013363*vf^8)));
end %-----------------------------------------------------------------elseif (matj == 3) %-------------------------------------------------------
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% Second material of the domain usually heating element and matrix
% layer.
% Get simulation settings and material properties.
k = A(1,matj);
kf = A(2,matj);
km = A(3,matj);
vf = A(4,matj);
vm = 1 - vf;
if (k == 1) %------------------------------------------------------% Parallel ROM for k1 and Series ROM for k2.
% Get the thermal conductivity in local coordinates.
k1 = vf*kf + vm*km;
k2 = (vf/kf + vm/km)^-1;
elseif (k == 2) %--------------------------------------------------% Parallel ROM for k1 and Charles and Wilson's model for k2.
k1 = vf*kf + vm*km;
k2 = km*((kf*(1 + vf) + km*(1 - vf))/(kf*(1 - vf) + km*(1 + vf)));
elseif (k == 3) %--------------------------------------------------% Parallel ROM for k1 and Maxwells model for k2.
k1 = vf*kf + vm*km;
k2 = km*(kf + 2*km + 2*vf*(kf - km))/(kf + 2*km - vf*(kf - km));
elseif (k == 4) %--------------------------------------------------% Parallel ROM for k1 and geometric mean model for k2.
k1 = vf*kf + vm*km;
k2 = (kf^vf)*(km^(1 - vf));
elseif (k == 5) %--------------------------------------------------% Parallel ROM for k1 and Cheng and Vachon model for k2.
k1 = vf*kf + vm*km;
Bcv = ((3*vf)/2)^0.5;
Ccv = -4*(2/(3*vf))^0.5;
k2 = ((1/(Ccv*(km - kf)*(km + Bcv*(kf - km)))^0.5)*...
log(((km + Bcv*(kf - km))^0.5 + (Bcv/2)*...
(Ccv*(km - kf))^0.5)/((km + Bcv*(kf - km))^0.5 - (Bcv/2)*...
(Ccv*(km - kf))^0.5)) + (1 - Bcv)/km)^-1;
elseif (k == 6) %--------------------------------------------------% Parallel ROM for k1 and Hasselman-Johnson model for k2.
k1 = vf*kf + vm*km;
% Filler raidus
a = (0.01/2)*0.0254;
% Boundary conductivity [W/m^2K]
hc = 1000;
k2 = km*(((kf/km - kf/(a*hc) - 1)*vf + (1 + kf/km + kf/(a*hc)))/...
((1 - kf/km + kf/(a*hc))*vf + (1 - kf/km + kf/(a*hc))));
elseif (k == 7) %--------------------------------------------------% Parallel ROM for k1 and Rayleigh model for k2.
k1 = (1 + ((kf - km)/km)*vf)*km;
C1 = (kf + km)/(kf - km);
C2 = (kf - km)/(kf + km);
k2 = km*(1 + (2*vf)/(C1 - vf + C2*(0.30584*vf^4 + 0.013363*vf^8)));
end %-----------------------------------------------------------------Kj = [(k1*cos(thetaj)^2) + (k2*sin(thetaj)^2) ...
(k1*sin(thetaj)^2) + (k2*cos(thetaj)^2) k2;
(k1*cos(thetaj)^2) + (k2*sin(thetaj)^2) ...
(k1*sin(thetaj)^2) + (k2*cos(thetaj)^2) k2];
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B.10 EUj
function [Ej] = EUj(C,dt,matj,Dj,Kj)
%function [Ej] = EUj(C,dt,matj,Dj,Kj)
% A function to build the matrix containing the matrix of coefficents e for
% node j.
%==========================================================================
% Update log ==============================================================
% 7/21/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% matj = The material identifier of spatial node j.
% Dj = Contains the spatial node step sizes surrounding node j. The
%
elements correspond to step sizes between j and L, R, F, S, T,
%
and B respectivly.
%
D = [dXL_j;dXR_j;dYS_j;dYF_j;dZT_j;dZB_j]
% Kj = Contains the global frame thermal conductivity values at node
%
j. Columns correspond to the global X, Y, and Z directions and
%
rows correspond to time node n and (n + 1).
%
[ kjXUN kjYUN kjZUN;
%
kjXUNP1 kjYUNP1 kjZUNP1]
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% Ej = Contains a grouping of node j material properties and step
%
sizes. Units are m^-1.
%
[ eXUNj eYUNj eZUNj;
%
eXUNP1j eYUNP1j eZUNP1j];
%==========================================================================
% Function start ==========================================================
% Calculate the ej values. (set up for 2D currently)
Ej(1,1) = (dt*Kj(1,1))/(C(1,matj)*C(2,matj)*(Dj(1)*Dj(2)^2 + Dj(2)*Dj(1)^2));
Ej(1,2) = 0;%(dt*Kj(1,2))/(C(1,mat)*C(2,mat)*(Dj(3)*Dj(4)^2 +
Dj(4)*Dj(3)^2));
Ej(1,3) = (dt*Kj(1,3))/(C(1,matj)*C(2,matj)*(Dj(5)*Dj(6)^2 + Dj(6)*Dj(5)^2));
Ej(2,1) = (dt*Kj(2,1))/(C(1,matj)*C(2,matj)*(Dj(1)*Dj(2)^2 + Dj(2)*Dj(1)^2));
Ej(2,2) = 0;%(dt*Kj(2,2))/(C(1,mat)*C(2,mat)*(Dj(3)*Dj(4)^2 +
Dj(4)*Dj(3)^2));
Ej(2,3) = (dt*Kj(2,3))/(C(1,matj)*C(2,matj)*(Dj(5)*Dj(6)^2 + Dj(6)*Dj(5)^2));
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B.11 Newton
function [UNP1,P] = Newton(d,A,C,dt,H,LinInd,Mat,Type,Theta,XYZ,BC,UN,...
t,P,fid1,nP1)
%function [UNP1,P] = Newton(d,A,C,dt,H,LinInd,Mat,Type,Theta,XYZ,BC,UN,...
%
t,P,fid1,nP1)
% Function to employ a modified Newton's method numerical solver to get the
% value of UNP1 = U^(n + 1): the temperature of the nodes in the domain at
% the next time step n + 1 and T(n + 1).
%==========================================================================
% Update log ==============================================================
% 7/29/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the Global frame
% BC = An array containing the node boundary condition types.
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% fid1 = The filename for the output file.
% nP1 = The "next" time node which is being solved for.
%==========================================================================
% Function variables ======================================================
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% tol = The convergence tolerance for the Newton method solver.
% i = A general purpose counter for for and while loops.
% i_max = The maximum allowable while loop iterations.
% qN = Contians the boundary condition values of each node at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1 = Contians the boundary condition values of each node at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
% QN = Contians the heat generation values of each node at time node
%
n. Length is equal to the number of nodes, non heat generating
%
nodes have values of 0.
% QNP1 = Contians the heat generation values of each node at time node
%
(n + 1). Length is equal to the number of nodes, non heat
%
generating nodes have values of 0.
% G = The system of non-linear algebraic equations evaluated using
%
the vecetor UNP1.
% J = The matrix continaing the Jacobian of the non-linear system of
%
algebraic equations G. I.e the matrix of all where each element
%
ij is the partial derivative of the ith row of G with respect
%
to the jth row of UNP1.
%==========================================================================
% Additional function calls ===============================================
%Boundary_Conditions:
%
A function to get the boundary conditions.
% Heat_Gen:
A function to check the heating zone condition set the
%
heating element nodes to have the correct heat generation.
% GU:
Function that calculates the value of the non-linear
%
system of G(UNP1) for a given value of UNP1.
%Calc_Jacobian: Function that calcualtes the Jacobian of the non-linear
%
system of equations G(UNP1).
%==========================================================================
% Function outputs ========================================================
% UNP1 = The n + 1 column of U, contains all the spatial node
%
temperatures for time node n + 1. The rows correspond to the
%
spatial node indices. These are the values being solved for.
% P = Depending on the simulation type, predictive or comparative
%
this vector may hold variables calculated at each time node or
%
it may hold the values of Pd loaded into the simulation
%
respectivly.
%==========================================================================
% Function start ==========================================================
% Set the Newton's Method parameters.
tol = 1e-4;
i = 0;
i_max = 50;
% Make and intial guess of UNP1 as UN.
UNP1 = UN;
% Get the boundary condition vectors.
[qN,qNP1] = Boundary_Conditions(d,t);
% Get the heat generation vectors.
[QN,QNP1,P] = Heat_Gen(d,A,H,UN,t,P,fid1,nP1);
% Calculate G(U^(n + 1)) for the intial guess of UNP1 = UN
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[G] = GU(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,UNP1,qN,qNP1,QN,QNP1,...
t(nP1));
% For monitoring uncomment below.
%nP1
%t(nP1)
%Plot_Conduction(d,LinInd,UNP1,T(nP1),i)
% Modified Newton's Method solver loop, works to minimize the system
% G(UNP1) to 0.
while (norm(G) > tol) && (i <= i_max)%^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
% Calculate the jacobian of G.
J = Calc_Jacobian(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,UNP1,qN,...
qNP1,QN,QNP1,G,t(nP1));
% Recalculate UNP1;
UNP1 = UNP1 - J\G;
% Recalculate G.
[G] = GU(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,UNP1,qN,qNP1,QN,...
QNP1,t(nP1));
% Update iteration counter.
i = i + 1;
% For monitoring uncomment below.
%Plot_Conduction(d,LinInd,UNP1,t(nP1),i)
%[MinT,Imin] = min(UNP1);
%Imin = Imin
%MinT = MinT*(9/5) + 32
%[MaxT,Imin] = max(UNP1);
%Imax = Imin
%MaxT = MaxT*(9/5) + 32;
end %^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^
fprintf(fid1,"Newton Method Iterations Taken: " + i + "\n");
fprintf(fid1,"VG(UNP1) = " + norm(G) + "\n");
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B.12 Boundary_Conditions
function [qN,qNP1] = Boundary_Conditions(d,t)
% function [qN,qNP1] = Boundary_Conditions(d,t)
% A function to get the boundary conditions.
%==========================================================================
% Update log ==============================================================
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% qN = Contians the boundary condition values of each node at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1 = Contians the boundary condition values of each node at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
%==========================================================================
% Function start ==========================================================
% This is where the user would put logic for switching the buondary
% conditions. There will need to be an EXCEL file for each boundary
% condition.
qN = xlsread("QB" + d + ".xlsx");
qNP1 = xlsread("QB" + d + ".xlsx");
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B.13 Heat_Gen
function [QN,QNP1,P] = Heat_Gen(d,A,H,UN,t,P,fid1,nP1)
%function [QN,QNP1,p] = Heat_Gen(d,A,H,UN,t,P,fid1,nP1)
% A function to check the heating zone condition set the heating element
% nodes to have the correct heat generation.
%==========================================================================
% Update log ==============================================================
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% fid1 = The filename for the output file.
% nP1 = The "next" time node which is being solved for.
%==========================================================================
% Function variables ======================================================
% TC = Contains the linear indices of the nodes corresponding to
%
thermocouple locations in the physical domain, d.
% HE = Contains the linear indices of the spatial nodes corresponding
%
to the heating element nodes. The columns correspond to the
%
heating elements.
% QNP1_00 = A variable to hold the heat generation values of (n + 1) for
%
the time node (n + 2).
% onoff = Contains status identifiers for the heating elements, 0 and 1
%
correspond to heating elements off and on respectivly.
% UH = Contains the heating zone temperaures.
% i = A general purpose counter for for and while loops.
% j = The linear index of the current spatial node.
% p = The (n + 1) row of the P vector.
%==========================================================================
% Additional function calls ===============================================
% Heater_Control:
A function to determine if the heating zones are
%
off or on and print that result to the output file.
%==========================================================================
% Function outputs ========================================================
% QN = Contians the heat generation values of each node at time node
%
n. Length is equal to the number of nodes, non heat generating
%
nodes have values of 0.
% QNP1 = Contians the heat generation values of each node at time node
%
(n + 1). Length is equal to the number of nodes, non heat
%
generating nodes have values of 0.
% P = Depending on the simulation type, predictive or comparative
%
this vector may hold variables calculated at each time node or
%
it may hold the values of Pd loaded into the simulation
%
respectivly.
%==========================================================================
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% Function start ==========================================================
% Load the thermocouple position vector.
TC = xlsread("TC" + d + ".xlsx");
% Load in the heating element indices.
HE = xlsread("HE" + d + ".xlsx");
% Initialize the Q_gen vector
if (nP1 <= 2) %-----------------------------------------------------------% The iteration of the time function.
% Set the previous step (t = 0) heat generation vector to zeros.
QN = zeros(size(UN,1),1);
QNP1_00 = zeros(size(UN,1),1);
else %--------------------------------------------------------------------% Not the initial time step.
% Load the previous heat generation vector.
load('QNP1_00.mat');
QN = QNP1_00;
end %---------------------------------------------------------------------QNP1 = zeros(size(UN,1),1);
% Loop over the heating elements and set the heat generation values
if (A(5,1) == 0) %--------------------------------------------------------% Unknown simulation power values.
[onoff,UH] = Heater_Control(H,TC,UN,fid1,t(nP1 - 1));
for i = 1:size(UH) %==================================================
if (onoff(i) == 1) %---------------------------------------------% The heating element is on.
if (sum(onoff) == 4) %----------------------------------------% All heating elements are on.
P(:,nP1) = [80.85;80.85;80.85;80.85];
elseif (sum(onoff) <= 3) %------------------------------------% Three or less heating elements are on.
P(:,nP1) = [107;107;107;107];
end %---------------------------------------------------------% Set the heat generation vector node values.
for j = 1:size(HE,1) %=========================================
QNP1(HE(j,i)) = P(nP1,i)/((H(4,i)*...
(H(2,i)/0.0254) + 1)*H(1,i)*...
((H(3,i)^2)/4)*pi);
end %==========================================================
end %--------------------------------------------------------------end %==================================================================
elseif (A(5,1) == 1) %----------------------------------------------------% Known simulation power values.
if (nP1 > 1) %--------------------------------------------------------p = P(nP1,:)';
%p = P((nP1 - 1),:)';
else %----------------------------------------------------------------p = P(1,:)';
end %-----------------------------------------------------------------fprintf(fid1,"Input Power Averaged Over the Interval:\n" + ...
"t = " + t(nP1 - 1) + " [s] to t = " + t(nP1) + " [s]\n");
for i = 1:size(H,2) %=================================================
fprintf(fid1,"Power to HE" + i + " = " + p(i) + " [W]\n");
% Set the heat generation vector node values.
for j = 1:size(HE,1) %=========================================
% Updated 3/4/2022 to look at modeling HE differently
if (d ~= 2) %---------------------------------------------QNP1(HE(j,i)) = 0.85*(p(i)/((H(4,i)*...
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(H(2,i)/0.0254) + 1)*H(1,i)*...
((H(3,i)^2)/4)*pi));
else %----------------------------------------------------QNP1(HE(j,i)) = 0.15*(p(i)/((H(4,i)*...
(H(2,i)/0.0254) + 1)*H(1,i)*...
((H(3,i)^2)/4)*pi));
end %-----------------------------------------------------end %==========================================================
end %==================================================================
end %---------------------------------------------------------------------% Save the QNP1 vector to be used in the next iteration.
QNP1_00 = QNP1;
save('QNP1_00.mat','QNP1_00','-double');
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B.14 Heater_Control
function [onoff,UH] = Heater_Control(H,TC,UN,fid1,tn)
% function [onoff,UH] = Heater_Control(H,TC,UN,fid1,tn)
% A function to check the temperature of the heating zones against some
% user specified control conditions.
%==========================================================================
% Update log ==============================================================
% 7/28/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TC = Contains the linear indices of the nodes corresponding to
%
thermocouple locations in the physical domain, d.
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% tn = Then current time node of known spatial node temperatures.
% fid1 = The filename for the output file.
%==========================================================================
% Function variables ======================================================
% Udot = The user specified heating rate in C per second for the
%
temperature controller logic.
% Uos = The user specified allowable heating zone temperature overshoot
%
in C.
% UR = The heating element control temperature used to determin if
% `
heating zone temperatures are increasesing at the desired rate.
% i = A general purpose counter for for and while loops.
% count = A general purpose counter.
%==========================================================================
% Function outputs ========================================================
% onoff = Contains status identifiers for the heating elements, 0 and 1
%
correspond to heating elements off and on respectivly.
% UH = Contains the heating zone temperaures.
%==========================================================================
% Function start ==========================================================
% Initialize function variables.
Udot = 0.06; % Equivalent to 0.1 F/s
Uos = 5;
UR = [21;21;21;21] + Udot*tn;
onoff = [0;0;0;0];
% Calculate the heating zone temperatures.
%UH = [(UN(TC(1,1)) + UN(TC(2,1)))/2;
%
(UN(TC(2,1)) + UN(TC(3,1)) + UN(TC(4,1)))/3;
%
(UN(TC(4,1)) + UN(TC(5,1)) + UN(TC(6,1)))/3;
%
(UN(TC(6,1)) + UN(TC(7,1)))/2];
UH = zeros(size(H,2),1);
for i = 2:(size(TC,2)) %===================================================
count = 0;
for j = 1:size(TC,1) %=================================================
if (TC(j,i) ~= 0) %------------------------------------------------
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UH(i - 1) = UH(i - 1) + UN(TC(j,i));
count = count + 1;
end %-------------------------------------------------------------end %==================================================================
UH(i - 1) = UH(i - 1)/count;
end %======================================================================
% Iterate over the heating zones and check against control conditions.
for i = 1:size(UH) %=======================================================
if (UH(i) <= (UR(i) + Uos)) %------------------------------------------% The heating zone temp is at or below the target temp plus overshoot.
% The heating zone is on.
onoff(i) = 1;
end %-----------------------------------------------------------------end %======================================================================
% Print the status of the heating zones.
fprintf(fid1,"HEATING ZONE STATUS: H1:" + onoff(1) + " H2:" + ...
onoff(2) + " H3:" + onoff(3) + " H4:" + onoff(4) + "\n");
fprintf(fid1,"H1=" + UH(1) + "[C](" + (UH(1)*9/5 + 32) + "[F])\n");
fprintf(fid1,"H2=" + UH(2) + "[C](" + (UH(2)*9/5 + 32) + "[F])\n");
fprintf(fid1,"H3=" + UH(3) + "[C](" + (UH(3)*9/5 + 32) + "[F])\n");
fprintf(fid1,"H4=" + UH(4) + "[C](" + (UH(4)*9/5 + 32) + "[F])\n");
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B.15 GU
function [G] = GU(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,UNP1,qN,...
qNP1,QN,QNP1,tnP1)
%function [G] = GU(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,UNP1,qN,...
%
qNP1,QN,QNP1,tnP1)
% Calculate the value of the system of equaitons G(UNP1).
%==========================================================================
% Update log ==============================================================
% 7/29/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the Global frame
% BC = An array containing the node boundary condition types.
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% UNP1 = The n + 1 column of U, contains all the spatial node
%
temperatures for time node n + 1. The rows correspond to the
%
spatial node indices. These are the values being solved for.
% qN = Contians the boundary condition values of each node at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1 = Contians the boundary condition values of each node at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
% QN = Contians the heat generation values of each node at time node
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%
n. Length is equal to the number of nodes, non heat generating
%
nodes have values of 0.
% QNP1 = Contians the heat generation values of each node at time node
%
(n + 1). Length is equal to the number of nodes, non heat
%
generating nodes have values of 0.
% tnP1 = The time in seconds at time node (n + 1)
%==========================================================================
% Function variables ======================================================
% iy = The Y direction index of the node j.
% ix = The X direction index of the node j.
% iz = The Z direction index of the node j.
% j = The linear index of the current spatial node.
% L = The linear index of the node in the negative global X direction
%
from node j.
% R = The linear index of the node in the positive global X direction
%
from node j.
% S = The linear index of the node in the negative global Y direction
%
from node j.
% F = The linear index of the node in the positive global Y direction
%
from node j.
% T = The linear index of the node in the negative global Z direction
%
from node j.
% B = The linear index of the node in the positive global Z direction
%
from node j.
% N = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node n.
%
N = [UNL;UNR;UNS;UNF;UNT;UNB]
% NP1 = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node (n + 1).
%
NP1 = [UNP1L;UNP1R;UNP1S;UNP1F;UNP1T;UNP1B]
% Dj = Contains the spatial node step sizes surrounding node j. The
%
elements correspond to step sizes between j and L, R, F, S, T,
%
and B respectivly.
% Kj = Contains the global frame thermal conductivity values at node
%
j. Columns correspond to the global X, Y, and Z directions and
%
rows correspond to time node n and (n + 1).
%
[ kjXUN kjYUN kjZUN;
%
kjXUNP1 kjYUNP1 kjZUNP1];
% Ej = Contains a grouping of node j material properties and step
%
sizes. Units are m^-1.
%
[eXjUN eYjUN
eZjUN;
%
eXjUNP1 eYjUNP1 eZjUNP1];
%==========================================================================
% Additional function calls ===============================================
% Locate Node:
A function to locate the linear indeces of the nodes
%
surrounding node j.
% Nearest:
This function builds two vectors continaing the values
%
of the nodes neighboring node j at time step n and
%
(n + 1).
% Get_Spacing:
A function to build the spaceing vector of step size
%
in the positive and negative direction of each global
%
coordinate axis.
% KUj:
A function to build the thermal conductivity matrix for
%
node j
% EUj:
A function to build the matrix containing the matrix of
%
coefficents e for node j.
% Get_Opt_Par:
Function for optimizing a parameter during the
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%
simulation and return updated BC vectors.
% Calc_BC:
A function to calculate the boundary condition and
%
update the node temperatures in N and NP1.
%==========================================================================
% Function outputs ========================================================
% G = The system of non-linear algebraic equations evaluated using
%
the vecetor UNP1.
%==========================================================================
% Function start ==========================================================
% Initialize the vector G.
G = zeros(LinInd(end,end,end),1);
% Node iteration loops:
for iy = 1:size(LinInd,3) %================================================
% Iterate accross the Y direction nodes.
for ix = 1:size(LinInd,2) %============================================
% Iterate accross the X direction nodes.
for iz = 1:size(LinInd,1) %========================================
% Iterate accross the Z direction nodes.
% Determin the linear index.
j = LinInd(iz,ix,iy);
if (j ~= 0) %-------------------------------------------------if j == 1216
test = 1;
end
% Node falls within the domain.
% Find the neighboring node indices and spacing.
[L,R,S,F,T,B] = Locate_Node(LinInd,Type(j),iy,ix,iz);
[N,NP1] = Nearest(UN,L,R,S,F,T,B,UNP1);
Dj = Get_Spacing(Type(j),XYZ,j,L,R,S,F,T,B);
% Build the K tensor for node j.
Kj = KUj(A,Mat(j),Theta(j),iy,ix,iz,j,UN(j),UNP1(j));
% Calculate E for node j.
Ej = EUj(C,dt,Mat(j),Dj,Kj);
if (Type(j) ~= 0) %---------------------------------------% Node j is located on a boundary so calculate the B.C.
if (A(6,1) == 1) %------------------------------------% Optimization of natural convection coeff (set for
% 2D.
[qN(j,:),qNP1(j,:)] = Get_Opt_Par(d,A,iy,ix,iz,...
j,Type(j),...
UN(j),UNP1(j),...
tnP1,qN(j,:),...
qNP1(j,:));
end %-------------------------------------------------[N,NP1] = Calc_BC(Type(j),Dj,Kj,UN(j),UNP1(j),N,NP1,...
qN(j,:),qNP1(j,:));
end %-----------------------------------------------------% Calculate the jth row of the G(UNP1) system.
if (BC(j) == 1) %-----------------------------------------% Diriclet BC
G(j,1) = UN(j) - qN(j,1);
else %----------------------------------------------------G(j,1) = (Ej(2,1)*(Dj(1)*(NP1(2) - UNP1(j)) - ...
Dj(2)*(UNP1(j) - NP1(1))) + ...
Ej(2,3)*(Dj(5)*(NP1(6) - UNP1(j)) - ...
Dj(6)*(UNP1(j) - NP1(5))) + ...
Ej(1,1)*(Dj(1)*(N(2) - UN(j)) - ...
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Dj(2)*(UN(j) - N(1))) + ...
Ej(1,3)*(Dj(5)*(N(6) - UN(j)) - ...
Dj(6)*(UN(j) - N(5))) + ...
(dt/(2*C(1,size(C,2))*C(2,size(C,2))))*...
(QNP1(j) + QN(j))) - UNP1(j) + UN(j);
end %-----------------------------------------------------end %---------------------------------------------------------end %==============================================================
end %==================================================================
end %======================================================================
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B.16 Nearest
function [N,NP1] = Nearest(UN,L,R,S,F,T,B,UNP1)
%function [N,NP1] = Nearest(UN,L,R,S,F,T,B,UNP1)
% This function builds two vectors continaing the values of the nodes
% neighboring node j at time step n and (n + 1).
%==========================================================================
% Update log ==============================================================
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% L = The linear index of the node in the negative global X direction
%
from node j.
% R = The linear index of the node in the positive global X direction
%
from node j.
% S = The linear index of the node in the negative global Y direction
%
from node j.
% F = The linear index of the node in the positive global Y direction
%
from node j.
% T = The linear index of the node in the negative global Z direction
%
from node j.
% B = The linear index of the node in the positive global Z direction
%
from node j.
% N = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node n.
% UNP1 = The n + 1 column of U, contains all the spatial node
%
temperatures for time node n + 1. The rows correspond to the
%
spatial node indices. These are the values being solved for.
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% N = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node n.
%
N = [UNL;UNR;UNS;UNF;UNT;UNB]
% NP1 = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node (n + 1).
%
NP1 = [UNP1L;UNP1R;UNP1S;UNP1F;UNP1T;UNP1B]
%==========================================================================
% Function start ==========================================================
N = zeros(6,1);
NP1 = zeros(6,1);
% Assign the node values to the output vectors.
N(1) = UN(L);
N(2) = UN(R);
N(3) = UN(S);
N(4) = UN(F);
N(5) = UN(T);
N(6) = UN(B);
NP1(1) = UNP1(L);
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NP1(2)
NP1(3)
NP1(4)
NP1(5)
NP1(6)

=
=
=
=
=

UNP1(R);
UNP1(S);
UNP1(F);
UNP1(T);
UNP1(B);
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B.17 Get_Opt_Par
function [qNj,qNP1j] = Get_Opt_Par(d,A,iy,ix,iz,j,typej,UNj,UNP1j,...
tnP1,qNj,qNP1j)
% function [qNj,qNP1j] = Get_Opt_Par(d,A,iy,ix,iz,j,typej,UNj,UNP1j,...
%
tnP1,qNj,qNP1j)
% Function for optimizing a parameter during the simulation and return
% updated BC vectors. Currently set to optimize the convective heat
% transfer coefficent.
%==========================================================================
% Update log ==============================================================
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% iy = The Y direction index of the node j.
% ix = The X direction index of the node j.
% iz = The Z direction index of the node j.
% j = The linear index of the current spatial node.
% typej = Identifies the node type of spatial node j.
% UNj = Known temperature of spatial node j at time node n, corresponds
%
to jth row of column n in U array.
% UNP1j = Unknown temperature of spatial node j at time node (n + 1),
%
corresponds to jth row of column (n + 1) in U array.
% tnP1 = The time in seconds at time node (n + 1)
%==========================================================================
% Function variables ======================================================
% N/A
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% qNj = Contians the boundary condition values of node j at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1j = Contians the boundary condition values of node j at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
%==========================================================================
% Function start ==========================================================
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if ((d == 1) || (d == 3) || (d == 4) || (d == 5)) %-----------------------% Boundary condition logic for Case 1 Specimen C3, C7 and C8. During
% heating and cooling specimen had ceramic wool insulation on the top
% surface. The bottom surface was on a ceramic wool blanket the whole
% test and all other surfaces were open to convection.
if (A(6,2) ~= 0) %----------------------------------------------------if ((typej == 3) || (typej == 4) || (typej == 5) || ...
(typej == 6) || (typej == 7) || (typej == 8)) %-----------% Top surface, bottom, or corners
if ((typej == 5) || (typej == 6) || (typej == 7) || ...
(typej == 8)) %-------------------------------------------% Corner node on top surface.
qNj(1,2) = A(6,2);
qNP1j(1,2) = A(6,2);
end %--------------------------------------------------------qNj(1,7) = (qNj(1,7) - UNj)/((0.132 + 1/A(6,2)));
qNP1j(1,7) = (qNP1j(1,7) - UNP1j)/(0.132 + 1/A(6,2));
qNj(1,8) = 1;
qNP1j(1,8) = 1;
qNj(1,9) = 0;
qNP1j(1,9) = 0;
elseif ((typej == 1) || (typej == 2)) %---------------------------% Left and right edges and bottom corners.
qNj(1,2) = A(6,2);
qNP1j(1,2) = A(6,2);
end %-------------------------------------------------------------elseif (A(6,2) == 0) %------------------------------------------------% Model as adiabatic boundary
if ((typej == 3) || (typej == 4) || (typej == 5) || ...
(typej == 6) || (typej == 7) || (typej == 8)) %---------------% Top surface or bottom surface or corners
qNj(1,7) = A(6,2);
qNP1j(1,7) = A(6,2);
qNj(1,8) = 1;
qNP1j(1,8) = 1;
qNj(1,9) = 0;
qNP1j(1,9) = 0;
end %-------------------------------------------------------------end %-----------------------------------------------------------------elseif (d == 2) %---------------------------------------------------------% Boundary condition logic for Case 2 Specimen R3. During heating the
% speicmen was open to free convection with room temperature air with the
% exception of the top surfcae from 10 >= ix >= 70.
if ((typej == 3) || (typej == 4)) %-----------------------------------% Top and bottom surface
qNj(1,8) = A(6,2);
qNP1j(1,8) = A(6,2);
elseif ((typej == 5) || (typej == 6) || (typej == 7) || (typej == 8)) %
% Corner boundary condition.
qNj(1,2) = A(6,2);
qNP1j(1,2) = A(6,2);
qNj(1,8) = A(6,2);
qNP1j(1,8) = A(6,2);
elseif ((typej == 9) || (typej == 11) || (typej == 12) || ...
(typej == 13) || (typej == 14)) %-----------------------------% Slopped boundaires with BCs in two directions.
qNj(1,2) = A(6,2);
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qNP1j(1,2) = A(6,2);
qNj(1,8) = A(6,2);
qNP1j(1,8) = A(6,2);
elseif (typej == 10) %------------------------------------------------% Slopped boundary with a BC in only the left direction.
qNj(1,2) = A(6,2);
qNP1j(1,2) = A(6,2);
elseif (typej == 15) %------------------------------------------------% Slopped boundary with a BC in only the top direction.
qNj(1,8) = A(6,2);
qNP1j(1,8) = A(6,2);
end %-----------------------------------------------------------------end %----------------------------------------------------------------------
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B.18 Calc_BC
function [N,NP1] = Calc_BC(typej,Dj,Kj,UNj,UNP1j,N,NP1,qNj,qNP1j)
%function [N,NP1] = Calc_BC(typej,Dj,Kj,UNj,UNP1j,N,NP1,qNj,qNP1j)
% A function to calculate the boundary condition and update the node
% temperatures in N and NP1.
%==========================================================================
% Update log ==============================================================
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% typej = Identifies the node type of spatial node j.
% Dj = Contains the spatial node step sizes surrounding node j. The
%
elements correspond to step sizes between j and L, R, F, S, T,
%
and B respectivly.
%
D = [dXL_j;dXR_j;dYS_j;dYF_j;dZT_j;dZB_j]
% Kj = Contains the global frame thermal conductivity values at node
%
j. Columns correspond to the global X, Y, and Z directions and
%
rows correspond to time node n and (n + 1).
%
[ kjXUN kjYUN kjZUN;
%
kjXUNP1 kjYUNP1 kjZUNP1]
% UNj = Known temperature of spatial node j at time node n, corresponds
%
to jth row of column n in U array.
% UNP1j = Unknown temperature of spatial node j at time node (n + 1),
%
corresponds to jth row of column (n + 1) in U array.
% qNj = Contians the boundary condition values of node j at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1j = Contians the boundary condition values of node j at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
%==========================================================================
% Function variables ======================================================
% N/A (ignore the Ax and Az terms thy're for domain 2 slopped region BCs).
%==========================================================================
% Additional function calls ===============================================
% N/A
%==========================================================================
% Function outputs ========================================================
% N = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node n.
%
N = [UNL;UNR;UNS;UNF;UNT;UNB]
% NP1 = Contains the node temperatures of spatial node j's neighbors L,
%
R, F, S, T, and B respectivly at time node (n + 1).
%
NP1 = [UNP1L;UNP1R;UNP1S;UNP1F;UNP1T;UNP1B]
%==========================================================================
% Function start ==========================================================
if (typej == 1) %---------------------------------------------------------% Left edge.
N(1) = N(2) + (2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + (2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
elseif (typej == 2) %------------------------------------------------------
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% Right edge.
N(2) = N(1) + (2*Dj(2)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(2) = NP1(1) + (2*Dj(2)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
elseif (typej == 3) %-----------------------------------------------------% Top edge.
N(5) = N(6) + (2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + (2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 4) %-----------------------------------------------------% Bottom edge.
N(6) = N(5) + (2*Dj(6)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(6) = NP1(5) + (2*Dj(6)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 5) %-----------------------------------------------------% Top left corner.
N(1) = N(2) + (2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + (2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + (2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + (2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 6) %-----------------------------------------------------% Bottom left corner.
N(1) = N(2) + (2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + (2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(6) = N(5) + (2*Dj(6)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(6) = NP1(5) + (2*Dj(6)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 7) %-----------------------------------------------------% Top right corner.
N(2) = N(1) + (2*Dj(2)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(2) = NP1(1) + (2*Dj(2)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + (2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + (2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 8) %-----------------------------------------------------% Bottom right corner.
N(2) = N(1) + (2*Dj(2)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(2) = NP1(1) + (2*Dj(2)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(6) = N(5) + (2*Dj(6)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(6) = NP1(5) + (2*Dj(6)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 9) %-----------------------------------------------------% First slopped boundary type.
phi1 = atan(Dj(6)/(0.5*Dj(1)));
A9x = (0.5*Dj(6)/sin(phi1));
A9z = A9x + 0.5*Dj(1);
Acondx = 0.5*Dj(6);
Acondz = A9z +sqrt(A9x^2 + (0.5*Dj(6))^2);
Ax = A9x/Acondx;
Az = A9z/Acondz;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
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UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + Az*(2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + Az*(2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 10) %----------------------------------------------------% Second slopped boundary type.
phi1 = atan(Dj(5) + Dj(6))/Dj(1);
A10x = 0.5*(Dj(5) + Dj(6))/sin(phi1);
Acondx = 0.5*(Dj(5) + Dj(6));
Ax = A10x/Acondx;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
elseif (typej == 11) %-----------------------------------------------------% Third slopped boundary type
phi1 = atan(Dj(5)/(0.5*Dj(2)));
phi2 = atan(Dj(6)/Dj(1));
A11x = (0.5*Dj(6))/sin(phi2) + (0.5*Dj(5))/sin(phi1);
A11z = (0.5*Dj(6))/sin(phi2) + Dj(5)/sin(phi1);
Acondx = 0.5*(Dj(5) + Dj(6));
Acondz = 0.5*(Dj(1) + Dj(2));
Ax = A11x/Acondx;
Az = A11z/Acondz;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + Az*(2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + Az*(2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 12) %----------------------------------------------------% Fourth slopped boundary type.
phi1 = atan(Dj(5)/Dj(2));
phi2 = atan(Dj(6)/Dj(1));
A12 = (0.5*Dj(5))/sin(phi1) + (0.5*Dj(6))/sin(phi2);
Acondx = 0.5*(Dj(5) + Dj(6));
Acondz = 0.5*(Dj(1) + Dj(2));
Ax = A12/Acondx;
Az = A12/Acondz;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + Az*(2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + Az*(2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 13) %----------------------------------------------------% Fifth slopped boundary type.
phi1 = atan(Dj(5)/Dj(2));
phi2 = atan(Dj(6)/(0.5*Dj(1)));
A13 = (0.5*Dj(5))/sin(phi1) + (0.5*Dj(6))/sin(phi2);
Acondx = 0.5*(Dj(5) + Dj(6));
Acondz = 0.5*Dj(2) + (0.5*Dj(6))/tan(phi2);
Ax = A13/Acondx;
Az = A13/Acondz;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + Az*(2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
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NP1(5) = NP1(6) + Az*(2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 14) %----------------------------------------------------% Sixth slopped boundary type.
phi1 = atan(Dj(5)/(0.5*Dj(2)));
phi2 = atan(Dj(6)/(0.5*Dj(1)));
A14x = (0.5*Dj(5))/sin(phi1) + (0.5*Dj(6))/sin(phi2);
A14z = Dj(5)/sin(phi1) + (0.5*Dj(6))/sin(phi2);
Acondx = 0.5*(Dj(5) + Dj(6));
Acondz = 0.5*Dj(2) + sqrt(((0.5*Dj(6))/sin(phi2))^2 + (0.5*Dj(6))^2);
Ax = A14x/Acondx;
Az = A14z/Acondz;
N(1) = N(2) + Ax*(2*Dj(1)*qNj(2)*(qNj(1) - UNj*qNj(3)))/Kj(1,1);
NP1(1) = NP1(2) + Ax*(2*Dj(1)*qNP1j(2)*(qNP1j(1) - ...
UNP1j*qNP1j(3)))/Kj(2,1);
N(5) = N(6) + Az*(2*Dj(5)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + Az*(2*Dj(5)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(9)))/Kj(2,3);
elseif (typej == 15) %----------------------------------------------------% Seventh slopped boundary type.
phi1 = atan(Dj(5)/Dj(2));
A15z = 0.5*Dj(1) + (0.5*Dj(5))/sin(phi1);
Acondz = 0.5*(Dj(1) + Dj(2));
Az = A15z/Acondz;
N(5) = N(6) + Az*(2*Dj(6)*qNj(8)*(qNj(7) - UNj*qNj(9)))/Kj(1,3);
NP1(5) = NP1(6) + Az*(2*Dj(6)*qNP1j(8)*(qNP1j(7) - ...
UNP1j*qNP1j(8)))/Kj(2,3);
end %----------------------------------------------------------------------
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B.19 Calc_Jacobian
function [J] = Calc_Jacobian(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,...
UN,UNP1,qN,qNP1,QN,QNP1,G,tnP1)
%function [J] = Calc_Jacobian(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,...
%
UN,UNP1,qN,qNP1,QN,QNP1,G,tnP1)
% A function to calculate the Jacobian of vector G(UNP1) with vector
% calculations. This is V4 of this function 7/28/2021.
%==========================================================================
% Update log ==============================================================
% 7/29/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% C = Similar to A, each column corresponds to a material, im in the
%
domain. Row 1 holds the specific heat values in J/kgK and row 2
%
holds the density in kg/m^3. C has one more column than A which
%
holds the material properties specific to the heat generating
%
material.
%
[ C1 C2 ... C_im C_gen;
%
rho1 rho2 ... rho_im rho_gen];
% dt = The step size between time nodes n and (n + 1) in seconds.
%LinInd = An array containing the liner indeces of the domain.
% Mat = An array continaing the node material type.
% Type = An array containing the node types of the domain.
% Theta = An array containing the node theta values.
% XYZ = An array containing the node coordinates in the Global frame
% BC = An array containing the node boundary condition types.
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% UNP1 = The n + 1 column of U, contains all the spatial node
%
temperatures for time node n + 1. The rows correspond to the
%
spatial node indices. These are the values being solved for.
% qN = Contians the boundary condition values of each node at time
%
node n. Length is equal to the number of nodes, interior nodes
%
simply have a value of 0.
%
for conduction qN = [q",1,0]
%
for convection qN = [U00,h,1]
% qNP1 = Contians the boundary condition values of each node at time
%
node (n + 1). Length is equal to the number of nodes, interior
%
nodes simply have a value of 0.
%
for conduction qNP1 = [q",1,0]
%
for convection qNP1 = [U00,h,1]
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% QN = Contians the heat generation values of each node at time node
%
n. Length is equal to the number of nodes, non heat generating
%
nodes have values of 0.
% QNP1 = Contians the heat generation values of each node at time node
%
(n + 1). Length is equal to the number of nodes, non heat
%
generating nodes have values of 0.
% G = The system of non-linear algebraic equations evaluated using
%
the vecetor UNP1.
% tnP1 = The time in seconds at time node (n + 1)
%==========================================================================
% Function variables ======================================================
% dUNP1 = The difference step for the first order Euler's method solver.
% DUNP1 = The vector used in the numerical approximation of the jth
%
column of J. All the elements are zero except for the jth row.
% G_new = The value of the non-linear system of equations G when UNP1 +
%
dUNP1 is used as an input.
%==========================================================================
% Additional function calls ===============================================
% GU:
Function that calculates the value of the
%
non-linear system of G(UNP1) for a given value
%
of UNP1.
%==========================================================================
% Function outputs ========================================================
% J = The matrix continaing the Jacobian of the non-linear system of
%
equations G. I.e the matrix of all where each element ij is the
%
partial derivative of the ith row of G with respect to the jth
%
row of UNP1.
%==========================================================================
% Function start ==========================================================
% Initialize the difference step and the jacobian matrix.
dUNP1 = 1e-4;
J = zeros(size(G,1),size(UNP1,1));
tic
parfor j = 1:size(G,1) %===================================================
% For every function (row) in G approximate the derivative with respect
% to UNP1j.
% Initialize the difference step vector for the jth column of J.
DUNP1 = zeros(size(G,1),1);
DUNP1(j,1) = dUNP1;
% Recalculate G with the new UNP1 vector UNP1 = UNP1 + DUNP1
G_new = GU(d,A,C,dt,LinInd,Mat,Type,Theta,XYZ,BC,UN,(UNP1 + DUNP1),...
qN,qNP1,QN,QNP1,tnP1);
J(:,j) = (G_new - G)/dUNP1;
end %======================================================================
toc
testpt = 1;
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B.20 Termination
function [Term] = Termination(d,A,H,TM,TC,UN,t,n,fid1)
% function [Term] = Termination(d,A,H,TM,TC,UN,t,n,fid1)
% A function to check for user defined termination conditions.
%==========================================================================
% Update log ==============================================================
% 7/30/2021 JTG V4
% 3/24/2022 JTG V4.5
%==========================================================================
% Function inputs =========================================================
% d = Identifies the simulation domain.
% A = Each column corresponds to a material, m in the domain. The
%
first four rows hold the ETC model details for each material
%
e.g. ETC model, fiber and matrix thermal conductivity etc. The
%
last two rows hold simulation parameters like the type of
%
simulation, if a simulation is optimizing or not, and if so the
%
variable being optimized.
%
[kmod1 kmod2 ... kmod_im;
%
kf1
kf2
... kf_im;
%
km1
km2
... km_im;
%
vf1
vf2
... vf_im;
%
SimType empty ... empty;
%
OptYN OptPar ... empty];
% H = The columns correspond to heating elements in the domain. The
%
rows correspond to heating element properties.
%
[L1 L2 ... L_ih;
%
W1 W2 ... W_ih;
%
wd1 wd2 ... wd_ih;
%
s1 s2 ... s_ih];
% TM = The maximum allowable time during a simulation in seconds.
% TC = An array containing the linear indices of the nodes
%
corresponding to thermocouple locations in the physical domain,
%
d.
% UN = The nth column of U, contains all the spatial node temperatures
%
for time node n. The rows correspond to the spatial node
%
indices.
% t = Contains the time nodes of the simulation in seconds, also an
%
output of the simulation.
% n = The simulation time node index (includes Pearson iterations).
%
n is the "current" time step of known temperatures.
% fid1 = The filename for the output file.
%==========================================================================
% Function variables ======================================================
% UT = A vector containing the the target temperature for each heating
%
zone.
% UM = The max allowable temperature.
% nM = The max allowable time steps.
% UH = A vector containing the heating zone temperatures.
% UTC = Contians the temperatures in C of the nodes coresponding to the
%
thermocouples (called out in TC). The columns correspond to the
%
time nodes and the rows to thermocouple index iTC.
% i = A general purpose counter for for and while loops.
% i2 = A second general purpose counter.
%==========================================================================
% Function outputs ========================================================
% Term = Contains termination condition flags.
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%
[TC_overtemp;HZ_overtemp;All_HZ_Target_Temp;
%
Max_Time;Max_Time_Step]
%==========================================================================
% Function start ==========================================================
% Initialize the function variables
%d = 1;
%TC = xlsread("TC" + d + ".xlsx");
Term = [0;0;0;0;0];
UT = [168;168;168;168];
UM = 175;
nM = size(t,1);
% Calculate the heating zone temperatures.
%UH = [(UN(TC(1,1)) + UN(TC(2,1)))/2;
%
(UN(TC(2,1)) + UN(TC(3,1)) + UN(TC(4,1)))/3;
%
(UN(TC(4,1)) + UN(TC(5,1)) + UN(TC(6,1)))/3;
%
(UN(TC(6,1)) + UN(TC(7,1)))/2];
UH = zeros(size(H,2),1);
for i = 2:(size(TC,2) - 1) %===============================================
count = 0;
for i2 = 1:size(TC,1) %=================================================
if (TC(i2,i) ~= 0) %-----------------------------------------------UH(i - 1) = UH(i - 1) + UN(TC(i2,i));
count = count + 1;
end %-------------------------------------------------------------end %==================================================================
UH(i - 1) = UH(i - 1)/count;
end %======================================================================
% Pull the thermocouple linear indecies for the TCs out of the TC vector.
UTC = zeros(size(TC,1),1);
for i = 1:size(TC,1) %=====================================================
UTC(i) = UN(TC(i,1));
end %======================================================================
% Begin checking termination conditions.
for i = 1:size(TC,1) %=====================================================
% Check for thermocouple over temp.
fprintf(fid1,"TC" + i + " = " + UTC(i) + "[C](" +...
(UTC(i)*9/5 + 32) + "[F])\n");
if ((UTC(i) >= UM) && (A(5,1) == 0)) %--------------------------------Term(1) = 1;
fprintf(fid1,"\nTERMINATION CASE 1: TC" + i + ...
" MAX TEMP REACHED\n");
end %-----------------------------------------------------------------end %======================================================================
for i = 1:size(UH,1) %=====================================================
% Check for heating zone overtemp or target temp.
i2 = 0;
if ((UH(i) >= UT(i)) && (A(5,1) == 0)) %------------------------------% The heating zone is at or over target temp.
if (UH(i) >= UM) %------------------------------------------------% The heating zone is over temp.
Term(2) = 1;
fprintf(fid1,"\nTERMINATION CASE 2: HZ" + i + ...
" MAX TEMP REACHED\n");
end %-------------------------------------------------------------i2 = i2 + 1;
if (i2 == size(UH,1)) %--------------------------------------------% All heating zones are at or over the target temp.
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Term(3) = 1;
fprintf(fid1,"\nTERMINATION CASE 3: TARGET TEMP REACHED\n");
end %-------------------------------------------------------------end %-----------------------------------------------------------------end %======================================================================
if (t(n) >= TM) %---------------------------------------------------------% Max time reached
Term(4) = 1;
fprintf(fid1,"\nTERMINATION CASE 4: TARGET TIME REACHED\n");
end %---------------------------------------------------------------------if (n == nM) %------------------------------------------------------------% Max time step reached.
Term(5) = 1;
fprintf(fid1,"\nTERMINATION CASE 5: TARGET TIME STEP REACHED\n");
end %----------------------------------------------------------------------

229

BIOGRAPHY OF THE AUTHOR
James Thomas Gayton was born in Sabattus, Maine of June 22nd 1995. He was raised in
Sabattus and graduated from Oak Hill High School in 2013. He attended the University of Maine
starting in January of 2015. He graduated with a B.S. in Mechanical Engineering in May of
2019. He is a member of Delta Tau Delta international fraternity. He is a candidate for the
Masters of Science degree in Mechanical Engineering from the University of Maine in August
2022.

230

