The standard analysis of two-dimensional melting assumes that the low energy states for the solid are represented by the ensemble of all configurations of a gas of dislocations. However, particle conservation is a constraint that confines the system to a subset of this ensemble. The chief implication of imposing the particle conservation constraint is that the bulk modulus has finite renormalization, and the correlation exponent at criticality is ν = 0.3527 . . . .
I. DISLOCATIONS AND TWO DIMENSIONAL MELTING
At sufficiently low temperatures, two-dimensional matter can exhibit a solid phase, characterized by long-ranged orientational order and finite shear modulus. At higher temperatures there is a liquid phase, in which the shear modulus vanishes. Nelson and Halperin [1] and Young [2] , building on the seminal work of Kosterlitz and Thouless [3] , have given a theory of this transition in which dislocations play a central role [4] .
A dislocation in two dimensions is a point topological defect, characterized by a location r and a Burgers pseudovector b, which is the discontinuity in the (multiply-valued) displacement field u( r) along a branch line radiating from the defect, due to one or more lines of atoms having come to an end at r. We can equally well characterize it by the orientation c = (b y , −b x )/|b|, which indicates the direction of the missing line of atoms.
Free dislocations can relax shear stress by moving apart. At low temperatures this is prevented by the interaction between dislocations, which has the form [5] H int T = −2πK <ij> { c i · c j ℓn(r ij /a) + ( c i ·r ij )( c j ·r ij )}
where the sum is over all pairs of dislocations, r ij = | r i − r j | is the separation of the dislocations,r ij = ( r i − r j )/r ij is the corresponding unit vector, and T is the temperature measured in energy units. It is assumed that the dislocations cannot approach closer than the distance a set by the interparticle spacing, so that r ij ≥ a for all i and j; it is also necessary that c i = 0 since otherwise there are thermodynamic inconsistencies (for example, the energy per particle is infinite in the thermodynamic limit). We can regard the dislocations as being similar to vector-valued charges, and then the sum rule on c i is a condition of charge neutrality. The theory of the melting transition is based on the assumption that the low energy configurations of the solid are adequately represented by a set of dislocation configurations. Vibrational modes are not included because they cannot relax shear stress, and are not expected to give a singular contribution to the thermodynamics. Vacancies and interstitial atoms, which play an role in shear relaxation in three dimensions, need not be included as separate species in two dimensions, because they are just a special combination of dislocations and already present in an internally consistent theory. At finite temperatures a vacancy has many "excited states" in which the two component dislocations have glided apart some distance; the "vacancy" configuration one naturally thinks of (with nearest-neighbor dislocations) has very little importance to the statistical mechanics of a two-dimensional crystal.
II. PARTICLE CONSERVATION AS A CONSTRAINT ON DISLOCATION CONFIGURATIONS
In all previous work it has been assumed that the appropriate set of configurations is the "interacting dislocation gas," which allows all positions and orientations of the dislocations (subject to the conditions described above). This assumption is questionable: as will be shown, this prescription mixes configurations containing greatly differing numbers of particles; in giving these configurations the same statistical weight we are in effect violating particle conservation.
In the study of the dynamics of a dislocation it is usual to distinguish between motion perpendicular to the dislocation vector ("glide") and motion parallel to it ("climb"). Climb motion is dynamically slow in three dimensions, because it requires correlated motion of interstitial particles or vacancies, or particle motion along the dislocation line [6] . In two dimensions these mechanisms don't exist, and "climb" is not possible at all, except as a correlated motion of several dislocations.
In equilibrium statistical mechanics it is not necessary that there be a dynamical path connecting the set of configurations that is summed over. On the other hand, we would not wish to use a formalism that manifestly violates a conservation law. The fundamental issue is whether a representation that lists only the dislocation positions and orientations C = { c i , r i : i = 1 . . . N} faithfully represents the physical world, which consists of a set of atoms at positions R = { r α : α = 1 . . . N }; ideally the first list should allow us to construct the latter.
It is contended here that the fluctuations in particle number are measured by the parameter
and that the physical world corresponds to the subset of C for which this sum is fixed, or at least has small variation in the thermodynamic limit. The relation (2) can be motivated by observing that at a dislocation a line of atoms comes to an end (or two lines, in hexagonal symmetry), and that changing c · r changes the length of the half-lines, which changes the number of atoms present. Eq. (2) has significant implications for the statistical mechanics of the dislocation Hamiltonian (1): the configurations { c i , r i : i = 1 . . . N} and {− c i , r i : i = 1 . . . N} (with all dislocation vectors reversed) are given the same energy by Eq. (1), but the number of particles present could be quite different. Then the naive choice exp(−H int /T ) for the Boltzmann weight would contain very little constraint on particle number, especially near the melting transition, and would lead to unphysical results.
Here are two possible approaches to building or verifying a dislocation representation: (R → C) Starting with an atomic configuration in which all atoms are in lattice positions, introduce dislocations as superimposed pairs ( c, − c) (which amounts to declaring lines of atoms to be composed of two half-lines), and then rearrange the atoms to move the dislocations apart to more general positions. Glide motions, which can be done freely, do not change the quantity c · r; climb motions add or remove atoms and can only be made if two dislocations are moved simultaneously so that the sum c 1 · r 1 + c 2 · r 2 is conserved. The elastic deformations introduced by one dislocation can shift others, so that Σ c i · r i need not remain strictly zero, but it seems unlikely that the process will construct configurations for which this sum is large.
(C → R) Given a list of dislocations (all of which lie within a region L), we can attempt to construct a corresponding atomic configuration. For the case of the square lattice proceed as follows: begin with a lattice of atoms filling the region L (which will be taken to be the square 0 ≤ x, y ≤ L), which we can view as consisting of lines of atoms along the directions x and y. Each dislocation c i is perpendicular to one of these directions and has positive or negative components along the other. If the component c i ·x is positive, choose a line of atoms along x passing close to r i and erase the half-line extending from r i in the +x direction (i.e. the (L − c i · r i )/a atoms at r i + λx with λ ≥ 0). If the component c i · x is negative, begin a new half-line of atoms extending from r i in the +x direction (which adds (L + c i · r i )/a atoms). For dislocations aligned along y follow the same prescription, replacing all x by y. Since Σ c i = 0, this will give as many lines of atoms leaving the region on one side as entered on the other; to the extent that there is local vector charge neutrality, the density of lines is also constant. The result of this attempt to make sense of an arbitrary list of dislocations is that the sum of all the atoms added and removed is given by (2) . At the end of this construction we should relax the elastic strain, which is still localized into the regions where the lines have been added and removed; but for the low energy configurations these strains and the resulting shifts of positions are small, and the estimate (2) remains valid.
Extending this construction to the case of hexagonal geometry is more complicated, because now there are three kinds of lines and six kinds of dislocations, and each dislocation introduces or removes two half-lines of atoms, and a rule has to be given how to reconnect the lines of atoms on the two sides of an erased line. There is no difference in principle.
There is no readily implemented rule for localizing dislocations in a way conforming to the postulates of the KTHNY theory (in which the c i would be unit vectors aligned with one of the crystal axes). However, it is possible to locate disclinations, by using the Voronoi construction [7] to determine which particles are nearest neighbors, and then assigning a "disclination charge" s α = n α − 6 to those particles which have n α neighbors with n α = 6. The dislocations of the low temperature configurations appear as disclination pairs with small separation (let us say, at r α and r β with | r α − r β | ≈ a), so that we can define dislocation vectors c i and positions r i by c i = ( r α − r β )/a = (s α r α + s β r β )/a and r i = ( r α + r β )/2. Then the dislocation sum rules can be rewritten in terms of disclinations in the forms
to which we should add the conservation of disclination charge, which is a consequence of the Euler theorem:
When (3) and (5) hold, (4) is independent of the origin chosen for r α . The sums (3) and (4) can be calculated without having to decide which disclinations are paired to form dislocations -the definition of δN is thus generalized to cases in which dislocations are not well defined at all.
In periodic boundary conditions it is possible for a dislocation to span the boundary, so that the coordinates of its component disclinations differ by the box width. Then δN as calculated by Eq. (4) will contain spurious integer multiples of L 2 /2. These boundary effects should be readily distinguished from the intrinsic range of this variable. It should be noted that the individual terms in the sum (4) are of order L squared; near the melting temperature there are many disclinations present in a typical sample, so that getting a small value for δN would indicate strong correlations in the positions and orientations of the dislocations.
III. TWO DIMENSIONAL MELTING WITH PARTICLE CONSERVATION
One option for studying the statistical mechanics of a system with conserved particles is to impose the condition δN = 0 on the allowed dislocation configurations. This proves awkward to implement in a renormalization calculation. The alternative is to use an open system, in which the number of particles can fluctuate about the equilibrium number N eq set by an external chemical potential µ ext . The free energy of the system is a convex function of N , so that the free energy of the combination of system and reservoir has its minimum at N eq , with a characteristic compliance Γ limiting the fluctuations:
In the dislocation representation there should be a corresponding energy limiting the fluctuations in particle number, so that H N = H int + H cons , where the conservation term is
This term should be included in the Boltzmann weight for a configuration whenever the particle number is allowed to vary [8] .
Let us now explore the consequences of imposing particle conservation in this form. The grand canonical ensemble partition function for the interacting dislocation gas is
where y is the dislocation fugacity, n i is the number of dislocations of orientation i (6 values in hexagonal geometry), N = Σn i is the total number of dislocations, and the integral is over all configurations subject to the conditions r ij ≥ a and c i = 0. The probability distribution can be studied in a renormalization treatment. We look for the closest dislocation pair c i = − c j , with separation r ij ≈ a; their relative position is parametrized by the angle θ, defined by r ij · c i = a cos θ. We can relable the dislocations so that i → N, j → N − 1. Splitting out the terms involving this special pair gives H N = H N −2 + δH, where
The last term is negligible, since N eq is an extensive variable. The two remaining θ-dependent terms give a bias favoring certain relative positions of the close dislocation pair, described by the probability distribution exp(−δH/T ), which is to be integrated over all positions and orientations of the pair: all r N and r N −1 such that a ≤ | r N − r N −1 | ≤ a + δa, and summed over the three distinct orientations of c N . This leads to the study of the function
where A = For small Γ, F (A, B) can be approximated by expanding in powers of B inside the integral, giving
where I 0 and I 1 are the modified Bessel functions. The first (Γ-independent) term is a contribution to the free energy and need not be considered further. The remainder can be combined with the other terms involving N-2 particles in Eq. (8) to givẽ
where
2 , which should be combined with (13) to give the renormalization equation
Following this differential equation (and the corresponding ones for K and y) gives a description of an equivalent system having length scale a that can be much larger than the initial scale a 0 set by the atomic spacing. Dislocation pairs smaller than a are no longer explicitly present; their effects have been represented by a modification of the parameters of the Hamiltonian. The first term of Eq. (14) represents a change in Γ due entirely to the change in scale: dislocation pairs of separation a represent the removal or addition of c · r ij /a 0 atoms, but the conservation term in the Hamiltonian is written in terms of the smaller quantity c · r ij /a, and so Γ needs to be correspondingly larger. The second term reflects the possibility that the small pairs that have been integrated out represent vacancies and interstitial particles, and thus can serve as a reservoir allowing a weakening of the particle conservation requirement -the particle conservation requirement is "screened" by this internal capacitance. The case of large Γ can be given a qualitative discussion. When B is large, F (A, B) can be estimated by expanding around θ = 0 or θ = π, giving F (A, B) ∼ = exp (A + |B|)/ 2A + |B|. This implies that the functional form of H cons is being renormalized away from the quadratic form given in Eq. (7) towards a |δN | dependence; effectively, Γ is increasing. Accordingly, we will not expect dislocation unbinding to affect the bulk modulus of a microscopically incompressible systems, such as the flux-line fluid in a superconducting film.
Three important features of this discussion should be pointed out. *The Γ(δN ) 2 term proves to be relevant when y is small: it grows exponentially, and thus this term cannot be regarded as a small perturbation.
*The form of H cons for small Γ is preserved under renormalization, while other choices (such as a term in (δN ) 4 ) would generate the quadratic term even if it were not initially present.
*Vacancies, interstitials, and dislocations are treated in an internally consistent way.
IV. RENORMALIZATION OF THE ELASTIC CONSTANTS
Dislocations give rise to strain in an unstressed system. Their contribution to the average strain is [1] 
It proves useful to separate U αβ into two tensors: a diagonal tensor 1 2 U νν δ αβ representing dilation and the traceless shear tensorŨ αβ = U αβ − 1 2 U νν δ αβ (Greek indices take the values x and y, and repeated indices indicate summation). In the solid phase all dislocations are paired, and then the average strain can be rewritten in terms of the pair orientation c i and pair separation r ij . The dislocation contribution to the elastic constant can be calculated from linear response theory
where B is the bulk modulus, µ is the shear modulus, and B 0 and µ 0 contain the zero-temperature elastic constants and the contributions due to the excitation of elastic waves. The strain tensors and elastic constants separate this way because they correspond to different irreducible representations of the hexagonal group. The shear modulus can be evaluated from (17) by renormalization methods [1] . Substituting (15) into (17) and isolating the contribution from the closest pair gives (Ũ αβŨαβ 
This implies that the shear modulus decreases under renormalization and will vanish in the fluid phase in which r ij is unbounded. Nelson and Halperin [1] find that the bulk modulus also vanishes at the melting transition. In contrast, the present theory finds that the bulk modulus remains finite through the melting transition, because the particle conservation requirement suppresses the density fluctuations caused by the dislocations. In fact, (15) and (16) give
where the bound is obtained by omitting H int from the probability distribution. The bulk modulus is seen to be bounded away from zero. According to the KTHNY theory the heat capacity and all of its temperature derivatives should be continuous at the melting temperature (the free energy has a very weak singularity of form exp(−1/|T − T m | ν )). Then it is of interest to consider the class of models for which the interparticle potential is a pure power law φ(r) = A/r p . It is readily seen from the partition function that the free energy is the sum of a nonsingular term and a function F (v p/2 T ), where v is the area per particle. It follows that the heat capacity and bulk modulus have the same (lack of) singularity at the melting transition [1] , since they can both be expressed in terms of d 2 F (x)/dx 2 . In general we can expect that the renormalization of the bulk modulus is small, so that as the melting transition is approached, dB −1 /da ≪ dµ −1 /da. The coupling constant K is a combination of the elastic constants, and so the imposition of particle conservation has general implications for the critical behavior at melting [9] . The critical value remains K c = 2/π, because this is determined by the renormalization equation for the dislocation fugacity [1] which is unaffected; however, the slope of the separatrix is now different, which changes the correlation exponent at the melting temperature. This follows from the renormalization equation for the coupling constant K, which now reads a dK 
