HARDWARE OVERHEAD, impact on system performance, and fault coverage are key variables a designer must consider in deciding to use BIST (built-in self-test) in a design. Once the designer completes a design with BIST capability, its hardware overhead and system performance become known deterministically. But the designer must rely on probabilistic results about the aliasing aspect of fault coverage. (A vast body of literature deals with the aliasing problem.) For high fault coverage, that approach is unsatisfactoty. Indeed, the only way to obtain a deterministic answer about fault coverage is to simulate the circuit and the BIST environment for each fault in the circuit. While simulating BIST circuits, designers often use pseudorandom pattem generators and compactors such as linear-feedback shift registers (LFSRs). The simulation is costly because it entails the simulation of the generator, the faulty circuit, and the compactor for large numbers of test vectors, without fault dropping.
considerably, but research has done little to improve the efficiency of compaction, or signature computation, algorithms.'" Recently, Iambidonis, Ivanov, and Agarwall proposed a tabledriven compaction algorithm applicable to singleinput linear compactors, which issimilar to the algorithm presented in this article.
We propose a signature computation algorithm based on methods proposed earlier?~~.~ We restrict our discussion and application of the algorithm to singleinput LFSRs, although the basic concepts described here can be applied to arbitraiy linear compactors with multiple inputs. Figure 1 shows a popular realization of an LFSR. It is an intemalexclusiveOR (intemal-XOR) implementation and a true serial divisor. In the figure each gi is either a 1 (closed connection) or a 0 (open connection). We express the LFSR as a polynomial, g(x), which characterizes the connections. Similarly, we express the input stream as a polynomial, I(x), and the contents of the LFSR as a polynomial, &x). We perform division by taking I(x) as dividend and g(x) as divisor, with Rxx) the re--mainder. Afterwe fully processI(x), the final value of Rkx), called the internal signature, is the check bits for a cyclic redundancy check (CRC) code.6 Figure 2 shows an altemative LFSR realization, an extemal-XOR implementation. We use I(x) to express the input stream, g(x) to express the LFSR with extemal-XOR, and &(x) to express the contents of the LFSR. We call the final Rdx) the extemal signature.
Preliminaries and notafion
We now explain how to construct lookup tables and use them to compute the intemal signature. Consider the situation shown in Figure 3a . Let us assume that the contents of the LFSR are S*, and an %bit input to the LFSR is i*. We wish to compute the contents of the LFSR after i* has been shifted into the LESR. Using the principle of superposition (linearity), we partition the problem into two parts, as shown in Figure 3b . Clearly, for an internal-XOR LFSR of length 8 or more bits, with an intemal state of 0 and an input i*, the state of the LFSR after eight shifts will be i*, as shown in Figure 3c . On the other hand, the state S** shown in Figure 3c is the state of the LFSR after we start from state S* and shift eight zeros into it. We must determine this state.
We can obtain S** from S*, using precomputed lookup tables. To explain the process, we assume that the LFSR is 16 bits long and we use the pictorial representation developed in Figure 3 . Figure 4 shows the complete process. In Figure 4a , SI* and S2* are the two %bit components of S*, and we assume the input to the LFSR is 0. Again using the principle of superposition in linearsystems, we partition the problem into two parts (Figure 4b ). Figure 4c shows the twopart state of the intemal-XOR LFSR after eight shifts. It is now evident that we need to compute S, the state of the LFSR after eight shifts, p r o vided the initial content of the LFSR isS1*.
Knowing the polynomial or the feedback structure of the LFSR, we can construct a table off line for every possible value of SI*. If SI* is 8 bits, the table will have 28 = 256 entries, and each entry for our example will be 16 bits wide. formation of the table.5
Before proceeding to the next section, we point out that for a given I(x) and g(x), the values of Rxx) and RE(x) are different, but there is a one-to+ne mapping between intemal and external signatures6 Later in the article we present a technique to convert an internal signature to an extemal signature and vice versa. The conversion technique takes an amount of time proportional to the LFSRs length and independent of the input data stream's length. Moreover, our scheme works for any polynomial (not just primitive polynomials) characterizing the LFSR.
Signature Computation
Our signature computation algorithm is based on the explanation given in the preceding section. Algorithm 1 first initializes the %bit register CO to zero. Then, it takes m cycles to process m bytes of input. The byteA(m -1), the most significant byte, is processed first. T, a temporary variable, is used as an index into the lookup table f0. When all the input bytes have been processed, the remainder (the check bits or the signature) is left in CO.
In the algorithms for computing 16, 24-, and 32-bit signatures, we use the variables CO, C1, C2, and C3 to form the signature. Each of these Civariables is 8 bits long. Similarly, fO, fl, . . ., represent lookup tables. (we give a method of extending these algorithms to nonmultiples of &bit signatures in the earlier version of this article.2) Algorithm 2 is Sarwate's algorithm for computation of 16-bit signature^.^ The algorithm produces the signature for an input stream by appending a stream of zeros. Furthermore, it modifies the input stream while generating the signature. To produce the correct signature for a given input stream, we must modify the algorithm or follow it with some postpre cessing. Algorithm 3 is a modified version that produces the correct signature and does not modify the input stream.
Algorithms 4 and 5, for 24-and 32-bit LFSRS, are similar to the %bit and 16bit algorithms, except that they require more lookup tables and more operations per cycle.
Signature conversion
If internal-XOR and external-XOR LFSRS are characterized by the same polynomial, g(x), a one-tmne relationship exists between Rxx) and RE(x).~ That means that conversion from one form of signature to the other is always possible and the result is always unique. Conversion may be required for any of several reasons:
If we know either the intemal or the extemal signature, we can obtain the other form of signature by conversion, instead of reprocessing all the input stream to derive the other form. One of the most time-consuming steps in reprocessing the input stream is reading the input file, which we avoid in the conversion process. We may wish to initiate signature generation assoon as we choose the LFSR polynomial but before we decide on the actual implementation of the LFSR (intemal or extemal). Sometimes we need to know both signatures before choosing one form over the other-for example, when the storage or hardware realization of one signature is superior to the other in the BIST environment. In such a case we can simulate either the intemal or the extemal signature and then perform the conversion. This reduces the processing time to approximately half the time of simulating both forms of LFSRS. Simulating one form may be faster than simulating the other form. In that case we can compute the signature with the faster form, and convert it to the other form.
In the following explanation of the conversion processes, we have not included formal proofs as they are unduly long, but they are easy to deduce by logical reasoning.
Internal to extemal. If we define

/(x), g(x)
, and Rxx) as in Figure 1 x2 + x + 1 (a nonprimitive polynomial: Figure 6 gives the extemal-XOR LESR fo this polynomial. ForRkx) = 1101, we cai verify that Rdx) is 11 1 1. This is a uniqul value of Rdx) for Rkx) = 1101. Table   shows Thus, it has small to moderate memory Note that during the backward computation, Q(x) must be set to zero. Also, the first output bit at I(x) is the least significant bit of Rkx).
Again, we demonstrate the process through an example. Let Rdx) = 101 1 and g(x) = 2 + x2 + x + 1. Using the steps for computing Rkx) shown in Table 2 , we find that Rdx) = 1ooO. This value is the same as shown in Table 1 
