We address the issue of minimal time optimal control of fedbatch reactor in presence of complex non monotonic kinetics. Several extremal paths with singular arcs can be locally optimal. We show how a regularization technique can help determining the optimal synthesis, based on a numerical approach.
I. INTRODUCTION
Fed-batch bioreactors represent an important class of bioprocesses, mainly in the food industry (e.g. yeast production or wine making) and in the pharmaceutical industry (like the production of penicillin or of the vaccine against the Hepatitis B) but also e.g. for biopolymer applications (PHB) or for wastewater treatment (via Sequential Batch Reactors (SBR's) for instance). It is also very much involved in the field of enzyme production which has been developed over the past decade due to the recombinant DNA technology and via the use of filamentous micro-organisms. One of the key issues in the operation of fed-batch reactors is to optimize the process operation over a limited Manuscript A. Rapaport is with UMR INRA-SupAgro "MISTEA," Montpellier 34060, France and also with EPI INRA-INRIA "MODEMIC," Sophia-Antipolis, France (e-mail: rapaport@supagro.inra.fr).
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Digital Object Identifier 10.1109/TAC.2011.2159424 time period. An intensive research activity has been devoted to optimal control of (fed-batch) bioreactors mainly in the seventies and in the eighties (see, e.g., [12] , [13] ). In this work, we address the issue of minimal time optimal control of fed-batch reactor in presence of complex non monotonic kinetics, characterized here by the combination of two non-monotonic growth functions, aimed at emphasizing the presence of parallel metabolic pathways to transform the limiting substrate S into the biomass B. It is well known that for such problems, the optimal synthesis is bang-bang with a possible singular arc in the presence of a single non-monotonic growth rate model [11] . In presence of combinations of several non-monotonic growths, the candidate singular arcs are multiple and determining which singular arc is eventually optimal is clearly a crucial issue. The case of batch chemical processes, with temperature as manipulated variable, has been extensively studied [1] , [2] . Even though there are similarities between chemical and biological systems, the optimal control of the fed-batch bioprocess under consideration is somewhat different, at least with respect to the following two points. First of all, the control variable is the flow rate : this implies that the volume is an extra state variable, and the objective is to reach simultaneously precise values for both the volume and the substrate concentration. Secondly kinetics of fed-batch bioreactors are typically represented by non-monotonic functions of the reactants (with possibly more than one local maximum). The local optimality conditions based on the Pontryagin Maximum Principle allow to characterize the geometric structure of the extremal trajectories, in which there may be singular arcs [3] . These necessary conditions are not always sufficient for determining which extremals are (globally) optimal. One may look also for second-order conditions for determining the minimizer [4] , [10] , or has to compute the cost of each extremal or use global optimization methods such as dynamic programming or Hamilton-Jacobi-Bellman equation [18] , [19] . The extremals are traditionally determined numerically by considering shooting methods (see for instance [18] ). For bang-bang control, it is well known that one may face numerical troubles because the shooting function is in general not smooth [9] . Recently a smoothing method inspired from [15] has been proposed for the regularization of the shooting function [14] . The convergence of the method has been proven when the original problem admits a unique optimal solution. It has been also shown that the convergence of the control inputs is not guaranteed when the optimal solution presents a singular arc. For our problem, we first show that it is easy to determine analytically the singular arcs that are locally optimal, and that the determination of the optimal synthesis consists then in deciding which singular arc is optimal. We consider the regularization method used in [14] , but in a different way. We do not apply a shooting method, that is relevant for given initial conditions; instead we fill the state space with extremals for the regularized problem, to proceed next to the study of the extremals. When extremals do not intersect, one can straightforwardly conclude about the optimal synthesis for the original problem (even though the convergence of the control inputs is not guaranteed). If extremals intersect, one may distinguish sub-domains of the state space for which it is possible to conclude about the optimal synthesis. We believe that this technique is particularly efficient for planar dynamics for which it is easy to visualize this field. In our problem, the multiplicity of the singular arcs reveals the existence of a locus for which several extremals have the same cost. The contribution of the technical note is two-fold. We first propose a proof based on differential inclusions arguments that allows to relax the assumption of the uniqueness of the optimal solution for the convergence of the optimal paths (Section IV). Then we show how to apply numerically the approximation procedure for analyzing the field of extremals on the whole state space (Section V).
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II. THE MODEL
The choice of the present model is motivated by the practical situation when most often only one dominant reaction is considered, then leading to an optimal trajectory which is well known. Yet in the presence of more complex biological systems, the optimal trajectory may be somewhat different, and in presence of combinations of several nonmonotonic growths, the candidate singular arcs are multiple with the further difficulty to determine which singular arc is eventually optimal. This will be illustrated below, and in particular in Section V.
Let us consider a reaction scheme where n several bio-reactions (possibly associated to different metabolic pathways) consuming the same substrate S and producing a biomass B may occur simultaneously S +B+R i 0! B +B (i = 1; 111 ; n). Each reaction i requires a non-limiting resource Ri. Under this hypothesis, one can assume that each specific growth rate function i (1) associated to each bio-reaction i depends only on the substrate concentration S. Assumption 1: The functions i(:) are smooth, positive away from zero and null at 0. Moreover, mainly for the sake of simplicity, we shall assume that each bio-reaction transforms the substrate into biomass with the same yield y. The time evolution of the concentrations S and B in a perfectly mixed reactor, operated in fed-batch, is given by the dynamical system (1) is equivalent to the one of a single bioreaction with the specific growth rate (1) and a unitary yield factor
One can easily check from (2) that the quantity M = V (X + S 0 S in ) is constant along the trajectories, and consequently that it depends only on the initial condition (S 0 ; X 0 ; V 0 ). By considering the number M0 = V0(X0 +S00Sin), the dynamics is defined in the (S; V )-plane
with the associated target: T = [0;S ref ] 2 fV max g. Given an initial condition (S 0 ; X 0 ; V 0 ), the optimization problem consists then in determining a control Q(1) such that the trajectory of (3) reaches the target T in minimal time. This minimal time problem has already been studied in [11] for cases where the function (1) has at most one maximum. An extension with impulse control inputs has been developed in [7] . With the help of a clock form and Green's Theorem (see [8] for the definition of the clock form and [11] for details on the problem), Moreno has proved that: 1) the "bang-bang" strategy (i.e., Q = Qmax until V = Vmax and then Q = 0) is optimal for any monotonic growth function (1);
2) the "singular arc" strategy (that consists in reaching and remaining at S = S as long as possible) is optimal for growth functions increasing when S < S and decreasing when S > S (and under the condition S in >
The clock form is used in Moreno's proof to show the global optimality of these strategies, a technique originated from former results [8] . For cases where the growth functions have more than one local maximum on the interval (0;Sin), this argument can still be used but only for the local optimality of singular arcs. Unfortunately one cannot directly deduce the global optimality of the singular arc strategy. 
III. STUDY OF THE EXTREMAL TRAJECTORIES
Let us consider initial conditions on the domain D = [S ref ; S in ) 2 (0;V max ] (i.e. the initial substrate concentration is between the inlet concentration and the desired one). We also assume that the maximal flow rate Q max is large enough to ensure the admissibility of the singular arc strategy for any S 2 M up to V = V max .
In [7] where unbounded control inputs and growth functions with at most one maximum are considered, it is shown that along optimal trajectories with initial condition such that S(0) > S ref , the variable S(1) may take values below S ref before reaching the target. We show now that, under Assumption 2, the target T can be replaced by a punctual one. 
where 0 denotes the derivative w.r.t. to S, and X = M 0 =V +S in 0S. Let us define the switching function = S(Sin 0 S)=V + V from 
Proof: A singular arc strategy may occur when the switching function is identically equal to zero on a time interval of positive measure. One can easily compute _ = S Sin 0 S V 0 (S)X:
Note from (3) that from any initial condition in D, one has S(t) < S in for any t 0, and consequently one can write X(t) = M 0 =V 0 S(t) + S in > 0 for any t 0. Note that it is not possible to reach the target from any initial condition in D n T , with a constant control input Q = 0 and Q = Q max . Consequently has to be equal to zero at a certain time. Note also from (4) that the sign of S is constant or S is identically equal to 0. In this latter case, V is constant from (4) and has to be non-zero from the Pontryagin Maximum Principle. Yet then = V cannot be equal to zero. So S is never equal to zero, and when = 0 one can conclude from H = 0 that S has to be negative.
We deduce from (7) that a necessary condition for an extremal to be singular is to have 0 (S) = 0. The zero of 0 (1) being isolated, we deduce that the singular arcs are of the form S(t) = S with 0 ( S) = 0.
Usually, one writes Legendre-Clebsch condition (see for instance [5] ) or matrix condition given in [16] for obtaining a necessary condition for singular arc, but here it is even simpler to compute directly _ and because of the simple structure of candidate singular arc (given by constant S) = S(Sin 0 S) V 00 ( S)X _ S:
Assumption 3 implies that for 6 = 0, and one has sign( _ S) = sign(). Consequently, in the neighborhood of S, one obtains sign( ) = 0sign( 00 ( S))sign(). From the classification of fold points for planar systems [3] , one deduces that a point ( S; V; S ; V ) such that = 0 is: -elliptic if 00 ( S) > 0; the optimal trajectory in its neighborhood is bang-bang;
-hyperbolic if 00 ( S) < 0; the optimal trajectory in its neighborhood can have a singular arc. Finally a necessary condition for an extremal to be singular is to have 0 ( S) = 0 and 00 ( S) < 0 which amounts to have S 2 M. Having S(t) = S on a time interval [t1; t2] implies _ S = 0, and from (3) one deduces the expression of the control given in (6) . Then from (3) the variable V is solution of the ordinary differential equation _ V = ( S)(M0=(Sin 0 S) + V ), whose explicit solution is given by (5) .
Proposition 2 gives only a local optimality result. Away from the set M2(0;V max ), we know that the optimal control is either 0 or Q max and can switch, but we do not know a priori -towards which singular arc, defined by the value of S 2 M, it is optimal to go? -if is it optimal to leave a singular arc for reaching another singular one? We consider now a numerical approach to address this global optimality issue.
IV. APPROXIMATION PROCEDURE
Solving numerically minimal time problems with dynamics that are affine w.r.t. the control input is usually intricate when one does not know a priori the switching surfaces. The shooting function based on the integration of the Hamiltonian system is usually not smooth when the optimal control is discontinuous [17] . We consider here a smoothing method, specific to affine control systems, based on a idea originally proposed in [15] and developed in [14] . We first define a new control input u 1 = 2Q=Q max 0 1 2 [01; 1] and denote = [S V ] t .
Then one can note that the dynamics (3) can be rewritten as follows: _ = F() + G 1 ()u 1 ; (0) = z 0 2 D: (8) According to Proposition 1, we shall consider the punctual target defined by z f = [S ref Vmax] t . The vector field G1(1) is nowhere equal to the zero vector. Consequently there exists another vector field G 2 (1) such that V ect(G1();G2()) = 2 ; 8 2 D: (9) One can also require G 2 (1) to be bounded. We then consider the augmented dynamics with an additional input u 2 _ = F() + G1()u1 + G2()u2; (0) = z0 (10) where u 2 1 + u 2 2 1 and 6 = 0. The Hamiltonian of this new problem is equal to
H = p0 + p t F() + p t G1()u + p t G2()v:
The adjoint vector p being never equal to the zero vector (by the Maximum Principle), the condition (9) implies [p t G 1 () p t G 2 ()] t 6 = 0. Consequently the Hamiltonian H is uniquely maximized by the smooth control inputs
The benefit of introducing an additional input is to obtain a new control problem for which the optimal control inputs are smooth and that do not present any particular numerical difficulty. We show now that the optimal trajectories for the extended dynamics converges toward an optimal trajectory of the original problem. This convergence has been recently studied in [14] and proven under the assumption that the original problem admits a unique optimal solution. Here we propose an alternative proof based on differential inclusions that relaxes this hypothesis.
Proposition 3: Let n be a monotonic sequence of numbers converging to 0, and n(1) a sequence of optimal trajectories for = n with the same initial condition z 0 and target z f . Then any (1) limit of a sub-sequence, also denoted n , in the following sense: n(1) ! (1) uniformly and _ n(1) ! w(1) weakly in L 1 is an optimal trajectory for the original problem. Furthermore, there exists at least one such sub-sequence. Proof: Recall from Filippov Theorem (e.g., [20] ) that the set of solutions of the (10) for measurable control inputs is exactly the set of absolutely continuous solutions of the differential inclusion Note that the set-valued maps 9 are monotonic w.r.t. in the following sense: < 0 = ) 9 () 9(); 8: (11) Let us consider an initial condition z 0 in D and a monotonic sequence of positive numbers n converging to zero. As one has 90 (1) = 9 (1), we can consider a decreasing sequence n without any loss of generality. Let us denote by T and Tn the minimal times to reach z f , for the dynamics (8) and (10) , respectively, for = n. Property (11) implies that the sequence T n is non decreasing and bounded from above by T . Consequently Tn converges to a limit, denoted T , such that T T . Consider now a sequence n (1) of optimal trajectories for the minimal time problem with = n . These trajectories can be prolonged up to time T (taking any admissible control input on the time interval [T n ; T ]), and are uniformly bounded on [0; T ]. According to Dunford-Pettis Theorem (see [6] , Cor. IV.8.11), there exists a sub-sequence, also denoted n(1) such that _ n(1) converges weakly to v(1) on T ]:
By weak convergence one has n (1) ! (1) T ]. One also has _ n 2 9 0 ( n ) + n r a.e. t 2 [0;
T ]. By compactness of trajectories of perturbed differential inclusions [19] , one obtains _ 2 9 0 ( ) a.e. t 2 [0;
T ]. Finally, one has n (T n ) = z f and from the uniform convergence and continuity of trajectories n (1), one obtains ( T ) = z f . Consequently (1) is an optimal trajectory for the original problem and necessarily T = T . Corollary 1: If the original problem admits a unique optimal trajectory (1) , then any sequence of optimal trajectories n(1) with n a monotonic sequence of numbers converging to 0, converges uniformly to (1) , and _ n (1) converges weakly to _ (1).
Remark 1:
It is shown in [14] that the optimal control does not necessarily converge point-wise in presence of singular arcs, and may exhibit a chattering phenomenon. Our approach here is slightly different, as we already know the locus of singular arcs and as our aim is to address the issues raised at the end of Section III. This explains why we focus on the approximation of the optimal trajectories instead of the optimal control inputs.
V. NUMERICAL APPROXIMATION
In this section we present a methodology that consists in computing the field of extremals for the regularized problem, and in deducing, if possible, some properties of the optimal trajectories, namely answers to the questions raised at the end of Section III. We illustrate this approach on two examples of growth function (1) . We solve backward in time the Hamiltonian dynamics associated to the regularized problem -either we fill the domain D with a set of trajectories that do not intersect. Then each trajectory is optimal for the approximated problem, and consequently is close from an optimal one of the original problem (see Example 1 below).
-or some trajectories intersect in D and only the part before the intersection (in backward time) can be optimal. Nevertheless this partial information might be enough to answer the questions raised at the end of Section III (see Example 2 below). For the vector field G2(1), we have simply chosen a constant one (but other choices are possible): G 2 () = [1 0] t . When G 2 (1) is constant, the adjoint equations are independent of . Then one can show, similarly to the original problem, that pS and pV are negative and positive, respectively, for extremals with (1) in the domain D. Consequently, we take values of only in the interval (; 3=2).
In both examples below, values of parameters of the problem are given in the following Different values of the parameter have been tested. We have observed that taking too small values of make the extremals more sensitive to the choice of p f , and then one has to refine the grid of values for p f Fig. 3 . Extremals for a function (1) with two maxima and = 0:01.
for filling the plane with extremals. The numerical integration of the Hamiltonian dynamics becomes also more stiff, as expected.
Example 1:
We first test the method for a growth function (1) with only one maximum reached at S (see Fig. 2 ), for which the optimal solution is known [11] . It consists in reaching the singular arc S = S and remaining on this arc until reaching the boundary of the domain 
Extremals for the augmented dynamics with = 0:005 are plotted on Fig. 2 . One can see that the domain D is filled by extremals without intersection. Consequently each extremal is an optimal trajectory for the augmented dynamics, and one can check that they are close from the optimal trajectories for the original problem, given by the feedback law (12) .
Example 2:
We consider here a growth function (1) with two local maxima S1 and S2 (see Fig. 3 ). In the present instance, we can indeed identify three areas A 1 , A 2 and B (see Fig. 4 ). A 1 and A 2 are such that extremals do not intersect and are close from the trajectories given by the feedback law (12) with S = S1 and S = S2 for A1 and A2, respectively, while B is an area where the intersections of extremals take place. Extremals for the augmented dynamics with = 0:01 are plotted on Fig. 3 . In this case one can see that some extremals intersect, and so one cannot conclude about their optimality on the sub-domain B depicted in grey in Fig. 4 .
Nevertheless, for the original problem (i.e. for = 0), we know that away from the singular arcs S = S 1 , or S = S 2 , the optimal control is either 0 or Qmax (and can switch). So an optimal trajectory starting from S 2 ( S 1 ; S 2 ) has to go toward S = S 1 or S = S 2 (unless it touches the boundary V = V max ) but we are not able to decide a priori -if it is optimal to reach V = Vmax before reaching a singular arc;
-if not, towards which singular arc it is optimal to go;
-if it is optimal to stay on a singular arc until reaching V = V max (it might be better to leave one singular arc to go to the other one). These observations are important because they allow us to conjecture that the optimal trajectories for the original problem reach one of the singular arcs and stay on it until reaching V = Vmax.
Conjecture: The optimal solution of the problem with a growth function presenting two local maxima at S1 and S2 is given by the feedback law Q S (1) where S 2 f S 1 ; S 2 g. Finally the curve I on Fig. 4 has been determined numerically as the set of points for which using the feedback law Q S (1) with S = S1 or S = S 2 gives exactly the same time for reaching the target. Then on the left part of the domain delimited by this curve, we conjecture that the control Q S (1) is optimal, and Q S (1) in the right one. Furthermore, one can observe that when get close from 0, the boundary of the sub-domain B get close from the curve I.
We have also performed numerical simulations for other combinations of growth presenting two local maxima. The function (1) has two local maxima but with similar values on Fig. 5 . The picture of extremals field is similar to Fig. 3 but with a larger domain A1, and the same conjecture applies. Numerically, we have had to choose a smaller step in the choice of the discrete values of the parameter to fill the state space with extremals. The function (1) has also two local maxima, but the first one has a larger value on Fig. 6 . We numerically found that the extremals field has no intersection. We can then conclude that Q S (1) is an optimal feedback for the original problem, even though two singular arc strategies are locally optimal. Let us go back to the motivation for the selection of the model (Section II), and let us compare the system behavior, e.g., in Figs. 2 and 3.
S
in Example 1 corresponds to S1 in Example 2. We consider in Example 2 that an alternative metabolic pathway consuming the same substrate S takes place for values of S larger than S 1 , and presents also an inhibition for even larger values of S, leading to a second pic S2 in the overall growth function. We then observe that neglecting this second reaction leads to quite different optimal trajectories for initial substrate concentration S(0) far enough from S1.
VI. CONCLUSION
In this note, we show how the smoothing procedure already proposed in [14] , [15] can be applied to the minimal time of fed-batch processes with non-monotonic growth functions. We first show that it is not required for the original problem to have an unique optimal trajectory, and propose a procedure that consists in analyzing the extremals field of the regularized problem on the whole state space. On the contrary to the original problem, the optimal solution of the approximated one has no singular arc and its extremals can be computed straightforwardly. When the extremals field of the approximated problem do not possess any intersection, the optimal synthesis of the original problem can be directly deduced. Otherwise, we show how the procedure brings insights on optimal trajectories of the original problem on sub-domains of the state space.
