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Анотацiя
В данiй роботi описано алгоритм для розв’язання загальної задачi розмiтки (general labeling problem) на дистрибу-
тивнiй ґратцi для певного класу функцiй.
Вступ
Ця робота спирається на узагальнення iдеї полi-
морфiзму, запропоноване в роботi [1], i дає спосiб
розв’язання загальної задачi розмiтки на дистрибу-
тивнiй ґратцi.
1. Дистрибутивна ґратка
Дистрибутивна ґратка - це алгебраїчна структура
з бiнарними операцiями ∧ та ∨, якi задовольняють
тотожностям
𝑎 ∧ 𝑎 = 𝑎; 𝑎 ∨ 𝑎 = 𝑎;
𝑎 ∧ 𝑏 = 𝑏 ∧ 𝑎; 𝑎 ∨ 𝑏 = 𝑏 ∨ 𝑎;
(𝑎 ∧ 𝑏) ∧ 𝑐 = 𝑎 ∧ (𝑏 ∧ 𝑐); (𝑎 ∨ 𝑏) ∨ 𝑐 = 𝑎 ∨ (𝑏 ∨ 𝑐);
(𝑎 ∧ 𝑏) ∨ 𝑏 = 𝑏; (𝑎 ∨ 𝑏) ∧ 𝑏 = 𝑏;
𝑎 ∧ (𝑏 ∨ 𝑐) = (𝑎 ∧ 𝑏) ∨ (𝑎 ∧ 𝑐);
𝑎 ∨ (𝑏 ∧ 𝑐) = (𝑎 ∨ 𝑏) ∧ (𝑎 ∨ 𝑐).
В цiй роботi нам знадобляться два безпосереднi на-
слiдки з наведених вище тотожностей:
𝑎 ∨ 𝑏 = 𝑎⇔ 𝑎 ∧ 𝑏 = 𝑏; (1)
𝑎 ∨ 𝑐 = 𝑎, 𝑏 ∨ 𝑐 = 𝑏⇒ (𝑎 ∧ 𝑏) ∨ 𝑐 = 𝑎 ∧ 𝑏. (2)
2. Загальна задача розмiтки
Визначення 1. Пiд загальною задачею розмiтки
(general labeling problem) на комутативному напiв-
кiльцi (⊕,⊙, 𝑆) будемо розумiти набiр
(𝑇,𝑋, 𝜏 ⊂ 2𝑇 , 𝑓𝑇 ′ : 𝑋𝑇 ′ → 𝑆),
де 𝑇 – скiнченний набiр iндексiв, 𝑋 – скiнченний на-
бiр значень, 𝑓𝑇 ′ – набiр функцiй, для якого необхiдно
обчислити значення⨁︁
?⃗?∈𝑋𝑇
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)).
В цiй роботi розглядається випадок, коли (⊕,⊙, 𝑆)
– дистрибутивна ґратка.
Важливим частковим випадком загальної задачi
розмiтки є задача виконання обмежень (constraint
satisfaction problem). Вона полягає у розв’язаннi за-
гальної задачi розмiтки на булевiй алгебрi⋁︁
?⃗?∈𝑋𝑇
⋀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)) (3)
(тут ∨ – диз’юнкцiя, ∧ – кон’юнкцiя).
3. Полiморфiзм
У загальному випадку задача виконання обмежень
є NP-повною задачею [2]. Проте для 𝑓𝑇 ′ , якi мають
певну структуру, вiдомi способи розрахунку (3) за
полiномiальний час [2]. Важливу роль для таких 𝑓𝑇 ′
вiдiграє поняття полiморфiзму.
Визначення 2. Функцiю 𝑝 : 𝑋𝑚 → 𝑋 називають
полiморфiзмом функцiї 𝑓 : 𝑋𝑘 → {0, 1} (або 𝑓 iнва-
рiантна вiдносно 𝑝), якщо виконується⋀︁
𝑖∈1,𝑚
𝑓(𝑥𝑖)→ 𝑓(𝑝(𝑥11...𝑥1𝑚)...𝑝(𝑥𝑘1 ...𝑥𝑘𝑚)),
де 𝑥𝑖𝑗 – 𝑖-та координата вектору 𝑥𝑗 .
Тут i далi 𝑓(𝑝(𝑥11...𝑥1𝑚)...𝑝(𝑥𝑘1 ...𝑥𝑘𝑚)) будемо позна-
чати як 𝑓(𝑝(𝑋)).
В роботi [1] запропоновано узагальнення цього
визначення на довiльне комутативне напiвкiльце.
Визначення 3. Функцiю 𝑝 : 𝑋𝑚 → 𝑋 називають по-
лiморфiзмом функцiї 𝑓 : 𝑋𝑘 → 𝑆 (або 𝑓 iнварiантна
вiдносно 𝑝), якщо виконується⨀︁
𝑖∈1,𝑚
𝑓(𝑥𝑖)⊕ 𝑓(𝑝(𝑋)) = 𝑓(𝑝(𝑋)).
Вiдомi класи полiморфiзмiв 𝑝 : 𝑋𝑚 → 𝑋 та вiдпо-
вiдних функцiй 𝑓 : 𝑋𝑘 → {0, 1}, для яких задача (3)
розв’язується за полiномiальний час [2].
З цього мiсця i далi пiд (⊕,⊙, 𝑆) будемо розумiти
дистрибутивну ґратку.
Лема 1. Нехай 𝑝 : 𝑋𝑚 → 𝑋 полiмор-
фiзм для 𝑓 : 𝑋𝑘 → 𝑆. Нехай для деякого
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𝑎 ∈ 𝑆 𝑓(𝑥𝑖) ⊕ 𝑎 = 𝑓(𝑥𝑖) для всiх 𝑖 ∈ 1,𝑚. Тодi
𝑓(𝑝(𝑋))⊕ 𝑎 = 𝑓(𝑝(𝑋)).
Доведення. Iз властивостi (1) для ґратки та умови
леми випливає, що 𝑓(𝑥𝑖) ⊙ 𝑎 = 𝑎 для всiх 𝑖 ∈ 1,𝑚.
Тодi
𝑓(𝑝(𝑋)) =
⨀︁
𝑖∈1,𝑚
𝑓(𝑥𝑖)⊕ 𝑓(𝑝(𝑋)) =
=
⨀︁
𝑖∈1,𝑚
(𝑓(𝑥𝑖)⊕ 𝑎)⊕ 𝑓(𝑝(𝑋)).
Розкривши добуток та скориставшись властивiстю
(2) для ґратки, отримаємо:⨀︁
𝑖∈1,𝑚
𝑓(𝑥𝑖)⊕ 𝑓(𝑝(𝑋))⊕ 𝑎 = 𝑓(𝑝(𝑋))⊕ 𝑎.
Таким чином
𝑓(𝑝(𝑋)) = 𝑓(𝑝(𝑋))⊕ 𝑎.
4. Алгоритм
Розглянемо функцiю 𝑔𝑎 : 𝑆 → {0, 1} вигляду
𝑔𝑎(𝑥) =
{︃
1, 𝑥⊕ 𝑎 = 𝑥,
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
(4)
Лема 2. Нехай 𝑔𝑎 : 𝑆 → {0, 1} функцiя, введена
формулою (4). Тодi 𝑔𝑎(𝑥⊙ 𝑦) = 𝑔𝑎(𝑥) ∧ 𝑔𝑎(𝑦).
Доведення. Якщо 𝑔𝑎(𝑥) = 𝑔𝑎(𝑦) = 1, то iз (2) маємо
𝑔𝑎(𝑥⊙ 𝑦) = 1.
Якщо 𝑔𝑎(𝑥) = 0, то нехай (𝑥⊙ 𝑦)⊕ 𝑎 = 𝑥⊙ 𝑦. Тодi
(𝑥⊙ 𝑦)⊕ 𝑎⊕ 𝑥 = (𝑥⊙ 𝑦)⊕ 𝑥,
𝑥⊕ 𝑎 = 𝑥.
Отримали суперечнiсть. Отже,
𝑔𝑎(𝑥⊙ 𝑦) = 𝑔𝑎(𝑥) ∧ 𝑔𝑎(𝑦).
Лема 3. Нехай 𝑔𝑎(𝑥) ∨ 𝑔𝑎(𝑦) = 1. Тодi 𝑔𝑎(𝑥⊕ 𝑦) = 1.
Доведення. Нехай 𝑥⊕ 𝑎 = 𝑥. Тодi
𝑥⊕ 𝑦 ⊕ 𝑎 = 𝑥⊕ 𝑦, (5)
звiдки 𝑔𝑎(𝑥⊕ 𝑦) = 1.
Теорема 1. Нехай ℎ𝑎𝑇 ′ = 𝑔
𝑎 ∘ 𝑓𝑇 ′ . Тодi⨁︁
?⃗?∈𝑋𝑇
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)) =
⨁︁
𝑎∈𝑆
𝑎 ·
⋁︁
?⃗?∈𝑋𝑇
⋀︁
𝑇 ′∈𝜏
ℎ𝑎𝑇 ′(?⃗?(𝑇
′)),
де ситуацiя «𝑎 · 0» означає, що 𝑎 не входить в
суму, ситуацiя «𝑎 · 1» – що входить.
Доведення. Дiйсно, якщо
⨀︀
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)) = 𝑎 для
якогось ?⃗?, то⋁︁
?⃗?∈𝑋𝑇
⋀︁
𝑇 ′∈𝜏
ℎ𝑎𝑇 ′(?⃗?(𝑇
′)) =
⋁︁
?⃗?∈𝑋𝑇
𝑔𝑎(
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′))) = 1.
При цьому нехай для деякого 𝑎 для будь-якого ?⃗?
маємо ⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)))⊕ 𝑎 ̸=
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′))).
Тодi
⋁︀
?⃗?∈𝑋𝑇
⋀︀
𝑇 ′∈𝜏
ℎ𝑎𝑇 ′(?⃗?(𝑇
′)) = 0. Таким чином, в суму⨁︀
𝑎∈𝑆
𝑎 · ⋁︀
?⃗?∈𝑋𝑇
⋀︀
𝑇 ′∈𝜏
ℎ𝑎𝑇 ′(?⃗?(𝑇
′)) будуть входити тi i тiльки
тi 𝑎, для яких iснує ?⃗? такий, що⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)))⊕ 𝑎 =
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′))).
Отже,⨁︁
?⃗?∈𝑋𝑇
⨀︁
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)) =
⨁︁
𝑎∈𝑆
𝑎 ·
⋁︁
?⃗?∈𝑋𝑇
⋀︁
𝑇 ′∈𝜏
ℎ𝑎𝑇 ′(?⃗?(𝑇
′)).
Наслiдок 1.1. Якщо iснує полiморфiзм 𝑝 : 𝑋𝑚 → 𝑋
для функцiй 𝑓𝑇 ′ : 𝑋𝑘 → 𝑆, то вiн буде полiморфi-
змом i для функцiй ℎ𝑎𝑇 ′ (з леми 1). Таким чином,
якщо вiдомо, що для для функцiй, iнварiантних вiд-
носно 𝑝, значення (3) обчислюється за полiномi-
альний час, то
⨁︀
?⃗?∈𝑋𝑇
⨀︀
𝑇 ′∈𝜏
𝑓𝑇 ′(?⃗?(𝑇
′)) також можна
обчислити за полiномiальний час.
Висновок
Загальна задача маркування на ґратцi може бути
зведена до задачi виконання обмежень. У випадку,
коли для функцiй задачi маркування iснує полiмор-
фiзм, який дозволяє розв’язувати задачу виконання
обмежень за полiномiальний час, задачу маркування
також вдається розв’язати за полiномiальний час.
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