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Abstract
We study existence, uniqueness and approximation of solutions of stochastic differential equations with
jump reflection at time-dependent barriers. The basic idea in proofs consists in applying new existence and
stability theorems on deterministic one-dimensional Skorokhod problem. Our results are new even in the
classical case of one reflecting barrier.
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1. Introduction
In this paper we investigate the stochastic differential equation (SDE for short) with reflecting
barriers of the form
X t = X0 +
∫ t
0
σ(Xs−) dMs +
∫ t
0
b(Xs−) dVs + Kt , t ∈ R+, (1.1)
where σ, b : R → R are Lipschitz continuous functions, M = (Mt ) is a local martingale,
V = (Vt ) is an adapted bounded variation process and K = (Kt ) is an adapted process, which
∗ Corresponding author.
E-mail address: leszeks@mat.umk.pl (L. Słomin´ski).
0304-4149/$ - see front matter c© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2010.04.008
1702 L. Słomin´ski, T. Wojciechowski / Stochastic Processes and their Applications 120 (2010) 1701–1721
compensates reflections of X on time-dependent adapted barriers L = (L t ), U = (Ut ) such that
L t ≤ Ut , t ∈ R+ and L0 ≤ X0 ≤ U0 (for a precise definition see Section 3). Equations of
the form (1.1) were introduced by Skorokhod [16] in the case, where L = 0, U = +∞, M is
a standard Wiener process and Vt = t , t ∈ R+. Later on, in many papers Skorokhod’s results
were extended to larger class of reflecting barriers or larger class of driving processes (see, e.g.,
[1–4,11,5,9,12,15,14,17–20]). If z = X t− + σ(X t−)∆Mt + σ(X t−)∆Vt < L t then the natural
value of the reflected solution X t is 2L t − z. However, it is quite surprising that in majority of
the mentioned papers X t is defined to be equal to L t , which means that a jump is rather absorbed
than reflected at the boundary. Up to our knowledge, the Skorokhod equation with “true” jump
reflection at the boundary was considered only in [3,15] (a related problem was considered also
in [12]). Unfortunately, the authors in [3,12,15] restricted themselves to the case of constant
barriers L = 0, U = +∞.
In our paper we introduce a parameter of reflection, i.e. a process A = (At ) with values in
the interval [0, 1/2], which may be interpreted as a measure of elasticity of the barrier L = (L t ).
With the help of A we then consider a general equation in which the value of the solution, in the
case of its jump at time t , equals X t = L t + At (1 − At )−1(L t − z). In particular, if At = 0,
our definition coincides with the classical Skorokhod’s equation, whereas in the case At = 1/2,
it leads to the equation discussed by Chaleyat-Maurel et al.. Moreover, we introduce the notion
of the Skorokhod equation with jump reflection in the case of two reflecting barriers. The upper
barrier U = (Ut ) has its own parameter of reflection given by a process B = (Bt ) with values in
the interval [0, 1/2]. Let us remark that like in [1,19], where the case A = B = 0 is considered,
in general the compensating reflections process K is not necessarily of bounded variation and X
need not be a semimartingale.
The paper is organized as follows.
In Section 2 we introduce the Skorokhod problem with jump reflection
xt = yt + kt , t ∈ R+
associated with y ∈ D(R+ , R) and reflecting barriers l, u ∈ D(R+ , R), l ≤ u admitting as
parameters of reflections arbitrary functions a, b : R+ → [0, 1/2]. Example 2.3 shows that in
the case where a 6= 0, b 6= 0, the mapping (y, l, u) 7→ (x, k) is not Lipschitz continuous in the
uniform norm and therefore methods from earlier papers concerning classical one-dimensional
Skorokhod problem (see, e.g., [1,19]) do not apply. The main tools in our proofs are new
estimates of the distance between two solutions of the Skorokhod problem with jump reflection
at time-dependent barriers. It is worth pointing out that our results on existence and stability of
solutions of the Skorokhod problem proved in Section 2 are new even in the case of one reflecting
barrier.
In Section 3 we prove existence and uniqueness of strong solutions of the SDE (1.1) provided
that parameters of jump reflection at barriers are arbitrary strongly adapted processes A, B with
values in the interval [0, 1/2]. Assuming additionally that A, B have trajectories in D(R+ , R)
we prove convergence in probability of a discrete scheme for (1.1), which may be viewed as a
counterpart to the Euler scheme.
In the paper we use the following notation. D(R+ , R) is the space of all mappings y :
R+ −→ R which are right continuous and admit left-hand limits, endowed with the Skorokhod
topology J1. For any y1, y2 ∈ D(R+ , R) we write y1 ≤ y2 (resp. y1 = y2) if y1t ≤ y2t
(resp. y1t = y2t ), t ∈ R+. Let Y = (Yt ) be an (Ft ) adapted process and τ be an (Ft ) stopping
time. We write Y τ and Y τ− to denote the stopped processes Y·∧τ and Y·∧τ−, respectively. Given
a semimartingale Y we denote by [Y ] its quadratic variation process and by 〈Y 〉 the predictable
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compensator of [Y ]. If K is a process with locally bounded variation, then |K |(t,q] stands for its
variation on (t, q], |K |q = |K |(0,q] and K ct = Kt −
∑
s≤t ∆Ks , t, q ∈ R+.
2. The Skorokhod problem with jump reflection at barriers
We begin with a definition of the Skorokhod problem with jump reflection at a lower barrier.
Definition 2.1. Let y, l ∈ D(R+ , R) be such that l0 ≤ y0 and let a : R+ → [0, 1/2]. We say
that a pair (x, k) ∈ D(R+ , R2) is a solution of the Skorokhod problem associated with y, the
barrier l and the parameter of reflection a ((x, k) = S Pl,a(y) for short) if
(i) xt = yt + kt ≥ lt , t ∈ R+,
(ii) k0 = 0, k is a nondecreasing function such that for every t ∈ R+∫ t
0
(xs − ls) dkcs = 0,
(iii) if ∆kt > 0, then xt = at∆kt + lt , t ∈ R+.
Note that our definition agrees with the classical one for a = 0 and with the one given in [3]
for a = 1/2.
The following a priori estimate of the distance between two solutions of the Skorokhod
problem will prove to be useful in what follows.
Lemma 2.2. Assume y, y′, l, l ′ ∈ D(R+ , R) satisfy l0 ≤ y0, l ′0 ≤ y′0 and a, a′ : R+→ [0, 1/2].
If (x, k) = S Pl,a(y) and (x ′, k′) = S Pl ′,a′(y′), then for every t ∈ R+,
(xt − x ′t )2 ≤ (yt − y′t )2 + 2
∫ t
0
(yt − y′t − ys + y′s)d(ks − k′s)
+ 2 sup
s≤t
|ls − l ′s ||k − k′|t + 2 sup
s≤t
|as − a′s |
∑
s≤t
∆ks |∆ks −∆k′s |.
Proof. Clearly,
(xt − x ′t )2 = (yt − y′t )2 + 2
∫ t
0
(yt − y′t − ys − y′s)d(ks − k′s)
+2
∫ t
0
(xs − x ′s)d(kcs − k′cs )+ 2
∑
s≤t
(xs − x ′s)(∆ks −∆k′s)−
∑
s≤t
(∆ks −∆k′s)2, (2.1)
where
2
∫ t
0
(xs − x ′s)d(kcs − k′cs ) ≤ 2
∫ t
0
(xs − ls − x ′s + l ′s)d(kcs − k′cs )
+ 2
∫ t
0
(ls − l ′s)d(kcs − k′cs )
≤ 2 sup
s≤t
|ls − l ′s ||kc − k′c|t
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and
2
∑
s≤t
(xs − x ′s)(∆ks −∆k′s)
≤ 2
∑
s≤t
(xs − ls − x ′s + l ′s)(∆ks −∆k′s)+ 2 sup
s≤t
|ls − l ′s |
∑
s≤t
|∆ks −∆k′s |
≤ 2
∑
s≤t
(as∆ks − a′s∆k′s)(∆ks −∆k′s)+ 2 sup
s≤t
|ls − l ′s |
∑
s≤t
|∆ks −∆k′s |
≤ 2 max
s≤t |as − a
′
s |
∑
s≤t
∆ks |∆ks −∆k′s | +
∑
s≤t
(∆ks −∆k′s)2
+2 sup
s≤t
|ls − l ′s |
∑
s≤t
|∆ks −∆k′s |. 
The following example shows that if a > 0, then the mapping (y, l) 7→ (x, k) is not Lipschitz
continuous in the uniform norm. Therefore, one can not expect better estimate of the distance
between two solutions than that given in Lemma 2.2.
Example 2.3. Let m ∈ N be an odd number and let tk = 2km+1 , k = 0, 1, . . . , m+12 . Assume
that y, y′ ∈ D(R+ , R) are of the form yt = m+12 − m+12 t , y′t = m−12 + m+12 t for t ∈ [t0, t1),
yt = ytk− − m + (−1)k+1 m+12 (t − tk), y′t = y′tk− − m + (−1)k m+12 (t − tk) for t ∈ [tk, tk+1),
k ≥ 1 and yt = y1−, y′t = y′1− for t ≥ 1. Then ytk − y′tk = (−1)k , k = 0, 1, . . . , m+12 and
ytk− − y′tk− = (−1)k , k = 1, . . . , m+12 . Since y, y′ are piecewise linear
sup
t≤1
|yt − y′t | = 1.
On the other hand, if we set z1t = m+12 − m+12 t , z2t = m−12 + m+12 t , t ∈ [0, 1]; and if
(x, k) = S P0,1/2(y), (x ′, k′) = S P0,1/2(y′), then xt = z1t (resp. xt = z2t ) and x ′t = z2t
(resp. x ′t = z1t ) on [tk, tk+1); and if k is even (resp. if k is odd), x1 = x1−, x ′1 = x ′1−. Hence
sup
t≤1
|xt − x ′t | = sup
t≤1
|z1t − z2t | = |z11 − z21| = m.
Proposition 2.4. For every y, l ∈ D(R+ , R) with l0 ≤ y0 and a : R+→ [0, 1/2], there exists a
unique solution (x, k) = S Pl,a(y) such that
kq ≤ sup
t≤q
(1− at )−1(lt − yt )+, q ∈ R+. (2.2)
Proof. Uniqueness follows easily from Lemma 2.2.
Since (x, k) = S Pl,a(y) iff (x− l, k) = S P0,a(y− l), in the proof of existence of solutions we
may and will assume that l = 0. It is well known that there exists a sequence of discretizations
{yn} of y such that
sup
t≤q
|ynt − yt | → 0, q ∈ R+, (2.3)
where ynt = yttnk , t ∈ [tnk, tn,k+1), k ∈ N ∪ {0} with suitably defined partitions of R+
(e.g., tn0 = 0, tn,k+1 = min(tnk + δnk, inf{t > tnk, |∆yt | > δn}), where {δn}, {{δnk}} families
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of constants such that δn ↓ 0, |∆yt | 6= δn, t ∈ R+, δn/2 ≤ δnk ≤ δn and |∆ytnk+δnk | = 0,
k ∈ N ∪ {0}, n ∈ N).
Fix n ∈ N and set kntn0 = 0 and for any k ∈ N ∪ {0}
kntnk =
{
kntn,k−1 if y
n
tnk + kntn,k−1 ≥ 0,
kntn,k−1 + (1− atnk )−1(−yntnk − kntn,k−1) otherwise.
Finally, let knt = kntnk for t ∈ [tnk, tn,k+1) and xn = yn + kn . Of course kn is nondecreasing. To
prove that xn ≥ 0 fix k ∈ N and observe that if yntnk + kntn,k−1 ≥ 0 then xntnk = yntnk + kntnk =
yntnk + kntn,k−1 ≥ 0. Conversely, suppose that yntnk + kntn,k−1 < 0. Then,
xntnk = yntnk + kntn,k−1 + (1− atnk )−1(−yntnk − kntn,k−1)
= atnk (1− atnk )−1(−yntnk − kntn,k−1) ≥ 0.
Moreover, if ∆kntnk > 0 then ∆k
n
tnk = (1− atnk )−1(−xntnk +∆kntnk ), which implies that atnk∆kntnk= xntnk . Consequently, (xn, kn) = S P0,a(yn).
Our next claim is that
knq ≤ sup
t≤q
(1− at )−1(−yt )+, q ∈ R+. (2.4)
It is obvious if knq = 0, so assume that knq > 0. In this case knq ≤ (1 − aτˆn )−1(−ynτˆn ), where
τˆn = max{tnk : tnk ≤ q,∆kntnk > 0}. Indeed, if ∆kntnk > 0 for some tnk ≤ q, then
kntnk = kntn,k−1 + (1− atnk )−1(−yntnk − kntn,k−1) ≤ (1− atnk )−1(−yntnk ).
Since τˆn ≤ q, (2.4) is proved.
Observe now that by Lemma 2.2 for any n,m ∈ N, q ∈ R+
sup
t≤q
|xnt − xmt |2 ≤ sup
t≤q
|ynt − ymt |2 + 4 sup
t≤q
|ynt − ymt |(knq + kmq ).
Hence, using (2.3) and (2.4) we see that {(xn, kn)} is a Cauchy sequence in the spaces of cadlag
functions on [0, q] for every q ∈ R+. Thus, there exist functions x, k ∈ D(R+ , R) such that for
any q ∈ R+ supt≤q |xnt − xt | → 0 and supt≤q |knt − kt | → 0.
In order to complete the proof we will show that (x, k) = S P0,a(y). Obviously x ≥ 0. Since
kn, k are nondecreasing, supt≤q |
∑
s≤t (∆kns )2 −
∑
s≤t (∆ks)2| → 0, q ∈ R+. Hence∫ t
0
xsdkcs +
∑
s≤t
xs∆ks =
∫ t
0
xsdks = lim
n→∞
∫ t
0
xns dk
n
s = limn→∞
∑
s≤t
xns∆k
n
s
= lim
n→∞
∑
s≤t
as(∆kns )
2 =
∑
s≤t
as(∆ks)2 =
∑
s≤t
xs∆ks .
Consequently,
∫ t
0 xsdk
c
s = 0, t ∈ R+. If∆kt > 0, then∆kt = limn→∞∆knt and∆knt > 0 for all
sufficiently large n. Therefore, at∆kt = limn→∞ at∆knt = limn→∞ xnt = xt .
Finally, by (2.4), kq = limn→∞ knq ≤ supt≤q(1 − at )−1(−yt )+, which completes the
proof. 
Observe that if (x, k) = S Pl,a(y) and ∆kt > 0, then
xt = at∆kt + lt = at xt + at (−xt− −∆yt )+ lt .
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Hence
xt = at (1− at )−1(−xt− −∆yt )+ (1− at )−1lt = lt + at (1− at )−1(lt − xt− −∆yt ).
Let λ ∈ R, α ∈ [0, 1/2], and let Πλ,α : R → [λ,+∞) denotes the projection defined by the
formula
Πλ,α(z) =
{
z if z ≥ λ,
λ+ α(1− α)−1(λ− z) otherwise. (2.5)
Clearly, xt = Πlt ,at (xt− + ∆yt ). Observe that the mapping (z, λ, α) 7→ Πλ,α(z) is continuous.
Moreover, for fixed λ, α,∣∣Πλ,α(z)−Πλ,α(z′)∣∣ ≤ |z − z′|, z, z′ ∈ R, (2.6)
because∣∣Πλ,α(z)−Πλ,α(z′)∣∣ = |z − λ− α(1− α)−1(λ− z′)| ≤ |z − λ| + |λ− z′| = |z − z′|
if z ≥ λ > z′ and obviously (2.6) holds true if z, z′ ≥ λ or z, z′ < λ.
Similarly we define the Skorokhod problem with jump reflection at the upper barrier.
Definition 2.5. Let y, u ∈ D(R+ , R) be such that y0 ≤ u0 and let b : R+ → [0, 1/2]. We say
that a pair (x, k) ∈ D(R+ , R2) is a solution of the Skorokhod problem associated with y, the
barrier u and the parameter of reflection b ((x, k) = S Pu,b(y) for short) if
(i) xt = yt + kt ≤ ut , t ∈ R+,
(ii) k0 = 0, k is a nonincreasing function such that for every t ∈ R+∫ t
0
(xs − us) dkcs = 0,
(iii) if ∆kt < 0 then xt = bt∆kt + ut , t ∈ R+.
Observe that if ∆kt < 0, then xt = Π ut ,bt (xt− +∆yt ), where for given η ∈ R, β ∈ [0, 1/2]
the projection Π η,β : R→ (−∞, η] is defined by
Π η,β(z) =
{
z if z ≤ η,
η − β(1− β)−1(z − η) otherwise. (2.7)
Clearly,Π η,β has properties similar to the properties ofΠλ,α and S Pu,b(y) has similar properties
to S Pl,a(y). In particular, if (x, k) = S Pu,b(y) then
|kq | ≤ sup
t≤q
(1− bt )−1(yt − ut )+, q ∈ R+. (2.8)
Now we turn to the case of two reflecting barriers. We start with a definition of the extended
projection on the interval [λ, η].
Definition 2.6. Let λ, η ∈ R and α, β ∈ [0, 1/2]. By the extended projection on the interval
[λ, η], we will call the mapping Π η,βλ,α : R→ [λ, η] defined by the formula
Π η,βλ,α (z) =
λ if λ = η,z if λ < η and z ∈ [λ, η],Πn ◦ · · · ◦Π1(z) otherwise,
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where Π1, . . . ,Πn are projections of the form (2.5) and (2.7) by turns and Π1 = Πλ,α
(resp. Π1 = Π η,β ) if z < λ (resp. if z > η) and n = min{k : Πk ◦ . . . ◦Π1(z) ∈ [λ, η]}.
Lemma 2.7. The mapping (z, λ, α, η, β) 7→ Π η,βλ,α (z) is continuous. Moreover, for fixed λ,
η ∈ R and α, β ∈ [0, 12 ],∣∣∣Π η,βλ,α (z)−Π η,βλ,α (z′)∣∣∣ ≤ |z − z′|, z, z′ ∈ R. (2.9)
Proof. Let Π˜ η,βλ,α denote the mapping defined by the formula
Π˜ η,βλ,α (z) =
η − β(1− β)
−1(z − η) if z > η,
z if z ∈ [λ, η],
λ+ α(1− α)−1(λ− z) if z < λ.
Of course, the mapping (z, λ, α, η, β) 7→ Π˜ η,βλ,α (z) is continuous and
Π η,βλ,α (z) = Π˜n ◦ · · · ◦ Π˜1(z),
where Π˜k = Π˜ η,βλ,α , k = 1, 2, . . . , n and n = min{k : Π˜k ◦ . . . ◦ Π˜1(z) ∈ [λ, η]}. One can
check that for fixed λ, α, η and β, Π˜ η,βλ,α is Lipschitz continuous with constant equal to 1. Indeed,
by (2.6), this is clear if z, z′ ≤ η or z, z′ ≥ λ. Moreover, if z > η ≥ λ > z′, then∣∣∣Π˜ η,βλ,α (z)− Π˜ η,βλ,α (z′)∣∣∣ ≤ |η − β(1− β)−1(z − η)− λ− α(1− α)−1(λ− z′)|
≤ |η − λ| + |z − η| + |λ− z′| = |z − z′|.
Consequently, for every z, z′ ∈ R,∣∣∣Π η,βλ,α (z)−Π η,βλ,α (z′)∣∣∣ = ∣∣Π˜n ◦ · · · ◦ Π˜1(z)− Π˜n′ ◦ · · · ◦ Π˜1(z′)∣∣
= ∣∣Π˜n∨n′ ◦ · · · ◦ Π˜1(z)− Π˜n∨n′ ◦ · · · ◦ Π˜1(z′)∣∣
≤ ∣∣Π˜n∨n′−1 ◦ · · · ◦ Π˜1(z)− Π˜n∨n′−1 ◦ · · · ◦ Π˜1(z′)∣∣
≤ |z − z′|,
and (2.9) is proved.
To complete the proof, it is sufficient to show that (λ, α, η, β) 7→ Π η,βλ,α is continuous for fixed
z ∈ R. The continuity is obvious in the case where η = λ. Suppose now that η − λ > 0 and
(λm, αm, ηm, βm)→ (λ, α, η, β). If λ ≤ z ≤ η, then Π ηm ,βmλm ,αm (z) = Π˜
ηm ,βm
λm ,αm
(z) for all sufficiently
large m, and Π˜ ηm ,βmλm ,αm (z)→ Π˜
η,β
λ,α (z) = Π η,βλ,α (z). If dist(z, [λ, η]) > 0, then
Π ηm ,βmλm ,αm (z) = Π˜mnm ◦ · · · ◦ Π˜m1 (z), m ∈ N,
where Π˜mk = Π˜ ηm ,βmλm ,αm (z), k = 1, 2, . . . , nm . Since
lim sup
m→∞
nm ≤ lim
m→∞
dist(z, [λm, ηm])
(ηm − λm) =
dist(z, [λ, η])
(η − λ) < +∞
and Π˜mk = Π˜ ηm ,βmλm ,αm (z) → Π˜
η,β
λ,α (z) = Π˜k , for k = 1, . . . , (supm∈N nm) ∨ n, the proof is
complete. 
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Definition 2.8. Let y, l, u ∈ D(R+ , R) be such that l ≤ u and l0 ≤ y0 ≤ u0 and let a, b :
R+ → [0, 1/2]. We say that a pair (x, k) ∈ D(R+ , R2) is a solution of the Skorokhod problem
associated with y, barriers l, u and parameters of jump reflection a, b ((x, k) = S Pu,bl,a (y) for
short) if
(i) xt = yt + kt ∈ [lt , ut ], t ∈ R+,
(ii) k0 = 0 and for every 0 ≤ t < q such that infs∈(t,q](us − ls) > 0, the function k has bounded
variation on (t, q] and∫ q
t
(xs − ls) dkcs ≤ 0 and
∫ q
t
(xs − us) dkcs ≤ 0,
(iii) if |∆kt | > 0, then xt = Π ut ,btlt ,at (xt− +∆yt ), t ∈ R+.
Remark 2.9. We see at once that if (x, k) = S Pu,bl,a (y) and infs∈(t,q](us − ls) > 0, then the
function kˆs = ks − kt , s ∈ [t, q] has bounded variation and hence kˆ = kˆ(+) − kˆ(−), where
kˆ(+), kˆ(−) are nondecreasing, right continuous functions with kˆ(+)0 = kˆ(−)0 = 0 such that kˆ(+),c
increases only on {s ∈ (t, q]; xs = ls} and kˆ(−),c increases only on {s ∈ (t, q]; xs = us}.
Moreover, |kˆ|(t,q] = |k|(t,q] and dkˆs = dks on (t, q].
Lemma 2.10. Assume y, y′, l, l ′, u, u′ ∈ D(R+ , R) satisfy l0 ≤ y0 ≤ u0, l ′0 ≤ y′0 ≤ u′0. If
a, a′, b, b′ : R+ → [0, 1/2], (x, k) = S Pu,bl,a (y) and (x ′, k′) = S Pu
′,b′
l ′,a′ (y
′), then for every
0 ≤ t < q such that l = l ′, u = u′, a = a′ and b = b′ on (t, q] and infs∈(t,q](us − ls) > 0 we
have
(xq − x ′q)2 ≤ (xt + yq − yt − x ′t − y′q + y′t )2 + 2
∫ q
t
(yq − y′q − ys + y′s)d(ks − k′s).
Proof. Similarly to (2.1),
(xq − x ′q)2 = (xt + yq − yt − x ′t − y′q + y′t )2
+ 2
∫ q
t
(yq − y′q − ys + y′s)d(ks − k′s)+ 2
∫ q
t
(xs − x ′s)d(kcs − k′cs )
+ 2
∑
t<s≤q
(xs − x ′s)(∆ks −∆k′s)−
∑
t<s≤q
(∆ks −∆k′s)2. (2.10)
We estimate the third and fourth term on the right hand-side of (2.10). Let kˆ = kˆ(+) − kˆ(−) and
kˆ′ = kˆ′(+) − kˆ′(−) be decompositions of kˆ and kˆ′ described in Remark 2.9. By the definition of
the Skorokhod problem
2
∫ q
t
(xs − x ′s)d(kcs − k′cs ) = 2
∫ q
t
(xs − x ′s)dkˆ(+),cs + 2
∫ q
t
(x ′s − xs)dkˆ(−),c
+ 2
∫ q
t
(x ′s − xs)dkˆ′(+),cs + 2
∫ q
t
(xs − x ′s)dkˆ′(−),cs
≤ 2
∫ q
t
(xs − ls)dkˆ(+),cs + 2
∫ q
t
(us − xs)dkˆ(−),c
+ 2
∫ q
t
(x ′s − ls)dkˆ′(+),cs + 2
∫ q
t
(us − x ′s)dkˆ′(−),cs ≤ 0.
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It remains to prove that for every s ∈ (t, q]
2(xs − x ′s)(∆ks −∆k′s) ≤ (∆ks −∆k′s)2. (2.11)
Clearly, xs = Π us ,bsls ,as (z), ∆ks = Π
us ,bs
ls ,as
(z) − z and x ′s = Π us ,bsls ,as (z′), ∆k′s = Π
us ,bs
ls ,as
(z′) − z′,
where z = xs− +∆ys and z′ = x ′s− +∆y′s . Therefore, in order to prove (2.11), it is sufficient to
check that
d2 − 2cd ≥ 0,
where c = Π (z)−Π (z′), d = Π (z)−Π (z′)− (z − z′) and Π denotes the extended projection
Π us ,bsls ,as . From (2.9) we conclude that |Π (z)−Π (z′)| ≤ |z − z′|, which implies that
0 = (Π (z)−Π (z′))2 − c2 ≤ (z − z′)2 − c2 = (c − d)2 − c2 = d2 − 2cd
and the proof of (2.11) is complete. 
In the next proposition we restrict our attention to the case where the barriers l, u ∈ D(R+ , R)
satisfy the additional condition
inf
t≤q(ut − lt ) > 0, q ∈ R
+. (2.12)
For y ∈ D(R+ , R), η > 0 and q ∈ R+, let us define the number Nη of η-oscillations by the
relation: Nη(y, q) ≥ k iff one can find numbers 0 ≤ t1 ≤ t2 ≤ · · · ≤ t2k−1 ≤ t2k ≤ q such that
|yt2i−1 − yt2i | > η, i = 1, 2, . . . , k.
Proposition 2.11. For any y, l, u ∈ D(R+ , R), a, b : R → [0, 1/2] such that l0 ≤ y0 ≤ u0
and (2.12) holds true, there exists a unique solution of the Skorokhod problem (x, k) = S Pu,bl,a (y).
Moreover, for any q ∈ R+ and η such that 0 < 2η ≤ inft≤q(ut − lt )/3, we have
|k|q ≤ 6(Nη(y, q)+ Nη(l, q)+ Nη(u, q)+ 1)
(
max
(
sup
t≤q
|lt |, sup
t≤q
|ut |
)
+ sup
t≤q
|yt |
)
.
(2.13)
Proof. Uniqueness follows immediately from Lemma 2.10.
It is possible to prove existence of a solution by using the same approximating method as in
the proof of Proposition 2.4. However, we will give a simpler construction based on solutions of
the Skorokhod problem with jump reflection of the form S Pl,a and S Pu,b. Set s0 = 0,
s j = inf{s > s j−1;max(|ys − ys j−1 |, |ls − ls j−1 |, |us − us j−1 |) > η} ∧ q, j ∈ N,
and let r = inf{ j : s j = q}. Since y, l, u ∈ D(R+ , R), it follows easily that r < +∞. Moreover,
on every interval [s j−1, s j ], j = 1, 2, . . . , r − 1, there is at least one η-oscillation of y, l or u,
and hence
r − 1 ≤ Nη(y, q)+ Nη(l, q)+ Nη(u, q).
Note that max(|yt − ys |, |lt − ls |, |ut − us |) < inft≤q(ut − lt )/3 for every s, t ∈ [s j−1, s j ),
j = 1, . . . , r . Therefore on [s j−1, s j ), x will only cross one side of the barriers. Consequently,
the solution (x, k) on [s j−1, s j ) coincides with the solution of the Skorokhod problem with
jump reflection at a fixed (lower or upper) barrier. We now proceed by induction. Define
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τ1 = inf{t > s0; yt < lt or yt > ut }. If τ1 ≥ s1, we set simply (xt , kt ) = (yt , 0), t ∈ [s0, s1).
Otherwise for t ∈ [s0, s1), we set
(xt , kt ) =
{
S Pl,a(y)t if yτ1 ≤ lτ1 ,
S Pu,b(y)t if yτ1 ≥ uτ1 .
It is easy to check that if we put xs1 = Π (z) = Π
us1 ,bs1
ls1 ,as1
(xs1−+∆ys1) and ks1 = ks1−+Π (z)− z,
then (x, k) is a solution of the Skorokhod problem on the interval [s0, s1]. Now assume that (x, k)
is a solution of the Skorokhod problem on [s0, s j−1]. Let yˆt = xt if t ≤ s j−1 and xs j−1+yt−ys j−1
if t > s j−1. Define τ j = inf{t > s j−1; yˆt < lt or yˆt > ut }. As before, if τ j ≥ s j , we set
(xˆt , kˆt ) = (yˆt , 0), t ∈ [s0, s j ). Otherwise for t ∈ [s0, s j ), we set
(xˆt , kˆt ) =
{
S Pl,a(yˆ)t if yˆτ j ≤ lτ j ,
S Pu,b(yˆ)t if yˆτ j ≥ uτ j .
Finally, put xˆs j = Πˆ (zˆ) = Π
us j ,bs j
ls j ,as j
(xˆs j− + ∆yˆs j ) and kˆs j = ks j− + Πˆ (zˆ) − zˆ. Of course
(x, k) = (xˆ, ks j−1 + kˆ) is a solution of the Skorokhod problem on the interval [s0, s j ], which
completes the construction of the solution (x, k) = S Pu,bl,a (y) on the interval [0, q].
What is left is to show (2.13). By (2.2) and (2.8) for every j = 1, . . . , r ,
|k|(s j−1,s j ] = |kˆ|[0,s j ] ≤ 2 max
(
sup
s j−1≤t<s j
|lt − yˆt |, sup
s j−1≤t<s j
|ut − yˆt |
)
+ |∆ks j |
≤ 2c + 2|ks j−1 | + |∆ks j |
where c = max(supt≤q |lt |, supt≤q |ut |) + supt≤q |yt |. Since |ks j−1 | ≤ |xs j−1 | + |ys j−1 | ≤ c and|∆ks j | ≤ |∆xs j | + |∆ys j | ≤ 2c,
|k|[0,q] =
r∑
j=1
|k|(s j−1,s j ] ≤ 6rc,
and the proof is complete. 
Theorem 2.12. For any y, l, u ∈ D(R+ , R), a, b : R → [0, 1/2] such that l ≤ u and
l0 ≤ y0 ≤ u0, there exists a unique solution of the Skorokhod problem (x, k) = S Pu,bl,a (y).
Proof. First we show that there exists at most one solution. Assume that there are two solutions
(x, k) and (x ′, k′). Fix  > 0 and set t = inf{s; |xs − x ′s | > }. Obviously, t > 0. If t < +∞
then by (2.9)
|xt − x ′t | =
∣∣∣Π ut ,btlt ,at (xt− +∆yt )−Π ut ,btlt ,at (x ′t− +∆yt )∣∣∣ ≤ |xt− − x ′t−| ≤ .
Therefore, we may and will restrict our attention to the case where |xt − x ′t | =  and there exists
a sequence sn → t , sn > t , such that
|xsn − x ′sn | > , n ∈ N. (2.14)
Since lt − ut ≥ |xt − x ′t | =  and l, u are right continuous, one can find q > t such that
infs∈(t,q](us − ls) > 0. Consequently, by Lemma 2.10,
sup
s∈(t,q]
(xs − x ′s)2 ≤ (xt − x ′t )2 = 2,
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which contradicts (2.14). From this we conclude that supt∈R+ |xt − x ′t | ≤ ,  > 0. Letting  ↓ 0
yields x = x ′.
In order to prove existence of a solution associated with y and the barriers l, u, set u(m) =
max(u, l + 1/m), m ∈ N. Then, for any m ∈ N the barriers l, u(m) satisfy (2.12) and by
Proposition 2.11, there exists a unique solution (x (m), k(m)) = S Pu(m),bl,a (y). Similarly to the
first part of the proof, one can observe that if m, n > 1/, then
sup
t∈R+
|x (m)t − x (n)t | ≤ . (2.15)
To check this, set t = inf{s; |x (m)s − x (n)s | > } and suppose that t < +∞. In the case
where ut − lt ≥ , it follows from right continuity of l, u that there is q > t such that
infs∈[t,q](us − ls) ≥ min(1/m, 1/n), which implies that u(m) = u(n) = u on the interval [t, q].
Therefore, putting x = x (m) and x ′ = x (n) and repeating arguments from the first part of the
proof gives
sup
s∈(t,q]
(x (m)s − x (n)s )2 ≤ (x (m)t − x (n)t )2 = 2,
which contradicts that t < +∞. If ut − lt < , then by right continuity of l, u there is q > t
such that sups∈[t,q](us − ls) ≤ , and consequently, sups∈[t,q] |x (m)s − x (n)s | ≤ . Thus, t = +∞.
By (2.15), {(x (m), k(m))} is a Cauchy sequence in the space of cadlag functions with the
supremum norm on [0, q], q ∈ R+.
It is clear that its every limit point (x, k) satisfies condition (i) of Definition 2.8.
To prove that (x, k) satisfies condition (ii), assume that the interval (t, q] is such that
infs∈(t,q](us − ls) > 0. Then by (2.13) and by the definition of the Skorokhod problem
supm |k(m)|(t,q] < +∞ and
∫
(t,q](x
(m)
s − ls) dk(m),cs ≤ 0, m ∈ N. Since k has bounded variation
on (t, q], there is a sequence of constants 0 < m ↓ 0 such that
lim
m→∞ sups∈(t,q]
∣∣∣∣∣ ∑
v∈(t,s]
∆k(m)v 1{|∆k(m)v |>m } −
∑
v∈(t,s]
∆kv
∣∣∣∣∣ = 0. (2.16)
For every m ∈ N,∫
(t,q]
(x (m)s − ls) dk(m)s =
∫
(t,q]
(x (m)s − ls) dk(m),cs
+
∑
s∈(t,q]
(x (m)s − ls)∆k(m)s 1{|∆k(m)s |≤m } +
∑
s∈(t,q]
(x (m)s − ls)∆k(m)s 1{|∆k(m)s |>m }
≤ I m,1 + I m,2, (2.17)
where
I m,1 =
∑
s∈(t,q]
(x (m)s − ls)∆k(m)s 1{0<∆k(m)s ≤m },
I m,2 =
∑
s∈(t,q]
(x (m)s − ls)∆k(m)s 1{|∆k(m)s |>m }.
If 0 < ∆k(m)s ≤ m < infs∈(t,q](us − ls) then x (m)s − ls = as∆k(m)s , which implies that
lim sup
m→∞
I m,1 = lim sup
m→∞
∑
s∈(t,q]
as(∆k(m)s )
21{0<∆k(m)s ≤m } ≤ limm→∞
m
2
|k(m)|(t,q] = 0.
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Moreover, by (2.16), limm→∞ I m,2 = ∑s∈(t,q](xs − ls)∆ks and since (x (m), k(m))→ (x, k), it
follows that limm→∞
∫
(t,q](x
(m)
s − ls) dk(m)s =
∫
(t,q](xs− ls) dks . Letting m →∞ in (2.17) gives∫
(t,q]
(xs − ls) dks ≤
∑
s∈(t,q]
(xs − ls)∆ks .
Hence
∫
(t,q](xs − ls) dkcs =
∫
(t,q](xs − ls) dks −
∑
s∈(t,q](xs − ls)∆ks ≤ 0. Similarly we prove
that
∫
(t,q](xs − us) dkcs ≤ 0.
Finally, if |∆kt | > 0 then |∆k(m)t | > 0 for all sufficiently large m, which together with
Lemma 2.7 implies that
xt = lim
m→∞ x
(m)
t = limm→∞Π
u(m)t ,bt
lt ,at
(x (m)t− +∆yt ) = Π ut ,btlt ,at (xt− +∆yt ),
so (x, k) satisfies condition (iii) of Definition 2.8, and the proof is complete. 
Corollary 2.13. Let (x, k) = S Pu,bl,a (y) and let (x (m), k(m)) = S Pu
(m),b
l,a (y), where u
(m) =
max(u, l + 1/m), m ∈ N. Then
sup
t∈R+
|x (m)t − xt | ≤
1
m
.
Proof. It follows from (2.15) by letting n→∞ and then  ↓ 1/m. 
Theorem 2.14. Assume l ≤ u, ln ≤ un , an, bn : R → [0, 1/2], n ∈ N and y, yn ∈ D(R+ , R)
are such that l0 ≤ y0 ≤ u0, ln0 ≤ yn0 ≤ un0 , n ∈ N. Let (x, k) = S Pu,bl,a (y) and (xn, kn)
= S Pun ,bnln ,an (yn), n ∈ N.
(i) Suppose that supt≤q |ant − at | → 0, supt≤q |bnt − bt | → 0q ∈ R+. If supt≤q |ynt − yt | → 0,
supt≤q |lnt − lt | → 0 and supt≤q |unt − ut | → 0, q ∈ R+, then
sup
t≤q
|xnt − xt | → 0 and sup
t≤q
|knt − kt | → 0, q ∈ R+.
(ii) If additionally a, an, b, bn ∈ D(R+ , R) are such that
(yn, ln, an, un, bn) −→ (y, l, a, u, b) in D(R+ , R5),
then
(xn, kn, yn, ln, an, un, bn) −→ (x, k, y, l, a, u, b) in D(R+ , R7).
Proof. (i) First we assume additionally (2.12). Fix q ∈ R,  > 0 such that  < inft≤q(ut−lt ). On
[0, q] there is only a finite number t1, . . . , tr−1 of points such that |∆yt j | + max(|∆lt j |, |∆ut j |)
> . If t 6∈ T = {t j }, then
|∆yt | +max(|∆lt |, |∆ut |) ≤ ut − lt ,
which implies that in the case of jump reflection at t 6∈ T , xt = at∆kt+lt (resp. xt = bt∆kt+ut )
if ∆kt > 0 (resp. ∆kt < 0). Since un tends to u and ln tends to l, there exists n0 such that for
n ≥ n0,
|∆ynt | +max(|∆lnt |, |∆unt |) ≤ unt − lnt , t 6∈ T .
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Consequently, for n ≥ n0 and t 6∈ T , if ∆knt > 0 (resp. ∆knt < 0), then xnt = ant ∆knt + lnt
(resp. xnt = bnt ∆knt + unt ). Moreover, by Proposition 2.11 it is clear that |k|q < ∞ and
supn |kn|q <∞.
Set t0 = 0, tr = q. In the next step of the proof, we will show that for every j = 0, 1, . . . , r−1,
every t ∈ [t j , t j+1) and n ≥ n0
(xt − xnt )2 ≤ (xt j + yt − yt j − xnt j − ynt + ynt j )2 + 2
∫ t
t j
(yt − ynt − ys − yns )d(ks − kns )
+ 2 sup
s∈(t j ,t]
max(|ls − lns |, |us − uns |)(|k|[t j ,t] + |kn|[t j ,t])
+ 2 sup
s∈(t j ,t]
max(|as − ans |, |bs − bns |)|k|(t j ,t](|k|(t j ,t] + |kn|(t j ,t]). (2.18)
We follow the proof of Lemma 2.10 and we estimate the third and fourth term in the expression
on the right hand-side of (2.10). By the definition of the Skorokhod problem,
2
∫ t
t j
(xs − xns )d(kcs − kn,cs ) = 2
∫ t
t j
(xs − xns )dkˆ(+),cs + 2
∫ t
t j
(xns − xs)dkˆ(−),c
+2
∫ t
t j
(xns − xs)dkˆn,(+),cs + 2
∫ t
t j
(xs − xns )dkˆn,(−),cs
≤ 2
∫ t
t j
(xs − ls)dkˆ(+),cs + 2
∫ t
t j
(us − xs)dkˆ(−),c
+2
∫ t
t j
(xns − lns )dkˆn,(+),cs + 2
∫ t
t j
(uns − xns )dkˆn,(−),cs
+2 sup
s∈(t j ,t]
|ls − lns |(kˆ(+),c(t j ,t] + kˆ
n,(+),c
(t j ,t] )+ 2 sup
s∈(t j ,t]
|us − uns |(kˆ(−),c(t j ,t] + kˆ
n,(−),c
(t j ,t] )
≤ 2 sup
s∈(t j ,t]
max(|ls − lns |, |us − uns |)(|kc|(t j ,t] + |kn,c|(t j ,t]).
Consequently, in order to complete the proof of (2.18), it is sufficient to show that for every
s ∈ (t j , t],
Js = 2(xs − xns )(∆ks −∆kns ) ≤ 2 max(|ls − lns |, |us − uns |)|∆ks −∆kns |
+ 2 max(|as − ans |, |bs − bns |)|∆ks |(|∆ks −∆kns | + (∆ks −∆kns )2).
If ∆ks > 0 and ∆kns > 0, then xs = as∆ks + ls and xns = ans∆kns + lns . From the proof of
Lemma 2.2 we deduce that
Js ≤ 2|ls − lns ||∆ks −∆kns | + 2|as − ans ||∆ks |(|∆ks −∆kns | + (∆ks −∆kns )2).
Similarly, if∆ks < 0 and∆kns < 0, then xs = bs∆ks+us and xns = bns∆kns +uns , which implies
that
Js ≤ 2|us − uns ||∆ks −∆kns | + 2|bs − bns ||∆ks |(|∆ks −∆kns | + (∆ks −∆kns )2).
In the case where ∆ks > 0 and ∆kns < 0,
Js = 2(a∆ks + ls − bn∆kns − uns )(∆ks −∆kns )
≤ 2(ls − uns )(∆ks −∆kns )+ (∆ks −∆kns )2.
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Hence, if uns ≥ ls then Js ≤ (∆ks −∆kns )2 and if ls > uns ≥ lns then
Js ≤ 2(ls − lns )(∆ks −∆kns )+ (∆ks −∆kns )2.
Therefore, in both cases
Js ≤ 2|ls − lns ||∆ks −∆kns | + (∆ks −∆kns )2.
Finally, if ∆ks < 0 and ∆kns > 0, then it is easily seen that Js ≤ 2|ls − lns ||∆ks − ∆kns | +
(∆ks −∆kns )2, and the proof of (2.18) is complete.
Due to (2.18) it is clear that supt∈[t0,t1) |xnt − xt | → 0. Since
xnt1 = Π
unt1 ,b
n
t1
lnt1 ,a
n
t1
(xnt1− +∆ynt1) −→ Π
ut1 ,bt1
lt1 ,at1
(xt1− +∆yt1) = xt1 ,
the uniform convergence holds true also on the closed interval [t0, t1]. We proceed by induction
and use exactly the same arguments as above to prove uniform convergence on every interval
[t j−1, t j ], j = 2, . . . , r and hence on the interval [0, q].
We now show how to dispense with the assumption (2.12). For every n,m ∈ N set (x (m), k(m))
= S P(y, l, u(m)) and (xn,(m), kn,(m)) = S P(yn, ln, un,(m)), where u(m) = max(u, l + 1/m) and
un,(m) = max(un, l + 1/m). Then by the first part of the proof for every m ∈ N,
sup
t∈[0,q]
|xn,(m)t − x (m)t | → 0, q ∈ R+.
Hence (i) follows by Corollary 2.13.
To prove (ii) we observe that by the definition of convergence in the Skorokhod topology
J1, there exists a sequence of strictly increasing continuous changes of time {λn} such that
λn0 = 0, λn∞ = +∞, supt |λnt − t | → 0 and for every q ∈ R+ supt≤q |ynλnt − yt | → 0,
supt≤q |lnλnt − lt | → 0, supt≤q |u
n
λnt
− ut | → 0, supt≤q |anλnt − at | → 0 and supt≤q |b
n
λnt
− bt | → 0.
Since (xnλn , k
n
λn ) = S P
un
λn ,b
n
λn
ln
λn ,a
n
λn
(ynλn ), the first part gives that for any q ∈ R+,
sup
t≤q
|xn
λnt
− xt | → 0 and sup
t≤q
|kn
λnt
− kt | → 0,
and (ii) is proved. 
3. SDEs with jump reflection at barriers
Let (Ω ,F , (Ft ), P) be a filtered probability space and let Y, L ,U be (Ft ) adapted processes
with trajectories in D(R+ , R) such that L ≤ U and L0 ≤ Y0 ≤ U0. Let A = (At ), B = (Bt )
be strongly (Ft ) adapted processes, i.e. measurable and such that Aτ1{τ<+∞}, Bτ1{τ<+∞} are
Fτ measurable for every stopping time τ (it is well known that every predictable, optional or
progressively measurable process is strongly adapted). Moreover, we assume that A, B have
values in the interval [0, 1/2].
Definition 3.1. We say that a pair (X, K ) of (Ft ) adapted processes with trajectories in
D(R+ , R) is a solution of the Skorokhod problem associated with Y , the barriers L ,U and
the parameters of reflection A, B if (X, K ) = S PU,BL ,A (Y ).
Proposition 3.2. For any (Ft ) adapted processes Y, L ,U with trajectories in D(R+ , R) such
that L ≤ U, L0 ≤ Y0 ≤ U0 and any strongly (Ft ) adapted parameters of jump reflection
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A, B with values in [0, 1/2], there exists a unique strong solution of the Skorokhod problem
(X, K ) = S PU,BL ,A (Y ).
Proof. From Theorem 2.12 we deduce that for every ω ∈ Ω there exists a unique solution
(X (ω), K (ω)) = S PU (ω),B(ω)L(ω),A(ω) (Y (ω)). Therefore, what is left is to show that (X, K ) is (Ft )
adapted. Set
τn0 = 0, τn,k+1 = min(τnk + δnk, inf{t > τnk;max(|∆Yt |, |∆L t |, |∆Ut |) > δn}),
where {δn}, {{δnk}} are families of positive constants such that δn ↓ 0, δn/2 ≤ δnk ≤ δn ,
P(max(|∆Yt |, |∆L t |, |∆Ut |) = δn, t ∈ R+) = 0 and P(max(|∆Yτnk+δnk |, |∆Lτnk+δnk |,
|∆Uτnk+δnk |) = 0) = 1. Let {Y n}, {Ln} and {U n} be sequences of (Ft ) adapted discretizations of
Y, L and U defined by
Y nt = Y nτnk , Lnt = Lnτnk , U nt = U nτnk t ∈ [τnk, τn,k+1), k ∈ N ∪ {0}, n ∈ N.
Clearly, by (2.3),
sup
t≤q
max(|Y nt − Yt |, |Lnt − L t |, |U nt −Ut |) −→ 0, P- a.s., q ∈ R+.
Observe now that (Xn, K n) = S PU n ,BLn ,A (Y n) is given by the following formulas
Xn0 = Y0
Xnτnk = Π
Uτnk ,Bτnk
Lτnk ,Aτnk
(Xnτn,k−1 + (Yτnk − Yτn,k−1))
Xnt = Xnτnk , t ∈ [τnk, τn,k+1), k ∈ N ∪ {0},
K n = Xn − Y n,
and hence is (Ft ) adapted. Since, by Theorem 2.14 (i),
sup
t≤q
|Xnt − X t | −→ 0 and sup
t≤q
|K nt − Kt | −→ 0, P- a.s., q ∈ R+,
the pair of limit processes (X, K ) is (Ft ) adapted as well. 
Now, let Y, Y ′ be semimartingales admitting decompositions
Yt = Y0 + Mt + Vt , Y ′t = Y ′0 + M ′t + V ′t , t ∈ R+,
with L0 ≤ Y0 ≤ U0, L0 ≤ Y ′0 ≤ U0, where M,M ′ are (Ft ) adapted local martingales and V, V ′
are (Ft ) adapted processes with bounded variation such that M0 = M ′0 = V0 = V ′0 = 0.
Lemma 3.3. Let (X, K ) = S PU,BL ,A (Y ) and (X ′, K ′) = S PU,BL ,A (Y ′). Then for every p ∈ N, there
exists a constant C p > 0 such that for every (Ft ) stopping time τ ,
(i) E supt≤τ |X t − X ′t |2p ≤ C p E{|Y0 − Y ′0|2p + [M − M ′]pτ + |V − V ′|2pτ },
(ii) E supt<τ |X t − X ′t |2p ≤ C p E{|Y0 − Y ′0|2p + [M − M ′]pτ− + 〈M − M ′〉pτ− + |V − V ′|2pτ−}.
Proof. We begin by proving that
|X t − X ′t |2 ≤ |Y0 − Y ′0|2 + [Y − Y ′]t + 2
∫ t
0
(Xs− − X ′s−)d(Y − Y ′)s . (3.1)
In order to get (3.1), it is convenient to assume first that
inf
t≤q(Ut − L t ) > 0, q ∈ R
+. (3.2)
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In this case, by Lemma 2.10, for every t ∈ R+ we have
|X t − X ′t |2 ≤ |Yt − Y ′t |2 + 2
∫ t
0
(Yt − Y ′t − Ys + Y ′s) d(K − K ′)s .
By the integration by parts formula,
2
∫ t
0
(Yt − Y ′t − Ys + Y ′s)d(K − K ′)s = 2
∫ t
0
(Ks− − K ′s−)d(Y − Y ′)s
= 2
∫ t
0
(Xs− − X ′s−)d(Y − Y ′)s − 2
∫ t
0
(Ys− − Y ′s−)d(Y − Y ′)s
= 2
∫ t
0
(Xs− − X ′s−)d(Y − Y ′)s − |Yt − Y ′t |2 + |Y0 − Y ′0|2 + [Y − Y ′]t ,
which gives (3.1). In the general case, set U (m) = max(U, L + 1/m) and (X (m), K (m)) =
S PU
(m),B
L ,A (Y ), (X
′(m), K ′(m)) = S PU (m),BL ,A (Y ′), m ∈ N. Then (3.2) is satisfied for any m ∈ N so
from the first part of the proof, we get
|X (m)t − X ′(m)t |2 ≤ |Y0 − Y ′0|2 + [Y − Y ′]t + 2
∫ t
0
(X (m)s− − X ′(m)s− )d(Y − Y ′)s, m ∈ N.
Letting m →∞ and using Corollary 2.13, (3.1) easilyeasy follows.
Due to (3.1), for every t ∈ R+
|X t − X ′t |2p ≤ 3p−1
{
|Y0 − Y ′0
∣∣∣∣2p + 2p| ∫ t
0
(Xs− − X ′s−)d(Y − Y ′)s
∣∣∣∣p +[Y − Y ′]pt } .
The rest of the proof of (i) and (ii) runs as in the proof of [18, Theorem 1]. 
Let X0 be an F0 measurable random variable such that L0 ≤ X0 ≤ U0. We say that a pair
(X, K ) of (Ft ) adapted processes is a strong solution of the SDE (1.1) if it is a solution of the
Skorokhod problem associated with the barriers L ,U , the parameters of reflection A, B and the
process Y of the form
Yt = X0 +
∫ t
0
σ(Xs−) dMs +
∫ t
0
b(Xs−) dVs, t ∈ R+. (3.3)
Theorem 3.4. Assume that σ, b are Lipschitz continuous functions, L ,U are (Ft ) adapted
barriers with trajectories inD(R+ , R) such that L0 ≤ X0 ≤ U0 and assume that the parameters
of jump reflection A, B are strongly (Ft ) adapted processes with values in [0, 1/2]. Then there
exists a unique strong solution (X, K ) of the SDE (1.1).
Proof. By considering stopped processes if necessary, without loss of generality we may and
will assume that there is a constant c > 0 such that |X0| ≤ c, |L t |, |Ut |, |Mt |, |Vt | ≤ c,
t ∈ R+ (for details see e.g. the proof of [13, Chapter 5. Theorem 7]). Let C1 be a constant
from Lemma 3.3 and let d be a Lipschitz constant for functions σ and b. Set a = 1/(6C1d2) and
τ = inf{t > 0;max([M]t , 〈M〉t , |V |2t ) > a}.
In the first step of the proof we will show existence and uniqueness of a solution of the SDE
(1.1) on the interval [0, τ ). Set
S2 = {Y ; Y is (Ft ) adapted, Y0 = X0, Y = Y τ−, E sup
t
|Yt |2 <∞}
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and define the mapping Φ : S2 −→ S2 by putting Φ(Y ) to be the first coordinate of the solution
of the extended Skorokhod problem associated with X0 +
∫ ·
0 σ(Ys−) dM
τ−
s +
∫ ·
0 b(Ys−) dV
τ−
s .
By Lemma 3.3, for any Y, Y ′ ∈ S2
E sup
t
|Φ(Y )t − Φ(Y ′)t |2 ≤ C1
{
E
∫ τ−
0
|σ(Ys−)− σ(Y ′s−)|2 d([M]s + 〈M〉s)
+ E
(∫ τ−
0
|σ(Ys−)− σ(Y ′s−)| d|V |s
)2}
≤ 3C1ad2 E sup
t
|Yt − Y ′t |2 =
1
2
E sup
t
|Yt − Y ′t |2.
By the Banach contraction principle there exists a unique solution X1 of (1.1) on the interval
[0, τ ). In fact, we have a unique solution on [0, τ ]. Indeed, by the definition of the Skorokhod
problem, X1τ is given by the formula
X1τ = ΠUτ ,BτLτ ,Aτ (X1τ− + σ(X1τ−)∆Mτ + b(X1τ−)∆Vτ ).
Now, we define sequence of stopping times {τ k} by putting τ 1 = τ and
τ k+1 = τ k + inf{t > 0,max([Mˆ]t , 〈Mˆ〉t , |Vˆ |2t ) > a}, k ∈ N ∪ {0},
where Mˆt = Mτk+t − Mτk , Vˆt = Vτk+t − Vτk . Arguing as above, one can obtain a solution X k+1
of (1.1) on [τ k, τ k+1]. Since τk ↑ +∞, we obtain a solution X on R+ by putting together the
solutions X k on [τ k, τ k+1], k ∈ N. 
Let us consider an array {{tnk}} of nonnegative numbers such that in the nth row the sequence
Tn = {tnk} forms a partition of R+ such that 0 = tn0 < tn1 < · · · , limk→∞ tnk = +∞ and
maxk (tnk− tn,k−1) −→ 0 as n→+∞. For the array {{tnk}} we define a sequence of summation
rules {ρn}, ρn : R+ −→ R+ by ρnt = max{tnk; tnk ≤ t}. For every x ∈ D(R+ , R) the sequence
{xρn } denotes the following discretizations of x :
xρ
n
t = xρnt = xtnk for t ∈ [tnk, tn,k+1), k ∈ N ∪ {0}, n ∈ N.
By using e.g. [6, Chapter 3. Proposition 6.5] one can check, that xρ
n → x in D(R+ , R).
Let Y, L ,U, A, B be processes with trajectories in D(R+ , R) such that L ≤ U , L0 ≤ Y0 ≤
U0 and A, B ∈ [0, 1/2]. Clearly, Y ρn → Y , Lρn → L , Aρn → A, Uρn → U , and Bρn → B P-
a.s. in D(R+ , R). Moreover, by [7, Chapter VI. Proposition 2.2]
(Y ρ
n
, Lρ
n
, Aρ
n
,Uρ
n
, Bρ
n
) −→ (Y, L , A,U, B) P- a.s. in D(R+ , R5).
Therefore, by Theorem 2.14(ii),
(Xn, K n, Y ρ
n
) −→ (X, K , Y ) P- a.s. in D(R+ , R3), (3.4)
where (X, K ) = S PU,BL ,A (Y ) and (Xn, K n) = S PU
ρn ,Bρ
n
Lρn ,Aρn
(Y ρ
n
), n ∈ N.
Now, we will apply Lemma 3.3 and Theorem 2.14(ii) to prove convergence of discrete
approximations of the solution of the SDE (1.1), which are constructed with the natural analogy
to the Euler scheme. We assume that the parameters of jump reflection A = (At ), B = (Bt )
are (Ft ) adapted processes with trajectories in D(R+ , R). Clearly, this implies that A, B are
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strongly (Ft ) adapted processes. The approximation scheme for the SDE (1.1) is given by the
following recurrent formula
X¯n0 = X0,
X¯ntnk = Π (X¯ntn,k−1 + σ(X¯ntn,k−1)(Mtnk − Mtn,k−1)+ b(X¯ntn,k−1)(Vtnk − Vtn,k−1)),
X¯nt = X¯ntnk , t ∈ [tnk, tn,k+1),
where Π = ΠUtnk ,BtnkL tnk ,Atnk , n, k ∈ N. Set
Y¯ nt = X0 +
∫ t
0
σ(X¯ns−) dMρ
n
s +
∫ t
0
b(X¯ns−) dV ρ
n
s , t ∈ R+, n ∈ N.
Let (Fnt ) denotes the discretization of (Ft ), i.e. Fnt = Fρnt , t ∈ R+. Note that Mρ
n
is an
(Fnt ) adapted local martingale, V ρ
n
is an (Fnt ) adapted processes with bounded variation with
Mρ
n
0 = V ρ
n
0 = 0 and X¯n , K¯ n = X¯n − Y¯ n are (Fnt ) adapted processes such that (X¯n, K¯ n)
= S PUρ
n
,Bρ
n
Lρn ,Aρn
(Y¯ n), n ∈ N.
Theorem 3.5. Assume that σ, b are Lipschitz continuous functions, L ,U are (Ft ) adapted
barriers with trajectories in D(R+ , R) such that L0 ≤ X0 ≤ U0 and the parameters of jump
reflection A, B are (Ft ) adapted processes with trajectories in D(R+ , R) and with values in
[0, 1/2]. Then
(X¯n, K¯ n,Mρ
n
, V ρ
n
)−→
P
(X, K ,M, V ) in D(R+ , R4),
where (X, K ) is a solution of the SDE (1.1).
Proof. Define Y by (3.3). Let {(Xn , K n)} be a be a sequence of solutions of the Skorokhod
problem associated with the sequence {Y ρn }, i.e. (Xn, K n) = S PUρ
n
,Bρ
n
Lρn ,Aρn
(Y ρ
n
), n ∈ N. Due
to (3.4),
(Xn, K n,Mρ
n
, V ρ
n
) −→ (X, K ,M, V ) P- a.s. in D(R+ , R4). (3.5)
Moreover, let {(X̂n , K̂ n) = S PUρ
n
,Bρ
n
Lρn ,Aρn
(Ŷ n)} be a sequence of solutions of the Skorokhod
problem associated with the sequence {Ŷ n} of the form
Ŷ nt = X0 +
∫ t
0
σ(Xns−) dMρ
n
s +
∫ t
0
b(Xns−) dV ρ
n
s , t ∈ R+, n ∈ N.
By (3.5) and the theorem on functional convergence of stochastic integrals (see, e.g., [8,10]),
(Ŷ n,Mρ
n
, V ρ
n
, Lρ
n
, Aρ
n
,Uρ
n
, Bρ
n
)−→
P
(Y,M, V, L , A,U, B) in D(R+ , R7).
Therefore,
(X̂n, K̂ n, Ŷ ,Mρ
n
, V ρ
n
)−→
P
(X, K , Y,M, V ) in D(R+ , R5) (3.6)
by Theorem 2.14. Combining (3.5) with (3.6) implies that
(X̂n, Xn, K̂ n, K n)−→
P
(X, X, K , K ) in D(R+ , R4).
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Hence X̂n − Xn −→P 0 in D(R+ , R) and K̂ n − K n −→P 0 in D(R+ , R), and consequently
by [7, Chapter VI. Proposition 1.17],
sup
t≤q
|Xnt − X̂nt | −→P 0 and supt≤q |K̂
n
t − K nt | −→P 0 (3.7)
for every q ∈ R+. Hence, in order to complete the proof, it is sufficient to show that
sup
t≤q
|X¯nt − X̂nt | −→P 0 and supt≤q |K¯
n
t − K̂ nt | −→P 0 (3.8)
for every q ∈ R+.
Without loss of generality, we may and will assume that there is a constant c > 0 such that
|X0| ≤ c, |L t |, |Ut |, |Mt |, |Vt | ≤ c, t ∈ R+. For n ∈ N, a > 0 let us denote
τ an = inf{t > 0;max([Mρ
n ]t , 〈Mρn 〉t , |V ρn |2t ) > a}.
Clearly, the processes [Mρn ], 〈Mρn 〉, |V ρn |2 stopped at τ an are bounded by a + 4c2 uniformly
in n. Since for every q ∈ R+, E[Mρn ]q = E〈Mρn 〉q = E M2ρnq ≤ c2, |V ρ
n |2q ≤ |V |2ρnq and
[ τ an ≤ q] ⊂ [[Mρn ]q ≥ a] ∪ [〈Mρn 〉q ≥ a] ∪ [|V ρn |2q ≥ a], we have
lim
a→∞ lim supn→∞
P[ τ an ≤ q ] = 0, q ∈ R+. (3.9)
In view of (3.9) we can restrict our attention to the processes stopped at τ an ∧ q.
Suppose that γn is an (Fρ
n
t ) stopping time. By Lemma 3.3,
E sup
t<γn
|X¯nt − X̂nt |2 ≤ C1
{
E
∫ γn−
0
|σ(X¯ns−)− σ(Xns−)|2 d([Mρ
n ]s + 〈Mρn 〉s)
+ E
(∫ γn−
0
|b(X¯ns−)− b(Xns−)| d|V ρ
n |s
)2}
≤ C1d2 E
∫ γn−
0
|X¯ns− − X̂ns−|2 d([Mρ
n ]s + 〈Mρn 〉s + (a + 4c2)1/2|V ρn |s)+ n,
where n = C1d23(a + 4c2)E supt<γn |Xns − X̂ns |2, n ∈ N. Due to [17, Lemma 3].
E sup
t<q∧τan
|X¯nt − X̂nt |2 ≤ n exp{3C1d2(a + 4c2)}.
Finally, let us observe that by simple calculations based on Lemma 3.3, for every p ∈ N
sup
n
E sup
t<q∧τan
|X¯nt |2p <∞ and sup
n
E sup
t<q∧τan
|X̂nt |2p <∞,
which when combined with (3.7) implies that n → 0 and hence completes the proof of
(3.8). 
Corollary 3.6. Under assumptions of Theorem 3.5,
sup
t≤q, t∈Tn
|X¯nt − X t | −→P 0, q ∈ R
+ and sup
t≤q, t∈Tn
|K¯ nt − Kt | −→P 0, q ∈ R
+,
where X is a unique strong solution of the SDE (1.1). In particular,
X¯nt −→P X t and K¯
n
t −→P Kt
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provided that P(∆Mt = ∆Vt = ∆L t = ∆Ut = 0) = 1 or t ∈ lim infn→+∞ Tn .
Proof. From Theorem 3.5 it follows immediately that
(X¯n, Xρ
n
, K¯ n, K ρ
n
)−→
P
(X, X, K , K ) in D(R+ , R4).
Hence
sup
t≤q, t∈Tn
|X¯nt − X t | = sup
t≤q
|X¯nt − Xρ
n
t | −→P 0, q ∈ R
+
and
sup
t≤q, t∈Tn
|K¯ nt − Kt | = sup
t≤q
|K¯ nt − K ρ
n
t | −→P 0, q ∈ R
+. 
Remark 3.7. Note that the assumption on parameters A, B in Theorem 3.5 is slightly stronger
than that in Theorem 3.4 because in Theorem 3.5 we assume additionally that A, B have cadlag
trajectories. It is possible to prove convergence results without the last assumption, however, for
schemes in which deterministic partitions {{tnk}} are replaced by suitably chosen stopping times
{{τnk}} depending on times of jumps of M and V .
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