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Titre
Modélisation des émissions conduites de mode commun d’une chaîne électromécanique.
Optimisation paramétrique de l’ensemble convertisseur filtres sous contraintes CEM.
Résumé
Au cours de ces dernières décennies, les avionneurs n’ont cessé d’augmenter la puissance élec-
trique embarquée à bord des avions. Cette intensification de l’usage de l’électricité, dans le but
de rationaliser les énergies secondaires de l’avion (pneumatique, hydraulique, mécanique) constitue
le fondement du concept de l’avion plus électrique. Une des contreparties de l’augmentation du
nombre de charges électriques réside dans le fait qu’elles doivent fonctionner dans le même envi-
ronnement électromagnétique, ce qui engendre des problèmes de compatibilité. Cette discipline a
été traitée jusqu’à présent en fin de développement d’un système, avant l’étape de la certification
et de l’intégration sur avion. La prise en compte de ces contraintes dès la phase de conception,
via l’estimation des perturbations électromagnétiques conduites et rayonnées par simulation, peut
permettre d’importants gains de temps et de coûts en réduisant les phases d’essais.
La première étape de ce projet de recherche est la mise en place d’une approche de modélisation
compatible avec les processus d’optimisation. Il est alors indispensable de prendre en compte l’en-
semble des sous-systèmes qui composent la chaîne électromécanique, à savoir les RSILs, les câbles,
le convertisseur et le moteur. L’approche de modélisation choisie est de type directe ; elle consiste
à représenter la chaîne électromécanique dans la base de mode commun par des quadripôles. Ce
modèle générique permet d’estimer les courants de mode commun directement dans le domaine
fréquentiel en différents points du système.
Par ailleurs, afin d’être compétitif vis-à-vis des autres vecteurs d’énergie présents sur avion, la
densité de puissance des systèmes électriques doit être drastiquement augmentée. L’introduction
des semi-conducteurs grands gaps à base de Carbure de Silicium (SiC) permet de contribuer à
l’augmentation de la densité de puissance des électroniques de puissance. Cependant, dans ces tra-
vaux de thèse, nous veillons à la non régression des performances au niveau système et notamment
vis-à-vis de l’impact des émissions électromagnétiques conduites de mode commun.
Une fois les modèles en émission établis, diverses solutions de filtrage sont étudiées : filtrage
passif externe et interne. Une démarche d’optimisation multi-objectifs (masse, pertes) et multi-
contraintes (qualité réseau, stabilité, CEM, thermique, etc.) est proposée. Des études de sensibilité
mettent en évidence les variables de conception ayant le plus d’impact sur les émissions conduites.
Cette approche permet le dimensionnement optimal des composants de l’onduleur (module de
puissance, dissipateur, filtres de mode commun et de mode différentiel, paramètres de la commande
rapprochée). Les résultats obtenus grâce à l’algorithme génétique employé permettent de construire
des courbes de tendance utiles pour l’aide au dimensionnement.
Mots-clefs
Émissions conduites, modélisation prédictive, chaîne électromécanique, SiC, filtrage, optimisation.

9Title
Conducted electromagnetic emissions modeling in adjustable speed motor drive systems.
Parametric studies and optimization of an inverter and filters under EMC constraints.
Abstract
Over the last decades, aircraft manufacturers have not ceased to increase the electrical power
on board aircrafts. This intensification of the use of electricity, in order to rationalize the secondary
energies of the aircraft, lays the foundation for the concept of the More Electric Aircraft (MEA).
One of the counterparts to increasing the number of the electrical loads is that they must operate
in the same electromagnetic environment, which creates compatibility issues. This discipline has
been treated so far at the end of the development of a system, before the stage of certification and
aircraft integration. Taking into account these constraints from the design phase, via the estimation
of conducted and radiated electromagnetic disturbances by simulation, significant time and costs
savings could be achieved by reducing the test phases.
The first step of this research project is the implementation of a modeling approach suitable
with optimization processes. It is then essential to take into account all subsystems that form the
electromechanical drive, namely the LISNs, the cables, the power converter and the electric motor.
The modeling approach chosen is of the direct type ; it consists of representing the electromechani-
cal chain in the common mode base by two ports networks. This generic model allows us to estimate
common mode currents directly in the frequency domain at different locations.
Besides, one of the main challenges associated to MEA is thus to drastically increase the power
density of electrical power systems, without compromising on reliability. The development of new
Wide Bandgap (WBG) semiconductor technologies made of Silicon Carbide, can significantly in-
crease efficiency, performance and power density of adjustable speed electrical power drive systems.
Nevertheless, due to their higher switching speed and voltage overshoot, WBG semiconductors
used in power converters of an electromechanical chain may have some drawbacks when it comes
to Electro-Magnetic Interference. Understanding the switching behavior of WBG components is
necessary in order to keep switching speed and overvoltage at a reasonable level. In this PhD the-
sis, we ensure that the introduction of this emerging technology does not lead to a regression of
performance at system level.
Once we establish the conducted emissions models, different filtering solutions have been used :
external and internal passive filters. An optimization dedicated to the resolution of a multi-objectives
problem (mass, losses) and multi-constraints (quality, stability, EMC, thermal, etc.) in order to mi-
nimize the mass of the converter is accomplished. Sensitivity studies led to the identification of
the design variables which have the biggest impacts on conducted emissions. This tool allows the
optimal sizing of the inverter’s components (power module, heatsink, common mode and differen-
tial mode filters, close control parameters). The results obtained thanks to the use of a genetic
algorithm make it possible to develop trend curves for an inverter sizing.
Key words
Conducted emissions, predictive modelling, electromechanical drive, SiC, filtering, optimization.
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Introduction générale
Durant la dernière décennie, le trafic aérien s’est accru de plus de 60%, devenant ainsi res-ponsable de 2% des émissions de CO2. Les projections indiquent également que le nombrede passagers aériens va presque doubler dans les dix prochaines années. Par conséquent,afin de lutter contre le réchauffement climatique et d’anticiper l’impact de la densification
du trafic aérien sur l’environnement, des avions plus performants, plus respectueux de l’environne-
ment et économiquement viables, deviennent une priorité pour les avionneurs. Le concept de l’avion
dit plus électrique permettrait de réduire l’impact environnemental via une réduction des émissions
de CO2. Le deuxième objectif de l’électrification des aéronefs est la rationalisation des énergies
secondaires à bord de l’avion qui contribuerait à une meilleure gestion des énergies non-propulsives
présentes à bord de l’avion, ainsi qu’à la baisse des coûts de maintenance.
Au cours des quinze dernières années, l’industrie aéronautique a été marquée par une augmen-
tation constante et progressive du taux d’électrification des systèmes embarqués. Le développement
de l’avion plus électrique conduit donc à l’accroissement des charges électriques de forte puissance,
et naturellement à l’utilisation d’autant plus de chaînes électromécaniques. Ces dernières sont com-
posées de filtres, d’un convertisseur statique, d’un harnais de puissance et d’un moteur électrique.
Les fonctions concernées par l’utilisation de chaînes électromécaniques sur un avion plus électrique
sont nombreuses, tel que le freinage, le roulage électrique, l’actionnement des surfaces mobiles, la
climatisation, le dégivrage, etc.. L’application de référence de cette étude est celle du Supplemental
Cooling System installé sur l’Airbus A380 et conçu par Liebherr Aerospace. Ce système est utilisé
pour la génération de froid pour les cuisines et aussi pour la gestion thermique de systèmes avio-
niques.
Par ailleurs, le passage à l’avion plus électrique ne sera envisageable uniquement lorsque les
systèmes électriques possèderont des densités de puissance plus élevées ou similaires à celles des
systèmes actuels. Des technologies de rupture sont donc nécessaires pour augmenter drastiquement
les densités de puissance des chaînes électromécaniques. Au cours des dernières années, les semi-
conducteurs à grand gap en Carbure de Silicium (SiC) ont fait l’objet de recherches approfondies
pour tenter d’exploiter leurs propriétés physiques. Des rendements de convertisseur très élevés ont
été signalés dans des conditions de température élevée et de fréquence de découpage basse. Les
performances de commutation améliorées des interrupteurs SiC, qui permettent d’augmenter les
fréquences de découpage et de réduire les pertes, entraînent une augmentation de la densité de
puissance par réduction de la taille des composants magnétiques et des dissipateurs de chaleur.
Cependant, les émissions électromagnétiques conduites augmentent en raison des vitesses de com-
mutation plus rapides des transistors SiC.
Les domaines physiques concernés par ce passage à l’avion plus électriques sont extrêmement
variés tels que les perturbations électromagnétiques conduites et rayonnées, la protection foudre,
les décharges partielles, le vieillissement des isolants et les pertes par effet Joule. Cela nécessite de
rechercher des solutions de filtrage, d’adaptation d’impédance, de contrôle des dv/dt, d’optimisation
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des sections des conducteurs, et de maîtriser les techniques de câblage et de blindage. Aujourd’hui,
l’ensemble des ces problématiques sont adressées indépendamment sur chacun des sous systèmes
de la chaîne électromécanique. La spécification et le dimensionnement des équipements se basent
exclusivement sur le savoir-faire des concepteurs. Cependant, tous ces travaux nécessitent la mu-
tualisation des compétences des différents industriels (convertisseur, filtre, harnais de puissance,
actionneur) en vue de réaliser une optimisation globale de l’ensemble du système dans un envi-
ronnement thermique, électrique et mécanique souvent agressif. La conséquence principale de la
maîtrise des couplages multi-physiques est une optimisation de la répartition des contraintes entre
les différentes parties du système avec un gain de masse important pour les systèmes embarqués.
Les travaux de recherches présentés dans cette thèse ont été effectués via une colaboration
entre l’IRT Saint Exupéry et le Groupe ENergie Electrique SYStémique (GENESYS) du labo-
ratoire Laplace. Ils s’intéressent à l’étude des perturbations électromagnétiques conduites d’une
chaîne électromécanique aéronautique, plus particulièrement au développement d’une plateforme
de modélisation compatible aux approches de conception par optimisation. C’est dans ce cadre que
s’inscrit cette thèse dont les objectifs sont les suivants :
o Modéliser en hautes fréquences de la chaîne électromécanique en vue de l’estimation des
courants de mode commun ;
o Identifier les impacts de l’utilisation d’un onduleur SiC par rapport à un onduleur Si sur le
courant de mode commun de la chaîne électromécanique ;
o Étudier la sensibilité des composants sur le courant de mode commun de la chaine électro-
mécanique ;
o Décliner ces modèles de la chaîne électromécanique en modèles de conception pour minimiser
la masse ;
o Exploiter ces modèles en vue d’une optimisation de l’ensemble convertisseur-filtres.
Pour répondre à ces problématiques, ce manuscrit se décompose en six chapitres. Dans le premier
chapitre introductif, nous présentons le contexte de l’avion plus électrique et plus particulièrement
l’utilisation des chaînes électromécaniques en aéronautique. L’ensemble des systèmes électriques de-
vant fonctionner dans le même environnement sévère, des normes permettent d’assurer la compati-
bilité entre tous les équipements, notamment en compatibilité électromagnétique. Nous définissons
dans ce chapitre les différents modes de propagation de ces perturbations et quelques exemples de
conséquences de la non maîtrise de ces phénomènes.
Après un état de l’art des approches de modélisation couramment utilisées en électronique de
puissance pour estimer les courants de mode commun, nous développons dans le second chapitre
la méthode et les différents modèles retenus dans cette thèse pour l’estimation des perturbations
électromagnétiques conduites de mode commun. Les modèles de chaque constituant de la chaîne
sont explicités.
Le troisième chapitre traite de la mise en place du dispositif expérimental permettant la réalisa-
tion d’essais conformes à la norme. Les essais permettent de valider les hypothèses de la modélisation
et de confronter les simulations aux essais.
Le quatrième chapitre présente l’impact de l’introduction de semi-conducteurs grands gaps SiC
sur les pertes dans les semi-conducteurs et les perturbations électromagnétiques conduites. Grâce
à la plateforme expérimentale générique et modulaire, une série d’essais est réalisée afin de déter-
miner la sensibilité des paramètres de conception sur les spectres des courants de mode commun.
Le cinquième chapitre est consacré à la mise en place de solutions de filtrage pour assurer la
conformité de la chaîne électromécanique vis-à-vis des exigences de l’avionneur et de la norme DO-
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Enfin, le sixième chapitre détaille la mise en œuvre d’une approche de conception par opti-
misation mono-niveau appliquée à l’ensemble convertisseur-filtres. Ce chapitre s’achève sur deux
cas de dimensionnement, le premier sur la conception optimisée des filtres de mode commun et le
deuxième sur le dimensionnement de l’ensemble convertisseur-filtres intégrant la mission de vol, les
contraintes de qualité réseau, les contraintes CEM et les contraintes inhérentes à la technologie des
composants utilisés.
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Chapitre1
L’avion plus électrique et la compatibilité
électromagnétique
Ce chapitre propose une mise en contexte de la thèse. La problématique de l’avion plusélectrique est d’abord introduite, celle-ci illustre le besoin de l’utilisation de chaînes élec-tromécaniques de plus en plus performantes avec un fort taux de compacité. Ensuite, desrappels sur la compatibilité électromagnétique et sur les mécanismes de propagation des
perturbations permettront d’aborder l’identification des chemins de propagation ayant lieu sur une
chaîne électromécanique aéronautique. Finalement, dans la dernière section les objectifs de thèse
seront énoncés ainsi que la démarche scientifique pour répondre aux différentes problématiques.
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1.1 L’avion plus électrique
1.1.1 Types d’énergies présentes à bord des aéronefs actuels
L’énergie prélevée au niveau des réacteurs de l’avion afin d’alimenter tous les équipements est
appelée énergie non propulsive. Elle représente environ 3 à 5 % de la puissance totale produite par les
réacteurs [49]. Traditionnellement 1, un avion comporte quatre vecteurs d’énergies non propulsives
[49] [50] [51] [52] :
o L’énergie mécanique : la plupart de l’énergie mécanique est utilisée pour alimenter les
pompes (carburant et huile) des réacteurs. L’énergie mécanique est directement prélevée sur
les réacteurs. Cette énergie est limitée à la nacelle réacteur, pouvant difficilement être trans-
mise à travers le mât réacteur.
o L’énergie hydraulique : obtenue par une pompe entrainée mécaniquement par le moteur.
Elle est transportée via un fluide liquide pressurisé pour mettre en mouvement des systèmes.
Les principales charges utilisant de l’énergie hydraulique sont :
n Commandes de vol : elles sont divisées en deux catégories : les commandes de vols
primaires et secondaire. Les commandes de vol primaires permettent le changement
d’orientation de l’avion autour de son centre de gravité. Les commandes de vol secon-
daires permettent de modifier les forces de portance et de traînée appliquées à l’avion.
n Actionneurs de train d’atterrissage : ils se divisent en deux groupes : le Nose Landing
Gear autrement dit le train d’atterrissage qui se situe à l’avant et qui permet à l’avion
de se diriger lors de la phase de roulage. Et le Main Landing Gear sont les trains d’at-
terrissage qui subissent le plus d’efforts et qui supportent la majorité du poids de l’avion.
o L’énergie électrique : elle obtenue via l’énergie non propulsive mécanique transformée
en énergie électrique grâce à des génératrices électriques. Deux génératrices sont accouplées
mécaniquement à chaque réacteur. Les principales charges utilisant de l’énergie électrique
sont :
n Pompes à carburant : elles assurent le transport du carburant des réservoirs jusqu’aux
réacteurs et le transfert de carburant entre réservoirs.
n Système de dégivrage du cockpit : il permet d’assurer une bonne visibilité pour les pilotes.
n Ventilation du système de conditionnement d’air : cela comprend l’ensemble des venti-
lateurs pour l’extraction de la chaleur et la ventilation.
n Systèmes avioniques : cela regroupe l’ensemble des calculateurs et instrumentations ins-
tallés sur l’avion.
n Systèmes pour la cabine : cela inclue l’ensemble des systèmes électriques nécessaires en
cabine tels que les cuisines, l’éclairage de la cabine, les systèmes pour le confort des
passagers (écrans, prises). Ces systèmes sont très dépendants des programmes avions et
des choix des compagnies aériennes.
o L’énergie pneumatique : elle représente l’énergie transportée par l’air comprimé et distri-
buée dans l’avion par le réseau pneumatique. Pour alimenter ce dernier, de l’air chaud est
prélevé sur l’étage haute pression des réacteurs, avant l’ajout du carburant. Les principales
charges utilisant de l’énergie pneumatique sont :
n Système de conditionnement d’air ou Environmental Control System (ECS) : ce système
permet de maintenir l’air à l’intérieur de la cabine à une pression et une température ac-
ceptables pour les passagers en hautes altitudes. L’air est prélevé au niveau des réacteurs
1. Dans cette section, les avions Airbus A350 et Boeing B787 Dreamliner ne sont pas considérés, car ils rentrent
dans la catégorie des avions plus électriques.
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puis injecté dans le système ECS. Cet air est traité via un ensemble de compresseur et
échangeurs permettant ainsi de maitriser les propriétés thermodynamique du flux d’air.
n Système de dégivrage des ailes ou Wing Ice Protection System (WIPS) : ce système
permet d’éviter la formation de givre sur les ailes et sur les nacelles des réacteurs. Il
est impératif d’éviter la formation de givre sur les ailes de l’avion. Car, outre la masse
supplémentaire, la glace modifie le profil aérodynamique de l’aile diminuant la portance
et augmentant la traînée.
n Démarrage moteur ou Engine Start : le démarrage des réacteurs s’effectue par injection
d’air comprimé dans une turbine dont l’air comprimé est généré par le groupe auxiliaire
de puissance ou, en anglais, Auxiliary Power Unit (APU).
Durant la dernière décennie, le trafic aérien s’est accru de plus de 60%, devenant ainsi respon-
sable de 2% des émissions de CO2 selon [53]. Les projections indiquent que le nombre de passagers
aériens va presque doubler d’ici 2036, ce qui va provoquer une hausse des émissions de dioxyde de
carbone [54]. Par conséquent, afin d’anticiper l’impact de la densification du trafic aérien sur l’envi-
ronnement, les autorités européennes ont imposé de nouvelles limites d’émissions de CO2. L’objectif
annoncé est une réduction des émissions de CO2 de 50% pour l’horizon 2020 [53]. Des avions plus
performants, plus respectueux de l’environnement et économiquement viables deviennent ainsi une
priorité à court terme pour les avionneurs.
Une réduction de la masse de l’avion de 1% permet une économie de carburant d’environ 0,5%
à 1,5% [53]. Ainsi, les plus grandes avancées peuvent provenir d’un meilleur dimensionnement des
réacteurs en vue de diminuer fortement leur consommations de carburant.
Par ailleurs, les avions devront répondre à d’autres limitations telles que la réduction des émis-
sions des oxydes d’azote (NOx) de 80% et une réduction de la pollution sonore de 50%.
Pour répondre aux objectifs des autorités, les vecteurs d’énergies doivent être rationalisés à
bord des aéronefs car l’hétérogénéité de ces énergies n’est ni optimale d’un point de vue des perfor-
mances, de la masse, ni en matière de maintenance. La rationalisation offre de nombreux avantages.
Tout d’abord, une gestion plus efficace des énergies non-propulsives est envisageable. De plus, en
supprimant le réseau pneumatique et/ou le réseau hydraulique, les gains de masse et de volume
envisagés sont très importants (tuyauterie, fluides caloporteurs). Au-delà des aspects fonctionnels,
la suppression des réseaux pneumatique et hydraulique engendre beaucoup moins de maintenance
comparé à un réseau électrique. En effet, les systèmes électriques sont dans la quasi-totalité mo-
nitorés. Ainsi, les défauts sont plus faciles à identifier et leur localisation est également facilitée
contrairement aux fuites sur un réseau pneumatique, par exemple.
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1.1.2 Évolution vers des avions plus électriques
L’avion « plus électrique », ou More Electric Aircraft (MEA) en anglais, est un concept apparu
cette dernière décennie. Il désigne l’intensification de l’usage de l’électricité à bord des aéronefs.
L’électrification des fonctions avioniques et des systèmes embarqués se traduit par une augmenta-
tion de la puissance électrique embarquée à bord des avions. Cette tendance est visible à la Figure
1.1, avec une croissance amorcée notamment par le programme Airbus A380 avec une puissance
électrique installée avoisinant les 600 kVA et le programme Boeing B787 avec plus de 1 MVA.
L’avion plus électrique embarquera au minimum 1,6 MVA de puissance électrique pour un avion
moyen courrier comprenant environ 300 passagers [55].
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Figure 1.1 – Évolution de la puissance électrique embarquée sur avion.
Cette augmentation de l’utilisation de l’énergie électrique est également visible sous une autre
forme sur la Figure 1.2 lorsque nous observons la répartition des principales charges consommatrices
d’énergie électrique des avions Airbus A340 et A380. Sur cet exemple, nous pouvons observer que
presque 80% de l’énergie électrique produite sur un Airbus A340 est utilisée pour alimenter des
charges liées à la cabine et au confort du passager. Une augmentation de l’utilisation de l’énergie
électrique est observée et elle devient ainsi une énergie primaire, car elle alimente des systèmes
nécessaires à la navigabilité de l’avion (calculateurs, instruments de navigation, commandes de
vols, éclairages).
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Figure 1.2 – Répartition des charges électriques sur avion en pourcentage
Le passage à l’avion tout électrique ou All Electric Aircraft (AEA) n’est pas à l’ordre du jour
notamment à cause des technologies non concurrentielles du stockage de l’énergie électrique [56]
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[57]. En effet, les avionneurs ont fait le constat suivant : pour passer d’un avion moyen courrier
(type Airbus A320) à un avion tout électrique de même capacité (150 passagers, longueur du vol :
5400 km), le besoin énergétique passerait de 30 kg de carburant à 1 tonne de batterie par passager.
Ce premier calcul est basé sur les technologies actuellement implémentées sur avion.
Il a été rappelé à la section 1.1.1 qu’actuellement les charges de fortes puissances sont alimentées
par les réseaux hydraulique et pneumatique. Le déploiement important de l’utilisation de l’énergie
électrique est par conséquent un défi pour ces charges de fortes puissances. Afin de poursuivre
l’électrification et la rationalisation des énergies à bord de l’avion, deux axes sont identifiés : l’avion
« hydraulicless » consistant à la suppression des systèmes hydrauliques et l’avion dit « bleedless »
consistant au remplacement des systèmes pneumatiques.
De nos jours, l’architecture « bleedless » est celle envisagée dans un premiers temps car les
défis techniques et technologiques sont plus abordables comparée à une architecture sans réseau
hydraulique. Seuls trois vecteurs énergétiques subsistent l’hydraulique, l’électrique et le mécanique,
voir Figure 1.3.
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Figure 1.3 – Évolution des architectures avions : (a) Avion actuel (b) Avion plus électrique.
La suppression du prévelement d’air sur les réacteurs via le bleed conduit à une amélioration
du rendement par symétrisation du flux dans le réacteur. La deuxième conséquence du passage
à une architecture de type « bleedless » est la profonde modification du système énérgétique avec
notamment l’électrification de l’ensemble des charges pneumatiques. Parmi ces charges de fortes
puissances, quelques exemples sont listés ci-dessous [58] [59] [60] :
o Conditionnement d’air électrique - electrical Environmental Control system (eECS) :
au lieu de prélever l’air sur les réacteurs, l’air est pris à l’extérieur et est ensuite comprimé à
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l’aide d’un compresseur électrique. Le compresseur est entraîné par une turbomachine élec-
trique dont les vitesses de rotation sont de l’ordre des 100000 tr/min.
o Mise en route des réacteurs : les réacteurs d’avions sont traditionnellement démarrés par
une turbine dont l’air comprimé est généré à l’aide d’un groupe auxiliaire de puissance. Le
Boeing B787 est le premier avion long courrier à utiliser les génératrices électriques de l’avion
en tant que moteurs électriques pour réaliser la fonction de démarrage des réacteurs.
o Système de dégivrage des ailes électrique - electrical Wing Ice Protection System
(WIPS) : deux approches différentes sont à l’étude pour éviter la formation de givre sur les
surfaces de vol. La première consiste à placer des résistances chauffantes sur les surfaces des
ailes. Ainsi, les pertes dissipées par effet Joule feront évaporer la glace située sur les ailes.
La seconde solution, plus difficile à mettre en œuvre, consiste à entrainer un mode vibratoire
sur la surface des ailes pour se prémunir de la formation de glace. Ces vibrations mécaniques
sont générées par des actionneurs électromagnétiques.
L’électrification des systèmes amène également de nouvelles fonctionnalités telles que le Green
Taxiing. L’industrie aéronautique et les compagnies aériennes ont exprimé un réel intérêt à réaliser
la phase de roulage sans l’utilisation des réacteurs afin de réduire la consommation de carburant
et être plus respectueux de l’environnement [61]. La solution proposée est d’implémenter un sys-
tème de roulage électrique appelé Green Taxiing en utilisant la puissance électrique générée par
l’APU ou une source alternative comme par exemple des piles à combustibles ou des batteries
[62]. Selon les missions de vols et les aéroports, une économie de carburant de 15 % peut être
atteinte [1]. Pour un avion moyen courrier, le système Green Taxiing sera a priori composé d’un
onduleur de 60kW situé en zone pressurisée de l’avion, d’un câble blindé de 20 mètres de long, et
d’un moteur roue [63], dont la vitesse nominale est de 4100 tr/min et le couple nominal de 130 N.m.
La Figure 1.4 illustre quelques exemple de réalisation de systèmes qui ont été électrifiés dans le
cadre de l’avion plus électrique.
(a) (b) (c) (d)
Figure 1.4 – Exemples d’applications pour l’avion plus électrique :
(a) Green Taxiing [1] (b) Conditionnement d’air plus électrique [2] [3] (c) Commande de vol plus
électrique (EHA, EMA) [4] (d) Système de dégivrage des ailes électrique.
De nos jours, l’impact de l’électrification et du passage à une architecture « bleedless » sur
l’environnement est déjà notable. Prenons l’exemple du Boeing B787 Dreamliner. Cet avion est la
preuve que l’électrification des systèmes participe à l’augmentation des performances de l’avion :
20% de réduction de consommation carburant et d’émission de CO2, 28% en dessous des limites
d’émissions de NOx, et finalement une réduction de l’empreinte sonore de 60% en comparaison avec
le Boeing B767.
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L’augmentation de la puissance électrique embarquée à bord des avions crée un nouveau défi.
Afin de ne pas augmenter la masse des câbles, il faut conserver ou, au moins, limiter les niveaux
de courant. Cela entraine une augmentation de la tension électrique. Deux solutions s’offrent aux
architectes du réseau de distribution. La première, basée sur la conservation d’un réseau principal
alternatif consiste à passer d’une tension simple de 115 V à fréquence variable (360 à 800 Hz) en
une distribution en 230 V à fréquence variable ; on parle alors de tension HVAC pour High Vol-
tage Alternative Current. Cette architecture est déjà implémentée sur l’Airbus A350. La deuxième
solution consiste à passer en une distribution en haute tension continue HVDC pour High Voltage
Direct Current dont le niveau de tension différentielle est de 540 V.
Cette dernière solution, plus de rupture, apporte de nombreux avantages. En effet, l’utilisation
d’une distribution HVDC entraine la suppression de tous les étages de redressement insérés avant
les charges intégrant un onduleur comme les moteurs, commandes de vol électriques, etc. La distri-
bution électrique à l’étude pour l’avion plus électrique est une distribution HVDC en +/- 270 Vdc,
soit une tension différentielle de 540 V. Cependant, cette solution n’apporte pas que des avantages ;
en effet, la distribution en haute tension continue (HVDC) engendre des problèmes de qualité et
de stabilité réseau [64] [65] [66].
Des premiers essais en vols très prometteurs ont été réalisés sur un avion régional ATR 72-
600 et un mono-couloir Airbus A320 dans le cadre du projet européen Clean Sky. Ces avions sont
notamment équipés d’un pack de conditionnement d’air électrique, du green taxiing et d’autres
applications relatifs au développement de l’avion plus électrique.
(a) (b)
Figure 1.5 – Avions d’essais plus électriques (a) ATR 72-600, (b) Airbus A320 Flight Lab 2.
1.1.3 Vers la mutualisation des convertisseurs d’énergie
Le coeur électrique est en charge de distribuer l’énergie électrique depuis la source jusqu’aux
charges. Récemment, les avionneurs ont introduit une nouvelle architecture de distribution [49] [52]
[67] [68] [69]. Un synoptique de ce nouveau concept de distribution est illustré à la Figure 1.6. Cette
architecture fait appel à l’électronique de puissance modulaire afin de mutualiser les onduleurs, et
ainsi obtenir un gain sur la masse du système électrique global, paramètre primordial en aéronau-
tique.
Les différents systèmes connectés à ce cœur électrique ne fonctionnant pas tous durant les mêmes
phases de vol, la disponibilité opérationnelle des onduleurs est donc augmentée via la matrice de
reconfiguration. Par ailleurs, cette architecture offre de la redondance : si un des onduleurs est en
défaut il est toujours possible d’alimenter la charge en mode dégradé. Cette parallélisation rend
le système plus complexe et nécessite des contacteurs supplémentaires permettant d’aiguiller les
onduleurs. La disposition choisie pour l’intégration des onduleurs sous forme de rack dans une baie
avionique est proposée par plusieurs équipementiers [70] [71].
2. Crédits photos : (a) ATR (b) TLS - Jun. 2016 ©Sebastian Mortier.
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Finalement, intégrer des onduleurs génériques sur avion peut contribuer à une réduction des
coûts du système global. En effet, comme indiqué précédemment, le convertisseur n’est plus dimen-
sionné pour une application donnée, les coûts d’ingénierie peuvent donc être réduits. De plus, la
compétitivité entre équipementiers pourra également favoriser la baisse des coûts de ces onduleurs
génériques et modulaires [7] [71].
Plusieurs charges sont identifiées pour être connectées à ce coeur électrique modulaire. Parmi
elles, se trouvent le conditionnement d’air électrique, l’application Supplemental Cooling System
(SCS). Cette architecture peut également servir à la génération du réseau alternatif 115 V à fré-
quence fixe à l’aide d’un transformateur.
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Figure 1.6 – Exemple d’un cœur électrique modulaire pour l’avion plus électrique 3.
Cependant, l’inconvénient principal d’une architecture où les électroniques de puissance sont
centralisées et mutualisées est que les charges ne sont pas toutes situées au même emplacement.
Les convertisseurs devront alors alimenter les charges via des câbles de puissance plus ou moins
longs. Dans la suite de ce mémoire, l’impact nuisible de la longueur des câbles sur les perturbations
électromagnétiques sera quantifié.
1.2 Chaînes électromécaniques en aéronautique
1.2.1 État de l’art
L’accroissement des charges électriques de forte puissance conduit naturellement à l’utilisation
d’autant plus de chaînes électromécaniques. Les fonctions concernées, sur un avion plus électrique,
sont la climatisation, la pressurisation, les trains d’atterrissage, le dégivrage, l’actionnement des
surfaces mobiles, la ventilation.
Une chaîne électromécanique sur réseau HVDC est composée des sous-systèmes suivants : un
convertisseur d’énergie DC/AC, des filtres, un harnais de puissance et un moteur électrique (ac-
3. NB : Les organes de coupure et de protection sont volontairement non représentés sur le schéma pour ne pas
le surcharger.
1.2. CHAÎNES ÉLECTROMÉCANIQUES EN AÉRONAUTIQUE 49
tionneur). Les convertisseurs DC/AC, nécessaires pour le développement de l’avion plus électrique,
ont une puissance nominale qui varie de 1 kW à plusieurs dizaines de kilowatts pour les charges de
fortes puissance telles que le pack de conditionnement d’air électrique. Le filtrage prend une part
très importante dans la masse et le volume du convertisseur. La Figure 1.7 illustre l’encombrement
des filtres sur un convertisseur. Le volume des éléments de filtrage peut atteindre jusqu’à 30% du
volume du total convertisseur. Ces filtres doivent être optimisés dès la conception pour réduire la
masse du convertisseur et améliorer la densité de puissance du système globale. Des exemples de
convertisseurs DC/AC aéronautiques sont illustrés à la Figure 1.8.
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Figure 1.7 – (a) Encombrement du filtrage d’un convertisseur [5] [6] (b) Répartition de la masse
d’un onduleur aéronautique de 70 kW en zone pressurisée sur réseau HVDC.
Les spécifications du câblage entre le convertisseur et le moteur sont fixées par l’application et
les contraintes d’intégration sur avion. Selon les fonctions identifiées, les longueurs de câbles sont
comprises entre 0 et 20 mètres. A première vue, peu de degrés de liberté sont offerts aux concepteurs
sur cet élément pour diminuer la masse du filtrage. Nous verrons au Chapitres 3 et 4 en quoi les
câbles peuvent contribuer au filtrage des émissions conduites.
Des travaux de recherches sont également menés sur la conception de machines électriques d’au-
tant plus compactes et performantes. Parmi ces travaux, nous pouvons souligner le développement
de machines fonctionnant en convection naturelle, résistantes aux conséquences de la montée en
tension des réseaux de distribution électriques telles que les décharges partielles. Dans le cadre de
cette thèse, la machine électrique est considérée figée. Par conséquent nous ne nous intéresserons
pas à la thématique de la conception des machines électriques aéronautiques.
(a) (b) (c)
Figure 1.8 – Exemples de convertisseurs DC/AC pour applications aéronautique : (a) Onduleur
modulaire (Liebherr) : Pe =48 kW, ρM = 3,15 kW/kg [7] (b) Application eECS (Liebherr) :
Pe = 70 kW, ρM = 4,1 kW/kg [8] (c) Onduleur Safran : Pe = 45 kW, ρM = 9 kW/kg [9].
1.2.2 Présentation de l’application Supplemental Cooling
L’application de référence de cette étude est celle du Supplemental Cooling System installé sur
l’Airbus A380 et conçu par Liebherr Aerospace, cf. Figure 1.9 (b). En plus du système de climatisa-
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tion utilisé dans la cabine pour les passagers, il existe sur cet avion un système de refroidissement
supplémentaire qui peut être utilisé pour la génération de froid pour les cuisines ou bien servir à
la gestion thermique de systèmes avioniques.
Le principe de fonctionnement de l’application Supplemental Cooling System est celui d’un sys-
tème de cycle à vapeur ou Vapour Cycle System en anglais (VCS). Dans la suite de ce mémoire,
l’acronyme VCS sera utilisé pour désigner notre application. L’architecture complète d’un VCS
est présentée en Annexe A. Le moto-compresseur fait partie intégrante du système VCS qui com-
prend une ligne d’injection de vapeur (refroidisseur/économiseur). Il est illustré à la Figure 1.9
(a), et assure deux fonctions principales : garantir l’écoulement du réfrigérant à travers le système
hermétique et faire monter la pression entre l’évaporateur et le condenseur [72].
(a)
Compresseur à vis
Condenseur
Echangeur de chaleur
& Evaporateur
(b)
Figure 1.9 – (a) CAO du compresseur à vis ; (b) Application Supplemental Cooling de Liebherr
Aerospace installée sur l’Airbus A380 [2].
Pour entraîner le compresseur, une machine électrique est utilisée. Cette machine est intégrée
côté basse pression et basse température du compresseur. Le rotor de la machine est accouplé mé-
caniquement à la vis hélicoïdale du compresseur. L’application servant à refroidir des équipements,
le refroidissement de la machine électrique est assuré par le flux du réfrigérant provenant de l’entrée
d’aspiration du compresseur, dont la température est comprise entre 0°C et 30°C.
Dans notre étude, nous nous focaliserons sur la partie en amont du compresseur, à savoir
la chaîne électromécanique. Un synoptique de la chaîne électromécanique étudiée est présenté à
la Figure 1.10. Il permet d’identifier l’ensemble des constituants de la chaîne électromécanique.
Celle-ci est composée d’un câble bifilaire pour se raccorder au réseau de distribution électrique de
l’avion en +/- 270 Vdc, d’un convertisseur DC/AC, d’une machine électrique synchrone à aimants
permanents et d’un câble trifilaire reliant la machine électrique à l’onduleur de tension.
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Figure 1.10 – Synoptique de la chaîne électromécanique étudiée
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1.2.3 Densité de puissance des chaînes électromécaniques
Afin de rendre l’énergie électrique plus compétitive vis-à-vis des autres vecteurs d’énergie dispo-
nibles sur avion, la densité de puissance des chaînes électromécaniques doit être considérablement
augmentée. C’est pourquoi, les avionneurs et équipementiers se sont fixés des objectifs de densité
de puissance à atteindre.
La densité de puissance est un indicateur de performance permettant de comparer les conver-
tisseurs de puissance ainsi que divers systèmes électriques. Elle est définit comme suit,
ρV =
P
V
[kW/L] (1.1)
Où, P est la puissance en [kW] et V le volume total du convertisseur en [L].
En aéronautique, la masse étant une contrainte plus importante il est intéressant d’exprimer la
densité de puissance par unité de masse. Elle s’exprime alors par,
ρM =
P
M
[kW/kg] (1.2)
Où, P est la puissance en [kW] et M la masse totale du convertisseur en [kg].
En ce qui concerne les machines électriques, l’objectif annoncé est une densité de puissance mas-
sique supérieure à 15 kW/kg et une efficacité énergétique supérieure à 95%. Cet objectif représente
environ cinq fois la densité de puissance des machines électriques aéronautiques actuelles.
En électronique de puissance, Airbus et Boeing annoncent une densité de puissance cible su-
périeure ou égale à 20 kW/kg et des rendements supérieurs à 99% pour l’avion plus électrique.
Afin de répondre à ces attentes, plusieurs axes de recherches ont été identifiés dont l’utilisation de
semi-conducteurs grands gaps, la maîtrise des problématiques de compatibilité électromagnétique
et de qualité réseau. Aujourd’hui, les densités de puissance massique des convertisseurs DC/AC
aéronautique se situent aux alentours des 4 kW/kg. L’état de l’art montre que plus le niveau de
maturité de l’équipement ou niveau de TRL (Technology Readiness Level) est bas plus cette den-
sité de puissance massique est élevée. Ce constat montre à quel point les contraintes d’intégration
d’un équipement aéronautique sont fortes car l’environnement dans lequel est installé le convertis-
seur peut être extrêmement sévère (zone non pressurisée, zone avec risque d’explosion en cas de
court-circuit, etc.).
(a) (b)
Figure 1.11 – Evolution de la densité de puissance des convertisseurs [10] [11] 4.
4. Les références sur la figure de gauche représente des réalisations de prototypes de convertisseurs. Pour accéder
à ces références se reporter à l’article [10].
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A court terme, les prédictions sur la densité de puissance sont illustrées à la Figure 1.11. Afin
d’augmenter la densité de puissance des convertisseurs d’énergies, seules quelques options sont
offertes aux concepteurs. La technique la plus répandue consiste à augmenter la fréquence de dé-
coupage de l’onduleur. Il a été démontré dans l’état de l’art qu’un doublement de la densité de
puissance du convertisseur impliquerait une augmentation de la fréquence de découpage d’un fac-
teur dix [10]. Une augmentation des fréquences de découpage est attendue dans les prochaines
années pour des applications de faibles à moyenne puissance, mais semble plus difficilement envi-
sageable pour une technologie à base de Silicium.
Cependant, la fréquence de découpage n’est pas le seul degré de liberté des concepteurs pour
augmenter la compacité des convertisseurs en électronique de puissance. Les travaux réalisés en
amont du passage à l’avion plus électrique montrent que des technologies de rupture doivent être
introduites pour pouvoir répondre aux problématiques liées à l’augmentation de la densité de puis-
sance des systèmes électriques. En électronique de puissance, une rupture technologique est amorcée
via l’utilisation de semi-conducteurs grands gaps (en Carbure de Silicium SiC, et en Nitrure de Gal-
lium GaN). Ces composants permettent une réduction des temps de commutation à l’amorçage et
au blocage. Les vitesses de commutation ayant un impact significatif sur les pertes par commu-
tation, les systèmes de refroidissement peuvent être réduits. En revanche, augmenter les vitesses
de commutation conduit à un enrichissement du spectre des formes d’ondes commutées et donc à
un potentiel risque d’accroissement des perturbations électromagnétiques conduites et donc de la
masse du filtrage associé.
Ainsi, la compatibilité électromagnétique est devenue une discipline à considérer dès la concep-
tion des systèmes électriques. Effectivement, une conséquence directe des améliorations des perfor-
mances fonctionnelles des convertisseurs en électronique de puissance constitue une augmentation
de la signature électromagnétique émise par le système, diminuant ou annulant le gain effectué.
1.2.4 La compatibilité électromagnétique
Cette section constitue une introduction à la problématique de la compatibilité électromagné-
tique. Après quelques définitions de notions de compatibilité électromagnétique et d’environnement,
nous détaillerons le cas des perturbations conduites qui apparaissent au sein d’une chaîne électro-
mécanique.
1.2.4.1 Définition de la compatibilité électromagnétique
Selon le vocabulaire d’électrotechnique international VEI 161-01-07 et de la norme ISO 11451,
la compatibilité électromagnétique (CEM) se définit comme l’aptitude d’un dispositif, d’un appareil
ou d’un système à fonctionner dans son environnement électromagnétique de façon satisfaisante et
sans produire lui-même de perturbations électromagnétiques intolérables pour tout ce qui se trouve
dans cet environnement.
1.2.4.2 Classification des problèmes CEM
1.2.4.2.1 Émission et susceptibilité électromagnétique
Les études de problèmes de CEM sont de plus en plus courantes. Les domaines d’applications
étant très vastes, ces problèmes sont classifiés en deux grandes catégories, à savoir l’émission et
la susceptibilité électromagnétique. L’émission électromagnétique représente l’aptitude d’un ap-
pareil à perturber, polluer son environnement ; tandis que la susceptibilité caractérise la capacité
d’un système à résister aux agressions électromagnétiques.
L’analyse CEM des systèmes électriques se base sur trois notions, à savoir les sources, les chemins
de propagation ou couplages, et les victimes. Une source est un générateur de perturbations, tandis
1.2. CHAÎNES ÉLECTROMÉCANIQUES EN AÉRONAUTIQUE 53
qu’une victime est un équipement qui subit une agression électromagnétique [73]. Finalement, le
chemin de propagation va constituer le lien entre la source et la victime.
1.2.4.2.2 Modes de propagation des perturbations électromagnétiques
a) Conduction et rayonnement : Les perturbations électromagnétiques peuvent être dis-
tinguées en fonction de leur mode de propagation. Elles se propagent soit par rayonnement (sous
forme de champs électriques et magnétiques), soit par conduction (sous forme de tensions et cou-
rants). Une illustration de ces deux modes de propagation des interférences est représentée sur la
Figure 1.12.
Equipement n°1 Equipement n°2
SOURCE VICTIME
Couplage par rayonnement
Couplage par conduction
Figure 1.12 – Couplage par conduction et couplage par rayonnement
Ces termes sont définis comme suit [73] :
o Si la source et la victime sont voisins avec liaison galvanique, le couplage est dit proche. Les
phénomènes perturbateurs sont dans ce cas les variations rapides de courant ou de tension.
Ce type de perturbations est appelé perturbations conduites.
o Si la source et la victime sont éloignées et sans liaison galvanique, la perturbation est transmise
sous forme d’une onde électromagnétique : il s’agit de perturbations rayonnées.
b) Type de couplages parasites : La propagation des interférences électromagnétiques
est définie par la notion de couplage. Par conséquent, il existe différents types de couplages parasites
dans le cas de perturbations électromagnétiques qui se propagent par conduction [74] [75]. Sur un
système électrique les couplages sont de nature suivante :
o Couplage par impédance commune : la source et la victime ont une impédance en
commun, qui va ramener les perturbations de la source à la victime.
o Diaphonie capacitive ou couplage capacitif : la source produit une tension perturbatrice,
qui va agresser la victime au travers d’un couplage capacitif.
o Diaphonie inductive ou couplage inductif : une boucle parcourue par un courant va-
riable va créer un champ magnétique, qui, induit un courant dans une boucle victime, par
couplage magnétique.
Les diaphonies capacitives et inductives sont les couplages les plus dominants dans les systèmes
électriques. Une des stratégies pour la réduction des perturbations électromagnétiques consiste à
travailler sur les chemins de propagation, i.e. en réduisant le nombre de couplages ou en les rendant
plus impédant.
Les couplages par rayonnement peuvent être de deux natures : soit un couplage de type champ
à boucle (effet des champs magnétiques), soit un couplage de type champ à câble. Le couplage
champ à câble est caractérisé par l’apparition d’une tension induite créée par un flux magnétique
traversant la région située entre le câble et le plan de masse, par exemple.
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1.2.4.2.3 Perturbations de mode commun et perturbations de mode différentiel
Les perturbations électromagnétiques conduites se divisent en deux catégories, les perturbations
de mode différentiel (MD) d’une part et les perturbations de mode commun (MC) d’autre part. La
circulation du courant de mode différentiel ne fait intervenir que la liaison entre les équipements,
cf. Figure 1.13 (a). Dans cet exemple, le courant dans le conducteur « aller » est égal au courant
dans le conducteur « retour ». La circulation du courant de mode commun fait intervenir la liaison
entre les équipements et la référence équipotentielle, cf. Figure 1.13 (b). Par définition, est appelé
courant de mode commun, le courant qui circule dans la référence équipotentielle.
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Figure 1.13 – Perturbations conduites (a) de mode différentiel (b) de mode commun.
1.2.4.3 Définition d’une norme CEM
L’utilisation de normes en CEM permet de définir les limites maximales d’émissions, et d’im-
munité des perturbations conduites et rayonnées. Dans le cadre de l’aéronautique, il existe deux
normes principales : la MIL-STD pour les applications militaires [76], et la RTCA DO-160G pour
les applications civiles [20].
Il est intéressant de voir comment ont évolué les normes CEM et également de les situer vis-à-vis
des normes terrestre ; elles reflètent que la CEM devient un enjeu de plus en plus majeur lors de la
conception d’un produit [30].
Le niveau d’immunité est le niveau à partir duquel il y a dysfonctionnement d’un équipement.
D’autre part, le niveau d’émission est le niveau maximal de perturbation que doit émettre un
système. Il doit être inférieur au niveau de compatibilité pour ne pas surcharger l’environnement
électromagnétique. Les niveaux d’immunité et d’émission doivent être le plus éloigné l’un de l’autre
pour élargir les marges de sécurité. Le respect de ces critères assure une bonne compatibilité entre
les équipements partageant le même environnement électromagnétique [73]. La Figure 1.14 illustre
la relation fondamentale qui existe entre niveau d’émission et le niveau d’immunité.
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Figure 1.14 – Définition des normes CEM
Pour l’application VCS, la norme utilisée est la DO-160G section 21. Il est à noter que cette
norme aéronautique spécifie l’ensemble des contraintes environnementales (température, humidité,
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altitude, foudre, givrage, inflammabilité, etc.) que doit respecter l’équipement aéronautique sous
test en plus des contraintes de CEM.
Les gabarits normatifs des interférences électromagnétiques conduites, définis dans la gamme de
fréquence de 150 kHz – 152 MHz, sont représentés sur la Figure 1.15. Ils déterminent les limites des
spectres des courants à respecter en amont (Power Lines) et en aval de l’onduleur (Interconnecting
Bundles), cf. Figure 1.10. La catégorie B correspond à la catégorie d’équipements situés dans la zone
de l’appareil où une perturbation générée est tolérée au niveau le moins contraignant. La catégorie
des équipements L, M et H correspond à la catégorie où les équipements sont situés sur avion dans
une zone où les perturbations électromagnétique de fortes amplitudes ne sont pas tolérées (antenne
de communication, sondes pour la navigation de l’avion, etc.). Le système VCS fait partie de la
catégorie d’équipements L, M et H. Nous remarquons que le norme DO-160 ne différencie pas les
équipements selon leur niveau de puissance.
POWER LINES
cat. B
cat. L, M & H
(a)
INTERCONNECTING BUNDLES
cat. B
cat. L, M & H
(b)
Figure 1.15 – Limitations des courants de mode commun imposées par la norme DO-160G (a)
En entrée de l’onduleur (Power Lines) (b) En sortie de l’onduleur (Interconnecting Bundles).
Il est important de souligner que les normes CEM spécifient également le protocole de mesure
(installation, points de mesures, etc.) ainsi que les appareils de métrologie à utiliser lors de la mesure
normative. Ces protocoles et spécifications permettent de figer l’environnement dans lequel doit se
réaliser la mesure afin de s’assurer de la reproductibilité et de la validité des essais.
1.2.4.4 La compatibilité électromagnétique et l’avion plus électrique
Un des enjeux majeurs du projet de l’avion plus électrique identifié par les avionneurs concerne
la compatibilité électromagnétique. En effet, l’électrification d’autant plus de systèmes rend l’envi-
ronnement électromagnétique de l’avion de plus en plus sévère.
Récemment, les systèmes électriques ont du faire face au déploiement massif de l’utilisation des
structures composites, cf. Figure 1.16. Le fuselage des avions était jusqu’à présent majoritairement
en alliages d’aluminium. Ce fuselage métallique assurait plusieurs fonctions comme l’équipotentia-
lité pour les systèmes électriques, un chemin préférentiel pour les retours des courants de foudre et
des courants de mode commun. Il se comportait alors comme une cage de Faraday [77].
Contrairement à l’aluminium, les structures composites ont pour grand avantage de posséder de
meilleurs propriétés mécaniques et permettent d’alléger fortement les structures. Ces atouts sont
contrebalancés par de mauvaises propriétés électriques, notamment la conductivité électrique du
matériau composite très inférieure à celle de l’aluminium. Dans les travaux de [78], l’auteur indique
que dans la direction la moins résistive, la conductivité du composite est soixante fois moins impor-
tante que la conductivité de l’aluminium (σAl = 621 kS/m). L’environnement électromagnétique
de l’avion avec des structures en composite est donc complètement modifié vis-à-vis d’un avion à
structures métallique [79]. Afin de continuer à assurer les fonctions des fuselages métalliques, l’ajout
d’un réseau conducteur a du être mis en place. Ce réseau est appelé Electrical Structural Network
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(ESN) pour Airbus (Programme A350 [80]) et Current Return Network (CRN) pour Boeing (pro-
gramme B787 [81]). Certains éléments qui composent l’ESN de l’Airbus A350 sont illustrés à la
Figure 1.17.
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Figure 1.16 – (a) Évolution de la masse de composite sur avion en fonction du temps, (b)
Matériaux utilisés pour les structures du Boeing B787 Dreamliner.
Dans le cas de l’Airbus A350, les strucures en composite représentent près de 53% de la masse
des structures sur l’avion. Par ailleurs, la distribution de l’énergie électrique s’étend sur 160km
de câbles représentant une masse totale du câblage de cinq tonnes (câbles, protections, supports
mécanique, etc.), soit 2,5% de la masse de l’avion. Le passage au composite sur l’Airbus A350 a
impliqué la mise en place de protections pour les perturbations électromagnétiques. Ces protections
(ESN, tresses de masses, etc.) représentent une masse totale d’une tonne, soit 0,5% de la masse de
l’avion [82]. Ce dernier chiffre est révélateur de l’impact de l’utilisation des structures en composite
sur les systèmes électriques d’un point de vue masse.
Figure 1.17 – Electrical Structure Network de l’Airbus A350
1.2.5 Les perturbations conduites dans une chaîne électromécanique
La section précédente nous a permis de rappeler que la CEM intervient à tous les niveaux, de
l’impact foudre sur avion à l’immunité des cartes électroniques des calculateurs. Dans le cadre de
cette thèse, ce sont les interférences électromagnétiques conduites de mode commun sur une chaîne
électromécanique qui constituent le cœur de l’étude. Ces perturbations sont souvent considérées
comme les plus contraignantes et les plus difficiles à maitriser.
Dans cette section, les sources de perturbations et les couplages parasites sont identifiés sur
chaque constituant de la chaîne électromécanique. Cette étape d’identification est nécessaire et pri-
mordiale à la modélisation des perturbations électromagnétiques conduites. Cette dernière constitue
toute l’expertise de l’ingénieur CEM.
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1.2.5.1 Identification des sources de perturbations
Lors de l’étude des perturbations conduites de mode commun en émission, la première étape
consiste à déterminer les sources de perturbations. Dans une chaîne électromécanique, l’identifica-
tion de ces sources est immédiate et intuitive. En effet, les principales perturbations CEM conduites
sont engendrées par la commutation des interrupteurs de puissance du convertisseur statique. Ces
changements d’état vont générer de fortes variations de tension (dV/dt) et de courant (dI/dt). Les
variations brusques de tension associées aux éléments parasites entre le système et le plan de masse
vont induire des courants perturbateurs dans les circuits de masse. C’est pourquoi, les éléments
actifs tels que les semi-conducteurs de puissance dans le convertisseur, constituent les principales
sources perturbatrices de tensions et de courants [73] [83].
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Figure 1.18 – Étendue fréquentielle des perturbations électromagnétiques conduites
Les perturbations électromagnétiques de type conduites ont des fréquences et des origines très
variables [84], comme indiqué sur la Figure 1.18. Il est possible d’identifier les origines des perturba-
tions suivant les plages de fréquences. En basses fréquences, de 10 Hz à 10 kHz, on est en présence
d’harmoniques liés à la fréquence de rotation de la machine électrique. Puis, les harmoniques liés
au découpage des interrupteurs du convertisseur d’énergie interviennent dans plage de fréquences
10 kHz à 1 MHz. Dans le domaine des hautes fréquences, il y a tout d’abord une plage de 500 kHz
à 100 MHz où les harmoniques dépendent des mécanismes de la commutation, et des phénomènes
parasites qui apparaissent lors des commutations. Finalement nous avons la dernière bande de fré-
quences à partir de 100 MHz où vont apparaitre des raies liées à la commande des interrupteurs
(driver, commande de la grille, etc.).
1.2.5.2 Identification des chemins de propagation
Les perturbations conduites de mode commun se propagent vers d’autres parties du système en
se bouclant par la masse et les blindages de câble qui constituent les chemins de propagation de ces
courants. Dans les sous-sections suivantes, les couplages parasites de mode commun des différents
sous-ensemble constituants la chaîne électromécanique sont identifiés.
1.2.5.2.1 Couplages dans l’onduleur
Le module de puissance est monté sur un dissipateur thermique pour évacuer les pertes générées
par la conduction et la commutation des semi-conducteurs. Cependant, cette association crée un
couplage sous la forme de capacités parasites entre la métallisation de la face arrière de la puce
semi-conductrice et le dissipateur thermique, cf. Figure 1.19. Le dissipateur étant connecté à la
masse, cette capacité offre un chemin de retour préférentiel pour les courants de mode commun.
Cette valeur de capacité est très liée à l’épaisseur de l’interface thermique entre la semelle du module
de puissance et le dissipateur, ainsi qu’à la surface de la puce, liée au calibre en courant. L’ordre
de grandeur des capacités de mode commun varie d’une dizaine de pF à quelques centaines de pF.
Pour diminuer la valeur de ces couplages parasites, plusieurs solutions peuvent être mises en
place. La première consiste à utiliser un matériau pour l’interface thermique à constante diélectrique
faible. La deuxième solution est d’enterrer un écran électrostatique dans l’interface thermique.
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Malgré ces solutions, une capacité parasite sera toujours présente. Même si sa valeur est faible, elle
aura une influence dans la gamme de fréquences liée aux commutations des interrupteurs.
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Figure 1.19 – Couplages capacitifs au sein d’un convertisseur DC/AC : (a) Module de puissance
constitué de 3 bras (b) Représentation des capacités parasites au sein d’un module de puissance.
1.2.5.2.2 Couplages dans les câbles électriques
Les câbles électriques sont des éléments majeurs lors de la propagation des perturbations élec-
tromagnétiques. Ils interviennent dans tous les modes de propagations définis à la section 1.2.4.2.2
i.e. en conduction (mode différentiel, mode commun) et en rayonnement.
Les câbles de puissance longs (i.e. pour des longueurs supérieures à la longueur d’onde divisé
par dix) peuvent se comporter comme des antennes qui captent ou émettent des perturbations
électromagnétiques rayonnées.
Lors de la propagation de perturbations conduites de mode différentiel, le câble participe en
déformant le signal initial par effet de propagation et fait apparaître des surtensions à l’entrée de
la machine électrique. Il faut ainsi veiller à protéger les bobinages statoriques ce qui impose en
pratique d’implanter des solutions de filtrage.
Finalement, il existe un couplage de mode commun qui se produit entre les conducteurs et le
blindage ou entre les conducteurs et le plan de masse, en fonction du type de câble (blindé ou non).
L’ensemble de ces couplages sont identifiés sur les schémas de la Figure 1.20. Lors de propagation
de perturbations conduites de mode commun, une partie du courant de ce mode est déviée par
l’intermédiaire de ce couplage capacitif.
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Figure 1.20 – Couplages parasites au sein d’un câble trifilaire (a) non blindé (b) blindé.
Couplages de mode différentiel en bleu, et couplages de mode commun en rouge.
Par ailleurs, le câble est un système structurellement symétrique et, par conséquent, il n’induit
pas ou très peu de transfert de mode. Dans la suite de ce mémoire, nous ferons l’hypothèse que le
câble est un élément passif symétrique.
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Dans la majorité des applications aéronautiques, le câble entre l’onduleur et la machine est
blindé pour réduire les perturbations électromagnétiques émises par rayonnement. En revanche, les
câbles servant à la distribution du réseau électrique, i.e. en amont de l’onduleur, ne sont que très
rarement blindés car la masse des blindages serait trop importante.
1.2.5.2.3 Couplages dans le moteur
La machine synchrone à aimants permanents est un constituant de la chaîne électromécanique
où le nombre de couplages parasites est très important. Dans les machines de faibles et moyennes
puissances (P < 100 kW), l’identification des chemins de propagation des perturbations électroma-
gnétiques conduites est très complexe car le bobinage est réparti aléatoirement dans les encoches.
La répartition spatiale des enroulements dans les encoches étant inconnue, la prédiction des cou-
plages électrostatiques devient une tâche très laborieuse. De plus, une difficulté supplémentaire
est la considération des effets non linéaires dus à l’utilisation de matériaux magnétiques dans les
machines électriques.
Il existe plusieurs couplages de natures différentes à l’intérieur de la machine synchrone. Ces
couplages sont majoritairement capacitifs et concernent les différentes parties de la machine. Ils
sont listés ci-dessous et représentés à la Figure 1.21 :
o Entre les enroulements et la carcasse du moteur : capacité répartie sur la circonférence et la
longueur du stator, voir Figure 1.21 (b) ;
o Entre les enroulements d’une même phase ;
o Entre les enroulements entre phases : cas où il y a plusieurs phases bobinées dans une même
encoche ;
o Aux têtes de bobine : endroit privilégié pour les couplages capacitifs entre phases ;
o Entre le rotor et le stator.
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Figure 1.21 – Couplages au sein de la machine synchrone à aimants permanents :
(a) Stator bobiné (b) Identification des capacités parasites.
La capacité de fuite du moteur prédominante se forme entre les enroulements statoriques et
la carcasse du moteur. Par conséquent, l’impédance de mode commun de la machine synchrone
est dépendante de la proximité du bobinage avec le circuit magnétique connecté à la référence de
potentiel via la carcasse.
Cette impédance de mode commun est rarement estimée par le biais de la simulation de part
le caractère aléatoire du rangement du bobinage statorique dans les encoches. Il existe dans la
littérature de très bons modèles prédictifs pour des machines de forte puissance dont le bobinage
est rangé [42]. Depuis peu, quelques travaux sur l’estimation des impédances de mode commun de
machines électriques à bobinage aléatoire voient le jour et sont très prometteurs [43] [85] [86]. Dans
la plupart des cas, une mesure de l’impédance complexe de mode commun reste nécessaire.
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1.2.5.2.4 Bilan des chemins de propagations
L’ensemble des couplages identifiés précédemment permet l’établissement de plusieurs circuits
de mode commun. Ces chemins sont constitués des couplages majoritairement capacitifs qui existent
entre les constituants de la chaîne électromécanique (onduleur, câbles et moteur) et la référence
de potentiel. Ces impédances de mode commun sont soient volontaires (condensateurs de filtrage
de mode commun, RSILs, condensateurs de 10 µF placés en amont des RSILs) ou bien parasites
(diaphonies). Les perturbations de mode commun sont les plus néfastes et dominent le spectre des
interférences électromagnétiques émises par le système. Les chemins principaux de propagation des
courants perturbateurs de mode commun sont illustrés à la Figure 1.22.
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Figure 1.22 – Propagation des perturbations conduites de mode commun
L’amplitude des courants de mode commun dépend du niveau de la source de perturbations et
de l’impédance des chemins de propagation. Les fréquences des perturbations de mode commun sont
donc le résultat du contenu spectral des sources de perturbations et des oscillations qui apparaissent
le long des chemins de propagations via la présence d’éléments parasites constituant des circuits
LC. Des formes d’ondes mesurées de courants de mode commun sont proposées à la Figure 1.23.
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Figure 1.23 – Exemple de courant de MC : (a) Évolution temporelle (b) Spectre associé.
1.2.5.3 Conséquences des perturbations conduites
L’immunité électromagnétique des systèmes ne fait pas partie du domaine d’étude de la thèse.
Cependant, afin d’illustrer l’importance de la maîtrise des perturbations électromagnétiques conduites,
quelques exemples de conséquences de ces perturbations sont illustrés dans cette section.
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1.2.5.3.1 Rayonnement des câbles
Les perturbations de mode de commun transitent par des circuits de masse pouvant ainsi former
des boucles de rayonnement importantes qui sont généralement mal maîtrisées à la conception du
système. Le convertisseur de puissance génère naturellement des perturbations de mode commun via
le mécanisme de la commutation des interrupteurs. L’auteur dans [78] montre par calcul analytique
des champs que le courant de mode commun est le principal responsable de l’apparition du champ
magnétique rayonné.
(a) (b)
Figure 1.24 – Illustration de la complexité du câblage en aéronautique 5.
D’autre part, la mutualisation des électroniques de puissance dans une baie avionique va en-
traîner, dans certains cas, une augmentation de la longueur des câbles entre les onduleurs et les
machines électriques. Par conséquent, les boucles de rayonnement avec les circuits de masse seront
plus grandes entraînant un risque d’augmentation des perturbations électromagnétiques rayonnées.
L’environnement complexe du câblage électrique sur avion est illustré à la Figure 1.24.
Il existe différentes solutions pour réduire le rayonnement des câbles de puissance au-delà des
filtres que nous pouvons dimensionner pour limiter les courants perturbateurs. Tout d’abord, torsa-
der les conducteurs qui constituent le harnais permet de diminuer fortement les émissions dues au
mode différentiel. Pour diminuer la contribution du courant de mode commun dans le rayonnement
des câbles, il est commun de blinder les câbles. Par contre, la performance du blindage est très
dépendante de ses connections aux extrémités (reprise du blindage à 360 degrés, queue de cochon,
sertissage, etc.).
1.2.5.3.2 Appareils sensibles dans le même environnement
L’intensification de l’usage de structures de conversion d’énergie électrique d’autant plus com-
plexes couplé à l’évolution des performances des composants semi-conducteurs (calibres, vitesses
de commutation, . . . ) peut expliquer l’augmentation accrue des défaillances dues à des problèmes
de compatibilité électromagnétique.
Les effets des perturbations s’étendent sur des victimes très variées et, en premier lieu, sur les
commandes bas niveau des convertisseurs. Les dysfonctionnements sont susceptibles d’apparaître
essentiellement par perturbation de mode commun car les effets de couplages par champs sont
généralement moindre à cause des faibles impédances de ce type de circuit [87]. Les perturbations
associées à la commande rapprochée peuvent conduire à des commutations intempestives des in-
terrupteurs, augmentant les pertes et pouvant aller jusqu’à la destruction.
L’existence des interférences électromagnétiques peut aussi s’avérer critique pour le bon fonc-
tionnement des équipements placés dans un environnement proche, comme par exemple des calcu-
lateurs, des capteurs, des sondes, des antennes, etc..
5. Crédits photos : (a) Le Figaro, (b) Onera.
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1.2.5.3.3 Courants de palier
La propagation d’interférences électromagnétiques conduites de mode commun génère la circu-
lation de courants hautes fréquences à travers les roulements à billes des machines électriques due
aux nombreuses diaphonies capacitives, cf. Figure 1.25 (a). Si l’énergie produite par ces impulsions
est suffisante, les bagues des roulements peuvent être détériorées par le phénomène de « piquage ».
En effet, les fortes densités de courants relatives à la concentration de l’arc électrique dans un canal
entre la surface de contact des billes et des bagues, entrainent un échauffement local très important
et conduisent à un transfert de métal entre les billes et les pistes de roulement. Ceci entraine, d’une
part, la dégradation des surfaces des bagues et des billes avec l’apparition de micro-cratères, et,
d’autre part, la pollution du lubrifiant [88].
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Figure 1.25 – (a) Couplages parasites capacitifs au sein de la machine, (b) Observations au
microscope électronique des défaillances des roulements à billes victimes de courants de palier
(conditions opératoires : 1275 h de fonctionnement, fréquence de découpage fdec = 10 kHz) [12].
L’amplitude de ces courants dépend de l’état physique de chaque roulement à un instant donné
(épaisseur de l’isolant, température, présence d’impuretés dans l’isolant, etc.). Deux exemples de
détérioration de bague interne de roulement à billes sont illustrés à la Figure 1.25 (b) [12]. La
détérioration des roulements à billes est actuellement l’une des défaillances la plus commune des
machines électriques lorsqu’elles opèrent dans des systèmes de variation de vitesse.
1.2.5.3.4 Surtensions et décharges partielles
L’utilisation de câbles longs combinés à des vitesses de commutations des interrupteurs élevées
peut conduire à la propagation de perturbations de mode différentiel, autrement dit à l’apparition
de surtensions à l’entrée de la machine électrique. Les surtensions entre phases peuvent atteindre
le double de la tension du bus continu, soit 1080 V dans le cas d’une distribution en +/- 270 Vdc.
Par ailleurs, dans certains cas (fronts rapprochés, double commutation, temps morts, valeurs des
éléments parasites de l’onduleur élevées), les surtensions peuvent avoir une amplitude supérieure
à deux fois la tension du bus continu [89] [90]. Ces niveaux de tensions sont suffisamment élevés
pour initier des décharges partielles au sein du bobinage de la machine en zone non pressurisée de
l’avion. Cette perturbation qui est bien connue entre phases, peut aussi apparaitre sur les tensions
simples référencées par rapport au plan de masse, et ainsi créer un défaut de l’isolation entre les
conducteurs d’une phase et la carcasse de la machine.
Les décharges partielles peuvent être critiques pour le système d’isolation électrique, notam-
ment pour des isolants classiques à base de polymère [91]. Elles causent une dégradation progressive
conduisant à sa destruction prématurée [92]. C’est pourquoi il faut maintenir les surtensions aux
bornes de la machine en dessous de la tension d’apparition des décharges partielles (PDIV : Partial
Discharge Inception Voltage). Au-delà de cette tension seuil, la durée de vie de l’isolation électrique
de la machine électrique n’excède pas une dizaine d’heures, contre 20 000 à 30 000 heures dans des
conditions normales de fonctionnement. Le seuil PDIV est fortement dépendant des caractéristiques
1.3. CONCEPTION DE LA CHAÎNE ÉLECTROMÉCANIQUE SOUS CONTRAINTES 63
du système d’isolation de la machine électrique (grade, matériaux isolants, imprégnations, etc.) et
des conditions opératoires (température, pression, etc.) [13] [93] [94].
Un exemple de la présence de surtensions à l’entrée du moteur est illustré à la Figure 1.26 (a),
et une accumulation de décharges partielles dans le bobinage statorique d’une machine électrique
est illustré à la Figure 1.26 (b).
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Figure 1.26 – (a) Surtensions observées aux bornes de la machine dues à la propagation de
l’onde dans le câble et à la désadaptation d’impédance, (b) Observations de décharges partielles
dans le stator d’une machine électrique à 100 mbar - Accumulations pendant 100 ms [13]
1.3 Conception de la chaîne électromécanique sous contraintes
Le développement d’un produit industriel résulte de la succession de plusieurs étapes clés depuis
l’expression du cahier des charges jusqu’à sa certification et son industrialisation. Le cycle en V est
un processus industriel très répandu dans l’industrie aéronautique car il permet de décrire de façon
macroscopique le développement du produit dans sa globalité. La Figure 1.27 illustre un exemple
de cycle en V. La partie descendante du V représente la phase de conception et de validation. Et,
la partie ascendante du V représente la phase de vérification, réalisée à l’aide d’essais à plusieurs
niveaux, du prototype jusqu’à l’intégration sur avion. A chaque niveau, des tests sont conduits pour
s’assurer que le système réponde comme prévu lors de la phase de dimensionnement et qu’il soit
conforme aux exigences de l’avionneur et aux normes concernées.
Figure 1.27 – Cycle en V du développement d’un produit industriel
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Les travaux de thèse sont axés sur la première phase, l’idée est de proposer un outil d’aide
au dimensionnement basé sur la modélisation et simulations du système mécatronique. Les étapes
abordées du cycle en V sont indiquées par des cibles sur la Figure 1.27.
Dans l’industrie aéronautique, la simulation est un moyen de validation et de vérification. Elle est
complémentaire aux essais en laboratoire et aux essais en vol. Grâce à la simulation, des phénomènes
non désirables peuvent être anticipés avant la phase d’essais. Les simulations peuvent servir à tester
des cas qui ont été identifiés comme difficilement testables ou destructifs, comme par exemple
des configurations de courts-circuits qui peuvent endommager les équipements. Dans notre cas
d’étude, la simulation est utilisée en amont pour la spécification de la chaîne électromécanique et
la conception des éléments de filtrage.
1.3.1 Intégration de la mission de vol dans le processus de conception
Jusqu’à présent, le dimensionnement d’un système électrique était très souvent réalisé vis-à-vis
d’un seul point de fonctionnement dit nominal. Cette pratique est adaptée aux applications fonc-
tionnant en régime constant ou proche de leur point de fonctionnement nominal. Dans le cas d’une
application de type variation de vitesse, le système fonctionne généralement sur un ensemble de
points dans le plan (couple, vitesse). Ainsi, le dimensionnement du système par rapport à un point
de fonctionnement unique est obsolète et conduit à un dimensionnement sous-optimal.
Pour répondre à cette problématique, la notion de « mission » a été introduite dans la phase
de conception systémique. Elle améliore et optimise l’efficacité énergétique du système électrique
sur l’ensemble des points de fonctionnement. A titre d’exemples, nous pouvons citer des travaux
de thèses réalisés au laboratoire Laplace : les travaux de [95] sur le système de conditionnement
d’air ECS, et les travaux de [96] sur l’application Supplemental Cooling. Ce type d’approche est
également utilisé dans le domaine de l’automobile, cf. thèse de Pierre Caillard [97], et du ferroviaire,
cf. travaux de A. Jaafar [98]. Un fait marquant mis en avant par les travaux de [95] et de [96] est
la difficulté d’identifier les points dimensionnants du système. Les auteurs ont remarqué que les
contraintes de qualité réseau étaient très sensibles vis-à-vis des points de fonctionnement à très
faibles puissances, alors que traditionnellement, seuls les points à fortes puissances sont considérés
comme les plus contraignants et donc utilisés pour le dimensionnement. Ces observations illustrent
l’importance de la prise en compte de la mission de vol lors du dimensionnement.
Pour l’application Supplemental Cooling de l’Airbus A380, la mission de vol a été fournie par
la société Liebherr Aerospace-Toulouse. Nous utiliserons les mêmes points de fonctionnement que
la thèse de H. Ounis [96]. Cette mission intègre l’ensemble des points de fonctionnement du VCS
pendant toutes les phases de vol en prenant en considération les conditions climatiques de naviga-
tion. Le Tableau 1.1 résume les caractéristiques des points de fonctionnement à la vitesse nominale
de 8000 tr/min.
Point n° Vitesse [tr/min] Couple [N.m] Phase de vol Durée [h]
1 8000 16,5 - 0
2 8000 15 Sol 3
3 5000 18,5 Sol 2
4 8000 12 Sol 3
5 5000 15 Sol 3
6 5000 11,2 Sol 3
7 4810 8,6 Vol 1
8 4160 8,9 Vol 4
9 3580 3,9 Vol 2
Table 1.1 – Points de fonctionnement de l’application VCS 6.
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Cet ensemble de points de mission englobe en réalité quatre missions. Ces dernières ont égale-
ment été définies dans la thèse de H. Ounis [96]. Les quatre missions sont résumées dans le Tableau
1.2 : les missions n°1 et 2 correspondent à des cas standards et les n°3 et 4 sont représentatifs de
missions « Emirates ».
Mission n° 1 2 3 4
Points de fonctionnement 1-6-7-8-9 1-3-4-7-8-9 1-5-7-8-9 1-2-3-7-8-9
Durée de la mission [h] 10 12 10 12
Probabilité 3/8 1/8 3/8 1/8
Table 1.2 – Points de la mission de vol équivalente du système tournant à 8000 tr/min.
A partir des quatre missions, une mission de vol équivalente est définie pour notre étude.
Elle regroupe l’ensemble des points de fonctionnement de l’application pondéré par la probabilité
d’occurrence de la mission, pour une durée totale égale à 10,5 h. L’importance de chaque point est
représentée par l’occurrence statistique, c’est-à-dire, la durée de fonctionnement du système pour
chaque point par rapport à la durée totale de la mission équivalente. Les durées de chaque point
de fonctionnement et leurs occurrences sont résumées dans le Tableau 1.3. La Figure 1.28 illustre
l’occurrence des points de fonctionnement de la mission équivalente dans le plan couple, vitesse.
Point n° 1 2 3 4 5 6 7 8 9
Durée [h] 0 0,375 0,5 0,375 1,125 1,125 1 4 2
Occurrence [%] 0 3,57 4,76 3,57 10,71 10,71 9,52 38,1 19,05
Table 1.3 – Durées et occurrences statistiques des points de la mission équivalente.
Parmi l’ensemble des points de fonctionnement qui constituent la mission de vol équivalente,
trois points caractéristiques sont identifiés :
o Point n°1 - Point à puissance maximale (13,8 kW) : ce point ne fait pas partie de la mission
de vol car l’occurrence est nulle, mais les spécifications du cahier des charges requièrent que
le système soit en mesure de fonctionner à ce point ;
o Point n°3 - Point à couple maximal : point important vis-à-vis des contraintes thermiques du
problème ;
o Point n°8 - Point à occurrence maximale : point important pour l’optimisation du bilan
énergétique. Le système doit avoir un point nominal proche de ce point.
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Figure 1.28 – Points de la mission de vol dans le plan couple vitesse et occurrence statique
6. Données Liebherr Aerospace, également utilisées dans la thèse [96]
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1.3.2 Prise en compte des contraintes CEM dès la conception
Jusqu’à très récemment, la CEM était étudiée de façon expérimentale, voire empirique. Les
filtres CEM étaient dimensionnés une fois un premier prototype conçu et testé. Aujourd’hui, il
est nécessaire de prendre en compte les contraintes CEM en avance de phase pour garantir un
dimensionnement optimal des systèmes électriques afin d’obtenir de meilleurs densités de puissance
massique. D’autre part, les phases d’essais d’un équipement aéronautique étant extrêmement coû-
teuses, la prise en compte du comportement CEM du système dès la conception permet la réduction
des coûts et du temps de développement du produit.
La Figure 1.29 illustre l’amélioration de l’algorithme de conception du système apportée par la
prise en compte des contraintes CEM dès la phase de conception virtuelle, entrainant la suppression
de la phase d’essais CEM pour le dimensionnement empirique des filtres [73].
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Figure 1.29 – Conception virtuelle (a) sans et (b) avec prise en compte des contraintes CEM.
Comme explicité dans le paragraphe précédent, la conception sous contraintes est une technique
relativement récente [99] [100], ce qui explique qu’elle soit encore très peu utilisée dans l’industrie.
Les industriels préféraient historiquement se baser sur leur expertises et leur retour d’expérience.
Afin de pouvoir prendre en compte les contraintes CEM dans une conception virtuelle, des mo-
dèles représentatifs du comportement CEM du système sont nécessaires en émission et en immunité.
C’est pourquoi, la modélisation CEM des chaînes électromécaniques a fait l’objet de nombreux tra-
vaux depuis les années 2000 [27] [29] [30] [32] [35] [78] [101] [102]. Cette modélisation avait d’abord
vocation à mieux comprendre les mécanismes de perturbations.
1.3.3 Conception par optimisation
Lorsque l’on a recours à l’utilisation d’algorithmes d’optimisation dès la phase de conception
d’un équipement, les gains potentiels sur nos critères peuvent être très importants. Le savoir-faire
permet de bien orienter la conception lorsque le nombre de variables est faible. Nous pouvons alors,
dans ce cas, nous passer d’outils d’aide à la conception basés sur des algorithmes d’optimisation. En
revanche, quand ce nombre de variables devient important et concerne plusieurs sous-ensembles,
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l’utilisation de ce type d’outil peut conduire à des gains très conséquents. En effet, ces outils per-
mettent de dresser des compromis optimaux en termes de performances, coûts, masse et pertes de la
chaîne électromécanique, dès la phase de dimensionnement. Ces compromis et études de sensibilités
permettent ainsi de conduire l’étude vers une solution optimisée.
Dans l’industrie, les différents sous-ensembles de la chaîne électromécanique (convertisseur,
câble, machine électrique) sont souvent dimensionnés séparément et parfois même par des entités
ou des entreprises différentes. Concevoir séparément chaque composant mène souvent à un dimen-
sionnement sous-optimal car il est connu que l’optimum global n’est pas égal à la somme des optima
locaux.
C’est pourquoi, nous nous orientons vers des approches de conception par optimisation. Ces ap-
proches ont pour but d’utiliser l’optimisation dans la conception des systèmes regroupant plusieurs
disciplines scientifiques tels que les domaines électrique, thermique, mécanique par exemple. Pour
atteindre cet objectif, l’outil de conception doit intégrer les modèles multi-physiques des différents
constituants de la chaîne électromécanique, tout en conservant des temps de calcul compatibles avec
les méthodes d’optimisation pour explorer au mieux l’espace des solutions [97]. De nos jours, de
plus en plus de travaux de conception par optimisation de l’ensemble convertisseur filtres incluent
les contraintes CEM [35] [103].
1.4 Démarche et orientations scientifiques
Au cours de ce chapitre, nous avons constaté l’utilisation croissante de l’énergie électrique pour
alimenter les systèmes embarqués des avions. Ceux-ci nécessitent l’exploitation de chaines électro-
mécaniques de puissance électrique composées de filtres, d’un convertisseur statique, d’un harnais
de puissance et d’un moteur électrique.
Dans le contexte de modification de l’architecture du réseau de distribution électrique, l’éloi-
gnement entre le moteur électrique et son convertisseur d’énergie impose une interconnexion par
un câble de puissance. Il a été illustré que l’impact majeur des câbles électrique était d’autant
plus problématique pour la conception du système électrique que sa longueur est importante. Les
domaines physiques concernés par cet impact sont extrêmement variés tels que les perturbations
électromagnétiques conduites et rayonnées, la protection foudre, les décharges partielles, le vieillis-
sement des isolants et les pertes par effet Joule. Cela nécessite de rechercher des solutions de filtrage,
d’adaptation d’impédance, de maîtrise ou de réduction des vitesses de commutation, d’optimisation
des gauges, de prise en compte des effets de peau et de proximité, et de maîtriser les techniques de
câblage et de blindage notamment pour les couplages entre les harnais, au sein du harnais ou entre
le harnais et l’environnement.
Tous ces travaux nécessitent la mutualisation des compétences des différents corps de métier
(convertisseur, filtres, harnais de puissance, actionneur) en vue de réaliser une optimisation glo-
bale de l’ensemble du système dans un environnement chimique, thermique, électrique, mécanique
souvent agressif. La conséquence principale de la maîtrise des aspects multi-physiques est une op-
timisation de la répartition des contraintes entre les différentes parties du système avec un gain de
masse important pour les systèmes embarqués.
Cette complexité explique le choix de ne pas traiter la conception de la machine mais de la
considérer comme un élément fixe.
Ainsi, les quatre objectifs principaux de la thèse sont les suivants :
o Modélisation hautes fréquences de la chaine électromécanique en vue d’estimer les perturba-
tions électromagnétiques conduites de mode commun ;
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o Identification des impacts sur les courants mode commun de l’intégration d’un onduleur à
base de composants grands gaps en carbure de Silicium (SiC) par rapport à un onduleur à
base de composants IGBT en Silicium (Si) ;
o Étude de la sensibilité des sous-ensembles de la chaîne électromécanique sur les courants de
mode commun ;
o Déclinaison des modèles d’analyse de la chaine électromécanique en modèles de conception
afin de les utiliser dans des algorithmes d’optimisation, permettant d’obtenir une solution
respectant les normes de qualité réseau, de CEM tout en minimisant la masse.
Ce chapitre introductif a permis de présenter le contexte industriel et scientifique des travaux
de recherche menés pendant cette thèse. D’autre part, nous avons introduit la démarche méthodo-
logique qui vise à concevoir la chaîne électromécanique par optimisation.
Avant de parvenir à cette conception systémique, la première étape, objet du second chapitre,
consiste à modéliser la chaîne électromécanique pour estimer les courants de mode commun. Après
un état de l’art des méthodes de modélisation couramment utilisées en électronique de puissance
pour estimer les perturbations électromagnétiques conduites de mode commun, nous expliciterons
le choix de notre modélisation en accord avec les objectifs de thèse. La méthode choisie sera ensuite
développée et explicitée dans ce même chapitre. Un ensemble d’études de sensibilité des paramètres
de conception de la chaîne est également réalisé dans le but d’identifier les paramètres ayant un
impact du premier ordre sur les courants de mode commun.
Chapitre2
Modélisation hautes fréquences de la chaîne
électromécanique
Au cours du chapitre précédent, nous avons explicité notre démarche de conception de lachaîne électromécanique sous contraintes CEM. Cette démarche repose sur le développe-ment d’une modélisation de la chaîne sur une large bande de fréquences en vue d’estimerles perturbations conduites en entrée et en sortie du convertisseur.
Après un bilan des méthodes de modélisation des perturbations électromagnétique conduites
couramment utilisées en électronique de puissance, nous réaliserons des choix basés sur les objectifs
de la thèse. Une fois la sélection effectuée, nous présenterons la formulation du problème ainsi que les
modèles développés pour chacun des constituants de la chaîne électromécanique. Le développement
de cette modélisation prédictive a deux objectifs : le premier consiste à utiliser ce modèle en tant
que modèle d’analyse et de compréhension des phénomènes parasites ayant lieu à hautes fréquences,
et le deuxième est de concevoir une chaîne électromécanique intégrant les contraintes CEM dès la
phase de prototypage virtuel. Le modèle CEM de la chaîne devra donc être simple, générique et
rapide, c’est-à-dire avoir un temps de simulation le plus court possible.
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2.1 État de l’art des méthodes de modélisations CEM
La CEM est une discipline de plus en plus présente dans les phases de conception car il devient
nécessaire de pouvoir prédire le comportement en émission et en susceptibilité d’un système. Depuis
une quinzaine d’années, de nombreux travaux ont été réalisés sur la modélisation des phénomènes
parasites hautes fréquences de structures complexes en électronique de puissance [27] [29] [32] [35].
Les méthodes d’estimations mises en œuvre ont permis une meilleure compréhension des pertur-
bations électromagnétiques conduites. Dans cette section un bref bilan des méthodes d’estimations
des courants de mode commun est dressé. Ensuite, le choix de la modélisation que nous avons fait
dans le cadre de cette étude sera justifié en accord avec les objectifs de la thèse.
Dans notre cas d’étude, la simulation en CEM est tout d’abord utilisée afin de pouvoir prédire les
courants conduits en différents points de la chaîne électromécanique, ce qui sous-entend de modéliser
les sources de perturbations et les couplages. Ainsi, des méthodes de résolutions associées à des
modèles doivent être mis en place. Un condensé de ces méthodes et une carthographie des modèles
couramment utilisés en électronique de puissance pour la prédiction des perturbations conduites
sont présentés à l’Annexe B. Les références bibliographiques sont listées dans cette même annexe.
2.1.1 Bilan des méthodes de résolutions des problèmes CEM
De manière générale, les méthodes de modélisation en CEM conduite se divisent en deux ca-
tégories : les méthodes directes et les méthodes indirectes. Les méthodes indirectes sont basées sur
une simulation temporelle grâce à des logiciels circuits, puis une analyse fréquentielle des signaux
simulés n’est effectuée que dans un deuxième temps. L’objectif des méthodes directes est la déter-
mination du spectre des signaux perturbateurs directement dans le domaine fréquentiel.
Les méthodes indirectes sont très efficaces pour réaliser des analyses fines des circuits suivant
la complexité des modèles utilisés. Par exemple, l’utilisation de logiciels de type circuit facilite
grandement la compréhension des phénomènes transitoires ayant lieu à l’échelle de la commutation
des interrupteurs dans les convertisseurs statiques. Dans le cas d’une chaîne électromécanique, avec
ce type d’approche, l’utilisateur peut simuler la partie basses fréquences pour la mise au point du
contrôle commande de la machine, pour l’étude des perturbations de mode différentiel ou pour trai-
ter des problématiques de stabilité, et ceci dans le même environnement que la simulation CEM. Ce
sont pour ces raisons que cette approche est la plus conventionnelle des électroniciens de puissance
pour l’estimation des perturbations conduites. Malgré la facilité d’utilisation des méthodes indi-
rectes et de leur grande performance dans la précision des résultats, leurs multiples problèmes de
convergences liés aux méthodes d’intégration numériques les pénalisent fortement. Par conséquent,
les études de sensibilités et d’optimisation sont très délicates, car une modification d’un paramètre
peut entraîner une divergence des calculs provoquant l’arrêt de la simulation. De plus, la finesse
de ces simulations engendre l’utilisation d’un pas de calcul très fin ce qui a pour effet des temps
de calculs très longs, une génération d’importants volumes de données et la nécessité de ressources
2.1. ÉTAT DE L’ART DES MÉTHODES DE MODÉLISATIONS CEM 71
informatiques conséquentes. Un exemple de l’utilisation d’une approche circuit ainsi que les pro-
blématiques associées à ce type de méthodologie est présenté à l’Annexe C.
L’intérêt des méthodes directes quant à lui est clair : elles permettent de réduire les durées de
simulation, quitte à dégrader la précision des résultats. Les méthodes fréquentielles offrent de ce
fait une alternative intéressante, malgré la simplicité des modèles portant sur les interrupteurs ou
la cellule de commutation. Leurs performances en termes de temps de calcul et la robustesse des
traitements numériques sont en adéquation avec les exigences de la conception et des phases d’op-
timisation qui désormais s’y rattachent. Par ailleurs, des méthodes hybrides ou également appelées
méthodes temps-fréquences ont vu le jour récemment. Elles font appel à des méthodes mixtes de
simulation. Bien que les résultats soient prometteurs, ce type d’approche est peu générique, et
elles s’avèrent laborieuses dans leur mise en œuvre, en particulier lors de l’identification d’un court
instant de la simulation temporelle représentatif de l’ensemble du spectre.
Finalement, la modélisation prédictive fine des chemins de propagations des courants de MC est
particulièrement difficile à établir, car entièrement dépendante de l’intégration des composants de
la chaîne : présence de dissipateur, de châssis, éloignement des conducteurs entre eux ou au-dessus
du plan de masse. La modélisation a priori reste donc un point dur de la simulation. Mais de
plus en plus de modèles dans la littérature contribuent à une bonne représentation des couplages
capacitifs.
2.1.2 Choix de la stratégie de modélisation
Nous avons vu qu’il existe une multitude de modèles dans la littérature pour la simulation de
problèmes en compatibilité électromagnétique. L’ensemble de ces méthodes et modèles rencontrés
sont complémentaires. Il n’existe pas une méthode qui réponde à toutes les problématiques, l’uti-
lisateur devant adapter sa modélisation et faire un choix en adéquation avec ses besoins et ses
attentes pour résoudre son problème.
Au cours de ce travail bibliographique, une matrice de choix a été construite selon un ensemble
de critères référencés dans le Tableau 2.1. Les méthodes sont évaluées afin de les comparer les unes
aux autres en vue de sélectionner la ou les plus adéquates. Une pondération est appliquée afin de
pouvoir classifier l’ensemble des critères de l’importance la plus significative (poids du critère égal
à 3) à la moins significative (poids du critère égal à 1) en regard de nos objectifs d’études.
De part la pondération choisie, une attention particulière est accordée aux critères suivants :
o Critère no 1 – Modélisation prédictive : Dans une logique de conception par optimisation, il
est impératif de posséder des modèles prédictifs des sous-système à optimiser ;
o Critère no 4 – Temps de calcul : Nous souhaitons réaliser un ensemble d’études paramétrique
et une conception du filtrage par un algorithme d’optimisation génétique. Ainsi, le modèle
d’estimation des perturbations conduites de mode commun sera exécuté quelques milliers de
fois durant une optimisation. Le temps de résolution du modèle est donc à minimiser ;
o Critère no 8 – Identification des chemins de propagation : Ce critère permet de confirmer
certaines hypothèses d’analyse des phénomènes parasites. Afin de pouvoir optimiser au mieux
les solutions de filtrage et leur répartition sur l’ensemble de la chaîne électromécanique, il est
important de posséder des modèles qui reflètent bien les chemins de propagations des sous-
systèmes de la chaine électromécanique ;
o Critère no 10 – Adapté aux études de sensibilité : Avant de procéder à une optimisation
de la chaîne, il est nécessaire d’identifier les différents paramètres de conception qui ont
une influence sur la création et la propagation des courants de mode commun. Cela permet
d’identifier ceux qui seront retenus lors de la phase de conception par optimisation. Cette
étape est réalisée via des études de paramétrique ;
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o Critère no 11 – Adapté à l’optimisation : Ce critère est en réalité une combinaison d’un
ensemble de critères définis précédemment. En effet, pour qu’un modèle soit adapté aux études
d’optimisation, il faut qu’il soit prédictif, rapide, précis, et adapté aux études de sensibilité.
no Description Pondération
1 Modélisation prédictive 3
2 Problème de convergence 2
3 Difficulté d’implémentation 2
4 Temps de calcul 3
5 Précision 2
6 Représentativité des dynamiques 1
7 Prise en compte des non linéarités 1
8 Identification des chemins de propagation 3
9 Transferts de mode pris en compte 2
10 Adapté aux études de sensibilité 3
11 Adapté à l’optimisation 3
Table 2.1 – Définition des critères pour la comparaison des méthodes de modélisation CEM avec
pondération (du moins significatif (1) au plus significatif (3) pour notre étude).
Le tableau 2.2 présente une synthèse de l’évaluation des diverses méthodes présentées dans l’An-
nexe B, selon ces différents critères. Trois niveaux sont retenus : du vert (bon) au rouge (mauvais)
en passant par l’orange (moyen).
Approche Critères Total1 2 3 4 5 6 7 8 9 10 11
Pondération 3 2 2 2 2 1 1 2 2 3 3
Boite noire (MTB) 17
Boite noire (UBM) 31
Équation d’état 27
Approche quadripolaire 40
Fonction de transfert 36
Modélisation circuit 29
Table 2.2 – Matrice bilan des méthodes de modélisation directes et indirectes.
Légende : Vert - bon ; Orange - moyen ; Rouge - mauvais.
Selon cette pondération, les méthodes qui ressortent en tête sont naturellement des méthodes
directes. Ainsi, la méthode qui nous apparaît comme la plus pertinente pour l’étude que nous
désirons mener est celle basée sur la représentation matricielle des chemins de propagation via l’ap-
proche dite quadripolaire. Le principe de fonctionnement de cette méthode de résolution originale
fait l’objet de la section suivante.
Par ailleurs, dans le contexte industriel de l’aéronautique, les sous-systèmes qui composent la
chaîne électromécanique peuvent être conçus par différents équipementiers. Ce type de modélisation
permet de gérer facilement la confidentialité de chacun des quadripôles.
2.2 Théorie de l’approche quadripolaire
Dans cette section, des définitions et des propriétés sur les quadripôles seront énoncées, elles
constituent le fondement de cette méthode de résolution fréquentielle. Enfin, nous présenterons
cette méthode appliquée à la modélisation de notre chaîne électromécanique.
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2.2.1 Lien entre les quadripôles
Le principe de cette méthode consiste à modéliser chaque sous-système d’un point de vue
homopolaire comme représenté à la Figure 2.1. Le sous-système est représenté sous la forme d’un
quadripôle. Ainsi, il est possible d’exprimer les grandeurs d’entrée (V1, I1) en fonction des grandeurs
de sortie (V2, I2).
SOUS-SYSTÈME
V
1
V
2
I
2
I
1
RÉFÉRENCECOMMUNE
Figure 2.1 – Représentation d’un sous système d’un point de vue du mode commun
La représentation de type impédance Z est la plus usuelle pour décrire un quadripôle. Elle est
définie par la relation matricielle de l’Eq. (2.1).(
V1
V2
)
=
(
Z11 Z12
Z21 Z22
)
·
(
I1
I2
)
(2.1)
Une première propriété fondamentale de cette modélisation est que la représentation d’un sous-
système sous la forme d’un quadripôle n’est valable uniquement que lorsque celui-ci est linéaire.
Dans une chaîne électromécanique, le convertisseur d’énergie est un sous-système non linéaire de
part les mécanismes qui apparaissent à la commutation, liés à la physique des semi-conducteurs.
Le cas de la modélisation de cet équipement sera bien détaillé plus loin dans ce chapitre.
2.2.2 Association de quadripôles en série
Afin de faciliter l’expression de la mise en cascade de quadripôles, la matrice de transfert T est
utilisée. La relation matricielle permettant de décrire le quadripôle en fonction de la matrice de
transfert est rappelée ci-dessous (Eq 2.2) :(
V1
I1
)
=
(
T11 T12
T21 T22
)
·
(
V2
−I2
)
(2.2)
La mise en série de deux quadripôles, cf. Figure 2.2, résulte alors de la multiplication des
matrices de transfert de chaque sous-système. La relation entre les deux matrices de transfert est
rappelée en (Eq. 2.3) : (
V1
I1
)
= Teq ·
(
V4
−I4
)
où, Teq = T1.T2 (2.3)
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Figure 2.2 – Deux quadripôles associés en cascade
Par ailleurs, ces quadripôles peuvent être représentés sous d’autres formes. Un récapitulatif des
matrices de passages entre les différentes formulations est proposé à l’Annexe D.
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2.2.3 Relations entre les quadripôles Z et T
Les coefficients de la matrice de transfert T peuvent être déterminés soit par mesure directe
soit par calcul à partir des coefficients connus d’une autre matrice de représentation. Comme nous
l’avons rappelé à la sous-section précédente, lors d’une caractérisation expérimentale ou d’une
identification à partir de modèles, nous avons l’habitude de travailler avec la représentation de type
impédance. Ainsi, afin de garder une bonne compréhension physique de cette modélisation, nous
construirons les matrices de transfert T à partir des matrices d’impédances Z. Les expressions des
composantes de la matrice de transfert T en fonction des composantes de la matrice d’impédance
Z sont rappelées ci-dessous.
T11 =
Z11
Z21
T12 =
Z11Z22
Z21
− Z12 T21 = 1
Z21
T22 =
Z22
Z21
(2.4)
2.2.4 Simplifications possibles des matrices Z et T
Selon le sous-système à modéliser sous forme d’un quadripôle, des hypothèses simplificatrices
permettent de faciliter la construction des quadripôles.
o Sous-systèmes passifs : Les sous-systèmes passifs conduisent aux simplifications suivantes
sur les matrices Z et T. Cette propriété nous permet de n’effectuer que trois mesures de
coefficients de la matrice Z.
Z12 = Z21 (2.5)
det(T ) = 1⇔ T11T22 − T12T21 = 1 (2.6)
o Sous-systèmes symétriques : L’hypothèse de symétrie permet de simplifier d’autant plus
la construction matricielle des quadripôles. L’équation 2.7 conduit à n’effectuer que deux
mesures de coefficients de la matrice Z. En effet, la réciprocité se manifeste par la symétrie
de la matrice d’impédance. Les simplifications sont listées ci-dessous :
Z12 = Z21 et, Z11 = Z22 (2.7)
T 211 − T12T21 = 1 et, T11 = T22 (2.8)
2.2.5 Détermination des impédances équivalentes des matrices quadripolaires
La modélisation du système est basée sur la connaissance de la matrice d’impédance Z dont les
coefficients sont Z11, Z12, Z21 et Z22. Il est donc essentiel de pouvoir déterminer de manière précise
ces coefficients sur la plage fréquentielle de simulation. L’identification des termes Z11 et Z22 est
assez aisée que ce soit par mesure directe ou extraction d’un modèle. En revanche, l’identification
des termes de couplage n’est pas immédiate. La procédure de détermination de Z12 est décrite dans
l’article [104]. À partir d’une mesure ou d’une simulation, en se plaçant dans le cas où la sortie est
en court circuit, une expression du terme Z12 peut être établie, cf. Eq. (2.9).
Z12 =
√
Z22 · (Z11 − ZCC) avec, ZCC = V1
I1
∣∣∣∣∣
V2=0
(2.9)
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2.2.6 Modélisation quadripolaire de la chaîne électromécanique
Un circuit équivalent de mode commun de la chaîne électromécanique est proposé à la Figure 2.3
avec la définition des différents éléments dans le Tableau 2.3. Ce circuit fait apparaître les principaux
chemins de propagations des courants de mode commun. Un schéma équivalent de mode commun
facilite la formulation analytique des perturbations conduites de mode commun. Par ailleurs, ce
circuit permet également de comprendre le rôle des filtres dans le contrôle des boucles de courants
de mode commun, et de la présence d’un couplage entre les courants de mode commun en entrée
et en sortie.
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Figure 2.3 – Circuit équivalent simplifié de mode commun de la chaîne électromécanique
Abréviation Signification
ZRSIL Impédance de mode commun des RSILs
ZCDC Impédance de mode commun du câble d’entrée (représentation en pi)
ZondDC Impédance entre le bus DC et le dissipateur
ZondAC Impédance entre les sorties de l’onduleur et le dissipateur
ZHS−0 Impédance entre le dissipateur et le plan de masse
ZCAC Impédance de mode commun du câble de sortie (représentation en pi)
ZMOT Impédance de mode commun du moteur
ZTRESSE Impédance la tresse de masse qui relie la carcasse du moteur au plan de masse
VMC Source de bruit de mode commun
IMCe Courant de mode commun en entrée de l’onduleur
IMCs Courant de mode commun en sortie de l’onduleur
Table 2.3 – Paramètres du circuit équivalent de mode commun de la chaîne électromécanique
Nous basons notre étude sur des précédents travaux [27] [104] qui ont démontré tout l’intérêt
de l’utilisation de cette méthode pour l’estimation des perturbations conduites de mode commun.
En revanche, l’ensemble des quadripôles et la source de perturbations étaient extraits à partir de
caractérisations expérimentales. Nous souhaitons dans le cadre de cette thèse rendre cette modéli-
sation plus prédictive.
La Figure 2.4 illustre la représentation matricielle du système considéré. Les perturbations
conduites de mode commun sont générées par les commutations rapides des interrupteurs de l’on-
duleur, puis elles se propagent vers les autres sous-systèmes qui composent la chaîne électroméca-
nique. Ainsi, le principe de la modélisation consiste à définir une source équivalente de perturbation
de mode commun (VMCs), puis de représenter les impédances équivalentes de mode commun des
différents chemins de propagation (éléments d’intégration de l’onduleur, câbles, moteur) sous la
forme de quadripôles. De ce fait, chaque quadripôle représente un sous-système d’un point de vue
du mode commun.
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Figure 2.4 – Modèle complet en mode commun représenté par la chaîne des quadripôles
L’approche de modélisation choisie est basée sur l’hypothèse de la dissociation des modes, i.e.
que tous les courants de mode commun sont dus à une source de tension de mode commun. Il
faut toutefois s’interroger sur d’éventuels transferts de mode (MD vers MC) qui pourraient rendre
le modèle moins pertinent. En effet, le transfert de mode peut exister, notamment si le système
contient des dissymétries structurelles. Nous reviendrons sur cette hypothèse de dissociation au
cours du Chapitre 3.
Les expressions des courants de mode commun en fonction des quadripôles et de la source de
perturbation seront développées plus loin dans ce chapitre, à la section 2.4. Les sections qui vont
suivre traiteront de la modélisation de l’ensemble des constituants de la chaîne électromécanique.
2.3 Modélisation des sous systèmes de la chaine électromécanique
2.3.1 Modélisation de l’environnement d’un essai normatif
Lors de la conception d’un système électrique, les concepteurs doivent veiller à ce qu’il réponde
aux critères définis par une norme CEM avant de pouvoir le certifier. Ces normes fixent non seule-
ment les niveaux d’émission et de susceptibilité, mais aussi un cadre de mesure afin de garantir
la reproductibilité des essais. C’est pourquoi, dans notre approche de conception virtuelle inté-
grant les contraintes CEM, l’environnement et les conditions de mesures normatives doivent être
prises en compte lors de la simulation. Nous aborderons donc dans cette section la modélisation
des équipements très souvent utilisés lors d’essais normatifs CEM.
2.3.1.1 RSIL : Principe et modèle
Un Réseau Stabilisateur d’Impédance de Ligne (RSIL) est spécifié pour la plupart des essais
normatifs en émissions conduites. Il permet d’une part de présenter une impédance connue au point
de mesure et d’autre part d’isoler l’impédance de la ligne du réseau de l’impédance du dispositif
sous test pour permettre une mesure reproductible.
L’impédance du RSIL est normalisée par le Comité International Spécial des Perturbations Ra-
dioélectriques (CISPR) à la section 16-1-1, sur la gamme de fréquences allant de 150 kHz à 152
MHz. De nombreux travaux modélisent l’impédance de mode commun du RSIL par une impédance
de 50 Ω mais cette hypothèse n’est vraie qu’à partir de quelques MHz. Un modèle conforme aux
exigences du CISPR est présenté à la Figure 2.5.
Une comparaison des impédances de mode commun du modèle et de la caractérisation des RSILs
est présentée à la Figure 2.5 (b). Les mesures et le modèle incluent la capacité de 10 µF en amont
des RSILs spécifiée par la DO-160G. Cette capacité contribue au filtrage des courants de mode
commun qui pourrait provenir des alimentations. L’utilisation de ces capacités est d’autant plus
importante que les câbles qui relient les alimentations aux RSILs sont longs. Le modèle permet une
très bonne estimation de l’impédance de mode commun du RSIL sur une large plage de fréquences.
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Figure 2.5 – (a) Modèle du RSIL (b) Impédance de mode commun mesurée et simulée du RSIL.
2.3.1.2 Récepteur EMI : Principe et modèle
Les récepteurs EMI fonctionnent comme des analyseurs de spectre, et respectent les spécifica-
tions imposées par le CISPR. L’avantage de l’utilisation de récepteurs EMI comparé à des analyseurs
de spectre réside dans le fait qu’ils possèdent un meilleur comportement sur une grande plage de
fréquences et une meilleure précision en amplitude.
Un récepteur EMI peut être modélisé par un algorithme Short Time Fourier Transform (STFT)
avec une fenêtre Gaussienne [105] [106]. Le principe de cet algorithme est détaillé à travers les
équations (2.10) à (2.12). La décomposition STFT est donnée par la relation :
S(n, k) =
L−1∑
m=0
s(m+ 1) · w(m) · e−j
2pi
L
km
(2.10)
Où, n représente la variable discrète du vecteur temps, k représente la variable discrète de fréquence
et w représente la fenêtre de taille L.
La fenêtre Gaussienne peut être formulée dans le domaine temporel continu, w(t), par la relation
suivante :
w(t) = 1
σ · √2pi · e
−
1
2 ·
(
t
σ
)2
(2.11)
En discrétisant le temps, l’équation précédente devient :
w(n) = L− 1
σ · fech ·
√
2pi
· e
−
1
2 ·
(
n
σ · fech
)2
(2.12)
Avec : σ, l’écart type et fech, la fréquence d’échantillonnage du signal. Nous identifions l’écart type
pour que la fenêtre soit comprise dans les limites fixées par le CISPR 16-1-1 [107].
Un modèle de récepteur EMI a été développé et est présenté à l’Annexe E. Des précédents
travaux ont cependant montré que dans le cas de fréquences de découpage supérieures à la dizaine
de kHz et de mesures normatives avec une détection « peak », l’utilisation de ce modèle a un intérêt
restreint [32] [108]. Ainsi, le calcul simple de la transformée de Fourier sans l’algorithme de STFT
avec l’entrelacement des fenêtres gaussiennes suffit pour obtenir une enveloppe spectrale similaire
à la détection « peak ». Néanmoins, le modèle pourrait reproduire le saut de discontinuité observés
lors des essais à la fréquence de 30 MHz dû au changement de la bande passante du filtre d’analyse.
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2.3.2 Modélisation du convertisseur d’énergie
2.3.2.1 Rappels sur l’onduleur triphasé
Les onduleurs de tensions à deux niveaux constituent une classe importante de l’électronique
de puissance. Ils sont présents dans des domaines d’applications très variés comme la variation de
vitesse des machines électriques à courants alternatifs. Nous allons rappeler ici leur principe de
fonctionnement ainsi que leurs modes de pilotage.
2.3.2.1.1 Principe de fonctionnement
La Figure 2.6 illustre la topologie à deux niveaux d’un onduleur de tension étudié dans cette
thèse et, définit les conventions utilisées pour les tensions et les courants. Le convertisseur est
composé d’interrupteurs bidirectionnels en courant et unidirectionnels en tension. Ces interrupteurs
sont constitués d’un transistor associé à une diode montée en anti-parallèle.
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La tension aux bornes de l’interrupteur du bas du bras no i de l’onduleur a pour expression :
∀i ∈ {U, V,W} , ViN = fi · UDC (2.13)
Où, fi est la fonction de modulation du bras no i.
En régime de Modulation à Largeur d’Impulsions (MLI), il est possible d’exprimer les grandeurs
moyennées sur une période de découpage.VUMVVM
VWM
 =
2 ·
fUfV
fW
− 1
 · UDC2 (2.14)
Les lois de Kirchhoff s’appliquant pour chaque phase, nous avons :
VUM − VUN ′ − VN ′M = 0
VVM − VV N ′ − VN ′M = 0
VWM − VWN ′ − VN ′M = 0
(2.15)
En supposant que la machine est équilibrée et en ignorant les harmoniques d’espace de la
machine dues aux fem non sinusoïdales, nous posons la relation suivante,
VUN ′ + VV N ′ + VWN ′ = 0 (2.16)
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Les tensions simples aux bornes de la machine ont donc pour expression : VUN ′VV N ′
VWN ′
 = UDC3 ·
 2 −1 −1−1 2 −1
−1 −1 2
 ·
 fUfV
fW
 (2.17)
2.3.2.1.2 Stratégie de pilotage
L’influence de la stratégie de modulation sur le spectre étant un des objectifs de la thèse, voici
quelques rappels sur le principe de la MLI. L’approche utilisée ici est l’approche dite intersective.
La génération de l’ordre de commande du bras no i est obtenue par comparaison d’un signal de
référence, appelé modulante, avec une porteuse qui détermine la fréquence de découpage fdec, d’où
son nom de MLI intersective. La porteuse est généralement réalisée par des signaux triangulaire,
en dents de scies ou à pentes aléatoires comme illustré à la Figure 2.7. Bien évidemment, le décou-
page fait apparaître des harmoniques de tension en sortie de l’onduleur autour de la fréquence de
découpage et de ses multiples.
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Figure 2.7 – Types de porteuses (a) Triangulaire (b)(c) Dents de scie (d) Pentes aléatoires.
Si la modulante est une sinusoïde pure, il s’agit de la MLI sinusoïdale (ou SPWM pour Sinu-
soidal Pulse Width Modulation en anglais). L’indice de modulation m caractérise l’amplitude de la
modulation c’est-à-dire l’amplitude des tensions fournies à la charge. Cet indice est défini par,
m = V̂m
V̂p
(2.18)
Où V̂m est la valeur crête de la modulante, V̂p est la valeur crête de la porteuse centrée en zéro.
L’ajout d’une composante homopolaire n’ayant pas d’influence sur le fondamental de la tension
que voit la charge, de nombreuses stratégies MLI ont été développées par le passé afin d’augmen-
ter les performances des convertisseurs d’énergie statique (augmentation de la plage de tension de
sortie, diminution des pertes dans l’onduleur, etc.). Cela permet de fournir une tension à la charge
sinusoïdale au-delà de la limite de m = 1 sans temps morts, tout en restant avec une relation
linéaire entre l’amplitude de sortie et la tension de commande.
Le schéma de la génération des ordres de commandes des interrupteurs avec injection d’une
tension homopolaire est présenté à la Figure 2.8 (ou Zero Sequence Injection en anglais). Dans
le cas d’un onduleur triphasé à deux niveaux, les plus faibles harmoniques sont obtenus avec des
porteuses identiques pour les trois phases. C’est pourquoi, nous ne déphaserons uniquement que les
modulantes. Les modulantes normalisées sont définies comme la somme des sinusoïdes normalisées
avec la composante homopolaire VZSI .
V ∗modU = m · cos(θ) + VZSI
V ∗modV = m · cos(θ − 2pi/3) + VZSI
V ∗modW = m · cos(θ − 4pi/3) + VZSI
(2.19)
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Figure 2.8 – Génération des ordres de commande type MLI d’un onduleur triphasé
Dans ces travaux, nous considérerons uniquement les stratégies les plus communes à savoir,
o Les stratégies de MLI continues :
n La stratégie Space Vector SVPWM : La modulation du vecteur d’espace ou barycen-
trique, plus connue sous le terme Space Vector est la stratégie la plus utilisée. Cette
stratégie permet d’avoir une zone de linéarité maximale (m = 2/√3), un taux de distor-
sion harmonique de tension faible et une implémentation simple en temps réel.
VZSI = 1/2 ·min(|VmodU | , |VmodV | , |VmodW |) (2.20)
n Les stratégies d’injection d’harmonique trois THIPWM : Le principe de fonctionnement
de ces stratégies consiste à injecter une composante homopolaire avec une fréquence trois
fois plus importante que celle du fondamental, de forme :
VZSI = A · cos(3ωt+ θ0) (2.21)
Il est possible d’étendre la zone linéaire en choisissant la bonne valeur de A. Il a été
montré que l’optimum en termes de linéarité est obtenu avec A = 1/6 (m = 1, 1547),
cette stratégie est nommée THIPWM6. En prenant A = 1/4, les harmoniques de tension
fournis à la charge sont minimisés, c’est la stratégie THIPWM4 (m = 1, 1223).
o Les stratégies de MLI discontinues : Ces techniques ont été développées en vue de réduire
les pertes par commutation de l’onduleur via la commande. L’idée principale est de garder
l’état d’un bras de pont inchangé pendant chaque période de découpage.
n Les stratégies DPWMMax et DPWMMin [109] où chaque bras de pont est gardé à
l’état haut (ou bas respectivement) pendant un tiers de la période du fondamental. Ces
stratégies sont peu utilisées à cause de la distribution des pertes par commutation non
équilibrées entre les interrupteurs d’un même bras.
n Les stratégies DPWM0 [110], DPWM1 [111], DPWM2 [112] et DPWM3 [113] où chaque
bras de pont est gardé à l’état haut et à l’état bas pendant un sixième de la phase du
fondamental. Ces stratégies se différencient les unes des autres par la position de blocage
vis-à-vis de la période du fondamental. Par conséquent, chacune est optimale en termes
de pertes par commutation pour une valeur de facteur de puissance de charge donné.
La Figure 2.9 présente les signaux de référence (rouge) ainsi que la tension homopolaire (vert)
pour chaque commande évoquée. En bleu, est représenté la modulante avant l’injection de la com-
posante homopolaire, pour un indice de modulation de 0,8.
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(a) SPWM (b) SVPWM (c) THIPWM6
(d) DPWMMin (e) DPWMMax (f) DPWM0
(g) DPWM1 (h) DPWM2 (i) DPWM3
Figure 2.9 – Stratégies MLI - Signaux de références et tension homopolaire [14].
2.3.2.2 Modélisation de la source de bruit
2.3.2.2.1 Mise en équation et identification de la source de bruit
Nous proposons ici d’analyser analytiquement les tensions de mode commun sur le système de
variation de vitesse. Cette analyse théorique nous permettra d’identifier le générateur équivalent qui
modélisera la source de bruit dans la représentation quadripolaire. En accord avec les conventions
définies à la Figure 2.6, les tensions simples en sortie de l’onduleur définies par rapport au plan de
masse ont pour expressions,
∀i ∈ {U, V,W} , Vi0 = VN0 + ViN et, Vi0 = VP0 − UDC + ViN (2.22)
En sommant les deux expressions de Vi0 définis à l’ Eq. (2.22), nous obtenons :
∀i ∈ {U, V,W} , Vi0 = VP0 + VN02 −
UDC
2 + ViN (2.23)
Ainsi, la tension de mode commun en sortie a pour expression,
VMCs =
1
3
∑
i∈{U,V,W}
Vi0 =
(
VP0 + VN0
2
)
− UDC2 +
1
3
∑
i∈{U,V,W}
ViN (2.24)
D’après l’Eq. (2.13), cette tension de mode commun peut également s’écrire :
VMCs = VMCe − UDC6
3− 2 · ∑
i∈{U,V,W}
fi
 , avec VMCe = 12 ∑
i∈{P,N}
Vi0 (2.25)
Où VMCe représente la tension de mode commun en entrée de l’onduleur.
82 CHAPITRE 2. MODÉLISATION HF DE LA CHAÎNE ÉLECTROMÉCANIQUE
Analysons à présent la dépendance entrée/sortie dans l’expression du courant de mode commun.
Les grandeurs soulignées sont des grandeurs fréquentielles. Le courant de mode commun est défini
comme la somme des courants de sortie, l’expression de celui-ci étant la suivante,
IMCs =
∑
i∈{U,V,W}
Ii =
∑
i∈{U,V,W}
∑
j
Ysi,j · Vi0
 (2.26)
où YS représente l’admittance de sortie de la chaîne électromécanique, cf. Figure 2.6. Or si la
matrice YS est symétrique alors la permutation des sommes est possible.
IMCs =
∑
j
 ∑
i∈{U,V,W}
Ysi,j · Vi0
 (2.27)
Donc,
IMCs =
∑
j
∑
i∈{U,V,W}
Ysi,j
 ·
 ∑
i∈{U,V,W}
Vi0
 (2.28)
Dans cette approche, le courant de mode commun en entrée est défini par
IP + IN = IMCe (2.29)
Par ailleurs nous avons,
VMCe = ZMCe · IMCe (2.30)
D’après l’Eq. (2.28),
IMCs = 3 · YMCs ·
1
3
∑
i∈{U,V,W}
Vi0
 où, YMCs = ∑
j
∑
i∈{U,V,W}
Ysi,j (2.31)
Finalement,
IMCs = 3 · YMCs ·
ZMCe · IMCe−UDC6
3 · δ(f)− 2 · ∑
i∈{U,V,W}
fi
 (2.32)
Où δ(f) est la distribution de Dirac. A travers l’expression du courant de mode commun définit
à l’Eq. (2.32), nous distinguons la contribution de l’entrée et de la sortie sur le courant de mode
commun, correspondant respectivement aux termes en gris et en bleu.
Ces équations ont permis la synthèse de la source de bruit permettant de modéliser l’onduleur
comme sur la Figure 2.10, où VMC est la source de bruit du modèle [114].
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Figure 2.10 – Modélisation de mode commun de l’onduleur
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Ainsi la tension de mode commun de sortie s’exprime par
VMCs =
1
3
∑
i∈{U,V,W}
Vi0 = VMCe + VMC (2.33)
Où, VMC est le générateur de perturbations de mode commun et qui a pour expression,
VMC =
1
3
∑
i∈{U,V,W}
ViN −
UDC
2 (2.34)
2.3.2.2.2 Analyse fréquentielle
Une fois la source de bruit identifiée analytiquement, un modèle doit être construit pour géné-
rer les formes d’ondes de l’onduleur. Une pratique très courante consiste à modéliser les tensions
commutées par des trapèzes, faisant apparaître les temps de commutation. Dans cette secion, nous
étudierons l’influence des grandeurs caractéristiques de la commutation sur le spectre. Cette modé-
lisation a fait l’objet de nombreux travaux, car, à travers cette modélisation simple, des premières
conclusions peuvent être tirées.
Le spectre d’un signal trapézoïdal symétrique s1(t) (cf. Eq. 2.35 avec td = tm) présente des
asymptotes qui décroissent à -20 dB/dec à partir de la fréquence de découpage jusqu’à la fréquence
de cassure fm = 1/pitm et à -40 dB/dec pour des fréquences plus élevées, cf. Figure 2.11. Nous
constatons par simulation qu’une augmentation de la fréquence de découpage à tm constant entraîne
une modification de la première pulsation de cassure à - 20 dB/dec, cf. Figure 2.12 (a).
s1,2(t) =

E/tm · t 0 ≤ t < tm
E tm ≤ t ≤ αTdec
E/td · (t− αTdec − td) αTdec < t < αTdec + td
0 αTdec + td ≤ t ≤ Tdec
(2.35)
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Figure 2.11 – Représentation de signaux trapézoïdaux symétrique s1(t) et asymétrique s2(t)
dans les domaines (a) temporel et (b) fréquentiel.
Étudions à présent l’impact de la vitesse de commutation sur le spectre de la tension. A tra-
vers le diagramme asymptotique de la Figure 2.11 (b), nous mesurons l’importance des temps de
commutations des signaux de puissances dans l’étude des émissions conduites de la chaîne élec-
tromécanique. En effet, le temps de commutation étant inversement proportionnel à la vitesse de
commutation, plus cette dernière est grande, plus tm est petit et plus la cassure à -40 dB/dec est
décalée vers les hautes fréquences. Ce raisonnement basé sur l’analyse du diagramme asymptotique
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se confirme par simulation, cf. Figure 2.12 (b) et (c). Ainsi, plus les temps de commutation sont
longs moins l’énergie spectrale en hautes fréquences est importante, ce qui conduit à des émissions
plus faibles.
f
dec
= 20 kHz
f
dec
= 100 kHz
f
dec
= 200 kHz
(a)
dv/dt = 40 kV/µs  
dv/dt = 20 kV/µs  
dv/dt = 5 kV/µs  
(b)
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Figure 2.12 – Etude de sensibilité sur le spectre de la tension découpée pour un signal
symétrique (UDC = 540 V) : (a) Variation de la fréquence de découpage (b) Variation de la vitesse
de commutation (c) Évolution de la fréquence de coupure à -40 dB/dec en fonction du dv/dt.
En réalité, l’égalité des vitesses de commutation à l’amorçage et au blocage n’est pas correcte,
entraînant une dissymétrie du trapèze. L’analyse théorique de cette dissymétrie est présentée sur
le diagramme asymptotique de la Figure 2.11 (b) et simulée à la Figure 2.13 (a). Nous constatons
que lorsque le temps de descente augmente, l’enveloppe du spectre de la tension diminue en hautes
fréquences. Par équivalence avec le cas du trapèze symétrique, le temps de transition du front
descendant étant plus important, une nouvelle fréquence de cassure apparaît ce qui fait décroître
l’enveloppe du spectre à partir de la fréquence fd = 1/pi.td.
La relation (2.36) nous permet l’analyse fréquentielle analytique de forme trapézoïdales avec
des temps de commutations égaux ou différents, à partir des expressions temporelles de l’Eq. 2.35.
S1,2n = α · E ·
(
sinc(tm · pi · n).ej·n·pi·α·Tdec − sinc(td · pi.n).e−j·n.pi·α·Tdec
α · Tdec · j · pi · n
)
· e−j·(tm+td+α·Tdec)·pi·n
(2.36)
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Figure 2.13 – (a) Spectres de trapèzes asymétriques pour différentes valeurs du temps de
descente à temps de montée constant (b) Impact de l’oscillation à la commutation sur le spectre.
Afin d’améliorer la modélisation précédente, un troisième signal s3(t) intègre les surtensions qui
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ont lieu lors des amorçages et blocages des semi-conducteurs. Sous l’action d’importantes variations
de tensions lors de la commutation, le circuit formé par les inductances et capacités parasites dues
à l’intégration des semi-conducteurs provoque un mode oscillant. Cette oscillation peut être décrite
mathématiquement par un sinus amorti comme suit :
fosc(t) = K0 · e−β·t · sin(2pi · fr · t) (2.37)
Où, β représente un facteur d’amortissement, K0 l’amplitude de la première oscillation et fr, la
fréquence d’oscillation liée aux éléments parasites.
Ainsi, le signal se décompose comme suit :
s3(t) =

E/tm · t 0 ≤ t < tm
E +K0 · e−βt · sin(2pifr(t− tm)) tm ≤ t ≤ αTdec
E/tm · (t− αTdec − td) αTdec < t < αTdec + td
−K0 · e−β(t−αTdec−td) · sin(2pifr(t− td − αTdec)) αTdec + td ≤ t ≤ Tdec
(2.38)
Nous observons à la Figure 2.13 (b) l’impact des oscillations sur le spectre en hautes fréquences ;
leur effet est très localisé autour de la fréquence d’oscillation. Excepté en hautes fréquences où les
oscillations accentuent certaines régions du spectre, le spectre du trapèze sans oscillations décrit le
même spectre que le signal S3(f).
2.3.2.2.3 Analyse des vitesses de commutation d’un onduleur
Beaucoup de paramètres de conception influent sur les vitesses de commutation. Il est clair que
la technologie des semi-conducteurs utilisée influe sur la vitesse commutation. Les paramètres de
la commande du composant (résistance de grille RG, la tension de la commande de la grille du
transistor VGS) et le point de fonctionnement ont également un grand impact sur la commutation.
À titre d’exemple, les formes d’ondes de la Figure 2.14 illustrent l’évolution des vitesses de com-
mutation de la tension VDS−BOT en fonction du temps pour un onduleur à base d’IGBT Silicium
(a) et pour un onduleur à base de MOSFET SiC (b).
Filtré à 200 kHz
Front descendant Front montant
S1 S2
BLOCAGE TOP
AMORÇAGE TOP
AMORÇAGE BOT
BLOCAGE BOT
(a)
Front descendant Front montant
Filtré à 200 kHz
S1 S2
BLOCAGE TOP
AMORÇAGE TOP
AMORÇAGE BOT
BLOCAGE BOT
(b)
Figure 2.14 – Formes d’ondes mesurées des vitesses de commutation de la tension VDS−BOT en
fonction du temps. (a) Onduleur IGBT Si (b) Onduleur MOSFET SiC.
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Ces courbes nous permettent de voir l’impact du courant commuté sur les dv/dt. En se ba-
sant sur la Figure 2.15, nous constatons que la séquence 1 correspondant à un courant I positif,
le transistor supérieur et la diode inférieur conduisent. Par conséquent, un front montant de la
tension VDS−BOT correspond à l’amorçage du transistor supérieur tandis qu’un front descendant
de VDS−BOT correspond au blocage du transistor supérieur. Par contre, durant la séquence 2 quand
le courant I est négatif, les rôles sont inversés. Ainsi, le front montant de VDS−BOT correspond au
blocage du transistor inférieur tandis que le front descendant correspond à son amorçage.
D’après l’analyse menée dans le Chapitre 2 de la thèse de T. Rossignol [46], nous constatons
qu’à l’amorçage, l’évolution de la vitesse de commutation est quasiment indépendante du courant de
charge. Tandis qu’au blocage du MOSFET, la vitesse de commutation de la tension est quasiment
proportionnelle au courant de charge car le MOSFET se bloque à courant de canal nul. Nous
détaillerons plus en détail cette partie au Chapitre 4, et nous analyserons également comment les
paramètres de conception retenus dans notre étude influent sur les vitesses de commutation pour,
dans un deuxième temps, déterminer leur impact sur les pertes et sur les courants de mode commun.
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Figure 2.15 – Etats des semi-conducteurs - (a) Séquence 1 : I > 0 (b) Séquence 2 : I < 0.
Dans cette thèse, nous travaillons aussi avec un onduleur à base d’IGBT. Concernant la com-
mutation de ce composant, voici quelques précisions :
o L’amorçage d’un IGBT est similaire à celui d’un MOSFET ;
o Le blocage du composant constitue le principal inconvénient de l’IGBT puisqu’il fait appa-
raître un courant de traînage ralentissant la commutation, cf. Figure 2.14 (a). Ce phénomène
engendre donc des pertes par commutation plus importantes et une limitation de la fréquence
de découpage du composant de puissance.
2.3.2.2.4 Génération de la source de bruit
Il est important de modéliser au plus près les tensions simples générées par le convertisseur
d’énergie notamment les phénomènes d’oscillations observés à l’échelle de la commutation. L’éta-
blissement des coefficients de la transformée de Fourier peut s’avérer laborieux pour des formes
d’ondes complexes. Ainsi, un générateur de formes d’ondes a été mis en place. Une fois les formes
d’ondes générées analytiquement, la source de bruit est calculée puis une FFT est effectuée afin de
renseigner le modèle fréquentiel, comme indiqué à la Figure 2.16.
Les vitesses de commutation sont issues de caractérisations expérimentales obtenues à l’aide de
la méthode d’opposition. Une approche similaire est utilisée pour la modélisation des oscillations
en sortie du module. À partir de l’ensemble de ces données expérimentales, nous construisons
deux fonctions d’extrapolation permettant d’obtenir les valeurs des vitesses de commutations et
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de l’amplitude de la première pseudo-oscillation à l’amorçage et au blocage des composants. Ces
fonctions prennent en compte la dépendance de la vitesse de commutation au courant commuté
I, à la fréquence de découpage fdec, et aux paramètres de la commande rapprochée (résistance de
grille RG, tension de commande entre grille-source VGS , temps morts δTM ).
(tm, td) = f(UDC , fdec, I, RG, VGS , δTM )
K0 = g(UDC , fdec, I, RG, VGS , δTM )
(2.39)
Il est ainsi possible de modéliser simplement la source de perturbation de mode commun via
une phase de caractérisation du module par la méthode d’opposition. Cette méthode, initialement
prévu pour extraire les pertes par commutation des semi-conducteurs [115] [116] [117] [118], a été
étendue afin de récupérer également les vitesses de commutation et amplitude de l’oscillation pour
la construction du modèle.
Figure 2.16 – Schéma de principe de la génération de la source de bruit de mode commun
La Figure 2.17 illustre la reconstitution des tensions commutées avec la prise en compte du
mode oscillant apparaissant à la commutation.
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Figure 2.17 – Reconstruction des formes d’ondes générées par l’onduleur de tension
Le résultat de la source de perturbation simulée est illustré à la Figure 2.18. On observe une
bonne concordance du spectre du générateur de tension de mode commun avec la mesure sur une
grande plage de fréquences. Il est cependant à noter que le modèle surestime légèrement la tension
de mode commun entre 500 kHz et 10 MHz.
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Modèle
Mesure
Figure 2.18 – Comparaison modèle et mesure du spectre de la tension de mode commun.
2.3.2.3 Modélisation des éléments parasites au sein de l’onduleur
Les couplages parasites de mode commun ont été identifiés dans le chapitre précédent. Ces cou-
plages sont représentés en gris sur la Figure 2.10 (a). Les impédances parasites de mode commun au
niveau de l’onduleur étant principalement capacitives, il est possible d’identifier une capacité équi-
valente en sortie de l’onduleur modélisant le couplage capacitif entre les puces semi-conductrices et
le dissipateur thermique relié au plan de masse. De même, pour l’entrée, nous modélisons l’ensemble
des couplages entre les bus barre, les condensateurs du bus, le module de puissance et le plan de
masse par une capacité équivalente. Ainsi, nous définissons deux quadripôles, un pour la prise en
compte du couplage capacitif de MC équivalent en entrée et l’autre en sortie. Nous aboutissons
alors à la représentation matricielle de la Figure 2.10 (b). Dans notre démarche de modélisation,
nous proposons d’injecter directement dans le modèle les impédances parasites mesurées vues des
bornes de l’onduleur, cf. Figure 2.19.
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Figure 2.19 – Impédances de mode commun en (a) entrée et (b) sortie de l’onduleur MOSFET
SiC (module CREE CCS050M12CM2).
Enfin, un modèle numérique a été utilisé pour prédire la fréquence du mode oscillant apparais-
sant lors des commutation, décrit précédemment. Les approches numériques sont très intéressantes
car elles permettent d’extraire les inductances de boucles (puissance, grille) internes au module
de puissance. Cependant, la simulation numérique d’un module de puissance acheté dans le com-
merce conduit à une phase de caractérisation inévitable pour renseigner le modèle (épaisseurs des
couches, placements des puces semi-conductrices, caractéristiques des céramiques, ...) [119]. Cette
caractérisation est du reverse engineering et entraîne la destruction du module de puissance.
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(a) (b)
Figure 2.20 – Modélisation des éléments parasites au sein du module de puissance - Module
CREE (b) Simulation magnétostatique avec le logiciel ANSYS Q3D Extractor pour la
détermination des inductances parasites 1.
Les résultats des simulations numériques sont présentés à la Figure 2.21. Lorsque l’effet de peau
est établi l’inductance moyenne est égale à 35 nH (valeurs des données constructeur : 30 nH).
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Figure 2.21 – (a) Inductance parasite du module CREE CCS050M12CM2 (b) Évolution de la
fréquence de résonance en fonction de l’inductance parasite avec COSS(VDS = 540V ) = 400pF .
Connaissant la capacité de sortie COSS , valeur dépendante de la tension VDS , nous pouvons
calculer la fréquence d’oscillation selon la formule suivante :
fr ≈ 12pi ·√COSS(VDS) · Lσ (2.40)
Où Lσ est l’inductance parasite totale, i.e. celle interne au module plus celle des pistes du PCB
et des condensateurs de découplage.
La Figure 2.21 (b) illustre le fait que plus l’inductance parasite est importante plus la fréquence
de l’oscillation à la commutation est faible. Si cette fréquence d’oscillation venait à se superposer
à une fréquence de résonance de l’impédance de mode commun de la charge, alors le bruit serait
nettement amplifié. Dans notre exemple, la fréquence des oscillations obtenue par simulation est
très proche des 37 MHz observé sur les formes d’ondes mesurées.
1. NB : Le modèle a été développé par les auteurs de [119]. Suite à une collaboration avec l’auteur de ce modèle,
ce dernier fut utilisé pour extraire les inductances parasites du module CREE CCS050M12CM2 1200 V 50 A 25 mΩ.
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2.3.3 Câbles d’énergie
La précision des résultats de l’estimation des courants de mode commun par l’approche qua-
dripolaire provient d’une part de la capacité à reproduire fidèlement la source de perturbations
mais aussi de la bonne estimation des impédances de mode commun des chemins de propagation.
Il est ainsi nécessaire de modéliser fidèlement les câbles d’énergies afin de prendre en compte les
phénomènes de propagation et les phénomènes liés aux effets de peau et de proximité. C’est pour-
quoi, dans cette section, nous détaillerons la théorie de la modélisation des câbles d’énergie et les
différentes approches que nous avons retenues pour l’extraction des paramètres primaires.
La formulation des équations des lignes de transport repose sur quelques hypothèses qui doivent
être considérées a priori dans la modélisation. Les hypothèses listées ci-dessous sont applicables pour
la modélisation d’une simple ligne de transmission (section 2.3.3.1) et des lignes de transmissions
multiconducteurs (section 2.3.3.2) :
o La ligne est considérée uniforme sans variation des propriétés physiques et dimensions géo-
métriques dans la direction de l’axe des conducteurs.
o Les champs électriques et magnétiques autour des conducteurs sont considérés orthogonaux
à la direction de propagation. Autrement dit, ils présentent un mode de propagation dit
transverse électrique-magnétique (TEM) [120].
o Le milieu entourant les conducteurs est considéré linéaire, homogène et isotrope.
o La somme algébrique des courants de ligne est égale à zéro.
2.3.3.1 Théorie des lignes de transmissions
La théorie des lignes de transmission repose sur un système d’équations linéaires qui découle
des équations de Maxwell par intégration du champ électromagnétique et en faisant l’hypothèse
de quasi-stationnarité. Les équations des télégraphistes sont un système de deux équations aux
dérivées partielles qui permettent de décrire l’évolution de la tension et du courant sur une ligne
en fonction de la distance et du temps, cf. Eq. (2.41). Ce modèle permet en particulier de couvrir
les phénomènes de transmission et de réflexion sur une ligne.
− ∂
∂z
V (z, t) = R · I(z, t) + L · ∂
∂t
I(z, t)
− ∂
∂z
I(z, t) = G · V (z, t) + C · ∂
∂t
V (z, t)
(2.41)
L’hypothèse TEM ou quasi-TEM permet de dresser un modèle circuit équivalent représentatif du
problème de propagation, cf. Figure 2.22. Ce circuit peut être considéré comme étant à constantes
localisées si ∆z  λ, où λ représente la longueur d’onde de propagation correspondant au régime
harmonique de fréquence f , définie par la relation (2.42). Lorsque ce n’est pas le cas, le courant
et la tension ne sont plus constants tout au long du circuit et sont fonctions de la longueur et du
temps I(z, t),V (z, t).
λ = ν
f
(2.42)
Avec ν la vitesse de l’onde qui se propage dans le milieu.
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Δz
I(z,t) R.Δz L.Δz
C.Δz G.ΔzV(z,t) V(z+Δz,t)
I(z+Δz,t)
Figure 2.22 – Circuit équivalent d’une ligne de transmission par unité de longueur.
Les paramètres linéiques sont définis de la manière suivante :
o La résistance linéique R d’une ligne homogène représente l’effet résistif de la ligne vis-à-vis
du courant électriqe (effet Joule). Cette résistance dépend de la section et de la conductivité
du conducteur et varie avec la fréquence à cause des effets de peau et de proximité ;
o L’inductance linéique L qui se décompose en une partie due au champ magnétique à l’intérieur
des conducteurs (variable avec la fréquence) et une partie due au champ magnétique entre
conducteurs (dépendant peu de la fréquence) ;
o La capacité linéique C dépend de la proximitié entre conducteurs et de la permittivité du
diélectrique placé entre eux ;
o La conductance linéique G modélise les pertes des diélectriques.
2.3.3.2 Théorie des lignes de transmission multiconducteurs
La théorie des lignes de transmission multiconducteurs (MTL) est basée sur l’hypothèse de
la propagation exclusive d’ondes transverses électromagnétiques le long d’un faisceau de câblages.
Nous utiliserons cette théorie pour la modélisation des câbles de la chaîne électromécanique. Le
principal intérêt de ce modèle réside dans sa facilité d’utilisation et dans un temps de résolution
relativement court. La théorie des MTL est une extension de la théorie des lignes de transmission.
La ligne se présente alors comme n + 1 conducteurs parallèles, dont un d’entre eux est considéré
comme le conducteur de référence. Les représentations des câbles trifilaires non blindé et blindé
sont illustrées à la Figure 2.23.
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Figure 2.23 – Représentation des câbles trifilaires (a) non blindé et (b) blindé.
Dans le cas générique d’une ligne à n+ 1 conducteurs, les équations de la ligne constituent un
système à 2n équations aux dérivées partielles qui permettent de lier les n tensions de ligne par
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rapport au conducteur de référence V(z, t), et les n courants de ligne, I(z, t).
∂
∂z
V(z, t) = −Z · ∂
∂t
I(z, t)
∂
∂z
I(z, t) = −Y · ∂
∂t
V(z, t)
(2.43)
Les termes Z et Y sont respectivement les matrices d’impédances et d’admittances de taille
n × n. Dans ces matrices, les éléments sur la diagonale représentent les termes propres à chaque
conducteur et ceux hors de la diagonale représentent les termes mutuels entre deux conducteurs.
Ces mêmes équations peuvent s’exprimer en faisant intervenir directement les matrices linéiques de
résistance R, d’inductance L, de conductance G et de capacité C comme suit :
− ∂
∂z
V(z, t) = R · I(z, t) + L · ∂
∂z
I(z, t)
− ∂
∂z
I(z, t) = G · V (z, t) + C · ∂
∂z
V(z, t)
(2.44)
2.3.3.3 Solution des équations des télégraphistes - Approche de propagation
Pour représenter les phénomènes de propagation, la matrice de transfert Φ est définie. Cette
matrice permet de calculer les grandeurs électriques à la sortie du câble (V (`c), I(`c)) en fonction
de celles de l’entrée (V (0), I(0)). Pour un câble constitué de n conducteurs plus une référence, la
dimension de Φ sera (2n) × (2n). Les éléments résistifs et inductifs déterminent la matrice Z. De
même, une matrice Y est définie à partir des éléments capacitifs et conductifs.(
V (`c)
I(`c)
)
=
(
Φ11 Φ12
Φ21 Φ22
)
·
(
V (0)
I(0)
)
(2.45)
La matrice de transfert est obtenue en calculant les valeurs propres γi du produit Y.Z [120],
correspondant aux n constantes de propagation, ainsi que la matrice de changement de base associée
P définis comme suit,
P−1 · Y ·Z · P = γ2 =

γ21 0 . . . 0
0 γ22
. . . ...
... . . . . . . 0
0 . . . 0 γ2n
 (2.46)
Nous définissons la matrice d’impédance caractéristique Zc et son inverse Yc par la relation
suivante,
Z · P · γ · P−1 = Zc et, Yc = 1
Zc
(2.47)
Dans le cas d’une ligne unifilaire, l’impédance caractéristique et la constante de propagation
ont pour expression :
Zc =
√
R+ jωL
G+ jωC (2.48)
γp =
√
(R+ jωL) · (G+ jωC) (2.49)
Les sous matrices Φij , dont les expressions sont données ci-dessous, permettent de retranscrire
les effets de propagation et représentent les solutions des équations couplées de propagation d’une
ligne multi-conducteurs dans lesquelles `c correspond à la longueur du câble étudié.
Φ11 = Y −1 · P · cosh(γp · `c) · P−1 · Y
Φ12 = Zc · P · sinh(γp · `c) · P−1
Φ21 = −P · sinh(γp · `c) · P−1 · Yc
Φ22 = P · cosh(γp · `c) · P−1
(2.50)
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Il est possible d’exprimer directement les impédances de court-circuit ZCCMC et de circuit-ouvert
ZCOMC du câble en fonction des composantes de la matrice de propagation, cf. équations (2.51),
déterminées en posant respectivement V (`c) = 0 et I(`c) = 0. Nous utiliserons ces expressions pour
la présentation des différents modèles de câbles.
ZCCMC = V (0) · I(0)−1 = −Φ−111 · Φ12
ZCOMC = V (0) · I(0)−1 = −Φ−121 · Φ22
(2.51)
2.3.3.4 Câble utilisé dans la thèse
Dans le cadre de cette thèse, le câble retenu est un câble aéronautique du fournisseur Draka.
L’application dimensionne la section utile du câble nécessaire. Dans le domaine aéronautique, un
ensemble de contraintes environnementales est également pris en compte dans le dimensionnement
(température ambiante, pression, installation). En accord avec l’équipementier Liebherr Aerospace,
un câble de jauge 8 a été sélectionné (EN 2267-008A090P). L’âme du câble est composée de 127 brins
de 0,33 mm de diamètre, en cuivre recuit nickelé. L’isolation est composée de plusieurs isolants :
une couche de polyimide et deux rubans de PTFE dont les dimensions sont listées dans le Tableau
2.4.
Fluorocarbon Polyimide Fluorocarbon 1ère couche PTFE 2ème couche PTFE
Typ [µm] Typ [µm] Typ [µm] Typ [µm] Overlap [%] Typ [µm] Overlap [%]
2,5 30 2,5 100 67 65 51
Table 2.4 – Composition de l’isolation du câble selon la norme ASD-STAN EN 2084
Les dimensions totales utilisées pour la modélisation du câbles sont données dans le Tableau
2.5. Nous simplifions la composition de l’isolation en négligeant les couches de fluorocarbon, et
l’épaisseur de l’isolation du PTFE est moyennée pour conserver un diamètre moyen du câble.
Paramètres Variable Valeur
Diamètre d’un conducteur dcond 4,2 mm
Diamètre du câble dcable 4,62 mm
Épaisseur du polyimide epoly 30 µm
Épaisseur moyenne du PTFE eptfe 180 µm
d
cond
e
poly
e
ptfe
d
cable
Table 2.5 – Dimensions géométriques du câble EN 2267-008A090P
2.3.3.5 Illustration des effets de peau et de proximité
Les effets de peau et de proximité sont des phénomènes fréquentiels complémentaires qui modi-
fient la répartition de la densité de courant à l’intérieur d’un conducteur. Ils sont la conséquence des
courants induits dus à un champ magnétique interne (effet de peau) ou externe (effet de proximité).
Si nous considérons deux conducteurs proches, ils sont couplés magnétiquement et selon le signe
des courants qui traversent ces conducteurs, la cartographie de champ magnétique résultante est
différente. Nous parlons d’effet de proximité direct lorsque les courants sont dans le même sens et
d’effet de proximité inverse dans le cas contraire. Les figures ci-dessous illustrent les effets de peau
et de proximité sur deux conducteurs infiniment longs pour différentes fréquences.
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(a) f = 40 Hz (b) f = 2 kHz (c) f = 20 kHz (d) f = 2 MHz
(e) f = 40 Hz (f) f = 2 kHz (g) f = 20 kHz (h) f = 2 MHz
Figure 2.24 – Illustration des effets de peau et de proximité sur un câble bifilaire AWG 8 :
(a) (b) (c) (d) Configuration directe +I/+I (e) (f) (g) (h) Configuration indirecte +I/-I.
f est la fréquence du courant sinusoïdale traversant les conducteurs.
La permittivité électrique de l’isolant n’évolue pas ou très peu sur la plage de fréquences consi-
dérée, comme l’ont montré de nombreuses études sur de nombreux câbles [36], et ce sur une large
plage de température. Ainsi, dans la suite de ce mémoire, les capacités linéiques seront considérées
indépendantes de la fréquence. Par contre, comme la distribution des champs magnétiques et den-
sité de courant changent avec la fréquence, la résistance et l’inductance doivent être déterminés en
fonction de la fréquence.
2.3.3.6 Extraction des paramètres linéiques
La détermination des différents paramètres linéiques s’effectue sur la base des équations de
l’électromagnétisme, tenant compte de la répartition spatiale des champs électriques et magné-
tiques. Il existe différentes approches pour l’extraction des paramètres linéiques. Ces paramètres
peuvent être déterminés à partir de caractérisations expérimentales (approche par réflectométrie,
mesure d’impédances, mesure des paramètres S) ou de manière prédictive (formulations analytique,
simulations numériques). Les diverses méthodes envisagées dans ces travaux sont présentées ici.
2.3.3.6.1 Approche analytique
L’approche analytique pour l’extraction des paramètres se base sur les équations de Maxwell. À
partir des descriptions géométrique et physique du câble, les expressions des paramètres linéiques
sont calculées. De nombreux travaux ont traité ce sujet [120] [121]. Cette approche est intéressante
car elle est très rapide mais son domaine de validité est généralement limité.
2.3.3.6.2 Approche numérique avec FEMM
Le logiciel FEMM est un logiciel gratuit qui permet de réaliser des simulations par éléments
finis en 2D. Sur ce logiciel les problèmes électrostatiques et magnétiques doivent être traités séparé-
ment. En électrostatique, seul le champ électrique est considéré tandis que le champ magnétique est
négligé et inversement en magnéto-harmonique. Pour déterminer les résistances et les inductances,
le modèle est simulé en magnéto-harmonique. Chaque conducteur est défini comme une source de
courant. Le logiciel calcule les lignes de champ, la chute de tension sur les conducteurs, les courants
induits et donne la résistance et l’inductance du circuit. Pour déterminer les capacités, le modèle
est simulé en électrostatique. Chaque conducteur ou brin est placé à un potentiel connu. Le logiciel
calcule alors les lignes de champ électrique et donne la quantité de charge sur chaque fil, la capacité
étant alors déduite.
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Un outil permettant l’extraction des matrices RLCG a été mis en place, cf. Figure 2.25. Il
résulte d’un couplage avec Matlab qui permet de définir le type de câble à simuler et de paramétrer
la simulation dans un premier temps. Puis, il exécute la résolution du problème électrostatique et du
problème magnéto-harmonique pour l’extraction des paramètres primaires du câble. Finalement,
un post traitement est effectué sur Matlab pour la visualisation des paramètres calculés ainsi que
des impédances caractéristiques définissant le câble. L’outil permet également l’extraction de façon
automatique des paramètres linéiques en fonction de la fréquence.
Figure 2.25 – Couplage Matlab FEMM pour l’extraction des paramètres linéiques des câbles
Avant de comparer les paramètres linéiques des câbles, il est important de vérifier le bon para-
métrage de la simulation. Premièrement, le maillage dans une simulation numérique est un point
très important, car un mauvais réglage de ce paramètre peut entraîner des déviations importantes
en hautes fréquences comme indiqué dans l’Annexe F. Un autre point important dans la préparation
d’une simulation numérique concerne les conditions aux limites.
2.3.3.6.3 Approche numérique avec ASERIS-NET
Le logiciel ASERIS-NET permet de modéliser des lignes de transmission en caractérisant via une
interface CAO les faisceaux de câblage. La Figure 2.26 présente l’interface. Via celle-ci, l’utilisateur
dessine l’ensemble de la géométrie du câble et des différentes couches des isolants diélectriques. À
travers l’interface, l’utilisateur indique également les caractéristiques principales du câble telles que
la conductivité du conducteur, la permittivité des isolants, etc. L’interface permet la simulation de
torons assez complexes. Pour cela, nous imposons le potentiel vecteur nul aux limites du domaine.
Figure 2.26 – ASERIS-NET EPT : Interface pour la définition du câble
Les lignes sont considérées comme uniformes (structure invariante en longitudinal) mais peuvent
être inhomogènes (domaines électriques variés en transversal). Les matrices inductances et capa-
citances sont calculées en résolvant un problème d’électrostatique 2D sur une structure vue en
coupe. Le logiciel calcule tout d’abord les matrices Cdiel et Cvide. Puis, la matrice inductance L
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est déduite par l’approximation quasi-TEM suivante :
L = µ0 · ε0 ·Cvide−1 (2.52)
L’idée ici était de comparer les modèles analytiques et numériques développés sous FEMM vis-à-
vis d’une solution commercialisée déjà très répandue chez Airbus lors des études de compatibilité
électromagnétique.
2.3.3.6.4 Approche expérimentale par mesure d’impédances
Il est possible de construire un modèle comportemental basé sur des caractérisations en MC
et en MD. Cette méthode est vraiment très répandue dans la littérature car elle fournit de bons
résultats [32] [36] [122]. Cependant, cette approche possède quelques limitations. En effet, il faut
disposer du câble pour pouvoir construire le modèle équivalent et si nous souhaitons faire varier la
hauteur du câble sur le plan de masse par exemple, il faut procéder à de nouvelles caractérisations.
Par conséquent, nous ne retenons pas cette approche de modélisation des câbles.
2.3.4 Extraction des paramètres linéiques de câbles non-blindés
Dans cette section, nous allons extraire les paramètres RLCG des câbles non blindés. Une
modélisation analytique est réalisée dans un premier temps à partir des dimensions géométriques
du câble. Nous présenterons uniquement le cas de la modélisation du câble trifilaire non blindé. La
démarche pour l’obtention des paramètres primaire du câble bifilaire non blindé est similaire.
2.3.4.1 Modèle analytique
Dans la littérature, plusieurs formulations pour l’identification des paramètres linéiques sont
proposées à partir des équations de Maxwell, des descriptions géométrique et physique du câble.
Ces paramètres ne sont valables qu’en basses fréquences.
2.3.4.1.1 Résistance linéique
La résistance d’un conducteur traversé par un courant alternatif doit tenir compte de l’effet de
peau qui provoque une variation exponentielle de la densité de courant à l’intérieur de celui-ci. La
résistance linéique peut alors s’exprimer comme suit,
Rii [Ω/m] =
ρ
pi
[
r2cond −
(
rcond − 1√
pi · µ · σ · f
)2] (2.53)
Avec, rcond le rayon du conducteur, ρ la résistivité électrique, σ la conductivité électrique du conduc-
teur et f la fréquence du courant électrique.
2.3.4.1.2 Inductance linéique
Analytiquement, il est possible de dissocier le champ magnétique total en fonction des cou-
rants qui l’engendrent et des sections spatiales concernées. Ainsi, les différentes contributions sont
considérées de manière indépendante selon trois cas spécifiques : le champ interne au conducteur,
le champ de la boucle formée par le conducteur et le retour par le plan de masse et le champ
d’induction mutuelle entre deux boucles voisines.
a) Inductance interne : L’inductance interne d’un conducteur isolé (cf. Figure 2.27 (a))
s’obtient à partir du calcul du flux magnétique présent à l’intérieur de ce conducteur φm et de la
2.3. MODÉLISATION DES SOUS SYSTÈMES DE LA CHAINE ÉLECTROMÉCANIQUE 97
fraction du courant I traversant la surface d’intégration Sint, d’après l’expression suivante (valable
pour une densité de courant uniforme) :
Lint =
1
I2
·
∫
Sint
i(l)dφ (2.54)
D’après le théorème d’Ampère, la densité du flux à l’intérieur du conducteur s’exprime selon :
Bint =
µ · I · ρ
2pi · r2cond
(2.55)
Ainsi, il est possible d’exprimer Lint comme :
Lint =
1
I2
·
∫ rcond
0
(
Iρ2
r2cond
)(
µρdpdz
2pir2cond
)
= µ8pi (2.56)
En hautes fréquences, le courant circule à la périphérie du conducteur par effet de peau. Le
champ magnétique dans le conducteur est donc réduit [123] modifiant ainsi la valeur de l’inductance
interne. L’expression (2.57) propose une formulation de l’inductance interne qui tient compte de
l’effet de peau.
Lint =
µ0
8pi ·
10−3
rcond ·
√√√√1− (2 · rcond
dij
)2 ·
√
µr
σf
(2.57)
Avec, µr la perméabilité relative du matériau conducteur et dij la distance entre deux conducteurs.
b) Inductance externe : Ce terme tient compte du flux extérieur au conducteur dans la
boucle formée par celui-ci et le retour par le plan de masse. Il peut être calculé en utilisant la
méthode des conducteurs symétriques. Il s’agit de remplacer le plan de masse par un conducteur
symétrique au premier par rapport à la surface du plan de masse conformément à la Figure 2.27
(b). L’inductance externe formée par le conducteur et le plan de masse est égale à la moitié de celle
formée par le conducteur et son image. Donc,
Lext =
µ0
pi
· ln
(2 · hpm − rcond
rcond
)
(2.58)
L’inductance linéique d’un conducteur s’exprime alors comme la somme de l’inductance interne
et de l’inductance externe,
Lii [H/m] = Lint + Lext =
µ0
pi

10−3
8rcond
√√√√1− (2 · rcond
dij
)2 ·
√
µr
σ · f + ln
(2 · hpm
rcond
)
 (2.59)
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Figure 2.27 – Inductances (a) Interne (b) Externe (c) Mutuelle.
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c) Inductance mutuelle : Nous appliquons le même raisonnement que le calcul de l’induc-
tance externe en conservant les mêmes notations et hypothèses. Il s’agit de déterminer la mutuelle
entre la boucle formée par le premier conducteur et son retour par le plan de masse parfaitement
conducteur et la boucle formée par le second conducteur et son retour par le masse. En utilisant la
méthode des conducteurs symétriques, nous remplaçons le plan de masse par les images respectives
conformément à la Figure 2.27 (c). L’inductance linéique entre deux conducteurs s’exprime comme
suit,
Lij [H/m] =
µ0
2 · pi ln
(
Dij
dij
)
(2.60)
2.3.4.1.3 Capacité linéique
a) Capacité mutuelle : La détermination analytique de la capacité linéique s’effectue en
calculant le potentiel V créé par la distribution de charges q dans le conducteur, cf. Figure 2.28 (a).
Elle se déduit ensuite en utilisant la relation C = q/V . La capacité linéique entre deux conducteurs
s’exprime par,
Cij [F/m] =
pi · ε0 · εr
ln
(
dij − rcond
rcond
) (2.61)
b) Capacité conducteur - plan de masse En considérant l’image électrique du conduc-
teur (cf. Figure 2.28 (b)), nous nous ramenons au cas précédent avec :
Ci0 = 2 · Cij (2.62)
La capacité linéique entre le conducteur et le plan de masse s’exprime comme suit,
Ci0 [F/m] =
2piε0εr
ln
(2 · hpm − rcond
rcond
) (2.63)
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Figure 2.28 – Capacité linéique (a) mutuelle (b) conducteur - plan de masse.
2.3.4.1.4 Conductance linéique
La conductance linéique entre deux conducteurs s’exprime comme suit,
Gij [S/m] = Cij · ω · tan(δ) (2.64)
où tan(δ) est le facteur de pertes du diélectrique.
La conductance linéique entre le conducteur et le plan de masse s’exprime comme suit,
Gi0 [S/m] = Ci0 · ω · tan(δ) (2.65)
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2.3.4.2 Modèles numériques
La Figure 2.29 présente les modèles numériques développés à l’aide des logiciels (a) FEMM
et (c) ASERIS-NET pour un câble trifilaire non blindé. Afin d’augmenter la représentativité du
câble trifilaire non blindé, un modèle tenant compte des brins a été réalisé (cf. Figure 2.29 (b)).
Ce dernier bien que plus précis notamment dans la détermination des résistances et inductances
linéiques alourdit énormément la simulation.
(a) (b) (c)
Figure 2.29 – Modèles numériques de câbles trifilaires non blindés : (a) FEMM - conducteurs
pleins (b) FEMM - conducteurs avec brins (c) ASERIS - conducteurs pleins.
2.3.4.3 Validation des modèles de câble non blindé
Lors de cette phase de validation des modèles de câbles, l’ensemble des modèles sont comparés
entre eux et à des caractérisations expérimentales d’impédances complexes.
2.3.4.3.1 Paramètres primaires extraits à 1 MHz
Dans un premier temps, les paramètres primaires issues des modèles sont comparées à une fré-
quence de 1 MHz. À cette fréquence, l’effet de peau dans les conducteurs est déjà établi. Ainsi, la
comparaison est plus judicieuse. Les paramètres obtenus à l’aide du logiciel ASERIS sont indépen-
dants de la fréquence.
Paramètres Rii Lii Lij Ci0 Cij Gi0 Gij[mΩ/m] [nH/m] [nH/m] [pF/m] [pF/m] [µS/m] [µS/m]
Mesure 2 51,56 756,9 587,1 5,63 70,15 0,7075 8,815
FEMM 44,72 741,90 664,06 4,76 83,97 0,8972 15,83
ASERIS / 702,58 626,26 5,73 70,99 1,080 13,38
Analytique 24,75 771,84 614,12 7,19 117,9 1,36 22,22
Table 2.6 – Paramètres primaires linéiques du câble trifilaire non blindé extraits à 1 MHz
D’après nos résultats, il n’est pas étonnant de trouver les écarts les plus importants entre la
mesure et le modèle analytique. Malgré le fait que notre formulation de la résistance linéique tienne
compte de l’effet de peau, nous ne parvenons pas à obtenir de meilleurs résultats. Les écarts que
nous obtenons pour les conductances sont dues à une mauvaise estimation du facteur de pertes
de l’isolant. La conductance influant sur l’amplitude de l’impédance aux fréquences de résonances,
nous nous attendons donc à trouver des amplitudes légèrement inférieures à la mesure.
2. La procédure d’extraction utilisée pour déterminer les paramètres linéiques à partir des mesures d’impédances
de mode différentiel et de mode commun est celle des travaux de C. Marlier [36].
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2.3.4.3.2 Impédances complexes
Il est important de noter que les procédures d’extraction des paramètres linéiques à partir de
mesures expérimentales sont très délicates. C’est pourquoi pour évaluer la performance des modèles,
nous comparons les impédances de mode commun en circuit ouvert et en court-circuit simulées et
mesurées. Les résultats sont présentés sur la Figure 2.30 pour un câble de 2 mètres et un de 10
mètres. Plus le câble est long, plus les phénomènes de propagation apparaissent et se manifestent
via des pics de résonance. Les fréquences de ces résonances sont correctement placées et témoignent
du bien-fondé des hypothèses du modèle. Des écarts sont naturellement visibles pour les plus hautes
fréquences. Ces écarts sont principalement dûs à la difficulté de réaliser la mise en court-circuit de
façon propre sur une large bande de fréquences.
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Figure 2.30 – Impédance de MC d’un câble non blindé de longueur (a) 2 mètres et (b) 10 mètres.
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2.3.4.4 Études de sensibilité
Nous décidons dans cette section de réaliser des études de sensibilité sur le modèle du câble non
blindé. Le modèle utilisé est le modèle numérique FEMM avec les conducteurs pleins car il est le
meilleur compromis entre la précision et la rapidité d’exécution. Les études de sensibilité ont été
réalisées sur un câble trifilaire non blindé d’une longueur de 10 mètres.
Par ailleurs, nous négligeons la variation de la permittivité des diélectriques en fonction de la
fréquence donc les capacités linéiques seront constantes. Les conductances étant calculées à partir
de la matrice de capacité, elles ne seront pas représentées dans les études de sensibilité qui suivent.
2.3.4.4.1 Hauteur du plan de masse
La norme DO-160 nous exige de positionner les câbles de puissances reliant l’onduleur à la
machine à 5 cm au-dessus du plan de masse. Une étude de sensibilité est réalisée ici sur cette
hauteur du câble vis-à-vis du plan de masse. Sur la Figure 2.31, la hauteur varie de 2 à 8 cm et
leur résultats sont présentés sur les Figures 2.32 et 2.33.
(a) hpm = 2 cm (b) hpm = 4 cm (c) hpm = 5 cm (d) hpm = 6 cm (e) hpm = 8 cm
Figure 2.31 – Variation de la hauteur du câble sur le plan de masse.
Nous observons sur la Figure 2.32 (b) que plus la hauteur du câble sur le plan de masse aug-
mente, plus l’inductance linéique augmente. Cette hausse s’explique par le fait que l’on agrandit
la taille de la boucle formée par le câble et le plan de masse, ce qui conduit à une augmenta-
tion de l’inductance externe du câble. Comme attendu, nous observons sur la Figure 2.32 (c) une
augmentation des capacités parasites de mode commun entre phases et blindage plus le câble est
proche du plan de masse. Enfin, la Figure 2.32 (a) permet de vérifier que la résistance linéique est
indépendante du positionnement par rapport au plan de masse.
Ces variations se répercutent sur le tracé de l’évolution de l’impédance de mode commun du
câble en fonction de la fréquence, cf. Figure 2.33. La partie inductive étant prépondérante en basses
fréquences, l’impédance augmente. Nous constatons également que plus le câble est éloigné du plan
de masse, plus les fréquences de résonances et antirésonances se déplacent vers les hautes fréquences.
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En effet, bien que l’inductance linéique soit plus importante si le câble est plus éloigné, la capacité
de mode commun est prépondérante dans l’évolution des fréquences de résonances.
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Figure 2.32 – Évolution fréquentielle des paramètres linéiques pour différentes hauteurs du plan
de masse : (a) Résistance linéique (b) Inductance linéique (c) Capacités linéiques.
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Figure 2.33 – Impédances de MC d’un câble non blindé pour différentes hauteurs du plan de
masse
2.3.4.4.2 Jauge du câble
Bien que la section du câble d’une application soit définie par le courant fonctionnel, les
contraintes thermiques et son installation sur avion, étudions l’influence des jauges sur les pa-
ramètres du câble non blindé. Trois jauges de câble sont retenues (8, 10 et 12) et représentées à la
Figure 2.34.
(a) AWG : 8 (b) AWG : 10 (c) AWG : 12
Figure 2.34 – Variation de la jauge du câble.
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Les spécificités des câbles aéronautiques sont rappelées ci-dessous. Comme précédemment, les
câbles aéronautiques retenus pour cette étude sont en réalité composé de deux rubans d’isolant
PTFE. Pour simplifier la modélisation, nous considérons une épaisseur moyenne d’isolation PTFE
calculée afin de maintenir un diamètre moyen du câble compris dans les spécifications du construc-
teur. Les dimensions sont renseignées dans le Tableau 2.7.
AWG Section Conducteur Polyimide PTFE Câble [mm][mm2] Min [mm] Max [mm] Typ [µm] Moy [µm] Min Moy Max
6 22,9 - 5,40
30
200 5,70 6,00 6,30
8 13,9 - 4,20 180 4,47 4,62 4,77
10 6,29 2,72 2,83 140 3,33 3,47 3,61
12 3,80 2,12 2,20 120 2,73 2,85 2,97
Table 2.7 – Spécification de câbles aéronautiques Draka pour différentes jauges
Les inductances linéiques sont différentes pour les différentes jauges, cf. Figure 2.35 (b). Ainsi,
nous observons sur le tracé des impédances de mode commun, Figure 2.36, un léger décalage vers
les basses fréquences plus la jauge du câble est grande.
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Figure 2.35 – Évolution fréquentielle des paramètres linéiques pour différentes jauges :
(a) Résistance linéique (b) Inductance linéique (c) Capacités linéiques.
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Figure 2.36 – Impédances de MC d’un câble non blindé pour différentes jauges
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2.3.4.4.3 Matériau des conducteurs
Nous étudions ici l’impact de l’utilisation de l’aluminium pour les câbles de puissance. Depuis
le développement de l’A350, l’aluminium est très utilisé pour alléger les câblages de puissance.
Cependant, afin de conserver la même résistivité et la même chute de tension aux bornes du câble,
le passage à l’aluminium conduit souvent à utiliser une jauge de câble inférieure voir deux dans
certains cas. Dans le Tableau 2.8, les propriétés physiques des matériaux conducteurs sont résumées.
Matériaux σ [MS/m] εr µr tan(δ) ρ [n.Ω.m]
Cuivre recuit 55 2,3 0,999994 0,003 18,2
Aluminium 36,9 1,7 1,000022 0,044 27,1
Table 2.8 – Propriétés physiques des matériaux conducteurs simulés - Valeurs à 20˚C
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Figure 2.37 – Évolution fréquentielle des paramètres linéiques pour différents matériaux
conducteurs : Cuivre AWG 8, Aluminium AWG 6. (a) Résistance linéique (b) Inductance linéique
(c) Capacités linéiques.
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Figure 2.38 – Évolution des impédances de MC en circuit ouvert et court-circuit
En hautes fréquences, les valeurs d’inductances linéiques et de capacités linéiques sont quasi-
identiques, cf. Figure 2.37. Nous observons à la Figure 2.38 que le passage d’un câble en cuivre
(jauge 8) à un câble en aluminium (jauge 6) ne va pas modifier les performances en mode commun.
La perméabilité du cuivre et de l’aluminium étant quasiment les mêmes, la seule différence vient
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de l’effet de peau. En revanche, la masse du câble est divisée par 1,5 (Tableau 2.9). Il faut tout
de même faire attention à ce résultat car il faut prendre en compte toutes les composantes qui
constituent un câble aéronautique. En effet, le passage à la jauge 6 entraine une modification des
connecteurs qui lui sont connectés. Il y a également une augmentation de taille du blindage et/ou
de la gaine protectrice. Ces impacts sont à prendre en compte dans le dimensionnement.
AWG Cuivre (Draka Famille DM) Aluminium (Draka Famille AD)
6 141,4 g/m 63,70 g/m
8 95,60 g/m 39,00 g/m
10 53,1 g/m 24,02 g/m
Table 2.9 – Masse d’un câble aéronautique Cuivre vs. Aluminium
2.3.4.4.4 Conclusions
À travers ces trois études de sensibilité, nous avons constaté que le câble non blindé est sensible
à son environnement. Ainsi, son intégration sur avion doit être soignée, notamment sa distance au
plan de masse, car son impact sur la propagation des perturbations conduites de mode commun
est directement impactée.
Concernant la section des conducteurs, l’application dimensionne la section minimale de cui-
vre/aluminium nécessaire pour faire passer le courant fonctionnel tout en respectant les contraintes
normatives aéronautiques. L’inductance du câble étant plus faible pour des jauges élevées, nous
pourrions prévoir de sélectionner la jauge supérieure afin de déplacer vers les hautes fréquences les
fréquences de résonances et antirésonances introduites par la longueur des câbles de puissance. En
revanche, nous serions forcer de constater que le bilan en terme de masse se dégraderait d’autant
plus que la longueur du câble est grande.
Enfin, la dernière étude concernant le matériau utilisé pour les conducteurs révèle un résultat
intéressant. En effet, bien que nous sommes obligés de passer à une jauge inférieure pour un câble en
aluminium, le masse du câble en aluminium reste inférieure à iso-performance CEM. Par exemple,
un câble trifilaire non blindé de dix mètres de long composé de conducteurs en cuivre pèse 2,87 kg
et celui composé de conducteurs en aluminium 1,96 kg (poids du harnais sans connecteurs). Soit
un gain de masse important de presque 1 kg, c’est-à-dire un gain de 100 g par mètre.
2.3.5 Extraction des paramètres linéiques de câbles blindés
Les câbles blindés ont pour fonction d’atténuer le champ rayonné par les conducteurs. Le champ
électromagnétique résiduel émis par le câble blindé provient des imperfections du blindage et résulte
de plusieurs phénomènes physiques. Pour un blindage réalisé par une tresse, le champ résiduel en
basse fréquence est dû à la résistance linéique de la tresse. À plus haute fréquence, des phénomènes
de couplage par courant de Foucault apparaissent et sont en particulier responsables des fuites de
champ électromagnétique.
2.3.5.1 Modélisation de l’impédance de transfert du blindage
2.3.5.1.1 Théorie
L’efficacité des blindages électromagnétiques est évaluée par deux paramètres : l’atténuation du
blindage et l’impédance de transfert. L’impédance de transfert définit le rapport entre la tension
résiduelle qui apparaît à l’extrémité du câble et le courant provoqué sur le blindage. La plupart
des câbles blindés avec une tresse possèdent un bon recouvrement optique, ce qui veut dire que la
taille des ouvertures distribuées sur la surface du blindage est suffisamment petite pour négliger
la contribution de l’admittance de transfert. L’impédance de transfert d’un câble est reliée aux
caractéristiques géométriques et physiques de son blindage. La valeur de l’impédance de transfert,
et surtout, son comportement en fonction de la fréquence sont très influencés par la technologie des
blindages et la nature des matériaux conducteurs qui les composent [124].
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2.3.5.1.2 Modélisation comportementale simple de l’impédance de transfert
L’impédance de transfert des câbles à blindages tressés peut être représentée par la relation :
Zt = R0t + j · Lt · ω (2.66)
Dans laquelle R0t caractérise la résistance linéique du blindage et Lt son inductance de trans-
fert. Généralement l’inductance de transfert est fonction de la nature du blindage et, surtout, de
son recouvrement optique. S’il s’agit de tresses, dont le recouvrement est supérieur à 80 %, Lt peut
varier de 0,2 à 2 nH/m.
Pour la tresse de blindage utilisée dans cette thèse, les valeurs des paramètres du modèle sont
extraites à partir de la courbe de l’impédance de transfert mesurée en fonction de la fréquence :
R0t = 3,5 mΩ/m et, Lt = 0,66 nH/m (2.67)
L’impédance de transfert de ce modèle est tracée en bleu clair sur la Figure 2.40. Nous observons
une assez bonne concordance du modèle vis-à-vis de la courbe mesurée en rouge. La remontée
observé à partir de 1 MHz est due aux petites ouvertures distribuées sur la surface de la tresse,
entraînant des fuites magnétiques.
2.3.5.1.3 Modélisation prédictive de l’impédance de transfert
Il existe de nombreux modèles dans la littérature pour la modélisation des impédances de
transfert des blindages. Nous utiliserons le modèle de B. Démoulin [125] qui permet de prédire
l’impédance de transfert d’un blindage tressé à partir de ses dimensions. Les paramètres de la
tresse utilisée pour réaliser le blindage des câbles sont définis dans le Tableau 2.10 et sur la Figure
2.39.
Paramètres Variable Valeur Unité
Nombre de brins dans un faisceau n 12 /
Nombre de faisceaux N 36 /
Diamètre d’un brin d 0,127 mm
Angle de la tresse αt 25 ˚
Diamètre interne du blindage Dbli 5,346 mm
Diamètre externe du blindage Dble 5,448 mm
Masse du blindage Mbl 58,8 g/m
Table 2.10 – Paramètres de la tresse utilisée pour le blindage des câbles (RAY-103-10)
α
t
Axe du câble
Figure 2.39 – Schématisation d’un blindage tressé
L’impédance de transfert du modèle de B. Démoulin a pour expression :
Zt = Zd + j · ω · (Mh −Mb) + Ze (2.68)
2.3. MODÉLISATION DES SOUS SYSTÈMES DE LA CHAINE ÉLECTROMÉCANIQUE 107
Dans l’Eq. (2.68), le terme Zd modélise la diffusion du champ magnétique à travers le blindage,
Zd = Rbl ·
(1 + j)(Dble −Dbli)/2
δ
sinh
[
(1 + j)(Dble −Dbli)/2
δ
] où, Rbl = 4
pi · d2 · n ·N · σ · cos(αt) (2.69)
Le termeMh modélise la pénétration du champ magnétique à travers les ouvertures de la tresse,
Mh =
2.µ0 ·N
pi · cos(α) ·
(
d
pi ·Dble
)2
· e−
pi · d
b
−2·αt (2.70)
Et Mb est l’inductance de transfert qui résulte de la nature tissée de la tresse :
Mb = − µ0 · h4 · pi ·Dble · (1− tan
2(αt)) (2.71)
Enfin le terme Ze a pour expression,
Ze = k ·
√
ω · ej
pi
4 où, k = − 1,16
n ·N · d · tan
−1
(
N
3
)
· sin
(
pi
2 − 2 · αt
)
·
√
µ
σ
(2.72)
L’impédance de transfert du modèle prédictif est tracé en bleu foncé sur la Figure 2.40. Ce
modèle permet une première approximation correcte de la performance du blindage.
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Figure 2.40 – Comparaison des modèles de l’impédance de transfert du blindage tressé
En se basant sur le modèle développé par B. Démoulin [125], des études de sensibilité peuvent
être menées sur les paramètres de la tresse blindée (diamètre des brins et angle du tressage).
L’épaisseur du blindage est petite dans le but de garder un poids et un coût minimal, tandis que
l’angle du tressage est généralement utilisé pour optimiser le recouvrement optique du blindage.
Pour réaliser ces études de sensibilité nous repartons des équations (2.68) à (2.72), les paramètres
utilisés étant ceux de la tresse utilisée dans nos câbles blindés. Il faut noter qu’il est assez dur de
maîtriser l’angle de la tresse dans le cas d’un blindage sur jonc car il dépend de sa pose sur le toron
tri-filaire. En effet, l’opérateur applique cette tresse en l’étirant plus ou moins sur le toron, ce qui
peut modifier l’angle de la tresse.
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d = 0,1 mm
d = 0,2 mm
d = 0,3 mm
d = 0,4 mm
d = 0,5 mm
(a)
α  = 20°
α  = 25°
α  = 30°
α  = 35°
α  = 40°
(b)
Figure 2.41 – Etude de sensibilité sur les paramètres constituant le blindage
Comme nous pouvons le voir sur la Figure 2.41 (a), la variation du diamètre des brins et donc
l’épaisseur du blindage a un impact majeur en basses fréquences, c’est-à-dire la partie résistive de
l’impédance de transfert. Avec l’augmentation de l’épaisseur du blindage, l’impédance de transfert
décroit quasi-linéairement. À des fréquences plus élevées, la partie inductive étant dominante, la
variation de l’épaisseur de la tresse affecte Zt comme indiqué par l’équation (2.70). La variation
de l’angle de la tresse à quant à elle un effet non linéaire sur l’impédance de transfert (Figure 2.41
(b)) car l’angle de la tresse fait à la fois varier la partie résistive et la partie inductive, cf. Eq.
(2.71). Une variation de l’angle de la tresse implique une variation du recouvrement optique du
blindage. À travers cette seconde étude paramétrique, nous voyons apparaître un risque d’erreur
lors de la prédiction des pertubations électromagnétiques conduites dans le cas où le câble de sortie
est blindé. En effet, il est très dur de maitriser l’angle de la tresse d’un blindage tressé sur jonc.
Cet angle peut même varier sur un même blindage. Ainsi, un risque d’erreur est attendue dans la
plage de fréquence où l’impédance de transfert du blindage devient inductive.
2.3.5.2 Modèle analytique
Les expressions analytiques qui permettent de calculer les matrices RLCG sont tirées de la
thèse de Y. Weens [126]. Le blindage est supposé parfait, autrement dit les paramètres linéiques
du blindage ainsi que les couplages mutuels entre conducteurs et blindage sont considérés nuls. La
résistance linéique est la même que celle définie précédemment pour le câble non blindé, cf. Eq.
2.53. L’inductance linéique est donnée par la relation (2.73).
Lii [H/m] =
µ
2pi · ln
(
r2bli − 2 · r2cable
rcond · rbli
)
(2.73)
L’équation 2.74 montre l’expression de l’inductance mutuelle entre deux conducteurs :
Lij [H /m] =
µ
2pi · ln
(
(rcable ·
√
2
rbli
·
√
4 · r4cable + r4bli
8 · r2cable
)
(2.74)
La matrice des capacités linéiques a pour expression,
C [F/m] = µ0ε0εr · L−1 (2.75)
La matrice de conductance a pour expression,
G [S/m] = C · ω · tan(δ) (2.76)
Les expressions analytiques des paramètres RLCG d’un câble blindé sont beaucoup plus simple
car le conducteur de référence est réparti tout autour des trois conducteurs. Il est donc beaucoup
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plus difficile d’exprimer analytiquement la contribution des effets de peau sur les inductances li-
néiques et mutuelles. De même, le raisonnement pour le calcul des capacités linéiques mené pour
le câble blindé ne peut pas s’appliquer ici. Ainsi, nous obtenons la matrice C à partir de la matrice
L grâce à l’expression (2.75).
2.3.5.3 Modèles numériques
Il est très difficile de représenter le tressage d’un blindage avec un modèle numérique 2D. Afin
de caractériser le comportement du blindage, un modèle tubulaire à résistance équivalente en basse
fréquence est utilisé. Cette résistance peut être déterminée de façon analytique ou en considérant la
partie réelle de l’impédance de transfert du blindage. Dans le cas présent, nous avons considéré la
composante réelle de cette impédance. Ainsi, à partir de la valeur basse fréquence de la résistance
du blindage et son rayon interne, nous avons construit un modèle de blindage sous forme de tube.
(a) (b) (c)
Figure 2.42 – Modèles numériques de câbles trifilaires blindés : (a) FEMM - conducteurs plein,
(b) FEMM - conducteurs avec brins (c) ASERIS - conducteurs pleins.
Nous proposons ici d’améliorer la modélisation du blindage afin de se rapprocher de la réalité en
tenant compte de la forme de celui-ci autour des conducteurs. Par exemple, si nous considérons un
blindage droit (cf. Figure 2.43 (b)), nous pouvons nous attendre à une augmentation de la capacité
de mode commun.
(a) (b)
Figure 2.43 – Simulation du câble tri-filaire blindé avec augmentation de la représentativité du
blindage. Paramétrisation de la simulation : IU = 1 A, IV = IW = 0 A, Ibl = -1 A.
Avec le blindage dit circulaire, Figure 2.43 (a), nous obtenons une capacité entre phases et
blindage de 187 pF/m, soit une erreur relative de 15% par rapport aux mesures effectuées (220
pF/m). Avec une représentation du blindage adaptée, dite droit, on augmente la représentativité
du modèle avec une capacité de 210,3 pF, soit une erreur relative de 4,5% par rapport aux mesures
effectuées.
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2.3.5.4 Validation des modèles de câble blindé
2.3.5.4.1 Paramètres primaires extraits à 1 MHz
Le Tableau 2.11 résume l’extraction des paramètres linéiques du câble trifilaire blindé des dif-
férents modèles et de la mesure, à une fréquence de 1 MHz.
Paramètres Rii Lii Lij Ci0 Cij Gi0 Gij[mΩ/m] [nH/m] [nH/m] [pF/m] [pF/m] [µS/m] [µS/m]
Mesure 3 71,1 81,52 18,57 220,4 75,6 18,15 1,42
FEMM 49,83 66,20 17,10 187,0 69,65 35,25 13,13
ASERIS / 87,82 19,01 116,6 39,85 21,99 7,51
Analytique 24,75 53,5 14,99 114,2 117,9 9,4 3,5
Table 2.11 – Paramètres primaires linéiques du câble trifilaire non blindé extraits à 1 MHz.
Les résultats obtenus avec le modèle analytique ne sont pas bons. Ces écarts sont dus aux
nombreuses simplifications et hypothèses faites lors de la formulation. Pour la suite des travaux,
notamment pour l’estimation des courants de mode commun, nous construirons les quadripôles
associés aux sous-ensembles des câbles à l’aide des résultats obtenus avec la simulation numérique
FEMM.
2.3.5.4.2 Impédances complexes
Les tracés des impédances de mode commun en circuit ouvert et en court-circuit pour un câble
de 2 mètres et un de 10 mètres sont présentés sur la Figure 2.44.
Nous constatons que les mesures des impédances de mode commun sont assez perturbées par
leur mise en court-circuit. Lors de la phase de caractérisation, il a été difficile d’assurer un rac-
cord de qualité sur le blindage et ce sur toute la plage de fréquences. C’est pourquoi en hautes
fréquences, nous observons des écarts. Finalement, le modèle FEMM reproduit assez fidèlement le
comportement en mode commun des câbles blindés.
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Figure 2.44 – Impédance de MC d’un câble blindé de longueur (a) 2 mètres et (b) 10 mètres.
3. La procédure d’extraction utilisée pour déterminer les paramètres linéiques à partir des mesures d’impédances
de mode différentiel et de mode commun est celle des travaux de C. Marlier [36].
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2.3.5.5 Études de sensibilité
Dans cette section, nous effectuons les mêmes études paramétriques que celles effectuées sur le
modèle de câble non blindé. Le modèle utilisé est également le modèle numérique FEMM avec les
conducteurs pleins.
2.3.5.5.1 Hauteur du plan de masse
Les résultats attendus de la variation de la hauteur du plan de masse se confirment par ces
simulations car, dans le cas d’un câble blindé, la référence est le blindage et non plus le plan de
masse comme lors de la modélisation des câbles non blindés. Ainsi, une variation de la position
du câble n’a pas d’influence sur les paramètres linéiques du câble puisque la position relative
du blindage vis-à-vis des conducteurs est inchangée, cf. Figures 2.45 et 2.46. Cependant, si nous
considérons le plan de masse comme plan de référence, une diminution de la capacité entre le
blindage et le plan de masse sera observée si nous éloignons le câble du plan de masse.
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Figure 2.45 – Évolution fréquentielle des paramètres linéiques pour différentes hauteurs du plan
de masse : (a) Résistance linéique (b) Inductance linéique (c) Capacités linéiques.
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Figure 2.46 – Impédances de MC d’un câble blindé pour différentes hauteurs du plan de masse.
2.3.5.5.2 Jauge du câble
Les conclusions de l’étude de sensibilité de la jauge du câble blindé sont similaires à celles des
câbles non blindés, à savoir que plus la jauge du câble est grande, plus les fréquences de résonances
et anti-résonances se déplacent vers les basses fréquences, cf. Figures 2.47 et 2.48.
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Figure 2.47 – Évolution fréquentielle des paramètres linéiques pour différentes jauges : (a)
Résistance linéique (b) Inductance linéique (c) Capacités linéiques.
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Figure 2.48 – Impédances de MC d’un câble blindé pour différentes jauges
2.3.5.5.3 Matériau des conducteurs
Tout comme pour les câbles non blindés, nous pouvons étudier l’impact du choix du matériau
conducteur (cuivre ou aluminium), en rappelant que la jauge n’est pas la même pour les deux
matériaux considérés. Les conclusions sont identiques à celles du câble non blindé. Nous observons
une légère différence en basses fréquences des impédances en court-circuit et circuit ouvert.
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Figure 2.49 – Évolution fréquentielle des paramètres linéiques pour différents matériaux
conducteurs : Cu AWG 8, Al AWG 6. (a) Résistance (b) Inductance (c) Capacités linéiques.
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Figure 2.50 – Impédances de MC d’un câble blindé pour différents matériaux conducteurs
2.3.5.5.4 Conclusions
À travers ces trois études de sensibilité, nous avons observé que le blindage faisant office de
conducteur de référence n’est donc pas sensible à l’éloignement du câble vis-à-vis du plan de masse.
Ainsi, son intégration sur avion n’impacte quasiment pas l’impédance de mode commun du câble.
Concernant la section des conducteurs, les conclusions sont les mêmes que pour le cas du câble
non blindé. Ainsi, nous n’autoriserons pas ce degré de liberté lors des études de conception par
optimisation.
Enfin, la dernière étude concernant le matériau utilisé pour les conducteurs confirme le résultat
observé avec le câble non blindé. À savoir, un gain de masse important lorsque l’on utilise un câble
à base de conducteurs en aluminium. Ce paramètre est donc important à prendre en compte lors
de l’optimisation de la chaîne électromécanique et plus particulièrement lorsque la fonction objectif
est la minimisation de la masse du système.
2.3.6 Modélisation du moteur
Les travaux de [12], [43], [85] et [91] ont beaucoup contribué à la modélisation hautes fréquences
des machines électriques. Dans le Chapitre 1, nous avons rappelé la complexité des couplages
de mode commun au sein de la machine électrique à bobinage aléatoire. Nous cherchons donc,
dans cette section, à modéliser l’impédance de mode commun de la machine qui est de nature
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capacitive, dont le couplage majeur est formé par la capacité parasite entre le bobinage statorique
et la carcasse. Un premier modèle est implanté basé sur une technique de placement de pôles à
partir de l’impédance mesurée. Dans un deuxième temps, un modèle plus prédictif est présenté.
2.3.6.1 Modèle comportemental
La technique de vector fitting permet d’obtenir une décomposition en éléments simples d’une
réponse fréquentielle [127]. Il est possible de générer automatiquement un circuit équivalent à
partir de cette décomposition. En considérant que l’identification est effectuée en impédance, le
modèle circuit de cette réponse est la mise en série de modèles circuits représentants les différents
pôles identifiés. L’impédance de mode commun du moteur peut être approximée par la fonction de
transfert générique suivante :
f(s) ≈ A+B · s+
N∑
k=1
rk
s− pk (2.77)
Les termes rk et pk sont respectivement les résidus et les pôles. La fonction de transfert se
décompose donc en une somme de sous-circuits équivalents définis comme suit :
n Les termes réels A et B : Le terme A est synthétisé par une résistance, et le terme B par
une inductance.
n Cas des pôles réels : Pour le cas d’un pôle réel, un simple circuit RC parallèle est synthétisé,
donnant la fonction rationnelle suivante :
H(s) = r
s− p =
R
1 +RC · s =
1/C
s− (−1/RC) (2.78)
n Cas d’une paire de pôles complexes conjugués : Finalement, une paire de pôles com-
plexes conjugués s’exprime par la fonction de transfert ci-dessous et peut être modélisé par
un circuit équivalent représenté par les éléments R4, L2, R5 et C3 à la Figure 2.51.
H(s) = r1
s− p1 +
r2
s− p2 (2.79)
Où p1 et p2 sont les pôles complexes conjugués, et r1 et r2 les résidus.
Les valeurs des éléments du circuit équivalent peuvent être déterminées en fonction de la valeur
des pôles et des résidus [127].
D’après l’état de l’art, nous remarquons que les impédances de MC des machines électriques
sont assez caractéristiques. Un quatrième ordre est nécessaire à la modélisation de cette impédance.
Il suffit à présent de mettre en série l’ensemble des circuits équivalents relatif à chaque pôle.
Figure 2.51 – Circuit équivalent pour la représentation de l’impédance complexe de mode
commun d’une machine électrique
La fonction de transfert du circuit équivalent de la Figure 2.51 est donnée par l’expression
(2.80).
Zeq(s) = R1 +L1 ·s+ R21 +R2C1 · s+
R3
1 +R3C2 · s+
R4 + L2 · s
1 + R4
R5
+
(
L2
R5
+ C3R4
)
· s+ L2C3 · s2
(2.80)
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Pour déterminer les valeurs des paramètres du circuit équivalent, une optimisation a été réalisée
afin de minimiser l’erreur entre l’évaluation de l’impédance complexe et la mesure de l’impédance
de mode commun de la machine obtenue avec l’analyseur d’impédance. Le critère d’erreur est
exprimé par les moindres carrés. L’erreur quadratique entre le modèle et la mesure est multipliée
par le vecteur de fréquences pour apporter plus de poids au critère d’erreur en hautes fréquences.
L’algorithme utilisé est le quasi-Newton à travers la fonction fmincon sur Matlab.
fval =
Nf∑
i=0
f(i) · |Zmes(i)− Zeq(i)|2 (2.81)
Où, f est le vecteur de fréquences de taille Nf et Zmes, l’impédance de MC mesurée du moteur.
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Figure 2.52 – Modèle comportemental et mesure de l’impédance complexe de mode commun
Nous observons à la Figure 2.52 une bonne cohérence entre le modèle et la mesure, ce qui prouve
qu’un ordre 4 est suffisant pour le placement de pôles visant à la modélisation comportementale
de l’impédance de mode commun de la machine électrique. Les valeurs des paramètres du modèle
sont résumées dans le Tableau 2.12.
Paramètre Unité Min Max Valeur Paramètre Unité Min Max Valeur
R1
Ω 10−3 109
1,8 C1
F 10−12 10−6
2,89·10−9
R2 0,29·106 C2 1,0·10−12
R3 1,0 C3 18,9·10−9
R4 0,99·109 L1 H 10−9 10−3 1,55·10
−6
R5 18,5 L1 1,0·10−9
Table 2.12 – Valeurs des paramètres du modèle comportemental de ZMC−V CS .
Il est intéressant de posséder ce type de modèle pour des problématiques de temps de calcul.
En effet, dans le cas d’une résolution fréquentielle du problème, nous aurions pu nous passer de ce
modèle et injecter directement la mesure pour constituer le quadripôle. En revanche, dans le cas où
nous injecterions directement la mesure, il faudrait procéder à une interpolation de cette impédance
mesurée à chaque itération de l’optimisation car le vecteur de fréquence change de taille. Le modèle
nous permet de nous affranchir de cette étape d’interpolation et par conséquent gagner en temps
de calcul, notamment lors de l’approche de conception par optimisation.
2.3.6.2 Vers un modèle prédictif
Un second modèle plus physique consiste à calculer analytiquement les capacités partielles
entre un conducteur et le stator. Différents cas sont abordés selon l’intégration du bobinage dans
le stator. Les formules sont extraites de la thèse de I. Ramos [43] qui a montré l’intérêt de cette
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modélisation pour des bobinages concentrés. Cette approche est insipirée des calculs de capacités
parasites réalisées sur des inductances toriques [128].
2.3.6.2.1 Expression analytiques des capacités partielles
Nous appliquons ce modèle pour l’estimation des capacités de mode commun de la machine
dont le bobinage est aléatoire. Les expressions des capacités partielles sont :
o Sans imprégnation et sans papier de fond d’encoche, cf. Figure 2.53 (a) :
Ctc = ε0 · lt ·
∫ pi/4
−pi/4
1
1 + 1
εrc
ln
(
rce
rc
)
− cos θ
dθ (2.82)
o Sans imprégnation et avec papier de fond d’encoche, cf. Figure 2.53 (b) :
Ctcf = ε0 · εrp · `t · rce ·
∫ pi/4
−pi/4
1
1 +
( 1
εrc
ln
(
rce
rc
)
− cosθ
)
· εrp · rce · cos θ + ep
dθ (2.83)
o Avec imprégnation et sans papier de fond d’encoche, cf. Figure 2.53 (c) :
Ctcimp = ε0 · εri · εrc · `t ·
∫ pi/2
−pi/2
1
εrR · ln
(
rce
rc
)
+ εre · (1− cos θ)
dθ (2.84)
o Avec imprégnation et avec papier de fond d’encoche, cf. Figure 2.53 (d) :
Ctcfimp = ε0 · εri · εrp · εre · `t ·
∫ pi/2
−pi/2
cosθ
εrp · cos θ
(
εri · ln
(
rce
rc
)
+ εre · (1− cos θ)
)
+ ep
rce
εriεre
dθ
(2.85)
Avec,
— `t, la longueur du stator ;
— rce, le rayon du conducteur avec émail (Grade 2) ;
— rc, le rayon du conducteur ;
— ep, l’épaisseur du papier isolant de fond d’encoche ;
— εre , la permittivité électrique relative de l’émail (matériau Polyamide-imide, εre = 3, 5) ;
— εrp , la permittivité électrique relative du papier de fond d’encoche (εrp = 3, 4) ;
— εri , la permittivité électrique relative de l’imprégnation (εri = 3, 7).
Diamètre conducteur Grade 1 [mm] Grade 2 [mm] Grade 3 [mm]
[mm] min max min max min max
0,5 0,525 0,544 0,545 0,566 0,566 0,587
Table 2.13 – Données géométriques des grades usuels des bobinages - Norme IEC 60317-13
2.3.6.2.2 Validation du calcul des capacités partielles par simulation numérique
Afin de vérifier la validité de la formulation analytique, une simulation FEMM est réalisée, cf.
Figure 2.53. Ce modèle 2D est paramétrable et générique pour la simulation, l’utilisateur pouvant
faire varier les paramètres relatifs au conducteur utilisé pour le bobinage, tels que le diamètre, le
matériaux et le grade de l’émail, mais également vis-à-vis des caractéristiques du papier isolant de
fond d’encoches (épaisseur et propriété du diélectrique).
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(a) (b)
(c) (d)
(e)
Figure 2.53 – Calcul des capacités partielles : (a) Cas sans papier de fond d’encoche ni
d’imprégnation, (b) Cas avec papier de fond d’encoche sans imprégnation, (c) Cas sans papier de
fond d’encoche avec imprégnation, (d) Cas avec papier de fond d’encoche et avec imprégnation (e)
Simulation FEMM pour la validation des expressions analytiques.
Dans ces d’étude, le papier de fond d’encoche est en Kapton d’épaisseur 50 µm avec une per-
mittivité relative égale à 3,4. La confrontation des résultats issus du modèle analytique et de la
simulation numérique est illustrée dans le Tableau 2.14.
Capacités partielles Ctc [pF/m] Ctcf [pF/m] Ctcimp [pF/m] Ctcfimp [pF/m]
Analytique 184,12 100,50 322,27 147,72
FEMM 190,66 106,93 310,31 161,24
Erreur relative [%] 3,4 6,0 3,9 8,4
Table 2.14 – Comparaison des valeurs des capacités partielles
Les résultats obtenus avec ce modèle analytique sont très satisfaisants avec des erreurs relatives
inférieures à 8,5%.
A partir de la formulation des capacités partielles, nous pouvons à présent exprimer la capacité
de mode commun par phase du moteur, Cph0, en fonction de la capacité partielle, Ctcfimp , selon
l’équation (2.86). Cette approche réside dans l’estimation du nombre de conducteurs adjacents au
papier de fond d’encoche comme l’illustre la Figure 2.54 (a).
Cph0 =
nencoche · Cencoche
nphases
et, Cencoche = ncadj · Ctcfimp · lt avec, ncadj = ltc/r0 (2.86)
Où,
— nencoche est le nombre d’encoches total de la machine ;
— nphases est le nombre de phases ;
— ncadj est le nombre de conducteurs adjacents en contact avec le papier de fond d’encoche ;
— ltc est la longueur équivalente correspondant au périmètre interne de l’encoche ;
— r0 est le rayon des conducteurs du bobinage de la machine.
Le pas de bobinage est de 1-4 ce qui facilite les calculs car tous les fils d’une encoche ap-
partiennent à la même phase. Ainsi, la capacité de mode commun totale de la machine a pour
expression,
CMC−V CS = nphases · Cph0 (2.87)
118 CHAPITRE 2. MODÉLISATION HF DE LA CHAÎNE ÉLECTROMÉCANIQUE
Un modèle prédictif en pi a été implanté afin d’illustrer le modèle de l’impédance de mode com-
mun de la machine basé sur le calcul analytique des capacités partielles. Un récapitulatif d’iden-
tification des paramètres du modèle et pi est rappelé à l’Annexe G. Le résultat de l’estimation de
l’impédance entre une phase et la masse est présenté à la Figure 2.54 (b). Nous constatons que sur
les plages ou l’impédance est capacitive, le modèle estime bien la capacité de mode commun par
phase de la machine. La résonance à 150 kHz est caractéristique des impédances de mode commun
des machines et provient des inductances de fuite du bobinage statorique.
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Figure 2.54 – (a) Identification de la surface de contact pour le calcul de la capacité parasite de
mode commun. (b) Impédance de mode commun par phase mesurée et simulée à partir de
l’estimation des capacités partielles et d’un modèle en pi.
2.3.7 Conclusions
Dans cette section, nous avons présenté deux approches différentes pour la modélisation de
l’impédance de mode commun de la machine. La première est une approche de type comportemen-
tal dont l’objectif était de générer un circuit équivalent basé sur l’identification des fréquences de
résonances. Dans le cadre de la modélisation quadripolaire, disposé d’un tel modèle nous permet
de gagner en temps de calcul en évitant une phase d’interpolation des données mesurées.
La deuxième approche est plus prédictive, la source de ce modèle repose sur la formulation
analytique des capacités partielles. Cette dernière repose sur la géométrie du stator ainsi que des
propriétés du bobinage. Les résultats obtenus avec ce second modèle sont semblables à ceux obtenus
avec le modèle comportemental. C’est pourquoi, dans la suite de ces travaux, nous utiliserons cette
deuxième approche pour construire le quadripôle de la machine.
2.4. MODÉLISATION DE LA CHAÎNE À L’AIDE DES QUADRIPÔLES 119
2.4 Modélisation de la chaîne à l’aide des quadripôles
2.4.1 Expressions des courants de MC en entrée et sortie du convertisseur
Nous avons illustré au début de ce chapitre la représentation graphique de la modélisation de
la chaîne électromécanique par l’approche quadripolaire. La résolution du modèle s’effectue en 7
étapes, résumées dans l’encadré suivant :
1. Récupération des données : impédances de mode commun simulées ou mesurées ;
2. Récupération de la tension de mode commun (simulée ou mesurée) ;
3. Ré-échantillonnage des impédances dépendantes de la fréquence ;
4. Passage en matrices T ;
5. Association des quadripôles en cascade ;
6. Calculs des courants et tensions de mode commun aux bornes des quadripôles ;
7. Affichage des résultats et comparaison à la norme.
Étapes du code
Afin de comparer les spectres simulé et mesuré, identifions les expressions du courant de MC
en entrée, IondDC , et le courant de MC en sortie de l’onduleur, ICAC . Un rappel de la chaine des
quadripôles est illustré à la Figure 2.55. Les courants de mode commun que nous cherchons à
identifier sont écrits en vert.
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CÂBLE AC MOTEUR
T
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T
CDC 
T
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T
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V
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I
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MC 
Figure 2.55 – Identification des courants de mode commun en entrée et sortie de l’onduleur
Selon le formalisme de l’approche quadripolaire, les courants de mode commun ont pour ex-
pression : (
VondDC
IondDC
)
= TondDC ·
(
VMCe
IMC
)
(2.88)
(
VCAC
ICAC
)
= T−1ondAC ·
(
VMCs
IMC
)
(2.89)
Avec, 
IMC =
VMC
(ZMCs + ZMCe)
VMCe = −IMC · ZMCe
et, VMCs = VMCe + VMC (2.90)
où ZMCe et ZMCs sont respectivement les impédances de mode commun équivalentes en entrée et
en sortie.
2.4.2 Résultats
Nous observons à la Figure 2.56 une bonne cohérence entre le modèle prédictif et la mesure.
Sur le spectre mesuré du courant en sortie de l’onduleur, un saut de discontinuité a lieu à 30 MHz
dû au changement de la bande passante du filtre de résolution (RBW) du récepteur EMI.
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Figure 2.56 – Estimation des courants de mode commun - Câble de sortie non blindé.
Conf. : SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, N = 8000 tr/min, C = 0 N·m.
La résolution du problème et l’estimation des courants de mode commun avec cette approche est
conforme aux attentes, puisque nous obtenons les résultats des spectres des signaux perturbateurs
en moins de 200 ms (étapes du code 3 à 6).
2.5 Répartition du courant blindage / plan de masse
Dans le cas de câbles blindés, une majeur partie du courant revient à la source par le blindage
car ce chemin est moins impédant que le plan de masse. Nous cherchons donc à modéliser dans cette
section cette répartition de courant entre le plan de masse et le blindage afin d’estimer correctement
le courant de mode commun en sortie de l’onduleur.
2.5.1 Câble blindé et quadripôle
L’utilisation de l’approche quadripolaire telle que nous l’avons présentée précédemment ne nous
permet pas d’identifier le rapport du courant qui revient par le blindage de celui qui revient par
le plan de masse. En mode commun, les trois conducteurs principaux sont mis en parallèle. Le
blindage est relié aux extrémités au plan de masse comme indiqué sur la Figure 2.57.
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Figure 2.57 – Problématique de la modélisation des câbles blindés avec l’approche quadripolaire
La formulation de la modélisation du câble blindé avec la théorie MTL à deux conducteurs
nous permet d’écrire la relation qui lie les tensions et courants aux extrémités du câble équivalent
(notations définis à la Figure 2.58 (b)) :
Vcc(`c)
Icc(`c)
Vbl(`c)
Ibl(`c)
 =
(
A B
C D
)
·

Vcc(0)
Icc(0)
Vbl(0)
Ibl(0)
 (2.91)
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où A, B, C, et D sont des matrices de taille (2×2).
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Figure 2.58 – Réduction du modèle de câble blindé
Nous souhaitons à présent réduire le problème afin de générer un quadripôle équivalent du câble
blindé compatible avec l’ensemble des autres sous-systèmes. Nous effectuons donc un changement
de variable afin de réduire le problème matriciel,
X`c =
(
Vcc(`c)
Icc(`c)
)
, X0 =
(
Vcc(0)
Icc(0)
)
, Y`c =
(
Vbl(`c)
Ibl(`c)
)
, Y0 =
(
Vbl(0)
Ibl(0)
)
(2.92)
D’après les lois de Kirchoff appliqués sur le schéma de la Figure 2.58 (b), nous avons :
Ibl(0)− Ibl(`c) = Icc(`c)− Icc(0) (2.93)
Par ailleurs, nous ferons l’hypothèse que les tensions aux extrémités du blindage sont nulles,
Vbl(0) = 0 et, Vbl(`c) = 0 (2.94)
Ainsi,(
0
Ibl(0)
)
−
(
0
Ibl(`c)
)
= α ·
((
0
Icc(`c)
)
−
(
0
Icc(0)
))
avec, α =
(
0 0
0 1
)
(2.95)
Soit,
Y0 −Y`c = α (X`c −X0) (2.96)
En combinant les relations 2.91 et 2.92 nous obtenons,{
X`c = A ·X0 + B ·Y0
Y`c = C ·X0 + D ·Y0
(2.97)
A partir de l’Eq. (2.96),
Y`c −Y0 = C ·X0 + (D− In) ·Y0 ⇔ α · (X`c −X0) = −C ·X0 − (D− In) ·Y0 (2.98)
Soit,
Y0 = (D− In)−1((α−C) ·X0 −α ·X`c) (2.99)
En combinant 2.97 et 2.99,
(In + B · (D− In)−1α) ·X`c = (A + B · (D− In)−1 (α−C)) ·X0 (2.100)
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On pose, 
Ta = (In + B · (D− In)−1α)
Tb = (A + B · (D− In)−1(α−C))
T = Tb−1 ·Ta
(2.101)
Finalement,
X0 = T ·X`c (2.102)
Cette formulation mathématique permet de prendre en compte l’influence du courant du blin-
dage sur le courant de mode commun traversant les conducteurs tout en étant compatible avec
l’approche quadripolaire développée précédemment. En revanche, elle ne permet pas de dissocier
clairement les courants de mode commun transitant dans le plan de masse et dans le blindage. Dans
la section suivante, un modèle simple est utilisé pour l’estimation de cette répartition de courant
entre le blindage et le plan de masse à partir du courant de mode commun circulant dans les trois
conducteurs, de l’impédance du blindage et de l’impédance de transfert.
2.5.2 Estimation du courant circulant dans le plan de masse
Dans un premier temps, nous simplifions notre problème comme à la section précédente en
considérant un macro-conducteur représentant les trois câbles en parallèle, cf. Figure 2.59 (a).
Nous définissons ensuite un domaine interne fait de l’âme du macro conducteur et de la surface
interne du blindage, et un domaine externe fait du blindage par rapport au plan de masse. Le
modèle que nous proposons d’utiliser ici repose sur le fait que nous faisons l’approximation que les
domaines internes et externes peuvent être modélisés par un modèle de ligne de transmission [129]
[130]. Pour le domaine interne, l’approximation est assez naturelle du fait de la présence d’une
structure guidée qui peut propager les modes TEM. Pour le domaine externe, nous sommes en
présence d’un guide ouvert pour lequel la limite de validité de l’approximation est la même que
celle d’une ligne à un conducteur sur un plan de masse. Dans cette étude, nous souhaitons avoir
une référence commune, le plan de masse. Pour cela, nous assimilons l’ensemble macro conducteur
et blindage à deux lignes de transmissions.
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Figure 2.59 – Répartition du courant dans le blindage vs. plan de masse
D’après le modèle présenté sur la Figure 2.59 (b), les deux lignes de transmissions sont liées par
les termes de transfert. C’est pourquoi avec ce même modèle, des problématiques de susceptibilité
et rayonnement peuvent aussi être traitées. Nous avons vu à la section précédente que le courant
de mode commun à mesurer en sortie correspond en réalité au courant qui circule dans le plan de
masse, ainsi :
Ipm = ICAC − Ibl = Zt · `c
Zbl · `c + 2 ·Rcon +Rpm · ICAC (2.103)
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Ce modèle est idéalisé car nous supposons ici qu’aucun courant ne rebouclerai par le plan de
masse en passant par la tresse de la machine. Les résultats de simulations du câble blindé sont
illustrés à la Figure 2.60. Les résultats sont satisfaisants, l’enveloppe du spectre simulé et mesuré
concordant jusqu’à 10 MHz. Dans la littérature, ce modèle a été validé avec des câbles coaxiaux sur
une charge RL. Contrairement à ces cas simples, l’utilisation de ce modèle pour l’association câble
blindé machine conduit à des erreurs en hautes fréquences. En effet, nous remarquons que lorsque
l’impédance de transfert devient inductive (1 MHz), il devient de plus en plus difficile d’estimer
avec précision les courants de mode commun circulant dans le blindage.
ENTRÉE Norme D0-160
Mesure
Simulation
(a)
SORTIE
Norme D0-160
Mesure
Simulation
(b)
Figure 2.60 – Estimation des courants de mode commun - Câble de sortie blindé.
Conf. : SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, N = 8000 tr/min, C = 0 N·m.
Dans la littérature peu de travaux se concentrent sur cette répartition car dans beaucoup
d’applications la mesure en sortie du convertisseur n’est pas requise. Ainsi, le blindage peut être
considéré comme le conducteur de référence. Dans la suite de ces travaux, nous utiliserons ce modèle
simplifié pour l’estimation des courants de mode commun en sortie d’une chaîne électromécanique
avec un câble de sortie blindé.
2.6 Modèle de mode différentiel
Afin de dimensionner le filtre de mode différentiel en entrée pour garantir les contraintes de
stabilité et de qualité réseau fixées par l’avionneur, un modèle de mode différentiel de la chaîne
doit être développé. Pour ce modèle, nous utilisons les impédances de mode différentiel de la chaîne
électromécanique et le principe est identique à la simulation de mode commun par l’approche
quadripolaire, cf. Figure 2.61.
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Figure 2.61 – Modèle en mode différentiel représenté par une chaîne de quadripôles
La présence d’importantes capacités de découplage nous permet de faire l’hypothèse de la sé-
paration des côtés AC et DC. Cette hypothèse n’est vraie qu’autour d’un point de fonctionnement.
Lorsque le point de fonctionnement varie, le courant de mode différentiel et l’ondulation de tension
du bus varient également.
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La source de courant de mode différentiel vaut,
IMD =
∑
i∈{U,V,W}
fi · Ii (2.104)
La source de bruit côté DC est fonction des harmoniques des courants de sortie de l’onduleur.
La validité de la source du courant de mode différentiel en entrée est donc directement liée à notre
capacité à modéliser les courants de phases. Les résultats du modèle sont présentés à la Figure 2.62
présentent une bonne concordance avec la mesure, les ondulations des courants de phases étant
bien représentées. Nous remarquons cependant la présence de non linéarités sur le courant mesuré
probablement dues à la saturation des tôles magnétiques à forts courants. Ce phénomène ne sera
pas pris en compte dans le modèle car le spectre du courant simulé concorde bien avec la mesure
malgré le fait que ces non linéarités soient ignorées.
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Figure 2.62 – (a) Modélisation des courants de phases en sortie de l’onduleur (b) Comparaison
au courant mesuré filtré à 200 kHz.
D’autres travaux étant menés en parallèle de cette thèse sur l’estimation des surtensions en
bout de câble, nous ne nous focaliserons pas sur l’élaboration du modèle de mode différentiel en
sortie de l’onduleur.
2.7 Conclusions
Dans ce chapitre, nous avons mis en place la modélisation des perturbations électromagnétiques
de mode commun ayant lieu sur une chaîne électromécanique à l’aide de l’approche quadripolaire.
Cette méthode permet de représenter matriciellement le modèle réduit de mode commun de la
chaîne électromécanique en vue de prédire le spectre des courants de mode commun en amont et
en aval de l’onduleur. Ce modèle présente un réel intérêt dans la prédiction des courants de mode
commun de système complexe. En effet, ce modèle est générique, robuste et facilite grandement les
études de sensibilité de part son formalisme matriciel. Grâce à ces travaux de modélisation, nous
pouvons voir que l’utilisation de l’approche quadripolaire associée à des modèles de composants
prédictifs conduit à des résultats très satisfaisants.
Des études de sensibilité ont également été menées sur le câble afin de déterminer l’impact
de leur intégration et de leur composition sur les impédances de mode commun. Ces études de
sensibilité permettent d’aider à la formulation du problème d’optimisation en déterminant quels
paramètres sont plus impactant sur les courants de mode commun.
Finalement, un modèle de mode différentiel a été mis en place pour le dimensionnement du
filtre de mode différentiel d’entrée. Ce modèle est également matriciel et fournit de bons résultats.
Dans le chapitre suivant, nous décrirons la mise en place du banc expérimental. Nous validerons
alors les hypothèses de la modélisation de la chaîne électromécanique à l’aide de quadripôles.
Chapitre3
Dispositif expérimental et validation des
modèles
Afin de confronter les modèles développés dans le chapitre précédent, un banc expérimen-tal a été conçu. Dans un premier temps, les sous-systèmes qui constituent ce banc serontprésentés ainsi que la réalisation d’un essai conforme à la norme DO-160G. Le banc expé-rimental a permis le recensement de l’ensemble des couplages parasites de mode commun.
Lors de ces travaux, la phase expérimentale a pour objectif de vérifier les hypothèses de modéli-
sation sur différentes chaînes électromécaniques et dans des conditions de fonctionnement variées.
Quelques remarques seront ensuite faites vis-à-vis des conditions normatives de test ainsi qu’une
analyse de l’impact de la distribution en +/- 270 VDC sur la compatibilité électromagnétique.
L’objectif de ce banc de test est aussi de réaliser une batterie de tests afin de conduire des
études paramétriques sur les composants de la chaîne électromécanique. Cette étape est très im-
portante avant une phase de dimensionnement car elle nous permet de cerner les paramètres les
plus impactants sur les grandeurs étudiées, dans notre cas les courants de mode commun. Un plan
d’expériences est dressé dans la dernière section afin de mener l’ensemble des études expérimentale-
ment. Les résultats de ces études feront l’objet du Chapitre 4. Dans une conception virtuelle ayant
recours à une phase d’optimisation, nous essayons d’écarter les variables de décision qui ont peu
d’influence sur la fonction objectif afin d’alléger la résolution du problème, en facilitant notamment
la convergence de l’algorithme d’optimisation.
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3.1 Description des chaînes électromécaniques
Dans le cadre de cette thèse, un ensemble de chaînes électromécaniques sont étudiées. L’en-
semble de ces chaînes résultent de la combinaison des équipements (onduleur, câble AC, moteur)
dont les spécifications sont détaillées dans les sous-sections suivantes.
Bien que dans l’industrie de nombreux essais CEM soient réalisés à vide, nous avons souhaité
ici caractériser l’impact du point de fonctionnement de la machine sur les mécanismes de pertur-
bations. Les points de fonctionnement ainsi retenus pour les campagnes d’essais sont résumés dans
le Tableau 3.1 et illustré sur la Figure 3.1. Ces points sont extraits de la mission de l’application
aéronautique décrite au Chapitre 1.
Point n◦ N C ωelec felec Pmeca Iph FP[tr/min] [N.m] [rad/s] [Hz] [W] [A]
1 5000 0 2618 416,7 261,8 1,316 0,9998
2 4160 9 3920 346,7 3921 23,68 0,9557
3 5000 11 5760 416,7 5760 28,95 0,9360
4 8000 0 4189 666,7 418,9 1,316 0,9998
Table 3.1 – Points de fonctionnement retenus pour les essais
Les points qui ont été choisis permettent l’étude des impacts à la fois de la vitesse (points no 1
et 4) et du couple (points no 1 et 3) sur les émissions conduites. Les alimentations DC disponibles
ne pouvant fournir qu’une puissance maximale de 10 kW, certains points sont écartés. Les points
de fonctionnement sélectionnés sont robustes à toutes les études paramétriques menées dans le
Chapitre 4. Les points dit à vide (no 1 et 4) correspondent au cas où le couple de charge est nul.
Mais un couple existe toujours qui fait que la machine produit toujours un couple minimum, dû
aux pertes mécaniques (frottement, accouplement, aérodynamique) et au couple reluctant.
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Figure 3.1 – Points de fonctionnement retenus pour les essais
3.1. DESCRIPTION DES CHAÎNES ÉLECTROMÉCANIQUES 127
3.1.1 Spécifications des onduleurs
Nous souhaitons déterminer l’impact de l’utilisation de semi-conducteurs grands gap sur les
émissions conduites de mode commun d’une chaîne électromécanique. Ainsi, au cours de cette
thèse, trois onduleurs ont été utilisés (cf. Figure 3.2) :
o L’onduleur no 1 est un convertisseur triphasé à 2 niveaux que nous considérerons comme un
composant disponible sur étagère. Bien que cet onduleur fut dimensionné pour une puissance
de 35 kW avec des composants dits de l’état de l’art (IGBT Si), il nous servira de point de
comparaison vis-à-vis des deux autres onduleurs plus novateurs.
o L’onduleur no 2 est un onduleur triphasé à deux niveaux avec un module MOSFET SiC du
commerce, dont l’intégration et la conception de l’onduleur ont été réalisées à l’IRT Saint-
Exupéry.
o L’onduleur no 3 sera présenté plus en détail dans le Chapitre 5 car les efforts réalisés sur son
intégration contribuent au filtrage des émissions conduites.
Les spécifications de ces onduleurs sont résumées dans le Tableau 3.2.
(a) Onduleur no 1 (b) Onduleur no 2 (c) Onduleur no 3
Figure 3.2 – Onduleurs à base d’IGBT Si et de MOSFET SiC
Spécifications Onduleur no 1 Onduleur no 2 Onduleur no 3
Puissance 35 kW 15 kW 15 kW
Module Fuji Electric CREE - Wolfspeed IRT6MBI450U4-120 CCS050M12CM2 CULPA
Calibres 1200 V / 450 A 1200 V / 50 A 1200 V / 50 A
Technologie IGBT Si MOSFET SiC MOSFET SiC
Intégration ARCEL IRT IRT
Condensateur de bus 3×1,2 µF + 2×260 µF 5×30 µF 5×30 µF
Dissipateur Plaque à eau Convection forcée Convection forcée
Table 3.2 – Spécifications des onduleurs
Il est important de noter que les analyses menées dans cette thèse sur l’impact de l’introduc-
tion des semi-conducteurs grand gap sur la CEM sont réalisées en comparant les résultats obtenus
avec les onduleurs no 1 et 2. La différence de technologie ainsi que les intégrations différentes ne
permettront pas d’isoler l’impact du matériau seul. Ce choix se justifie pour des questions de coûts
et de temps de développement.
Afin d’augmenter la représentativité de notre chaîne électromécanique, les onduleurs sont placés
dans un boitier mécanique permettant de fixer les connecteurs aéronautique pour la connexion des
câbles à ses extrémités, cf. Figure 3.3.
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Cartes de mesures Onduleur
Boitier
Emplacement
connecteur aéronautique
Figure 3.3 – Intégration des onduleurs dans un boitier.
3.1.2 Spécifications des câbles de puissance
La section du câble est généralement fixée par l’application qui va nous indiquer la valeur
du courant fonctionnel, ainsi qu’une contrainte de température. Cette contrainte de température
est soit figée par l’avionneur pour tous les câbles de distribution et les câbles dont l’intégration
est réalisée par l’avionneur, soit déterminée par l’équipementier si le câble fait partie intégrante
de son système. La norme IEC 60287-2-1 permet de déterminer, en fonction de la contrainte en
température, la valeur des courants admissibles pour des applications terrestres définies pour une
température ambiante de 20 C˚. Des courbes similaires sont utilisées en aéronautique. Dans le
cas d’applications aéronautiques, le calcul des courants admissibles se base sur plusieurs autres
critères dont la température du milieu environnant (-50 C˚ à +70 C˚), son emplacement sur avion,
l’altitude, etc. Ces conditions environnementales sont listées dans la norme MIL-STD-810G. Pour
l’application VCS, la jauge des câbles est égale à 8, ce qui correspond à une section de 8,37 mm2.
Afin d’évaluer l’impact de la nature de câble de sortie (longueur, blindage) du variateur sur les
émissions conduites, nous avons retenu quatre câbles pour nos études. Les spécificités de ces câbles
sont résumées dans le Tableau 3.3.
Spécifications Câble no 1 Câble no 2 Câble no 3 Câble no 4
Longueur, `c 2 m 10 m 2 m 10 m
Conducteur AWG 8 - EN 2267-008A090P
Blindage NON OUI (tresse sur jonc)
Connecteur Souriau 8D5-21K48ST600L Souriau 8D5-21K48ST600L+ Reprise de blindage à 360˚
Masse 0,781 kg 3,08 kg 0,967 kg 3,73 kg
Table 3.3 – Câbles de sortie utilisés dans cette thèse
Afin d’augmenter la représentativité de notre chaîne électromécanique, nous avons utilisé des
câbles et connecteurs aéronautiques, cf. Figure 3.4 (a). Les câbles sont placés à 5 cm au-dessus du
plan de masse comme l’exige la norme DO-160, cf. Figure 3.4 (c).
La reprise de blindage à ses extrémités peut être réalisée de plusieurs façons. Parmi les méthodes
les plus courantes, nous pouvons citer la queue de cochon (cosse soudée ou chignon étamé) et la
reprise du blindage à 360˚. Le raccordement du blindage aux extrémités du câble joue un rôle
très important sur la performance du blindage. Dans certains cas, un mauvais raccordement du
blindage à la masse entraîne une dégradation des performances du blindage, le rendant inefficace
et pouvant engendrer des perturbations électromagnétiques plus importantes que si le câble n’était
pas blindé [131]. Bien que la pièce qui sert à faire la reprise de blindage à 360˚d’un connecteur
aéronautique soit très coûteuse, cf. Figure 3.4 (b), cette technique de raccordement est optimale
d’un point de vue de limitation des perturbations électromagnétiques conduites de mode commun.
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Fiche
Embase
(a)
Reprise de blindage à 360°
(b)
Câble testé: 10 m non blindé
Support en bois isolant Plan de masse
(c)
Figure 3.4 – Connecteurs aéronautiques (a) sans et (b) avec reprise de blindage à 360˚
(c) Installation du câble entre l’onduleur et le moteur à 5 cm du plan de masse.
3.1.3 Spécifications des machines électriques
Le moteur utilisé ici est le moteur de l’application VCS conçu par la société Liebherr Aerospace
pour l’Airbus A380. Les parties actives du moteur ont été fournies par Liebherr Aerospace. Celui-ci
a été rebobiné pour nos études car les contraintes sur l’isolation du bobinage sont plus sévères en
raison du doublement du niveau de tension du réseau.
Une génératrice a été accouplée au moteur aéronautique afin de pouvoir émuler des points de
fonctionnement correspondant à ceux de la mission de vol. Cette génératrice débite sur un banc de
charge passif résistif situé à l’extérieur de la cage de Faraday.
Quelques propriétés des machines électriques sont indiquées dans le Tableau 3.4.
Paramètres VCSmoteur
Parker
génératrice
Vitesse nominale [tr/min] 9000 9000
Couple nominal [N.m] 10 40
Résistance ph-ph [Ω] 0,113 0,290
Inductance ph-ph [mH] 0,458 4,67
Inertie du rotor [kg.m2] NDA 840.105
Débit d’eau [L/min] NDA > 5
Table 3.4 – Propriétés des machines électriques
Le banc moteur générateur est illustré à la Figure 3.5. L’outillage central permet de réduire
les défauts d’alignement et de simplifier les opérations de montage/démontage. L’accouplement des
machines électriques fait intervenir des mousses de deux natures différentes absorbant les vibrations
(noires et grises sur la Figure 3.5 (b)). Le niveau vibratoire mesuré est inférieur à 1 mm/s suivant
l’axe des machines.
VCS
génératrice
accouplement
(a) (b)
Figure 3.5 – Banc moteur VCS et génératrice : (a) Vue de la CAO (b) Réalisation.
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Lors de la conception mécanique de l’accouplement entre le moteur et la génératrice, une atten-
tion particulière a été portée sur l’isolation électrique des deux machines. L’isolation électrique entre
les châssis du moteur électrique et de la génératrice est réalisée par l’intégration d’un flasque en
matière plastique (PEEK) qui permet de conserver une bonne tenue mécanique, cf. Figure 3.6 (a).
Les arbres sont accouplés mécaniquement grâce à un accouplement de type à mâchoire, isolé par
un élastomère, cf. Figure 3.6 (b).
(a) (b)
Figure 3.6 – Isolation électrique des deux machines électriques (isolants en rouge)
(a) Isolation via l’accouplement carcasses (b) Isolation des arbres.
Le banc de charge résistif de la génératrice est placé à l’extérieur de la cage. Nous avons écarté
les bancs de charges actifs pour éviter la propagation de courants de mode commun de la génératrice
au reste de la chaîne électromécanique, bien que le banc moteur générateur soit isolé.
3.2 Contrôle commande de la machine électrique
Le contrôle de la machine pouvant influencer les commutations des interrupteurs de l’onduleur,
il est important d’indiquer les conditions dans lesquelles furent réalisés les essais de ces travaux.
Nous utilisons une commande vectorielle pour la régulation des courants de phases de la machine
synchrone à aimants permanents, basée sur une transformée de Park à puissance constante.
Une architecture usuelle du contrôle commande avec des correcteurs Proportionnel Intégral
(PI) avec anti-windup est présentée à la Figure 3.7. La synthèse des correcteurs et la simulation
du contrôle commande de la machine synchrone sont proposées à l’Annexe H. Afin d’améliorer les
performances de la régulation, les régulations des courants et de la vitesse sont réalisées avec des
correcteurs polynomiaux de type RST. Le cahier des charges que nous nous sommes fixé lors de
la synthèse des correcteurs est relativement souple car notre objectif n’est pas de travailler sur les
performances de régulation mais de disposer d’une commande suffisamment robuste pour réaliser
un grand nombre d’essais dans des conditions de fonctionnement très variées. Cette remarque est
d’autant plus justifiée par le fait que les performances d’un calculateur aéronautique sont diffé-
rentes de celles de notre calculateur temps réel. Par ailleurs, la mesure normative des perturbations
électromagnétiques s’effectue en régime permanent. Donc, nous n’avons pas d’exigence particulière
sur le temps de réponse de la boucle de vitesse.
Les ordres de commande sont envoyés du calculateur aux commandes rapprochées des onduleurs
via des fibres optiques. L’utilisation de la fibre optique permet d’augmenter l’immunité électroma-
gnétique de l’onduleur.
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Figure 3.7 – Commande vectorielle pour l’asservissement en vitesse de la machine
3.3 Association câble machine
Au cours du chapitre précédent, nous avons développé des modèles en mode commun du câble
et de la machine. La charge de notre variateur est l’association de ces deux éléments. L’impédance
de mode commun de la machine constitue un chemin privilégié pour les perturbations conduites et
elle est principalement capacitive, de l’ordre de 3 nF en basse fréquence. L’association du câble et
de la machine peut entrainer une augmentation de cette capacité. Sur la Figure 3.8 sont tracées les
impédances de mode commun de l’association du câble et de la machine. Nous avons vu au cours
des études paramétriques sur les modèles de câble que pour un câble non blindé la capacité de
mode commun est assez faible et que plus le câble est proche du plan de masse plus cette capacité
devient importante. Lors de l’association des câbles non blindés avec la machine, la capacité totale
en basse fréquence n’est donc quasiment pas modifiée contrairement aux cas des câbles blindés.
De plus, nous observons sur ces deux figures que la longueur du câble modifie à la fois la capacité
totale de mode commun mais aussi les fréquences de résonance et d’anti-résonance. Plus le câble
est long, plus ces fréquences se translatent vers les basses fréquences.
2 m non blindé + moteur
moteur
10 m non blindé + moteur
(a)
10 m blindé + moteur
2 m blindé + moteur
moteur
(b)
Figure 3.8 – Associations câbles machine : (a) Câbles non blindés, (b) Câbles blindés.
La Figure 3.9 montre plus nettement l’évolution de la capacité totale de la charge en fonction
de la longueur du câble. Nous remarquons que dans le cas de l’association d’un câble blindé et du
moteur VCS, une longueur de 6 mètres de câble suffit a égaler la capacité de mode commun de la
machine. Cette courbe nous permet d’estimer la longueur minimale du câble à partir de laquelle
la machine n’a plus d’influence sur l’amplitude des courants de mode commun, car totalement
masquée par l’impédance du câble. Pour un câble blindé, la longueur nécessaire pour masquer
l’impédance de mode commun de cette machine doit être cependant bien supérieure à 6 m.
Par ailleurs, à travers cette abaque, nous voyons apparaitre une zone comprise entre les courbes
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des câbles non blindés et des câbles blindés. Cette marge permet de situer la place des câbles à
capacité réduite.
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Figure 3.9 – Evolution de la capacité de mode commun des câbles en fonction de la longueur vs.
capacité de mode commun de la machine
Analysons rapidement l’impact de l’utilisation de câble blindé à capacité réduite. L’idée consiste
à insérer trois gaines isolantes (en PVC par exemple) afin de maitriser parfaitement les capacités
entre les conducteurs et le blindage, cf. Figure 3.10. C’est une solution assez robuste (car peu
dépendante de la personne effectuant le montage), et qui d’un point de vue intégration sur avion
est envisageable. Cette solution est également intéressante vis-à-vis d’une solution plus classique
qui consisterait à augmenter les épaisseurs des isolants des conducteurs. En effet, cette solution
permet aussi la maitrise de la capacité entre les conducteurs et le blindage. Mais, en revanche, elle
augmente également de façon couplée la valeur des capacités parasites inter conducteurs.
(a) (b)
Figure 3.10 – Simulations numériques (a) électrostatique et (b) magnétostatique d’un câble
blindé à capacité réduite avec le logiciel FEMM.
L’évolution des paramètres linéiques du câble sont présentées à la Figure 3.11 pour différents
rayons d’écarteurs (rec). Plus le rayon des écarteurs est important, plus la capacité linéique entre
les conducteurs et le blindage diminue. En effet, nous pouvons assimiler cette évolution à celle de
l’éloignement d’un câble non blindé au-dessus d’un plan de masse. Nous remarquons également que
l’introduction de ces écarteurs influe beaucoup la valeur des inductances linéiques. Cela s’explique
via les formulations établies au Chapitre 2 lors de la modélisation analytique des câbles de puissance.
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L’inductance linéique est composée de deux termes, l’inductance interne et l’inductance externe.
Or, le terme de l’inductance interne dépend de la taille de la boucle formée entre le conducteur et
sa référence. Ainsi, plus la référence est éloignée plus le terme de l’inductance externe augmente.
La présence d’écarteurs modifie également la résistance linéique en hautes fréquences à cause de la
modification de l’effet de proximité. Cette influence reste cependant faible.
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Figure 3.11 – Évolution fréquentielle des paramètres linéiques pour différents rayons d’écarteurs
conducteurs : (a) Résistance linéique (b) Inductance linéique (c) Capacités linéiques.
Cette solution est très intéressante, car elle permet de supprimer dans certains cas l’utilisation
du filtre en sortie du convertisseur [132]. Dans un futur proche, il serait intéressant de prendre
en compte ce degré de liberté dans l’approche de prototypage virtuel afin de déterminer le rayon
optimal des écarteurs. Une optimisation de l’ensemble onduleur, filtres et câble à capacité réduite
permettrait d’évaluer la répartition du filtrage sur l’ensemble de la chaîne et de déterminer quelle
configuration est optimale sur la masse totale du système. Cependant, cette solution doit être
examinée de plus près car l’ajout des écarteurs augmente la masse du câble blindé.
3.4 Mesure normative CEM
3.4.1 Intégration de la chaîne dans le setup normatif
Les normes CEM cadrent les conditions opératoires de la mesure normative pour garantir la
reproductibilité et la fiabilité des mesures effectuées. Les principaux éléments qui caractérisent une
mesure normative CEM sont liés à l’environnement dans lequel est intégré le système de variation
de vitesse. Premièrement, la chaîne électromécanique est disposée dans une cage de Faraday afin
de s’assurer que les perturbations mesurées sont bien celles émises par le système et non pas des
perturbations externes. Ensuite, un RSIL est connecté sur chacun des câbles de distribution et
des condensateurs films de 10 µF sont placés en amont comme le stipule la norme DO-160G. Ces
condensateurs permettent de filtrer toutes perturbations de mode commun qui proviendraient de
l’extérieur par les câbles qui relient les alimentations aux RSILs.
La Figure 3.12 présente une vue schématique de notre banc d’essai.
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Figure 3.12 – Schéma fonctionnel de l’intégration de la chaîne électromécanique
La Figure 3.13 illustre la mise en place de la chaîne électromécanique dans la configuration
normative. La chaîne électromécanique est disposée dans une cage de Faraday sur un plan de
masse. Les câbles de puissance sont placés à 5 cm au-dessus de plan de masse. Tandis que les
RSILs, et le boitier onduleur sont placés directement sur le plan de masse ; du scotch cuivre est
utilisé pour améliorer la mise à la masse de ces équipements. Finalement, le châssis du moteur VCS
est connecté au plan de masse à l’aide d’une tresse de 15 cm.
1
2
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6
7
5
Figure 3.13 – Laboratoire d’essais - ¬ Centre de pilotage du banc ­ Cage de Faraday ® RSILs
¯ Câble DC ° Onduleur ± Câble AC ² Banc moteur générateur.
3.4.2 Mesure normative et métrologie
Les mesures normatives sont réalisées par un capteur de courant à 5 cm de l’équipement sous
test, côté réseau (Power Lines) et côté câble moteur (Interconnecting Bundles). Des bouchons
résistifs de 50 Ω doivent être connectés aux RSILs pour l’adaptation d’impédance dans le but
d’imposer une impédance connue et constante sur la plage de fréquences d’étude.
Le réseau de distribution en haute tension continu étant un nouveau réseau encore au stade de
recherche pour l’avionneur Airbus, l’avionneur n’a pas encore clairement statué sur le choix de la
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distribution de la tension HVDC (+/- 270 VDC ou 0-540 VDC) ce qui a un impact direct sur la
mesure des émissions conduites côté réseau. Sur les réseaux de distribution alternatifs, les systèmes
à variateurs de vitesses sont composés d’un étage de redressement. La mesure des perturbations
conduites telle que la spécifie la DO-160 est alors une mesure englobant les trois phases du réseau,
i.e. similaire à la mesure effectuée en sortie du variateur. Le courant ainsi mesuré est un courant
de mode commun. Par ailleurs, il existe sur avion un réseau DC 28V pour l’alimentation des cal-
culateurs. La mesure des émissions conduites côté réseau est réalisée sur le câble de distribution
+28 VDC, la norme DO-160 contraint alors le courant de mode commun et le courant de mode
différentiel.
Si la mesure normative des perturbations électromagnétiques conduites est la mesure sur chacun
des câbles de la distribution (mesures no 3 et no 4 sur la Figure 3.14) alors les gabarits normatifs de
la DO-160 s’appliquent sur chacune de ces mesures en entrée. Tout comme le réseau 28 VDC, la
norme contraint dans ce cas-là le mode commun et le mode différentiel. En revanche, si la mesure
normative est la mesure no 2, la contrainte s’applique uniquement au courant de mode commun.
CONNECTEURCONNECTEUR
T1 T2 T3
B1 B2 B3
ONDULEUR
Dissipateur
1 2 3 4
+270 VDC
-270 VDC
5
Plan de masse
Figure 3.14 – Points de mesures des émissions conduites lors d’un essais normatif DO-160 :
(1) Mesure du courant différentiel, (2) Mesure du courant de mode commun en entrée,
(3) Mesure des perturbations sur le + 270 VDC, (4) Mesure des perturbations sur le - 270 VDC,
(5) Mesure du courant de mode commun en sortie.
La première mesure que nous avons effectuée est celle du bruit ambiant généré par les différentes
alimentations (bus DC et des drivers), l’onduleur étant à l’arrêt. Cela nous permet de quantifier la
contribution de ces éléments sur les perturbations mesurées lorsque les interrupteurs commenceront
à commuter. La Figure 3.15 (a) montre que le bruit ambiant mesuré sur ce banc vaut en moyenne
5 dBµA sur la plage fréquentielle allant de 150 kHz à 30 MHz, ce qui montre que les alimentations
sont relativement « propres ».
Bruit de fond
Bruit de plancher du récepteur
(a)
Mode analyseur de spectre> 25 min
Mode récepteur EMI < 2 min
Option Time Domain Scan
(b)
Figure 3.15 – (a) Mesures du bruit de plancher du récepteur EMI et du bruit de fond
(b) Analyseur de spectre vs Récepteur EMI avec l’option Time Domain Scan
136 CHAPITRE 3. DISPOSITIF EXPÉRIMENTAL ET VALIDATION DES MODÈLES
Le saut observé à partir de 30 MHz correspond à la modification de la fenêtre d’analyse de
l’analyseur de spectre : elle passe automatiquement de 1 kHz entre [150 kHz-30 MHz] à 10 kHz
entre [30 MHz - 1 GHz].
Historiquement, les mesures des émissions étaient effectuées à l’aide d’un analyseur de spectre.
Depuis quelques années l’utilisation des récepteurs EMI pour la mesure des perturbations électro-
magnéties conduites s’est répandue. Sur la Figure 3.15 (b) nous comparons les relevés ainsi que les
temps de calculs des deux types de mesures. Il en ressort que les mesures à l’aide du mode récep-
teur EMI sont beaucoup plus rapides. Tous les spectres mesurés des courants de mode commun
présentés dans ce mémoire sont donc obtenues à l’aide du récepteur EMI avec l’option du balayage
temporel.
3.5 Analyse temporelle des perturbations de mode commun
La norme DO-160, tout comme la majorité des normes CEM, ne requiert aucune mesure des
perturbations dans le domaine temporel puisque seules les amplitudes des composantes du spectre
sont contraintes. Cependant, il peut être intéressant de disposer de moyens de diagnostic pour la
compréhension des mécanismes de génération et de propagation des perturbations de mode com-
mun [133] [134] [135]. D’autre part, les mesures dans le domaine temporel via un oscilloscope sont
plus directes et peuvent être préférées pour la mesure de signaux de grande amplitude dans la plage
des basses fréquences.
Le diagnostic des perturbations de mode commun dans le domaine temporel permet de vérifier
entre autre la pertinence du modèle de la source présenté dans le chapitre précédent. L’évolution
de la tension de mode commun dans le domaine temporel est illustré à la Figure 3.16. A chaque
commutation d’un interrupteur engendrant une différence de potentiels UDC à ses bornes (égale à
540 V dans notre cas), la tension de mode commun subit une variation d’amplitude UDC/3. Ainsi,
la tension de mode commun en sortie de l’onduleur est une forme d’onde découpée à plusieurs
paliers dont le contenu spectral comporte des harmoniques de grande amplitude.
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Figure 3.16 – Visualisation des tensions simples et de la tension de mode commun.
Cette tension découpée engendre la création et la circulation de courants de mode commun
du aux nombreux couplages parasites. L’allure de ces courants est illustrée à la Figure 3.17. Nous
confirmons que ces courants sont très impulsionnels et également fortement amortis. En effet, entre
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deux commutations, le courant de mode commun revient rapidement dans un régime permanent
après un ensemble de pseudo-oscillations.
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Figure 3.17 – Analyse des courants de mode commun dans le domaine temporel.
Bande passante de l’oscilloscope : 100 MHz - Résolution en amplitude sur 14 bits.
3.6 Transfert de modes - Limitations du modèle
Les mesures normatives en CEM dans le domaine fréquentiel se focalisent principalement sur
l’amplitude du spectre ; par conséquent, le manque d’information de la phase limite significative-
ment l’analyse de la distribution des courants entre le MC et le MD par rapport à une analyse dans le
domaine temporel. Cependant, nous avons vu précédemment que la mesure temporelle des signaux
hautes fréquences requiert l’utilisation d’appareils de mesure avec une très grande plage dynamique.
Le modèle que nous avons mis en place pour l’estimation des courants de mode commun est
basé sur l’hypothèse que tous les courants de mode commun sont exclusivement dus à une source de
bruit de mode commun. Il faut toutefois s’interroger sur d’éventuels transferts de mode (MD vers
MC) qui pourraient rendre le modèle moins pertinent. En effet, ces transferts ont lieu notamment
si le système contient des dissymétries structurelles. Nous analyserons par un raisonnement simple
les transferts de mode que nous avons constatés.
Prenons l’exemple d’un système à 6 ports, tels qu’un câble bifilaire ou un filtre sur le bus DC,
nous pouvons définir les tensions et courants de mode différentiel et de mode commun aux bornes de
l’équipement, en se basant sur la Figure 3.18. Ces tensions et courants s’expriment donc ∀k ∈ {e, s},
VMDk = V1k − V2k, VMCk = V1k + V2k2 (3.1)
IMDk =
I1k − I2k
2 , IMCk = I1k + I2k (3.2)
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Figure 3.18 – Séparation des modes MD/MC : schéma de principe.
Autrement dit, nous avons sous la formulation matricielle,
VMDk
IMDk
VMCk
IMCk

k∈{e,s}
= P ·

V1k
V2k
I1k
I2k

k∈{e,s}
où, P =

1 −1 0 0
0 0 1/2 − 1/2
1/2 1/2 0 0
0 0 1 1
 (3.3)
où P est la matrice de passage, carrée et inversible.
Par ailleurs, il est également possible d’exprimer les grandeurs d’entrée en fonction de celle de
sortie avec la relation suivante, où M est une matrice de dimension (4×4).
V1e
V2e
I1e
I2e
 = M ·

V1s
V2s
I1s
I2s
 (3.4)
Finalement, en combinant les deux précédentes équations nous aboutissons à une relation qui
relie les tensions et courants de MD et de MC en entrée et en sortie de l’équipement :
VMDe
IMDe
VMCe
IMCe
 = P ·M ·P−1 ·

VMDs
IMDs
VMCs
IMCs
 (3.5)
La symétrie est obtenue en mode différentiel lorsque les impédances Z2 et Z3 sont égales. En
mode commun, la symétrie est obtenue lorsque les impédances Z5 et Z6 sont égales. Ainsi, si le
système est symétrique la matrice P ·M ·P−1 est diagonale par bloc :
VMDe
IMDe
VMCe
IMCe
 =symétrie

MD 0 00 0
0 0 MC0 0
 ·

VMDs
IMDs
VMCs
IMCs
 (3.6)
Lors de la réalisation de filtre, par exemple, il faut donc veiller à conserver et maitriser au mieux
les symétries dans le routage des composants sur le PCB ou bien dans le bobinages des inductances.
Sur les figures 3.19 (a) et (b), nous observons que le spectre du courant de mode différentiel de
nos applications devenant négligeable après quelques dizaines kHz (effet de filtrage du câble, des
inductances moteur), il en résulte que le transfert de mode MD vers MC devient aussi négligeable
aux fréquences de sensibilité observées. A partir de 20 MHz, nous remarquons que le courant de
mode différentiel devient du même ordre que le courant de mode commun.
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ENTRÉE
Mode Commun
Mode Différentiel
(a)
ENTRÉE
Mode Commun
Mode Différentiel
(b)
Figure 3.19 – Transfert de mode en entrée (a) Onduleur IGBT Si (b) Onduleur MOSFET SiC
Conf. : SPWM, fdec = 20 kHz, `c = 10 m, blindé, N = 5000 tr/min, C = 11 N·m
Il a été observé, dans de précédents travaux [104], que les fréquences à partir desquelles apparaît
ce transfert de mode correspondent à la gamme où le spectre du courant de mode différentiel décroît
rapidement de -40 dB/dec. Nous pouvons par conséquent supposer que la part du courant de mode
commun résultant du transfert MD vers MC est négligeable par rapport à la partie fournie par la
tension de mode commun du convertisseur de puissance. Ces éléments permettent en conséquence
d’expliquer le bon comportement de notre modèle de mode commun basé sur l’hypothèse que tous
les courants de mode commun sont essentiellement dus à une seule source de tension de mode
commun. Néanmoins, c’est un point pour lequel il faut rester vigilant en cas d’application de cette
approche sur d’autres systèmes. Si toutefois, le transfert était plus important, ce phénomène au
deuxième ordre peut être pris en compte par l’adjonction d’une source supplémentaire de mode
commun ou d’un modèle hybride regroupant les perturbations de mode différentiel et de mode
commun comme le proposent les auteurs de l’article [136].
3.7 Justification du modèle pour le dimensionnement du filtrage
Les filtres seront dimensionnés par conception virtuelle par rapport au courant de mode com-
mun car notre modèle ne fournit que l’information des courants de mode commun en hautes fré-
quences. Or nous avons vu dans la section de la mesure normative, que cette dernière n’est pas
encore vraiment bien définie côté réseau. Nous proposons alors ici de vérifier que le dimension-
nement du filtre de mode commun par rapport au courant de mode commun ne conduit pas à
un sous-dimensionnement du filtre dans le cas où la mesure normative imposerait la mesure des
perturbations sur chaque câble de la distribution.
La Figure 3.20 montre que les harmoniques du courant de mode commun sont plus importants
que ceux des courants mesurés sur les câbles de distribution, et ce sur toute la plage de fréquences.
Ce résultat confirme les observations faites lors de la section précédente, c’est-à-dire que le courant
de mode différentiel est bien inférieur au courant de mode commun dans cette plage de fréquences,
en accord avec la convention adoptée à la Figure 3.14.
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Norme D0-160
Mesure en MC (2)
Mesure sur le +270 V (3)
(a)
Norme D0-160
Mesure en MC (2)
Mesure sur le +270 V (3)
(b)
Figure 3.20 – Justification modèle en MC (a) Onduleur IGBT ; (b) Onduleur MOSFET SiC.
Conf. : SPWM, fdec = 20 kHz, RG = 5 Ω, VGS = 20 V, `c = 10 m, blindé, N = 5000 tr/min, C = 11 N·m.
A la section précédente, nous avons identifié les plages de fréquences pour lesquelles le courant
de mode différentiel devient important et est donc susceptible de provoquer un transfert de mode
notable si une dissymétrie structurelle existe. Ce constat est visible lorsque nous comparons les
émissions conduites en entrée sur le + 270 VDC et le - 270 VDC. Nous observons que sur les
zones précédemment identifiées en hautes fréquences, une dissymétrie est présente car les courants
mesurés ne sont pas égaux, cf. Figure 3.21.
Mesure sur le +270 V (3)
Mesure sur le -270 V (4)
(a)
Mesure sur le +270 V (3)
Mesure sur le -270 V (4)
(b)
Figure 3.21 – Différences sur le +/- 270 VDC (a) Onduleur IGBT ; (b) Onduleur MOSFET SiC.
Conf. : SPWM, fdec = 20 kHz, RG = 5 Ω, VGS = 20 V, `c = 10 m, blindé, N = 5000 tr/min, C = 11 N·m.
3.8 Impact de l’adaptation d’impédance 50 Ω sur les résultats
L’ensemble des essais que nous réalisons sont conformes aux exigences de la DO-160. Seul
l’avionneur connait la correspondance entre les essais sur avion et les résultats obtenus dans une
configuration DO-160. C’est d’ailleurs à partir de cette corrélation que sont définis les gabarits.
Bien que la définition des conditions opératoires ne soient pas de notre ressort, il est tout de même
intéressant de se poser des questions sur la représentativité du test normatif. Nous nous attendons
à trouver des résultats différents sur avion, notamment vis à vis de l’impédance du réseau. Il est
clair que l’utilisation des RSIL est nécessaire pour assurer la reproductibilité des essais mais que
se passerait-il si nous avons une désadaptation d’impédance au niveau du réseau ? Analysons les
spectres des courants de mode commun mesurés avec et sans adaptation d’impédance au niveau de
l’entrée, cf Figure 3.22.
3.9. PLANS D’EXPÉRIENCES 141
ENTRÉE
Sans 50   
Sans 10 µF  
Norme D0-160
RSIL complet
Figure 3.22 – Courants de mode commun - Impact des bouchons 50 Ω avec câble AC blindé
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, N = 5000 tr/min, C = 11 N·m.
Nous observons que sans l’adaptation d’impédance de 50 Ω les perturbations mesurées sont plus
faibles à partir de quelques MHz. Ces écarts d’amplitudes sur les spectres se justifient facilement :
sur la Figure 3.23 nous traçons les impédances de mode commun des RSIL avec et sans le bouchon
résistif. A partir de quelques MHz, nous constatons que l’impédance du RSIL sans le bouchons
ne stagne pas à une impédance fixe de 50 Ω. L’impédance du RSIL sans bouchon résistif est plus
importante en hautes fréquences, il est donc plus difficile pour le courant de mode commun de
reboucler par le RSIL.
Bouchons résistifs 50   Condensateurs de 10 µF
5 µH
100 nF
1 k   
PLANDEMASSE
Désadaptation d’impédance
RSIL conforme  
aux exigences de la D0-160
5 µH
100 nF
1 k  
10 µF
PLANDEMASSE
50   
Max CISPR 16.1.1
Min CISPR 16.1.1
Figure 3.23 – Caractérisation des impédances de mode commun des RSILs
3.9 Plans d’expériences
Dans ces travaux de thèse, nous souhaitons réaliser des études paramétriques pour comprendre
les mécanismes de génération et de propagation des émissions conduites de mode commun d’une
chaîne électromécanique. Le banc expérimental détaillé dans les sections précédentes permet la
réalisation d’une multitude d’essais pour valider la modélisation sur plusieurs chaînes électroméca-
niques et sur différents points de fonctionnement. Les degrés de liberté sur chacun des équipements
de la chaîne électromécanique sont résumés à travers la Figure 3.24.
Nous avons ensuite décliné l’ensemble des possibilités lors des essais. Les plans d’expériences
permettent d’organiser au mieux les essais qui accompagnent une recherche scientifique. Le principe
des plans d’expériences est l’obtention d’un maximum de renseignements avec le minimum d’essais
[137] [138]. Cette méthodologie est intéressante lorsque nous cherchons une représentation mathé-
matique de type boîte noire entre la ou les grandeurs d’intérêts et les différents facteurs. Ainsi les
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plans d’expériences sont intéressants si nous cherchons à déterminer une fonction du type :
y = f(x1, x2, ..., xi, ..., xn−1, xn) (3.7)
où y est la grandeur d’intérêt et les n variables xi.
Nous n’utiliserons pas la théorie des plans d’expériences dans notre étude car nous avons sou-
haité décliner l’ensemble des combinaisons possibles pour disposer d’une cartographie des émissions
conduites du banc. Notre modélisation se voulant prédictive, nous ne cherchons pas non plus à ex-
primer le lien entre les grandeurs de conception et le spectre des courants de mode commun via un
traitement de données expérimentales.
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(a) Onduleur IGBT Si
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5, 10   
16, 20, 24 V
20, 100 kHz
(b) Onduleur MOSFET SiC
(c) Câbles (d) Moteur
Figure 3.24 – Variations paramétriques sur chacun des équipements de la chaîne
électromécanique pour les études menées au Chapitre 4.
Enfin, ces variations des paramètres de conception de la chaîne conduiront à l’identification des
paramètres les plus impactants sur les pertes de l’onduleur et de sa pollution électromagnétique
émise par conduction.
3.10 Conclusions
Au cours de ce chapitre, les modèles d’analyses ont été confrontés aux mesures sur une chaîne
électromécanique. Le banc expérimental développé permet la réalisation d’essais normatif DO-
160G. Cette phase expérimentale a permis de soulever quelques interrogations au sujet de l’essai
normatif à réaliser pour la mesure des émissions conduites d’une chaîne électromécanique alimentée
par un réseau de type HVDC.
Lors du recalage des modèles nous avons été confrontés à des incertitudes afin de reproduire au
mieux les conditions d’intégration de la chaîne électromécanique dans le setup normatif. En effet,
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ce fut particulièrement le cas pour la modélisation du câblage interne du boitier de l’onduleur, car
nous n’avons pas pris de précautions pour maintenir ces câbles à une hauteur constante du plan de
masse. Une hauteur moyenne des câbles dans le boitier a dû être estimée. Cette estimation peut
conduire à des écarts entre la modélisation et la mesure des courants de mode commun notamment
dans le bon calage des fréquences de résonance induites par la longueur des câbles. En effet, nous
avons vu qu’une modification de la hauteur d’un câble non blindé au dessus d’un plan de masse
entraine la modification de l’inductance et de la capacité linéique.
L’intérêt de ce banc d’essais est de pouvoir tester et valider notre modèle développé au Cha-
pitre 2 sur plusieurs points de fonctionnement et sur des chaînes électromécaniques différentes
(onduleurs, câbles). Ainsi, la prédiction et le domaine de validité des modèles développés peuvent
être correctement évalués.
Les principaux écarts observés se situent pour des fréquences supérieurs à 20 MHz. Les causes
identifiées sont diverses. Tout d’abord nous avons identifié des plages de fréquences dans lesquelles
apparaissent des transferts de modes qui ne sont pas pris en compte dans notre modélisation.
Ensuite, nous avons été confrontés à des difficultés lors de l’extraction des impédances de mode
commun de l’onduleur car pour les hautes fréquences l’outillage servant à réaliser la caractérisation
impacte beaucoup le résultat.
La mise en place de ce banc de test modulaire et générique permet de modifier facilement
la chaîne électromécanique pour conduire des études paramétriques. Les résultats de ces études
paramétriques sont présentés dans le chapitre suivant. Ces études permettront en partie de quanti-
fier l’impact de l’utilisation d’un onduleur à base de composants grands gap sur les perturbations
électromagnétiques conduites de mode commun.
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Chapitre4
Impacts des semi-conducteurs à grand gap SiC
et études de sensibilité
Ce chapitre traite de l’impact de l’introduction des semi-conducteurs MOSFET SiC sur lesvariateurs de vitesse. Les onduleurs no 1 et no 2 présentés au chapitre précédent, compo-sés respectivement d’IGBT Si et de MOSFET SiC, seront utilisés pour la réalisation desétudes paramétriques. Les vitesses de commutation des interrupteurs MOSFET SiC pou-
vant être 2 à 10 fois supérieures à celle des IGBT Si, la fréquence de découpage peut être fortement
augmentée. Ces deux facteurs contribuent à l’augmentation des perturbations électromagnétiques.
Avec l’augmentation des contenus spectraux en hautes fréquences, les éléments parasites précé-
demment négligeables commencent à jouer un rôle croissant dans la production de perturbations
électromagnétiques. En d’autres termes, le dimensionnement du filtrage CEM est devenu une pro-
blématique très critique, ce qui va à l’encontre des gains de masse obtenus par l’utilisation des
composants émergents à base de carbure de silicium. Des études de sensibilité permettront d’iden-
tifier les paramètres qui ont un effet sur l’enveloppe du spectre des courants de mode commun.
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4.1 État de l’art et rappels
4.1.1 Semi-conducteurs pour les convertisseurs statiques
La Figure 4.1 (a) présente un aperçu des différentes technologies de semi-conducteurs utilisées
pour la conversion d’énergie en fonction de la fréquence de découpage et de la puissance de l’ap-
plication. Pour le niveau de puissance visé, deux types de semi-conducteurs sont très couramment
utilisés : MOSFETs Si et IGBTs Si. Les transistors MOSFET ont des vitesses de commutation plus
rapides que les transistors IGBTs. Ils peuvent ainsi fonctionner à des fréquences de découpage plus
élevées. De plus, les MOSFETs ne possèdent pas de courants de queue au blocage contrairement
aux IGBTs, ce qui est un contributeur majeur des pertes en commutation des IGBTs. Cependant,
les IGBTs ont une plus petite chute de tension à l’état passant pour le même calibre en courant,
ce qui permet d’utiliser les IGBTs pour de plus fortes puissances.
Aujourd’hui, les matériaux émergents dits grands gap en carbure de Silicium (SiC) et en Nitrure
de Gallium (GaN) sont à l’origine de nombreux travaux de recherche [139] [140] [141] [142] [143] [144]
[145]. Ces nouveaux semi-conducteurs possèdent de meilleurs tenues en température, des vitesses
de commutation plus élevées, de plus faible chute de tension à l’état passant, et des forts potentiels
en tenue en tension comparé au Silicium. Le Tableau 4.1 résume les propriétés des matériaux semi-
conducteurs en Silicium et Carbure de Silicium. Ils sont donc de bons candidats pour la conversion
d’énergie pour des gammes de puissance de quelques kilowatts à plusieurs centaines de kilowatts
mais ils nécessiteront une meilleure maîtrise de la CEM.
Propriété Unité Si 3C-SiC 4H-SiC 6H-SiC
Énergie du gap, Eg [ev] 1,11 2,2 3,26 2,86
Conductivité thermique, λ [W/(cm.˚C)] 1,11 2,2 3,26 2,86
Champ de claquage, Ec [MV/cm] 0,3 3 3 4
Permittivité électrique relative, εc [-] 111,8 9,66 9,7 9,7
Vitesse de saturation, Vsat [km/s] 100 250 200 200
Mobilité d’électron, µn [-] 1350 1000 900 500
Table 4.1 – Propriétés physiques des matériaux semi-conducteurs Si et SiC [44] [45].
La figure de mérite est une des approches intéressantes pour faire une première sélection du
semi-conducteur. Le calibre en courant est déterminé par l’aire de la puce semi-conductrice. Plus
celle-ci est large, plus faible est la résistance à l’état passant, ce qui implique de plus faibles pertes
par conduction. Mais cela augmente la capacité parasite conduisant à des pertes par commutation
plus élevées. Un compromis doit donc être fait entre la résistance à l’état passant et la capacité
parasite. La figure de mérite la plus connue pour comparer des transistors à effet de champ met en
concurrence la résistance spécifique à l’état passant, Ron, et la tension de rupture du composant,
UBD [146] [44] , cf. Figure 4.1 (b).
Ron =
1
Achip,act · σon =
2 · UBD√ρcond
I
√
εµnEc
(4.1)
Avec, Achip,act l’aire de la puce du semi-conducteur ; σon, la conductivité spécifique ; ρcond, la résis-
tivité du matériau ; ε, la permittivité du matériau.
Cette figure montre l’intérêt du SiC. Alors que la limite du silicium pour un composant uni-
polaire avec des pertes à l’état passant convenables se situe à quelques centaines de Volts, le SiC
permet la réalisation de composants unipolaires de plusieurs dizaines de kV. De même, pour une
tension de claquage donnée, la résistance spécifique à l’état passant du SiC est plus faible d’une
décade environ. Cette approche permet des comparaisons rapides entre composants. Toutefois, elle
ne quantifie pas les pertes en commutation avec précision, et la limite thermique des composants
n’est pas prise en compte dans la figure de mérite.
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Figure 4.1 – Figures de mérite des semi-conducteurs pour la conversion d’énergie.
4.1.2 Commutation IGBT / MOSFET
Afin de réaliser un bilan sur l’impact de l’utilisation du SiC sur un système de variation de
vitesse, deux types de semi-conducteurs ont été retenus pour la réalisation des convertisseurs. Ces
composants ont des mécanismes de commutation différents. Les formes d’ondes idéalisées d’une
cellule de commutation composée d’IGBT et de MOSFET sont illustrées respectivement sur les
Figures 4.2 (a)(c) et 4.2 (b)(d). La diode utilisée dans les deux cellules est identique.
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Figure 4.2 – Formes d’ondes idéaliséesde commutation d’un IGBT vs MOSFET.
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Les pertes par commutation à l’amorçage d’un IGBT sont très fortement dépendantes des
caractéristiques du recouvrement inverse de la diode montée en anti-parallèle de l’autre interrupteur.
Le principe d’une diode de puissance induit l’existence de charges stockées dans la zone N−. Celles-
ci procurent une faible chute de tension lors de sa conduction. En revanche, il faut évacuer la charge
stockée Qrr lors de la phase de blocage ce qui conduit au phénomène de recouvrement. Un courant
inverse apparaît jusqu’à la valeur Irr pendant la durée de recouvrement trr. Ensuite, la jonction
reconstitue sa barrière de potentiel. Cette dernière phase garantit la fin de la transition vers l’état
bloqué en permettant au courant de revenir à zéro.
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Figure 4.3 – Formes d’ondes du blocage des diodes et énergies de commutation [15].
Selon sur des études précédentes, les diodes Schottky SiC améliorent les performances lors de
la commutation. Voici quelques propriétés [15] :
o Contrairement aux diodes en Silicium, les diodes Schottky utilisées ici dans le module MOS-
FET SiC montre une faible dépendance du courant de recouvrement en fonction de la tem-
pérature ;
o Le courant de recouvrement inverse étant beaucoup plus faible, une optimisation du choix du
calibre en courant du transistor peut être faite ;
o L’absence de surtensions peut permettre, dans certains cas, la suppression de circuits snubber ;
o D’un point de vue de la CEM, les diodes Si provoquant des oscillations sur la tension aux
bornes de l’IGBT, des perturbations électromagnétiques supplémentaires sont donc générées ;
o D’un point de vue efficacité énergétique, l’utilisation des diodes SiC permet de réduire de
façon significative les pertes par commutation, cf. Figure 4.3. Nous négligerons donc, par la
suite, les pertes par commutation au blocage des diodes dans le cas du module MOSFET SiC.
4.2 Impact de la technologie SiC sur les pertes de l’onduleur
4.2.1 Modèle de pertes dans les semi-conducteurs
Les onduleurs étudiés utilisant deux technologies de semi-conducteurs différentes, l’analyse des
pertes se fera suivant le type de semi-conducteur dans les sections suivantes. Les pertes dans
l’onduleur se décomposent en pertes par conduction, Pcond, et pertes par commutation, Pcom :
Pond = Pcond + Pcom (4.2)
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Les pertes par conduction s’expriment de la même façon pour les deux technologies, ainsi nous
distinguerons les cas uniquement pour les pertes par commutation.
Le calcul des pertes par conduction et par commutation se fait sur un bras d’onduleur. Après
avoir déterminé les pertes de la cellule de commutation, Pcell, les pertes de l’onduleur sont obtenues
par la relation suivante
Pond = 3 · Pcell (4.3)
La cellule de commutation est composée de deux interrupteurs bidirectionnels en courant. Le
transistor et la diode du haut sont notés T1, D1 et le transistor et la diode du bas sont notés
respectivement T2, D2.
4.2.1.1 Pertes par conduction
Afin d’estimer les pertes par conduction, la première étape consiste à modéliser la caractéristique
de sortie des semi-conducteurs. Le plus simple est de rapprocher chaque courbe à une approximation
de premier ordre dont les paramètres seront VCE0 et RCE , respectivement (VDS0, RDSon) pour les
MOSFET et (Vdiode0, Rdiode) pour les diodes. La caractéristique est donc approchée à une droite
dans la zone de conduction. RCE0 est la pente de la droite approchée, connue sous le nom de
transconductance. VCE0 est la valeur de la tension correspondant à un courant nul sur la droite,
également appelée tension de seuil. Nous avons choisi la courbe caractéristique dont la température
de jonction est de 125◦C, pour étudier le cas le plus défavorable de fonctionnement.
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Figure 4.4 – Caractéristiques statiques de sorties des semi-conducteurs.
Après avoir obtenu les approximations de la caractéristique de sortie de chaque semi-conducteur,
nous pouvons procéder au calcul des pertes par conduction de chaque semi-conducteur. La puissance
dissipée par conduction est donnée par l’expression suivante :
Pour les IGBT, pcond(t) = vCE(t) · iigbt(t) = VCE0 · iigbt(t) +RCE · i2igbt(t)
Pour les MOSFET, pcond(t) = vDS(t) · imosfet(t) = VDS0 · imosfet(t) +RDSon · i2mosfet(t)
Pour les diodes, pcond(t) = vdiode(t) · idiode(t) = Vdiode0 · idiode(t) +Rdiode · i2diode(t)
(4.4)
Sur une période basse fréquence, les pertes moyennes par conduction ont pour expression :
Pour les IGBT, Pcond = VCE0 · 〈Iigbt〉+RCE · I2igbtRMS
Pour les MOSFET, Pcond = VDS0 · 〈Imosfet〉+RDSon · I2mosfetRMS
Pour les diodes, Pcond = Vdiode · 〈Idiode〉+Rdiode · I2diodeRMS
(4.5)
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4.2.1.2 Pertes par commutation
Pour effectuer la mesure expérimentale des pertes par commutation des composants d’électro-
nique de puissance, deux méthodes peuvent être utilisées : la méthode de la double impulsion et la
méthode dite d’opposition.
4.2.1.2.1 Calcul à partir des données constructeur - Application aux composants Si
La méthode de la double impulsion est la plus répandue pour la mesure des pertes par commu-
tation d’une cellule de commutation. Cette méthode décrite en [147] [148] [149] consiste à prélever
la tension aux bornes d’un interrupteur, et le courant le traversant pendant la commutation, afin
de trouver les énergies de commutation par l’intégration du produit tension courant, voir Figure
4.6 (a). Un des très grands avantages de cette méthode est le contrôle de la température de jonction
car les essais sont relativement courts. En revanche, cette méthode nécessite une grande précaution
en métrologie via l’utilisation de sondes à large bande passante compensées et synchronisées entre
elles. Finalement, elle est très intrusive, du fait de l’ajout d’éléments parasites dans la maille de
commutation. Le shunt de courant utilisé est souvent du même ordre de grandeur que la résistance
à l’état passant du composant, les caractéristiques de la maille de commutation sont donc altérées.
Selon le type de composants, l’estimation des pertes par commutation à partir des données du
constructeur peut donner de bons résultats. Les courbes des énergies de commutation en fonction
du courant sont obtenues avec la méthode de la double impulsion, cf. Figure 4.5. Ces courbes
permettent de connaître l’énergie dissipée dans un amorçage ou un blocage d’un semi-conducteur
en fonction du courant du semi-conducteur. Lorsque les composants sont lents avec de fortes valeurs
de résistances à l’état passant, tels que les IGBT et MOSFET Si, l’extrapolation de ces courbes
suffit à estimer les pertes avec un bon niveau de précision. Elles sont approximées via un polynôme
du second ordre pour une tension utilisée pour les mesures. Les énergies de commutation ont donc
pour expression,
∀k ∈ {ON,OFF,REC} , Ekcom(I) = Ak +Bk · I + Ck · I2 (4.6)
Où, Ak, Bk et Ck sont les coefficients à identifier. L’énergie de commutation est proportionnelle à la
tension commutée. Pour déterminer l’énergie de commutation avec une tension UDC , l’expression
devient :
∀k ∈ {ON,OFF,REC} , Ekcom(I) =
UDC
Uref
(
Ak +Bk · I + Ck · I2
)
(4.7)
Avec, Uref la tension de référence utilisée pour les mesures des énergies de commutation dans les
données du constructeur.
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Figure 4.5 – Données constructeurs des énergies de commutation [16] [17] [18].
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Par ailleurs, les caractéristiques d’un troisième module sont illustrées. Il s’agit d’un module
IGBT de chez Infineon qui possède le même calibre en courant et les mêmes dimensions géométriques
que le module MOSFET SiC de chez CREE.
Coefficients Variables Infineon Fuji Electric WolfspeedFS50R12KT4B15 6MBI450U4-120 CCS050M12CM2
Amorçage
AON [J] 8,37e-4 0,001 2,98e-4
BON [J/A] 4,10e-5 2,95e-5 1,22e-4
CON [J/A2] 8,36e-7 1,79e-8 5,68e-8
Blocage
AOFF [J] 2,22e-4 0,0017 -1,51e-5
BOFF [J/A] 8,41e-5 1,31e-4 1,06e-5
COFF [J/A2] -1,04e-7 -2,93e-8 3,65e-8
Recouvrement
AREC [J] 6,79e-4 0,0033 -
BREC [J/A] 7,91e-5 1,17e-4 -
CREC [J/A2] -3,99e-7 -8,98e-8 -
Table 4.2 – Coefficients des polynômes du second ordre pour l’estimation des pertes par
commutation à partir des données des constructeurs.
L’étape suivante consiste à trouver les points d’amorçage et de blocage de chaque interrupteur et
calculer les pertes par commutation dans chaque cas. Les expressions pour aboutir à ces pertes sont :
∀k ∈ {ON,OFF,REC} ,
P kcom(t) = fmod · fdec ·
∫
tk
v(t) · i(t)dt (4.8)
où tk représentent les durées de commutation.
P kcom(t) = fmod · fdec ·
∫
tk
UDC
Uref
·
(
Ak +Bk · i(t) + Ck · i2(t)
)
dt (4.9)
P kcom(t) = fdec ·
UDC
Uref
·
(
Ak
tk
Tmod
+ Bk
Tmod
∫
tk
i(t)dt+ Ck
Tmod
∫
tk
i2(t)dt
)
(4.10)
Finalement, les pertes par commutation moyennes à l’échelle d’une période de découpage s’ex-
priment par la relation suivante :
∀k ∈ {ON,OFF,REC} , P kcom = fdec ·
UDC
Uref
·
(
Ak
tk
Tmod
+Bk · 〈i(t)〉+ Ck · I2RMS
)
(4.11)
Les résultats de l’application de cette méthode sur le module MOSFET SiC que nous étudions
sont présentés dans l’article [150]. Un autre exemple récent de la caractérisation d’un module SiC
avec cette méthode est présenté dans l’article [151].
4.2.1.2.2 Mesures des pertes par commutation pour les composants grands gap -
Méthode d’opposition
Afin de limiter le côté intrusif de la méthode double impulsion lors de la caractérisation des
composants à grand gap, la méthode d’opposition est utilisée pour mesurer les pertes globales
d’un convertisseur [117] [152]. Cette méthode consiste à utiliser deux cellules de commutations
fonctionnant en opposition de transfert d’énergie, cf. Figure 4.6 (b). Grâce à l’absence de charge
résistive dans le circuit, la source d’alimentation ne fournit que les pertes du système. Ces pertes
sont ainsi données par le produit de la tension et du courant d’entrée. Cette méthode ne donne a
priori que l’information des pertes totales de l’onduleur de tension monophasé en pont complet.
Cependant, il a été démontré que grâce à deux séquences de fonctionnement bien distinctes, il
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est possible de dissocier les pertes par commutation à l’amorçage et au blocage du composant
[118]. Un autre avantage de cette méthode est que le module de puissance est placé dans le même
environnement que le convertisseur final.
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Figure 4.6 – Mesures des pertes par commutation des semi-conducteurs.
Au cours du Chapitre 2, des fonctions d’interpolation ont été définies pour renseigner les vitesses
de commutation et les surtensions à partir des données expérimentales de la méthode d’opposition.
De façon similaire, une nouvelle fonction d’interpolation h est définie, cf. Equation 4.12, pour
évaluer les énergies de commutations des composants à grand gap en fonction de grandeurs telles
que la tension du bus, la fréquence de découpage, le courant, la résistance de grille, la tension de
grille, et le temps mort.
EONcom = h(UDC , fdec, IONcom, RG, VGS , δTM )
EOFFcom = h(UDC , fdec, IOFFcom , RG, VGS , δTM )
(4.12)
Puis les pertes moyennes par commutation du composant sur une période basse fréquence sont
égales à,
Pcom = fmod ·
∑
i
(
EONcom + EOFFcom
)
(4.13)
4.2.1.3 Bilan des pertes dans les semi-conducteurs
Le modèle de l’estimation des pertes dans les semi-conducteurs est résumé à travers la Figure
4.7. Le modèle de calcul des pertes de l’onduleur s’inclue dans la suite des travaux de modélisation
menés au chapitre 2. Les pertes par conduction sont obtenues par extraction des caractéristiques
statiques des composants figurant dans la fiche des données du constructeur. Pour l’estimation des
pertes par commutation, deux cas sont à distinguer. La première méthode, assez usuelle, consiste
à extraire les courbes des énergies de commutation et de calculer les coefficients des polynômes
d’ordre 2 afin de disposer d’un modèle mathématique retranscrivant l’évolution des énergies de
commutation en fonction du courant traversant le composant. Ce modèle est valable pour les
composants IGBT Si car les courbes d’énergies de commutation en fonction du courant données
par le constructeur sont en règle générale obtenues à partir de la méthode de la double impulsion.
Cependant, cette méthode est difficilement applicable aux composants à grand gap car la mesure du
courant dans la boucle de commutation est intrusive. C’est pourquoi, dans ce cas là, une fonction
d’extrapolation des données de caractérisation obtenues avec la méthode d’opposition est utilisée.
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Figure 4.7 – Principe de l’évaluation des pertes dans semi-conducteurs.
Un exemple de l’évolution des pertes instantanées par conduction et des énergies de commuta-
tions des semi-conducteurs est présenté ci-dessous à la Figure 4.8.
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Figure 4.8 – Pertes par conduction et par commutation d’une cellule de commutation
Conf. : IGBT Si Fuji Electric, SPWM, UDC = 540 V, fdec = 20 kHz, N = 8000 tr/min, C = 16,5 N·m.
L’estimation des températures de jonction des puces semi-conductrices permet de calculer la
résistance thermique minimale du dissipateur. A partir de cette valeur de résistance thermique mi-
nimale, des dimensions géométriques du module et des conditions environnementales (température
et pression ambiantes), une optimisation peut être réalisée pour réduire la masse et le volume du
dissipateur. Cette partie est abordée dans le Chapitre 6 en préambule de la formulation du problème
d’optimisation.
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4.2.2 Comparaison des pertes des onduleurs IGBT Si et MOSFET SiC
Dans cette section, les modèles précédemment développés sont utilisés pour comparer les per-
formances des onduleurs IGBT Si et MOSFET SiC. A la Figure 4.9, une comparaison des pertes
est proposée pour deux fréquences de découpage, 20 kHz et 100 kHz. La répartition des pertes
est détaillée dans le Tableau 4.3. L’utilisation des MOSFETs SiC présente bien un gain significatif
sur les pertes du convertisseur et donc de son rendement, à iso fréquence de découpage, car les
pertes par commutation sont très fortement réduites, contrairement à l’IGBT où les pertes par
commutation sont toujours prépondérantes quelle que soit la fréquence de découpage.
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Figure 4.9 – Comparaison des pertes des onduleurs IGBT Si et MOSFET SiC pour deux
fréquences de découpage. Conf. : UDC = 540 V, SPWM, N = 8000 tr/min, C = 16,5 N·m.
Le rendement de l’onduleur, η, est calculé selon la relation suivante,
η = Pes
Pes + Pond
où, Pes =
3
2Vq · I =
3
2
(
KEN
pi
30 +RphN
C
KC
)
· C
KC
(4.14)
Où,
— Pes est la puissance électrique en sortie de l’onduleur ;
— Pond sont les pertes de l’onduleur ;
— Vq est la tension d’alimentation de la machine projetée sur l’axe q ;
— I est la valeur du courant de sortie ;
— N et C sont respectivement la vitesse et le couple de la machine ;
— KE et KC sont respectivement la constante de fem et la constante de couple de la machine ;
— RphN est la résistance d’une phase de la machine.
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Propriétés fdec = 20 kHz fdec = 100 kHzIGBT Si MOSFET SiC IGBT Si MOSFET SiC
Pcond(T1) [W] 8,80 15,3 8,80 15,3
Pcond(D1) [W] 3,10 8,35 3,10 8,35
Pcond(T2) [W] 8,80 15,3 8,80 15,3
Pcond(D2) [W] 3,10 8,35 3,10 8,35
Pcom(T1) [W] 52,7 7,12 264 35,5
Pcom(D1) [W] 43,0 - 215 -
Pcom(T2) [W] 52,7 7,09 264 35,5
Pcom(D2) [W] 43,0 - 215 -
Pdriver [W] 2 2 2 2
Pcell [W] 217 63,6 983 120
Pond [W] 652 191 2949 361
Rendement, η 93,9% 98,1% 77,2% 96,5%
Table 4.3 – Répartition des pertes dans l’onduleur
4.2.3 Sensibilité des paramètres de la chaîne sur les pertes de l’onduleur
4.2.3.1 Point de fonctionnement de la machine
Dans les figures suivantes, les cartographies des pertes et du rendement de l’onduleur sont
élaborées dans le plan couple/vitesse. A travers ces cartographies, des conclusions intéressantes
peuvent être tirées. Premièrement, la vitesse de la machine n’a pas d’effet sur le niveau de pertes
de l’onduleur. En effet, les paramètres électriques impactant les pertes sont le courant, fixé par le
couple, et la tension de bus, fixe ici. Les points de puissance maximale ne sont donc pas les points
qui sont les plus contraignants pour la thermique. Le point de la mission de vol qui permettra de
dimensionner le dissipateur thermique est le point de fonctionnement à couple maximal.
(a) MOSFET SiC - 20 kHz (b) MOSFET SiC - 100 kHz
Figure 4.10 – Cartographie des pertes de l’onduleur dans le plan (couple, vitesse) pour
différentes fréquences de découpage.
La cartographie de rendement dans le plan couple vitesse est réalisée à partir de la relation
4.14. Cette représentation est très utile car elle permet de situer les points de fonctionnement de la
mission de vol vis-à-vis des performances de l’onduleur. Ainsi, via un rendu visuel, nous pouvons
observer des tendances pour chacun des paramètres de conception en vue d’améliorer le rendement
de l’onduleur pour les différents points de la mission. Cependant, cette approche a des limites car
elle ne nous permet pas de déterminer la combinaison des paramètres de conception qui conduit à
la meilleure efficacité énergétique moyenne sur l’ensemble des points de la mission de vol.
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(a) MOSFET SiC - 20 kHz (b) MOSFET SiC - 100 kHz
Figure 4.11 – Cartographie du rendement de l’onduleur dans le plan (couple, vitesse) pour
différentes fréquences de découpage.
4.2.3.2 Fréquence de découpage
Plus la fréquence de découpage augmente, plus les pertes par commutations augmentent car
le nombre de commutation évoluent proportionnellement à la fréquence de découpage. Ainsi, plus
la fréquence de découpage est élevée, plus il est intéressant d’utiliser les composants à grand gap
afin de minimiser la masse du système de refroidissement. L’évolution des pertes en fonction de la
fréquence de découpage est illustrée à la Figure 4.12 (a). Le rapport entre les pertes de l’onduleur
IGBT Si et celles de l’onduleur MOSFET SiC est égal à 3,5 pour une fréquence de découpage de
20 kHz et vaut plus de 8 à 100 kHz. Sur la Figure 4.12 (b) est tracé l’évolution du rendement de
l’onduleur en fonction de la fréqence de découpage.
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Figure 4.12 – Impact de l’augmentation de la fréquence de découpage sur les pertes et les
rendements des onduleurs IGBT Si et MOSFET SiC.
Dissipateur ¬ : Rth = 0,2 ˚C/W. Dissipateur ­ : Rth = 0,05 ˚C/W.
Légende : Trait plein Tamb = 20 ˚C - Trait en pointillés Tamb = 70 ˚C.
En revanche dans le cas de l’IGBT, de telles de fréquences de découpage ne sont pas toujours
atteignables. Le dimensionnement du dissipateur doit ainsi être réalisé pour maintenir une tempé-
rature de jonction inférieure à la température de jonction maximale, égale à 150 ˚C pour le module
étudié. Pour le dissipateur no 1, dont la valeur de la résistance est de l’ordre de grandeur d’un bon
dissipateur en convection naturelle [153], les fréquences de découpage maximales atteignables sont
respectivement de 19 kHz et 10,5 kHz pour des températures ambiantes de 20 ˚C et 70 ˚C. Pour le
4.2. IMPACT DE LA TECHNOLOGIE SIC SUR LES PERTES DE L’ONDULEUR 157
dissipateur no 2, la valeur de la résistance est de l’ordre de grandeur d’un dissipateur en convection
forcée. Les fréquences de découpage atteignables sont respectivement de 72 kHz et 43 kHz pour des
températures ambiantes de 20 ˚C et 70 ˚C. Cependant, à partir d’une fréquence de découpage de
30 kHz le rendement de l’onduleur est inférieur à 90%.
4.2.3.3 Commande rapprochée
Sur l’onduleur no 2 (MOSFET SiC), la commande rapprochée a été réalisée afin de faciliter
les études paramétriques. Une carte driver générique, facilement interchangeable est conçue, cf.
Figure 4.13. Afin d’obtenir des commutations très rapides, l’interconnexion du circuit de grille au
module de puissance doit être la plus courte possible pour limiter les éléments parasites. Cette carte
driver est équipée d’un contrôle de la vitesse de commutation à l’amorçage et au blocage, via les
résistances de grille RG,ON et RG,OFF respectivement. Cependant, dans ces travaux, la diode est
court-circuitée. Ainsi, nous avons la même résistance de grille à l’amorçage et au blocage, dont la
valeur RG est :
RG =
RG,ON ·RG,OFF
RG,ON +RG,OFF
(4.15)
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Figure 4.13 – Cartes driver génériques pour faciliter les études paramétriques
Impact de la résistance de grille : A l’amorçage, l’évolution du dv/dt en fonction du courant
de charge est linéaire. Plus la résistance de grille est élevée, plus le dv/dt est faible. La commutation
sera alors plus douce mais engendrera plus de pertes par commutation. De même, plus le courant
de charge augmente, plus la vitesse de commutation diminue. Pour un courant de 27 A, le dv/dt
passe de 18 kV/µs à 32 kV/µs pour des résistances de grille respectivement égales à 10 Ω et 5 Ω.
Au blocage, deux zones de fonctionnement sont à distinguer en fonction de la valeur du courant du
canal. La première zone se situe pour des courants de charge inférieurs à une valeur seuil. Dans ce
cas, la valeur du dv/dt n’est plus suffisante pour maintenir VGS polarisée au-dessus du seuil VGSth :
nous parlons de dv/dt à courant de canal nul [46]. Pour de plus forts courants, le dv/dt évolue
linéairement et indépendamment de la valeur de la résistance de grille.
Les expressions analytiques des vitesses de commutation sont résumées dans le Tableau 4.4 où,
gfs est la transconductance, VGSth la tension de seuil, CT la capacité de transition de la diode de
roue libre et COSS la capacité de sortie du MOSFET.
158 CHAPITRE 4. IMPACTS DES SC À GRAND GAP SIC ET ÉTUDES DE SENSIBILITÉS
Propriétés Domaine de validité Expression analytique
dv/dt amorçage Aucune restriction − gfs · (VDRV + − VGSth)− ICH2(COSS + CT ) + CGD ·RG,ON · gfs
dv/dt blocage
Icanal non nul − gfs · (VDRV − − VGSth)− ICH2(COSS + CT ) + CGD ·RG,OFF · gfs
Icanal nul
ICH
2(COSS + CT )
Table 4.4 – Expressions analytiques du dv/dt élaborées dans les travaux de [46].
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Figure 4.14 – (a) (c) Impact de la résistance de grille (b) (d) et de la tension grille-source sur les
vitesses et les énergies de commutation. FM : Front montant ; FD : Front descendant.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, N = 5000 tr/min, C = 11 N·m.
Impact de la tension de grille : D’après les expressions analytiques des dv/dt, la tension
d’alimentation du driver VDRV + n’impacte que les vitesses de commutation à l’amorçage. C’est
effectivement bien ce que nous observons sur les formes d’ondes du dv/dt de la Figure 4.14 (b).
L’impact sur les vitesses de commutation est fort. Pour une tension de driver de 16 V, le dv/dt
maximal à l’amorçage est de 16 kV/µs, tandis que pour une tension de 24 V, le dv/dt est presque
doublé avec une vitesse maximale mesurée de 30,5 kV/µs.
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La tension d’alimentation du driver négative pour le blocage est fixée à - 5V. Lors des essais,
ces tensions étaient obtenues à l’aide d’une alimentation continue réglable de laboratoire. Des fer-
rites avaient été insérées entre cette alimentation et le convertisseur pour éviter de propager des
perturbations électromagnétiques du circuit de commande vers la partie de puissance.
Détaillons la répartition des pertes suivant l’influence de la résistance de grille et la tension
d’alimentation du driver, cf. Figure 4.15. Dans cet exemple, la résistance de grille varie de 1 Ω à
20 Ω, et la tension VGS varie de 16 V à 24 V. Ces histogrammes révèlent bien que les principales
pertes non négligeables impactées par une modification de la résistance de grille et de la tension
VGS sont les pertes par commutation à l’amorçage. Les pertes par conduction sont logiquement
indépendantes de ces variations paramétriques.
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Figure 4.15 – Impact de la résistance de grille et de la tension de grille sur les pertes.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, N = 8000 tr/min, C = 16,5 N·m
4.2.3.4 Stratégie de modulation à largeur d’impulsion
Différentes stratégies MLI ont été implantées lors de la synthèse des sources de perturbations.
Nous proposons ici d’analyser les pertes et le rendement de l’onduleur pour l’ensemble des straté-
gies introduites au Chapitre 2. Les résultats de simulations des pertes pour différentes stratégies de
modulation à largeur d’impulsion et différentes fréquences de découpage sont illustrés à la Figure
4.16. De précédents travaux ont montré que le modèle utilisé pour calculer les pertes d’un onduleur
composé du module MOSFET SiC de chez CREE sous-estime les pertes de seulement 5% comparé
aux résultats expérimentaux [154].
Les stratégies MLI discontinues (D0PWM, D1PWM, D2PWM, D3PWM, DPWMMin, DPW-
Max) sont effectivement bien celles qui conduisent à des pertes de l’onduleur moins importantes.
Pour une fréquence de découpage de 20 kHz, un gain de 8,5% est obtenu sur les pertes totales de
l’onduleur comparé aux stratégies de modulation continues comme la modulation sinus (SPWM) et
la modulation space vector (SVPWM). Il est évident que plus la fréquence de découpage est élevée,
plus l’intérêt d’utiliser des stratégies de modulation discontinue est grand. A titre d’exemple, pour
une fréquence de 100 kHz, les pertes obtenues avec la stratégie D1PWM sont réduites de 18,5%
comparées aux stratégies continues ; le rendement passe alors de 96,43% à 97,07%.
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Figure 4.16 – Impact de la stratégie de modulation sur le rendement du convertisseur
Conf. : RG = 10 Ω, VGS = 20 V, `c = 10 m, non blindé, N = 8000 tr/min, C = 16,5 N·m
Finalement, il est important de souligner que ces méthodes implique un stress thermique non
symétrique sur les semi-conducteurs de la cellule de commutation. En d’autre termes, les stratégies
MLI discontinues diminuent la fiabilité du module de puissance, en particulier pour les stratégies
DPWMMin et DPWMMax [155] [156] [157].
4.3 Impact de la technologie SiC sur les émissions conduites
Dans cette partie, un bilan de l’utilisation d’un onduleur SiC dans une chaîne électromécanique
sur les perturbations électromagnétiques est tout d’abord dressé. Puis nous réaliserons les études
paramétriques décrites au Chapitre 3 pour déterminer les paramètres qui ont un effet sur l’enveloppe
maximale du spectre des courants de mode commun.
4.3.1 Comparaison des performances CEM d’un onduleur IGBT Si et d’un
onduleur MOSFET SiC
Les perturbations électromagnétiques conduites de mode commun ont été évaluées pour iden-
tifier l’impact de l’usage d’un onduleur à base de MOSFET SiC vis-à-vis d’un onduleur composé
d’IGBT Si. Bien que de nombreux articles dans l’état de l’art abordent la problématique du risque de
l’augmentation de l’amplitude du spectre de perturbations électromagnétiques dû à l’introduction
des composants à grand gap [158], un bilan reste nécessaire dans le cas d’un système de variation
de vitesse et des questions restent en suspens.
En premier lieu, une analyse des formes d’ondes temporelles est conduite pour comparer les
transitoires à la commutation. Les vitesses de commutation obtenues avec l’onduleur MOSFET
SiC conduisent à des surtensions plus importantes durant les commutations. Ce phénomène est
visible lorsque nous comparons les formes d’ondes des tensions commutées, cf. Figure 4.17. La
valeur maximale mesurée de la tension pour l’onduleur MOSFET SiC est de 625,7 V contre 575,9 V
pour l’IGBT, soit un accroissement de 138,7% de la surtension maximale. La valeur de la surtension
dépend de la valeur du dv/dt, de la résistance à l’état passant, des capacités et inductances parasites.
Dans notre cas, l’ensemble des paramètres qui ont une influence sur la surtension sont modifiés car
l’intégration est différente. Un raisonnement similaire peut être mené sur les fréquences d’oscillation
des surtensions à la commutation. La nature des semi-conducteurs utilisés et les intégrations étant
différentes, les fréquences des oscillations observées ne sont pas les mêmes. Les inductances parasites
de l’onduleur MOSFET SiC étant plus petites, la fréquence des oscillations est plus élevée, égale à
37 MHz conre 1,3 MHz pour l’IGBT.
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Figure 4.17 – Comparaison des formes d’ondes temporelles des tensions commutées.
Conf. : SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, non blindé, 5000 tr/min, 11 N.m
Sur une période basse fréquence, les vitesses moyennes de commutation sont résumées dans
le tableau 4.5. Ainsi, dans le cas d’une même intégration d’onduleur, i.e. à impédances de mode
commun identiques, les composants MOSFETs SiC auraient une influence seulement à partir de la
fréquence de 2,4 MHz d’après une analyse simple sur le diagramme asymptotique d’un trapèze, cf.
Chapire 2.
Propriété Si SiC
dv/dt moyen des fronts montants 6,157 kV/µs 21,57 kV/µs
dv/dt moyen des fronts descendants 1,949 kV/µs 22,27 kV/µs
dv/dt moyen global 4,05 kV/µs 21,92 kV/µs
Temps de commutation moyen 133,3 ns 24,64 ns
Fréquence de coupure à -40 db/dec. 2,39 MHz 12,9 MHz
Table 4.5 – dv/dt moyens et fréquences de coupure à -40 dB/dec. théoriques du spectre
asymptotique d’un trapèze.
Pour analyser l’effet du dv/dt et la différence entre les tensions commutées, une transformée de
Fourier est calculée. La simulation et la mesure de ces spectres sont montrés à la Figure 4.18. Le
spectre simulé permet de bien représenter les dynamiques imposées par les différentes vitesses de
commutation à l’amorçage et au blocage. L’ondulation parasite à la fréquence de 37 MHz est éga-
lement visible. Comme nous l’avions théoriquement prédit, les spectres des tensions sont similaires
pour les fréquences en dessous de 2,4 MHz. Au-delà, le diagramme asymptotique de la tension de
l’IGBT décroit de - 40 dB par décade. La source de bruit de mode commun étant l’image du spectre
des tensions commutées, il est attendu que les spectres des courants de mode commun soient simi-
laires pour des fréquences en dessous de 2,4 MHz. L’impact de l’utilisation d’un onduleur MOSFET
SiC ne sera donc visible qu’en très hautes fréquences, à partir de la fréquence de 2,4 MHz dans
notre exemple.
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Figure 4.18 – Spectres des tensions commutées des onduleurs IGBT Si et MOSFET SiC.
Les spectres de ces onduleurs sont comparées sans filtres. La comparaison des spectres des
courants de mode commun en entrée et en sortie sont illustrés à la Figure 4.19. La composition de
la chaîne électromécanique testée est précisée dans la légende.
ENTRÉE Norme D0-160
Onduleur IGBT Si
Onduleur MOSFET SiC
2,4 MHz
(a)
Onduleur IGBT Si
Onduleur MOSFET SiC
Norme D0-160
SORTIE
2,4 MHz
(b)
Figure 4.19 – Impact d’un onduleur MOSFET SiC vs Onduleur IGBT Si.
Conf. : SPWM, fdec = 20 kHz, `c = 10 m, non blindé, N = 5000 tr/min, C = 11 N·m
Le raisonnement effectué jusqu’à présent supposait une même intégration du module au sein
du convertisseur. Or, dans notre cas l’intégration est différente. Sur la plage de fréquences 1 à
10 MHz, des écarts entre les courants de mode commun sont alors également dûs à l’intégration
des modules de puissance au sein de leur convertisseur respecti. Sur la même plage de fréquence,
un troisième phénomène peut impacter les spectres des courants de mode commun obtenus avec
l’onduleur MOSFET SiC : c’est l’utilisation de diodes SiC. Il a été montré dans l’état de l’art que
les avantages sur la CEM peuvent être importants si la diode Si est plus rapide [159]. Néanmoins,
le principal avantage de l’utilisation de diodes SiC réside dans la réduction des pertes par commu-
tation de l’onduleur.
Diverses conclusions peuvent être tirées des essais précédents :
o Les émissions électromagnétiques de mode commun mesurées sur les deux onduleurs sont très
similaires pour des fréquences inférieures à 2 MHz.
o Les oscillations parasites ayant lieu lors des commutations des interrupteurs MOSFET SiC
sont à l’origine d’une remontée du spectre sur une plage de fréquences supérieures à 10 MHz.
o Les émissions conduites de mode commun sont dominantes et déterminées majoritairement
par les dv/dt à l’amorçage et les impédances de mode commun des équipements de la chaîne
électromécanique.
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o Avec l’accroissement du contenu spectral dans la plage des hautes fréquences, les éléments
parasites liés au routage qui avant n’avaient que très peu d’influence sur les perturbations
CEM, commencent à jouer un rôle de plus en plus important dû aux fortes vitesses de com-
mutation. Ainsi, le dimensionnement traditionnel des filtres CEM réalisé sur des onduleurs à
base d’IGBT Si peut être appliqué dans le cadre d’un onduleur composés de MOSFET SiC.
Cependant, une attention tout particulière doit être portée sur la performance des filtres en
très hautes fréquences.
4.3.2 Études des paramètres dominants sur les perturbations CEM
Dans cette section, les résultats des études paramétriques présentées au cours du chapitre pré-
sentées sont exposés. Nous nous focalisons principalement sur le cas de l’onduleur MOSFET SiC.
4.3.2.1 Impact du point de fonctionnement
La première campagne de tests a concerné l’impact du point de fonctionnement de la machine
sur l’amplitude des courants de mode commun. Précédemment, l’utilisation de composants de type
IGBT Si permettait de négliger les essais sur différents de points de la mission de vol car les vitesses
de commutation de ces composants sont très peu dépendantes du niveau du courant de sortie, cf.
Figure 4.20 (a). Les campagnes d’essais étaient donc allégées en se plaçant dans des configurations
de pire cas. Nous confirmons que le changement du point de fonctionnement n’a effectivement pas
d’effet sur l’amplitude maximale du spectre des courants de mode commun d’entrée, cf. Figure
4.20 (b). L’atténuation requise définie par la différence entre le spectre et le gabarit normatif est
maximale pour une fréquence avoisinant les 1 MHz. Or, à cette fréquence, aucun écart en amplitude
n’est observé entre les deux spectres. Néanmoins, nous observons un écart d’amplitude sur la plage
5 MHz à 20 MHz dû aux vitesses de commutation plus élevées.
5 10 15 20 25 300
MOSFET SiC - Blocage
IGBT Si - Blocage
MOSFET SiC - Amorçage
IGBT Si - Amorçage
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5000 tr/min, 0 N.m
5000 tr/min, 11 N.m
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Norme D0-160
Transfert de mode  
MD MC
(b)
Figure 4.20 – (a) Évolution des vitesses de commutation en fonction du courant commuté, (b)
Impact du couple sur les courants de mode commun d’entrée avec un onduleur IGBT.
Réalisons cette même étude paramétrique mais cette fois lorsque le moteur est piloté par l’ondu-
leur composé de composants MOSFET SiC. Sur la Figure 4.21 nous illustrons l’impact de la modi-
fication du couple de charge à vitesse constante sur les perturbations électromagnétiques conduites
de mode commun.
Dans le cas d’une MLI régulière symétrique, la transformée de Fourier de la tension commutée
a pour expression (M étant le point milieu du bus continu et i ∈ {U, V,W}) :
ViM = ma · UDC2 · sin(2pifmt) +
∞∑
n=1
An · cos(2npifdect) (4.16)
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Figure 4.21 – Impact du couple sur les courants de mode commun.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, non blindé, N = 5000 tr/min
Tant que la surmodulation n’est pas atteinte, la fréquence des harmoniques sont les suivantes :
∀ {n, q, k, p} ∈ N, nfdec ± qfm :
 2kfdec ± (2p− 1)fm, pour n pair et q impair.(2k − 1)fdec ± 2pfm, pour n impair et q pair. (4.17)
La tension ViM ne comporte pas d’harmoniques de rang faible : cela est dû à la MLI sinusoïdale.
La décomposition spectrale fait apparaître des familles d’harmoniques centrées sur les multiples de
la fréquence de découpage. Ainsi, une modification de la vitesse de rotation de la machine entraine
une légère modification de la fréquence des harmoniques pairs et impairs.
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Figure 4.22 – Impact de la vitesse sur les courants de mode commun
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 10 m, non blindé, C = 0 N·m.
Le point de fonctionnement de la machine électrique, et en particulier le couple de la machine
a un impact notable en hautes fréquences dans le cas d’un convertisseur à composants à grand
gap car les vitesses de commutation sont dépendantes du courant de charge. En revanche, la
vitesse du moteur n’entraine qu’une modification des harmoniques multiples de la fréquence de
découpage.
Résumé - Impact du point de fonctionnement
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4.3.2.2 Impact de la fréquence de découpage
La fréquence de découpage est l’un des paramètres les plus importants dans le dimensionnement
des convertisseurs de puissance. Nous avons pu illustrer son importance à la section précédente sur
la valeur des pertes par commutation.
Par ailleurs, au cours du Chapitre 2, à travers une analyse simple sur un diagramme asympto-
tique de la tension commutée, il a été montré que la fréquence de découpage avait également un
effet important sur les spectres des tensions commutées. Ainsi, à iso impédance de mode commun,
le contenu spectral des courants de mode commun est plus important. Nous confirmons cette affir-
mation déduite de la modélisation par la réalisation d’essais à des fréquences de découpage égales
à 20 kHz et 100 kHz. Un exemple est illustré à la Figure 4.23.
100 kHz
20 kHz
Norme D0-160
ENTRÉE
(a)
SORTIE
100 kHz
20 kHz
Norme D0-160
(b)
Figure 4.23 – Impact de la fréquence de découpage sur les courants de mode commun.
Conf. : SiC, SPWM, RG = 10 , VGS = 20V, Ω, `c = 2 m, blindé, N = 5000 tr/min, C = 11 N·m.
Sur la Figure 4.24, une étude statistique est réalisée afin de déterminer si les mêmes variations
sont observées pour d’autres configurations de la chaîne électromécanique. Sur les figures ci-dessous,
chaque cas correspond à une configuration de la chaîne électromécanique où l’ensemble des para-
mètres suivants sont figés : la résistance de grille, la tension VGS , la longueur du câble de sortie, le
blindage du câble de sortie et le point de fonctionnement. Nous analysons donc sur l’ensemble des
essais réalisés les écarts relatifs entre les harmoniques d’amplitude maximales
Nous observons pour la majorité des cas traités lors des essais une augmentation de l’amplitude
de l’harmonique maximale sur la plage 150 kHz - 100 MHz. Ces figures permettent de vérifier que
l’exemple choisi à la Figure 4.23 n’est pas un cas isolé.
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Figure 4.24 – Étude paramétrique sur l’impact de la fréquence de découpage.
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Le fréquence de découpage de l’onduleur a une forte influence sur l’enveloppe maximale des
courants de mode commun car la transformée de Fourier de la source de bruit de mode commun
est translatée vers les hautes fréquences.
Ce constat est très important, l’évolution de l’enveloppe des spectres des courants de mode
commun en fonction de ce paramètre montrent que l’utilisation des composants à grand gap peut
conduire à une régression des performances CEM via l’augmentation du poids des filtres de mode
commun.
Par ailleurs, contrairement au cas d’un onduleur IGBT Si, les semi-conducteurs MOSFET SiC
donnent la possibilité à l’utilisateur de travailler à fréquences de découpage élevées sans trop
dégrader le rendement de l’onduleur.
Résumé - Impact de la fréquence de découpage
4.3.2.3 Impact de la résistance de grille
Dans la section précédente, il a été observé que la résistance de grille sur le circuit de commande
du transistor avait une grande influence sur les pertes par commutation car cette résistance permet
de maîtriser la vitesse de commutation. Sur la Figure 4.25, les spectres des courants de mode
commun sont tracés pour des résistances de grille de 5 Ω et 10 Ω.
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Figure 4.25 – Impact de la résistance de grille sur les courants de mode commun
Conf. : SiC, SPWM, fdec = 20 kHz, VGS = 20V, `c 10 m, non blindé, N = 5000 tr/min, C = 11 N·m.
Nous effectuons ici une analyse similaire à celle réalisée lors de l’étude de l’impact de l’introduc-
tion du SiC. La valeur de la résistance de grille aillant un impact sur la vitesse de commutation, le
spectre de la tension commutée est donc différent à partir de la fréquence de coupure à -40 dB par
décade, cf. Tableau 4.6. D’après une analyse simple sur le diagramme asymptotique les différences
entre les deux spectres sont notables à partir de la fréquence de 9,24 MHz, c’est également ce que
nous observons sur les relevés des spectres de courants de mode commun, particulièrement en entrée
du convertisseur.
Valeur de la résistance de grille, RG 5 Ω 10 Ω
dv/dt moyen global 22,69 kV/µs 15,67 kV/µs
Temps de commutation moyen 23,80 ns 34,46 ns
Fréquence de coupure à -40 db/dec. 13,4 MHz 9,24 MHz
Table 4.6 – Analyse des vitesses de commutation pour différentes valeurs de résistance de grille.
Lors de l’analyse statistique de l’impact de la résistance de grille sur d’autres configurations
de la chaîne électromécanique, cf. Figure 4.26, nous constatons que l’écart relatif est compris dans
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l’erreur de mesure. Nous remarquons cependant que pour les câbles blindés, l’écart relatif est plus
élevé en sortie. Ceci s’explique par le fait que le spectre mesuré est plus proche du niveau du bruit
ambiant. Ainsi la précision de mesure est dégradée.
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Figure 4.26 – Étude paramétrique sur l’impact de la résistance de grille.
La résistance de grille ayant un impact sur les vitesses de commutation à l’amorçage, son influence
sur l’amplitude maximale est très limitée voir nulle. La modification du dv/dt par action sur la
résistance de grille n’a d’effet que pour des fréquences supérieures à 1/pitd, où td est la durée de la
commutation à l’amorçage du composant. Par exemple, pour des résistances de grille de 5 Ω et
10 Ω, les dv/dt mesurés à l’amorçage sont respectivement égaux à 34 kV/µs et 21 kV/µs.
Résumé - Impact de la résistance de grille
4.3.2.4 Impact de la tension de commande VGS
Nous avons vu à la section précédente que la tension d’alimentation du driver influe sur la
vitesse de commutation de la même façon que la résistance de grille. Plus cette tension est élevée,
plus la vitesse de commutation à l’amorçage du composant est grande. Ainsi, nous nous attendons
à trouver des variations similaires à celles de l’étude paramétrique de la résistance de grille. Sur les
formes d’ondes de la Figure 4.27, les spectres observés sont bien ceux attendus avec un impact très
limité sur l’amplitude du spectre pour des fréquences supérieures à 10 MHz.
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Figure 4.27 – Impact de la tension du driver sur les courants de mode commun
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, 10 m non blindé, N = 5000 tr/min, C = 11 N·m.
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Cette étude de sensibilité permet de confirmer qu’une légère modification de la vitesse de com-
mutation n’influe pas tant que cela sur l’amplitude des harmoniques des courant de mode commun.
Les écarts relatifs mesurés entre les maximaux des spectres pour différentes valeurs de tensions
d’alimentation de driver sont comprises dans l’erreur de mesure.
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Figure 4.28 – Étude paramétrique sur l’impact de la tension d’alimentation du driver.
La tension d’alimentation du driver ayant un impact sur les vitesses de commutation à l’amorçage,
son influence sur l’amplitude maximale est très limitée voir nulle. La modification du dv/dt par
action sur la tension d’alimentation du driver n’a d’effet que pour des fréquences supérieures
à 1/pitd, où td est la durée de la commutation à l’amorçage du composant. Par exemple, pour
d’alimentation du driver de 16 V et 24 V, les vitesses de commutation mesurées à l’amorçage
sont respectivement égales à 16 kV/µs et 30 kV/µs.
Résumé - Impact de la tension VGS
4.3.2.5 Impact de la nature du câble utilisé
La nature du câble en sortie du variateur joue un rôle très important dans la propagation des
perturbations électromagnétiques conduites de mode commun. Les études paramétriques sur la
longueur du câble de sortie et sur la présence ou l’absence de blindage seront traitées séparément.
4.3.2.5.1 Longueur
La longueur du câble en sortie du variateur est dans de nombreux cas imposée par l’application
car elle dépend de son intégration sur avion. Cependant, il est intéressant de comprendre comment
la longueur de ce dernier modifie la propagation des courants de mode commun. Un exemple de la
variation de la longueur sur les spectres des courants de mode commun est montré à la Figure 4.29.
Nous observons que plus le câble de sortie est long, plus la fréquence des harmoniques d’amplitude
maximale, en entrée et en sortie, se translate vers les basses fréquences.
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Figure 4.29 – Impact de la longueur du câble sur les courants de mode commun.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, non blindé, N = 5000 tr/min, C = 11 N·m.
L’analyse statistique de la Figure 4.30 confirme ces observations, notamment en entrée où les
écarts relatifs mesurés sont importants.
max
min
moyenne
l
c
= 10 ml
c
= 2 m
(a) Entrée
moyenne
max
min
l
c
= 10 ml
c
= 2 m
Câbles blindés
(b) Sortie
Figure 4.30 – Étude paramétrique sur l’impact de la longueur du câble de sortie.
Par ailleurs, la longueur du câble en sortie est critique pour le mode différentiel. La nature
du câble influe sur l’impédance intervenant dans les coefficients de réflexion d’onde responsable de
l’amplitude de la surtension. Plus le câble est long, plus les phénomènes de propagation des ondes
sont présents, impliquant des surtensions aux bornes de la machine parfois supérieures à deux fois
la tension du bus continu.
Par ailleurs, il est intéressant de noter que plus la longueur d’un câble blindé est importante,
plus l’impédance du blindage est faible et donc plus le courant de mode commun revient par le
blindage.
La longueur du câble, qu’il soit blindé ou non, a un fort impact sur les spectres des courants de
mode commun. Dans la majortié des cas, une augmentation de la longueur du câble conduit à un
accroissement des émissions, notamment via l’apparition de fréquences de résonances dûes aux
phénomènes découlant de la transmission des ondes le long d’un câble. Minimiser la longueur
du câble en sortie revient donc à limiter les émissions électromagnétiques conduites de mode
commun.
Résumé - Impact de la longueur du câble
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4.3.2.5.2 Blindage
Au cours du chapitre de la modélisation de la chaîne électromécanique, nous avons vu que, dans
le cas d’un câble blindé, le courant mesuré en sortie est égal à celui qui transite sur les câbles de
puissance moins la contribution qui revient par le blindage. Le courant ainsi mesuré correspond au
courant qui circule dans le plan de masse.
ENTRÉE
Norme D0-160
blindé
non blindé
(a) `c = 2 m
non blindé
blindéSORTIE
Norme D0-160
(b) `c = 2 m
Figure 4.31 – Impact du blindage sur les courants de mode commun.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 5 Ω, VGS = 20 V, N = 5000 tr/min, C = 11 N·m.
.
ENTRÉE Norme D0-160
blindé
non blindé
(a) `c = 10 m
non blindé
blindé
SORTIE
Norme D0-160
(b) `c = 10 m
Figure 4.32 – Impact du blindage sur les courants de mode commun.
Conf. : SiC, SPWM, fdec = 20 kHz, RG = 5 Ω, VGS = 20 V, N = 5000 tr/min, C = 11 N·m.
.
A travers les Figures 4.31 (a) et 4.32 (a), un phénomène intéressant est observé sur le spectre
des courants de mode commun d’entrée. Pour le cas des chaînes composées d’un câble de 2 mètres
blindé, le spectre des courants de mode commun en entrée est relativement similaire à celui dont
la chaîne est composé d’un câble de 2 mètres non blindé. En revanche, pour le cas du câble de 10
mètres blindé, l’amplitude maximale des courants de mode commun en entrée est plus élevée que
dans la configuration câble non blindé. Ce phénomène s’explique par le fait que l’impédance de mode
commun en sortie est nettement augmentée avec le câble de 10 mètres blindé. Pour rappel, nous
avions vu au chapitre précédent que le câble de 10 mètres blindé avait une capacité équivalente de
mode commun légèrement supérieure à celle du moteur. Pour des longueurs inférieures à 6 mètres,
l’impédance de mode commun du moteur est prédominante.
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Figure 4.33 – Étude paramétrique sur l’impact du blindage du câble de sortie.
Le blindage est un paramètre dominant notamment sur les spectres de courants de mode commun
mesurés en sortie de l’onduleur. De plus, si la longueur du câble de sortie devient importante,
c’est-à-dire que l’impédance de mode commun du câble est supérieure à celle de la machine
électrique, alors le blindage peut aussi avoir un mauvais impact sur le spectre des courants de
mode commun en entrée.
Résumé - Impact du blindage du câble
4.4 Conclusions
Au cours de ce chapitre, nous avons montré les différences entre un onduleur état de l’art com-
posé d’IGBT Si et un onduleur MOSFET SiC, à la fois sur les pertes de l’onduleur et sur les
perturbations électromagnétiques conduites de mode commun.
Pour réaliser le bilan énergétique de l’onduleur, un modèle de pertes a été développé. Ce modèle
se base sur la génération analytique des formes d’ondes, puis grâce aux informations des courbes
d’énergies de commutation, les pertes de l’onduleur sont calculées. Les courbes des énergies de
commutation proviennent soit des données constructeurs pour les composants IGBT Si, soit des
résultats de caractérisations par la méthode d’opposition pour les composants à grand gap. Nous
avons pu montrer qu’une forte réduction des pertes de l’onduleur, et donc, implicitement, de la
masse du dissipateur, est possible via l’utilisation de composants à grand gap.
Les impacts sur la CEM ont été déterminés par simulation et nous nous sommes appuyés sur
une base de données d’essais pour déterminer les tendances. Bien que les niveaux CEM émis par
les deux onduleurs sans filtres soient très similaires jusqu’à plusieurs MHz, il faut cependant faire
attention au dimensionnement du filtrage dans la zone supérieure à 10 MHz, car le niveau des
perturbations de l’onduleur MOSFET SiC sont alors plus élevées.
Cette base de données a également permis l’identification des paramètres dominants ayant un
impact sur l’amplitude des courants de mode commun. Un résumé de ces études paramétriques est
proposé dans le Tableau 4.7. Ce bilan s’avérera très utile pour aider à la formulation du problème
d’optimisation.
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Paramètres IGBT Si MOSFET SiCPertes IMC Pertes IMC
Onduleur
fdec
RG
VGS
Câble LongueurBlindage
Machine CoupleVitesse
Table 4.7 – Bilan des études paramétriques.
Légende : Dominant - Rouge ; Impact limité - Orange ; Non dominant - Vert.
Une fois cette évaluation réalisée, nous allons à présent dimensionner le filtrage pour pouvoir
réaliser des bilans de masse lors des études de sensibilité. Cette étape permettra la mise en place
de modèle de conception du filtrage pour les études de dimensionnement à l’aide d’un algorithme
d’optimisation.
Chapitre5
Réduction des perturbations
électromagnétiques conduites
Une fois les spectres des perturbations estimés, des solutions de filtrage doivent être mises enplace pour limiter les émissions conduites et assurer la conformité aux différentes normes.Nous aborderons, dans ce chapitre, la démarche établie pour la mise en œuvre des modèlesde conception des composants du filtre. Cette démarche de conception automatisée des
filtres sera exploitée pour un cas de figure présenté dans ce chapitre à titre d’exemple, puis lors des
études d’optimisation. Le filtre de mode commun ayant un impact non négligeable sur le filtrage de
mode différentiel, nous traiterons également de la problématique du dimensionnement du filtrage
pour assurer la qualité et la stabilité du réseau HVDC en basses fréquences (DC à 150 kHz). Dans
la deuxième partie de ce chapitre, nous exposerons des solutions plus innovantes d’intégration pour
la réduction des perturbations électromagnétiques. Ces solutions ne seront pas prises en compte
dans les routines d’optimisation pour ne pas trop complexifier le problème. En revanche, l’étude
de ces solutions permet d’illustrer leur impact et leurs gains potentiels sur l’augmentation de la
densité de puissance des chaînes électromécaniques.
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5.1 Orientations
Afin de limiter la génération et la propagation des perturbations conduites, diverses possibilités
s’offrent aux concepteurs. Ces solutions se divisent en deux grandes catégories comme illustré à la
Figure 5.1. La première consiste à agir sur la source de bruit en limitant son niveau d’émission. En
d’autres termes, cela consiste à travailler sur le convertisseur de puissance soit en améliorant l’in-
tégration du module de puissance (symétrie des chemins de propagation pour réduire les transferts
de modes, réduction des couplages capacitifs, ...), soit en travaillant sur le contrôle des mécanismes
de commutation. La deuxième catégorie est plus commune car elle consiste à modifier les chemins
de propagation des perturbations par l’ajout de cellules de filtrage.
Figure 5.1 – Solutions pour limiter les émissions conduites d’un convertisseur en électronique de
puissance en agissant sur la source de bruit et les chemins de propagation.
Au cours de ces travaux, nous avons souhaité étudier plusieurs solutions pour limiter les émis-
sions conduites. Les solutions testées sont identifiées en bleu sur la figure précédente. Depuis une
dizaine d’années, de nombreuses architectures de filtres actifs (utilisation d’une boucle de contre-
réaction pour annuler certaines harmoniques) ou hybrides ont été inventées mais leur conception
est délicate. Ils sont donc réservés à des cas particuliers où l’emploi des filtres passifs est limité
[160] [161] [162] [163].
Nous avons souhaité quantifier l’impact sur la CEM des solutions suivantes :
o Source de bruit :
n Sélection des composants : L’impact de l’introduction des composants grands gaps sur
la CEM a été illustré au cours du chapitre précédent. À iso-fréquence de découpage, les
perturbations électromagnétiques sont plus importantes à partir d’une dizaine de MHz.
Dans certains cas, l’utilisation d’une technologie de semi-conducteurs plus convention-
nelle peut conduire à un bilan en masse, au niveau système, plus intéressant.
n Faible fréquence de découpage : L’utilisation de semi-conducteurs grands gaps permet
d’atteindre des fréquences de découpage très élevées, jusqu’à plusieurs centaines de kHz.
Or, nous avons vu à travers une étude paramétrique du Chapitre 2 que l’augmentation
de la fréquence de découpage conduit à une translation du spectre de la source de bruit
vers les hautes fréquences. Ce paramètre de conception est donc très impactant sur le
dimensionnement du filtrage.
n Techniques de MLI : Les mécanismes de commutation ont un impact sur la source de
bruit, notamment sur les harmoniques de découpage des tensions commutées. Ainsi,
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dans le cas où la fréquence de découpage du convertisseur est élevée, il est intéressant
de déterminer si la modification des stratégies de modulation peut conduire à une baisse
du spectre d’émission.
n Commande de la grille : De nombreuses études en micro-électronique traitent le problème
de l’optimisation de la commande du driver pour contrôler la vitesse de commutation
(dv/dt) aux bornes du composant. Nous ne désirons pas ici étudier ces topologies de
drivers innovants mais nous avons vu que les paramètres primaires de la commande
rapprochée (résistance de grille et tension entre grille et source) ont un impact sur la
vitesse de commutation et donc sur le spectre. Le choix de la résistance de grille et de la
tension VGS sera effectué pour garantir une masse optimale du système de refroidissement
et des filtres.
o Chemins de propagation :
n Filtre passif interne : Afin d’augmenter drastiquement la densité de puissance des conver-
tisseurs, de plus en plus de travaux se concentrent sur l’intégration des passifs. Ainsi,
nous étudierons à la section 5.5 l’intégration de condensateurs de mode commun dans le
module de puissance afin de réduire les boucles de propagations des courants de mode
commun.
n Filtrage passif externe : Les structures passives restent les plus utilisées en aéronautique,
car elles sont plus robustes et plus fiables par rapport au filtrage actif. Les filtres passifs
de mode différentiel et de mode commun peuvent occuper plus du tiers du volume et
de la masse selon la puissance du convertisseur. Ainsi, un dimensionnement optimal des
solutions de filtrage contribue au premier ordre à une hausse de la densité de puissance
des chaînes électromécaniques [164] [165].
5.2 Cahier des charges
Le dimensionnement des filtres sera effectué en régime permanent. Cependant, en aéronautique,
le dimensionnement du filtre de mode différentiel ne s’effectue pas seulement en régime établi. En
effet, les régimes transitoires sont examinés de près. Cependant, pour pouvoir reproduire fidèlement
les transitoires, une simulation circuit est nécessaire pour modéliser les dynamiques imposées par
les boucles de régulation du contrôle commande. De plus, pour que le domaine de validité de
la simulation temporelle soit le plus étendu possible, il faut réussir à reproduire les temps de
réponse liés au calculateur aéronautique (cadencements, vitesses de communication, etc.). Pour
ces nombreuses raisons, nous effectuerons le dimensionnement en régime établi avec le modèle
fréquentiel.
5.2.1 Qualité réseau - Exigences avionneurs
Afin d’éviter la propagation d’harmoniques de courant sur le réseau, un filtre de mode dif-
férentiel doit être inséré entre le réseau et l’onduleur. Cependant, d’autres système génèrent des
harmoniques de tension sur le bus DC qui sont absorbés par le filtre et génèrent ainsi des harmo-
niques de courant supplémentaires sur le bus DC, cf. Figure 5.2.
Les harmoniques de courant absorbés par l’onduleur sont donc la somme de deux contributions :
les harmoniques générés par le convertisseur et ceux générés par les harmoniques de tension présents
sur le bus. La norme HVDC sur laquelle nous nous basons dans cette étude prend en compte ces
deux phénomènes en imposant un gabarit en amplitude des harmoniques de courant à respecter, cf.
Figure 5.3 (a), lorsque la tension du réseau HVDC possède un certain contenu spectral, cf. Figure
5.3 (b).
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Figure 5.2 – Problématique du dimensionnement du filtrage de mode différentiel en aéronautique.
Ainsi, si l’enveloppe du courant est respectée, l’impédance de la charge est assurée d’être en
dessous d’une certaine limite, ce qui s’avère être un élément clé pour la stabilité du système, selon le
théorème de Middlebrook [166]. Mathématiquement, le spectre du courant de bus IHVDC à chaque
fréquence est la somme de deux contributions, qui sont calculées à partir des fonctions de transfert
F1 et F2 :
IHVDC = F1(s) · UHVDC + F2(s) · IOND (5.1)
où UHVDC représente les harmoniques de la tension du réseau spécifiées dans la norme HVDC et
IOND les harmoniques de courant absorbées par l’onduleur.
Le spectre du courant du bus ainsi calculé, est ensuite comparé au gabarit de courant imposé
par l’avionneur, cf. Figure 5.3 (a). La différence entre le spectre et le gabarit définit l’atténuation
minimale que doit garantir le filtre de mode différentiel.
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Figure 5.3 – Exigences de l’avionneur pour garantir la stabilité et la qualité du réseau [19].
De nombreuses études ont été réalisées sur l’analyse de la stabilité des réseaux HVDC lors de
l’ajout de filtre sur le bus [52] [64] [65] [96] [167]. Une pratique courante pour l’analyse de la stabilité
du bus HVDC, une fois le filtre inséré, est de procéder à une analyse en se basant sur un critère
d’impédance. En effet, la norme imposant un gabarit des harmoniques de tension et de courant,
une impédance minimale, ZHVDC , est directement définie par le ratio de ces deux gabarits, cf.
Figure 5.3 (c). L’application du critère de Middlebrook à l’entrée et à la sortie du filtre correspond,
respectivement, à :
|Ze| > |ZHVDC | et, |Zs| < |ZSY S | (5.2)
Où, Ze, Zs sont les impédances d’entrée et de sortie du filtre et, ZSY S l’impédance d’entrée de
l’ensemble onduleur, câble, machine.
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5.2.2 Émissions conduites - Norme DO-160G Section 21
Lors du dimensionnement du filtrage des émissions conduites dans la plage de fréquences allant
de 150 kHz à 152 MHz, la norme différencie les systèmes en fonction de leur emplacement dans
l’avion. A chaque catégorie d’équipements correspond un gabarit de courant en entrée et en sortie
de l’Equipement Sous Test (EST). Pour notre application, les gabarits normatifs à considérer sont
ceux de la catégorie d’équipements L, M et H, tracés en rouge sur la Figure 5.4.
POWER LINES
cat. B
cat. L, M & H
(a) Entrée de l’onduleur
INTERCONNECTING BUNDLES
cat. B
cat. L, M & H
(b) Sortie de l’onduleur
Figure 5.4 – Limites des émissions conduites définis par la norme DO-160G section 21 [20].
5.3 Filtres passifs
Pour le niveau de puissance de notre application aéronautique, les concepteurs ont très souvent
recours aux filtres passifs pour limiter les perturbations conduites. La démarche de modélisation
des composants de type condensateur et inductance est détaillée dans les prochaines sous-sections.
Ensuite, le choix de la topologie du filtrage sera justifié pour le mode différentiel et le mode commun.
Enfin, un cas de dimensionnement d’un filtre d’entrée sera traité et détaillé à titre d’exemple.
5.3.1 Composants pour le filtrage passif
Les composants passifs sont divisés en deux catégories : les composants magnétiques et les
condensateurs. La modélisation et l’optimisation de ces composants est une étape nécessaire pour
améliorer la densité de puissance des convertisseurs d’électronique de puissance.
5.3.1.1 Condensateurs de filtrage
5.3.1.1.1 Modèle et bases de données
Les condensateurs idéaux fournissent une impédance stable qui décroit avec la fréquence, ce qui
provoque une réduction des tensions parasites en hautes fréquences. Malheureusement, les conden-
sateurs disponibles sur le marché ne sont pas idéaux. Les pertes dans le matériau diélectrique et
dans les électrodes peuvent être modélisées par des résistances. Et en hautes fréquences, l’inductance
parasite du condensateur devient prédominante.
Un modèle complexe est illustré à la Figure 5.5 (a). Il fait notamment apparaître les pertes liées
aux diélectriques et aux électrodes, et des effets capacitifs entre électrodes. Ce modèle tend à se
rapprocher au mieux de la physique du condensateur. Cependant, pour la plupart des applications,
un modèle plus simple est suffisant. Ce modèle est composé d’une résistance série, ESR, d’une
inductance série, ESL et de la capacité totale, C. L’évolution fréquentielle de l’impédance de ce
modèle de condensateur est illustrée à la Figure 5.5 (b).
La résistance série est un paramètre important qui définit les pertes et l’impédance minimale
du condensateur à la fréquence de résonance. En fonction de la technologie utilisée, cette résistance
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peut être fortement dépendante de la fréquence, et la valeur de la capacité peut varier avec la
tension à ses bornes. Pour simplifier le modèle du condensateur, nous ignorerons ces dépendances
car la technologie employée pour les condensateurs dans ces travaux nous le permet.
(a)
ESR
ESL
C
(b)
Figure 5.5 – (a) Modèle physique d’un condensateur et modèle simplifié [21] (b) Évolution de
l’impédance d’un condensateur en fonction de la fréquence.
Le choix du type de condensateur à utiliser dépend de l’application visée. Il s’effectue en tenant
compte de la valeur de la capacité désirée mais aussi du comportement du diélectrique et des
électrodes en fonction de la température, de la fréquence, de l’amplitude des signaux à traiter, de la
tension de polarisation, du courant efficace, et des contraintes climatiques. Pour les condensateurs
dédiés au filtrage CEM, quatres familles sont généralement utilisées [168] [169] :
o Les condensateurs de type papier (papier imprégné en époxy) ;
o Les condensateurs de type film plastique métalisé au polyester (MKT) ;
o Les condensateurs de type film métalisé au polypropylene (MKP) ;
o Les condensateurs de type céramique.
Les condensateurs les plus compacts sont les condensateurs céramique mais ce type de conden-
sateur n’adresse que des faibles valeurs de capacité. Les condensateurs en papier époxy semblent
être les plus fiables et les plus résistants aux fortes températures, mais ils peuvent être 30% à 90%
plus volumineux que les autres technologies pour la même capacité. Les grandes valeurs ne sont
pas disponibles également. Les condensateurs en papier époxy présentent une valeur de résistance
série élevée engendrant plus de pertes. Les condensateurs films au polypropylène présentent le plus
faible ESR et sont souhaitables pour filtrer le bruit à très haute fréquence.
Les condensateurs films MKP sont donc les plus adaptés au filtrage CEM. La Figure 5.6 présente
quelques courbes caractéristiques pour décrire la base de données utilisée pour les condensateurs
de mode différentiel. Nous utiliserons les données du constructeur pour construire les modèles
de condensateurs, notamment pour renseigner les valeurs des éléments parasites (ESR, ESL). La
Figure 5.7 présente l’allure des éléments parasites en fonction de la valeur de la capacité. Le fait
de ne considérer qu’un seul fabricant dans la base de données nous permet d’avoir un minimum de
dispersion pour la création de lois mathématiques et de surfaces de réponses.
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(a) Capacité = f(Tension nominale) (b) Capacité = f(Courant RMS) (c) Masse = f(Capacité)
Figure 5.6 – Base de données de condensateurs pour le mode différentiel - MKP EPCOS
(a) ESR = f(Capacité) (b) ESL = f(Capacité)
Figure 5.7 – Evolutions des valeurs des éléments parasites en fonction de la capacité.
Pour le mode commun, l’impédance imposée par ces condensateurs doit être plus faible que celle
du réseau. La norme limite donc la valeur de capacité des phases par rapport à la masse à 100 nF.
Nous fixerons la valeur des condensateurs de mode commun, CMC,DC , au maximum fixé par la
norme, soit 2·50 nF, pour minimiser la masse de l’inductance de mode commun. De même que pour
les condensateurs de mode différentiel, les condensateurs films au polypropylene sont utilisés pour
le filtre de mode commun. La base de données est alors plus réduite étant donnée la limitation de
la valeur de la capacité. Le Tableau 5.1 liste les quelques condensateurs présents dans cette base
de données.
Capacité Unom ESR ESL Masse Volume Référence
[nF] [V] [mΩ] [nH] [g] [mm3] constructeur
10 630 636,6 7,82 1,5 945 B32682A6103
15 630 424,4 5,21 1,9 1188 B32682A6153
22 630 289,4 11,51 2,5 1575 B32682A6223
33 630 192,2 15,67 3,3 2219 B32682A6333
47 630 135,5 21,0 4,5 2835 B32682A6473
Table 5.1 – Base de données des condensateurs pour le filtre de mode commun.
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5.3.1.1.2 Modèle de conception
Dans de nombreux travaux, nous pouvons voir que les modèles de conception de condensateurs
ayant recours à une base de données cherchent un condensateur qui répond à l’ensemble des exi-
gences du cahier des charges (capacité, tension nominale, calibre en courant). Or, en pratique, pour
répondre au besoin, des condensateurs sont associés en série et respectivement en parallèle afin de
garantir la tenue en tension, et le courant nominal. Le nombre de condensateurs en série, NCS,
est déterminé en fonction de la tenue en tension du composant et le nombre de condensateurs en
parallèle, NCP , est calculé pour garantir une capacité équivalente supérieure ou égale au besoin.
NCS = dUreq
U
e et, NCP = d Creq
C/NCS
e (5.3)
où dxe = E(x) est la partie entière supérieure de x.
Le nombre total de condensateurs, NCT , utilisés pour répondre au besoin est donc égal au
produit des condensateurs en série par les condensateurs en parallèle.
NCT = NCS ·NCP (5.4)
Le schéma de principe du modèle de conception de condensateur est illustré à la Figure 5.8. La
solution retenue est celle qui répond aux exigences et qui possède la masse minimale.
Figure 5.8 – Algorithme de sélection des condensateurs dans une base de données.
Les pertes du condensateurs, PC , sont calculées à partir de la résistance série ESR et du courant
RMS qui traverse le condensateur Irms selon l’expression suivante,
PC = ESR · I2rms (5.5)
5.3.1.2 Propriétés générales des inductances de filtrage
Dans cette section, nous présenterons la démarche pour le dimensionnement des inductances
pour le filtrage. Dans un premier temps, le modèle de conception sera exposé de façon générale (choix
du matériau magnétique, modèle de pertes). Dans un second temps, nous dissocierons les cas de
dimensionnement d’une inductance de mode différentiel et d’une inductance de mode commun.
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5.3.1.2.1 Matériaux magnétiques
Les matériaux magnétiques sont divisés en deux catégories : les matériaux magnétiques doux
et les matériaux magnétiques durs. Les matériaux magnétiques doux ont un champ coercitif faible
et sont utilisés en électronique de puissance car les pertes par hystérésis sont moins importantes.
Une carthographie des matériaux magnétiques doux est présentée à la Figure 5.9.
Figure 5.9 – Classification des matériaux magnétiques utilisés en électronique de puissance.
Les principales caractéristiques des matériaux ferromagnétiques doux sont résumées dans le Ta-
bleau 5.2. Il existe une grande variété de matériaux magnétiques avec des propriétés bien différentes
qui peuvent avoir un impact majeur sur le dimensionnement final des inductances.
Propriétés Ferrite Poudre de fer Noyau laminé Amorphe Nanocristallin
Induction Faible Élevée Très élevée Élevée Élevée
saturation ' 0, 45 T ' 1, 5 T ' 2, 2 T ' 1, 5 T ' 1, 1 T
Pertes Faible Moyenne Élevée Faible Très faible
Fréquences 104-108 Hz 104-107 Hz 100-104 Hz 104-105 Hz 104-107 Hz
Coût Faible Faible Faible Élevé Très élevé
Noyaux Nombreux Nombreux Nombreux Limités Limités
Table 5.2 – Comparaison des matériaux magnétiques pour la réalisation d’inductance [47] [48].
Il n’existe pas de matériau capable de répondre à tous les besoins du filtrage. Deux types de
matériaux sont nécessaires pour la réalisation de nos filtres CEM. L’un doit présenter une forte
perméabilité initiale afin d’assurer le filtrage de mode commun. L’autre doit avoir une perméabilité
faible afin de réaliser une inductance de mode différentiel. De plus, ce matériau basse perméabilité
doit avoir une induction à saturation élevée car il est soumis à une polarisation continue.
5.3.1.2.2 Formes du noyau magnétique
Il existe une multitude de formes de noyaux magnétiques, dont les principales formes utilisées
en électronique de puissance sont présentées à la Figure 5.10.
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(a) Tore (b) UI - UU (c) EI - EE (d) Pots
Figure 5.10 – Formes usuelles de noyaux magnétiques utilisées en électronique de puissance.
Nous travaillerons par la suite avec des inductances aux noyaux toriques dont les caractéris-
tiques géométriques sont définies dans le Tableau 5.3 et sur la Figure 5.11. Les noyaux toriques
possèdent plus d’avantages. Parmi les avantages, ces noyaux ont de faible flux de fuite entraînant
des couplages en champ proche avec les autres composants plus faibles. De plus, le volume du noyau
est généralement plus petit car la résistance thermique est inférieure à celle des autres noyaux. Fi-
nalement, il y a une plus grande diversité de matériaux magnétiques disponibles sous forme de
tore.
Variable Signification Unité
OD Diamètre extérieur du noyau [m]
ID Diamètre intérieur du noyau [m]
H Hauteur du noyau [m]
Aw Fenêtre du bobinage [m2]
Ae Section du noyau [m2]
le Longueur moyenne des lignes de champ du flux magnétique [m]
B Induction magnétique [T]
Bsat Induction de saturation du matériau magnétique [T]
nt Nombre de spires par bobinage -
dc Diamètre du fil [m]
dt Distance entre deux spires [m]
MLT Mean Length Turn, Longueur moyenne d’un tour [m]
Table 5.3 – Grandeurs utiles au dimensionnement d’une inductance.
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Figure 5.11 – Dimensions géométriques du tore magnétique.
5.3.1.2.3 Dimensionnement d’une inductance torique à deux enroulement
Le nombre de spires par enroulement est obtenu en appliquant la relation suivante,
nt =
√
L? ·Rm avec, Rm = le
µ0 · µr ·Ae (5.6)
où L? est l’inductance de chaque enroulement, Rm la réluctance du noyau et µr sa perméabilité
relative.
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Le choix du noyau dans la base de données est effectué selon la méthode du produit des aires,
Ae ·Aw. Une fois les dimensions géométriques et les propriétés physique du noyau connues, le volume
Vn et la masse Mn du noyau magnétiques sont calculées à partir des relations suivantes.
Vn =
pi
4 ·H · (OD
2 − ID2) et, Mn = ρMat · Vn (5.7)
Où, ρMat est la masse volumique du matériau magnétique.
Le choix de la section des conducteurs s’effectue en fonction de la densité maximale de courant
Jmax (égale à 5 MA/m2 dans notre cas) et du niveau de courant I. Le diamètre minimal du
conducteur est égal à,
dc ≥
√
4 · I
Jmax · pi (5.8)
Un coefficient de remplissage, cw, est alors défini à la relation 5.9 afin de déterminer le nombre
de tours maximal par enroulement.
cw =
ACu
Aw
< cwmax = 40% avec, ACu = 2 · nt ·
pid2c
4 (5.9)
Où, ACu est la section de cuivre.
La longueur moyenne d’un tour MLT est une grandeur utile au calcul de la résistance DC et
de la masse des enroulements. Elle est définit par,
MLT = 2 · (H + (OD − ID) + dc) (5.10)
La masse des enroulements, MCu, est décrite par la relation suivante où ρCu est la masse
volumique du cuivre.
MCu = 2 · ρCu · nt ·MLT ·ACu (5.11)
5.3.1.2.4 Pertes magnétiques
Les pertes magnétiques, Pf , sont la résultante de trois phénomènes, cf. Equation 5.12 [170] :
Pf = PH + PCF + PEX (5.12)
Où, PH représente les pertes par hystérésis, PCF , les pertes dues courants de Foucault et, PEX les
pertes excédentaires. Les pertes par hystérésis sont très impactées par l’allure de la forme d’onde de
l’excitation. La Figure 5.12 illustre la correspondance entre le forme d’onde de courant et l’allure
du cycle B(H), ainsi que les modèles les mieux adaptés.
Sous excitation cyclique sinusoïdale, le matériau magnétique fait un cycle de son hystérésis
et crée ainsi des pertes d’énergie dans le noyau sous forme de chaleur. Les pertes par hystérésis
sont directement proportionnelles à la surface du cycle d’hystérésis et à la fréquence d’opération.
Une formule empirique permet de calculer les pertes, cf. Equation 5.13. Il s’agit de l’équation de
Steinmetz (SE).
PfV = k · fα ·Bβ (5.13)
Où, B est la valeur crête de l’induction d’une excitation sinusoïdale de fréquence f , PfV est la valeur
moyenne des pertes par unité de volume et k, α, β sont des paramètres spécifique au matériau
magnétique, couramment appelés coefficients de Steinmetz.
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Figure 5.12 – Correspondance entre la forme du courant qui traverse l’inductance et le cycle
d’hystérésis asssocié et le modèle de pertes fer le plus approprié [22].
Dans de nombreux de cas, ce modèle n’est pas capable de calculer avec précision les pertes
magnétiques car l’excitation est usuellement non sinusoïdale dans les applications en électronique
de puissance. Divers travaux ont vu le jour pour adresser cette limitation du domaine de validité
de l’équation de Steinmetz et pour déterminer les pertes pour une plus grande variété de formes
d’ondes. Parmi les différentes approches disponibles dans la littérature, une première étape a été
d’améliorer le modèle existant : c’est le modèle IGSE (Improved Generalized Steinmetz Equation)
[171]. Les pertes ont alors pour expression :
PfV =
1
T
∫ T
0
ki
∣∣∣∣dBdt
∣∣∣∣α · (∆B)β−αdt avec, ki = k(2pi)α−1 ∫ 2pi0 |cos θ|α 2β−αdθ (5.14)
Ce modèle sera utilisé pour l’estimation des pertes fer car les modèles plus récents, tel que le
modèle I2GSE, nécessitent une phase de caractérisation du matériau au préalable [172].
5.3.1.2.5 Pertes dans les conducteurs
La seconde source de pertes dans les composants inductifs sont les pertes ohmiques dans le
bobinage. Les phénomènes observés dans le bobinage des inductances de filtrage sont les mêmes
que ceux que nous avons décrits dans le Chapitre 2 lors de la modélisation des câbles d’énergie. À
savoir, que la résistance des conducteurs augmente avec la fréquence dues aux effets de peau. Un
autre phénomène s’additionne aux pertes liées à l’effet de peau. Ce sont les pertes liées à l’effet de
proximité. Ces pertes sont alors dues à des courants induits par les conducteurs voisins en hautes
fréquences. Afin de limiter les pertes liées aux effets de peau et de proximité, une attention parti-
culière doit être portée sur le dimensionnement et la réalisation du bobinage.
Les pertes joules dans le bobinage, PJ , ont pour expression,
PJ = RDC · I2DC +
1
2 ·
∞∑
n=1
RACn · I2n (5.15)
Où, RDC et RAC correspondent aux résistances DC et AC du bobinage, IDC le composante continue
du courant, IRMS le courant RMS qui circule dans le bobinage et In l’amplitude de l’harmonique
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de rang n du courant dans l’inductance. Les expressions des résistances servant au calcul des pertes
Joule sont rappelées aux équations 5.16 et 5.17.
RDC =
MLT · nt · ρCu
ACu
(5.16)
Où, ρCu correspond à la résistivité du cuivre.
Dans le cas d’une inductance monocouche, la résistance AC du bobinage RAC est obtenue à
partir des formulations de Dowel [173] [174] via l’expression suivante :
RAC = RDC ·A · sinh 2A+ sin 2Acosh 2A− cos 2A avec, A =
(
pi
4
)0,75
· 1
δ
·
√
d3c
dt
(5.17)
Où, δ l’épaisseur de peau s’exprime selon,
δ =
√
ρCu
µ0 · µr · pi · f (5.18)
Et, dt la distance moyenne entre deux spires :
dt = sin
(
αs
2
)
· (ID − dc) (5.19)
Avec, αs est l’angle formé par deux spires adjacentes.
5.3.1.3 Inductances de mode différentiel
Matériaux magnétiques - Pour la réalisation des inductances de mode différentiel, nous
ne considérons ici que les matériaux magnétiques de type poudre de fer car ils présentent une
induction de saturation très élevée, comparée aux ferrites. Sur la Figure 5.13 (a), nous montrons
les évolutions des perméabilités complexes relatives en fonction de la fréquence pour quelques
matériaux magnétiques adaptés au filtrage de mode différentiel. Nous remarquons que les matériaux
Kool Mu et MPP présentent les plus faibles réductions de perméabilité en hautes fréquences. A
travers la Figure 5.13 (b), nous remarquons que le minimum de pertes volumiques est obtenu
avec le matériau MPP. Par ailleurs, la matériau High Flux est l’un des matériaux qui présente
l’induction de saturation la plus élevée. Ainsi, en fonction du besoin et de l’application, l’un de ces
trois matériaux peut être le mieux adapté.
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Figure 5.13 – Comparaison de matériaux magnétiques pour le filtrage de mode différentiel.
Saturation du noyau - La contribution des courants de mode commun sur la valeur de
l’induction étant négligeable, l’induction de l’inductance de mode différentiel BMD vaut,
BMD =
LMD · (IMD + IMC/2)
2ntAe
≈ LMD · IMD2ntAe < 0,8 ·Bsat (5.20)
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Un facteur 0,8 est utilisé pour s’assurer de rester dans la région linéaire du matériau magnétique.
Propriétés du bobinage - Afin de réduire les pertes hautes fréquences dans les conduc-
teurs, nous utiliserons des fils de Litz. Le bobinage des inductances de mode différentiel étant
multi-couches, la détermination d’expression analytique s’avère trop complexe. Ainsi, le modèle de
l’inductance de mode différentiel sera composé de la résistance DC en série avec l’inductance basse
fréquence.
5.3.1.4 Inductances de mode commun
5.3.1.4.1 Propriétés générales
Matériaux magnétiques - Afin de profiter des faibles densités de flux magnétiques générées
par les courants de mode commun, des matériaux à forte perméabilité peuvent être utilisés. Ainsi,
des fortes valeurs d’inductances sont atteignables avec un nombre de spires faible. De même que
pour les inductances de mode différentiel, les matériaux magnétiques présentent une perméabilité
complexe non constante. Sur la Figure 5.14, les évolutions des perméabilités complexes de deux types
de matériaux magnétiques en fonction de la fréquence sont présentées : ferrites et nanocristallin.
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Figure 5.14 – Perméabilités complexes relatives de matériaux magnétiques pour le mode
commun.
Nous remarquons sur les figures précédentes que le matériau nanocristallin est le meilleur can-
didat pour le filtrage de mode commun car il présente une perméabilité initiale plus élevée et des
pertes fer moins importantes. Nous choisissons donc ce matériau pour constituer la base de données
de tores pour les inductances de mode commun.
Les pertes fer sont généralement négligées pour les inductances de mode commun car les cou-
rants de mode commun sont de faible amplitude.
Saturation du noyau - Pour l’inductance de mode commun, une contribution du mode diffé-
rentiel vient s’ajouter à l’induction due aux courants de mode commun.
BMC +BMDf =
2 · nt · IMC
Ae ·Rm +
Lf · (IMD + IMC)
nt ·Ae < 0,8 ·Bsat (5.21)
où Lf est l’inductance de fuite.
Propriétés du bobinage - Ici, une contrainte supplémentaire est imposée sur le bobinage car
nous souhaitons avoir qu’une seule couche. Cette contrainte limite donc le nombre de spires en
fonction des dimensions du tore par la relation :
2 · nt · dc < 0,8 · pi · ID (5.22)
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5.3.1.4.2 Inductance de fuite
L’inductance de fuite, Lf , est calculée en utilisant une formulation empirique établie dans l’ar-
ticle [175]. Cette inductance de fuite va agir directement sur le mode différentiel. Nous détaillerons
cette relation de couplage entre les deux modes dans l’exemple de dimensionnement du filtrage
d’entrée à la section 5.3.3.
Lf = 2,5 · µ0 · n
2
t ·Ae
leff
·
[√
pi
Ae
le
2
]1,45
(5.23)
Avec, leff ≈ le ·
√
αb sin(αb/2)/(2pi)2 est la longueur moyenne du chemin du flux de fuite.
5.3.1.4.3 Capacité parasite
A très hautes fréquences, les éléments parasites de l’inductance de mode commun deviennent
prépondérants. Les capacités inter-spires, notamment, modifient l’impédance vue par les courants
de mode commun pour des fréquences supérieures à 1 MHz. La valeur des capacités inter-spires est
très dépendante du type de bobinage utilisé. Il en existe deux grandes catégories :
o Le bobinage dit deux fils en mains, cf. Figure 5.15 (a) : Cette technique assure une bonne
symétrie entre les enroulements. Pour une inductance de mode commun, cela équivaut à un
meilleur équilibre du circuit et à une inductance de fuite plus faible. Cette technique fournit
également une capacité inter-spires inférieure car la distance entre les spires successives du
même bobinage est supérieure à la technique conventionnelle. Cette technique semble offrir
de meilleures performances mais à un coût plus élevé car l’étape de bobinage ne peut pas être
industrialisée.
o Le bobinage dit en demi lune, cf. Figure 5.15 (b) : Les fils sont enroulés en un nombre égal de
tours sur les côtés opposés du noyau. Les inducteurs à enroulement séparés ont une inductance
de fuite plus élevée et une capacité inter-spires plus élevée que les inducteurs enroulés deux
à deux. En raison de leur faible coût et de leur production automatisée, les inductances de
mode commun possèdent pour la plupart ce type de bobinage.
(a) Deux fils en main (b) Demi lune
Figure 5.15 – Type de bobinage pour l’inductance de mode commun
Nous utiliserons un bobinage de type demi lune pour l’inductance de mode commun, car cela
simplifie les calculs de dimensionnement et cela permet également de limiter l’apparition de dé-
charges partielles dans les isolants. La répartition du bobinage sur le noyau à présent connue, il
est possible d’estimer les capacités parasites de l’inductance à partir d’une formulation analytique
[128] [176], cf. Equation (5.24) et Figure 5.16.
EPC =
nt−1∑
i=1
Ccci =
1
nt − 1 ·
pi2 · ((OD − ID)/2 + dc) · ε0
log
(
MLT
dc
+
√
MLT
dc
) (5.24)
Où, EPC représente la capacité parasite totale et Ccci la capacité inter-spire.
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Figure 5.16 – Méthode de calcul des capacités inter-spires d’une inductance de mode commun
5.3.1.4.4 Inductance de mode commun triphasée
Le dimensionnement d’une inductance triphasée de mode commun est similaire à celui d’une
inductance de mode commun à deux phases. Il existe dans l’état de l’art de très bons travaux
décrivant également le dimensionnement d’une inductance de mode commun triphasé [177] [178].
5.3.2 Topologies du filtrage passif
Dans cette section, les différentes topologies étudiées pour le filtrage de mode différentiel et
de mode commun sont présentées. Le choix des topologies dépend naturellement de la nature des
perturbations. Les filtres de mode commun sont réalisés dans la plupart des cas avec des structures
simples de filtres passe-bas. Pour le mode différentiel, nous utiliserons des cellules de filtrage avec
adaptation d’impédance pour assurer la stabilité du réseau HVDC.
Un des paramètres importants qui conditionnent le dimensionnement des filtres passifs, est la
fréquence de coupure du filtre. A partir des gabarits normatifs et des spectres estimés, il est possible
de calculer la plus petite fréquence de coupure du filtre passif pour répondre aux normes. Cette
méthode consiste à calculer le nombre de décades nécessaires pour avoir l’atténuation requise en
utilisant un filtre passe-bas avec une atténuation de nf ·20 dB/déc, nf étant l’ordre du filtre. La
fréquence de coupure est définie à la relation suivante,
fc = min
fi∈[fminnorme...fmaxnorme]

fi
10
(
Inorme(fi)− Isimu(fi)
nf · 20
)
 (5.25)
Où fi représente la ième fréquence ; fminnorme et fmaxnorme représentent les fréquences minimale et maxi-
male de la norme considérée ; Inorme(fi) représente la valeur du gabarit de courant à la fréquence
fi et Isimu(fi) représente la valeur du courant estimé à la fréquence fi. Au cours de ces travaux,
nous nous limitons au filtre du second ordre (nf = 2).
5.3.2.1 Filtrage de mode différentiel côté réseau
Un des points difficiles lors du dimensionnement de cellules de filtrage du second ordre concerne
l’atténuation à la pulsation de coupure, ω0. Le gain près de cette pulsation de coupure peut être
très important et peut amplifier le spectre des perturbations à cette fréquence. Plus le facteur
d’amortissement ξ est petit, plus le gain à la fréquence de coupure du filtre devient important. Un
mauvais facteur d’amortissement du filtre d’entrée peut avoir d’autres impacts sur la performance
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du système. Le facteur d’amortissement peut influencer la fonction de transfert de la boucle de
retour du contrôle commande, et peut être à l’origine de modes oscillants.
F (s) = 1
1 + 2ξ
ω0
· s+ 1
ω20
· s2
(5.26)
Le théorème de Midllebrook explique que le filtre d’entrée ne modifie pas significativement le
gain de la boucle du convertisseur à condition que l’impédance de sortie du filtre soit bien inférieure
à l’impédance d’entrée de la charge. Il est connu qu’un bon compromis est obtenu avec un facteur
d’amortissement égal à 1/√2 = 0, 707, conduisant à une atténuation de 3 dB à la fréquence de
coupure. Cependant, dans la plupart des cas, les éléments résistifs intrinsèques aux composants ne
suffisent pas à obtenir l’atténuation requise. Ainsi, de par les contraintes imposées par l’avionneur
sur la stabilité du réseau, les topologies sans branches d’amortissement sont écartées dans la suite de
ces travaux. Le choix qui s’offre aux concepteurs est grand car il existe une multitude de cellules de
filtrage amorties. Les principales sont illustrées à la Figure 5.17 [179]. Les topologies (a) et (b) sont
directement écartées car, au vu de la puissance de l’application, les éléments résistifs engendreraient
beaucoup trop de pertes et alourdiraient grandement le filtre d’entrée. Trois topologies sont donc
envisageables pour le filtre de mode différentiel en entrée (topologies (c), (d) et (e) de la Figure
5.17) [180].
L/2
C
R/2
L/2R/2
(a)
L/2
C
R
L/2
(b)
L/2
C
R
d
C
d
L/2
(c)
L/2
C
R
d 
/2 L
d 
/2
R
d 
/2 L
d 
/2
L/2
(d)
L/2
C
R
d 
/2
L
d 
/2
R
d 
/2
L
d 
/2
L/2
(e)
Figure 5.17 – Topologies usuelles de cellules de filtrage de mode différentiel amorties.
La valeur optimale de la résistance d’amortissement est exprimée en fonction du coefficient de
la branche d’amortissement n (défini pour les topologies (c), (d) et (e) dans le Tableau 5.4) et de
l’impédance caractéristique R0 du filtre non amorti défini par,
R0 =
√
L/C (5.27)
Et, les fréquences de coupure du filtre en fonction de la fréquence de coupure de la cellule non
amortie,
f0 =
1
2pi
√
LC
(5.28)
Finalement, les effets de l’amortissement sont quantifiés par le ratio entre l’impédance d’entrée à
la fréquence de coupure du filtre, Ze(fc), et par l’impédance caractéristique R0 :
γ = ||Ze(fc)| |
R0
(5.29)
Les fonctions analytiques permettent également de comparer les trois topologies d’amortisse-
ment en termes de limites théoriques, ainsi que les impacts sur la dissipation de puissance, l’at-
ténuation du filtre et la taille globale du filtre [181]. Les formules de la résistance optimale, de
l’amortissement ainsi que de la fréquence de coupure du filtre pour chaque topologie sont rappelées
dans le Tableau 5.4.
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Topologie Facteur Résistance optimale Amortissement Fréquence de
no n Rd/R0 γ coupure, fc [Hz]
(c) Cd
C
n+ 1
n
·
√
2(n+ 1)(n+ 4)
(n+ 2)(3n+ 4)
n√
2(n+ 1)(n+ 2)
f0 ·
√
n+ 2
2(n+ 1)
(d) Ld
L
(n+ 1) ·
√
2(n+ 1)(4n+ 1)
(2n+ 1)(4n+ 3)
1√
2(n+ 1)(2n+ 1)
f0 ·
√
2(n+ 1)
2n+ 1
(e) Ld
L
n ·
√
2(n+ 4)
(n+ 2)(3n+ 4)
n√
2(n+ 2)
f0 ·
√ 2
n+ 1
Table 5.4 – Topologies de filtre LC amorties.
Plus n est grand, plus les éléments discrets qui composent la branche d’amortissement sont
volumineux et lourds. L’impact de l’augmentation de la valeur n sur l’amortissement est illustré à
la Figure 5.18 (a) pour les trois topologies. Nous exposons sur les Figures 5.18 (b) et (c) l’impact de
l’augmentation de n sur l’atténuation du filtre. Nous remarquons que le calcul optimal de la résis-
tance de la branche d’amortissement est important. Un compromis est donc à obtenir pour garantir
le critère de stabilité tout en minimisant les pertes ohmiques de la résistance d’amortissement.
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Figure 5.18 – Impact de la variation de n sur l’atténuation et la fréquence de coupure du filtre.
La topologie (c) avec la branche d’amortissement RC est facile à mettre en œuvre et relativement
intéressante lorsque un faible amortissement est requis. La taille du condensateur d’amortissement
augmente rapidement pour de forts amortissements, c’est-à-dire pour γ supérieur à 0,2. D’après
l’expression théorique de γ, l’amortissement limite pour cette topologie est de 0,707. En effet lorsque
n tend vers l’infini nous avons,
lim
n→∞
n√
2(n+ 1)(n+ 2)
= 1√
2
≈ 0,707 (5.30)
Une forte valeur de la capacité d’amortissement implique aussi de forts courants à travers la ré-
sistance d’amortissement, conduisant à d’importantes pertes Joule. Ces pertes peuvent dégrader
significativement le rendement global du filtre et engendrer une gestion difficile de la thermique.
Concernant les deux autres solutions d’amortissement étudiées, la solution série requiert de
plus petite inductance d’amortissement et dissipe moins de pertes. Et cette topologie ne dispose
pas de limite théorique d’amortissement. Un inconvénient de cette topologie est que la minimi-
sation de l’impédance d’entrée du filtre requiert une résistance d’amortissement très différente de
celle nécessaire pour la minimisation de la résonance présente sur l’impédance de sortie du filtre.
5.3. FILTRES PASSIFS 191
En particulier pour n < 1, le compromis entre ces deux objectifs peut être difficile à réaliser.
Nous proposons ici d’effectuer une analyse paramétrique afin de comparer la performance des
trois topologies retenues pour le filtrage de mode différentiel d’entrée, cf. Figure 5.19. Lors de cette
étude paramétrique, les paramètres électriques du filtre, ainsi que l’amortissement sont modifiés
afin de déterminer si une des trois topologies est plus intéressante d’un point de vue masse.
Topologie (c)
Topologie (d)
Topologie (e)
(a) (b)
Figure 5.19 – Comparaison topologique du filtre MD (a) Pertes vs Volume, (b) Pertes vs Masse
Conf. : SiC, SPWM, fdec = 20 kHz, `c = 10 m, blindé, P = 9500 W.
Nous présentons ensuite, des résultats d’une étude de sensibilité sur l’impact de la fréquence
de découpage d’une part, Figure 5.20 (a), et des stratégies de modulation à largeur d’impulsions
d’autre part, Figure 5.20 (b), dans le plan pertes - masse du filtre. La fréquence de découpage a un
impact plus notable sur les performances du filtre comparé aux stratégies de modulations à largeur
d’impulsion.
100 kHz
20 kHz
(a)
SPWM
SVPWM
DPMin
(b)
Figure 5.20 – Études paramétriques sur la topologie (c).
Conf. : SiC, SPWM/SVPWM/DPMinPWM, fdec = 20/100 kHz, `c = 10 m, blindé, P = 9500 W.
Nous constatons à travers ces figures que les performances de ces topologies sont très similaires.
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La topologie (c) semble néanmoins offrir un léger meilleur compromis entres les pertes et la masse
du filtre de mode différentiel. De plus, dans le cas où l’inductance de fuite de l’inductance de mode
commun serait importante et supérieure à la valeur nécessaire de l’inductance de mode différentiel
alors nous pourrions faire un gain de masse via la suppression de l’inductance de mode différentiel
tout en garantissant la stabilité en entrée. C’est pourquoi nous retiendrons cette topologie pour la
suite de ces travaux de thèse.
5.3.2.2 Filtrage de mode commun côté réseau
Dans la plupart des cas, les limitations des émissions conduites de mode commun sont réalisées
en utilisant des structures simples de filtres passe-bas. Nous utiliserons ici un simple filtre LC
puisque le critère de stabilité ne s’applique pas à la boucle de mode commun. Lors de la présentation
des condensateurs utilisés pour le mode commun, nous avons précisé que nous nous limitons à une
capacité de mode commun entre le bus et la masse de 50 nF pour ne pas dévier trop de courant sur
les structures. Ainsi, le dimensionnement de l’inductance de mode commun est relativement simple.
Plus la fréquence de coupure augmente, plus la masse de l’inductance de mode commun décroit
rapidement, cf. Figure 5.21 (a). Il est clair qu’à iso fréquence de coupure du filtre, si la valeur des
capacités de filtrage de mode commun augmentent, la masse du filtre diminue alors fortement, cf.
Figure 5.21 (b).
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Figure 5.21 – (a) Évolution de la masse de l’inductance de mode commun en fonction de la
fréquence de coupure du filtre (b) Évolution de la masse du filtre de mode commun en fonction de
la valeur des capacités de mode commun.
5.3.2.3 Filtrage de mode commun côté charge
Pour une chaîne électromécanique composée d’un câble non blindé, le niveau des perturbations
conduites de mode commun mesuré en sortie est important. L’ajout d’une inductance de mode
commun en sortie de l’onduleur est nécessaire pour être conforme à la norme. Cette solution est
la plus simple à mettre en œuvre. En règle générale, l’ajout de capacité de mode commun est à
proscrire.
5.3.3 Dimensionnement du filtrage de la chaîne électromécanique
Au-delà des contraintes normatives qui définissent les niveaux maximaux d’émission des per-
turbations, lors du dimensionnement du filtrage il faut prendre en considération des contraintes
spécifiques à l’application comme la composition de la chaîne électromécanique et le point de fonc-
tionnement. C’est pourquoi dans cette section, nous traitons à titre d’exemple le dimensionnement
d’un filtre d’entrée pour une configuration bien particulière de la chaîne. Les spécifications des
équipements qui la composent sont listées dans le Tableau 5.5.
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Sous-Système Spécifications
Tension du bus 540 VDC (+/- 270VDC)
Câble DC Non blindé, AWG 8, `c = 1 m
Onduleur Onduleur no 2 - Module MOSFET SiC CREE
Commande rapprochée RG = 10 Ω, VGS = 20 V
Fréquence de découpage fdec = 20 kHz
Stratégie MLI SPWM
Câble AC Blindé, AWG 8, `c = 10 m
Moteur Moteur VCS avec tresse de 15 cm
Point de fonctionnement 9500 W
Table 5.5 – Spécifications de la chaîne électromécanique pour le dimensionnement du filtre
Les gabarits de courant normatifs considérés ici ont été exposés au début du chapitre. L’ondu-
lation de la tension de bus est limitée par le gabarit de tension du réseau de l’avionneur, cf. Figure
5.3 (b). Pour simplifier ce cas de dimensionnement, nous limitons l’ondulation de la tension du bus
est limitée à 2 % de la tension nominale, soit 10,8 V.
5.3.3.1 Algorithme de dimensionnement
Au vu des résultats de comparaison des topologies de filtres de mode différentiel, aucune des
solutions présentées se démarque des autres en terme de densité de puissance. La solution retenue
permet de gérer le cas où, si l’inductance de fuite de l’inductance de MC, LMCf , est trop importante,
conduisant à ne pas utiliser d’inductance de MD, LMD−DC , le filtrage de MD sera toujours amorti
via l’utilisation de la topologie à branche d’amortissement RdCd. Le circuit électrique du filtre
d’entrée intégré au reste de la chaîne électromécanique est illustré à la Figure 5.22.
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Figure 5.22 – Structure complète du filtre d’entrée
Afin de dimensionner proprement les filtres CEM, la première étape est de comprendre les
interactions entre modes et donc de savoir identifier les circuits équivalents du filtre dans les bases
de mode différentiel et de mode commun [182]. De nombreux circuits équivalents sont proposés dans
la littérature (cf. Chapitre 2 et Annexe B) pour identifier les sources et chemins de propagations
des perturbations de mode différentiel et de mode commun. Nous présentons sur la Figure 5.23,
les schémas équivalents en mode différentiel et en mode commun du filtre d’entrée avec la prise
en compte des éléments parasites au premier ordre. En réalisant cette séparation de mode, le
dimensionnent des filtres de mode différentiel et de mode commun peuvent être réalisés séparément,
et des modèles simples peuvent être utilisés pour la modélisation des composants du filtre.
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Figure 5.23 – Schémas équivalents du filtre d’entrée dans les deux bases avec la prise en compte
des éléments parasites du premier ordre.
Pour le mode différentiel, la présence d’une grande capacité de bus, permet de découpler la
partie DC et AC. Cependant, les sources de perturbations sont liées car en sortie de l’onduleur, la
source de tension de mode différentiel est dépendante des harmoniques présents sur le bus DC. De
même, la source de courant de mode différentiel en entrée du convertisseur est reliée à l’allure des
courants de sortie. L’ajout de ces filtres va donc modifier l’amplitude de ces harmoniques, et ainsi
modifier les spectres des perturbations à filtrer. Un couplage subsiste donc entre les filtres de mode
différentiel en entrée et en sortie de l’onduleur.
Pour le mode commun, nous avons vu au travers du Chapitre 2 que les courants de mode
commun en entrée et en sortie sont couplés. L’ajout d’un filtre en entrée aura des répercussions
sur l’amplitude des courants de mode commun en sortie. Dans le cadre de cet exemple, la chaîne
électromécanique est composée d’un câble blindé en sortie. Ainsi, le niveau de perturbations est
faible et conforme à la norme. C’est pourquoi nous simplifions le problème en ne traitant que les
perturbations de mode commun en entrée.
5.3.3.1.1 Filtrage de mode commun
L’estimation des courants de mode commun par l’approche quadripolaire étant très générique
et modulaire, l’ajout de filtres en entrée et en sortie de l’onduleur dans le modèle est relativement
facile à mettre en œuvre. La Figure 5.24 illustre la chaîne électromécanique modélisée en mode
commun par des quadripôles après l’ajout des filtres.
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Figure 5.24 – Représentation quadripolaire de la chaîne électromécaniques avec filtres.
Dans ce dimensionnement, nous nous focalisons sur le dimensionnement du filtrage d’entrée.
L’expression du courant de mode commun en entrée, IondDC , identifié en vert sur la figure précé-
dente, vaut selon le formalisme de l’approche quadripolaire :(
VondDC
IondDC
)
= TFDC ·TondDC ·
(
VMCe
IMC
)
(5.31)
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Dans le cas de la présence d’une inductance de mode commun en sortie, le courant de mode
commun en sortie a pour expression,(
VCAC
ICAC
)
= T−1FAC ·T−1ondAC ·
(
VMCs
IMC
)
(5.32)
Avec, TFDC et TFAC, les quadripôles associés au filtre d’entrée et respectivement de sortie. Ils
ont pour expressions,
TFDC =
(
1 0
2 · YCMC,DC 1
)
·
(
1 ZLMC,DC
0 1
)
et, TFAC =
(
1 ZLMC,AC
0 1
)
(5.33)
Pour le mode commun, nous avons donc appliqué la relation 5.25 sur le spectre du courant
de mode commun simulé non filtré en entrée. La fréquence de coupure du filtre de mode commun
obtenue est de 4,55 kHz. La réponse du filtre idéal du second ordre est illustrée en bleu foncé à
la Figure 5.25. Lorsque nous ajoutons les éléments parasites dans le quadripôle du filtre d’entrée,
nous remarquons une remontée des perturbations pour les fréquences supérieures à 10 MHz. Il faut
s’attendre à une remontée du spectre d’autant plus importante si les couplages en champ proche
sont forts dûs à une mauvaise optimisation du placement des composants sur le circuit imprimé.
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Figure 5.25 – Courant de mode commun en entrée et en sortie sans et avec filtrage.
La Figure 5.25 (b) confirme l’interaction entre les perturbations de mode commun en entrée et
en sortie du convertisseur. En effet, après l’ajout du filtre d’entrée, le spectre du courant de mode
commun en sortie est amplifié sur certaines fréquences de résonance. Un filtre de sortie serait même
nécessaire pour être conforme au gabarit des équipements de catégorie L, M et H de la DO-160G.
Un algorithme de dimensionnement est alors indispensable, notamment pour les cas où le câble
de sortie est non blindé. Nous résoudrons ce problème lors du dimensionnement des filtres à l’aide
d’un algorithme d’optimisation.
5.3.3.1.2 Filtrage de mode différentiel
La démarche pour le dimensionnement du filtre est celle décrite au début de ce chapitre. Nous
déterminons par simulation le spectre du courant HVDC dans un pire cas, c’est-à-dire lorsque la
tension du bus contient les harmoniques de tension égales à celles fixées par l’avionneur. La Figure
5.26 rappelle la topologie du filtre complet en entrée avec les intéractions du bus et du système.
Les différents courants et tensions sont définis sur cette même figure.
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Figure 5.26 – Quadripôle pour le dimensionnement du filtrage de mode différentiel
Une des façons d’estimer le spectre du courant de bus en prenant en compte les deux contri-
butions, est d’utiliser la théorie des quadripôles. Le quadripôle utilisé dans ce cas là est de type
hybride, cf. Equation 5.34. En effet, nous cherchons à exprimer le courant sur le bus HVDC et la
tension aux bornes de l’onduleur en fonction de la tensions HVDC et des harmoniques de courant
rejetés par l’onduleur. (
IHVDC
UOND
)
=
(
g11 g12
g21 g22
)
·
(
UHVDC
−IOND
)
(5.34)
Où les composantes de la matrice G sont égales à :
g11 =
IHVDC
UHVDC
∣∣∣∣∣
IOND=0
= 1
Z1 + Z2
g12 = − IHVDC
IOND
∣∣∣∣∣
UHVDC=0
= − Z2
Z1 + Z2
g21 =
UOND
UHVDC
∣∣∣∣∣
IOND=0
= Z2
Z1 + Z2
g22 = − UOND
IOND
∣∣∣∣∣
UHVDC=0
= Z1 · Z2
Z1 + Z2
(5.35)
Avec, Z1 l’impédance série et Z2 l’impédance en parallèle définies par les relations suivantes,
Z1 = RLMD +RLMD + (LMD−DC + LMCf ) · s
Z2 =
1 +Rd · Cd · s
(Cd + CMD−DC +
CMC−DC
2 ) · s+Rd · Cd ·
(
CMD−DC +
CMC−DC
2
)
· s2
(5.36)
Par ailleurs, la contribution des condensateurs de mode commun dans l’expression de Z2 est
négligée car leur capacité est bien plus faible que les capacités de mode différentiel.
Le courant HVDC avec le filtre a pour expression,
IHVDC = g11 · UHVDC + g12 · IOND (5.37)
Cette méthode est intéressante car elle permet de déterminer facilement les courants qui passent
dans chaque élément du filtre pour pouvoir les dimensionner dans un second temps. Les expres-
sions des courants qui servent au dimensionnement des composants discrets du filtre d’entrée sont
indiquées ci-dessous. Tout d’abord, les condensateurs de mode commun étant de très faible valeur
comparée au condensateur de mode différentiel nous pouvons simplifier le problème en posant,
Idamp = IHVDC − IOND (5.38)
Ainsi, le courant qui traverse la capacité CMC−DC vaut,
ICMC,DC = Idamp ·
ZRC
ZCMD,DC + ZRC
(5.39)
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Où, ZRC est l’impédance de la branche d’amortissement et ZCMD−DC , l’impédance du condensa-
teur de mode différentiel. Enfin, d’après la seconde loi de Kirchhoff, le courant dans la branche
d’amortissement vaut,
IRC = Idamp − IHVDC (5.40)
La contrainte d’ondulation maximale de la tension de bus fige la capacité minimale du bus par
l’équation de principe suivante,
CMD−DCmin =
1
∆UONDmax
∫
(
s
2 )
iACOND(t)dt (5.41)
Où, ∆UONDmax est l’ondulation maximale tolérée sur le bus en V, et iACOND, la composante alter-
native du signal iOND(t).
C
MD,DC min
Simulation circuit (PSIM)
Figure 5.27 – Ondulation de la tension de bus en fonction de la capacité de bus.
Le dimensionnement du filtre de mode différentiel ne doit être réalisé qu’après avoir dimensionné
le filtre de mode commun. En effet, l’inductance de fuite de l’inductance de mode commun contribue
au filtrage de mode différentiel. L’inductance de mode différentiel à ajouter, LMD−DC , est donc
égale à :
LMD−DC = LMD−DC0 − LMC−DCf (5.42)
où LMD−DC0 est la valeur initiale issue du dimensionnement du filtre de mode différentiel et
LMC−DCf est l’inductance de fuite de l’inductance de mode commun. Et, l’expression finale de la
fréquence de coupure du filtre de mode différentiel est la suivante,
fcMD =
1
2pi ·
√
(LMD−DC + LMC,DCf ) · CMD−DC
·
√
n+ 2
2(n+ 1) (5.43)
Une fois la fréquence de coupure obtenue, l’inductance de mode différentiel est déterminée en inver-
sant la relation 5.43. Nous retenons la solution optimale du front de Pareto de l’étude paramétrique
de la Figure 5.28. La fréquence de coupure est de 2,61 kHz.
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Figure 5.28 – Ensemble des solutions de l’étude paramétrique dans le plan Pertes vs Masse du
filtre de mode différentiel. Identification de la solution à masse minimale.
Les spectres des harmoniques de courant rejetés par l’onduleur et du courant du bus sont
illustrés à la Figure 5.29. Nous pouvons vérifier que la norme est bien respectée dans les deux cas.
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Figure 5.29 – Spectres du courant rejeté par l’onduleur et du courant sur le bus HVDC.
5.3.3.2 Filtre réalisé
Les paramètres électriques du filtre d’entrée sont résumés dans le Tableau 5.6. Les spécifications
de chaque composant obtenues grâce au modèles de conception sont également renseignées dans ce
même tableau.
Composant Valeur Spécifications
Inductance de MD LMD−DC 75,7 µH
Tore Magnetics High Flux 58585
7 AWG 20 - nt = 2× 15 spires
Condensateur de MD CMD−DC 40 µF
EPCOS B32776G0206
20 µF - 2 en parallèle
Résistance d’amortissement Rd 4,61 Ω Résistance CMS 4,7 Ω, 2 W
Condensateur d’amortissement Cd 24 µF
EPCOS B32774D8126K000
12 µF - 2 en parallèle
Inductance de MC LMC−DC 13 mH
Tore VAC - T60006-L2090-W518
AWG 12 - nt = 2× 14 spires
Condensateurs de MC CMC−DC 47 nF EPCOS B32682A6473K000
Table 5.6 – Spécifications des composants du filtre d’entrée
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La masse totale du filtre d’entrée s’élève à 808 grammes, dont plus de 60% de la masse provient
du filtre de mode commun. Si nous faisons une analyse rapide de l’évolution de la fréquence de
découpage du convertisseur, nous observons que si nous passons à une fréquence de découpage de
100 kHz sur le même cas de dimensionnement, la masse du filtre augmenterait de 808 grammes à 1,2
kg. L’évolution de la masse du filtre en fonction de la fréquence de découpage dépend très fortement
de l’allure des gabarits normatifs. Un résultat bien connu en électronique puissance est que pour
un gabarit constant avec la fréquence, l’augmentation de la fréquence de découpage conduit à une
diminution de la masse des composants du filtre car la fréqunce de coupure du filtre augmente.
Les gabarits de courant normatifs utilisés comme référence dans ces travaux étant variables avec
la fréquence, l’augmentation de la fréquence de découpage ne conduit pas systématiquement à une
réduction de la masse du filtre.
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Figure 5.30 – Répartition de la masse du filtrage d’entrée pour deux fréquences de découpage.
Aux. représente les auxiliaires tels que le ciruit imprimé et les connectiques.
5.3.3.2.1 Réalisation du filtre
Lors de l’intégration du filtre d’entrée sur le convertisseur, nous avons décidé de supprimer la
carte des condensateurs puisque la valeur de la capacité de bus allait être modifiée et d’y insérer
une nouvelle carte dédiée au filtre d’entrée. L’emplacement de cette carte est indiqué en rouge sur
la Figure 5.31 (a) et le filtre d’entrée sur la Figure 5.31 (b). Les condensateurs céramiques CMS
disposées au plus proche de la cellule de commutation ne sont pas considérés dans le dimensionne-
ment. Leur rôle est de fournir l’énergie lors de la commutation des semi-conducteurs et de limiter
l’inductance de boucle rendant la commutation plus « propre ». Ces condensateurs étant de faible
valeur par rapport à la capacité du bus, leur impact sur la qualité et la stabilité est négligeable.
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Figure 5.31 – (a) Emplacement de la carte de filtrage (b) PCB du filtre complet en entrée
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L’optimisation du placement des composants sur le PCB est une thématique de recherche ac-
tuelle et importante. En effet, les couplages en champ proche par mutuelle inductance entre compo-
sants peuvent dégrader l’atténuation et donc la bande passante du filtre [23] [183] [184]. La Figure
5.32 montre l’influence des couplages par mutuelle inductance entre les composants du filtre sur son
atténuation. Cependant, dans le cas où le couplage est négatif, il a été montré que ces couplages
peuvent être exploités pour, au contraire, améliorer le filtrage [23] [37].
(a) (b)
Figure 5.32 – Impact des couplage en champ proche d’un filtre CEM [23].
Des simulations par éléments finis peuvent être conduites pour calculer la valeur de ces couplages
afin de pouvoir optimiser, dans un second temps, le placement des composants sur le circuit imprimé
[183]. Nous appliquons des petites règles de l’état de l’art pour le placement des composants sur le
circuit imprimé afin de limiter l’influence des couplages par mutuelle inductance et de symétriser le
circuit afin d’éviter des transferts de modes. Ces couplages peuvent néanmoins être pris en compte
par l’ajout d’un coefficient de couplage sur l’inductance série. Le routage de la carte est présenté à
la Figure 5.33.
(a) (b)
Figure 5.33 – Symétrie dans le routage du filtre pour limiter les transferts de mode
5.3.3.2.2 Caractérisation hautes fréquences du filtre
Afin de valider la conception du filtre, nous proposons ici de comparer les atténuations du filtre
d’entrée en mode différentiel et en mode commun avec la mesure. Pour la caractérisation hautes
fréquences du filtre, les composants ont été caractérisés de façon unitaire. Les impédances complexes
simulées et mesurées des condensateurs sont illustrées à la Figure 5.34. Ces figures valident le modèle
simplifié du condensateur sur la plage de fréquence d’étude.
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(c) CMC,DC
Figure 5.34 – Comparaison des impédances mesurées et simulées des condensateurs du filtre
Sur la Figure 5.35 sont représentées les impédances mesurées et simulées des inductances de
mode différentiel et de mode commun. Le modèle RL de l’inductance de mode différentiel donne de
bons résultats jusqu’à 15 MHz. La valeur mesurée de l’inductance de mode commun à 10 kHz vaut
bien 13 mH. En revanche, nous observons que l’inductance de mode commun est très dépendante
de la fréquence. Nous pouvons prendre en compte cette dépendance avec la relation,
LMC(f) = AL · n2t
µ′(f)
|µ(f = 0 Hz)| (5.44)
Le tracé de l’impédance de l’inductance de mode commun lorsque nous prenons en compte la
variation en fréquence de l’inductance de mode commun est plus précis sur une plage de fréquence
plus étendue.
Mesure
Modèle
(a) LMD,DC
Mesure
Modèle avec L
MC
(f)
Modèle idéal
(b) LMC,DC
Figure 5.35 – Comparaison des impédances mesurées et simulées des inductances du filtre
L’atténuation du filtre simulé et celle obtenue à partir des caractérisations unitaire sont présen-
tées à la Figure 5.36. Ces atténuations sont calculées à partir du schéma équivalent du filtre dans
les bases de mode différentiel et de mode commun, cf. Figure 5.23.
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Figure 5.36 – Atténuations simulées et reconstituées du filtre
Le modèle du filtre avec la prise en compte des éléments parasites fournit de bons résultats. En
tenant compte des éléments parasites de chaque composant, l’atténuation du filtre est limitée en
fréquence et perd son atténuation caractéristique de - 40 dB par décade. Le filtre de mode différentiel
est efficace sur la plage 3 kHz à 150 kHz, et le filtre de mode commun offre un atténuation de -
40 dB par décade sur la plage 4,5 kHz à 4 MHz. L’impact des éléments parasites sur le spectre est
donc direct, comme nous avons pu le remarquer au cours des sections précédentes. C’est pourquoi,
le placement des éléments du filtre sur le circuit imprimé doit être d’autant plus soigné pour des
onduleurs à base de MOSFET SiC car nous avons pu constater lors du Chapitre précédent que
les perturbations conduites de mode commun sont plus importantes à partir de la dizaine de MHz
comparé à un onduleur IGBT Si. Or, d’après la courbe d’atténuation en MC du filtre, cette fréquence
correspond également à la fréquence à partir de laquelle le filtre a des performances dégradées à
cause des éléments parasites.
5.4 Stratégies MLI pour la réduction des perturbations conduites
Les formes d’ondes à la commutation sont liées non seulement à la technologie intrinsèque des
semi-conducteurs qui composent l’onduleur mais également aux paramètres liés à la commande tel
que les stratégies de modulation à largeur d’impulsions. Pour des fréquences supérieures à quelques
MHz, nous avons montré, lors de la synthèse des sources de perturbations, que le niveau des émis-
sions CEM dépend principalement de la dynamique des commutations, tandis que les émissions en
basses fréquences sont impactées en premier lieu par les lois de commande.
Les stratégies retenues, présentées au Chapitre 2, visent soit à étendre le point de fonction-
nement optimal de la machine, soit à réduire les pertes par commutation des semi-conducteurs.
Il existe par ailleurs une autre catégorie de stratégie MLI qui a pour but de minimiser les per-
turbations hautes fréquences émises par le convertisseur par la mise en place d’un algorithme
d’élimination des fluctuactions de la tension de mode commun. Dans le cas d’un onduleur deux
niveaux, les degrés de liberté sont assez limités pour de nouvelles stratégies MLI visant à réduire
les perturbations hautes fréquences. Les nouvelles méthodes MLI développées depuis une dizaine
d’années s’appliquent principalement aux convertisseurs mutli-niveaux. La combinaison de l’usage
de convertisseurs multi-niveaux avec des stratégies de pilotage innovantes peut conduire à une ré-
duction significative des émissions conduites et donc de la masse des filtres passifs [108]. Dans cette
section, nous évaluerons l’impact des stratégies de modulation usuelles sur le spectres des courants
de mode commun.
Sur la Figure 5.37 est présenté un exemple de l’impact des stratégies discontinues sur le spectre
des courants de mode de commun comparé à une modulation sinus.
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ENTRÉE
Norme D0-160
DPWMMin
SPWM
DPWMMax
(a)
SORTIE
Norme D0-160
SPWM
DPWMMax
DPWMMin
(b)
Figure 5.37 – Impact des stratégies MLI sur les courants de mode commun.
Conf : SiC, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 2 m, non blindé, N = 5000 tr/min, C = 11 N·m.
Nous constatons que le changement de stratégie de MLI a des conséquences assez limitées sur
les courants de mode commun car leurs niveaux sont sensiblement les mêmes. En effet, les lois
de commande influencent l’enveloppe du spectre des tensions de sortie de l’onduleur en basses
fréquences sur les harmoniques multiples de la fréquences de découpage. Dans le Tableau 5.7 et la
Figure associée, nous poursuivons l’étude en quantifiant l’impact du changement de stratégie de
modulation pour deux fréquences de découpage (20 kHz et 100 kHz).
fdec 20 kHz 100 kHz
MLI Entrée Sortie Entrée Sortie
D0PWM 96,61 95,75 107,4 106,1
D1PWM 96,66 97,2 107,8 106,4
D2PWM 98,01 96,61 106,5 105,8
D3PWM 96,78 95,67 108,7 107,9
DPWMMax 99,13 98,08 107,5 106,3
DPWMMin 94,55 94,29 107,4 105,8
SPWM 98,67 96,87 109 107,5
SVPWM 99,06 97,09 109 113,2
THIPWM4 98,97 96,87 110,1 108,7
THIPWM6 98,46 98,39 109,3 108,5
ENTRÉE
MLI à f
dec
= 20 k
Norme DO-160
Table 5.7 – A gauche, impact des stratégies MLI sur l’amplitude maximale des courants de mode
commun sur la plage 150 kHz - 152 MHz en dBµA. A droite, enveloppe des amplitudes maximales
des spectres comprenant l’ensemble des MLI
Conf : SiC, RG = 10 Ω, VGS = 20 V, `c = 2 m, non blindé, N = 5000 tr/min, C = 11 N·m.
Les conclusions faites dans le premier cas s’appliquent également pour des fréquences de décou-
pages élevées, à savoir que le choix de la stratégie de modulation a un faible impact sur les courants
de mode commun, avec des écarts mesurés inférieurs à 6 dBµA à la raie d’amplitude maximale
(f ≈ 1, 3 MHz). Les stratégies MLI discontinues offrent légèrement de meilleurs résultats que les
stratégies continues. La stratégie DPWMMin est souvent identifiée comme celle conduisant au mi-
nimum de perturbations électromagnétiques conduites. En effet, puisqu’elle consiste à réduire le
nombre de commutations en vue de minimiser les pertes, elle réduit en même temps les fluctuations
de la tension de mode commun, cf. Figure 5.38. Cette amélioration de la forme d’onde de la tension
de mode commun conduit à une amélioration du spectre des courants de mode commun. Toutefois,
le comportement global du spectre CEM reste identique pour toutes les stratégies. Ainsi, l’utilisa-
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tion seule de stratégies de modulation en vue de filtrer les courants de mode commun ne suffit pas
dans le cas d’un onduleur deux niveaux et leur impact sur la masse du filtre est très limité.
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Figure 5.38 – Formes d’ondes de tensions pour une MLI SPWM et DPWMMIN.
Conf : SiC, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, `c = 2 m, non blindé, N = 5000 tr/min, C = 11 N·m.
5.5 Filtrage passif intégré
La masse du filtrage passif peut représenter une part très importante de celle du convertisseur,
comme nous avons pu le voir à la section 5.3 de ce chapitre. L’utilisation des composants grands
gaps devrait contribuer à la diminution de la masse des passifs lors de fonctionnement à fréquences
de découpage très élevées. En revanche, une trop forte augmentation de la fréquence de découpage
implique des pertes par commutation plus importantes et donc à une potentielle augmentation de
la masse du dissipateur. Une autre solution pour réduire la taille des filtres discrets est l’intégration
de composants passifs au plus près de la source de bruit. Depuis quelques années, des travaux
ont montré les bienfaits de l’intégration sur les performances en commutation principalement [185]
[186] [187] [188]. Une approche intéressante a également été proposée dans les travaux de H. Daou
[189] où plusieurs condensateurs de mode différentiel ont été intégrés à différents endroits au sein
du module pour limiter au maximum l’impact des inductances parasites. Cependant la taille des
condensateurs doit être très petite et les condensateurs peuvent subir par ailleurs des élévations de
températures très élevées car ils sont placés au plus près des semi-conducteurs. De plus, la solution
proposée nécessite un agrandissement de la surface de la céramique.
Pour cette étude, nous nous sommes inspirés des travaux de thèse de R. Robutel [185] sur l’inté-
gration des passifs en électronique de puissance et en particulier de l’intégration de condensateurs
dans le module de puissance. Nous avons montré à la section 5.3 que le filtre passif discret possédait
une atténuation limitée à haute fréquence (>10 MHz) dûe aux éléments parasites intrinsèques aux
composants. L’intégration de condensateurs au sein du module a pour objectif non pas de remplacer
le filtrage passif, mais de permettre de distribuer la contrainte.
5.5.1 Dimensionnement et réalisation du module de puissance
Le choix de la topologie multiniveaux du convertisseur a été justifiée dans les articles [190] [191].
La topologie choisie est celle qui conduit au minimum de pertes dans les semi-conducteurs pour
l’application visée. L’onduleur no 3 est un convertisseur multi-niveaux parallèle hexaphasé.
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Des condensateurs de mode commun et de mode différentiel sont intégrés au module de puissance
pour augmenter ses performances et la densité de puissance du convertisseur, cf. Figure 5.39.
L’intégration de condensateurs de découplage en mode différentiel permet de réduire les os-
cillations à haute fréquence provoquées par les inductances parasites entre les condensateurs de
découplage de puissance et le module de puissance. Les performances du module en commutation
sont alors beaucoup plus propres.
Les condensateurs de mode commun sont intégrés au plus proche de la source de perturbations,
c’est-à-dire des cellules de commutation. Ils offrent un chemin supplémentaire pour que les courants
de mode commun se rebouclent. Une partie des courants de mode commun est donc directement
recyclée à l’intérieur du module de puissance. Nous pouvons assimiler cette approche du point de
vue du mode commun à un filtre à deux cellules. La première cellule dit basse fréquence composée
de l’inductance de mode commun et des condensateurs de mode commun du filtre discret ; et la
deuxième cellule, dont la fréquence de coupure est plus élevée, composée des condensateurs de
mode commun intégrés dans le module et des inductances parasites de la connectique entre le filtre
discret et le module.
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Figure 5.39 – Schéma électrique de l’onduleur hexaphasé avec les condensateurs intégrés dans le
module et filtrage d’entrée.
Une vue de la CAO du module de puissance illustrant l’intégration physique des condensa-
teurs de mode commun et de mode différentiel est montrée à la Figure 5.40. Ce module a été
dimensionné tout en respectant les mêmes dimensions que le module utilisé dans l’onduleur no 2
(CCS050M12CM2 de CREE Wolfspeed). Deux céramiques sont utilisées : celle du bas où sont
soudées les puces MOSFETs SiC, et celle du haut où sont soudés les condensateurs. Des plots de
contacts en cuivre, bumps en anglais, sont utilisés pour connecter les métallisations des deux céra-
miques. Ces plots permettent le contact électrique entre les céramiques mais également un support
mécanique pour la céramique du haut et de faciliter le transfert de chaleur par conduction des
condensateurs à la semelle du module. Comparée aux solutions de l’état de l’art, l’intégration des
condensateurs au sein du modèle proposée ici ne modifie par la taille de la céramique du bas. Nous
les intégrons à un étage différent. Les condensateurs sélectionnés sont deux condensateurs de 250
nF (TDK Ceralink LP series 900 V) pour le mode différentiel et quatre condensateurs de 22 nF
(TDK MLCC 450 V) pour le mode commun. Ces valeurs sont limitées par les contraintes techno-
logiques de réalisation et par le souhait de ne pas augmenter les dimensions verticales du module
de puissance.
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Figure 5.40 – Vue CAO du module hexaphasé développé à l’IRT avec l’intégration de
condensateurs de mode différentiel et de mode commun.
5.5.2 Essais
Une fois le module dimensionné et fabriqué, un nouveau routage est réalisé pour l’intégration
du module dans le convertisseur, cf. Figure 5.41. Le module que nous avons présenté dans la section
précédente est un module hexaphasé. Afin de ne pas cumuler deux effets ayant un impact sur le
niveau des perturbations CEM, nous ne testons pas ce convertisseur en tant que convertisseur
multi-niveaux et seuls trois bras sont pilotés. La puissance est donc limitée à 7,5 kW. Ainsi, nous
quantifions, dans cette section, la contribution de l’ajout des condensateurs dans le module sur les
formes d’ondes à la commutation et sur la performance CEM en émission du convertisseur.
(a) (b)
Figure 5.41 – Onduleur 15 kW avec le module hexaphasé et ses condensateurs de filtrage intégrés.
5.5.2.1 Essais en commutation
L’onduleur est intégré dans la chaîne électromécanique et testé dans son environnement. Les
formes d’ondes des tensions commutées sont illustrées à la Figure5.42. Nous comparons sur cette
figure les performances en commutation de l’onduleur no 3 par rapport à l’onduleur no 2. Ces formes
d’ondes illustrent l’intérêt des condensateurs de mode différentiel intégrés dans le module de puis-
sance. Des oscillations à la commutation de plus faibles amplitudes sont mesurées.
Des simulations magnéto-harmoniques ont été effectuées dans le but d’extraire l’inductance de
boucle totale d’une cellule de commutation, cf. Figure 5.43 (a). L’inductance simulée de la boucle
de la cellule de commutation vaut environ 20 nH. Comparée aux valeurs obtenus pour le module
CREE de l’onduleur no 2, cette valeur est bien inférieure. Cela explique pourquoi nous observons
une amplitude des oscillations à la commutation plus faible.
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Figure 5.42 – Comparaison des formes d’ondes de tensions entre les onduleurs no 2 et 3
Conf : SPWM, fdec = 20 kHz, RG = 10 Ω, VGS = 20 V, N = 4160 tr/min, C = 9 N·m.
Afin de comparer les performances en commutation de ce nouveau module, nous montrons ici
les énergies perdues lors de la commutation, cf. Figure 5.43 (b). Ces résultats sont issus de l’article
[191]. Le module conçu permet de réduire les énergies de commutation d’environ 200 µJ comparé
au module de l’onduleur no 2. Pour le nouveau module, les énergies de commutation mesurées
ici correspondent à l’énergie totale perdue dans une période de découpage dans le cas où deux
cellules de commutation sont en parallèle et que la moitié du courant de sortie circule dans chaque
cellule. L’onduleur no 3 permet une réduction des pertes par commutation d’environ 20% comparé
à l’onduleur composé d’un module MOSFET SiC du commerce.
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Figure 5.43 – (a) Extraction des inductances parasites d’une cellule de commutation du module
de puissance de l’onduleur no 3 (b) Comparaison des énergies totales de commutation des
onduleurs no 2 et no 3.
Grâce aux mesures faîtes lors de la phase de la caractérisation du composant par la méthode
d’opposition, nous avons constaté des vitesses de commutations plus importantes pour le nouveau
module à zéro de courant dV/dt = 36 kV/µs contre dV/dt = 28 kV/µs, et à fort courant des vitesses
de commutations égales à dV/dt = 33 kV/µs. Ces résultats confirment que le module de puissance
à faible inductance présente des pertes par commutation plus faibles que le module MOSFET SiC
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du commerce, bien qu’aucune diode Schottky ne soit utilisées. De façon réciproque, les surtensions
mesurées sont dans le cas du nouveau module de plus faible amplitude : à zéro de courant les
amplitudes de la surtension mesurées sont de 30 V contre 40 V pour le module du commerce, et à
fort courant 18 V contre 90 V.
5.5.2.2 Essais CEM
La chaîne électromécanique est composée de l’onduleur no 3 sans filtre car nous souhaitons
comparer ses émissions à la chaîne composée de l’onduleur no 2. Les résultats des spectres des
courants de mode commun sont illustrés pour deux configurations de la chaîne électromécanique
aux Figures 5.44 et 5.45.
Onduleur n°2
Onduleur n°3
Point milieu flottant
Norme D0-160
Onduleur n°3
Point milieu à la masse
ENTRÉE
(a)
Norme D0-160Onduleur n°3
Point milieu à la masse
Onduleur n°2
SORTIE
(b)
Figure 5.44 – Impact de l’intégration de condensateurs de MC sur les spectres d’émissions. Cas
non blindé.
Conf : SPWM, fdec = 20 kHz, `c = 2 m, N = 4160 tr/min, C = 9 N·m.
Nous constatons dans un premier temps que lorsque le point milieu du module n’est pas connecté
à la masse, les performances obtenues avec l’onduleur no 3 sont similaires à celles du no 2. Les
différences observées proviennent principalement de la différence d’intégration du module au sein
de l’onduleur.
Norme D0-160
Onduleur n°3
Point milieu à la masse
Onduleur n°2
ENTRÉE
(a)
Norme D0-160
Onduleur n°2
Onduleur n°3
Point milieu à la masse
SORTIE
(b)
Figure 5.45 – Impact de l’intégration de condensateurs de MC sur les spectres d’émissions. Cas
blindé.
Conf : SPWM, fdec = 20 kHz, `c = 2 m, N = 4160 tr/min, C = 9 N·m.
L’intégration de condensateurs de mode commun dans le module permet la création d’une boucle
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de mode commun privilégiée et ils apportent un gain significatif d’atténuation sur les courants de
mode commun en entrée de l’onduleur. Entre 500 kHz et 20 MHz, une réduction de l’amplitude
des harmoniques est observée grâce au filtre LC composé des inductances de la connectique et
des condensateurs intégrés. Nous constatons un gain de 29,86 dBµA sur l’harmonique maximal de
l’onduleur no 2, raie par rapport à laquelle le filtrage était dimensionné (f = 1,23 MHz). Enfin,
l’ajout de condensateurs de filtrage de mode commun en entrée modifie l’amplitude des courants
de mode commun mesurés en sortie car l’impédance de mode commun équivalente d’entrée est
modifiée.
5.5.2.3 Réduction du filtrage passif
Le filtre discret nécessaire en entrée est donc naturellement différent car la fréquence de coupure
du filtre de mode commun n’est plus la même. Le dimensionnement du filtre d’entrée avec l’onduleur
no 3 est réalisé avec la même méthodologie que celle expliquée dans la section 5.3. Les valeurs des
éléments du filtre d’entrée de l’onduleur no 3 sont listées dans le Tableau 5.8. Seules les inductances
ont été modifiées.
Composant Valeur Spécifications
Inductance de MD LMD,DC 64,68 µH
Tore Magnetics High Flux 77586
6 AWG 20 - nt = 2× 21 spires
Condensateur de MD CMD,DC 40 µF
EPCOS B32776G0206
20 µF - 2 en parallèle
Résistance d’amortissement Rd 4,61 Ω Résistance CMS 4,7 Ω, 2 W
Condensateur d’amortissement Cd 24 µF
EPCOS B32774D8126K000
12 µF - 2 en parallèle
Inductance de MC LMC,DC 4,8 mH
Tore VAC - T60006-L2045-V102
AWG 12 - nt = 2× 8 spires
Condensateurs de MC CMC,DC 47 nF EPCOS B32682A6473K000
Table 5.8 – Spécifications des composants du filtre d’entrée de l’onduleur no 3
Nous observons un gain de masse par rapport au précédent dimensionnement. La masse du filtre
est réduite de 42,5 %. Ce gain s’explique principalement par le fait que le filtre possède une capacité
de filtrage de mode commun équivalente plus importante. Lorsque nous comparons cette solution
au filtrage de l’onduleur no 2 à iso capacité de mode commun, nous obtenons tout de même une
réduction de la masse totale du filtre DC de 24 %. Ce bilan de masse nous permet donc d’illustrer
le grand intérêt de l’intégration des composants en électronique de puissance.
L
MC-DC
22,9 %
C
MC-DC6,5 %
L
MD-DC
22 %
C
MD-DC
21,5 %
C
d 13,8 %
R
d
0,4 %
Aux.
12,9 %
465 g
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Figure 5.46 – Répartition de la masse du filtrage d’entrée sans et avec intégration de capacité de
mode commun dans le module de puissance.
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5.6 Conclusions
L’objectif de ce chapitre était d’introduire diverses solutions permettant de limiter les émissions
conduites de la chaîne électromécanique. Nous avons pu constater que le dimensionnement des
filtres de mode commun de la chaîne électromécanique est complexe car les émissions conduites
sont contraintes en entrée et en sortie du convertisseur. Ainsi, l’ajout du filtre de mode commun
en entrée modifie l’impédance de mode commun équivalent en entrée entraînant une hausse des
courants de mode commun en sortie de l’onduleur. Il existe dans la littérature quelques algorithmes
pour dimensionner le filtrage de mode commun en entrée et en sortie en tenant compte du cou-
plage. Cependant, ces approches sont rarement optimales en termes de masse du filtrage car elles
conduisent très souvent à un surdimensionnement de l’un des deux filtres. Nous voyons ici tout
l’intérêt des algorithmes d’optimisation pour la résolution de ce problème. Aucun algorithme de
pré-dimensionnement n’est nécessaire, l’espace des solutions étant parcouru en vue de trouver les
paramètres des filtres permettant de répondre aux exigences en émission, tout en minimisant la
masse des filtres.
Lors des études de conception par optimisation des filtres de la chaîne menées dans le chapitre
suivant, nous retiendrons uniquement le cas de filtres passifs discrets par soucis de simplification
du problème. En effet, les solutions plus novatrices d’intégration bien que très intéressantes et
indispensables pour l’augmentation de la densité de puissance des convertisseurs ne se suffisent pas
à elles-mêmes pour garantir la conformité aux normes.
Chapitre6
Optimisation de l’ensemble convertisseur-filtres
Au cours de ce chapitre, l’ensemble des modèles d’analyse des perturbations développésdans ces travaux sont déclinés en modèle de conception afin d’optimiser le dimension-nement d’un onduleur et de ses filtres dans le cas d’une application aéronautique. Ledimensionnement de cet onduleur est réalisé en adressant les critères de conception (mi-
nimisation de la masse et des pertes), afin d’augmenter la densité de puissance du système. Pour
assurer la compatibilité entre les différents équipements, l’avionneur et les autorités de certification
définissent un ensemble de spécifications auxquelles chaque équipement doit se conformer. Dans ce
chapitre, nous formulerons deux problèmes d’optimisation. Un premier, pour illustrer l’intérêt des
algorithmes d’optimisation dans le dimensionnement des filtres de mode commun sans avoir recours
à des algorithmes de pré-dimensionnement. Puis, nous réaliserons une optimisation de l’ensemble
convertisseur-filtres en tenant compte de la mission de vol.
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6.1 Introduction
6.1.1 Optimisation multidisciplinaire
La nature multidisciplinaire de l’électronique de puissance accroît la complexité du processus
de conception, car l’intégration de nombreux domaines physiques est nécessaire. Ces domaines
se distinguent les uns des autres en fonction de principes physiques qu’ils abordent, notamment
électriques, électromagnétiques, thermiques et mécaniques. En outre, ils sont couplés les uns aux
autres : par exemple, pour le couplage électrothermique, les liens sont les pertes et la température
des composants ; les domaines mécanique et électrique sont liés par la masse et le volume des compo-
sants, etc. Ainsi, la modification d’un paramètre dans un domaine peut affecter le comportement du
convertisseur dans d’autres domaines et orienter les choix du concepteur dans différentes directions.
De plus, l’impact des choix de conception sur le comportement du convertisseur n’est pas toujours
simple et a souvent un prix. Par exemple, une augmentation de la fréquence de commutation peut
réduire le volume des passifs, mais augmentera celle du dissipateur thermique en raison de pertes
accrues dans les semi-conducteurs.
Par conséquent, le développement de l’électronique de puissance pose des problèmes en termes
d’approche de conception. Tout d’abord, même si une conception complète requiert des connais-
sances dans plusieurs disciplines, l’expertise du concepteur ne couvre généralement pas tous les
domaines. Pour obtenir des informations complètes sur le comportement du système et obtenir de
meilleures conceptions, de nouvelles approches utilisant la modélisation multidisciplinaire [35] [100]
[192] [193] incluent plusieurs domaines physiques dans le processus de conception. Cela a l’avantage
d’éliminer le risque de multiples itérations lors des étapes de conception ou de vérification et d’éviter
un comportement inattendu du convertisseur prototype si l’influence des domaines est négligée. Le
processus de conception devient donc plus robuste car le couplage mutuel des domaines est pris en
compte dès le début de la conception. Cette méthodologie a été au centre des travaux de [194], où
l’importance des interdépendances des domaines électro-thermique-mécanique pour de meilleures
conceptions a été montrée. Les avantages de la liaison des domaines de conception concernant le
développement futur de l’électronique de puissance en utilisant des techniques d’optimisation ont
été discutés dans [24]. Dans ce travail, il a été montré que les processus de conception devaient être
minimisés en couplant les outils d’ingénierie en fonction du couplage mutuel des domaines, comme
illustré à la Figure 6.1. Dans les travaux de [195], l’optimisation multidisciplinaire et multi-objectifs
est utilisée pour la conception d’un convertisseur DC-DC sous contraintes CEM. Finalement, un
dernier exemple d’optimisation d’un système de variation de vitesse sous contraintes CEM et de
l’évaluation des différentes topologies d’onduleur est présenté dans [196].
Figure 6.1 – Dépendances multi-physiques au niveau circuit [24].
L’objectif de ce projet de thèse est de parvenir à une méthode de conception couvrant de
manière complète les domaines physiques du convertisseur et leurs couplages. Pour cette raison, ce
travail est basé sur des méthodes de conception qui utilisent des approches globales multi-domaines
pour l’électronique de puissance. Le système à dimensionner est un onduleur pour le pilotage d’une
machine synchrone à aimants permanents. L’objectif est d’atteindre une forte densité de puissance.
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6.1.2 Stratégie d’optimisation
L’optimisation multidisciplinaire, Multidisciplinary Design Optimization (MDO) implique une
formulation du problème d’optimisation et des modèles en fonction des disciplines, des physiques
ou des composants, cf. Figure 6.2. Dans le cas d’optimisation multidisciplinaire, les problèmes
d’optimisation peuvent être classifiés en stratégies mono-niveau et multi-niveaux. Un problème
mono-niveau est défini lorsqu’il n’y a qu’une seule boucle d’optimisation pour gérer les disciplines
et leurs connexions. Les stratégies multi-niveaux font intervenir plusieurs boucles d’optimisation
qui échangent des variables ou des contraintes entre elles.
Figure 6.2 – Systèmes complexes multi-niveaux
Il existe plusieurs stratégies d’optimisiation mono-niveau dans la littérature [197]. Nous pou-
vons citer les stratégies MultiDisciplinary Feasible (MDF), Individual Discipline Feasible (IDF), et
All-At-Once (AAO). La stratégie MDF est la stratégie d’optimisation la plus couramment utilisée.
Pour chaque itération de l’optimisation, la compatibilité entre les disciplines est vérifiée par le mo-
dèle. Les deux autres formulations mono-niveau, IDF et AAO, permettent de réduire les temps de
calcul, comparées à la MDF, via l’ajout de variables et contraintes entre disciplines.
Pour la conception d’un dispositif complexe, il peut être intéressant de décomposer le problème
d’optimisation en plusieurs sous problèmes, plus simples. Cette décomposition ne doit en revanche
pas faire perdre les interactions entre les éléments qui sont rarement indépendantes les unes des
autres. Des stratégies de conception multiniveaux ont été développées dans ce but comme la Col-
laborative Optimization (CO) [198], le Bi-Level Integrated System Synthesis (BLISS) [199], ou le
Analytical Target Cascading (ATC) [200]. La stratégie ATC consiste à optimiser chaque système ou
sous-système séparément en y ajoutant des variables et contraintes qui permettront la cohérence
globale de la stratégie d’optimisation.
Dans notre cas, bien que le problème soit assez complexe, nous n’utiliserons qu’une seule boucle
d’optimisation. Ainsi, l’ensemble des disciplines sont traitées dans la même boucle ce qui peut
amener à des problèmes de convergence notamment si le nombre de variables à traiter est important
pour des problèmes non linéaires. Nous verrons cependant que certaines études paramétriques telles
que le dimensionnement du dissipateur thermique sont externalisées de la boucle d’optimisation.
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6.2 Formulation générale et algorithme d’optimisation
La structure du problème et l’algorithme d’optimisation influencent significativement la qualité
des solutions obtenues en fin de processus d’optimisation ainsi que le temps de calcul de la méthode.
6.2.1 Formulation générale d’un problème d’optimisation multi-objectifs
Un problème d’optimisation muti-ojectifs de dimension n peut être formulé comme suit,
(P )

min Fobj(x) = (f1obj(x), f2obj(x), ..., f
p
obj(x))
gj(x) ≤ 0 1 ≤ j ≤ m
hk(x) = 0 1 ≤ k ≤ l
xmini ≤ xi ≤ xmaxi 1 ≤ i ≤ n
(6.1)
Où,
o x est un vecteur à n composantes représentant les variables de décision du problème ;
o xmini , xmaxi désignent les contraintes de domaine et X est l’espace des variables ou espace de
recherche borné par les contraintes de domaines ;
o Fobj est le vecteur des p fonctions objectifs f iobj ;
o gj(x) et hk(x) sont respectivement des contraintes d’inégalité et d’égalité.
Cette formulation du problème d’optimisation fait apparaître quatre éléments primordiaux :
o Les variables de décision sont les variables d’entrée, générés par l’algorithme d’optimisation ;
o Les contraintes sont des limites de domaines que subissent les variables du modèle ;
o Les objectifs sont des sorties du modèle de dimensionnement. Le but est de trouver leurs
minima ou maxima selon la formulation du problème ;
o L’algorithme d’optimisation est une méthode utilisée pour la résolution d’un problème d’op-
timisation. Son rôle principal consiste à générer les variables de décision et à traiter les sorties
du modèle de dimensionnement (contraintes et objectifs).
La difficulté principale d’un problème d’optimisation multi-objectifs est liée à la présence de
conflits entre les divers objectifs. En effet, les solutions optimales pour un objectif donné ne cor-
respondent généralement pas à celles des autres objectifs pris indépendamment. Une solution du
problème multi-objectifs résulte donc d’un compromis entre les différents critères. Le meilleur com-
promis est défini de telle manière qu’il ne soit plus possible d’améliorer une composante du vecteur
critère sans détériorer les autres. Dans ce cas, la solution est dite Pareto-optimale, cf. Figure 6.3.
Figure 6.3 – Solutions Pareto optimales.
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6.2.2 Algorithme d’optimisation utilisé dans ces travaux
La complexité des problèmes d’optimisation multidisciplinaires (taille des modèles d’analyse,
nombre de disciplines, nombre de variables, etc.) requiert l’utilisation d’algorithmes d’optimisa-
tion rapides, tels que les algorithmes de type gradient. En revanche, ces algorithmes sont connus
par leur caractère local qui peut très probablement mener à des optima locaux, surtout dans le
cas où les fonctions objectifs sont multimodales. Nous utiliserons ici un algorithme génétique per-
mettant la résolution de problèmes multi-objectifs. L’algorithme utilisé est issu des travaux de [201].
Les simulations ont été effectuées sur un ordinateur de calcul DELL Precision T7910 dont les
caractéristiques sont les suivantes : Processeur - Intel(R) Xeon(R) CPU E5-2667 v3 @ 3,2 GHz 8
coeurs, Mémoire installée (RAM) - 64 Go.
6.2.3 Tests de l’algorithme d’optimisation sur des problèmes simples
Nous testons à présent deux problèmes mathématiques simples pour illustrer la performance de
l’algorithme d’optimisation. Les formulations des problèmes sont décrites ci-dessous et les résultats
sont présentés à la Figure 6.4.
o Problème no 1 - Fonction « trous de renard » de Shekel : Le premier problème d’optimisation
est un problème mono-objectif dont la fonction est de localiser les maximaux de la forme
d’onde décrite par la relation suivante,
max f(x1, x2) = 500− 1
0.002 +∑24k=0 1
k + (x1 − ak)6 + (x2 − bk)6
(6.2)
où ak = 16(k mod 5)−2 et bk = 16(E(k/5)−2), a mod b et E(a/b) désignant respectivement
le reste de la division de a par b et la partie entière de a/b.
Cette fonction de deux variables possède 25 optima de qualité « comparable » mais un opti-
mum global localisé sur le point de coordonnées (-32,-32).
o Problème no 2 - Problème de Tanaka : Le second problème est multi-objectifs et multi-
contraints défini par,
∀ 0 ≤ x1, x2 ≤ pi,

min f1(x1, x2) = x1
min f2(x1, x2) = x2
g1(x1, x2) = x21 + x22 − 1− 0.1 · cos
(
16 arctan
(
x1
x2
))
,
g2(x1, x2) = (x1 − 0.5)2 + (x2 − 0.5)2 ≤ 0.5.
(6.3)
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Figure 6.4 – Test de l’algorithme d’optimisation sur des fonctions bien connues.
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6.3 Dimensionnement d’un onduleur aéronautique
Dans cette section, un bilan des modèles développés durant cette thèse est effectué ainsi que
leur déclinaison pour qu’ils soient adaptables aux problèmes d’optimisation traités dans ce chapitre.
Nous détaillerons spécifiquement le cas du dimensionnement d’un onduleur, du filtre de mode
différentiel en entrée et des filtres de mode commun en entrée et en sortie.
6.3.1 Cahier des charges - Spécifications et contraintes aéronautiques
La définition d’exigences claires et de limites du système facilite le processus de conception,
car il donne un aperçu complet du système à concevoir et permet une meilleure approximation du
système réel. Les contraintes du problème d’optimisation peuvent être classées en deux catégories,
celles qui s’appliquent au niveau système et celles qui s’appliquent au niveau composant, cf. Figure
6.5.
Figure 6.5 – Classification des contraintes.
6.3.1.1 Contraintes au niveau système
Parmi les contraintes dépendantes de l’application, nous avons :
o Les normes :
n En basses fréquences, la norme de l’avionneur définit le gabarit de courant de mode
différentiel à respecter pour satisfaire la qualité et la stabilité du réseau HVDC, cf.
Chapitre 5 ;
n En hautes fréquences, la norme DO-160G définit les gabarits des courants de mode
commun à respecter en entrée et en sortie de l’onduleur. Dans le cas de l’application
VCS, les gabarits relatif à la catégorie d’équipement L, M et H sont retenus pour le
dimensionnement des filtres.
o Un ensemble de spécifications sont définies pour chaque application. Parmi elles, nous pou-
vons citer :
n La puissance de l’application ;
n La mission de vol définissant l’ensemble des points de fonctionnement de l’application
ainsi que leur occurrence temporelle ;
n La masse et les pertes : Ces contraintes permettent de borner l’espace des solutions.
L’objectif de minimisation du coût du système n’est pas pris en compte dans ces travaux ;
n De plus, des contraintes relatives à la composition de la chaîne électromécanique sont
définies. Par exemple, la longueur du câble entre l’onduleur et la machine ne peut pas
être une variable de décision car cette dernière est imposée par l’intégration sur avion.
Dans les deux problèmes d’optimisation, nous figeons la longueur du câble à 10 mètres.
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6.3.1.2 Contraintes au niveau composant
Les contraintes indépendantes de l’application sont en général des contraintes liées aux limita-
tions technologiques des composants des sous-systèmes. En électronique de puissance, par exemple,
les semi-conducteurs sont contraints par leur température de jonction maximale. Ils sont également
contraints par leur calibre en tension. Dans notre cas, les valeurs de ces contraintes sont directement
tirées des données des constructeurs.
6.3.1.3 Contraintes de type gabarit
Parmi les contraintes listées ci-dessus, trois d’entre-elles sont de type gabarit. La méthode la
plus usuelle pour prendre en compte les contraintes de ce type dans l’optimisation est de discrétiser
le gabarit et le spectre en N fréquences, cf. Figure 6.6 (a). Ainsi, la contrainte de type gabarit est
composée en réalité de N sous-contraintes. Cette méthode alourdit donc considérablement l’opti-
misation. Certains travaux ont par conséquent essayé de limiter la valeur de N , et de faire une
discrétisation plus astucieuse, mais cela reste très difficile de prévoir les fréquences critiques dans
une approche de conception par optimisation.
Une manière plus adaptée de prendre en compte ce type de contrainte est de procéder au calcul
de la distance entre le spectre du signal perturbateur et le gabarit normatif pour chaque point du
vecteur de fréquence et de calculer l’écart-type [35], cf. Figure 6.6 (b). Avec cette approche, aucune
sous discrétisation du spectre n’est nécessaire. Le calcul de l’écart-type σi est détaillé à la relation
(6.4). La somme de ces distances est calculée et divisée par le nombre de points du vecteur de
fréquence, NFFT . Une marge de conception de 6 dBµA est utilisée comme dans la majorité des
dimensionnement de filtres CEM. Enfin, pour que le spectre du courant soit conforme au gabarit
nous chercherons à annuler l’écart-type. Cette méthode permet de passer desN contraintes discrètes
non dérivables à une contrainte globale continue.
σi =
√√√√√NFFT∑j=1 |I(fi)− norme(fi)− 6 dBµA|2
NFFT
(6.4)
Norme D0-160
N fréquences = N sous-contraintes
(a) Discrétisation
σ
i
σ
i+1
σ
1
Norme D0-160
Points acceptés
Norme D0-160 - Marge
(b) Écart-type
Figure 6.6 – Contraintes de type gabarit
Par ailleurs, la construction du vecteur de fréquence est détaillée ci-dessous en langage Matlab.
Nous remarquons que la taille du vecteur de fréquence est directement dépendante du choix de la
fréquence d’échantillonnage. La commutation étant le mode le plus rapide, la fréquence d’échan-
tillonnage est choisie afin de modéliser proprement les fronts des tensions commutées. Si cette
dernière est choisie en dessous de la valeur minimale pour accélérer les temps de calcul, les im-
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pacts de la résistances de grille et de la tension d’alimentation du driver ne seront plus visibles sur
l’amplitude des courants de mode commun.
1 % Vecteur temps
2 Fech = 100 e6 ; % [Hz ] Frequence d ’ e chan t i l l onnage
3 h = 1/Fech ; % [ s ] Pas de c a l c u l
4 t = 0 : h :T( i )−h ; % [ s ] Vecteur temps
5 Nt = length ( t ) ; % [− ] Nombre de po in t s du vecteur temps
6
7 % Vecteur f r equence
8 NFFT = 2^nextpow2 (Nt) ; % [− ] T a i l l e de l a FFT
9 f r e q = Fech/2∗ l i n s p a c e (0 , 1 ,NFFT/2+1) ; % [Hz ] Vecteur f r equence
6.3.2 Topologie de convertisseur
Il existe une grande variété de topologies d’onduleurs, chacune adaptée à des applications spé-
cifiques. Dans le cadre de nos travaux, nous nous sommes restreints à un onduleur deux niveaux en
commutation dure. L’ensemble des modulations et des formes d’ondes de porteuse définies au Cha-
pitre 2 constitueront des variables de décision dans les optimisations réalisées dans les prochaines
sections. Dans les résultats qui vont suivre, le type de porteuse est un entier compris entre 1 et 3 :
la porteuse de type 1 est symétrique tandis que les porteuses 2 et 3 sont en dent de scie.
6.3.3 Modèle de dissipateur thermique
Afin de rationilser les énergies secondaires présentes à bord de l’avion, un des objectifs en élec-
tronique de puissance est de pouvoir dissiper la chaleur sans avoir recours à une boucle liquide.
Ainsi, seuls les dissipateurs thermiques en convection forcée sont considérés dans cette étude. Le
choix d’une technologie de dissipateur est normalement relié à la résistance thermique minimale à
fournir. L’auteur de [153] donne la plage moyenne d’utilisation de chaque technologie de dissipateur
thermique.
Les propriétés géométriques du ventilateur et du dissipateur à ailettes droites sont données à la
Figure 6.7. Le dissipateur à ailettes est défini par les cotes internes comme la longueur d’une ailette
ls, par l’épaisseur des ailettes ea, par l’espace entre deux ailettes eia, par la hauteur d’une ailette
ha, par la hauteur de la semelle hs et par le nombre d’ailettes na.
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Figure 6.7 – Dimensions de l’ensemble ventilateur et dissipateur à ailettes droites.
6.3.3.1 Ventilateurs
Les ventilateurs sont usuellement caractérisés par leur puissance, leur tension d’alimentation,
leurs dimensions, et par les grandeurs aérauliques. Les performances d’un ventilateur sont données
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par le fabricant sous la forme d’une courbe donnant la pression statique imposée par le ventilateur
en fonction du débit volumique, cf. Figure 6.8. Il existe un point de la courbe pour lequel le
fonctionnement du ventilateur est optimal, c’est-à-dire que le rapport entre la puissance fournie et
la puissance absorbée par le ventilateur est maximal [202].
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Figure 6.8 – Point de fonctionnement de l’ensemble ventilateur et dissipateur à ailettes droites
Une pratique bien connue pour que le ventilateur puisse être utilisé au mieux est que la largeur
et la hauteur du dissipateur doivent être proche du rayon du ventilateur. Pour simplifier notre
modèle, nous ne considérons ici qu’un modèle de ventilateur. La référence du ventilateur retenu ici
est Sanyo 9GA0412P3G01.
6.3.3.2 Dissipateur à ailettes droites
Le modèle ne considère ici qu’une source de chaleur comme illustré à la Figure 6.9. L’hypothèse
de la monosource est relativement valide dans le cas d’un module de puissance, car, l’épaisseur de
la semelle étant importante, la chaleur se répartit de manière homogène.
Semelle
MOSFET Diode
(a)
Semelle
(b)
Figure 6.9 – Identification de la source de chaleur équivalente du module SiC CREE.
Il existe de nombreux travaux sur la modélisation analytique des dissipateurs thermiques en
convection forcée. La majorité se base sur l’analogie électrique pour représenter l’échange thermique
au sein d’un dissipateur pour le dimensionnement des systèmes de refroidissement en électronique
de puissance [203] [204] [205].
Le modèle utilisé ici a été développé dans la thèse de Anne Castelan [206]. Le principe de ce
modèle analytique est la résolution complète de l’équation de la chaleur dans l’ensemble du dis-
sipateur. L’idée de base, qui provient des travaux de [207], est de considérer que l’ensemble des
ailettes se traduit par un coefficient d’échange uniforme pour la semelle, ce qui ouvre la possibilité
de la résolution analytique tridimensionnelle de l’équation de la chaleur. Il suffit ensuite de faire un
choix pour que ce coefficient d’échange soit représentatif de la conduction dans les ailettes puis de
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l’échange convectif avec l’air ambiant. Cette formulation mathématique du problème permet donc
de prendre en compte la dispersion de la chaleur dans les trois dimensions au sein de la semelle
du dissipateur. Ce modèle analytique 3D a ensuite été comparé à des simulations par éléments
finis effectuées sous Comsol. Les résultats obtenus montrent un écart maximal de 3°C entre les
différentes températures dans les cas étudiés.
Un exemple d’intégration du dissipateur thermique à ailettes droites en convection forcée est
illustré à la Figure 6.10.
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Figure 6.10 – Intégration du dissipateur à ailettes droites en convection forcée.
6.3.3.3 Étude paramétrique du dissipateur en convection forcée
Nous effectuons une étude paramétrique sur les variables d’entrée de ce modèle thermique afin
d’obtenir un front de Pareto pour l’optimisation globale de l’ensemble convertisseur-filtres. Les
valeurs des paramètres de cette étude sont résumées dans le tableau 6.1. Les longueur et largeur
minimales de la semelle correspondent aux dimensions du module CREE CCS050M12CM2 utilisé
lors de la conception de l’onduleur no 2.
Paramètres Min Max Nombre de points
Longueur de semelle, Ls [mm] 108 200 10
Largeur de semelle, ls [mm] 47 100 10
Épaisseur de semelle, es [mm] 3 15 10
Hauteur d’ailettes, ha [mm] 10 80 9
Nombre d’ailettes, na 10 40 31
Taux de remplissage 10% 90% 11
Température ambiante, Tamb [˚C] 25 70 2
Table 6.1 – Étude paramétrique pour l’obtention de la courbe Rthd = f(Masse)
Quelques résultats de cette étude paramétrique sont présentés à la Figure 6.11. Nous remar-
quons sur la Figure 6.11 (a) que plus la longueur de la semelle est importante plus des résistances
thermiques faibles sont atteignables. En revanche, au vu des variations paramétriques des dimen-
sions du dissipateur, l’impact de la température ambiante n’est pas visible sur la courbe de la
résistance thermique du dissipateur en fonction de la masse.
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Figure 6.11 – Fronts de Pareto du dissipateur thermique pour différentes températures ambiante
Les limitations théoriques des performances des dissipateurs à aillettes droites en convection
forcée sont analysées dans [208]. Les auteurs concluent que d’un point de vue conception, les
optimisations de dissipateur thermique ne peuvent pas avoir comme objectif exclusivement la plus
haute conductance thermique des ailettes, ou même l’efficacité volumétrique la plus élevée du
dissipateur, sans considérer simultanément le volume et la masse du ventilateur. C’est pour ces
raisons que nous retiendrons dans cette étude paramétrique uniquement les solutions à masse
minimale pour différentes valeurs de résistance thermique.
6.3.3.4 Dimensionnement et estimation des températures de jonctions
La résistance thermique maximale est déterminée pour que la température des jonctions des
semi-conducteurs ne soit pas destructrice. Elle est donnée par la formule suivante :
Rthd ≤ Tjmax − Tamb −∆Tj−h
Pond
(6.5)
Où, Tjmax est la température de jonction maximale du composant, Tamb est la température am-
biante, ∆Tj−h est l’élévation de température entre la jonction de la puce semi-conductrice et le
dissipateur et Pond sont les pertes de l’onduleur.
L’étude paramétrique menée à la section précédente permet d’extraire la courbe de la résistance
thermique du dissipateur en fonction de sa masse, cf. Figure 6.12. Ainsi, à partir de la relation pré-
cédente, la valeur de la résistance de thermique maximale du dissipateur est déterminée conduisant
à la masse du dissipateur par interpolation de la courbe Rthd = f(Masse).
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Figure 6.12 – Masse du dissipateur obtenue à partir de la courbe Rthd = f(Masse)
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Les températures de jonction des semi-conducteurs sont égales à :
o Pour les MOSFETs et IGBTs,
TjT = Tamb + ∆Th + ∆Tc−h + ∆TjT−c (6.6)
o Pour les diodes,
TjD = Tamb + ∆Th + ∆Tc−h + ∆TjD−c (6.7)
Où, Tamb est la température ambiante ; ∆Th = Pond ·Rthd est l’élévation de température du dissipa-
teur ; ∆Tc−h est l’élévation de température entre la jonction de la puce semi-conductrice et le boitier
du module de puissance ; ∆TjT−c et ∆TjT−c sont respectivement les élévations de température entre
la jonction du MOSFET, respectivement la jonction de la diode, et le boitier.
6.3.4 Filtrage
Au cours du chapitre précédent, nous avons décrit la topologie du filtre d’entrée utilisée pour
limiter les perturbations de mode différentiel et de mode commun. En revanche, du fait du couplage
qui existe entre l’entrée et la sortie, l’ajout du filtre de mode commun en entrée amplifie l’amplitude
des courants de mode commun en sortie. Ainsi, le blindage ne suffit plus à être conforme à la norme
en sortie du variateur de vitesse. L’ajout d’une inductance de mode commun est donc nécessaire
pour être conforme en entrée et en sortie aux gabarits de courants de la DO-160 pour la catégorie
d’équipements L, M et H. Les topologies des filtres sont donc résumées à la Figure 6.13.
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Figure 6.13 – Chaîne électromécanique avec filtres de mode commun en orange et filtre de mode
différentiel en bleu.
6.4 Optimisation du filtrage de mode commun
Dans un premier temps, une optimisation est réalisée dans un cas simple en se restreignant
au dimensionnement des filtres de mode commun. Cette optimisation est présentée pour illustrer
l’utilisation d’un algorithme d’optimisation permettant de gérer la dépendance des perturbations
électromagnétiques conduites de mode commun en entrée et en sortie de l’onduleur.
6.4.1 Formulation du problème d’optimisation
6.4.1.1 Variables de décision
L’ensemble des variables de décision sont résumées dans le Tableau 6.2. Les variables 1 à 5 sont
les variables définissant l’onduleur et sa commande rapprochée, les variables 6 et 7 caractérisent le
filtre d’entrée de mode commun et la variable 8 le filtre de sortie de mode commun. En fonction du
type de variables de décision et de leur plage de variation, l’encodage des variables de décision est
différent. Il est logarithmique si les valeurs que peuvent prendre la variable de décision sont très
grandes et dispersées, linéaire si le domaine est petit et entier si la variable est discrète.
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no Grandeur Notation Min Max Encodage
1 Fréquence de découpage fdec 10 kHz 100 kHz log
2 Résistance de grille RG 1 Ω 20 Ω lin
3 Tension d’alimentation du driver VGS 16 V 24 V lin
4 Type de porteuse porteuse 1 3 int
5 Type de MLI MLI 1 10 int
6 Inductance de mode commun LMC−DC 1 µH 100 mH log
7 Condensateur de mode commun CMC−DC 1 nF 1 µF log
8 Inductance de mode commun de sortie LMC−AC 1 µH 100 mH log
Table 6.2 – Variables de décision du problème d’optimisation no 1
Les 8 variables de décision sont regroupées dans le vecteur x, qui est exprimé par,
x = [fdec RG VGS porteuse MLI LMC−DC CMC−DC LMC−AC ] (6.8)
6.4.1.2 Contraintes
Les contraintes qui s’appliquent à notre problème d’optimisation sont listées sur la Figure 6.14
et plus en détail dans le Tableau 6.3. Dans cet exemple, la chaîne électromécanique est constituée
d’un câble de sortie de 10 mètres blindé. Le but de cette optimisation étant d’illustrer l’intérêt de
l’optimisation dans le dimensionnement des filtres de mode commun, nous nous restreignons à un
seul point de fonctionnement de la machine (8000 tr/min, 16,5 N·m).
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Figure 6.14 – Contraintes de l’optimisation no 1
no Contraintes Notation Valeur
0 Rapport de fréquences minimal (fdec/fmod) kf 7
1 Courant maximal admissible dans les condensateurs ICmax 50 A
2 Densité de courant maximale Jmax 5 MA/m2
3 Facteur de remplissage maximal des inductances ffmax 40%
4 Induction max des inductances (xBsat = Bmax/Bsat) xBsat 80%
5 Limite des courants de mode commun en entrée - DO-160G cat. L,M,H
5* 1 Écart relatif maximal gabarits mode commun σMCe 0 dBµA
6 Limite des courants de mode commun en sortie - DO-160G cat. L,M,H
6* Écart relatif maximal gabarits mode commun σMCs 0 dBµA
7 Température maximale de jonction des MOSFETs TjmaxT 150˚C
8 Température maximale de jonction des diodes TjmaxD 130˚C
9 Limitation de l’espace des solutions en masse max(Mtot) 1 kg
10 Limitation de l’espace des solutions en pertes max(Ptot) 200 W
Table 6.3 – Liste des contraintes du problème d’optimisation no 1
1. Agrégation de contraintes, calcul de l’écart-type sur 20 000 points du vecteur de fréquence.
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Pour chaque problème d’optimisation multi-containtes, il est possible d’établir un graphe qui
caractérise le séquencement entre les contraintes [209], cf. Figure 6.15. Seules les contraintes d’un
même niveau peuvent être évaluées en parallèle. Cependant, si le modèle de calcul est très couteux en
temps de calcul, au sein d’un même niveau nous pouvons classer les contraintes et forcer les fonctions
objectif à un nombre très petit ε si une des contraintes est violée en fonction de son apparition dans
le code. Une contrainte d’un niveau donné ne peut être calculée que si les contraintes des niveaux
inférieurs sont vérifiées.
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Figure 6.15 – Graphe des contraintes de l’optimisation no 1
Plus le nombre de niveaux dans le graphe est élevé, plus le problème d’optimisation est difficile.
L’inconvénient de forcer la fonction objectif à ε en cas de violation de contrainte est que cela rend
aveugle l’algorithme d’optimisation vis-à-vis des autres contraintes.
La formulation des contraintes sur le papier est aisée. Il faut ensuite les intégrer à l’algorithme
d’optimisation. Les contraintes d’inégalité sont exprimées par les relations suivantes et représentées
à la Figure 6.16.
lte =

1 , x ≤ xmax
1
1 + x− xmax , x > xmax
et, gte =

1 , x ≥ xmin
1
1 + xmin − x , x < xmin
(6.9)
Cette formulation simple permet de pénaliser d’avantage une contrainte si elle est d’autant plus
fortement violée.
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Figure 6.16 – Contraintes d’inégalité.
6.4.1.3 Fonctions objectifs
Les deux objectifs de cette optimisation sont la masse du système,Mtot, et les pertes du système,
Ptot. La masse du système comprend la masse de l’inductance de mode commun en entréeMLMC−DC ,
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la masse des condensateurs de mode commun en entréeMCMC−DC , la masse de l’inductance de mode
commun de sortie MLMC−AC et la masse du dissipateur thermique Mhd. La masse du système est
donc exprimée par,
Mtot = MLMC−DC + 2 ·MCMC−DC +MLMC−AC +Mhd (6.10)
Les pertes du système incluent les pertes de l’inductance de mode commun PLMC−DC , des
condensateurs de mode commun PCMC−DC , de l’inductance de mode commun en sortie PLMC−AC ,
et les pertes de l’onduleur Pond. Les pertes totales ont alors pour expression,
Ptot = PLMC−DC + 2 · PCMC−DC + PLMC−AC + Pond (6.11)
Ainsi d’après le graphe des contraintes, nous implémentons le calcul des contraintes dans le code
de la manière suivante, cf. Algorithme 1. Initialement, nous avons CI = CS = 0, CI étant le nombre
de contraintes imposées, CS le nombre de contraintes satisfaites et NC le nombre de contraintes du
problème.
Algorithme 1 : Prise en compte des contraintes et évaluation des critères
•Niveau 0 : Pré-simulation et calcul de la contrainte g0;
CI = CI + 1 et CS = CS + g0;
si CS < CI alors
Fobj = ε ·
(
CS −NC
NC
)
· [1 1]T ;
retour;
fin
•Niveau 1 : Dimensionnement (première partie) et calcul des contraintes g1 à g4;
CI = CI + 4 et CS = CS + g1 + g2 + g3 + g4;
si CS < CI alors
Fobj = ε ·
(
CS −NC
NC
)
· [1 1]T ;
retour;
fin
•Niveau 2 : Dimensionnement (seconde partie) et calcul des contraintes g5 à g8;
CI = CI + 4 et CS = CS + g1 + g2 + g3 + g4;
si CS < CI alors
Fobj = ε ·
(
CS −NC
NC
)
· [1 1]T ;
retour;
fin
•Niveau 3 : Evaluation des critères et calcul des contraintes g9 à g10;
CI = CI + 2 et CS = CS + g9 + g10;
si CS < CI alors
Fobj = ε ·
(
CS −NC
NC
)
· [1 1]T ;
retour;
fin
Fobj =
[
M−1tot P
−1
tot
]T
En cas de violation d’une contrainte, entraînant CS < CI , les contraintes du niveau supérieur ne
seront pas évaluées et l’algorithme s’arrêtera à un stade précoce du code pour améliorer l’efficacité
des calculs. Dans ce cas, les critères ne sont pas calculables. Nous écartons alors ces solutions non
réalisables en attribuant aux fonctions objectifs une valeur très petite ε, usuellement inférieure à
10−15, pondéré par une violation (CS −NC/NC) afin d’aider l’algorithme d’optimisation à converger.
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Si toutes les contraintes sont satisfaites, le vecteur des fonctions objectifs renvoie l’inverse de
la masse et des pertes du système. L’inverse des objectifs est utilisé ici car l’algorithme est défini
pour maximiser les fonctions objectifs.
6.4.2 Résultats et conclusions
Afin de s’assurer que l’algorithme ne converge pas vers un optimum local, l’optimisation est
exécutée 5 fois et pour tenir compte du caractère stochastique de l’algorithme. En cas de variation
significative du résultat, l’utilisation de plus de générations et/ou une population de plus grande
taille est nécessaire. Les résultats de cette optimisation sont illustrés à la Figure 6.17. La taille de
la population est fixée à 100 et le nombre de générations à 300.
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Figure 6.17 – Font de Pareto de l’optimisation no 1
Afin d’évaluer la pertinence de l’usage d’un algorithme d’optimisation pour la résolution de ce
problème, une solution de référence est nécessaire pour évaluer les gains. Cependant, dans notre
cas, l’évaluation d’une solution non optimisée du problème répondant à l’ensemble des contraintes
n’est pas une tâche aisée. En effet, en pratique des recherches par tâtonnement des valeurs des
filtres sont effectuées. Bien que le filtre dimensionné au Chapitre 5 ne réponde pas à l’ensemble
des exigences, notamment la contrainte CEM en sortie de l’onduleur, il nous servira de point de
comparaison. Les spécifications de ce dernier sont rappelées dans le Tableau 6.4.
Les paramètres de conception conduisant aux solutions identifiées en rouge sur le font de Pareto
sont résumés dans le tableau suivant :
no Grandeur Réf. I II III
1 Fréquence de découpage, fdec 20 kHz 35,8 kHz 12,2 kHz 10,8 kHz
2 Résistance de grille, RG 10 Ω 2,58 Ω 1 Ω 1 Ω
3 Tension d’alimentation driver, VGS 20 V 21,4 V 24 V 24 V
4 Type de porteuse, porteuse 1 1 1 1
5 Type de MLI, MLI SPWM DPWMMin DPWMMin DPWMMin
6 Inductance de MC DC, LMC−DC 13 mH 1,00 mH 10,66 mH 21,1 mH
7 Condensateur de MC, CMC−DC 47 nF 94 nF 94 nF 94 nF
8 Inductance de MC AC, LMC−AC - 98,45 mH 100 mH 100 mH
- Masse totale, Mtot 599,0 g 251,4 g 264,4 g 430,8 g
- Pertes totales, Ptot 193,1 W 176,0 W 151,1 W 149,7 W
Table 6.4 – Variables de conception des solutions identifiées sur le front de Pareto.
De plus, il est important de souligner que lors du choix des composants du filtre de la solution
de référence, les bases de données noyaux magnétiques étaient réduites aux noyaux disponibles chez
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les fournisseurs, ce qui impacte le bilan de masse des inductances.
Des gains importants en masse et en pertes sont observés entre les solutions Pareto optimales
et la solution de référence. Nous constatons sur les trois solutions optimales retenues que les pa-
ramètres de la commande rapprochée sont en butés pour minimiser les pertes par commutation à
l’amorçage des MOSFETs. De plus, le choix des stratégies de modulation discontinues contribuent
aussi à la réduction des pertes dans les semi-conducteurs.
La Figure 6.18 représente la distribution des individus de la dernière génération de l’optimisa-
tion. Chaque variable est représentée dans l’espace des paramètres codés sous forme d’une série de
points. Ces évolutions sont tracées côte à côte dans un graphe où les variables de décisions sont
normalisées. La coordonnée horizontale de chaque fenêtre de paramètre est proportionnelle à la
valeur des fonctions objectifs respectives. Ainsi, la masse et les pertes sont minimisées pour les
variables de décision à droite de chaque fenêtre (ou de couleur rouge). Ces graphiques facilitent la
phase d’analyse des résultats car à travers cette distribution des paramètres d’entrée, des tendances
peuvent être observées. Enfin, une distribution d’une variable en butée sur sa borne min ou max in-
dique qu’il peut être approprié d’ajuster le domaine de ce paramètre. Nous proposons ici d’analyser
l’évolution des variables de décisions en fonction de chaque objectif pris indépendamment.
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Figure 6.18 – Évolution des variables de décisions à la fin de l’optimisation.
Nous remarquons que les contraintes CEM impose que la fréquence de découpage de l’onduleur
converge vers la borne minimale. Nous avions fait le constat au cours du Chapitre 4 que plus la
fréquence de découpage est élevée, plus les pertes par commutation augmentent et plus les courants
de mode commun sont importants.
Les éléments de la commande rapprochée, i.e. la résistance de grille et la tension d’alimentation
du driver, influent sur la vitesse de commutation et ont donc très peu d’influence sur la fréquence
de coupure des filtres de mode commun, d’après les analyses de sensibilité menées au Chapitre 4.
Il est donc logique d’observer que la résistance de grille converge vers sa borne inférieure, et que
la tension d’alimentation du driver tends vers sa borne supérieure afin d’augmenter la vitesse de
commutation pour minimiser les pertes de l’onduleur.
Enfin, nous traçons sur la Figure 6.19 les spectres des courants de mode commun relatif à la
solution no II. Cela illustre bien le fait que l’utilisation d’un algorithme d’optimisation permet de
gérer le couplage indépendamment des routines des ingénieurs métiers. Les contraintes des gabarits
de courant de mode commun en entrée et en sortie sont bien respectées.
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Figure 6.19 – Courants de mode commun en entrée et en sortie sans et avec filtrage optimisé
(solution II).
6.5 Optimisation de l’ensemble convertisseur et filtres
Le second problème d’optimisation traité dans cette thèse est plus complexe. Il s’agit ici d’op-
timiser l’ensemble filtres (mode différentiel et mode commun) et onduleur de façon globale. Ce
problème est également soumis à l’intégration de la mission de vol dans le processus de conception
par optimisation.
6.5.1 Formulation du problème d’optimisation
6.5.1.1 Variables de décision
L’ensemble des variables de décision sont résumées dans le tableau ci-dessous. Les variables 1
à 5 définissent l’onduleur et sa commande rapprochée, les variables 6 à 9 le filtre d’entrée de mode
différentiel, la variable 10 le filtre d’entrée de mode commun et finalement la variable 11 le filtre de
sortie de mode commun. Pour alléger le nombre de variables de décision, nous fixons la valeur du
condensateur de mode commun, CMC,DC , à 47 nF.
no Grandeur Notation Min Max Encodage
1 Fréquence de découpage fdec 10 kHz 100 kHz log
2 Résistance de grille RG 1 Ω 30 Ω lin
3 Tension d’alimentation du driver VGS 16 V 24 V lin
4 Type de porteuse porteuse 1 3 int
5 Type de MLI MLI 1 10 int
6 Inductance de mode différentiel LMD−DC 1 µH 1 mH log
7 Condensateur de mode différentiel CMD−DC 1 µF 1 mF log
8 Rapport d’amortissement (= Cd/CMD−DC) n 0,1 10 lin
9 Résistance d’amortissement Rd 1 mΩ 1 kΩ log
10 Inductance de mode commun LMC−DC 1 µH 100 mH log
11 Inductance de mode commun de sortie LMC−AC 1 µH 100 mH log
Table 6.5 – Variables de décision du problème d’optimisation no 2
Les 11 variables de décision indépendantes sont regroupées dans un seul vecteur x, qui est
exprimé par,
x = [fdec RG VGS porteuse MLI LMD−DC CMD−DC n Rd LMC−DC LMC−AC ] (6.12)
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6.5.1.2 Contraintes
Les contraintes qui s’appliquent à notre problème d’optimisation sont listées sur la Figure 6.20
et plus en détail dans le Tableau 6.6. Dans cet exemple, la chaîne électromécanique est constituée
d’un câble de sortie de 10 mètres blindé.
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Figure 6.20 – Contraintes de l’optimisation no 2
Les contraintes supplémentaires de ce problème concernent les exigences de qualité et stabilité
du réseau HVDC pour le dimensionnement optimal du filtre de mode différentiel en entrée de
l’onduleur.
no Contraintes Notation Valeur
0 Rapport de fréquences minimal (fdec/fmod) kf 7
1 Courant maximal admissible dans les condensateurs ICmax 50 A
2 Densité de courant maximale Jmax 5 MA/m2
3 Facteur de remplissage maximale des inductances ffmax 40%
4 Induction max des inductances (xBsat = Bmax/Bsat) xBsat 80%
5 Limite des courants de mode commun en entrée - DO-160G cat. L,M,H
5* Écart relatif maximal gabarits mode commun σMCe 0
6 Limite des courants de mode commun en sortie - DO-160G cat. L,M,H
6* Écart relatif maximal gabarits mode commun σMCs 0
7 Limite des courants de mode différentiel en entrée - Airbus HVDC
7* Écart relatif maximal gabarit mode différentiel σMD 0
8 Stabilité de l’ensemble filtre + convertisseur Gmax 3 dB
9 Ondulation de la tension HVDC ∆UHVDC 5% · UDC
10 Taux de Distorsion Harmonique THDImax 10%
11 Température maximale de jonction des MOSFETs TjmaxT 150˚C
12 Température maximale de jonction des diodes TjmaxD 130˚C
13 Limitation de l’espace des solutions en masse max(Mtot) 4 kg
14 Limitation de l’espace des solutions en pertes max(Ptot) 500 W
Table 6.6 – Liste des contraintes du problème d’optimisation no 2
La modélisation de la machine en vue de sa conception ne faisant pas partie des objectifs de
la thèse, nous ne connaissons pas la correspondance avec les pertes machines. Cependant, imposer
la contrainte de THDI en est l’image. La contrainte no 10 consiste à limiter le taux de distorsion
harmonique du courant dans le moteur. Cette contrainte permet de maîtriser la qualité de la forme
d’onde imposée à l’entrée de la machine : les pertes par effet Joules dans la machine et la forme
d’onde du couple sont ainsi maîtrisées. Pour rappel, le taux de distorsion harmonique est défini par
la formule suivante :
THDI =
√
NFFT∑
n=2
I2n
I1
(6.13)
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où n est le rang de l’harmonique, NFFT le nombre d’harmoniques considérés et I1 le courant
fondamental.
Nous construisons, comme pour le problème d’optimisation précédent le graphe des contraintes
à la Figure 6.21.
g
0
PRÉ-SIMULATION DIMENSIONNEMENT POST-SIMULATION
g
1
g
2
g
3
g
4
g
11
g
12
Niveau 0 Niveau 1 Niveau 2 Niveau 3
f
obj1
f
obj2
g
13
g
14
g
5
g
6
g
7
g
8
g
9
g
10
Figure 6.21 – Graphe des contraintes de l’optimisation no 2
6.5.1.3 Fonctions objectifs
Les deux objectifs de cette optimisation sont la masse du système, Mtot, et les pertes totales
du système, Ptot. La masse du système comprend la masse de l’inductance de mode commun en
entrée MLMC−DC , la masse des condensateurs de mode commun en entrée MCMC−DC , la masse de
l’inductance de mode commun de sortie MLMC−AC . La masse du système comprend également la
masse du filtre d’entrée de mode différentiel :MLMD−DC représente la masse de l’inductance de mode
différentiel, MLMD−DC la masse du condensateur de mode différentiel, et, MCd MRd représentent
respectivement les masses du condensateur et de la résistance de la branche d’amortissement.
Finalement il y a la masse du dissipateur thermique, Mhd. La masse totale du système est donc
exprimée par,
Mtot = MLMC−DC +2 ·MCMC−DC +MLMC−AC +MLMD−DC +MCMD−DC +MCd +MRd +Mhd (6.14)
Les pertes du système incluent les pertes de l’inductance de mode commun PLMC−DC , des
condensateurs de mode commun PCMC−DC , de l’inductance de mode commun en sortie PLMC−AC .
Les pertes du système comprennent également les pertes du filtre d’entrée de mode différentiel :
PLMD−DC représente les pertes de l’inductance de mode différentiel, PLMD−DC les pertes du conden-
sateur de mode différentiel, et, PCd PRd représentent respectivement les pertes du condensateur
et de la résistance de la branche d’amortissement. Et finalement, Pond représente les pertes de
l’onduleur. Les pertes totales ont alors pour expression,
Ptot = PLMC−DC + 2 · PCMC−DC + PLMC−AC + PLMD−DC + PCMD−DC + PCd + PRd + Pond (6.15)
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6.5.2 Encapsulation des modèles
Afin de réaliser l’optimisation de l’ensemble convertisseur filtres, les modèles développés précé-
demment sont connectés. Un synoptique de cette association est présenté à la Figure 6.22. Cette
encapsulation des modèles permet d’illustrer l’approche multi-disciplinaire de cette optimisation.
Mis à part le modèle du dissipateur qui fait l’objet d’une optimisation locale, l’ensemble des autres
modèles font partie de la même boucle d’optimisation.
Figure 6.22 – Architecture de la simulation de l’onduleur et de ses filtres - ¬ Pré-simulation,
­ Évaluation des formes, ® Dimensionnement des composants, ¯ Performances.
Les parties du modèle global les plus gourmandes en temps de calcul sont, en premier lieu, la
génération des formes d’ondes car la construction de formes d’ondes trapézoïdales avec des vitesses
de commutation différentes à chaque commutation n’est pas une tâche aisée. Ensuite, les modèles
identifiées en vert sur la Figure précédente font appel à des bases de données. En effet, dans ces
travaux, les modèles de condensateurs et d’inductances ne sont pas continus. Ainsi, plus les bases de
données sont de tailles importantes, plus le modèle du composant peut être lent. C’est en particulier
le cas de la base de données des noyaux magnétiques pour l’inductance de mode différentiel, où
chaque noyau est analysé pour déterminer si il y a saturation.
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6.5.3 Prise en compte de la mission de vol
La prise en compte de la mission de vol dans le processus de conception par optimisation permet
d’optimiser l’efficacité énergétique de la chaîne. Nous considérons ici une mission équivalente définie
au Chapitre 1 qui traduit les caractéristiques de la mission globale. Les points de fonctionnement
de la mission équivalente sont rappelés dans le Tableau 6.7.
Point n° 1 2 3 4 5 6 7 8 9
Vitesse [tr/min] 8000 8000 5000 8000 5000 5000 4810 4160 3580
Couple [N·m] 16,5 15 18,5 12 15 11,2 8,6 8,9 3,9
Durée [h] 0 0,375 0,5 0,375 1,125 1,125 1 4 2
Occurrence [%] 0 3,57 4,76 3,57 10,71 10,71 9,52 38,1 19,05
Table 6.7 – Rappel des points de fonctionnement de la mission équivalente.
Les pertes moyennes sur toute la mission ont donc pour expression :
Ptot =
Nmission∑
i=1
(Pond(i) + Pfiltres(i)) · occ(i) (6.16)
Où, Nmission est le nombre points de fonctionnement de la mission, occ(i) représente l’occurrence
statistique du point de fonctionnement no i de la mission, Pond(i) et Pfiltres(i) représentent respecti-
vement les pertes de l’onduleur et les pertes des filtres du point de fonctionnement no i de la mission.
En revanche, le code se complexifie davantage, notamment pour le dimensionnement des élé-
ments des filtres. Un descriptif simplifié de la prise en compte de la mission de vol dans le code est
illustré ci-dessous.
Algorithme 2 : Optimisation avec prise en compte de la mission de vol
•Pré-simulation;
•Évaluation des courants pour le dimensionnement des éléments du filtrage ;
répéter Parcours de la mission de vol
Estimation des courants de mode commun;
Sauvegarde des courants dans les éléments du filtre de mode commun;
Estimation des courants dans les éléments du filtre de mode différentiel;
Sauvegarde des courants dans les éléments du filtre de mode différentiel;
jusqu’à k := Nmission;
•Dimensionnement des éléments des filtres;
Évaluation des courants maximaux de chaque élément des filtres;
Dimensionnement des condensateurs et des inductances;
•Validation du dimensionnement;
répéter Parcours de la mission de vol
Estimation des courants de mode commun avec le modèle des filtres avec parasites;
Évaluation des pertes des filtres de mode commun;
Estimation des courants de mode différentiel avec le modèle de filtre avec parasites;
Évaluation des pertes du filtre de mode différentiel;
Estimation des pertes de l’onduleur;
Évaluation des températures de jonction des semi-conducteurs;
jusqu’à k := Nmission;
•Performances et post-simulation;
Pondération des pertes de l’onduleur et des filtres en fonction de la mission;
Bilan de masse de l’onduleur et de ses filtres ;
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Les travaux de [96] montrent que les points dimensionnants d’un système peuvent être très diffi-
ciles à identifier. Les contraintes de qualité réseau sont très sensibles aux points de fonctionnement
à très faibles puissances, alors que ce sont les points à fortes puissances qui sont traditionnellement
considérés comme étant les plus contraignants pour le dimensionnement d’une chaîne électroméca-
nique.
6.5.4 Résultats
La résolution du problème d’optimisation a été exécutée 3 fois pour avoir une confiance envers
les solutions Pareto optimales. Les résultats de l’optimisation sont illustrés sur la Figure 6.23. La
taille de la population est de 100, et nous effectuons 300 générations.
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Figure 6.23 – Font de Pareto de l’optimisation no 2
Les paramètres de conception conduisant aux solutions identifiées en rouge sur le font de Pareto
et la solution de référence sont résumés dans le tableau suivant :
no Grandeur Réf. I II III
1 Fréquence de découpage, fdec 20 kHz 11,5 kHz 10 kHz 10,0 kHz
2 Résistance de grille, RG 10 Ω 4,25 Ω 1 Ω 1,27 Ω
3 Tension d’alimentation driver, VGS 20 V 18,5 V 24 V 23,9 V
4 Type de porteuse, porteuse 1 3 3 2
5 Type de MLI, MLI SPWM DPWMMax D2PWM D2PWM
6 Inductance de MD, LMD−DC 75,7µH 2,58 mH 2,91 mH 6,44 mH
7 Condensateur de MD, CMD−DC 40 µF 21,4 µF 94,6 µF 989 µF
8 Rapport d’amortissement, n 0,6 9,9 0,18 0,1
9 Résistance d’amortissement, Rd 4,61 Ω 1,13 mΩ 2,06 mΩ 154 Ω
10 Inductance de MC DC, LMC−DC 13,0 mH 1,12 mH 1,25 mH 4,35 mH
- Condensateur de MC, CMC−DC 47 nF 47 nF 47 nF 47 nF
11 Inductance de MC AC, LMC−AC - 100 mH 81,04 mH 78,5 mH
- Masse totale, Mtot 0,893 kg 0,677 kg 0,815 kg 3,136 kg
- Pertes totales, Ptot 194 W 186,3 W 176,5 W 175,7 W
Table 6.8 – Variables de conception des solutions identifiées sur le front de Pareto.
Comparons à présent ces trois solutions au cas de référence. Les gains en pertes sur l’ensemble
convertisseur-filtres s’élèvent quasiment à 20 W. Cette réduction est majoritairement due aux pertes
de l’onduleur qui sont dominantes. Ainsi, tout comme les résultats de l’optimisation no 1, l’opti-
miseur tend à réduire les pertes de l’onduleur par actions sur les paramètres de la commande
rapprochée et les stratégies de modulations discontinues. De plus, les faibles fréquences de décou-
page, inférieures au cas de référence, contribuent également à la diminution des pertes. Par ailleurs,
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le filtre de mode différentiel ayant été dimensionné à l’aide d’une étude paramétrique, les gains en
masse des solutions no I et II sont plus limités.
L’évolution des variables de décision du problème no 2 est présentée pour les deux objectifs à
la Figure 6.24. Les résultats de l’optimisation montrent que la fréquence de découpage est presque
constante tout au long du front de Pareto car elle n’agit principalement que sur l’objectif des pertes
totales à travers les pertes par commutation.
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(b) Objectif no 2 : Pertes
Figure 6.24 – Évolution des variables de décisions à la fin de l’optimisation.
A la fin du chapitre 4, nous avions identifié que la fréquence jouait un rôle important sur les
pertes et sur l’amplitude des courants de mode commun. Les résultats de l’optimisation montrent
que la fréquence de découpage est presque constante tout au long du front de Pareto.
Lors de l’analyse des couplages au Chapitre 4, la résistance de grille et la tension de grille en
avait beaucoup sur les pertes. Les résultats obtenus sont cohérents avec cette analyse car l’op-
timisation tend à accélérer les vitesses de commutation en minimisant la résistance de grille et
augmentant la tension VGS .
Pour le filtre d’entrée de mode différentiel, le dimensionnement se fait autour de la contrainte
de stabilité. Tout au long du front de Pareto, l’optimiseur cherche des compromis entre les impé-
dances série et parallèle du filtre pour respecter cette contrainte. L’apport des pertes des filtres
dans les pertes moyennes totales est très faible par rapport aux pertes de l’onduleur. D’autre part,
l’augmentation de la masse sur le front de Pareto est due essentiellement aux éléments des filtres.
Prenons comme exemple la chaîne électromécanique relative à la solution no II. Les contraintes
de modes différentiels sont bien respectées comme l’illustre la Figure 6.25. Les spectres des courants
sont tracés pour le point de fonctionnement de la mission no 3 : 5000 tr/min - 18,5 N·m.
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Figure 6.25 – Spectres du courant rejeté par l’onduleur et du courant sur le bus HVDC.
Les contraintes de courant de mode commun en entrée et en sortie sont également respectées,
cf. Figure 6.26. Nous observons que ce dimensionnement est meilleur que celui de l’optimisation
no 1, car le sur-dimensionnement du filtre de mode commun en entrée est moins important.
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Figure 6.26 – Courants de mode commun en entrée et en sortie avec filtrage optimisé
(solution II).
6.6 Conclusions
Au cours de ce chapitre, nous avons abordé la déclinaison des modèles d’analyse des per-
turbations électromagnétiques en modèle de conception en vue d’une optimisation système sous
contraintes CEM. Deux optimisations ont ainsi pu être réalisées. La première, où seul le filtrage de
mode commun était considéré, avait pour but d’illustrer l’intérêt et le fort potentiel de l’utilisation
d’un algorithme génétique pour le dimensionnement optimal du filtrage. La deuxième optimisation
avait pour objectif le dimensionnement de l’ensemble convertisseur filtres avec la prise en compte
de la mission de vol, des contraintes CEM et des contraintes de mode différentiel en entrée de
l’onduleur.
A travers ces exemples simples, nous avons vu l’ensemble des avantages qu’offre cette approche
de dimensionnement par optimisation. Tout d’abord, nous avons constaté la facilité de la prise en
compte de l’ensemble des contraintes de dimensionnement simultanément en nous affranchissant
de choix a priori et d’algorithmes de pré-dimensionnement. L’analyse des contraintes, notamment
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celles qui sont les plus difficiles à respecter, permet d’identifier celles qui sont les plus dimension-
nantes d’un point de vue des objectifs de l’étude. Cela permet au concepteur de dégager rapidement
des axes d’amélioration, soit au niveau technologique, soit au niveau du cahier des charges. Enfin,
les premiers gains observés comparé aux solutions de références sont importants.
Le nombre important de variables de décision, de contraintes et l’utilisation d’une approche
tempo-fréquentielle, très gourmande en temps de calcul, augmente la complexité de ces problèmes
d’optimisation qui se manifeste par un taux plus bas de solutions réalisables. Le tableau ci-dessous
résume les temps de calcul des optimisations traités dans ce chapitre.
Les résultats obtenus, présentés sous la forme de fronts de Pareto, étaient peu riche en solutions,
ce qui illustre la complexité du problème. Pour densifier d’autant plus les fronts de Pareto, nous
pourrions augmenter le nombre de générations mais le temps de calcul serait lui aussi augmenté.
Les pistes pour la réduction des temps de calcul du modèle et de la convergence de l’algorithme
d’optimisation sont nombreuses. Ces dernières sont détaillées en perspectives dans la conclusion
générale.
Paramètres Optimisation no 1 Optimisation no 2
Rapidité du modèle 888 88
Convergence 88 8
Taille de la population 100 100
Nombres de génération 300 300
Durée de l’optimisation 8,7 h 3,6 j
Table 6.9 – Bilan sur les temps de calcul et la convergence des optimisations.
Conclusion générale et perspectives
Conclusion générale
Les nombreuses contraintes inhérentes à l’électrification des aéronefs mettent en évidence la né-
cessité d’augmenter la densité de puissance des chaînes électromécaniques. Le travail présenté dans
cette thèse est dirigé par le besoin de prédire les courants de mode commun à hautes fréquences
d’une chaîne électromécanique aéronautique. Ces travaux de recherche s’inscrivent dans ce contexte
et ont été réalisés à l’Institut de Recherche Technologique Saint-Exupéry en collaboration avec le
laboratoire Laplace.
Après une large revue des méthodes de modélisation de la littérature, un choix de modèles a été
effectué en fonction de nos objectifs de thèse. Au cours du Chapitre 2, nous avons utilisé une méthode
de résolution fréquentielle du problème à l’aide de la théorie des quadripôles dans le but d’estimer
les courants de mode commun en entrée et en sortie de l’onduleur. Cette approche générique et
très modulaire permet de modéliser n’importe quel système de variation de vitesse. Des efforts
ont particulièrement été portés sur la prédiction des modèles de l’onduleur et des câbles. En effet,
il est important de modéliser finement les formes d’ondes générées par le convertisseur d’énergie,
notamment les phénomènes observés à l’échelle de la commutation, car le domaine de validité du
générateur équivalent de bruit de mode commun en dépend. Les dépendances des paramètres de
conception sur les vitesses de commutation et les pertes dans les semi-conducteurs ont été évaluées
expérimentalement à l’aide de la méthode d’opposition. Un générateur de formes d’ondes a été
mis en place permettant la prise en compte des paramètres de la commande rapprochée, tels que
la résistance de grille et la tension d’alimentation du driver, qui sont influents sur les vitesses de
commutation.
Pour la modélisation des câbles, plusieurs approches prédictives ont été retenues : modèles ana-
lytiques et modèles numériques. Les modèles numériques ont permis de conduire de multiples études
paramétriques sur les variables de conception des câbles d’énergie afin d’évaluer leur influences sur
les paramètres linéiques des câbles et leur impédance de mode commun.
De plus, une première piste a été exposée sur la construction d’un modèle de l’impédance de
mode commun d’une machine à bobinage aléatoire en vue de son intégration dans un problème de
conception.
La mise en place du banc d’essais, présenté au cours du Chapitre 3, a permis de consolider
notre approche de modélisation en validant certaines hypothèses (identification des chemins de
propagation, transferts de modes, mécanismes de génération des perturbations, etc.). Par ailleurs,
nous avons souhaité, lors de la mise en place de ce banc, veiller à une bonne représentativité d’une
chaîne électromécanique aéronautique. Pour cela, un moteur de l’application Supplemental Cooling
de Liebherr Aerospace a été utilisé ainsi que des câbles et connectiques aéronautiques. Les ondu-
leurs ont été conçus pour faciliter la réalisation d’études paramétriques.
Le Chapitre 4 s’est scindé en deux parties. D’une part, nous avons dressé un bilan de l’impact de
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l’utilisation d’un onduleur composé de MOSFETs SiC comparé à une solution IGBT Si. Les deux
critères sur lesquels nous avons portés notre attention sont les pertes dans les semi-conducteurs
et les émissions électromagnétiques conduites de mode commun. Une forte réduction des pertes
de l’onduleur, et donc implicitement de la masse du dissipateur, est possible via l’utilisation de
composants grands gaps. Pour la CEM, nous avons remarqué que les spectres des courants de
mode commun générés par les deux onduleurs sans filtres sont très similaires jusqu’à plusieurs
MHz. Il faut cependant prendre soin du dimensionnement du filtrage dans la zone supérieure à 10
MHz car les spectres des courants de mode commun de l’onduleur MOSFET SiC sont plus élevés
dans cette plage de fréquences.
L’objectif de la deuxième partie a été le repérage des paramètres de conception prédominants
sur le niveau de pertes et de perturbations électromagnétiques conduites. Nous avons pu observer
que la fréquence de découpage joue un rôle primordial. En revanche, l’ensemble des paramètres
influant sur la vitesse de commutation tels que la résistance de grille, la tension d’alimentation
du driver ont un impact sur les pertes par commutation mais leur influence est très limitée sur le
niveau des courants de mode commun.
Les niveaux des perturbations électromagnétiques étant soumis à des normes pour limiter les
problèmes d’incompatibilité, nous avons développé des modèles de conception et une méthodologie
de dimensionnement du filtrage passif. Un filtre complet a été dimensionné en entrée pour limiter à
la fois les perturbations de mode différentiel (qualité et stabilité) et les courants de mode commun.
Au cours de ce chapitre, nous avons aussi exploré d’autres solutions de filtrage des perturba-
tions, comme en particulier l’intégration de composants passifs en électronique de puissance. L’ajout
de condensateurs de découplage au sein du module a permis de réduire les effets des inductances
parasites car ils offrent un chemin à basse impédance au courant commuté et augmentent la vitesse
de commutation du composant. Nous avons également intégré des condensateurs de mode commun
afin d’offrir un chemin de rebouclage des perturbations au plus proche de la cellule de commuta-
tion. Nous avons démontré via la réalisation de ce module de puissance et des essais CEM, que
l’intégration de ces condensateurs permettait de réduire la masse du filtre d’entrée de 24%.
Nous avons présenté au sixième chapitre les fondements d’une démarche de conception par
algorithme d’optimisation visant à trouver un meilleur compromis entre les pertes et la masse de
l’ensemble convertisseur-filtres. Les solutions des problèmes d’optimisation ont pour objectif d’aider
le concepteur à faire des choix lors de la phase amont du projet, en particulier lorsque le nombre
de degrés de liberté est important. Nous avons ainsi pu répondre, dans un premier temps aux
exigences de conformité de mode commun en entrée et en sortie sans avoir recours à des algorithmes
de pré-dimensionnement. Dans un second temps, nous avons traité un problème de conception par
optimisation de l’association convertisseur-filtres en mettant en place une optimisation intégrant
la mission de vol de l’application, les contraintes CEM, les contraintes de qualité réseau et les
contraintes liées aux limitations technologiques des composants. La résolution de ces problèmes bi-
objectifs non linéaires, aux variables mixtes et multi-contraints a été possible en mettant en place
une stratégie d’optimisation globale.
Perspectives
De nombreuses perspectives de travaux de recherches ont été identifiées pour améliorer la prise
en compte des contraintes CEM dès la phase de conception virtuelle. Voici une liste de quelques-unes
d’entre elles :
1. Modélisation CEM :
o Modélisation prédictive des éléments d’interconnexions au sein de l’onduleur (bus-barre,
circuits imprimés, etc.).
o Dans le cas où une dissymétrie structurelle engendrerait un transfert de mode impor-
tant, il faudrait étendre la modélisation quadripolaire de mode commun en la couplant
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au modèle de mode différentiel.
2. Impact SiC : Lors du bilan que nous avons dressé sur l’impact SiC, l’onduleur de référence
que nous disposions n’était à la base pas destiné à cette application. Ainsi, le calibre du
module de puissance, la capacité de bus et le dissipateur thermique étaient surdimensionnés
pour notre application. Afin d’améliorer ce bilan, nous pourrions envisager d’utiliser le module
IGBT Si Infineon FS50R12KT4B15, par exemple, qui possède le même calibre et les mêmes
dimensions géométriques que le module CREE CCS050M12CM2. Ainsi, ce module pourrait
être intégré dans le même convertisseur que l’onduleur MOSFET SiC, après modification de
la commande rapprochée. La comparaison des technologies auraient lieu à iso-intégration, i.e.
à inductances parasites équivalentes.
3. Filtrage CEM :
o Lors du dimensionnement du filtrage, explicité au Chapitre 5, un certain nombre de
contraintes aéronautiques n’ont pas été prises en compte dans le dimensionnement. Parmi
elles, nous pouvons entre autre citer la prise en compte de la stabilité du réseau HVDC
lors des régimes transitoires. Cette contrainte de stabilité est souvent très contraignante.
o Optimisation du nombre de cellules de filtrage : Lors du dimensionnement des filtres
dans cette thèse, nous avons constaté que les fréquences de coupure des filtres étaient
assez faibles. Ainsi, une des solutions pour augmenter la fréquence de coupure des filtres
est d’augmenter l’ordre du filtre, en disposant plusieurs cellules de filtrage LC. Un com-
promis entre l’ordre du filtre et la masse de l’ensemble peut être trouvé. Cette étude est
particulièrement intéressante lorsque nous disposons de modèles de dimensionnement
des condensateurs et des inductances faisant appel à des bases de données.
o Modèle de pertes fer : Le modèle des pertes de fer utilisé pour l’estimation des pertes
dans les inductances a un domaine de validité limité, d’autres méthodes prenant en
compte les effets de relaxation (i2GSE) ou le DC bias doivent être incluses.
o Une limitation de la modélisation dans ce travail a été observée en ce qui concerne la
conception des filtres en hautes fréquences. Les modèles peuvent être encore améliorés en
considérant le placement des composants sur circuit imprimé et les couplages mutuels.
Des premiers travaux sur l’optimisation du placement des composants émergent dans la
littérature depuis l’arrivée des composants grands gap [23] [183] [210].
o Filtrage MD sortie : Afin d’adresser l’ensemble des contraintes, un filtre de mode diffé-
rentiel en sortie doit être dimensionné. Ce filtre à deux objectifs : améliorer la qualité de
la forme d’onde du courant de phase pour limiter les pertes fer de la machine et limiter
les surtensions aux bornes de la machine pour éviter l’apparition de décharges partielles.
o Intégration en électronique de puissance : Développer des approches de modélisation
pour représenter fidèlement par simulation le comportement du convertisseur lors de
l’intégration de composants dans le module de puissance, par exemple. Une première
méthodologie a été présentée dans les travaux de thèse de H. Daou [189].
De plus, d’autres solutions d’intégration peuvent être exploitées comme de nombreux
travaux récents qui se focalisent sur l’intégration de composants passifs au sein des cir-
cuits imprimés pour augmenter la densité de puissance des convertisseurs.
4. Topologies : La prise en compte de structure de conversion multi-niveaux est à considérer
car elles offrent de nombreux avantages y compris pour les perturbations électromagnétiques
conduites. De plus, les topologies multiniveaux assurent plus de degrés de liberté pour de
nouvelles stratégies de modulation visant la réductions des perturbations électromagnétiques
[30] [108] [211].
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5. Optimisation :
o Réduction du temps de calcul du modèle : Afin de réduire les temps de calcul du dimen-
sionnement des composants des filtres dans la boucle onduleur-filtres, des métamodèles
devront être construits pour le dimensionnement des inductances et des condensateurs.
Nous pourrons par exemple utiliser des modèles en surfaces de réponses comme illustré
à la Figure 7.1.
(a) (b) (c)
Figure 7.1 – Surfaces de réponses pour le modèle continu des capacités de mode différentiel
o Modélisation de la machine : Afin de réaliser une optimisation globale de l’ensemble
de la chaîne électromécanique, un modèle de conception fonctionnel de la machine doit
être développé. Au cours du Chapitre 2, nous avons présenté un modèle analytique pour
prédire la capacité de mode commun de la machine. Ce modèle peut donc être facilement
couplé à des modèles classiques de dimensionnement des machines électriques.
o Nouvelles contraintes : Nous avons précisé à la section précédente que pour réaliser le
filtrage complet de la chaîne, un filtre de mode différentiel doit être ajouté en sortie.
Le dimensionnement de ce filtre peut bien évidemment être intégré à l’optimisation via
l’ajout d’une contrainte de dv/dt max pour limiter les surtensions aux bornes de la
machine.
o Algorithme d’optimisation multiniveaux : Afin de mieux gérer la complexité du pro-
blème, il faut s’orienter vers une approche de conception dite multiniveaux avec plu-
sieurs boucles d’optimisation. Les optimisations dites multiniveaux sont également plus
intéressantes que les approches mono-niveau dans un contexte industriel. En effet, les
systèmes aéronautiques sont souvent composés de plusieurs sous-systèmes conçus par
différents industriels. Ainsi, les approches multi-niveaux permettraient de garantir la
confidentialité des modèles de chaque industriel, seules les variables de décision et cer-
taines contraintes relieraient les différentes optimisations. Il faut cependant noter que
ce type d’approches nécessite des efforts importants d’adaptation des formulations et de
coordination.
AnnexeA
Architecture du Supplemental Cooling
Le moto-compresseur fait partie d’un système de cycle à vapeur qui comprend une ligne d’in-
jection de vapeur (refroidisseur / économiseur). Le moto-compresseur est utilisé pour :
o assurer l’écoulement du réfrigérant à travers le système hermétique ;
o faire monter la pression entre l’évaporateur et le condenseur.
L’architecture de l’application VCS est représentée sur la Figure A.1.
T1 T2 T3
B1 B2 B3
ONDULEUR  DE  TENSION
Dissipateur thermique
Stratégie de commande
CÂBLE MOTEUR VCS+270Vdc
-270Vdc
M
Plan de masse
CÂBLE
EVAPORATEUR
RÉSEAU
COMPRESSEUR
CONDENSEUR
VENTILLATEUR
VANNE D’EXPANSION
VANNE D’EXPANSION
VANNE SOLÉNOÏDE
RÉCEPTEUR RÉFRIGERANT
ECHANGEUR DE
CHALEUR
Figure A.1 – Architecture d’un système à cycle vapeur
Le compresseur à vis, également appelé compresseur volumétrique, est une machine rotative à
déplacement positif. Il se compose d’une paire de rotors (mâle et femelle) avec une vis hélicoïdale,
le tout tournant dans un carter fixe qui les entoure totalement. Un exemple de compresseur à vis
industriel est présenté à la Figure A.2 (a). La rotation à grande vitesse dans des sens opposés des
deux rotors mâle et femelle permet l’aspiration, la compression et le refoulement du gaz. Le gaz
est alors transporté le long de la vis, de l’orifice d’aspiration à l’orifice de refoulement de façon
continue. Les rotors tournant dans des sens opposés, l’espace augmente en se déplaçant vers l’avant
et le gaz est aspiré. Cet espace diminue au fur et à mesure de l’avancement de la vis, et le gaz est
comprimé puis refoulé par un orifice aménagé en fin de parcours de la vis.
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Comme indiqué dans le paragraphe précédent, il y a trois phases principales lors du fonction-
nement d’un compresseurs à vis. Ces dernières sont illustrées à la Figure A.2 (b) et expliquées
ci-dessous.
o Phase n◦1 - L’aspiration du fluide : la vapeur pénètre dans le compresseur via l’orifice
d’entrée. La vapeur remplit ensuite les espaces entre les lobes ; le volume piégé dans chaque
chambre augmente avec la rotation et la ligne de contact entre les rotors recule. Lorsque
le volume maximal de fluide est atteint, la rotation se fait sans aucune admission de fluide
supplémentaire. Le volume maximal pris au piège correspond au déplacement du compresseur.
o Phase n◦2 - La compression du fluide : une rotation supplémentaire réduit le volume de
la vapeur piégée entre les lobes et le boîtier. Cela provoque une augmentation de la pression
du fluide. Lorsque le volume de fluide piégé est suffisamment réduit pour obtenir l’élévation
de la pression requise, les extrémités des rotors sont exposées à une ouverture sur la face
inférieure du boîtier, qui forme l’orifice d’évacuation.
o Phase n◦3 - Le refoulement du fluide : Une rotation supplémentaire réduit le volume piégé
provoquant l’écoulement du fluide à travers l’orifice d’évacuation. Cela se poursuit jusqu’à ce
que le volume piégé soit réduit pratiquement à zéro et que tout le gaz emprisonné entre les
lobes, à la fin du processus d’aspiration, soit expulsé. Le processus est ensuite répété pour
chaque chambre.
(a) (b)
Figure A.2 – (a) Exemple de compresseur à vis industriel, (b) Principe de fonctionnement du
compresseur.
AnnexeB
État de l’art des méthodes de modélisation des
perturbations électromagnétique conduites
B.1 Introduction
L’état de l’art mené dans cette section concerne les méthodes de modélisation utilisées en élec-
tronique de puissance pour l’estimation des perturbations électromagnétiques conduites. La Figure
B.1 montre les principaux laboratoires et instituts de recherche travaillant sur cette thématique.
Cette liste n’est bien sûr pas exhaustive mais elle recense les principaux acteurs dans ce domaine
rencontrés lors de cette étude bibliographique.
Figure B.1 – Cartographie des laboratoires rencontrés lors de l’étude bibliographique de l’étude
des perturbations électromagnétiques conduites des chaînes électromécaniques.
La réalisation d’une simulation pour estimer les émissions conduites de la chaîne électroméca-
nique se déroule en trois étapes, cf. Figure B.2. Tout d’abord, afin de pouvoir comparer les spectres
des émissions conduites aux gabarits normatifs, le choix d’une méthode de résolution du problème
est nécessaire. Deux grandes familles de méthodes de résolution existent : les méthodes indirectes et
les méthodes directes. Le choix de la méthode de résolution conditionne dans la plupart des cas le
type de solveur à utiliser. Les méthodes indirectes sont basées sur une étude temporelle suivie d’une
analyse fréquentielle des signaux simulés. Le spectre de la perturbation n’est alors obtenu qu’une
fois la transformée de Fourier effectuée à partir des résultats du calcul temporel. L’objectif des
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méthodes directes est de réduire les durées de simulations, quitte à dégrader le domaine de validité
de la modélisation. Par ailleurs, cette deuxième catégorie de méthodes ne permet que la modéli-
sation de systèmes linéaires. Le convertisseur statique de puissance doit ainsi être linéarisé autour
d’un point de fonctionnement. Seules les méthodes indirectes permettent une bonne description des
phénomènes transitoires.
Dans un deuxième temps, un ou plusieurs modèles sont choisis pour la simulation. Ces choix
sont naturellement guidés par la méthode de résolution choisie et les objectifs de l’étude. Finale-
ment, les paramètres des modèles doivent être identifiés. Ces paramètres peuvent être calculés de
manière prédictive via des formulations analytiques et des calculs numériques, ou extraits à partir
de caractérisations expérimentales.
Figure B.2 – Stratégies de simulations de problèmes CEM conduite.
B.2 Méthodes indirectes
La pratique la plus commune des électroniciens de puissance est de partir de la simulation
fonctionnelle circuit et de la complexifier en tenant compte des éléments parasites de l’ensemble
des sous-systèmes de la chaine. Une étape supplémentaire est nécessaire, les courants perturbateurs
devant subir une transformée de Fourier afin de comparer l’amplitude de leurs harmoniques aux
gabarits normatifs.
La simulation temporelle est très performante dans la prédiction des phénomènes physiques
ayant lieu à la commutation car elle permet de prendre en compte les non-linéarités des composants
du système (capacités intrinsèques des semi-conducteurs, matériaux magnétiques, ...). Les valeurs
très élevées de fréquences d’échantillonnage empêchent l’utilisateur de réaliser une seule simulation
qui englobe l’estimation des courants perturbateurs et le contrôle commande de la machine, par
exemple, sans que les durées de simulation soient considérables. Ainsi, l’utilisateur doit configurer
sa simulation pour se placer dans un régime permanent stable.
B.3 Méthodes directes
La modélisation CEM fréquentielle présente plusieurs avantages comparée aux méthodes indi-
rectes. Tout d’abord, elle apporte un premier gain de temps car elle permet de travailler directement
dans le domaine fréquentiel. Le spectre des perturbations conduites est alors directement comparé
à la norme sans passer par un traitement de transformée de Fourier. De plus, la modélisation
fréquentielle limite grandement les problèmes de convergence.
Cependant, une méthode fréquentielle requiert une étude théorique préliminaire qui peut s’avé-
rer laborieuse. Les calculs d’identification des paramètres du modèle et ceux de détermination
des perturbations peuvent vite devenir complexes. Pour simplifier ces étapes de renseignement, de
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nombreux modèles fréquentiels se basent sur l’hypothèse forte de la séparation des modes, mode
commun et mode différentiel. Nous allons parcourir ici, dans cette section, des méthodes de modé-
lisation fréquentielles qui ont été développées durant les quinze dernières années dans le cadre de
la modélisation des émissions conduites des convertisseurs statiques et plus particulièrement dans
des applications de variation de vitesse.
B.3.1 Modèles de type boites noires
La modélisation de type « boîte noire » a pour objectif de retranscrire le comportement de
l’association de plusieurs structures par une modélisation simple et générique de chacun, permettant
des analyses a posteriori. Le modèle se comporte comme le système étudié vu des bornes. Cette
modélisation est à l’heure actuelle la plus répandue dans la littérature car la plus simple à mettre
en œuvre. Les modèles boîte noire se divisent en deux catégories :
o Un modèle de type terminal, où la charge est intégrée au modèle. Pour que le modèle reste
précis, la sortie doit être chargée par une impédance fixe. Dans notre cas, la variation du
point de fonctionnement de la machine électrique rend cette méthode imprécise.
o Un modèle de type non terminal dans lequel les chemins de propagation vers la charge sont
clairement identifiés.
B.3.1.1 Modèles terminaux
Le modèle Modular Terminal Behavior (MTB) repose sur la modélisation dans le domaine fré-
quentiel d’une cellule de commutation par deux circuits équivalents de Norton. La source de courant
représente le courant qui transite dans l’interrupteur, et l’impédance en parallèle prend en compte
les éléments parasites intrinsèques de l’interrupteur (capacités parasites, inductance de connexion
du boitier, etc.). De nombreux travaux sur la modélisation HF des convertisseurs statiques ont opté
pour cette méthode [102] [212] [25] [213] [214].
Plusieurs mesures sont cependant à prévoir pour la construction du modèle. Mais le modèle ne
retranscrit pas clairement les chemins de propagations des perturbations. En effet, côté charge les
chemins de propagations sont modélisés par deux impédances, limitant ainsi la pleine compréhension
des mécanismes de propagation des perturbations.
(a) (b)
Figure B.3 – (a) Principe de modélisation d’un hacheur avec un modèle MTB (b) Modèle type
boîte noire générique [25].
Il existe un autre type de modèle terminal, le modèle de type boîte noire générique, cf Figure B.3
(b). Ce type de modèle semble être très intéressant pour la modélisation d’un réseau où plusieurs
charges sont connectées. Via cette modélisation simple et peu gourmande en temps de calcul, une
analyse des perturbations conduites à l’échelle du réseau peut être menée mais cette méthodologie
n’est pas adaptée à la prédiction des perturbations intrinsèques du système, notamment pour
l’évaluation des courants de mode commun en sortie du variateur. Son inconvénient majeur est
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son domaine de validité, qui est restreint au point de fonctionnement auxquelles ont été faites les
mesures pour renseigner le modèle. En effet, une variation du point de fonctionnement implique
une nouvelle détermination des différentes sources et impédances équivalentes. Finalement, comme
pour le modèle précédent, les différents chemins de propagations et les sources de perturbations ne
peuvent être localisés.
B.3.1.2 Modèles non terminaux
La modélisation de type boîte noire non terminal, ou Unterminal Behavioral Model (UBM)
en anglais, consiste à modéliser l’ensemble des équipements de la chaîne électromécanique par des
quadripôles. La spécificité de cette modélisation réside dans la construction et l’identification des
quadripôles. En effet, le principe de cette méthode est de considérer chaque sous système comme
un quadripôle en boite noire comme l’illustre la Figure B.4. Les courants aux bornes du quadripôle
(iCMi, iCMo) de l’onduleur sont directement les courants de mode commun que nous cherchons à
comparer aux gabarits normatifs.
(a) (b)
Figure B.4 – Modèle UBM d’un onduleur de tension [26].
Les impédances sont définies par une matrice à deux ports et les sources de bruit sont définies
de manière à se conformer au modèle équivalent de Thévenin à trois ports. Le système d’équations
qui définit le modèle de la Figure B.4 est donné par :(
VCMi
VCMo
)
=
(
Z11 Z12
Z21 Z22
)
.
(
ICMi
ICMo
)
+
(
vN1
vN2
)
(B.1)
Les procédures d’extraction des éléments de la matrice d’impédance et des sources de perturba-
tions sont très laborieuses car elles nécessitent des impédances étalons et une phase de caractérisa-
tion sur la chaîne électromécanique. L’ensemble de ces procédures sont décrites dans les travaux de
A.C. Baisden [102] et de H. Bishnoi [26] [215]. Cette méthode fournit de très bons résultats jusqu’à
20 MHz comme l’atteste la Figure B.5. Ce type d’approcheconstitue un excellent outil d’analyse et
permet une étude a posteriori d’un système global mais ne peut pas être exploité à l’étape de la
conception.
(a) (b)
Figure B.5 – Résultats de la simulation du modèle UBM - Courants de mode commun (a) en
entrée et (b) en sortie du convertisseur [26].
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B.3.2 Approche quadripolaire
La méthode quadripolaire est une approche intéressante qui vise à représenter le système étudié,
ici la chaîne électromécanique, d’un point de vue du mode commun en faisant apparaitre les chemins
de propagations sous forme de quadripôles, cf. Figure B.6. Cette technique est dédiée à l’étude des
perturbations de mode commun uniquement et vise à modéliser et simuler des structures complexes
d’électronique de puissance. Elle a fait l’objet de travaux sur les perturbations de mode commun
d’une chaîne de conversion électromécanique décomposée en cinq blocs : RSIL, redresseur, câbles,
onduleur et moteur [104]. Cette méthode diffère de la précédente de par l’identification plus physique
des chemins de propagation et de la prise en compte de la source de perturbation dans le modèle.
Figure B.6 – Chaîne des quadripôles issue de la thèse de C. Jettanasen [27].
Cette approche de modélisation est simple et efficace. La Figure B.7 illustre une comparaison
de la simulation et de la mesure des spectres des courants de mode commun. Ce type de modèle
peut ensuite être utilisé lors d’études de sensibilité afin de trouver des solutions pour réduire les
perturbations de mode commun [27] [104]. Cette modélisation étant basée sur l’hypothèse de non
transfert de mode, le domaine de validité de cette approche peut s’avérer limité en cas de présence
de dissymétries structurelles du système étudié. L’auteur de l’article [27] insiste également sur le
fait que cette méthode est dépendante d’un prototype pour sa construction ou de la possibilité
d’avoir un modèle fin des divers sous-systèmes.
D’autres travaux ont évalué la pertinence de cette approche appliquée à différents systèmes
de variation de vitesse [216] [136]. Nous remarquons cependant que la plupart de ces travaux
identifient les différents chemins de propagation des perturbations conduites de mode commun à
partir de caractérisations expérimentales.
(a) (b)
Figure B.7 – Résultats (a) en entrée et (b) en sortie du variateur de vitesse [27].
Par ailleurs, cette méthode est compatible avec des approches de type circuit car les quadripôles
peuvent aussi être représentés sous forme de circuits équivalents [217]. Or, l’un des intérêts majeurs
de cette méthode réside dans la résolution fréquentielle du problème pour gagner en rapidité de
temps de calcul. Cette approche a donc peu d’intérêt car nous perdons les avantages de la réso-
lution fréquentielle et nous nous confrontons aux problèmes de convergence des logiciels circuits
dûs aux nombreux éléments utilisés pour la modélisation des impédances de mode commun des
sous-systèmes, notamment avec les modèles de câbles.
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B.3.3 Approche par équations d’état
Une autre approche rencontrée dans l’état de l’art consiste à utiliser le formalisme d’état en
vue d’estimer les perturbations émises par un convertisseur de puissance. Tout système linéaire ou
linéaire par morceau, défini à partir d’un jeu d’équations différentielles possédant des grandeurs
d’états, peut se mettre sous une forme matricielle. Autrement dit, l’approche par équations d’état
permet de déterminer l’évolution des différentes variables d’états, grâce aux techniques de résolution
de systèmes différentiels définis par l’équation suivante :
dx(t)
dt
= A(t).x(t) +B(t).U(t) (B.2)
Il est possible d’utiliser le formalisme d’état pour décrire le fonctionnement d’un convertisseur
selon l’état des interrupteurs sur une période de fonctionnement [28]. Le principe de cette méthode
est de décomposer le système étudié en sous-systèmes selon l’état des interrupteurs. Il y a donc
autant de systèmes d’équations différentielles que de combinaisons d’état des interrupteurs pos-
sibles. Les modèles d’interrupteurs sont remplacés par des modèles d’interrupteurs idéaux autour
desquels des éléments parasites sont ajoutés pour assurer la continuité des variables d’état. La mise
en œuvre de cette méthode est très laborieuse et son domaine de validité peut être très limité. En
effet, les éléments de second ordre introduits pour assurer la continuité des variables d’état sont
excités par des impulsions d’amplitude théoriquement infinies ce qui surestime le niveau des per-
turbations. Finalement, plus le système se complexifie plus cette solution est à écarter, notamment
dans le cas où le nombre d’interrupteurs devient trop important (onduleur triphasé, convertisseur
multi-niveaux).
Figure B.8 – Exemple de la modélisation des interrupteur d’un hacheur pour assurer la
continuité des variables d’état [28].
B.3.4 Modélisations par fonctions de transfert
La modélisation par fonctions de transfert a pour singularité de représenter la cellule de commu-
tation comme un ensemble et non comme la combinaison d’interrupteurs. Son utilisation simplifie
la modélisation de structures plus complexes d’électronique de puissance. Les fonctions de transfert
sont utilisées afin d’écrire l’état des interrupteurs, impliquant la linéarisation du comportement de
la cellule de commutation autour d’un point de fonctionnement. Les sources équivalentes sont alors
directement décrites dans le domaine fréquentiel. Ce modèle est présenté à la Figure B.9.
Figure B.9 – Représentation d’une cellule de commutation par fonction de transfert [29].
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Le modèle de la source de perturbation de mode commun est construit à l’aide de mesures sur
le prototype. Parmi les grandeurs mesurables, nous pouvons citer les grandeurs électriques liées au
point de fonctionnement (tension du bus, courant commuté), les paramètres liés à la commande
rapprochée des interrupteurs (tension d’alimentation du driver, résistance de grille, ...) ainsi que les
divers éléments parasites dûs à l’intégration (inductance de la maille de commutation, capacités de
mode commun, ...) [29]. Ce modèle fournit la tension de sortie d’un bras de l’onduleur. A partir de
ce modèle, la tension de mode commun est calculée puis nous déterminons le spectre du courant
de mode commun à partir de l’impédance de mode commun du système.
B.4 Sources de perturbations
Les modèles des sources de perturbation sont intimement liés à la méthode de résolution utilisée.
Par conséquent, si la méthode choisie est indirecte alors nous nous orientons naturellement vers des
modèles de sources de type circuit ou par reconstruction. Lorsque la méthode de modélisation est
directe, les sources peuvent être modélisées par des trapèzes, par des approches par reconstruction
ou bien des techniques plus originales comme, par exemple, avec une modélisation de type Multi-
Topology Equivalent Sources [36].
B.4.1 Circuit
Comme nous l’avons souligné dans la présentation des méthodes indirectes, un des intérêts ma-
jeurs de ce type d’approche réside dans la fidélité de la représentation des phénomènes physiques qui
apparaissent lors des transitoires. La modélisation fine des semi-conducteurs permet d’augmenter
le domaine de validité de la source de bruit car les fronts des commutations ont un contenu spectral
riche. Donc, il est important de bien les modéliser. Nous trouvons dans la littérature une multitude
de circuits équivalents pour la modélisation des semi-conducteurs. Un exemple de la modélisation
d’un interrupteur de type IGBT sur les logiciels SABER et LTspice est présenté à la Figure B.10.
Les fabricants de semi-conducteurs mettent parfois à disposition des modèles circuits de leur com-
posants. Si ce n’est pas le cas, un travail est nécessaire pour la modélisation des interrupteurs et
l’étape d’identification des paramètres du modèle équivalent. Ce travail peut nécessiter une étape
de caractérisation du composant.
(a) (b)
Figure B.10 – Modèles d’un IGBT sur SABER [30] et sur LTspice [31].
B.4.2 Trapèze
Une pratique simple et courante pour la modélisation de l’évolution des tensions commutées en
sortie du convertisseur est la modélisation sous forme de trapèzes. Cette forme d’onde simplifiée
est caractérisée par un temps de montée, un temps de descente, un rapport cyclique et une période
de découpage. La cellule de commutation est alors remplacée par des générateurs équivalents, cf.
Figure B.11.
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Figure B.11 – Modélisation trapézoïdale d’une cellule de commutation [32].
En réalité les phases de transition ne sont jamais aussi brutales et la dérivée ne peut subir cette
discontinuité. D’autres approches permettent d’obtenir des formes d’ondes plus adoucies, c’est le
cas de la convolution du trapèze avec un signal créneau par exemple [218] B.12. Cependant, il est
intéressant d’observer que la modélisation simpliste de la forme de tension par un trapèze permet
de se placer dans un pire cas et de tracer une enveloppe maximale du spectre de la tension.
Figure B.12 – Effet du lissage sur la signature spectrale [32].
Pour élargir le domaine de validité de cette approche, il est possible d’améliorer le modèle précé-
dent en modélisant les fronts de commutation par un ensemble de fonctions linéaires par morceaux.
Cette nouvelle modélisation dite Multi-Slope fait apparaitre différentes pentes qui caractérisent la
commutation à la mise en conduction et au blocage, cf. Figure B.13. Ces pentes sont obtenues par
le relevé des formes d’onde temporelles des différentes grandeurs électriques, pour chaque point
de fonctionnement, sur un hacheur série. Dans le cadre d’un onduleur, le point de fonctionnement
varie au cours du temps rendant ce processus fastidieux. Cette méthode est plus contraignante que
la précédente mais elle permet d’avoir une meilleure précision [34] [219].
(a) (b)
Figure B.13 – Modélisation trapézoïdale Multi-Slope [33] [34].
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L’approche de reconstruction des fronts par fonction de convolution a été plus poussée afin
d’apporter plus de réalisme aux sources. Cette méthode permettant de rendre compte du compor-
tement de la cellule tout en s’affranchissant de la non-linéarité des semi-conducteurs. L’idée consiste
à reconstruire un signal trapézoïdale asymétrique par convolution entre deux fonctions infiniment
dérivables SWid1(t) et SWid2(t) avec deux fonctions différentes β1(t) et β2(t) ce qui permet la
reconstruction d’un trapèze à différentes pentes [33], cf. Figure B.13 (a).
B.4.3 Méthodes de reconstitution
Il existe aussi des méthodes hybrides, qui allient la prédiction à des caractérisations expéri-
mentales pour la reconstitution des formes d’ondes générées par le convertisseur. Ces méthodes de
reconstitution reposent dans un premier temps, sur l’élaboration d’une base de données de com-
mutations par le biais de campagnes de mesures sur différents points de fonctionnement [35]. La
base de données peut également provenir de simulations temporelles avec des modèles réalistes ou
comportementaux de semi-conducteurs. Puis, pour un point de fonctionnement donné de l’ondu-
leur, les motifs correspondant à ce point sont convolués avec les instants de commutation fournis
par la stratégie de commande, cf. Figure B.14 (a). Cette méthode permet ainsi de voir rapidement
l’influence de la commande de l’onduleur sur le spectre CEM.
(a) (b)
Figure B.14 – (a) Procédure de la modélisation par reconstruction des travaux de [35]
(b) Procédure de la méthode Fast Reconstitution Method [29].
Il existe d’autres formes de modèles de reconstitution. Dans les travaux de D. Labrousse [29], la
méthode de reconstitution utilisée, Fast Method Reconstitution (FRM), se base sur la détermination
de la valeur d’un seul pic de courant (extrait de la mesure ou d’une simulation fine temporelle)
permettant la reconstruction du spectre entier avec la connaissance des instants de commutations,
cf. Figure B.14 (b). Cette deuxième approche hybride est très délicate car l’identification de l’im-
pulsion de courant qui est représentative du contenu spectral du signal perturbateur à l’échelle
d’une période basse fréquence n’est pas une tâche aisée.
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B.5 Chemins de propagation
Une fois la méthode de résolution choisie et le modèle de source de bruit construit, l’étape
suivante est de modéliser l’ensemble des chemins de propagation des perturbations conduites. Ces
chemins ont été identifiés au cours du Chapitre 1 pour le cas d’une chaîne électromécanique compo-
sée d’un convertisseur DC/AC, de câbles et d’une machine synchrone à aimants permanents. Nous
proposons dans cette section de présenter les modèles les plus utilisés par sous-système.
B.5.1 Onduleur
Le couplage majoritaire de mode commun se trouve entre les puces semi-conductrices et le
dissipateur qui est connecté au plan de masse de par la promiscuité de ces éléments. La modélisation
des interconnexions telles que le bus-bar est elle aussi souvent abordée dans la littérature.
B.5.1.1 Caractérisations expérimentales
Pour la caractérisation des chemins de propagation au sein des convertisseurs, plusieurs types de
campagnes de caractérisations peuvent être menées. En effet, en fonction des besoins de l’utilisateur
un modèle vu des bornes peut suffire. Ainsi, la représentation choisie va conditionner les mesures à
réaliser. Sur la Figure B.15 sont illustrées les deux approches les plus courantes. Dans le premier cas,
l’utilisateur fait un ensemble de mesures très intrusives engendrant la destruction du module (fils de
bondings sectionnés). Le deuxième cas présenté est une approche de caractérisation vue des bornes.
Bien que ces mesures soient réalisées lorsque l’onduleur est hors fonctionnement, les impédances
mesurées de mode commun peuvent être fidèlement utilisées pour l’estimation des courants de mode
commun.
(a) (b)
Figure B.15 – Mesure des impédances parasites au sein de l’onduleur : (a) Approche très
intrusive [36] (b) Approche macro [37].
B.5.1.2 Simulations numériques
Il existe plusieurs types de modélisation numérique. Pour la modélisation des chemins de pro-
pagation des perturbations au sein de l’onduleur, les méthodes les plus utilisées dans l’état de l’art
sont les éléments finis et la méthode PEEC. Ces méthodes nécessitent cependant de disposer de
l’intégralité des propriétés géométriques et physiques du module de puissance.
B.5.1.2.1 Méthodes des éléments finis : L’intérêt des outils logiciels tel que ANSYS Q3D
Extractor est qu’il permet de faire une analyse magnétoharmonique directement à partir des fichiers
de design du PCB ou du module. L’utilisateur doit renseigner au préalable les propriétés physiques
des différents matériaux. Cette méthode est très souvent utilisée lorsque nous cherchons à modéliser
très finement la commutation pour estimer correctement l’inductance parasite de boucle et donc la
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surtension en sortie du module de puissance [189]. De plus, cette suite logiciel permet la modélisation
multiphysique. Ainsi, des études thermomécaniques peuvent également être conduites.
(a) (b)
Figure B.16 – Modélisation à l’aide du logiciel ANSYS Q3D Extractor [38].
B.5.1.2.2 Méthode Partial Element Equivalent Circuit (PEEC) : La modélisation dite
Partial Element Equivalent Circuit (PEEC) consiste à déterminer les schémas électriques équiva-
lents à partir de la géométrie en 3D. Cette méthode est une alternative à la méthode des éléments
finis et est basée sur une discrétisation spatiale du composant, puis une représentation par éléments
équivalents entre les nœuds de l’espace discrétisé, cf. Figure B.17 [220] [36].
(a) (b)
Figure B.17 – (a) Principe de la modélisation PEEC [39] (b) Modèle PEEC d’un PCB [40].
Cette méthode est intéressante, car moins gourmande en temps de calcul que la méthode des
éléments finis. Il existe différents logiciels qui exploitent cette méthode. Le logiciel INCA3D, par
exemple, permet une identification simple des impédances parasites des interconnexions (PCB,
busbars, câbles, ...) [221]. Dans le cas de la modélisation des busbars et des PCB, compte tenu
des longueurs de pistes par rapport aux fréquences visées, il n’est pas nécessaire de considérer les
phénomènes de propagation. En revanche, dans le cas des câbles, cette hypothèse n’est plus valable.
Un exemple de l’utilisation de la méthode PEEC pour la modélisation des câbles est présenté dans
les travaux de thèse de B. Revol [32].
B.5.2 Câbles
Des rappels sur la modélisation des câbles sont effectués dans le Chapitre 2. Cependant, nous
pouvons lister ici les différentes approches rencontrées dans l’état de l’art pour renseigner les para-
mètres primaire des câbles de puissance. Elles se divisent en trois catégories comme nous avons pu
le voir en introduction de cette annexe : les formulations analytiques, les calculs numériques et les
caractérisations expérimentales.
B.5.2.1 Calculs analytiques
La détermination des différents paramètres linéiques s’effectue sur la base des équations de
Maxwell, en tenant compte de la répartition spatiale des champs électriques et magnétiques [120].
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La première approche est présentée dans le Chapitre 2. Il en existe une deuxième qui consiste
à modéliser les éléments inductifs en se basant sur l’expression du lagrangien du système [121].
La deuxième solution est plus délicate à mettre en œuvre car le risque d’erreurs de calcul est
plus important. Ces formules analytiques sont valables en basses fréquences. En hautes fréquences,
les phénomènes d’effets de peau et de proximité sont plus difficiles à formuler analytiquement
notamment pour les termes inductifs.
B.5.2.2 Simulations numériques
La méthode des éléments finis est une méthode rigoureuse pour la modélisation des câbles mais
nécessite des temps de calcul importants ainsi qu’une grande ressource de mémoire du calcula-
teur. Il existe de nombreuses solutions logicielles commerciales dédiées à la résolution de problèmes
magnéto-harmoniques et électrostatiques à l’aide des éléments finis. Nous pouvons citer par exemple
ANSYS Q3D Extractor, Flux, COMSOL, FEMM, etc..
Dans un premier temps, une résolution en champ électrique permet d’extraire les différents élé-
ments capacitifs. Puis, une formulation magnétoharmonique est réalisée pour le calcul des diverses
inductances et résistances du modèle du câble. De nombreux travaux ont utilisé le logiciel FEMM
car ce logiciel est gratuit et un couplage avec Matlab est possible [126] [222].
En aéronautique, deux logiciels sont assez répandus pour la modélisation de câbles et de torons
complexes : le logiciel ASERIS-NET d’Airbus et le logiciel CRIPTE développé par l’ONERA. Le
logiciel ASERIS-NET a été utilisé au cours de ces travaux. Il est donc présenté plus en détail à la
section 2.3.3.6.3 du Chapitre 2.
B.5.2.3 Caractérisations expérimentales
Il existe différentes approches pour renseigner un modèle de câble à partir de caractérisations
expérimentales. Le premier cas de figure est lorsque nous souhaitons extraire les paramètres li-
néiques du câble à partir de multiples mesures [222]. Il faut cependant faire attention à ce type
d’approche car l’extraction des paramètres par mesure directe n’est pas aisée. Prenons comme
exemple l’extraction de l’inductance linéique du câble. Si nous nous référons aux précédents tra-
vaux, l’extraction de l’inductance est réalisée en mesurant sur un tronçon de câble entre l’entrée et
la sortie du câble directement. Or l’inductance réelle mesurée dans ce cas là est celle formée par la
boucle que forme le câble connecté à l’analyseur d’impédance. Cette remarque illustre la difficulté
de la mesure directe des paramètres linéiques.
(a) Mesure en mode commun (b) Mesure en mode différentiel
Figure B.18 – Configurations de mesure des paramètres du câble [36].
Pour ne pas être confronté à ces problèmes de domaine de validité de la mesure, une pratique
plus courante consiste à construire le modèle de câble à partir de mesures d’impédances de mode
commun et de mode différentiel en court-circuit et circuit ouvert, cf. Figure B.18. A partir de ces
quatre mesures, l’utilisateur, en fonction de ses besoins, peut extraire les paramètres RLCG [36]
[122] ou bien directement construire un modèle en mode commun ou en mode différentiel [32].
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Pour résumer, les modèles de câbles à partir des caractérisations expérimentales des impédances
de mode commun en circuit ouvert et court-circuit donnent de très bons résultats, avec un domaine
de validité allant jusqu’à la centaine de MHz. En revanche, lorsque nous cherchons à identifier les
paramètres linéiques du câble, l’approche par caractérisation expérimentale peut s’avérer délicate
et non triviale.
B.5.3 Machine électrique
B.5.3.1 Modèles comportementaux
Certaines méthodes basées sur des mesures d’impédances impliquent la déconnexion d’une ou
plusieurs phases du neutre de la machine [222]. Ne pouvant pas réaliser cette opération sur notre
moteur aéronautique, nous écartons ces méthodes de caractérisation.
B.5.3.1.1 Modèle au premier ordre : L’auteur de la thèse [12] propose un modèle com-
portemental très simple pour avoir un ordre de grandeur de la capacité de mode commun de la
machine en fonction d’une dimension caractéristique des machines électriques, la hauteur H de
l’arbre calculée par rapport au rayon externe de la carcasse. La capacité de MC de la machine
est alors exprimée via un polynôme du second ordre en H, cf. Equation B.3. Les coefficients du
polynômes sont obtenus à partir d’une multitude de caractérisations de machines.
CMC = 0,00024 ·H2 − 0,0039 ·H + 2,2 (B.3)
Où CMC est la capacité de mode commun, exprimée en nF et H la hauteur de l’arbre en mm.
B.5.3.1.2 Modèle en pi : La méthode la plus utilisée dans l’état de l’art consiste à créer un
circuit équivalent en pi pour la modélisation hautes fréquences de la machine électrique. Ce modèle
équivalent est renseigné par deux mesures caractéristiques, que sont les mesures des impédances de
mode commun et l’impédance de mode différentiel de la machine.
(a) (b)
Figure B.19 – (a) Configuration de mesure en mode commun et impédance équivalente (b)
Configuration de mesure en mode différentiel et impédance équivalente [31].
La plupart des modèles en pi dans l’état de l’art sont des modèles comportementaux dont
l’extraction des paramètres se fait par la détection des fréquences de résonance et antirésonance.
Les résultats obtenus avec ce type de modèle sont très bons, et la validité du modèle peut être
étendue en complexifiant le circuit équivalent. Un exemple de cette modélisation de la machine en
modèle en pi est présenté à la Figure B.20.
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(a) (b)
Figure B.20 – Comparaison des impédances de mode différentiel et de mode commun d’une
machine synchrone d’une puissance de 240 kW à 4 paires de pôles [41].
B.5.3.1.3 Technique de vector fitting : La technique de vector fitting permet d’obtenir
une décomposition en éléments simples d’une réponse fréquentielle [127]. Il est possible de géné-
rer automatiquement un circuit équivalent à partir de cette décomposition. En considérant que
l’identification est effectuée en impédance, le modèle circuit de cette réponse est la mise en série
de modèles circuits représentants les différents pôles identifiés. Cette génération automatique est
intéressante, car elle est rapide et permet d’obtenir une bonne approximation des impédances com-
plexes. Cependant, lors du calcul des différents éléments du circuit équivalent, des valeurs négatives
peuvent apparaitre, ce qui est accepté par certains logiciels de simulation circuit, mais peut poser
des problèmes de convergence [36].
B.5.3.2 Simulations numériques
Des simulations numériques ont été utilisées dans l’état de l’art pour estimer l’impédance de
mode commun des machines électriques à bobinage rangé, cf. Figures B.21. Comme décrit précé-
demment, la mesure de l’impédance de mode commun d’une machine électrique, réalisée avec un
analyseur d’impédance, ne permet pas de se placer dans les conditions de fonctionnement de la
machine. En effet, le signal envoyé par l’analyseur d’impédance est de l’ordre de quelques dizaines
de millivolts. Les courants analysés sont donc de l’ordre du microampère. Par ailleurs, comme la
machine n’est pas excitée par un courant fonctionnel triphasé durant cette mesure, la saturation
magnétique des tôles qui composent le stator n’est pas considérée dans la mesure. Les travaux ayant
recours à la simulation numérique 2D ou 3D permettent l’évaluation de cette impédance de mode
commun dans des conditions de fonctionnement plus réalistes.
Un modèle existe dans l’état de l’art basé sur la théorie des lignes de transmission dont les
paramètres sont extraits des simulations numériques [223], cf. Figure B.21.
Figure B.21 – Simulations numériques d’une machine asynchrone à bobinage rangé [42].
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Les matrices de capacités et d’inductances linéiques sont déterminées à partir des simulations
numériques. La comparaison de la simulation et de la mesure de l’impédance de mode commun
d’une machine asynchrone de 240 kW est présentée à la Figure B.22. Comme la mesure ne permet
pas de placer la machine dans son régime nominal, les effets de saturation sont inexistants dans
cette mesure. Ainsi, afin de comparer le modèle à la mesure, la matrice d’impédance a été extraite
de l’analyse du champ magnétique linéaire, ce qui permet de négliger les effets de la saturation.
Les résultats sont bons jusqu’aux premières résonances et antirésonances. Les bons résultats
fournis par cette modélisation prédictive s’explique par le fait que la géométrie du bobinage ainsi
que sa répartition dans les encoches sont parfaitement maitrisées. Des travaux plus récents se
concentrent sur des cas où le bobinage des machines est aléatoire [85] [86].
Figure B.22 – Simulations numériques 2D et 3D d’une machine asynchrone à bobinage rangé
[42].
B.5.3.3 Formulation analytique
De plus en plus de travaux se focalisent sur la prédiction des impédances de mode différentiel
et de mode commun des machines électriques en vue de mieux maitriser les phénomènes parasites
des chaînes électromécaniques qui apparaissent en hautes fréquences. Les travaux de Ioav Ramos
Chavez [43] ont entre autres permis d’adapter le calcul des capacités parasites des inductances [128]
pour construire un modèle de prédiction de capacités partielles de mode commun et différentiel
pour des machines électriques à bobinage concentré. Le modèle développé dans sa thèse se base
sur le calcul d’énergie électrostatique dans les régions entre deux conducteurs du bobinage et
entre les conducteurs et le noyau. Le calcul de ces capacités partielles inclue aussi la présence de
l’imprégnation d’époxy du bobinage.
(a) (b)
Figure B.23 – (a) Schéma simplifié du bobinage statorique avec papier de fond d’encoche (b)
Discrétisation de l’espace pour le calcul des capacités partielles [43].
Ce modèle étant utilisé, nous détaillons par conséquent les expressions des capacités partielles
à la section 2.3.6.2. Ce type de modèle semble se comporter très bien comparé à une analyse par
éléments finis pour des épaisseurs de film entre 50 et 200 µm, qui sont des standards pour des
moteurs de moyenne tension. Et, en raison des irrégularités inhérentes à l’enroulement des fils
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et des déformations des matériaux diélectriques avec les contraintes mécaniques, les dimensions
indiquées ici peuvent varier fortement.
(a) (b)
Figure B.24 – Erreurs relatives du modèle analytique vs simulation FEMM pour différents cas
(a) Estimation de la capacité partielle entre conducteurs (b) Estimation de la capacité partielle
entre le conducteur et la masse [43].
AnnexeC
Problématiques liées à la modélisation circuit
hautes fréquences de la chaîne
électromécanique
Les méthodes indirectes sont très utilisées dans la littérature car elles sont simples à mettre
en œuvre, pouvant être multi-domaines (contrôle commande, thermique, CEM). Ces méthodes ont
également l’avantage de ne pas dissocier le mode différentiel et le mode commun. Les simulations
ont été réalisées avec le logiciel PSIM, bien que sur PSIM l’utilisateur ne dispose que de très peu de
moyens de contrôle de la convergence de la simulation. La méthodologie est présentée en prenant
comme support la chaîne électromécanique avec le convertisseur à base de MOSFET SiC, cf. Figure
C.1.
Figure C.1 – Simulation PSIM – Chaine avec l’onduleur SiC CREE (partie puissance)
L’idée est de réaliser une simulation circuit sur PSIM mais en conservant la pluridisciplinarité
(fonctionnel, CEM, évaluation des pertes) et non pas de simuler seulement un circuit équivalent de
MC de la chaîne électromécanique. Un synoptique est présenté à la Figure C.2.
Figure C.2 – Couplage Matlab PSIM pour les simulations temporelles de la chaîne
électromécanique
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C.1 Modélisation de l’onduleur
Contrairement à des logiciels tels que PSPICE et Saber, l’environnement de PSIM possède
uniquement des composant semi-conducteurs idéaux. Le modèle circuit du MOSFET utilisé est
celui de la figure suivante.
Figure C.3 – Modèle du MOSFET
Une fois les composants semi-conducteurs modélisés (cf. Figure C.3 : exemple du MOSFET),
nous construisons le modèle de l’onduleur à partir de macro blocs : module de puissance, la com-
mande rapprochée, les condensateurs de bus ainsi que des éléments parasites du routage et de
l’intégration de l’onduleur.
Figure C.4 – Modélisation de l’onduleur SiC
Le bloc de la commande rapprochée se charge de la conversion des signaux de commande pro-
venant de la régulation et envoie les signaux électriques aux grilles des MOSFETs. Nous effectuons
un contrôle du dv/dt à l’amorçage et au blocage à travers les résistances de grille qui peuvent être
différentes.
Figure C.5 – Commande rapprochée de l’onduleur SiC
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C.2 Problématique de la modélisation des câbles
La génération du circuit équivalent fait intervenir l’identification des réseaux en échelle pour
prendre en compte la dépendance en fréquence des paramètres primaires des câbles de puissance.
Pour déterminer les valeurs des éléments qui constituent ces réseaux en échelles, un algorithme
d’optimisation est utilisé.
C.2.1 Modèle à constantes distribuées
Pour pouvoir modéliser les phénomènes de propagation qui apparaissent dus à la longueur des
câbles, une pratique très courante consiste à utiliser un modèle à constantes distribuées ou réparties.
Ce modèle concatène plusieurs cellules élémentaires comme illustré sur la Figure C.6. Dans ce cas,
le câble est modélisé par un nombre de cellules fini entier. Plus le nombre de cellules est important,
plus la modélisation peut être fine et le domaine de validité fréquentiel augmenté. Toutefois, afin
de réduire le temps de simulation tout en gardant un nombre de cellules suffisant, il faut chercher
un compromis entre le nombre de cellules élémentaires à utiliser (fonction de la longueur d’onde)
et de la précision souhaitée.
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Figure C.6 – Concaténation des cellules à constantes réparties
L’impédance de mode commun a pour expression,
Zi =
R
nc
+ jω L
nc
+ 1
jω
C
nc
+ nc
G
+ 1
Zi+1
(C.1)
Les impédances terminales dans le cas d’un circuit ouvert ou d’un court-circuit valent :
ZCOi=nc =
R
nc
+ jω L
nc
+ 1
jω
C
nc
+ nc
G
ZCCi=nc =
R
nc
+ jω L
nc (C.2)
Les évolutions des impédances de mode commun en fonction de la fréquence pour des essais
en court-circuit et en circuit ouvert, pour des modèles de lignes utilisant respectivement 2 et 32
cellules élémentaires par mètres sont tracées sur la Figure C.7.
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Figure C.7 – Approche nodale - Impact du nombre de cellule par mètre.
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La Figure C.8 représente l’évolution de l’écart sur les fréquences de résonance en fonction du
nombre de cellules pour des valeurs successivement égales à 2, 4, 8, 16, 32, 64, 128 et 256. Ces
écarts sont calculés à partir de la relation suivante :
ε [%] = |f0 − fnodal
f0
|.100 (C.3)
Où f0 est la fréquence de résonance de la référence.
Figure C.8 – Erreur de l’estimation des fréquences de résonance en fonction du nombre de
cellules.
Cette figure illustre parfaitement la complexité d’utilisation des modèles de câbles à constantes
réparties lors de simulations circuits car ils nécessitent la prise en compte d’un grand nombre de
cellules. Plus le nombre de cellules est grand, plus le temps de simulation s’agrandit et cela augmente
également le risque de non convergence de la simulation.
C.2.2 La conductance linéique, un paramètre du second ordre ?
Nous observons à la Figure C.9 l’importance de la prise en compte de la conductance linéique,
paramètre qui modélise les pertes dans les diélectriques. Les impédances tracées sont obtenues à
partir des paramètres primaires extraits avec le logiciel FEMM. En négligeant la conductance, l’im-
pédance aux résonances et anti-résonances est surestimée.
Les différentes impédances de MC tracées en circuit ouvert et en court-circuit sont listées ci-
dessous :
o RLCG(f) : Les paramètres primaires sont tous dépendants de la fréquence ;
o RLC(f), G = 0 : Les paramètres RLC dépendent de la fréquence et G est négligée ;
o RLCG(1 MHz) : Les paramètres sont extraits à 1 MHz, fréquence à partir de laquelle l’effet
de peau est établi ;
o RLC(1 MHz), G(f) : Les paramètres RLC sont extraits à 1 MHz, et G varie en fonction de
la fréquence.
Le fait de prendre en compte la conductance nous permet d’obtenir de bonnes valeurs pour
l’amplitude des impédances aux fréquences de résonance. En effet, dans cette gamme de fréquence
la permittivité de l’isolant n’évolue quasiment pas. Ainsi, la dépendance fréquentielle de la conduc-
tance est principalement due à la multiplication par le terme ω.
G(f) = C.ω. tan(δ) (C.4)
C’est une observation importante, car cela implique d’importantes simplifications dans la gé-
nération des circuits équivalents pour une simulation temporelle. En effet, il existerait un bon
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compromis en ne modélisant que l’évolution fréquentielle de la conductance, et d’extraire les autres
paramètres linéiques à une fréquence où les effets de peau et de proximité sont déjà établis (1 MHz
dans notre exemple).
RLC(1MHz), G(f)
RLCG(f)
RLC(f), G = 0
RLCG(1MHz)
Figure C.9 – Influence de la conductance sur l’impédance de mode commun en court-circuit
C.2.3 Évolution fréquentielle des paramètres linéiques
Une des problématiques dans la modélisation de câbles dans un environnement circuit réside
dans la difficulté de modéliser la dépendance fréquentielle des paramètres linéiques du câble. Si nous
souhaitons prendre en compte l’évolution fréquentielle des paramètres dans le modèle circuit du
câble, une technique usuelle consiste à remplacer les éléments linéiques par des réseaux en échelles
comme illustré à la Figure C.10.
Figure C.10 – Concaténation des cellules simplifiées à constantes réparties [36].
Suite aux remarques faites à la section précédente, nous réalisons une optimisation pour obtenir
les valeurs des paramètres des réseaux en échelles pour modéliser uniquement l’évolution de la
conductance en fonction de la fréquence. Les résultats obtenus sont présentés à la Figure C.11. Le
circuit équivalent permet de bien représenter cette évolution sur toute la plage de fréquences.
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Référence
Circuit équivalent
Figure C.11 – Optimisation des paramètres d’un circuit équivalent pour la modélisation de
l’évolution de la conductance linéique en fonction de la fréquence
Paramètres R1 R2 R3 R4 C1 C2 C3
Unités [Ω] [F ]
Valeurs 94,8 k 118 121 67,1 k 5,18 p 0,20 n 0,43 p
Table C.1 – Valeurs des paramètres du modèle circuit équivalent de G(f).
La cellule du câble élémentaire retenue est présentée à la figure suivante. On y retrouve les
éléments linéiques extraits à 1 MHz et les réseaux en échelle pour la modélisation des conductances
entre phases et entre phases et plan de masse.
Plan de masse
U
V
W
Δz
Figure C.12 – Concaténation des cellules à constantes réparties
Ce type de modèle est très lourd pour les simulations temporelles et donne souvent lieu à des
problèmes de convergence. Les auteurs de [224] ont proposé un modèle permettant de fournir la
solution exacte des lignes à transmission en évitant les problèmes de convergence des modèles de
câbles de type circuit. Ce modèle permet de retranscrire la matrice de transfert ΦMC à l’aide de
sources liées définies en fréquence sous PSPICE. Ce type de bloc n’est cependant pas disponible
dans tous les logiciels circuit. (
VMC(`c)
IMC(0)
)
= ΦMC.
(
VMC(0)
IMC(`c)
)
(C.5)
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Figure C.13 – Schéma électrique du câble sous PSPICE
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AnnexeD
Matrices de passage des quadripôles
Les quatre représentations matricielles d’un quadripôle les plus répandues sont les suivantes :
o Représentations impédance et admittance - Expression des tensions aux bornes du qua-
dripôle en fonction des courants et inversement.(
V1
V2
)
=
(
Z11 Z12
Z21 Z22
)
.
(
I1
I2
)
et
(
I1
I2
)
=
(
Y11 Y12
Y21 Y22
)
.
(
V1
V2
)
(D.1)
o Représentation transfert - Expression des grandeurs de sortie en fonctions des grandeurs
d’entrée. Représentation hybride - Expression du courant de sortie et de la tension d’entrée
en fonction du courant d’entrée et de la tension de sortie.(
V2
I2
)
=
(
T11 T12
T21 T22
)
.
(
V1
−I1
)
et
(
V1
I2
)
=
(
h11 h12
h21 h22
)
.
(
I1
V2
)
(D.2)
Les liens entre l’ensemble de ses représentations sont résumé dans le tableau D.1.
T Z Y h
T
(
T11 T12
T21 T22
) 
Z11
Z21
∆(Z)
Z21
1
Z21
Z22
Z21


−Y22
Y21
−1
Y21
−∆(Y)
−Y21
Y11
Y21


−∆(h)
h21
−h11
h21
−h22
h21
−1
h21

Z

T11
T21
∆(T)
T21
1
T21
T22
T21

(
Z11 Z12
Z21 Z22
) 
Y22
∆(Y)
−Y12
∆(Y)
−Y21
∆(Y)
Y11
∆(Y)


∆(h)
h22
h12
h22
−h21
h22
1
h22

Y

T22
T12
−∆(T)
T12
−1
T12
T11
T12


Z22
∆(Z)
−Z12
∆(Z)
−Z21
∆(Z)
Z11
∆(Z)

(
Y11 Y12
Y21 Y22
) 
1
h11
−h12
h11
h21
h11
∆(h)
h11

h

T12
T22
∆(T)
T22
−1
T22
T21
T22


∆(Z)
Z22
Z12
Z22
−Z21
Z22
1
Z22


1
Y11
−Y12
Y11
Y21
Y11
∆(Y)
Y11

(
h11 h12
h21 h22
)
Table D.1 – Matrices de passage entre quadripôles
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AnnexeE
Modèle du récepteur EMI
Les nouveaux récepteurs sont de plus en plus équipés de fonctions numériques de traitement
du signal. Le schéma synoptique d’un récepteur superhétérodyne est présenté à la Figure E.1 (a).
Celui-ci est constitué d’un ou plusieurs étages radiofréquence (présélecteur, amplificateur, atténua-
teurs, étages de changement de fréquence), d’un ou plusieurs étages à fréquence intermédiaire, d’une
série de filtres d’analyse en fréquence intermédiaire, de détecteurs et d’un dispositif d’affichage des
valeurs mesurées. Le signal d’entrée du récepteur est alors traité comme l’exige le CISPR 16 en
utilisant une technique hétérodyne c’est-à-dire que pour faire une mesure à une certaine fréquence
f , le spectre est décalé à une fréquence intermédiaire fixe où la bande passante du filtre est en
accord avec le CISPR ou la DO-160. Le filtre d’analyse est une gaussienne. Cette étape permet
d’analyser des signaux dans une très grande plage de fréquences sans changer la fréquence cen-
trale du filtre d’analyse en adaptant proprement la fréquence de l’oscillateur définissant ainsi le
décalage en fréquence à opérer. La bande passante du filtre d’analyse ou Resolution BandWidth
(RBW) en anglais diffère avec une dépendance de la plage de fréquences étudiée. Dans la DO-160,
il est défini que le RBW à -6dB vaut 1 kHz pour des fréquences allant de 150 kHz à 30 MHz et
10 kHz pour la plage 30 à 152 MHz [20]. Ces valeurs sont différentes de celles imposées par le CISPR.
Le modèle développé est celui de la Figure E.1 (b). Il comprend tout d’abord une opération de
ré-échantillonnage afin de s’assurer d’un pas constant, de l’algorithme Short Time Fourier Trans-
form STFT et d’un bloc de détecteurs [106] [225]. Dans notre modèle mathématique développé
sous Matlab, la fréquence centrale du filtre d’analyse est directement placée à la fréquence consi-
dérée et subit un balayage en fréquence. Ainsi, la modélisation de l’oscillateur local à la fréquence
intermédiaire peut être omise. Le code du modèle est présenté dans l’encadré ci-dessous.
(a)
SPECTROGRAME
ECHANTILLONAGE
f
S
STFT DÉTECTEUR AFFICHAGE
RMS, AVG
MODÈLEDURÉCEPTEUR EMI
sig(t) P, QP
(b)
Figure E.1 – (a) Schéma de principe et (b) Modèle du récepteur EMI
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1 % Auteur : Victor DOS SANTOS − Creat ion : 23/11/2016 − Mise a jour : 27/11/2017
2
3 %%% ENTREES
4 % t : [ s ] Vecteur temps
5 % s i g : [V] ou [A] S i gna l a ana ly s e r
6 %%% SORTIES
7 % Spk : [dBuV] ou [dBuA] STFT avec de t e c t eu r peak
8 % Sqpk : [dBuV] ou [dBuA] STFT avec de t e c t eu r quasi−peak
9 % Savg : [dBuV] ou [dBuA] STFT avec de t e c t eu r average
10 % Srms : [dBuV] ou [dBuA] STFT avec de t e c t eu r RMS
11
12 f unc t i on [ Spk , Sqpk , Savg , Srms ] = recepteurEMI ( t , s i g )
13 %% Re−sampling
14 f s = 2 .5 e9 ; % [Hz ] Sampling f requency
15 t s = 1/ f s ; % [ s ] Sampling time
16 tend = t ( end ) ; % [ s ] S i gna l t o t a l time
17 t2 = 0 : t s : f l o o r ( tend/ t s ) ∗ t s ; % [ s ] New time vec to r
18 s i g = in t e rp1 ( t , s i g , t2 , ’ l i n e a r ’ ) ; % In t e r p o l a t i o n
19 xlen = length ( s i g ) ; % Length o f the s i g n a l
20
21 %% Window func t i on − Gaussian type
22 sigmaB = 4.2 e−5; % Standard dev i a t i on
23 RBW = 10e3 ; % RBW accord ing to CISPR 16−1−1 (Band B)
24 Twin = 2.3589/RBW; % Window func t i on time length
25 de l ta_f = 1/Twin ; % Distance btwn 2 frequency b ins
26 wlen = f s / de l ta_f ; % Window length
27 wlen = 2^nextpow2 ( wlen ) ; % For FFT e f f i c i e n c y
28 alpha = wlen /(2∗ sigmaB∗ f s ) ; % Gaussian parameter
29
30 n = 0 : wlen ; n = transpose (n) ;
31 gausswindow = exp (−0.5∗( alpha .∗n . / ( wlen /2) ) . ^2 ) ;
32 win = ( gausswindow . ∗ ( ( wlen−1)/( sigmaB∗ f s ∗ s q r t (2∗ pi ) ) ) ) ’ ;
33
34 %% EMI Rece iver model
35 s t f t = [ ] ; XW = [ ] ; % FFTs matrix a l l o c a t i o n
36 indx = 0 ; % i n i t i a l i z e the s i g n a l time segment index
37 i ndexStar t = 0 ; % d i s c r e t e time loop s t a r t po int
38 indexEnd = xlen ; % d i s c r e t e time loop end point
39 delta_n = Twin/ t s ; % d i s c r e t e time increment f o r the loop
40
41 f = f s /2∗ l i n s p a c e (0 , 1 , wlen/2+1) ; % Frequency vec to r f o r a l l FFTs
42
43 f o r index = indexStar t : delta_n : indexEnd % perform STFT
44 XW(1 , : ) = s i g ( indx+1: indx+wlen ) ; % Test s i g n a l s
45 XW(2 , : ) = win ; % Window
46 xw = prod (XW) ; % windowing : s i g a l ∗ window
47 X = f f t (xw , wlen ) /wlen ; % FFT
48 s t f t = [ s t f t ; X ] ; % s t f t matrix : FFTs matrix
49 end
50
51 K = sum(win ) /wlen ; % Coherent amp l i f i c a t i o n o f the window
52 s t f t = abs ( s t f t ) /K; % Amplitude o f f f t with coherent amp l i f i c a t i o n
53 S = 20∗ l og10 ( s t f t ( : , 1 : wlen/2+1) ./1 e−6) ; % convert V/A to dBuV/dBuA
54 Spk = max(S , [ ] , 1 ) ; % Weighting − Peak de t e c t o r
55 Sqpk = qpk_detector (S) ; % Weighting − Quasi−Peak de t e c t o r
56 Savg = avg_detector (S) ; % Weighting − Average de t e c t o r
57 Srms = rms_detector (S) ; % Weighting − RMS det e c t o r
58 end
AnnexeF
Influence du maillage sur les modèles de câble
Plus la fréquence d’étude est élevée plus l’épaisseur de peau est petite et donc plus le maillage
devient un point à ne pas négliger. Sur le logiciel FEMM, le réglage du maillage se fait par l’indi-
cation d’un angle minimal pour la définition du maillage composé de triangles. Ainsi, plus l’angle
minimal est grand plus le maillage sera fin, comme nous pouvons le constater à la Figure F.1.
(a) 10˚ (b) 20˚ (c) 30˚ (d) 40˚ (e) 50˚
Figure F.1 – Différents angles du maillage triangulaire.
Nous constatons que l’angle du maillage a une forte influence sur l’estimation des résistances
linéiques. Son effet est moins remarquable sur les autres paramètres primaires. Lors du tracé des
impédances de mode commun en circuit ouvert et en court-circuit pour un câble de 10 m, la
différence entre 30˚et 50˚est négligeable. Par conséquent, toutes les simulations seront réalisées
avec un angle minimal de 30˚.
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Figure F.2 – Impact de l’angle du maillage sur l’évolution des paramètres linéiques.
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La Figure F.3 montre que l’angle du maillage a peu d’impact. En effet, nous avons vu précé-
demment que la résistance linéique était le paramètre primaire le plus sensible à la modification
du maillage : plus l’angle du maillage est petit plus l’effet de peau sera bien représenté en hautes
fréquences. Cette modification de la résistance linéique du câble en hautes fréquences affecte donc
que très légèrement l’impédance de mode commun du câble lors des phases de résonances et d’an-
tirésonances. Il faut cependant noter que les impédances de mode commun sont tracées dans un
repère log-log. Donc les petites différences entre les courbes sont masquées par le choix du repère.
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Figure F.3 – Évolution des impédances de mode commun en circuit ouvert et court-circuit
AnnexeG
Modèle en pi de la machine électrique
Au cours du Chapitre 2, nous avons présenté un modèle prédictif de la capacité de MC de
la machine. Au première ordre, considérer l’impédance de MC comme purement capacitive sur
la plage de fréquence qui nous intéresse n’est pas une mauvaise approximation. Cependant, nous
avons souhaité augmenter le domaine de validité de ce modèle en utilisant un circuit équivalent
plus complexe pour être en mesure de prendre en compte fidèlement le comportement en hautes
fréquences de l’inductance de MC tel que l’on voit apparître sur la Figure G.1 (a). Une modélisation
bien connue dans l’état de l’art qui consiste à modéliser l’impédance de MC dans la machine par
un circuit équivalent dit en pi [41] [226] [227]. L’identification des paramètres de ce modèle en pi est
régie par les relations ci-dessous.
R1 = Rph−N , L1 = Lf =
1
0,5 · CMC · (2pi · f4)2 (G.1)
Rg = 2/3 · min∀f∈[0,01..100] MHzZMC et, Rd =
1/3 · min
∀f∈[0,01..100] MHz
ZMD (G.2)
R2 = 1 Ω, L2 = Lph−N et, R3 = 2/3 · max∀f∈[0,01..100] MHzZMD (G.3)
où R2 modélise les pertes par effet Joule et R3 les pertes fer de la machine.
Les impédances de MC du moteur simulées et mesurées sont illustrées à la Figure G.1 (b).
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Figure G.1 – (a) Mesure et (b) modèle en pi de l’impédance de MC par phase
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AnnexeH
Commande vectorielle de la machine
H.1 Simulation du contrôle commande
Au cours de cette section, nous ferons la synthèse des régulateurs de courant et de vitesse,
en régime continu puis discret. L’architecture du contrôle commande de la machine synchrone est
représentée à la Figure H.1.
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Figure H.1 – Commande vectorielle usuelle pour l’asservissement en vitesse de la machine.
La simulation du contrôle commande est effectuée sur le logiciel PSIM et la synthèse des cor-
recteurs sur le logiciel Matlab. Un synoptique de l’interraction entre ces deux logiciels pour la
simulation du contrôle-commande de la machine est illustré à la Figure H.2.
Figure H.2 – Couplage Matlab PSIM pour la simulation du contrôle commande.
H.1.1 Régulation de courant
Le régulateur de courant a été calculé pour avoir une bande passante de 1 kHz. La fonction de
transfert du courant est la même pour les axes d et q, et elle est donnée par :
I(s)
V (s) =
1/Rph
1 + (Lph/Rph) · s =
Gbo
1 + τbo · s (H.1)
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Avec, Rph et Lph, la résistance et l’inductance entre phase et neutre de la machine VCS. Gbo et
τbo représentent le gain et le temps de réponse de fonction de transfert de la boucle ouverte.
H.1.1.1 Continu
Le régulateur de courant qui a été implanté dans un premier temps est un Proportionnel Intégral
(PI) de fonction de transfert,
C(p) = Kp · (1 + τi · s)
τi · s (H.2)
La bande passante choisie pour le régulateur, fbpI , est de 1 kHz, d’où :
fbpI = 1,00 kHz ωbpI = 2pi · fbpI= 6,28 k rad/s tr5% ∼= 3ωbpI = 0,48 ms
Le calcul du correcteur est basé sur le placement de τi une demi décade avant la bande passante,
et par le calcul du gain afin d’obtenir la pulsation de coupure à ωbpI . Ce correcteur est appelé CI
et nous trouvons :
CI : Kp = 0,519 Ki = 1,03·103 s−1 τi = 0,503 ms
H.1.1.2 Discrétisation
Lorsque nous passons à l’étape de numérisation de la commande, de nouvelles contraintes
s’ajoutent au problème. En effet, nous avons à prendre en compte, par exemple, la rapidité de
calcul du calculateur, la charge allouée à la régulation par le calculateur, etc.. Par ailleurs, la com-
mande en dq est plus gourmande en nombre de calculs dû au changement de repère et au calcul du
correcteur dans celui-ci. Nous avons donc fait le choix d’appliquer l’action de commande au coup
suivant pour avoir un retard pur d’une période d’échantillonnage, ce qui simplifie la modélisation.
L’implantation du régulateur de type PI discrétisé ne conduit pas à une réponse stable lorsque
nous tenons compte du retard pur du calculateur. Ce résultat est dû au temps de réponse souhaité
qui est très petit et le retard pur réduit la phase du système, ce qui fait qu’à la fréquence de coupure,
la marge de phase est négative. Pour palier à ce problème de stabilité, une solution envisageable
consisterait à prendre en compte le retard pur dès le calcul des paramètres du correcteur dans le
domaine continu avec la marge de phase souhaitée. Cette solution implique beaucoup de calculs et il
est surtout plus simple de faire directement le calcul d’un régulateur dans le domaine discret. Nous
avons donc implanté un régulateur polynomial de la forme RST sans apport de zéro, cf. Figure H.3,
car il garantit la bonne dynamique au système.
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Figure H.3 – Régulateur polynomial de la forme RST sans apport de zéro
La fonction de transfert, discrétisée avec un bloqueur d’ordre zero avec le retard pur du calcu-
lateur déjà inclus, est :
I(z−1)
V (z−1) =
1,145 · z−2
1− 0,9815 · z−1 =
B(z−1)
A(z−1) (H.3)
Nous nous sommes fixés la dynamique de courant suivante :
Tr5% = 5 · Tdec et, ξ = 0, 7 (H.4)
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L’équation caractéristique du système est la suivante :
P (z−1) = 1− 0,8983 · z−1 + 0,3012 · z−2 (H.5)
Nous ajoutons un terme d’intégrateur pur dans S(z−1) pour avoir un erreur statique nulle :
S(z−1) = (1− z−1).(1 + s1.z−1 + ...+ sn.z−n) (H.6)
et le polynôme R(z−1) est défini par,
R(z−1) = (r0 + r1.z−1 + r2.z−2 + ...+ rm.z−m) (H.7)
et T,
T =
m∑
i=0
ri (H.8)
Dans notre cas, les polynômes doivent être d’ordre 2 et nous trouvons par la suite S(z−1) et
R(z−1) par une identification terme à terme avec l’équation caractéristique de la structure et de
l’équation caractéristique souhaitée :
S(z−1) ·A(z−1) +R(z−1) ·B(z−1) = P (z−1) (H.9)
Pour la résolution, le problème peut être représenté sous forme matricielle. Pour ne pas construire
la matrice, nous avons représenté le problème sous la forme d’un problème d’optimisation :
min(E · ET ) où, E = coefficients(S(z−1)A(z−1) +R(z−1)B(z−1)− P (z−1)) (H.10)
Nous trouvons : 
R(z−1) = 1,2805− 0,9286 · z−1
S(z−1) = 1 + 0,0832 · z−1 − 1,0832 · z−2
T = 0,3519
(H.11)
Sur l’axe d, où nous appliquons une référence qui est toujours nulle, nous utiliserons la structure
traditionnelle RS. Sur l’axe q, image du couple, nous utiliserons la structure RST sans apport de
zéro. Les retards de l’action de la commande sont modélisés dans le compensateur. Voici la réponse
que nous obtenons :
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Figure H.4 – Numérisation du compensateur
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Nous observons que la réponse obtenue est celle que nous souhaitions. Lorsque nous ajoutons
aussi un bloqueur et un retard pur sur la compensation nous constatons que la réponse n’est plus
aussi « propre » :
(a) Schéma blocs
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Figure H.5 – Numérisation du compensateur avec bloqueur
Nous observons que l’action de commande du régulateur de courant de l’axe d appelé Ud réagit
au changement de la consigne sur l’axe q, ce qui démontre que l’action de compensation Ed n’est
pas capable de découpler totalement les deux axes.
H.1.2 Régulation de vitesse
Le régulateur de vitesse a pour but d’entraîner la charge à la vitesse de référence du système.
Les contraintes principales que nous nous sommes fixées sont les suivantes :
o Erreur nulle en régime permanent : présence d’un intégrateur ;
o Limitation de courant/couple : CMAX → IqMAX ;
o Transitoire contrôlé et bien défini : stabilisation rapide du point de fonctionnement.
Nous considérons que la boucle de courant est beaucoup plus rapide que la dynamique de vitesse,
c’est-à-dire que, selon le principe de l’association en cascade, le régulateur de courant est un gain
unitaire et Iq = Iqref . Nous en déduisons ainsi que la fonction de transfert de vitesse en boucle
ouverte correspond à l’équation mécanique de la machine et que le couple de la machine dépend de
Iq :
J.
dΩ
dt
= KC · Iq − f2 · Ω2 (H.12)
Avec KC , le gain de couple et f2 = Cnominal/Ω2nominal.
Cette équation est non-linéaire car la charge, qui est un compresseur, possède un couple résis-
tant qui est fonction de Ω2 et il n’est pas simple de linéariser au premier ordre une commande en
Ω2. L’identification par un système linéaire de premier ordre n’est pas davantage satisfaisant.
Pour un mode de fonctionnement allant du démarrage de la machine jusqu’à sa vitesse nominale
en régiment permanent, nous observons d’abord que la limitation de couple contraint la dynamique.
Toutefois, ne pouvant pas augmenter la dynamique en basse vitesse et ne possédant pas non plus
une caractéristique non linéaire à haute vitesse, nous choisissons une stratégie de commande qui
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consiste à linéariser la fonction de transfert autour d’un point de fonctionnement en régime perma-
nent. Ce dernier est appelé ici (Iq0, Ω0).
Nous avons donc,
Iq = Iq0 + ∆Iq et, Ω = Ω0 + ∆Ω (H.13)
Ainsi,
J · d(Ω0 + ∆Ω)
dt
= Ki · (Iq0 + ∆Iq)− f2 · (Ω0 + ∆Ω)2 (H.14)
D’où,
J · d(∆Ω)
dt
= Ki · (Iq0 + ∆Iq)− f2 · Ω20
(
1 + ∆ΩΩ0
)2
(H.15)
Par un développement limité, nous obtenons :(
1 + ∆ΩΩ0
)2
= 1 + 2 · ∆ΩΩ0 (H.16)
Il vient ainsi,
J
d(∆Ω)
dt
= Ki · Iq0 − f2 · Ω20 +Ki ·∆Iq − 2 · f2 · Ω0∆Ω (H.17)
En régime permanent, nous avons :
Ki · Iq0 = f2 · Ω20 (H.18)
D’où,
J · d(∆Ω)
dt
= Ki ·∆Iq − 2f2Ω0∆Ω (H.19)
En passant dans le domaine de Laplace, nous pouvons exprimer la fonction de transfert en
boucle ouverte par,
FBO(s) =
∆Ω
∆Iq
=
Ki
2f2Ω0
1 + J2f2Ω0
· s
= GBO1 + τBO · s (H.20)
H.1.2.1 Continu
Nous passons à présent au calcul du régulateur. Nous prenons ici un IP (association d’un PI et
d’un filtre à la référence). Ci-dessous nous donnons les formules du correcteur PI filtré :
CPIf (s) =
1
1 + τi · s ·
Kp · (1 + τi · s)
τi · s (H.21)
Nous choisissons d’augmenter dix fois la vitesse du système. Nous avons donc pour point de
fonctionnement :
tr5% =
3
ωbpV
= 3 · τBO10 =
3 · J
20 · f2 · Ω0 (H.22)
Le calcul du correcteur est à la fois basé sur le placement de τi à une demi-décade avant la
bande passante et aussi par le calcul du gain pour avoir la coupure à ωbpV . Ce correcteur est appelé
CV et nous trouvons :
CV : Kp = 0,8947 Ki = 49,83 s−1 τi = 18,00 ms
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H.1.2.2 Discrétisation
Dans notre cas, la discrétisation est valable car le temps de réponse est beaucoup plus grand
que la période d’échantillonnage. La discrétisation du correcteur par la méthode de Tustin pour
une fréquence d’échantillonnage fech nous donne :
C(z−1) = 0,8972− 0,8922 · z
−1
1− z−1 (H.23)
Et par le même principe que nous avons utilisé avec le régulateur de courant, nous trouvons :
R = 0,8972− 0,8922 · z−1
S = 1− z−1
T = 0,0050
(H.24)
Les réponses avec le régulateur continu et le régulateur numérique sont équivalentes.
Nous observons que la vitesse monte rapidement avec l’application du couple maximal, cf.
Figure H.6. De plus, elle converge très vite vers la valeur de référence sans aucun dépassement car
le régulateur IP est conçu pour être linéaire autour du point de fonctionnement. Nous pouvons de
ce fait valider le régulateur.
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Figure H.6 – Réponses obtenues avec la régulation de vitesse pour deux points de
fonctionnement.
Finalement, l’ensemble de notre contrôle-commande est divisé en six macro blocs qui sont
présentés à la Figure H.7. Cette décomposition en macro-blocs nous permet de réaliser la simulation
sous le même formalisme que le code implanté sur le calculateur temps réel. Nous remarquons qu’une
machine d’état est utilisée pour gérer les cas de défauts sur le banc (bloc Control State sur la figure
ci-dessous).
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Figure H.7 – Décomposition du contrôle en six blocs : mesures, monitoring, machine d’état,
régulations, choix de la stratégie MLI, communication.
La simulation du contrôle commande a permis un gain de temps lors de la mise en place du
contrôle commande sur le banc expérimental. Elle a également été utile lors de la recherche de
certains points de fonctionnement critique.
H.2 Implémentation sur calculateur temps réel
Le centre de pilotage du banc est illustré à la Figure H.8 (a). Le calculateur choisi est un
calculateur temps réel Opal RT 4510 [228]. Ce calculateur est équipé de processeurs en charge
du calcul des différentes régulations, et d’un FPGA pour effectuer la génération des porteuses,
la gestion des signaux MLI et la lecture des capteurs. Les ordres de commande des interrupteurs
sont envoyés depuis la carte d’interface, cf. Figure H.8, vers l’onduleur grâce à des fibres optiques.
L’utilisation de la fibre contribue à l’augmentation de l’immunité électromagnétique de la commande
du convertisseur.
1
3
(a) Pilotage du banc (b) Interface calculateur - onduleur
Figure H.8 – (a) Centre de pilotage - ¬ PC avec IHM pour le pilotage du banc en temps réel, et
retour écran de l’oscilloscope ­ Récepteur EMI ® Alimentation pour la polarisation des capteurs
¯ Calculateur temps réel Opal RT 4510 ° Carte d’interface (b) PCB de la carte d’interface.
Un exemple de formes d’ondes de la régulation des courants du banc est exposé à la Figure H.9.
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Figure H.9 – Formes d’ondes mesurées sur le banc : Régulation des courants Id et Iq ; Courants
de phase ; Angle résolveur.
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