In this paper a solution to the Sisyphus room allocation problem is discussed,which uses the generalised directive model (GDM) methodology developed in the ACKnowledge project, together with the knowledge engineering methodology developed in the VITAL project. After briefly introducing these methodologies, the paper presents a "walkthrough" of the Sisyphus solution from analysis to implementation in detail, so that all acquisition, modelling and design decisions can be seen in context. The selection of a reusable off-the-shelf model from the GDM library is presented, together with a discussion of the ways in which this selection process can drive the knowledge acquisition process. Next,there is an account of the instantiation of the GDM and the imposition of a control regime over the dataflow structure; we show how this process uncovers hidden constraints and inconsistencies in Siggi's account of his own problem-solving. The output of this KA phase consists of a conceptual model of the problem which is discussed in detail and formalized in terms of the VITAL conceptual modelling language. From this analysis of the problem, we move on to discussion of the issues concerning the design and implementation of a system, and we show how our implementation satisfies the specification of the Sisyphus problem.
Introduction

ACKnowledge
The aim of the ACKnowledge project 1 was to develop an integrated knowledge engineering workbench (KEW) to provide the knowledge engineer with operational support for knowledge acquisition for knowledge-based systems. The project was a three year project, with seven partners from five countries 2 , and resulted in the production of an integrated environment for KA that allows and provides advice and guidance for the use of various KA tools and techniques (Anjewierden et al 1992) . Using KEW, the knowledge engineer can maximize his or her ability to acquire knowledge through the principled combination of such tools and techniques.
The chief conceptual method for securing this integration is the use of models of the KA process and the target system in order to suggest ways for the knowledge engineer to proceed (Shadbolt and Wielinga 1990) . Since such models(can) direct KA, they are called directive models. Directive models can help in the selection of a task model, and in the isolation of the domain knowledge required to perform a task, while also structuring the KB of the target system in such a way as to mimic the structure of the task.
An important development in the ACKnowledge project, which has been taken up and continued in the VITAL project (see section 1.2), is a generative grammar of model fragments to aid in the process of model selection and construction (van Heijst et al 1992a (van Heijst et al 1992b -the products of the grammar to be called generalised directive models (GDM) . A directive model is thought of as generalised since, in a sense, it is an abstraction from the set of possible domain specific models which share its structure. The models are dataflow models made up of knowledge sources and metaclasses as in KADS; the rules primarily rewrite knowledge sources as more specific model fragments (knowledge sources or combinations of knowledge sources and metaclasses). A knowledge source which can be rewritten by an available rule is called non-terminal and is denoted by a name with an 'NT' prefix (e.g. NT-Abstract). The idea, which we shall see illustrated in section 2, is that KA should be a cyclic process of application of a rule, followed by any acquisition of domain knowledge that might be suggested by the new form of the model, which in turn should suggest a further rewrite rule to apply. (van Heijst et al 1992a) is an extended discussion of the principles of GDMs, and (O'Hara et al 1992) discusses GDMs in a VITAL context. This methodology is supported by a workbench of knowledge acquisition tools,KEW, developed in ACKnowledge. However, the discussion in this paper involves a prototype workbench ProtoKEW Shadbolt 1990a, 1990b) . ProtoKEW contains a number of KA tools, each with its own tool-specific representation language. The tools are: ALTO, a laddering tool (Major and Reichgelt 1990) ; CATO, a card sort tool; a repertory grid tool; and CNN, a similarity-based learning machine learning algorithm (Major and Shadbolt 1992) . There are transformation facilities for translating between these tools, via a logicbased representation language with theorem prover, NTP (Reichgelt & Shadbolt, 1990a, section 5) . The GDM methodology is not as tightly integrated into ProtoKEW as it is in KEW; in this paper, inter alia, we show how GDMs can be used to develop an application, and to drive the use of KA technology during the KA phase of a project. ProtoKEW is the basis of the knowledge analysis software to be delivered by the VITAL project, to which we now turn.
The VITAL Project
There is widespread consensus in the KBS community that a more rigorous development process is required if large, embedded AI applications can be successfully developed and deployed. Therefore, over the past few years there has been considerable activity in Europe aimed at producing more robust, structured, and reproducible methodologies and techniques for developing KBS applications. These initiatives include the KADS II and VITAL ESPRIT-funded projects in Europe, and the Knowledge Sharing Initiative (Neches et al, 1991) in the United States.
The VITAL project is a 4.5 year research and development enterprise 3 involving nine organizations drawn from five countries 4 . VITAL aims to provide both methodological and software support for developing large, industrial, embedded KBS applications. The methodology, which specifies the VITAL approach to KBS development as well as to KBS project management, aims to integrate state-of-the art methods and techniques from both AI and SE into a coherent, uniform approach, to make the development of KBS applications more rigorous and structured. The main objective of the project, however, is the construction of the VITAL workbench (Watt et al., 1992) , an integrated software environment supporting the VITAL methodology. The VITAL workbench aims to provide an example of the next generation of knowledge engineering support environments, being methodology-based, supporting the development of large-scale, embedded KBS applications, and making use of advanced software techniques such as groupware and software visualisation. In addition it will also be linked to CASE technology and commercial knowledge engineering shells.
The VITAL Approach
In this section we give a brief overview of the VITAL knowledge engineering methodology. This consists of a range of techniques, languages, and guidelines for producing process products, which are the essential and permanent deliverables produced in the course of a KBS project. It is important not to confuse the VITAL knowledge engineering methodology with the VITAL Life-Cycle Model (Kontio & Rouge, 1991) . The former provides a methodology for producing the process products for a specific application, The latter provides means to control and monitor a project, enhances communication between participants, helps planning, and supports documentation (Kontio & Rouge, 1991) . The gap between the two is bridged by life cycle configurations, which specify how the development of each process product takes place within the overall management of the application project. In particular, a life cycle configuration provides a mapping between management phases, which are part of the project management methodology, and the components of the knowledge engineering methodology.
A KBS project developed in accordance with the VITAL methodology should deliver the four process products listed below.
Requirements Specification (RS). This is a document providing a description of the expected functionalities of the application, and eventual constraints which need to be obeyed.
Conceptual Model (CM).
This process product provides a model of expertise , capturing the relevant entities of the domain, task structures, and expert problemsolving behaviour.
Design Models (DM).
These comprise the Functional Design Model (FDM), and the Technical Design Model (TDM). They both provide descriptions of the target KBS. The difference is that the former is meant to be implementation-independent, while the latter is not.
Executable Code (EC).
This comprises all 'maintainable software components' embedded in the application (whether or not they have been developed in the KBS project in question ).
Process products are produced by activities. For instance, we use the term Implementation to refer to the activity of developing and completing the EC. Each activity normally comprises a number of tasks, which contribute to the production of a(subset of) a process product. The VITAL knowledge engineering methodology therefore consists of a complete characterization of process products, activities, and tasks. In particular, for each process product, the VITAL methodology describes its role in the KBS development process, its structure and semantics, the modelling language used to represent its contents, the process by which the process product in question is developed, and what techniques and tools can be applied to support its development.
Advantages of the VITAL Approach
The VITAL methodology consists of a structured development process, during which the four process products described above are produced. This approach provides a number of advantages:
i) it provides the structure for effective life-cycle management;
ii) it explicitly distinguishes between the specification and the implementation of a system, therefore facilitating verification and testing of the application;
iii) it facilitates system maintenance, as changes can be introduced at anyone of the four different levels; iv) it facilitates debugging, as the cause of a problem at implementation level can be traced back to errors in the specification of the system, or in the domain model. v) it facilitates vertical reusability, as anyone of the four process products (or any part of it) can be reused for a different application.
Knowledge Acquisition and Conceptual Modelling in the Sisyphus Problem
Model Construction/Selection
Selection of an Off-the-Shelf Model from the GDM Library
The VITAL GDM library is still in the process of development. Exercises in this development process can be seen in (O'Hara 1992 (O'Hara , 1993 and (Le Roux & Laublet 1993) , but all of these deal with interpretation (analysis) tasks: none deal with construction(synthetic) tasks. It should therefore be remembered by the reader that the model generation rules discussed here are first passes at the sort of rules that should end up in the ultimate GDM library. Scenarios such as Sisyphus are therefore important for the development of the rule library, as much as for the evaluation thereof.
We note also that one of the requirements of the system we will develop is that it will be a cognitive model of Siggi, rather than simply a system which solves the problem. This will clearly affect a number of the modelling decisions we make.
In the VITAL papers already dealing with this topic, we have assumed a KADS-like structure for the library (cf. (Breuker et al 1987, fig.6 .1)), and will continue to do so roughly in this paper. We begin with the opening rule.
This rule says that at the coarsest level of analysis, the GDM library provides three inference structures, dealing with analysis, synthesis, and modification tasks (although Clancey (1985) and Le Roux (1993) , for example, put modification under synthesis). A quick analysis of the problem solving protocol indicates that Sisyphus is an example of a synthetic task, as solutions are not selected from a pre-enumerated set, but constructed out of solution components.This choice should be guided by an interview tool, to be invoked at any time that the current GDM is to be refined. Ultimately, the aim is to have each rule conditionalized or context sensitive (van Heijst et al 1992a; O'Hara et al 1992) ; these conditions associated with the application of each rule should be able to drive a series of questions that the interview tool could ask the expert.
In less obvious cases one could extract various bottom up principles for this initial model selection. For example, it seems pretty clear that Siggi performs assignment steps along the way (he assigns personnel to rooms). This sort of information could well be important for model construction and development, if it could be determined that, say, there are no assignment knowledge sources available in the GDM grammar down the analyse or modify routes, and that assignment only goes on in synthetic tasks.
Once we have decided that Siggi's task is one of synthesising a solution to a problem, rather than analysing/classifying already available data, we can apply the synthesis rule, giving us the initial coarse-grained model of the task, which is shown in figure 1. Hence this suggests that we should at least acquire the instances of personnel and rooms. In the case of personnel, we also note that they are assigned to rooms apparently on the basis of the role that they play in the YQT hierarchy; a session with the laddering tool ALTO is therefore suggested, to capture this hierarchy (figure 2). In this case, of course, it is pretty obvious that position in the hierarchy is important, and that therefore this is a sound move. We should point out, however, that even if this were a deceptive case, and that the position in the hierarchy were irrelevant to problem solving, no harm would have been done because in the conceptual model we are not under an obligation to provide only relevant information. Too much is better than too little. In the case of the rooms, an important property that is relevant to these assignments is that of the size of room -there are clear restrictions on the maximum number of people who can be in a room of a particular size. A further important property is the availability of a room; not all the rooms can be used. These facts indicate that a card sort is likely to be useful here; the cards are the rooms on YQT's floor, and they can be sorted into small/large, and available/unavailable. Card sorts are particularly good at the elicitation of relatively flat hierarchies (figure 3).
One of the key points in the GDM methodology is that KA is a cyclic process . We have now seen a cycle of model refinement and KA; now we can move on to the next cycle, and refine the model still further. On the basis of the classification of synthesis tasks to be found in (Breuker 1987, p.50) , we hypothesize that synthesis might be decomposable into configuration, design, planning and modelling (of course, there may be more options as well). This should lead us into the various major classes of synthetic task, i.e.:
Here, top down information is available in the protocol to distinguish the Sisyphus problem as one of design. For example, the problem is not a planning problem, since it is not the case that there are strong constraints on the combination of actions in a time-sequence in order to achieve a goal. Hence we select the design option.This gives us no further interesting metaclasses to fill in, so no domain knowledge is acquired during this iteration.
But we do, of course, now have a further rewrite rule, involving some analysis of possible structures of design tasks.
Here the rule allows two forms of the design task; one in which an amended specification of the problem is available, and one in which the proposal of the design follows straight from the input. We note that Siggi's specification of the immediate problem to be solved does not come "raw". but through an intermediate step, i.e. he has to make a decision about who, or which class of person, to assign at each point. This leads us to another possibility, expressed in the forms for the propose task; is there revision of the proposal? We note that he proposes assignments of people to rooms on the basis of the specification, or constraints, and that these proposals have to be integrated and possibly revised into a final detailed model which is the output of the task. Hence we have a general propose-and-revise structure, which is shown in figure 4.
With our knowledge engineers' hats on, we now have the possibility of attempting to establish this GDM as the model for the task and ceasing the expansion of the GDM, or on the other hand continuing to discover further complexity in the model by decomposing the non-terminal knowledge sources further (of course we have had this option at every stage of the model selection process so far). This decision would be mainly pragmatically motivated. In this case, we note that it is doubtful that there is any further complexity in the problemsolving, and so we call a halt to GDM expansion. The model is still very coarse-grained, of course, and hence we will need a deeper and more significant naming of the components of our model; in order to prevent further complexity being inherited by our model we shall do this by hand in a domain-specific way rather than by GDM expansion.
The Model Instantiation Process
Now we come to tailor the model to our own needs. We have a generic 'off the shelf' model which we have developed using GDM grammar rewrite rules. This corresponds, roughly, to the KADS inference layer. We therefore cannot expect the model we have at this stage to be terribly suggestive, since it will be domain-independent; our task now is to reduce the gulf between our current model and the problem-solving that Siggi actually performs. This can be done by two processes, which could in principle be performed in any order. One possibility would be to impose some control on the model as it stands; this would give us something like a KADS interpretation model. The other possibility is to decide precisely what Siggi is doing at the various points in the problem-solving process corresponding to the ovals in the GDM, and what types of knowledge are getting transformed at each stage (corresponding to the rectangles). In other words, we rename the components of our directive model with domain-specific names. We choose to perform the latter KA task first, and then to impose a control structure.
One issue that suggests itself at this point is that, when we have our domain-significant model, it may be that we will wish to expand the model further. This would be possible, since the domain-significant model will still possess the structure of the original GDM. However, further expansion of a GDM after instantiation carries with it a significant overhead, in that there would probably be a large amount of knowledge already acquired that would have to be relocated or reinterpreted. In most cases, the point of instantiating the GDM would be the opportunity to do some static domain knowledge acquisition, and the more of this acquisition that is done, the greater this overhead. Further expansion of the model certainly is possible, but becomes increasingly problematic; hence the knowledge engineer should be pretty sure of his or her ground when the GDM expansion stops and instantiation starts.
There are a number of heuristics which can help us during the model instantiation activity (cf. van Heijst et al 1992a). Generally speaking, it is a potential saving in time and effort if acquisition is focussed around areas of the model which are in some sense grounded. By 'grounded' here, we mean either that the knowledge source(s) in that region of the model are terminal (and that therefore, assuming no backtracking, the model has taken its final structural form), or that the role of the knowledge in the metaclass(es) in that region of the model is clearly understood. We use this heuristic to rename significantly the knowledge sources and metaclasses of the GDM. None of the knowledge sources is terminal; furthermore, at the lower end of the model, the roles indicated by the metaclasses are pretty well understood (this, we should point out, is one of the reasons why we knew that we were able to stop further expansion of the GDM at this point). Hence, we will rename the metaclasses and knowledge sources at the output end of the model; this should provide a context for the renaming of the items at the input end of the model.
The proposal stage of the model corresponds to the point at which Siggi performs some assignment of a YQT-member to a room; the revision stage corresponds to the points where Siggi updates his model. The specification of the current sub-problem to be solved depends crucially on the current position being assigned. For example, if Siggi is assigning the head of a project to a room, there will be a number of associated constraints; if Siggi is assigning the secretaries, there will be other constraints brought into play. Hence the specification of the design problem being solved is associated crucially with the roles of the employees that Siggi is assigning at any point. The output of the proposal stage of the problem-solving will, of course, be some assignments of people to rooms, while the final detailed design, the output of the revision stage (and of the problem-solving episode as a whole) will be a full model of the set of assignments. All we need to notice now is that the important parameters of Siggi's specification are the roles that the YQT employees play in the organization, and that the particular current role under consideration will depend on an ordering of the roles. Hence we instantiate our GDM to give us the model shown in figure 5. As far as the roles and their ordering goes, we note, by protocol analysis, that the significant roles correspond exactly to the nodes above the leaf nodes in the laddering hierarchy acquired earlier (figure 2). Again, the ordering is straightforward:
1. head of group; 2. secretary; 3. manager; 4. head of project; 5. staff.
We now have a relatively fine-grained dataflow model of the problem solving in the domain. The next step should be to create a task model by imposing a control structure on the dataflow, to give a sort of domain-specific instantiation of a KADS interpretation model. This step, taken before much serious domain acquisition has been performed, is therefore in line with the contention of the generic task researchers that the acquisition of domain knowledge should not take place without some sort of idea about how that knowledge will be used (Chandrasekaran & Johnson 1993) .
The control structure is relatively easy to pick up in protocol analysis. We note that Siggi assigns the various YQT employees in 10 stages, assigning one or two employees to one room at a time. At each cycle of the assignment process, the current role informs the assignment of the employee(s), and Siggi's partial model is updated. We end up with the control structure shown in the figure below. Figure 6 shows the top-level control structure in Sisyphus, described in terms of the control constructs of the VITAL language for conceptual modelling and design, VITAL-CML, which is fully described in section 2.2.1. The snapshot is taken from the VITAL knowledge modelling editor, which we are currently developing (Domingue et al., 1993) . The semantics of this graphical representation are as follows. Ellipses denote tasks 5 , dashed arrows denote data-flow relations, and ordinary arrows denote task-subtask relations.
There are four primitive control constructs: CHOICE, RETURN, REPEAT, and SEQ. SEQ is only needed to allow the diagrams to grow vertically, rather than horizontally. Italics denote tasks which appear elsewhere in the graph. Dataflow links are, of course, redundant, since they should appear in the associated dataflow diagrams, but they are included here as they aid the understanding of the diagram.
The diagram should be read as follows: task Design Allocation is executed by calling first task Choose Role, and then invoking a CHOICE statement. If a role is selected, then tasks Select Assignments, Update Model, and Design Allocation are called sequentially. Otherwise the execution stops.
Model-Driven Knowledge Acquisition
Now it is time for more static domain acquisition, based on the model that we have so far.
We fill in what we can. We now know what the input to the model is going to be -and that, of course, is quite likely to remain static even if we decide to expand the underlying GDM still further -and have already acquired the role ordering.There is no further information available on what would happen if, say, radical backtracking had to be performed (e.g. if it was impossible to assign all the ordinary researchers to rooms without relocating the secretaries), so this ordering does not need to be annotated in anyway.
There is no obvious domain acquisition to be performed at this stage. We know what the values of current-role can be; we know the role order; we know that an assignment is a pairing of YQT member(s) to a room, and that the final model is a list of assignments. The next step to do is to examine the three tasks we have included in our model to discover their structure at a finer grain. This final model development operation should then tell us what additional domain knowledge we are going to need.
Note that this process of fine-grained analysis of the various subtasks of the Sisyphus room allocation problem is exactly analogous to the further expansion of the GDM. The obvious difference between the "expansions" that we shall discuss now and the earlier expansions driven by the grammar (possibly used in conjunction with an interview tool) is that the finegrained expansions are going to be dependent on the problem-solving context, and therefore may be difficult to express in terms of general rewrite rules.
We begin with the Choose Role subtask. Here, we note that the selection of the current role on the basis of the role order does also depend on a counter being kept up (i.e. Siggi must keep a note of where he is in the list of roles). Hence, we see that there is a further input into the role choosing subtask, which can be the current role (it is uninstantiated at the beginning of the problem-solving, of course).
Role Order
Choose Role
Current Role
Current Role
Since we know all about roles and role-order, there is no opportunity to perform static acquisition here. The constraints are quite simple on this subtask -current role is updated at the end of each cycle of allocations. In the initial case only, choose role, with no current role for input, selects the head of group role; the evidence for this is clearly in the protocol.
There is more interesting complexity in the Select Assignments subtask, to which we now move. The select assignments task in fact is a series of subtasks which are chosen depending on the value of the current role: Each subtask has roughly the same input/output structure. In figure 8 we give the structure of the assignment of the group head, as a representative; some of the other assignments differ slightly from this by requiring input from the current configuration model. The inputs to each subtask are the current role, which determines which of the five versions of select assignments will be chosen, and then the unallocated members and rooms, which means that a list of unallocated members and rooms should be kept. This implies that we should go back to our KA tools and give both YQT members and rooms an 'allocated?' attribute, with a default value of 'no' The task as a whole is completed when every YQT member (but not necessarily every room) has an allocated? attribute with value 'yes'. Note that this also gives us some interesting 'common sense' constraints. Firstly, if the only way to update the allocated? attribute is via one of the Select Assignments subtasks, then each YQT member will get to occupy one and only one room. And secondly, when two people share, they will be put into the same office, since in each case only one room is considered. Thirdly, we might note here that, generally, these assignment subtasks will not allocate anyone to an unavailable room. We already, thanks to our card sort, have information about the unavailable rooms, but we note that there is an important constraint on the assignments. Generally it is true that (all x)(availability(x no) => allocated?(x no))
Now we can look at the possible constraints associated with each particular subtask. There are a number of ways in which this sort of thing can be done. In the example of the Sisyphus project, it turns out that the protocol is quite simple, and fairly clear, and that protocol analysis is easily the most efficient method of pulling out the constraints from the data. However, if the data were more complex, or perhaps didn't include any actual comments or annotations from Siggi, then the sorts of constraint that we are looking for here could actually be fished out of some statistical analysis. We discuss possible forms that this sort of analysis might have taken in this example below, using repertory grid analysis as an exemplar. There may also be other ways of automatically generating the constraints from, for example, card sorts, laddering, or induction methods that would become increasingly inexpensive as the scale of the target application increased. Note also that we put the constraints of our model of expertise into FOPC. Partly this is for the purposes of precision. But recall that FOPC is the common KRL for ProtoKEW; hence were we actually to attempt to generate some constraints automatically, they too be represented in this form.
Since the protocol is relatively tractable, for now we analyse it 'by hand' to pull out the constraints on the assignments selected for each role.
Head of group:
(all x y)(head-of-group(x) & in-room(x y) => location(y central))
(all x y)(head-of-group(x) & in-room(x y) => size(y large))
Heads of the group have large, central rooms. This gives us further work to do in our static domain acquisition. We now know that centrality is an important attribute for rooms to have (we already have information about size). Since there are only the two values, we can do a further card sort on the room cards to elicit this information. We also note that the 'in-room' predicate can act as the final model output by the system. As its value changes, through the problem-solving process, we see that it will take care of the functions performed by the allocated? attributes of both people and rooms (e.g. Thomas's being allocated to a room is modelled adequately, since
becomes true when he is allocated). Hence we note that the allocated? slots are strictly redundant.
Secretaries:
We know that secretaries share a large office close to the office of the head of the group. This gives us The definition of close-to here has to be thought about. Presumably, if two offices are next to each other they are close to each other. In the case of Siggi's solution, it turns out that Thomas's office is one office away from Ulrike and Monika's. Hence the definition of closeto had better include the possibility that close-to offices can be one apart. We note here that information about some possible factors is simply missing, so a truly general model of Siggi's problem solving could not be built without quizzing him further. For example, suppose one of the two secretaries smoked: would they still have to share? Suppose there were three secretaries: would they all share, would one have an office to him or herself, or would some other solution have to be found?
Manager:
We know that the manager must be as close as possible to (have maximum access to) the head and the secretariat. Her office should be central. There is no discussion of whether she can share, or whether she could have a large office on her own. We are told that she can have a small office. There are, therefore, few explicit constraints here. As far as we can see, she could just as well have had C5-116 or C5-120; she gets the small room C5-116. We assume that this decision was made on the basis of the implicit constraint that she should get a small room to herself where possible, and that she shouldn't share. The interpretation of 'maximum access to' is also going to be crucial here, and this would be a good time to define some sort of function to compute this. One possible method which duplicates Siggi's behaviour is to define a function that takes a list of rooms and returns the unallocated available room closest to the rooms in the list, where distance between rooms is defined as the shortest path between the rooms, and a path is a list of adjacent rooms.
Heads of Projects:
Here, the only constraints we are given are that heads of projects should be close to the head of the group and the secretariat. If we study the situation to discover what notion of 'close to' Siggi is using here, we uncover further constraints. Clearly the optimal way of placing the three heads of project if they all were to be as close as possible to the head of group and secretariat would be to place one of the heads in C5-115 and the other two in C5-120. Hence we discover the hidden constraint that project heads don't share. The next best would be one in C5-115, one in C5-120 and one in C5-121. Hence we discover the hidden constraint that project heads get small offices. We also, in this investigation, discover that Katharina gets C5-113, which is not at all close to the head of the group -certainly the choice doesn't respect the 'close-to' predicate we used earlier in the case of the secretariat. Hence we need to interpret Siggi's Delphic utterance as meaning something more like 'project heads should get the small room that is as close as possible to the head and secretariat'. Then the sort of function we have specified above as 'maximum access to' should also be adequate for project heads.
Researchers:
We have an immediate constraint that the tyranny of the healthy holds sway, and that smokers and non-smokers should be kept apart, i.e. This tells us that we need to add a smokes? attribute to the personnel in the laddered hierarchy which we drew up earlier. The second constraint that we encounter is in the allocation of Werner and Jürgen together. They are both hackers, as Siggi points out, giving us
This tells us that we need to do more domain acquisition -we need a hacker? attribute for our personnel. However, all is not so simple, since Andy is a hacker and Uwe is not. However, they were the only two smokers; we conjecture that the smoking constraint 'outranks' the hacker constraint, and that the latter is relaxed in case of difficulty. Thirdly, the Werner/Jürgen allocation tells us that people on the same project should not share offices. In precise terms: This constraint does not have to be relaxed in the case of Andy and Uwe. Again, we do some domain acquisition to determine the value of the 'project' attribute for all the personnel. A fourth constraint we encounter is that ordinary staff are not eligible for a single office. So
However, we note three difficulties. Firstly, Angi, a non-hacker, is placed with Marc, a hacker. This isn't really a problem, since Angi is the only non-smoking non-hacker, and therefore, if smoking overrides hacking, must share with a hacker. But note that this entails that the first problem could be solved exactly as Siggi solved it without the hacker constraint; only in the second problem instance does the hacker constraint make a behavioural difference (and there, we do not have guidance from Siggi's protocol; there is no behavioural evidence for the hacker constraint, except from Siggi's annotations). Secondly, Siggi violates his own constraint with respect to projects when he puts Harry and Michael together. His reason for this is that "Harry develops object systems, Michael uses them. This creates synergy." Since there is no similar information about this sort of thing in the protocol, we cannot use the information generally. In the absence of further information, we conclude that Siggi has violated his own constraint for no apparent good reason; he should have put Harry with either Marc or Angi, and kept him away from Michael. Thirdly, the 'staff must share' constraint must be violated when Katharina leaves and Christian joins. Hence we should have available the possibility of relaxing the sharing constraint in those circumstances. This means that, in the second problem statement, our model would place Uwe and Christian together (smoking hackers), and Andy (smoking non-hacker) in the spare room, which is bound, by definition of 'maximum-access-to', and the constraints on the allocation of rooms to the two remaining project managers, to be C5-113. Our refusal to relax the smoking constraint ensures that the six non-smokers will always share three rooms, in any combination (except Harry/Michael).
We note here that this relational type of constraint that we have uncovered with respect to the researchers (e.g. people sharing a room should be on different projects) is the hardest type of constraint to uncover using automatic techniques such as repertory grid analysis. As we can see in Figure 9 it is a relatively straightforward process to rate elements (in this case personnel) against constructs. The constructs can be formulated to represent single place predicates such as smoking/non-smoking. Using entailment analysis, monadic constraints can be uncovered of the sort shown as L6 -> L7 (if x is a secretary then x should be close to the group head). However, the relational constraints could only be uncovered by use of a genuine relational method (e.g. FOIL (Quinlan 1990) ), or else astute application of λ-abstraction as exemplified in construct 8 in figure 9 . Forming one-place predicates out of terms could often be tedious (as in the case of the project constraint).
Finally, we look at the Update Model subtask. However, we note that we have used a predicate in-room in formulating the constraints for the select-assignments subtask. This predicate will also be adequate for the representation of the final allocation itself. Hence, as we will update the in-room predicate as each individual assignment is made, the updating of the model turns out to be a redundant step.
Fine-Grained Conceptual Modelling
In the previous section we have seen how the GDM methodology enables us to select and instantiate a problem solving model. Here, we'll provide a more precise description of the output of this process, by introducing one of the two modelling languages used in VITAL, and by showing how it can be used to represent the expertise in the Sisyphus domain.
The VITAL Conceptual Modelling Language (VITAL-CML)
The language we use here to represent the Sisyphus conceptual model is based on the informal VITAL-CML (Koopman et al.,1991) , with a few modifications which ensure that it is possible to operationalize it.
Basically we have concepts, instances of concepts, relations, instances of relations, rules, tasks, and models. These are briefly described in the next subsections.
Concepts
Concepts provide a simple object-oriented representation to describe entities in the model. Each concept has a parent, and a number of attributes. For each attribute one can specify its type, cardinality, and default value. Each concept can only have one parent to avoid the problems associated with multiple inheritance.
As an example we give below the concept representing the class of YQT-members (def-concept YQT-member() ((project :type project) (smoker :type boolean) (hacker :type boolean)))
The concepts of researcher, secretary, and manager can be defined in terms of YQT-member as follows:
(def-concept researcher (YQT-member)) (def-concept secretary (YQT-member)) (def-concept manager (YQT-member)) It would also have been possible, of course, to define five concepts here, based on the roles that the YQT employees play in the organization, a decision which might have led to quite a different design model. However, note that the model with three concepts is sensitive to a data change resulting from the promotion of one or more researchers (e.g. if Joachim became head of group and Angi became head of project ASERTI); our model could cope with this eventuality with only the obvious minor adjustments to the data declarations. In general, we might draw attention to a rough heuristic for conceptual formulation, where concepts should be defined to the highest level possible in a classification hierarchy, consistent with the ability to solve specified problems in the domain. Our three-concept definition here is consistent with that heuristic as applied to the hierarchy in figure 2.
Once a concept is defined, one can declare its instances. Below, we show how one introduces a new researcher, called werner.
(def-researcher werner_l :project respect :smoker nil :hacker t)
Relations
Relations are specified by giving their schema, that is the kinds of concepts which can be passed as arguments. For instance, relation current-role is defined as follows:
where <role> specifies that only instances of concept role can be used in relation instances of this kind.
Rules
Rules are normally used to model tasks, and to describe relations whose instances cannot be enumerated (or those for which it is not convenient so to do). For instance, we can define a relation close-to, which is used to model Siggi's use of the word, as follows:
The rule above specifies that two rooms are close if they are adjacent, or if there is at most one other room between them. The definition of concept room is given below:
(def-concept room() ((size :type integer) (central? :type boolean: default-value nil) (next-to :type room :cardinality :many) (available? :default-value t)))
The attribute available? here is used to discriminate between those rooms which can be used in the allocation process and those which cannot (for instance c5-118).
The syntax (<concept> <name> {<attr i > <value i >}*) is used to access concept instances in rule clauses.
Tasks
We have already seen that the output of the GDM process consists of control and data-flow diagrams, which describe the problem solving in the domain in terms of tasks and models. Tasks are used to specify the main knowledge-level activities which go on in the domain. Tasks are represented as instances of concept task, and have the following structure:
(def-concept task() ((subtasks :default-value nil :cardinality :many :type task) (input-models :default-value nil :cardinality :many :type model) (output-models :default-value nil :cardinality :many :type model) (represented-as :cardinality :one) (rule-iteration-type :type (:or :try-once :try-repeatedly) :default-value :try-once) (rule-order-is-significant? :type boolean :default-value t)))
Basically, a task is described in terms of its subtasks, input and output models. Primitive tasks, which do not have subtasks, have a representation, normally in terms of rules. These define a task functionally by specifying either the constraints which relate input to output models, or (in a forward-chaining style) by describing all ways of mapping inputs to outputs. For instance, task Choose Role can be specified by means of the following rules: Choose-role2 deals with the initial case. When no current role exists, the first one on the role order list is chosen.
The attribute rule-iteration-type is used to specify whether the execution of the task requires single or multiple rule application. The attribute rule-order-is-significant? specifies instead whether the order of rule declaration reflects the order in which rules should be executed (see section 3).
Models
Models describe a data structure which can provide input or output for a task. Models are defined as concepts with the following structure:
(def-concept model ((sub-models :type model :cardinality :many) (represented-as :cardinality :one)))
A model can be defined in terms of more elementary (sub-)models, and has a representation, which is normally in terms of relation instances, concept instances, or rules. For example, model Current Role is represented by means of relation current-role; Unallocated Rooms is represented by means of relation allocated?, while model Researchers is defined by all instances of concept researcher.
Conceptual Model of the Sisyphus Problem
Because of space limitations we can't give the complete specification of the conceptual model. We trust that by now the reader has enough information to infer how the various domain concepts (for instance the various researchers and rooms) have been modelled. We will instead concentrate on the task specification, which is probably less obvious.
We have already pointed out the task Select Assignments can be decomposed into a number of subtasks performing assignments for particular classes of YQT members. In the next sections we show how these tasks have been modelled. Note that the conceptual model we describe here is such that it should be possible to generate it automatically from the KA material structured by a GDM.
As far as the fine-grained structure of the model is concerned, we see that the main kind of knowledge which is missing is the intra-task control knowledge specifying the behaviour of rules within a task. Note that the inter-task control knowledge has already been specified by means of control flow diagrams.
Intra-task control knowledge consists of two kinds of information. First, we need to specify whether a rule should fire only once, or whether it should be tried repeatedly, until some goal is achieved. That is, we need to specify its rule-iteration-type. Second, we need to specify how to order the execution of rules within a task. That is we have to assign a boolean value to the attribute rule-order-is-significant?. This second kind of control knowledge is of course only needed in tasks which are specified by means of more than one rule.
The rule-iteration-type for task Choose Role is try-once, as only one rule execution is needed to select the class of YQT personnel to allocate. The rule-iteration-type for all other tasks is instead try-repeatedly. This means that all rules are tried until no more rule applications are possible. The attribute rule-order-is-significant? is true for all tasks. For instance, in the case of task Assign Researchers, it specifies that rule researcher-rule-1 should always be tried before rule researcher-rule-2 which should always be tried before researcher-rule-2b, which should always be tried before researcher-rule-3.
Implementing the System Model
Support for the Implementation Activity in VITAL:
The VITAL-KR.
The VITAL workbench supports the implementation activity by means of the VITAL-KR (Motta et al 1991b) , an architecture which provides a general framework for integrating heterogeneous inference modules (IMs). The basic idea is that when building large KBS the implementor might want to make use of a number of representations and inference engines. This can be the case for two reasons. Firstly, it has been recognized in the knowledge representation community that there is no single knowledge representation that is best for all problems, nor is there likely to be one (Neches et al., 1991) . So, different parts of a KBS might be better implemented using different techniques. Secondly, it might be the case that the implementor wants to integrate an existing KBS module which makes use of a representation which is different from the one being used.
The VITAL-KR supports the implementation and integration of heterogeneous KBS components by means of a number of mechanisms. First, it provides a set of engines, which the developers can use for implementing KBS components (IMs). Currently this set includes OPS5 (Brownston et al, 1985) , Prolog, a CLOS-based object oriented representation (Keene 1989) , a simple data repository (GR), the KEATS rule interpreter (Motta et al, 1991a) , and a justification-based truth maintenance system (Doyle 1979 This is of course an extremely concise description of the VITAL-KR. A complete, informal specification of the architecture can be found in (Motta et al 1991) , while a formal account, based on Plotkin's Structural Transition Systems (Plotkin, 1981) , is presented in (Gaspari et al., 93) .
Implementing Sisyphus in VITAL-KR.
As we have already mentioned the main constraint on the target system was that it had to be a good emulation of Siggi's behaviour. In our case, this meant that it had to be a faithful implementation of our design model. This was achieved by ensuring a close resemblance between the VITAL-KR code and the design model. The table below shows how different parts of the design model were mapped to implementation-level paradigms. Control flow Diagrams OPS5 (Meta-)Rules As shown in the table, our main implementation strategy was to emulate the coarse-grained control flow of the design model in OPS5, and then to map the other parts of the model into the appropriate engines in the VITAL-KR. Thus, forward chaining rules in VITAL-CML were mapped to OPS5 rules, backward chaining rules to Prolog, concepts to CLOS objects, and relation instances to OPS5 working memory structures. No explicit mapping was required for the tasks themselves, as these were implemented by encoding the corresponding rules.
VITAL-CML VITAL-KR
The coarse-grained architecture of the Sisyphus system is shown in figure 10 . It comprises four inference modules, which deal respectively with the domain data, the overall system control flow (i.e. this IM emulates the control flow diagram shown in figure 6), the taskspecific assignment rules, and the backward chaining rules needed to model domain-specific relations such as the distance between rooms. The interesting thing about this trace is that it shows the need for rule researcher-rule-2b. As can be seen from the trace, Jürgen and Michael are allocated together, and so are Marc and Harry. These two pairings maximise the synergy between projects, and satisfy the hacker constraint and the smoker constraint. However, once the two smokers -Andy and Uwe -are out of the way, we can only complete the allocation by relaxing the constraint concerning project synergy.
The trace for the second problem specification is the following. In this second run we can see that Christian, Uwe, Jürgen, Michael, Marc, and Harry, are allocated in pairs, satisfying all constraints. We are then left with Werner, Angi, and Andy. Werner and Angi go together as in the previous case, and Andy gets the single room. As discussed in section 2.2.2, these solutions are not optimal. By allocating Werner in the early stage of the process, we could in fact achieve a better one, in which the different projects constraint is never violated. However, it is not clear how this can be done while ensuring that we are still modelling Siggi's problem solving.
Discussion
Our solution satisfies the criteria drawn for both the first and the second problem specification, and closely mirrors Siggi's problem solving. However, not all Siggi's decisions have been preserved. Differences include the ordering of the researcher allocations (Siggi allocates rooms to the smokers first, whereas the VITAL model does not distinguish temporally between smokers and non-smokers), and the actual allocations themselves. Here we detected an inconsistency in Siggi's own allocation. Our solution is efficient insofar as Siggi's solution is considered efficient. There is no backtracking; instead we have a pretty straightforward control mechanism based on a static ordering of the roles of the YQT members. Because there is an extended walkthrough of the KA from the protocol, every modelling decision can be seen in the context of how it was justified. Similarly, the walkthrough shows which pieces of knowledge are represented in the model and in which context.
The solution is relatively sensitive to data changes, where the problem is well-specified. However, the problem is underspecified in a number of places. For example, as discussed in the text, there are a number of unclarities about the constraints applying to the secretaries, although in the examples themselves the information given is obviously ample for the purposes of a solution. Similarly, the constraints that apply to Eva the manager are not clearcan she share? In the case of the researchers, there are many possibilities for constraint relaxation that cannot be made explicit on the basis of the protocol. For instance, both our solution and Siggi's involve the relaxation of the project constraint, but in different ways. Our relaxation of the constraint is justified above, to avoid a quick-and-dirty hack, whereas Siggi's relaxation appears to be motiveless. Similarly, there is no justification in the text for the relaxation of the 'researchers sharing' constraint. However, it is, of course, impossible for the second problem (with Christian for Katharina) to be solved unless the constraint is relaxed. There are also difficulties with the ordering of the relaxation of constraints (should the project constraint be relaxed before the hacker constraint, assuming that the relaxation of either one of them would allow a solution, say?). Furthermore, the allocations are strongly constrained by role, and this is implicitly very strongly coded in our solution by the existence of highly separate (sets of) rules corresponding to each role (e.g. head of group, secretary). However, even this constraint might have to be relaxed -for instance if one of the two secretaries smoked and if there was an odd number of smoking researchers, could the smoking secretary share with the extra smoking researcher? It is difficult to see how the VITAL model in its present form could relax the role ordering constraint.
There is a high degree of reusability as far as the conceptual and design models are concerned, as both domain-specific and domain independent descriptions of the problem solving are given. However our implementation only encodes the domain-specific model, so it doesn't look like there is much reusability at the code level.
Our solution is pretty inflexible as far as the user is concerned, as he or she was not taken into account in the design model.
Conclusions
So, what did we learn from this enterprise in terms of the VITAL approach? We did not encounter any major problem either during the KA process, during the fine-grained conceptual modelling or during the design and implementation. We could have followed a more top-down approach if a more complete library of GDMs for construction tasks were available, but at the same time we found that the opportunistic mix of top-down vs bottom-up analysis worked quite well. As discussed above, in section 2.2.2, our first pass conceptual model for the Assign Researchers task was flawed, a fact which was only discovered in the implementation of the target system. This suggests the utility of having operational knowledge-level models; we did not have access to such models during our work on Sisyphus, but work is now being completed on an operational version of VITAL-CML which will provide such access.
That no major problems were encountered indicates that the integration of the GDM approach into the cyclic structure of the KA process as seen in VITAL (O'Hara et al 1992) has been performed successfully. The immediate benefits may not be very obvious, since, in the nature of the case, the early KA cycles will tend to see a relatively large amount of effort devoted to GDM expansion and a relatively small amount of effort aimed at the acquisition of static domain knowledge, while the later cycles will tend to see a reversal of those proportions. Nevertheless, it should be noted that the process of opportunistically acquiring domain knowledge at the point when the current directive model demands it leads to efficient acquisition of knowledge. The domain knowledge acquired is adequate for the solution of the problem, and minimal in the sense that no model of (our interpretation of) Siggi would be possible without all that knowledge. For example, the protocol includes a works-with slot (so Werner works with Angi and Marc); this is irrelevant for our purposes, and our directive models never suggested that such a slot should be provided. This validation of the opportunistic integration of the GDM approach with the cyclic KA methodology can be seen as one of the major results of this analysis. 
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