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Abstract—This paper deals with vector linear index codes
for multiple unicast index coding problems where there is a
source with K messages and there are K receivers each wanting
a unique message and having symmetric (with respect to the
receiver index) two-sided antidotes (side information). Optimal
scalar linear index codes for several such instances of this class of
problems for one-sided antidotes(not necessarily adjacent) have
been reported in [10]. These codes can be viewed as special
cases of the symmetric unicast index coding problems discussed
in [1] with one sided adjacent antidotes. In this paper, starting
from a given multiple unicast index coding problem with with
K messages and one-sided adjacent antidotes for which a scalar
linear index code C is known, we give a construction procedure
which constructs a sequence (indexed by m) of multiple unicast
index problems with two-sided adjacent antidotes (for the same
source) for all of which a vector linear code C(m) is obtained
from C. Also, it is shown that if C is optimal then C(m) is also
optimal for all m. We illustrate our construction for some of
the optimal scalar linear codes of [10] though the construction
is applicable for all the codes of [10].1
I. INTRODUCTION AND BACKGROUND
The problem of index coding with side information was
introduced by Birk and Kol [2] and Bar-Yossef et al. [3]
studied the class of index coding problems in which each
receiver demands only one single message and the number
of receivers equals number of messages. Ong and Ho [5]
classify the binary index coding problem depending on the
demands and the side information possessed by the receivers.
An index coding problem is unicast if the demand sets of the
receivers are disjoint. If the problem is unicast and if the size
of each demand set is one, then it is said to be single unicast.
Any unicast index problem can be equivalently reduced to an
single unicast problem discussed in [3]. For this canonical
unicast index coding problem, it was shown that the length
of the optimal linear index code is equal to the minrank of
the side information graph of the index coding problem but
finding the minrank is NP hard.
Maleki et al. [1] found the capacity of symmetric multiple
unicast index problem with neighboring antidotes (side infor-
mation). In a symmetric multiple unicast index coding problem
with equal number of K messages and source-destination
pairs, each destination has a total of U + D = A < K
antidotes, corresponding to the U messages before (“up” from)
and D messages after (“down” from) its desired message. In
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this setting, the kth receiver Rk demands the message xk
having the antidotes
Kk = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D}.
(1)
The symmetric capacity C of this index coding problem setting
is shown to be as follows:
U,D ∈ Z,
0 ≤ U ≤ D,
U +D = A < K ,
C =
{
1, A = K − 1
U+1
K−A+2U , A ≤ K − 2 per message.
The above expression for capacity per message can be equiv-
alently expressed as:
C =
{
1 if U +D = K − 1
min(U,D)+1
K+min(U,D)−max(U,D) if U +D ≤ K − 2.
(2)
In the setting of [1] with one sided antidote cases, i.e., the
cases where U or D is zero, without loss of generality, we
can assume that max(U,D) = D and min(U,D) = 0 (all the
results hold when max(U,D) = U ). In this setting, the kth
receiver Rk demands the message xk having the antidotes,
Kk = {xk+1, xk+2, . . . , xk+D}, (3)
for which (2) reduces to
C =
{
1 if D = K − 1
1
K−D
if D ≤ K − 2 (4)
symbols per message.
A. Contributions
In the capacity expression given in (2) if U + 1 divides
K −D + U , capacity can be achieved by using scalar linear
codes. In the scalar linear coding one packs K messages in
K−D+U
U+1 dimensions (code symbols). If U + 1 does not divide
K −D + U , vector linear coding can only achieve capacity.
In the vector linear code, one needs to pack K(U + 1)
message symbols corresponding to K users in K − D + U
dimensions.
In [1] Maleki et al. proved that vector linear coding exists
for any arbitrary U and D over a sufficiently large field size
by imposing conditions on encoding and decoding matrices
Um,k and Vm. In Section II we prove that vector linear
solution exists for a two-sided symmetric antidote problem
2with U antidotes above and D antidotes below if a scalar
linear solution exists for one-sided antidote problem with
same number of messages and number of one-sided antidotes
∆ = |D − U |. We give a construction procedure which
constructs a sequence of multiple unicast index problems with
two-sided antidotes starting from a given multiple unicast
index coding problem of one-sided antidote. It is shown that
if there is an optimal scalar linear index code for the starting
problem then this code can be used to construct an optimal
vector linear index code for all the extended problems. In [10]
the authors proposed optimal scalar linear index codes for
ten classes of one sided (not necessarily adjacent) symmetric
multiple unicast index coding problems with optimal scalar
linear index codes. The antidotes assumed in this work is a
proper subset of (3) for eight classes. These optimal codes
continue to be optimal if the antidotes are taken to be adjacent
as given in (3). We illustrate our construction to some of
the ten cases of the symmetric multiple unicast problems
studied in [10] and demonstrate the new classes of symmetric
multicast problems created for all of which an optimal vector
linear code is exhibited.
In [6], we proposed a lifting construction which constructs
a sequence of multiple unicast index problems with one-sided
antidotes with a scalar linear index code starting from a given
multiple unicast index coding problem with a known scalar
linear index code. The construction in this paper is different
in the following two respects:
1) The construction in [6] starts from a problem with K
messages and gives a sequence of problems with mK
number of messages for m = 2, 3, . . . , i.e., the number
of messages goes on increasing as the index m moves.
Whereas in this work the number of messages remains
K and only the size of the antidote sets increase.
2) In [6] new scalar linear index codes are obtained starting
from a scalar linear index code for problems of different
source sizes whereas in this paper new vector linear
index codes are obtained starting from a scalar linear
index code for the problem with the same source size.
3) The lifting construction in [6] results in index coding
problems with one sided antidotes where as the construc-
tion in this paper results in index coding problems with
two sided antidotes.
Throughout the paper WLOG we consider the case D ≥ U .
All the codes discussed in this paper also applicable for U ≥
D. The decoding procedure in this paper is considered for the
binary field. However the index codes considered in this paper
works for any finite field.
II. EXTENSION OF SCALAR LINEAR CODE INTO VECTOR
LINEAR CODES
Let the messages symbols be {x1, x2, . . . xK}. For every
xk, when we deal with vector linear index codes the differ-
ent messages symbols corresponding to xk are denoted by
xk,1, xk,2, xk,3, . . . etc.
If U +1 do not divide K −D+U , scalar linear codes can
not achieve capacity. In this case capacity can be achieved
by using vector linear coding. In the vector linear code, we
require to pack K(U + 1) message symbols corresponding to
K users in K −D + U = K −∆ dimensions.
We prove that we can pack K(U + 1) message symbols
into K symbols {y1, y2, · · · , yK} and then convert these K
symbols into K−∆ code symbols by using one side adjacent
antidote scalar linear code. Define the symbol yk for k =
1, 2, · · · ,K as
yk = xk,1 + xk−1,2, ..., xk−U,U + xk−U,U+1. (5)
The symbol yk comprises of (U + 1) message symbols and
each of the K(U + 1) message symbols appear exactly once
in one of the yk. In the symbol yk, there exists (U + 1)
message symbols and these (U + 1) message symbols are
required by the receivers Rj , for j = k, k − 1, · · · , k − U.
Fig. 1: Vector coding message alignment.
Theorem 1. For a multiple unicast index coding problem
with K messages {y1, y2, · · · , yK} and the same number of
receivers with the receiver Rk wanting the message yk and
having a symmetric antidote pattern Kk given by
Kk = {yk+1, yk+2, . . . , yk+D}, (6)
let C = {t1, t2, · · · , tl} be a scalar linear code of length l.
Define xk = {xk,1, xk,2, · · · , xk,U+1} as kth vector message
symbol for k = 1, 2, · · · ,K . For an arbitrary positive integer
U consider the index coding problem with K number of
messages {x1, x2, · · · , xK} and the number of receivers being
K, and receiver Rk (k = 1, 2, · · · ,K) having antidote pattern
given by
Kk = {xk−U , . . . , xk−2, xk−1} ∪ {xk+1, xk+2, . . . , xk+D+U}.
(7)
For this index coding problem the code C(U+1) is obtained by
replacing every message symbol yk in the code symbols of
3C with
∑U+1
i=1 xk+1−i,i for 1 ≤ k ≤ K, i.e., by making the
substitution yk =
∑U+1
i=1 xk+1−i,i.
Proof. The given scalar linear code C = {t1, t2, · · · , tl} of
length l for a multiple unicast index coding problem with K
messages {y1, y2, · · · , yK} and the same number of receivers
with the receiver Rk wanting the message yk and having
a symmetric antidote pattern Kk given in (6) enables the
decoding of K messages {y1, y2, · · · , yK}. That is, with
linear decoding there exist combination of code symbols
{t1, t2, · · · , tl} to get the sum of the form given in (8)
Sk = yk+yk+ak,1+yk+ak,2+· · ·+yk+ak,d | k = 1, 2, · · · ,K,
(8)
for 1 ≤ ak,1 < ak,2 < · · · < ak,d ≤ D, such that
yk+ak,1 , yk+ak,2 , · · · , yk+ak,d are in antidotes of receiver Rk.
Since ak,1, ak,2, · · · , ak,d are less than or equal to D for k =
1, 2, · · · ,K from the sum yk+yk+ak,1+yk+ak,2+· · ·+yk+ak,d ,
receiver Rk can decode its wanted message yk.
Given an arbitrary positive integer U consider the index
coding problem with K number of vector message symbols
{x1, x2, · · · , xK} and the number of receivers being K,
and the receiver Rk (k = 1, 2, · · · ,K) having antidote
pattern given by (7). The code C(U+1) is the index code
obtained by making the substitution yk =
∑U+1
i=1 xk+1−i,i
in the available code C. We prove that the receiver Rk can
decode its wanted message set xk (U + 1 message symbols
xk,1, xk,2, · · · , xk,U+1) by using the code C(U+1). For the
code C(U+1), the sum in (8) can be written by
S
(U+1)
k
=
U+1∑
i=1
xk+1−i,i +
U+1∑
i=1
xk+ak,1+1−i,i + · · · +
U+1∑
i=1
xk+ak,d+1−i,i
(9)
We describe the entire decoding process in the following
three steps. The Fig.1 will be helpful to trace these steps.
Step 1. Decoding of (U+1)th message symbol by receiver Rk
The sum S(U+1)k+U similar to (9) can be written as
S
(U+1)
k+U = xk,U+1+
∑U
i=1 xk+U+1−i,i+
∑U+1
i=1 xk+U+ak,1+1−i,i+
· · ·+
∑U+1
i=1 xk+U+ak,d+1−i,i.
In S(U+1)k+U , only one message symbol is present which is
required by Rk. We have 1 ≤ ak,1 < ak,2 < · · · < ak,d ≤ D
and thus all other message symbols present in S(U+1)k+U are
in antidotes of receiver Rk according to antidote pattern as
in (7). (Note that if SU+1k+U comprise ≥ 2 message symbols
which belong to xk and Rk requires at least two of them,
then messages interfere and Rk can not decode any of
them). Thus by using S(U+1)k+U , receiver Rk can decode its
(U + 1)th message symbol xk,U+1. The code C enables the
decoding of {y1, y2, · · · , yK} from the sums S1, S2, · · · , SK ,
which implies that code C(U+1) enables the the decoding of
{x1,U+1, x2,U+1, · · · , xk−U,U+1, · · · , xK,U+1}.
Step 2. Decoding of U th message symbol by receiver
Rk
Receiver Rk uses sum S(U+1)k+U−1 to decode its U th message
symbol xk,U . The sum S(U+1)k+U−1 similar to (9) can be written
as
S
(U+1)
k+U−1 = xk,U + a(xk,U+1) +
∑U
i=1 xk+U−i,i +∑U+1
i=1 xk+U+ak,1−i,i + · · ·+
∑U+1
i=1 xk+U+ak,d−i,i,
where a = 1 if ak,1 = 1, else a = 0. That is, depending
on the value of ak,1, sum S(U+1)k+U−1 comprises of either one
message symbol or two message symbols belongs to vector
message symbol xk.
If ak,1 > 1, S(U+1)k+U−1 comprises only one message symbol
(xk,U ) which belongs to xk,U . All other messages present in
S
(U+1)
k+U−1 are antidotes to Rk. Thus receiver Rk can decode
message symbol xk,U .
If ak,1 = 1, S(U+1)k+U−1 comprises two message symbols(xk,U+1, xk,U ) belongs to vector message symbol xk.
Receiver Rk has already decoded the message symbol xk,U+1
and all other messages present in S(U+1)k+U−1 are antidotes to
Rk. Thus receiver Rk can decode message symbol xk,U .
Step l. Decoding of (U + 2 − l)th(1 ≤ l ≤ U + 1)
message symbol by receiver Rk
Receiver Rk uses sum S(U+1)k+U+1−l to decode its (U + 2− l)th
message symbol xk,U+2−l. The sum S(U+1)k+U+1−l similar to (9)
can be written as
S
(U+1)
k+U+1−l = xk,U+2−l + 1A1(l)xk,U+2−l+ak,1
+ 1A2(l)xk,U+2−l+ak,2+
· · ·+ 1Ad (l)xk,U+2−l+ak,d
+
U+1∑
i=1,i6=U+2−l
xk+U+2−l−i,i
+
U+1∑
i=1,i6=U+2−l+ak,1
xk+U+2−l+ak,1−i,i + · · ·
+
U+1∑
i=1,i6=U+2−l+ak,d
xk+U+2−l+ak,d−i,i.
(10)
Where 1A is the indicator function such that 1A(x) = 1 if
x ∈ A, else it is zero. Aj = {ak,j + 1, ak,j + 2, · · · , U + 1}
if U ≥ ak,j , else Aj = {Φ} for j = 1, 2, · · · , d. In the above
sum xk,U+2−l is the required message.
The quantity 1Aj (l)xk,U+2−l+ak,j for j = 1, 2, · · · , d is
the interference to the receiver Rk from its wanted vector
message symbol xk. Receiver Rk already knows the l − 1
message symbols {xk,U+1, xk,U , · · · , xk,U+3−l} and thus the
interference from the wanted message symbol xk in the sum
S
(U+1)
k+U+1−l can be canceled.
The message symbols in the terms∑U+1
i=1,i6=U+2−l+ak,j
xk+U+2−l+ak,j−i,i for j = 1, 2, · · · , d is
in antidotes for receiver Rk. Thus receiver Rk can decode
xk,U+2−l from S(U+1)k+U+1−l.
This procedure continued until all receiver Rk decode
its U + 1 wanted messages {xk,1, xk,2, · · · , xk,U+1}. Thus
4receiver Rk decodes its wanted vector message symbol xk.
This completes the proof for decoding. 
Theorem 2. In the construction of Theorem 1, if the given
code C has optimal length l = K − D, then all extended
vector linear codes of given code are of optimal length and
hence capacity achieving.
Proof. The number of code symbols in the extended code is
equal to the number of code symbols in C which is equal to
K −∆ = K −D + U . By using K −D + U code symbols,
every receiver gets U+1 of its wanted messages. The capacity
achieved by this code is U+1
K−D+U per message, which is equal
to the capacity mentioned in (2). It follows that the extended
vector linear codes are of optimal length. 
The following examples illustrates Theorem 1 and Theorem
2
Example 1. K = 20, U = 0, D = 4.
We have one-sided antidote scalar code C={y1 + y5, y2 +
y6, y3 + y7, y4 + y8, y5 + y9, y6 + y10, y7 + y11, y8 +
y12, y9 + y13, y10 + y14, y11 + y15, y12 + y16, y13 +
y17, y14 + y18, y15 + y19, y16 + y20}.
Case I: K = 20, U = 1, D = 5.
∆ = 4, Capacity= 216 . Define yi = xi,1 + xi−1, 2 for
i = 1, 2, . . . , 20. We have
y1 = x1,1 + x20,2, y11 = x11,1 + x10,2,
y2 = x2,1 + x1,2, y12 = x12,1 + x11,2,
y3 = x3,1 + x2,2, y13 = x13,1 + x12,2,
y4 = x4,1 + x3,2, y14 = x14,1 + x13,2,
y5 = x5,1 + x4,2, y15 = x15,1 + x14,2,
y6 = x6,1 + x5,2, y16 = x16,1 + x15,2,
y7 = x7,1 + x6,2, y17 = x17,1 + x16,2,
y8 = x8,1 + x7,2, y18 = x18,1 + x17,2,
y9 = x9,1 + x8,2, y19 = x19,1 + x18,2,
y10 = x10,1 + x9,2, y20 = x20,1 + x19,2.
We get the code C(2) given by
C
(2) = {x1,1+x20,2+x5,1+x4,2, x2,1+x1,2+x6,1+x5,2, x3,1+
x2,2 + x7,1 + x6,2, x4,1 + x3,2 + x8,1 + x7,2, x5,1 + x4,2 + x9,1 +
x8,2, x6,1+x5,2+x10,1+x9,2, x7,1+x6,2+x11,1+x10,2, x8,1+
x7,2 + x12,1 + x11,2, x9,1 + x8,2 + x13,1 + x12,2, x10,1 + x9,2 +
x14,1+x13,2, x11,1+x10,2+x15,1+x14,2, x12,1+x11,2+x16,1+
x15,2, x13,1 + x12,2 + x17,1 + x16,2, x14,1 + x13,2 + x18,1 +
x17,2, x15,1+x14,2+x19,1+x18,2, x16,1+x15,2+x20,1+x19,2}.
Case II: K = 20, U = 2, D = 6.
∆ = 4, Capacity= 316 . Defining yi = xi,1 + xi−1, 2 + xi−2, 3
for i = 1, 2, . . . , 20 we get
y1 = x1,1 + x20,2 + x19,3, y11 = x11,1 + x10,2 + x9,3,
y2 = x2,1 + x1,2 + x20,3, y12 = x12,1 + x11,2 + x10,3,
y3 = x3,1 + x2,2 + x1,3, y13 = x13,1 + x12,2 + x11,3,
y4 = x4,1 + x3,2 + x2,3, y14 = x14,1 + x13,2 + x12,3,
y5 = x5,1 + x4,2 + x3,3, y15 = x15,1 + x14,2 + x13,3,
y6 = x6,1 + x5,2 + x4,3, y16 = x16,1 + x15,2 + x14,3,
y7 = x7,1 + x6,2 + x5,3, y17 = x17,1 + x16,2 + x15,3,
y8 = x8,1 + x7,2 + x6,3, y18 = x18,1 + x17,2 + x16,3,
y9 = x9,1 + x8,2 + x7,3, y19 = x19,1 + x18,2 + x17,3,
y10 = x10,1 + x9,2 + x8,3, y20 = x20,1 + x19,2 + x18,3.
For this case we get the extended code C(3) to be
C
(3) = {x1,1 + x20,2 + x19,3 + x5,1 + x4,2 + x3,3, x2,1 + x1,2 +
x20,3 + x6,1 + x5,2 + x4,3, x3,1 + x2,2 + x1,3 + x7,1 + x6,2 +
x5,3, x4,1 + x3,2 + x2,3 + x8,1 + x7,2 + x6,3, x5,1 + x4,2 +
x3,3 + x9,1 + x8,2 + x7,3, x6,1 + x5,2 + x4,3 + x10,1 + x9,2 +
x8,3, x7,1 + x6,2 + x5,3 + x11,1 + x10,2 + x9,3, x8,1 + x7,2 +
x6,3 + x12,1 + x11,2 + x10,3, x9,1 + x8,2 + x7,3 + x13,1 + x12,2 +
x11,3, x10,1+x9,2+x8,3+x14,1+x13,2+x12,3, x11,1+x10,2+
x9,3+x15,1+x14,2+x13,3, x12,1+x11,2+x10,3+x16,1+x15,2+
x14,3, x13,1 + x12,2 + x11,3 + x17,1 + x16,2 + x15,3, x14,1 +
x13,2 + x12,3 + x18,1 + x17,2 + x16,3, x15,1 + x14,2 + x13,3 +
x19,1+x18,2+x17,3, x16,1+x15,2+x14,3+x20,1+x19,2+x18,3}.
Case III: K = 20, U = 3, D = 7.
∆ = 4, Capacity= 316 . With defining yi = xi,1 + xi−1, 2 +
xi−2, 3 + xi−3, 4 for i = 1, 2, . . . , 20, we end with
y1 = x1,1+x20,2+x19,3+x18,4, y11 = x11,1+x10,2+x9,3+x8,4,
y2 = x2,1+x1,2+x20,3+x19,4, y12 = x12,1+x11,2+x10,3+x9,4,
y3 = x3,1+x2,2+x1,3+x20,4, y13 = x13,1+x12,2+x11,3+x10,4,
y4 = x4,1+x3,2+x2,3+x1,4, y14 = x14,1+x13,2+x12,3+x11,4,
y5 = x5,1+x4,2+x3,3+x2,4, y15 = x15,1+x14,2+x13,3+x12,4,
y6 = x6,1+x5,2+x4,3+x3,4, y16 = x16,1+x15,2+x14,3+x13,4,
y7 = x7,1+x6,2+x5,3+x4,4, y17 = x17,1+x16,2+x15,3+x14,4,
y8 = x8,1+x7,2+x6,3+x5,4, y18 = x18,1+x17,2+x16,3+x15,4,
y9 = x9,1+x8,2+x7,3+x6,4, y19 = x19,1+x18,2+x17,3+x16,4,
y10 = x10,1+x9,2+x8,3+x7,4, y20 = x20,1+x19,2+x18,3+x17,4.
The resulting extended vector linear code is
C
(4) = {x1,1 + x20,2 + x19,3 + x18,4 + x5,1 + x4,2 + x3,3 +
x2,4, x2,1+x1,2+x20,3+x19,4+x6,1+x5,2+x4,3+x3,4, x3,1+
x2,2+x1,3+x20,4+x7,1+x6,2+x5,3+x4,4, x4,1+x3,2+x2,3+
x1,4+x8,1+x7,2+x6,3+x5,4, x5,1+x4,2+x3,3+x2,4+x9,1+
x8,2+x7,3+x6,4, x6,1+x5,2+x4,3+x3,4+x10,1+x9,2+x8,3+
x7,4, x7,1+x6,2+x5,3+x4,4+x11,1+x10,2+x9,3+x8,4, x8,1+
x7,2 + x6,3 + x5,4 + x12,1 + x11,2 + x10,3 + x9,4, x9,1 + x8,2 +
x7,3 + x6,4 + x13,1 + x12,2 + x11,3 + x10,4, x10,1 + x9,2 + x8,3 +
x7,4 + x14,1 + x13,2 + x12,3 + x11,4, x11,1 + x10,2 + x9,3 + x8,4 +
x15,1+x14,2+x13,3+x12,4, x12,1+x11,2+x10,3+x9,4+x16,1+
x15,2 + x14,3 + x13,4, x13,1 + x12,2 + x11,3 + x10,4 + x17,1 +
x16,2+x15,3+x18,4, x14,1+x13,2+x12,3+x11,4+x18,1+x17,2+
x16,3+x15,4, x15,1+x14,2+x13,3+x12,4+x19,1+x18,2+x17,3+
x16,4, x16,1+x15,2+x14,3+x13,4+x20,1+x19,2+x18,3+x17,4}.
Theorem 3. Consider a multiple unicast index coding problem
with K messages and the same number of receivers with the
receiver Rk wanting the message xk and having a symmetric
antidote pattern Kk given in (1). For this index coding
problem vector linear solution exists if scalar linear solution
exists for one-sided antidote problem as mentioned in (3)
with same number of messages and number of one-sided
5antidotes ∆ = |D − U |. The vector linear index code is
optimal if the scalar linear code is optimal.
Proof. Proof follows from Theorem 1 and Theorem 2. 
Theorem 4. Proposed codes in [10] can be extended for all U
and D with ∆ = max(U,D)−min(U,D) for the following
problem instances:
1) ∆ divides K
2) K −∆ divides K
3) K2 −∆ divides ∆
4) ∆− K2 divides K2
5) ∆ divides K − λ and λ divides ∆ where λ is an integer
6) K −∆ divides K − λ and λ divides K −∆
7) ∆+ λ divides K and λ divides ∆
8) K −∆+ λ divides K and λ divides K −∆
9) ∆ divides K + λ and λ divides ∆
10) K −∆ divides K + λ and λ divides K −∆
Proof. In [10] codes for symmetric instances of one side
antidote problem for a given K and D satisfying the above
mentioned conditions with ∆ replaced with D were proposed.
The proposed codes in [10] can also be used for the one-sided
adjacent antidotes as given in (3) and these codes achieve the
capacity in (4). Then the proof follows from Theorem 1. 
Corollary 1. If D divides K then the proposed optimal
length scalar linear code is C = {xi+(j−1)D + xi+jD | i =
1, 2, . . . , D, j = 1, 2, . . . , K
D
− 1}
Example 2. K = 20, U = 2, D = 6.
K = 20,∆ = 4, capacity= 316 .
Let yi = xi,1 + xi−1, 2 + xi−2, 3 for i = 1, 2, . . . , 20.
y1 = x1,1 + x20,2 + x19,3, y11 = x11,1 + x10,2 + x9,3,
y2 = x2,1 + x1,2 + x20,3, y12 = x12,1 + x11,2 + x10,3,
y3 = x3,1 + x2,2 + x1,3, y13 = x13,1 + x12,2 + x11,3,
y4 = x4,1 + x3,2 + x2,3, y14 = x14,1 + x13,2 + x12,3,
y5 = x5,1 + x4,2 + x3,3, y15 = x15,1 + x14,2 + x13,3,
y6 = x6,1 + x5,2 + x4,3, y16 = x16,1 + x15,2 + x14,3,
y7 = x7,1 + x6,2 + x5,3, y17 = x17,1 + x16,2 + x15,3,
y8 = x8,1 + x7,2 + x6,3, y18 = x18,1 + x17,2 + x16,3,
y9 = x9,1 + x8,2 + x7,3, y19 = x19,1 + x18,2 + x17,3,
y10 = x10,1 + x9,2 + x8,3, y20 = x20,1 + x19,2 + x18,3.
The proposed code is C = {y1 + y5, y2 + y6, y3 + y7, y4 +
y8, y5+y9, y6+y10, y7+y11, y8+y12, y9+y13, y10+y14, y11+
y15, y12 + y16, y13 + y17, y14 + y18, y15 + y19, y16 + y20}.
C
(3) = {x1,1+x20,2+x19,3+x5,1+x4,2+x3,3, x2,1+x1,2+
x20,3 + x6,1 + x5,2 + x4,3, x3,1 + x2,2 + x1,3 + x7,1 + x6,2 +
x5,3, x4,1+x3,2+x2,3+x8,1+x7,2+x6,3, x5,1+x4,2+x3,3+
x9,1+x8,2+x7,3, x6,1+x5,2+x4,3+x10,1+x9,2+x8,3, x7,1+
x6,2 + x5,3 + x11,1 + x10,2 + x9,3, x8,1 + x7,2 + x6,3 + x12,1 +
x11,2 + x10,3, x9,1 + x8,2 + x7,3 + x13,1 + x12,2 + x11,3, x10,1 +
x9,2 + x8,3 + x14,1 + x13,2 + x12,3, x11,1 + x10,2 + x9,3 + x15,1 +
x14,2+x13,3, x12,1+x11,2+x10,3+x16,1+x15,2+x14,3, x13,1+
x12,2+x11,3+x17,1+x16,2+x15,3, x14,1+x13,2+x12,3+x18,1+
x17,2+x16,3, x15,1+x14,2+x13,3+x19,1+x18,2+x17,3, x16,1+
x15,2 + x14,3 + x20,1 + x19,2 + x18,3}.
Corollary 2. If K −D divides K , then the proposed code
is
C = {xi + xi+m + · · ·+ xi+(n−1)m | i = 1, 2, . . . ,m}
where K −D = m and K
K−D
= n.
Example 3. K = 20, U = 1, D = 16.
K = 20, ∆ = 15, capacity= 2
5
.
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 20.
y1 = x1,1 + x20,2, y11 = x11,1 + x10,2,
y2 = x2,1 + x1,2, y12 = x12,1 + x11,2,
y3 = x3,1 + x2,2, y13 = x13,1 + x12,2,
y4 = x4,1 + x3,2, y14 = x14,1 + x13,2,
y5 = x5,1 + x4,2, y15 = x15,1 + x14,2,
y6 = x6,1 + x5,2, y16 = x16,1 + x15,2,
y7 = x7,1 + x6,2, y17 = x17,1 + x16,2,
y8 = x8,1 + x7,2, y18 = x18,1 + x17,2,
y9 = x9,1 + x8,2, y19 = x19,1 + x18,2,
y10 = x10,1 + x9,2, y20 = x20,1 + x19,2.
The proposed code is,
C = {y1 + y6 + y11 + y16,
y2 + y7 + y12 + y17,
y3 + y8 + y13 + y18,
y4 + y9 + y14 + y19,
y5 + y10 + y15 + y20}.
C
(2) = {x1,1 + x20,2 + x6,1 + x5,2 + x11,1 + x10,2 + x16,1 +
x15,2, x2,1 + x1,2 + x7,1 + x6,2 + x12,1 + x11,2 + x17,1 +
x16,2, x3,1 + x2,2 + x8,1 + x7,2 + x13,1 + x12,2 + x18,1 +
x17,2, x4,1 + x3,2 + x9,1 + x8,2 + x14,1 + x13,2 + x19,1 +
x18,2, x5,1 +x4,2+ x10,1 +x9,2+ x15,1+ x14,2 +x20,1 +x19,2}.
Corollary 3. For the case K2 −D divides D, the proposed
scalar linear code is,
C = {xi + xi+m + · · ·+ xi+pm,
xi+m + xi+2m + · · ·+ xi+(p+1)m,
.
.
.
xi+m(p+1) + xi+m(p+2) + · · · + xi+(n−1)m|i =
1, 2, . . . ,m}, where m = K2 −D, n =
K
K
2 −D
and DK
2 −D
= p.
Example 4. K = 20, U = 1, D = 9.
K = 20, ∆ = 8, capacity= 2
12
.
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 20.
y1 = x1,1 + x20,2, y2 = x2,1 + x1,2, y3 = x3,1 + x2,2,
y4 = x4,1 + x3,2, y5 = x5,1 + x4,2, y6 = x6,1 + x5,2,
y7 = x7,1 + x6,2, y8 = x8,1 + x7,2, y9 = x9,1 + x8,2,
y10 = x10,1 + x9,2, y11 = x11,1 + x10,2, y12 = x12,1 + x11,2,
y13 = x13,1 + x12,2, y14 = x14,1 + x13,2, y15 = x15,1 + x14,2,
y16 = x16,1 + x15,2, y17 = x17,1 + x16,2, y18 = x18,1 + x17,2,
y19 = x19,1 + x18,2, y20 = x20,1 + x19,2.
The proposed code is C =
{y1 + y3 + y5 + y7 + y9, y2 + y4 + y6 + y8 + y10,
y3 + y5 + y7 + y9 + y11, y4 + y6 + y8 + y10 + y12,
y5 + y7 + y9 + y11 + y13, y6 + y8 + y10 + y12 + y14,
y7 + y9 + y11 + y13 + y15, y8 + y10 + y12 + y14 + y16,
6y9 + y11 + y13 + y15 + y17, y10 + y12 + y14 + y16 + y18,
y11 + y13 + y15 + y17 + y19, y12 + y14 + y16 + y18 + y20}.
C
(2) = { x1,1+x20,2+x3,1+x2,2+x5,1+x4,2+x7,1+x6,2+
x9,1+x8,2, x2,1+x1,2+x4,1+x3,2+x6,1+x5,2+x8,1+x7,2+
x10,1+x9,2, x3,1+x2,2+x5,1+x4,2+x7,1+x6,2+x9,1+x8,2+
x11,1+x10,2, x4,1+x3,2+x6,1+x5,2+x8,1+x7,2+x10,1+x9,2+
x12,1+x11,2, x5,1+x4,2+x7,1+x6,2+x9,1+x8,2+x11,1+x10,2+
x13,1 + x12,2, x6,1 + x5,2 + x8,1 + x7,2 + x10,1 + x9,2 + x12,1 +
x11,2 + x14,1 + x13,2, x7,1 + x6,2 + x9,1 + x8,2 + x11,1 + x10,2 +
x13,1+x12,2+x15,1+x14,2, x8,1+x7,2+x10,1+x9,2+x12,1+
x11,2+x14,1+x13,2+x16,1+x15,2, x9,1+x8,2+x11,1+x10,2+
x13,1+x12,2+x15,1+x14,2+x17,1+x16,2, x10,1+x9,2+x12,1+
x11,2+x14,1+x13,2+x16,1+x15,2+x18,1+x17,2, x11,1+x10,2+
x13,1+x12,2+x15,1+x14,2+x17,1+x16,2+x19,1+x18,2, x12,1+
x11,2+x14,1+x13,2+x16,1+x15,2+x18,1+x17,2+x20,1+x19,2}.
Corollary 4. If D divides K − λ and λ divides
D, then the scalar linear code is given by C =
{xi+(j−1)D + xi+jD | i = 1, 2, . . . , D, j = 1, 2, . . . , n− 1}
∪{xK−λ+r + xK−λ+r−λ + · · ·+ xK−λ+r−tλ| r = 1, 2, . . . , λ,
t = 1, 2, . . . , D
λ
} for K−λ
D
> 1 and K−λ
D
= n.
Example 5. K = 21, U = 2, D = 6
K = 21,∆ = 4, λ = 1, capacity= 317 .
Let yi = xi,1 + xi−1, 2 + xi−2, 3 for i = 1, 2, . . . , 21.
y1 = x1,1 + x21,2 + x20,3, y11 = x11,1 + x10,2 + x9,3,
y2 = x2,1 + x1,2 + x21,3, y12 = x12,1 + x11,2 + x10,3,
y3 = x3,1 + x2,2 + x1,3, y13 = x13,1 + x12,2 + x11,3,
y4 = x4,1 + x3,2 + x2,3, y14 = x14,1 + x13,2 + x12,3,
y5 = x5,1 + x4,2 + x3,3, y15 = x15,1 + x14,2 + x13,3,
y6 = x6,1 + x5,2 + x4,3, y16 = x16,1 + x15,2 + x14,3,
y7 = x7,1 + x6,2 + x5,3, y17 = x17,1 + x16,2 + x15,3,
y8 = x8,1 + x7,2 + x6,3, y18 = x18,1 + x17,2 + x16,3,
y9 = x9,1 + x8,2 + x7,3, y19 = x19,1 + x18,2 + x17,3,
y10 = x10,1 + x9,2 + x8,3, y20 = x20,1 + x19,2 + x18,3,
and y21 = x21,1 + x20,2 + x19,3.
The proposed code is C = {y1 + y5, y2 + y6, y3 + y7, y4 +
y8, y5 + y9, y6 + y10, y7 + y11, y8 + y12, y9 + y13, y10 +
y14, y11 + y15, y12 + y16, y13 + y17, y14 + y18, y15 + y19, y16 +
y20, y17 + y18 + y19 + y20 + y21}.
C
(3) = {x1,1+x21,2+x20,3+x5,1+x4,2+x3,3, x2,1+x1,2+x21,3+
x6,1+x5,2+x4,3, x3,1+x2,2+x1,3+x7,1+x6,2+x5,3, x4,1+
x3,2+x2,3+x8,1+x7,2+x6,3, x5,1+x4,2+x3,3+x9,1+x8,2+
x7,3, x6,1+x5,2+x4,3+x10,1+x9,2+x8,3, x7,1+x6,2+x5,3+
x11,1+x10,2+x9,3, x8,1+x7,2+x6,3+x12,1+x11,2+x10,3, x9,1+
x8,2 + x7,3 + x13,1 + x12,2 + x11,3, x10,1 + x9,2 + x8,3 + x14,1 +
x13,2+x12,3, x11,1+x10,2+x9,3+x15,1+x14,2+x13,3, x12,1+
x11,2+x10,3+x16,1+x15,2+x14,3, x13,1+x12,2+x11,3+x17,1+
x16,2+x15,3, x14,1+x13,2+x12,3+x18,1+x17,2+x16,3, x15,1+
x14,2 + x13,3 + x19,1 + x18,2 + x17,3, x16,1 + x15,2 + x14,3 +
x20,1+x19,2+x18,3, x17,1+x16,2+x15,3+x18,1+x17,2+x16,3+
x19,1+x18,2+x17,3+x20,1+x19,2+x18,3+x21,1+x20,2+x19,3}.
Corollary 5. If K −D divides K − λ, λ divides (K −D),
then the proposed scalar linear code is C = {xi + xi+m +
· · ·+xi+(q−1)m+xqm+1+(i−1)modλ)| i = 1, 2, . . . ,m}, where
K −D = m, and K−λ
K−D
= q.
Example 6. K = 21, U = 1, D = 17.
K = 21, ∆ = 16, capacity= 25 .
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 21.
y1 = x1,1 + x21,2, y11 = x11,1 + x10,2,
y2 = x2,1 + x1,2, y12 = x12,1 + x11,2,
y3 = x3,1 + x2,2, y13 = x13,1 + x12,2,
y4 = x4,1 + x3,2, y14 = x14,1 + x13,2,
y5 = x5,1 + x4,2, y15 = x15,1 + x14,2,
y6 = x6,1 + x5,2, y16 = x16,1 + x15,2,
y7 = x7,1 + x6,2, y17 = x17,1 + x16,2,
y8 = x8,1 + x7,2, y18 = x18,1 + x17,2,
y9 = x9,1 + x8,2, y19 = x19,1 + x18,2,
y10 = x10,1 + x9,2, y20 = x20,1 + x19,2,
and y21 = x21,1 + x20,2.
The proposed code is C = {y1 + y6 + y11 + y16 + y21, y2 + y7 +
y12 + y17 + y21, y3 + y8 + y13 + y18 + y21, y4 + y9 + y14 + y19 +
y21, y5 + y10 + y15 + y20 + y21}.
C
(2) = {x1,1+x21,2+x6,1+x5,2+x11,1+x10,2+x16,1+x15,2+
x21,1 + x20,2, x2,1 + x1,2 + x7,1 + x6,2 + x12,1 + x11,2 + x17,1 +
x16,2 + x21,1 + x20,2, x3,1 + x2,2 + x8,1 + x7,2 + x13,1 + x12,2 +
x18,1 + x17,2 + x21,1 + x20,2, x4,1 + x3,2 + x9,1 + x8,2 + x14,1 +
x13,2+x19,1+x18,2+x21,1+x20,2, x5,1+x4,2+x10,1+x9,2+
x15,1 + x14,2 + x20,1 + x19,2 + x21,1 + x20,2}.
Corollary 6. For the case D + λ divides K, λ divides D,
the scalar linear code is
C = {xi+jλ + xi+(j+1)λ + · · ·+ xi+(j+p)λ| i = 1, 2, . . . , λ,
j = 1, 2, . . . , K−D−λ
λ
} where D
λ
= p and K
D+λ = n.
Example 7. K = 18, U = 1, D = 6.
K = 18, ∆ = 5, λ = 1, capacity= 213 .
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 18.
y1 = x1,1 + x18,2, y10 = x10,1 + x9,2,,
y2 = x2,1 + x1,2, y11 = x11,1 + x10,2,
y3 = x3,1 + x2,2, y12 = x12,1 + x11,2,
y4 = x4,1 + x3,2, y13 = x13,1 + x12,2,
y5 = x5,1 + x4,2, y14 = x14,1 + x13,2,
y6 = x6,1 + x5,2, y15 = x15,1 + x14,2,
y7 = x7,1 + x6,2, y16 = x16,1 + x15,2,
y8 = x8,1 + x7,2, y17 = x17,1 + x16,2,
y9 = x9,1 + x8,2, y18 = x18,1 + x17,2,
The proposed code is C = {y1 + y2+ y3 + y4 + y5+ y6, y2 + y3+
y4 + y5 + y6 + y7, y3 + y4 + y5 + y6 + y7 + y8, y4 + y5 + y6 +
y7 + y8 + y9, y5 + y6 + y7 + y8 + y9 + y10, y6 + y7 + y8 + y9 +
y10 + y11, y7 + y8 + y9 + y10 + y11 + y12, y8 + y9 + y10 + y11 +
y12 + y13, y9 + y10 + y11 + y12 + y13 + y14, y10 + y11 + y12 +
y13 + y14 + y15, y11 + y12 + y13 + y14 + y15 + y16, y12 + y13 +
y14 + y15 + y16 + y17, y13 + y14 + y15 + y16 + y17 + y18}.
C
(2) = {x1,1+ x18,2+x2,1+ x1,2+x3,1+x2,2+ x4,1+x3,2+
x5,1 + x4,2 + x6,1 + x5,2, x2,1 + x1,2 + x3,1 + x2,2 + x4,1 +
x3,2+x5,1+x4,2+x6,1+x5,2+x7,1+x6,2, x3,1+x2,2+x4,1+
7x3,2+x5,1+x4,2+x6,1+x5,2+x7,1+x6,2+x8,1+x7,2, x4,1+
x3,2+x5,1+x4,2+x6,1+x5,2+x7,1+x6,2+x8,1+x7,2+x9,1+
x8,2, x5,1+x4,2+x6,1+x5,2+x7,1+x6,2+x8,1+x7,2+x9,1+
x8,2+x10,1+x9,2, x6,1+x5,2+x7,1+x6,2+x8,1+x7,2+x9,1+
x8,2 + x10,1 + x9,2 + x11,1 + x10,2, x7,1 + x6,2 + x8,1 + x7,2 +
x9,1 + x8,2 + x10,1 + x9,2 + x11,1 + x10,2 + x12,1 + x11,2, x8,1 +
x7,2 + x9,1 + x8,2 + x10,1 + x9,2 + x11,1 + x10,2 + x12,1 + x11,2 +
x13,1+x12,2, x9,1+x8,2+x10,1+x9,2+x11,1+x10,2+x12,1+
x11,2+x13,1+x12,2+x14,1+x13,2, x10,1+x9,2+x11,1+x10,2+
x12,1+x11,2+x13,1+x12,2+x14,1+x13,2+x15,1+x14,2, x11,1+
x10,2+x12,1+x11,2+x13,1+x12,2+x14,1+x13,2+x15,1+x14,2+
x16,1+x15,2, x12,1+x11,2+x13,1+x12,2+x14,1+x13,2+x15,1+
x14,2+x16,1+x15,2+x17,1+x16,2, x13,1+x12,2+x14,1+x13,2+
x15,1 + x14,2 + x16,1 + x15,2 + x17,1 + x16,2 + x18,1 + x17,2}.
Corollary 7. If K −D + λ divides K and λ divides
K −D, then the scalar linear code is given by C =
{xi+xi+λ+xi+λ+(K−D)+xi+2λ+(K−D)+xi+2λ+2(K−D)+
xi+3λ+2(K−D) + · · · + xi+(p−1)λ+(p−1)(K−D) +
xi+pλ+(p−1)(K−D)| i = {1, 2, . . . ,K −D}} where
K
K−D+λ = p and
K−D
λ
= m.
Example 8. K = 24, U = 1, D = 20.
K = 24, ∆ = 19, λ = 1, capacity= 25 .
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 24.
y1 = x1,1 + x24,2, y13 = x13,1 + x12,2,
y2 = x2,1 + x1,2, y14 = x14,1 + x13,2,
y3 = x3,1 + x2,2, y15 = x15,1 + x14,2,
y4 = x4,1 + x3,2, y16 = x16,1 + x15,2,
y5 = x5,1 + x4,2, y17 = x17,1 + x16,2,
y6 = x6,1 + x5,2, y18 = x18,1 + x17,2,
y7 = x7,1 + x6,2, y19 = x19,1 + x18,2,
y8 = x8,1 + x7,2, y20 = x20,1 + x19,2,
y9 = x9,1 + x8,2, y21 = x21,1 + x20,2,
y10 = x10,1 + x9,2, y22 = x22,1 + x21,2,
y11 = x11,1 + x10,2, y23 = x23,1 + x22,2,
y12 = x12,1 + x11,2, y24 = x24,1 + x23,2.
The proposed code is C = {y1 + y2 + y7 + y8 + y13 +
y14 + y19 + y20, y2 + y3 + y8 + y9 + y14 + y15 + y20 +
y21, y3 + y4 + y9 + y10 + y15 + y16 + y21 + y22, y4 + y5 + y10 +
y11+y16+y17+y22+y23, y5+y6+y11+y12+y17+y18+y23+y24}.
C
(2) = {x1,1 + x24,2 + x2,1 + x1,2 + x7,1 + x6,2 + x8,1 +
x7,2 + x13,1 + x12,2 + x14,1 + x13,2 + x19,1 + x18,2 + x20,1 +
x19,2, x2,1+x1,2+x3,1+x2,2+x8,1+x7,2+x9,1+x8,2+x14,1+
x13,2+x15,1+x14,2+x20,1+x19,2+x21,1+x20,2, x3,1+x2,2+
x4,1+x3,2+x9,1+x8,2+x10,1+x9,2+x15,1+x14,2+x16,1+x15,2+
x21,1 + x20,2 + x22,1 + x21,2, x4,1 + x3,2 + x5,1 + x4,2 + x10,1 +
x9,2+x11,1+x10,2+x16,1+x15,2+x17,1+x16,2+x22,1+x21,2+
x23,1 + x22,2, x5,1 + x4,2 + x6,1 + x5,2 + x11,1 + x10,2 + x12,1 +
x11,2+x17,1+x16,2+x18,1+x17,2+x23,1+x22,2+x24,1+x23,2}.
Corollary 8. If D divides K +λ and λ divides D, then the
scalar linear code is given by C = {xi+(j−1)D + xi+jD | i =
{1, 2, . . . , D}, j = {1, 2, . . . , n− 2}}
∪ {xK−2D+1+λ+i′ + xK−D+1+i′ + xK−λ+1+i′modλ| i
′ =
{0, 1, 2, . . . , p − 1}} where K+λ
D
= n(> 2), p = K mod
D = D − λ.
Example 9. K = 19, U = 2, D = 7.
K = 19, ∆ = 5, λ = 1, capacity= 314 .
Let yi = xi,1 + xi−1, 2 + xi−2, 3 for i = 1, 2, . . . , 19.
y1 = x1,1 + x19,2 + x18,3, y11 = x11,1 + x10,2 + x9,3,
y2 = x2,1 + x1,2 + x20,3, y12 = x12,1 + x11,2 + x10,3,
y3 = x3,1 + x2,2 + x1,3, y13 = x13,1 + x12,2 + x11,3,
y4 = x4,1 + x3,2 + x2,3, y14 = x14,1 + x13,2 + x12,3,
y5 = x5,1 + x4,2 + x3,3, y15 = x15,1 + x14,2 + x13,3,
y6 = x6,1 + x5,2 + x4,3, y16 = x16,1 + x15,2 + x14,3,
y7 = x7,1 + x6,2 + x5,3, y17 = x17,1 + x16,2 + x15,3,
y8 = x8,1 + x7,2 + x6,3, y18 = x18,1 + x17,2 + x16,3,
y9 = x9,1 + x8,2 + x7,3, y19 = x19,1 + x18,2 + x17,3,
y10 = x10,1 + x9,2 + x8,3.
The proposed code is C = {y1 + y6, y6 + y11, y11 + y15 +
y19, y2+ y7, y7+ y12, y12 + y16 + y19, y3+ y8, y8+ y13, y13 +
y17+y19, y4+y9, y9+y14, y14+y18+y19, y5+y10, y10+y15}.
C
(3) = {x1,1 + x19,2 + x18,3 + x6,1 + x5,2 + x4,3, x2,1 + x1,2 +
x20,3 + x7,1 + x6,2 + x5,3, x3,1 + x2,2 + x1,3 + x8,1 + x7,2 +
x6,3, x4,1 + x3,2 + x2,3 + x9,1 + x8,2 + x7,3, x5,1 + x4,2 +
x3,3 + x10,1 + x9,2 + x8,3, x6,1 + x5,2 + x4,3 + x11,1 + x10,2 +
x9,3, x7,1 + x6,2 + x5,3 + x12,1 + x11,2 + x10,3, x8,1 + x7,2 +
x6,3 + x13,1 + x12,2 + x11,3, x9,1 + x8,2 + x7,3 + x14,1 + x13,2 +
x12,3, x10,1+x9,2+x8,3+x15,1+x14,2+x13,3, x11,1+x10,2+
x9,3+x15,1+x14,2+x13,3+x19,1+x18,2+x17,3, x12,1+x11,2+
x10,3 + x16,1 + x15,2 + x14,3 + x19,1 + x18,2 + x17,3, x13,1 +
x12,2+x11,3+x17,1+x16,2+x15,3+x19,1+x18,2+x17,3, x14,1+
x13,2 + x12,3 + x18,1 + x17,2 + x16,3 + x19,1 + x18,2 + x17,3}.
Corollary 9. If K−D divides K+λ and λ divides K−D,
then the scalar linear code
C={xk+xk+m+xk+2m+ · · ·+xk+(q−1)m+xk+(q−1)m+λ+
xk+(q−1)m+2λ + · · · + xk+(q−1)m+(s−2)λ|k = 1, 2, . . . , λ} ∪
{xk + xk+m + xk+2m · · ·+ xk+(q−2)m + xk+(q−1)m−λ| k =
λ+1, λ+2, . . . , p}∪{xk+xk+m+xk+2m+· · ·+xk+(q−2)m+
xk+(q−2)m+λ+xk+(q−2)m+2λ+ · · ·+xk+(q−2)m+(s−1)λ| k =
p+ 1, p+ 2, . . . ,m}
where K−D = m, K−D−λ = p, K+λ
K−D
= q and K−D
λ
= s.
Example 10. K = 28, U = 1, D = 19.
K = 28, ∆ = 18, λ = 2, capacity= 210 .
Let yi = xi,1 + xi−1, 2 for i = 1, 2, . . . , 28.
y1 = x1,1 + x28,2, y15 = x15,1 + x14,2,
y2 = x2,1 + x1,2, y16 = x16,1 + x15,2,
y3 = x3,1 + x2,2, y17 = x17,1 + x16,2,
y4 = x4,1 + x3,2, y18 = x18,1 + x17,2,
y5 = x5,1 + x4,2, y19 = x19,1 + x18,2,
y6 = x6,1 + x5,2, y20 = x20,1 + x19,2,
8y7 = x7,1 + x6,2, y21 = x21,1 + x20,2,
y8 = x8,1 + x7,2, y22 = x22,1 + x21,2,
y9 = x9,1 + x8,2, y23 = x23,1 + x22,2,
y10 = x10,1 + x9,2, y24 = x24,1 + x23,2,
y11 = x11,1 + x10,2, y25 = x25,1 + x24,2,
y12 = x12,1 + x11,2, y26 = x26,1 + x25,2,
y13 = x13,1 + x12,2, y27 = x27,1 + x26,2,
y14 = x14,1 + x13,2, y28 = x28,1 + x27,2.
The proposed code is C = {y1+y11+y21+y23+y25+y27, y2+
y12+y22+y24+y26+y28, y3+y13+y21, y4+y14+y22, y5+
y15+y23, y6+y16+y24, y7+y17+y25, y8+y18+y26, y9+
y19+y21+y23+y25+y27, y10+y20+y22+y24+y26+y28}.
C
(2) = {x1,1+ x28,2+ x11,1 + x10,2 +x21,1 + x20,2 + x23,1 +
x22,2 + x25,1 + x24,2 + x27,1 + x26,2, x2,1 + x1,2 + x12,1 +
x11,2 +x22,1 + x21,2+ x24,1+ x23,2 +x26,1 + x25,2+ x28,1 +
x27,2, x3,1+x2,2+x13,1+x12,2+x21,1+x20,2, x4,1+x3,2+
x14,1+x13,2+x22,1+x21,2, x5,1+x4,2+x15,1+x14,2+x23,1+
x22,2, x6,1+x5,2+x16,1+x15,2+x24,1+x23,2, x7,1+x6,2+
x17,1+x16,2+x25,1+x24,2, x8,1+x7,2+x18,1+x17,2+x26,1+
x25,2, x9,1+x8,2+x19,1+x18,2+x21,1+x20,2+x23,1+x22,2+
x25,1 + x24,2 + x27,1 + x26,2, x10,1 + x9,2 + x20,1 + x19,2 +
x22,1 + x21,2 + x24,1 + x23,2 + x26,1 + x25,2 + x28,1 + x27,2}.
III. DISCUSSION
In this paper a construction is given for vector linear index
codes of multiple unicast index problems from scalar linear
codes which results in a sequence of index coding problems
with same number of messages and receivers and two sided
antidote patterns. Moreover, it is shown that if the problem
with which the construction begins has an optimal linear
index code then it induces an optimal linear index code for the
vector index coding problem. This construction has been used
on few classes of index coding problems given in [10] for
which optimal linear index codes are known and new classes
codes have been obtained starting from these classes of codes.
Another interesting direction of further research is to study
the suitability of the new classes of codes presented in this
paper for application to noise broadcasting problem. Recently,
it has been observed that in a noisy index coding problem
it is desirable for the purpose of reducing the probability of
error that the receivers use as small a number of transmissions
from the source as possible and linear index codes with this
property have been reported in [7], [9]. While the report [7]
considers fading broadcast channels, in [8] AWGN channels
are considered and it is reported that linear index codes
with minimum length (capacity achieving codes or optimal
length codes) help to facilitate to achieve more reduction in
probability of error compared to non-minimum length codes
for receivers with large amount of side-information. These
aspects remain to be investigated for the new classes of
sequences of vector codes presented in this paper.
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