Early proponents of public cloud computing have come to identify cost savings a key factor for adoption. However, the adoption and hosting of a web application in the cloud does not provide any such guarantees. This is in part due to the utility pricing model that dictates the cost of public cloud resources. In this work we seek to model and simulate data usage for a web application for the purpose of utility cost analysis. Although much research has been performed in the area of web usage mining, previously proposed models are unable to accurately model web usage profiles for a specific web application. In this paper, we present a simulation model and corresponding algorithm to model web usage based on empirical observations. The validation of the proposed model shows that the simulated output conforms to that of what was observed and is within acceptable tolerance limits.
INTRODUCTION
With the advent of the public cloud computing model, web services that were once hosted on private servers and networks are being outsourced to third-party cloud service providers (CSPs) -Amazon's EC2 is a well-known example. Early proponents of this emerging compute model have come to identify cost savings as a key motivation for the adoption of the cloud model. In comparison to more traditional computing models, economic efficiencies in the public cloud have been enabled by the fundamental paradigm shifts in the way computing infrastructure is hosted (e.g., multi-tenant hosting through virtualization, economies of scale, thin provisioning) and the pay-as-you-go business model that dictates costs for resource usages by the cloud consumer (i.e. one that rents computing infrastructure from a CSP) -namely, the utility compute costing model. However, the adoption and hosting of a web service in the cloud does not provide any guarantees of cost savings as there are many factors that must be taken into consideration.
Under the utility compute costing model, much like the utility model that governs the cost of electricity consumption, cloud consumers only pay for the resources they use and only for the time they use them. For instance, the web data transfer costs in and out of Amazon's EC2 environment by a cloud consumer's clients (those that patron the cloud-hosted web application) is governed by the Amazon's Web Services costing model (Figure 1 ) and accrues a cost that is a function of the total data transferred (Amazon Web Services 2011). At the conclusion of the month -a typical cloud billing cycle -the aggregated costs are billed to the cloud consumer. Because data usage in the cloud environment is uncertain, the cost for data transfer is as well, which is not typically the case for private web service hosting. The pay-as-you-go billing structure fundamentally changes how those who adopt the cloud model view the monthly data usage of their web applications and motivates the need for modeling and simulation of web usage profiles. Being able to accurately forecast accumulated resource consumption in advance allows one to anticipate costs and manage application designs in order to address costs proactively. In this work we seek to model and simulate data usage for a web application for the purpose of utility cost analysis. More specifically, we seek to explore the minimum number of days of training data necessary to achieve acceptable accuracy of the simulation output. Although much research has been performed in the area of web usage mining -techniques to model and simulate web user transactions -previously proposed models that generate web traffic are unable to accurately model web usage profiles for a specific web application. Either these models generate generic web document requests or such requests are based on theoretical distributions. Our approach differs in that web document requests are derived from a Markov model trained on empirical observations of how the web application under consideration was used in actuality. In this paper, we present a simulation model and corresponding algorithm to model web usage based on empirical observations. The validation of the proposed model shows that the simulated output conforms to that of what was observed and is within acceptable tolerance limits.
The rest of the paper is organized as follows. Section 2 discusses related works in the context of this work. Section 3 describes the dataset used to train and validate our simulation algorithm as well as considerations taken when cleansing the original dataset. To model web usage profiles, in Section 4 describe our simulation modeling and corresponding algorithm. Based on this model, Section 5 provides the experimental metrics, design, and results used to validate the proposed model. Lastly, future work and a conclusion are discussed in Sections 6 and 7 respectively.
RELATED WORK
The related works that have bearing on this paper are derived from the research areas of web usage mining and web traffic generation. Although web usage modeling and traffic generation are not mutually exclusive, we will explore a shortcoming in the synthesis of these two research fields. At present, a complete model that takes into account all the necessary sub-models needed to accurately simulate realistic web traffic for a specific website does not appear to exist. Furthermore, there is no model suitable for predictive cost modeling of web traffic. In this section, we briefly describe our work in the context of these related bodies of work.
Much research has been performed in area of web usage mining since the seminal work done by Arlitt and Williamson (1996) . Many of these works, similar to that of Yeung and Szeto (1999) , Mah (1997), and Tran-Gia, Staehle, and Leibnitz (2001) have sought to characterize, model and validate the distributions that depict the way individual users and user populations interact with websites. Extrapolating from this body of research, a number papers have made use of and extended these models to simulate web traffic for a number of purposes. Cao, Cleveland, Gao, Jeffay, Smith, and Weigle (2004) presented a model to simulate generic web traffic on high-speed backbone links. Their objective differs from ours in that we seek to model aggregate user behavior for a distinct website as observed by the web server as opposed to modeling link traffic. Luo and Marin (2005) devised a model to simulate realistic Internet background traffic, including the web, for constructing a network intrusion detection environment. Similarly, Kroc, Eidenbenz, and Smith (2009) focused on modeling the theoretical distributions that together compose a single web user session. While such modeling may be sufficient for background noise and generating realistic user-side web sessions respectively, neither of these two works model specific page requests as observed for a given website. Instead they model web interactions as generic requests. Moreover, the requested web document size is attributed a value based on a theoretical distribution, which is not sufficient for the purposes of accurately modeling actual data usage for a specific website with real document sizes. Instead, specific web requests need to be represented by their known data sizes, which is discussed in Section 3.1. Burklen, Marron, Fritsch, and Rothermel (2005) present a general model and algorithm to synthetically generate a sequence of web requests for a single user. This work is based on known and previously studied web usage behaviors and models in addition to the hyperlink structure of individual web pages and their relationship to other web pages for a given website. While notionally similar to our work, the scope of such an algorithm is limited to that of a single user session, not multiple users over a prolonged period of time, which is a key objective of this work. Furthermore, the synthesizing of a single user session is predicated on a theoretical relationship between web pages derived from the site's hyperlink structure and not from leveraging historical observations of how users have traversed the website. We instead generate individual requests that compose a web session from a Markov model based on learned browsing patterns.
In contrast to modeling generic or request sequences based hyperlink structures, Markov chains have been shown to provide accurate models for simulating web usage (Li and Tian 2003) . Under this guise, Markov models have been used in a number of contexts including performance analysis (Cheng, Chang, and Zhang 2007) and caching algorithms (Chen and Zhang 2003) . Most similar to our work are papers that have sought to predict user web sessions by means of Markov models. Nigam and Jain (2010) presented a model based on a dynamic nested Markov model for predicting the next page accessed by a user given an observed series of requests. Borges and Levene have produced a number of works -summarized in Borges and Levene (2007) -that investigate the next page request of individual users and the accuracy of predicting n-grams of requests with various Markov models. While effective for their given purposes, neither of these works provide analysis of the accuracy and summarization ability of using Markov models for generating and predicting aggregate web traffic based on actual server logs.
In their own respective way, each of these works presented in this section falls short of being able to provide a complete model and simulation framework for data usage transferred by a specific website. In this paper, we have created a synthesis between many of the sub-models presented in these works to provide a more relevant modeling of content usage for a specific website based on training from session logs. This model can then be used for the purposes of modeling usage profiles of cloud-based service for predictive cost analysis.
DATASET DESCRIPTION AND CONSIDERATIONS
The dataset is a 55-day web server log originating from our department's web server and is used to both train the proposed model as well as for the experimental validation of the simulation algorithm presented in Section 4.
Web server usage is often represented as zipf-like distributions (Breslau, Cao, Fan, Phillips, and Shenker 1999) in which the frequency of a requested document p(i) is proportional to its rank i such that p(i) ∝ 1/i α where α is close to unity. Figure 2 depicts a zipf-like distribution for the given dataset as a log-log plot of request frequency vs. rank. Figure 3 shows a similar log-log plot of document rank vs. data usage. Drawing from Figure 2 , the 356 most requested pages represent 90% of all requests and of these pages their weight in data usage totals over 97% of data requested (Figure 3 ) over the observed 55-day span. Given these empirical distributions and observations, the modeling of data usage for the given dataset is heavily dependent upon accurately modeling the most frequently requested documents. 
Web Usage Mining and Modeling Components
A web server log maintains an itemized journal of all users' content requests and provides the necessary observations for deriving empirical distributions and models used in the study of web usage. Figure 4 provides an illustration of web usage metrics and will be used as a guide to explain these metrics as well as the considerations taken to cleanse the observed web server log from its original form to what was used for the purposes of this paper. Web session A Length = 3
Web session B Length = 2
Log Entries Idziorek, Tannian, and Jacobson document -was requested from the website with a script capable of capturing the data usage footprint for the primary request as well as all secondary requests. After accumulating the footprint of each primary request and relevant secondary requests, the total replaced the original primary request size and the secondary entries were discarded. Such analysis and post-processing can only be performed with access to a live website. The presented initial results are limited to that of a single website, since access to web logs of an active site is severely limited. Web Session -A web session is a set of consecutive requests generated by an individual user during a single viewing period. As seen in Figure 4 , web session A contains three primary web requests and thus has a web session length of three. A web log is composed of many interleaved web sessions initiated by multiple users. Within the observed web log described in this section, web session lengths ranged from well over 100 documents in length with some sessions as long as 1400 primary requests. In order to provide a more accurate modeling of how the majority of normal users actually traversed the website, web session lengths were truncated to 35 primary requests, which falls within the 99th percentile.
Often web logs do not contain the complete information necessary to discern when a web session for a user ends and when the user's next web session begins. Research in this area has sought to differentiate between sessions using time-oriented heuristics (Zhang and Ghorbani 2004) and transitional request probabilities using a first-order Markov model (Požandenel, Mahnič and, and Kukar 2010) . However, for simplicity, it is assumed in this work that a 900 second or greater time lapse between primary requests denotes the end of one web session and the beginning of a new session. This assumption is consistent with previous works in the field (Kroc, Eidenbenz, and Smith 2009) .
Session Inter-arrival Time -Session inter-arrival time is the measure of time between the beginning of two consecutive web sessions. In Figure 4 , the session inter-arrival time is depicted as the time between the beginning of web session A and that of web session B.
Request Inter-arrival Time -Within a given session greater in length than one, there is an intermittent amount of time experienced between each respective primary web request by the client. This is referred to as the request inter-arrival time and is shown between web session A requests (4) and (5) in Figure 4 .
Dataset Limitations
As with many empirically based models, the simulation results are heavily dependent on the quality of the training data. Moreover, the training of Markov models based on the actions that have been observed in the web logs restricts our model to only the web pages requested and conditional probabilities between pages that have been observed. Lastly, due to the necessity of performing analysis on a live website and limited cooperation of website operators, the results of our work are currently limited. Although there are no indications that the presented model and algorithm would not provide a general solution, such claims can only be made after further analysis of a broader set of websites.
SIMULATION ALGORITHM
The objective of the proposed simulation algorithm is to generate web traffic in accordance with what has been observed. The uniqueness of the outlined approach in comparison to the papers discussed in Section 2 is that the described simulation algorithm generates web traffic crafted from empirical distributions from a specific web application and utilizes a trained Markov model to generate page requests that reflect actual primary request patterns. This section describes the proposed algorithm -based on a second-order Markov model -and the underlying modeling components.
Algorithm Description
Given a web server log composed of N days of observed requests as an input, the objective of Algorithm 1 is to simulate a web server log that conforms to the empirical distributions derived from the input dataset while preserving web usage behaviors as they were deduced from sessions within the input web log. The Idziorek, Tannian, and Jacobson output of the simulation algorithm is a web server log L composed of many users' web sessions that emulates actual clients as they utilize the website over a period of time.
A web server log L is composed of many independent and, at times, overlapping sessions s that represent the actions taken by a website's user base. Each session s ∈ L is a tuple s =< ipAddress, sessionLength, P > that is composed of the IP address of the individual requester, the number of web pages requested during a given session, and the set of primary web page requests P. Each p ∈ P is also a tuple p =< page,time, size > that denotes the specific web page, time stamp, and size of each individual web page request within a session. 
Algorithm Modeling Components
The presented algorithm illustrates a high-level overview of our approach to simulating web usage profiles. The underpinnings of the algorithm are derived from published web usage metrics in coordination with generating primary request sequences by using a Markov model. The following descriptions provide a Idziorek, Tannian, and Jacobson thorough analysis of the algorithm components used for experimental evaluation, which is reviewed in the next section.
Line 3: totalRequests -Although not formally presented in in this paper, linear regression analysis was performed on each training dataset to extrapolate the expectation of the number requests for the given target of accumulated simulation days. This value was used as the control parameter to dictate the length of each simulation run. Line 4: generateSessionLength() -The session length defines the number of primary web requests by an individual user during a single browsing period. Session lengths were modeled as a Lognormal distribution with the following parameters: α = 0.44-0.48, β = 0.76-0.78, µ = 2.47-2.49 pages, σ = 3.45-3.46 pages. The modeled session length distribution is consistent with Tran-Gia, Staehle, and Leibnitz (2001). Line 5: generateI pAddress() -The IP addresses chosen for each individual session were modeled and drawn from a continuous, piecewise-linear empirical distribution that was populated based on the pre-processing analysis of the training data set. Line 6: generateSessionInterarrivalTime() -The session inter-arrival times were modeled as an exponential distribution with a mean that varied between 113 and 126 seconds. Although in Kroc, Eidenbenz, and Smith (2009) , session length was modeled with a Weibull distribution, we found an exponential distribution to be a more appropriate fit for the given data sets. Line 10: returnFirstPage() -Each simulated session is initialized by determining the first page to be synthetically generated for a given user and for each individual session. The first page distribution is an initial state vector learned from the first page views of the sessions extracted from the training dataset. Due to the self-similarity of web traffic, the distribution of first page requests can also be depicted with a zipf-like distribution similar to that of the aggregate request distributions presented in Section 3. Figure 5 represents the first-page distribution of the training data set and Figure 6 represents the simulated first-page distribution. Line 15: returnPageFirstOrderMarkov() -A Markov model is used to generate the actual page requests and is trained by analyzing web server logs. Based on the presented algorithm, if a session length is at least two, the second request generated in a web session is drawn from a first-order Markov model such that p i j = Pr(x n+1 = j|x n = i). For a thorough explanation of training and building Markov models, which is accompanied examples, please see Borges and Levene (2007) . Line 17: returnPageSecondOrderMarkov() -For web session lengths greater than two, all subsequent requests are generated from a second-order Markov model such that p i jk = Pr(x n+2 = k|x n+1 = j, x n = i). The second-order model was constructed in a manner similar to the first-order model. Line 19: generateRequestInterarrivalTime() -Each request inter-arrival time was generated from a Weibull distribution with the scale parameter ranging between 28.57 and 33.8 and the shape parameter Idziorek, Tannian, and Jacobson between 0.57 and 0.62. The fitting of this distribution aligns with that in Kroc, Eidenbenz, and Smith (2009) .
EXPERIMENTAL EVALUATION
In this section we present experimental measures, experimental design and related experimental results. Validation of the algorithm relies on three key measures : 1) summarization quality, 2) overlap and 3) data usage modeling error that are assessed relative to actual web usage recorded by the website.
Experimental Metrics
The Spearman's Footrule distance (Dwork, Kumar, Naor, and Sivakumar 2001 ) is a non-parametric measure of association between two ranked lists. This measure was used in a similar context to measure the accuracy of predicting individual session n-grams generated from Markov models (Borges and Levene 2007) . For our work, however, the Spearman's Footrule distance is instead utilized to measure the summarization accuracy of the simulation algorithm by analyzing the ranked lists of the top-10% of the simulated primary requests output in comparison to that of the web logs. The purpose of employing the Spearman's Footrule is to find an aggregated ranking that minimizes the distance between two ranked lists. However, for the purposes of this paper, the proximity between two ranked lists will instead be considered as it is a more appropriate measure that aligns with the described analysis objectives.
Drawing on the notation established in Borges and Levene (2007) , the Spearman's Footrule proximity is defined as follows: Given two ranked top-k lists L 1 and L 2 as inputs, with each list containing k entries, let L be the union of the two lists such that L = L 1 ∪ L 2 . Furthermore, let L 1 be the reference list that is assumed to be the ground truth and L 2 be the comparison list, which in all actuality is a partial list in comparison to that of the reference list. To obtain the ranking of a list item i ∈ L in L 1 , we define the function f (i) and similarly g(i) for i ∈ L 2 . In either function f (i) or g(i) if i / ∈ L, then the subsequent ranking is assigned that of a location parameter l = k + 1 (Sculley 2007) . Given these preliminaries, the Spearman's Footrule proximity is defined as follows:
In the case that both ranked lists were identical, the Spearman proximity would be one. In order to provide a measure of similarity or proximity instead of a measure of difference or distance, the normalized summation in Equation 1 is subtracted from 1.
In conjunction with the Spearman's Footrule proximity, the overlap between the reference list L 1 and the comparator list L 2 is measured to provide a broad indication of the summarization ability of the simulation model output. The overlap is defined as the percentage of items in the comparator list L 2 that appear in the reference list L 1 .
Lastly, the percent error between the expected value of the aggregate data usage (in bytes) as produced by the output from the simulation model and the actual data usage from that of the observed logs is measured. This measure compliments the Spearman's Footrule and overlap metrics to provide a comparative indication of the model's ability to accurately forecast aggregate data usage, which is a key variable in public cloud utility costing models.
Experimental Design
The available dataset was utilized to its full extent by using a sliding window for both the input training days and for the output comparison. A goal of this work was to explore the minimum number of training days necessary to accurately simulate future aggregate use. In the context of cloud computing and due to Idziorek, Tannian, and Jacobson monthly billing cycles, future aggregate use is most appropriately defined as the 30 days in advance of the first observed day of the given training window. For example, as illustrated in Figure 7 , the simulation run A is trained on the days 1-10 of accumulated logs and is tasked with simulating the aggregate usage of the web application from days 1-30. The results of such a simulation output are then compared to that of the observed web log. To provide multiple simulation runs for a given training window size, the simulation was repeated by shifting the simulation window into the future one day. As shown in Figure 7 , the simulation run B was trained on the logs from days 2-11 and was tasked with simulating the aggregate usage for days 2-31 and thus a sliding training window of 10 days. To explore the minimum number of training days necessary to simulate future aggregate use, a sliding window of observed days ranging from 4 days to 29 days was used. The size of the training window (in days) is denoted as the x-axis for Figures 8, 9 , and 10. For each training window size, 25 simulation runs were conducted and the metrics described in Section 5.1 were calculated. Each datapoint on Figures 8, 9 , and 10 represents an average for the given metric resulting from 25 simulations runs per training window size.
Experimental Results
Experimental simulations were performed for the described algorithm using both a first-order and secondorder Markov model to generate the actual web page requests that compose a web session. Having prior access to the accumulated data logs allowed for the comparison of the simulation model output with that of what actually transpired. Figure 8 provides a comparison of percent error between generating web requests from a first-order Markov model and from that of a second-order Markov model. From this figure it can be seen that at least nine days of observed web logs are necessary to provide a 30-day projection of data usage that is within a 5% error tolerance of the actual value. As expected, the initial prediction capability of both models improves as the training window sizes increases. However, the first-order model reaches a limitation of accuracy after approximately 11 days while the second-order model exhibits a linear improvement in accuracy after 10 days with a clear divergence between the two models occurring after 18 days. Figure 9 shows the Spearman's Footrule proximity between the simulated output and the observed logs for the top-10% of requests. The results show that across all training window sizes, the first-order model provides a consistently better summarization ability in comparison to that of the second-order model. This is in part due to the nature of Markov models. In this context, first-order models accurately represent the first two requests of a session but do not accurately represent all second-order conditional probabilities for session lengths greater than two. Second-order models on the other hand, accurately model second-order conditional probabilities and thus have a higher accuracy in reflecting reality (Figure 8 ) but do so at the loss of coverage. The summarization strengths of the first-order model in comparison to the second-order model can further be seen in Figure 10 , which provides a higher-level comparison of the overlap between the top-10% of requests. Through this study, a second-order Markov model has been shown to provide a consistently more accurate modeling of web data usage than a first-order model. However, a first-order Markov model has been shown to consistently better coverage in comparison to a second-order model. The drawback of higher-order Markov models is that they consume a exponentially higher state-space and longer model runtimes than that of lower-order models. For the application of data usage forecasting a second-order model appears to be preferable. However, for other applications of our model where coverage is a more valued quality, limiting modeling to the use of first-order Markov model may be preferable.
FUTURE WORK
Further validation and future work on this topic will be heavily dependent on obtaining a sufficient number of daily web logs from an active websites of sufficient length and that are suited for data usage modeling. Privacy and security concerns are significant impediments to accessing web logs for research use. To render existing publicly available datasets useful for such analysis, heuristic-based approaches will be necessary in order to identify primary requests and to reconstruct data usage footprints from associated secondary in-line requests. Within the study of Markov models, there exist a number of methodologies that could be implemented (or expanded upon) to further refine the accuracy of session generation component of the model, which could potentially lead to more precise data usage modeling.
CONCLUSION
Resource planning is not unique to where an application is hosted. However, having accurate profiles of future web application usage allows for more efficient management and expectations of costs in the cloud. In order to address this challenge, modeling needs to be able to characterize a given web application trained with actuals usage patterns. In summary, our approach was to do the following: 1) obtain actual page sizes (i.e. size of primary and secondary in-line requests); 2) determine empirical distributions from actual web logs; 3) build Markov models that represent page request order based on actual usage; 4) apply an algorithm that leverages the models in 2) and 3) to generate web log entries for the target number of days; and 5) evaluate accuracy and summarization of the resultant logs compared with actual logs. In a practical setting the last step would not be possible until after the target day has passed, but step 5) would be helpful to establish ongoing confidence in and possibly tune parameters within the approach.
This paper contributes to the field of modeling and simulation by offering a modeling approach that approximates actual web application usage behavior with greater fidelity by tailoring modeling to the application instance. Moreover, the developed algorithm provides a means to utilize these models to produce days of complete web server logs. Thus providing one an ability to evaluate the qualities of this approach with a practical benchmark. Results have shown that a minimum of nine days of observed logs is necessary to provide a sufficiently accurate projection of logs for a cloud billing cycle. Ultimately a simulation algorithm that utilizes higher order Markov models yields acceptable data usage error rates at the expense of coverage, state space size and execution duration.
