We propose new control variates for variance reduction in the Metropolis-Hastings algorithm. We use variates that are functions of both the current state of the Markov chain and the proposed new state. This enable us to specify control variates which have known mean values for general target and proposal distributions. We develop the ideas for both the standard Metropolis-Hastings algorithm and the generalized reversible jump version. We present simulation results for four simulation examples. The variance reduction varies depending on the target distribution and proposal mechanisms used, the typical relative variance reduction is between 15% and 35%.
Introduction
Suppose we want to estimate the mean, µ, of a function f (x) when x ∈ R n is distributed according to a target distribution π(·). If x is of high dimension and π(·) is complex, Markov chain Monte Carlo (MCMC) techniques are typically the only viable alternatives for evaluating µ. The most commonly used MCMC algorithm is the Metropolis-Hastings algorithm (Hastings, 1970) , in which each iteration consists of two steps. Letting x denote the current state of the Markov chain, one first proposes a new state y for the Markov chain. Second, one accepts the proposed state y with a certain probability, otherwise keeping x as the current state of the Markov chain. After discarding a burn in period, the current states are essentially from the target distribution π(·) and can be used to estimate µ. The most natural and traditional estimator of µ is the empirical mean of f (x).
It is possible to do better than the empirical mean when it comes to variance of the estimator. Liu (2001) points out some variance reduction methods. The antithetic variates method is due to Hammersley and Morton (1956) . The idea is to make samples with negative correlation. Then the variance of the empirical mean is less than for independent samples. The Rao-Blackwellization is based on the facts that E[E(f (x)|z)] = E(f (x)) and Var[E(f (x)|z)] ≤ Var(f (x)) for any random variable z, implying that if we can compute E(f (x)|z) analytically, this is a better estimator for µ then f (x). The control variates method construct estimators that are linear combinations of the original unbiased estimator for µ and other random variables, called control variates. The control variates have zero expectation and are correlated with the original estimator. In this way it is possible to construct unbiased estimators with less variance.
Variance reduction techniques can also be used in a Metropolis-Hastings setting. Casella and Robert (1996) develop the Rao-Blackwellization technique for this situation. However, to evaluate the resulting estimator is quadratic in the number of Metropolis-Hastings iterations. Pinto and Neal (2001) use the same sequence of random numbers for two Markov chains, one sampling from the distribution of interest and the other from a Gaussian approximation, and the latter chain is used to construct a control variate. This gives large variance reductions if the target distribution can be reasonably well approximated with a Gaussian. Mira et al. (2003) use the zero-variance principle introduced in the physics literature to construct another estimatorf (x) that is the sum of the original estimator f (x) and an additional term with expectation zero. Thus, the additional term can be considered a control variate. The method is only examined for simple low dimensional examples, so the potential is not known for more complicated problems. Atchadé and Perron (2005) construct control variates that is a function of all proposed states. However, to be able to know the mean of the control variate they must limit the attention to the independent proposal Metropolis-Hastings algorithm.
In the present paper we also use the control variate technique, but consider control variates that are functions of both the current states, x, and the proposals, y. This enable us to define several zero-mean control variates for general target and proposal distributions. We develop the ideas both for the standard Metropolis-Hastings procedure and the generalised reversible jump algorithm. The amount of variance reduction obtained varies depending on the target distribution and the proposal distribution used.
The paper is organised as follows. In Section 2 we give a brief introduction to the MetropolisHastings algorithm, and in Section 3 we describe the control variate technique. The new control variates are developed in Section 4 and simulation examples are presented in Section 5. Finally, in Section 6 we give some closing remarks.
MCMC simulation
Our aim is to make samples from a target distribution π(·). The idea behind MCMC algorithms is to construct a Markov chain, with transition kernel P say, which have π(·) as it's limiting distribution, see for example Liu (2001) . An MCMC algorithm typically consists of two steps in each iteration. Letting x denote the current state of the Markov chain, one first proposes a new state y for the Markov chain and, second, one accepts y with a certain probability, otherwise one keeps x as the current state. Let x 1 , . . . , x N and y 1 , . . . , y N denote N states of the Markov chain and corresponding proposals in the MCMC algorithm, respectively, after having discarded a "burn-in" period. Then x 1 , . . . , x N are samples from π(·). Thus, with
the most frequently used estimator for µ is the sample mean,
As discussed above, it is possible to construct better estimators than the sample mean by using also the information in the rejected states and we return to this in Section 4. First we describe in more detail some MCMC algorithms. We start with the standard Metropolis-Hastings scheme.
Standard Metropolis-Hastings algorithm
Assume the target distribution to be continuous on R n and let π(·) denote its density. A transition kernel P will then define a Markov chain with π(·) as it's limiting distribution if
where F is the Borel σ-algebra on R n . It is hard to construct a suitable kernel P directly from (3). Instead it is common to restrict attention to time reversible chains, i.e. require the the detailed-balance condition,
If the chain satisfies (4) then the chain also satisfy (3). The transition kernel in the MetropolisHastings algorithm is given by
where q(·|x) is a proposal density, α(y|x) is the probability for accepting a proposal y, I(·) is the indicator function and r(x) the probability for remaining at x. Equation (4) is satisfied if (Hastings, 1970) π(x)q(y|x)α(y|x) = π(y)q(x|y)α(x|y),
which has the most general solution
where s(x, y) ≥ 0 can be any symmetric function s(x, y) = s(y, x), that gives α(y|x) ≤ 1 ∀x, y ∈ R n . In terms of asymptotic variance, the optimal choice for the acceptance probability is given by (Peskun, 1973) α(y|x) = min {1, R(x, y)} where R(x, y) = π(y)q(x|y) π(x)q(y|x) .
Mode jumping algorithm
A variant of the Metropolis-Hastings algorithm is the mode jumping algorithm introduced in Tjelmeland and Hegstad (2001) . This algorithm uses two proposal densities q 0 (·|x) and q 1 (·|x).
Still letting x denote the current state of the Markov chain, the algorithm works as follows. First, we draw k = 0 or 1 at random and generate a new state y for the Markov chain from the proposal distribution q k (·|x). Second, we accept the proposed state y with probability
Otherwise we keep x as the current state. One should note that the acceptance probability in (8) results from (6) for a specific choice of the function s(x, y).
Reversible jump algorithm
The reversible jump algorithm is a generalization of the standard Metropolis-Hastings algorithm and is also based on the construction of a time reversible Markov chain. This short description is based on Waagepetersen and Sørensen (2001) . The reversible jump algorithm is most often used when the target distribution have a sample space of varying dimension. The target distribution π(·) is now the joint probability distribution of x = (m, z), where m ∈ {1, 2, . . . , M } is a model indicator and z is a real stochastic vector of possibly varying dimension. The vector z takes values in a set C defined as a union
Given we are inside a model m, z can only take values in C m . Letting x = (m, z) with z ∈ C m be the current state of the Markov chain, each iteration of the algorithm works as follows. Propose a new state y = (m
, where p mm ′ is the proposal distribution for m ′ and q mm ′ (u|z) the proposal distribution for u. Note that u can be of varying dimension dependent on the value of m ′ . Next, a one-to-one deterministic functional relation is assumed between (z, u) and
The proposed new value of the Markov chain is y = (m ′ , z ′ ) and it is accepted with probability
and J is the Jacobi determinant for the transformation from (z, u) to (z ′ , u ′ ). More details of the algorithm is given in Appendix A.1.
Control variates
Suppose we have samples from the target distribution π(·) generated using one of the algorithms presented in Section 2 and we are interested in estimating µ defined in (1). We can then use the control variates technique (Liu, 2001) to reduce the variance in our estimate. More generally we can describe the control variates technique as follows. Let x 1 , . . . , x N be samples from the target distribution and suppose we use the sample to estimate µ with an unbiased estimator µ * . Typically µ * is the sample mean, equation (2). Suppose we have another random variable v, the control variate, with known expectation δ and which is correlated with µ * . Without loss of generality we assume δ = 0. Then for any value c we can also use the unbiased estimator
This gives,
which is minimized for
For this optimal value of c, the relative variance reduction by usingμ in stead of µ * is
Thus, the aim is to construct a control variate which has a high squared correlation with µ * . Note that it is possible to use more then one control variate. Suppose we have the control variates v 1 , . . . , v m . Then we can use the estimator
and find constants c 1 , . . . , c m which minimizes the variance. In the next section we discuss ways to construct control variates for Metropolis-Hastings algorithms.
Remark 1. Suppose we achieve a relative variance reduction a in the estimate of µ when we use a control variate compared with the sample mean. Alternatively, we can obtain the same variance reduction by running the chain for more iterations and estimate µ by the sample mean in the longer chain. Suppose the original chain was run for N 1 iterations and the longer chain for N 2 iterations. Then the longer chain gives a relative variance reduction of a = (1
Thus, to get a relative variance reduction of a we need to increase the number of iterations with a factor of 1/(1 − a).
Metropolis-Hastings and control variates
As in Section 2, let x 1 , . . . , x N and y 1 , . . . , y N denote the states of the Markov chain and the corresponding proposals in an MCMC algorithm, respectively. In this section we construct control variates for the Metropolis-Hastings algorithm.
A first control variate
Consider a control variate of the form
where g(·, ·) is a function to be specified. Recall the standard Metropolis-Hastings algorithm from Section 2.1. The estimatorμ in (10) is then unbiased if E(g(x, y)) = 0 where (x, y) ∼ π(x)q(y|x). Define the function
where w 1 (·, ·) and w 2 (·, ·) are weight functions to be specified. We can then use
To find weight functions that satisfy (16), split the integral in two parts and change the order of integration in the last integral. This gives the requirement
Thus a sufficient condition for E(g 0 (x, y)) = 0 is
which is satisfied for
and
Substituting (19) into (15) gives
which again can be substituted into equation (14) and we have defined a control variate that uses all the accepted and proposed states in the Metropolis-Hastings algorithm. We end this section with some remarks concerning the control variate just defined. Remark 2. With similar calculations like above we get the same control variate for the mode jumping and the reversible jump algorithms. In Appendix A.1 we give a proof of (20) in the reversible jump setting. Remark 3. The two weight functions in (19) may be multiplied with any function s(x, y) that is symmetric in x and y and (18) will still hold. Note that this function corresponds essentially to the symmetric function that can be chosen in Hastings (1970) original acceptance probability, our equation (6). However, an important difference is that in (6) the choice of s(x, y) must ensure that the acceptance probability is not larger than one, whereas no such requirement exists for the weight functions. Remark 4. The connection between the Metropolis-Hastings acceptance probability and the weights in (15) can also be seen from the following. With (15) the estimator for µ becomes
Thus, the total weights given to the current state x and the proposal y are 1 + w 1 (x, y) and w 2 (x, y), respectively. If we require these to sum to unity we get w 2 (x, y) = −w 1 (x, y). In turn substituting this into (18) we get a requirement for w 1 (x, y) which exactly corresponds to (5) for the Metropolis-Hastings acceptance probability. In particular, our choice in (19) corresponds to the Barker (1965) acceptance probability.
Remark 5. To calculate the estimateμ all we need is the current state x, the proposal y and the acceptance ratio R(x, y). This is quantities that are already calculated to run the MetropolisHastings algorithm. Thus, to calculateμ is essentally of the same computational complexity as calculatingμ.
Control variates including the acceptance indicator
Now we go one step further and define control variates not only depending on the current and proposed states for each iteration but also the information whether we get acceptance or not. Define the acceptance indicator γ ∈ {0, 1}. As before, let x and y denote the current state of the Markov chain and the proposal respectively. We let γ = 1 if the proposal is accepted and γ = 0 otherwise. Thus
Consider control variates of the form
where g(·, ·, ·) is some function to be specified and γ 1 , . . . , γ N are the acceptance indicators for each iteration of the Markov chain. We then have the following result that holds for the standard Metropolis-Hastings, the mode jumping and the reversible jump algorithms Theorem 1. Let (x, y, γ) ∼ π(x)q(y|x)P(γ|x, y) and define the functions
This is proved in much the same way that we calculated (20). A proof for the standard MetropolisHastings algorithm is given in Appendix A.2. Then we can set g(x, y, γ) = g l (x, y, γ) for any of l = 1, . . . , 4 in (22) and we have constructed four more control variates.
Remark 6. To calculate the control variates presented in this section we also only need the current state x, the proposal y and the acceptance ratio R(x, y), similar to what we observed in Remark 5.
Calculation of the control variate estimate
When calculating the estimateμ in (10) for one of the control variates defined in Sections 4.1 and 4.2 we want to use the optimal value for the constant c. The optimal value in (11) can not be directly used as both Cov(µ * , v) and Var(µ * ) are unknown. The two quantities may be estimated via time series analysis methods, see Priestly (1981) , Geier (1992) and Han and Green (1992) . We adopt a very simple method based on dividing the chain into batches. More precisely, we divide the N iterations into M batches of equal lengths, where N and M must be chosen so that N/M is much larger than the correlation length of the simulated Markov chain. We estimate the optimal value for c byĉ
whereμ j and v j are the sample mean and the control variate for batch number j, respectively, andμ
Finally, we substituteĉ for c in (10). One should note that when using the same Markov chain run first to estimate the optimal value for c and thereafter computingμ with c =ĉ, the resultingμ is no longer unbiased. If the unbiasedness is considered really important, a better alternative is to do two independent Markov chain runs, runs A and B say. One may then estimate the optimal value for c from each of the two runs, gettingĉ A andĉ B say, and thereafter computingμ A from run A with c =ĉ B andμ B from run B with c =ĉ A . Then bothμ A andμ B are unbiased estimators for µ, and so is 1 2 (μ A +μ B ).
Simulation examples
In this section we try the control variates in four simulation examples. First we present the results for a toy Gaussian example. The three other examples is based on previously analysed and published data sets and we use our control variates with the exact same models and simulation algorithms previously presented.
Toy Gaussian example
Let π(·) be a ten dimensional standard Gaussian distribution. We estimate the mean of the function f (x) = x 1 , where x 1 denotes the first component of the vector x, of course µ = E(x 1 ) = 0. We simulate using the Metropolis-Hastings algorithm and try two different proposal distributions. The first is the normal random walk proposal (Liu, 2001) q RW (y|x) = N 10 (y|x, σ 2 I),
where N n (·|ν, Σ) is the density function of an n-dimensional Gaussian distribution with mean ν and covariance matrix Σ, σ 2 is the proposal variance and I the identity matrix. The second is the Langevin proposal (Roberts and Rosenthal, 1998) 
We present results for the control variates defined by (20) and (23), and denote them v 0 and v 1 , respectively. We also tried the other control variates discussed in Section 4, but these produced less promising results. We consider the two estimators
The results are summarised in Figure 1 . The left and right columns contain results for the normal random walk and Langevin proposals, respectively. For eight different values of σ, the first row gives the correlation between the sample mean and v 0 , the second row the correlation between the sample mean and v 1 , the third row gives the correlation between v 0 and v 1 , and in the forth row the upper and lower curves show the relative variance reduction using the estimatorsμ (0) and µ (0,1) compared with the sample mean, respectively. The maximal relative variance reduction is slightly above and slightly below 30% for the random walk and Langevin proposals, respectively. This corresponds to an r a value of about 1.43, i.e. the variance reduction is the same as one would have obtained by increasing the number of iterations by 43%. One can note that the largest variance reductions are obtained when σ is close to the optimal values identified in Roberts et al. (1997), for random walk proposals, and in Roberts and Rosenthal (1998) , for Langevin proposals.
We also notice that the improvement usingμ (0,1) is minimal compared withμ (0) even if Corr(μ, v 1 ) is significantly different from zero for large values of σ. This can be understood from the plots in the third row. When Corr(μ, v 1 ) is large, Corr(v 0 , v 1 ) is also large in absolute value, so v 0 and v 1 are kind of similar and v 1 do not give much additional information in the estimation.
Gaussian Markov random field example
In this section we consider a simple but much analysed binomial time series taken from Kitagawa (1987) . Each day during the years 1983 and 1984 it was recorded whether there was more than one mm rainfall in Tokyo. We are interested in estimating the underlying probability p t of rainfall at calendar day t = 1, . . . , 366. We use the likelihood function (Kitagawa, 1987) 
where p(·) is the logit link and
T is the number of times it rained more than 1 mm on the different calendar days. Further, n t = 2 for t = 60 and n 60 = 1 which corresponds to February 29. We use two prior models for χ = (χ 1 , . . . , χ n ), circular Gaussian Markov random fields with first and second order neighbourhood with precision κ ∼ Γ(a, b), the gamma distribution. The circularity in the priors is based on Rue and Held (2004) and they refer to the priors as RW1 and RW2, respectively. With x = (χ, κ) the target distribution of interest is the posterior distribution π(x|d) and as an estimator for p t we use E(p(χ t )|d). Thus, in the notation introduced in Section 2 we have f (x) = p(χ t ).
To simulate from the posterior distribution we use an algorithm from Rue and Held (2004) . We simulate from the posterior π(χ, κ|d) by first proposing a new precision value κ ′ = f κ where f has density π(f ) ∝ 1 + 1/f on the interval [1/F, F ]. This conveniently makes
Next we propose a new value χ ′ conditioned on κ ′ for the Markov random field from a second order Taylor approximation to the posterior distribution and simultaneously accept or reject the proposal (χ ′ , κ ′ ). We simulate using the library GMRFlib (Rue and Follestad, 2002) . We consider all the five control variates defined in Section 4. We denote the variates defined by (20), (23), (24), (25) and (26) with v 0 , v 1 , v 2 , v 3 and v 4 , respectively. We present results for the corresponding five estimators,μ
In the simulations we adopt the hyper-parameter values a = 1.0, b = 0.000289 used in Rue and Held (2004) . Further, we chose F = 7 which gave an acceptance rate around 30%. For each model, we ran the algorithm for 300000 iterations (after convergence) and used the realisations to estimate the relative variance reduction for each calendar day t = 1, . . . , 366. We also used bootstrapping, the percentile method (Efron, 1981) , to estimate corresponding confidence intervals. The results are summarised in Figure 2 and Table 1 . In Figure 2 , the left and right columns show results for the RW1 and RW2 priors, respectively. From top to bottom the five rows show, for each calendar day, confidence intervals for the relative variance reduction when using µ (0) to µ (4) . One can note that the first control variate, v 0 , is the only one that substantially contribute to any variance reduction. For v 0 the reduction is between 20 and 30%. In Table 1 we give more details for three arbitrary chosen calendar days, t = 64, 184 and 308. For each of the two models, the table give confidence intervals for p t based on µ andμ (0) , respectively, together with corresponding estimated standard deviations and r a . We note that the gain of using our control variates is somewhat lower here than in the Gaussian toy example. 
Mode jumping example
In this section we reconsider the example in Section 4.2 of Tjelmeland and Hegstad (2001) where a mixture model is used for a data set originally presented in Brooks et al. (1997) concerning fetal deaths in litters of mice. The model is a mixture of beta-binomial and binomial distribution
where λ is the number of deaths and η the number of implants or fetuses. The model parameters are γ ∈ [0, 1], µ ∈ [0, 1], θ ≥ 0 and ν ∈ [0, 1], to which independent vague prior distributions are assigned. The target distribution of interest is the posterior distribution of the parameters given the data. This posterior turns out to have two distinct modes and our focus here is the probability mass contained in the smaller mode. Given a current state x = (γ, µ, θ, ν), a potential new state y is generated as follows. First, a vector ϕ is generated from a very wide Gaussian distribution and k = 0 or 1 is chosen with equal probabilities. Second, a local optimisation algorithm is run, starting in x + ϕ if k = 0 and in x − ϕ if k = 1. Third, a Gaussian or t-distribution is fitted to the local optimum located and, finally, the potential new state y is generated from the fitted distribution. For more details of the algorithm used, see the reference given above.
We consider the same control variates and estimators that we considered in Section 5.2. In Table 2 we summarise the results. For the empirical mean,μ, and each ofμ (0) , . . . ,μ (4) we give the resulting confidence interval for the probability mass contained in the smaller mode, corresponding standard deviation, the r a -value and confidence intervals for the relative variance reduction. The confidence interval for the relative variance reduction is again obtained using bootstrapping. We see that we obtain very satisfying results for three of the estimators, namelyμ (0) ,μ (3) andμ (4) . However, v 0 , v 3 and v 4 are highly correlated so very little extra can be gained by using more than one control variate. Table 3 : Reversible jump example: Confidence intervals, standard deviation and corresponding r a for P(m = 2), P(m = 5) and P(m = 8) for the enzyme and the acidity data using the estimatorŝ µ andμ (0) .
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Reversible jump example
In this example we consider the model and data sets presented in Richardson and Green (1997) . For three different data sets, Richardson and Green (1997) use a mixture of Gaussian densities with a stochastic number of mixture components. Thus, the resulting posterior is defined on space of varying dimension and a reversible jump algorithm is used to generate samples from it. We use the same three data sets as in Richardson and Green (1997) and also adopt exactly the same model and simulation algorithm. The reversible jump algorithm used to simulate from the posterior uses three groups of proposals. First, Gibbs updates is used for allocation of observations into the different mixture components and for the model parameters. Second, reversible jump moves are used either to split one mixture component into two or merging two mixture components into one. The last update type is to propose to remove an existing or to add a new empty mixture component. An empty mixture component is a component to which no data is allocated. For more details on the model and the simulation algorithm used we refer to the reference given above.
Our focus here is on the number of mixture components, denoted by m, and in particular its posterior distribution. Thus, for each possible value of m we let f (x) be an indicator function that is one whenever the number of mixture components equals the specified value, and zero otherwise. In the estimation process we only include updates of the two last types described above. The first update type does not change the value of m and therefore does not give any additional relevant information. We consider the same five control variates as in Sections 5.2 and 5.3. However, we now define two control variates of each type, one for each of the two update types involving a change in the value of m. For l = 0, 1, . . . , 4 let v l,2 be the control variate defined from equations (20), (23), (24), (25) and (26), respectively, for the second update type described above, and let v l,3 be the corresponding control variate based on the third update type. We then consider the five estimatorsμ
We ran the algorithm for 32 million sweeps (as defined in Richardson and Green (1997) ) after convergence and used the realisations to estimate the relative variance reduction for each value of m. The results are summarised in Figure 3 and Table 3 . In Figure 3 , the left and right columns show results for two different data sets, the "enzyme" and the "acidity" data sets. The results for the third data set, the "galaxy" data, were less promising. From top to bottom the five rows show 95% confidence intervals for the relative variance reduction for each value of m, when usingμ (0) tõ µ (4) . As in the previous examples, bootstrapping is used to generate the confidence intervals. The first control variate is again the most effective one, but estimatorsμ (3) andμ (4) also give noticeable variance reductions. Note thatμ (3) andμ (4) are the same control variates that work well in the mode jumping example. In Table 3 we give more detailed results for m = 2, 5 and 8. For each of the two data sets considered, the table give confidence intervals for the posterior probability based on µ andμ (0) , respectively, together with corresponding estimated standard deviations and r a . One can note that the estimated posterior probabilities given in Richardson and Green (1997) outside our confidence intervals. This is not unreasonable as we are using a much larger number of iterations.
Closing remarks
In this paper we introduce five new control variates that can be used together with the MetropolisHastings algorithm. We consider functions of both the current state of the Markov chain and the proposed new state, and this enables us to construct control variates with known mean values for general target and proposal distributions. We work out the ideas for both the standard MetropolisHastings setting and for the more general reversible jump situation.
To apply the new control variates require very little extra effort, both in terms of implementation and computation time. The use of the control variates is best implemented as a program post-prosessing the simulation output. The only change necessary in the simulation code is to store the proposed new value y and the acceptance ratio R(x, y) in addition to the current state x. The post-processing step can be implemented as a general program, the only part that need to be recoded for each problem is the function of interest, f (x). The extra computation time is proportional to the number of iterations run and will usually be neglectable compared to the simulation time. In contrast, using the Rao-Blackwellization method in a Metropolis-Hastings setting give an extra cost that goes as the square of the number of iterations and will therefore dominate the total compution time when the number of iterations is large.
In four simulation examples we have explored what variance reduction can be obtained by using the new control variates. Two of the variates, v 1 and v 2 seem to be of little practical use. The best results are consistently obtained for the simplest control variate, v 0 , but also v 3 and v 4 give promising results in two of the examples. However, as v 3 and v 4 typically seem to be highly correlated with v 0 , we expect it to be most reasonable to use only v 0 .
The relative variance reduction obtained varies significantly depending on both the target distribution of interest, the proposal distributions used, and the expectation of interest. The largest reduction in our examples was 45%, which corresponds to r a = 1.83. Thus, to obtain a similar variance reduction, the run length would have to be increased by 83%. This number is from our mode jumping example where the simulation run took several days of computation time, so in this situation such a variance reduction is definitely of practical use.
Comparing the variance reductions in our four examples, the largest reductions seem to be obtained with proposal distributions that propose large changes. This is certainly true for the mode jumping example. In the Gaussian toy example the variance reductions are also largest when σ is reasonably large, but not too large as then most of the proposals will be far out in the tail of the distribution. The variance reductions are smaller for the reversible jump example where, loosely speaking, the proposed changes are rather small. This conclusion is also intuitively reasonable, with an algorithm proposing very small changes the correlation between x and y becomes very high and one can not expect to gain much by using also the rejected proposals.
A Some proofs of the control variates in Section 4
A.1 Proof of the first control variate for the Reversible jump algorithm
Recall the algorithm described in Section 2.3. Here comes some more details related to the algorithm which is needed to prove the first control variate. The functional relation between (z, u) and (z ′ , u ′ ) can in more detail be written as (z ′ , u ′ ) = φ mm ′ (z, u) = (φ 1mm ′ (z, u), φ 2mm ′ (z, u)) and (z, u) = φ −1
The deterministic mappings must be of dimension φ 1mm ′ : R nm+n mm ′ → R n m ′ and φ 2mm ′ : R nm+n mm ′ → R n m ′ m . When considering a move from state (m, z) to (m ′ , z ′ ) = (m ′ , φ 1mm ′ (z, u)) and the reversed move (m ′ , z ′ ) to (m, z) = (m, φ 1m ′ m (z ′ , u ′ )) the crucial so called dimensional matching condition n m + n mm ′ = n m ′ + n m ′ m must be satisfied to obtain reversebility. It means that the vectors (z, u) and (z ′ , u ′ ) must be of the same dimension. We write the Jacobi determinant in (9) as J = φ mm ′ (z, u) ∂z∂u .
Remember that we have x = (m, z), y = (m ′ , z ′ ) and z ′ = φ 1mm ′ (z, u). Thus, g(x, y) defined in (15) 
Thus, we get a sufficient condition for E(g(x, y)) = 0 by setting the sum of the two integrands identical to zero. This gives 
and we get the first control variate for the reversible jump setting by substituting (39) and (40) into (37). Finally, we get (20) using the expression for the acceptance ratio R(x, y).
w 2 (x, y, 0) = − π(y)q(x|y)α(x|y) π(y)q(x|y)[1 − α(x|y)] + π(x)q(y|x)α(y|x) , which, corresponding to case (iii) above, can be simplified to w 1 (x, y, 1) = −[1 − α(x|y)] and w 2 (x, y, 0) = α(y|x). This gives the g(x, y, γ) function in (25) in Theorem 1.
(v) Equating to zero the sum of the second and last terms in (42) and setting w 1 (x, y, 0) = w 1 (x, y, 1) = 0. Equation (42) is then fulfilled by setting w 2 (x, y, 0) = α(y|x) and w 2 (x, y, 1) = −[1 − α(y|x)] which gives the g(x, y, γ) function in (26) in Theorem 1.
(vi) Finally equating to zero the sum of the third and last terms in (42) and setting w 1 (x, y, 0) = w 2 (y, x, 0) = 0. This gives g(x, y, 0) = 0 and g(x, y, 1) = w 1 (x, y, 1)f (x) + w 2 (x, y, 1)f (y), where the weight functions must fulfill w 1 (x, y, 1)π(x)q(y|x)α(y|x) = −w 2 (y, x, 1)π(y)q(x|y)α(x|y).
Equation (44) can be simplified to w 2 (x, y, 1) = −w 1 (y, x, 1), which gives that g(x, y, 1) = w 1 (x, y, 1)f (x) − w 1 (y, x, 1)f (y). Inserting this in (22) we see that the resulting control variate is defined by a telescope sum. So, as for case (i), this case is of no interest.
