We observe that in a multi-channel system, an opportunistic channel access scheme that solely focuses on channel quality sensing measured by received SNR may induce users to use channels that, while providing better signals, are more congested. Ultimately the notion of channel quality should include both the signal quality and the level of congestion, and a good multi-channel access scheme should take both into account in deciding which channel to use and when. Motivated by this, we focus on the congestion aspect and examine what type of dynamic channel switching schemes may result in the best system throughput performance. Specifically we derive the stability region of a multi-user multi-channel WLAN system and determine the throughput optimal channel switching scheme within a certain class of schemes.
I. INTRODUCTION
Advances in software defined radio in recent years have motivated numerous studies on building agile, channel-aware transceivers that are capable of sensing instantaneous channel quality [1] , [2] , [3] . With this opportunity come the challenges of making effective opportunistic channel access and transmission scheduling decisions, as well as designing supporting system architectures. There have been extensive studies on dynamic channel access in a multi-user, multi-channel wireless system, see e.g., [4] , [5] . By allowing users to dynamically select which channel to use for transmission, these schemes aim to improve the system performance, typically measured by the total (or per user) throughput, the average packet delay and etc, compared to a system with a single channel or more static channel allocations. The main reason behind such improvement lies in temporal, spatial and spectral diversity. That is, the quality of a channel perceived by a user is timevarying, user-dependent, and channel-dependent.
Within this context we make the additional observation that there is also a congestion diversity in that a channel with fewer number of competing users presents better quality for a user. This is particularly true in a random access setting, where a large number of competing users can induce large backoff timer values which in turn lead to longer waiting time and lower throughput. We note that in a multi-channel system, an opportunistic access scheme that solely focuses on channel quality sensing as a result of random fading and shadowing, e.g., by measuring received SNR [6] , [5] , may induce users to use channels that, while providing better signals, are more congested. This can reduce the expected performance gain, or even turn gain to loss. Ultimately the notion of "channel quality" should include both the signal quality and the level of congestion, and a good multi-channel access scheme should take both into account in deciding which channel to use and when.
Motivated by the above, in this study we examine the possibility of utilizing congestion diversity to promote certain performance measures, e.g., throughput. As mentioned above, our ultimate goal is to construct an opportunistic channel access scheme that is aware of both signal quality and user congestion. However, in the present paper we will limit our attention to addressing the congestion aspect only; a good understanding of this aspect is a crucial first step in this effort.
Specifically, we ask the question of what type of dynamic channel switching schemes will give the best performance in a multi-channel WLAN. This will be evaluated using the notion of stability region of a scheme. This is because more effective resource allocation and sharing can achieve a lower overall congestion level, thus expanding the range of sustainable arrival rates and resulting in a larger stability region. The scheme with the largest such region is commonly known as the throughput optimal scheme. With this objective, we set out to study the stability region of a multi-channel WLAN system where users are allowed to dynamically switch between channels.
We proceed as follows. We first introduce a system of equations to characterize the stability region of a single channel WLAN consisting of multiple users within a single interference domain (Section II). We make the main observation that the size of backoff windows plays a pivotal role: when the backoff window is sufficiently large, the corresponding stability region is convex; as the window size decreases it evolves into a concave region. We then extend the same method to characterize the stability region of a multi-channel system (Section III). We show that channel switching induces a channel occupancy distribution, which discounts a node's attempt rate. This effect is equivalent to expanding the average backoff window, thus stability region in the multi-channel system is almost always convex. We then use this result to determine the throughput optimal channel switching scheme within a class. We also discuss how such schemes may be implemented. For the remainder of this paper, most proofs are omitted due to the space limit but can be found in [7] .
II. SINGLE CHANNEL STABILITY REGION A. System model and preliminaries
Consider a multiple access system using the IEEE 802.11 DCF. We assume that 1) the system consists of n nodes (or users interchangeably), indexed by the set N = {1, 2, . . . , n}, each with an infinite buffer; each node uses the same parameterization and has one transceiver; 2) the channel is ideal and there is no MAC-level packet discard, i.e., there is no retransmission limit of a packet after collision; 3) the queueing process at each node is stationary and ergodic such that Little's law is applicable [8] . Throughout the analysis we will adopt occasional other simplifying assumptions to make the problem tractable; these are introduced in their respective specific context since some are applied locally and some globally in the modeling framework. These are summarized in Table II in [7] -I. It should be noted that due to the complexity of the problem, successive simplification in the modeling effort is a rather common practice and has been used in most if not all previous works. We later show that these simplifications do not impact the accuracy of the model under normal operating parameter values.
The key to our method is to model the 802.11 DCF as a slotted mean field Markov chain. We first define the notion of a slot as follows.
Definition 1: Consider a virtual backoff timer of the system (or a virtual node) that counts down according to the 802.11 exponential backoff scheme with an infinite initial value. A slot is defined as the time interval between two successive decrements. Since the virtual node has no packet to send, it will alternate between the count down mode and the freezing mode indefinitely. Note that the slot time is a random variable.
Remark 1: The above definition provides a universal slot time for all nodes in the system and we will assume that real backoff timers at a node is synchronized to this virtual timer on slot boundaries. The motivation behind such a construction originates from the principal difficulty in modeling a nonsaturated system: the service process at each node runs in embedded time in terms of a slot, which is a random variable, whereas the packet arrival process is described in real-time [9] . This difficulty does not exist in saturated analysis, where arrival processes do not play a role.
Let the arrival rate at node i be λ i bits per second, where i ∈ N , and let λ = (λ 1 , λ 2 , . . . , λ n ). We formally define the stability region of system as follows. For a given λ, whether λ ∈ Λ is determined by the utilization factor at each node, denoted by ρ i for node i, or equivalently the probability that the queue at node i is nonempty at an arbitrary real time instant. Letρ i be the probability that the queue at node i is non-empty at the beginning of an arbitrary slot, denoted by t − .ρ i is then given bŷ ρ i = P the queue at node i is non-empty at t − .
Note thatρ i is conditioned on that t − is the beginning of a slot, and thusρ i = ρ i in general. Furthermore, we show in [7] thatρ i ≤ ρ i where equality holds if and only if ρ i = 1 or ρ i = 0, i.e., node i is either saturated or idle.
We next derive a relationship between transmission attempt probability andρ i . Note that successive attempts by the same node may occur if a node repeatedly selects timer value 0 while other nodes freeze their timers. This phenomenon can be prominent when the window size is small. We will call the string of successive attempts a run of attempts, and the first attempt in a run a run-first-attempt or simply first-attempt. We will also use the term backoff length to mean the selected timer value plus 1.
A key assumption underlying our model is an first-attempt collision sequence (FACS) decoupling approximation, stated as follows. Define C i (j) := 1 if the first-attempt of the jth run of attempts by node i results in a collision, and C i (j) := 0 if it results in a success.
Assumption 1 (FACS Decoupling Approximation): For
If one omits the possibility of successive attempts, or equivalently, assume that each run consists of only one attempt, which is reasonable when the initial window size is sufficiently large, then this decoupling approximation reduces to the wellknown decoupling approximation by Bianchi [10] .
Let τ i be the probability that node i initiates a first-attempt in an arbitrary slot. Then, we have the following lemma.
Proof: Define the following shorthand notations.
T x := node i initiates a first-attempt in a slot ; Q(Q) := the queue at node i is non-empty (empty) at the beginning of a slot .
We then have
Since P (T x|Q) = 1 W i , P (T x|Q) = 0, the result follows. 1
Remark 2:
If the possibility of runs of attempts is neglected, i.e., FACS decoupling reduces to Bianchi's approximation, then W i is given by
where W is the size of the initial backoff window and m is the value of the maximum backoff stage. Furthermore, if we consider the saturated case where users are identical, we havê ρ i = ρ i = ρ = 1, and p i = p, for all i. Consequently,
which is the same result obtained in [10] .
We conclude this section by noting again that not all our assumptions are applied globally, e.g., successive attempts are ignored when computing the average first-attempt backoff length and W i is hence given by Eqn. (1) , but successive attempts are critically considered when computing the average length of a slot given various conditions. A detailed summary may be found in Table II in [7] -I.
B. The stability region equation Σ
Our first main result is the following theorem on the quantitative description of Λ.
Theorem 1: λ ∈ Λ if and only if there exists at least one solution τ = (τ 1 , τ 2 , . . . , τ n ) to the following constrained system of equations (Σ, C, λ),
is the conditional average length of a slot given that the queue at node i is non-empty but i does not transmit in this slot; T s and T c are the lengths of a successful transmission and a collision, respectively. Proof: Σ(a) is the result of Lemma 1, and Σ(b) is an immediate consequence of its definition. Let the average packet service time at node i be X p i seconds per packet. Therefore,
Note that we have suppressed successive attempts in the above. The average data service time is X i = X p i /P . Thus, by Little's Law, the utilization factor of node i is given by ρ i = min{λ i X i , 1} and Σ(c) follows. C(i) is for the validity of τ as a probability measure. (Σ, C(i), λ) then constitutes a full set of description on the system utilization. C(ii) is the necessary and sufficient condition for this system to be stable.
For a given set of system parameter values, two sets of quantities are needed to compute Σ: E[slot i,Q,T x ] andρ i , ∀i ∈ N . This is detailed in the appendices of [7]-I. In particular, we show therein that though it is analytically intractable,ρ i is well approximated bŷ
is the conditional average length of a slot, given that the queue at node i is non-empty (resp. empty) at the beginning of this slot.
C. Characteristics of solutions to (Σ, C, λ)
Without the stability constraint C(ii), (Σ, C(i), λ) can be rewritten as a vector equation in [0, 1] n , that is,
where τ = (τ 1 , τ 2 , . . . , τ n ) ∈ [0, 1] n , and the existence of solutions can be then shown using Brouwer's fixed point theorem. However, the uniqueness of solution is in general difficult to prove; nevertheless, under the condition of a sufficiently large initial backoff window W , we have the following result on the uniqueness of solution.
Theorem 2: For sufficiently large W , if λ ∈ Λ, then (Σ, C, λ) admits a unique solution.
Proof: See Appendix D in [7]-I. Remark 3: Note that in the above theorem the condition is on the initial window size W . As an approximation we will take this to be equivalent to a large average backoff window assumption. This is because the probability of a (firstattempt) collision decays inverse-linearly in W , and thus W i is dominated by W when W is sufficiently large.
Within the context of a unique solution to (Σ, C, λ), consider λ as input parameters and rewrite Σ as F(τ , λ) = 0, with (n + n) unknowns, i.e., τ i 's and λ i 's. We can then inspect the existence of an implicit function of τ in terms of λ, and for this we need to examine the invertibility of the corresponding Jacobian matrix. Note also that the correspondence between ρ i and (λ, τ ) given by Σ(c) is a continuous function. If the Jacobian is invertible on the boundary of the stability region Λ in the space R n + , then the continuity of ρ i = ρ i (λ) is established. Hence, on the boundary of Λ, denoted by ∂Λ, there exists at least one node i such that ρ i = 1. However, to determine the invertibility of the Jacobian on ∂Λ is highly nontrivial and in general analytically intractable when the number of nodes is large. Therefore, we have resorted to numerical evaluation and more is discussed in the next section.
D. Numerical results
Using (Σ, C, λ), we can quantitatively describe the stability region of a single channel system, and some numerical results for the two-user case are illustrated in Figure 1 . The parameter setup can be found in [7] -I. As can be seen in these plots, the stability region of 802.11 DCF can be either convex or nonconvex. Moreover, as the average backoff window increases, the stability region evolves from a concave area to a convex one. These properties can be intuitively understood from the perspective of results on the stability region of slotted Aloha which is the natural prototype of the modern IEEE 802.11 DCF scheme. In [12] , Anantharam showed that the closure of the stability region of slotted Aloha with n users is given by the following subset of R n + ,
where vect(v i ) = (v 1 , v 2 , . . . , v n ), and p i can be interpreted as the transmission attempt rate of user i. Note that the main difference between the two lies in the collision avoidance mechanism. Instead of attempting transmission with probability 0 ≤ p ≤ 1 in a slot under slotted Aloha, in 802.11 each user adopts a backoff process with a randomly chosen timer value (or backoff length) within a window of size W . The effect the average length W has on transmission under 802.11 is akin to that of restricting the attempt rate p within an upper bound 1 W under slotted Aloha. Hence, the stability region of 802.11 DCF may be thought of as a subset of C provided that we properly scale a slot to real time.
To verify this intuition, let C W be the subset of C when 0 ≤ p i ≤ 1 W for all i. In Figure 2 , we plot C and C W with different values of W . As can be seen, as W grows, C W evolves from a concave set to a convex set, consistent with what we observed of 802.11 DCF in Figure 1 . It must be pointed out that the connection described above, while intuitive, is not a precise one technically. For instance, this connection might suggest that the stability region of 802.11 DCF will reduce to C when the average backoff length is 1. This is however not true. In this trivial case, the stability region of 802.11 DCF is reduced to one dimensional, i.e., the system is unstable for n ≥ 2. This is because the retransmission probability of 802.11 is also lower bounded by the reciprocal of window size at its backoff stage, and in the case when the backoff length (or window) is one another collision surely occurs.
III. MULTI-CHANNEL ANALYSIS

A. Main results and implications
Using a similar, mean-field Markovian model as we did in the single channel case, we can show that the stability region of a multi-channel system under the switching policy g is given by another system of equations denoted as (Σ g , C, λ), under the arrival rates λ = (λ 1 , λ 2 , . . . , λ n ), and subject to the feasibility constraints C. In addition to the same set of assumptions made in the single channel model, we assume that the system has K channels, indexed by the set C = {1, 2, . . . , K}; all channels are physically symmetric, i.e., has the same bandwidth, and the system use the same parameterization in all channels. We have not yet been able to model asymmetric channels, and will continue to pursue this in our future work. The complete presentation of Σ g is omitted here due to the space limit, but with the differences in analysis explained below, the readers are referred to the technical report for further details.
The first technical issue introduced by channelization is the heterogeneity of embedded time units among different channels. Since the slot length in a channel is by nature a random variable that depends on random packet arrivals, channels are in general strongly asynchronous in the embedded time units. Thus, as nodes switch among channels, we may need to switch the corresponding reference of embedded time in the slot based analysis. We define the notions of a slot in different contexts as follows.
Definition 3: Consider a virtual backoff timer in each channel that counts down according to the 802.11 exponential backoff scheme with an infinite initial value. A channel-slot (c-slot) is defined as the time interval between two consecutive decrements. Consider a virtual backoff timer at each node with an infinite initial value, the one that is synchronized with the virtual timer of the channel in which the node resides. A node-slot (n-slot) is defined as the time interval between two consecutive decrements of the nodal virtual backoff timer.
Despite the asymmetric time scales introduced by the channelization, there are also several distributions induced by the policy g that are related to Σ g . Define by Q i = {q (k) i , k ∈ C} the stationary channel occupancy distribution in n-slots of node i. Denote by t − the beginning of an arbitrary n-slot, and then q (k) i is given by
Also, define by Q i = {q Q, Q and Q are quantitatively related by well-defined correspondences, which is detailed in [7] .
The existence of solutions to Σ g can be similarly established using Brouwer's fixed point theorem. Moreover, we have the following results on the uniqueness of its solution and throughput optimality of the switching policy, within the context of unbiased policies defined as follows.
Definition 4:
A scheduling policy is unbiased if the stationary channel occupancy distribution induced by such a policy is identical for every node, i.e., q (k) i = q (k) for all i ∈ N and k ∈ C. An unbiased scheduling policy is denoted by g U , and the space of unbiased policies is denoted by G U .
Theorem 3: For all sufficiently large W , the system of equations (Σ g U , λ) admits a unique solution.
Proof: See Appendix C in [7]-II.
Theorem 4: Consider a scheduling policy g U ∈ G U and the associated stability region Λ g U . For all sufficiently large initial window size W , g U is throughput-optimal within the class G U if q (k) = 1 K for all k. These will be referred to as equi-occupancy policies.
Proof: See Appendix D in [7]-II.
The above results provide us with the following insights in addition to what we have observed in the single-channel case.
• Σ g reduces to Σ in the single channel case by properly configuring related parameters, and Σ g thus forms a unified framework in describing the stability region of 802.11 DCF. • As shown in the numerical experiment in Section III-C, the uniqueness of the solution to (Σ g U , λ) is in fact true for even small windows. One way to explain this is by considering the discounting effect of channelization on the attempt rate. The attempt rate of each node in a channel is discounted by the occupancy probability in that channel. As discussed in the single channel case, the attempt rate is roughly upper bounded by the reciprocal of the average backoff window size. Hence channelization has the effect of window expansion. The same explanation also applies to the observation that the stability region in a multi-channel system is nearly always convex. • The throughput-optimality of equi-occupancy policies confirms the intuitive notion that given symmetric channelization and identical channel occupancy of users (or any scaled version when channels are asymmetric), load balancing optimizes the system performance in terms of expanding the stability region. Within unbiased policies users have identical time/traffic distribution over the channels. In general, however, load balancing could also be achieved through different distribution for different users. Indeed we believe a throughput-optimal policy in the entire policy space G, if exists, is in general a biased one. A trivial example would be that deterministically separating two users in a bi-channel system is clearly no worse than an equi-occupancy strategy. This remains an interesting subject of future studies.
B. Heuristic implementation of equi-occupancy policies
Note that equi-occupancy is a feature, or the outcome of certain protocol specifications, rather than something directly implementable. We therefore must comment on how such policies may be realized. One immediate heuristic is to record the amount of time spent in each channel and try to equalize them. A cautious note is that this method may incur certain synchronization among nodes initially assigned in the same channel, and thus the channel allocations become highly correlated. This undermines the decoupling approximation used in the analysis. We could also keep track of the average throughput achieved in each channel, and switch to or remain in the one with the highest empirical average at certain specified time instants. A potential problem with this solution is that a node may persist in one channel for a very long time before switching, and thus in practice it may not result in equi-occupancy.
We have also explored two very simple heuristics. These are described in the bi-channel case below for simplicity. The first heuristic is called SAS (switching after success), and the second SAC (switching after collision). In both schemes, a switching probability is assigned to each backoff stage. Under SAS (respectively SAC), a node switches to the other channel with probability α i upon a successful transmission (respectively collision) if it is in the i-th backoff stage when this success (respectively collision) occurs. In addition, in SAC, after switching to the other channel, a node does not reset its backoff stage; instead, it continues the exponential backoff due to the last collision.
These two schemes heuristically implement the equioccupancy policy in the following sense. Consider the twodimensional Markov chains in the form of Bianchi's model [10] , where each state in one channel has a mirror state in the other one. Using the argument of symmetry, the symmetric solution is one possible steady-state distribution which reflects equi-occupancy. We cannot yet ascertain whether an asymmetric solution exists though symmetric solutions have always been observed in our numerical experiment.
It should be noted that neither of the above is a perfect solution and the key may be a proper combination of the two. The problem with SAS is that it can result in empty channels (the node that succeeded in the transmission happens to be the only node in that channel). When this happens nodes can tend to cluster in the non-empty channel for significant periods of time due to collision and backoff, while our mean field Markov analysis implicitly assumes no channels are empty for long. On the other hand, the problem with SAC (SAC rarely results in empty channels and avoids clustering in one channel) is that it interrupts the service process of a packet in a given channel which is another assumption underlying our analysis. Interestingly, the two are equivalent in terms of their respective induced attempt rate in saturation under the symmetric solution; this is detailed in [7] -II.
C. Numerical results
We now briefly report the numerical results obtained, assuming perfect channel condition. The parameter setup is reported in [7]-II. The stability region of bi-channel 802.11 DCF under the equioccupancy policy.
In Figure 3 , we plot the analytical boundaries of stability regions for various window settings with equal channel occupancy. Compared to results of the single channel case, convexity of the stability region is observed even with small backoff windows in the bi-channel case. Also, the numerical multiequilibrium phenomenon [7] -I disappears in the bi-channel system, which is expected from the earlier discussion on the heuristic equivalence between channelization and window expansion. To conclude, a unique convex stability region is generally expected in a multi-channel system.
In Figure 4 , we plot the analytical boundaries of stability regions corresponding to different unbiased policies in two scenarios. As can been seen, the equi-occupancy policy results in a stability region that is the superset of those of the other unbiased policies. It is also worth noting that as the backoff window enlarges, the gap between the superset region and other inferior regions decreases, as the reciprocal of the window size becomes the dominant factor in upper bounding the attempt rate.
IV. CONCLUSION AND FUTURE WORK In this paper we characterized the stability region of a multi-channel multi-user WLAN system, as well as throughput optimal channel switching schemes within a class. This work can be extended in the following directions: (1) the effect of asymmetric channels on the characterization of stability region; (2) throughput optimal switching when considering the space of biased policies.
