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Abstract 
Monitoring gases for environmental, industrial and agricultural fields is a 
demanding task that requires long periods of observation, large quantity of sensors, data 
management, high temporal and spatial resolution, long term stability, recalibration 
procedures, computational resources, and energy availability. 
Wireless Sensor Networks (WSNs) and Unmanned Aerial Vehicles (UAVs) are 
currently representing the best alternative to monitor large, remote, and difficult access 
areas, as these technologies have the possibility of carrying specialised gas sensing 
systems, and offer the possibility of geo-located and time stamp samples. However, these 
technologies are not fully functional for scientific and commercial applications as their 
development and availability is limited by a number of factors: the cost of sensors 
required to cover large areas, their stability over long periods, their power consumption, 
and the weight of the system to be used on small UAVs. Energy availability is a serious 
challenge when WSN are deployed in remote areas with difficult access to the grid, while 
small UAVs are limited by the energy in their reservoir tank or batteries. Another 
important challenge is the management of data produced by the sensor nodes, requiring 
large amount of resources to be stored, analysed and displayed after long periods of 
operation. 
In response to these challenges, this research proposes the following solutions 
aiming to improve the availability and development of these technologies for gas sensing 
monitoring: first, the integration of WSNs and UAVs for environmental gas sensing in 
order to monitor large volumes at ground and aerial levels with a minimum of sensor 
nodes for an effective 3D monitoring; second, the use of solar energy as a main power 
source to allow continuous monitoring; and lastly, the creation of a data management 
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platform to store, analyse and share the information with operators and external users. 
The principal outcomes of this research are the creation of a gas sensing system suitable 
for monitoring any kind of gas, which has been installed and tested on CH4 and CO2 in a 
sensor network (WSN) and on a UAV. The use of the same gas sensing system in a WSN 
and a UAV reduces significantly the complexity and cost of the application as it allows: 
a) the standardisation of the signal acquisition and data processing, thereby reducing the 
required computational resources; b) the standardisation of calibration and operational 
procedures, reducing systematic errors and complexity; c) the reduction of the weight and 
energy consumption, leading to an improved power management and weight balance in 
the case of UAVs; d) the simplification of the sensor node architecture, which is easily 
replicated in all the nodes.  
I evaluated two different sensor modules by laboratory, bench, and field tests: a 
non-dispersive infrared module (NDIR) and a metal-oxide resistive nano-sensor module 
(MOX nano-sensor). The tests revealed advantages and disadvantages of the two modules 
when used for static nodes at the ground level and mobile nodes on-board a UAV.  
Commercial NDIR modules for CO2 have been successfully tested and evaluated in 
the WSN and on board of the UAV. Their advantage is the precision and stability, but 
their application is limited to a few gases. 
The advantages of the MOX nano-sensors are the small size, low weight, low power 
consumption and their sensitivity to a broad range of gases. However, selectivity is still a 
concern that needs to be addressed with further studies. An electronic board to interface 
sensors in a large range of resistivity was successfully designed, created and adapted to 
operate on ground nodes and on-board UAV. 
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The WSN and UAV created were powered with solar energy in order to facilitate 
outdoor deployment, data collection and continuous monitoring over large and remote 
volumes. The gas sensing, solar power, transmission and data management systems of the 
WSN and UAV were fully evaluated by laboratory, bench and field testing. The 
methodology created to design, developed, integrate and test these systems was 
extensively described and experimentally validated. The sampling and transmission 
capabilities of the WSN and UAV were successfully tested in an emulated mission 
involving the detection and measurement of CO2 concentrations in a field coming from a 
contaminant source; the data collected during the mission was transmitted in real time to a 
central node for data analysis and 3D mapping of the target gas.  
The major outcome of this research is the accomplishment of the first flight 
mission, never reported before in the literature, of a solar powered UAV equipped with a 
CO2 sensing system in conjunction with a network of ground sensor nodes for an 
effective 3D monitoring of the target gas. A data management platform was created using 
an external internet server, which manages, stores, and shares the data collected in two 
web pages, showing statistics and static graph images for internal and external users as 
requested. The system was bench tested with real data produced by the sensor nodes and 
the architecture of the platform was widely described and illustrated in order to provide 
guidance and support on how to replicate the system. 
In conclusion, the overall results of the project provide guidance on how to create a 
gas sensing system integrating WSNs and UAVs, how to power the system with solar 
energy and manage the data produced by the sensor nodes. This system can be used in a 
wide range of outdoor applications, especially in agriculture, bushfires, mining studies, 
zoology, and botanical studies opening the way to an ubiquitous low cost environmental 
vi 
 
monitoring, which may help to decrease our carbon footprint and to improve the health of 
the planet.  
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1 Introduction 
1.1 Motivation 
Monitoring gases of relevant importance for environmental, industrial and 
agricultural fields is a demanding and challenging task that requires long hours of 
observation; large quantity of sensors; data management; high temporal and spatial 
resolution; long term stability; recalibration procedures; computational resources, and 
energy availability in order to gather meaningful results. Recent technological 
improvements in gas sensors, electronics, telecommunication, solar cells, and avionics 
have made possible the development of wireless sensor networks (WSNs) and unmanned 
aerial vehicles (UAVs) equipped with gas sensing systems, offering the possibility of 
high spatial and temporal resolution. 
A system with these characteristics has broad scientific and industrial applications such as 
the monitoring of anthropogenic emissions of Green House Gases (GHG) and ozone 
depleting substances that are altering the climate and the temperature of the environment, 
producing negative effects on the ecosystem and its inhabitants, and creating more hostile 
conditions for living creatures everywhere. Monitoring of gases for industrial processes 
such as mining or gas transportation is necessary in order to detect leaks or harmful 
concentrations of gases. Another important scenario is the accidental release of poisonous 
gases that represent an immediate threat to human lives, flora and fauna. For instance, in 
1986, a large cloud of poisonous CO2 from Lake Nyos in Cameroon was released into the 
atmosphere due to a landslide, producing the death of at least 1700 people and 3500 
livestock in nearby villages; another source of deadly pollutants in nature are volcanoes, 
which eruptions are unpredictable. Although these natural disasters do not happen very 
often, the evolution of human technologies is increasing the risk of similar accidents. It is 
10 
 
worthy to mention popular cases such Chernobyl (Ukraine, 1986) and Fukushima (Japan, 
2011), where explosions released radioactive material and noxious gases into the 
atmosphere affecting thousands of people, animals and vegetation. 
This research is seeking new ways to broader the applications and expand the availability 
of environmental monitoring systems by proposing the integration of WSNs and UAVs; 
finding methodologies that lead to the reduction of complexity and cost; increase the 
power availability; and improve data management. Improving the availability of these 
technologies will facilitate research not only in the area of environmental monitoring, but 
also in emergency services, bushfire monitoring, and volcanology.  
1.2 Background 
This PhD project is part of the Solar Powered Nanosensors project supported by the 
Queensland State Government through the National and International Alliance Program 
(NIRAP, http://www.qut.edu.au/research/research-projects/solar-powered-nano-sensors) 
in collaboration with the Australian Research Centre for Aerospace Automation 
(ARCAA, http://www.arcaa.aero) and Queensland University of Technology. 
The NIRAP project objectives are to study and produce a new class of sensors for data 
collection in remote areas using integrated nanomaterials powered by state of the art dye-
sensitised solar cells (DSC) or silicon solar cells available in the market. A significant 
component of the research is to control the growth of nanowires and nanotubes (gas 
sensing layer) through nano-patterning of the substrate. The sensitisation of the metal 
oxide nanowires or carbon nanotubes is another important part of the project, which is 
expected to lead to higher selectivity to the target gases. 
A Gas Nano-Sensor Node prototype [1] was developed by the author during the early 
stages of his master’s project. The master’s project was then converted into a PhD project. 
11 
 
The prototype was installed outdoors to test the performance of solar cells, gas sensors 
and control electronics. The outcomes of this first prototype in conjunction with the 
knowledge and support from ARCAA led the author to realize the present research 
project. 
ARCAA is a world-leading research centre based in Brisbane, Australia. ARCAA 
conducts research into all aspects of aviation automation, with a particular research focus 
on autonomous technologies, which support the more efficient and safer utilisation of 
airspace, and the development of autonomous aircraft and on-board sensor systems for a 
wide range of commercial applications. ARCAA is known for its high quality research 
and its ability to take leading edge research concepts from paper to flight-tested reality. 
1.3 Research Problem 
WSNs and UAVs represent the best option to monitor large and remote areas as 
WSNs can be extended up to integrate large amount of sensors, and UAVs have the 
ability to fly carrying and operating specialised sensors and instruments. Pollutant gases 
from agricultural and industrial sources are usually emitted at the ground level, and their 
emissions are transported into the atmosphere by air. This fact creates a natural 
connection between WSNs and UAVs for environmental gas sensing as the combination 
of these systems could provide a full 3D monitoring of any target gases, with the promise 
of producing the following capabilities and advantages: 
 Behavioural studies of gases from first emissions to final stages. 
 Reduction of the number of sensor nodes required to cover large areas, as 
UAVs can travel large distances, contributing to the reduction of costs and 
improving efficiency. 
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 Possibility of tracking dynamic puffs and continuous plumes over large 
areas. 
 Faster results on the evolution of the target gas as deployment and response 
of UAVs are fast. 
 Better understanding of the gas dynamic by gathering more substantial and 
accurate information. 
Despite these natural connections and common objectives, WSNs and UAVs have been 
developing and evolving independently until now. As a result, it is logical to investigate 
how a possible integration of these two systems will benefit gas monitoring over the 
possible advantages described previously. This rationale led us to formulate the first 
research question: 
1. What would be the benefits and impact of integrating a WSN with a UAV for 
environmental monitoring of gases? 
Furthermore, if WSNs and UAVs are integrated to monitor the same target gas, it is 
logical to infer that both technologies will have common systems and will face similar 
challenges. For example, studying the feasibility of using a generic gas sensing 
technology to be employed in ground and aerial nodes is an interesting concept that could 
lead to reduction of cost and complexity of the final integrated system. However, the 
selection of the gas sensing system is a critical decision, taking into consideration that the 
working conditions at ground and aerial levels are affected by different factors such as 
wind speed, pressure, and temperature. A literature review of the current state-of-the-art 
of these systems reveals that WSN users prefer to employ resistive gas sensors, while 
UAV users prefer to employ optical sensing techniques for their experiments. As a result, 
is worthy to investigate which gas sensing technology present more advantages for the 
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integration of WSN and UAVs considering the different working conditions of both 
systems. This rationale has led us to explore the second research question: 
2. Does the current technology for gas sensing allow the design and development of a 
common sensing platform suitable for both WSNs and UAVs? 
The power system is another common element between WSNs and UAVs as monitoring 
large areas usually requires long hours of observation to gather meaningful results. 
Energy available in batteries or fuel reservoir always limits the operation of WSNs and 
UAVs; however, this limitation can be overcome by using solar energy, which is 
renewable, clean and available every day. The solar technology to power outdoor 
applications such as WSNs has been well documented and tested with high reliability [1-
3] for many years. However, the use of solar powered UAVs for environmental gas 
sensing monitoring has not been well documented and experimented yet. The concept of 
using solar powered UAVs for gas monitoring is a promising combination that can offer 
long periods of flight and operation, zero gas emission and the necessary power to carry 
and run a sensing system. However, the design and development of this kind of system is 
complex because the energy and the weight of the aircraft need to be well balanced in 
order to reach the flight level, and to enable such flight for long periods. Furthermore, the 
addition of a gas sensing system will increase the total weight, volume and energy 
consumption of the whole aircraft, increasing the complexity of the design and 
development. Therefore, find the appropriate dimensions of a solar UAV capable of 
carrying the gas sensing system proposed led us to formulate the third research question: 
3. What would be the appropriate dimensions of a small solar powered UAV equipped 
with the gas sensing system developed and capable of uninterrupted flight during sun-
light hours? 
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The following section describes the aims and objectives proposed in order to answer 
the previous research questions effectively, and describe the methodology developed 
to achieve the objectives.   
1.4 Aim and Objectives 
The overall aims of this work are (i) to integrate a WSN and a UAV to monitor 
gases at the ground and low atmospheric level, transmitting the acquired data in real time 
to a base node; (ii) to develop a common gas sensing system for ground and aerial nodes 
in order to reduce complexity and cost of the integrated system; (iii) to use solar energy to 
power the WSN and the UAV to allow long operational periods; and finally, (iv) to 
storage, analyse, display and share the data collected with internal and external users.  
Given the research questions posed in the previous section, the research objective for this 
project can be defined as follows: 
1. Integrating a WSN and a UAV to monitor gases at ground and low levels altitudes. 
The data transmission from the ground and aerial nodes must be in real time for an 
effective 3D monitoring and mapping of gases. The previous objective include the 
following milestones: 
i. Developing and testing of a gas sensing system for CO2 and CH4, compatible 
with WSNs and UAVs payload requirements. 
ii. Developing and testing of a solar powered WSN capable of operating 
continuously. 
iii. Developing and testing of a small solar powered UAV capable of carrying 
and operating the generic gas sensing system. 
2. Development and testing of a data management platform that facilitates the storing, 
displaying, and sharing of the data acquired from the nodes. 
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1.5 Approach and Methodology 
In the frame of this PhD, the research objectives can be divided into four major 
phases: 
Phase 1: literature review  
Extended literature review in the field of: 
 Portable gas sensing technology employed in WSNs and UAVs.  
 WSNs and UAVs for gas monitoring. 
 Photovoltaic applications and solar powered UAVs. 
Phase 2: design, development and testing of a WSN for outdoor monitoring of gases 
including: 
 Selection of a gas sensing technology for CO2 and CH4 suitable for the 
working conditions of WSNs and small UAVs. 
 Development of a gas sensing system to be installed in the WSN and UAV.  
 Development of wireless sensor nodes powered by solar energy. 
 Testing of the wireless sensor network (WSN) for gas sensing. 
 Field testing of the WSN. 
Phase 3: development of a solar powered UAV for environmental gas sensing: 
 Development of a small UAV prototype capable of carrying and operating 
the gas sensing system developed in phase 2. 
 Adaptation of the gas sensing system to analyse gas samples on-board a 
small UAV. 
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 Design, development and testing of a solar wing and power electronics for 
the UAV. 
 Integration of the solar panels, power electronics and gas sensing system to 
the UAV fuselage and avionics, followed of bench and field testing. 
 Calculate the dimensions of a small solar powered UAV for environmental 
gas sensing, capable of uninterrupted flight during sun light hours, based on 
the characteristics of the UAV prototype developed and seasonal conditions. 
Phase 4: integration of the WSN and UAV, including: 
 Flight testing of the UAV to evaluate the functionality of the gas sensing, 
autonomous navigation, and solar power system. 
 Integration and field testing of the solar powered WSN and UAV to monitor 
gases at the ground and low atmospheric level.  
 Store, display, and analyse the data acquired from the ground and UAV 
node. 
1.6 Thesis Outline 
This thesis consists of five chapters, organised as follows: 
Chapter 1: Introduction and Research Questions 
This chapter summarises the project motivation and aims for developing the 
research. It also describes the background, illustrates the research problem, states the 
importance of the outcomes, defines the objectives and finally summarizes the thesis 
structure. 
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Chapter 2: Literature Review 
This chapter discusses the scientific questions behind the project. It describes the 
literature of WSNs and UAVs for gas monitoring and analyses the review of gas sensing 
technologies employed in environmental monitoring. Includes a review of solar powered 
system for WSNs and UAVs, and describes the electronics employed to develop the 
technology, with all the necessary terminology and topics related to this research. 
Furthermore, it addresses the knowledge gap and points out the research direction. 
Chapter 3: Design and Development of a solar powered WSN  
This chapter reports on the overall vision of the solar powered WSN for continuous 
monitoring of gas, with the capability of sharing the information and be controlled via 
intranet or internet by the system operator or authorised external users. The chapter 
describes the design, development and testing stages of the gas sensor nodes: the gas 
sensors and sensor board interface; the solar power electronics; the hardware and software 
of the network; how the information is displayed and shared; and finally provides results 
of the bench and field testing. 
Chapter 4: Design and Development of a Solar Powered UAV  
This chapter reports on the methodology to design and develop a small solar 
powered UAV for gas sensing, reporting on the bench testing and performance of the 
UAV prototype. It describes the adaptations developed for the generic gas sensing system 
to perform gas analysis during flights; the procedure used to build the solar powered 
wing; the configuration of the power electronics; the autonomous navigations system, the 
telecommunication and ground control station. 
Chapter 5: Monitoring of Pollutant Gases, and Field Testing of the Developed Gas 
Sensing Technology. 
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This chapter describes the flight-testing campaign developed to test the UAV 
prototype with the solar wing, gas sensing, and autonomous navigation system. It also 
reports on the integration and field testing of two grounds and one aerial node, 
transmitting simultaneously the information to a base station for an affective 3D 
monitoring/mapping of the target gas. Finally the results are displayed, analysed and 
discussed.  
Chapter 6: Conclusions and Future Work 
This chapter summarise the significance of the results and provides future direction 
and work of the research. 
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Chapter 2 Literature Review 
2.1 Introduction  
This chapter illustrates a broad view of technologies, systems and research 
developed to monitor environmental gases; focusing on wireless sensor networks (WSNs) 
and unmanned aerial vehicles (UAVs) for gas sensing. Although several kinds of WSNs 
and UAVs have been developed to monitor environmental gases, these systems have been 
evolving independently until now. WSNs are suitable to monitor gases at the ground 
level, while UAVs are capable of monitoring gases at atmospheric levels. These two 
systems are naturally connected as most of the contaminants are produced at the ground 
level and transported by the air into the atmosphere. Once in the atmosphere, these gases 
are affected by several factors such as diffusion, chemical reactions, temperature, pressure 
wind speed and direction, factors of which increase the complexity of tracking, 
monitoring and studying the target gas. Figure 2-1 shows a holistic view of the current 
technologies and systems employed in environmental gas sensing. The red arrows are 
proposing (i) the use of solar energy to power WSNs and UAVs for environmental 
monitoring; (ii) the combination of WSNs and UAVs for environmental monitoring; and 
(iii) the evaluation of resistive sensors and optical sensing devices as a payload. The 
green arrows indicate the current studies and developments proposed on these 
technologies, according to the literature review developed. 
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Figure 2-1. Holistic view of technologies used for environmental gas sensing. 
2.2 Portable gas sensing systems for environmental monitoring 
Environmental gas monitoring can be realised by using either Wireless Sensor 
Networks (WSNs) or Unmanned Aerial Vehicles (UAVs). A WSN for gas sensing is 
composed of two or more electronic nodes capable of gathering data from a gas sensor, 
storing or/and transmitting this data to a nearby node or to a host computer. A gas sensor 
node can be static at ground level or mobile for airborne systems from the point of view 
of this research. The ability for each sensor node to communicate with others is an 
important tool to monitor large areas such as cities, roads, agricultural, forest, and mining 
areas. This allows, for example, the tracking and mapping of gas plumes in order to 
identify the plume origin at ground level; or to prevent and manage fires [4, 5], creating 
real time monitoring systems for fast response. Another practical application for WSNs is 
the monitoring of fugitive CH4 emissions [6]; coal fields or biomass degradation (landfills 
etc.) [7]; and NH3 and N2O gases released from fertilizers [8, 9]. Some of these 
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technologies are commercially available, but the cost/benefit ratio is still too high to be 
widely used.  
UAVs can play an important role in environmental gas sensing due to their ability to fly 
carrying instrumental and sensors, which makes this technology an invaluable tool to 
collect data samples with high spatial and temporal resolution [10]. Unmanned Aerial 
Vehicles (UAVs) have been used to sense environmental gases since 2005 [11] and are 
considering as being a powerful tool to reach remote areas and survey large regions. 
Literature on the use of UAVs for gas monitoring is based on combustion engines [12-14] 
and some electric helicopters [15]. The engine emissions of the first ones may limit their 
applicability for high sensitivity if a circular mission needs to be performed, and 
helicopter has usually short flight endurance. 
This research identifies three principal sub-systems of WSNs and UAVs for gas 
monitoring: 
 Gas sensing system. 
 Data acquisition, networking and data transmission. 
 Power system. 
The common challenges identified for both WSNs and UAVs are: 
 Resolution, accuracy, stability, selectivity, reliability and in situ calibration 
of the gas sensors.  
 Data management, mathematical and computational resources, 
communication and networking capabilities. 
 Deployment logistic, affordability, payload capability [10, 12-14, 16-26]. 
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 Limited source of power, power management and stability to environmental 
conditions. 
The following sections briefly describe solutions given in the past to address these 
challenges and describe the current state-of-the-art of WSNs and UAVs for 
environmental gas sensing.  
2.2.1 Wireless Sensor Networks (WSNs) 
In situ calibration: Wataru et al. [18] used a metal oxide semiconductor sensor 
(TGS 2106, Figaro) for their WSN to monitor NO2 concentrations. The authors mainly 
addressed the problem of in situ calibration by proposing an innovative method based on 
wind dynamics. The authors detected that the concentration of the target gas is reduced to 
the lowest level when the wind blows uniformly along the sensor network. This condition 
allows the adjustment of the sensors baseline by comparing information from the nearby 
nodes, and then executing a re-calibration routine. The authors reported that the proposed 
system can achieve maintenance-free operation of the nodes only if the wind flows in the 
right direction, which is affected by the terrain, season and location.  
Endurance: Rossi and Brunelli [21] addressed the problem of endurance and energy 
management of the nodes. They optimized the energy management of a node by adjusting 
the sampling frequency of the sensors and using low power consumption components. 
The authors integrated a smart phone to the WSN to improve communication and 
networking capabilities; they used an off-the-shelf catalytic sensor to sense carbon 
monoxide (CO) and volatile organic compounds (VOC). Although, the efficiency of the 
system was improved by one order of magnitude, they reported that battery life is still a 
great obstacle for long operational periods. 
Data acquisition, networking and data transmission: Kavi K et al. [22] addressed 
the problem of data management and computational resources by simulating a WSN. 
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They created a WAPMS, which stand for “Wireless Sensor Network Air Pollution 
Monitoring System”. This system has a data aggregation algorithm named Recursive 
Converging Quartiles (RCQ) to manage a great quantity of data by merging, filtering or 
eliminating unnecessary information. In this manner, WSNs can save energy, require less 
hardware and reduce complexity by avoiding unnecessary transmission of data. Tumer A. 
and Gunduz M. [6] designed a simple WSN to monitor indoor methane (CH4) leakages. 
Each sensor node is composed of: (i) a resistive gas sensor module sensible to CH4 
(NGM2611, Figaro Inc); and (ii) a telemetry module for WSN (MICAz 2.4 GHz, 
IEEE/ZigBee 802.15.4), which is powered by batteries. They developed a program in 
JAVA to transmit data from the base station to the base computer; the collected 
information was administrated by a database management system called MySQL. The 
system was capable of setting alarms to warn operators about high concentrations of gas; 
however, the lowest sensitivity of the system was 500 ppm, which is above of the 
concentration range for most environmental applications.  
Mathematical/ Computational Resources: collecting data from each sensor node 
represents a mathematical and computational challenge due to the huge amount of 
information to process and store. Haupt S. et al. [59, 60] proposed the use of a genetic 
algorithm (GA) to predict the transport and dispersion of contaminates by characterizing 
both the pollutant source and the local meteorological conditions. Their methodology 
describes possible sensor node configurations (8x8...32x32) and the algorithms to 
calculate wind direction, source strength and source location (Figure 2-2). However, the 
algorithms need to be tested with real data produced by sensors on the field in order to 
validate its funtionality.  
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Figure 2-2 Possible sensor nodes configuration to track contaminant plume [27]. 
Table 2-1 summarises the principal characteristics of WSNs developed for environmental 
gas sensing. The table reveals that WSN users prefer to employ resistive gas sensor for 
their projects, more specifically MOX and catalytic sensors. The possible reasons of this 
preference will be discussed in section 2.4 in order to select the gas sensing technology 
for the project.  
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Table 2-1. Summary of the principal characteristics of WSNs developed for environmental gas sensing. 
“Network”(authors) 
Target gases 
and sensing 
technology 
Sensor 
response 
time(s) 
Payload 
weight 
(kg) 
Payload 
power 
(W) 
Resolution 
ppm 
 
Kavi K et al. 
Air pollution 
(simulated), 
Virtual nodes 
(WAPMS) 
 
N/A 
 
N/A 
 
N/A 
 
N/A 
 
Wataru et al. 
NO2, MOX 
(TGS 
2206,2106 
Figaro) 
 
301 
 
<1 
 
<1 
 
0.1-10 
 
Rossi M. et al. 
CO/VOC, 
Catalytic 
(MiCs-5121, 
e2v 
technologies) 
 
5-10 
 
<1 
 
<1 
 
1 
CH4 MOX 
(SnO2 AS-
MLK) Applied 
Sensor 
 
Seconds2 
 
<1 
 
<1 
 
10-4000 
Tumer A. and 
Gunduz M. 
CH4 MOX TGS 
2611 
Not reported <1 <1 500 
 
2.2.2 Unmanned Aerial Vehicles (UAVs) for environmental gas sensing 
Payload and flight endurance: Watai et al. [11] reported on the development of a 
NDIR sensor system to monitor atmospheric CO2 concentration on board a small UAV. 
The authors designed and built an economic and accurate gas sensing system (± 0.26 ppm 
precision) for atmospheric CO2. They performed several flight tests in order to validate 
their methodology and to prove the concept of using UAVs for environmental gas 
sensing. Their aircraft achieved one hour flight autonomy with a 3.5 kg payload; the UAV 
used a petrol engine, but the authors did not provide information on how the emissions of 
the aircraft itself affected the readings. Probably, this test was not performed or the UAV 
followed a linear trajectory during the entire mission. Berman E. et al. [22] developed a 
compact atmospheric gas analyser to be integrated in a 3.6 m wingspan UAV, which had 
40 min flight endurance. The unit was capable of analysing CH4, CO2, and water vapour 
                                                 
 
1
 According to fabricant datasheet 
2
 Reported by the fabricant datasheet 
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by using a near infrared off-axis integrated cavity output spectroscopy (Off-Axis ICOS) 
instrument [28], weighing 19.5 kg. The authors reported that CO2 measurements showed 
large spikes prior to take off, due to the engine exhaust; but, if the UAV perform circular 
missions, the emissions will affect the results, limiting its applications. 
Payload, logistic deployment and navigation: McGonigle et al. [14] reported on the 
first measurements of volcanic gases with a helicopter UAV. The experiments were 
conducted at La Fossa crater, Volcano, Italy; the authors used an ultraviolet and infrared 
spectrometer to measure SO2 and CO2 gas concentrations, the aircraft had a 3 kg payload 
weight and 12 min flight autonomy. Astuti et al. [23, 38] developed another UAV for 
volcanic monitoring on Mt Etna, the authors used a fixed wing UAV to carry a CO2 
infrared spectrometer and a SO2 electrochemical sensor. The flight mission was planned 
around an active volcano, which represents a great challenge for the aircraft navigation 
and control systems. Altitude, wind speed and terrain were studied in advance to plan the 
mission and several algorithms were introduced to facilitate the mission execution. 
However, a final flight over a volcano was not reported, but bench testing were conducted 
several times to verify the correlation between the measurements of interest and the 
emissions produced by the petrol engine; the payload weight was 5kg and the flight 
autonomy was estimated in 30 min. Khan A. et al. [15] developed a greenhouse gas 
analyser using a vertical cavity surface emitting laser (VCSELs) embedded in a helicopter 
UAV. The aim was to target CO2, CH4 and water vapour. The developed system has a 
module for each target gas; and each module weighs 2kg and requires 2 W of power to 
operate. The endurance of the helicopter was limited to a 20 min flight, even though the 
payload was relatively light and low power. 
Mathematical and computational resources: Kuroki Y. et al. [29] developed a 
virtual expert system to navigate a UAV to track and map contaminants in the 
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atmosphere. Their method uses genetic algorithms (GAs) to characterise the target gas, 
based on Haupt’s S. et al. [27] methodology described in section 2.2.1. The system was 
designed to have one ground node located randomly within the flight domain and three 
virtual UAVs to cover the affected area. The flight domain was defined as the selected 
area to be monitored or protected by the expert system. The mission of three UAVs was 
to measure both gas concentration and wind magnitude [29] in order to characterise the 
contaminant. The mission was planned based on the nature of the released contaminant, 
whether it was a (i) continuous pollutant flow, or a (ii) puff release. The strategies 
proposed by Kuroki Y. et al. [29] for the two different missions are:  
Proposed mission for a continuous release of gas scenario: if the ground nodes 
detect high concentration levels of the target gas, the system can raise an alarm to launch 
a virtual UAV near to the sensor nodes. The UAV’s mission was autonomously planned, 
based on the data collected form the ground node and the data gathered on flight; and the 
mission was executed until the system collected enough data to characterise the pollutant 
source and to predict its dispersion [29]. Figure 2-3 shows a schematic diagram of three 
possible UAV routes, which were planned based on the evolution of the pollutant. In 
route 1, the UAV went straight to the sensor node, next upwind, then to the north. In route 
2, the UAV went downwind until it passes the sensor node position, next went straight to 
the sensor node, then upwind and north. In route 3, the UAV trajectory was adjusted 
based on the path calculated by the genetic algorithm [29].  
 
Figure 2-3 UAV sampling routes to characterise a continuous release of gas [29]. 
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Proposed mission for a puff release: this mission execution is more complex than 
the previous one described because the contaminant concentration field is evolving and 
dispersing with time due to wind strength and direction [29]. The proposed approach of 
Kuroki Y. et al. [29], uses one virtual UAV and one ground sensor to execute the 
simulated mission. A UAV was launched, when a ground node detected high 
concentrations of the target gas. First, the UAV has to find the puff, and then adjust its 
original waypoints to keep passing through the puff as it moves downwind [29]. After 
several simulated missions the authors recognised that the principal limitations to 
characterise the puff are:  
 Time dependence of the concentration field, which is affected by the wind 
magnitude. 
 One ground sensor node and one single UAV did not provide enough data to 
characterise the puff, accurately. 
 A moving target plume requires a moving flight domain in order to keep 
monitoring the contaminant, situation that poses more complexity.   
Table 2-2 summarises the principal characteristics of UAVs developed for environmental 
gas sensing. The table reveal that UAV users prefer to employ optical sensing devices for 
their research, which techniques and technologies depended on the target gas and type of 
mission. This core of these preferences will be discussed in section 2.3 and 2.4, and the 
possibility of using optical devices for WSNs and UAVs will be evaluated.  
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Table 2-2. Summary of UAVs developed for gas sensing monitoring 
UAV 
Targeted gases and 
sensor technology 
Sensor 
time 
response 
(s) 
Resolution 
(ppm) 
Payload 
weight 
(kg) 
Payload 
power 
(W) 
Flight 
endurance 
(h) 
Kite aircraft, 
Sky Remote 
[11] 
 
CO2, NDIR 
 
20 
 
0.26 
 
3.5 
 
No 
reported 
 
1 
Thunder 
Tiger Raptor 
90 
Helicopter 
[14] 
SO2 Ultraviolet 
and  CO2 infrared 
spectrometer 
 
5 
 
CO2 1 ppm, 
SO2 0.5 ppm 
 
3 
 
84 
 
0.2 
DPVolcan 
[30] 
CO2 Infrared 
spectrometer and 
SO2 
electrochemical 
sensor 
 
No 
reported 
 
CO2 0.8 
ppm, SO2 
0.5 ppm 
 
5 
 
No 
reported 
 
0.5 
SIERRA 
[12] 
CO2, CH4 and 
Water vapour, 
Off-Axis ICOS 
 
1 
 
1 
 
19.5 
 
70 
 
0.6 
T-Rex Align 
700E 
Helicopter 
[15] 
CO2, CH4 and 
Water vapour, 
TDLS/VCSELs 
 
1 
 
0.1 
 
6 
 
6 
 
0.3 
2.3 Gas sensing technologies employed in WSNs and UAVs for 
environmental monitoring 
2.3.1 Resistive gas sensors 
Metal Oxide (MoX) and Catalytic sensors have been used in WSNs for 
environmental gas sensing applications as shown in Table 2-1. The applications of MoXs 
sensors are broad and this technology has been employed in the detection of a wide 
variety of gases [31-33]. Recent advances in nanotechnology has benefited the 
development of MoX sensors as this technology facilitates the creation of novel classes of 
materials with enhanced gas sensing performance [34]. The physical, chemical, optical, 
mechanical, electronic and biological properties of materials can be substantially different 
from those observed from the bulk sensor materials [34, 35], within this nano-range; and 
new properties are arising because of the small size due to the quantum regime, that is 
predominant over the classical limit. The performance of nano-structured sensors depends 
also on the type of morphology. In the past few years research on 1-D nanostructures for 
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gas sensing applications has been intensified due to their high surface-to-volume ratio, 
quantum confinement and improved crystallinity [36]. The most common 1-D metal-
oxides nanostructures used in the fabrication of gas sensors were in the form of nanorods, 
nanowires, nanofibers, nanotubes, nanobelts, nanoribbons, nanowhiskers, nanoneedles, 
nanopushpins, fibre-mats, urchin, lamellar and hierarchical dendrites [36]. MoX 
nanowires have demonstrated improved sensitivity to wide range of gas species and 
stability due to their high degree of crystallinity [33]. Furthermore, nanowires are an 
emerging field that constantly attract researcher’s fundamental knowledge on which can 
be gained from these nanomaterials in order to open the road to novel potential 
applications. Figure 2-4 shows an increasing number of publications focused on 
nanowires and nanowire sensors during the last ten years according to the isi-web-of-
knowledge database 10/06/2013 [33].  
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Figure 2-4 Number of publications as a function of the year from the database 10/06/2013. Right axis: 
nanowires publications; left axis: nanowires sensors publications (adapted from [37]). 
The selectivity towards the target gas of these types of sensors is still a concern; however, 
strategies such as the addition of a small amount of noble metals such as Ag, Au, Pd, and 
Pt over the MoX surface; working temperature tuning toward a given compound with 
respect to another, surface coating by specific functional groups; and multi-component 
sensing elements (sensor array) coupled with signal processing functions can be applied 
in order to differentiate the response of nanowires toward the target gas. [33, 38]. For 
these reasons, nanostructured materials in particular MoX nano-wires were selected as the 
type of resistive sensors to be evaluated in this research. Furthermore, MoX sensors have 
found wide spread commercial applications [39], and as a matter of fact most of the WSN 
users described in section 2.2.1 employed these sensors.  
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The fundamental sensing mechanism of resistive MoX nano-wires relies on the 
change in their electrical conductivity due to charge transfer between surface complexes, 
such as O−, O2
−
,    , H+, and OH− ions and interacting target gas molecules [40, 41]. In 
air environment, oxygen molecules are adsorbed onto the surface of the MoX layer to 
form O−, O2
−
 and    species, reaction of which depends on the sensor temperature and 
the type of MoX (n-type or p-type) [41]. This temperature dependence has been 
experimentally confirmed by techniques such as Temperature Programmed Desorption 
(TPD), Infrared Analysis (IR) and Electron Paramagnetic Resonance (ESR) techniques, 
which classifies the temperature of the molecules as follows [41]: 
 Molecular (O2
−
) below 150 °C.  
 Atomic (O−) between 150 °C and 300 °C. 
 Atomic (     above 300 °C. 
The following rate equations describe the oxygen adsorption onto the MoX surface [42]: 
     
  
                                 
          
  
   
                
           
  
              
          
  
                 
 
The following equations represent the reaction of target gas X with oxygen: 
    
      
  
         
           
          
  
  XO (g) +    (1) 
           
  
           
  (2) 
  
The temperature dependency of MoX opens the possibility of tunning the sensor 
temperature to improve selectivity and to detect two species of gases with a single sensor. 
Therefore, using one sensor to detect different gases could reduce complexity and cost in 
WSNs and UAVs for environmental monitoring. 
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The sensitivity, selectivity and stability of MoX nanowires have been proved by several 
research works on a large variety of gases, including environmentally hazardous gases 
[42-48]. However, the time response and time recovery of these sensors needs to be 
evaluated carefully, especially for UAV applications, where the time response is a critical 
factor due to the flight speed of the UAV and the dynamics of the target gas.  
In summary, resistive sensors especially MoX nanowires are a promising 
technology that could offer several benefits to WSN and UAV for environmental 
monitoring, due to their broad sensing properties with small size and low power 
consumption. However, selectivity is still a concern and this technology has never been 
used for aerial applications, which demands high sensing performance, and high sampling 
frequency.  
2.3.2 Optical Gas Sensing Technologies  
The foundation of molecular absorption spectroscopy and its associated 
instrumental techniques relies on the fact that each chemical species exhibits strong 
absorption in the UV/visible, near infrared or mid infrared regions of the electromagnetic 
spectrum. In the infra-red region there is a well-known gas phase absorption spectra that 
exhibits narrow lines due to molecular vibration at discrete energy levels. Gas sensors 
based on optical absorption offer fast responses (time constants below 1s are possible), 
minimal drift and high gas specificity, with zero corespondance to other gases as long as 
their design is carefully considered. Several techniques have been developed to target 
specific gases, to work in a specific region of the spectrum or to improve accuracy in the 
reading. Figure 2-5 shows the absortion spectra of five gases in the mid-infrared region of 
the spectrum [49], and more well-known techniques used in UAVs for environmental gas 
sensing are illustrated in the following paragraph. 
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Figure 2-5. Absorption spectra for five gases in the mid IR region of the spectrum (figure modified from 
[2]) 
Non-dispersive infrared technology: among optical techniques for gas sensing, non-
dispersive sensors are the simplest to construct. The three principal components are: a 
micro-bulb light source; a gold coated reflective light path and a detector with two or 
three filtered detection channels.  
The operation principle of NDIR technique is as follows: (i) the micro-bulb emits a light 
with broadband spectrum; (ii) then, the emitted light passes through two filters. Filter 1 
covers the whole adsorption band of the target gas and filter 2 covers a neighbouring non-
absorbed region; (iii) after the filters, the percolated light is measured by two channels. 
The light from filter 1 is detected in the active channel and the light from filter 2 is 
detected in the reference channel; (iv) finally, the gas concentration is estimated by 
calculating the difference in light transmitted between the active and reference channels 
[50]. Figure 2-6 illustrates the principle and the typical schematic diagram of a NDIR 
sensing system [50].  
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Figure 2-6) NDIR sensing system: A) measurement principle; and B) schematic diagram of a typically non-
dispersive gas sensor. (adapted from [50]). 
The reference channel can be used to compensate changes in the emission source, which 
affects the reference and the active channels in equal proportions [50]. Broadband 
measurements are useful to track different species of gases, however the signal/noise ratio 
(SNR) increases due to white noise interferences [50]. 
Spectrophotometry: the spectrum from a broad source is dispersed by a selective 
element such as a grating, in spectrophotometry. Multiple gases can be detected if their 
absorption lines fall within the wavelength range of the spectrometer, and the regions 
with little or no absorption can act as a reference. Gases such as Benzene, Toluene, 
Ethlybenzene, Xylene, NOx compounds, Ozone, Hydrogen Sulfide (H2S) and Sulphur 
Dioxide (SO2) can be easily detected in the UV-visible region of the spectrum, while in 
the IR spectrum the detection is limited due to the relative weak absorption of the gases in 
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that region. Figure 2-7 shows a simple configuration of a spectrophotometric gas sensing 
system configured to determine concentrations of SO2. The system works as follows [51]: 
 The output of the Deuterium UV light is collimated by a quartz lens. 
 The light beam passes through a blank cell, in order to read a reference value. 
 Then, the light beam passes through a gas cell, which contains the SO2 sample. 
 A second lens focuses the transmitted light to a spectrophotometer 
(monochromator) to determine the SO2 absorption. 
  A computer estimate the concentration of the gas based on the sample 
wavelength absorbed and the reference values.  
 
Figure 2-7. Configuration of a simple spectrophotometric gas sensor system to measure SO2 concentrations 
[50, 51]. 
Near infrared off-axis integrated cavity output spectroscopy (Off-Axis ICOS): the 
technique combines the advantages of a high-finesse optical cavity with the simplicity of 
direct-absorption-spectroscopy techniques to produce fast, sensitive and absolute gas 
mole-fraction measurements. The minimum detectable absorption is approximately 
1.4×10
−5
 in a cell with an optical path length of 4200m in a 1.1-Hz detection. The three 
main components of the Off- Axis ICOS system are: (i) a Diode laser, an Etalon and a 
reference photodetector; (ii) a measurement cell, which is comprised of a cylindrical tube 
sealed by a pair of high reflective mirrors; (iii) lens and a sample photodetector; and (iv) 
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the control electronics, data collection and analysis system (Figure 2-8) [28]. The system 
estimate concentration of target gases by following the next steps: 
 The laser beam hits a mirror, which is positioned at 45ᵒ to split the beam in two. 
 One beam is detected by a reference photodetector and the other beam enters into 
the measurement cell. 
 After the beam enters the optical cavity, the intensity inside the cavity increases 
due to mirror reflections. 
 When sufficient laser power leaves the cavity, the laser can be interrupted to 
observe the ringdown decay. 
 The measured absorption is a direct function of the ringdown times or phase 
shifts. 
The intensity of light leaking out from the optical cavity can be integrated over periods of 
time much longer than the ringdown times. This characteristic enables the use of simpler 
electronics to measure the gas absorption, while still retaining the long pathlengths of a 
high-finesse cavity. The relative laser wavelength is measured by recording the laser 
transmission through a solid (FSR = 2.00 GHz) etalon [28]. Figure 2-8 shows a basic 
schematic diagram of an Off-axis ICOS instrument [50]. 
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Figure 2-8. Schematic diagram of an Off-Axis ICOS instrument (adapted from [50]) 
Tunable Diode Laser Spectroscopy (TDLS): direct spectroscopy by using a tunable 
diode laser (TDL) involves scanning the diode output across one or more gas lines in a 
narrow range. Vertical cavity surface emitting lasers (VCSELs) are standard laser diodes 
that emit wavelengths that can be tuned around the target gas by changing the temperature 
of the laser cavity over a few seconds. This can be done by using a Peltier element or by 
injecting a current at modulation rates [50]. TDLs have the potential for multi - gas 
detection if the absorption spectrum of the target gases is within the tunable frequency of 
the diode. Figure 2-9 shows a dual gas measurement of Methane and Ethane using a wave 
length scan from a single TDL [50]. 
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Figure 2-9. Dual gas measurement of Methane and Ethane using a wave length scan from a single TDL 
[50]. 
2.4 Selection of the gas sensing technology for the integration of a WSN and 
a UAV for environmental monitoring 
Metal oxide sensors and optical gas sensing systems were described in section 2.3, 
as they were the most widely used technologies for WSNs. The second research question 
of this study is focused on the possibility of using one single type of gas sensing 
technology for the integration of WSN and UAV missions to reduce cost and complexity 
in the systems. The parameters to determine the most convenient type of gas sensing 
technology to perform ground and aerial missions are: the response time of the sensor, 
resolution, selectivity, energy, weight, computational resources, and cost, which are 
discussed in the following sections. 
2.4.3 Sensor response time, resolution and selectivity  
The response time and resolution of the sensor depends on the nature of target gas 
and the scope of the study. For example, a high performance sensing system is not 
required to measure gases with low dynamics or high concentrations. On the other hand, 
sensing systems with high sampling frequencies are required for instant release of gases 
and low concentrations, because these could evolute rapidly with time and be highly 
affected by wind. Three scenarios of CO2 release are discussed in the following 
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paragraphs in order to define the time response and resolution required by a sensing 
system:  
Global CO2 concentration scenario: CO2 concentration has risen 64 ppm since 1976 
(328.8 ppm) until 2013 (393.2 ppm), according to the Cape Grim air pollution station, 
based in Tasmania. In the past three years, the mean increment of CO2 concentration was 
about 2 ppm per year, which means an increment of 0.20 ppm per month. In this case, the 
resolution of a gas sensing system must be lower than 0.20 ppm, if monthly monitoring is 
required over a specific location. 
Daily CO2 variations in rural and urban areas: other possible scenarios are the 
daily study of local pollutant sources such as cities, or natural CO2 production from rural 
areas. For instance, George K. et al. [52] studied the CO2 concentration from urban and 
rural areas during five years. Their measurements showed that daily CO2 concentrations 
in these areas have their highest peak at about 6 am, and lowest peak at about 6 pm, 
depending on the season and location. In urban areas, CO2 concentrations can vary up to 
65 ppm, while in rural areas they can vary up to 100 ppm over a period of 12 h. This 
indicates a CO2 increment or decrement of about 5.4 ppm/h for urban areas, and 8.3 
ppm/h for rural areas. 
Instant release of CO2 gas (puff release) scenario: accidental release of CO2 may 
happen from natural or manmade sources. Papanikolaou E. et al. [53] studied the 
simulation of a short-term CO2 release in an open field, based on real data taken from the 
Kit Fox CO2 field experiment [54]. The experimental conditions of the CO2 release were: 
 Release duration 20 s 
 Release rate 3.65 kg/s 
 Total mass released 73 kg 
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 Average wind speed 1.14 m/s  
Figure 2-10 shows the CO2 concentrations estimated by the sensors during the simulated 
experiment. The graph shows that a CO2 cloud with concentrations higher than 100.000 
ppm could reach a volume of more than 100 m
3
, while a CO2 cloud with concentrations 
higher than 70.000 ppm could reach a volume of almost 200 m
3
. The highest 
concentration peaks of the clouds were registered after 5 to 10 s of the release period.  
In the UK, the CO2 work place exposure limits are:  
 Long Term Exposure Limit is 0.5% (5000 ppm) for 8 h 
 Short Term Exposure Limit is 1.5% (15,000 ppm) for 15 min 
 Immediate (>1s) dangerous to human life or health is 70,000–100,000 ppm 
A WSN or a UAV need a gas sensing system with a resolution lower than 1750 ppm and 
time response in seconds in order to monitor CO2 clouds accurately, based on previous 
information.  
MoX sensors are not very selective towards CO2 concentrations according to its 
current state-of-the-art; and optical sensing technologies, especially NDIR devices has 
been widely proved to be sensitive, stable and selective toward CO2 concentrations (see 
section 2.3.2); perhaps, its great commercial success is a result of this [50].  
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Figure 2-10. Evolution time of a CO2 cloud volume produced after 20 s of continuous contaminant release 
(adapted form [53])  
2.4.4 Energy and weight 
The power required by the gas sensing system can significantly affect WSNs’ and 
small UAVs’ endurance, as the availability of power is limited in operation; however, the 
weight of the system affects solely UAVs’ endurance. MoX sensors, especially those 
made at the nano-scale require low power to operate (<1W) and are light (<1kg) (Table 
2-1). On the other hand, the optical sensing devices described in section 2.3.2 require 
higher power (6 W to 84 W) to operate and the weight varies from 5 kg to 19.5 kg (Table 
2-2). These facts represent a great advantage of MoX gas sensors over optical sensing 
devices, from the point of view of weight and energy. 
2.4.5 Computational resources  
Gas sensor systems can produce several signals and data such as resistance, 
temperature, wavelength absorbance, frequency, etc. These variables need to be captured 
and processed in order to estimate the gas concentration value. This process demands the 
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use of hardware and software that is proportional to the number of processed variables. 
The integration of WSNs and UAVs is likely to increase the system complexity due to the 
management of data and incompatibilities, if different gas sensing technologies are 
selected. For these reasons, it is advisable to select a single gas sensing technology that 
produces the lowest number of variables to estimate the gas concentration with acceptable 
performance. The selection of a single gas sensing technology for both systems could 
produce the following benefits: 
1. Requiring less hardware and software, reducing complexity and cost of the 
combined systems.  
2. Facilitates standardisation of the data collected from each gas sensor node. 
3. Facilitate the replication of the sensor node architecture as only one design is 
necessary for all the nodes (ground and airborne). 
4. Requires only one standard format to receive data package from the satellite 
sensors (ground and aerial nodes) to the base node. 
5. Facilitates troubleshooting on the data acquisition algorithms, software and 
hardware. 
MoX sensors usually produce three variables, sensor resistance, sensor temperature and 
humidity; therefore, these sensors represent an advantage as demand less computational 
than optical sensors. In addition to this, it is possible to read several sensors with one 
single instrument by multiplexing the outputs. These characteristics simplify the hardware 
and software required to compute variables, which reduce cost and complexity. 
The output variables of optical sensors depend on the technique used and the target gas. 
The system can be as simple as NDIR sensors (section 2.3.2) that usually produce four 
outputs: sample absorbance/transmittance, optical reference value, temperature and 
pressure values; or complex as the Off-Axis ICOS (section 2.3.2) with several variables 
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and more complex instruments. The computational resources required for this technology 
are usually high, depending on the target gas and accuracy required (Table B1, Appendix 
B) 
2.4.6 Cost 
The resolution required on a system is usually proportional to the cost of the 
instrument; and the resolution depends on the scope of the study and the target gas. The 
cost and resolution of MoX sensors rely more on the sensor materials, sensor architecture 
and the synthesis processes [46], while improvements on the acquisition system do not 
provide significant benefits for the resolution. The fabrication of these types of sensor 
require small quantities of materials and most of them are abundant in nature; for this 
reason MoX sensors are considered an inexpensive technology with quality result.  
On the other hand, the resolution and cost of optical sensing devices are associated with 
the complexity of the technique implemented. The fabrication cost relies principally on 
high quality light sources, filters, photo-sensors and computational resources. In the gas 
sensing market, the cost of optical gas sensing technologies are located between low cost 
sensors and high end laboratory equipment [50]. 
2.4.7 Summary 
MoX are desirable as a payload for WSNs and UAVs due to their low weight, small 
volume, low power consumption, low computational resources, and low cost; however, 
selectivity is still a major concern that can be addressed by several techniques such as 
tuning the working temperature or making a sensor array. On the other hand, optical 
sensing techniques offer higher sampling frequency and high specificity to the target gas, 
at expenses of complexity, power, weight and cost. Table 2-3 summarises the advantages 
and disadvantages of MoX and Optical sensing technologies for the integration of WSNs 
and UAVs.  
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Table 2-3. Advantages and disadvantages of MoX and Optical gas sensing technologies for the integration 
of WSNs and UAVs. 
 
MoX sensors Optical sensing technologies 
Advantages Disadvantages Advantages Disadvantages 
Continuous 
release mission 
Low energy and 
light weight, 
cover wide range 
of gases 
No documented 
High sampling 
frequency, high 
specificity to 
target gas 
Energy 
consumption and 
weight may limit 
flight endurance 
Instantaneous 
release 
Low energy and 
light weight, 
cover wide range 
of gases 
Low time 
response 
High sampling 
frequency, high 
specificity to 
target gas 
Energy 
consumption and 
weight may limit 
flight endurance 
Computational 
resources 
Few output 
variables, and the 
same variables 
remain over a 
large range of 
gases 
Temperature 
tunning or signal 
processing could 
increase 
complexity  
No documented 
The number of 
variables depends 
on the optical 
technique used 
Resolution 
State-of-the-art 
sensors achieve 
ppm resolutions, 
few achieve ppb 
[32, 36] 
Few sensors 
achieve ppb 
Several 
techniques 
achieve ppm and 
ppb resolution 
(Table B1, 
appendix B) 
none 
Selectivity Low Low selectivity High selectivity 
Few techniques 
have high noise 
ratio 
Cost position 
in the market 
Low none 
NDIR modules 
have low cost 
Complex systems 
medium to high 
cost 
Ground 
missions 
Tested and 
proved 
No documented 
High sampling 
frequency, high 
specificity to 
target gas 
No very well 
documented, 
sensor are very 
expensive to leave 
them unattended 
Aerial Mission 
Low energy 
consumption and 
light weight 
No tested and 
documented, 
slower sensor 
response than 
optical techniques 
Tested and 
proved 
Energy 
consumption and 
weight may limit 
the flight 
endurance 
2.5 Wireless Sensor Networks (WSN) hardware and software 
2.5.1 Hardware 
Several hardware and software has been developing during recent years to facilitate 
the creation of sensor nodes and WSNs [9]. This research project includes and uses 
hardware and software protocols created and developed by the Commonwealth Scientific 
and Industrial Research Organization (CSIRO) called the “Fleck” version 3b. The 
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Fleck3b is a system designed for wireless sensor networks for environmental and 
agricultural applications [55]. The main characteristics are listed as follows (Figure 2-11): 
 Processor 
o Atmel Atmega 1281 processor 
o 128kbyte program flash 
o 8kbyte RAM 
o Runs the TinyOS and FOS operating system 
o On-board temperature sensor 
o On-board real-time clock allows for very deep sleep mode 
o On-board 1 Megabyte flash memory (upgradeable to 4Mb) 
 Radio 
o Nordic 905 
o 433/915MHz with GFSK modulation 
o 50kbps 
o range > 1000m 
 Power supply 
o 3.5-8V 
o Standby current, 33uA. 
o Power supply that supports: 
 Rechargeable batteries (3xAA) with Overcharge protection 
 Size: 50 x 60mm 
 Screw terminals for: 
o 4 digital I/O, interrupt, counters, PWM generator 
o 2 analog inputs 
 Expansion board interface 
o 2 x 20 way connectors 
o Robust 4 x hole mounting 
o Signals: 
 Most Atmega128 digital I/Os 
 8 x ADC pins 
 Hardware SPI bus 
o 3.3v power can be switched on/off by the processor 
 Datamate connector 
o 2 x RS232 
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o Fleck™T programming 
 
Figure 2-11 shows the Fleck electronic board with its principal hardware characteristics to 
develop WSNs applications [56]. 
 
Figure 2-11. Fleck networking board used for the development and deployment of the WSN [56]. 
2.5.2 Software 
The Fleck system supports two operating systems (OS), the TinyOS 1.x [57] and the 
Fleck Operating System (FOS). These two OS provide a simpler application 
programming interface (API). The TinyOS is an event-driven based OS while the FOS is 
implemented in cooperative threads. The FOS platform is the most suitable OS to develop 
the applications require by this research. The FOS is close to MANTIS OS developed at 
the Department of Computer Science (University of Colorado) [58]. The main 
characteristics of the FOS are [56, 58]: 
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 Provision of a priority-based, non-pre-emptive (cooperative) threading 
environment with separate stacks for each thread.  
 Provides the advantage of a simple concurrent programming model which does 
not require semaphores. 
 The scheduler is responsible for CPU power management and enters the lowest 
mode consistent with thread resource requirements. 
 Time-critical operations such as analog data sampling or high-speed timers are 
handled by interrupt-level callbacks. A virtual timer is provided for non-time-
critical delays. 
 Provides a classical Carrier Sense Multiple Access (CSMA) that is a probabilistic 
Media Access Control (MAC) protocol with optional acknowledgement and low 
power duty-cycling support 
 The default router implements a hop-based distance-vector routing 
 Supports a large collection of interface boards such as GPS and inertial 
measurements sensors 
2.6 Photovoltaic systems for WSNs and UAVs 
Power is a major issue for portable applications and autonomous vehicles as their 
service life is limited by the availability of power. Solar energy is a renewable, clean, free 
source of power that represents the best option to power portable systems or vehicles for 
environmental monitoring. A solar cell or photovoltaic (PV) device converts solar energy 
into electricity [59]. Silicon solar technology is the most known technology in the market 
as the raw material is abundant in nature and solar cells have been developed since 1950s. 
Technological improvements have increased their efficiency to more than 25% in 
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laboratory conditions, and about 20% for commercial modules. However, silicon solar 
cells still have a high cost despite their commercial success; this is mainly due to the 
production and processing of ultrapure silicon wafer.  
2.6.1 Silicon solar cells basic principle 
A silicon solar cell (SSC) has two doped semiconductor layers, p-type and n-type, 
forming the so-called p-n junction. When the sunlight strikes the solar cell surface, charge 
carriers (electrons and holes) are created at the junction. The internal field produced to 
equilibrate the Fermi level of the two materials separates the positive charges (holes) 
from the negative charges (electrons). The holes are swept into the positive or p-layer and 
the electrons are swept into the negative or n-layer (Figure 2-12, A)[60]. The free 
electrons have to pass through the load to recombine with the positive holes producing a 
current proportional to the illuminated area (Figure 2-12A), when a circuit is made. 
There are several types of SSC depending on the fabrication technique and 
combination of the materials. Monocrystalline and polycrystalline SSC are widely used 
due to their high benefit/cost ratio; and for this reason, polycristaline SSC were used to 
power the WSN (Figure 2-12) and the UAV (Figure 4-18) developed in this research.  
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Figure 2-12. (A) Basic function principle of a silicon solar cell; (B) polycrystalline silicon panel powering a 
gas sensor node. 
2.6.2 Mechanical properties of silicon solar cells 
Rigid solar panels are the most available options due to the strong mechanical 
properties of the materials used in their fabrication. A ground-based WSN can easily be 
powered by rigid panels. However, portable applications such as solar UAVs require 
flexible solar panels to be installed on the wings in order to avoid losses in aircraft 
performance and solar energy. The degree of flexibility and efficiency of the solar cells 
varies depending on the technology and materials employed. 
Crystalline silicon wafers are usually brittle, but become flexible when the layer is very 
thin [61]. Conventional SSCs have thickness in the range 200 µm, which is too thick to be 
flexible. Non-conventional solar cells such as amorphous silicon or other thin film 
materials deposited on flexible substrates are currently servicing niche applications for 
flexible solar cells [61].  
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2.6.3 Solar powered UAVs 
The endurance of a small UAV powered by batteries or fuel is limited to the 
confined energy embodied in those power sources. This fact limits the operation of small 
UAVs to short periods, reducing data collection and limiting their applications. Solar 
power is free, renewable, clean and readily available in the sky to power airborne 
vehicles. The concept of harvesting the energy from the skies to fly aircrafts has long a 
history and many solar powered aircrafts have been successfully created for different 
applications [62]; however, environmental gas sensing is a new application field. 
Technological improvements on photovoltaic technologies and aircraft manufacturing are 
important steps towards the creation of uninterrupted flight platforms that will allow 
broad applications and benefits, especially in the fields of environmental monitoring and 
telecommunications.  
There are several examples of solar powered UAVs for environmental purposes. One of 
them is the Helious UAV operated by NASA (1999-2003) (Figure 2-13,A); this solar 
powered UAV had a 75m wingspan and was intended to be the “eternal airplane” by 
incorporating energy storage for night-time flight; however, it crashed into the Pacific 
Ocean on 26 June, 2003, due to a structural failure.  
The Skysailor created by Noth [63] (Figure 2-13,B) is another recent example of a solar 
powered UAV. The Skysailor is a small solar UAV of 3.5 m wingspan, hand launched, 50 
g payload capability and long flight endurance (27h).  
The third question of this research is focused on the identification of a suitable solar 
powered UAV to be integrated with a WSN for environmental gas sensing applications; 
the previous two UAVs examples provide an idea of the performance of large and small 
solar powered UAVs for environmental monitoring. The first aircraft (Helios) could carry 
a heavy payload and reach very high altitudes, due to its size. These characteristics are 
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desirable for gas sensing instrumentation and atmospheric studies. However, the size of 
the aircraft could increases the complexity of the system by requiring large number of 
skilled personnel and logistic; representing high risk of structural failure due to its weight; 
increasing the complexity of taking off and landing manoeuvres; and representing high 
risk to population, fauna and flora in the case of an accident. 
 
Figure 2-13. A) Helious UAV (NASA) and (B) Skysailor (Noth) [62] 
The second aircraft (Skysailor) is small, lightweight, hand launched, easy to land, and has 
long endurance. However, the payload capability was limited to 50 g, and the flight 
altitude to few kilometres; the payload capacity is insufficient to carry a regular off-the-
shelf portable gas sensing system, which weight usually is above 500 g
3
, without the 
necessary adaptations for aerial applications. At quick glance, the appropriate dimensions 
of a solar powered UAV for gas sensing monitoring are close to the characteristics of the 
Skysailor UAV, but bigger and powerful enough to carry the gas sensor system proposed 
in this research.  
                                                 
 
3
 Depending on the target gas 
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2.7 Summary 
This chapter illustrates the state-of the-art of WSNs and UAVs for environmental 
monitoring. It is assumed that WSNs’ users prefer to employ resistive sensors, especially 
MoX sensors due to their high sensitivity for a wide range of gases, few output variables, 
low power consumption, light weight, and low cost; while UAVs’ users prefer to employ 
optical devices because their specificity to the target gas, fast response time, and high 
resolution at expenses of high power consumption and heavy payload. MoX sensors and 
optical devices were studied to determine their advantages and disadvantages in order to 
propose a generic sensing platform for the integration of WSNs and UAVs. MoX gas 
sensors and a NDIR module were selected to determine concentrations of CH4 and CO2, 
after considering the previous facts. Three possible release scenarios of CO2 were 
analysed in order to calculate the required resolution of the gas sensing system and to 
design the field experiments described in Chapter 5. 
Solar power technology for WSNs and UAVs was described, and two solar UAVs were 
analysed in order to select a suitable aircraft size for the project. It was found that a small 
solar power UAV has more appealing characteristics based on the research scope due to 
low cost, risk and logistic operations. 
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Chapter 3 Design, Development and Testing of 
a Solar Powered Wireless Sensor Network 
(WSN) for Gas Sensing 
3.1 Overview 
This chapter illustrates the design, development and testing of a WSN powered by 
solar energy and capable of monitoring concentrations of important gases for 
environmental and industrial applications in real time. The vision of the network is 
illustrated in Figure 3-1, and the architecture includes a data management platform for 
storing, displaying and sharing the information via intranet or internet with controlled 
access to external users.   
 
Figure 3-1. Vision of the WSN for pervasive monitoring of gases. 
3.2 Design, development and testing of the Wireless sensor nodes powered by 
solar energy 
The solar powered WSN developed is composed of four sensor nodes and one base 
station. The three principal components of the sensor nodes are the gas sensor and signal 
55 
 
acquisition; humidity sensor; solar cells and power electronics. The base node station is 
composed of a Fleck as a data receiver, connected to a field computer by USB or serial 
port to receive and store the data form the satellites nodes, configuration of which is 
further explained in section 3.3. Figure 3-2 shows the basic configuration of a wireless 
sensor node powered by solar energy in communication with a wireless base node station. 
 
Figure 3-2. Basic architecture of the wireless sensor node and base node.  
3.2.1 Gas sensors and signal acquisition  
The following subsections describe the sensors and sensor board interfaces used and 
developed to sense CO2 and CH4 gases discusses in section 1.4, chapter 1. 
Carbon Dioxide Module: the concentration of carbon dioxide (CO2) has been 
widely estimated by NDIR sensing technology in a reliable and accurate manner, 
according to the literature review described in section 2.3.2. In addition to this, the 
technology is simple and easy to implement in comparison to the others optical 
56 
 
technologies described in section 2.3.2. Based on these considerations, an off-the-shelf 
NDIR sensor (CDM30K, Figaro Inc) was selected, module of which comes with an 
integrated microprocessor that calculates the CO2 concentrations based on the IR 
absorption measurements. The signal output of the module is a DC voltage between 0 – 4 
V, that represent 0 – 2000 ppm4, respectively. The module uses infrared wave-guide 
technology with an automatic background calculation algorithm and a folded-path optical 
sensor to provide a reliable path length and to ensure accuracy and long-term stability 
[64], according to the manufacturer. The repeatability of the measurements depends on 
the working temperature, which range from 0 to 50°C, and atmospheric pressure (1.6% of 
the current reading must be added to the reading itself per each kPa deviation from 
normal pressure of 100 kPa ). A weather station on ground and the autopilot on air will 
measure the atmospheric pressure and temperature during the development of an 
operation in order to correct the final CO2 measurements. The time response of the sensor 
is 20 s when the diffusion membrane is used, and 5 s when the gas sample is flushed 
directly into the integrated chamber. Figure 3-3 shows a physical picture of the CO2 
CDM30K module from Figaro Inc [64]. 
 
Figure 3-3. Carbon Dioxide Module (CDM30K, Figaro Inc) [64] 
                                                 
 
4
 The range is expandable to 0 -10.000 ppm 
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The main characteristics of the module are: 
 Average power consumption 200 mW  
 Response time 5s by direct sample flow into the chamber 0.3-1.0 l/min), and 
20s by diffusion membrane.  
 Measurement range 0 ~ 5000 ppm6 
 Pressure dependency: +1.6% reading per kPa deviation from normal 
pressure of 100kPa 
 Linear signal output 0 ~ 4 V DC = 0 ~2000 ppm 
 
This sensor module can be used in a mission that involves the release of high 
concentration of CO2 into the atmosphere, as it was discussed in section 2.4.3.  
Sensor Board Interface: the microprocessor of the network board (Fleck, section 
2.5) has an analogue-to-digital converter (ADC) port to read the signal (0-4 VDC) from 
the CO2 module, and then the Fleck can store and transmit the data to the base node.  
Methane (CH4) Sensor : resistive sensing technology, more specifically Metal 
Oxide (MoX) sensors, have been widely used to sense CH4 in a reliable and accurate 
manner, according to the literature review in section 2.3 and Table A1 (appendix A). The 
sensors employed to sense these gases are developed by Brescia University (Italy) and 
QUT (Australia). The produced sensors were a thin film of Tungsten Trioxide (WO3:Fe) 
(10% at) [65], Indium Oxide (In2O3) and Tin Oxide (SnO2) nanowire bundles [38]. The 
resistance of the MoX sensors is proportional to the gas concentration and to the 
temperature of the environment. As a result, a suitable electronics circuit was developed 
to read the change in resistance and to control the temperature of such sensors. Figure 
3-4,A shows a schematic of a gas nano-sensor device, where the sensor heater is placed in 
the blue zone and the active sensing layer is deposited in the red zone. Figure 3-4,B 
shows the alumina substrate covered by SnO2 nanowire bundles [66]. Figure 3-4, C 
shows a basic electronic diagram of the sensor and heater resistance and Figure 3-4, D 
shows the final sensor assembly on a metallic case. 
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Figure 3-4. A) Schematic of a gas nano-sensor device, blue zone heater, red zone active sensing area; B) 
alumina substrate covered by SnO2 nanowire bundle (adapted from [66]); C) basic electronic diagram of the 
heater and sensor wire; D) final sensor setup on a metallic case. 
Sensor board interface: the electrical resistance of nanowires and SnO2 films can 
vary proportional to the target gas concentration up to 7 orders of magnitude from 103 Ω 
to 109 Ω. Analog-to-digital converters can be implemented to measure this large change 
in resistance, but several ADC units are required to cover the whole scale with an 
acceptable resolution [67]. Therefore, this technological solution was not implemented as 
it considerably increases the hardware structure, weight and power required for the whole 
gas sensing system. An alternative option to measure resistance is the novel and simple 
circuit called “The Resistance-to-Time converter (RTC)” [68]. The RTC is: easy to 
implement, light weight, consumes low power, is capable of measuring from few kilo-
ohms to giga-ohms with an acceptable resolution. Several electronic board interfaces for 
resistive sensors have been developed by Depari et al. [69-71]based on this circuit, 
confirming its functionality and reliability. Figure 3-5,A shows the RTC timing diagram; 
Figure 3-5, B shows the basic electronic configuration and Figure 3-6 is the picture of the 
final sensor board interface developed by the author and the research group to interface 
the resistive sensors. 
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Figure 3-5-A) Basic electronic diagram of the RTC circuit proposed by Depari et al. [69-71]; B) RTC 
timing diagram [69-71]. 
 
 
Figure 3-6. A) three sensor nodes prototype and base computer; B) final electronic board installed on top of 
the Fleck, which integrates the sensor board interface, humidity sensor and power circuit. 
The sensor board interface works following these steps:  
Step 1: the gas sensor is excited by a square wave voltage (Vexc) to produces a 
current flow through the sensor. 
Step 2: a capacitor (Ci) and an operational amplifier (OPA350) (Figure 3-5, A) 
integrate the current flow from the sensor; while the capacitor is charging, the integrator 
produces a negative ramp signal (Figure 3-5, B). A voltage threshold (Vth) is fixed to 
detect the saturation voltage of the capacitor. 
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Step 3: the voltage of the ramp signal from the integrator is compared to a fixed 
voltage threshold (Vth) by using an operational amplifier (TLC3702). The output of the 
comparator is a square signal (Figures F3 and F4, appendix F) where the rise time is 
proportional to the capacitor’s charging time, while the fall time is proportional to its 
discharging time. 
Step 4: the output square signal of the comparator is connected in a close loop to 
the voltage excitation (Vexc) and the voltage threshold (Vth). This feedback connection 
synchronizes the polarity change of the sensor current and voltage threshold. 
Step 5: the circuit keeps oscillating (Figures F3 and F4, appendix F) due to the 
close loop configuration, which continuously charge and discharge the capacitor (Ci) 
through the gas sensor. The charging and discharging time of the capacitor is proportional 
to the sensor resistance, which is converted into a frequency by the comparator.  
Step 6: the microcontroller of the Fleck (section 2.5) read the frequency output of 
the comparator to estimate the sensor resistance by using equation 8: 
   
 
     
     
 
      
                           
Where: 
Rs: is the sensor resistance 
T: is the capacitor charging and discharging period 
G: is the gain of the integrator 
Ci: is the capacitance value 
 : is the capacitor charging and discharging frequency 
 
Characterization and calibration of the system: a wide range of resistors was used 
to evaluate the accuracy of the developed RTC circuit prototypes (Figure 3-6). Twelve 
(12) resistors with values from 479 KΩ to 5 GΩ were measured three times per resistor to 
average the final value. The final data were compared with a Source Meter (KEITHLEY 
2400) 1% accuracy at 25ᵒC, 30% humidity; the results reveal that the system has a 
maximum relative error of 11.27 % and a relative standard deviation of 0.92% over the 
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whole range; and the highest percentage of error occurred in the low resistance region. 
The raw values produced by the sensor board interface were adjusted with a new slope 
and offset calculated by using the Weight Least Mean Square (WLMS) method in order 
to reduce the systematic error. The new estimated values of resistance were calculated by 
using equation 9: 
                                      
Where: 
 Re : sensor resistance estimation  
 Rrd : raw values produced by the sensor board interface 
1.005 : slope calculated by the WLMS method 
-39982.4  : offset calculated by the WLMS method 
 
The maximum relative error of the system was reduced to 3.58%, after this adjustment 
procedure. Figure 3-7 shows the nominal values of the patron resistors versus the 
estimated values adjusted by using the WLMS method, and the relative error of the 
system in each measurement. Table F1 (appendix F) contains a complete information of 
the nominal values of the patron resistors, the estimated values adjusted by the WLMS 
method, the relative standard deviation and the relative error of the measurements. 
 
Figure 3-7. Nominal value of the patron resistors Vs estimated resistance of the sensor board interface. 
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Sensor Heater Circuit: MoX sensors usually requires working temperatures from 
150°C to 400°C to activate the chemical reactions leading to the change in resistivity. The 
MoXs fabricated by Brescia University (Italy) and QUT (Australia) have an embedded 
platinum plate to heat the sensor. The temperature of the sensor is proportional to the 
power dissipated by the resistance of the heater (platinum plate). Appendix E shows a 
table with the related power consumed by the heater to reach the desire sensor 
temperature. The sensor heater system was implemented by using a Fleck to control the 
main processes, system of which works as follows: 
Step 1: the heater is connected in series to a high frequency switching transistor and 
a shunt resistor to control and measure the power delivery. The collector of the transistor 
is connected to the positive power, the gate is connected to the Fleck and the source is 
connected to the sensor (Figure 3-8). 
Step 2: the power is provided by a fixed DC voltage (3.3 V), which is applied to the 
transistor. The Fleck opens and closes the gate of the transistor (Q1, Figure 3-8) with a 
Pulse Width Modulation (PWM) signal to regulate the heater current. The duty of the 
PWM signal is adjusted automatically from 50% to 100% to reach the selected 
temperature based on the current measured on the shunt resistor, which is in series with 
the heater sensor.  
Step 3: the intensity and duration of the heater temperature is controlled by a 
heating cycle protocol developed to improve the performance and stability of MOX 
sensors, more specifically the SnO2 sensor. The heating cycle used for the SnO2 sensor to 
measure CH4 concentrations is further described in section 3.8.  
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Figure 3-8. Electronic diagram sensor heater. 
3.2.2 Humidity Sensor 
Environmental humidity is an important factor that can influence the performance 
of gas sensors, especially MoX sensors. Water adsorbed on the MoX surface will not 
donate electrons to sensing layers, lowering the sensitivity of MoX [72]. Furthermore, 
prolonged exposure of sensors to humid environments leads to the gradual formation of 
stable chemisorbed     on the surface, causing a progressive deterioration of the sensor 
sensitivity [72]. For this reason, it is crucial to measure the environmental humidity in 
order to compensate any drift in the sensor baseline or error in the measurements. 
Humidity interference is not expected in the SnO2 sensor used for CH4, as the sensor 
temperature is higher than 200°C, where molecular water is no longer present at the 
surface, according to TPD and IR studies [41]. Nevertheless, the sensor node was 
equipped with a humidity sensor, if further studies require working temperature under 
200°C. The selected sensor was the HIH-4010 from Honeywell Inc, which has the 
following characteristics: 
 Near linear voltage output vs %RH  
 Range 0% - 100% RH 
 Accuracy ± 3.5 % RH 
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 Response time 5s 
 Operational voltage 4-5.8V, 200 µA 
The humidity sensor produces an output voltage of 0.8 to 3.8V, which is 
proportional and almost linear to the humidity percentage (Appendix D). The Fleck read 
this signal by using an ADC ports. Figure 3-9 shows the electronic schematics of the 
humidity sensor and its final assembly. 
  
 
Figure 3-9. A) Electronic diagram of the humidity sensor HIH-4010; and (B) final assembly. 
3.2.3 Solar cells and power electronics 
A set of four silicon solar cells (SSCs) modules were characterised in order to 
calculate the surface area required to power the sensor nodes for more than 24 hours 
under different environmental conditions. Each module has nine polycrystalline SSC 
ribbons in serial connection, and each ribbon produces 1.1V/100 mA. The four modules 
were connected in parallel to form a panel of 410 cm
2
 of total active area.  
The laboratory performance of the SSC panel was evaluated by using a Sun Simulator 
Equipment, which is composed of: 
 A high pressure sodium lamp, 1000W/m2, 400-750 nm 
 A source meter ( Keithley 2400) 
 A computer with a Labview application 
 
The output performance of the panel is plotted in Figure 3-10, showing the following 
values: fill factor 0.803; voltage open circuit (Voc) 9.95V; current short circuit (Isc) 326 
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mA; and maximum power (Pmax) 2.6 W. The sun simulator lamp produces an even 
irradiation of 1000W/m
2
 only to an area of 10 cm
2
, 15cm below the lamp. As a result, the 
average incident irradiance over the whole panel located 15cm below the lamp, was 796 
W/m
2
,
 
with an average temperature of 30°C on the panel surface. The efficiency of the 
SSC was calculated in equation 10, based on the previous data collected: 
  
    
    
                                   
 
  
    
               
;   8% 
  
 
Figure 3-10. Current and power output produced by a SSC panel with a surface of 410 cm
2
 at 796 W/m
2
 
average irradiation (12/11/2010). 
The control electronics was designed to manage the energy provided by the SSC panel 
during sunlight hours in order to: 
 Supply regulated power (3.5V-6V, 500mA) to the sensor node. 
 Recharge a standard lithium battery (3.7V, 1200 mAh) with the surplus 
energy from the panel. 
 Work as a maximum power point tracker (MPPT) for the solar panel. 
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 Power the sensor node by managing the energy available in the battery 
and solar panel. 
The BQ 24030 from Texas Instruments Inc [73] was the electronic chip selected and 
configured to perform this task. The solar panels, battery and power board was heavily 
tested under laboratory and outdoor conditions, testing of which is reported as follows: 
Battery charge and discharge cycles: the first outdoor test on the power electronics 
was to charge a standard lithium battery (3.7V, 1200mAh) using the energy from the solar 
panel. The time span for this experiment was one month during winter and it ran under 
different weather conditions; a data-logger equipment (Datataker DT85, Figure 3-12, A) 
was used to record the sun irradiance, voltage and current of the battery and panel.  
The results of the bench test shows that the battery required an average of 4.8 Wh, during 
6 to 7h to achieve full charge. After each charging cycle the battery was discharged 
through a dump resistor to measure the output energy in order to calculate the efficiency 
of the charging system. The average output energy measured at the dump resistor was 4.2 
Wh at 0.2 discharge rate (240 mA @3.7V, Figure 3-11). These values produce a 
discharge/charge efficiency rate of 87.5%, which indicate high performance of the 
electronic system in comparison to standard systems in the market [74] with efficiencies 
about 70%. 
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Figure 3-11. Charging and discharging cycles of a lithium battery powered by solar energy, and discharged 
through a dump resistor. 
A second outdoor experiment was carried out to measure the average energy produced by 
the panel and to analyse the performance of the control electronics as a MPPT and power 
manager. Sunny and cloudy conditions were predominant during the time span of the 
experiment and the system load was emulated with a resistor on the output power of the 
electronics. Figure 3-12 shows a picture of the installation of the first sensor node 
prototype on the roof of S block, QUT, Brisbane – Australia; and the readings taken by a 
data-logger connected to the prototype node.  
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Figure 3-12-A) Datalogger reading from the silicon solar panel and power electronics; B) installation of the 
sensor node prototype with the SSC panel on the roof of S block building in QUT, gardens point, Brisbane– 
Australia. 
The bench test recorded that the solar panel produced an average energy of 17 Wh-day on 
clear days
5
 and 4.83 Wh-day on cloudy days
6
. 11h was the average sunlight-hours during 
                                                 
 
5
 Days when more than 70% of the time the cells were free from clouds and the information was compare 
with the number of oktas registered by the BOM at 9am and 3pm.  
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the experiment on “S” block roof, at QUT campus in autumn season. It was observed that 
the control electronics managed the energy available in the panel and in the battery by 
mixing both sources or by selecting the most suitable source in order to power the gas 
sensor system as long as possible. Figure 3-13 shows voltage, current and power 
consumed by the sensor node. The graph shows that the battery (green spikes) was 
supporting mainly the sensor node during morning and afternoon periods; and the solar 
panel (yellow lines) was powering the node and charging the battery about noon, when 
the sun irradiance very intense.  
 
Figure 3-13-A) Shows the current and voltage behaviour of the solar panel and the battery during one day 
of operation. The control electronics manage the energy from the panel and battery to provide power for the 
sensor node as long as possible.  
                                                                                                                                                  
 
6
 Days when more than 70% of the time the clouds were shading the sun, information of which was 
compare with the number of oktas registered by the BOM at 9am and 3pm.  
. 
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Figure 3-14. Shows the power and efficiency of the solar panel during one day of operation [75] 
Figure 3-14 shows that the maximum output power of the solar panel was almost 3W with 
a maximum efficiency of about 8% at the maximum sun irradiance; although, the 
expected efficiency was 12% according to fabricant specifications. The following 
conclusions were made based on the performance of the power electronics during the 
bench testing: 
 The control electronics successfully managed the energy from the battery and 
solar panel by selecting an appropriate source or combining both sources in order 
to ensure power to the system load as long as possible. 
 The control electronics kept the solar panel working on the maximum power point 
(MPP), since the average efficiency of the panel was about 7.12%, close to the 
highest efficiency registered in the lab.  
 The sensor node composed of the sensor board interface, sensor heater, and the 
transmission module [75] require 0.091 Wh to perform one measurement and 
transmit the data, according to the records of the data-logger attached to the 
system (Figure 3-12). 
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 186 samples/day will be the maximum sampling frequency of the node in clear 
days, and 53 samples/day will be on cloudy days (Table 3-1). These numbers are 
reduced about 5% due to battery charge/discharge losses [75], if night activity is 
required as discussed in previous experiments.  
 High quality SSCs need to be selected for the final sensor node prototypes in order 
to ensure high efficiency of the solar cells. 
Table 3-1. Shows the maximum sampling frequency per day of the sensor node depending on weather 
conditions. 
 CLEAR DAY CLOUDY DAY
7
 
Sample/day 186 53 
Average energy produced by 
the solar panel (Wh-day) 
17 4.83 
Average battery charging 
time (h) 
6 7 
Power required by the sensor 
node to process one sample 
(Wh) 
0.091 0.091 
 
The solar cell area required to power a sensor node for more than 24h was calculated 
based on the previous results. High quality solar cells were used in the final prototype in 
order to ensure high efficiency of the panels. A small sample of the polycrystalline SSC 
type used for the final prototypes was tested in the laboratory and reported in Figure 4-16. 
The test reported an efficiency of 11% of the SSC without encapsulation, and 10.5% after 
the encapsulation with resin. However, the resin encapsulation will be used for the UAV 
only.  
                                                 
 
7
 Days when more than 70% of the time the sun was shaded by clouds 
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Winter and summer conditions affect the solar panel area required to power the sensor 
node continuously for more than 24h. Therefore, two panel areas were calculated based 
on the average daily sunshine-hours of summer and winter in Brisbane. 
Solar panel area and battery required for summer in Brisbane: 
 Average daily sunshine hours 8.3 h8. 
 Average sun irradiance in summer8 803 W/m2. 
 Sampling frequency 5 min. 
 Silicon solar cells efficiency 11%.  
Firstly, the daily energy demand is calculated based on the sensor node activity during 
sun-light and dark hours as follows:  
 Energy demand during sunlight hours: 12samples X 8.3h X 0.091 Wh = 9.1 Wh 
 Energy demand during dark hours: 12samples X 15.7h 
.
X 0.091 Wh = 17.14 Wh 
The energy required during night periods is adjusted based on the efficiency of the 
charge/discharge process (87.5%, section 3.2.3): 
17.14 Wh/0.875 = 19.5 Wh 
As a result, the total daily energy demand is: (9.1 Wh day-light) + (19.5 Wh night time) = 
28.6 Wh, in order to take samples every 5 min. 
The panel needs to produce 3.4 Wh (         for 8.3h to meet the daily energy demand of 
28.6 Wh. Therefore, the required area of the solar panel is calculated in equation 11, 
taking into consideration that the average sun irradiance in Brisbane is 803 Wh/m
2
, and 
1m
2
 of the selected SSC panel (11%) will produce an average energy of 88.3 Wh.  
                                                 
 
8
 According to the Australian BOM. 
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The capacity of the battery is calculated based on the 19.5 Wh required for dark periods, 
therefore a commercial battery of 3.7 V/ 5200 mAh lithium battery will satisfy the 
demand.  
Solar panel area and battery required for winter in Brisbane: 
 Average daily sunshine hours 7.6h9. 
 Average sun irradiance in winter9 548 W/m2. 
 Sampling frequency 5 min. 
 Silicon solar cells efficiency 11%.  
 Energy demand during sunlight hours: 12samples X 7.6h X 0.091 Wh = 8.3 Wh 
 Energy demand during dark hours: 12samples X 16.4h 
.
X 0.091 Wh = 17.9 Wh 
Adding the energy loss of the charging/discharge process 
17.9 Wh/0.875 = 20.4 Wh 
The panel area required is calculated in equation 12: 
            
              
       
                                                   
 
                
         
 
The battery required to meet the storage demand is a 3.7 V/ 5500 mAh. 
                                                 
 
9
 According to the Australian BOM 
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Corrada P. et al [76, 77] determined that the best tilt angle for solar collector in Brisbane- 
Australia are almost 0° degrees in summer and about 50° degrees in winter in order to get 
the maximum output power in those seasons. 
3.3 Wireless Sensor Network (WSN) configuration 
This section of the project describes the design, development and testing of the 
solar WSN. The design includes a system that effectively propagates data from multiple 
wireless sensor nodes out in the field to a host computer. Once the data reaches the field 
computer, the gas concentration values are stored and displayed on a live webpage for 
access to operator and external users. 
3.3.4 Network Topologies 
Several network architectures were achieved by hopping sensors to each other. The 
typical configurations were Star, Tree and Mesh. For simplicity and reliability, the first 
experiment was successfully carried out by using a Star configuration, which advantages 
are:  
 The networks do not need to multi-hop devices as all the sensors have a direct 
connection to the gateway 
 No delays are incurred 
 Device failures do not affect other nodes as they are independent of each other 
The main drawback of this configuration is that the covered area was limited by the 
transmission range of a single node. 
The second network topology implemented was the Tree configuration (Figure 3-15); 
which help to cover larger areas with a minimal of communications, due to its multi-
hopping ability.  
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Figure 3-15, A. WSN in tree configuration; B) installation of the WSN in SERF, QUT, Brisbane - Australia.  
An example transaction using this network protocol is shown in Figure 3-16. Blue lines 
represent beacon messages, whereas, red lines represent the replies and data from a node. 
In this example the set time for a message to be sent (    is equal to one second and the 
maximum hop count        is equal to three. 
 
Figure 3-16. Network Routing Protocol 
A node, acting as the master or base node, broadcast a beacon to the child nodes. Once a 
child node receives this beacon, it acknowledges the source of the beacon as its parent; 
soon after the child node forwards the beacon to its parent. From doing this, the first 
received beacon from any node will be the most efficient route; as the more hops a route 
takes, the longer it will take to receive a beacon. This can be mathematically represented 
in equation 13:  
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Where: 
   is the time that a beacon from the base node takes to reach a node named b. 
   is the number of hops the beacon took to reach the target node. 
   is the delay between receiving and forwarding on a beacon. 
Once a node has sent a beacon, it will spend a short time listening for replies from its 
children. The subsequent waiting time (tw) can be represented in the formula below: 
                                   
Where:  
   is a set time for a message to be sent. 
     is a defined maximum hop count.  
   is the current hop count. 
When the waiting time has lapsed, it will forward the received children’s messages, as 
well as its own, to its corresponding parent. This means that the base node will wait the 
longest, and a node that is at the limit of the hop count will reply instantaneously to its 
parent. This routing protocol rules the network each time a beacon is sent, giving the 
WSN dynamic capabilities that are immune to node drop out between transactions.  
3.4 The COSM Service  
COSM is a web server that acts as a third party storage service. COSM was selected 
to store and process the data because it provides long time span of data storage; it has an 
application programming interface (API) that generates statistics and static graph images; 
and has an administrative console, which is useful in viewing a large timespan of data.  
Another major advantage is the capability of storing large amount of data without needing 
to deal with database structure, performance and storage limitations, as the API gives 
functionality for both data storage and representation.  
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A general overview of the data management platform composed of a base computer, the 
COSM server, and the webpages for operators and external users is shown in Figure 3-17.  
 
Figure 3-17. General overview of the data management platform composed of a base computer, the 
COSM server, and two webpages for operators and external users. 
3.5 Data acquisition and display 
The data acquired from the WSN is stored on the base/field computer, which is 
mainly a gateway used to host the base node and generates CSV or TXT files of the daily 
stored data. Then, the base computer communicates with the COSM server in order to 
store and represent the raw data on two web pages, process of which is shown in Figure 
3-18 and discussed in detail in Appendix G.  
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Figure 3-18,A) Field computer basic configuration; and B) overview of the field computer and server 
interface. 
The public page created gives a brief overview of the project and presents a range of 
graphs made of the gas concentration, temperature and irradiance conditions. The 
administrative page gives to the user more information about the logged data, statistics 
and operational information of the node. In the designed webpage, the user is able to 
change a graph of any recorded parameter independently and select a specific day in the 
past, or view the most recent data within a specified timespan. 
The web page was embedded in a pre-existing public page of the Queensland University 
of Technology (QUT’s public webpage, http://dev-external-
apps.qut.edu.au/spnp/upload/log/). Figure 3-19 is displaying only one data stream from 
the feed, namely QUT’s S Block. Each data stream has a Google map reference and a 
short illustration of the data feed. Additional data streams can be added for each sensor 
node. 
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Figure 3-19. Public webpage design 
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The data graphs are images populated using a COSM API (application programing 
interface) called “through client scripting” that uses HTML’s image tag as illustrated in 
Figure 3-20. 
 
Figure 3-20. Image of the source structure. 
Where the GET parameters and HTML IDs are described as: 
 Duration: time span of data. 
 Stroke size: width of line. 
 Colour: colour of line. 
 Height, width: size of image. 
 ID: used to update the image without reloading the page. 
 Start: UTC Timestamp (not used in example), which is used when looking at 
previous data starting at this parameter. 
The administrative page is a password-protected page that displays and logs a range of 
information collected from the WSN and UAV. The security of this page is achieved by 
using a server configuration security setting. Figure 3-21 shows the partially completed 
website.  
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Figure 3-21. Administrator webpage design. 
This page has the ability to search logs by date and/or node identification number. This is 
achieved by a PHP
10
 script, which is a server side script. It generates a list of files by 
following the instructions stated in Figure 3-22. 
 
Figure 3-22. listing Log CSV. 
                                                 
 
10
 Is a server-side scripting language designed for web development but also used as a general-purpose 
programming language. 
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An open source publically published PHP script has been incorporated to assist in listing 
the files in the directory. The Date Calender is sourced from JQuery UI, which is a 
JavaScript library. 
Statistics and Overview: the page also displays statistical information such as 
Minimum, Current and Maximum value; the units of the variable and when it was last 
updated. The statistics are generated from COSM, and the administrative page sends a 
HTTP GET request for a JSON
11
 array that contains all the information for a given feed. 
By using an in-built JSON decoder from PHP, the statistics are parsed and formatted into 
a HTML tagged table. 
The network routing algorithm was proven to be functional. The multi-hopping 
communications were conducted with three flecks; one Fleck node and two sensor nodes. 
The nodes were distributed in a linear trajectory of about 200m, and the antenna of the 
farthest node were removed to avoid direct communication with the base node. 
The base node sent beacons and successfully received data packages from the two nodes. 
The first tier node was turned on and off to verify the data transfer and the prove the 
multi-hopping capabilities. A screen dump of the serial output can be seen in Figure 3-23. 
                                                 
 
11
 Or JavaScript Object Notation, is a text-based open standard designed for human-readable data 
interchange. 
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Figure 3-23. Serial output of the multi-hopping test. 
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3.6 Field deployment of the WSN 
The WSN composed of three wireless sensor nodes, one base node (gateway node), 
and one hose computer was installed in Samford Ecological Research Facility (SERF)
12
 
on February 2013. Two nodes were fitted with CO2 modules and one node with a SnO2 
sensor for CH4, the solar panels of the nodes were tilted at 27ᵒ, Brisbane latitude, in order 
to get the maximum sun irradiance in summer. The WSN was located nearby a weather 
station in order to correlate the gas sensing results. SERF is located in the Samford 
Valley, 25 min driving northwest of QUT’s Gardens Point Campus in Brisbane, 
Queensland (Figure H1, appendix H).  
3.7 Laboratory, bench and field testing of the gas sensors 
3.7.1 Carbon Dioxide (CO2)  
The CDM30K modules were pre-calibrated from factory at zero and 400 ppm, 
according to technical specifications. However, the performance of the modules was 
compared to a CO2 analyser (Li-840A) as a reference to adjust the slope and offset values. 
Two sensors nodes were exposed initially to 450 ppm of CO2, which was gradually 
increased to 500 ppm over a period of two hours. Figure 3-24 shows the sensor responses 
of two CO2 modules compared to the Li-840A analyser; one module was installed in a 
ground node and the other one in the UAV. 
                                                 
 
12
 This is a 51-hectare property that provides QUT with a research, teaching and learning base for a range of 
ecological, engineering, built environment and educational programs primarily relating to urban 
development and its impact on ecosystems. 
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Figure 3-24. Bench testing measurements of two CO2 modules versus the LI-COR 840A analyser. One CO2 
module was installed in a sensor node and the other one in the UAV fuselage. 
The sensors were tested outdoors in the university campus and in SERF-QUT
13
, after 
functional and quality test were performed on the modules. The sensor modules were 
bench tested for more than three months under different environmental conditions. Figure 
3-25 shows the CO2 concentrations and the temperature registered by one wireless sensor 
node during one day of operation. The data produced was cross checked periodically with 
a reference sensor to verify the reliability of the readings. Significant loss in performance 
was not detected during the time span of the experiment; then, the sensor nodes were 
involved in an experiment with a real pollutant source, experiment of which is described 
in Chapter 5. 
                                                 
 
13
 This is a 51-hectare property that provides QUT with a research, teaching and learning base for a range of 
ecological, engineering, built environment and educational programs primarily relating to urban 
development and its impact on ecosystems. 
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Figure 3-25. Shows the response of one of the CO2 modules installed in SERF (QUT, Brisbane -Australia) 
during one day of operation. 
3.8 Methane (CH4) 
Thin films of Tungsten Trioxide (WO3:Fe) (10% at), and nano-sensors made of 
SnO2 and In2O3 nano-wires were tested for NO2 and CH4 gases in the laboratory (See 
Appendix I). However, only a SnO2 nano-wire sensor was tested for CH4 in the WSN as 
its results are the focus of this research. The SnO2 sensor was left inside the gas chamber 
(Figure I1, appendix I) for 18.6 h at a constant flow of synthetic air (200 SCCM) in order 
to stabilise the sensor before any measurements. After the stabilisation, the SnO2 sensor 
was exposed several times to concentrations of CH4 from 2 to 10.5 ppm, at a fixed sensor 
temperature of 300°C during the experiment (Figure 3-26). The results of the experiment 
showed that the response and recovery time of the sensor was longer than one hour for all 
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the different concentrations of CH4. Furthermore, the baseline had an increasing tendency 
during the experiment and never reached its original level.  
 
Figure 3-26. SnO2 sensor response for 2, 5, 7, and 10.5 ppm of CH4 in synthetic dry air, 0% humidity, 200 
SCCM, sensor temperature fixed at 300°C throughout the complete test. 
A cycling heating protocol for the sensor was developed in order to improve the stability 
of the sensor baseline and to reduce the sensor response and recovery time. The cycling 
protocol was developed based on previous research work on the field [44, 78-80] and 
experimental results in the laboratory. It was found that heating the sensor at 400°C 
produces a stable baseline and avoid any humidity interference, as water molecules are 
evaporated when the temperature is higher than 200°C [31]. However, the sensitivity of 
the sensor is reduced dramatically at this temperature. Therefore the sensor needs to work 
at its optimal working temperature that was determined at 300°C. An electronic circuit 
capable of heating the sensor at two temperatures for short periods of time was designed 
and implemented in order to combine the working temperature (300°C) and the 
desorption temperature (400°C) of the sensor. The following testing procedure was 
developed to determine a suitable heating cycling protocol without affecting the sensor 
performance: 
88 
 
 The SnO2 sensor was enclosed in a stainless steel chamber (Appendix I). 
 The sensor heater was connected to an electronic board that controls the time 
on/off of the heater. The voltage of the heater was selected according to the desire 
testing temperature (Appendix E), 2 V for 400°C and 1.6 V for 300°C for this 
experiment. 
 The sensor electrodes were connected to a pico-ampere meter (KEITHLEY 2400), 
which reads the resistance values and communicates the data to a Labview 
program for further processing. 
 The certified gas bottle of CH4 was connected to a set of electronic mass flow 
controllers (MKS 647) controlled by a Labview program (Appendix I). 
 The sensor was left in the gas chamber overnight to be stable before the test with 
CH4. The temperature of the gas chamber during the experiment was 25°C and the 
gas flow 200 SCCM. 
The mass flow controller system (MKS 647) was programmed to deliver into the chamber 
pure air, and CH4 at 5 and 10.5 ppm diluted in synthetic air, once the sensor was stable; 
the maximum gas concentration was 10.5 ppm due to safety and regulations. The 
response and recovery time of the sensor was recorded by a Labview program interface 
(Figure I1-D, appendix I), after each gas injection. Several temperature profiles were 
tested while the SnO2 sensor was exposed to different CH4 concentration, process of 
which showed that sensor exhibited its highest response when was heated for 2.5 min at 
300°C. Then, heating the sensor for 2 min at 400°C was suitable for baseline stabilisation, 
as is shown in Figure 3-27. The test was repeated five times and the result are reported in 
Table 3-2. 
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Figure 3-27. Shows one of the test performed on SnO2 sensor for different concentration of CH4 and two 
different temperatures (values from Test 3, Table 3 2). 
Table 3-2. Summary of five lab test performed on the SnO2 sensor exposed to pure air, 5 and 10.5 ppm of 
CH4. 
 
CH4 
concentration 
(ppm) 
TEST 1 TEST 2 TEST 3 TEST 4 TEST 5 MEAN 
SnO2 
sensor 
resistance 
(ohms) 
0 3163 3060 3185 3280 3056 3148.8 
5 3730 3685 3635 3860 3658 3713.6 
10.5 4575 4604 4675 4599 4645 4619.6 
Time 
response 
(min) 
5 15.9 15.8 15.7 15.5 15.8 15.74 
10.5 24.8 24.6 25 22.3 24.9 24.32 
Time 
recovery 
(min) 
5 8.8 8.6 8.7 8.7 8.7 8.7 
10.5 8.9 8.8 8.9 8.8 8.9 8.86 
Ratio 
(Rs/Ro) 
5 1.17 1.2 1.18 1.17 1.19 1.17 
10.5 1.44 1.5 1.5 1.40 1.5 1.46 
 
The fact that the SnO2 sensor need time to reach its physisorption and chemisorption 
equilibrium explain its highest sensitivity to CH4  at 300°C. On the other hand, the gas 
molecules attached to the sensor surface were totally desorbed when the temperature 
increases to 400°C. This desorption produced the sudden decrease in the sensor 
resistance; although, the decrease or increase of this resistance depends on the nature of 
the gas and sensor, whether they are reducing or oxidizing.  
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The average time response of the sensor for 5 ppm and 10.5 ppm of CH4 was 15.74 min 
and 24.32 min; and the average recovery time was 8.7 min for 5 ppm, and 8.86 min for 
10.5 ppm, after each gas injections according to Table 3-2. The sensor base line remained 
stable after each gas injection during the test, which is important for recalibration 
procedures, especially in outdoor applications.  
The sensitivity of the sensor was determined by using equation 15, which calculated the 
ratio between the average sensor response (RS) and the average sensor baseline resistance 
(100% air, Ro), which values are reported in Table 3-2 
   
  
  
                    
Where: 
Ss: Sensor sensitivity to CH4. 
Rs: Average sensor resistance depending on the concentration of the target gas. 
Ro: Average sensor baseline resistance. 
 
The average sensor sensitivity ratio varied from 0 to 1.46, when the concentration of CH4 
varied from 0 to 10.5 ppm, respectively; and the average increase or decrease of the 
sensor resistance was 140Ω per 1 ppm, which is within the detection range of the 
developed sensor board interface (section 3.5). However, the sensor response is expected 
to be slightly different when tested outdoor due to cross correlation of the sensor to other 
gases presented in the atmosphere [31, 81].  
The response in resistance of the sensor was mathematical treated in order to 
linearize the response versus the gas concentration. The gas concentration was defined as 
the independent variable (X axis); while the sensor response was defined as the dependant 
variable (Y axis, Figure 3-28). After analysing possible calibration curves for this short 
gas concentration span, a simple linear regression or least mean square (LMS) model 
could be applied to the data in order to find a suitable calibration curve (G), which 
provides an intercepted term (a) and slope parameter (b), plus an error parameter ( ) that 
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accounts for the failure of data to line on the straight line and represents the different 
between the true and observed measurements of Y (sensor resistance). Figure 3-28 graph 
the test performed on the SnO2 sensor and the interception and slope values calculated. 
 
Figure 3-28. Linearization of the sensor response in resistance towards CH4 concentrations from 0 to 10.5 
ppm.  
                                   
Where b is calculated by using equation 17: 
 
  
                           
                
                    
 
And a is calculated by using equation 18: 
 
  
            
                    
               
                 
 
The variables are defined as: 
X: known gas concentration 
Y: sensor response in resistance (ohms) 
N: total experimental points 
i: sequence of each experimental point 
 
Finally, the values of equation 16 are defined as follows: 
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3.8.1 Field test of the SnO2 sensor 
The heating cycling protocol described previously (section 3.8) was developed in 
order to overcome drift problems of the SnO2 when it was firstly tested outdoors. The first 
experiment on the sensor was developed on the roof of S block (QUT, gardens point), 
where the SnO2 sensor was installed in one of the sensor nodes developed (Figure 3-6). 
The node was placed inside a special sensor shelter that allows the air and target gas to go 
through, but not water (Figure H2, appendix H); this system is a variation of the 
Stevenson screen shelter. The time span of the experiment was 2 days, where the sensor 
working temperature was fixed at 300°C and the network board (Fleck) was programmed 
to acquire data every 5 s.  
Figure 3-29 shows the results of the experiment during the first 15 h; the graph shows an 
increasing tendency of the sensor resistance after the outdoor installation. The sensor 
resistance value was about 4400 Ω, at the beginning of the installation; and soon after the 
sensor resistance started to increase steady until it reached resistance values higher than 
155 MΩ. The increasing resistance tendency of the sensor was likely produced by the 
presence of unknown gases in the atmosphere, which were continuously reacting 
chemically or physically on the sensor surface, altering its electrical resistance [31, 81]. 
Environmental humidity was not expected to affect the sensor sensitivity and stability due 
to its high temperature (200°C) [31]. 
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Figure 3-29. First outdoor testing on the SnO2 sensor installed on the roof of QUT between the 6 and 7 of 
December, 2012. 
The second outdoor experiment on the SnO2 sensor was developed in SERF- QUT
14
. The 
sensor node was deployed outdoors and powered by solar energy. The cycling 
temperature of the sensor was fixed at 300°C for 2.5 min, and 400°C for 2 min, protocol 
that was developed in section 3.8. The results of the test are plotted in Figure 3-30, where 
two sensor response levels are clearly identified. The bottom level is produced by the 
sensor response at 400°C for 2 min, which was defined as the sensor baseline; this bottom 
level looks stable with almost no drift. The top level of response was produced when the 
sensor was heated at 300°C, for 2.5 min, value of which correspond to the sensor 
sensitivity towards environmental gases.  
 
                                                 
 
14
 QUT farm located near Brisbane – Australia. 
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Figure 3-30. Shows the SnO2 sensor response in resistance towards environmental gases in SERF- QUT, 
Brisbane – Australia (see Appendix H). 
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3.9  Summary 
In this chapter, the design and implementation of a WSN to track concentrations of 
CO2 and CH4 was broadly described. A data management platform was created to allow 
operators and external users to access, store, display and share the data collected from the 
WSN. The sensors for CO2 and CH4 were characterised by laboratory, bench and field 
testing, results of which indicate a successful response of the sensors towards the target 
gases, and an acceptable functionality of the general system toward the objectives of the 
research. The developed sensor board interface was fully compatible with any resistive 
sensor, even with the commercial ones mentioned in Table 2-1, which response times are 
between 5-30 s. 
The design, development and testing of the wireless sensor nodes, solar power system, 
network configuration and web interface were broadly described and illustrated, reporting 
on individual results at each stage. The prototypes were developed as a proof-of-concept 
for the envisioned WSN for continuous monitoring, and the methodology described is a 
useful guide for future research in the area.  
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Chapter 4 Design of a Solar Powered 
Unmanned Aerial Vehicle (UAV) for Gas 
Monitoring 
4.1 Overview 
This chapter illustrates the methodological approach to design a solar powered 
UAV for environmental, agricultural and industrial gas sensing applications capable of 
continuous flight during sunlight hours. The vision of the project includes the 
transmission of the information to a data management platform, which was described in 
section 3.4 and illustrated in Figure 4-1.  
 
Figure 4-1. Vision of the solar powered UAV for pervasive monitoring of gases. 
4.2 Design of a solar powered UAV for CO2 and CH4 
The methodology depicted in Figure 4-2 was designed and developed in order to 
answer the third question of this research, which aims to calculate the characteristics of a 
small solar powered UAV capable of uninterrupted flight during sunlight hours in 
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Brisbane, while operating a gas sensing system. The four main sub-sections of the 
methodology are: (i) the design and development of a solar powered UAV prototype for 
environmental gas sensing; (ii) the characterisation of the weight and energy balance of 
the UAV systems; (iii) analysis of the final solar UAV configuration; (iv) and finally, the 
wing size calculation of a solar UAV for continuous flight. Figure 4-2 shows the flow 
diagram used to develop the methodology proposed.  
 
Figure 4-2. Approach for designing small and long endurance solar powered UAV capable of carrying and 
operating a gas sensing system.  
The first step was the adaptation and bench testing of the gas sensing systems for CO2, 
and CH4 for aerial missions. The gas sensing technology described and used for the 
implementation of the WSN (Chapter 3) was used in the UAV with some modifications 
on the sampling system. The design of the sampling system was based on the 
environmental conditions experience on board the aircraft during flight operations, which 
require the capture and retention of a small sample volume to let the sensor response to 
the gas concentration. The parts required for the sample intake system were a shell, a gas 
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chamber, a solenoid valve, a valve control and a timer, system of which is described as 
follows:  
A shell to house the gas sensing system and to install it on top of the wing was designed 
and built like a fin shape with light materials (<50g) in order to avoid significant drag and 
weight for the aircraft (Figure J1). The shell was installed on the top-middle of the wing, 
as this area receives all the incoming downstream wind from the propeller; fact that could 
increase the probability of detecting pollutants ahead of the aircraft. 
A small gas chamber (63 cm
3
) was created and installed inside the fin shell to retain the 
sample volume and to host the sensor. The gas chamber has a T shape to let the gas flows 
along the horizontal trajectory and insert the sensor in the vertical cavity, this ensure 
proper contact with the gas volume (Figure 4-6). 
A solenoid valve was connected to the inlet of the chamber to control the sample intake 
(Figure 4-6, Figure J3). The closing and opening time of the inlet valve depends on the 
gas sampling requirements, the sensor response time, and the time required to flush the 
chamber and flow lines. 
Opening the valve for 1s is enough time to flush the chamber and capture a new sample, 
considering the expected cruise speed of the UAV (12 m/s, section 4.2.6), and the volume 
of the chamber and flow lines (7.8 cm
3
). However, the opening time for the experiments 
was set 2s to ensure a completely evacuation of the chamber.  
An electronic valve control and a timer were developed to control the opening and closing 
time of the solenoid automatically. Figure 4-3 shows the basic electronic diagram of the 
circuit that controls the valve. The opening and closing of the valve was controlled by 
changing the polarity of the solenoid inductor, which requires a power pulse of 6V/580mA 
for at least 30ms. The polarity of the solenoid inductor was controlled by an integrated 
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circuit (L2930), output of which was governed by an electronic timer circuit (LM 555). 
The desired opening and closing time was fixed before the mission began and the circuit 
was installed inside the fin shell. The valve can be controlled by the Fleck based on the 
evolution of the target gas, system of which will be implemented in further research. 
 
Figure 4-3. Valve control (L2930) and timer (LM 555) circuit. 
The control electronics of the aerial sensor node was developed with a Fleck board. The 
Fleck was in charge of acquiring the gas sensor data, procedure of which was described in 
section 3.2.1. The Fleck board was installed inside the fuselage, behind the servo motors 
location (Figure J4, Appendix J). The DC power for the gas sensing system was provided 
by the electronic speed controller (ESC) of the brushless motor (section 4.2.3), which has 
an internal battery eliminator circuit (BEC) that provides up to 5VDC, 2. A step-up 
converter circuit connected to the BEC output provided 6VDC to power the solenoid 
valve. Once the Fleck acquires the sensor data, the information is transmitted to the base 
node by using the radio module of the Fleck, antenna of which was installed on the top of 
the airframe (Figure J4).  
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4.2.1 Installation and bench testing of the Carbon Dioxide (CO2) module. 
The CDM30K CO2 module has its own built-in chamber (Figure J2, appendix J), 
which is allow a straight connection to the outlet of the solenoid valve by using a proper 
tube-pipe adaptor. The final setup of the CDM30K CO2 module inside the aerodynamic 
fin shell is shown in Figure 4-4.  
 
Figure 4-4. A) CO2 module inside the fin shell, connected to the solenoid; B) final configuration of the gas 
sensing system, ready to be installed on top of the wing of the Green Falcon UAV. 
Bench testing of the CO2 module: the whole CO2 gas sensing system was mounted 
inside the fin shell, and the shell on top of the wing. The aircraft was taken outdoors to 
test the communication with the ground station, and to run the following test on the gas 
sensing systems: 
1) The opening time of the solenoid valve was set to 2s for the sample intake 
and 5s close to estimate the gas concentration. The Fleck was programmed 
to read the gas concentration from the CO2 module at the end of the 5s 
sample analysis. 
2) The first test evaluated the stability of the sensor baseline with the avionics 
and motor off. Then, the avionics and motor were turned on, and the 
stability of the system was verified, again.  
102 
 
3) Finally, emissions from a CO2 pollutant were released in front of the aircraft 
for about 20s, 2m away from the plane, while the propeller was running 
(Figure J5, appendix J) 
The previous test showed that the sensor baseline was not altered by the propeller 
downstream wind when it was operating, as it can be appreciated in the first part of the 
graph in Figure 4-5. Once the CO2 release started the sensor successfully detected a CO2 
peak within 60s; and the sensor baseline returned to its original level of about 425 ppm 
after the emissions finished. It is assumed that the background level detected 
corresponded to the atmospheric CO2 concentration of the surrounded area (Figure 4-5).  
 
Figure 4-5. Bench testing of the aerial sensor node equipped with the CO2 module, gas chamber, and 
solenoid valve. The system was exposed to contaminant emissions under different working conditions. 
The gas sensing system was connected to data-logger equipment (Datataker DT85, Figure 
3-12) to measure the energy consumption during the experiment, results of which showed 
that the complete gas sensing system (gas module, solenoid valve, and Fleck) consumed 
approximately 400 mWh. 
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4.2.2 Installation and bench testing of the Methane (CH4) sensing system.  
The gas sensing system for CH4 was also adapted for aerial sampling by using the 
same system described for CO2. The SnO2 gas sensor was screwed in a threaded sensor 
socket and installed into the gas chamber. The sensor socket transported the signal and 
power to the control electronics located inside the UAV fuselage by a wired connection. 
The gas chamber was connected to the output of the solenoid valve to control the sample 
intake, and the complete assembled system was installed inside the fin shell for testing 
(Figure 4-6).  
 
Figure 4-6. Airborne gas sensing system: aerodynamic fin shell, SnO2 sensor, sensor socket, gas chamber 
and solenoid valve. 
The procedure conducted to test the system for CH4 was similar to the one described for 
CO2 (previous section). However, the control valve was activated manually in order to 
observe the response time of the SnO2 sensor and the sealing of the valve, procedure of 
which was developed was as follow: 
1) First, the stability of the sensor baseline was verified with the avionics and motor 
switched off.  
104 
 
2) Then, CH4 emissions from a pollutant source were released in front of the UAV 
for 12 min, until the sensing system started to register change in the sensor 
resistance. 
3) Next, the motor was switched on, action of which cleared any remainder of the 
pollutant emissions inside the chamber; and it was observed that the sensor 
baseline dropped back to the level registered at the beginning of the test. 
4) The contaminant emissions were continuously released for about 34 min at a rate 
of 1 l/min, while the motor was kept at 50% power. 
5) Once the emissions reached the gas sensing system, the solenoid valve was closed 
to fill the chamber with the gas volume, and let the sensor response to the gas 
concentration. 
6) After the sensor reached its peak value, the solenoid valve was re-opened to flush 
the chamber, action of which produced a sudden decrease in the sensor resistance. 
7) The previous procedure was repeated twice to verify the functionality of the 
solenoid valve and the sensor response to the contaminant. 
The experiment successfully tested the performance of the gas sensing system during an 
emulated UAV operation. Figure 4-7 shows that the sensor baseline was stable under 
regular wind flow produced by the propeller downstream, and when the sample was 
captured inside the chamber, the sensor successfully reached its chemisorption and 
physisorption stability. When the valve was opened, the gas sample was flushed 
decreasing the sensor resistance to its baseline level after each measurement. It was 
observed that the probability of detecting emissions was increased due to the vortex effect 
of the propeller, which confirms that locating the gas sample intake behind the propeller 
does not affect the gas sensing performance, but it could be indeed beneficial. 
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Figure 4-7. Bench testing of the aerial sensor node equipped with the SnO2 sensor, gas chamber, and the 
solenoid valve. The system was exposed to contaminant emissions under different working conditions. 
The whole gas sensing system (SnO2 sensor, sensor board interface, solenoid valve, shell, 
and Fleck) consumed about 800 mWh [82] during operations, according to the data-logger 
(Datataker DT85, Figure 3-12) connected to the system. 
4.2.3 UAV Avionics systems 
The instrumentation of the avionics system includes the autopilot, GPS, air speed 
sensor, Radio Control (RC), fail safe system, Telemetry system, Ground Control Station 
(GCS), and propulsion group. All this specialized instrumentation helps the UAV to 
perform radio control and autonomous missions in an accurate and safe manner. Figure 
4-8 shows the basic configuration diagram of the UAV avionics with the integrated gas 
sensor system developed in section 4.2. 
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Figure 4-8. General configuration of the UAV avionics integrated with the gas sensor system. 
The autopilot is an electronic control system composed mainly of a microcontroller 
connected to sensors such as gyro, accelerometer, magnetometer, barometric pressure, 
GPS, air speed an others, the principal goal of which is to navigate an aircraft by 
controlling the altitude, speed, and direction. The autopilot selected for the UAV 
configuration was the ArduPilot Mega 2.5, which is a complete open source autopilot 
system with a high benefit/cost ratio [83] and low weight (23 g).  
The autopilot system works mainly in three modes: (i) autonomous mode to fully perform 
unmanned mission by pre-programing waypoints from the ground control station (GCS); 
(ii) stabilised mode to assist a ground pilot in controlling and stabilising the flight of an 
aircraft; in this mode the pilot has partial control of the aircraft and when there is no pilot 
input the autopilot will maintain a level flight; (iii) and finally manual mode, which is 
useful to perform the pre-flight check as the autopilot acts as a pass-through for all the RC 
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commands; this mode also allows the pilot to freely perform manual take-offs and 
landings, when the autopilot is not pre-programed to perform these tasks. In all modes, 
the autopilot is capable of transmitting important flight information such as roll, pitch, 
yaw, airspeed, GPS position and battery status to the GCS by using the telemetry module. 
Figure 4-9 shows the top view of the autopilot board APM 2.5 describing its principal 
characteristics and parts. 
 
Figure 4-9. Autopilot APM mega 2.5 (photo courtesy DIY DRONES [83]) 
The GPS system selected for the autopilot is a LEA-6 from UBlox Company. This GPS 
consumes low power, is small, lightweight (16.8 g), and the navigation update rate is up 
to 5 Hz, which is ideal for UAV applications. When the GPS is connected to the autopilot 
the location information is transmitted to the GCS by using the same autopilot telemetry 
module. The GPS connects directly into the autopilot GPS port, and uses the following 
connections: RX, TX , GND and 5V 
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The model selected for the airspeed was the MPXV7002, which is a small piezo-resistive 
transducer that provides a digital output. The principal characteristics of the sensor are 
[83]: 
 Pressure Range: -2 to 2 kPa 
 0.5 to 4.5 V output 
 5.0% maximum error over 0°C to 85°C 
 Temperature compensated over -40°C to 125°C 
The sensor was installed inside the UAV wing as far as possible from the fuselage to 
avoid interference from the propeller wash. The sensor has two pressure ports, which are 
connected to a Pitot tube, the output of the tube is located parallel to the wing foil to 
ensure quality measurements of the speed. 
An RC system is needed to perform ground testing, pre-flight testing, taking off, flight 
operations and landing, even if the system is equipped with an autopilot. When the 
autopilot takes control of the aircraft the RC system works as a safety control backup if 
necessary. The selected radio control was the model DX8 from Spektrum, which is a 
well-known and reliable technology for radio control applications. The principal 
characteristics of the system are: 
 8 Channels 
 DSM2/DSMX modulation 
 AR8000 receiver, compatible with AR6000/BR6000 receivers 
 1, 2, 3 or 4 selectable modes 
The use of a failsafe system in a UAV makes the operation safer by pre-programing an 
autopilot’s actions. When loss in RC signal is detected the main two autopilot actions are: 
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a) Circle mode: if RC signal is lost for more than 1.5s, the autopilot will start to 
circle around the area where the signal loss was detected for 20 s [84] 
b)  RLT: if the previous waiting period expires with no detection of RC signal, the 
autopilot will attempt to return to launch position[84]. The GCS can trigger the 
RLT mode, when the telemetry connection is lost for more than 20s, as well.  
The failsafe system is equipped with a multiplexer board that will re-route any RC signal 
directly to the servo motors and ESC in the case of autopilot failure or flight preferences. 
The DX8 Spektrum transmitter has a physical switch (AUX 2); when the switch is 
activated, the failsafe board on the aircraft will let the RC inputs pass directly to the 
multiplexer outputs. When the switch is off the RC input will be managed by the autopilot 
and finally connected to the multiplexer board (Figure 4-8). This circuit is useful in the 
case of autopilot failure as the pilot can take full control of the aircraft through the RC 
transmitter. 
A telemetry system was used to communicate the autopilot with the GCS. The selected 
system has a bi-directional communication, where the autopilot is able to transmit all the 
in-flight information and the ground operator is able to send commands and actions to the 
autopilot. The selected telemetry module was the RFD900, which works at 900MHz, is 
lightweight (50g), small size, large transmission range (>40km), and requires about 1 W 
(+30dBm) transmit power. The module uses a standard RX, TX, GND and 5V 
connections, which facilitate the communication with the GCS by using a FDI to USB 
cable. 
The GCS selected for the project was the Mission Planner, which allows the operator to 
create the mission waypoints based on Google maps [85]; send commands to the autopilot 
and receive in real time the autopilot’s data outputs; download mission log files for 
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analysis; configure the autopilot’s settings depending on the airframe used; and interface 
a flight simulator program to create a full hardware-in-the-loop. 
Range test of the telemetry system: the flight area for the proposed missions in this 
thesis was defined as 1 km radius around the control base, maximum 120 m above ground 
level (AGL) for safety and regulatory reasons. The range test was developed at the 
ground level by driving the autopilot with the telemetry module away from the base 
control for more than 1 km. The results show that the signal strength was 70%, when the 
autopilot was 1.036 km away from the GCS (Figure 4-10); then, the signal strength 
dropped to 60%, when the system was 2 km away. The results prove that the telemetry 
module selected is suitable to work within the delimited flight area in a reliable and safety 
way. Telemetric signal strength higher than 50% is desirable in order to avoid high 
probability of errors in the digital communication that can affect the autopilot response 
and navigation; it is important as well, to be able to control or correct the course of the 
UAV beyond the delimited flight area in the event of autopilot navigation failure. 
 
Figure 4-10. Transmission range test of the telemetry module 
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The system in charge of creating enough thrust force to produce enough lift on the wing is 
the propulsion group, which finally leads the aircraft to fly. The main components of the 
propulsion group for the proposed aircraft are the electronics speed controller (ESC); the 
brushless motor; and the propeller. The function of the ESC is to control the speed of the 
motor and to work as a dynamic brake. The selected ESC is the Plush 40A, which can 
provide up to 40 A to the motor with smooth throttle response; it has an integrated battery 
eliminator circuit (BEC, 5V/3A), small size, weights 33g, and is compatible with lithium 
polymer batteries with 2 to 6 cells. The ESC regulates the power from the battery to run 
the avionics and gas sensor system simultaneously. In the case of energy shortage, the 
ESC cuts the motor off and maintains a minimum power to allow the pilot to manoeuver 
an emergency landing. The brushless motor selected was the Plettenberg HP/220/20/A3 
P6 SL 5:1, 277 g, the acronyms for which define the characteristics of the motor as follow 
[86]: 
220: is the rotor diameter (22 mm) 
20: is the rotor length (20 mm) 
A3: is related to the wind of the motor (3 turns) 
P6: is the number of poles (6) 
SL: indicates a high performance motor 
5:1 is the gear ratio 
The selected propeller is the CFK Prop Graupner 4325, where 43 is the diameter and 25 is 
the pitch; the units are in centimetres. The propeller is lightweight (64 g) due to the 
carbon fibre content; the carbon fibre is a twill cloth, which is laid diagonally on the blade 
for extreme torsional rigidity. The propeller is designed for a high performance rotor [87]. 
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Bench test of the propulsion group and battery: a bench test to evaluate the general 
performance of a Li-Po battery (14.8V/3.3Ah), the ESC and the motor, was performed on 
the roof of “S” block building, QUT. Figure 4-11 graphs the voltage, current and power 
consumed by the propulsion group during the evaluation. The test was conducted for 
more than 37 min, where the motor was working at half throttle during most of the time, 
consuming an average energy of 40 Wh (14.8 V/2.7 A). The graph of current consumption 
present some peaks that correspond to full throttle mode, where the power consumption 
was between 60W to 80 W. The results are significant as they verify the correct 
functionality of each part of the propulsion group and provide a reference on the average 
energy consumption of the group system; this information is used to estimate the flight 
endurance of the final solar powered UAV in section 4.3. 
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Figure 4-11. Bench test of the propulsion group and a lithium polymer battery (4 cells, 3.3 mAh). A) 
Voltage and current consumed by the propulsion group during the test versus time. B) Power and current 
consumed by the propulsion group during the test versus time 
4.2.4 Airframe characteristics, weigh and power distribution of the AUV  
The features and specifications of the airframe used for the configuration of the 
Green Falcon UAV are shown in Table 4-1: 
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Table 4-1. Features and specifications of the Green Falcon airframe [88] 
Features And Specifications 
Transport 
 Easy to transport as it is possible to divide into sections, and 
has a quick reassembled procedure for fast deployment 
 Hand launched 
Fuselage 
 Nose diameter 47.75 mm 
 AFT diameter 30.35 mm 
 Maximum diameter 83.9 mm 
 Overall length 960 mm 
 Weight 340 g 
 Drag coefficient (Cd) 0.0025 [88] 
Wing 
 Span 2520 mm 
 Area 490125.5 mm2 
 Root chord 225.18 mm 
 Aspect ratio 13 
 Overall chamber 1.72 mm 
 Overall length 1200 mm 
 Weight 960 g 
 Minimum Airfoil lift coefficient (Cl) 0.440 [88] 
 Minimum Airfoil drag coefficient (Cd) 0.0202 [88] 
Horizontal 
tail 
 Span 528 mm 
 Area 54464 mm2  
 40 g 
Vertical 
tail 
 Span 235 mm 
 Area 21418.18 mm2 
 40 g 
 
The weight distribution of the Green Falcon UAV is illustrated in Figure 4-12, which 
shows that the total weight of the UAV with the CO2 system was 2573.2 g, and 2615.2 g 
when equipped with the nano-sensor system. It is clear from the pie chart in Figure 4-12 
that the wing and fuselage are the heaviest parts in the UAV, while the CO2 gas sensing 
system represents just 12% of the total weight, and the nano-sensor system 14%. 
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Figure 4-12. Weight distribution of the UAV with: A) CO2 gas sensing system and B) nano-sensor system. 
The energy demand of the UAV was 42.52 Wh, when equipped with the CO2 system, and 
42.92 Wh, when  equipped with the nano-sensor system, as is showed in Figure 4-13. The 
pie distribution shows that the motor was the highest energy consumer, while the gas 
sensing systems consumed a small proportion, and their energy consumption does not 
vary significantly between the two gas sensing systems. 
 
Figure 4-13. Power consumption distribution of the UAV assembled with A) CO2 gas sensor system and B) 
nano-sensor system. 
Equation 19 was used to calculate the total energy demand based on the energy 
consumption of the avionics, motor and gas sensing system, plus energy losses caused by 
electronic inefficiencies. 
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Where: 
                                                  
                                                                 
 
By replacing the values in equation 19 the total energy demand is: 
                   
                     
                             
                                      
                                
4.2.5 Solar wing and power electronics 
The original wing of the UAV was equipped with solar panels, in order to supply 
power to the UAV in combination with a lithium polymer battery. The solar wing was 
constituted of small silicon solar cells (SSC) ribbons connected in serial and parallel 
configuration to achieve the voltage and current required. The characteristics of each SSC 
ribbon are:  
 Area 1 mm X 25 mm X 150 mm, 0.00375 m2  
 11% efficiency, 10.5% after encapsulation. 
The area of the solar panel was limited by the area of the wing (490125.5 mm
2
), ailerons, 
narrow ends, and the area allocated for the gas sensor system (53000 mm
2
), which was 
installed on top of the middle wing. As a result, 70 SSC ribbons were distributed along 
the available wing area, after a careful analysis of the location and configuration of the 
solar panel. The area of the panels was calculated in equation 21: 
                                              
              
 
The maximum instant output power of the panel under 1 sun (1000 W/m
2
) was calculated 
in equation 22: 
                
         
 
          
    
                                 
   
                 
 
By replacing the known values the expected maximum output power is: 
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,  
                          
                      
   
                                                  
                            
However, the seasons along the year affect the irradiance conditions of any location. In 
summer, the average hourly solar exposure is 803 Wh/m
2
 in Brisbane (QLD, Australia) 
according to BOM. As a result, the expected average energy produced by the solar wing 
was 22.1 Wh/m
2
 according to equation 24. 
                              
 
                      
   
                                                
                              
A commercial battery that complements the solar panel to meet the energy demand of the 
aircraft is a 4 cells, 3.0 mAh lithium polymer battery, which provides a nominal energy 
output of 44.4 Wh; however, for safety reasons and technical limitations only 80% of the 
battery capacity (35.52 Wh) was taken into account. 
The total energy available is 57.62 Wh, being 63% supplied by the battery and 37% by the 
panel. In theory, the flight endurance of the UAV prototype will be limited to 1 h as long 
as the average sun irradiance is present. Figure 4-14 shows the energy demanded by the 
UAV sub-systems and the energy available in the solar wing and battery. 
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Figure 4-14. Energy demand of the UAV and energy available in for 1h in summer. 
In winter, the mean hourly solar exposure is 547.5 Wh/m
2
 (Brisbane-region), according to 
BOM, producing an output power of 15 Wh according to equation 25. 
                              
 
                        
   
                                                
                            
A commercial battery that complements the solar panel to meet the energy demand of the 
aircraft is a 4 cells, 3.4 Ah lithium polymer battery, which provides an effective energy 
output of 40.4 Wh. The total energy available is 55.4 Wh, being 73% supplied by the 
battery and 27% by the panel. In theory, the flight endurance of the UAV prototype will 
be limited to 1 h as long as the average sun irradiance is present. However, the weight of 
the battery increases due to the higher capacity require, which will affect the flight 
endurance of the aircraft in winter. 
The previous configuration solar wing battery-allow the UAV prototype to fly for 1 hour 
under average sun irradiance conditions. Longer flight times are not expected for this 
prototype as the solar wing will produce up to 50% of the total energy demand of the 
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UAV in the best case scenario. Energy-weight balance of the UAV will be considered in 
section 4.3 in order to calculate a UAV capable of uninterrupted flight during sunlight 
hours.  
The next step was to develop the power system and the solar wing based on the energy 
demand of the UAV. The SSC ribbons were distributed along the three parts of the wing 
by placing 19 units on each side wing (total 38), and 32 units in the middle wing for a 
total of 70 SSC units (0.2625 m
2
). The SSC panels were encapsulated in a flexible 
structure that takes the shape of the wing to avoid loss in aerodynamic performance; and 
able to withstand mechanical vibration of the aircraft during operations. The solar panels 
were encapsulated using a clear resin, which is flexible and totally transparent to avoid 
output power losses. The procedure to configure and build the solar wing is described as 
follows: 
1. The 70 SSC ribbons were distributed in three panels, two side wings and one middle 
wing. 19 SSC ribbons were installed on each side wing in serial configuration, 
producing an open voltage (Voc) of 9.5 V and a short circuit current (Isc) of about 1.16 
A; The two side wing panels were connected in series to reach a Voc of 19 V, which 
produces the same current flow of 1.16 A (Figure 4-15). 
2. The middle wing panel was constituted of 32 SSC ribbons in serial configuration, 
producing a Voc of 16 V, and Isc of 1.16 A (Figure 4-15).  
3. The right and the left wing panels in serial configuration were connected in parallel to 
the middle wing panel to produce a final Voc and Isc value of about 16-19 V, 2 A, 
respectively (Figure 4-15). The fact that the panels have slightly different output 
voltage is not desirable because it produces two different maximum power points and 
the panel with lower voltage become a load for the other; this characteristic was the 
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product of the space limitation in the wings. The problem can be solved by using two 
MPPT at the outputs; however, this solution increases the power consumption of the 
system and increases the weight of the aircraft. As a result, the solution implemented 
was to set the maximum power point of the MPPT on the middle of both output 
voltages (17V) in order to mitigate this effect; this was possible due to the proximity 
of the output voltages.  
4. A diode was installed at the output of each panel (Figure 4-15) to avoid any losses in 
performance when one of the SSC panels is shaded, broken or does not receive 
enough illumination. The affected solar cell becomes a load for other panels 
connected in parallel, or an obstruction for panels connected in series. 
 
Figure 4-15. Panel configuration of the solar wing. 
5. Tabbing wire was installed on each cell ribbon to build the panels, producing a weight 
density of 0.53 kg/m
2
; this value will be used to feed the mathematical model 
developed in section 4.3. After the panels were ready, the next step was the 
encapsulation with the flexible and clear resin. This procedure was conducted by 
placing the solar panel in a mould (Figure 4-18, A); then, the resin was poured onto 
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the solar cells until a tin film was created on top of the solar panel; next, the panel was 
left for 24 hours inside a chamber to avoid any contamination of particles and dust on 
the resin surface, while the resin completed the curing process (Figure 4-18, B). The 
final weight density of the encapsulation was 1.32 Kg/m
2
 without the SSC. 
6. The performance of the solar cells was tested by Florent Coudon [89] before and after 
the encapsulation with resin, who reported a negligible decrease in the solar cells 
efficiency after the encapsulation. In addition to previous test, a single solar cell 
ribbon of 33 cm
2
 was tested under the sun simulator before and after the encapsulation 
in order to evaluate its performance. Figure 4-16 reports on the voltage, current and 
power output curves of the silicon solar cell ribbon under 1 sun, before the 
encapsulation (Figure 4-16-A) and after the encapsulation (Figure 4-16-B). The 
testing reveal a slightly decrease in the solar cells efficiency from 11% to 10.5%, 
attributed to the flexible encapsulation made of resin.  
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7.  
Figure 4-16. Voltage, current and power curves of a single silicon solar cell ribbon, 33 cm
2 
: A) Before the 
encapsulation. B) After the encapsulation. 
8. The skin of the original wing of the UAV was peeled off in order to install the solar 
panels on the top surface without affecting the aircraft aerodynamic performance. The 
wing was peeled off just in the area selected for the panels (Figure 4-18, C). This is a 
practical solution at the expense of weakening the structure of the wing, but carbon 
fibre rods were installed in the wing to reinforce the modified structure and to ensure 
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a safety flight. Figure 4-17 shows the location of the carbon fibre rods, two fibre rods 
were installed inside the middle wing along the structure; and one carbon fibre rod 
was installed in the middle of each side wings; one end of the carbon fibre rod is 
projected 15 cm out of the side wing to work as a latch for the final assembly of the 
wings. 
 
Figure 4-17.Location of the carbon fibre rods to reinforce the solar wing. 
9. Finally, the solar panels were glued to the internal surface of the wing (Figure 4-18, 
D), and the wires of the panel were internally connected as Figure 4-15 illustrates. 
The final setup of the solar power wing is depicted in Figure 4-18, E. 
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Figure 4-18. Solar power wing construction; A) left wing silicon solar panel in the mould; B) right wing 
silicon solar panel encapsulated with the clear and flexible resin; C) left wing peeled to accommodate the 
solar panel; D) final installation of the solar panel on the surface of the wing; E) final solar powered wing. 
The original weight of the wing was 960g, and after the modification the total weight 
increases to 1610 g due to the extra 650 g from the SSC panel and encapsulation mass. 
Solar power electronics: the electronic board used to manage the solar and battery 
power was based on the BQ 24650 EVB from Texas Instrument [90]. The board functions 
with a circuit board that works as a Maximum Power Point Tracker (MPPT), battery 
charger, and power path manager; the chip of the board is from the same family of the 
one used for the WSN nodes in Chapter 3, section 3.2.3, which charge/discharge 
efficiency is about 86%. The system is easy to set up, as the circuit board has only three 
ports; one port for the solar power inlet, one for the lithium battery, and one for the power 
output to energise the UAV systems (Figure 4-19). The voltage needed to charge the 
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battery is selected by configuring a set of resistors that provides a voltage reference to the 
chip (Figure K1) in the battery charge circuit. The circuit board allows the selection of a 
target output voltage to make the solar panel work at the maximum power point (MPP); 
the output voltage targeted was set to 14.8 V, which is close to the MMP of the panels 
(Figure 4-15) and matches the battery voltage. 
 
Figure 4-19. BQ 24650 circuit board diagram (adaptation from [90]). 
The final weight of the UAV was 3285 g, after adding the solar panels on the wing and 
the power electronics. Figure 4-20 shows the weight breakdown of the final configuration 
of the solar UAV prototype. It is clear from Figure 4-20 that the wing is accountable for 
half of the total UAV weight. 
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Figure 4-20. UAV weight with the solar powered wing, power electronics and gas sensor. 
Bench testing of the solar powered UAV: the performance of the solar wing, power 
system and propulsion group were tested outdoors to ensure a correct operation during 
flights and the information acquired will help to calculate the expected flight endurance in 
section 4.2.6. The outdoor test was performed between 11 am to 1 pm to obtain the 
maximum power output of the panel as that day was clear and sunny (23/11/2013). The 
throttle of the motor was varied from 50% to 75% during the experiment, which is the 
expected load of the aircraft with the extra weight of the panels.  
The results of the experiment showed that the propulsion group run for 1.08 h 
supported by the solar wing and battery. The experiment finished when the battery 
voltage level dropped to its safety level of 14.4 V. The experiment verifies the correct 
functionality of the integrated systems, especially the power board that managed the 
energy from the solar wing and battery. The propulsion group ran for 68 min (Figure 
4-21) due to the assistance of the solar wing, results of which are close to the 60 min 
flight endurance calculated in section 4.2.4. However, the final flight endurance of the 
UAV prototype will be affected by factors such as the extra weight generated by the solar 
panels, the gas sensor, the activity of the motor and servos depending on wind conditions, 
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the mission parameters; and dark periods on the panels due to operational manoeuvres 
and weather conditions. These conditions will be analysed for the final design by using 
Noth’s mathematical model described in section 4.3.  
 
Figure 4-21, A) Voltage and current delivered to the UAV from the solar wing and the battery, while the 
engine was running between 50% and 75% throttle for more than one hour; B) power and current consumed 
by the UAV during the experiment.  
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A video of the extensive bench testing performed on the Green Falcon UAV can be seen 
at the following link http://goo.gl/Xw4L0E. 
4.2.6 Performance assessment of the solar powered UAV  
The original design of the UAV was altered by installing the solar panels on the 
wing, the power electronics and the gas sensing system. Therefore, the aircraft ability to 
fly was assessed in order to secure a successful flight. Figure 4-22 depicts the 
methodological approach created to evaluate the expected performance of the original 
propulsion group with the modified aircraft.  
 
Figure 4-22. Approach to evaluate the expected performance of the propulsion group with the modified 
aircraft. 
The next three steps were developed to predict the propulsion group performance based 
on the aircraft characteristics: 
Step 1: the speed required to produce enough lift to fly the aircraft was the first 
parameter to evaluate. To this purpose, equation 26 was used to calculate the cruise speed 
required to lift the aircraft based on the aerodynamics characteristics and weight of the 
airframe. The lift forces (Lf) on the aircraft must be at least equal to the aircraft weight 
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(W), in order to have sufficient lift to fly the airplane; this means that the lift force must 
be at least 33 N, as 3.285 kg*9.8m/s
2
= 32.19 N. The expected operating altitude of the 
aircraft is below 100m above the ground level (AGL), where the air density ( ) is about 
1.20 g/m
3
, depending on weather conditions. The minimum lift coefficient (Cl) of the 
Green Falcon was calculated by Ricciardi V. [88] as 0.440, and the aerofoil area is 0.6552 
m
2 
(section 4.2.4); by replacing these values in equation 26, the expected cruise speed is 
13.5 m/s.  
     
           
                 
             
 
Step 2: the thrust force (Tf ) must be at least equal to the drag forces on the aircraft 
(Tf ≥  ). Equation 27 was used to calculate the drag produced by the airframe at the 
given speed, where the drag coefficient (    for the airfoil was calculated by Ricciardi V. 
[88] as 0.0202. Therefore, the expected drag produced of the airframe is 2.25 N, 
according to equation 28. 
              
               
                        
      
 
 
 
 
   
                                          
 
Step 3: the propulsion group was evaluated with a specialised program called 
MotoCalc [91], in order to assess their capacity to reach level flight. MotoCalc is a 
reliable and well-known program in the field that requires the input of the sensible 
characteristics from the battery, motor and propeller in order to calculate the expected 
performance for the given weight and aerodynamics of the airframe. Figure 4-23 shows 
the MotoCalc program interface filled with the principal characteristics required by the 
software to compute the expected performance.  
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Figure 4-23. MotoCalc program interface to evaluate the expected performance of the propulsion group. 
The graphic report generated by the program is showed in Figure 4-24; where the 
expected thrust and motor efficiency were plotted versus the produced airspeed. Figure 
4-24 shows that the propulsion group is expected to produce a thrust of about 7.5 N (27 
oz), when the air speed is 13.5 m/s (30 mph). This information indicates that, at the 
minimum cruise speed the propulsion group will produce enough thrust force to fly the 
aircraft. Furthermore, the graph indicates that the motor is expected to have its highest 
efficiency (82%) at 12.5 m/s (28 mph), which is close to the minimum cruise speed of 
13.5m/s calculated in equation 26. The MotoCalc report provided positive results about 
the expected performance of the original propulsion group with the additional weight of 
the solar panels, power electronics and gas sensor.  
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Figure 4-24. Thrust and motor efficiency of the propulsion group versus the airspeed (MotoCalc report) 
4.3 Dimensions of a solar UAV for environmental gas sensing capable of 
uninterrupted flight during sun-light hours in Brisbane. 
The third research question of this research aim to find the appropriate dimension of 
a solar aircraft equipped with the gas sensing system proposed and capable of 
uninterrupted flight during sunlight hours in Brisbane. Looking into the literature review 
of solar aircraft design, Noth et al [63] developed a successful methodology to design 
solar powered UAVs for continuous flight based on statistical characteristics and 
information from previous aircrafts developed [62]. Noth et al validated their 
methodology by successfully constructing their own solar powered UAV, which 
registered a continuous flight for 27 h. This methodology was synthesised in a 
mathematical algorithm that was adapted and fed with the variables and characteristics 
from the UAV prototype developed. The flight endurance of the aircraft was estimated 
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based on the average sun-light hours for summer (8.3h) and winter (7.6h) in Brisbane, 
according to BOM
15
.  
Dimension of the solar UAV for summer conditions in Brisbane: the mathematical 
algorithm of Noth et al [63] was fed with the following information from the developed 
prototype and mission parameters: 
 The developed UAV prototype was built with standard polycristaline solar 
cells, which efficiency was around 10.5% (Figure 4-16). However, Noth’s 
algorithm does not report any feasible configuration when these types of 
solar cells are used because the algorithm does not find equilibrium between 
the weight of the aircraft and the power required. On the other hand, the 
algorithm produces three possible configurations when high performance 
solar cells (22.5% ) are used (Figure 4-25).  
 9.8 m/s2 gravity acceleration, 100m altitude, and air density of the expected 
altitude. 
 950 W/m 2 was the average maximum sun irradiance registered by the 
Pyranometer located in QUT in summer. 
 The weather margin (     ) factor represent the ratio between cloudy and 
clear days, factor of which was calculated in equation 29 for summer: 
 
    
     
                
    
                          
 
          
    
  
                      
                                                 
 
15
 BOM: Bureau of Meteorology 
133 
 
 The aerodynamics characteristics of the UAV such as lift, drag, and airfoil 
coefficient were obtained from previous work on the Green Falcon UAV 
[88, 89]. . 
 The construction technique constant [Kg/m3] and scaling factors of the 
UAV fall within the mean model constant calculated from 260 aircraft 
analysed by Noth. 
 Propulsion group efficiencies and mass power ratio.  
 Battery and solar cells efficiencies and mass power ratio. 
 Avionics and payload mass and power required. 
The mathematical model evaluated possible wingspan configurations from 0 to 6 m and 
aspect ratios (AR) from 8 to 20. Figure 4-25 shows three curves representing the expected 
total mass of the solar aircraft based on the possible wingspan and AR of 8, 9, and 10.  
 
Figure 4-25. Possible wing dimensions versus total mass of a solar UAV for summer conditions in 
Brisbane. Only three ARs (8, 9,10) are feasibles whitin a range of 2m to 3.5m wingspan. (Graph generated 
by the matematical model adapted from Noth [63], Appendix L). 
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Any selected wingspan and AR within this range of curves is expected to allow the solar 
aircraft to fly continuously for 8.3 h during summer. A wing with 2.7 m length and 10 AR 
(Figure 4-26) was selected for the final UAV design as higher ARs allow higher aircraft 
performance. The final aircraft configuration is expected to have the following 
characteristics and performance:  
 A total aircraft weight of 3.4 kg (Figure 4-25) and cruise speed of 13.1 m/s (Figure 
4-28-A). This speed is close to the 13.5 m/s calculated by equation 26 (section 
4.2.6), which is the minimum speed required to fly the original configuration of 
the Green Falcon.  
 The expected speed (13.5 m/s) of the selected wing will allow the motor to work 
about its highest efficiency of 82%, according to MotoCalc report, section 4.2.6.  
 The expected wing area is 0.7 m 2(Figure 4-28-B), and 94% of this area needs to 
be covered by solar cells in order to meet the power demand, according to Figure 
4-28-D. 
 The maximum output power of the propulsion group is expected to be 45.92 W, 
based on its maximum power consumption of 80 W, the efficiency of the propeller 
(70%) and the motor (82%). This power will successfully satisfy the 30 W demand 
required at the propeller, according to Figure 4-28-C. 
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Figure 4-27. Expected weight distribution of a UAV with an AR of 10. (Graph generated by the 
matematical model adapted from Noth [63], Appendix L ). 
 
Figure 4-28) Possible wingspan (m) versus expected: (A) speed (m/s); (B) wing area (m
2
); (C) power at the 
propeller (W); and (D) solar area ratio for ARs of 8, 9, and 10 (graph generated by Noth’s algorithm [63], 
Appendix L). 
Appendix L describes in detail the mathematical algorithm in Matlab fed with data from 
the Green Falcon project. 
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Dimension of the solar UAV for winter conditions in Brisbane: 750 W/m
2 
was the 
average maximum sun irradiance recorded by the Pyranometer located in QUT during 
winter and the expected flight time is 7.6h because this is the mean sunshine hours in 
Brisbane according to BOM. The weather margin factor (     ) for winter was calculated 
by using equation 30, which indicates that 20.2 days out of 92 days were cloudy during 
winter. As a result the weather margin factor is 0.78 for winter:  
          
    
  
                         
 
Figure 4-29 was generated after feeding Noth’s mathematical model with the values of 
winter conditions. The expected dimension and performance are very similar to the ones 
calculated for summer; therefore, selecting a wing of 2.7m span and AR of 10 is feasible 
and convenient as this is the same wing configuration selected for summer. 
 
 
Figure 4-29. Possible wing dimensions versus total mass of a solar UAV for winter conditions in Brisbane. 
Only three ARs (8, 9,10) are feasibles whitin a range of 2.1m to 3.5m wingspan. (Graph generated by the 
matematical model adapted from Noth [63], Appendix L). 
 
137 
 
 
Figure 4-30 Possible wingspan (m) versus expected: (A) speed (m/s); (B) wing area (m
2
); (C) power at the 
propeller (W); and (D) solar area ratio for ARs of 8, 9, and 10 for winter conditions (graph generated by 
Noth’s algorithm [63], Appendix L). 
Although, winter has lower irradiance conditions, the results reveal that the same 
aircraft dimensions fit summer and winter conditions. However, in winter the aircraft is 
expected to fly just 7.6h and the weather margin factor is better than summer. Another 
beneficial factor is the low the temperature in winter that could increase the performance 
of the solar cells. Table 2 summarise the seasonal conditions and expected characteristic 
of the solar UAV for environmental monitoring, expected to fly continuously during sun-
light hours. 
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Table 2. Expected dimensions and characteristics of the solar UAV for summer and winter conditions. 
 Summer Winter 
Flight endurance (h) 8.3 7.6 
      0.6 0.78 
Wingspan (m) 2.7 2.7 
Airplane weight(kg) 3.4 3.4 
Speed(m/s) 13.1 13.1 
Power at propeller(W) 29 29 
Wing area (m
2
) 0.75 0.72 
Solar area ratio (%) 94 96 
4.4 Summary 
Chapter 4 describes the six main sections of the methodology created to design, 
create and test a small solar powered aircraft for gas sensing. The chapter details 
laboratory and bench testing performed on the gas sensing systems adapted for aerial 
applications. The configuration and integration of the avionics, gas system and power 
system are well discussed and illustrated. Power and weight distribution of the UAV were 
deeply evaluated in order asses its capability to reach flight level and flight endurance. 
Finally, the expected dimensions and characteristics of a solar UAV for environmental 
monitoring and capable of continuous flight during sun-light hours were calculated, 
taking into consideration summer and winter conditions. The solar UAV prototype 
developed was tested networking with gas sensor nodes on ground, and the experimental 
results are reported in the following chapter. 
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Chapter 5 Field Testing of the Developed Gas 
Sensing Technology  
5.1 Overview 
This chapter describes the methodology developed to evaluate the integration of a 
UAV and a ground network equipped with gas sensing systems to monitor pollutant 
gases. The equipment and systems tested in the field include one Ground Control Station, 
one base node, two ground nodes, one weather station, and the Green Falcon UAV 
equipped with one aerial node, the solar wing, power electronics, and autopilot. 
The target gas of the experiments was CO2 due to the availability of the gas in the field 
testing area provided by QUT, and the possibility of creating a contaminant source quite 
easily. The gas sensing system for CH4 was not tested due to regulatory restrictions of the 
testing area. Two fields were used for the flight testing campaign, one at the SAAMBR 
(Sport Aeromodellers Association Moreton Bay Region) field, which is located in north 
Brisbane; and the second field was a farm with a small airstrip for model aircraft and 
UAVs, which is located on Christmas Creek Rd, (Christmas Creek, south-west QLD 
4285). This field is reserved by QUT and ARCAA for unmanned and RC flight testing. 
5.2 Field testing of the autopilot, avionic systems, telemetry communication 
and ground control station (GCS) 
The first part of the flight testing plan was to evaluate the performance of the 
avionics system and GCS in order to ensure a safety flight. A new autopilot and avionics 
configuration represent high risk for a first flight test, due to any unknown and 
unexpected performance of the system. The first flight test performed with the autopilot 
and avionics system was on board a small foamy aircraft (FPV Raptor), which was easy 
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to setup and inexpensive in the case of an accident; this was to build confidence in the 
flight and operation, and to reduce the probability of autopilot failure with a possible 
crash of the aircraft. The first tests with the FPV Raptor were conducted in SAAMBR 
field, and the aircraft was controlled in RC mode to verify the functionality of the RC 
transmitter and receiver; fail-safe configuration; ESC and propulsion group (FPV Raptor); 
autopilot GPS and telemetry module.  
The FPV Raptor successfully took off by a hand launching manoeuvre to test the 
transmission range of the telemetry module and RC system on board. The 
communications systems were successfully tested to a maximum of 2 km away from the 
GCS; Figure 5-1 is showing the assembly of the FPV Raptor, pre-flight check, and an 
aerial photography of the FPV Raptor flying. 
 
Figure 5-1. A) assembly of the FPV Raptor foamy aircraft and pre-flight check; B) aerial photograph of the 
FPV Raptor flying. 
The second part of the test evaluated the navigation and autonomous flight performance 
of the autopilot APM 2.5+. Three flight modes (section 4.2.3) were possible in the aircraft 
by combining the RC controller, fail-safe circuit and autopilot. The modes were selected 
from the RC control, which has a three-state switch for this purpose (Figure 4-8). First, 
the manual mode was used to take off the aircraft and reach the flight level; once the 
aircraft was stable, the stabilised mode was selected to let the autopilot assist the pilot 
with the flight manoeuvres; finally, the desired waypoints were programed in the GCS 
and the commands were transmitted to the autopilot via telemetry module for their 
execution. Figure 5-2 shows the GCS displaying important parameters of the UAV during 
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the flight operation. The displayed parameters can be selected from the GCS settings, and 
the following ones are the most commons: 
On the left: 
 Altitude. 
 Ground speed. 
 Distant to waypoints. 
 Yaw, pitch, roll. 
 GPS status. 
 Signal strength. 
 Flight mode. 
 
On the right: 
 The enumerated green globes linked by the yellow lines represent the 
programmed waypoints. 
 The white circles around the green globes represent the uncertainty of each 
waypoint. 
 The blue line represents the real UAV trajectory. 
 The green line is the navigation path. 
 The black line is the course over the ground. 
 The red line is the current heading. 
 The orange line is path to next waypoint.  
 
The RC system, autopilot, avionics, fail-safe configuration, telemetry module, and 
GCS were successfully tested, showing safe and reliable operation. The transmission 
range and signal strength (section 4.2.3) met the safety criteria to have a flight domain of 
two square kilometres. Communication errors were not registered between the GCS and 
the autopilot. The stabilized mode of the autopilot successfully assisted the pilot during 
flight manoeuvres, producing a smoother and more controllable flight for the pilot. The 
autonomous mode of the autopilot successfully navigated through all the waypoints 
programmed, indicating reliable and safety operation for future subsequent flights with 
the Green Falcon UAV.  
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Figure 5-2. Autopilot APM 2.5+ waypoint test on board FPV Raptor aircraft (test performed on Christmas 
Creek, QLD - Australia). 
5.3 Integration of the UAV with ground nodes to monitor atmospheric CO2 
gas concentrations. 
The second part of the flight testing campaign was to measure CO2 concentrations 
at the ground and low level altitude by using two ground nodes and the aerial node in the 
UAV. The mission was executed the fifth of June, 2013 at Christmas Creek, QLD-
Australia. Figure 5-3 is sketching the mission, where two ground nodes in combination 
with the UAV flying at 100m (AGL) are monitoring CO2 concentration, data of which is 
transmitted to a field computer. 
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Figure 5-3. Mission plan for the first CO2 monitoring integrating two ground nodes and one aerial node. 
The mission was developed following these steps: 
1. One ground node was connected to the base computer (Figure 5-4, B), and the 
other node was located 30 m away, south from the ground station. The ground 
node was powered by solar energy (Figure 5-4, C). 
2. The aerial node was installed on the top of the middle wing of the Green Falcon, 
and the original wing was used for this mission (Figure 5-4, A). 
3. The control electronics of the gas sensor were located at the rear part of the 
airframe, and the opening time of the solenoid valve was set to 2 s, to let the 
sample getting in, and 5 s close, to let the sensor response to the gas 
concentration, as it was experimented and described in section 3.7.1. 
4. The first test evaluated the stability of the sensor baseline in all the nodes under 
the current weather conditions of that day. 
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5. After, no drift was detected in the nodes; the motor of the aircraft was turned on 
to observe if the propulsion group affects the CO2 estimations. 
6. Finally, the aircraft took off by a hand launching manoeuvre, and it successfully 
reached the flight level. The executed mission was a continuous circular RC 
flight over the ground nodes for about 20 min. 
 
Figure 5-4, A) CO2 aerial node fitted on top of the UAV wing; B) CO2 ground node 1 and field computer to 
receive the data from the sensor nodes; C) CO2 ground node 2, powered by a solar panel. Test performed at 
Christmas Creek, QLD – Australia. 
 
Drift on the baseline of the CO2 sensor was detected, especially when the 
propulsion group was turned on. This was an important check as the motor can be a 
source of electromagnetic noise and the propeller wash could affect the measurements. 
Figure 5-5 shows the CO2 reading from the three sensors; however, the geo-location of 
each sample was not reported in this experiment as the autopilot or a separate on-board 
GPS was not involved in the experiment. The graph shows that the ground node and the 
base node registered similar CO2 concentrations of about 399 ppm throughout the test. 
The node located 30 m away showed some CO2 spikes at the beginning of the test, which 
correspond to the emulation of a contaminant source. The aircraft readings in Figure 5-5 
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are represented by the yellow line and their average value was 379.7 ppm. The UAV 
readings were slightly lower than the readings registered by the ground nodes, probably 
due to higher wind speed and slightly lower atmospheric pressure experience during the 
flight mission. The stability of the sensor readings in the UAV was achieved due to the 
action of the sampling system described in section 4.2.1, that retained the gas sample 
inside the chamber during the flight measurement. The results are reasonable compared 
with the CO2 readings of the Cape Grim Baseline Pollution Station
16
, which reported an 
average concentration of CO2 at the atmospheric baseline of 392.722 ppm with a standard 
deviation of 0.173 in June, 2013.  
 
Figure 5-5. Results of the 3D monitoring of atmospheric CO2 integrating two ground nodes and one aerial 
node (expected error in the measurements 5%).  
5.4 Flight testing of the Green Falcon with the solar wing 
The third sub-system evaluated of the UAV was the solar powered wing and power 
electronics, testing developed at SAAMBR (north Brisbane). The solar wing produced an 
open circuit voltage (Voc) of 20.7V, given the sun irradiance conditions of before the 
                                                 
 
16
 Cape Grim is located in one of the cleanest air sources in the world (west cost of Tasmania) 
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flight. The short circuit current (Isc) was not measured due to limitations of the facility, 
however the wing is expected to produce 2 A at full sun irradiance, according to 
calculations and bench testing results in section 4.2.5. The first flight test was performed 
with the original wing of the airframe to ensure a safety and functional configuration of 
the avionics. Then, the UAV was assembled with the solar wing; and a flight pre-check 
was performed to ensure the correct functionality of the power electronics before the hand 
launching manoeuvre. 
The UAV flew with the solar wing for about 20 min, showing a stable performance 
compared to the one observed with the original wing. The aircraft was stable and the 
structure of the wing maintained its profile during the flight operation and after landing 
inspections. This indicated a successful construction technique to integrate the solar 
panels to the wing (section 4.2.5). Losses in aerodynamic performance were not expected 
as the solar panels perfectly maintained the original aerodynamic profile of the wing. The 
response of the motor was powerful enough to climb to the desired altitude or to 
accelerate to the required speed; and it was observed that the engine and avionics were 
powered at all times during flight even when the panels were not facing the sun. This fact 
indicated a successful energy management of the power board over the wing and battery. 
Figure 5-6 shows the final configuration of the UAV with the solar wing before the flight; 
the preliminary test performed on the power electronics, and an aerial photography of the 
aircraft flying.  
 
Figure 5-6, A) Final configuration of the UAV with the solar wing; B) aerial photography of the UAV 
flying.  
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5.5 3D monitoring of a contaminant source  
The gas sensing technology developed during the research project was fully tested 
in a final test conducted at Christmas Creek, QLD, the 23
rd
 July, 2013. The instruments 
included in the experiment were one ground sensor, one weather station, and the UAV 
equipped with the solar power system, gas sensing system, and the autopilot. The 
objective of the mission was to measure CO2 concentrations emissions from a pollutant 
source. Figure 5-7 shows a picture of the technology employed in the experiment. 
 
Figure 5-7. Ground sensor node, weather station and the solar powered UAV equipped with the CO2 node. 
The experiment developed was planned based on the simulated experiments developed by 
Kuroki Y. et al. [29] and Papanikolaou E. et al. [53], which were discussed in sections 
2.2.1 and 2.4.3, respectively. Figure 5-8 sketches the planned mission, where the base 
station was located at the beginning of the airstrip in the field testing; the pollutant source 
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and the CO2 ground node were located at the south side of the airstrip, 30 m and 20 m 
away from the base station, respectively. 
The mission of the UAV was to fly above the sensor node and pollutant source in a 
circular trajectory up to 50 m above ground level due to regulatory restrictions for UAVs. 
The experimental conditions of the CO2 release were: 
 Release duration 6 min 
 Release rate 0.0027 kg/s 
 Total mass released 1 kg 
 Average wind speed 1.09 m/s  
 
Figure 5-8. Sketch of the mission to measure CO2 concentrations from a pollutant source, involving the 
ground and aerial sensing technology developed. 
In the previous mission (section 5.3), two ground nodes were deployed closely to estimate 
CO2 concentrations in order to compare the quality of the measurements; and both sensors 
showed similar response (Figure 5-5), which verify the reliability of the ground 
measurements. The results in section 5.3 suggested a recalibration of the CO2 modules, 
procedure of which was described in section 3.7.1. For this experiment, only one ground 
sensor was used, but in combination with a weather station to measure wind speed, wind 
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direction, pressure, temperature, and humidity. The data measured by the weather station 
is important to analyse and better understand the behaviour and dynamics of the studied 
gas. For instance, wind speed and direction will help to predict the dispersion of the 
contaminant over a certain area, and based on this information the flight plan of the UAV 
can be re-directed in order to keep tracking the main steam of the pollutant. Furthermore, 
pressure, temperature and humidity are variables that influence gas volumes, and 
consequently their concentrations.  
A pre-flight procedure was performed on the instruments and UAV before the mission 
started, as it was described in sections 5.2, 5.3, and 5.4. The GCS programed the autopilot 
to perform circular flights over the ground node and contaminant source for at least ten 
times (Figure M2, appendix M), in order to collect vast information about the 
contaminant concentration and to evaluate once again the autopilot navigation system. 
The pilot started to fly in manual mode, then stabilised mode, and finally autonomous 
navigation following the regular protocol described in section 5.2; however, when 
autonomous mode was selected the navigation of the autopilot was unstable for this flight, 
and therefore the pilot completed the mission in RC mode supported by the autopilot in 
stabilised mode. The aircraft flew over the pollutant source and ground sensor for more 
than ten times, during 20 min. The pollutant emissions were released for about 6 min, 
until it was totally consumed. The base node successfully received the transmissions from 
the ground and aerial node simultaneously, data of which is displayed in table L1 
(appendix L); the aerial node registered less samples than the ground node due to some 
intermittent loss in communication between the UAV node and the base node, when the 
UAV flew further than the transmission range. Table L2 (appendix L) contains the data 
recorded by the weather station about wind speed and direction, ambient temperature and 
150 
 
humidity during the experiment, data of which can be used to adjust the atmospheric 
concentration of the target gas, if required. 
The CO2 concentrations estimated by the ground and aerial nodes during the 
experiments were plotted in Figure 5-9, and from these results the following information 
can be disclosed: 
 The average CO2 concentration registered by the ground node was 404 ppm 
during the first 164s, and then the average concentration started to increase 
slightly until it reached an average of 442 ppm at the end of the experiment 
(5% error is expected in all the measurements). Although, the CO2 node 
was 10m away from the contaminant, the first emissions were detected after 
164s. The detection time could be affected by the wind direction and speed, 
which average was N-NNE and 1.09 m/s (Figure 5-10), respectively. The 
variability of the wind magnitude dispersed the emission concentration to 
very low levels, which delay the detection of the contaminant. Another 
factor was the small release rate (0.0027 kg/s) of the contaminant, which 
took some time to affect the surrounded volume.  
 The average CO2 concentration registered by the aerial node was 400 ppm 
over the whole test, with few higher CO2 peaks above the average. 
 The volume monitored by the UAV was about 0.0012 km3 based on the 
circular area travelled and the flight altitude (~50m AGL). 
 The horizontal resolution of the sampling system was about 88.2 m, as the 
average cruise speed of the aircraft was 12.6 m/s and the sampling 
frequency 7s. 
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 The vertical resolution of the samples was about 10m due to the uncertainty 
of the GPS and autopilot navigation.  
 
Figure 5-9. CO2 readings from the ground and aerial nodes during the experiment developed the 23/07/2013 
in Christmas Creek, QLD. 
The UAV measurements did not show significant variation in the atmospheric 
concentration of CO2 despite the contaminant release. Probably, the duration and release 
rate of the contaminant were not enough to affect significantly a volume of 0.0012 km
3
 
within the time span of the experiment (6 min). In addition, the pollutant emissions 
affected only a small volume in the North-East location due to the wind action, factor of 
which reduced the chances of detecting any CO2 alteration because the horizontal 
resolution of the sampling system was 88 m. Figure 5-10A, shows that the average wind 
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speed was 1.5 m/s with North-East direction during the experiment; and Figure 5-10B, 
shows the area monitored by the UAV, the blue lines indicate the GPS tracks recorded by 
the autopilot GPS. 
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Figure 5-10. CO2 monitoring in Christmas Creek, QLD, 23/07/2013: A) direction and speed of the wind; B) 
GPS tracks of the UAV.  
A geo-location of the gas sample was possible by synchronising the clocks of the Fleck 
and GPS before the mission started, as the autopilot was included in the mission. The 
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ability to geo-locate the samples and register the time allows the reconstruction of the 
taken samples in three dimensions, which facilitates the visualisation of local 
concentrations for analysis of their dynamics and correlations with other variables such as 
temperature and pressure. Figure 5-11 shows the latitude and longitude coordinates of 
each taken sample with their respective CO2 concentration for the values previously 
shown in Figure 5-9.  
 
Figure 5-11. Geo-location of the CO2 samples taken on board the solar UAV. 
The 0.0012 km
3
 volume monitored by the UAV (Figure 5-12,B) can be represented by a 
contour map (Figure 5-12,A), which shows the different gas concentration levels in 
pseudo-colours. This representation facilitates the identification of high gas concentration 
in order to identify the plume origin and most affected areas. The algorithms and models 
created by Hanna et al. [54], Papanikolaou et al. [53], and Vaclav S. et al. [25] described 
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in section 2.2 and 2.3 are useful to calculate the origin and dispersion of pollutants based 
on the information collected.  
 
Figure 5-12, A) GPS coordinates transmitted to the GCS during the flight mission in Christmas Creek, 
23/07/2013. B) Contour map of the CO2 concentration estimated by the UAV within the 0.0012 km
3
 volume 
monitored.  
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Google Earth
23
 facilitates the creation of a 3D map, showing the geo-location of each CO2 
sample. Figure 5-13 indicates the real position of the base node, ground node, pollutant 
source and taken samples during the experiment. Google Earth is a powerful program that 
allows even the creation of a 3D video based on the GPS records, functionality of which 
can be used for post-flight analysis of the UAV performance and gas sensing system.  
A video of the performed mission can be watched at http://goo.gl/Xw4L0E.  
 
 
Figure 5-13. Geo-location and concentration of the CO2 samples taken by the UAV during the mission in 
Christmas Creek, 23/07/2013. 
The communication link between the GCS and the autopilot was always active during the 
mission, utility of which allowed the record of important information about the autopilot 
and flight status. The main variables recorded were altitude, speed, yaw, roll, pitch, 
battery status, GPS tracks, etc., as is illustrated in Figure 5-2. The output voltage, current, 
and power of the power electronics (BQ 24650) during this flight test is illustrated in 
Figure 5-14 . The power board successfully managed the energy from the solar panel and 
battery in order to maintain powered the systems of the UAV all the times, as described in 
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section 4.2.5. Figure 5-14, A, shows that the power electronics had an average output 
voltage of 14.2 V, and a maximum current demand of 6.5 A. The current peak was 
reached during take-off manoeuvres and the average current consumption fluctuated 
between 1A to 3A (about 15 to 40 W), during regular flight operation. The average energy 
consumption of the UAV was 25 Wh, which is lower than the average energy measured in 
the bench test of about 40 Wh (section 4.2.3). The possible reason for this lower 
consumption is that the throttle of the motor was active more during the bench test than in 
the real flight operation, which is a positive feedback for the final design of the solar 
powered UAV for continuous flight.  
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Figure 5-14. Voltage, current and output power of the BQ 24650 (power manager), during the 20 min flight 
of the UAV. The mission was performed at Christmas Creek the 23/07/2013.  
5.6 Summary 
The field testing campaign was successful in evaluating the performance of two 
ground nodes, base station, weather station, avionics, solar power system and gas sensing 
system mounted on the Green Falcon. The experiment demonstrated the capability of the 
two ground nodes and of the aerial to detect the target gas and to transmit the acquired 
data to the base node simultaneously. It was possible to geo-locate and time-stamp the 
CO2 samples gathered from the aerial node by joining the time and concentration data 
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from the Fleck and GPS autopilot, data of which was displayed in 3D graphs and maps by 
using several programs.  
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Chapter 6 Conclusions and Future Work 
6.1 Summary  
The research reported in this PhD thesis is a comprehensive investigation of the 
state-of-the-art of WSNs and UAVs for environmental gas sensing, identifying the 
challenges and limitation of these technologies. In response to the challenges, the author 
developed an integrated environmental gas-sensing platform including both a WSN and a 
UAV in order to realise an effective 3D monitoring in real time. A common gas sensing 
electronics capable of measuring and recording gas concentrations values from sensors 
was developed and evaluated in order to reduce complexity and cost of the integrated 
system. A NDIR module and MoX nano-sensors were evaluated, revealing advantages 
and disadvantages when used for static nodes at the ground level or mobile nodes on-
board of a UAV. A methodology to power WSNs and UAVs with solar energy was 
successfully created in order to facilitate outdoor deployment, data collection and 
continuous monitoring over large and remote volumes. The major outcome of this 
research project was the successful first flight mission of a solar powered UAV combined 
with a network of ground sensors to monitor CO2 concentration in a 0.0012 km
3
 volume. 
Moreover, a data management platform was created to manage, store, and share the data 
collected in two web pages, showing statistics and static graph images for internal and 
external users as requested. 
We believe that this is a very important step for the future of environmental 
monitoring as the advances in solar cells, batteries, and sensor technologies will open a 
wide market of intensive and capillary environmental data acquisition. This technology is 
not only limited to gas concentrations, but also to temperature, humidity, aerosols, 
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pollens, etc. This information will undoubtedly contribute to an improved environmental 
management, with benefits for the entire planet and humanity. 
The successful results of the project has been presented and published in 
international and local conference so far. One paper has been already submitted to a high 
impact journal, and others will follow. A detailed list of the published papers and other 
communication activities is reported at page 3 of the present document.  
In summary, these are the major results of this research program: 
1. A wireless sensor network of four sensor nodes and one base node powered 
by solar energy and batteries was created and its functionality was 
successfully evaluated by bench and field testing. 
2. An electronic board capable of controlling the working temperature of any 
type of resistive sensors was successfully created. The heater control is 
capable of cycling or tuning the sensor temperature toward the target gas in 
order to increase the sensitivity of the sensor and improve stability. The 
sensor board interface is complying with the requirements of UAV’s 
payload in terms of weight, volume and power consumption.  
3. A solar power electronics with battery charging, power path management 
and maximum power point tracker (MPPT) capabilities was configured and 
adapted for the ground nodes and a solar powered UAV. 
4. A small aircraft was developed and equipped with the following sub-
systems: avionics and autonomous navigation system; telecommunication 
and ground control station (GCS); solar wing, solar power electronics, a 
battery, and a gas sensing system. The systems were fully integrated to 
create and Unmanned Aerial System (UAS). 
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5. A gas sensing system for CO2 and CH4 was integrated to the small solar 
powered UAV capable of time-stamping and geo-locating samples.  
6. An innovative gas sample intake system was developed to integrate the 
resistive sensor or the NDIR module to the UAV’s airframe in order to 
produce reliable gas measurements during flights. 
7. A 40 W solar-powered wing was created preserving the original 
aerodynamic profile and structure. The wing was successfully tested by 
several flights.  
8. A data management platform capable of storing, processing, sharing and 
displaying the information gathered from the sensor nodes via intranet or 
internet was successfully developed and tested. 
6.2 Conclusions  
The major outcomes of this PhD research are a response to challenges and 
limitations of WSN and UAV for environmental monitoring, especially in the field of gas 
sensing, energy and data management. The experiments were designed based on previous 
research works in gas sensing, electronics, robotics, avionics, solar power, and 
telecommunication; these were adapted, modified, improved or integrated in order to 
produce a novel system for environmental monitoring. The developed methodologies will 
contribute to improve the availability and to broaden the applications of WSNs and 
UAVs.  
 A summary of the major outcomes in this research are: 
 The first small solar powered UAV equipped with a gas sensing system and 
networking with solar powered ground nodes successfully accomplished a 
flight mission, proving the concept of 3D monitoring of pollutant gases. An 
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innovative methodology to build, test and integrate the WSN and UAV for 
environmental gas sensing was successfully developed and experimentally 
validated to facilitate its replication. The data acquired was used to geo-
locate CO2 samples taken by the UAV and to create a 3D map of the gas 
concentrations. This is an important result as the integration holds the 
promise to reduce complexity and cost of the systems, when large volumes 
need to be covered. In our flight test the UAV in combination with a ground 
sensor node covered a volume of about 0.0012 km
3
 with a horizontal 
resolution of 88.2m and a vertical resolution of 10m.  
 The fact that the UAV uses clean energy to operate, producing zero 
emissions is the only way to obtain reliable measurements, especially if 
circular trajectories are required. A system with such characteristics has the 
potential to reduce logistic operations and the number of sensor nodes, 
thereby reducing cost while increasing efficiency. The methodology 
developed and the experimental results are the foundations to build a family 
of small solar powered UAVs adapted to carry sensors for environmental 
monitoring.  
 Another result of the investigation is that small sized UAVs (2m -3.7m wing 
span) are more appropriate that large sized UAVs for environmental 
monitoring at low altitudes (<1 km AGL) as large UAVs require a large 
number of skilled personnel, more logistic operations, has higher risk of 
structural failure due to its weight, taking off and landing are very complex 
processes, and they represent high risk to population, fauna and flora in the 
case of an accident. Small UAVs are easy to transport, deploy, and cheaper 
to fabricate.  
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 A novel methodology to design and build solar powered wings 
encapsulating the solar cells in a clear and flexible resin was successfully 
created and experimentally validated. The solar power electronics was 
successfully integrated to the avionics of a UAV, showing high efficiency 
and simplicity in the design, characteristics desirable for long endurance 
systems. The methodology and procedures developed are well documented 
in order to facilitate the replication of the systems. 
 Resistive MoX sensors were evaluated as sensing platform for WSNs and 
UAVs. The results of the investigation and experiments showed that MoX 
sensors have appealing characteristics in view of the integration of both 
technologies as these sensors have low energy consumption, light weight, 
small size, low requirement of computational resources, and overall low 
fabrication cost depending on the target gas. However, the selectivity of the 
sensors is still a concern that requires further research.  
 A sensor board interface that complies with the payload requirements of 
WSNs and UAVs was created. The sensor board is capable of interfacing 
any kind of resistive sensor with acceptable resolution. 
 The heating cycling protocol developed to control the temperature of the 
MoX sensors, more specific the results obtained with the SnO2 sensor 
demonstrated that is possible to stabilise the sensor baseline by heating the 
sensor at 400°C for short periods of time after each measurement. The result 
is a significant step in the way of improving the stability of MoX sensors for 
outdoor performance, which are mainly affected by environmental factors. 
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6.3 Recommendations for future work  
The findings and results produced through this project span over several areas such 
as gas sensing systems, environmental, agricultural and industrial monitoring, robotic, 
data management, solar power applications, including solar powered UAVs. These 
research areas have a tremendous potential to be exploited, therefore the author highlights 
the future recommendations to researchers whom seek to follow with these investigations: 
 The experiment performed the 23rd July, 2013 in Christmas Creek was based 
on the simulated experiment developed by Kuroki Y. et al. [29] and 
Papanikolaou E. et al. [53]. Those authors proposed systems and algorithms 
capable of characterise concentration of pollutant gases released at 
continuous or instant rate from ground sources; The methods proposed by 
Kuroki Y. et al. [29] and Papanikolaou E. et al. [53] can be combined with 
the hardware and software developed by this research in order to create a 
fully autonomous system capable of characterising and analysing the 
trajectory and evolution of pollutant gases. The Ground Control Station 
(GCS) must be capable of re-programming the trajectory of a UAV on 
flight, based on the information acquired from the gas sensor nodes and 
weather station. It is recommended to increase the release rate and duration 
of the contaminant to produce detectable CO2 variation within the monitored 
volume. However, rigorous health and safety precautions for personnel, 
fauna and flora involved in the experiment need to be taken into account.  
 The authors encourage researchers in the area of environmental monitoring 
to follow the methodology proposed in this research to power WSN and 
small UAVs, as it was experimentally validated. The payload capacity of the 
proposed UAV is of about 1kg and 1W of power, complying with the 
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characteristics of large range of portable equipment for environmental 
monitoring available on the market. 
 The design of the gas sampling system and its adaptation to the UAV 
fuselage can be used in any other application such as a spore or particles 
counter, that require sample intake.  
 The use and applications of flexible solar panels can be extended to other 
vehicles such cars and boats that are subject to mechanical stress and 
aerodynamic shapes.  
 Development of fast response (<1s) MoX nano-sensors is desirable in order 
to improve horizontal resolution and broader applications of UAVs for 
environmental gas sensing. 
In conclusion, the development of sensing systems powered with solar energy and 
capable of covering extensive volumes in a fast and efficient manner will certainly have 
broad applications for early alarm and monitoring of bushfires, emergency services, 
volcanology, search and rescue, aerial photography, telecommunications, zoology, 
botanic or any other application requiring temporal and spatial resolution. 
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Appendices 
Appendix A 
This appendix shows a table with a list of gases sensed by MOX sensors and the 
additives used. 
Table A-1. Metal oxide gas sensors targeting different gases. (table generated and the references belong to 
Ahsan M. in his thesis "Thermally Evaporated Tungsten Oxide (WO3) Thin Films for Gas”. 
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Appendix B 
This appendix illustrates for the reader a complete list of gases detected by 
conventional optical sensing techniques, specifying the type of technique, response time, 
and minimum detectable gas concentration.  
Table B1. Optical gas sensing techniques for different gases ( table and references belong to Hodgkinson J. 
and Tatam R. “Optical gas sensing: a review” [50]) 
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List of acronyms used for optical gas sensing techniques in table B1: 
Key BB-CEAS—broadband cavity-enhanced spectroscopy 
CRDS—cavity ringdown spectroscopy 
Direct TDLS—directly scanned tunable diode laser spectroscopy 
DOAS—differential optical absorption spectroscopy 
2 f WMS—second harmonic wavelength modulation spectroscopy 
ICOS—integrated cavity output spectroscopy 
OA-ICOS—off-axis ICOS 
OF-CEAS—optical feedback CEAS 
NDIR—non-dispersive infrared 
NICE-OHMS—noise-immune cavity-enhanced optical heterodyne spectroscopy PAS—photoacoustic spectroscopy 
QEPAS—quartz-enhanced PAS 
TTFMS—two-tone frequency modulation spectroscopy. 
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Appendix C  
This appendix shows the electronic circuit diagram developed to interface resistive 
sensors by converting resistance into frequency.  
 
Figure C1. Resistance to period converter circuit (RTC) detailed electronic diagram. 
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Appendix D 
This appendix shows the output voltage versus the relative humidity of the humidity 
sensor integrated in the nodes. 
 
Figure D1. Typical output voltage vs relative humidity of the HIH-4010 humidity sensor (at 25 °C and 5V, 
HIH-4010 datasheet, Honeywell) 
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Appendix E 
This appendix shows the power required to heat the MOX sensor at specific 
temperature between 148 °C to 401 °C. 
Table E1. Power required by the MOX heater sensor to reach the desire temperature. 
Power (W) 
Sensor 
temperature (°c) 
120 148 
130 157 
140 166 
150 175 
160 184 
170 192 
180 200 
190 208 
200 216 
210 224 
220 232 
230 239 
240 246 
250 254 
260 261 
270 268 
280 274 
290 281 
300 288 
310 294 
320 301 
330 307 
340 313 
350 319 
360 325 
370 331 
380 337 
390 343 
400 349 
410 355 
420 361 
430 367 
440 372 
450 378 
460 384 
470 389 
480 395 
490 401 
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Appendix F  
This appendix describes the design and manufacturing of the printed circuit board 
(PCB) for the sensor board interface, heater circuit, humidity circuit, power electronics 
and the connection port to the Fleck. After each individual circuit was designed and tested 
separately, the circuits were integrated to produce one general board. The PCB version 
was designed by using Altium
17
 Software.  
The PCB created is a dual layer board to be stacked on top of the Fleck board. Figure F1 
shows the final Altium design of the PCB.  
 
Figure F1. A) Bottom layer PCB design; B) Top layer PCB design. 
 
                                                 
 
17
 Altium – PCB CAD software company 
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Figure F2. A) Final PCB top view; B) PCB bottom view. 
 
Figure F3. Signal output simulation of the RTC circuit in PSPICE (electronic program). 
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FigureF4. Signal output of the RTC prototype in a digital oscilloscope 
 
Table F1. Estimated values of the 12 reference resistors calculated by using the WLMS method. 
Nominal 
value 
WLMS(rs=1.005*rraw-
39982.4Ω) 
Relative standard 
deviation 
Absolute 
error 
Relative 
error 
4.79E+05 4.96E+05 0.89% -17120.05 -3.58% 
3.36E+06 3.33E+06 0.92% 29450.74 0.88% 
5.48E+06 5.42E+06 0.47% 56577.05 1.03% 
8.37E+06 8.36E+06 0.48% 4421.29 0.05% 
9.97E+06 1.00E+07 0.35% -54811.36 -0.55% 
3.10E+07 3.01E+07 0.19% 910954.82 2.94% 
4.99E+07 5.03E+07 0.12% -424047.02 -0.85% 
7.22E+07 7.28E+07 0.24% -554359.05 -0.77% 
9.95E+07 9.76E+07 0.01% 1883808.69 1.89% 
5.00E+08 4.96E+08 0.06% 3615652.54 0.72% 
1.00E+09 1.02E+09 0.03% -21119345.04 -2.11% 
5.00E+09 4.96E+09 0.03% 35785297.44 0.72% 
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Appendix G 
This appendix describes the programming stages of the sensor network by using the 
Fleck 3b platform. Two main programs were designed, one for the base node and one for 
the sensor nodes.  
Using the Fleck Operating System (FOS), MAC layer messages were used for the 
development of the network programming. The network routing algorithm presented in 
section 3.3 was used for the implementation. The maximum hopping constant was set to 
four messages and message duration as 800 ms. Preliminary tests were conducted as 
follows: one node has to send a full message buffer to another buffer while having a 
variable duration for timeout. This sequence was repeated ten times for repeatability, 
showing that duration above 700 ms gives near perfect results. 
Fleck Messages: there are two types of Fleck messages running through the 
network: 
 Data Type Message (Figure). 
 Beacon Type Message (Figure) 
These structures are embedded in the data field of the FOS message structure (Figure 
G2). 
 
Figure G2. FOS message structure. 
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FigureG3. Data type message. 
 
 
Figure G4. Beacon type message. 
The beacon type message is used as the recognition signal that is forwarded on to each 
hopped node; and the data type message is used for the reply. The “Data Type” message 
is uniform across all the sensor nodes thanks to the selection of one gas sensing 
technology. This reduces complexity by allowing the base node to communicate with a 
field computer utilising uniform communications. 
For this project there are two types of sensor nodes, resistive and optical sensors. The 
resistive Nano-sensors require the following fields: 
 scaler 
 timeOn 
 timeOff 
 capsize 
The “scaler”, “timeOn” and “timeOff” fields are used to estimate the frequency output 
from the RTC Circuit (section 3.2.1) to estimate the resistance of the sensor. The 
“capsize” field refers to an installed capacitor size in the RTC circuit and is used to adjust 
the windows’ resistance of the reading. 
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The NDIR module used to sense CO2 (section 2.3.2) produces an output voltage (0-4V) 
proportional to the gas concentration. The ADC reading can be stored in the “scaler” 
variable, previously described. 
The “humidity” and “temperature” fields are self-descriptive, and both gas sensing 
technologies include these readings. 
The “src” field is used to determine the source of the reading 
Buffer Based Messages: FOS facilitates receiving and sending messages one-by-
one. The network algorithm called for a buffer-based capability where a node can “listen” 
for a period of time and store all received messages in that period. The message structure 
is capable of storing multiple messages and keeping track of the number of messages in 
the buffer. FigureG5 shows the structure design of an FOS buffer. 
 
Figure G5. Buffer structure 
The “stack” member is used to keep track of the messages stored in the buffer and the 
“data” member is a “fos_mac_message_t” array of messages. 
A new method based on the basic fos_mac_receive() function is the 
fos_mac_receive_flush() which accepts a fos_buffer structure to listen to the node. 
Similar to fos_mac_receive(), the method suspends the operating thread if initially a 
message has not been received. Once a message has been received through interrupt 
routines, the thread is woken up. A FOS variable timer with a call back is used to achieve 
time out capabilities. Once the timer had overflown after its initialisation, it would call a 
function, which would resume the thread and set a time out flag. Every time the thread 
resumes, it is due to two causes: 
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 The function has timed out 
 A new message has been received. 
The function will insert the message into the buffer if no timeout flag is set. 
Base Node: the base node has the following responsibilities: 
 Initiates a message transaction 
 Calculates from messages the gas concentration from all the nodes 
 Sends the data collected by serial port to the field computer 
The base node sends a beacon type message every ten minutes to the reachable nodes, and 
then it will wait for reply with their current readings. Once the base node receives the 
“Data Type” message, it will process the information to calculate the gas concentration 
with suitable units. After the gas concentration is determined a message is created in the 
following form:  
[NodeId:Humidity:Temperature:GasReading:GasUnits:GasType]  
where the square brackets denote either the start or end of a message and a semicolon 
denotes each field. This message is sent in a uniform structure, regardless of the type of 
sensor.  
Sensor Node: every sensor node has two responsibilities:  
 Multi-hopping and communicating with nodes  
 Record and transmit the readings from the connected sensor 
The first responsibility is conducted periodically (every five minutes). After ten minutes 
has elapsed, the node will wake up its radio communications and listen for a beacon. 
Once this beacon is received, the RTC clock on the node is reset to FOS epoch. Then, an 
RTC alarm is set for ten minutes to wake the node up again. Once this has been 
completed, the node will forward on the buffer and listen for a set period of time (refer to 
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section 3.3 for further explanation). Once timed out, the node will forward on any 
received messages and its current message to its parent node (the node that sent the 
received beacon). Once this is completed, the radio is set to a low power setting and lies 
dormant for the RTC to wake up the communications again.  
Power Management: the sensor nodes turn radio communications off for the time 
that they are not expecting messages. Simple FOS commands including 
fos_mac_sleep and fos_mac_wakeup are used. Currently, the delay between 
transactions is five minutes. 
 
Obtaining the data from the field laptop to the COSM server: the COSM server has 
an API (application programming interface) that gives a range of methods to post data 
from a computer by using JSON
18
, XML
19
 or CSV
20 
 data structures. These include either 
the use of HTTP POST
21
 or HTTP PUT
22
 requests to encapsulate the data structure to the 
COSM Server. Each data source (WSN, UAV etc.) has a feed identification number as 
well as each parameter (CO2, Voltage, Current). 
The implementation used a CSV file structure, which gives a simple approach in sending 
the data compared to JSON and XML, which involved a slightly more convoluted request 
with no advantages. Security is achieved by having an API-Key, so that only authorized 
requests are accepted. An example put request is shown in Figure G6. 
                                                 
 
18
 JavaScript Object Notation. 
19
 Extensible Markup Language. 
20
 Comma separated value. 
21
 Hypertext Transfer Protocol (HTTP) is a networking protocol for distributed, collaborative, hypermedia 
information systems. In computing, POST is one of many request methods supported by the HTTP protocol 
used by the World Wide Web. 
22
 Is a method of HTTP that requests the enclosed entity to be stored under the supplied URI. If the URI 
refers to an already existing resource, it is modified; if the URI does not point to an existing resource, then 
the server can create the resource with that URI. 
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Figure G6. HTTP PUT Request example 
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Appendix H 
This appendix illustrates the location and installation of the WSN in QUT-SERF, 
Brisbane - Australia. 
 
Figure H1. QUT SERF location, Brisbane, QLD -Australia. 
 
Figure H2. WSN installation team in SERF, from left to right: Al-Abodi F., Botia J., Saini M., Malaver A., 
Motta N. 
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Appendix I 
This appendix illustrates the gas sensing facility of the research group located in P 
block, QUT, gardens point. The gas sensing facility is mainly composed of gas bottles 
containing certified concentrations of gases, a mass flow controller system, a stainless 
steel gas chamber capable of housing up to four sensors, and a computer equipped with a 
data acquisition system to store, process and display the information from the sensors. 
 
Figure I1,A) NO2, CH4 and synthetic air bottles; (B) mass flow electronic valves;(C) gas chamber general 
setup;(D) Labview program to control parameters and acquire results. 
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Appendix J 
This appendix illustrates the parts designed and used to make functional the aerial 
gas sensor node installed in the UAV; and the bench test performed on the roof of S 
block, QUT gardens point. 
 
Figure J1,A) Aerodynamic shell for the gas sensing system; B) Gas chamber. 
 
 
Figure J2. Carbon dioxide module CDM30K and the inlet and outlet points of the sample (SenseAir Inc, 
[64, 92]) 
 
 
Figure J3, A) Solenoid valve diagram; B) Solenoid valve and gas chamber installation. 
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Figure J4. Location of the gas sensing electronics inside the airframe. 
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Figure J5. Bench testing of the CO2 gas sensing system on the roof of S block, QUT gardens point, 
Brisbane. 
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Appendix K 
This appendix shows the electronic diagram of the power board used as maximum 
power point tracker (MPPT), battery charger, and power path manager in the Green 
Falcon UAV prototype.  
 
Figure K1. BQ 24650 electronic diagram (adapted from [90])
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Appendix L 
This appendix contains the mathematical algorithm used to calculate the dimensions 
and expected performance of a solar powered aircraft for environmental monitoring, and 
capable of uninterrupted flight during sun-light hours in Brisbane. Sun irradiance, 
weather conditions and flight endurance were evaluated for summer and winter. The 
algorithm is a modification of the code developed by Noth et al [63]. The program has 
four main files written in Matlab, which are Main.m, GreenFalconInitParameters.m, 
EvaluateSolution, and MinimumPositive.m.  
%====================== Main.m ============================ 
=========================================================== 
%===        Solar powered UAV for environmental gas sensing 
 
%===    Code modified from A. Noth, ASL, ETHZ, 2008 
%===           (andre.noth@a3.epfl.ch) 
  
%=== This code tries different combinations of wingspan  
and aspect ratios to evaluates the feasibility  
of continuous flight during the required period.  
%======================================================== 
  
clc;clear;clf; 
warning('off','MATLAB:interp1:NaNinY'); 
cmap        = colormap(jet(100)); 
j           = 0; 
  
GreenfalconInitParametersGas; % Parameters are initialized 
T_night     = 0;         % No night flight is required[s] 
  
for AR = [8,9,10,11,12,13,14,16,18,20] % For different 
aspect ratios... 
    j       = j+1; 
    col     = cmap(floor(((100-20)-0)/(20-8)*(AR-8))+1,:); 
  
    %=============================================== 
    %===                  CALCULATION 
    %=============================================== 
  
    i       = 0; 
    b_max   = 6; 
    b_step  = .1; 
  
    for b=b_step:b_step:b_max % And different wingspans... 
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        EvaluateSolution; % ... the solution feasibility is 
computed 
        i               = i+1; 
        m(i)            = Sol_m; 
        P_level(i)      = Sol_P_level; 
        m_af(i)         = Sol_m_af; 
        P_elec_tot(i)   = Sol_P_elec_tot; 
        m_bat(i)        = Sol_m_bat; 
        A_sc(i)         = Sol_A_sc; 
        m_sc(i)         = Sol_m_sc; 
        m_mppt(i)       = Sol_m_mppt; 
        P_sc(i)         = Sol_P_sc; 
        m_prop(i)       = Sol_m_prop; 
        v(i)            = Sol_v; 
        D(i)            = Sol_D; 
        A(i)            = Sol_A; 
    end 
  
    %=============================================== 
    %===                  PLOTS 
    %=============================================== 
     
    width = 2; 
    b=b_step:b_step:b_max; 
  
    figure(1);set(gcf,'Position',[1056 204 560 420]); 
    hold on; 
        plot(b,m,'Color',col,'LineWidth',width);% Plot total 
mass wrt to AR  
                                                % and b 
        [m_min.m(j),index] = min(m); 
         m_min.b(j)=b(index); 
        grid on; 
        xlabel('Wingspan [m]'); 
        ylabel('Expected total mass of solar airplane 
[Kg]'); 
  
    figure(2);set(gcf,'Position',[487 704 800 420]);     
    subplot(2,2,1);hold on; 
        plot(b,v,'Color',col,'LineWidth',width);%Plot speed 
wrt to AR and b 
        [v_min.v(j),index] = min(v); 
         v_min.b(j)=b(index); 
        grid on; 
        ylabel('Speed [m/s]') 
    subplot(2,2,3);hold on;                              
        plot(b,P_level,'Color',col,'LineWidth',width);% Plot 
the propeller power wrt to AR and b 
        grid on; 
        ylabel('Power at propeller [W]'); 
        xlabel('Wingspan [m]'); 
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    subplot(2,2,2);hold on;                              
        plot(b,A,'Color',col,'LineWidth',width);%Plot wing 
area wrt to AR and b 
        grid on; 
        ylabel('Wing Area [m^2]'); 
    subplot(2,2,4);hold on;                               
        plot(b,A_sc./A*100,'Color',col,'LineWidth',width);% 
Plot solar area wrt to AR and b 
        [ratio_area_min.ratio_area(j),index] = 
min(A_sc./(b.^2/AR)*100); 
        ratio_area_min.b(j)=b(index); 
        grid on; 
        xlabel('Wingspan [m]'); 
        ylabel('Solar area ratio [%]');     
  
    if (AR == 10) % Plot mass distribution (AR selected) 
        figure(3);set(gcf,'Position',[487 204 560 420]); 
        
area(b,[m./m*m_pld;m./m*m_av;m_af;m_bat;m_sc;m_mppt;m_prop]'
); 
        
legend('Payload','Avionics','Airframe','Batteries','Solar 
Panels',... 
                'Mppt','Propulsion 
group','Location','NorthWest'); 
        xlabel('Wingspan [m]'); 
        ylabel('Expected mass [kg]'); 
        colormap(gray(100)); 
    end 
end 
  
figure(1); 
    plot(m_min.b,m_min.m,'xk','MarkerSize',4); 
    
legend('8','9','10','11','12','13','14','16','18','20','Loca
tion',... 
    'NorthWest'); 
     
figure(2);                  
    subplot(2,2,1); 
    plot(v_min.b,v_min.v,'xk','MarkerSize',4); 
    subplot(2,2,4); 
       
plot(ratio_area_min.b,ratio_area_min.ratio_area,'xk','Marker
Size',4); 
       
legend('8','9','10','11','12','13','14','16','18','20','Loca
tion',... 
       'NorthWest'); 
%===========================================================
====================================================== 
199 
 
%================ GreenFalconInitParametersGas.m ================== 
======================== for summer ============================= 
================================================================= 
 
%=== Mathematical code adapted from A. Noth, ASL, ETHZ, 2008  
%    {andre.noth@a3.epfl.ch. 
%=== This code initialize parameters for the design program of a 
solar airplane in general.  
Please read "Design of Solar Powered Airplanes for 
Continuous Flight" for more information about the calculations 
and for equations reference. 
%=== http://robotics.ethz.ch/projects/sky-sailor/ 
 
%================= Mission parameters =========================== 
 
g          = 9.81; % Gravitational acceleration [m/s^2] 
alt        = 100;  % Green Falcon Initial altitude [m]   
alt_array  = [0,100,2200,4200]; 
rho_array  = [1.225,1.2023,0.9763,0.7901]; % air density at   
 different altitudes, data from CIRA atmosphere 
models 
(ftp://nssdcftp.gsfc.nasa.gov/models/atmospheric/cira  
/cira86) 
rho        = spline(alt_array,rho_array,100); % Air density at  
  100m [kg/m^3] 
 
%================== Irradiance conditions ======================= 
I_max      = 950; % Average of the maximum sun irradiance registered 
by a Pyranometer located in QUT, Brisbane during summer 
2012. 
T_day      = 8.3*3600; % Duration of the day [s]; this is 
Brisbane mean daily sunshine hours according to the 
Australian Bureau of meteorology 
n_wthr     = 0.60; % Margin factor in summer equal to  
(1-mean number of cloudy days/days of summer) 
(1- (35.6/90)) 
 
%==================== Aerodynamics ============================== 
C_L        = 0.440; % Airfoil lift coefficient 
C_D_afl    = 0.0202; % Airfoil drag coefficient section  
C_D_par    = 0.0025; % Fuselage drag coefficient section  
e          = 0.9; % Constant depending on wing shape [-] 
 
%==================== Wing & fuselage Structure ================ 
k_af       = 2.31/9.81; % The Green Falcon construction 
techniques are within the mean model constant of the 
260 aircraft [~Kg/m3] analysed by Noth 
x1         = 3.16; % Scaling exponent for b depending on the 
construction technique  
x2         = -0.64; % Scaling exponent for AR depending on the 
construction technique  
 
 
%================== Propulsion group ======================== 
n_ctrl         = 0.95; % Average efficiency of a motor controller 
n_mot          = 0.82; % Efficiency of motor, reported by 
MotoCalc at 12 m/s 
(rc.com/plettenberg_hp220_20.htm, HP 220/20/A3 
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P6 Gearbox 5:1 Cam Prop 17x10“ 
n_grb          = 1.0; % Is 1 because the efficiency of gearbox is 
included in the motor efficiency reported by 
MotoCalc 
n_plr          = 0.75; % Average efficiency of the propeller 
selected  
k_prop         = 0.0055; % Mass/Power ratio of propulsion group 
(0.307/55.76) [kg/W. Weight calculated from  
Section4.2.3, and propulsion group output 
power calculated in section 4.3 
 
%================= Battery and Stepdown converter =========== 
n_chrg         = 0.86; % Efficiency of charge process  
of the BQ 24030 board according to section 3.2.3 
n_dchrg        = 0.86; % Efficiency of discharge process  
of the BQ 24030 board according to section 3.2.3 
n_bec          = 0.90; % Efficiency of BEC (5V stepdown) 
32065__TURNIGY_Plush_40amp_Speed_Controller_AUS_ 
Warehouse_.html)  
k_bat          = 135*3600; % Energy density of LiPo 
[J/Kg,http://www.hobbyking.com/hobbyking/store/__11
947__Turnigy_nano_tech_3000 
mah_4S_35_70C_Lipo_Pack.html] 
 
%================== Solar cells =============================== 
k_sc           = 0.32; % Mass density of solar cells 22.5 %  
produced by Gochermann Solar Technology, Ltd. 
k_enc          = 1.32; % Mass density of the urethane rubber 
used to encapsule the cells[0.05475Kg/0.04152m2] 
k_mppt         = 1/2100; % Mass/Power ratio of mppt. The MPPT 
is include in the power board, we assume that 
the mass/power ratio is similar to the one used 
by Noth 
n_sc           = 0.225; % Efficiency of silicon cells 22.5 %  
produced by Gochermann Solar Technology, Ltd. 
n_cbr          = 0.9; % Efficiency of cambered configuration 
n_mppt         = 1.0; % Efficiency of the MPPT. Is 1, because it  
is included in the charge/discharge efficiency 
of BQ 24650, section 3.2.3  
 
%=================== Avionics & Payload ======================= 
m_av           = 0.274; % Mass of control and electronics [kg] 
   section 4.2.3 
m_pld          = 0.370; % Mass of the nano-sensing system  
(payload)[kg], section 4.2.2 
p_av           = 2.12; % Power required for control[W],  
section 4.2.5 
p_pld          = 0.800; % Power required for nano-sensing system 
payload [W], section 4.2.3 
 
%===================================================================
============================================================== 
 
%================ GreenFalconInitParametersGas.m ================== 
======================== for winter ============================= 
================================================================= 
 
%=== Mathematical code adapted from A. Noth, ASL, ETHZ, 2008  
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%    {andre.noth@a3.epfl.ch. 
%=== This code initialize parameters for the design program of a 
solar airplane in general.  
Please read "Design of Solar Powered Airplanes for 
Continuous Flight" for more information about the calculations 
and for equations reference. 
%=== http://robotics.ethz.ch/projects/sky-sailor/ 
 
%================= Mission parameters =========================== 
 
g          = 9.81; % Gravitational acceleration [m/s^2] 
alt        = 100;  % Green Falcon Initial altitude [m]   
alt_array  = [0,100,2200,4200]; 
rho_array  = [1.225,1.2023,0.9763,0.7901]; % air density at   
 different altitudes, data from CIRA atmosphere 
models 
(ftp://nssdcftp.gsfc.nasa.gov/models/atmospheric/cira  
/cira86) 
rho        = spline(alt_array,rho_array,100); % Air density at  
  100m [kg/m^3] 
 
%================== Irradiance conditions ======================= 
I_max      = 750; % Average of the maximum sun irradiance registered 
by a Pyranometer located in QUT, Brisbane during winter 
2012. 
 
T_day      = 7.6*3600; % Duration of the day [s]; this is 
Brisbane mean daily sunshine hours according to the 
Australian Bureau of meteorology 
n_wthr     = 0.78; % Margin factor in winter equal to  
(1-mean number of cloudy days/days of summer) 
(1- (20.2/92)) 
 
%==================== Aerodynamics ============================== 
C_L        = 0.440; % Airfoil lift coefficient,  
C_D_afl    = 0.0202; % Airfoil drag coefficient  
C_D_par    = 0.0025; % Fuselage drag coefficient  
e          = 0.9; % Constant depending on wing shape [-] 
 
%==================== Wing & fuselage Structure ================ 
k_af       = 2.31/9.81; % The Green Falcon construction 
techniques are within the mean model constant of the 
260 aircraft [~Kg/m3] analysed by Noth 
x1         = 3.16; % Scaling exponent for b depending on the 
construction technique  
x2         = -0.64; % Scaling exponent for AR depending on the 
construction technique  
 
 
%================== Propulsion group ======================== 
n_ctrl         = 0.95; % Average efficiency of a motor controller 
n_mot          = 0.82; % Efficiency of motor, reported by 
MotoCalc at 12 m/s 
(rc.com/plettenberg_hp220_20.htm, HP 220/20/A3 
P6 Gearbox 5:1 Cam Prop 17x10“ 
n_grb          = 1.0; % Is 1 because the efficiency of gearbox is 
included in the motor efficiency reported by 
MotoCalc 
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n_plr          = 0.75; % Average efficiency of the propeller 
selected  
k_prop         = 0.0055; % Mass/Power ratio of propulsion group 
(0.307/55.76) [kg/W. Weight calculated from  
Section4.2.3, and propulsion group output 
power calculated in section 4.3 
 
%================= Battery and Stepdown converter =========== 
n_chrg         = 0.86; % Efficiency of charge process  
of the BQ 24030 board according to section 3.2.3 
n_dchrg        = 0.86; % Efficiency of discharge process  
of the BQ 24030 board according to section 3.2.3 
n_bec          = 0.90; % Efficiency of BEC (5V stepdown) 
32065__TURNIGY_Plush_40amp_Speed_Controller_AUS_ 
Warehouse_.html)  
k_bat          = 135*3600; % Energy density of LiPo 
[J/Kg,http://www.hobbyking.com/hobbyking/store/__11
947__Turnigy_nano_tech_3000 
mah_4S_35_70C_Lipo_Pack.html] 
 
%================== Solar cells =============================== 
k_sc           = 0.32; % Mass density of solar cells 22.5 %  
produced by Gochermann Solar Technology, Ltd. 
k_enc          = 1.32; % Mass density of the urethane rubber 
used to encapsule the cells[0.05475Kg/0.04152m2] 
k_mppt         = 1/2100; % Mass/Power ratio of mppt. The MPPT 
is include in the power board, we assume that 
the mass/power ratio is similar to the one used 
by Noth 
n_sc           = 0.225; % Efficiency of silicon cells 22.5 %  
produced by Gochermann Solar Technology, Ltd. 
n_cbr          = 0.9; % Efficiency of cambered configuration 
n_mppt         = 1.0; % Efficiency of the MPPT. Is 1, because it  
is included in the charge/discharge efficiency 
of BQ 24650, section 3.2.3  
 
%=================== Avionics & Payload ======================= 
m_av           = 0.274; % Mass of control and electronics [kg] 
   section 4.2.3 
m_pld          = 0.370; % Mass of the nano-sensing system  
(payload)[kg], section 4.2.2 
p_av           = 2.12; % Power required for control[W],  
section 4.2.5 
p_pld          = 0.800; % Power required for nano-sensing system 
payload [W], section 4.2.3 
 
%===================================================================
============================================================== 
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%================== EvaluateSolution.m ================== 
========================================================= 
 
%===      Solar powered UAV for environmental monitoring 
 
%===       Code modified from A. Noth, ASL, ETHZ, 2008 
%===            {andre.noth@a3.epfl.ch} 
%===  
%=== This code evaluates, based on given parameters, the  
feasibility of a certain configuration of solar  
airplane. In one sentence, the main problem is to 
balance weight/lift and obtained/required power. Please 
read "Design of Solar Powered Airplanes for Continuous 
Flight" for more information about the calculations and 
for equations reference. 
%=== http://robotics.ethz.ch/projects/sky-sailor/ 
%======================================================== 
  
C_D_ind  = C_L^2 / (e*pi*AR); % Induced drag coefficient 
C_D      = C_D_afl+C_D_ind+C_D_par;% Total drag coefficient 
[-] 
  
a0      =   C_D/(C_L^1.5)*sqrt(2*AR*(g^3)/rho);% Eq 3.5 
a1      =   1/(n_ctrl * n_mot * n_grb * n_plr);% Eq 3.6 
a2      =   1/(n_bec)*(p_av+p_pld);            % Eq 3.6 
a3      =   m_av + m_pld;                      % Eq 3.10 
a4      =   k_af*AR^x2;                        % Eq 3.25 
a5      =   k_sc + k_enc;                      % Eq 3.27 
a6      =   k_mppt * I_max * n_sc * n_cbr * n_mppt;% Eq 3.28 
a7      =   T_night/(n_dchrg * k_bat);     % Eq 3.30 
a8      =   k_prop;                            % Eq 3.32 
a9      =   pi/(2*n_sc* n_cbr*n_mppt*n_wthr) * ... 
  % Eq 3.26 
            (1+T_night/(T_day*n_chrg*n_dchrg))*1/I_max; 
a10     =   a0 * a1*(a7 + a8 + a9*(a5+a6));    % Eq 3.34 
a11     =   a2 * (a7+a9*(a5+a6))+a3;           % Eq 3.34 
a12     =   a10 * 1/b;                         % Eq 3.35 
a13     =   a11+a4*b^x1;                       % Eq 3.35 
  
z       = roots([a12 -1 0 a13]); % Solving equation to find 
mass 
Sol_m   = MinimumPositive(z)^2;%It can be 2 masses, we take 
the smallest one 
  
if (isnan(Sol_m)==0) % If a solution is found, we compute 
... 
    Sol_P_level  = a0*Sol_m^1.5/b; % Eq 3.5   level flight 
power 
    Sol_m_af  = a4*b^x1;% Eq 3.25  airframe mass 
    Sol_P_elec_tot  = a1*Sol_P_level+a2;    % Eq 3.6   total 
electric power  
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    Sol_m_bat       = a7*Sol_P_elec_tot;      % Eq 3.30  
battery mass   
    Sol_A_sc        = a9*Sol_P_elec_tot;      % Eq 3.26  
solar panels area 
    Sol_m_sc        = a5*Sol_A_sc;            % Eq 3.27  
solar panels mass 
    Sol_m_mppt      = a6*Sol_A_sc;            % Eq 3.28  
mppt mass 
    Sol_P_sc        = a6*Sol_A_sc/k_mppt;%Eq 3.28 solar 
electrical powermax 
    Sol_m_prop      = a8*a1*Sol_P_level;   % Eq 3.32  
propulsion group mass 
    Sol_v           = sqrt(2*Sol_m*g/(C_L*rho*b*b/AR)); % Eq 
3.3 levelfligh 
    Sol_D           = Sol_m*g/C_L*C_D;                % Eq 
3.1-2 total drag 
    Sol_A           = b^2/AR;                         % wing 
surface 
End 
 
if ((isnan(Sol_m)==1)|| (Sol_A_sc > b*b/AR))%If no 
solution,Nan is returned 
    Sol_m           = NaN; 
    Sol_P_level     = NaN; 
    Sol_m_af        = NaN; 
    Sol_P_elec_tot  = NaN; 
    Sol_m_bat       = NaN; 
    Sol_A_sc        = NaN; 
    Sol_m_sc        = NaN; 
    Sol_m_mppt      = NaN; 
    Sol_P_sc        = NaN; 
    Sol_m_prop      = NaN; 
    Sol_v           = NaN; 
    Sol_D           = NaN; 
    Sol_A           = NaN; 
end 
 
====================================================================
============================================================== 
 
205 
 
%================ MinimumPositive.m ============================== 
================================================================= 
 
function min_pos = MinimumPositive(z) 
    min_pos = NaN; 
    for j=1:1:length(z) 
        if (isreal(z(j)) && z(j)>0) 
            if isnan(min_pos)      min_pos = z(j); 
            elseif z(j) < min_pos  min_pos = z(j); 
            end 
        end 
    end 
end 
 
===============================================================
========================================================= 
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Appendix M 
This appendix illustrates the setup of the gas sensing technology developed and 
tested for CO2 concentrations. The field test was conducted at Christmas Creek, QLD, 23 
July, 2013. 
 
Figure M1. CO2 pollutant source, ground sensor node and weather station. 
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Figure M2. Waypoints selected in the GCS (Mission Planner) to be executed by the Green Falcon UAV. 
The planned mission was to fly over the contaminant source and ground sensor to collect CO2 aerial 
samples. 
 
 
Figure M3. UAV GPS tracks and average flight altitude above the sea level during the mission executed at 
Christmas Creek the 23/07/2013. 
 
208 
 
 
Figure M4. Wind speed and atmospheric pressure during the experiment at Christmas Creek, 23/07/2013. 
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Figure M-5. CO2 concentration (ppm) data from air samples collected at Cape Grim, Tasmania from 1976 
to 2013 and analysed at CSIRO 
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Figure M6. Flight testing team of the first solar powered flight of the Green Falcon UAV. From left to right, 
Sarah Schaber (Master student, QUT), Alexander Malaver (thesis author), and Steven Bulmer (aircraft 
pilot), test developed at SAAMBR, July 2013.  
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Appendix N 
This appendix has a table with the information about the time, latitude, longitude, 
altitude and CO2 samples taken from the UAV; the time and CO2 concentration from the 
ground node, and the information collected from the weather station during the 
experiment in Christmas Creek the 23/07/2013. 
Table N1. Time, latitude, longitude, altitude and CO2 samples taken from the UAV; and time and CO2 
concentration from the ground node tested in Christmas Creek the 23/07/2013. 
Time(s) Latitude Longitude 
Altitude  
ASL(m) 
Altitude  
AGL(m) 
UAV 
CO2 
(ppm) 
Ground  
Node 
CO2 
(ppm) 
14:11:58 -28.2045 153.0036 110600 0.6 343.12 339.41 
14:12:03 -28.2048 153.0033 110560 0.56 343.12 339.41 
14:12:08 -28.2051 153.0033 111680 1.68 339.68 339.41 
14:12:13      349.21 
14:12:18      339.41 
14:12:23      357.93 
14:12:28      343.77 
14:12:33      365.55 
14:12:38      337.23 
14:12:43 -28.2047 153.0035 113070 3.07 347.93 337.23 
14:12:48      337.23 
14:12:53 -28.2044 153.0045 111880 1.88 343.12 360.11 
14:12:58      339.41 
14:13:03      339.41 
14:13:08      343.77 
14:13:13      340.5 
14:13:18      343.77 
14:13:23      337.23 
14:13:28      342.68 
14:13:33      339.41 
14:13:38 -28.2048 153.0036 121720 11.72 341.06 340.5 
14:13:43      335.05 
14:13:48      342.68 
14:13:53      337.23 
14:13:58 -28.2042 153.004 118000 8 339.68 340.5 
14:14:03 -28.2047 153.0036 138970 28.97 339.68 339.41 
14:14:08      340.5 
14:14:13      337.23 
14:14:18      337.23 
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14:14:23      339.41 
14:14:28      339.41 
14:14:33      339.41 
14:14:38      339.41 
14:14:43 -28.2049 153.0039 142710 32.71 339.68 337.23 
14:14:48      337.23 
14:14:58      340.5 
14:15:03 -28.2049 153.0035 150890 40.89 347.93 345.95 
14:15:08 -28.2051 153.004 127560 17.56 339.68 340.5 
14:15:18      345.95 
14:15:23      343.77 
14:15:28 -28.2049 153.0034 146180 36.18 339.68 349.21 
14:15:33 -28.2053 153.0037 153940 43.94 339.68 349.21 
14:15:38      348.12 
14:15:43      349.21 
14:15:48      348.12 
14:15:53 -28.2048 153.0034 161290 51.29 339.68 348.12 
14:15:58      348.12 
14:16:03      349.21 
14:16:08      348.12 
14:16:13      351.39 
14:16:18 -28.2046 153.0036 135680 25.68 347.93 354.66 
14:16:23       
14:16:23 -28.2052 153.0036 148080 38.08 339.68 353.57 
14:16:28 -28.205 153.0044 157450 47.45 339.68 353.57 
14:16:28      351.39 
14:16:33      356.84 
14:16:43      353.57 
14:16:48      
 
14:16:53      353.57 
14:16:58 -28.2048 153.0046 161240 51.24 339.68 354.66 
14:17:03      356.84 
14:17:08 -28.2044 153.0038 157800 47.8 343.12 
 
14:17:13      368.82 
14:17:18      356.84 
14:17:23      371 
14:17:28      351.39 
14:17:33 -28.204 153.0039 139250 29.25 341.06 374.27 
14:17:38 
 
--  -- 
 
354.66 
14:17:43 
 
--  -- 
 
372.09 
14:17:48 
 
--  -- 
 
354.66 
14:17:53 
 
--  -- 
 
353.57 
14:17:58 -28.204 153.0038 159800 49.8 339.68 356.84 
 
213 
 
Table N2. Weather station records of time, temperature, wind speed and wind direction during the 
experiment at Christmas Creek, the 23/07/2013. 
Time 
Temp 
Out 
Out 
Hum 
Wind 
Speed 
Wind 
Dir 
2:00 
PM 
24.6 28 1 E 
2:01 
PM 
24.6 28 1 E 
2:02 
PM 
24.6 28 0 --- 
2:03 
PM 
24.6 28 0 --- 
2:04 
PM 
24.6 31 0 E 
2:05 
PM 
24.6 30 0 --- 
2:06 
PM 
24.5 30 0 E 
2:07 
PM 
24.5 31 0 --- 
2:08 
PM 
24.4 31 0 E 
2:09 
PM 
24.4 31 0 --- 
2:10 
PM 
24.4 30 0 --- 
2:11 
PM 
24.3 30 0 E 
2:12 
PM 
24.3 29 0 E 
2:13 
PM 
24.4 32 1 E 
2:14 
PM 
24.4 38 1 E 
2:15 
PM 
24.4 39 2 E 
2:16 
PM 
24.4 39 1 NE 
2:17 
PM 
24.3 40 3 ENE 
2:18 
PM 
24.3 39 2 NE 
2:19 
PM 
24.2 39 2 ENE 
2:20 
PM 
24.2 38 2 E 
2:21 
PM 
24.1 39 1 ENE 
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2:22 
PM 
24.1 39 1 ENE 
2:23 
PM 
24.1 38 1 ENE 
2:24 
PM 
24.1 38 3 ENE 
2:25 
PM 
23.9 38 3 ENE 
2:26 
PM 
23.8 39 3 E 
2:27 
PM 
23.7 40 3 ENE 
2:28 
PM 
23.7 39 3 ENE 
2:29 
PM 
23.7 40 1 ENE 
2:30 
PM 
23.7 41 1 ENE 
2:31 
PM 
23.7 41 2 E 
2:32 
PM 
23.6 41 0 E 
2:33 
PM 
23.6 42 0 E 
2:34 
PM 
23.6 42 1 E 
2:35 
PM 
23.6 42 1 E 
2:36 
PM 
23.6 43 2 NE 
2:37 
PM 
23.6 43 1 NE 
2:38 
PM 
23.6 43 1 NE 
2:39 
PM 
23.4 44 1 NE 
2:40 
PM 
23.4 44 3 E 
2:41 
PM 
23.4 44 2 E 
2:42 
PM 
23.3 44 1 E 
2:43 
PM 
23.3 44 0 E 
2:44 
PM 
23.3 44 0 E 
2:45 
PM 
23.3 44 0 E 
2:46 
PM 
23.3 44 1 E 
215 
 
2:47 
PM 
23.3 45 0 NE 
2:48 
PM 
23.3 45 0 NNE 
2:49 
PM 
23.3 45 2 E 
2:50 
PM 
23.3 45 3 E 
2:51 
PM 
23.2 45 2 E 
2:52 
PM 
23.2 46 0 E 
2:53 
PM 
23.2 46 3 E 
2:54 
PM 
23.2 46 1 E 
2:55 
PM 
23.2 46 0 E 
2:56 
PM 
23.2 47 0 E 
2:57 
PM 
23.2 47 0 E 
2:58 
PM 
23.1 47 1 E 
2:59 
PM 
23.1 46 2 ENE 
3:00 
PM 
23.1 46 1 E 
 
 
