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Abstract This paper reports on the state of the art of virtualization
technology for both general purpose domains as well as real-time do-
mains. There exits no entirely instantaneous data transmission/transfer.
There always exist a delay while transmitting data, either in the pro-
cessing or in the medium itself. However most systems are designed to
function appropriately with a delay tolerance. This delay, inevitably, is
affected when operating with an extra layer, the virtualization.
For real time systems it is crucial to know the temporal limits in order
not to surpass them. Introducing virtualization in the real-time domain
therefore requires deeper analysis by making use of techniques that will
offer results with deterministic execution times. The study of time in
systems and its behaviour under various possible circumstances is hence
a key for properly assessing this technology applied to both domains,
especially the real-time domain.
Keywords: Virtualization technology, partioned system, hypervisor, middle-
ware, Ice, XtratuM, Xen, time
1 Introduction
Technology must keep up with the needs of the new innovative optimized sys-
tems. An increasing tendency in the usage of pure electronically driven systems
for handling complex multifunctional systems, such as an aircraft or an auto-
mobile, can be observed. For instance traditional steering or throttle, in the
automotive sector, has been modified with electronically driven systems. In air-
craft, fly-by-wire technology, or Intelligent Flight Control System by NASA [1],
have been researched and developed to optimize the traditional manual flight
controls.
Stability, reliability and stand-alone ability are some of the required features by
modern systems. These systems are the result of combining complex hardware
components with multiple computational units which are in charge of the arith-
metic calculations, logic, I/O and control operations.
It is the case that a full multifunctional system must be driven by a large amount
of different systems, or sub-systems, in addition to their redundant backups to
reduce their points of failure. This large amount has a significant negative im-
pact on the cost effectiveness, weight and required physical space.
With the design and development of such multifunctional systems comes the
necessity of combining multiple physical computational units. As a consequence
the degree of difficulty when optimising some basic parameters such as perfor-
mance, functionality and cost effectiveness rises. Stacking up the various units
and interconnecting them might be at first glance the most straight forwarded
and simplex solution. This way the required features such as performance are
guaranteed. however a different approach has to be taken if an optimum trade-off
of the parameters ought to be achieved.
A possible workaround is to make use of virtual environments. By way of using
a single physical unit instance to hold and populate various virtual instances in
charge of running the respective sub-systems. These virtual instances will hence
share the physical resources such as processing units and memory. A correct
configuration and scaling of such virtual environment may allow to achieve the
required performance specifications while decreasing cost, saving weight and re-
ducing space.
Nevertheless this walk-around rises yet a further difficulty. Keeping up the perfor-
mance specifications of the different virtual instances at all moment in time may
not be as uncomplicated as it may seem initially. There are many factors that
must be examined in depth before asserting whether a system is adequate for a
virtual environment. Regardless of the sufficiency of the more obvious aspects in
a virtual environment (virtual processing units, memory, shared storage among
others) is the connectivity between the different virtual instances or sub-systems.
Inside an automobile or an aircraft complex data cross reference operations are
made to calculate millions of instructions. This data is sent across the intercon-
nected sub-systems. These operations require perfect connectivity patterns. Fur-
thermore time is a critical factor, milliseconds, even microseconds may change
the course of outcome in a specific situation. The electronic stability control
(ESP) may be taken as an example. Continuous monitoring and comparison of
two data samples, the intended and the actual moving direction, helps keep a
automobile, under any circumstance, on track. In the event of ice on the road,
the actual moving direction is affected, the system detects this discrepancy when
comparing it with the intended moving direction and reacts adequately correct-
ing the trajectory almost instantaneously. This way the automobile is kept safe
on track. An absolute failure of the data communication, or simply a delay, may
have indeed fatal consequences.
The previous example can be used analogously with other systems and helps
to understand how important the time factor is.
Here lies the crucial aspect of virtualization. Is data transmission performance
using virtual environments sufficient? Does it match the reliability of traditional
communication? Does virtualization add a noticeable delay to the transmissions?
This paper examines virtual environments and their communication capabili-
ties in order to be able to be able to draw conclusions to these questions. It
is structured as follows. Section 2 provides a survey on selected virtualization
technologies describing particular aspects of virtualization software for real-time
domains. Section 3 presents experimental set up. Section 4 provides experimen-
tal results and draws the conclusions. Lastly Section 5 describes selected related
work and Section.
2 Virtualized distributed systems
2.1 Virtualization technologies
As briefly mentioned in the introduction, virtualization is the act of creating
a virtual version of the systems. One physical platform allows to hold multi-
ple virtual machines which are run by software packages such as hypervisors
and emulators. Various types of virtualization techniques have been developed.
The two techniques more often used are the so called paravirtualization and
hardware virtual machine virtualization. Do note that there are variations and
combinations of these techniques which result in further techniques.
– Paravirtualization (PV): efficient and lightweight technique that does not
require to emulate the full set of hardware and firmware services. Guest op-
erating systems are aware of the hypervisor and run more efficiently without
the emulation nor the virtualization of HW. There is no explicit virtualiza-
tion support, however PV-Kernel and PV-drivers are essential.
– Hardware Virtual Machine (HVM): also known as full virtualization,
makes use of virtualization extensions from the host CPU to achieve guest
virtualization. These extensions are used for performance boost purposes.
The Hardware components, adapters and BIOS are emulated while kernel
support is not required.
2.2 Virtualization platforms
Additional to these techniques there are over 50 different platforms that allows
to undergo virtualization in the systems. the scope of this paper will focus on
KVM,QEMU and Xen for general purpose domains, and XtratuM for real-time
domains.
QEMU is an emulator and virtualization machine that allows you to run a
complete operating system as just another task on your desktop. It can be very
useful for trying out different operating systems, testing software, and running
applications that won’t run on your desktops native platform.
QEMU runs on x86 systems running Linux, Microsoft Windows, and some UNIX
platforms, and can host target systems from a range of different microproces-
sors.[5]
KVM, Kernel-based Virtual Machine, is a full virtualization solution for Linux
on x86 hardware containing virtualization extensions, Intel VT or AMD-V. It
consists of a loadable kernel module, kvm.ko, which provides the core virtualiza-
tion infrastructure and a processor specific module, kvm-intel.ko or kvm-amd.ko.
Using KVM, multiple virtual machines running unmodified Linux or Windows
images can run. Each virtual machine has private virtualized hardware, network
cards, disks, graphics adapters an so on.[4]
It is important to note that KVM is a fork of Qemu executable. A system can
run Qemu by itself and it will handle all the virtual machine resources as well as
all the virtual HW and CPU. The only drawback is the extreme slow communi-
cation between the host and guests CPU’s. This aspect can be optimized using
KVM on top, which only focuses on the acceleration of the CPU.
If we define the hypervisor or Virtual Machine Monitor (VMM) as a system
that creates and runs VM then we can affirm that QEMU is a fully standalone
hypervisor whereas KVM is just an accelerator that uses processor extensions.[2]
Xen, now called Xen Project is a native type 1 hypervisor which makes it pos-
sible to run various instances, or rather different operating systems, on a single
physical machine. It makes use of the paravirtualization technique. Server and
desktop virtualizations as well as IaaS applications are the most common direct
application of this hypervisor.[3]
Figure 1. Xen Architecture [3]
Due to the microkernel design Xen only generates a small memory footprint,
around 1MB, and restricts a limited interface to the guests. This enforces the
robustness and security of the hypervisor. Additionally it provides driver isola-
tion which guarantees that a driver’s fault within a VM does not affect the rest
of the system.
The hypervisor runs directly on the HW and is responsible for managing the
memory, CPU and diverse I/O interrupts. The domain 0 is a special domain
that apart from containing the drivers will also control and manage creation, de-
struction and configuration of further virtual machines of the system via means
of the toolstack.[3]
Xtratum is a real time hypervisor, also of type 1, that provides a framework to
run several real-time executives in a robust partitioned environment. Designed
as a nanokernel, it virtualizes the essential hardware components for the execu-
tion of several concurrent operating systems, being at least one a real time Os.
Additionally in order to reduce the design complexity and increase the reliability,
its nanokernel was designed as a monolithic and nonpreembale. It is important
to note its Independence from Linux and its ability to be bootable.[4][5]
Xtratum meets safety critical real-time requirements and hence is used to build
partitioned systems. A partition is defined analogous to a virtual machine or
instance, as an execution environment managed by the hypervisor. Each parti-
tion can make use of the full physical resources at given times, and can support
multiple processes implemented by the guest OSes. In order for these partitions
to be executed on the hypervisor, they need to be virtualized. The applications,
or the execution code must be written the corresponding partition. Additionally,
XtratuM takes control of the system at boot time and initializes the hardware
prior to executing the partition code.
A further relevant feature of XtratuM is the strong temporal and spatial isola-
tion. Temporal isolation is achieved via a fixed cyclic scheduler which makes it
impossible for an application to run in parallel with one-another. Strong spatial
isolation prevents the sharing of memory and enforces each partition to only
access its own allocated memory. Additionally it also provides a strong robust
communication mechanism.[8]
This robust communication mechanism between partitions is a port-based com-
munication. XtratuM implements the channel between at least two access points
or ports. Hence the channel is only accessible by the different partitions contain-
ing those ports. It is the hypervisor responsibility to encapsulate and transport
the data through the channels. There are two different modes in which commu-
nication can occur: sampling and queuing.
Xtratum also provides with a Fault Management Model. Fault shall include
events of a system trap including HW and SW interrupts including processor
interrupts, or an event triggered by the hypervisor itself. Faults are at first de-
tected and handled by the hypervisor, then propagated to the corresponding
partitions. Furthermore a Health Monitor, part of the hypervisor, is in charge of
detecting and reacting to anomalous events or states.[8]
As a result of the spatial isolation of the different partitions subsystems will not
be affected by a faulty partitions.
XtratuM uses a cyclic scheduler to run the various partitions, therefore the sys-
tem consist of states and transitions. During the initialization the partitions find
themselves in the Boot state. There the initialization of the virtual machine and
the standard execution environment including communication, I/O, interrupts
and more services occur. After booting the partition changes to Normal state.
At this state the code is ready to be executed whenever demanded by the hyper-
visor. The transition between the execution of the different partitions happens
automatically according to the fixed time schedule predefined during the initial
set up of the environment.[6]
The simplest scenario for developing XtratuM is composed of two different ac-
tors, a partition developer (PD) and an integrator (I). The interaction of these
two will allow the establishment of a correct working environment for XtratuM.
The first step is for the PD to define the required resources and inform this
to the integrator. With this information the integrator configures the XtratuM
source code, adapting it to the requirements and using libraries and tools builds
the hypervisor binary,
Additionally the integrator then allocates the available system resources to the
partitions. This is creates the XM CF configuration file, where memory areas,
scheduling plans, port and channel creation among other resources are detailed
described for further processing.[7]
These resulting binaries are unique and are then sent back to the PDs for the
development and building of the execution environment. Once the environment
is built, the PD can move on, and creates the partition application. Lastly the
integrator will pack the gathered binaries and image together with the resident
software. This will allow the partition to be deployed and run.
This work-flow has been described in a very simplistic manner. Each step de-
scribed, includes multiple sub-steps and the use of the extensive XtratuM tool’s
library.[7]
2.3 Communication software or middleware
The middleware can be described in its wide sense as software glue. It lies be-
tween the OSes and applications and enables multiple components of a system
to communicate and share data.
Internet Communication Engine,Ice, is an object oriented middleware plat-
form. It provides tools, APIs and library support to be used in heterogeneous
environments, being unnecessary that both emitter and receiver are written in
the same programming language. It can run on different OSes and machine ar-
chitectures and allows communicating using various networking technologies.[10]
Each Ice object contains an interface with a certain number of operations. These
operations, as well as interfaces and data types are exchanged between both ends,
client and server, using the Slice language.This language is purely declarative
and no statement for execution can be written. The translation of Slice into the
different programming languages is supported for C++, C#, Java, JavaScript,
Python, Objective-C, PHP and Ruby.
The IceStorm Service simplifies substantially the implementation of data trans-
fer between multiple clients. It presents a publisher-subscriber solution. It acts
as a mediator between the publisher and subscribers respectively. This way the
clients are only responsible for sending or receiving data to or from the server.
The server will then be in charge of the distribution of the data which allows
the clients to disregard any further action rather than sending one set of data
to the server.[10]
Data Distribution Service, DDS, is a data communication standard man-
aged by Object Management Group (OMG) that provides scalable, low-latency,
high performance and interoperable data exchange for distributed applications.
It is suitable for real time and near real time systems.[9]
The DDS Standard includes a well defined API that allows the creation of
portable code. It references the Real Time Publish Subscribe (RTPS) Wire
Protocol standard which defines the wire protocol for DDS communications.
Generally speaking DDS is a p2p communication model requiring no gateway,
server nor daemons that have to be running nor configured.
OpenDDS is an open-source version supporting the capability defined in the
DDS 1.2 Specification and version 2.2 of The RTPS DDS Interoperability Wire
Protocol Specification. A very basic conceptual view of the mentioned Publish
Subscribe Architecture can be seen in figure 2.
Figure 2. DDS[9]
Basic components are: Topic, Publisher, Subscriber, DataWriter and DataReader.
Topics contain information about a single data type, the distribution and avail-
ability. Publication or a Subscription can have many associated Subscriptions or
Publications receptively. It is important to note that an application can be either
a Publisher a Subscriber or eventually both. Hence the data flow can be easily
understood by following the arrows in the conceptual diagram. The association
of a publication and a subscription exists only when compatible Topics meet
at both writer and reader side.. In this case the Publication and Subscription
become associated and data can be exchanged.
3 Developing a distributed partitioned/virtualized
system
This section includes a high level description of the procedure taken to develop
and implement a distributed environment. As mentioned, the scope of this pa-
per includes both real-time and general purpose domains, therefore two different
setups will be implemented. Also as briefly explained in Section 2, by definition
real-time systems are described as being partitioned rather than virtualized.
For a common understanding a distributed virtual system is a system combined
of multiple components across a network which work together. In this case these
components will be virtual rather than physical which will be interconnected. A
distributed system can be hence translated into a virtual environment.
The requirements will therefore be a physical computer unit with the corre-
spondent compatible hardware for the virtualization software. Additionally as
the focus is to deep-dive into the transmission performance aspects, middleware
technology will be enforced. This will ensure communication scenarios for anal-
ysis purposes.
Setup A will server as the distributed environment for the analysis of gen-
eral purpose domain. For the implementation Xen 4.4 hypervisor is used to run
various domains using the Ubuntu Xenia Xersus distribution. The last piece of
the puzzle, the middleware, consists of Ice’s service Icestorm which include the
components of the subscriber, publisher and server. Version 3.6 is used [11]
The various described software components require different overlapping mini-
mum hardware specifications. In order to ensure that everything will work the
most restrictive minimum specs of all different aspects must be chosen. Xen,
for example, imposes the more restrictive minimum requirement of 1 GB RAM,
regardless of whether Ubuntu will work just fine with half of that.
The decision for this setup lies in the fact that Xen allows to perform a clean
paravirtualization.
Additionally Icestorm offers the necessity to have at least three different com-
ponents that will form a clean distributed virtual system with coherent roles in
each of the component members.
For the multiple domain configuration and installation of the Ubuntu distri-
butions, configuration files have to be created appropriately. These config files
include all hardware parameters such as memory allocation, network configura-
Table 1. Unit A
Chipset Intel Core 2 Duo P8700
Performance 2 x 2.53 GHz
RAM 1536 MB
tion and also the paths to the distribution installation package.
On command, Xen parses the configuration file and installs the corresponding
domain as described on the configuration file.
The different domains will hold the different components, publisher, subscriber
and server. This latter one being in charge of the correct distributing of the data.
The intercommunication among the various domains implemented by means of
the the Xen Toolstack. Brdige-utils allows to implement a virtual switch and
virtual network interfaces per guest domain, and so allow communication.
With this setup the pertinent performance tests are ready to be executed.
Setup B includes the implementation of a portioned system on the Xtratum
hypervisor, version xmvm-x86-2.4. Similar to the first setup hardware specifica-
tions have to be met. In this case the thought of concurrent computation is no
longer valid, hence a different mind-set must be triggered to better understand
this system.
The hypervisor can be install on a bare machine, and via the configuration fies,
in this case an xml file, the partition cyclic schedule can be configured. A single
cycle, milliseconds, in the configuration is represented with the total duration
of the cycle and the duration of each of the partitions. Moreover in this file the
correspondent ports, channels and resource allocation has to be detailed. After
a correct implementation of this xml file, Xtratum is in charge of bringing up
the various partitions and keeping the cycles.
Figure 3. Cycle Description [7]
For simplicity purposes, and in order to obtain clean deterministic results, just
simple applications will be installed on the partitions. This means that no real Os
will be installed, but rather the simple applications of publisher and subscriber.
This two applications will be communicating via a defined channel using the
dedicated virtual ports. Hence port based communication. One of the applica-
tions will send data to the other.
Internally the communication procedure implies that when the publisher is ac-
tive, the applications writes data to a dedicated buffer. When the subscriber
application is active, it will read the data from the buffer. It is important to
remember that all parameters, ports, channel as well as the size of such buffer
has to be described in the xml file.
In other words this second setup can be seen as a more traditional system, with
the singularity of not running parallel components, but still communicating by
simply writing on a buffer and reading from it.
4 Experiments and Results
With the implemented setups of the two different scenarios, over 100 repetitions
of performance tests were carried out to make a detailed analysis of the impact
on the transmission times. In order to set ground zero, multiple data samples
of 1 Byte, 1 Mbyte and 6 Mbytes were transmitted and its transmission times
were recorded.
For Setup A, as the general purpose domain is under analysis the absolute
transmission times do not offer any interesting information. In order to obtain
meaningful results the distributed system was set under full CPU load, and
around 75% of memory usage. By means of the following formula, comparing
results of idle CPU transmission and loaded CPU, results in the transmission
delay can be obtained
TxDelay = StressedTxT ime−RelaxedTxT ime
An overall average value of just under 5 ms in transmission delay was obtained.
With this information conclusions can be drawn on how well distributed virtual
systems perform, and what its impact in the transmission times are.
As for Setup B a similar performance test was carried out. The only difference
is the lack of middleware and the complexity of having to adjust the channel
buffer accordingly to the amount of data wanting to be sent. No CPU load in-
crease was possible as just simple bare applications were running on the different
partitions. Nevertheless combinations of different cyclic schedule were made to
observe its behaviour.
As the real-time domain is under analysis, the actual absolute delay of the trans-
mission is of high importance. For interpreting the results obtained, the under-
standing of the cyclic partitioned functionality is crucial. As there is a fixed
duration predefined for each partition to be executed each cycle, the transmis-
sion time should is indirectly set by design, and corresponds to the transition
time from one partition to the other partition. In other words, for the system to
maintain the real-time aspect, the transmission of data should not exceed the
actual time set between the execution of these two partitions.
The results obtained indicate a total transmission delay of 2.1% compared to
the transition time between partitions. In absolute values this corresponds to
just a few µs which are indeed negligible. The results obtained confirms the
time criticality of this hypervisor, and indicates the possibility to implement
such for real-time systems as the dala is far from being significant. However a
further important finding indicates anomalies when the actual execution time of
the application within the partition exceeds the the predefined duration of the
partition itself.
5 Background
The presented paper is framed in the context of the research performed by
the group on time-sensitive distributed large scale systems of Universidad Car-
los III de Madrid, and precisely on middleware design, resource management,
and analysis of virtualization technologies for real time distributed systems and
cyber-physical systems. More precisely, this work is based on the challenges,
open problems, and solutions identified in [12,36,35,37] for middleware technolo-
gies both over bare machines and virtualized envirornments for predictable cloud
computing, and in [15] for middleware technologies in cyber-physical systems.
Different middleware technologies have served as basis for design improvements.
For example, Ice (Internet Communication Engine) middleware was improved in
various contributions such as [32] in which different parameters were adjusted to
improve performance. Moreover, in [22] a centralized architecture for real time
distributed systems was designed to support a variable (and larger) number of
clients. Additional proposals were made for online verification of cyber-physical
systems connected as in [31], [29] and [23] as well as middleware with augmented
logic for supporting changes in the dynamic structure of real time distributed
systems based on services [13].
The current report summarizes a larger work enclosed within the efficient man-
agement of the execution platform resources, not only in the participating nodes
but also in the interaction and communication between the nodes by means of
the improved middleware technology. Likewise, it is enclosed within the dynamic
management which requires augmented logic [30].
With the management of the resources in the participating nodes, a better ex-
ploitation of the computational resources (CPU, memory, energy, etc.) is ob-
tained using priorities and resource managers as in [14], [19], [20], [21], [17], [18],
[16], or [28]. Analysis of the kernel functions has also been performed for the ker-
nel itself [25] and for the networked storage [24]. Integration of a tight resource
control has been recently performed to make the communication middleware
aware of the multicore nature of the underlying processors [33].
In the management of the communication between the nodes based on middle-
ware, for a system with time requirements, or in general for real time systems it is
necessary to analyze the reliability of the platform, its performance and tempo-
ral stability. In this context the following projects have been developed. In [38]
an eHealth application was developed supporting reconfiguration triggered by
sensors; this work has been recently enhanced with a component model [34] for
the Integrated Clinical Environment. The temporal cost of the communication
of sensors and embedded computers such as Rasperry Pi has been analyzed in
[39] and the influence of the middleware design in the communication costs has
been analyzed in [40,41] A bridge for adapting middleware to different commu-
nication paradigms is presented in [26]. And lastly, augmented interconnection
between iLand and the distributed annex Ada (Ada DSA) is presented in [27].
6 Conclusions
This report has presented a summary of a larger work on analyzing the tempo-
ral behavior of distributed virtualized systems making use of middleware over
real-time virtualization technology. The paper has presented an overview of vir-
tualization technology for efficient, low footprint, and high performance systems,
as well as middleware technology that is used to enable distributed communi-
cation. The paper has also reported on some summarized results on an actual
setting for a distributed virtualized/partitioned system.
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