We use a sample of about 22,000 galaxies at 0.65 < z < 1.2 from the VIMOS public extragalactic redshift survey (VIPERS) public data release 1 (PDR-1) catalogue, to constrain the cosmological model through a measurement of the galaxy clustering ratio η g,R . This statistic has favourable properties, which is defined as the ratio of two quantities characterizing the smoothed density field in spheres of a given radius R: the value of its correlation function on a multiple of this scale, ξ(nR), and its variance σ 2 (R). For sufficiently large values of R, this is a universal number, which captures 2-point clustering information independently of the linear bias and linear redshift-space distortions of the specific galaxy tracers. In this paper, we discuss how to extend the application of η g,R to quasi-linear scales and how to control and remove observational selection effects, which are typical of redshift surveys as VIPERS, in detail. We verify the accuracy and efficiency of these procedures using mock catalogues that match the survey selection process. These results show the robustness of η g,R to non-linearities and observational effects, which is related to its very definition as a ratio of quantities that are similarly affected. At an effective redshift z = 0.93, we measured the value η g,R (15) = 0.141 ± 0.013 at R = 5 h −1 Mpc. Within a flat ΛCDM cosmology and by including the best available priors on H 0 , n s and baryon density, we obtain a matter density parameter at the current epoch Ω m,0 = 0.270 +0.029 −0.025 . In addition to the great precision achieved on our estimation of Ω m using VIPERS PDR-1, this result is remarkable because it appears to be in good agreement with a recent estimate at z ≃ 0.3, which was obtained by applying the same technique to the SDSS-LRG catalogue. It, therefore, supports the robustness of the present analysis. Moreover, the combination of these two measurements at z ∼ 0.3 and z ∼ 0.9 provides us with a very precise estimate of Ω m,0 = 0.274 ± 0.017, which highlights the great consistency between our estimation and other cosmological probes, such as BAOs, CMB, and Supernovae.
Introduction
The present-day large-scale structure in cosmological matter distribution is formed by the gravitational amplification of small density perturbations that are a relic of the early Universe. The amplitude of these fluctuations as a function of scale carries unique information about the fundamental cosmological parameters, which describe the dominant constituents of the Universe and their densities with the global expansion history. Since the primordial density field is commonly thought to be a random Gaussian process, the Fourier power spectrum, or, its real-space counterpart, the correlation function provide a complete statistical description. Linear growth of small fluctuations preserves the shape of both, suggesting that observations of the large-scale structure today should still be able to extract pristine cosmological information.
This idealized picture is complicated in practice, as galaxies do not faithfully trace the distribution of matter but are undoubtedly biased to some extent. The reason this is inevitable is because galaxies form within dark matter haloes, and the more massive haloes form at special places within the cosmic density field. This generates a large-scale linear bias that gives a twopoint correlation function, ξ(r), of galaxies that is related to that of mass by:
where the bias parameter, b, depends on halo mass (Kaiser 1984; Mo & White 1996; Sheth & Tormen 1999) . On small scales where the correlations are non-linear, the correlation function gains additional contributions, which arise from pairs within haloes that are massive enough to host more than one galaxy. Thus, the galaxy correlation function varies in shape and amplitude for different classes of galaxies because different classes of galaxy occupy different masses of haloes to different extents, and the distribution of galaxies within each halo does not necessary follow that of the mass (This is the basis of the 'halo model' -see e.g. Cooray & Sheth 2002, .) Weak non-linearities in the mapping between the underlying matter density field and the distribution of collapsed objects also develop on quasi-linear scales (Sigad, Branchini & Dekel 2000; Marinoni et al. 2005) , as a consequence of the complex interplay between galaxy formation processes and gravitational dynamics. Additionally, there may be some scatter in the galaxy properties found in a set of haloes of the same mass; these effects are collected under the heading of 'stochastic bias' (e.g. Dekel & Lahav 1999; Gao & White 2007) and have been shown to be small but non-zero in the observed galaxy distribution (e.g. Wild et al. 2005) .
The non-linear physics responsible for galaxy formation can be mitigated by surveys covering large volumes, which can probe the power spectrum closer to the linear regime, or by focussing on robust features such as Baryonic Acoustic Oscillations (BAO), the relic of the baryon-photon interactions in the pre-recombination plasma. These strategies have motivated the large "low-redshift" surveys of the past decade (e.g SDSS-3 BOSS Eisenstein et al. 2011; Anderson et al. 2012; WiggleZ Drinkwater 2010; Blake et al. 2011; 2dFGRS Colless et al. 2001 ) and are also a major driver for the next generation of projects from the ground or space (e.g. BigBoss Schlegel et al. 2011; Euclid Laureijs 2011) .
The development of multi-object spectrographs on 8-m class telescopes during the 1990s triggered a number of deep redshift surveys with measured distances beyond z ∼ 0.5 over areas of 1-2 deg 2 (e.g. VVDS Le Fevre et al. 2005 , DEEP2 Newman et al. 2012 and zCOSMOS Lilly et al. 2009 ). Even so, it was not until the wide extension of VVDS was produced (Garilli et al. 2008 ) that a survey existed with sufficient volume to attempt cosmologically meaningful computations at z ∼ 1 . In general, clustering measurements at z ≃ 1 from these samples remained dominated by cosmic variance, as dramatically shown by the discrepancy observed between the VVDS and zCOSMOS correlation functions at z ≃ 0.8 (de la Torre et al. 2010) .
The VIMOS Public Extragalactic Redshift Survey (VIPERS) is part of this global attempt to take cosmological measurements at z ∼ 1 to a new level in terms of statistical significance. In contrast to the BOSS and WiggleZ surveys, which use largefield-of-view (∼ 1 deg 2 ) fibre optic positioners to probe huge volumes at low sampling density, VIPERS exploits the features of VIMOS at the ESO VLT to yield a dense galaxy sampling over a moderately large field of view (∼ 0.08 deg 2 ). It reaches a volume at 0.5 < z < 1.2, which is comparable to that of the 2dF-GRS (Colless et al. 2001) at z ∼ 0.1, allowing the cosmological evolution to be tested with small statistical errors.
In parallel to improving the samples, we can try and devise statistical estimators that are capable of probing the density field, while being weakly sensitive to galaxy bias and non-linear evolution (e.g. Zhang et al. 2007; . This is the motivation for a new statistic introduced by Bel & Marinoni (2013; hereafter BM13) , who proposed the use of the clustering ratio η g,R (r), the ratio of the correlation function to the variance of the galaxy over-density field δ R smoothed on a scale R. BM13 argue that this statistic has a redshift-space form that is independent of the specific bias of the galaxies used and is essentially only sensitive to the shape of the non-linear real-space matter power spectrum in two relatively narrow bandwidths.
BM13 have used numerical simulations to thoroughly discuss the level of precision reachable through this method on large linear scales. In particular, they showed that the clustering ratio measured from the simulations differs from the theoretical prediction by only 0.1% for some specific choices of the scales R and r that are involved in the smoothing of the autocorrelation of the galaxy density field. They also applied this technique to the SDSS-DR7 Luminous Red Galaxy sample with z < 0.4 by obtaining an estimate of the present matter density (Ω m,0 = 0.283 ± 0.023), which is 20% more precise than the measurement of Percival et al. (2010) from a BAO analysis of the same sample. This demonstrates the sensitivity of relative clustering measurements made on different scales to Ω m,0 , which controls the horizon scale at matter-radiation equality and the corresponding turn-over in the growth rate of fluctuations.
The η statistics remains sensitive to non-linearities if we probe small enough scales. Since the statistical errors decline as we add small-scale data, there is a careful balance to be struck in attaining a result that has a small error bar, while lacking significant systematic errors. Non-linearities in themselves are unimportant, since the non-linear evolution of the matter power spectrum is in effect a solved problem at the level of precision we need and can be predicted for any model we wish to test. The non-trivial problem is eventually inadequate for the local bias hypothesis (Fry & Gaztañaga 1993 ) -i.e., a possible dependence of the bias parameter on the separation scale r (cfr. eq. (1)). We address this issue carefully in the present paper, using realistic simulated galaxy distributions, and show that the likely degree of scale dependence of the biasing relation in Fourier space is small enough that it does not constitute a significant uncertainty in the interpretation of our measurements of η.
In this paper, we measure the η g,R statistic from the VIPERS public data release 1 (PDR-1) redshift catalogue, by including ∼ 64% of the final number of redshifts expected at completion (see Guzzo et al. 2013 , hereafter Paper I, for a detailed description of the survey data set). The paper is organized as follows. In §2, we introduce the VIPERS survey and the features of the PDR-1 sample. In §3, we review the basics of the η-test, and we discuss how the galaxy clustering ratio is estimated from VIPERS data. In §4, we present the formalism that allows us to also predict the amplitude of this new cosmological observable in the non-linear regime, and we assess its overall viability with numerical simulations. This analysis helps us to identify the range of the parameter space where cosmological results can be meaningfully interpreted. In §5, we discuss the correction schemes adopted to account for the imprint of the specific VIPERS mask and selection effects, testing them with VIPERS mock surveys. Cosmological results are presented in §6 and conclusions are drawn in §7.
Throughout this paper, the Hubble constant is parameterized via h = H 0 /100 km s −1 Mpc −1 , and all magnitudes in this paper are in the AB system (Oke & Gunn 1983 ). We do not give an explicit AB suffix. We do not fix cosmological parameters to a fiducial set of value. For consistency, we reconstruct the galaxy clustering ratio and analyse data in any tested cosmology. Fig. 1 . Distribution on the sky of the galaxies with measured redshifts in the VIPERS PDR-1 catalogue within the W1 and W4 fields (blue points). The pattern described by the gaps separating the VIMOS quadrants, as well as the areas not covered by the PDR-1, are clearly visible. Superimposed to the spectroscopic data, we also plot for illustrative purposes the projection of a subset of the spherical cells used to estimate the variance σ 2 g,R (regular grid on the left) with the typical motif used to estimate the 2-point correlation function of the smoothed density field ξ g,R (r) (right). The spheres have a radius of R = 5 h −1 Mpc, and the chosen set is placed at redshift z = 0.66. Note that the distance between the centres of 2 opposite spheres in the motif is exactly equal to the chosen correlation scale r (we show here the case r = 3R). Red circles correspond to spheres that have been rejected in the clustering analysis because they are heavily affected by the survey mask (See discussion in § 5.2.)
Data
As already mentioned in this paper, we use the new data of the VIPERS, which is being built using the VIMOS spectrograph at the ESO VLT. The survey target sample is selected from the Canada-France-Hawaii Telescope Legacy Survey Wide (CFHTLS-Wide) optical photometric catalogues (Mellier et al. 2009 ). The VIPERS covers ∼ 24 deg 2 on the sky divided over two areas within the W1 and W4 CFHTLS fields. Galaxies are selected to a limit of i AB < 22.5, which further applies a simple and robust gri colour pre-selection, as to effectively remove galaxies at z < 0.5. Coupled to an aggressive observing strategy (Scodeggio et al. 2009 ), this allows us to double the galaxy sampling rate in the redshift range of interest with respect to a pure magnitude-limited sample (∼ 40%). At the same time, the area and depth of the survey result in a fairly large volume, ∼ 5 × 10 7 h −3 Mpc 3 , analogous to that of the 2dFGRS at z ∼ 0.1. Such combination of sampling and depth is quite unique over current redshift surveys at z > 0.5. The VIPERS spectra are collected with the VIMOS multi-object spectrograph (Le Fevre et al. 2000) at moderate resolution (R = 210), using the LR Red grism, providing a wavelength coverage of 5500-9500Å and a typical redshift error of 141(1 + z) km sec −1 . The full VIPERS area of ∼ 24 deg 2 is covered through a mosaic of 288 VIMOS pointings (192 in the W1 area and 96 in the W4 area). A discussion of the survey data reduction and management infrastructure is presented in Garilli et al. (2012) . An early subset of the spectra used here is analysed and classified through a Principal Component Analysis (PCA) in Marchetti et al. (2012) .
A quality flag is assigned to each measured redshift based on the quality of the corresponding spectrum. Here and in all parallel VIPERS science analyses, we use only galaxies with flags 2 to 9 inclusive, which correspond to a global redshift confidence level of 98%. The redshift confirmation rate and redshift accuracy have been estimated using repeated spectroscopic observations in the VIPERS fields. A more complete description of the survey construction from the definition of the target sample to the actual spectra and redshift measurements is given in the parallel survey description paper (Paper I).
The data set used in this and the other papers is the VIPERS PDR-1 catalogue, which was made publicly available in September 2013. This includes 55, 359 objects which are spread over a global area of 8.6 × 1.0 deg 2 and 5.3 × 1.5 deg 2 , respectively, in W1 and W4. It corresponds to the data frozen in the VIPERS database at the end of the 2011/2012 observing campaign with 64% of the final expected survey yield. For the specific analysis presented here, the sample has been further limited to its higher-redshift part, selecting only galaxies with 0.65 < z < 1.2. The reason for this selection is related to the necessity of covering a minimum physical size in the declination direction, which, given the angular aperture of the survey, cannot be obtained for smaller distances (more details are given at the end of §3.2). This reduces the usable sample to 13,688 and 12,923 galaxies in W1 and W4, respectively (always with quality flag ≥ 2, as defined earlier). The corresponding volumes of the two samples are 1.3 and 1.2 ×10 7 h −3 Mpc 3 with a spanned largest linear dimension at z = 1.2 of ∼ 400 and 250 h −1 Mpc, respectively.
Method
Here we briefly review the basic features of the clustering ratio cosmological test as proposed by BM13. We then discuss the procedure adopted to estimate it from a redshift survey like VIPERS.
The clustering ratio
Let δ g,R (x) be the galaxy overdensity field that is smoothed on a scale R at the real-space position x (In the following, we assume that smoothing is done by convolving the field with a spherical Top Hat window of radius R.) Its variance σ
.. c indicates cumulant expectation values) can be combined to define the galaxy clustering ratio
(p emphasis the dependency regarding to cosmological parameters). This statistic is a measure of the 'slope' of the correlation function, which is smoothed over a particular double kernel structure (cfr. eq. 14 of . What is interesting about this statistic is that the galaxy clustering ratio and the mass clustering ratio in real space, which is defined as
coincide, or η g,R (r, p) = η R (r, p). This equality follows from the hypothesis that galaxy and mass density fields on a scale R are related via a linear local deterministic biasing scheme (Fry & Gaztañaga 1993) . Note that,Ŵ is the Fourier transform of the smoothing window and ∆ 2 L is the dimensionless linear power spectrum of matter density fluctuations in Eq. (2) . Two fundamental observations motivated the definition of the galaxy clustering ratio. Because it is a ratio between clustering at different scales, the clustering ratio is effectively insensitive to linear redshift distortions, which alter the amplitude of clustering in a way that is independent of phase or frequency (Kaiser 1987) . We therefore have that
where quantities that are evaluated in redshift space are labelled with a tilde. Because the amplitude of the galaxy clustering is not affected by galaxy bias, we use this as the second salient feature of our definition. The galaxy clustering ratio depends on the cosmological model through both the linear power spectrum in Eq. 2, which alters the right-hand-side (RHS) of Eq. (3) and the conversion applied to convert redshifts into distances, which alters the lefthand-side (LHS). The equivalence expressed by Eq. (3) holds true if and only if the LHS and RHS are both estimated in the 'true' cosmological model. This is the basis of the 'AlcockPaczynski' approach to constraining the cosmological geometry (Alcock & Paczynski 1979; Ballinger, Peacock & Heavens 1996; Marinoni & Buzzi 2010 ).
There are a few difficulties for the application of the clustering ratio test to the VIPERS data. The high density and small volume of the VIPERS survey mean that we can only accurately calculate the η statistic on smaller scales (typically R = 5 h −1 Mpc) when compared to those for which this cosmological indicator was originally conceived. It is therefore necessary to extend the theoretical formalism of the η test to account for the effects of structure formation in the non-linear regimes. Adopting a nonlinear power spectrum to predict the amplitude of the clustering ratio on these scales is necessary, but not sufficient. We must also properly incorporate a model for the non-linear redshift space distortion effect induced by the virial motions of galaxies into the theoretical framework, or the so-called Finger-of-God effect. The additional modelling required to extend the linear formalism of BM13 into the quasi-linear regime is presented and tested using simulations of the large scale structure in §4. Another concern is that results obtained on small scales might be more sensitive to a failure of a fundamental hypothesis on which the η formalism is built, or the locality of the biasing relation. Particular care is thus devoted to demonstrate via the analysis of numerical simulations that even the amplitude of the galaxy clustering ratio is not affected by using VIPERS galaxies as tracers on such small scales as R = 5 h −1 Mpc. That is, it can be safely predicted without requiring the specification of a biasing scheme.
Estimatingη g,R from VIPERS data
The estimation of the clustering ratio as a counts-in-cells statistic was presented in BM13. Here we review the measurement and describe the application to VIPERS data.
where N is the number of galaxies in spheres of radius R and N its average value (We compute its value at the radial position r, corresponding to some look-back time t by averaging the cell counts within survey slices r ± 10R). These spheres tessellate the whole VIPERS survey in a regular way; their centres (called hereafter seeds) being located on a lattice of rectangular symmetry and spacing R (See Fig. 1 ). The 1-point, second order moment σ 2 g,R is measured as the variance (corrected for shot noise effects) of δ N . The spheres partially include gaps in the survey due to the spacing of the VIMOS quadrants and to failed observations. Additionally, the sampling rate of the survey varies with the quadrant, as described in Paper I. The impact of these effects is investigated in §5.2.
To estimate the correlation function of the counts, we add a motif of isotropically distributed spheres around each seed (See right hand side of Fig. 1) , and as proper seeds we retain only those for which the spheres of the motifs lie completely within the survey boundaries. The centre j of each new sphere is separated from the proper seed i by the length r = nR (where n is a generic real parameter usually taken without loss of generality to be an integer), and the pattern is designed in such a way as to maximize the number of quasi-non-overlapping spheres at the given distance r (the maximum allowed overlapping between contiguous spheres is 2% in volume). Incidentally, if the galaxy field is correlated on a scale r = 3R = 15 h −1 Mpc, the number of spheres in a motif, or spheres isotropically placed around each proper seed is 26. ξ g,R (r) is then estimated as δ N i δ N j , which is by averaging the counts over any cell i and j. In this last statistical quantity, note that we do not need to correct for shot noise since random sampling errors are uncorrelated. In §5.2, we discuss residual systematic effects arising from the survey geometry and sampling rate.
Considering cells of R = 5 h −1 Mpc and after removing those cells that fall in bad or masked areas (see §5.2), the effective number of spheres used to estimate 1-point statistics is 68, 667 in W1 and 58,684 in W4. Where 2-point statistics are concerned, the number of proper seeds is 37, 814 in W1 and 39,459 in W4. Note that we can place more cells in W1 than in W4, since this last region is characterised by a smaller field of view. On the contrary, the number of proper seeds is larger in W4. This is explained by the angular shape of the field. The shallower extension in declination of W1 limits the number of motifs that we can fit inside the survey area. Since the error budget in the measurement of η g,R is essentially dominated by the errors of the 2-point statistic, the clustering ratio is thus estimated in W4 with slightly higher precision. In this way, the small aperture of W1 also limits the effective redshift range we can probe. To be able to place an entire motif (see right hand side of top panel of figure 1 ) in W1, we need to restrict the analysis to redshifts above 0.65.
The clustering ratio in the non-linear regime
Because of the survey geometry, the galaxy clustering ratio can be precisely estimated from the VIPERS data only on relatively small scales, R < 8 h −1 Mpc. It is thus necessary to generalize Eq. (3) to non-linear regimes and to test the validity of the hypothesis underlying such modelling. This entails additional assumptions with respect to the simple requirement of a deterministic biasing relation on a given smoothing scale R. Two distinct distortions must be modelled: linear theory over predicts the real space amplitude of the galaxy clustering ratio η g,R in regimes of strong gravity, and the redshift-space amplitude of the galaxy clustering ratioη g,R is biased high with respect to η g,R because of the Finger-of-God (FoG) effect (Jackson 1972; Tully & Fisher 1978) . Concerns about these points can be addressed by using numerical simulations. We create these from the MultiDark simulation (Prada et al. 2012) , a large flat ΛCDM simulation containing 2048 3 particles, with mass of 8.721 × 10 8 h −1 M ⊙ within a cube of side 1 h −1 Gpc. The simulation starts at an initial redshift z i = 65 with the following parameters:
We match VIPERS against the time snapshot corresponding to z = 1 (although the sense of our conclusions is unchanged when other time outputs are considered in the analysis). This box (hereafter labelled B h ) contains nearly 14 millions haloes with mass M > 10 11.5 h −1 M ⊙ and is used to check real-space properties of the clustering ratio with high statistical resolution.
We also consider a suite of 31 nearly independent lightcones, each extends over the redshift range 0.65 < z < 1.2 and covers a cosmological volume similar to that surveyed by the VIPERS PDR-1 data in the W4 field. These light-cones (hereafter indicated as L h ) incorporate redshift distortion effects, contain a total of ∼ 10 5 haloes each, and have a constant comoving radial density of objects, which is ∼ 5 times higher than the mean effective density of galaxies in the VIPERS sample. These samples allow us to analyse the redshift space properties of theη g,R observable with great statistical resolution.
Note that the simulated haloes do not cover the whole range of masses in which the VIPERS galaxies are expected to reside, resulting in a different bias with respect to the real data. This is not expected to affect the realism of the tests performed, given that the η statistic is insensitive to linear galaxy bias. This aspect is discussed in depth in § 4.3.
Fig. 2.
The impact of non-linear clustering on the measurement and theoretical modelling of the galaxy clustering ratio η. The latter is measured in real space for the halo catalogues of the B h simulation and compared to both the linear and non-linear predictions, as described respectively by a simple Eisenstein & Hu (1998) linear power spectrum (dot-dashed lines) and after correction through the non-linear HALOFIT prescription of Smith et al. (2003) (solid lines). The clustering ratio is shown as a function of the smoothing scale R adopted to filter the discrete distribution of haloes and for various correlation lengths (r = nR) with n = {2, 3, 4}. Errors bars are obtained using 64 block-jackknife resampling of the data which excludes a cubic volume of linear size 250 h −1 Mpc each time.
Non-linear effects in real space
We first explore whether the assumption of a simple phenomenological prescription for the amplitude and scaling of the matter power spectrum provided by Smith et al. (2003) is accurate enough for an effective implementation of the η-test with VIPERS data. We estimate the galaxy clustering ratio in real space (η g,R (3R)) using the numerical simulations and compare them against the model given by the RHS of Eq. (2), which is calculated using either the linear power spectrum, or the nonlinear model of Smith et al. (2003) . Figure 2 shows the failure of the predictions based on a simple linear power spectrum model for the B h halo box at z = 1. The amplitude of the clustering ratio is systematically over predicted on all R−scales and for all correlation lengths investigated. In contrast, the simple non-linear model of Smith et al. (2003) describes the data with greater accuracy over a wider interval of scales. On a scale as small as R = 5 h −1 Mpc, the typical scale adopted to extract the maximum signal from VIPERS data, or the precision with which the amplitude of η g,R (3R) is predicted is of order 3.6%, 2.5% and 2.8% for the correlation scales n = 2, 3 and 4, respectively. On scales R = 8 h −1 Mpc and for the same correlation lengths, the relative discrepancy between theory and data is of order 1%, 1.5%, and 2.5%, respectively.
These figures suggest that the remaining systematic error on the real-space model calculated by adopting the Smith et al. (2003) model is essentially negligible compared to the statistical uncertainty associated with current measurements of the clustering ratio η g,R from VIPERS data (which is, δη/η ∼ 10% at best when the field is filtered on the scale R = 5 h −1 Mpc). Considering that the clustering ratio recovered on the correlation scale n = 2 and n = 4 is affected respectively by too large theoretical systematics (non-linearities in the power spectrum), by too large observational uncertainties (due to the shape of VIPERS fields), and in agreement with the analysis of BM13, we focus the rest of our analysis to the specific case, where the smoothed field is correlated on a scale r = 3R. Furthermore, we only consider the non-linear matter power spectrum model of Smith et al. (2003) from now on.
We remark that this analysis confirms the accuracy of the approximate relation (3) (upon implementation of a non-linear power spectrum model) even in regimes where σ g,R is large. This is essentially due to the fact that, even on the small R−scales probed by VIPERS the second order coefficient of the bias relation is small with respect to the linear term.
Non-linear effects in redshift space
An interesting feature of Eq. (2) is that it is effectively insensitive to redshift distortions, and, therefore, independent of their specific modelling in the linear limit. This simplicity is lost when we consider small scales, R ∼ 5 h −1 Mpc, which are the typical scales probed by VIPERS, where non-linear motions are expected to contaminate the cosmological signal.
The existence of such effects is shown in Fig. 3 , where we compare measurements of the galaxy clustering ratio for haloes selected in real space and in redshift space from the L h simulations (η g,R andη g,R , respectively). The discrepancy between measurements is significant with relative deviations ∼ 14% for R = 4 h −1 Mpc and ∼ 9% at R = 5 h −1 Mpc. In the following, we show that theory allows us to account for these distortions in a neat and effective way.
A typical assumption is that the non-linear distortion induced on the 2-point correlation function is driven by random motions and can be described as a convolution of the real-space correlation function with a Gaussian or Exponential kernel f (v 12 ) that describes the distribution of pairwise velocities along the line of sight (Davis & Peebles 1983) 
where s and s ⊥ are the separations along and perpendicular to the observer's line of sight, H(z) is the Hubble parameter at redshift z, and
.
With this definition note that the 1D Gaussian pairwise velocity dispersion σ 12 is √ 2 times the dispersion in the pairwise velocity v 12 and it induces a dispersion in the radial comoving distance of amplitude σ x = σ v (1 + z)/H(z), where σ v = σ 12 /2 is the dispersion of galaxy peculiar velocities. Interestingly, this kernel has also been shown to model quasi-linear redshift-space effects (Percival & White 2009 ). This model can be straightforwardly re-mapped to Fourier space (Peacock & Dodds 1994) , where the global (linear coherent + non-linear random) redshift-space distortions can be expressed as Marulli et al. 2012) . The model accounts for both cases for non-linear evolution of the power spectrum by including the prescription of (Smith et al. 2003) and redshift (η g,R ) space. Black diamonds represent measurements from realistic galaxy mock catalogues characterized by a small scale velocity dispersion σ 12 = 360 km s −1 . The solid line shows predictions obtained by inserting this specific value σ 12 into Eq. (8) In this expression,∆ 2 g,NL (k) and ∆ 2 g,NL (k) give the (non-linear) power spectrum in redshift and real space, respectively, and
with β = f /b as the usual redshift space distortion parameter defined as the ratio between the linear growth rate and the linear bias parameter. Since we are essentially interested on scales, where y < 1, we can expand Eq. (5) as
where,
K is the familiar Kaiser correction factor, while the even coefficients B 2n ∼ 1 in the limit β < 1. Under these conditions,
With this approximation and G computed from Eq. (5), we can predict with sufficient accuracy the non-linear amplitude of η in redshift space,
Interestingly, both the linear bias parameter and the scaleindependent Kaiser correction have dropped out of this expression with the above "derivation" isolating the leading order contribution in G(y, β) and at the same time, decoupling the Kaiser model from the random dispersion. For a realistic value of β (≃ 0.5), assuming σ v = 175 km s −1 and considering the scale R = 5 h −1 Mpc, the approximation (8) is 1.6% at z = 1. Figure 3 shows how well Eq. (8) describes the actual behaviour of haloes in the L h catalogues. For R = 4 h −1 Mpc the relative discrepancy between theory and data is reduced from 14% to 4%, while for R = 5 h −1 Mpc is as small as 2%. As discussed in §4.1, this level of systematic error (which is less than the statistical errors to be expected from VIPERS) is expected from the limitations of the adopted phenomenological description of the non-linear power spectrum in Eq. (8) (Smith et al. 2003) or from a possible non-local nature of galaxy bias at small R. The accuracy achieved with this simple model over the wide range of filtering scales R is remarkable, especially because it is not the result of fine-tuning the pairwise dispersion σ 12 . In Fig. 3 , the value was fixed to the value σ 12 = 200 km s −1 as measured from a dark matter simulation with similar mass resolution Marulli et al. 2012) . Such a low value for σ 12 is expected since haloes do not sample their own inner velocity dispersion. In §5.3, we discuss the robustness of Eq. (8) in more detail for a wider range of velocity dispersions. Notwithstanding, we show in Fig. 4 how well the simple model given in Eq. (8) accounts for small scale peculiar velocities in more realistic mock catalogues. To this purpose, we consider a galaxy sample obtained by populating haloes according to the halo occupation distribution (HOD) method. In §5.1 of de la , they describe step by step how they obtained these mock catalogues from the MultiDark simulation (see Prada et al. 2012) .
These results motivate our choice of R = 5 h −1 Mpc as a smoothing scale for the analysis of the VIPERS data, since it maximises both the accuracy (minimizing the distance between data and theory, see Fig. 3 ) and the statistical precision of the estimate of η.
Sensitivity to galaxy bias
In the linear regime, Eq. (8) is independent of galaxy biasing, where the clustering ratio does not depend on the particular tracer we use to estimate it. This is clearly only an approximation when non-linear scales are included. Evidence of the inadequacy of the hypothesis of locality, where a scale-dependence of galaxy
, emerges naturally on small scales. Similarly, the approximated redshift-space relation (8) explicitly neglects high order β contributions. We now establish the scales where the η statistics remains independent of the choice of the galaxy tracer.
The effects of scale-dependent bias are mitigated by the very definition of the η statistic as a ratio. For example, let's consider the biasing model b
NL with parameters A = 1.7 and Q = 9.6 (Cole et al 2005) . The relative variation db 2 /b 2 is as high as 32% in the interval 0.01 < k(h/Mpc)< 1, but results in η R (r) change by less then 7%. Indeed, the clustering ratio on scales (R, r) = (5, 15)h −1 Mpc roughly measures the relative strength of the power spectra at k j 0 ∼ 0.09h/Mpc and k W ∼ 0.3h/Mpc, as shown by BM13 (see §3 of that paper), and, as a consequence, it is only sensitive to the variation in the bias between these two scales. Although useful in appreciating the favourable properties of the η statistic, this simple argument is clearly insufficient to quantify the impact of scale-dependent bias of VIPERS data on η. Analysing galaxy simulations is a more effective way to estimate the amplitude of the remaining systematic error.
We use the B h (in real space) and L h (in redshift space) simulated catalogues at z = 1, which contain haloes with masses up to M = 7 × 10 14 h −1 M ⊙ . From these, we select two sub-samples that, have a lower bias compared to the full parent catalogues, by construction. We call these mid and low samples and include, respectively, only haloes with masses M < 10 13 h −1 M ⊙ and M < 10 12 h −1 M ⊙ . The variance and 2-point correlation function of the smoothed density contrast δ R from these samples are plotted in the upper and middle panels of Fig. 5 , as a function of R. These are expressed in terms of their relative difference with respect to the full parent catalogues. The different bias of the two samples is evident on both local and non-local scales, as probed respectively by the two statistics σ g,R and ξ g,R . As predicted by theory, the lower panel confirms that, both quantities are biased in similar ways, such that the clustering ratio is essentially insensitive to this: systematic errors are limited to less than 1% (3%) in real (redshift) space with this choice of the mass threshold.
A further indication of the limited impact of a scaledependent bias on the estimate of η R from the VIPERS data is provided by a parallel analysis of the data themselves. Marulli et al. (2013) and de la measure the dependence of the galaxy correlation function on galaxy luminosity. The presence of any differential scale-dependent bias between samples with different luminosities would make us wary of non-local biasing effects entering in the clustering ratio as well. To investigate this, we consider the halo occupation distribution model fits to the measured VIPERS two-point correlations for five samples at z = 0.8 and luminosity between M B < −22 and−20 (de la Torre et al. 2013, Fig 12. ). Figure 6 shows HOD model power spectra ∆ 2 g (k) = k 3 P g (k)/2π 2 corresponding to the best-fit HOD parameters for these samples. The plot shows that the shapes of the power spectra all follow the HALOFIT prescription, and only begin to diverge at k > 1h/M pc, or on scales to which η R has little sensitivity. A luminosity-dependent scale-independent bias model therefore provides an excellent match to the data. The clustering ratio is The best-fitting galaxy power spectra given the halo occupation distribution model fits for VIPERS galaxies in de la Torre et al.
(2013). We examine five luminosity thresholded samples from M B < −22.0 to M B < −20 at z=0.8. The HALOFIT matter power spectrum (black curve) and linear power spectrum (dashed curve) are overplotted. The galaxy power spectra are consistent with a luminosity-dependent constant bias model with respect to HALOFIT up to k = 1h/Mpc. Right: The values for the clustering ratio η R (3R) are computed for the VIPERS galaxy power spectra. We find an agreement with the HALOFIT prediction at the 2% level at all scales down to R = 4h −1 Mpc.
sensitive to the power spectrum over two scales probed by the smoothed correlation function and the variance:Ŵ 2 (kR) j 0 (nkR) andŴ 2 (kR). The range of wavenumbers that affect the ratio is determined by the broader top hat kernelŴ 2 (kR) with effective width k max ∼ π/R. From this argument, we see that the clustering ratio is mainly determined by the power spectrum at k < 0.6 h Mpc −1 for R = 5, thus by significantly smaller k's than indicated by the tests of Fig. 6 . This is explicitly shown by the right panel of the same figure, where η R (3R) is computed as a function of R for the VIPERS galaxy samples. At R = 5 h −1 Mpc, the difference between the Halofit prediction and the values estimated for the VIPERS samples differ by no more than 2%. Given the ∼ 10% random errors expected on the estimates of η from the current PDR-1 VIPERS sample ( §6), this shows that any systematic effect due to scale dependence of galaxy bias is expected to be negligible.
The impact of observational effects on η
In this section, we discuss how observational effects have been accounted for in our analysis, and we test the robustness and limitations in producing an unbiased estimate of η from the VIPERS data.
Fig. 7. Left:
The radial number density of galaxies in the simulated W4 field before (diamonds) and after (triangles) implementing the radial selection function of VIPERS PDR-1. Right: Estimations of the variance σ g,R (upper), correlation function ξ g,R (3R) (centre), and clustering ratio η g,R (3R) (lower) from the true population of galaxies in the W4 field (diamonds) and from the sub-sample with the same VIPERS radial density profile (triangles) are shown as a function of the filtering scale R. Squares show estimates obtained after correcting the relevant statistical quantities for shot noise, using the local Poisson model (Layser 1956 ).
For this, we use simulated galaxy samples that implement the VIPERS selection effects. We construct artificial galaxy light cones (named L g hereafter) by populating the L h simulations with a specific Halo Occupation Distribution (HOD) prescription, which are calibrated using VIPERS observations (de la ). The next step in obtaining fully realistic VIPERS mocks is to add the detailed survey selection function. The procedure that we follow is the same discussed in de la Torre et al. (2013): we first apply the magnitude cut i AB < 22.5, then compute the observed redshift by incorporating the peculiar velocity contribution and a random component that reproduces the VIPERS redshift error distribution. We then add the effect of the colour selection on the radial distribution of the mocks. The latter is obtained by depleting the mocks at z < 0.6, so as to reproduce the Colour Sampling Rate (CSR, see Paper I). The mock catalogues that we obtain are then similar to the VIPERS parent photometric sample. We next apply the slitpositioning algorithm (SPOC, Bottini et al. 2005 ) with the same setting as for the data. This allows us to reproduce the VIPERS footprint on the sky; the small-scale angular incompleteness is due to spectra collisions and the variation in Target Sampling Rate across the fields. Finally, we deplete each quadrant to reproduce the effect of the Survey Success Rate (SSR). In this way, we end up with a set of 31 and 26 realistic mock catalogues (named L gV hereafter), which simulate the detailed survey completeness function and observational biases of VIPERS in the W4 and W1 fields, respectively.
It is important to remark that the parent mock galaxy catalogues used here are not precisely the "standard" ones created for VIPERS or those discussed in de la . In the latter, the mass resolution of the original L h halo catalogues was improved by artificially adding low mass haloes following the prescriptions of de la . This method uses the initial halo density field estimated on a regular grid, where the size is set by the mass resolution of the dark matter simulation. For the purpose of extending the halo mass range in the MultiDark simulation and creating VIPERS mock galaxy catalogues, an optimal grid size of 2.5h −1 Mpc has been chosen. However, as shown in de la , the grid size, or reconstruction scale λ, can have some impact on the accuracy with which galaxy two-point correlations are reproduced. In particular, values of λ larger than the typical halohalo separation, which are about 1h −1 Mpc, can lead to an underestimation of the two-point correlation function of galaxies that populate the reconstructed haloes. In de la , they showed that the two-point correlation function on scales around 1h −1 Mpc is underestimated by few percents for the faintest galaxies for the adopted reconstruction scale used to create the standard VIPERS mocks. We found that the variance of the smoothed galaxy field measured in the standard mocks is also affected by this effect. For this reason and without loss of generality, we thus decided to use the L g mock catalogues without the galaxies residing in the reconstructed haloes. Because these galaxies are hosted by haloes, which are systematically more massive than those hosting real VIPERS galaxies, does not affect the amplitude of the clustering ratio, which, as discussed in §4.3, is independent of the specific mass tracer.
Effects related to the radial selection function: shot noise
One effect of the selection function in a flux-limited sample is the increase in the shot noise as a function of distance due to the corresponding decrease of the mean density. One could correct for this by increasing the size of the smoothing window R, but this would remove the ability to compare fluctuations on the same scale at different redshifts. Rather, we assume that the data represents a local Poisson sampling of the underlying continu- Fig. 8 . The PDF of the number count overdensities δ N within spheres of radius R = 5h −1 Mpc (histograms) are measured from mock surveys that reproduce the full selection functions of the VIPERS W1 and W4 fields (left and right groups of four panels). This is compared with a reference sample drawn from the Poissonian PDF shown by the dashed lines. The four panels of each VIPERS field correspond to the PDF that one obtains when rejecting an increasingly larger number of cells, which depends on whether the fraction of the cells volume affected by the survey mask is smaller than the threshold w th indicated in the insets. The effect of "corrupted" cells is stronger in the W1 field, where it is necessary to reject all cells for which more than 40% of the volume is affected by the survey mask to recover the correct PDF. Error bars are obtained as the standard deviation over 50 distinct random catalogues. In the inset, we also quote the significance level of the Kolmogorov-Smirnov test on the agreement of the two distributions.
ous density field and correct for this statistically (Layser 1956 ) and verify the limits of this assumption using our mock samples.
The right panel of Fig. 7 shows the effect of the shot noise correction on the two-point correlation function, the variance, and the clustering ratio. While the two-point function is insensitive to shot noise by construction, the variance does need to be corrected for the increasing Poisson noise, which is given by the inverse of the average counts in the spherical cells N −1 (z) . When subtracted from the observed value, the effect is completely removed (square symbols).
Effects related to the angular selection function
The VIPERS redshifts are being collected by tiling the selected sky areas with a uniform mosaic of VIMOS fields. The area covered is not contiguous but presents regular gaps due to the specific footprint of the instrument field of view, as well as to intrinsic unobserved areas due to bright stars or defects in the original photometric catalogue. The VIMOS field of view has four rectangular regions of about 8 × 7 square arcminutes each, which are separated by an unobserved cross ). This creates a regular pattern of gaps in the angular distribution of the measured galaxies, which is clearly visible in Fig. 1 . Additionally, the Target Sampling Rate and the Survey Success Rate vary among the quadrants, and a few of the latter were lost because of mechanical problems within VIMOS (see Paper I for details). Finally, the slitpositioning algorithm, SPOC, also introduces some small-scale angular selection effects with different constraints along the dispersion and spatial directions of the spectra, as thoroughly discussed in de la . Clearly, this combination of angular selection effects has to be taken properly into account when estimating any clustering statistics.
In our specific case, this issue has been addressed as follows. We simulate a random (Poissonian) distribution of galaxies (hereafter called "parent catalogue") and apply the global VIPERS angular selection function, which results from the combination of the photometric and spectroscopic masks, the TSR and the SSR.
We test whether the distributions of counts within cells of radius R match the expected Poisson distribution in Fig. 8 using the "parent" L g (dashed line) and "observed" L gV (histograms) mocks discussed earlier on. When the probability distribution function (PDF) is reconstructed using all possible cells that can be accommodated within the rectangular footprint of the W1 and W4 fields, the result is severely biased, which indicates that the sampling of the underlying PDF is not random. It is clear that gaps and holes lead to a broadening of the PDF, which is artificially skewed towards low counts and an overestimate of the power in 1-and 2-point statistics. We have demonstrated (Bel et al. 2013 ) that this effect is mainly due to the missing full quadrants with a negligible contribution of the smaller gaps produced by the VIMOS footprint, or of the small-scale biases of the SPOC slit-positioning scheme. We also see that the effects are almost independent of the scale R used to compute the clustering statistics within the range explored here (3 − 8 h Mpc −1 ). Bel et al. (2013) introduce a method to correct for such angular selection effects and recover the correct shape of the PDF and the corresponding moments to all orders. Here, we briefly summarize how we obtained a correct estimate of the variance, which we need for building the clustering ratio. As shown by Fig. 8 , the size of the VIPERS PDR-1 sample is such that we can Fig. 9 . Testing the effectiveness of our correction for the VIPERS angular selection function on the clustering ratio η. From top to bottom, we show (for a smoothing radius R = 5h −1 Mpc) the impact on the variance, 2-point correlation function, and clustering ratio η g,R (3R). In each panel, we plot the mean and scatter over the mock samples of the relative difference δ between the "observed" and "true" quantities (multiplied by 100): triangles are for no correction at all, while squares corresponds to measurements using the correction method discussed in the text. The cyan shaded area correspond to a relative deviation smaller than ±5%. Left and right panels correspond to W1 and W4, respectively. simply reject all spherical cells for which more 40% of the volume is affected by the overall survey mask, which corresponds to regions not covered by the survey. With this threshold, we recover the random sampling regime. Accordingly, we shall reject all the "seeds" for which at least one sphere of the surrounding motif does not satisfy the inclusion condition (see §3.2) in the computation of the two-point function. Once this selection process is applied, the underlying statistical properties of galaxies are properly reconstructed without any additional de-biasing procedure. The net result on the estimated statistics from the mocks is shown in Fig. 9 . The three panels show that the variance, two-point correlation function, and clustering ratio for the "observed" L gV mocks converge to the "true" value from the parent L g . Independent of the correction, it is interesting to remark how, η is fairly insensitive to these effects. This happens because η is defined as the ratio of two quantities that are similarly affected. This is particularly impressive in the case of the W4 field, where η is virtually exact even without the correction. The price paid for this increased accuracy is clearly a larger statistical error on η due to the smaller effective survey volume.
Impact of redshift errors
Using repeated observations of 1215 objects in the the PDR-1 catalogue, the rms measurement error of VIPERS redshifts has been estimated to be σ z = 0.00047(1 + z) or σ cz = 141(1 + z) km s −1 (see Paper I). At z ∼ 1, this translates into an error in the radial comoving distance of ∼ 3h −1 Mpc, which is expected Fig. 10 . The clustering ratio η g,R estimated from L h haloes in real space (diamonds) is shown as a function of the filtering radius R and of the correlation length r = 3R. We also plot the clustering ratioη g,R estimated after perturbing the cosmological redshift of haloes with random errors (triangles). These random velocities are drawn from a Gaussian distribution with standard deviation σ cz = (1 + z)σ u km s −1 with σ u as indicated. Also shown is the theoretically predicted value ofη g,R obtained by inserting into Eq. (8) the corresponding value of σ u . The points and error bars correspond to the average and standard deviation of the mean of the measurements over 31 L h catalogues. Such error bars, in practice, would correspond to the typical uncertainty in a survey with 31 times larger volume and 10 times higher galaxy number density than the VIPERS W4 sample. in principle to have an impact on counts-in-cell statistics, for comparable cell sizes R.
The net effect of redshift errors is to smooth the galaxy distribution in redshift-space along the radial direction, suppressing the amplitude of 1-point statistics. This is similar to the effect of small-scale random peculiar velocities (although the latter on small scales are better described by an exponential distribution rather than a Gaussian). We therefore model the effect of redshift errors in the expression of η (Eq. 8) by using an effective
in the Gaussian damping term, or by adding in quadrature the VIPERS rms redshift error to the peculiar velocity dispersion of galaxies. We test the goodness of this description using the L g mock surveys as described earlier, to which we add a radial displacement drawn from a Gaussian distribution with the appropriate dispersion. The results of measuring the varianceσ g,R , two-point correlation functionη g,R , and clustering ratioη g,R of the smoothed field on the perturbed and unperturbed mocks, as compared to the corrected and uncorrected model, are shown in Fig. 11 . As expected, the figure shows that, as expected, the amplitude of the effect (an underestimate ofσ g,R and an overestimate ofη g,R ) increases for a decreasing smoothing scale R, when the latter becomes comparable to the redshift errors. To test the correction, we have es- Fig. 11 . Impact and handling of the VIPERS redshift measurement errors on the usual statistical quantities that enter the definition of η, as plotted as a function of the filtering scale R and tested using the L g mock catalogues. Triangles correspond to measurements performed after adding a redshift error randomly drawn from a Gaussian distribution with standard deviation σ cz = 141(1 + z) to each galaxy position, which is representative of the errors affecting VIPERS redshifts . Diamonds give the reference values and are computed in redshift space without measurement errors. The dotted and solid lines give the clustering ratio predicted by Eq. (8) when a dispersion σ v = 100 km s
e. adding in quadrature the expected redshift error) are used, respectively. Expectation values and error bars are computed from the mocks in the usual way. timated η g,R in the L h light cones of haloes in real space after having introduced random errors, which are characterised by the dispersion parameter σ u (σ cz = σ u (1 + z) ), in the cosmological redshift. The outcome of this analysis is presented in Fig. 10 and shows that Eq. (8) allows us to account for either small scale peculiar velocities or redshift errors.
Combined correction of systematic effects
We finally want to compare how well the combination of the different pieces we have developed and implemented into our description to account for non-linear and observational biases is capable of recovering the correct original value of η. This test is performed by comparing the "idealized" L h mock surveys, which contain a population of dark matter haloes with constant density (no selection function, no mask) within the volume of the VIPERS survey, and the set of L gV mocks, which contain HOD simulated galaxies that are selected according to the VIPERS selection function. We want to test whether the clustering ratio reconstructed from the VIPERS-like samples of galaxies after the correction for all the survey selection functions traces the clustering ratio reconstructed from the L h samples. In other words, we want to determine if the clustering ratio is in agreement with catalogues characterized by a different set of tracers (haloes) masses (in the range 3 × 10 11 < Mh −1 M ⊙ < 7 × 10 14 ) without any VIPERS observational selection function (except from Fig. 12 . Overall impact and treatment of VIPERS selection effects on the estimate of the galaxy clustering ratio as a function of the smoothing scale R and for a correlation scale n = 3. The reference values ofη g,R as measured in redshift space from the L h halo catalogues (diamonds) are compared with those estimated from the realistic VIPERS-like mock samples L gV which include the radial and angular selection functions. The weight of the different corrections is determined by the different sets of points, as indicated in the legend. As usual, the plotted points represent ensemble averages over the mocks. Error bars on the reference L h measurements (triangles) correspond to the standard deviation of the mean, while errors from the simulated VIPERS mocks give a forecast of the actual errors expected from the VIPERS data analysed in this paper (including cosmic variance). The solid line gives the theoretically predicted value of the clustering ratio from Eq. (8), including a pairwise velocity dispersion of σ 12 = 200 km s −1 (a plausible value, given the resolution of the simulation used (see Bianchi et al. 2012; Marulli et al. 2012) ) and the rms error of the VIPERS redshifts . Note that this theoretical prediction is given as reference and is not the best fit model, as given the data. random redshift errors that we add to the haloes according to the techniques explained in §5.3).
The results of this analysis, as shown in Fig. 12 , confirm the robustness of the clustering ratio. The same figure also shows the separate impact of the different effects and how η is particularly insensitive to some of them, due to its definition, as already shown in the previous sections. Specifically, these are all those biases that affect 1-and 2-point clustering statistics in the same sense.
Cosmological constraints from the VIPERS PDR-1 data
Using the methodology developed and tested in the previous sections, we are now in the position to apply the clustering ratio test to the VIPERS survey and study how well we can constrain the values of (at least some) cosmological parameters using the current catalogue. The best fit theoretical model (cf. Eq. 8) accounting for all non-linear and observational effects is given by the solid line. For comparison, we also display the corresponding linear theory prediction (dotted line) for the best fit cosmological parameters and the non-linear prediction when the corrections for peculiar motions and redshift errors are not included (short-dashed line). Error bars have been estimated from the standard deviation among the 31(/26) L gV mock VIPERS surveys of the W1/W4 fields, which include the contribution from cosmic variance. We also plot the observed and predicted values ofη g,R when a "wrong" cosmology with slightly higher matter density Ω m0 = 0.4 is assumed (open squares and long-dashed curve, respectively). The divergence of observations and theory shows that this is not the best-fitting model, resulting in a low likelihood. For clarity, all data points have been slightly shifted along the abscissa.
Likelihood definition
Let us first illustrate the procedure to evaluate P(p|η g,R ), which has the likelihood of the unknown set of parameters p = (Ω m , Ω X , w, H 0 , Ω b h 2 , n s , σ 8 , σ 12 ), given the observed value of η g,R . The probability distribution function of the clustering ratio is not immediately obvious since this observable is defined via a ratio of two non-independent random variables. By using both simulated and real data, BM13 showed that the PDF of η g,R is very well described by a Gaussian function, meaning that we can apply a standard χ 2 analysis. In the analysis of the VIPERS sample we have considered two cases:
-a single redshift bin in the interval 0.65 < z < 1.2 (i.e. N = 1 in Eq. 8); -two uncorrelated bins, at 0.65 < z < 0.93 and 0.93 < z < 1.2, i.e. with N = 2 in Eq. (8) (see Fig. 13 ).
In the following, we shall take their mean redshift as centres of these two bins rather than the median of the galaxy distribution. This choice is justified by the fact that this is approximately the redshift at which the accuracy in the estimate of η, as determined by the tradeoff between a decreasing number of objects and an increasing number of cells, has its peak. Note that this choice has no effect on the cosmological results.
In our analysis, we assume a flat cosmology in which the accelerated expansion is caused by a cosmological constant term in Einstein's field equations (i.e., we fix the dark energy equation of state parameter to w = −1). As in BM13, we assume Gaussian priors on the baryonic matter density parameter Ω b h 2 = 0.0213± 0.0010, the Hubble constant H 0 = 73.8 ± 2.4 km s −1 Mpc −1 and the primordial index n s = 0.96 ± 0.014, as provided respectively by BBN (Pettini et al. 2008) , HST (Riess et al. 2011 ) and WMAP7 (Larson et al. 2011) determinations. Additionally, we assume Gaussian priors on σ 8 , which is re-parameterized as ∆ R (k w map ) 2 = (2.208 ± 0.078) × 10 −9 with k w map = 0.027 Mpc −1 (Komatsu et al. 2011 ) and on the effective pairwise velocity dispersion (σ 12 = 2σ T OT = 514 ± 24 km s −1 ), as estimated from the VIPERS data themselves (private communication by de la Torre). Finally, we underline that we do not include the full WMAP likelihood, which would introduce a strong prior on the matter density parameter Ω m h 2 . The clustering ratio η g,R (r, p) is estimated from the data by re-mapping the observed galaxy angular positions and redshifts into comoving distances, which vary the cosmology on a grid in a 6D space (Ω m , H 0 , Ω b h 2 , n s , σ 8 , σ 12 ). A consequence of this is that the posterior L does not vary smoothly among the different models because the number of galaxies counted in any given cell that varies from model to model. However, the computation of the observable η g,R (3R, p) is rather fast, given the counts-in-cells nature of the method. Therefore, shot noise is the price we have decided to pay in order to avoid fixing cosmological parameters at fiducial values and to obtain an unbiased likelihood hypersurface.
Results
In Fig. 13 , we show the values ofη gR (nR) measured from the VIPERS data for (R, n) = (5h −1 Mpc, 3), which splits the survey in different fashions (points). Note how the scatter between the estimates obtained by analysing the two fields W1 and W4 separately is compatible with the error bars that are estimated from the mock samples, suggesting that cosmic variance largely dominates the error budget. The curves correspond to the model (cf. Eq. 8), which is computed for the best fit values of the parameters, as obtained for the whole survey. The solid line corresponds to the full model, which accounts for all non-linear corrections, whereas the dotted line gives the expected redshift-independent behaviour if η were measured (with the same derived parameters) on fully linear scales (for larger R as, for example, in BM13). The short-dashed line corresponds instead to only correcting for non-linear clustering but not for redshift-space distortions, while the magenta long-dashed line demonstrates the intrinsic sensitivity to Ω m , which is further discussed in the following section ( § 6.3) .
The best fit parameters have been first estimated splitting the data into two redshift bins (0.65 ≤ z < 0.93 and 0.93 < z ≤ 1.2). For these two volumes, the likelihood analysis yields Ω m = 0.281
−0.043 and Ω m = 0.268
−0.029 , respectively. Noticeably, error bars are smaller in the high redshift bin, despite the lower number density of galaxies. This is mainly the result of the 30% larger total volume but also of the smaller fraction of rejected cells in the process of mask correction. When the full redshift range 0.65 < z ≤ 1.2 is analysed at once, we obtain Ω m = 0.270 +0.029 −0.025 , which is the value used to produce the model curves in Fig. 13 . Figure 14 shows the 1D normalized posterior probability of Ω m for this case, which is obtained by marginalizing P(p, η g,R ) over the remaining p elements. It is also interesting to note that if each element of the vector p = (Ω m , H 0 , Ω b h 2 , n s , σ 8 , σ 12 ) is perturbed by +10%, the corresponding variation induced in the amplitude of the clustering ratio is (−8.5%, −14.6%, 2.7%, 12%, 3%, 3%). This shows the specific sensitivity of η to the values of Ω m , h, and n s , as well as its weak dependence on Ω b h 2 , σ 8 and σ 12 . The latter is particularly relevant, as the last two parameters enter into play here only because η is pushed to non-linear scales. The indication is therefore, once again, that the dependence on these specific parameters is weak. By giving a −40% change to the assumed central value of the Gaussian prior on the peculiar velocity dispersion σ v , we change the estimated value of the matter density parameter by only −7%. This however remains as the biggest potential systematic in our analysis.
For comparison, the η-test to LRG galaxies of the SDSS DR7 sample is applied and (but smoothing the field on larger, more linear scales using R = 14h −1 Mpc), BM13 obtain Ω m = 0.275 ± 0.020. This value is compared to those obtained here in Fig. 15 . The roughly comparable uncertainty of the VIPERS and SDSS measurements, despite the smaller volume and number of objects of VIPERS, is explained by the much larger number of cells available to compute the statistic, when the field is smoothed on scales R = 5h −1 Mpc, as for VIPERS, rather than on 14h −1 Mpc, as used in the SDSS analysis of BM13. The price to be paid in the former case is that of having to handle and model non-linear scales.
The excellent consistency of these measurements over a wide redshift interval (0 < z < 1.2) and from fully independent data sets is remarkable and strongly support the reliability of the measurements made by de la . The combination of SDSS and VIPERS estimates of the matter density parameter gives Ω m,0 = 0.274 ± 0.017, which improves the precision of the WMAP7 determination (Ω m = 0.267 ± 0.029, Larson et al. (2011) ) by 75%, and by more than a factor of two when it is obtained by the joint analysis of the WMAP3 and SDSS DR5 data (Ω m = 0.259 ± 0.039, Eisenstein et al. (2005) ). Our precision is comparable to that obtained by Percival et al. (2010) (Ω m = 0.278 ± 0.018) from the combination of BAO measurements from SDSS DR7 and 2dFRGS and the full WMAP5 likelihood (Dunkley et al. 2009 ). We also note that the most recent analyses of the BOSS data give Ω m = 0.298±0.017, when using BAO and WMAP7 (Anderson et al. 2012) and Ω m0 = 0.282 ± 0.015 from the combination of the full correlation function with WMAP7 (Sanchez et al. 2012) .
It is important to remark that our estimates of Ω m using the observed values of η were obtained without including the full CMB likelihood, as this would have forced a very strong prior on Ω m h 2 . We did, however, include priors on the parameters H 0 and n s on which the analysis is sensitive, as discussed earlier.
The additional degrees of freedom arising when these two priors in the likelihood analysis are relaxed are shown in Fig. 16 . At least for the range explored, the degeneracy axis in the (Ω m , h) plane develops along the line Ω m h 2 = const. This is different from measurements in the linear regime, where the degeneracy roughly follows an Ω m h = const locus. In principle, a redshift survey larger than (but as dense as) VIPERS could be able to simultaneously constrain Ω m and h with a single probe by combining measurements of η with small and large smoothing scale R.
We also note that the VIPERS valueη g,R ∼ 0.14 is only ∼ 7% smaller than the value we obtain from the L gV mock catalogues in a ΛCDM cosmology. Given that the best fitting and the simulated cosmological models are extremely close, this agreement independently confirms that systematic errors are effectively taken care of.
6.3. Discussion: specific sensitivity of η to cosmological parameters
In Fig. 13 , we provide an explicit example of how the η test works by plotting both the measurements (open squares) and the expectation of the full non-linear model (long-dashed line) when a different cosmology is adopted. In this case, Ω m has been set to 0.4 within the same flat Λ model. The choice of a slightly wrong cosmology makes the data and the model incompatible.
On one side, the distortion of the cosmological volume of the cell due to the calculation of distances results in a smaller measured value ofη g,R . At the same time, the theoretical expectation is even lower due to the different shape of P(k) implied by the higher Ω m . In terms of specific cosmological parameters, the right-hand side of Eq. (8) depends on the shape of the matter power spectrum in real space. This means it is directly sensitive to the primordial index n s and to the parameters determining the size of the horizon scale at matter-radiation equality 1 , or Ω m h 2 and Ω b h 2 . Since we pushed the analysis into the weakly nonlinear regimes in this case, two additional parameters appear in the theoretical model (8) with respect to the linear analysis of BM13: the normalization of the power spectrum σ 8 , which enters the expression of the shape of the quasi-linear power spectrum of Smith et al. (2003) and the galaxy pairwise velocity dispersion σ 12 , which parameterizes the suppression of small-scale power produced by disordered peculiar velocities. The distanceredshift relation enters the left-hand side of Eq. (8) changing the volume and shape of each sphere and their relative distance in the directions parallel and perpendicular to the observer line's of sight (Alcock-Paczynski effect) . Together, these add some sensitivity to the density parameter, Ω x , and equation of state, w, of dark energy.
It is interesting to discuss the relative contribution of the geometrical and power spectrum shape, which are shown and compared in Fig. 17 . The geometric distortions in η g,R (r) (for R = 5h −1 Mpc and r = 3R) are equally sensitive to both the dark matter and the dark energy densities as indicated by the degeneracy axes (i.e. the isocontours), which are tilted by ∼ 45
The absolute amplitude of the distanceredshift translation, however, is weak. The clustering ratio varies from 10% to −20% around its true value (estimated in the true cosmology) when the matter density parameter goes from 0.2 to 0.8 as shown in Fig. 17 . The mass clustering ratio is extremely sensitive to the matter density parameter Ω m . A change by ∼ 0.1(−0.1) of the true value (in this case Ω m = 0.27) induces a change in η R of ∼ −30%(+60%). Note also the extremely weak dependence of the isocontours on the dark energy parameter. This arises because we parameterize the local normalization σ 8 in terms of the seven-year WMAP normalization prior ∆ 2 R (k w map ) = (2.208 ± 0.078) × 10 −9 , where k w map = 0.027 Mpc −1 (Komatsu et al. 2011) . Mapping the primordial (linear) curvature perturbations R into the present day rms of the matter density fluctuations, σ 8 , causes the non-linear power spectrum to acquire an extra sensitivity to the dark energy content (and to the gravitational model) of the universe.
In conclusion, we see that the cosmological signal measured by η from the VIPERS data is primarily encoded in the shape of the power spectrum rather than in space geometry. To obtain meaningful limits on Ω v (or, more directly, the degree of matter domination at z ≃ 1), Fig. 17 indicates that it is necessary to measure Ω m to a precision of better than about 5%. This is approximately the precision achieved in the current analysis, so it will be worth revisiting the geometrical aspect of the η test when the final VIPERS dataset is complete.
Summary
In this paper, we have applied the galaxy clustering ratio proposed by Bel & Marinoni (2013) to a sub set of the new VIPERS PDR-1 redshift catalogue which includes 26,611 galaxies. A large part of the paper has been dedicated to verifying the robustness of applying this statistics to mildly non-linear scales, where non-linear clustering, redshift-space distortions, and scale-dependence of biasing need to be accounted for.
Ideally, η g,R (r) should be estimated in the linear regime (large R and r values), where its amplitude is theoretically predicted in a straightforward way. Nonetheless, we have shown that a simple, theoretically motivated modelling of the expected non-linear corrections is sufficient to preserve its value as a powerful cosmological probe also in the mildly non-linear regime in this paper. These corrections include: (a) The effect of random peculiar velocities, or non-linear redshift distortions on small scales: we have also shown that the effect of redshift errors can be incorporated within the same scheme once an effective pairwise dispersion is considered. (b) The scale dependence of bias: we have shown that this effect does not introduce a significant systematic error on the measurements of η for realistic dependences. This is not simply a question of assuming a mild dependence on scale of the bias but that its effect can be minimized by a careful choice of the scales of smoothing (R) and correlation (r) in terms of which η is defined.
Based on these results, we have used η to extract cosmological information from the new PDR-1 data of the VIPERS survey, which is limited to z > 0.65. We first split the sample into two redshift slices with a mean redshift z = 0.79 and z = 1.07. This exercise yielded two independent estimates of the matter density parameter at the current epoch, Ω m,0 = 0.281 +0.054 −0.043 and 0.268 +0.034 −0.029 , respectively. To obtain these estimates, we included external priors on Ω b h 2 , h, n s and ∆ 2 R , but not the strong one on Ω m h 2 from WMAP. We also analysed the full redshift range 0.65 < z < 1.2 as a single sample, obtaining a value Ω m,0 = 0.270 +0.029 −0.025 . The two measurements of η from VIPERS with that from the SDSS by BM13 provide us with three independent estimates at three different cosmic epochs based on the same external priors. These allow us to: i) confirm the consistency of the standard ΛCDM cosmological model over a wide redshift baseline, covering almost half the age of the Universe, and ii) obtain a stronger constraint on the local value of Ω m than allowed by the two redshift surveys alone (∼ 7%), corresponding to a transition redshift between the matter and cosmological-constant dominated epochs of z md = 0.395 ± 0.04.
It is interesting to compare these figures to those we previously obtained using the angular power spectrum of the full CFHTLS parent galaxy sample (sliced using the same VIPERS colour selection criteria), which are coupled to an earlier VIPERS catalogue ). This sample, assuming flatness and letting the matter density as a free fitting The VIPERS measurement of Ω m,0 is also consistent with the estimate obtained by BM13 using the same technique applied to the SDSS LRG sample at z ∼ 0.3, Ω m,0 = 0.275 ± 0.020. The combination of these two estimates of Ω m,0 , as obtained from data that cover the large range 0 < z < 1.2, gives a best value of Ω m,0 = 0.274±0.017. For comparison, the recent combination of the Planck TT power spectrum with WMAP polarization gives Ω m,0 = 0.315 ± 0.017. Note that the apparent tension between those measurements is mainly due to the prior on H 0 coming from the HST measurements. Indeed, a lower value of H 0 would result in a larger matter density.
