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Look again at that dot. That’s here. That’s home. That’s us. On
it everyone you love, everyone you know, everyone you ever
heard of, every human being who ever was, lived out their lives.
The aggregate of our joy and suffering, thousands of confident
religions, ideologies, and economic doctrines, every hunter and
forager, every hero and coward, every creator and destroyer of
civilization, every king and peasant, every young couple in
love, every mother and father, hopeful child, inventor and
explorer, every teacher of morals, every corrupt politician,
every "superstar," every "supreme leader," every saint and
sinner in the history of our species lived there - on a mote of
dust suspended in a sunbeam.
Carl Sagan, in: Pale Blue Dot: A Vision of the Human Future
in Space, about a photograph of the planet Earth taken by the
Voyager 1 from a distance of 6× 109 km.

Abstract
Efforts to find differences in brain activity patterns of subjects with neurological and
psychiatric disorders that could help in their diagnosis and prognosis have been increas-
ing in recent years and promise to revolutionise clinical practice and our understanding
of such illnesses in the future. Resting-state functional magnetic resonance imaging (rs-
fMRI) data has been increasingly used to evaluate said activity and to characterize the
connectivity between distinct brain regions, commonly organized in functional connectiv-
ity (FC) matrices. Here, machine learning methods were used to assess the extent to which
multiple FC matrices, each determined with a different statistical method, could change
classification performance relative to when only one matrix is used, as is common practice.
Used statistical methods include correlation, coherence, mutual information, transfer en-
tropy and non-linear correlation, as implemented in the MULAN toolbox. Classification
was made using random forests and support vector machine (SVM) classifiers. Besides
the previously mentioned objective, this study had three other goals: to individually in-
vestigate which of these statistical methods yielded better classification performances, to
confirm the importance of the blood-oxygen-level-dependent (BOLD) signal in the fre-
quency range 0.009-0.08 Hz for FC based classifications as well as to assess the impact of
feature selection in SVM classifiers. Publicly available rs-fMRI data from the Addiction
Connectome Preprocessed Initiative (ACPI) and the ADHD-200 databases was used to per-
form classification of controls vs subjects with Attention-Deficit/Hyperactivity Disorder
(ADHD). Maximum accuracy and macro-averaged f-measure values of 0.744 and 0.677
were respectively achieved in the ACPI dataset and of 0.678 and 0.648 in the ADHD-200
dataset. Results show that combining matrices could significantly improve classification
accuracy and macro-averaged f-measure if feature selection is made. Also, the results of
this study suggest that mutual information methods might play an important role in FC
based classifications, at least when classifying subjects with ADHD.





A identificação de diferenças nos padrões de atividade cerebral de indivíduos com do-
enças mentais poderá revolucionar o conhecimento relativamente às causas subjacentes,
assim como a capacidade de diagnóstico e prognóstico em contexto clínico. A imagem
por ressonância magnética funcional em repouso (rs-fMRI) tem sido largamente utilizada
para avaliar esta atividade e caracterizar a conetividade entre diferentes regiões cerebrais.
Esta informação é normalmente organizada em matrizes de conetividade funcional (FC).
Neste estudo, utilizaram-se técnicas de aprendizagem automática para avaliar de que
forma diferentes matrizes de conetividade, usadas em simultâneo, alterariam a qualidade
de uma classificação automática relativamente ao caso comum em que apenas uma matriz
é utilizada. Os métodos estatísticos calculados com o programa MULAN incluem: correla-
ção, coerência, informação mútua, transferência de entropia e ainda correlação não linear.
A classificação fez-se com recurso a random forests e a support vector machines (SVMs). Adi-
cionalmente, três outros objetivos foram traçados: comparar a qualidade da classificação
obtida com recurso a cada método individualmente, confirmar a importância da informa-
ção do sinal blood-oxygen-level-dependent (BOLD) na gama de frequências 0.009-0.08 Hz
para a classificação automática baseada em FC e finalmente avaliar o impacto da seleção
de atributos em classificadores SVM. Utilizaram-se dados de rs-fMRI de duas bases de
dados públicas - Addiction Connectome Preprocessed Initiative (ACPI) e ADHD-200 - para
classificação de sujeitos de controlo vs sujeitos com Transtorno de Défice de Atenção e
Hiperatividade (TDAH). Os valores máximos de precisão e macro-averaged f-measure fo-
ram, respetivamente, 0.744 e 0.677 no conjunto de dados da ACPI e, nos da ADHD-200,
de 0.678 e 0.648. Os resultados obtidos mostram que a combinação de matrizes pode
aumentar significativamente a qualidade da classificação se existir seleção prévia de atri-
butos. Mais, este estudo sugere que a informação mútua poderá desempenhar um papel
importante na classificação automática baseada em FC de sujeitos com TDAH.
Palavras-chave: fMRI, classificação automática, matrizes de conetividade funcional, SVM,
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Since the mid 19th century, when Dr. John M. Harlow reported the now famous case of a
man, Phineas Gage, that dramatically changed personality after surviving the destruction
of his left frontal lobe provoked by an accident with an iron bar [65], that the human
brain has been indubitably associated with cognitive function. Our knowledge of the
brain and of its physiology has greatly increased since then, fast-forward one century and
not only non-invasive techniques to anatomically image the brain and record its electrical
activity had been developed but also techniques to image its functioning and activity
over time. Despite that, years after the development of such techniques, we are still far
from conquering the inherent complexity of said organ. We clearly can gather knowledge
about the world around us but what we still do not know is how we/our brains do it.
Not too long after brain activity started being commonly recorded, it was hypothe-
sised that if the activity from two neurons had a significant deviation from statistical
independence, then, it could be that they were connected in some way [108]. This con-
nection was then called Functional Connectivity (FC) [5]. This idea was generalized for
populations of neurons and, in the early 1990s, the hypothesis that two brain regions
could be functionally connected in individuals suffering from neurological and psychi-
atric disorders and in healthy subjects in different ways was already established (e.g. [87]).
In the same decade, the development of Functional Magnetic Resonance Imaging (fMRI)
[13, 104], which measures brain activity using Blood-Oxygen-Level-Dependent (BOLD)
contrast, greatly boosted research in this field and the FC between several brain regions of
different classes of subjects during a given task started to be explored. In the last decade,
it was proposed that brain activity acquired while subjects are at rest (on a resting state)
could potentially give helpful information about their FC [62]. Since then, functional
imaging techniques, including fMRI started being acquired while patients were at rest
with the purpose of assessing their whole-brain FC patterns. These patterns are usually
1
CHAPTER 1. INTRODUCTION
stored as matrices, called FC matrices.
Mental disorders are still currently defined and diagnosed mostly based on the inter-
subject consistency of a set of personality traits and behavioural symptoms [10]. This
diffuse characteristic of psychiatry is not optimal and one would like to establish a more
direct cause-disorder relationship. Thus, if different FC patterns are actually in the root
of some mental disorders, the identification of such patterns could potentially provide
new ways to define such disorders and greatly improve the diagnostic and prognostic
tools of neurologists, psychiatrists and psychologists.
How would one identify group-differences in whole-brain connectivity patterns? That
is where Machine Learning (ML) techniques enter into scene. Automatic pattern recog-
nition techniques have been developed long since and tasks such as this one are exactly
the reason for which they are developed. Besides recognizing whether differences in FC
patterns between groups of subjects actually exist, these techniques provide rules that
can be used to classify a subject as belonging to one group or the other, in case the rule is
true.
Several mathematical methods have been used to quantify the FC between two distinct
brain regions, including correlation, the first one to be used, and coherence. Usually, FC
patterns are derived using only one mathematical method to calculate the FC between a
given brain region and all others. In this work, connectivity patterns are going to be derived
using several mathematical methods simultaneously, and the separability of two classes using
these patterns is going to be compared to the separability of the two same classes using patterns
derived with only one mathematical method.
More specifically this study has four goals:
1. The first and main goal is to compare the classification performance of an ML
classifier when using only one FC matrix to extract features, with its performance
in the same conditions but using several FC matrices, each derived using a different
mathematical method, to extract features;
2. To investigate which statistical method derives the FC matrix that yields the best
classification performances;
3. To evaluate the impact of feature selection in FC based classifications;
4. To confirm the importance of low BOLD signal oscillations (< 0.1 Hz) in such clas-
sifications.
In order to achieve these goals, brain activity data from two classes of subjects was
needed to build the FC matrices to further use them to extract features for the previously
mentioned classifications. Publicly available resting-state fMRI (rs-fMRI) data of subjects
with Attention-Deficit/Hyperactivity Disorder (ADHD) and controls from the ACPI and
the ADHD-200 databases were used with this purpose. Classification of subjects with
ADHD has not been very successful, specially when compared to what has already been
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achieved for other neurological and psychiatric disorders [153], which emphasizes the
need for better ADHD classification methodologies than the ones currently in practice.
Also, each mathematical method highlights different relationships among brain activity
signals, which means that significantly better classification performances using a specific
method or a combination of them, could give insight on which relationships between
different regions actually reflect the biological causes behind the mental disorder in anal-
ysis.
The remaining of this text is structured as follows:
Chapter 2 is intended to introduce the reader to the main concepts used in the follow-
ing text, while developing them to an extent that could ideally allow him/her to derive
their own conclusions from the reported results.
Chapter 3 provides the state-of-art in classification of subjects with ADHD, specifi-
cally in the two databases used in this study, as well as the best available answers to the
questions this study is intended to approach.
Chapter 4 thoroughly explains the methodology used to achieve the previously men-
tioned goals in such a manner that the interested reader could closely replicate this study.
Chapter 5 briefly analyses the separability of the two classes in order to evaluate the
feasibility of the classifications and if the classification pipeline works properly.
Chapter 6 reports the results achieved using the methodology described in Chapter 4
and their analysis.
Chapter 7 discusses the achieved results, compares them with what was hypothesised
using the knowledge from Chapters 2 and 3 and provides the author’s thoughts on the
results of those comparisons.
Chapter 8 provides a summary of the conclusions regarding the goals of this work












The present Chapter is intended to introduce the reader to key concepts needed to un-
derstand the following text. By the end of the Chapter, it should be clear how one can
try to automatically distinguish two or more groups of people with different neurological
characteristics using brain activity. The reader is expected to be more or less acquainted
with Magnetic Resonance Imaging (MRI), one of the most important techniques used to
inspect the brain through bone and tissue and the one that originated the data used in
this work. Notwithstanding, a very short introduction to MRI is going to be made next
and, the remaining of the Chapter will be built on that.
2.1 Imaging the Brain
2.1.1 Magnetic Resonance
Let us consider a sample of an element in a constant magnetic field , ~B0, with a given
intensity and direction. If the nucleus of that element has non-zero spin, then it is going
to acquire a precession movement around a rotation axis with the same direction of
~B0, as a consequence of the torque applied by the magnetic field [128, pp. 209-211].
Additionally, in that case, the nuclear magnetic dipole moment of the element’s atoms
might be oriented, relative to ~B0, in a finite number of ways, depending on the spin
magnetic moment of the nucleus [80, p. 398]. Each of these orientations corresponds to a
given potential energy and, at low enough temperatures, the privileged one is that with
the lowest energy. So, when a non-zero spin nucleus is put in an external magnetic field,
its magnetic dipole moment precesses around the magnetic field and its energy varies
depending on the acquired orientation. This energy split is what is commonly referred to
as the Zeeman effect [80, p. 398].
In the human body, the predominant element with non-zero nuclear spin is the 1H
5
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(both 12C and 16O nuclei have null spin [30]) such that, to a first approximation, one
can consider only the effect of the 1H nuclei, when analysing the effect of an external
magnetic field on the body [24, p. 3]. The component of the magnetic dipole moment of
a proton, the nucleus of a 1H atom, codirectional to an external field similar to ~B0, can be
either ±1/2 in ~ units, which means that they can only have two orientations and, corre-
spondingly, two energy levels in that case [128, pp. 206-208]. The distribution of protons
between these two energy levels depends on the thermal energy and on the intensity of
the external magnetic field [84, pp. 284-300]. The energy gap, ∆E, between the two lev-
els, corresponds to the energy of a photon with a frequency equal to the magnetic dipole
moment precession frequency, commonly referred to as Larmor frequency or ω0 [128, pp.
211-212]. When an alternate magnetic field with frequency ω0, varying perpendicularly
to ~B0, is put over the precessing protons, these start to precess in phase with each other
and with the field. Also, at the same time, some protons in the lowest energy level absorb
an energy equal to the energy gap and pass to the highest energy level, changing their
orientation to one regularly called “anti-parallel” to the constant external magnetic field
(as opposed to the lowest energy level orientation, parallel to the same field)[128, p. 212].
This phenomenon of energy absorption when the two frequencies, the one from the al-
ternate external magnetic field and the one from the precession movement, are equal, is
called magnetic resonance [112].
2.1.2 Magnetic Resonance Imaging
It was previously said that if one puts an alternate magnetic field perpendicular to ~B0
over the system constituted by the body plus the external constant magnetic field, some
protons would change to the highest energy level. In the same way, when that alternate
magnetic field is turned off, the distribution of protons between the two levels of energy,
goes to a new equilibrium state. This new state might be similar to the one the system was
in before the alternate field was turned on, if every other variable remained unchanged.
Also, the precession phases of each proton will distribute randomly as before [24, pp.
8-9]. The variation in the magnetic field of the system caused by this proton relaxation,
induces a current proportional to it. The intensity of the measured signal and its decay
pattern reflect the type of tissue in analysis. For instance, if a given tissue has a higher
proton density, the intensity of the measured signal is also going to be higher [128, p.214].
As explained, it is possible to distinguish different types of tissue using the phe-
nomenon of magnetic resonance. The gap between that and imaging is spatial encoding.
For instance, let us consider a phantom with fragments of different proton densities un-
der a constant magnetic field. If an alternate magnetic field pulse, with frequency ω0,
is emitted such that there is magnetic resonance between the field and the nucleus, the
relaxation pattern and the current intensity are going to be a result of the variation in the
magnetic field caused by all fragments at the same time. In such cases, it is not possible
to identify which point of space caused which part of the signal. One way of achieving
6
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that is by using gradient magnetic fields [128, pp. 223]. Since the Larmor frequency is a
function of the intensity of the magnetic field over the sample [24, p. 2], a gradient field
introduces a spatial dependence to the equation. Because of the way the spatial encoding
is made, the relaxation pattern (the Free Induction Decay (FID) signal) can be directly
stored in the spatial frequencies space, or as it is also called in this case, the k-space.
The information can, then, be converted to the image space using the inverse 2D Fourier
transform [128, pp. 229-231].
Various alternate magnetic field pulses are usually needed for k-space to be com-
pletely covered, however, in detriment of some image resolution, faster acquisition tech-
niques have been developed as the Half-Fourier Acquisition Single-shot Turbo Spin Echo
(HASTE) imaging or the Echo Planar Imaging (EPI) [45].
2.1.3 Functional Magnetic Resonance Imaging
The variation of the magnetic resonance signal with the physicochemical properties of
the medium and its short acquisition time, allow this type of medical image to be used
for functional imaging. The BOLD technique is the most commonly used for fMRI and
it is based on the dependence of the FID signal on the blood concentration of deoxyhe-
moglobin [104], that, due to it being a paramagnetic molecule, introduces a hypointense
contrast in the MRI image [72, pp. 193].
The increase in metabolic activity in a given brain region, increases oxygen consump-
tion in loco. This, in turn, increases the blood concentration of deoxyhemoglobin, leading
to a rapid decrease of the magnetic resonance signal in the same area. The relative hy-
poxia in the activated region, originates a local increase in blood supply, decreasing the
concentration of deoxyhemoglobin, causing a lasting increase of intensity in the MRI im-
age [72, pp. 193-199]. Thus, while imaging the brain, one could associate its hyperintense
areas with their previous activation. The variations of the BOLD signal are very small,
which leads to a very low Signal to Noise Ratio (SNR). To overcome this, cyclic activation
patterns are induced by cyclic stimulation patterns which enables researchers to average
out part of the noise. Nonetheless, low SNRs are still one of the fundamental obstacles to
the introduction of fMRI in clinical practice [49].
Brain activity at rest was sometimes considered as uninteresting information [48].
Recently, however, it has been brought to the spotlight, particularlly since the discovery
of valuable activity patterns such as the Default Mode Network, which is linked to intro-
spection [62]. To fMRI using BOLD contrast while the patient is at rest one usually calls
rs-fMRI [49]. This type of fMRI, besides having a better SNR [49], has the benefit of being
a passive medical exam with minimal patient collaboration [48]. Such a characteristic
widens the target population to patients with physical or neurological disabilities that do
not allow them to cooperate as needed for task-related fMRI exams.
The acquisition of both rs-fMRI and task-related fMRI is usually made using EPI
for better temporal resolution, which, as said before, comes at the cost of some spatial
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resolution [72, p. 202]. From the fMRI data and, particularly, from that acquired in a
resting state, it is possible to evaluate the brain connectivity of a subject, something to be
developed in the following Section of this Chapter.
2.2 Brain Connectivity
2.2.1 Structural Connectivity and the Connectome
The human brain is widely recognized as the most complex organ in our bodies and
can surely be considered one of the most complex systems in the so far known Universe.
Neurons are one of the structural units of the brain and the nervous system. They can
receive, propagate and transmit stimuli, and together they form an ever changing neural
network. The path a stimulus travels inside the neural network, as well as the biological
action it triggers, depend on how that network is arranged i.e. on the neuronal pattern
of connections, something defined as the structural connectivity of the brain, also called
anatomical or neuroanatomical connectivity.
There is a concept associated with structural connectivity on which great expectations
of it becoming an unprecedented tool to understand the processes behind cognition are
being deposited. This concept is called the connectome. The connectome is a wiring map
where every connection each neuron makes with the others is represented, with the goal
of making a complete description of the structural connectivity of an organism [132]. Up
to now, only one connectome has been completed, that of a nematode of the C. elegans
species. There are, however, projects aiming at storing and sharing human structural
connectivity data of that type [46, 133].
Currently, whole-brain structural connectivity of the human brain is understood
mainly on the basis of the connections that white matter tracts establish between brain
regions [131]. Because the diffusion of protons is anisotropic in such structures, these can
be reconstructed using Diffusion Tensor Imaging (DTI) which is an MRI technique that
uses as contrast the diffusion coefficient of protons in the tissues (or, in fact, the Apparent
Diffusion Coefficient (ADC)) [96].
2.2.2 Functional and Effective Connectivity
Besides the physical connections between neurons or populations of neurons that di-
rectly give rise to structural connectivity, another concept linked with brain connectivity
emerged from the analysis of its activation patterns. This concept, called FC, aims at
measuring how different brain regions combine to perform a given task or thought, con-
sciously or subconsciously. The definition of this concept is still not completely clear
[127]. Despite that, the definitions available in literature all seem to agree on the statis-
tical origin of the concept. In this work, FC is going to be considered as the statistical




Another concept still not always objectively defined is that of Effective Connectivity
(EC) [127]. The distinction and relationship between EC and FC has not always been
clearly stated, which has led to some different interpretations of its definition within the
neuroscience community. In an attempt to define these two concepts as coherently as
possible, the definition of EC adopted here is also going to be based on the one given in
the same paper by Friston. Having that into account, EC might be defined as the influence
a population of neurons exerts over another, measured on a statistical level [54].
The most important distinction between FC and EC resides in the nature of the rela-
tionships between the neuronal populations they aim to quantify, being non-causal in the
case of FC and causal in the case of EC (here causal relationship should be understood
in the context of Wiener’s definition [152]). Thus, measures of EC need to be directed i.e.
the measure of EC between two regions X and Y needs to be able to attribute different
values to the relationship X→ Y and Y → X. There is a multitude of methods available to
measure the statistical dependence between neurological signals, some to be introduced
in the next Section, and, for some statistical metrics, EC might be derived from FC. The
signals used to calculate both connectivity types might come from Electroencephalog-
raphy (EEG), Magnetoencephalography (MEG), fMRI or Positron Emission Tomography
(PET) data. Due to their better temporal resolution, EEG and MEG are the preferential
brain activity recording modalities for the determination of FC and EC.
2.2.3 Statistical Methods to Evaluate Functional and Effective Connectivity
The scientific field responsible for the study of statistical dependences between two dif-
ferent signals, having or not into account the influence of others, is multivariate statistics.
Up to now, several methods from multivariate statistics have been applied to calculate FC
and EC, each with its own origins and mathematical formulations. Taxonomically, these
metrics can be divided into linear and non-linear, model based and model free, directed
or non directed, based on time-domain representations or based on frequency-domain
representations.
Cross-correlation and Pearson Correlation
Correlation is the most classical way of measuring the dependence between two neurolog-
ical signals. Even today, the overwhelming majority of published studies in neuroscience
use it as a measure of FC [54] so much so that even the definition of FC of some authors
rests on the concept of correlation (e.g. [47]).
Let xn and yn be two random variables with n = 1, ...,N . The cross-correlation function
between xn and yn is defined as:
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This function measures how linearly dependent the two variables are. If the maximum
value happens for a given τ then one might establish a causal relationship between the
two, even though this is not true for all cases. If the two variables are centred to zero
and standardised by subtracting their respective averages and dividing next by their
respective standard deviations, such that both xn and yn have zero average and unit
variance, then Rxy ranges between −1 (when one varies linearly with the symmetric of
the other) and 1 (when one varies linearly with the other), being positive when the two
variables have a direct dependence and negative when they have an inverse dependence.
If Rxy is zero, the two variables are linearly independent. By centring and standardising
the variables, the cross-correlation function actually becomes a standardised covariance
function. In this context, the Pearson product-moment correlation coefficient, r, is defined
as the value of the centred and standardised cross-correlation function at zero lag (τ = 0):
r =
∑
N (xn − x̄)(yn − ȳ)√∑
N (xn − x̄)2
∑
N (yn − ȳ)2
(2.2)
As shown by Rodgers and Nicewander in their paper from 1988, the Pearson coeffi-
cient can also be geometrically seen as the slope of the regression line between the two
standardised variables [117].
Fourier Based and Wavelet Based Coherence
N. Wiener and A. I. Khinchine demostrated that the Fourier transform of the auto-
and cross-correlation functions between two stationary random processes, {xk(t)} and
{yk(t)}, where k is the index of the sample space, gives their auto- and cross-spectral
density functions, respectively, if the auto- and cross-correlations functions exist and
their integral is finite [17, p. 199]. The relationships between these functions are, thus,
also known as the Wiener-Khinchine relations. Mathematically, the spectral density
















The Coherence or Magnitude Squared Coherence function can be defined as the normal-








From equation 2.6 one can conclude that the coherence is a real-valued metric, func-
tion of the frequency,ω. Coherence measures the linear dependency between two random
processes for a given frequency, and ranges between 0 and 1, being zero for two linearly
independent random processes and 1 in the opposite case. In spite of being real-valued,
coherence is sensitive to both phase and magnitude [120], since its definition involves
delaying the signals in respect to each other.
For finite length samples of two random variables, or for two different signals, one
can only estimate the spectral densities needed for the coherence expression. One way of
doing this is by using the discrete Fourier (series) coefficients of the whole time window.
This, however, does not yield a good estimate of the variables’ spectral densities [14].
One technique used to improve this estimation is the Welch’s method, which consists
of dividing the whole time series in various temporal windows and then averaging their
spectral density estimations. This, of course, only makes sense if the signals are stationary
or close to being stationary because only in that case can we extrapolate the spectral
characteristics of an entire signal from a given sub-sample of it.
In the particular case of event-related data, one can try to derive a better estimation
by averaging the spectral densities over trials. Another alternative is to use a paramet-
ric approach, where signals are considered, for instance, autoregressive processes [79].
Parametric approaches usually give good estimations but are computationally expensive,
specially when compared to non-parametric methods such as the ones described above.
Because stationarity is not common in neural signals [83], an estimation of coherence
over time should be considered. To achieve that, one can use wavelets to determine
temporal estimations of spectral densities.
A wavelet is a function, usually represented by the symbol Ψ , which satisfies certain
mathematical criteria, such as having finite energy [3, p. 7]. Wavelets are localised in
frequency and time and are used to transform signals to a representation dependent on
these variables. There are several functions commonly used as wavelets but here the focus
will be put on the complex Morlet wavelet, the most common one. Following [83], the






where σ is the standard deviation of the Gaussian function defined by the third factor
in equation 2.7, inversely proportional to the frequency, f . The Morlet wavelet can be
seen as a complex sinusoid in a Guassian envelope. Both translation and dilation of the
wavelet are possible by changing the values of τ and σ respectively. The continuous






where ∗ denotes the complex conjugation. It should be noted that the translation and
dilation variables were here included in the definition of the wavelet function which in
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this case is equation 2.7. This, however, is not always adopted by authors, being usual for
these variables to appear only in the definition of the wavelet transform (e.g. [63]). Using
the continuous wavelet transform one can compute the wavelet cross-spectral density
between two signals x and y, as:





where δ is a scalar. Using the Morlet wavelet, the cross-spectrum at a given frequency, f ,
is calculated for every time, t, using information within the interval [−δ/2+ t;δ/2+ t] with
size (−δ/2 + t) − (δ/2 + t) = δ. This interval defines, thus, the temporal resolution of the
wavelet. Within each interval the cross spectrum is determined in a very similar fashion
to the temporal averaging described before, using a Gaussian as windowing function (see:
[83]). The major differences lay on the variable width of both the Gaussian function and
the interval δ, the two inversely proportional to the frequency f . For higher frequencies δ
and σ decrease and the temporal resolution increases, for lower frequencies the opposite
is true. The wavelet auto-spectrum density is calculated as in equation 2.9 but considering
the transform and the conjugate of the same signal.
From the auto- and cross-spectral densities one can determine the wavelet coherence
between two signals x and y, which can be written as:
Wcoh(t, f ) =
|SWxy(t, f )|[
SWxx(t, f )SWyy(t, f )
]1/2 (2.10)
Wavelet coherence also ranges between 0, when the two signals are linearly indepen-
dent and 1, when the signals are linearly dependent. When the two signals are linearly
independent, however, coherence can be different than 0. This happens because the esti-
mation of the auto- and cross-spectral densities is not perfect and, because of that, neither
is the estimation of coherence. When one intends to verify if two signals are linearly
dependent, a statistical test should be used to compare, for instance, the obtained value
of coherence with the distribution for two random independent signals. Similar statis-
tical tests can be used when analysing the cross spectrum against a population specific
background spectra, usually defined as the mean time-averaged wavelet power spectrum,
as stated in [120].
Much more can be said about wavelet spectra and wavelet coherence. For more in-
formation about the subject the interested reader is referenced, for instance, to [3, 83,
139].
Mutual Information
Both correlation and coherence measure linear relationships between two signals. We
shall now delve into some statistical methods that do not assume linear relationships
between variables and that, in fact, do not assume any specific relationships between them.
12
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One of those metrics, based on concepts from information theory, is mutual information
[124]. To define mutual information one should first introduce the concept of entropy.
Historically, the entropy measure used for mutual information is the Shannon entropy
[124]. Let us consider the histogram of a random variable x with L bins. The probability,
pxi of an occurrence of x to fall in a given bin i, i = 1,2, ...,L, might be simply defined as
pxi = ni/N where ni is the previous number of occurrences that fell in i and N =
∑L
i=1ni








where L∗ is the set of bins with ni , 0.
The previous definition of pxi introduces an underestimation of entropy for a finite
number of samples of x when pxi = 0 [38]. To compensate for this, a corrected form of





where | · | is the cardinality of the set. The Shannon entropy can be seen as the expected
value of lnpi . This leads to low entropies for “concentrated” distributions and high en-
tropies for “spread” distributions. In fact, the entropy is maximum when the distribution
of x is uniform and zero when all occurrences are in the same bin. This happens because,
for values smaller than 1, the negative of the logarithmic function favours lower values
and greatly penalizes high values, so, if the distribution is spread, there will be more
values close to zero and the entropy will be higher.
As was done for a single random variable, one can also define the entropy between two
random variables, x and y. Considering y segmented into M bins and pyj the probability











where pxyij = nij /N with nij being the number of occurrences of x in i, when y falls in j.
Using the joint entropy one can define the mutual information between x and y as:















again, following [118], one correction to 2.14 is:
MI∞(x,y) =MI(x,y) +
|L∗|+ |M∗| − |LM∗|+ 1
2N
(2.15)
where LM∗ is the set of pairs of bins that satisfy nij , 0.
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Equation 2.14 allows us to understand what mutual information is actually measuring.




j and H(x,y) = H(x) +H(y), which results in
MI = 0. Thus, mutual information is always greater or equal than zero and measures the
difference between the joint entropy when one assumes the two variables as independent
and the actual joint entropy. When the two variables are similar MI has its maximum
value and if the two variables are commuted the result is the same (MI(x,y) = MI(y,x)
because H(x,y) = H(y,x)), which means that MI gives no information about causality.
One way to introduce directionality (and hence possibly causality) in mutual information
is to introduce a time lag in one of the variables and calculate equation 2.14 for different
lags [144].
Transfer Entropy
Delayed mutual information does give us information about direction, but there is, how-
ever, another statistical method, also based on information theory, that was defined specif-
ically to measure the flow of information. This measure, called transfer entropy, was
introduced by Thomas Schreiber in 2000 [121]. Transfer entropy is based on the concepts
of transition probability and entropy rate. If a time series x can be approximated by a
stationary Markov process of order k then the time-conditional probability of finding x
in the state (or the bin, if we are still looking at the variable’s histogram) in+1 at time n+ 1
is independent of the state in−k . The entropy rate of x, then, measures how much entropy
x has, given the knowledge of its previous k states. Mathematically, the entropy rate of x




px (in+1, ..., in−k+1) lnp
x (in+1|in, ...in−k+1) (2.16)
Both mutual information and transfer entropy can be understood in the context
of the Kullback entropy [82], which might be expressed, for a given variable, as K =∑
i p
x(i) lnpx(i)/qx(i) where q(i) is the assumed probability distribution and px(i) the ac-
tual probability distribution. The Kullback entropy measures the error of assuming the
wrong probability distribution qx(i). Mutual information can, thus, be seen as the joint
Kullback entropy between two variables x and y, when assuming the two variables inde-
pendent or, mathematically, assuming that qxy(i, j) = px(i)py(j). Transfer entropy shall be
here defined too in the context of the Kullback entropy as Schreiber did in his paper. Let
us consider the following Markov property:
px(in+1|in, ...in−k+1) = pxy (in+1|in, ..., in−k+1, jn, ..., jn−l+1) (2.17)
The assumption of 2.17 when there actually is information flow from y to x, leads to
an error that can be measured by a conditional Kullback entropy, which in this case we




















where in and jn are, as before, the possible states of, respectively, x and y at time n. Also, a
shorthand notation i(k)n = (in, ..., in−k+1) and j
(k)
n = (jn, ..., jn−k+1) was here used as introduced
by Schreiber.
By measuring the deviation from property 2.17, transfer entropy attempts to measure
the information theory equivalent of Wiener’s causality. Thus, transfer entropy not only is
a directed measure, but also a model-free candidate to measure EC. For more information
on transfer entropy and its applications to neuroscience the reader is referred to [145,
151].
Non Linear Correlation Coefficient
In 1989 Lopes da Silva et al. [89] first used the non linear correlation coefficient to mea-
sure the relationship between EEG signals. The idea behind this coefficient is to consider
a given dependent variable, yn, of finite length N as a function of another variable, xn,
and calculate the fraction of the total variance of yn that can be explained by xn. This
measure is called η2 and to estimate it one can use the regression curve to estimate yn
from xn and calculate the unexplained variance of yn using the estimation errors. The
explained variance of yn is then calculated by subtracting the unexplained variance from
the total variance. The estimation of η2 is symbolized by h2.
To approximate the regression curve without assuming any relationship between the
two variables, a piecewise linear regression is commonly used. In particular, Lopes da
Silva et al. referred to a piecewise approximation of the regression curve by partitioning
the independent variable, xn, into L bins and connecting the points (yn,i ,xn,i |mid) in the
scatter plot of yn as a function of xn, where yn,i is the average value of yn in bin i and
xn,i |mid is the midpoint of xn in bin i. Let the function ŷn(xn) be the estimation of yn from
xn. The non linear correlation coefficient between xn and yn is calculated as:
h2xy =
∑
N (yn − yn)2 −
∑
N (yn − ŷn(xn))
2∑
N (yn − yn)2
(2.19)
The non linear correlation coefficient ranges between 0, when the two variables are
independent, and 1 when one is completely determined by the other. Also, it is a sym-
metric measure if the relationship between the two signals is linear and asymmetric, i.e.
h2xy , h
2
yx, otherwise. Also, one can calculate h
2
xy for different lags of yn and conclude a
possible causal relationship using the lag that maximizes the coefficient.
A summary of the methods mentioned here is shown in Table 2.1. Besides these ones,
there are several other metrics of FC and EC, such as Granger causality [61] and phase
locking value [14]. Though, one issue concerning any statistical method used to measure
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Table 2.1: Methods used to calculate FC and EC.
Methods Model Domain Directionality
Correlation Linear Time Domain Undirected
Coherence Linear Frequency Domain Undirected
Mutual Information Model-Free Time Domain Undirected
Transfer Entropy Model-Free Time Domain Directed
h2 Model-Free Time Domain Directed
brain connectivity is the possibility of extrapolating from it a method for measuring
its value between two neurological signals while controlling for the others, effectively
avoiding spurious dependencies that come from a simultaneous dependency on other
neurological signals, a characteristic only some possess.
Studies using linear methods still greatly outnumber the ones using non-linear meth-
ods1 and a number of reasons can be associated with that. The difference between the
number of available tools to measure each method, which is much higher for linear meth-
ods, might be one of the reasons. It might also be for comparison purposes or historical
reasons. In addition, linear methods are less complex and have been associated with
better robustness to noise (for a brief review on this matter see [20]).
From image acquisition to the determination of brain connectivity some steps might
come into place to organise, spatially label or reduce the amount of information to be
dealt with. The next Section will briefly cover this matter.
2.2.4 Image Registration and Brain Parcellation
Every brain is different. While some might be reasonably similar, others, like the ones
from adults and children, are quite distinct. Due to this variability, defining regions in the
brain is not as easy as applying the same three dimensional mask on every brain. Besides
inter-subject variability, imaging techniques such has fMRI have low image resolution
which hinders the identification of some brain constituents. Efforts to solve both these
issues have been boosted in recent years by the fast increase in computational power
and in vivo imaging techniques. Furthermore, not only is a consistent method needed to
define regions in the brain, but the regions should also not be defined randomly. Image
registration in a standard space and parcellation with brain atlases are two common
preprocessing steps used to diminish anatomical variability and to consistently define
meaningful brain regions.
1A search on PUBMED for papers using linear correlation as a connectivity measure was made with the
terms: (“brain connectivity” OR “functional connectivity”) AND (correlation OR cross-correlation) NOT
(“non-linear correlation” OR “non linear correlation”) revealed 325 results in 2016 while a search for papers
using non-linear methods to measure connectivity with the terms: (“brain connectivity” OR “functional
connectivity” OR “effective connectivity”) AND (“Granger causality” OR “mutual information” OR “transfer
entropy” OR “phase locking value” OR “generalized synchronization” OR “phase synchronization” OR
“non-linear correlation” OR “non linear correlation”) revealed 102 results in the same time period.
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Image registration is made, for instance, using an algorithm that iteratively applies
a transformation model to an anatomical or a functional image (the source or moving
image) until a specific threshold of correspondence with a reference (or fixed) image is met
[58]. Registration of brain images is usually made into a standard high resolution brain
template or atlas to allow not only functional localisation but also comparison between
subjects, by diminishing the inter-subject brain anatomy variability. Some brain atlases
automatically label different regions of the brain, such as the widely known Automated
Anatomical Labeling (AAL) atlas [141] which defines 116 regions. In this study, what
interests us mostly is what the common practice in fMRI data is and as such, we shall
now focus on image registration and brain parcellation of fMRI volumetric data. For
general information on brain atlases, templates and their associated image and volume
registration techniques, the reader is referred to e.g. [58, 143].
As previously stated, functional imaging, whether from fMRI, PET or Single-Photon
Emission Computer Tomography (SPECT), deals at a fundamental level with the trade-
off between temporal and spatial resolutions. Image registration relies on the quality
of the source image for an accurate identification of the features needed to analyse its
correspondence with the reference image. Because of the temporal resolution needed for
functional imaging, and particularly for fMRI, the spatial resolution of these techniques
does not serve this purpose in most cases. Nonetheless, functional to anatomical regis-
tration i.e. registration of a subject’s functional image to his corresponding anatomical
image, can still be accurately made because both images represent the same anatomical
structure. Taking advantage of this, functional to template or atlas registration is possi-
ble by registering the functional images of interest to an anatomical image of the same
brain and afterwards by applying the transformations needed to pass the high-resolution
anatomical image to the wanted template or atlas, to those functional images [59]. Once
registered to an atlas, or to an atlas space, the fMRI volumes become effectively parcelated
or ready to be parcellated.
For FC or EC studies, the brain should ideally be parcellated in such a way that the
time series of each voxel somewhat represents the general activation pattern [154] or the
FC patterns [33] of the region in which it is included. Because every subject has its own
activity and connectivity patterns, constructing an atlas based on this criterion is not
an easy task, but some attempts have been made e.g. [37]. When using the statistical
methods mentioned in Section 2.2.2, calculating the dependencies between the time series
of every voxel of the brain in the fMRI volume can be computationally expensive. Thus,
combining the time series of each region’s voxels is a way of effectively diminishing the
dimensionality of the data and, therefore, the computational cost of the process. Typically,
the time series of each region is determined by averaging the time series of every voxel
that constitutes it.
In summary, image registration normalizes each brain to a given template, allowing
the automatic definition of a given number of Regions Of Interest (ROIs). The time
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series of each Region Of Interest (ROI) can, then, be extracted by voxel-wise time series
averaging and the subject’s brain connectivity determined by calculating the statistical
dependencies between each extracted ROI with a given multivariate analysis method.
Thus, if a brain is constituted by n voxels in a given fMRI volume and the used atlas
has m ROIs, after time series extraction for each ROI we pass from n, to m time series.
The dependency values between all n time series (n × n values to be calculated) can be
organized in a matrix, called FC matrix. Thus, by extracting a single time series for each
ROI, the number of dependency values to be calculated is reduced by n2 −m2 values.
Even under the same conditions, each person has its own structural and connectiv-
ity patterns and one of the paradigms in neuroscience is to find a way of using this
information to find consistent differences between groups of subjects, that would allow
technicians to use these techniques for diagnostic and prognostic of neurological diseases.
One possible technique that can be used to find group differences in the patterns of brain
connectivity is ML.
2.3 Machine Learning
In many ways computers are like brains, both are systems that constantly receive input
stimuli, convert them into electrical signals and process that information for storage
and/or to produce an output. Despite their similarities, one area in which brains and
computers are still quite different, is in the process of using the information they receive
as experience to learn something new. ML can be described as the area of computer
science responsible for making methods capable of detecting patterns in data and use
them as experience to make future predictions [99, pp. 1-2].
Learning can be supervised, unsupervised, semisupervised or by reinforcement. In
this text the first two types are going to be briefly described but the focus will fall mostly
on the first. What distinguishes the type of learning is how the learning set, or the
training set data is presented to the implemented algorithm. For supervised learning, the
sample is given as a pair {xi , yi}, i = 1, ...,N , xi ∈Rn where N is the number of data points,
usually subjects in neuroscience, n is the number of features per data point such as the
age of each subject and yi is a categorical or real-valued variable, called the label of the
corresponding data point. The goal of supervised learning is to find an association rule
between the points in the input feature space Rn and values of yi . Thus, if a prediction
is going to be made following those association rules, that prediction is of the same type
as the label yi . This means that the prediction can only be one of the values of yi if
yi is categorical, or a real number if yi is real-valued. The former case, in which yi is
categorical, is called a classification task and the latter is called a regression task. When
the label is not provided and the task is to group data points that share a given number
of features, the learning is said to be unsupervised.
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2.3.1 Supervised Machine Learning Algorithms
Classification tasks generally have the same work-flow: data gathering, assembly of repre-
sentative training, validation and test sets, choosing a learning algorithm for classification,
parameter tuning in the validation set and finally model evaluation in the test set. Several
algorithms can be used for supervised learning, some are instance based e.g. K-Nearest
Neighbours (K-NN) [85], others are model based e.g. logistic regression [99, pp. 21-22].
In neuroscience, Support Vector Machine (SVM) [35] and Deep Learning (DL) algorithms
are commonly used for classification and regression tasks (see for instance [90, 130]).
Even though DL is of great interest for neuroscience, in this text it is not going to be
covered because it was not used in this study. For a review of DL see e.g. [86] or for a
book e.g. [60]. Next, SVMs are going to be introduced as well as ensembles of decision
trees, which have been applied with success in classification tasks.
Support Vector Machines
In 1995, Cortes and Vapnik [35] introduced a new supervised and model based learning
algorithm which draws linear decision boundaries based on the so called large margin
principle. It was introduced for two class classification problems but has since been
generalized to multiclass and regression problems, however, here it is only going to be
considered the two class case. This algorithm was then called support vector networks
by the authors and is now referred to as SVM. The previously mentioned large margin
principle states that, of all decision boundaries that linearly separate two classes in the
feature space, the best is the one that maximizes the margin between the boundary and
the closest point to it, i.e., the one that maximizes the distance, r, to the closest point,
measured orthogonally from the boundary defined by the discriminant function [99, p.
501].
In model based supervised learning, the discriminant function is a function, say
f (xi ,α), where α are its free parameters, that maps the values in the feature space to
estimated label values: ŷi = f (xi ,α). The ultimate goal is to find the values of α for which
f (xi ,α) maps every data point to the correct label, while providing a good generalization
to new data points. For two class classification, the sign of the discriminant function
decides on which side of the boundary each data point stands (positive value corresponds
to a given label and a negative value to the other label; the decision boundary is defined
by f (xi ,α) = 0). As previously said, in an SVM algorithm, the discriminant function
is linear f (x) = wT · x + b, where w is a vector normal to the hyperplane and b is the
translation constant that controls the distance from the hyperplane to the origin. In this
algorithm, the discriminant function should not only correctly map every point, but also,
following the large margin principle2, draw a decision boundary that maximizes r or,
2For the sake of clarity, the margin of the decision boundary is the set of points of the input feature space
that satisfy the condition |d| ≤ r, where d is the orthogonally measured distance from a given point to the
decision boundary.
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differently put, that minimizes ‖w‖ given that r = f (x)/‖w‖. If we assume yi = 1∨ yi = −1
and ysf (xs) = 1, where s is the index of the data point closest to the decision boundary,





‖w‖2 s.t. yi(wT · xi + b) ≥ 1 ∀i (2.20)
The minimization is on 12‖w‖
2 and not on ‖w‖ to simplify the derivative, which be-
comes just w, and to make it differentiable at w = 0 [57, pp. 145-165]. The data points
that define the largest margin size are called support vectors and are the ones with index
s, for which the equality in 2.20 holds.
There are two problems with an algorithm that only applies the large margin principle
to a linear discriminant function, while having the correct value of sign{f (xi)} for every
xi . The first problem is that most classes are not linearly separable. In such cases, the
constraint imposed on the sign of f (xi) yields no solutions to the minimization problem
(the constraint is never satisfied). To overcome this, Cortes and Vapnik introduced a slack
variable, ξi , that measures how much xi can violate the pre-defined margin. In the previ-
ous binary context, ξi = 0 if xi is on the correct margin boundary or outside the margin
but on the correct side of the decision boundary and ξi = |yi −f (xi)| otherwise [99, p. 501].
The objective is now to minimize 12‖w‖








ξi s.t. ξi ≥ 0, yi(wT · xi + b) ≥ 1− ξi (2.21)
where C is a constant.
The construction of the optimal hyperplanes is a convex quadratic programming
problem [35] and the steps to its solution are not going to be covered here.
It was said that there were two problems with the mentioned algorithm, the first can
be solved with the introduction of slack variables, but the discriminant function is still
linear. To produce non-linear discriminant functions in the original feature space one
might do a non-linear mapping of xi from the original feature space to a high dimensional
feature space and solve equation 2.21 in that high dimensional space. Computationally,
however, this process can be very expensive. One way of going around this issue is by
using the so called kernel trick in the corresponding Lagrangian dual problem which has
the same solution of the primal problem (equation 2.21) in the given conditions3. The

















αiyi = 0, 0 ≤ αi ≤ C, ∀i (2.22)
where αi and αj are the Lagrange multipliers. After finding the minimal α one can
calculate wmin and bmin using [18, pp. 334-335]:
3The inequality constraints and the objective function are convex and the former are continuously differ-


















where M is the set of indices of the data points that satisfy 0 ≤ αi ≤ C, S is the set of
indices that correspond to the support vectors, which in this case are the ones that satisfy
yif (xi) = 1− ξi and | · | is the cardinality of the set.
When using a mapping function, say φ(x), the dot products in equations 2.22 and
2.24 can be replaced by φ(xi)T ·φ(xj ). The kernel trick consists in using a Mercer kernel
function, κ(xi ,xj), to calculate the dot product κ(xi ,xj) = φ(xi)T · φ(xj) only using the
original vectors xi and xj [99, p. 481]. This means that even if the function φ(x) maps to
a very high dimensional space, the computational cost is similar to the linear case in the
original feature space.
The polynomial and the Radial Basis Function (RBF) kernels are two examples of
Mercer kernels. The former allows one to work with mapping functions that originate
features by multiplying the original features with each other and the latter allows one
to work with functions that map to infinite dimensional spaces [99, pp. 481-482]. RBF
kernels are widely used in SVM algorithms and consist of Gaussian kernels of the form:




where γSVM defines the width of the gaussian function.
It should be noted, lastly, that the determination of the discriminant function depends
only on the support vectors and that its shape depends on the parameter C of function
2.21 and on the parameters of the kernel. High C values result in fewer margin viola-
tions but smaller margins and low C values result in the opposite. Because the decision
boundary only depends on the support vectors this algorithm is memory efficient. Also,
because of this, its performance might not be affected by the number of features [91].
Ensembles of Decision Trees
Classification based on a decision tree is made as follows4. The most discriminant feature
of the original feature set is estimated and used as the root of the tree, from where the
classification starts. By looking at the values of the root feature for each class, a self-
complementary set of equality and/or inequality rules is put together with the goal of
separating the existing classes as well as possible, using only the root feature. The process
of creating rules from a given feature is called branching because each rule is going to
correspond to given branch of the tree. Based on the separation of instances motivated by
4To simplify the explanation, the text refers to non oblique decision trees, which means that each node
refers to a single feature. If interested in oblique decision trees, the reader is referred to [68].
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the first branching, a class might be attributed to every data point that follows that rule,
graphically, this corresponds to having a “leaf” at the end of the branch that corresponds
to that rule. Instead of class attribution, a new set of rules might further divide one of
the previously established fractions. This is made by creating a new set of rules based on
the values of the feature that best discriminates the classes in the corresponding fraction.
Again, graphically, this corresponds to the root branching to a node (the new estimated
feature) and that node further branching into new nodes or leaves. This process can be
repeated until every instance is correctly classified.
It is easy to identify the main issues concerning a decision tree. The first is node
estimation, that is, the process of finding the most discriminant feature. There are several
metrics used to estimate the most discriminant feature given a sample. Some of the
most commonly used are Gini impurity [23] and information gain [113]. There are two
other issues: how to derive the rules to separate the classes and the tendency of decision
trees for overfitting. If one allows a decision tree to indefinitely grow, all instances of
the training set, xi , will be correctly classified as long as the label of xi is unique for
all i. There is, however, a good chance of a fully grown decision tree to be overfitting
the sample. A classification algorithm, or classifier, is said to overfit a given subset of a
sample, if there is a different learned hypotheses that classifies that subset with a larger
error but classifies the whole sample with a smaller error [91]. Some techniques, such
as limiting the growth or pruning the fully grown tree [43] can be used to reduce the
overfitting problem.
Ensemble methods combine the classification of several algorithms to make a final pre-
diction. In case the combined algorithms are decision trees, these classification methods
are called ensembles of decision trees. Examples of these type of classifiers are AdaBoost
[50], Gradient Tree Boosting [52] and the Random Forest (RF) algorithm. As previously
said, a decision tree cannot be grown to indefinite complexity. While pruning and growth
limitation improve generalization to new datasets, they most often result in much lower
accuracies in the training set. Ensembles of decision trees are an attempt at allowing
high complexity, enabling, thus, good accuracy in the training set, while providing good
generalization rules [31]. One of these methods, RFs, introduced in 1995 by Ho [70] and
complemented by Breiman in 2001 [22], was used in this study.
In short, RFs combine the predictions of several decision trees, each called an estima-
tor, constructed using randomly selected subspaces of the original feature space in each
node [22]. This creates a group of decision trees, each with its own set of classification
rules. Also, a technique called bagging is combined with a random feature subspace for
further variability of the classification rules for each estimator. Bagging consists in draw-
ing subsets from the training set with replacement [21]. Each estimator is then trained
in a new training subset. The ensemble’s prediction is usually made by voting of each
estimator [70].
To make predictions, decision trees and RFs often use only a subset of the total number
of features, also, they can use some features more than others or use some closer to the root
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and others closer to the leaves, which means that they establish different importances
for different features. This allows one to use decision tree based methods for feature
selection, a topic to be developed next.
In neuroscience, it is common to have a large amount of information about a small
number of subjects. In classification or regression tasks this translates to very high di-
mensional feature spaces and few instances. The performance of classifiers usually tends
to degrade as data dimensionality increases [73], because the density of data points in
the feature space decreases with increasing number of input dimensions. For instance,
using the distance between data points as a similarity measure can possibly no longer
be meaningful in high dimensional spaces because in such cases the ratio between the
distance of an object to its nearest and its farthest neighbour approaches one [6]. Another
consequence of high dimensional feature spaces is higher risk of sample overfitting [71].
The difference in the behaviour of data in high dimensional spaces in respect to its be-
haviour in low dimensional spaces is usually referred to as the curse of dimensionality
[16].
2.3.2 Dimensionality Reduction and Feature Selection
Solutions to the curse of dimensionality in ML consist in dimensionality reduction and
feature selection. Dimensionality reduction lies on projecting the data into a lower di-
mensional hyperplane while keeping the majority of the information. Probably the most
common algorithm for dimensionality reduction is Principal Component Analysis (PCA)
[77, 126], which finds a new basis to express data by making linear combinations of
the original basis, with the assumption that important structures have high variance val-
ues. The components of the new basis are organized by descending order of importance,
being the first, thus, the one that explains the largest ammount of variance. Dimension-
ality reduction techniques can reduce redundancy in data and possibly noise, however,
most of the times, the new representation makes it difficult to draw conclusions about
the influence on classification of a given feature of the original feature set. The goal of
feature selection is to find (possibly the smallest) subset of features that most benefits
classification.
Supervised feature selection techniques (feature selection techniques that use label
information) can be divided into three types [101, 119]: filter techniques, wrapper tech-
niques and embedded techniques. Filter techniques are based on statistical measures such
as t-tests and ANOVA, that test the null hypothesis of the mean values of each class of a
given feature being equal. Both of these statistical tests are very popular and have been
used for feature selection in neuroscience. The major downside of filter techniques is that
they consist mostly in univariate methods. It is expected for most of the patterns present
in high-dimensional data to arise from the relationship between 2 or more variables.
Thus, it is possible for one feature to not give any insight on how the classes differ from
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each other, by itself, but that its relationship with other variables allows us to perfectly
separate the classes.
Wrapper techniques for feature selection are based on classifiers and can be of for-
ward selection or backward elimination [101]. These include iterative methods based,
respectively, on gradual incrementation of features into the feature space in each iteration
or gradual elimination of features of the original feature space, in each iteration. The
choice of which features to add or remove in each iteration is usually made by comparing
the classification performance using an initial feature space (possibly empty in forward
selection), with the classification performance using the initial space plus or minus a
given subset of features. Rules to stop the iterative search can be based on a previously
fixed goal for the number of features or the cycle can continue while a given threshold of
classification accuracy increment is being surpassed in each iteration.
Lastly, embedded feature selection techniques use models of supervised ML algo-
rithms or make restrictions on them. One example is to force, in a given classifier model,
the weights associated with certain features to be zero (L1 regularization). Embedded
feature selection techniques include the very popular Least Absolute Shrinkage and Se-
lection Operator (LASSO) technique [137, 138], the Elastic Net [159] and the partial least
squares method.
2.3.3 Classifier Evaluation
Following classification, one would want to estimate how well the classifier would per-
form outside the data used to derive the decision boundary, that is, an estimation of the
classifier’s generalization ability. To achieve this, k-fold cross-validation is usually used
due to its simplicity and because it guarantees that every data point is used once to test
the classifier. In short, k-fold cross-validation consists in randomly dividing a sample into
k fractions and making k classifications using in each one a different fraction as the test
set and the other k−1 fractions as the training set. The training set is the fraction of the
sample used to derive the decision boundary and the test set is the fraction of the sample
used to evaluate the generalization ability of the classifier. Typical values of k are 5 or
10. When k =N , where N is the number of data points of the sample, the training set is
the whole sample minus one element which serves as the test set. The particular case k
= N is called Leave-One-Out (LOO) cross-validation. Because the number of elements
in the training set is as high as it can possibly be, LOO cross-validation is expected to
result in better predictions. Also, one advantage of LOO cross-validation over any other
kind of k-fold cross-validation is the elimination of performance variability across trials
coming from the random splitting of the data that happens in the cases where k < N .
Thus, comparison of classification performances between studies or between different
classifiers on the same sample are more reliable when LOO cross-validation was used in
both cases for model evaluation.
To get a general idea of the classifier’s performance in the test set, the simplest and
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most intuitive measure one can use is the prediction accuracy, which is the fraction
of correct predictions made by the classifier. Accuracy is almost always reported in
classification studies and is often the only measure reported in abstracts. Probably, the
major downside of accuracy is its bias regarding the sample skewness. A classic example
that illustrates this is a two class sample with 90 elements of class A and 10 elements of
class B. A classifier that predicts always class A would achieve an accuracy of 0.9. Thus,
when analysing accuracy reports one should always take in consideration how the classes
are balanced.
In two class classifications, a more complete view of the classifier’s performance can
be achieved using a confusion matrix, which reports the number of True Positives (TP)
and False Positives (FP) and the number of True Negatives (TN) and False Negatives (FN)
(type I and II errors)5. In fact, it is such an important element in performance analysis
that most measures, including accuracy, are simply ways to summarize or highlight some
of the information it contains.
Precision, also called positive predictive value, measures how many data points pre-





The True Positive Rate (TPR), also called sensitivity or recall, measures how many





In medical context, if the negative class is considered as the healthy class, good TPR is
very important since the goal is to completely eliminate FN. Both of these measures are
defined to evaluate estimations on the positive class, but similar measures can be defined
for the negative class. The f-measure is used to integrate information about the classifier’s
precision and TPR and is defined as their harmonic mean [98, p. 283]:
Fm = 2
precision · T PR
precision+ T PR
(2.28)
Again, the f-measure is biased because it only takes into account variations in the pos-
itive or the negative class, but not in both simultaneously. One way to achieve a measure
that can evaluate predictions on both classes and that takes into account the data’s skew-
ness is to average f-measure and its correspondent when the positive and negative classes
are interchanged. This average can be weighted or not, in which cases this measure is
called micro-averaged f-measure or macro-averaged f-measure [140], respectively. In two
class classification, micro-averaged f-measure equals accuracy. If a random prediction is
going to be made, while taking into account the weights of each class, then, the expected
5In two class classifications, one class is usually called the positive class and the other the negative class,
hence the true/false positives/negatives notation
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value of the macro-f-measure is 0.5. There are, however, two setbacks of using macro-
or micro-f-measures to evaluate the classifier’s performance. First, they are not easy to
interpret and second the macro-averaged f-measure is not defined when the classifier
always predicts the same class.
Several other measures can be defined using the confusion matrix and most can be
found in [110]. Also, by changing the discriminant function threshold, TPR vs False
Positive Rate (FPR)6 curves, also called Receiver Operating Characteristics (ROC) curves
[161], as well as precision vs TPR curves, are very common to evaluate binary classifica-
tions. The Area Under the Curve (AUC) is used to summarize the information about the
ROC curve and, as the name indicates, measures the area under the ROC curve. A perfect
classifier has an AUC = 1.
One aspect that should be taken into account when evaluating a classifier’s perfor-
mance is that when an extrapolation to “real world” applications is intended, often not
all prediction errors have the same importance. An example is in classifications of pa-
tients vs Healthy Controls (HC), as was previously mentioned. A cost can be attributed
to each error and organized in cost matrices, and, then, the cost of a classifier’s prediction
can be determined using that information.
The generalization ability and performance of a classifier depend on the value of its
parameters. Parameters should be chosen to optimize generalization to new data, not the
performance on the training data, though both are intimately connected. Parameters are
specific to each supervised algorithm but usually at least one per algorithm controls the
complexity of the model. Even in linear models one can control the model complexity
by forcing the decision boundary to pass through the origin of the feature space or its
slope to be limited within a range of values. In an ideal case, a perfect separation in the
training set would mean a perfect generalization rule. Though, that is almost never the
case due to the statistical outliers. If the training set is not representative of the whole
sample, the decision boundary built based on it will not generalize well to new data. The
optimal parameters are the ones that allow the model to ignore the outliers and focus on
the data points that represent the whole sample.
Choosing the optimal parameters is often a heuristic task. First, one should choose
which performance measure to optimize. This can vary depending on the application
but most commonly the chosen one is accuracy. If a trial and error approach is chosen
to tune the parameters, one has to decide in which fraction of the whole sample to do
this. The vast majority of the time this is done in the test set. It is easy to understand why
this leads to a positive bias in the evaluation of the classifier. By using the test set to find
the optimal parameters, one is using information of the test to draw a decision boundary.
When the classifier is tested in new data, it is expected to have a lower performance than
that estimated in the test set because the parameters are chosen to optimize results in the
test set [110]. In this context, one can conclude that k-fold cross-validation leads to biased
6The FPR is defined in the same way as the TPR but with the number of FP in the numerator
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results. To avoid this, a different fraction of the whole sample should be used to test the
data and to tune the parameters. This new set is usually called the validation set. One
alternative to cross validation is to randomly split the data into a test set and a different
subset. In this subset one could fraction it in k parts and do k-fold cross-validation to
tune the parameters in the now called validation fold. The training would be done in the
other k−1 folds. The results achieved with this technique rely too much on the first split
which can be composed of data points harder or easier to classify than average. There is,
however, a computationally costly alternative to this, called nested cross-validation [98,
pp. 272-275].
Nested cross-validation randomly divides the data in K folds, then, at a time, each of
these K folds serves as the test set. The other K−1 folds are grouped and divided in k folds
and regular k-fold cross-validation is used for parameter tuning. After classification in
the test set with the parameters found in cross validation, a different fold of the set of K is
chosen as the test set and the parameters are again tuned by k-fold cross-validation in the
other K-1 folds. The procedure is repeated for all K folds. K-by-k nested cross validation
is, thus, a series of k-fold cross-validations inside a K-fold cross-validation. Besides its
computational cost, this technique provides K different classifiers and the choice of which
of them to use in new data is not straightforward. Besides that, in small samples, the
training and test set can become too small to provide reliable classifiers and performance
evaluations, respectively.
Finally, facing the variability of the classifier’s performance one could use statistical













Unlike most medicine branches, psychiatry still classifies mental disorders based on ex-
ternal clinical signs [78]. The main reason for this comes from the difficulty of finding
cause-effect relationships in such disorders [39]. Functional and structural connectivity
have been at the center of a significant portion of the efforts to gather the knowledge
needed to close this gap, with the hypotheses that some of these neurological and psychi-
atric disorders are caused by disruption of connectivity between brain regions [54, 69].
As already mentioned, one possible path to find connectivity pattern differences between
groups is classification through ML.
FC and EC, in particular, have been used extensively as feature extraction techniques
from neuroimaging data for classification purposes. Using features originated from FC
and EC, several studies using ML techniques to separate HC from patients, have been
done for many mental disorders: autism [8, 102, 109], schizophrenia [9, 27, 32], Major
Depressive Disorder (MDD) [76, 155, 156], Alzheimer’s Disease (AD) [75, 157], Obsessive-
compulsive Disorder (OCD) [12, 123, 125], dyslexia [51] and ADHD [41, 56, 88, 115, 148],
though, in almost all of them, the constructed classifiers were evaluated in small test sets.
The first classification of ADHD vs controls using rs-fMRI was made by Zhu et al.
[158] using regional homogeneity, which is a local measure of synchrony of brain activity,
in 9 ADHD patients and 11 HC, achieving 85% accuracy. Since then, other studies using
rs-fMRI have been made, some already referred previously [41, 56, 115, 148], as well as
studies using structural MRI [74, 107] and task fMRI [66, 67].
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3.1 Classification of subjects in the ADHD-200 and ACPI
databases
To allow studies in larger datasets and testing without bias, a global competition [4, 15]
called ADHD-200 occurred in 2011 which made available preprocessed rs-fMRI and
structural MRI data of 973 individuals with a predefined test set [15]. Data from this
dataset was made available by several acquisition sites, particularly by: the KKI (train
and test sets), the NeuroIMAGE (train and test sets), the NYU (train and test sets), the
OHSU (train and test sets), the Pittsburgh (train and test sets), the Peking (1- train and test
sets 2- and 3- train set), the BROWN (test set) and the WashU (train set) sites. Accuracy
performances resulting from the competition were around 61% [44, 153].
Later classifications using ADHD-200 rs-fMRI data almost always used only a subset
of the whole dataset. Some examples of authors that classified ADHD vs HC using data
from the ADHD-200 dataset include: Ge et al. which achieved a maximum of 90%
accuracy on a balanced dataset with 40 subjects sampled from the NYU dataset, using
LOO cross-validation [56]. These authors used FC calculated using Pearson’s correlation
coefficient to extract the features and used an SVM classifier with a RBF kernel. Qureshi et
al. [115] used voxel-wise FC for feature extraction and achieved 71% 3-way (HC vs ADHD-
C vs ADHD-I) accuracy with a 10-by-10 nested cross validation using a hierarchical
extreme machine learning classifier [135] and 67% using an SVM classifier in a sample
with 60 ADHD patients and 30 HC. Judging by the results available in the literature,
it seems that using the ADHD-200 test set to evaluate the classifier has a big impact
on its performance measures. For instance, Hao et al. used the training and test sets
of three acquisition sites and classified them independently [64]. The used sample had
ADHD+HC balances in the test set of 29+12, 23+27 and 3+8 subjects, and 4-way (HC
vs ADHD-C vs ADHD-I vs ADHD-H) classification accuracies in each were 49%, 54%
and 73% in the datasets from the NYU, Peking-1 and KKI sites, respectively. Dey et al.
[42] achieved 4-way accuracy values of 54% in the KKI’s test set and 48%, 82% and 59%
in the NeuroIMAGE, OHSU and Peking-1 test sets from the ADHD-200 sample. Table
3.1 presents a summary of the classification studies that used data from the ADHD-200
database.
Another publicly available dataset with rs-fMRI data from subjects with ADHD and
HC is the ACPI dataset [1]. Studies using this dataset are scarcer than the ones using
data from the ADHD-200 sample and, in fact, only one study [93] reported ADHD vs HC
classification results. This study used 126 subjects, 86 with ADHD, from the Multimodal
Treatment of Attention Deficit Hyperactivity Disorder 1 (MTA 1) subsample [95]. These
authors achieved a macro-averaged f-measure of 0.51 using FC calculated with the Pear-
son’s correlation coefficient and 0.58 using FC calculated with dynamic time warping [93],
while using an SVM classifier and achieved 0.44, and 0.60 when using a LASSO classifier.
From the previously mentioned results, one can conclude that some differences in
brain activity between patients with ADHD and healthy subjects have been found, in
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particular when analysing brain connectivity derived from rs-fMRI. Some differences
include the connectivity between frontal areas and the cerebellum [41] and also regional
homogeneity in the prefrontal cortex and the anterior cingulate cortex [158]. Nonethe-
less, good generalization ability to larger and more heterogeneous samples has not been
frequently achieved, as can be concluded from results using the predefined ADHD-200
test set. Up to now, the exception seems to be a study by Deshpande et al. [41]. The
authors used 744 rs-fMRI volumes from HC and 433 from subjects with ADHD, prepro-
cessed with the Athena pipeline [11]. Then, they calculated connectivity between regions
obtained with the atlas developed by Craddock et al. [37] using four statistical methods:
Granger causality [61] (model order 5), kernel Granger Causality [92], correlation be-
tween probabilities of recurrences [116] and correlation-purged Granger causality [40]. A
t-test was used to select the 200 most significant features of the four connectivity matrices.
These features were used for classification with a Fully Connected Cascade (FCC) Artifi-
cial Neural Network (ANN) classifier. Using LOO cross-validation the authors reached
90% accuracy when classifying ADHD-C vs HC and when classifying ADHD-I vs HC.
The authors also performed classification using an SVM classifier with an RBF kernel
with “infinite” C and γSVM = 11. Unfortunately, results with the SVM classifier were only
reported in a form of graph and, therefore, exact accuracy values are not available.
Results as the ones from Deshpande et al. lead one to think that making feature
selection from a bigger set of features can have a significant impact on classification
performances and also, if those features are biologically inspired, on the discovery of what
biological causes underlie a given mental disorder. As seen in the theoretical background
(Chapter 2), statistical methods to measure FC and EC focus on or highlight different
aspects of the statistical dependency between the activity of different brain regions, and
combining them might have a positive impact on classification performance, as was the



























Table 3.1: Summary of classifications using rs-fMRI in the ADHD-200 dataset.
Test size ADHD+HC Features FC FS Classifier Evaluation Accuracy* (%)
ADHD-200 competition [44] 350+554 multi. multi. multi. multi. PTS HCvsADHD: 61 (max)
Ge et al. 2015 [56] 20+20 ROI PCC yes SVM LOO-CV HCvsADHD: 90
Qureshi et al. 2017 [115] (30+30)+30 ROI PCC yes SVM, H-ELM 10-by-10-CV HCvsADHD-IvsADHD-C: 71
Hao et al. 2015 [64] NYU, Peking-1, KKI ROI no yes DBaN PTS HCvsADHD-CvsADHD-IvsADHD-H: 49-54-73
Kuang et al. 2014 [81] NYU, NeuroImage, OHSU, Pittsburgh ROI no yes DBaN PTS HCvsADHD-CvsADHD-IvsADHD-H: 37-44-81-56
Dey et al. 2014 [42] KKI, NeuroImage, OHSU, Peking-1 GD no yes SVM PTS HCvsADHD: 55-48-82-59
Deshpande et al. 2015 [41] 433+744 ROI GC+CPGC+KGC+CPR yes FCC-ANN LOO-CV ADHD-C vs HC: 90, ADHD-I vs HC: 90
Wang et al. 2013 [149] 23+23 ROI ReHo yes SVM LOO-CV HCvsADHD: 80
FS, feature selection; multi, multiple; PCC, Pearson correlation coefficient; GC, Granger Causality; CPGC, correlation-purged Granger causality; KGC, kernel Granger causality; CPR, correlation between probabilities
of recurrences; GD, graph distances; ReHo, regional homogeneity; H-ELM, hierarchical extreme learning machine; DBaN, deep Bayesian network; FCC-ANN, fully connected cascade artificial neural network; PTS,
predefined test set of the corresponding acquisition sites; ADHD-I, ADHD inattentive type; ADHD-H, ADHD hyperactive type; ADHD-C, ADHD combined type. *Values are in the same order the test sets were
presented.
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3.2 Comparison of Statistical Methods for Brain Connectivity
Estimation
Comparisons on brain connectivity measured with different statistical methods are scarce
and to the author’s knowledge, in fMRI, it was only done systematically in simulated
data. Smith et al. [127] provided an interesting discussion on how one can try to compare
FC and EC measured by different methods considering the subjective nature of their
definition. As was very well questioned by the authors: “If one method identifies a
pattern of connectivity in a dataset that another method fails to find does this indicate
the first method is superior? If two methods identify a similar pattern of connectivity in
the same dataset, does this indicate the connectivity is more likely to exist?” [127, p. 2].
A different group [129] simulated several rs-fMRI data using Dynamic Causal Modelling
(DCM) [53] varying the amount and type of noise in each simulation. To recover the
simulated connections, 20 statistical methods were used including correlation and partial
correlation, partial correlation via inverse covariance, coherence, general synchronization,
mutual information, Granger causality, Patel’s conditional dependence [105] and several
Bayes net models. The authors concluded that in data without added noise, Bayes net
models and both partial correlation methods perform better based on the results achieved
in the simulated data, while Granger causality performed the worst. Patel’s conditional
dependence was the method that best recovered causality direction. In data with more
that 50 nodes (would correspond to 50 voxels or ROIs in real data, for example) Granger
causality results were not reported due to the implied computational cost, which seems
to be one of the major downsides of this method. In terms of other variants, connectivity
recovery was best for longer simulated time series and the most confounding factor was
mixing of several ROIs’ signals, which was an attempt to simulate the effect of defining
ROIs that do not represent the actual functional boundaries. Also, the authors noted that
measuring causality using lag-based methods should be done with caution since this kind
of relationships can be blurred or created by specific haemodynamic patterns.
Similarly, Wang et al. compared several statistical methods in simulated fMRI data
[147], again using DCM, and EEG data using a convolution-based neural mass model
[94]. The authors used 42 statistical methods, most being directed and/or partial vari-
ants of correlation, coherence, Granger causality, mutual information, transfer entropy
and non-linear correlation [89] (h2). Using the correctly identified connections as true
positives and the incorrectly identified connections as false positives, the authors plotted
the ROC curve for each method and measured the AUC to evaluate performance. Each
method was tested for different temporal window sizes, overlap between windows and
other method-specific parameters in order to find their optimal values. Contrarily to the
results of Smith’s study, without noise, Granger causality based methods performed the
best on fMRI data and also, Fourier based coherence and transfer entropy achieved good
results even for small window sizes. Again, Granger causality was noted for its very high
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computational cost when compared to every other method1. Linear relationships were
also simulated and mutual information and h2, two non-linear methods, did not perform
well in those cases. Though, biological relationships seem to rarely be linear. Also, op-
timal size window when calculating FC or EC from fMRI data was higher than 100 s in
all reported methods, and optimal fMRI session length was higher than 1000 s. No infor-
mation about optimal model order for Granger causality or Multivariate Autoregressive
(MVAR) based methods nor about optimal maximum delay for lag-based methods was
given for fMRI data. Wang et al. attributed the difference between the results obtained
with Granger causality in both studies, to the weak connection strength of the simulated
connections in Smith’s study or to the different parametrization used by them. In both
studies, the most commonly used FC measure in neuroscience - correlation - performed
reasonably well even in signals with simulated noise.
3.3 Impact of Feature Selection in Neuroscience
As was said in Chapter 2, feature selection techniques are expected to lead to better
generalisation abilities if a good selection is made, because high dimensional data is not
handled well by most classifiers and neither are “noisy” features, which tend to mis-
lead them. This issue has been recently tackled by Chu et al. [29] for anatomical MRI
studies, which concluded that in such cases feature selection does not always improve
classification performance. fMRI data has even higher dimensionality and the need for
dimensionality reduction in such cases might give more importance to feature selection
techniques. Two examples that seem to confirm this hypothesis are the study from Crad-
dock et al. [36] which introduced two feature selection techniques and verified that those
methods diminished prediction error relative to no feature selection. The same was found
by Wang et al. [150], which also introduced a new method for feature selection based on
mutual information. Better evidence for this conclusion and particularly for classification
in the ADHD-200 dataset was provided in [55]. The authors discussed the importance
of feature reduction techniques in rs-fMRI data for classifications distinguishing ADHD
vs HC groups and classified independently data from the KKI, NeuroIMAGE, NYU and
Peking sites of the ADHD-200 training set sample, using an SVM, a K-NN, a naive Bayes, a
perceptron and a C4.5 [114] classifier. Features used in classification came from FC matri-
ces calculated using Pearson’s correlation coefficient. All four feature selection techniques
resulted in better overall classification performances measured using2: (T PR+ TNR)/2,
than what was achieved when no-feature selection was made. Particularly, maximum
results were 0.60 when using a naive Bayes classifier plus LASSO feature selection for
data acquired in the NYU site vs 0.49 using the same classifier but no feature selection,
1The authors estimated a polynomial approximation of order 7 for Granger causality and of order 2 for
the rest when calculating the computational cost as a function of the number of simulated nodes.
2The True Negative Rate (TNR) is calculated similarly to the TPR but for the negative class.
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0.87 in the NeuroIMAGE dataset using a C4.5 classifier with a Max Relevance Max Dis-
tance (MRMD) [160] feature selection vs 0.78 with a C4.5 classifier in the same dataset
but without feature selection, in the KKI dataset, the maximum, 0.68, was also achieved
using a C4.5 classifier and a Wilcoxon feature selection [119] vs 0.63 without feature
selection. Results in the Peking dataset were not reported but the authors did mention
that results were, contrarily to the previous cases, better without feature selection. In DL
techniques, Vieira et al. [146] suggested that using feature selection before using a DL
model seems counter intuitive due to the ability of DL models to select the best features
out of raw data. Based on theory and the previously mentioned results, feature selection
in rs-fMRI data and particularly in FC measures, generally seems to have a beneficial













To make a comparison between classifying subjects using one or using several connectivity
matrices, rs-fMRI datasets from two distinct databases were used, more specifically one
from the ACPI [1] database and another from the ADHD-200 database [4, 15], both part
of the 1000 Functional Connectomes Project (FCP) and the International Neuroimaging
Data-Sharing Initiative (INDI) [28].
4.1 ACPI database
The scan parameters of the ACPI database’s rs-fMRI sessions can be found on the project’s
website [2]. Preprocessed data from the MTA 1 dataset [95] of the ACPI database was
used and included 125 subjects (all but the subjects with the following IDs: 28040, 28050,
28106 and 281191), 101 males and 24 females, with ages between 21-27 years, 85 diag-
nosed with ADHD (68%). Preprocessing of the raw 4D rs-fMRI data had been made using
a Configurable Pipeline for the Analysis of Connectomes (C-PAC) [26] and the Advanced
Normalization Tools (ANTs) pipeline and consisted in the removal of the first five fMRI
volumes, anatomical registration, tissue segmentation, functional registration in the Mon-
treal Neurological Institute (MNI) space, functional masking, temporal bandpass filtering
(0.01 − 0.1 Hz), motion correction, spatial smoothing and various nuisance corrections,
more details can be found on the website [136]. Some variations of the preprocessing
pipeline were available, namely: motion correction with and without scrubbing, com-
bined with nuisance correction with and without global signal regression. Scrubbing
would occasionally result in data with less time points than ROIs, a condition not sup-
ported by some statistical methods used to calculate FC matrices. Also, some evidence
1These subjects were not included because their data was not available.
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was found that global signal regression introduces spurious anti-correlation patterns be-
tween regions [100]. Having this into account, the preprocessed data without scrubbing
and without global signal regression was chosen. To build connectivity matrices with a
reasonable number of weights, parcellated data was used. Of the parcellations available
on the ACPI’s website, AAL [141] was chosen, hoping that its high number of ROIs would
yield a more accurate representation of the brain’s FC.
4.2 ADHD-200 database
Unlike the data from the MTA 1 dataset acquired with a single scanning protocol, the
ADHD-200 database consisted of raw rs-fMRI data from eight independent imaging sites
each with its own scanning procedures with TR ranging from 1.96− 3 s and inconsistent
resting state instructions - for instance, in some sites the subjects were instructed to keep
their eyes fixed in a crosshair, while in others they were instructed to keep their eyes
closed. Information about the quality of the rs-fMRI time series was given (usable vs
questionable) and all questionable subjects were discarded. Moreover, some subjects had
made more than one session and, if more than one of them was classified as usable, then
the first one made by the subject was kept and the rest discarded to remove intra-subject
variability. The resulting dataset consisted of 661 rs-fMRI sessions from 661 subjects,
with ages between 7-21 years, 234 diagnosed with ADHD (≈ 35%). As was said in Chap-
ter 3, in 2011 the ADHD-200 database was subject of a classification competition aiming
at the discovery of novel biomarkers for ADHD [4, 15]. This was one of the main reasons
for the choice of this database out of all the ones considered. Being subject of a classifi-
cation meant that several results were already available, enabling later comparisons. For
this competition, a predefined test set was established, containing 197 rs-fMRI sessions
each from a different subject. Unfortunately, even though all of the included sessions
were classified as usable, information about the class of some subjects was lacking and,
therefore, for this study, those had to be discarded. The remaining 146 subjects, 66 diag-
nosed with ADHD (≈ 45%), were, then, used as the test set for the classifier’s evaluation
and the aforementioned 661 subjects as the training set. The rs-fMRI sessions of the test
set were provided by seven of the eight sites that provided data for the training set plus a
different one, the age range in both the test and the training set was similar. Preprocessed
data from these sessions was available through the Preprocessed Connectomes Project
(PCP) [15, 111]. The downloaded data was preprocessed by R. C. Craddock with the most
commonly used [15] Athena pipeline, based on tools from the AFNI [111] and FSL [7]
software packages. Preprocessing of the rs-fMRI data included removal of the first four
volumes, anatomical registration, functional registration in the MNI space, functional
masking, motion correction and spatial smoothing. More details can be found on the
website [11]. Two preprocessed versions of the data were used for this study: with and
without temporal bandpass filtering (0.009− 0.08 Hz), with the purpose of analysing the
effect of filtering in classification. This filter is usually applied because BOLD signal FC
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is believed to be reflected in such frequency ranges [19, 34]. As with the selected ACPI
dataset, AAL parcellated data was used.
The choice of both of the previously mentioned databases was based on the availability
of the preprocessed data and on their few but interesting differences. On the one hand,
both include ADHD and control subjects, both were parcellated with the same atlas and
also, in both the preprocessing steps were somewhat analogue. On the other hand, though,
the number of subjects in the dataset selected from the ACPI database was much smaller
than in the one selected from the ADHD-200 database (125 to 661+146 respectively) and,
because of that, in the dataset selected from the ACPI database, some experimentation
without too much time consumption was allowed. Also, data from the ACPI database was
acquired with a consistent protocol and can, thus, be considered more homogeneous than
the one from the ADHD-200 database. Finally, another reason for choosing two different
databases with the same classes of subjects was the confirmation of any hypothetical
findings.
4.3 Connectivity Matrices
FC matrices were built from the parcellated data using a batch version of the Multiple
Connectivity Analysis (MULAN) open source toolbox [97], developed in MATLAB by
Wang et al. [147], written for the purpose of this study. This software allowed for the
calculation of 42 statistical methods between discrete, one dimensional signals. We shall
follow here the division of these 42 methods into 7 families as presented in Wang’s pa-
per. The 7 families are: correlation, h2, mutual information, transfer entropy, coherence,
Granger causality and AH. The h2 family is composed of methods using the non-linear
correlation coeficient and the AH family composed of methods using the frequency do-
main of MVAR models. For each subject, the Fourier and wavelet based coherence and the
directed and non-directed versions of the statistical methods of each family but the last
three mentioned before, were calculated between the time courses of all 116 AAL ROIs,
including between a given region and itself. This resulted in 15 FC matrices, calculated
from 11 statistical methods (three for each of the two methods of the coherence family and
one for each of the other nine methods, see table 4.1). Each matrix had 116×116 = 13456
weights each. The mathematical description of the methods is present in the supplemen-
tal material of the previously referenced paper [147].
For a given statistical method, the yielded weights depend on the parameters chosen
for its calculation. The correlation family, for example, includes the undirected bivariate
Pearson correlation method which can be calculated for a window with a number of time-
points ranging from one to the whole time series, thus, making the number of time-points
per window one of the parameters of this method. For the sake of brevity, the reader is
referenced to Wang’s paper [147] and the MULAN toolbox [97] for the description of all
of the parameters needed for the calculation of the aforementioned methods.
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In table 4.1 the values used for each parameter are summarized. It should be noted
that the FC matrices are heavily dependent on the chosen parameters as shown, for
simulated fMRI signals, in Wang’s paper. Taking into account that it would be infeasible to
repeat the whole classification process for parameter optimization, a qualitative analysis
of Wang’s study was made to choose the parameters to use. Because the results in said
paper generally improved with window size, small analysis windows were avoided and
the whole time series was always considered (ACPI max: 179 time-points or 388.43 s;
ADHD-200 max: 257 time-points or 503.72 s). There are also two added benefits of
using a window that includes the entire time series, the first one being time consumption.
Because we are dealing with 11 different statistical methods, there will be, at least, 11 FC
matrices. Let us suppose, then, that combinations of 2 are going to be made from those 11
matrices. In that case, one would need to classify, at least, 11C2 = 55 samples. However,
if the analysis window is going to be considered as half of the whole time series, then,
one would have at least twice as many, or 22, matrices and 22C2 = 231 samples to classify,
which would represent a 420% increase in time consumption. The second benefit of
using the whole time series is the elimination of the overlap variable. Once there is more
than one analysis window, how much one overlaps with another influences the calculated
weights and we would wish to avoid dealing with choosing an overlapping value. Thus,
taking into account the whole time series in a single analysis window seemed to be the
best choice, even though the number of time-points considered often varied from subject
to subject, which is not an optimal condition.
With the chosen parameters, the weights of the three matrices calculated with the
bivariate wavelet based coherence method were equal and as such, only one of them was
used in classification.
Two families were left out of the classification study: the Granger causality and the
AH families. In the former, the calculation of weights for model orders greater than
two were very demanding computationally and quite time consuming. Also, the initial
results for models of order two were fairly worse than the ones achieved with the other
methods used. Thus, even though this family was the one that performed best in the
study made by Wang et al., it had to be discarded for the final classification. Regarding
the AH family, the large number of methods that constituted it, and their heterogeneity2
were the decisive factors for it being left out of the study.
4.4 Classification
At this point it should be remembered that the main goal of the present study is to make
a comparison between the classification of subjects using a single FC matrix and the
classification of subjects using a combination of FC matrices in the selected ACPI and
ADHD-200 datasets. Besides that, it should also be pointed out that a comparison between
2Heterogeneity in the sense that its methods were not simple variations of each other.
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Table 4.1: Parameter values for every method available in MULAN following
the terminology in [97, 147].
Methods Parameters
BCorrU MaxDelay = 12 — —
BCorrD MaxDelay = 12 — —
BCohF minfreq = 0.01 Hz maxfreq = 0.1 Hz stepfreq = 0.033 Hz
BCohW minfreq = 0.01 Hz maxfreq = 0.1 Hz stepfreq = 0.033 Hz
BH2U MaxDelay = 12 bins = 16 —
BH2D MaxDelay = 12 bins = 16 —
BMITU MaxDelay = 12 bins = 16 —
BMITD1 MaxDelay = 12 bins = 16 —
BMITD2 MaxDelay = 12 bins = 16 —
BTEU MaxDelay = 12 — —
BTED MaxDelay = 12 — —
For all: wins = WTS
BCorrU, undirected bivariate Pearson correlation; BCorrD, directed bivariate Pearson corre-
lation; BCohF, bivariate Fourier based coherence; BCohW, bivariate wavelet based coherence;
BH2U, undirected bivariate h2; BH2D, directed bivariate h2; BMITU, undirected time do-
main bivariate mutual information; BMITD1, directed time domain bivariate mutual infor-
mation by comparing the individual histograms to the joint histograms; BMITD2, directed
time domain bivariate mutual information similar to BMITD1 but reducing the discretiza-
tion bias; BTEU, undirected bivariate transfer entropy; BTED, directed bivariate transfer
entropy; WTS, whole time series.
classifying with a single FC matrix calculated with different statistical methods is going
to arise as a consequence of the process to achieve the main goal and that we will also
be able to explore the impact of band-pass filtering in the frequencies expected to carry
most of the BOLD signal’s information, using both filtered and non-filtered data from
the ADHD-200 dataset mentioned in Section 4.2. Finally, classification with and without
prior feature selection shall also be compared.
The input features for classification are selected weights of a given matrix. Thus,
for each matrix, there will be at maximum as many features as there are weights. First,
a description of the classification process in the ACPI dataset shall be made and then
one for both ADHD-200 datasets. To the trained classifiers was presented data with and
without prior feature selection for all three datasets.
Classification was made using Python programming language and the scikit-learn
package [106]. This package is the result of an open source project aiming at developing
state-of-the-art ML algorithms [98]. The documentation for each algorithm is available
on the project’s website [122].
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4.4.1 Classification in the ACPI dataset
To classify subjects as HC or as patients with ADHD in the ACPI dataset a model evalu-
ation technique had to be chosen. Two options were considered, stratified k-fold/LOO
cross-validation or k-fold nested cross-validation. Even though nested cross-validation
avoids leakage of information to the test set, making it the best option in most cases, the
number of subjects in the training, validation and test set were too small for the number
of features used in classification. As such, regular 5-fold and LOO cross-validation were
performed in the ACPI dataset. Data was classified using an RF and an SVM classifier,
as implemented in the scikit-learn package, the latter with a Gaussian RBF kernel. For
the RF classifier, a maximum number of 116 features per node was used, using Gini im-
purity to measure the quality of the splits, without specifying a maximum number of
nodes. Three classifiers with these parameters were used, with 3, 5 and 7 estimators. The
predicted class is decided by averaging the prediction probability given by each estima-
tor. Because the RF classifier prediction is heavily dependent on the random selection
of features used at each candidate split, 5-fold cross-validation was performed 50 times,
shuffling the sample each time prior to fold attribution. In addition to that, due to the
variability of the number of folds used by each author and the variability of their consti-
tution, comparison between literature results and this study’s results loses significance,
therefore, LOO cross-validation was also performed 50 times, eliminating both of these
issues.
The SVM classifier has two hyper-parameters parameters: C and γSVM . Because of the
sheer volume of classifications to make, only the C parameter was tuned and the γSVM
parameter was always considered 1/nf eat were nf eat is the number of features presented
to the classifier. To choose the optimal C value, several (30-50) random splits of the
original sample were made to establish as many train and test sets with a proportion of
0.8−0.2 respectively. Then, instead of a grid search as it is usually done, a Python function
was made to more efficiently search the C value that would optimize the macro averaged
f-measure in the validation set. Optimization of the macro-averaged f-measure instead of
the accuracy was motivated by the initial accuracy results of some FC matrices that were
maximum when the classifier acted as a Most Frequent Class (MFC) classifier. To avoid
these cases in which the classifier does not learn anything valuable, and to account for
the differences in the classes’ proportions, the macro-averaged f-measure was chosen as
the measure to optimize as a function of C. Unlike RF classifiers, SVM classifiers are not
based on random processes. However, to account for the previously mentioned variability
in the fold attribution to each subject, 5-fold cross validation was performed 50 times
and LOO cross-validation once.
After the definition of the classifiers and the model evaluation technique, a primary
classification using each FC matrix individually, without feature selection, was made.
Then, based on the performance of the classifier in the 5-fold cross validation, the methods
of each family with the best macro-averaged f-measure were combined with each other in
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groups of 2, 3, 4 and 5, making it a total of 13+5C2+
5C3+
5C4+
5C5 = 39 samples to classify.
This approach was based on the similarity of the FC matrices calculated by methods of
the same family and on the supposition that combining those methods would increase
the amount of redundant information fed to the classifier. Macro-averaged f-measures
were rounded to the third decimal digit and if two methods of the same family had equal
values, the one with the better accuracy would be chosen. Finally, classification of the
remaining 26 datasets with the aforementioned classifiers and evaluation techniques was
performed.
The large number of features extracted per matrix poses a real problem to the clas-
sifiers. Combining matrices adds new information to the dataset that is going to be
classified. Of this new information, some of it is expected to be redundant, some mis-
leading and some different and beneficial, or as it shall be referred from here on, helpful.
If most of this new information is helpful and the dimensionality of the data stays ap-
proximately the same, one expects a better classification performance than only with the
original features. If most of the new information is misleading, then the classification
is expected to be worse and if redundant, it isn’t expected to change in a great manner.
Thus, the classification performance with the added information is expected to depend
on which of these three categories this new information mostly falls in. Also, in the cases
where the dimensionality of the data greatly increases, the classifiers’ behaviour becomes
harder to predict due to the curse of dimensionality and the possibility of overfitting
also increases. From the results of other authors in the ACPI database [93], most of the
information is expected to be either redundant or misleading. Some classifiers deal better
with this situation than others. RF classifiers, for instance, use only part of the total
number of features for classification, making an automatic feature selection on the data
in an attempt to use the best features of the whole set. In other classifiers, as the purely
linear ones, a much bigger number of features affects more or less the classifier prediction
depending on the shape of the classifier’s decision function (a feature can also never affect
the prediction of the classifier if the decision function is parallel to that feature’s axis in
the feature space). The latter is also the SVM classifier’s case. If most of the information
is indeed non-helpful, prior feature selection is needed to remove possible misleading
features and to reduce the dimensionality of the data.
In this study, due to the probable need for a good feature selection, four different
techniques were considered. First, the RF classifier’s intrinsic feature selection was used.
In a small subsample of the data, the results of this procedure with an SVM classifier,
similar to the one described before, were not satisfactory and the method was left out.
An iterative feature selection was thought of as a good alternative. As a consequence
of the large number of features, a backward elimination approach would be infeasible,
thus, a forward iterative feature selection was eventually attempted. The results of this
technique were mixed and even with the forward selection approach the large number of
features still made it difficult to employ this method (it needed approximately 13456×
niter ×nmat classifications, where niter is the number of iterations and nmat is the number
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of combined matrices). First, to counter this issue, a univariate feature selection was
performed using an Analysis of Variance (ANOVA) test. The 1000 features with the lowest
p-values were kept and the forward iterative feature selection was performed afterwards.
The third considered technique was one developed by the author for the purpose of this
study. In short, this technique consisted in classifying the subjects using every possible
combination of two features and keeping in the final classification dataset the features
that led to the n best results in the training set. This feature selection technique was
performed after the previously mentioned univariate selection to reduce the classification
time. Finally, after a univariate selection of the 500 features with the lowest p-values, a
PCA representation of the features was obtained and the first two components were kept
for classification. Of the last three techniques mentioned, after achieving similar primary
results to the other two, the third was the chosen one since it was the one that enabled
the completion of the whole classification process in the shorter period of time.
Even though the weights of all matrices ranged between 0 and 1, except in the case of
the methods from the correlation family that ranged between -1 and 1, a data standardiza-
tion was performed every time a new training set was defined by subtracting the training
set average of each feature to the corresponding feature values of the whole data and
dividing each value by the variance of the corresponding feature in the training set. Then,
a PCA representation of the training data was obtained and the same transformation was
applied to the test set avoiding any leakage of information. As stated before, the first
two components were kept for classification. The whole classification process of the 39
datasets was repeated with this standardization and PCA based feature selection.
As a final note, it should be mentioned that the matrices from the undirected methods
and the methods from the coherence family are symmetric, meaning that their calculation
is commutative. In those cases, only one of the symmetric halves of the matrix was kept.
For each pair of regions, the value given by the undirected counterparts of each family
of methods is defined as the highest value in module of the two halves of the directed
version’s matrix, which can also be seen as a type of feature selection, hence the reason
why this was only made in the classifications with prior selection of features.
4.4.2 Classification in the ADHD-200 datasets
Unlike the ACPI dataset, the ADHD-200 datasets have a predefined test set where the
model evaluation is intended to be made. This removes the need for cross-validation since
parameter tuning can be made in the predefined training set by randomly splitting it in
a training subset and a validation set. An RF and an SVM classifier with the same charac-
teristics as before were used with the same purpose of eliminating variables between the
classification of the ACPI dataset and both ADHD-200 datasets. Both the filtered and the
non-filtered datasets passed through the same procedures such that filtering would be
the only variable. The steps to classification were analogue to the ones described for the
ACPI dataset. There are, however, some subtleties that shall be mentioned. Since there is
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now different validation and test sets, tuning of the C parameter was never made using
information of the test set, removing any positive bias from the classification performance.
The optimal C value found for the predefined training set was used in the classification
of the predefined test set. Another consequence of this division of the original data is re-
flected in the choice of the methods to combine that can no longer be based on the results
of the individual FC matrices in the test set, because that would introduce a positive bias
in the results of the combined methods. The methods of each family to combine should
be decided, thus, on a primary classification of the validation set. This was done 300
times in a new validation set randomly chosen each time from the predefined training set
(20% of the sample). The methods of each family that originated the best macro averaged
f-measures were combined in groups of 2, 3, 4 and 5, as was done in the ACPI dataset.
Classification with the RF classifiers of 3, 5 and 7 estimators was performed 100 times
due to the already mentioned randomness associated with RFs. In the SVM classifier
case, classification was performed only once with the optimal C parameter found in the
training set.
Feature selection was also similar to the one performed in the ACPI dataset. After uni-
variate selection of the 500 features with the lowest p-value and PCA transformation, an
analysis of the first two components revealed that a higher number should be considered
for the ADHD-200 datasets. As such, the first 80 components were kept for classification,
instead of only two as was done for the ACPI dataset.
The general pipeline used from rs-fMRI to classification is summarized in Figure 4.1.
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Figure 4.1: From rs-fMRI to classification.
(A) BOLD signal time series (n time-points) is acquired for each voxel (here only a slice is shown).
After preprocessing and parcellation with AAL the time series of each ROIs’ voxel is averaged
(116 ROIs).
(B) Each statistical method is used to calculate the corresponding FC rs-fMRI matrix. The process
is repeated N times where N is the number of subjects of the whole dataset, such that there is
one matrix of each method for every subject. The weights of the matrices are used as features for










Feature Set and Classifier Analysis
Before making a given classification, it is always useful to first try to visualize the data to
be handled by the classifiers, i.e. the feature set, for one to identify possible differences
between the classes and to get a sense of how well the classifiers will be able to generalize
to the test set. Also, the classifiers should be tested in simple cases to assess if they are
well constructed and if the classification pipeline to be used works properly.
Here, two classes are going to be considered separable if one can find a set of rules
based on a given number of features that would allow a perfect labelling of every data
point or instance. An example of two separable classes are the adult-by-law class and
the children-by-law class. Based on the age and nationality (features) of the subjects
(instances) one can perfectly separate the two classes using a rule (the age of majority in
a given country).
As already stated, supervised ML algorithms use the information present in a given
subset of instances or data points, the training set, to define the rules that best separate
two or more classes. Classes can be separable in the training set, but not in all datasets
one can form using instances of those classes. For instance, in the previous example, if the
training set is the French population, the classifier might define that every instance with
feature-age value greater or equal than 18 belongs to the adult class, effectively separating
the two classes in the training set since the age of majority in France is eighteen. However,
the adult and the children classes are not separable using only the feature corresponding
to the age of the subject. In Scotland, for instance, the age of majority is sixteen, which
means that the classifier would attribute all seventeen-year-old Scots to the children class
when in reality they belong to the adult class.
In this text, we shall refer to class separability in a subjective way. For instance, two
easily separable classes will be considered classes that would be perfectly classified by
most classifiers and two non-separable classes as two that would not be separable with
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any classifier and, in fact, by any set of classification rules. Also, one could refer to class
separability in a given subset of instances, in all existing instances or to the separability
in a sample of infinite size. Two classes are easily separable in a given dataset if the
number of features per subject is greater than the number of instances of that dataset.
This is another problem with having a high number of features relative to the sample
size. If one has more features than instances, then the performance in the training set
is rarely less than perfect, which means that parameter optimization has to be made
judging only the performance on the validation set. In the next Section (Section 5.1) we
shall briefly investigate the feature sets used in this study in terms of how they allow one
to separate the ADHD and the HC classes. One would like to assess the feature set and
the separability of the two classes without introducing the variables associated with the
good or bad quality of the classifiers, something to be addressed only in Section 5.2.
5.1 Feature set
Several classifications are going to be made in this study, the feature set to be used for
each of those classifications will always be a subset of the feature set composed by the
weights of all FC matrices. If one looks at the mostly poor classification performances
already reported in both databases used in this study (see Chapter 3), one would guess
that most features extracted from the FC calculated with the statistical methods used
in them, mostly correlation based methods, are not very useful for classification, since
if the opposite was true, the classification performances would be far better than the
ones reported. However, apart from distinct statistical methods, different pipelines to
calculate each subject’s FC from the ones used in this study were sometimes adopted,
which makes this assumption not a certain one.
Classifications based on a small number of features tend to generalize better than
classifications based on a big number of features because it is less probable for the rules
defined with a small feature set to be specific to the training set. Thus, to assess the
separability of the ADHD and the HC classes in the world population, one would like
to look at their separability in a small subset of the original feature set. As stated in
Chapter 4, an ANOVA test is going to be used for univariate feature selection. However,
since there are so many features in analysis, it can happen that the two classes yield a
low probability of belonging to the same distribution just by chance, which would make
the two classes almost separable in the training set but not separable in a new dataset of
the same distribution. What could one conclude if the two classes were still somewhat
similar in the feature with the lowest p-value under the null hypothesis that the means of
the two distributions are equal? This question does not have an easy answer because even
with the two classes having the same distribution in all features, the relationship between
the features of a given subset could be enough to separate them. However, if the two
classes have different distributions in one feature, just that is already enough to almost
separate them, even without looking at any other relationships. Thus, as a very simple
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ACPI ADHD-200 - Filtered
Figure 5.1: Normalized distribution of the ADHD and the HC classes in the feature with the
lowest p-value from a binary ANOVA test in the whole ACPI dataset (left) and in the whole (train
set plus predefined test set) ADHD-200 dataset (right). The feature on the left corresponds to the
wavelet based coherence between AAL regions 2322 and 2111; p-value: 1.8 × 10−5. The feature
on the right corresponds to the Fourier based coherence for 0.43 Hz between AAL regions 9160
and 6222; p-value: 4.8×10−7. In the non filtered ADHD-200 dataset (not shown) the feature with
the lowest p-value corresponds to the wavelet based coherence between regions 7101 and 7011;
p-value: 5.1× 10−7. Note: superposition of the two histograms appears in dark blue.
way to assess the separability of the two classes, one could look what the lower bound of
this separability is expected to be in the whole set by looking at their distributions in the
feature with the lowest p-value in a binary ANOVA test. This is shown for the ACPI and
the whole ADHD-200 datasets in Figure 5.1.
As it can be seen, in the ACPI dataset the two classes are almost separable using only
the feature shown in Figure 5.1. However, in the ADHD-200 filtered dataset, the two
classes significantly overlap, and not much can be said about their separability using
the depicted distributions. Just by looking at these two features, one could say that the
ADHD and the HC classes seem easier to classify in the ACPI dataset than in the ADHD-
200 datasets. Additionally, one should have in mind that even though by using these
features the classifier would be able to improve the classification performance relative to
the random case, the distributions of both classes in these features in the training set have
to allow the classifier to predict their importance for classification in the test set. Thus, a
prediction of how well the classifier is going to perform in either database is not as easy
as looking at the distributions of both classes in these two features in the whole dataset.
For one to be able to refer to the usefulness of the two features shown in Figure 5.1 in
the classification of subjects in databases outside the ones where their selection was based,
one cannot rely on the p-values yielded by the ANOVA test. There are several reason as
to why this is true. The first one is that even though the ANOVA test is robust against
non-normal random variable distributions, the validity of this and other assumptions
made by this statistical test would have to be assessed in order for this analysis to make
sense. Besides that, due to other variables such as the acquisition machines, the machine
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operators, the acquisition protocols and the preprocessing pipelines, the distributions of
the two classes in both of these features in new datasets could be completely different
than the ones from where their values were drawn in the databases used in this study.
Besides their benefits to classification, dimensionality reduction and feature selection
techniques can be used to derive low-dimensional representations of data that would
allow one to visualize it. In the classifications that used features extracted from the ACPI
dataset, the ones with prior feature selection used only two features. This allows one to
go one step further from the previous analysis and see exactly what the classifier will be
trying to classify. As an example, let us randomly split the ACPI database in a training
and a test set 0.8-0.2 as in a 5-fold cross validation. After selecting the 500 features of the
training set with the lowest p-values and plotting the two principal components of their
PCA representation against each other, the result is what is shown in Figure 5.2.
The two classes are almost linearly separable in the training set using only the data’s
two principal components1. In the test set the same scaling and PCA transformations
applied to the training set yield two much more overlapping distributions, which means
that, in some of the features selected with the ANOVA test, the two classes did not carry
the same difference between their distributions’ means to the test set. This behaviour was
verified to be the rule rather than the exception by repeating the process of randomly
splitting the dataset in two other proportionally analogue parts and visualizing the two
principal components of the training and the test set after the same transformations.
From the results of this experience, one expects the classifier to generalize little above the
random prediction mark in the ACPI dataset.
A possibility to improve the classes’ separability in the test set is to change the number
of features selected with the univariate tests or the number of principal components
(though an increase of the latter will result in a feature set much harder to visualise). The
problem in doing that is the resulting overestimation of the classifier performance that
comes with using information from the test set to choose the type of feature selection
applied to the data.
In short, the ADHD and the HC classes seem to be similar in both databases and the
univariate feature selection could not be enough to counter the problems resulting from
the high-dimensional feature set used. Other techniques to visualize the data and the
possible generalisability of the classifier could be used such as the t-SNE [142] algorithm
and other manifold learning algorithms.
5.2 Classifier
Before using the classifiers in classes where the decision function that separates them is
not known, one should first analyse if they are working properly. To do this, a Python
function was made to simulate two features in which the distributions of the ADHD and
1After this visualization test the number of components to feed to the classifier in the ACPI classifications




























Figure 5.2: Distribution of the ADHD and the HC classes in a randomly selected training (top)
and test (bottom) sets from the ACPI dataset (80-20), extracting features from the directed corre-
lation matrix. Horizontal axis: principal component of the 500 features with the lowest p-value
of an ANOVA test. Vertical axis: second component.
the HC classes in the feature set are separable by a previously given polynomial function
of the type y = a1x + a2x2 + ... + anxn + b0, x ∈ [0,1[, y ∈ [0,1[. The data points of each
class were distributed randomly inside their corresponding fraction of the feature set.
This was made for the subjects in the ACPI dataset and a 0.8-0.2 random split was made
twenty times to make a training and a test set respectively, using a linear, a quadratic and
a cubic boundary between the two classes. SVM and RF classifiers analogues to the ones
described in Chapter 4, achieved, in the twenty repetitions, an average accuracy above
0.95 in the test set, using only these two simulated features, for the linear, the quadratic
and the cubic separation cases. Parameter optimization was made in the test set. These
results prove that the classifiers can successfully define generalization rules using the
training set.
An interesting analysis that would allow one to evaluate the quality of the classifiers
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Number of added features
Linear Quadratic Cubic
Figure 5.3: Average accuracy of an SVM classifier as a function of the number of added features
(up to 200) to a feature set composed of two simulated features separable with a linear (blue), a
quadratic (orange) and a cubic (grey) decision function. Linear decision function: y = x, quadratic
decision function: y = −4x2 + 4x, cubic decision function: y = 16x3 − 24x2 + 9x, where x and y are
the two simulated features.
while analysing the feature set at the same time, would be to plot the classifier perfor-
mances in the test set as random features from the original feature set are added to the
two simulated features. This plot is shown in Figure 5.3 using an SVM classifier also
analogue to the ones described in Chapter 4.
When no original features were added to the two simulated features, the average ac-
curacy in the test set over twenty repetitions was above 0.95 when the boundary between
the two classes was linear, quadratic or cubic, as previously said (Figure 5.3). The dif-
ference in accuracy between the case where only the two simulated features were used
for classification and the case where those two features plus ten others randomly chosen
from the original feature set were used, is not much when the boundary between the two
classes in the simulated features is linear. However, the decrease in performance from
zero to ten added features, when the boundary was quadratic or cubic was very accen-
tuated, passing from 0.99 to 0.81 in the former case and from 0.95 to 0.78 in the latter.
With only just ten original features added to the simulated features the classification in
the test set dropped almost 0.2 in average accuracy. This is a very important result. Even
if there are two features in the original feature set that enable a perfect classification with
a decision boundary as simple as a quadratic function, the benefit of this relationship
is dramatically absorbed by even just a small number of other added features from the
original set. Until two hundred added features, the average accuracy steadily decreased
in all cases, especially in the linear one, to just above the MFC classifier mark of 0.68.
With an RF classifier, results are slightly better because classification is based only on the
most discriminant features of a given subset, making the effect of adding features less
noticeable.
Comparing the results shown in Figure 5.3 to the same experiment but adding features
with random values for either classes with a uniform distribution, one notices that only in
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the case where the boundary between the two classes is linear in the first two simulated
features, that adding features from the original feature set is significantly better than
adding features with random values. This further confirms the lack of utility of most
features for classification of the ADHD and the HC classes.
To investigate the extent to which the classifiers are affected by adding features ran-
domly chosen from the original feature set to features that benefit classification, an ex-
periment was made where a feature was simulated, in which all subjects of one class had
the value one and the subjects of the other class had the value zero. Then, features were
added to the simulated one as in the previous experiment. An SVM classifier was found
to drop from perfect classification in the test set when 198 features were added. As an
example, when all 13456 features from the undirected bivariate correlation matrix were
added, results were similar to the case where the simulated feature was not present and
only the features from this matrix were used. These results show the importance feature
selection might have in the performance of the final classifications, if such discriminant












In this work, five variations were introduced in a standard procedure of subject classifi-
cation to an ADHD class and a control class1, using data from two databases: ACPI [1]
and ADHD-200 [4, 15]. As explained in the methods, the pipeline from rs-fMRI data
to classification was basically: data acquisition→ pre-processing→ construction of FC
and EC matrices → feature selection → classification. All but the first two steps were
performed by the author. The five mentioned variables were introduced in several points
of this pipeline: 1) filtering or no filtering of the data in the preprocessing step; 2) the
method used to calculate the FC and the EC; 3) the number of matrices used to construct
the feature set; 4) the use of feature selection or not; and 5) classification using SVMs or
RFs. Each classification was made following the same steps and given the same oppor-
tunities to remove any possible bias towards a particular statistical method or result in
general.
Accuracy, macro-averaged f-measure, TPR and precision measures of all classification
variants performed in the course of this study are reported in Annex I of this text, along
with the accuracy value achieved with an MFC classifier in the same conditions (MFC
value), the accuracy value achieved by a random classifier that takes into account the
classes’ balance (WRP_acc) and the macro-averaged f-measure achieved with a coin-toss
like classifier (RP_fm). Also, note that the classification results using RFs reported for
each method are the best ones out of the three made with 3, 5 and 7 estimators.












Undirected Mutual Information BMITU
Directed Mutual Information BMITD1
Directed Mutual Information (corrected) BMITD2
Undirected Transfer Entropy BTEU
Directed Transfer Entropy BTED
*BCohF composed of BCohF[0]: 0.01 Hz , BCohF[1]: 0.043 Hz and
BCohF[2]: 0.076 Hz.
6.1 Comparison of Methods
Thirteen matrices were constructed, all but three with a different method. These three
resulted from the Fourier based coherence at three frequencies 0.01 Hz, 0.043 Hz and
0.076 Hz. The Fourier based coherence in these three frequencies will be denoted as
BCohF[0], BCohF[1] and BCohF[2], respectively. All other methods will follow the nota-
tion introduced in Wang’s paper [147] as shown in table 6.1.
Figure 6.1 shows the average accuracy and macro-averaged f-measure obtained in a
LOO cross-validation with all thirteen matrices individually in the ACPI dataset. Figure
6.2 shows the values of these same measures but in the test set of the ADHD-200 filtered
dataset. In the two Figures, probably the most obvious difference is how much better the
SVM classifier’s performance was. The RF classifier performed just above the coin-toss
like classifier when evaluating the macro-averaged f-measure in the ACPI dataset and
performed worse than that in the ADHD-200 filtered dataset. Moreover, in the ACPI
dataset, the mutual information family methods performed much better than every other
when using the SVM classifier, actually surpassing the only classification performance
reported to date using the ACPI database to separate subjects with ADHD of HC [93]. In
that study, a maximum macro-averaged f-measure of 0.60 was achieved using a LASSO
classifier and a LOO cross-validation to evaluate the model. Here, a macro-averaged
f-measure of 0.677 was achieved with an accuracy of 0.744 using the BMITD2 method
and selection of features as described in Chapter 4. Interestingly, in the ADHD-200
filtered dataset, and particularly when the SVM classifier was used, the methods from the
mutual information family performed poorly, both in terms of macro-averaged f-measure
and in terms of accuracy. Though, the opposite happened in the validation sets, before
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classification of the test set. This suggests that the SVM classifier might have overfitted
the training set, an hypothesis backed by the value of C found by the algorithm, which
was the maximum possible in all three mutual information based methods. Thus, the
results achieved with mutual information based methods in the filtered test set should be
evaluated in a conservative way.
Correlation and transfer entropy based methods performed generally well. The latter
especially in the ADHD-200 sample. The poor result achieved with BTED in the ACPI
dataset could be a consequence of underfitting because accuracy values close to those
achieved with an MFC classifier, combined with low macro-averaged f-measure values
usually indicate that. Coherence and h2 based methods performed poorly in the ACPI
dataset. In the ADHD-200 filtered dataset, Fourier based coherence at 0.43 Hz was the
best method not only with the SVM classifier but also using RFs, which reassures the
importance of this method in this case. Though, the same did not happen with the other
coherence family methods.
Regarding the individual matrices, the directed and undirected variants of the meth-
ods seemed to achieve on average the same results. For instance, classifications with the
SVM classifier using directed methods were, on average, 0.6% worse in the ADHD-200
filtered dataset and 1.0% better in the ACPI dataset.
6.2 Feature Selection vs No Feature Selection
The results obtained with and without feature selection using an SVM classifier are re-
ported in Annex I as well. Figure 6.3 shows how feature selection affected classification
accuracy and macro-averaged f-measure. As it can be seen, on average, the same classi-
fication with and without feature selection does not have an abruptly different value of
macro-averaged f-measure, either in the ACPI dataset or in the ADHD-200 filtered test
set. Though, the standard deviation of the average of this change (not shown in Figure
6.3) is of 5.0% and 11.7% in the ACPI and the ADHD-200 test set, respectively. These
values indicate that one should be careful when evaluating the effect of feature selection
in the performed classification, just by taking into account the average of this effect. For
instance, if one looks at the maximum increase of macro-averaged f-measure to the se-
lected case in Figure 6.3, he sees that it reached 17.34% in the ADHD-200 sample, when
using the BH2D method. Regarding accuracy values, there is also an opposite trend in
the datasets from the ACPI and the ADHD-200 sample, though, more pronounced than
in the macro-averaged f-measure case.
In spite of being a rather simplistic summary of what happened in all classifications
when feature selection was applied, Figure 6.3 allows one to say that, generally, feature se-
lection tended to improve generalization ability in the ADHD-200 filtered dataset. In the
ACPI dataset, however, the opposite cannot be as easily said. First, because the measure
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Figure 6.1: Average accuracy and macro-averaged f-measure of all 50 LOO cross-validations
using an RF classifier and of both LOO cross-validations using an SVM classifier with and without
feature selection in the ACPI dataset. MFC line, MFC classifier accuracy (0.68); RP_fm line, aver-
age macro-averaged f-measure of a coin-toss like classifier performed 50 times (0.482); WRP_acc
line, average accuracy of a random classifier that takes into account the class proportions per-
formed 50 times (0.565).
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ADHD-200 SVM in Predefined Test Set
ADHD-200 RF in Predefined Test Set
Figure 6.2: Average accuracy and macro-averaged f-measure of all 100 classifications using
an RF classifier and of both classifications using an SVM classifier with and without feature
selection in the ADHD-200 predefined test sets. MFC line, MFC classifier accuracy (0.548); RP_fm
line, average macro-averaged f-measure of a coin-toss like classifier performed 100 times (0.498);
WRP_acc line, average accuracy of a random classifier that takes into account the class proportions


















Figure 6.3: The accuracy and macro-averaged f-measure values of all similar classifications in the
ACPI and the ADHD-200 filtered test set, were averaged with and without feature selection and
the respective change was calculated in respect to the values obtained when no feature selection
was used (Accuracy (avg) and F-measure (avg) bars). The maximum values of this change are
also reported (Accuracy (max) and F-measure (max) bars). Average accuracy and macro-averaged
f-measure standard deviation was 5.2% and 5.0% respectively in the ACPI dataset and 6.3% and
11.7% in the ADHD-200 filtered test set. Notes: 1) when classifiers acted as an MFC classifier,
those values and the respective values when feature selection/no feature selection was used, were
not included in the average or maximum calculations. 2) values obtained in the ADHD-200
sample when various connectivity matrices were combined were not included in the calculations
of the relative changes in the classifier’s performance because different matrices were combined
when feature selection was used and when it was not.
relative change in such measure was > −1% , being actually positive if only LOO cross-
validation measures are considered. Secondly, even though the average classification in
the ACPI dataset was lower, the best classification out of the two cases was achieved
when feature selection was made. This means that feature selection was helpful to some
methods in the ACPI dataset.
Finally, it should be noted that on several occasions the SVM classifier performed as
an MFC classifier when feature selection was used and none when it was not used. This
result shall be discussed in Chapter 7.
6.3 Filtering vs No Filtering
Two preprocessed datasets sampled from the ADHD-200 database were used, in one a
bandpass filter 0.009-0.08 Hz was applied to each time series and in the other one not.
Classification in these datasets was made with RFs, and also with and without feature
selection using SVMs. The overall impact filtering had on classification is summarized
in Figure 6.4, which represents the average change in classification accuracy and macro-
averaged f-measure when filtering had been made relative to when it had not been made.
When RFs were used to classify the ADHD-200 filtered test set, classifications were,
on average, as accurate and had slightly better macro-averaged f-measure than when
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Figure 6.4: Average change in classification performance when ADHD-200 data preprocessed
with a 0.009-0.08 Hz filter was used, relative to the classification performance when unfiltered
data was used (values in percentage). Values shown for both classifiers. Notes: 1) when classifiers
acted as an MFC classifier, both filtered and non filtered values were not included. 2) values when
various connectivity matrices were combined were not included because different matrices were
combined in the filtered and non filtered cases.
they were used in the non filtered dataset. When SVMs were used, the difference was
significantly greater. A 7.9% increase in macro-averaged f-measure was, on average,
verified in this case. It can be concluded, thus, that filtering had a positive impact on
generalization ability, especially when feature selection was used, reaching an average
increase in macro-averaged f-measure of 10.2%. Also, maximum accuracy and macro-
average f-measure results were always achieved when using filtered data. To be noted
that of all coherence based methods, BCohF[2] seemed to be consistently less benefited
by filtering.
Interestingly, when validating the parameters and deciding which matrices to com-
bine (Tables I.7, I.9, I.11, I.13, I.15 and I.17 of Annex I) filtered data did not have a big
impact on classification accuracy and macro-averaged f-measure, with an average neg-
ative change > −1.5% in accuracy relative to the case where no filter had been applied,
when using both RFs and SVMs, and -0.9% in macro averaged f-measure for RFs and
1.4% for SVMs.
6.4 Single Matrix vs Multiple Matrices
The main goal of this study was to evaluate whether using connectivity information from
several statistical methods at once would result in better classification performances than
using information from just one. As already noted when looking at the classifications’
results with a single connectivity matrix in Section 6.1, the SVM classifiers generally
performed much better than RFs, thus, we shall focus here primarily on the results of the
former. The macro-averaged f-measure distribution of the classifications using a single
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matrix or a combination of matrices on the datasets of both databases is shown in Fig-
ure 6.5. In the ACPI dataset, when there was no prior feature selection to classification
(top-left corner of Figure 6.5), combining matrices was not helpful. The average macro-
averaged f-measure was 0.506 when a single matrix was used and 0.484 when multiple
matrices were used. These results are not particularly good, since they are around 0.5,
which is the value a random classifier would have when taking into account the propor-
tion of each class and just above the performance of a coin-toss like classifier. However,
about 40% of the classifications in this context were above the 0.52 mark (top-left corner
of Figure 6.5) when a single matrix was used and only about 8% when multiple matrices
were combined. Also, the good performances achieved with mutual information based
methods were not carried on when other matrices were combined with the best method
of this family, the BMITU, in 5-fold cross-validation. Though, the best results when two
matrices were combined always had the BMITU matrix as one of them. When feature
selection was made (top-right corner of Figure 6.5) there was not as big a difference in
the distribution of the results with combined matrices as there was in the distribution of
classifications that used only a single matrix. Though, a higher number of classifications
in both cases were above the coin-toss like classifier threshold.
In the ADHD-200 test sets, results are also poor in general, though, the four best clas-
sifications surpassed the 0.61 accuracy mark of the best classification in the ADHD-200
competition [44], as far as the publicly available test set is concerned. Those classifications
were all obtained with a combination of matrices and using feature selection, one, using
connectivity matrices built from the BCohF[1] and the BMITD2 methods, achieved 0.589
of macro-averaged f-measure and an accuracy of 0.616. The other three were obtained in
the non filtered ADHD-200 test set (results not reported in Figure 6.5) and achieved: 1)
0.566 of macro-averaged f-measure and 0.623 of accuracy, using the methods BH2U and
BMITD2; 2) 0.623 of macro-averaged f-measure and 0.658 of accuracy, using the methods
BH2U and BTED; and 3) 0.648 of macro-averaged f-measure and an accuracy of 0.678,
using the methods BH2U, BMITD2 and BTED.
When no feature selection was made, the distribution of macro-averaged f-measure
values in the ADHD-200 filtered test set (bottom-left corner of Figure 6.5) was very sim-
ilar in the single matrix case and in the case with multiple matrices. The average of
both distributions is, again, close to 0.5, being 0.507 in the single case and 0.504 in the
combined case, and a slightly more pronounced difference is reflected in the average
accuracy, 0.544 in the single case and 0.561 in the multiple case. Though, it seems that
three methods, BCorrD, BMITD2 and BTEU, were consistently helpful for classification
when combined with other methods and with themselves (see table I.16), being the high-
est accuracy of this category achieved when the three were combined, 0.603, and also
reaching a macro-averaged f-measure of 0.563, at a mere 0.002 of the best in this dataset.
In the non filtered ADHD-200 test set, similarly to what happened in the ACPI dataset
but not in such a pronounced way, mutual information based methods originated the best
accuracy and macro-averaged f-measure values.
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Figure 6.5: Top-left corner, normalized macro-averaged f-measure distribution in the ACPI
dataset without feature selection. Top-right corner, normalized macro-averaged f-measure distri-
bution in the ACPI dataset with feature selection. Bottom-left corner, normalized macro-averaged
f-measure distribution in the filtered ADHD-200 test set without feature selection. Bottom-right
corner, normalized macro-averaged f-measure distribution in the filtered ADHD-200 test set with
feature selection. In orange are represented the values obtained when a single matrix was used
for classification, in blue are represented the values obtained when multiple matrices were used
for classification. Notes: 1) values of both LOO and 5-fold cross-validations were included in the
histogram, though only the average value for each method in the 5-fold case was considered. 2)
values where the macro-averaged f-measure was not defined, were not included.
When feature selection was made, more interesting results were achieved. In this case,
both distributions are very oddly shaped, especially when compared to the case where
no feature selection was used. Both are characterized by a reasonable number of very
high and very low macro-averaged f-measure values. Some of the best methods in the
classifications without feature selection acted as an MFC classifier once feature selection
was made and also, the ones that did not, usually did not carry their good results to the
corresponding selected case. This latter characteristic was also true for the worst methods.
To measure this phenomenon, one can use, for instance, the standard deviation of the
percent change in macro-averaged f-measure, when feature selection was introduced,
relative to the values obtained when no selection was made (the same type of change
calculated in Sections 6.2 and 6.3). This standard deviation is 15.4% while the average is
0.5% which reflects how much one method increased or decreased in the corresponding
selected or non selected case. The method BCohF[1] seemed to be the one that most
benefited classification when combined with others.
It is also interesting to look at how affected was a given method when other matrices
were combined with it (Figure 6.6). By giving a general look at the four graphs in Figure
6.6 one immediately notices how all seem to point downwards, meaning that combining
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the best 5 methods from each family was never better that using the best method alone.
A closer look reveals that this also happened not only when 4 matrices were added to the
best statistical method but also when any other number of matrices were added to it. In
the ACPI dataset without feature selection (top-left corner of Figure 6.6) except the worst
method, which was the BTED, no method benefited, on average, from the combination
with another method. With feature selection (top-right corner of Figure 6.6), the results
were similar but better when 4 matrices were combined than when only 3 matrices were
combined. In the ADHD-200 filtered test set without feature selection (bottom-left corner
of Figure 6.6) the two linear methods, BCorrD and BCohW, that lead to a healthy margin
to the random classifier mark, did not benefit, on average, from their combination with
any number of matrices. Though, the second best accuracy and a good macro-averaged
f-measure mark of 0.558 (table I.16) was achieved when they were both combined. The
BMITD2 matrix was the only one that consistently benefited from the combination with
other matrices in the ADHD-200 filtered test set without feature selection. However, as
already said, the result achieved using only this matrix has to be cautiously considered.
When feature selection was made (bottom-right corner of Figure 6.6), not as many
results are available due to the already referred cases in which the classifier acted as an
MFC classifier. Though, this was the only context where, on average, a matrix combined
with other had a better classification performance than the best performance achieved
using only a single matrix (BCohF[1] when combined with a single matrix). The steep
drop in performance when the three matrices were combined with the one from the
BCohF[1] method comes partially from the fact that the classifier, when all methods but
the one from the transfer entropy family were combined, acted almost as an MFC classifier
because the precision was 1 and the TPR was close to zero, which means that there were
no false positives and many false negatives, leading one to conclude that probably most
subjects were attributed to the negative class. This combination had a macro-averaged
f-measure of 0.370, which clearly had a big impact on the average value achieved when
three matrices were combined with any of these three. Finally, it should be noted that the
best results achieved when multiple matrices were combined, came mostly when feature
selection was used.
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Figure 6.6: Average macro-averaged f-measure (vertical axis) of classifications using SVMs, when
0, 1, 2, 3 and 4 matrices (horizontal axis) were added to the method referred by each line, in the
ACPI dataset without and with feature selection (top half) and in the ADHD-200 filtered test set
(bottom half). Light blue, best correlation family method; Orange, best coherence family method;













As expected from the results already reported by other authors (see Chapter 3 and [44,
93]), the ADHD and the HC classes are not easily separable in either database. However,
the heterogeneity of the population in these two databases, as well as the inconsistent
acquisition protocols and the predefined test set in the ADHD-200 database, guarantee
that a significant result in any of them, especially in the latter, would represent a step
forward in the comprehension of the functional and effective connectivity causes behind
ADHD.
In this study, macro-averaged f-measure instead of accuracy was optimized, avoiding
the construction of MFC-like classifiers in most cases while allowing a good generalization
to datasets where the balance of the classes was different i.e. from the manually defined
ADHD-200 validation sets to its predefined test sets. The results shall be discussed next
following the general order in which they were presented in Chapter 6. The reader is
reminded that an evaluation of the ACPI results should be done with caution given the
intrinsic positive bias of k-fold cross validation and especially of LOO cross-validation.
7.1 Individual methods
The works of Wang et al. [147] and Smith et al. [129], which compared several statistical
methods to calculate brain connectivity, do not agree on which method is best for rs-fMRI
data. To date, no method has been proven better than the others with such a consistency
that one could safely opt for it in every situation. As suggested by those authors, the
best method will likely depend on the case at hand, given that their response to noise
depends heavily on the type of noise present in the data. Though, with increasingly better
de-noising techniques, it remains to be seen if one method is going to start having an edge
over the others. Given the non-linear nature of brain processes it seems unlikely, at first,
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that a cascade of those processes results in a linear or quasi-linear relationship between
two remote structures. However, linear methods such as Fourier based coherence and,
mostly, correlation, have been widely used, often with success, to assess FC in, among
others, EEG and fMRI signals. Also, stationarity has been assumed when determining FC
with some of these methods, an assumption which has been rightfully questioned by some
authors e.g. [83]. Here, all these subtleties have not been taken into consideration prior
to classification since the main goal of this study was not to achieve the best possible
accuracy or to find the most meaningful connections between regions for ADHD-HC
discrimination but to see if extracting information from several of these methods would
help this cause.
Results in the ACPI database clearly indicated that mutual information based methods
were the ones that provided connectivity reconstructions with better discriminative power
to SVM classifiers. The accuracy value of 74.4% achieved in said dataset represents a
proof of concept example of the distinguishability of the two classes. Even if all other
methods performed as badly as a random classifier, the results achieved with mutual
information in this dataset would prove that the two classes are, in fact, distinguishable
to a certain point through ML techniques. It is, however, not straightforward why mutual
information achieved such results since in any of the two referred studies [129, 147] this
method performed particularly well. However, it is not easy to attribute these results
to the sensibility of mutual information to non linear relationships, since other methods
with this characteristic, such as the BH2U, did not perform well in the same conditions.
Given such results, one would look for a confirmation of the importance of this method
for FC estimation, or, at least, for classification of ADHD subjects, in the results achieved
in the ADHD-200 database. Unfortunately, this was not the case in the filtered test
set which was the one of most interest. In the face of this inconsistency, the question
now is if one should reject the hypotheses that mutual information plays an important
role in distinguishing subjects with ADHD from HC. In classifications such as the ones
performed in this study, the number of variables that take part in the final result is of
such an order that a poor result can be a consequence of any of those variables and not
necessarily due to the indistinguishability of the two classes. This reasoning is backed
up by the results achieved with this method in every set but the filtered test set. In the
validation sets of the filtered ADHD-200 dataset, in the non filtered validation and test
sets and also, to some degree, in the classifications with RFs, mutual information based
methods were the best or close to being it. In Section 6.1 a most probable overfitting
hypothesis was already advanced as an explanation to this. The possibility that filtering
might be prejudicial to classifications based on FC calculated with mutual information
seems unlikely, since most information of FC has been suggested, on a strong basis, to be
located in the frequency range 0.009-0.08 Hz [19, 34], though it should not be discarded.
Further attempts at classifying the filtered test set with mutual information should be
made to investigate if there were any possible irregularities in the process that would
have caused the achieved results. Nonetheless, strong evidence of the value of mutual
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information for classification of subjects with ADHD can be derived from the results of
this study.
Since correlation is a very common method to evaluate FC we shall now elaborate on
the achieved results with it. Correlation measures linear relationships between variables,
essentially taking into account their variance. The correlation implemented in MULAN is
not the Pearson’s correlation coefficient, since it considers different time lags between the
variables. Instead, the correlation implemented in MULAN is the maximum covariance
value between the two centred and standardised variables at different lags, τ , τ < L,
where L is the maximum lag in time points, to be defined by the user. L is the only
parameter that has to be defined for this method. In this study, L = 12, which means
around 24 s in case a TR of 2 s was considered. This period of time seems enough to
include any delayed relationship between two regions and, in fact, the maximum value of
coherence occurred for τ = 0 in most cases. Thus, not much more could have been done to
improve the reconstructed connections with correlation apart from changing variables in
the overall pipeline. In both Wang’s [147] and Smith’s [129] studies, correlation methods
performed quite well, something confirmed by their overall performance in this study,
actually originating the best results in some datasets, as in the ADHD-200 filtered test
set without selection of features. As such, there is no evidence in this study that would
not suggest the usage of correlation based methods to measure FC.
As already mentioned in Chapter 3, in Smith’s study, one of the best methods was
partial correlation. The partial version of the used methods calculated by matrix inver-
sion, were not included in this study to avoid increasing the number of classifications to
be made and to avoid using methods without having first tested their simpler versions.
Partial versions of methods are one way to determine the statistical dependency between
two random variables while controlling for the others, something already mentioned in
Chapter 2. It would be interesting to see what impact the usage of the methods’ partial
versions instead of the bivariate ones would have on classification.
7.2 Impact of Feature Selection
When using a single matrix to extract features without selection, the classifiers had to
deal with 13456 features. When five matrices were combined, that number was five times
greater, meaning that the classifiers had to deal with a staggering 67280 features in such
cases. Some classifiers handle high-dimensional feature spaces better than others, and so
SVMs and RFs were chosen here because they were expected to work better than average
in such feature sets. For RFs this was thought to be true because they use only a subset of
features to construct each node, thus, making their final classification reliant on only a
few features from the original set.
As already said, the problem with having a big number of features and a small sample
is the resulting sparsity of data in such high dimensional feature sets. As the number
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of features increases, the space between data points gets wider and the number of so-
lutions to the classification problem increases exponentially [103]. Though, the large
margin principle in which the SVM algorithm is built upon, results in meaningful de-
cision boundaries even in high dimensional spaces. Besides that, the SVM algorithm
defines a number of features from the relationships between the data points, meaning
that, if the original feature set is discarded, the SVM algorithm is going to act just on this
new, possibly smaller feature set, of constant size. Because of these two reasons SVMs
also handle high-dimensional feature sets well.
Feature selection can certainly help reducing the number of solutions to the classi-
fication problem to a more meaningful set as discussed in Section 2.3.2, but how can it
particularly help an SVM classifier? The trade-off between margin size and the number
of margin violations allowed by the soft margin approach of SVMs to classification has
to be balanced in such a way that the noise-related outliers are allowed to violate the
margin, while keeping the largest margin between the meaningful data. This trade-off
is defined by the regularization parameter C and possibly by some kernel specific pa-
rameters, which depend on distance-like measures. Because the behaviour of distance
measures in high-dimensional spaces is hard to predict, reducing the dimensionality of
the data can benefit SVMs by making it easier to find the optimal parameter values.
Having what was said into account the hypothesis would be that feature selection
could reduce overfitting and possibly improve SVM classification performance.
Due to the large number of classifications to make and to the large number of features
involved in them, the chosen feature selection approach had to be fast and able to drasti-
cally reduce the dimensionality of the feature space, while keeping the most meaningful
features. As previously mentioned, a two step process was adopted in order to achieve
this. A univariate feature selection was used to eliminate most of the features, followed by
a further dimensionality reduction based on PCA. The overall results were mixed. In the
ACPI dataset, results were, on average, slightly worse using feature selection, however, in
the ADHD-200 dataset they were reasonably better, as hypothesised. Though, the best
results in the ACPI dataset and in both ADHD-200 test sets were always achieved with
feature selection. To explain the achieved results in the ACPI dataset one might need to
look at how the used univariate feature selection works. The statistical tests used to select
the features test the null hypotheses that the means of both classes’ distributions are the
same. Which p-value would give us a reasonable certainty that the two classes actually
have a different mean? If all features came from the same distribution and in all of them
the two classes had the same mean, in more than 67000 features almost certainly some
would have lower p-values than what usually is considered a significant value (around
0.05). It is possible, thus, that a univariate feature selection of this type on such a great
number of features would yield a subset in which some features would have a low p-value
by chance alone. One hypothesis to explain the results in the ACPI dataset would be that
in this dataset, the overall p-values of the 500 chosen features were higher than in the
ADHD-200 dataset, which was, in fact, the case (average of ≈ 0.003 in the ACPI’s best 500
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features and ≈ 0.001 in the ones from the ADHD-200 filtered dataset). If the p-values
were not sufficiently low, it could have been that the means of the two classes were only
different in the training set but that this difference only happened by chance, meaning
that it did not translate to new subjects and, thus, to the test set where the classifier was
evaluated. Thus, only the two principal components of the data’s PCA representation
were used for classification in order to avoid overfitting the training set.
A last note on feature selection shall be made, specifically on why so many times
the SVM classifiers acted as a MFC classifier in both ADHD-200 test sets, when feature
selection was made. One expects a MFC-like classification if the classifier is in total
underfit, however, in both cases in which the respective results in the validation set are
reported, the macro-averaged f-measure was reasonably good, meaning that there was
no underfit in the validation set. Even though this theory could not be tested during
the period this study was made, this seemingly paradoxal behaviour could be explained
as a consequence of the two linear transformations applied on the test sets. These two
linear transformations were derived first from the scaling of the training set data and
second from the PCA representation of the training set. If the training set data of the
ADHD-200 dataset is not representative of the data present in the predefined test set,
both linear transformations could project the test set data to a completely different part
of the feature space than the one where the decision boundary was drawn, thus leading
to all data points being in a single side of it and a MFC-like classification.
7.3 Impact of Filtering
The kind of filtering made in the ADHD-200 filtered dataset is common practice in rs-
fMRI preprocessing. With a TR of 2 s the Nyquist–Shannon theorem states that any
signal limited at 0.25 Hz can be totally reconstructed. Filtering the data in the frequency
band 0.009-0.08/0.1 Hz removes respiratory artefacts (0.1-0.5 Hz [34]) included in the
frequencies represented by the BOLD signal as well as other types of noise, leaving the
part of the signal with most FC information. One would expect a confirmation of these
previous findings [19, 34] in the classification results achieved in this study. As a matter
of fact, that was the overall conclusion in Section 6.3.
In the validation sets results, filtering did not have a big impact on classification
which can be a result of the overestimation that comes with optimizing the parameters
in said data. Also, because part of the predefined test set comes from data acquired in
different sites than that of the training set, noise not present in the training set data could
be present in the test set data, and, therefore, if not filtered out, it could mislead the
classifier to worse classification performances.
Even though the overall results in ADHD-200 test sets were considerably higher in
the filtered test set, three of the four best results occurred in the filtered test set when
feature selection was used. The reason as to why this happened and what role feature
selection played in it remains to be investigated.
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7.4 Combination of Matrices
As discussed in Chapter 2, every statistical method used to reconstruct the FC connectiv-
ity of an individual measures different aspects of the statistical dependency between each
ROI’s time series. The first idea behind combining the information of the connectivity
matrices constructed with these methods was to take advantage of the different informa-
tion each method contains about the true connectivity underlying the BOLD signal. In
reality, however, ML goes beyond that. Ideally, a classifier should be able not only to use
the best out of each method but also to find relationships between the different measured
statistical dependencies. For example, it could find how the connectivity between regions
A and Bmeasured with a given method α relates with the connectivity between regions C
andD measured with method β and tell us how that relationship relates to the class of the
subject in analysis. Besides that, an ML algorithm could establish comparisons between
methods if it allows us to recover the information about which features from each method
it used to classify a given dataset. In this study, mostly because it represents one of the
first steps towards understanding how a combination of matrices could help in classifi-
cation, a simple but comprehensive approach of feeding the information directly from
each matrix as a feature to the classifier was adopted. Though, other studies of pattern
recognition could be made to extract information from this central idea. For instance, in
this study, each feature was fed to the classifier as if the relationship between themselves
was equal. That, however, is not true. The first weights of all matrices measure the con-
nectivity between the same regions, as well as all other weights with the same vertical and
horizontal indexes. This information could be given to the classifier or used for feature
selection. Also, it would be interesting to understand what benefits the classifier more,
a combination of similar methods or a combination of methods that measure different
characteristics of signals.
The success of combining matrices for classification relies on the ability of the clas-
sifier to handle very high-dimensional feature spaces and/or on the quality of feature
selection. Both of these problems are also posed for classification with a single matrix
but are drastically emphasised when four or five matrices are used simultaneously. Most
of the weights of each matrix were not of great use for discriminating both the ADHD
and the HC class, as confirmed by the results achieved with feature selection using only
one matrix, which were generally better even with a reduction of 13456 to only 80 fea-
tures in the ADHD-200 dataset. If one supposes that of all constructed matrices the most
discriminative set of features is composed of some features from each matrix, then, if
the chosen feature selection consistently filters those out of the original set, one would
expect, in this case, an overall increase in classification performance as the number of
combined matrices increases. If, on the other hand, feature selection is not made prior to
classification, then, due to the curse of dimensionality and the larger number of “noisy”
features, the classification is expected to decrease.
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In the ACPI dataset, when several matrices were combined, the average of the macro-
averaged f-measure was lower and the best results were worse than when only a single
matrix was used. This agrees with what was expected. When feature selection was made,
the distributions were quite similar but the best results, achieved with mutual informa-
tion, were not replicated when the matrix built with the best method of this family in the
validation set was combined with other matrices. Why would this be? If feature selection
was perfect, this selection would, at least, keep the features on which the classification
with the mutual information method was based, maintaining the performance achieved
using just the mutual information method. There are several reasons as to why this might
not have happened. The major one is, probably, the kind of feature selection used in
this study. If the results achieved with mutual information were a consequence of the
relationship between various features, or of even just two, and those features were not
sufficiently significant on their own in the training set to pass the ANOVA test, then, at
least one of them, or all of them in the worst case scenario, would not be in the selected
feature set in which PCA representation was determined. Surely, in this case, the classifi-
cation performance would drop if features from other matrices were not included in that
feature set. As the number of combined matrices increases, the number of features to be
filtered in feature selection increases too, making it harder for the features responsible
for the good performance of the mutual information method to be in the final group of
500 features selected with the significance test. The representativeness of the training
set also has a big impact on whether the features needed to distinguish the test data are
selected or not.
In the ADHD-200 test sets, when no feature selection was made, results were similar
when using a single matrix and when using a combination of matrices, as mentioned in
Chapter 6. Even the best results in either test set followed the same pattern, the best
macro-averaged f-measure corresponded to a classification with a single matrix and the
best accuracy value to one with a combination of matrices. When feature selection was
made, the best results were much better than the best ones achieved without feature selec-
tion, and the combination of matrices clearly benefited classification in some cases. The
drop in performance of the best methods from the non-selected case to the selected case
can be explained by the same phenomenon caused by the univariate selection mentioned
in the last paragraph. The BCohF[1] method seemed to help classification in almost all
cases in the ADHD-200 filtered test set. Though, these results do not seem to be a result
of the relationship between the weights of this matrix and the weights of the other ma-
trices but rather of the good discriminative power of its most significant features on the
test set. One would say this because all matrices paired well with the BCohF[1] matrix,
leading one to think that the reason for the achieved results is the common denominator
in all classifications. The alternative to this explanation, that there was an equally good
relationship between the most significant features of the BCohF[1] matrix and the ones
from each of the other matrices, seems unlikely. The best combination of matrices across
all datasets of both databases was the combination of a mutual information method with
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a transfer entropy method.
Even though some evidence that the combination of matrices with feature selection
could help in the classification of subjects with ADHD, the four graphs in Figure 6.6
clearly show that when five matrices were combined the results were consistently poor,
being often close to the worst performance achieved with a single matrix or being actually
worse than that.
Taking into account the results achieved in this study and in the study made by
Deshpande et al. [41], the combination of matrices is recommended when the goal is
to achieve the best possible classification performances in a given dataset, while using
feature selection. The use of single matrices should, nonetheless, keep being adopted
at the same time to not compromise any hypothetical findings and to provide further
comparisons between the two approaches. Potential downsides of using a combination
of FC matrices for classification are mostly associated with finding the tools to apply
the necessary statistical methods and the additional time spent on their application, on
feature selection and on classification.
The type of feature selection used in this study, far from being the ideal one, was fast
and allowed a significant reduction in the parameter optimisation and in the classifier
training time. While permitting this, it was often able to collect a group of features that
surpassed the equivalent classification performance without it. Though, after looking
at the results achieved with the combination of matrices, one is led to think that such a
big univariate selection of features might have compromised any beneficial relationship
between the features of different matrices and also between the features of the same
matrix. Thus, a smaller study to analyse how the type of feature selection affects the
performance of a classifier when several matrices are combined is here proposed.
An ensemble-like classification in which several SVM estimators as the ones men-
tioned in this study would classify the database using a different matrix, voting between
each other to decide the final classification is also proposed for further investigation. Be-
cause the number of estimators would probably be small, instead of the voting system, the
class attribution probability each SVM classifier gives could be averaged to decide what
the combined classification should be or, instead, the most extreme probability could be
considered.
7.5 General Considerations
Even though, as already mentioned, the major goal of this work was not to achieve the
best possible classification performances, the overall results reported here reveal how
difficult it is to distinguish the ADHD and the HC classes. While DL methods promise
to eliminate part of the feature engineering steps in the present pipeline of connectivity
based classifications, it remains to be explored what is causing the less than optimal re-
sults in ADHD vs HC classifications of studies adopting it, particularly in the ADHD-200
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dataset. Since there are so many inter-subject variables in the ADHD-200 database (ac-
quisition site, resting-state instructions, age, gender, type of ADHD, session duration, TR,
among others) it is not easy to identify what is causing this phenomenon. As some authors
are already doing, de-constructing the database to assemble more homogeneous datasets
might help this cause. In the author’s point of view, the consequences of averaging possi-
bly very heterogeneous time series to form a single time series per atlas’ ROI should be
investigated, while comparing them with more homogeneous ROIs defined by taking into
account the data in hand. Also, based on the results of Wang’s study [147], longer rs-fMRI
sessions could greatly benefit the accuracy of the statistical methods used to reconstruct
each subject’s brain connectivity. In addition, it remains to be studied how classification
performances of each method relate to their ability to reconstruct the true functional and
effective connectivity of each subject, as only some aspects of the relationship between
different brain regions might be interesting to distinguish some classes of subjects.
In this study, only SVM classifiers were tested with feature selection because RFs have
a type of feature selection of their own. However, this does not mean that RFs would
not benefit from prior feature selection because the random feature subset from which
each node has to be chosen would possibly be more meaningful in that case. Nonetheless,
the results of this study do not support the use of RFs over SVMs in the type of datasets
considered here.
Finally, due to time limitations, two further analysis were left to be made. First,
statistical tests to compare the results between the several variations introduced in this
study would have been a valuable complement to the analysis presented here. A paired
t-test or a Wilcoxon signed-rank test would have been possible choices for this matter.
Second, it was not possible to analyse which connections between the different AAL
defined regions of the brain were most often used to distinguish both classes, which had
more weight in the decision function of the SVM classifier, or which were consistently
given higher importance values by the RF classifiers, though, those kinds of analysis are













In this work, evidence was provided that the combination of FC matrices can be used to
improve the performance of ADHD vs HC classifications, especially when prior feature
selection is made. Nonetheless, no particular combination of matrices was found to sig-
nificantly outperform the others on a consistent basis. Additionally, mutual information
based methods were shown to play an important role in such classifications, namely when
using data from the ACPI and the ADHD-200 public databases. Also, the achieved re-
sults support the importance of the BOLD signal in the frequency range 0.009-0.08 Hz for
brain connectivity based classifications. ANOVA testing followed by PCA dimensionality
reduction was proven to be an efficient feature selection technique in the classifications
performed with SVMs, as well. This type of feature selection, however, might be too
reliant on univariate feature selection to be able to maximize classification performance.
Finally, RF classifiers performed significantly worse than SVMs. As such, their use over
the latter is not suggested in the conditions the classifications in this work were made.
The classification performances previously reported in the ACPI database [93] were
surpassed. A maximum accuracy and macro-averaged f-measure of 0.744 and 0.677 were
achieved, respectively. Also, the best accuracy results of 0.61 achieved in the ADHD-
200 database competition held in 2011 [4] were also surpassed [44], using the publicly
available test set for classifier evaluation. A maximum accuracy and macro-averaged
f-measure of 0.678 and 0.648 were achieved in this case, respectively. In spite of these
results being good relative to the current literature, they are still far from what a classifier
should achieve in order to be helpful in clinical practice.
Given the conclusions presented here, more research on the combination of FC matri-
ces should be made to assess the extent to which they can further improve classification
performances on subjects with ADHD or other psychiatric, and neurological diseases and
to explore the effect of other feature selection techniques besides the one used in this
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study in such cases. In addition, it remains to be confirmed the value of mutual infor-
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Results - Complementary Tables
In this Annex the results of every type of classification performed in this study are pre-
sented. When a type of classification was performed more than once the average re-
sults and the corresponding standard deviation are presented. Best accuracy and macro-
averaged f-measure values are in bold. Codes in tables are as follows: BCorrU, undirected
bivariate correlation; BCorrD, directed bivariate correlation; BCohF[0], bivariate Fourier
based coherence in frequency 0.01 Hz; BCohF[1], bivariate Fourier based coherence in
frequency 0.043 Hz; BCohF[2], bivariate Fourier based coherence in frequency 0.076
Hz; BCohW, bivariate wavelet based coherence; BH2U, undirected bivariate h2; BH2D,
directed bivariate h2; BMITU, undirected bivariate mutual information; BMITD1, di-
rected bivariate mutual information; BMITD2, directed bivariate mutual information
(corrected); BTEU, undirected bivariate transfer entropy; BTED, directed bivariate trans-
fer entropy; acc, accuracy; fm, macro-averaged f-measure; TPR, true positive rate; prec,
precision; std, standard deviation; est, number of estimators of best classification; C, value
of C parameter; RP_fm, macro-averaged f-measure value of an equivalent classification
using a coin-toss like classifier; WRP_acc, accuracy value of an equivalent classification
using a classifier that assigns random classes in the proportion the classes exist in the
evaluation set; MFC, accuracy value of an equivalent classification using a MFC classifier.
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I.1 Results in the ACPI dataset
Table I.1: 5-fold CV with an RF classifier
Methods est acc std fm std TPR std prec std
BCorrU 5 0.610 0.036 0.504 0.046 0.786 0.046 0.686 0.023
BCorrD 7 0.629 0.038 0.504 0.055 0.827 0.047 0.689 0.024
BCohF[0] 3 0.586 0.039 0.499 0.043 0.736 0.046 0.681 0.024
BCohF[1] 3 0.584 0.034 0.498 0.037 0.731 0.052 0.681 0.021
BCohF[2] 5 0.607 0.038 0.498 0.043 0.787 0.052 0.683 0.022
BCohW 3 0.589 0.039 0.500 0.042 0.741 0.054 0.682 0.024
BH2U 3 0.598 0.036 0.509 0.049 0.750 0.042 0.688 0.026
BH2D 5 0.602 0.040 0.495 0.045 0.779 0.050 0.681 0.024
BMITU 3 0.589 0.038 0.501 0.042 0.740 0.055 0.683 0.024
BMITD1 3 0.589 0.033 0.505 0.040 0.733 0.043 0.685 0.023
BMITD2 5 0.600 0.040 0.494 0.044 0.775 0.056 0.681 0.023
BTEU 3 0.588 0.047 0.499 0.054 0.740 0.049 0.681 0.031
BTED 5 0.612 0.034 0.502 0.043 0.794 0.039 0.685 0.021
BCorrD_BCohW 3 0.597 0.038 0.508 0.048 0.751 0.040 0.687 0.026
BCorrD_BH2U 5 0.617 0.037 0.508 0.044 0.799 0.045 0.688 0.022
BCorrD_BMITD1 5 0.611 0.032 0.508 0.038 0.784 0.044 0.688 0.019
BCorrD_BTED 3 0.585 0.041 0.496 0.039 0.739 0.058 0.679 0.022
BCohW_BH2U 5 0.608 0.037 0.500 0.041 0.788 0.052 0.684 0.020
BCohW_BMITD1 3 0.586 0.041 0.497 0.048 0.738 0.050 0.681 0.028
BCohW_BTED 3 0.588 0.038 0.499 0.047 0.740 0.043 0.682 0.026
BH2U_BMITD1 5 0.609 0.040 0.504 0.049 0.786 0.046 0.686 0.024
BH2U_BTED 5 0.616 0.042 0.505 0.048 0.801 0.051 0.687 0.024
BMITD1_BTED 3 0.587 0.035 0.502 0.043 0.732 0.046 0.683 0.025
BCorrD_BCohW_BH2U 3 0.589 0.038 0.500 0.044 0.740 0.051 0.683 0.026
BCorrD_BCohW_BMITD1 3 0.592 0.037 0.507 0.039 0.740 0.049 0.685 0.022
BCorrD_BCohW_BTED 3 0.595 0.032 0.505 0.036 0.749 0.047 0.685 0.020
BCorrD_BH2U_BMITD1 3 0.593 0.038 0.503 0.042 0.748 0.046 0.684 0.023
BCorrD_BH2U_BTED 3 0.590 0.041 0.501 0.045 0.742 0.052 0.682 0.025
BCorrD_BMITD1_BTED 3 0.589 0.044 0.497 0.046 0.745 0.056 0.680 0.025
BCohW_BH2U_BMITD1 5 0.608 0.030 0.499 0.041 0.788 0.037 0.684 0.021
BCohW_BH2U_BTED 3 0.589 0.035 0.493 0.043 0.749 0.049 0.679 0.024
BCohW_BMITD1_BTED 3 0.582 0.032 0.491 0.036 0.737 0.044 0.677 0.021
BH2U_BMITD1_BTED 3 0.588 0.046 0.497 0.050 0.743 0.059 0.680 0.028
BCorrD_BCohW_BH2U_BMITD1 3 0.590 0.038 0.502 0.043 0.743 0.048 0.683 0.023
BCorrD_BCohW_BH2U_BTED 3 0.587 0.039 0.497 0.038 0.740 0.061 0.680 0.022
BCorrD_BCohW_BMITD1_BTED 5 0.604 0.042 0.494 0.051 0.784 0.054 0.681 0.025
BCorrD_BH2U_BMITD1_BTED 7 0.621 0.036 0.500 0.046 0.816 0.045 0.686 0.021
BCohW_BH2U_BMITD1_BTED 3 0.586 0.042 0.500 0.049 0.734 0.051 0.682 0.028
BCorrD_BCohW_BH2U_BMITD1_BTED 5 0.607 0.035 0.495 0.045 0.789 0.044 0.682 0.022
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Table I.2: LOO CV with an RF classifier
Methods est acc std fm std TPR std prec std
BCorrU 3 0.594 0.040 0.506 0.046 0.745 0.041 0.685 0.026
BCorrD 3 0.592 0.047 0.506 0.051 0.740 0.057 0.685 0.029
BCohF[0] 3 0.600 0.044 0.513 0.051 0.751 0.048 0.689 0.029
BCohF[1] 3 0.585 0.043 0.498 0.047 0.735 0.053 0.680 0.027
BCohF[2] 3 0.581 0.042 0.495 0.046 0.728 0.046 0.678 0.026
BCohW 3 0.587 0.037 0.497 0.042 0.741 0.042 0.680 0.024
BH2U 5 0.608 0.042 0.497 0.047 0.791 0.050 0.682 0.024
BH2D 3 0.584 0.036 0.498 0.038 0.731 0.052 0.681 0.022
BMITU 3 0.582 0.043 0.495 0.049 0.733 0.047 0.679 0.028
BMITD1 7 0.609 0.037 0.491 0.046 0.800 0.045 0.681 0.022
BMITD2 5 0.607 0.039 0.495 0.047 0.791 0.042 0.682 0.023
BTEU 3 0.587 0.038 0.493 0.043 0.747 0.052 0.679 0.023
BTED 5 0.599 0.033 0.489 0.039 0.780 0.041 0.678 0.020
BCorrD_BCohW 3 0.584 0.034 0.496 0.040 0.736 0.040 0.679 0.022
BCorrD_BH2U 3 0.586 0.046 0.497 0.053 0.739 0.049 0.680 0.030
BCorrD_BMITD1 3 0.582 0.044 0.493 0.054 0.734 0.048 0.679 0.030
BCorrD_BTED 3 0.589 0.043 0.501 0.043 0.740 0.055 0.682 0.025
BCohW_BH2U 3 0.590 0.038 0.497 0.046 0.749 0.045 0.681 0.025
BCohW_BMITD1 3 0.583 0.050 0.496 0.054 0.733 0.055 0.679 0.031
BCohW_BTED 5 0.601 0.041 0.492 0.049 0.781 0.048 0.680 0.025
BH2U_BMITD1 3 0.581 0.042 0.493 0.048 0.731 0.047 0.678 0.028
BH2U_BTED 3 0.587 0.041 0.495 0.049 0.744 0.042 0.679 0.027
BMITD1_BTED 3 0.584 0.040 0.500 0.046 0.731 0.041 0.681 0.027
BCorrD_BCohW_BH2U 3 0.592 0.037 0.502 0.048 0.747 0.039 0.684 0.026
BCorrD_BCohW_BMITD1 3 0.588 0.041 0.499 0.045 0.742 0.049 0.681 0.025
BCorrD_BCohW_BTED 3 0.585 0.031 0.492 0.034 0.744 0.044 0.678 0.019
BCorrD_BH2U_BMITD1 3 0.585 0.036 0.496 0.045 0.739 0.044 0.680 0.025
BCorrD_BH2U_BTED 5 0.613 0.032 0.500 0.038 0.799 0.039 0.685 0.019
BCorrD_BMITD1_BTED 5 0.600 0.038 0.490 0.045 0.781 0.048 0.679 0.023
BCohW_BH2U_BMITD1 3 0.582 0.041 0.493 0.047 0.736 0.049 0.678 0.026
BCohW_BH2U_BTED 5 0.599 0.038 0.489 0.040 0.781 0.050 0.678 0.021
BCohW_BMITD1_BTED 3 0.580 0.036 0.495 0.036 0.727 0.050 0.678 0.021
BH2U_BMITD1_BTED 3 0.590 0.039 0.497 0.043 0.748 0.046 0.680 0.024
BCorrD_BCohW_BH2U_BMITD1 5 0.597 0.031 0.487 0.043 0.779 0.031 0.678 0.021
BCorrD_BCohW_BH2U_BTED 3 0.586 0.035 0.495 0.042 0.742 0.046 0.679 0.023
BCorrD_BCohW_BMITD1_BTED 5 0.608 0.039 0.498 0.043 0.791 0.051 0.683 0.022
BCorrD_BH2U_BMITD1_BTED 5 0.612 0.040 0.499 0.044 0.799 0.047 0.683 0.022
BCohW_BH2U_BMITD1_BTED 3 0.585 0.049 0.501 0.049 0.733 0.058 0.681 0.030
BCorrD_BCohW_BH2U_BMITD1_BTED 7 0.622 0.037 0.495 0.048 0.825 0.040 0.684 0.022
RP_fm=0.482 std=0.045, WRP_acc=0.565 std=0.040, MFC=0.68
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Table I.3: 5-fold CV with an SVM classifier and without feature selection
Methods C acc std fm std TPR std prec std
BCorrU 15 0.647 0.026 0.474 0.032 0.896 0.031 0.683 0.013
BCorrD 19 0.647 0.025 0.491 0.025 0.883 0.035 0.687 0.011
BCohF[0] 22.5 0.680 0.021 0.535 0.030 0.911 0.024 0.705 0.012
BCohF[1] 65.5 0.619 0.024 0.466 0.030 0.848 0.030 0.675 0.012
BCohF[2] 62 0.610 0.020 0.430 0.025 0.864 0.022 0.665 0.010
BCohW 100 0.612 0.023 0.447 0.029 0.850 0.029 0.668 0.012
BH2U 122 0.641 0.020 0.481 0.023 0.878 0.026 0.683 0.010
BH2D 16 0.640 0.026 0.539 0.034 0.815 0.025 0.703 0.017
BMITU 2732 0.705 0.026 0.632 0.033 0.844 0.026 0.752 0.018
BMITD1 1912 0.694 0.026 0.606 0.037 0.856 0.027 0.737 0.020
BMITD2 1700 0.684 0.019 0.557 0.027 0.896 0.026 0.713 0.011
BTEU 17 0.669 0.015 0.451 0.023 0.959 0.016 0.684 0.007
BTED 22 0.671 0.017 0.451 0.024 0.962 0.022 0.685 0.007
BCorrD_BCohF[0] 23 0.673 0.021 0.509 0.031 0.919 0.025 0.697 0.011
BH2D_BMITU 100 0.640 0.027 0.554 0.032 0.793 0.030 0.711 0.017
BCohF[0]_BTED 70 0.672 0.013 0.476 0.025 0.944 0.019 0.689 0.007
BMITU_BTED 47 0.668 0.019 0.456 0.026 0.952 0.024 0.685 0.008
BCorrD_BMITU 30 0.652 0.026 0.494 0.031 0.891 0.031 0.689 0.012
BCohF[0]_BMITU 89 0.663 0.028 0.534 0.035 0.873 0.031 0.703 0.016
BCohF[0]_BH2D 62 0.632 0.021 0.504 0.028 0.838 0.029 0.689 0.012
BCorrD_BH2D 16 0.637 0.023 0.496 0.030 0.857 0.029 0.687 0.012
BH2D_BTED 16 0.638 0.024 0.508 0.035 0.845 0.024 0.691 0.015
BCorrD_BTED 65.5 0.667 0.017 0.466 0.027 0.942 0.019 0.686 0.009
BCorrD_BCohF[0]_BH2D 16 0.635 0.026 0.483 0.033 0.865 0.032 0.683 0.014
BCorrD_BCohF[0]_BMITU 26 0.665 0.022 0.498 0.030 0.913 0.028 0.693 0.011
BCorrD_BCohF[0]_BTED 19.5 0.671 0.019 0.468 0.026 0.946 0.021 0.687 0.009
BCorrD_BMITU_BTED 24.5 0.661 0.015 0.458 0.023 0.936 0.017 0.683 0.008
BH2D_BMITU_BTED 47 0.625 0.019 0.499 0.026 0.828 0.025 0.686 0.011
BCohF[0]_BH2D_BTED 18 0.639 0.024 0.488 0.028 0.870 0.028 0.685 0.012
BCohF[0]_BH2D_BMITU 30 0.630 0.027 0.508 0.032 0.828 0.029 0.689 0.015
BCorrD_BH2D_BMITU 19.5 0.631 0.024 0.492 0.031 0.848 0.027 0.684 0.013
BCohF[0]_BMITU_BTED 38 0.669 0.020 0.476 0.034 0.938 0.022 0.689 0.011
BCorrD_BH2D_BTED 17 0.635 0.023 0.473 0.028 0.874 0.028 0.680 0.012
BCorrD_BCohF[0]_BH2D_BMITU 22 0.631 0.026 0.477 0.031 0.862 0.033 0.680 0.013
BCorrD_BCohF[0]_BH2D_BTED 14 0.651 0.019 0.479 0.025 0.901 0.025 0.685 0.009
BCorrD_BCohF[0]_BMITU_BTED 26 0.672 0.013 0.477 0.027 0.942 0.014 0.689 0.008
BCorrD_BH2D_BMITU_BTED 23 0.631 0.021 0.470 0.025 0.869 0.026 0.679 0.010
BCohF[0]_BH2D_BMITU_BTED 25 0.634 0.020 0.484 0.024 0.863 0.029 0.683 0.010
BCorrD_BCohF[0]_BH2D_BMITU_BTED 20 0.638 0.019 0.466 0.027 0.887 0.022 0.679 0.010
RP_fm=0.482 std=0.045, WRP_acc=0.565 std=0.040, MFC=0.68
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Table I.4: LOO CV with an SVM classifier and without fea-
ture selection
Methods C acc fm TPR prec
BCorrU 15 0.632 0.484 0.859 0.682
BCorrD 19 0.632 0.484 0.859 0.682
BCohF[0] 22.5 0.688 0.545 0.918 0.709
BCohF[1] 65.5 0.624 0.452 0.871 0.673
BCohF[2] 62 0.616 0.433 0.871 0.667
BCohW 70 0.640 0.429 0.918 0.672
BH2U 122 0.632 0.471 0.871 0.679
BH2D 16 0.632 0.535 0.800 0.701
BMITU 2732 0.728 0.663 0.859 0.768
BMITD1 1912 0.720 0.650 0.859 0.760
BMITD2 1700 0.656 0.523 0.871 0.698
BTEU 17 0.672 0.463 0.953 0.686
BTED 22 0.664 0.459 0.941 0.684
BCorrD_BCohF[0] 23 0.640 0.489 0.871 0.685
BH2D_BMITU 100 0.640 0.565 0.776 0.717
BCohF[0]_BTED 70 0.656 0.470 0.918 0.684
BMITU_BTED 47 0.672 0.480 0.941 0.690
BCorrD_BMITU 30 0.600 0.439 0.835 0.664
BCohF[0]_BMITU 89 0.664 0.539 0.871 0.705
BCohF[0]_BH2D 62 0.592 0.447 0.812 0.663
BCorrD_BH2D 16 0.624 0.479 0.847 0.679
BH2D_BTED 16 0.624 0.501 0.824 0.686
BCorrD_BTED 65.5 0.680 0.500 0.941 0.696
BCorrD_BCohF[0]_BH2D 16 0.600 0.464 0.812 0.670
BCorrD_BCohF[0]_BMITU 26 0.640 0.489 0.871 0.685
BCorrD_BCohF[0]_BTED 19.5 0.664 0.459 0.941 0.684
BCorrD_BMITU_BTED 24.5 0.672 0.480 0.941 0.690
BH2D_BMITU_BTED 47 0.624 0.501 0.824 0.686
BCohF[0]_BH2D_BTED 18 0.624 0.466 0.859 0.676
BCohF[0]_BH2D_BMITU 30 0.600 0.464 0.812 0.670
BCorrD_BH2D_BMITU 19.5 0.632 0.507 0.835 0.689
BCohF[0]_BMITU_BTED 38 0.664 0.475 0.929 0.687
BCorrD_BH2D_BTED 17 0.624 0.479 0.847 0.679
BCorrD_BCohF[0]_BH2D_BMITU 22 0.600 0.464 0.812 0.670
BCorrD_BCohF[0]_BH2D_BTED 14 0.632 0.457 0.882 0.676
BCorrD_BCohF[0]_BMITU_BTED 26 0.648 0.450 0.918 0.678
BCorrD_BH2D_BMITU_BTED 23 0.624 0.479 0.847 0.679
BCohF[0]_BH2D_BMITU_BTED 25 0.608 0.456 0.835 0.670
BCorrD_BCohF[0]_BH2D_BMITU_BTED 20 0.632 0.457 0.882 0.676
RP_fm=0.482 std=0.045, WRP_acc=0.565 std=0.040, MFC=0.68
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Table I.5: 5-fold CV with an SVM classifier and with feature selection
Methods C acc std fm std TPR std prec std
BCorrU 6 0.621 0.036 0.479 0.041 0.833 0.075 0.680 0.016
BCorrD 12 0.613 0.046 0.495 0.054 0.804 0.064 0.683 0.026
BCohF[0] 30 0.606 0.044 0.503 0.051 0.779 0.052 0.685 0.026
BCohF[1] 0.925 0.637 0.028 0.460 0.041 0.888 0.033 0.678 0.015
BCohF[2] 1.4 0.619 0.034 0.486 0.049 0.827 0.042 0.681 0.021
BCohW 26.8 0.609 0.041 0.501 0.049 0.787 0.052 0.685 0.025
BH2U 175 0.589 0.049 0.495 0.055 0.748 0.062 0.680 0.030
BH2D 2 0.602 0.041 0.494 0.047 0.780 0.057 0.681 0.024
BMITU 3.3 0.601 0.036 0.487 0.044 0.786 0.044 0.678 0.022
BMITD1 1 0.641 0.031 0.479 0.042 0.881 0.038 0.683 0.016
BMITD2 2.7 0.601 0.037 0.495 0.048 0.777 0.036 0.681 0.024
BTEU 1.22 0.634 0.030 0.478 0.046 0.865 0.043 0.682 0.018
BTED 1.5 0.642 0.030 0.472 0.046 0.886 0.053 0.683 0.016
BCorrD_BCohF[0] 4.7 0.602 0.027 0.482 0.031 0.794 0.042 0.676 0.015
BCorrD_BH2U 8.1 0.608 0.035 0.501 0.041 0.787 0.045 0.684 0.021
BCorrD_BMITD2 1.9 0.624 0.033 0.503 0.040 0.820 0.039 0.687 0.019
BCorrD_BTEU 1.85 0.618 0.030 0.485 0.041 0.825 0.044 0.681 0.017
BCohF[0]_BH2U 6.7 0.584 0.031 0.470 0.040 0.770 0.042 0.669 0.019
BCohF[0]_BMITD2 2.1 0.602 0.033 0.482 0.041 0.795 0.039 0.676 0.019
BCohF[0]_BTEU 7.6 0.617 0.035 0.505 0.045 0.803 0.035 0.687 0.022
BH2U_BMITD2 29.7 0.575 0.032 0.479 0.033 0.737 0.044 0.670 0.019
BH2U_BTEU 10.4 0.612 0.036 0.500 0.045 0.796 0.042 0.684 0.022
BMITD2_BTEU 1.2 0.651 0.026 0.485 0.041 0.895 0.038 0.687 0.015
BCorrD_BCohF[0]_BH2U 2.6 0.602 0.022 0.479 0.024 0.799 0.034 0.675 0.012
BCorrD_BCohF[0]_BMITD2 7 0.589 0.029 0.473 0.034 0.776 0.037 0.671 0.017
BCorrD_BCohF[0]_BTEU 6.7 0.617 0.031 0.495 0.043 0.813 0.038 0.684 0.020
BCorrD_BH2U_BMITD2 2.4 0.616 0.032 0.493 0.043 0.813 0.037 0.683 0.020
BCorrD_BH2U_BTEU 1.8 0.627 0.026 0.492 0.040 0.839 0.034 0.684 0.016
BCorrD_BMITD2_BTEU 2 0.627 0.032 0.492 0.045 0.841 0.035 0.684 0.019
BCohF[0]_BH2U_BMITD2 1.5 0.598 0.027 0.469 0.032 0.801 0.039 0.671 0.015
BCohF[0]_BH2U_BTEU 45 0.611 0.025 0.495 0.035 0.799 0.034 0.683 0.017
BCohF[0]_BMITD2_BTEU 3.2 0.624 0.031 0.512 0.036 0.811 0.041 0.690 0.017
BH2U_BMITD2_BTEU 3.1 0.610 0.029 0.479 0.037 0.815 0.038 0.677 0.017
BCorrD_BCohF[0]_BH2U_BMITD2 12 0.585 0.035 0.472 0.040 0.769 0.042 0.669 0.021
BCorrD_BCohF[0]_BH2U_BTEU 25.9 0.611 0.032 0.495 0.042 0.800 0.039 0.682 0.020
BCorrD_BCohF[0]_BMITD2_BTEU 9 0.608 0.032 0.488 0.043 0.800 0.042 0.680 0.020
BCorrD_BH2U_BMITD2_BTEU 12 0.623 0.031 0.512 0.038 0.807 0.038 0.691 0.018
BCohF[0]_BH2U_BMITD2_BTEU 9 0.614 0.029 0.493 0.037 0.808 0.039 0.682 0.018
BCorrD_BCohF[0]_BH2U_BMITD2_BTEU 28 0.609 0.035 0.492 0.044 0.799 0.044 0.681 0.021
RP_fm=0.482 std=0.045, WRP_acc=0.565 std=0.040, MFC=0.68
98
I .1. RESULTS IN THE ACPI DATASET
Table I.6: LOO CV with an SVM classifier and with feature
selection
Methods C acc fm TPR prec
BCorrU 6 0.552 0.471 0.694 0.663
BCorrD 12 0.632 0.551 0.776 0.71
BCohF[0] 30 0.624 0.538 0.776 0.702
BCohF[1] 0.925 0.584 0.402 0.835 0.651
BCohF[2] 1.4 0.6 0.452 0.824 0.667
BCohW 26.8 0.528 0.446 0.671 0.648
BH2U 175 0.56 0.468 0.718 0.663
BH2D 2 0.608 0.51 0.776 0.688
BMITU 3.3 0.64 0.557 0.788 0.713
BMITD1 1 0.616 0.515 0.788 0.691
BMITD2 2.7 0.744 0.677 0.882 0.773
BTEU 1.22 0.696 0.592 0.882 0.728
BTED 1.5 0.632 0.425 0.906 0.67
BCorrD_BCohF[0] 4.7 0.568 0.464 0.741 0.663
BCorrD_BH2U 8.1 0.624 0.552 0.753 0.711
BCorrD_BMITD2 1.9 0.632 0.507 0.835 0.689
BCorrD_BTEU 1.85 0.592 0.447 0.812 0.663
BCohF[0]_BH2U 6.7 0.576 0.47 0.753 0.667
BCohF[0]_BMITD2 2.1 0.624 0.53 0.788 0.698
BCohF[0]_BTEU 7.6 0.64 0.541 0.812 0.704
BH2U_BMITD2 29.7 0.592 0.49 0.765 0.677
BH2U_BTEU 10.4 0.592 0.498 0.753 0.681
BMITD2_BTEU 1.2 0.672 0.545 0.882 0.708
BCorrD_BCohF[0]_BH2U 2.6 0.6 0.439 0.835 0.664
BCorrD_BCohF[0]_BMITD2 7 0.592 0.498 0.753 0.681
BCorrD_BCohF[0]_BTEU 6.7 0.592 0.447 0.812 0.663
BCorrD_BH2U_BMITD2 2.4 0.632 0.507 0.835 0.689
BCorrD_BH2U_BTEU 1.8 0.584 0.442 0.8 0.66
BCorrD_BMITD2_BTEU 2 0.576 0.438 0.788 0.657
BCohF[0]_BH2U_BMITD2 1.5 0.608 0.491 0.8 0.68
BCohF[0]_BH2U_BTEU 45 0.6 0.464 0.812 0.67
BCohF[0]_BMITD2_BTEU 3.2 0.624 0.511 0.812 0.69
BH2U_BMITD2_BTEU 3.1 0.568 0.455 0.753 0.66
BCorrD_BCohF[0]_BH2U_BMITD2 12 0.592 0.421 0.835 0.657
BCorrD_BCohF[0]_BH2U_BTEU 25.9 0.536 0.452 0.682 0.652
BCorrD_BCohF[0]_BMITD2_BTEU 9 0.6 0.495 0.776 0.68
BCorrD_BH2U_BMITD2_BTEU 12 0.632 0.544 0.788 0.705
BCohF[0]_BH2U_BMITD2_BTEU 9 0.584 0.442 0.8 0.66
BCorrD_BCohF[0]_BH2U_BMITD2_BTEU 28 0.536 0.443 0.694 0.648
RP_fm=0.482 std=0.045, WRP_acc=0.565 std=0.040, MFC=0.68
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I.2 Results in the ADHD-200 datasets
Table I.7: RF classifier in the validation set
Methods est acc std fm std TPR std prec std
BCorrU 3 0.572 0.041 0.517 0.044 0.336 0.071 0.381 0.064
BCorrD 5 0.586 0.040 0.515 0.044 0.292 0.070 0.388 0.072
BCohF[0] 3 0.559 0.039 0.498 0.043 0.301 0.071 0.355 0.064
BCohF[1] 5 0.572 0.037 0.496 0.041 0.263 0.066 0.357 0.068
BCohF[2] 3 0.564 0.041 0.504 0.045 0.311 0.073 0.363 0.068
BCohW 5 0.582 0.039 0.514 0.043 0.298 0.069 0.383 0.068
BH2U 3 0.571 0.040 0.515 0.043 0.331 0.073 0.379 0.063
BH2D 5 0.584 0.037 0.512 0.042 0.286 0.066 0.382 0.069
BMITU 5 0.609 0.037 0.545 0.042 0.338 0.073 0.432 0.067
BMITD1 7 0.614 0.037 0.544 0.043 0.319 0.071 0.437 0.071
BMITD2 3 0.602 0.039 0.548 0.042 0.368 0.070 0.429 0.064
BTEU 5 0.585 0.040 0.512 0.045 0.284 0.068 0.384 0.074
BTED 3 0.571 0.042 0.511 0.045 0.319 0.070 0.375 0.067
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Table I.8: RF classifier in the test set
Methods est acc std fm std TPR std prec std
BCorrU 3 0.501 0.041 0.473 0.042 0.306 0.062 0.429 0.063
BCorrD 3 0.523 0.041 0.492 0.044 0.312 0.061 0.459 0.066
BCohF[0] 3 0.515 0.035 0.481 0.037 0.293 0.054 0.445 0.057
BCohF[1] 3 0.521 0.036 0.488 0.039 0.302 0.057 0.455 0.061
BCohF[2] 3 0.509 0.036 0.476 0.039 0.293 0.061 0.435 0.058
BCohW 3 0.515 0.040 0.488 0.041 0.317 0.053 0.450 0.065
BH2U 3 0.501 0.042 0.475 0.043 0.313 0.060 0.430 0.063
BH2D 3 0.493 0.038 0.466 0.041 0.301 0.061 0.416 0.061
BMITU 3 0.521 0.034 0.491 0.036 0.313 0.054 0.456 0.055
BMITD1 5 0.530 0.034 0.492 0.039 0.288 0.065 0.466 0.062
BMITD2 5 0.534 0.037 0.495 0.041 0.286 0.056 0.474 0.068
BTEU 3 0.512 0.040 0.484 0.043 0.312 0.064 0.443 0.064
BTED 3 0.507 0.041 0.479 0.043 0.309 0.061 0.436 0.064
BCorrD_BCohW 3 0.519 0.037 0.490 0.040 0.315 0.058 0.453 0.061
BCorrD_BH2U 3 0.513 0.043 0.486 0.046 0.318 0.065 0.446 0.068
BCorrD_BMITD2 3 0.516 0.036 0.483 0.041 0.300 0.066 0.445 0.062
BCorrD_BTEU 3 0.516 0.034 0.487 0.037 0.313 0.061 0.449 0.055
BCohW_BH2U 5 0.522 0.034 0.488 0.037 0.300 0.057 0.456 0.057
BCohW_BMITD2 3 0.517 0.036 0.487 0.039 0.310 0.063 0.449 0.061
BCohW_BTEU 3 0.513 0.042 0.489 0.045 0.332 0.067 0.448 0.064
BH2U_BMITD2 3 0.511 0.036 0.484 0.037 0.317 0.059 0.444 0.054
BH2U_BTEU 3 0.503 0.041 0.475 0.042 0.307 0.058 0.431 0.063
BMITD2_BTEU 3 0.521 0.038 0.490 0.040 0.307 0.058 0.457 0.064
BCorrD_BCohW_BH2U 3 0.513 0.041 0.486 0.042 0.320 0.055 0.447 0.062
BCorrD_BCohW_BMITD2 3 0.517 0.038 0.488 0.039 0.313 0.055 0.452 0.059
BCorrD_BCohW_BTEU 3 0.519 0.044 0.493 0.048 0.330 0.067 0.455 0.069
BCorrD_BH2U_BMITD2 3 0.517 0.041 0.484 0.041 0.299 0.056 0.450 0.067
BCorrD_BH2U_BTEU 3 0.507 0.041 0.482 0.041 0.319 0.057 0.440 0.061
BCorrD_BMITD2_BTEU 3 0.517 0.041 0.485 0.043 0.302 0.063 0.449 0.065
BCohW_BH2U_BMITD2 3 0.512 0.044 0.483 0.045 0.307 0.055 0.445 0.068
BCohW_BH2U_BTEU 3 0.513 0.035 0.488 0.036 0.326 0.051 0.447 0.051
BCohW_BMITD2_BTEU 3 0.515 0.040 0.488 0.042 0.322 0.059 0.449 0.063
BH2U_BMITD2_BTEU 3 0.512 0.036 0.483 0.038 0.308 0.059 0.442 0.056
BCorrD_BCohW_BH2U_BMITD2 3 0.519 0.039 0.488 0.042 0.306 0.061 0.451 0.063
BCorrD_BCohW_BH2U_BTEU 3 0.514 0.032 0.487 0.033 0.322 0.059 0.448 0.049
BCorrD_BCohW_BMITD2_BTEU 5 0.526 0.038 0.486 0.041 0.278 0.062 0.460 0.069
BCorrD_BH2U_BMITD2_BTEU 3 0.515 0.037 0.486 0.039 0.311 0.059 0.448 0.059
BCohW_BH2U_BMITD2_BTEU 3 0.509 0.042 0.483 0.044 0.317 0.063 0.441 0.063
BCorrD_BCohW_BH2U_BMITD2_BTEU 3 0.512 0.040 0.483 0.043 0.313 0.065 0.443 0.066
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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Table I.9: SVM classifier in the validation set without feature
selection
Methods C acc std fm std TPR std prec std
BCorrU 200 0.632 0.033 0.571 0.038 0.363 0.066 0.475 0.062
BCorrD 200 0.623 0.034 0.562 0.040 0.356 0.068 0.458 0.062
BCohF[0] 35 0.615 0.033 0.520 0.039 0.243 0.055 0.425 0.082
BCohF[1] 90 0.596 0.034 0.522 0.040 0.291 0.066 0.402 0.066
BCohF[2] 50 0.597 0.032 0.519 0.037 0.278 0.061 0.400 0.065
BCohW 1000 0.610 0.032 0.548 0.037 0.343 0.065 0.435 0.058
BH2U 200 0.622 0.034 0.554 0.042 0.333 0.070 0.453 0.067
BH2D 200 0.582 0.036 0.497 0.040 0.245 0.057 0.365 0.073
BMITU 10000 0.612 0.037 0.555 0.042 0.363 0.068 0.441 0.065
BMITD1 10000 0.616 0.037 0.559 0.041 0.366 0.066 0.449 0.063
BMITD2 10000 0.620 0.034 0.561 0.040 0.364 0.066 0.454 0.062
BTEU 500 0.629 0.031 0.525 0.041 0.232 0.060 0.452 0.087
BTED 500 0.624 0.028 0.499 0.040 0.180 0.057 0.423 0.096
RP_fm=0.488 std=0.043, WRP_acc=0.543 std=0.042, MFC=0.647
102
I .2. RESULTS IN THE ADHD-200 DATASETS
Table I.10: SVM classifier in the test set without feature se-
lection
Methods C acc fm TPR prec
BCorrU 200 0.486 0.465 0.318 0.412
BCorrD 200 0.514 0.496 0.364 0.453
BCohF[0] 25 0.507 0.370 0.046 0.250
BCohF[1] 50 0.541 0.436 0.121 0.471
BCohF[2] 1000 0.521 0.496 0.333 0.458
BCohW 150 0.555 0.528 0.348 0.511
BH2U 200 0.534 0.511 0.348 0.479
BH2D 200 0.534 0.478 0.227 0.469
BMITU 10000 0.548 0.525 0.364 0.500
BMITD1 10000 0.568 0.545 0.379 0.532
BMITD2 10000 0.521 0.502 0.364 0.462
BTEU 500 0.548 0.498 0.258 0.500
BTED 500 0.521 0.451 0.182 0.429
BCorrU_BCohW 50 0.493 0.477 0.348 0.426
BCorrU_BH2U 30 0.514 0.476 0.273 0.439
BCorrU_BMITD2 50 0.479 0.446 0.258 0.386
BCorrU_BTEU 30 0.507 0.467 0.258 0.425
BCohW_BH2U 100 0.521 0.490 0.303 0.455
BCohW_BMITD2 220 0.555 0.503 0.258 0.515
BCohW_BTEU 250 0.582 0.543 0.318 0.568
BH2U_BMITD2 180 0.548 0.507 0.288 0.500
BH2U_BTEU 150 0.500 0.453 0.227 0.405
BMITD2_BTEU 900 0.493 0.437 0.197 0.382
BCorrU_BCohW_BH2U 60 0.534 0.508 0.333 0.478
BCorrU_BCohW_BMITD2 50 0.500 0.473 0.303 0.426
BCorrU_BCohW_BTEU 35 0.534 0.488 0.258 0.472
BCorrU_BH2U_BMITD2 40 0.507 0.462 0.242 0.421
BCorrU_BH2U_BTEU 35 0.514 0.468 0.242 0.432
BCorrU_BMITD2_BTEU 45 0.507 0.462 0.242 0.421
BCohW_BH2U_BMITD2 190 0.507 0.475 0.288 0.432
BCohW_BH2U_BTEU 200 0.562 0.537 0.364 0.522
BCohW_BMITD2_BTEU 250 0.575 0.533 0.303 0.556
BH2U_BMITD2_BTEU 380 0.555 0.517 0.303 0.513
BCorrU_BCohW_BH2U_BMITD2 80 0.521 0.490 0.303 0.455
BCorrU_BCohW_BH2U_BTEU 40 0.521 0.482 0.273 0.450
BCorrU_BCohW_BMITD2_BTEU 70 0.514 0.488 0.318 0.447
BCorrU_BH2U_BMITD2_BTEU 100 0.500 0.476 0.318 0.429
BCohW_BH2U_BMITD2_BTEU 260 0.568 0.542 0.364 0.533
BCorrU_BCohW_BH2U_BMITD2_BTEU 100 0.534 0.511 0.348 0.479
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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Table I.11: SVM classifier in the validation set with feature selec-
tion
Methods C acc std fm std TPR std prec std
BCorrU 42.7 0.637 0.034 0.566 0.038 0.334 0.063 0.484 0.070
BCorrD 1.75 0.642 0.013 0.429 0.025 0.044 0.033 0.552 0.268
BCohF[0] 1.7 0.644 0.011 0.425 0.026 0.039 0.033 0.616 0.293
BCohF[1] 3.45 0.646 0.006 0.419 0.010 0.027 0.009 0.793 0.271
BCohF[2] 4.8 0.640 0.026 0.515 0.049 0.200 0.083 0.508 0.149
BCohW 42.7 0.647 0.022 0.479 0.036 0.114 0.046 0.516 0.150
BH2U 8.06 0.609 0.033 0.509 0.040 0.227 0.062 0.406 0.082
BH2D 15.6 0.567 0.041 0.476 0.044 0.224 0.089 0.330 0.080
BMITU 9.14 0.632 0.034 0.567 0.037 0.348 0.062 0.475 0.064
BMITD1 11.9 0.636 0.035 0.569 0.039 0.348 0.065 0.482 0.071
BMITD2 7.2 0.643 0.034 0.583 0.040 0.375 0.070 0.496 0.066
BTEU 12.545 0.595 0.039 0.523 0.040 0.295 0.068 0.406 0.072
BTED 31.9 0.598 0.038 0.529 0.040 0.312 0.079 0.412 0.067
RP_fm=0.488 std=0.043, WRP_acc=0.543 std=0.042, MFC=0.647
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Table I.12: SVM classifier in the test set with feature selection
Methods C acc fm TPR prec
BCorrU 42.7 0.548 — 0.000 —
BCorrD 1.75 0.562 0.399 0.046 0.750
BCohF[0] 1.7 0.541 0.364 0.015 0.333
BCohF[1] 3.45 0.548 0.392 0.046 0.500
BCohF[2] 4.8 0.555 0.417 0.076 0.556
BCohW 42.7 0.575 0.458 0.121 0.667
BH2U 8.06 0.589 0.539 0.288 0.594
BH2D 15.6 0.562 0.518 0.288 0.528
BMITU 9.14 0.562 0.513 0.273 0.529
BMITD1 11.9 0.589 0.548 0.318 0.583
BMITD2 7.2 0.568 0.551 0.409 0.529
BTEU 12.545 0.596 0.545 0.288 0.613
BTED 31.9 0.418 0.412 0.348 0.354
BCorrU_BCohF[2] 1.7 0.548 — 0.000 —
BCorrU_BH2U 12.85 0.548 — 0.000 —
BCorrU_BMITD2 1.75 0.548 — 0.000 —
BCorrU_BTED 1.7 0.548 — 0.000 —
BCohF[2]_BH2U 1.42 0.534 0.361 0.015 0.250
BCohF[2]_BMITD2 1.7 0.514 0.402 0.091 0.353
BCohF[2]_BTED 1.7 0.500 0.394 0.091 0.316
BH2U_BMITD2 3.3 0.623 0.566 0.288 0.704
BH2U_BTED 19.6 0.658 0.623 0.394 0.722
BMITD2_BTED 9.86 0.603 0.555 0.303 0.625
BCorrU_BCohF[2]_BH2U 1.7 0.548 — 0.000 —
BCorrU_BCohF[2]_BMITD2 32.7 0.562 0.387 0.030 1.000
BCorrU_BCohF[2]_BTED 13.7 0.548 — 0.000 —
BCorrU_BH2U_BMITD2 22.65 0.548 — 0.000 —
BCorrU_BH2U_BTED 32.7 0.548 — 0.000 —
BCorrU_BMITD2_BTED 8.45 0.548 — 0.000 —
BCohF[2]_BH2U_BMITD2 1.6 0.541 0.377 0.030 0.400
BCohF[2]_BH2U_BTED 43.7 0.514 — 0.000 0.000
BCohF[2]_BMITD2_BTED 1.7 0.514 0.402 0.091 0.353
BH2U_BMITD2_BTED 12.9 0.678 0.648 0.424 0.757
BCorrU_BCohF[2]_BH2U_BMITD2 3.1 0.548 — 0.000 —
BCorrU_BCohF[2]_BH2U_BTED 5.69 0.548 — 0.000 —
BCorrU_BCohF[2]_BMITD2_BTED 1.7 0.555 0.370 0.015 1.000
BCorrU_BH2U_BMITD2_BTED 9.7 0.548 — 0.000 —
BCohF[2]_BH2U_BMITD2_BTED 2.46 0.534 0.373 0.030 0.333
BCorrU_BCohF[2]_BH2U_BMITD2_BTED 1.42 0.548 — 0.000 —
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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Table I.13: RF classifier in the filtered validation set
Methods est acc std fm std TPR std prec std
BCorrU 3 0.557 0.038 0.500 0.040 0.314 0.068 0.357 0.059
BCorrD 7 0.591 0.038 0.508 0.044 0.257 0.065 0.383 0.076
BCohF[0] 3 0.557 0.042 0.497 0.044 0.303 0.070 0.353 0.065
BCohF[1] 3 0.556 0.042 0.496 0.046 0.302 0.073 0.351 0.068
BCohF[2] 3 0.559 0.041 0.499 0.043 0.307 0.072 0.356 0.064
BCohW 3 0.563 0.040 0.507 0.043 0.322 0.070 0.366 0.063
BH2U 3 0.578 0.040 0.524 0.044 0.345 0.073 0.390 0.063
BH2D 3 0.569 0.038 0.513 0.041 0.329 0.070 0.375 0.060
BMITU 5 0.584 0.038 0.516 0.041 0.299 0.066 0.387 0.065
BMITD1 3 0.571 0.038 0.515 0.041 0.331 0.072 0.378 0.060
BMITD2 3 0.574 0.040 0.516 0.043 0.328 0.069 0.382 0.064
BTEU 3 0.590 0.039 0.538 0.043 0.364 0.072 0.411 0.062
BTED 7 0.607 0.038 0.538 0.045 0.316 0.074 0.424 0.072
RP_fm=0.488 std=0.043, WRP_acc=0.543 std=0.042, MFC=0.647
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Table I.14: RF classifier in the filtered test set
Methods est acc std fm std TPR std prec std
BCorrU 3 0.509 0.041 0.482 0.044 0.317 0.064 0.439 0.066
BCorrD 3 0.519 0.034 0.487 0.038 0.303 0.063 0.451 0.058
BCohF[0] 3 0.522 0.036 0.489 0.039 0.300 0.057 0.457 0.062
BCohF[1] 5 0.548 0.035 0.509 0.039 0.297 0.058 0.501 0.069
BCohF[2] 3 0.519 0.035 0.487 0.038 0.305 0.061 0.452 0.059
BCohW 3 0.517 0.035 0.482 0.039 0.290 0.061 0.445 0.061
BH2U 3 0.502 0.036 0.475 0.037 0.309 0.056 0.430 0.053
BH2D 3 0.492 0.045 0.467 0.045 0.309 0.060 0.418 0.067
BMITU 3 0.505 0.041 0.481 0.040 0.322 0.055 0.438 0.060
BMITD1 3 0.505 0.039 0.479 0.039 0.318 0.056 0.436 0.057
BMITD2 5 0.510 0.039 0.476 0.042 0.287 0.065 0.437 0.067
BTEU 5 0.520 0.041 0.500 0.044 0.361 0.068 0.460 0.059
BTED 3 0.516 0.042 0.498 0.044 0.370 0.071 0.456 0.060
BCorrD_BCohW 3 0.522 0.036 0.487 0.040 0.294 0.058 0.455 0.063
BCorrD_BH2U 3 0.516 0.042 0.490 0.043 0.325 0.058 0.452 0.066
BCorrD_BMITD2 3 0.510 0.032 0.482 0.036 0.315 0.063 0.440 0.054
BCorrD_BTEU 3 0.511 0.042 0.490 0.043 0.351 0.062 0.448 0.060
BCohW_BH2U 3 0.503 0.036 0.475 0.038 0.304 0.056 0.430 0.055
BCohW_BMITD2 3 0.505 0.036 0.480 0.039 0.323 0.060 0.435 0.055
BCohW_BTEU 3 0.514 0.035 0.495 0.037 0.358 0.062 0.452 0.050
BH2U_BMITD2 3 0.512 0.043 0.486 0.044 0.320 0.059 0.446 0.066
BH2U_BTEU 3 0.514 0.044 0.494 0.045 0.356 0.061 0.453 0.062
BMITD2_BTEU 5 0.527 0.037 0.504 0.037 0.351 0.056 0.471 0.052
BCorrD_BCohW_BH2U 3 0.507 0.038 0.478 0.040 0.305 0.060 0.435 0.060
BCorrD_BCohW_BMITD2 3 0.512 0.042 0.482 0.045 0.310 0.071 0.442 0.066
BCorrD_BCohW_BTEU 3 0.514 0.042 0.492 0.043 0.344 0.062 0.451 0.060
BCorrD_BH2U_BMITD2 3 0.502 0.039 0.474 0.041 0.306 0.060 0.429 0.062
BCorrD_BH2U_BTEU 3 0.514 0.041 0.492 0.045 0.347 0.072 0.449 0.062
BCorrD_BMITD2_BTEU 3 0.519 0.046 0.500 0.047 0.363 0.065 0.460 0.063
BCohW_BH2U_BMITD2 3 0.501 0.040 0.473 0.041 0.305 0.061 0.429 0.063
BCohW_BH2U_BTEU 5 0.527 0.038 0.501 0.041 0.335 0.060 0.466 0.059
BCohW_BMITD2_BTEU 5 0.528 0.037 0.505 0.040 0.349 0.062 0.470 0.058
BH2U_BMITD2_BTEU 5 0.518 0.038 0.495 0.040 0.343 0.065 0.456 0.056
BCorrD_BCohW_BH2U_BMITD2 3 0.509 0.041 0.481 0.043 0.313 0.062 0.440 0.065
BCorrD_BCohW_BH2U_BTEU 3 0.516 0.040 0.493 0.042 0.341 0.061 0.453 0.059
BCorrD_BCohW_BMITD2_BTEU 5 0.521 0.044 0.493 0.046 0.322 0.065 0.458 0.069
BCorrD_BH2U_BMITD2_BTEU 3 0.516 0.044 0.497 0.046 0.361 0.069 0.456 0.062
BCohW_BH2U_BMITD2_BTEU 5 0.521 0.040 0.494 0.041 0.328 0.060 0.459 0.064
BCorrD_BCohW_BH2U_BMITD2_BTEU 3 0.526 0.047 0.506 0.048 0.368 0.066 0.470 0.067
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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Table I.15: SVM classifier in the filtered validation set without
feature selection
Methods C acc std fm std TPR std prec std
BCorrU 200 0.614 0.033 0.533 0.041 0.283 0.066 0.431 0.071
BCorrD 200 0.609 0.035 0.539 0.039 0.314 0.064 0.429 0.066
BCohF[0] 25 0.595 0.028 0.479 0.034 0.177 0.049 0.355 0.077
BCohF[1] 50 0.588 0.033 0.506 0.039 0.260 0.064 0.378 0.067
BCohF[2] 1000 0.586 0.036 0.505 0.042 0.260 0.067 0.376 0.073
BCohW 130 0.594 0.039 0.533 0.042 0.334 0.068 0.409 0.063
BH2U 200 0.604 0.034 0.543 0.040 0.342 0.069 0.424 0.060
BH2D 200 0.581 0.037 0.508 0.041 0.282 0.061 0.377 0.067
BMITU 10000 0.613 0.033 0.566 0.036 0.407 0.068 0.449 0.052
BMITD1 10000 0.614 0.037 0.561 0.041 0.380 0.067 0.447 0.062
BMITD2 10000 0.631 0.038 0.575 0.042 0.386 0.070 0.474 0.065
BTEU 500 0.599 0.033 0.508 0.039 0.241 0.060 0.393 0.073
BTED 500 0.603 0.031 0.494 0.039 0.201 0.058 0.383 0.083
RP_fm=0.488 std=0.043, WRP_acc=0.543 std=0.042, MFC=0.647
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Table I.16: SVM classifier in the filtered test set without
feature selection
Methods C acc fm TPR prec
BCorrU 200 0.575 0.544 0.348 0.548
BCorrD 200 0.589 0.565 0.394 0.565
BCohF[0] 25 0.582 0.519 0.242 0.593
BCohF[1] 50 0.562 0.537 0.364 0.522
BCohF[2] 1000 0.527 0.491 0.288 0.463
BCohW 150 0.562 0.530 0.333 0.524
BH2U 200 0.527 0.487 0.273 0.462
BH2D 200 0.521 0.473 0.242 0.444
BMITU 10000 0.514 0.488 0.318 0.447
BMITD1 10000 0.500 0.470 0.288 0.422
BMITD2 10000 0.500 0.473 0.303 0.426
BTEU 500 0.555 0.513 0.288 0.514
BTED 500 0.555 0.498 0.242 0.516
BCorrD_BCohW 100 0.596 0.558 0.333 0.595
BCorrD_BH2U 130 0.555 0.513 0.288 0.514
BCorrD_BMITD2 140 0.521 0.486 0.288 0.452
BCorrD_BTEU 80 0.596 0.545 0.288 0.613
BCohW_BH2U 100 0.534 0.472 0.212 0.467
BCohW_BMITD2 180 0.555 0.503 0.258 0.515
BCohW_BTEU 100 0.568 0.497 0.212 0.560
BH2U_BMITD2 180 0.514 0.463 0.227 0.429
BH2U_BTEU 40 0.568 0.503 0.227 0.556
BMITD2_BTEU 60 0.589 0.548 0.318 0.583
BCorrD_BCohW_BH2U 78 0.568 0.503 0.227 0.556
BCorrD_BCohW_BMITD2 117 0.548 0.488 0.227 0.500
BCorrD_BCohW_BTEU 48 0.548 0.476 0.197 0.500
BCorrD_BH2U_BMITD2 105 0.562 0.503 0.242 0.533
BCorrD_BH2U_BTEU 48 0.582 0.524 0.258 0.586
BCorrD_BMITD2_BTEU 56 0.603 0.563 0.333 0.611
BCohW_BH2U_BMITD2 110 0.534 0.460 0.182 0.462
BCohW_BH2U_BTEU 58.5 0.555 0.468 0.167 0.524
BCohW_BMITD2_BTEU 70 0.568 0.514 0.258 0.548
BH2U_BMITD2_BTEU 80.5 0.568 0.523 0.288 0.543
BCorrD_BCohW_BH2U_BMITD2 139 0.555 0.503 0.258 0.515
BCorrD_BCohW_BH2U_BTEU 60 0.555 0.475 0.182 0.522
BCorrD_BCohW_BMITD2_BTEU 70 0.568 0.514 0.258 0.548
BCorrD_BH2U_BMITD2_BTEU 80.5 0.596 0.549 0.303 0.606
BCohW[1]_BH2U_BMITD2_BTEU 97 0.534 0.467 0.197 0.464
BCorrD_BCohW_BH2U_BMITD2_BTEU 80.5 0.555 0.487 0.212 0.519
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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ANNEX I. RESULTS - COMPLEMENTARY TABLES
Table I.17: SVM classifier in the filtered validation set with
feature selection
Methods C acc std fm std TPR std prec std
BCorrU 1.7 0.601 0.037 0.563 0.037 0.436 0.070 0.438 0.052
BCorrD 3.9 0.639 0.027 0.515 0.045 0.197 0.076 0.482 0.105
BCohF[0] 1.63 0.636 0.017 0.433 0.029 0.055 0.040 0.444 0.205
BCohF[1] 1.2 0.647 0.037 0.594 0.041 0.409 0.070 0.504 0.064
BCohF[2] 1.68 0.618 0.037 0.499 0.040 0.194 0.075 0.431 0.111
BCohW 1.8 0.609 0.030 0.465 0.038 0.130 0.051 0.357 0.113
BH2U 3.3 0.650 0.032 0.547 0.047 0.251 0.074 0.510 0.096
BH2D 56 0.597 0.036 0.509 0.045 0.248 0.067 0.389 0.083
BMITU 6.76 0.614 0.037 0.545 0.041 0.322 0.066 0.440 0.070
BMITD1 5.095 0.612 0.033 0.542 0.038 0.318 0.069 0.434 0.064
BMITD2 2.7 0.625 0.035 0.557 0.040 0.333 0.067 0.461 0.069
BTEU 47 0.602 0.038 0.543 0.042 0.349 0.070 0.424 0.064
BTED 46 0.600 0.040 0.530 0.045 0.309 0.072 0.413 0.073
RP_fm=0.488 std=0.043, WRP_acc=0.543 std=0.042, MFC=0.647
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I .2. RESULTS IN THE ADHD-200 DATASETS
Table I.18: SVM classifier in the filtered test set with feature
selection
Methods C acc fm TPR prec
BCorrU 1.7 0.548 — 0.000 —
BCorrD 3.9 0.596 0.523 0.227 0.652
BCohF[0] 1.63 0.548 0.392 0.046 0.500
BCohF[1] 1.2 0.589 0.562 0.379 0.568
BCohF[2] 1.68 0.521 0.451 0.182 0.429
BCohW 1.8 0.575 0.489 0.182 0.600
BH2U 3.3 0.582 0.513 0.227 0.600
BH2D 56 0.603 0.555 0.303 0.625
BMITU 6.76 0.562 0.498 0.227 0.536
BMITD1 5.095 0.562 0.509 0.258 0.531
BMITD2 2.7 0.555 0.517 0.303 0.513
BTEU 47 0.603 0.567 0.348 0.605
BTED 46 0.603 0.559 0.318 0.618
BCorrU_BCohF[1] 6.8 0.548 — 0.000 —
BCorrU_BH2U 13.8 0.541 0.377 0.030 0.400
BCorrU_BMITD2 7.7 0.527 — 0.000 0.000
BCorrU_BTEU 8.8 0.548 — 0.000 —
BCohF[1]_BH2U 2.8 0.610 0.576 0.364 0.615
BCohF[1]_BMITD2 4.5 0.616 0.589 0.394 0.619
BCohF[1]_BTEU 10.8 0.603 0.574 0.379 0.595
BH2U_BMITD2 11.275 0.541 0.465 0.182 0.480
BH2U_BTEU 18.1 0.555 0.481 0.197 0.520
BMITD2_BTEU 18.3 0.555 0.517 0.303 0.513
BCorrU_BCohF[1]_BH2U 11.3 0.548 — 0.000 —
BCorrU_BCohF[1]_BMITD2 19.8 0.548 — 0.000 —
BCorrU_BCohF[1]_BTEU 4.915 0.548 — 0.000 —
BCorrU_BH2U_BMITD2 89.8 0.575 0.489 0.182 0.600
BCorrU_BH2U_BTEU 13.425 0.548 0.380 0.030 0.500
BCorrU_BMITD2_BTEU 5.46 0.534 — 0.000 0.000
BCohF[1]_BH2U_BMITD2 39.15 0.603 0.571 0.364 0.600
BCohF[1]_BH2U_BTEU 1.8 0.596 0.558 0.333 0.595
BCohF[1]_BMITD2_BTEU 12.4 0.596 0.565 0.364 0.585
BH2U_BMITD2_BTEU 4.625 0.562 0.486 0.197 0.542
BCorrU_BCohF[1]_BH2U_BMITD2 2.02 0.555 0.370 0.015 1.000
BCorrU_BCohF[1]_BH2U_BTEU 7.85 0.548 — 0.000 —
BCorrU_BCohF[1]_BMITD2_BTEU 11.8 0.548 — 0.000 —
BCorrU_BH2U_BMITD2_BTEU 16.7 0.575 0.474 0.152 0.625
BCohF[1]_BH2U_BMITD2_BTEU 9.4 0.575 0.541 0.333 0.550
BCorrU_BCohF[1]_BH2U_BMITD2_BTEU 23.6 0.562 0.399 0.046 0.750
RP_fm=0.498 std=0.043, WRP_acc=0.504 std=0.042, MFC=0.548
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