ABSTRACT In this paper, we investigate the global µ-stability problem of quaternion-valued neural networks (QVNNs) with unbounded and asynchronous time-varying delays. The decomposition of QVNNs is proposed first based on the Hamilton rules to avoid the non-communicative multiplication feature of the quaternion. Instead of establishing the Lyapunov-Krasovskii functional in the form of the Hermitian matrix, we combine the {ξ, ∞}-norm and the Cauchy convergence principle to derive the sufficient conditions that guarantee the existence, uniqueness, and µ-stability of the equilibrium point. The obtained criteria here are milder, owing to the consideration of inhibitory and excitatory between neurons. Finally, a specified example is presented to verify the correctness of the obtained results.
I. INTRODUCTION
Neural networks have received great attentions over last decades and becoming a hot topic again in various fields due to the existence of AlphaGo. Scientists have found a large number of applications in science and engineering, such as signal and image processing, pattern recognition and classification, and associative memory [1] - [5] .
Quaternion-valued neural networks (QVNNs) are models of which computations are based on quaternions. As quaternions are four-dimensional numbers equivalent to imaginary numbers, QVNNs can be considered as an extension of complex-valued neural networks (CVNNs) and are much more complicated than CVNNs due to the noncommunicative multiplication feature. Though real-valued neural networks (RVNNs) are found plenty of applications in reality, they likely perform worse in geometrical transformation, such as affine transformations in 2-or 3-dimensional space [6] , [7] . Quaternions are proved to be potential on high-dimensional modeling [8] , [9] . In [8] , comparisons with CVNNs on several forecasting chaotic systems are made, which show the promising and effective performance of QVNNs. In addition, feature dimensions of research objects tend to be high-dimensional, and most applications of QVNNs require the stability of networks. Thus, developing the investigation on QVNNs in various fields is desired. However, investigations on this aspect are few [10] - [13] . In [10] - [12] , QVNNs are decomposed into two CVNNs and sufficient conditions are derived to guarantee the global µ-stability by combining appropriate Lyapunov-Krasovskii functional and linear matrix inequalities (LMIs). In [13] , QVNNs with bounded time-varying delays are proposed. The considered QVNNs are transformed into four RVNNs and criteria for global exponential stability are obtained by Halanay inequality and matrix measure methods. The most popular method to deal with stability of complex networks is shifting the states of neurons to the equilibrium point to establish a new error system. Hence, the equilibrium existence of quaternion-valued neural networks is of great importance. References [11] and [12] proved the existence and uniqueness of the equilibrium point for QVNNs with differential or bounded time-varying delays by using homeomorphism map approach.
On the other hand, time delay is an inevitable factor in reality owing to the limitation of hardware equipments, and in the theoretical aspect it can cause significant impact on dynamical behaviors. Thus, it is of great significance to discuss whether networks can reach globally stability under time delays. Many criteria for stability of delayed CVNNs have been obtained [14] - [23] , where types of time delay are various, such as constant, time-varying, distributed, and asynchronous. Hu and Wang [14] and Zhang et al. [16] both transform delayed CVNNs into two RVNNs and discuss the existence and uniqueness of equilibrium point based on homeomorphism map method. Besides the global stability criteria of equilibrium point are obtained through establishing appropriate Lyapunov functional, another popular approach to analyze the stability of CVNNs is energy function method [15] , [24] , [25] . In [15] , the boundedness and complete stability of CVNNs are investigated by constructing an energy function and choosing the activation function as
Time delays in the papers referred above are almost bounded [12] - [23] . In addition, time-varying delays are assumed to be differentiable in some other researches. In [10] , [11] , and [26] - [28] , time-varying delays between different nodes are equal, and required to be differentiable, i.e., τ pq (t) = τ (t) andτ (t) ≤ d < 1, for p, q = 1, 2, · · · , n. To our best knowledge, few papers consider the stability problem with unbounded and non-differential time-varying delays. It is worth mention that a new concept of µ-stability is proposed in [29] , which is a generalization of powerrate stability mentioned in [30] . Furthermore, the existence and global µ-stability of neural networks are considered through combining {ξ, ∞}-norm and Cauchy convergence principle. In Theorem 1 presented in [28] , CVNNs with unbounded time-varying delays are considered. The conditions to guarantee the global µ-stability are also obtained based on {ξ, ∞}-norm, but the existence of equilibrium point is not considered. In this paper, the equilibrium point existence and uniqueness are completed. Moreover, time delays here are asynchronous and the constraint of differentiability in [10] and [11] is not required.
Based on above discussions, the global µ-stability of QVNNs with unbounded time-varying delays is considered in this paper. As time delays between different neurons are generally different in reality, for instance, time delays in computer networks depend on the location of communicating nodes. Hence, time-varying delays here are also asynchronous, i.e., τ pq 1 (t) = τ pq 2 (t) for some nodes q 1 = q 2 . By investigating companion neural networks of QVNNs with unbounded time-varying delays, we obtain the criteria of equilibrium point existence and uniqueness using {ξ, ∞}-norm and Cauchy convergence principle. In addition, the criteria to ensure the global µ-stability are derived by decomposing QVNNs into four RVNNs equivalently. The main contributions of this paper are listed as follows:
1) The µ-stability of QVNNs with unbounded timevarying delays is investigated. In order to avoid the non-communicative multiplication feature of quaternion number, the QVNN is decomposed into four RVNNs equivalently. Considering the companion network, the existence and uniqueness of the equilibrium point are proved. Then, by using {ξ, ∞}-norm, the criteria ensuring stability are obtained.
2) The concept of µ-stability is a general one and can be specified to exponential-stability, power-stability, log-stability, and log-log-stability depending on time delays. Hence, several corollaries of these cases are discussed in the paper.
3) The numerical simulation is presented to verify the correctness of the results. The simulation with different initial values indicates QVNN converges to one unique equilibrium point. Besides, the convergence processes of different external inputs show the outer controls can have a heavy impact on the stability. The remaining part is organized as follows. Section II presents the model of QVNNs with unbounded time-varying delays, and some necessary definitions, assumptions are given as well. Some sufficient criteria for equilibrium point's existence and global µ-stability of considered QVNNs are derived in Section III. In Section IV, a specified numerical example is presented to verify the effectiveness of obtained results. Section V is the conclusion of this paper.
Notations: R m×n , C m×n , Q m×n represent the set of all m×n real-valued, complex-valued, quaternion-valued matrices, respectively. Function
is a quaternion-valued function. f R , f I , f J , f K here are realvalued functions and i, j, k are the fundamental quaternion units satisfying Hamilton Rules:
, a}, where a is a real scalar.
II. PRELIMINARIES
At first, we present the property of the product between two quaternion-valued numbers a and b, where a = a R
where
Proof: From the definition ofã andb, and according to the Hamilton rules, we easily have
The proof is completed.
Consider the following QVNN (Quaternion-Valued Neural Network) with unbounded time-varying delays:
where w = (w 1 , w 2 , · · · , w n ) T ∈ Q n is the state vector of the neural network, and w p denotes the state of p-th neuron. The feedback self-connection weight matrix
Matrices A = (a pq ) n×n ∈ Q n×n and B = (b pq ) n×n ∈ Q n×n represent the connection weight matrices without or with time delays. f q (·) : Q → Q and g q (·) : Q → Q denote activation functions without or with time delays, q = 1, 2, · · · , n. The transmission time delay τ pq (t) : R + → {0} ∪ R + between p-th and q-th neurons is unbounded, asynchronous, and timevarying. h p ∈ Q is the external input of the neural network.
Remark 1: The network in this paper is general and can be applied to many specific cases. The neural network can be similar to QVNN considered in [10] and [11] 
QVNNs with bounded time-varying delays in [12] can also be obtained when τ pq (t) = τ (t) ≤ τ . If time delays are constants, i.e., τ pq (t) = τ pq , neural network (5) can be the same one investigated in [31] . Besides, the neural network (5) can reduce to CVNN in [19] and [28] and RVNN in [29] .
Assumption 1: Let w q = w R q +iw I q +jw J q +kw K q and f q (w q ) can be expressed as 
Moreover, assume that functions g q (w q ) satisfies the same conditions as f q (w q ), i.e., there exist positive constants δ 1 2 ,
q . In the following, for the convinience, we denote
Under Assumption 1 and using the notations in (4), QVNN (5) can be decomposed into four real-valued neural networks aṡ
Lemma 2: Define a new matrix
where M (f q (w q (t)), ) means a matrix with the -th column which is the same with that in M (f q (w q (t))) and the other elements are all zeros, = 1, 2, 3, 4.
Suppose a is a constant in
In our following analysis, we further define two useful matrices as follows
We also denote the -th column of
Definition 1 (See [32] ): For any vector w(t) = (w 1 (t), · · · , w m (t)) T ∈ R m , its {ξ, ∞}-norm is defined as:
Definition 2 (See [29]): Suppose that µ(t) is a nonnegative continuous function and satisfies µ(t) → ∞ as t → ∞ andẑ is an equilibrium point of neural network (5). If there exists a scalar M > 0 such that
then the neural network (5) is said to be globally µ-stable.
III. MAIN RESULTS
At first, we present a theorem to ensure the existence and uniqueness of an equilibrium point for QVNN (5).
Theorem 1: Assume Assumption 1 holds, neural network (5) has a unique equilibrium point if there exists a vector
such that for any p = 1, 2, · · · , n, the following inequalities hold: 
such that for any p = 1, 2, · · · , n and = 1, 2, 3, 4, the following inequalities hold:
where |a| means the absolute value of each element for the vector a, i.e., if a = (a 1 , · · · , a n ), then |a| = (|a 1 |, · · · , |a n |), and
It can be easily obtained with the similar process that in Theorem 1 without considering the sign. Therefore, Theorem 1 has a more scope for parameters than this Corollary.
Corollary 2: Consider CVNN described as:
where 
hold, where Next, we will present some sufficient criteria for the stability of the equilibrium point.
Theorem 2: Assume Assumption 1 holds, and τ pq (t) ≤ τ (t), p, q = 1, · · · , n. Suppose µ(t) is a continuous function which satisfies lim t→∞ µ(t) = +∞ and
such that for any p, the following inequalities hold: [19] .
Remark 5: The methods and µ-stability mentioned here are proposed in [29] . In paper [36] , authors also apply these to investigate stability problem of QVNN inspired by [28] [33] . Moreover, time delays must be differentiable or bounded, which is not required in this paper. On the other hand, our assumption of activation functions is more restrictive than [36] .
Corollary 3: For CVNN (19) , suppose activation functions f q (·), g q (·) satisfy Assumption 1. µ(t) is a continuous function which satisfies lim t→∞ µ(t) = +∞ and parameters α, β are defined by (23) . If there exists a constant vector ξ = (ξ 1 , ξ 2 , · · · , ξ n , φ 1 , φ 2 , · · · , φ n ) T > 0 such that for any p = 1, 2, · · · , n, the following inequalities hold: [28] . Chen and Wang [29] , [30] [19] .
In the remaining part of Section III, we can obtain several corollaries through specifying time delays τ pq (t) in some particular cases.
Corollary 4: (Exponential Stability) Suppose Assumption 1 is satisfied and time delay τ pq (t) ≤ τ (τ is a constant). Assume µ(t) = e αt (α is a small constant). If there exists a positive vector
which are defined in (24)- (27) 
which are defined in (24)- (27) , then QVNN (5) has a unique equilibrium pointẑ such that w(t) −ẑ {ξ,∞} = O(t −γ ). Proof: As µ(t) = t γ , then one can get
and
According to Theorem 2, we can obtain that neural network (5) 
which are defined in (24)- (27) , then QVNN (5) has a unique equilibrium pointẑ and w(t) −ẑ {ξ,∞} = O(ln(1 + t) −1 ). Proof: As µ(t) = ln(1 + t), one can obtain
According to Theorem 2, (5) is globally log-stable.
Corollary 7 (Log-Log Stability): Suppose Assumption 1 is satisfied, time delays τ pq (t) ≤ t − t α , 0 < α < 1 and µ(t) = ln(ln(3 + t)). If there exists a positive vector
which are defined in (24) - (27) , the (5) has a unique equilibrium pointẑ and w(t) −ẑ {ξ,∞} = O(ln(ln(3 + t) −1 )). Proof: As µ(t) = ln(ln(3 + t)), one can obtain
Based on Theorem 2, (5) is globally log-log-stable. Remark 7: Recently, some researches on the stability of delayed QVNNs [10] - [12] , [33] are studied. Liu et al. [10] , You et al. [11] , and Shu et al. [12] all decompose proposed QVNNs into two CVNNs by plural decomposition to avoid the non-commutativity of quaternion multiplication. By choosing appropriate Lyapunov-Krasovskii functional, some complexvalued LMIs are obtained. Hence, the unbounded time delays must be differentiable while this constraint is not required in our paper. The methods proposed in [10] and [11] , are extensions of [28, Th. 2] . The existence and uniqueness of equilibrium point are completed in [11] and [12] using the homeomorphism mapping principle. Moreover, the robust stability of QVNNs with leakage, discrete delays, and parameter uncertainties are considered in [33] . QVNNs are considered as a whole instead of being decomposed into two CVNNs in [33] 
IV. NUMERICAL SIMULATION AND EXAMPLES
In this section, we give some numerical simulations to verify the effectiveness of our obtained results.
Consider a QVNN with two nodes described as
We choose four different initial values for (28) as 1)
. Time delays as constants are considered firstly, i.e., τ 11 = 1, τ 12 = 2, τ 21 = 3, τ 22 = 4. In this case, τ = 4, let µ(t) = e 0.02 t , ξ p = φ p = η p = ζ p = 0.2, p = 1, 2, then by some simple calculations using Matlab, one can get that Figure 3 indicates the equilibrium point of QVNN (28) are different, i.e., the equilibrium point of network can be affected by external inputs.
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Next, we consider unbounded time-varying delays. Let τ 11 = 0.5t, τ 12 = 0.4t, τ 21 = 0.5t, τ 22 = 0.2t. In this case, Thus, according to Corollary 5, neural network (28) is power-stable. Figures 4 and 5 show the state trajectories of w p , p = 1, 2, = R, I , J , K for four different initial values, and neural network (28) converges to the same equilibrium pointẑ = (−0.1588, 0.0612, −0.1778, 0.1151, 0.1226, 0.2288, 0.1038, 0.3004) T , i.e., the equilibrium point is unique. Define the error function E(t) of (28) as E(t) = w(t) −ẑ {ξ,∞} . Figure 6 is a better description of powerstability through plotting the trajectory of ln (E(t)) with FIGURE 6. Dynamic behavior of ln(E (t )), which means the convergence of network is power convergence. respect to ln (t). On the other hand, if we choose the same initial values but different external inputs (h 1 , h 2 ) T , (h 1 , h 2 ) T as the values mentioned above, then trajectories of w 1 , w 2 under different external inputs are presented in Figure 7 , which indicates the equilibrium point can be affected by the external inputs.
Let asynchronous time-varying delays of neural network (28) be non-differentiable. Time delays are defined as τ 11 (t) = |0.5 * t −2|+| sin(t)|, τ 12 (t) = |0.3 * t −2|+| sin(t)|, 
V. CONCLUSION
In this paper, we investigate µ-stability of QVNNs (quaternion-valued neural networks) with unbounded and asynchronous time-varying delays. The criteria of equilibrium point existence are obtained via {ξ, ∞}-norm and Cauchy convergence principle. Several milder conditions are obtained, under which the delayed network can reach globally µ-stable. Furthermore, several direct corollaries are obtained by applying criteria here to check the µ-stability of CVNNs with unbounded time-varying delays. An example is presented to illustrate the validity of our results in the end. Recently, Clifford-valued recurrent neural networks attract researchers' interests [34] , [35] , and there will be more investigations on it in the future. 
where p = 1, · · · , n. If network (29) has an equilibrium, then it is also an equilibrium of neural network (5) . Under conditions (13)- (16), there exists a sufficiently small constant > 0, such that By Cauchy convergence principle, we can conclude lim t→∞ Z (t) =Ẑ , for someẐ = ((Ẑ R ) T , (Ẑ I ) T , (Ẑ J ) T , (Ẑ K ) T ) T . HereẐ is an equilibrium point of neural networks (29) and (5) .
Then, we prove the uniqueness of the equilibrium point above, this is based on the following fact:
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