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It is known that, given n non-atomic probability measures on the space 
I= [0, 11, and a number t( between 0 and 1, there exists a subset K of I that has 
measure cx in each measure. It is proved here that K may be chosen to be a union of 
at most n intervals. If the underlying space is the circle S’ instead of I, then K may 
be chosen to be a union of at most n - 1 intervals. These results are shown to be 
best possible for all irrational and many rational values of CL However, there remain 
many rational values of G( for which we are unable to determine the minimum num- 
ber of intervals that will suffice. G 1985 Academic PRSS, I~C. 
As Dubins and Spanier [l] point out, it is a consequence of Lyapunov’s 
theorem [4, 51 that, given n non-atomic probability measures on the space 
I= [0, 11, and a number c( between 0 and 1, there exists a subset K of I 
that has measure M in each measure. An alternative proof of this result is 
given by Woodall [8], who contructs K as a countable union of intervals. 
Fremlin [2] shows that K can be required to be a finite union of intervals, 
the number of intervals possibly depending on the choice of the measures. 
Our main result shows that this dependence is unnecessary: K can be 
chosen to be a union of at most n intervals. This follows immediately from 
the analogous theorem in which Zis replaced by the circle S’, in which case 
K can be chosen to be a union of at most n - 1 intervals. For most values 
of M this result is best possible. 
We both became interested in this problem as a result of working on the 
fair-division problem [7, 81. Dubins and Spanier use their result to show 
that (with appropriate definitions) n people can divide a cake into n por- 
tions in such a way that each person thinks that each portion contains 
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exactly l/n of the cake. It is a consequence of our theorem that this division 
can be effected with at most 2n(n - 1) cuts of the cake. 
Our work can also be regarded as an attempt to generalize a remarkable 
early result of Stone and Tukey. Let two non-atomic probability measures 
be defined on the space I= [0, 11, and let CI E (0, 11. Does there necessarily 
exist an interval that has measure CI in both measures? Stone and Tukey 
[6] prove that the answer is yes, if c( is the reciprocal of an integer; 
otherwise, they show, such an interval need not exist. 
1. PRELIMINARIES 
By I we mean the closed interval [0, 11, and by S’ we mean [0, l] with 
its end-points identified. An interval is a connected subset of either I or S’. 
Some intervals of S’ are not intervals when regarded as subsets of Z. The 
empty set is an interval, so a “union of k intervals” may actually be a union 
of h intervals for some h < k. Note that any subset of Z or S’ with at most k 
components is a union of k intervals. If a non-empty set KC_ S’ is a union 
of k intervals, then so is its complement S’ \ K. 
A measure p on a space X is a finite, non-negative, countably additive set 
function defined on at least the Bore1 subsets of X. It is non-atomic if 
p(K) = 0 for all finite sets K, and it is a probability measure if p(X) = 1. 
A halfspace H c R” is a closed region whose boundary is a hyperplane. 
By H’ we mean the complementary halfspace, the closure of IF!“\ H. 
As in [8], we shall use the generalized ham-sandwich theorem of Stone 
and Tukey [6], in the following form: 
HAM-SANDWICH THEOREM. Let uI ,..., u, be measures on R” (n B 1 ), and 
suppose that, for each i, ui( R”) is finite and u;(P) = 0 for each hyperplane P. 
Then there is a halfpace H c R” such that pi(H) = iui( R”) for each i. 
2. THE MAIN RESULT 
THEOREM 1. Let n 3 2 and let uL1,...,uL, be non-atomic probability 
measures on S’. For each o! E [0, l] there is a set K, G S’ such that K, is a 
union of at most n - 1 intervals and u,(K,) = a for each i (i = l,..., n). 
Proof: Let ~4~ ,..., p,, be fixed, and let A E [0, l] be the set of numbers a 
for which the conclusion of the theorem holds. The theorem is that 
A = [0, 11, and it follows from these four statements: 
(1) SEA; 
(2) if aEA, then 1 -aEA; 
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(3) if ccEA, then $EA; and 
(4) A is closed. 
Statement (1) is proved by setting K, = S’, and statement (2), by setting 
K, _ a = S’ \ K,. Statement (4) is almost as easy, since the space of unions of 
n - 1 intervals is compact in a suitable topology, and therefore for any 
sequence of R’S, the corresponding sequence of K,‘s has a limit point. 
Therefore, to prove the theorem it remains only to prove statement (3). 
Assume that CI E A and that K, is a union of n - 1 intervals that satisfies 
pi(K,) = c( for each i. If K, # S’, we reparameterize the circle S’ if necessary 
to ensure that 0 4 K,. Define a function f: S’ + IR” by 
f(t) : = (t, t2,..., t”) (0 6 t < 1). 
This function is discontinuous at t = 0. Note that any hyperplane in I&!” can 
intersect the image f(S’) in at most n points. 
Now define n measures v,,..., v, on R” as follows, 
v,(u) := ,dfp’(U)nKK,) (i= l,..., n), 
for each Bore1 subset U of R”. Note that vi(P) = pi(K,) = c1 for each i. 
Also, since f -l(P) is a finite set for each hyperplane P, v,(P) = 0 for each i. 
Therefore the ham-sandwich theorem can be applied to these measures, 
and there exists a halfspace Hc R” such that v,(H) = 4~ for each i. The 
complementary halfspace H’ has the same property. Let 
M:= f-‘(H)nK, and M’:= f -‘(H’)nK,. Then pi(M)=pi(M’)=$a 
for each i Either M or M will suffice as K,, if it can be shown to be the 
union of n - 1 intervals. 
We now count the components of A4 and M’. The set K, has at most 
n - 1 components, and so does the image f(K,) (even if K, = S’). The 
hyperplane that forms the boundary of H can intersect this image in at 
most n points, so that the total number of components in f(K,) n H and 
f(K,) n H’ is at most 2n - 1. But this is the same as the total number of 
components of M and M’. Therefore, one of them must have at most n - 1 
components, and we can define K,,, to be that set. This completes the 
proof of statement (3) and hence of Theorem 1. 1 
For each n > 2 and CY E [0, I], let M,I(n, ~1) denote the minimum number 
m such that, for every set of n nonatomic probability measures on S’, there 
is a subset of S’ that is a union of at most m intervals and has measure CI in 
each of the n measures. Let M,(n, a) be defined similarly with I (= [0, I]) 
in place of S’. 
THEOREM 2. For each n> 2 and CIE [0, 11, M,,(n, 01) <n - 1 and 
M,(n, a) 6 n. 
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Proqf: The first inequality is just a restatement of Theorem 1. The 
second follows immediately from it if the ends of I are identified to form 
S’. 1 
3. CASES OF EQUALITY IN S’ 
LEMMA 3.1. Jf there exist integers p and q (q >, 1, 0 d p 6 q) such that 
I I 1 o< a-p <- 9 4(n- 1)’ 
then Ms~(n, LX) = n - 1. 
Proof. In view of Theorem 2, it suffices to prove that M,,(n, CX) > n - 1. 
Since Msl(n, CI) = M,l(n, 1 - a), it suffices to consider the case 
1 
!<a<!+-. 
4 9 a-1) 
Define measures p, ,..., pcl, on S’ as follows. Let P ,,..., P,,,- ,) be equally 
spaced points in order around S’, and let pi be concentrated in equal parts 
on small neighbourhoods of the q points P,, P,, ~ 1j+ +., P,,- ll(n _ 1j +, 
(i= l,..., 12 - 1). Let ,u, be Lebesgue measure on S’. (This example was 
suggested by D. A. Burgess.) 
Let K, be a union of intervals such that pi(&) = CI for each i. Since 
c( >p/q, K, must include points near at least (p + 1 )(n - 1) of the points 
P,,..‘, P,,“- I). But since the gap between any two such points has Lebesgue 
measure pL, equal to l/q(n - l), and 
1 ,<p+---= p(n - 1) + 1 
4 dn-1) dn-1) ’ 
K, can contain at most ~(n - 1) such gaps. It follows that K, has at least 
(p+ l)(n- l)-p(n- l)=rz- 1 components. 1 
THEOREM 3. If c1 is irrational, or a = r/s where r and s are coprime 
integers such that s 2 n, then M,l(n, a) = n - 1. 
Proof. If tl is irrational, then by Dirichlet’s theorem [3] there are 
infinitely many rational approximations p/q such that 
o< a2 <L. 
I I 4 q2’ 
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if we choose q > n - 1, the hypotheses of Lemma 3.1 are satisfied. If now 
CI = r/s, where r and s are coprime and s B n, use the Euclidean algorithm to 
find positive integers p and q such that Iqr - psi = 1, when 
Then the hypotheses of Lemma 3.1 are again satisfied. 1 
It is easy to see that Msl(n, a) 3 fn if LYE (0, 1). (If each of n measures is 
concentrated on one of n disjoint intervals in S’, then K, must have an 
end-point in each interval, and n end-points require at least $z com- 
ponents.) By the hyperplane-bisection argument used in the proof of 
Theorem 1, it is easy to show that M,l(n, f) <{(n + 1) for all n. Thus the 
smallest cases not covered by Theorem 3 are 
n = 3, c(=$, M&, cr)=2=n- 1, 
n = 4, Cc=;, M,l(n, cz) = 2 = n - 2, 
n = 4, a = J, M,l(n, a) unknown, 
n = 4, cc=?, M,l(n, c() unknown. 
We have not been able to determine what happens in the last two cases. 
4. CASES OF EQUALITY IN I 
The situation in Z is broadly similar to that in S’, but is more com- 
plicated because it is not always true that M,(n, a) = M,(n, 1 -a). 
LEMMA 4.1. Zf there exist integers p and q (0 < p d q) such that 
An- 1) P 
q(n-l)+l<‘<Y, 
then M,(n, CI) = n. 
ProoJ: We use a construction analogous to that of Lemma 3.1. Space 
P P 1 ,‘.., 4Cn- i) equally along Z between 0 and 1, so that the gap between two 
consecutive points P,, and between 0 and P, and between P,,,- ,) and 1, is 
l/(q(n - 1) + 1). Now define p i ,..., ,u~ as in Lemma 3.1. Let /3 : = 1 - CI and 
p’:= q-p, so that 
G/k p’(n- l)+ 1 
4 q(n-l)+l‘ 
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Let K, be a union of intervals that has measure a in each measure, and let 
K. be its complement in I. By the argument of Lemma 3.1, Kp must have at 
least n - 1 components, and if it has n - 1 components then it cannot con- 
tain 0 or 1. Thus K, has at least n components, as required. 1 
To use this lemma in order to obtain an analogue of Theorem 3, we need 
to define some rather complicated sets of rational numbers. If m, ,..., m, are 
non-negative integers, define 
F,,(m,,..., m,) := N,(m , ,..., m, 1 
D,,(m, ,..., m,)' 
where the positive integers N,(ml,..., m,) and D,,(m,,.,., m,) are defined by 
N,(m, ..., m,) : = 1”‘2”2.. . #I”, 
and 
D,(m ,,...,m,):= N,(ml,...,m,) 1+ f . . . 
k=l 
1f~m~2,2,e.km* +k”k-1 
= N,(m, ,..., 
(kmk- 1) 
kz2 (k- 1) 1”‘2”2...kmk 
FP- 1 
=n"nD,p,(m,,...,m,p,)+- 
n-l 
if n>2, 
= nD,(m,,..., m,- l)+ 1 if m,31. 
Then 
Fl(m,) =A, I 
1 
F2(ml’m2)=1+m,+(2”‘2-1)/2”2’ 
1 
F3(m13 m29 m3)= 1 + m, + (y2 - 1 )/y2 + (3”) _ l)/(2) 2~3~’ 
and so on. Finally, for n = 1, 2 ,... define 
S, := (0) u {FJm,,..., m,):m,,..., m,E (0, 1,2,...)}. 
The following facts are then easy to see. 
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(1) Ifp=N,,(m, ,..., m,) and q=D,(m, ,..., m,), so that 
5 = F,h ,..., m,), 
then 
Pn - = F,,(m, ,..., m,- 1, m, + 1). 
qn + 1 
(2) It follows from (1) that F,,(m, ,..., m,) is a decreasing function of its 
last argument; moreover, if n 2 2, 
and 
lim F,(m, ,..., m,)=F,~,(m,,...,m,-,+1), m,- n 
so that 
I;,- ,(m,,..., m,_,+l)<F,,(m, ,..., m,,)<F,-,(m, ,... ,m,-,). 
(3) s, cs,c .*.. 
(4) If a $ S,, then there is a unique minimal element of S, greater than 
a. To construct it, choose m, maximal such that a< F,(m,), then m2 
maximal such that a < F,(m,, m,), and so on. 
We are now in a position to prove: 
THEOREM 4. Zf a 4 S, _ , (in particular, if a is irrational), then 
M,(n, a) = n. 
Proof by induction on n. If n = 2 then the result follows immediately 
from Lemma 4.1 (taking p = 1 and q = 1, 2,...); so suppose n 2 3. Suppose 
a $ S,-,. Let p/q be the smallest element of S,- i greater than a (which 
exists by (4)). Then p(n- l)/(q(n- 1) + 1)~s~~ i also (by (I)), and so a 
satisfies the hypotheses of Lemma 4.1. This completes the proof. 1 
Note that (apart from the addition of 0) S, consists precisely of the 
reciprocals of the positive integers, in agreement with the result of Stone 
and Tukey mentioned in the Introduction (although we have not proved 
here the part of Stone and Tukey’s theorem that says that M,(2, a) = 1 if 
aES,). 
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