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HARDY SPACES FOR THE DUNKL HARMONIC OSCILLATOR
AGNIESZKA HEJNA
Abstract. Let ∆ and L = ∆ − ‖x‖2 be the Dunkl Laplacian and the Dunkl harmonic
oscillator respectively. We define the Hardy space H1 associated with the Dunkl harmonic
oscillator by means of the nontangential maximal function with respect to the semigroup etL.
We prove that the space H1 admits characterizations by relevant Riesz transforms and atomic
decompositions. The atoms which occur in the atomic decompositions are of local type.
1. Introduction
The classical real Hardy spaces Hp in RN occurred as boundary values of harmonic functions
on R+×RN satisfying generalized Cauchy–Riemann equations together with certain Lp bound
conditions (see e.g. Stein–Weiss [27]). In the seminal paper of Fefferman and Stein [18] the
spaces Hp were characterized by means of real analysis. So a tempered distribution f belongs
to the Hp(RN ), 0 < p < ∞, if and only if the maximal function supt>0 |ht ∗ f(x)| belongs to
Lp(RN ), where ht is the heat kernel of the semigroup e
t∆. Another characterization, which
relates the elements of Hp with the system of conjugate harmonic functions, is that by the
Riesz transforms. Assume that (N − 1)/N < p ≤ 1. Then f is in Hp if and only if the Riesz
transforms ∂xj(−∆)−1/2f , j = 1, 2, ..., N , are in Lp(RN ). An important contribution to the
theory is atomic decomposition proved by Coifman [5] for N = 1 and Latter [20] in higher
dimensions, which says that every element of Hp can be written as an (infinite) combination of
special simple functions called atoms. These characterizations led to generalizations of Hardy
spaces on spaces of homogeneous type or to semigroups of linear operators.
In [4] (see also [3], [12], [13]) the authors develop a theory of Hardy spaces H1 in the
rational Dunkl setting parallel to the classical one. For a root system R in RN , a multiplicity
function k ≥ 0, and associated Dunkl Laplacian ∆, systems of conjugate (∂2t +∆)-harmonic
functions in R+×RN satisfying a relevant L1(dw) condition are studied there. Here w denotes
a natural measure associated with k (see (2.1)). It is proved in [4] that boundary values of
such harmonic functions, which constitute the real Hardy space H1∆, can be characterized by
relevant Riesz transforms, maximal functions, atomic decompositions, and square functions.
The present paper is a continuation of [4] and concerns real Hardy space H1 for the Dunkl
harmonic oscillator L = ∆− ‖x‖2. For any 1 ≤ p <∞, an extension of L is the infinitesimal
generator the semigroup Kt = e
tL on Lp(w), which has the form
Ktf(x) =
∫
RN
kt(x,y)f(y) dw(y),
where the integral kernel kt(x,y) can be expressed by means of generalized Hermite functions
(see e.g., [22], [25]).
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Definition 1.1. Let f ∈ L1(RN , dw). We say that f belongs to the Hardy space H1 associated
with the Dunkl harmonic oscillator L if and only if
(1.1) f∗(x) = sup
t>0
|Ktf(x)|
belongs to L1(RN , dw). The norm in the space is given by
(1.2) ‖f‖H1 = ‖f∗‖L1(RN ,dw).
Our goal is to prove that the space H1 is equivalently characterized by relevant Riesz
transforms and by atomic decompositions. The atoms for H1, which will be elaborately
explained in the next section, are of local type. In order to obtain the characterizations for H1
we first define and characterize family local Hardy spaces associated with the Dunkl Laplace
operator ∆ (see Section 5). Further the theory of local the Hardy spaces combined with a
detailed analysis of the integral kernels for the semigroups etL and et∆ allow us to obtain our
results.
The theory of Dunkl operators was initiated in the series of works of Dunkl [8]–[11] and
continued by many mathematicians afterwards (see, e.g. [6], [7], [22], [23], [28]). We refer the
reader to lecture notes [24] and [25] for more information and references.
In [19] the authors provided a general approach to the theory of Hardy spaces associated
with semigroups satisfying Davies–Gaffney estimates and in particular Gaussian bounds. We
want to emphasise that the integral kernels associated with the Dunkl Laplace operator and
Dunkl harmonic oscillator semigroups do not satisfy Gaussian bounds. Therefore the methods
developed in [19] cannot be directly applied.
2. Preliminaries and statements of the results
On the Euclidean space RN equipped with the standard inner product 〈x,y〉 =∑Nj=1 xjyj
with the associated norm ‖x‖ and a nonzero vector α ∈ RN , the reflection σα with respect to
the orthogonal hyperplane α⊥ is given by
σα(x) = x− 2〈x, α〉‖α‖2 α.
A finite set R ⊂ RN \ {0} is called a root system if σα(R) = R for every α ∈ R. We shall
consider any normalized root systems, that is, ‖α‖2 = 2 for every α ∈ R. The finite group
G ⊂ O(N) generated by the reflections σα is called the Weyl group (reflection group) of the
root system. A function k : R→ C is called a multiplicity function if k is G-invariant. In this
paper we shall assume that k ≥ 0.
Given a root system R and a multiplicity function k, the Dunkl operators Tξ, ξ ∈ RN , are
the following deformations of directional derivatives ∂ξ by difference operators :
Tξf(x) = ∂ξf(x) +
∑
α∈R
k(α)
2
〈α, ξ〉f(x)−f(σα(x))〈α,x〉
= ∂ξf(x) +
∑
α∈R+
k(α)〈α, ξ〉f(x)−f(σα(x))〈α,x〉 .
Here R+ is any fixed positive subsystem of R. The Dunkl operators Tξ, which were introduced
in [9], commute pairwise and are skew-symmetric with respect to the G-invariant measure
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dw(x) = w(x) dx, where
(2.1) w(x) =
∏
α∈R
|〈α,x〉|k(α) =
∏
α∈R+
|〈α,x〉|2k(α).
Set Tj = Tej , where {e1, . . . , eN} is the canonical basis of RN .
Let us denote a Euclidean ball centered at x ∈ RN of radius R by B(x, R). It is known (see
e.g. [4]) that
(2.2) w(B(x, r)) ∼ rN
∏
α∈R
( |〈α,x〉| + r )k(α),
hence
(2.3) C−1
(R
r
)N
≤ w(B(x, R))
w(B(x, r))
≤ C
(R
r
)N
for any x ∈ RN and R ≥ r > 0. Here and subsequently,
(2.4) N = N +
∑
α∈R+
2k(α).
The number N is called the homogeneous dimension. The measure w is doubling i.e.,
(2.5) w(B(x, R)) ≍ w(B(x, 2R)).
We define the distance of the orbits associated with the group G by
(2.6) dG(x,y) = min
g∈G
‖x− g(y)‖
for x,y ∈ RN , where ‖x− g(y)‖ is the Euclidean distance of x and g(y).
For any ball B(x, R), we write
(2.7) O(B(x, R)) =
⋃
g∈G
B(g(x), R).
Clearly,
(2.8) w(B(x, R)) ≤ w(O(B(x, R))) ≤ |G|w(B(x, R)).
In the paper we consider the Dunkl harmonic oscillator
(2.9) Lf(x) = ∆f(x)− ‖x‖2f(x),
where
(2.10) ∆f(x) =
N∑
j=1
T 2j f(x)
is the Dunkl Laplacian. It is known that the operators ∆ and L, initially defined on the
Schwartz class S(RN ), have extensions to the infitesimal generators of the Dunkl heat semi-
group Ht = e
t∆ and the Dunkl–Hermite semigroup Kt = e
tL, respectively (see, e.g., [22], [24]
and [25]). These semigroups act by linear self–adjoint operators on L2(RN , dw) and by linear
contractions on Lp(RN , dw) for 1 ≤ p ≤ ∞.
Set
(2.11) ρ(x) =
1
1 + ‖x‖ .
We are in a position to state our main results.
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2.1. Characterization by atomic decomposition.
Definition 2.1. Let A > 1 be a constant large enough, which will be chosen later. A
measurable function a(x) is called an atom for the Hardy space H1,at associated with the
Dunkl harmonic oscillator L if
(A) supp a ⊂ B(x0, r) for some x0 ∈ RN ,
(B) supy∈RN |a(y)| ≤ w(B(x0, r))−1,
(C) r ≤ Aρ(x0),
(D) if r < ρ(x0), then
∫
RN
a(x) dw(x) = 0.
The atomic Hardy space H1,at assosiated with the Dunkl harmonic oscillator is the space of
functions f ∈ L1(RN , dw) which admit a representation of the form
(2.12) f(x) =
∞∑
j=1
cjaj(x),
where cj ∈ C and aj are atoms for the Hardy space H1,at such that
∑∞
j=1 |cj | <∞. The space
H1,at is a Banach space with the norm
(2.13) ‖f‖H1,at = inf

∞∑
j=1
|cj | : f(x) =
∞∑
j=1
cjaj(x) and aj are H1,at atoms
 .
We are now in a position to state our first main results.
Theorem 2.14. The spaces H1 and H1,at coincide and their norms are equivalent.
Let us remark that we have two type of atoms for H1,at. All of them are supported by
B(x, r) with r < Aρ(x) and satisfy the size condition (B). However, if r < ρ(x), then the
additional condition (D) is required. Let us also note that the atoms for H1,at have a similar
type of localization, given by the function ρ, to those for the Hardy space associated with the
classical harmonic oscillator (cf. [14], [15]).
2.2. Characterization by the Riesz transform.
Definition 2.2. For j = 1, 2, . . . , N , we define the Riesz transform R˜j associated with the
Dunkl harmonic oscillator by
(2.15) R˜jf(x) = TjL
−1/2 = dk
∫ ∞
0
TjKtf(x)
dt√
t
,
where dk = 2
N/2Γ((N+ 1)/2)pi−1/2.
It was shown by Amri [1] that R˜j are bounded operators on L
p(RN , dw) for 1 < p < ∞,
and of weak type (1, 1).
The second goal of this paper is about characterization of H1 by R˜j.
Theorem 2.16. Let f ∈ L1(RN , dw). Then f ∈ H1 if and only if R˜jf ∈ L1(RN , dw) for
j = 1, 2, . . . , N . Moreover,
(2.17) ‖f‖H1 . ‖f‖L1(RN ,dw) +
N∑
j=1
‖R˜jf‖L1(RN ,dw) . ‖f‖H11.
1As usual, the symbol . means that there exists a constant C > 0 such that ‖f‖H1 ≤
C
(
‖f‖L1(RN ,dw) +
∑N
j=1 ‖R˜jf‖L1(RN ,dw)
)
.
HARDY SPACES FOR THE DUNKL HARMONIC OSCILLATOR 5
3. Heat kernels for ∆ and L
In this section we collect basic facts concerning integral kernels associated with the Dunkl
Laplacian and Dunkl harmonic oscillator. Then we prove some estimates for them which will
be used latter on.
For fixed x ∈ RN , the Dunkl kernel y→ E(x,y) is the unique solution to the system{
Tξf = 〈ξ,x〉 f for all ξ ∈ RN ,
f(0) = 1.
It is known (see, e.g., [22], [24] and [25]) that the semigroups Ht = e
t∆ and Kt = e
tL have the
form
(3.1) Htf(x) =
∫
RN
ht(x,y)f(y) dw(y),
(3.2) Ktf(x) =
∫
RN
kt(x,y)f(y) dw(y),
where
(3.3) ht(x,y) = c
−1
k 2
−N
2 t−
N
2 exp
(
−‖x‖
2 + ‖y‖2
4t
)
E
(
x√
2t
,
y√
2t
)
,
and
(3.4) kt(x,y) = c
−1
k 2
−N
2 t
−N
2
1 exp
(
−coth(2t)(‖x‖
2 + ‖y‖2)
2
)
E
(
x√
2t1
,
y√
2t1
)
.
Here and subsequently,
(3.5) t1 =
1
2
sinh(2t),
(3.6) ck =
∫
RN
exp
(
−‖x‖
2
2
)
dw(x).
It is easily seen that
(3.7) kt(x,y) = exp
((
1
4t1
− 1
2
coth(2t)
)
(‖x‖2 + ‖y‖2)
)
ht1(x,y).
The heat kernel ht(x,y) has the following scaling and symmetry properties which are conse-
quences of (3.3) and (3.4):
(3.8) ht(x,y) = ht(y,x) for all x,y ∈ RN ,
(3.9) hλ2t(λx, λy) = |λ|−Nht(x,y) for all x,y ∈ RN , λ > 0.
Set
(3.10) Gt(x,y) = 1
w(B(x,
√
t))
∑
g∈G
exp
(−‖x− g(y)‖2
t
)
.
Obviously,
(3.11) Gt(x,y) ≍ 1
w(B(x,
√
t))
exp
(−dG(x,y)2
t
)
.
The following theorem was proved in [4, Theorem 4.3] and [13, Theorem 3.1].
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Theorem 3.12. (A) Gaussian type bounds: there are constants C, c > 0 such that
0 < ht(x,y) ≤ C
(‖x− y‖√
t
+ 1
)−2
Gt/c(x,y),
for every t > 0 and for every x,y ∈ RN .
(B) Time derivatives: for any integer m ≥ 0 there are constants C,C ′, c > 0 such that
|∂mt ht(x,y)| ≤ Ct−mh2t(x,y) ≤ C ′t−mGt/c(x,y),
for every t > 0 and for every x,y ∈ RN .
(C) Space and time derivatives: for any integer m ≥ 0, there are constants C, c > 0 such that
|Tj∂mt ht(x,y)| ≤ Ct−m−1/2Gt/c(x,y),
for every t > 0, j = 1, 2, . . . , N , and for every x,y ∈ RN .
4. Hardy spaces for the Dunkl Laplacian.
The Hardy spacesH1 in the Dunkl setting were studied in [4]. In the present section we state
three equivalent definitions ofH1: by means of a nontangential maximal function, by an atomic
decomposition, and by Riesz transforms. We shall also give a short proof of characterization
by radial maximal function. These definitions will be used to prove characterizations of local
Hardy spaces in the Dunkl setting.
Definition 4.1. Fix a normalized root system R and a multiplicity function k ≥ 0. We define
the Hardy space H1 associated with ∆ to be
H1 = {f ∈ L1(RN , dw) :M∗f ∈ L1(RN , dw)},
where
(4.1) M∗f(x) = sup
t>0, ‖x−y‖<√t
|Htf(x)|
is the nontangential maximal function for Ht. The Hardy space H
1 is a Banach space with
the norm
(4.2) ‖f‖H1 = ‖M∗f‖L1(RN ,dw).
4.1. Characterization of H1 by radial maximal function. Our goal in this subsection
is to show that the Hardy space H1 is characterized by the following radial maximal function
MRf(x) = sup
t>0
|Htf(x)|
with respect to Ht.
Let
Mf(x) = sup
x∈B
1
w(B)
∫
B
|f(y)| dw(y),
where the supremum is taken over all Euclidean balls B which contain x, be the Hardy-
Littlewood maximal function. We shall need the following tangential maximal function
M∗∗f(x) = sup
y∈RN , t>0
(
1 +
dG(x,y)√
t
)−2N
|Htf(y)|.
Obviously, MRf(x) ≤M∗f(x) .M∗∗f(x).
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Proposition 4.3. There is a constant C > 0 such that for any f ∈ L1(RN , dw) we have
‖MRf‖L1(RN ,dw) ≤ ‖M∗f‖L1(RN ,dw) ≤ C‖MRf‖L1(RN ,dw).
To prove the proposition above, we need some lemmas.
Lemma 4.4. Let α > 0. For any t > 0 and x ∈ RN we have∫
RN
1
w(B(y,
√
t))
(
1 +
dG(x,y)√
t
)−N−α
|f(y)| dw(y) .
∑
g∈G
Mf(g(x)).
Proof. The proof is standard but we provide this for the sake of completeness. We have∫
RN
1
w(B(y,
√
t))
(
1 +
dG(x,y)√
t
)−N−α
|f(y)| dw(y)
=
∫
O(B(x,√t))
1
w(B(y,
√
t))
(
1 +
dG(x,y)√
t
)−N−α
|f(y)| dw(y)
+
∞∑
n=0
∫
2n
√
t≤dG(x,y)<2n+1
√
t
1
w(B(y,
√
t))
(
1 +
dG(x,y)√
t
)−N−α
|f(y)| dw(y)
.
∑
g∈G
Mf(g(x)) +
∞∑
n=0
2−n(N+α)
∫
O(B(x,2n+1√t))
1
w(B(y,
√
t))
|f(y)| dw(y)
.
∑
g∈G
Mf(g(x)) +
∑
g∈G
∞∑
n=0
2−nαMf(g(x)),
where in the inequalities above we have used the doubling property of w (see (2.3)). 
Lemma 4.5. There exists a constant C > 0 such that for any f ∈ L1(RN , dw) we have
M∗∗f(x) ≤ C
∑
g∈G
Mf(g(x)).
Proof. Fix t > 0 and x ∈ RN . By Theorem 3.12 (A), we have(
1 +
dG(x,y)√
t
)−2N
|Htf(y)|
.
(
1 +
dG(x,y)√
t
)−2N ∫ 1
w(B(z,
√
t))
(
1 +
dG(z,y)√
t
)−2N
|f(z)| dw(z).
(4.6)
By an elementary calculation, we see that(
1 +
dG(x,y)√
t
)−2N(
1 +
dG(z,y)√
t
)−2N
.
(
1 +
dG(x, z)√
t
)−2N
.
Hence, using Lemma 4.4 with α = N, we get(
1 +
dG(x,y)√
t
)−2N
|Htf(y)| .
∑
g∈G
Mf(g(x)).

Corollary 4.7. Since M is of weak type (1, 1), M∗∗f is finite almost everywhere for any
f ∈ L1(RN , dw).
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Lemma 4.8. There exists a constant C > 0 such that for every f ∈ L1(RN , dw) we have
‖M∗∗f‖L1(RN ,dw) ≤ C‖MRf‖L1(RN ,dw).
Proof. The proof uses standard arguments (cf. [17]). Thanks to the semigroup property is
simple and short. For the convenience of the reader we provide details. Fix t > 0 and x ∈ RN .
Similarly as in the proof of Lemma 4.5, we have(
1 +
dG(x,y)√
t
)−2N
|Htf(y)| =
(
1 +
dG(x,y)√
t
)−2N
|Ht/2Ht/2f(y)|
.
∫
1
w(B(z,
√
t))
(
1 +
dG(x, z)√
t
)−2N
|Ht/2f(z)| dw(z)
. (M∗∗f(x))1/4
∫
1
w(B(z,
√
t))
(
1 +
dG(x, z)√
t
)−3N/2
|Ht/2f(z)|3/4 dw(z)
. (M∗∗f(x))1/4
∑
g∈G
M((MRf(·))3/4)(g(x)),
where in the last inequality we have used Lemma 4.4 with α = N/2. In summary, we have
obtained
M∗∗f(x) . (M∗∗f(x))1/4
∑
g∈G
M((MRf(·))3/4)(g(x)).
Since M∗∗f is finite almost everywhere (see Corollary 4.7), we have
M∗∗f(x) .
∑
g∈G
(
M((MRf(·))3/4)(g(x))
)4/3
for a.e. x ∈ RN . Since M is bounded on L4/3(RN , dw), the lemma follows. 
Proposition 4.3 is an easy consequence of Lemma 4.8.
4.2. Atomic decomposition of H1.
Definition 4.2. A function a(x) is said to be an atom for H1,at if there exist a ball B such
that
• supp a ⊂ B ,
• ‖a‖L∞ ≤ w(B)−1
• ∫
RN
a(x) dw(x) = 0.
A function f belongs to H1,at if there are cj ∈ C and atoms aj for H1,at such that
∑∞
j=1 |cj | <
∞,
(4.9) f =
∞∑
j=1
cj aj .
In this case, set ‖f‖H1,at = inf
{∑∞
j=1 |cj |
}
, where the infimum is taken over all representa-
tions (4.9).
The following theorem was proved in [13, Theorem 1.6].
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Theorem 4.10. The spaces H1,at and H1 coincide and their norms are equivalent, i.e. there
exists a constant C > 0 such that
(4.11) C−1‖f‖H1,at ≤ ‖f‖H1 ≤ C‖f‖H1,at .
4.3. Riesz transform characterization of H1.
Definition 4.3. Let T > 0. For j = 1, 2, . . . , N we define the Riesz transform Rjf of f
associated with the Dunkl Laplacian ∆ by
(4.12) Rjf(x) = dk
∫ ∞
0
TjHtf(x)
dt√
t
,
where dk = 2
N/2Γ((N+ 1)/2)pi−1/2.
It is well known that Rj are bounded operators on L
p(dw) for 1 < p < ∞ (see [2]). The
action of Rj on L
1(RN , dw) functions, thanks to Theorem 3.12 (C), is defined in a weak sense
(see [4, Section 8]). The following theorem was proved in [4, Theorem 2.11].
Theorem 4.13. Let f ∈ L1(RN , dw). Then f ∈ H1 if and only if Rjf ∈ L1(RN , dw) for
j = 1, 2, . . . , N . Moreover,
(4.14) ‖f‖H1 . ‖f‖L1(RN ,dw) +
N∑
j=1
‖Rjf‖L1(RN ,dw) . ‖f‖H1 .
5. Local Hardy spaces for the Dunkl Laplacian.
In this section we introduce family of local Hardy spaces H1loc,T associated with the Dunkl
Laplacian. Our starting definition is that by means of a local maximal function. Then we
characterize H1loc,T by relevant local Riesz transforms and atomic decompositions.
5.1. Definition of local Hardy space by the maximal function. Relation with H1.
Definition 5.1. Let T > 0 and f ∈ L1(RN , dw). We say that f belongs to the local Hardy
space H1loc,T associated with the Dunkl Laplacian if and only if
(5.1) f∗loc,T (x) = sup
0<t≤T 2
|Htf(x)|
belongs to L1(RN , dw). The norm in the space is given by
(5.2) ‖f‖H1loc,T = ‖f
∗
loc,T ‖L1(RN ,dw).
The remaining part of this subsection is devoted to relations of H1loc,T with H
1. This is
stated in Proposition 5.9. We begin by proving auxiliary lemmas.
Lemma 5.3. Let c > 0 and α ∈ R be such that N + 2α ≥ 0. There is C > 0 such that for
any t > 0, x,y ∈ RN satisfying dG(x,y) 6= 0 we have
(5.4)
1
tα
Gt/c(x,y) ≤ C
1
(dG(x,y))2α
1
w(B(x, dG(x,y)))
.
Moreover, if 0 < t < T , then
(5.5)
1
tα
Gt/c(x,y) ≤ C
1
(dG(x,y))2α
1
w(B(x, dG(x,y)))
exp
(
−cdG(x,y)
2
2T
)
.
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Proof. Case 1.
√
t ≤ dG(x,y). Using (2.3), we have
1
tα
Gt/c(x,y) .
1
tα
1
w(B(x,dG(x,y)))
w(B(x,dG(x,y)))
w(B(x,
√
t))
exp
(
−cdG(x,y)
2
t
)
.
1
tα
1
w(B(x,dG(x,y)))
(
dG(x,y)√
t
)N
exp
(
−cdG(x,y)
2
t
)
.
(5.6)
Finally, the last term is estimated by
1
tα
1
w(B(x,dG(x,y)))
(
dG(x,y)√
t
)N( √t
dG(x,y)
)N+2α
exp
(
−cdG(x,y)
2
2t
)
=
1
(dG(x,y))2α
1
w(B(x,dG(x,y)))
exp
(
−cdG(x,y)
2
2t
)
.
(5.7)
Case 2.
√
t ≥ dG(x,y). We proceed the same way as in Case 1 with N replaced by N (it is
possible thanks to (2.3)).
In order to prove (5.5), we put t = T in (5.7), so the lemma follows. 
Lemma 5.8. Let T > 0 and α > 0. There exists a constant C > 0 such that for any y ∈ RN
we have
(A)
∫
(O(B(y,T )))c dG(x,y)
−2α 1
w(B(y,dG(x,y)))
dw(x) ≤ CT−2α,
(B)
∫
O(B(y,T )) dG(x,y)
2α 1
w(B(y,dG(x,y)))
dw(x) ≤ CT 2α.
Proof. We will prove only (A), the proof of (B) is similar. By the doubling property of the
measure w we have∫
(O(B(y,T )))c
dG(x,y)
−2α 1
w(B(y,dG(x,y)))
dw(x)
.
∞∑
n=0
∫
2nT≤dG(x,y)<2n+1T
dG(x,y)
−2α 1
w(B(y,dG(x,y)))
dw(x)
.
∞∑
n=0
∫
2nT≤dG(x,y)<2n+1T
(2nT )−2α
1
w(B(y, 2nT ))
dw(x)
. |G|T−2α
∞∑
n=0
(2n)−2α
w(B(y, 2n+1T ))
w(B(y, 2nT ))
≤ CT−2α.

Similarly as in the case of classical local Hardy spaces [16], we characterize the local Hardy
space H1loc,T in terms of the global Hardy space H
1.
Proposition 5.9. Suppose that f ∈ L1(RN , dw) and T > 0. Then f ∈ H1loc,T if and only if
(HT 2/2 − I)f ∈ H1. Moreover,
(5.10) ‖f‖H1loc,T . ‖(HT 2/2 − I)f‖H1 + ‖f‖L1(RN ,dw) . ‖f‖H1loc,T
uniformly in T .
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Proof. Assume that f ∈ H1loc,T . We have
MR
(
(HT 2/2 − I)f
)
(x) ≤ sup
0<t≤T 2/2
|Ht(HT 2/2 − I)f(x)|+ sup
t>T 2/2
|Ht(HT 2/2 − I)f(x)|
= F1(x) + F2(x).
By assumption, ‖F1‖L1(RN ,dw) ≤ 2‖f‖H1loc,T . We shall prove that ‖F2‖L1(RN ,dw) . ‖f‖L1(RN ,dw).
Since
Ht(HT 2/2 − I)f(x) =
∫ t+T 2/2
t
∂sHsf(x) ds,
it suffices to show that
sup
y∈RN , T>0
T 2
∫
RN
sup
t>T 2/2
|∂tht(x,y)| dw(x) <∞.
Fix y ∈ RN and split the integral into two parts: over O(B(y, T )) and over (O(B(y, T )))c.
For the first one, by Theorem 3.12 (B), we have that the integral is estimated by
T 2
∫
O(B(y,T ))
sup
t>T 2/2
1
t
Gt/c(x,y) dw(x) .
∫
O(B(y,T ))
1
w(B(y, T ))
dw(x) . 1.
For the integral over (O(B(y, T )))c, we use Theorem 3.12 (B) again. Finally, the estimation
is a direct consequence of Lemma 5.3 and Lemma 5.8 with α = 1.
For the converse implication, suppose that (HT 2/2 − I)f ∈ H1. We have
f∗loc,T (x) ≤ sup
0<t≤T 2
|Ht(HT 2/2 − I)f(x)|+ sup
0<t≤T 2
|Ht+T 2/2f(x)| = F3(x) + F4(x).
Obviously, ‖F3‖L1(RN ,dw) . ‖(HT 2/2 − I)f‖H1 . For the purpose of estimating the second
summand, we use Theorem 3.12 (A). We have
sup
0<t≤T 2
ht+T 2/2(x,y) . sup
0<t≤T 2
G(t+T 2/2)/c(x,y) .
1
w (B (x, T ))
exp
(
−2cdG(x,y)
2
3T 2
)
independently of y ∈ RN , which implies ‖F4‖L1(RN ,dw) . ‖f‖L1(RN ,dw). 
5.2. Characterization by the atomic decomposition.
Definition 5.2. Let T > 0. The function a(x) is called an atom for the local Hardy space
H1,atloc,T if
(A) supp a ⊂ B(x0, r) for some x0 ∈ RN and r > 0,
(B) supy∈RN |a(y)| ≤ w(B(x0, r))−1,
(C) If r < T , then
∫
RN
a(x) dw(x) = 0.
A function f belongs to the local Hardy space H1,atloc,T if there are cj ∈ C and atoms aj for H1,at
such that
∑∞
j=1 |cj | <∞,
(5.11) f =
∞∑
j=1
cj aj .
In this case, set ‖f‖H1,atloc,T = inf
{∑∞
j=1 |cj |
}
, where the infimum is taken over all representa-
tions (5.11).
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Let us emphasis that we have two type of atoms for H1,atloc,T . If an atom a is supported by
B(x0, r) with r ≥ T , then only the size condition (B) is required. However, if r < T , then
additionally (C) must hold.
Lemma 5.12. There exists a constant C > 0 such that for any T > 0 and for any function
a(x) such that supp a ⊂ B(p, T ) for some p ∈ RN and ‖a‖L∞ ≤ w(B(p, T ))−1 the following
inequality holds
(5.13) ‖a‖H1loc,T ≤ C.
Proof. It is enough to prove that
1
w(B(p, T ))
∫
RN
sup
0<t≤T 2
∫
B(p,T )
ht(x,y) dw(y) dw(x) ≤ C,
where C > 0 does not depend on p. Split the outer integral into two integrals: over
(O(B(p, 2T )))c and over O(B(p, 2T )). For the first one, we use Theorem 3.12 (A), Lemma 5.3
with α = 0, and the fact that for y ∈ O(B(p, T )) and x 6∈ O(B(p, 2T )) we have dG(x,y) > T .
Therefore, the first integral is bounded by
C
w(B(p, T ))
∫
(O(B(p,T )))c
∫
B(p,T )
1
w(B(x, T ))
exp
(
−cdG(x,y)
2
T 2
)
dw(y) dw(x)
≤ C
w(B(p, T ))
∫
B(p,T )
∫
RN
1
w(B(x, T ))
exp
(
−cdG(x,y)
2
T 2
)
dw(x) dw(y).
Let us recall the fact, that
(5.14)
∫
RN
1
w(B(x,
√
t))
exp
(
−cdG(x,y)
2
t
)
dw(x) ≤ C,
where C > 0 is independent of y and t. Using this fact, we see that the estimation for the first
part of integral is complete. Thanks to (5.14), the second part of the integral is also estimated
by constant. 
Proposition 5.15. The spaces H1,atloc,T and H
1
loc,T coincide and their norms are equivalent.
Moreover, there exists a constant C > 0 such that for any T > 0 if f ∈ H1,atloc,T and supp f ⊂
B(y0, T ), then there are H
1,at
loc,T atoms aj such that supp aj ⊂ B(y0, 4T ) and
(5.16) f =
∞∑
j=1
cjaj ,
∞∑
j=1
|cj | ≤ C‖f‖H1,atloc,T .
Proof. The proof follows the pattern from [16]. For the convenience of the reader, we provide
details. We may assume that T = 1, the general case is a simple consequence of the rescaling
property (3.9). The inclusion H1,atloc,1 ⊂ H1loc,1 and the desired norm estimation is due to
Lemma 5.12 (for atoms supported by B(x, r) with r ≥ 1) and Theorem 4.10 (if r < 1). To
prove the inclusion H1loc,1 ⊂ H1,atloc,1, we use Proposition 5.9. Suppose that f ∈ H1loc,1, then
(H1/2 − I)f ∈ H1. By Theorem 4.10, we have
(H1/2 − I)f(x) =
∞∑
j=1
cjaj(x),
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where aj are the atoms for the Hardy space H
1,at. In particular they are the atoms for the
local Hardy space H1,atloc,1 and
∞∑
j=1
|cj | . ‖(H1/2 − I)f‖H1 . ‖f‖H1loc,1 .
Therefore, it is enough to show that H1/2f admits a decomposition into H
1,at
loc,1-atoms. Let
n¯ = (n1, n2, . . . , nN ) for nj ∈ Z. We have
H1/2f(x) =
∑
n¯∈ZN
H1/2f(x)χN−1/2n¯+N−1/2[0,1)N (x) =
∑
n¯∈ZN
cn¯bn¯(x),
where
bn¯(x) = c
−1
n¯ H1/2f(x)χN−1/2n¯+N−1/2[0,1)N (x),
cn¯ = w(B(n¯, 1))‖H1/2f(·)χN−1/2n¯+N−1/2[0,1)N (·)‖L∞ .
It is easy to see that bn¯ are multiplies of atoms associated with balls of radii 1. Moreover, by
Theorem 3.12 (A), we have
|cn¯| . w(B(n¯, 1)) sup
x∈N−1/2n¯+N−1/2[0,1)N
∫
RN
G2/c(x,y)|f(y)| dw(y)
.
∫
RN
exp
(−c′dG(n¯,y)2) |f(y)| dw(y).
Finally, it is easily seen that ∑
n¯∈ZN
exp
(−c′‖n¯− g(y)‖2) ≤ C
independently of g ∈ G and y ∈ RN which, thanks to (3.11), proves that ∑n¯∈ZN |cn¯| .
‖f‖L1(RN ,dw), so H1,atloc,1 and H1loc,1 coincide.
Let f ∈ H1,atloc,T be such that supp f ⊂ B(y0, 1). Then f admits an atomic decomposition
f =
∑∞
j=1 cjaj such that
∫
Rd
aj(x) dw(x) = 0 if aj is associated with a ball with radius smaller
than 1. Let φ be such a function that φ ∈ C∞c (RN ), 0 ≤ φ ≤ 1, supp φ ⊂ B(y0, 2), ‖∇φ‖ ≤ 2,
and φ(x) ≡ 1 for x ∈ B(y0, 1). Then
f(x) = f(x)φ(x) =
∞∑
j=1
cjφ(x)aj(x).
Let as consider a single summand φ(x)aj(x) = φ(x)a(x). There are two cases.
Case 1. The atom a is associated with a ball B(y, r) and r ≥ 1. If ‖y − y0‖ > r + 2, then
the supports of a and φ are disjoint, so a(x)φ(x) ≡ 0. Otherwise, a(x)φ(x) is a multiple of
atom associated with B(y0, 2). Indeed,
‖aφ‖L∞ ≤ 1
w(B(y, r))
=
w(B(y, 4 + r))
w(B(y, r))
w(B(y0, 2))
w(B(y, r + 4))
1
w(B(y0, 2))
≤ Cw(B(y0, 2))−1.
Case 2. The atom a is associated with a ball B(y, r) and r < 1. Then
∫
a(x) dw(x) = 0.
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Next we prove that φ(x)a(x) can we written as a sum of H1,atloc,1-atoms. Obviously, ‖x−y‖ ≤ r
for any x ∈ supp φf . We have
φ(x)a(x) = [φ(x)a(x) − φ(y)a(x)] + a(x)φ(y) = a˜(x) + a(x)φ(y).
The function a(·)φ(y) is an atom with the cancellation condition (C). Set λ = ∫
RN
a˜(x) dw(x).
It is easily seen that |λ| ≤ 2r. Let n ∈ Z be such that 2−n < r ≤ 2−n+1. We set
b0(x) = a˜(x)− λw(B(y, 2r))−1χB(y,2r)(x),
bj(x) = w(B(y, 2
jr))−1χB(y,2jr)(x)− w(B(y, 2j+1r))−1χB(y,2j+1r)(x) for j = 1, 2, . . . , n− 1,
bn(x) = w(B(y, 2
nr))−1χB(y,2nr).
Obviously, a˜ = b0 +
∑n
j=1 λbj. Functions b0, b1, . . . , bn−1 are multiplies of atoms with the
cancellation condition (C) and bn is a multiple of an atom associated with a ball with the
radius greater than 1. Clearly,
∑n
j=0 |λ| . 2−nn . 1, which finishes the proof. 
5.3. Characterization by Riesz transform.
Definition 5.3. Let T > 0. For j = 1, 2, . . . , N , we define the local Riesz transform RTj by
(5.17) RTj f(x) = dk
∫ T 2
0
TjHtf(x)
dt√
t
,
where dk = 2
N/2Γ((N+ 1)/2)pi−1/2.
We will use Theorem 4.13 it to prove its local version.
Proposition 5.18. Let f ∈ L1(RN , dw) and T > 0. Then f ∈ H1loc,T if and only if RTj f ∈
L1(RN , dw) for j = 1, 2, . . . , N . Moreover, there is a constant C > 0, independent of f and
T , such that
(5.19) C−1‖f‖H1loc,T ≤ ‖f‖L1(RN ,dw) +
N∑
j=1
‖RTj f‖L1(RN ,dw) ≤ C‖f‖H1loc,T .
Proof. It suffices to prove the proposition for T = 1, then use the rescaling property (3.9). To
prove the first inequality it is enough to show that the estimation
‖Rj(H1/2 − I)f‖L1(RN ,dw) . ‖f‖L1(RN ,dw) + ‖R1jf‖L1(RN ,dw)
holds (see Proposition 5.9). To this end, we write
Rj(H1/2 − I)f(x) = dk
∫ ∞
0
TjHt(H1/2 − I)f(x)
dt√
t
= dk
∫ 1
0
TjHt(H1/2 − I)f(x)
dt√
t
+ dk
∫ ∞
1
TjHt(H1/2 − I)f(x)
dt√
t
.
(5.20)
Observe that∥∥∥∥∫ 1
0
TjHt(H1/2 − I)f
dt√
t
∥∥∥∥
L1(RN ,dw)
=
∥∥∥∥∫ 1
0
(H1/2 − I)TjHtf
dt√
t
∥∥∥∥
L1(RN ,dw)
≤ ‖(H1/2 − I)R1jf‖L1(RN ,dw) . ‖R1jf‖L1(RN ,dw).
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To prove L1(RN , dw)-boundedness of the second integral in (5.20), it is enough to show that
there is C > 0 such that for any y ∈ RN one has
J(y) =
∫
RN
∫ ∞
1
∣∣Tj [ht+1/2(x,y) − ht(x,y)]∣∣ dt√
t
dw(x)
≤
∫
RN
∫ ∞
1
∫ t+1/2
t
|∂sTjhs(x,y)| ds dt√
t
dw(x) ≤ C.
(5.21)
Observe that by Theorem 3.12 (C) with m = 1 we have
J(y) .
∫
RN
∫ ∞
1
∫ t+1/2
t
s−2Gs/c(x,y) ds dt dw(x)
.
∫
RN
∫ ∞
1
t−2Gt/c′(x,y) dt dw(x) . 1.
For the converse, assume that f ∈ H1loc,T . Then Rj(H1/2 − I)f ∈ L1(RN , dw). We have
R1jf = R
1
j
(
f −H1/2f
)
+R1jH1/2f
= Rj(I −H1/2)f +R1jH1/2f − dk
∫ ∞
1
TjHt(I −H1/2)f
dt√
t
= I1 + I2 + I3.
Note that the L1(RN , dw) norm of I3 is estimated by ‖f‖L1(RN ,dw) (see (5.21)). Further, the
L1(RN , dw) norm of I1 is estimated by ‖f‖H1loc,1 thanks to Proposition 5.9 and Theorem 4.13.
For I2, we see that
R1jH1/2f = dk
∫ 3/2
1/2
TjHtf
dt√
t
.
By Theorem 3.12 (C) with m = 0 we have
|Tjht(x,y)| . 1√
t
Gt/c(x,y).
So finally ‖R1jf‖L1(RN ,dw) . ‖f‖H1loc,1 + ‖f‖L1(RN ,dw). 
6. Partition of unity
In this section, we introduce a covering of RN by balls related to ρ (see (2.11)). We will use
these objects to characterize Hardy spaces for the Dunkl harmonic oscillator.
It is easy to prove the following two lemmas.
Lemma 6.1. Suppose that K > 0 is a given constant. There exists a constant C = C(K) > 0
such that for every x ∈ RN and y ∈ O(B(x,Kρ(x))) we have
(6.2) C−1ρ(y) ≤ ρ(x) ≤ Cρ(y).
Lemma 6.3. There exist collections of balls {B(ym, ρ(ym))} and functions {ψm} such that
(A) the balls {B(ym, ρ(ym))} are pairwise disjoint,
(B)
⋃∞
m=1B(ym, 2ρ(ym)) = R
N ,
(C) the balls {B(ym, 3ρ(ym))} have a finite covering property (i.e. there exists a constant
M > 0 such that any point from RN belongs to at most M balls from {B(ym, 3ρ(ym))}),
(D) {ψm} are C∞c (RN ) functions and ψm ≥ 0,
(E) supp ψm ⊂ B(ym, 3ρ(ym)) for every m,
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(F)
∑∞
m=1 ψm ≡ 1,
(G) ‖∇ψm‖ . ρ(ym)−1 for every m.
Lemma 6.4. There is c > 0 such that for every m ∈ N, t > 0, x,y ∈ RN such that
x ∈ O(B(ym, 3ρ(ym))) or y ∈ O(B(ym, 3ρ(ym)))
we have
(6.5) |ψm(x)− ψm(y)|
(‖x− y‖√
t
+ 1
)−1
Gt/c(x,y) .
√
t
ρ(y)
Gt/c(x,y).
In particular,
(6.6) |ψm(x)− ψm(y)|ht(x,y) .
√
t
ρ(y)
Gt/c(x,y).
Proof. Case 1. dG(x,y) ≥ ρ(y). Then ‖x− y‖ ≥ ρ(y) and (6.5) easily follows.
Case 2. dG(x,y) < ρ(y). By Lemma 6.1 we have ρ(y) . ρ(x) . ρ(ym), so by the mean value
theorem,
|ψm(x)− ψm(y)| . ‖x− y‖
ρ(ym)
.
If ‖x− y‖ = 0, then the claim is obvious. If ‖x− y‖ 6= 0, then
|ψm(x)− ψm(y)|
(‖x− y‖√
t
+ 1
)−1
Gt/c(x,y) .
√
t
‖x− y‖
‖x− y‖
ρ(ym)
Gt/c(x,y) .
√
t
ρ(y)
Gt/c(x,y).
The estimation (6.6) is a direct consequence of (6.5) and Theorem 3.12 (A). 
7. Hardy spaces for the Dunkl harmonic oscillator
proofs of atomic decomposition and Riesz transform characterization
7.1. Proof of Theorem 2.14. The kernels kt(x,y) and ht1(x,y) of the Dunkl and Dunkl–
Hermite semigroups have locally similar behavior for small t. On the other hand the kernel
kt(x,y) has faster decay for large t (see (3.7)). Analysis of the kernels combined with charac-
terizations of local Hardy spaces allow us to prove Theorem 2.14.
In the remaining part of the paper t, t1 > 0 are always related by
t1 =
1
2
sinh(2t).
The lemma below is a list of basic properties of t and t1, the proof is omitted.
Lemma 7.1. For t > 0 we have
(A) t ≤ t1 for t > 0 and t1 ≤ 2t for 0 < t < 1,
(B) 0 ≤ t1 − t . t3 for 0 < t < 1,
(C) 14t1 − 12 coth(2t) + t4 < 0 for 0 < t < 1 and
∣∣∣ 14t1 − 12 coth(2t)∣∣∣ . t for t > 0,
(D) 14t1 − 12 coth(2t) ≤ −14 for t ≥ 1,
(E) t−11 . e
−2t for t ≥ 1.
Lemma 7.2. There exist constants C, c > 0 such that for 0 < t < 1 we have
(A) |ht(x,y) − ht1(x,y)| ≤ Ct2Gt/c(x,y),
(B) |ht1(x,y) − kt(x,y)| ≤ Ct(‖x‖2 + ‖y‖2)min
{Gt/c(x,y), ht1 (x,y)}.
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Proof. For (A), we have
|ht(x,y) − ht1(x,y)| =
∣∣∣∣∫ t
t1
∂shs(x,y) ds
∣∣∣∣ ≤ |t− t1| sup
s∈[t,t1]
|∂shs(x,y)| ,
so using Theorem 3.12 (B) and Lemma 7.1 (B) we are done.
For (B), we recall that
kt(x,y) − ht1(x,y) =
[
exp
((
1
4t1
− 1
2
coth(2t)
)
(‖x‖2 + ‖y‖2)
)
− 1
]
ht1(x,y).
The proof is completed by Lemma 7.1 (C) . 
Proposition 7.3. There exists a constant C > 0 such that for any y0 ∈ RN and for any
f ∈ L1(B(y0, 3ρ(y0)), dw) we have
(7.4)
∥∥∥∥∥ sup0<t≤ρ(y0)2 |Htf(·)−Ktf(·)|
∥∥∥∥∥
L1(RN ,dw)
≤ C‖f‖L1(RN ,dw).
Proof. It is enough to prove that∫
RN
sup
0<t≤ρ(y0)2
|ht(x,y) − kt(x,y)| dw(x) ≤ C
for y ∈ B(y0, 3ρ(y0)) with C > 0 which does not depend on y0 and y. We split the integral
into two parts: over (O(B(y0, 6ρ(y0))))c and over O(B(y0, 6ρ(y0))). For the first one, it
suffices to prove the boundedness of the integrals of ht(x,y) and kt(x,y) separately. Each of
them is bounded by Gt/c(x,y). Note that if x 6∈ O(B(y0, 6ρ(y0))), then dG(x,y) ≥ ρ(y0).
Therefore, by Theorem 3.12 (A) and Lemma 5.3, we are reduced to estimate∫
RN
1
w(B(y0, ρ(y0)))
exp
(−cρ(y0)−2dG(x,y)2) dw(x).
The integral above is bounded by constant, which is independent of y and y0 (see (5.14)). For
the integral over O(B(y0, 6ρ(y0))), we have ‖x‖2 + ‖y‖2 . ρ(y0)−2, so, by Lemma 7.2, it is
enough to prove that∫
O(B(y0,6ρ(y0)))
sup
0<t≤ρ(y0)2
tρ−2(y0)Gt/c(x,y) dw(x) ≤ C
for y ∈ O(B(y0, 3ρ(y0))), with C > 0 which does not depend on y0 and y. It is easy to see
that O(B(y0, 6ρ(y0))) ⊂ O(B(y, 12ρ(y0))) and
sup
0<t≤ρ(y0)2
tρ−2(y0)Gt/c(x,y) ≤ sup
0<t≤ρ(y0)2
t1/2ρ−1(y0)Gt/c(x,y).
Using Lemma 5.3 with α = −1/2, we see that it is enough to estimate∫
O(B(y,12ρ(y0)))
dG(x,y)ρ(y0)
−1 1
w(B(y,dG(x,y)))
dw(x).
To this end we apply Lemma 5.8 with α = 1/2. 
Lemma 7.5. For any A > 1 there is C > 0 such that for any function a(x) such that
supp a ⊂ B(p, r) for some p ∈ RN , supx∈RN |a(x)| ≤ w(B(p, r))−1 and ρ(p) ≤ r ≤ Aρ(p) we
have
(7.6) ‖a‖H1 ≤ C.
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Proof. Thanks to Lemma 5.12, the inequality kt(x,y) ≤ ht1(x,y) (see (3.7)), and t ∼ t1 for
t ≤ 1 (see Lemma 7.1 (A)), it is enough to prove∫
RN
sup
t>r2
kt(x,y) dw(x) ≤
∫
RN
sup
t≥1
kt(x,y) dw(x) +
∫
RN
sup
r2<t<1
kt(x,y) dw(x)
= J1(y) + J2(y) ≤ C,
with C > 0 which is independent of r, p, and y ∈ B(p, r). To estimate J1(y), we use
Lemma 7.1 (D). Indeed, by (3.7) and Theorem 3.12 (A),
J1(y) .
∫
RN
1
w(B(x, 1))
exp(−‖x‖2/4) dw(x) ≤ C.
For the purpose of estimating J2(y), split the integral into integrals over O(B(y, r)) and
(O(B(y, r)))c. The first one is easy to estimate thanks to kt(x,y) . w(B(y,
√
t))−1. For the
second one, we use (3.7), Theorem 3.12 (A), and Lemma 7.1 (C) and (A). We have
kt(x,y) . exp
(
− t
4
(‖x‖2 + ‖y‖2)
)
exp
(−cdG(x,y)2
2t
)
G2t/c(x,y).
Since ρ(y) . ρ(p) and ρ(p) ≤ r, we have (see Lemma 6.1)
exp
(
− t(‖x‖
2 + ‖y‖2)
4
)
exp
(−cdG(x,y)2
2t
)
.
1
t(‖x‖2 + ‖y‖2 + 1)
t
dG(x,y)2
.
r2
dG(x,y)2
.
The rest of the proof follows by Lemma 5.3 with α = 0 and Lemma 5.8 with α = 1. 
As the consequence of the proof of Lemma 7.5 we obtain the following corollary.
Corollary 7.7. There exists a constant C > 0 such that for any y0 ∈ RN and for any
f ∈ L1(B(y0, ρ(y0)), dw) we have
(7.8) ‖ sup
t>ρ(y0)2
Ktf(·)‖L1(RN ,dw) ≤ C‖f‖L1(RN ,dw).
Proof of Theorem 2.14. In order to prove H1,at ⊆ H1 it is enough to show that there exists a
constant C > 0 such that ‖a‖H1 ≤ C for any atom a for H1,at. Fix an atom a for H1,at. Let
B(x, r) be as in Definition 2.1. We have two cases: r < ρ(x) or ρ(x) ≤ r ≤ Aρ(x). In the
second case, we use Lemma 7.5. In the first case, the required inequality is a consequence of
Proposition 7.3, Corollary 7.7, and Proposition 5.15.
For the opposite inclusion, take f ∈ H1. Let {ψm} be the partition of unity from Lemma 6.3
associated with the collection of balls {B(ym, ρ(ym))}. Then f =
∑∞
m=1 fψm. We are going
to prove that there is a constant C > 0 independent of f such that
(7.9)
∞∑
m=1
‖fψm‖H1
loc,ρ(ym)
≤ C‖f‖H1 .
To this end we write
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∞∑
m=1
‖fψm‖H1
loc,ρ(ym)
=
∞∑
m=1
∥∥∥∥∥ sup0<t≤ρ(ym)2 |Ht(fψm)|
∥∥∥∥∥
L1(RN ,dw)
≤
∞∑
m=1
∥∥∥∥∥ sup0<t≤ρ(ym)2 |(Ht −Kt)(fψm)|
∥∥∥∥∥
L1(RN ,dw)
+
∞∑
m=1
∥∥∥∥∥ sup0<t≤ρ(ym)2 |Kt(fψm)(·) − ψm(·)Ktf(·)|
∥∥∥∥∥
L1(RN ,dw)
+
∞∑
m=1
∥∥∥∥∥ψm sup0<t≤ρ(ym)2 |Ktf |
∥∥∥∥∥
L1(RN ,dw)
= I1 + I2 + I3.
Obviously, I3 ≤ ‖f‖H1 . By Lemma 7.3, I1 . ‖f‖L1(RN ,dw) ≤ ‖f‖H1 .
Now we are going to estimate I2 by ‖f‖L1(RN ,dw). For this purpose it is enough to show
that
sup
y∈RN
∞∑
m=1
∫
sup
0<t≤ρ(ym)2
|ψm(y)− ψm(x)|kt(x,y) dw(x) <∞.
Fix y ∈ RN and consider a single summand. Split the integral above into two parts:
over O((B(ym, 6ρ(ym)))c and over O(B(ym, 6ρ(ym))). The first integral is zero if y 6∈
B(ym, 3ρ(ym)). By Lemma 6.3 (C) there are at most M indices m for which we have
y ∈ B(ym, 3ρ(ym)) and M is independent of y. Assume that y ∈ B(ym, 3ρ(ym)), by
Lemma 5.3, we have∫
(O(B(ym,6ρ(ym))))c
sup
0<t≤ρ2(ym)
|ψm(y) − ψm(x)|kt(x,y) dw(x)
.
∫
(O(B(ym,6ρ(ym))))c
1
w(B(x,dG(x,y)))
exp
(−cdG(x,y)2
ρ(ym)2
)
dw(x)
.
∫
RN
1
w(B(x, ρ(ym)))
exp
(−cdG(x,y)2
ρ(ym)2
)
dw(x) ≤ C,
with C > 0 which is independent of ym (see (5.14)).
Therefore, it remains to show that
(7.10)
∞∑
m=1
∫
O(B(ym,6ρ(ym))))
sup
0<t<ρ(ym)2
|ψm(y)− ψm(x)|kt(x,y) dw(x) . C
with C > 0 which is independent of y ∈ RN . Split a single integral into two parts: the integral
over O(B(ym, 6ρ(ym)))) ∩ (O(B(y, 2ρ(y))))c and over O(B(ym, 6ρ(ym)))) ∩O(B(y, 2ρ(y))).
We consider each term separately. For the first one, by (3.7), Theorem 3.12 (A), Lemma 7.1 (A),
Lemma 5.3, and Lemma 6.1 for 0 < t < ρ(ym)
2 we have
|ψm(y)− ψm(x)|kt(x,y) . ht1(x,y) . min
{
1,
t1
‖x− y‖2
}
Gt1/c(x,y)
. min
{
1,
ρ(ym)
2
‖x− y‖2
}
w(B(y,dG(x,y)))
−1 . min
{
1,
ρ(x)2
‖x− y‖2
}
w(B(y,dG(x,y)))
−1.
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If ρ(x) ≤ 2ρ(y), then
min
{
1,
ρ(x)2
‖x− y‖2
}
.
ρ(y)
‖x− y‖ ≤
ρ(y)
dG(x,y)
.
If ρ(x) ≥ 2ρ(y) it is easy to check that 1‖x−y‖ . ρ(y), so
ρ(x)2
‖x− y‖2 ≤
1
‖x− y‖2 .
ρ(y)
‖x− y‖ ≤
ρ(y)
dG(x,y)
.
Finally,
|ψm(y) − ψm(x)|kt(x,y) . ρ(y)
dG(x,y)
w(B(y,dG(x,y)))
−1,
and, by the finite covering property,
∞∑
m=1
∫
O(B(ym,3ρ(ym))))∩(O(B(y,2ρ(y)))c
sup
0<t<ρ(ym)2
|ψm(y)− ψm(x)|kt(x,y) dw(x)
.
∞∑
m=1
∫
O(B(ym,3ρ(ym))))∩(O(B(y,2ρ(y)))c
ρ(y)
dG(x,y)
w(B(y,dG(x,y)))
−1 dw(x)
.
∫
(O(B(y,2ρ(y)))c
ρ(y)
dG(x,y)
w(B(y,dG(x,y)))
−1 dw(x).
The last integral is bounded by constant by Lemma 5.8 (A) with α = 1/2.
For the sum of the integrals over O(B(ym, 6ρ(ym))))∩O(B(y, 2ρ(y))) in (7.10), by (3.7) and
Lemma 6.4, we have
|ψm(y) − ψm(x)|kt(x,y) .
√
t
ρ(y)
G2t1/c(x,y).
Thus, we apply Lemma 5.3 with α = −1/2 and, by the finite covering property, reduce the
problem to an estimation of∫
O(B(y,2ρ(y)))
dG(x,y)ρ(y)
−1 1
w(B(y,dG(x,y)))
dw(x).
The integral is bounded by a constant independently of y by Lemma 5.8 with α = 1/2.
Thus (7.9) is established.
We have obtained that each fψm belongs toH
1
loc,ρ(ym)
. So, by Proposition 5.15, fψm admits
an atomic decomposition f(x)ψm(x) =
∑∞
j=1 c
m
j a
m
j (x), where a
m
j are H
1,at
loc,ρ(ym)
atoms such
that supp amj ⊂ B(ym, 12ρ(ym)) and
(7.11)
∞∑
j=1
|cmj | . ‖fψm‖H1
loc,ρ(ym)
.
Observe that by Lemma 6.1 with K = 12, amj are H1,at atoms if we take A > 1 large enough.
Finally, by (7.11) and (7.9), we obtain
f(x) =
∞∑
m=1
f(x)ψm(x) =
∞∑
m=1
∞∑
j=1
cmj a
m
j (x) and
∞∑
m=1
∞∑
j=1
|cmj | . ‖f‖H1 .

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7.2. Proof of Theorem 2.16. Using the fact that Tj,xE(x,y) = yjE(x,y) together with (3.7),
we obtain
(7.12) Tj,xht(x,y) =
yj − xj
2t
ht(x,y),
Tj,xkt(x,y) =
yj − xj
2t1
kt(x,y) + 2xj
(
1
4t1
− 1
2
coth(2t)
)
kt(x,y)
= exp
((
1
4t1
− 1
2
coth(2t)
)
(‖x‖2 + ‖y‖2)
)
Tj,xht1(x,y)
+ 2xj
(
1
4t1
− 1
2
coth(2t)
)
kt(x,y),
(7.13)
where here and subsequently Tj,x denotes the action of Tj with respect to the variable x.
Lemma 7.14. There are constants C, c > 0 such that for any x,y ∈ RN , t > 0 we have∣∣∣∣ 1√tTj,xkt(x,y)
∣∣∣∣ ≤C (1 + 1t
)
exp
(
1
4t1
− 12 coth(2t)
2
(‖x‖2 + ‖y‖2))×
(
1 +
‖x− y‖√
t1
)−1
Gt1/c(x,y)
for any j = 1, 2, . . . , N .
Proof. By (7.13) we have∣∣∣∣ 1√tTj,xkt(x,y)
∣∣∣∣ ≤ 1√t
∣∣∣∣yj − xj2t1 kt(x,y)
∣∣∣∣ + 1√t
∣∣∣∣2xj ( 14t1 − 12 coth(2t)
)
kt(x,y)
∣∣∣∣
= S1 + S2.
For S1, note that by Theorem 3.12 (A) and Lemma 7.1 (A) we have
S1 exp
(
−
(
1
4t1
− 1
2
coth(2t)
)(‖x‖2 + ‖y‖2)) = 1√
t
∣∣∣∣yj − xj2t1 ht1(x,y)
∣∣∣∣
.
(
1 +
‖x− y‖√
t1
)−2
Gt1/c(x,y)
1√
t
∣∣∣∣yj − xj2t1
∣∣∣∣ . 1√t1t
(
1 +
‖x− y‖√
t1
)−1
Gt1/c(x,y)
.
(
1 +
1
t
)(
1 +
‖x− y‖√
t1
)−1
Gt1/c(x,y).
The estimation for S2 is an easy consequence of (3.7) and Theorem 3.12 (A). 
Lemma 7.15. Let A > 0. There exist constants C, c > 0 such that for any x,y0 ∈ RN ,
j = 1, 2, . . . , N , y ∈ B(y0, Aρ(y0)), and 0 < t < 1 the following inequality holds
(7.16)
∣∣∣∣ 1√t (Tj,xkt(x,y) − Tj,xht(x,y))
∣∣∣∣ ≤ Cρ(y0)−2G2t/c(x,y).
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Proof. By (7.12) and (7.13) we have
1√
t
(Tj,xkt(x,y) − Tj,xht(x,y)) = 1√
t
[
yj − xj
2t1
(kt(x,y) − ht(x,y))
]
+
1√
t
[
(yj − xj)
(
1
2t1
− 1
2t
)
ht(x,y)
]
+
1√
t
[
2xj
(
1
4t1
− 1
2
coth(2t)
)
kt(x,y)
]
= S1 + S2 + S3.
Estimation for S1. Case 1. dG(x,y) > 2ρ(y0). We consider each summand separately. By
Lemma 7.1 (A) we have t ∼ t1. By Theorem 3.12 (C) with m = 0, (7.12), and (3.7) we obtain
|xj − yj|
t3/2
kt(x,y) . t
−1/2|Tj,xht1(x,y)| .
1
t
Gt/c(x,y)
.
1
t
t
dG
2(x,y)
G2t/c(x,y) . ρ(y0)−2G2t/c(x,y).
The estimation for
|xj−yj |
t3/2
ht(x,y) . t
−1/2|Tj,xht(x,y)| goes in the same way.
Case 2. dG(x,y) ≤ 2ρ(y0). Similarly as in the proof of Proposition 7.3, we express the
difference as a sum of two terms
1√
t
[
yj − xj
2t1
(kt(x,y) − ht(x,y))
]
=
1√
t
[
yj − xj
2t1
(ht1(x,y) − ht(x,y))
]
+
1√
t
[
yj − xj
2t1
(kt(x,y) − ht1(x,y))
]
= S1,1 + S1,2.
Since |xj − yj| ≤ |xj |+ |yj | . ρ(y0)−1, by Lemma 7.2 (A), we have
|S1,1| . ρ(y0)−1t1/2Gt/c(x,y) . ρ(y0)−2G2t/c(x,y).
In order to estimate S1,2, we use Lemma 7.2 (B) and the fact that in this case ‖x‖2 + ‖y‖2 .
ρ(y0)
−2. By Theorem 3.12 (C) and (7.12), we have
|S1,2| . |xj − yj |
t3/2
tρ(y0)
−2ht1(x,y) . ρ(y0)
−2t1/2|Tj,xht1(x,y)| . ρ(y0)−2Gt/c(x,y).
Estimation for S2. Using Lemma 7.1 (B) and Theorem 3.12 (A) we have
|S2| . tGt/c(x,y) . ρ(y0)−2Gt/c(x,y).
Estimation for S3. Case 1. ‖x‖ ≤ 4ρ(y0)−1. Then, by Lemma 7.1 (C), we have
|S3| . ρ(y0)−1t1/2Gt/c(x,y) . ρ(y0)−2Gt/c(x,y).
Case 2. ‖x‖ > 4ρ(y0)−1. Then dG(x,y) ≥ ρ(y0)−1 and ‖x‖ . dG(x,y). Thus, by
Lemma 7.1 (C), we have
|S3| . ‖x‖t1/2Gt/c(x,y) . ‖x‖
t
dG(x,y)
G2t/c(x,y) . tG2t/c(x,y) . ρ(y0)−2G2t/c(x,y).

Lemma 7.17. Let A > 1 and r = min{ρ(y), ρ(y0)}. There exists a constant C > 0 such that
for any y0 ∈ RN and for any y ∈ B(y0, Aρ(y0)) we have
(7.18)
∫
RN
∫ ∞
r2
1√
t
|Tj,xkt(x,y)| dt dw(x) ≤ C.
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Proof. Similarly as in the proof of Lemma 7.5, we split the inner integral into integral over
[r2, 1) and [1,∞). For the first one, we have 1 + 1t . r−2 and r−2 . ‖x‖2 + ‖y‖2 + 1, so by
Lemma 7.14 and Lemma 7.1 (C) it suffices to establish∫ 1
r2
r−2 exp(−ctr−2)
∫
RN
Gt1/c(x,y) dw(x) dt . 1.
The inner integral is bounded by constant independent of t1, y, and y0. It remains to note that∫ 1
r2 r
−2 exp(−ctr−2) dt ≤ ∫∞r2 r−2 exp(−ctr−2) dt and the last integral is finite and independent
of r. For the integral over [1,∞), by Lemma 7.1 (D), we have
exp
(
1
2
(
1
4t1
− 1
2
coth(2t)
)(‖x‖2 + ‖y‖2)) ≤ exp(−1
8
(‖x‖2 + ‖y‖2)) .
On the other hand, by (2.3) and Lemma 7.1 (E), we see that
Gt1/c(x,y) .
1
B(x,
√
t1)
. t
−N/2
1
1
w(B(x, 1))
. exp(−Nt) 1
w(B(x, 1))
.
It is easy to check that the two inequalities above and Lemma 7.14 imply the claim. 
Lemma 7.15 and Lemma 7.17 imply the following corollary.
Corollary 7.19. Let A > 1. There exists a constant C > 0 such that for any y0 ∈ RN and
for any f ∈ L1(B(y0, Aρ(y0)), dw), and for j = 1, 2, . . . , N we have
(7.20)
∥∥∥R˜jf −Rρ(y0)j f∥∥∥
L1(RN ,dw)
≤ C‖f‖L1(RN ,dw).
Lemma 7.21. For any constant A > 1 there exists a constant C = C(A) > 0 such that
for j = 1, 2, . . . , N and for any function a such that supp a ⊂ B(p, r) for some p ∈ RN ,
supx∈RN |a(x)| ≤ w(B(p, r))−1 and ρ(p) ≤ r ≤ Aρ(p) we have
(7.22) ‖R˜ja‖L1(RN ,dw) ≤ C.
Proof. Thanks to Corollary 7.19, we have
‖R˜ja‖L1(RN ,dw) ≤ ‖R˜ja−Rρ(p)j a‖L1(RN ,dw) + ‖Rρ(p)j a‖L1(RN ,dw)
. ‖a‖L1(RN ,dw) + ‖Rρ(p)j a‖L1(RN ,dw).
By Proposition 5.18, ‖Rρ(p)j a‖L1(RN ,dw) . ‖a‖H1loc,ρ(p) . Recall that ρ(p) ≤ r, hence, by
Lemma 5.12, ‖a‖H1
loc,ρ(p)
. 1, which completes the proof. 
Proof of Theorem 2.16. The Riesz transform R˜j for f ∈ L1(RN , dw) is defined in the sense of
distribution (see [4, Section 8]). Therefore, for f =
∑∞
j=1 cjaj we have R˜jf =
∑∞
j=1 cjR˜jaj in
the sense of distributions. In order to prove the second inequality in (2.17), thanks to Theorem
2.14, it is enough to prove that there is a constant C > 0 such that
(7.23) ‖R˜ja‖L1(RN ,dw) ≤ C
for any atom a of H1,at. Fix an atom a(·) for H1,at. Let B(x, r) be as in Definition 2.1. We
have two cases: r < ρ(x) or ρ(x) ≤ r ≤ Aρ(x). In the first case, (7.23) is a consequence
of Corollary 7.19, Theorem 4.10, and Proposition 5.18. In the second case, (7.23) follows by
Lemma 7.21.
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For the proof of the first inequality in (2.17), suppose that f, R˜jf ∈ L1(RN , dw) for j =
1, 2, . . . , N . Let {ψm} be the partition of unity from Lemma 6.3. Then f =
∑∞
m=1 fψm.
Similarly as in the proof of Theorem 2.14, by Proposition 5.18, it is enough to show that
∞∑
m=1
‖Rρ(ym)j (fψm)‖L1(RN ,dw) . ‖f‖L1(RN ,dw) + ‖R˜jf‖L1(RN ,dw)
for j = 1, 2, . . . , N . We have
∞∑
m=1
‖Rρ(ym)j (fψm)(·)‖L1(RN ,dw) ≤
∞∑
m=1
‖Rρ(ym)j (fψm)(·)− R˜j(fψm)(·)‖L1(RN ,dw)
+
∞∑
m=1
‖R˜j(fψm)(·) − ψm(·)R˜jf(·)‖L1(RN ,dw) +
∞∑
m=1
‖ψm(·)R˜jf(·)‖L1(RN ,dw)
= S1 + S2 + S3.
By Corollary 7.19, S1 . ‖f‖L1(RN ,dw). Obviously, S3 . ‖R˜jf‖L1(RN ,dw). Thus, it remains to
show that S2 . ‖f‖L1(RN ,dw). Fix y ∈ RN . It suffices to show that
∞∑
m=1
∫
RN
∫ ∞
0
∣∣∣∣ 1√tTj,xkt(x,y) [ψm(x)− ψm(y)]
∣∣∣∣ dt dw(x) ≤ C,
with C > 0 which does not depend on y. We have
∞∑
m=1
∫
RN
∫ ∞
0
∣∣∣∣ 1√tTj,xkt(x,y) [ψm(x)− ψm(y)]
∣∣∣∣ dt dw(x)
≤
∞∑
m=1
∫
RN
∫ ρ(y)2
0
∣∣∣∣ 1√tTj,xkt(x,y) [ψm(x)− ψm(y)]
∣∣∣∣ dt dw(x)
+
∞∑
m=1
∫
RN
∫ ∞
ρ(y)2
∣∣∣∣ 1√tTj,xkt(x,y)
∣∣∣∣ [ψm(x) + ψm(y)] dt dw(x)
= I1 + I2.
Clearly, by Lemma 7.17, I2 ≤ C. Next, thanks to Lemma 7.14, Lemma 6.4, and Lemma 7.1
we see that there is C1 > 0 such that∣∣∣∣ 1√tTj,xkt(x,y) [ψm(x)− ψm(y)]
∣∣∣∣ ≤ C1 ρ−1(y)√t Gt/c(x,y)
for x ∈ B(ym, 3ρ(ym)) or for y ∈ B(ym, 3ρ(ym)). Moreover, |ψm(y) − ψm(x)| = 0 if x,y ∈
B(ym, 3ρ(ym))
c. Note that there is at most M indices m such that y ∈ B(ym, 3ρ(ym)).
Therefore, by the finite covering property of the balls B(ym, 3ρ(ym)),
I1 ≤C1
∞∑
m=1
∫
B(ym,3ρ(ym))
∫ ρ2(y)
0
ρ−1(y)√
t
Gt/c(x,y) dt dw(x)
+ C1M
∫
RN
∫ ρ2(y)
0
ρ−1(y)√
t
Gt/c(x,y) dt dw(x)
≤ 2C1M
∫ ρ2(y)
0
∫
RN
ρ−1(y)√
t
Gt/c(x,y) dw(x) dt ≤ C.
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