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The Newmark Structural Engineering Laboratory (NSEL) of the Department of Civil and 
Environmental Engineering at the University of Illinois at Urbana-Champaign has a long history 
of excellence in research and education that has contributed greatly to the state-of-the-art in civil 
engineering. Completed in 1967 and extended in 1971, the structural testing area of the 
laboratory has a versatile strong-floor/wall and a three-story clear height that can be used to carry 
out a wide range of tests of building materials, models, and structural systems. The laboratory is 
named for Dr. Nathan M. Newmark, an internationally known educator and engineer, who was 
the Head of the Department of Civil Engineering at the University of Illinois [1956-73] and the 
Chair of the Digital Computing Laboratory [1947-57].   He developed simple, yet powerful and 
widely used, methods for analyzing complex structures and assemblages subjected to a variety of 
static, dynamic, blast, and earthquake loadings. Dr. Newmark received numerous honors and 
awards for his achievements, including the prestigious National Medal of Science awarded in 
1968 by President Lyndon B. Johnson.  He was also one of the founding members of the 
National Academy of Engineering. 
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This technical report is a reprint of the articles that appeared in the March 2015 issue of the 
Journal of Smart Structures and Systems that was edited by Billie F. Spencer, Jr. and Paolo 
Gardoni in honoring the career of Dr. Yozo Fujino. To promote wider distribution of this timely 
collection of papers, the Editor-in-Chief of the Journal, Prof. Chang-Koon Choi, has generously 
allowed its publication in the Newmark Structural Engineering Laboratory Report Series. In 
addition, an appendix has been added with photos of the students, friends, and colleagues with 
Dr. Fujino. 
 
The cover photographs are used with permission.  The Trans-Alaska Pipeline photograph was 
provided by Terra Galleria Photography (http://www.terragalleria.com/). 
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Appendix -- Photo Album of Yozo FUJINO’s Research Career
with his Students, Friends, and Colleagues
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Preface
HonoringtheCareerofYozoFujino
This special issue of Smart Structures and Systems (SSS) is dedicated to Dr. Yozo Fujino to 
celebrate his outstanding and innovative contributions to structural engineering during his career. 
The papers in this issue present a wide range of recent results on bridge dynamics, wind and 
earthquake effects on structures, health monitoring, and passive/active control technology. This 
collection of papers also provides a glimpse into the broad nature of Dr. Fujino’s interests.  
Prof. Fujino is an internationally recognized leader who has been an inspiration to industrial 
and academic scientists and engineers for over 30 years. During his brilliant academic career, Prof. 
Fujino has made and continues to make fundamental contributions to dynamics, control and 
monitoring of bridges considering both wind actions and earthquakes loading. He made significant 
academic contributions in modeling the nonlinear vibration of cable-stayed bridges and their 
active/passive control in the 1990s. He is the first person who identified the lateral vibration of 
cable-stayed bridges due to the synchronization of human walking in 1990, long before the well-
known vibration problems of London’s Millennium Bridge occurred. His studies on multiple tuned 
mass dampers (MTMD) and tuned liquid damper (TLD) are well known and frequently cited. In 
the past decade, he did ground breaking work on vibration-based monitoring, successfully 
extracting aerodynamic self-excited forces from ambient vibration of a suspension bridge and 
recognizing vibration modes that were not considered in design from seismic response data. The 
outcomes of his research are summarized in more than 300 papers in peer-reviewed international 
journals and more than 700 papers in international conference proceedings. In addition, he has 
consulted on over 30 signature bridge projects including Akashi Kaikyo Bridge in Japan, 
Millennium Bridge (vibration control) in UK and Stonecutters Bridge in Hong Kong, 
demonstrating his recognition not only for his research achievements, but also for his practical 
knowledge and experience in bridge engineering.  
In addition to his numerous contributions to science and engineering, Dr. Fujino is a dedicated 
and passionate teacher and professor, inspiring young scientists and engineers to advance their 
knowledge and experiences. His exceptional guidance and mentorship has resulted in the 
graduation of over 150 M.E. and Ph.D. students, with many of these talented individuals 
contributing to and shaping the current industrial and academic civil engineering fields. Indeed, we 
are both personally indebted to Dr. Fujino for his mentorship and friendship, as are so many in the 
structural engineering community. 
The list of national and international awards and honors is long and impressive, including the 
ASCE Scanlan Medal, the IABMAS T.Y. Lin Medal, and the Medal with Purple Ribbon from the 
Emperor of Japan. We are sure that there will be more to come. 
Dr. Fujino’s remarkable talents are not confined to the realm of engineering and science, as he 
also an accomplished painter, focusing mainly on water-color paintings of bridges. His painting is 
widely known in his professional community. He uses some paintings to explain his research 
ii
results at his technical conference presentations, providing a unique and warm flavor in his 
presentations, as well as to send New Year’s Greetings to his friends and colleagues.  For his 
demonstrated commitment to the social and artistic side of the profession, he recently received the 
ASCE Winter Award. 
Dr. Fujino is currently a Distinguished Professor of Advanced Sciences at Yokohama National 
University (YNU) in Japan. He is also jointly appointed as a Program Director (Policy Adviser) 
for the Council for Science, Technology and Innovation, Cabinet Office, Japanese Government. 
Prior to joining YNU, he served for more than 30 years as a Professor of Civil Engineering and the 
head of the Bridge and Structures Laboratory at The University of Tokyo. 
On behalf of all the contributors to this special issue, we would like to sincerely congratulate 
Dr. Yozo Fujino on a truly amazing career and wish him good health, happiness, and many more 
contributions to structural engineering in the years to come. 
Billie F. Spencer, Jr. 
Paolo Gardoni 
University of Illinois at Urbana-Champaign 
March 2015 
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Mechanisms of thermally induced deflection of a long-span 
cable-stayed bridge 
Yi Zhou1a, Limin Sun1 and Zhijian Peng2b
1State Key Lab for Disaster Reduction in Civil Engineering, Tongji University, Shanghai, 200092, P.R. China 
2Shanghai Highway Investment Construction & Development Co., Ltd., Shanghai, 200335, P.R. China 
(Received October 27, 2014, Revised January 15, 2015, Accepted January 22, 2015) 
Abstract. Variation of temperature is a primary environmental factor that affects the behavior of structures. 
Therefore, understanding the mechanisms of normal temperature-induced variations of structural behavior would 
help in distinguishing them from anomalies. In this study, we used the structural health monitoring data of the 
Shanghai Yangtze River Bridge, a steel girder cable-stayed bridge, to investigate the mechanisms of thermally 
induced vertical deflection ( TD ) at mid-span of such bridges. The TD  results from a multisource combination of 
thermal expansion effects of the cable temperature ( CabT ), girder temperature ( GirT ), girder differential temperature 
( DifT ), and tower temperature ( TowT ). It could be approximated by multiple linear superpositions under operational 
conditions. The sensitivities of TD  of the Shanghai Yangtze River Bridge to the above temperatures were in the 
following order: CabT > GirT  > TowT > DifT . However, the direction of the effect of CabT  was observed to be 
opposite to that of the other three temperatures, and the magnitudes of the effects of CabT  and GirT  were found to 
be almost one order greater than those of DifT  and TowT . The mechanisms of the thermally induced vertical 
deflection variation at mid-span of a cable-stayed bridge as well as the analytical methodology adopted 
in this study could be applicable for other long-span cable-stayed bridges. 
Keywords:  cable-stayed bridge; temperature effect; mid-span deflection; mechanisms; structural health 
monitoring 
1. Introduction 
Bridges constitute a key role in a modern transportation system and their operational conditions 
have always been of great concern to bridge owners, users, and engineers. Structural health 
monitoring (SHM) technology enables long-term, continuous, and on-site measurement of the 
impact of environmental and loading conditions on a bridge. Consequently, a large number of 
SHM systems have emerged over the last two decades, almost all of which utilize features or 
indices extracted from measurements in detecting damages or anomalies (Boller et al. 2009). 
However, it is widely recognized that most structural condition indices vary with environmental 
factors, especially the temperature conditions. Hence, for more reliable structural evaluation, it is 
necessary to study thermal effects and how to cancel them out (Catbas et al. 2008, Deng et al.

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2010, Gentile and Saisi 2013, Li et al. 2010, Magalhães et al. 2012, Moorty and Roeder 1992, Ni 
et al. 2011, Reynders et al. 2013, Sohn 2007, Wang 2009, Wenzel 2009). In this study, the authors 
investigated the relationship between the temperature and mid-span deflection of a long-span 
cable-stayed bridge, which is a basic performance indicator of the global rigidity and mechanical 
state of such a bridge. 
During design phase of a bridge structure, the thermally induced vertical deflection at mid-span 
of bridge girder, denoted as TD , is considered under the limit states, which do not represent 
structural behavior under normal operation. Field measurements are therefore undoubtedly the best 
method for investigating actual structures in the real-world. Barr et al. (2000), Burdet (2010), and 
Ghali et al. (2000) undertook long-term observations of the mid-span deflection of short and 
medium span girder bridges and considered the temperature gradient over the girder depth to be 
the main reason for variations in the deflection. Figueiras et al. (2005) also observed that the 
crown of a centenary arch bridge in Portugal curved upward with increasing temperature. 
Thermal effects are not only due to temperature variations, but also to structural constraints. 
Owing to the complex system of a cable-supported bridge, its thermal effects are of particular 
interest. Studies on the famous Tsing Ma Suspension Bridge conducted by Xu et al. (2010) and 
Xia et al. (2013) revealed that the thermally induced vertical deflection at mid-span decreased with 
increasing temperature, and that the seasonal variation of TD  was much wider than that during a 
summer day. Xu et al. (2010) concluded that the TD  of the 1377-m-span suspension bridge was 
partially dominated by the deformation of the main cables. Another often cited SHM campaign on 
the Tamar Suspension Bridge in the UK, which was transformed into a hybrid cable-stayed and 
suspension bridge after its upgrade, revealed that a temperature increase caused a downward 
movement of the mid-span (Brownjohn et al. 2009, Koo et al. 2013). Based on a multiple linear 
regression analysis and subsequent comparison of regression coefficients, Westgate (2012) posited 
that the TD  of the 335-m-span Tamar Bridge was mainly affected by the elongation of the 
suspension cables. There have also been reports of the TD  of suspension bridges such as the 
Akashi Kaikyo Bridge (Katsuchi et al. 2008), the Yangluo Yangtze River Bridge (Li et al. 2011), 
and the Yeongjong Bridge (Kim et al. 2005), which have central spans of 1991, 1280, and 300 m, 
respectively. As with the two earlier mentioned bridges, the thermally induced vertical deflections 
at mid-span of these three bridges occur downward with increasing temperature. 
Cable-stayed bridges with multi-cable systems are highly statically indeterminate and their 
inter-constraints are stronger than those of suspension bridges, resulting in more complex thermal 
effects. Cao et al. (2011) analyzed the TD  of the Zhanjiang Bay Bridge, a cable-stayed bridge 
with a 480-m central steel box girder span, over a period of five summer days. Unlike most other 
observations, the central span of the girder curved upward under high afternoon temperatures. This 
was attributed to the uniform temperature increase of the entire structure and/or the localized 
temperature increase of the top plate of the girder. However, the variation of the TD  over the 
seasonal cycle was not covered. Moreover, no temperature sensors were placed on the external 
surface of the towers. Thus the tower temperature used for the finite element (FE) model was 
highly uncertain. Li (2012) explored the thermally induced vertical deflection at mid-span of the 
Donghai Bridge, a cable-stayed bridge spanning 420 m and with a steel-concrete composite 
section girder, and obtained the data range between March and September 2007. The mid-span of 
the bridge exhibited a slight downward deflection with increasing effective temperature of the 
girder. The time lags between the deflection and the temperature were also observed. Although an 
ARX model for predicting the TD  was developed, the physical explanation of such a model was 
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not considered in the modeling process. Zhu et al. (2006) and Chen et al. (2006) respectively 
presented and modeled the same nine-day winter measurements on the Dafosi Yangtze River 
Bridge, a 450-m-span concrete cable-stayed bridge. It was observed that an increase in the 
temperature was accompanied by a downward movement at mid-span. An artificial neural network 
was used to reproduce the winter TD  measurements, but the model was not verified for summer 
measurements. 
From the extensive previous works mentioned so far, it appears that all suspension bridges 
display similar characteristics, namely a downward thermally induced vertical deflection at 
mid-span with increasing temperature. However, the direction of the TD  of a cable-stayed bridge 
depends on the specific bridge; some bridges curve upward mid-span with increasing temperature, 
whereas others curve downward. Generally, the TD  of a cable-stayed bridge is much more 
complex and the underlining mechanism is not yet explicitly understood. Moreover, a preliminary 
study of the field measured TD  of the Shanghai Yangtze River Bridge found that it was difficult 
to simultaneously explain the seasonal and daily variations of the thermally induced vertical 
deflection at mid-span based on the air temperature or the temperature of a certain structural 
component. Hence, it is desirable to determine the mechanisms of variation of TD  using the field 
SHM data. 
The rest of this paper consists of five parts. Section 2 presents the field measurements of the 
temperature and mid-span deflection of the Shanghai Yangtze River Bridge in February and July 
2012. In Section 3, the possible reasons for the DT variation are discussed qualitatively; and 
followed by an FE analysis in Section 4 to quantify the effects of the cable temperature (TCab),
girder temperature (TGir), girder differential temperature (TDif), tower temperature (TTow), and 
temperature-dependent elastic moduli on the thermally induced vertical deflection at mid-span. 
Section 5 explains the monitoring results and compares the thermal effects of different 
mechanisms. The findings of this study do not only advance an understanding of the thermal 
effects on cable-stayed bridges, but also provide theoretic and measured bases for the design and 
evaluation of such bridges. 
2. Monitoring results
2.1 Shanghai Yangtze River Bridge and its SHM system 
The Shanghai Yangtze River Bridge is located on the outskirt of Shanghai City, China, at the 
southern fringe of the north subtropical zone. It is a five-span cable-stayed bridge with dual towers, 
dual cable planes, and a separated double-box steel girder. It has a span arrangement of 92 m + 
258 m + 730 m + 258 m + 92 m = 1430 m and was opened to traffic on October 31, 2009 (Shao 
2010). The SHM system of the bridge includes 227 sensors, which are used for real-time 
monitoring of the environmental and loading conditions as well as the static and dynamic 
responses of the bridge (Sun et al. 2010). The structural temperature and the mid-span deflection 
are respectively measured by Fiber Bragg Grating (FBG) temperature sensors and GPS technology, 
with sampling intervals of 1 min and 0.1 s, respectively. In this paper, the TD  is the vertical 
position or level at the middle of the central span, and the reference is assumed to be the elevation 
at the time of installing the sensor. A positive value indicates upward movement of the girder. The 
Shanghai Yangtze River Bridge forms a floating system along its longitudinal axis; it does not 
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have vertical bearings at the intersections of the girder and the tower. Unlike a monolithic 
girder-pier system, the thermal effects of the side piers and the subsidiary piers of the Shanghai 
Yangtze River Bridge, on which no temperature sensors were installed, have little effect on the 
superstructure. Hence, the temperature changes on those piers as well as the settlement at all the 
bases are neglected. 
2.2 Characteristics of temperature field 
The thermally induced vertical deflection at mid-span is a consequence of structural 
temperature distribution. In this paper, the measured temperatures are introduced into the FE 
model directly. This is done instead of a transient heat transfer analysis, which is highly uncertain 
with respect to the unmeasured heat boundary conditions, e.g., the intensity of solar radiation. 
Hence, it is necessary to first explore the temperature distribution. The ambient air temperature has 
two dominant cycles, a seasonal and a daily one. To take both cycles into consideration, 
measurements obtained in February and July, respectively the coldest and warmest months in 2012, 
were analyzed. The data for the individual months reflected the daily variations of the temperature 
and TD , whereas comparison of the data for winter and summer reflected the seasonal variations. 
The relationships between the ambient temperature and the structural temperature for different 
structural components and during winter and summer are quite different. Only the distribution of 
the structural temperature is discussed below, using the data for February 19 and July 24 as 
examples. The hourly averaged temperature is used because of its slow variation. 
2.2.1 Longitudinal temperature distribution of the girder 
The temperatures at different sections of the top and bottom decks along the main girder vary at 
almost the same rate towards their peaks and troughs. Fig. 1 shows the longitudinal temperature 
distributions of the top and bottom decks of the steel box girder at the time of the peak temperature 
of the top plate on July 24 and the time of the trough temperature on February 19. It should be 
noted that the longitudinal temperature field is almost uniform along the girder, with the exception 
of the temperatures at both tower-girder intersections, which are a little lower than those of the 
other three sections. This is due to shading of the towers during the daytime. Without consider the 
difference of the baseline, the temperature distribution at the time of peak temperature on February 
19 would be similar to that on July 24, and both would have a positive vertical temperature 
difference. Likewise, the temperature distributions at the trough temperature times on February 19 
and July 24 are similar, although there is a negative temperature difference and its magnitude is 
much smaller than the positive difference for the peak temperature times. Hence, the following FE 
analysis considers the vertical temperature gradient but ignores the longitudinal gradient. 
2.2.2 Temperature distribution in mid-span section of the girder 
The structural temperature distribution at the mid-span section (Fig. 2) shows that the lateral 
thermal gradient is diminutive at both the peak and trough temperature times. The two outermost 
temperature sensors on the top plate were located just beneath the safety barriers on the deck, 
which might account for their readings being lower than those of the other four sensors on the top 
plate. Consequently, the average of the four sensors is used as the representative temperature of the 
top plate for the FE analysis, in which the lateral thermal gradient is also ignored. 
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Fig. 1 Bridge’s Elevation view and measured longitudinal temperature distribution of girder 
Fig. 2 Measured temperature distribution at mid-span section of girder 
2.2.3 Tower temperature 
The temperature of each concrete tower was monitored in one section at about midway along 
its height. The temperature evolutions of both towers were much similar and the interior 
temperatures were very stable with almost no daily variation. However, their external surface 
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temperature gradients were not negligible due to the effect of direct sunlight (Figs. 3 and 4). Based 
on the measurements, it is reasonable to assume in the FE model that both towers have identical 
temperature fields, which are uniform along their height. The thermal difference between the 
external north and south faces should be considered, whereas the internal temperatures can be 
neglected.
2.2.4 Cable temperature 
All mearsured cables of the Shanghai Yangtze River Bridge have similar temperature variation 
trends. Fig. 5 shows the temperatures of the four longest cables of the center span, the mean of 
which is used to represent the temperature of all the stay-cables in the FE model, neglecting the 
temperature gradient along the cable length. It is necessary to note that the temperature sensors 
were installed on the cable surface rather than inside them. Hence, the measurements might differ 
from the actual temperatures of the steel wires. 
Fig. 3 Temperature of outer surfaces of south tower
Fig. 4 Temperature of outer surfaces of north tower
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Fig. 5 Temperatures of four longest cables in center span
Fig. 6 DT vs. TGir
2.3 Measured TD
Compared to the effect of traffic, the thermally induced vertical deflection variation at 
mid-span is rather slow and can be represented by the hourly average of the measured deflections. 
Fig. 6 is a scatter plot of DT versus TGir for two months. In July, an upward movement at the 
mid-span occurred with increasing girder temperature TGir. This is in agreement with the 
observation of Cao et al. (2011), but in conflict with those of Zhu et al. (2006) and Li (2012). 
However, in February, the DT did not correlate well with the TGir. Moreover, the positions of the 
girder in February and July were almost the same. Hence, on an annual scale, the observation of an 
upward DT with increasing temperature is very vague compared to that in July. Fig. 6 suggests that 
the girder temperature may not be the only factor that affects the DT. In the next two sections, the 
authors discuss five mechanisms of DT variation. 
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3. Mechanisms of DT variation
Here we discuss five possible mechanisms of the thermally induced vertical deflection variation 
at mid-span, which correspond to the effects of the cable temperature CabT , girder temperature 
GirT , girder differential temperature DifT , tower temperature TowT , and variation of the material 
elastic modulus E. Considering a temperature increase as an example, Fig. 7 illustrates the five 
mechanisms. For simplicity, the vertical constraints on the sides of the bridge and the subsidiary 
piers are not shown. 
3.1 Mechanism 1: cable temperature 
The elongation of the cable due to increase in temperature lowers the girder mid-span (Fig. 
7(a)).
3.2 Mechanism 2: girder temperature 
The GirT  indirectly affects the TD . As the temperature increases, the girder expands at both 
ends, and then both towers move apart due to the cable constraints; this eventually raises the 
mid-span of the girder (Fig. 7(b)). 
3.3 Mechanism 3: girder differential temperature 
The DifT  of the Shanghai Yangtze River Bridge’s girder could exceed 20°C due to sunlight, 
resulting in curvature of the girder in the vertical plane. A cable-stayed bridge is analogous to an 
elastically supported continuous beam; hence, the magnitude and direction of the TD  depend on 
the number of spans. A question mark is therefore used to indicate the uncertainty of TD
direction in Fig. 7(c). 
3.4 Mechanism 4: tower temperature 
The tower height varies with the TowT , resulting in a change in the TD  (Fig. 7(d)). Moreover, 
the temperature difference between the north and south surfaces of the towers causes asymmetric 
deformation and therefore has little effect on the TD  of the girder. This is why the temperature 
difference of tower is not considered here. 
3.5 Mechanism 5: change in elastic moduli 
According to Xia et al. (2012), the temperature-dependent elastic moduli are the dominant 
cause of change in structural frequency with temperature. For unit temperature increase, the elastic 
moduli of steel and concrete decrease by 0.036% and 0.30%, respectively. Consequently, 
decreases in the elastic moduli of steel and concrete with increasing temperature also reduce the 
structural stiffness, thereby reducing the TD  (Fig. 7(e)). 
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(a) CabT (b) GirT
(c) DifT (d) TowT (e) E variation 
Fig. 7 Schematic diagrams of five TD  variation mechanisms 
4. FE analysis
In this section, we develop an FE model for quantifying the sensitivities of the five mechanisms 
of the thermally induced vertical deflection variation at mid-span discussed in Section 3. 
4.1 FE model and assumptions 
The Shanghai Yangtze River Bridge is idealized as a 3D beam-element model with double 
girders, comprising 1673 elements and 1805 nodes (Fig. 8). Each cable is simulated by one 
element, the elastic modulus of which is modified by the Ernst formula (Eq. (1)) with the 
consideration of the sag effect. 
0
2 2
0
031 12
eq
EE
A q l E
F
   
 (1) 
where eqE  is the equivalent elastic modulus of cables, 0E  is the initial modulus of cables, 0A  is 
the section area of cables, q  is the self-weight of cables per unit length, l  is cables' horizontal 
projection length, and F  is the tension force in cables, which is set to the design tension. The 
variations of eqE  which result from the changing tension F  and from the changing initial 
modulus 0E  are proven to be in the same order of magnitude. Because the thermally induced 
vertical deflection at mid-span is insensitive to the change of 0E  (see Section 4.3), thus we ignore 
the change of cables' equivalent elastic moduli with the changing tension. 
4.1.1 Temperature loading 
Based on the discussion in Subsection 2.2, five structural temperatures are taken into 
consideration, namely the top and bottom plate temperatures of the girder, the external north and 
south surface temperatures of the tower, and the cable temperature (see Table 1). The temperature 
gradient along the depth of both the girder and the tower was assumed to be linear. 
513
Yi Zhou, Limin Sun and Zhijian Peng
Table 1 Temperature load in FE model 
°C
Feb. 19 
Trough Temp. 
Feb. 19 
Peak Temp. 
July 24 
Trough Temp. 
July 24 
Peak Temp. 
Girder Top -4.5 20.0 26.7 51.6 
Girder Bottom -0.6 5.4 27.8 32.5
Tower South 0.5 10.4 27.4 30.4 
Tower North -0.1 2.7 27.8 29.5 
Cable -1.3 7.2 28.0 32.5 
Fig. 8 Information on FE model
4.1.2 Thermal expansion/contraction effect 
The effect of the thermal expansion/contraction on the TD  was simulated by introducing the 
linear thermal expansion coefficients 1.2 5 / Cs eD   q  and 1.0 5 / Cc eD   q  for steel and concrete, 
respectively. 
4.1.3 Temperature-dependent elastic moduli 
We assumed that the elastic moduli of steel and concrete, respectively denoted by SE  and CE ,
vary linearly with temperature at the rates of 0.00036 / CEsD   q  and 0.00300 / CEcD   q ,
respectively (Xia et al. 2012). 
4.1.4 Calculation assumption 
Due to the unavailability of the initial status of the temperature field and structural responses, 
the absolute thermal effects for a particular temperature field could not be obtained. Hence, we 
assumed that the structural thermal responses are a function of the temperature field and 
independent of the process of heating and cooling. The calculated thermal effects for a particular 
temperature field could therefore be defined as the difference between the response of the 
temperature field and that of a reference state. The applied reference state was a virtual condition 
in which the entire structure had a uniform temperature of 27°C, which is the air temperature at the 
girder closure. Actually, the reference state has no effect on the calculating response difference 
between two measured temperature fields. 
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4.2 Comparison with measurements 
A total of four temperature fields (Table 1) at the peak and trough temperature times on 
February 19 and July 24 were inputted to the FE model to calculate the seasonal and daily 
variations of the structural responses and verify the applicability of the FE model. The calculation 
or measurements for the peak temperature on July 24 minus the counterparts for the trough 
temperature on February 19 represent the thermal effects on an annual scale, whereas the 
difference between the responses for the peak and trough temperatures on February 19 or July 24 
could reflect the thermal effects on a daily scale for winter and summer, respectively. 
In general, good agreement was observed between the calculated and measured thermally 
induced vertical deflections at mid-span (row A in Table 2). On both the annual and daily scales, 
the variation trend of the calculated TD  values are the same as that of the measured values (their 
signs are identical). Quantitatively, the differences between the calculations and measurements are 
about 9% for the annual change and 6% for the daily change on July 24, both of which are 
acceptable. The difference for February 19 exceeds 132%, which might be related to the fact that 
the actual variation of the TD  is small (about 0.05 m). 
In addition to the TD , the variations of the girder length, tower distance, total/elastic strain at 
both the top and bottom plates at mid-span, and the averaged tension of the four longest cables in 
the center span were also compared. From Table 2, consistency can be observed in the trends of 
the variation between the analytical and measurement results, which indicates that the developed 
FE model could identify the basic trends of the thermally induced responses on both the annual 
and daily scales. The quantitative deviation of the calculations from the measurements in Table 2 
may be due to measurement errors, inaccuracy of the FE model, and approximations of the 
temperature field. 
Table 2 Comparison of thermally induced quantities 

Feb. 19 
= High LowDay Day' 
July 24 
= High LowDay Day' 
July 24–Feb. 19 
= High LowYear Year' 
Measured Analytical RD* (%) Measured Analytical RD (%) Measured Analytical RD (%)
 (1) (2) (3) (4) (5) (6) (7) (8) (9)
A TD (m) 0.046 0.107 132.5 0.166 0.176 6.0 0.131 0.119 -8.9
B Girder Length (m) 0.24 0.24 2.5 0.19 0.23 21.2 0.68 0.73 6.7
C Tower Distance (m) 0.17 0.11 -38.5 0.18 0.12 -33.1 0.45 0.35 -21.9
D
Total Strain (PH) Top 188.41 179.29 -4.8 177.60 174.03 -2.0 551.87 528.28 -4.3
E Bot. 162.65 180.58 11.0 135.07 174.82 29.4 486.39 529.55 8.9
F
Elastic Strain (PH) Top -115.19 -114.71 -0.4 -114.00 -124.77 9.4 -109.33 -144.92 32.6
G Bot. 109.85 108.58 -1.2 100.27 118.42 18.1 127.29 132.35 4.0
H Cable Force (kN) 46.83 47.75 2.0 70.00 64.30 -8.1 96.65 74.40 -23.0
*Relative Difference (RD) = (Analytical - Measured)/Measured × 100% 
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Fig. 9 Calculated DT for four mechanisms 
The total strain MH  in Table 2 comprises the local deformation of the two parts; i.e., the 
thermally induced stress-free strain T s TH D '  and the elastic strain EH : M T EH H H  . In the FE 
simulation, the temperature change T'  was obtained as the average of the four sensors on the top 
or bottom plates (Fig. 2), whereas the measured elastic strain was determined using the value of 
T'  of only one temperature sensor. This temperature difference is the reason why the analytical 
and measured values of the total strain minus the elastic strain in Table 2, which should be equal to 
s TD ' , are a little different. 
After the verification of the FE model, the sensitivities of the five mechanisms of the thermally 
induced vertical deflection variation mentioned in Section 3 were quantitatively compared by 
parametric analysis to obtain further insight into the thermal effects. 
4.3 Comparison of TD  sensitivities 
Using the temperature-dependent elastic moduli of concrete and steel, we calculated the 
variation of TD  for exclusive changes in each of the mechanisms in Sections 3.1–3.4. 
Considering real-life possible ranges, the temperature variations for the four mechanisms were 
separately set as follows: (1) -10–50°C for cable temperature, (2) -10–50°C for girder temperature, 
(3) -30–30°C for girder differential temperature, and (4) -10–50 °C for tower temperature. Each 
temperature was varied in steps of 1°C. Particularly for DifT , the top plate temperature was 
increased from -15 to 15°C, whereas the bottom plate was decreased from 15 to -15°C, both in 
steps of 0.5°C. Sixty cases of each mechanism were considered and the corresponding calculated 
values of the TD  were used to draw the curve in Fig. 9, where the intersection point of all the 
four separate curves corresponds to the reference temperature 27°C. The relationship of the TD
with each of the four temperatures is almost linear over the normal temperature ranges. The slopes 
of the four curves represent the sensitivity of the thermally induced vertical deflection at mid-span 
to the respective temperatures, namely the variation of the TD  per unit temperature rise, which is 
referred to as the effect coefficient ( E ) in Table 3. It can be seen from column 2 of Table 3 that 
the sensitivities of the TD  to the four mechanisms are in the following order: CabT  > GirT  > 
TowT  > DifT . Moreover, the level at mid-span decreases with increasing CabT , but increases with 
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increasing GirT , DifT , and TowT . Except the DifT , the directions of the other three temperatures’ 
effects are in agreement with the qualitative judgments in Section 3. 
Two calculation procedures were separately considered for the three main components of a 
cable-stayed bridge for mechanism 5. In Procedure 1, the thermal expansion effect was considered, 
whereas the elastic moduli changes with temperature were ignored. In Procedure 2, the elastic 
moduli changes with temperature were considered, whereas the thermal expansion effects were 
ignored ( 0sD   or 0cD  ). The effect coefficients for the two calculation procedures are listed in 
columns 3 and 4 of Table 3, which indicates that the TD  sensitivity to changes in the elastic 
moduli is about one or two orders of magnitude less than that for the thermal expansion effect. 
Worthy of note is also the fact that the effect coefficients in column 2 of Table 3 are equal to 
the sum of those in columns 3 and 4. The effects of the thermal expansion coefficient D  and the 
elastic modulus E  on the TD  can therefore be approximated by a linear superposition formula 
within the temperature range of -10–50°C. 
The above discussions reveal that the TD  of a cable-stayed bridge is the resultant effect of the 
thermal expansion/contraction of multiple structural components. However, because of the 
different temperature ranges experienced by the CabT , GirT , DifT , and TowT  in reality, their effect 
coefficients cannot be used to account for their actual respective effects on the TD . These effects 
will be compared in the next section by considering the actual temperature variation ranges.  
5. Discussions
Columns 3, 7, and 11 of Table 4 give the actual variations of the CabT , GirT , DifT , and TowT
based on the measured temperatures at the peak and trough temperature times on February 19 and 
July 24 (i.e., iT' , =1 4i  ). Columns 4, 8, and 12 present the product of the effect coefficients and 
the actual variations: i i iI TE u' , where the sign of iI  indicates the direction of the effect of the 
thi  mechanism on the TD , and the absolute value iI  is the actual effect. For easy comparison, 
the effects of the four mechanisms on the TD  were normalized by the effect of the GirT , 2I . The 
results are given in columns 5, 9, and 13. Furthermore, the contribution of each mechanism to the 
overall TD  can be estimated using 
      
Table 3 Summary of effect coefficients ( E ) Unit: m/°C 

Mechanism Expan./Contr.+E Change Expan./Contr.only E Changeonly
(1) (2) (3) (4) 
A  1:  -0.0226 -0.0208 -0.0018
B  2: GirT 0.0169 0.0171 -0.0002
C  3: DifT 0.0012 - -
D  4: TowT 0.0036 0.0041 -0.0005
CabT
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Table 4 Calculated TD  for each mechanism 
Mechanism
( i )
iE
(m/°C) 
Feb. 19
= High LowDay Day' 
July 24
= High LowDay Day' 
July 24–Feb. 19
= High LowYear Year' 
iT'
(°C) 
iI
(m)
2iI I
(%)
iC
(%)
iT'
(°C)
iI
(m)
2iI I
(%)
iC
(%)
iT'
(°C) 
iI
(m)
2iI I
(%)
iC
(%)
(1) (2) (3) 
(4) 
(2)×(3)
(5) 
(6) 
(4)/61 (7) 
(8) 
(2)×(7)
(9) 
(10) 
(8)/62 (11) 
(12) 
(2)×(11)
(13) 
(14) 
(12)/63
A  1: CabT -0.0226 8.5 -0.192 74.4 -172.3 4.5 -0.103 41.2 -56.9 33.9 -0.765 101.5 -619.8
B  2: GirT 0.0169 15.3 0.258 100.0 231.7 14.8 0.250 100.0 138.7 44.6 0.754 100.0 610.6
C  3: DifT 0.0012 18.6 0.022 8.5 20.1 20.2 0.024 9.6 13.4 23.0 0.028 3.7 22.4
D  4: TowT 0.0036 6.3 0.023 8.9 20.5 2.4 0.009 3.6 4.8 29.8 0.107 14.2 86.7
E 6Ii 61 = 0.111 100 62 = 0.180 100 63 = 0.123 100 
5.1 Verification of linear superposition 
The summations 61–63 in row E of Table 4 are very close to the calculated values of TD  in 
Table 2, the difference being about 3%. In other words, the superposition of the individual 
thermally induced vertical deflections at mid-span due to the CabT , GirT , DifT , and TowT  is almost 
equal to the total TD  produced by the four mechanisms together, which indicates that the effects 
of the four mechanisms on the TD  can be approximated by the linear superposition. This 
observation is surprising for such a long-span cable-stayed bridge. Additionally, the fact that 63 < 
62 in row E shows that it is possible for the seasonal variation of the TD  for a cable-stayed bridge 
to be less than the daily variation. 
5.2 Comparison of effects of four mechanisms 
In this subsection, we compare the effects of the CabT , GirT , DifT , and TowT , taking the actual 
temperature variation range into consideration. From column 13 in Table 4, the magnitudes of the 
effects of the CabT  and GirT  are one order larger than the effects of the DifT  and TowT  on the 
annual scale. However, the effects of these two dominant mechanisms on the TD  are opposite, 
which makes the contribution of the weakest mechanism, DifT , to account for 22.4% of the overall 
TD  variation after offsetting the effects of the CabT  and GirT . Consequently, none of the four 
mechanisms can be omitted if a linear superposition model is used to predict the TD .
From columns 5 and 9 of Table 4, it can be seen that, on the daily scale, the magnitudes of the 
effects of CabT  and GirT  are one order larger than those of DifT  and TowT . It is worthy of note 
that the effect of GirT  is not always greater than that of CabT , and that the relative importance of 
DifT  and TowT  is also uncertain. Although the temperature range of different structural 
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components depends on the weather conditions and the observation times due to the thermal lags, 
it is hardly possible for the CabT  and GirT  to have less effect than the DifT  and TowT , which is 
because their effect coefficients are one order of magnitude larger than those of the latter two 
mechanisms (see Table 3). 
5.3 Explanation of the monitoring results
The effect coefficients in Table 3 were used as the coefficients of a multiple linear formula for 
simulating the thermally induced vertical deflection at mid-span in accordance with the 
temperatures measured in February and July as shown in Eq. (3) 
00.0226 0.0169 0.0012 0.0036
a
T Cab Gir Dif TowD T T T T D           (3) 
where the aTD  denotes the calculated TD , and 0D  is a constant related to the initial state. To 
ensure the same baseline as the measured TD , the offset 0D  can be estimated using 
   0 0.0226 0.0169 0.0012 0.0036T Cab Gir Dif TowD Avg D Avg T T T T               (4) 
where  Avg   denotes the average operation and TD  is measured in February and July. The 
scatter plot of aTD  versus GirT  is shown in Fig. 10, with the original Fig. 6 overlaid. In terms of 
the distribution pattern of the points, the measured TD  and the simulated aTD  are similar. The 
multiple linear formula presented as Eq. (3) can be used to properly explain the variation of the 
TD . Furthermore, using the same 0D , Eq. (3) is also applicable to cases in January and August. 
Generally speaking, this physics-based model can be used to explain the annual and daily 
variations of the thermally induced vertical deflection at mid-span. Considering that it disregards 
the time lags and auto-regression of TD , it can be easily applied in practice. 
There was some discrepancy between the measured TD  and the calculated one; e.g., the 
relationship between the two appeared to be skewed in Fig. 12. It should be noted that the effect 
coefficients of the CabT , GirT , DifT , and TowT  in Eq. (3) were obtained by an FE model that had 
not been calibrated using recorded data, which made the errors in the effect coefficients inevitable. 
Measurement errors and uncertainty of the temperature distribution are also possible reasons for 
the discrepancy and further studies are required to investigate these issues for more accurate 
evaluation of the structural conditions. 
6. Conclusions
The mid-span deflection of a cable-stayed bridge girder is an informative indicator of structural 
conditions and its normal variation induced by the environment factors must be first ascertained in 
order to achieve more reliable structural evaluation. In this study, we used the SHM data of the 
Shanghai Yangtze River Bridge to investigate the mechanisms of the thermally induced vertical 
deflection at mid-span ( TD ) by FE analysis. The findings of the study include: (1) Under normal 
operational conditions, the TD variation of a cable-stayed bridge is the resultant of a multisource 
combination of thermal expansion effects mainly related to the cable temperature ( CabT ), girder 
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temperature ( GirT ), girder differential temperature ( DifT ), and tower temperature ( TowT ); and the 
relationships can be well approximated by a multiple linear superposition. There is no general 
monotonic trend between the TD  variation and the ambient temperature or the temperature of a 
particular structural component. (2) The thermal sensitivities of the TD  variation of the Shanghai 
Yangtze River Bridge to the contributory temperatures are in the following order: CabT  > GirT  > 
TowT  > DifT . The TD  occurs downward with increasing CabT , but upward with increasing GirT ,
DifT , and TowT . Taking the actual temperature range into consideration, the magnitudes of the 
effects of the CabT  and GirT  are almost one order greater than those of the DifT  and TowT . This 
mechanism can be used to explain the seasonal and daily variations of the TD . (3) The structural 
temperature distribution, rather than the ambient temperature, should always be monitored along 
with the deformation so that the structural responses during operation can be normalized to the 
same temperature field to obtain a more reliable structural condition assessment. 
Fig. 10 T
a
T DD /  vs. TGir (February and July) 
Fig. 11 aTD  vs. DT (February and July) 
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Strictly speaking, the conclusions here only aim at Shanghai Yangtze River Bridge. Further 
studies of the thermal effects are required for more cable-stayed bridges with different structural 
layouts and climatic conditions. However, the mechanisms of the thermally induced vertical 
deflection variation at mid-span of a cable-stayed bridge as well as the analytical methodology 
adopted in this study could be applicable; and the results herein provide valuable information on 
structural behavior interpretation. 
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Abstract.  Structural health monitoring of steel truss bridge based on changes in modal properties was 
investigated in this study. Vibration measurements with five sensors were conducted at an existing Warren 
truss bridge with partial fractures in diagonal members before and after an emergency repair work. Modal 
properties identified by the Eigensystem Realization Algorithm showed evidences of increases in modal 
damping due to the damage in diagonal member. In order to understand the dynamic behavior of the bridge 
and possible mechanism of those increases in modal damping, theoretical modal analysis was conducted 
with three dimensional frame models. It was found that vibrations of the main truss could be coupled 
internally with local vibrations of diagonal members and the degree of coupling could change with structural 
changes in diagonal members. Additional vibration measurements with fifteen sensors were then conducted 
so as to understand the consistency of those theoretical findings with the actual dynamic behavior. Modal 
properties experimentally identified showed that the damping change caused by the damage in diagonal 
member described above could have occurred in a diagonal-coupled mode. The results in this study imply 
that damages in diagonal members could be detected from changes in modal damping of diagonal-coupled 
modes. 
Keywords:  structural health monitoring; truss bridge; vibration measurement; ERA; diagonal 
member-coupled vibration; modal damping; damage detection 
1. Introduction 
A number of bridges constructed during the rapid economic growth period from 1950’s are 
having aging problem in Japan. There were serious incidents due to deterioration or damage for 
steel truss bridges found in rigorous inspections conducted after the tragic bridge collapse in 
Minneapolis, USA (Fujino and Siringoringo 2008). In the current standard bridge management 
strategy in Japan, primary periodic inspections rely on visual inspection, although various 
nondestructive test methods have been used in second step detailed inspections (National guideline 
2014). For visual inspection, decreases in the number of skilled engineers and the reliability in 
subjective method are current and future concerns. Recent accidents found in steel truss bridges 
imply some limitations of visual inspection. Diagnosis of bridges based on physical behaviors 

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WKURXJKPHDVXUHPHQWVRIGHIRUPDWLRQVVWUHVVHVYLEUDWLRQVDQGVRRQLVUHTXLUHG
9LEUDWLRQEDVHG VWUXFWXUDOKHDOWKPRQLWRULQJ6+0KDVEHHQFRQVLGHUHGDV D FRPSOHPHQWDU\
PHWKRG WRYLVXDO LQVSHFWLRQDQG VWXGLHGZRUOGZLGH 'RHEOLQJet al %DODJHDVet al 
%ROOHUet al  3UDFWLFDO DSSOLFDWLRQV RI YLEUDWLRQPRQLWRULQJ WR H[LVWLQJ EULGJHV KDYH EHHQ
PDGHPDLQO\WRVSHFLILFORQJVSDQEULGJHVHJ.RDQG1L)XMLQRDQG6LULQJRULQJR
7KHUHKDYHEHHQVWXGLHVWKDWLQYHVWLJDWHWKHUHODWLRQVKLSEHWZHHQWKHG\QDPLFFKDUDFWHULVWLFVDQG
DUWLILFLDOGDPDJHVLQH[LVWLQJEULGJHVHJ.LPDQG6WXEEV0DHFNDQGGH5RHFN
)RUWKHDSSOLFDWLRQRIYLEUDWLRQEDVHG6+0WRVWHHOWUXVVEULGJHWRGHWHFWORFDOGDPDJHVVXFK
DVIDWLJXHFUDFNVFRUURVLRQDQGEROWORRVHQLQJDQXPEHURIVHQVRUVPD\EHUHTXLUHGZKLFKOHDGV
WRWUDGHRIIEHWZHHQPRQLWRULQJFRVWDQGDELOLW\RIGDPDJHGHWHFWLRQ,WZRXOGEHWKHUHIRUHZRUWK
WRGHYHORSDPHWKRGWRGHWHFWGDPDJHRUHYDOXDWHVWUXFWXUDOVWDWHZLWKOHVVQXPEHURIVHQVRUV)RU
6+0ZLWKOHVVQXPEHURIVHQVRUVFRPSOLPHQWDU\WKHRUHWLFDOFRQVLGHUDWLRQLVQHFHVVDU\3UHYLRXV
VWXGLHV RI WKH G\QDPLF FKDUDFWHULVWLFV RI WUXVV EULGJHV FDQ EH UHIHUUHG WR XQGHUVWDQG WKH JOREDO
G\QDPLFFKDUDFWHULVWLFVRIWUXVVEULGJHVHJ6KDPDet al6S\UDNRVet alDOWKRXJK
WKHUH KDYH QRW EHHQ VWXGLHV RI ORFDO YLEUDWLRQ IRU GDPDJH GHWHFWLRQ LQ D ORFDO PHPEHU WR WKH
DXWKRUV¶ NQRZOHGJH ,Q WUXVV EULGJHV LQWHUQDO G\QDPLF FRXSOLQJ EHWZHHQ ORFDO YLEUDWLRQPRGHV
VXFKDVEHQGLQJRIDPHPEHUDQGJOREDOYLEUDWLRQRIWKHPDLQWUXVVFDQRFFXUZKHQWKHLUQDWXUDO
IUHTXHQFLHVDUHFORVHWRJHWKHU6LPLODUFRXSOLQJPHFKDQLVPDQGLWVHIIHFWRQPRGDOGDPSLQJKDYH
EHHQUHSRUWHGIRUFDEOHFRXSOLQJYLEUDWLRQLQDFDEOHVWD\HGEULGJH<DPDJXFKLet al
7KHSUHVHQWVWXG\LQYHVWLJDWHG6+0RIVWHHOWUXVVEULGJHVEDVHGRQFKDQJHVLQPRGDOSURSHUWLHV
LQSDUWLFXODUPRGDOGDPSLQJZLWKLQWHUQDOG\QDPLFFRXSOLQJ([SHULPHQWDODQGWKHRUHWLFDOPRGDO
DQDO\VHVZHUHFRQGXFWHGIRUDQH[LVWLQJ WUXVVEULGJHZLWKSDUWLDO IUDFWXUHV LQGLDJRQDOPHPEHUV
'LIIHUHQFHV LQ QDWXUDO IUHTXHQF\ DQGPRGDO GDPSLQJ LGHQWLILHG EHIRUH DQG DIWHU DQ HPHUJHQF\
UHSDLUIRUGLDJRQDOPHPEHUVDUHGLVFXVVHGIRUSRVVLEOHDSSOLFDWLRQWR6+0LQWKLVSDSHU


(IIHFWRIIUDFWXUHLQGLDJRQDOPHPEHURQPRGDOSURSHUWLHVRIWUXVVEULGJH

2.1 Bridge studied 

7KH EULGJH LQYHVWLJDWHGZDV D EULGJH RYHU D ULYHU IRU URDG WUDIILF LQVHUYLFH IURP7KH
EULGJHFRQVLVWHGRIILYHVHSDUDWHGVSDQVHDFKRIZKLFKZDVDVLPSO\VXSSRUWHG:DUUHQWUXVVZLWK
D VSDQ OHQJWKRIPDQGDZLGWK RIP )LJ 7KH WHQVLRQGLDJRQDOPHPEHUV KDG DQ
+VHFWLRQDQG WKHFRPSUHVVLRQGLDJRQDOPHPEHUVKDGDER[VHFWLRQDVVKRZQLQ)LJVFDQG
G7KHUHZHUHHLJKWRUQLQHRYDORSHQLQJVLQWKHZHERIHDFKWHQVLRQGLDJRQDOPHPEHUVH[FHSW
WKRVHDWWKHHQGVRIHDFKVSDQIRUWKHUHGXFWLRQRIWKHZHLJKWRIVWHHO)LJD
'XULQJDYLVXDOLQVSHFWLRQLQ-XO\DIWHU\HDUVHUYLFHSDUWLDOIUDFWXUHVZHUHIRXQGQHDU
WKHHGJHRIJXVVHWSODWHDWHLWKHUWRSRUERWWRPHQGRIORQJHVWWHQVLRQGLDJRQDOPHPEHUV'LQ)LJ
DPRQJZKLFKRQHLQWKHIRXUWKVSDQUHVXOWHGLQORVVRI WKHKDOIRI LWV+VKDSHGFURVVVHFWLRQ
)LJ D ,Q $XJXVW  DV DQ HPHUJHQF\ PHDVXUH DGGLWLRQDO VWHHO SODWHV ZLWK WKH VDPH
WKLFNQHVVDVWKHPHPEHULHPPZHUHIL[HGE\KLJKVWUHQJWKEROWVWRFRYHUERWKVLGHVRIWKH
IODQJHVDQGZHEIRUDOHQJWKRIDERXWPIURPWKHHQGRIWKHPHPEHUV)LJE

2.2 Vibration measurement 

9LEUDWLRQPHDVXUHPHQWVZHUHPDGHDW WKHIRXUWKVSDQ LQZKLFK WKH ORVVRIKDOIFURVVVHFWLRQ
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ZDV IRXQG LQ' 7KHPHDVXUHPHQWV ZHUH FRQGXFWHG EHIRUH DQG DIWHU WKH HPHUJHQF\ UHSDLU LQ
$XJXVW9LEUDWLRQVLQGXFHGE\DGXPSWUXFNRIN1ZHLJKWZLWKWKUHHD[OHVUXQQLQJRYHU
WKHEULGJHZHUHUHFRUGHGZKLOHWKHUHZDVQRRWKHUWUDIILFRQWKHEULGJH7KHGXPSWUXFNUDQLQWKH
WUDIILFODQHDWWKHXSVWUHDPVLGHDWDVSHHGRIRUNPKZLWKWKUHHUHSHWLWLRQV


D 
E 
F       G  
)LJ  6WHHO WUXVV EULGJH LQYHVWLJDWHG D VLGH YLHZ RI VLQJOH VSDQ IRXUWK VSDQ E FURVV VHFWLRQ RI
EULGJHFFURVVVHFWLRQRIWHQVLRQGLDJRQDOPHPEHUGFURVVVHFWLRQRIFRPSUHVVLRQGLDJRQDO
PHPEHU8QLW>PP@

 
D E
)LJD3DUWLDOIUDFWXUHLQ'LQIRXUWKVSDQDQGEUHSDLUZLWKDGGLWLRQDOSODWHV
$GGLWLRQDO
VWHHOSODWHV
+LJKVWUHQJWK
EROW
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
7DEOH&RPSDULVRQRIPRGDOSURSHUWLHVRIVHOHFWHGYLEUDWLRQPRGHVEHWZHHQEHIRUHDQGDIWHUUHSDLU
 1DWXUDOIUHTXHQF\>+]@ 0RGDOGDPSLQJUDWLR
%HIRUH $IWHU 5DWLR %HIRUH $IWHU 5DWLR
'LQSODQHRQO\      
/RZHUFKRUGV      


7KHUHZDV OLPLWHG WLPHDYDLODEOH IRU WKHPHDVXUHPHQWGXULQJ WKHSHULRGRIHPHUJHQF\ UHSDLU
ZRUN7KHUHIRUHRQO\ILYHVHQVRUVZHUHXVHGLQWKLVPHDVXUHPHQWVHW$FFHOHURPHWHUV$5)$
RU$5)$7RN\R6RNNL.HQN\XMRZHUHDWWDFKHGWRWKHGLDJRQDOPHPEHU'DWWKHXSVWUHDP
VLGH DW WKH TXDUWHU SRLQW RI LWV OHQJWK DQG WR WKH ORZHU FKRUG PHPEHUV DW ERWK XSVWUHDP DQG
GRZQVWUHDP VLGHV DW WKH TXDUWHU VSDQ7KHPHDVXUHPHQWZDVPDGH LQ WKH YHUWLFDO LQSODQH DQG
RXWRISODQH GLUHFWLRQV DW WKH GLDJRQDO PHPEHU DQG LQ WKH YHUWLFDO GLUHFWLRQ RQO\ DW WKH ORZHU
FKRUG PHPEHU 6LJQDOV IURP WKH DFFHOHURPHWHUV FRUUHVSRQGLQJ WR YLEUDWLRQV LQFOXGLQJ IUHH
YLEUDWLRQ LQGXFHG E\ WKH GXPS WUXFN UXQQLQJZHUH UHFRUGHG LQ D ODSWRS3& DW  VDPSOHV SHU
VHFRQG 7KHPHDVXUHPHQW GXUDWLRQZDV GHWHUPLQHG WR FRYHU IUHH YLEUDWLRQ ODVWLQJ IRU DERXW 
VHFRQGV

2.3 Experimental modal analysis 

0RGDOSURSHUWLHVRIWKHEULGJHZHUHLGHQWLILHGIURPWKHILHOGUHFRUGHGGDWDE\WKH(LJHQV\VWHP
5HDOL]DWLRQ$OJRULWKP(5$-XDQJDQG3DSSD+DQNHOPDWULFHVUHTXLUHGDWWKHILUVWVWHSLQ
(5$ZHUH FRQVWUXFWHG IURP IUHH YLEUDWLRQ UHFRUGV H[WUDFWHG IURP WKHPHDVXUHG YLEUDWLRQV 7KH
VL]HRI+DQNHOPDWULFHVZDVE\ZKLFKZDVGHWHUPLQHGEDVHGRQWKHVWDELOLW\RIUHVXOWVLQ
SUHOLPLQDU\ DQDO\VHV 5DZ UHVXOWV RI WKH (5$ DQDO\VLV FRQVLVWHG RI UHDO PRGDO SURSHUWLHV DQG
VSXULRXVPRGDOSURSHUWLHVGXH WRPHDVXUHPHQWQRLVH DQGRWKHU FDXVHV ,Q WKHSUHVHQW VWXG\ WKH
VFUHHQLQJFULWHULD WRH[WUDFW UHDOLVWLFPRGHVZHUH WKH0RGDO$PSOLWXGH&RKHUHQFH0$&-XDQJ
DQG3DSSDFDOFXODWHGZLWKDOOGHJUHHVRIIUHHGRPXVHGLQWKHDQDO\VLVRIRUJUHDWHU
DQGWKHGDPSLQJUDWLREHWZHHQDQG6WDEOHSROHVLQWKHVWDELOL]DWLRQGLDJUDPFRQVLVWLQJRI
WKRVHVDWLVI\LQJWKHVFUHHQLQJFULWHULDZHUHWKHQH[WUDFWHGDVUHDOSROHVRIWKHV\VWHP

2.4 Modal properties before and after repair in diagonal member 

)LJ  VKRZV H[DPSOHV RI )RXULHU VSHFWUD RI DFFHOHUDWLRQVPHDVXUHG IRU D VSHHG RI  NPK
ZLWKKLJKHVWVLJQDOWRQRLVHUDWLR7KH)RXULHUVSHFWUDZHUHFDOFXODWHGZLWKSRLQW))7ZKLFK
UHVXOWHGLQWKHIUHTXHQF\UHVROXWLRQRI+]$VREVHUYHGLQ)LJVDDQGEWKHGRPLQDQW
IUHTXHQFLHVLQWKHLQSODQHYLEUDWLRQRI'ZHUHGLIIHUHQWEHIRUHDQGDIWHUWKHUHSDLU2QWKHRWKHU
KDQGWKHUHZHUHQRFOHDUFKDQJHVLQWKHYHUWLFDOYLEUDWLRQRIWKHORZHUFKRUG)LJVFDQGG
7DEOHVKRZVWKHUHVXOWVRIWKH(5$DQDO\VLVWKDWZHUHWKHDYHUDJHVDQGVWDQGDUGGHYLDWLRQV
GHWHUPLQHG IURP WKUHH UHSHWLWLRQV RI WKH GXPS WUXFN UXQQLQJ DW  NPK ,Q WKH WDEOH D VHW RI
PRGDOSURSHUWLHVLGHQWLILHGIURPWKH(5$DQDO\VLVZLWKWKHGDWDDW'LQSODQHRQO\DQGDQRWKHU
VHWLGHQWLILHGZLWKWKHGDWDDWWZRORFDWLRQVLQWKHORZHUFKRUGVDUHSUHVHQWHG7KHGHWDLOVRIWKRVH
VHOHFWHGPRGHVDUHGLVFXVVHGIXUWKHUZLWKWKHRUHWLFDODQDO\VLVLQDODWHUVHFWLRQRIWKLVSDSHU
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)RU WKH PRGDO SURSHUWLHV REWDLQHG ZLWK ' LQSODQH YLEUDWLRQ RQO\ WKH QDWXUDO IUHTXHQF\
GHFUHDVHGE\DQG WKHPRGDOGDPSLQJ UDWLR LQFUHDVHGE\ZLWK WKHSDUWLDO IUDFWXUHZLWK
UHVSHFW WR WKHVWUXFWXUDOFRQGLWLRQDIWHU WKHUHSDLURQ WKHDVVXPSWLRQ WKDW WKHVWUXFWXUDOFRQGLWLRQ
DIWHU WKH UHSDLUZDV FORVH WR LWV KHDOWK\ FRQGLWLRQ 7DEOH )RU WKHPRGDO SURSHUWLHV LGHQWLILHG
IURP WKH YHUWLFDO YLEUDWLRQV DW WKH ORZHU FKRUGV WKH GLIIHUHQFH LQ QDWXUDO IUHTXHQF\ EHIRUH DQG
DIWHU WKH UHSDLUZDV QRW VLJQLILFDQWZKLOH WKH GLIIHUHQFH LQPRGDO GDPSLQJ UDWLRZDV  7KH
VWDQGDUG GHYLDWLRQ RIPRGDO GDPSLQJ UDWLR VKRZQ LQ7DEOH ZDV QRW ODUJH VR WKDW WKH DYHUDJH
YDOXHVLGHQWLILHGFRXOGEHFRQVLGHUHGUHOLDEOH
$VREVHUYHGLQWKHWDEOHWKHQDWXUDOIUHTXHQFLHVIRUWKHWZRPRGHVEHIRUHWKHUHSDLUZHUHFORVH
WRJHWKHU,WFDQEHK\SRWKHVL]HGWKDWLQWHUQDOG\QDPLFFRXSOLQJEHWZHHQYLEUDWLRQRIWKHPDLQWUXVV
DQG YLEUDWLRQ RI WKH ORFDO GLDJRQDO PHPEHU ZLWK WKH SDUWLDO IUDFWXUH FRXOG KDYH RFFXUUHG DQG
FDXVHGWKHLQFUHDVHVLQWKHPRGDOGDPSLQJRIWKHYLEUDWLRQPRGHLGHQWLILHGIURPWKHUHFRUGVDWWKH
ORZHU FKRUGPHPEHUV ,Q RUGHU WR GLVFXVV WKLV SRVVLEOH PHFKDQLVP RI GDPSLQJ LQFUHDVH PRUH
GHWDLOHGPRGDODQDO\VHVZHUHFRQGXFWHGWKHRUHWLFDOO\DQGH[SHULPHQWDOO\


7KHRUHWLFDOPRGDODQDO\VLVRIWKHWUXVVEULGJH

3.1 Finite element models of the bridge 

7KUHH W\SHVRI ILQLWHHOHPHQW)(PRGHOVZHUHGHYHORSHGZLWKJHQHUDOSXUSRVH)(VRIWZDUH
)(0$3ZLWK1;1DVWUDQ9)LJ,QRUGHUWRXQGHUVWDQGWKHG\QDPLFFKDUDFWHULVWLFVRIWKH
EULGJHDGGLWLRQDOYLEUDWLRQPHDVXUHPHQWVZLWKILIWHHQVHQVRUVZHUHFRQGXFWHGDVGLVFXVVHGODWHU
7KHPHDVXUHPHQWVZHUHPDGHDWWKHILUVWVSDQRIWKHEULGJHGXHWRWKHOLPLWDWLRQRIPHDVXUHPHQW
DUUDQJHPHQW7KHPRGHOVZHUHWKHUHIRUHGHYHORSHGEDVHGRQWKHFRQGLWLRQRIWKHILUVWVSDQ,QWKH
ILUVW VSDQ D SDUWLDO IUDFWXUH ZDV IRXQG DW WKH WRS RI ' GLDJRQDOPHPEHU DW GRZQVWUHDP VLGH
UHIHUUHGWRDV'ODQGDGGLWLRQDOSODWHVZHUHDWWDFKHGIRUUHSDLU)LJE
6RPHGHWDLOVRIWKHEDVLFPRGHOLQ)LJDDUHGHVFULEHGEHORZ
$Q\GDPDJHVLQWKHEULGJHVXFKDVWKHFRUURVLRQVLQVWHHOPHPEHUVDQGWKHGHWHULRUDWLRQVLQ
WKH5&VODEREVHUYHGLQWKHYLVXDOLQVSHFWLRQZHUHQRWFRQVLGHUHG
 (DFK XSSHU DQG ORZHU FKRUG PHPEHU ZDV PRGHOHG E\ D VLQJOH EHDP HOHPHQW DQG HDFK
GLDJRQDOPHPEHUZDVPRGHOHGE\DVLQJOHURGHOHPHQWZLWKD[LDOVWLIIQHVVRQO\
7KHRYDORSHQLQJVLQWKHZHERIGLDJRQDO'DQG'VKRZQLQ)LJDZHUHPRGHOHGE\
HTXLYDOHQWUHGXFWLRQLQWKHFURVVVHFWLRQDODUHDGLVWULEXWHGRYHUWKHZKROHOHQJWKRIWKHPHPEHU


7DEOH3URSHUWLHVRIFURVVVHFWLRQRI'PHPEHUZLWKDGGLWLRQDOSODWHV

&URVVVHFWLRQDODUHD 0RPHQWRILQHUWLDRIDUHD
A>FP@ ,QSODQHIy>FP@ 2XWRISODQHIz>FP@
+HDOWK\   
:LWKDGGLWLRQDOSODWHV   
5DWLR   

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)LJ)RXULHUVSHFWUDRIPHDVXUHGDFFHOHUDWLRQ:LWKGXPSWUXFNUXQQLQJDWNPKD' LQSODQH
EHIRUHUHSDLUE'LQSODQHDIWHUUHSDLUFORZHUFKRUGDWTXDUWHUVSDQYHUWLFDOEHIRUHUHSDLU
GORZHUFKRUGDWTXDUWHUVSDQYHUWLFDODIWHUUHSDLU

)LJD%DVLFPRGHODQGEPRGHOZLWKGLDJRQDOYLEUDWLRQDQGZLWKDGGLWLRQDOSODWHV


7KHFRQWULEXWLRQRIWKHIORRUV\VWHPDQG5&VODEWRWKHEHQGLQJVWLIIQHVVRIWKHEULGJHZDV
PRGHOHGE\EHDPHOHPHQWVSODFHGDW WKHSRVLWLRQVRIVWULQJHUVKDYLQJVWLIIQHVVHTXLYDOHQW WR WKH
VWULQJHUVDQGWKH5&VODEZLWK<RXQJ¶VPRGXOXVUDWLRRI7KHFURVVEHDPVODWHUDOEUDFLQJVDQG
SRUWDOEUDFLQJVZHUHPRGHOHGE\EHDPHOHPHQWV
)RUHDFKEHDPHOHPHQWWKHPDVVSHUXQLWOHQJWKZDVDVVLJQHG7KHJXVVHWSODWHVDWWDFKHGWR
WKHGLDJRQDOVDQGFURVVEHDPVZHUHPRGHOHGE\OXPSHGPDVVHVDQGDVVLJQHGWRWKHFORVHVWMRLQW
7KH<RXQJ¶VPRGXOXVDQG3RLVVRQ¶VUDWLRRIVWHHOZHUHîN1PDQGUHVSHFWLYHO\
 ,W ZDV UHSRUWHG WKDW LQ JHQHUDO WKH KRUL]RQWDO GLVSODFHPHQWV DW UROOHU VXSSRUWV DQG WKH
URWDWLRQDOGLVSODFHPHQWVDWSLQDQGUROOHUVXSSRUWVDUHOLWWOHLQRSHUDWLRQDOFRQGLWLRQVDQGIULFWLRQDO
IRUFHVDFWDWWKRVHVXSSRUWV<RQHGD7KHUHIRUHWKHIULFWLRQDOUHVLVWDQFHLQWKHORQJLWXGLQDO
WUDQVODWLRQDW WKHUROOHUVXSSRUWVDQG WKHURWDWLRQDW WKHSLQDQGUROOHUVXSSRUWVZHUHPRGHOHGE\
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VSULQJ HOHPHQWV7KH VSULQJ FRQVWDQW IRU WKH ORQJLWXGLQDO WUDQVODWLRQZDV GHWHUPLQHG DV î
N1P WKDW FRUUHVSRQGHG WR WKH YHUWLFDO UHDFWLRQ IRUFH RI  N1 IRU VHOIZHLJKW WKH G\QDPLF
IULFWLRQFRHIILFLHQWRIDQGWKHORQJLWXGLQDOGLVSODFHPHQWRIPP7KHVSULQJFRQVWDQWIRUWKH
URWDWLRQXVHG LQ WKH DQDO\VLVZHUHîN1PUDG7KHVHSDUDPHWHUVZHUH GHWHUPLQHGE\ WULDO
DQGHUURUEDVHGRQWKHFRPSDULVRQZLWKILHOGYLEUDWLRQUHFRUGVZKLFKLVGLVFXVVHGLQ
 7KH SLHUV DQG IRXQGDWLRQV ZHUH QRW PRGHOHG RQ WKH DVVXPSWLRQ WKDW WKHLU HIIHFWV RQ WKH
RSHUDWLRQDOYLEUDWLRQVRIWKHVXSHUVWUXFWXUHZHUHQHJOLJLEOH
7KHEDVLFPRGHOGHVFULEHGDERYHQHJOHFWHG WKHYLEUDWLRQRIGLDJRQDOPHPEHUV ,Q WKHPRGHO
ZLWKGLDJRQDOYLEUDWLRQWKHXSSHUDQGORZHUFKRUGDQGGLDJRQDOPHPEHUVZHUHPRGHOHGE\EHDP
HOHPHQWV)LJE7KHHQGVRIGLDJRQDOPHPEHUVZHUHPRGHOHGDVULJLGFRQQHFWLRQVZLWKWKH
UDQJHRIJXVVHWSODWHVLQFRQVLGHUDWLRQDOWKRXJKWKHDFWXDOFRQGLWLRQVFRXOGEHHODVWLF,QDQDO\VHV
ZLWK WKLV PRGHO WKH HIIHFW RI VHOIZHLJKW ZDV FRQVLGHUHG E\ FRQGXFWLQJ LQLWLDO QRQOLQHDU VWDWLF
DQDO\VLVDQGHLJHQYDOXHDQDO\VHVZHUHWKHQFRQGXFWHGLQFRQVLGHUDWLRQRIWKHJHRPHWULFVWLIIQHVV
7KH HIIHFW RI JHRPHWULF VWLIIQHVV DSSHDUHG WR EH QHJOLJLEOH IRU PRGDO SURSHUWLHV IRU JOREDO
YLEUDWLRQ PRGHV RI WKH EULGJH EXW LQFUHDVH WKH QDWXUDO IUHTXHQFLHV RI ORFDO YLEUDWLRQ PRGHV
GRPLQDWHGE\YLEUDWLRQRIWHQVLRQGLDJRQDOPHPEHUE\DERXW<RVKLRNDet al.
,QDGGLWLRQDQRWKHUPRGHOLQFRQVLGHUDWLRQRIDGGLWLRQDOVWHHOSODWHVDW'OIRUUHSDLUGHVFULEHG
DERYHZDVGHYHORSHG7KHHIIHFWRIORFDOVWUXFWXUDOFKDQJHRQWKHPRGDOSURSHUWLHVRIWKHEULGJH
FRXOG EH XQGHUVWRRG WKHRUHWLFDOO\ IURP WKLV PRGHO 7DEOH  FRPSDUHV WKH SURSHUWLHV RI FURVV
VHFWLRQ RI ' LQ KHDOWK\ DQG UHSDLUHG FRQGLWLRQV 7KHVH SURSHUWLHV ZHUH DVVLJQHG WR WKH WRS
HOHPHQWLQ'OWRPRGHOWKHLQFUHDVHVLQVWLIIQHVVDQGPDVVE\WKHDGGLWLRQDOSODWHV)LJE

3.2 Modal properties of the bridge 
3.2.1 Classification of vibration mode 
7DEOH  VKRZV WKH QDWXUDO IUHTXHQFLHV LGHQWLILHG IURP WKH WKUHH PRGHOV ,Q RUGHU WR VHOHFW
YLEUDWLRQPRGHVIURPGLIIHUHQWPRGHOVIRUFRPSDULVRQWKH0RGDO$VVXUDQFH&ULWHULRQUHIHUUHGWR
DV0$&LQWKLVSDSHUWKDWLQGLFDWHGWKHVLPLODULW\EHWZHHQGLIIHUHQWPRGHVKDSHVZHUHXVHG 
 MIMI  MAC                           
ZKHUH I  DQG M  DUHPRGDOYHFWRUV WREHFRPSDUHG$SDLURIYLEUDWLRQPRGHV WKDW\LHOGHGWKH
PD[LPXP0$&ZDVVHOHFWHGIRUFRPSDULVRQLQ7DEOH7KHFRPSRQHQWV LQPRGDOYHFWRUVIRU
WKHGHJUHHVRIIUHHGRPFRPPRQLQDOOPRGHOVZHUHXVHGLQWKHFDOFXODWLRQRI0$&
)LJVKRZVSULQFLSDOYHUWLFDOJOREDOPRGHVLGHQWLILHGLQWKHPRGHOZLWKGLDJRQDOYLEUDWLRQ,Q
WKLVSDSHUWKHYLEUDWLRQPRGHVGRPLQDWHGE\YLEUDWLRQVRIWKHXSSHUDQGORZHUFKRUGPHPEHUVDUH
FDOOHG WUXVVPRGHV 7KHUH ZHUH YLEUDWLRQPRGHV GRPLQDWHG E\ YLEUDWLRQV RI GLDJRQDOPHPEHUV
ZLWKQRVLJQLILFDQWYLEUDWLRQVRI WKHFKRUGPHPEHUVZKLFKDUHUHIHUUHGWRDVGLDJRQDOGRPLQDQW
PRGHV)LJ,QWKHEULGJHVWXGLHGWKHUHZHUHIRXUGLDJRQDOPHPEHUVZLWKFRPPRQGLPHQVLRQV
LQ D VSDQ ZKLFK UHVXOWHG LQ IRXU GLDJRQDOGRPLQDQW PRGHV LQGXFHG E\ WKRVH IRXU GLDJRQDO
PHPEHUVVXFKDVWKRVHLQ)LJIRU'7KHVHIRXUGLDJRQDOPRGHVZHUHGLIIHUHQWLQWKHSKDVHV
EHWZHHQWKHIRXUGLDJRQDOPHPEHUV$GGLWLRQDOO\WKHUHZHUHYLEUDWLRQPRGHVLQZKLFKYLEUDWLRQV
RIWKHPDLQWUXVVZHUHFRXSOHGLQWHUQDOO\ZLWKORFDOYLEUDWLRQVRIGLDJRQDOPHPEHUVDVREVHUYHG
LQ)LJ7KHVHYLEUDWLRQPRGHVDUHUHIHUUHGWRDVGLDJRQDOFRXSOHGPRGHVLQWKLVSDSHU,QVXFK
GLDJRQDOFRXSOHG PRGHV GHIRUPDWLRQV RI WKH XSSHU DQG ORZHU FKRUG PHPEHUV DSSHDUHG WR EH
UHODWLYHO\VPDOOGXHWRVLJQLILFDQWGHIRUPDWLRQVRIGLDJRQDOPHPEHUV
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
)LJ(IIHFWRIDGGLWLRQDOSODWHVRQQDWXUDOIUHTXHQFLHVIRUWKWRUGPRGHV


(IIHFWVRIORFDOVWUXFWXUDOFKDQJHRQPRGDOSURSHUWLHVDUHGLVFXVVHGE\FRPSDULQJUHVXOWVEHWZHHQWKH
PRGHOZLWKGLDJRQDO YLEUDWLRQ DQG WKHPRGHOZLWK DGGLWLRQDOSODWHV7KHQDWXUDO IUHTXHQF\RI WKH'
GRPLQDQWPRGHLQFUHDVHGWR+]IRUWKHPRGHZLWKDGGLWLRQDOSODWHVDOWKRXJKWKHUHZHUHQRRWKHU
FOHDUGLIIHUHQFHVLQQDWXUDOIUHTXHQFLHVEHWZHHQWKHWZRPRGHOV7DEOH7KLVLPSOLHVWKDWWKHHIIHFWVRI
DGGLWLRQDOSODWHVRQWKHQDWXUDOIUHTXHQFLHVRIWUXVVDQGGLDJRQDOFRXSOHGPRGHVZHUHQRWVLJQLILFDQW)LJ 
 FRPSDUHV WKHGLVWULEXWLRQRIQDWXUDO IUHTXHQFLHVEHWZHHQ WKHPRGHOZLWKGLDJRQDOYLEUDWLRQDQG WKH
PRGHO ZLWK DGGLWLRQDO SODWHV IRU WKH WK WR WK PRGHV $ GLDJRQDOFRXSOHG PRGH DSSHDUHG DW D
IUHTXHQF\FORVHWRWKHQDWXUDOIUHTXHQF\RIGLDJRQDOPRGHRI'ZLWKDGGLWLRQDOSODWHVDW+]


([SHULPHQWDOLGHQWLILFDWLRQRIPRGDOSURSHUWLHVRIWKHEULGJH

4.1 Vibration measurement 

7KHPRGDOSURSHUWLHVLGHQWLILHGWKHRUHWLFDOO\LQWKHSUHYLRXVVHFWLRQZHUHFRPSDUHGZLWKWKHVH
REWDLQHGIURPDVHWRIYLEUDWLRQPHDVXUHPHQWLQWKHUHDOEULGJH7KHPHDVXUHPHQWVZHUHPDGHDW
WKH ILUVW VSDQZKHUHPHDVXUHPHQWVZLWKDZLUHG V\VWHPZHUHSRVVLEOH)LIWHHQYLEUDWLRQ VHQVRUV
FRQVLVWLQJ RI  VHUYR YHORFLW\PHWHUV 96(' 7RN\R 6RNXVKLQ DQG  SLH]RHOHFWULF
DFFHOHURPHWHUV395LRQZHUHORFDWHGLQWZRGLIIHUHQWDUUDQJHPHQWV)LJ'LIIHUHQFHVLQ
WKHSHUIRUPDQFHRIWZRGLIIHUHQWVHQVRUVGLGQRWKDYHDQ\HIIHFWVRQWKHUHVXOWVLQWKHIUHTXHQF\
UDQJHEHWZHHQDQG+]GLVFXVVHGLQWKLVSDSHU7KHYHORFLW\PHWHUVXVHGLQWKHPHDVXUHPHQW
KDGDFDSDELOLW\RIJHQHUDWLQJDVLJQDOSURSRUWLRQDOWRDFFHOHUDWLRQ$FFHOHUDWLRQVRIWKHEULGJHLQ
VHUYLFHIURPDOOVHQVRUVZHUHUHFRUGHGDWVDPSOHVSHUVHFRQGIRUDERXWPLQXWHV
7KHPHDVXUHPHQWORFDWLRQVLQ&DVHVKRZQLQ)LJDZHUHGHWHUPLQHGIRUWKHLGHQWLILFDWLRQ
RIJOREDOYLEUDWLRQPRGHVRIWKHPDLQWUXVV9HUWLFDOYLEUDWLRQVZHUHPHDVXUHGDWORFDWLRQVRQWKH
URDG VXUIDFH FORVH WR HDFK QRGH LQ WKH ORZHU FKRUGPHPEHUV H[FHSW IRU ERWK HQGV RI WKH VSDQ
ZKHUHQRPHDVXUHDEOHYHUWLFDOYLEUDWLRQZDVH[SHFWHG$GGLWLRQDOO\YLEUDWLRQVZHUHPHDVXUHGDW
WKH TXDUWHU SRLQW IURP WKH ERWWRP RI ' DW WKH XSVWUHDP VLGH UHIHUUHG WR DV 'X 7ZR
DFFHOHURPHWHUVORFDWHGDWWKHHGJHVRIWKHZHEPHDVXUHGLQSODQHYLEUDWLRQDQGDQDFFHOHURPHWHU
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ORFDWHGDWWKHFHQWHURIWKHIODQJHPHDVXUHGRXWRISODQHYLEUDWLRQDVVKRZQLQ)LJD
,Q&DVH DFFHOHURPHWHUVZHUHSODFHGDW WKHTXDUWHUSRLQWRIGLDJRQDOPHPEHUV'X'X¶
'O'O¶DQG'O)LJE9HUWLFDOYLEUDWLRQVDWQRGHVLQWKHORZHUFKRUGPHPEHUVZHUHDOVR
PHDVXUHGDW WKH ORFDWLRQVVKRZQLQ)LJE$GGLWLRQDOO\YLEUDWLRQV LQ WKHKRUL]RQWDOGLUHFWLRQ
SHUSHQGLFXODUWRWKHEULGJHD[LVZHUHPHDVXUHGDWWKHQRGHV8DQG8DWWKHTXDUWHUVSDQ

4.2 Experimental modal analysis 

$V LQ WKH SUHFHGLQJ VHFWLRQ (5$ ZDV DSSOLHG WR IUHH YLEUDWLRQ UHFRUGV H[WUDFWHG IURP WKH
PHDVXUHGYLEUDWLRQ)LYHDQGWZRIUHHYLEUDWLRQVLQGXFHGE\DVLQJOHYHKLFOHSDVVLQJUHIHUUHGWRDV
9HKLFOHVWRZHUHVHOHFWHGIURP&DVHVDQGUHVSHFWLYHO\EDVHGRQWKHYLEUDWLRQDPSOLWXGH
DQG YLGHR UHFRUGLQJ 7KH QXPEHU RI URZV RI +DQNHO PDWULFHV ZDV  WLPHV WKH QXPEHU RI
VHQVRUVDQGWKHQXPEHURIFROXPQVZDVZKLFKZHUHGHWHUPLQHGIURPSUHOLPLQDU\DQDO\VHV,Q
WKH DQDO\VLV WKH IROORZLQJ VFUHHQLQJ FULWHULDZHUHXVHG WR H[WUDFW UHDOLVWLFPRGDOSURSHUWLHV WKH
0RGDO$PSOLWXGH&RKHUHQFH0$&RIRUJUHDWHUWKHGDPSLQJUDWLREHWZHHQDQGWKH
GLIIHUHQFHLQWKHQDWXUDOIUHTXHQFLHVLGHQWLILHGDWWZRFRQVHFXWLYHV\VWHPRUGHUVRI+]RUOHVV
DQGWKH0RGDO$VVXUDQFH&ULWHULRQ0$&GHILQHGLQ(TRIRUJUHDWHU,Q(T I  DQG
M  DUHWKHFRUUHVSRQGLQJPRGDOYHFWRUVLGHQWLILHGDWWZRFRQVHFXWLYHV\VWHPRUGHUV
7KHPHDVXUHPHQWRI LQSODQHPRWLRQRIGLDJRQDOPHPEHUVLQFOXGHGWKHHIIHFWRIYHUWLFDODQG
URWDWLRQDOPRWLRQRIWKHPDLQWUXVVZKLFKVKRXOGEHH[WUDFWHGVRDVWRHVWLPDWHWKHGHIRUPDWLRQRI
GLDJRQDOPHPEHURQO\7KHYHUWLFDODQGURWDWLRQDOULJLGERG\GLVSODFHPHQWVZHUHFDOFXODWHGIURP
WKHPHDVXUHPHQWVDWWZRDGMDFHQWMRLQWVLQWKHORZHUFKRUGDQGXVHGWRH[WUDFWWKHHIIHFWRIULJLG
ERG\ FRPSRQHQWV IURP WKH LQSODQHPHDVXUHPHQW DW GLDJRQDOPHPEHUV ,Q WKLV DGMXVWPHQW WKH
KRUL]RQWDOGLVSODFHPHQWLQWKHEULGJHD[LVZDVQHJOHFWHGZKLFKFRXOGEHMXVWLILHGE\WKHIDFWWKDW
WKHKRUL]RQWDOGLVSODFHPHQWDWUROOHUVXSSRUWZDVOLWWOH

 
)LJ/RFDWLRQVRIYLEUDWLRQVHQVRUVD&DVHE&DVH
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4.3 Modal properties identified experimentally 

4.3.1 Modal properties identified from experiments 
)LJVKRZVDVWDELOL]DWLRQGLDJUDPREWDLQHGIURPWKH(5$DQDO\VLVZLWKORFDWLRQVIURP
&DVH)RXUWHHQFKDQQHOVRXWRIZHUHXVHGLQWKHDQDO\VLVEHFDXVHLQ&DVHWKHPHDVXUHPHQW
DWWKHMRLQW8ZDVQRWSURSHUO\UHFRUGHG,Q)LJWKH)RXULHUVSHFWUDRIWKHDFFHOHUDWLRQVDW8
DUH DOVR VKRZQ ,Q WKH IUHTXHQF\ UDQJHEHORZ+] WKHQDWXUDO IUHTXHQFLHV LGHQWLILHG VWDEO\E\
(5$DJUHHGZLWKWKHSHDNIUHTXHQFLHVLQWKH)RXULHUVSHFWUD2QWKHRWKHUKDQGWKHUHZHUHPDQ\
QDWXUDO IUHTXHQFLHV LGHQWLILHG E\(5$DW IUHTXHQFLHV DURXQG+] DOWKRXJKRQHSHDNRQO\ZDV
REVHUYHGLQWKHDFFHOHUDWLRQVSHFWUDDW8ZKLFKLPSOLHVWKDWWKHUHZHUHPDQ\GLDJRQDOGRPLQDQW
PRGHV LQ WKLV IUHTXHQF\ UDQJH $GGLWLRQDOO\ WKH QDWXUDO IUHTXHQFLHV LGHQWLILHG IURP WKH PRGHO
ZLWKDGGLWLRQDOSODWHVLQWKH)(DQDO\VLVDUHSUHVHQWHGDWWKHWRSRI)LJ$OWKRXJKWKHUHZDVD
GLIIHUHQFH EHWZHHQ WKH QDWXUDO IUHTXHQF\ RI  +] LQ WKH DQDO\VLV IRU WKH QG YHUWLFDO
V\PPHWULFPRGHDQGWKHFRUUHVSRQGLQJH[SHULPHQWDOYDOXHWKHDQDO\WLFDODQGH[SHULPHQWDOYDOXHV
DJUHHGZHOOIRUORZHURUGHUPRGHVWKDQWKDWPRGH

4.3.2 Discussion of experimentally identified modal properties 
7DEOHFRPSDUHV WKHQDWXUDO IUHTXHQFLHV LGHQWLILHG IURP WKHH[SHULPHQWV DQG WKH)(PRGHO
7KHYDULDWLRQVLQWKHQDWXUDOIUHTXHQFLHVZLWKGLIIHUHQWYHKLFOHVZHUHQRWVLJQLILFDQWDOWKRXJKWKH
YDULDWLRQV IRU WKH VW YHUWLFDO V\PPHWULF QG YHUWLFDO DV\PPHWULF DQG QG WRUVLRQDO V\PPHWULF
PRGHV ZHUH UHODWLYHO\ JUHDWHU WKDQ WKH RWKHUPRGHV ,Q 7DEOH  WKH YDOXHV LQ EUDFNHWV DUH WKH
0$& FDOFXODWHG ZLWK WKH FRPSRQHQWV LQ PRGDO YHFWRUV IRU WKH MRLQWV LQ WKH ORZHU FKRUGV
QRUPDOL]HGE\WKHPD[LPXPYHUWLFDOFRPSRQHQWIRUWKHORZHUFKRUGV 
)RU ORZHURUGHUPRGHVIURPWKHVWYHUWLFDOV\PPHWULF WR WKHVWYHUWLFDODV\PPHWULFPRGHV
WKHGLIIHUHQFHVLQQDWXUDOIUHTXHQFLHVEHWZHHQH[SHULPHQWDQGDQDO\VLVZHUHOHVVWKDQDQGWKH
0$& UDQJHGEHWZHHQ DQG ,W VKRXOGEHQRWHG WKDW WKH WKHRUHWLFDO UHVXOWVZHUHREWDLQHG
ZLWKVXSSRUWFRQGLWLRQVWKDWPRGHOHGVXSSRUWIULFWLRQE\VSULQJFRQVWDQWVGHWHUPLQHGE\WULDODQG
HUURU ZLWKLQ D UDQJH SK\VLFDOO\ UHDVRQDEOH ,I WKH IULFWLRQV DW WKH VXSSRUWV ZHUH QHJOHFWHG WKH
QDWXUDOIUHTXHQF\RIWKHVWYHUWLFDOV\PPHWULFPRGHGLIIHUHGIURPWKHH[SHULPHQWDOLGHQWLILFDWLRQ
E\  7KH HIIHFW RI VXSSRUW IULFWLRQ ZDV FOHDU LQ WKH VW YHUWLFDO V\PPHWULF DQG VW YHUWLFDO
DV\PPHWULFPRGHVRQO\



)LJ1DWXUDOIUHTXHQFLHVIURPH[SHULPHQW(5$DQG)7DQG)(PRGHO9HKLFOHVWR
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
7DEOH&RPSDULVRQRIQDWXUDOIUHTXHQFLHV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)RUWKHFDOFXODWLRQRI0$&FRPSRQHQWVLQPRGDOYHFWRUIRUGLDJRQDOPHPEHUVZHUHQRWXVHG
)RUGLDJRQDOGRPLQDQWPRGHVWKHPRGDOVKDSHVFRXOGQRWEHLGHQWLILHGGXHWROLPLWHGQXPEHURIVHQVRUV


7KHGLIIHUHQFHLQQDWXUDOIUHTXHQF\IRUWKHORQJLWXGLQDOULJLGERG\PRGHEHWZHHQH[SHULPHQW
DQGDQDO\VLVZDVZLWK WKH0$&RI7KHVHGLIIHUHQFHV LQQDWXUDO IUHTXHQF\DQGPRGH
VKDSHPD\EHEHFDXVHWKHVSULQJFRQVWDQWVGHWHUPLQHGWRUHGXFHGLIIHUHQFHVEHWZHHQH[SHULPHQW
DQG DQDO\VLVPDLQO\ IRU ORZHURUGHUPRGHVZHUHQRW DSSURSULDWH IRU WKH ORQJLWXGLQDO ULJLGERG\
PRGH 7KH ORQJLWXGLQDO ULJLG ERG\PRGH LGHQWLILHG ZLWK 9HKLFOH  RQO\PD\ EH GLIILFXOW WR EH
LQGXFHG E\ YHKLFOH SDVVLQJ DQG FDQQRW EH MXGJHG DV DQ HIIHFWLYH PRGH IRU KHDOWK PRQLWRULQJ
7KHUHIRUHWKHVSULQJFRQVWDQWVIRUWKHVXSSRUWZHUHQRWXSGDWHGWRUHSUHVHQWWKLVPRGH 
)RUWKHQGYHUWLFDOV\PPHWULFPRGHWKH0$&ZDVUHODWLYHO\KLJKDWEXWWKHGLIIHUHQFHV
LQ QDWXUDO IUHTXHQF\ZDV 7KLV GLIIHUHQFH LQ QDWXUDO IUHTXHQF\PLJKW EH FDXVHG E\ SRVVLEOH
HUURULQWKHVSULQJFRQVWDQWVUHSUHVHQWLQJVXSSRUWIULFWLRQ7KH0$&ZDVUHODWLYHO\KLJKSRVVLEO\
EHFDXVHWKHKRUL]RQWDOFRPSRQHQWVLQPRGDOYHFWRUVZHUHQRWXVHG
)RUKLJKHURUGHUPRGHVWKDQWKHVWWRUVLRQDODV\PPHWULFPRGHZLWKFRPSOH[PRGHVKDSHVWKH
0$& ZDV QRW KLJK EXW WKH QDWXUDO IUHTXHQFLHV LGHQWLILHG IURP H[SHULPHQW DQG WKHRUHWLFDO
DQDO\VLVDJUHHGZHOOZLWKDGLIIHUHQFHRIDERXW
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


)LJ&RPSDULVRQRIPRGHVKDSHVLGHQWLILHGIURPH[SHULPHQWDQGPRGHO


7KH'GLDJRQDOGRPLQDQWPRGHVLQWKHH[SHULPHQWDSSHDUHGWRFRUUHVSRQGWRWKRVHLGHQWLILHG
WKHRUHWLFDOO\ DOWKRXJK WKH PRGDO VKDSHV ZHUH QRW LGHQWLILHG FOHDUO\ )RU WKH &DVH  WKH IRXU
YLEUDWLRQPRGHV GRPLQDWHG E\'PRWLRQZHUH LGHQWLILHG DW IUHTXHQFLHV DURXQG +] EXW WKHLU
PRGHVKDSHVFRXOGQRWEHGLVWLQJXLVKHGZLWK WKHPHDVXUHPHQWDWDVLQJOH'PHPEHURQO\)RU
WKH&DVHWKHPHDVXUHPHQWZDVPDGHDWIRXU'GLDJRQDOVEXWWKHFRUUHVSRQGLQJPHDVXUHPHQWV
DWWKHMRLQWVLQWKHORZHUFKRUGVFRXOGQRWPDGHVRWKDWWKHDGMXVWPHQWWRHVWLPDWHWKHDPSOLWXGHRI
GLDJRQDOPHPEHUVRQO\ZDVQRWSRVVLEOH

4.3.3 Dynamic coupling of diagonal members 
,Q RUGHU WR LQYHVWLJDWH WKH LQWHUQDO G\QDPLF FRXSOLQJ EHWZHHQ WKH PDLQ WUXVV DQG GLDJRQDO
PHPEHUVWKHQRUPDOL]HGPRGDOYHFWRUVLGHQWLILHGIURP&DVHVDQGZHUHFRPELQHG7KHPRGDO
YHFWRUVLGHQWLILHGIURP9HKLFOHLQ&DVHZHUHFRPELQHGZLWKWKRVHIURP9HKLFOHLQ&DVH
EDVHGRQ WKHFORVHQHVVRIQDWXUDO IUHTXHQFLHV7KHFRPSRQHQWV LQPRGDOYHFWRUVFRPPRQLQ WKH
WZRPHDVXUHPHQWFDVHVZHUHDYHUDJHGLQWKHFRPELQDWLRQ
([DPSOHVRIWKHPRGHVKDSHVDUHFRPSDUHGZLWKWKHFRUUHVSRQGLQJPRGHVKDSHVREWDLQHGZLWK
WKHPRGHOZLWKDGGLWLRQDOSODWHVLQ)LJ7KHWRSILJXUHVDUHWKHPRGHVKDSHVLQWKH)(DQDO\VLV
WKHILJXUHVLQWKHVHFRQGURZDUHWKHPRGHVKDSHVIRUWKHORZHUFKRUGPHPEHUVLQWKHH[SHULPHQW
DQGWKH)(DQDO\VLVDQGWKHILJXUHVDWERWWRPWZRURZVVKRZWKHFRPSRQHQWVLQPRGDOYHFWRUVIRU
GLDJRQDOPHPEHUV DIWHU WKH DGMXVWPHQW GHVFULEHG DERYH E\ EDU SORW 7KH FRPSRQHQWV RIPRGDO
YHFWRUVVKRZQLQ)LJZHUHQRUPDOL]HGE\WKHPD[LPXPFRPSRQHQWLQPRGDOYHFWRUDPRQJDOO
PHDVXUHPHQW ORFDWLRQV $V REVHUYHG LQ )LJV D DQG E WKH WUXVV DQG GLDJRQDOGRPLQDQW
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PRGHV REWDLQHG WKHRUHWLFDOO\ ZHUH LGHQWLILHG LQ WKH H[SHULPHQW DOWKRXJK WKHUH ZHUH VRPH
GLVFUHSDQFLHV LQFRPSRQHQWV LQPRGDOYHFWRUV7KHPRGDOFRPSRQHQWRI'DWGRZQVWUHDPVLGH
DSSHDUHGWREHVPDOOLQWKHH[SHULPHQWDQGDQDO\VLV7KHQGYHUWLFDODV\PPHWULFPRGHDSSHDUHG
WR EH FRXSOHG ZLWK YLEUDWLRQ RI ' ZLWK VLPLODU WUHQGV LQPRGDO YHFWRU LQ WKH H[SHULPHQW DQG
DQDO\VLV)LJF
)LJVKRZVWKHGHJUHHRIFRXSOLQJRIYLEUDWLRQRI'XGLDJRQDOPHPEHUZLWKYLEUDWLRQRI
WKHPDLQWUXVVUHSUHVHQWHGE\WKHUDWLRRIWKHFRPSRQHQWLQPRGDOYHFWRUIRU'XWRWKHPD[LPXP
FRPSRQHQW LQPRGDO YHFWRU IRU WKH ORZHU FKRUGV $OWKRXJK WKHUH DSSHDUHG WR EH GLVFUHSDQFLHV
EHWZHHQWKHH[SHULPHQWDQGWKHRUHWLFDODQDO\VLVLQFUHDVHVLQWKHGHJUHHRIFRXSOLQJZHUHREVHUYHG
LQ WKH IUHTXHQF\ UDQJH  WR  +] IRU WKH H[SHULPHQW DQG DQDO\VLV 3RVVLEOH UHDVRQV IRU
GLVFUHSDQFLHV LQ WKH GHJUHH RI FRXSOLQJEHWZHHQ H[SHULPHQW DQG DQDO\VLVPD\ LQFOXGH WKH IL[HG
HQGV RI GLDJRQDO PHPEHUV LQ WKH PRGHO WKDW PLJKW QRW UHSUHVHQW SRVVLEOH ORRVHQLQJ RI ULYHWV
3DUWLFXODUO\ LI WKLV FRXSOLQJ ZDV LQWHUSUHWHG DV LQWHUQDO UHVRQDQFH WKH HIIHFW RI GDPSLQJ DW
FRQQHFWLRQVRQ UHVRQDQFH UHVSRQVHVZRXOGEH VLJQLILFDQW7KHUHZHUHGLDJRQDOGRPLQDQWPRGHV
LQGXFHGE\9HKLFOHVDQGREVHUYHGDWDERXW+]WKDWZHUHQRWLGHQWLILHGLQWKHWKHRUHWLFDO
DQDO\VLV$QDGGLWLRQDO)(DQDO\VLVVKRZHGWKDWWKHVHGLDJRQDOGRPLQDQWPRGHVFRXOGEHWRUVLRQDO
PRGHVRIGLDJRQDOPHPEHUDOWKRXJKWKHGHWDLOVRIDQDO\VLVDUHQRWSUHVHQWHGLQWKLVSDSHU

4.3.4 Dependence of modal damping on amplitude 
)LJVKRZVWKHUHODWLRQEHWZHHQPRGDOGDPSLQJUDWLRVDQGQDWXUDOIUHTXHQFLHVLGHQWLILHGE\
(5$ZLWK9HKLFOHV WR$VREVHUYHG LQ)LJ WKHUHZHUHYDULDWLRQV LQ WKHPRGDOGDPSLQJ
UDWLRVLGHQWLILHGDIWHUWKHVFUHHQLQJGHVFULEHGLQWKHSUHFHGLQJVHFWLRQ7KHPRGDOGDPSLQJUDWLRV
IRU WKHVWYHUWLFDO V\PPHWULF DQGVWYHUWLFDO DV\PPHWULFPRGHVYDULHGZLWKGLIIHUHQW YHKLFOHV
)RU RWKHU PRGHV WKH YDULDWLRQV LQ PRGDO GDPSLQJ UDWLRV DSSHDUHG WR EH VPDOO DOWKRXJK WKRVH
PRGHVZHUHLGHQWLILHGIURPOHVVQXPEHURIUHFRUGV
$SRVVLEOH VRXUFHRI WKHYDULDWLRQ LQPRGDOGDPSLQJ UDWLRV IRU WKH ORZHURUGHUPRGHVPLJKW
LQFOXGH WKH GHSHQGHQFH RI PRGDO GDPSLQJ RQ YLEUDWLRQ DPSOLWXGH )LJ  VKRZV WKH UHODWLRQ
EHWZHHQPRGDOGDPSLQJUDWLRVDQGWKHPD[LPXPLQLWLDOPRGDODPSOLWXGHLQWKHORZHUFKRUGVIRU
9HKLFOHV  WR  7KH LQLWLDO PRGDO DPSOLWXGH ZDV GHWHUPLQHG E\ GLYLGLQJ WKH LQLWLDO PRGDO
DFFHOHUDWLRQDPSOLWXGH LGHQWLILHGE\(5$E\ WKHVTXDUHRIQDWXUDOFLUFXODU IUHTXHQF\$OOPRGDO
GDPSLQJUDWLRVLGHQWLILHGVWDEO\DWGLIIHUHQWV\VWHPRUGHUVZHUHVKRZQLQWKHILJXUH

)LJ'HJUHHRIFRXSOLQJRI'XGLDJRQDOPHPEHUZLWKPDLQWUXVV
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7KHPRGDOGDPSLQJUDWLRVIRUWKHORZHURUGHUPRGHVLQ)LJDLQSDUWLFXODUWKHVWYHUWLFDO
V\PPHWULF PRGH VKRZHG DPSOLWXGH GHSHQGHQFH LQ ZKLFK WKH PRGDO GDPSLQJ UDWLR WHQGHG WR
LQFUHDVHZLWK LQFUHDVHV LQ WKH LQLWLDOPRGDO DPSOLWXGH ,Q D VHSDUDWH VWXG\ WKHRUHWLFDO FRPSOH[
PRGDO DQDO\VLV ZDV FRQGXFWHG ZLWK IULFWLRQDO GDPSLQJ DW WKH PRYDEOH VXSSRUWV DQG PDWHULDO
GDPSLQJ LQPHPEHUV DQG WKH UHVXOWV VKRZHG WKDW WKH FRQWULEXWLRQ RI WKH IULFWLRQDO GDPSLQJ WR
PRGDO GDPSLQJ DSSHDUHG WR EH VLJQLILFDQW LQ WKRVH ORZHU RUGHU PRGHV <RVKLRND et al 
$FFRUGLQJWRWKRVHUHVXOWVWKHDPSOLWXGHGHSHQGHQFHRIPRGDOGDPSLQJIRUWKHORZHURUGHUPRGHV
PD\EHFDXVHGE\DPSOLWXGHGHSHQGHQFHRIIULFWLRQDOGDPSLQJDWWKHVXSSRUWV
)RURWKHUKLJKHURUGHUYHUWLFDOPRGHVLQFOXGLQJWKHQGYHUWLFDODV\PPHWULFPRGHZKLFKZDVD
GLDJRQDOFRXSOHG PRGH WKHUH ZHUH QR FOHDU VLJQV RI DPSOLWXGH GHSHQGHQFH LQ PRGDO GDPSLQJ
UDWLR DOWKRXJK WKHVHPRGHVZHUH LGHQWLILHG LQD UDQJHRI VPDOODPSOLWXGHRQO\7KLVPD\ LPSO\
WKDWIRUKLJKHURUGHUYHUWLFDOPRGHVWKDWFDQEHFRXSOHGZLWKORFDOYLEUDWLRQRIGLDJRQDOPHPEHUV
WKHPRGDO GDPSLQJ UDWLR FDQ EH LGHQWLILHG VWDEO\ DQG WKHUHIRUH WKRVHPRGHV FRXOG EH XVHG WR
GHWHFWSRVVLEOHFKDQJHVLQGDPSLQJGXHWRGDPDJHVLQGLDJRQDOPHPEHUV




)LJ5HODWLRQEHWZHHQPRGDOGDPSLQJUDWLRVDQGQDWXUDOIUHTXHQFLHVLGHQWLILHGH[SHULPHQWDOO\



D/RZHURUGHUYHUWLFDOPRGHV E+LJHURUGHUYHUWLFDOPRGHV F7RUVLRQDOPRGHV
)LJ$PSOLWXGHGHSHQGHQFHRIPRGDOGDPSLQJUDWLRVV\PV\PPHWULFDV\PDV\PPHWULF



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'HWHFWLRQRIGDPDJHVLQGLDJRQDOPHPEHUVEDVHGRQFKDQJHVLQPRGDOGDPSLQJ

$VGLVFXVVHGLQFKDQJHVLQPRGDOSURSHUWLHVZHUHREVHUYHGEHIRUHDQGDIWHUWKHUHSDLULQ
WKH GLDJRQDOPHPEHU 7KHUHZHUH VLJQLILFDQW FKDQJHV LQPRGDO GDPSLQJ UDWLR IRU WKH YLEUDWLRQ
PRGHVVKRZQLQ7DEOH&RPSDULVRQVEHWZHHQWKH)RXULHUVSHFWUDVKRZQLQ)LJDQGWKHUHVXOWV
RI WKHRUHWLFDO DQG H[SHULPHQWDOPRGDO DQDO\VLV FRXOG FRQFOXGH WKDW WKHPRGHZLWK' LQSODQH
RQO\ZDVWKHVWLQSODQHV\PPHWULFEHQGLQJPRGHRIWKHGLDJRQDOPHPEHUDQGWKHPRGHZLWKWKH
ORZHU FKRUGV ZDV WKH QG YHUWLFDO V\PPHWULF PRGH WKDW ZDV FRXSOHG ZLWK YLEUDWLRQ RI '
PHPEHUV 7DEOH 7KLV LPSOLHV WKDW GLDJRQDOFRXSOHGPRGHV WKDW FDQ EH LGHQWLILHGZLWK VPDOO
QXPEHURIVHQVRUVDWMRLQWVLQORZHUFKRUGVFRXOGEHXVHGWRGHWHFWGDPDJHVLQGLDJRQDOPHPEHUV
,Q RUGHU WR XQGHUVWDQG FRXSOLQJ EHWZHHQ WKH QG YHUWLFDO V\PPHWULF PRGH DQG
GLDJRQDOGRPLQDQW PRGH IRU ' ZLWK WKH SDUWLDO IUDFWXUH DQ DGGLWLRQDO (5$ DQDO\VLV ZDV
FRQGXFWHGZLWKGDWDPHDVXUHGZLWKRQHVHQVRUDW'DQGWZRDWWKHORZHUFKRUGV)LJVKRZV
WKHUHODWLRQEHWZHHQQDWXUDOIUHTXHQF\DQGPRGDOGDPSLQJUDWLRIRUWKHGLDJRQDOGRPLQDQWPRGH
DQG WKHQGYHUWLFDO V\PPHWULFPRGHDQG WKH UHODWLRQEHWZHHQQDWXUDO IUHTXHQF\DQGGHJUHHRI
G\QDPLF FRXSOLQJ RI'ZLWK WKHPDLQ WUXVV 7KH GHJUHH RI G\QDPLF FRXSOLQJZDV GHILQHG E\
GLYLGLQJ WKHFRPSRQHQW LQPRGDOYHFWRU IRU'E\ WKDW DW WKH ORZHUFKRUG)RU WKHQGYHUWLFDO
DV\PPHWULFPRGHDOWKRXJKQRVLJQLILFDQWFRXSOLQJRI'ZLWKWKHPDLQWUXVVZDVREVHUYHGDIWHU
WKHUHSDLU'GLDJRQDOEHIRUHWKHUHSDLUZDVFRXSOHGFOHDUO\GXHWRGHFUHDVHLQQDWXUDOIUHTXHQF\
RIGLDJRQDOGRPLQDQWPRGH7KHFRXSOLQJRI'ZLWKWKHPDLQWUXVVFDXVHGDQLQFUHDVHLQPRGDO
GDPSLQJRI WKH QGYHUWLFDO V\PPHWULFPRGHSRVVLEO\ GXH WR GDPSLQJ LQFUHDVH LQ WKH GDPDJHG
GLDJRQDO



)LJ&KDQJHVLQPRGDOSURSHUWLHVRIQGYHUWLFDOV\PPHWULFPRGHEHIRUHDQGDIWHUUHSDLU


539
Hiroki Yamaguchi, Yasunao Matsumoto and Tsutomu Yoshioka
7KHGLVFXVVLRQDERYHLPSOLHVWKDWPRGDOGDPSLQJUDWLRVRIGLDJRQDOFRXSOHGPRGHVFRXOGEH
XVHGWRLGHQWLI\GDPDJHVLQGLDJRQDOPHPEHUVGDPDJHVLQGLDJRQDOPHPEHUVFRXOGEHGHWHFWHG
ZLWKRXWGLUHFWPHDVXUHPHQWRIYLEUDWLRQVRIGLDJRQDOPHPEHUVZKLFKFRXOGOHDGWRDQHIIHFWLYH
6+0 EDVHG RQ YLEUDWLRQ PHDVXUHPHQW )RU ERZVWULQJ W\SH WUXVV EULGJHV VXFK DV WKH EULGJH
LQYHVWLJDWHG LQ WKLV VWXG\ WKH QDWXUDO IUHTXHQFLHV RI GLDJRQDOGRPLQDQW PRGHV DUH GLIIHUHQW
GHSHQGLQJRQWKHOHQJWKRIGLDJRQDOPHPEHUVVRWKDWLWFRXOGEHSRVVLEOHWRLGHQWLI\PHPEHUVZLWK
GDPDJHE\WKHPHWKRGGLVFXVVHGKHUH 
,W VKRXOG EH QRWHG WKDW GDPDJHV GLVFXVVHG LQ WKLV SDSHU ZHUH FUDFNV WKDW FRXOG LQGXFH
VLJQLILFDQW LQFUHDVH LQIULFWLRQDOGDPSLQJ)XUWKHU LQYHVWLJDWLRQVDUHUHTXLUHG WR LGHQWLI\ W\SHVRI
GDPDJHVZKLFKFRXOGEHGHWHFWHGE\WKHPHWKRGGLVFXVVHGLQWKLVVWXG\



&RQFOXVLRQV

&RQFOXVLRQVGHULYHGIURPWKLVVWXG\DUHOLVWHGEHORZ
x 9LEUDWLRQPRGHVRIWUXVVEULGJHVLQFOXGHWUXVVPRGHVWKDWDUHYLEUDWLRQRIWKHPDLQWUXVVZLWK
YLEUDWLRQRIWKHXSSHUDQGORZHUFKRUGPHPEHUVGRPLQDQWGLDJRQDOGRPLQDQWPRGHVWKDWDUH
ORFDOYLEUDWLRQPRGHDQGGLDJRQDOFRXSOHGPRGHVLQZKLFKWUXVVPRGHDQGGLDJRQDOGRPLQDQW
PRGHDUHFRXSOHGWRJHWKHU
x $ ORFDO VWUXFWXUDO FKDQJH LH WKH UHSDLU RI GDPDJHG GLDJRQDOPHPEHUZLWK DGGLWLRQDO VWHHO
SODWHVLQWKLVVWXG\GLGQRWKDYHVLJQLILFDQWHIIHFWRQWKHQDWXUDOIUHTXHQF\RIGLDJRQDOFRXSOHG
PRGHEXWFDXVHGUHODWLYHO\FOHDUFKDQJHVLQWKHGHJUHHRIFRXSOLQJEHWZHHQGLDJRQDOPHPEHU
DQGPDLQWUXVV$OWKRXJKTXDQWLWDWLYHHYDOXDWLRQRIWKHGHJUHHRIFRXSOLQJZDVGLIILFXOWWKHUH
ZDVTXDOLWDWLYHFRQVLVWHQF\EHWZHHQWKHH[SHULPHQWDQGWKHRUHWLFDODQDO\VLV
x 7KH PRGDO GDPSLQJ UDWLRV LGHQWLILHG H[SHULPHQWDOO\ VKRZHG FOHDU YDULDWLRQV $PSOLWXGH
GHSHQGHQFH RI PRGDO GDPSLQJ ZDV REVHUYHG IRU WKH VW YHUWLFDO V\PPHWULF PRGH DQG VW
YHUWLFDO DV\PPHWULF PRGH ZLWK VLJQLILFDQW HIIHFW RI IULFWLRQDO GDPSLQJ DW WKH VXSSRUWV
+RZHYHUIRUKLJKHURUGHUYLEUDWLRQPRGHVWKDWFRXOGEHFRXSOHGZLWKORFDOGLDJRQDOYLEUDWLRQ
WKHPRGDOGDPSLQJUDWLRVFRXOGEHLGHQWLILHGVWDEO\DQGWKHLUGHSHQGHQFHRQDPSOLWXGHZDVQRW
VLJQLILFDQW7KHVHFDQEHDGYDQWDJHVLQHYDOXDWLQJWKHFRQGLWLRQRIGLDJRQDOPHPEHUVEDVHGRQ
GDPSLQJFKDQJHVLQGLDJRQDOFRXSOHGPRGHV
x 7KHH[SHULPHQWDOPRGDODQDO\VLVZLWKYLEUDWLRQUHFRUGVPHDVXUHGLQWKHEULGJHEHIRUHDQGDIWHU
WKHUHSDLURIGDPDJHGGLDJRQDOPHPEHUVKRZHGOLWWOHFKDQJHVLQQDWXUDOIUHTXHQFLHVEXWFOHDU
LQFUHDVHVLQPRGDOGDPSLQJUDWLRSRVVLEO\GXHWRFRXSOLQJRIGDPDJHGGLDJRQDOPHPEHU7KLV
LPSOLHV WKDW GDPDJHV LQ GLDJRQDO PHPEHUV FRXOG EH GHWHFWHG E\ PRQLWRULQJ GDPSLQJ RI
GLDJRQDOFRXSOHGPRGHVZLWKDVPDOOQXPEHURIVHQVRUV


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Joints: the weak link in bridge structures and lifecycles 
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Abstract.  The condition of the vehicular bridge network in New York City, as represented by ratings 
obtained during biennial inspections is reviewed over a period of three decades. Concurrently, the bridges 
comprising the network are considered as networks of structural elements whose condition defines the 
overall bridge condition according to New York State assumptions. A knowledge-based matrix of 
assessments is used in order to determine each element’s vulnerability and impact within the network of an 
individual structure and the network of City bridges. In both networks expansion deck joints emerge as the 
weak link. Typical joint failures are illustrated. Bridge management options for maintenance, preservation, 
rehabilitation and replacement are examined in the context of joint performance. 
Keywords:  bridge; design; deterioration; joint; life-cycle; maintenance; management; rehabilitation 
1. Introduction 
Processes and products commonly fail at discontinuities. Engineering structures most 
frequently fail at joints. This is particularly true of bridges where joints function under dynamic 
conditions in aggressive environments. Hence, the statement that “the only good joint is no joint” 
is claimed by numerous contributing authors. That thinking is pursued in two directions. On 
bridges of up to several relatively shorter spans numerous publications, including Burke (2009) 
and Azizinamini et al. (2013) recommend jointless bridges and integral abutments. The large 
cyclic displacements of long-span bridges are accommodated by special expansion devices, such 
as the modular joints, designed and manufactured to detailed specifications including installation, 
maintenance and replacement. Between these two extremes, both options co-exist in the vast 
population of multi-span bridges serving vehicular traffic for many decades. The joints of such 
bridges can be limited to fewer locations and designed for larger movement, or located at every 
second span and built for smaller displacements and greater impact.  
The performance of expansion joints has been assessed quantitatively on project levels and 
qualitatively on network levels. Syntheses, such as Burke (1989) and Purvis (2003) have identified 
typical modes of failure and expected lifecycles of specific joint types. Element- and span-specific 
biennial inspections reports generate qualitative condition ratings allowing for comparisons 
between bridge elements, structures and entire networks. Attempts to correlate the findings point 
to deck joints as a particularly vulnerable link in both the product of design and in the process of 

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PDQDJHPHQW&RQVHTXHQWO\ WKHLU GHILFLHQFLHVPXVW EH DGGUHVVHG RQ DOO VWDJHV DQG OHYHOV RI WKH
EULGJH OLIHF\FOHV 2Q D QHWZRUN OHYHO WKH $PHULFDQ $VVRFLDWLRQ RI 6WDWH +LJKZD\ DQG
7UDQVSRUWDWLRQ 2IILFLDOV $$6+72 /RDG DQG 5HVLVWDQFH )DFWRU 'HVLJQ /5)' %ULGJH
6SHFLILFDWLRQVDPSOLI\WKHGHVLJQOLYHORDGIRUMRLQWVE\DQLPSDFWIDFWRURI2QSURMHFWOHYHOV
MRLQWPDOIXQFWLRQVSHUVLVWLQFRQVWUXFWLRQPDLQWHQDQFHDQGRSHUDWLRQ,QRUGHUWRIXOO\DGGUHVVWKH
SUREOHP WKHUHIRUH WKH SURGXFW RI EULGJH GHVLJQ PXVW EH H[DPLQHG DV D QHWZRUN RI VWUXFWXUDO
HOHPHQWVZKHUHDVWKHSURFHVVRIQHWZRUNPDQDJHPHQWPXVWEHUHYLHZHGDVDSURGXFWRIWKHPRVW
SUHVVLQJQHHGVIRUXUJHQWDFWLRQ


7KHYHKLFXODUEULGJHQHWZRUN

,Q  1HZ <RUN &LW\ LV UHVSRQVLEOH IRU  YHKLFXODU DQG SHGHVWULDQ EULGJHV ZLWK
DSSUR[LPDWHO\VSDQVDQGDWRWDOGHFNDUHDRIPLOOLRQP$PRQJWKHPDUHWKH%URRNO\Q
:LOOLDPVEXUJ 0DQKDWWDQ  DQG4XHHQVERURXJK ± (G.RFK  DQG 
PRYHDEOH EULGJHV VZLQJ OLIW EDVFXOH DQG UHWUDFWLOH DVZHOO DVPDQ\PXOWLVSDQYLDGXFWV7KH
EULGJHVDUHLQVSHFWHGDWOHDVWELHQQLDOO\DFFRUGLQJWR1HZ<RUN6WDWHVWDQGDUGV7KHFRQGLWLRQRI
DOOHOHPHQWVLQDOOVSDQVLVUDWHGIURPQHZWRIDLOHG7KHRYHUDOOEULGJHFRQGLWLRQUDWLQJRLV
FDOFXODWHGDFFRUGLQJWRWKHIRUPXODRI(T,WLVDZHLJKWHGDYHUDJHRIWKHORZHVWUDWLQJVRI
VWUXFWXUDOHOHPHQWV7KHHOHPHQWViDQGWKHLUUHVSHFWLYHZHLJKWVwiDUHVKRZQLQ7DEOH
¦
 
 

i
ii RwR                                                    
ZKHUH
Ri     ORZHVWFRQGLWLRQUDWLQJRIHOHPHQWi REVHUYHGRQWKHEULGJHGXULQJD 
       UHJXODULQVSHFWLRQQRWQHFHVVDULO\LQWKHVDPHVSDQ
wi    ZHLJKWDVVLJQHGWRHOHPHQWi

7KHFRQGLWLRQUDWLQJVREWDLQHGE\(TUHSUHVHQWPRVWO\GHWHUPLQLVWLFDQGTXDOLWDWLYHYLVXDO
DVVHVVPHQWV$IWHUPRUHWKDQ\HDUVRIDFFUXDOWKH\DSSHDUVXLWDEOHIRUVWDWLVWLFDODQDO\VLV6XFK
DQDO\VLV KRZHYHU WUHDWV WKH GDWD DV KRPRJHQRXV WKXV RYHUORRNLQJ WKH IROORZLQJ VLJQLILFDQW
LQIRUPDWLRQ 7KHZRUN LQYHVWHG LQ HDFK VWUXFWXUH YDULHVZLGHO\ GHSHQGLQJ RQ LWV DJH VL]H DQG
IXQFWLRQ &RQGLWLRQ UDWLQJVR >  DW EULGJHV ROGHU WKDQ  \HDUV LQYDULDEO\ LPSO\ VXEVWDQWLDO
LQYHVWPHQWV LQ UHKDELOLWDWLRQ7R LOOXVWUDWH WKHSRLQW WKHFRQGLWLRQ UDWLQJVRI WKH1HZ<RUN&LW\
EULGJHV IRU  DQG  DUH SORWWHGZLWK UHVSHFW WR WKHLU ³\HDU EXLOW´ LQ )LJV D DQG E
%DVHGRQVLPLODUGDWD<DQHYDQG&KHQIRXQGWKHEULGJHFRQGLWLRQUDWLQJVWREHQRUPDOO\
GLVWULEXWHGZLWKDPHDQRIURXJKO\$QDYHUDJHGHWHULRUDWLRQUDWHREWDLQHGIURPHLWKHUVHWRI
GDWD SRLQWV LQ )LJ  ZRXOG QHYHU GURS EHORZ WKH UDWLQJ RI  QRW IXQFWLRQLQJ DV GHVLJQHG
0RUHRYHU D FOXVWHU RI EULGJHV DJHG EHWZHHQ  DQG  \HDUV DUH LQ YHU\ JRRG FRQGLWLRQ ,Q
FRQWUDVW WKH GDWD SRLQWV UHSUHVHQWLQJ WKH ORZHVW UDWHG EULGJHV IRU DQ\ DJH GHQRWHG E\ WKH
UHVSHFWLYH %ULGJH ,GHQWLILFDWLRQ 1XPEHUV LQ )LJ  KDYH ULVHQ VLJQLILFDQWO\ RYHU WKH H[DPLQHG
SHULRG7KLVLVHDVLO\XQGHUVWRRGZKHQWDNLQJLQWRDFFRXQWWKDWDSSUR[LPDWHO\86ELOOLRQKDYH
EHHQVSHQWRYHUWKHODVW\HDUVDWWKHIRXU(DVW5LYHUFURVVLQJVDORQHHYHQWKRXJKWKH\UHPDLQ
³EXLOW´LQDQGUHVSHFWLYHO\1HZ<RUN&LW\'27KDVVSHQWURXJKO\86
 PLOOLRQ DQQXDOO\ RQ FDSWLDO EULGJH SURMHFWV IRU RYHU D GHFDGH 7KXV )LJV D DQG E
LOOXVWUDWHWKHEULGJHQHWZRUNLPSURYHPHQWDVDUHVXOWRIFDSLWDOUHFRQVWUXFWLRQ
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
7DEOH(OHPHQWVDQGZHLJKWVLQWKHEULGJHFRQGLWLRQIRUPXOD1<6'27
L              
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D E
)LJ&RQGLWLRQUDWLQJYHUVXVDJHIRUWKH1HZ<RUN&LW\EULGJHVLQDQG


'XULQJWKHVWKHDQQXDOH[SHQGLWXUHVIRUFDSLWDOUHFRQVWUXFWLRQ	FRPSRQHQWUHKDELOLWDWLRQ
SHDNHG DW 86PLOOLRQ<DQHY  GHPRQVWUDWHG WKDW WKH FRQGLWLRQ UDWLQJ LPSURYHPHQWV
UHVXOWLQJIURPWKHVHH[SHQGLWXUHVDUHLQHTXLOLEULXPZLWKWKHIDVWHVWUDWKHUWKDQWKHDYHUDJHUDWHRI
GHWHULRUDWLRQ7KHVWHHSHVWOLQHRIGHFOLQHFRQVLVWHQWO\DSSURDFKHVWKHUDWLQJRILQ\HDUV2YHU
WKH SHULRG LOOXVWUDWHG LQ)LJV D DQGE WKH DYHUDJHRYHUDOO EULGJH FRQGLWLRQGLGQRW FKDQJH
YHU\VLJQLILFDQWO\,QFRQWUDVWWKHORZHVWFRQGLWLRQUDWLQJVQRORQJHUIDOOEHORZLQ 
7KHQHWZRUNOHYHOHTXLOLEULXPEHWZHHQVHUYLFHDEOHEULGJHFRQGLWLRQVDQGUHODWHGH[SHQGLWXUHV
LV FXUUHQWO\ PDLQWDLQHG DW DQ DQQXDO FRVW RI DERXW 86 P +DYLQJ HOLPLQDWHG WKH ULJLG
FRQVWUDLQW RI VHUYLFH IDLOXUHV SUHVHQWHG E\ SRRU EULGJHV WKURXJK UHFRQVWUXFWLRQ  UHKDELOLWDWLRQ
PDQDJHPHQWFDQIXUWKHURSWLPL]HGLUHFWDQGXVHUOLIHF\FOHFRVWVE\PDLQWHQDQFHSUHVHUYDWLRQ 


7KHEULGJHHOHPHQWQHWZRUN

$FFRUGLQJWR6HFWLRQWKHDQQXDOUHFRQVWUXFWLRQUHKDELOLWDWLRQFRVWVRIDODUJHQHWZRUNDUH
JRYHUQHG E\ WKH EULGJHV UDWHG EHORZ WKH DFFHSWDEOH FRQGLWLRQ OHYHO 6LPLODUO\ LI LQGLYLGXDO
VWUXFWXUHV DUH PRGHOHG DV QHWZRUNV RI HOHPHQWV WKHLU DQQXDO PDLQWHQDQFH  SUHVHUYDWLRQ FRVWV
XQGHUEXGJHWFRQVWUDLQWVVKRXOGGHSHQGRQWKHHOHPHQWVZLWKWKHIDVWHVWUDWHRIGHWHULRUDWLRQDQG
WKHJUHDWHVWLPSDFW:LWKFRQGLWLRQUDWLQJVIRUDOOEULGJHHOHPHQWVLQDOOVSDQVWKH1HZ<RUN6WDWH
EULGJHGDWDEDVHVXSSRUWVVXFKPRGHOLQJ 
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$JUDZDO DQG .DZDJXFKL  REWDLQHG HOHPHQW GHWHULRUDWLRQ UDWHV IRU 1HZ <RUN 6WDWH
EULGJHV E\ 0DUNRY DQG :HLEXOO PRGHOV XOWLPDWHO\ UHFRPPHQGLQJ WKH ODWWHU 7KH UHVXOWLQJ
OLIHF\FOHVDUHFRQVLVWHQWO\DURXQG\HDUV$VIRUEULGJHVVRIRUWKHLUHOHPHQWVWKHGHWHULRUDWLRQ
UDWHV REWDLQHG IURP ODUJHGDWDEDQNV E\ VWDWLVWLFDOPHWKRGV V\VWHPDWLFDOO\ REVFXUH WKHZRUVW DQG
KHQFHPRVWLPSRUWDQWFDVHV)RUWKHYHKLFXODUEULGJHVLQ&DOLIRUQLDUDWHGE\WKH$$6+72*XLGH
IRU&RPPRQO\5HFRJQL]HG6WUXFWXUDO(OHPHQWV7KRPSVRQDQG-RKQVRQFRQFOXGHGWKDWWKH
0DUNRYLDQ PRGHO DORQH LV ³LQDGHTXDWH« WR HVWLPDWH WUDQVLWLRQ SUREDELOLWLHV IURP D KLVWRULFDO
LQVSHFWLRQVGDWDVHWDORQH,PSRUWDQWLQIRUPDWLRQLVFOHDUO\PLVVLQJ7KHDXWKRUVEHOLHYHWKDWWKLV
PLVVLQJLQIRUPDWLRQLVPDLQWHQDQFHDFWLYLW\´     
)LJVKRZVWKHFRQGLWLRQUDWLQJVRIFHUWDLQVWUXFWXUDOHOHPHQWVLQFOXGHGLQ(TZLWKUHVSHFW
WR WKHLU DJH IRU WKH1HZ<RUN&LW\ YHKLFXODU EULGJHV LQ 2QFH DJDLQ UDWKHU WKDQ GHULYLQJ
DYHUDJHV OLQHV DUH GUDZQ WKURXJK WKH ZRUVW FRQGLWLRQ UDWLQJV REWDLQHG DW DQ\ DJH ,W FDQ EH
REVHUYHGWKDWWKHHOLPLQDWLRQRIWKHZRUVWEULGJHFRQGLWLRQVVKRZQLQ)LJELVQRWPDWFKHGE\
DFRUUHVSRQGLQJLPSURYHPHQWLQWKHZRUVWHOHPHQWFRQGLWLRQVLQ)LJIRUWKDW\HDU&RQVHTXHQWO\
ZKHUHDV )LJV D DQG E LOOXVWUDWH RYHUDOO EULGJH FRQGLWLRQ LPSURYHPHQWV REWDLQHG E\
UHFRQVWUXFWLRQ  UHKDELOLWDWLRQ)LJVD IGRQRWVKRZHOHPHQWFRQGLWLRQ LPSURYHPHQW WKDW
PLJKW UHVXOW IURP PDLQWHQDQFH  SUHVHUYDWLRQ :KHWKHU VSRQWDQHRXV RU GHOLEHUDWH VXFK D
PDQDJHPHQWFKRLFHPHULWVH[DPLQDWLRQ
<DQHY7HVWD DQG*DUYLQ  DQG<DQHYDQG5LFKDUGV RSWLPL]HGQHWZRUN OLIHF\FOH
H[SHQGLWXUHV E\ FRUUHODWLQJ WKH OHYHOV RI PDLQWHQDQFH WDVN SHUIRUPDQFH DQG WKH FRUUHVSRQGLQJ
HOHPHQWOLIHH[WHQVLRQV7KHPDLQWHQDQFHWDVNV UHFRPPHQGHGE\%LHQLHNet al 
ZHUHDVVXPHGWRLQIOXHQFHWKHFRQGLWLRQUDWLQJVRIWKHVWUXFWXUDOHOHPHQWVRI(TDFFRUGLQJ
WR GHWHUPLQLVWLFDOO\ VHOHFWHG LPSRUWDQFH IDFWRUV 7KH VKRUWHVW NQRZQ OLIHF\FOHV RI WKH EULGJH
HOHPHQWVVXFKDVWKRVHLQ)LJVDIDUHDVVXPHGWRRFFXUDWQRPDLQWHQDQFH 
7KH GHVFULEHG PHWKRG WUHDWV VWUXFWXUDO HOHPHQWV DV LQGHSHQGHQW %ULGJH GHVLJQ VLPLODUO\
FRQVLGHUV EULGJH VWUXFWXUHV DV VHWV RI GLVFUHWH HOHPHQWV WR EH GLPHQVLRQHG IRU SUHVFULEHG ORDGV
7KLV SRWHQWLDO GLVFRQWLQXLW\ LQ WKH GHVLJQ SURFHVV PXVW EH GHOLEHUDWHO\ HOLPLQDWHG EHIRUH LW
WUDQVODWHVLQWRDGLVFRQWLQXLW\RIWKHILQDOSURGXFW7KHGHVLJQRIGHWDLOVWUDQVIHUULQJORDGVEHWZHHQ
HOHPHQWVFDPHXQGHULQWHQVHVFUXWLQ\LQDIWHUWKHJXVVHWSODWHIDLOXUHVDWWKHGHFNWUXVVEULGJH
FDUU\LQJ5WH,RYHUWKH0LVVLVVLSSL5LYHU
$QDOWHUQDWLYHYLHZLVSURSRVHGLQRUGHUWREHWWHUUHYHDOVWUXFWXUDOYXOQHUDELOLWLHVWKDWPLJKWEH
VXLWDEOH WDUJHWV IRU EULGJH PDLQWHQDQFH  SUHVHUYDWLRQ EHIRUH UHFRQVWUXFWLRQ  UHKDELOLWDWLRQ
EHFRPHLQHYLWDEOH,QWKHDEVHQFHRITXDOLWDWLYHTXDQWLWDWLYHGDWDEULGJHPDQDJHUVKDYHWRUHO\
RQ WKH HQJLQHHULQJ NQRZOHGJH JDLQHG IURP LQVSHFWLRQ PDLQWHQDQFH DQG SDUWLFXODUO\ IURP WKH
HYLGHQFHRI VWUXFWXUDO HOHPHQW IDLOXUHV7KH VHW RI YDOXHV LQ7DEOH  DUH RQH H[DPSOH7KH\ DUH
DVVHPEOHG DV IROORZV 7KH EULGJH VWUXFWXUH LV FRQVLGHUHG DV D QHWZRUN FRPSULVHG RI WKH 
HOHPHQWVLQ7DEOHDQG(T7KHLPSDFWRIHDFKHOHPHQWRQWKHRWKHUVLVUDWHGIURPWRE\
LQFUHPHQWVRIDORQJ WKH URZV$VD UHVXOW WKHVXPRIHDFKURZ LQFROXPQ UHSUHVHQWV WKH
HVWLPDWHG LPSDFW RI WKH UHVSHFWLYH HOHPHQW ZLWKLQ WKH VWUXFWXUDO QHWZRUN 2QFH WKH PDWUL[ LV
FRPSOHWHGLQWKLVPDQQHUWKHVXPVRIHDFKFROXPQVKRZQLQURZZRXOGFRQYHUVHO\UHSUHVHQW
WKH HVWLPDWHG YXOQHUDELOLW\ RI HDFK HOHPHQW WR WKH UHVW $OWHUQDWLYHO\ RQH FRXOG HVWLPDWH
YXOQHUDELOLWLHV DORQJ WKH FROXPQV DQG WKH LPSDFW ZRXOG REWDLQ DORQJ WKH URZV (OHPHQWV DUH
DVVLJQHG LPSDFW  YXOQHUDELOLW\ RI ZLWK UHVSHFW WR WKHPVHOYHV DFFRXQWLQJ IRU WKH YDOXHV RI 
DORQJ WKHPDLQ GLDJRQDO RI WKHPDWUL[ 7KH YDOXHV DUH GHWHUPLQLVWLF DVZHUH WKHZHLJKWVwi LQ
7DEOHDQGUHIOHFWNQRZOHGJHRIVWUXFWXUDOEHKDYLRUDQGWKHZRUVWFDVHWUHQGVH[KLELWHGLQ)LJV
DQG 
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7KH ³LPSDFW´ DQG ³YXOQHUDELOLW\´ LQGH[HV LQ 7DEOH  FROXPQ DQG URZ  UHVSHFWLYHO\ DUH
FRPSDUDEOHWRWKHYDOXHVRIwiLQ7DEOHZLWKVRPHVLJQLILFDQWGLIIHUHQFHV7KHPRVWYXOQHUDEOH
HOHPHQWVRI7DEOHDUHSULPDU\PHPEHUVEHDULQJVDQFKRUEROWV	SDGVDQGGHFNV/HDGLQJLQ
LPSDFW DUH MRLQWV GHFNV DQGZHDULQJ VXUIDFH 3ULPDU\PHPEHUV MRLQWV DQG GHFNV IROORZHG E\
EHDULQJV REWDLQ KLJKHVW FXPXODWLYH VFRUHV VXJJHVWLQJPRVW FULWLFDO FRPELQDWLRQV RI LPSDFW DQG
YXOQHUDELOL\2I WKHVHHOHPHQWV MRLQWVKDYHE\ IDU WKHVKRUWHVWXVHIXO OLIHDVVKRZQ LQ)LJI
7KXV WKH\ FDQ EH UHJDUGHG DV WKHZHDN OLQN LQ WKH EULGJH VWUXFWXUDO FKDLQ EHVW VXLWHG IRU HDUO\
PDLQWHQDQFH SUHVHUHYDWLRQDFWLRQV7KDWGLVWLQFWLRQ LV VKDUHGE\VFXSSHUVDQGSDLQWZKLFKDUH
QRWLQFOXGHGLQ(T7KHLULQFOXVLRQLQWKHHTXDWLRQDQGLQ7DEOHZRXOGLPSURYHWKHPRGHORI
WKHVWUXFWXUDOYXOQHUDELOLW\WRHDUO\GHWHULRUDWLRQ



DVWHHODQGFRQFUHWHSULPDU\PHPEHU  EFRQFUHWHGHFN
    FZLQJZDOOV    GEHDULQJV
HEDFNZDOOV IMRLQWV
)LJ&RQGLWLRQUDWLQJVYHUVXVDJHIRUFULWLFDOEULGJHHOHPHQWVLQ



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
DDUPRUMRLQWFRQFUHWH EPRQRGHFNWRUQDQJOH FSURWUXGLQJVHDO

GPLVVLQJVHDO HFRQFUHWHKHDGHU IEXWWMRLQWHODVWRPHULFKHDGHU

JSRXUHGLQSODFHVHDO KFXVKLRQMRLQW LSOXJMRLQW
)LJ7\SLFDOPDOIXQFWLRQVRIGHFNMRLQWV


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
7DEOH$VDPSOH³FRUUHODWLRQ´EHWZHHQWKHFRQGLWLRQVRIWKHFULWLFDOEULGJHHOHPHQWV
L         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7KHZHDNOLQNGHFNMRLQWV
   
,Q   RI WKH  EULGJHV RQ WKH 1HZ <RUN &LW\ LQYHQWRU\ ZHUH YHKLFXODU ZLWK
DSSUR[LPDWHO\  VSDQV 7KH WRWDO QXPEHU RI MRLQWV H[FHHGHG  RI ZKLFK  ZHUH
H[SDQVLRQ RQHV )LJV DL LOOXVWUDWH W\SLFDO MRLQWV DQG WKHLUPDOIXQFWLRQV 3UHYDOHQW DUH WKH
VWHHODUPRUHGMRLQWVZLWKUXEEHUVHDOVVKRZQLQ)LJVDH5DUHUDUHWKH³FXVKLRQ´MRLQWVDVLQ
)LJK7KHEXWW MRLQWVZLWKRUZLWKRXWVWHHOHGJHVVKRZQLQ)LJVIJDUHXVHGLQGHFNV
ZLWKPLQLPDOWKHUPDOPRYHPHQWV(ODVWRPHULFFRQFUHWHKHDGHUVDVLQ)LJIDUHUHSODFLQJWKH
UHJXODUFRQFUHWHRQHV3RO\PHUSRXUHGLQSODFHVHDODQWVDUHXVHGLQGHFNVZLWKRXWDUPRUDVLQ)LJ
J3URSULHWDU\LQIODWDEOHVHDOVDUHXVHGIRU MRLQWVDFFRPPRGDWLQJVOLJKWO\ODUJHUGLVSODFHPHQWV
WKDQWKHEXWWMRLQWV7KHH[WUHPHWUDIILFKD]DUGVRIIDLOLQJDUPRUDQGFXVKLRQMRLQWVDUHWHPSRUDULO\
PLWLJDWHGE\SOXJMRLQWVDVLQ)LJLE\SDYLQJRYHUZLWKDVSKDOWRUXOWLPDWHO\E\VWHHOSODWHV
DVLQ)LJD7KHSUDFWLFHVPDOIXQFWLRQVDQGIDLOXUHVUHSRUWHGE\3XUYLVSHUWDLQLQDOORI
WKHUHSUHVHQWHGFDVHV
7\SLFDOPDOIXQFWLRQVREVHUYHGE\1<&'27%ULGJH,QVSHFWLRQVLQFOXGHWKHIROORZLQJ
&RPSUHVVLRQVHDOVGHEULVDFFXPXODWLRQUXSWXUHGSURWUXGLQJPLVVLQJ
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3RXUHGLQSODFHVHDOVEXWWMRLQWVGU\LQJRXWGHERQGLQJ
6WHHODUPRUORRVHEURNHQSURWUXGLQJ
&XVKLRQMRLQWEURNHQEROWVORRVHPLVVLQJSODWHV
&RQFUHWHKHDGHUFUDFNHGVDJJLQJEURNHQH[SRVHGUHEDUV
(ODVWRPHULFKHDGHUSRRUDGKHVLRQRIVHDODQW
&RQFUHWHGHFNVEURNHQFRUQHUV
$VSKDOWSDYHPHQWFUDFNHGVLQNLQJ
3OXJMRLQWVFUDFNHGHURGHGVWULSEXOJLQJVLQNLQJ
0RGXODU	ILQJHU MRLQWVDUHQRW LQFOXGHGKHUHLQGXHWR WKHLUVSHFLDO IXQFWLRQVDQGSURSHUWLHV
7KH\DUHSDUWLFXODUO\YXOQHUDEOH WRPLVDOLJQPHQW LPSDFW DQGGHEULVDFFXPXODWLRQ7KHLU LPSDFW
RQWKHVHUYLFHDELOLW\RIODUJHEULGJHVLVFULWLFDO 
 7KHLPSDFWRI MRLQWIDLOXUHVRQWKHYXOQHUDEOHVWUXFWXUDOHOHPHQWVLV LUUHYHUVLEOH)LJVDG
VKRZGDPDJHWRGHFNVEHDULQJVSHGHVWDOVIDVFLDDQGHQWLUHSLHUVXQGHUH[SDQVLRQMRLQWV7KHUHVW
RIWKHEULGJHVKRZQLQ)LJGDSSHDUVLQJRRGFRQGLWLRQ


DVWHHOSODWHUHSODFLQJDIDLOHGMRLQW EVSDOOLQJIDVFLD
FEHDULQJVSHGHVWDOVXQGHUH[SDQVLRQMRLQW GSLHUUHKDELOLWDWLRQDWH[SDQVLRQMRLQW
)LJ6WUXFWXUDOFRQVHTXHQFHVRIH[SDQVLRQMRLQWPDOIXQFWLRQV


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&RQFOXVLRQV

3URGXFWVDQGSURFHVVHVIDLODWGLVFRQWLQXLWLHVDULVLQJEHWZHHQWKHLUFRPSRQHQWVDQGWKHLUVWDJHV
UHVSHFWLYHO\7KHOLIHF\FOHSHUIRUPDQFHRIH[SDQVLRQMRLQWVLGHQWLILHVWKHPDVGLVFRQWLQXLWLHVERWK
LQWKHGHVLJQHGSURGXFWDQGLQWKHPDQDJHPHQWSURFHVV'HVLJQHGDQGEXLOWIRUDQXQUHDOLVWLFW\SH
RI VHUYLFH DQGPDLQWHQDQFH WKH\ DUHPDQDJHGZLWK XQUHDOLVWLF SHUIRUPDQFH H[SHFWDWLRQV 7KHLU
UHSODFHPHQW LV RIWHQ WKH RQO\ DYDLODEOH UHPHG\ DPRXQWLQJ WR UHKDELOLWDWLRQ EHFDXVH RI LWV
FRPSOH[LW\$VHDFKVWDJHRIWKHSURFHVVUHOLHVRQWKHQH[WRQHWRLPSURYHWKHSHUIRUPDQFHRIWKH
SURGXFW WKH XVHIXO OLIH RI MRLQWV LV HIIHFWLYHO\ PLQLPL]HG 7KXV VWHSV WRZDUGV LPSURYLQJ WKH
SHUIRUPDQFHRIWKHSURGXFWPXVWEHWDNHQDWDOOVWDJHVRIWKHSURFHVV 
x'HVLJQ 
)Xet al SFRQFOXGH WKDWGHFNVDUHSULPDULO\GHVLJQHGDQGUHLQIRUFHGIRU IOH[XUH
EXWIDLOLQ³VKHDUIDWLJXH´)DWLJXHGHVLJQLVZHOODGYDQFHGIRUVWHHOEXWQRWIRUWKHRWKHULQYROYHG
PDWHULDOVLQFOXGLQJFRQFUHWHHODVWRPHULFFRQFUHWHSRO\PHUVHDODQWVDQGVRRQ$$6+72/5)'
KDV HPSKDVL]HG WKH YXOQHUDELOLW\ RI MRLQWV WR IDWLJXH DQG IUDFWXUH E\ LQFUHDVLQJ WKHLU OLYH ORDG
LPSDFW IDFWRU IURP  WR  7KH LQFUHDVH KRZHYHU UHIOHFWV SULPDULO\ WKH SHUIRUPDQFH RI
PRGXODUMRLQWVDQGLVOLNHO\WREHXVHGLQWKHLUGHVLJQ7KHKLJKHULPSDFWIDFWRUGRHVQRWH[WHQGWR
GHFNV 7KHUH LV DEXQGDQW HYLGHQFH WKDW LI WKH VWHHO DUPRU GRHV QRW IDLO LW GHVWUR\V WKH FRQFUHWH
KHDGHUDQGLIWKHKHDGHUKROGVLWEUHDNVDZD\IURPWKHGHFN7KHIROORZLQJTXHVWLRQVDULVH
:KDWDUHWKHDSSURSULDWHG\QDPLFORDGVDFWLQJRQMRLQWV" 
:KDWPDWHULDOVDQGGLPHQVLRQVFDQUHVLVWWKHVHORDGVRYHUDQDFFHSWDEOHQXPEHURIF\FOHV" 
:KLOHWKHVHTXHVWLRQVUHPDLQXQUHVROYHGPRVWH[SDQVLRQMRLQWVDUHQRWGHVLJQHGIRUDVSHFLILF
SHUIRUPDQFHEXWDGRSWHGIURPD³VWDWHRIWKHDUW´LQYHQWRU\RIDYDLODEOHVXSSOLHV 
x&RQVWUXFWLRQ5HKDELOLWDWLRQ 
7KHVWHHODQGFRQFUHWHMRLQWHOHPHQWVDQGFRPSUHVVLRQVHDOVDUHXVXDOO\LQVWDOOHGDFFRUGLQJWR
GHVLJQVSHFLILFDWLRQVIRUWKHSURGXFWZKLFKLVW\SLFDOO\OLPLWHGWRWKHMRLQWLWVHOI0LQRUVWUXFWXUDO
PLVDOLJQPHQWVFDQLPSRVHXQVXVWDLQDEOHORDGVRQMRLQWV7KHSRXUHGLQSODFHVHDOVDUHVHQVLWLYHWR
DPELHQW FRQGLWLRQV DQG PDWHULDO SUHSDUDWLRQ $V D UHVXOW WKHLU SHUIRUPDQFH LV KLJKO\ XQHYHQ
$GKHVLRQ WRHODVWRPHULFDQG UHJXODUFRQFUHWHKHDGHUV LVSRRU7KHUHDUHQRZDUUDQWHHVFRYHULQJ
WKHLUH[SHFWHGXVHIXOOLIHXQGHU$$6+72WUDIILFORDGV
x0DLQWHQDQFH3UHVHUYDWLRQ 
&RPSUHVVLRQ DQG SRXUHG LQ SODFH VHDOV DUH QRW UHJXODUO\ FOHDQHG DQG UHSODFHG /RRVH VWHHO
DQJOHVDUHQRWEROWHGXQWLOWKH\EUHDNRUEUHDNWKHFRQFUHWHKHDGHU%HDULQJVSHGHVWDOVDQGWURXJKV
XQGHUH[SDQVLRQMRLQWVDUHQRWFOHDQHG3OXJMRLQWVFDQEHLQVWDOOHGDVHPHUJHQF\UHSODFHPHQWRI
FXVKLRQMRLQWVZLWKDQH[SHFWHGOLIHRI\HDUVGHSHQGLQJRQWKHWUDIILFYROXPHDQGWKHGHPDQG
IRUVWUXFWXUDOPRYHPHQW
$OOMRLQWUHODWHGPDLQWHQDQFHWDVNVLQFOXGLQJWKHLQVSHFWLRQVUHTXLUHH[WHQVLYHWUDIILFFORVXUHV
DQGLQFXUKLJKGLUHFWDQGXVHUFRVWV7UDIILFDQGZDWHUXQGHUWKHEULGJHIXUWKHUFRQVWUDLQUHPHGLDO
ZRUN$VDUHVXOWODSVHVLQMRLQWPDLQWHQDQFHW\SLFDOO\DFFHOHUDWHUHFRQVWUXFWLRQDVLOOXVWUDWHGLQ
)LJVDG 
&DUROKDVLQYHVWLJDWHGWKHG\QDPLFSHUIRUPDQFHRISRO\PHUFRQFUHWHDVDSDUWLDOUHSDLU
IRU IDLOHG MRLQWKHDGHUV7KH ILQGLQJVXQGHUVFRUH WKH LPSRUWDQFHRI WDNLQJ LQWRDFFRXQWG\QDPLF
ORDGVDQGDYRLGLQJPDWHULDOGLVFRQWLQXLWLHVVXFKDVWKHRQHVDULVLQJEHWZHHQVWHHODQGFRQFUHWHLQ
DUPRUMRLQWV 
7KHHOHPHQWVFRPSULVLQJWKHEULGJHFRQGLWLRQIRUPXOD LQ(TDQGHQXPHUDWHG LQ7DEOHV
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DQGKDYHEHHQFKRVHQPRUHWKDQ\HDUVDJRLQRUGHUWRSULRULWL]HUHKDELOLWDWLRQUHFRQVWUXFWLRQ
7KH H[SDQVLRQ MRLQW GHILFLHQFLHV GHVFULEHG WKXV IDU DQG WKH SRWHQWLDO FRXQWHUPHDVXUHV UHPDLQ
EHORZ WKH VFRSH RI UHFRQVWUXFWLRQ EXW H[FHHG ³URXWLQH´ PDLQWHQDQFH 7KH %ULGJH 3UHVHUYDWLRQ
*XLGH)+:$DGGUHVVHVWKDWJDSLQWKHPDQDJHPHQWRSWLRQV,WFRQWDLQVDVHWRIDFWLYLWLHV
GHVLJQHGWRDUUHVWDWUHODWLYHO\ORZFRVWWKHGHWHULRUDWLRQRIHOHPHQWVZLWKKLJKLPSDFWEHIRUHWKH
FULWLFDOO\LPSRUWDQWGHFNVSULPDU\PHPEHUVDQGSLHUVDUHDIIHFWHG&RQGLWLRQUDWLQJWUHQGVVXFK
DV WKH RQHV VKRZQ LQ )LJV  VXJJHVW WKDW VFXSSHUV ZRXOG EH D VXLWDEOH WDUJHW IRU EULGJH
SUHVHUYDWLRQDORQJZLWKH[SDQVLRQMRLQV3DLQWLQJLVDOUHDG\WUHDWHGDVUHKDELOLWDWLRQ 
x&RQGLWLRQ$VVHVVPHQW
7KHSUHVHQWFRQFOXVLRQVDUHGUDZQIURPTXDOLWDWLYHYLVXDODVVHVVPHQWVRIVWUXFWXUDOFRQGLWLRQV
DQG ORRVHO\ UHODWHG H[SHQGLWXUHV TXDQWLILHG LQ PRQH\ 6LQFH WKHUH LV QR XQLTXHO\ GHILQHG
FRUUHODWLRQEHWZHHQWKHWZRWKHFRVWVRIPDLQWHQDQFHSUHVHUYDWLRQDFWLYLWLHVDUHNQRZQEXWWKHLU
EHQHILWV LQ WHUPV RI OLIH H[WHQVLRQ DUH DW EHVW DVVXPHG 2YHU WKH SHULRG UHIOHFWHG LQ )LJ 
VWUXFWXUDO FRQGLWLRQ DVVHVVPHQWV HPSKDVL]HG WKH HOLPLQDWLRQ RI LPPLQHQW KD]DUGV XOWLPDWHO\
DFKLHYHG E\ UHFRQVWUXFWLRQ  UHKDELOLWDWLRQ $V WKH QHHGV 	 EHQHILWV UHODWHG WR PDLQWHQDQFH 
SUHVHUYDWLRQJDLQLQLPSRUWDQFHVRGRHVWKHGHPDQGIRUWKHLUTXDQWLILFDWLRQ7KDWGHPDQGKDV\HW
WR EH PHW ZLWK WKH KHOS RI WKH QHZO\ GHYHORSHG FDSDELOLWLHV IRU QRQGHVWUXFWLYH WHVWLQJ DQG
HYDOXDWLRQ1'7	(&XUUHQWORQJWHUPEULGJHKHDOWKPRQLWRULQJLQLWLDWLYHVKDYHFRQFHQWUDWHGRQ
WKH SHUIRUPDQFH RI EULGJH GHFNV 7KHUH DUH DOVR DGYDQFHV LQ WKH PRQLWRULQJ RI VHLVPLF
SHUIRUPDQFHDQGVFRXU7KHSHUIRUPDQFHRIH[SDQVLRQ MRLQWVXQGHU WUDIILF LVDQRWKHUPRQLWRULQJ
WDUJHWZKLFKZRXOGDGYDQFHEULGJHGHVLJQ 
6RIDU MRLQWPDOIXQFWLRQVDUHIXOO\DGGUHVVHGZKHQWKHLUFRQVHTXHQFHVVXFKDV WKHIDLOXUHRI
GHFNVEHDULQJVDQGSHGHVWDOVEHFRPHPDQLIHVW,QWKHPHDQZKLOHYHKLFXODUWUDIILFLVJURZLQJLQ
YROXPHDQGJDLQLQJ LQZHLJKW-RLQWVDQG WKHLU³KHDGHUV´UHJXODUO\EUHDNXQGHUF\FOLFRUXQLTXH
LPSDFW 7KH ³LPSDFW´ DQG ³YXOQHUDELOLW\´ HVWLPDWHV LQ 7DEOH  UHSUHVHQW DQ DVVXPHG VWUXFWXUDO
UHVSRQVH WR DVVXPHG WUDIILF ORDGV:LWKRXWTXDQWLILDEOHPHDVXUHPHQWV LWZRXOGEH KDUG WR EDVH
LPSRUWDQWPDQDJHPHQWGHFLVLRQVRQWKHUHVXOW)Xet al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Abstract.  The large number of long-span bridges constructed in China motivates the applications of 
structural health monitoring (SHM) technology. Many bridges have been equipped with sophisticated SHM 
systems in the mainland of China and in Hong Kong of China. Recently, SHM technology has been 
extended to field test systems. In this view, SHM can serve as a tool to develop the methods of life-cycle 
performance design, evaluation, maintenance and management of bridges; to develop new structural 
analysis methods through validation and feedback from SHM results; and to understand the behavior of 
bridges under natural and man-made disasters, rapidly assess the damage and loss of structures over large 
regions after disasters, e.g., earthquake, typhoon, flood, etc. It is hoped that combining analytical methods, 
numerical simulation, small-scale tests and accelerated durability tests with SHM could become the main 
engine driving the development of bridge engineering. This paper demonstrates the above viewpoint. 
Keywords:   structural health monitoring; bridge; life-cycle performance evaluation; data 
1. Introduction 
A number of long-span bridges have been constructed or will be constructed in the mainland of 
China. The total number of the highway bridges and railway bridges in the mainland of China has 
ranked number 1 in the world. However, the long-span bridges suffer from the long-term actions of 
loads and environment, natural disasters, man-made disasters and performance deterioration 
(fatigue, durability, etc). Therefore, a highly efficient management technology is needed for so 
many bridges in the mainland of China. SHM technique can aid to understand the performance 
evolution rules through monitoring, and then provide early alarm and decisions for maintenance.  
SHM is considered to originate from smart sensor technology in the early 1990s. A SHM 
system includes modules for sensing, data acquisition and transmission, data management, data 
processing, data analysis, modeling, safety evaluation and decision-making. Ou and Li (2010) 
reviewed the SHM techniques in the mainland of China. 
Various smart sensors have been developed over the past three decades. However, optical fiber 
sensors and wireless sensor networks have the most promising prospects (Ansari 2008, Bao et al.

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1993, Zhou and Ou 2009, Dong et al. 2013, Lynch and Loh 2005, Spencer et al. 2004, Yu et al.
2009). Recent years, the compressive sampling-based data packet loss recovery methods have 
been proposed as an improvement of the reliability of data transmission of wireless sensors. 
Many vibration-based damage detection and model updating approaches have been extensively
proposed (Doebling et al. 1996, Sohn et al. 2003, Li et al. 2008, Li et al. 2011, Bao et al. 2012). 
However, the accuracy of the vibration-based damage detection and model updating cannot meet 
the practical requirement due to uncertainties of environment and structures, too few sensors and 
minor local damage of bridges.
This paper presents an overview of applications of structural health monitoring systems for 
long-span bridges in the mainland of China. Representative sophisticated SHM systems for 
long-span bridges are introduced. Based on practical experience, the variables to be monitored, the 
placement of sensors, the type of sensors, and the sampling rate and scheme of data are described. 
The methods of data analysis and modeling, and the safety evaluation based on the SHM technique 
are presented.
2. Applications of SHM systems for long-span bridges in the mainland of China 
2.1 Overview of applications of SHM systems for long-span bridges in the mainland of 
China
A number of SHM systems have been designed and implemented in long-span bridges in the 
mainland of China. Some of them are listed in Table 1. The table shows that the sophisticated
SHM systems are very complex, consisting of hundreds of sensors, complex data acquisition and 
data transmission systems, database for management and safety evaluation. The systems are 
operated and remotely controlled online. The data analysis and condition assessment are conducted 
in both online and offline schemes. The evaluation results are presented in visualization. The data 
analysis and safety evaluation reports can be automatically generated and sent to the managers. 
The variables to be monitored can be categorized into three groups, i.e., loads and 
environmental actions, local response and global response. The load and environmental 
measurements record vehicular weight (by weigh-in-motion system and digital camera), the 
temperature and humidity (by thermal couples, FBG temperature sensors and humidity sensors), 
the wind (by ultrasonic anemoscope for fluctuating wind and propeller anemometer for static 
wind), earthquake ground motion (by triaxial accelerometer), the vessel collision(by 
accelerometer), and rain fall. Local response includes the strain in key elements (by strain gauges, 
vibrating wire sensors and FBG strain gauges), the cable tension (by accelerometers, load cells, 
FBG strain sensors and electromagnetic sensors) and damage (by acoustic emission, ultrasonic 
detection), the corrosion (by electrochemical-based sensors, optical fiber sensors), the reaction 
force of supports/anchorages (by load cells and displacement transducers), and the scour (by radar, 
ultrasonic systems, optical fiber sensors, vibrating sensors). The global response includes the 
acceleration and displacement (by accelerometers, global positioning systems (GPS), displacement 
transducer, inclination sensors). 
2.2 Representative SHM systems for two cable-supported long-span bridges 
Two SHM systems are introduced here, one for a suspension bridge and the other for a 
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cable-stayed bridge. Figs. 1 and 2 show the layout of the sensors in these two representative SHM 
systems for a long-span suspension bridge and a cable-stayed bridge, respectively.
Table 1 Overview of bridges implemented SHM systems in the mainland of China
Name of bridge
Information of bridge
(type, span length, total length, 
tower height, completion year)
Sensors and number
Data used for condition 
assessment
Xihoumen Bridge*
Suspension 
bridge,1650m+578m
5.452km, 211.286m
2009
Anemometer (6+2), Temperature & 
Humidity sensor (7) , Temperature sensor 
(46+73),Strain gauge (96), Grating-ruler 
sensor(3), Displacement transducer (4), 
Cable tension sensor(49), Unaxial 
accelerometer (22), Triaxial accelerometer 
(2) , Inclination sensor (16),  GPS(15),
Total sensors: 341
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Jintang Bridge*
Cable-stayed bridge
77 m+218m+620 
m+218m+77m
26.54km
204m
2009
Anemometer (2+2), Temperature & 
Humidity sensor (7) , Temperature sensor 
(9+166),Strain gauge (144), Grating-ruler 
sensor(6), Unaxial accelerometer (8+15), 
Triaxial accelerometer (2) , Inclination 
sensor (10),  Inter connecting pipe 
(46),Cable tension sensor(72), Load 
cell(12), , GPS(4),
Total sensors: 505
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Hong Kong-Shenzhen 
Western Corridor*
Cable-stayed bridge
180m+90m+75m
5545m
139m
2007
Anemometer (4+1), Rain falling gauge(1), 
Temperature & Humidity sensor (1) , 
Temperature sensor (27),
Strain gauge (284), Displacement 
transducer(4), Unaxial accelerometer (30), 
Triaxial accelerometer (1) , Inclination 
sensor (6),  Inter connecting pipe 
(15),Cable tension sensor(17), Load cell(6), 
Weight-in-Motion sensor (2)
Digital Camera(2)
Total sensors: 401
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Qinlinwan Bridge*
Cable-stayed bridge
2×50m+180m+2×50m
1069m
128.485m
2010
Anemometer (1), Temperature & Humidity 
sensor (3) , Temperature sensor (32),Strain 
gauge(52), Displacement transducer(4), 
Unaxial accelerometer (24+29), Triaxial 
accelerometer (2) , Inclination sensor (8),  
Inter connecting pipe (24),GPS(2), Vehicle 
Speedometer(1), Digital Camera(2)
Total sensors: 184
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Waitan Bridge*
Cable-stayed bridge
225m+90m
1393m
85.243m
2010
Anemometer (2), Temperature & Humidity 
sensor (3) , Temperature sensor (26),Strain 
gauge (37),Displacement transducer(4), 
Unaxial accelerometer (26+14), Triaxial 
accelerometer (1) , Inclination sensor (6),  
Inter connecting pipe (20),GPS(1), Vehicle 
Speedometer(1), Digital Camera(2)
Total sensors: 142
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Wantou Bridge*
Arch bridge
48m+180m+48m
833m
—
2009
Anemometer(1), Temperature & Humidity 
sensor(2), Temperature sensor(19), Strain 
gauge(21), Unaxial accelerometer (15), 
Displacement transducer(4), GPS(1), 
electromagnetic sensor(10), Digital 
Camera(2), Vehicle speedometer (1)
Total sensors: 76
Wind, traffic load, deflection, 
displacement, vibration, 
strain, cable force
Mingzhou Bridge*
Arch bridge
100m+450m+100m
1250m
Anemometer(1), Temperature & Humidity 
sensor(1), Temperature sensor(40), Strain 
gauge(54), Unaxial accelerometer (15), 
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
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—
2011
Triaxial accelerometer (2) , Displacement 
transducer(4), GPS(3), electromagnetic
sensor(22), Digital Camera(2), Vehicle 
speedometer (1)
Total sensors: 145
Caofeidian 1# Bridge*
Cable-stayed bridge
138m+138m
2.35km
120m
2010
Anemometer (2), Temperature & Humidity 
sensor (2) ,FBG temperature sensor 
(34),FBG strain gauge (34), 
Weight-in-Motion(1), Unaxial accelerometer 
(38), Triaxial accelerometer (1) , 
Bi-Inclination sensor (4),  Inter connecting 
pipe (14),Digital Camera(2)
Total sensors: 132
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
TonglinYangtze River 
Bridge*
Cable-stayed bridge
80+90+190+432+190+90+80m
2592m
153.65m
1995
Anemometer (1), Temperature & Humidity 
sensor (1) ,FBG temperature sensor 
(32),FBG strain gauge (32), FBG 
displacement transducer(4),Vehicle 
speedometer (1), Inter connecting pipe 
(22),GPS(10)
Total sensors: 103
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
Hangzhou Bay Bridge*
Cable-stayed bridge
70+160+448+160+70m
(South Channel Bridge)
100+160+318m
(North Channel Bridge)
36km
178.8m(North Channel Bridge)
194.3m(South Channel Bridge)
2008
North Bridge: Anemometer (2+2), 
Temperature & Humidity sensor (6), 
Weight-in-Motion sensor (2), FBG 
temperature sensor (24),FBG strain gauge 
(58), Unaxial accelerometer (28+49), 
Triaxial accelerometer (2) Displacement 
transducer (10),Inter connecting pipe (36), 
GPS (4), Digital Camera (2)
Total sensors: 225
South Bridge: Anemometer (2+1), 
Temperature & Humidity sensor (5), FBG 
temperature sensor (20),FBG strain gauge 
(46), Unaxial accelerometer (22+25), 
Triaxial accelerometer (2) Displacement 
transducer (9), Inter connecting pipe 
(18),GPS (4)
Total sensors:154
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
Nanjing Fourth Yangtze 
River bridge*
Suspension bridge
410.2ャ1418ャ363.4m
28.996km
230.9m
2012
Anemometer (4+2), Temperature & 
Humidity sensor (14), Weight-in-Motion 
sensor (2), Temperature sensor (6+15),Strain 
gauge (36), Unaxial accelerometer (39), Bi-
accelerometer (16),Triaxial accelerometer 
(4) Displacement transducer (12),Inclination 
sensor (17), GPS (19), GPS basestation (2)
Total sensors: 188
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
Jiaxing-Shaoxing 
Bridge*
Cable-stayed bridge
70+200+5×428+200+70m
10.137km
169.964~173.174 m
2013
Anemometer (4+1), Rain falling gauge (1), 
Temperature & Humidity sensor (11),Scour 
sensor (7), Corrosion sensor (12), 
Weight-in-Motion sensor (1), Temperature 
sensor (45),Strain gauge (182), Unaxial 
accelerometer (156+38), Triaxial 
accelerometer (2) Displacement transducer 
(54),Inter connecting pipe (48), Inclination 
sensor (18), GPS (5), GPS basestation 
(1),Digital Camera (48)
Total sensors: 634
Wind, Traffic load, 
deflection, displacement, 
Vibration, Strain, cable force
Taizhou Yangtze River 
Highway Bridge
Suspension bridge
Main span 1080 m,
2940 m
191.5 m
2012
Anemometer (1),Temperature and Humidity 
sensor (1), Static GPS (11), Uniaxial 
accelerometer (39), Triaxial accelerometer 
(12), Strain gauge (168),Temperature sensor 
(42)
Environment information: 
wind speed; atmospheric 
temperature; humidity; 
internal temperature of the 
bridge.
Displacement of the bridge; 
displacement of bridge 
support; acceleration; strain 
and stress
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Donghai Bridge
cable-stayed bridge
420 m
32.5 km
195 m
2006.
Temperature sensor 70, Strain monitoring 
point64, Static GPS 9, Anemometer 3, 
Accelerometer56, Fatigue meter 48, 
Extensometer 8, Water Pressure Sensor 76, 
Cable tension sensor 16, Corrosion sensor 36
Environment information: 
wind speed; atmospheric 
temperature; humidity; 
internal temperature of the 
bridge.
Structural response: overall 
displacement of the bridge; 
displacement of bridge 
support; acceleration; strain 
and stress
Su-Tong Yangtze River 
Bridge
Cable-stayed bridge
1088 m
2088 m
300.4 m
2008
Displacement meter: 12, Hygrometer: 9,  
Accelerometer: 38, Magnetic dynamometer: 
16, Inclination sensor: 6, Strain gauge: 333, 
Fiber optic sensor: 16, Anemometer: 11, 
GPS base station: 12; Corrosion sensor: 12; 
Non Stress Meter: 2.
Environment information:
wind speed; atmospheric 
temperature; humidity; 
internal temperature of the 
bridge.
Structural response: overall 
displacement of the bridge; 
displacement of bridge 
support; acceleration; strain 
and stress.
Jiangyin Yangtze River 
Highway Bridge
Suspension bridge
1385m
2008m
193m
1999
Fiber optic strain sensor: 1680, 
Accelerometer: 35, Fiber optic temperature 
sensor: 36, GPS base station: 9, Hygrometer: 
2, Temperature sensor: 2, Triaxial ultrasonic 
anemometer: 2, Displacement meter: 4, 
Barometer: 2, electromagnetic sensor: 14.
Displacement and vibration 
of main girder and bridge 
tower; tension force of 
suspension cable; 
temperature field; humidity; 
wind speed.
Nanjing Second 
Yangtze River Bridge
Cable-stayed bridge
628m
2938m
195.41m
2001
Total station 22 prisms on the main girder, 
16 displacement measurement points for 
each tower), vibrating wire strain gauge, 
electromagnetic sensor, anemometer, 
temperature sensor, hygrometer
Alignment and strain of main 
girder; tension force of stay 
cables; displacement of 
bridge tower; temperature 
field of main girder; 
vibration of main girder and 
bridge tower; traffic load; 
wind speed.
Nanjing Third Yangtze 
River Bridge
Cable-stayed bridge
648m
1288m
215m
2006
Accelerometer: 43, Strain gauge: 488+244, 
Temperature and humidity sensor: 6, 
Anemometer: 2, cable tension sensor: 168, 
displacement sensor: 72, Deflection sensor: 
42, Bearing force sensor: 12
Alignment and strain of main 
girder; tension force of stay 
cables; displacement of 
bridge tower; temperature 
field of main girder; 
vibration of main girder and 
bridge tower; traffic load; 
wind speed and humidity; 
Bearing force.
Zhenjiang-Yangzhou 
Yangtze River 
Highway Bridge 
(Cable-stayed bridge)
Cable-stayed bridge
406m
756.8m
146.9m
2005
Accelerometer: 80, Strain sensor: 60, 
Anemometer: 1, Temperature sensor: 24, 
GPS base station: 8
Alignment and strain of main 
girder; tension force of stay 
cables; vibration of tower, 
steel box girder, main cable 
and stay cables; temperature 
field of main girder
Zhenjiang-Yangzhou 
Yangtze River 
Highway Bridge 
(suspension bridge)
Suspension bridge
1490m
2430m
209.9m
2005.
Accelerometer: 93, Strain sensor: 72, 
Anemometer: 1, Temperature sensor: 40, 
GPS base station: 8.
Alignment and strain of main 
girder; tension force of stay 
cables; vibration of tower, 
steel box girder, main cable 
and stay cables; temperature 
field of main girder
Chonghai Yangtze 
River Bridge
Six-span continuous beam steel 
bridge102m+4×185m+102m
2011
Anemometer: 2, Temperature and humidity 
sensor: 8, Structural temperature sensor: 72, 
Expansion joint displacement sensor: 8, 
Deflection sensor: 9, Strain sensor: 72, 
Vibrometer: 26, Collision sensor: 21, 
External tendon force sensor: 16.
LoadヲWind speed; 
atmospheric temperature; 
humidity; structure 
temperature; pavement 
temperature; traffic load;
Structural response: 
acceleration(vibration of 
main structure, earthquake, 
collision), structure 
deflection; strain and stress; 
displacement of support and 
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expansion joints; external 
tendon force.
Shanghai Yangpu 
Bridge
Cable-stayed bridge
602m
1172m
208m
1993
Strain sensor: 40, Piezoelectric sensor: 5
Acceleration; traffic load; 
tension force; strain; 
deformation; overall 
displacement, etc.
The Xiabaishi Bridge
Prestressed concrete continuous
rigid frame bridge
145m+2×260m+145 m
810m
2003
Accelerometer: 153(49 measurement points 
plus 2 reference points for vertical, 
longitudinal and horizontal directions each).
Vibration of the bridge
Qingzhoucable-stayed 
bridge
Cable-stayed bridge
605m
1185m
175m
2002
Accelerometer: 348(180 for bridge deck and 
168 for each stay cable), Level gauge, Total 
station, Deflection sensor.
Vibration of bridge deck and 
stay cables; deflection of 
bridge deck; displacement of 
tower, tension force of stay 
cables.
Wulongjiang Bridg
Prestressed concrete T-frame 
bridge
58m+3×144m+58m
548m
1971 (retrofitted in 2007, SHM 
system was implemented in 
2007).
Anemometer, Temperature and humidity 
sensor, GPS base station, Vibrating wire 
strain gauge, Fiber optic strain sensor,
Accelerometer.
Temperature field of bridge 
structure, humidity, wind 
direction, bridge 
displacement and 
acceleration, strain of 
concrete.
Fig. 1 shows that eight anemoscopes are installed on the deck and towers to measure the inflow 
of wind. Temperature and humidity sensors are installed on the bridges. It is noted that there is no 
sensor for vehicular weight in Fig. 1. In fact, weigh-in-motion systems have been embedded into 
each lane at one cross section of girders, which are included in traffic management system, rather 
than in structural health monitoring system. The accelerometers are installed on the free field near 
the bridge piers to measure seismic input and to investigate the travelling wave effects. Strain 
gauges are installed on the girders to investigate strain and fatigue damage. Since fatigue damage 
has been extensively observed in the “U” reinforced rib on the top of steel box-girders, strain 
gauges are attached to the upper plates of the box-girders. Load cells are installed at the 
anchorages of the main cables to measure the cable tension. Load cells and accelerometers are 
attached on the cables/hangers to measure the tension force and the vibration of the cables/hangers. 
For suspension bridges, the longest hangers near the tower are likeliest to be excited into 
oscillations and equipped with accelerometers. For the global response, the acceleration of cables, 
girders and towers are measured by accelerometers. The displacement of the main cables, towers 
and girders is measured by both GPS and inclinometers. The relative displacement between the 
tower and the girder is measured by displacement transducers. 
At the six-tower cable-stayed Jiashao Bridge, similar with the suspension bridge above, 
anemoscopes are installed on girders and top of towers to record wind; humidity and temperature 
are measured by humidity and temperature sensors; weigh-in-motion systems have been embedded 
in one end of bridge to measure vehicular weight, speed and volume; and rainfall sensor is also 
used for monitoring rainfall intensity. The turbulence in the river is dramatic, scour is severe and 
should be closely monitored by SHM. Scour sensors and corrosion sensors are installed on the pier.
Pressure transmitter is densely installed on the girder to measure the displacement. The 
displacement of the towers is measured by inclinometers and GPS, and the vibration of girders and 
towers is recorded by accelerometers. Accelerometers also measure the cable tension force and 
oscillation. Strain sensors have been attached on girders and piers. Displacement transducers have 
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been installed at the connections of girders and piers and joint mentioned below. Considering such 
long bridge, stressed induced by temperature variations must be released. To that end, a joint is 
installed in the middle of the structure. The joint has very complex configuration and it requires 
particular attention during the design of the SHM system. Many sensors have been installed on this 
joint, as shown in Fig. 2 (in the middle of entire bridge span).
2.3 Lessons from the practice of SHM technique
The lessons from the practice of sophisticated SHM systems are summarized as follows:
The maximum vehicular loads, seasonal wind and typhoons, and temperature have been 
obtained and compared with those in design codes and with the design parameters. The SHM 
systems have observed overweight vehicles.  
The measured strain and cable tension forces are much smaller than the design values under 
normal operating conditions. As a consequence, fatigue damage of the steel box girders and cables
is also small. Normally, fatigue life of bridge structures is much longer than that specified in 
design codes.
The displacement of the main cables in suspension bridge is very small at normal operating 
conditions.
Bridge acceleration is induced mainly by wind and heavy trucks. For suspension bridges, the 
girder and the hangers close to the towers are readily excited to dramatic oscillations, as shown in 
Fig. 3. For cable-stayed bridges, stay cables, particular the longer ones, may oscillate under wind.
Vortex-induced-vibration has been observed at the girder of the suspension bridge, as shown in Fig.
4.
Fig. 1 Layout of sensors in a suspension bridge in China
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Fig. 2 Layout of sensors for a six-tower cable-stayed bridge in China
Fig. 3 Wind-induced-vibration of hanger
Fig. 4 Vortex-induced-vibration of girder
The natural frequencies, damping ratios and mode shapes are obtained based on the monitored 
acceleration by using the stochastic subspace identification method (SSI). The natural frequencies 
may vary with temperature. Damping ratios are more scatter than the frequencies and vary with the 
wind-induced vibrations due to aerodynamic effects. This has also been observed by Jo et al.
(2009) and Koh et al. (2009) in the suspension bridges in Hong Kong and Korea, respectively. 
The sensor life-spans are much shorter than the life-span of bridges. The maintenance of the 
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SHM system can extend the life-span of the whole SHM system. Furthermore, the long-term 
performance and stability of sensors cannot be completely ensured. Durable, replaceable and 
maintainable sensors are needed
Some variables are still very hard to monitor, such as wind load, fatigue damage, cracks inside 
concrete, corrosion inside concrete structures, cables and anchorages. The wave-propagation 
methods may be a potential solution for minor local damage detection.
The data sampling scheme and data store schemes require special attention in order to avoid 
accrual of mega-data. Compressive sensing technology may be used in SHM in the future (Bao et 
al. 2011). Cloud technology provides an efficient and convenient tool for SHM data management.
The data quality provided by SHM systems is not entirely satisfactory. Some data are 
contaminated by strong noise, even incorrect, e.g. ultrasonic anemoscope cannot work properly 
under rain conditions. Methods for automatic data processing, and data quality confirmation, and 
correction must be developed. 
Deterioration in structural performance is hard to obtain by the monitored data at this stage. 
More efficient sensors for local minor damage monitoring should be developed in the future. 
Methods for data driven-based diagnosis at macro-scale view and model-based diagnosis at fine 
scale will become a hot topic in this field. The relationship between the output and input is not 
unique. One individual output may be a multiple-coupled effects of loads and environmental 
factors. This is not clear in field SHM, which is quite different from laboratory tests. It is 
particularly hard to investigate the behavior of bridges under an individual loads and 
environmental factors. Decomposition methods obtaining unique projections between single 
individual output and single individual input should be particularly investigated. Big data may be a 
tool to solve this issue.
3. Data analysis, modeling and safety evaluation based on SHM technology
3.1 Analysis and modeling of loads
Vehicular, wind and temperature are the main loads for long-span bridges. Here, we focus on 
vehicular load, which causes the ultimate state-based failure of the structure and fatigue 
cumulative damage. The weigh-in-motion device is widely employed to measure the vehicular 
loads. Using the monitored data, the extreme value and fatigue spectrum of the vehicular load can 
be established.
Zhang (2013) systematically investigates the vehicle load based on SHM system. The extreme 
value model of vehicle includes inter-arrival times between vehicles and weight probabilistic
model. The analysis of the monitored vehicle load datasets indicates that the inter-arrival times of 
vehicles at normal conditions can be simulated by a Gamma process; while at dense conditions, 
the analysis of the monitored vehicle load datasets shows that the inter-arrival time follows a 
Weibull distribution. Considering the tail distribution is much important to the extreme value 
model, a truncated distribution of vehicle weights that incorporates empirical and generalized 
Pareto distribution(semi-parametric distribution) is proposed (Zhang 2013, Gu et al. 2014) and the 
approach for determining the threshold of the above semi-parametric distribution is presented. The 
extreme value distribution estimation of vehicle loads at the Nanjing 3rd Yangtze River Bridge is
calculated by using the proposed semi-parametric model and the monitored vehicle loads. The 
results are shown in Fig. 5.
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Fig. 5 Extreme value model of vehicles
Lan et al. (2011) establishes a fatigue spectrum model for the vehicle load based on the Miner 
model of the fatigue effect. The volume of the traffic over the life-span of a bridge is predicted by 
a Logistic model. This model can be updated with the monitored data.
The vehicular loads are distributed over a bridge. The identification and modeling of vehicular 
loads taking account of vehicle spatial distribution, especially for the heavy trucks, proposed by 
Bao et al. (2013) by use the compressive sampling method. Chen et al. (2014) use the combination 
of weigh-in-motion systems and cameras (computer vision technique) to identify temporal-spatial 
distribution of heavy trucks. 
3.2 Vortex-induced vibration of long-span bridges
Long-span suspension bridges are wind-sensitive structures. Vortex-induced vibration of 
bridges with twin-box girders have been observed in several bridges. Fig. 6 shows representative 
records of vortex-induced vibrations of a suspension bridge. The wind conditions which induce 
this kind of vibration have been identified and analyzed as shown in Fig. 6. It can be seen that the 
vortex-induced vibration of the girder occurs at wind speed within 4-14 m/s with a direction of 
perpendicular to the bridge and with slight turbulence. Wind along the bridge span may be 
non-uniform, which can decrease the vortex-induced vibration amplitude (Li et al. 2011, Li et al.
2014, Laima et al. 2013)
3.3 Vibration monitoring, tension force identification and fatigue damage assessment of
cables/hangers
Cables and hangers are among the most important elements for long-span bridges. These 
elements suffer from wind-induced vibrations, parametric excited vibration, corrosion and fatigue 
or their coupled effects and may even break during accidents, or may cause driver discomfort. The 
vibration monitoring and tension force identification of cables and hangers are very critical to 
ensure structural and public safety.
(1) Vibration of cables and hangers
The vibration of cables and hangers has been monitored. One representative vibration of the 
hanger in a suspension bridge is shown in Fig. 7. It can be seen that the two monitored 
accelerations are quite different. The former is with larger amplitude and many high frequency 
components, while the latter is with small amplitude and low frequency components, implying 
collisions between neighbor hangers in the former case.
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(a) Vortex-induced vibration of girder with various modes under different wind conditions
(b) Wind speed
(c) Wind direction
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(d) Wind turbulence
(e) Discrepancy in longitudinal turbulence intensity
Fig. 6 Time histories of representative recorded wind-induced vibrations and corresponding wind 
conditions
Dramatic vibrations of cables are also observed in a cable-stayed bridge, as shown in Fig. 8. It 
can be seen from Fig. 8 that the acceleration is very large, while the displacement is very small, 
implying that the cable vibration contains high frequency components and modes. This 
demonstrates the cable vibration is the vortex-induced with high multiple modes (Chen et al.
2013).
2) Identification of cable tension force 
Self-sensing smart cables have been developed (Li et al. 2009, Ou and Li, 2010), with 
embedded glass fiber reinforced polymer (GFRP) bars. They contain FBG sensors and are 
anchored at the two ends of the cable together with the steel wires. However, the sensors in the 
smart cable are hard to replace. 
Vibration-based cable tension identification is the most widely applied method because the 
equipment is easily replaced and with a low cost. This method obtains the cable tension force by 
using the relationship between cable tension force and natural frequency of the cable. However, 
this method can only identify the average cable tension over a time period, while the time-varying 
cable tension force in real time is needed for fatigue damage assessment. Li et al (2014) proposed 
a time-variant cable tension force identification method by using the extended Kalman filter (EKF) 
and the observed acceleration of the cable. The time variant cable tension force is regarded as a
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state variable of the cable dynamic system, and can be identified by using the EKF. The identified 
accuracy and robustness of the proposed method is validated through numerical study and a 
small-scale test. The results are shown in Fig. 9. Furthermore, Yang et al. (2015) proposed a 
data-driven identification algorithm for time varying cable tension force using blind source 
separation.
(a) Monitored acceleration with large amplitude and the frequency response
(b)Monitored acceleration with small amplitude and frequency response
Fig. 7 Monitored acceleration of a hanger with different vibration patterns
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Fig. 8 Vortex-induced vibration of a stay-cable in a cable-stayed bridge
(a) under single vehicle with and without noise
(b) under multiple-vehicles with noise and initial errors
(c) test result
Fig. 9 Time-variant cable tension identification method using EKF
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(3) Fatigue damage assessment
Once the stress time history of the cable is obtained by the monitoring or identification results, 
the fatigue damage of the stay cable can be calculated by the rain flow method and the Miner 
fatigue model. Each wire can be modeled as a series of elements, while the whole parallel wire 
cable can be simulated as a parallel model. Li et al. (2012) analyze the fatigue life of cables and 
discussed the failure criteria of the cable by using the approach proposed by Faber et al. (2003). Li 
et al. (2009) assess the fatigue damage for stay cables in a cable-stayed bridge in Tianjin, China, 
based on the monitored stress of self-sensing smart cables. The results are shown in Fig. 10. It can 
be seen from Figs. 10(a) and 10(b) that the vehicular effect on the short cables is larger than that 
on the long cables; moreover, the cable force is almost independent of the temperature. It can be
concluded from Fig. 10(c) that the fatigue damage is very slight, which is inconsistent with the 
observations on actual bridges.
(4) Corrosion effects on fatigue damage of steel wires and stay cables 
Li et al. (2012) investigate the fatigue life of corroded steel wires and stay cables that have 
been in use for 18 years in a coastal city and replaced during the repair of the bridge. The test 
results indicate that pitting corrosion dramatically shortens the fatigue life of the steel wires in stay
cable and makes the fatigue life more random, as shown in Fig. 11. Pitting corrosion supplies the 
initial defects in the cable, which accelerate the fatigue damage process.
(a) Stress in stay cable C1 (short cable) (b) Stress in stay cable C10 (long cable)
(c) Fatigue damage of C1 and C10
Fig. 10 Fatigue damage assessment for stay cables
0 4 8 12 16 20 24 28 32
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
 Cable C1
 Cable C10
D
am
ag
e 
in
de
x 
 D
Time  year
569
Hui Li, Jinping Ou, Xigang Zhang, Minshan Pei and Na Li 
Fig. 11 Fatigue failure of individual steel wires and fatigue life of cables with corrosion
4. Brieft introduction to the design code of SHM systems for large highway bridges 
authorized by the Ministry of Transportation of China
The Ministry of Transportation of China has authorized a Design Code of SHM Systems for
Large Highway Bridges to be issued in June, 2015. The design code includes the sensors, as well 
as the data acquisition, data analysis, alarms, and safety evaluation. The design code contains 8
chapters, listed in Table 2 as follows
Table 2 Content list of the design code of SHM systems for large highway bridges
Chapter 1 General requirement
Chapter 2 Terminology and symbols
Chapter 3 General Technical Specifications for SHM System
Chapter 4 Monitored Variables and Sensor Locations Selection
Chapter 5 Sensors
Chapter 6 Data Acquisition, Transmission and Management
Chapter 7 Data Analysis, Structural Safety Evaluation and Alarm
Chapter 8 Integrated SHM Systems and Software Packages
Corroded wires 
Uncorroded wires 
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4.1 Mandatory regulations in bridges implemented with SHM systems 
Bridges must be equipped with SHM systems if they have at least one of the following features: 
RC beam bridges with a spant 150 m; arches with a spant 200 m; cable-stayed with a spant 300
m; suspension with a spant 500 m; and other complex and important bridges.
4.2 Variables to be monitored and sensor locations 
The monitored variables are categorized into three groups, i.e., loading and environmental 
variables, global response (vibration acceleration and deformation) and local response of a
structure.
Loading and environmental variables include vehicle weight, wind velocity, earthquake ground 
motion and harsh environmental conditions (temperature, humidity, chloride, etc.).
Global responses of bridges include acceleration and displacement of structures.
Local responses of structures include strain, crack, fatigue, scour, corrosion, broken of 
structural members, displacement and reactions at bearings, supports and joints.
The locations of sensors for load and environmental monitoring should be determined by 
practical experience.
For global structural response, accelerometer locations can be determined by optimization
methods; and displacement transducers locations can be determined by structural analysis. 
The locations of sensors for local structural responses are determined based on structural and 
vulnerability analysis, e.g., the points of elements or cross section of highest stresses and 
importance, whose failure would cause structural failure.
4.3 Regulations of sensors
Because the sensor life-span is much shorter than that of the bridge, the sensors must be
durable, maintainable and replaceable. The sensors in SHM systems for large bridges are divided 
into two types, inside the structure and on the surface of the structure. The durability of embedded 
sensors should not be shorter than 20 years. The life-span of sensors attached to the surface of a
structure should be longer than 3-5 years and they should be maintainable and replaceable.
4.4 Regulation of data acquisition
Data should be collected in the following categories: data collected only above a pre-set 
threshold; data collected at a fixed time, e.g., every 4 or 6 hours; and event-driven data collection,
e.g., the event of a vessel collision with a bridge pier. Data explosion and data management 
confusion should be avoided.
4.5 Alarm, data analysis and structural safety evaluation
An alarm can be given based directly on the data. Data analysis should be conducted and a 
report should be automatically generated and sent to the manager. 
The structural safety evaluation is divided into three levels as follows:
Level 1 is performed based on the monitored data analysis and the comparison between 
monitored values and designed ones.
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Level 2 can be performed following an extreme event or an accident, e.g., earthquake, typhoon, 
overload, vessel collision, etc. For instance, the amplitude, duration, dominant frequency, response 
spectrum of acceleration of ground motion, the structural response amplitude and residual 
deformation, the natural frequency and damping ratio are analyzed. If the amplitude of the 
earthquake ground motion is larger than the design value, or the structural response excesses the 
design value or material strength, or residual deformation is observed, the frequency decreases or 
damping ratio increases to compare with the healthy status, the structural safety should be 
conducted as specified in level 3.
Level 3 includes model-based ultimate state and fatigue evaluation. The structural model 
should be updated based on the monitoring of global response and local response, e.g., the element 
can be updated based on crack monitoring; the resistance of a bridge is then obtained based on the 
updated model; the monitored loads and environmental actions or the design loads and 
environmental actions are applied on the updated model and increase step by step up to collapse of 
the bridges. The maximum loads and environmental actions are in terms of ultimate loads and 
environmental actions. The ratio of the ultimate loads and environmental actions with respect to 
the monitored loads and environmental actions are the safety level. The evaluation criteria have 
been suggested in the design code based on level 3 results.
4.6 Integrated SHM systems and software packages
The SHM systems should integrate all software packages and hardware. The software includes 
a platform for the entire system operation, data acquisition software, data transmission protocol,
database, data processing and analysis, automatic safety evaluation, and result visualization.
5. Future trends and challenges
SHM technology has been researched and developed extensively for three decades. The goals, 
the benefits and the gap between the goals and current technologies of SHM technology should be 
recognized. 
The WiFi-based wireless sensor technology and mobile wireless sensor technology (Bao et al.
2012, Bao et al. 2013) may be a future trend.
The most challenge are obtaining exact models of damaged structures (the damage may be 
caused by a disaster or long-term performance deterioration), exact loads and environmental 
actions, and safety evaluation and service lifetime prediction. The possible solution for exact 
structural models may be combining the monitoring and inspection information, by structural 
analysis and damage detection, modeling of damaged bridges and model updating techniques. 
Based on the exact structural model, the performance deterioration of structural even element 
resistance can be obtained. The exact loads and environmental actions may be obtained by more 
monitoring devices and identification algorithms. Based on the updated damaged structure model 
and the exact loads and environmental actions, the safety evaluation and lifetime prediction can be 
well performed, which is the main goal of structural health monitoring.
SHM is an in-situ field test technology covering various research topics in multiple disciplines, 
as shown in Fig. 12. It can serve for structural engineering, wind engineering, earthquake 
engineering, and so on, as shown in Fig. 13. In-situ field tests become the 4th important structural 
research tool, along with analytical methods, numerical simulations, and small scale model tests, 
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as shown in Fig. 14. SHM acts as an engine promoting the development of engineering as a 
discipline. 
Big data technology not only provides a powerful tool for research of structural health 
monitoring, but also may provide an opportunity to find new phenomena and develop new 
research areas based on structural health monitoring. Cloud technology will help us to more 
efficiently and conveniently manage and utilize data. 
The further development of SHM technology may be a precursor towards to a smart society, 
including the sensing of every variable everywhere, powerful signal processing capability, 
automatic signal transmission, convenient mobile receivers everywhere, and remote control. This 
trend will raise many challenges.
Fig. 12 Research issues for SHM technology
Fig. 13 The future trends of SHM technique in structural engineering
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(a) The positive role of SHM technique in structural engineering
(b) Four scientific research tools
Fig. 14 Positive roles of four research tools as the main engine driving development of engineering 
disciplinary
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Abstract. Damage quantification is a major goal of the SHM community. Methodologies to introduce a 
quantity for actual condition of a structure into the assessment process are desired. The idea that the 
condition of a structure is represented in the character of its dynamic response is fully accepted by the SHM 
community. The VCLIFE methodology quantifies condition analyzing input from monitoring. 
Keywords:   SHM; Monitoring 
1. Introduction 
Experienced bridge inspectors are able to express a first condition assessment shortly after 
having visited a bridge which normally proves to be rather reliable. What we call intuition might 
be experience-driven human sensing of bridge performance. The human body is sensitive to 
vibration and classifies the excitation it is exposed to. On the other hand, we as humans, change 
our behavior when we feel pain indicating damage. The same happens to bridge structures. In case 
of damage the load paths modify. This is reflected in the response of the structures to ambient and 
forced vibrations. Model based observer monitoring concepts use this approach and actually 
measure what human intuition tells us. The approach and technology described below provide 
background information as well as examples of successful application. 
Dedication to Yozo Fujino 
I met Yozo Fujino more than 20 years ago at an IABSE event and was impressed by his 
knowledge of and approach to bridge assessment. He is one of those experienced engineers who 
are called when complicated and high profile cases arise. Since that first encounter we have 
discussed the subject of bridge assessment many times and both worked in damage detection. I am 
delighted to dedicate some of our later results, developed in the IRIS project, to Yozo Fujino and 
his achievements. 
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VWUXFWXUDO GDPSLQJ RU HQHUJ\ GLVVLSDWLRQ DQG VWLIIQHVV $V D FRQVHTXHQFH WKH JOREDO G\QDPLF
SURSHUWLHVRI WKHVWUXFWXUH LH WKHHLJHQIUHTXHQFLHVPRGHVKDSHVDQGPRGDOGDPSLQJZRXOGEH
DOOVRPHZKDWLQIOXHQFHG
,WPXVWEHNHSWLQPLQGWKDWVWUXFWXUDOQRQOLQHDULW\LVDWWULEXWHGQRWRQO\WRGHYHORSLQJGDPDJH
)LHOG H[SHULHQFH LQGLFDWHV WKDW WKHPDJQLWXGH RI PRGDO GDPSLQJ LV RIWHQ DPSOLWXGHGHSHQGHQW
'DPSLQJLQFUHDVHVZLWKDPSOLWXGHGXHWRHQHUJ\FRQVXPSWLRQDWIULFWLRQEHDULQJVEHQGLQJDFWLRQ
RI SLHUV EHKDYLRU RI WKH EULGJH RXWILWWLQJ DV ZHOO DV WKH VWUXFWXUHYHKLFOH LQWHUDFWLRQ :HQ]HO

$GPLWWHGO\WKHSUHVHQWPHWKRGZRXOGDOVRGHWHFWWKHGHYHORSLQJVWUXFWXUDOQRQOLQHDULW\GXHWR
ODUJHPRWLRQ +RZHYHU LI WKHUH LV D GHYHORSPHQW RI VWUXFWXUDO GDPDJH DV LWV FRQVHTXHQFH WKH
QRQOLQHDU FKDUDFWHULVWLFV ZRXOG EH UHWDLQHG E\ WKH VWUXFWXUH DIWHU WKH ODUJH DPSOLWXGH PRWLRQ
GLVDSSHDUHGDQGVKRXOGEHWKXVGHWHFWHG


'DWDDQDO\VLV

)RULGHQWLI\LQJWKHHQHUJ\FDVFDGLQJSKHQRPHQDWKHIROORZLQJGDWDDQDO\VLVFDQEHDSSOLHG 

5.1 Data preparation 

$FFHOHUDWLRQ VLJQDOV tai  DUHPHDVXUHG IRU D SHULRGRI Tttt ii dd ZKHUH ni  
ZLWK WKH VDPSOLQJ IUHTXHQF\ DQG PHDVXULQJ SHULRG RI W\SLFDOO\  Sf +] DQG  T PLQ
UHVSHFWLYHO\ n  LVWKHQXPEHURIILOHV

5.2 Analysis 

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&DOFXODWLRQ RI WKH DFFHOHUDWLRQ VSHFWUD  fGi  E\ D FRQYHQWLRQDO ))7 URXWLQH IRU WKH
IUHTXHQF\ UDQJH RI Mff dd  LV UHTXLUHG ILUVW SM ff   LV WKH IROGLQJ IUHTXHQF\ 7KH
normalized spectral density functionsDUHWKHQFDOFXODWHGDVVKRZQLQ(T


i
i
i
fGfF V       ZKHUH ¦ ' f ii ffG V            
1RUPDOL]DWLRQRIVSHFWUDOGHQVLW\LVMXVWLILHGVLQFHRXULQWHUHVWLVRQO\LQWKHFKDQJHRIHQHUJ\
GLVWULEXWLRQSDWWHUQDQGQRWLQWKHDFWXDOPDJQLWXGHRIWKHVSHFWUDOGHQVLW\ZKLFKGHSHQGVRQWKH
WRWDOG\QDPLFHQHUJ\VXSSOLHGE\H[FLWDWLRQDQGLVDOZD\VH[SHFWHGWRFKDQJHGXULQJWKHDPELHQW
YLEUDWLRQVXUYH\,WLVDOVRXVHIXOWRFDOFXODWHWKHIUDFWLRQRIG\QDPLFHQHUJ\FRUUHVSRQGLQJWROHVV
WKDQDQ\SDUWLFXODUIUHTXHQF\OHYHO f  DVVKRZQLQ(T
¦
 
' 
f
k
ii kkFfE

               
ZKHUH  fEi  LV WKH spectral distribution functionZKLFK LV H[SHFWHG WRPRUH FOHDUO\ UHYHDO WKH
IUDFWLRQRIHQHUJ\WUDQVIHUUHGWRGLIIHUHQWIUHTXHQF\UDQJHVUHVXOWLQJLQWKHFKDQJHRILWVSDWWHUQ

5.3 Presentation 

9LVXDOSUHVHQWDWLRQRI  fFi  DQG  fEi  ZLWKUHVSHFWWRWLPH i DQGIUHTXHQF\ f ZRXOG
LQGLFDWH WKH WUDQVIHU RI HQHUJ\ WR KLJKHU IUHTXHQFLHV E\ WKH FKDQJH LQ VSHFWUDO SDWWHUQ ZKHUH
ni dd  DQG  dd f +]
5.4 Reading of spectral patterns 

:KHQ WKH GLVWULEXWLRQ IXQFWLRQ  fEi  LV H[DPLQHG LW VKRXOG EH QRWHG WKDW WKH HQHUJ\
FDVFDGLQJ FDXVHG E\ VWUXFWXUDO QRQOLQHDULW\ GLVFXVVHG KHUHLQ LV RQO\ D SDUWLDO WUDQVIHU RI HQHUJ\
WKURXJKWKHIUHHYLEUDWLRQSURFHVVRIWKHVWUXFWXUH$VVWDWHGLQ6HFWLRQQRWDOOG\QDPLFHQHUJ\LV
WUDQVIHUDEOHWRKLJKIUHTXHQF\UDQJH6RPHRIWKHHQHUJ\VKRXOGUHPDLQZLWKWKHORZHUYLEUDWLRQ
PRGHV
$QRWKHU LPSRUWDQW SRLQW LV WKDW GXULQJ WKH YLEUDWLRQ VXUYH\ YDULRXV G\QDPLF H[FLWDWLRQV RU
GLVWXUEDQFHV IURP WKH H[WHUQDO HQYLURQPHQWPD\ DFW RQ WKH VWUXFWXUH$V D UHVXOW QHZG\QDPLF
HQHUJ\ZLOOEHVXSSOLHGWRWKHV\VWHPDXJPHQWLQJWKHHQHUJ\IUDFWLRQDWFRUUHVSRQGLQJIUHTXHQFLHV
7KH FKDUDFWHULVWLFV RI WKHVH H[FLWDWLRQV DUH RIWHQ KDUG WR LGHQWLI\+RZHYHUZKHQ WKHUH DUH DQ\
SUHGRPLQDQW H[FLWDWLRQ IUHTXHQFLHV WKHUH PD\ EH GLVWLQFW VSHFWUDO SHDNV REVHUYHG DW WKRVH
SDUWLFXODUIUHTXHQFLHV,I WKHH[FLWDWLRQUHVHPEOHVEURDGEDQGQRLVHDSDUWRI WKLVHQHUJ\ZLOOEH
DEVRUEHGDWHLJHQIUHTXHQFLHVDQGFRUUHVSRQGLQJVSHFWUDOSHDNVZLOOVKRZXSDVDGGLWLRQDOVSLNHV
LQWKHILJXUHV
7KH FKDQJH RI SDWWHUQ LQ  fEi  LV WKHUHIRUH QRW H[SHFWHG WR EHPRQRWRQRXV+HQFHZKDW
QHHGVWREHREVHUYHGLVDJHQHUDOWHQGHQF\RIWKHHQHUJ\VKLIWZKLFKLWLVKRSHGZLOOEHLQGLFDWHG
E\DJUDGXDOFKDQJHRIWKHFRORUHGSDWWHUQ
7KH VKLIW RI SDWWHUQ FDQEH TXDQWLILHGE\ ORFDWLQJ WKH FHQWURLG RI WKH DUHD XQGHU WKH VSHFWUDO
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GLVWULEXWLRQ  fEi  DVVKRZQLQ(T
    ¦¦ '' 
f
i
f
i ffEfffEr                
7KHVKLIWRIWKHFHQWURLGLVXQOLNHO\WREHPRQRWRQRXV:KDWVKRXOGEHREVHUYHGLVWKHJHQHUDO
WHQGHQF\RILWVFKDQJH


([DPSOH2YHUSDVV65HLEHUVGRUI
 
7KHIROORZLQJH[DPSOHLVEDVHGRQWKHPHDVXUHPHQWRIG\QDPLFEULGJHUHVSRQVHFDUULHGRXWLQ
'HFHPEHUIRUWKHKLJKZD\RYHUSDVV6LQ5HLEHUVGRUI8SSHU$XVWULD7KHVWUXFWXUHZDV
SURJUHVVLYHO\ GDPDJHG SULRU WR LWV GHPROLWLRQ LQ RUGHU WR REVHUYH WKH HIIHFWV RQ WKH G\QDPLF
FKDUDFWHULVWLFV>@6DPSOLQJIUHTXHQF\RIWKHDFFHOHUDWLRQUHFRUGZDV+]
)LJVDQGGHSLFWWKHSURJUHVVLYHFKDQJHRIWKHQRUPDOL]HGDFFHOHUDWLRQVSHFWUXP  fFi DQG
WKH GLVWULEXWHG VSHFWUXP  fEi IRU WKH IUHTXHQF\ UDQJH RI  dd f +] IURP WKH PHDVXUHG
UHVXOWV 7KHUHZHUH D QXPEHU RI SK\VLFDO RSHUDWLRQV DSSOLHG WR WKH EULGJH GXULQJ WKUHH GD\V RI
PHDVXUHPHQW 6RPHRI WKHP DUH VSHFLILHG QH[W WR WKH ILJXUHV 6RPHRI WKHVH RSHUDWLRQV FDQ EH
FOHDUO\LGHQWLILHGIURPWKHSDWWHUQVRIWKHIXQFWLRQV  fFi  DQG  fEi :KHQWKHFRQFUHWHSLHURU
VODELVEHLQJFXWSUHVXPDEO\WKHVHYHULQJRSHUDWLRQSURGXFHGODUJHH[WHQWRIKLJKIUHTXHQF\QRLVH
DQGFRQVHTXHQWO\DODUJHIUDFWLRQRIWKHWRWDOG\QDPLFHQHUJ\DSSHDUVLQDPXFKKLJKHUIUHTXHQF\
UDQJHDVDVXEVWDQWLDOVSLNHLQ  fEi ,QWKHDIWHUQRRQRIWKHWKLUGGD\IRUH[DPSOHWKHUHZDV³D
YLEUDWLQJ UROOHUZRUNLQJQH[W WR WKHEULGJHFDXVLQJFOHDUO\QRWLFHDEOHYLEUDWLRQVRQ WKHEULGJH´
DFFRUGLQJWRWKHPHDVXUHPHQWUHSRUW7KLVQRLVHPD\EHDOVRFRQWULEXWLQJWRWKHDERYHPHQWLRQHG
VSLNHV


)LJ1RUPDOL]HGDFFHOHUDWLRQVSHFWUDFif 
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
)LJ6SHFWUDOGLVWULEXWLRQIXQFWLRQVEif 

)LJ6SHFWUDOGLVWULEXWLRQIXQFWLRQVEif 


,W LV FOHDU E\ REVHUYLQJ WKH  fEi  SDWWHUQ WKDW ZLWK WKH SURJUHVVLYH GDPDJH DUWLILFLDOO\
LQGXFHG LQ WKH EULGJH DQ LQFUHDVLQJ IUDFWLRQ RI G\QDPLF HQHUJ\ZDV UHGLVWULEXWHG WR WKH KLJKHU
IUHTXHQF\UDQJHDVLQGLFDWHGE\WKHVKLIWRIGDUNEOXHDQG\HOORZEDQGWRZDUGVULJKWPHDQLQJWKH
KLJKHUSHUFHQWDJH IUDFWLRQ LV LQ WKHKLJK IUHTXHQF\VLGHRI WKH ILJXUH)LJ LV WKHVDPH  fEi
IXQFWLRQVKRZQIRUPXFKZLGHUIUHTXHQF\UDQJHXSWR+],WLVFOHDUWKDWDQDOPRVWVWHSZLVH
HQHUJ\VKLIWWRRNSODFHDIWHUWKHOLIWLQJRIWKHGDPDJHGSLHULQWKHEHJLQQLQJRIWKHVHFRQGGD\
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
)LJ1RUPDOL]HGDFFHOHUDWLRQVSHFWUD)LI


7KHVDPHWHQGHQF\LVGHPRQVWUDWHGHYHQPRUHFOHDUO\E\FDOFXODWLQJWKHVKLIWRI WKHFHQWURLG
r  RIWKHDUHDXQGHU  fEi DVVKRZQLQ)LJ%\GLVUHJDUGLQJWKHVSLNHVGXHWRYDULRXVNLQGVRI
QRLVHWKHJHQHUDOWUHQGLVFOHDUO\RQHRIVKLIWLQJWRZDUGVDKLJKHUIUHTXHQF\UDQJHZLWKWLPH

6.1 Further discussion on the test results 

)LJ VKRZV VRPHFKDQJHV LQ WKHVW DQGQG HLJHQIUHTXHQFLHVGXULQJ WKHVH WKUHHGD\VPRVW
OLNHO\ FDXVHG E\ WKH FKDQJH LQ EULGJH¶V SK\VLFDO FRQGLWLRQV :KDW LV VKRZQ DV ³$PSOLWXGH´
LQGLFDWHV WKH RUGLQDWH RI WKH QRUPDOL]HG VSHFWUD DW WKLV SDUWLFXODU IUHTXHQF\ QDPHO\ WKHPRGDO
LQWHQVLW\ RI WKH G\QDPLF HQHUJ\ $UWLILFLDO GDPDJH RI WKH EULGJH SLHU ZDV DSSOLHG RQ WKH
1RUWK:HVWFROXPQRIWKHEULGJHDQGWKHPHDVXUHPHQWV%DQG&ZHUHWDNHQDWWKHPLGVSDQRIWKH
EULGJHRQ:HVWDQG(DVWVLGHUHVSHFWLYHO\
,W LV HYLGHQW WKDW WKHUHZHUH WZR VWHSV RI IUHTXHQF\ UHGXFWLRQ WKRXJK WKH VHFRQGRQH LV OHVV
FOHDUFRUUHVSRQGLQJWRWKHFXWWLQJRIWKHSLHURQWKHILUVWGD\7KLVZDVWKHILUVWGDPDJHLQGXFHGLQ
WKHEULGJH,PPHGLDWHO\IROORZLQJWKHVHFRQGFXWWKHVWUXFWXUHUHFRYHUHGLWVILUVWPRGHIUHTXHQF\
EXW QRW WKH VHFRQGPRGH1RWH WKDW WKH FROXPQZDV VWLOOPDLQWDLQHG DW LWV RULJLQDO HOHYDWLRQE\
MDFNLQJ7KHPHDVXUHPHQW UHSRUW :HQ]HOet al.VWDWHV WKDW³QRUHVWRULQJIRUFHVREVHUYHG´
IRUWKHVDPHSHULRG$PRVWFRQVSLFXRXVORVVRIVWLIIQHVVERWKLQWKHILUVWDQGVHFRQGPRGHVWRRN
SODFHGXULQJWKHORZHULQJRIWKHSLHU'XULQJWKDWSHULRGLWZDVREVHUYHGWKDWDSDUWRIWKHG\QDPLF
HQHUJ\ VWDUWHG EHLQJ FOHDUO\ WUDQVIHUUHG WR WKH KLJKHU IUHTXHQF\ UDQJH 7KLV FRUUHVSRQGV WR WKH
UHSRUWHG GHYHORSPHQW RI FUDFNV LQ WKH VWUXFWXUH GXH WR LWV VHWWOHPHQW 7KH UHFRYHU\ RI ERWK
IUHTXHQFLHVRQ WKH VHFRQGGD\ FRUUHVSRQGV WR UHOLIWLQJRI WKHFROXPQDQG WKH LQVHUWLRQRI VWHHO
SODWHVXQGHULW6XEVWDQWLDOWUDQVIHURIHQHUJ\LVREVHUYHGFRPSDUHGWRWKHSUHYLRXVGD\7KHSORW
RI WKHPRGDO HQHUJ\ VKRZQ DV ³$PSOLWXGH´ DOVR VKRZV WKDW RQO\ D VPDOO IUDFWLRQ RI HQHUJ\
UHPDLQVDVVRFLDWHGZLWKWKHILUVWDQGWKHVHFRQGPRGHVWKURXJKWKLVSHULRG7KHJUDGXDOUHGXFWLRQ
RIERWKIUHTXHQFLHVWKURXJKWKHGD\PD\KDYHEHHQFDXVHGE\WKHFKDQJHRIDPELHQWWHPSHUDWXUH
RUDJUDGXDOVHWWOLQJRIWKHVWUXFWXUH7KHIXUWKHUFDVFDGLQJSURFHVVVHHPVWREHDVVRFLDWHGZLWKWKH
FXWWLQJRIFRQFUHWHVODEDQGVWHHOWHQGRQV,WLVLQWHUHVWLQJWRREVHUYHWKDWQRFKDQJHRIWKHILUVWDQG
VHFRQGHLJHQIUHTXHQFLHVZDVREVHUYHGGXULQJWKLVRSHUDWLRQ

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
)LJ&KDQJHRIWKHVWOHIWDQGQGULJKWIUHTXHQF\


)LJ1RUPDOL]HGDFFHOHUDWLRQVSHFWUD)LIRQWKHSLHU


7KH WKLUG WHQGRQZDV VHYHUHG RQ WKH WKLUG GD\ DQG DSSDUHQW UHVHWWOLQJ RI WKH VWUXFWXUHZDV
VWDWHGLQWKHPHDVXUHPHQWUHSRUW)XUWKHUWUDQVIHURIG\QDPLFHQHUJ\LVREYLRXVLQ)LJWKRXJK
DJDLQWKLVRSHUDWLRQKDGQRYLVLEOHHIIHFWVRQORZHUHLJHQIUHTXHQFLHV
$QRWKHUVHWRIVSHFWUDOSUHVHQWDWLRQV)LJVUHVXOWVIURPWKHDFFHOHUDWLRQUHFRUGREWDLQHG
GLUHFWO\DERYH WKHGDPDJHGSLHU7KHJHQHUDO WHQGHQF\RI WKH UHGXFWLRQRIHLJHQIUHTXHQFLHVDQG
HQHUJ\WUDQVIHUWRZDUGVKLJKIUHTXHQF\UDQJHLVWKHVDPHDVVHHQLQWKHSUHFHGLQJUHVXOWVEXWLW
FDQEHREVHUYHGHYHQPRUHFOHDUO\ZLWK WKLVVHWRIGDWD:KDW LVFOHDUO\GLIIHUHQWIURPWKHRWKHU
VHWV RI GDWD DUH WKH FRQVSLFXRXV VSHFWUDO SHDNV LQ WKH IUHTXHQF\ UDQJH RI  dd f  +]
([SODQDWLRQRIWKHVHSHDNVLVQRWLPPHGLDWHO\SURYLGHG

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
)LJ6SHFWUDOGLVWULEXWLRQIXQFWLRQV(LIRQWKHSLHU



2WKHUVDPSOHFDVHV

7KHSURSRVHGVSHFWUDODQDO\VLVPHWKRGIRUGDPDJHLGHQWLILFDWLRQVHHPVWREHVXFFHVVIXODWOHDVW
LQWKHFDVHRI WKH6RYHUSDVV$GPLWWHGO\KRZHYHU WKHFDVHZDVUDWKHU LGHDO7KHVFKHGXOHG
GDPDJH ZDV VXFFHVVLYHO\ DSSOLHG WR WKH VWUXFWXUH DQG WKH PHDVXUHPHQW ZDV FDUULHG RXW LQ D
FRQWUROOHG HQYLURQPHQW ZLWKRXW GLVWXUEDQFHV VXFK DV RQJRLQJ WUDIILF 1HYHUWKHOHVV DIWHU WKH
HQFRXUDJHPHQWRI WKLV LQLWLDO VXFFHVV WKHPHWKRGKDVEHHQ IXUWKHU WULHGRXWRQRWKHUEULGJHV$
EULHIVXPPDU\RIVDPSOHFDVHVIROORZV



)LJ(XURSDEUFNHEDVHGRQPLGGD\UHFRUGV

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
)LJ(XURSDEUFNHEDVHGRQPLGQLJKWUHFRUGV

7.1 Europabrücke (2005) 

7KH(XURSDEUFNHRSHQHGLQLVRQHRIWKHPDLQDOSLQHQRUWKVRXWKURXWHVIRUXUEDQDQG
IUHLJKWWUDIILF,WFXUUHQWO\FDUULHVRYHUPRWRUYHKLFOHVSHUGD\7KHVXSHUVWUXFWXUHLVDVWHHO
ER[JLUGHURIYDULDEOHKHLJKWDORQJWKHVSDQZLWKDQRUWKRWURSLFGHFN7KHEULGJH LVPORQJ
DQGFRQVLVWVRIVL[VSDQVRIGLIIHUHQWOHQJWKFDUU\LQJVL[ODQHVWKUHHLQHDFKGLUHFWLRQZLWKDWRWDO
ZLGWKRIP,QRUGHUWRDVVHVVWKHSUHYDLOLQJYLEUDWLRQLQWHQVLWLHVZLWKUHJDUGWRSRVVLEOHIDWLJXH
GDPDJH D SHUPDQHQW PHDVXULQJ V\VWHP KDV EHHQ LQVWDOOHG VLQFH  ([WHQVLYH UHFRUGV RI
YLEUDWLRQPHDVXUHPHQWH[LVW)LJVDQGUHSUHVHQWWKHDQDO\]HGUHVXOWVRIWKHUHFRUGVIURP0D\
WR2FWREHU  DWPLGGD\V DQGPLGQLJKWV UHVSHFWLYHO\7KH\ VKRZD EDVLFDOO\ KHDOWK\ VWDEOH
FRQGLWLRQRIWKHVWUXFWXUHZLWKQRLQGLFDWLRQRIVHULRXVVWUXFWXUDOQRQOLQHDULW\
7KHVWDWLVWLFDOHYDOXDWLRQRIWKHGDWDUHYHDOVDVLJQLILFDQWFKDQJHRIWKHSDWWHUQIRURIWKH
HQHUJ\DIWHUWKHWKZHHNRIREVHUYDWLRQEXWWKHZKROHSORWVKRZVDIOXFWXDWLRQWKDWPLJKWEHGXH
WRGLIIHUHQWWUDIILF)LJVKRZVWKHER[SORWVRIPLGGD\DQGPLGQLJKWUHVXOWV
,W PXVW EH NHSW LQPLQG KRZHYHU WKDW WKH H[LVWHQFH RI VWUXFWXUDO QRQOLQHDULW\ LQ VWLIIQHVV
DQGRUGDPSLQJLVQRWQHFHVVDULO\HTXLYDOHQWWRDVWDWHRIVWUXFWXUDOGDPDJH7KHUHPD\EHD
FDVHZKHUHPLFURFUDFNVDUHGHYHORSLQJIRUH[DPSOHEXWWKHRYHUDOOVWUXFWXUDOEHKDYLRUGRHVQRW
VKRZDQ\VLJQRIQRQOLQHDULW\


)LJ(XURSDEUFNHPLGGD\OHIWDQGPLGQLJKWULJKW±ER[SORWRIRIHQHUJ\
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7.2 Melk B3A (2000–2009) 

7KLVLVDQH[DPSOHRIDVWUXFWXUHGHWHULRUDWLQJRYHUDSHULRGRIQLQH\HDUV'LVUHJDUGLQJVRPH
LUUHJXODULWLHV WKHJUDGXDOFKDQJHRI WKHVSHFWUDOSDWWHUQ)LJFOHDUO\ LQGLFDWHV WKDWPRUHDQG
PRUHG\QDPLFHQHUJ\LVWUDQVIHUUHGWRZDUGVKLJKHUIUHTXHQF\UDQJHV
,QORRNLQJDWWKHFKDQJHLQVSHFWUDOSDWWHUQVLW LVLPSRUWDQWWRFRPSDUHWKHFDVHVRIWKHVDPH
VWUXFWXUH XQGHU VLPLODU SK\VLFDO FRQGLWLRQV )RU H[DPSOH DOO PHDVXUHPHQWV RI WKLV SDUWLFXODU
EULGJHZHUHFDUULHGRXWXQGHULWVVHUYLFHFRQGLWLRQVQDPHO\XQGHUWUDIILFORDGV6LQFHWUDIILFORDGV
WHQGWRHQKDQFHWKHEULGJHYLEUDWLRQLQDFHUWDLQOLPLWHGUDQJHRIIUHTXHQF\WKHUHVXOWHGVSHFWUDO
SDWWHUQ LV GLIIHUHQW IURP WKDW REWDLQHG XQGHU PRUH UDQGRP DPELHQW H[FLWDWLRQV VXFK DV
PLFURWUHPRUVRUZLQG8QGHUVXFKFRQGLWLRQVWKHVSHFWUDWHQGWRVKLIWWRZDUGVDORZHUIUHTXHQF\
UDQJHFRPSDUHGWRFRQGLWLRQVZLWKRXWWUDIILF,QRUGHUWRDYRLGWKLVHIIHFWDQHIIRUWZDVPDGHWR
H[WUDFW VRPH GDWD REWDLQHG ZKHQ WKH EULGJH ZDV IUHHO\ YLEUDWLQJ ZLWKRXW WUDIILF ORDGV 7KH
UHVXOWLQJVSHFWUDOSDWWHUQZLWKRXWWUDIILFH[FLWDWLRQLVVKRZQLQ)LJ


)LJ0HON%$


)LJ0HON%$ZLWKRXWWUDIILF


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


)LJ0HON%$ER[SORWRIWKHFHQWURLGOHIWDQGER[SORWRIRIWKHHQHUJ\ULJKW


)LJ)OXJKDIHQ


&RQFHUQLQJWKHVWDWLVWLFDOHYDOXDWLRQRIWKLVEULGJHLWGHSHQGVRQZKLFKYDOXHLVXVHG)RUWKLV
EULGJHWKHUHVXOWVRIWKHORFDWLRQRIWKHFHQWURLGRIWKHHQHUJ\GLVWULEXWLRQDQGWKHYDOXHRIRI
HQHUJ\DUHSUHVHQWHGWRVKRZWKDWWKHUHFDQEHDGLIIHUHQFHVLJQLILFDQWFKDQJHVIRUWKLVVWUXFWXUH
FDQEHREVHUYHGZLWKWKHDQDO\VLVRIYDULDQFH$129$IRUWKHORFDWLRQRIWKHFHQWURLGIURPWKH
WKREVHUYDWLRQSHULRG WKDW LV WKH\HDUDQG IRU WKHYDOXH IRURIHQHUJ\ IURP WKHWK
REVHUYDWLRQSHULRGWKDWLVWKH\HDU)LJVKRZVWKHER[SORWVRIWKHVHUHVXOWV


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7.3 Flughafen Vorfahrt (2004–2009) 

7KHDFFHVVEULGJHLQIURQWRIWKHWHUPLQDORIWKH9LHQQD,QWHUQDWLRQDO$LUSRUWZDVRSHQHGLQ
 DQGZLGHQHG WR P LQ 0HDVXUHPHQWV RI WKH G\QDPLF FKDUDFWHULVWLFV WRRN SODFH
DIWHUDFRQFHUQZDVH[SUHVVHGUHJDUGLQJLWVORDGFDUU\LQJFDSDFLW\$YDLODEOHGDWDDUHIURPHOHYHQ
GLIIHUHQWJURXSVRIILOHVDFFXPXODWHGRYHUDSHULRGRIILYH\HDUV0DUFKWKURXJK$SULO
ZKLOH WKH FRQVWUXFWLRQ ZRUN ZDV SURJUHVVLQJ 7KHUH ZHUH D QXPEHU RI FKDQJHV LQ VWUXFWXUDO
FRQILJXUDWLRQ WKHUHIRUH RYHU WKLV SHULRG )XUWQHU  5HJDUGOHVV RI WKH KLVWRU\ RI YDULRXV
HYHQWVRFFXUULQJDWWKHVWUXFWXUHWKHUHLVFOHDUO\DJHQHUDOWUHQGRIG\QDPLFHQHUJ\VKLIWWRZDUGV
KLJKHUIUHTXHQF\UDQJHVWKURXJKRXWWKHSHULRG)LJ
7KHILUVWRI WKHH[LVWLQJGDWD ILOHVZHUHVDPSOHGDWD IUHTXHQF\RI+]DQG WKH ODVW
ILOHV DW  +] :KHQ WKH VDPSOLQJ IUHTXHQF\ ZDV  +] DQ\ VSHFWUDO LQIRUPDWLRQ LQ KLJK
IUHTXHQFLHVEH\RQG+]ZRXOGKDYHEHHQORVW$QLPSRUWDQWTXHVWLRQLVZKHWKHUDQ\PHDQLQJIXO
HQJLQHHULQJ MXGJPHQW FRXOG EH PDGH EDVHG RQO\ RQ WKH LQIRUPDWLRQ RI OHVV WKDQ WKH FXWRII
IUHTXHQF\7KHHIIHFWVRIVDPSOLQJUDWHVRQWKHGHSLFWHGVSHFWUDOSDWWHUQVZHUHH[DPLQHGEHFDXVH
RI WKLV UHDVRQ EDVHG RQ WKH GDWD RI WKLV EULGJH RQO\ IURP WKH ODVW  ILOHV E\ FRPSDULQJ WKH
IROORZLQJWZRFDVHV
IRUf +]E\UHVDPSOLQJWKHGDWDDW+]QDPHO\HYHU\ILIWKSRLQWVDQG
IRUf +]EDVHGRQWKHGDWDDYDLODEOHDW+]VDPSOLQJ
)LJV  DQG  $ DQG % FRPSDUH WKH QRUPDOL]HG VSHFWUD  fFi DQG WKH FXPXODWLYH
GLVWULEXWLRQ  fEi  RIERWKFDVHV7UDQVIHURIHQHUJ\WRDKLJKHUIUHTXHQF\UDQJHWKDWWRRNSODFH
EHWZHHQYDULRXVHYHQWVLVFOHDUO\EHWWHUUHFRJQL]HGE\WKHUHVXOWVRI%7KHKLJKVSHFWUDOSHDNV
VWDUWHG DSSHDULQJ LQ WKH KLJKHU IUHTXHQF\ UDQJH DIWHUPLOOLQJRI WKH UDPS VWDUWHG LQ$SULO 
LQGLFDWLQJ D VLJQLILFDQW FKDQJH RI VSHFWUDO SDWWHUQ ,Q WHUPV RI WKH FXPXODWLYH VSHFWUDO HQHUJ\
 fEi LWLVPRUHFOHDUO\UHFRJQL]HGE\FDVH%UDWKHUWKDQ$VLQFHSUHVXPDEO\PRUHDQGPRUH
HQHUJ\ LV WUDQVIHUUHG WR WKH IUHTXHQF\ UDQJHEH\RQG+]1RWH KRZHYHU WKDW KLJK IUHTXHQF\
QRLVHLVDOVRHIIHFWLYHO\FXWRIIIRUWKHFDVHRI$GXHWRORZVDPSOLQJIUHTXHQF\DQGLWVRPHWLPHV
PDNHV LW HDVLHU WR ORRN DW WKH FRORU SDWWHUQ VLQFH WKH VSLNHV FDXVHG E\ RSHUDWLRQDO QRLVH DUH
UHGXFHG


)LJ)OXJKDIHQ)LIWKHODVWILOHV$DQG%
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
)LJ)OXJKDIHQ(LIWKHODVWILOHV$DQG%




)LJ)OXJKDIHQER[SORWRIWKHFHQWURLGOHIWER[SORWRIRIWKHHQHUJ\ULJKW


7KH VWDWLVWLFDO DQDO\VLV REWDLQV VLJQLILFDQW FKDQJHV IRU WKLV VWUXFWXUH ZLWK WKH DQDO\VLV RI
YDULDQFH$129$IRUWKHORFDWLRQRIWKHFHQWURLGIURPWKHUGREVHUYDWLRQSHULRGWKDWLVWKH\HDU
DQGIRUWKHYDOXHIRURIHQHUJ\IURPWKHWKREVHUYDWLRQSHULRGWKDWLVWKH\HDU
)LJVKRZVWKHER[SORWVRIWKHVHUHVXOWV


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&RQFOXVLRQV

7KHSURSRVHG VSHFWUDOPHWKRG 9&/,)(ZDVDSSOLHG WRRQVLWHPHDVXUHPHQWGDWD DW VHYHUDO
GLIIHUHQW EULGJHV 7KH UHVXOWV SUHVHQWHG KHUHLQ LQGLFDWH D SRVVLELOLW\ RI HIIHFWLYHO\ GHWHFWLQJ WKH
GHYHORSPHQWRIVWUXFWXUDOGDPDJHE\ORRNLQJDWWKHFKDQJHRIWKHVSHFWUDOSDWWHUQGXHWRWKHVKLIW
RIG\QDPLFHQHUJ\WRZDUGVDKLJKHUIUHTXHQF\UDQJH,WVKRXOGEHQRWHGWKDWWKHUHVXOWVDUHPRUH
LQIRUPDWLYHZKHQWKHVDPSOLQJIUHTXHQF\LVKLJKHQRXJKJHQHUDOO\VSHDNLQJ
7KHHQHUJ\VKLIWVHHPVWREHTXLWHFKDUDFWHULVWLFWRWKHVWUXFWXUHVZLWKGHYHORSLQJGDPDJHV,W
LVEHOLHYHGWKDWDFRPELQDWLRQRIWKHDPELHQWYLEUDWLRQVXUYH\DQGWKHSURSRVHGVSHFWUDODQDO\VLV
FDQEHDQHIIHFWLYHDQGVLPSOHVWUXFWXUDOKHDOWKPRQLWRULQJWRRO7RWKLVHQGLWZRXOGEHLGHDOLID
FULWHULRQIRUWKHH[WHQWRIVWUXFWXUDOGDPDJHFRUUHVSRQGLQJWRDQ\LQGLFDWRURIWKHHQHUJ\VKLIWFDQ
EH HVWDEOLVKHG /RFDWLQJ WKH FHQWURLG RI WKH DUHD XQGHU  fEi  FXUYHV LV RQH SRVVLELOLW\ EXW LWV
YDOLGLW\ZRXOGUHTXLUHIXUWKHULQYHVWLJDWLRQ
$VDPSOLQJIUHTXHQF\RI+]LVUHFRPPHQGHGIRUIXWXUHPHDVXUHPHQWV)RULGHQWLI\LQJWKH
KLJK IUHTXHQF\ VKLIW RI G\QDPLF HQHUJ\ LW LV GHVLUDEOH WR PLQLPL]H WKH HIIHFWV RI H[WUDQHRXV
GLVWXUEDQFHVSDUWLFXODUO\ WKRVHRI WUDIILF ORDG ,GHDOO\ LI WKHVSHFWUXPRIH[FLWDWLRQIRUFHFDQEH
LGHQWLILHG HYHQ DSSUR[LPDWHO\ LWV FRQWULEXWLRQ WRZDUGV WKH RXWSXW VSHFWUD FDQ EH HVWLPDWHG
KRZHYHUWKLVLVQRWWKHFDVHPRVWRIWKHWLPH0LQLPL]DWLRQRIQRLVHHIIHFWVFRXOGEHDFKLHYHGE\
WDNLQJDORQJHQRXJKUHFRUGVRWKDWXQGHVLUDEOHQRLVHLQFOXGLQJWKHWUDIILFORDGFDQEHUHJDUGHG
PRUHRU OHVVDQHYHQO\GLVWULEXWHGH[FLWDWLRQ7DNLQJVHYHUDOFRQVHFXWLYHILOHVHDFKVHFRQGV
ORQJZRXOGVXIILFH ,GHDOO\ WKH IUHHYLEUDWLRQ UHFRUGRI WKH VWUXFWXUHVKRXOGEHREVHUYHGRYHUD
FHUWDLQSHULRGRIWLPH,PSRUWDQWO\DQ\PHDVXUHPHQWVLQYROYLQJPXOWLSOHORFDWLRQVRQDVWUXFWXUH
VKRXOGEHPDGHZLWKUHVSHFWWRDIL[HGUHIHUHQFHSRLQWWKURXJKRXWWKHSURMHFW


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Abstract.  In many of the industrialized countries an increasing amount of infrastructure is ageing. This has 
become specifically critical to bridges which are a major asset with respect to keeping an economy alive. 
Life of this infrastructure is scattering but often little quantifiable information is known with respect to its 
damage condition. This article describes how a damage tolerance approach used in aviation today may even 
be applied to civil infrastructure in the sense that operational life can be applied in the context of modern life 
cycle management. This can be applied for steel structures as a complete process where much of the damage 
accumulation behavior is known and may even be adopted to concrete structures in principle, where much of 
the missing knowledge in damage accumulation has to be substituted by enhanced inspection. This 
enhanced and continuous inspection can be achieved through robotic systems in a first approach as well as 
built in sensors in the sense of structural health monitoring (SHM). 
 
Keywords:  ageing infrastructure; structural health monitoring; fatigue; PHYBAL; steel; concrete; 
inspection robotics 
 
 
1. Introduction 
 
1.1 Ageing infrastructure life cycle management – a motivation 
 
In many of the highly industrialized countries today a lot of infrastructure has been built when 
economy has been taking off. In Germany this has been specifically after WW II as it has been 
happening in a similar way in Japan too. Other countries such as France, the UK, Canada or the 
USA have accumulated also a large number of infrastructure over the last century or two, although 
the establishment of their infrastructure may have been spread more evenly over time. All of this 
infrastructure was built somehow for a vaguely specified period of time which could even be 
defined as ‘forever’, although when thoroughly checked the assumed life is said to be no more 
than 100 years. However, nobody truly has made this check or better, this infrastructure said to last 
for at least 100 years is most likely to last much longer. Much of this infrastructure is even listed 
which is a definition per se that life can be ‘forever’. In many of the cases the degree of damage of 
this infrastructure is not sufficiently known because loads have not been clearly recorded and 
design documents have vanished. However, loads resulting from operation as well as the 
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environment may have changed significantly, specifically in the case of bridges, which do make a 
sufficiently realistic estimation of the damage condition of those structures even more difficult. 
All of this ageing infrastructure needs to be managed with regard to its integrity and the 
question of the damage to be tolerated from a structural integrity as well as from an economic 
point of view arises. Life cycle management therefore becomes essential and the question is on 
how to take this approach. Structures being exposed to loads do damage specifically when they 
exceed a threshold value. Those loads can be mechanical as well as environmental where the two 
types of load interact in a way that the environmental loads will reduce the threshold of the 
mechanical loads leading damage to be initiated. Loads applied to structures can be measured in 
terms of traffic loads, wind, snow, temperature, humidity and possibly more. However, a key 
question arises what damage those loads cause and what damage is defined to be (crack, 
delamination, stiffness loss, material loss, etc.). A further question arises as to how damage 
accumulates as a function of loads over time and when a damage becomes critical. Such an 
assessment can only be done when:
1. A detectable damage can be defined from an inspection point of view,
2. A critical damage can be defined from a structural integrity point of view,
3. The time for the damage to grow between the detectable and the critical damage condition 
can be determined.
Such an approach is fairly possible with metallic materials at least to a significant extent. It 
starts from the fact that damage can be detected by means of nondestructive testing and a tolerable 
damage can be defined from a structural integrity point of view as well. In metals such as steel 
damage is widely defined as a crack and with the help of fracture mechanics the time can be 
predicted how long a damage/crack will take to progress from a detectable to a critical size. This 
time interval combined with the stochastic nature of damage progression will then determine when 
an inspection will have again to be made and where a non-critical damage may be found that then 
will have to be rectified. This is to what extent damage tolerant design is performed in aviation 
where the objective is lightweight design. However, when lightweight design is less of an issue 
such as in civil engineering, damage tolerant design can still be of an advantage in terms of 
extending a structure’s safe operational life.
When it comes to non-metallic structures such as made from concrete the damage tolerance 
approach becomes more complicated since neither the detectability nor the criticality of damage as 
well as the way damage propagates as a function of applied loads is known. However, still the 
damage tolerance approach described for metallic structures can be applied in principle with the 
difference that many of the damaging phenomena including the damage accumulation process are 
less known. Damage assessment in concrete structures today is still fairly crude and is mainly 
based on visual inspection only where an experienced inspector will judge if a structure has to be 
classified as ‘green’, ‘yellow’, or ‘red’ equivalent to a traffic light system. Neither a quantifiable 
degree of damage nor a description of damage accumulation exists for concrete structures so far 
and it is such that only by visual inspection those structures can be assessed today with the 
additional effect that the experience and hence images gathered can serve as a database to study 
damage progression as a function of applied loads. Furthermore this procedure does possibly allow 
the respective mechanisms leading to damage progression in a fairly composite material such as 
reinforced concrete to be derived.
Civil infrastructures with bridges being a good example are large and hence difficult, risky and 
expensive to inspect. This prevents those structures to be inspected frequently by human inspectors. 
However when it comes to damage tolerance of those structures where damage mechanisms are 
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fairly unknown such as with concrete a frequent inspection at least of the locations being damage 
critical is a must. The solution to this problem can therefore currently only be seen through 
automation of the inspection process. Throughout the following options for a modern life cycle 
management of civil infrastructure is described, first for the more established process for steel 
structures and then for the emerging issue of ageing concrete structures. Principally the processes 
for the two material types are the same however the achievement for the two different types of 
material are different which allows gaps for future research initiatives to be identified.
2. Steel infrastructure assessment
Anyone dealing with fatigue knows that fatigue life scatters. This scatter can be a factor of two 
or even more in fatigue life when it comes to metallic structures where the fatigue behavior such as 
with the description of crack propagation is comparatively well known. As regards the age of 
bridges the average age of German railway steel bridges is close to 90 years now with the oldest 
being 175 years of age (Deutsche Bahn AG). Those bridges may easily last another 100 years in 
average but this requires more care in monitoring and maintenance and the consideration that a 
certain degree of damage might be tolerated. Many of those bridges have become landmarks and
possibly listed, which has now the endurance of those structures mainly to be infinite. Nobody can 
therefore consider those structures to be free of damage and the question is: How much damage 
can those structures sustain?
Design concepts of such a nature being called damage tolerant design are well known within 
the context of aeronautics. Damage tolerant design defines a condition of a detectable damage and 
a tolerable damage respectively (Fig. 1) and allows for a damage progression period to be 
calculated for a specific operational load using damage accumulation rules such as elastic or 
elastic-plastic fracture mechanics in the case of metals. To provide for scatter in damage 
occurrence an inspection is performed after a period of and in case no obvious damage is 
found the process is repeated until damage is identified where the damage found then has to be 
repaired (Fig. 2).
Fig. 1 Definition of damage tolerance limits in damage tolerant design
N'
2N'
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Fig. 2 The damage tolerance design principle
The reason aeronautics takes advantage of damage tolerant design is to design structures lighter 
weight what can be seen from the schematic fatigue life curve shown in Fig. 3. However, within 
civil engineering lightweight design may not be a design issue of paramount importance while the 
other parameter in the fatigue life curve being available to take advantage of is operational life,
which is essential within the civil engineering environment. Hence applying damage tolerance to 
civil engineering structures can help the average operational life of the structures under 
consideration to be enhanced. The smaller (earlier) damage can be detected the larger the 
inspection interval can be defined. This is why inspection methods are considered which do detect 
damage even at a microscopic level, which occurs during a period when a structure is loaded under 
fatigue.
The fact that damage accumulation and hence damage progression is a non-linear process, 
specifically when loads applied to the structure are of an arbitrary nature too, and the maintenance 
processes can possibly be combined with fatigue life prognostic tools, the damage tolerance 
approach taken can have the advantage to predict the individual life of structures and with this to 
establish a maintenance scheduling plan in the end.
Assuming fatigue to be the critical damaging factor may lead to another issue with regard to the 
assessment, which is the availability of fatigue data. For many of the old infrastructure this data is 
either not or not sufficiently available and also the material is possibly difficult to be obtained. 
Furthermore the damage condition of the civil infrastructure to be assessed may not be sufficiently 
well known. Hence the most suitable way in assessing the structure’s real damage condition would 
be to experimentally analyze material from the infrastructure to be considered. This however 
requires a method to be used that only requires a very limited amount of material to be taken from 
the infrastructure to be inspected.
A method that allows S-N curves and the respective material properties to be determined is 
PHYBAL (Starke 2007, Starke et al. 2010). PHYBAL is a short-time calculation of S–N and 
fatigue life curves of metallic materials. With PHYBAL the S-N and fatigue life curves for 
different metallic materials and material conditions can be determined on the basis of one load
increase test and two constant amplitude tests only. A stepwise or continuous load increase test 
(LIT) is performed first to estimate the endurance limit and to select appropriate stress amplitudes 
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for constant amplitude tests (CAT) with one single specimen. Fig. 4(a) shows the experimental 
approach as a principle. The LIT starts at a stress amplitude of which is chosen below 25%
of the materials’ yield strength being increased stepwise by after a defined number of cycles 
or continuously until the specimen finally fails. Along this test different other parameters 
being relevant to damage can be measured such as plastic strainߝ௣௟, temperatureΔܶ, electrical 
resistance Δܴor even electromagnetic impedance ܼ (Fig. 4(b)). Within this procedure two 
relevant stress parameters are selected a) being the stress level where one of the damage 
relevant parameters significantly changes from zero, which can be also used for the estimation of 
the endurance limit and b) being the stress level at which the specimen fails. Two constant 
amplitude fatigue tests need to be further performed the one being slightly above and the 
other slightly below respectively.
Fig. 3 Effect of damage tolerance principle on allowable fatigue life curve
Fig. 4 A schematic view of stress amplitude (a) and measured values and (b) in a 
stepwise load increase test
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In the respective case for a quenched and tempered SAE 4140 steel shown in Fig. 5 where 
has been 480 MPa and has been 680 MPa respectively, the stress levels for these 
CAT have been chosen to be 500 MPa and 640 MPa respectively. 
In Fig. 6 the stress amplitude is plotted versus the damage relevant parameters recorded in the 
LIT as well as the respective damage relevant value obtained at half of the fatigue life for the two 
CATs. To take the pre-damage of lower load levels of the LIT into account, the values of the two 
CATs are used as anchoring points for the transfer of the stress-damage parameter relation of the
LIT to the one for constant amplitude loading by a linear interpolation function based on the stress 
amplitude ratios of CAT and LIT. 
A power law proposed by Morrow (1964) is used to describe cyclic stress-strain (CSS) curves 
of the load increase test and the constant amplitude tests. This power law has been used in a 
generalized formulation with the cyclic hardening coefficient instead of and the cyclic 
hardening exponent instead of respectively, applying the different damage parameters 
mentioned above such as plastic strain, temperature, electrical resistance or electromagnetic 
impedance, leading this power law to become
  MnManpa MKK cc c oc )(, VHVD                      (1)
A similar approach is made with regard to the S-N-curve where the Basqu in Eq. (5) is applied. 
Here the fatigue strength coefficient is replaced by the and the fatigue strength 
exponent by respectively, leading to
   bMfMfabffa NN 22 , c oc VVVV                  (2)
According to Morrow the fatigue strength exponent can be calculated on the basis of the 
cyclic hardening exponent 
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With the strain hardening exponent being known from the LIT the fatigue strength 
exponent is determined and with the result of one of the CAT the fatigue strength coefficient 
can be determined from Eq. (2) too. This finally allows the S-N-curve to be described on 
the basis of and only leading to
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Fig. 6(a) shows results of proportionally downscaling CAT results from the LIT results and 
proving that a linear relationship can be drawn between the two CAT results obtained. 
Fig. 6 shows on the right hand diagramme the S-N curve obtained with the PHYBAL approach 
and the good match with experimental data for the quenched and tempered SAE 4140. Compared 
to conventional fatigue testing and the way materials data have been presented in the past (Boller 
and Seeger 1987) PHYBAL is an approach that reduces the effort of generating materials data for 
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cyclic loading by a factor of ten. In other words: This much more efficient provision of fatigue 
data is first of all a great help because it allows materials fatigue data to be provided even for an 
aged structure in terms of the material’s residual fatigue strength. Provision of testing material may 
be possible in case a component of the aged structure considered may be replaced and the 
respective samples for materials data generation can be manufactured. However, if sample material 
has been taken from a component replaced on the respective structure it is still not known which 
degree of damage the material tested has. With much of the ageing infrastructure considered, data 
of the pristine material is not available and it is such that a relative approach has to be taken to 
obtain a more tangible value of the stage the structure under consideration is damaged.
The approach on how to obtain those more tangible values is through the design of the structure 
being considered. For this the geometry, type of materials and loads have to be known. It is 
specifically the latter which might have been initially assumed and which need to be monitored to 
obtain an adequate figure. This is reasonably possible today, specifically within the context of 
structural health monitoring (SHM), making use of the various types of sensors being available 
such as electrical or optical fiber strain sensors as well as vibration sensors of different kinds. 
Options of such a type of sensors including the monitoring concepts have been described in 
reference books such as (Boller et al. 2009). The outcome of such a loads recording approach may 
not represent the complete life of the structure considered, however, it does at least represent the 
shape of the loading spectrum and with this a major portion under which the structure has been 
operated. This now allows a fatigue life estimation of the structure to be made in combination 
possibly with a FE analysis and to determine at which locations damage has accumulated more 
when compared to others. This principally relative damage profile can then be finally referenced to 
the degree of damage of the component replaced where the samples for materials’ data 
experimental validation had been taken from. 
     (a)                                     (b)
Fig. 5 Stepwise load increase test (LIT) for quenched and tempered SAE 4140 with stress amplitude a and
change in electrical resistance ΔR related to fatigue cycles applied (a) and electrical resistance 
versus fatigue cycles applied at two stress levels of a constant amplitude test (b)
599
Christian Boller, Peter Starke, Gerd Dobmann, Chen-Ming Kuo and Chung-Hsin Kuo 
     (a)                                     (b)
Fig. 6 Cyclic stress-resistance ߪ௔ െ ȟܴ curves for a load increase test (LITexp), values at 
for two constant amplitude tests (CATexp) and ߪ௔ െ ȟܴ curve calculated for 
constant amplitude loading (CATcalc) (a) as well as comparison of experimental lifetimes (Nf,exp)
and S-N curves calculated on the basis of and for constant amplitude loading (b) 
for quenched and tempered SAE 4140
With this in mind and the PHYBAL approach described above it is now possible to locate the 
S-N curve within the range of different damage conditions including the pristine condition in a 
way it has been described by Haibach (2006) and possibly others and which is shown in Fig. 7 
below.
The approach is based on an S-N curve to be described as a bi-linear function
k
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where and represent the slope of the S-N curve, the number of cycles, the 
number of cycles at the endurance limit, the stress amplitude and the stress amplitude at the 
endurance limit respectively. This function can also be described for a material where the damage
is . In that case the S-N curve is shifted to the left when compared to the S-N curve for 
the pristine condition and the endurance limit is reduced along a locus shown in Fig. 7 which 
depends on a parameter being a function of the way damage accumulates in the material 
considered. Knowing the relative degree of damage or better the damage distribution of the 
complete structure through a fatigue life calculation performed for the structure considered, now 
allows the degree of damage to be determined of the component that has served to determine the 
materials data in accordance to the PHYBAL approach. With this figure in mind and the material’s 
data residual fatigue life determined from the PHYBAL approach the endurance limit and hence 
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the degree of damage can be determined. If a possibly second material sample taken from another 
structural component having a different degree of damage condition and allowing for replacement 
can be made available, then a second S-N curve in accordance to the PHYBAL approach is 
generated which can finally allow the complete spectrum of residual life S-N curves for different 
damage conditions to be determined. This will then allow the structure considered to be fully 
assessed in terms of its residual operational life.
Fig. 7 Schematic of handling S-N curves for a material under different damage conditions
Fig. 8 Change of different physical parameters over fatigue life of a quenched and tempered SAE 4140 
steel under constant amplitude loading with a stress amplitude of 620 MPa
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The different damage parameters considered such as plastic strain, temperature, electrical 
resistance or electromagnetic impedance are very much associated with physical parameters being 
used in nondestructive testing (NDT). Specifically electromagnetic techniques such as measuring 
eddy current impedance, permeability, higher harmonics or Barkhausen noise are techniques which 
have been used to characterize materials under different conditions including ageing at even 
sub-microscopic cracking conditions. An overview of the capabilities of those techniques with 
regard to describing mechanical conditions of materials has been provided in (Boller et al. 2011)
and its capabilities in analyzing materials even at microscopic level has been described in (Sheikh 
Amiri et al. 2014) respectively. Fig. 8 shows the result obtained on a quenched and tempered SAE 
4140 steel fatigue tested under constant amplitude loading with a stress amplitude of 620 MPa
where the electromagnetic impedance has been measured using a giant magnetic resistor (GMR) 
(Starke et al. 2009). A sensitivity higher than measuring plastic strains has been determined which 
gives rise to the fact that damage and hence damage accumulation can be measured even below the 
stage where micro-cracking does emerge.
3. An Approach for lifecycle management of aged steel infrastructure
As to the methodology described above a lifecycle management concept for ageing steel 
infrastructure can now be established. It is based on the availability of the digital (FE) model of the 
structure considered including the load spectrum being applied to it. This model can be determined 
for even an old structure and can be continuously updated by monitoring strain sequences at 
well-selected locations. With this a fatigue life estimation becomes possible which allows damage 
accumulation to be determined at discrete locations of the structure considered where the locations 
become indicators for visible damage is to be expected first. Since crack initiation is a stochastic 
process a FE model may require an update with regard to the structural damage condition detected 
such that a more precise prediction can be achieved. This looks possible when NDT data such as 
with electromagnetic techniques can be sampled and correlated to the different damage conditions 
over a fatigue life. This may be performed along the LIT and CAT experiments in case the 
PHYBAL method is applied and will result in diagrams of the type shown in Fig. 6. This will 
describe the non-linearity of damage accumulation and may serve as the calibration source once it 
has been normalized such that the non-linearity in damage accumulation can be literally applied all 
along the S-N curve. It will significantly help to circumvent the errors made when applying 
linearized damage accumulation rules such as proposed by Palmgren and Miner. Performing 
electromagnetic sampling at various locations of interest along the structure considered on the 
other hand will allow a full profile of the electromagnetic parameters over the structure to be 
generated. This profile of electromagnetic parameters can be converted to a stress distribution 
profile based on the information provided in Fig. 6. Merging this with the damage parameter 
progression curve obtained for a CAT performed at a defined stress amplitude such as shown in 
Fig. 8 will principally allow a reference point with regard to the degree of damage and hence the 
number of cycles to be found, which will then allow the damage profile of the structure to be
determined in even absolute terms. This profile can be matched and further updated with the 
fatigue life predictions made and will principally allow for a continuous model update gradually 
refining any damage assessment models such that the structure considered can be managed in 
terms of maintenance, repair and overhaul in the longer term. With sensing devices such as 
monitoring loads or damage being even placed stationary at damage critical locations will allow a
M
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way of structural health monitoring to be performed on a wireless basis making management of a 
large number of steel infrastructure possible from a central location only.
4. Concrete infrastructure assessment
Concrete is a material much more difficult to understand with regard to its damaging behavior 
when compared to metals. It is a composite material at macro-scale of a mainly brittle nature, 
which can be pre-stressed and may possess cracks already at its onset. It is not exposed to 
mechanical loads only but also to environmental loads where moisture, corrosion and resulting 
carbonation can play a significant role. Concrete structures as they are designed today as well as in 
the past are said to be principally damage free. This is however far from reality as can be seen with 
an increasing number of concrete structures worldwide now deteriorating.
The approach on how to assess a concrete structure with respect to its life cycle management is 
principally similar to the one applied for steel. Damage could be tolerated provided the criticality 
of the damage is known and the way the damage progresses from a detectable to a critical stage. 
The way concrete structures are assessed today is mainly by visual inspection only. The structures 
are then categorized such as in accordance to a traffic light system, which must be considered as a 
rather subjective approach. Application of NDT in civil engineering can still be considered to be in 
its infancy. First publications in this field appeared in the mid 1980ies and there is still not much 
NDT technology being already available which possesses the maturity to be standardized. 
Overviews with regard to some latest developments of NDT in civil engineering can be found in 
(Kurz et al. 2011, Dobmann et al. 2010) as well as in the proceedings of some recent conferences 
(Wiggenhauser et al.).
If damage tolerance was to be applied to concrete structures then much inspection would have 
to be required since the period from when first cracking may be observed on a concrete structure 
up to a condition where concrete coverage falls off due to corrosion at and carbonation along the 
metallic rebars may be short or at least fairly impossible to predict. Frequent inspection calls for 
automation of the inspection process and this inspection can become risky, specifically when a
structure becomes large such as in the case of a bridge. Automation of the process using a robot (or 
multiple robots) equipped with sensors such as digital cameras is therefore an option interesting to 
be explored since it can be used to replace the human inspector. The approach having been taken
for inspection is based on a micro aerial vehicle (MAV), which is equipped with a digital camera 
underneath such as shown in the case of an octocopter in Fig. 9. The MAV is flown remotely and 
scans the building to be monitored. The camera is set in a continuous trigger mode with a 
frequency of 3Hz, which is also known as the time based method of image capturing. Even though 
the robot is fitted with a GPS receiver and can operate GPS based, the entire flight process is 
manually controlled. This is due to the lack of GPS signal when the vehicle flies close to the 
structure to be monitored. The autopilot together with some additional features such as a vector 
thrust propulsion system only provides auto-stabilization and altitude control. Flight stability of 
the robotic vehicle is important since it is directly correlated to the quality of the images taken.
To successfully run the photographic monitoring initially, a flight route well planned is most 
essential. For a camera with an image ratio of say 4:3, a horizontal flight route scanning will 
produce a series of pictures with lowest achievable distortion, which is the reason why a horizontal 
scanning is usually preferred. During the monitoring process a volume of several GB of images is 
easily accumulated. From those images only a fraction of the best can be taken for being stitched 
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together. To enhance that fraction of useful images different measures have been taken in terms of 
stabilizing the MAV’s attitude control through a vector thrust system and optimizing the waypoint 
control through a fuzzy logic control algorithm built into the camera system (Kuo et al. 2014). To 
speed up the image stitching process automated image stitching tools have been used as well. 
However, manual corrections are still required when structures are photographically ‘assembled’ 
of the dimensions shown in Fig. 10. The resolutions to be obtained in the end are those shown in 
Fig. 11 where a cracking pattern is observed on the left. Such cracking patterns are typical in 
concrete resulting from carbonation and corrosion along rebars and are a precursor that concrete 
parts are due to come off. Tools for clearly identifying such cracking patterns along an automated 
process are therefore essential for which a resulting picture can be seen in the middle of Fig. 11. 
Once time passes by, concrete parts will come off as is shown for the same location on the right 
hand side of Fig. 11. This also shows one of the advantages of automated imaging using a MAV.
Fig. 9 Octocopter MAV system with digital camera
Fig. 10 Stitched images of a major building (bottom image) with resolutions to be zoomed in (top 
images). Note that different colors of images are due to images taken at different weather 
conditions
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Fig. 11 Damage in a concrete wall (left), resulting crack pattern (middle) and damage 11 months later 
(right)
Fig. 12 Theoretical global life cycle curve for a bridge and resulting impact due to enhanced maintenance
Once an infrastructure such as a building has been fully recorded and possibly modeled in 3D, 
only the critical locations have to be recorded in later stages, making this method of infrastructure 
monitoring highly efficient when compared to the conventional methods where men have to climb 
along critical maneuvers to access the locations of interest. Taking images of those critical 
locations at close intervals will allow a sequence of the damage incubation and progression 
process to be constructed that may allow the still mainly unknown damage mechanisms in 
concrete to be assessed and better understood. With the ability to further allocate each pixel 
geometrically a means will be provided to generate a full map of damages present at least in 2D. 
With the inclusion of further NDT techniques such as radar or thermography further means will be 
provided that will allow the structure to be monitored sub surface. By merging those data with the 
visually obtained data through a data fusion process one will gradually obtain a 3D image of the 
damage that will further allow the damage mechanisms observed to be better understood.
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4. Conclusions
Inspection of civil infrastructure such as bridges has been increasingly improved over the past 
decades. With FE modelling emerging as an established technique, stress, strain and temperature 
distributions in structures have become viably determinable. Similar observations regarding 
simulation can be made with regard to the dynamic behavior of structures. The consequences of 
loads applied to structures can therefore be simulated and with the emergence of a variety of 
sensors those loads can be monitored too. Hence a fairly realistic loading behavior can be 
simulated in structures which again can be correlated to the resulting damaging behavior of the 
structural material considered. Description of this damaging behavior is qualitatively different with 
respect to the type of material and the type of damage considered. With metals and fatigue the 
degree of damage modelling is comparatively advanced while with corrosion it is already less and 
becomes close to zero when moving to other types of materials such as concrete, wood or polymer 
based composites. This leaves visual observation and assessment as the only option and 
denominator in getting the condition related information retrieved and to be combined with the 
structural design methods applied. 
Keeping this general state-of-the-art in structural assessment in mind life cycle assessments of 
metallic structures can be well performed and can even be expanded from a traditional safe life to 
a damage tolerant approach. Combined with destructive and nondestructive assessment techniques 
a structural material’s damage condition can be characterized and merged with prognostic tools 
such as used for fatigue life evaluation. In that regard the PHYBAL approach provides a 
significant progress since it allows much more fatigue related material information to be retrieved 
from a material’s fatigue test than this has been possible in the past. This opens a new quality and 
potential in structural assessment specifically also with the increasing amount of ageing 
infrastructure. Based on monitoring the operational load spectrum with specific sensors at 
dedicated locations the residual life of principally each structure can be determined in the case of 
metals allowing individual maintenance programs to be established in accordance to operational 
needs. With the additional introduction of a damage tolerance principle this can further help to 
postpone maintenance actions and alleviate pressure that might have been imposed when 
conventional safe life time-based approaches would have had to be performed.
When considering the case of concrete structures, visual inspection is the only approach 
accepted for structural assessment currently. Even if other more efficient non-destructive testing 
techniques might be accepted in the future, visual inspection will still build the basis as it has been 
with metallic structures too. Establishing a monitoring approach therefore on the basis of visual 
inspection is logic for whatever material a structure might be made of, specifically when the image 
is on a digital and hence pixel basis. This pixel-based digitized information builds a basis into 
which additional information can be hung and that can be fed back as an image just in the way
information on a structure’s condition should be communicated even to people not being experts 
with respect to damage analysis and SHM.
The approach being proposed here provides a variety of elements that as a combination meets 
the requirements and definitions set for SHM to be performed (Boller 2009) and it can be seen as 
an amendment to what has already been compiled in (Boller 2009) and possibly other pieces of 
reference. With such a diagnostic and prognostic approach a means is therefore provided that 
allows structures to be better assessed in terms of their degree of damage as well as their residual 
operational life. Generating such a type of such damage related information is important in at least 
two regards. First of all it allows to better differentiate the degrees of severity of the different 
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damaging condition of a structure which then allows respective maintenance actions to be planned 
in much more detail and more efficiently than this is done conventionally today. This is important 
from the point of view that maintenance actions do have to be optimized from a cost and 
organizational point of view and to which the approaches proposed here do contribute. 
Furthermore the digitally based approach resulting from the pixel based visual inspection provides 
an excellent data base onto which any further structural information retrieved from other NDT 
techniques can be added and built upon. This will allow true log files of structures to be 
established in the future and allow a structure’s integrity history to be retrieved in much more 
detail than this has been done before.
The damage tolerance principle as a tool of life cycle management of civil infrastructure is 
therefore principally applicable to any type of structural material. However where the material’s 
damaging behavior is better known such as with metals more of the prognostic capabilities can be 
taken to substitute the inspection effort while with other materials such as concrete a larger 
inspection effort is required until prognostic tools will become available one day. This larger 
inspection effort can currently be compensated through robotic inspection. That the damage 
tolerance principle is becoming viable in civil engineering has been proven with some life cycle 
analysis and management concept proposed in (Wenzel et al. 2013, Veit-Egerer et al. 2013) where
deterioration of a civil infrastructure is determined as a scatter band as shown as an example in the 
diagram of Fig. 12 considering the variety of possible uncertainties involved. This diagram 
principally does not display anything else than an inversion of a crack propagation curve s shown 
in Fig. 1 before. However what Fig. 12 additionally shows is the criticality of the damage in terms 
of a traffic light system and what implications investments in maintenance would have, shown by 
the kinks in the lower bound degradation curve. With such a procedure the drawbacks of 
negligence in maintenance can be clearly visualized even to the non-engineering community and a 
first steps towards a more efficient life cycle assessment and resulting management of civil 
engineering structures can be made.
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Abstract. Management of infrastructure stock is essential in sustainability of society, and its analysis and 
optimization are studied in the light of control system modeling in this paper. At the first part of the paper, 
cost of stock management is analyzed based on macroscopic statistics on infrastructure stock and 
economical growth. Stock management burden relative to economy is observed to become larger at low 
economic growth periods in developed economies. Then, control system modeling of stock management is 
introduced and by augmenting maintenance actions as control input, dynamic behavior of stock is simulated 
and compared with existing time history statistics. Assuming steady state conditions, applicability of the 
model to cross sectional data is also demonstrated. The proposed model is enhanced so that both preventive 
and corrective maintenance can be included as system inputs, i.e., feedforward and feedback control inputs.  
Optimal management strategy to achieve specified deteriorated stock level with minimal cost, expressed in 
terms of preventive and corrective maintenance actions, is derived based on estimated parameter values for 
corrosion of steel bridges. Relative cost effectiveness of preventive maintenance is shown when target 
deteriorated stock level is lower. 
Keywords:   stock management; control theory; system dynamics; preventive maintenance; optimization 
1. Introduction 
Management of infrastructure is essential for sustainability of society (Yanev 2007).  
Relationship between economic growth and public investment has been discussed from the view 
point of theory of economic growth (Aschauer 1990, Barro 1990, Gramlich 1994), and the effect 
of maintenance is also studied (Kalaitzidakis and Kalyvitis, 2004). Fig. 1 shows development of 
infrastructure stock and gross domestic product (GDP) of Japan, normalized by GDP deflator with 
respect to 2000 (Abé et al. 2007). Because scales of infrastructure stock and GDP are comparable, 
maintenance and replacement of infrastructure would cause considerable burden to national 
economy, while integrity of the stock is critical for economic activity. To reduce maintenance cost, 
effectiveness of maintenance actions at earlier stage of deterioration, i.e., preventive maintenance, 
has been emphasized (Yanev 2007, Abé et al. 2007). 
The authors consider infrastructure management activity from three aspects, as shown in Fig. 2: 
i.e., i) risk management; ii) stock management; and iii) asset management (Abé and Fujino 2009a, 

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)XMLQRet al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GHILQHG WR LPSURYH GXUDELOLW\ DQG RSWLPL]H HQYLURQPHQWDO EXUGHQ DQG OLIH F\FOH FRVW $VVHW
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ULVNPDQDJHPHQWZRXOGEH WKHILUVWDQGVWRFNZRXOGEH WKHVHFRQGEXW OHDVWDWWHQWLRQZRXOGEH
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E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

$PRQJ WKHVH WKUHHDVSHFWV ULVNPDQDJHPHQWRI FLYLO LQIUDVWUXFWXUHV IRUQDWXUDOGLVDVWHUV DQG
DFFLGHQWV KDV UHFHQWO\ EHHQ UHSRUWHG E\ WKH DXWKRUV LQ GHWDLOV )XMLQR DQG $Ep  $Ep DQG
6KLPDPXUD$Ep et al ,Q WKLVSDSHU WHUPV³DVVHW´DQG³VWRFN´DUHXVHG WRH[SUHVV
GLIIHUHQWPHDQLQJV DV GHVFULEHG DERYH DOWKRXJK WKH WHUP ³DVVHW´ LV FRPPRQO\ XVHG WR LQFOXGH
ERWKPHDQLQJVLQWKHH[LVWLQJOLWHUDWXUH8GGLQet al:HQ]HO,62+HUH
WKHZRUG³VWRFN´LVHPSOR\HGWRHPSKDVL]H WKDW WKHIRUPXODWLRQLVIRFXVHGRQGHWHULRUDWLRQDQG
ULVN DQG IXQFWLRQDOLW\ DUH QRW H[SOLFLWO\ WUHDWHG DQG FRQVLGHUHG VHFRQGDU\ LQ WKH VFRSH RI WKH
FXUUHQWSDSHU    
,QWKLVVWXG\DFRPSUHKHQVLYHIUDPHZRUNIRUVWRFNPDQDJHPHQWLVSURSRVHGEDVHGRQFRQWURO
V\VWHPWKHRU\ZKLFKJHQHUDOL]HVVWDWLVWLFDODQDO\VHVRIIUDJPHQWHGGDWDVHWVRQVWRFNPDQDJHPHQW
FROOHFWHGLQ-DSDQDQGSUHYLRXVO\UHSRUWHGE\WKHDXWKRUV$Ep et al$EpDQG)XMLQR
$Ep et al$EpDQG)XMLQRE$Ep et al ZLWK IXUWKHUHQKDQFHPHQW WRQDWLRQDO
HFRQRPLFVWDWLVWLFV  
)LUVW QDWLRQDO VWDWLVWLFV DUH VWXGLHG WR SURYLGH PDFURVFRSLF RYHUYLHZ RQ G\QDPLFV RI
LQIUDVWUXFWXUH VWRFN DQGQDWLRQDO HFRQRP\7KHQ FRQWURO V\VWHP WKHRU\ LV LQWURGXFHG WR H[SUHVV
V\VWHP G\QDPLFV DQG PDLQWHQDQFH DFWLRQ DQG LWV RSWLPL]DWLRQ LV LQYHVWLJDWHG EDVHG RQ WKH
SURSRVHG PRGHO ,Q WKH VWXG\ RI RSWLPL]DWLRQ FRPSDULVRQ RI SUHYHQWLYH DQG FRUUHFWLYH
PDLQWHQDQFH LVHPSKDVL]HGEHFDXVHFXUUHQWSUDFWLFH LVEDVLFDOO\FRUUHFWLYHZKLOHDGYDQWDJHVRI
SUHYHQWLYHPDLQWHQDQFHKDYHORQJEHHQGLVFXVVHGDQGVWUHVVHGLQHQJLQHHULQJFRPPXQLW\<DQHY
$Epet al 


0DFURVFRSLFDQDO\VLV

,Q WKLV VHFWLRQPDFURVFRSLF VWDWLVWLFDO UHODWLRQVKLSEHWZHHQ LQIUDVWUXFWXUH VWRFNDFFXPXODWLRQ
DQGJURZWKRI*'3 LVGLVFXVVHGZLWKFRQVLGHUDWLRQ WR WLPHGHOD\HIIHFW7KHQ OLIHF\FOHFRVW LV
HVWLPDWHGE\VWDWLVWLFDOUHJUHVVLRQ  

2.1 Stock and GDP 

0DFURVFRSLFDOO\GLIILFXOW\RIVWRFNPDQDJHPHQWHVSHFLDOO\VXVWDLQDELOLW\LVH[SHFWHGWRDULVH
D7LPHODJEHWZHHQVWRFNDQG*'3 E6WRFNWR*'3UDWLRZLWK\HDUVRIGHOD\
)LJ(IIHFWRIWLPHGHOD\EHWZHHQLQIUDVWUXFWXUHVWRFNDQG*'3JURZWKV
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ZKHQUHTXLUHGFRVWIRUPDLQWHQDQFHLQFUHDVHVPRUHWKDQ*'3DQGWDNHVODUJHUSRUWLRQRIQDWLRQDO
HFRQRP\%HFDXVHVWRFNLVHVVHQWLDOO\DFFXPXODWLRQZKLOH*'3LVWKHDQQXDOIORZVWRFNQDWXUDOO\
WHQGV WRVXUSDVV*'3DVHFRQRP\JURZV7LPHKLVWRULHVRIFRUUHVSRQGLQJJURZWKUDWHVRI-DSDQ
DUHJLYHQLQ)LJEZKLFKVKRZWKDWLQIUDVWUXFWXUHJURZWKIROORZVHFRQRPLFJURZWK  
&URVVFRUUHODWLRQEHWZHHQJURZWKUDWHVRI*'3DQGVWRFNVKRZQLQ)LJDUHYHDOVPD[LPXP
FRUUHODWLRQRI  DW WLPH ODJ RI \HDUV5HJUHVVLRQEHWZHHQ VWRFN DQG*'3JURZWKVZLWK 
\HDUV GHOD\ LV SURYLGHG LQ )LJ E 7KLV GHOD\ FDXVHV FRQVLGHUDEOH LQFUHDVH RI VWRFN ZKHQ
HFRQRPLFJURZWKGHVFHQGVDVVKRZQLQ)LJD6WRFNWR*'3UDWLRZDVDURXQGDWWKHKLJK
HFRQRPLFJURZWKLQVDQGLQFUHDVHGXSWRDW,QFUHDVHRIVWRFNWR*'3UDWLRU E\
WLPHODJRI'TFDQEHFDOFXODWHGDV
       TGDPe
I
s ' DDU

                          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E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)LJ*URZWKRILQIUDVWUXFWXUHVWRFNDQG*'3LQ-DSDQ
D$FFXPXODWHGPDLQWHQDQFHFRVW E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ZKHUHs0LQLWLDOVWRFNI0LQLWLDO*'3DVWRFNJURZWKUDWHDQGDGDP*'3JURZWKUDWH)LJE
LQGLFDWHVWKDWYDOXHVRIDDQGDGDPDUHDOPRVWHTXLYDOHQWZLWKWKHWLPHODJRI\HDUV)LJE
VKRZVFRPSDULVRQEHWZHHQWKHREVHUYHGYDOXHRIUDQGHVWLPDWLRQE\(T6WRFNWR*'3UDWLR
LV HVWLPDWHGE\ DVVXPLQJ'T \HDUV ODJ DQGSLHFHZLVH DYHUDJHYDOXHVRI*'3JURZWK UDWH
VKRZQ E\ FKDLQ OLQH LQ )LJ D DUH VXEVWLWXWHG WR ERWKD DQGDGDP 'HOD\ LQ JURZWK UDWHV LV
REVHUYHGWRFRQWULEXWHUDSLGLQFUHDVHRIVWRFNDQGVXEVHTXHQWO\UHODWLYHLQFUHDVHRIPDLQWHQDQFH
FRVW7KLVSKHQRPHQRQZRXOGHVSHFLDOO\EHREVHUYHGDWORZHFRQRPLFJURZWKFRQGLWLRQVIROORZHG
E\ KLJK JURZWKZKLFK FDQ EH DSSOLHG WRPDQ\ GHYHORSHG QDWLRQDO HFRQRPLHV'HOD\V EHWZHHQ
JURZWKDQGVRFLRHFRQRPLFSKHQRPHQDDUHFRPPRQO\REVHUYHGDQGKDYHEHHQSRLQWHGRXWWREH
RQHRIWKHPDMRUFDXVHVRIFDWDVWURSKHLQJURZWK0HDGRZV et al  

2.2 Maintenance cost 

)LJD VKRZVVWDWLVWLFDO UHJUHVVLRQRIFXPXODWLYHPDLQWHQDQFHFRVW VWDWLVWLFVFROOHFWHG IURP
-DSDQ1DWLRQDO5DLOZD\-15EHIRUHSULYDWL]DWLRQRIQRUPDOL]HGE\SDVVHQJHUEDVHIDUHWR
FXUUHQF\YDOXH'HWDLOVRIWKHRULJLQDOGDWDFDQEHIRXQGLQ$Epet alDQG$EpDQG
)XMLQRE,WFDQEHREVHUYHGWKDWDFFXPXODWHGPDLQWHQDQFHFRVWCAMIROORZVTXDGUDWLFFXUYH
LH
tcC mAM                    
$YHUDJH DQQXDO OLIH F\FOH FRVW ZKLFK LV VXPPDWLRQ RI LQLWLDO RU UHSODFHPHQW FRVW CI DQG
PDLQWHQDQFHFRVWLVJLYHQE\
t
CCc AMI                 
2SWLPDOOLIHWRPLQLPL]HWKLVDYHUDJHFRVW\LHOGV
m
I
opt c
Ct                       
E\UHODWLRQVKLSEHWZHHQDULWKPHWLFDQGJHRPHWULFPHDQV&RUUHVSRQGLQJDFFXPXODWHGPDLQWHQDQFH
FRVWLVFDOFXODWHGDV
IoptmAM CtcC                 
ZKLFK HTXDOV UHSODFHPHQW FRVW 7KHQ RSWLPDO DQQXDO DYHUDJH RI PDLQWHQDQFH DQG UHSODFHPHQW
FRVWEHFRPHV
opt
I
opt t
Cc                 
7KHUHIRUH DQQXDO PDLQWHQDQFH DQG UHSODFHPHQW FRVW WR UHSODFHPHQW FRVW ZRXOG EH /topt ,I
VWUXFWXUDOOLIHWLPHLV\HDUVDQQXDOPDLQWHQDQFHDQGUHSODFHPHQWFRVWZRXOGEHRIWKHWRWDO
VWRFN%HFDXVHPDLQWHQDQFHDQGUHSODFHPHQWFRVWLVH[SUHVVHGE\FRQVWDQWUDWLRWRVWRFNLQFUHDVH
RIVWRFNWR*'3UDWLRREVHUYHGLQWKHSUHYLRXVVHFWLRQZRXOGGLUHFWO\OHDGLQFUHDVHRIPDLQWHQDQFH
DQGUHSODFHPHQWFRVW  
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-15 VWDWLVWLFV RQ KLVWRU\ RI GHWHULRUDWHG VWRFN DQGPDLQWHQDQFH FRVW IURP  WR  DUH
VKRZQLQ)LJE$EpDQG)XMLQR$SSUR[LPDWHO\RIWKHVWRFNLVGHWHULRUDWHGDQGWKLV
VWDWH LVPDLQWDLQHGE\DQQXDO VSHQGLQJRIDERXW WRRI WRWDO VWRFN$VVXPLQJ WKLV VWDWH LV
RSWLPDOWKHH[SHFWHGOLIHZRXOGEHWR\HDUVDFFRUGLQJWR(T


)XQGDPHQWDOIHHGEDFNFRQWUROV\VWHPPRGHO

,QWKLVVHFWLRQOLQHDUIHHGEDFNFRQWUROPRGHORIVWRFNPDQDJHPHQWLVFRQVWUXFWHGDQGYHULILHG
E\WKHGDWDRI)LJEDVZHOODVFURVVVHFWLRQDOGDWDFROOHFWHGIURPORFDOJRYHUQPHQWVLQ-DSDQ
$EpDQG)XMLQRE  

3.1 Feedback control model 

/LQHDUIHHGEDFNFRQWUROV\VWHPLQPDWUL[IRUPFDQEHH[SUHVVHGDV
%X$[[               D
&[X            E
7RPDWFKWKHH[LVWLQJVWDWLVWLFVLQ)LJEDVLQJOHRXWSXWWZRVWDWHPRGHOLVHPSOR\HGZKHUH
HQWLUH VWRFN s DQG GHWHULRUDWHG VWRFN d DUH WDNHQ DV VWDWH YDULDEOHV DQG PDLQWHQDQFH FRVW u LV
VHOHFWHGDVDFRQWUROLQSXWLH
»¼
º«¬
ª 
d
s[   »¼
º«¬
ª
 EE
HD ǹ   »¼
º«¬
ª G
H %   > @ds cc &          FGHI
+HUHVWUXFWXUHVZKLFKQHHGUHSDLUDUHFDWHJRUL]HGWREHGHWHULRUDWHGDQGRWKHUVDUHGHILQHGWR
EHVRXQG$OWKRXJKUDWLQJVRIWKHVWUXFWXUHVDUHXVXDOO\PXOWLSOHDQGPRUHWKDQWZRMXGJPHQWIRU
UHTXLUHPHQW IRU UHSDLU LV SDLG KLJKHU DWWHQWLRQ DQG LQVSHFWLRQ VSHFLILFDWLRQV DUHZHOO GHILQHG LQ
GHWDLOVIRUWKLVFDWHJRU\LQ-157KHUHIRUHWKHVHWZRVWDWHVDUHHPSOR\HGRZLQJWRDYDLODELOLW\DQG
UHOLDELOLW\RIGDWD7KLVIRUPXODWLRQFDQEHH[WHQGHGWRPXOWLSOHFRQGLWLRQUDWLQJVE\H[SDQGLQJWKH
QXPEHURIVWDWHV  
,Q LQIUDVWUXFWXUHVWRFNPDQDJHPHQWGHWHULRUDWHGVWRFNZRXOGQRWEHDEDQGRQHG LPPHGLDWHO\
UDWKHUXVHGFRQWLQXRXVO\7KHUHIRUHHQWLUHVWRFNZKLFKLQFOXGHVGHWHULRUDWHGVWRFNLVFKRVHQDVD
VWDWHYDULDEOH6RXQGVWRFNFDQEHFDOFXODWHGVLPSO\E\sd3DUDPHWHUD GHQRWHVLQIUDVWUXFWXUH
JURZWKUDWHE LVDQQXDOGHWHULRUDWLRQUDWHUHSUHVHQWLQJUDWLRRIJHQHUDWHGGHWHULRUDWHGVWRFNIURP
VRXQGVWRFNIRUHDFK\HDUGVWDQGVIRUPDLQWHQDQFHHIIHFWLYHQHVVWRUHGXFHGHWHULRUDWHGVWRFNE\ 
_G _ZLWKXQLWLQSXWRIu7REHFRQVLVWHQWZLWKSK\VLFDOWHQGHQF\WKHIROORZLQJVLJQFRQYHQWLRQV
DUHDVVXPHGLH D!E!DQGG3DUDPHWHUVHUHSUHVHQWVGHWHULRUDWHGVWRFNLQIOXHQFHRQ
VWRFNJURZWKDQGHLVWKHLQWHUDFWLRQRIPDLQWHQDQFHFRVWDQGLQIUDVWUXFWXUHVWRFNJURZWK%RWK
HIIHFWV EHFRPH SURPLQHQW ZKHQ UHVWULFWLRQ RI SXEOLF LQYHVWPHQW EHFRPHV VWULQJHQW DQG
VXEVWLWXWLRQEHWZHHQLQYHVWPHQWDQGPDLQWHQDQFHLVQRWQHJOLJLEOH,QWKLVSDSHUWKLVLQWHUDFWLRQLV
QHJOHFWHGVLQFHWKHWHQGHQF\LVQRWFOHDUO\REVHUYHGLQH[LVWLQJVWDWLVWLFV+RZHYHULQQHDUIXWXUH
WKLVVXEVWLWXWLRQFRXOGEHFRPHVXEVWDQWLDODQGZRXOGUHTXLUHDWWHQWLRQ)HHGEDFNJDLQcdH[SUHVVHV
PDLQWHQDQFH IROORZLQJ GHWHFWLRQ RI GHWHULRUDWHG VWRFN ZKLFK FRUUHVSRQGV WR FRUUHFWLYH
PDLQWHQDQFH ZKLOH cs LV SODQQHG PDLQWHQDQFH UHJDUGOHVV RI WKH UHVXOWV RI LQVSHFWLRQ LH
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SUHYHQWLYHPDLQWHQDQFH  
,Q WKLV IRUPXODWLRQ GHWHULRUDWLRQ UDWH E GRHV QRW FKDQJH EHIRUH DQG DIWHU WKH IHHGEDFN
PDLQWHQDQFHDFWLRQDQGH[WHQVLRQRIOLIHE\UHSDLULVQRWH[SOLFLWO\PRGHOHG%HFDXVHPDLQWHQDQFH
DFWLRQVFDQQRWEHVHSDUDWHGLQH[LVWLQJLQVSHFWLRQUHFRUGVWKLVWUHDWPHQWRIE LVFRQVLVWHQWZLWKWKH
DYDLODEOHGDWD&KDQJHRIGHWHULRUDWLRQUDWHFDQEHLPSOLFLWO\LQFOXGHGDWWKHIHHGIRUZDUGWHUPRU
PDLQWHQDQFHHIIHFWLYHQHVVWHUPVZKLFKZLOOEHH[SODLQHGLQWKHQH[WVHFWLRQ
&ORVHGORRSVROXWLRQIRUWKHV\VWHPZLWKLQLWLDOYDOXHRIx >sd@TLV
tess D                         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

%HFDXVHPDLQWHQDQFHEXGJHWZDVFDOFXODWHGEDVHGRQLQVSHFWLRQUHVXOWVRIGHWHULRUDWHGVWRFNLQ
PDQDJHPHQWSUDFWLFHRIWKHGD\csLVDVVXPHGWREHDQGcdLVHVWLPDWHGE\UHJUHVVLRQRI)LJ
EDVFRHIILFLHQWRIGHWHUPLQDWLRQ  
7KHVHSDUDPHWHUYDOXHVDUHREWDLQHGWKURXJKOLQHDUUHJUHVVLRQEHFDXVHRIOLPLWDWLRQRIQXPEHU
RIGDWDSRLQWVDQGPD\EHDIIHFWHGE\DXWRFRUUHODWLRQRIHUURU6WDWLVWLFDOUHOLDELOLW\DQGDFFXUDF\
RIWKHSDUDPHWHUYDOXHVQHHGVWREHLQYHVWLJDWHGDVODUJHUVHWVRIGDWDEHFRPHDYDLODEOH

3.2.2 Simulation 
(PSOR\LQJDERYHSDUDPHWHUYDOXHVDQGDSSO\LQJYDOXHVDVWKHLQLWLDOFRQGLWLRQ-15WLPH
KLVWRU\GDWDLVVLPXODWHG7KHUHVXOWVDUHVKRZQLQ)LJVDQG%HFDXVHRIGDWDUHVWULFWLRQVDPH
GDWDVHWLVXVHGIRUERWKSDUDPHWHUHVWLPDWLRQDQGVLPXODWLRQ+HQFHWKHVHUHVXOWVGRQRWYHULI\WKH
PRGHOVWULFWO\EXWLWFDQEHVHHQWKDWDYHUDJHWHQGHQFLHVDUHUHSURGXFHGDQGWKHPRGHOVWUXFWXUHLV
FDSDEOHRIVLPXODWLQJIXQGDPHQWDOSURSHUWLHVRIWKHV\VWHP2VFLOODWLQJFRQWHQWVLQ)LJDUHQRW
REVHUYHG LQ VLPXODWLRQZKLFK FRXOG EHPRGHOHGE\ H[WHQGLQJGLPHQVLRQRI WKHPRGHO )XUWKHU
GDWDFROOHFWLRQDQGLPSURYHPHQWDUHQHHGHGIRUWKHH[WHQVLRQ  
,Q WKH VDPH ILJXUHV SDUDPHWULF VWXG\ UHVXOWV ZKHUH ]HUR DQG ILYH WLPHV RI WKH DFWXDO
PDLQWHQDQFHLHcd DQGcd DUHDOVRSORWWHG3ROLF\FKDQJHFDQHDVLO\EHVLPXODWHGE\WKH
SURSRVHGPRGHO  

3.3 Cross sectional analysis 

0RGHO SDUDPHWHUV FDQ DOVR EH LGHQWLILHG IURP FURVV VHFWLRQDO GDWD DVVXPLQJ VWHDG\ VWDWH
FRQGLWLRQ )LJ  VKRZV VWDWLVWLFV RI KLJKZD\ EULGJHV RZQHG E\ ILYH ORFDO JRYHUQPHQWV LQ 
$EpDQG)XMLQREDUUDQJHGE\V\VWHPYDULDEOHVDQGSDUDPHWHUVSURSRVHGLQWKLVVWXG\  
3DUDPHWHUVLQWKHV\VWHPDUHLGHQWLILHGDVIROORZV)LUVWDLVGLUHFWO\FDOFXODWHGIURPWKHUDWLR
RIQHZFRQVWUXFWLRQ WR VWRFN IRUHDFK ORFDOJRYHUQPHQW7KHQE LVGHULYHG IURP)LJ9HUWLFDO
LQWHUFHSWRI)LJDFRUUHVSRQGVWRGHWHULRUDWHGVWRFNUDWLRIRUQRPDLQWHQDQFH$OVRUHODWLRQVKLS
EHWZHHQVWRFNLQFUHDVHUDWHDQGGHWHULRUDWHGVWRFNUDWLRLVREWDLQHGIURP)LJEKHQFHWKHYDOXH
RIELVGHULYHGIURP(TDVVWDQGDUGGHYLDWLRQ  
)LQDOO\GLVREWDLQHGE\WKHREVHUYDWLRQWKDWLQWHUFHSWRI)LJEJLYHVGHWHULRUDWHGVWRFNUDWLR
ZLWKRXWQHZFRQVWUXFWLRQDQGDVVXPLQJcs LQ(TDVVWDQGDUGGHYLDWLRQ 
%RWKE DQGG KDYH UHODWLYHO\ ODUJH VWDQGDUG GHYLDWLRQZKLFK UHIOHFW YDULDELOLW\ RI FRQGLWLRQV RI
ORFDOJRYHUQPHQWV  
)LJ  VKRZV FRPSDULVRQ RI GHWHULRUDWHG VWRFN UDWLRV FDOFXODWHG XVLQJ LGHQWLILHG SDUDPHWHU
YDOXHVXQGHUWKHDVVXPSWLRQRIVWHDG\VWDWHFRQGLWLRQDQGDFWXDOYDOXHV&RUUHODWLRQFRHIILFLHQWRI
)LJELV  
$EVROXWHYDOXHVRISDUDPHWHUVE DQGGDUHREVHUYHGWREHVPDOOHUWKDQWKHYDOXHLGHQWLILHGE\
-15VWDWLVWLFVLQWKHSUHYLRXVVHFWLRQ$OWKRXJKGLUHFWFRPSDULVRQLVGLIILFXOWEHFDXVHRIGLIIHUHQFH
RI VWDWLVWLFDO EDVLV LWPD\ EH LQWHUSUHWHG DV WKH FKDQJHV RI WHFKQRORJLFDO DQG VRFLDO FRQGLWLRQV 
7HFKQRORJLFDOGHYHORSPHQWORZHUHGWKHYDOXHRIEE\LPSURYHPHQWRIGXUDELOLW\ZKLOHFKDQJHRI
VRFLDOFRQGLWLRQVUHGXFHVG HIIHFWE\PRUHFRPSOLFDWHGILHOGZRUNHQYLURQPHQWDQGKLJKHUTXDOLW\
UHTXLUHPHQW  

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
3UHYHQWLYHPDLQWHQDQFHPRGHO

,QWKHSUHYLRXVVHFWLRQWKHPDLQWHQDQFHDFWLRQLVDVVXPHGDVIHHGEDFNRIWKHGHWHULRUDWHGVWRFN
IRXQG LQ LQVSHFWLRQ ZKLFK UHIOHFWV FRUUHFWLYHPDLQWHQDQFH ,Q WKLV VHFWLRQ HIIHFW RI SUHYHQWLYH
PDLQWHQDQFH ZKLFK LV PDLQWHQDQFH DFWLRQ DSSOLHG WR VRXQG VWRFN LV VWXGLHG E\ HQKDQFLQJ WKH
SURSRVHGFRQWUROV\VWHPPRGHO

4.1 Enhancement of control system model 

7RPRGHOSUHYHQWLYHPDLQWHQDQFHIHHGIRUZDUGLQSXWLVDXJPHQWHGDQGWKHV\VWHPLVH[WHQGHG
WRLQSXWVWDWHV\VWHP  
 


D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4.2 Optimization 

2SWLPL]DWLRQRIFRQWUROODZLHRSWLPL]DWLRQRISUHYHQWLYHDQGFRUUHFWLYHPDLQWHQDQFHJDLQV
cVDQGcGLVLQYHVWLJDWHG7KHRSWLPL]DWLRQSUREOHPIRUVWRFNPDQDJHPHQWFDQEHGHVFULEHGDVL
WDUJHWGHWHULRUDWHGVWRFNUDWLRE\PLQLPXPFRVWRUPLQLPL]DWLRQRIGHWHULRUDWHGVWRFNUDWLRE\
JLYHQ EXGJHW %HFDXVH PDWKHPDWLFDOO\ ERWK RSWLPL]DWLRQ REMHFWLYHV FDQ EH WUDQVIRUPHG WR
IXQGDPHQWDOO\WKHVDPHOLQHDUSURJUDPPLQJSUREOHPWKHILUVWRSWLPL]DWLRQSUREOHPLVVROYHGLQ
WKLVSDSHU   
2EMHFWLYHIXQFWLRQLVH[SUHVVHGE\ZHLJKWHGVXPRISUHYHQWLYHDQGFRUUHFWLYHPDLQWHQDQFHDW
VWHDG\VWDWH
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: EHFRPHV WRWDOPDLQWHQDQFHFRVW&RUUHVSRQGLQJFRQVWUDLQW LV WRNHHS WDUJHWGHWHULRUDWHG VWRFN
UDWLRDVVSHFLILHGYDOXHrW
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,Iwswd  GsGd LQFOLQDWLRQ RI FRQVWUDLQW LV VWHHSHU WKDQ WKH REMHFWLYH IXQFWLRQ+HQFH RSWLPDO
VROXWLRQ LV WR PLQLPL]H WKH FRUUHFWLYH PDLQWHQDQFH RU HTXLYDOHQWO\ WR PD[LPL]H SUHYHQWLYH
PDLQWHQDQFHDV
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7KHH[SUHVVLRQwswdGsGdFDQEHWUDQVIRUPHGWR_Gdwd__Gsws_ZKLFKLQGLFDWHVWKDWWKH
FRVW HIIHFWLYHQHVV RI SUHYHQWLYH PDLQWHQDQFH LV KLJKHU 6LPLODUO\ wswd ! GsGd \LHOGV
_Gdwd_!_Gsws_ DQG VKRZV UHODWLYH DGYDQWDJH RI FRUUHFWLYH PDLQWHQDQFH ,Q WKLV ZD\ WKH
RSWLPL]DWLRQVROXWLRQVFDQDOVREHLQWHUSUHWHGLQWXLWLYHO\  


$SSOLFDWLRQWRVWRFNPDQDJHPHQW

,Q WKLV VHFWLRQ PDQDJHPHQW DSSOLFDWLRQ RI WKH RSWLPDO VROXWLRQ LV GLVFXVVHG IROORZHG E\
SDUDPHWHUHVWLPDWLRQGHVFULEHG LQ WKHILUVWKDOI  $PRQJ WKHSDUDPHWHUV LQ WKHV\VWHPPRGHOD
FRUUHVSRQGVWRQHZFRQVWUXFWLRQZKLFKLVDVVXPHGWREHQRWGLUHFWO\UHODWHGWRPDLQWHQDQFHDQG
JLYHQH[RJHQRXVO\3DUDPHWHUVZKLFKQHHGWREHLGHQWLILHGDUHEGsDQGGd  
+HUH FRUURVLRQ RI VWHHO EULGJHV LV WDNHQ DV DQ H[DPSOH 0DMRU SUHYHQWLYH PDLQWHQDQFH IRU
FRUURVLRQ LV SDLQWLQJ  )LJ E VKRZV FRPSDULVRQ RI FRUURVLRQ OLIH DQG SDLQWLQJ IUHTXHQF\
UHSRUWHG E\ -15 $Ep et al  $Ep et al  1RWH WKDW H[SHFWHG OLIH LV WKH LQYHUVH RI
GHWHULRUDWLRQ UDWH E DQG cs FRUUHVSRQGV WR IUHTXHQF\ RI PDLQWHQDQFH SHU \HDU $SSDUHQW
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GHWHULRUDWLRQUDWHEVZLWKSUHYHQWLYHPDLQWHQDQFHFDQEHZULWWHQDV
sss cGEE                 
+HQFH LQFOLQDWLRQ RI UHJUHVVLRQ \LHOGV WR SUHYHQWLYH PDLQWHQDQFH HIIHFW Gs DQG YHUWLFDO
LQWHUFHSWHTXDOVWRGHWHULRUDWLRQUDWHE'HWHULRUDWLRQUDWHDWWKHFRDVWDODUHDLVLGHQWLILHGDV
DQG QDWLRQDO DYHUDJH  3UHYHQWLYH PDLQWHQDQFH HIIHFW Gs LV  IRU FRDVWDO DUHD DQG
 IRU QDWLRQDO DYHUDJH$OWKRXJK GHWHULRUDWLRQ UDWHV DUH GLIIHUHQW SUHYHQWLYHPDLQWHQDQFH
HIIHFWV DUH DOPRVW VLPLODU ,Q WKH IROORZLQJ DQDO\VLV E   DQG Gs   DUH VHOHFWHG IRU
VLPSOLFLW\ 
2QHRIWKHSRSXODUFRUUHFWLYHPDLQWHQDQFHPHDVXUHVIRUFURVVVHFWLRQORVVGXHWRFRUURVLRQLV
FRYHUSODWHDWWDFKPHQW([SHFWHGOLYHVEHIRUHDQGDIWHUFRUUHFWLYHPDLQWHQDQFHDUHFRQVLGHUHGWR
EHGLIIHUHQWDQGWKHUDWLRJLYHVWKHFRUUHFWLYHPDLQWHQDQFHHIIHFWDV
d
d E
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,Q RWKHUZRUGV UHSDLUHG VWRFN DQG VRXQG VWRFN DUH QRWGLVWLQJXLVKHG LQ WKHSURSRVHGPRGHO
FRUUHFWLYHPDLQWHQDQFH HIIHFW LVPRGLILHG WR NHHS WKH GHWHULRUDWHG VWRFN HTXLYDOHQW %HFDXVH LQ
SODWHZHOGLQJUHSDLUH[SHFWHGOLIHZDVDVVXPHGWREHDQKDOIRIWKHRULJLQDOOLIHLQ-15SUDFWLFH
$Epet alGd LVVHOHFWHGLQWKHIROORZLQJDQDO\VLV
$SSO\LQJ WKHVH SDUDPHWHUV WR WKH UHVXOWV LQ WKH SUHYLRXV VHFWLRQ SUHYHQWLYH PDLQWHQDQFH
EHFRPHVVXSHULRULQWKLVH[DPSOHRIFRUURVLRQZKHQwVwGGVGG  ZKLFKPHDQV
SUHYHQWLYH PDLQWHQDQFH FRVW UHSUHVHQWHG E\ wV LV FKHDSHU WKDQ RQH ILIWK RI WKH FRUUHFWLYH
PDLQWHQDQFHFRVWwG  
)LJVKRZVWDUJHWGHWHULRUDWHGVWRFNOHYHOrWDQGFRUUHVSRQGLQJRSWLPDOcVDQGcGDVZHOODV
PDLQWHQDQFH TXDQWLW\ uV uG DQG : ,Q WKH DQDO\VLV JURZWK UDWH D LV WDNHQ  IRU VLPSOLFLW\ 
6LPLODU WHQGHQF\ LV REVHUYHG IRUD DURXQG VHYHUDO SHUFHQW ,Q WKLV DQDO\VLVwV LV WDNHQ WR EH
RQHWHQWKRIwG LHwV DQGwG ZKLFK LPSOLHVSUHYHQWLYHPDLQWHQDQFH LVDGYDQWDJHRXV  
:KHQ WDUJHWGHWHULRUDWHG VWRFN OHYHOrW LV VPDOORQO\SUHYHQWLYHPDLQWHQDQFH LV VHOHFWHGDV VHHQ
)LJD$VWDUJHWOHYHOLQFUHDVHVFRUUHFWLYHPDLQWHQDQFHDUHDOVRLQFOXGHGEHFDXVHVXEVWDQWLDO
GHWHULRUDWHGVWRFNLVDOORZHG7RUHGXFHPDLQWHQDQFHTXDQWLW\:DVVKRZQLQ)LJEORZHULQJ
WDUJHWOHYHODQGLQFUHDVLQJSUHYHQWLYHPDLQWHQDQFHLVDGYDQWDJHRXV7DUJHWOHYHOrW]HURLVREVHUYHG
WRJLYHPLQLPDOPDLQWHQDQFH WKHRUHWLFDOO\1RWH WKDW LQ UHDOLW\ XQH[SHFWHGRUXQNQRZQGHIHFWV
FDQDSSHDUVRFRUUHFWLYHPDLQWHQDQFHFDQQRWEHHOLPLQDWHGHQWLUHO\  
)LJ  VKRZV DQ H[DPSOH ZLWKws   DQGwd   ZKHUH FRUUHFWLYHPDLQWHQDQFH EHFRPHV
UHODWLYHO\ DGYDQWDJHRXV$OWKRXJKFRUUHFWLYHPDLQWHQDQFH LV VXSHULRU LQZLGHU UDQJH SUHYHQWLYH
PDLQWHQDQFHVKRXOGDOVREHLQFOXGHGWRUHGXFHGHWHULRUDWHGVWRFNOHYHOrWDWORZHUYDOXHVDVVKRZQ
LQ)LJD)LJEVKRZVWKDWWRWDODPRXQWRIPDLQWHQDQFHLVORZHVWDWrt ,QRUGHUWR
UHGXFH rt EHORZ WKLV YDOXH LQFUHDVH RI SUHYHQWLYH PDLQWHQDQFH LV UHTXLUHG ZKLOH SUHYHQWLYH
PDLQWHQDQFHLVUHODWLYHO\H[SHQVLYHLQWKLVFDVH   


&RQFOXVLRQV

,QWKLVSDSHUG\QDPLFPRGHOLQJRI LQIUDVWUXFWXUHVWRFNDQGLWVPDQDJHPHQWDUHVWXGLHGXVLQJ
VWDWLVWLFVPDLQO\FROOHFWHGE\-15EHIRUHSULYDWL]DWLRQRI0DMRUFRQFOXVLRQVDUHDVIROORZV  
x 6WRFNPDQDJHPHQWFRVWLVGLVFXVVHGEDVHGRQPDFURVFRSLFVWDWLVWLFDODQDO\VLV7LPHKLVWRU\
DQDO\VLV RI QDWLRQDO HFRQRPLF VWDWLVWLFV LQGLFDWHV VWRFN PDQDJHPHQW EXUGHQ UHODWLYH WR
HFRQRP\WHQGVWREHFRPHODUJHUDWORZHFRQRPLFJURZWKIROORZHGE\KLJKJURZWKZKLFKLV
FRPPRQO\REVHUYHGLQGHYHORSHGHFRQRPLHV
x &RQWURO V\VWHP PRGHO IRU VWRFN PDQDJHPHQW LV FRQVWUXFWHG DQG LWV YDOLGLW\ LV GLVFXVVHG
EDVHG RQ HVWLPDWHG SDUDPHWHUV IURP -15 VWDWLVWLFV %\ PRGHOLQJ PDLQWHQDQFH DFWLRQV DV
FRQWURO LQSXW G\QDPLF EHKDYLRU RI VWRFN LV VLPXODWHG DQG YHULILHG $VVXPLQJ VWHDG\ VWDWH
FRQGLWLRQVWKHPRGHOLVDOVRVKRZQWREHDSSOLFDEOHWRFURVVVHFWLRQDOGDWD  
x 7KHSURSRVHGPRGHOLVHQKDQFHGVRWKDWERWKSUHYHQWLYHDQGFRUUHFWLYHPDLQWHQDQFHFDQEH
LQFOXGHGDVV\VWHPLQSXWV2SWLPDOPDQDJHPHQWVWUDWHJ\ZKLFKLVFRPELQDWLRQRISUHYHQWLYH
DQGFRUUHFWLYHPDLQWHQDQFH LVGHULYHGEDVHGRQHVWLPDWHGSDUDPHWHUYDOXHV IRUFRUURVLRQRI
VWHHOEULGJHV5HODWLYHDGYDQWDJHRISUHYHQWLYHPDLQWHQDQFHLVVKRZQZKHQWDUJHWGHWHULRUDWHG
VWRFNOHYHOLVORZHU  
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7KHSURSRVHGPRGHOLVEDVHGRQREVHUYHGVWDWLVWLFDOG\QDPLFVRIVWRFN)RUWKHSURMHFWOHYHORU
QHWZRUNOHYHOZLWKVPDOOQXPEHURIVWUXFWXUHVZKHUHVWDWLVWLFDOWUHDWPHQWLVQRWDSSURSULDWH
IXUWKHUVWXGLHVZRXOGEHUHTXLUHGWRH[WHQGWKHFRQFHSWWRXQFHUWDLQW\RIV\VWHPV   

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Abstract.  Negative stiffness, previously emulated by active or semi-active control for cable vibration 
mitigation, is realized passively using a self-contained highly compressed spring, the negative stiffness 
device (NSD).The NSD installed in parallel with a viscous damper (VD) in the vicinity of cable anchorage, 
enables increment of damper deformation during cable vibrations and hence increases the attainable cable 
damping. Considering the small cable displacement at the damper location, even with the weakening device, 
the force provided by the NSD-VD assembly is approximately linear. Complex frequency analysis has thus 
been conducted to evaluate the damping effect of the assembly on the cable; the displacement-dependent 
negative stiffness is further accounted by numerical analysis, validating the accuracy of the linear 
approximation for practical ranges of cable and NSD configurations. The NSD is confirmed to be a practical 
and cost-effective solution to improve the modal damping of a cable provided by an external damper, 
especially for super-long cables where the damper location is particularly limited. Moreover, mathematically, 
a linear negative stiffness and viscous damping assembly has proven capability to represent active or 
semi-active control for simplified cable vibration analysis as reported in the literature, while in these studies 
only the assembly located near cable anchorage has been addressed. It is of considerable interest to 
understand the general characteristics of a cable with the assembly relieving the location restriction, since it 
is quite practical to have an active controller installed at arbitrary location along the cable span such as by 
hanging an active tuned mass damper. In this paper the cable frequency variations and damping evolutions 
with respect to the arbitrary assembly location are then evaluated and compared to those of a taut cable with 
a viscous damper at arbitrary location, and novel frequency shifts are observed. The characterized complex 
frequencies presented in this paper can be used for preliminary damping effect evaluation of an adaptive 
passive or semi-active or active device for cable vibration control. 
Keywords:   stay cable; vibration control; negative stiffness device; viscous damping; frequency loci 
1. Introduction 
Cable damped by a local damper, since first considered in 1980s (Kovacs 1982), has received 

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considerable attention subsequently, because cable/damper systems are of both theoretical interest 
and practical significance. In the context of structural control (Spencer and Nagarajaiah 2003), 
cables are crucial structural components of cable-stayed bridges, but susceptible to problematic 
vibrations (Hikami and Shiraishi 1988), posing interesting control problems which can be solved 
analytically due to the homogeneous cable properties and extended to other more complex or 
discrete systems with local control units (Main and Krenk 2005, Krenk and Høgsberg 2014). 
Besides, most of cable vibrations of concern can be suppressed by the attached damper, and 
associated implementations are worldwide (Chen et al. 2003, Fujino et al. 2012).
The basic problem of a cable/damper system is the achieved cable damping when a linear vis-
cous damper (VD) is attached near cable support, which has been fully solved (Pacheco et al. 1993, 
Krenk 2000, Tabatabai and Mehrabi 2000, Main and Jones 2002a). Further, to simulate real ca-
ble/damper systems, other parameters pertaining to the cable have been included, such as cable 
bending stiffness (Hoang and Fujino 2007, Main and Jones 2007a, b), cable sag (Xu et al. 1998, 
Krenk and Nielsen 2002) and inclination (Xu and Yu 1998); dampers apart from the linear viscous 
type have also been addressed, such as by taking damper intrinsic stiffness (Zhou et al. 2014a), 
nonlinearity (Main and Jones 2002b, Hoang and Fujino 2009), and damper support flexibility (Sun 
and Huang 2008, Huang and Jones 2011) into account. Especially, three key parameters, namely 
cable sag, flexibility and damper support stiffness, have been treated together to formulate general 
formulas for practical damper design (Fujino and Hoang 2008). In addition, research interest has 
also extended to a cable with a damper at arbitrary location (Main and Jones 2002a, Main and 
Jones 2007a, Sun and Chen 2015) or with two dampers (Caracoglia and Jones 2007a, Hoang and 
Fujino 2008), and hybrid cable networks with both cross-ties and dampers (Caracoglia and Jones 
2007b, Zhou et al. 2014b).
The aforementioned studies indicate that positive stiffness introduced at the damper location
(due to the damper intrinsic stiffness) decreases the relative damper deformation during cable 
vibrations, and hence impairs the damping effect that can be attained. The negative stiffness 
realized by active control or equivalently by semi-active control, conversely, enables the increment 
of the displacement of the cable at the damper location and hence improves the damper 
performance. Similar findings were presented in Krenk and Høgsberg (2005) where a damper with 
fractional damping was considered with parameters corresponding to negative stiffness, which 
indicated that the damper would provide a phase lead instead of phase lag damping force 
(Høgsberg and Krenk 2006); the added mass due to the damper installation was also found to have 
an weakening effect, thus increasing the damping effect.
Negative stiffness characteristics were originally observed from the hysteretic loops produced 
by friction, semi-active or active algorithm for structural protection (Iemura et al.2003, 2006), 
referred to as apparent negative stiffness or pseudo-negative-stiffness (PNS). The important role of 
PNS played in semi-active and active strategies has been subsequently recognized, and the idea of 
PNS has therefore been widely resorted to for optimal controller design, associated studies includ-
ing Iemuraet al.(2009), Li et al. (2008), Ou and Li (2010), Høgsberg (2011), Weber and Boston 
(2011) and to name a few. Notwithstanding, it is until only recently that true passive negative stiff-
ness (not pseudo-negative stiffness achieved through active or semi-active means) has been 
achieved by adaptive passive negative stiffness device (NSD) (Sarlis et al. 2013, Pasala et al. 2013, 
2014). The NSD devices have been theoretically and experimentally evaluated for their 
effectiveness and advantages, when combined with viscous dampers (VD), for seismic protection.
In this study, the passive NSD is applied for the first time to weaken a cable at the damper loca-
tion and thus improve the damping effect, as a cost-effective alternative of semi-active or active 
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cable control (Johnson et al. 2003, 2007). Besides, noteworthy is that the linear NSD-VD assembly, 
or a so-called pseudo-viscoelastic (PVE) damper (Li et al. 2008) can replace an active or 
semi-active device for dynamic analysis based on the equivalence of control force-deformation 
curves corresponding, respectively, to the (semi-) active device and the PVE damper. This simple 
strategy has adequate accuracy while avoiding the time-consuming numerical integration which is 
required to solve the responses of a cable equipped semi-active or active devices, such as 
magneto-rheological (MR) damper or active tuned mass damper (Johnson et al. 2003, 2007, 
Huang et al. 2012). However, only the case when the PVE damper located near cable support has 
been treated in the aforementioned studies. It is also important to evaluate the effect of arbitrary 
location of such (semi-) active and passive devices along the cable, for example, by hanging a 
smart tuned mass damper (Nagarajaiah 2009, Weber et al. 2011, Sun et al. 2014, Sun and 
Nagarajaiah 2014).Thus the understanding of a taut cable with a NSD-VD assembly at arbitrary 
location is of theoretical interest, since it can in turn guide the design of an adaptive passive or 
semi-active or active control device for cable vibration mitigation.
This paper first presents the passive realization of the negative stiffness device at the damper 
location of a cable, and then deals with the nonlinear behavior of the NSD. The general dynamic 
characteristics are subsequently discussed for the taut cable with a linear NSD-VD assembly at 
arbitrary location.
2. Passive negative stiffness device for cable vibration control 
2.1 Negative sitffness device
Passively, negative stiffness can be realized in the lateral direction of a pre-compressed spring, 
and magnification mechanism can be added accordingly (Sarlis et al. 2013) in practice. The 
pre-compressed spring is directly used here without magnification, while associated results can be 
extended to the case when magnification mechanism is added. The NSD is arranged in parallel 
with a viscous damper, resulting an assembly illustrated in Fig. 1, where, ks is the stiffness of the 
pre-compressed spring; l is the compressed spring length and cd is the damper coefficient. The 
force provided by the assembly is
   2 2 2 2d d s uF u c u k l u l l uª º   '   « »¬ ¼    (1) 
where u(t) is cable displacement at the damper and' is the spring initial deformation.  
Fig. 1 Schematic of the NSD-VD assembly for cable vibration control
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It is worth noting that since the external passive damper is usually installed near one cable 
anchorage, the displacement at the damper is quite small during cable vibrations, less than 10 mm 
typically. Considering the length of a compressed spring of l= 1 m, apparently u<<l, the negative 
stiffness is almost a constant and then the force is approximated as
  ,d d sF u c u ku k k l
'|    
    
 (2) 
where k is the approximate negative stiffness coefficient. 
2.2 Cable attached with NSD-VD assembly 
A taut cable with a NSD-VD assembly is illustrated in Fig. 2, where, m = cable mass per unit, c
= cable intrinsic damping, T = cable tension, L = cable length, and xd denotes the damper location. 
The cable is still modeled as a taut string owing to practical considerations: cable inclination or sag 
of practical range for most stay cables has been found insignificant for cable dynamics (Irvine 
1981, Tabatabai and Mehrabi 2000); and the bending stiffness of a cable is generally small and 
difficult to be precisely measured in practice.
2.2.1 Linear approximation 
Complex modal analysis (Krenk 2000) can be conducted to appreciate the cable damping due 
to a linear damper in parallel with a linear spring regardless of the positive or negative spring con-
stant. By defining the following non-dimensional parameters
,d dd
kx ck c
T Tm
  (3) 
the maximal modal damping can be then expressed (Krenk and Høgsberg 2005, Li et al. 2008) as 
,opt
1
1 2
d
i
x
k L
] |                  (4) 
and the corresponding optimal non-dimensional damper coefficient is approximated by 
 ,opt 11d
d
c k
i x LS|       (5) 
Further, following the “universal form” (Krenk and Høgsberg 2005), the additional damping 
due to an arbitrary damper for mode i is expressed as 
 
,opt
2
,opt
1 1
d dd
i
d d
c cx L
k c c
] |  
                
 (6) 
The preceding equations suggest that when k < 0 (the system stability requires that k > -1, Li et 
al. 2008) the additional damping is increased and correspondingly the optimal damper coefficient 
is decreased for each cable mode, which can be clearly seen from Fig. 3. 
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Fig. 2 A taut cable with a NSD-VD assembly
(a) for varied k (b) for varied modes when k =-0.1
Fig. 3 Damping curves of a cable with a NSD-VD assembly at dx =0.02
2.2.2 Effect of displacement-dependent negative stiffness
Cable discretized by modal decomposition
Taking the nonlinear force generated by the assembly into account, the continuous cable has to 
be decomposed in modal coordinate for numerical analysis (Pacheco et al. 1993, Johnson et al.
2007, Li et al. 2008). Motions of the cable/damper system are governed by the following 
non-dimensional equation
         21, , , , ,d dy x t c y x t y x t f x t F x xGS cc             (7) 
where those non-dimensional properties, shown with hats, are related to the cable parameters by
   0 0
0
,
, , , , ,
y x tx c Tt t x c y x t
L m L L m
SZ ZZ               
(8) 
in which 0Z is the fundamental natural frequency of a taut cable. The excitation force and the 
damping force are also normalized as
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2 2,, , , dd d dLf x t F ux x L x x f x t F uT TG G S S     (9) 
Substitution of Eqs. (1) and (3) into Eq. (9) leads to
   2 2
1 1 1
1
1 /
d
d
d
c kF u u u
x u lS S
ª º§ ·« »    ¨ ¸« »' '© ¹« »¬ ¼        
(10) 
with the normalized initial spring deformation / l'  ' and compressed spring length /l l L .
In order to solve Eq. (7), cable transverse deflection is usually approximated using a finite se-
ries as
1
( , ) ( ) ( )
N
i ii
y x t q t xI  ¦ , where ( )iq t is generalized displacement and ( )i xI is the 
shape function. The subscript i indicates the mode number and N denotes the total number of cable 
modes retained. The continuous system is thereby discretized to
 i d dx FI    ª º¬ ¼Mq Cq Kq f             (11) 
where q = [q1 q2 q3 …qN]T and the superscript T indicates a transpose operation. The mass, damping 
and stiffness matrices depend on the set of shape functions used: sine series, corresponding to 
mode shapes of a taut string, were traditionally used (Pacheco et al. 1993); Johnson et al. (2007) 
further introduced the static deflection shape of a string with a concentrated force at the damper 
location in addition to the sine series, to reduce the number of modes needed for numerical conver-
gence; besides, Main (2002) found that two typical mode shapes, namely the undamped mode 
shape and the mode shape corresponding to the cable clamped at the damper location, are suffi-
cient to capture near resonant responses of that mode. Here, the widely validated shape functions 
proposed by Johnson et al. (2007) are used and the static deflection shape function is designated as 
mode 1. The mass and stiffness matrices, M = [
1 2i i
m ] and K = [
1 2i i
k ], are given as
 
 
 
 
 
 
1 2 1 2 1 2 1 2
1 22
1 2
2
1 2 1 1 2
2 2 2
1
1 1
1 1
3
2 1, 1, 1 2 1, 1
sin sin
otherwise otherwise
1 1
d d
i i i i i i i i
m d m d
d d m d d
i ii i x x
m i i k i i i
i x i x
x x i x x
S
G G
S S
S S
­­   °°   °°° ° ! !   ! !® ®° °° ° ° °¯ ¯
(1)
where i1 and i2 are mode indices, and im = max(i1,i2)-1. The damping matrix is c C M .
Numerical results
Given cable parameters, external excitations and the control force at damper location, cable re-
sponses can be obtained by integrating Eq. (11). It is important to point out that the nonlinearity 
considered here is light (u<<l) and local (xd<<L) so that cable free decay can still be used to 
capture the additional damping due to the external damping device.
With the focus on cable resonant vibrations, the excitation force is expressed as
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1, sin pp if x t p i t xI                (13) 
 sin p pp i t Iª º ¬ ¼f                (14) 
where 2 2(1) sin( ) / [ (1 ) ]p p d d d pi x x x iI S S  , ( 1) 1 / 2p piI   and ( ) 0p iI  otherwise. Index ip
denotes the mode to be excited and p represent the amplitude of the excitation.
Since the damper location is much more limited for long cables where NSDs are needed, dx =
0.02 is adopted here for exemplification. A NSD of k = -0.33 is attached to increase the attainable
damping by 50 percent over that provided by a viscous damper according to Eq. (4), and the 
corresponding optimum damper coefficient for the first mode is computed from Eq. (5). On the 
configuration of the NSD, it is considered that ' = 0.5, namely the pre-compression is half of the 
compressed spring length, and l =0.005 (e.g., l=1 m for a cable of L=200 m). The resonant 
responses for the first mode were numerically integrated for the cable with the NSD in parallel 
with an optimum damper under the excitation 4101 u p , where N=20 modes were retained 
(Johnson et al. 2007). The cable was excited for 53 periods to reach the stationary vibration and 
then allowed to freely decay. The response at the mid-span is illustrated in Fig. 4(a), and 
corresponding damping ratio is computed from the peaks of the free decay response as illustrated 
in Fig. 4(b), 1] =0.0153, which is a bit larger than 0.015 obtained from Eq. (4). Fig. 4(b) also 
shows that the damping ratio is almost displacement-independent in this case.
As demonstrated by the control force versus the cable velocity at the damper in Fig. 5(b), the 
assembly is able to provide both dissipative and non-dissipative forces at the damper location, 
which is advantageous to semi-active control where only dissipative force is generated (Johnson et 
al. 2007). Since the nonlinear force is generated merely by the NSD, the force due to the negative 
stiffness introduced to the cable, as the second term in Eq. (1) or Eq. (10), denoted as nsF , is 
plotted in Fig. 5(a) with respect to the damper deformation, and the total control force is also 
showed. It is clearly shown that in this case the negative stiffness is almost constant, because u is 
below 4103 u that is far less than l =0.005.
(a) free decay at the mid-span (b) peaks of free decay and corresponding fitted line
Fig. 4 Resonant response of a cable with a NSD and an optimum damper, the first mode case
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(a) force versus cable displacement at the damper (b) force versus cable velocity at the damper
Fig. 5 Characteristics of the NSD-VD assembly during the cable free decay, the first mode case
(a) free decay at the 1/6span (b) peaks of free decay and corresponding fitted line
Fig. 6 Resonant response for the third mode case of a cable with a NSD and an optimum damper
(a) force versus cable displacement at the damper (b) force versus cable velocity at the damper
Fig. 7 Characteristics of the NSD-VD assembly during cable free decay, the third mode case
As also indicated in Eq. (10), the nonlinear force generated by the assembly depends mainly on 
the ratio /u l . With a reduced 3101 u l l (for instance, l=0.5 m for a cable of L=500 m) and 
increasing the excitation amplitude to 3101 u p to increase u correspondingly, the resulting 
system was excited during [0,52 ]t S and then allowed to freely decay. The third mode (ip=3) 
free decay is illustrated in Fig. 6(a) and the corresponding modal damping calculation is 
demonstrated in Fig. 6(b). The additional damping shows visible dependence on the vibration 
amplitude at the damper compared to the previous case, however, the dependence is still negligible
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and the damping can be reliably estimated by the linear fitting as 0.0447/ip=0.0149, pretty close to 
the asymptotic solution from Eq. (4). In this case, the displacement-dependent force due to the 
NSD is shown in Fig. 7(b) along with the total control force, and the control force versus cable 
velocity at the damper location is plotted in Fig. 7(b). It is because the damper deformation is 
comparable to l .
The passive NSD enables the increment of the displacement of the cable due to negative 
stiffness at the damper location and hence improves the damper performance. Clearly the larger 
damping and energy dissipation is evident in Figs. 7(a) and 7(b). It is important to note that even 
though the negative stiffness is largely dependent on the damper deformation, the linear 
approximation is still sufficiently accurate for evaluating the additional cable damping. In other 
words, it can be concluded that for a practical configuration of the NSD for a cable at the damper 
location, the negative stiffness provided can be safely considered constant, and Eqs. (4)-(6) can be 
used for the optimum design of the NSD-VD assembly.
2.3 Case study
Based on the approved linear approximation, the relationship between parameters of the NSD 
with expected stiffness and the cable is obtained by substituting Eq. (3) into Eq. (2)
s
d
Tk k
l x
'  
              
 (15) 
In the following, a real cable tested by Chen and Sun (2014), with parameters listed in Table 1,
is considered to demonstrate the NSD for practical application. The inherent damping ratio of the 
cable is quite low, ranging from 0.01 to 0.07 of a percent within the vibration amplitudes in the test. 
To suppress the possible wind/rain-induced variation, it is required that 10)/( 2 !Dm U]
(Kumarasena et al. 2007) where U is the air density (about 1.225 kg/m3) and D is the cable 
diameter, that is ] > 0.43% in this case. Besides, the efficiency factor of a passive device in 
real-world cable applications can vary from 0.30 to 0.74 (Sun et al. 2004). So, the damping ratio of 
this cable, added by a passive device, is theoretically expected to be larger than 1.17%
(considering the mean cable intrinsic damping, 0.04%, and an overall reduction factor of 1/3). 
When installed at 3.4 m from the cable end, a viscous damper cannot fulfill the requirement, 
because the maximal damping attainable is 1.01%. A NSD is therefore required with k = -0.14
according to Eq. (4), and hence the geometry and stiffness of the pre-compressed spring in Fig. 1is 
constrained by sk l' =157.54 kN/m. This means if a spring with compressed length of 1 meter is 
chosen, the initial compression force is 157.54 kN, which is feasible from an engineering point of 
view. Future study is needed to deal with the detailed design of the NSD and the possible 
magnification mechanism to achieve such a pre-compression force.
Table 1 Parameters of the considered cable
Length
L(m)
Mass
m(kg/m)
Tension
T(kN)
Diameter
D(m)
Inherent Damping
Ratio (%)
Damper Location
xd(m)
168.25 44.067 3826 0.125 0.01--0.07 3.4
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3. General characteristics of a cable with linear NSD-VD at arbitrary location
This section focuses on the general characteristics of a taut cable with a linear NSD-VD
assembly at arbitrary location. Hereafter, xj represents the coordinate originating from each cable 
end and pointing to the cable center; yj denotes the transverse displacement of each segment; 
subscript j is to index the two cable segment divided by the damper; all other parameters are the 
same as illustrated in Fig. 2.
3.1 Characteristic equation 
The characteristic equation of a taut cable with a viscous damper having interior stiffness has 
been formulated in previous studies, with cable internal damping c=0, as
 coth coth 0dd dm m k cx L xT T mT
OO Oª º ª º     « » « »¬ ¼ ¬ ¼
  (16) 
whereO is the eigen-frequency of the cable/damper system. The above equation is directly used 
here while the restriction that k>0 (Krenk and Høgsberg 2005, Zhou et al. 2014a) or xd<<L (Li et 
al. 2008) is relieved, and attention is paid to the case where k< 0 and larger frequency shifts are 
induced, with comparison to the positive and zero stiffness cases.
Introducing the following non-dimensional quantities
1
0
1 2
0
, , ,d d
x L x kk
L L mT
Z OP P O Z
    
  
 (17) 
the characteristic equation can then be rewritten in a non-dimensional form 
   1 2coth coth 0dk cSP O SP O O       (18) 
It is noted that 1k kPS . Correspondingly, the normalized frequency-dependent mode shapes 
Yj(xj) are expressed as
    
sinh
sinh
j
j j
j
x L
Y x
SOJ SOP 
                 
 (19) 
whereJ is the amplitude of u(t).
The complex eigen-frequency can be separated into the real and imaginary parts as
 cos isin i ii i i i i i i i iO Z T T V M ] Z M                   (20) 
where i the square root of -1, and iZ and iT are modulus and phase angle of the complex 
eigen-frequency; and iV and iM refer to the real and imaginary parts respectively; the damping 
ratio and damped frequency then are obtained by cosi i] T  and sini i iM Z T .
The system characteristic equation is then separated into the real and imaginary parts as
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1,2
sinh 2 cos cos
cosh 2 cos cos 2 sin
j
d
j j j
k c
SP Z T T
ZSP Z T SP Z T   ¦ (21) 
 
   1,2
sin 2 sin sin
0
cosh 2 cos cos 2 sin
j
j j j
kSP Z T T
ZSP Z T SP Z T   ¦
  
 (22) 
where the subscript i indicating mode number is omitted for conciseness. Given certain k and 1P ,
possible eigen-frequencies can be determined from Eq. (22); the corresponding dc is determined 
from Eq. (21); and the mode shape is determined afterwards from Eq. (19). Complex iO of interest 
is that with positive imaginary part and negative real part, i.e. 0tiZ and STS dd i2/ ,
corresponding to positive frequency and negative damping.
3.2 Special solutions 
Special solutions of the concerned system are first discussed for further characterizing the sys-
tem in general.
3.2.1 Nonoscillatory decay 
For nonoscillatory decay of the system, 0M  , and Eq. (22) is thus trivially satisfied regard-
less of k. Also, with purely real eigen-frequencies, Eq. (21) is reduced to  
 
 
 
 1 21 2
sinh 2 sinh 2
cosh 2 1 cosh 2 1 d
k c
SVP SVP
SVP SVP V
          (23) 
Noting the third term approaches to zero and each of the first two terms approaches to unity 
with V of , the critical value for the existence of roots of the preceding equation is still dc =2,
the same as the case discussed in Main and Jones (2002a). 
3.2.2 Nondecaying oscillation 
The system oscillates without decaying with purely imaginary eigen-frequencies, e.g., 
ii iO M . This happens when dc =0, substituting which into the characteristic equation leads to  
     1 2sin sin sini i i
i
kSM SM P SM PM  (24) 
Solutions to the above equation are denoted as oiM . Obviously: k= 0, oi iM  ; when k>0, 
oi iM t ; for k<0, oi iM d . The equality for the later two cases is fulfilled when
1 2sin( )sin( ) 0i iSM P SM P  , corresponding to the case when the damper is located at the node of 
the cable mode i. 
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Similarly, with dc of , the eigen-frequency is also purely imaginary. The characteristic 
equation is rewritten as
     1 2sinh sinh sinh 0dk cSO SOP SOPO§ ·   ¨ ¸© ¹  (25) 
With bounded k and O , solutions for the above equation are cable clamped frequency
( ) /jci jiM P , respectively corresponding to the dominant vibration modes of the cable segment j. 
3.2.3 Critical damping 
Oscillatory vibrations approach to critical damping with 1o]  and correspondingly 
V of . To discuss the critical damping, the phase equation is rewritten in the form that  
         3 2
1,2 1,2
sin 2 cosh 2 sin 2 cosh 2 cos 2 0j j j j
j j
kMSMP SVP SM SVP SMPZ  ª º    ¬ ¼¦  (26) 
For bounded M , whenV of , the above equation is satisfied with 1sin(2 ) 0SPM   for k
=0 (Main and Jones 2002a), or  0k z but 0M  . In other words, for a damper with positive or 
negative stiffness, the critical damping cannot be approached for oscillatory vibrations. 
3.3 Frequency loci with varied damper location 
Complex frequencies have been characterized for a taut cable/damper system (Main and Jones 
2002a, Sun and Chen 2015), and the frequency loci with the damper coefficient increasing from 
zero to infinity have been classified into three distinguished regimes with respect to damper loca-
tion. The frequency loci of mode i originate from the undamped frequency of that mode, while 
terminate at the frequency corresponding to varied mode with dominant vibration of either cable 
segment in each regime. In the following, these regimes are extended to a cable with a NSD-VD
assembly, where n is introduced to denote the node of one mode shape of cable free vibration with 
n=0 referring to the cable end. 
Fig. 8 Frequency loci in regime 1 for mode 2 with varied k and 1P
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3.3.1 Regime 1 
In this regime, regardless of the additional stiffness at the damper location, the frequency loci 
of mode i start from the undamped frequency oiM  and terminate at the locked frequency of the 
longer segment (2)( )c i nM  , as illustrated in Fig. 8 for the second mode. However, the upper bound of 
this regime, which can be analytically expressed only for the zero stiffness case, depends on the 
stiffness; for positive stiffness, the upper bound is increased while with the negative stiffness, it is 
decreased. For instance, the upper bound for this regime corresponding to k = 0 is 1P =0.2 (Main 
and Jones 2002a); with a positive stiffness k =0.05, the frequency loci variation is still in this 
regime for 1P =0.202; with a negative stiffness k =-0.05, the frequency loci evolution has already 
jumped to regime 2 for 1P =0.198. 
3.3.2 Regime 2 
In this regime, variations are observed for the frequency loci evolution of systems where 
different stiffness is added to the damper, as illustrated in Fig. 9. In particular, when k = 0 (Main 
and Jones 2002a), the frequency loci in the regime are divided into two distinct branches: one 
originates from the undamped cable vibration oiM and terminates at the corresponding critically 
damped frequency of the longer segment with damping ratio 1o] , and meanwhile dc is 
increased from zero to 2; the other branch originates from the critically damped frequency of the 
shorter segment with damping ratio 1o] and terminates at the fully locked vibration of the 
short segment, with dc increasing from 2 to infinity. When k > 0, theoretical damping can no 
longer be approached, as abovementioned, the frequency branch of each mode in this regime 
originates from the undamped cable vibration oiM and bends forward to terminate at the clamped 
vibration of the short cable segment (1)( 1)c nM  (Sun and Chen 2015), when the damper is located 
between the nth node and the (n+1)th node of the free vibration shape of mode i, as illustrated in 
Figs. 9(a) and 9(b) as a reference.
(a) frequency loci of mode 2 with the assembly
located between cable end and the first node
(b) frequency loci of mode 5 with the assembly
located between the first and second node
Fig. 9 Frequency variation in regime 2 for varied k and 1P
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Fig. 10 Frequency loci in regime 3 for mode 2 with varied k and 1P
With k <0, two sub-cases need to be discussed separately: (1) if the damper is located between 
the cable support and the first node, the frequency loci starting from oiM bend leftward to 
intersect the imaginary axis, as illustrated in Fig. 9(a), and correspondingly terminate at 0M  ; (2) 
when the damper is located between the nth node and the (n+1)th node with n> 0, the frequency loci 
bend also backward but terminate at the clamped vibration frequency of the short cable segment
(1)
cnM , as illustrated in Fig. 9(b) for the fifth mode with the damper near the second anti-node. It is 
interesting to note that these characteristics of the frequency loci are found to be similar as those 
for a tensioned beam with a viscous damper presented in Main and Jones (2007a).
3.3.3 Regime 3 
Frequency branch of mode i categorized in regime 3 originates from the undamped vibration 
frequency oiM  and terminates at the vibration of the longer segment (2)( 1)c i nM   . Nevertheless, the 
lower bound of this regime depends on k : the negative stiffness tends to decrease the lower 
bound and conversely the positive stiffness increase the lower bound, as illustrated in Fig. 10. As
above-illustrated, in each regime varied optimum principle applies for the NSD-VD assembly 
design, which needs to be solved numerically. Besides, the mode shapes in each regime are not 
presented for the sake of conciseness, and the readers are advised to refer to Main and Jones 
(2002a, 2007a) and Sun and Chen (2015). 
4. Conclusions
Vibrations of a cable with a NSD-VD assembly were investigated for both practical and 
theoretical purposes. Typically positive stiffness introduced at the damper location (due to the 
damper intrinsic stiffness) decreases the relative damper deformation during cable vibrations, and 
hence impairs the damping effect that can be attained. The passive NSD enables the increment of 
the displacement of the cable due to negative stiffness at the damper location and hence improves 
the damper performance. A practical NSD was first implemented to produce true negative 
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stiffness without any energy input, combined with a VD for cable vibration control. Specifically,
asymptotic solutions for the cable with a NSD-VD near cable support have been presented and 
the nonlinear behavior of the NSD has also been evaluated and confirmed to be negligible for 
practical configurations of the system. Subsequently, general characteristics of a taut cable with 
the linear NSD-VD assembly at arbitrary location were discussed in the context of semi-active 
and active cable vibration control. Varied frequency evolutions of the system have been identified 
with reference to those of the cable with only the viscous damper, which are extensions of the 
three regimes of frequency loci for taut cable/damper systems. These complex frequency 
characteristics can be preliminarily used to evaluate the damping effect of an adaptive passive or
semi-active or active device for cable vibration control once the NSD-VD (or PVE damper) 
assembly of equivalence is determined.
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Abstract. Recently, an indirect displacement estimation method using data fusion of acceleration and 
strain (i.e., acceleration-strain-based method) has been developed. Though the method showed good 
performance on beam-like structures, it has inherent limitation in applying to more general types of bridges 
that may have complex shapes, because it uses assumed analytical (sinusoidal) mode shapes to map the 
measured strain into displacement. This paper proposes an improved displacement estimation method that 
can be applied to more general types of bridges by building the mapping using the finite element model of 
the structure rather than using the assumed sinusoidal mode shapes. The performance of the proposed 
method is evaluated by numerical simulations on a deck arch bridge model and a three-span truss bridge 
model whose mode shapes are difficult to express as analytical functions. The displacements are estimated 
by acceleration-based method, strain-based method, acceleration-strain-based method, and the improved 
method. Then the results are compared with the exact displacement. An experimental validation is also 
carried out on a prestressed concrete girder bridge. The proposed method is found to provide the best 
estimate for dynamic displacements in the comparison, showing good agreement with the measurements as 
well. 
Keywords: Displacement; bridge; data fusion; finite element model; modal mapping 
1. Introduction 
Displacement is an intuitive response that directly results from external loads to a structure. 
Despite of its close relationship with health of a structure, displacement has not been popularly 
used in structural health monitoring (SHM) of full-scale civil engineering structures unlike other 
responses such as acceleration (Doebling et al. 1998, Bani-Hani et al. 2008, Altunisik et al. 2012) 
and strain (Omenzetter et al. 2004, Majumder et al. 2008, Sigurdardottir and Glisic 2014); a 
limited number of literatures have reported the use of displacement for monitoring of civil 
structures (Faulkner et al. 1996, Celibi 2000, Xu et al. 2002, Nassif et al. 2005, Lee et al. 2007). 
The literatures, however, exhibit that the usage is limited to the measurements at a few locations, 
which is incapable of providing rich information necessary to assess comprehensive structural 

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health. 
The usage of displacement has been restricted in full-scale civil structures due to measurement 
inconvenience and high cost of measurement devices. The traditional contact-type transducers, 
such as a linear variable differential transformer (LVDT) and a ring type transducer, measure 
displacements from the deformation of an elastic part of the transducer that is contacted to the 
structure. The contact-type transducers are inexpensive, but require reference points to fix the 
transducer firmly when the host structure is deforming. In many cases, some fixtures such as 
scaffolds are installed around the structure to bind the transducers, which is labor intensive and
often unavailable due to operational condition of the structure. Even the fixtures may be deformed 
by an external force such as wind. Noncontact-type devices, such as the global positioning system 
(GPS) and the laser Doppler vibrometer (LDV), have been emerged as alternatives (Nassif et al.
2005, Jo et al. 2013). However, high cost of the devices up to a few ten thousand dollars per 
sensing channel still limits their real-world applications with a dense topology.
To overcome the inherent limitations of displacement transducers, indirect displacement 
estimation approaches have alternatively been studied to use other responses that can be converted 
to the displacement. Acceleration and strain are the most popular responses in the studies.
Acceleration is an absolute response that can be easily captured on a structure without having a
fixed reference. Theoretically, acceleration can be converted into displacement by double 
integration in the time domain, while the numerical integration generally brings a significant signal 
drift (Park et al. 2005, Gindy et al. 2008, Kandula et al. 2012). Lee et al. (2010) successfully 
proposed an FIR filter-based displacement estimation technique which regularizes the signal drift. 
However, the acceleration-displacement conversion is based on the low-pass filter that eliminates 
the signal drift with true low frequency component contained in the displacement signal. Thus, the 
acceleration-based technique fails to estimate displacement with the static or pseudo-static 
components. Unlike the acceleration, strain can estimate the static or pseudo-static displacement in 
nature as the time integration is uninvolved in the conversion. Displacement may be estimated 
from strain using double spatial integration in space when the strain is measured on a structure in 
the distributed manner (Chung et al. 2008) or using the modal mapping between a strain and 
displacement (Foss and Hauge 1995). Since the modal mapping may construct dynamic 
displacement from a few measured dynamic strain data based on the modal information, it is very 
useful to estimate displacements at arbitrary locations on the structure when its modal information 
is available. Instead of using modal information measured by densely deployed sensors, Kang et al.
(2007) used mode shapes from the finite element (FE) model of a structure and Shin et al. (2012) 
used assumed sinusoidal mode shapes for a simple beam-type structure. The strain does not cause 
the signal drift in time domain during the conversion to displacement, while its measurement is 
vulnerable to measurement noise in high frequency range. Furthermore, the strain-based method 
requires determination of neutral axis of the structure (Shin et al. 2012). 
Park et al. (2013) proposed a displacement estimation method using data fusion of acceleration 
and strain by extending the acceleration-based method proposed by Lee et al. (2010). In the 
regularization term, the displacement converted from strain data by the modal mapping is used to 
prevent the signal drift. For the modal mapping, the assumed analytical (sinusoidal) mode shapes 
proposed by Shin et al. (2012) are employed. The method by Park et al. (2013), however, inherits 
a limitation in application to more general types of bridges with complex shapes, such as arch and
truss bridges, since the method uses assumed sinusoidal mode shapes which may be reasonably 
obtained only for the girder bridges.
This study proposes an improved method to estimate the accurate displacement using 
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acceleration and strain for general bridge structures. The proposed method is to extend the method 
by Park et al. (2013) to general types of bridges by using the mode shapes for the modal mapping 
from the FE model of a structure instead of assumed sinusoidal mode shapes. The performance of 
the proposed method is evaluated by numerical simulations on a deck arch bridge model and a 
three-span truss bridge model whose mode shapes are hard to be assumed as sinusoidal functions. 
The displacements are estimated by acceleration-based method, strain-based method, fusion-based 
method, and the improved method, and the results are compared with exact displacements to 
demonstrate the performance of the proposed method. Then, the method is experimentally 
validated from a field testing on a prestressed concrete bridge. From the comparison of 
displacements estimated by the four methods to the reference values measured by laser 
displacement meters, the accuracy of the proposed method has been investigated. The proposed 
method makes the displacement measurement facilitated (without the reference points), 
inexpensive, and accurate.
2. Improved displacement estimation method using acceleration and strain
This section describes the principles of the displacement estimation method proposed by Park 
et al. (2013) and the modification made in the proposed method. 
2.1 Acceleration-strain-based displacement estimation method
Park et al. (2013) have proposed the displacement estimation method by fusing the acceleration 
and strain. The method uses the basic form of the acceleration-based method proposed by Lee et al.
(2010), while the regularization term is replaced by the difference between estimated 
displacements and displacement estimated from the strain by modal mapping method. The method 
can be formulated for displacement u i at the location of ix as
2
2 22 T
2 2
1
Min ( ( ) )
2 2u
L L u a u εD
i
a c i i i it
O3   '         (1)
where ( 2) 1u Ni
 u§ and 1a Ni u§ are the estimated displacement and measured acceleration at 
the location ix ; ( 2)ε N n u§ is the strain measured at n locations; N is the number of 
acceleration data to be converted into displacement; t' is the time step; L N Na u§ is a 
diagonal weighting matrix having the first and last entries as 1/ 2 and the other entries as 1;
( 2)L N Nc
u § is the second-order differential operator matrix of the discretized trapezoidal rule 
(Atkinson 2008); 2 is2-norm of a vector;O is a regularization factor; and 1D ni u§ is the i th 
row of modal mapping matrix D m nu§ that converts strain into displacement as
T Tu Dε (2)
where ( 2)u N m u§ is the displacement obtained at m locations. The modal mapping matrix can 
be calculated as
†D ΦΨ (3)
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where Φ m ru§ and Ψ n ru§ denote mode shape vector and strain mode shapes, respectively; 
the superscript † denotes the pseudo-inverse; and r is the number of used modes that is equal 
to or smaller than n to avoid an under-determined modal mapping matrix. Note that the number 
of modes n used in the estimation can be determined based on dominant modes in the 
displacement being estimated. O is defined by Lee et al. (2010) as 
1.9546.81NO  (4)
The mode shapes and strain mode shapes may be directly estimated from measurements, which 
would be very expensive. Instead, Park et al. (2013) employed assumed sinusoidal mode shapes 
and corresponding strain mode shapes, proposed by Shin et al. (2012), as
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where  ( 1,  ,  )ix i m s and  ( 1,  ,  )iz i n s are the locations where acceleration and strain are 
measured, respectively; y is the distance from the neutral axis to the surface where strain gauges 
are installed; and l is length of the structure. The neutral axis y can be determined by the 
calibration technique that uses both acceleration and strain, which was proposed by Park et al.
(2013). The solution of Eq. (1) can be expressed as
2 1 2 2 T( λ ) ( λ )u L L I L L a εDT Ti a i it  '        (7)
where L L La c . Note that Lee et al. (2010) suggested a moving-window strategy to address the 
inaccurate estimation near the boundaries of the finite data, which was also adapted by Park et al.
(2013). The optimal size of moving window is proposed as three times the number of data points 
in the first natural period after numerical simulation tests on various systems in Lee et al. (2010).
2.2 Improved method using modal mapping from finite element model
The acceleration-strain-based method (described in the previous section) builds the modal 
mapping matrix D using the assumed sinusoidal mode shapes as in Eqs. (5) and (6). In the case 
of prismatic or nearly-prismatic simply-supported beams, the sinusoidal mode shapes approximate 
the real ones reasonably. For example, Shin et al. (2012) successfully estimated displacement from 
the measured strain on a single-span bridge using the assumed sinusoidal mode shapes. Park et al.
(2013) also validated their method on a suspension bridge in the experiment. Both bridges have 
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prismatic or nearly-prismatic sections and large span-to-depth ratios, and thus have the mode 
shapes quite close to the assumed sinusoidal shapes. 
However, possible disagreements of the assumed mode shapes to the real mode shapes can 
happen in general types of structures, causing significant errors in the displacement estimation. 
The errors can be minimized by obtaining the real mode shapes and strain mode shapes from a 
dense array of accelerometers and strain gages, but it is not practical due to high cost. If the mode 
shapes and strain mode shapes can be assumed reasonably based on the physical insight of the 
structure, then they can minimize the error up to the acceptable level. 
In this paper, an improved method is proposed by employing a modal mapping matrix derived 
from an FE model of the structure as
      
†( )D Φ ΨFE FE (8)
where ΦFE m ru§ and ΨFE n ru§ are the mode shapes and the strain mode shapes obtained 
from the FE model. Since ΦFE and ΨFE replace Φ and Ψ of Eqs. (5) and (6) in the 
improved method, the mode shapes and the strain mode shapes need to be estimated from the FE 
model for locations where the displacement is to be estimated (i.e., the accelerations are measured) 
and where the strains are measured, respectively.
The accuracy of the estimated displacement can be quantified by employing a percentage root 
mean square deviation (RMSD) as
2
1
2
1
( )
 (%) 100
( )
N
est ref
ij ij
j
N
ref
ij
j
u u
RMSD
u
 
 

 u
¦
¦
(9)
where estiju and 
ref
iju are the estimated and reference displacements at location ix , respectively. 
3. Numerical validation
The improved method is validated from numerical simulations carried out on two example 
structures: an open-spandrel deck arch bridge model and a 3-span truss bridge model. The 
displacements excited by a moving load are estimated by four methods: i.e., acceleration-based 
method (Lee et al. 2010), strain-based method (Kang et al. 2007), acceleration-strain-based 
method (Park et al. 2013), and the improved acceleration-strain-based method, and the results are 
compared for the validation.
3.1 Deck arch bridge model
The first example used in this study is a 2D open-spandrel deck arch bridge model shown in 
Fig. 1. The model has a deck which locates above the arch and the deck is supported by a number 
of vertical columns rising from the arch. The Rainbow Bridge at Niagara Falls and the Cold Spring 
Canyon Arch Bridge are the famous examples of the deck arch bridges. 
The model is composed of 34 members: 12 deck members, 12 arch members, and 10 vertical 
columns. All members are modelled as frame elements. N# and A# denote the nodes and supports, 
649
Soojin Cho, Chung-Bang Yun and Sung-Han Sim 
respectively. The span length of the bridge is 120 m, and the height of the arch is 20 m. The 
sectional properties of members for deck, arch, and vertical columns are shown in Table 1. 
The displacement, acceleration, and strain of the beam are simulated using MATLAB Simulink. 
A vertical load moving from left to right of the deck with a constant speed ( v =10 m/s), shown in 
Fig. 2, is employed to generate non-zero mean displacements. The load is the combination of a
moving static load of 43.2 ton (DB24 truck load specified in Korean highway bridge design code) 
and zero-mean Gaussian random load with a standard deviation of 13 ton simulating dynamic 
loading effect. Acceleration is assumed to be measured at N6, while strains on the deck are 
obtained at the mid spans of four deck members between N1-N2, N4-N5, N7-N8, and N10-N11.
The simulated acceleration and strains are made artificially contaminated by adding 5% noise in 
root mean square (RMS) to emulate the practical measurement. The displacement simulated at N6 
is used as the reference to evaluate the accuracy of estimated displacements. Note that acceleration 
and displacement are obtained in the vertical direction, while the strains are obtained on the 
bottom surfaces of the deck in the longitudinal direction to capture the bending strain.
Since four strain data are available in this example, the first four modes are employed to build 
the modal mapping relationship. Fig. 3 shows the first four mode shapes of the FE model, 
compared with the sinusoidal shapes based on the assumption of a simply supported prismatic 
beam. The visual comparison clearly shows the difference between the two types of mode shapes, 
particularly for the first and third mode shapes near the supports. Their modal assurance criterion 
(MAC) values are 0.718, 0.936, 0.651, and 0.988, respectively. Thus, it can be expected that the 
displacement estimated near the supports may have considerable error when the assumed modes 
are used.
Fig. 1 Deck arch bridge model with sensor topology
Table 1 Structural properties of deck arch bridge model
Members Deck Arch Vertical Column
Sectional area 0.656 m2 0.280 m2 0.167 m2
2nd moment of inertia 1.453u 10-1 m4 3.087u 10-1 m4 6.535u 10-2 m4
Elastic modulus 200 GPa
Mass density 7850 kg/m3
Accelerometer Strain Gauge
N1 N2 N3 N4 N5
N6
N7 N8 N9 N10 N11A1 A2
P v
120 m
10 m
20 m
N12
N13
N14
N15 N16 N17 N18
N19
N20
N21A3 A4
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Fig. 2 Simulated vertical moving load
Fig. 3 First four mode shapes of FE model (solid lines) compared with assumed ones (dashed lines)
3.1.1 Comparison of displacements at N6
Fig. 4 shows the comparison of the displacements estimated by four methods with exact one 
simulated from the MATLAB Simulink. The acceleration-based method can not estimate the 
nonzero-mean pseudo-static displacement component as shown in Fig. 4(a). The strain-based 
method can somewhat estimate the static component as shown in Fig. 4(b), while the dynamic 
component cannot be estimated accurately. The acceleration-strain-based method gives an
incorrect displacement due to the incorrect modal mapping as in Fig. 4(c). Meanwhile, the 
improved acceleration-strain-based method estimates very accurate displacement overlapped with 
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the exact one as in Fig. 4(d), despite of the complexity of the deck arch model. This clarifies the 
performance of the improved method for a complex structure whose mode shapes may not be 
easily assumed as analytical functions.
The accuracy of the estimated displacements can be investigated in the different aspects by 
looking at the frequency domain. Fig. 5 shows the power spectral density (PSD) of the estimated 
displacements compared with that of exact one. Figs. 5(a) and 5(b) show errors of the
acceleration-based and the strain-based methods in low and high frequency range, respectively. 
The acceleration-strain-based method shows slightly larger error in estimating the pseudo-static 
components near 0 Hz than the improved method (see zoomed-ins of Figs. 5(c) and 5(d)).
The peak at 15.4 Hz shown in the PSD of the strain-based method shows a drawback of the 
strain-based method. The bridge model has a mode at 15.4 Hz, and the corresponding mode shape 
has a nodal point at N6. This is why there is no peak observed at 15.4 Hz in Fig. 5(a). However, 
the strains used in the strain-based method were obtained from non-nodal points, and thus the peak 
is clearly observed. In the acceleration-strain-based and improved methods, the high frequency 
components contained in the strain were replaced by the components contained in the acceleration, 
which resulted in the disappearance of the peak at 15.4 Hz in Figs. 5(c) and 5(d). This illustrates 
that the strain-based method is only effective in estimating the very low-frequency components 
which have few nodal points.
(a) Acceleration-based method (b) Strain-based method
(c) Acceleration-strain-based method (d) Improved acceleration-strain-based method
Fig. 4 Comparison of displacements estimated at N6 for deck arch bridge model by four different estimation 
methods with exact one
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(a) Acceleration-based method (b) Strain-based method
(c) Acceleration-strain-based method (d) Improved acceleration-strain-based method
Fig. 5 Comparison of PSD of displacements estimated at N6 for deck arch model by four different 
estimation methods with exact one
The accuracy of the estimated displacements by the four methods is quantified using the 
percentage RMSD described in Eq. (12). The acceleration-based method provides the largest 
RMSD of 85.9% at N6. The strain-based method yields small error of 17.7%, since the method 
uses accurate modal mapping using the FE mode shapes. The acceleration-strain-based method 
gives a larger RMSD value of 20.5% than the strain-based method, which means the error in the 
assumed mode shapes may bring significant error in the estimation due to incorrect modal 
mapping. The improved method has the smallest RMSD value of 10.6% owing to accurate modal 
mapping using the FE model. The estimated RMSD values quantitatively show the performance of 
the improved method compared with the other existing methods for the general types of bridge 
structures. 
3.1.2 Comparison of displacements at other locations
Fig. 6 shows the RMSD values of the displacements estimated by four methods at the left half 
of the deck: N1-N6. The acceleration-based method shows largest error for all locations due to 
incorrect estimation of pseudo-static displacements. The incorrect modal mapping significantly 
increases the error of the acceleration-strain-based method, which is even larger than the 
strain-based method that uses correct modal mapping. The improved method has the smallest 
RMSD values for all points.
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Fig. 6 RMSD of displacements at N1-N6
3.1.3 Effect of FE model inaccuracy
The FE model may be subjected to modelling errors, which may cause estimation errors in the 
modal properties. To see the effect of the inaccurate FE model to the estimation, the FE model is 
perturbed by introducing element-level errors in the elastic modulus. Three types of perturbations 
with 11.5, 23.1, and 34.6% in RMS (i.e., uniform perturbation in the range of ±20%, ±40%, and 
±60% of the initial value) are considered. Fig. 7 shows the first four mode shapes of a perturbed 
FE model with 34.6% errors in RMS in comparison with those from the original FE model. Fig. 7 
shows that the perturbation caused considerable discrepancy particularly on the higher mode 
shapes to be used for the modal mapping. 
Fig. 8 shows the RMSDs of the estimated displacements at N6 by the strain-based and the 
improved methods when the perturbed FE models are used for the modal mapping. The MAC 
values of the perturbed models are plotted together to show the effect of perturbation to the mode 
shapes. By the incremental perturbation, the mode shapes are found to change incrementally. 
However, even with the significant perturbation, the RMSD of the estimated displacement rarely 
changes for both the strain-based and the improved methods. In the case of with perturbation of 
34.6% in RMS, the RMSD by the improved method is 10.8%, which is much smaller than 20.5% 
by the acceleration-strain-based method in Section 3.1.1. When the exact FE model was used, the 
RMSDs are 10.6 and 17.7% for the stain-based and the improved methods, respectively. The slight 
increase by the large perturbation is because the RMS is significantly affected by accuracy of the 
low frequency components, as shown in the result of the acceleration-based method. The MAC 
values of Fig. 8 shows that the large perturbation makes bigger change as the mode order increases, 
and the first mode which significantly affects the RMSDs is barely changed. The inaccuracy in 
higher modes resulted in inaccurate estimation of dynamic displacements that derives the slight 
increase of the RMSDs. This illustrates the improved method using the mode shapes of the FE 
model is very effective when the structure is so complex that its lower mode shapes cannot be 
easily assumed.
3.1.4 Measurement of strains at load carrying members
In the case of the deck arch bridge, the arch and vertical columns are the major load carrying 
members to resist the dead loads that comprise majority of the total load applied to the structure, 
while the deck is designed to transfer the live load to the arch system. Considering the case with 
strain gauges on the members other than deck, another sensor topology is considered: an 
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accelerometer is at N6, and four strain gauges are at arch members between N12-N13 and 
N20-N21, and columns between N3-N14 and N9-N19. Fig. 9 shows the displacement estimated at 
N6 using the improved method. The result is very close to the exact one with 9.69% in RMSD, 
which is smaller than the value of 10.6% by the strain measurements on the deck described in 
Section 3.1.1.
The mode shapes cannot be assumed in an analytical form for the whole structure when the 
structure has a complex shape. Therefore, the acceleration-strain-based method using the assumed 
sinusoidal mode shapes is applicable only when the strain gauges are on the deck. This example 
shows that the proposed improved method based on the FE model has big advantage when the 
strain sensors are placed on non-deck members.
Fig. 7 First four mode shapes of perturbed FE model with 34.6% errors in RMS (dotted lines) compared 
with those from original model (solid lines)
Fig. 8 RMSD of displacements estimated at N5 for perturbed deck arch FE models
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Fig. 9 Displacement estimated at N6 by improved acceleration-strain-based method using strain 
measurement on load carrying members
3.2 A three-span truss bridge model
The second example is a 2D 3-span truss structure shown in Fig. 10. It is a double-Warren truss 
model which has intersecting diagonal members to provide the model strength. The model has a 
total length of 192 m (=56 m+80 m+56 m) with varying heights of 10-18 m. The second support, 
named A2, is pinned, while the other three supports (A1, A3, and A4) are rollers. 
The model is composed of 175 members: 24 lower chords, 24 upper chords, 27 vertical 
members, and 100 diagonal members. The second span is considered as the monitored span for 
comparison with acceleration-stain-based method. All members are designed to be made of steel, 
and to have different sectional areas as shown in Table 2. 
Fig. 10 Three-span truss bridge model with sensor topology
Table 2 Structural properties of truss bridge model
Members Lower and Upper 
Chord
Vertical Member Diagonal Member
Sectional area 0.760 m2 0.280 m2 0.360 m2
Elastic modulus 200 GPa
Mass density 7850 kg/m3
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(a) Whole FE model (b) Second span only: compared with assumed 
mode shapes
Fig. 11 First four mode shapes of FE model
MATLAB Simulink is used to simulate the displacement, acceleration, and strain of the truss 
model using a vertical load similar to Fig. 2 moving from left to right on the structure. The 
acceleration is assumed to be measured at N5, while the strains of the deck are obtained at the mid 
points of four members between N1-N2, N3-N4, N6-N7, and N8-N9. The simulated acceleration 
and strains are made contaminated by 5% noise in RMS. Note that acceleration and displacement 
are obtained in the vertical direction, while the axial strains are obtained on the lower chord 
members.
Given with 4 strain measurements, the first four mode shapes shown in Fig. 11 are used to build 
the modal mapping relationship for the strain-based and the improved methods. However, for the 
acceleration-strain-based method, sinusoidal mode shapes are approximately obtained only for the 
second span of the continuous truss bridge (Cho et al. 2014). Unlike the deck-arch model, the 
assumed mode shapes are apparently similar to the shapes from the FE model with small 
discrepancy.
Fig. 12 shows the displacements estimated at N5 by four methods in comparison with the exact 
ones. The general trends of the results are very similar to those of the deck arch model: the 
acceleration-based and the strain-based methods show their weakness in pseudo-static and 
dynamic components of displacement, respectively. Though the acceleration-strain-based method 
estimates overall shape of the displacement, the amplitude could not be accurately estimated. The 
improved acceleration-strain-based method estimates the displacement with the best accuracy 
among the four methods in both low- and high- frequency ranges. The RMSD values of the 
displacements at N5 are 82.8, 35.1, 34.3, and 22.6% for the four methods, respectively. The error 
is slightly larger than the deck arch bridge model, but still the proposed improved method gives the 
smallest error.
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(a) Acceleration-based method (b) Strain-based method
(c) Acceleration-strain-based method (d) Improved acceleration-strain-based method
Fig. 12 Comparison of displacements estimated at N5 for three-span truss model by four different estimation 
methods with exact one
Fig. 13 RMSD of displacements at N1-N5
The RMSD values estimated at 5 locations (N1-N5) by four methods are compared in Fig. 13. 
Due to the mode shapes assumed similar to the shapes from the FE model (see Fig. 11(b)), the 
three methods except the acceleration-based method show increasing values as the sensor location 
gets close to the left support due to smaller amplitude of displacement, while the 
acceleration-based method shows nearly-constant level of large error due to incorrect estimation of 
pseudo-static displacements. Similar to the deck arch bridge model, the improved method shows 
the smallest RMSD values for all locations.
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4. Experimental validation
4.1 Test bridge and test setup
To validate the performance of the improved method for a real bridge structure, a field testing 
was conducted on a prestressed concrete bridge shown in Fig. 14, which was developed as a 
test-bed of bridge measurement technology by KICT (Korea Institute of Construction Technology). 
The bridge is a single span prestressed concrete girder bridge with four girders and its span length 
is 11m. 
To estimate the displacement by the improved method, acceleration and strain were measured 
on the bridge: three strain gages were installed beneath the bridge girder at L1, L3, and L4, and 
two accelerometers were placed at L2 and L3, as shown in Fig. 14. In addition, two laser 
displacement sensors were also collocated at L2 and L3 to provide reference displacements. To 
excite the bridge, a 28.63 ton truck ran on the bridge with the speed of 15 km/h. 
4.2 Finite element model of test bridge
To build the modal mapping matrix for the strain-based and the improved methods, an FE 
model of the bridge was built using ANSYS as shown in Fig. 15. The first three mode shapes for
the displacement and strain were extracted from the FE model to build the modal mapping of 
strain to displacement. Torsional modes have effectively similar shapes to the bending modes for 
individual girders (Cho et al. 2014). Thus, the information of the torsional modes is excluded in 
the modal mapping procedure.
Fig. 14 Test bridge and sensor locations
Fig. 15 FE model of test bridge
Accelerometer
Strain gage
Laser Displacement Sensors
11 m
L1 L2 L3 L4
8.55 m
5.63 m
4.12 m
1.53m
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4.3 Displacement estimation
The displacements at L2 and L3 were estimated by the improved method, and the results were 
compared with the reference values measured with laser displacement meters. The neutral axis of 
the bridge was initially assumed to be 0.25 m from the sensor level (bottom of girders) for the 
strain-based, the acceleration-strain-based, and the improved methods. The neutral axis is 
compensated in the acceleration-strain-based and the improved methods, but not in the
strain-based method. Fig. 16 compares the estimated displacements by four methods with the 
reference values at L3 when the truck ran. As in the numerical simulations, the acceleration-based
method shows weakness in estimating pseudo-static components. The strain-based method cannot 
estimate accurate pseudo-static component due to the inaccurate neutral axis in the FE model. The 
acceleration-strain-based and the improved methods estimated displacements very similar to the 
reference ones as shown in Figs. 16(c) and 16(d). 
The RMSD values of the displacements estimated by four methods at L2 and L3 are tabulated 
in Table 3. While the acceleration-based and the strain-based methods have large errors over 25%
in RMSD, the acceleration-strain-based and the improved methods have smaller error. However, 
the acceleration-strain-based and the improved methods have the smallest measures (less than 6%), 
since the assumed sinusoidal mode shapes are very good for this beam-type of bridge.
The peak displacement is another important measure for health monitoring of civil 
infrastructure. Similar to the RMSD, the percentage peak error can be defined as
max max
Peak Error (%) 100
max
est ref
ref
u u
u
 u (10)
The peak errors are calculated and shown in Table 3, which shows that the improved method 
estimates the peak displacements more accurately than the acceleration-strain-based method: 2.80 
and 3.75% versus 3.61 and 6.59% at L2 and L3, respectively. These results indicate that the 
proposed improved method has better accuracy than the acceleration-strain-based method even for 
this simply supported bridge. Especially, considering the peak displacement by the moving truck is 
about 4 mm, the improved method is found to be appropriate for the displacement measurement of 
civil engineering structures that generally have low displacement levels.
Table 3 RMSD (%) and peak error (%) between estimated and reference displacements
Methods L2 L3
RMSD (%) Peak Error 
(%)
RMSD (%) Peak Error 
(%)
Acceleration-based method 99.0 -81.4 99.0 -80.3
Strain-based method 28.7 -27.4 33.8 -32.0
Acceleration-strain-based method 5.62 3.61 5.75 6.59
Improved acceleration-strain-based 
method
5.88 2.80 5.70 3.75
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(a) Acceleration-based method (b) Strain-based method
(c) Acceleration-strain-based method (d) Improved acceleration-strain-based method
Fig. 16 Comparison of displacements estimated by improved method with reference: at L3
5. Conclusions
In this paper, an improved displacement estimation method based on data fusion of acceleration 
and strain has been proposed for the application to general types of bridge structures whose mode 
shapes may not be assumed in analytical (e.g., sinusoidal) function. The improvement has been 
made by employing the mode shapes from an FE model in the modal mapping of strain to 
displacement. The performance of the improved method has been verified by numerical 
simulations on a deck arch structure and a three-span truss structure with complex shapes. Field 
experiment on a prestressed concrete bridge has also been carried out. The estimated 
displacements by four methods, acceleration-based method, strain-based method, 
acceleration-strain-based method, and improved method, have been compared. 
The result of this study can be summarized as:
(1) In the numerical simulations on the deck arch model and the truss model, the proposed
method estimated displacements with better accuracy than the other methods at all 
locations of the structure owing to the accurate modal mapping using the FE model.
(2) The perturbation of the FE model has increased the inaccuracy of the improved method. 
However, at the center locations, large perturbation (34.6% in RMS) resulted in the RMSD 
errors of 10.8%, which is less than 20.5% by the acceleration-strain-based method, which 
shows the effectiveness of the proposed method with somewhat inaccurate FE model.
(3) The proposed method estimated the displacement equivalently well using the strain data on 
non-beam type members such as truss and arch, which shows its good compatibility of the 
improved method to more general types of structures. 
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(4) In the field test on a prestressed concrete bridge, the proposed method accurately estimated 
the dynamic displacements, whose maximum amplitudes are less than 4mm. The RMSD by 
the improved method was similar to those by the acceleration-strain-based method, while 
the peak displacement was estimated more accurately with less than 4% errors.
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Abstract.  Structural identification or St-Id is ‘the parametric correlation of structural response 
characteristics predicted by a mathematical model with analogous characteristics derived from experimental 
measurements’. This paper describes a St-Id exercise on Humber Bridge that adopted a novel two-stage 
approach to first calibrate and then validate a mathematical model. This model was then used to predict 
effects of wind and temperature loads on global static deformation that would be practically impossible to 
observe. The first stage of the process was an ambient vibration survey in 2008 that used operational modal 
analysis to estimate a set of modes classified as vertical, torsional or lateral. In the more recent second stage 
a finite element model (FEM) was developed with an appropriate level of refinement to provide a 
corresponding set of modal properties. A series of manual adjustments to modal parameters such as cable 
tension and bearing stiffness resulted in a FEM that produced excellent correspondence for vertical and 
torsional modes, along with correspondence for the lower frequency lateral modes. In the third stage traffic, 
wind and temperature data along with deformation measurements from a sparse structural health monitoring 
system installed in 2011 were compared with equivalent predictions from the partially validated FEM. The 
match of static response between FEM and SHM data proved good enough for the FEM to be used to 
predict the un-measurable global deformed shape of the bridge due to vehicle and temperature effects but the 
FEM had limited capability to reproduce static effects of wind. In addition the FEM was used to show 
internal forces due to a heavy vehicle to to estimate the worst-case bearing movements under extreme 
combinations of wind, traffic and temperature loads. The paper shows that in this case, but with limitations,  
such a two-stage FEM calibration/validation process can be an effective tool for performance prognosis. 
Keywords:  suspension bridge; structural; identification model; updating modal; test; temperature; vehicle; 
wind static 
1. Introduction 
Trouble-free operation of suspension bridges requires that the design caters for the full range of 
static and dynamic loads and their combinations and that predicted performance in terms of 
internal forces and deformations is within tolerable limits. 
Each suspension bridge is unique so that unlike mass-produced aircraft or automobiles there are 

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QRRSSRUWXQLWLHVWRWHVWGHVLJQVDWIXOOVFDOHEHIRUHFRQVWUXFWLRQ+HQFHSHUIRUPDQFHLVVLPXODWHG
ZLWK QXPHULFDO RU ILQLWH HOHPHQW PRGHOV DQG ZLQG WXQQHO WHVWV RQ VFDOHG SK\VLFDO PRGHV
5HOLDELOLW\ RI VXFK VLPXODWLRQV GHSHQGV RQ ERWK D JRRG XQGHUVWDQGLQJ RI WKH ORDGLQJ DQG WKH
DELOLW\ RI WKH PRGHO WR UHSUHVHQW WKH VWUXFWXUDO EHKDYLRU 'HILFLHQFLHV LQ HLWKHU FDQ UHVXOW LQ
H[SHQVLYHLQFRQYHQLHQWRUHYHQFDWDVWURSKLFVXUSULVHV 
%\WKHWLPHµRXWRIERXQGV¶SHUIRUPDQFHLVREVHUYHGRQWKHDVEXLOWVWUXFWXUHWKHRQO\RSWLRQLV
D FRVWO\ UHWURILW RU XVDJH UHVWULFWLRQ )RU H[DPSOH D QXPEHU RI 1RUWK $PHULFDQ EULGJHV
$EGHO*KDIIDUDQG6FDQODQ.XPDUDVHQDet alKDYHKDGWREHUHWURILWWHGGXHWROLYHO\
LQZLQG SHUIRUPDQFH ZKLOH IRU *UHDW %HOW %ULGJH WKH IL[ ZDV E\ DHURG\QDPLF PRGLILFDWLRQV
WKURXJKZLQGYDQHV/DUVHQet al7KHRWKHUPDMRUHIIHFWWKDWPD\EHXQIRUHVHHQLVWKHHIIHFW
RIH[WUHPHFRPELQDWLRQVRIWKHUPDOWUDIILFDQGZLQGPRYHPHQWRQH[FXUVLRQVDWLQWHUIDFHVDPRQJ
VSDQV WRZHUVDQGDEXWPHQWV7KHUHKDYHEHHQVHYHUDOVXUSULVHVDW WKHVFDOHRI WKHVHPRYHPHQWV
WKDWKDYHOHGWRSUHPDWXUHDQGFRVWO\UHWURILWV
+HQFHIRUDQH[LVWLQJVWUXFWXUHWKHUHDUHVWURQJPRWLYDWLRQVWRGHYHORSDJRRGXQGHUVWDQGLQJRI
WKHVWUXFWXUDOEHKDYLRUDQGKHQFHWKHLPSDFWRIXQXVXDORULQFUHDVHGORDGV$ILQLWHHOHPHQWPRGHO
)(0 FDOLEUDWHGRU XSGDWHG )ULVZHOO DQG0RWWHUVKHDG XVLQJPRGDO SURSHUWLHV LGHQWLILHG
WKURXJKV\VWHPLGHQWLILFDWLRQSURYLGHVWKHEHVWWRROIRUVLPXODWLQJVXFKVFHQDULRV,WDOVRRIIHUVWKH
FDSDELOLW\IRUIXOOXQGHUVWDQGLQJDQGSK\VLFDOLQWHUSUHWDWLRQRIWKHFDXVHVDQGHIIHFWVRIWKHYDULRXV
ORDGLQJUHJLPHVDVDIRUPRISHUIRUPDQFHGLDJQRVLV
0RGHOVXSGDWHGEDVHGRQPRGDOWHVWVVKRXOGKRZHYHUEHXVHGZLWKFDXWLRQ%URZQDQG0LOQH
 ,Q SULQFLSOH VXFKPRGHOV VKRXOG QRW EH UHOLHG RQ WR GRPRUH WKDQ UHSURGXFH WKHPRGDO
SURSHUWLHV XVHG WR YDOLGDWH WKHP D IRUP RI LQWHUSRODWLRQ ZKHUHDV WR JR EH\RQG WKRVH
PHDVXUHPHQWVLVDULVN\SURFHVVDNLQWRH[WUDSRODWLRQ7KLVGRHVQRWDOZD\VZRUNRQHH[DPSOHLV
WKH VWUXFWXUDOO\ FRPSOH[ 7DPDU %ULGJH ZKHUH D IRUPDOO\ XSGDWHG )( PRGHO ZDV XQDEOH WR
UHSURGXFHREVHUYHGHIIHFWVRQPRGDOSURSHUWLHVRIVLJQLILFDQWYDULDWLRQVLQWUDIILFORDG:HVWJDWHet
al
7KHDLPRIWKLVSDSHULVWRH[SORUHWKHQH[WVWHSLQSURGXFLQJDUHOLDEOHXSGDWHG)(PRGHOWKDW
MXVWLILHVIDLWKLQH[WUDSRODWLRQ+HQFHLQWKLVVWXG\D)(0RI+XPEHU%ULGJHKDVEHHQGHYHORSHG
WKHQFDOLEUDWHGDJDLQVWUHVXOWVRIDV\VWHPLGHQWLILFDWLRQSURFHVVXVLQJRSHUDWLRQDOPRGDODQDO\VLV
RIG\QDPLFUHVSRQVHWRDPELHQWG\QDPLFORDGVPHDVXUHGRYHUDIHZGD\VRIQRUPDORSHUDWLRQ,Q
WKHQH[WVWHSWKHFDOLEUDWHG)(0KDVEHHQXVHGWRHVWLPDWHWKHVWDWLFUHVSRQVHRIWKHEULGJHWRZLQG
YHKLFOH DQG WKHUPDO ORDGV DQG WR FRPSDUH WKH SUHGLFWLRQV ZLWK REVHUYDWLRQV IURP D VWUXFWXUDO
KHDOWKPRQLWRULQJ 6+0 V\VWHP RSHUDWLQJ RQ WKH EULGJH 7KLVZKROH SURFHVV HQFDSVXODWHV WKH
GHILQLWLRQRI VWUXFWXUDO LGHQWLILFDWLRQ 6W,G DV µWKH SDUDPHWULF FRUUHODWLRQRI VWUXFWXUDO UHVSRQVH
FKDUDFWHULVWLFV SUHGLFWHG E\ D PDWKHPDWLFDO PRGHO ZLWK DQDORJRXV FKDUDFWHULVWLFV GHULYHG IURP
H[SHULPHQWDOPHDVXUHPHQWV¶&DWEDVet al
+DYLQJ HVWDEOLVKHG WKDW WKH)(0SUHGLFWV REVHUYHG VWDWLF UHVSRQVH UHDVRQDEO\ZHOO WKH ILQDO
VWHSZDVWRXVHWKHPRGHOWRSUHGLFWVRPHUHVXOWVWKDWFRXOGQRWEHREVHUYHGH[SHULPHQWDOO\7KHVH
UHVXOWVLQFOXGHJOREDOGHIRUPDWLRQVGXHWRZLQGORDGVEXWPRUHLPSRUWDQWO\HIIHFWVRIZRUVWFDVH
FRPELQDWLRQVRIH[WUHPHORDGVDQGHYHQLQWHUQDOIRUFHV


+XPEHUEULGJH6WUXFWXUDOGHWDLOVDQGSUHYLRXVVWXGLHV

+XPEHU%ULGJH )LJ ZDVRSHQHG LQ -XO\DQGKDV DPDLQ VSDQRIPZLWK VLGH
VSDQVRIPDQGP,WOLQNVWKHVPDOOWRZQVRI+HVVOHQRUWKDQG%DUWRQVRXWKZLWKWKH
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EULGJH ORQJLWXGLQDO D[LV DOLJQHG LQ DQ DSSUR[LPDWH QRUWKVRXWK GLUHFWLRQ /LNH LWV SUHGHFHVVRUV
6HYHUQDQG%RVSRUXV+XPEHUKDVDHURG\QDPLFVWHHOER[JLUGHUVDQGLQFOLQHGKDQJHUV7KHVSDQV
FRPSULVHDWRWDORISUHIDEULFDWHGXQLWVW\SLFDOO\PORQJDQGPGHHS7KHVHDUHP
ZLGH DQG LQFOXGH WZR  P ZDONZD\V DQG RUWKRWURSLF GHFN SODWHV RQ ZKLFK URDG VXUIDFLQJ LV
DSSOLHG7KHVOLSIRUPHG UHLQIRUFHGFRQFUHWH WRZHUV ULVHPDERYH WKHFDLVVRQ IRXQGDWLRQV
DQGFDUU\WKHWZRPDLQFDEOHVZLWKQRPLQDOVDJRIP7KHEULGJHLVH[SRVHGWRSUHYDLOLQJ
VRXWKZHVWHUO\ F\FORQLF ZLQGV WKDW FDQ UHDFK KXUULFDQH IRUFH H[FHHGLQJ  PVHF ZLWK
DWPRVSKHULFWHPSHUDWXUHVUDQJLQJIURP&WR&
+XPEHU KDV EHHQ WKH VXEMHFW RI VHYHUDO DFDGHPLF LQYHVWLJDWLRQV IRFXVLQJ RQ G\QDPLF
SHUIRUPDQFH $PELHQW YLEUDWLRQ VXUYH\VZHUH FDUULHG RXW LQ  E\8QLYHUVLW\ RI %ULVWRO DQG
%XLOGLQJ 5HVHDUFK (VWDEOLVKPHQW %5( %URZQMRKQ et al  /LWWOHU  %5( DJDLQ LQ
/LWWOHUDQG:RRGVDQGPRVWUHFHQWO\LQE\8QLYHUVLW\RI6KHIILHOGDQGKHOSHUV
%URZQMRKQet al
2EVHUYDWLRQVIURPWKHPRGDOWHVWDQGWKHOLQNHGILQLWHHOHPHQWDQDO\VLV%URZQMRKQet al
VXJJHVWHGWKDWWKHSDLUVRI$IUDPHURFNHUEHDULQJVDWHDFKVSDQHQGZKLFKZHUHGHVLJQHG
WRSUHYHQWWUDQVODWLRQLQYHUWLFDODQGODWHUDOGLUHFWLRQVEXWWRDOORZIUHHPRYHPHQWDORQJWKHEULGJH
ORQJLWXGLQDO D[LV ZHUH QRW IXQFWLRQLQJ TXLWH DV H[SHFWHG 7KH FOHDUHVW HIIHFW RI WKLV ZDV WKH
DSSHDUDQFHRI WKHILUVWDQWLV\PPHWULFYHUWLFDOYLEUDWLRQPRGHDWDKLJKHU IUHTXHQF\ WKDQ WKDWRI
WKH ILUVW V\PPHWULFPRGHZKHUHDV IRU D FRPSOHWHO\ IUHH VOLGLQJ FRQGLWLRQ LWZRXOG EH WKH ILUVW
PRGHWRDSSHDU
6HSDUDWH IURP WKH PRGDO LQYHVWLJDWLRQV DQG SRWHQWLDOO\ KDYLQJ JUHDWHU LPSDFW VHYHUDO
FDPSDLJQVKDYHGHSOR\HGVWDWHRIWKHDUWWHFKQRORJ\IRUWUDFNLQJVWDWLFGHIRUPDWLRQ,QSDUWLFXODU
LQ WKH SHULRG  WR  D FDPSDLJQ RI PHDVXUHPHQWV %URZQMRKQ et al  OHG E\
3ROLWHFQLFRGL0LODQRVXSSRUWHGLQZLQGSHUIRUPDQFHVWXGLHVRIDGHVLJQIRUWKHSURSRVHG6WUHWWR
GL0HVVLQDFURVVLQJ%UDQFDOHRQHDQG'LDQD7KHPHDVXUHPHQWFDPSDLJQVLQFOXGHGQRYHO
RSWLFDOV\VWHPVIRUPHDVXULQJGLVSODFHPHQW7KHH[HUFLVHDOVRSURYLGHGGDWDIRULGHQWLILFDWLRQRI
DHURHODVWLF IOXWWHU GHULYDWLYHV DW IXOO VFDOH 'LDQD et al  7KHUH KDV DOVR EHHQ D EULHI
HYDOXDWLRQRI*36WHFKQRORJ\E\1RWWLQJKDP8QLYHUVLW\$VKNHQD]LDQG5REHUWV


)LJ9LHZVRI+XPEHU%ULGJH/HIW9LHZIURP%DUWRQDQFKRUDJH5LJKWER[GHFNLQWHULRU


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)ROORZLQJ WKH  PRGDO WHVW D PRQLWRULQJ V\VWHP FRPSULVLQJ *36 DQWHQQDH ODVHUV D
WLOWPHWHU DFFHOHURPHWHUV WKHUPLVWRUV DQG DQ DQHPRPHWHU ZDV LQVWDOOHG RQ WKH EULGJH DQG KDV
RSHUDWHGVLQFHHDUO\%URZQMRKQHWDO:LWKWKHPRUHVRSKLVWLFDWHGWHFKQRORJ\FRPSDUHGWR
WKHFDPSDLJQWKHGHIRUPDWLRQGDWDDYDLODEOHIURPWKLVV\VWHPDUHQRWRQO\ULFKHUEXW
FRYHU D ORQJHU SHULRG +HQFH WKH\ UHSUHVHQW PRUH H[WUHPH FRQGLWLRQV DQG KDYH SURYLGHG IUHVK
LQVLJKWVLQWRWKHSHUIRUPDQFHRIWKHEULGJH,QSDUWLFXODUZKLOHWKHHDUO\V\VWHPSUHGDWHGWKHHUDRI
µVWUXFWXUDOKHDOWKPRQLWRULQJ¶WKHSUHVHQWV\VWHPLVGHVLJQHGWRSURYLGHDXWRPDWLFGDWDSURFHVVLQJ
GDWDYLVXDOLVDWLRQDQGFDSDELOLW\IRURQOLQHDQRPDO\GHWHFWLRQDQGORDGLGHQWLILFDWLRQ7RSURYLGH
DGGLWLRQDO FDSDELOLW\ D QXPHULFDO PRGHO RI WKH EULGJH KDV EHHQ GHYHORSHG IRU SHUIRUPDQFH
LQWHUSUHWDWLRQDQGVLPXODWLRQSURYLGLQJDQHIIHFWLYHFRPELQDWLRQIRUVWUXFWXUDOKHDOWKPRQLWRULQJ
RIWKHEULGJH
$VZHOO DV WZRGLPHQVLRQDO ILQLWH HOHPHQW DQDO\VLV E\ )UHHPDQ )R[	3DUWQHUV GHVLJQHUV
VHYHUDOQXPHULFDOPRGHOVRI+XPEHU%ULGJHKDYHEHHQGHYHORSHGHJ 'XPDQRJOXDQG6HYHUQ
.DUXQD+RUQE\et al7KHIRUPHUH[DPSOHSURYLGHGDQRSSRUWXQLW\WRFDOLEUDWH
QRYHOILQLWHHOHPHQWPRGHOLQJWHFKQLTXHVIRUVXVSHQVLRQEULGJHVWREHDSSOLHGWRVHLVPLFUHVSRQVH
DQDO\VLVRIWKHWZREULGJHVFURVVLQJWKH%RVSRUXVLQ,VWDQEXO


6WUXFWXUDO KHDOWKPRQLWRULQJ V\VWHP LGHQWLILFDWLRQ DQG VWUXFWXUDO LGHQWLILFDWLRQ
6W,G

6WUXFWXUDO KHDOWK PRQLWRULQJ RIIHUV WZR DSSURDFKHV IRU HYDOXDWLQJ WKH SUHVHQW SHUIRUPDQFH
GLDJQRVLV DQG SUHGLFWLQJ IXWXUH SHUIRUPDQFH SURJQRVLV RI VWUXFWXUHV 2QH LV EDVHG RQ
GDWDGULYHQPRGHOV:RUGHQDQG0DQVRQWKDWDUHHIIHFWLYHO\FXUYHILWVWRKLVWRULFORDGDQG
SHUIRUPDQFH GDWD 7KH VHFRQG LV WKH SK\VLFVEDVHG DSSURDFK )DUUDU DQG/LHYHQ ZKHUH D
ILQLWH HOHPHQWPRGHO )(0 LV FDOLEUDWHGRU DGMXVWHG WR ILW GDWD IURPPHDVXUHPHQWVRIG\QDPLF
DQGRU VWDWLF UHVSRQVH7KHZKROHSURFHVVRI FUHDWLQJ DQG FDOLEUDWLQJ DSK\VLFVEDVHGPRGHO IRU
SHUIRUPDQFHGLDJQRVLVILWVWKHGHILQLWLRQRI6W,G&DWEDVet alDQGXVXDOO\LQFOXGHVV\VWHP
LGHQWLILFDWLRQ WR H[WUDFW PRGDO SURSHUWLHV IURP G\QDPLF UHVSRQVH PHDVXUHPHQWV REWDLQHG LQ D
PRGDOWHVW
%RWKGDWDGULYHQDQGSK\VLFVEDVHGDSSURDFKHVKDYHEHHQDSSOLHGWRWKHVKRUWHU7DPDU%ULGJH
&URVV et al  7KLV EULGJH IHDWXUHV D WUDGLWLRQDO WUXVV JLUGHU ZLWK DGGHG FRPSOH[LW\ RI
UHWURILWWHGFDQWLOHYHUODQHVDQGDGGLWLRQDOVWD\FDEOHV7KDWH[HUFLVHGHPRQVWUDWHGWKHOLPLWDWLRQVRI
DSSO\LQJ D PRGHO YDOLGDWHG XVLQJ RQO\ PRGDO WHVW GDWD VLQFH XVLQJ WKDW PRGHO LQ HIIHFW
H[WUDSRODWLQJWRUHSURGXFHWKHHIIHFWVRIWHPSHUDWXUHDQGWUDIILFYDULDWLRQVRQQDWXUDOIUHTXHQFLHV
SURYHG FKDOOHQJLQJ :HVWJDWH et al  7KH DLP KHUH LV WR GHPRQVWUDWH WKH SRZHU RI WKH
SK\VLFVEDVHGDSSURDFKHVZLWKDGGLWLRQDOYDOLGDWLRQIURPVWDWLFUHVSRQVHGDWDIRUZKDWLVLQIDFWD
VLPSOHUVWUXFWXUH


PRGDOWHVWDQGORQJWHUPPRQLWRULQJ

,Q-XO\DWHDPRIUHVHDUFKHUVIURP8QLYHUVLW\RI6KHIILHOG8.&LW\8QLYHUVLW\RI+RQJ
.RQJ DQG )DFXOW\ RI (QJLQHHULQJ 8QLYHUVLW\ RI 3RUWR XVHG D VHTXHQFH RI  RQHKRXU
PHDVXUHPHQWV RYHU ILYH GD\V WR PDS RXW PRGH VKDSHV DQG LGHQWLI\ QDWXUDO IUHTXHQFLHV DQG
GDPSLQJ UDWLRV IRU +XPEHU %ULGJH 7KH H[HUFLVH DQG WKH RSHUDWLRQDO PRGDO DQDO\VLV 20$
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DSSOLHG IRU V\VWHP LGHQWLILFDWLRQ RI WKH PRGDO SURSHUWLHV DUH IXOO\ GHVFULEHG HOVHZKHUH HJ
%URZQMRKQet al
'XULQJ WKH FDPSDLJQ ZLQGV ZHUH PRGHUDWH DQG WHPSHUDWXUH UDQJHV VPDOO 7HQ DXWRQRPRXV
WULD[LDODFFHOHURPHWHUVPHDVXUHGDWSRVLWLRQVHDFKZLWKDSDLURIUHFRUGHUVRQHLWKHUVLGHRIWKH
EULGJHDWRWDORIîGHJUHHVRIIUHHGRPQRWDOOLQGHSHQGHQW7KHUHFRUGHUVZHUHV\QFKURQL]HG
E\*36DQWHQQDHDQGXVHGWKHUHIHUHQFHURYHUWHFKQLTXHWRSURYLGHIRUKLJKVSDWLDOUHVROXWLRQRI
PRGHVKDSHV
7KHORQJWHUPPRQLWRULQJV\VWHPZDVLQVWDOOHGDVSDUWRIWKHVDPHUHVHDUFKSURMHFW7KHV\VWHP
LVLOOXVWUDWHGLQ)LJDQGFRPSULVHVWKUHH*36DQWHQQDHRQHEDVHVWDWLRQDQGWZRURYHUVIRUUHDO
WLPH NLQHPDWLF RSHUDWLRQ WKUHH VHUYR DFFHOHURPHWHUV DQG RQH ELD[LDO LQFOLQRPHWHU DWPLGVSDQ
DQGIRXUH[WHQVRPHWHUV LQSDLUVDWHDFKHQGRI WKHPDLQVSDQ7KHUDWLRQDOHIRUXVLQJRQO\ WKUHH
DFFHOHURPHWHUV LV WKDWKDYLQJ WKHIXOOVHWRIPRGHVKDSHVIURPWKHPRGDO WHVW WKH WRWDOG\QDPLF
UHVSRQVH DW DQ\ SRLQW LQ WKH VWUXFWXUH FDQ EH REWDLQHG E\ PRGDO VXSHUSRVLWLRQ 7KHUH DUH DOVR
WHPSHUDWXUHDQGZHDWKHUVHQVRUVDWYDULRXVORFDWLRQV
7KHDFFHOHUDWLRQGDWDDUHXVHIXO IRU WUDFNLQJPRGDOSDUDPHWHUVDQG UHVSRQVH OHYHOV LQ ORZHVW
IHZPRGHVWKDWDUHVXVFHSWLEOHWREXIIHWLQJDQGDHURHODVWLFHIIHFWV+RZHYHULWLVWKHTXDVLVWDWLF
GHIRUPDWLRQREVHUYHGWKURXJKWKH*36H[WHQVRPHWHUVDQG'&FRPSRQHQWRIODWHUDODFFHOHUDWLRQ
LQWHUSUHWHG DV URWDWLRQ WKDW LV UHOHYDQW KHUH DQG ZKLFK LV XVXDOO\ PRVW LPSRUWDQW WR EULGJH
RSHUDWRUV
7KHPRGDOVXUYH\SURYLGHGWKHPHDQVWRYDOLGDWHDQGXSGDWHWKH)(0GHVFULEHGQH[WZKLOHWKH
PRQLWRULQJV\VWHPSURYLGHGGHIRUPDWLRQVLJQDWXUHVIRUIXUWKHUYDOLGDWLRQRIWKHXSGDWHG)(0


'HYHORSLQJWKHILQLWHHOHPHQWPRGHO

,Q RUGHU WR SURYLGH D UHOLDEOH SK\VLFVEDVHG VLPXODWRU WR UDWLRQDOL]H REVHUYDWLRQV IURP WKH
PRQLWRULQJDGHWDLOHG)(0RI WKHEULGJHZDVGHYHORSHG$)(0GHYHORSHG LQSUHYLRXVVWXGLHV
'XPDQRJOX DQG 6HYHUQ  XVLQJ PRGLILHG 6$3,9 VRIWZDUH %DWKH et al  DVVLVWHG
GHYHORSPHQW RI D PRUH HODERUDWH $16<6 PRGHO 0DLQ FRPSRQHQWV RI WKH PRGHO DUH WZR
WZLQS\ORQWRZHUVWKHEULGJHGHFNPDLQDQGWZRXQHTXDOVLGHVSDQVPDLQFDEOHVEHDULQJVDQG
H[SDQVLRQMRLQWV


)LJ+XPEHU%ULGJHLQVWUXPHQWDWLRQDQGGLUHFWLRQDOFRQYHQWLRQV
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)LJ'HFN6HFWLRQ'LPHQVLRQVLQP
5.1 Box girders 
0RGHOFUHDWLRQEHJDQZLWKGHYHORSLQJDQDSSRSULDWHUHSUHVHQWDWLRQRIWKHER[JLUGHUVKRZQLQ
)LJ  ZLWK W\SLFDO GLPHQWLRQV DQG RQH RI WKH IRXU HTXLVSDFHG VWLIIHQLQJ EXONKHDGV $ KLJK
UHVROXWLRQ PRGHO ZLWK DOO IHDWXUHV RI WKH VWLIIHQHUV ZRXOG QRW QHFHVVDULO\ MXVWLI\ WKH WLPH DQG
FRPSXWLQJ UHVRXUFHV UHTXLUHG VR DQ HTXLYDOHQW VHFWLRQ PRGHO ZDV FUHDWHG ZLWK DSSURSULDWH
DGMXVWPHQW RI WKLFNQHVV DQG GHQVLW\ WR UHSUHVHQW WKH VWLIIHQLQJ GHWDLOV 'HWDLOV VXFK DV RYHUODS
MRLQWVDQGIDWLJXHUHGXFLQJKROHVDWEXONKHDGVIRUGHFNORQJLWXGLQDOVWLIIHQHUVYLVLEOHLQ)LJZHUH
LJQRUHGWRVLPSOLI\WKHPRGHO

5.2 Towers and cables 
+ROORZ UHLQIRUFHG FRQFUHWH WRZHU FROXPQV WDSHU IURP PZLGH DERYH WKH EDVH WR P
XQGHU WKH VDGGOHV ZLWK D FRQVWDQW  P EHWZHHQ LQWHUQDO IDFHV DQG ZDOO WKLFNQHVV
FRUUHVSRQGLQJO\UHGXFLQJIURPPDWWKHEDVH$16<662/,'HOHPHQWVDUHXVHGWRUHSUHVHQW
WKLV DVVXPLQJ IXOO IL[LW\ DW WKH FDLVVRQ IRXQGDWLRQ OHYHOV ZLWK VDGGOHV PRGHOHG E\ VROLG VWHHO
HOHPHQWV 
0DLQ VSDQPDLQ FDEOHV FRPSULVH  JDOYDQL]HG PPZLUHVZKHUHDV WKH VKRUWHU+HVVOH
VLGHVSDQXVHVDQH[WUDZLUHVWUDQGVWKDWDUHDQFKRUHGDWWKH+HVVOHWRZHUVDGGOH+HQFHPDLQ
FDEOHGLDPHWHUVDUHDERXWPIRUWKHPDLQVSDQDQG%DUWRQVLGHVSDQDQGPIRU+HVVOH
VLGHVSDQ7KHVHFDEOHVDUHPRGHOHGXVLQJ$16<6%($0HOHPHQWVZLWKWUDQVODWLRQDOIL[LW\DW
DQFKRUDJHVDQGVDGGOHVDQGVOLGLQJRYHUVDGGOHVQRWDOORZHG
6WHHOLQFOLQHGKDQJHUVFPGLDPHWHUDUHPRGHOHGXVLQJVLQJOH/,1.HOHPHQWVDQGDVVXFK
DUHSLQQHGDWHDFKHQGVLQFHWKH\RIIHUQREHQGLQJUHVLVWDQFHLQUHVSHFWRIJOREDOSHUIRUPDQFH
5.3 Geometric stiffness and cable tension 
:LWK GLUHFW DFFHVV WR VWLIIQHVVPDWULFHV HJ YLD WKH )( VRIWZDUH VRXUFH FRGH WKH JHRPHWULF
FRPSRQHQW UHVXOWLQJ IURP WKH FDEOH WHQVLRQ FDQ EH LQVHUWHG GLUHFWO\ DQG VWDWLF DQG G\QDPLF
DQDO\VHVUXQLQDVLQJOHVWHS+RZHYHUZLWK$16<6G\QDPLFDQDO\VLVRIDWHQVLRQVWUXFWXUHVXFK
DVDVXVSHQVLRQEULGJHLQYROYHVDSULRUVWDWLFDQDO\VLVWRLGHQWLI\DGHDGORDGVWDWHZLWKHTXLOLEULXP
RIJUDYLW\DQGFDEOHD[LDOIRUFHV7KHVHD[LDOIRUFHVDUHORFNHGLQWRWKHJOREDOVWLIIQHVVPDWUL[LQ
VXEVHTXHQWDQDO\VHVIRUG\QDPLFDQGVWDWLFUHVSRQVH 
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D FRPSUHKHQVLYH VHW RIPRGH VKDSHV DQG IUHTXHQFLHV IRU YHUWLFDO ODWHUDO DQG WRUVLRQDO 5HVXOWV
IURPWKHH[HUFLVHFRXOGQRWEHXVHGDVWKH\ZHUHQRWDYDLODEOHLQGLJLWDOIRUPPRGHVKDSHV
ZHUHDWDIDUORZHUUHVROXWLRQDQGFUXGHE\VWFHQWXU\VWDQGDUGV20$SURFHGXUHVZHUHXVHG
7KH PDLQ GLVDGYDQWDJH RI WKH FUXGH  20$ LV WKDW LW SURGXFHG SRVLWLYHO\ ELDVHG GDPSLQJ
HVWLPDWHVEXWZLWKVPDOOHUQRQV\VWHPDWLFHUURUVLQIUHTXHQFLHVDQGPRGHVKDSHV 
7KH  VHWV RI RQH KRXU UHFRUGLQJV IURP  FKDQQHOV RI DFFHOHUDWLRQ VLJQDOV ZHUH DQDO\VHG
XVLQJ D YDULHW\ RI 20$ WHFKQLTXHV LQFOXGLQJ IUHTXHQF\ GRPDLQ GHFRPSRVLWLRQ VWRFKDVWLF
VXEVSDFH LGHQWLILFDWLRQ DQG HLJHQV\VWHP UHDOL]DWLRQ DOJRULWKP (5$ (5$ DV GHSOR\HG LQ
LQKRXVH VRIWZDUHSURYLGHG IRUQRUPDOL]DWLRQRI FURVVVSHFWUD LQ IUHTXHQF\GRPDLQ WKDW DOORZHG
JOXLQJRIPRGHVKDSHSLHFHV WRSURGXFH WKHEHVW VHWRIPRGHVH[DPSOHVRIZKLFKDUHVKRZQ LQ
)LJV
)LJVSUHVHQWH[DPSOHFRPSDULVRQVRIPRGHVKDSHVIURP)(0DQG20$,QHDFKSORWWKH
GRWVUHSUHVHQWWKHPHDVXUHGPRGDORUGLQDWHVWKHFXUYHGVROLGOLQHVWKHDQDO\WLFDOPRGHVKDSHVDQG
WKH VWUDLJKW OLQHV WKHXQGHIRUPHGGHFNSURILOH7KH VFDWWHU LQSRLQWV IRU WKH ODWHUDO DQG WRUVLRQDO
PRGHV UHIOHFW WKH GLIILFXOWLHV LQ 20$ DW YHU\ ORZ IUHTXHQFLHV DQG ZLWK PRGHV RFFXUULQJ DW
H[WUHPHO\FORVHIUHTXHQFLHVWKHILUVWYHUWLFDOWRUVLRQDOPRGHLVVHSDUDWHGIURPDYHUWLFDOPRGHE\
DVOLWWOHDV+]7KHPRGHVKDSHVVKRZQGRQRWWDNHDGYDQWDJHRIVXPPLQJDQGGLIIHUHQFLQJ
RIVLJQDOVIURPHLWKHUVLGHRIWKHGHFNDSURFHVVWKDWJUHDWO\UHGXFHVWKHVFDWWHULQPRGDORUGLQDWHV
7KHV\VWHPDWLFDSSURDFKWRFRPSDULQJPRGHVKDSHVXVHVWKHPRGDODVVXUDQFHFULWHULRQ0$&
DQG WKH PRUH YLVXDO )UHTXHQF\0$& RU µ)0$&¶ )RWVFK DQG (ZLQV 0$& LV D VLPSOH
FRUUHODWLRQ FRHIILFLHQW EHWZHHQ FRUUHVSRQGLQJ PRGDO RUGLQDWHV IRU H[SHULPHQWDO DQG DQDO\WLFDO
PRGHVVXFKWKDWLGHQWLFDOPRGHVKDYH0$& ZKLOH0$&YDOXHVFORVHWRXQLW\VWURQJO\LQGLFDWH
WKDWPRGHV FRUUHVSRQG)0$& WDNHV DOO FRPELQDWLRQV RI DQDO\WLFDO DQG H[SHULPHQWDOPRGH DQG
SORWVWKHLUWZRIUHTXHQFLHVDJDLQVWHDFKRWKHUDVPDUNHUVRIVL]HDQGFRORURUVKDGHWKDWLQGLFDWHV
WKHYDOXHRIWKHFRUUHVSRQGLQJ0$& 

)(0+]20$+] )(0+]20$+]
)LJ([DPSOHYHUWLFDOPRGHVIURPILQLWHHOHPHQWPRGHO)(0DQGRSHUDWLRQDOPRGDODQDO\VLV20$
YLHZHGIURPWKHZHVW

)(0+]20$+] )(0+]20$+]
)LJ([DPSOHODWHUDOPRGHVIURP)(0DQG20$YLHZHGIURPDERYH

)(0+]20$+] )(0+]20$+]
)LJ([DPSOHWRUVLRQDOPRGHVIURP)(0DQG20$YLHZHGIURPWKHZHVW
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
)LJ)0$&FRPSDULVRQRIOHIWYHUWLFDODQGULJKWODWHUDOPRGHIUHTXHQFLHVIURP)(0DQG20$


+HQFHLQ)LJXUH)(0IUHTXHQFLHVDUHRQWKHKRUL]RQWDOD[LV20$YDOXHVRQWKHYHUWLFDOD[LV
DQGTXDOLW\RIPDWFK LVVKRZQDVPDUNHUVZKRVHFRORXUDQGVL]H LQFUHDVHZLWK0$&7KHUHDUH
PDQ\YHUWLFDOPRGHVZLWKVLPLODUVKDSHVODUJHGDUNPDUNHUVDQGIUHTXHQFLHVPDUNHUVFORVHWR
WKHqOLQHXSWRDWOHDVW+]+RZHYHUIRUODWHUDOPRGHVWKH)(0WHQGVWRXQGHUHVWLPDWHPRGH
IUHTXHQFLHVDQGWRSURYLGHUHODWLYHO\IHZJRRGPRGHVKDSHPDWFKHVDERYH+]
:KLOH WKH VHW RI H[SHULPHQWDO PRGHV LGHQWLILHG GHSHQGV RQ WKH SDUDPHWHUV XVHG LQ WKH
LGHQWLILFDWLRQ SURFHVV DQG WKH MXGJPHQW RI WKH DQDO\VW WKH ILQDO 20$ VHW DV UHSRUWHG E\
%URZQMRKQet alUHIOHFWVPRGHVWKDWUHFXUUHGZLWKVWURQJFRQILGHQFHLQGLFDWRUV/LNHZLVH
WKH ILQDO )(0 ZDV WKH UHVXOW RI VHYHUDO VWDJHV RI DQDO\VLV ZLWK VXFFHVVLYH DGMXVWPHQWV WR
SDUDPHWHUVKDYLQJWKHDLPRIFRQYHUJLQJRQWKHEHVW20$UHVXOWV6WDJHVRIWKHPDQXDOXSGDWLQJ
LQYROYHG DGMXVWLQJ IDFWRUV VXFK DV EHDULQJ IL[LW\ PRGHOHG DV VWLIIQHVV YDU\LQJ IURP ]HUR WR
LQILQLW\FDEOHWHQVLRQDQGGHFNJLUGHUGHWDLO


&RPSDULQJSUHGLFWHGDQGREVHUYHGTXDVLVWDWLFGHIRUPDWLRQVXQGHURSHUDWLRQDO
ORDGV

7KH)(0YDULDQWSURYLGLQJWKHEHVWPDWFKRIPRGHVKDSHVZLWK20$UHVXOWVUHSRUWHGLQWKH
SUHYLRXVVHFWLRQZDVIXUWKHUFKHFNHGLQWHUPVRIDELOLW\WRUHSURGXFHREVHUYHGVWDWLFSHUIRUPDQFH
IRUH[DPSOHWKHPRYHPHQWVDWWKH$IUDPHEHDULQJV2EVHUYDWLRQV%URZQMRKQet alKDYH
VKRZQWKDWWKHODUJHFXPXODWLYHKRUL]RQWDOJLUGHUPRYHPHQWDWWKH$IUDPHVLVDFRPELQDWLRQRI
G\QDPLFDQGTXDVLVWDWLFPRWLRQGXHWRZLQGDQGHIIHFWVRIKHDY\JRRGVYHKLFOHV6+0GDWDKDV
VKRZQWKDWYHUWLFDODQG ODWHUDOPRYHPHQWVDUHERWKDFFRPSDQLHGE\KRUL]RQWDOPRYHPHQWDW WKH
HQGV RI WKH PDLQ VSDQ 7KH ZLQG DQG WUDIILF HIIHFWV RQ EHDULQJ PRYHPHQW DUH D UHVXOW RI WKH
WKUHHGLPHQVLRQDO'GHIRUPDWLRQVGXHWRDVLQJOHDFWLRQDQGZKLFKFDQEHXQGHUVWRRGWKURXJK
VLPXODWLRQZLWKWKH)(0
7HFKQRORJ\ IRU VLPXOWDQHRXV ' PHDVXUHPHQW RI GHIRUPDWLRQ DW DOO SRLQWV RQ D EULGJH LV
FXUUHQWO\QRWDYDLODEOH LQDSUDFWLFDO IRUPDOWKRXJKGHIRUPDWLRQVFDQEH VDPSOHGZLWKGLIIHUHQW
GHJUHHVRIVSDWLDODQGWHPSRUDOUHVROXWLRQDQGDFFXUDF\%URZQMRKQet al)RUH[DPSOHD
URERWLF WRWDO VWDWLRQFDQ WUDFN VHYHUDOGR]HQPDUNHUVEXWQRW IDVW HQRXJK WRFDSWXUHTXDVLVWDWLF
HIIHFWVRIDKHDY\YHKLFOHZKLOHRQH*36UHFHLYHUFDQFDSWXUH'PRYHPHQWZLWKDGHTXDWHWLPH
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UHVROXWLRQ EXW IRU D VLQJOH SRLQW 7HFKQRORJLHV EDVHG DURXQG RSWLFV UDGDU DQG ODVHUV DUH
SURJUHVVLQJEXWDV\HWGRQRWSURYLGHDFRPSUHKHQVLYHDQGFRVWHIIHFWLYHVROXWLRQ+HQFHWKH)(0
YDOLGDWLRQWKURXJKVWDWLFGDWDLVEDVHGRQWKHVSDWLDOO\VDPSOHG*36DQGH[WHQVRPHWHUGDWDDQG
WKHGRXEOHYDOLGDWHG)(0FDQEHXVHGWRH[WUDSRODWHWRWKHZKROHEULGJH
(IIHFWVRI LQGLYLGXDOPRYLQJYHKLFOHV DUH ILUVW FRQVLGHUHGEHFDXVH WKHSULQFLSOHRI WKH LQIOXHQFH
OLQHDOORZVJOREDOGHIRUPDWLRQVGXHWRSRLQWORDGVWREHREVHUYHG
7.1 Vehicle effects 
$YHKLFOHSDVVLQJRYHUWKHEULGJHFDXVHVGRZQZDUGQHJDWLYHGHIOHFWLRQDWLWVFXUUHQWORFDWLRQ
ZLWKFRUUHVSRQGLQJYHUWLFDOPRYHPHQW LQDGMDFHQWVSDQVGXH WR WKHFDEOHFRQWLQXLW\DQGIOH[LEOH
WRZHUV ,Q DGGLWLRQ DV UHYHDOHG E\ WKH )(0 DQG FRUURERUDWHG E\ WKH 6+0 V\VWHP WKH EULGJH
FRQILJXUDWLRQLVVXFKWKDWVLJQLILFDQWORQJLWXGLQDOPRYHPHQWVDFFRPSDQ\WKHYHUWLFDOGHIRUPDWLRQ
SOXV WKHUH LV D VPDOO FRPSRQHQW RI ODWHUDOPRYHPHQW DQG URWDWLRQGXH WR WKHRIIVHW IURPEULGJH
FHQWUHOLQH+XPEHU%ULGJHRFFDVLRQDOO\FDUULHVH[WUHPHKHDY\JRRGVYHKLFOHV+*9VRIDURXQG
WRQQHV01WKDWSURYLGHVWURQJVLJQDOVFRPSDUHGWRHIIHFWVRIZLQGDQGSDVVHQJHUFDUV
PDNLQJ LW SRVVLEOH WR REVHUYH WKHVH WLPH DQG VSDFH YDU\LQJ TXDVLVWDWLF GHIRUPDWLRQV ZLWK D
UHODWLYHO\KLJKVLJQDOWRQRLVHUDWLR
+XPEHU %ULGJH KDV D ZHLJK LQ PRWLRQ :,0 V\VWHP RSHUDWHG LQGHSHQGHQWO\ ZLWK KHDY\
JRRGV YHKLFOHV +*9V ZHLJKW DQG WLPLQJ GDWD DYDLODEOH RQ UHTXHVW +*9V WUDYHO DFURVV WKH
EULGJHXQGHUYDULHG WUDIILFDQGZHDWKHUFRQGLWLRQVVR WKDW WKHGHIRUPDWLRQVREVHUYHGIRUVLPLODU
ZHLJKWYHKLFOHVZLOOYDU\
7.1.2 Simulated vertical deformations 
%HFDXVH EULGJH FRQILJXUDWLRQ VKDSH FKDQJHV GXH WR D PRYLQJ YHKLFOH DUH FRPSOH[ WZR
GLIIHUHQWDSSURDFKHVZHUHXVHGWRVLPXODWHWKHPRYLQJORDGXVLQJWKH)(0,QWKHILUVWDSSURDFK
WKHIRUFHZDVDSSOLHG WRUHSUHVHQW WKHYHKLFOHPRYLQJIURP+HVVOH WR%DUWRQQRUWK WRVRXWKRQ
WKHQHDUVLGHHDVWODQHLQVWHSVDORQJWKHEULGJHOHQJWKQRWLQJWKHPLGVSDQGHIRUPDWLRQ,QWKH
VHFRQGDSSURDFK WKH IRUFHZDVDSSOLHGDV DSRLQW ORDGDW WKHFHQWUHRI WKHPLG VSDQQRWLQJ WKH
YHUWLFDOGLVSODFHPHQWDVDIXQFWLRQRISRVLWLRQDORQJWKHEULGJH$FFRUGLQJWR%HWWL¶VWKHRUHPDQG
WKHFRQFHSWRIDQLQIOXHQFHOLQHUHVXOWVIURPWKHVHWZRPHWKRGVVKRXOGEHVDPHDVVKRZQLQ)LJ
OHIW+RZHYHUWREHFRPSOHWHO\FRQYLQFLQJDVZHOODVWRSURYLGHDQLPDWLRQRIDFRPSOHWHVHWRI
UHVSRQVHV WKH VLQJOH PRYLQJ IRUFH VLPXODWLRQ ZDV XVHG WR LOOXVWUDWH WKH FRPSOHWH VHW RI
GHIRUPDWLRQVLQDOOD[HVWKURXJKRXWWKHGHFNGXULQJYHKLFOHWUDYHUVH,QIDFWWKHVLQJOHIRUFHZDV
UHDOL]HGDVHWRIZKHHOORDGVWRDYRLGH[WUHPHORFDOGHIRUPDWLRQDQGVWUHVVHVDQGWKHWZROLQHVDUH
GHOLEHUDWHO\VHSDUDWHGWRVKRZHTXLYDOHQFH
7.1.3 Comparison of measured and simulated vehicle-induced vertical deformations 
)RUFOHDUHVWREVHUYDWLRQRI+*9LQGXFHGGHIRUPDWLRQVGDWDRQDFDOPGD\DUHQHHGHG+HQFH
YHUWLFDOGLVSODFHPHQWIURPHDVW*36UHFHLYHURQZDVXVHGWRYHULI\WKHSURFHGXUH)LJ
ULJKWVKRZVVWDJHVLQSURFHVVLQJWKHUDZ*36GDWD)LUVWWKHOLQHDUWUHQGLVUHPRYHGIURPWKH
UDZ*36GDWDWKLQQHVWOLQHQH[WDORZSDVVILOWHUZDVDSSOLHGWRUHPRYHYHUWLFDOYLEUDWLRQVLQWKH
ORZHVWPRGHV)LQDOO\DKLJKSDVVILOWHUZLWKDQH[WUHPHO\ORZFXWRIIIUHTXHQF\+]ZDV
XVHG WR HOLPLQDWH HIIHFWVRITXDVLVWDWLF H[WHUQDO DFWLRQV VXFKDVZLQGDQG WHPSHUDWXUH WKH ILQDO
UHVXOWLVWKHWKLFNOLQH7KHWZRWUDFHVRI)LJOHIWDQGULJKWGRQRWSHUIHFWO\RYHUOD\GXHWRWKH
YDU\LQJYHKLFOHVSHHG
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7.1.5 Longitudinal displacement at bearings 
)LJ  FRPSDUHV VLPXODWHG PRYHPHQW DW +HVVOH EHDULQJ ZLWK *36 GDWD IRU D  WRQQH
QRUWKERXQG+*9RQ%RWKVLPXODWLRQDQGREVHUYDWLRQVKRZWKDWWKHGHFNVKLIWVWRZDUGV
WKHWRZHUFORVHUWRWKHYHKLFOHWKHQPRYHVEDFNWRQHXWUDODQGILQDOO\WRZDUGVWKHRSSRVLWHWRZHU
DVWKHYHKLFOHFURVVHV:KHUHH[WHQVLRQDQG*36GDWDDUHDYDLODEOHVLPXOWDQHRXVO\WKH\FRQILUP
WKH FRPPRQDOLW\ VKRZQ LQ WKH VLPXODWLRQV 0D[LPXP +HVVOH DQG %DUWRQ VLPXODWHG EHDULQJ
PRYHPHQWVDUHPPDQGPPUHVSHFWLYHO\PLQLPDDUHPPDQGPP
7RGHPRQVWUDWHWKHH[WUDSRODWLRQFDSDELOLW\RIWKH)(0WKHHQWLUHYHKLFOHWUDQVLWZDVDQLPDWHG
WRYLVXDOLVHGHIRUPDWLRQVDQGVWUHVVHVGXHWRKHDY\YHKLFOHWUDQVLW)RUH[DPSOH)LJVKRZVILUVW
SULQFLSDO VWUHVVHV GXH WR D K\SRWKHWLFDO  WRQQH YHKLFOH FORVH WR WKH%DUWRQ WRZHU 7HQVLRQ LV
SRVLWLYHDQGFORVHLQVSHFWLRQRIWKHDUHDDURXQGWKH$IUDPHURFNHUFRQQHFWLRQWRWKHGHFNVKRZV
H[SHFWHGVWUHVVFRQFHQWUDWLRQ9HKLFOHVRIVXFKVL]HDUHH[WUHPHO\UDUHRQHZDVUHFRUGHGFURVVLQJ
WKHEULGJHGXULQJWKHPRQLWRULQJ%URZQMRKQet al


)LJ  &RPSDULVRQ EHWZHHQV LPXODWHG DQG PHDVXUHG ORQJLWXGLQDO QRUWKHUO\ GLVSODFHPHQW /HIW
VLPXODWHG DW WKUHH SRLQWV RQPDLQ VSDQ DQG ULJKWPHDVXUHG E\*36 IRU QRUWKERXQG  WRQQH
YHKLFOH


)LJ6WUHVVGLVWULEXWLRQZLWKWRQQHYHKLFOHFORVHWR%DUWRQWRZHU


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7.2 Wind effects 
:LQGLVDFULWLFDOORDGFRQGLWLRQIRUDORQJVSDQEULGJHGXHWRWKHXQFHUWDLQDHURG\QDPLFDQG
DHURHODVWLF HIIHFWV SDUWLDOO\ H[SORUHG GXULQJ WKH GHVLJQ SURFHVV YLD ZLQG WXQQHO WHVWLQJ )RU
+XPEHU YHUWLFDO GHIRUPDWLRQ ERWK VWDWLF DQG G\QDPLF LQ ZLQG LV IRXQG E\ REVHUYDWLRQ WR EH
VLJQLILFDQWRQO\LQWKHVWURQJHVWZLQGVZKHUHDVERWKTXDVLVWDWLFDQGG\QDPLFODWHUDOGHIRUPDWLRQ
KDYH EHHQ VLJQILFDQW IDFWRUV GULYLQJ EHDULQJ ZHDU GXH WR WKH NLQHPDWLF OLQN ZLWK ORQJLWXGLQDO
EHDULQJ PRYHPHQW :LQGGULYHQ ODWHUDO GLVSODFHPHQW LV DOVR PRUH REYLRXV LQ PRQLWRULQJ GDWD
SDUWO\EHFDXVHWUDIILFDQGWHPSHUDWXUHGRQRWDIIHFWLW
7.2.1 Measured wind effects 
6HYHUDOLQWHUHVWLQJHIIHFWVRIZLQGORDGVKDYHEHHQREVHUYHGGXULQJWKHPRQLWRULQJSDUWLFXODUO\
GXULQJH[WUHPHFRQGLWLRQV)LJVKRZVPHDVXUHPHQWVRI ODWHUDODQGORQJLWXGLQDOGLVSODFHPHQW
GXULQJDKXUULFDQHIRUFHZLQGLQ-DQXDU\ZLWKLQVWDQWDQHRXVZLQGVSHHGVUHDFKLQJPVHF
DWDFRPSDVVEHDULQJRIqLHDOLWWOHVRXWKRIGXHZHVWPLQXWHPHDQVSHHGZDVPVHF
7KHVWURQJODWHUDOPRWLRQ*36(LVUHIOHFWHGDOPRVWH[DFWO\LQWKHGLIIHUHQWLDOPRYHPHQWRIWKH
WZR EHDULQJV DQG WKH UDWLR RI ODWHUDO GLVSODFHPHQW WR GLIIHUHQWLDO EHDULQJ ORQJLWXGLQDOPRWLRQ LV
DSSUR[LPDWHO\7KHPLGVSDQ*36DQGEHDULQJH[WHQVLRQPHDVXUHPHQWVVKRZ WKDW WKHPDLQ
VSDQPRYHVERGLO\WRWKHQRUWKDORQJZLWKWKHODWHUDOGULIW


 
)LJ :LQG DQGKRUL]RQWDO SODQHPDQ VSDQPRYHPHQWV GXH WR KXUULFDQH IRUFHZLQG 7RS WR
ERWWRPSHDNJXVWGLIIHUHQFHRIHDVWDQGZHVWH[WHQVLRQVDW+HVVOHEHDULQJPLGVSDQ*36HDVWLQJV
(VLPLODUWUHQGVLQWKHWZRSORWVDYHUDJHQRUWKHUO\PRYHPHQWDW+HVVOHEHDULQJPLGVSDQ*36
QRUWKLQJV 1VLPLODU WUHQGV LQ WKH WZR SORWV *36 GDWD DUH ZLWK UHVSHFW WR GDWXP IRU QHXWUDO
FRQGLWLRQV,QVHWULJKWVKRZVWKH)(0ILUVWODWHUDOPRGHVKDSH

XY
Z
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7.2.2 Simulated wind responses 
6LPXODWLQJZLQGHIIHFWV LVFRPSOLFDWHGE\ WKHXQNQRZQGLVWULEXWLRQRIZLQGIRUFHVDORQJ WKH
EULGJHD[LVDQGVLPXOWDQHRXVHIIHFWVRQ URWDWLRQDERXW WKHEULGJHD[LV7KHRULJLQDOZLQG WXQQHO
LQYHVWLJDWLRQ :DOVKH DQG &RZGUH\  SURYLGHG GUDJ FRHIILFLHQW &'  IRU  P
UHIHUHQFHZLGWK DQG VKRZHG WKLV WREHDPD[LPXPYDOXH DW ]HURDQJOHRI DWWDFN+HQFH D WRWDO
ODWHUDOIRUFHRIN11PDORQJWKHOHQJWKRIWKHEULGJHLVDUHDVRQDEOHUHSUHVHQWDWLRQRID
XQLIRUPPVHFZLQG
)LJ  VKRZV WKH REVHUYHG DQG VLPXODWHG HIIHFWV RI VWHDG\ ZLQGV 7KH H[SHULPHQWDO
REVHUYDWLRQ LV IRU WKH UHODWLRQVKLS RIZHVWHUO\ZLQG FRPSRQHQW RUWKRJRQDO WR WKH GHFN D[LV DQG
*36HDVWLQJVERWK IRUPLQXWHDYHUDJHV)RU WKH IXOO UDQJHRIPHDVXUHGZLQGV WKH]HURZLQG
GDWXP KDV D  FP SRVLWLYH RIIVHW ZKLOH WKH TXDGUDWLF IDFWRU  VHFP LV VLPLODU WR WKDW
LGHQWLILHGE\6WHSKHQet al:LWKZLQGVOLPLWHGWRPD[LPXPPVHFWKHFRHIILFLHQWULVHVWR
&RQVLGHULQJRQO\HDVWHUO\ZLQGVQRWVKRZQ WKHFRHIILFLHQWVDUHDQGIRU
ZLQGVEHORZPVHFVRIDFWRUVVXFKDVZLQGDQJOHRIDWWDFNDQGQRQOLQHDULWLHVLQWKHVWUXFWXUHRU
ORDGPHFKDQLVPVPD\LQIOXHQFHUHVSRQVH
7KH ORZZLQG VLPXODWLRQ SURYLGHV D FRHIILFLHQW  VHFP7KH VLPXODWHG GHIOHFWLRQV LQ
)LJDUHIRUDOLQHDORQJWKHZHVWVLGHRIWKHEULGJHEHWZHHQEHDULQJVDWHDFKHQGDQGWKHODWHUDO
ORDGLVDSSOLHGLQWKHHDVWHUO\GLUHFWLRQDVIRUDZHVWHUO\ZLQG7KLVLVDQH[WUHPHVLPSOLILFDWLRQ
DV LW DVVXPHV WKDWZLQG LV XQLIRUP LQ WLPH DQG VSDFH SHUIHFWO\ RUWKRJRQDO WR WKH EULGJH LQ WKH
KRUL]RQWDOSODQHDQGLQGXFLQJQRURWDWLRQGXHWRPRPHQWFRHIILFLHQW


)LJ  &ORFNZLVH IURP WRS OHIW 2EVHUYHG PLQXWH DYHUDJHV RI *36 HDVWLQJ DQG RUWKRJRQDO ZLQG
VSHHGV IRU ZHVWHUO\ ZLQGV RQO\ ODWHUDO ORQJLWXGLQDO DQG YHUWLFDO GHIOHFWLRQV RI ZHVW VLGH RI
EULGJHGXHWRSXUH1PODWHUDOORDGLQYHHDVWGLUHFWLRQ
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7KHORQJLWXGLQDODQGYHUWLFDOGHIRUPDWLRQVRQWKHHDVWVLGHDUHDSHUIHFWPLUURULPDJHRIWKRVH
VKRZQRQWKHZHVWVLGHLHWKHUHLVURWDWLRQDERXWYHUWLFDOD[HVWKURXJKWKHWRZHUV±DVREVHUYHG
H[SHULPHQWDOO\EXWQRQHWORQJLWXGLQDOVKLIWLQRQHGLUHFWLRQ±XQOLNHWKHREVHUYDWLRQ7KLVPD\EH
GXH WR WKH QRUWKHUO\ FRPSRQHQW RI WKH KXUULFDQH ZLQG IRUFH 7KHUH LV DOVR URWDWLRQ DERXW WKH
ORQJLWXGLQDOD[LVEXWWKDWVHHPVWREHDSXUHJHRPHWULFHIIHFWVLQFHQRDHURG\QDPLFPRPHQWKDV
EHHQDSSOLHG
7KHPLGVSDQ ODWHUDO GLVSODFHPHQW LV PP IRU PP ORQJLWXGLQDO GLVSODFHPHQW RI RQH
EHDULQJDUDWLRRIIRUWKHGLIIHUHQWLDOPRYHPHQWVPDOOHUWKDQWKHUDWLRREVHUYHGDW
IXOOVFDOHGXULQJWKHKXUULFDQH$VDOUHDG\VWDWHGLWLVDWSUHVHQWSUDFWLFDOO\LPSRVVLEOHWRREVHUYH
VXFKDGHIRUPHGVKDSHH[SHULPHQWDOO\
7.3 Temperature effects 
(IIHFWVRIXQLIRUPWHPSHUDWXUHFKDQJHVFDQHDVLO\EHREWDLQHGIURPDVLQJOH)(0DQDO\VLVDQG
FKHFNHGDJDLQVWVLQJOHSRLQWPHDVXUHPHQWVZLWKHIIHFWVRIZLQGDQGYHKLFOHORDGVILOWHUHGRXW
7.3.1 Measured temperature effects 
7HPSHUDWXUHHIIHFWVDUHYHU\FOHDUIRUH[DPSOH)LJOHIWVKRZVWKHDOPRVWOLQHDUREVHUYHG
UHODWLRQVKLS EHWZHHQ WKH WHPSHUDWXUH RQ WKH WRS VXUIDFH LQVLGH WKH ER[ DQG GLVSODFHPHQW LQ WKH
QRUWKHUO\GLUHFWLRQDWERWKEHDULQJVIURPH[WHQVRPHWHUVDQGPLGVSDQIURPZHVW*36DQWHQQD
DOO PLQXWH DYHUDJH YDOXHV WKXV UHPRYLQJ HIIHFWV RI YHKLFOHLQGXFHG PRYHPHQW 7KH GDWXP
YDOXHVIRUHDFKVHWDUHDUELWUDU\EXWWKHOLQHDUUHODWLRQVKLSVIRUH[WHQVLRQVDUHFU\VWDOFOHDUZLWKHJ
PP+HVVOHEHDULQJPRYHPHQWSHU&LQFUHDVHLQER[WHPSHUDWXUH7KHUHLVDOVRDZHDNWUHQG
IRU WKHPLGVSDQGLVSODFHPHQW8QIRUWXQDWHO\ UHODWLRQVKLSVZLWK WHPSHUDWXUHVRIDLU URDGVXUIDFH
DQGER[GHFNVRIILWDUHYDULHGDQGQRQOLQHDUWRGLIIHULQJH[WHQWV)LJULJKW
0LGVSDQYHUWLFDOGLVSODFHPHQWDOVRVKRZVYDU\LQJUHODWLRQVKLSVZLWKGLIIHUHQWWHPSHUDWXUHGDWD
WKHFOHDUHVWEHLQJZLWKER[VRIILWWHPSHUDWXUHZLWKPPVDJSHULQFUHDVHWHPSHUDWXUH 


)LJ 7HPSHUDWXUH HIIHFWV RQ ORQJLWXGLQDO GHIRUPDWLRQ/HIW SRLQW GLVSODFHPHQWVZLWK UHVSHFW WR GDWD
IURP D VLQJOH D VLQJOH WHPSHUDWXUH VHQVRU 5LJKW +HVVOH H[WHQVLRQ ZLWK UHVSHFW WR GLIIHUHQW
WHPSHUDWXUHGDWD


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)LJ9HUWLFDODQGORQJLWXGLQDOGHIOHFWLRQVGXHWRq&WHPSHUDWXUHFKDQJHWKURXJKRXWWKHVWUXFWXUH
7.3.2 Simulated results 
(IIHFW RI WHPSHUDWXUHZDV VLPXODWHGZLWK DXQLIRUP LQFUHDVHRIq& WKH UHVXOW LV VKRZQ LQ
)LJZLWKPPORQJLWXGLQDOEHDULQJPRYHPHQWDQGPPPLGVSDQYHUWLFDOVDJSHU&$V
ZLWK WKH ZLQG VLPXODWLRQ WKLV DSSURDFK LV H[WUHPHO\ FUXGH JLYHQ WKDW WHPSHUDWXUHV YDU\ ZLWK
ORFDWLRQWKURXJKRXWWKHER[RQWKHURDGVXUIDFHDQGLQWKHFDEOHVIRUZKLFKGDWDDUHQRWDYDLODEOH
7KHUH ZLOO DOVR EH WHPSRUDO YDULDWLRQ GXH WR YDU\LQJ VXQ D]LPXWK DQG HOHYDWLRQ DQG UDGLDWLRQ
LQWHQVLW\ :HVWJDWHat al+RZHYHU WKHVLPXODWLRQPDWFKHV WKHPHDVXUHPHQWYHU\ZHOO IRU
ORQJLWXGLQDOGHIRUPDWLRQ0HDVXULQJJOREDOGHIRUPDWLRQRIDORQJVSDQEULGJHGXHWRWHPSHUDWXUH
LVPRUHIHDVLEOHEHFDXVHRIWKHVORZFKDQJHVIRUH[DPSOHXVLQJDURERWLFWRWDOVWDWLRQ%URZQMRKQ
et alEXWZDVQRWSRVVLEOHXVLQJWKHVSDUVHLQVWUXPHQWDWLRQDW+XPEHU 
7KHVLPXODWLRQDOVRVKRZVWKDWWKHER[PRYHVVOLJKWO\ZLWKWHPSHUDWXUHDWPLGVSDQGXHWRWKH
DV\PPHWULFEULGJHFRQILJXUDWLRQWKLVLVLQOLQHZLWKWKHH[SHULPHQWDOREVHUYDWLRQLQ)LJ

3HUIRUPDQFHH[WUDSRODWLRQ

%ULGJHPRYHPHQWDWVXSSRUWVEHDULQJVLVDFULWLFDOFRQGLWLRQ7KLVLVFOHDUIURPVWXGLHVVXFKDV
RQ WKH *D]HOD %ULGJH %HOJUDGH %RMRYL et al  ZKHUH WKH EULGJH ZDV VWUHQJWKHQHG WR
DFFRPPRGDWH H[WUHPH FRPELQDWLRQ RI WUDIILF DQG WHPSHUDWXUH HIIHFWV DQG WKH &OHGGDX %ULGJH
.URPDQLV DQG .ULSDNDUDQ  ZKHUH WUDQVYHUVH WHPSHUDWXUH GLIIHUHQFHV UHVXOWHG LQ VHULRXV
EHDULQJZHDU
&RPSDUHGWRDQHXWUDOFRQGLWLRQDPELHQWWHPSHUDWXUHRI&QRZLQGQRWUDIILFIRU+XPEHU
WKHZRUVWFDVHFRPELQDWLRQVRIEHDULQJH[WHQVLRQ away IURP WRZHUVZRXOGEHDW+HVVOH WRZHU
GXHWRDQXQOLNHO\FRPELQDWLRQRI 
x WRQQH+*9KDOIZD\EHWZHHQ%DUWRQWRZHUDQGPLGVSDQPPIURP)LJ
x VWHDG\PVHFZLQGPPIURP)LJ
x ORZWHPSHUDWXUHHJ&PPIURP)LJ
7KLV FRPELQDWLRQ LV XQOLNHO\ VLQFH VWURQJ ZLQGV DW +XPEHU JHQHUDOO\ JR ZLWK WHPSHUDWH
F\FORQLFZLQGVDQG WKHEULGJHZRXOGEHFORVHG WRKLJKVLGHGYHKLFOHV VXFKDV+*9VZLWKZLQG
VSHHGVH[FHHGLQJPVHF
$PRUHOLNHO\FRPELQDWLRQZRXOGEHDULQJPRYHPHQWtowardsWKHWRZHUDWWKH%DUWRQHQGGXH
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WR 
x WRQQH+*9KDOIZD\EHWZHHQ+HVVOHWRZHUDQGPLGVSDQPPIURP)LJ
x ]HURZLQG 
x KLJKWHPSHUDWXUHHJ&PPIURP)LJ


&RQFOXVLRQV

$ ILQLWH HOHPHQW PRGHO FDOLEUDWHG LQ WKH ILUVW LQVWDQFH XVLQJ WKH UHVXOWV RI D V\VWHP
LGHQWLILFDWLRQH[HUFLVHKDVEHHQIXUWKHUFKHFNHGDJDLQVWOLPLWHGREVHUYDWLRQVRIVWDWLFUHVSRQVHWR
ZLQGWUDIILFDQGWHPSHUDWXUHORDGV7KLVVHFRQGVWDJHRIYDOLGDWLRQLVUDUHDQGDXWKRUVEHOLHYHLWLV
DQHVVHQWLDOVWHSWRSURYLGHFUHGLELOLW\IRUVLPXODWLRQVRIH[WUHPHTXDVLVWDWLFEHKDYLRU7KHUHVXOWV
DUH HQFRXUDJLQJ HQRXJK WR EHOLHYH LQ WKH SUHGLFWHG JOREDO GHIRUPDWLRQV WKDW ±ZLWK SUHVHQW
WHFKQRORJ\FRXOGQRWEHREVHUYHG
7KH ZKROH H[HUFLVH HQFDSVXODWHV WKH QDWXUH RI VWUXFWXUDO LGHQWLILFDWLRQ 6W,G ZKLFK LV WKH
FKDUDFWHUL]DWLRQRIDVWUXFWXUHWKURXJKPDWFKLQJRIH[SHULPHQWDODQGDQDO\WLFDOREVHUYDWLRQV
7KHH[HUFLVHKDVVKRZQWKDWIRUVXFKDODQGPDUNVWUXFWXUHD6W,GH[HUFLVHLVZRUWKWKHHIIRUW
DQGWKDWDWKRURXJKPRGDOWHVWFRPELQHGZLWKVSDUVHPRQLWRULQJDQGSDUDOOHODQDO\WLFDOPRGHOLQJ
LVVXIILFLHQWWRXQGHUVWDQGDQGSUHGLFWEHKDYLRUWRUDQJHVDQGFRPELQDWLRQVRIRSHUDWLRQDOORDGV
,QWHUPVRIWKHEHKDYLRURIWKHEULGJHWKHUHDUHQRELJVXUSULVHVDQGWKHVLPXODWLRQVRIVWDWLF
UHVSRQVH ILWWHG WKH OLPLWHG REVHUYDWLRQV RI SHUIRUPDQFH 6RPHGLIIHUHQFHVZHUH REVHUYHG LQ WKH
VFDOH RI ORQJLWXGLQDO YHKLFOHLQGXFHG GHIRUPDWLRQ DQG ERGLO\ ORQJLWXGLQDO VKLIW REVHUYHG LQ D
VWURQJ ODWHUDOZLQG IRUZKLFKDSRVVLEOHH[SODQDWLRQPLJKWEH WKHDQJOHRI WKHZLQG ,Q IDFW WKH
OHDVWUHOLDEOHDQGPRVWRYHUVLPSOLILHGSUHGLFWLRQVDUHRIZLQGHIIHFWV


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
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(3)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

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Abstract.  Railroad bridges form an integral part of railway infrastructure throughout the world. To 
accommodate increased axel loads, train speeds, and greater volumes of freight traffic, in the presence of 
changing structural conditions, the load carrying capacity and serviceability of existing bridges must be 
assessed. One way is through system identification of in-service railroad bridges. To dates, numerous 
researchers have reported system identification studies with a large portion of their applications being 
highway bridges. Moreover, most of those models are calibrated at global level, while only a few studies 
applications have used globally and locally calibrated model. To reach the global and local calibration, both 
ambient vibration tests and controlled tests need to be performed. Thus, an approach for system 
identification of a railroad bridge that can be used to assess the bridge in global and local sense is needed. 
This study presents system identification of a railroad bridge using free vibration data. Wireless smart 
sensors are employed and provided a portable way to collect data that is then used to determine bridge 
frequencies and mode shapes. Subsequently, a calibrated finite element model of the bridge provides global 
and local information of the bridge. The ability of the model to simulate local responses is validated by 
comparing predicted and measured strain in one of the diagonal members of the truss. This research 
demonstrates the potential of using measured field data to perform model calibration in a simple and 
practical manner that will lead to better understanding the state of railroad bridges. 
Keywords:  calibrated numerical model; structural health monitoring system; railroad bridge; system 
identification; wireless smart sensors 
1. Introduction 
Railroads have been an important part of the transportation network for over a hundred years in 
the United States (US).The freight rail industry has been the fastest growing segment since 1980, 
accounting approximately 40 percent of the total freight moved nationwide in 2010 (FRA, 2010). 
Due to continuous growth in freight demand, the Association of American Railroad forecasts that 
rail lines exceeding their capacity will increase from 173.81 km (108 miles) to nearly 25,749 km 
(16,000 miles; AAR, 2012).In an effort to meet the expected increase in the demand, the private 

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US freight railroads have been emphasizing maintenance of their infrastructure, by organizing the 
majority of their revenue to ensure or to maintain the good state of their network. To date, as much 
as 15 to 20 percent of their total capital is used to enhance/maintain the railroad capacity (FRA, 
2010). Thus, researches that can appropriately assess such infrastructure are assuming greater 
importance.  
Amongst railroad networks, bridges form a critical link. According to the FRA documents in 
2002, the US railroad network contained an average of one bridge for every 2.25 km (1.4 miles) of 
track (GAO, 2007). Ensuring good conditions for those bridges is important because they are the 
most expensive pieces of railroad networks; replacement and construction cost of railroad bridges 
can be 11 to 550 times as much per linear foot as regular track (GAO, 2007). At the same time, 
those structures are susceptible for severe wear or deterioration when the structures age and serve 
heavier traffic than their original design to meet the increased demands. Methods for quickly 
assessing physical states of the railroad bridges whether they can accommodate increased axle 
loads, train speeds, and greater volumes of freight traffic became of primary needs for railroad 
engineers (Moreu and LaFave 2012).  
Numerous researchers have employed system identification to develop models of highway 
bridges that can help in assessing the state of bridge infrastructure. Because initial models for the 
bridge may not be 100% successful for assessing dynamic properties, models are usually updated 
using measurements from dynamic testing. Various model updating approaches have been 
proposed (e.g., Brownjohn and Xia 2000, Jaishi and Ren 2005, Deng and Cai 2009, Morassi and 
Tonon 2008). While aforementioned literature used models that well represent global features of 
the bridge, Catbas et al. (2007) asserted that for accurate and practical condition evaluation of a 
structure, models should not only be updated with global attributes, but also with local data; when 
local responses are estimated from global-only calibrated model, results may be render 
meaningless. As such, in some of applications, global responses are measured from ambient 
vibration tests using accelerometers. Then, local characteristics, such as strain, are captured from 
controlled tests; the bridge is usually closed for the revenue traffic while a truck of known mass 
runs over the bridge (Catbas et al. 2008, Brenner et al. 2010). Although this type of test strategies 
is relatively easy to achieve in highway bridges, in the case of railroad bridges, performing such 
tests can be much expensive and hard. In consequence, railroad bridges received comparably less 
attention in this topic. Thus, a framework for monitoring railroad bridges that can efficiently reach 
global and local calibration of a model for system identification under revenue traffic needs to be 
devised.
To date, only a limited number of studies have conducted system identification of in-service 
railroad bridges. Ahmadi and Daneshjoo (2012) implemented a full-scale monitoring system on a 
railroad bridge (Firoozeh Railroad Bridge, Iran). They collected acceleration responses of the 
bridge under a train of known speed and weight passing and extracted key parameters of the bridge. 
Giles et al. (2011, 2012) implemented a full-scale monitoring system on the Government Bridge at 
the Rock Island Arsenal using wireless smart sensors (WSSs). The efficient and multi-metric 
system allowed understanding of the global behavior of the bridge (Cho et al. 2014). Local 
responses are also measured from fiber optic strain sensors. However those sensors were only 
suitable for static measurements, because of the aliasing effects (Van Damme et al. 2007). In their 
application, however, because the bridge could swing to allow river traffic (i.e., barges) to pass, 
and thus traffics are closed and static loads governed during the period, use of those sensors were 
adequate. From the member strain under self-weight, the health of the bridge was assessed. In 
addition, system identification of the bridge was performed comparing global responses of the 
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bridge with a finite element (FE) model (Cho et al. 2014). While these methods have been 
successful in monitoring railroad bridges, a framework for dynamic tests and calibrated models 
that can help practically assess in-service railroad bridges based on global and local responses has 
not been provided. 
This paper demonstrates the use of measured data to identify a railroad bridge and calibrate an 
FE model to understand the global and local behavior of an in-service railroad bridge. This effort 
includes three distinct phases: (i) selection of a railroad bridge and implementation of a monitoring 
system with WSSs; (ii) an FE model development based on original construction design; and (iii) 
model calibration and validation using global and local responses of the bridge. In the monitoring 
system, WSS networks were installed on a steel truss railroad bridges. An FE model is developed 
and updated with field measurements so that the model can well represent the bridge both globally 
and locally. The results of this study demonstrate a framework, which can be used for 
understanding an in-service railroad bridges under revenue traffic to help railroad engineers 
managing their bridges. 
2. Description of test bridge and monitoring system 
A structural health monitoring (SHM) system was installed on a railroad bridge owned by 
Canadian National Railway (CN). The system comprised a set of WSSs, which provide services 
suitable for efficient monitoring system. During the research period, the system was able to collect 
various measurements. The uniqueness of the test bridge enabled rich collection of the 
measurements. This section demonstrates a successful layout of the system and examples of field 
data.
2.1Test bridge 
A railroad bridge located over the Little Calumet River near Chicago, IL (see Fig. 1) has been 
selected in this study for assessing its structural conditions. Among the four bridges shown in the 
Fig. 1, the instrumented bridge is an intermediate truss bridge (the bridge with an arrow); the 
West-most bridge in the Fig. 1 is the Metra lane, another truss bridge carrying freight and 
passenger trains located the East to the test bridge, the East-most bridge is closed for the traffic. 
The bridge is about 95 m long, 21 m tall, and 10 m wide steel bridge and made of A36 American 
Society for Testing and Materials (ASTM).The bridge opened for service in 1971, with an 
expected life of 100 years. The test bridge carries two tracks, CN1 track on the West side and CN2 
track on the East side, which both are open for South and North bound freight and passenger trains. 
About ten freight trains and six Amtrak trains run on either CN1 or CN2 track in a daily basis. 
Those characteristics of the bridge make the bridge suitable and unique for the test bridge;(i) the 
test bridge is made of steel, which is the most common type in the US (53% of entire railroad 
bridge inventory, FRA, 2008); (ii) adjacent bridges are open to the traffic exciting the test bridge 
without changing mass of the bridge by carrying the train loads; and (iii) high traffic with various 
types of trains on the test bridge allows rich data collection from the monitoring system.  
2.2 Monitoring system 
WSS networks implemented on the bridge aimed for an efficient SHM system with various 
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x Six ISM400 sensors at A-E, A-W, B-E, B-W, C-E, and C-W.  
x Two ISM400 sensors on 2.1 m higher locations from C-E and C-W, to eliminate the spatial 
aliasing and to captures way behavior of the bridge.  
x Two SHM-H sensors at D-E and D-W to enhance the quality of the network effectively, 
while keeping total cost of the system low (Jo et al. 2012). 
x One SHM-S sensor on a diagonal member of the bridge to provide local responses of the 
bridge. It was placed about 1.2 m South from C-Win Fig. 2. This member was chosen 
because of its uniqueness; the member experiences both tension and compression as the 
train passes the bridge.  
In the final design of the network, two subnets were prepared; one for acceleration sensor nodes 
and the other for the strain sensor node. All acceleration sensor nodes were placed symmetrically 
in longitudinal direction (i.e., East and West), to allow obtaining asymmetric behavior under train 
loading on one side of the track. Those nodes were synchronized and provided synchronized 
responses with in a subnet of the truss bridge, which is then used for understanding the global 
behavior of the bridge. SHM-S sensor measured local responses of the bridge. Other than listed 
above and shown in Fig. 2, several SHM-S sensors were deployed on the rails both outside and 
inside the bridge as well. The sensors measured the train wheel loads, but the scope of this study 
will only cover the measurements from the structure. Finally, a base station PC, located at the 
North of the bridge (E-E in Fig. 2) controlled and collected data measured from two WSS 
networks (acceleration sensor network and strain sensor network). Having only 11 sensors, the 
system realized efficient and cost effective WSS networks tailored to monitor the global and local 
responses of the bridge under the train traffic. 
2.3 Example of measured data 
The measurements from the monitoring system under various train traffic formed a database for 
system identification. Fig. 3 shows an example of the acceleration response of the bridge when 
northbound Amtrak was passing the bridge on CN1 track at over 80 km/h. On each plot, the first 
vertical dashed line around 180 seconds indicates when Amtrak is entering the bridge, while the 
second vertical line near 190 seconds denotes exiting the bridge. As Amtrak passes the bridge, the 
bridge is excited laterally and vertically at similar degree (±15 mg). However, relatively small 
accelerations in longitudinal direction inform that Amtrak did not experience much change in 
acceleration (e.g., neither accelerating nor breaking). Because Amtrak is light and fast, the 
response of the bridge is similar that under impact tests. The transient responses after Amtrak left 
the bridge can give rich information of the global characteristics of the bridge.  
3. System identification 
This section explains the peak-picking method, an output-only system identification method. 
This method has been chosen due to its advantages over other methods for being fast, simple, and 
straight forward to extract key features of a structure. The accuracy of the selected method is 
shown as well, by comparing the results with Natural Excitation Eigensystem Realization 
Algorithm (NExT ERA). 
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(a) Lateral acceleration. (b) Vertical acceleration. 
(c) Longitudinal acceleration. 
Fig. 3 Bridge responses under northbound Amtrak on CN1 track measured at A-W (located near CN1 
track)
3.1 Output-only system ID 

In civil engineering structures, measuring input to the structure is difficult in most cases; hence, 
the modal parameters can identified from output-only system identification. A number of 
researchers provided frequency domain approaches to estimate the natural frequencies and mode 
shapes of the structure reasonably. Some widely used techniques are the frequency domain 
decomposition (FDD), Eigensystem Realization Algorithm (ERA), and peak-picking methods 
(Brincker et al. 2001, Juang and Pappa 1985, Brownjohn 2003). The expansion of those 
techniques uses acceleration measurement due to the ease of measuring acceleration rather than 
velocity and displacement of the structure. Among those, the peak-picking method is one of the 
simplest and fastest implementation for ambient vibration response (Brincker et al. 2001).  
Felber (1993) introduced the peak-picking method for reliable estimation of modal frequencies 
and mode shapes for ambient vibration measurements. The basic theory of this method is that the 
frequency response goes to an extreme around the fundamental frequency. The method assumes 
that the structure is linear, the excitation is ambient, and the damping of the structure is light with 
well-separated modes (Felber 1993). The natural frequencies of the structure are identified from 
the peaks of normalized cross power spectral densities (PSD)s, and the mode shapes are found 
from the ratio of cross PSDs. Although the theory behind peak-picking may be comprehensive, 
this method is highly practical and user-friendly. During the process, peaks in the PSDs are 
selected based on the physical understanding. This feature allows the method to be understood by 
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a group of variety background. For this reason, this method has been chosen in this study. 
To obtain accurate results in the peak-picking method, both low noise levels in the signals and 
clear, distinctive peaks are essential. Low accuracy in the lower frequencies in the MEMS based 
low-cost accelerometers may harm the use of the methods for civil structures, where the 
fundamental frequencies are usually low (Su et al. 2010, Nagayama et al. 2005). To enhance the 
accuracy, Nagayama et al. (2010), suggested using limited number of high-sensitivity acceleration 
for the reference signals when calculating cross-PSDs. Such multi-metric network offers 
cost-effective extraction of the system identification with increased accuracy for peak-picking 
method.
3.2 Modal identification 
In this section, system identification of the bridge using a set of signals from the acceleration 
network is presented. In the modal analyses, peak-picking and NExT ERA methods are employed 
to find fundamental characteristics of the bridge. Used measurements are transient responses of the 
bridge after Amtrak crossed the bridge. This signal is preferred over other records, such as under 
or after a freight train, because the effect of Amtrak increasing the weight of the bridge is 
negligible due to its light weight and fast speed (over 80 km/h). Fig. 4(a) shows vertical responses 
from the West side of WSSs, which are sampled at 25 Hz. Although the vibration level of the 
measurements are small, due to light damping of the structure, the bridge experienced more than 
40 seconds of gradual decrease of the response. Fig. 4(b) shows auto spectral density calculated 
using Hanning Window with 1024 NFFT. The line with ‘+’ marker corresponds to the lateral 
vibration collected from a sensor at D-W (see Fig. 2). This SHM-H sensor shows apparently lower 
noise level within the frequency zone of interest with clear peaks at fundamental frequencies of the 
bridge. To benefit the modal analyses by reducing the total noise level in the network, auto spectral 
density of D-W sensor was used as the reference signal in the identification of the lateral mode 
shapes. 
(a) Time history (b)Auto spectral density. 
Fig. 4 Vertical responses measured from the West side of the truss bridge 
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Peak-picking NExT ERA 
1st lateral mode 
2nd lateral mode 
3rd  lateral mode 
1st vertical mode 
Fig. 5 Mode shape comparison, Peak-picking and ERA comparison 
Fig. 5 compares mode shapes from peak-picking and NExT ERA methods. In the peak-picking 
method, the peaks are manually selected from auto spectral density. For visualization purposes and 
to ease the task of picking peaks from the reference auto spectral density, signals are regulated and 
divided by the minimum noise level. As a result, they end up having the same noise level. By 
doing so, the reference signal shows the highest amplitude at the pick. Then, mode shapes are 
calculated at the selected frequencies by using the reference auto spectral density.  
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Table 1 Natural frequency comparisons; Peak-picking and NExT ERA comparison
Candidate Modes Peak-picking  [Hz] (Error [%]†) NExT ERA  [Hz]<EMAC> 
1st lateral 1.542(0.065) 1.541<99.84> 
2nd lateral 3.014(0.660) 3.034<99.99> 
3rd lateral 3.390(0.732) 3.415<99.99> 
1st vertical 3.592(1.756) 3.530<99.92> 
†Absolute error: A (|A-B|/B), where A = Peak-picking; B = NExT ERA 
In NExT ERA method, on the other hand, the cross correlation matrix based on the selected 
reference signals is calculated. Then, the system properties are extracted by employing the 
eigenvalue problem for the system realization matrix solved through the decomposed of the 
Hankel matrix (Juang and Pappa 1986, James et al. 1993). To select only meaningful modes, those 
with high Extended Modal Amplitude Coherence (EMAC) are chosen (Pappa et al. 1993). Table 1 
summarizes differences between natural frequencies identified in two methods. Having less than 
2% differences in the results, peak-picking method can be considered as reliable and accurate as 
NExT ERA method while preserving simplicity and user-friendliness. 
4. Finite element model 
For several decades, FE models have been widely used for simulating and assessing the 
structural behavior under arbitrary structural conditions. To build a model with such capability, a 
preliminary analytical FE model is developed in Matlab® using the shop drawings from CN’s 
construction records. The model contains 345 nodes and 724 elements. The boundary conditions at 
the North and South bearing supports are pin and expandable, respectively. Nodes are frame 
connected, which can transfer rotational moments to adjacent elements. The initial FE model 
developed based on the drawing is shown in Fig. 6. Table 2 summarizes first four modes identified 
using this model.  
Fig. 6 The bridge model 
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Fig. 12 Member strain comparison with field measured data and static estimation 
Static analysis is used to estimate the strain from the FE model, observing that the dynamic 
component in the measured data is not significant. In the analysis, the location of the train is 
determined at each time step. For example, the first time step assumes that the head of train is at 
the South entrance of the bridge. Then, the wheel loads are distributed at the nodal points of the 
bridge model as a series of point loads. After obtaining the member strain at the time step, train 
location is re-determined assuming the train headed the North with small amount. This sequence is 
iterated until the train fully exits the North end of the bridge. Fig. 12 shows the comparison of 
static estimation and field measurements. Overall, 200 iterative time steps were used in the 
analysis. The obtained strain well captures the maximum compression and tension that the member 
actually experienced. For practical purposes, obtaining those maximum values are usually the ones 
of most concern, exerting that the proposed approach is adequate. Subsequently, one can conclude 
that this approach has potentials to be expanded for estimating bridge responses under arbitrary 
revenue train with given wheel loads. However, due to dynamic interactions between the vehicle, 
track, and the bridge, some discrepancies between the estimated strain and measured strain are 
observed around 4 seconds. Thus, a further evolution of the model to include dynamic analyses of 
the model needs to be performed. 
6. Conclusions 

This paper demonstrated an approach to system identification and dynamic testing with the 
goal of understanding the in-service response of railroad bridges. High fidelity data has been 
obtained from a structural health monitoring (SHM) system using wireless smart sensors (WSSs). 
The final deployment of the system has considered obtaining asymmetric responses and reducing 
physical aliasing, while retaining cost-effectiveness. Then, a finite element model has been 
developed based on the shop drawings. Because the initial model did not well represent the bridge, 
selected parameters are updated. The final model was validated using both global and local 
responses of the field-measured data; acceleration responses of the bridge validated the global 
features of the bridge and a member strain demonstrated that the model could well capture the 
local responses of the bridge. The static analysis proposed in this paper indicated that the approach 
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could well capture the maximum compression and tension of the selected member, while dynamic 
approach is still required if reconstructing accurate strain history is of concern. Nonetheless, with 
this accurately calibrate model and static analysis, a sufficient level of assessment about the bridge 
can be made. For example, arbitrary wheel loads and train topologies can be determined from the 
model simulation and allowable member strain. This result showed the potential of turning a 
model from explanatory in nature to having powerful predictive capabilities that can help 
assessing the state of the railroad bridge. 
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A statistical framework with stiffness proportional damage 
sensitive features for structural health monitoring 
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Abstract. A modal parameter based damage sensitive feature (DSF) is defined to mimic the relative 
change in any diagonal element of the stiffness matrix of a model of a structure. The damage assessment is 
performed in a statistical pattern recognition framework using empirical complementary cumulative 
distribution functions (ECCDFs) of the DSFs extracted from measured operational vibration response data. 
Methods are discussed to perform probabilistic structural health assessment with respect to the following 
questions: (a) “Is there a change in the current state of the structure compared to the baseline state?”, (b) 
“Does the change indicate a localized stiffness reduction or increase?”, with the latter representing a 
situation of retrofitting operations, and (c) “What is the severity of the change in a probabilistic sense?”. To 
identify a range of normal structural variations due to environmental and operational conditions, lower and 
upper bound ECCDFs are used to define the baseline structural state. Such an approach attempts to decouple 
“non-damage” related variations from damage induced changes, and account for the unknown
environmental/operational conditions of the current state. The damage assessment procedure is discussed 
using numerical simulations of ambient vibration testing of a bridge deck system, as well as shake table 
experimental data from a 4-story steel frame. 
Keywords:  stiffness proportional DSF; empirical complementary CDF; probabilistic damage detection 
1. Introduction 
Vibration based Structural Health Monitoring (SHM) usually involves either “model based” or 
“data based” techniques. In model based methods the parameters of an assumed analytical model 
of the true physical system are identified so that the response of the identified model mimics the 
measured response from the real structure (Friswell 2007). While the identification of an accurate
parametric model of the structure will allow an accurate identification of the existence, location 
and severity of damage, accurate models of true physical systems are seldom available. Moreover, 
most model based approaches involve some nonlinear optimizations with only a limited number of 
model parameters to be optimized or identified. This requires a reliable a priori analytical model. 
If the representative model is not very reliable, applying conventional model based methods with 
all/most of the model parameters as unknowns may not converge to a unique solution 
(Katafygiotis and Beck 1998, Mukhopadhyay et al. 2014a, b). 

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Data-based methods rely exclusively on the data recorded from the true structure, and do not 
require an a priori definition of accurate physical models (Worden and Farrar 2013). Implemented 
in a statistical pattern recognition framework, they attempt to identify patterns of Damage 
Sensitive Features (DSFs) characterizing the structure’s condition by analyzing its recorded 
vibration signatures. The DSFs extracted from the measured responses of a baseline structure are 
first used to construct a baseline statistical model of the DSFs (training phase), where the baseline 
structure represents the system in its present conditions. In the following, the baseline system is 
also referred to as the reference or healthy system, always implying that it represents a system 
under conditions that have been observed during the training phase. Subsequently, during the 
testing phase, the DSFs extracted from any new measured response of the structure are compared 
to the baseline statistical model to identify whether the structure is still in its reference conditions 
or has undergone any deterioration. Since measured data from different real damage states are not 
available, data-based SHM involves unsupervised learning, with any new measured data assigned 
to either the healthy class or a damaged class; questions on the type, location and severity of 
damage are usually left unanswered. Another challenge in data-based methods is the selection of 
an appropriate statistical model for the DSFs. The popular normal distribution assumption 
(Balsamo et al. 2014a) may not hold if the number of observations is small, e.g., when 
instrumentation and data storage/processing costs, faulty instruments etc. lead to small training 
data set.
In this paper, the comparative advantages of model-based and data-based techniques are 
combined to a “mixed” approach in vibration based SHM. Due to the intuitive relationship of 
modal properties to structural characteristics, a modal parameter based DSF may be expected to 
successfully locate and quantify damage. In fact, several studies have used modal parameters for 
damage detection (Kim and Stubbs 2003, Yuen et al. 2006, Duan et al. 2007, Balsamo et al. 2013a,
b, Huang et al. 2012). While modal frequencies, being global features, may be relatively 
insensitive to local structural damage, mode shapes, being “spatially distributed” features, contain 
information which may be employed for damage localization (Farrar et al. 2001). However, the 
direct comparison of mode shapes using inner product norms, e.g., the Modal Assurance Criterion,
may not provide sufficiently discernible results for structural damage detection, as the differences 
reflected by such measures are of a lower order than the differences in the structural flexibility 
matrix (Mukhopadhyay et al. 2012). Instead, in (Mukhopadhyay et al. 2012, Balsamo et al. 2013b) 
modal parameter comparative measures which mimic changes in the structural flexibility and 
stiffness matrices are derived. In this paper, we use a stiffness proportional DSF, which gives a 
measure of the relative difference between the corresponding diagonal elements of the stiffness 
matrices of two models at comparison. The DSF is defined in terms of experimentally identified 
modal parameters, which may be identified from the response of the monitored structural system 
using any modal analysis technique. We consider here the most feasible operational testing 
scenario (output-only data).
The damage assessment procedure is developed in the statistical pattern recognition paradigm 
using the DSFs extracted from measured response data. The Empirical Complementary 
Cumulative Distribution Functions (ECCDFs) of the extracted DSFs are computed, and damage 
assessment is performed by comparing the ECCDFs obtained during the testing stage with those 
created during the training stage. The proposed structural health assessment exercise attempts to 
answer the questions: (1) “Is there a change in the current state of the structure compared to the 
baseline state?”, (2) “Does the change indicate a localized stiffness reduction or increase?”, and (3) 
“What is the severity of the change in a probabilistic sense?”. The possible scenario of localized 
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stiffness increase is intended for applications in retrofitting operations (Nayeri et al. 2007). 
It has been widely reported that modal parameters are significantly affected by “non-damage” 
related structural variations, induced, for example, by environmental/operational fluctuations 
(Sohn2007, Soyoz and Feng 2009). Such effects are taken into account here, using lower and 
upper bound ECCDFs, obtained from training response time histories measured in different 
environmental/operational conditions, to define the baseline structural state. Such an approach is 
intended to decouple normal structural variations from damage induced changes in the values of 
the proposed DSFs. The lower and upper bound baseline ECCDFs are also used to quantify the 
uncertainty in damage probability vs. damage severity curves, induced by unknown
environmental/operational conditions in the testing phase.
The proposed SHM framework addresses several relevant issues. Defining a physically 
meaningful DSF in a model-based setting allows not only the detection of damage, but also its 
location and severity estimation. On the other hand, the data-based SHM strategy statistically tests 
for the existence of damage at any location, and expresses the damage severity through damage 
probability vs. severity curves, accounting for the different inevitable sources of uncertainty, 
including those induced by environmental/operational fluctuations. It is worth emphasizing that 
the proposed algorithm does not require the definition of reliable models describing the effects of 
environmental/operational conditions on structural parameters, nor does it require the 
measurements of any operational or environmental variable, e.g., temperature measurements. 
Hence, the proposed approach may be applied even in those scenarios where measurements of 
these external conditions are unavailable. While the DSF computation does not require a
priori knowledge of the mass/stiffness parameter values, limiting the modeling assumptions only 
to the knowledge of the model class, the use of ECCDFs further avoids the assumption of any 
particular parametric distribution to statistically model the DSFs. Finally, in addition to damage 
detection, the proposed approach may also be used to validate retrofitting operations.
The DSF computation is discussed in Section 2. The derivation of the training and testing 
ECCDFs of the DSFs are discussed in Section 3, and the different levels of damage assessment are 
discussed in Section 4 using numerical simulations of ambient vibration testing of a bridge deck 
system. In Section 5, the approach is applied to shake table experimental data from a 4-story steel 
frame.
2. Stiffness proportional damage sensitive feature
In modeling structural damage as localized stiffness reduction, a DSF which is tailored to 
measure the deviation of stiffness properties from a baseline state should be ideal. To define such a 
DSF, consider an N degrees of freedom (DOF) classically damped model of a system, with N×N
mass and stiffness matrices, respectively denoted by M and K. Let the state of the system 
described by {M, K} be the baseline state. Let an alternative state of the system, representing it in 
an unknown condition, be denoted by {M*,K*}. Then, the DSF discussed here measures the 
departure of the (i,i)th element of K* from the (i,i)th element of K
.DSF
,
*
,,
ii
iiii
i K
KK                               (1) 
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Since this DSF measures the relative change in the system’s local stiffness properties, it is 
named Stiffness Proportional Damage Sensitive Feature (SPDSF). Since the DSFs discussed in 
this section are related to the different DOFs constituting the model of the system, these DSFs may 
be used not only to test for the existence of damage in the system, but also to locate the damage to 
the neighborhood of any particular DOF. Moreover, since the DSFs provide a measure of the 
relative change, with respect to the baseline state, in the diagonal elements of the stiffness matrix, 
they may also be used to assess the severity of any localized damage. 
Let λj and Ij denote the jth eigenvalue and mode shape vector of the model corresponding to the 
baseline state, and Iij the ith component (corresponding to DOF i) of Ij. Any appropriate 
operational modal analysis technique may be used to identify these parameters. In this paper we 
consider systems which can be represented through lumped mass models, i.e., M and M* are 
diagonal. The DSF in Eq. (1) can then be written in terms of the modal parameters of the two 
states of the system as 
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with the superscript * denoting parameters belonging to the alternative {M*, K*} state. In Eq. (2), 
the E factors {E1 = 1, E2, …, EN} are proportional mass normalizing factors, which account for the 
arbitrary scaling of the identified mode shapes in output-only/base excitation situations, while the 
scalar α is the true mass normalizing factor for mode 1; for any mode j, αEj is the true mass 
normalizing factor. In tests with known input forces, with one collocated sensor-actuator pair, it is 
possible to directly identify the mass normalized mode shapes (e.g., Mukhopadhyay 2014a), and 
so the Dand all E's in Eq. (2) become equal to 1. However, when considering the more feasible 
output-only/base excitation scenarios, these factors need to be estimated separately. The first factor 
E1 is taken as 1, since in output-only situations, for models with diagonal M, one can identify only 
a model proportional to the true model by a single scalar factor without using any a priori
knowledge of the value of any physical parameter (Mukhopadhyay 2014b). The remaining (N – 1) 
unknown Ej’s may be obtained by imposing any known topological requirements of the M and K
matrices (Mukhopadhyay 2014b). Imposing the sparsity requirement of a diagonal M, one gets the 
following linear system of equations whose least squares solution gives the unknown Ej’s
lilili
N
j jjlji
z ¦  ǡ S1,1,2 ,, IIEII                  (3) 
where S  is the set of instrumented DOFs (a subset of all the N DOFs), where the output 
responses are measured. One can similarly obtain a least squares solution for the factors of the 
alternative system. To evaluate the ratio α*/α, one would need some assumption on the value of 
any physical parameter of the system. Assuming that the change in the total mass (= sum of all 
element masses) of the system in its transition from one state to another is minimum, this ratio 
may be estimated as   ¦ ¦¦ ¦    
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If the system is instrumented with Ns sensors, Eq. (3) will represent Ns(Ns – 1)/2 equations, 
leading to the minimal instrumentation requirement of Nst [1 + (8N – 7)]/2 for estimation of all 
the (N – 1) Ej’s. Even though the DSF in Eq. (2) is written for an identified complete spectrum, in 
situations where only Nm<N modes are identified from the data, the DSF may still be computed 
using only these Nm modes in the summation. However, in order to identify the normalizing factors 
through Eq. (3), all N modes need to be identified at the sensors locations; if Nm<N modes are 
identified, then other approaches (e.g., Parloo et al. 2002) may be used to compute the 
corresponding E factors. 
3. Empirical complementary cumulative distributions of SPDSF 
Unlike traditional DSFs, which represent a single state of the system, inherent in the definition 
of the DSFs in Section 2 is a comparison between two states of the system. For example, a change 
in the stiffness of an element connecting nodes i and l would be reflected in a change in the values 
of the ith and lth elements in the main diagonal of K, and this change would be captured by DSFi
and DSFl. However, these DSFs, being dependent on the identified frequencies and mode shapes, 
will not only measure the change in the stiffness properties induced by structural damage, but will 
also measure stiffness changes induced by environmental and operational variability. Hence, it is 
pertinent that the damage detection procedure be able to distinguish between damage induced and 
non-damage induced fluctuations in the DSFs, so as to reduce instances of false alarms and false 
safety. This requirement defines an objective of the training phase: to define boundaries for the 
fluctuations of the DSFs that can be considered normal, and thereby define a reference zone 
against which new realizations of the DSFs, extracted from the system under unknown conditions, 
can be compared. To this end, we use the cumulative distribution functions (CDFs) of the DSFs, 
treating each DSF as a random variable. 
The SHM problem can be cast in a probabilistic framework by introducing the “probability of 
damage” assigned to any model parameter (Yuen et al. 2006). Such a probability can be assigned 
to each diagonal element of K, and be defined as the probability that the (i,i)th element of K* be 
less than a prescribed fraction of the (i,i)th element of K
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*
,
damage
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where d is the fractional stiffness reduction (damage). Eq. (5) can be rewritten using Eq. (2) as 
)(CDF11)( DSF
,
*
,,
,
*
,,damage dd
K
KK
Pd
K
KK
PdP
i
ii
iiii
ii
iiii
i  ¸¸¹
·
¨¨©
§  ¸¸¹
·
¨¨©
§ ! 
        
(6) 
The training procedure to build statistical models of the baseline state DSFs, encompassing the 
normal variability of the CDFs of the DSFs, can then be performed as discussed herein. Let ntr
denote the number of measurement campaigns (i.e., number of sets of measured response data) 
that have been conducted on the monitored system under different healthy conditions; these 
different healthy conditions include different environmental and operational conditions of the 
healthy state of the system. With Ns sensors, located at the DOFs in S, in each measurement 
campaign, a set Y = {Λp,)p}, for p = 1, … ,ntr, of modal parameters may be identified, where Λp
and)p respectively contain the N eigenvalues and mode shapes at the Ns measured DOFs 
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identified from the pth set of measured response data. The set Y is then divided into two subsets 
YH and YV such that 
VH nn   z  VHVHVHVH Y;Y;Y,Y;YYY;YY            (7) 
Now, the modal parameters in YH are considered as reference, while those in YV are considered 
to come from an unknown state of the system, i.e., following the terminology used in Section 2, 
YH is treated as the set of modal characteristics identified from baseline states, while YV is treated 
as the set of modal properties identified from the system under unknown conditions. Then, each 
set of modal parameters in YV is compared with each and every set of modal parameters in YH
using the DSF of Eq. (2); this results in a total of nV sets DSFi, iS, each set containing nH values. 
Empirical Cumulative Distribution Functions (ECDFs) of DSFi are then computed using Eq. (8) 
(Hanselmann et al. 2007), for each of these nV sets, treating the nH DSFi values in each set as 
random realizations 
V
n
p
jp
i
H
j
DSF njDSFdUn
d H
i
,...,1)(
1
)(ECDF
1
,   ¦  
             
(8) 
where U(z) is the Heaviside function: U(z) = {0, 0.5, 1} for z{< , =, >} 0. Eq. (8) is evaluated over 
a set of d values such that the computed ECDF(d)’s range from 0 to 1. )(ECDF djDSFi in Eq. (8) can 
be substituted in place of )(CDF d
iDSF in Eq. (6); the resulting )(
damage dPi in Eq. (6), computed as 
1 – )(ECDF d
iDSF , is then referred to as the Empirical Complementary Cumulative Distribution 
Function (ECCDF) of DSFi. In this way, we get nV  curves representing )(ECDF diDSF , one for each 
data set in YV. The maximum and minimum bounds of these nV number of )(ECCDF diDSF are then 
computed, to estimate an acceptable range of d, denoting normal environmental/operational 
variability, and also to get lower and upper bound exceedance probabilities, given by the lower and 
upper bound ECCDFs, associated with each value of d in this range, for each DSFi. At the time of 
testing, a new set of response data is measured with the Ns sensors from the structure under 
unknown conditions, and a single set of modal parameters is identified from this data. This new set 
of modal parameters is compared, using Eq. (2), to each of the nH sets of parameters in YH
obtained during the training stage. The resulting nH values of DSFi are then used to compute a 
single )(ECCDF d
iDSF following the same procedure as in the training stage. This single 
)(ECCDF d
iDSF is then compared with the lower and upper bounds of )(ECCDF diDSF obtained in the 
training stage for damage assessment. This comparison may be performed using different 
measures, as discussed in the next section with a numerical example. 
4. Different levels of damage assessment wıth numerical example
4.1 Numerical example 
To test the validity of the proposed approach and to further define the procedures to identify, 
locate and define the extent of damage, we consider the simple lumped mass model of a bridge 
deck of Fig. 1. The model consists of 12 lumped masses and 20 flexural links, and is assumed to 
vibrate along the z direction. The energy dissipation characteristics of the system are modeled 
through proportional damping, by assigning 1% damping ratio to each mode.  
Table 1 lists the 10 different states considered here. States U1 to U5 represent different healthy 
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conditions: for example, state U2 may represent a scenario where only the –y side of the bridge 
deck is subjected to a temperature increase, while state U5 corresponds to a state where only the 
+y side of the deck is subjected to temperature decrease. States D1 to D4 represent different 
damage scenarios, with local damages defined with respect to different undamaged states, as may 
be expected in practice. State R1 represents the condition where a portion of the –y girder is 
retrofitted.
To construct the training data sets, 50 tests are simulated on each of the five healthy states. 
Therefore, the set Y defined in Section 3 consists of 250 data sets. For a given test r, the value of 
the ith stiffness parameter, )(rik , is chosen as mimi kUk UU )01.0,01.0( , where mik U is the mean value 
of the flexural stiffness ki for the undamaged scenario Um, m=1,…,5 (Table 1), and )01.0,01.0(U
is the uniform probability distribution between the limits – 0.01 and 0.01. The variability of the 
stiffness parameters depicted in Table 1 is adopted to model systematic changes induced, for 
instance, by environmental effects, while the variability induced by the perturbation obtained via
)01.0,01.0(U is used to mimic the effects of operational and modeling assumptions. The ± 0.01
limits are used as an example, but any range of values producing moderate changes to the 
structural properties would be similarly acceptable. It should be emphasized that, with the 
simulated environmental and operational variability, any (i,i)th element of the healthy stiffness 
matrix has an approximately ±1.7% variability with respect to the baseline state, which is of the 
same order as the damage/retrofit induced mean changes (– 5% in states D2 and D4, +8.3% in 
R1,– 6.6% in D1 and D3); moreover, the difference between the stiffest and the most flexible 
healthy structure in terms of any (i,i)th element of the stiffness matrix (approximately 3.3%) is 
higher than the difference between the most flexible healthy structure and the most stiff damaged 
structure (approximately 2.4%), thereby including the possibility of damage being masked by 
environmental/operational variability. Since such a possibility poses a pressing and relevant 
concern in SHM applications, the performance of the proposed approach is evaluated under such 
conditions. 
Each of the 250 sets of healthy structural parameters is used to simulate the response of the 
system to Gaussian white noise input force applied at all the DOFs. The resulting response 
accelerations are corrupted by adding 10% root mean square Gaussian white noise sequences, to 
represent measurement noise. In this example, only the response accelerations measured at DOFs 4
to 9, 11 and 12 are considered, to represent a partial instrumentation set-up. The set of 250 
“measured” acceleration time histories is used to identify the modal frequencies and arbitrarily 
scaled mode shape components at the instrumented DOFs. In this numerical example, a stochastic 
subspace identification algorithm is used for this purpose, namely the Enhanced Canonical 
Correlation Analysis (ECCA) (Hong et al. 2013). The 250 sets of identified modal properties are 
then divided into the subsets YH and YV, each of cardinality 125 (nH  and nV  are both equal to 
125), both containing 25 realizations from each of the 5 undamaged scenarios. The methods 
discussed in Sections 2 and 3 are then employed to derive the SPDSFs for the instrumented 
degrees of freedom and the boundaries of the ECCDFs. 
To construct the testing ensemble, 30 tests are performed on each of the 10 states of Table 1, 
and the structural response is simulated adopting the same procedure used to construct the training 
data sample. The modal parameters identified through ECCA from each testing data set are 
compared to the nH  sets of training modal parameters in YH, and the resulting testing ECCDF at 
each measured DOF is constructed.
Fig. 2 compares the 30 testing ECCDFs (thin black curves) in states U1, D1 and R1 with the 
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lower (dashed thick line) and upper (continuous thick line) bound training ECCDFs for DSF6. It 
may be noted that while the ECCDFs obtained from State U1 are contained within the training 
boundaries, the testing ECCDFs from State D1 are shifted to the right beyond the upper bound, 
indicating damage occurrence in one of the elements connected to mass 6 (see Table 1). On the 
contrary, the testing ECCDFs from State R1 are shifted to the left of the lower bound, validating a 
retrofitting operation to a portion of the structure in the proximity of sensor 6. Within a 
deterministic framework, a value of the SPDSF greater than 0 would indicate damage, as only one 
healthy state would be considered, and would have thus signaled the presence of damage in many 
of the tests performed on state U1. On the contrary, the initial training phase performed in the 
currently proposed approach enables us to set a reasonable range of values of d, within which the 
observation of a non-zero d can be attributed to the influence of external factors, e.g., temperature, 
traffic, wind, etc.
Fig. 1 Bridge model and baseline parameters used in numerical example. Shaded lumped masses denote 
sensor locations in a partial instrumentation setup.
Fig. 2 ECCDFs of SPDSFs at DOF 6 under States U1, D1 and R1
Table 1 Different states of the bridge deck model considered for the numerical example
State Condition Description Affected DOFs
U1 Undamaged > @ ^ `20,...,1E1  ikk iUi -
U2 Undamaged > @ ^ `7,...,1E99.02  ikk iUi 1-6
U3 Undamaged > @ ^ `7,...,1E01.13  ikk iUi 1-6
U4 Undamaged > @ ^ `14,...,8E99.04  ikk iUi 7-12
U5 Undamaged > @ ^ `14,...,8E01.15  ikk iUi 7-12
D1 Damaged 16
1
6 80.0
UD kk  5 and 6
D2 Damaged 26
2
6 85.0
UD kk  5 and 6
D3 Damaged 318
3
18 80.0
UD kk  4 and 10
D4 Damaged 418
4
18 85.0
UD kk  4and 10
R1 Retrofitted 56
1
6 25.1
UR kk  5 and 6
706
A statistical framework with stiffness proportional damage sensitive features…
4.2 Damage/retrofit detection and location 
In order to identify damage occurrence/retrofitting at a given location, it is necessary to 
compare the testing ECCDFs with the training boundaries. To fulfill this task, we explore here the 
use of the Lukaszyk-Karmowski metric (Lukaszyk 2004), which compares two probability 
distributions as 
yxygxfyxDD YXYXXY dd)()(||,, ³³ f
f
f
f
  
                   
(9) 
where )(xf X  and )(ygY are the probability density functions of the random variables x and y.
DX,Y is not a distance metric in the strict sense, as DX,X is equal to 0 only if x is an exact value. The 
property of the Lukaszyk-Karmowski metric that makes it appealing from our perspective is that it 
satisfies the triangle inequality as an equality: .,,, ZYYXZX DDD   This property may be exploited 
as follows: let fL(dL), fU(dU), and fT(dT) be the empirical probability density functions (epdfs) 
corresponding to the lower training bound, the upper training bound and the testing set of SPDSFs, 
respectively. Then, for example, when the testing ECCDF is obtained from data collected on the 
structure under undamaged conditions, the Lukaszyk-Karmowski distance of the lower training 
bound from the upper one satisfies the following relation
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Similar relations hold when the system is damaged or retrofitted (Eqs. (12)) 
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In Eqs. (11) and (12) we use | to account for numerical errors introduced in the computation 
of the epdf from the ECCDF, and in the 2-D numerical integration necessary to compute the 
Lukaszyk-Karmowski metric, which in this paper is performed employing trapezoidal rule. 
Table 2 lists the results obtained by employing the said metric to detect and locate damage. In 
Table 2, for each state, the ratio n/30 indicates the number of tests, n, for which a change in the 
given diagonal term of the stiffness matrix is identified; the letter in parenthesis indicates whether 
that change is identified as due to damage (D) or retrofitting (R). Evidently, using said metric it is 
possible to correctly identify damage between degrees of freedom 5 and 6 (States D1 and D2), and 
damage around degree of freedom 4 (States D3 and D4), with reasonable accuracy. When dealing 
with damage scenarios D3 and D4 the detailed estimation of damage location is not possible, 
owing to incomplete instrumentation, specifically due to the absence of sensors at DOFs 3 and 10. 
Hence, for such states, we are only able to detect damage around DOF 4, but unable to exactly 
locate the damaged element. Note, however, that owing to the testing ECCDFs at DOF 5 falling 
within the training bounds, we can say k5 is not one of the damaged elements, so that States 3 and 
4 would be identified as damage scenarios where damage occurred on element(s) k4 and /or k18.
In this example, Type II error, i.e. the percentage of damaged instances incorrectly identified as 
undamaged, is equal to 12.78% (23 out of 180 cases), and it is almost entirely due to missed 
damage identification of the milder damage conditions (States D2 and D4). Type I error, i.e. the 
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incorrect identification of an undamaged state as damaged, is much lower and equal to 0.81% (18 
out of 2220 cases). The retrofitting operation is correctly validated, with 100% accuracy, between 
degrees of freedom 5 and 6. The percentage of tests erroneously concluding that a certain area of 
the system has been retrofitted is 0.56% (13 out of 2340 cases). However, this latter error is of 
little concern, as the approach here proposed would be used only to verify that a given area of the 
system has been actually retrofitted. In practice, the retrofitted area is known a priori, and the use 
of the proposed structural health monitoring technique would only validate such an operation. An 
indication of retrofitting in a non-retrofitted area should be then judged as merely due to testing 
conditions slightly dissimilar to those attained during training.
4.3 Stiffness change severity assessment 
Once changes in stiffness have been identified, it is important to quantify the extent of such 
changes to conclude whether the identified increase/decrease of the stiffness property is due to an 
actual change in the structural characteristics or is only due to healthy conditions slightly different 
from those learnt during training. 
At this point, it is important to emphasize the key premise the proposed structural health 
monitoring strategy is based on. In fact, it is recognized that thinking of the healthy system as 
represented by a single configuration of the structure is probably inappropriate, but it is rather 
more realistic to consider the healthy state as a variety of possible conditions where the structural 
properties might slightly change without leading the structure to perform differently from how it 
was originally designed. While by itself the testing ECCDF, here onwards denoted as )(dPTDSFi ,
gives a probabilistic representation of the damage severity, this representation does not account for 
the inherent variability in the healthy system’s ECCDFs. Hence, the damage severity obtained 
only using )(dPTDSFi may over/underestimate the actual damage severity. To account for the 
healthy system variability, the lower and upper training ECCDFs, denoted as )(dPLDSFi and 
)(dPUDSFi respectively, can be exploited as follows. We select a certain percentile from )(dP
L
DSFi , DL,
and another from )(dPUDSFi , DU. The values of the stiffness change magnitude, d, corresponding to 
DL and DU should define a reasonable range of healthy system’s variability, i.e., a range which 
excludes extreme variations of the healthy system. Since )(dPLDSFi and )(dP
U
DSFi correspond 
respectively to the stiffest and softest healthy systems, such a reasonable range for d should 
correspond to a lower percentile from )(dPLDSFi and a higher percentile of )(dP
U
DSFi . Reasonable 
values for DL would range between 1 and 5, while forDU between 95 and 99, since such values 
conform to low and high percentiles, corresponding to a very stiff and a very soft healthy condition, 
respectively.  Here we select DL equal to 5, and DU equal to 95. Hence, we subtract the bound 
defined by the 5th percentile of )(dPLDSFi , dL
5%, and the 95th percentile from )(dPUDSFi , dU
95%  (Fig. 
3(a)) from the testing d’s: the resulting first ECCDF, )( SLTDSF dP Si , gives the exceedance 
probabilities of damage with respect to the stiffest healthy condition, while the second, 
)( SUTDSF dP Si , quantifies the exceedance probability vs. the damage extent with respect to the softest 
healthy condition.
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Table 2 Results for stiffness change occurrence identification and location
State K4,4 K5,5 K6,6 K7,7 K8,8 K9,9 K11,11 K12,12
U1 1/30 (D) 0/30 1/30 (R) 0/30 0/30 0/30 1/30 (R) 3/30 (D)
U2 0/30 1/30 (D) 1/30 (D) 0/30 0/30 1/30 (D) 0/30 0/30
U3 1/30 (R) 0/30 1/30 (D)1/30 (R) 1/30 (R) 0/30 0/30 1/30 (D) 2/30 (D)
U4 0/30 0/30 1/30 (D) 0/30 0/30 0/30 1/30 (D)1/30 (R) 0/30
U5 0/30 0/30 0/30 0/30 0/30 0/30 1/30 (R) 0/30
D1 0/30 29/30 (D) 29/30 (D) 0/30 1/30 (R) 0/30 1/30 (R) 0/30
D2 0/30 27/30 (D) 20/30 (D) 0/30 0/30 0/30 1/30 (D)1/30 (R) 0/30
D3 30/30 (D) 0/30 0/30 0/30 0/30 0/30 1/30 (D) 0/30
D4 22/30 (D) 0/30 0/30 0/30 0/30 0/30 0/30 0/30
R1 1/30 (R) 30/30 (R) 30/30 (R) 2/30 (R) 0/30 0/30 0/30 3/30 (D)
(a) (b) (c)
(a) Definition of dL5% anddU95%, (b) Estimation of damage severity (median) and (c) Estimation of damage
severity (5th and 95th percentiles)
Fig. 3 Estimation of damage severity
Fig. 3(b) shows the ECCDFs obtained for a test under state D1 at DOF 6. In Figs. 3(b) and 3(c), 
the ordinate and abscissa labels display DSFS and dS in place of DSF and d, respectively, to 
emphasize that the values of the random variable are not those evaluated during testing, but those 
obtained by subtracting dU95% and dL5% from the testing values. The median amount of damage 
extent with respect to the stiffest healthy condition is equal to 0.08 (dashed thick red line in Fig. 
3(b)), while with respect to the softest healthy state is equal to 0.07 (continuous thick red line in 
Fig. 3(b)). From the previous results, we know that the element between DOFs 5 and 6 is damaged; 
if we assume that all spring elements connected to mass 6 have the same stiffness values, we can 
then estimate the amount of remaining stiffness, J, of element k6 according to Eq. (14):  
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It is important to note that, to perform damage severity assessment as in Eq. (14), one needs to 
know which are the stiffness elements connecting to the node under consideration, i.e., one needs 
to know the model class representing the system, which is a common assumption in most SHM 
techniques attempting to quantify damage severity. Using Eq. (14), it is possible to conclude that, 
under the damage scenario D1, there is 50% probability that the remaining stiffness of the 
damaged element between DOFs 5 and 6 be less than 0.79(= 1 - 3d = 1 - 3×0.07) when compared 
to the softest healthy system, and 0.76 (= 1 - 3×0.08) when compared to the stiffest healthy system 
(see Fig. 3(b)). Moreover, exploiting the 5th and 95th percentile of the ECCDFs of Fig. 3(c), it is 
possible to assess that there is only 5% probability that the remaining stiffness is lower than 0.67, 
but 95% probability that is lower than 0.91, with respect to the softest system. On the other hand, 
when considering the stiffest healthy condition, there is only 5% probability that the remaining 
stiffness of k6 be lower than 0.64, but 95% probability that be lower 0.88. Since the actual range of 
variability of the simulated k6 is within 0.73 and 0.82, the damage extent estimates are assumed to 
be reasonably accurate. Performing the same approach for all other tests under damaged cases D1 
and D2, and retrofitted case R1, the results are equally accurate. As mentioned in section 4.2, 
owing to partial instrumentation, it is not possible to estimate with comparable accuracy the 
damage extent for damage states D3 and D4. If we assume that both elements k4 and k18 are 
damaged and that the healthy counterparts share the same stiffness values, the stiffness retention of 
the two elements would range between 0.955 and 0.94; on the contrary, if we assume that only one 
element is damaged, values similar to those given for the state D1 are obtained. 
5. Shake table experımental applıcatıon
For the experimental application of the proposed SHM approach, a 4-story singlebay laboratory 
scale A36 steel frame structural model is considered (Fig. 4).The frame has an inter-story height of 
533 mm, floor plate dimensions of 610 x 457 x 12.7 mm, and it is diagonally braced in one 
direction (North-South direction), from here onwards denoted as the strong direction, as opposed 
to the perpendicular direction (East-West direction), referred to as the weak direction. The 
columns and the diagonal braces have cross-sectional dimensions of 50.8 x 9.5mm and 50.8 x 6.4
mm, respectively. All the structural connections are bolted using connection plates and angles. The 
frame is excited along the weak direction of bending. The base excitation is provided using the 1.5
x 1.5 m platform uniaxial hydraulic shaking table facility available at the Carleton Laboratory of 
Columbia University, New York. The frame is mounted on the table and the structure-table 
connection is sufficiently bolted to reproduce a fixed-base behavior. The frame is instrumented 
with 8 piezoelectric accelerometers, located at the plate levels on the column to plate connections, 
measuring the acceleration along the weak direction of bending (Fig. 4).The sampling rate of all 
instruments is at least 200 Hz for all the experiments considered herein. In the ensuing discussion, 
we use the structural acceleration at the centroids of the floors, referred to as üi in the following, 
for i= 1,…,4, obtained by averaging the recorded acceleration time histories: ü1= (A1 + A8)/2, ü2=
(A2 + A7)/2, ü3= (A3 + A6)/2 and ü4= (A4 + A5)/2. Using the assumption of rigid floors and the 
coincidence of floor centers of mass and centroids, the frame is modeled as a 1-D 4-DOF system. 
Six different types of input ground motions (band limited white noise, Eurocode 8 compatible, El 
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Centro, Hachinohe, Kobe and Northridge) are applied to the table. For this application, the 
OKID/ERA (Luş et al. 1999) algorithm is employed to identify the modal properties of the frame, 
by using the measured acceleration responses of the floors as outputs and of the table as input. 
To assess the applicability of the approaches discussed herein, in addition to the above frame, 
here onwards referred to as the “healthy” system (U1), an additional healthy condition U2 is 
considered, by adding two masses at the third floor: one on the south and the other on the north 
floor edge. The training data set is constituted by 89 input-output sets of acceleration histories. 
Four different “damaged” frames (D1 to D4) are also tested using the same set of 6 inputs. In these 
damaged frames, structural damage is simulated as stiffness reduction, by replacing one or more 
columns of the “healthy” frame with columns of reduced cross-sectional area (50.8 x 7 mm). The 
testing set consists of 144 data sets: 10 from state U1, 14 from state U2 and 30 from each of the 
four damaged states. The results of the stiffness change detection and location are presented in 
Table 4, using the same notation used to present the results for the numerical example. Type I error 
is again low and equal to 1.6% (5 out of 306 cases). Adversely, Type II error is equal to 25.6% (69 
out of 270 cases). In fact, while damage scenarios D2 and D3 are correctly identified and located 
with 100% accuracy, the method identifies the stiffness change at DOF 3, but fails at identifying 
such change at DOF 2 for the damage scenario D1; similarly, for state D4, stiffness change at the 
third inter-story is identified both at DOF 3 and 2, but the stiffness reduction at the second 
inter-story cannot be identified from these results. One possible reason behind this 
misidentification is that both damage scenarios D1 and D3 cause torsion in the system, which may 
not be captured well by the 4 DOFs 1-D model used. Nonetheless, even in these scenarios the 
overall system is identified as damaged, and the region containing the damaged elements is 
identified accurately as well.  
Fig. 5 shows the results of the stiffness change extent quantification. For any DOF, the plot in 
Fig. 5 is obtained as follows. Let dU
95% correspond to the 95th percentile from the upper bound 
training ECCDF. Such dU
95% is subtracted from the d’s associated with the 144 testing ECCDFs. 
From the resulting new shifted 144 ECCDFs, the median d values, here onwards referred to as 
dUT
50%, are obtained. Finally, for any given state, the average of such dUT
50% values are computed 
over all the tests performed on that state, e.g. over the 10 tests on State U1. Comparing the average 
estimated damage extent displayed in Fig. 5 with the theoretical values presented in the last 
column of Table 3, it is evident that the proposed approach is able to quantify the extent of 
stiffness change with reasonable accuracy.
Fig. 4 Elevation views of the steel frame employed in the experimental application. Dimensions are in mm
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Table 3 Different states of the steel frame considered for the experimental application 
State Condition Description Affected DOFs
Stiffness Reduction at 
affected DOFs
U1 Undamaged Baseline condition - -
U2 Undamaged 40% mass addition to 3rd floor - -
D1 Damaged 15% stiffness reduction at 3rd floor  2 and 3 7.5% at DOFs 2 and 3
D2 Damaged 30% stiffness reduction at 3rd floor  2 and 3 15% at DOFs 2 and 3
D3 Damaged 60% stiffness reduction at 3rd floor  2 and 3 30% at DOFs 2 and 3
D4 Damaged
15% stiffness reduction at 2nd and 3rd
floor  
1, 2 and 3
7.5% at DOFs 1 and 3, 
15% at DOFs 2
Table 4 Results for stiffness change identification and location 
State K1,1 K2,2 K3,3 K4,4
U1 2/10 (D) 0/10 2/10 (R) 1/10 (D)2/10 (R)
U2 0/14 0/14 0/14 0/14
D1 0/30 0/30 30/30 (D) 2/30 (D)
D2 0/30 30/30 (D) 30/30 (D) 0/30
D3 17/30 (R) 30/30 (D) 30/30 (D) 0/30
D4 0/30 21/30 (D) 30/30 (D) 0/30
An interesting observation from this experiment is the apparent increase in first-story stiffness 
with damage. The phenomenon may be appreciated in Table 4: at DOF1, for State D3, 17 out of 
the 30 tests identify an unexpected, systematic increase in stiffness at the first interstory. This is 
also observed in Fig. 5, which illustrates the estimated stiffness change extents in the different 
tested states. Such increase in stiffness is less marked for state D4, since the DOF 1 in this state 
also includes the effect of a damage in the second story; in fact, the average value of the estimated 
damage extent should be approximately equal to 0.075 in state D4 (Table 3). One possible 
explanation of the first story stiffness increase may be the activation of some strengthening 
mechanism (e.g., increased participation of the braces in load resistance, particularly strong 
torsional component, etc.) in the first story when there is damage at some other story. Such trend is 
more marked as the damage severity increases. In fact, while for damage scenarios D1 and D2 the 
average stiffness increase at the first interstory ranges between 4 and 6% (Fig. 5), for damage 
scenario D3 the increase in stiffness is nearly equal to 8%. This increase of the first interstory 
stiffness causes more than half of the tests performed on the frame under state D3 to be declared 
retrofitted at the first inter-story (Table 4). A similar unexpected increase in stiffness has been 
observed for the same structure also in (Fraraccio et al. 2008) where the stiffness properties of the 
frame structure have been identified using different approaches than the one presented in this 
paper. 
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Fig. 5 Average damage extent for the six states of the experimental application
6. Conclusıons
In this paper, a “mixed” approach for SHM using operational vibration response measurements 
is proposed. The DSFs, defined in a model based setting in terms of experimentally identified 
modal parameters, attempt to measure relative localized stiffness reductions. The health
assessment is performed in a statistical pattern recognition framework using the DSFs extracted 
from response measurements. The features in the training stage, extracted from response 
measurements on the baseline structure in a wide variety of environmental/operational conditions, 
are used to compute a range of ECCDFs, from which lower and upper bound training ECCDFs are 
estimated. Such a training procedure intends to decouple the normal structural variations from 
damage induced changes, by defining a zone of normal variability of the baseline state through the 
estimated lower and upper bound training ECCDFs. The ECCDFs of DSFs extracted from the data 
collected in the testing stage are then compared against the lower and upper bound training 
ECCDFs to assess the presence, location and severity of any change in the structural stiffness 
parameters. To detect the existence of a stiffness change a method based on the 
Lukaszyk-Karmowski metric is exploited, which allows the user to also validate retrofitting 
operations. The results of a numerical example of ambient vibration testing of a bridge deck 
system illustrate that, with the localized definition of the DSF, using the aforementioned method, 
one may detect and locate the existence of any stiffness change with reasonable accuracy. After 
the existence and location of change detection, the severity of the change is also estimated using 
the testing and lower and upper bound training ECCDFs. The testing ECCDF is adjusted using 
different percentiles of the two training ECCDF bounds, resulting in a probability box model to 
represent the exceedance probability for different stiffness change severity levels. Such a model 
constitutes of a lower and an upper bound change probability vs. change severity curves, using 
which, for any given change severity, a lower and upper bound of the probability of exceedance 
can be estimated, and vice versa. The numerical example of the bridge deck shows that the 
severity of stiffness reduction/increase induced by damage/retrofitting may be estimated with 
reasonable accuracy using such curves. The two level uncertainty in the damage severity attempts 
to segregate: (a) the uncertainty from measurement noise, input variability, and 
environmental/operational variability in the training state, expressed through a single exceedance 
probability of change severity, and (b) the uncertainty from unknown environmental/operational 
conditions in the testing state, expressed through a range of possible values the exceedance 
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probability may take. If the monitored system is fully instrumented, then the proposed DSF and 
health assessment method allows also an accurate element level change localization and severity 
estimation, while for partially instrumented systems it successfully identifies a region within 
which damage is confined. The proposed health assessment procedure is also applied to 
experimental data from a 4-story steel frame under base excitation on a shake table and is proved 
to be capable of identifying the location and severity of stiffness reduction with reasonable 
accuracy.
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Abstract. Modal parameters of a structure are commonly used quantities for system identification and 
damage detection. With a limited number of studies on the statistics assessment of modal parameters, this 
paper presents procedures to properly account for the uncertainties present in the process of extracting modal 
parameters. Particularly, this paper focuses on how to deal with the measurement error in an ambient 
vibration test and the modeling error resulting from a modal parameter extraction process. A bootstrap 
approach is adopted, when an ensemble of a limited number of noised time-history response recordings is 
available. To estimate the modeling error associated with the extraction process, a model prediction 
expansion approach is adopted where the modeling error is considered as an “adjustment” to the prediction 
obtained from the extraction process. The proposed procedures can be further incorporated into the 
probabilistic analysis of applications where the modal parameters are used. This study considers the effects 
of the measurement and modeling errors and can provide guidance in allocating resources to improve the 
estimation accuracy of the modal data. As an illustration, the proposed procedures are applied to extract the 
modal data of a damaged beam, and the extracted modal data are used to detect potential damage locations 
using a damage detection method. It is shown that the variability in the modal parameters can be considered 
to be quite low due to the measurement and modeling errors; however, this low variability has a significant 
impact on the damage detection results for the studied beam. 
Keywords:  modal parameters; measurement error; modeling error; bootstrap; sample size 
1. Introduction 
Modal parameters (e.g., modal frequency and mode shape) are used to describe the 
characteristics of a structure and have been commonly used in system identification to validate 
and/or update computer simulated models (Doebling and Farrar 2001, Ching et al. 2006). They are 
also often adopted in vibration-based nondestructive testing (NDT) methods for damage detection, 
where typically the modal parameters of a damaged system are compared with those of the 
corresponding undamaged system (Doebling et al. 1998). The results of the damage detection are 
useful for estimating the reliability of existing structures and help schedule condition-based 

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maintenance (Ceracolo et al. 2009, Zio 2009). To effectively use the modal parameters in these 
applications, it is critical to know the statistics of the modal parameter estimation.
Modal data are usually extracted from time-history vibration responses obtained from a 
vibration test. The uncertainties in the modal data mainly come from two sources: one is the 
vibration test and the other is the modal parameter extraction (identification) process. The 
epistemic uncertainty in the measurement process in which the structural dynamic responses are 
recorded is called measurement error. The epistemic uncertainty inherent in the extraction process 
that reflects the inexactness and assumptions in the process is called modeling error. Currently, 
studies that assess the uncertainties in the modal parameters are still limited in number, especially 
in the area of considering the modeling error in the modal parameter extraction process. A typical 
approach is to assume that modal parameters consist of deterministic quantities and additive 
random errors with zero means (Liu 1995, Papadopoulos and Garcia 1998, Xia et al. 2002, 
Pothisriri and Hjelmstad 2003). In this approach, regardless of the inaccuracy of the assumption, 
the contributions to the uncertainties from the measurement and the extraction processes are not 
clear. Thus such approach is not able to provide the necessary guidance when allocating resources 
to improve the accuracy of the modal data estimate.
This paper presents a procedure that can be used to assess the modal data extracted from 
dynamic responses obtained from ambient vibrations considering the effect of the measurement 
and modeling errors. Particularly, when an ensemble of a limited number of noised time-history 
response recordings is available, a bootstrap approach is used to estimate the statistics of the modal 
data. To estimate the modeling error associated with the extraction process, a model prediction 
expansion approach is adopted where the modeling error is considered as an “adjustment” to the 
prediction obtained from the extraction process. The modeling error considered in this study is due 
to a specific modal data extraction process, namely, Time Domain Decomposition (TDD) method 
(Kim et al. 2005). However, the proposed procedure can be extended to other extraction methods.  
This study is especially useful when the modal parameters are further applied to system 
identification, damage detection, and other applications, where the uncertainties from various 
sources should be considered. Moreover, the modeling error is estimated separately and it can help 
provide guidance in allocating resources to improve the accuracy of the modal data estimate.
In the following, first a brief review of the uncertainty types and the methods for error 
modeling is given. Next, the procedure to consider the measurement and modeling errors is 
described. Lastly, in a numerical example, the modal parameters of a damaged two-span, 
continuous beam are extracted considering measurement and modeling errors following the 
proposed procedure, and the extracted modal data are used to detect potential damage locations 
using a damage detection method.
2. Uncertainty types and modeling
To appropriately account for the uncertainties, different types of uncertainties need to be 
understood. This section first describes the characteristics of different uncertainties associated with 
the process of extracting modal parameters from the responses. The uncertainty classification 
follows Gardoni et al. (2002). Next a review of the available approaches for handling and 
propagating those uncertainties is presented.
2.1 Measurement error
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Measurement error reflects the difference between the recorded responses and the true 
responses. It may vary with sensor type, layout, installation of equipment, and environment. In 
numerical studies, the measurement error is generally modeled by adding random errors into the 
time-history response signals and the error is often simulated as a random Gaussian noise with 
zero mean and a specific standard deviation. To provide reasonable upper and lower bounds on the 
measurement error, absolute error and proportional error are commonly used (Banan et al. 1994).  
For the absolute error, the standard deviation of the measurement error is a fixed value. For the 
proportional error, the standard deviation of the measurement error is proportional to the value of 
the amplitude of the true response.
There are two common methods to propagate the measurement error to the modal data. One is 
the perturbation method or sensitivity method, which requires finding the sensitivity of the 
measurement error to the modal data. In this respect, Longman and Jung (1987) developed a 
framework for the eigenrealization algorithm (ERA); Peterson et al. (1996) used the perturbation 
analysis for the fast ERA; and Arici and Mosalam (2005) provided a formulation of sensitivity for 
the observer Kalman filter identification-ERA with direction correlations method. If the sensitivity 
can be expressed analytically, the perturbation approach is efficient. However, the sensitivity 
analysis typically uses a first order approximation that may not be accurate, and the computation 
required to obtain the sensitivity is not an easy task (Doebling and Farrar 2001). The other 
approach is the sampling method, where a set of modal data is extracted from a set of time-history 
responses that are contaminated by the measurement error. Note that using the sampling method 
the variability in the sets of modal parameters reflects the effect from both the measurement error 
and the modeling error associated with the modal data extraction process. The sampling method is 
straightforward but requires a good number of time-history responses.
2.2 Modeling error
Modeling error reflects the error due to model inaccuracy. The sources of the error can come 
from the abstractions, assumptions, and approximations used in the modeling process. There are 
two types of modeling errors: parameter error and model error. Parameter error refers to the 
epistemic uncertainties in the model parameters (e.g., stiffness and mass in a finite element model, 
FEM) in a given model due to the lack of knowledge of the parameter values. The uncertainties in 
the model parameters are parameter errors. Model error is associated with the model itself, 
reflecting the fact that there might not be a perfect numerical model to represent a real-world 
system and/or from the missing portion that is not included in the model. An example is using an 
elastic-perfectly-plastic stress-strain relationship to model material behavior.
Oberkampf et al. (2002) developed a general framework to deal with modeling error in 
computational simulations associated with the numerical solution of a set of partial differential 
equations. Reinert and Apostolakis (2006) gave a review of approaches to handle modeling errors, 
including model set expansion and model prediction expansion. Model set expansion combines 
different models to produce a meta-model for a real system, incorporating the advantages of 
various models. Model prediction expansion, on the other hand, applies an “adjustment” directly to 
the prediction outcome from one model. In this study, since only one specific extraction method is 
adopted to extract the modal data, using model prediction expansion is appropriate to estimate the 
modeling error associated with the extraction process.
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3. Estimation of measurement and modelling errors in the extracted modal 
parameters
3.1 Processes for obtaining modal parameters
Two processes are usually involved in obtaining the modal parameters. One is to record dynamic 
responses from a vibration test that can be ambient, and the other is to extract the modal parameters 
from the responses. The ambient vibration test is an attractive option because the excitation can be 
wind, traffic loading, and any other convenient mechanical exciter and only the output needs to be 
recorded. When an ambient vibration test is used, an output-only modal parameter identification 
method is needed to extract the modal parameters. In this paper, an ambient extraction technique 
called Time Domain Decomposition (TDD) method (Kim et al. 2005) is used. For the sake of 
completeness, a brief review of the TDD method is given next. 
3.2 Review of Time Domain Decomposition (TDD) method
Acceleration responses are the commonly recorded quantities in a vibration test. If there are p
acceleration sensors and n modes are considered, the acceleration output can be written as 
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Tt t t y , ( )ic t  ith mode contribution factor at time t, i  φ ith modal shape, 
and εt(t) = truncation error. A mode-isolated response, ÿ(t), is obtained by filtering the acceleration 
response using a digital band-pass filter that is designed by estimating the frequency bandwidth for 
each mode. The filtered acceleration  ÿ(i)(t)  for the ith mode can be expressed as 
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where the second term refers to the error due to the truncation and the filtering,  ψj = orthogonal 
noise base, and ( )jd t  jth mode contribution factor to the total error. The dimension of the 
mode-isolated acceleration vector, ÿ(i)(t), at the sample, t, is p×1, and it contains the modal space and 
orthogonal noise space. As shown in Eq. (2), the dimension of the modal space is only one (i.e., the 
ith mode shape vector φi) and the dimension of the noise space is p − 1.
With a total time sample N, and assuming that the orthogonal bases in the modal space consists of 
[ (1),..., ( )]i i ic c N c  and the error space consists of [ (1),..., ( )]j j jd d N d , a cross-correlation Ei =
HiHi
T of ÿ(i)(t), where Hi = [ÿ(i)(1) ÿ(i)(2) … ÿ(i)(N)], can be calculated as 
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where Ti i iq  c c  and Tj j jV  d d . Since the energy contributed by the noises is relatively small, then 
it is appropriate to assume that qi>σ1>…>σp-1. Thus, by conducting singular value decomposition on 
720
Assessment of modal parameters considering measurement and modeling errors
Ei, the first singular vector in the singular vector matrix is the extracted modal shape ˆ iφ  for the ith 
mode. With the obtained ˆ iφ , the contribution factor can be calculated as 
T
ii
i
T
iT
i MM
M
ˆˆ
ˆ H
c                                     (4) 
The signal, ic , contains the ith modal behavior of the acceleration for the entire set of p signals.  
Therefore, the auto-spectrum of ic , contains one peak, at which the frequency is the extracted modal 
frequency iˆf . 
3.3 Measurement error in an ambient vibration test 
Measurement error in an ambient vibration test can have many causes. The primary sources are 
listed in the following and the examples of influencing factors are given in the parentheses: 
x electromagnetic noises in the sensor (sensor type, signal conditioning type)
x data acquisition and discretization (data-acquisition system, sampling rate)
x data processing and testing economy (signal processing system)
With p sensors, one set of time-history responses ÿ1(t) = [ÿ1,1(t),…, ÿp,1(t)]T is measured in one 
recording. It is assumed that these p series of time-history responses have the same measurement noise 
level. When such measurement is repeated m times, m sets of such time-history responses, 
{ÿ1(t),ÿ2(t),…,ÿm(t)}, are obtained and each set of time-history responses is assumed to have the same 
level of measurement error. Then, for each set of responses, the TDD method is applied to obtain one 
set of modal data, thus m sets of modal data are generated. If m is large enough, the statistics of the 
modal data can be assessed. If m is small (e.g., if the vibration testing is conducted by applying a pulse 
excitation in order to excite out the modal frequencies of interest, then the number of the vibration 
testing will be limited), a bootstrap method (Efron 1982) is proposed in this paper to generate new sets 
of responses based on the recorded ones. The basic idea of the bootstrap method is to randomly 
generate new responses using the original list of responses. The new sets of responses have the same 
level of measurement error as the recorded ones.   
Note that in an ambient vibration test, the excitation is not recorded and it varies for each recording; 
thus, the Bootstrap method cannot directly be applied to the responses in the time domain. In the 
frequency domain, the response amplitude varies with frequencies. However, it is legitimate to assume 
that the amplitude is constant in a narrow bandwidth. In the TDD, the mode-isolated responses are 
obtained using a frequency bandwidth that can be considered to be narrow. Additionally, as the 
normalized mode-isolated responses reflect the normalized mode shapes at the sensor locations, they 
are independent of the excitation. Thus, a Bootstrap method can be applied to the normalized 
mode-isolated responses in the frequency domain at each sensor node. This principle can be applied to 
other output only modal data exaction method such as frequency domain decomposition (Brinker et al.
2000). 
Fig. 1 shows the flowchart of the proposed procedures for estimating the statistics of the modal data 
considering measurement and modeling errors, where p acceleration sensors are used and m sets of 
dynamic responses are collected. In the proposed procedure, firstly the measured responses, 
{ÿ1(t),ÿ2(t),…,ÿm(t)}, are transferred to the frequency domain and normalized, and then are filtered 
using a digital band-pass filter to obtain the mode-isolated responses in the frequency domain, 
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{Ϋ1(i)(ω),Ϋ2(i)(ω),…,Ϋm(i)(ω)}. Next, the bootstrap technique is applied to {Ϋ1(i)(ω),Ϋ2(i)(ω),…,Ϋm(i)(ω)} 
to obtain a bootstrap sample Ϋb(i)(ω). This new bootstrap sample Ϋb(i)(ω) is then transferred back to the 
time domain, ÿb
(i)(t). For each bootstrap sample, the TDD method is applied to extract a set of modal 
data. Thus, a pool of modal data is obtained. The procedures can be repeated to obtain more bootstrap 
samples. As shown in Fig. 1, the proposed procedure involves the extraction process (i.e., the TDD 
method); therefore, the variability in the pool of modal data shows the influence of the measurement 
and modeling errors. The advantages of this proposed procedure are: 1) it does not require knowing the 
measurement noise level in the responses, and 2) the excitation for the vibration can be any ambient 
conditions as noted previously. 
Fig. 1 Flowchart of the proposed procedure to propagate the measurement and modeling errors to the modal 
data
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Estimate the statistics of modal data
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A set of output acceleration time-history 
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3.4 Modeling error due to the Time Domain Decomposition (TDD) method 
Using the proposed procedure in Fig. 1, the statistics of the modal data reflect the influences from 
both measurement and modeling errors. However, the effect only due to the modeling error 
associated with the extraction process sometimes needs to be known. For example, in system 
identification, the value of the modeling error is important for updating the structural models using 
the extracted modal parameters if a Bayesian probabilistic framework is applied (Beck and Au 2002, 
Huang et al. 2010). In this study, the modeling error due to TDD alone is investigated. With the use 
of the TDD method, the modeling error arises mainly from the following sources with the examples 
of influencing factors given in the parentheses: 
x truncating non-dominant modes (excitation type, sensor layout, sampling rate)
x model isolation process (filter width, response length)
x singular value decomposition (noise orthogonal assumption)
x system nonlinearity (excitation type and amplitude)
As discussed previously, it is appropriate to apply model prediction expansion to estimate the 
modeling error in the TDD method. Specifically, the additive model prediction expansion is adopted 
here. The relation between the real modal data in the ith mode (modal frequencies, fi, and mode 
shape, φi) and the extracted modal data ( iˆf  and ˆ iφ ) can be formulated as follows 
ˆ
ii i ff f e                                  (5) 
ˆ
ii i
  φφ φ e                                 (6) 
where efi and eφi are the modeling errors in modal frequency and mode shape due to the TDD process.  
They can be considered as “adjustments” to the predictions. To assess the “adjustments”, efi and eφi,
one can directly compare the extracted modal data from TDD, iˆf and ˆ iφ , to the real values, fi and 
φi.   
In system identification or vibration-based NDT, a preliminary FEM usually needs to be 
constructed and validated by calibrating the unknown structural parameters (such as stiffness and/or 
mass) using the extracted modal data. The model used for constructing the preliminary FEM is 
assumed to be correct. Therefore, for given a set values of the unknown structural parameters, the 
modal parameters obtained from the modal analysis of the preliminary FEM are considered as the 
actual values, fi and φi, for this set of structural parameters. If the modeling error in the constructing 
the FEM needs to be considered, one can follow the methodology and specific implementation 
proposed by Haukaas and Gardoni (2011). 
As the structural parameters are unknown, we can generate a group of ne FEMs, where ne is the 
number of FEMs in the group, constructed in the same way as the preliminary FEM but with 
different combinations of structural parameter values that are randomly drawn from the parameter 
ranges. Note that for setting the parameter ranges, the best guess (predictive values, x0) need to be 
made based on the engineering judgment and then one can set [x0/k, kx0] (where k > 1) as the 
parameter ranges. The larger k is chosen, the bigger the range will be. To effectively span the space 
of the parameters given a specific number of combinations, Latin hypercube sampling (McKay et al.
1979) can be used, where each parameter is approximately sampled uniformly from its range. For 
each FEM, a modal analysis is conducted to find fi and φi that are the true modal parameters for the 
corresponding FEM, while an excitation can be applied to the FEM to obtain the vibration responses, 
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from which iˆf  and ˆ iφ can be extracted through TDD. Thus, ne sets of fi, φi, iˆf , and ˆ iφ  are 
obtained; thus efi and eφi can be assessed through Eqs. (5) and (6). Note that the estimation of efi and 
eφi are based on the FEMs only and it does not need any measurements from a real structure after the 
preliminary FEM has been developed. 
Using the difference between fiand iˆf , to estimate efi is straightforward. Given certain 
influencing factors, the mean, μefi, and standard deviation, σefi, of efi can be estimated from the 
differences, ˆi if f . The differences between iφ  and ˆ iφ  for the ith mode are vectors, and can be 
considered a linear combination of mode shapes of other modes. This is because in the frequency 
domain the modes are overlapped due to the existence of damping, which makes it impossible to 
obtain a pure mode-isolated response in the TDD method. Especially, a mode shape is influenced 
most by the nearest mode shape. A linear regression model is proposed to assess the mode shape 
error, eφi, for the ith mode, and it is written as follows 
   ,, ,
1
1
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j i
i i
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j i j i j i j ij
j
f f
TD E G V
 
ª º    « »¬ ¼¦φ φe φ ε               (7) 
where Ne = number of modes used, αj,i, βj,i, and θj,i= model parameters for the ith mode, δij =
Kronecker delta (i.e., δij = 1, for i = j; δij = 0, for i ≠ j), σφi = standard deviation of eφi, and ε = a vector 
of standard normal random variables. The model parameters can be estimated by the Bayesian 
updating rule (Box and Tiao 1992). One could use locally uniform distributions for the model 
parameters as the non-informative priors in the Bayesian updating rule. Note that the further a mode 
is from the ith mode, the less contribution that mode has to eφi. Moreover, the closeness of two 
modes can be measured by the difference between the corresponding modal frequencies; thus, the 
term βj,i(fj − fi)θj,i is included in Eq. (7). A stepwise deletion procedure (Gardoni et al. 2002) can be 
also used to eliminate the unimportant terms in Eq. (7) to obtain an accurate but parsimonious model.  
Fig. 2 summarizes the steps for accessing efi and eφi, where the modal data extraction process can be 
general. 
Fig. 2 Flowchart of the proposed procedure to estimate the modeling error in TDD
Randomly draw structural parameters from parameter ranges
FEMi
Conduct modal analysis Apply an ambient excitation
Modal data fi, φi
TDD (or other modal data exaction process)
Is ne big enough?
Estimate the statistics of modal frequencies and 
assess the regression models for mode shapes
Yes
No
Modal data iif Mˆ,ˆ
Time-history responses
eni ,,1 
Calculate errors
ˆ
fi i ie f f  ˆi i i φe φ φ
724
Assessment of modal parameters considering measurement and modeling errors
3.5 Considerations on the sample size for the bootstrap method 
In the flowchart shown in Fig. 1, the sample size for the bootstrap method needs to be determined.  
Efron (1987) suggested 1000 samples for confidence intervals. However, given available computing 
power and time, it is reasonable to use as many samples as actually needed based on a convergence 
criterion. The sample size, ne, in the flowchart in Fig. 2 is determined by the maximum of two sample 
sizes: a sample size, nf, for determining the statistical interferences of efi, and a sample size, nφ, for 
assessing the regression models of eφi. Although efi is unknown, by setting predefined confidence 
intervals, nf can be estimated. Assuming that efi follows a normal distribution, with 100(1−α)% 
confidence, where α refers to the significance level, the following relationships hold (Ang and Tang 
2006)
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where μef = mean of efi, ˆefP  sample mean, σef = standard deviation of efi, ˆefS  sample standard 
deviation, tα/2 = t1-α/2 = (1−α/2)th quantile of the student’s t distribution with degree of nμf − 1, and 
χ21-α/2=(1−α/2)th and χ2α/2 = α/2th quantiles of the χ2 distribution with degree of nσf − 1. When the 
confidence intervals are given for μef and σef, then nμf and nσf can be calculated through Eqs. (8) and 
(9) and the sample size nf is determined as nf = max(nμf ,nσf).
The sample size, nφ, needs to be determined for Eq. (7) to ensure a sufficient statistical power to 
detect the significant effects. Following Cohen (1988), four input parameters are needed: (1) a 
significance confidence level, α, (2) a target power level of a F-test, γ, (3) an effect size, ES, and (4) 
the number of predictors used in the linear regression model, pe. The power level γ refers to the 
probability that one rejects the null hypothesis while the alternative hypothesis is true. Type III F-test 
is used in the procedure, where the null hypothesis states that all coefficients of predictors of interest 
are zero. To calculate the power of the F-test, the F-distribution and the non-central F-distribution 
probability density function are used and they are respectively expressed as 
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where p(·) = probability density function, B(·) = Beta function, u = number of predictors or numerator 
degrees of freedom, ν = denominator degrees of freedom, λ = non-centrality parameter, and g = critical 
value of F-distribution. Note that as no intercept is included in Eq. (7), the sample size is u + ν;
otherwise, the sample size would be u + ν + 1. The effect size, ES, describes the degree to which the 
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null hypothesis is false: the larger the effect size indicates the greater degree to which the alternative 
hypothesis is manifested. Conventionally, ES of 0.02, 0.15, and 0.35 are considered as small, medium, 
and large, respectively. With the four input values, the sample size, nφ, can be calculated by the 
following steps: 
i) Set a significance confidence level α, a desired power level γ, and an effect size ES, and 
set an initial value ν = pe.
ii) Calculate the (1−α/2)th quantiles of the F-distribution g through Eq. (10), with the given 
values of α, u(= pe), and ν.
iii) Compute λ = ES(u + ν).
iv) With the values of g,u (= pe),ν, and λ, estimate the corresponding value of the non-central 
F-distribution through Eq. (11).
v) Compute the power by calculating the cumulative area under the standard normal curve 
from zero to the value of the non-central F-value estimated from the previous step.
vi) If the power computed from step v) is less than the desired power level γ, increase ν value 
and repeat step ii) through step v).
vii) Determine the sample size nφ = u + ν.
Then, the sample size, ne, in the flowchart in Fig. 2 is determined as ne = max (nf,nφ).
4. Illustration
This section illustrates the proposed procedures using a numerical example considering a two-span 
continuous aluminum beam on elastic supports. Modal data is extracted from an ambient vibration test, 
and then a damage detection method, called Damage Index Method (DIM) developed by Stubbs and 
Kim (1996) is applied using the extracted modal data to study the effect of the measurement and 
modeling errors on the damage detection. This example beam has been previously analyzed by Stubbs 
and Kim (1996). The FEM of the beam is built in OpenSees (Mckenna and Fenves 2002) using 50 
elastic beam-column elements with elastic springs for the supports, as shown in Fig. 3, where Eb refers 
to the flexural stiffness of the beam and K1 and K2 are the spring stiffness. Table 1 summarizes the 
structural properties for the FEM. A damage scenario is simulated by introducing a reduction of 10% of 
the flexural stiffness in the beam Element 16. The first four modal frequencies of the damaged structure 
obtained from the modal analysis are 36.56 Hz, 55.11 Hz, and 141.47 Hz, 158.72 Hz, respectively.
For the purpose of the illustration, the stiffness properties of the study structure, Eb, K1, and K2 are 
assumed to be unknown. A preliminary FEM is constructed in the same way as the study structure 
but with different values of Eb, K1, and K2 and assuming that all the elements have the same 
flexural stiffness. The values of Eb, K1, and K2 in the preliminary FEM can be arbitrary since they 
are unknown.
Next, a vibration test is conducted to collect the dynamic responses, from which the modal 
parameters are extracted. The proposed procedures are applied to estimate the influence of 
measurement and modeling errors on the modal data. Finally, DIM is applied to identify the damage 
location using the extracted modal parameters to investigate the influence of measurement and 
modeling errors on the damage detection.
A vibration test is conducted by collecting the dynamic responses of the element nodes (a total 
of 51 nodes) under a force excitation. To avoid the issue of not being able to observe some modes 
due to a narrow-band excitation, a pulse loading that contains a wide range of frequencies is 
applied. The recording time for each node response measurement is 4 second with a sampling rate 
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1000 Hz. As the recording time is one of the influencing factors of the modeling error, the 
modeling error changes when the recording time varies, as shown later. With the 4 second
recording time, there are 51 x 4 x 1000 = 204,000 response points obtained and they are noise-free 
since in this example they are the responses obtained from a numerical analysis.
Measurement noise is simulated using a proportional error and is added to the noise-free 
responses. Three different noises levels are considered and they are 0.5%, 1.0%, and 2.0%.  
Specifically, the measurement noises that are added to the 204,000 response points are assumed to 
follow independent Gaussian distributions with zero mean and specific standard deviations that are 
proportional to the amplitudes of the responses. The standard deviations are calculated by 
multiplying the amplitudes of the responses with the measurement noise level (i.e., based on a 
0.5%, 1.0%, and 2.0% coefficient of variation). For each noise level, the procedures of adding the 
simulated measurement noise to the noise-free responses are repeated 10 times (m = 10 is used in 
this study just to illustrate a case when a limited number of records is available). Thus 10 sets of 
responses at each noise level are generated and they can be considered as the recorded responses, 
{ÿ1(t),ÿ2(t),…,ÿm(t)}, obtained from the vibration testing. With the recorded responses, the 
statistics of the modal parameters considering the measurement and modeling errors can be 
estimated following the flowchart shown in Fig. 1. Particularly, 1000 bootstrap samples (suggested 
by Efron 1987) are generated for each measurement noise level. Note that the measurement noise 
level does not need to be known when using the flowchart in Fig. 1.
Fig. 3 Schematic of the example beam and the FEM
Table 1 FEM properties for the example beam
Property Value
Cross section area, A 1.05×10-3m2
Second moment of area about vertical axis z, Iz 9.57×10-7m4
Second moment of area about transverse axis y, Iy 7.23×10-7 m4
Mass density, ρ 2710 kg/m3
Young’s modulus, Eb 70 GPa
Poisson’s ratio, ν 0.33
Stiffness for support springs, K1 6.0×10-5 N/m
Stiffness for support spring, K2 1.2×10-4 N/m
K1 K2 K1
2.286 m 2.286 m
Aluminum beam Eb
Element                        … 50                        1 …
Element 16
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To estimate the modeling error due to the TDD method following the flowchart in Fig. 2, the 
minimum sample size, ne, needs to be determined first. If a significance confidence level 5% is 
chosen, and the desired confidence intervals for μef and σef are set to be > @5/ˆˆ,5/ˆˆ efefefef SS  PP
and »¼
º«¬
ª 22 %164.1,ˆ%864.0 efef SS respectively, one can obtain nμf = 97 and nσf = 349 through Eqs. 
(8) and (9). Following the steps for determining nφ, with selected α= 0.05, γ = 0.9, ES = 0.15, and 
pe = 6, then nφ= 123 is obtained. Thus, ne = max (nf, nφ) ≥ 350. In this study, ne = 400 is used. As 
mentioned previously, Eb, K1, and K2 are unknown. Then 400 FEMs are generated with the same 
configurations as the preliminary FEM by varying the three stiffness properties of the structures. In 
this study, we use [0.5x0, 2x0] as the ranges for Eb, K1, and K2, where x0 are the best guessed values 
for Eb, K1, and K2. Particularly, we let x0 = [1.1Eb, true, 1.05K1,true, 1.05K2,true], where Eb,true, K1,true,
K2,true are the values used for the damaged beam are listed on Table 1.
For each of the 400 FEMs, the modal analysis is conducted to obtain fi and φi, and a pulse 
excitation is applied to the FEM to obtain the vibration responses, from which ifˆ and iMˆ are
extracted through TDD. Then, the modeling errors, efi and eφi, are assessed using Eqs. (5) and (6). 
As described previously, the modeling error due to the TDD method is a function of the 
corresponding influence factors. Given the influence factors, the statistics of modeling error can be 
estimated. In this illustration, the recorded response length is 4 s and the sampling rate is 1000 Hz, 
and we use ±1 Hz for the filter width in the TDD method. By changing only one influence factor, 
we can observe how the modeling errors vary with that influence factor. Fig. 4 shows how the 
mean and standard deviation of modeling error efi for the first four frequencies varies when one of 
the influencing factors, the recorded response length in the vibration test, increases. As the lower 
modes have the longer periods, given the same response length, the standard deviation of the 
modeling errors are higher for the lower modes. In other words, longer the response length, more 
reliable the extracted modal frequencies is. However, after exceeding a certain response length, the 
error does not change significantly. Other influencing factors can be studied similarly.
The regression models for the mode shape error eφi of the first three modes are written following 
the formulation given in Eq. (7) as
                  (a)                                       (b)
Fig. 4(a) Mean and (b) standard deviation of the estimated modeling error in modal frequencies
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where the statistics of the model parameters αj,i, βj,i, θj,i, and σj,i are shown in Table 2 and they are 
estimated using the Bayesian updating rule (Box and Tiao 1992).
With the consideration of the measurement and modeling errors, the DIM (Stubbs and Kim 1996) 
is applied using the extracted modal parameters. Since the stiffness properties of the structures, Eb,
K1, and K2, are unknowns, one could use the extracted modal frequencies to identify a baseline FEM 
for the study structure following a system identification method proposed by Huang et al. (2010).  
The DIM calculates a damage index, Z, for each element in the FEM based on the mode shapes from 
the baseline FEM and the mode shapes extracted from the dynamic responses of the study structure.  
The damage indexes of the damaged elements can be differentiated from the ones of the undamaged 
elements through statistical approaches, such that the damage location can be identified.
The normalized damage index, Z, is calculated for 50 elements of the beam. For brevity, the 
procedure for calculating Z is not included here but it can be found in Stubbs and Kim (1996). The 
left column plots in Fig. 5 give the normalized damage index of each element for the beam under 
different levels of measurement noise, while the left plot in Fig. 6 shows the damage indexes when 
only the modeling error due to TDD is considered. The solid lines and the dotted lines are the mean 
and mean ± 1 standard deviation of Z, respectively.  
The variability of Z shown in the left column plots of Fig. 5 reflects the influences of the 
measurement and modeling errors, which are not negligible. This result is consistent with the 
conclusion drawn from the study conducted by Doebing and Farrar (1997), where they found that the 
statistical significance of the modal parameters could not be ignored when the modal data are used in 
the damage detection applications. Moreover, with the increment of the noise level shown in the left 
column plots of Fig. 5, the mean value of Z of the damaged element decreases, while the standard 
deviation of Z increases. The larger the standard deviation is, the more uncertainties are brought into the 
damage detection. Under the high noise level 2%, the Z value of the damaged element is hardly 
differentiated from other elements, which might make the damage detection difficult. The results show 
that it is important to account for the statistical significance of modal parameters when modal data are 
applied for damage detection.
Table 2 Statistics of model parameters
α1 α2 α3 β1 θ1 σ0 σ1 σ
Mode 1
Mean -1.41E-04 -2.57E-05 -1.96E-05 -2.03E+00 1.41E-01 5.38E-05 2.68E-04 8.51E-07
St. Dev -9.38E-07 -2.80E-07 -2.70E-07 -2.15E-03 4.82E-04 2.98E-07 2.13E-06 –
Mode 2
Mean 9.10E-05 -4.10E-05 -2.59E-05 -1.70E+00 1.51E-01 1.23E-05 1.08E-03 1.61E-06
St. Dev. 1.71E-06 -4.26E-07 -3.60E-07 -1.32E-03 3.31E-04 1.19E-07 8.50E-07 –
Mode 3
Mean 1.68E-04 2.20E-04 -1.34E-03 -3.86E+00 -3.55E+01 8.98E-04 6.70E-03 4.10E-05
St. Dev.. 3.21E-05 3.19E-05 -3.56E-05 -2.55E-02 -1.44E+00 8.55E-06 6.11E-05 –
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(a) measurement noise level 0.5%
(b) measurement noise level 1.0%
(c) measurement noise level 2.0%
Fig. 5 (left) Z values (thick solid line: mean, dotted line: mean ± 1 standard deviation, thin solid line: no
error considered) for the beam elements and (right) 1 − TMAC for mode shapes
Fig. 6 (left) Z values (thick solid line: mean, dotted line: mean ± 1 standard deviation, thin solid line: no
error considered) for the beam elements and (right) 1 − TMAC for mode shapes considering the 
estimated modeling error due to TDD
Another observation is that the influence on Z from the measurement and the modeling errors 
shown in the left column plots of Fig. 5 is larger than the influence from the estimated modeling error 
due to the TDD method alone shown in the left plot of Fig. 6. Therefore, more emphasis needs to be 
put on reducing the measurement noise when the dynamic responses are collected.
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To exam the influence of the measurement and modeling errors on the mode shape only, the modal 
assurance criteria (MAC) (Allemang and Brown 1982) is used for estimating the degree of correlation 
between two mode shape vectors. When NT modes are considered, a Total MAC (TMAC) between two 
sets of mode shapes from two records, records a and b, can be calculated by
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, ,
, , , ,
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TN
i a i b
T T
i i a i a i b i b
  φ φφ φ φ φ                     (15) 
The value of TMAC is between 0 and 1. When TMAC is close to 1, it indicates the mode shapes 
obtained from the two records a and b are very similar. In other words, the bigger the value of (1 − 
TMAC) is, the bigger the difference between the mode shapes influenced by the measurement and 
modeling errors is. Thus, (1 − TMAC) reflects the variability in mode shapes in an overall sense.
The right column plots in Fig. 5 show the values of (1 − TMAC) for the mode shapes of the beam 
under different levels of measurement noise. The right plot in Fig. 6 shows the values of (1 − TMAC) 
considering the modeling error due to TDD alone. All the values of (1 − TMAC) are smaller than 
1.5×10-4, indicating that TMAC is close to 1. Therefore, the variability in the mode shapes due to 
measurement and modeling errors can be considered to be low. However, as discussed previously and 
shown in the right plots of Figs. 5 and 6, this low variability has a significant impact on the damage 
detection results. Moreover, as expected, when the measurement noise level becomes higher the values 
of TMAC become smaller, which means the variability in mode shapes is higher as shown in the 
right column plots of Fig. 5.  
Interestingly, the values of TMAC in the right column plots of Fig. 5 are much larger than the values 
in the right plot of Fig. 6, indicating that the different sets of mode shapes due to measurement and 
modeling errors are more similar to each other than the sets of mode shapes considering only the 
modeling errors. However, the Figs. 5 and 6shows that the influence on the damage detection due to 
measurement and modeling errors (shown in the right column plots of Fig. 5) is significantly larger 
than the influence due to modeling error (shown in the right plot of Fig. 6). Therefore, using the TMAC 
values cannot be used for measuring the influence of the measurement and modeling errors on the 
damage detection.
As discussed previously, when the measurement noise level becomes high, the damage detection 
may become impossible. Since the level of the measurement noise is unknown in reality, it is desire to 
have a quality that can be used to measure the variability of mode shapes so that by examining this 
quality one can determine whether the extracted modal parameters are useful for the damage detection 
and how reliable the damage detection results are. One option of such quantity could the standard 
deviation of the damage index and the standard deviation can be calculated using the data pool of 
modal shapes generated following the proposed procedure shown in Fig. 1. However, the further study 
in this regard is needed.
5. Conclusions
This paper presented procedures to account for the uncertainties in the modal parameters 
extracted from ambient vibration tests. In particular, the focus is on the measurement errors and the 
modeling error resulting from Time Domain Decomposition (TDD). To estimate the statistics of the 
extracted modal parameters considering these errors, a bootstrap approach is used to generate 
artificial records based on limited number of response records obtained from the ambient vibration 
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test. As it is critical to estimate the modeling errors associated with the extraction process particularly 
for system identification applications, the model prediction expansion is adopted in this study to 
assess the modeling errors. The proposed procedure to evaluate the modeling error associated with 
TDD can be extended to other extraction methods.
The proposed procedures are illustrated by a numerical example of a two-span continuous 
aluminum beam. The influences from measurement and the modeling errors are studied by applying 
a damage detection method, the Damage Index Method (DIM), on the example beam using the 
extracted modal parameters. Future work should include applying the proposed procedures using 
laboratory or field data.  
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Abstract.  The major difficulty of using Bayesian probabilistic inference for system identification is to 
obtain the posterior probability density of parameters conditioned by the measured response. The posterior 
density of structural parameters indicates how plausible each model is when considering the uncertainty of 
prediction errors. The Markov chain Monte Carlo (MCMC) method is a widespread medium for posterior 
inference but its convergence is often slow. The differential evolution adaptive Metropolis-Hasting 
(DREAM) algorithm boasts a population-based mechanism, which runs multiple different Markov chains 
simultaneously, and a global optimum exploration ability. This paper proposes an improved differential 
evolution adaptive Metropolis-Hasting algorithm (IDREAM) strategy to estimate the posterior density of 
structural parameters. The main benefit of IDREAM is its efficient MCMC simulation through its use of the 
adaptive Metropolis (AM) method with a mutation strategy for ensuring quick convergence and robust 
solutions. Its effectiveness was demonstrated in simulations on identifying the structural parameters with 
limited output data and noise polluted measurements. 
 
Keywords:  structural identification; differential evolution; adaptive metropolis-hastings; Markov chain 
Monte Carlo; structural parameter estimation; Bayesian posterior probability density 
 
 
1. Introduction 
 
Most of the structural identification approaches based on heuristic optimization algorithms are 
formulated as deterministic models in which the residual errors are built-up optimization functions 
to be minimized so that the candidate model can provide relatively accurate predictions of the 
system response. Heuristic algorithms, such as the genetic algorithm (GA) (Koh et al. 2007 and 
Perry et al. 2006), particle swarm optimization (PSO) (Xue et al. 2009), and differential evolution 
(DE) (Tang et al. 2008), have been used as global-optimum searches for the fitness function of the 
prediction errors. Recently, there has been an increasing need for structural identification to 
quantify the uncertain prediction errors associated with noise or model errors. 
As is shown by Beck et al. (2010), no candidate model can exactly represent the I/O behavior 
of an actual system. It is a quixotic notion to choose only one biased model in a quest for the 
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output of the true system with uncertain prediction errors. Bayesian probabilistic inference 
provides a rigorous way of quantifying this uncertainty based on a probabilistic model that is 
defined by stochastic model classes. The model set, M, is a class of parameterized probability 
models, each of which predicts the behavior of the actual system with a prior probability density. 
The prior probability of each model indicates the initial plausibility of the individual model. In 
Bayesian parametric posterior density estimation, the identification problem is to infer the 
plausibility of each candidate model with a posterior density conditioned by the measured data; it 
is not a quest for the true structural parameters. It is usually difficult for Bayesian probabilistic 
inference identification to obtain the posterior probability density function (PDF) of the structural 
parameters,ܲሺݔොሺߠሻȁܻ௠ሻ, conditioned by the measured response,ܻ௠, where ݔොሺߠሻis a stochastic 
parameter vector defining each possible model within the model set (Ʌ is a random variable in a
probability space ȳ). The posterior PDF describes how plausible each model is if one accounts for 
the uncertainty of the prediction errors. The posterior density, ܲሺݔොሺߠሻȁܻ௠ሻ, is needed to make 
robust predictions of the performance of the system based on past observations, as was illustrated 
by Papadimitriou et al. (2001) and Beck et al. (2002). Many studies have focused on obtaining the 
posterior PDF because its calculation often requires an evaluation of multidimensional integrals 
that cannot be easily obtained. In particular, Laplace’s method of asymptotic approximation was 
utilized by Beck et al. (2002) to obtain a posterior PDF with a small-dimensional parameter space. 
To solve higher dimensional problems, an adaptive Markov chain Monte Carlo (MCMC) 
simulation method, the Metropolis-Hastings (MH) algorithm, was developed to be used in the 
Bayesian model update (Muto and Beck 2008). Since the advent of the MH algorithm, MCMC 
methods have become the primary means to obtain the posterior PDF in structural identification. 
Gibbs sampling and transitional Markov Chain Monte Carlo (TMCMC) were used by Ching et al.
(2007). Cheung et al. (2009) used a hybrid Monte Carlo method, known as the Hamiltonian 
Markov chain method, to solve the higher dimensional Bayesian model updating problems.
However, all of these MCMC-based identification methods use a single Markov Chain, which 
may be inefficient and unreliable when the posterior surface is complicated. It is known that 
because of the noise corrupted system response, the surface of the prediction error lies in a 
hyper-surface of a multi-dimensional parametric space. The complicated surface of the prediction 
error will definitely cause the surface of the posterior model samples to have multiple regions of 
attraction and numerous local optima. To surmount this difficulty, the ability of heuristic 
algorithms to search for the global optimum will have to be merged with the advantage of the MH 
algorithm for inferring the posterior PDF. The first combining of DE and MCMC was proposed by 
Ter Braak. (2006) in Bayesian computing; it was named the DE-MC algorithm. Vrugt et al. (2009) 
proposed a differential evolution adaptive metropolis algorithm for solving the problem of flood 
forecasting.
In this paper, an improved differential evolution adaptive Metropolis-Hastings algorithm 
(IDREAM) is proposed for updating the posterior PDF of the structural identification model. 
Compared with other MCMC based identification methods, it runs different parallel Markov 
chains simultaneously and the posterior samples mutually exchange information along the iteration. 
Numerical examples of updating the posterior PDF of a linear structural system are presented, with 
which the effectiveness and efficiency of IDREAM are investigated. The influence of the 
incomplete measurements and noise errors on the posterior PDF of the parameters is discussed.
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2. Problem statement
In the Bayesian probability logic identification framework, the measured response is used to 
estimate the posterior density of the plausibility for each I/O model in a model set instead of 
estimating biased parameters for only misrepresentative models (models with biased parameters 
that cannot represent the actual behavior of the true system). Here, let ݕ௠ሺݐሻ denote the measured 
response at each time step ( ൌ ͳǡǥ ǡ ୲). The stochastic model set, M, is defined by a structural 
parameter vector,ݔොሺߠሻ ൌ ቀݔොଵሺߠሻǡ ݔොଶሺߠሻǡڮ ǡ ݔො௡೘ሺߠሻቁ א Թ୬ (ߠேೞ א ߗ, θ is a random variable in 
a probability space Ω), where ݊௠ is the number of parameters for model ܯ௠ א ܯ, and ௦ܰ is 
the number of stochastic samples. The initial plausibility of each model parameterized by 
ݔොሺߠ௞ሻሺ݇ ൌ ͳǡʹǡ ǥ ǡ ௦ܰሻ  is defined as a prior density function, ܲሺݔොሺߠሻȁܯሻ . The updated 
plausibility of each I/O model considering the uncertainty of the measured response is defined as 
the posterior density, ܲሺݔොሺߠሻȁݕ௠ǡܯሻ, which from Bayes’ Theorem gives
ܲሺݔොሺߠሻȁݕ௠ǡܯሻ ൌ ܲሺݕ௠ȁݔොሺߠሻǡܯሻ ή ܲሺݔොሺߠሻȁܯሻȀܲሺݕ௠ȁܯሻ               (1)
where ሺ୫ȁොሺθሻǡሻ is obtained from a probabilistic model that accounts for the uncertainty of 
the prediction errors between the measured response and the stochastic output of the model set 
specified by each random model variable, ݕොሺݔොሺߠሻǡ ݐሻ. Let ௝݁௞(ݐ)=ݕ௝௠ሺݐሻ െ ݕො௝௞ሺݔොሺߠ௞ሻǡ ݐሻ denote 
the prediction error at each time interval (ݐ ൌ ͳǡ ʹǡ ǥ ǡ ௧ܰ, ݇ ൌ ͳǡʹǡ ǥ ǡ ௦ܰ, and j=1,…,݉, where ݉
is the number of available measurements). The predictive PDF for the model output (white noise is 
considered as the measurement error; it thus obeys a normal distribution) at each time interval is 
ܲ൫ݕ௝௠ሺݐሻหݔොሺߠሻǡܯ൯ ൌ ܲ൫ ௝݁ሺݐሻหݔොሺߠሻǡܯ൯ ൌ
ଵ
ξଶగఙೕ
݁
ቈି భమ഑ೕమ
ሺ௬ೕ೘ሺ௧ሻି௬ොೕሺ௫ොሺఏሻǡ௧ሻሻమ቉
, j=1,…,݉    (2)
Hence, the predictive PDF (which is the likelihood function) seen from the whole time history 
is
ܲሺݕ௠ȁݔොሺߠሻǡܯሻ ൌ ଵሺς ξଶగఙೕ೘ೕసభ ሻಿ೟ ݁
ቈିσ భమ഑ೕమ
σ ሺ௬ೕ೘ሺ௧ሻି௬ොೕሺ௫ොሺఏሻǡ௧ሻሻమ
ಿ೟
೟సభ
೘
ೕసభ ቉
           (3)
The vector of the prediction error variance,σ୨ଶ, is an independent parameter corresponding to 
each candidate model in the model class, M. The term, ܲሺݕ௠ȁܯሻ, is called the evidence of the 
model class, and it equals 
ܲሺݕ௠ȁܯሻ ൌ ׬ܲሺݕ௠ȁݔොሺߠሻǡܯሻ ή ܲሺݔොሺߠሻȁܯሻ݀ߠ                (4)
The difficulty in estimating the Bayesian posterior density is none other than approximating 
this multi-modal and high-dimensional integral. A direct and easy-to-understand approach would 
be the Monte-Carlo method. However, a direct MC simulation usually requires a large number of 
MC samples, which makes it inefficient. On the other hand, the Metropolis-Hastings (MH) 
algorithm (Chib et al. 1995) is a new Markov-chain Monte-Carlo simulation tool, and it can meet 
this challenge. In the MH algorithm, it is unnecessary to accurately calculate the model evidence in 
Eq. (4). The Markov chain samples are initially distributed according to the prior PDF and updated 
with a jumping distribution. The samples in the Markov chain are selected according to the MH 
acceptance rate and eventually converge to a stationary probability density which can be seen to be 
the desired posterior PDF of the model parameters. However, the scale of the jumping distribution 
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is hard to decide for the MH algorithm. This is an important problem because choosing a suitable 
transition strategy for the samples in the Markov chain influences not only the convergence speed 
but also the robustness of the solutions.
3. IDREAM for Bayesian inference of parameter estimation
This study presents an improved differential evolution adaptive Metropolis-Hastings algorithm 
(IDREAM) aimed at overcoming the difficulty of choosing a suitable jumping scale in the 
algorithm. The IDREAM algorithm starts by choosing samples represented as a dimensional 
vector ݔො, and the kh sample is denoted as ݔො௞ (݇ ൌ ͳǡʹǡ ǥ ௦ܰ). The number of samples is twice the 
parametric dimension, as is proposed in J. Vrugt et al. (2009). The initial states of the Markov 
chain samples are drawn from the search domain by using Latin hypercube sampling (LHS). The 
density function of each sample in the initial state can be computed as a prior density ݌൫ݔො଴௞൯ for 
݇ ൌ ͳǡʹǡ ǥ ௦ܰ.
3.1 DE mutation of the MC samples 
In the differential evolution adaptive Metropolis-Hastings (DREAM) algorithm (Vrugt et al. 
2009), the samples are updated by using the difference between randomly chosen pairs of samples 
in the current state. Let ο௫ො௞=ݔො௦ାଵ௞ െ ݔො௦௞ denote the jump scale between the updating state (s+1)
and current state (s) of the sequence k in the Markov chain. In the DREAM algorithm, the samples 
are updated as
ο௫ො௞ൌ ሺݑௗ ൅ ݁ௗሻߛሺߜǡ ݀ሻ ቂσ ݔො௦
௥భሺ௝ሻ െ σ ݔො௦
௥మሺ௡ሻఋ
௡ୀଵ
ఋ
௝ୀଵ ቃ+ߝ             (5)
where ߝ is a small random vector that is drawn from ௗܰ൫ͲǡΣ෡൯. This variable is the same as the 
jumping scale vector in the classic MH algorithm, which is called the random-walk strategy. In the 
MH algorithm, the jump scale ߝ obeys a Gaussian distribution in which the variance, Σ෡, decides 
the jumping direction and scale of the MC samples. It is clear that the efficiency of this algorithm 
is strongly affected by ߝ. So how we choose an appropriate jumping scale for the samples 
transition is a difficulty especially for high-dimensional problems. This problem can be solved 
with Eq. (5), where the jumping scale equals an adaptive multiple of the difference between pairs 
of randomly chosen samples in the current state. ߜ is the number of chosen pairs, and ݎଵሺ݆ሻ and 
ݎଶሺ݊ሻ are respectively different and random integers that are chosen from the integer set 
{1,2,…k-1,k+1,…, ௦ܰ}. The term ݑௗ us the d-dimensional unit vector, and ݁ௗ signifies a small 
random vector drawn from a uniform distribution to assure the ergodicity of each individual 
Markov chain. The scaling factor ߛ is decided by the values of ߜ and ݀, where d is the 
parametric dimension. From Eq. (5), it is clear that in DREAM, only the sequences in the current 
state are used to update the samples in the Markov chain. In this study, we propose a new update 
pattern in which the sequence having the largest plausible density in the current state k and the one 
with the maximum posterior PDF from the initial state to the current state are used for the updating 
of the Markov chain samples
ο௫ො௞ൌ ݓଵ௞൫ݔො௦௖௕௘௦௧ െ ݔො௦௞൯ ൅ ݓଶ௞൫ݔොଵି௦
௚௕௘௦௧ െ ݔො௦௞൯ ൅ ሺݑௗ ൅ ݁ௗሻߛሺߜǡ ݀ሻσ ݓכ௝௞ ቀݔො௦
௥భሺ௝ሻ െ ݔො௦
௥మሺ௝ሻቁఋ௝ୀଵ ൅ ߝ(6)
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where ݔො௦௖௕௘௦௧ denotes the sample with the maximum density in the current state (sth state) and is 
called the “current-best individual”, and ݔොଵି௦
௚௕௘௦௧ denotes the sequence with the maximum density 
in the previous states (from the initial state to the sth state) and is called the “global-best
individual”. ݔො௦
௥భሺ௝ሻ and ݔො௦
௥మሺ௝ሻ are randomly chosen individuals in the current state and are 
different from each other. The weighting factors, ݓଵ௞, ݓଶ௞ and ݓ௝௞, are the distance between the 
individuals
൝
ݓଵ௞ ൌ ݀ଵ௞Ȁ݀௦௨௠௞ ǡ ݓଶ௞ ൌ ݀ଶ௞Ȁ݀௦௨௠௞ ǡ ݓכ௝௞ ൌ ௝݀௞Ȁ݀௦௨௠௞ 
݀௦௨௠௞ ൌ ݀ଵ௞ ൅ ݀ଶ௞ ൅ σ௝ୀଵఋ ௝݀௞
                  (7)
where ݀ଵ௞ and ݀ଶ௞ are respectively the Euclidean distance from sequence ݔො௦௞ to the 
“current-best” sample ݔො௦௖௕௘௦୲ and the distance from the sequence ݔො௦௞ to the “global-best” sample 
ݔො௦௚௕௘௦௧, and ݀௦௞ is the Euclidean distance of are randomly chosen sample pairs excluding the 
individual ݔො௦௞ in the Markov chain. From Eq. (6), one can see that the biggest difference of 
IDREAM from DREAM is that the posterior samples are updated using both the maximum PDF in 
the current state and that of the previous states, while the updated samples of DREAM are 
orientated between the chosen pairs of samples only in the current state. IDREAM enhances the 
convergence speed especially in the early stage because the difference between the individual and 
the “best” sample is definitely large owing to the diversity of samples in the initial state. From Eq. 
(7), it is clear that samples farther away from the “best” sample possess a larger jumping scale 
because the weight factor is positively propositional to the distance. As for the “best” sample, the
update method is the same as in DREAM, i.e., Eq. (5). The convergence becomes slower in the 
later stages when the diversity of the samples in the Markov chain decreases. Because of this, a 
crossover strategy (Storn et al. 1997) is used to keep the diversity of the MC samples high.
Assertion: IDREAM yields a Markov chain which is irreducible and aperiodic with a unique 
stationary distribution with the target pdf πሺήሻேೞ. Proof: the proof consists of two parts:
1. If the sample of the kth chain coincides with the position of the global-best and the 
current-best individual, the probability of a jump from sample in the state s of the chain to the 
sample in the state s+1 is the same as in the DREAM algorithm, in which the conditional 
probability of jumping forward, ൫ොୱ୩ ՜ ොୱାଵ୩ ൯, is equal to that of jumping back, ൫ොୱାଵ୩ ՜ ොୱ୩൯.
For the individuals who are different from the “best” sample in the current state, s, the distance and 
the corresponding weighting factor decrease quickly in the later stages (especially following a 
sufficient burn-in period) as the populations converge. The deviations (random walks) of the 
randomly chosen sample pairs mainly decide the transitions of each chain. The ௦ܰ െ ͳ samples 
can been seen as updated conditionally on the other chains obeying the reversibility property of the 
Markov chain, because the Jacobian of the transformation (Hastie 2012) implied in Eq. (6) is close 
to 1 in absolute value, (Vrugt et al. 2009), and the first two items of Eq. (6) play limited roles in
the transition Markov chains during the later stages (Note: ݔො௦௖௕௘௦௧ is equal to ݔොଵି௦
௚௕௘௦௧ in the later 
stages). 2. Detailed balance is achieved with an accepting rule having probability 
min(݌ሺݔො௦ାଵሻ ݌ሺݔො௦ሻΤ ǡ ͳ). Each chain maintains conditional detailed balance, because the chains are 
aperiodic and not transient with the random walk generated by Eq. (6). The ௦ܰ chains are 
irreducible with the unbounded support of the distribution of ߝ in Eq. (6). This concludes the 
assertion.
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3.2 DE crossover strategy for the MC samples 
The crossover strategy is implemented in d dimensions of the current samples,ݔො௦௞, and the 
updated posterior samples,ݔො௦ାଵ௞ , and a trial sample ݔො௦ାଵ
௞௝ is generated with
ݔො௦ାଵ
௞௝ =൝ ݔො௦
௞௝݂݅ ௝ܷ ൑ ͳ െ ܥܴ
ݔො௦ାଵ
௞௝ ݋ݐ݄݁ݎݓ݅ݏ݁
                       (8)
where j=1,2,…,d; ௝ܷ is the jth independent random number uniformly distributed in the range of 
[0,1]. CR is a crossover probability defined by the user.
3.3 Metropolis acceptance 
The density of the new sample,݌൫ݔො௦ାଵ௞ ൯, and the Metropolis acceptance (Haario et al. 2001) 
can be calculated with the updated samples in the Markov chain
αሺݔො௦ǡ ݔො௦ାଵሻ=݉݅݊ ቂ
௣ሺ௫ොೞశభሻ
௣ሺ௫ොೞሻ
ǡ ͳቃ                        (9)
The algorithm accepts the candidate state ݔො௦ାଵ with probability min(1,αሺݔො௦ାଵǡ ݔො௦ሻ), and keeps 
the current stateݔො௦ with probability 1-min(1, αሺݔො௦ାଵǡ ݔො௦ሻ). This process is repeated in several 
iterations, and after a burn-in period, the chain of samples approaches a stationary distribution. The 
desired posterior PDF can be obtained from these Markov-chain samples, excluding the ones in 
the burn-in period.
3.4 Gelman-Rubin convergence condition 
The IDREAM algorithm ends by checking the Gelman-Rubin convergence condition (A. 
Gelman et al. 1992), and calculates the ෡௝-statistic by using the last 50% of the samples in each 
chain. Let k be the number of the sequences used to calculate ෡௝, and let B be the variance 
between the sequence means and W signify the average of the within sequence variances 
(B= ௦ܰ ൈ σ ሺݔො௜ െ ݔොҧሻଶ௞௜ୀଵ Ȁሺ െ ͳሻ, and W=σ ݏ௜ଶ௞௜ୀଵ Ȁ݇, where ݏ௜ଶ is the variance of the sequence). 
Furthermore, the target posterior variance is estimated as ߪොଶ=௡ିଵ௡ ܹ ൅
ଵ
௡ ܤ. The Gelman-Rubin 
convergence parameter, ෡, can be calculated as
෡=ට௞ାଵ௞ ൈ
ఙෝమ
ௐ െ
ேೞିଵ
௞ൈேೞ
                           (10)
If ෡௝ ൏ ͳǤʹ for all dimensions (Gelman et al. 1992), it means that the Markov chain has 
converged to a stationary distribution; otherwise, the posterior sample is updated with Eq. (6).
3.5 IDREAM based parametric posterior density estimation 
The procedure of IDREAM-based Bayesian probability inference parameter estimation is as
follows:
Step 1: The initial ௦ܰ sequences for the Markov chain are drawn by Latin hypercube sampling 
with the predefined maximum and minimum boundary of the structural parameters and number of 
740
Posterior density estimation for structural parameters using improved differential evolution…
samples, ௦ܰ, while respecting the prescribed limits of the search space. Calculate the prior density 
and the likelihood function using Eqs. (2) and (3). 
Step 2: Update the posterior sample of the Markov chain by using Eqs. (6) and (7). 
Step 3: The samples are updated according to the crossover probability calculated with Eq. (8). 
Calculate the density for the each updated sample in the Markov chain.
Step 4: Use the Metropolis acceptance (Eq. (9)) to decide whether to accept the new samples. 
Step 5: Return to Step 2 to Step 4, considering the burn-in period and calculate the Gelman 
statistic condition using Eq. (10) for each dimension of the stochastic parameter. If the stopping 
criteria are met, (෡௝ ൏ ͳǤʹ or the max. iteration number is reached) stop the algorithm; otherwise, 
return to Step 2.
4. Numerical study
A numerical simulation of a 5-DOF linear time invariant (LTI) system was carried out to verify 
the IDREAM algorithm. The actual system output was simulated from a linear structural system (a 
one-dimensional shear frame structure). For sake of clearly exhibiting that only the measurement 
uncertainty is considered, the second-order differential dynamic equation of the structural system 
is described by the state-space representation as
൤ݒሶଵሺݐሻݒሶଶሺݐሻ
൨ ൌ ቂ Ͳ െܯିଵܭ െܯିଵܥቃ ൤
ݒଵሺݐሻ
ݒଶሺݐሻ
൨ ൅ ቂ ͲെቃΓ
்ݑሺݐሻ           (11)
where M, C, and K are mass, damping, and stiffness matrices, I is a ݊ ൈ ݊ identity matrix, 
Γ ൌ ሾͳǡͳǡ ǥ ǡͳሿ் is a ͳ ൈ ݊ position vector. ݒଵሺݐሻ and ݒଶሺݐሻ are state space vectors 
respectively representing the displacement and velocity, and ݑሺݐሻ is the input of the system. 
Equation (11) includes a Rayleigh damping matrix C, where the modal damping ratio (ζ௥) is set to
5% in the first two modes (r=1, 2) (Mita 2003).
ܥ ൌ ߙܯ ൅ ߚܭ,  ζ௥ ൌ
ఈ
ଶఠೝ
൅ ఉఠೝଶ                     (12)
The system output is an acceleration value that is assumed to be contaminated by Gaussian 
white noise ݓ௝(t)~N(0,ߪ௝ሺߠሻ), (j=1,.. m). The measured output vector is thus
ݕሺݐሻ ൌ ሾെܯିଵܭ െܯିଵܥሿ ൤
ݒଵሺݐሻ
ݒଶሺݐሻ
൨ െ Γ் ή ݑሺݐሻ ൅ ݓ(σሺߠሻ, t)          (13)
The input was the 1940 El Centro ground motion (N-S acceleration measured at the Imperial 
Valley Irrigation District substation in El Centro, CA, during the 1940 Imperial Valley earthquake) 
lasting 40 s. It was normalized so that its peak was 10 cm/s2, and the sampling frequency was 
decimated as 50 Hz (Fig. 1). The Newmark-beta method was used to calculate the structural 
response. An output acceleration (acc.) with different Gaussian white noise levels (Eq. (13)) was 
assumed. To show the effectiveness of the method for an identification problem with a large noise 
level, the noise level (nl.) was chosen to have a standard deviation of 30% or 100% of the 
corresponding signal; i.e., if ߪ௔௖௖Ǥǡ௜ is the standard deviation of the ݅௧௛ floor acceleration (relative
to the ground), then the noise affecting the measurement of that floor’s acceleration has an RMS 
ߪ௜ ൌ ݈݊Ǥൈ ߪ௔௖௖Ǥǡ௜. The response of the 5th DOF with and without 100% noise is shown in Fig. 1.
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Fig. 1 Input and measured noise
The influence of the limited availability of measurements was also assessed. In the “full 
output” scenario, measurements of all DOFs were available, whereas in the “partial output” 
scenario, only data from floors 3 and 5 were available. The mass was assumed to be known and 
deterministic; hence, an n-DOF system with m-available measurements can be described by a 
model set, of which the stochastic parameterized vector for each model is
࢞ෝ(ߠ)=ሼ݇ଵሺߠሻǡ ǥ ǡ ݇௡ሺߠሻǡ Ƀଵሺߠሻǡ Ƀଶሺߠሻǡ ߪଵሺߠሻǡ ǥ ǡ ߪ௠ሺߠሻሽ          (14)
where ݇௜ denotes the stiffness of ith -DOF, n is the number of structural DOFs; Ƀଵ and Ƀଶ are the 
damping ratio of the first two modes; ߪ௜ denotes the standard deviation of the ith measurement 
noise, m is the number of measurements; ߠ denotes the random variables in the sample space, 
ȳ஘.
Table 1 lists the structural properties together with the simulated measurement error for each 
available DOF. The parametric dimension was 12 for the full output scenario and 9 for the partial 
output scenario. The parameters of the IDREAM algorithm were set as follows: the number of 
Markov chain samples ( ௦ܰ) was 20, the crossover probability (CR) was 0.85, and the number of 
sample pairs (ߜ) was 5. These prescribed parameters were tested and also suggested by the 
developer of the algorithm. If the number of samples is increased, such as to 50 or 100, the results 
may improve a little at the expense of a higher computing cost. The search domain was 0.5 to 2.0
times the true value, which depends on prior knowledge about the structural system. The prior 
distribution followed a uniform distribution at the search boundary. 
The results obtained by the original DREAM algorithm are shown for comparison in the full 
output scenario (Tables 2(a) and 2(b)) and partial output scenario (Tables 3(a) and 3(b)). From 
Tables 2 (a) and 2(b), it is clear that both algorithms performed very well in the noise-free 
scenario. As the magnitude of the measured noise increased, the relative errors of the identified 
solutions remained small. The maximum relative error for the most plausible value of structural 
stiffness, i.e., the sample with the maximum posterior density (ݔොெ஺௉), ranged from zero in the 
no-noise case to 0.502% in the 30% noise case and up to 1.987% in the 100% noise case when 
using the DREAM algorithm.
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Table 1 Structural properties and measurement errors
Stiffness (ͳͲସN/m) (ߪ௜) m/s2 30% noise 100% noise
Levels  1 2.000
C
as
e 
1
Levels  1 0.0049 0.0162
Level  2-5 1.000 Levels  2 0.0074 0.0248
Mass (kg) Levels  3 0.0076 0.0252
Levels 1-4 50 Levels  4 0.0077 0.0256
Level  5 45 Levels  5 0.0095 0.0317
Damping ratio
C
as
e 
2
Ƀଵ 0.05 Levels  3 0.0076 0.0252
Ƀଶ 0.05 Levels  5 0.0095 0.0317
Table 2 (a) Identified results of structural parameters (full output scenario)
no noise 30% noise 100% noise
DREAM IDREAM DREAM IDREAM DREAM IDREAM
݇ଵ
error 0.000 0.000 0.352 0.164 0.656 0.250
cov. 0.000 0.000 0.906 0.533 3.263 1.641
݇ଶ
error 0.000 0.000 0.324 0.242 1.558 0.114
cov. 0.000 0.000 0.683 0.399 2.462 1.286
݇ଷ
error 0.000 0.000 0.298 0.353 1.987 0.198
cov. 0.000 0.000 0.812 0.459 2.946 1.474
݇ସ
error 0.000 0.000 0.172 0.045 0.658 0.717
cov. 0.000 0.000 0.813 0.465 2.789 1.564
݇ହ
error 0.000 0.000 0.502 0.299 1.155 1.083
cov. 0.000 0.000 0.937 0.530 3.227 1.835
Ƀଵ
error 0.000 0.000 1.307 0.813 3.442 2.035
cov. 0.000 0.000 1.591 0.871 5.545 2.946
Ƀଶ
error 0.000 0.000 0.887 1.217 1.677 0.499
cov. 0.000 0.000 1.158 0.635 3.951 2.095
* the error is in %; the cov. (the ratio of the standard deviation to the mean) is in % 
Table 2 (a) shows that the accuracy of ݔොெ஺௉ when using IDREAM was better than that of 
DREAM. The maximum relative error fell to 0.353% in the 30% noise case and 1.083% in the 
100% noise case. The parameter with the largest uncertainty obtained by the two algorithms was in 
the damping ratio. The largest coefficient of variance (cov.) of the damping ratio was 1.591% in 
the 30% noise case, and it increased to 5.545% in the 100% noise case for the DREAM algorithm. 
For IDREAM, the coefficient of variance (cov.) of the damping ratio ranged from 0.871% to 
2.946%. It is clear that the parametric uncertainty was additive as the measurement error increased. 
Table 2 (b) shows that the two algorithms can identify the exact value of the noise standard 
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deviation,ߪ௜ in Table 1. In the noise-free scenario, both solutions were as small as zero. For the 
100% noise case, the maximum error emerged in the third DOF at 2.341% for DREAM and at
2.562% for IDREAM. The identified results for the partial output case are listed in Tables 3(a) and 
3(b).
From Table 3(a), it can be seen that when there was a noise error, the maximum relative errors 
of ݔොெ஺௉ were smaller for IDREAM than for DREAM. In the 30% noise case, the maximum 
relative error for DREAM was 1.855%, but only 1.501% for IDREAM, while in the 100% noise 
case, the maximum error decreased from 5.602% to 5.214%.
Table 2 (b) Identified results of prediction errors (full output scenario)
no noise 30% noise 100% noise
DREAM IDREAM DREAM IDREAM DREAM IDREAM
ߪଵ
error 0.000 0.000 0.967 0.080 2.060 0.204
cov. 0.000 0.000 0.136 0.082 0.172 0.055
ߪଶ
error 0.000 0.000 0.966 0.034 0.725 2.562
cov. 0.000 0.000 0.074 0.042 0.183 0.043
ߪଷ
error 0.000 0.000 0.445 0.731 2.341 0.678
cov. 0.000 0.000 0.088 0.051 0.084 0.032
ߪସ
error 0.000 0.000 0.185 1.879 1.302 1.128
cov. 0.000 0.000 0.075 0.049 0.070 0.042
ߪହ
error 0.000 0.000 1.108 1.741 2.237 0.128
cov. 0.000 0.000 0.096 0.022 0.111 0.048
* the error is in %; the cov. (the ratio of the standard deviation to the mean) is in % 
Table 3 (a) Identified results of structural parameters (partial output scenario)
no noise 30% noise 100% noise
DREAM IDREAM DREAM IDREAM DREAM IDREAM
݇ଵ
error 0.019 0.010 1.404 1.501 2.227 2.546
cov. 0.000 0.000 4.267 2.606 16.58 7.761
݇ଶ
error 0.082 0.025 1.025 0.794 4.372 1.450
cov. 0.000 0.000 2.216 1.351 10.33 4.584
݇ଷ
error 0.072 0.018 1.855 0.196 5.602 0.725
cov. 0.000 0.000 2.710 1.530 12.69 5.538
݇ସ
error 0.089 0.014 1.041 0.511 2.722 2.376
cov. 0.000 0.000 2.145 1.222 8.633 4.224
݇ହ
error 0.106 0.028 1.233 1.189 0.859 4.485
cov. 0.000 0.000 2.243 1.358 12.32 4.171
ζଵ
error 0.050 0.030 1.066 0.406 1.667 5.214
cov. 0.000 0.000 2.110 1.179 6.774 4.024
ζଶ
error 0.016 0.006 1.564 1.067 0.273 0.972
cov. 0.000 0.000 2.142 1.258 7.930 4.020
* the error is in %; the cov. (the ratio of standard deviation to the mean) is in % 
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Table 3(b) Identified results of prediction errors (partial output scenario)
no noise 30% noise 100% noise
DREAM IDREAM DREAM IDREAM DREAM IDREAM
ߪଷ
error 0.000 0.000 0.950 2.406 2.675 0.669
cov. 0.000 0.000 0.145 0.114 0.207 0.089
ߪହ
error 0.000 0.000 1.240 0.982 0.490 0.557
cov. 0.000 0.000 0.096 0.094 0.116 0.091
* the error is in %; the cov. (the ratio of standard deviation to the mean) is in % 
(a) DREAM (b) IDREAM
Fig. 2 Progress of identification of stiffness of 5th floor (partial output, 100% noise)
Fig. 3 Histogram of marginal density for each parameter (100% noise, partial output)
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Comparing Table 3(a) with Table 2(a), it is clear that the loss of available measurements leads 
to an increase in parametric uncertainty, because the maximum coefficient of variance for the 
structural parameters adds from 2.946% to 7.761% at the same noise level. Table 3(b) shows that 
the actual prediction error standard deviation can be well estimated even if only measurements of 
the 3rd and 5th DOFs are available. The maximum error of the estimated prediction errors,ݔොெ஺௉,
was 2.406% in the 30% noise case and 0.669% in the 100% noise case. For the DREAM 
algorithm, the corresponding errors were 1.240% in the 30% noise case and 2.675% in the 100% 
noise case. (Note that the maximum error of the estimator prediction errors seems larger for the 
30% noise scenario than for the 100% noise scenario. The reason for this phenomenon is the 
denominator for calculating the relative error in the case of 30% noise is smaller than that in the 
case of 100% noise.)
Fig. 2 shows the progress of identification of the stiffness of the 5th DOF at the 100% noise 
level in the partial output scenario. In Fig. 2, each plot with a different color denotes the progress 
of a Markov Chain, which means there were 20 posterior MC samples at each iteration. We can 
see that the posterior samples of the Markov chain obtained by IDREAM were more stable than 
those of DREAM, which leads to a smaller uncertain range. The marginal posterior density of the 
parameters using IDREAM can be obtained by using kernel density estimation on the stationary 
Markov chain samples excluding the sequence during the burn-in period, as is shown in Fig. 3.
(a) DREAM
(b) IDREAM
Fig. 4 Convergence of Markov Chain (100% noise, partial output)
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(a) Response range considering the identified parametric uncertainty
(b) Response range considering the identified std. of prediction error
Fig. 5 95% uncertainty ranges for acceleration of 5th DOF (100% noise, partial output)
Figs. 4(a) and 4(b) indicate that the Markov chain converged for each identified parameter
when using DREAM and IDREAM in the scenario of partial outputs and 100% noise. Comparing 
Fig. 4(a) with Fig. 4(b), however, makes it clear that IDREAM already converged by the time 
4000 iterations were reached, but the Markov chains of DREAM were still unstable. Therefore, 
IDREAM converged faster than DREAM. Combing the solutions in Tables 2 and 3, we can 
conclude that IDREAM outperformed DREAM because of its earlier convergence and robustness 
of the posterior samples without decreasing the accuracy of the results.
The posterior uncertain range that assures a reliability of 95% can be obtained from the 
posterior samples of the model class which denotes the plausibility of each I/O system. Fig. 5
shows the ranges for part of the time history (5 seconds). Fig. 5 (a) is the uncertain response range 
of a stochastic I/O system parameterized by identified parameters of the posterior candidate model 
set with 95% assurance and without prediction errors at each time interval. On the other hand, Fig.
5(b) shows the uncertain range of the response with 95% assurance and with measurement errors 
at each time interval by incorporating the identified standard deviation of the prediction error. Fig.
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5(a) illustrates the effectiveness of the Bayesian identification method because the parametric 
uncertain response range is close to the actual system response. Moreover, in Fig. 5(b), the 
percentage of the response considering a 100% measurement error within the uncertain range that 
covers the prediction error is 94.75%.
5. Conclusions
A framework of Bayesian probability inference for identification based on an improved 
differential evolution adaptive Metropolis-Hasting (IDREAM) algorithm was proposed. Compared
with the DREAM algorithm, its novelty lies in a new sample updating pattern that speeds
convergence and improves the stability of the posterior samples. IDREAM runs MCMC 
simulations in parallel and keeps the diversity of samples by using a DE crossover strategy. This 
gives it a strong ability to search for the global optimum and to resolve the problem that the MH 
algorithm has in choosing an approximate jump scale. A numerical simulation of a 5-DOF system 
demonstrated its potential for solving identification problems with a high noise level and with 
partial output data. In conclusion, IDREAM is a new approach to obtaining the posterior density of 
a model class that cannot be easily found with the classic Monte-Carlo method due to the difficulty 
in calculating high-dimensional integrals.
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Abstract. A new procedure is proposed for assessing probabilistic condition of structures considering 
effect of measured data uncertainty. In this procedure, multiple Finite Element (FE) models are identified by 
using weighting vectors that represent the uncertainty conditions of measured data. The distribution of 
structural parameters is analysed using a Principal Component Analysis (PCA) in relation to uncertainty 
conditions, and the identified models are classified into groups according to their similarity by using a 
K-means method. The condition of a structure is then assessed probabilistically using FE models in the 
classified groups, each of which represents specific uncertainty condition of measured data. Yeondae bridge, 
a steel-box girder expressway bridge in Korea, is used as an illustrative example. Probabilistic condition of 
the bridge is evaluated by the distribution of load rating factors obtained using multiple FE models. The 
numerical example shows that the proposed method can quantify uncertainty of measured data and 
subsequently evaluate efficiently the probabilistic condition of bridges. 
Keywords:  condition assessment; FE Model update; measurement uncertainty; principal component 
analysis; K-means clustering; load rating 
1. Introduction 
The purpose of condition assessment is to provide a diagnosis of its current state, predict 
upcoming performance degradation, and ultimately prevent gradual or sudden failure. The 
accuracy of an assessment can be assured by a reliable Finite Element analysis. However, FE 
models frequently lack accuracy in terms of the actual behavior of a structure. The discrepancies 
between predicted and observed behavior are mainly accounted by modeling uncertainty, which is 
a combination of various factors including assumptions in the design process, deterioration of the 
structures, variability of material properties, and the limited resolution of the FE model and 
numerical errors in discretization using finite number of elements.  
The modeling uncertainty can be reduced by updating the FE model using measured data, of 
which procedure mostly involves solving an optimization problem (Park et al. 2012). The 
conventional updating procedure usually assumes that the measured data is accurate and involves 
deterministic values, thus a single optimal FE model is identified. However, measured data is also 

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deterministic values, thus a single optimal FE model is identified. However, measured data is also 
known to exhibit considerable variability due to non-stationary behavior of structure, noise and 
bias during data acquisition, numerical error in data processing, and influence of adverse 
environmental conditions such as temperature and humidity variation. The risk of an error in the 
identification of single updated model under the existence of data uncertainties has been reported 
(Robert-Nicoud et al. 2000, Schuëller et al. 2008). 
Variability of FE model caused by data uncertainty can be dealt by using a probabilistic 
approach such as inverse Stochastic FEM (Mares et al. 2006, Soize et al. 2008, Govers and Link 
2009). Bayesian model updating has also been proposed to find the most plausible posterior PDF 
of structural parameters (Katafygiotis et al. 1998, Beck and Au 2002, Park et al. 2010). 
Uncertainty of measured data can also be represented by variation of weighting factors for 
optimization problem (Friswell and Mottershead 1999, Steenackers and Guillaume 2006). The 
non-uniqueness of optimal model due to uncertainties has also been dealt by identification of 
multiple models (Zarate and Caicedo 2008, Groulet et al. 2010).
This paper proposes a procedure for a probabilistic condition assessment of structures 
considering measured data uncertainty. In this procedure, multiple Finite Element (FE) models are
identified through successive optimizations by using sets of weighting vectors. The successive 
optimizations can overcome the limitation of conventional single model update to deal with the 
uncertainty of measured data, and estimate probabilistic information about the structural condition. 
The distribution of multiple FE models is analysed using the Principal Component Analysis (PCA) 
in relation to uncertainty conditions of measured data. The PCA is utilized for dimension reduction 
and feature extraction of the multiple models, and improving the clustering accuracy. The multiple 
FE models can be classified into groups according to their similarity by using a K-means 
clustering. Combined use of PCA and K-means clustering can provide probabilistic information
about state of the structure, and reduce subjectivity in the interpretations and assessments. Finally, 
the condition of a structure can be expressed probabilistically by the distribution of performance 
indices such as load rating factor using FE models in the classified groups, each of which 
represents specific uncertainty condition of measured data. Furthermore, probability of failure is 
also estimated using multivariate normal distribution function describing the distribution of 
structural parameters. Yeondae bridge, a steel-box girder expressway bridge in Korea, is used as an 
illustrative example. In the example, the distribution of load rating factors and the probability of a 
bridge failure are evaluated for probabilistic assessment of bridge condition. Numerical example 
shows that the proposed method can quantify uncertainty of measured data and subsequently 
evaluate efficiently the probabilistic condition of bridges.
2. Updating multiple finite element models 
2.1 Formulation of successive optimization problems 
A procedure for updating a FE model involves different types of measured data, e.g., natural 
frequencies, mode-shapes, damping ratios, displacement, strain, and so on, in order to prevent the 
occurrence of under-fitted solutions. This represents the multi-objectivity of a FE model update 
problem. However, it was pointed out that the multi-objective optimization of more than three 
objectives would be computationally too expensive, and may converge to the wrong solution (Jung 
et al. 2010). Especially in case of the large-scale structure examples, the problem of convergence 
752
Probabilistic condition assessment of structures by multiple FE model identification…  
and the credibility of a solution may be worsened because sufficient number of structural 
parameters and target responses should be considered. As an alternative, the problem of finding an 
optimal FE model satisfying various types of responses can be formulated as an aggregated 
single-objective function by assigning a weighting factor for each residual. Typically, a single FE 
model is updated by optimization of the objective function. The single updated model can reflect 
specific structural condition and is not suitable to represent probabilistic condition of the structure 
considering uncertainty of the measured data. 
In this paper, successive optimization is proposed to deal with the uncertainty of measured data, 
and to estimate probabilistic condition of structure. For the purpose, a set of optimization problems 
with each member in the set corresponding to a different choice of the weights are constructed.  
Varying weighting factors represent different levels of measurement uncertainties. Accordingly, 
multiple FE models are updated from the optimization problems incorporating measurement 
uncertainties. An optimization problem corresponding to a specific choice of the weight factors is 
expressed as follows
     ijM
j
jii
T
iii rwJ θθrWθ ¦
 
  
1
min  subjected to ubilb θθθ dd (1) 
The objective function Ji, denoted by the index i, is a component in the sets of optimization 
problems corresponding to a different choice of the weights Wi, by which specific uncertainty 
condition is represented. The subscript j denotes different type of measurements. The θ is a vector 
of updated structural parameters that are normalized to the initial values. Structural parameters of 
different units and magnitudes can be considered effectively by the normalization. The vector of 
updated structural parameters for the i-th optimization problem is expressed as 
> @TPiiii TTT ,,, 21  θ  where P is the number of parameters. The optimal value of θi that can 
minimize the objective function is identified within a reasonable range defined by θlb and θub, a 
lower and upper bound vector, respectively. Weighting factor wji in Eq. (1) represents weight for 
the residual of j-th response. An weighting vector > @TMiiii www ,,, 21  W , composed by M
weighting factors, represents specific uncertainty condition of measured data in the i-th 
optimization. The residual rj represents discrepancy between the analytical model and a real 
structure with respect to the j-th type of measurement. 
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where u is the concerned responses such as displacement and natural frequency, subscript n
represents the n-the measurement within the Nu total measurements, subscripts a and m represent 
the analyzed and measured values, respectively. When calculating mode-shape residual riϕ, Modal 
Assurance Criterion (MAC) is generally adopted. 
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where Im and Ia are mode-shape of real structure and analysis model, respectively.  
The Sequential Quadratic Programming (SQP) is utilized to find optimal FE models for the 
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constrained non-linear optimization problems, each of which is characterized by a weighting 
vector Wi representing specific uncertainty condition. The SQP method approximates the objective 
function to a quadratic model, and solves a sequence of optimization sub-problems iteratively until 
convergence is achieved. Karush-Kuhn-Tucker (KKT) conditions and the rate of change of the θ
are considered to check convergence. 
2.2 Identification of multiple FE models from sets of weighting vectors
Weighting factors can be determined by the reciprocals of the variance of the corresponding 
measurements (Friswell and Mottershead 1999). In this paper, various levels of measurement 
uncertainty are represented by variation of the weighting vector Wi. Varying relative magnitude of 
weighting factors for different responses account for different level of uncertainty. For example, 
smaller weight factor can be assigned to the measured data that is expected to contain large 
uncertainty. On the other hand, large weighting factor of a residual implies that the related data 
contain small uncertainty. In this way, a weighting vector Wi can represent specific condition of 
measurement uncertainties. Accordingly, various conditions of data uncertainty can be reflected by 
sets of weighting vectors as > @NWWWW ,,, 21  .  
To include all possible conditions of measurement uncertainties, the generated weighting 
vectors are uniformly distributed in feasible space. The directional angles of the weighting vector 
are taken as variables. For example, if we deal with FE model update associated with three types 
of responses, a weighting vector Wi include three weighting factors. The Wi can be expressed by 
the three directional angles as Eq. (4). 
> @ > @Tiiii
T
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i
i
i
i
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i
T
iiii
wwwwww JED cos,cos,cosW
W
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W
,
W
W,,W 321321  »»¼
º
««¬
ª  (4) 
where αi, βi and γi are directional angles between the Wi and three axes for the responses. By 
setting the norm of the Wi as one and considering dependency between directional angles, the Eq. 
(4) can be expressed with two variables as  
T
iiiii »¼
º«¬
ª  EDED 22 coscos1,cos,cosW              (5) 
Therefore, generating weighting vectors for three types of responses is equivalent to sampling 
two directional angles α and β uniformly in 2-D Euclidean space (Fig. 1(a)). The direction angles 
are acute, i.e., 0 ≤ α ≤ π/2 and 0 ≤ β ≤ π/2 because the weighting factors should be larger than or 
equal to zero. Fig. 1(b) shows the consequent weighting vectors that compose surface of 1/8 
sphere in the first octant.
In case N weighting vectors are generated as > @NWWWW ,...,, 21 , N optimal FE models are 
finally identified by N successive optimizations and compose a matrix of optimal structural 
parameters > @NθθθΘ ,...,, 21 . The i-th column vector θi indicates the properties of the i-th 
updated model, and each of the p rows corresponds to considered structural parameter. Thus, the 
matrix Θ expresses the variability of multiple FE models by the distribution of structural 
parameter values. Fig. 2 shows an example of updated multiple FE models distributed in the space 
of structural parameters. Each point represents probable status of structure under the employed 
uncertainty condition, which is represented by a corresponding weighting vector. Accordingly, 
754
Probabilistic condition assessment of structures by multiple FE model identification…  
distribution of the updated FE models provides probabilistic information about the structural 
condition due to the measurement uncertainties.
3. Probabilistic structural condition assessment using multiple FE models 
3.1 Analysis of structural parameters distribution of multiple FE models 
The Principal Component Analysis (PCA) is utilized for the purposes of dimension reduction and 
feature extraction of the multiple models. Applying the PCA is also beneficial to improve the 
clustering accuracy (Ding and He 2004). In addition, the PCA enables to visualize multiple FE 
models using a couple of principal components only, thus analysis on the grouped models 
becomes easier. 
(a) Uniform sampling of two directional angles (b) Generating sets of weighting vectors 
Fig. 1 Example of weighting vector generation for three types of responses
Fig. 2 Distribution of multiple FE models in the space of structural parameters
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As a first step to find principal components, the covariance of structural parameters for the N
optimal FE models are computed. 
   ]][][[ TEEE ΘΘΘΘS     (6) 
Each entry of the covariance matrix S is calculated as 
  ¦
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where θpi is p-th component of optimal structural parameter vector θi, and pθ is a mean value 
given by Eq. (8).  
¦
 
 
N
i
pip θNθ 1
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       (8) 
By applying eigenvector decomposition on S, eigenvector matrix u and eigenvalue matrix Λ
are obtained. 
TuΛuS         (9) 
The eigenvector matrix u contains principal components in its column vectors, which are bases 
of transformed space. The contribution of principal components to explain the variance of the 
distribution of structural parameters is calculated from diagonal components of Λ. 
Finally, the coordinate of each model in the transformed space is calculated as  
 θθuθ  iTiˆ                (10) 
where > @TPTTT ,,, 21  θ .
The relationship between the distribution of structural parameters and uncertainty conditions of 
the measured data can be characterized by the principal components on the transformed space. 
3.2 Grouping of multiple FE models according to similarity 
The K-means method is further implemented in order to classify the multiple FE models into 
several groups according to the similarity, which is now revealed by the application of PCA. 
Combined use of PCA and K-means clustering can group the multiple models, and reduce 
subjectivity in the interpretations and assessments. The objective function for the clustering is 
given by  
¦¦
  
 
K
k
N
i
kiikrJ
1 1
2ˆ μθ      (11) 
where μk is the centroid of the k-th cluster and rik indicates membership of the i-th model in the k-th 
cluster. If the i-th model is assigned to cluster k then rik = 1, otherwise rik = 0. Term inside Σ 
measures the sum of the inner-distances of data points that are assigned to the k-th cluster. The 
algorithm iteratively finds centroids of clusters μk and rik for each of N updated models. The 
number of clusters K is determined by calculating score function which evaluates the quality of 
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clustering by two quantities: the Between Cluster Distance (BCD) and the Within Cluster Distance 
(WCD). The former one indicates the degree of separation of clusters from each other, whereas the 
second term indicates the degree of compactness of each cluster. The score function is thus defined 
as
WCDBCDFS  ..     (12) 
where  
¦
 
 
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where nk is the number of FE models in the k-th cluster, and μ  is the mean of centroids of all K
clusters. Score function values are calculated for different number of clusters, and optimal number 
of clusters for the maximum score is chosen.  
The FE models in each identified group may be characterized by similar property of weighting 
vectors each of which represents specific uncertainty condition of measured data. Thus, depending 
on the features of the groups and characteristic of concerned assessment, a specific group of FE 
models is selected to assess the condition of structures probabilistically. 
3.3 Probabilistic assessment of condition using the multiple FE models  
A set of FE models provides the probabilistic information about the structural condition 
considering measurement uncertainties. Thus, the variability of multiple models indicates a 
likelihood of status that the structure may exhibit under the employed uncertainty of measured data, 
rather than modeling uncertainty. Accordingly, the updated models can be used for probabilistic 
assessment of structural condition.
The condition of structure can be expressed as distribution of any types of structural 
performance index, such as load rating factor, seismic fragility and safety index. In this paper, 
distribution of Load Rating Factors (RF) is calculated by numerical simulations with the multiple 
FE models. The distribution of RFs provides statistical information about vehicle load carrying 
capacity of bridge. When all models are used, the estimated distribution can consider overall 
variability of multiple models caused by all possible conditions of data uncertainty. A group of 
similar models can also be selected to consider specific status of structure according to the 
classified conditions of data uncertainty. 
When the statistical information is not necessary, a model representing each cluster can also be 
selected from the centroids of clusters by Eq. (15).  
> @ θμuθ -1  cTc       (15) 
where μc is the coordinate of centroid of selected group in the principal component space, and θc
the corresponding structural parameters. Structural assessment using the representative model 
yields the average condition of the structure. 
Probability of bridge failure is also evaluated for rigorous probabilistic assessment. A 
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probability model for multiple FE models is obtained by fitting a multivariate normal distribution 
to the matrix of transformed structural parameters Θˆ . Once the mean vector θμ ˆ  and covariance 
matrix θΣ ˆ  are identified, a set of offspring models are sampled from the PDF ),()ˆ( ˆˆ θθ Σμθ Np  
and expressed by a matrix offspringΘˆ . The offspring models in principal component space is 
inversely transformed to the space of structural parameters as 1θΘuΘ &  offspringToffspring ˆ , where 1
&
is a row vector of which components are 1, and offspringΘ  indicates structural parameters of 
offspring models. Through the numerical simulation using the offspring models, probabilistic 
assessment of structural condition can be conducted rigorously. In this paper, probability that the 
bridge does not meet the safety criteria with respect to the rating factor (RF) is calculated by using 
the offspring models. The RF equals to 1 defines a safety criteria indicating necessity of bridge 
reinforcement or vehicle regulation due to insufficient load carrying capacity, rather than actual 
collapse of the bridge.  
The overall procedure for multiple FE model identification, grouping and probabilistic 
condition assessment is shown in the flow chart (Fig. 3).  
4. Application to the assessment of bridge condition
4.1 Application to Yeondae bridge 
Yeondae bridge is comprised of a composite steel box girder with two cells as shown in Fig. 4. 
The bridge is located in a test road section of the expressway 45 in Korea.  
Static loading tests were carried out under various load cases using two test trucks, and 
dynamic loading tests were conducted by running test trucks on the bridge with a varying speed 
from 5 km/h to 100 km/h. Natural frequencies, mode-shapes and dynamic amplification factor 
were identified from the instrumented accelerations and dynamic displacements (Kim et al. 2013). 
In this study, three types of measured data are employed: the first 3 natural frequencies and the 
associated mode-shapes, and vertical displacements of box girders obtained by 3 static load cases 
(Figs. 5 and 6). 
4.2 Identification of multiple FE models 
A baseline FE model has been developed based on the design documents. The box girders, 
cross frames and bracings are modeled using three-dimensional frame elements, and elastic spring 
support elements are used to represent the bearings. The equivalent sectional properties of each 
box girder are calculated considering the composite concrete deck. The structural behavior 
computed by using this FE model was proven to be in good accordance with the actual one 
measured at the completion of construction (Kim et al. 2013). 
The baseline FE model is updated by the proposed procedure in order to evaluate condition of 
the bridge. In the optimization process, 37 structural parameters are considered including the 
coefficient of spring support elements, the mass of structural and substructural members, Young’s 
modulus of the composite box-girder, cross frame and slab, moment of inertia of girder and cross 
frame. Table 1 summarizes the structural parameters and their allowable bounds considered in the 
optimization.
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Fig. 3 Overall schema of multiple FE model identifications, feature extraction, and probabilistic 
assessment of structural condition considering data uncertainty
(a) Composite twin box-girders (b) Side view
(c) Plan view (d) Elevation
Fig. 4 Yeondae bridge
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(a) The 1st mode (2.32Hz) (b) The 2nd mode (2.61Hz) (c) The 3rd mode (3.42Hz)
Fig. 5 Measured modal properties 
(a) Three load cases (b) The measured displacements of box girders (mm)
Fig. 6 Measured static displacements
The objective function for the i-th optimal FE model is formulated as Eq. (16) considering three 
types of responses. 
    GGII iiiiififiTii rwrwrwJ   θrWθmin     (16) 
where rif is the natural frequency residual, riϕ the mode-shape residual, and riδ the displacement 
residual. The 300 sets of weighting vectors are sampled to represent uncertainty of the responses 
and, accordingly, a matrix of structural parameters > @30021 ,...,, θθθΘ   for the 300 updated FE 
models are identified by successive optimizations.  
4.3 Analysis of structural parameters distribution of multiple FE models 
A matrix of transformed coordinate of 300 FE models Θˆ  is obtained along with eigenvector 
matrix u and eigenvalue matrix Λ by applying PCA to the by applying PCA to the Θ . The Fig. 7 
shows the contribution of a few dominant principal components for the variance of the FE models 
in the case of Yeondae bridge, which indicates that more than 90% of the variance of the multiple 
FE models can be explained by the first 9 principal components. 
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Table 1 Structural parameters and their allowable bounds considered in the optimization 
Structural parameters
Allowable 
bounds (%)
Coefficients of spring support elements in 
translation and rotational direction
±30
Mass of girders (span 1, 2, 3, 4), cross frame ±10
Young’s modulus of girders (span 1, 2, 3, 4), cross frame, and slab ±20
Torsional stiffness of girders (span 1, 2, 3, 4), cross frame, and slab ±25
Moment of inertia (Iyy) of girders (span 1, 2, 3, 4), cross frame, and slab ±10
Moment of inertia (Izz) of girders (span 1, 2, 3, 4), cross frame, and slab ±10
Area of transverse slab ±30
Mass of substructural member (vertical, rotational) ±30
Fig. 7 Contribution of each principal component in the variance of multiple FE models
The relationship between the distribution of structural parameters and uncertainty conditions of 
the measured data can be characterized sufficiently by the two largest principal components in this 
example, as represented by gradual variation of weighting factors along the principal axes in Fig. 8. 
Although not presented here, we found that the relationship between the distribution of structural 
parameters and uncertainties does not reveal any specific characteristics in the spaces defined by 
other remaining higher-order principal components. Each point represents each of multiple FE 
models in the orthogonal space. The 2nd principal axis obviously explains the relationship 
between multiple FE models and the weighting factor for natural frequency residual (Fig. 8(a)). 
Variation of the weighting factor for mode-shape residual is also well represented by combination 
of the 1st and 2nd principal axes in Fig. 8(b). In the meantime, wide dispersion of higher 
weightage of mode-shape may suggest the insignificance of MAC based residual due to different 
orders of identified modal parameter and the structural matrices as discussed in Mukhopadhyay et 
al. (2012). The variation of weighting factor for displacement residual is less apparent than others 
(Fig. 8(c)). 
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(a) Natural frequency (b) Mode-shape (c) Static displacement
Fig. 8 Variation of the weighting factors of each measured data for updated FE models 
 
 
Fig. 9 Scores of clustering for different number of clusters
 
 
K-means method is then applied to the Θˆ  to classify models according to similarity. The 
value of score function is evaluated to assure the quality of cluster results while varying the 
number of clusters from 1 to 10, where the optimal number of clusters is found to be three (Fig. 9).
According to the estimated scores, the multiple FE models are classified into three groups as 
shown in Fig. 10.  
 
 
  
Fig. 10 Classification of multiple FE models into 3 groups
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Table 2 Number of FE models in each cluster and characteristics of clusters
Cluster 1 Cluster 2 Cluster 3
Number of 
FE models
99 160 41
Characteristic
of cluster
Higher weighting factor for 
mode-shape residual
Higher weighting factor for 
natural frequency residual
Higher weighting factor for 
displacement residual
 
 
Each group, or cluster, can be characterized by the variation of weighting factors. For example, 
FE models characterized by higher weighting factor for natural frequency residual, shown in more 
bright yellow color in Fig. 8(a), are grouped together in the cluster 2. The cluster 2 also includes 
the models for which all the measurement types are weighted equally. Thus, the FE models in the 
cluster are expected to be suitable for the evaluations requiring good prediction on the natural 
frequency, such as seismic fragility analysis. Similarly, the cluster 1 and cluster 3 are characterized 
by higher weighting for mode-shape and displacement residuals, respectively (Figs. 8(b) and 8(c)). 
The multiple FE models can be classified into distinct groups without subjectivity by the combined 
use of PCA and K-means. Table 2 shows the number of FE models in three clusters, and their 
characteristics with respect to weighting factor. 
4.4 Probabilistic assessment of bridge condition using load rating factor 
Condition assessment of bridges evaluates the remaining resistance capacity of major structural 
components of bridge against external loads. Especially, the vehicle load carrying capacity is 
quantified by evaluating load rating factor. The Rating Factor (RF) is usually computed by using a 
single updated FE model by which bridge condition is reflected restrictively. On the contrary, the 
proposed procedure utilizes multiple updated FE models that can represent possible states of 
structural conditions, and the estimated rating factors provides statistical information on bridge 
condition.
The rating factors are evaluated with respect to the maximum positive bending moment for the 
strength limit state I (MLTM 2012). Table 3 shows the results obtained by using different sets of 
FE models: all the identified FE models and FE models in each of the three clusters. Since rating 
factors are highly dependent on the stiffness of the bridge, it can be concluded that the mean value 
of 2.16, computed by using FE models in the cluster 3 that is characterized by higher weighting 
factors for displacement residual, represents properly the current condition of the bridge. This is 
also confirmed by more rigorous analysis where highly refined updated FE model based on 
measured data produced a rating factor of 2.15  (Kim et al. 2013). It is noteworthy that, when 
50% of the FE models closest to the centroid of each cluster are used, all the standard deviations 
have decreased considerably while the mean values have not changed much. Fig. 11 also shows 
that using the FE models of cluster 3 results in narrower and shifted distribution of rating factor 
compared to the case of using all the identified FE models. 
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Table 3 Rating factors using different set of FE models
All identified FE 
models
Cluster 1 Cluster 2 Cluster 3
Mean value 2.06 2.06 (1.98)* 2.03 (2.03)* 2.16 (2.18)*
Standard deviation 0.129 0.153 (0.104)* 0.089 (0.064)* 0.128 (0.081)*
( )* : values estimated by using 50% closest FE models to the centroid of each cluster 
 
Fig. 11 Distribution of rating factors estimated by using all identified FE models and FE models in the
cluster 3
 
 
When probabilistic information is not necessary, the proposed procedure can simply use one 
representative FE model located at the centroid of each cluster. In this case, the rating factors are 
evaluated as 2.01, 2.01 and 2.11 for cluster 1, 2 and 3, respectively, which are close to the mean 
values for each cluster. Thus, the evaluation of bridge condition using the representative FE model 
can also reflect each cluster’s characteristics in this procedure.
The probability of bridge failure is computed as > @1d RFPp f . Here, the limit state function 
indicates insufficient load carrying capacity. To evaluate the probability, a distribution of rating 
factors is estimated by numerical simulations with 10,000 offspring FE models, which are
generated from a multivariate normal distribution for the updated FE models. Then, the probability 
of insufficient load carrying capacity is evaluated by using a Gaussian PDF that is fitted to the 
distribution of rating factors. The evaluations are repeated by using FE models of each cluster, 
respectively. Table 4 lists statistical properties of the rating factors estimated by using the 
offspring models, and the probability of bridge failure for the identified clusters. The probability 
computed by using FE models in each cluster is significantly small compared to the one using all 
the identified FE models because data uncertainties are well taken care by clustering. The 
probabilistic assessment of the current structural condition by the proposed procedure can provide 
useful and efficient information for optimizing repair and maintenance plan in terms of lifetime 
cost and safety.
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Table 4 Statistical parameters of rating factors obtained by using 10,000 offspring models and probability of 
insufficient load carrying capacity
All identified FE 
models
Cluster 1 Cluster 2 Cluster 3
Mean value of RF 2.01 2.09 2.06 2.15
Standard deviation
of RF
0.39 0.26 0.24 0.26
pf 2.54×10-3 1.57×10-5 4.38×10-6 4.18×10-6
 
 
Fig. 12 Fitting of a Gaussian distribution (μ = 2.01, σ = 0.39) to the distribution of rating factors estimated 
by considering all identified FE models
 
5. Conclusions 
In this paper, a new procedure for assessing probabilistic condition of bridge considering 
measured data uncertainty has been proposed. The uncertainty of measured data is represented by 
the variation of weighting vectors. Multiple updated FE models are identified by successive 
optimizations using varying weighting vectors for specific measured data, and are classified into 
groups according to their similarity by using Principal Component Analysis (PCA) and K-means 
clustering. Probabilistic condition of a structure is properly assessed by using a selected group of 
updated FE models depending on the degree of data uncertainties. It is shown in the application 
example of Yeondae bridge that the proposed procedure can effectively evaluate probabilistic 
distribution of load rating factors for representing the current remaining resistance capacity of the 
bridge. The probabilistic assessment of the current structural condition by the proposed procedure 
can provide useful and efficient information for optimizing repair and maintenance plan in terms 
of lifetime cost and safety. 
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Abstract. Although timber structures have been extensively used in underground temporary supporting 
system, their actual performance is poorly understood, resulting in potentially conservative and 
over-engineered design. In this paper, a novel wireless sensor technology, SmartPlank, is introduced to 
monitor the field performance of timber structures during underground construction. It consists of a wooden 
beam equipped with a streamlined wireless sensor node, two thin foil strain gauges and two temperature 
sensors, which enables to measure the strain and temperature at two sides of the beam, and to transmit this 
information in real-time over an IPv6 (6LowPan) multi-hop wireless mesh network and Internet. Four 
SmartPlanks were deployed at the London Underground’s Tottenham Court Road (TCR) station 
redevelopment site during the Stair 14 excavation, together with seven relay nodes and a gateway. The 
monitoring started from August 2013, and will last for one and a half years until the Central Line possession 
in 2015. This paper reports both the short-term and long-term performances of the monitored timber 
structures. The grouting effect on the short-term performance of timber structures is highlighted; the grout 
injection process creates a large downward pressure on the top surface of the SmartPlank. The short and long 
term earth pressures applied to the monitored structures are estimated from the measured strains, and the 
estimated values are compared to the design loads. 
Keywords: wireless sensor network; timber structure; underground construction; grouting; earth pressure 
1. Introduction 
Integrated in modern excavation and supporting systems, timber remains an important ground 
supporting material since the inception of underground construction (Mark and Barczak 2000, 
Mackenzie 2014). In early tunnels, timber was used for the initial or temporary support, followed 
by a permanent lining of brick or stone masonry. At present, timber support of temporary work 
continues to be an effective system for ground support, due to its availability, flexibility and ease 
of installation. It is preferred over steel mainly as: (1) it has a lower density (~420 kg/m3) for 
transportation; and (2) it offers more flexibility, as it can be easily sawn, manipulated and put in 
the form of a support on site to suit specific local requirements whenever arise. As a construction 
material, timber requires none of the special equipments necessary for the placement of concrete or 

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steel support, which demands a carefully dimensioned and engineered excavation for their 
installation. Nevertheless the principal disadvantage of timber as a support method is higher 
material cost and labor cost associated with its labor-intensive installation. This not only poses 
health and safety risks to workers, but also increases the cost and construction time. Therefore, in 
any situation if used, it should be able to bear the load safely and its consumption should be 
minimized /optimized to economize on its material and construction costs. 
Despite its extensive usage in underground construction, the actual performance of the timber 
supporting temporary works has not been thoroughly understood, resulting in often conservative 
and over-engineered design. Until recently, temporary timbering support is solely relying on the 
experience of the contractor and analogies from the mining industry. An estimation of loads on 
underground temporary structures is principally based on the classical recommendations by 
Terzaghi (1946) and some historic practices. The former is probably only adequate for relatively 
shallow tunnels in favorable ground conditions (Kavvadas 2003), while the latter is considered by 
the industry to lead to over-engineered structures. For instance, the short-term and long-term 
horseheads in the London Underground are designed to carry at least 25% and 40% of the soil 
overburden, respectively (Mackenzie 2014). In order to cater for the different loading conditions in 
the field and in the laboratory, the strength of timber in the underground environment is commonly 
derived from laboratory compression tests based on the generalized de-rating factor, which was
originally developed from gold mines in the 1980’s (Robert et al. 1987). Following these industrial 
guidelines, no incident has been reported in the past that any of these timbers failed in the London 
Underground, except the cross-passage incident at Victoria, where the full overburden loading 
induced by the train vibration was carried (Mackenzie 2014).
Timbers are often used in underground mining. Szwedzicki (1989) argued that the safety factor 
for timber supports in underground mining was too high, as no sign of stress was observed in 
many timber packs. Recently, in-situ load measurement has enabled better understanding of the 
real performance of elongate support units. For example, Daehnke et al. (2000) evaluated the 
performance characteristics of eighteen 140 mm diameter mine poles instrumented with standard 
pre-stressing units, and six 170 mm diameter mine poles without pre-stressing units spread at four 
locations of two mines. Direct comparison between the field and laboratory testing results 
subjected to oblique loading conditions indicated that the relationship proposed by Robert et al.
(1987) had overestimated the strength of mine poles installed in situ, attributing this 
overestimation to the effects of installation angle and rotation during the loading process. Piper 
and Malan (2008) used a wired load logger to measure the in-situ loads on four types of timber 
elongates with diameters ranging from 160 mm to 180 mm in a shallow platinum mine under very 
low rates of closure. Their measurements indicated that the original de-rating factor was too 
conservative; a de-rating factor of up to 40% for low closure areas may be appropriate to take into 
account of the differences between laboratory and field conditions. Bierman et al. (2013) proposed 
a revised de-rating methodology for timber elongates by recognizing that the original de-rating 
factor may underestimate their in-situ performance. 
These past studies imply that the real performance of timber structures in underground 
construction could be very site-specific, and can only be understood in conjunction with the 
environment and real-time ground behavior that they support. The design of timber-based support 
system should be based on the measurements at that site, and not on the de-rating factors or 
measurements from others (Piper and Malan 2008). The use of timber for temporary ground 
support in tunnelling in London Clay has been extensively adopted for over one hundred years,
due to the satisfactory physical properties of London Clay. Large components of the face timbering 
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are used to manage the stability of advancing tunnel faces. Cement grout is then pumped into 
voids between the irregular excavated clay surfaces and the close timbering to avoid soil softening 
and loss of ground, and to act as a primitive seal by preventing clay to be exposed to the air in the 
tunnel. These London practices have heavily influenced the traditional timbering in other cohesive 
soil in the UK (Mackenzie 2014). Unfortunately, based on our best knowledge, there has been no 
in-situ measurement or evidence made in underground construction to validate its timbering design 
philosophy.
With the advances in sensor technology, the wireless sensor system has emerged as an 
alternative to the traditional sensor system. The use of wireless sensor network allows faster
deployment, less complication in maintaining the system and better Signal-to-Noise Ratio (SNR)
compared to a wired solution. It can facilitate continuous monitoring of critical underground 
infrastructures with minimum human involvement (Bhalla et al. 2005, Hoult et al. 2009, Bennnet 
et al. 2010a, b). However there are other challenges such as robust wireless communication to 
overcome (Akyildiz and Stuntebeck 2006, Stajano et al. 2010, Kennedy and Bedford 2014). In this 
paper, a novel monitoring technology, wireless SmartPlank system, is introduced. Monitoring on a 
London Underground temporary supporting system is ongoing, using this new technology to 
understand the actual field behavior of these timber structures.
2. Wireless sensor network
A wireless SmartPlank system measures the field performance of temporary timber structures 
used in manual underground construction in order (i) to examine the validity engineering 
assumptions made in design and (ii) to use it as real time monitoring system for safety of 
construction workers. It consists of an instrumented plank (SmartPlank), some relay sensors and a 
gateway. The engineering information measured by SmartPlank is transmitted in real-time over an 
IPv6-based multi-hop wireless mesh network and Internet while the underground construction is 
taking place. The main advantages of wireless against wired are (i) its ease to be installed in 
confined space by construction workers due to safety reason and (ii) continuous monitoring of the 
structures from the installation stage.  
2.1 SmartPlank 
SmartPlank is a wooden beam equipped with a streamlined wireless sensor node, and two thin 
foil strain gauges accompanied with two temperature sensors. It measures the strain and 
temperature experienced by the beam, and transmits this information in real-time through a 
multi-hop mesh network. 
A typical installation of SmartPlank consists of a horizontal head tree supported by two vertical 
side trees using Yankee brob (see Fig. 1). The top tree takes bending load while the side trees hold 
the vertical load axially and the lateral bending load. With this layout, strain gauges and 
temperature sensors are attached on both the top and bottom surfaces of the timber plank. A 
wireless sensor node is attached to the underside to allow wireless communication. A load cell can 
be placed at the top of the side tree at the Yankee brob and connected to another wireless sensor 
node (this was not done in this study). The top tree is countersunk by having the side trees 
shortened to accommodate the load cells, which enables a constant height for all timber frames.
A 5 mm wire lead strain gauge was used in this study. To avoid the usage of inflammable epoxy 
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adhesives on site, a special mounting plate (60 mm×20 mm×5 mm) using Aluminum alloy 6082
(see Fig. 2(a)) was designed and manufactured. The ends of the plate were made to be thick to 
ensure a good load transfer from the plank to the gauge. Strain gauges were glued onto the middle 
thin part of the plate to minimize its local reinforcement effect, and flexible wiring was soldered 
onto the strain gauge electrical leads. The mounting plate equipped with strain gauge was then 
mounted to the timber surface on the bottom and top sides to measure both tension and 
compression during the bending.
A temperature gauge MCP9700A (see Fig. 2(b)) was also attached to the plank surface 
alongside with each strain gauge to account for any effects that temperature variation might have 
on the strain gauge. It is a low-cost analog temperature sensor that converts temperature to analog 
voltage and then digitized by the sensor node. The accuracy of the sensor is ±2˚C for a temperature 
range from 0˚C to 70˚C, and the operating current is only 6μA.
The electrical wiring from all strain gauge units and temperature gauges is connected to the 
wireless sensor node attached to the bottom side of the timber plank. The sensor node has 4 input 
channels, each of which can accept a resistive sensor. Each input channel forms one leg of a 
Wheatstone bridge and is also connected to ADS7795 Analogue to Digital converter (ADC). 
ADS7795 is a multi-channel ADC and has an internal amplifier with software selectable gain in 
powers of 2 from 1 to 128. Each channel can be individually powered and read to keep the total 
power consumption down to meet the limitations of the battery. The gain of each channel can also 
be set individually. ADS7795 also has an internal temperature sensor that measures ambient 
temperature. Each wireless sensor node is powered by either 2 AA size batteries mounted directly
on the PCB of the sensor node or by an external pack of 2 D sized Lithium-thionyl Chloride 
batteries to provide extended operating lifetime. Each sensor node starts sampling the strain 
gauges and the temperature sensors, and transmits this information through its radio interface. 
There is a trade-off between the frequency of readings and the battery life. The reading frequency 
is set in software, and is typically chosen to take a set of readings every 15 minutes for the first 
week, and then take hourly readings afterwards. It is expected that the nodes will remain in place 
and will not be recoverable.
Fig. 1 Idealized SmartPlank prototype
Strain gauge & Temperature gauge
Strain gauge & 
Temperature gauge
PCB
Load cell Load cell
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Fig. 2 Sensors mounted on the SmartPlank: (a) strain gauge mounting plate and (b) temperature gauge
2.2 Wireless network 
Each wireless sensor node is programmed with application software that has been developed in 
Contiki OS, an open source operating system for embedded and resource constrained devices. This 
application software periodically switches on individual channels, powers up the ADS7795, writes 
configuration commands to it to set input channel and amplifier gain and then samples 10 
measurements from each channel. It computes the mean and median values of these measurements 
and then transmits this information over the wireless network. The input channel and ADS7795 are 
then powered down. Each sensor nodes uses the IPv6 (6LowPan) stack provided by Contiki OS to 
form a multi-hop network with nearby SmartPlank nodes and relay nodes.
A relay node is identical to a SmartPlank sensor node except that it does not include any strain 
gauge or temperature sensors. Its role is to provide connectivity between SmartPlank sensor nodes 
and the gateway. The 6LowPan network layer includes neighbor discovery, address configuration 
and packet routing capabilities. It discovers neighboring nodes and maintains the shortest route to 
the gateway based on link layer packet loss to neighboring nodes. When a data packet destined for 
the gateway is passed down to the network layer, it looks up the next hop node in its routing table 
and transmits it to this neighbor. At each node this process continues until the data packet is 
delivered to the gateway.
Fig. 3 Wireless sensor network in underground tunnel
Strain gauge
Mounting plate (a)
5
20
60
(b)
(unit: mm)
SmartPlank
Relay
Tunnel
Ground surfaceGateway
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The gateway provides local data storage and connectivity to the Internet via a 3G modem. The 
IPv6 based network allows each sensor node to send data to any host machine over the Internet. It 
also becomes a host to connect to individual sensor nodes as well. Each node also implements 
radio duty cycling in software, and switches its radio on with a frequency of 8Hz to sample the 
radio channel. If it senses any radio transmission, it keeps the radio on to receive the entire packet,
otherwise the radio is switched off to save energy. 
The received sensor data from strain gauges and temperature sensors is first converted into 
voltage, and then into strain and temperature measurements. The strain is obtained by using gauge 
resistance (e.g., 120 Ω for RS strain gauge), and gauge factor (GF) which is a fundamental 
parameter of the strain gauge defined as the ratio of fractional change in electrical resistance to the 
fractional change in length. The typical GF for foil strain gauges is around 2.1. The measurement 
from the temperature sensor can be translated by using the temperature coefficient (10mV/ଇ for 
MCP9700A) and the output voltage at zero degrees (500mV for MCP9700A). Note that 
temperature compensation is essential to obtain the real strain. 
It is vital that the whole system is connected together and tested prior to the real deployment. 
This is not only to check the network connectivity, but also to assess the capability of each 
SmartPlank (e.g., strain gauge attachment). To replace the installed problematic planks on real site 
would become rather difficult, as most of the sites will be inaccessible and unreachable during the 
excavation period. Calibration of SmartPlank was also conducted in the laboratory to understand 
the relationship between the actual desired measurements and the collected signal data. Loading 
tests were conducted with strain gauges directly attached to the wooden beam and with the strain 
gauge holders next to the directly attached gauges. Results show that the system measures the 
strain of the instrumented beam accurately.
3. SmartPlank deployment at TCR
London Underground’s Tottenham Court Road (TCR) station is currently being upgraded to 
meet the expected rise in passenger numbers interchanging between London Underground services 
and Crossrail in 2018. One sub-project is to provide a new access from Stair 14 to the Central Line 
platforms to reduce congestion. Temporary works have been installed from the Stair 14 upper 
landing since August 2013, in order to create space and lifting facilities for the installation of the 
modular channels and top strut above the platform tunnel shoulder during the Central Line 
possession in 2015. The reinforced concrete, and steel frames together with timber were employed 
to support the ground after excavation. The deployment of wireless SmartPlank system was 
carefully designed to comply with the site conditions and the timber temporary system.
3.1 Geological conditions
The geological sequence at Stair 14 comprises of a thin layer of Made Ground and Thames 
River Terrace Gravels, underlain by the London Clay formation, Harwich formation, the Lamebth 
Group formation, the Thanet Sand formation then the Chalk, as shown in Fig. 4. The Central Line 
platform tunnels are entirely within London Clay. The proposed platform level at the Stair 14 
opening is 100.445 m TD (tunnel datum), and the existing platform tunnel axis levels varies 
between 101.6 mTD and 101.9 mTD. The borehole data shows that the reduced levels of the 
boundaries between strata are similar with no noticeable dipping or faulting. The pore pressure 
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profile is likely to be severely under-drained at this location as the site lies in the middle of the 
main cone of depression caused by abstraction from the deep aquifer in central London. Therefore, 
groundwater levels are expected to be around 65 mTD. Further details of the site can be found in 
Yeow et al. (2014). 
3.2 SmartPlank deployment
From the completed Stair 14 upper landing, the temporary works were constructed in sequence 
from stage I to stage VI, as shown in Fig. 5. At each cross-section, up to 20 frames of heading 
timber were constructed along the line of the modular channels, resting on the H-shaped steel 
beam frames which were bolted into the concrete walls. The siding and heading H-shaped steel 
beams are UC 152×152×37 and UC 203×203×46, respectively. The grade of timber used in the 
temporary support system was C24, with Young’s modulus of 9GPa.
Four SmartPlanks numbered as SP51, SP52, SP53 and SP54 were deployed at TCR Stair 14, as 
shown in Fig. 5(a), each with a rectangular cross-section of 200 mm×100 mm (see Fig. 5(b)). For 
each SmartPlank, the designed locations for each support were first marked. A strain gauge and a 
temperature sensor were then attached in the mid-span of both the top and bottom surfaces of the 
plank, and the wireless sensor node was attached on the bottom side of the timber, as shown in Fig. 
6(a). The electrical wiring that connects all the sensing units and the wireless sensor node was 
wrapped to the side of the plank. This is to avoid direct damage to the wiring during the H-beam 
installation. Once prepared, each SmartPlank was tested to check its connectivity, and take the 
baseline readings prior to being installed. The instrumented SmartPlanks were then wrapped with 
tape to protect them from any physical damage.
The SmartPlanks were installed together with the other planks once the designated location was 
ready, and were switched on immediately after the installation. Although the planks were supposed 
to be supported by four bearings (as shown in Fig. 5(a) for SP54), in reality there were only the 
first and fourth ones available at the initial stage. Wedges were used to stabilize all the planks, 
which could induce a certain amount of axial force in the planks. It was witnessed that the soil 
could actually hold itself without failing before the planks were installed. Grouting was then 
carried out immediately after the timber heading at each stage, to prevent softening and loss of 
ground (see Fig. 5(a)). The grout also acts as a primitive seal to prevent the clay being exposed to 
the air in the tunnel. All the bolt holes on the timber head trees were protected during the grouting. 
The other two steel bearings in the middle were then added a week or so later after the plank 
installation. Fig. 6(b) gives a picture of SP52 installed at Stair 14 TCR. It is worth noting that the 
antenna had to be extended and hung down to provide good wireless communication among each 
node.
3.3 Wireless sensor network at TCR
The wireless monitoring system was deployed at TCR Stair 14 to monitor the field performance 
of timber heading, including 4 SmartPlanks, 7 relays and a gateway, as shown the plan view in Fig. 
7. The initial plan was to spread the relays along the tunnel and connect the gateway with 3G 
signal, so the data can be sent back to a server in Cambridge. Unfortunately there was very poor 
3G signal coverage in the vicinity of the station. As a result, the gateway was moved to the current 
position shown in Fig. 7, and formed a wireless network. In the mean time, SP51 was not properly 
installed at the very beginning, and thus became unrecoverable and useless in the end. Monitoring 
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with the other three SmartPlanks is still ongoing.
Fig. 4 Geological strata levels at Stair 14, Tottenham Court Road Station, London
(a) Longitudinal view (b) Sectional view (A-A)
Fig. 5 SmartPlank deployment TCR Stair 14 
(a) before installation (b) after installation
Fig. 6 Instrumented SmartPlank at TCR Stair 14
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Fig. 7 Wireless sensor network deployment at TCR Stair 14 (plan view)
4. Field performance of SmartPlanks
The SmartPlank monitoring at TCR Stair 14 does indicate movement of the timber supporting 
system, which will be discussed more in detail here, including observations on both the short-term 
and long-term performance. 
4.1 Cement hydration 
Fig. 8 presents the temperature variations captured by the temperature sensors attached on SP52. 
The first packet of data was received just before the grouting. From Fig. 8, it is observed that the 
temperature on the top surface of SP52 rose up to 33 degrees around 10 hours after the grouting, 
and it then gradually decreased to about 25.6 degrees. This is consistent with the classical 
hydration process of Portland cement. Meanwhile, the temperature variation inside the tunnel is 
also being monitored by both the temperature sensor in PCB and temperature gauge, with very 
close measurements. Most of the time, the temperature experienced on the top surface was much 
higher than the one measured at the bottom, except one occasion on 27th September 2013 
probably attributed to the lighting nearby. The maximum and residual temperature differences 
were up to 10.5 and 2.8 degree respectively.
Fig. 8 Temperature variations on SmartPlank 52
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4.2 Short-term mechanical performance 
Fig. 9(a) illustrates the strain variations experienced on both the top and bottom surfaces of S52 
within one month from its installation. The negative strain means compression. It can be clearly 
observed from Fig. 9(a) that the top surface initially suffered from a very large compression 
immediately after its installation and then gradually recovered, while the strain happened on the 
bottom part was much smaller than that of the top part. During the grouting, the peak compression 
strain was up to 2139.4 micro-strains. This suggests that the grouting had created a downward 
pressure from the top surface of the plank, together with a pair of extra axial forces, as indicated in 
Fig. 10. In the meantime, the observed peak compression strain may well exceed the elastic range 
of the timber, inducing some plastic or permanent damage (Buchanan 1990, Fiorelli and Dias 
2003).
The strain on the top surface then dropped rapidly to 41.4% of the peak compression strain 
when the corresponding temperature reached its maximum value (see Fig. 9). It continued to 
recover another 24.9% of the maximum compression strain during the cement hardening and
shrinking, resulting in a residual compression strain of about 352.8 micro-strains. The SmartPlank 
was not experiencing pure bending, as there was a residual axial force induced by its installation 
using wedges. Very similar recovery phenomenon of the compression strain on the top surface of 
the SmartPlank was also observed from our first pre-trial at Victoria Station (not reported here).
Another instrumented plank, SP54, was the last one installed. At the very beginning of the 
grouting, the collected strain data on both the top and bottom surfaces indicated that the 
SmartPlank was largely compressed on both sides, as shown in Fig. 9(b). Unfortunately, a few 
days after the grouting, it was discovered that there were significant amount of oxidized 
components in the sensor nodes, caused by unexpected grouting-induced corrosion. The motes 
stopped working. The oxidized components and the batteries were replaced 24 days after the 
sensor corrosion due to site inaccessibility. Clearly, extra waterproof precautions must be 
employed to better protect the sensor nodes. Nevertheless, on the basis of previous analysis, the 
performance of SP54 was reconstructed, as shown in Fig. 9(b).
(a) SmartPlank 52 (b) SmartPlank 54
Fig. 9 Short-term performance of SmartPlanks
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(a) longitudinal view (b) cross-section view (B-B)
Fig. 10 Grouting effect on SmartPlanks
4.3 Long-term mechanical performance 
(a) SmartPlank 52 (b) SmartPlank 53
(c) SmartPlank 54
Fig. 11 Long-term performance of timber structures
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Fig. 11 presents the long-term performance of SmartPlanks at Stair 14 over a period of 10 
months after the installation. It can be observed the figure that all three SmartPlanks continued to 
deform after the short-term. From December 2013 to May 2014, the data delivery was limited due 
to antenna damage as well as Contiki software and gateway problems. Despite this, on the basis of 
the strain rate, their deforming characteristics can be divided into two stages: (1) from 1 month to 
3 months; (2) after 3 months. At the first stage, the strain varies in a more rapid way compared to 
that of the second stage, together with some strain fluctuations. Taking SP52 for an example, the 
strains on the top and bottom surface vary in a very similar slope, and the average strain rates for 
both stages are about -0.89 με/day and -0.19 με/day respectively, as shown in Fig. 11(a). For SP53, 
Fig. 11(b) indicates that there were no clear differences between the strain rates of the two stages 
mentioned above. Instead, the second stage seems to start from the 1st month, rather than the 3rd 
one. This is probably due to the relatively high location of SP53, and the protection of the spiles, 
as shown in Fig. 5.
For SP54, it is obvious from Fig. 11(c) that the strain rates at the 1st stage were much higher 
than that of the other two. The averaged strain rates for the bottom and top surfaces were up to 
1.91 με/day and 7.91 με/day respectively. This attributed to the adjacent deep excavation at stage 
VI, as shown in Fig. 5(a). At the second stage, although there was not much data collected, some 
large strain fluctuations were observed at the end of May 2014. Two continuous cracks developed 
on each side of the walls from November 5th, 2013, between the 2nd and 3rd supports for SP54 
(see Fig. 5(a)). The width of the cracks is up to 1mm. This suggests that SP54 experienced some 
localized movement which may result in the large strain measured.
5. Earth pressure
By assuming a uniformly distributed load, the earth pressure acting on the instrumented planks 
was estimated using the measured strain according to the beam theory. Two models were adopted 
to consider different support conditions, and the results are then compared with the current design.
5.1 Simplified model 
In this study, a uniformly distributed load is assumed, and two different supporting conditions, 
namely a simply supported beam (Case 1) and a three-span continuous beam (Case 2), are taken 
into account, as shown in Fig. 12. All the supports are modeled as elastic bearings, rather than 
fixed supports, to characterize the contribution from their supporting H-beam frames. The vertical 
stiffness kv of the elastic support is obtained by calculating the deformation of the steel frame using 
the virtual displacement method, and the results are: 42.85 MN/m, 85.69 MN/m and 43.52 MN/m 
for SP52, SP53 and SP54, respectively. The relatively higher value of stiffness for SP53 is due to 
its eccentric location, as illustrated in Fig. 7. The horizontal stiffness kh of the support is simply 
assumed to be ten times of the vertical ones, but the selection of kh will not affect the following 
results in this study.
In Case 1 (see Fig. 12(a)), we assume that each SmartPlank is a simply supported beam during 
the whole loading process. This implies that the two additional supports placed later (as stated in 
section 3.2) were not activated at any time. The earth pressure time history p(t) for each 
SmartPlank is then obtained using the purely bending strain ε(t). In Case 2 (see Fig. 12(b)), on the 
other hand, the strain history of each SmartPlank is first divided into two parts: ε(t1) for the purely 
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bending strain measured within the first week of installation and ε(t2) for additional strain 
measured from the second week after its installation. Note that their interpretations toward to the 
earth pressure are performed separately. The first part of earth pressure time history p(t1) is 
calculated in the same way as that in Case 1, using ε(t1). However, the second part of earth 
pressure time history p(t2) depends on the incremental strain Ȟε(t2), which is taken as the 
difference between ε(t2) and the purely bending strain in a week after the installation ε0. If Ȟε(t2) is 
negative, p(t2) is calculated as the superposition of the earth pressure in a week p0 and the 
incremental earth pressure Ȟp(t2). The former is obtained based on the simply supported beam 
using ε0, while the latter is calculated based on the three-span continuous beam using Ȟε(t2).
Otherwise, p(t2) is computed in the same way as that in Case 1, using ε(t2).
5.2 Earth pressure 
Fig. 13 presents the back calculated vertical earth pressure histories on the two of three 
SmartPlanks based on the abovementioned two cases. For SP52 as shown in Fig. 13(a), the 
estimated pressure within the grouting period is 100.60kPa. This matches well to the actual 
grouting pressure measured (approximately 100 kPa). For the post-grouting stage, there was 
almost no difference between the two cases, except the period between 21st and 26th September 
2013, as indicated in the inset of Fig. 13(a). This is probably due to the adjacent construction work 
(e.g., prop installation) during that period. The residual earth pressure is estimated to be 13.06 kPa,
which corresponds to 3.53% of the total overburden vertical stress σv.
For SP53, as shown in Fig. 13(b), most of the data was lost during the grouting stage. The
estimated residual earth pressure is 26.92kPa (7.87% of σv) for Case 1 and 27.13kPa (7.93% of σv)
for Case 2. For SP54, the estimated pressure is 75.37kPa (20.34% of σv) for Case 1 and 594.92kPa
(160.57% of σv) for Case 2. The result from Case 2 for SP54 seems to be significantly 
over-estimated, which is possibly due to some localized pressure with two major cracks observed
on the siding walls, as discussed earlier. Therefore, for SP54, the assumption of uniformly 
distributed load may not be appropriate. Further investigation is needed.
Fig. 12 Longitudinal section of TCR Stair 14
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(a) SmartPlank 52 (b) SmartPlank 53
Fig. 13 Calculated earth pressure
5.3 Discussions 
Considering the embedded depth, the total vertical overburden pressures σv for SP52/SP54 and 
SP53 are 370.5kPa and 342kPa, respectively. In the design, using Terzarghi’s arching theory, the 
short-term load varies between 15% and 25% of the full overburden for the proposed excavation 
width at Stair 14. These loads then increase to around 40% of the overburden for the long-term 
loading condition. The temporary works design comprises of short-term components, timber 
headings, used to create sufficient space to install the longer-term support elements, steel frames 
and reinforced concrete. At the design stage, the design load using 25% of the full overburden for 
short-term ground load was considered to be too conservative, as the installation of stiff concrete 
filled steel spiles in the Mid-level Sewer in Oxford Street would limit the ground loads acting on
the timber headings constructed below (see Fig. 5). Therefore, the design loads for Stair 14 were 
taken as 15% and 40% respectively, rather than 25% and 40% (Mackenzie 2014).
(a) Short-term (b) Long-term
Fig. 14 Comparison between the calculated earth pressure and the designing load
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Fig. 14(a) presents a comparison between the estimated earth pressure ratio for the three 
SmartPlanks and the short-term designing load. As shown in Fig. 14(a), there is not much 
difference for all three SmartPlanks. The measurements from SP52 rose up to 27.15% during the 
grouting stage. After that, all the measurements became well below the design load 15%. This 
indicates that the short term performance of the planks is governed by the grouting process, which
is not considered as part of the short-term earth pressure design.
For the long-term earth pressure, as shown in Fig. 14(b), the data recorded so far for the past 10
months indicates that the straining of SP52 and SP53 has stabilized, and hence it is difficult to 
evaluate whether there are any differences in short and long-term design loads. After 10 months of 
tunneling, the normalized earth pressures estimated using Case 1 and Case 2 are 3.53% and 3.53% 
for SP52, and 7.87% and 7.93% for SP53, which appear to be much smaller than the design value 
of 40%. However, for SP54, the uncertainty in the support made it difficult to evaluate whether the 
applied earth pressure is within the range of the design value. The effect of localized deformation 
observed at this location was discussed earlier.
Given the underestimation and overestimation of the short-term and long-term earth pressures 
on the timber structures respectively, there is an opportunity to improve their design. A set of 
simple empirical rules for timbering (e.g., an optimized grouting pressure) could largely reduce the 
timbering components in mass and dimension, and thus reduce the health and safety risks, as well 
as the construction time and cost. Further investigation is ongoing. 
5. Conclusions
This paper proposed a novel wireless sensor network technology to monitor the field
performance of timber structures in underground construction. The capability of the system 
developed was demonstrated through a case study at Stair 14 temporary works, TCR, London. The 
use of SmartPlank offers an opportunity to improve our understanding on the field performance of 
the timber structures, which could lead to an optimized design, and a reduced health and safety 
risk to workers. Ultimately it can be used for real-time monitoring of timber structures to ensure 
safety of the workers. The key findings are summarized as follows.
x Grouting effect on the short-term performance of timber: the top surface of SP52
experienced a large compression strain during the grouting, and it then gradually recovered 
even after the hydration rate reaches the peak. The grouting-induced compression strain could 
be up to 0.22%, which may cause some plastic or permanent damage on the timber. The 
grouting effect may be minimized by reducing the grouting pressure, or strengthening the 
support before grouting.
x Cement hydration: the cement hydration process was observed, with temperature rising up 
to 33 degrees around 10 hours after grouting.
x Timber long-term performance: all three SmartPlanks continued to deform over a period of 
10 months after their installation. The deforming process can be divided into two stages: from 
1 month to 3 months and after 3 months. For SP52, the strain change at the first stage was 
around 4.7 times faster than that of the second stage. Much quicker strain change was observed 
on SP54 probably due the localized deformation caused by nearby construction.
x Earth pressure: results from all three SmartPlanks indicate that the short term performance 
of the planks was governed by the grouting process, which is not considered as part of the 
short-term earth pressure design. For the long-term earth pressure, the normalized pressures 
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estimated from the strain data of SP52 and SP53 were between 3% and 8%, which are much 
smaller than the design value of 40%. Although the strain development at present is rather 
small, the planks will be monitored until 2015 to further evaluate their long-term performance.
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Abstract. Due to corrosion, a large number of belt conveyors support structure in industrial plants have 
deteriorated. Severe corrosion may result in collapse of the structures. Therefore, practical and effective 
structural assessment techniques are needed. In this paper, damage identification methods based on two 
specific local vibration modes, named periodic and isolated local vibration modes, are proposed. The 
identification methods utilize the facts that support structures have many identical members repeated along 
the belt conveyor and there exist some local modes within a small frequency range where vibrations of these 
identical members are much larger than those of the other members. When one of these identical members is 
damaged, this member no longer vibrates in those modes. Instead, the member vibrates alone in an isolated 
mode with a lower frequency. A damage identification method based on frequencies comparison of these 
vibration modes and another method based on amplitude comparison of the periodic local vibration mode 
are explained. These methods do not require the baseline measurement records of undamaged structure. The 
methods is capable of detecting multiple damages simultaneously. The applicability of the methods is 
experimentally validated with a laboratory model and a real belt-conveyor support structure. 
Keywords:  damage Identification; belt conveyor; local vibration mode; periodic structure; sensitivity 
analysis 
1. Introduction 
A large number of belt conveyor support structures in industrial plants have deteriorated due to 
corrosion. The corrosion may cause structural failure endangering the safety of the working 
conditions. The failure may also result in significant social and economic loss. In case of 
ironworks, the total length of belt conveyors, carrying iron-ore and other materials, often reaches 
tens of kilometers. Dust falls from the belt and adheres to the support structure. Kilograms of dust 
accumulates on support structure members. Accumulated dust, which is sometimes wet due to rain, 
causes severe corrosion. The corrosions occasionally result in the complete loss of cross section. 

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D ILQLWH HOHPHQW PRGHO RI WKH VXSSRUW VWUXFWXUH LV FRQVWUXFWHG XVLQJ FRPPHUFLDO )( VRIWZDUH
$%$486$EDTXV)($DQGG\QDPLFFKDUDFWHULVWLFVRIWKHVWUXFWXUHDUHLQYHVWLJDWHG7KHQ
WKHVHQVLWLYLW\DQDO\VHVRI WKHIUHTXHQFLHVRI3/90DQG,/90WRVHYHUDOSDUDPHWHUVDUHFDUULHG
RXW 7KH DSSOLFDELOLW\ RI WKHVH PRGHV LQ GDPDJH LGHQWLILFDWLRQ LV LQYHVWLJDWHG )LQDOO\ WKH
SURSRVHG PHWKRGV DUH H[SHULPHQWDOO\ YDOLGDWHG LQ D ODERUDWRU\PRGHO DV ZHOO DV LQ D UHDO EHOW
FRQYH\RUVWUXFWXUH


)LQLWHHOHPHQWPRGHORIWKHEHOWFRQYH\RUVXSSRUWVWUXFWXUH  

$GHVLJQGUDZLQJRIDW\SLFDOEHOWFRQYH\RULVVKRZQLQ)LJD2QHUHSUHVHQWDWLYHVSDQRI
WKLV VXSSRUW VWUXFWXUH LVPRGHOHG LQ$%$486 )LJ E7KH VXSSRUW VWUXFWXUH FRQVLVWV RI WKH
PDLQ IUDPH DQG FROXPQV 7KHPDLQ IUDPH FRQVLVWV RIPDLQ DQG VHFRQGDU\PHPEHUV 7KHPDLQ
PHPEHUV LQFOXGH FRQWLQXRXV ORQJLWXGLQDO PHPEHUV 7KH VHFRQGDU\ PHPEHUV LQFOXGH EUDFHV
ODWHUDOPHPEHUVDQGYHUWLFDOPHPEHUVWKHVHPHPEHUVDUHFRQQHFWHGWRWKHORQJLWXGLQDOPHPEHUV
7KH FRQQHFWLRQV EHWZHHQ WKH FROXPQV DQG WKH JURXQG DQG WKRVH EHWZHHQ WKH PDLQ IUDPH DQG
FROXPQV DUH PRGHOHG DV IL[HG 7KUHHGLPHQVLRQDO OLQHDU EHDP HOHPHQW DUH HPSOR\HG IRU DOO
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PHPEHUV


/RFDOYLEUDWLRQPRGHVRIWKHPDLQIUDPH

7KHHLJHQYDOXHDQDO\VLVVKRZVWKDWWKHUHDUHVRPHPRGHVZLWKLQDVPDOOIUHTXHQF\UDQJHZKHUH
DOO LGHQWLFDOPHPEHUVVWURQJO\YLEUDWH+HUH WKHLGHQWLFDOPHPEHUVDUHGHILQHGDVWKHVHFRQGDU\
PHPEHUV RI WKH VDPH FURVV VHFWLRQV OHQJWKV DQG ORFDO ERXQGDU\ FRQGLWLRQV %HFDXVH WKHVH
PHPEHUV KDYH QHDUO\ WKH VDPH LQWHUYDOV DORQJ WKH ORQJLWXGLQDO GLUHFWLRQ WKHPRGHV DUH QDPHG
3HULRGLF/RFDO9LEUDWLRQ0RGHV3/90$VDQH[DPSOHRQHRIWKH3/90RIWKHWRSDQGERWWRP
EUDFHV LVVKRZQLQ)LJ7KHPRGHVKDSHDPSOLWXGHVDW WKH LGHQWLFDOPHPEHUVDUHPXFKODUJHU
WKDQWKRVHDWWKHRWKHUPHPEHUVWKHDPSOLWXGHVDWFRQQHFWLRQSRLQWVDUHVPDOO2QWKHRWKHUKDQG
QR3/90RIWKHFRQWLQXRXVPDLQPHPEHUVH[LVWV7KHGDPDJHLGHQWLILFDWLRQPHWKRGVGLVFXVVHGLQ
WKLVSDSHUXWLOL]H3/90DQGDUHQRWDSSOLFDEOHWRWKHPDLQPHPEHUV
,I RQH RI WKH LGHQWLFDO PHPEHUV LV GDPDJHG WKLV GDPDJHG PHPEHU GRHV QRW YLEUDWH LQ WKH
3/90 LQVWHDG RQO\ WKLV GDPDJHG PHPEHU YLEUDWHV LQ DQRWKHU PRGH QDPHG ,VRODWHG /RFDO
9LEUDWLRQ 0RGHV ,/90 ,Q IDFW WKH GDPDJHG PHPEHU LV QR ORQJHU LGHQWLFDO ZLWK WKH RWKHU
PHPEHUVDQGWKHGRPLQDQWIUHTXHQF\VKLIWV([DPSOH3/90DQG,/90DUHVKRZQLQ)LJ7KH
GDPDJHGPHPEHUVKRZQLQUHG LVXQGHULVRODWHGYLEUDWLRQLQWKH,/90DQGGRHVQRWYLEUDWHLQ
WKH 3/902WKHU WKDQ 3/90 DQG ,/90 WKHUH DUHPDQ\ ORFDOPRGHV VXFK DV FRPELQDWLRQ RI
ORFDODQGJOREDOYLEUDWLRQPRGHVDQGRWKHUPRGHVZKHUHDOORUVRPHRIQRQLGHQWLFDOPHPEHUV
YLEUDWH






)LJ0RGHOHGVSDQRIWKHEHOWFRQYH\RUD'HVLJQGUDZLQJRIPDLQIUDPHDQGE)(0RGHO

)LJ2QHRIWKH3/90RIWKHXQGDPDJHGVWUXFWXUH
&ROXPQ
0DLQIUDPH
ED
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
)LJ3/90DQG,/90RIWKHGDPDJHGVWUXFWXUH


)LJ)UHTXHQF\FKDQJHVRI,/90YHUVXVVWLIIQHVVUHGXFWLRQ


)LJ)UHTXHQF\FKDQJHVRI3/90DQG,/90YHUVXVVWLIIQHVVFKDQJHRIWKHURWDWLRQDOVSULQJV


)LJ5HODWLYHIUHTXHQF\FKDQJHYHUVXVVWLIIQHVVUHGXFWLRQRIWKHORQJLWXGLQDOPHPEHUV
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
)LJ5HODWLYHIUHTXHQF\FKDQJHYHUVXVVWLIIQHVVUHGXFWLRQRIWKHWZRFROXPQV


6HQVLWLYLW\RI3/90DQG,/90WRSDUDPHWHUFKDQJHV

7KHVHQVLWLYLW\RI3/90DQG,/90IUHTXHQFLHVWRYDULRXVVWUXFWXUDOSDUDPHWHUVLVLQYHVWLJDWHG
KHUHLQ7KHSDUDPHWHUVLQFOXGHWKHSURSHUWLHVRIWKHVHFRQGDU\PHPEHUORFDOERXQGDU\FRQGLWLRQV
LH VWLIIQHVV RI URWDWLRQDO VSULQJV DW WKH FRQQHFWLRQ SRLQWV WKH SURSHUWLHV RI WKH ORQJLWXGLQDO
PHPEHUVDQGWKHJOREDOERXQGDU\FRQGLWLRQVRIWKHPDLQIUDPHLHSURSHUWLHVRIWKHFROXPQV
7RLQYHVWLJDWHWKHVHQVLWLYLW\RIWKH,/90IUHTXHQF\WRWKHVHFRQGDU\PHPEHUVWLIIQHVVFKDQJHV
WKH <RXQJ¶VPRGXOL RI WKUHH LGHQWLFDO EUDFHV LH EUDFH   DQG  DW WKH ERWWRP DQG WRS DUH
FKDQJHG7KHVHQVLWLYLW\LVODUJHDQGDOPRVWWKHVDPHIRUDOOLGHQWLFDOPHPEHUV)LJ
7KHVHQVLWLYLW\WRWKHURWDWLRQDOVSULQJVDWWKHHQGVRIVHFRQGDU\PHPEHUVLVWKHQLQYHVWLJDWHG 
7KHIUHTXHQF\RI3/90DQG,/90VLJQLILFDQWO\FKDQJHVZKHQ WKHURWDWLRQDOVSULQJVWLIIQHVVDW
WKHHQGVRIERWWRPEUDFHPHPEHUVFKDQJHVVHH)LJ 
1H[W WKH VHQVLWLYLW\ WR WKH VWLIIQHVV RI WKH PDLQ ORQJLWXGLQDO PHPEHUV LV H[DPLQHG 7KH
VWLIIQHVV RI DOO ORQJLWXGLQDO PHPEHUV LV UHGXFHG E\  ,Q DGGLWLRQ WKH IUHTXHQF\ FKDQJH RI
VRPH JOREDO YLEUDWLRQ PRGHV DUH VKRZQ IRU FRPSDULVRQ 7KH IUHTXHQF\ FKDQJH RI 3/90 DQG
,/90DUHDOZD\VOHVVWKDQVHH)LJ2QWKHRWKHUKDQGWKHIUHTXHQFLHVRIJOREDOYLEUDWLRQ
PRGHVDUHPXFKPRUHVHQVLWLYHWKDQWKHIUHTXHQFLHVRI3/90DQG,/90
$V IRU WKH ERXQGDU\ FRQGLWLRQV RI WKH PDLQ IUDPH WKH VWLIIQHVV RI DOO PHPEHUV RI WKH WZR
FROXPQV LV UHGXFHG E\  7KH IUHTXHQF\ FKDQJHV RI 3/90 DQG ,/90 DVZHOO DV WKRVH RI
JOREDOPRGHVDUHVKRZQLQ)LJ7KHFKDQJHVRI3/90DQG,/90DUHDOZD\VOHVVWKDQ
7KXV WKH 3/90 DQG ,/90 IUHTXHQFLHV DUH VHQVLWLYH WR WKH SURSHUWLHV RI WKH VHFRQGDU\
PHPEHUVDQGWKHLUORFDOFRQQHFWLRQV7KHHIIHFWVRIJOREDOERXQGDU\FRQGLWLRQVDQGWKHSURSHUWLHV
RIWKHPDLQORQJLWXGLQDOPHPEHUVDUHQHJOLJLEOH7KHVHORFDOPRGHVDUHFRQVLGHUHGHTXLYDOHQWWR
WKHPRGHVRIWKHVLPSO\VXSSRUWHGEHDP7KHVHFRQGDU\PHPEHUSURSHUWLHVDQGWKHLUFRQQHFWLRQV
FDQ WKHUHIRUH EH XSGDWHG EDVHG XSRQ WKH IUHTXHQFLHV RI WKH ORFDO PRGHV 1H[W GDPDJH
LGHQWLILFDWLRQPHWKRGVXVLQJ3/90DQG,/90DUHGLVFXVVHG


'DPDJHLGHQWLILFDWLRQE\FRPSDULQJWKHIUHTXHQFLHVRIORFDOYLEUDWLRQPRGHV

5.1 Damage identification principle 

&RQVLGHUDXQLIRUPVLPSO\VXSSRUWHGEHDPZLWK WZRURWDWLRQDOVSULQJVZLWKVWLIIQHVVkr1DQG
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kr2 DV VKRZQ LQ )LJ  7KH KLQJH FRUUHVSRQGV WR WKH VWLIIQHVV RI kr=0 DQG WKH FODPSHG HQG
FRUUHVSRQGVWRWKHVWLIIQHVVRIkr=.
7KH nth QDWXUDO IUHTXHQF\߱௡ RI WKH HODVWLF EHDP FDQ EH UHSUHVHQWHG DV WKH VTXDUH RI D
GLPHQVLRQOHVVFRHIILFLHQWߣ௡PXOWLSOLHGE\WKHIXQGDPHQWDOIUHTXHQF\RIWKHKLQJHGHQGEHDP  
ɘ୬ ൌ ɉ୬ଶට ୉୍஡୅୐ర
LQZKLFK LVWKHIOH[XUDOULJLGLW\ ɏ LVPDVVSHUXQLWOHQJWKDQG  LVWKHVSDQOHQJWK ߣ௡LVWKH
nth QRQ]HURURRWRIWKHIROORZLQJHTXDWLRQ0DXUL]Let al
ʹଵଶ˗ଵሺɉሻɉଶ ൅ ሺଵ ൅ ଶሻ˗଺ሺɉሻɉ െ ˗ସሺɉሻ ൌ Ͳ
ZKHUH
ଵ ൌ ୉୍୩౨భ୐, ଶ ൌ
୉୍
୩౨మ୐
 , ˗ଵሺɉሻ ൌ ሺɉሻ ሺ ɉሻǡ ˗ସሺɉሻ ൌ ሺɉሻ ሺ ɉሻ െ ͳǡ
˗଺ሺɉሻ ൌ ሺɉሻ ሺ ɉሻ െ  ሺɉሻ ሺ ɉሻ
7KHIUHTXHQFLHVRI3/90DQG,/90DUHXVHGLQWKHDERYHHTXDWLRQVWRHYDOXDWHWKHVWLIIQHVV
SDUDPHWHUV)URP(Tɉ୬ LV
ɉ୬ ൌ ሺ ன౤
ට ు౅ಙఽైర
ሻ଴Ǥହ                            
7KH IUHTXHQF\ RI 3/90 ߱௡ LV PHDVXUHG DQGߩܣܧܫ DQG L DUH REWDLQHG IURP WKH GHVLJQ
GUDZLQJV 7KXVߣ௡ LV FDOFXODWHG:KHQ WKH FRQQHFWLRQ GHVLJQV DW ERWK HQGV RI HDFK VHFRQGDU\
PHPEHUDUHLGHQWLFDOWKHVWLIIQHVVRIURWDWLRQDOVSULQJVDWWKHHQGVRIHDFKPHPEHUKDVWKHVDPH
YDOXHV(TLVZULWWHQDV
ʹଶ˗ଵሺɉሻɉଶ ൅ ʹ˗଺ሺɉሻɉ െ ˗ସሺɉሻ ൌ Ͳ
ZKHUHܴ ൌ ாூ௞ೝ௅ DQG ݇௥ ൌ ݇௥ଵ ൌ ݇௥ଶ 7KH RQO\ XQNQRZQ SDUDPHWHU݇௥ǡZKLFK LV WKH URWDWLRQDO
VSULQJVWLIIQHVVDWWKHHQGVLVREWDLQHGQXPHULFDOO\IURPWKLVHTXDWLRQ 
)RUGDPDJHGPHPEHUVWKHIUHTXHQF\RI,/90߱௡ LVNQRZQ7KHGDPDJHLVDVVXPHGWRRFFXU
RQO\ RQ WKHPHPEHUV7KH VWLIIQHVV RI URWDWLRQDO VSULQJV DW WKH HQGV LV WKXV WKH VDPH DV WKDW RI
XQGDPDJHG PHPEHUV 7KHUHIRUH WKH RQO\ XQNQRZQ SDUDPHWHU LQ (T  EI, LV LGHQWLILHG
QXPHULFDOO\



)LJ$VLPSO\VXSSRUWHGEHDPZLWKWZRHODVWLFURWDWLRQDOVSULQJVDWWKHHQGV


EI
A,ȡ
L
Kr1 Kr2
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,QSUDFWLFHREVHUYDWLRQRI3/90DQG,/90LVGLIILFXOWXQOHVVWKHVHPRGHVDUHVWURQJO\H[FLWHG
'LUHFWH[FLWDWLRQVHIIHFWLYHO\H[FLWHWKHFRUUHVSRQGLQJ3/90VRU,/90VDQGKHOSLGHQWLILFDWLRQRI
WKH3/90IUHTXHQFLHVDPRQJPDQ\RWKHUPRGHV,QH[SHULPHQWVDVHFRQGDU\PHPEHULVGLUHFWO\
KLWE\+DPPHUZKLOHLWVUHVSRQVHLVPHDVXUHGE\WKHQRQFRQWDFW/'97KLVSURFHVVLVUHSHDWHG
IRUDOOWKHVHFRQGDU\PHPEHUVE\PRYLQJWKH+DPPHUDQG/'91RWHWKDWWKHUHVSRQVHVRIQRGDO
SRLQWV DQG VRPH VHFRQGDU\ PHPEHUV RI GLIIHUHQW GHVLJQ DUH DOVR PHDVXUHG E\ FRPSDULQJ WKH
SRZHUVSHFWUXPVRIUHVSRQVHVRILGHQWLFDOGHVLJQVHFRQGDU\PHPEHUVDQGRWKHUV3/90,/90
DQG RWKHU PRGHV DUH GLVWLQJXLVKHG 7KH IUHTXHQFLHV RI WKH PRGHV DUH LGHQWLILHG E\ WKH
SHDNSLFNLQJPHWKRG
 
5.2 Application to a numerical model 

'DPDJHVLQWURGXFHGWRWKHILQLWHHOHPHQWPRGHORIDVXSSRUWVWUXFWXUHDUHLGHQWLILHGXVLQJWKH
SURSRVHGPHWKRGVHH)LJ7KHUHDUHIRXULGHQWLFDOPHPEHUVHWVLQWKHPDLQIUDPH,QWRWDO
PHPEHUV KDYH EHHQ GDPDJHGZLWK GLIIHUHQW VHYHULWLHV 7KH SHUFHQWDJH RI VWLIIQHVV UHGXFWLRQ LV
VKRZQ LQ 7DEOH  7KHVH UHGXFWLRQV RI VWLIIQHVV DUH FRQVLGHUHG DV GDPDJHV 1RWH WKDW WKH
LQWURGXFHGVWLIIQHVV UHGXFWLRQVDUHRI UHDOLVWLFGDPDJH OHYHO7KHUHDUH VXSSRUW VWUXFWXUHVRIEHOW
FRQYH\RUVZLWKVHYHUHO\FRUURGHGPHPEHUV(YHQDFRPSOHWHORVVRIFURVVVHFWLRQLVQRWUDUH 
7KH YHORFLW\ WLPH KLVWRU\ RI WKH PDLQ IUDPH RI WKH VXSSRUW VWUXFWXUH DUH REWDLQHG WKURXJK
G\QDPLFLPSOLFLWDQDO\VLVZLWKDVDPSOLQJIUHTXHQF\RI+]DIWHUERWKFROXPQVDUHKLWQHDU
WKH ERWWRP %HFDXVH QR QRLVH LV LQWURGXFHG WKH H[FLWDWLRQ HYHQ DW WKH FROXPQV LQVWHDG RI WKH
H[FLWDWLRQDWHDFKVHFRQGDU\PHPEHUUHVXOWHGLQVXIILFLHQWREVHUYDELOLW\RIWKHORFDOPRGHV7KH
SRZHUVSHFWUXPRIWKHERWWRPDQGWRSEUDFHVDQGRQHODWHUDOPHPEHUDUHVKRZQLQ)LJ7KHUH
DUH ILYH ,/90FRUUHVSRQGLQJ WR WKH GDPDJHGPHPEHUV DQG RQH3/90 IUHTXHQF\ UDQJH ,Q WKH
3/90 UDQJH WKH DPSOLWXGH RI WKH XQGDPDJHG ERWWRP DQG WRS EUDFHV DUHPXFK ODUJHU WKDQ WKH
RWKHUPHPEHUV7KHRWKHUSHDNVFRUUHVSRQGWRJOREDOYLEUDWLRQPRGHVRURWKHUPRGHVLQZKLFKDOO
RUVRPHSDUWVRIWKHVWUXFWXUHYLEUDWH7KH3/90UDQJHLV]RRPHGLQDQGVKRZQLQ)LJD7KH
3/90IUHTXHQF\UDQJHLVGHILQHGDVWKHIUHTXHQF\UDQJHEHWZHHQWKHORZHVW3/90IUHTXHQF\DQG
WKHKLJKHVW3/90IUHTXHQF\1RWHWKDWWKHULJKWPRVWERWWRPEUDFHDQGWKHODWHUDOPHPEHUDUHQRW
RIWKHLGHQWLFDOGHVLJQZLWKWKHRWKHUERWWRPDQGWRSEUDFHV



)LJ'DPDJHGPHPEHUVLQGLIIHUHQWPHPEHUVHWV


%RWWRPDQGWRSEUDFHV 6LGHEUDFHV
9HUWLFDOPHPEHUV /DWHUDOPHPEHUV
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
7DEOH6WLIIQHVVUHGXFWLRQVLQWURGXFHGLQWKH)(PRGHODQGWKHLUHVWLPDWLRQ
0HPEHUVHWV
0HPEHU 0HPEHU 0HPEHU 0HPEHU 0HPEHU
D E D E D E D E D E
%RWWRPDQGWRSEUDFHV          
6LGHEUDFHV          
9HUWLFDOPHPEHUV          
/DWHUDOPHPEHUV          
D 6WLIIQHVVUHGXFWLRQLQWURGXFHGLQWKH)(PRGHOE (VWLPDWHGVWLIIQHVVUHGXFWLRQ



)LJ)RXULHUVSHFWUXPLQGLFDWLQJ3/90DQG,/90IUHTXHQF\SHDNVRIWKHERWWRPDQGWRSEUDFHV


7KH ,/90 SHDN FRUUHVSRQGLQJ WR PHPEHU  LV VKRZQ LQ )LJ E 7KHUH DUH WKUHH SHDNV
ZKHUHWKHDPSOLWXGHRIPHPEHULVPXFKODUJHUWKDQWKHRWKHUPHPEHUV2QO\RQHRIWKHVHWKUHH
SHDNVLVFRQVLGHUHGWREHWKH,/90RIPHPEHUKRZHYHUEHFDXVHWKHIUHTXHQF\RI,/90LVDW
WKHYLFLQLW\RIWZRRWKHUPRGHVWKHUHDUHLQWRWDOWKUHHSHDNV,QFDVHRIH[LVWHQFHRIPDQ\SHDNV
WKHPHDQYDOXHRIIUHTXHQFLHVRIWKHVHSHDNVLVGHILQHGDVWKHIUHTXHQF\RI,/90 
/LNHZLVHEDVHGRQ3/90DQG,/90IUHTXHQFLHVGDPDJHVRIWKHRWKHUPHPEHUVDUHLGHQWLILHG
VHH7DEOH7KHPD[LPXPHUURULVDWYHUWLFDOPHPEHU)RUWKHRWKHUGDPDJHGPHPEHUV
WKH HUURU LV OHVV WKDQ  7KHPDLQ FDXVH RI WKH GDPDJH TXDQWLILFDWLRQ HUURU LV FRQVLGHUHG WKH
FRXSOLQJRIFORVHO\VSDFHGPRGHV$VWKHVLJQDO WRQRLVHUDWLRFDQEH LPSURYHGE\DGMXVWLQJWKH
LPSDFWIRUFHWKHREVHUYDWLRQQRLVHLVQRWFRQVLGHUHGLQWKLVDQDO\VLV
,IGDPDJH LVFRQVLGHUHGERWKRQ WKHPHPEHUVDQG WKH ORFDOFRQQHFWLRQVRI WKHPHPEHUV WKH
KLJKHU3/90DQG,/90QHHGVWREHXWLOL]HGWRGLVWLQJXLVKDQGTXDQWLI\WKHVHGDPDJHV:KHQ(T
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 RU  DUH QRW GLUHFWO\ DSSOLFDEOH HJ WKUHH GLPHQVLRQDO PRGHO PRGHO XSGDWLQJ FDQ EH
SHUIRUPHG WKHERXQGDU\FRQGLWLRQVDUHILUVW LGHQWLILHGIURPIUHTXHQFLHVRIXQGDPDJHGPHPEHUV
DQGWKHQGDPDJHPHPEHUVWLIIQHVVLVLGHQWLILHGIURPWKRVHRIGDPDJHGPHPEHUV


'DPDJHLGHQWLILFDWLRQE\FRPSDULQJWKHDPSOLWXGHVRIORFDOPRGHVLQWKH3/90
UDQJH

6.1 Damage identification principle 

7KH GDPDJH TXDQWLILFDWLRQ PHWKRG LQWURGXFHG LQ SUHYLRXV VHFWLRQ UHTXLUHV ORFDO PRGH
IUHTXHQF\ LGHQWLILFDWLRQ RI HDFK PHPEHU ZKLFK LV W\SLFDOO\ UHDOL]HG E\ GLUHFWO\ KLWWLQJ HDFK
PHPEHU+RZHYHU GLUHFW KLW RI HYHU\PHPEHU LV RIWHQWLPHV LPSUDFWLFDO'DPDJH LGHQWLILFDWLRQ
ZLWKRXW WKH QHHG RI GLUHFW KLW RI HYHU\ PHPEHU LV LQWURGXFHG KHUHLQ 7KHPHWKRG FDQ ORFDOL]H
GDPDJHVDQGHYDOXDWHWKHLUUHODWLYHVHYHULW\ 
&RQVLGHUWKHLPSDFWORDG ଴ܲߜሺݐሻDSSOLHGDWORFDWLRQl 
ሼܲሺݐሻሽ ൌ ଴ܲߜሺݐሻܧ௟          
ZKHUH ܧ௟ LV D XQLW YHFWRU ZKRVH HOHPHQWV H[FHSW IRU WKH ORFDWLRQ RI LPSDFW DUH DOO ]HUR 7KH
LPSXOVHUHVSRQVHLQWKHPRGDOFRRUGLQDWH ݍ௜ሺݐሻLVZULWWHQDV 
ݍ௜ሺݐሻ ൌ  ௉బம೔ǡ೗௠೔ఠ೔ ݏ݅݊߱௜ݐ        
ZKHUH Ԅ௜ǡ௟ LVWKHiWKPRGHVKDSHDWWKHORFDWLRQl݉௜ LVWKHJHQHUDOL]HGPDVVDQG ߱௜ LVWKHiWK
QDWXUDO IUHTXHQF\ 7KH UHVSRQVH LQ WKH 3/90 IUHTXHQF\ UDQJH DW WKH ORFDWLRQmLQ WKH SK\VLFDO
FRRUGLQDWHxmtLVDSSUR[LPDWHO\REWDLQHGE\VXPPLQJDOO3/90FRPSRQHQWVDVIROORZV
ݔ௠ሺݐሻ ൌ σ ௉బம೔ǡ೘ம೔ǡ೗௠೔ఠ೔ ݏ݅݊߱௜ݐ௜ ؆ σ
௉బம೔ǡ೘ம೔ǡ೗
௠೔ఠ೔ ݏ݅݊߱௜ݐ௜א௉௅௏ெ            


D E
)LJ  D )RXULHU VSHFWUXP RI WKH 3/90 IUHTXHQF\ UDQJH RI WKH ERWWRP DQG WRS EUDFHV E )RXULHU
VSHFWUXPRIWKH,/90RIPHPEHU

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7KHPD[LPXPPRGDODPSOLWXGHDWWKHORFDWLRQmLQLWV3/90UDQJHxmlLV 
     ݔ௠௟ ൌ ௜ ௉బம೔ǡ೘ம೔ǡ೗௠೔ఠ೔                           
:KHQWKHPRGHVKDSHDPSOLWXGHLVODUJHERWKDWORFDWLRQlDQGm,DVLQ3/90VRIXQGDPDJHG
PHPEHUVWKHPD[LPXPPRGDODPSOLWXGHLVODUJH:KHQWKHPHPEHUDWWKHORFDWLRQmLVGDPDJHG
WKH 3/90PRGH VKDSH LV VPDOO DW WKLV SRLQW 7KHUHIRUH WKHPD[LPXPPRGDO DPSOLWXGH DW WKH
GDPDJHG PHPEHU LV VPDOO 7KXV WKH ORFDWLRQ RI GDPDJH LV LQGLFDWHG E\ WKH PD[LPXPPRGDO
DPSOLWXGH 7KLV PD[LPXP PRGDO DPSOLWXGH LV DSSUR[LPDWHO\ REWDLQHG DV WKH SHDN YDOXHV RI
IUHTXHQF\VSHFWUXPRIxmtLQWKH3/90UDQJH7KHGLIIHUHQFHVFRPHIURPFORVHO\VSDFHGPRGHV 
,QSUDFWLFHWKHORFDWLRQRIGDPDJHLVLGHQWLILHGE\FRPSDULQJWKHVSHFWUXPSHDNYDOXHVLQWKH
3/90UDQJHZKHQDQLPSDFWORDGLVDSSOLHGDWRQHXQGDPDJHGPHPEHU2QHXQGDPDJHGPHPEHU
LV LGHQWLILHG ILUVW ,Q FDVHRI WKHEHOW FRQYH\RU VXSSRUW VWUXFWXUH VRPHXQGDPDJHGPHPEHUV DUH
HDVLO\ LGHQWLILHG E\ YLVXDO LQVSHFWLRQ 2QH RI WKHVH XQGDPDJHG PHPEHU LV KLW E\ D +DPPHU
HTXLSSHGZLWKDORDGFHOOZKLOHWKHUHVSRQVHRIDQLGHQWLFDOGHVLJQVHFRQGDU\PHPEHULVPHDVXUHG
E\ /'9 7KLV PHDVXUHPHQW LV UHSHDWHG IRU DOO RI WKH LGHQWLFDOO\ GHVLJQHG VHFRQGDU\ PHPEHUV
ZKLOH WKH+DPPHU KLW ORFDWLRQ LV XQFKDQJHG7KH UHVSRQVH VLJQDOV DUH QRUPDOL]HG E\ WKH LQSXW
IRUFH7KHQWKHIUHTXHQF\VSHFWUXPDPSOLWXGHVRIDOOWKHLGHQWLFDOGHVLJQPHPEHUVDUHFRPSDUHG
WR LGHQWLI\ WKH 3/90 IUHTXHQF\ UDQJH ,Q WKH LGHQWLILHG UDQJH WKH VSHFWUXP DPSOLWXGHV DUH
FRPSDUHGZLWKHDFKRWKHUWRLGHQWLI\WKHGDPDJHGPHPEHUVDQGWKHLUVHYHULW\

6.2 Application to a numerical model 

7KHSURSRVHGPHWKRGLVQXPHULFDOO\H[DPLQHGXVLQJWKHVDPHPRGHOVHH)LJ7KHUHDUH
LGHQWLFDO ERWWRP DQG WRS EUDFHV LQ WKHPDLQ IUDPH DQG GDPDJH LV LQWURGXFHG DW ILYHPHPEHUV
%UDFHLVKLWDQGWKHYHORFLW\WLPHKLVWRULHVRIDOOLGHQWLFDOERWWRPDQGWRSEUDFHVDUHREWDLQHG
7KHPD[LPXP)RXULHUDPSOLWXGHVRIWKHYHORFLW\UHVSRQVHVLQWKHLU3/90UDQJHDUHVKRZQLQ)LJ
 7KHPD[LPXP DPSOLWXGHV IRU GDPDJHGPHPEHUV   DQG  DUHPXFK VPDOOHU WKDQ
WKRVH RI WKH RWKHU PHPEHUV 0RUHRYHU VHYHUHU GDPDJHV UHVXOWV LQ VPDOOHU DPSOLWXGHV %\
FRPSDULQJWKHYDOXHRIPD[LPXPDPSOLWXGHRI)RXULHUVSHFWUXPLQWKH3/90UDQJHWKHGDPDJH
GHJUHH LV HVWLPDWHG 7KH GDPDJHG PHPEHUV DUH RUGHUHG IURP WKH PHPEHU ZLWK WKH VPDOOHVW
DPSOLWXGHDVDQG LQ7DEOH7KLVRUGHU LVFRQVLVWHQWZLWK WKHGDPDJHGHJUHHVHH
7DEOH
7KHREVHUYDWLRQQRLVHLVQRWFRQVLGHUHGLQWKLVDQDO\VLVHLWKHUEHFDXVHWKHVLJQDOWRQRLVHUDWLR
FDQ EH LPSURYHG E\ DGMXVWLQJ WKH LPSDFW IRUFH 7KH FRXSOLQJ RI FORVHO\ VSDFHG PRGHV LV
FRQVLGHUHGWKHPDLQVRXUFHRIWKHHVWLPDWLRQHUURU

)LJ0D[LPXP)RXULHUVSHFWUXPDPSOLWXGHRIWKHERWWRPDQGWRSEUDFHVLQWKHLU3/90UDQJHZKHQ
EUDFH1RLVKLW
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7DEOH0D[LPXPDPSOLWXGHRIGDPDJHGPHPEHUVLQ3/90UDQJH
0HPEHU 'DPDJHGHJUHH 0D[DPSLQ3/90
  
  
  
  
  


/RFDOPRGHSURSHUW\FKDQJHVRIDODERUDWRU\WUXVVVWUXFWXUH 

7KHSURSRVHGGDPDJHLGHQWLILFDWLRQWHFKQLTXHVDUHDSSOLHGWRDODERUDWRU\WUXVVPRGHODQGWKH
LGHQWLILFDWLRQSHUIRUPDQFHVDUHH[DPLQHG7KHVFDOHPRGHOLVED\WUXVVIUDPHVKRZQLQ)LJ
7KHPRGHOLVPWDOOIURPLWVEDVHSODWHDQGWKHGLPHQVLRQRIHDFKED\LVîîFP7KHIRXU
YHUWLFDOFRQWLQXRXVPDLQPHPEHUVDUHPDGHRIFPVWHHO VROLG URGV7KHPRGHOKDVGLDJRQDO
DQGODWHUDOVHFRQGDU\PHPEHUVPDGHRIDOXPLQXPSLSHV7KHLUH[WHUQDODQGLQWHUQDOGLDPHWHUVDUH
FPDQGFPUHVSHFWLYHO\7KHYHUWLFDOPHPEHUJRWKURXJKWKHFRQQHFWLRQHOHPHQWZKLOHWKH
RWKHUPHPEHUVDUHFRQQHFWHGWRWKHHOHPHQWVYLDWKLQQHUWKUHDGHGURGVDQGQXWVVHH)LJ
7RVLPXODWHGDPDJHVHYHUDOVHFRQGDU\PHPEHUVDUHUHSODFHGZLWKURGVZLWKYDULRXVGLDPHWHUV
$OVR VRPH VHFRQGDU\ PHPEHUV DUH SDUWLDOO\ FXW /RFDWLRQV RI VLPXODWHG GDPDJH PHPEHUV DUH
VKRZQLQ)LJD7KHGHWDLORIGDPDJHPHPEHUVDUHSURYLGHGLQ7DEOH 

7.1 The frequencies of local vibration modes 

,Q RUGHU WR ORFDOL]H DQG TXDQWLI\ WKH GDPDJH XVLQJ IUHTXHQFLHV RI 3/90 DQG ,/90 RI WKH
VHFRQGDU\PHPEHUVHDFKPHPEHULVGLUHFWO\KLWDQGLWVYHORFLW\WLPHKLVWRU\LVPHDVXUHGE\/DVHU
'RSSOHU 9LEURPHWHU /'9 VHH )LJ  7KH VDPSOLQJ IUHTXHQF\ LV  +] ,Q RUGHU WR
FRPSDUHWKHORFDOYLEUDWLRQPRGHVZLWKWKHYLEUDWLRQRIDVLPSO\VXSSRUWHGEHDPWKHWUXVVLVDOVR
GLVDVVHPEOHGDQGHDFKPHPEHULVVHSDUDWHO\LQVWDOOHGRQWKHWZRFRQQHFWLRQHOHPHQWVZKLFKDUH
IL[HGWRWKHEDVHSODWHVHH)LJE
$V IRU WKH XQGDPDJHG GLDJRQDO DQG ODWHUDO PHPEHUV WKHUH DUH 3/90V LQ ZKLFK RQO\
XQGDPDJHG PHPEHUV YLEUDWH 7KH SRZHU VSHFWUXP RI VRPH XQGDPDJHG GLDJRQDO PHPEHUV DUH
VKRZQ LQ )LJ  7KH 3/90 UDQJHV RI GLDJRQDO PHPEHUV DUH +] $OO XQGDPDJHG
PHPEHUVLQFOXGLQJWKRVHQRWVKRZQVWURQJO\YLEUDWHLQWKH3/90UDQJH
7KH,/90IUHTXHQFLHVRIWKHGDPDJHGGLDJRQDOPHPEHUPHPEHULVVKRZQLQ)LJ7KH
GDPDJHPHPEHUV GR QRW YLEUDWH LQ 3/90 UDQJH 7KH ,/90 IUHTXHQF\ SHDN EHORZ WKH 3/90
UDQJHV LV FOHDUO\REVHUYDEOH7KHQ WKHPRGHO LVGLVDVVHPEOHG VR WKDW HDFK VHFRQGDU\PHPEHU LV
PHDVXUHG VHSDUDWHO\ 7KH IUHTXHQF\ SHDN RI WKH ORFDO YLEUDWLRQ PRGH DQG WKDW RI WKH VHSDUDWH
VLPSOHEHDPDUHFORVHZLWKHDFKRWKHU VHH)LJ7KHVW3/90DQG,/90RI WKHVHFRQGDU\
PHPEHUV DQG WKH VWQDWXUDO IUHTXHQFLHV RI WKH FRUUHVSRQGLQJ VLPSOH EHDPV DUH VXPPDUL]HG LQ
7DEOH7KHIUHTXHQFLHVRIWKHORFDOPRGHVDUHQHDUO\WKHVDPHDVWKHQDWXUDOIUHTXHQFLHVRIWKH
FRUUHVSRQGLQJVLPSOHEHDPV

797
 
 
 
 
 
 
Tomonori Nagayama et al.


 

)LJ/DERUDWRU\WUXVVVWUXFWXUH


D E
)LJD/RFDWLRQRIWKHGDPDJHGPHPEHUVDQGE0HDVXUHPHQWRIHDFKPHPEHUZLWK/'9


)LJ3/90UDQJHXQGDPDJHGGLDJRQDOPHPEHUV


      






)UHTXHQF\+]
3R
ZH
U
PP
 V
HF
 +
]

'LDJRQDO
'LDJRQDO
'LDJRQDO
'LDJRQDO
/DWHUDO
/RQJLWXGLQDO
798
 
 
 
 
 
 
Damage identification of belt conveyor support structure using periodic… 
)LJ3RZHUVSHFWUXPVRIPHPEHULQWKHVWUXFWXUHDQGWKHPHPEHUIL[HGRQWKHEDVHSODWH

7DEOH)UHTXHQFLHVRI,/90DQG3/90RIVHFRQGDU\PHPEHUVDQGWKHLUFRUUHVSRQGLQJVLPSOHEHDPV
0HPEHU
1R
&URVV
VHFWLRQ 7\SH
)UHT+]
6WUXFWXUH
)UHT+]
6LPSOH
%HDP
0HPEHU 
1R
&URVV
VHFWLRQ 7\SH
)UHT+]
6WUXFWXUH
)UHT+]
6LPSOH
%HDP
 ȍî ,/90    ȍîFXW ,/90  
 ȍî ,/90    ȍîFXW ,/90  
 ȍî ,/90    ȍî ,/90  
 ȍîFXW ,/90    ȍî ,/90  
 ȍî ,/90    ȍî ,/90  
 ȍî ,/90  
8QGDPDJHG
'LDJRQDO
HOHPHQWV
ĭ 3/90 a 
 ȍîFXW ,/90  
8QGDPDJHG
/DWHUDO
HOHPHQWV
ĭ 3/90 a 
 ȍî ,/90       


7.2 The amplitude of local modes in the PLVM range 

7KH DPSOLWXGHV RI ORFDOPRGHV LQ WKH3/90 IUHTXHQF\ UDQJHV DUH H[DPLQHGXVLQJ WKH VFDOH
PRGHO7KHGDPDJHGVWUXFWXUHFRQVLGHUHGKHUHLVVDPHDVWKDWLQ)LJD7KHPD[LPXPSRZHU
VSHFWUXPDPSOLWXGHVRIGLDJRQDOPHPEHUVLQWKH3/90IUHTXHQF\UDQJHLHWR+]DUH
VXPPDUL]HG LQ )LJ  ZKHQ RQH RI WKH XQGDPDJHG GLDJRQDO PHPEHUV LV KLW 7KH GDPDJHG
PHPEHUV JHQHUDOO\ KDYH VPDOOHU DPSOLWXGHV WKDQ LQWDFW PHPEHUV 7KH H[FHSWLRQ LVPHPEHU 
ĭî %HFDXVH WKH GDPDJH VHYHULW\ LV VPDOO LWV IUHTXHQF\ RI ,/90 UHPDLQV LQ WKH 3/90
IUHTXHQF\ UDQJH 7KH ORFDO PRGH DPSOLWXGHV RI PHPEHU  LQ WKH 3/90 IUHTXHQF\ UDQJH LV
WKHUHIRUHODUJH
)LJ  VKRZV WKHPD[LPXPSRZHU VSHFWUXPDPSOLWXGH IRU ODWHUDOPHPEHUV LQ3/90 UDQJH
ZKHQ RQH RI WKH XQGDPDJHG ODWHUDO PHPEHUV LV KLW 7KH PD[LPXP DPSOLWXGH RI WKH GDPDJHG
ODWHUDOPHPEHUVLQ3/90UDQJHLVVPDOOHUWKDQLQWDFWODWHUDOPHPEHUV7KHH[FHSWLRQLVPHPEHU
%HFDXVHWKHGDPDJHVHYHULW\LVVPDOO LWVIUHTXHQF\RI,/90LVFORVHWRWKH3/90UDQJH7KXV
GDPDJHGODWHUDOPHPEHUVDUHLGHQWLILHGE\FRPSDULQJDPSOLWXGHVH[FHSWIRUVPDOOGDPDJH1RWH
WKDWWKHLQSXWIRUFHZDVQRWPHDVXUHGWKURXJKWKLVDQDO\VLVGXHWROLPLWDWLRQLQH[SHULPHQWDOVHWXS
0HDVXUPHQWRIWKHLQSXWIRUFHDQGQRUPDOL]DWLRQRIWKHRXWSXWGDWDDUHH[SHFWHGWRUHVXOWLQEHWWHU
LGHQWLILFDWLRQ
     


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
)LJ0D[LPXPSRZHUVSHFWUXPDPSOLWXGHRIWKHGLDJRQDOPHPEHUVLQ3/90UDQJH



)LJ0D[LPXPSRZHUVSHFWUXPDPSOLWXGHRIWKHODWHUDOPHPEHUVLQ3/90UDQJH


'DPDJHLGHQWLILFDWLRQRIDUHDOEHOWFRQYH\RU 

8.1 Damage identification by comparing the frequencies of local vibration modes 
'DPDJH LGHQWLILFDWLRQ LV SHUIRUPHG RQ D UHDO EHOW FRQYH\RU VKRZQ LQ )LJV D DQG E
7KLV VWUXFWXUH FRQWDLQV D VXSSRUW VWUXFWXUHRI WKHEHOW FRQYH\RUZDONZD\VPDFKLQHU\SDUWV DQG
VRPHQRQVWUXFWXUDOVHJPHQWVSURWHFWLQJWKHPDFKLQHU\SDUWV7KHOHQJWKLVP$OOPHPEHUVDUH
RI/îîPDGHRI66/DWHUDOPHPEHUVDUHPORQJZKLOHVLGHEUDFHVDUHPORQJ
7RLGHQWLI\3/90DQG,/90DPRQJYDULRXVORFDOYLEUDWLRQPRGHVWKHYHORFLW\WLPHKLVWRULHV
RI SRLQWV VKRZQ LQ )LJ E DUH REWDLQHG E\ /'9 ZKLOH HDFK PHPEHU LV GLUHFWO\ KLW 7KH
VDPSOLQJIUHTXHQF\ LV+]1RWH WKDW WKH ODWHUDOPHPEHUVDUHPHDVXUHGDORQJ WKHYHUWLFDO
GLUHFWLRQZKLOH ORQJLWXGLQDOPHPEHUV VLGHEUDFHVDQGYHUWLFDOPHPEHUV DUHPHDVXUHGDORQJ WKH
KRUL]RQWDOGLUHFWLRQ 
7KH LGHQWLILFDWLRQ UHVXOWV RI ODWHUDO PHPEHUV DUH GLVFXVVHG KHUHLQ 7KH PHPEHUV  WR 
LQGLFDWHGE\ WKH VHQVRU ORFDWLRQQXPEHU LQ)LJEDUHDVVHVVHG7KHSRZHU VSHFWUXPVRI WKH
ODWHUDOPHPEHUV WRJHWKHUZLWKRWKHUPHPEHUVDUHVKRZQLQ)LJ(DFKPHPEHU LVGLUHFWO\KLW
GXULQJWKHPHDVXUHPHQW7KHUHLVDUDQJHLQZKLFKRQO\PHPEHUVDQGVWURQJO\YLEUDWH7KLV
UDQJH FRUUHVSRQGV WR WKHVW3/90RI WKHXQGDPDJHG ODWHUDOPHPEHUV0RUHRYHU WKHUH DUH WKUHH
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SHDNVFRUUHVSRQGLQJWRWKHVW,/90RIPHPEHUDQG7KHVHPHPEHUVDUHFRQVLGHUHGGDPDJHG
$OVRWKHVHYHULW\RIWKHGDPDJHLQWHUPVRIWKHIUHTXHQF\FKDQJHLVLQWKHRUGHURIPHPEHU
DQG  7KLV VHYHULW\ LV FRQVLVWHQW ZLWK YLVXDO LQVSHFWLRQ UHVXOWV 0HPEHU  VKRZQ LQ )LJ 
FOHDUO\KDVWKHVHYHUHVWFRUURVLRQ
1RWHWKDWKLJKHURUGHU3/90DQG,/90DUHDOVRREVHUYHGVHH)LJ7KHPHDVXUHPHQWDUH
SHUIRUPHGDW WKHTXDUWHU SRLQW RI WKH ODWHUDOPHPEHUV VHH)LJ E7KH IUHTXHQF\ UDQJHVRI
3/90V RI ODWHUDO PHPEHUV DQG WKH ,/90 IUHTXHQFLHV RI WKH GDPDJHG PHPEHUV DUH VKRZQ LQ
7DEOHVDQGUHVSHFWLYHO\

D E
)LJD$UHDOEHOWFRQYH\RUDQGE0HDVXUHPHQWSRLQWVRIWKHEHOWFRQYH\RU

)LJ3RZHUVSHFWUXPVRIWKHODWHUDOPHPEHUVWRJHWKHUZLWKVRPHRWKHUPHPEHUV

)LJ$FRUURGHGSDUWRIPHPEHU

      







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7KHQ WKH DEVROXWH VHYHULW\ RI WKH GDPDJH LV HYDOXDWHG DVVXPLQJ WKH FRQQHFWLRQV DUH
XQGDPDJHGDVLQVHFWLRQ)LUVWWKHIUHTXHQFLHVRI3/90IRUWKHWZRXQGDPDJHGPHPEHUVDUH
XWLOL]HGWRHYDOXDWHWKHVWLIIQHVVRIVSULQJVDWWKHHQGVRIWKHXQGDPDJHGPHPEHUV7KHURWDWLRQDO
VSULQJVDUHLGHQWLILHGE\PRGHOXSGDWLQJ7DEOHVKRZVWKHHVWLPDWHGYDOXHVRIWKHVSULQJVDWWKH
HQGVRI WKH ODWHUDOPHPEHUV7KHQDWXUDO IUHTXHQFLHVDQGPRGHVKDSHVRIDEHDPZLWK WKHVDPH
VSULQJVDW WZRHQGVDUHVKRZQ LQ)LJ7KHQDWXUDO IUHTXHQFLHVDUHFORVH WR WKRVHRI3/90V
ZKLFKLQGLFDWHVWKHVLPLODULW\RI3/90WRYLEUDWLRQRIDQLQGHSHQGHQWEHDP 
7KHQWKHVWLIIQHVVUHGXFWLRQLHUHGXFWLRQRI EIRIWKHGDPDJHGPHPEHUVLVHVWLPDWHG7KH
HVWLPDWHG VWLIIQHVV UHGXFWLRQ YDOXHV DUH VXPPDUL]HG LQ 7DEOH  7KH QDWXUDO IUHTXHQFLHV RI WKH
VLPSOHEHDPZLWK WKH LGHQWLILHGVWLIIQHVV UHGXFWLRQDQG WKH URWDWLRQDO VSULQJDW WKHHQGVDUHDOVR
VKRZQLQ7DEOH7KHIUHTXHQFLHVDUHFORVH WR WKHREVHUYHG,/90IUHTXHQFLHV LQ7DEOH1RWH
WKDWWKHDVVXPSWLRQRIXQLIRUPGDPDJHLVQRWQHFHVVDULO\VDWLVILHG7KLVDVVXPSWLRQLVFRQVLGHUHGD
VRXUFHRIGDPDJHLGHQWLILFDWLRQHUURUV

)LJ6RPHKLJKHU3/90DQG,/90RIWKHODWHUDOPHPEHUV

)LJ&RUUHVSRQGLQJPRGHVRIWKHEHDPZLWKWKHHVWLPDWHGVSULQJYDOXHV


7DEOH3/90IUHTXHQF\UDQJHVRIODWHUDOPHPEHUV+]
0HPEHU VW3/90 QG3/90 UG3/90 &RQGLWLRQ
  ± ± 8QGDPDJHG

         




)UHTXHQF\+]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
7DEOH,/90IUHTXHQFLHVRIWKHGDPDJHGODWHUDOPHPEHUV+]
0HPEHU VW,/90 QG,/90 UG,/90 &RQGLWLRQ
    'DPDJHG
    'DPDJHG
    'DPDJHG


7DEOH(VWLPDWHGYDOXHVRIWKHVWLIIQHVVRIVSULQJVDWWKHHQGVRIWKHODWHUDOPHPEHUV
6SULQJ 'LUHFWLRQ 9DOXHRIVWLIIQHVV
5RWDWLRQDO 7UDQVYHUVDO ͳͷͲͲͲܰǤ݉Ȁݎܽ݀
5RWDWLRQDO 9HUWLFDO ͳͷͲͲͲܰǤ݉Ȁݎܽ݀


7DEOH6WLIIQHVVUHGXFWLRQRIGDPDJHGPHPEHUVDQGFDOFXODWHGQDWXUDOIUHTXHQFLHV
0HPEHU 6WLIIQHVVUHGXFWLRQ VW)UHT+] QG)UHT+] UG)UHT+]
    
    
    


8.2 Damage identification by comparing the amplitudes of local modes in the PLVM 
range

7KH UHODWLYH VHYHULW\RI WKHGDPDJHRQ WKH VXSSRUW VWUXFWXUH LVGHWHUPLQHGE\FRPSDULQJ WKH
PD[LPXPDPSOLWXGHRIIUHTXHQF\VSHFWUXPRILGHQWLFDOGHVLJQPHPEHUVLQWKH3/90UDQJH7KLV
PHWKRGGRHVQRWUHTXLUHKLWWLQJHDFKLGHQWLFDOGHVLJQPHPEHUVDQGWKXVLVPRUHSUDFWLFDO
7KH YHORFLW\ UHVSRQVH RI HDFK PHPEHU LV PHDVXUHG E\ /'9 ZKLOH PHPEHU  ZKLFK ZDV
LGHQWLILHGDVXQGDPDJHGLQWKHSUHYLRXVVHFWLRQLVKLW$KDPPHUHTXLSSHGZLWKDORDGFHOOPRGHO
3&%&LVXVHGWRPHDVXUHWKHLQSXWIRUFH
7KH)RXULHUVSHFWUXPVRIQRUPDOL]HGYHORFLW\UHVSRQVHVRIODWHUDOPHPEHUVDUHVKRZQLQ)LJ
7KHPD[LPXPDPSOLWXGHVRI)RXULHUVSHFWUXPVRIPHPEHUVDQGDUHPXFKODUJHUWKDQWKH
RWKHU PHPEHUV 7KH PD[LPXP DPSOLWXGHV RI )RXULHU VSHFWUXP RI WKH ODWHUDO PHPEHUV DUH
VXPPDUL]HGLQ)LJ7KHGDPDJHGPHPEHUVDQGKDYHPXFKVPDOOHU)RXULHUVSHFWUXP
DPSOLWXGHV 0RUHRYHU WKH VHYHUHU WKH GDPDJH LV WKH VPDOOHU WKH DPSOLWXGH LV 7KH GDPDJH
LGHQWLILFDWLRQ FDSDELOLW\ LV WKXV H[SHULPHQWDOO\ FRQILUPHG RQ WKH UHDO EHOW FRQYH\RU VXSSRUW
VWUXFWXUH 


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
)LJ)RXULHUVSHFWUXPVLQ3/90UDQJHRIWKHODWHUDOPHPEHUV


)LJ0D[LPXPDPSOLWXGHRI)RXULHUVSHFWUXPRIWKHODWHUDOPHPEHUVLQWKHLU3/90UDQJH


&RQFOXVLRQV

'DPDJHORFDOL]DWLRQDQGTXDQWLILFDWLRQPHWKRGVEDVHGRQWZRVSHFLILFORFDOYLEUDWLRQPRGHV
LH 3/90 DQG ,/90 DUH SURSRVHG IRU WKH VWUXFWXUDO DVVHVVPHQW RI EHOW FRQYH\RU VXSSRUW
VWUXFWXUHV DQG H[DPLQHG QXPHULFDOO\ DQG H[SHULPHQWDOO\ %RWK PHWKRGV FDQ GHDO ZLWK D ODUJH
QXPEHURIGDPDJHVRQDVLQJOHVWUXFWXUHDQGGRQRWUHTXLUHWKHEDVHOLQHPHDVXUHPHQWUHFRUGVRI
XQGDPDJHGVWUXFWXUH7KHILUVWPHWKRGXWLOL]HVWKHIUHTXHQF\FKDQJHRIWKHORFDOYLEUDWLRQPRGHV
7KHQXPHULFDO DQG H[SHULPHQWDO VWXGLHV VKRZ WKDW WKH IUHTXHQF\RI3/90VLJQLILFDQWO\ FKDQJH
GXH WR GDPDJH 7KH GHJUHH RI GDPDJH LV VKRZQ WR EH TXDQWLILHG DFFXUDWHO\ 7KH OLPLWDWLRQ LQ
SUDFWLFH LV WKDWGLUHFW+DPPHUKLWRIHDFKPHPEHU LVUHTXLUHGWRH[FLWH WKHORFDOYLEUDWLRQV7KH
VHFRQGPHWKRGXWLOL]HV WKH DPSOLWXGH FRPSDULVRQ RI 3/90%\KLWWLQJ RQO\ RQH RI XQGDPDJHG
PHPEHUVDQGPHDVXULQJYLEUDWLRQRILGHQWLFDOGHVLJQPHPEHUVGDPDJHGPHPEHUVDUHORFDOL]HG
7KRXJK WKHGHJUHHRIGDPDJHFDQQRWEHTXDQWLILHG WKH UHODWLYHVHYHULW\DPRQJ LGHQWLFDOGHVLJQ
PHPEHUVDUHHYDOXDWHG
7KH DSSOLFDELOLW\ RI WKHVHPHWKRGV LV OLPLWHG WR VHFRQGDU\PHPEHUV EHFDXVH WKH 3/90DQG
,/90H[LVWRQO\RQWKHVHPHPEHUV7KHH[WHQVLRQRIWKLVDSSURDFKWRWKHPDLQIUDPHPHPEHUVLV
LPSRUWDQWIURPDSHUVSHFWLYHRIEHOWFRQYH\RUVVWUXFWXUDODVVHVVPHQW 
     
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Abstract.  When a building structure requires both health monitoring system and vibration control system, 
integrating the two systems together will be cost-effective and beneficial for creating a smart building 
structure with its own sensors (nervous system), processors (brain system), and actuators (muscular system). 
This paper presents a real-time integrated procedure to demonstrate how health monitoring and vibration 
control can be integrated in real time to accurately identify time-varying structural parameters and unknown 
excitations on one hand, and to optimally mitigate excessive vibration of the building structure on the other 
hand. The basic equations for the identification of time-varying structural parameters and unknown 
excitations of a semi-active damper-controlled building structure are first presented. The basic equations for 
semi-active vibration control of the building structure with time-varying structural parameters and unknown 
excitations are then put forward. The numerical algorithm is finally followed to show how the identification 
and the control can be performed simultaneously. The results from the numerical investigation of an 
example building demonstrate that the proposed method is feasible and accurate. 
 
Keywords:  building structure; identification; time-varying parameters; unknown excitation; vibration 
control; semi-active dampers; integration; smart building 
 
 
1. Introduction 
 
In the last few decades, a great deal of research has been conducted on health monitoring and 
vibration control of building structures subject to earthquakes, strong winds, and other natural or 
man-made hazards. Comprehensive reviews on vibration control technologies for civil structures 
were given by Housner et al. (1997), Nishitani and Inoue (2001), and Spencer et al. (2003). There 
are also many state-of-the-art reports on health monitoring technologies for civil structures (e.g., 
Doebling et al. 1996, Mufti 2001, Sohn et al. 2003, Wenzel 2009, Xu and Xia 2012). However, the 
areas of vibration control and health monitoring have mostly been investigated separately although 
both vibration control system and health monitoring system need similar sensors, data acquisition, 
transmission and processing devices. When a building structure requires both vibration control 
system and health monitoring system, integrating both systems together will be cost-effective by 
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sharing the same hardware devices and beneficial for creating a smart structure with its own
sensors (nervous system), processor (brain system), and actuators (muscular system).
In mechanical engineering, Ray and Tian (1999) introduced a method of enhancing modal 
frequency sensitivity to damage using a feedback control that intended for smart structures 
embodying self-actuation and self-sensing capabilities. Gattulli and Romeo (2000) presented an 
integrated procedure based on a direct adaptive control algorithm for uncertain 
multi-degree-of-freedom (MDOF) systems. Viscardi and Lecce (2002) proposed an integrated 
system for active vibro-acoustic control and damage detection on a typical aeronautical structure 
based on piezoelectric devices. Deng et al. (2011) proposed a self-adaptive modal control 
including both identification and control update in real-time. However, these studies focused on 
actively controlled mechanical systems that are different from civil structures where structural 
systems are more complicated with uncertainties and active control may become problematic. 
In civil engineering, Nagarajaiah and Jung (2014) reviewed a number of recent papers on 
vibration frequency tracking and semi-active control of building structures using smart tuned mass 
dampers. Xu and Chen (2008), Chen and Xu (2008), and Chen et al. (2010) proposed an integrated 
procedure of vibration control and health monitoring of building structures in the 
frequency-domain and the time-domain respectively, using semi-active friction dampers to fulfill 
model updating, seismic response control and damage detection of the building structure based on 
the change of natural frequencies and mode shapes. Huang et al. (2012) and Xu et al. (2014)
extended their methods in the frequency domain based on the change of frequency response 
functions. Nevertheless, these procedures cannot realize real-time integration of vibration control 
and health monitoring of building structures. Recently, Yang et al. (2013) presented a hybrid 
real-time structural health monitoring and control system for building structures, in which a 
model-reference adaptive control algorithm was integrated with an inter-story drift-based
acceleration feedback method for health monitoring. In their study, the earthquake-induced ground
excitation to a building structure was assumed to be known for both vibration control and health 
monitoring, and structural vibration control was implemented using active control technology.
For civil structures, external excitations such as earthquake-induced ground motion and 
typhoon-induced buffeting forces are difficult, if not impossible, to be measured directly and 
accurately on site. The real-time identification of external excitation for both vibration control and 
health monitoring is necessary. Moreover, even for a building structure with control devices, 
structural damage may occur during an extreme event and structural parameters of damaged 
components are actually varying with time. To ensure control performance, time-varying structural 
parameters shall be identified and control parameters shall be adjusted accordingly. It shall be 
noted that the identification of time-varying structural parameters in such a case is for a controlled 
building structure and thus real-time control forces shall be taken into consideration in the 
identification.  
This paper presents a real-time integrated procedure to demonstrate how health monitoring and 
vibration control can be integrated in real time to accurately identify time-varying structural 
parameters and unknown excitations on one hand, and to optimally mitigate excessive vibration of 
the building structure on the other hand. The basic equations for the identification of time-varying 
structural parameters and unknown excitations of a magneto-rheological (MR) damper-controlled 
building structure under earthquake excitation are first presented based on the least-squares 
estimation method as well as the measured structural responses and control forces. The basic
equations for semi-active control of the building structure with MR dampers and clipped optimal 
displacement control algorithm are put forward based on the updated time-varying structural 
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parameters and unknown excitations. The numerical algorithm is then followed to perform both 
identification and control simultaneously. The feasibility and accuracy of the proposed method is
finally examined through the numerical investigation of an example building.
2. Structural health monitoring
For a building structure subject to earthquake-induced ground excitation (see Fig. 1), damage 
may occur and the structural parameters of damaging structural components may vary with time 
during the ground excitation. To detect damage and identify time-varying structural parameters 
on-line in the time domain, a structural health monitoring system including sensors, data 
transmission system, data acquisition system and data analysis system should be installed in the 
building structure to provide essential and correct information. If the earthquake-induced ground 
excitation cannot be directly measured, the identification of ground excitation is also necessary. In 
some cases, the building structure is equipped with control devices to mitigate seismic-induced 
vibration. Therefore, the identification of time-varying structural parameters and ground excitation 
of a controlled building structure is an important part of structural health monitoring. In this 
section, the basic equations for the identification of time-varying structural parameters and 
unknown excitations of a MR damper-controlled building structure under earthquake excitation are 
presented based on the least-squares estimation method as well as the measured structural 
responses and control forces. Although the identification of time-varying structural parameters and 
unknown excitation was investigated before using the wavelet analysis (Basu et al. 2008), neural 
estimation method (Kosmatopoulos et al. 2001), least-squares estimation method (Yang and 
Huang 2007, Yang et al. 2007), and the extended Kalman filter method (Lei et al. 2012a, Lei et al.
2012b), the method proposed in this study is more accurate and efficient.
2.1 Equation of motion
In this study, the structural mass matrix M is assumed to be known and constant for the 
simplicity of presentation although it is not absolutely necessary. Other structural parameters, such 
as damping and stiffness coefficients, are time-varying as structural damage occurs with time. 
Excitations on a controlled building structure can be separated into two parts: control forces and 
unknown excitations. Consequently, the second-order differential equation of motion of a building 
structure with n degrees-of-freedom (DOF) is given by
( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t   * *MX C X K X φ f φf                (1)
where M , ( )tC and ( )tK represent the mass, damping and stiffness matrices of the building 
structure, respectively; ( )tX , ( )tX and ( )tX are the structural acceleration, velocity 
and displacement response vectors, respectively; ( )t*f is the measured control force vector 
with the influence matrix *φ ( ); and ( )tf is the unknown excitation vector with the 
influence matrixM ( ).
For the controlled building structure with semi-active MR dampers and subjected to earthquake 
excitation, the semi-active control forces could be measured by force transducers to form the 
measured control force vector, while the earthquake-induced ground acceleration could be treated 
n nu
1nu
1ru
n ru 1su
n su
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as the unknown excitation vector. 
2.2 Multiple linear regression equation
Suppose that Z is an unknown time-varying structural parameter vector, which can 
include both structural stiffness and damping parameters. The unknown time-varying structural 
parameter vector at time is denoted as kZ , in which is the sampling interval.
The observation (measurement) equation associated with Eq. (1) at time can be 
described as
k k k k k  y H Z φf v                         (2)
where *k k k   *y MX φ f is a 1un measurement vector which can be obtained by the measured 
structural acceleration responses kX and the measured control forces
*
kf ; kH is an 
observation matrix composed of the measured structural velocity and displacement responses kX
and kX ; kv represents a 1un noise vector, taking into consideration the model uncertainty of the 
structure and the measurement noise. The noise vector can be assumed as a white noise with a 
normal probability distribution. The subscript represents the values of matrices or vectors at 
time .
Sensors
Seismic
excitation
mkj
Kdj Cdj
Fdj
mkj-1
(a)
(b)
MR
dampers
Damaged
story
Fig. 1 Schematic diagram of a building structure with integrated health monitoring and vibration control 
system. (a) sensors and MR dampers and (b) mechanical model of MR damper-brace system
1mu
t k t ' t'
t k t '
n mu
k
t k t '
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There are two variable vectors kZ and kf in Eq. (2) to be predicted. Therefore, Eq. (2) is a 
multiple linear regression equation. Furthermore, the elements in the predictor variable vectors are 
time-varying. The traditional least-squares estimation method for solving the simple linear 
regression equation to find constant structural parameters cannot be directly applied to Eq. (2).
2.3 Transformation to simple linear regression equation
From Eq. (2), one can obtain
k k k k k   φf y H Z v                           (3)
The closest solution of kf in Eq. (3) can be given by the following projection matrix.
1
, ( ( )
T T
k LS k k k k
   f φ φ) φ y H Z v
                    (4)
The error of the solution from Eq. (4) is given by
,
1
1
( ) ( ( )
( ( )( )
k k LS
T T
k k k k k k k k
T T
n k k k k
err =



       
    
φf φf
y H Z v φ φ φ) φ y H Z v
I φ φ φ) φ y H Z v
             (5)
in which nI is the identity matrix; and the matrix 
1( T Tφ φ φ) φ is the projection matrix 
that projects the vector k k k k  y H Z v on to the space spanned by the columns of φ .  As a 
limit, the error in Eq. (5) tends to be zero, leading to
k k k k Φy ΦH Z Φv                           (6)
where 1( )T Tn
 Φ I φ φ φ φ for the simplicity of presentation. It is noted that the projection 
matrix and naturally the matrix Φ has the two properties: (1)Φ is a symmetric matrix, T  Φ Φ ;
and (2) 2  Φ Φ . As a result, the multiple linear regression equation expressed by Eq. (2) is 
transformed into the simple linear regression equation expressed by Eq. (6).
2.4 Recursive least-squares estimation for time-varying parameters
When a structure is being damaged, the structural parameters vary with time. To track the 
parametric variation due to damage with unknown inputs, Yang et al. (2007) implemented the 
adaptive tracking technique into their recursive least-squares estimation with unknown inputs 
(ARLSE-UI). In this study, a simple time-varying correction factor is introduced together with Eq. 
(6) to identify the parametric variations due to structural damage. The recursive least squares 
estimation of Eq. (6) yields
1 1 1 1
ˆ ˆ ˆ ˆ ˆ( ) ( )k k k k k k k k k k k        Z Z K Φy ΦH Z Z K Φ y H Z          (7)
n nu
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where ˆ kZ and 1ˆ kZ are the estimated values of Z at time and 
respectively; kK is the least-squares estimation (LSE) gain matrix for ˆ kZ at time with 
a size of ;and the term 1
ˆ
k k kΦy ΦH Z is the correction term.
The current estimation error kH of the unknown parameter vector kZ at time t k t ' can be 
obtained as follows
1 1
1 1
1
ˆ
ˆ ˆ( )
ˆ ˆ( )
ˆ( )( )
k k k
k k k k k k
k k k k k k k k
m k k k k k k
 
 

 
   
    
   
ε Z Z
Z Z K Φy ΦH Z
Z Z K ΦH Z Φv ΦH Z
I K ΦH Z Z K Φv                (8)
in which mI is the identity matrix. If the structural parameters are constants, i.e., 
1k kZ = Z , one can then have 1 1 1 1ˆ ˆk k k k k       Z Z Z Z ε . However, the structural 
parameters vary with time such as a degradation of stiffness when structural damage occurs. To 
track the structural parametric variations and consequently detect structural damage on-line, a 
time-varying correction factor matrix kO is introduced to reflect the structural parametric 
variations as follows
1 1 1 1
ˆ ˆ( )k k k k k k k       Z Z Z Z εO O                    (9)
in which kO is a diagonal matrix with size of m mu . By substituting Eq. (9) into Eq.(8), the 
current estimation error kH could be calculated by
1( )k m k k k k k k  ε I K ΦH ε K ΦvO                   (10)
It is noted that Φ is a symmetric matrix. The estimation error covariance can be obtained as
1 1
1 1 1
1
1
E( )
E{[( ) ][( ) ] }
( ) E( ) ( ) E( ) ( )
( ) E( )( ) E( )( )
( ) (
T
k k k
T
m k k k k k k m k k k k k k
T T T T T T
m k k k k k k m k k k k k k m k k
T T T T
m k k k k k k k k k k
T
m k k k k k
 
  


 
    
    
  
 
P ε ε
I K ΦH ε K Φ I K ΦH ε K Φv
I K ΦH ε ε I K ΦH K Φ v ε I K ΦH
I K ΦH ε v K Φ K Φ v v K Φ
I K ΦH P I
vO O
O O O
O
O O )T Tm k k k k k K ΦH K ΦR ΦK (11)
where = E( )Tk k kR v v is the covariance of noise kv . Moreover, the estimation error 1kε at time 
can be assumed to be independent of the noise vector kv at time , and 
accordingly 1 1E( ) E( ) 0
T T
k k k k   v ε ε v in Eq. (11).
t k t ' ( 1)t k t  '
t k t '
m nu
m mu
( 1)t k t  ' t k t '
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The time-varying correction factor matrix kO can be calculated based on the current 
measurements. It is noted from Eq. (7) that the current correction term at time can be 
calculated based on the current measurements as follows
1 1 1
ˆ ˆ( )k k k k k k k k k k k k       r Φy ΦH Z ΦH Z Z Φv ΦH ε Φv= O          (12)
Hence, the time-varying factor correction matrix kO can be determined by the following 
equation
, 1E( )
T T
r k k k k k k k k k P r r ΦH P H Φ ΦR Φ= = O O                  (13)
To obtain the optimal value of the gain matrix kK that can minimize the estimation error 
covariance kP at time , the differentiation of kP in Eq. (11) with respect to kK produces
1
1 1
/ 2( ) ( ) 2
2 ( ) 2
T T
k k m k k k k k k k k
T T T T
k k k k k k k k k k k

 
w w    
  
P K I K ΦH P ΦH K ΦR Φ
K Φ H P H R Φ P H Φ
O O
O O O O             (14)
By setting the value of the partial derivative to zero, one can obtain
1 1/ [ ( ) ]
T T T T
k k k k k k k k k k k  K P H Φ Φ H P H R ΦO O O O               (15)
It is noted that 1kP , kR and Φ are symmetric matrices, the estimation error covariance 
expressed by Eq. (11) could be simplified in terms of Eq. (15) as
1
1 1 1
1
( ) ( )
=( ) ( )
( )
T T T
k m k k k k k m k k k k k
T T T T T T T
m k k k k k k k k k k k k k k k k k k
T
m k k k k k

  

   
   
 
P I K ΦH P I K ΦH K ΦR ΦK
I K ΦH P P H ΦK K Φ H P H R ΦK
I K ΦH P
O O
O O O O O O
O O
(16)
Once the estimate value ˆ kZ of the unknown parametric vector at time is calculated by 
Eq. (7), the estimate value of the unknown excitation vector at time can be estimated by
1ˆ ˆ( ) ( )T Tk k k k
  f φ φ φ y H Z                        (17)
Eqs. (7), (13), (15) (16) and (17) form the recursive least-squares estimation for identifying 
both time-varying structural parameters and unknown excitations. If all the external excitations can 
be measured and the unknown parametric vector is constant (the influence matrix of the unknown 
excitation vector M in Eq. (1) is a null matrix leading to nΦ = I and the time-varying correction 
factor matrix k m= IO ), the proposed algorithm becomes the same as the traditional recursive 
least-squares estimation method.
The proposed algorithm canidentify the unknown inputs and time-varying structural parameters 
simultaneously, and the flow chart of the proposed recursive least-squares estimation algorithm is 
shown in Fig. 2.
t k t '
t k t '
t k t '
t k t '
813
Y.L. Xu, Q. Huang, Y. Xia and H.J. Liu 
Determine by solving
Calculate estimator gain matrix
Estimate unknown parametric vector
1k k 
Estimate unknown excitation
Modify estimation error covariance
kO
Initial values
0 0
ˆ ,Z P
0k  
, 1E( )
T T
r k k k k k k k k k P r r ΦH P H Φ ΦR Φ= = O O
1 1/ [ ( ) ]
T T T T
k k k k k k k k k k k  K P H Φ Φ H P H R ΦO O O O
1 1
ˆ ˆ ˆ( )k k k k k k   Z Z K Φ y H Z
1( )
T
k m k k k k k P I K ΦH PO O
1ˆ ˆ( ) ( )T Tk k k k
  f φ φ φ y H Z
Calculate measurement vector
*
k k k   *y MX φ f
Fig. 2 Flowchart of the proposed method for identifying time-varying structural parameters and unknown 
excitations
3. Structural vibration control
When a building structure is subject to earthquake excitation, excessive vibration may occur 
and cause damage (see Fig. 1). Semi-active dampers can be installed in the building structure to 
reduce the excessive vibration and damage. The vibration control system, including sensors, 
semi-active dampers, data transmission system, data acquisition system, control algorithm, and 
data analysis system, should be installed in the building structure to provide essential feedback 
information and form a close loop control. The semi-active vibration control is then implemented 
based on the measured structural responses and the identified time-varying structural parameters to 
generate optimal control forces and achieve the maximum building response reduction. In this 
section, the basic equations for semi-active control of the building structure with MR dampers and 
clipped optimal displacement control algorithm are put forward based on the updated time-varying 
structural parameters and unknown excitations.
814
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3.1 Mechanical model of a MR damper
There are a number of mechanical models available to describe the relationship between force 
and motion of a MR damper. For the sake of simplicity to illustrate the integration of structural 
control and health monitoring in this study, the simple Bingham model is adopted.  For a steady 
and fully developed flow, the Bingham model can be used for the shear resistance of MR fluids, 
which has a friction component augmented by a Newtonian viscosity component. The relationship 
between the force dP and velocity e of the MR damper can be expressed as follows (Gavin et al.
1996, Xu et al. 2000, Qu and Xu 2001)
( ) sgn( )d d dP t C e F e                          (18)
in which 
1 23
12
,p yd p d p y
LA L
C C A F C A P
bh h
9 W  
                  (19)
For the flow-type damper
2
1 2
1.0
1.0, 2.07 ,
1.0 0.4 12
y
p
bh
C C T
T A e
W
9    
              (20)
For the mixed-type damper
2
1 2 2
1.51.0
1.0 , 2.07 ,
2 1.0 0.4 1.0 0.4 2p p
Vbh bhC C V
A T T A
       
       (21)
whereb is the width of the rectangular plate; h is the gap between two parallel plates; L  is the 
effective axial pole length; pA  is the cross-sectional area of the piston; yW represents the yielding 
shear stress controlled by the applied field; and yP  is the mechanical friction force in the damper. 
Clearly, dF  is the function of yielding shear stress and it can be controlled through the applied 
field but dC  is independent of the applied field. 
Let us consider a multi-story shear building subjected to earthquake excitation as shown in Fig. 
1(a), semi-active MR dampers can be positioned between the chevron braces and the rigid floor 
diaphragms to enhance its vibration energy dissipation capacity. In consideration of the stiffness of 
chevron brace, the mechanical model for the MR damper-chevron brace system can be seen as a 
damper and a spring being connected in series as shown in Fig. 1(b). When considering the MR 
damper and the chevron brace to be connected in series, the spring force in the brace is equal to the 
force on the piston of the damper. Eq. (18) should thus be correspondingly changed to
sgn( ) ( )d d dC e F e K u e                          (22)
where u is the relative displacement between the two floors with the damper installed and dK  is 
the horizontal stiffness of the chevron brace.
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3.2 Equation of motion
In terms of Eq. (22), the equation of motion of an n-story frame structure with m dampers 
subject to earthquake excitation can be expressed as 
( ) ( ) ( ) ( ( ) ) ( ) ( ) ( )Tc d c c d e gt t t t t t t     MX C X K H K H X H K e H x        (23)
1sgn( ) ( 1,2, , )
j j
j j
d d T
j j j c j kj kj
d d
C F
e e e X X j m
K K 
      H X
          (24)
where ( )tC and ( )tK  are the n nu mass, damping, and stiffness matrices of the frame structure, 
respectively, which are the same as those in Eq. (1); ( )tC and ( )tK are the time-varying structural 
damping and stiffness matrices which are updated by the health monitoring system with time; dK
is the m mu diagonal stiffness matrix, of which the element is the stiffness coefficient of the 
chevron brace; m is the number of stories with MR dampers installed; cH is the n mu matrix 
converting the brace stiffness matrix into the global co-ordinate system; the superscript T means 
the transposition of a matrix; X , X , and X are the 1nu relative displacement, velocity, and 
acceleration vectors of the frame structure with respect to the ground, respectively; e is the m×1 
displacement vector of the MR dampers; c jH is the jth column vector of the matrix cH ; kjX and
1kjX  are the displacements of the top and bottom floors of the k th story where the jth damper is 
installed. 
Eq. (23) can be written to the same form as Eq. (1) by using the following substitutions.
, ( ) ( ) ( )], , ( ) ( )Tc d c e gt t t t t    * *φ = H f K [H X e φ = H f x         (25)
Eq. (23) can also be replaced by an equivalent first-order differential equation of the state-space 
form
( ) ( ) ( ) ( ) ( )MR MR MR MR MR gt t t t t  Z A Z B e D x                 (26)
in which 
1 1
1 1
( ) ,
( ( ) ) ( )
( )
, , ( )
( )
MR T
c d c
MR MR MR
c d e
t
t t
t
t
t
 
 
ª º « »  ¬ ¼
ª º ª º ª º   « » « » « »¬ ¼¬ ¼ ¬ ¼
0 I
A
M K H K H M C
0 0 X
B
M H K M H X
D Z
            (27)
In this study, the stiffness matrix and damping matrix of the building structure is constructed 
using the stiffness coefficients and damping coefficients that are identified from the health 
monitoring system in real time. Accordingly, the matrix ( )MR tA  in Eq. (27) is reconstructed at 
each time step of the computation. 
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3.3 Semi-active control algorithm
Xu et al. (2000) presented a clipped optimal displacement control approach in terms of the 
linear quadratic regular (LQR) control theory that minimizes 
0
[ ( ) ( ) ( ) ( )]
ft T T
MR MR MR MRJ t t t t dt ³ Z Q Z e R e                 (28)
to control the displacement vector ( )T te as
( ) ( ) ( )T MR MR MR MRt t t e R B P Z                      (29)
where MRQ  is the weighting matrix for the structure response in the optimal displacement control, 
it is an n nu positive semi-definite matrix; MRR is the weighting matrix for the damper 
displacement in the optimal displacement control, it is an m mu positive definite matrix; the two 
weighting matrices MRQ and MRR are often determined by trial and error for the concerned 
problem; and ( )MR tP is the positive definite solution of the following Riccati equation
1( ) ( ) ( ) ( ) ( ) ( ) 0T TMR MR MR MR MR MR MR MR MR MRt t t t t t
     P B R B P A P P A Q         (30)
The strategy in the clipped optimal displacement control approach (Xu et al. 2000) can be 
described as follows. When the jth damper displacement je is approaching the desired optimal 
damper displacement vector Tje , the friction force djF in the damper is set to its minimum value. 
When the jth damper moves in the opposite direction to the optimal damper displacement, the 
friction force djF in the damper should be set to a smaller value of the two quantities: maxF and
the actual damper force 1( )dj kj kj jK X X e  minus a small quantity 0F . In this way, the damper 
is always in motion to dissipate vibration energy. This strategy can be stated as
min
1 0 max
( ) 0
( 1,2, , )
min{ [ ( )] , } ( ) 0
j Tj j
dj
dj kj kj j j Tj j
F when e e e
F j m
abs K X X e F F when e e e
 !­  ®     ¯ (31)
The flow chart of the proposed semi-active control with MR dampers is shown in Fig. 3.
4. Integrated numerical algorithm
Based on the equations presented in the previous two sections, an integrated numerical 
algorithm can be implemented for real-time system identification and vibration control of the 
building structure step by step as follows:
Step 1: Obtain time-varying factor correction matrix kO at time t k t ' by solving Eq. (13) 
based on the current measurements ky .
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Calculate by solving
Find optimal control displacement vector
Determine control forces
1k k 
Vibration control
0k  
Form coefficient matrices
1 1 1( ) ,( ( ) ) ( )MR MRTc d c c d
t
t t  
ª º ª º  « » « »  ¬ ¼ ¬ ¼
0 I 0
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M K H K H M C M H K
( )MR tP
1( ) ( ) ( ) ( ) ( ) ( ) 0T TMR MR MR MR MR MR MR MR MR MRt t t t t t
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( ) ( ) ( )T MR MR MR MRt t t e R B P Z
min
1 0 max
( ) 0
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min{ [ ( )] , } ( ) 0
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 !­  ®     ¯
Fig. 3 Flowchart of semi-active control with MR dampers
Step 2: Calculate estimator gain matrix kK using Eq. (15) with the time-varying factor 
correction matrix determined in Step 1.
Step 3: Generate unknown parametric vector ˆ kZ using Eq. (7) based on the estimator gain 
matrix calculated in Step 2 and the current correction term.
Step 4: Update estimation error covariance matrix kP by Eq. (16).
Step 5: Estimate unknown excitation ˆkf using Eq. (17) with the unknown parametric vector 
identified in Step 3.
Step 6: Take the increment 1k k  . Form coefficient matrices 1MR kA and MRB based on Eq. 
(27) as follows
1 11 1,( )TMR k MRid k c d c id k c d
  
ª º ª º  « » « »   ¬ ¼¬ ¼
0 I 0
A B
M K H K H M C M H K
         (32)
where the stiffness matrix id kK and damping matrix id kC of the building structure are constructed 
using the stiffness coefficients and damping coefficients identified from the health monitoring 
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system in Step 3 at time t k t ' .
Step 7: Calculate the matrix 1MR kP by solving the following Riccati equation
1
1 1 1 1 1 1 0
T T
MR k MR MR MR MR k MR k MR k MR k MR k MR

         P B R B P A P P A Q          (33)
where the coefficient matrices 1MR kA and MRB are formed in Step 6.
Step 8: Find optimal control displacement vector 1T ke at time ( 1)t k t  ' as
1 1 1T k MR MR MR k MR k   e R B P Z                       (34)
where the matrix 1MR kP  is calculated in Step 7 and the state vector 1MR kZ  is composed of 
structural displacement and velocity responses at time ( 1)t k t  ' .
Step 9: Determine control forces based on the semi-active control strategy as shown in Eq. 
(31).
Step 10: Calculate measurement vector at time ( 1)t k t  ' for the identification of structural 
parameter and excitation as well as damage detection based on the measured structural 
acceleration responses 1kX and the measured control forces
*
1kf
External excitations
Building structures
Sensor system
Data acquisition system
Data transmission system
Structural parameters varying with time
Control algorithm
Control devices
Identify parametric variations
Identify structural parameters
Control forces Estimate unknown inputs
Vibration control Damage detection
As shown in Fig. 3 As shown in Fig. 2
Fig. 4 Flowchart of a real-time integrated procedure for both structural health monitoring and vibration 
control
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*
1 1 1k k k     *y MX φ f                          (35)
where c
*φ = H . Return to Step 1 until the discrete time ( 1)t k t  ' is the last datum.
A flow chart of the integrated health monitoring and vibration control system for the building 
structure is shown in Fig. 4. In this integrated system, the health monitoring system and vibration 
control system are combined together for both system identification and vibration control. The 
control forces are first measured and transmitted to the health monitoring system in real-time for 
the identification of structural parameter and excitation as well as damage detection. The 
time-varying structural parameters and ground excitation, identified from the health monitoring 
system in real time, are then transmitted to the vibration control system on line to determine 
optimal control forces to mitigate the structural responses in the next step. The iteration of the 
above two steps of system identification and vibration control forms the on-line integrated 
structural health monitoring and vibration control. 
5. Numerical example
5.1 Description of example building structure
A simple five-story shear building is chosen as the example building structure. It has the 
identical story height of 3 meters (see Fig. 1(a)). The building structure has uniform mass 
kgm 3101.5 u and uniform horizontal story (shear) stiffness ȀNk 710334.1 u for all five 
stories. The five natural frequencies of the building structures are calculated as 2.317, 6.762, 
10.661, 13.695, and 15.620 Hz. The acceleration responses of the building structure are measured 
by five accelerometers with one on each floor of the building structure. From a practical viewpoint, 
the white noise of 2% intensity is added to the calculated acceleration response as the measured 
acceleration response. The noise intensity is defined as the ratio of the root mean square of the 
noise to the root mean square of the acceleration response. Since the highest natural frequency of 
the building is 15.620 Hz, a low-pass filter with a cut off frequency of 30 Hz is applied to the 
noise-polluted acceleration responses. The displacement and velocity responses of the building are 
obtained from the measured noise-polluted acceleration responses through numerical integrations. 
On each story of the building, a semi-active MR damper is installed with a chevron brace that 
connects two neighboring floors. The ratios of the brace horizontal stiffness to the structure 
horizontal stiffness kd/k are selected as one and the same for all the building stories. The properties 
of the MR dampers are listed in Table 1. Damper forces are measured by five force transducers 
with one for each MR damper, and the RMS-noise of 1% intensity is added to the calculated 
control force as the measured control force.
Table 1 Basic parameters of MR damper and fluid
Parameters of MR damper Parameters of smart material
L(m) h (m) b (m) Ap(m2) Py (kN) η (k Pa s) τy min (k Pa) τy max (k Pa)
0.5 0.002 0.75 0.04 0.05 0.0002 0.05 10
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To examine the feasibility and accuracy of the proposed integrated system, the building 
structure subject to earthquake-induced ground acceleration is considered. The ground acceleration 
is taken as the EI Centro earthquake with scaled peak ground acceleration (PGA) of 4.0 m/s2. A 
single damage occurs in the second story with a linear 5% degradation of the story stiffness from 
t=8s to t=9s; and the structural damping matrix is assumed to be the Rayleigh damping matrix
( ) ( )t tD E C M K where and are the two constant coefficients decided by the first and 
second modal damping ratios of 2% and the original mass and stiffness matrixes in this study. It is 
noted that the damping matrix is also time varying because the stiffness matrix is time varying. It 
is also noted that the proposed method can also identify the instantaneous change of stiffness.
5.2 Accuracy of time-varying parameter and excitation identification
In this study, the building structure is subjected to earthquake-induced ground acceleration
( ) ( )gt x t f . The unknown parameter vector at time can be written as k
k
T
TE
D
ª º« » « »« »¬ ¼
K
Z K ,
where 1 2[ ]
T
nk k kT  K is the time varying stiffness coefficients and n=5. The observation 
matrix can be worked outas
1, 2, 3,k k k kª º ¬ ¼H H H H                         (36)
in which
1, 1, 2,
2, 1, 2, 3,
1,
1, 2, 1, ,
, 1,
k k k
k k k k
k
n k n k n k n k
n k n k
x x x
x x x x
x x x x
x x
  

ª º« » « »« » « » « »« »¬ ¼
H
1, 1, 2,
2, 1, 2, 3,
2,
1, 2, 1, ,
, 1,
k k k
k k k k
k
n k n k n k n k
n k n k
x x x
x x x x
x x x x
x x
  

ª º« » « »« » « » « »« »¬ ¼
H 3,k kª º ¬ ¼H MX
The sampling interval is set as 0.002s, and accordingly the sampling frequency is 500 Hz 
for all the measurement responses. The initial values of time-varying story stiffness coefficients 
are taken as 1.25 times the original stiffness coefficients. The initial values for the two constant 
coefficients and are unit but the actual values are 0.4335 and 7.015×10-4 respectively. As 
a result, the initial estimated unknown parametric vector can be written as
D E
t k t '
t'
D E
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> @0ˆ 1.25 1 1.25 1 TT T uZ K K . The initial estimation error covariance matrix is set as
7
0 2 110 n uP I , where 2 1nI represents a )12()12( u nn identity matrix. For the controlled 
building structure with semi-active MR dampers subjected to earthquake excitation, the 
semi-active control forces could be measured by force transducers as the measured excitation ( )t*f ,
while the earthquake ground acceleration ( )gx t could be treated as the unknown excitation ( )tf .
The influence matrix of the unknown excitations can be set as > @1 1 1 1 1 Teφ = H  0 .
The influence matrix of the known inputs c
*φ = H reflects the location of the semi-active MR 
dampers. The time-varying correction factor matrix is set as k m= IO during the time period from 
0t s to 2t s in order to obtain the covariance matrix of noise 
1000
1
ˆ ˆ1/ (1000 1) [( )( ) ]Tk k k k k k
i 
  u  ¦R Φy ΦH Z Φy ΦH Z . The noise covariance matrix 
calculated is then used for every time step subsequently.
Fig. 5 presents the identified results of time varying stiffness coefficients of the five stories of 
the building structure. Fig. 6 shows the identified results of two coefficients and . In Figs. 5 
and 6, the identified results are presented as dash lines but the real values are presented as solid 
lines for comparison. The initial values of time-varying story stiffness coefficients at t=0 are taken 
as 1.25 times the original stiffness coefficients in the calculation. It can be seen that after a very 
short time period (less than 1.25s), the identified results converge to the actual ones and some 
spikes appear near t=0. It can also be seen from Fig. 5 that the proposed algorithm has a very good 
tracking ability for capturing slightly changed stiffness in a very short time period from 8s to 9s.
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Fig. 7 Identified results of unknown earthquake-induced ground acceleration
The results presented in Fig. 6 also show that the proposed algorithm can identify the two damping 
coefficients accurately. In summary, the proposed algorithm can identify time-varying structural 
stiffness and damping coefficients accurately and therefore can detect structural damage precisely 
on-line. The identified results of the unknown earthquake-induced ground acceleration are 
presented in Fig. 7 with dash lines and compared with the actual ones with solid lines, and the 
average identification error of the ground acceleration is only 3.25%. Clearly, the proposed 
algorithm is capable of identifying the unknown excitation very well.
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5.3 Performance of semi-active control with MR dampers
To evaluate the semi-active control performance, the seismic record El Centro NS (1940) is 
selected as input to the example building. The peak ground acceleration of the seismic records is 
scaled from 3.417 m/s2 to 4.0 m/s2. The stiffness matrix and damping matrix of the example 
building is constructed using the stiffness coefficients and damping coefficients identified from the 
health monitoring system accordingly. The matrix ( )MR tA in Eq. (27) and the matrix ( )MR tP in Eq. 
(30) are reconstructed at each time step. The ratios of the brace horizontal stiffness to the structure 
horizontal stiffness of all the five semi-active MR dampers are assigned of the same value of 1. 
Five accelerometers and five force transducers with one accelerometer and one force transducer 
for each story are necessary to realize the feedback control. In the numerical investigation of 
semi-active control performance, the corresponding computed building responses and damper 
forces are taken as the relevant feedback instead of the signals from the sensors in practice. In the 
implementation of the clipped optimal displacement control strategy, the two weighting matrices 
MRQ and MRR are selected as the unit diagonal matrix multiplied by a factor 1×10
5 and 0.00001, 
respectively, after a trial and error study. 
Demonstrated in Fig. 8 are the variations of the peak displacement, velocity, and acceleration 
responses of the example building without control, with passive-on control, and with semi-active 
control. The passive-on control is actually a passive control by setting the maximum damping in 
the MR damper. It can be seen that the peak responses of all the building floors under semi-active 
control are substantially reduced in comparison with those with passive-on control and without 
control. Clearly, the semi-active control with the clipped optimal displacement control algorithm 
can effectively suppress the seismic responses of the building structure.
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5.4 Comparison
To further demonstrate the necessity and advantage of the proposed integrated procedure, the 
performance of semi-active control using on-line updated structural parameters is compared with 
that without updating structural parameters and that with passive-on control. Moreover, the 
accuracy of the parameter and excitation identification of the building structure with time-varying 
structural parameters in control algorithm is compared to that with constant structural parameters 
in control algorithm.
The semi-active control performance is evaluated in terms of two widely-accepted sets of 
normalized performance indices. The first set of the performance indices is related to the building 
responses, which include peak- and RMS-based inter-story drift ratios (J1 and J3) and peak- and
RMS-based absolute acceleration responses (J2 and J4) expressed by
,
1
,
max ( )
max ( )
c
i it i
n
i it i
dx t h
J
dx t h
 
                           (37)
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,
max ( )
max ( )
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t i
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t i
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t i
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                             (40)
where ( )cidx t and ( )
n
idx t are the inter-story drifts of the i th story of the building with and 
without control, respectively; ih is the height of the i th story; ( )
c
i idx t h and are the 
inter-story drift ratios of the i th story of the building with and without control, respectively; ( )cix t
and ( )nix t are the absolute acceleration responses of the i th floor of the building with and without 
control, respectively. The RMS response quantities within the time duration ft under earthquake 
excitation are calculated by > @³ x x ft
f
dt
t 0
21 . The sign 
,
max
t i
means to find the maximum value 
within the given time duration first and among all the building stories afterwards. The second set 
of performance indices are related to the capacity of control devices. The peak-based control force 
(J5) is
,
5
max ( )k
t k
u t
J
W
 
                            (41)
( )ni idx t h
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Table 2 Performance indices for semi-active vibration control using MR dampers
Index
Passive-on control 0.8703 0.6611 0.8806 0.7532 0.076
Semi-active control without parametric updating 0.8117 0.5744 0.8301 0.6951 0.068
Semi-active control with parametric updating 0.5766 0.5376 0.2439 0.3127 0.054
where ( )ku t is the control force generated by the k th control device (MR damper); and W is 
the total weight of all the building floors.
Table 2 shows the performance indices of the controlled building with semi-active control (with 
and without parameter updating) and passive-on control. It can be seen that the proposed 
semi-active control using MR dampers and considering on-line parameter updating can effectively 
reduce both the peak and RMS responses of the example building under seismic excitation. The 
reduction of the RMS responses (J3 and J4) is even more than that of the peak responses (J1 and J2). 
It can also be seen that the semi-active control with on-line parameter updating has much higher 
control performance than that with passive-on control. The control force index further shows that 
with passive-on control, the control force required is also more than that using semi-active control 
with on-line parameter updating. Therefore, the on-line parameter updating is necessary to ensure 
higher control performance and less control force. The above observation can be further confirmed 
through the comparison of the time histories of displacement, velocity and acceleration responses 
of the top floor of the building without control, with passive-on control, and with semi-active 
control. Fig. 9 shows the time histories of acceleration responses of the top floor of the building 
for various cases as an example.
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Figs. 10 and 11 present the identified results of time-varying stiffness coefficients of the five 
stories of the controlled building and the two coefficients and , respectively, with and 
without considering time-varying structural parameters in control algorithm. In Figs. 10 and 11, 
the identified results for the controlled building without considering time-varying structural 
parameters in control algorithm are presented as dash lines, whereas those with considering 
time-varying structural parameters in control algorithm are presented as dot lines and the real 
values are presented as solid lines for comparison. It can be seen that structural parameter 
identification of the building with and without considering time-varying structural parameters in 
control algorithm both have very good tracking ability for capturing time-varying stiffness. 
Moreover, the identified results of the earthquake-induced ground acceleration are almost the same 
for the two cases. However, the results presented in Figs. 10 and 11 show that structural parameter 
identification of the building with considering time-varying structural parameters in control 
algorithm converges much faster to the real value than that without considering time-varying 
structural parameter in control algorithm. This is particularly true in the identification of damping 
coefficients. 
6. Conclusions
A real-time integrated procedure for both health monitoring and vibration control of a building 
structure has been presented in this paper so that on one hand, the time-varying structural 
parameters and unknown excitations of the building structure during earthquake excitation can be 
identified and, on the other hand, the excessive vibration of the building structure can be 
effectively mitigated. The time-varying parameter and excitation identifications are based on the 
least-squares estimation method and the measured structural responses and control forces, whereas 
the vibration control is fulfilled using semi-active MR dampers, a clipped optimal displacement 
control algorithm, and on-line identified time varying structural parameters and excitation. The 
numerical study of an example building shows that the proposed real-time integrated method does 
effectively suppress the seismic responses of the building compared with the passive-on control 
and at the same time accurately identify unknown excitations and time-varying structural 
parameters. The numerical study also manifests that the control performance will deteriorate if 
only the initial constant structural parameters are taken into account in the semi-active control. 
However, this does not affect the accuracy of identification of time-varying structural parameters 
and excitation except for the initial convergent rate.
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Abstract. Magneto-Rheological (MR) dampers are being used increasingly because of their adaptability to 
control algorithms and reliability of passive systems. In this paper, an extensive investigation on 
performance of MR dampers in semi-active and passive modes has been carried out. It is observed that the 
overall energy dissipation by MR dampers in passive-on modes is higher than that in semi-active modes for 
most of the competitive semi-active controllers. Based on the energy dissipation pattern, a novel semi-active 
controller, termed as “Simple Passive Semi-Active Controller”, has been proposed for MR dampers. This 
controller can be emulated by a simple passive hardware proposed in this paper. The proposed concept of 
controller “hardware emulation” is innovative and can also be implemented for other semi-active devices for 
control algorithms of certain form. The effectiveness and reliability of the proposed controller has been 
investigated extensively through numerical simulations. It has been demonstrated that the proposed 
controller is competitive to or more effective than other widely used / investigated semi-active controllers. 
Keywords:  structural response control; passive dampers; semi-active dampers; MR dampers 
1. Introduction 
Structural control systems, such as passive, semi-active and active control systems, have been 
investigated extensively during last four decades because of their effective wind and seismic 
hazard mitigation of civil infrastructures (Spencer and Nagarajaiah 2003). Among the three types 
of structural control systems, fluid viscous dampers have been used the most extensively in 
buildings and bridges. For example, 18,338 Taylor fluid viscous dampers have been installed in 
484structures for wind and seismic hazard mitigations till 2013 (Taylor Devices 2012). 
Significant research efforts have been focused on the semi-active protective systems during the 
last decade because of their reliability and capability to achieve performance similar to those of 
fully active systems (He and Agrawal 2006). Semi-active protective systems are able to function as 
passive devices in the event of failure of the control system or power. These systems are also 
inherently stable and dissipative, since they cannot input mechanical energy into the structural 
system. They also require significantly smaller amounts of power compared to an active control 
system because of parametric nature of the control mechanisms.   

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$PRQJ YDULRXV W\SHV RI VHPLDFWLYH SURWHFWLYH V\VWHPVPDJQHWRUKHRORJLFDO 05 GDPSHUV
KDYHEHHQFRQVLGHUHGWREHSDUWLFXODUO\SURPLVLQJIRUERWKZLQGDQGVHLVPLFKD]DUGPLWLJDWLRQRI
VWUXFWXUHV05GDPSHUVDUHVLPLODUWRFRQYHQWLRQDOIOXLGGDPSHUVLQFRQVWUXFWLRQ+RZHYHUWKH\
FRQWDLQ05IOXLGVLQSODFHRIK\GUDXOLFRLOLQFRQYHQWLRQDOIOXLGGDPSHUV05IOXLGVFRQVLVWRIRLO
ZLWK VXVSHQGHG ILQH LURQ SDUWLFOHV DQG FDQ FKDQJH WKHLU VWDWH IURP OLTXLG WR VHPLVROLG WR VROLG
DOPRVW LQVWDQWO\ LQ WKHSUHVHQFHRI DPDJQHWLF ILHOG&RPSDUHG WRRWKHU VPDUW IOXLGV05 IOXLGV
KDYHDODUJHPD[LPXP\LHOGVWUHVVNSDWRN3DDZLGHRSHUDEOHWHPSHUDWXUHUDQJHÛ&
WRÛ&DQGDIDVWUHVSRQVHWLPHPLOOLVHFRQGV&DUOVRQDQG6SHQFHU7KHSHUIRUPDQFHRI
05GDPSHUVLVQ¶WDIIHFWHGE\LPSXULWLHVDQGFRQWDPLQDQWV+RZHYHU05GDPSHUVDUHRSHUDWHGLQ
SDVVLYHRQ 321 PRGH LQ PDMRULW\ RI DSSOLFDWLRQV ,Q WKLV PRGH WKH\ DUH SURYLGHG ZLWK D
FRQVWDQWYROWDJH&KHQet al
&RPPHUFLDO05IOXLGGHYLFHVKDYHEHHQDYDLODEOHLQWKHPDUNHWVLQFHPLGGOHV&DUOVRQet
alE+RZHYHUWKHVHGHYLFHVZHUHFRQVLGHUHGVPDOOVFDOHGHYLFHVEHFDXVHRIIRUFHFDSDFLW\
RIWKHVFDOHRI10RUHUHFHQWO\DODUJHVFDOHWRQ05GDPSHUZDVGHVLJQHGDQGSURGXFHG
E\ /RUG &RUSRUDWLRQ IRU IXOO VFDOH VHLVPLF DSSOLFDWLRQV 6SHQFHU et al D0HFKDQLFDO
VLPSOLFLW\ KLJK G\QDPLF UDQJH ORZ SRZHU UHTXLUHPHQW ODUJH IRUFH FDSDFLW\ DQG LQKHUHQW
UREXVWQHVVKDYHPDGHODUJHVFDOH05GDPSHUVTXLWHVXLWDEOHIRUIXOOVFDOHVWUXFWXUDODSSOLFDWLRQV  
$%RXF:HQPRGHO H[KLELWLQJ K\VWHUHWLF EHKDYLRU RI WKH05GDPSHU KDV EHHQ SURSRVHGE\
6SHQFHUet al &RPSDULVRQEHWZHHQQXPHULFDOVLPXODWLRQVDQGH[SHULPHQWDOUHVXOWVZHUH
PDGHWRYDOLGDWHWKHHIILFLHQF\RIWKLVPRGHO7KHSKHQRPHQRORJLFDO%RXF:HQPRGHOZDVIXUWKHU
PRGLILHGE\ -LDQJet al  WREHWWHU DFFRPPRGDWH D WLPHYDU\LQJ FXUUHQW0RUH UHFHQWO\ D
K\SHUEROLFWDQJHQWPRGHOKDVEHHQSUHVHQWHGE\%DVVet alWRPRGHOWKHEHKDYLRURI05
GDPSHUV7KLVPRGHOGHVFULEHVWKHG\QDPLFVRIWKHGDPSHUDQGWKHIRUFHRXWSXW LQDVWDWHVSDFH
IRUPPDNLQJWKLVPRGHOVXLWDEOHIRUDIDVWHUQXPHULFDODQDO\VLV-LDQJet al
$OWKRXJKQXPHURXVVHPLDFWLYHFRQWURODOJRULWKPVKDYHEHHQSURSRVHGLQWKHOLWHUDWXUHLWKDV
EHHQ REVHUYHG WKDW WKH SHUIRUPDQFHV RI 05 GDPSHUV XVLQJ FXUUHQWO\ DYDLODEOH VHPLDFWLYH
FRQWUROOHUV DUH LQIHULRU WR RU LV VLPLODU WR WKRVH RI05 GDPSHUV LQ 321PRGHV )RU H[DPSOH
)ULHGPDQet al KDYHFDUULHGRXWDGHWDLOHG LQYHVWLJDWLRQRQWKHSHUIRUPDQFHRI321DQG
&2&FRQWUROOHUVDQGKDYHVKRZQWKDWWKHSHUIRUPDQFHRI321LVEHWWHURUVLPLODUWR&2&,QWKLV
SDSHU WKH SHUIRUPDQFHV RI WZRPRVW FRPSHWLWLYH VHPLDFWLYH FRQWUROOHUV IRU05 GDPSHUV KDYH
EHHQFRPSDUHGZLWKWKRVHRI05GDPSHUVLQ321PRGH%DVHGRQWKLVLQYHVWLJDWLRQD³6LPSOH
3DVVLYH 6HPL$FWLYH &RQWUROOHU´ 636$& KDV EHHQ GHYHORSHG $OWKRXJK WKLV LV VHPLDFWLYH
FRQWUROOHU LW FDQ EH LPSOHPHQWHG DV D SDVVLYH V\VWHP LH ZLWKRXW UHTXLULQJ VHQVRU DQG
FRQWUROOHU


3HUIRUPDQFHRI05GDPSHUVLQVHPLDFWLYHDQG321PRGHV

 $QH[WHQVLYHFRPSDUDWLYHLQYHVWLJDWLRQRQSHUIRUPDQFHVRI05GDPSHUVLQVHPLDFWLYHDQG
321PRGHVKDYHEHHQFDUULHGRXW WKURXJKQXPHULFDO VLPXODWLRQVRQDVWRU\HYDOXDWLRQPRGHO
UHSUHVHQWLQJWKHPRPHQWUHVLVWLQJIUDPHRIDW\SLFDORIILFHEXLOGLQJRQVWLIIVRLO LQ/RV$QJHOHV
&DOLIRUQLD 'HWDLOHG LQIRUPDWLRQ RQ WKH SURSHUW\ RI WKLV EXLOGLQJ DQG WKH GHYHORSPHQW RI WKH
HYDOXDWLRQPRGHOFDQEHIRXQGLQ)ULHGPDQet al)LJVKRZVWKHGHJUHHVRIIUHHGRP
HYDOXDWLRQPRGHOFRQVLVWLQJRIHLJKWKRUL]RQWDO'2)VDQG ILYHYHUWLFDO'2)=KDQJ7KH
ILUVWILYHQDWXUDOIUHTXHQFLHVIRUWKHVWUXFWXUDOPRGHODUH+]

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)LJ(YDOXDWLRQ0RGHORIWKH0RPHQW5HVLVWLQJ)UDPHIRU1XPHULFDO6LPXODWLRQ


7KHPRGHORI05GDPSHULQWKHQXPHULFDOVLPXODWLRQVLVEDVHGRQDN105GDPSHUZLWK
D VWURNH RI  PP 7KH SKHQRPHQRORJLFDO %RXF:HQ PRGHO IRU 05 GDPSHUV GLVFXVVHG
SUHYLRXVO\UHTXLUHVWHQSDUDPHWHUVDVDIXQFWLRQRIFXUUHQWLQWKHGDPSHUWRIXOO\FKDUDFWHUL]HWKH
G\QDPLFEHKDYLRURIWKH05GDPSHUV3RO\QRPLDOIXQFWLRQVIRUWKHVHSDUDPHWHUVDVDIXQFWLRQRI
WKH FXUUHQW ݅DUH KDYH EHHQ REWDLQHG E\ QRQOLQHDU RSWLPL]DWLRQ RI PRGHO SDUDPHWHUV XVLQJ
H[SHULPHQWDOGDWDRI05GDPSHUV=KDQJ/LNHZLVHIRXUWKRUGHUSRO\QRPLDOIXQFWLRQVIRU
SDUDPHWHUVRI WKHK\SHUEROLF WDQJHQWPRGHODV IXQFWLRQVRI WKHFXUUHQW LKDYHEHHQGHULYHGE\
-LDQJet alWKURXJKRSWLPL]DWLRQXVLQJH[SHULPHQWDOGDWDRQ05GDPSHUV5HVXOWVE\-LDQJ
et al  VKRZ WKDW DOWKRXJK ERWK WKH %RXF:HQ DQG WKH K\SHUEROLFWDQJHQW PRGHOV FDQ
SUHGLFWWKHFRQWUROIRUFHRIWKHN105GDPSHUYHU\ZHOO506HUURUVEHWZHHQH[SHULPHQWDO
DQGWKHRUHWLFDOUHVSRQVHVUHODWHGWRGDPSHUVDUHVPDOOHULQFDVHRIWKHK\SHUEROLFWDQJHQWPRGHO
7KH\KDYHVKRZQWKDW WKHK\SHUEROLFWDQJHQWPRGHO LVIDVWHU WKDQ WKH%RXF:HQPRGHO ,Q
WKLVUHVHDUFKERWK%XRF:HQDQGK\SHUEROLFWDQJHQWPRGHOVKDVEHHQXVHGWRPRGHOEHKDYLRURI
05GDPSHUV
7KH SHUIRUPDQFH RI ODUJH VFDOH05 GDPSHUV LQ VHPLDFWLYH DQG SDVVLYHRQPRGHV KDV EHHQ
HYDOXDWHG E\ VHOHFWLQJ WZR YHU\ FRPSHWLWLYH DQGZLGHO\ LQYHVWLJDWHG VHPLDFWLYH FRQWUROOHUV L
&OLSSHG2SWLPDO&RQWUROOHU&2&-DQVHQDQG'\NHDQGVPRRWKERXQGDU\OD\HUFRQWUROOHU
6%/&+Het al7KH&2&FRQVLVWVRIWZRVXEFRQWUROOHUVDOLQHDURSWLPDOFRQWUROOHUDQG
DVHFRQGDU\EDQJEDQJFRQWUROOHU7KHIRUFHFDOFXODWHGE\ WKH OLQHDURSWLPDOFRQWUROOHU WKH ILUVW
VXEFRQWUROOHUFDQEHJHQHUDOO\H[SUHVVHGDV
௖݂ ൌ ܮିଵ ቄܭ௖ሺݏሻܮሼቂ
ݕ
݂ቃሽቅ      
ZKHUH ݕ LV WKH YHFWRU RI PHDVXUHG VWUXFWXUDO UHVSRQVH ݂  LV WKH YHFWRU RI PHDVXUHG IRUFH
JHQHUDWHGEHWZHHQ05GDPSHUVDQGWKHVWUXFWXUH ܮሼήሽ DQG ܮିଵሼήሽDUHWKH/DSODFHWUDQVIRUPDQG
LQYHUVH /DSODFH WUDQVIRUPV UHVSHFWLYHO\ DQG ܭ௖ሺݏሻ LV D OLQHDU RSWLPDO FRQWUROOHU GHVLJQHG WR
SURYLGHWKHGHVLUHGFRQWUROIRUFHEDVHGRQWKHPHDVXUHGUHVSRQVHV ݕ DQGWKHPHDVXUHGIRUFH ݂
7KH WHUP ௖݂ LV WKHRSWLPDO FRQWURO IRUFH FDOFXODWHGE\ WKH OLQHDURSWLPDOFRQWUROOHU RU WKH ILUVW
VXEFRQWUROOHURI&2&,WLVQRWHGWKDWWKHOLQHDURSWLPDOFRQWUROOHU ܭ௖ሺݏሻ FDQEHREWDLQHGIURPD
WK
UG
QG
VW
%DVH
%


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YDULHW\RIV\QWKHVLVPHWKRGVHJ/4*,QWKH&2&WKHUXOHEDVHGRQZKLFKWKHFRQWUROYROWDJH
LV JHQHUDWHG LV VWDWHG DV ZKHQ WKH05 GDPSHU LV SURYLGLQJ WKH GHVLUHG RSWLPDO IRUFH LH
݂ ൌ ௖݂WKHYROWDJHDSSOLHGWRWKHGDPSHUVKRXOGUHPDLQDWWKHSUHVHQWOHYHOLIWKHPDJQLWXGH
RI WKHIRUFHSURGXFHGE\WKHGDPSHU LVVPDOOHU WKDQ WKHPDJQLWXGHRI WKHGHVLUHGRSWLPDO IRUFH
DQGWKHWZRIRUFHVKDYHWKHVDPHVLJQWKHYROWDJHDSSOLHGWRWKHFXUUHQWGULYHULVLQFUHDVHGWRWKH
PD[LPXPOHYHOVRDVWRLQFUHDVHWKHIRUFHSURGXFHGE\WKHGDPSHUPDWFKWKHGHVLUHGFRQWUROIRUFH
RWKHUZLVH WKHYROWDJHDSSOLHGWRWKHFXUUHQWGULYHULVVHW WR]HUR7KHDOJRULWKPIRUVHOHFWLQJ
WKHFRPPDQGVLJQDOFDQEHH[SUHVVHGDV
ݒ ൌ ௠ܸ௔௫ܪሼሺ ௖݂ െ ݂ሻ݂ሽ                           
ZKHUH ௠ܸ௔௫ LVWKHYROWDJHWRWKHFXUUHQWGULYHUDVVRFLDWHGZLWKVDWXUDWLRQRIWKHPDJQHWLFILHOGLQ
WKH05GDPSHUDQG ܪሼήሽ LVWKH+HDYLVLGHVWHSIXQFWLRQ
7KHVPRRWKERXQGDU\OD\HUFRQWUROOHU6%/&ZDVGHYHORSHGE\+Het alDQGKDVEHHQ
PRGLILHGIRU05GDPSHUVDV
ݑሺݐሻ ൌ ߚหܲൣ ሶ݀ሺݐሻ൧หݐ݄ܽ݊ሺߙ݀ሻ         
ZKHUH ݑ LVWKHFRQWUROYROWDJHWHUP ݀ LVWKHGLVSODFHPHQWDFURVVWKHGDPSHU ߙ DQG ߚ DUHWKH
ZHLJKWLQJ SDUDPHWHUV WR EH GHILQHG E\ WKH GHVLJQHUVหܲൣ ሶ݀ሺݐሻ൧หLV WKH DEVROXWH YDOXH RI WKH ORFDO
SHDN GLVSODFHPHQW SULRU WR WKH FXUUHQW WLPH ݐ $FFRUGLQJ WR WKH FRQWURO DOJRULWKP WKH FRQWURO
YROWDJH LV GHWHUPLQHG E\ WKH YHORFLW\ DFURVV WKH GDPSHU WKURXJK D K\SHUEROLFWDQJHQW IXQFWLRQ
7KHK\SHUEROLFWDQJHQW IXQFWLRQ HQVXUHV WKDW WKH FRQWURO YROWDJHZLOO GHFUHDVH WR ]HUR VPRRWKO\
WKH GHVLJQ SDUDPHWHU ߙ FRQWUROV KRZ VPRRWK WKLV YROWDJHGURS LV ZKHQ WKH GDPSHU VWRSV
PRYLQJ3HUIRUPDQFHRIWKLVFRQWUROOHUKDVEHHQLQYHVWLJDWHGH[WHQVLYHO\E\+Het al
1LQHHYDOXDWLRQFULWHULDVLPLODUWRWKRVHXVHGLQVHYHUDOEHQFKPDUNVWXGLHV2KWRULet alE
$JUDZDOet alKDYHEHHQXVHGWRHYDOXDWHSHUIRUPDQFHRI05GDPSHUVLQVHPLDFWLYHDQG
321PRGHV+RZHYHUDPRQJWKHVHHYDOXDWLRQFULWHULDHYDOXDWLRQFULWHULD--DQG-  VKRZQLQ
7DEOHKDYHEHHQFRQVLGHUHGWREHPRUHLPSRUWDQWPHDVXUHV7KHLPSRUWDQFHRIWKHVHFULWHULDOLHV
LQWKHLUGHILQLWLRQV-QRUPDOL]HGGLVSODFHPHQWDQG-QRUPDOL]HGLQWHUVWRU\GULIWDUHUHODWHGWR
WKH PD[LPXP GDPDJH FDXVHG WR WKH VWUXFWXUH ZKLOH -QRUPDOL]HG QRUP RI GULIW LV UHODWHG WR
FXPXODWLYHVHLVPLFGDPDJHGXULQJWKHGXUDWLRQWIRIWKHHDUWKTXDNH,QWKHVHHYDOXDWLRQFULWHULD
ݔ௜ሺݐሻ LV WKH KRUL]RQWDO GLVSODFHPHQW RI ݅௧௛ IORRU ݔ௠௔௫ LV WKH PD[LPXP GLVSODFHPHQW RI WKH
XQFRQWUROOHGVWUXFWXUHIRUDSDUWLFXODUHDUWKTXDNH݀௜ሺݐሻ LVWKHLQWHUVWRU\GULIWRIWKH ݅WKIORRU ݄௜
LV WKH KHLJKW RI ݅WK IORRU DQG݀௡ǡ௠௔௫ ൌ ሺ݀௜ሺݐሻȀ݄௜ሻ LV WKH XQFRQWUROOHGPD[LPXP LQWHUVWRU\
GULIW UDWLR (YDOXDWLRQ FULWHULD - FRUUHVSRQGV WR QRUPHG UHVSRQVH TXDQWLWLHV HJԡݔ௜ሺݐሻԡ ൌ
ට׬ ݔ௜ଶሺݐሻ݀ݐ௧೑଴ 
)RXU UHFRUGHG HDUWKTXDNHV ZKLFK KDYH DOVR EHHQ DGRSWHG LQ VHYHUDO EHQFKPDUN VWUXFWXUDO
FRQWURO VWXGLHV $JUDZDO et al  KDYH EHHQ VHOHFWHG IRU WKLV VWXG\  7KHVH IRXU KLVWRULFDO
JURXQGPRWLRQVDUH(O&HQWUR16+DFKLQRKH16.REH16
 1RUWKULGJH 16 DW 6\OPDU &RXQW\ +RVSLWDO SDUNLQJ ORW   7KHVH HDUWKTXDNHV DUH
GHQRWHGDV(/&+$&.2%DQG125UHVSHFWLYHO\
7ZRN105GDPSHUVRQHEHWZHHQ%DVHDQGVWIORRUDQGDQRWKHUEHWZHHQVWDQGQGIORRU
KDYHEHHQ LQVWDOOHG LQ WKHHYDOXDWLRQPRGHO LQ)LJ$VGHVFULEHGSUHYLRXVO\&2&FRQVLVWVRI
WZRVXEFRQWUROOHUVDOLQHDURSWLPDOFRQWUROOHULQ(TDQGDVHFRQGDU\EDQJEDQJFRQWUROOHULQ
(T $VWDWHVSDFH OLQHDUTXDGUDWLF*DXVVLDQ /4* UHJXODWRU LVFKRVHQDV WKH OLQHDURSWLPDO
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FRQWUROOHU WR FDOFXODWH WKH RSWLPDO FRQWURO IRUFH 7KH /4* FRQWUROOHU KDV EHHQ GHVLJQHG E\
FRQVLGHULQJ IORRU DFFHOHUDWLRQV DV PHDVXUHG UHVSRQVHV ZHLJKWLQJ PDWUL[ܳ ൌ ݍሾܫሿ DQG FRQWURO
ZHLJKWLQJPDWUL[ ܴ  D ሾͶ ൈ Ͷሿ GLDJRQDOPDWUL[ZLWK5 5 UDQG5 5 
=KDQJ 3DUDPHWHUV IRU &2& DQG 6%/& FRQWUROOHUV KDYH EHHQ GHVLJQHG XVLQJ (O &HQWUR
HDUWKTXDNH VXFK WKDW  WKH QRUPDOL]HG LQWHUVWRU\ GULIW ܬଶ LV PLQLPL]HG DQG  WKH IRUFH
FDSDFLW\  N1 RI 05 GDPSHU LV IXOO\ XWLOL]HG 5HVXOWLQJ GHVLJQ SDUDPHWHUV RI DERYH WZR
FRQWUROOHUVDUH ݍ ൌ ͳ ൈ ͳͲଵ଴ ݎ ൌ ͳ ൈ ͳͲିହ IRU&2& ߙ ൌ ʹͲ ߚ ൌ ͶͲ IRU6%/&,QDGGLWLRQ
DVDWXUDWLRQYROWDJH ௠ܸ௔௫  YROWLVGHVLJQDWHGIRUDOOWKHFRQWUROOHUVWRDYRLGGDPDJHWR05
GDPSHUFRLOV,WVKRXOGEHQRWHGWKDWZHLJKWLQJPDWULFHV4DQG5DUHWKHZHLJKWVRQWKHUHVSRQVH
UHGXFWLRQDQGFRQWUROFRVWLQDW\SLFDO/4*FRQWUROOHU)ULHGPDQet al
6LPXODWLRQ UHVXOWV KDYH EHHQ DQDO\]HG IRU  HDUWKTXDNHV GHVFULEHG SUHYLRXVO\ ,W KDV EHHQ
REVHUYHGIURPVLPXODWLRQUHVXOWVWKDWZKLOHSDVVLYHRIIFDVHLVDOPRVWVLPLODUWRWKHXQFRQWUROOHG
FDVHSHUIRUPDQFHVRIRWKHUWKUHHFRQWUROOHUVDUHTXLWHVLPLODU  ,QIDFWWKHSHUIRUPDQFHRI321
FRQWUROOHU LV EHWWHU WKDQ WZR VHPLDFWLYH FRQWUROOHUV GXULQJ1RUWKULGJH HDUWKTXDNHZKLFK LV WKH
PRVW VHYHUH DPRQJ  HDUWKTXDNHV DOWKRXJK RWKHU HDUWKTXDNHV DOVR \LHOG VLPLODU UHVXOWV =KDQJ

,W KDV EHHQ REVHUYHG IURP VLPXODWLRQ UHVXOWV WKDW WKH PD[LPXP SHDN FRQWURO IRUFH GXULQJ
SDVVLYHRII FDVH LV DURXQG RI WKH HIIHFWLYH VHLVPLFZHLJKW'XULQJ VHPLDFWLYHPRGHV WKH
SHDN FRQWURO IRUFH LV LQFUHDVHG WR  RI WKH HIIHFWLYH VHLVPLF ZHLJKW VLQFH WKHUH DUH WZR05
GDPSHUVRIN1FDSDFLW\HDFK+HQFHWKHUHGXFWLRQRISHDNUHVSRQVHTXDQWLWLHVLQVHPLDFWLYH
FDVH LV PRUH REYLRXV DV FRPSDUHG WR WKH SDVVLYHRII FDVH 6XFK UHGXFWLRQ LQ WKH VWUXFWXUDO
UHVSRQVHVFDQEHIXUWKHUTXDQWLILHGE\FDOFXODWLQJWKHHYDOXDWLRQWHUP³*DLQ/RVVRI-´ZKLFKLV
SHUFHQWDJHUHVSRQVHUHGXFWLRQ7KH*DLQ/RVVRI-VKRUWHQHGDV ܩܮܬIRUDFRQWUROOHUZLWKUHVSHFW
WRXQFRQWUROOHGUHVSRQVHFDQEHFDOFXODWHGDV
ܩܮܬ௎௡௖௢௡௧௥௢௟௟௘ௗǡ௜஼ை஼ǡாொ ൌ ൫ͳ െ ܬ௜஼ை஼ǡாொ൯ ൈ ͳͲͲΨ  ܩܮܬ௎௡௖௢௡௧௥௢௟௟௘ௗǡ௜ௌ஻௅஼ǡாொ ൌ ൫ͳ െ ܬ௜ௌ஻௅஼ǡாொ൯ ൈ ͳͲͲΨ 
ZKHUHVXEVFULSW ݅GHQRWHVHYDOXDWLRQFULWHULDQXPEHUWKHODEHO ܧܳ  (/&+$&.2%125LV
WKH JURXQG PRWLRQ XQGHU ZKLFK WKH FULWHULD ܬ௜  KDV EHHQ REWDLQHG 7KH FDOFXODWHG ܩܮܬ HUURU
GLUHFWO\ UHIOHFWV JDLQ RU ORVV LQ WKH SHUIRUPDQFH RI D VSHFLILF FRQWURO VWUDWHJ\ ZLWK UHVSHFW WR
XQFRQWUROOHGUHVSRQVH:KHQDFRQWUROVWUDWHJ\IDLOVWRUHGXFHWKHVWUXFWXUDOUHVSRQVHVWKHVLJQRI
WKHFDOFXODWHGHUURUZRXOGEHQHJDWLYHDQG WKHPDJQLWXGHRI WKHDEVROXWHYDOXHRI WKLVQHJDWLYH
HUURUUHSUHVHQWVLQFUHDVHLQUHVSRQVHZLWKUHVSHFWWRXQFRQWUROOHGVWUXFWXUH


7DEOH(YDOXDWLRQ&ULWHULDIRUWKH3HUIRUPDQFH&RPSDULVRQ
3HDN+RUL]RQWDO'LVS
ܬଵ ൌ ݉ܽ ݔ ቆ
݉ܽݔȁݔ௜ሺݐሻȁ
ݔ௠௔௫ ቇ
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ܬଶ ൌ ݉ܽݔሺ
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)LJ3ORWVRI*DLQ/RVVRI-IRU&2&6%/&ZLWK5HVSHFWWR8QFRQWUROOHG5HVSRQVHV


,W KDV EHHQ REVHUYHG IURP VLPXODWLRQ UHVXOWV WKDW WKH HYDOXDWLRQ FULWHULD ܬ଺LV JHQHUDOO\PRUH
WKDQ  LQ FDVHV RI ERWK &2& DQG 6%/& IRU DOO HDUWKTXDNHV DQG ܬଵ LV SRVLWLYH IRU ERWK
FRQWUROOHUV GXULQJ DOO  HDUWKTXDNHV DOWKRXJK LW LV FORVH WR ]HUR IRU &2& GXULQJ +DFKLQRKH
HDUWKTXDNH,QSDUWLFXODUWKH6%/&UHGXFHVWKHFXPXODWLYHIORRUGLVSODFHPHQW ܬ଺E\PRUHWKDQ
 GXULQJ +DFKLQRKH .REH DQG 1RUWKULGJH HDUWKTXDNHV DQG  GXULQJ WKH (O &HQWUR
HDUWKTXDNH+HQFHEDUSORWVRQO\IRUWKHHYDOXDWLRQFULWHULD-LQWHUVWRU\GULIWDUHVKRZQIRUWZR
FRQWUROOHUVLQWKH)LJEHORZ(YDOXDWLRQFULWHULD-IRUWKH+DFKLQRKHHDUWKTXDNHHDUWKTXDNH
VKRZVDORVVLQ)LJZKHUHDV-IRUWKLVHDUWKTXDNHKDVEHHQIRXQGWREHDJDLQIRUERWK&2&
DQG 6%/& FRQWUROOHUV 7KLV VKRZV WKDW WKH WZR FRQWUROOHUV DUH PRUH HIIHFWLYH LQ UHGXFLQJ WKH
RYHUDOOLQWHUVWRU\GULIWWLPHKLVWRU\RIWKHEXLOGLQJDQGQRWHIIHFWLYHLQUHGXFLQJWKHSHDNLQWHUVWRU\
GULIWGXULQJWKH+DFKLQRKHHDUWKTXDNH+RZHYHURYHUDOOWKH6%/&LVPRUHHIIHFWLYHLQUHGXFLQJ
WKHSHDNGULIWWKDQWKH&2&
$OWKRXJK WKH WZR VHPLDFWLYH FRQWUROOHUV DFKLHYHG D EHWWHU SHUIRUPDQFH WKDQ WKH SDVVLYH
RII PRGH ERWK FRQWUROOHUV KDYH EHHQ REVHUYHG WR DFKLHYH D SHUIRUPDQFH VLPLODU WR WKDW RI
 WKH SDVVLYHRQ PRGH =KDQJ  7R EHWWHU LOOXVWUDWH RI WKH WZR FRQWUROOHUV ZLWK UHVSHFW
 WR WKH 321 FDVH D TXDQWLILHG FRPSDULVRQ LV PDGH E\ FDOFXODWLQJ WKH ܩܮܬ IRU &2& DQG
6%/& FDVHV ZLWK UHVSHFW WR 321 GXULQJ WKH IRXU HDUWKTXDNHV 7KHܩܮܬ LV FDOFXODWHG ZLWK
UHVSHFW WR SDVVLYHRQ FDVH XVLQJ WKH IROORZLQJ HTXDWLRQV
ܩܮܬ௉ைேǡ௜஼ை஼ǡாொ ൌ ൫ܬ௜௉ைேǡாொ െ ܬ௜஼ை஼ǡாொ൯ ൈ ͳͲͲΨǢ ܩܮܬ௉ைேǡ௜ௌ஻௅஼ǡாொ ൌ ൫ܬ௜௉ைேǡாொ െ ܬ௜ௌ஻௅஼ǡாொ൯ ൈ ͳͲͲΨ 
ZKHUH ݅UHSUHVHQWV VXEVFULSW IRU HYDOXDWLRQ FULWHULD ܬ௜  DQG ODEHO ܧܳ   (/& +$& .2% 
125 LQGLFDWHV WKH JURXQG PRWLRQ $ SRVLWLYH ܩܮܬ FDOFXODWHG E\ (T  LQGLFDWHV WKDW 05
GDPSHUV LQ VHPLDFWLYH PRGH DFKLHYHV D EHWWHU SHUIRUPDQFH WKDQ WKH SDVVLYHRQ FDVH ZKLOH
D QHJDWLYH ܩܮܬ LPSOLHV DQ LQIHULRU SHUIRUPDQFH RI 05 GDPSHUV LQ VHPLDFWLYH PRGH ZLWK
UHVSHFW WR WKH SDVVLYHRQ FDVH )LJ  VKRZVܩܮܬIRU &2& DQG 6%/& ZLWK UHVSHFW WR WKH 
321 FDVH
2XW RI WKH WRWDO WZHOYH ܩܮܬ௉ைேǡ௜஼ை஼ǡாொ VKRZQ LQ )LJ  IRU WKH &2& FDVH RQO\ WKUHH YDOXHV
ܩܮܬ௉ைேǡଵ஼ை஼ǡா௅஼ ܩܮܬ௉ைேǡଵ஼ை஼ǡு஺஼  ܩܮܬ௉ைேǡଶ஼ை஼ǡு஺஼DUHIRXQGWREHSRVLWLYH2QWKHRWKHUKDQG ܩܮܬ௉ைேǡ௜ௌ஻௅஼ǡாொ
YDOXHV DUH SRVLWLYH IRU WKH 6%/& FDVH ,Q SDUWLFXODU DPRQJ  ܩܮܬ YDOXHV IRU WKH HYDOXDWLRQ
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FULWHULRQ ܬ଺ IRU&2&DQG6%/&RQO\ ܩܮܬ௉ைேǡ଺஼ை஼ǡ௄ை஻ VKRZVDQLPSURYHPHQWRIRYHUWKH321
FDVH &RQVLGHULQJ WKH IDFW WKDW VHPLDFWLYH FRQWUROOHUV XWLOL]H DGYDQFHG FRQWURO DOJRULWKPV DQG
VHQVRUVIRUDFKLHYLQJDQRSWLPL]HGFRQWURORIVWUXFWXUDOUHVSRQVHV WKHLUSHUIRUPDQFHLQ)LJLV
QRWDWWUDFWLYHIRUSUDFWLFDODSSOLFDWLRQV


(QHUJ\GLVVLSDWLRQSDWWHUQ

7KHSHUIRUPDQFHRIWKHGDPSHUDVZHOODVWKHFRQWUROOHUODUJHO\GHSHQGVRQWKHDPRXQWRIWKH
GLVVLSDWHG VHLVPLF HQHUJ\ DQG WKHZD\ LQZKLFK WKH HQHUJ\ LV GLVVLSDWHG GXULQJ WKH HDUWKTXDNH
JURXQG PRWLRQ 7KH HQHUJ\ GLVVLSDWLRQ E\ WKH  N105 GDPSHU RFFXUV GXULQJ HDFK RI WKH
UHFLSURFDWLQJ SLVWRQ VWURNHV DV WKH VWUXFWXUH LV VXEMHFWHG WR H[WHUQDO ORDG 7KH WRWDO HQHUJ\
GLVVLSDWHGܧ஽E\D05GDPSHUGXULQJDGLVSODFHPHQWLQWHUYDORI ሾݔଵǡ ݔଶሿ FDQEHFDOFXODWHGDV
&KRSUD
 ܧ஽ ൌ ׬ ஽݂ ή ݀ሺݔௗሻǡݔௗ א ሾݔଵǡ ݔଶሿ                       



)LJ3ORWVRI*DLQ/RVVRI-EHWZHHQ&2&DQG3DVVLYH2Q&DVHV
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,Q (T  ஽݂  LV WKH GDPSHU IRUFH ݔௗ  LV WKH GDPSHU SLVWRQ PRYHPHQW HTXLYDOHQW WR
LQWHUVWRU\GLVSODFHPHQWZKHQGDPSHULVKRUL]RQWDOO\FRQQHFWHGEHWZHHQWZRVWRULHV ݔଵ DQG ݔଶ
DUHWKHORZHUDQGXSSHUOLPLWVRIWKHGLVSODFHPHQWLQWHUYDORILQWHUHVW
,Q RUGHU WR LQYHVWLJDWH HQHUJ\ GLVVLSDWLRQ SDWWHUQ RI05GDPSHUV LQ VHPLDFWLYH DQG SDVVLYH
PRGHVQXPHULFDOVLPXODWLRQVKDYHEHHQFDUULHGRXWE\LQVWDOOLQJWZR05GDPSHUVLQWKHEXLOGLQJ
RQHLQEDVHIORRUDQGRQHLQVWIORRULQ)LJVXEMHFWHGWRWKH(O&HQWURHDUWKTXDNH%RWK05
GDPSHUVKDYHEHHQFRQWUROOHGLQSDVVLYHRQ&RQVWDQWYROWDJHVRI9IRUGDPSHURQILUVWIORRU
DQG9IRUGDPSHURQVHFRQGIORRUDQGVHPLDFWLYHFRQWURO&2&PRGHV(QHUJ\GLVVLSDWHG
E\05GDPSHUVKDVEHHQFDOFXODWHGIURPQXPHULFDOVLPXODWLRQUHVXOWVXVLQJ(T
)LJVKRZV WKHSORWVRIHQHUJ\GLVVLSDWHGE\ WKH05'DPSHUDVD IXQFWLRQRI LQWHUVWRU\
GULIWRUGDPSHUVWURNHIRUWKHWZRFRQWUROVWUDWHJLHV&2&DQGSDVVLYHRQ7KHEDUVLQWKHILJXUH
UHSUHVHQW WKH DPRXQW RI FXPXODWLYH GLVVLSDWHG HQHUJ\ ZLWKLQ HDFK GDPSHU VWURNH LQWHUYDO 7KH
SORWVIRU05'DPSHUDQGWKRVHGXULQJRWKHUHDUWKTXDNHVKDYHEHHQIRXQGWREHVLPLODUWRWKRVH
LQ)LJ 
,W LV REVHUYHG IURP )LJ  WKDW WKH SDWWHUQ RI WKH GLVVLSDWHG HQHUJ\ GLVWULEXWLRQ LV QHDUO\
WULDQJXODU DQG PRVW RI WKH HQHUJ\ LV GLVVLSDWHG DURXQG WKH ]HUR LQWHUVWRU\ GULIW RU PD[LPXP
LQWHUVWRU\ YHORFLW\ GXULQJ HDFK YLEUDWLRQ F\FOH )RU H[DPSOH WRWDO HQHUJ\ GLVVLSDWHG E\ 05
'DPSHULQ321PRGHLVN1āPWKHPD[LPXPLQWHUVWRU\GULIWRIWKDWIORRULVPDQG
N1āPRIWKHWRWDOGLVVLSDWHGHQHUJ\RFFXUVZLWKLQPGLVSODFHPHQWDURXQGWKH
]HURSRVLWLRQRIWKHSLVWRQ)RUWKHFDVHRI&2&LQ)LJXUHN1āPRIWKHWRWDOHQHUJ\
LVGLVVLSDWHGZLWKLQPGLVSODFHPHQWDURXQGWKH]HURSRVLWLRQRIWKHSLVWRQ,WLVLQWHUHVWLQJWR
QRWHWKDWDOWKRXJKFOLSSHGRSWLPDOFRQWUROOHUXWLOL]HVVRSKLVWLFDWHGVHQVRUEDVHGIHHGEDFNFRQWURO
ORJLF LWV GLVVLSDWHG HQHUJ\ GLVWULEXWLRQ LV YHU\ VLPLODU WR WKDW RI WKH 321 FDVH ,W KDV EHHQ
REVHUYHGIURPVLPXODWLRQUHVXOWV WKDW WKHWRWDOHQHUJ\GLVVLSDWHGE\05GDPSHULQ321PRGH
 N1āP LV  PRUH WKDQ WKH DPRXQW GLVVLSDWHG  N1āP LQ &2& PRGH 6XFK
VLJQLILFDQW GLIIHUHQFH LQ GLVVLSDWHG HQHUJ\ FDQ H[SODLQZK\ WKH SHUIRUPDQFH RI05 GDPSHUV LQ
VHPLDFWLYHPRGHOLVLQIHULRUWRWKDWLQ321PRGH



)LJ(QHUJ\'LVVLSDWLRQ3DWWHUQE\05'DPSHULQ6HPLDFWLYHDQG3210RGHV

838
An innovative hardware emulated simple passive semi-active controller…
'HYHORSPHQWRIDQLQQRYDWLYHVLPSOHSDVVLYHFRQWUROOHU

,WKDVEHHQREVHUYHGIURPUHVXOWVSUHVHQWHGDERYHWKDWWKHGLVVLSDWHGHQHUJ\ܧ஽LVDIXQFWLRQ
RI WKH FRQWURO IRUFH  ஽݂  DQG WKH GDPSHU SLVWRQ GLVSODFHPHQW ݔ஽  )RU 05 GDPSHUV WKH
PDJQLWXGH RI FRQWURO IRUFH ஽݂  LV GHWHUPLQHG E\ WKH FRQWURO YROWDJH DQG WKH GDPSHU SLVWRQ
PRYHPHQW  )LJVKRZVWKHIRUFHGLVSODFHPHQWDQGIRUFHYHORFLW\UHODWLRQVKLSVREWDLQHGGXULQJ
WKH05GDPSHUFKDUDFWHUL]DWLRQWHVWLQJ*UHHQOLJKWEODFNLQSULQWSDSHUDQGEODFNORRSVDUHWKH
IRUFHGLVSODFHPHQW ORRSV RI WKH  N105 GDPSHU REWDLQHG XVLQJ GLIIHUHQW WHVWLQJ IDFLOLWLHV
(DFKORRSLQ)LJDLVWKHIRUFHGLVSODFHPHQWUHODWLRQVKLSXQGHUDGLIIHUHQWFRQVWDQWFXUUHQW,WLV
REVHUYHG WKDWZKHQ WKH FRQWURO FXUUHQW LQFUHDVHV IURP$ WR $ WKHPDJQLWXGHRI WKHSHDN
GDPSHUIRUFHMXPSVIURPDPLQLPXPRIN1WRDPD[LPXPRIN10D[LPXPYDOXHVRI
GDPSHU IRUFHV LQERWK VWURNHGLUHFWLRQV LQ HDFK ORRS DUH DURXQG ݔ஽ PP ,W LV DOVRREVHUYHG
IURP )LJ D WKDW WKH GDPSHU IRUFH GURSV WR ]HUR DW WKH PD[LPXP VWURNHV RI  PP 
(VVHQWLDOO\ WKH YHORFLW\ LV WKH PD[LPXP DW ]HUR VWURNH DQG GHFUHDVHV JUDGXDOO\ DV WKH VWURNH
LQFUHDVHV WR LWVPD[LPXP YDOXH+HQFH QR FRQWURO IRUFH FDQ EH JHQHUDWHG DW WKH LQVWDQW RI WKH
PD[LPXPVWURNH ,W LVREVHUYHG IURP WKH IRUFHYHORFLW\ ORRS LQ)LJE WKDW WKHSHDNYDOXHRI
GDPSHU IRUFH LQFUHDVHV ZLWK DQ LQFUHDVH LQ WKH FRQWURO FXUUHQW RU YROWDJH DQG PD[LPXP IRUFH
DSSHDUV DW WLSHQGV RI HDFK ³6´ VKDSH K\VWHUHWLF ORRS 7KH IXOO IRUFH FDSDFLW\  N1 RI WKH
GDPSHULVXWLOL]HGZKHQERWKWKHYROWDJHDQGWKHYHORFLW\UHDFKWKHLUSHDNYDOXHV
+HQFHDUHJXODWLRQRIWKHFRQWUROIRUFHPDJQLWXGHFDQQRWEHDFKLHYHGE\PHUHO\FKDQJLQJWKH
FRQWUROYROWDJHZKHQWKHSLVWRQPRYHPHQWLVVORZ/LNHZLVHGHFUHDVLQJWKHYROWDJHDWWKHPRPHQW
ZKHQ WKH SLVWRQ YHORFLW\ LV ODUJH LV QRW DQ ³RSWLPDO´ FRQWURO RSWLRQ EHFDXVH ODUJHU DPRXQW RI
VHLVPLF HQHUJ\ FRXOG EH GLVVLSDWHG LI WKH YROWDJH LV NHSW KLJK DW WKH LQVWDQW RI KLJK YHORFLW\ 
%DVHG RQ WKHVH REVHUYDWLRQV D FRQFHSW RI VLPSOHSDVVLYH VHPLDFWLYH FRQWUROOHU 636$& LV
SURSRVHG DV LQSXW DKLJKYROWDJH WR WKH05GDPSHU WRJHQHUDWH D UHODWLYHO\ ODUJH FRQWURO IRUFH
ZKHQWKHIORRUZLWKGDPSHUVRUWKHGDPSHUSLVWRQYLEUDWHVDFURVVLWV]HURSRVLWLRQ%RWKWKHKLJK
LQSXWYROWDJH DQG ODUJH LQSXWYHORFLW\ZLOO JXDUDQWHH D ODUJHRXWSXW IRUFH DQG OHDG WRPD[LPXP
HQHUJ\GLVVLSDWLRQ+RZHYHUNHHSLQJWKH05GDPSHUZRUNLQJXQGHUKLJKYROWDJHHJYROW
IRUDORQJGXUDWLRQPD\UHVXOWLQDIORRUORFNXSWKXVLQFUHDVLQJWKHDEVROXWHDFFHOHUDWLRQRIWKH
IORRUVZLWKGDPSHUV DQGGULIWVRI IORRUVZLWKRXWGDPSHUV -DQVHQet al7KHSURSRVHG63
FRQWUROOHUWRPD[LPL]HWKHHQHUJ\GLVVLSDWLRQDVZHOODVWRDYRLGWKHIORRUORFNXSLVGHVFULEHGDV

)LJ%HKDYLRURI05'DPSHUVD)RUFH'LVSODFHPHQW/RRSVDQGE)RUFH9HORFLW\/RRSV
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ZKHUH ܸ  LV WKH FRQWURO YROWDJH ܺ  LQ P LV WKH GDPSHU SLVWRQ PRYHPHQW RU LQWHUVWRU\
GLVSODFHPHQWRIWKHIORRURQZKLFKWKH05GDPSHULVKRUL]RQWDOO\LQVWDOOHG ଵܺ ܺଶܺଷ ଵܸ ଶܸDQG
ଷܸDUH WKH GHVLJQ SDUDPHWHUV WR EH GHWHUPLQHG EDVHG RQ FRQWURO REMHFWLYHV 7KH SURSRVHG 63
FRQWURODOJRULWKPLVUHSUHVHQWHGJUDSKLFDOO\LQ)LJEHORZ
$FFRUGLQJ WR WKH636$&DOJRULWKPLQ(T DQG)LJDYROWDJHRI ଵܸZLOOEH LQSXW WR WKH
GDPSHUZKHQWKHSLVWRQGLVSODFHPHQWRUWKHLQWHUVWRU\GULIWLVZLWKLQWKHUDQJHRI േ ଵܺ:KHQWKH
IORRU VZLQJV DZD\ IURP LWV XQGHIRUPHG SRVLWLRQ EH\RQG ଵܺ WKH FRQWURO YROWDJH GURSV WR ଶܸ LQ
RUGHUWRDYRLGORFNLQJXSRIWKHIORRU+RZHYHUDVWKHSHDNLQWHUVWRU\GULIWLQFUHDVHVYROWDJHZLOO
EH LQFUHDVHG WR ଷܸ DIWHU WKH WKUHVKROG GULIW ଵܺ ൅ ܺଶ VR WKDW WKH GDPSHU FDQ DFW DV D VWLIIQHVV
HOHPHQW WR OLPLW WKHSHDN LQWHUVWRU\GULIW1RWH WKDW WKHYROWDJH LVGURSSHG IURP ଷܸ WR ]HUR IRUȁܺȁ ൒ ଵܺ ൅ ܺଶ ൅ ܺଷ VLQFH WKHUHODWLYHO\KLJKYROWDJH ଷܸ FDQRQO\EHDOORZHG WR ODVW IRUDVKRUW
WLPHSHULRGXVXDOO\WRVHFRQGVLQRUGHUWRDYRLGDQ\SHUPDQHQWGDPDJHWRWKHZLUHGFRLOLQ
WKH SLVWRQ ,W VKRXOG EH QRWHG WKDW WKH FRQWUROOHU SDUDPHWHUV ଵܺ, ܺଶ, ܺଷ, ଵܸ, ଶܸ, DQG ଷܸFDQ EH
LGHQWLILHG WKURXJK D PXOWLREMHFWLYH RSWLPL]DWLRQ IRU D SDUWLFXODU VWUXFWXUH VXEMHFW WR VHOHFWHG
JURXQGPRWLRQV


(PXODWLRQRI63FRQWUROOHUXVLQJPHFKDQLFDOHOHFWULFDOGHYLFHV

$OOVHPLDFWLYHFRQWUROOHUV UHTXLUHFRPSXWDWLRQDOHTXLSPHQW HJHPEHGGHGPLFURFRQWUROOHU
LQHYLWDEOHIRUSUDFWLFDOLPSOHPHQWDWLRQRIVHPLDFWLYHFRQWUROOHUV2QHRIWKHLQQRYDWLYHDVSHFWVRI
WKH SURSRVHG 636$& LV LWV HPXODWLRQ XVLQJ PHFKDWURQLFV FRPSRQHQWV WKHUHE\ HOLPLQDWLQJ WKH
QHHG IRU VHQVRUV VLJQDO ILOWHUV FRPSXWHUVPLFURFRQWUROOHUV 7KLV ZLOO QRW RQO\ HQKDQFH V\VWHP
VWDELOLW\ DQG UHOLDELOLW\ EXW ZLOO DOVR PDNH SUDFWLFDO DSSOLFDWLRQV HDVLHU 5HOLDELOLW\ RI D
VHPLFRQWUROV\VWHPLQDKDUVKHQYLURQPHQWLVWKHELJJHVWLPSHGLPHQWLQLWVLPSOHPHQWDWLRQ


)LJ9ROWDJH'LVSODFHPHQW3ORWRI3URSRVHG6LPSOH3DVVLYH6HPL$FWLYH&RQWUROOHU

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7KHHPXODWLRQRI WKH636$&FDQEHUHDOL]HGXVLQJDFRQFHSWGHYLFHFDOOHG³HOHFWULFDOSODWH´
&RQVLGHULQJWKHFRQWUROORJLFLQ)LJZLWKYROWDJHV ଵܸ ଶܸDQG ଷܸDQGOLQHDUVHFWLRQOHQJWKV ଵܺ
ܺଶ DQG ܺଷ DQ HOHFWULFDO SODWH FDQ EH PDQXIDFWXUHG DV LOOXVWUDWHG LQ )LJ  (VVHQWLDOO\ WKH
HOHFWULFDO SODWH FRQVLVWV RI VKRUW PHWDO SLHFHV RI OHQJWKV ଵܺ ܺଶ DQG ܺଷ (DFK RI WKHVH PHWDO
SLHFHVLVVXSSOLHGZLWKYROWDJHV ଵܸ ଶܸ RU ଷܸ DVSHUWKHORJLFLQ)LJ8VLQJDFRPPRQEDWWHU\
SRZHU DOO WKHPHWDO SLHFHV FDQ EH VXSSOLHG E\ D GHVLUHG YROWDJH ௜ܸ IRU D OHQJWK RI ௜ܺ XVLQJ D
VLPSOHHOHFWULFDOFLUFXLWLOOXVWUDWHGLQ)LJ7KHRSHUDWLRQDOYROWDJHIRUPRVWRIWKH05GDPSHUV
LV EHORZ  9ROW WKHUHIRUH WKH VXSSOLHG YROWDJHV ଵܸ ଶܸ RU ଷܸ FDQ EH HDVLO\ PRGXODWHG WR WKH
GHVLUHG OHYHO XVLQJ UHJXODU HOHFWULFDO UHVLVWDQFHV ܴଵ  ܴଶ  DQG ܴଷ  ,Q WKH FDVH RI WXQLQJ WKH
YROWDJHV WR D GLIIHUHQW OHYHO WKHVH UHVLVWDQFHV FDQ EH HDVLO\ UHSODFHG DGMXVWDEOH UHVLVWDQFHV FDQ
DOVREHXVHGIRUWXQLQJSXUSRVHV
2QFHWKHHOHFWULFDOSODWHDQGLWVSHULSKHUDOFLUFXLWVKDYHEHHQPDQXIDFWXUHGWKHQH[WVWHSLVWR
VDPSOHWKHYROWDJHIURPWKHSODWHIRUFRPPDQGLQJWKH05GDPSHU,QDFRQYHQWLRQDOZD\VXFK
GLVSODFHPHQW IHHGEDFN LV DFKLHYHG E\ VHQVRU GHWHFWLRQ )RU H[DPSOH OLQHDU YDULDEOH GLIIHUHQWLDO
WUDQVGXFHUV /9'7 RU VWULQJ SRWV FDQ EH XVHG WR GHWHFW WKH PDJQLWXGH RI WKH GDPSHU SLVWRQ
PRYHPHQWDQGWKHQWKHGHWHFWHGVLJQDOZLOOEHUHFHLYHGE\WKHPLFURFRQWUROOHUIRUFDOFXODWLQJWKH
RXWSXWYROWDJH+RZHYHUIRU WKHSURSRVHGFRQWURO ORJLF WKHUHTXLUHGLQSXW LVVLPSO\WKHGDPSHU
SLVWRQPRYHPHQW7KXVD VDPSOLQJSLQFDQEH ULJLGO\DWWDFKHG WR WKHGDPSHUSLVWRQZKLFKZLOO
VZLSHRYHUWKHHOHFWULFDOSODWHZLWKWKHPRYHPHQWRIWKHSLVWRQ,IWKHFHQWHURIWKHHOHFWULFDOSODWH
FDQEHDGMXVWHGWRDOLJQZLWKWKH]HURSRVLWLRQRIWKHSLVWRQWKHGLVSODFHPHQWDQGFRQWUROYROWDJH
UHODWLRQVKLSFDQEHPDGHWRDJUHHZLWKWKHJRYHUQLQJHTXDWLRQRIWKH636$&ORJLFLQ(T
$ UHQGHULQJ RI KDUGZDUH HPXODWLRQ RI WKH 636$ &UXOH LV LOOXVWUDWHG LQ )LJ  7KH
PHFKDWURQLFVGHYLFHFRQVLVWVRIWZRPDLQSDUWVDVDPSOLQJSLQDQGDQHOHFWULFDOSODWH7KHSLQLV
DWWDFKHG WR WKHGDPSHUSLVWRQ DQG WKHHOHFWULFDO SODWH LV DWWDFKHG WR WKHGDPSHU FDVLQJRU WR WKH
IL[WXUHWRZKLFKWKHGDPSHULVWLHGGRZQ7KHSLQLVDEOHWRVDPSOHWKHYROWDJHIURPWKHHOHFWULFDO
SODWHGHSHQGLQJRQWKHSLVWRQGLVSODFHPHQWDQGLQSXWWKLVYROWDJHWRWKH05GDPSHU7KHYROWDJH
GLVWULEXWLRQRQWKHHOHFWULFDOSODWHLVGHVLJQHGEDVHGRQFRQWUROORJLFLQ(T,WLVREVHUYHGIURP
)LJ  WKDW D YROWDJH ଵܸ ଶܸ RU ଷܸ PD\ VWLOO EH LQSXW WR WKH GDPSHU DIWHU WKH PRWLRQ VWRSV
GHSHQGLQJ RQ WKH ILQDO GLVSODFHPHQW RI WKH SLVWRQ SHUPDQHQW GHIRUPDWLRQ LQ FDVH RI QRQOLQHDU
VWUXFWXUDO EHKDYLRU ,Q WKH KDUGZDUH LPSOHPHQWDWLRQ RI WKH FRQWURO ORJLF LQ )LJ  D PRWLRQ
GHWHFWRU VZLWFK FDQEH LQVWDOOHG LQ WKHGDPSHU WR DXWRPDWLFDOO\ VKXW GRZQ WKHSRZHUZKHQ05
GDPSHUSLVWRQVWRSVPRYLQJRULIWKHPRWLRQLVEHORZFHUWDLQWKUHVKROG


)LJ+DUGZDUH(PXODWLRQRIWKH3URSRVHG636$&$OJRULWKP
; ; ; ; ; ;
'93RZHU6XSSO\
0RWLRQ'HWHFWRU6ZLWKFK
(OHFWULFDO3ODWH
3LQ &RQWURO9ROWDJH
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
)LJ5HQGHULQJRI+DUGZDUH(PXODWLRQRIWKH3URSRVHG636$&$OJRULWKP

$ W\SLFDO05 GDPSHU VHPLDFWLYH FRQWURO V\VWHP UHTXLUHV VHQVRUV DQG FRQWUROOHU VKRZQ E\
VKDGHGUHJLRQLQ)LJEHORZ3HUIRUPDQFHRIWKHFRQWUROV\VWHPPD\EHDIIHFWHGE\XQGHVLUHG
LQWHUIHUHQFH EHWZHHQ WKH 05 GDPSHU DQG WKHVH FRPSRQHQWV )RU H[DPSOH HOHFWURPDJQHWLF
LQWHUIHUHQFH WR WKH DGMDFHQW FLUFXLWV DQG GHYLFHVPD\ RFFXU GXH WR WKH SUHVHQFH RI WKHPDVVLYH
ZLUHGFRLOHPEHGGHGLQVLGHRIWKH05GDPSHUSLVWRQ
7KH W\SLFDO05 GDPSHU FRQWURO V\VWHP FDQ EH VLPSOLILHG WR WKH V\VWHP VKRZQ LQ WKH JUHHQ
GDVKHG EORFN LQ )LJ  EHFDXVH RI WKH HOLPLQDWLRQ RI VHQVRUV DQG FRQWUROOHUV DV VHSDUDWH
FRPSRQHQWVLQWKH636$&PHFKDQLVP+HQFHWKHSURSRVHG636$&PHFKDQLVPLVPRUHUHOLDEOH
WKDQDW\SLFDOFRQWUROV\VWHP


3HUIRUPDQFHRIWKHVLPSOHSDVVLYHVHPLDFWLYHFRQWUROOHU

$WKUHHVWRU\VWUXFWXUHKDVEHHQXVHGWRFDUU\RXWGHWDLOHGLQYHVWLJDWLRQRQSHUIRUPDQFHRIWKH
636$&DOJRULWKP7KLVEXLOGLQJUHSUHVHQWVVFDOHGGRZQIUDPHRIDEXLOGLQJGHVLJQHGIRUVWLII
VRLOORFDWLRQLQ/RV$QJHOHV&$DQGZDVXVHGIRUFDUU\LQJRXWODUJHVFDOHWHVWLQJRI05GDPSHUV
-LDQJ et al  )LJ  VKRZV WKH HYDOXDWLRQPRGHO RI WKH EXLOGLQJ 7KH ILUVW WKUHH PRGDO
IUHTXHQFLHVRIWKHUHGXFHGPRGHODUH+]+]DQG+],WLVQRWHGWKDWRQO\WKH'2)V
LQWKHKRUL]RQWDOGLUHFWLRQDUHFRQVLGHUHGLQWKHUHGXFHGPRGHO 


)LJ&RPSDULVRQEHWZHHQ05'DPSHU&RQWURO6\VWHPVD&RQYHQWLRQDOE636$&0HFKDQLVP


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)RXU'2)VDUHDVVRFLDWHGZLWK WKHFRUUHVSRQGLQJIORRUVZKLOH UHPDLQLQJ'2)V1RDQG
DUH ORFDWHG DW WKH&KHYURQEUDFHV MRLQWV  ,Q WKLV HYDOXDWLRQPRGHO RQHN105GDPSHU LV
DVVXPHGWREHKRUL]RQWDOO\LQVWDOOHGRQHDFKRIWKHWKUHHDERYHJURXQGIORRUVDVVKRZQLQ)LJXUH
7KHSRVLWLYHFRQWUROIRUFHJHQHUDWHGE\WKH05GDPSHUVLVDSSOLHGDWWKH&KHYURQEUDFHMRLQWV
'2)V    DQG WKH QHJDWLYH GDPSHU IRUFHV DUH DSSOLHG RQ WKH IORRUV '2)V    
%RXF:HQ PRGHO KDV EHHQ XVHG WR PRGHO 05 GDPSHUV LQ QXPHULFDO VLPXODWLRQV 'HWDLOHG
LQIRUPDWLRQRQWKHPRGHOLQ)LJFDQEHIRXQGLQ=KDQJ
,Q DGGLWLRQ WR JURXQG PRWLRQV GHVFULEHG SUHYLRXVO\ DGGLWLRQDO  UHFRUGHG JURXQG PRWLRQV
IURPWKH6$&SURMHFWJURXQGPRWLRQVXLWHVKDYHEHHQVHOHFWHG7KHVHJURXQGPRWLRQUHFRUGV
ZKLFKZHUHXVHGIRUWKHDQDO\VLVRIEXLOGLQJVORFDWHGLQ/RV$QJHOHVLQFOXGHUHFRUGVIURPKLVWRULF
HDUWKTXDNHVDVZHOO DV DUWLILFLDOO\JHQHUDWHG WLPHKLVWRULHVEDVHGRQ WKHPRGHOLQJRI WKH UXSWXUH
SURFHVVDQGZDYHSURSDJDWLRQWKURXJKWKHVRLOVWUDWD$PRQJWKHVHJURXQGPRWLRQUHFRUGV
JURXQGPRWLRQV KDYH SHDN DFFHOHUDWLRQV VPDOOHU WKDQ  J  JURXQGPRWLRQV KDYHPD[LPXP
DFFHOHUDWLRQV YDU\LQJ EHWZHHQ  J DQG  J DQG UHPDLQLQJ  JURXQG PRWLRQV KDYH SHDN
DFFHOHUDWLRQV ODUJHU WKDQ  J +HQFH QXPHULFDO VLPXODWLRQV KDYH EHHQ FDUULHG RXW XVLQJ 
HDUWKTXDNHV3HUIRUPDQFHRI05GDPSHUVZLWKWKHSURSRVHG636$&KDVEHHQFRPSDUHGZLWKWKH
SHUIRUPDQFHV RI 05 GDPSHUV ZLWK FOLSSHGRSWLPDO FRQWUROOHU &2& VPRRWKERXQGDU\OD\HU
FRQWUROOHU6%/&DQGWKHSDVVLYHRQ321FRQWUROOHU3DUDPHWHUVIRUGHVLJQLQJWKHVHFRQWUROOHUV
DUHݍ ൌ ͷ ൈ ͳͲ଺ ݎ ൌ ͳ IRU&2& ߙ ൌ ͳͲͲͲ ߚ ൌ ͳʹͲ IRU6%/&DQG; ; ;
 9 99 9DQG9 9IRUWKH636$&7KHVDWXUDWLRQYROWDJHIRUDOOFRQWUROOHUVLV
9PD[ 9
,WKDVEHHQREVHUYHGIURPVLPXODWLRQUHVXOWVWKDWWKHSHUIRUPDQFHRI636$&LVWKHEHVWDPRQJ
DOO FRQWUROOHUV LQFOXGLQJ 321 GXULQJ DOO  SUHYLRXVO\ GHVFULEHG HDUWKTXDNHV DOWKRXJK RWKHU
FRQWUROOHUV DOVR KDYH D SHUIRUPDQFH VLPLODU WR 636$& GXULQJ VRPH HDUWKTXDNHV )RU H[DPSOH
LQWHUVWRU\ GULIWV XVLQJ GLIIHUHQW FRQWUROOHUV GXULQJ WKH 1RUWKULGJH HDUWKTXDNH VKRZ WKDW WKH
SHUIRUPDQFHV RI 636$& 321 DQG 6%/ FRQWUROOHUV DUH TXLWH FORVH WR HDFK RWKHU DQG DUH
VLJQLILFDQWO\EHWWHUWKDQWKDWRIWKH&2&


)LJ(YDOXDWLRQPRGHORID6FDOHG'RZQ)UDPHRID3URWRW\SH%XLOGLQJ


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%HFDXVHRIVSDFHOLPLWDWLRQVRQO\HYDOXDWLRQFULWHULD ܬଵ DQGܬଶ LQ7DEOHKDYHEHHQFDOFXODWHG
IRU05GDPSHUVZLWKDOO FRQWURO VWUDWHJLHV 321&2&6%/&636$&DQG63%XQGHUDOO
HDUWKTXDNHV  6LQFH WKH REMHFWLYH LV WR FRPSDUH SHUIRUPDQFH RI 636$& ZLWK UHVSHFW WR RWKHU
FRQWUROVWUDWHJLHVZHGHILQH³*DLQ/RVV5DWLRRI-´ܩܮܴܬIRUFRPSDULVRQDV
ܩܮܴܬ஼௢௡௧௥௢௟஻ǡ௜஼௢௡௧௥௢௟஺ǡாொ ൌ ൣ൫ܬ௜஼௢௡௧௥௢௟஻ǡாொ െ ܬ௜஼௢௡௧௥௢௟஺ǡாொ൯Ȁܬ௜஼௢௡௧௥௢௟஻ǡாொ൧ ൈ ͳͲͲΨ
,Q(T ܩܮܴܬ஼௢௡௧௥௢௟஻ǡ௜஼௢௡௧௥௢௟஺ǡாொ FDOFXODWHV³WKH*DLQ/RVVUDWLRRIFRQWUROVWUDWHJ\$RYHUFRQWURO
VWUDWHJ\%LQWHUPVRIHYDOXDWLRQFULWHULD ܬ௜ XQGHUHDUWKTXDNH(4´:HXVH ܩܮܴܬ LQVWHDGRI ܩܮܬ
GHILQHGLQ(TVLQFH ܩܮܴܬ LVDPRUHUHDVRQDEOHDQGIDLUHYDOXDWLRQTXDQWLW\IRUODUJHQXPEHU
RIFRQWUROVFHQDULRV)RULQVWDQFHZHFRQVLGHUSHUIRUPDQFHRIFRQWUROVWUDWHJLHV$DQG%GXULQJ
(4 DQG (4 DV  ܬ௜஼௢௡௧௥௢௟஻ǡாொଵ ൌ ͲǤʹ  ܬ௜஼௢௡௧௥௢௟஺ǡாொଵ ൌ ͲǤͳ   ܬ௜஼௢௡௧௥௢௟஻ǡாொଶ ൌ ͲǤͻ 
ܬ௜஼௢௡௧௥௢௟஺ǡாொଶ ൌ ͲǤͺ  7KHQ EDVHG RQ WKH GHILQLWLRQ RI ܩܮܬ  LQ (T  ܩܮܬ஼௢௡௧௥௢௟஻ǡ௜஼௢௡௧௥௢௟஺ǡாொଵ  DQG
ܩܮܬ஼௢௡௧௥௢௟஻ǡ௜஼௢௡௧௥௢௟஺ǡாொଶ DUHERWK FDOFXODWHG DV+RZHYHU WKH UHGXFWLRQ IURP WR LQ WKH ILUVW
FDVHLVPRUHVLJQLILFDQWWKDQWKHUHGXFWLRQIURPWRLQWKHVHFRQGFDVHEHFDXVHWKHILUVWFDVH
KDVDUHGXFWLRQRIZKHUHDVWKHVHFRQGFDVHKDVDUHGXFWLRQRIPHUH'XULQJDPRGHUDWH
HDUWKTXDNH VRPH RI WKH HYDOXDWLRQ FULWHULD FDQ EH VPDOOHU WKDQ  +RZHYHU GXULQJ D VHYHUH
HDUWKTXDNHWKHVHFULWHULDFDQLQFUHDVHWRPRUHWKDQVLQFHWKHHYDOXDWLRQFULWHULDLQ7DEOHDUH
QRUPDOL]HG XVLQJ WKH PD[LPXP RI SHDN XQFRQWUROOHG UHVSRQVH TXDQWLWLHV IRU D SDUWLFXODU
HDUWKTXDNH7KHSHUIRUPDQFHPHDVXUH ܩܮܴܬ DGGUHVVHVWKLVLVVXH
6LQFHWKHSXUSRVHRIWKLVVWXG\LVWRLQYHVWLJDWHWKHSHUIRUPDQFHRIWKH636$& ܩܮܴܬ YDOXHV
KDYH EHHQ FDOFXODWHG IRU 636$& ZLWK UHVSHFW WR &2& 6%/& DQG 321 FDVHV IRU HYDOXDWLRQ
FULWHULD ܬଶ LQWHUVWRU\GULIWIRUDOOHDUWKTXDNHV2WKHUFULWHULDKDYHQRWEHHQSUHVHQWHGEHFDXVH
RIVSDFHOLPLWDWLRQV)LJVVKRZVSORWVRI ܩܮܴܬ YDOXHVIRU636$&ZLWKUHVSHFWWR&2&6%/&
DQG321FDVHVIRU ܬଶ
,WLVREVHUYHGIURP)LJWKDWDOOYDOXHVRI*/5-IRU636$&ZLWKUHVSHFWWR&2&DUHSRVLWLYH
LPSO\LQJWKDWWKH636$&DOZD\VSHUIRUPVEHWWHUWKDQ&2&LQUHGXFLQJWKHLQWHUVWRU\GULIW:KHQ
FRPSDUHGZLWK6%/&WKHUHDUHRQO\WZRQHJDWLYH ܩܮܴܬ YDOXHV,QWKHVHFDVHVDOVRSHUIRUPDQFH
RI636$&LVDOPRVWVLPLODUWR6%/&)RU636$&ZLWKUHVSHFWWR321WKHUHLVRQO\RQHQHJDWLYH
YDOXH RI*/5-ZKLFK LV FORVH WR ]HUR+HQFH SHUIRUPDQFH RI 636$& LV JHQHUDOO\ EHWWHU WKDQ
WKRVHRI&2&6'/&DQG321
%DVHGRQH[WHQVLYHVLPXODWLRQUHVXOWV7DEOHVKRZVDYHUDJHYDOXHVRI ܩܮܴܬ IRU636$&ZLWK
UHVSHFWWR&2&6%/&DQG321FDVHVIRUHYDOXDWLRQFULWHULDܬଵ ܬଶ DQG ܬଷ,WLVREVHUYHGWKDWWKH
636$&FDVHKDVDVLJQLILFDQWO\VXSHULRUSHUIRUPDQFHRYHURWKHUWZRVHPLDFWLYHFRQWUROOHUV&2&
DQG 6%/& LQ UHGXFLQJ SHDN GLVSODFHPHQW SHDN LQWHUVWRU\ GULIW DQG FXPXODWLYH IORRU GULIW
+RZHYHULWKDVRQO\VOLJKWO\EHWWHUDYHUDJHSHUIRUPDQFHWKDQWKH321FDVHLQUHGXFLQJDOOWKUHH
UHVSRQVHTXDQWLWLHV

7DEOH$YHUDJH*/5-636$&YV&2&6%/&DQG321
ܩܮܴܬ஼ை஼ǡଵௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬௌ஻௅஼ǡଵௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬ௉ைேǡଵௌ௉஼ǡ஺௩௘௥௔௚௘ 
ܩܮܴܬ஼ை஼ǡଶௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬௌ஻௅஼ǡଶௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬ௉ைேǡଶௌ௉஼ǡ஺௩௘௥௔௚௘ 
ܩܮܴܬ஼ை஼ǡ଺ௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬௌ஻௅஼ǡ଺ௌ௉஼ǡ஺௩௘௥௔௚௘  ܩܮܴܬ௉ைேǡ଺ௌ௉஼ǡ஺௩௘௥௔௚௘ 

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
)LJ3ORWVRI*DLQ/RVV5DWLRRI-EHWZHHQ63&DQG&2&63&DQG6%/&DQG63&DQG321


&RQFOXVLRQV

7KLVSDSHUSUHVHQWVDQLQYHVWLJDWLRQRQWKHSHUIRUPDQFHRIODUJHVFDOH05GDPSHUVFRQWUROOHG
E\VHPLDFWLYHDQGSDVVLYHDOJRULWKPV6LPXODWLRQVPRGHOVRI05GDPSHUVDUHEDVHGRQ WHVWLQJ
GDWDRQN1ODUJHVFDOH05GDPSHUV,WLVREVHUYHGWKDWWKHHQHUJ\GLVVLSDWLRQVRIVHPLDFWLYH
FRQWUROOHUVDUHDOPRVWVLPLODURUHYHQLQIHULRUWRWKRVHRI321FDVHV%DVHGRQHQHUJ\GLVVLSDWLRQ
SDWWHUQE\05GDPSHUVLQVHPLDFWLYHDQG321PRGHVDQLQQRYDWLYHFRQWUROOHUWHUPHGDVVLPSOH
SDVVLYH VHPLDFWLYH FRQWUROOHU LV SURSRVHG IRU WKH FRQWURO RI 05 GDPSHUV 7KH FRQWUROOHU
PD[LPL]HVHQHUJ\GLVVLSDWLRQDQGFDQEHHPXODWHGE\KDUGZDUHWKHUHE\HOLPLQDWLQJWKHQHHGIRU
VHQVRUV DQG FRQWUROOHUV ,W LV REVHUYHG WKDW WKH 636$& SHUIRUPV EHWWHU WKDQ RWKHU VHPLDFWLYH
FRQWUROOHUV DQG WKH321FDVHV3HUIRUPDQFHRI WKH636$&DOJRULWKPKDVEHHQYHULILHG WKURXJK
H[WHQVLYHQXPHULFDOWLPHKLVWRU\DQDO\VLV,WLVPHQWLRQHGWKDWWKHSHUIRUPDQFHRIWKH636$&KDV
DOVR EHHQ YHULILHG WKURXJK ODUJH VFDOH UHDOWLPH K\EULG WHVWLQJ 7KH KDUGZDUH HPXODWLRQ RI WKH
636$&KDV DOVREHHQ WHVWHG LQ WKH ODERUDWRU\5HVXOWV RQ WKHVH WHVWVZLOO EHSUHVHQWHG LQ IXWXUH
SXEOLFDWLRQV

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Abstract. Typical base isolated buildings are designed so that the superstructure remains elastic in design-level 
earthquakes, though the isolation layer is often quite nonlinear using, e.g., hysteretic elements such as lead-rubber 
bearings and friction pendulum bearings. Similarly, other well-performing structural control systems keep the 
structure within the linear range except during the most extreme of excitations. Design optimization of these isolators 
or other structural control systems requires computationally-expensive response simulations of the (mostly or fully) 
linear structural system with the nonlinear structural control devices. Standard nonlinear structural analysis algorithms 
ignore the localized nature of these nonlinearities when computing responses. This paper proposes an approach for 
the computationally-efficient optimal design of passive isolators by extending a methodology previously developed 
by the authors for accelerating the response calculation of mostly linear systems with local features (linear or 
nonlinear, deterministic or random). The methodology is explained and applied to a numerical example of a base 
isolated building with a hysteretic isolation layer. The computational efficiency of the proposed approach is shown to 
be significant for this simple problem, and is expected to be even more dramatic for more complex systems.
Keywords:  computationally-efficient simulation; passive structural control; optimal design; lead-
rubber bearings. 
1. Introduction 
Passive structural control strategies (Housner et al. 1997, Soong and Dargush 1997) — such as 
passive (linear or nonlinear) dampers, friction elements, yielding metal elements, isolation devices, 
and tuned-mass dampers — are some of the most commonly implemented forms of structural 
control. For linear structures with linear structural control elements, the simulation, design and 
optimization of such systems is relatively straightforward as linear response computation, driven 
by deterministic or stochastic excitation, is well-understood and can be performed with good 
efficiency. However, if the passive control element is nonlinear, or if there are nonlinearities in the 
structural system model, then the response computation, and any design optimization using the 

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responses, becomes more computationally challenging. The typical approach simulates these 
systems by employing a generic nonlinear solver, a general tool that can be used to simulate a 
wide variety of dynamical systems, but cannot exploit the localized nature of the passive control 
elements within the overall model. 
This paper proposes a design optimization approach for linear structures with local passive 
structural control elements, enabled by a computationally-efficient simulation of the structural 
responses as well as their sensitivities to isolator design parameters. The authors’ simulation 
methodology (Gaurav et al. 2011) can be considered an exact model reduction of a linear structure 
with local features, features that are linear or nonlinear, deterministic or random, to a low-order 
Volterra integral equation (VIE) in the forces generated by these features. When the number of 
local features is small relative to the system order, and the local forces depend on a low-rank 
subset of the system degrees of freedom, this VIE can be solved forward in time with significant 
reductions in computational requirements relative to those of a conventional nonlinear solver 
(Kamalzare et al. 2015). Further, the authors have shown (Wojtkiewicz and Johnson 2014, 
Johnson and Wojtkiewicz 2014) how response sensitivities, both gradients and Hessians, can be 
computed in a similar manner. This paper, then, proposes and implements this methodology for 
design optimization of passive structural control elements in a realistic structure. 
While the approach proposed herein is general, the numerical example is an optimal parameter 
design of a hysteretic lead-rubber bearing in a base-isolated building. Base isolation (Kelly, 1986; 
Buckle and Mayes 1990, Skinner et al. 1993, Naeim and Kelly 1999) seeks to separate the 
superstructure from ground motion, insulating it, insofar as is possible, from the excitation.  
However, there are distinct trade offs between the displacement across the isolation layer and the 
motion of (and within) the superstructure. The numerical example considered herein is not 
intended to be an exhaustive study of the optimal isolation problem, but a demonstration of the 
computational advantages of the proposed simulation methodology for design optimization 
problems. One of the earliest studies of optimal base isolation parameters is by Bhatti et al. (1978). 
A series of papers by Constantinou and Tadjbakhsh (1983, 1984, 1985) examined optimal isolators 
with linear stiffness and damping alone (using a frequency domain analysis), and with friction and 
with hysteretic elements (using linearization), respectively. Park and Otsuka (1999) performed a 
parameter study, over a (small) grid of values for each key isolator parameter, of the responses of a 
bridge to scaled versions of the 1940 El Centro earthquake. Jangid studied linearization (Jangid 
2000) and time-domain approaches (Jangid 2005, 2007) to find optimal isolation parameters, 
primarily the isolator yield force, for different isolator types/models. Fragiacomo et al. (2003) used 
energy measures to search for optimal isolator parameters. Others have used probabilistic / 
reliability approaches, such as Taflanidis and Beck (2008a, b, 2009, 2010), Bucher (2009), Jensen 
and Sepulveda (2012), and Roy et al. (2014). 
The nonlinear nature of these systems makes computationally challenging the use of a complex 
superstructure model to perform a full parameter study or optimization without simplifications. 
Thus, most studies of optimal isolation design make simplifying assumptions, such as using 
statistical linearization of the nonlinear hysteresis, or using very simplified models of the 
superstructure, such as rigid or single-degree-of-freedom (SDOF) models. Conventional model 
reduction must necessarily make assumptions on the behavior of the nominal system without 
regard for whether the added localized nonlinearities may excite dynamics that are poorly 
approximated by the reduced model. Other approximate methods have been employed to study 
systems with local nonlinearities, including Guyan and static reduction, component mode 
synthesis, and dynamic condensation; the reader is referred to Gaurav et al. (2011), and the 
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references cited therein, for more details. Another class of approaches, including the fast nonlinear 
analysis method (Wilson 1999) and the work of Gordis and students (Gordis and Radwick 1999, 
Norton 2002), computes the response of the locally nonlinear system as the superposition of the 
response of a related linear system with the addition of a pseudo-force imparted on the nominal 
linear system by the local features; the authors’ analysis method used herein (Gaurav et al. 2011) 
falls in this class as well but, unlike other methods in this class, fully exploits the locality of the 
nonlinear features and performs an exact model reduction. 
The following sections first summarize the proposed formulation for exploiting the localized 
nature of the nonlinearities to rapidly perform design optimization. Then, a numerical example of 
an 11-story 2-bay superstructure on an isolation layer demonstrates the efficacy and computational 
advantages of the proposed method. A lead-rubber isolation bearing is modeled as a Bouc-Wen 
hysteresis in which the yield force, the pre-yield stiffness and the post-yield stiffness are optimized. 
The responses and their gradients to the three design variables are used to minimize a mean-square 
measure of the base drift and roof acceleration subject to physically-meaningful constraints. 
Finally, a robustness analysis of the optimal design to the sharpness of the hysteresis is conducted. 
2. Methodology 
 
The proposed approach is given in this section. First, the computationally-efficient simulation 
of responses is summarized for linear systems with localized features, using a trapezoidal 
integration of the convolution integrals to arrive at a VIE (Gaurav et al. 2011). Then, the 
derivation of the sensitivities of these responses to design parameters is summarized (Wojtkiewicz 
and Johnson 2014). Finally, an extension to a design optimization framework, a preliminary 
version of which the authors proposed in Johnson et al. (2013), is detailed. 
2.1 Response calculation 
Consider two state-space structural models: a nominal one that is linear in states x, and a 
related model that is nonlinear in states X, but with the same initial condition x0 and excitation w 
 );( șGXLgBwAXX
BwAxx
 
 


     0)0()0( xxX    (1)
where x and X are each n-element state vectors with state matrix A and excitation influence matrix 
B, g(GX;T) is a linear or nonlinear local feature vector function of a subset (or linear combination) 
GXX   of the states and of design parameters T (time-invariant, though possibly random), with 
influence matrix L. While the method is general, it is most efficient when both G and L have low 
rank; i.e., only a few states enter into the nonlinearities, and there are a few local features. 
If ));(()( șXgp tt   were known a priori, the principle of superposition dictates that the states 
X(t) and responses )(tX  of the nonlinear system can be written as the corresponding linear 
system responses x(t) and )()( tt Gxx   plus convolution integrals involving p(t)  
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where LH AL tet  )(  is the state response to an impulse in the pattern of L, and 
LGGHH ALL tett   )()( . The definition of p(t) then can be rewritten using Eq. (2) 
 0șpHxgp L  ¹¸
·
©¨
§  ³ ;d)()()()( 0t ttt WWW  (3) 
which is a system of Volterra integral equations (VIEs) in non-standard form.  The authors 
previously showed (Gaurav et al., 2011) how to solve a time-discretized Eq. (3) using second-
order (trapezoidal) or fourth-order quadratures; the former is used herein as follows. Let subscript 
k denote a quantity at time tktk ' ; thus, )( kk tpp  , )( kk txx  , )( kk tXX   and 
)(, kk tLL HH  . Then, discretize the convolution, separating the portion known prior to time k 
 tkkk '#  pHĮX L 0,211      where ¦
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Substituting the expression for kX  in Eq. (4) back into a time-discretization of the VIE in Eq. 
(3), and using Newton’s method to solve the resulting equation for pk, gives 
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where jkp  denotes the j
th iteration on the value of pk, and the initial estimate 10  kk pp  is the 
same as the previous time step.  The iteration is terminated once the accuracy requirements are 
achieved (typical 2–3 iterations are sufficient). (Note: if 0,LH  were zero, which is the case for 
most structural systems when X  contains only displacements, then no iteration is required at all.) 
Once the sequence {p0, p1, …} has been determined, the time-discretized states Xk can be 
determined from convolution Eq. (2) using any standard approach (e.g., quadratures, FFT, etc.). 
2.2 Sensitivity of responses 
The sensitivity of p(t) to some parameter Ti  in );( șXg  is given by 
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where a trapezoidal integration is used to approximate the convolution. Substituting Eq. (8) into 
Eq. (6) evaluated at time tk, and solving for sensitivity iks  gives straightforward matrix solution 
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The full state sensitivity wXk /wTi can then be found from convolution Eq. (7) using any 
conventional method (e.g., quadratures, FFT, etc.). If needed by the optimization, second-order 
sensitivities (Hessians) can be found with a similar approach (Wojtkiewicz and Johnson 2014). 
 
2.3 Optimization procedure 
Consider a design optimization problem with cost functional ));(~( șX tJ , where XGX ~~   is 
some linear combination of the states, and the “optimal” value of the design parameter(s) T is 
desired. To find the design point where J is minimized, one may employ non-gradient-based or 
gradient-based approaches. For the former, the proposed approach can be used to efficiently 
compute the response );(~ șX t , from which the cost functional J is determined. To implement a 
gradient-based optimization algorithm, the gradient wJ/wT of the cost functional with respect to the 
design parameters may be approximated by numerical methods such as finite differences, or it can 
be provided using the response sensitivities in Eq. (9), requiring fewer function evaluations and, 
thus, more computationally efficient and, typically, more accurate. The cost functional derivatives 
with respect to the design parameters can be calculated using 
 ș
X
X
șX
ș
șX
w
w
w
w w
w ~
~
));(~());(~( tJtJ ,       ³  ww
t i
i
t
0
d)()(~
~
WWWT sHG
X
L  (10) 
where iTww /~X  can be computed using the sensitivities iks  from Eq. (9) in any usual way. (Note 
that an additional term appears in Eq. (10) if J also has explicit dependence on T.) 
With this computationally-efficient approach for determining the cost functional J and its 
sensitivities in Eq. (10) to the design variables, a design optimization that requires many function 
evaluations can be performed in a manner that is much faster than if the response and sensitivity 
simulation utilizes conventional nonlinear solvers that cannot exploit the localized nature of the 
isolators or other structural control devices. The primary focus of this study is to propose the use 
of this VIE approach for design optimization of (nonlinear) passive structural control devices. The 
numerical example that follows is just one such application of this method. 
3. Numerical example: Optimal design of isolation hysteresis for isolated building 
 
This example demonstrates how the proposed method can be utilized for designing an optimal 
hysteretic isolator in the isolation layer of a 100-degree-of-freedom (DOF) frame structure. In this 
example, the proposed method calculates both the responses and sensitivities for use in a gradient-
based optimization algorithm, which determines the optimal strategy in a very computationally 
efficient manner. 
Consider the base isolated building in Fig. 1(a). The superstructure is 11 stories tall and 2 bays 
wide; the superstructure is treated as linear, with horizontal, vertical and rotational DOFs at each 
moment-bearing joint. The superstructure, if it were a fixed-base structure, would have a 
fundamental period of 1.05 s. As a fixed base structure, the equations of motion would be 
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 gsssssss u rMuKuCuM    (11) 
where us is a vector of generalized displacements of the structure relative to the ground, for a total 
of 99 DOFs, three at each of the 33 nodes; the superstructure consistent mass and stiffness 
matrices are denoted Ms and Ks, respectively; the damping matrix Cs is computed using the 
Rayleigh method by assuming that the 1st and 10th modal damping ratios are each 3%; gu  is the 
horizontal ground acceleration; and r   [1  0  0    1  0  0    …    1  0  0]T (i.e., a 1 in each element 
corresponding to a horizontal displacement in us, and zeros elsewhere) is the influence vector. 
 
3.1 Hysteretic isolation: A lead-rubber bearing system 
The structure sits on a base mass that is supported by an isolation layer composed of lead-
rubber bearings (LRBs). The base drift is assumed sufficiently moderate that the low-damping 
rubber acts as a linear stiffness and viscous damping element. The lead plug is assumed to provide 
linear stiffness before yielding, and then a much lower (or zero) stiffness thereafter. Together, the 
rubber and the lead provide a hysteretic stiffness such as shown in Fig. 1b. While a bilinear model 
is commonly used for LRBs, it has been shown to result in computed accelerations that are larger 
than those observed (Skinner et al. 1993, Nagarajaiah and Sun 2000) as it overstates the sharpness 
of the lead transition from fully elastic to (partially) plastic; instead here, the computationally more 
tractable, smooth Bouc-Wen model (Bouc 1967, Wen 1976) is used. (The effect of elastic-to-
partially-plastic transition sharpness is discussed in greater detail in §3.8.) 
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Fig. 1 (a) 100 DOF base-isolated structure and (b) bilinear and Bouc-Wen hysteresis loops 
 
852
Efficient optimal design of passive structural control applied to isolator design 
The nominal post-yield stiffness kpost and base mass mb are chosen such that the fundamental 
mode of the isolated building, if the yield force Qy were zero, would have a period of 2.76 s, which 
is in the typical expected range (Skinner et al. 1993); kpre is the pre-yield stiffness; the isolation-
layer viscous damping coefficient cb, provided by the isolator (and/or supplemental passive 
viscous dampers), is chosen such that the isolation mode has a damping ratio of about 5.5%. The 
building weight (base plus superstructure) is W   1.28 MN and its height from the base upwards is 
h   44 m. The isolation layer is assumed to be constrained to move in the horizontal direction only, 
so multiple identical LRBs can be modeled as a single LRB. The result is a 100-DOF isolated 
structure model. The primary ground excitations used herein are the El Centro (N-S Imperial 
Valley Irrigation District substation record of the 1940 Imperial Valley earthquake; PGA 0.348 g) 
and Northridge (N-S Sylmar County Hospital parking lot record of the 1994 Northridge 
earthquake; PGA 0.843 g) ground motions sampled at 50 Hz (i.e., 't   0.02 s). 
The Bouc-Wen model introduces an evolutionary variable z that is proportional to the base drift 
ub for small motion, but asymptotically approaches ±1 for large motion as the lead shears (or a 
friction pendulum isolator surface slides). The equations of motion of the base mass are given by 
 )()( bssTbssTgbbpostbbbb uuumzukucum ruKrruCr    D  (12a) 
 1bbb
 nn zuzzuuAz  JE  (12b) 
where D   Qy[1 – (kpost /kpre)] is the peak of the non-elastic force; A   2E   2J   kpre /Qy (which 
constrains z  [–1,1] and makes identical the loading and unloading stiffnesses); and the exponent 
n controls the sharpness of the hysteresis loop. The superstructure equations of motion, with 
displacements us relative to the ground, are given by 
 gsbssbssss )()( uuu  rMruKruCuM    (13) 
Combining the equations of motion in Eqs. (12 (a)) and (13) yields 
 
»¼
º«¬
ª

 »¼
º«¬
ª

 »¼
º«¬
ª 
 
ss
s
T
s
T
b
ss
s
T
s
T
b
s
T
b
bbpost
TT
g
,,
])([]1[~
KrK
KrrKr
K
CrC
CrrCr
C
M0
0
M
0rMKuuCuM
kcm
ukkzu D
 (14) 
where TTsb )]()([)( ttut uu   is the generalized displacement vector and TT ]1[~ rr  .  Note that, 
since kpostub + Dz cannot be in the nominal system in Eq. (12(a)), as it depends on design 
parameters, kbub is added to both sides of the equation to preserve the stability of the nominal 
system, where kb   750 kN/m is the nominal post-yield stiffness that results in the 2.76 s isolation 
period. The equation of motion in Eq. (14) can be rewritten in the state space form of Eq. (1) with 
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and a modification g that is a 12u  vector function 
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where Tbb ][)( zuut  X  and Tpostprey ][ kkQ ș . While Qy and kpre do not appear explicitly 
in Eq. (16), D, A, E and J are functions of them. Since g1 is linear in the states, it would typically be 
included in the nominal system (in A); since g1 depends on T, it is excluded from the nominal 
system so that T can be varied as a modification to the nominal system. The exponent n is 
considered initially to be 1, which results in smooth hysteresis loops, but relaxed in §3.8. 
3.2 Baseline LRB design 
 
To provide a performance baseline, the same structure equipped with an LRB system, with the 
suggested (Skinner et al. 1993) yield force of 5% of the building weight for small to moderate 
earthquakes such as El Centro and 15% for strong earthquakes such as Northridge, and pre-yield to 
post-yield stiffness ratios of 6 and 10 for moderate and strong excitations, respectively (the values 
most commonly used in the literature). Thus, the two baseline designs are: (a) for El Centro, an 
LRB with a yield force 0.05W, pre-yield stiffness 6kb and post-yield stiffness kb; i.e., 
T
bb
0
EC ]605.0[ kkW ș ; and (b) for Northridge, an LRB with a yield force 0.15W, pre-yield 
stiffness 10kb and post-yield stiffness bk ; i.e., Tbb0N ]1015.0[ kkW ș . For a baseline LRB 
system, one may select either a smooth or bilinear hysteresis; the latter (using an n   100 Bouc-
Wen model as an approximation) is adopted here due to its wide usage in the literature, with root 
mean square (RMS) base drift and roof acceleration of 1.84 cm and 77.40 cm/s2, respectively, for 
El Centro, and 6.34 cm and 130.22 cm/s2, respectively, for Northridge. 
3.3 Sensitivity formulation 
For this numerical example, the sensitivity to each design parameter is computed analytically.  
The required partial derivatives of g with respect to the parameters T and to the states X , are 
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where the subscript k denotes evaluation at time k't. For example, the sensitivities of the base drift 
with respect to Qy, kpre and kpost (at the design point discussed subsequently) are shown in Fig. 2, 
along with those obtained by numerical integration of the analytical sensitivity equations, which 
were computed using ode45 with relative and absolute tolerances both set to 10–10; the expressions 
for the exact analytical sensitivity equations can be found in Kamalzare (2014). 
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3.4 Design of the optimal base isolation 
To find the “best” choice of the design parameters, one may use a parameter study over a fine 
grid of design variable values or a conventional gradient-based optimization algorithm, with 
comparisons of some performance metric(s) to those of a baseline design. Studies in the literature 
have employed objectives such as minimizing the superstructure drift or absolute acceleration 
subject to a constraint on the base drift; others have used reliability measures. Here, a cost 
functional expressed in terms of mean square (MS) responses is used, defined as a weighted linear 
combination of the MS base drift 2buV  and the MS absolute roof acceleration 2aruV , where 
g94
a
r uuu   , as follows 
 )](/)([)](/)([)( 022022 ararbb șșșșș uuuuJ  VVVV   (19) 
where )( 02)( șV  is a MS response of a baseline design. A MS response is approximated herein as 
 ¦³  # Nk kNttu uttu 0 2,b10 2b12 ffb d)(V  (20) 
where tf   N't is the simulation duration and ub,k   ub (k't).  The optimization is performed using 
a gradient-based active-set algorithm, the fmincon command in MATLABTM. The derivative of the 
cost functional with respect to the design parameters is given by 
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fmincon is selected because it can exploit gradient information, which is available through 
Eq. (21), and can accommodate the constraints: (i) the yield force is always strictly positive, 
Qy > 0; (ii) the pre-yield stiffness is greater than or equal the post-yield stiffness, kpre  kpost; and 
(iii) the post-yield stiffness is always non-negative, kpost  0. 
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Fig. 2 Base drift response sensitivity to the design parameters when subjected to the 1940 El Centro ground 
motion at the design point 
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3.5 Preliminary Optimization over Qy and kpre
A preliminary study of this example in which only Qy and kpre are free design variables is useful 
as a first step since the response metrics can be computed over a fine grid of the two design 
variables to verify that the method is efficient and accurate. This simpler design optimization 
problem, discussed in greater detail in Johnson et al. (2013), uses the same model but fixes 
exponent n   1 and post-yield stiffness kpost   kb. Considering the cost functional Eq. (19), the 
design point for the El Centro earthquake is determined to be (0.0507W, 5.94kb), which results (not 
surprisingly) in basically the same RMS base drift and roof acceleration performances as the 
baseline (0.05W, 6kb). A record from the 1994 Northridge earthquake with a PGA similar to that of 
the El Centro record was also used for this 2-D optimization: the E-W motion of the Northridge 
earthquake recorded at the USC 90003 station at 17645 Saticoy St (PGA 0.368 g); using the same 
baseline (0.05W, 6kb), the optimization converges to a different design point (0.0401W, 8.73kb) for 
Northridge-Saticoy, which results in reductions of about 1% and 4% in RMS base drift and roof 
acceleration, respectively, relative to the baseline. To converge to the design point, these solutions 
required only 6 iterations, making a total of 19 function evaluations, for the El Centro earthquake, 
and 13 iterations (29 function evaluations) for Northridge-Saticoy; the quick convergence is 
facilitated by providing the gradient information. The proposed method was found to provide an 
optimization that is about an order of magnitude faster than with the conventional solver ode45. 
To verify that these optimizations converged to the correct results, a parameter study was 
performed over the two-dimensional design space as shown in Fig. 3, which confirms that the cost 
functionals are convex and well-behaved around the design points.  
 
3.6 Optimization over Qy, kpre and kpost
The preliminary study in the previous section assumes a fixed post-yield stiffness kpost   kb, 
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Fig. 3 Cost contours as a function of two design parameters for two historical earthquakes 
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which likely limits the isolation performance and the optimal isolation design may be rather 
different if post-yield stiffness is included as a design variable. Thus, the full design space in this 
example includes the yield force Qy, the pre-yield stiffness kpre and the post-yield stiffness kpost; 
variations in these values are achievable in practice by changing the isolation device characteristics 
(e.g., physical device size, proportion of lead plug to rubber/steel, ratio of steel-to-rubber, etc.). 
The initial guess to start the optimization is chosen to be the same as the baseline values: 
(Qy, kpre, kpost)initial   (0.05W, 6kb, kb) and (0.15W, 10kb, kb) for the El Centro and Northridge 
earthquakes, respectively. 
The design point for the El Centro earthquake is determined to be (0.0641W, 5.75kb, 0.484kb), 
which results in reductions of about 6% and 11% in RMS base drift and roof acceleration, 
respectively, relative to the baseline (0.05W, 6kb, kb). When the Northridge (Sylmar) earthquake 
excitation is applied to the system, the optimization yields a different design point 
(0.1371W, 12.45kb, 0.61kb), which results in reductions of about 4% and 8% in RMS base drift and 
roof acceleration, respectively, relative to the baseline (0.15W, 10kb, kb). To converge to the design 
point, these solutions required only 12 iterations (26 function evaluations) for the El Centro 
earthquake, and 18 iterations (43 function evaluations) for Northridge; the quick convergence is 
again facilitated by providing the analytical gradient information from Eqs. (17) and (18). 
To verify that these optimizations converged to the correct results, a small parameter study was 
performed. Fig. 4 shows contour line slices of the cost functional for the El Centro and Northridge 
(Sylmar) earthquake excitations. Clearly, each design point found by the optimization is in the 
region of the cost functional minimum, around which the cost functional is convex. 
 
3.7 Timing and accuracy of the proposed approach 
In this section, the computational cost of the proposed optimization method is compared with 
one employing a conventional nonlinear solver: the ode45 command in MATLAB. The accuracy 
of both ode45 and the proposed method can be tuned, the former by setting options for the 
absolute and relative tolerances, and the latter by choosing the integration time step. To ensure a 
fair comparison, preliminary studies showed that the accuracy of ode45 with the default 
parameters (relative tolerance 10–3, absolute tolerance 10–6) and the proposed method using a 
second-order accurate trapezoidal integration with 215 time steps of 't   0.92 ms duration each, 
both give relative response accuracy of order 10–3. Fig. 5 shows the accuracy of the proposed 
method using graphs of base drift and absolute roof acceleration of the structure, respectively, at 
the design point for the El Centro excitation as calculated by the proposed method as well as a 
reference “exact” solution calculated by ode45 with the relative and absolute tolerances both set 
to 10–10. The computational cost of the proposed method includes one-time calculations and  
repeated ones that, in this example at the design point, take about 2.13 s and 5.81 s, respectively, 
on a computer with a 3.4 GHz Intel core i7-2600 processor and 8 GB of RAM, running MATLAB 
R2013a under Windows 7. The same calculation takes about 87.50 s if MATLAB’s ode45 (with 
default tolerances) is used as the solver. This leads to a computation speed-up of 11.0 for a single 
simulation but 14.8 in a typical optimization with 25 function evaluations performed. 
Computing the sensitivities of the cost functional with respect to the three design parameters at 
each step doubles or triples the computation time, relative to computing the cost functional alone, 
of both MATLAB’s ode45 and the proposed method; however, as expected, including gradient 
information results in much faster convergence to the “optimal” design point: for El Centro, 
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MATLAB’s fminsearch (a non-gradient based method) takes about 53 iterations (118 function 
evaluations), which is 4–5 times larger than for the gradient-based fmincon, so, at least for this 
example, there is a clear computational benefit provided by including the analytical gradients. 
Note that the proposed method here uses a subdivision of the convolution space to compute 
portions of the integral in the Volterra integral equation using fast Fourier transforms (Gaurav et al. 
2011); further, the accuracy and computational efficiency would be expected to be even more 
superior if the fourth-order integration previously discussed by the authors (Gaurav et al. 2011) 
were used instead of the second-order trapezoidal integration adopted in this study. 
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3.8 Investigation of the transitional region of the Bouc-Wen model 
Traditionally, for the sake of simplicity, many researchers have used the bilinear behavior for 
the hysteretic loops. However, the Bouc-Wen model introduced in Eq. (12(a)) provides a 
formulation that allows modeling a smooth transition from the pre-yield to post-yield regions. This 
is mainly controlled by the exponent n, which is greater than or equal to 1. Using n   1 results in a 
very smooth transition and n ĺ  models the strict bilinear loops; the most common values used 
in the literature are n   1, 2 and . Among all parameters in this Bouc-Wen model (i.e., Qy, kpre, 
kpost and n), n is the one with the least tangible physical meaning; thus, this final section 
investigates the effect on the optimal isolator design of assuming different values for n. 
As shown in Fig. 6, the shape of the hysteresis loops changes significantly for different values 
of n and, as expected, will result in a different “optimal” design point. Assuming the same baseline 
performance, the optimization is repeated for n   1, 2, 10 and 100 and the design points and 
performance metrics (RMS base drift and roof acceleration) are shown in Table 1 for the El Centro 
earthquake. It is clear that the “optimal” Qy and kpost are very sensitive to the value of n as they 
change by 21% and 130%, respectively, in this example as n changes from 1 to 100. In contrast, 
kpre changes very slightly and appears relatively insensitive to exponent n. 
It is also important to investigate the effect on response when the isolators are designed using 
an inaccurate value of n. (The effects of incorrect Qy, kpre and kpost are not studied herein because 
they can be experimentally determined fairly easily for a particular device whereas the exponent n 
is often neglected in curve-fitting from laboratory tests.) The response metrics for the system at the 
design points shown in Table 1 are evaluated for isolators with different n values and the 
percentage change in their performance metrics, compared to the original design point responses, 
are calculated and shown in Table 2. It is reported in the literature (Skinner et al. 1993, 
Nagarajaiah and Sun 2000) that assuming bilinear hysteresis overestimates the roof acceleration; 
this is confirmed by comparing the corresponding columns of Table 2. This study shows that 
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designing with a larger n always results in overestimating the actual RMS roof acceleration; but, 
no clear conclusions can be made about the RMS base drift. Further investigations (not included 
here for the sake of brevity) showed that the peak base drift and peak roof acceleration have 
similar variation trends as the corresponding RMS metrics, though the changes are less significant 
and mostly remain less than 4–5%. 
 
 
4. Conclusions 
 
To enable the optimal design of passive isolation systems, this paper proposes extending a 
computationally efficient approach previously developed by the authors for systems with local 
features (linear or nonlinear, deterministic or random) but are otherwise linear. This approach can 
provide highly efficient simulation of both responses and their sensitivities to the design 
parameters in the isolation element models. The methodology was briefly summarized and then 
applied to the optimal design of a base isolation system to find the optimal yield force and pre-
yield and post-yield stiffnesses of a hysteretic isolation layer for an 11-story 2-bay isolated 
building. The isolator was modeled with Bouc-Wen hysteresis and (small) viscous damping. A 
baseline design, using a yield force that is 5% or 15% of the building weight and a pre-yield 
stiffness that is 6 or 10 times that of the post-yield stiffness, as suggested in the literature for a 
moderate and strong ground motions, respectively, are used for comparison. The optimal design 
for the El Centro earthquake results in about 6% and 11% reductions in RMS base drift and roof 
acceleration, respectively, relative to the baseline; for the Northridge earthquake, the 
corresponding reductions are 4% and 8%, respectively. 
 
 
Table 1 Design points for different exponent n values for the El Centro earthquake 
n 1 2 10 100 
Qy /W [%] 6.4142 5.8800 5.0892 5.0613 
kpre /kb 5.7506 5.3100 5.3099 5.3527 
kpost /kb  0.4840 0.5490 1.0508 1.1144 
buV  [% change rel. to 0buV ]   –6.42   –2.54   3.20   2.96 
aruV  [% change rel. to 0aruV ] –10.81 –10.20 –6.44 –4.82 
J      1.67     1.76   1.94   1.97 
 
Table 2 RMS base drift and roof acceleration percent changes when the design points are evaluated at 
different exponent n values 
 RMS base drift changes (%) RMS roof acceleration changes (%) 
 
Design n 
Actual exponent n Actual exponent n 
1 2 10 100 1 2 10 100 
1 0 –1.57   8.27 10.93 0   9.98 20.62 22.31 
2 3.51 0   6.24   9.25   –8.18 0   8.51   9.64 
10 3.66 –0.72 0   0.58 –11.19 –5.87 0   0.86 
100 3.94 –0.73 –0.47 0 –11.56 –6.48 –0.80 0 
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The proposed approach was able to perform the design optimization function evaluation 
simulations more than one order of magnitude faster; the computation speed-up was 14.8 for a 
typical parameter study or iterative optimization of this relatively small numerical example. 
However, since various types of passive structural control elements are being studied for large 
structures, such as high-rise buildings and long-span bridges, requiring far more complex models 
than the numerical considered herein, the gains in computational efficiency of the proposed 
optimization method are expected to be even more pronounced for such structural models. 
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Abstract.  This paper experimentally investigates the effectiveness and applicability of the time delay 
control (TDC) algorithm, which is simple and robust to unknown system dynamics and disturbance, for an 
active mass damper (AMD) system to mitigate the excessive vibration of a building structure. To this end, 
the theoretical background including the mathematical formulation of the control system is first described; 
and then, a thorough experimental study using a shaking table system with a small-scale three-story building 
structural model is conducted. In the experimental tests, the performance of the proposed control system is 
examined by comparing its structural responses with those of the uncontrolled system in the free vibration 
and forced vibration cases. It is clearly verified from the test results that the TDC algorithm embedded AMD 
system can effectively reduce the structural response of the building structure. 
 
Keywords:  time delay control algorithm; unknown dynamics; vibration mitigation; active mass damper; 
shaking table test 
 
 
1. Introduction 
 
One of the widely used control strategies for mitigating excessive vibration of building 
structures having low inherent damping ratios is to introduce inertial control-type dampers (e.g., 
tuned mass damper (TMD), active mass damper (AMD), etc.) to the structures. Since the AMD 
system has several attractive features such as high control efficiency, good adaptability and relative 
insensitivity to site conditions compared to the TMD system, it can be considered as an effective 
means for response reduction of high-rise building structures subjected to dynamic loadings like 
earthquakes and winds, especially small-to-medium earthquakes and strong winds. The AMD 
system was first applied to a full-scale building structure 25 years ago (Kobori et al. 1991a, b). 
Since then, this type of the active control system has been implemented in more than 40 buildings 
(Nishitani and Inoue 2001, Spencer and Nagarajaiah 2003). 
Successful operation of the AMD system is highly dependent upon an embedded control 
algorithm in the control system. For the AMD system, a lot of control algorithms (e.g., control 
algorithms based on linear optimal control theory such as LQG and H2, sliding mode control 
algorithm, adaptive control algorithm, intelligent control algorithms such as neural network-based 
                                                      
Corresponding author, Associate Professor, E-mail: hjung@kaist.ac.kr 
Dong-Doo Jang, Jeongsu Park and Hyung-Jo Jung 
control and fuzzy logic-based control, etc.) have been studied (Datta 2001, Dyke et al. 1996, 
Pourzeynali et al. 2007). However, most of the algorithms have been originally developed in other 
engineering fields (e.g., electrical or mechanical engineering); so sometimes they might not fit 
very well with large-scale civil engineering structures such as bridges and buildings. For example, 
the most popular LQG and H2 algorithms require an exact mathematical model of a structure of 
interest, but it is too difficult to know a precise mathematical model of a large civil structure due to 
its complexity and uncertainty. Moreover, civil structures have slow dynamics; in other words, 
their dominant natural frequencies are relatively low compared to structural systems in mechanical 
or electrical engineering fields. Thus, a control algorithm which is appropriate to the structures 
having the abovementioned properties is needed for more effectively reducing the structural 
responses of the civil structures.
The time delay control (TDC) algorithm, which belongs to robust and adaptive control 
algorithms, might be one of the most suitable control algorithms for this purpose. It is not only 
simple and compact, but also very robust to unknown dynamics and disturbances. More than that, 
it is known that the TDC algorithm is especially powerful to a structure having slow dynamics. 
Even though it was first proposed in the field of mechanical engineering for motion control 
(Youcef-Toumi and Ito 1987a,b, 1988) and applied to robot manipulator, electrohydraulic servo 
system, DC servo motor system, and vibration isolation table (Hsia and Gao 1990, Chang et al.
1995, Chin et al. 1994, Chang and Lee 1994, Shin and Kim 2009, Sun and Kim 2012), the 
researches for vibration mitigation of large-scale structures such as buildings, bridges and towers 
using the TDC algorithm have not been done until Jang et al. (2014) numerically verified the 
feasibility of the TDC algorithm in the field of civil engineering. Still, its applicability to real 
structures is not guaranteed. Therefore, its applicability should be experimentally validated at least 
in a laboratory setting.
In this paper, the effectiveness and applicability of the TDC algorithm embedded AMD system 
is experimentally investigated. To this end, the theoretical background including the mathematical 
formulation of the control system is addressed first. And then, the performance of the proposed 
control system is thoroughly examined through a series of the experiments using a shaking table 
system with a small-scale three-story building structural model. After the experimental setup and 
the controller design, the free vibration and forced vibration tests are carried out, respectively. The 
test results of the proposed system are compared with those of the uncontrolled system in order to 
validate the effectiveness of the AMD system using the TDC algorithm.
2. Theoretical background
2.1 TDC algorithm 
Let us consider a dynamic system in a general form, which can be either time invariant linear or 
time varying linear or nonlinear, described by 
(t)(t)t),()t,((t) duxBxfx            (1) 
where (t)x  is the plant state vector, t),(xf  is the dynamics of the plant, t),(xB  is the 
distribution matrix of the control input, and (t)d  represents any kind of disturbance such as an 
external force. In Eq. (1), the plant dynamics, the distribution matrix of the control input and the 
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disturbance are assumed to be unknown. The objective of the TDC algorithm is to make the above 
system follow a reference model despite the presence of unknown dynamics and disturbances 
(Youcef-Toumi and Reddy 1992). A reference model with desirable dynamic characteristics is 
chosen as a stable time-invariant linear system as follows 
(t)r(t)(t) mmmm BxAx            (2) 
where (t)mx  is the state vector of the reference model, mA  is the constant stable system 
matrix, mB  is the constant command distribution matrix, and (t)r  is the command vector. The 
control input (t)u  in Eq. (1) is determined such that the plant in Eq. (1) follows the reference 
model in Eq. (2); in other words, the difference between states of the plant and reference model 
(i.e., (t)(t)(t) xxe m  ) to vanish according to the following error dynamic equation 
> @ (t)(t)-(t)t),((t)r(t)t),((t)(t) eAduxBBxAxfeAe mmmm    (3) 
Thus, the control input can be deduced from Eq. (3) as follows  
> @(t)r(t)(t)t),((t) mm BxAdxfBu           (4) 
where  T-1T )( BBBB    is the pseudo-inverse of the control input distribution matrix 
t),(xB .
Because t),(xB , t),(xf  and (t)d  in Eq. (4) are unknown, Bˆ  is used as an estimate of 
the t),(xB  and it is assumed that t),(xf  and (t)d  have slow dynamic characteristics so that 
(t)t),( dxf   can be replaced approximately with t)(tt)t,( '' dxf  for a small time delay 
t' . Using Eq. (1), the estimate of (t)t),( dxf   can be given by 
t)(tˆt)(tt)(tt)t,((t)t),( ''#''# uBxdxfdxf    (5) 
By substituting Eq. (5) into Eq. (4), the control input by the TDC algorithm is obtained as 
follows 
^ `(t)r(t)t)(tˆt)(t(t) mm BxAxBuu ''         (6) 
As seen in Eq. (6), all states and their first derivatives should be available to apply the TDC 
algorithm. 
2.2 Derivation of the state-space equation for a building structure 
Let us consider an n-DOF building structure model as shown in Fig. 1. It is assumed that only 
one active control system is implemented at the top floor and the responses only at the top floor of 
the structure can be available in view of practical situation. 
Because the information of all states and their derivatives has to be available in order to apply 
the TDC algorithm as stated previously, the dynamics equation for structure should be written so 
that all states are acquirable. 
The equation of motion can be described in the modal coordinate by 
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Fig. 1 n-DOF building structure
njfqqqm Tjcjjjjjjj ~1,2
2    eFφZZ[            (7)
where j
T
jjm Mφφ is the jth modal mass, j[  and jZ are the jth damping ratio and natural 
frequency, respectively, cf  and eF are the control force and the external force, respectively, 
and jφ  is the jth mode shape which is normalized so that 1)(  njφ . Eq. (7) can be converted 
into the following state-space form 
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Since the mode shapes are normalized so that 1)(  njφ , the response at the top floor can be 
described by 
¦¦
  
  n
j
j
n
j
jjn tqtqntx
11
)()()()( φ      (10) 
By substituting Eq. (10) into Eq. (9), we obtain the following state-space equation for a 
building structure in which the states and their derivatives are the responses at the top floor, which 
are assumed to be available 
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2.3 Application of the TDC algorithm to structural control 
As comparing Eq. (11) with Eq. (1), the control force )(tf c  is obtained according to the TDC 
algorithm of Eq. (6) by 
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/1 . The pseudo-inverse of Bˆ is obtained by 
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Because the control objective of structural control is to mitigate the vibration of a structure, the 
command term )(tr  is set to zero. And let us define the system matrix of the reference model 
mA  as follows 
»¼
º«¬
ª
 mmm Z[Z 2
10
2mA              (15) 
where mZ  and m[  are the natural frequency and damping ratio of the reference model, 
respectively. By substituting Eqs. (14) and (15) into Eq. (13), it can be rewritten by 
> @(t)x(t)xΔt)(tx
b
Δt)(tf(t)f nmmnmn
r
cc  Z[Z 2ˆ
1 2         (16) 
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As seen in Eq. (16), the design parameters are rbˆ , the estimate of ¦
 
n
j
jm
1
/1  and dynamic 
characteristics of reference model, mZ  and m[ . And all states and their first derivatives should 
be available to apply the TDC algorithm. Among the design parameters, rbˆ  is related with the 
stability of the control system, and the inequality condition for guaranteeing the stability was 
derived as follows (Jang et al. 2014) 
rr bb 2
1ˆ !                       (17)
3. Experimental test results 
3.1 Experimental setup 
To investigate the feasibility and control performance of the TDC algorithm in mitigating the 
excessive vibration of a building a series of experimental tests were conducted by using a shaking 
table uniaxially driven by a servo-controlled hydraulic actuator in the Structural Control and 
Intelligent Systems Laboratory (SCaIS) at KAIST. The shaking table has a testing platform of 110 
cm by 96 cm, a maximum payload of 600 kg, a maximum acceleration of ±0.4 g and a maximum 
velocity of 21 cm/s. The hydraulic actuator with the maximum dynamic force of 2 tons and the 
stroke length of ±5 cm can be controlled by a servo-hydraulic controller in a displacement or 
acceleration feedback mode. A schematic of the experimental setup is shown in Fig. 2. 
Fig. 2 Schematic of experimental setup
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Fig. 3 Scaled 3-story shear building model
The test structure model used in the experiment is a scaled 3-story shear building model as 
shown in Fig. 3. The columns are constructed of aluminum and the total height is 1050 mm, and 
the floor masses are constructed of steel and the total weights are 48.27 kg, which is distributed 
evenly in each floor. The dynamic characteristics of the structure model were identified by a 
frequency-domain system identification technique. Fig. 4 shows representative magnitude and 
phase plots for the experimentally determined and analytically estimated frequency response 
functions (FRFs). The identified modal masses are 30, 43 and 160 kg, natural frequencies are 
2.145, 6.595 and 10.531 Hz, and damping ratios are 0.26, 0.7 and 0.4%. 
The AMD system shown in Fig. 5 which provides the control force to the structure consists of a 
moving mass, an LM guide rail, a ball screw, a timing belt and a servo motor (model: Mitsubishi 
HP-KP23 200W). The rotary motion of the servo motor delivered to the ball screw and it converts 
the rotary motion into rectilinear motion of the moving mass, which is driven on the LM guide rail. 
The motion of the moving mass generates the inertia force, and it is utilized as the control force for 
the structure. In order to induce the accurate inertia force by the moving mass, the dynamics of the 
AMD system should be considered. In the experiments, an inverse transfer function of the 
acceleration of the moving mass with respect to the command voltage into the servo motor driver 
is constructed and implemented in the control signal processing in order to compensate the 
dynamics of the AMD system. Fig. 6 presents the magnitude and phase plots for the 
experimentally determined and analytically estimated FRFs of the acceleration of the moving mass 
with respect to the command voltage of the AMD system, where the estimated FRF is determined 
using MATLAB/System Identification Toolbox in the discrete time-domain as follows 
21
21
71839.06019.11
5.17561.1832
)(ˆ 


 
zz
zzzH au               (18) 
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(a) Magnitude
(b) Phase
Fig. 4 FRF from relative AMD acceleration to third floor acceleration
 
Fig. 5 Active mass damper system
 
 
(a) Magnitude
(b) Phase
Fig. 6 FRF from AMD command voltage to AMD acceleration
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Fig. 7 Block diagram of the experiments for structural control using the TDC algorithm
The voltage into the servo motor of the AMD system was processed by dSPACE ControlDesk 
and Simulink of MatLab in a personal computer. The voltage calculated in the computer was 
supplied to the servo motor driver (model: Mitsubishi MR-J3-20A) by dSPACE Model ds1104 
and the measured acceleration of the structure model is digitized also by the ds1104.  
In the experiments, the acceleration at the third floor of the structure model was measured by 
an accelerometer (model: PCB 393B12) and it is used for calculating the required control force by 
the TDC algorithm. Besides, the accelerations of the shaking table platform and the moving mass 
of the AMD system were measured to check out the results. A block diagram for the whole 
closed-loop system is shown in Fig. 7, where the plant consists of the structure model and the 
AMD system.  
As stated previously, all state variables and its first derivatives (i.e., displacement, velocity and 
acceleration of the structure model) should be available to apply the TDC algorithm. However, 
since only the acceleration is measured in practice, a numerical integrator or state estimator must 
be used to obtain the velocity and displacement. In this experiment, a numerical integration is used 
in order to avoid the difficulties in identifying the structure model, which is required to use the 
state estimator. However, the ideal integration method accumulates even a small DC-offset value 
measured acceleration; thus, a modified integration (Zhu 2004) is applied, which can remove the 
accumulation of the DC offset. The modified integrator is just a slight variation of the ideal 
integrator as follows 
intgratormodified:
1
integratorideal:
1
ass     (19) 
where s  is Laplace operator. By using the modified integrator, the integration of the low 
frequency components converges to zero. The parameter a , which is referred as cut-off frequency 
of a first order system, affects distortion of the phase and magnitude of the signal. As a rule of 
thumb, the value of a  is chosen as about 1/10 of the lowest frequency of interest. In this study, it 
is determined as 0.05 by considering the dynamic range of the accelerometer ( > 0.5 Hz).  
3.2 Controller design 
StructureAMD system Σ
Ground acceleration
Modified
integration
Time Delay 
Controller
Inverse TF model
for AMD system
, 3rd floor accelerationݔሷଷ
ݔଷǡ ݔሶଷǡ ݔሷଷݔሷ௔ǡ 
AMD acceleration
command 
voltage
Control force
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The design parameters in the TDC algorithm are the dynamic characteristics of the reference 
model and the estimate of the input distribution matrix. The reference model, which is denoted by 
mA  in Eq. (15), is a target system which has to be achieved by the TDC algorithm; therefore, it 
should be selected as a stable system. In this experiment, the natural frequency and the damping 
ratio of the reference model were chosen as 0.1 Hz and the critical (i.e., 1 m[ ), respectively.  
The estimate of the input distribution matrix, which is denoted by rbˆ  in Eq. (16), should be 
chosen by considering the inequality condition of Eq. (17) for guaranteeing the stability of the 
control system. As presented in Eq. (13), ¦
 
 
n
j
jr mb
1
/1 , where j
T
jjm Mφφ  is the j-th 
modal mass. Because it is assumed that the exact values of the modal masses are unknown, the 
guideline for the determination of rbˆ  is required. Because mode shapes are normalized such that 
1)(  njφ , the first modal mass, 1m , is the smallest among the modal masses. Therefore, the 
following inequality can be derived 
¦
 
 n
j nj
r m
n
m
n
m
b
1 1
1
           (20) 
where nm  denotes the mass of the n-th floor. Thus, if we choose rbˆ  larger than 
nm
n
, then the 
stability condition of Eq. (17) is satisfied obviously. The mass of the n-th floor, nm , can be 
assumed easily, and it does not need to be exact.  
At the test structure model, the number of floor is 3 and the mass of the 3rd floor is about 16 kg; 
thus the estimate rbˆ  can be chosen larger than 0.2. In this experiment, 66.1ˆ  rb  is chosen by 
considering the maximum AMD stroke. 
3.3 Free vibration test 
At first, the free vibration test was performed to check an increase in the equivalent damping 
ratio of the structure model, because it is one of the simplest ways to verify the control 
performance. Fig. 8 shows the acceleration at the third floor of the structure model and the 
command voltage of the AMD system for the case of the excitation at the first natural frequency. 
The structure model was excited as a harmonic motion of the first mode by the AMD system, and 
then the AMD system was stopped in uncontrolled mode or operated by the TDC algorithm in the 
control mode.  
As shown in Fig. 8, the free vibration response in the controlled case decays out much faster 
than in the uncontrolled case. It can be easily observed from the two shaded regions in the figure. 
The equivalent damping ratios can be calculated from the free vibration responses by using the 
logarithmic decrement method. The damping ratio in the uncontrolled case is 0.26%; on the other 
hand, the ratio in the controlled case is 6.0%. The damping ratio is increased over than 20 times. It 
is, therefore, said that the proposed control system can effectively mitigate the free vibration 
response of the building structure. 
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Fig. 8 Free vibration test result
3.4 Forced vibration test 
As the inputs to the structure model, the band-limited white noise and two different historical 
earthquakes were used. The ground accelerations considered herein are 
1) Artificially generated white noise ground acceleration which is uniformly distributed in the 
frequency range of 0-20 Hz; 
2) El Centro earthquake (The N-S component recorded at the Imperial Valley Irrigation District 
substation in El Centro, California, during Imperial Valley, California earthquake, May 18, 1940) 
scaled to 10% amplitude and 2 times the recorded rate; and 
3) Hachinohe earthquake (The N-S component recorded at Hachinohe City during the 
Tokachi-oki earthquake, May 16, 1968) scaled 15% amplitude and 2 times the recorded rate. 
Fig. 9 shows the time histories of the third floor acceleration in the three different values of rbˆ
under the 0-20Hz band-limited white noise. As seen from the figures, the acceleration response 
can be more effectively mitigated with a small value of rbˆ . The results of the experiments are 
briefly summarized in Table 1. In the table, the values in the parentheses denote % reduction of the 
responses in the controlled case compared to those in the uncontrolled case. By contrast to the 
control performance, it is shown that a more control force, which is the inertia force of the AMD 
moving mass, is required as rbˆ  being smaller. 
Fig. 10 presents the experimental result under the band-limited white noise and 66.1ˆ  rb , in 
which (a) time history of the ground acceleration, (b) time history of the acceleration at the third 
floor, (c) the desired and measured AMD acceleration, and (d) FRF of the third floor acceleration. 
The overall maximum and RMS responses are reduced by 44.52% and 66.42%, respectively. It is 
demonstrated from the test results that the measured relative AMD acceleration agrees well with 
the desired one as presented in Fig. 10(c), which means the motion of the moving mass of the 
AMD follows the desired trajectory well, and consequently the proper control force is applied to 
the structure, resulting in the good control performance of the proposed control system. 
0 20 40 60 80 100 120 140-200
0
200
[cm
/s2
]
0 20 40 60 80 100 120 140-2
0
2
Time [sec]
co
mm
an
d v
olt
ag
e
3r
d
fl
oo
r a
cc
el
. (
cm
/s
2 )
co
m
m
an
d 
vo
lta
ge
excitation uncontrolled excitation controlled
873
Dong-Doo Jang, Jeongsu Park and Hyung-Jo Jung 
Table 1 Experimental results under the band-limited white noise
Case Uncontrolled Controlled
Maximum 
acceleration (cm/s2)
30.75
66.1ˆ  rb 17.06 (-44.52%)
32.3ˆ  rb 20.04 (-34.83%)
64.6ˆ  rb 21.99 (-28.48%)
RMS acceleration
(cm/s2)
8.88
66.1ˆ  rb 2.98 (-66.42%)
32.3ˆ  rb 3.79 (-57.33%)
64.6ˆ  rb 4.76 (-46.42%)
Maximum 
control force (N)
-
66.1ˆ  rb 1.90
32.3ˆ  rb 1.34
64.6ˆ  rb 0.86
(a) 66.1ˆ  rb
(b) 32.3ˆ  rb
(c) 64.6ˆ  rb
Fig. 9 Acceleration responses at the third floor under the 0-20 Hz band-limited white noise with the 
different values of rbˆ
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(a) Ground acceleration
(b) Third floor acceleration
(c) Relative AMD acceleration
(d) FRF of the third floor acceleration
Fig. 10 Experimental results under the 0-20 Hz band-limited white noise
Figs. 11 and 12 present the experimental results under the scaled El Centro earthquake and 
Hachinohe earthquake, respectively, in which (a) time history of the ground acceleration, (b) time 
history of the acceleration at the third floor, (c) the desired and measured AMD acceleration, and 
(d) FRF of the third floor acceleration. As seen from Figs. 11(b), 11(d) and 12(b), 12(d), compared 
to the uncontrolled case, the third floor acceleration response is reduced significantly by the 
controlled system. The overall maximum and RMS of the third floor acceleration are reduced from 
119.9 cm2/sec (uncontrolled) to 89.3 cm2/sec (controlled) and 44.7 cm2/sec to 14.3 cm2/sec under 
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the scaled El Centro earthquake, and from 201.5 cm2/sec (uncontrolled) to 107.6 cm2/sec
(controlled) and 65.9 cm2/sec to 19.3 cm2/sec under the scaled Hachinohe earthquake. The motion 
of the moving mass of the AMD follows the trajectory well as shown in Figs. 11(c) and 12(c). In 
summary, it can be said that the proposed control system significantly reduces the structural 
response under the several different seismic loadings. 
(a) Ground acceleration
(b) Third floor acceleration
(c) Relative AMD acceleration
(d) FRF of the third floor acceleration
Fig. 11 Experimental results under the scaled El Centro earthquake
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Table 2 Experimental results under the scaled earthquakes (unit: cm/s2) 
Case Uncontrolled Controlled
The scaled El Centro 
earthquake
Max. acceleration 161.22 43.73 (-72.87%)
RMS acceleration 45.28 5.82 (-87.14%)
The scaled Hachinohe 
earthquake
Max. acceleration 194.99 68.82 (-64.71%)
RMS acceleration 57.83 6.50 (-88.76%)
(a) Ground acceleration
(b) Third floor acceleration
(c) Relative AMD acceleration
(d) FRF of the third floor acceleration
Fig. 12 Experimental results under the scaled Hachinohe earthquake
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3.5 Discussion 
As experimentally demonstrated in the preceding two sections, the proposed TDC algorithm 
could be effective to mitigate the excessive vibration of a building structure. At this section, a few 
issues related to the control performance and robustness of the TDC algorithm are discussed in 
more detail. 
First, the control performance of the TDC algorithm is examined by comparing with the results 
of the experimental study conducted by other researchers. Dyke et al. (1996) developed the 
H2/LQG control algorithm to reduce the vibration of the three-story building model equipped with 
the AMD system on the top floor subjected to the base excitation. This is exactly the same 
experimental setup as in this study. According their test results, the LQG control algorithm 
reduced the maximum acceleration at the third floor by 65% under the El Centro earthquake 
compared to the uncontrolled case. On the other hand, the proposed TDC algorithm has the 72% 
reduction under the same base excitation (see Table 2). Based on this comparison, it can be said 
that the control performance of the TDC algorithm is comparable to that of the LQG control 
algorithm. 
During the design process of the TDC algorithm, decision of rbˆ  in Eq. (16) is the most 
important step because it is related to the stability as well as the control performance of the control 
system. Eq. (17) means the inequality condition for guaranteeing the stability of the control system, 
and Eq. (20) shows the guideline to satisfy Eq. (17). The robustness of the control performance 
with respect to rbˆ  was numerically examined in Jang et al. (2014). Also, according to Table 1 at 
Section 3.4, it is experimentally demonstrated that the TDC algorithm maintains the good control 
performance with the different values of rbˆ . Moreover, it is well known that the TDC algorithm 
has the excellent robustness properties to unknown system dynamics and disturbances 
(Youcef-Toumi and Ito 1987a, b, 1988). 
4. Conclusions 
In this paper, the effectiveness and applicability of the time delay control (TDC) algorithm for 
an active mass damper (AMD) system to mitigate the excessive vibration of a building structure
was experimentally investigated. First, the theoretical background including the mathematical 
formulation of the control system was described. And then, an experimental study using a shaking 
table system with a small-scale three-story building structural model was thoroughly carried out. 
In the experimental tests, the control performance of the proposed control system was examined 
by comparing its structural responses with those of the uncontrolled system in the cases of forced 
vibration as well as free vibration. The test results showed that the TDC algorithm embedded 
AMD system significantly reduced the structural response of the test model. Therefore, it is 
concluded that the proposed control system can be an effective means for mitigating the excessive 
vibration of a building structure.
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Abstract.  The authors’ research group has developed a noncontact type of sensors which directly measure 
the inter-story drift displacements of a building during a seismic event. Soon after that event, such 
seismically-induced drift displacement data would provide structural engineers with useful information to 
judge how the stories have been damaged. This paper presents a scheme of estimating the story cumulative 
plastic deformation ratios based on such measured drift displacement information toward the building safety 
monitoring. The presented scheme requires the data of story drift displacements and the ground motion 
acceleration. The involved calculations are rather simple without any detailed information on structural 
elements required: the story hysteresis loops are first estimated and then the cumulative plastic deformation 
ratio of each story is evaluated from the estimated hysteresis. The effectiveness of the scheme is 
demonstrated by utilizing the data of full-scale building model experiment performed at E-defense and 
conducting numerical simulations. 
 
Keywords:  inter-story drift displacement; hysteresis; cumulative plastic deformation ratio; E-defense 
1. Introduction 
During these two decades many engineering fields have been drastically altering their 
conventional boundaries. That is also the case in the structural engineering field. The first active 
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control scheme implementation of a building structure in 1989 (Kobori et al. 1991) opened the 
door to smart structures technology integrating a variety of advanced techniques such as sensor, 
automatic control, information technologies, etc. This movement has been bringing a remarkable 
paradigm shift to the civil engineering field.  
Based upon such a background, structural health monitoring has greatly appealed the attentions 
of structural engineers. For building structures, structural monitoring would be conducted based 
upon the daily and emergency vibration data sensing. These data records could provide useful 
information on how healthy or unhealthy, how safe or dangerous for continued use or stay the 
structure is. The significance of such health monitoring is demonstrated by recent accidents such 
as the ceiling board collapse at Sasago Tunnel (Kutsukake 2014) and the bridge fall-down in USA 
(www.ntsb.gov/investig ations/summary/har0803.htm). In addition to the preventing of these kinds 
of accidents mainly resulting from the time deterioration, it is also of great importance to establish 
the diagnosis scheme of building structures after a seismic event. With the establishment of such a 
scheme, it could be promptly judged which stories, or which structural elements if possible, are 
damaged. Such information would lead to the judgment of the appropriateness of continuous use 
or stay of building.  
Most schemes for building health monitoring focusing on the diagnosis after a seismic event 
have been constructed with either accelerometers or velocity sensors. For instance, the schemes of 
Saito (1998), Nitta and Nishitani (2003) and Shinagawa and Mita (2013) were constructed based 
on the usage of accelerometers, and the scheme of Nakamura and Yasui (1999) was based on 
velocity sensor measurement. For the judgment of possibly-damaged building condition, however, 
inter-story drift displacement data could be more direct indices than acceleration and velocity 
response data. According to the Japanese Building Standard Law, most of the buildings in Japan 
are designed so as to satisfy the requirements of two levels of seismic excitations: Levels 1 and 2. 
Level 1 is such a medium level of earthquake input that the design base shear is 20% of total 
building weight for the typical situation; and Level 2 is such a large level of seismic input that 
induces the base shear equivalent of the total weight of building. During such Level 1 seismic 
event, all the stories of a building are required to remain in the elastic range and have the 
inter-story drift angles less than 1/200. These requirements indicate that if the drift angle is smaller 
than 1/200, the story would not deviate from the elastic range.  
It would not be impossible to calculate the drift displacements from the acceleration or velocity 
data. However, the numerical integral calculations of displacements from acceleration or velocity 
data are not a trivial task. No numerical integral calculation technique is available which can 
manage to reach the accurate displacement results for any situation. For the case of shake table 
tests, the displacement responses of either a full- or small-scaled model building can be gauged 
with laser displacement sensors set up outside of the shaking table. For full-scaled or 
close-to-full-scaled model buildings, linear voltage transducer (LVT) type of sensors have been 
employed quite often. LVT is a typical displacement measurement sensor of contact type, and is 
set up so as to measure the relative displacement between two steel vertical elements: one hangs 
from the upper floor slab or beam and the other stands up from the lower. These two elements are 
needed to be close to perfectly-rigid as much as possible. However, this measurement system 
would occupy a large space and thus the sensor set-up is not practical at all for real buildings.  
In this respect, the authors would say that non-contact type of direct measurement sensors for 
inter-story drift displacements were a long-wanted device. On such a background, the authors’ 
research group has developed two kinds of non-contact type drift measurement sensors (Matsuya 
et al. 2010a, Matsuya et al. 2010b, Matsuya et al. 2011, Kanekawa et al. 2010), with which the 
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drift displacement time histories can be obtained. The sensors have been already recognized to 
have the measuring range and frequency resolution fitted to the vibration of a normal building 
structure. When excitation test experiments were conducted using a real building with an on/off 
switching mechanism of braces, the developed sensors successfully traced the resulting residual 
displacement from the forced on/off switching of the braces during the excitations, which is hardly 
traced via numerical integral calculations of acceleration or velocity data (Hatada et al. 2010).  
The authors’ group (Hatada et al. 2013) has presented a structural element based damage 
detection scheme integrating the three dimensional (3D) push-over analyses utilizing the measured 
drift displacement data. This damage detection scheme, however, needs the detailed information 
on structural elements of a building in question for performing the 3D analysis.  
This paper proposes a simple scheme of estimating story cumulative plastic deformation ratios 
(CPDRs) utilizing the drift displacement data, which aims at providing useful information toward 
a prompt safety judgment or assessment soon after a seismic event. Mainly from the data of 
inter-story drift displacements, the story hysteresis loops are estimated and then the story CPDRs 
are evaluated. (In regard to the simple estimation of story hystereses, the authors’ group (Matsui et 
al. 2012) has already presented the framework.) Other than the drift displacement data the 
presented scheme only needs the ground floor seismic acceleration data. It does not need any prior 
information or push-over analysis of a building. After showing how accurate story hysteresis loops 
are obtained using the data of experiments already conducted at E-defense, the validity of the 
scheme of obtaining CPDRs is demonstrated by numerical simulations. The values of CPDRs are 
significantly helpful in judging the story-based building damage state. 
 
 
2. Inter-story drift displacement sensors 
As mentioned in Introduction, the authors’ group has developed two types of drift displacement 
sensors: one is referred to as PSD (position sensitive detector) sensor (Matsuya et al. 2010a, 2010b, 
2011) and the other is PTr (photo-transistor) sensor (Kanekawa et al. 2010). The basic philosophy 
of measurement mechanism is quite similar to each other. The invented sensors are composed of 
two units: light source and light receiver units. In regard to PSD sensor, Fig. 1 schematically 
illustrates the sensor set-up. The configurations of the light source and receiver units for PSD 
sensor are briefly explained. The LED (Light Emitting Diode) light source is set beneath the upper 
floor slab and the light receiver unit is on the lower floor slab. The light receiver unit is composed 
of a collecting lens and PIN photodiode (consisting of Positive, Intrinsic and Negative 
semiconductors). 
The measurement is conducted in the following way. The LED light going through the 
collecting lens reaches the PIN photodiode. Due to the photo-emissive effect the electrons in the 
photodiode start to move and then such movement of electrons induces electric current flows in 
the opposite direction of electrons in the photodiode. The photodiode, recognizing the difference 
of the induced electric current flows between the right- and left-hand sides, finds where the light 
source is located relative to the light receiver unit. The information of the light source location 
relative to the photodiode provides the time history data of inter-story drift displacements.  
The developed sensors are mainly for a shear structure type of building. For a 
bending-deformation dominant type of building such as high-rise building, the measured data 
should be appropriately dealt with so as to take out the necessary information. 
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story in question leads to the relative acceleration to the ground; Step (iii): adding the ground floor 
acceleration data to the acceleration data obtained in Step (ii) provides the story absolute 
accelerations; and Step (iv): the story shear force is obtained by multiplying thus-obtained story 
absolute accelerations by the corresponding story mass value and summing up such values from 
the top to the story in question. The flowchart of the procedures is shown in Fig. 2.  
Unlike the numerical integral calculations, the numerical derivative calculations of 
displacements need no particular technique. In addition, as discussed more specifically in Section 
5, the accurate story mass information is not necessarily needed in the presented scheme for 
evaluating story-based cumulative plastic deformation ratios. 
3.2 Estimate of cumulative plastic deformation ratios 
 
With the story hystereses obtained from the drift displacement measurement data, cumulative 
plastic deformation ratios (CPDRs) are estimated. The information on the story CPDRs would 
provide the structural engineers with significant data in judging a building health condition. In this 
respect, CPDR based judgment is not only for researchers but also practicing engineers. Hence, the 
authors would say that the presented scheme is a “practicing engineers-friendly” framework.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Flowchart of estimation of story shear force from drift displacement data 
Double differential with respect to time
Inter-story acceleration data
Accumulation of the acceleration data  
from the first story to the story in question
Story relative acceleration to the ground
Adding the ground floor acceleration data
Story absolute accelerations
Multiplying the data by story mass values and 
summing up from the top to the story in question.
Story shear force
Drift displacement data
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The cumulative plastic deformations are the accumulation of the plastic deformations after 
exceeding the yield displacement. Then, CPDR would be directly calculated by dividing such 
accumulated plastic deformations by the yielding displacement. 
Instead of the above direct calculation, herein, CPDR can be alternatively evaluated based on 
the area of hysteresis loops. By firstly accumulating the hysteretic areas and then dividing those 
accumulated areas by the product of the yield displacement and yielding force values, CPDR is 
obtained by 
yy
m
f
a
CPDR  
¦
G                     (1) 
where am: area of mth cycle hystersis loop; įy: yield displacement; and fy : yield force. In conducting this 
calculation, the numerator does not include those hystersis loops of which the peak displacements 
do not reach the yield displacement .  
For the case of idealistic hysteresis with a ductility factor of 1.2, for instance, as shown in Fig. 
3, in which y and k, respectively, denote the yield displacement and initial stiffness coefficient. The 
area of the hysteresis loop in this case is 0.8 k㺃y2 and thus the division of 0.8 k㺃y2 by the product 
of y and ky leads to 0.8. This is identical to the value obtained directly by dividing the accumulated 
plastic deformation, 0.8y, by y. This alternative way would be much simpler and more appropriate 
than the direct CPDR calculation, in particular, in the practical situations of dealing with complex 
hysteretic loops during a real seismic event. It would be a complicated task to apply the direct 
method to real, complex hysteretic loops.
As already mentioned, it is the purpose of the paper to simply estimate the CPDR of each story 
toward the safety assessment. However, it is beyond the purpose to judge the overall safety or 
damage condition of an entire building based upon those story CPDR data. This sort of discussion 
is the next step. 
 
 
 
Fig. 3 Idealized hysteresis loop 
 
 
886
 
 
 
 
 
 
Drift displacement data based estimation of cumulative plastic deformation ratios for buildings 

 
 
 
Fig. 4 Plan of model building with sensor locations 
 
 
 
4. Validity of estimated story hystereses based on drift displacement data
Utilizing the experimental data available at the web-site of E-defense (https://www.edgrid.jp), 
the hystereses of a full-scaled four story steel building are, first of all, estimated with the 
above-presented scheme. The experimentally obtained data of “Full collapse experiments of steel 
building structure” performed in September 2007 is utilized, which are accessible via the web-site 
(https://www.edgrid.jp/lists/download_pubfile/0703). The full scale experimental model is a 
moment-resistant frame building with one-bay (6 m) frame in the shorter direction and two-bay 
frames (5 m for each) in the longer directions. The plan of this building is shown in Fig. 4. The 
further details are found at the above website. Fig. 4 also indicates the locations of implemented 
servo type accelerometers and laser displacement sensors. Although the displacement data in this 
experiment were not measured by the developed drift displacement sensors but the laser 
displacement sensors, they are herein utilized to demonstrate how effectively the presented scheme 
based on the drift displacement measurement works out to give quite accurate hysteresis loops. For 
comparison, those hystereses which are calculated with the directly measured acceleration data 
combined are also presented. In Figs. 5 and 6, respectively, the time histories of the directly 
measured accelerations and drift displacements are exhibited. The input excitation for this case 
was the JR Takatori earthquake observed during the 1995 Kobe earthquake with the peak value 
normalized as 60% of its original.  
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(a) Estimated hysteresis loops (b) Hysteresis loops derived with measuredacceleration data combined 
Fig. 7 Comparison of story hysteresis loops 
 
 
     
 
Fig. 8 Comparison of shear force time histories 
 
 
In addition to Fig. 7, Fig. 8 presents two kinds of time histories of the first story shear forces: 
(a) is obtained from the displacement differential-based calculation; and (b) is from the measured 
acceleration data. The two time histories are also in very good agreement, which indicates that the 
values corresponding to the hysteresis vertical axis is correctly estimated. 
In the practical situation, unlike the full-scale model shake table test situation, even accurate 
story mass information is difficult to obtain. Most likely, there are some uncertainties involved in 
the mass information. The story mass contains live load values which are difficult to accurately 
evaluate in practice. In addition, it would not be a trivial work to obtain even the structural element 
mass values without any structural design documents available. Despite that, the estimating of 
story hysteresis loops herein is the step prior to estimating the story CPDRs. If accurate (or nearly 
(a) From displacement differential-based calculation 
(b) From measured acceleration data 
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accurate) shape of the hysteresis is obtained, CPDRs should be satisfactorily evaluated by Eq. (1). 
The errors in the story mass information affect only the vertical axis values in drawing the 
hysteresis loop but do not necessarily deform the hysteresis itself. This fact is significantly related 
to the calculating processes of CPDRs and will be specifically discussed in Section 5 which will 
conduct the numerical simulations of eight-story building. 
 
 
5. Numerical simulations for story cumulative plastic deformation ratios 
 
This section discusses the proposed scheme of deriving the cumulative plastic deformation 
ratios (CPDRs) for the purpose of story-based damage assessment. Based on the obtained story 
hysteresis loops, CPDRs are estimated by the scheme specified in 3.2. The presented scheme 
presumes no structural design specification document available, because it aims at a prompt 
judgment of how close to the dangerous limit a story would be soon after a seismic event. All the 
calculation processes could be computer-programmed from the data measurement to the 
calculation of story CPDRs. The available data are, as repeatedly mentioned, the inter-story drift 
displacement of each story and the ground acceleration. The hystereses during a seismic event are 
not likely to be as idealized as the purely theoretical situation. For instance, even the yielding force 
values corresponding to the yield displacement are not always the same in the practical case. With 
such a case accounted for, story CPDRs are estimated utilizing the four-story building 
experimental data of E-defense and conducting the numerical simulations of an eight-story model 
building. 
Firstly, CPDRs are estimated based on the hysteresis loops for the full-scale model building 
experiment of E-defense obtained in Section 4. As far as the accurate values of yield displacements 
are concerned, the estimated hysteresis loops would not provide any information, in particular 
without the structural design specification documents. For this reason, CPDRs are herein 
calculated assuming that the yield displacement of each story is 1/130 of the story height. Fig. 9 
compares the two results: one is calculated based on the hystereses obtained by combining the 
measured acceleration and drift displacement data for each story (indicated as “w/ story accel. data” 
in the figure) and the other is by using only the drift displacement data for each story (indicated as 
“w/o story accel. data” in the figure). The two results of CPDRs provide the similar tendency of 
which story is likely to be more severely or earlier damaged than other stories, although the two 
kinds of CPDR results have differences of about 0.5 for all the stories. The yield force values 
corresponding to the yield displacement are not always the same in this case, and thus the average 
value of them is employed in estimating the estimating CPDRs. 
In conducting numerical simulations, an eight-story steel model building represented by a 
lumped mass model is employed. The model parameters are given in Table 1. It is assumed that the 
story heights are 3.5 m, and the initial and second yield displacements are, respectively, 1/130 and 
1/100 of the story height for all the stories. Nonlinear seismic response analyses are conducted 
utilizing this lumped mass model (8DOF model). The damping proportional to the stiffness matrix 
is employed with a damping ratio of 2%. The drift displacements obtained by the simulation are 
regarded as the measured data of the drift displacement PSD sensors. The employed seismic inputs 
are El Centro NS component, Taft EW component and Hachinohe EW component with two kinds 
of peak acceleration values, 4 and 7 m/s2. 
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Fig. 9 Comparison between two CPDRs from actual and estimated hystereses 
 

 
 
(a) Estimated hysteresis loops (b) Accurate hysteresis loops 
Fig. 10  Comparison of story hysteresis loops for eight-story building (El Centro NS with peak acceleration 
of 7 m/s2 
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(a) Estimated hysteresis loops (b) Accurate hysteresis loops 
Fig. 11 Comparison of story hysteresis loops for eight-story building (Taft EW with peak acceleration of  
7 m/s2 
 
 
Figs. 10-12 compare the estimated and accurate hystereses for the case of three different 
seismic excitations with peak accelerations of 7m/s2. The “accurate” loops are obtained using the 
simulated story shear forces and drift displacements. In calculating these estimated hysteresis 
loops, the measurement noises with S/N ratio of 26 dB have been added into the simulated drift 
displacement data. To those noise-added data, that low-pass filter explained in 3.1 has been 
applied.  
In estimating the vertical axis values for hysteresis loops, the story absolute acceleration data 
multiplied by the corresponding mass value are accumulated for the stories above the story in 
question. However, there is no established way for obtaining or estimating accurate story mass 
values in the real situation. With such a situation reflected, the mass values for all the stories are 
assumed to have the identical values of 550 t. These assumed mass values could bring about more 
or less deviated values from the right ones in the vertical axis for the hysteretic loop. From the 
CPDR estimation point of view, even in such a case, the absolute values on the vertical axis are not 
expected to affect the estimate of CPDRs very much as long as CPDRs are calculated as the ratio 
of hysteresis area to the product of yielding displacement and force. In other words, CPDRs could 
be estimated fairly well unless the shape of an estimated hysteresis is deformed. As far as the 
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hysteresis shapes in Figs. 10-12 are concerned, the estimated hysteretic loops are in very good 
agreement with the accurate loops and even the vertical axis values for the estimated loops do not 
appear different from those for the accurate loops.   
Figs. 13-15 compare the estimated and accurate CPDR values for the cases of El Centro, Taft 
and Hachinohe earthquakes, respectively, with peak accelerations of 4 m/s2 in (a) and 7 m/s2 in (b). 
These figures present two kinds of estimates for CPDRs based on Eq. (1): they set the yield 
displacements equal to 1/130 and 1/150 of the story height, respectively. The story shear forces 
corresponding to those displacements are regarded as the yielding forces in computing CPDRs 
with Eq. (1). The accurate data of yield displacements are not available in the practical situation, 
although the accurate results in Figs. 13-15 are obtained with them. 
 
 
 

 
 
 
(a) Estimated hysteresis loops (b) Accurate hysteresis loops 
Fig. 12 Comparison of story hysteresis loops for eight-story building (Hachinohe EW with peak acceleration 
of 7 m/s2 
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(a) Peak acceleration of 4 m/s2 (b) Peak acceleration of 7 m/s2 
Fig. 13 Comparison of estimated and accurate CPDRs for El Centro excitations 
 
 
(a) Peak acceleration of 4 m/s2 (b) Peak acceleration of 7 m/s2 
Fig. 14 Comparison of estimated and accurate CPDRs for Taft excitations 
 
 
(a) Peak acceleration of 4 m/s2 (b) Peak acceleration of 7 m/s2 
Fig. 15 Comparison of estimated and accurate CPDRs for Hachinohe excitations 
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Figs. 13-15 indicate how CPDR values depend on the characteristics and magnitudes of seismic 
excitations. Every estimate of CPDR demonstrates the same tendency as the accurate CPDR. The 
absolute values of estimated CPDRs depend on how the yield displacement values are assumed. 
The smaller the yield displacement is assumed, the larger CPDRs become. For this reason, the 
estimated CPDRs are different from the accurate values but the estimated CPDRs provide the 
information on which story is likely to be more severely damaged, earlier damaged or have smaller 
margin to the ultimate limit than the other stories. It is said that the engineers should be concerned 
about the severe damage if CPDR is close to around twenty in general, although this critical value 
of CPDR is varied from case to case. 
 
 
6. Conclusions 
 
The authors’ research group has developed direct measurement sensors of inter-story drift 
displacements. With these sensors the time histories of drift displacements can be obtained for a 
building structure. The sensors are of non-contact type and could be installed into an actually used 
building without occupying much space. Presuming the employment of these drift displacement 
sensors, this paper presents a rather simple yet effective scheme of estimating the story cumulative 
plastic deformation ratios (CPDRs) toward safety assessment. The indices of story CPDRs provide 
structural engineers with quite helpful information in judging the damage condition or remaining 
earthquake resistance capacity of the story soon after a seismic event. In this respect, the presented 
scheme could construct a “practicing engineers-friendly” framework. 
The validity of the scheme has been demonstrated using the data of full-scale building model 
experiments performed at E-defense and conducting numerical simulations. The direct sensing of 
drift displacements has a great potential for constructing a new diagnosis schemes of building 
structures and for bringing a new paradigm-shift in the building structural health monitoring field. 
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Abstract.  This study presents a novel approach based on advancements in Evolutionary Computation for 
data-driven modeling of complex multi-dimensional memory-dependent systems. The investigated example 
is a benchmark coupled three-dimensional system that incorporates 6 Bouc-Wen elements, and is subjected 
to external excitations at three points. The proposed technique of this research adapts Genetic Programming 
for discovering the optimum structure of the differential equation of an auxiliary variable associated with 
every specific degree-of-freedom of this system that integrates the imposed effect of vibrations at all other 
degrees-of-freedom. After the termination of the first phase of the optimization process, a system of 
differential equations is formed that represent the multi-dimensional hysteretic system. Then, the parameters 
of this system of differential equations are optimized in the second phase using Genetic Algorithms to yield 
accurate response estimates globally, because the separately obtained differential equations are coupled 
essentially, and their true performance can be assessed only when the entire system of coupled differential 
equations is solved. The resultant model after the second phase of optimization is a low-order 
low-complexity surrogate computational model that represents the investigated three-dimensional 
memory-dependent system. Hence, this research presents a promising data-driven modeling technique for 
obtaining optimized representative models for multi-dimensional hysteretic systems that yield reasonably 
accurate results, and can be generalized to many problems, in various fields, ranging from engineering to 
economics as well as biology. 
 
Keywords:  computational intelligence; genetic algorithms; differential equations; hysteretic behavior; 
data-driven modeling; identification; multi-dimensional systems; genetic programming 
 
 
1. Introduction 
 
Modeling and analysis of complex multi-dimensional nonlinear memory-dependent systems is 
a broad research area with applications in many fields such as mechanics, economy, aeronautics, 
amongst others. Over the past several decades, nonlinear systems incorporating 
memory-dependent dissipative phenomena have been investigated in many studies, mainly 
through parametric or nonparametric modeling (Kerschen et al. 2006). Parametric modeling is a 
class of techniques used to characterize hysteretic systems by attributing a suitable model to the 
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system, and identifying the model parameters or detecting their changes (Bouc 1967, Wen 1976 
Smyth et al. 1999, Chatzi et al. 2010). However, the success of parametric modeling highly relies 
on the user providing an accurate representative model based on a clear understanding of the 
physical phenomena. Non-parametric modeling, on the other hand, carries out the identification 
automatically, without setting any major hypothesis about the system upfront. In this category, 
Neural Networks are powerful tools of modeling complex systems involving memory-dependent 
characteristics (Bani-Hani and Ghaboussi 1998, Pei and Smyth 2006a, b, Zhao and Tan 2008). 
Their data driven analysis is suitable when no additional information about the underlying systems 
is available. However, Neural Networks process data in a completely blind manner, that is not 
suitable for revealing the physics behind complex systems. Therefore, they leave no room for 
further investigation of the resultant models, and to provide physical insight into the systems under 
investigation. Polynomial-based approaches are another class of nonparametric techniques that are 
extensively employed for the modeling of nonlinear phenomena in dynamic environments (Masri 
and Caughey 1979, Masri et al. 2004, 2006a, b, Tasbihgoo et al. 2007). However, specifying the 
order of polynomials and the composition of basis functions requires insight into the dynamics of 
the problem. Moreover, polynomial approximations of systems exhibiting sharp corners in their 
response results in undesired Gibbs phenomena.
Consequently, there is currently a lack of intelligent data-driven computational techniques that 
provide robust physics-based computational models, that represent multi-dimensional dynamical 
systems with hysteresis effect. Evolutionary computational methodologies are inspired by natural 
phenomena to provide elegant solutions to complex real-world problems in various fields. In this 
class of problem-solving techniques, Genetic Programming (GP), is built on evolutionary 
algorithms, and offers a great potential for the identification of complex dynamical systems 
exhibiting non-conservative dissipative behavior. GP has proven to be successfully applicable to 
various classes of problems in different fields (Tackett 1993, Gruau 1994, Howard and Roberts 
2002, Becker et al. 2007, Schmidt and Lipson 2009, Alavi et al. 2010, Silva et al. 2011, Gandomi 
and Alavi 2011). To our knowledge, GP has never been adapted to be employed for the modeling 
of multi-dimensional systems with hysteretic behavior. Therefore, this investigation explores the 
potential of evolutionary approaches to discover the system of differential equations that govern 
the behavior of complex nonlinear multi-dimensional hysteretic systems.
A general procedure concerning the modeling of complex one-dimensional systems associated 
with challenging type of nonlinearities was presented in Bolourchi (2014) and Bolourchi et al.
(2015). That procedure is extended in this paper and is implemented for the modeling and analysis 
of non-linear multi-dimensional systems with memory-dependent dissipative characteristics. The 
eventual aim is to utilize GP as the main problem-solving engine for discovering the suitable 
“structure” of the differential equations that govern the behavior of multi-dimensional hysteretic 
systems. GP is also coupled with stochastic parameter optimization techniques, employing Genetic 
Algorithms, to optimize the “parameters” embedded in the differential equations based on the 
global performance of the integrated GP-found structures in the system of differential equations 
for estimating the response of the underlying multi-dimensional hysteretic system.
It is shown that the suggested identification methodology provides reduced-complexity systems 
of differential equations that govern the dynamics of complex nonlinear multi-dimensional 
systems with non-conservative dissipative traits. Several test cases are provided to assess the 
applicability, reliability, and validity of the methodology. 
This paper is organized as follows: the formulation of the investigated system, the 
corresponding assumptions, and the details of the excitations and responses are provided in 
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Section 2; an introduction to GP within the scope of the investigation in this paper is presented in 
Section 3; the proposed evolutionary-based approach for the modeling of multi-dimensional 
hysteretic systems is presented in Section 4; the results of the introduced modeling procedure is 
presented in Section 5; in-depth interpretation of the findings are discussed in Section 6; 
advantages and challenges of the approach are described in Section 7; and the conclusion is 
provided in Section 8.
2. Multi-dimensional hysteretic systems
2.1 Investigated models
The identification method under discussion is implemented on a benchmark 
multi-degree-of-freedom (MDOF) system exhibiting non-conservative nonlinear behavior. This 
structure has been employed for testing the robustness of other identification schemes in the past 
(Masri et al. 1987, Smyth et al. 2002, Masri et al. 2005). This three degree-of-freedom system in 
Fig. 1 is composed of three unequal lumped masses that are linked by six arbitrary components to 
all other masses and to a fixed support.
In Fig. (1), ix is the displacement, )(tfi is external excitation, and im is the mass at DOF ݅.
The semi-physical Bouc-Wen model is well studied in the literature to represent non-conservative 
dissipative systems (Smyth et al. 2002). The interconnecting elements in the structure above, 
denoted as ig , are governed by the Bouc-Wen model, and consequently, account for the hysteretic 
behavior of the MDOF system. The Bouc-Wen model for a single degree-of-freedom system is 
formulated as follows
),()( xxrxmtf                        (1) 
 > @nn xxrxxxrxxrxxAxxr ),(),(),(1),( 1   JEXK                  (2) 
 
 
Fig. 1 The benchmark 3 degree-of-freedom system with hysteretic interconnecting links ig s
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where )(tf is the external excitation, ݉ is the lumped mass, x is the acceleration, ),( xxr  is
the restoring force, ݔ is the displacement, and x is the velocity. The shape of the hysteretic 
loops is ruled by the parameters of the model: JEQK ,,A,, and n (Smyth et al. 2002).
Therefore, the MDOF system of Fig. 1 under discussion is formulated as follows
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where iu and iu are the relative displacement and the relative velocity of the two ends of the 
interconnecting link ig . iu is the derivative of iu which is determined according to the topology 
of the system:  11 xu  , 122 xxu  ,   133 xxu  ,  234 xxu  ,  55 xu  ,  66 xu  . 
For convenience, the parameters of the Bouc-Wen elements in all interconnecting components 
are identical, and presented in Table 1. Note that this system is more complex than regular MDOF 
systems, typically encountered in civil structures, in which characteristic matrices, such as stiffness 
and damping, are simplified because every mass is only connected to its adjacent masses. Thus, 
the non-parametric identification of this complex system to yield surrogate representative models 
is a challenging problem, and an ideal example to evaluate the capabilities of new modeling 
techniques. Lumped masses of the MDOF system under investigation are stimulated by dissimilar 
zero-mean stationary Gaussian white noise excitations. The applied training excitations at each 
degree-of-freedom (DOF) i have identical statistical properties, which are presented in Table 1, 
and are produced using different random numbers. The external excitations stimulate the system 
sufficiently strong to disclose the yielding region of the vibrating interconnecting components of 
the studied system. It is assumed that the external excitations, the lumped masses and their 
accelerations are known from measurements. Hence, the displacements and velocities can be 
obtained by careful integration of accelerations. As a result, all states ix , ix  and ix , 321 ,, i = ,
are assumed to be available from measurements.
The proposed non-parametric approach of this research aims to discover an equivalent system 
of differential equations that describes the three DOF system defined by Eq. (3). This approach 
benefits from an auxiliary variable that incorporates the effect of all restoring forces from other 
degrees-of-freedom on a certain mass im . Herein, this variable is named the compound restoring 
force, denoted as ir at DOF i . Bolourchi (2014) and Bolourchi et al. (2015) showed that the 
presence of the derivative of the restoring force ir in the system of differential equations of 
SDOF hysteretic systems plays a vital role in providing high-fidelity models for bilinear hysteretic 
systems. Thus, using the approach of this research, the differential equation associated with each 
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compound restoring force ir is discovered and optimized. Thus, the target equivalent system of 
differential equation that is aimed to be discovered is as follows
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where ix , ix  and ix are the displacement, velocity, and acceleration, respectively, )(tfi is 
external excitation, im  is the mass, and ir  and ir are the compound restoring force and its 
derivative at DOF i . While Eqs. (4(a)), (4(c)) and (4(e)) are known a priori, the discovered 
differential equations of the compound restoring forces ir will be placed in Eqs. (4(b)), (4(d)) and 
(4(e)) to form the surrogate computational model that represent the system under discussion. 
3. Introduction to genetic programming
3.1 Overview 
Evolutionary Algorithms (EAs) are heuristic optimization methods that mimic the necessary 
processes for evolution in nature — selection, mutation and crossover — to evolve a population of 
candidate solutions. Genetic Programming, introduced and popularized by Koza (1992), is a 
branch of EAs that is capable of evolving any type of structures in the form of expression-trees 
with quantifiable performance in the domain. (Bolourchi 2014)
Table 1 Properties of the Bouc-Wen model and the applied excitations )(tfi for training and validation
Parameters of Excitations )(tfi Values Bouc-Wen Links ig Values
Mean P 0 n 1.00
Training Standard Deviation tV 1.00 A 1.00
Validation Standard Deviation vV 1.00 E 1.00
Sampling Frequency Tt' 0.05 Q 1.00
Duration 80 Seconds K 1.00
321 ,,:Masses mmm 0.80, 2.00, 1.20 J -0.50
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3.2 Population 
In this study, the population of evolving candidate solutions are the differential equations of the 
compound restoring force at each DOF, that will eventually take part in the system of the 
differential equations of Eq. (4). In order to obtain distinct differential equations, a new population 
is formed for analyzing each degree-of-freedom. No additional information is assumed to be 
known about the topology of the system. Thus, the training data set is composed of all 
displacement and velocity states, 321321 ,,,,, xxxxxx  as well as the compound restoring forces 
321 ,, rrr at all degrees-of-freedom. Hence, they form a 9-dimensional function-space domain to 
estimate the derivative of the restoring force ir at a specific DOF i in Eqs. (4(b)), (4(d)) and
(4(e)). Therefore, the MDOF system under investigation has 3 degrees of freedom, but 9 
introduced variables constitute 9 dimensions. Note that, due to the complexity of the system, all 
the available signals are considered as a variable, in the beginning, and consequently, add one 
dimension to the search domain. However, GP will intelligently remove unrelated variable that do 
not contribute to the target signal. As a result, dimensionality reduction is conducted automatically 
throughout the evolution.
In addition to the state variables, algebraic operations ( /,,, u ), as well as the abs and
Heaviside step functions are included in the library of essential building blocks, to construct the 
body of the evolving population. However, only appropriate elements will survive during the 
course of the evolution to form the most suitable structures, and subsequently, the most accurate 
differential equations. Then, evolutionary operators (mutation and crossover) are used to advance 
the evolution. The eventual goal is to discover optimized distinct differential equations for the 
compound restoring forces of the system to form a complete system of coupled differential 
equations that fully characterize the system under discussion. 
3.3 Fitness criterion 
Establishing a suitable fitness criterion is critical for guiding the evolution toward an 
admissible solution in a timely manner. The fitness error e in GP is calculated using the mean 
absolute error of the deviation of the model estimate from the target signal. ݁ ൌ ݔȂ ݔො ,
normalized by the mean absolute value of the reference signal ݔ
¦
¦
¦
¦
 
 
 
   n
i
n
i
n
i
n
i
n
n
1
1
1
1
x
e
x
1
xˆ-x
1
H                            (5) 
A different fitness criterion is implemented for advancing the parameter optimization by means 
of Genetic Algorithms. This criterion will be presented later in this paper.
4. Modeling multi-dimensional hysteretic systems: general procedure
The identification procedure consists of two major phases: training and validation. 
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Table 2 The parameters of Eureqa for obtaining the optimum structures using Genetic Programming 
Note that due to the incorporation of non-differentiable basis functions, gradient-based methods are not 
suitable for the optimization process
4.1 Training 
Step 1: Excitation 
For training, first the synthetic training data set should be generated. Three different, but 
statistically similar, excitations stimulate the lumped masses at each degree-of-freedom. The 
properties of the excitations are in accordance with Table 1. They are stationary Gaussian white 
with zero mean and known standard deviation. The standard deviation controls the intensity of the 
external excitations. The produced excitations stimulate the lumped masses at all 
degrees-of-freedom. 
Step 2: Response calculation 
The reference response of the structure under investigation is calculated by solving the actual 
system of nonlinear differential equations, described by Eq. (3), using standard time-marching 
numerical techniques. Then, the compound restoring force at each degree-of-freedom is calculated 
using the general equation of motion iiii xmtfr  )( . The estimate of the derivative of the 
restoring force is also calculated using two-point finite-difference approximations as follows 
t
rrr
j
i
j
ij
i '
 
1
                              (6) 
where jir  is the ݆th datum in the array of the estimate of the derivative of the restoring force ir ,
and 1jir  and 
j
ir are the 1j th and j th data in the array of the restoring force ir , and t'  is 
the time step. 
Step 3: Training data preparation 
The derivative of the restoring force ir at DOF ݅, the restoring force at all degrees-of-freedom 
ir , along with displacement and velocity of all degrees-of-freedom form the training data set.  
                    Eureqa
Parameters Values
Error Metric (Fitness) Minimize the Absolute Error
Algebraic Operations yu
Basis Functions ,step abs
Terminals Constants, Variables
Stop Criterion 48 hours
Number of Variables 9
Processing Unit
RAM: 16.0 GB; CPU: Intel quad core i7-3370 with hyper threading; CPU clock: 
3.40 GHz
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Table 3 Properties of GA for parameter optimization
GA Parameters Values
Method gaoptimset
PopulationSize 200
Initial Population From GP: ࢉ
PopInitRange ]2.5c:c4.0[
Bounds (lb, ub) )c,2.5c4.0(
TolFun 0.01
StallGenLimit 50
Step 4: Genetic programming computation 
Eureqa (Schmidt and Lipson 2009), which is a Genetic Programming toolbox that uses the 
principles of Genetic Programming to perform this task, was used for the analysis. The fitness is 
calculated using the absolute error defined earlier by Eq. (5). Algebraic operations and basis 
functions are the non-terminal building blocks that connect terminal building blocks of trees 
(ending leafs). Parameters of GP can be found in Table 2. 
Step 5: Un-optimized model formation 
At the end of three rounds of evolution, three distinct differential equations are obtained for the 
compound restoring forces at all degrees-of-freedom. Then, they are combined to form the system 
of differential equations of Eq. (4). However, while the fitness of the obtained models from GP is 
based on how every single discovered equation can estimate the derivative of the restoring force, 
the actual performance of the constructed system of coupled differential equations is measured 
based on their global performance. Therefore, since GP is not able to effectively optimize the 
parameters of the model based on the solution of the differential equation, Genetic Algorithms are 
employed next to optimize this system of differential equations to improve its global response 
estimates.   
Step 6: Model’s parameter optimization 
Due to the dependency of the system response on all coupled differential equations combined 
together, the parameters are optimized using GAs, all together, to enhance the accuracy of the 
response estimates. Hence, the cost function is defined as the summation of equally-weighted 
errors between the displacement, velocity and acceleration of the model response and the reference 
response, at every degree-of-freedom, as follows 
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where ix  is the displacement, ix is the velocity, and ix is the acceleration at DOF ݅ and ixˆ ,
904
Evolutionary computational approaches for data-driven modeling of multi-dimensional…
ixˆ  and ixˆ  are their estimates, respectively. GA in Matlab is employed to optimize the 
parameters, and the assigned options are listed in Table 3. The gaoptimset method is used to 
conduct the evolution of parameters in Matlab. The size of the population is 200.
Step 7: Final optimized model completion 
In the end, after the parameter optimization phase is completed, a system of differential 
equations is obtained whose parameters are also optimized, to accurately represent the MDOF 
system under investigation, and to yield the best estimates. 
4.2 Validation and verification 
The last phase of the modeling scheme involves validation and verification by predicting the 
accuracy of the discovered model when subjected to new excitations whose intensities are 
substantially different from the training excitations. This phase gages the generalizability of the 
discovered model, and its applicability in new dynamical environments. 
5. Modeling multi-dimensional hysteretic systems: results
This section applies the introduced identification technique that incorporates GP and GA for 
the identification of a multi-dimensional non-linear hysteretic system with the Bouc-Wen 
formulation. The model shown in Fig. 1 is excited at all degrees-of-freedom by broad-band 
uncorrelated forces, described in Table 1, to undergo horizontal motion. The duration of the 
excitations is 80 seconds, and the time-history of the applied excitation to DOF 2 , as an example, 
is shown in the lower part of the time-history panels of Fig. 2. The response of the system is 
obtained by solving the system of coupled differential equations of Eq. (3). The inter-connecting 
links ig  undergo significant hysteretic deformation. Samples of this behavior for three 
inter-connecting elements ig , i=1,2,3 are plotted against the relative displacement of their two 
ends in Fig. 3. 
5.1 Discovering the optimized structure of differential equations by GP 
The response of the stimulated 3-DOF system generates 3 batches of training data sets, and are 
fed to GP to obtain three differential equations associated with the compound restoring force at 
every degree-of-freedom. It is important to note that none of the information concerning the 
individual restoring forces ig s, i.e., neither the formulation of ig , nor the measurements from a 
single ig , is used in the modeling process. 
The candidate GP-found differential equations that were obtained after the termination of the 
optimization for 3 different training datasets are combined to form the entire coupled system of 
differential equations in Eq. (8). Note that, according to Eq. (3), although 6 Bouc-Wen models are 
included in the MDOF system of Eq. (3), the estimate of the governing system of differential 
equations in Eq. (8) involves only three equations for the compound restoring forces. Thus, a fairly 
simple model is able to represent the investigated complex multi-dimensional system exhibiting 
nonlinear dissipative memory-dependent behavior. 
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Fig. 2 Comparison of the reference and estimated response of the 3-DOF hysteretic system at DOF 2. The 
system is stimulated by 3 distinct external training excitations at all degrees-of-freedom. The graphs 
of the reference and identified response are plotted using solid and dotted lines, respectively
   
Fig. 3 Phase plots of the force at interconnecting elements of 1g to 3g vs. the relative displacement of the 
corresponding ends, when the 3-DOF hysteretic system is subjected to distinct training excitations 
with 0.1 tV at all degrees-of-freedom
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5.2 Optimizing the parameters of the system of differential equations by GA
Though the obtained expressions provide the best fit for the defined auxiliary variables ir s, 
which symbolize the compound restoring forces, the parameters of this system are not optimized 
by GP to yield accurate response estimates globally. Thus, the weight vector a  is introduced to 
adjust the contribution of every single term in the system of differential equations in such a way 
that the least difference between the estimate and reference response is achieved. According to Eq. 
(9), the weight vector has 12 elements, and is optimized by Genetic Algorithms using the error 
measure defined by Eq. (7). Note that the fact that the weighting parameters are linearly dependent 
on ir  doesn't eliminate the need for a stochastic evolutionary-based optimizer because the cost 
function of Eq. (7) depends on the response of the entire system of a coupled differential equation, 
rather than the goodness of fit in Eqs. (4(b)), (4(d)) and (4(f)) separately.  
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 Fig. 4 Comparison of the reference and identified response of the 3-DOF hysteretic system at DOF 2. The 
system is stimulated by 3 distinct external validation excitations with 0.1 vV at all 
degrees-of-freedom which have the same intensity as the training excitation with 0.1 tV . The 
graphs of the reference and estimated response are plotted using solid and dotted lines, respectively
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The cost function associated with the original system of Eq. (9) before optimizing the weights, 
when ]111111111111[ ia , decreases from 266% to 175%, when the optimized weight vector is 
achieved: ][ ͲǤͻͲͳǤʹ͸ǡͲǤͻͶǡͳǤͲ͹ǡͲǤͺͳǡͲǤͻͻǡǡͳǤͳ ǡʹǡͳǤͲͳǡͲǤͻ͹ǡͲǤͻͲͳǤͳͶͲǤͻͲǡ fa . Note that the 
cost function is defined by Eq. (7).  
5.3 Validation of the model 
At the end of the training phase, which consisted of both GP for optimizing structures and GA 
for optimizing parameters, the obtained system of differential equations is validated. The 
validation is conducted by applying a different random excitation which has the same standard 
deviation as that of the training, to the MDOF system. Solving the optimized coupled differential 
equation of Eq. (9) with fa  under the new validation excitation by means of standard numerical 
techniques provides the response estimate. The time histories of the estimated response and the 
reference response due to the training excitation are shown in the time history panels of Fig. 4 for 
DOF 2. Similar results are achieved for other degrees-of-freedom. The reasonable error associated 
with the estimates confirm that the proposed modeling technique yields reduced-order, 
reduced-complexity, optimized differential operators that effectively characterize the dynamics of 
the complex nonlinear MDOF system with hysteretic traits. It is also shown that the model 
performs well under new dynamical stimulations.
A more comprehensive validation process can be implemented by considering a variety of 
excitation levels, and conducting a statistical analysis on the outcomes. 
6. Discussion
Based on Evolutionary Computational approaches presented herein for the identification of 
multi-dimensional hysteretic systems, it was shown that the obtained equivalent system of 
differential equations is fairly simple, and at the same time provides reliable estimates with 
reasonable error. Though the optimization starts off with 9 variables, the discovered equations at 
the end of the structure optimization by means of GP have only 4 variables, because only the 
variables will survive during the course of evolution that provide the best fit. It is seen that for the 
equation of the derivative of the compound restoring force ir at DOF i only the compound 
restoring force at the same DOF i  and the velocity measurements at all DOFs take part in that 
specific differential equation to attain the best fit for ir . The acceptability of the resultant model, 
despite its simplicity comparing to the complexity of the original system of differential equations, 
and the physical nature of the studied system, shows the effectiveness of the approach for 
discovering equivalent computational models for complex multi-dimensional phenomena.  
Since only the vibration of lumped masses are measured, without measuring the forces at all 
interconnecting links associated with the Bouc-Wen elements, the measurements are not complete. 
Thus the exact original model of Eq. (3) cannot be reconstructed using these measurements by 
model-free approaches. However, the presented technique of this study is capable of discovering 
an accurate differential equation for an auxiliary variable that incorporates the vibrations from all 
other hysteretic links and masses. These differential equations are coupled and together construct 
the eventual representative model.  
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7. Advantages and challenges of the proposed technique
7.1 Advantages 
In this study, no model was postulated up-front, and the modeling is merely carried out through 
processing of the provided input and output data. In real world problems, these data are obtained 
from sensor measurements. Therefore, this method doesn't require extensive prior information 
about the original underlying system, and as a result the discovered surrogate reduced-order 
reduced-complexity model can be significantly different from the original system of differential 
equations while resulting in accurate estimates. Achieving acceptable models through model-free 
approaches is a great advantage of this technique when dealing with memory-dependent systems. 
Because these systems do not only depend on the instantaneous values of the variables, their 
previous states should also be incorporated. Therefore, many conventional non-parametric 
modeling techniques, such as polynomial approximation, are not able to provide acceptable 
models for such systems. 
Unlike many data-driven approaches, such as neural networks, that yield black-box models, 
without any insight into the physics of problem, the approach of this paper reveals the 
computational model of the studied system. On the other hand, if in addition to data, no 
information about the complex phenomena is available, the discovered model can provide insight 
into the constitutive properties behind the system associated with the data. 
7.2 Challenges 
The resultant models highly depend on the provided building blocks in GP, and the embedded 
basis functions, and not having appropriate basis functions in the pool of building blocks may 
cause poor results, including too many functions increases the computational cost. Moreover, 
adding more variables, and consequently more dimensions intensifies the computational cost. The 
nature of the external excitations also plays a vital role in the modeling process. While, slight 
perturbations cannot disclose the nature of the hysteretic phenomena to the extent that it is 
necessary for the modeling, very strong excitation may obscure the hysteretic properties and cause 
poor generalization capabilities when the system is subjected to less intense excitations.
8. Conclusions
The proposed technique of this paper benefits from advances in the field of Evolutionary 
Computation to provide high fidelity parsimonious computational models in the form of systems 
of differential equations that represent multi-dimensional memory-dependent systems, only based 
on input and output data. This approach employs Genetic Programming to optimize the structures 
of differential equations, and combines it with Genetic Algorithms to optimize the parameters of 
formerly discovered structures in a system of coupled differential equations, to result in accurate 
estimates globally. Thus, basis function and variable selection, dimensionality reduction, and 
parameter optimization are all preformed in the training phase. A benchmark example is used to 
assess the effectiveness of the proposed technique. After obtaining the equivalent model for this 
system based on training excitation, validation is carried out to verify the generalizability of the 
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achieved model in unseen dynamical environments. The validation results show that reasonably 
accurate responses are achieved though the discovered model is fairly simple compared to the 
exact formulation of the system, and verify the effectiveness of the presented approach for 
data-driven modeling of complex multi-dimensional hysteretic system. 
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Abstract.  Hybrid simulation is increasingly being recognized as a powerful technique for laboratory 
testing. It offers the opportunity for global system evaluation of civil infrastructure systems subject to 
extreme dynamic loading, often with a significant reduction in time and cost. In this approach, a reference 
structure/system is partitioned into two or more substructures. The portion of the structural system 
designated as ‘physical’ or ‘experimental’ is tested in the laboratory, while other portions are replaced with a 
computational model. Many researchers have quite effectively used hybrid simulation (HS) and real-time 
hybrid simulation (RTHS) methods for examination and verification of existing and new design concepts 
and proposed structural systems or devices. This paper provides a detailed perspective of the enabling role 
that HS and RTHS methods have played in advancing the practice of earthquake engineering. Herein, our 
focus is on investigations related to earthquake engineering, those with CURATED data available in their 
entirety in the NEES Data Repository. 
Keywords:  earthquake engineering; seismic experimentation; hybrid simulation; real-time hybrid 
simulation; design guidelines; building code 
1. Introduction 
Earthquakes area major source of catastrophic natural disasters, often leading to loss of human 
life, civil structures and infrastructures. Excessive disturbances produced by base excitation in 
civil structures can damage structural and non-structural elements and cause discomfort to 
occupants. To advance our understanding of seismic resilience to such impacts, establish 
performance-based seismic design methods, develop new mitigation technologies, and enhance 
lifeline systems, several classes of experimental methods are used to simulate and evaluate 
structural behavior under extreme dynamic loading. These including quasi-static testing, shake 
table testing, effective force testing, and hybrid simulation (HS) methods, and each has pros and 
cons. In quasi-static tests, displacements (or loads) are applied at a slow rate. Quasi-static testing 
can readily be implemented on large civil structures, although it has two drawbacks. A predefined 
displacement history is required, and the effects of acceleration-dependent inertial forces and 

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velocity-dependent damping forces are neglected. To by pass these issues, shake tables, or 
earthquake simulators, are widely available to evaluate the dynamic behavior of structures. Shake 
table testing is conducted in real time, typically enabling researchers to achieve quite realistic 
conditions. Researchers have used shake tables to evaluate critical issues such as collapse 
mechanisms, component failures, acceleration amplifications, residual displacements and 
post-earthquake capacities (Schellenberg and Mahin 2006). However, very few shake tables in the 
world are capable of full-scale testing of civil structures, and due to the scale of the specimen such 
experiments, may be prohibitively expensive. Thus, evaluating the dynamic behavior of structures 
using shake table is usually limited to proto types and often conducted for critical parts of a 
structure at the component level (Shing et al. 1996). 
Advances in our ability to perform more complex computational simulations have also 
generated a need to validate the results, calibrating analytical models and developing new design 
guidelines. This need, and the desire to increase the size of our specimens for more realistic 
evaluations, increase the cost of testing, and sometimes exceed the capacity of our facilities. These 
objectives have driven the need to consider new methods of testing that combine physical 
experimentation with computational simulation, a class of experimentation known as hybrid 
simulation (HS). In HS, the experimental (or physical) portions of the structural system are tested 
in the laboratory, typically including the more complex components that are a focus of the 
investigation, while other portions of the structure are replaced with computational (or analytical) 
models which typically include the well-understood behaviors(see Fig. 1). 
The concept of partitioning a reference system into numerical and experimental substructures 
originated in the field of aerospace and control engineering. Halbert et al. (1963) coupled digital 
and analog computers through a two-way data transfer system. In this study, adaptive path control 
of a two-dimensional maneuver under lunar attraction was simulated using HS. At each step, the 
digital computer performed a high-precision simulation of the rocket motion and sent its position 
and velocity to an analog computer. Then, the analog computer solved the corresponding boundary 
value problem and fed back the results to the digital computer (Halbert et al. 1963). Similarly, a 
HS of space vehicle guidance in a lunar landing was developed using a small digital computer tied 
to two fully-expanded analog computers (Heartz and Jones 1964). In another noteworthy study 
using HS, Witsenhausen (1964) solved the equation of a chemical tubular reactor under various 
input conditions when a controller was installed. 
Fig. 1 Concept of hybrid simulation 
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Hybrid simulation found its way into structural engineering with Hakuno et al. (1969) who 
used HS to conduct a dynamic destructive test of a cantilever beam using an online system 
consisting of an analog computer and an electro-magnetic actuator. In this study, they developed 
an online computer-actuator system in an attempt to simulate earthquake responses of linear and 
nonlinear steel and concrete structures. To conduct HS, the floor displacement was computed using 
the numerical substructure (a nonlinear differential equation) and an actuator was used to apply the 
displacement to a one-story one-bay building frame (Takanashi et al.1975). 
Structural engineers evolved this approach into a new cost-effective experimental technique to 
evaluate the dynamic performance of large civil structures. In the late 80s, researchers had shown 
that results of HS and shake table tests are comparable if experimental errors are effectively 
mitigated (Takanashi and Nakashima 1987, Mahin et al. 1989). When the structure under 
investigation (i.e., the reference structure) is divided into experimental and numerical substructures, 
coupling between the substructures is achieved by enforcing boundary conditions and equilibrium 
at the interface (Chen et al. 2012). One necessary assumption in HS is that the effect of loading 
rate on the interaction force of the numerical substructure is insignificant. Under certain conditions, 
this assumption has been validated for some structural materials, such as reinforced concrete and 
steel (Nakashima et al. 1992).The need to examine dynamic behavior and performance in 
rate-dependent structural components (e.g., rubber bearings, viscous dampers) combined with 
advances in embedded systems with hard real-time computing capabilities, have led researchers to 
conduct fast and real-time hybrid simulations (RTHS). 
In recent years, HS and RTHS have played a noteworthy role in enabling new civil engineering 
concepts to be developed and validated under more realistic conditions, contributing to advance 
the practice of earthquake engineering around the world (Shao and Griffith 2013). A large number 
of the projects employing HS and RTHS are published in their entirety in the George E. Brown, Jr. 
Network for Earthquake Engineering Simulation (NEES) Data Repository (at nees.org), where 
these data are open and accessible for use by other researchers (Pejša et al. 2014). Over the last 
decade, more than 400 research projects (https://nees.org/retrospective) have benefitted from an 
initiative funded by the US National Science Foundation (NSF) to build, maintain, operate and use 
the equipment facilities, interconnected via cyber infrastructure, that comprise the George E. 
Brown, Jr. Network for Earthquake Engineering Simulation (NEES). This unique infrastructure 
was managed first by the NEES Consortium Inc. (CMMI-0402490)for the period 2004-2009. 
Subsequently, the NEEScomm center at Purdue University managed the network for the period of 
2009-2014 (CMMI-0927178).The NEES network, a “Laboratory without Walls,” includes fourteen 
geographically-distributed, experimental earthquake engineering facilities, linked together with a 
robust, user-driven cyber infrastructure which houses a curated, central data repository (Hacker, et
al. 2013). The NEES laboratories are equipped with unique large-scale equipment, such as 
geotechnical centrifuge centrifuges, tsunami simulation facilities, field testing equipment, shake 
tables, hydraulic actuators and strong walls (Ramirez 2012). The cyber infrastructure integrates an 
open repository for experimental/simulation data with simulation tools, national high performance 
computing resources, documents and educational resources (known as NEES hub). 
The arrival of the NEES hub has ushered in a new collaborative capability with vastly 
improved information technology resources for research and education in earthquake engineering 
(Hacker et al. 2013). Researchers have taken advantage of this shared-use network of facilities 
connected with a unique cyber infrastructure to accelerate progress in HS (Nakata et al. 2014, 
Christenson et al. 2014) and enable a new generation of testing to be performed. Capabilities, 
open-source software and algorithmic advances in HS and RTHS have developed in parallel with 
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the NEES facilities and research projects (Deierlein et al. 2011). To demonstrate the progress to 
date, and to explore the future potential, of HS and RTHS in developing new knowledge related to 
resilient infrastructure systems, relevant projects published in the NEES Data Repository are 
discussed herein. The public data repository (at nees.org) provides a wealth of information and 
open data from several HS and RTHS projects, and through these data and metadata the process 
for the contributions of these projects to civil engineering practice is reconstructed herein (Gomez 
et al. 2014).  
2. Hybrid simulation in earthquake engineering 
The power of HS and RTHS lies in its promise to accelerate the rate at which we can conduct 
research in earthquake engineering (Shao and Griffith 2013). In the last decade, an increasing 
number of researchers have used HS methods as an alternative to quasi-static or shake table testing. 
Its capability to induce local failure mode analysis under realistic loading and global response 
evaluation leads this type of test to be more flexible (various conditions, structures, loadings, are 
possible), without the limitations in size or shape that usually govern shake table tests. Within the 
NEES network, at least 29 projects have used HS/RTHS to investigate a variety of topics related to 
seismic engineering. 
Recently, researchers have begun to rely on HS or RTHS to assess local and global responses 
and compare various aspects related with design guidelines, and specifically with design codes. 
For purposes of this discussion on the enabling roles, the NEES projects that have used HS or 
RTHS are categorized in two principal directions: (i) to review, support, oppose, or improve design 
guidelines in building codes requirements, and (ii) to develop and validate new structural systems 
or new devices to modify the structural response. A diagram summarizing the primary purpose of 
using HS for the projects is provided in Fig.2. In many cases HS was more economical than full 
scale shake table experiments, and perhaps even the only way to achieve the goals of the projects. 
Note that all images were provided through the NEES hub at nees.org in the respective projects. 
Fig. 2 Selected HS/RTHSprojects in earthquake engineering 
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2.1 Hybrid simulation for establishing and investigating guidelines and codes  
In this section, we summarize the progress made using HS in the establishment of guidelines 
and codes toward the design of infrastructure systems to resist such hazards.  
Framework for Development of Hybrid Simulation in an Earthquake Impact Assessment 
Context (Project 685). This project demonstrated that HS is an economical and efficient technique 
with many capabilities and applications. In this project, HS provided an innovative way to utilize 
field measurement data (free-field and structural sensor measurement), combined with system 
identification, model updating, probabilistic fragility analysis, and earthquake impact assessment 
packages to evaluate the impact of earthquakes on civil infrastructure in a robust framework. In the 
proposed framework, free-field measurements were used to define and characterize strong motion 
records. Structural sensors were used to update the bridge-foundation-soil model. Eight HS and 
one cyclic test were conducted using 1/25-scale reinforced concrete (RC) pier specimens (see Fig. 
3). For the HS test, three tests with different hazard levels were conducted by using three synthetic 
ground motions with peak ground acceleration (PGA) values between 0.2 and 0.9 g. Simulation 
results indicated that the model calibrated with cyclic tests accurately predicts the response in the 
cases with lower PGA. However, that model underestimates the peak lateral drift response under 
large PGA, and HS is shown to provide an updated model that yields a more realistic failure 
probability in fragility functions in the range of high ground motion intensity (Lin et al. 2012).An 
important deliverable for this project was the development of a tool, NEES Integrated Risk 
Assessment Framework (NISRAF),that integrates the components of earthquake impact 
assessment such as structural damage, loss assessment, estimation of nonstructural damage, 
economic cost, retrofit cost, etc. (Lin et al. 2012). The clear advantage here in using HS is that it 
provided the capability to perform several inexpensive tests to reach the target structural response, 
thus creating a family of fragility curves. 
Fig. 3 Small-scale RC pier experimental substructure 
(NEES project 685,https://nees.org/warehouse/experiment/3322/project/685) 
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Fig. 4 Experimental substructure conformed by RC frame and URM infill in the middle 
(NEES project 135,https://nees.org/warehouse/experiment/205/project/135)
Hybrid Simulation and Shake-Table Tests on RC Buildings with Masonry Infill Walls (Project 
135). One of the objectives of this project was to refine the modeling techniques of hysteretic 
response and stiffness degradation in elements of RC moment frames interacting with unreinforced 
masonry (URM) infill walls. The numerical substructure consisted of a 3/4 scale, five-story 
prototype moment-resisting frame structure designed with its exterior columns as the primary 
lateral load resisting system. The experimental substructure was the middle bays of the first story 
(see Fig. 4). 
Hashemi and Mosalam (2006) concluded that URM infill walls should be included for the 
design and associated analysis of a structure. The experimental results show that the interaction 
between the RC frame and the infill wall made the test structure 3.8 times stiffer, reduced the 
initial natural period by 50%, and affected the structural behavior. Additionally, an increase in the 
structural damping depends upon the level of displacement. Finally, experimental results showed 
that the URM infill walls resulted in a 30% increase in the demand on the diaphragm, and directly 
affected the RC columns at the top and bottom of the infill wall (Hashemi and Mosalam 
2006).Additionally, a novelty in this project was the comparison between HS and shake table (ST) 
testing results, which were conducted on a similar test structure with the same sequence of applied 
ground motions. This comparison revealed that both tests developed a similar cracking pattern and 
progressive stiffness degradation throughout the two experiments using HS and ST. However, 
differences between HS and ST experiments for test structure were obtained due to the variation in 
the damping with amplitude, and the lack of a numerical model able to capture that behavior 
(Elkhoraibi and Mosalam 2007). 
Performance-based Design of Squat Concrete Walls of Conventional and Composite 
Construction (Project 676).Here researchers performed HS at the Berkeley facility to examine the 
behavior of squat reinforced concrete structural walls commonly used in nuclear energy plants as a 
seismic lateral force resisting system. Squat shear walls are those designed with an aspect ratio 
smaller than 0.5, and are quite thick to provide protection again stradiation and fire (Whyte and 
Stojadinovic 2012). The experimental substructures were 0.2 m thick, 3 m long and 1.65 m tall 
shear walls (aspect ratio 0.54, see Fig. 5). To simulate the excessive weight of a nuclear power 
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plant, the extra mass was modeled in the numerical substructure and it was adjusted to achieve 
a0.14 sec fundamental natural period, which is a realistic value. Various design code procedures 
were employed to predict the observed responses. In some cases, the recommended methods over 
predict the peak shear strength of squalls walls by almost a factor of 1.8. However more results 
would be needed to draw conclusions about the displacement capacities for thick walls. This 
project demonstrated an efficient use of HS in emulating the huge mass of a nuclear power plant, 
eliminating the need to use a high capacity shake table. 
Collapse Simulation of Multi-Story Buildings Through Hybrid Testing (Project 912). In this 
project, a number of specific test were conducted to predict and evaluate structural collapse 
responses. A progressive collapse program was conducted to study structural failure using HS as 
an alternative to earthquake simulators due to the limited capacity of most facilities. Also, the 
adoption of HS eliminated or alleviated a number of safety concerns associated with a collapsing 
structure on a shake table. Particularly, a large-scale shake table test was conducted to study 
collapse in a 2D four-story steel structure (Lignos 2008). Using a similar frame, several HS were 
performed to compare the results with the shake table results where only critical components of the 
structure were tested experimentally with a small number of actuators at the interface of the 
experimental subassemblies (Hashemi and Mosqueda 2014a), demonstrating flexibility, 
cost-effectiveness and safety (see Fig. 6). 
Seismic Simulation and Design of Bridge Columns under Combined Actions, and Implications 
on System Response (Project 71). To evaluate the impact of spatially-complex earthquake ground 
motions in bridge piers, an extensive test program was executed to understand the effects of 
combined demands (vertical and horizontal) that may result in large deformation, excessive 
structural damage, and structural performance degradation. Two hybrid simulations were 
performed at the Multi-Axial Full-Scale Sub-Structured Testing and Simulation (MUST-SIM) 
facility at the University of Illinois at Urbana Champaign. In these hybrid simulations, a pier was 
constructed as the experimental substructure, and the remainder of the bridge was modeled as the 
numerical substructure (see Fig. 7). In the first HS experiment, the bridge was subject to a 
horizontal ground motion. In the second HS experiment, the bridge was subject to combination of 
horizontal and vertical components ground motion (Kim et al. 2011). Because hybrid simulation 
allowed the research team to reproduce vertical and horizontal components of a ground motion at 
the same time in a single test, using a component as the specimen, it was unnecessary to perform 
more resource-intensive tests involving complete structural specimens and a shake table with 
multiple degrees of freedom. 
The shear strength of the piers were evaluated and compared with ACI 318-08 (2008) and 
AASHTOLRFD Bridge Design Specifications (1995). In a first HS experiment, shear capacities 
calculated using the approximate and refined methods of ACI 318-08 (2008) were found to be7% 
and 4% higher than the shear demand, respectively. In contrast, the shear strength predicted by the 
AASHTO (1995) was 31% less than the shear demand (Kim et al. 2011). Furthermore, the 
measured shear demand of the specimen in the second HS experimentwas8% lower than the shear 
capacity estimated by ACI approach. Researchers concluded that guidelines predicted the shear 
capacity of the pier in the first experiment conservatively, but in the second experiment, the pier 
suffered significant damage producing a broadband range for shear capacities calculated with 
different methods. Combined, horizontal and vertical ground motion in the piers may yield a 
decrease in shear capacity. Furthermore, neglecting the vertical component of the ground motion in 
the design procedure can underestimate the consequences of an earthquake in the design of RC 
bridges.
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Fig. 5 RC experimental substructure compose by a thick wall specimen 
(NEES project 676, Whyte et al. 2013)
Fig. 6 Scheme for hybrid simulation used in collapse test  
(NEES project 912, Hashemi and Mosqueda2014b) 
Fig. 7 Specimen in HS tests (NEES project 71, https://nees.org/warehouse/hybrid/4176/project/71) 
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International Hybrid Simulation of Tomorrow's Braced Frame Systems (Project 605). The 
objective of this project was to evaluate different bracing configurations and different design 
strategies intended to improve structural earthquake-resistant systems by increasing the ductility. A 
series of HS and cyclic tests were conducted using a three-story single-bay concentrically brace 
steel frames as the experimental substructure to obtain the response of the different buckling 
restrained brace frames (BRBF) and to investigate the brace-to-gusset connections. The numerical 
substructure consisted of two five-bay steel moment resisting frames and two one-bay 
concentrically brace frames in the longitudinal and transversal directions, respectively. As a result 
of these tests, the researchers recommend using a clearance of three times the thickness of the plate 
(3tp), unlike the AISC (2010) suggestion of 2tpclearance, to provide an adequate space for welding 
and allowed enough rotations in the knife plate (Tsai et al. 2013). Also, Lin et al. (2012) proposed 
a design procedure for BRBF to avoid local failure produced for bulging of steel casing in the 
buckling restrained brace elements. In this project, HS and RTHS have been also used extensively 
to evaluate the capabilities of new materials, damping devices, and novel structural systems to 
improve the seismic response of building and bridges. The use of HS in this project was especially 
helpful to concentrate on realistic local behavior in the braces examined in a way that is consistent 
with the global response of the whole structure. Furthermore, flexibility and rapid deployment 
facilitated a wider variety of tests and configurations. 
2.2 Hybrid simulation for developing novel structural systems and response 
modification devices
Next we discuss the achievements of several projects that adopted HS or RTHS to demonstrate 
and evaluate new structural systems and response modification devices at large scale. 
Behavior of Braced Steel Frames with Innovative Bracing Schemes (Project 24).The system 
consisted of a bracing scheme using a suspended “zipper” frame. Conventional concentrically 
braced steel frames have the potential to lose stiffness and strength when buckling occurs in the 
brace, producing undesired vertical forces. In response, a new braced steel frame configuration 
was developed to meet the objective of providing efficient seismic response. Due to high 
nonlinearity of brace buckling, HS was conducted to capture the complex chevron brace buckling 
behavior. Although the zipper frame was not a new idea, the modification proposed here was 
intended to avoid undesirable deterioration of lateral strength in the frame and resist the potentially 
significant post-buckling force redistribution, resulting in very strong beams (Leon et al. 2005). In 
the new concept, the top story bracing members were designed to remain elastic when all the other 
compression braces buckled and the tension braces and zipper elements yielded. 
In conducting HS, the experimental substructure, which is scaled to 1/3, represented the 
first-story braces and consisted of two braces along with the gusset plates connecting the braces to 
the beam at the top (see Fig. 8). The numerical substructure was a FEM model built in Open Sees 
(2006). This model used a flexibility-formulation nonlinear bean-column elements with fiber 
sections for the beams, columns, and zipper columns, and zero-length elements for the connections. 
A second-order displacement formulation was used to include the nonlinear buckling behavior 
(Yang et al. 2009). The results of the testing at the Colorado facility indicate that a suspended 
zipper column can successfully achieve the goal of redistributing the force along the frame height, 
although large inter-story drifts produced permanent deformation at the first floor. Here, HS was 
particularly useful in safely capturing the complex responses of the system subject to large 
deformation and buckling. 
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(a) Dual frame configuration specimen (b) Steel shear plates removable fuse 
Fig. 10 Self-centering rocking system (NEES project 75, https://nees.org/warehouse/experiments/75) 
Using HS, the structure was subjected to four DBE level ground motions, and each lateral floor 
displacement returned to zero (thus, there were no residual drifts). These experiments 
demonstrated the system has sufficient performance for Immediate Occupancy (IO) of SC-MRF. 
Besides, the holes in the beam’s web dissipate considerable energy under earthquake producing a 
structure 10% lighter than a traditional welded seismic moment resisting frame W-SMRF (Lin et 
al. 2013). The HS capabilities enabled a large number of evaluation tests to be performed rapidly 
and cost-effectively, and with fewer safety concerns. 
Controlled Rocking of Steel-Framed Buildings (Project 75). A novel passive device was 
developed and designed to concentrate structural damage in a fuse element intended to be replaced 
after yielding. The structural system combines three components. The structural steel frames are 
designed to remain in the elastic range and are allowed to rock at the column base. Vertical 
post-tensioning strands provide self-centering forces. Fuse elements are used to dissipate energy 
while yielding. Nine large-scale quasi-static and HS tests were conducted at the University of 
Illinois at Urbana-Champaign to demonstrate the performance of the controlled rocking system 
(see Fig. 10(a)). Particularly, HS was used to demonstrate the robustness of the system to remain 
elastic when were subjected to ground motions, even when drift ratio was approximately 4% 
without any damage in the braced frame (Deierlein et al. 2005). Since the damage was located in 
the removable fuses (see Fig. 10(b)), a considerable amount of energy was dissipated (Eatherton et
al. 2010). Here HS played an important role in capturing more realistic global responses of the 
structure, as well as incorporating its interaction with the fuse elements.
Tools to Facilitate Widespread Use of Isolation and Protective Systems (TIPS) (Project 571). 
This collaborative effort between researchers in the U.S and Japan (at E-Defense) focused on 
creating and promoting tools to facilitate adoption of isolation and protective systems. The 
existence of such tools was intended to simplify design procedures, disseminate knowledge 
regarding the use of seismic isolation technology, establish the linkage to building codes, and 
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confirm the impact of such isolators on seismic response of the buildings (Arendt et al. 2010, Ryan 
et al. 2013). A series of HS were performed using shake tables. A 2-story, 2-bay steel moment 
frame was the experimental substructure, representing the top two stories of a high rise building. 
The numerical substructure consisted of the lower portion of the building. The response of the 
numerical substructure was calculated and used as input to the upper stories (the experimental 
substructure) mounted on the shake table. The benefits of seismic isolation in such buildings were 
demonstrated. However, researchers concluded that changes in building codes and guidelines to 
simplify the use of seismic isolators are necessary. Moreover, these tests would not have been 
possible at this scale were it not for the HS method and its capacity to obtain specific responses 
from the experimental substructure to be used as feedback in the numerical analysis, which in this 
particular case, avoid the necessity of build a high-rise building for the test. 
Innovative Applications of Damage Tolerant Fiber-Reinforced Cementitious Materials for New 
Earthquake-Resistant Structural Systems and Retrofit of Existing Structures (Project 47). In this 
project, to enhance the seismic performance of existing steel buildings, a retrofit system was 
developed and evaluated experimentally.A1980’s steel building design in California was 
considered for the proposed retrofit. The proposed system consists of high-performance 
fiber-reinforced concrete (HPFRC) infill panels acting as energy dissipation elements that can be 
easily replaced after a major earthquake. The numerical substructure consisted of a 2-bay, 2-story 
SMRF building, and the experimental substructure consisted of a 2/3-scale model of 1-bay and 
2-stories with 5 double infill panels per story. Hybrid simulation enabled realistic global 
assessment of the system, and showed that during a DBE the retrofit system reduces seismic 
demands by approximately 40% in terms of story and residual drift ratios compared with the 
un-retrofitted frame (Lignos et al. 2014).
Performance-Based Design for Cost-Effective Seismic Hazard Mitigation in New Buildings 
Using Supplemental Passive Damper Systems (Project 1018) and Advanced Servo-Hydraulic 
Control and Real-Time Testing of Damped Structures (Project 711).More than 170 RTHS were 
conducted at the Lehigh facility on 3-storysteel buildings and 2-storymoment resisting frame 
(MRF) buildings equipped with supplemental passive dampers. Both viscous fluid and elastomeric 
dampers were considered to assess their impact on the performance of the buildings, and to 
evaluate and validate the proposed design procedures (Dong et al. 2014). The experimental 
substructure was scaled to 60% with dampers. The numerical substructure was the remainder of 
the building. The results showed that when the elastomeric dampers were included in the MRF 
frame, the base shear was less than the design shear base specified by current specifications 
producing a structure lighter than a conventional SMRF (Mahvashmohammadi et al. 2013). The 
researchers concluded that advanced damping systems have strong potential for mitigating the 
impact of earthquakes on structures and meeting the objectives of performance-based design. 
However, additional realistic evaluations are a necessary step to increase awareness and encourage 
their adoption. Even so, the velocity dependent nature of the device and the need for including 
interactions between the device and frame necessitated the development of advances in RTHS as 
the test would not have been complete using only quasi-static testing.
Semiactive Control of Nonlinear Structures (Project 21), Performance-Based Design and 
Real-Time Large-Scale Testing to Enable Implementation of Advanced Damping Systems (Project 
648),Development of a Real-Time Multi-Site Hybrid Testing Tool for NEES (Project 972), 
Development and Validation of a Robust Framework for Real-time Hybrid Testing (Project 1135), 
and Real-Time Hybrid Simulation Test-Bed for Structural Systems with Smart Dampers (Project 
973).Each project produced an important contribution in different subjects. For instance, Project 
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21demonstrated the ability of semi-active control devices to improve the structural response 
subject to earthquake ground motion. Project 648conducted the first large-scale RTHS on a 
complex frame system using multiple actuators. Project 972 developed and demonstrated the 
capacity of NEES labs to conduct more complex RTHS by involving multiple laboratories and 
transferring information needed to conduct the test between those locations, which is known as 
geographically-distributed RTHS. Project 1135 concentrated on the evaluation of new hydraulic 
actuator control strategies to enable more representative RTHS. Project 973 worked to improve the 
performance of RTHS for evaluating structures controlled by semi-active devices. 
This group of NEES projects were among the very first to successfully develop and validate 
RTHS methods to assess global structural response (Friedman et al. 2013).Initially, RTHS was 
conducted with a damper alone as the experimental substructure. Additional successes were 
achieved toward the development of geographically-distributed tests. After advances were made in 
the actuator controllers, more complex testing was performed using a damped steel MRF as the 
experimental substructure and RTHS was shown to be successful on a frame structure.  
Once RTHS methods were developed and demonstrated, they were used to evaluate the global 
performance of the structures. Shared facilities capable of implementing large-scale RTHS were 
utilized to develop performance-based design methodologies for advanced damping systems and 
to develop high fidelity models for devices and improved control algorithms for model-based 
simulation study. New MR damper control strategies were developed and validated (Friedman et
al.2014). The results indicated that large scale MR dampers could provide significant seismic 
response reduction even with the maximum credible earthquake (MCE). RTHS was essential to 
perform these tests as it provides an efficient and cost-effective tool for global evaluation of novel 
devices, such as MR damper controllers, that exhibit rate dependent behavior making real time 
execution necessary for accurate results (Phillips et al. 2010).
3. Conclusions 
Developing resilient and sustainable communities will require an evolution in the ways that we 
conduct experiments and perform simulations. Infrastructure system design procedures must be 
supported by experiments that represent realistic conditions when those structures are in service. 
The availability of HS and RTHS have clearly expanded the types of testing that is possible to 
improve resilience and reduce earthquake risk in the built environment. The role of HS in enabling 
these tests has been exploited to evaluate the performance of new design concepts and structural 
systems and novel devices, as well as enabling code provisions to be examined with the most 
realistic loading conditions.  
The projects revisited and reconstructed through the discussion herein encompass only those 
projects within the NEES network, providing a broad view albeit still a subset of what is possible 
using HS/RTHS. Among the projects considered are masonry, reinforced concrete, steel, dampers, 
bracing systems, and other novel concepts. Together these projects have demonstrated that HS and 
RTHS provide additional versatility, effectiveness, economy, safety and reliability for reproducing 
more realistic responses of complex structural and geotechnical systems. Because the numerical 
substructure can readily be replaced/modified, an unlimited number of structures and 
configurations can be examined with a single physical specimen. Furthermore, HS and RTHS 
enable testing of structural configurations that are too tall or too long to be adequately considered 
in a laboratory, such as long span bridges and high rise buildings. Several of these projects 
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concluded that such advantages were achieved with HS over traditional methods (quasi-static and 
shake table test). And when a test may be particularly costly or introduce certain safety concerns, 
HS and RTHS provides alternative approaches in enabling some new earthquake engineering 
concepts and research to be studied and performed.  
Note that although HS has promising future, researchers such as those recognized herein are 
still working toward bringing this technology to the mainstream, and thus making them accessible 
to a broader set of researchers. A great deal is being learned about employing these methods in 
new situations to consider system behaviors. Each success leads HS and thus earthquake 
engineering toward achieving resilience through the examination and validation of novel systems 
under realistic situations. The possibility of conducting geographically distributed tests, as some of 
these projects have done, opens new doors to testing complex systems.  
The capabilities of hybrid simulation continue to be explored in several more projects that are 
in progress. For updates and details, see: https://nees.org/wiki/RTHSwiki 
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Appendix: Photo Album of 
Yozo FUJINO’s Research Career
with his Students, Friends, 
and Colleagues 
Yozo FUJINO was born in September 27, 1949 in Tokyo.
.
With my father and mother, 
elder brother and elder sister
Researcher Parties No. 1
Bridge and Structure Laboratory, University of Tokyo
Researcher Parties No. 2
Bridge and Structure Laboratory, University of Tokyo
At the top of a pylon of Rainbow Bridge, Tokyo, 2007.
February 1990: Tennis trip of Bridge Lab of Todai, 
Prof. Fujino (1st row, 2nd from right); Limin Sun
(3rd row, center)
Field Trips
Bridge and Structure Laboratory 
University of Tokyo
Mountain climbing with Prof. Hiroki 
Yamaguchi (left in the right photo and 
right in the right photo) in 1980’s.
With Mr. Oguri (middle) (formerly research 
associate Bridge and Structure Lab) and Prof. H. 
Yamaguchi around 1980
Photo with Prof Yamaguchi (middle) in Stutgart, 
Germany after attending the First Cable 
Dynamics Conference in Belgium, 1995.
Prof. Yamaguchi was an assistant professor of 
Bridge and Structures Laboratory just before I 
joined and is a very close friend of mine. He is 
now the president of Saitama University in Japan.
9th Cable Dynamics Conference in Shanghai, 2012. 
We enjoyed the American Football Games at Notre Dame Stadium
University of Notre Dame
Professor B.F. Spencer invited me to University 
of Notre Dame as a visiting professor in 1997. 
I spent about four months from August to 
December. I enjoyed this period with my 
family very much.
My residence in South Bend, Indiana
Professor B.F. Spencer invited me to University 
of Notre Dame as a visiting professor in 1997. 
I spent about four months from August to 
December. I enjoyed this period with my 
family very much.
University of Notre Dame
Going away party at Spencer house
December 1997
With my wife, Atsuko, and my three children: 
Toru, Satoru and Kaoru
On the campus of University of Waterloo where 
I studied from 1973 to 1976 as a PhD student and 
later a Postdoc fellow
At Orchard‐Down Apartment of UIUC where we spent two
months as a visiting fellow.  Photo was taken in front of the 
apartment where we lived 
In Ottawa
Our winter excursions (1997)
We visited to Prof Robert W. Scanlan, Johns 
Hopkins University. Professor Scanlan is an 
expert in bridge aero‐dynamics
Visit to to the home of David and Phyllis 
Billington, Princeton University.  Professor 
Billington is an expert in structural form and 
elegance.
Our winter excursions (1997)
Dinner with my friends on a return 
visit to Notre Dame in 1998: Bill 
Spencer, David Kirkner, Ahsan Kareem, 
Gino Kurama, Rob Fleischman, and 
Erik Johnson
Prof. B.F. Spencer also often visited Japan and came 
to my residence too (February 2000)
With Nishitani
Notre Dame Alumni Party  in Tokyo, 2002
With Ohtori, Spencer, Ohdo, and Yoshioka
US‐Japan Workshop on Structural Control in Hawaii, 1991 (photo by Yozo)
Prof. G. W. Housner, Prof. W. Hall, and Prof. S. Masri
Prof G.W. Housner stayed at University of Tokyo in 
July 1998 for two weeks. I was very honored to 
serve as his host. 
Prof. Housner and Prof. Kanai with me.
Dr. Masato Abe and I interviewed Prof. Housner and 
asked his views on research and education.
Dr. Masato Abe worked with me for several years as a 
faculty at the University of Tokyo.
George W. Housner visits Japan (1998)
With many of friends at my 
residence, summer 1998
Shirley Dyke (front middle)
Akira’s wife (front midle)
Atsuko and my three 
children 
(Satoru, Kaoru and Toru)
Prof. Seto (middle from 
left)
Prof. Sami Masri
Prof. Larry Bergman
Prof. G.W. Housner
Dr. M. Abe
Dr. F. Sakai
George W. Housner visits Japan (1998)
At the man‐made island
of Tokyo Bay Crossing 
(Tunnels and Bridges)
in July 1998.
With Profs. Housner, 
Masri, and Spencer.
George W. Housner visits Japan (1998)
With Prof. Takuji Kobori at the International 
Worskshop on Structural Control, Paris, 2000.
At the Kobori Research Institute
November 2005
First US-Japan Summer Symposium for Young Researchers in 
Structural Engineering and Hazard Mitigation
University of Tokyo, July, 1998
Professor George W. Housner came to Japan to attend the 2nd WCSC in Kyoto and was staying at the University 
of Tokyo under the JSPS Fellowship program. We were very lucky he could join us.
Professor Spencer and I hosted this Symposium. Dr. Chi Liu at NSF has been a great supporter to this event. 
Some of participants in this Symposium became professors who are now very active in structural control and 
monitoring participated.  You can find Profs. Lynch,  Sun, Dyke, Watanabe, and Christensen in this photo.
2nd Young Researchers Symposium at the University of Tokyo
NSF’s Natural Hazard Mitigation in Japan Program
3nd Young Researchers Symposium at the University of Tokyo, 2002
NHMJ 2000.  Yozo and Bill enjoying with the students.
Field trip to the main campus of the University of Tokyo by participants of 
the 1st Asia‐Pacific Workshop on Structural Health Monitoring,
held at Keio University, December 2006. 
US‐Japan Workshop
University of Tokyo, 2007
5th World Conference on Structural Control and 
Monitoring, Tokyo, July 2010 (Chair: Yozo FUJINO)
Retirement Celebration for Prof. J.M. Ko 
of Hong Kong PolyU during 5WCSCM
With Profs. Shirley Dyke and Anil Agrawal
5th World Conference on Structural Control and 
Monitoring, Tokyo, July 2010 (Chair: Yozo FUJINO)
Prof. C. Boller and his wife,
Yukari at the banquet of 5WCSCM
At the 5th World Conference of Structural 
Control and Monitoring, Tokyo, 2010
Board of Directors, International Association for 
Structural Control and Monitoring
At the 4th World Conference of Structural 
Control and Monitoring, San Diego, 2006
Asia‐Pacific Summer School on Smart Structures Technology 
University of Tokyo, July 2010
Opening Reception for APSS Students
Visit to Mt. Takao during 2010 APSS
Farewell party for APSS 2010 Students
Asia‐Pacific Summer School on Smart Structures Technology 
University of Tokyo, July 2010
Prof. Li‐Min Sun of Tongji University studied for his Master and Ph. Degrees at University of Tokyo.
His research topic was modelling of TLD (Tuned Liquid Damper).
Limin Sun (right) in Shimizu 
Research Center in 1990.
After 20 years In 2012 at Shanghai with his family.
January 1989 – at Fujino's home 
party w/ Limin Sun (left)
With my former students Profs. Piotr Omenzetter, 
Limin Sun, and Anil Agrawal at the 4th World 
Conference of Structural Control and Monitoring, 
San Diego, 2010. 
Taken in Prof. Fujino’s office on 29 June 2004, Dr. Xia’s last 
day in Bridge and Structure Laboratory, the University of 
Tokyo (UT) after working with Prof. Fujino almost two years 
there as JSPS Fellow.
Field measurement at Jindo Bridge, 
Korea in August , 2009
Collaboration project of KAIST, UIUC 
and Univ. of Tokyo
Prof. Hyung‐Jo Jung(left front) 
Prof. Chung‐Bang Yun(right, next to me) 
Profs. Bill Spencer and Tomo Nagayama 
can be found too.
ANCRiSST Workshop at UNIST, Korea on July 20, 2013.
Yozo's keynote lecture (Profs. Chung‐
Bang Yun, Prof. Bill Spencer and 
Prof. Hui Li (from right)
ANCRiSST Workshop 2012, Opening Session at the Indian Institute of Science, Bangalore, India
ANCRiSST Workshop Banquet at the Dalian Institute of Technology, Dalian, China, 2009
With Prof Myun‐Moo Koh and Dr Helmut Wenzel 
in IABSE Annual Conference at Budapest, Hungry,
In Sept., 2009
Visiting Prof. Koh with Prof K. Kawashima at Seoul National University in Nov., 2012
Prof. Fujino often visited the Hong Kong 
Polytechnic University since he has many friends 
there. The photo left after his seminar to 
students/staff of Department of Civil and 
Environmental Engineering in November 2006. 
Prof. Fujino delivered a research seminar at Hong Kong 
Polytechnic University in 2009, chaired by Prof. Y.L. Xu.
SHMII conference in Hong 
Kong, December 2013
JST‐NSFC Joint Workshop 
(Sapporo, June 10‐11, 2009)
Lecture at Harbin Institute of Technology,
April, 2011 ( with Prof Li Hui)
With friends of Tongji University during the 100‐year anniversary of the 
Department of Civil Engineering in November 2014.
With Profs. Ang, Frangopol, and 
Furuta at the IALCCE 2014 in Tokyo.
At BAM, Berlin, 2013
with Prof. Christian Boller
left in front line 
At Exeter University in March, 2014
with J.M.W. Brownjohn and 
Prof. B. F. Spencer
Prof. Satish Nagarajaiah visited 
University of Tokyo in 2007.
With Prof. K. Soga in July 2003 at 
Cambridge University.
Friends in New York City
Professor R. Betti and Dr. B. Yanev
at Columbia University, May, 2011
Cable corrosion experiment 
Prof. Fujino leading a group of Japanese 
engineers on a visit to Dr. Bojidar’s
office at NYC DOT circa 1990s.
Dr. B. Yanev in San Diego.
Dr. Yanev visited Tokyo in 2009 to attend 
the seminar on bridge management 
(translated version of his book was 
published)
At the Tokyo Gate Bridge in 2009
Profs. Shirley Dyke and James Brownjohn with Yozo at 
the Cambridge Wireless Sensor Conference, June 2015.
With Dr. Helmut Wenzel and Dr. Tomo
Nagayama in NYC, 2010
Visiting Dr. Wenzel office and
a bridge in Vienna, 2015
More than 20 Years of Bridge Paintings
Receiving ASCE George Winter Medal 
Award Ceremony in Portland, April 23, 2015 
(with Prof. Satish Nagarajaiah on right) 
Receiving Robert H. Scanlan Medal, 
ASCE, 2011 (with Prof. Bill Iwan)
Receiving Raymond C. Reese Research Prize,
ASCE, 2007 (with Dr. T. Nagayama)
Final  Lecture at University of Tokyo, March 1, 2013
Many of my former students came to celebrate my retirement.  
Prof. Paolo Gardoni, UIUC, was one of them. He is the coeditor 
with Prof. Bill Spencer for this special issue.
Yozo Fujino moved to Yokohama National University in April, 2014 and joined Institute of 
Advanced Sciences, in Oct., 2014 as a Distinguished YNU Professor.
Prof. B.F. Spencer and Prof K. Soga were appointed as 
Distinguished Visiting Professor of IAS, YNU in June, 2015
Prof. Soga with President Y. Hasebe of YNU
Photo of Prof. Spencer with President Y. Hasebe of YNU
Hoko Prize (SEIKO foundation)
Award ceremony on October 9th, 2015
Prof. H. Yamada, YNU, Mr. Yamawaki (one of my former students, 
director of  Ministry of Education, Science, and Culture) Dr. Y. Mishima, 
President of Tokyo Inst. of Technology (friend for more than 60 years, 
my wife, Atsuko, Prof. Y. Fujino, Dr. Y. Hasebe, President of YNU and Dr. 
H. Yamaguchi, President of Saitama University  (from left) 
