In this paper we propose and analyze a method based on the Riccati transformation for solving the evolutionary Hamilton-Jacobi-Bellman equation arising from the stochastic dynamic optimal allocation problem. We show how the fully nonlinear Hamilton-Jacobi-Bellman equation can be transformed into a quasi-linear parabolic equation whose diffusion function is obtained as the value function of certain parametric convex optimization problem. Although the diffusion function need not be sufficiently smooth, we are able to prove existence, uniqueness and derive useful bounds of classical Hölder smooth solutions. We furthermore construct a fully implicit iterative numerical scheme based on finite volume approximation of the governing equation. A numerical solution is compared to a semi-explicit traveling wave solution by means of the convergence ratio of the method. We compute optimal strategies for a portfolio investment problem motivated by the German DAX 30 Index as an example of application of the method.
Introduction
The purpose of this paper is to propose and analyze a method based on the Riccati transformation for solving a time dependent Hamilton-Jacobi-Bellman equation arising from a stochastic dynamic optimal allocation problem on a finite time horizon, in which our aim is to maximize the expected value of the terminal utility subject to constraints on portfolio composition. Investment problems with state constraints were considered and analyzed by Zariphopoulou [48] , where the purpose was to maximize the total expected discounted utility of consumption for the optimal portfolio investment consisting of a risky and a risk-free asset, over an infinite and finite time horizon. It was shown that the value function of the underlying stochastic control problem is the unique smooth solution to the corresponding HJB equation and the optimal consumption and portfolio are presented in a feedback form. She furthermore showed that the value function is a constrained viscosity solution of the associated HJB equation. Classical methods for solving HJB equations are discussed by Benton in [5] . In [36] , Musiela and Zariphopoulou applied the power-like transformation in order to linearize the nonlinear PDE for the value function in the case of an exponential utility function. In the seminal paper [23] Karatzas et al. investigated a similar problem of consumptioninvestment optimization where the problem is to maximize total expected discounted utility of consumption over time horizon [0, T ]. For a class of utility functions, they derived explicit solutions to the HJB equation. However, in our case the aim is to maximize the expected value of the terminal utility from portfolio for a general utility function under constraints imposed on the control function and for the case of nontrivial defined contributions to the portfolio. As consequence, we have to solve the dynamic HJB equation and, in general, explicit solutions to such nonlinear PDE are no longer available.
Regarding numerical approaches for solving HJB equations associated with portfolio optimization, we can refer to finite difference methods for approximating its viscosity solution developed and analyzed by Tourin and Zariphopoulou [45] , Crandall, Ishii and Lions [11] , Nayak and Papanicolaou [38] . In [37] , Muthamaran and Sunil solved a multi-dimensional portfolio optimization problem with transaction costs. They used finite element method and iterative procedure that converts a freeboundary problem into a sequence of fixed boundary problems. In [39] , Peyrl et al. applied a successive approximation algorithm for solving the corresponding HJB equation. The fixed point-policy iteration scheme for solving discretized HJB equations is discussed in Huang et al. [16] . In [46] , Witte and Reisinger presented a penalty approach for the numerical solution of discrete continuously controlled HJB equations.
In our approach we follow a different approach. Rather than solving the fully nonlinear HJB equation directly, we first transform it into a quasi-linear parabolic equation by means of the Riccati transformation. We prove existence and uniqueness of a solution to the transformed quasi-linear parabolic equation. Moreover, we derive useful bounds on the solution. These bounds can be interpreted as estimates for the coefficient of risk aversion. A special attention is put on a solution of an auxiliary parametric quadratic programming problem. It is shown that the derivative of the value function of such a convex program plays the role of a diffusion coefficient of the quasilinear equation. Although the diffusion function need not be sufficiently smooth, we are able to prove existence, uniqueness and derive useful bounds of classical Hölder smooth solutions.
The resulting equation can be solved numerically by an iterative method based on finite volume approximation. There is an analogy to a solution of fully nonlinear generalizations of the Black-Scholes equation for pricing derivative securities (cf. Sevčovič, Stehlíková and Mikula [42] ) and the fully nonlinear HJB equation investigated in this paper. In [22] Jandačka andŠevčovič suggested a numerical method for solving a fully nonlinear generalization of the Black-Scholes equation by means of its transformation to the so-called Gamma equation stated for the second derivative of the option price. In fact, the Riccati transformation is the logarithmic derivative of the derivative of the value function. Here we apply the Riccati transformation proposed and analyzed in a series of papers by Ishimura et al. [1, 19, 21] . In the context of a class of HJB equations with range constraints, such a transformation has been analyzed recently by Ishimura andŠevčovič in [20] where also a traveling wave solution to the HJB equation has been constructed. Concerning numerical methods for solving the transformed quasi-linear parabolic PDE there are recent papers by Ishimura, Koleva and Vulkov [17, 18, 25, 26] where they considered a simplified problem without inequality constraints on the optimal control function.
The paper is organized as follows. In Section 2 we formulate the problem of our interest and the motivation behind it. Section 3 is devoted to analysis of the Riccati transformation of the HJB equation into a quasi-linear parabolic equation. The transformed function can be interpreted in terms of the coefficient of relative risk aversion of an investor. In Section 4 we analyze a class of parametric quadratic optimization problems. The goal of this section is to show that the value function is a sufficiently smooth and increasing function. Lipschitz continuity of the derivative of the value function is a crucial requirement for the proof of existence and uniqueness of a classical solution to the transformed quasi-linear parabolic equation presented in Section 5. We also derive useful bounds of a solution to the Cauchy problem for the corresponding quasi-linear parabolic equation. Using these bounds and smoothness properties of the value function of the auxiliary parametric quadratic optimization problem, we prove existence of a classical Hölder smooth solution. A special semiexplicit solution having the form of a traveling wave is analyzed in Section 6. Such a special solution is then utilized as a benchmark solution in Section 7, where we construct an iterative fully implicit numerical approximation scheme for solving a quasi-linear parabolic equation. Section 8 is devoted to application of the method to construction of an optimal response strategy for the German DAX 30 Index.
Problem statement
Our motivation arises from a dynamic stochastic optimization problem in which the purpose is to maximize the conditional expected value of the terminal utility of a portfolio: max
where {X θ t } is the Itō's stochastic process on the finite time horizon [0, T ], U : R → R is a given terminal utility function and x 0 a given initial state condition of {X θ t } at t = 0. The function θ : R × [0, T ) → R n mapping (x, t) → θ(x, t) represents an unknown control function governing the underlying stochastic process {X θ t } t≥0 . Here θ| [t,T ) for 0 ≤ t < T denotes the restriction of the control function θ to the time interval [t, T ). We assume that X θ t is driven by the stochastic differential equation
where W t denotes the standard Brownian motion and the functions µ(θ) and σ(θ) are the drift and volatility functions depending on the control function θ. The parameter ε ∈ R represents a constant inflow rate of property to the system whereas r ≥ 0 is the interest rate. Many European pension systems use ε > 0, representing regular contribution rate to the saver's pension account as a prescribed percentage of their salary. For example, ε = 0.06 − 0.09 in Slovakia, ε = 0.14 in Bulgaria, ε = 0.02 − 0.05 in Sweden (c.f. [30, 26] ). Throughout the paper we shall assume that the control parameter θ ∈ S n belongs to the compact simplex
where 1 = (1, · · · , 1) T ∈ R n . It should be noted that the process {X θ t } is a logarithmic transformation of a stochastic process {Yθ t } t≥0 driven by the SDE:
whereθ(y, t) = θ(x, t) with x = ln y. It is known from the theory of stochastic dynamic programming that the so-called value function V(x, t) := sup
subject to the terminal condition V(x, T ) := U(x) can be used for solving the stochastic dynamic optimization problem (1) (cf. Bertsekas [6] , Fleming and Soner [15] or Bardi and Dolcetta [4] ). If the process X θ t is driven by (2) , then the value function V = V(x, t) satisfies the Hamilton-Jacobi-Bellman (HJB) equation
for all x ∈ R, t ∈ [0, T ) subject to the terminal condition V(x, T ) := U(x) (see e.g. Macová andŠevčovič [30] or Ishimura andŠevčovič [20] ). As a typical example leading to the stochastic dynamic optimization problem (1) in which the underlying stochastic process satisfies SDE (2) one can consider a problem of dynamic portfolio optimization in which the assets are labeled as i = 1, · · · , n, and associated with price processes {Y i t } t≥0 , each of them following a geometric Brownian [33, 34] , Browne [10] , Bielecki and Pliska [7] or Songzhe [44] ). The value of a portfolio with weightsθ =θ(y, t) is denoted by Yθ t . It can be shown that {Yθ t } t≥0 satisfies (4). The assumption θ ∈ S n corresponds to the situation in which borrowing of assets is not allowed (θ i ≥ 0) and n i=1 θ i = 1. We have µ(θ) = µ T θ and σ(θ) 2 = θ T Σθ with µ = (µ 1 , · · · , µ n ) T and Σ =ΣΣ T whereΣ = (σ i j ). The terminal function U represents the predetermined terminal utility function of the investor. Remark 2.1. In the case of zero inflow ε = 0, assumption (4) made on the stochastic process {Yθ t } t≥0 is related to the well-known Merton's model for optimal consumption and portfolio selection (cf. Merton [33, 34] ). However, for Merton's model, one has to consider a larger set of constraints for control function θ. Namely, the simplex S n has to be replaced by a larger set
It is worth to note that all results concerning C 1,1 smoothness of the value function α (see Theorem 4.1) as well as those regarding existence and uniqueness of classical solutions (see Theorem 5.3) and numerical discretization scheme remain true when S n is replaced by S n o .
The Riccati transformation of the HJB equation to a quasi-linear parabolic equation
Following the methodology of the Riccati transformation first proposed by Abe and Ishimura in [1] and later studied by Ishimura et al. [19, 21] , Xia [47] , or Macová andŠevčovič [30] for problems without inequality constraints, and further analyzed by Ishimura andŠevčovič [20] , we introduce the following transformation:
Remark 3.1. The function a(x, t) ≡ ϕ(x, t) − 1 can be viewed as the coefficient of absolute risk aversion for the value function V(x, t), representing the intermediate utility function of an investor at a time t ∈ [0, T ] (cf. Pratt [40] ). In the original variable y, denoting V(y, t) = V(ln y, t), we can deduce that the function a(y, t) ≡ ϕ(ln y, t) is the coefficient of relative risk aversion of the intermediate utility function V(y, t), which is defined as the ratio: a(y, t) = −y∂ 2 y V(y, t)/∂ y V(y, t). Remark 3.2. It is worth to note that the pension saving's model model based on the SDE (2) takes into account neither transaction costs nor consumption. It follows from recent papers by Dai et al. [12, 13] that a model incorporating these effects leads to a HJB equation in two spatial dimensions. In such a case, transformation based on a simple one dimensional Riccati transformation (7) is not possible.
Suppose for a moment that ϕ(x, t) > 0 for all x ∈ R and t ∈ [0, T ]. This assumption is clearly satisfied for t = T if we consider a function U(x) which is an increasing and concave function in the x variable. We discuss more on this assumption in Section 5. Now, problem (6) can be rewritten as follows:
where α(ϕ) is the value function of the following parametric optimization problem:
If the variance function θ → σ(θ) 2 is strictly convex and θ → µ(θ) linear (as discussed in Section 2), problem (9) belongs to a class of parametric convex optimization problems (cf. Bank et al. [3] ). Theorem 3.3. Suppose that the value function V satisfies (8) and the function ϕ is defined as in (7) . Then ϕ is a solution to the Cauchy problem for the quasi-linear parabolic equation:
Proof. The statement can be easily shown by differentiating (7) with respect to t and calculating derivatives ∂ t V, ∂ x ∂ t V, ∂ 2
x ∂ t V from (8) . Indeed, as ∂ 2
Then ∂ t V = g∂ x V and therefore
Hence
Moreover, if α is strictly increasing then (10) indeed is a quasi-linear parabolic PDE with terminal condition at t = T (see Ladyzhenskaya et al. Conversely, one can construct a solution V(x, t) to the HJB equation (8) using a solution ϕ satisfying equation (10) . Indeed, suppose that the function ϕ satisfies (10) . We can define a function V = V(x, t) as the unique solution to the first order linear PDE satisfying the terminal condition:
where the function g = g(x, t) is given by (11) . Let us introduce ψ = ψ(x, t) as follows:
Then, following derivation of (12) we end up with an equation for the function ψ:
Hence the difference h ≡ ψ − ϕ satisfies a linear PDE:
But it means that V fulfills the fully nonlinear equation:
In other words, V = V(x, t) satisfies HJB equation (8) . Consequently, it is a solution to HJB equation (6) . Moreover, equation (14) is a fully nonlinear parabolic equation which is monototone in its principal part ∂ 2 x V. This way one can deduce that the solution V to (14) is unique. In summary, we have shown that we can replace solving HJB equation (6) by solving the auxiliary quasi-linear equation (10) . Proposition 3.4. Let ϕ(x, t) be a solution to the Cauchy problem (10) . Then the function V(x, t) given by (13) is a solution to HJB equation (6) .
The advantage of transforming (6) to (8)-(9) is that we can define and compute the function α(ϕ) in advance as a result of the underlying parametric optimization problem (either analytically or numerically). This can be then plugged into the quasi-linear equation (10) which can be solved for ϕ, instead of solving the original fully nonlinear HJB equation (8) as well as (6) . In this way we do not calculate the value function V itself. On the other hand, it is only the optimal feedback strategy θ which is of investor's interest and therefore V is not important, in fact. The optimal strategy θ = θ(x, t) can be computed as the unique optimal solution to the quadratic optimization problem (9) for the parameter values ϕ = ϕ(x, t).
A parametric quadratic programming problem
In the case of the example of a portfolio consisting of n assets, we denote µ the vector of expected asset returns and Σ the covariance matrix of returns which we assume to be symmetric and positive definite. For the portfolio return and variance we have µ(θ) = µ T θ and σ(θ) 2 = θ T Σ θ. For ϕ > 0, (9) becomes a problem of parametric quadratic convex programming
over the compact convex simplex S n . In this section, we shall discuss qualitative properties of the value function α = α(ϕ) for this case. By C k,1 (R + ) we denote the space of all functions defined on (0, ∞) whose k-th derivative is Lipschitz continuous. By α (ϕ) we denote the derivative of α(ϕ) w.r. to ϕ.
Theorem 4.1. Let Σ 0 be positive definite and µ ∈ R n . Then the optimal value function α(ϕ) defined as in (15) is a C 1,1 continuous function. Moreover, ϕ → α(ϕ) is a strictly increasing function and
whereθ =θ(ϕ) ∈ S n is the unique minimizer of (15) for ϕ > 0. The function (0, ∞) ϕ →θ(ϕ) ∈ R n is locally Lipschitz continuous.
Proof. First, we notice that the mapping (0, ∞) ϕ →θ(ϕ) ∈ S n is continuous, which can be deduced directly from basic properties of strictly convex functions minimized over the compact convex set S n .
Let us denote f (θ, ϕ) := −µ T θ + ϕ 1 2 θ T Σθ the objective function in problem (15) . Since |∂ ϕ f (θ, ϕ)| is a continuous function on the compact set S n , we have sup θ∈S n |∂ ϕ f (θ, ϕ)| = C(ϕ) < ∞. Strict convexity of f in θ implies the existence of a unique minimizerθ ≡θ(ϕ) to (15) . Moreover, ∂ ϕ f (θ(ϕ), ϕ) ≡ 1 2θ (ϕ) T Σθ(ϕ) is continuous in ϕ due to continuity ofθ(ϕ). Applying the general envelope theorem due to Milgrom and Segal [35, Theorem 2] the function α(ϕ) is differentiable on the set (0, ∞).
Next, we prove that α (ϕ) > 0. The function f (θ, ϕ) is linear in ϕ for any θ ∈ S n . Therefore it is absolutely continuous in ϕ for any θ. Again, applying [35, Theorem 2], we obtain
, which is strictly positive on S n . Hence ϕ → α(ϕ) is a C 1 continuous and increasing function for ϕ > 0.
Local Lipschitz continuity of α (ϕ) now follows from the general result proved by Klatte in [24] (see also Aubin [2] ). Indeed, according to [24, Theorem 2] the minimizer functionθ(ϕ) is locally Lipschitz continuous in ϕ. Hence the derivative α (ϕ) = 1 2θ (ϕ) T Σθ(ϕ) is locally Lipschitz, as well. (10) is a strictly parabolic PDE, i.e. there exist positive real numbers λ − , λ + ∈ (0, ∞), such that for the diffusion coefficient α (ϕ) of equation (10) the following inequalities hold:
Proof. These inequalities follow directly from (16), which is a quadratic positive definite form on a compact set S n . With regard to (16) the function α (ϕ) attains its maximum λ + and minimum λ − . Example 4.1. An illustrative example of the value function α having discontinuous second derivative α is based on real market data and it is depicted in Fig. 1 . In this example we consider the German DAX Index consisting of 30 stocks. Based on historical data from August 2010 to April 2012 we have computed the covariance matrix Σ and the vector of mean returns µ. One can observe that there are at least two points of discontinuity of the second derivative α (ϕ).
4.1.
Higher smoothness of the value function. In this section we discuss further smoothness properties of the value function α = α(ϕ) in the ϕ variable, for the case specified at the beginning of Section 4. We furthermore show that the function α is locally a rational function which is concave on an open set. Let us denote I ∅ the set
and M varies over all subsets of active indices, M ⊂ {1, · · · , n}. Here |M| denotes the number of elements of the set M. Since ϕ →θ(ϕ) is continuous, the set I ∅ is open.
First, let us consider the case ϕ ∈ I ∅ . If we introduce the Lagrange function L(θ, λ) = ϕ 2 θ T Σθ − µ T θ − λ1 T θ then the optimal solutionθ =θ(ϕ) and the Lagrange multiplier λ = λ(ϕ) are given by:
where a, b ∈ R n can be expressed as follows:
After straightforward calculations we conclude
The inequality b ≥ 0 follows from the Cauchy-Schwartz inequality. Notice that b > 0 unless the vectors µ and 1 are linearly dependent. Now, if ϕ ∈ I M for some subset M ⊂ {1, · · · , n} of active indices, then the quadratic minimization problem (9) can be reduced to a lower dimensional simplex S n−|M| . Hence the function α(ϕ) is smooth on int(I M ) and thereforeθ(ϕ) and α(ϕ) are given by:θ
for any ϕ ∈ int(I M ) where a M , b M ∈ R n and a M > 0, b M ≥ 0 and c M ∈ R are constants calculated using the same formulas as in (19) and (20), where data (columns and rows) from Σ and µ corresponding to the active indices in the particular set M are removed.
. It is given by (18) for ϕ ∈ I ∅ and by (21) for ϕ ∈ int(I M ) where M ⊂ {1, · · · , n}, respectively.
Useful information gained from the second derivative of the value function.
There is a useful information that can be extracted from the shape of α (ϕ). For illustration, let us observe points of discontinuity of α (ϕ) depicted in Fig. 1 of ϕ, investor's risk aversion is low and therefore they do not hesitate to undergo high risk for the sake of gaining high return. Hence, if we were able to bound the parameter ϕ (see Section 5) by a constant ϕ + < ∞, i.e. ϕ(x, t) ≤ ϕ + , it would be possible to identify the intervals of continuity of α (ϕ) on the interval (0, ϕ + ] and the corresponding sets of active indices. This would provide the investor with information about which assets enter the portfolio with zero weight throughout the time. As will be confirmed in Section 8, in the numerical example of the German DAX 30 Index there are only the assets from Tab. 1, out of the overall number of thirty, which enter the portfolio with a nonzero weight at some time from [0, T ]; i.e. the rest of the assets stay inactive for the whole time horizon considered.
4.3.
Example: Explicit form of the value function for the 2D problem. The goal of this section is to present an explicit form of the value function α for the two dimensional problem. Furthermore, we show that the result obtained in Theorem 4.1 is optimal in a sense that the function ϕ → α(ϕ) is only C 1,1 smooth but it is not C 2 smooth. Finally, we show that in the case n = 2 we are able to explicitly determine the sets I ∅ and I M .
A vector θ ∈ S 2 can be written as θ = (θ, 1 − θ) T where θ ∈ [0, 1] is a real number. We denote by µ s , µ b the mean returns on more risky stocks and less risky bonds and by σ s , σ b > 0 their standard deviations. We assume 1] is the correlation between returns on stocks and bonds. The mean return µ(θ) and variance σ(θ) 2 of the portfolio can be expressed as
where
For a given ϕ > 0, the objective function in (9) is quadratic in θ with the coefficient of the quadratic term equal to 1 2 γϕ. If we relax the inequality constraints 0 ≤ θ ≤ 1 then it is an easy calculus to verify that the unconstrained minimizerθ uc is given by:θ uc (ϕ) = ω/ϕ + δ/γ ≥ 0, where ω = (µ s − µ b )/γ ≥ 0. Consequently, the optimal solutionθ =θ(ϕ) for the constrained problem over θ ∈ [0, 1] can be written in the following form:θ(ϕ) = min {ω/ϕ + δ/γ, 1}. Therefore
In terms of the sets I ∅ and I M we have (0, ∞) = I ∅ ∪ I {1} where
With regard to Proposition 4.3 the function ϕ → α(ϕ) is C 1,1 smooth for ϕ > 0 and it is C ∞ smooth on the set
The latter condition is automatically satisfied for nonpositive correlation ≤ 0 between returns on stocks and bonds.
Existence, uniqueness and boundedness of classical solutions
In this section, we investigate properties of classical smooth solutions to the Cauchy problem for the backward quasi-linear parabolic equation (10) satisfying the terminal condition at t = T . In the first part, we introduce several function spaces we shall work with. Then we provide useful upper and lower bounds on bounded smooth solutions. Finally, following the methodology based on the so-called Schauder's type of estimates (cf. Ladyzhenskaya [28] ), we shall prove existence and uniqueness of classical solutions to (10) .
Let Ω = (x L , x R ) ⊂ R be a bounded interval. We denote Q T = Ω × (0, T ) the spacetime cylinder. Let 0 < λ < 1. By H λ (Ω) we denote the Banach space consisting of all continuous functions ϕ onΩ which are λ-Hölder continuous, i.e the Hölder seminorm ϕ (λ) = sup x,y∈Ω,x y |ϕ(x) − ϕ(y)|/|x − y| λ is finite. The norm in the space H λ (Ω) is then the sum of the maximum norm of ϕ and the semi-norm ϕ (λ) . The space H 2+λ (Ω) consists of all twice continuously differentiable functions ϕ inΩ whose second derivative ∂ 2
x ϕ belongs to H λ (Ω). The space H 2+λ (R) consists of all functions ϕ : R → R such that ϕ ∈ H 2+λ (Ω) for any bounded Ω ⊂ R.
Next, we can define the parabolic Hölder space H λ,λ/2 (Q T ) of functions defined on a bounded cylinder Q T . It consists of all continuous functions ϕ(x, t) inQ T such that ϕ is λ-Hölder continuous in the x-variable and it is λ/2-Hölder continuous in the tvariable. The norm is defined as the sum of the maximum norm and corresponding Hölder seminorms. The space H 2+λ,1+λ/2 (Q T ) consists of all continuous functions onQ T such that ∂ t ϕ, ∂ 2
x ϕ ∈ H λ,λ/2 (Q T ). Finally, the space H 2+λ,1+λ/2 (R × [0, T ]) consists of all functions ϕ : R × [0, T ] → R such that ϕ ∈ H 2+λ,1+λ/2 (Q T ) for any bounded cylinder Q T . We shall also work with the Lebesgue and Sobolev spaces. By L p (Q T ), 1 ≤ p ≤ ∞, we denote the Lebesgue space of all p-integrable functions (essentially bounded functions for p = ∞) defined on Q T , equipped with the norm:
Chapter I]). We first derive lower and upper bounds of a solution ϕ to the Cauchy problem (10) . The idea of proving upper and lower estimates for ϕ(x, t) is based on construction of suitable sub-and super-solutions to the parabolic equation (10) (cf. [41, 28] ).
Remark 5.1. Recall that the value ϕ(x, t) − 1 can be interpreted as the coefficient of absolute risk aversion for the intermediate utility (value) function V(x, t). Therefore, upper and lower bounds for the solution ϕ(x, t) can be also used in estimation of the absolute risk aversion from above and below.
Proposition 5.2. Suppose that the terminal condition ϕ(x, T ) is positive and uniformly bounded from above, i.e., there exists a constant ϕ + such that 0 < ϕ(x, T ) ≤ ϕ + for any x ∈ R. Assume α = α(ϕ) is a smooth function satisfying (17) 
, for some 0 < λ < 1, is a bounded solution to the Cauchy problem for quasi-linear parabolic equation (10) then it satisfies the following inequalities:
Proof. Equation (10) can be rewritten as a fully nonlinear parabolic equation of the form
where τ = T − t ∈ (0, T ) and H ≡ ∂ 2 x α(ϕ) + ∂ x α(ϕ) + (εe −x + r)ϕ − α(ϕ)ϕ . Notice that the right-hand side of (24) is a strictly parabolic operator such that
for all ϕ > 0. Let us define constant sub-and super-solution ϕ and ϕ as follows:
Therefore ϕ, ϕ are indeed sub-and super-solutions to the strictly parabolic nonlinear equation (24), i.e.
is therefore a consequence of the parabolic comparison principle for strongly parabolic equations (see e.g. [28, Chapter V, (8.
2)] or [41] ).
Theorem 5.3. Suppose that Σ is positive definite, µ ∈ R n , ε, r ≥ 0 and the optimal value function α(ϕ) is given by (15) . Assume that the terminal condition ϕ(x, T ) = 1 − U (x)/U (x), x ∈ R, is positive and uniformly bounded for x ∈ R and belongs to the Hölder space H 2+λ (R) for some 0 < λ < 1/2. Then there exists a unique classical solution ϕ(x, t) to the backward quasi-linear parabolic equation (10) satisfying the terminal condition ϕ(x, T ).
Proof. A key role in application of the so-called Schauder's theory on existence and uniqueness of classical Hölder smooth solutions to a quasi-linear parabolic equation is played by smoothness of its coefficients. Namely, this theory requires that the diffusion coefficient of a quasi-linear parabolic equation is sufficiently smooth. Since ∂ 2 x α(ϕ) = ∂ x (α (ϕ)∂ x ϕ) and the diffusion coefficient α (ϕ) is only Lipschitz continuous in ϕ, the backward quasi-linear parabolic equation (10) should be regularized first. To this end, we construct a δ-parameterized family of smooth mollifier functions α (δ) (ϕ) such that
locally uniformly for ϕ ∈ (0, ∞). Moreover, regularization can be constructed in such a way that 0 
x ∈ R, t ∈ [0, T ), where f (x, ϕ, α(ϕ)) := (εe −x + r)ϕ + (1 − ϕ)α(ϕ). Let Q T = (x L , x R ) × (0, T ) be a bounded cylinder in R × (0, T ). By virtue of Proposition 5.2, ϕ δ is bounded in the norm of the space L ∞ (Q T ). More precisely,
for any 0 < δ 1 (see also inequality (2.31) in [28, Chapter I] ). According to the inequality [28, Chapter I, (6.6)] ϕ δ is also uniformly bounded in the space W 1 2 (Q T ), i.e. there exists a constant c 0 > 0 such that ϕ δ > 0, ϕ δ W 1 2 (Q T ) ≤ c 0 , for any 0 < δ 1. It means that there exists a subsequence ϕ δ k ϕ weakly converging to some element ϕ ∈ W 1 2 (Q T ) as δ k → 0. Moreover, ϕ δ k (x, t) → ϕ(x, t) for almost every (x, t). Notice that ϕ δ k → ϕ strongly in L 2 (Q T ) because of the Rellich-Kondrashov compactness theorem on the embedding W 1 2 (Q T ) → L 2 (Q T ) (cf. [28, Chapter II, Theorem 2.1]).
Hence α (δ k ) (ϕ δ k ) → α(ϕ) and α (δ k ) (ϕ δ k ) → α (ϕ) strongly in L 2 (Q T ). This is a consequence of the inequalities
where L > 0 is the Lipschitz constant of the function ϕ → α (ϕ) (see Theorem 4.1) and (25) ).
Multiplying equation (26) by a function η ∈ W 1 2 (Q T ) vanishing on the boundary ∂Q T and integrating it over the domain Q T yields the integral identity:
Passing to the limit δ k → 0 we conclude that ϕ ∈ W 1 2 (Q T ) is a weak solution to the backward quasi-linear parabolic equation (10) satisfying the integral identity
and ϕ, f ∈ W 1 2 (Q T ) we have ∂ 2 x α(ϕ) ∈ L 2 (Q T ). Furthermore, ∂ t α(ϕ) ∈ L 2 (Q T ) because ϕ → α (ϕ) is Lipschitz continuous (see Theorem 4.1), α (ϕ) > λ − and ∂ t ϕ ∈ L 2 (Q T ). Hence α(ϕ) ∈ W 2,1 2 (Q T ). Recall that the parabolic Sobolev space W 2,1 2 (Q T ) is continuously embedded into the Hölder space H λ,λ/2 (Q T ) for any 0 < λ < 1/2 (cf. [28, Lemma 3.3, Chapter II]). It follows from equation (27) that the transformed function z(x, t) := α(ϕ(x, t)) is a solution to the quasi-linear parabolic equation in the non-divergent form:
where ζ(z) = α (β(z)) and z → β(z) is the inverse function to the increasing function ϕ → α(ϕ), i.e. α(β(z)) = z for any z. Clearly, z → β(z), β (z) are Lipschitz continuous and so z → ζ(z) is Lipschitz continuous as well. Next we make use of a simple bootstrap argument to show that z = z(x, t) is sufficiently smooth. Clearly, it is a solution to the linear parabolic equation in non-divergence form Remark 5.5. It follows from the proof of Theorem 5.3 that its statement on existence of a Hölder smooth solution ϕ to (10) remains true when the value function α(ϕ) is a general C 1,1 smooth function satisfying the estimates (17) . This allows for consideration of a broader class of value functions defined as in (9) (see also Remark 2.1).
Combining Theorems 4.1 and 5.3 we obtain the following corollary:
Corollary 5.6. Under the assumptions of Theorem 5.3 there exists a unique continuous optimal response function θ = θ(x, t) to HJB equation (6) . It is given by θ(x, t) =θ(ϕ(x, t)) whereθ(ϕ) is the optimal solution to (15) for ϕ = ϕ(x, t). The function R x → θ(x, t) ∈ R n is Lipschitz continuous for all t ∈ [0, T ].
A traveling wave solution
The aim of this section is to construct a semi-explicit traveling wave solution to quasi-linear equation (10) . We shall utilize such a special solution for testing purposes of the numerical accuracy and estimating the convergence rate of the numerical scheme proposed in Section 7. In order to construct a traveling wave solution we shall assume ε = 0, r = 0 and Σ is positive definite. In this case
In Theorem 4.1 we showed that the function α(ϕ) is a strictly increasing and locally C 1,1 smooth function in ϕ. Following the analysis and ideas due to Ishimura anď Sevčovič (cf. [20] ) we shall construct a traveling wave solution to (28) of the form
with the wave speed c ∈ R and the wave profile v = v(ξ). We notice that the terminal condition ϕ(x, T ) to (28) is just the traveling wave profile v(x). Remark 6.1. In terms of the coefficient of absolute risk aversion a(x) = −U (x)/U (x) we have a(x) = v(x) − 1. Hence, a decreasing traveling wave profile corresponds to a utility function with decreasing coefficient of absolute risk aversion a(x). It might be therefore associated with an investor having higher risk preferences with increasing volume of the portfolio value x.
Inserting ϕ(x, t) = v(x + c(T − t)) into (28) we deduce existence of a constant K 0 ∈ R such that 
Given 0 < v − < v + , the traveling wave speed c and the intercept K 0 are uniquely determined from the equation G(v ± ) = 0, i.e.
According to Proposition 4.3, for any v ∈ J ⊆ (0, ∞), the function v → α(v) is C ∞ smooth and it has a form of α(v) = av − b/v + c for some constants a > 0, b ≥ 0 and c ∈ R. As a consequence we obtain h (v) Fig. 2 we plot the function G(v) calculated from the function α corresponding to the case of the German DAX 30 Index (see Fig. 1 and Example 4.1). We prescribed the roots: v − = 0.3 and v + = 1.5.
Since F(z) = G(α −1 (z)) and the function α is increasing we obtain F (z − ) < 0 and F (z + ) > 0. Hence z − is a stable and z + an unstable stationary solution to (29) , i.e. lim ξ→±∞ z(ξ) = z ∓ for any solution z(ξ) to (29) such that z(0) ∈ (z − , z + ). Theorem 6.2. Assume v ± ∈ J are two limiting values 0 < v − < v + . Up to a shift in the x variable there exists a unique traveling wave solution ϕ(x, t) = v(x + c(T − t)) such that lim x→−∞ ϕ(x, t) = v + and lim x→∞ ϕ(x, t) = v − . The traveling wave profile v(ξ) is a decreasing function given by v(ξ) = α −1 (z(ξ)) where z = z(ξ) is a solution to the ODE (29) . The traveling wave speed c ∈ R is given by (30) .
A numerical finite volume approximation scheme
This section is devoted to construction of a numerical approximation scheme for solving the Cauchy problem for the quasi-linear parabolic equation (10) . Recall that, instead of solving the fully nonlinear HJB equation (6) containing the maximal operator, we proposed its transformation to the quasi-linear parabolic equation (10) . In construction of the iterative numerical scheme we follow the method of a finite volume approximation scheme (cf. LeVeque [29] ) combined with a nonlinear equation iterative solver proposed by Mikula and Kútik in [27] . There they applied the iterative finite volume method for solving the generalized Black-Scholes equation with a volatility term nonlinearly depending on the second derivative of the option price.
Equation (10) belongs to a subclass of quasi-linear parabolic equations of the general form:
satisfying the terminal condition at t = T (cf. [28] ). In our model we have
In order to keep standard PDE notation, we transform the equation from backward time to a forward one via ϕ(x, τ) := ϕ(x, T − t). Subsequently, we obtain ∂ τ ϕ = −∂ t ϕ and therefore . For convenience, we shall drop the sign in the following, but we shall keep in mind that we work with the transformed functions instead. Let us consider a bounded computational domain [x L , x R ] and spatial discretization mesh points x i = x L + ih for i = 0, · · · , n + 1 where h = (x R − x L )/(n + 1). So x 0 = x L and x n+1 = x R . The inner mesh points x i , i = 1, · · · , n, are the centers of the finite volumes cells (x i− 1 2 , x i+ 1 2 ), for simplicity denoted as (x i− , x i+ ). We have h = x i+ − x i− . Let us denote τ j = jk, j = 0, · · · , m the time steps, k = T/m. Integrating equation (32) over finite volumes, applying the midpoint rule on the left-hand side integral and approximating the time derivative by forward finite difference with step k, we end up with a set of equations
where we have denoted
Depending on whether the above integrals are being computed on the j-th or the ( j + 1)-th layer, we obtain different approximations. The symbol will stand either for j or j + 1.
In order to compute the integral I 2 we apply the midpoint rule. We obtain
Concerning the integral I 1 , we shall use the following notation:
Using central spatial differences we obtain the following numerical scheme for solving the general equation (32):
for i = 1, · · · , n, with approximation of the derivatives
We shall pay our attention to the boundary values at x 0 and x n+1 later.
A simplified semi-implicit scheme. To compute a solution at the new time layer j + 1, we take the terms D i± , E i± , F i± from the previous time layer with = j and the term ∂ x ϕ| i± from the new layer with = j + 1. Reorganizing the new layer terms to the left-hand side and the old-layer terms to the right-hand side, we arrive at
which is a tridiagonal system which can be effectively solved by the Thomas algorithm. An iterative fully implicit scheme. We take = j + 1 in all terms of (36) and ϕ j+1 i will be computed iteratively as follows: we denote r l i the l-th iterative approximation of ϕ j+1 i , i = 1, · · · , n, starting with r 0 i := ϕ j i . In each iterate we solve the tridiagonal system for r l+1 i , i = 1, · · · , n, with the nonlinear terms I ,l 2 , D ,l i± , E ,l i± , F ,l i± evaluated at τ = τ j+1 and ϕ j+1 i ≈ r l i . We update r l i := r l+1 i until an accuracy criterion is met and then we put ϕ j+1 i := r l i from the last iterate. Boundary conditions.
We consider two classes of boundary conditions: inhomogeneous Dirichlet, and mixed Robin type of homogeneous b.c.:
where the boundary functions ϕ L (t), ϕ R (t) are prescribed for the Dirichlet b.c., and d ∈ R is constant for the Robin type of b.c. After discretization and using finite differences, we obtain the discrete b.c.: In our numerical approximation of the quasilinear parabolic equation (10) we use the following boundary conditions:
for all t ∈ [0, T ]. The boundary condition at x = x L is based on the following reasoning: if ε > 0 then, in the limit x → −∞, the dominant term in the equation
To balance this term one has to assume lim x→−∞ ∂ x (e −x ϕ(x, t)) = 0. It means that lim x→−∞ ∂ x ϕ(x, t) − ϕ(x, t) = 0. The right boundary condition follows from the fact that, in the limit x → ∞, equation (10) 
= 0 having a constant solution and so lim x→+∞ ∂ x ϕ(x, t) = 0.
7.1. Numerical benchmark to a traveling wave solution. We test the accuracy of the implicit scheme described above, using the traveling wave analytical solution as described in Section 6 for the German DAX 30 Index and for ε = 0, r = 0. We consider the time horizon T = 10 and the computational domain [x L , 4, 4] . In order to compute the semi-analytical traveling wave solution ϕ(x, t), we choose the limiting values v − = 0.3, v + = 1.5. We solve equation (29) by means of the Merson method (Runge-Kutta method of the 4th order) over the interval [x L , x R + cT ]. In the numerical scheme we use Dirichlet boundary conditions on both ends, with values taken from the semi-analytical traveling wave solution. For clarification, we compute the function α(ϕ) numerically using the Matlab function quadprog, with a very fine discretization (of the order 10 −5 ) of the considered domain of ϕ, and so we consider it exact enough to substitute the exact analytical solution. Having computed α(ϕ), we proceed with solution of the quasi-linear PDE (10) by means of the iterative implicit finite volume numerical scheme. As the stopping criterion for the microiterates we choose the L ∞ norm of the difference of two consecutive iterates to be less than tolerance tol = 10 −9 . We solve equation (29) using the embedded Matlab function ode45 with relative tolerance set to 10 −8 .
Tab. 2 indicates that the scheme is empirically of the first order accurate in the L ∞ ((0, T ) : L 2 ) and L 2 ((0, T ) : 
Application to portfolio optimization
In this section we present an example in which our goal is to optimize a portfolio consisting of n = 30 assets of the German DAX 30 Index. The regular contribution to the portfolio is set to ε = 1 and r = 0. We consider the utility function of the form
where we set the coefficient of absolute risk aversion a = 9. Notice that the constant absolute risk aversion (CARA) utility function (39) corresponds to the constant relative risk aversion (CRRA) function U(y) = − 1 a−1 y −a+1 when expressed in the variable y = e x . We consider the finite time horizon T = 10. Our guess about the minimal and maximal possible values of y is y L = 0.01 and y R = 10, respectively, so we consider x ∈ [x L , x R ] where x L = ln y L , x R = ln y R . Discretization steps were chosen as h = 0.1 and k = 0.1h 2 . Concerning boundary conditions, we use the Robin b.c. with d = 1 on the left boundary and the Neumann b.c on the right boundary. Fig. 4 shows that there are only a few relevant assets out of the set of thirty assets entering the Index. Tab. 4 summarizes historical average returns and covariance matrix for these assets. The figure reveals the highest portion of Merck stocks for the early period of saving and for low account values y. It is indeed reasonable to invest in an asset with the highest expected return, although with the highest volatility, when the account value is low, in early times of saving. Evident fast decrement of the Merck weight can be observed for increasing account value. Fresenius Medical has the lowest volatility out of the considered five assets (and third lowest out of all thirty assets) and third best mean return, which is reflected in its major representation in the portfolio. In Section 4.2 we showed that the sets of active indices can be identified directly from the function α (ϕ). Moreover, based on Proposition 5.2, there is an upper bound on investor's coefficient of absolute risk aversion a(x, t) given by ϕ + − 1. When the utility function is given as in (39), we have ϕ + = a + 1 = 10 and so ϕ(x, t) ≤ 10 for all x and t. Hence, only the interval [0, ϕ + ] gives relevant information for the investor. Knowing the sets of active indices computed for ϕ ∈ [0, ϕ + ], the investor knows the set ϕ∈(0,ϕ + ] {i |θ i (ϕ) > 0}, i.e. the set of assets which will be entering the optimal portfolio with a nonzero weight. To identify the set {i |θ i (ϕ) > 0} on a particular interval, it is enough to calculate the optimal θ(ϕ) in one single point from the given interval.
Conclusions
We proposed and analyzed a method of the Riccati transformation for solving a class of Hamilton-Jacobi-Bellman equations arising from a problem of optimal portfolio construction. We derived a quasi-linear backward parabolic equation for the coefficient of relative risk aversion corresponding to the value function -a solution to the original HJB equation. Using Schauder's theory we showed existence and uniqueness of classical Hölder smooth solutions. We also derived useful qualitative properties of the value function of the auxiliary parametric quadratic programming problem after the transformation. A fully implicit iterative numerical scheme based on finite volume approximation has been proposed and numerically tested. We also provided a practical example of the German DAX 30 Index portfolio optimization.
