Speaker recognition is the process of automatically recognizing who is speaking on the basis of speaker specific characteristics included in the speech signal. These speaker specific characteristics are called features. Over the past decades, extensive research has been carried out on various possible speech signal features obtained from signal in time or frequency domain. The objective of this paper is to introduce two-dimensional information entropy as a new text-independent speaker recognition feature. Computations are performed in time domain with real numbers exclusively. Experimental results show that the two-dimensional information entropy is a speaker specific characteristic, useful for speaker recognition.
INTRODUCTION
Biometric recognition systems are increasingly being deployed as a means for the recognition of people [1] . One of the most widely used biometric modalities is human voice. Speaker recognition systems are technologies which are used to recognize person from his/her speech signal by exploiting speaker specific characteristics [2] .
Speaker specific characteristics are result of a combination of anatomical differences inherent in the vocal tract and the learned speaking habits of different individuals. In speaker recognition systems, all these speaker specific characteristics can be used to discriminate between speakers [3] . These speaker specific characteristics are called features. The most important characteristic of feature would be large between-speaker variability and small within-speaker variability [4] .
Speech signal is a complex time-varying signal which can be represented by many different features. There are different ways to categorize the features. From the viewpoint of their physical interpretation, we can divide them into: spectral features [5, 6] , phonetic features [7, 8] and prosodic features [9] .
Spectral features are computed from short frames of about 20-30 ms in duration. Within this interval, the speech signal is assumed to remain stationary. Spectral features represent the most common way to characterize the speech signal. Fourier analysis provides a usual way of analyzing the spectral properties of a given signal in the frequency domain. In speech analysis, the phase spectrum is usually neglected, since it is generally believed that it has little effect on the perception of speech [10] . The simplest way of analyzing spectral properties of a signal is by using filter banks. This approach to spectral feature extraction is so called subband filtering where subband outputs are considered directly as the features [11] . The most frequently used spectral features for speaker recognition are mel-frequency cepstral coefficients [12] , which are based on mel-scale filter banks. Linear prediction [13, 14] is an alternative spectrum estimation method.
Phonetic features depend on speech content [15] . In order to extract phonetic features it is necessary to perform segmentation of the speech signal into phonemes. Some broad phonetic classes are more speaker specific than others. For example, using only vowels it is possible to obtain a very high recognition rate [16] .
Prosodic features are related to non-segmental aspects of speech. They reflect differences in speaking style, language background, sentence type and emotions [17] . The most important prosodic parameter is the fundamental frequency [18] . Other prosodic features for speaker recognition include speaking rate, pause statistics and intonation patterns [19] .
Depending on the algorithm used, the process of speaker recognition can be categorized as text-dependent and text-independent. Text-independent recognition is the much more challenging of the two tasks, since in text-independent systems there are no constraints on the words which the speakers are allowed to use.
In general, phonetic variability represents an adverse factor to accuracy in text-independent speaker recognition. Another adverse factor in text-independent speaker recognition is modeling the different levels of prosodic information (instantaneous, long-term) to capture speaker specific differences [19] . Beside those, adverse factors in speaker recognition include: differences in recording and transmission conditions, influence of noise environment [20] , effect of the orthodontic appliances on spectral properties [21] , etc.
Speaker recognition process is realized in several steps. The first step is speech signal capture by microphone. The second step assumes extraction of speech segments by removing the silence from the captured speech signal. This step is performed by voice activity detector. The next step is the choice of features that will represent the speech signal. The step which follows is the feature extraction process aiming to compute discriminative speech features suitable for speaker recognition. Furthermore, speaker recognition follows a standard procedure which includes two different tasks: speaker identification and speaker verification. In the speaker identification task, an unknown speaker feature is compared against a database of known speakers, and the best matching speaker is identified. An identity claim is given to the speaker verification task, and the speaker's voice sample is compared against the claimed speaker's voice template. If the similarity degree between the voice sample and the template exceeds a predefined decision threshold, the speaker is recognized, and otherwise rejected [19] .
State-of-the-art speaker recognition systems use a number of features in parallel, attempting to cover these different aspects and employing them in a complementary way to achieve more accurate recognition [22] .
Information entropy can be useful feature for speaker recognition. In information theory, entropy is defined as a measure of the randomness (uncertainty, information content) of a process. The calculation of the entropy of speech is complex as speech signals simultaneously carry various forms of information: phonemes, topic, intonation signals, accent, speaker voice and speaker stylistics. One can consider the entropy of speech signal at several levels: the entropy of words contained in a sequence of speech, the entropy of intonation and the entropy of speech signal features [23] .
Information entropy has already been used for speaker recognition. Empirical entropy was proposed in [24] , while approximated cross entropy was analyzed in [25] .
In this paper, we propose and analyze so-called twodimensional information entropy as a new feature domain for text-independent speaker recognition. Algorithm for extraction of two-dimensional information entropy from speech signal is described. Experimental results show that the proposed feature domain can be useful to discriminate between speakers.
Speech is made up of about 40 basic acoustic symbols, known as phonemes, which are used to construct words, sentences etc. Speech is an information-rich signal that can be represented in frequency or time domain. All this information is conveyed primarily within the traditional telephone bandwidth of 4 kHz [23] .
As a speaker specific characteristic of speech signal we use its amplitude-time trajectory. In order to quantify the information content of speech signal in time domain, we define two-dimensional information entropy of amplitudetime trajectory.
Let us consider the analog speech signal s(t) presented in Fig. 1 . Maximum value of the signal is denoted with S max , while the minimum value is denoted with S min . One can notice local maximums and local minimums of the signal amplitude, ie the time points (. . . , t i−1 , t i , t i+1 , . . . ) where the first derivative of the signal is equal to zero.
Let us denote with t i−1 time point where the signal has local minimum, with t i subsequent time point where the signal has local maximum, and with t i+1 subsequent time point where the signal has local minimum. Furthermore, let us denote with ∆s i amplitude difference between local maximum at the time point t i and previous local minimum at the time point t i−1 . Let us denote with ∆t i time difference between the time point t i and the time point t i−1 . Similarly, we can define ∆s i+1 and ∆t i+1 as amplitude and time differences between time point t i+1 and previous time point t i .
Speech signal is sampled with sampling interval T s and quantized into q levels. Quantization step is ∆q = (S max − S min )/q . It should be noted that ∆s i = m∆q and ∆t i = nT s , where m, n are integers and m ≤ q .
We propose two-dimensional information entropy as a measure to quantify the randomness of ∆s i and ∆t i . The two-dimensional information entropy is actually made up of two marginal entropies: H(∆s i ) and H(∆t i ), assuming independence of the random variables ∆s i and ∆t i .
Firstly, we calculate histograms of discrete random variables ∆s i and ∆t i within certain time interval, which is called frame duration and denoted with t 0 . Secondly, we calculate information entropies H(∆s i ) and H(∆t i )
where I denotes number of intervals ∆t i within a frame, ie
It will be shown that the proposed two-dimensional information entropy is useful feature domain which represents speaker specific characteristic suitable for textindependent speaker recognition.
Description of experimental testbed Experimental testbed consists of voice activity detector, A/D converter and two-dimensional information entropy extractor, as shown in Fig. 2 . The function of the voice activity detector is to extract speech segments from the speech signal. A simple method [26] , based on two audio features (signal energy and spectral centroid), for extraction of speech segments by removing the silence is used in testbed.
Once the speech segments have been extracted, speech signal is sampled at f s = 1/T s = 8 kHz sampling rate with an 8-bits A/D convertor, ie each sample is quantized into one of q = 256 levels.
The most important step in the speaker recognition process is to extract features from the analyzed signal. In two-dimensional information entropy extractor, speech signal is windowed into frames and processed sequentially. Calculations are performed according to relations (1) and (2).
NUMERICAL RESULTS
Speech signal database is formed of six the most frequent speakers from Serbian parliament, three of them are males (denoted with M1, M2 and M3), while the remaining three are females (denoted with F1, F2 and F3). Duration of speech signal of any of them is shortly below 4 min.
Histograms of discrete random variables ∆s i and ∆t i are calculated for all six speakers. Using these histograms, information entropies H(∆s i ) and H(∆t i ) are calculated according to relations (1) and (2) . H(∆s i ) and H(∆t i ) represents coordinates in two-dimensional information entropy domain. Different frame durations for calculating histograms and information entropies H(∆s i ) and H(∆t i ) are considered: t 0 = 10 s, 20 s and 30 s.
Obtained results for each specific frame can be represented by point which is defined by ordered pair H(∆s i ), H(∆t i ) in two-dimensional information entropy domain. Numerical results in H(∆s i ), H(∆t i ) plane are presented in Fig. 3, subfigures (a), (b) and (c), for t 0 = 10 s, 20 s and 30 s, respectively. From this figure one can conclude that two-dimensional information entropy points, obtained for one speaker, are clustered. In other words, within-speaker variability from frame to frame is significantly smaller relative to betweenspeaker variability. Following the terminology from vector quantization (VQ) based approach [27, 28] , ordered pair H(∆s i ), H(∆t i ) is called speaker's feature vector and the speaker's model is formed by clustering the speaker's feature vectors. In VQ-based approach, the speakers' models are formed by clustering the K speakers' feature vectors in K non-overlapping clusters.
Coordinates of the centre of the cluster are calculated as
where N denotes number of the points in the cluster. For t 0 = 10 s is N ∼ = 20 , for t 0 = 20 s is N ∼ = 10 , while for t 0 = 30 s is N ∼ = 6 . According to terminology from [27, 28] , each cluster is represented by a code vector which is the centroid (average vector) of the cluster. VQ model, also known as centroid model, is one of the simplest textindependent speaker models. Radius of each cluster, presented in Fig. 3 , is calculated as standard deviation of distances between points and the centre of the cluster Fig. 3(a) , obtained for frame duration 10 s, one can see that clusters are overlapping. Gaussian Mixture Model (GMM) can be considered as an extension of the VQ model, in which the clusters are overlapping [29] . GMM is composed of a finite mixture of multivariate Gaussian components. Hence, a feature vector is not assigned to the nearest cluster as in VQ model, but it has a nonzero probability of originating from each cluster. From Fig. 3 , one can see that standard deviation of two-dimensional information entropy of a speaker is reduced as the frame duration is increased. In addition, standard deviation of two-dimensional information entropy is higher for females than for males.
Although the frame duration of 10-30 s seems to be long, it is comparable with actual systems. Recently, it was announced that Barclays Wealth was to use speaker recognition to verify the identity of telephone customers within 30 seconds of normal conversation [30].
CONCLUSION
Two-dimensional information entropy is useful feature domain for text-independent speaker recognition. Although the validation is performed using small dataset, obtained results clearly show that this feature can be used to discriminate between speakers. Two-dimensional information entropy is very accurate in gender identification. The most significant factor affecting automatic speaker recognition performance is variability of signal characteristics from trial to trial, ie between-trial variability. Variations arise from the speaker him/herself, from differences in recording and transmission conditions, and from different noise environment. These topics are subject of further researches.
