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The biological membrane is necessary for maintaining cellular identity, yet must also allow for interaction with
the extracellular environment in order to respond to stimuli. Proteins that are directly embedded in the
membrane or that interact more peripherally are responsible for these extracellular signaling events, which lie
at the heart of cell communication. The first major goal of this work was to interrogate the peripheral
interaction of cytochrome c and the mitochondrial lipid cardiolipin at atomic resolution using solution
nuclear magnetic resonance (NMR) techniques; this interaction is key to promoting apoptosis. After
demonstrating that the protein was correctly folded in the reverse micelle solution used as a membrane
mimetic, cardiolipin was introduced to confirm two previously predicted sites of interaction as well as to
identify and propose a novel third site. Next, NMR-derived methyl side chain order parameters have been
shown to be important in the thermodynamics of intermolecular interactions. Molecular simulation has
become routine in investigations of protein dynamics with atomic-level information, yet their accuracy in
replicating experimental dynamics measurements is unknown. Using a variety of standard “force-fields”, it
becomes apparent that both common implementations perform comparably, yet outside of the model
ubiquitin system, much progress remains in this area. Simulations were then used to interrogate the role of
backbone motions in protein thermodynamics. Finally, though we now know much about the role of methyl
dynamics in protein conformational entropy, this view has been attained solely with soluble protein systems;
the dynamic behavior of membrane proteins remains to be elucidated. Utilizing a newly designed labeling
technique for producing deuterated, appropriately methyl-labeled samples, we collected the first quantitative
side chain dynamics experiments on several large, integral membrane protein systems. These experiments
revealed that membrane proteins apparently contain massive wells of residual conformational entropy,
manifested in the extremely dynamic average behavior of the side chain methyl groups. This extraordinary
average behavior is the result of the emergence of a previously unobserved “hyper-dynamic” band of methyl
groups that explore extensive amounts of rotameric space. In contrast, a series of structural waters and buried
polar residues are very rigid by simulation and appear necessary for maintaining a single tertiary structure.
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ABSTRACT 
 
STRUCTURE, FUNCTION & DYNAMICS AT THE MEMBRANE 
 
Evan S. O’Brien 
 
A. Joshua Wand, Ph.D.  
 
 
 The biological membrane is necessary for maintaining cellular identity, yet must 
also allow for interaction with the extracellular environment in order to respond to 
stimuli. Proteins that are directly embedded in the membrane or that interact more 
peripherally are responsible for these extracellular signaling events, which lie at the heart 
of cell communication. The first major goal of this work was to interrogate the peripheral 
interaction of cytochrome c and the mitochondrial lipid cardiolipin at atomic resolution 
using solution nuclear magnetic resonance (NMR) techniques; this interaction is key to 
promoting apoptosis. After demonstrating that the protein was correctly folded in the 
reverse micelle solution used as a membrane mimetic, cardiolipin was introduced to 
confirm two previously predicted sites of interaction as well as to identify and propose a 
novel third site. Next, NMR-derived methyl side chain order parameters have been shown 
to be important in the thermodynamics of intermolecular interactions. Molecular 
simulation has become routine in investigations of protein dynamics with atomic-level 
information, yet their accuracy in replicating experimental dynamics measurements is 
unknown. Using a variety of standard “force-fields”, it becomes apparent that both 
common implementations perform comparably, yet outside of the model ubiquitin 
system, much progress remains in this area. Simulations were then used to interrogate the 
role of backbone motions in protein thermodynamics. Finally, though we now know 
much about the role of methyl dynamics in protein conformational entropy, this view has 
been attained solely with soluble protein systems; the dynamic behavior of membrane 
proteins remains to be elucidated. Utilizing a newly designed labeling technique for 
producing deuterated, appropriately methyl-labeled samples, we collected the first 
quantitative side chain dynamics experiments on several large, integral membrane protein 
systems. These experiments revealed that membrane proteins apparently contain massive 
wells of residual conformational entropy, manifested in the extremely dynamic average 
behavior of the side chain methyl groups. This extraordinary average behavior is the 
result of the emergence of a previously unobserved “hyper-dynamic” band of methyl 
groups that explore extensive amounts of rotameric space. In contrast, a series of 
structural waters and buried polar residues are very rigid by simulation and appear 
necessary for maintaining a single tertiary structure.  
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Chapter 1 
 
Introduction 
 
 
1.1 Proteins 
 
 Proteins are responsible for nearly all of the complex chemistry accomplished in 
living organisms; they are capable of this versatility by way of their massive potential for 
variety. They display extensive variation in character (the chemical diversity of the 20 
common building blocks), sequence (the ordering of the building blocks), structure (the 
averaged 3D spatial relationship of the protein sequence), and dynamics (the motions of 
each building block in the final structural ensemble) (Fig. 1.1). This versatility and 
adaptability (via evolution) has allowed proteins to function in cells as chemical catalysts, 
functional motors, scaffolds, intercellular transport, and intra/intercellular 
communication. Different evolved protein sequences code for different protein structures; 
in essence, the final structure and dynamics, indeed the full energy landscape, are 
“encoded” in the protein sequence.1 As every protein begins as a “string” of unfolded 
amino acids in solution, they have adapted relatively fast and efficient mechanisms of 
reaching their final “folded” state(s). Proteins accomplish this feat through a series of 
discrete intermediates, largely composed of local regions of native secondary structural 
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elements,2 though given the complex nature of protein energetics, each intermediate is 
necessarily composed of large numbers of excursions outside of local topologies. Each 
intermediate structure can then serve as a catalyst for efficient incorporation of other 
structural elements until the final fold is achieved.  
 Once proteins have reached their final “native state”, they can begin their 
functioning lives. In addition to all of the above complexities of proteins, one of the most 
important for the development of higher organisms is increasingly intricate regulation of 
their functions. Regulation of function by means of intercellular signaling is particularly 
important from a biological stand point as a means of quick and efficient response to 
external stimuli; this property makes signaling proteins especially susceptible to mutation 
in cancers as well as useful targets for pharmaceuticals. Proteins can have their functions 
leucine (L) lysine (K)
+
H2O
LK+ISTYQRLAAS...
Building Blocks Sequence
StructureDynamics
Figure 1.1. Proteins are complex macromolecules. They are composed of a linear string of the 
20 amino acid building blocks termed the protein sequence. Each protein has a unique 
sequence that contains all of the information necessary to fold into its unique 3-dimensional 
structure. Also encoded in the sequence is the free energy landscape of each protein; many 
portions of proteins have the ability to extensively move around in solution at room 
temperature, and these dynamics can be very functionally important.  
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modulated by either covalent or non-covalent interactions with other chemical groups. 
Covalent modifications to amino acid side chains, such as phosphorylation and 
acetylation, can have dramatic impacts on protein structure, dynamics, and function. Just 
as important are the non-covalent interactions that proteins make with everything from 
water to salts to ligands, substrates, and other protein interaction partners. These 
interactions with partner molecules can have drastic impacts on protein function, 
sometimes imparting large-scale rearrangements at the opposite ends (> 40 Å away). This 
phenomenon of allostery is fundamental to complex signaling events and will be 
explored further in the introduction, and is at the heart of most of the work presented 
herein. Governing all changes in protein structure, dynamics and subsequent functional 
changes are the fundamental laws of statistical thermodynamics.  
1.1.1  Interplay of structure, dynamics, and thermodynamics 
 X-ray crystallographic studies of proteins and protein complexes have largely 
enforced a structural viewpoint of protein function. Such studies have been instrumental 
in elucidating the global folds of proteins, determining intra- and inter-residue interaction 
propensities, and conducting atomic-resolved interrogations of protein interactions. 
However, crystal structures only give one static piece of the puzzle, ideally the most 
energetically favorable one. It is now known, largely through NMR relaxation based 
experiments, that proteins undergo extensive exploration of conformational space beyond 
the single structures observed in crystals. In order to more fully explore and sample how 
proteins move in solution, so-called “molecular dynamics” (MD) simulations have been 
developed to emulate dynamic protein fluctuations in silico. These simulations have 
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taken a relatively simple approach centered on calculating the net force on each atom in a 
protein system at discrete time steps and applying Newton’s laws to subsequently move 
atomic coordinates accordingly for the next time step. These forces are calculated using 
empirically optimized coefficients for equilibrium bond lengths, torsion angles, dihedral 
angles, and improper angles using familiar spring-like potentials, in addition to longer-
range non-bonded interactions determined largely by charge-charge interactions. Several 
different “force-fields” exist for the purpose of observing protein motions in solution. 
While it is clear that much can be learned from Newtonian physical models of protein 
dynamics, it remains to be determined exactly how accurate such simulations are at 
recapitulating realistic protein fluctuations. Force fields are continually being modified to 
better recapitulate various experimental observables, though the limitations of Newtonian 
models may lead to fundamental limitations in accuracy due to the abundance of quantum 
mechanical interactions that are insufficiently modeled (e.g. hydrogen bonding).3 
 At a more macroscopic level, protein motions can be thought of instead as an 
ensemble of different structures, the populations of which are determined by the energy 
differences between them, and the rates at which they interconvert determined by the 
relevant energy barrier between them. Thus, many relevant features of protein energetics 
and function are best thought of in the context of the Gibbs free energy (G): 
G U PV TS= + − 	 	 	 	 	 	    (1.1) 
where U is the total internal system energy, S is the entropy, and P, V, ant T are pressure, 
volume, and temperature, respectively. Using the definition of the system enthalpy (H), 
H U PV= + 	 	 	 	 	 	 	 	 	 	 (1.2)	
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as the internal energy plus the amount of “pressure-volume work” (PV) needed for the 
system, we can redefine the Gibbs free energy with the classic equation  
G H TS= − 	          (1.3)	
Entropy can then be defined as a function of the total number and population of states 
from Boltzmann as follows 
lnB i iS k p p= ∑ 	 	 	 	 	 	 	 	 	 (1.4)	
where kB is Boltzmann’s constant and pi is the probability of any given state within the 
system. Experimentally, it is often easiest to calculate changes in thermodynamic 
parameters upon some change in state rather than absolute values. For instance, changes 
upon protein folding or unfolding, introduction of binding partner, or experimental 
conditions are common perturbations used to better understand protein function and 
thermodynamics. Thus, the more useful definition of the change in Gibbs free energy 
(ΔG) is widely applicable in protein thermodynamics: 
G H T SΔ = Δ − Δ 	 	 	 	 	 	 	 	 	 (1.5) 
where ΔH is the change in enthalpy and ΔS is the change in entropy. Using its inherent 
relationship with the equilibrium constant between any two states of a system, Keq, we 
can then use changes in Gibbs free energy to directly calculate the relative populations of 
those states by 
ln eqG RT KΔ = − 	 	 	 	 	 	 	 	  (1.6) 
where R is the gas constant. Rearranging gives the exponential relationship between the 
equilibrium constant and the change in Gibbs free energy  
/G RT
eqK e−Δ= 	 	 	 	 	 	 	 	 	 	 (1.7) 
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For two states of a protein, for instance the fully folded state A and a partially unfolded 
state B, separated by a Gibbs energy difference ΔGAB, the equilibrium constant can be 
defined as pB/pA where pB and pA are the populations of state B and A, respectively. 
Accordingly, the populations of the two states are related to the energy difference as  
/ABA G RT
B
p e
p
−Δ= 	 	 	 	 	 	 	 	 	 	 (1.8) 
Similarly, for the interaction of a protein P with its ligand L, where the unbound protein 
(P) has some energy difference from the bound protein (PL) of ΔGP-PL, the population of 
the free (pP) protein, free ligand (pL) and bound complex (pPL), the equilibrium 
dissociation constant kD can be defined as  
L P
D
PL
p p k
p
⋅
= 	 	 	 	 	 	 	 	 	 	 (1.9) 
Similar to the standard relationship between free energy and equilibrium constants 
defined previously (Eq. 1.6), we can define a similar expression here for kD: 
DlnkG RTΔ = 		 	 	 	 	 	 	 	 	 (1.10) 
Finally, in addition to the more common thermodynamic terms discussed already (G, H, 
S, U), intrinsic heat capacity (Cp) is often a very useful parameter particularly in its 
various relationships with other state variables (subscript p indicates that pressure is 
assumed to be constant for these definitions). Most intuitively, heat capacity can be 
interpreted as how much the enthalpy (heat) of a system changes with changes in 
temperature: 
p
HC
T
∂
=
∂ 	 	 	 	 	 	 	 	 	 	 (1.11) 
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Or, conversely, how much heat must be put into a system to change its temperature. For 
instance, water has a very high heat capacity, as a large amount of energy much be put 
into the system to bring it to high temperatures, unlike oils and alcohols, which typically 
require far less heat to change their temperature. In addition to its relationship with 
enthalpy, heat capacity can be described in terms of the temperature dependence of 
entropy as follows, 
p
p
SC T
T
∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠ 	 	 	 	 	 	 	 	 	 (1.12)	
1.1.2 Allostery 
 Proteins are not simply static objects, randomly diffusing throughout cells 
performing a single dedicated function. Rather, the many proteins have the ability to 
respond to some sort of signal and modulate their biological activity accordingly. Kinases 
commonly await an external phosphorylation event before their own activity as a 
phosphoryl-transferase is revealed. Transcription factor proteins bind to specific genes of 
interest only upon some external signal tells them to do so. Proteins embedded in the cell 
membrane are extraordinarily important for sensing extracellular signaling molecules and 
transmitting that signal to the cell interior (cytosol). The binding of some regulatory 
molecule at a distal site on a protein often promotes changes in activity at a separate 
active site, a phenomenon called allostery. Many interrogations of allosteric mechanisms 
often center around questions of whether binding of allosteric regulators results in 
conformational changes transmitted to the active site (termed induced fit) or whether such 
conformations already exist at low levels and are selectively bound by regulator (termed 
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conformational selection); such questions are likely to largely be determined by simple 
interaction kinetics.4 Internal protein motions are responsible for both mechanisms of 
allosteric regulation. Regardless, binding of modulators at specific allosteric sites on 
proteins result in structural and/or dynamic changes at the active site that cause specific 
changes in function. Classically, changes in function are thought to arise by changes in 
structure, as originally shown for hemoglobin structural changes upon oxygen binding.5 
However, modern views of allostery are driven by the knowledge that structural and 
dynamic changes are often tied together to determine changes in function, and it has long 
been speculated that changes in dynamics can be solely responsible for allosteric 
modulation.6 Changes in global or local structure and/or global or local dynamics are of 
course determined by the thermodynamic relationships described previously for proteins, 
descriptions of which can be used to quantitatively describe and predict allostery.7 
Membrane proteins are extremely important allosteric systems in that they are essential 
for cell signaling responses, and, accordingly, must pass signals over great distances; they 
will be described further below.  
 
1.2 Membrane Proteins 
 Cell membranes provide a necessary boundary, separating “cell” from “not cell”. 
Membranes are principally composed of phospholipids, which contain an extended 
polycarbon lipid chain attached to a polar, charged head group (Fig. 1.2a). Lipid bilayers 
are then composed of a tail-to-tail arrangement of phospholipids with the charged head 
groups exposed to solution on either end, defining the extracellular and cytosolic sides of 
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the membrane (Fig. 1.2c). Different types of phospholipids have very different physical 
properties, which can be important for promoting complex membrane behavior. Head 
groups can be neutral, positive, or negatively charged, and even contain sugar molecules. 
Lipid tails can range in length, saturation, and number of chains (Fig. 1.2a). Different 
types of lipids can promote different physical properties in membranes themselves, as 
well as promote differential interactions with other membrane components, such as 
membrane proteins.  
  Typical globular soluble proteins largely elect to bury nonpolar (aromatic and 
aliphatic) side chains within the core of the protein; release of water from the burial of 
these types of residues is a major energetic driving force for protein folding.8 This leaves 
largely charged and polar amino acids exposed to water on the surface of the protein. 
Proteins that are embedded into the cell membrane have a very different arrangement of 
amino acid composition. So-called “transmembrane” regions of proteins must expose 
nonpolar amino acid side chains on their surface to avoid unfavorable charge-lipid tail 
interactions. Polar and charged residues are then typically exposed at the extracellular 
and cytosolic faces of the protein, and in some cases they are found buried in the protein 
core. Proteins that have such transmembrane regions make up ~20-30% of protein coding 
regions in most organisms,9 yet they only occupy a small fraction of structures deposited 
in the Protein Data Bank (PDB).10 Also, due to their unique location as cellular 
gatekeepers, they are overrepresented as drug targets, with more than 50% of modern 
drugs targeting membrane proteins.11 Clearly, much remains to be learned about this 
abundant and important class of proteins.  
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1.2.1  Classes  
 Proteins can interact with cell membranes in a variety of manners (Fig. 1.2c). 
Some are peripheral membrane proteins, which are generally soluble proteins that 
contain a region that interacts with a particular phospholipid, effectively increasing their 
propensity to be found in close proximity to the membrane. Cytochrome c (cyt c), for 
instance, spends much of its time interacting with the membrane, either with its two 
membrane protein binding partners or with negatively-charged phospholipids, 
particularly cardiolipin (CL), even though it is highly soluble in aqueous solution (Fig. 
1.2c). Conversely, otherwise soluble proteins can have lipids covalently attached to 
particular side chains, allowing for direct “tethering” to the lipid bilayer (Fig. 1.2c). The 
myristoylated protein recoverin responds to increased intracellular Ca2+ by revealing to 
solution its normally buried lipid tag, dramatically increasing its propensity to engage the 
cell membrane.12 Some membrane-associated proteins are tethered through hydrophobic 
interactions with one side of the membrane, either through loops or amphiphilic helices. 
The above are examples of proteins that have a propensity to interact with the membrane, 
but not a necessity.  
 Integral membrane proteins contain at least part of their amino acid sequence that 
is sequestered within the membrane itself. This can be through a single transmembrane α-
helix connecting two otherwise soluble domains (e.g. receptor tyrosine kinases), multiple 
transmembrane helices coming together to form a tertiary integral membrane protein (e.g. 
GPCRs and ion channels), or large hydrophobic β-strand assemblies referred to as β-
barrels (Fig. 1.2c). Similar to soluble proteins, integral membrane proteins have a wide  
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Figure 1.2. The lipid bilayer and its inhabitants. a) Lipids have a large amount of variety, in 
both their head group (small or large, positive or negative or neutral, chemical composition) 
and lipid tail (length, number of chains, saturated or unsaturated). b) Detergent micelles have 
emerged as a tool for studying membrane proteins; they have a comparable degree of 
complexity in head group and lipid tail. Micelles are roughly spherical particles that expose 
polar head groups to solution and bury their lipid tail groups. c) Alternatively, lipid bilayers 
are composed of the longer-chain lipid molecules and form large extended sheets with two 
layers, each exposing their polar head group to different sides of the bilayer and burying the 
lipid tails. Membrane proteins can embed in the membrane in a variety of manners. From left 
to right, 1) peripheral MPs associate with lipid head groups, 2) tethered MPs have a covalently 
attached lipid anchor that inserts into one leaflet of the bilayer, 3) single-pass MPs have a 
single transmembrane helix that spans both leaflets and have variable soluble domains on 
either side, 4) integral MPs embed themselves across the whole lipid bilayer and can 
potentially interact with molecules on both the interior and exterior of the cell, and some 
membrane proteins can be used to selectively transport small molecules through the 
membrane (5).    
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variety of mechanisms of achieving functional outcomes. They can be regulated by an 
assortment of physiological signals such as light, force, pH, ions, membrane components, 
and small molecules. Certain classes of channel proteins for instance only open and allow 
for flow of ions upon activation by ligand binding (e.g. glutamate binding to ionotropic 
glutamate receptors), and are otherwise closed.13 Similarly, specific ion channels 
modulate their structure and activity in response to changes in the voltage across the 
membrane (voltage-gated ion channels), allowing for rapid responses to changes in ion 
concentration in neuronal signaling.14 Channel and transport proteins of all kinds are 
responsible for obtaining nutrients for cells (e.g. glucose transporters) that would 
otherwise be impermeable to the membrane (Fig. 1.2c). Flip- and floppases are catalysts 
for the transport of a lipid molecule from one membrane leaflet to the other in order to 
change membrane properties.15 Changes in the ternary structure of membrane proteins 
can also have important physiological consequences; ligand binding by extracellular 
domains of receptor tyrosine kinases causes a dimerization event and activation of the 
intracellular kinase domains, promoting cell signaling events.16 Glucose is converted to 
cellular energy in the form of adenosine triphosphate (ATP) by a large series of integral 
membrane protein complexes called the electron transport chain; some members of this 
chain are only stable in the presence of the mitochondrial lipid cardiolipin, and the whole 
process is facilitated by the membrane-associated cyt c protein described previously.17 
Finally, GPCRs (discussed in further detail below) are essential in responding to all kinds 
of cell signals, making them perhaps the most sought after drug targets in the human 
proteome. Even though membrane proteins carry out a massive array of complex and 
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crucial functions for cell maintenance and communication, experimental difficulties have 
led to large gaps in our knowledge of how those functions are carried out. 
1.2.2  Biochemical interrogations 
 There are many reasons for the relatively few structural and biochemical 
investigations of membrane proteins. In order to obtain purified, stable membrane protein 
samples for any such studies, many additional steps need to be optimized relative to 
soluble protein purifications. First, membrane proteins must be properly extracted from 
the membrane of the expression organism, or they must be able to fully and correctly 
refold after purification in an unfolded state. This extraction step largely involves the use 
of fairly harsh detergent molecules, and often must be optimized for each specific protein 
target. To maintain stability in solution techniques, an appropriate membrane mimetic 
must be used. Commonly, detergent micelles are used as a relatively simple method to 
keep membrane proteins soluble in aqueous solution (Fig. 1.2b). Micelles are composed 
of short-chain detergent molecules with the carbon chains towards the interior of the 
roughly spherical micelle particles, with their charged or polar head groups exposed to 
aqueous solution (Fig. 1.2b). The hydrophobic portions of transmembrane domains are 
then able to selectively interact with lipid tails. Many different properties of micelles can 
have drastic effects on their ability to stabilize membrane proteins; detergent tail length 
or character, head group charge or chemistry, and how these combine to modify bulk 
properties of the resulting micelles (e.g. the critical micelle concentration [c.m.c.], and 
micelle size) can all impact the behavior of the final sample. Micelles can be an easy 
method of maintaining properly folded and stable samples, but must be extensively 
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validated by structural and/or biochemical activity assays relative to activity or structure 
in the biological membrane in order to be sure the resulting samples properly recapitulate 
biologically relevant behaviors.  
 Due to the potentially non-native effects induced by micelles, it is sometimes 
preferable to incorporate the membrane protein system into a true lipid bilayer. Until 
recently, the most common method of generating relatively small bilayers in solution was 
to use bicelles. Bicelles are composed of small “patches” of lipid bilayer, solubilized in 
solution by short-chain detergents surrounding the edges of the bilayers. Bicelles are 
potentially advantageous as they can be tuned to the needed purpose – bilayer properties 
can be directly selected for by changing the lipid(s) used, and size of the resulting 
particles can be easily modulated by changing the ratio of short-chain detergents to long-
chain lipids. Older methods of generating bicelles often resulted in unfolded protein 
samples due to the harshness of the methodology, but newer processes are fast, easy, and 
relatively gentle on the target membrane protein.18 Similar to bicelles, nanodiscs are a 
more recent lipid system that results in small to medium sized, monodisperse, soluble 
particles.19-21 Discs are also composed of patches of lipid bilayer, but rather than being 
solubilized by short-chain detergents, they are solubilized in solution by amphiphilic 
helix proteins derived from apolipoprotein-A1, with their hydrophilic residues towards 
solution and hydrophobic residues interacting with lipid molecules. Also like their bicelle 
counterparts, different sized nanodisc particles can be produced by using different protein 
constructs for the solubilizing component; deleting select helices in the disc sequence 
results in smaller length chains, and correspondingly smaller radius particles.20-21  
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 Reverse micelle particles have been used as a mechanism to directly improve the 
molecular reorientation properties of proteins in solution for nuclear magnetic resonance 
(NMR) spectroscopy (discussed further below).22-23 Primarily used for soluble protein 
systems, reverse micelles incorporate short-chain detergent molecules into a bulk alkane 
phase. Into this, concentrated protein in aqueous solution is introduced, causing the polar 
head groups of the detergents to interact with aqueous phase with detergent tails exposed 
to bulk alkane. Membrane anchored proteins such as myristoylated HIV matrix protein or 
recoverin expose their lipid anchors to the lipid tail/bulk alkane phase to maintain 
stability and solubility of the resulting particles.24 Integral membrane proteins can also be 
incorporated into reverse micelles, resulting into so-called “shower-cap” particles, 
demonstrated for the ion channel KcsA.25-26 Reverse micelles can also be used to study 
lipid-protein interactions for peripherally membrane interacting soluble proteins, as 
discussed further in Chapter 2.  
 When deciding what membrane mimetic is appropriate for studies of membrane 
protein systems, all of the above benefits and detriments must be taken into account. 
When using techniques such as NMR, the overall size of the resulting particle must 
always be taken into account. Chemical compatibility with the protein target is also of 
interest – specific lipid head groups can modify the activity of proteins. Often, extensive 
trials must be conducted with different detergents, different bicelle or nanodisc lipid 
mixtures, and different final protein concentrations. When size is not an issue, simple 
large lipid vesicles can be used for studies such as biological assays (in particular cases). 
Model systems, with a large degree of structural stability, can be very versatile in their 
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final solubilizing conditions, while other less stable systems will require much more 
extensive searches for proper conditions, some of which may require a bilayer with select 
lipids for native function.27 
1.2.3  G-protein coupled receptors  
 As discussed previously, membrane proteins respond to an impressively wide 
array of extracellular signaling events. Nowhere is this diversity more apparent than in 
the large class of receptors known as G-protein coupled receptors (GPCRs). GPCRs are 
composed of 7 transmembrane (TM) helices separated by loops of various size and 
composition, and extracellular N-terminal and intracellular C-terminal domains (Fig. 
1.3). There are approximately 800 GPCRs coded in the human genome, making them the 
largest class of membrane protein receptors.28 Additionally, 30-40% of modern drugs are 
targeted against GPCRs, demonstrating that they are highly sought after candidates for 
pharmaceutical intervention.29 This large family of proteins has been clustered into 
different classes. Class A is the largest with ~650 members which share sequence 
homology with rhodopsin-like GPCRs. Slightly more than half of these receptors are 
involved in olfactory response (vision, taste, smell), while the rest respond to endogenous 
small molecule ligands; ~150 of Class A receptors have unknown function or ligands, 
making them orphan receptors. There are 15 Class B receptors that respond to peptide 
ligands and have a large extracellular domain involved in peptide recognition.30 The 22 
Class C receptors respond to glutamate and pheromone ligands.31 Receptors in different 
classes generally have no sequence homology to each other, but all retain the 7TM helix 
structure and downstream signaling properties. 
	17 
 GPCRs respond to many different extracellular stimuli. Rhodopsin-type receptors 
have a covalently attached retinal cofactor that acts as its ligand. Upon absorption of the 
appropriate wavelength photon, the retinal switches cis/trans configuration, causing 
changes in the protein structure that are propagated to the intracellular face, activating its 
bound G-protein partner. Non-covalent, diffusible ligands activate most GPCRs. These 
molecules range from ions to amino acids to growth hormone peptides to whole proteins. 
GPCRs are key regulatory proteins for immune response and inflammation; chemokine 
receptors respond to immune system ligands and histamine receptors mediate 
inflammation response pathways.32 They play a major role in cognition by responding to 
many neurotransmitters including serotonin, dopamine, glutamate, and γ-aminobutyric 
Figure 1.3. GPCR topology. GPCRs are characterized by their 7-transmembrane helix 
scaffold (denoted above as orange cylinders) with highly variable extracellular N-termini and 
intracellular C-termini. There are 3 intracellular loops (ICLs) and 3 extracellular loops (ECLs) 
separating the transmembrane helices; these can also range from short 4 residue turns to 
extended structures. Activation of GPCRs proceeds via ligand (L) binding in the orthosteric 
site causing rearrangements of the intracellular side of TM6 (shaded).  
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acid (GABA). Numerous other physiological functions are modulated by GPCR signaling 
pathways.  
 GPCRs are so-named due to their ability to signal through intracellular G-
proteins. While there are a large number of GPCRs that respond to a wide array of 
signals, the partner G-proteins are much less diverse. There are only 4 main classes of so-
called heterotrimeric G-proteins, the main coupling partners for GPCRs; the diversity of 
extracellular signaling is unified into a consistent intracellular signaling response.33 
Heterotrimeric G-proteins are composed of 3 subunits, called α, β and γ; Gα subunits 
retain the nucleotide binding site and the intrinsic GTPase activity. Upon activation by 
extracellular ligand, the 6th transmembrane helix (TM6) swings ~10-20 Å outwards 
exposing the G-protein binding interface.33-36 The activated GPCR then facilitates the 
exchange of GDP for GTP in the nucleotide bound G-protein complex.33 GTP-bound Gα 
then dissociates from the complex (leaving Gβγ) and promotes a wide array of 
intracellular signaling events, including activating ion channels, inhibiting or activating 
adenylyl cyclase (inhibiting or activating cyclic AMP formation), and activation of 
phosphodiesterase (inhibiting cyclic AMP formation).33 The free Gβγ complex can cause 
its own downstream signaling events.33 GTP-bound G-protein promotes its respective 
signaling response until the intrinsic GTPase property of the G-protein cleaves off the 
terminal phosphate, leaving inactive, GDP-bound G-protein. This process is also 
facilitated by so-called “regulators of G-protein signaling” RGS proteins.37 
 In addition to signaling through G-proteins, GPCRs have the ability to signal 
through intracellular β-arrestin partner proteins in a ligand-dependent manner.38 GPCR 
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signaling through arrestins is facilitated by binding to the receptor core as well as a 
previously phosphorylated C-terminal tail, both of which can activate the arrestin.39 
Arrestin interaction with GPCRs both inhibits signaling through G-proteins directly by 
steric occlusion and promotes G-protein independent signaling pathways and facilitates 
GPCR internalization.38 Some ligands can signal exclusively through the G-protein 
pathway (G-protein biased), some signal through arrestins (β-arrestin biased), and some 
signal through both to an equal extent (non-biased ligands). Expressly signaling through 
one pathway can have beneficial therapeutic effects, as side effects are commonly 
associated with one or the other; biased ligands are highly sought after pharmaceutical 
modulators.40  
 Not only can GPCRs signal through both G-protein and arrestins, different ligands 
can activate either pathway to varying extents (different efficacy), while some only serve 
to inhibit signaling by other ligands (neutral antagonists). Further, GPCRs in the absence 
of ligand promote some degree of coupling to G-proteins, called basal signaling; so-
called inverse agonists can attenuate basal signaling. Such complex signaling properties 
imply a complex energy landscape for human signaling GPCRs – in fact, NMR and MD 
studies of GPCRs have shown that in the absence of ligand, at least 4 distinct slowly-
exchanging states of the protein exist.35,41 Selection of a “fully active” ensemble of states 
only occurs upon ligand and G-protein binding, suggesting “weakly coupled” allostery 
between the ligand-binding and G-protein binding interfaces.35,41 Further exploration of 
such energy landscapes is needed to fully understand the complex signaling behavior of 
GPCRs.  
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 While diffusible ligand GPCRs have extraordinarily complex behavior, covalently 
bound ligand GPCRs act as simple, binary switches. In the absence of light, they have 
minimal basal signaling, and upon photoactivation, they specifically and quickly engage 
G-proteins.42 These 7TM helix bundles exist across broad swaths of life in all 3 major 
domains of life and facilitate a wide array of responses to light. Human rhodopsins 
respond to absorption of light by activating intracellular G-protein partners (they are thus 
GPCRs),42 while bacteriorhodopsin acts as a light-driven proton pump for generating 
energy,43 and sensory rhodopsins from archaea act to induce motor responses towards or 
away from different wavelengths of light.44 Much can potentially be gleaned about the 
function of these complex proteins by studying model rhodopsin systems from single-cell 
organisms.  
 
1.3 Nuclear magnetic resonance (NMR) techniques 
 NMR, similar to other spectroscopic techniques, inherently involves using 
radiation to probe differences in energy between atomic states. While ultraviolet and 
visible spectroscopies deal with different energy electronic states and infrared 
spectroscopy probes bond vibration energy levels, NMR spectroscopy uses 
radiofrequency radiation to interrogate differences between nuclear spin state energies.  
1.3.1  General Description 
 Atomic nuclei can have different values of spin angular momentum, depending on 
the makeup of protons and neutrons within the given nucleus. Nuclear spin can be 
thought of as the nuclear equivalent of electronic spin, but with a much smaller 
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momentum. Spin was originally conceived of as a product of individual subatomic 
particles physically “spinning” about an axis (as a spinning charged particle creates a 
magnetic field); while this is a useful analogy for understanding properties of nuclear (or 
electronic) spin, it is an inherently quantum mechanical property not meant to be 
physically interpreted in this manner. The magnetic moment µ of a “spin-active” nucleus 
is defined as  
Iµ γ= 	 	 	 	 	 	 	 	 	 	 (1.13) 
Where y is the gyromagnetic ratio of the atom and I is the directional quantum number 
associated with the given spin (m) times the reduced Plank’s constant (ℏ) 
I m= h 	 	 	 	 	 	 	 	 	 	 (1.14) 
Any spin ½ nucleus (the value most commonly associated with NMR spectroscopy, such 
as 1H, 13C, or 15N) can take the value of either spin-up (+½) or spin-down (-½). The 
energy of each individual spin state can be calculated as  
0E Bµ= − 	 	 	 	 	 	 	 	 	 	 (1.15) 
Where B0 is the strength of the static external magnetic field. Therefore, when a nucleus 
is not exposed to a large magnetic field, the two energy levels are redundant with no 
difference observed between them. Correspondingly, the larger the external magnetic 
field that is “felt” by the nucleus, the larger the energy difference between spin states. 
Similar to previous descriptions of state populations in the presence of differences in 
energy, the population of each spin state (p+1/2 or p-1/2) can be described as an exponential 
of the energy difference between them as  
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As differences between nuclear spin states are very small, the population of each sub-
state is nearly equivalent, even at large static magnetic field strengths. Thus, relatively 
weak radio frequency radiation must be used to stimulate transitions between nuclear spin 
states. Due to the very small population differences observed, NMR is also an inherently 
insensitive spectroscopy, requiring relatively large amounts of target nucleus to stimulate 
and detect these transitions. 
 The intrinsic frequency (Larmor frequency, ω) at which a given nucleus precesses 
about the static magnetic field (assumed to be in the z-direction) is a function of the 
gyromagnetic ratio of the nucleus and the magnetic field itself. 
0Bω γ= − 	 	 	 	 	 	 	 	 	 	 (1.17) 
Each different type of nucleus has a different intrinsic Larmor frequency associated with 
it. Of course, different atoms can be involved in different sorts of bonded and nonbonded 
interactions depending on the molecular context, each of which has an impact on the 
observed precession frequency, known as the chemical shift, due to shielding effects. 
Shielding effects from local electron clouds can change the field strength observed by the 
nucleus of interest. In complex molecular environments, such as in proteins, the local 
electronegative environments experienced by individual nuclei can vary quite 
dramatically.  
 There are two main types of interactions between NMR-active nuclei that can be 
exploited for experimental purposes: through-bond interactions (J-coupling) and through-
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space interactions (nuclear Overhauser effect [NOE]). Two adjoining, covalently bonded 
atoms share electrons due to the wave function overlap involved in covalent bond 
formation. Due to the electronic wave function overlap, there is also a significant overlap 
in the corresponding nuclear wave functions. The extent of this nuclear overlap is 
determined by the angle between them as well as the number of bonds separating the 
NMR-active nuclei. In the context of the energetics of spin states, such “coupled” 
systems are then a function of the spin states of both nuclei, the presence of the coupling 
serving to modulate the energy difference between states. Many common NMR 
experiments take advantage of the relatively strong coupling between covalently joined 
1H-13C, 1H-15N, or 13C-13C nuclei. Atoms do not have to be covalently bonded to each 
other to experience such coupling of nuclear wave functions. If they are sufficiently close 
in space, their spins can interact via dipole-dipole effects. Due to the weak nature of 
nuclear spin coupling, this effect drops off fairly dramatically as a function of the 
distance between atom i and atom j (rij) as 
6
1
ij
I
r
≈ 		 	 	 	 	 	 	 	 	 	 (1.18) 
Where I is a measure of the intensity of the observed interaction. Due to the steep r6 
dependence on distance, dipole-dipole interactions further than ~5-6 Å are typically not 
observable via the NOE effect. Both interactions are important in the study of complex 
macromolecules, where inter-atomic distances and scalar (J) couplings can be useful 
probes of global structure.	45 
1.3.2  Protein NMR 
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 NMR spectroscopy has enjoyed widespread use in the analysis of small molecules 
for organic chemistry purposes; however, most advancement in NMR machinery and 
techniques over the past several decades have been driven by the explosion of interest in 
using NMR for studying protein structure and dynamics.45 Proteins contain large numbers 
(~thousands) of inherent NMR-active hydrogen atoms engaged in a variety of molecular 
interactions that can all potentially be used as probes of local structure & dynamics (Fig. 
1.4a). However, with these large numbers, even small proteins begin to run into severe 
“overlap” of protons in simple 1-dimensional experiments. This limits practical aspects of 
NMR experiments. One of the first major advancements in protein NMR utilized 
bacterial overexpression of protein targets in order to achieve full isotopic labeling of 
heavy heteroatoms in proteins (predominantly 13C & 15N) in combination with 
experiments that can efficiently take advantage of heteronuclear J-coupling effects for 
covalently-bonded 13C-H or 15N-H pairs.46 The ability to “separate out” bonded pairs of 
atoms into two dimensions allowed for atomic-resolved interrogations of proteins. 
  Even when peaks arising from appropriately isotopically labeled atoms (via their 
bonded interactions) in proteins are fully separable and clearly identifiable, we do not 
know which atoms within the protein they correspond to. There are several methods for 
identifying which peaks arise from which atoms in a protein structure, termed protein 
resonance assignment methods. Prior to the implementation of heteronuclear J-coupling 
methods, protons could be assigned through using NOESY experiments in concert with 
knowledge about average chemical shifts within a given residue type.46 Predictably, these 
experiments are very unreliable as complications due to the large numbers of nearby 
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NMR-active nuclei can significantly interfere with interpretation (i.e. protons very far in 
sequence can just as easily yield NOEs to the proton of interest if they are close in 
tertiary structure).  
 Heteronuclear J-coupling experiments allowed for much more consistent, reliably 
interpretable data for full resonance assignment of proteins.47 The basic premise of 
current resonance assignment experiments is to begin with the backbone amide 
resonances, which are commonly spectrally distinct and easy to label. For each backbone 
amide peak, one then collects a series of experiments aimed at determining the chemical 
shifts the of 13Cα, 13Cβ, and 13CO (carbonyl carbon) atoms within that particular residue 
(i), as well as the 13Cα and 13Cβ atoms of the previous residue (i-1).48 These experiments 
are named in the manner of the J-coupling connectivity utilized, for example, the 
HN(CO)CA experiment correlates a given amide group with the previous residues 13Cα 
by going through the carbonyl carbon.49 In this manner, it is relatively facile to go 
through the resulting matrix of chemical shifts and “connect” adjacent residues in 
sequence, again taking advantage of unique residue-specific chemical shifts (i.e. alanine 
and threonine Cβ atoms). Once the backbone (amide nitrogen and proton, 13Cα, 13Cβ, and 
13CO) has been assigned, side chain carbons and protons can be assigned by various 
forms of a TOCSY (TOtal Correlated SpectroscopY) experiment designed to connect 
backbone amide resonances with all of the attached side chain carbons (and protons).50-51 
For large proteins, protein methyl groups are easier assigned by specifically isotopically 
labeling methyl groups of interest (see above) with 13CH3 groups and using single 13C-13C 
coupling experiment to connect to the 13Cα and 13Cβ atoms previously assigned through 
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backbone assignment experiments.52 Once all atoms within a protein are assigned, they 
can then be interrogated to determine average protein structures and distributions about 
those averages (dynamics). 
 Large protein systems (>30 kD) present a number of challenges for experimental 
NMR. First, the sheer number of NMR-active nuclei increases continually with size, 
increasing the potential for overlap of peaks even when spread out into two (or three) 
dimensions. Next (and more importantly), the larger the protein system becomes, the 
slower the overall global tumbling time (τc) of the particle. As the tumbling becomes 
slower, T2 relaxation (discussed further below) becomes very fast, leading to very large 
linewidths of the observed peaks (as expected due to the inverse relationship between T2 
and linewidth).53 As peaks get wider and more numerous, NMR spectra become very 
difficult to interpret and all of the J-coupled experiments described above become nearly 
impossible. Several methods have been introduced over the years in an effort to combat 
tumbling-related line-broadening, the most common of which has been extensive protein 
deuteration in conjunction with the TROSY (Transverse Relaxation Optimized 
SpectroscopY) effect.54 
 T2 relaxation times are impacted by so-called “dipole-dipole” effects: interactions 
of the nuclei of interest with nearby NMR-active dipoles. One of the major advancements 
in achieving high signal-to-noise experiments for large protein systems has been to 
simply eliminate as many sources of external dipole relaxation as possible through 
extensive protein deuteration. Because deuterons (m=1) interact with protons via the 
much weaker quadropolar interaction, the observed dipolar line-broadening is 
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significantly diminished.54 Protein deuteration is typically accomplished by expression of 
protein in bacteria adapted to growth on a bulk D2O medium, with incorporation of 
deuterons (rather than protons) into as many external sources as possible, such as the use 
of deuterated glucose. While these methods are now the standard source of protein 
deuteration, several issues arise. Expression of proteins in D2O medium is highly 
variable, but most commonly results in fairly significant decreases in final protein yield 
due to poor bacterial growth and inconsistent behavior in overexpressed deuterated 
protein.55 Also, bulk D2O results in full deuteration of every hydrogen atom in the 
system; nearly all NMR experiments rely on at least select retention of protons, typically 
the backbone amide hydrogen. This requires deuterated proteins to be partially unfolded 
in order to “back-exchange” for protons in bulk H2O medium. Many proteins are 
incapable of being fully refolded properly, even in partially denaturing conditions, 
resulting again in decreases in final protein yield. Membrane proteins are even more 
difficult to exchange due to deep burial within membrane mimetic and general lack of 
reversibility in folding (with exceptions). However, well-behaved, highly expressing 
large proteins can typically be fully deuterated and back-exchanged as needed for high-
resolution NMR experiments.  
 T2 relaxation times are also impacted by chemical shift anisotropy (CSA) in 
addition to the previously discussed dipole-dipole effect. J-coupled systems interrogated 
by NMR, typically the 15N-1H system, show up as quadruplets in the absence of so-called 
decoupling schemes.54 Importantly, each component of the quadruplet is impacted by 
CSA and dipole-dipole effects differently producing different patterns of constructive and 
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destructive interference. The TROSY effect relies on “selecting” the component of the 
multiplet with the narrowest inherent linewidth, eliminating the broadest components. 
When used in conjunction with protein deuteration, the TROSY effect has been used 
extensively to interrogate proteins up to several hundred kDa (including the megadalton 
proteasome complex).56 
1.3.3  Protein structure determination by NMR 
 With the wealth of NMR-active atoms within proteins, it is no surprise that a 
variety of measurements have been designed to probe average structural features of 
proteins. First and foremost is the NOE. Every NMR structural interrogation of protein 
structure begins with a number of NOESY experiments to build a series of distance 
restraints for as many atoms within the protein as possible. These are typically collected 
for the backbone amide protons and side chain (largely methyl) protons. For each of these 
individual protons (or groups of protons), “strips” of peaks with every atom within 5-6 Å 
of that proton are collected (Fig. 1.4b). The intensity of those NOE “cross-peak” is then 
used to translate it into an approximate distance range. No true high-resolution NMR 
structures are possible without a large number of proton-proton distances. Amide 
backbone protons typically yield information on its local secondary structure; backbone 
protons involved in helical structure will have characteristic NOE cross-peaks with HN 
and Hα atoms within close proximity, while backbone protons involved in sheet structure 
will show characteristic inter-strand (long-range) cross-peaks largely with Hα atoms in 
the adjoining strand.45 Occasionally, longer-range side chain or backbone protons will be 
within NOE proximity of amide protons. While backbone NOEs can be very useful for 
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defining local secondary structure, side-chain NOEs are necessary for defining accurate 
tertiary structure interactions. Long-range (meaning > 5 residues apart in sequence) 
distances between methyl groups is neighboring helices, strands, or loops assist in 
“bringing together” secondary structural elements into an accurate global fold. The more 
long-range interactions in the background of well-defined structural elements, the better 
the resolution of the final structure.  
 In addition to NOEs, raw chemical shifts of backbone atoms (HN, N, CO, Cα, Hα, 
[Cβ, Hβ]) have a clear relationship with the dihedral angles of the backbone. Thus, 
simply by assigning the protein, one has access to secondary structure restraints by 
analyzing assignments with programs like TALOS,57 which output ranges of predicted 
backbone angles and associated errors. Though less common in modern structures, J-
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Figure 1.4. Utilizing hydrogens in proteins for structure determination. a) hydrogen atoms 
(represented as grey spheres) are very abundant in protein structures. Each hydrogen can 
potentially interact (via the NOE, panel b) with other protons within a 5 Å sphere (represented 
as a blue, semi-transparent sphere here in the structure of cytochrome c). This interaction is 
fairly local in nature but can still yield quantitative distance information for pairs of hydrogen 
atoms. b) Distances are “read out” via the NOESY experiments described in the main text. 
Shown here are two “strips” depicting all of the individual protons that interact with the two 
under investigation (~8.0 and 8.5 ppm in 1H).  
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coupling values between backbone atoms also have a clearly defined relationship with 
backbone angles, and can be a useful secondary structure restraint.58  
 Most NMR phenomena (NOEs, J-coupling & chemical shifts) are local in nature, 
meaning they are responsive to local backbone angles and local distances (< 6 Å). It is 
therefore useful to as many global restraints as possible; several experimental approaches 
yield such values. First, residual dipolar couplings (RDCs) have emerged as a powerful 
measure of the relative orientation of bond vectors within a tertiary structure.59-60 While 
most solution NMR measurements are collected under the assumption of random 
isotropic motion in solution, agents can be introduced to NMR samples to induce partial 
alignment of protein particles with the main magnetic field. This alignment of proteins 
with the magnetic field causes changes in the intrinsic J-coupling value for bond vectors 
within the protein, largely measured for the 15N-HN vector (typically ~94 Hz coupling 
constant). The change in coupling constant in response to alignment is measured for each 
bond vector within the protein and interpreted in the context of an overall alignment 
tensor, yielding an orientation of each bond vector relative to this global tensor.60 RDCs 
can then be valuable restraints on global structure. While NOEs are limited to short 
distances, the interaction between nuclear spins and unpaired electrons is much longer 
range and can be used to obtain approximate distances between atoms on a protein and a 
covalently attached free radical spin label (typically a nitroxide such as MTSL).61 Such 
paramagnetic labels enhance relaxation of all nuclear spins in the region in a distance 
dependent manner through a decrease in observed T2, thus these restraints are termed 
paramagnetic relaxation enhancements (PREs), described in the following relationship: 
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where Γ2 is the transverse PRE relaxation rate, τc is the global macromolecular tumbling 
time, ωH is the Larmor frequency (for the proton in this case), and K is a constant 
composed of  
2 2 21 ( 1)
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And γ is the proton gyromagnetic ratio, g is the electronic g-factor, and β corresponds to 
the Bohr magneton. Atoms closer to the spin label have a greatly enhanced T2 and thus 
are significantly line-broadened, while those further away (>25 Å) are unaffected. Peak 
intensities in the oxidized and reduced forms of the spin label can then be used as a proxy 
for the distance of any given atom from the average coordinate of the spin label.61 
 Comparably, when the magnetic moment of this unpaired electron has a structural 
dependence on the protein (i.e. in the case of a structural paramagnetic metal such as 
Fe3+) then there is an observed change in the averaged chemical shift of atoms within the 
protein. This change in chemical shift is due to direct dipolar coupling between the 
nucleus and the unpaired electron.62 Because this pseudocontact shift (PCS) decays with 
r3 (rather than r6 for NOEs) its effects are much more widespread throughout proteins, 
potentially giving distance information past 10 Å. In addition to the distance dependence 
of the PCS, the given changes in chemical shift are also dependent on the angular 
dependence of the nucleus-electron vector with the overall magnetic susceptibility tensor 
as follows: 
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Where δpc is the additional observed field due to the paramagnetic center, rij is the 
distance between the two atoms, lij, mij, and nij are the direction cosines of the vector 
between atom i and the magnetic susceptibility tensor system as described for the axial 
(χax) and rhombic (χrh) components.  
 NMR structures are determined in a very different manner than their x-ray 
crystallography counterparts. As NMR only provides information on distances between 
atoms rather than absolute coordinates, NMR structures rely on a “simulated annealing” 
molecular dynamics based protocol beginning from an extended protein structure at a 
very high temperature. Temperature is gradually cooled as experimental observables are 
incorporated into the energy function (discussed below). As discussed previously, 
extensive use of molecular simulation has shown that a rough Newtonian approach 
provides a (mostly) realistic view of the general chemical and physical properties of 
amino acids in solution. Because of the nature of NMR data, we must rely on these 
simulated physical properties of amino acids to supplement our experimental observables 
in order to arrive at atomic-resolved structures. While MD force fields are largely unable 
to arrive at the correct folded state of proteins (with exceptions for very small model 
systems)63 on their own, supplementation of the force fields with “penalties” for not 
conforming to experimental observations can drive the formation of stable protein 
structures. A combination of the thousands of observables from experiment with physical 
properties of amino acid chains is sufficient to attain accurate structures starting from 
fully extended amino acid chains. 
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 NOE restraints are typically the most numerous and physically important for 
structure determination. They are incorporated into MD force fields as simple distance 
cutoffs. If we see a “strong” NOE between proton A and proton B, we tell the force field 
that if the distance between A and B (rAB) is greater than 3 Å then the energy of the 
system is raised. If they are very far apart, the system energy will be very high. As the 
atoms are brought closer together, the system energy begins to decrease until they are 
separated by rAB < 3 Å where no additional system energy is needed to satisfy the 
restraint. Similarly, if we observe a “weak” NOE between protons C and D, then there 
will be a significant energy penalty on the system until rCD < 5 Å. Restraints on dihedral 
angles follow a similar procedure. Chemical shifts of a given residues backbone atoms 
can determine the most likely ϕ and ψ angles within some acceptable error range. If the 
observed angle from simulation is outside this range, an energy value proportional to the 
deviation is added to the system. PRE and PCS values lead to longer-range distance 
restraints for each atom (with an angular dependence for PCS values); if these distance 
and angular restraints are not satisfied in simulation, energy is added. Non-NMR based 
restraints can also be incorporated into simulated annealing protocols. For instance, small 
angle x-ray scattering data provides useful restraints on the overall “shape” of the 
molecule. This shape profile can be calculated at various time points in the annealing 
procedure and energy added if the shape does not conform to experimental distributions. 
Because NMR data is incorporated into a protein model that incorporates random thermal 
fluctuations, “structures” are typically reported as a series of final coordinates started 
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from a large number of simulations. This way, local regions of deviation are apparent and 
better statistics can be performed on the final structural ensemble.  
 Again, NMR data is both incomplete and imperfect. High-quality NMR structures 
require large numbers of restraints, typically > 10 per residue, in order to achieve 
sufficient precision (< 1 Å root mean square deviation [r.m.s.d.]) in the final series of 
structural models. It is also important to note the difference between true NMR structures 
and experimentally-restrained structural models. As it becomes easier to incorporate 
different experimental observables into physics-based (and non-physics based)64 models, 
it can become tempting to push the limits of how little experimental observables are 
needed to achieve “structures”. Key examples of this arise in situations with very difficult 
to work with protein systems such as GPCRs, where “structures” are solved with as little 
as 3-4 backbone experimental observables per residue, with great supplementation from 
non-physics based modeling software.65 Such structures are not high-resolution nor are 
they necessarily accurate. Some regions of proteins (disordered loops for instance) will 
be predisposed to lack restraints on structure. However, unassigned residues and atoms 
will also lack restraints and will appear less ordered even though this may have nothing 
to do with the actual protein structure. In order to obtain actual dynamic information for 
proteins in solution, it is necessary to perform NMR dynamics experiments.  
1.3.4  Protein dynamics by NMR 
 Proteins can fluctuate in solution on a wide range of timescales, depending on the 
energy barrier between the exchanging states. A large variety of NMR experiments have 
been designed to quantitatively interrogate motions across these timescales. They can 
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generally be split into three generic categories; fast,66-67 intermediate,68-69 and slow70-71 
timescale exchange events. These terms refer to the timescale of motion relative to the 
NMR chemical shift determination on the µs – ms timescale; “fast exchange” motions are 
much faster (ps – ns), intermediate exchange motions are largely µs – ms timescale, while 
“slow exchange” motions are on the much longer ms – s timescale. If two different states 
of a protein with equal population and chemical shift difference Δν are in exchange, the 
three timescales of exchange can result in three different lineshape behavior phenomena. 
If exchange is very slow, the two states manifest as two separate, narrow linewidth peaks 
at the characteristic oscillation frequency for state A and state B. As the timescale of 
exchange approaches the timescale of the NMR experiment, the two previously sharp, 
distinct peaks coalesce into a single, averaged, very broad peak. As the exchange gets 
faster still (ps – ns) the two different states appear as a single, sharp peaks at an averaged 
chemical shift value. 
 While there are a large number of experiments to probe many different exchange 
regimes (reviewed elsewhere),66-69 we will discuss only the more common (and relevant 
for the present work) experiments. Slow-timescale exchange events largely correspond to 
events with large barriers, mostly with a very cooperative, larger scale structural 
conversion. Because these events manifest as two distinct peaks in NMR spectra, simple 
integration of each can yield the relative populations, and hence, the energy difference 
between them (Eq. 1.8). In order to determine the rate of exchange between these slowly 
exchanging species, zz-exchange experiments70-71 have been developed which simply add 
a delay (of various length) during which time the two states can exchange. If the delay is 
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very short on the exchange timescale, then most magnetization will remain in the original 
chemical shift, but as the delay is lengthened the probability of exchange increases, and 
more magnetization will shift to the alternative conformation (and chemical shift). The 
increased exchange is measured as the intensity of the observed cross peak as a function 
of delay time and fit for the exchange rate.71	
 In the case of line-broadened, intermediate timescale exchanging peaks, Carr-
Purcell-Meiboom-Gill (CPMG) experiments have been developed to quantify the rate of 
exchange and populations of the exchanging states.68 These experiments are best used to 
measure exchange of a major and minor (~1–5 %) state with exchange on the µs – ms 
timescale. By introducing a series of 180° pulses with varying spacing, CPMG 
experiments probe the probability with which the major state converts to minor state on 
the timescale of the 180° pulse trains. If an observed peak displays a change in intensity 
with changes in pulse frequency, it is likely exchanging on the intermediate timescale. A 
full series of experiments with varying pulse frequencies allows for curve fitting and 
quantitative investigations of the change in frequency between states, relative 
populations, and rates of exchange (Rex).72 
 Finally, in situations where exchange is very fast on the NMR timescale (ps – ns), 
changing delays or frequency between adjacent pulses becomes insufficient for 
quantification. However, we can then turn to the fact that the relaxation properties of 
individual atoms within proteins are affected not just by the external dipolar environment, 
but also fluctuations of that atom in the context of the global protein structure. Put 
differently, atoms with different dynamic properties have different relaxation rates, which 
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can be measured by NMR. The precise mathematical description of the relationship 
between relaxation parameters and physical observables is quite complex, and is well 
discussed elsewhere.67,73 The Lipari-Szabo model-free formalism for interpreting 
relaxation values of interest in terms of the underlying physical dynamics of the bond 
vector of interest has remained the standard since its publication in 1982.73 Briefly, the 
underlying spectral density functions (J(ω)) for isolated spin systems of interest at certain 
useful frequencies can be informed by standard relaxation experiments that yield values 
such as T1 and T2 (in addition to the heteronuclear NOE). J(ω) can then be defined in 
terms of dynamics and time constants describing the motions as 
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and τc is the global macromolecular reorientation times (tumbling time) of the protein 
(~4-40 ns), τe is the time constant of the bond vector motion of interest (typically at least 
a factor of 10 faster than τc, so < 1 ns) and O2 is the generalized squared order parameter 
of the bond vector. The order parameter and time constant are described graphically 
below (Fig. 1.5), where the order parameter is the limit of the autocorrelation function 
(CI(t)) as time approaches infinity, or, practically, the global tumbling time. τe can then be 
defined as the area under the order parameter curve. The full autocorrelation function can 
be described in terms of O2 and τe as  
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The order parameter then has limiting values of 1 (corresponding to complete rigidity 
within the molecular frame) and 0 (corresponding to purely isotropic motion). The order 
parameter value for a bond vector can (roughly) be simply understood as related to the 
probability of finding that bond vector in the same orientation at t=0 as at t=∞ 
(realistically, t= τm) (Fig. 1.5).  
 Order parameters can theoretically be determined for any appropriately labeled 
bond vector within a protein, though practically they are most commonly measured in the 
backbone 15N – 1H bond vector and methyl group 13C – 13C bond vectors, though 
exceptions exist.74 Backbone amide order parameters tend to be the most common due to 
the relative ease of isotopic labeling. However, the information content in backbone 
amide O2 values is inherently limited; residues involved in secondary structural elements 
have O2 values ~0.85 ± 0.05, with ends of helices beginning to appear less ordered, while 
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Figure 1.5. Example autocorrelation functions of different motional modes. Shown above are 
3 different autocorrelation functions (CI(t)) depicting a rigid bond vector (O2 = 0.9), a dynamic 
bond vector (O2 = 0.1), and an intermediate bond vector (O2 = 0.5). Here, we use 20 ns as the 
tumbling time (τc) out to which order parameters are determined (comparable to the value used 
for pSRII and OmpW in Chapter IV). The τe time constant described in Eq. 1.24 is then simply 
the area under each respective curve.  
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loops and termini have the ability to be very dynamic (O2 ~ 0.1 – 0.75) as shown below 
for sensory rhodopsin using T2/T1 ratios as a proxy for O2 (Fig. 1.6). Because backbone 
order parameters are inherently related to structural features, their values are fairly 
predictable. Different proteins tend to have very similar average backbone O2 values as 
all are composed largely of secondary structural elements.  
 Alternatively, methyl side chain order parameters (O2axis to account for the 
relatively free internal “spinning” about the methyl carbon symmetry axis)	 span the 
whole range of possible values (0 – 1), are heterogeneously distributed throughout 
protein structures, and have no clear structural patterns that underlie their values.67 
Different soluble proteins can have very different average methyl order parameter values 
(<O2axis> ~ 0.41 – 0.75) indicating a wide range of differing dynamic behavior (Fig. 
3.4).67 Changes in O2axis upon introduction of binding partners are also fairly 
heterogeneous, but average ΔO2axis values have recently been used to define the elusive 
thermodynamic quantity, ΔSconf (changes in conformational entropy).75-76 Changes in 
side chain dynamics with temperature and pressure can also be used to quantify protein 
heat capacities and correlated motional effects.77-78 Given that changes in dynamics can 
play such an important role in the thermodynamics of macromolecular interactions, their 
importance in protein function necessitates further exploration, particularly for under-
examined classes of systems like membrane proteins.  
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1.4  Objectives of dissertation 
 The main goals of this dissertation are several-fold. While individual projects are 
disparate, they globally revolve around protein structure, dynamics, and interactions with 
a special focus on the biological membrane. First, we examine the structure and lipid 
interactions of cytochrome c (cyt c) encapsulated into reverse micelle particles. Next, a 
series of model soluble protein systems were simulated with the goal of examining the 
behavior of the protein backbone and the ability of these simulations to emulate the 
atomic-resolved dynamics data from NMR experiments. Finally, we take advantage of 
our recently developed growth methodology to conduct the first quantitative experimental 
dynamics measurements of large membrane protein systems and discuss several of the 
novel physical properties therein.  
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Figure 1.6. Protein backbone dynamics are dominated by secondary structural elements. The 
backbone dynamics of pSRII are displayed above (as measured by a ratio of the measured T1 
and T2 relaxation values for each residues amide nitrogen) as a function of the protein 
sequence. The 7 TM helices are depicted as blue cylinders (with a short sheet structure as an 
arrow), demonstrating that the protein, aside from the N- and C-termini and a long loop, is 
uniformly rigid.  
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Chapter 2 
 
Exploration of the cytochrome c/cardiolipin binding event 
in reverse micelles  
 
 
2.1 Introduction 
 
 This Chapter (2) is based upon work previously published in the Journal of 
Biological Chemistry;79 I was responsible for the majority of the experiments and work 
herein, with assistance throughout from Dr. Nathaniel Nucci and Dr. A. Joshua Wand, 
theoretical calculations performed by Dr. Brian Fuglestad, and help with simulated 
annealing protocols provided by Dr. Cecilia Tommos. Cytochrome c (cyt c) is one of a 
number of mitochondrial proteins whose transfer to the cytosol help initiate entry into 
programmed cell death or apoptosis.80 The interaction of cyt c with the apoptosis 
promoting factor Apaf-1 in the cytosol initiates apoptosis via activation of caspases and 
the formation of apoptosomes.81 Normally cyt c exists in the mitochondrial inter-
membrane space where it acts as an electron shuttle between complex III and complex IV 
that reside in the inner mitochondrial membrane. The inner mitochrondrial membrane 
contains appreciable levels of the anionic phospholiplid cardiolipin (CL), which is 
thought to interact with the highly basic cyt c. Considerable evidence has accrued to 
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suggest that the interaction of CL with cyt c activates a normally suppressed peroxidase 
activity in this heme-containing protein. CL is subsequently specifically oxidized and it is 
postulated that the oxidation products facilitate the leakage of cyt c to the cytosol. Many 
studies have suggested that the interaction of cyt c with CL in the context of various 
model lipid bilayers involves a strong electrostatic interaction between the negatively 
charged phospholipid and the positively charged cyt c that leads to a partial unfolding 
event.81 The largely electrostatic interactions center on the so-called A- (Lys72, Lys73, 
Lys86, and Lys87) and L- (Lys22, Lys25, His26, Lys27, His33) sites of the protein 
surface and can be attenuated with increasing levels of salt.81 A third interaction, termed 
the C-site, is thought to be a hydrogen bonding interaction between Asn52 and a 
protonated CL head group.82 In the partially unfolded state the heme prosthetic group 
gains the ability to act as a peroxidase that is specific for CL.81 A number of recent 
studies, all conducted by liposome titration into small concentrations of cyt c, tend to 
suggest the promotion of a subpopulation of partially unfolded species occurs with 
increasing CL membrane content and CL:cyt c ratio, perhaps in accordance with the 
cooperative substructure of the protein revealed by an array of biophysical studies.83 
These observations, however, present a paradox: how does this mechanism not constantly 
result in a substantial fraction of unfolded cyt c in vivo, diminishing the ability of cyt c to 
shuttle electrons and potentially causing aberrant apoptosis signaling? Partitioning of CL 
in the inner mitochondrial membrane away from cyt c has been proposed but seems not 
to have definitive support.81  
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 We note that the structural characterizations of the interaction of cyt c with CL 
that are used to support a model whereby binding of CL leads to (partial) unfolding of cyt 
c and exposure of the heme moiety and activation of its otherwise suppressed peroxidase 
activity all utilized either planar or positively curved bilayer models. In contrast, the 
highly invaginated inner mitochrondrial membrane presents a high negative curvature 
that results in significant confinement. To mimic this condition, we employ the interior 
water core of a reverse micelle to solubilize cyt c and use the surrounding surfactant shell 
as a host for CL. Under appropriate conditions, proteins can be encapsulated within a 
reverse micelle with high structural fidelity.23 When prepared in solvents of sufficiently 
low viscosity,84 one can also obtain high resolution solution NMR data to 
comprehensively characterize the structure of the encapsulated protein85 and its 
interaction with ligands embedded in the surfactant wall or dissolved in the aqueous 
Figure 2.1. RM-incorporated cyt c retains structural fidelity. RM (red) and aqueous (blue) 
15N-HSQC spectra of oxidized cyt c are nearly superimposable.  	
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core.24 We find here that oxidized cyt c can be encapsulated within 1-decanoyl-rac-
glycerol/lauryldimethylamine-N-oxide/hexanol with high structural fidelity as the 15N-
HSQC spectra are nearly superimposable with aqueous solution (Fig. 2.1). The 
interaction with CL can be studied by direct titration with full structural characterization. 
We find CL binds to the protein at the aforementioned A- and L-sites and a previously 
undocumented third site centered on residues Phe36, Gly37, Thr58, Trp59, and Lys60. 
The tertiary structure of the protein is fully maintained, as is predicted by the effects of 
confinement that is consistent with the negative curvature and length scale of the inner 
mitochrondrial membrane.  
 
2.2  Methods 
2.2.1 Protein purification & reverse micelle encapsulation 
 Pseudo-wild type (pWT) horse heart cyt c, which contains asparagine residues in 
place of two native histidines (N26/N33), was mutated to the original wild-type protein 
(H26/H33) using Strategene QuikChange kit and confirmed by sequencing.  The wt cyt c 
was then purified as previously described86 containing either 15NH4Cl or both 15NH4Cl 
and 13C-glucose from Cambridge Isotopes. For all subsequent encapsulation studies, 
purified cyt c was oxidized with KFeCN6 before buffer exchange into pH 7.4, 25 mM 
phosphate buffer and concentrated to approximately 7 mM for encapsulation using the 
direct-injection method.22 10MAG/LDAO were mixed together in a molar ratio of 70/30 
and were pre-adjusted with HCl to a pH of 7.4, as described previously.22 All RM 
samples containing oxidized wt cyt c were prepared in the following manner. 
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10MAG/LDAO powder was dissolved in deuterated pentane (Cambridge Isotopes) such 
that the final total surfactant concentration was 150 mM. 7 mM cyt c in pH 7.4 buffer was 
added to a water loading (W0, molar ratio of water to surfactant) of 10. Hexanol was 
added as necessary to improve sample stability and encapsulation efficiency (0-16 mM). 
All subsequent structural experiments were conducted on 2 samples with uniform 13C/15N 
incorporation. For CL titration experiments, CL was first dissolved to 150 mM (192 
mg/mL) in deuterated hexane (Cambridge Isotopes). This concentrated solution was then 
added to uniformly 15N labeled cyt c samples.  The final ratios of CL:cyt c were 
determined assuming an approximate 10% RM occupancy and uniform CL distribution 
throughout these RMs.  The final concentration of CL after titration was 24 mM (~14% 
molar ratio of the RM composition), beyond which the stability of the RM solution was 
compromised.  
2.2.2  NMR spectroscopy 
 NMR data were collected at 25 °C at 500 MHz (1H) on Bruker AVANCE III 
spectrometers equipped with TXI cryoprobes. Backbone H, N, C, and CA resonance 
assignments (99%) were confirmed with 3D HNCA, HN(CO)CA, and HNCO 
experiments. Side chain carbon and hydrogen assignments (84% absolute, not discounting 
proline residues) were obtained using 3D H(CC)(CO)NH-TOCSY and (H)CC(CO)NH-
TOCSY51 experiments, each collected at 2 different mixing times (12 ms and 20 ms). 
Assignments were referenced to DSS, directly for protons and indirectly for nitrogen and 
carbon. High pH (7.4) results in increased hydrogen exchange for several backbone 
resonances, making assignment difficult, even in the presence of slowed HX in the RM.87  
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Figure 2.2. Comparison of aqueous cyt c and RM-encapsulated cyt c. a-e) Correlations of 
aqueous and RM-encapsualted cyt c assignments. Aqueous assignments are taken from 
previous experiments at pH=5.5 and pWT protein (rather than the wt used here). While there 
are clearly some outliers due to mutation, the correlations between the two data sets are 
extraordinarily high (>0.99). f-j) The deviations between the two data sets are plotted by 
residue. While many of the assignments are identical, outliers are largely located near residues 
26 and 33, which were asparagine in the aqueous data sets and histidine in the RM.  	
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Second, the presence of a paramagnetic iron center significantly enhances relaxation for 
resonances close to this atom. Backbone and side chain chemical shift assignments are 
extremely well correlated with aqueous assignments,88 with R2 values of > 0.992 (Fig. 
2.2a-e). Outliers are largely due to localized chemical shift perturbations caused by 
mutation from pWT to wt cyt c (Fig. 2.2f-j).   
NOE distance restraints were obtained through 3D NOESY-15N, 1H-HSQC, 3D 
NOESY-13C, 1H -HSQC, and 4D 15N, 1H-HSQC-NOESY-13C, 1H-HSQC experiments. All 
NOESY experiments used a mixing time of 90 ms. All 3D experiments were collected in 
a non-uniformly sampled (NUS) manner, using a 15% sampling rate.89 A second sample 
was used to collect the uniformly sampled 4D NOESY.  Samples remained stable for 
greater than 2 months with no signs of unfolding or precipitation.  CL titration 
experiments (15N HSQC) were conducted on uniformly 15N labeled cyt c samples, with 
(reduced) and without (oxidized) addition of ascorbate. Additional assignments (heme 
and aromatic resonances) were obtained through NOESY experiments and comparison to 
previous assignments.88,90 All 3D NUS datasets were first reconstructed using istHMS,89  
followed by processing in NMRPipe.91 All 2D (15N- HSQC and 13C-HSQC) and 4D 
uniformly sampled experiments were processed using Felix95 (Accelrys Inc., San Diego, 
CA). All processed data sets were analyzed using SPARKY.92  
2.2.3  Structure refinement 
 NOEs were binned according to their peak intensity (4D 15N, 1H-HSQC-NOESY-
13C, 3D NOESY-15N, 1H-HSQC) or peak volumes (3D NOESY-13C, 1H –HSQC). 
Intensity was used for 15N-resolved experiments rather than volume due to large 
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differences in peak volumes because of the presence of HX and paramagnetic relaxation. 
Volume was calculated in SPARKY using a Gaussian fitting of all data within a defined 
rectangle, maximum peak motion of 0.01 ppm (1H) and 0.100 ppm (15N,13C), linewidth 
minimum of 2 Hz and maximum of 200 Hz, subtraction of previously fit peaks and 
grouping peaks within the contour boundary. “Calibration” NOEs were used to convert 
known alpha-helical proton-proton distances and their respective intensity or volume. For 
residues involved in secondary structure, all possible Hi-HAi, Hi -HAi-1, Hi -H i-1, Hi -H i-2, 
and Hi -HA i-3  intensities or volumes were calculated and averaged. The plots of average 
intensity or volume vs. helical distance (r-6) were used to classify proton-proton distance 
restraints as either weak (1.7 – 5.5 Å), medium (1.7 – 4.0 Å), or strong (1.7 – 3.0 Å) for 
the 3D NOESY experiments, and either weak (1.7-5.5 Å) or strong (1.7-3.5 Å) for the 4D 
15N, 1H-HSQC-NOESY-13C. Restraints for protons in methyl groups were extended by 
0.5 Å.  
 Backbone ϕ and ψ torsion angle restraints were generated using chemical shift 
assignments for backbone N, C’, CA, and CB (“No Proton” mode for proteins with a 
paramagnetic center) from the TALOS+ Web server.93 Comparison of the TALOS+ 
predictions with and without inclusion of protons produced largely identical values, with 
the exception of 9 outliers. Restraints were generated with the talos2xplor script, 
incorporating the TALOS+ estimated errors with a minimum error of 15°.  
 Xplor-NIH94 was used to incorporate the above experimental distance and 
dihedral angle restraints into a simulated annealing protocol, starting with cyt c in an 
extended conformation. His18 coordination geometry was partially defined, as bond 
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lengths and angles are well-known from crystal structures of c-type cytochromes and are 
rather invariant. The bond length between NE2 on the His ring and the heme Fe was 
defined as 2.0 Å, along with the angle between the His and heme planes (-175°).  The 
protein structure was refined using all experimental NOEs and dihedral angle restraints 
from TALOS+ using the standard sa.inp script.  
 Analysis of the short mixing time NOESY experiment (40 ms mixing time, 
Cartesian sampling) revealed the presence of apparent water NOEs. All HA peaks that 
overlap with the water resonance in the NOESY experiment were also noted. Any 
“water” NOE within 4 Å of a potentially contaminating HA peak was discarded. Any 
water NOE clearly from the surface was also discarded, as surface water can’t be detected 
with confidence (contamination from hydroxyl groups on 10MAG surfactant). The 
remaining peaks were clustered into at least 3 distinct areas, indicating the presence of 3-
4 waters. Closer inspection of a large patch of water NOEs led to the conclusion that 
several of the protons in the cluster were much further than possible for 1 water molecule 
(>10 Å). Thus, this was very likely to be evidence of 2 structural waters on opposite sides 
of a series of loop structures (20s loops). Amide protons alone did not provide a large 
number of restraints. More water NOEs were found from buried methyl groups in the 13C 
NOESY HSQC, again not including those peaks close to overlapping HA peaks. This led 
to at least 3-4 restraints for each of 4 waters, 2 buried deeply close to the heme, and 2 
closer to the surface near the 20s loop.  
Secondary structure hydrogen bond restraints were added in areas of clear 
secondary structure, according to PyMol analysis and TALOS+ results. Finally, an 
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analysis of potential hydrogen bonding interactions not involved in immediate secondary 
structure was performed. The majority of the hydrogen bonds described previously95 were 
in fact present in the last round of structures, although at varying distances. The first 
“class” of these hydrogen-bonding groups were all in one conformation at a short (<2.6 
Å) distance consistently, and were likely present even if they were at the upper limit of 
this distance regime. The second “class” of potential hydrogen bonds were in 2 or more 
conformations in the final set of structures, 1 of which was involved in direct hydrogen 
bond formation. Both of these classes were included as explicit NOE restraints in the final 
simulated annealing protocol. There were several hydrogen bonds described95 that were 
not observed in this analysis, many are due to differences in coordinates for solvent 
exposed lysine side chains. 
 Pseudocontact shift (PCS) restraints due to the presence of the iron center in the 
attached heme group were generated by subtraction of oxidized state protein hydrogen 
chemical shift values from their respective chemical shifts in the reduced state.  Backbone 
oxidized and reduced HN chemical shifts were directly compared from two RM-
encapsulated cyt c samples (prepared as above), while side chain proton PCS values were 
obtained from comparing RM assignments with previous aqueous assignments88; due to 
the extremely high degree of correlation between aqueous and RM-encapsulated 
assignments, this is a safe approximation.  The change in the chemical shift of a given 
nucleus due to the presence of a paramagnetic metal center, in this case the heme iron, is 
a function of both the distance (ri) between the metal and hydrogen of interest, as well as 
the direction cosines (li, mi, ni) of the position vector of the atom of interest in the 
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reference frame, here described by the overall magnetic susceptibility tensor components 
(Δχax, Δχrh) as described in Eq. 1.21. The change in chemical shift of a nucleus is a 
function of both PCS as well as contact shift (CS). Contact shifts are largely caused by 
local effects due to the change in electron density at the metal center, as well as any 
structural perturbations that may occur in the protein due to the change in redox state. The 
overall magnetic susceptibility tensor components were first determined using the 
PARArestraints96 module incorporated into Xplor-NIH.94 After successful inclusion of 
NOE and dihedral restraints, the PCS values were incorporated into a restraint list with an 
estimated error of 0.1 ppm for HN values and 0.2 ppm for all other hydrogens. The range 
of PCS values was from -3.9 to +5.6.  The tensor was then determined using an iterative 
fitting procedure using 20% of the best structures from each round and optimizing against 
experimental restraints. The final tensor components were 704.82 ± 25.67 and -381.69 ± 
21.45 for Δχax and Δχrh,  respectively (errors were estimated using an iterative Monte 
Carlo approach which randomly eliminates 35% of the experimental data for 1000 
repetitions). The initial RMS error from this first optimization protocol was 
0.0843±0.0542, indicating that there is a large amount of error in these initial 
experimental restraints as compared to the optimized tensor components. Each PCS 
restraint with a calculated error of > 0.100 ppm2  was discarded from further analysis, and 
the same magnetic susceptibility tensor optimization protocol was initiated again. This 
optimization resulted in a tensor of 716.33± 11.33 and -392.99 ± 16.45 for Δχax and Δχrh,  
respectively, clearly within error of the previously determined tensor. The RMS error for 
the remaining restraints decreased drastically to 0.016 ± 0.00085. 
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 For the final simulated annealing run, 718 total structures were included for 
analysis. PCS restraints were included with a force constant of 5.0 and the same tensor 
components defined above. Dihedrals were scaled at 5 for high-temperature time-steps 
and 350 for temperature minimization. Temperature was scaled from 2500° to 100° over 
the course of 15,000 2 fs cooling steps after 15,000 high temperature steps. All other 
settings were standard for sa.inp scripts. The final family of 32 structures have 0 NOE 
violations greater than 0.3 Å and no more than 4 dihedral angle violations greater than 1° 
(average of 3.2). The total system energy was a maximum of -126.0.  Statistics for this set 
of 32 final structures are provided in Table 2.1 of the main text.  
 
2.3  Cyt c structure in the reverse micelle 
 The encapsulation of oxidized cyt c within the aqueous core of a reverse micelle 
is particularly challenging due to its high positive charge at neutral pH.97 We have 
recently introduced a new surfactant system based on mixtures of the zwitterionic 
surfactant lauryldimethylamine-N-oxide (LDAO), the neutral surfactant 1-decanoyl-rac-
glycerol (10MAG) mixture and hexanol acting as a co-surfactant.22 The protein is stably 
encapsulated over a wide variety of pH values (5.0 - 7.4), enabling the recapitulation of 
conditions used in many previous studies of the cyt c/CL interaction.82,98-103 The 15N-
HSQC spectra of the free solution and encapsulated proteins are essentially 
superimposable (Fig. 2.1). Standard triple resonance assignment experiments104 
implemented using non-uniform sampling89,105 were used to obtain comprehensive 
resonance assignments and have been deposited to the BMRB (accession number 25640). 
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Comparisons of RM-encapsulated and previous aqueous88 assignments show that 
chemical shifts are highly reproducible (Fig. 2.2a-e), the only areas of deviation coming 
from mutations in the aqueous protein from previous solution studies (Fig. 2.2f-j).  
 The structure of encapsulated oxidized cytochrome c was determined using NMR-
based methods. Structural restraints included NOE-derived distances, backbone torsion 
angles determined using chemical shifts,57 distance and orientational restraints relative to 
the paramagnetic heme iron based analysis of pseudocontact shifts.96 Hydrogen bond 
restraints were introduced following analysis of an initial round of structural refinement. 
Individual water molecules were introduced using in the latter stages of refinement based 
on NOEs to the water resonance as described in more detailed below. There were an 
average of 20 experimental restraints per residue, of which 3.3 were long-range NOEs, 
a b c
Figure 2.3. The structure of oxidized cytochrome c encapsulated in reverse micelles.  (a) The 
32 lowest energy structures from the final round of the simulated annealing protocol in Xplor-
NIH93 are aligned and secondary structure elements colored with different shades of blue. The 
four internal water molecules are displayed as blue dots, and the overlaid heme moieties are 
highlighted in salmon. (b) Precision of the NMR-determined model is illustrated by the 
thickness of the backbone trace as a function of the local RMSD, which is also colored from 
lowest (blue) to largest (cyan) RMSD. (c). Overlays of the backbones of crystal structures of 
ferricytochrome c determined in low-salt (1CRC, blue)110 and high-salt (1HRC, cyan),94 a 
solution structure of cytochrome c (1AKK, orange)95 and that determined by solution NMR 
methods of the RM encapsulated protein (2N3B, green).  	
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and another 3.3 were derived from pseudocontact shifts. Further information about the 
restraint set and refinement statistics are provided in Table 2.1. Over seven hundred 
structural models were individually refined and the 32 lowest-energy structures were 
chosen to represent the final ensemble, which has been deposited to the PDB under 
accession number 2N3B.  
 The final 32-structure ensemble has an overall backbone RMSD of 0.26 Å and an 
all heavy-atom RMSD of 0.69 Å (Fig. 2.3a). This excellent precision can be attributed to 
the very large number of restraints per residue and the long-range angular and distance 
restraints provided by the pseudocontact shift analysis (Fig. 2.3b). The structure of 
encapsulated ferricytochrome c is highly homologous to published crystal structures (all 
heavy atom RMSD ~1.2 Å) with most variation localized to three small regions of the 
protein (Fig. 2.3c). Some of this imprecision of the backbone may be attributable to 
internal motion, particularly in the 20s loop where hydrogen exchange106 and NMR 
relaxation107 indicate that it is particularly mobile in the oxidized form of the protein.  
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Table 2.1. NMR and refinement statistics for oxidized RM encapsulated cytochrome c  
NMR distance and dihedral constraints	  
Distance constraints      
 Total NOE     1,553 
 Intra-residue     441 
 Inter-residue      
  Sequential (|i – j| = 1)   426 
  Medium-range (|i – j| < 5)  280 
  Long-range (|i – j| > 5)  290 
  Water     15 
  Heme     35 
Hydrogen bonds     66 
Total dihedral angle restraints   145 
 φ      72 
 ψ      73 
Pseudocontact shifts     399 
Total restraints     2097 
Restraints per residue     20.2 
 
Structure statistics 
Violations (mean and s.d.) 
 Distance constraints (Å)   0.0336 ± 0.0007 
 Dihedral angle constraints (º)   0.287 ± 0.023 
 Pseudocontact shifts (ppm)   0.060 ± 0.006 
 Max. dihedral angle violations (º)  2.00 
 Max. distance constraint violation (Å) 0.330 
 NOE violations > 0.3 Å   2 
NOE violations > 0.4 Å   0 
 Dihedral violations > 2º   0 
Deviations from idealized geometry 
 Bond lengths (Å)    0.0022 ± 0.00005 
 Bond angles (º)    0.4319 ± 0.003 
 Impropers (º)     0.366 ± 0.010 
Average pairwise r.m.s. deviation* (Å) 
 Heavy atom     0.639 ± 0.076 
 Backbone     0.228 ± 0.039 
 
* Pairwise r.m.s. deviation was among all 32 refined structures. 
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 Extensive crystallographic and NMR studies have indicated that cyt c contains a 
number of internal structural waters and changes in the number and position of these 
waters contribute to establish the electron transfer function of the protein.88,95,108-109 
Detection of protein-water interactions using solution NMR can be potentially quite 
problematic especially waters located near exchangeable hydrogens.110 Encapsulation of 
proteins within the water core of reverse micelles largely eliminates artifacts introduced 
by hydrogen exchange.87 When combined with heteronuclear NMR methods to provide 
spectral resolution, the nuclear Overhauser effect can be confidently employed to probe 
for protein-water interactions.23,87 Analysis of 1H-1H NOEs involving the water resonance 
allowed the identification of four distinct waters within the structure of the protein (see 
Materials & Methods). Each of these waters was placed with at least three restraints and 
Figure 2.4. Structural waters of ferricytochrome c. Structural water atoms are colored as cyan, 
semi-transparent spheres. NOEs used to constrain the position of the water are shown with 
yellow lines. NOE/ROE ratios of amide hydrogen dipolar interactions with water also 
provides insight into the dynamics of hydration water. NOE/ROE values are plotted as colored 
spheres ranging from 0 (most dynamic, red) to -0.5 (most rigid, blue). These studies were 
carried out in CTAB/hexanol reverse micelles, which minimizes artifacts arising from 
hydrogen exchange.87 	
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all were well-defined (RMSD of 0.33 Å). Three of the four waters found here are 
identified in the crystal structure.95 The unique fourth water is defined by three NOEs to 
neighboring methyl groups and is positioned against the C-terminal and 60s helices of the 
protein and is close to the heme β-methyl group. A graphical summary of experimental 
NOEs and potential hydrogen bonding partners for these structural waters is shown in 
Fig. 2.4. While as many as six structural waters have been described previously,88 the 
four observed in this study are buried in the protein core, and are uncomplicated by 
potential NOEs to overlapping Hα peaks, as they were not required to identify and place 
the waters.  
 A comparison of the RM-encapsulated cyt c with two previous crystal 
structures95,111 as well as a previous solution NMR structure112 is shown in Fig. 2.3c. 
While very good agreement (1.2 Å backbone atom RMSD) is seen between the RM-
encapsulated cyt c and each of 2 crystal structures (1HRC, 1CRC), a much higher RMSD 
(2.1 Å) is observed with the previous NMR structural model of cyt c;112 a high RMSD 
(1.7 Å) is also present for the solution structure and crystals. The regions of largest 
deviations between the RM-encapsulated cyt c and the crystal structures include residues 
43-47, 54-57, and 82-84. The loop from 43-47 is more extended in the crystal structures, 
where it is closer to the 20s loops in the RM structure, showing extensive packing 
between Phe46 and the 20s loops residues, including the backbone of Gly29 and Pro30. 
The end of the 50s helix lacks a final turn present in the crystal structures, placing Lys55 
in an opposite orientation due to several NOEs from Lys55 to the Thr40 side chain. 
Finally, Ala83 and Gly84 are slightly extended in the RM structure, where they are more 
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closely packed to the end of the 60s helix in the crystal structures. These structural 
deviations may be due to lack of restraints, solution structure differences as compared to 
the crystals, or a result of spatial restriction inside of the RM. Comparison of hydrogen 
bonding in the present structural ensemble and a previous crystal structure95 reveals that 
the overwhelming majority of these interactions were present at least in a significant 
subset of the structural models. Several of the absent hydrogen bonds in the current study 
can be attributed to the above differences between crystals and RM cyt c, while those 
involving Lys86 described previously95 do not appear to be present in the crystal, as the 
side chain is extended. Finally, the side chain of Arg38 is not forming a direct hydrogen 
bond to the heme, as it is mediated by a structural water (Fig. 2.4).  
 The chemical shifts of all nuclei within a given protein system are subject to 
changes in electromagnetic environment, such as the change that occurs when a metal 
center changes redox state. The change in chemical shift can be described as a sum of 
both pseudocontact shifts and contact shifts. Contact shifts are a result of either local 
environment changes caused by changes in electron density at the metal center, or 
structural changes that accompany changes in redox state. Pseudocontact shifts, on the 
other hand, are caused by magnetic susceptibility anisotropy, and are thus a function of a 
given hydrogen nuclei’s coordinates within the frame of the overall protein magnetic 
susceptibility tensor.  
 Pseudocontact shifts are valuable sources of structural restraints to refine 
traditional NMR structures. However, an implicit assumption in the PCS model for 
structure determination is that structural fidelity is maintained upon change from 
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paramagnetic to diamagnetic metal center.112 While this may be appropriate for externally 
placed metal centers,113 native metal sites need not necessarily be treated in such a 
manner. Indeed, many bioinorganic studies108,114-116 have shown the presence of structural 
rearrangements upon heme redox state changes, simply due to burial of a charged heme 
(paramagnetic iron) versus that of a neutral heme (diamagnetic iron). Also, native heme-
containing proteins, such as cyt c, must modulate binding affinities for various electron 
transport chain binding partners depending on redox state to ensure efficient energy 
production.108 Therefore, no such assumption was made herein.  
 Fig. 2.5 depicts the structure of cyt c with violations of the observed PCS value 
versus that predicted from the optimized magnetic susceptibility tensor components. 
Figure 2.5. Cytochrome c undergoes structural changes upon change in redox state. 
Violations of the determined magnetic susceptibility tensor at localized sites in the protein 
likely arise due to differences in structure of the two redox states of cytochrome c. Violations 
of the back-calculated PCS values are plotted on the structure of encapsulated ferricytochrome 
c. They range from 0.0009 (thin, red backbone) to 2.075 ppm (thick, blue backbone trace). 
Detected redox dependent changes in structure are localized to the heme-exposed face of 
cytochrome c, including residues such as Gln16, Lys27, and Ile81 that are in direct contact 
with BC1, as well as residues 53-56. The RM structure of ferricytochrome c was aligned with 
its counterpart in complex with the BC1 electron transfer chain binding partner (PDB code: 
1KYO). Alignment and figure created using PyMOL. 	
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Interestingly, most PCS violations appear to cluster in the region directly adjacent to the 
heme-exposed face of the protein and in the 50s helix, while the rest of cyt c appears well 
fit to the model. These violations are largely localized to the 50s helix, the 20s loops, and 
Phe82-Ala83, and can be interpreted as either locations of errors in the structural model 
or as possible sites of structural perturbations upon redox change. While the former 
scenario may be playing a role in Phe82-Ala83 due to lack of restraints and 
inconsistencies with the crystal structure, the other residues that display violations of the 
PCS restraints are both well-defined by other restraints and agree well with both crystal 
structures of the oxidized protein, indicating they are correctly structured in the present 
model. The accuracy and precision of the RM structural model, as well as the clear spatial 
clustering of the PCS violations, indicate that these violations are likely due to subtle 
structural rearrangements that occur upon change in heme oxidation state. While these 
sites can no longer be used as structural restraints, they appear to represent solution, 
redox-state structural changes in cyt c. These changes in structure may be important in 
the native function of cyt c, as each redox state of the protein interacts with different 
binding partners, which are presumably accompanied by structural rearrangements. 
Several detailed analyses of previous cyt c crystal structures108,116 have shown that 
structural differences are partially localized to the binding site of cyt c for its BC1 
binding partner;117 the results presented herein also agree well with these studies. Given a 
very accurate structural model, it appears that PCS values can be a sensitive measure of 
redox state structural change. 
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2.4  Interaction with CL observed in the RM  
 The interaction of cyt c with the mitochondrial lipid cardiolipin (CL) is thought to 
be a pivotal first step in the apoptosis cascade, resulting in cyt c unfolding, activation of 
peroxidase activity, and subsequent export from the mitochondrial intermembrane 
space.81 While significant strides have been made towards understanding how CL unfolds 
Figure 2.6. Identification of cardiolipin interaction sites on ferricytochrome c. The addition of 
CL to cytochrome c – containing RMs produces specific chemical shift changes in the protein. 
a) 15N-HSQC spectra at increasing concentrations of CL. A number of resonances, several of 
which are boxed separately, are clearly affected by the presence of CL. (b) The normalized 
CSP for each residue with a clearly resolved peak is plotted according to residue number. (c) 
The chemical shift perturbations rendered onto the surface of the determined structure reveals 
three interaction sites (no CSP is colored yellow, while maximum CSP is blue). Previously 
suggested interaction sites (A and L) are present in the RM experiments. An additional 
interaction site is present at a distinct location and is comprised of residues Phe36, Gly37, 
Thr58, Trp59, and Lys60. The side chains of Trp59 and Asn52, previously termed the C-site,81 
do not display any CSPs even at maximum CL concentration used. 	
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cyt c, atomic level detail of this interaction remains elusive; the majority of the 
experiments on the interaction yield information on changes in apparent FRET distances 
between two points on the protein. It is clear why NMR would be an ideal method with 
which to investigate the interaction in atomic resolution. However, traditional CL-
containing liposome titrations are very difficult in solution NMR, presumably due to 
protein binding to a very large liposome particle. The initial binding event is key to the 
initiation of the interaction, yet existing information on this stage of the interaction is 
largely based on mutational studies or propose two binding sites that await atomic 
resolved information.98,118 
 A solution to the above difficulties is found in reverse-micelle (RM) NMR. Under 
the same RM conditions as the above structural studies, CL was directly titrated into cyt 
c-containing RMs. The resulting 15N-HSQC resonance chemical shifts and intensities 
were analyzed as a function of increasing concentration of CL (Fig. 2.6a). Importantly, 
even at conditions of 25-fold molar excess of CL:cyt c, no unfolding of the protein was 
observed (although stability of the RMs was compromised). While the majority of the 
protein showed minimal response to increasing CL, specific resonances displayed small 
but significant and repeatable changes in chemical shift. The overall (weighted 15N/1H) 
chemical shift perturbation (CSP) can then be calculated for each individual backbone 
amide in the protein (Fig. 2.6b). When the CSP is plotted onto the protein structure (Fig. 
2.6c), three distinct “sites” are observed. The interface described here is the first site-
resolved, detailed interaction surface of cyt c for CL. The first region contains residues 
Val20, Lys22, Gly24, Lys25, His33, Asn103, and Glu104, which seems to be largely 
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composed of residues thought to be in the “L” site of CL interaction.119 The second, 
distinctly localized interaction site is composed of Thr78, Lys79, Ile81, and corresponds 
to the previously observed A, or anionic, binding site for CL.82 There is a large, third site 
which, to the best of our knowledge, has not been described previously, composed of 
residues Phe36, Gly37, Thr58, Trp59, and Lys60 (Fig. 2.6c). While more experiments are 
necessary to determine whether this site is electrostatic in nature, this interaction site is 
composed of residues with aromatic and positively charged side chains, with potential 
hydrogen bonding partners for the backbone, as well as the side chain of Thr58. The 
novel (“N”) site is conspicuously absent from the CSP surface for the reduced protein, 
and nearly all of the N-site residues are not significantly perturbed in the reduced state of 
the protein (Fig. 2.7b-c). This site thus may represent either a redox-state dependent CL 
binding site or inhibition of CL binding by ascorbate, which is used to reduce the protein.  
 Each of the sites are separated by sufficient distance such that one CL molecule 
cannot be responsible for simultaneously binding to more than a single interaction site. 
Additionally, several other resonances display changes in chemical shift without 
localizing to a clear site (e.g. Lys88, Thr89, Lys73, etc.) and are thus potentially 
interesting alternate binding residues. We see no evidence of CL interaction with Asn52 
of cyt c, previously termed the C-site.81 The side chain of this residue points directly into 
the interior of the protein and is involved in hydrogen bond formation with both the side 
chain oxygen of Thr49 and an oxygen of the propionate group of the heme, both of which 
must be broken and significant structural rearrangements including unraveling of the 50s 
helix must occur before any peripheral interaction with the CL head group (we see no  
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Figure 2.7.  Both redox states of cyt c were tested independently for interactions with CL. 
When oxidized (orange) and reduced (blue) CSPs for each species are plotted against the 
sequence at the same (16:1) molar ratio of CL:cyt c (a) it appears that the effects are largely 
identical. However, when the oxidized CSP is plotted against the reduced value (b) (again at 
the same CL:cyt c ratio) it becomes readily apparent that there are several clear outliers. The 
CSP values for the “novel” site are colored in orange, and the rest of the protein in blue. All of 
the most obvious outliers belong to this new potential interaction site, hinting that this site 
might be redox-state dependent. Indeed, when the reduced state CSPs are plotted onto the 
protein structure (c), the A and L sites are still present, while the majority of the N site, 
including residues Phe36, Gly37, Thr58, Lys60, and Glu62 (which are the 5 outliers depicted 
in (b)), are clearly missing from the interaction surface. This strongly suggests that CL can 
indeed interact with cyt c at this novel site, but does so more strongly in the oxidized state.	
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evidence for such changes upon interaction with CL). This short helix, including Asn52, 
also does not display any significant changes in peak intensity. Due to the fact that no 
evidence of protein unfolding occurs, even at significant molar fractions of CL, it seems 
apparent that the spatial confinement of the RM interior can and does prevent unfolding 
of the protein. At standard conditions, the RM confinement effect should provide an 
estimated 21 kT of stability to the folded state relative to the extended, unfolded 
ensemble assuming a spherical geometry of radius 42 nm.120-121 Thus, using the RM can 
allow for separation and characterization of the initial, peripheral interaction without 
contamination from subsequent unfolding steps.122 The potential relevance of this 
spatially confined cyt c/CL interaction will be discussed below. Several peaks change 
intensity upon introduction of CL, as shown in Fig. 2.8a-b. These residues tend to 
generally correlate with the CSP sites described above, including a broad patch 
connecting the N and L sites, as well as a drastic decrease in intensity for Lys79 (A site) 
(Fig. 2.8c). These changes may be due to CL binding, chemical exchange, or changes in 
hydrogen exchange patterns at these resonances. While the observed changes in intensity 
cannot be attributed to increased motions on the CPMG timescale (data not shown), and 
tend to correspond to the CSP sites, little else is known about their origins; this is the 
subject of future investigation.  
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Figure 2.8. Many peaks change in intensity during the course of CL addition. The normalized 
intensity values are largely near unity (± 20%) (a), yet several peaks drastically decrease in 
intensity, while several actually get more intense. When the percent changes are taken into 
account (b) there appears to be little to no pattern. When the structure is colored by percentage 
intensity change (c), the changes do appear to be much more randomly distributed than the 
CSP changes, yet there is some localization to the area of the protein surface between the “L” 
site and the novel site described in the text. The “A” site, particularly Lys79, is also affected in 
intensity, indicating that CSPs and intensity changes likely both report on the binding event, 
although CSPs produce a much cleaner interaction surface.	
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2.5  Discussion 
 The ability to observe folded proteins within the aqueous, nanoscale environment 
of the RM interior has emerged as a solution to study many biophysical phenomena. 
While many examples of RM encapsulated proteins that are folded have been observed 
previously, the RM structure of cyt c presented herein is only the second high-resolution 
structure of an encapsulated protein to date. Importantly, the NMR structural model 
determined is currently the best solution model of the protein, as measured by RMSD to 
crystal structures as well as overall precision (intra-family RMSD). However, comparison 
to crystal structures is clearly not the only indicator of quality, particularly for proteins 
such as cyt c where factors like salt111,123 crowding,124 and redox state108,115 have been 
shown to modulate the structure. It is pivotal to have a reliable solution model of this 
protein, not just in investigations of its native role of electron transport, but also for 
studies into its relatively new role in apoptosis signaling. Important to this first role, we 
have provided solution measures of structural change upon change in redox state for cyt 
c; these results agree with previous analyses and point towards a potential mechanism for 
modulating affinities for binding partners upon picking up and dropping off its cargo. All 
4 waters described in the current study were previously found to be present in the protein, 
albeit with slightly different final coordinates as the two structural models also differ.88 
Of the remaining 2 water molecules, one is clearly surface exposed while the other is near 
a region of the protein with significant structural differences between structural models.  
 The interaction of cyt c with mitochondrial CL has been studied extensively over 
the past several decades.81 The interaction has been shown to be largely separable into 
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two distinct phases. First, CL can peripherally associate with the protein surface with at 
least 2 distinct binding modes (likely 3). The A and L sites are largely electrostatically 
driven, as they can be inhibited by increased salt,81-82,100,103,118 while the C site is thought 
to be a specific hydrogen bond between Asn52 and the deprotonated head group of CL.81-
82 The first two sites, confirmed (and expanded) herein for the first time with atomic 
resolution methodologies, can appropriately be termed “peripheral” interaction sites. We 
also provide evidence for a novel CL binding site distinct from the A and L sites, here 
termed the N site. This site does not appear to be present in the reduced form of the 
protein, indicating a possibility for preferential selection of the oxidized protein for 
interaction with CL. Structural analysis indicates that for the C site to be accessible, at 
least partial protein unfolding must occur, and can be thought of as part of the next phase 
of the interaction; that is, protein unfolding. Interpretation of our results in the context of 
the recent study by Pandiscia et. al. results in a model that can separate modes of 
interaction not in the typical A, L, and C sites, but rather in terms of peripheral and 
integral interactions.118 “Site 1” can thus be thought of as a mixture of all peripheral 
interactions observed in our study (i.e. the A, L, and N sites); at least the A and L sites of 
this interface have previously been shown to be largely electrostatic in nature, and again 
can be inhibited by increasing salt.82 “Site 2” can alternatively be thought of as the 
beginning of unfolding of the protein, with changes in the CD and optical spectra of the 
protein beginning to appear (largely observed from changes in the burial of the Trp59 
side chain as observed by fluorescence), which can allow for a different set of potential 
interactions with the semi-unfolded protein. Although, as Pandiscia et. al. point out, the 
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nature of these interactions are largely based on speculative evidence, and may not 
represent some specific hydrogen bonding interactions, as has previously been 
suggested.82 
  An impressive number of studies have been conducted on the mechanism of this 
unfolding phase. These have ranged on debates about extent of protein insertion into the 
membrane,118,125-126 how the peroxidase reaction might be achieved (now including a 
crystal structure),127 which foldons might unfold first in a step-wise manner,101,103,118 and 
when cyt c peroxidase activity can be achieved along the course of this unfolding 
trajectory.101,128 The interaction has grown to be characterized by a variety of 
experimental techniques, including circular dichroism,98,100,118 UV/vis of the A695 charge 
transfer band,98,101 or fluorescence based methods.100-101,103,118 All of the above studies 
have also been conducted with increasingly vast molar excesses of CL embedded in large 
assemblies of liposomes. While liposomes represent a convenient system in which to 
present a lipid bilayer in solution to a protein of interest (cyt c in this case), there are 
several issues that are not accounted for. First, liposomes have a relatively small, positive 
curvature due to their large size (κliposome ≈ +2.5x107). Second, aqueous liposome studies 
are conducted at very idealized, low concentration conditions; they lack any effects of 
confinement or molecular crowding. The mitochondrial intermembrane space is largely 
composed of long, tubular structures.129 As cyt c is present on the inside of these 
structures, it mostly encounters this large, negative curvature. While there are certainly 
several aspects of RM encapsulation that do not recapitulate native conditions (single 
lipid layer, external bulk alkane solvent, etc.), encapsulated cyt c does experience a much 
	70 
more native-like curvature relative to solution studies (κRM ≈ -4.8x108). In addition, the 
diameter of the mitochondrial tubules ranges from 4 to 18 nm, or approximately 1.3-6 
times the diameter of cyt c.  
 Much theoretical and experimental work has been done on the effects of 
confinement on the energetics of protein folding.121,124,130-131 Zhou & Dill find that when 
a folded protein encounters a confined space, extended, unfolded states (as well as the 
energy barrier to reach that ensemble)130 are raised in energy relative to the compact 
folded state.121 According to theoretical estimates of changes in unfolding energies under 
spatial confinement in a sphere (an overestimate of that observed in tubular 
mitochondria), the amount of stabilization of the native state relative to the extended, 
RM
Mitochondria
Figure 2.9. Energetics of cyt c confinement. Under the Zhou & Dill model of confinement,121 
cyt c experiences ~20 kT stabilization of the native state in the reverse micelle. While the 
range of widths that the protein experiences in the mitochondria is much larger, it can 
potentially be stabilized by between 1.25 and 23 kT relative to bulk solution.  	
	71 
unfolded ensemble is approximately 1.25 to 23 kT, depending on the specific diameter of 
the confined space (Fig. 2.9). Even at vast molar excesses of CL in solution studies, only 
a relatively small fraction of the population (~10%) occupies the unfolded, extended 
structures. Even at the lower limit of the confinement effect likely to be observed in the 
mitochondria (1.25 kT), there is still enough stabilization present to overcome the 
relatively modest effect of CL on cyt c. The RM diameter used in the CL titrations above 
falls in between the stabilization numbers likely to be encountered; that is, the native fold 
is stabilized by a factor of 1.32x109. This model assumes unobstructed space within the 
context of confinement; effects of macromolecular crowding due to the other components 
of mitochondria (proteins, solutes, etc.) may serve to further stabilize the native state of 
cyt c even in the presence of mitochondrial CL. Thus, in native mitochondrial conditions, 
confinement can allow cyt c to maintain a proper fold and carry out its appropriate 
function while still participating in the electrostatic “tethering” interactions with the 
negatively charged lipid bilayer, including at the newly discovered N binding site. This 
confinement induced stabilization of proper protein fold is essential for maintaining 
complete electron transport activity in a situation where the protein would be expected to 
unfold in free solution conditions. This effect explains how this function can be achieved 
in a situation where both cyt c and excesses of CL are constantly present; where 
unfolding is observed in solution, only peripheral membrane interactions are likely 
present in the cell. We can only speculate on how apoptosis signaling can commence 
from here. Either some change in conditions (increase in the amount of reactive oxygen 
species leading to a change in the native lipid state and increase in peroxidase activity of 
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the small fraction of unfolded cyt c) or of morphology (damage of the mitochondrial 
membrane allowing for a diminished confinement effect, etc.) would allow for cyt c to 
signal through CL for apoptosis to be activated through an established mechanism.81 
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Chapter 3 
 
Accuracy & utility of simulated dynamics 
 
 
3.1  Replication of experimental dynamics through simulation  
3.1.1  Introduction 
This sub-Chapter (3.1) is based upon work previously published in journal 
Protein Science;132 I was responsible for the majority of the simulations and work herein, 
with assistance throughout from Dr. Kim A. Sharp and Dr. A. Joshua Wand. All-atom 
molecular dynamics (MD) simulations of biomolecules have undergone an explosion in 
popularity due to advances in computing power, computational efficiency, and accuracy 
of the force fields used. The Charmm133 and Amber134-135 force fields are two of the most 
widely used families of force fields for protein simulations. MD simulations using them 
have provided insights into a wide range of experimental phenomena. Examples of 
dynamic processes in proteins studied by MD include the role of correlated proteins and 
frustration in allosteric pathways,136 transitions between active and inactive 
conformations of signaling molecules such as kinases,35 enzyme catalysis,137 and 
simulation of protein folding pathways and kinetics.63 These applications rely entirely on 
faithful reproduction of the dynamics by the given force field. Therefore, it is essential to 
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assess the accuracy of the force fields used in these applications, not just by structure 
based metrics such as root mean square deviation from X-ray structures, chemical shifts, 
residual dipolar couplings (RDCs) or J-couplings, but also by reproducing truly dynamics 
properties.  
Nuclear magnetic resonance (NMR) based relaxation experiments can give site-
specific dynamic information in the form of the generalized order parameter (O2) for 
individual bond vectors throughout the protein of interest.73 The O2 value determined 
from NMR is simply the limit of the angular autocorrelation function for the bond vector 
or, alternatively, the probability of a bond vector remaining in the same orientation within 
the molecular frame in the long time (>> µsec) limit.  NMR O2 values report on 
timescales of motion that are directly relevant to those achievable with conventional MD, 
namely ps-ns motions where the upper limit approaches the overall tumbling time of the 
protein (typically 10-100 ns). Protein side chain motions, as probed by the order 
parameter for the methyl axis orientation, O2axis, display considerable heterogeneity, in 
both site to site variation within a given protein and as differences in average O2axis values 
between different proteins.138-139 These methyl axis O2 values can also be leveraged into a 
measure of the overall protein residual conformational entropy, and as changes therein 
upon ligand binding.138 Until relatively recently, protein methyl O2axis values have been 
poorly replicated by MD, with R2 values commonly less than 0.3, or not reported.140 With 
improvements in force fields, simulation software, and greater computing power, much 
improved agreement is now possible.138-139,141-142 In particular, using the Charmm27 force 
field, explicit water representation and the MD package NAMD, we can accurately 
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reproduce O2axis values across a set of seven very diverse proteins. The overall correlation 
with experiment (R2 ~ 0.7) currently represents the state of the art in this area, though 
individual model protein systems have been simulated that reproduce experimental 
dynamics observables with exceedingly high precision (villin headpiece, Fig. 3.2, R2 = 
0.86).  
These results were achieved with a single force field, using a standard simulation 
protocol within the NAMD MD simulation package. Simulations of varying lengths from 
100 ns to 1 us gave comparable accuracy,138 indicating that simulations are not limited 
primarily by sampling or computational power. It is therefore of interest to the MD 
community to establish i) how much error arises from the force field itself, and ii) which 
of the commonly used variations in the Charmm/Amber force fields are the best for 
calculating O2axis values. To facilitate comparison, we used the same set of proteins as 
before,138,143 with two exceptions. Cytochrome c2 was omitted because of concern that 
the heme cofactor parameters might not be as accurately known as the amino acid 
parameters, or not transferable. This could introduce bias between force fields. We also 
omitted one of the two calmodulin complexes so that each protein was represented once 
(Table 3.1). We examined the standard Charmm and Amber protein force fields, each 
with implicit144 or explicit145 water models. In order to compare the recent updates to the 
Amber force field, we used both Amber94 as well as Amber12, which incorporates 
modifications from averaged NMR data2 as well as from quantum mechanical 
calculations for isoleucine, leucine, aspartic acid, and asparagine residues (as indicated by 
the suffix ILDN).135 O2axis values for all protein methyl groups were then calculated as 
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described previously using the so-called long-time limit approximation138 and directly 
compared to those observed in solution NMR experiments.  
3.1.2  Simulation conditions and analysis 
Table 3.1. Proteins and force field parameters used in force field testing. 
Protein  Residues PDB ID Temperature (°C)  Explicit Atoms 
ALBP   131 1LIB  20   13934 
α3D   73 2A3D  30   9714 
CaM-smMLCKp 167 1CDL  35   18776 
HEWL   129 1LZA  35   14359 
ubiquitin  76 1UBQ  25   10747 
Protein abbreviations: ALBP, adipocyte lipid binding protein; CaM-smMLCKp, calcium-
saturated calmodulin (CaM) complexed with a peptide from smooth muscle myosin light-chain 
kinase calmodulin-binding domain (smMLCKp); HEWL, hen egg white lysozyme. PDB ID 
corresponds to the starting structure used for each simulation. All proteins were simulated for 30 
ns under 5 different force field conditions, described in the Methods section. The number of 
explicit atoms corresponds to the total number of atoms in the system for explicit water solvent 
simulations.  
Simulations performed with an explicit water solvent model used a TIP3P145 
potential and a minimum distance of 8 Å of water box padding for all proteins. All other 
aspects of the simulations were performed as previously described,138 aside from a 
uniform simulation length of 30 ns, the only variable being the force field (either 
Charmm27,133 Amber94,146 or Amber12147). Implicit water model simulations were 
carried out with either the Charmm27 or Amber94 force fields. The solvent was modeled 
using the generalized Born solvent model of Bashford & Case144 within the NAMD2 
simulation package.148 Each simulation used an ion concentration of 0.3 and an 
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alphaCutoff of 14. 1 fs timesteps were used with 1-4scaling set to 1.0, a switchdist of 
15.0, cutoff of 16.0, and pairlistdist of 17.5. Again, other than the use of a different force 
field, all other parameters were kept constant across all simulations. 
30 ns simulations for each of 5 proteins, listed in Table 3.1 (ubiquitin, a3D, 
ADBP, HEWL, and CaM-smMLCKp) in 5 different simulation conditions (Charmm27 
TIP3P, Charmm27 Born Model, Amber94 TIP3P, Amber94 Born Model, and Amber12 
TIP3P) were performed for a total of 750 ns of simulation time. Upon completion of each 
simulation, methyl O2 values for each methyl containing residue in the protein were 
calculated using the following equation (also, as previously described138): 
  
(3.1) 
 
O2axis values were then calculated as previously described.138 MD derived O2 values were 
then compared to their experimental counterparts. Each MD methyl O2 was plotted 
against every residue that had an available NMR methyl O2 for each protein and 
simulation condition. Subsequently, simple R2 correlation coefficients and mean 
unsigned errors for each set were then calculated for each group. In order to analyze 
leucine and isoleucine separately, the O2 values for all methyl groups for each of these 
residues across all 5 proteins were plotted against the NMR values; again, simple R2 
correlation coefficients were calculated. In order to determine the effect of force field on 
the resulting whole protein side chain conformational entropy value, average methyl O2 
(<O2axis>) values were calculated for protein in each simulation condition and compared 
O2 = 3
2
[< x2 >2 + < y2 >2 + < z2 >2 +2 < xy >2 +2 < yz >2 +2 < xz >2 ]− 1
2
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to average methyl O2 value from NMR. Using these values, side chain entropy was then 
calculated as previously described,138 using: 
20.83 (0.91 0.74 )totSC axisS N Oχ= − < >∑      (3.2) 
Where Ssctot is the total side chain entropy, ΣNχ is the total number of chi angles in 
each protein, and the constants are derived from the empirical relationship established 
previously138 relating entropy and methyl O2 values. 
3.1.3 Results 
 
The correlations (reported as R2 values) between each set of MD-calculated O2axis 
values and their experimental counterparts are shown for each set of simulation 
parameters in Fig. 3.1a. As is readily apparent, the use of an implicit solvent model fails 
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Figure 3.1. Correspondence between experimental O2axis parameters and those derived from 
molecular dynamics simulations using various force fields. a) Average correlation coefficients 
(R2) for the five test proteins for the three force fields used in the simulations with explicit 
water and for the two used with implicit water. The mean for the five proteins in each case is 
shown as a horizontal black bar. b) Mean deviations between experimental O2axis values and 
those derived from molecular dynamics simulations using the various force fields and explicit 
water. c) Ability of each of the explicit water simulations to reproduce experimental O2axis 
values for leucine and isoleucine methyl groups. The average R2 values across each of the five 
test proteins are shown. 	
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to adequately replicate motions present in proteins. While Charmm27 potentials with 
implicit water can replicate O2axis values for ubiquitin and α3D fairly well (R2 = 0.58 and 
0.47, respectively), all other proteins displayed an R2 of less than 0.35. The average R2 
value for all 5 proteins in Charmm27 and Amber94 implicit water simulations, 
discounting ubiquitin, falls to 0.25 and 0.22 (respectively). The explicit water 
simulations, on the other hand, are much better at consistently replicating experimental 
values, with an average R2 of 0.45 for Charmm27 and 0.46 for Amber94. These 
conclusions are also borne out by the mean error for each protein in each force field as 
seen in Fig. 3.1b. It appears that for proteins that are well-simulated (i.e. they do not 
unfold spontaneously as measured by the final r.m.s.d. from the initial coordinates), the 
final correlation with experimental order parameters is fairly well converged (as 
determined by correlations between order parameters calculated from the first 15 ns of 
simulation as compared to the full 30 ns trajectories) as shown in Table 3.2.  
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Table 3.2. Relationship between simulation convergence and stability. 
Protein Force Field  Correlationa  Convergenceb  Final RMSDc 
ALBP Charmm27 Explicit 0.48   0.82   1.25 
 Amber94 Explicit 0.66   0.88   1.30 
 Amber12 Explicit 0.50   0.72   0.86 
 Charmm27 Implicit 0.15   0.81   3.61 
 Amber94 Implicit 0.23   0.77   4.01 
ubq Charmm27 Explicit 0.74   0.88   2.04 
 Amber94 Explicit 0.60   0.83   2.25 
 Amber12 Explicit 0.63   0.95   1.88 
 Charmm27 Implicit 0.58   0.70   1.98 
 Amber94 Implicit 0.14   0.38   7.60 
aCorrelation refers to the overall R2 for experimental versus simulation-derived O2axis values, as in 
Fig. 3.1a. bConvergence is determined here by comparing the O2axis values derived from the first 
15 ns of simulation to those at the end of the 30 ns trajectory; a high correlation implies that 
simulations have reached convergence at least by 15 ns of simulation time. cSimulation stability is 
measured here by the final Cα root mean square deviation (RMSD) from the initial starting PDB 
coordinates at the end of the trajectory. Simulations with unstable trajectories are clearly not 
capable of replicating experimental O2axis values with any precision.  
 
It is apparent that the experimental data for ubiquitin are better reproduced across 
different force fields than for other proteins. It has recently been shown that reproduction 
of experimental O2 values for ubiquitin is improved with increased simulation time.149 
However, it takes more than 10-fold longer – simulations of 100 ns or more – to increase 
from R2=0.66 to R2=0.85.138,149 Increasing simulations to the µs timescale produces 
almost no further improvement.149 However, for the other proteins in Table 3.1, 
increasing simulation length to 100 ns – 1 us timescales does not result in as much 
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improvement, measured by R2: either in relative terms, or compared to ubiquitin. The 
cost/benefit ratio as a function of simulation time decreases drastically beyond 100 ns. 
Apparently ubiquitin is somewhat of a special case, in terms of the ease with which 
different force fields reproduce experiment, and the moderate improvement for longer 
sampling. This highlights the importance of testing on a diverse set of proteins when 
comparing force fields or establishing sufficient simulation protocols.  
While both Charmm27 and Amber94/12 force fields in explicit water do 
significantly better than their implicit water counterparts, Charmm27 slightly outperforms 
both Amber force fields for the proteins considered in this study. Interestingly, this agrees 
with recent findings that the Charmm27 force field is capable of reaching higher 
correlations with experimental data at shorter simulation time compared to the Amber 
force field.149 This result is consistent not just for ubiquitin but also for the averages 
across the 5 proteins considered here.  
Figure 3.2. Experimental vs. simulated methyl order parameters in villin. Comparison of 
solution (a, R2 = 0.86) and solid-state (b, R2 = 0.24) NMR experimental O2axis values for the 
villin headpiece with those derived from molecular simulation.  	
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The torsional parameters for the residues leucine, isoleucine, aspartic acid, and 
asparagine were recently updated in the Amber12 force field.147 The correlations to 
experimental O2 values for isoleucine and leucine residues across all proteins are shown 
in Fig. 3.1 for Charmm27, Amber94, and Amber12 force fields with explicit water. Both 
Charmm27 and Amber94 have R2 values close to 0.45, while the modifications to the 
ILDN torsional angles in Amber12 (as well as other potential changes) have apparently 
decreased correlations with experiment to 0.28. This demonstrates that though these 
modifications are better at replicating average NMR measurements derived from average 
structural properties such as J-couplings and RDCs, this does not necessarily translate to 
more accurate representations of protein dynamics.  
Figure 3.3. Accuracy of simulated entropy in a variety of protein systems. Total entropy of the 
protein side chains for all simulated proteins under all conditions, calculated as in Eq. 1.4. All 
all-atom force fields replicate this value fairly well, but implicit water solvents tend to produce 
excess entropy due to protein instability (and subsequent unfolding).  	
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Recent studies have shown that methyl order parameters can be sensitive proxies 
for the protein’s global conformational entropy.138 The ability of MD to recapitulate 
protein entropies, measured in solution by, e.g. calorimetry, is also of great interest. All 
explicit solvent conditions used herein perform reasonably well in reproducing protein 
side chain entropies, even with the relatively large variance present due to the short 
timescale simulations (Fig. 3.3). Implicit solvent simulations show much higher errors 
relative to experimental measures of protein entropies.  
 
3.1.4  Discussion & suggestions 
In summary, when comparing Charmm27 and Amber03’s overall performance, 
both achieve comparable accuracy. However, Charmm27 reaches its limiting accuracy at 
shorter simulation times, comparable to the tumbling time of the protein, indicating that it 
is a better choice for shorter simulations. The timescale of internal protein motions that 
determine the O2axis values are on the order of the protein tumbling time or so (5-10 ns). 
So if MD simulations of much longer (100 ns or more) are required to match 
experiments, that is an indication that the dynamics are not being modeled realistically. 
The amplitude and timescale of motions in simulations must be truly complementary to 
experimental values if accurate conclusions are to be drawn from the resulting 
trajectories. Thus, a better strategy is for improvements to the force field parameters 
themselves, especially for side chain torsion angles, rather than the brute force approach 
of longer simulation times. It is important to note that experimental methyl O2axis values 
clearly report on more than just the methyl bearing side chain:138 the flexibility of a given 
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methyl group is also determined by its local environment. Therefore, in order to improve 
force field accuracy in terms of replicating methyl order parameters, it may be necessary 
to modify parameters for more than just methyl containing residues themselves. This may 
account for that fact that modifications to the torsional potentials of just the I, L, D, and N 
residues decreased the ability to replicate experimental O2axis values. Future 
parameterizations of force fields must be made using not just average, structure derived 
observables, but true dynamics observables such as NMR derived O2 values. 
 
3.2 Calculation of residual protein backbone conformational entropy 
3.2.1 Introduction 
 This sub-Chapter (3.2) is based upon work previously published in the journal 
Proteins;143 Simulations were initially performed by Dr. Vignesh Kasinath with 
subsequent initial backbone analysis by myself, with assistance throughout and 
subsequent entropy calculations performed by Dr. Kim A. Sharp and guidance from Dr. 
A. Joshua Wand. As mentioned previously, side chain methyl and backbone amide bond 
vector order parameter values are the most common types of fast-timescale NMR 
dynamics experiments conducted on protein systems. We have used and exploited the 
theoretical relationship between side chain methyl order parameters and entropy to 
quantify the relationship between the two, termed the “entropy meter”.76 Experimentally 
derived changes in O2axis values for a series of soluble protein systems upon some 
binding event were compared to calorimetrically determined total entropy changes for the 
same binding event (after subtracting solvent entropy components);76 the resulting 
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relationship was found to be fairly linear. This linearity suggests that methyl order 
parameters can indeed be used as a proxy for calculating conformational entropy changes 
for binding events, an elusive thermodynamic quantity. However, this relationship is 
imperfect, and many other theoretical sources of entropy changes are possible, such as 
changes in protonation state, complex solvent behavior, and backbone dynamics 
differences. The purpose of the current section is to examine the behavior of the protein 
backbone with respect to its inherent conformational entropy using molecular simulation. 
3.2.2 Results 
 Backbone dynamics changes have traditionally been very difficult to calculate 
quantitatively, as the overwhelming majority of potential sites are involved in secondary 
structure, and hence, are predictably rigid. The large population of highly rigid sites 
skews any averaging needed to quantify changes in average dynamic (or entropic) 
behavior. However, using simulation, it is fairly straightforward to simply look at any and 
all residues or bond vectors of interest and discard these complicating factors. Similar to 
the previous section on force field accuracy, it is important to include a wide variety of 
protein topologies and sizes to get a broad view of universal features rather than protein-
specific observables. Thus, simulations were conducted for 7 proteins under the same 
conditions described in 3.1.2 (in detail in Sharp et. al.),143 and backbone and methyl order 
parameters were calculated using Eq. 3.1.  
 All backbone order parameter values are plotted in a histogram in Fig. 3.5. As 
predicted, the overwhelming majority are very rigid and fall in a narrow window of ~ 
0.80 – 0.95. We were interested in looking at order parameter values outside of the rigid 
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cluster of secondary structural elements, so chose for further study all individual 
backbone O2 values < 0.8 (an arbitrary cutoff to eliminate 70% of the most rigid sites). 
Comparison of the average backbone order parameter with each proteins average side 
chain methyl order parameter shows no significant relationship between the two: average 
backbone behavior is dominated by secondary structure (Fig. 3.4, black). However, after 
removing all O2 values > 0.8 from these averages, a clear and linear (m ~ 1.0) relationship 
between these values appears (Fig. 3.4, red). After eliminating secondary structural 
elements, it appears that the protein backbone and side chain methyl groups report on the 
same average dynamic nature of the protein of interest.  
 If the average backbone O2 and side chain O2axis are related, is this due to a 
coupling of their values on an individual residue basis? A plot of each individual methyl 
Figure 3.4. Different relationships between backbone and side chain order parameters. 
Relationship between each of the 7 proteins’ average backbone amide O2 (<O2bb>) and its 
average side chain methyl O2axis (<O2axis>) when all amides are taken into account (black), or 
when just those probes with O2 values < 0.8 are considered.  
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group order parameter versus its attached backbone O2 value shows that aside from the 
“upper limit” determined by the backbone O2, their values are not coupled; individual 
side chain order parameters cannot be determined by the backbone behavior, and vice 
versa (Fig. 3.6). Reassuringly, alanine backbone and methyl group order parameters fall 
neatly along ~ y = x (Fig. 3.6, black); their behavior is directly coupled due to a lack of 
degrees of freedom between the vectors.  
 Finally, entropy was calculated for each residue in the backbone by binning Φ and 
Ψ angles into 18° bins (20 total), making a 2D probability distribution function for each 
residue in the protein, from which entropy was calculated with the standard Boltzman 
approach.  
p( , ) lnp( , )NH B i i i iS k= − Φ Ψ Φ Ψ∑∑ 	 	 	 	 	 	 (3.3)	
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Figure 3.5. Histogram of simulated backbone amide order parameters. Frequency of all 
amide backbone O2 values for all 7 proteins used in the present study demonstrating the sharp 
drop off in values < 0.8 which are mostly involved in secondary structure interactions. 
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The resulting relationship between backbone entropy and O2 is non-linear, in accord with 
previous theoretical calculations assuming a simple harmonic motional model, and is 
better fit as a function of ln(1-O2) (Fig 3.7).150-151 While there is some level of variance 
around the linear fit, statistical averaging (as displayed for the 7 proteins used here) 
eliminates much of this error. Using the calculated slopes and intercept for average values 
of backbone O2 < 0.8 for the protein systems studied (<ln(1 – O2)>), entropy is calculated 
as: 
21.11 ln(1 ) 3.8NH
B
S O
k
< >
= < − > + 	 	 	 	 	 	 	 (3.4)	
This treatment for calculating backbone entropy can then be extended to include 
previously calibrated side chain entropy to provide a full treatment of changes in entropy 
upon binding event (after accounting for correlated motional effects with the maximum 
information spanning tree (MIST) method143) as follows 
Figure 3.6. Relationship between individual methyl and backbone order parameters. 
Individual O2axis values for methyl probes in all 7 protein systems plotted against the average 
backbone O2 of its two flanking amides where the amide average is < 0.8. Different residue 
types are plotted in different colors as in the legend and y=x is plotted as a solid black line.  
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Where Nres and Nχ are the number of residues and chi angles in the protein of interest 
(respectively), and <δln(1 – O2)> and <δO2axis> are the changes in average backbone and 
side chain order parameters, respectively. 
 
3.2.3 Conclusions & Discussion 
 A number of interesting physical phenomena are at play in determining the 
average dynamic, and hence entropic, content of proteins. First, the average side chain 
dynamics of proteins have been shown to be important for the thermodynamic quantity 
conformational entropy (and changes therein). Though much less straightforward, protein 
backbones can also report on this average behavior, though it requires elimination of 
large amounts of data present for highly rigid residues involved in secondary structural 
Figure 3.7. Simulated entropy vs. backbone order parameter. Relationship between backbone 
entropy (pilnpi) normalized by Boltzmann’s constant (kB) and the backbone amide O2 from 
simulation as a logarithm of (1 – O2). While there is a fair deal of scatter around the main 
distribution, the correlation is quite robust.  
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elements. On an individual residue basis, backbone and side chain behavior are 
uncoupled from each other, though taken as an average across proteins, dynamic 
backbone residues report on the conformational entropy derived from side chain methyl 
groups. A comparable treatment of experimental backbone order parameters becomes 
statistically difficult, as experiment often selectively discards the more dynamic 
backbone probes used herein for a quantitative interpretation. Taken together, changes in 
side chain and backbone order parameters can report on global changes in conformational 
entropy upon changes in state.  
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Chapter 4 
 
Membrane protein dynamics by NMR methods 
 
 
4.1 Improving yields of 2H, methyl-labeled proteins by growth in 1H2O  
4.1.1  Introduction 
This sub-Chapter (4.1) is based upon work previously published in the Journal of 
Biomolecular NMR;152 I was responsible for design and implementation of the 
methodology described herein, with much assistance throughout from Danny Lin, protein 
purification by Danny Lin, Dr. Brian Fuglestad, Dr. Matthew Stetz, and Travis Gosse, 
with instrumental assistance from Dr. Cecilia Tommos and continual guidance from Dr. 
A. Joshua Wand. Structural and dynamic characterizations of large biological 
macromolecules using solution NMR techniques56,153-155 inherently rely on various 
implementations of the transverse relaxation optimized spectroscopy (TROSY) 
effect.54,156 To take full advantage of the TROSY effect, it is necessary to reduce external 
dipolar relaxation as much as possible; protein deuteration has become the standard 
approach.157 In addition to its usefulness in NMR studies of large proteins, deuteration 
has extensive utility in small angle neutron scattering (SANS) studies158 and electron 
paramagnetic resonance (EPR) such as double electron-electron resonance (DEER) 
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experiments.159 Deuteration is typically accomplished through recombinant expression in 
Escherichia coli (E. coli) during growth on highly deuterated media and in bulk D2O. 
There are several limitations to this procedure: E. coli generally grows much slower in 
deuterated medium and often do not reach the same cell density as in hydrogenated media 
and solvent.55 Furthermore, the success of expression is often protein specific. 
Complicating matters further, purified protein must often be destabilized or refolded in 
H2O to allow for back-exchange of amide protons incorporated into fully folded 
structural elements.160 Back-exchange is especially problematic for membrane 
proteins.161 
 Several growth methods have attempted to improve yields while producing 
deuterated protein. A common method for overexpression of unlabeled protein in a 
fermentation system involves growth to high cell density at 37 °C, followed by a decrease 
in temperature and subsequent introduction of additional nutrients for induction of 
protein expression.162 Cai et. al.163 previously developed a growth method with a very 
similar general outline, but that was designed specifically to incorporate 15N and 13C 
labeling uniformly throughout proteins by addition of 15NH4Cl and 13C-glucose 
concurrent with protein expression. By performing an initial growth phase to high cell 
density, they are then able to induce expression in conjunction with addition of labeled 
compounds when the first round of unlabeled nutrients are exhausted, thus conserving 
isotopically labeled material for use when it is most needed – during protein 
expression.163  
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More recently, Cai et. al.164 introduced a protocol with a modified M9 medium 
(M9+) that allowed for growth in deuterated medium to a much higher cell density, 
where total expression increased linearly with the density at induction until an OD600 of 
10, providing a ~10 fold increase in expressed protein for a given volume of M9 medium. 
This results in a significant cost savings on D2O, but only marginal savings on deuterated 
glucose due to the greatly increased amount of glucose needed to achieve such high cell 
densities. The protocol is applicable to proteins that express fairly well in D2O medium 
using standard methods. Fiaux et. al.165 described a method for growth of deuterated 
proteins in a protonated growth medium by adding deuterated amino acids derived from 
an algal extract during E. coli growth. Using standard minimal medium in H2O 
supplemented with deuterated amino acids, they were able to achieve a deuteration level 
ranging from 60-92%.165 Deuterated amino acids and relatively low levels of unlabeled 
glucose led to labeling efficiencies of ~85% while growth in D2O medium leads to 
perdeuterated protein (95-97%).165 These general strategies do not allow for specific 
methyl group labeling from H2O media in a highly deuterated background, which is now 
a common labeling technique for large proteins. Here we take advantage of the more 
favorable aspects of these approaches. When implemented in the highly reproducible 
context of controlled “fermentation” we have devised a method of using ILV-depleted 
15N/2H amino acids, in conjunction with standard 13C-ILV precursors, to produce highly 
deuterated, 15N, 13C1H3-methyl labeled protein samples grown in H2O. 
4.1.2  Materials & methods   
Uniform 2H/15N or 2H/15N/13C labeling 
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A 25 mL overnight culture made from a fresh transformation of BL21(DE3) cells 
harboring the expression vector was used to inoculate 1 L M9 media. Growth was carried 
out at 37 °C and 40% dissolved oxygen (DO) with 0.5 L/min air flow in a New 
Brunswick BioFlo 115 cell culture system in a 3 L vessel. The liter of M9 is composed of 
1.5x M9 salts (Table 4.1), which is supplemented prior to inoculation with the first 
master mix (MM #1) (Table 4.1). Upon saturation at an optical density (OD) at 600 nm 
(OD600) of ~ 2.6, the temperature is set to the optimal protein expression temperature (18 
°C for pSRII, 37 °C for AKR1c3 and ubiquitin, 30 °C for Lac repressor, and 22 °C for 
flavodoxin). Optimal induction temperatures were determined in trials conducted in 
shaker flasks. The pH is corrected to 7.4 with NaOH during temperature equilibration to 
avoid precipitous drops at elevated cell densities. Immediately upon depletion of the first 
round of unlabeled nutrients, unlabeled glucose (200 mg/L) is added during the 
temperature adjustment to ensure cell viability. As the temperature approaches the 
desired value for induction, the second master mix (MM #2) is added. The isotopic 
content of MM #2 is dependent on the desired labeling pattern (see Table 4.1). After 
equilibration for 10 minutes, protein expression is induced with previously optimized 
concentrations of IPTG. The culture is maintained at the same DO level until the second 
round of nutrients are exhausted, as characterized by a second spike in DO. It is useful to 
avoid complete exhaustion of nutrients after expression, and for this reason the controlled 
conditions of a regulated fermentor are highly recommended. The protein expression 
phase is typically 3-3.5 hours at 18 °C, but is significantly shorter if more glucose is used 
in the first phase (higher induction OD), and significantly longer if more glucose is used 
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in the second phase (higher maximum OD). Inductions at 37 °C or 30 °C under these 
conditions last approximately 45 minutes or 1.5 hours (respectively). 
 ILV removal from 2H/15N amino acids 
 Using a mixture of the 20 amino acids in pure dH2O with 0.1% (v/v) TFA (final 
pH = 3.0, final concentration = 10 mg/mL amino acid), a C18 reverse phase (RP) high-
performance liquid chromatography (HPLC) system was tested for its ability to isolate 
ILV(M) from the rest of the amino acids. A Discovery BIO Wide Pore HPLC column 
(300 Å pore size, 10 µm particle size, 25 cm length, 1.0 cm I.D.) stored in 95% 
acetonitrile (ACN) was progressively equilibrated with lower quantities of organic phase 
and washed with 5 CV of pure dH2O with 0.1% TFA (v/v) at 4 mL/min. Amino acids 
were then loaded onto the column, continuing flow at 4 mL/min water equilibrant. 
Table 4.1. Composition of growth medium and variable components. 
Universal Components Uniform Labeling ILV Methyl Labeling 
First Phase Second Phase Second Phase 
M9 salts MM #2 MM #2 
   
72 mM Na2HPO4 1.0 g D-glucosed 1.0 g 2H D-glucoseg 
33 mM KH2PO4 N g algal aa’se N g ILV(MY)-depleted aa’se 
13.5 mM NaCl 100 µM CaCl2 100 µM CaCl2 
     pH 7.4 2 mM MgSO4 2 mM MgSO4 
     to 980 mL in dH2O      to 50 mL in dH2Of 50 mg methionineh 
  50 mg 2H-tyrosinei 
Master Mix #1 (MM #1) Additional Glucose      to 50 mL in dH2O 
   
2.0 g unlabeled D-glucose 200 mg D-glucosed ILV Precursors 
1.0 g NH4Cla      to 1.5 mL in dH2O  
2 mM MgSO4  60 mg α-ketobutyratej 
100 µM CaCl2  100 mg α -ketoisovaleratej 
200 mg yeast extract       to 10 mL in dH2O 
100 mg antibioticb   
     to 20 mL in dH2O  Additional Glucose 
15 mg FeSO4c   
15 mg ZnCl2c  200 mg 2H D-glucoseg 
       to 1.5 mL in dH2O 
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This table describes the materials per liter needed in each stage of the expression protocol. All 
growths use a common M9 salts buffer and first master mix (MM #1) in the left hand column. 
Unlabeled glucose may be used in the first master mix because it will be nearly completely 
depleted prior to expression of protein. The second master mix (MM #2) contains several variable 
components depending on the labeling needed; these variations are specified in the second 
column for uniform double or triple labeling and in the third column for ILV methyl labeling. 
Isotopic reagents: 
15N/2H ISOGRO – 608300 Sigma-Aldrich 
15N/2H/13C ISOGRO – 608297 Sigma-Aldrich 
15N/2H mixed free amino acid powder – Martek Isotopes LLC 
2H D-glucose – 552003 Sigma-Aldrich 
15NH4Cl – 299251 Sigma-Aldrich 
2-ketobutyric acid-4-13C,3,3-d2 sodium salt hydrate – 589276 Sigma-Aldrich 
α-ketoisovaleric acid (3-methyl-13C, 3,4,4,4-D4) sodium salt – CDLM-7317-PK Cambridge 
Isotope Laboratories 
phenyl-deuterated L-tyrosine – Sigma Aldrich 489808 
13CH3/2H methionine – CDLM-8885-PK Cambridge Isotope Laboratories  
1,2-diheptanoyl-d26-sn-glycero-3-phosphocholine (d26-D7PC) – CD5011P CortecNet 
 
a 15N or unlabeled as needed 
b or as appropriate for the plasmid of interest  
c added directly to the medium before inoculation, not to the master mix 
d unlabeled is sufficient, 2H or 2H/13C D-glucose can be used instead to (possibly) improve 
labeling efficiency  
e 0.0-3.0 g per liter for the desired labeling efficiency (see Fig. 4.2), 15N/2H amino acids for 
double labeled protein and 15N/2H/13C amino acids for triple labeled protein. We advise using at 
least 2.0 g/L triple labeled amino acids for efficient triple-resonance experiments 
f or until fully dissolved 
g 2H D-glucose is needed for ILV labeling to improve deuteration in the final amino acid product, 
as some protons from glucose are transferred in the process 
h 13CH3,12C/2H labeled for additional methyl probes, 2H if not 
I phenyl-deuterated tyrosine should be sufficient in most situations 
j careful selection of ILV precursors is necessary. In this case, we opted for a 13CH3 labeled 
methyl group with other heteroatoms 2H/12C labeled. 13CH3 labeled methyl groups with other 
atoms 2H/13C can also be used for side chain methyl assignment experiments.  
 
100 mL after injection of amino acids, a 100 mL 25% organic phase (ACN with 
0.1% v/v TFA) gradient was started to efficiently elute the aromatic amino acids (see Fig. 
4.5). Each peak was collected as a fraction, frozen, and lyophilized for 48 hours until 
completely dry. Fractions were then resuspended in 500 µL D2O and analyzed by 1D 
proton NMR. More than 65 mg of loaded amino acids resulted in the resolution between 
ILV(MY) and the polar amino acids to be compromised. Elution profiles for Martek algal 
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amino acid mixtures (chosen for chromatography due to their purity relative to ISOGRO) 
are qualitatively similar to the amino acid standard mixture, with no major additional 
peaks and only minor residual peaks surrounding the phenylalanine elution peak.  
After demonstrating successful separation of both amino acid standard as well as 
algal amino acid mixture, we attempted removal of I, L, and V from 15N/2H Martek algal 
amino acids. 1.0 g of 15N/2H Martek amino acids was dissolved in 100 mL (also 10 
mg/mL) dH2O. TFA was added to maintain the same pH (3.0) as for the standard amino 
acid mixture (final 0.16% v/v). After thorough mixing and heating in a 42 °C heat bath, 
the solution was centrifuged at 4,000 rpm and the precipitate removed. The solution was 
added to the column 60 mg (6 mL) at a time. Five fractions were collected during each 
run of preparative separations; polar amino acids [fraction 1 in Fig. 4.5], IVM [fractions 
2-4 in Fig. 4.5], YL [fraction 5 in Fig. 4.5], F [fraction 6 in Fig. 4.5], and W [fraction 7 in 
Fig. 4.5]. After the 17 runs needed to separate the whole mixture, the polar residues were 
mixed with F and W, while IVMYL were discarded. Most of the residual ~1 L of liquid 
(water/acetonitrile mixture) was removed through rotary evaporation until only ~40 mL 
remained.  This ILV(MY) depleted amino acid mixture was then subsequently modified 
to pH 7.4 with NaOH and used for growth of deuterated pSRII with 13C1H3 methyl 
labeled ILV(M) residues [growth conditions described below]. As we determined from 
the initial studies, efficient ILV removal also requires removal of methionine (as it elutes 
in between valine and isoleucine and becomes inseparable at higher loads) and tyrosine 
(which co-elutes with leucine). Substituting back 13C1H3 labeled methionine to the 
growth allows for methionine methyl group labeling. Phenyl-deuterated tyrosine can also 
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be added (if desired – if not, cells can produce tyrosine from the deuterated D-glucose 
used for induction or from the deuterated phenylalanine through a chorismate 
intermediate, though final tyrosine labeling using this method is unclear). 
Preparation of deuterated 13C1H3 ILVM labeled pSRII 
Methyl-labeled ILV(M) protein was grown according to Fig. 4.1 with the 
following modifications. While the temperature was dropped to 18 °C (for pSRII) 
following the spike in dissolved oxygen concentration, 0.2 g of 2H-D-glucose was added 
to stabilize cells while the temperature equilibrated. With the temperature nearly 
equilibrated, standard amounts (60 mg alpha-ketobutyrate [Sigma-Aldrich 589276] and 
100 mg alpha-ketoisovalerate [Cambridge Isotope Laboratories CDLM-7317-PK] with 
13C1H3 methyl labeling of one isotopomer and 12C/2H labeled remaining atoms) of ILV 
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Figure 4.1. Idealized growth curve. The cell density is displayed as measured by absorbance 
at 600 nm (OD600, red) and the dissolved oxygen concentration (DO, black). The culture is 
inoculated (1) at an OD600 ~ 0.1 with the first master mix (MM #1) and grown as described in 
the Methods until saturation (2), at which point temperature and pH (7.4) are modified for 
induction. The second master mix containing either unlabeled reagents or labeled algal amino 
acids are then added when temperature stabilizes (3), and cells are induced to express protein 
5-10 minutes after addition of additional nutrients. Cells grow and express protein until the 
second round of glucose is consumed, at which point cells are harvested (4) (ideally before the 
second DO spike). 	
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precursors166 were added and equilibrated with cells for 5 minutes. MM #2 was then 
added – it is composed (in this case) of 1 g ILVMY-depleted 15N/2H Martek amino acids 
in ~40 mL dH2O, 1 g 2H D-glucose, 2 mM MgSO4, 100 µM CaCl2, 50 mg phenyl-
deuterated L-tyrosine [Sigma Aldrich 489808] and 50 mg 13C1H3/12CD L-methionine 
[Cambridge Isotope Laboratories CDLM-8885-PK]. We use deuterated glucose when 
growing 13C1H3 ILV labeled protein with the precursors because in order to convert the 
ketobutyrate and ketoisovalerate to leucine, valine, and isoleucine, carbons and protons 
are added from glucose – in this case, using deuterated glucose should improve the 
resulting deuteration of ILV residues.166 Cells were then induced with 1 mM IPTG 
following another brief 5 minute delay (and the addition of 1 mL 10 mM all-trans retinal 
dissolved in ethanol [10 µM final concentration] for expression of pSRII and another 10 
µM aliquot of retinal every hour of the growth for a final concentration of 30 µM). Cells 
were induced for 3 hours at 18 °C until the start of the second spike in dissolved oxygen 
concentration and were immediately spun down at 5,000 rpm for 35 minutes and stored at 
-80 °C until purification.  
Protein purification 
pSRII was purified roughly as previously described44,167-168 with some 
modifications. Briefly, thawed cell pellets with overexpressed pSRII were resuspended in 
20 mL 100 mM Tris-HCl pH 7.4, 400 mM NaCl and 20% glycerol. 20 mg lysozyme, 4 
mg DNAse, 20 mM final concentration MgCl2, 0.6 g dodecyl-maltopyranoside (DDM), 
and 2 EDTA-free protease inhibitor tablets [COEDTAF-RO Roche] were then added. 
The mixture was then topped to 40 mL with deionized H2O and mixed in the dark 
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overnight. The crude lysate was then spun down at 15,000 rpm for 45 minutes at 4 °C. 
The insoluble pellet was discarded and imidazole was added to the supernatant to a final 
concentration of 20 mM. The supernatant was then added at 0.7 mL/min to a nickel 
column pre-equilibrated with 50 mM phosphate buffer (pH 7.4), 150 mM NaCl, 10% 
glycerol, 20 mM imidazole, and 0.1% DDM detergent. The column was then washed 
with 5 column volumes (CV) of the same buffer, then with 5 CV of the same buffer with 
750 mM NaCl and 50 mM imidazole. For the present studies, DDM detergent was 
exchanged for diheptanoyl-phosphocholine (DHPC) detergent as previously 
described44,167, with deuterated d26-DHPC [FB Reagents], then eluted with 0.28% d26-
DHPC in pH 6.0 50 mM phosphate, 300 mM imidazole with 50 mM NaCl and 0.02% 
sodium azide. Protein was then buffer exchanged for the same buffer without imidazole, 
and concentrated to 450 µL for NMR.  
Ubiquitin169, Lac repressor170, and flavodoxin171 were purified as previously 
described.  
1 L of cells expressing AKR1c3 were resuspended in 12.5 mL of 50 mM Tris/HCl 
at pH 8.6. 1 EDTA protease inhibitor tablet [COEDTAF-RO Roche], 100 µL 1 M DTT, 5 
mg lysozyme, 612.5 µL 10% Triton X-100, 0.25 mg DNAse and 125 µL 1 M MgCl2 were 
then added to the suspension. Cells were sonicated and shaken at room temperature for 2 
hours. The lysate was then centrifuged and the insoluble pellet discarded. Crude lysate 
was then dialyzed overnight at 4 °C in 4 L of 10 mM Tris/HCl, 1 mM EDTA, 2 mM DTT 
at pH 8.6. Lysate was then added to a DEAE column equilibrated with 10 mM Tris/HCl 
and 1 mM DTT at pH 8.6.  A five column volume 0-200 mM NaCl gradient was then 
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performed to elute AKR1c3. Fractions containing AKR1c3 were pooled and separated 
further on size exclusion with an S75 column in 20 mM sodium citrate and 50 mM NaCl 
with 5 mM TCEP at pH 6.0. Purified AKR1c3 was then stored in the same buffer with 
0.2% sodium azide. 
Calculation of deuterium incorporation percentages 
1D proton spectra were collected for proteins grown with full protonation as well 
as with unknown levels of deuteration (for flavodoxin and ubiquitin). Isolated methyl 
proton peaks in both proteins were integrated for each sample grown with a different 
amount of 15N/2H ISOGRO and compared to the integral for fully protonated protein 
(after normalization to amide protons). The maximum deuteration achieved here (~75-
80%) is also in accordance with the 15N-TROSY spectral quality for intermediate (pSRII) 
and high (LacI) MW protein complexes (i.e. good quality for intermediate MW and poor 
spectral quality for large MW).  
NMR spectroscopy 
NMR data were collected at 600 or 750 MHz (1H) on Bruker Avance III 
spectrometers equipped with TXI cryoprobes. For uniformly double (15N/2H) labeled 
proteins, 15N-TROSY172 experiments were collected for all proteins. For uniformly triple 
(15N/2H/13C) labeled proteins (AKR1c3 and Lac repressor), non-uniformly sampled 3-
dimensional TROSY-HNCO173 and TROSY-HNCA174 experiments were collected with a 
15% sampling density and a Poisson gap distribution.89 Data were reconstructed using 
iterative soft thresholding with istHMS.89 For ILVM methyl labeled pSRII samples, 13C-
HMQC156 experiments were collected in the conditions described above for protein 
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purification, as well as in Fig. 4.3. All experiments were processed in nmrPipe91 and 
analyzed in Sparky.92 
4.1.3  Strategy 
This study aims to design a protocol that takes advantage of useful aspects of 
several previously described methods.163-165 The first attempt began with a modified 
version of an industrial production method, where cells were grown to saturation in H2O 
M9 medium with 2.0 g/L unlabeled glucose, followed by a change in temperature and 
addition of another 2.0 g of glucose concurrent with protein expression. This preliminary 
unlabeled growth, as a proof of principle, resulted in 15 mg/L of culture of pSRII. This 
represents the highest yield to date by a fairly wide margin, in contrast to ~5 mg/L of 
unlabeled protein produced in our hands and ~1-4 mg/L from other studies.175-176 5 mg/L 
of pure deuterated pSRII was obtained by Gautier et. al., but these growths depended on 5 
g/L (rather than 2 g/L) deuterated glucose to achieve high cell densities and expression 
levels.44,168 
Next, isotopically labeled reagents were introduced to growths after the initial 
unlabeled phase. Upon consumption of the first 2.0 g of unlabeled glucose, a sharp spike 
in the dissolved oxygen (DO) concentration occurs in solution as cells enter lag phase and 
switch from glycolytic conditions (Fig. 4.1).162 This is very easy to observe on a 
fermenter with continual DO monitoring, but can potentially be approximated as the 
beginning of the lag phase by monitoring the OD600 in a shaker flask. This is useful from 
a labeling perspective as cells can be grown to a high density before addition of 
isotopically labeled reagents concurrent with protein expression. Rather than adding 2H  
	103 
or 2H/13C glucose, the traditional source of these isotopes, the use of 2H/15N or 2H/13C/15N 
amino acids derived from algal extracts allow for direct incorporation into the protein of 
interest with minimal processing or scrambling. A schematic of the final growth protocol 
is shown in Fig. 4.1, where unlabeled M9 medium is grown to saturation, at which point 
pH is returned to 7.4 and temperature is modulated appropriately, followed by 
introduction of various amounts of 2H/15N algal amino acids (as well as additional 
unlabeled glucose) concurrent with protein overexpression.  
4.1.4 Uniform labeling strategies 
Uniform double (15N/2H) labeling. In order to test for how efficiently deuterons 
from algal amino acid mixtures can be incorporated into proteins grown in H2O, various 
amounts (0.5 – 3.0 g/L) of 2H/15N amino acids were introduced in the second phase of 
growth along with a constant 1.0 g/L unlabeled glucose (to maintain various cell 
functions), along with supplementation of 15NH4Cl (to ensure uniform 15N labeling). As 
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Figure 4.2. Percent isotopic labeling vs. amount of labeled amino acids. Relationship between 
labeling percent for ubiquitin (blue squares) or flavodoxin (red triangles) and the amount of 
2H/15N amino acids used in the growth. At 0.5 g/L, 30-40% deuteration is possible. This 
increases greatly at 1.0 g/L, where ~65% deuteration can be achieved, and further 
improvements are seen at 2.0 and 3.0 g/L, where >75% deuteration is possible. All growths 
use 1.0 g/L unlabeled D-glucose for the second induction phase; improvements are likely 
possible when deuterated D-glucose is used in the second master mix during protein induction. 	
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one might anticipate, final deuterium incorporation has a clear relationship with the 
amount of deuterated amino acids introduced, as demonstrated in Fig. 4.2. Low levels 
(~30-40%) of deuteration are seen at 0.5 g/L amino acids, with an increase to ~65% 
deuteration at 1.0 g/L. Further improvements are seen at 2.0 and 3.0 g/L, where nearly 
80% deuteration is achieved. Labeling efficiency appears to plateau at 2.0 g/L.  
Closer inspection of the 1D proton spectrum of double labeled ubiquitin grown 
reveals that leucines and isoleucines are nearly fully deuterated, while the majority of the 
residual protons arise from valine and alanine side chain protons (data not shown). This 
may result from catabolism of valine resulting in scrambling of the deuterons with 
solution. This does not happen in leucine due to the feedback inhibition in this pathway 
as discussed below. Using this protocol, 1 L of highly deuterated protein can be grown 
for less than $300, representing a significant cost savings relative to traditional D2O 
Figure 4.3. 15N-TROSY spectra for pSRII at 750 MHz (1H) (a), AKR1c3 at 600 MHz (1H) (b), 
and LacI at 750 MHz (1H) (c). pSRII was grown with 1.0 g/L 15N/2H amino acids, AKR1c3 
was grown with 2.0 g/L 15N/2H/13C amino acids, and LacI was grown with 2.5 g/L 15N/2H/13C 
amino acids. pSRII is 350 µM in 4.5% d26-DHPC micelles at 50 °C, AKR1c3 is 300 µM with 
1.2 mM NADP and 2.8 mM indomethacin at 25 °C, and LacI is 100 µM in the apo state at 37 
°C. Buffer conditions are described in the Methods. Spectra of pSRII (64 scans, 6 hours) and 
AKR1c3 (16 scans, 1.5 hours) were collected with 128 and for LacI (64 scans, 11 hours) with 
200 complex increments in the 15N dimension. Moderate levels of deuteration are sufficient 
for intermediate molecular weight proteins (AKR1c3 and pSRII), while significant line 
broadening is observed for the highest deuteration possible in the current growth method for 
the large (~70 kD) LacI protein complex (c). 	
10 9 8 7 6
130
120
110
1H  (ppm)
10 9 8 7
130
120
110
1H  (ppm)
130
120
110
15
N
  (
pp
m
)
10 9 8 7 6
1H  (ppm)
a b c
	105 
growths (>$800) even before factoring in increases in protein yield due to growing in 
H2O, inducing at much higher cell densities (discussed further below), and an avoidance 
of back-exchange (discussed below). Even at the low levels of deuteration achieved with 
0.5 g/L deuterated amino acids, acceptable NMR spectra can be collected for both pSRII 
(~60 kDa micellar system) and AKR1c3 (38 kDa) (Fig. 4.3a & 4.3b). The maximum 
level of deuteration achieved using our growth method reaches a limitation with the ~85 
kDa Lac repressor protein grown with 2.5 g/L 2H/15N/13C algal amino acids (Fig. 4.3c). 
Nearly acceptable (but highly heterogeneous) 15N-TROSY spectra can be achieved with 
significant signal averaging, but more complex triple resonance experiments prove 
largely unsatisfactory. 
Uniform triple (15N/2H/13C) labeling of proteins is necessary for obtaining 
Figure 4.4. Example slices of TROSY-HNCO and TROSY-HNCA spectra at 600 and 750 MHz 
(1H) of AKR1c3 (a) and LacI (b) (respectively). Both proteins were triple labeled with 2 g/L 
15N/2H/13C algal amino acids. AKR1c3 is at 300 µM concentration with 1 mM NADP and 1 
mM indomethacin at 37 °C with pH 6.0 citrate buffer, 50 mM NaCl, 50 mM TCEP, and 
0.02% sodium azide. LacI was 100 µM in the apo state at 37 °C. 	
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backbone resonance assignments for medium- to large-sized proteins or protein 
complexes. However, growth and purification of triple labeled protein presents the same 
difficulties as discussed above for uniform 15N/2H labeling. Therefore, a more cost-
effective method of producing large quantities of triple labeled protein becomes 
necessary. Triple-labeled algal amino acids are only slightly more expensive than their 
double-labeled counterparts. Aldo-ketoreductase isoform 1c3 (AKR1c3)177-178 and the 
Lac repressor (LacI)170 were expressed with triple labeled amino acids as described in 
Methods and the resulting samples were tested with standard triple resonance NMR 
assignment experiments. TROSY-HNCO and TROSY-HNCA experiments could be 
collected for AKR1c3 grown with 2.0 g/L L 2H/13C/15N algal amino acids with 
reasonable signal to noise (16 scans for HNCO, 32 scans for HNCA). Representative 
strips of both experiments are shown in Fig. 4.4a. In total, 287 of 304 (94.4%) expected 
peaks in the HNCO and 555 of 608 (91.3%) expected peaks in the HNCA are readily 
apparent.  
For comparison with a very large molecular weight system, LacI was grown with 
2.5 g/L 2H/13C/15N algal amino acids. As discussed previously, the level of deuteration 
achieved with our growth method results in experimental challenges at the very large 
molecular weight of LacI and results in more heterogeneous TROSY-HNCO and 
TROSY-HNCA spectra (Fig. 4.4b). Indeed, 137 out of 254 (54%) peaks were apparent in 
the HNCO along with 217 of 392 (55%) peaks noted in fully deuterated reference spectra 
of LacI. We note that in order to achieve inter-residue connectivity in triple resonance 
experiments, it is best to increase labeling as much as possible because efficient transfer 
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depends on full 13C-labeling of both residues involved. For AKR1c3 grown with only 0.5 
g/L L 2H/13C/15N algal amino acids, the inter-residue transfer efficiency diminishes, with 
only ~75% of the predicted total number of peaks apparent. This is confirmed for LacI, 
where 64% of intra-residue CA peaks are apparent, as opposed to 42% of inter-residue 
CA peaks. Further, in the much smaller, separately tumbling headpiece domain of LacI, 
the current triple-labeling methodology is able to replicate results from a fully deuterated 
sample, with 98% of inter-residue CO and 95% of intra-residue CA peaks appearing the 
spectrum (along with 80% of inter-residue CA peaks).  
Improvements in yield of deuterated proteins. Final protein yields were compared 
to their traditional D2O-growth counterparts. The yield of pSRII using the current 
methodology is more than 3-fold improved over traditional D2O growths (7.1 mg/L 
versus 2.3 mg/L). The yield of ubiquitin also improves nearly 3-fold (28 mg/L versus 9.4 
mg/L), while the yield of LacI improves more than 2-fold (27.2 mg/L versus 12.2 mg/L). 
Inconsistencies in the AKR1c3 purification procedure prohibited accurate comparisons 
between batches of protein. The nearly constant 3-fold improvement in protein yield 
corresponds nicely with the increase in cell density at which protein expression is 
induced (typically OD600 ~ 0.7 - 1.0 for D2O shaker flask growths versus OD600 ~ 2.6 for 
the current methodology). This suggests the possibility of even further improvements if 
more unlabeled glucose is incorporated into the first growth phase, resulting in an even 
high OD600 at which protein is expressed.  
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4.1.5  Methyl labeling 
 In order to incorporate specific ILV methyl labels of interest, several 
modifications to the protocol are necessary. In typical M9 D2O growths, α-ketobutyrate 
and α-ketoisovalerate precursors are added ~1 hour before induction of protein to allow 
for processing to the final amino acids.166 However, timing of precursor addition in the 
current method must be adjusted to account for the greatly increased cell density at 
induction to prevent over-processing. We have found that addition of ILV precursors 
during temperature equilibration at 18 °C (for pSRII growths), followed by a ~5 minute 
pause for processing that is followed by another 5 minute wait after addition of 15N/2H 
algal amino acids (10 minutes total before induction) allows for sufficient time for 
conversion to the final amino acids. The length of protein expression is comparable to 
growths without ILV precursors, as is the final protein yield.  
Use of higher quantities of deuterated amino acids is preferable for improving the 
deuteration in the final protein sample. However, when adding specific 13C methyl labels 
of interest, one must also consider the fact that the uniformly 2H/15N-labeled ILV already 
present in the amino acid mixture will compete for labeling with the 13C-methyl-labeled 
precursors, leading to drastically diminished methyl labeling at higher deuteration levels. 
For example, at 1.0 g/L algal amino acids per growth there is about an equal mass of I, L, 
and V 15N/2H amino acids in the mixture as the 13CH3 ILV precursors used per L (~160 
mg), which would lead us to predict at ~50% labeling efficiency. Ubiquitin was 
expressed using the above scheme with 1.0 g/L 15N/2H amino acids to test the ILV 
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labeling efficiency. Analysis of 1H spectra indicated the incorporation to be 53%, which 
is near the mass-predicted value.  
 However, it became apparent that a much more significant problem occurs when 
combining ILV precursors with 15N/2H amino acids; nearly all leucine methyl groups 
were eliminated or greatly diminished (<10% the signal of valine methyl peaks). Leucine 
resonances are also significantly diminished when using 0.5 g/L 15N/2H amino acids 
(~25% intensity, data not shown). Upon transitioning to 1.0 g/L 15N/2H amino acids in 
order to improve deuteration, all leucines were uniformly depleted (illustrated for pSRII 
in Fig. 4.6b, blue spectrum). This phenomenon has been noted previously179 though a 
mechanism was not proposed. Initial studies of the biosynthesis of the branched chain 
amino acids180 indicate that “the activity of the decarboxylase, which is specific for 
leucine formation, increased only when the cells were grown in the presence of limiting 
amounts of leucine.” In other words, leucine serves as a product inhibitor of a 
decarboxylase that converts the leucine precursor (α-ketoisovalerate) to the full amino 
acid.180 Valine synthesis is presumably also repressed by excess product, but the 
repression must be weak enough so that no significant labeling inhibition is observed 
with excesses of free amino acid.  
 Rather than attempting to balance the benefits of improved deuteration with 
detriments of decreased methyl labeling efficiency, we sought a more beneficial solution 
that would allow complete methyl labeling and high deuteration. Since diminished 13C-
methyl ILV labeling and complete inhibition of leucine labeling are both caused by the 
presence of these amino acids in the algal mixture, the obvious solution is to remove 
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them. The 20 amino acids have been separated previously by reverse phase (RP) high-
performance liquid chromatography (HPLC).181 In order to improve retention times of the 
hydrophobic amino acids and more carefully control the final pH of the amino acid 
mixture (pH 3.0), trifluoroacetic acid (TFA) was added at 0.1% v/v to the amino acid 
mixtures as well as running buffers.  
 An example chromatogram demonstrating separation of a standard amino acid 
mixture is shown in Fig. 4.5, as observed by absorbance at 205 nm (all amino acids) and 
at 280 nm (aromatic amino acids, particularly tryptophan and tyrosine). Fractions were 
collected and analyzed by one- and two-dimensional 1H NMR  (see Methods for more 
details) to determine retention times of each amino acid. The first fraction (1) that elutes 
at the effective void volume of the column is composed of the more polar amino acids. 
Valine (2) and methionine (3) follow after the polar amino acids with ~10 mL separation, 
Figure 4.5. Separation of amino acids using C18 reverse phase high-performance liquid 
chromatography. The elution profile of the standard 20 amino acids as observed by 
absorbance at 205 nm (black trace) and at 280 nm (red trace). The acetonitrile gradient (blue 
dotted trace) used to elute the aromatic amino acids is shown. The major elution peaks are 
denoted by the peak number above the chromatogram. 	
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and is followed immediately by isoleucine (4). Tyrosine and leucine then co-elute (5). A 
acetonitrile gradient is then used to efficiently elute phenylalanine (6) and tryptophan (7) 
(Fig. 4.5). Conveniently, the middle fraction(s) containing ILV (plus methionine and 
tyrosine) can be combined and set aside. The polar amino acids are then combined with 
phenylalanine and tryptophan to produce ILV(MY)-depleted amino acid mixtures. 
Because methionine and tyrosine are also removed in the process, they are added back to 
the mixture separately (50 mg each). Using 13CH3-labeled methionine provides more 
methyl probes in the final protein carbon spectrum, while phenyl-deuterated tyrosine can 
be supplemented in a cost-effective manner (~$35/50 mg). Supplementing the uniform 
double labeled growth described above with the addition of 13CH3 ILV precursors and the 
ILV(MY)-depleted 15N/2H amino acids (with added 13CH3 methionine and deuterated 
tyrosine) restores full leucine labeling (Fig. 4.6b, red spectrum) with 1.0 g/L amino acids 
as compared to the previous growth without removal of ILV (Fig. 4.6b, black spectrum). 
The resulting ILVM methyl spectrum (Fig. 4.6a) is of excellent quality with high signal 
to noise sufficient for lower sensitivity experiments such as those employing multiple 
quantum relaxation.182 
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4.1.6 Discussion 
 One of the main goals of this protocol was to diminish deuterium-related costs 
incurred while producing large quantities of deuterated product. Isotopically enriched 
reagents for traditional M9 growths (D2O, deuterated glucose, 15NH4Cl) cost 
approximately $750/L. Using 15N/2H algal amino acids as described in the current 
protocol costs $146 (1 g/L; ~65% deuteration) or $276 (2 g/L; ~75-80% deuteration) per 
L of expression. Using 2 g/L labeled amino acids as the minimum required to approach 
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Figure 4.6. ILVM labeled pSRII. Panel (a) is the methyl region of 13C-HMQC spectrum of 
ILVM labeled pSRII grown with 1.0 g/L ILV(MY)-depleted amino acids. Panel (b) is an 
expansion of the leucine/valine region to illustrate labeling differences with (red) and without 
(blue) removal of ILV from the deuterated amino acid mixture used in the growth (1.0 g for 
each). Leucine labeling is nearly completely eliminated without removal of ILV from the 
mixture; removal of these residues restores full labeling.   	
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80% deuteration, this results in a roughly 3-fold decrease in reagent costs. A similar cost 
analysis for triple labeled 15N/2H/13C amino acid growths shows the current protocol 
reduces costs by a factor of 2 (relative to M9 with 13C/2H glucose in D2O). If the targets 
are difficult to express or refold (as in the current study), it may become necessary to 
grow large volumes of cells to achieve reasonable yields; this protocol can make such 
studies significantly more feasible.  
 Bacterial overexpression of proteins in D2O is notoriously difficult and 
unpredictable.183 Upon transitioning from protonated to deuterated medium, nearly every 
protein displays a decrease in yield – for many common, stably expressed proteins this is 
a consistent and predictable decrease, ranging from minimal differences to factors of two 
or more. In the case of pSRII, this problem is exacerbated due to the low and 
unpredictable yield of deuterated protein, ranging from 1 to 3 mg/L (with an average of 
2.3 mg/L), even with extensive D2O adaptation of E. coli cells. Using this protocol with 
growth in bulk H2O, the yield improved more than three-fold to 7.1 mg/L on average, and 
importantly produced no less than 6.6 mg/L, allowing for consistent sample preparation. 
Combining the three-fold decrease in costs with the three-fold improvement in final yield 
results in a ~9 fold more cost-effective growth on a per-milligram of purified protein 
basis, along with much more consistent and improved yields, albeit with a final 
deuteration level closer to 75-80%. This improvement in yield appears to be consistent 
(>2-3 fold improvement demonstrated for pSRII, ubiquitin and LacI). In situations where 
protein expression is weak in unlabeled medium (e.g. complex soluble human proteins or 
membrane proteins) and further decreases due to expression in D2O medium are 
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unacceptable, the present protocol can serve as a convenient way to maintain and likely 
improve yield while still obtaining extensive protein deuteration. We have also found this 
to be useful in cases where proteins must be back-exchanged by unfolding before 1H-15N 
experiments can be collected; in the case of AKR1c3, nearly half the total protein yield 
typically irreversibly precipitates upon unfolding/refolding.  
 Uniform triple labeling for assignment experiments of intermediate to large 
molecular weight proteins or protein complexes is also facile using this technique, as 
demonstrated for the human protein AKR1c3, (Fig. 4.4b) with reasonable yields and high 
labeling efficiency at greatly diminished cost. However, deuterium incorporation 
percentages using this methodology start to be insufficient for NMR experiments 
conducted on very large molecular weight system (>80 kDa), as demonstrated by the 
quality of the 15N-TROSY and TROSY triple resonance experiments for LacI.   
 Rounding out the list of the most popular labeling schemes for large proteins 
(after uniformly double [15N/2H] and triple [15N/2H/13C] labeling for obtaining protein 
backbone assignments) is methyl labeling, particularly ILV labeling from keto-acid 
precursors.166 Methyl probes are exquisitely useful for large protein NMR for several 
reasons; their three protons have strong spectral properties,156-157,166 they are abundant 
and fairly evenly distributed across protein structures, and they can be used to determine 
protein thermodynamic quantities such as changes in conformational entropy76 and heat 
capacity. In order to fully exploit the advantages that methyl groups offer, the uniform 
labeling strategies outlined previously were modified to suit this purpose. Reverse phase 
HPLC sufficiently separates polar amino acids from branched chain hydrophobics from 
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aromatics, but due to overlaps in elution, methionine and tyrosine also must be removed 
from the mixture to sufficiently remove ILV. Properly labeled methionine can then be 
supplemented in order to provide additional methyl probes, while deuterated tyrosine is 
also added to maintain high levels of protein deuteration [see Methods for more detail]. 
Combining the appropriate keto-acid ILV precursors with ILV(MY)-depleted 2H/15N 
amino acids for introduction to cells slightly before induction results in highly deuterated, 
fully methyl ILV-labeled protein as shown in Fig. 4.6. Comparison of proteins produced 
with and without removal of isoleucine, leucine, and valine from the amino acid mixture 
(i.e. with and without leucine labeling) can be very useful for determining resonance-type 
assignments in the crowded leucine/valine region.  
 The potential for modification to the basic scaffold of the protocol presented here 
is extensive. Additional glucose in the initial phase of growth can lead to induction at 
even higher cell densities, possibly providing a further source of improvement to protein 
yield. For labs without a fermentation apparatus, this method can be performed in 
standard 2 L shaker flasks, though with less direct control over timing for nutrient 
introduction and cell harvest. Average levels of deuteration can also be tailored for the 
purpose, if desired, and maximum levels of deuteration occur at 2 g/L 15N/2H algal amino 
acids. This deuteration level should be sufficient for studies of all but the largest proteins 
and complexes, demonstrated successfully here for pSRII (50-70 kDa micelle particle44), 
AKR1c3 (37 kDa), with limitations encountered above 80 kDa (LacI). In summary, a 
methodology is described that is consistently capable of producing highly deuterated, 
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ILV-methyl labeled protein in H2O, at greatly diminished cost compared to traditional164 
D2O-based growths.  
 
4.2  The unique dynamic nature of membrane proteins  
4.2.1  Introduction 
 Membrane proteins make up a large fraction of our proteome, yet are significantly 
structurally under-represented in the PDB (www.rcsb.org).11 Protein dynamics are likely 
pivotal for the function of these highly allosteric systems, yet experimental 
characterizations of membrane protein dynamics are sparse. G-protein coupled receptors 
(GPCRs) represent some of the most abundant and important human membrane proteins. 
These 7-transmembrane (TM) helix proteins function by converting extracellular signal 
(proteins, small molecules, drugs, light, etc.) into a cellular response via their bound G-
proteins in the canonical pathway, yet can also initiate β-arrestin signaling to a varying 
extent in a ligand dependent manner.38 GPCR activation results in exchange of the GDP-
bound G-protein for GTP, dissociation of the G-protein complex and subsequent 
activation of effector proteins. GPCRs display the potential for very unique and 
interesting dynamic behavior that gets obscured by the complexity and difficulty that 
accompanies such systems.34-35 Non-olfactory human GPCRs cannot be crystallized 
without extensive modification, particularly of the loop regions.184-185 They cannot be 
expressed stably in E. coli cells without, again, extensive modification in the form of 
mutagenesis to thermodynamically modulate the protein with the goal of “selecting” a 
predominant conformation.186 While GPCR structure determination begins to become 
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slightly more commonplace (relative to their overabundant soluble counterparts) thanks 
to rapid technological developments,36,184-185 experimental dynamic studies of these 
complex proteins have lagged significantly. 
Nuclear magnetic resonance (NMR) could potentially serve as the method of 
choice for dynamic studies of membrane proteins, yet sample preparation (protein 
expression, purification, conditions, etc.) and their large size (exceeding 60 kDa, even in 
small micelle particles) are constant issues. Investigations using NMR have, 
understandably, focused on structure determination of membrane proteins rather than 
inherent flexibility.20,44,65,187-188 The overwhelming majority of NMR studies of the 
dynamic nature of membrane proteins have largely been limited to measuring backbone 
(15N) relaxation constants;20,167,189 due to experimental limitations in accurately 
converting 15N T1 and T2 observables of very large protein complexes into more 
quantitative measures of protein dynamics190 (e.g. the squared generalized Lipari-Szabo 
order parameter, O2,73 as a measure of the site specific mobility of a bond vector of 
interest), we are often left to interpret these observables on their own. These 
investigations have largely confirmed that secondary structural elements of membrane 
proteins are fairly rigidly held together, while loops and termini are free to explore more 
conformational space.  
 Human non-olfactory GPCRs do not occupy a discrete structural ensemble, 
hampering traditional NMR methods. Backbone 15N-TROSY spectra of highly deuterated 
proteins that should show reasonable signal display little to no discernable 
transmembrane resonances.191-192 This lack of a single biophysical species practically 
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eliminates the possibility of using standard solution NMR resonance assignment 
experiments to determine what atom(s) peaks arise from, and forces a dependence on 
expensive (and sometimes difficult to interpret) mutation–based assignment strategies. 
Using 13C methionine methyl labeling in conjunction with long-timescale molecular 
dynamics simulations, Nygaard et. al. demonstrate that unliganded β2-adrenergic receptor 
(β2AR) displays extensive conformational exchange (as demonstrated by multiple, 
slowly exchanging NMR peaks for several residues) between a number of approximately 
equal energy states on the scale from active to inactive – binding of agonists, antagonists, 
and G-protein mimetics extensively modulates this dynamic landscape, at least partially 
stabilizing the active state when bound to agonists and G-protein mimetic, though the 
NMR spectrum of this complex still displays considerable heterogeneity.35  
The most extensive NMR-based study to date of a native, human signaling GPCR 
using methyl-TROSY illustrates the potential benefits, as well as the current difficulties, 
in NMR investigations of human GPCRs.41 Clark et. al. used a novel labeling and growth 
methodology to produce extensively deuterated, specifically isoleucine-13Cδ1H3 labeled 
human adenosine A2A receptor (A2AR) incorporated into n-dodecyl β-D-maltopyranoside 
(DDM) micelles. They were able to demonstrate extensive structural modulation upon 
ligand and G-protein binding, as was seen previously for β2AR.35 Due to the 
intractability of the system, they are limited to site-resolved data at four residues and 
were forced to resort to substantial modifications of standard side-chain dynamics 
experiments that result in drastic decreases in accuracy for fitted experimental dynamics 
observables.41  
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Mammalian GPCRs appear to only occupy a structural state (i.e. all peaks are 
visible in a backbone amide 15N-TROSY spectrum) upon extensive mutation and 
subsequent thermodynamic stabilization.21,193 Isogai et. al. were able to gain insights into 
the activity of a thermostabilized turkey β1-adrenergic receptor through 15N-valine 
labeling (assignments via mutagenesis).193 A series of different ligands were shown to 
induce local chemical shift perturbations (CSPs), but CSPs at key intracellular residues 
are proportional to the efficacy of the ligand being tested.193 Given the extensive and 
complex dynamic behavior of GPCRs, it seems readily apparent that these motions play a 
key role in their inherently non-binary signaling activity.34  
Backbone NMR dynamics experiments in large systems such as membrane 
proteins suffer from signal difficulties; translating these experimental observables to 
physical parameters is rarely done. However, taken globally, backbone dynamics 
observables can give rise to a highly accurate macromolecular reorientation time, which 
is all that is needed to transform side chain methyl relaxation observables into physical 
dynamics values known as order parameters (O2axis) using the Lipari-Szabo model-free 
formalism.73 Side-chain dynamics experiments leading to O2axis values have now been 
performed for a large number of soluble proteins, leading to considerable changes in our 
understanding of the nature of protein behavior in solution. It was initially noted that 
O2axis parameters tend to display “banding” into distinct motional classes (3),194 and this 
has since been observed as a property of a wide variety of soluble protein systems.67,78,139 
These three classes are distinguished largely by the frequency of rotameric transitions; 
the most dynamic band (J, <O2axis> ~ 0.35) intermediate band (α, <O2axis> ~ 0.6), and 
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most rigid band (ω, <O2axis> ~ 0.8) experience frequent, less frequent, and rare rotameric 
jumps, respectively.138-139 We have proposed that the origin of this phenomenon lies in 
the propensity of tightly packed side chains to have asymmetric motional modes – 
spatially close residues are predisposed to displaying opposing dynamic behavior.139 
Another intriguing (and useful) feature of protein side chain O2axis values is their 
considerable dynamic range. The average of any individual proteins backbone O2 
parameters tend to be dominated by rigid secondary structural elements (<O2> ~ 0.8), 
making differences statistically difficult to determine. Average side chain O2axis values, 
however, range from ~0.41 for the designed 3-helix bundle protein α3D195 to ~0.72 for 
hen egg white lysozyme.138 These differences in average behavior are largely dependent 
on changes in the population of residues in each of the major motional classes (for 
instance, α3D has a significantly depopulated rigid ω band), rather than shifts in the 
centers of each band.67,78,139 We have never observed any significant spatial clustering of 
O2axis parameters when mapped on their structures (with one unique exception196), 
possibly due to the above explanation of banding behavior. Likewise, no obvious 
physical phenomenon (depth of burial, packing, solvent exposure, or crystal B-factors) 
related to the protein structure has a quantitative relationship with O2axis values of a given 
methyl probe.  
 Basal O2axis parameters have revealed much about protein behavior, but even more 
insight was gleaned by observing changes in their behavior (i.e. dynamics) in response to 
external perturbations. Due to their inherent dependence on angular disorder, side chain 
methyl order parameters have a parametric relationship with entropy.67 This relationship 
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between order parameters and entropy means that changes in O2axis in response to changes 
in temperature (dO2axis/dT) are related to local (and global) protein heat capacities.67,78,196 
We have also shown that global changes in order parameter upon a variety of 
intermolecular binding events report on changes in the elusive thermodynamic quantity 
conformational entropy.76,138 Side chain O2axis parameters are sensitive probes of 
dynamics that report on local and global protein thermodynamic parameters. Of particular 
importance for the activity of GPCRs, changes in protein dynamics can also play a key 
thermodynamic role in allosteric modulation of protein function.6,197  
 In order to quantitatively probe the nature of the dynamics of a membrane protein 
system, we have chosen to investigate the GPCR-analogue sensory rhodopsin II (pSRII) 
from the archaea Natronomonas pharaonis and the bacterial outer membrane protein W 
(OmpW). pSRII functions in the archaea as a mediator of negative phototaxis in response 
to absorption of blue light, which causes 13-trans-cis isomerization of the attached retinal 
cofactor, activating a two-component signaling system through its bound transducer 
partner protein.175 The protein has had its structure determined via crystallography at high 
(2.1 Å) resolution (shown in Fig. 4.8a),198 by solution NMR spectroscopic methods,44 and 
in concert with its transducer partner both in the ground199-200 and active state.200 
Chemical shifts of the protein in micelles and bicelles are nearly superimposable, 
indicating structural fidelity in the detergent micelles used here.44 Backbone relaxation 
experiments have also been conducted using solution NMR techniques.167 Other 
biophysical studies on pSRII have determined thermodynamics of the interaction with 
transducer201 as well as kinetic parameters for the photocycle.202-204  
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 OmpW is a β-barrel membrane protein found in the outer membrane of E. coli 
and other Gram-negative bacteria. It has been implicated in multiple cellular processes, 
such as transport of hydrophobic substrates,205 iron uptake,206 and antibiotic resistance,207 
though its precise function has still not been confirmed. The structure of OmpW has been 
solved using both x-ray crystallography and solution NMR spectroscopy.205,208 It contains 
8 transmembrane β-sheets, where the first and last β-strands come together to form a 
“barrel” structure in the membrane (Fig. 4.8b). Half of the inter-sheet connections are 
short turns, and the other four connections are large, loop structures. The folding free 
energy of OmpW (~18 kcal mol-1) has been determined in large unilamellar vesicles of 
dilaurel phosphotidyl choline.209 This broad biophysical characterization makes it an 
excellent model system for the study of β-barrel membrane proteins. Chemical shifts of 
OmpW incorporated into micelles and bilayers are also very comparable, demonstrating 
that the protein is relatively amenable to differences in membrane mimetic. 
 We have purified 15N/2H labeled pSRII with specific 13C1H3 methyl probes on all 
isoleucine, leucine, valine, and methionine residues throughout the protein, with which 
we have conducted cross-correlated methyl relaxation experiments in order to determine 
the first quantitative experimental order parameter values for a large membrane protein to 
date. A conserved structural water network spanning from the extracellular space through 
the protein to the retinal cofactor maintains a stable hydrogen-bonded network that 
becomes disrupted upon photoactivation, indicating a role for these waters in signal 
transduction.200 We confirmed the presence of these structural water molecules by 
solution NMR methods as well as at atomic detail by molecular dynamics simulations.  
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The incredibly dynamic nature of this archael protein hints at how current human GPCRs 
have evolved to explore even more conformational space across a wide array of 
timescales, allowing for more complex behaviors in response to ligands.  
4.2.2  Materials & methods 
Sample preparation 
A pET11a vector containing the gene for sensory rhodopsin II from 
Natronomonas pharaonis with a C-terminal histidine tag was freshly transformed into 
BL21(DE3) competent E. coli cells. Detailed growth conditions are in preparation and 
stem from a novel growth methodology designed to grow cells in H2O-containing 
medium that produce deuterated, methyl-labeled protein of interest.152 Cells from a small 
overnight culture were used to inoculate 1 L of 1.5x M9 medium in H2O with 15N 
labeling at an initial absorbance at 600 nm (OD600) of ~0.1 at 37 °C, pH 7.4, and 40% 
dissolved oxygen concentration. Temperature, pH, and oxygen were maintained or 
monitored in a New Brunswick BioFlo 115 cell culture system with a 3 L vessel. Cells 
were grown to saturation (OD600 ~ 2.4), at which point the temperature was dropped to 18 
°C, pH was raised back to 7.4, 10 µM all-trans retinal along with isotopically labeled 
nutrients were added 10 minutes before induction of protein expression with 1 mM IPTG. 
Nutrients added prior to protein expression consisted of 1.0 g of 2H-D-glucose [Sigma-
Aldrich], 1.0 g of 15N/2H algal-derived amino acids [Martek] after chromatographic 
removal of isoleucine, leucine, valine, methionine, and tyrosine, 60 mg alpha-
ketobutyrate [Sigma-Aldrich], 100 mg alpha-ketoisovalerate [Cambridge Isotope 
Laboratories] with 13C1H3 methyl labeling of one methyl isotopomer and 12C/2H labeling 
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on the remaining atoms, 50 mg phenyl-deuterated L-tyrosine [Sigma Aldrich], 50 mg 
13C1H3/12CD L-methionine [Cambridge Isotope Laboratories], 0.24 g MgSO4 and 15 mg 
CaCl2. Protein was expressed for ~3 hours at 18 °C before glucose was fully depleted, 
with 10 µM all-trans retinal added every hour (30 µM total). Cells were spun down and 
frozen until purification.  
Purification of pSRII was performed in a similar manner to that described 
previously,44,167-168 with some differences. Briefly, thawed cell pellets (1 L culture) with 
overexpressed pSRII were resuspended in 20 mL 100 mM Tris-HCl pH 7.4, 400 mM 
NaCl and 20% glycerol. 20 mg lysozyme, 4 mg DNAse, 20 mM MgCl2, 0.6 g dodecyl-
maltopyranoside (DDM), and 2 EDTA-free protease inhibitor tablets [COEDTAF-RO 
Roche] were then added. The mixture was then topped to 40 mL with deionized H2O and 
mixed in the dark overnight. The crude lysate was then spun down at 15,000 rpm for 45 
minutes at 4 °C. The insoluble pellet was discarded and 20 mM imidazole was added to 
the supernatant. The supernatant was then added at 0.7 mL/min to a nickel column pre-
equilibrated with 50 mM phosphate buffer pH 7.4, 150 mM NaCl, 10% glycerol, 20 mM 
imidazole, and 0.1% DDM detergent. The column was then washed with 5 column 
volumes (CV) of the same buffer followed by 5 CV of the same buffer with 750 mM 
NaCl and 50 mM imidazole. For the present studies, DDM detergent was exchanged for 
deuterated d26-diheptanoyl-phosphocholine (DHPC) detergent [CortecNet] as previously 
described168 then eluted with 0.28% d26-DHPC in pH 6.0 50 mM phosphate, 300 mM 
imidazole with 50 mM NaCl and 0.02% sodium azide. Protein was buffer exchanged for 
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the same buffer without imidazole, and concentrated to 450 µL for NMR with a final 
protein concentration not exceeding 500 µM.  
 Expression of isotopically labeled OmpW was carried out in an HMS E coli cell 
line, using the lac expression system. A glycerol stock, kept at -80 °C, was used to 
inoculate 3 mL starter growths. These starter cultures were grown in LB media 
supplemented with 0.1 mg/mL ampicillin at 37 °C for 8 to 10 hrs. Cells were pelleted and 
resuspended in 1 mL of M9 media supplemented with 0.1 mg/mL ampicillin. Isotope 
incorporation for NMR studies was accomplished using 15NH4Cl (Cambridge Isotopes: 
NLM-467), uniform 2H  or 13C/2H glucose (Cambridge Isotopes: DLM-2062, CDLM-
3813), and D2O (Cambridge Isotopes: DLM-4). Selective methyl labeling was 
accomplished using standard ILV precursors. Labeling for protein used in methyl 
relaxation experiments utilized α-ketobutyrate and α-ketoisovalerate that lead to 13CH3 
methyl labeling of one isotopomer and 12CD labeling elsewhere (Sigma-Aldrich 589276, 
Cambridge Isotopes CDLM 7317). Selective side chain labeling for methyl assignment 
experiments was accomplished using α-ketobutyrate and α-ketoisovalerate that lead to 
13CH3 methyl labeling of one isotopomer and 13CD labeling elsewhere (Cambridge 
Isotopes: CDLM-4611, CDLM-8100). Two separate 25 mL growths were inoculated 
using 500 μL of resuspended cell solution. The 25 mL cultures were grown for ~17 hrs 
(to an OD between 0.8 and 0.9) and then diluted to 500 mL in M9 media. The 500 mL 
cultures were grown to an OD of ~0.6 (taking approximately 13 hours). At this point, the 
ILV precursors were added to the culture. After 1 hour, cells were induced by adding 1 
mM IPTG. The induced culture was pelleted after ten hours and then frozen at -20 °C.  
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 The procedure for inclusion body purification has been previously detailed for 
outer membrane proteins. It will be summarized briefly. The frozen cell pellet was 
thawed and resuspended in a lysis buffer (100 mM Tris-HCl, pH 8.0, 10 mM EDTA). 
The cells were then lysed using an Emulsiflex Cell Homogenizer. Following lysis, 87 μ
L of Brij-35 detergent was added to 25 mL of lysed cells. The lysed cell solution was 
then centrifuged at ~4,500 g for 20 minutes. The supernatant was discarded and the pellet 
resuspended in a wash buffer (100 mM Tris-HCl, pH 8.0, 1 mM EDTA) and centrifuged 
for an additional 20 minutes. The wash process was repeated, and then the inclusion body 
pellet was frozen at -20 °C. The frozen inclusion body pellet was thawed and 
resuspended in 8 M urea buffered to pH 8.0 with 20 mM Tris-HCl. Final denatured 
OmpW concentration was 50 μM. The denatured OmpW was diluted dropwise into 
refolding buffer at 45 °C being stirred at 600 RPM on a desktop stir plate. Final 
conditions for the refolding reaction were 4 μM OmpW, 20 mM Tris-HCl pH 8.0, and 
6.5 mM SB3-12 detergent. After 12 hours, the reaction was quenched by adding acetate 
buffer to a final concentration of 40 mM. The system continued to stir for 1 hour and was 
then filtered using a 0.45-micron syringe filter. The filtered solution was then 
concentrated to a final volume of ~400 μL using 30 kD spin concentrators (EMD 
Millipore). Using the same concentrators, the buffer was exchanged into final conditions. 
Final buffer conditions were 40 mM phosphate buffer, pH 7.0, 6.5 mM SB3-12 detergent, 
and 10% (volume ratio) D2O. Final sample volume was 370 μL and concentration was 
assessed by absorbance at 280 nm and calculated using a molar extinction coefficient of 
39,420 M-1. NMR sample was contained in a Shigemi tube (Sigma-Aldrich). Final 
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protein concentrations for NMR samples were 275 μM (relaxation) and 670 μM 
(assignment).  
NMR 
All experiments were collected at 50 °C at 750 MHz (1H) (except where noted 
below) on Bruker AVANCE III spectrometers equipped with TXI cryoprobes. Samples 
were in the same buffer and detergent conditions as described above. Assignments for the 
backbone amide and side chain methyl groups (methionine Cε, leucine Cδ1 and Cδ2, 
valine Cγ1 and Cγ2, and isoleucine Cδ1) were mapped from previous studies,44,167 and 
were confirmed with a 3D NOESY  1H-15N TROSY experiment (backbone amide) and a 
3D NOESY 1H-13C HMQC experiment (side chain methyl). Both experiments were 
collected with non-uniform sampling at a sampling density of 15% with a Poisson-gap 
distribution.89. Correlations with previous assignments44,167 are excellent (R2>0.996) (Fig. 
4.9) indicating strong structural fidelity. 13C-HMQC and 15N-TROSY experiments shown 
in Fig. 4.7a and 4.7b were collected with 256 and 400 complex indirect points, 
respectively. An intermediate-mixing time (200 ms) 3D NOESY – 13C,1H – HSQC 
experiment with 20% sampling density with a Poisson gap distribution was collected to 
observe the presence of specific methyl-water interactions in the core of the protein. All 
non-uniformly sampled data were reconstructed with iterative soft thresholding 
(istHMS)89 and processed in nmrPipe.91 
15N-TROSY T1 experiments190 were collected at 750 MHz with relaxation delays 
of 0.000, 0.320, 0.560, 0.880, 1.200, and 1.600 s (with duplicate experiments at 0.320 and 
1.200 s) as well as at 600 MHz with relaxation delays of 0.000, 0.320, 0.640, 0.960, 
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1.440, and 2.000 s (duplicates at 0.320 and 1.440 s). 15N-TROSY T1ρ190 experiments were 
collected at 750 MHz with relaxation delays of 0.001, 0.0077, 0.0141, 0.0218, 0.0304, 
and 0.0400 s (with duplicate experiments at 0.0077 and 0.0304 s) as well as at 600 MHz 
with relaxation delays of 0.001, 0.0067, 0.0124, 0.0190, 0.0266, and 0.035 s (duplicates 
at 0.0067 and 0.0266 s). Curves for each non-overlapped peak in the 15N-TROSY 
spectrum were fit to single-exponential decays with errors determined by deviations 
between duplicate delay values. T1ρ values were converted to their corresponding T2 
values using each peaks offset from the nitrogen carrier as previously described.190 T1 and 
T2 values determined at each field were (independently) used to determine site-resolved 
global tumbling values as previously described.210 After excluding outliers outside of the 
main distribution of tumbling values, the average of all remaining probes was taken as 
the global tumbling time of 22.8 ns (600 MHz) and 21.0 ns (750 MHz). An average 
tumbling time of 21.9 ns was used for subsequent analysis, with an error of ~0.9 ns. This 
is in very good agreement with the T1/T2-determined tumbling time previously calculated 
in DHPC micelles at 50 °C.167  
Backbone amide and side chain methyl Carr-Purcell-Meiboom-Gill (CPMG) 
experiment were collected with various spacing between adjacent 180° pulses (1 – 20 ms) 
to detect the presence of intermediate timescale (µs – ms) motions. No differences in 
peak height were apparent (as shown for several example residues in Fig. 4.10c & 4.10d), 
indicating a dearth of any significant motions on this timescale.  
Side chain methyl (ILVM) order parameter (O2axis) values were determined by 
cross-correlated relaxation experiments.182 Single- and triple-quantum 1H-13C coherence 
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transfer experiments were collected at a series of delay times (0.003, 0.005, 0.008, 0.012, 
0.017, 0.022, 0.028, and 0.036 s), with 0.008 and 0.022 s re-collected for error analysis. 
Due to poor signal on the triple-quantum version of the experiment, we collected a larger 
number of scans (144) relative to the single-quantum experiment (64) and simply 
normalized the raw peak intensities appropriately. Ratios of peak intensities (after 
normalization) were plotted as a build-up curve and fit as previously described182 for η 
and δ values using Eq. 4.1, where C=0.75 and T is the relaxation time. Example build-up 
curves with associated replicate-determined error bars are shown in Fig. 4.12 for a variety 
of fit qualities.  
    Eq. 4.1 
 
 O2axis values were then determined for each methyl probe as in Eq. 4.2, using their 
fitted η values and the previously determined macromolecular reorientation time (τc) of 
21.9 ns.  
        Eq. 4.2 
   	 
 
 Uncertainties in the final O2axis values were determined by Monte Carlo 
simulation, incorporating errors in both the fitted η values as well as error in the 
determined tumbling time, τc. All fitted η and δ values (as well as errors in η), χ2, reduced 
χ2, final O2axis values (and their errors) are provided in Table 4.2. The average uncertainty 
in final O2axis values was 0.038, with ~2/3 of the residues less than 0.05 and no errors 
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larger than 0.10, including errors introduced by uncertainty in the global reorientation 
time. Cross-correlated relaxation derived order parameters described throughout the text 
were collected at 50 °C; a replicate was also collected at 35 °C in order to interrogate the 
role of elevated temperature on the average order parameter of pSRII. Sensitivity was 
dramatically reduced at lower temperature and only a subset of peaks (~35) in the full 
spectrum could be analyzed quantitatively for comparison.  
Table 4.2. pSRII fitted relaxation parameters and determined order parameters. 
Atom δ[a] η[a] η error[b] Reduced χ2[c,d] O2axis [d] O2axis error [e] 
Met1 Cε 0.30 2.65 0.37 1.34 0.034 0.005 
Val2 Cγ1 -4.23 7.64 0.58 0.46 0.097 0.008 
Val2 Cγ2 -16.17 8.81 0.95 0.30 0.112 0.013 
Leu4 Cδ1 -25.19 16.31 3.37 1.11 0.206 0.044 
Leu4 Cδ2 -13.39 16.08 0.63 0.13 0.203 0.011 
Leu7 Cδ2 -36.18 23.89 1.68 0.44 0.302 0.024 
Leu10 Cδ1 -10.72 13.30 0.90 1.04 0.168 0.013 
Ile13 Cδ1 -16.07 23.75 0.82 2.31 0.301 0.016 
Leu16 Cδ1 -8.90 13.33 0.93 1.14 0.169 0.014 
Leu20 Cδ1 -20.82 22.80 1.83 1.60 0.288 0.025 
Val38 Cγ1 -17.53 30.65 1.11 0.70 0.388 0.022 
Val38 Cγ2 -32.28 32.71 3.09 1.42 0.414 0.042 
Leu40 Cδ2 -43.24 34.64 7.59 1.59 0.438 0.099 
Ile46 Cδ1 -38.72 36.41 3.52 2.22 0.461 0.050 
Val49 Cγ2 -54.83 54.05 3.98 0.77 0.684 0.057 
Val53 Cγ1 -31.64 38.79 3.79 2.75 0.491 0.051 
Val53 Cγ2 -31.81 37.25 3.13 0.76 0.471 0.042 
Leu56 Cδ1 -17.34 12.38 1.53 0.98 0.157 0.021 
Leu56 Cδ2 -44.44 39.98 5.22 1.91 0.506 0.069 
Val58 Cγ1 -26.55 42.66 3.20 1.29 0.540 0.048 
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Val58 Cγ2 -35.83 47.96 1.53 0.80 0.607 0.033 
Val61 Cγ1 -32.57 32.44 3.57 0.73 0.411 0.050 
Val63 Cγ1 -27.93 35.26 2.01 0.25 0.446 0.031 
Val63 Cγ2 -61.96 42.48 3.29 2.00 0.538 0.047 
Val68 Cγ1 -36.02 47.73 3.85 3.58 0.604 0.054 
Ile74 Cδ1 -16.88 24.48 0.73 1.08 0.310 0.016 
Ile77 Cδ1 -43.39 44.02 1.95 0.96 0.557 0.033 
Leu78 Cδ1 -49.62 44.75 4.42 0.89 0.566 0.060 
Leu78 Cδ2 -32.17 33.68 3.46 0.82 0.426 0.048 
Val84 Cγ1 -41.46 39.65 3.91 1.01 0.502 0.054 
Val84 Cγ2 -51.89 38.15 3.14 0.83 0.483 0.046 
Leu87 Cδ1 -37.55 39.63 2.32 0.53 0.502 0.036 
Leu89 Cδ1 -27.41 28.52 2.14 0.36 0.361 0.031 
Leu89 Cδ2 -31.87 29.99 3.00 0.39 0.380 0.041 
Leu90 Cδ1 -26.21 23.22 2.50 0.66 0.294 0.035 
Leu90 Cδ2 -28.50 26.16 3.79 0.94 0.331 0.050 
Leu93 Cδ1 -35.44 26.49 3.94 0.81 0.335 0.050 
Leu93 Cδ2 -33.92 24.98 4.25 0.96 0.316 0.058 
Ile100 Cδ1 -21.06 29.84 1.23 1.61 0.378 0.023 
Val101 Cγ1 -18.16 14.05 1.26 0.60 0.178 0.018 
Val101 Cγ2 -24.17 14.31 2.03 1.22 0.181 0.025 
Ile102 Cδ1 -17.06 13.40 0.56 0.65 0.170 0.010 
Val107 Cγ1 -51.98 55.85 3.30 0.68 0.707 0.051 
Met109 Cε -82.07 53.77 7.27 0.55 0.680 0.099 
Met117 Cε -4.03 13.57 0.21 0.16 0.172 0.008 
Val118 Cγ1 -40.94 41.54 4.45 1.30 0.526 0.062 
Ile121 Cδ1 -4.51 14.99 0.49 2.18 0.190 0.010 
Met129 Cε -2.75 5.38 0.19 0.47 0.068 0.004 
Ile135 Cδ1 -21.84 25.25 1.46 1.72 0.320 0.023 
Leu137 Cδ1 -38.96 29.25 4.00 0.61 0.370 0.054 
Leu137 Cδ2 -37.35 25.39 5.75 1.99 0.321 0.072 
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Val138 Cγ1 -55.28 43.65 4.85 0.41 0.552 0.068 
Val138 Cγ2 -45.71 48.69 3.45 0.78 0.616 0.050 
Leu141 Cδ1 -27.69 23.51 3.37 0.89 0.298 0.046 
Leu141 Cδ2 -9.02 14.74 0.46 0.58 0.187 0.010 
Val142 Cγ2 -25.83 27.00 2.84 0.73 0.342 0.040 
Met145 Cε -39.95 29.90 3.95 1.32 0.378 0.051 
Ile156 Cδ1 -16.59 16.69 0.62 0.74 0.211 0.012 
Val161 Cγ1 -36.85 44.82 4.38 0.92 0.567 0.061 
Val161 Cγ2 -46.86 40.60 3.61 0.46 0.514 0.049 
Val163 Cδ2 -50.51 36.08 6.45 0.64 0.457 0.078 
Leu166 Cδ2 -34.01 16.80 2.78 0.77 0.213 0.039 
Leu166 Cδ1 -19.04 26.57 1.89 1.42 0.336 0.028 
Val168 Cγ1 -30.94 39.89 2.84 1.20 0.505 0.040 
Leu170 Cδ2 -7.90 12.75 0.99 0.39 0.161 0.015 
Ile173 Cδ1 -13.47 23.61 0.80 2.70 0.299 0.016 
Ile177 Cδ1 -21.01 17.22 1.14 0.70 0.218 0.017 
Leu179 Cδ1 -9.93 16.88 1.43 0.90 0.214 0.020 
Leu179 Cδ2 -14.36 15.63 1.44 0.97 0.198 0.020 
Val185 Cγ1 -21.51 29.13 1.34 0.34 0.369 0.025 
Val185 Cγ2 -47.29 27.46 5.75 0.89 0.347 0.075 
Leu187 Cδ1 -7.26 14.68 0.58 0.37 0.186 0.011 
Leu187 Cδ2 -6.09 10.43 0.71 0.90 0.132 0.011 
Leu188 Cδ2 -45.87 42.60 6.46 1.76 0.539 0.081 
Val192 Cγ2 -62.96 52.54 3.04 0.15 0.665 0.048 
Leu196 Cδ1 -33.12 32.27 2.88 2.88 0.408 0.041 
Leu196 Cδ2 -34.89 34.26 6.13 2.80 0.434 0.080 
Ile197 Cδ1 -16.90 10.85 1.35 0.83 0.137 0.018 
Val198 Cγ1 -37.19 36.38 3.30 0.79 0.460 0.045 
Leu200 Cδ1 -72.41 38.26 6.89 0.56 0.484 0.092 
Leu202 Cδ2 -35.26 34.79 4.11 1.40 0.440 0.054 
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Val203 Cγ1 -33.56 38.91 5.14 1.53 0.492 0.066 
Val203 Cγ2 -43.20 38.91 2.90 1.12 0.492 0.045 
Val206 Cγ1 -41.09 48.94 6.92 2.50 0.619 0.094 
Ile211 Cδ1 -33.43 35.51 1.73 1.36 0.449 0.029 
Leu213 Cδ1 -21.88 20.83 1.30 0.53 0.264 0.020 
Leu213 Cδ2 -17.78 17.91 1.70 1.35 0.227 0.024 
Leu219 Cδ2 -10.78 16.50 1.71 1.60 0.209 0.024 
Val230 Cγ1 -12.60 1.80 0.20 0.55 0.023 0.003 
Val237 Cγ1 -12.02 1.74 0.25 0.92 0.022 0.003 
 [a] ηandδwere fitted using Eq. 4.1. [b] errors in η were estimated from the covariance in 
fitting to Eq. 4.1 and incorporated the reduced χ2 values. [c] Reduced χ2 values for the fit with Eq. 
4.1. [d] O2axis values were determined using the fitted ηvalues and the calculated tumbling 
molecular reorientation time (21.9 ns for the data in this Table). [e] Errors in the final O2axis 
values were determined by Monte Carlo simulations incorporating errors in fitted ηas well as the 
error in the determined tumbling time.  
  
 15N-TROSY sampled 15N T1 relaxation experiments were collected for OmpW at 
600 MHz with relaxation delays of 0.000, 0.320 (2x), 0.640, 0.960, 1.440 (2x), 1.920, and 
2.400 s. 15N-TROSY sampled T1ρ relaxation experiments were also collected at 600 MHz 
with relaxation delays of 0.001, 0.0067 (2x), 0.0124, 0.0190, 0.0266 (2x), and 0.0350 s 
Decay curves for resolved peaks in the 15N-TROSY spectrum analyzed identically. 
Single- and triple-quantum 1H-13C coherence transfer experiments were collected at a 
series of delay times: 0.001, 0.003, 0.005 (2x), 0.007, 0.010, 0.013, 0.016, 0.019 (2x), 
0.022, and 0.026 s. More scans (96/FID) for acquired for the triple quantum experiment 
than for the single-quantum experiment (32/FID) and the raw peak intensities normalized 
accordingly. Ratios of normalized peak intensities were fitted for η and δ values as 
described for pSRII above and converted into order parameter values as in pSRII (shown 
below in Table 4.3).  
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Table 4.3. OmpW fitted relaxation parameters and determined order parameters. 
Peak  δ[a] η[a] η error[b] Reduced χ2[c,d] O2axis [d] O2axis error [e] 
1 -49.95 45.08 2.03 2.29 0.520 0.030 
2 -13.89 22.49 0.42 0.37 0.260 0.010 
3 -36.60 59.00 1.58 0.70 0.681 0.031 
4 -18.08 22.95 1.82 1.19 0.265 0.023 
5 -33.46 50.85 1.45 1.18 0.587 0.026 
6 -14.62 21.39 0.36 0.19 0.247 0.010 
7 -13.76 26.83 1.11 0.53 0.310 0.018 
8 -14.03 20.03 1.24 0.85 0.231 0.017 
9 -33.91 56.38 1.65 0.54 0.651 0.028 
10 -32.89 61.68 2.69 0.73 0.712 0.040 
11 -50.25 58.23 3.59 1.88 0.672 0.049 
12 -40.58 51.22 3.05 1.20 0.591 0.042 
13 -25.71 38.85 1.35 0.86 0.449 0.022 
14 -7.60 13.27 0.41 0.95 0.153 0.007 
15 -48.68 56.23 3.55 2.48 0.649 0.052 
16 -52.76 67.23 2.64 0.63 0.776 0.041 
17 -33.34 38.13 0.99 0.70 0.440 0.020 
18 -24.08 33.44 0.81 0.52 0.386 0.017 
19 -51.87 60.75 2.04 0.32 0.701 0.035 
20 -30.02 37.04 1.11 0.60 0.428 0.021 
21 -14.97 40.74 0.39 0.44 0.470 0.018 
22 -14.80 33.42 1.10 0.49 0.386 0.019 
23 -13.72 20.46 0.93 0.49 0.236 0.014 
24 -37.71 54.05 1.23 0.44 0.624 0.026 
25 -15.44 31.97 1.67 1.61 0.369 0.024 
26 -28.12 44.20 2.84 0.88 0.510 0.039 
27 -23.31 42.51 1.99 0.90 0.491 0.030 
28 -9.95 27.36 0.18 0.15 0.316 0.012 
29 -10.76 25.99 0.72 1.93 0.300 0.013 
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30 -17.46 33.78 0.93 1.39 0.390 0.018 
31 -13.37 24.20 0.33 0.39 0.279 0.011 
32 -11.89 24.73 0.64 1.05 0.285 0.013 
33 -14.04 23.77 0.41 0.78 0.274 0.010 
34 -9.14 22.60 0.55 1.77 0.261 0.011 
35 -12.77 10.22 0.60 0.92 0.118 0.008 
36 -25.42 28.48 1.01 0.21 0.329 0.017 
37 -8.57 17.26 0.21 1.13 0.199 0.008 
38 -37.56 51.75 1.25 2.76 0.598 0.028 
40 -11.20 17.94 0.40 0.74 0.207 0.009 
42 -12.54 20.99 0.39 0.80 0.242 0.010 
43 -15.32 17.76 0.66 1.08 0.205 0.010 
44 -6.63 17.36 0.25 0.82 0.200 0.008 
45 -18.08 34.57 0.40 1.49 0.399 0.015 
46 -13.57 25.46 1.15 10.94 0.294 0.017 
47 -10.86 14.95 1.06 16.43 0.173 0.014 
48 -9.58 13.51 0.48 5.02 0.156 0.008 
49 -6.23 10.00 0.39 3.29 0.115 0.006 
50 -31.31 16.44 0.32 1.33 0.190 0.008 
51 -6.36 6.82 0.27 1.50 0.079 0.004 
52 -14.24 21.54 0.55 2.76 0.249 0.011 
53 -26.52 29.99 0.52 0.98 0.346 0.014 
54 -10.19 8.55 0.18 0.81 0.099 0.004 
55 -8.06 13.02 0.50 2.47 0.150 0.008 
56 -46.83 43.45 1.65 0.59 0.502 0.026 
 [a] ηandδwere fitted using Eq. 4.1. [b] errors in η were estimated from the covariance in 
fitting to Eq. 4.1 and incorporated the reduced χ2 values. [c] Reduced χ2 values for the fit with Eq. 
4.1. [d] O2axis values were determined using the fitted ηvalues and the calculated tumbling 
molecular reorientation time (24.0 ns for the data in this Table). [e] Errors in the final O2axis 
values were determined by Monte Carlo simulations incorporating errors in fitted ηas well as the 
error in the determined tumbling time.  
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Bayesian analysis of experimental O2axis values 
 We analyzed the final distribution of our individual O2axis values using a 
previously described139 Bayesian statistical model, where the data are fit to an unknown 
number (1-5) of motional classes. Along with the standard assumptions of Bayesian 
analysis, we assume that the sum of all populations in each band amounts to the full 
distribution, and that each methyl O2axis values in each motional “class” are distributed 
with some variance around a mean band center value. Below are the results (Table 4.4) of 
the fitting for each potential number of bands, the log10 likelihood of that particular 
model, as well as the band centers (first) and the fraction of the O2axis values they contain 
(second) for each of number fitted populations. Asterisk indicates that although 6 valine 
residues are present in the highly dynamic band, 4 are terminal residues with a highly 
dynamic backbone.  
Table 4.4. Bayesian banding statistics of pSRII in micelles. 
 
#  likelihood  1)            2)                3)               4)              5) 
  1     -9.805     0.36 (1.00) 
  2     11.893    0.22 (0.45)    0.48 (0.55) 
  # V =  6* (0.17)       29 (0.83) 
  # L = 14 (0.38)       23 (0.62) 
  # I = 5 (0.38)          8 (0.62) 
  # M = 3 (0.60)          2 (0.40) 
  3     11.372    0.21 (0.42)    0.45 (0.45)    0.55 (0.13) 
  # V =  6* (0.17)        21 (0.60)       8 (0.23)  
  # L = 14 (0.38)        22 (0.59)       1 (0.03) 
  # I = 5 (0.38)          8 (0.62)         0 (0.00) 
  # M = 3 (0.60)          1 (0.20)         1 (0.20) 
  4     10.705    0.19 (0.39)    0.26 (-0.03)    0.41 (0.45)    0.57 (0.19) 
  5      8.542     0.19 (0.41)    0.28 (-0.11)    0.38 (0.38)    0.49 (0.20)    0.59 (0.12) 
Bayesian statistical modeling was used to determine the number of bands that best fit the 
experimental order parameter values, as well as their center values and populations (in 
parentheses).  
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Molecular dynamics 
 pSRII (PDB:1H68198) was protonated with VMD211 and parameters/topology for 
the covalently attached retinal cofactor (Lys205) were used as deposited in the NAMD148 
repository. The protein, retinal, and its structural water molecules were inserted into an 
8.0 by 8.0 nm bilayer composed of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 
(POPC) generated in VMD with the aim of maintaining nonpolar and aromatic molecules 
in the bilayer.211 The protein-containing bilayer was then hydrated with an additional 8 Å 
of TIP3P145 water on either side along with the removal of any lipid molecules 
overlapping the protein. All other aspects of the simulation were as previously 
described132,138 for 1000 steps of minimization, 200 ps of equilibration, and 100 total ns 
of simulation at 50 °C (as in experiment). Backbone and side chain methyl O2axis values 
were calculated as previously described132  using the long-time limit approximation. 
 Two molecular dynamics simulations of OmpW (PDB:2MHL208) (one in a bilayer 
and one in a detergent micelle) were built using the CHARMM-GUI server.212 The 
bilayer system was built using 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC). 
DMPC is well characterized by simulations and is known to match the hydrophobic 
thickness of the native outer membrane.213The micelle system was built using the SB3-12 
detergent, as in experiment.  
 Simulation systems were neutralized using 150 mM NaCl and under NPT 
conditions (40 °C and 1 atm, as in experiment). Simulations were run using NAMD148 
employing the CHARMM36 forcefield214 with 2.0 femtosecond (fs) time steps. The 
standard equilibration protocol provided by CHARMM-GUI was followed. Following 
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equilibration, the first 50 ns of simulation were used to equilibrate the bilayer or micelle 
atoms. Simulation temperature was controlled using the Nose-Hoover thermostat, with a 
damping coefficient of 1.0 ps-1, and the bath was not coupled to hydrogen atoms. 
Pressure was controlled using the Langevin piston with a constant pressure piston of 50 fs 
and decay time equal to 25 fs. Long range electrostatics were evaluated using the Particle 
Mesh Ewald summation. Both short range electrostatics and Leonard Jones interactions 
were cutoff at 12 Å, with a smooth switching function applied beginning at 10 Å. Non-
bonded pairs were determined using a distance cutoff of 16 Å, and the list was updated 
every 20 femtoseconds. Long range and electrostatics interactions were evaluated every 
step. The final trajectories were run for 300 ns.  
 Backbone O2 and side chain methyl O2axis values were calculated as previously 
described132 (Eq. 3.1) using the long-time limit approximation. All 100 ns of pSRII 
simulation time was included in the calculation (~5x 𝜏c) while the 250 ns of simulation 
for OmpW was split into two separate 125 ns (also ~5x 𝜏c) trajectories for analysis.  
4.2.3  Structural scaffolds of pSRII and OmpW 
 High sample concentration and deuteration results in excellent protein backbone 
(Fig. 4.7a & 4.7c) and methyl side-chain (Fig. 4.7b & 4.7d) NMR spectra. Incorporation 
of deuterated detergents into the diheptanoyl-phosphocholine (DHPC) micelle for pSRII 
eliminates the overwhelming streaking in the methyl proton region of interest when using 
protonated detergent molecules as in OmpW (see Fig. 4.7b & 4.7d). The effects of 
solubilization of membrane protein in a detergent micelle rather than a membrane 
environment has remained an intriguing question, especially considering recent 
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studies,20,189 but as an initial foray into membrane protein dynamics we have conducted 
studies in DHPC micelles at a more tractable molecular weight. 13C1H3 methyl labeling 
for both methyl groups of all valines and leucines, as well as methionine methyl and 
isoleucine δ methyl results in more than 100 distinguishable methyl peaks (Fig. 4.7b) 
across the protein structure. Several potential dynamics probes exist on all helices, both 
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Figure 4.7. Example backbone and methyl spectra of pSRII and OmpW. a) 15N-1H TROSY 
and b) 13C-1H HMQC spectra of pSRII incorporated into d26-DHPC detergent micelles at 50 
°C. c) 15N-1H TROSY and d) 13C-1H HMQC of OmpW incorporated into SB3-12 detergent 
micelles at 40 °C. Streaks from detergent molecules are more pronounced in (d) for OmpW 
due to the lack of availability of deuterated SB3-12.  	
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on the interior and exterior environment of pSRII, probing nearly all chemical 
environments the protein experiences.  
 Backbone 15N relaxation experiments on pSRII in DHPC micelles have 
previously demonstrated a lack of significant fast timescale motions in all major 
secondary structural elements; slower timescale motions were also not apparent.167 We 
collected 15N T1 and T2 experiments largely in order to confirm a global reorientation 
time (τc = 21.9 ns) for micelle-incorporated protein, which is in excellent agreement with 
the previously published value, especially considering the slightly different methods of 
calculation. Given the high-resolution NMR structural determination of pSRII in our 
solution conditions (as well as the agreement of this structure with previous crystal 
structures), we mapped our backbone and side chain chemical shifts (determined by 
chemical shift mapping and confirmed by NOESY experiments, see Materials & 
methods) to those previously deposited in the BMRB.44,167  
Figure 4.8. Global structural folds of pSRII and OmpW. The crystal structures of pSRII (a) 
(PDB code 1H68)196 and OmpW (b) (PDB code 2F1T)203 are colored by secondary structural 
elements; helices in red, beta sheet in tan, loops in blue. The purple background shading 
denotes approximate bilayer-spanning regions of the proteins. The retinal cofactor of pSRII (a) 
is drawn as orange sticks, while structural water oxygen atoms are highlighted as cyan 
spheres.  	
a b
	141 
 Backbone 1H/15N and methyl 1H/13C resonances in our conditions have correlation 
coefficients (R2) of greater than 0.996, indicating a high level of structural fidelity in our 
solution NMR conditions (Fig. 4.9). Previous micelle/bicelle chemical shift comparisons 
also indicate a minimal level of structural perturbation due to the micelle environment.44 
In addition, T2/T1 ratios for each backbone amide probe display negligible differences 
across the structural core of the protein, (Fig. 4.10) indicating a lack of faster timescale 
motions (aside from the separately-tumbling C-terminus).  
Figure 4.9. Structural fidelity of pSRII dynamics samples. Correlations between assignments 
on current pSRII NMR samples for cross-correlated relaxation experiments and those 
previously published.44,165 Comparisons are shown for all groups studied, namely the 
backbone via the amide proton (a) and nitrogen (b) and the methyl ILVM groups via the 
methyl proton (c) and carbon (d). Fitting statistics are also shown for each.  
a b
c d
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Figure 4.10. The helical and sheet backbones of pSRII and OmpW are largely dynamically 
silent. a) T1/T2 ratios and b) R1*R2 products averages for experiments collected on pSRII at 
both 600 and 750 MHz. Example CPMG dispersion curves are shown in (c) and (d) for 
example outlier residues in the R1*R2 product (b) to demonstrate a lack of intermediate-
timescale exchange motions in pSRII. e) T1/T2 ratios and f) R1*R2 products for experiments 
collected on OmpW at 600 MHz demonstrate a comparable lack of fast and intermediate 
timescale motions.  
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 There is no evidence for slower timescale, more cooperative motions in pSRII. 
The R1R2 product ratio for each backbone amide resonance displays no evidence for 
deviation from the norm across any potion of the protein aside for the separately-
tumbling C-terminus, indicating a lack of exchange-type motions on the intermediate 
timescale (Fig 4.10b & 4.10f).215 Furthermore, we collected side chain methyl Carr-
Purcell-Meiboom-Gill (CPMG) experiments for pSRII to probe intermediate timescale 
motions (µs – ms). There were no changes in peak intensity in response to changes in 
spacing between 180° pulses for either backbone (examples shown in Fig. 4.10c & 4.10d) 
or side chains (data not shown), demonstrating a lack of motions on this timescale. While 
human GPCRs appear to have substantial motions on fast,41 intermediate and slow35  
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Figure 4.11. Distribution of effective tumbling times for pSRII and OmpW. The 15N amide 
T1/T2 ratio at each residue was used to determine local effective tumbling times for pSRII (a) 
and OmpW (b). Shown here is the distribution obtained using data collected at 750 MHz (1H) 
(pSRII, a) and at 600 MHz (1H) (OmpW, b) for the same sample used subsequently for cross-
correlated relaxation experiments. The red lines demarcate where outlier values were 
discarded before subsequent averaging.  	
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Figure 4.12. Example cross-correlated relaxation build-up curves for pSRII at 750 MHz (1H) 
illustrating the range of fit qualities.  
Leu87 CD1Leu20 CD1
Leu16 CD1
Leu89 CD2
Met129 CE
Val49 CG2
Val58 CG2
Val107 CG1
Ile13 CD1
Leu56 CD2 Leu200 CD1
Leu7 CD2
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timescales, pSRII has no detectable fast-timescale backbone motions, intermediate 
timescale methyl or backbone motions, or very slow timescale exchange motions.  
 Similarly, backbone relaxation experiments conducted on OmpW in SB2-12 
micelles allowed determination of the global tumbling time (24.0 ± 0.9 ns) (Fig. 4.11) 
and confirmed a lack of fast and intermediate timescale backbone motions (Fig. 4.10).  
4.2.4  The nature of side-chain dynamics in membrane proteins 
 In protein scaffolds consisting of minimal backbone and slower-timescale 
motions, we collected cross-correlated methyl relaxation182 experiments on 13C1H3 
labeled isoleucine, leucine, valine and methionine methyl groups (see Materials & 
methods for more details). Cross-correlated relaxation experiments are conducted as a 
series of two different experiments utilizing either single-quantum or triple-quantum 1H-
1H coherences at various delay times (8 in this case). Efficiency of the emergence of 
triple-quantum coherence is measured as a ratio of the single quantum and triple quantum 
experiments; the intensity ratio of each residue can then be plotted as a function of 
relaxation time and fit to Eq. 4.1.  
 Assuming an isotropic, well-defined global tumbling time, fitted η values for each 
methyl group are directly proportional to the O2axis parameter for the methyl carbon 
symmetry axis, and can be calculated using Eq. 4.2. Errors in the fitted O2axis values are 
then determined by the error in the fit and error in the determined tumbling time. Given 
the inefficiency of the triple quantum experiment, high signal-to-noise is necessary to 
obtain quantitative results. Due to these limitations, a previous study41 sought to reduce 
the amount of triple-quantum experiments needed to obtain fitted η values. This 
	146 
essentially amounted to a single multiple-quantum/single-quantum ratio being calculated, 
which is insufficient to restrain either fitted parameter in Eq. 4.1. η then was determined 
solely by the bi-exponential decay of the single quantum experiment, fitted with 5 values. 
In our hands, this fitting procedure for pSRII results in poor replication of η values 
calculated from a full build-up curve (Fig. 4.13).  
a b
c d
Figure 4.13. Single-quantum experiments alone cannot replicate build-up curves. Example 
fits of the single-quantum experiment alone (SQ) of pSRII at 750 MHz (1H) with various 
numbers of points to determine the η value as compared to the η value obtained by fitting the 
whole build-up of ratios of single-quantum and multiple-quantum experiments as proscribed. 
Using all of the 8 SQ points collected (a) results in a nearly acceptable (though still very error 
prone) correlation with the full build-up curve. This drops off dramatically with even 7 SQ 
points (b), and there is no correlation with actual η values with less than 7 points (c & d).  
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 After elimination of overlapped methyl peaks as well as poor fits (largely caused 
by low S/N), we were left with ~90 methyl probes in pSRII and ~55 in OmpW that gave 
O2axis values with reasonable  (less than 0.10) errors with an average error in fitted O2axis 
of 0.038 for pSRII and 0.019 for OmpW. We first looked at the distribution of values in 
comparison with results obtained for soluble proteins. The global average of all O2axis 
values in pSRII is 0.36 (Fig. 4.14a). This level of side chain flexibility throughout the 
protein has not been observed previously in well-structured proteins (Fig. 4.14a). α3D, a 
man-made 3-helix bundle protein (<O2axis> ~ 0.41), is the closest point of comparison, 
largely due to a depopulated ω-band motional class.195 This is followed by calmodulin in 
a series of bound states (<O2axis > ~0.43-0.53), a protein that is also largely composed of 
α-helices. A possible explanation for the elevated dynamics observed for pSRII could lie 
in the high temperature (50 °C) used for NMR experiments. To test this, we collected 
cross-correlated relaxation experiments at 35 °C and compared the order parameters 
accurately determined at both temperatures. The average increase in O2axis at decreased 
temperature is 0.055, bringing the <O2axis> of pSRII at 35 °C to 0.415, still highly 
dynamic and on par with the dynamic nature of α3D. The change in order parameter with 
temperature (dO2axis/dT) of pSRII is 0.0037 K-1, slightly higher than the dO2axis/dT 
previously observed for the soluble calmodulin protein of 0.0025 K-1,78 hinting at 
possible (subtle) heat capacity differences between the two proteins. As further 
confirmation of the highly dynamic behavior of methyl groups in pSRII, the average 
<O2axis > calculated from a 100 ns MD simulation for isoleucine, leucine, valine, and 
methionine residues was 0.41, within error of previously noted average values obtained 
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from simulation.138 On a site-to-site basis, our simulated vs. experimental correlation is 
on par with previously determined agreements for soluble proteins from similar 
simulation conditions (R2=0.41, Fig. 4.15, i.e. fairly poor agreement).132  
 
 
 
 
 
 
 
Figure 4.14. The distribution of fast side chain dynamics in membrane proteins is distinct 
from their soluble counterparts. (a) Shown are the average methyl-symmetry axis order 
parameters representative of the range that has been observed for soluble proteins (black 
circles) and determined here for pSRII (black circle 50 °C; red circle 35 °C) and OmpW. Both 
membrane proteins measured here are separated from previous soluble protein results by the 
dashed black line. Using the recently calibrated dynamical proxy for conformational entropy,76 
the hypothetical difference in conformational entropy between pSRII and cytochrome c2 is on 
the order of 50 kcal/mol at 50 °C. Details for the various soluble proteins shown may be found 
in Table 4.5 in the same order as displayed here. Histograms of individual O2axis values are 
shown for pSRII (b) and OmpW (c). Vertical black lines demarcate the “edges” of the three 
classes of motion (J’, J, and α) calculated by the k-means clustering algorithm (i.e. where the 
probability of a value being in adjacent clusters is equal). Cluster centers of each band (as 
determined by k-means) are denoted above. The rigid ω motional class is absent in both 
membrane proteins; the soluble band center is shown for comparison. The new J’ class of 
motion observed for both topologically distinct proteins is centered on an O2axis of ~0.21 and 
arises from extreme averaging of the side chain rotamer states; this has not been seen 
previously.  	
a b
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Table 4.5. Example soluble protein average methyl O2axis values. 
Abbreviation  Protein(ref)    Average ILVM O2axis 
a3d   α3D195      0.411 
Ca2+-CaM  Ca2+ – saturated calmodulin (CaM)216  0.427  
nNOS-CaM  CaM – nNOS(p)216    0.500 
sMLCK-CaM  CaM – smMLCK(p)216    0.532   
ubq   ubiquitin169     0.559 
Barnase  barnase76      0.584 
ALBP   adipocyte lipid binding protein217  0.604  
PDZ3   SAP90 PDZ3 domain218    0.619 
DHFR   dihydrofolate reductase – folate:NADP219 0.633  
MSG   malate synthase G220    0.656 
HEWL   hen egg white lysozyme 221   0.677 
Cyt c2   ferrocytochrome c2222    0.758 
 
In this Table, averages were calculated for all isoleucine, leucine, valine, and methionine residues 
(and references listed for the individual protein or complex) for each of the data points used in 
Fig. 4.14a.  
 
 Side chain order parameters in soluble proteins tend to display “banding” into 
distinct motional classes.78,139 Highly dynamic (J), intermediate (α), and rigid (ω) bands 
are present in most soluble proteins, and differences in average O2axis are largely caused 
by changes in their population for each protein system. Histograms of the O2axis values in 
both pSRII and OmpW displays distinct classes of motion (Fig. 4.14b). When analyzed 
using a Bayesian statistical approach assuming some number (1-5) of differently 
populated Gaussian distributions across the O2axis range, pSRII is best fit as a population 
of two bands, centered at O2axis values of 0.22 and 0.48, which contain 45% and 55% of 
the total population (respectively). Statistics and band centers/populations for all possible 
number of bands are shown in Table 4.2. Only slightly less likely is a distribution 
containing 3 bands, where the more rigid band (0.48) above is split into two separate 
classes, with 45% of the population still centered at 0.45 and the remaining 13% of 
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values in a band centered at 0.55. If these two (or three) bands are physically the same as 
those determined for soluble proteins, their centers are shifted by ~ -0.2, a phenomenon 
we have not previously observed. It is also possible that the highly dynamic band (0.21) 
represents a different motional class entirely; we view this as the likely scenario, and 
term the new class of motions the “J’” band.  
Surprisingly, a comparable analysis of the topologically distinct OmpW 
demonstrates that it is also extraordinarily dynamic, with an average side chain methyl 
O2axis value of 0.37 (Fig. 4.14c). Both membrane proteins measured in this manner are far 
more dynamic on average than any wild-type soluble protein. These extraordinarily low 
average values are fairly well recapitulated for methyl order parameters calculated from 
simulations in a lipid bilayer; the simulated <O2axis>MD is 0.415 for pSRII and 0.340 for 
Figure 4.15. Comparison with O2axis values derived from molecular dynamics simulations of 
pSRII. Linear correlation of molecular dynamics derived O2axis values with those obtained 
experimentally using cross-correlated relaxation NMR relaxation. The agreement is relatively 
poor (R2 = 0.41, r.m.s.d = 0.16, slope = 0.83, y-intercept = 0.09) and is at the lower end of 
reliability of similar simulations for soluble proteins.211 The 95% confidence windows for the 
line of best fit are shown surrounding the main fit.	
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OmpW, reinforcing the lack of influence of membrane mimetic on the observed 
dynamics. 
 We took advantage of the methyl assignments for pSRII to interpret all fitted 
methyl O2axis values in the context of the protein structure. Methyl probes are shown as 
spheres on the crystal structure of pSRII (1H68),198 colored in a gradient from the most 
dynamic (O2axis  = 0.0, red) to the most rigid (O2axis = 1.0, blue) (Fig. 4.16). Of note is the 
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Figure 4.16. Spatial distribution of fast side chain motion in pSRII.  Shown is a ribbon 
representation of the crystal structure of pSRII (PDB code 1H68) on which methyl probes 
O2axis values are colored using a gradient of red for most dynamic (O2axis = 0) to blue for most 
rigid (O2axis = 1). The cytosolic and extracellular faces of the protein are noted. The retinal 
cofactor is shown as orange sticks and the surface of pSRII that forms the interface with its 
hTRII binding partner is shown as a semi-transparent cyan surface.  	
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 nearly complete absence of rigid (blue) methyl groups. Probes within the same residue 
(i.e. Val Cγ1 and Cγ2) reassuringly tend to display very similar values. As in soluble 
protein systems, the dynamics of methyl groups appear fairly heterogeneously distributed 
with no obviously dynamic or rigid clusters. Both highly dynamic and (comparatively) 
rigid probes are exposed to the membrane environment (as shown in circles); both are 
also present on the interior of the protein.  
 To probe the relationship between O2axis and exposure to membrane more 
Figure 4.17. Burial depth dependence of methyl-bearing side chain motion. a) Correlation of 
methyl group motion with distance of the methyl carbon to the nearest lipid at the molecular 
surface (R2 = 0.002). b) Correlation of methyl group motion with distance of the methyl 
carbon to the nearest water oxygen at the molecular surface (R2 = 0.04). c) Correlation of 
methyl group motion with distance of the methyl carbon to the putative bilayer center. d) 
Correlation of methyl group motion with crystallographic B-factor (R2 = 0.214). The crystal 
structure196 (PDB code 1H68) was used. The analysis for depth of burial of each probe was 
carried out with the TravelDepth program.223 Shown are the best-fitted lines to each data set.  	
b
c
a
d
0.8
0.6
0.4
0.2
0.0
0.8
0.6
0.4
0.2
0.0
Distance to Nearest Lipid (Å) Distance to Nearest Water (Å)
Distance to Bilayer Center (Å)
0.8
0.6
0.4
0.2
0.0
0.8
0.6
0.4
0.2
0.0
0 5 10 15 0 5 10 15 20 25
0 5 10 15 20 20 30 40 50 60
B-factor (Å2)
O2axis O2axis
O2axis O
2
axis
	153 
quantitatively, we plotted the O2axis versus the distance from the protein surface 
(excluding water-exposed methyl groups) generated using TravelDepth;223 there is no 
relationship (Fig 4.17). This indicates that, similar to soluble proteins in an aqueous 
solvent, the dynamics of membrane-exposed residues are largely determined by the 
surrounding protein atoms with no significant modulation by exterior environment. 
Similarly, residues situated at the “middle” of the bilayer (or, in this case, micelle) are not 
more or less dynamic than any other section of the protein (Fig. 4.17c). Crystallographic 
B-factor in this case displays a weak, but present, correlation with observed methyl order 
parameter (Fig. 4.17d). Methyl probes located at the interface with the transducer binding 
partner (hTRII) are generally fairly rigid, though this is not universally true, especially 
towards the extracellular side of the interface where several very dynamic probes are 
situated. The retinal cofactor is protonated, resulting in line broadening of methyl groups 
near the cofactor producing poor fits in cross-correlated experiments. However, Met109 
Cε is located ~3.5Å from the closest retinal atoms, perpendicular to the plane of 
conjugated double bonds, and has one of the highest O2axis values in the protein (0.68), 
indicating a fairly rigid environment at least in the immediate vicinity of the retinal.  
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4.2.5  OmpW and pSRII retain rigid polar cores 
 Networks of structural water molecules are commonly noted in crystal structures 
of GPCRs, and appear to play an important structural role as well as being actively 
involved in structural transitions between active/inactive states.224 pSRII also displays a 
large number of deeply buried structural water molecules, largely clustered between the 
extracellular β-sheet and the retinal (with 1-2 more deeply buried individual waters). The 
large water network near the extracellular face can be grouped into two clusters (Fig. 
4.19a), largely separated by a pair of hydrophobic residues (Ile197 and Val194) and 
Arg72, capable of hydrogen bonding with both clusters.  
 We aimed to demonstrate the presence of this buried structural water network in 
solution using a methyl 13C-NOESY experiment. Clear water cross-peaks are present 
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C
  (
pp
m
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Val68 Cγ1
H : 4.669 ppm1
Figure 4.18. Protein-water contacts. Two-dimensional plane at the water resonance of a 
three-dimensional methyl 13C-resolved 1H-1H NOESY spectrum. Most peaks arise from 
solvent-exposed methyl groups, while the boxed residues of interest represent deeply buried 
methyl groups within close proximity to both structural water networks discussed in the text.	
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across both deeply buried water clusters; Met15 (proximal to the most buried water in 
cluster 2), Ile197 (between water clusters), and Val68 (near the extracellular-facing 
cluster 1) all display clear water NOEs (Fig. 4.18). Both Val194 methyl peaks are 
significantly line broadened and cannot be properly fit in cross-correlated dynamics 
experiments; Ile197 does however. It is directly packed (<5Å) next to both water clusters 
in the crystal structure and is highly dynamic by NMR (O2axis = 0.14). OmpW also 
displays a large interior network of buried polar residues, likely interacting with waters in 
a series of deeply buried pockets in an approximate channel through the center pore of 
the protein (Fig. 4.19b). This distinct topology of OmpW demonstrates a clear 
demarcation of polar (buried) and nonpolar (lipid-exposed) residues, while pSRII has a 
more heterogeneous distribution of amino acid types.  
In order to get a more atomistic picture of the water behavior in the core of pSRII, 
we conducted a 100 ns molecular dynamics (MD) simulation of pSRII at 50 °C 
(described in detail in Materials & methods). The first cluster of waters close to the 
extracellular sheet is fully exchanged with solution after ~5 ns of simulation time, while 
the more deeply buried pocket of 4 waters is retained for closer to 30 ns before full 
exchange with solution. However, all waters originally in the crystal structure are 
replaced nearly immediately with waters from solution; at the end of the simulation, both 
clusters of waters are still clearly present and very structurally similar to what is observed 
at the beginning of the simulation.  
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The relative rigidity of the large structural water network and their interacting 
Arg72 (O2axis,MD = 0.77) stands in direct contrast to the behavior to the methyl groups, 
both throughout the protein and more locally as seen by the very low O2axis of the Ile197 
side chain. The presence of the charged Arg72 in the structural core of the protein likely 
serves to recruit water molecules needed to shield charge and satisfy local potential for 
hydrogen bonds. These waters and other buried hydrogen-bonded constituents to which 
they are bound are key to maintaining global structural fidelity, even though methyl 
groups display relatively little preference for rotameric state as judged by the large 
populations of the dynamic (and hyper-dynamic) bands. In addition to the rigidly held 
water molecules, simulation of each protein enforces the view that specific water-
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Figure 4.19. Polar cores of pSRII and OmpW. Structural water oxygen atoms are shown as 
cyan dotted spheres in the crystal structure (1H68)196 of pSRII (a), while the crystal of OmpW 
(2F1T)203 is of insufficient resolution to resolve water molecules, interior cavities are colored 
in cyan mesh (b). Polar residues with side chains within hydrogen bonding distance of 
structural water molecules are depicted as sticks with the same red (O2 = 0.0) to blue (O2 = 
1.0) scaling as Fig. 4.16. For these residues, order parameters were extracted from MD 
simulation as NMR samples were only designed to provide methyl probes. Order parameters 
were calculated via the Nε-Hε bond vector for arginine, The Cβ-Cγ2 vector for threonine, and 
the Cδ1-Hδ1 vector for tyrosine and tryptophan. The average polar side chain O2 in the cores 
of pSRII in (a) and OmpW in (b) is 0.70 and 0.57, respectively. For reference, the protein and 
waters are in a similar orientation as displayed in Fig. 4.8. 	
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mediated hydrogen bonds in the core of the protein maintain rigid polar side chains with 
average order parameters in excess of ~0.6 (Fig. 4.19).  
 
4.3 Conclusions & future implications 
 Given the importance of protein dynamics in the function of GPCRs, we aimed to 
interrogate these dynamics quantitatively in the 7TM helix protein pSRII. We first 
demonstrate that the protein backbone behaves comparably to its soluble counterparts, 
and that pSRII does not undergo any extensive (or even observable) slower-timescale, 
collective motions. Conventional backbone relaxation experiments also allowed for an 
accurate global molecular reorientation time to be calculated, enhancing accuracy of the 
subsequent methyl order parameters. Nearly 100 methyl side chains throughout the 
protein were then interrogated with cross-correlated relaxation experiments. This has 
provided the most comprehensive accurate dynamics library to date of a large membrane 
protein, which can then be compared to protein-wide behavior observed in soluble 
proteins. We find that, on average, pSRII is highly dynamic. As measured by the average 
side chain order parameter, pSRII is the most dynamic protein we have observed to date. 
If we imagine that pSRII had an average O2axis value closer to that seen for most soluble 
proteins (~0.6), the protein would retain ~25-30 kcal/mol less residual conformational 
entropy (Fig. 4.14a). While it is highly entropically favorable for an unfolded membrane 
protein to transition from aqueous to lipid phase,225 from here there is no entropically 
favorable release of water molecules to drive collapse into a folded protein. While the 
folded “state” of pSRII is clearly a highly stable ensemble, it is possible that the protein 
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retains such high residual conformational entropy in order to improve folding energetics 
within the membrane.  
Furthermore, pSRII and OmpW display banding behavior in their methyl O2axis 
parameters. The emergence of a novel hyper-dynamic band of motions suggests that 
membrane proteins inherently utilize methyl dynamics in a fundamentally different 
manner than their soluble counterparts. pSRII and OmpW represent the topological 
extremes of integral membrane proteins and yet have the same dynamical signatures.  As 
such they begin to suggest that their dynamical character is a common feature of integral 
membrane proteins in general. Future work will address this question. Nevertheless, the 
high residual conformational entropy present in the native folded structures of these two 
proteins potentially impacts their folding, stability and function. All of our site-resolved 
dynamics data suggests that membrane proteins have novel biophysical behavior (as 
observed initially by pSRII).  
Similar to soluble proteins, the methyl dynamics of pSRII display no clear spatial 
patterns in methyl dynamics when interpreted in the context of the crystal structure; 
extensive clustering, effects of membrane exposure, modulations due to distance from 
bilayer center, etc. are not apparent. Finally, while the protein methyl groups are 
apparently highly dynamic, the relative rigidity of the protein backbone, water cluster, 
and buried hydrophilic residues (such as Arg72) paint the picture of a “hydrophilic core” 
for pSRII, similar to that observed in portions of the gp41 transmembrane domain, 
including the deeply buried arginine residue.226 Structural maintenance appears to be 
accomplished by specific hydrophilic contacts, superimposed with an extremely fluid-like 
	159 
hydrophobic environment (as observed by side-chain methyl groups). While these waters 
make up a stable hydrogen-bonded structural element in the ground state of rhodopsin 
(by crystallography and confirmed here by NMR and MD), they appear to be disordered 
or evacuate the protein interior upon photoactivation,200 suggesting a functional 
importance in photocycle kinetics. These characteristics are apparently sufficient to 
maintain this extremely stable structure even at highly elevated temperature (50 °C for 
the studies here), while the protein doesn’t begin to unfold until closer to 70 °C as 
observed by temperature melts in bilayers (data not shown). α3D, the protein with the 
next lowest average order parameter value, is not nearly as stable.  
 We have demonstrated previously that changes in side chain dynamics play a 
quantitative role in intermolecular interactions through modulations in global 
conformational entropy.76 With such a large well of residual conformational entropy 
available to pSRII, it is reasonable to hypothesize that changes therein will play a 
significant role in the thermodynamics of interactions, as well as in the thermodynamics 
of protein activation. Changes in conformational entropy are capable of contributing 
significantly to allosteric signaling,6,197 and thus must be considered in any full 
description of allosteric behavior. Changes in dynamics are of particular interest in the 
context of allosteric GPCR signaling, which involves a complex network of energy 
landscapes modulated extensively by both binding partners and allosteric modulators.34-35 
While quantitative investigations of changes in dynamics have thus far proven difficult in 
human GPCR systems,41 modulations in dynamics due to changes in lipid environment, 
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binding partner, etc. are of interest and, importantly, feasible, using the more tractable 
pSRII system.  
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Chapter 5 
 
Conclusions 
 
 
5.1  Summary 
 The goals of this work were several-fold. As an initial foray into solution NMR 
techniques and peripheral protein-lipid interactions, we utilized reverse micelles as a 
membrane mimetic for encapsulation of cytochrome c and subsequent investigation of its 
interaction with the mitochondrial lipid cardiolipin. As most prior investigations of this 
pivotal apoptosis-promoting binding event have relied upon mutational analysis, we 
sought to use NMR to interrogate binding in a wild-type system at atomic resolution. 
After incorporation of the protein into the newly-developed LDAO/10MAG reverse 
micelle system, we confirmed the structural fidelity of cyt c by conducting traditional 
triple resonance assignment experiments, followed by typical NOE and PCS structural 
experiments. We were able to determine the structure to high precision and accuracy 
(relative to crystal structures) and demonstrate that the reverse micelle mixture is 
minimally perturbing. We were then able to directly titrate cardiolipin into the reverse 
micelle mixture where it incorporates into the surfactant shell and can subsequently 
interact with the protein. While we observed no unfolding of the protein as seen in other 
	162 
studies (perhaps due to confinement effects in the reverse micelle), we were able to locate 
specific sites of lipid interaction on the exterior of cyt c. We anticipate that after some 
external signal, the peripheral CL/cyt c interaction can then promote cyt c unfolding and 
peroxidase activity, followed by cyt c release into the cytosol and apoptosis signaling.  
 Next, we turned to molecular dynamics simulations in an effort to use the atomic-
resolved dynamics information in conjunction with NMR data to get a broader picture of 
backbone dynamics as well as the ability of simulations to capture motions observed by 
experiment. Using both of the most commonly used CHARMM and Amber flavors of 
force fields, we showed that both performed comparably in their ability to replicate 
solution NMR-derived methyl group order parameter values in a wide array of protein 
systems. However, utilizing either force field in the context of an implicit solvent model 
commonly failed to appropriately stabilize protein structures in simulation, resulting in 
partial unfolding and poor dynamics replication for all systems other than ubiquitin. 
Further, even explicit water model simulations with CHARMM and Amber failed to 
replicate motions consistently other than the model ubiquitin system, demonstrating the 
need to perform force field optimization to wider assortment of proteins. Next, 
calculation of backbone amide order parameters from simulations of a number of protein 
systems allowed for a systematic characterization of the dynamics of protein backbones 
relative to their respective side chains. We were first able to show that the dynamics of 
the two are individually uncoupled; the dynamic nature of an individual site on the 
protein backbone is unable to predict that of its coupled side chain, and vice versa. 
However, after excluding outlier backbone order parameters that are uniformly rigid due 
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to involvement in secondary structural elements, the average backbone behavior is 
directly coupled to the average side chain dynamics, indicating that both report on the 
dynamic behavior of the protein as a whole. Further, in a similar treatment as protein side 
chain methyl groups,138 protein backbone order parameters are directly related to the 
calculated Boltzmann entropy after normalizing to the (predicted theoretical) logarithmic 
relationship between the two as ln(1 – O2).  
 Finally, the bulk of the thesis work contained here was focused on determining 
the dynamic behavior of complex membrane protein systems in solution. To this end, we 
have developed a novel method for labeling membrane proteins with extensive (~75-
80%) levels of deuteration and methyl carbon labeling while growing on H2O bulk 
medium in an effort to eliminate losses in yield on D2O bulk medium, as well as 
difficulties in back exchange that accompany more “traditional” overexpressions.152 We 
first demonstrated that we could indeed label final protein products with deuterium (and 
carbon) by incorporating excesses of isotopically labeled amino acids during protein 
expression, and that NMR spectra at this level of labeling is appropriate for low to mid-
size proteins (<45 kD). Further, removal of aliphatic branched chain amino acids from 
the deuterated amino acid mixture eliminates several competition-based difficulties with 
using the algal amino acids to use traditional ILV precursors. Using an ILV-depleted 
mixture of 2H-amino acids in conjunction with traditional 13CH3 labeled ILV precursors 
allows for full ILV methyl carbon labeling in the context of high background deuteration. 
Such samples are sufficient for the subsequent low signal-to-noise cross-correlated 
relaxation experiments. 
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 Using the previously described growth technique, we generated appropriately 
labeled samples of the 7-TM helix protein pSRII. Along with more traditionally labeled 
OmpW, we then moved on to collect the first quantitative methyl dynamics experiments 
on large membrane protein systems to date. These experiments revealed a number of 
interesting features about the dynamic nature of membrane proteins. First, both systems 
are independently the most dynamic systems (as measured by methyl order parameter 
values) to date, relative to their soluble counterparts with average O2axis values ~0.36-
0.37. This extreme average behavior is driven by several factors. First, there is a near-
complete absence of rigid (ω-band) methyl groups. Next, there is an emergence of a 
“hyper-dynamic” band of methyl groups centered at an O2axis of ~0.21 that has not been 
previously observed in soluble protein systems. This band of motions corresponds to 
extensive rotameric state averaging. In total, nearly none of the methyl groups in either 
pSRII or OmpW remain in one single rotameric well, a phenomenon not previously 
noted. Further, both proteins have extensive buried water networks (explicitly observed 
in crystals of pSRII, implied for OmpW). We observed these waters via NOE 
experiments for pSRII, suggesting they are relatively long-lived in their interactions with 
buried polar groups, specifically a buried arginine residue. While methyl groups are 
rarely in a single rotameric well, buried polar groups in both protein systems are 
comparatively rigid as observed by MD simulations, suggesting that specific polar group 
contacts between helices (in pSRII) and sheets (in OmpW) are responsible for 
maintaining specific and highly stable tertiary structures. The high conformational 
entropy manifested in the extremely dynamic methyl side chains in membrane proteins 
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has implications in the folding of membrane protein systems, as well as how changes in 
these motions are utilized in the thermodynamics of intermolecular interactions with 
binding partners and ligands.  
 
5.2  Future Directions 
 To quote the great Dr. Hubert J. Farnsworth, “The pursuit of knowledge is 
hopeless and eternal – hooray!” There are many short and longer-term future directions to 
each of the above projects (Chapters). For the cytochrome c/cardiolipin interaction, we 
were able to directly and quantitatively observe binding to 3 specific sites on the protein, 
but from many other lines of inquiry, it is known that subsequent interactions involve 
unfolding. It would be very interesting to be able to modify the reverse micelle systems, 
or switch to standard solution NMR experiments, in an effort to allow for partial 
(followed by near-complete) protein unfolding. The pathway of this unfolding event is of 
much interest biochemically as it is a preliminary step to protein translocation to the 
cytosol and apoptosis. The “structure” of the CL-inserted form of cyt c is also potentially 
possible to explore via solution NMR methods.  
 Much work remains to be done on ensuring that simulation recapitulates motions 
observed by proteins experimentally. Molecular force fields are most often optimized 
against averaged experimental information, such as J-couplings, or with quantum 
mechanical predictions for the energetics of individual amino acid side chains. We are 
reaching the point where such optimizations are no longer resulting in more accurate 
replications of experimental dynamics measurements; it is time to start directly 
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optimizing force fields to such observables. This would be quite a computationally 
expensive project, as reasonably long (~30-100 ns) simulations would need to be 
conducted in order to sufficiently converge on order parameter calculations. The rewards 
from such an endeavor, however, are likely to be very large. In order to properly replicate 
motional parameters, averaged protein structures must also be maintained, demonstrating 
the value of optimizing force fields against order parameters directly. This how I envision 
the next generation of protein force fields.  
 There are many potential off-shoots of the expression methodology described in 
Chapter 4.1. First, in an effort to improve the final deuteration levels, deuterium could be 
incorporated in the first phase of growth (either 2H-glucose or more 2H-amino acids). 
This may be a way around the plateau we observe at 75% for the current method. Further, 
improvements in yield are also certainly possible by increasing the amount of nutrients in 
the first phase of growth, allowing for induction at even higher cell densities (and ideally, 
more final protein product). Finally, industrial production methods may be able to 
practically separate the amino acids more efficiently, allowing for truly custom labeling 
schemes not currently possible simply by introducing appropriately labeled amino acid 
(or precursor) to a separated amino acid mixture.  
 Finally, the dynamic nature of membrane proteins is just now beginning to be 
explored. The most obvious next steps here are to observe how the “basal” dynamics 
observed for apo-proteins in micelles are perturbed upon changes in membrane mimetic 
(bicelles, nanodiscs, different lipid head groups entirely, cholesterol, etc.) and binding 
partner (ligands for OmpW, hTRII for pSRII). Next, is the extraordinary dynamic nature 
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observed for pSRII and OmpW truly universal? Other topologies and systems need to be 
measured similarly in order to answer this question. What role do such motions (or 
changes therein) have for the versatile functionality of human signaling GPCRs? It is 
quite possible that changes in structure alone cannot fully explain changes in function for 
these complex protein systems. Finally, what role do these dynamics play more broadly 
in protein folding and function? Are there any systems that break the rules established 
here, such as those without buried polar groups? We hope that the work presented here 
provides a starting point for researchers to more fully explore the role of fast-timescale 
methyl dynamics in membrane protein function. 
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Appendix A 
 
Appendix Chapter 2 
 
Table A.1. Assigned chemical shifts for RM-incorporated, oxidized cytochrome c. 
Residue 
Number 
Residue 
Type 
Atom 
Name 
Atom 
Type 
Chemical 
Shift 
(ppm) 
1 GLY HA2 H 3.233 
1 GLY HA3 H 3.733 
1 GLY H H 5.865 
1 GLY C C 183.054 
1 GLY CA C 43.415 
1 GLY N N 108.338 
2 ASP H H 9.43 
2 ASP HA H 4.746 
2 ASP HB2 H 2.351 
2 ASP HB3 H 2.675 
2 ASP C C 176.061 
2 ASP CA C 53.144 
2 ASP CB C 42.761 
2 ASP N N 125.327 
3 VAL H H 8.549 
3 VAL HA H 3.447 
3 VAL HB H 2.11 
3 VAL HG11 H 0.986 
3 VAL HG12 H 0.986 
3 VAL HG13 H 0.986 
3 VAL HG21 H 0.986 
3 VAL HG22 H 0.986 
3 VAL HG23 H 0.986 
3 VAL C C 177.705 
3 VAL CA C 66.46 
3 VAL CB C 32.669 
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3 VAL CG1 C 22.422 
3 VAL CG2 C 22.422 
3 VAL N N 124.442 
4 GLU H H 8.068 
4 GLU HA H 4.008 
4 GLU HB2 H 2.072 
4 GLU HB3 H 2.072 
4 GLU HG2 H 2.297 
4 GLU HG3 H 2.268 
4 GLU C C 180.435 
4 GLU CA C 59.058 
4 GLU CB C 29.7 
4 GLU CG C 36.472 
4 GLU N N 120.767 
5 LYS H H 8.022 
5 LYS HA H 3.856 
5 LYS HB2 H 1.607 
5 LYS HB3 H 1.607 
5 LYS HG2 H 1.305 
5 LYS HG3 H 1.305 
5 LYS HD2 H 1.579 
5 LYS HD3 H 1.579 
5 LYS HE2 H 2.857 
5 LYS HE3 H 2.857 
5 LYS C C 180.659 
5 LYS CA C 59.831 
5 LYS CB C 33.106 
5 LYS CG C 26.338 
5 LYS CD C 29.272 
5 LYS CE C 42.573 
5 LYS N N 121.422 
6 GLY H H 8.587 
6 GLY HA2 H 3.198 
6 GLY HA3 H 3.907 
6 GLY C C 174.426 
6 GLY CA C 46.997 
6 GLY N N 107.678 
7 LYS H H 7.978 
7 LYS HA H 2.232 
7 LYS HB2 H 1.695 
7 LYS HB3 H 1.695 
7 LYS HG2 H 0.896 
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7 LYS HG3 H 0.896 
7 LYS HD2 H 1.383 
7 LYS HD3 H 1.383 
7 LYS HE2 H 2.938 
7 LYS HE3 H 2.938 
7 LYS C C 177.774 
7 LYS CA C 59.47 
7 LYS CB C 32.288 
7 LYS CG C 24.755 
7 LYS CD C 30.046 
7 LYS CE C 42.443 
7 LYS N N 124.439 
8 LYS H H 6.903 
8 LYS HA H 3.85 
8 LYS HB2 H 1.814 
8 LYS HB3 H 1.814 
8 LYS HG2 H 1.31 
8 LYS HG3 H 1.31 
8 LYS HD2 H 1.59 
8 LYS HD3 H 1.59 
8 LYS HE2 H 2.887 
8 LYS HE3 H 2.887 
8 LYS C C 179.607 
8 LYS CA C 59.706 
8 LYS CB C 32.498 
8 LYS CG C 25.657 
8 LYS CD C 29.65 
8 LYS CE C 42.26 
8 LYS N N 117.447 
9 ILE H H 7.492 
9 ILE HA H 3.48 
9 ILE HB H 1.593 
9 ILE HG12 H 0.88 
9 ILE HG21 H 0.358 
9 ILE HG22 H 0.358 
9 ILE HG23 H 0.358 
9 ILE HD11 H 0.707 
9 ILE HD12 H 0.707 
9 ILE HD13 H 0.707 
9 ILE C C 177.247 
9 ILE CA C 64.988 
9 ILE CB C 37.682 
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9 ILE CG1 C 28.384 
9 ILE CG2 C 18.477 
9 ILE CD1 C 14.634 
9 ILE N N 119.415 
10 PHE H H 8.371 
10 PHE HA H 3.416 
10 PHE HB2 H 3.103 
10 PHE HB3 H 2.696 
10 PHE HD1 H 7.486 
10 PHE HD2 H 7.506 
10 PHE HE1 H 6.773 
10 PHE HE2 H 6.868 
10 PHE C C 178.987 
10 PHE CA C 63.111 
10 PHE CB C 39.903 
10 PHE N N 121.305 
11 VAL H H 8.84 
11 VAL HA H 3.818 
11 VAL HB H 2.206 
11 VAL HG11 H 1.073 
11 VAL HG12 H 1.073 
11 VAL HG13 H 1.073 
11 VAL HG21 H 1.262 
11 VAL HG22 H 1.262 
11 VAL HG23 H 1.262 
11 VAL C C 177.919 
11 VAL CA C 66.838 
11 VAL CB C 32.371 
11 VAL CG1 C 21.722 
11 VAL CG2 C 23.281 
11 VAL N N 121.877 
12 GLN H H 7.801 
12 GLN HA H 4.107 
12 GLN HB2 H 2.027 
12 GLN HB3 H 2.027 
12 GLN HG2 H 2.256 
12 GLN HG3 H 2.502 
12 GLN HE21 H 6.796 
12 GLN HE22 H 7.378 
12 GLN C C 178.518 
12 GLN CA C 58.951 
12 GLN CB C 29.917 
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12 GLN CG C 34.474 
12 GLN N N 117.713 
12 GLN NE2 N 111.434 
13 LYS H H 8.435 
13 LYS HA H 4.286 
13 LYS HB2 H 1.151 
13 LYS HB3 H 1.151 
13 LYS HG2 H 0.798 
13 LYS HG3 H 0.798 
13 LYS HD2 H 1.081 
13 LYS HD3 H 1.081 
13 LYS HE2 H 2.672 
13 LYS HE3 H 2.672 
13 LYS C C 176.952 
13 LYS CA C 56.95 
13 LYS CB C 35.089 
13 LYS CG C 26.852 
13 LYS CD C 26.022 
13 LYS CE C 42.543 
13 LYS N N 112.84 
14 CYS H H 8.059 
14 CYS HA H 4.42 
14 CYS HB2 H 2.742 
14 CYS HB3 H 1.581 
14 CYS C C 178.611 
14 CYS CA C 55.043 
14 CYS CB C 37.82 
14 CYS N N 115.465 
15 ALA H H 8.081 
15 ALA HA H 5.926 
15 ALA HB1 H 2.156 
15 ALA HB2 H 2.156 
15 ALA HB3 H 2.156 
15 ALA C C 178.892 
15 ALA CA C 55.549 
15 ALA CB C 20.741 
15 ALA N N 123.801 
16 GLN H H 9.882 
16 GLN HA H 4.677 
16 GLN HB2 H 2.637 
16 GLN HB3 H 2.407 
16 GLN HG2 H 2.798 
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16 GLN HG3 H 2.966 
16 GLN HE21 H 7.026 
16 GLN HE22 H 7.603 
16 GLN C C 178.004 
16 GLN CA C 59.499 
16 GLN CB C 29.153 
16 GLN CG C 34.292 
16 GLN N N 117.766 
16 GLN NE2 N 111.825 
17 CYS H H 9.567 
17 CYS HA H 5.968 
17 CYS HB2 H 7.068 
17 CYS HB3 H 2.048 
17 CYS C C 175.926 
17 CYS CA C 58.348 
17 CYS CB C 36.453 
17 CYS N N 114.749 
18 HSD H H 10.857 
18 HSD C C 177.337 
18 HSD CA C 77.285 
18 HSD N N 119.043 
19 THR H H 10.573 
19 THR HA H 6.203 
19 THR HB H 5.52 
19 THR HG21 H 2.183 
19 THR HG22 H 2.183 
19 THR HG23 H 2.183 
19 THR C C 176.45 
19 THR CA C 61.172 
19 THR CB C 73.084 
19 THR CG2 C 23.138 
19 THR N N 114.199 
20 VAL H H 8.85 
20 VAL HA H 4.974 
20 VAL HB H 2.18 
20 VAL HG11 H 0.952 
20 VAL HG12 H 0.952 
20 VAL HG13 H 0.952 
20 VAL HG21 H 1.018 
20 VAL HG22 H 1.018 
20 VAL HG23 H 1.018 
20 VAL CA C 62.595 
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20 VAL CB C 33.146 
20 VAL CG1 C 23.77 
20 VAL CG2 C 19.281 
20 VAL N N 112.153 
21 GLU H H 9.468 
21 GLU HA H 4.623 
21 GLU HB2 H 2.192 
21 GLU HB3 H 2.192 
21 GLU HG2 H 2.496 
21 GLU HG3 H 2.496 
21 GLU C C 178.385 
21 GLU CA C 57.443 
21 GLU CB C 30.716 
21 GLU CG C 36.808 
22 LYS H H 9.046 
22 LYS HA H 3.362 
22 LYS HB2 H 1.497 
22 LYS HB3 H 1.497 
22 LYS HG2 H 0.723 
22 LYS HG3 H 0.723 
22 LYS HD2 H 1.016 
22 LYS HD3 H 1.016 
22 LYS HE2 H 2.892 
22 LYS HE3 H 2.892 
22 LYS C C 178.455 
22 LYS CA C 58.772 
22 LYS CB C 31.922 
22 LYS CG C 27.115 
22 LYS CD C 26.405 
22 LYS CE C 42.221 
22 LYS N N 127.291 
23 GLY H H 9.382 
23 GLY HA2 H 3.702 
23 GLY HA3 H 4.024 
23 GLY C C 175.3 
23 GLY CA C 45.495 
23 GLY N N 118.212 
24 GLY H H 8.248 
24 GLY HA2 H 3.678 
24 GLY HA3 H 4.193 
24 GLY C C 173.098 
24 GLY CA C 45.296 
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24 GLY N N 108.27 
25 LYS H H 8.771 
25 LYS HA H 4.226 
25 LYS HB2 H 1.979 
25 LYS HB3 H 1.979 
25 LYS HG2 H 1.651 
25 LYS HG3 H 1.651 
25 LYS HD2 H 1.831 
25 LYS HD3 H 1.831 
25 LYS HE2 H 3.074 
25 LYS HE3 H 3.074 
25 LYS C C 179.741 
25 LYS CA C 56.405 
25 LYS CB C 34.069 
25 LYS CG C 25.015 
25 LYS CD C 29.321 
25 LYS CE C 42.527 
25 LYS N N 119.305 
26 HIS H H 8.819 
26 HIS HA H 5.015 
26 HIS HB2 H 2.745 
26 HIS HB3 H 3.05 
26 HIS HD2 H 8.951 
26 HIS C C 176.472 
26 HIS CA C 56.321 
26 HIS CB C 31.291 
26 HIS N N 122.542 
27 LYS H H 8.14 
27 LYS HA H 4.64 
27 LYS HE2 H 3.477 
27 LYS HE3 H 3.477 
27 LYS CA C 55.438 
27 LYS N N 126.438 
28 THR H H 7.895 
28 THR HA H 3.037 
28 THR HB H 3.026 
28 THR HG21 H -0.068 
28 THR HG22 H -0.068 
28 THR HG23 H -0.068 
28 THR C C 172.334 
28 THR CA C 66.405 
28 THR CB C 69.165 
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28 THR CG2 C 21.627 
29 GLY H H 6.934 
29 GLY HA2 H 2.101 
29 GLY HA3 H 2.101 
29 GLY CA C 37.77 
29 GLY N N 100.174 
30 PRO HA H 3.711 
30 PRO HB3 H 1.329 
30 PRO C C 178.203 
30 PRO CA C 60.233 
30 PRO CB C 29.826 
31 ASN H H 11.549 
31 ASN HA H 5.911 
31 ASN HB2 H 2.855 
31 ASN HB3 H 2.508 
31 ASN C C 177.382 
31 ASN CA C 56.396 
31 ASN CB C 41.7 
31 ASN N N 127.641 
32 LEU H H 9.534 
32 LEU HA H 4.966 
32 LEU HB2 H 2.564 
32 LEU HB3 H 2.564 
32 LEU HG H 2.335 
32 LEU HD11 H 2.069 
32 LEU HD12 H 2.069 
32 LEU HD13 H 2.069 
32 LEU HD21 H 1.574 
32 LEU HD22 H 1.574 
32 LEU HD23 H 1.574 
32 LEU C C 175.707 
32 LEU CA C 54.644 
32 LEU CB C 44.788 
32 LEU CD2 C 27.907 
32 LEU N N 122.593 
33 HIS H H 8.07 
33 HIS HD1 H 7.527 
33 HIS C C 178.262 
33 HIS CA C 61.802 
33 HIS N N 120.713 
34 GLY H H 8.969 
34 GLY HA2 H 3.729 
	177 
34 GLY HA3 H 3.96 
34 GLY C C 174.58 
34 GLY CA C 46.358 
34 GLY N N 115.406 
35 LEU H H 7.114 
35 LEU HA H 3.593 
35 LEU HB2 H 2.167 
35 LEU HB3 H 2.167 
35 LEU HG H 1.433 
35 LEU HD11 H 0.433 
35 LEU HD12 H 0.433 
35 LEU HD13 H 0.433 
35 LEU HD21 H 0.106 
35 LEU HD22 H 0.106 
35 LEU HD23 H 0.106 
35 LEU C C 177.238 
35 LEU CA C 58.403 
35 LEU CB C 44.635 
35 LEU CG C 19.596 
35 LEU CD1 C 25.412 
35 LEU CD2 C 27.071 
35 LEU N N 117.613 
36 PHE H H 8.604 
36 PHE HA H 3.751 
36 PHE HB2 H 3.161 
36 PHE HB3 H 2.743 
36 PHE HD1 H 6.848 
36 PHE HD2 H 6.632 
36 PHE HE1 H 6.764 
36 PHE C C 177.954 
36 PHE CA C 60.461 
36 PHE CB C 37.505 
36 PHE CD1 C 131.9 
36 PHE CD2 C 130.5 
36 PHE N N 112.666 
37 GLY H H 9.282 
37 GLY HA2 H 3.436 
37 GLY HA3 H 4.359 
37 GLY C C 173.567 
37 GLY CA C 45.263 
37 GLY N N 111.885 
38 ARG H H 8.166 
	178 
38 ARG HA H 4.618 
38 ARG HB2 H 2.079 
38 ARG HB3 H 2.079 
38 ARG HG2 H 1.918 
38 ARG HG3 H 1.918 
38 ARG HD2 H 3.161 
38 ARG HD3 H 3.161 
38 ARG C C 175.127 
38 ARG CA C 55.524 
38 ARG CB C 33.658 
38 ARG CG C 27.218 
38 ARG CD C 45.331 
38 ARG N N 124.259 
39 LYS H H 8.066 
39 LYS HA H 4.875 
39 LYS HB2 H 1.562 
39 LYS HB3 H 1.562 
39 LYS HG2 H 1.355 
39 LYS HG3 H 1.355 
39 LYS HD2 H 1.401 
39 LYS HD3 H 1.401 
39 LYS HE2 H 2.827 
39 LYS HE3 H 2.827 
39 LYS C C 177.594 
39 LYS CA C 55.876 
39 LYS CB C 33.873 
39 LYS CG C 25.967 
39 LYS CD C 29.372 
39 LYS CE C 42.252 
39 LYS N N 121.624 
40 THR H H 7.543 
40 THR HA H 4.139 
40 THR HB H 4.446 
40 THR HG21 H 0.809 
40 THR HG22 H 0.809 
40 THR HG23 H 0.809 
40 THR C C 176.908 
40 THR CA C 61.858 
40 THR CB C 69.194 
40 THR CG2 C 23.32 
40 THR N N 109.499 
41 GLY H H 9.139 
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41 GLY HA2 H 1.202 
41 GLY HA3 H 3.045 
41 GLY C C 174.93 
41 GLY CA C 46.206 
41 GLY N N 109.984 
42 GLN H H 7.683 
42 GLN HA H 4.401 
42 GLN HB2 H 2.088 
42 GLN HB3 H 2.088 
42 GLN HG2 H 2.078 
42 GLN HG3 H 2.078 
42 GLN HE21 H 6.826 
42 GLN HE22 H 7.412 
42 GLN C C 175.969 
42 GLN CA C 54.94 
42 GLN CB C 30.233 
42 GLN CG C 34.064 
42 GLN N N 113.478 
42 GLN NE2 N 113.962 
43 ALA H H 8.037 
43 ALA HA H 4.756 
43 ALA HB1 H 1.416 
43 ALA HB2 H 1.416 
43 ALA HB3 H 1.416 
43 ALA CA C 51.91 
43 ALA CB C 19.032 
43 ALA N N 125.988 
44 PRO HG2 H 2.059 
44 PRO HG3 H 2.059 
44 PRO HD2 H 3.832 
44 PRO HD3 H 3.832 
45 GLY H H 8.898 
45 GLY HA2 H 3.669 
45 GLY HA3 H 4.245 
45 GLY C C 172.874 
45 GLY CA C 46.173 
46 PHE H H 6.831 
46 PHE HA H 3.64 
46 PHE HB2 H 1.677 
46 PHE HB3 H 0.616 
46 PHE HD1 H 7.235 
46 PHE HD2 H 7.235 
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46 PHE C C 173.43 
46 PHE CA C 56.857 
46 PHE CB C 40.298 
46 PHE N N 120.026 
47 THR H H 6.703 
47 THR HA H 3.745 
47 THR HB H 3.144 
47 THR HG21 H 0.678 
47 THR HG22 H 0.678 
47 THR HG23 H 0.678 
47 THR C C 171.71 
47 THR CA C 61.398 
47 THR CB C 67.744 
47 THR CG2 C 21.687 
47 THR N N 124.028 
48 TYR H H 7.958 
48 TYR HA H 4.079 
48 TYR HB2 H 3.107 
48 TYR HB3 H 2.343 
48 TYR HD2 H 6.575 
48 TYR C C 178.877 
48 TYR CA C 57.975 
48 TYR CB C 41.924 
48 TYR N N 127.004 
49 THR H H 9.604 
49 THR HA H 4.134 
49 THR HB H 4.648 
49 THR HG21 H 1.503 
49 THR HG22 H 1.503 
49 THR HG23 H 1.503 
49 THR C C 176.431 
49 THR CA C 62.52 
49 THR CB C 71.711 
49 THR CG2 C 22.829 
49 THR N N 112.939 
50 ASP H H 8.83 
50 ASP HA H 4.22 
50 ASP HB2 H 2.585 
50 ASP HB3 H 2.585 
50 ASP C C 178.458 
50 ASP CA C 57.728 
50 ASP CB C 39.986 
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50 ASP N N 123.168 
51 ALA H H 8.043 
51 ALA HA H 4.155 
51 ALA HB1 H 1.606 
51 ALA HB2 H 1.606 
51 ALA HB3 H 1.606 
51 ALA C C 180.119 
51 ALA CA C 55.626 
51 ALA CB C 19.406 
51 ALA N N 120.162 
52 ASN H H 8.548 
52 ASN HA H 4.661 
52 ASN HB2 H 3.135 
52 ASN HB3 H 3.135 
52 ASN HD21 H 6.911 
52 ASN HD22 H 7.586 
52 ASN C C 179.386 
52 ASN CA C 55.377 
52 ASN CB C 40.692 
52 ASN N N 117.588 
53 LYS H H 8.617 
53 LYS HA H 3.723 
53 LYS HB2 H 1.836 
53 LYS HB3 H 1.836 
53 LYS HG2 H 1.386 
53 LYS HG3 H 1.386 
53 LYS HD2 H 1.725 
53 LYS HD3 H 1.725 
53 LYS HE2 H 2.803 
53 LYS HE3 H 2.803 
53 LYS C C 177.884 
53 LYS CA C 59.869 
53 LYS CB C 32.737 
53 LYS CG C 24.837 
53 LYS CD C 29.264 
53 LYS CE C 42.481 
53 LYS N N 121.697 
54 ASN H H 8.155 
54 ASN HA H 4.715 
54 ASN HB2 H 2.917 
54 ASN HB3 H 2.714 
54 ASN HD21 H 7.44 
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54 ASN HD22 H 7.003 
54 ASN C C 176.487 
54 ASN CA C 53.587 
54 ASN CB C 39.383 
54 ASN N N 113.128 
54 ASN ND2 N 112.724 
55 LYS H H 6.992 
55 LYS HA H 4.247 
55 LYS HB2 H 2.172 
55 LYS HB3 H 2.172 
55 LYS HG2 H 1.332 
55 LYS HG3 H 1.332 
55 LYS HE2 H 3.011 
55 LYS HE3 H 3.011 
55 LYS C C 178.095 
55 LYS CA C 58.631 
55 LYS CB C 30.548 
55 LYS CG C 24.509 
55 LYS CD C 31.047 
55 LYS CE C 42.209 
55 LYS N N 121.902 
56 GLY H H 7.814 
56 GLY HA2 H 3.701 
56 GLY HA3 H 3.796 
56 GLY C C 174.871 
56 GLY CA C 47.054 
56 GLY N N 103.464 
57 ILE H H 6.52 
57 ILE HA H 4.463 
57 ILE HB H 1.866 
57 ILE HG12 H 1.147 
57 ILE HG21 H 0.788 
57 ILE HG22 H 0.788 
57 ILE HG23 H 0.788 
57 ILE HD11 H -0.387 
57 ILE HD12 H -0.387 
57 ILE HD13 H -0.387 
57 ILE C C 174.39 
57 ILE CA C 58.054 
57 ILE CB C 41.305 
57 ILE CG1 C 26.675 
57 ILE CG2 C 22.561 
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57 ILE CD1 C 14.536 
57 ILE N N 111.554 
58 THR H H 8.234 
58 THR HA H 4.123 
58 THR HB H 3.737 
58 THR HG21 H 0.902 
58 THR HG22 H 0.902 
58 THR HG23 H 0.902 
58 THR C C 175.074 
58 THR CA C 62.197 
58 THR CB C 70.074 
58 THR CG2 C 21.644 
58 THR N N 116.798 
59 TRP H H 8.719 
59 TRP HA H 4.654 
59 TRP HB2 H 3.575 
59 TRP HB3 H 2.098 
59 TRP HD1 H 7.549 
59 TRP HE1 H 9.532 
59 TRP C C 174.014 
59 TRP CA C 57.586 
59 TRP CB C 30.013 
59 TRP N N 129.587 
59 TRP NE1 N 125.562 
60 LYS H H 7.963 
60 LYS HA H 4.267 
60 LYS HB2 H 2.293 
60 LYS HB3 H 2.293 
60 LYS HG2 H 1.612 
60 LYS HG3 H 1.612 
60 LYS HD2 H 1.415 
60 LYS HD3 H 1.986 
60 LYS HE2 H 2.921 
60 LYS HE3 H 2.921 
60 LYS C C 174.984 
60 LYS CA C 55.062 
60 LYS CB C 34.414 
60 LYS CG C 22.78 
60 LYS CD C 25.392 
60 LYS CE C 42.636 
60 LYS N N 120.541 
61 GLU H H 10.495 
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61 GLU HA H 3.605 
61 GLU HB2 H 2.076 
61 GLU HB3 H 2.076 
61 GLU HG2 H 2.391 
61 GLU HG3 H 2.391 
61 GLU C C 178.295 
61 GLU CA C 63.716 
61 GLU CB C 28.912 
61 GLU CG C 38.075 
61 GLU N N 123.394 
62 GLU H H 9.539 
62 GLU HA H 3.923 
62 GLU HB2 H 2.012 
62 GLU HB3 H 2.012 
62 GLU HG2 H 2.354 
62 GLU HG3 H 2.354 
62 GLU C C 179.891 
62 GLU CA C 61.03 
62 GLU CB C 29.784 
62 GLU CG C 37.137 
62 GLU N N 114.897 
63 THR H H 7.02 
63 THR HA H 4.334 
63 THR HB H 4.517 
63 THR HG21 H 1.349 
63 THR HG22 H 1.349 
63 THR HG23 H 1.349 
63 THR C C 177.676 
63 THR CA C 63.27 
63 THR CB C 69.394 
63 THR CG2 C 24.724 
63 THR N N 108.917 
64 LEU H H 8.486 
64 LEU HA H 3.795 
64 LEU HB2 H 1.512 
64 LEU HB3 H 1.512 
64 LEU HG H 0.46 
64 LEU HD11 H -0.279 
64 LEU HD12 H -0.279 
64 LEU HD13 H -0.279 
64 LEU HD21 H -0.609 
64 LEU HD22 H -0.609 
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64 LEU HD23 H -0.609 
64 LEU C C 178.677 
64 LEU CA C 58.403 
64 LEU CB C 42.505 
64 LEU CD1 C 27.293 
64 LEU CD2 C 23.65 
64 LEU N N 122.453 
65 MET H H 8.201 
65 MET HA H 3.612 
65 MET HB2 H 2.461 
65 MET HB3 H 2.461 
65 MET HG2 H 2.127 
65 MET HG3 H 1.912 
65 MET HE1 H 1.894 
65 MET HE2 H 1.894 
65 MET HE3 H 1.894 
65 MET C C 177.829 
65 MET CA C 58.337 
65 MET CB C 32.07 
65 MET CG C 31.813 
65 MET CE C 16.995 
65 MET N N 118.821 
66 GLU H H 6.614 
66 GLU HA H 4.329 
66 GLU HB2 H 2.343 
66 GLU HB3 H 2.063 
66 GLU HG2 H 2.023 
66 GLU HG3 H 2.456 
66 GLU C C 177.843 
66 GLU CA C 58.5 
66 GLU CB C 31.176 
66 GLU CG C 36.603 
66 GLU N N 118.013 
67 TYR H H 8.055 
67 TYR HA H 3.958 
67 TYR HB2 H 3.232 
67 TYR HB3 H 2.565 
67 TYR HD1 H 6.543 
67 TYR HD2 H 6.426 
67 TYR C C 177.174 
67 TYR CA C 60.431 
67 TYR CB C 40.597 
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67 TYR CD2 C 124.442 
67 TYR N N 121.476 
68 LEU H H 8.057 
68 LEU HA H 2.573 
68 LEU HB2 H 1.064 
68 LEU HB3 H 1.064 
68 LEU HG H 0.044 
68 LEU HD11 H -0.675 
68 LEU HD12 H -0.675 
68 LEU HD13 H -0.675 
68 LEU HD21 H -2.806 
68 LEU HD22 H -2.806 
68 LEU HD23 H -2.806 
68 LEU C C 176.974 
68 LEU CA C 55.952 
68 LEU CB C 29.589 
68 LEU CG C 41.475 
68 LEU CD1 C 25.177 
68 LEU CD2 C 19.988 
68 LEU N N 111.349 
69 GLU H H 6.78 
69 GLU HA H 3.823 
69 GLU HB2 H 1.669 
69 GLU HB3 H 1.669 
69 GLU HG2 H 2.141 
69 GLU HG3 H 2.141 
69 GLU C C 176.671 
69 GLU CA C 58.972 
69 GLU CB C 29.991 
69 GLU CG C 36.877 
69 GLU N N 119.386 
70 ASN H H 6.648 
70 ASN HA H 4.335 
70 ASN HB2 H 3.169 
70 ASN HD21 H 7.809 
70 ASN HD22 H 7.296 
70 ASN CA C 52.079 
70 ASN CB C 38.2 
70 ASN N N 105.939 
70 ASN ND2 N 110.069 
71 PRO HA H 5.411 
71 PRO HB2 H 4.929 
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71 PRO HB3 H 5.162 
71 PRO HG2 H 2.103 
71 PRO HD2 H 4.284 
71 PRO HD3 H 3.614 
71 PRO C C 178.905 
71 PRO CA C 68.134 
71 PRO CB C 34.099 
71 PRO CD C 50.393 
72 LYS H H 9.396 
72 LYS HA H 5.203 
72 LYS HB2 H 2.734 
72 LYS HB3 H 2.734 
72 LYS HG2 H 2.325 
72 LYS HG3 H 2.325 
72 LYS HD2 H 2.618 
72 LYS HD3 H 2.618 
72 LYS HE2 H 3.524 
72 LYS HE3 H 3.524 
72 LYS C C 178.668 
72 LYS CA C 59.533 
72 LYS CB C 33.194 
72 LYS CG C 26.271 
72 LYS CD C 31.41 
72 LYS CE C 42.423 
72 LYS N N 115.879 
73 LYS H H 7.781 
73 LYS HA H 4.453 
73 LYS HB2 H 2.035 
73 LYS HB3 H 2.035 
73 LYS HG2 H 1.66 
73 LYS HG3 H 1.66 
73 LYS HE2 H 3.176 
73 LYS HE3 H 3.176 
73 LYS C C 179.369 
73 LYS CA C 58.516 
73 LYS CB C 33.855 
73 LYS CG C 26.211 
73 LYS CD C 30.392 
73 LYS CE C 42.669 
73 LYS N N 119.836 
74 TYR H H 8.096 
74 TYR HA H 4.732 
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74 TYR HB2 H 4.092 
74 TYR HB3 H 3.822 
74 TYR HD1 H 7.671 
74 TYR HD2 H 6.582 
74 TYR C C 176.66 
74 TYR CA C 62.128 
74 TYR CB C 40.92 
74 TYR N N 120.782 
75 ILE H H 9.422 
75 ILE HG21 H 1.289 
75 ILE HG22 H 1.289 
75 ILE HG23 H 1.289 
75 ILE HD11 H 2.019 
75 ILE HD12 H 2.019 
75 ILE HD13 H 2.019 
75 ILE CA C 60.018 
75 ILE CG2 C 19.655 
75 ILE CD1 C 13.899 
75 ILE N N 115.452 
76 PRO HA H 5.179 
76 PRO HB2 H 2.252 
76 PRO HB3 H 2.252 
76 PRO HG2 H 2.06 
76 PRO HG3 H 2.06 
76 PRO HD2 H 4.2 
76 PRO HD3 H 3.88 
76 PRO C C 179.422 
76 PRO CA C 64.964 
76 PRO CB C 31.841 
76 PRO CD C 51.426 
77 GLY H H 9.324 
77 GLY HA2 H 4.007 
77 GLY HA3 H 4.574 
77 GLY C C 176.491 
77 GLY CA C 45.161 
77 GLY N N 111.897 
78 THR H H 8.977 
78 THR HA H 5.253 
78 THR HB H 5.89 
78 THR HG21 H 3.459 
78 THR HG22 H 3.459 
78 THR HG23 H 3.459 
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78 THR C C 173.519 
78 THR CA C 62.269 
78 THR CB C 71 
78 THR CG2 C 21.913 
78 THR N N 115.453 
79 LYS H H 8.233 
79 LYS HA H 4.906 
79 LYS HD2 H 1.446 
79 LYS HD3 H 1.446 
79 LYS C C 175.167 
79 LYS CA C 55.692 
79 LYS CB C 32.367 
79 LYS CG C 24.42 
79 LYS N N 124.047 
80 MET H H 9.208 
80 MET HA H 2.801 
80 MET C C 175.469 
80 MET CA C 64.697 
80 MET CB C 33.818 
80 MET N N 123.146 
81 ILE H H 8.516 
81 ILE HA H 5.05 
81 ILE HB H 2.095 
81 ILE HG12 H 1.376 
81 ILE HG21 H 1.081 
81 ILE HG22 H 1.081 
81 ILE HG23 H 1.081 
81 ILE HD11 H 0.919 
81 ILE HD12 H 0.919 
81 ILE HD13 H 0.919 
81 ILE C C 175.576 
81 ILE CA C 61.361 
81 ILE CB C 35.892 
81 ILE CG2 C 17.889 
81 ILE CD1 C 11.834 
81 ILE N N 135.607 
82 PHE H H 8.928 
82 PHE HA H 3.52 
82 PHE HB2 H 2.897 
82 PHE HB3 H 2.897 
82 PHE HD1 H 6.708 
82 PHE HD2 H 6.708 
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82 PHE CA C 59.849 
82 PHE CB C 44.42 
82 PHE N N 126.603 
83 ALA HB1 H 1.719 
83 ALA HB2 H 1.719 
83 ALA HB3 H 1.719 
83 ALA CB C 40.141 
84 GLY H H 4.719 
84 GLY HA2 H 4.364 
84 GLY HA3 H 2.861 
84 GLY C C 172.206 
84 GLY CA C 43.506 
84 GLY N N 100.443 
85 ILE H H 7.972 
85 ILE HA H 3.841 
85 ILE HB H 0.784 
85 ILE HG21 H 0.522 
85 ILE HG22 H 0.522 
85 ILE HG23 H 0.522 
85 ILE HD11 H -0.246 
85 ILE HD12 H -0.246 
85 ILE HD13 H -0.246 
85 ILE C C 175.135 
85 ILE CA C 59.341 
85 ILE CB C 39.221 
85 ILE CG1 C 26.087 
85 ILE CG2 C 18.69 
85 ILE CD1 C 13.79 
85 ILE N N 121.145 
86 LYS H H 8.407 
86 LYS HA H 3.935 
86 LYS HB2 H 1.666 
86 LYS HB3 H 1.666 
86 LYS HG2 H 1.339 
86 LYS HG3 H 1.339 
86 LYS HD2 H 1.595 
86 LYS HD3 H 1.595 
86 LYS HE2 H 2.845 
86 LYS HE3 H 2.845 
86 LYS C C 178.878 
86 LYS CA C 58.742 
86 LYS CB C 32.805 
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86 LYS CG C 25.224 
86 LYS CD C 29.941 
86 LYS CE C 42.493 
86 LYS N N 127.686 
87 LYS H H 8.192 
87 LYS HA H 4.125 
87 LYS HG2 H 1.482 
87 LYS HG3 H 1.482 
87 LYS HE2 H 2.859 
87 LYS HE3 H 2.859 
87 LYS CA C 57.666 
87 LYS N N 120.624 
88 LYS H H 8.953 
88 LYS HA H 3.47 
88 LYS HB2 H 1.734 
88 LYS HB3 H 1.734 
88 LYS HG2 H 1.219 
88 LYS HG3 H 1.219 
88 LYS HD2 H 1.56 
88 LYS HD3 H 1.56 
88 LYS HE2 H 2.837 
88 LYS HE3 H 2.837 
88 LYS C C 178.422 
88 LYS CA C 60.893 
88 LYS CB C 32.773 
88 LYS CG C 25.993 
88 LYS CD C 29.742 
88 LYS CE C 42.15 
88 LYS N N 129.496 
89 THR H H 8.168 
89 THR HA H 3.886 
89 THR HB H 3.983 
89 THR HG21 H 1.189 
89 THR HG22 H 1.189 
89 THR HG23 H 1.189 
89 THR C C 176.16 
89 THR CA C 65.219 
89 THR CB C 68.202 
89 THR CG2 C 22.94 
89 THR N N 110.431 
90 GLU H H 6.051 
90 GLU HA H 3.942 
	192 
90 GLU HB2 H 1.615 
90 GLU HB3 H 1.615 
90 GLU HG2 H 2.035 
90 GLU HG3 H 2.035 
90 GLU C C 178.756 
90 GLU CA C 58.68 
90 GLU CB C 30.317 
90 GLU CG C 37.6 
90 GLU N N 119.164 
91 ARG H H 7.096 
91 ARG HA H 3.179 
91 ARG HB2 H 1.259 
91 ARG HB3 H 1.259 
91 ARG HD2 H 2.931 
91 ARG HD3 H 2.931 
91 ARG C C 177.637 
91 ARG CA C 61.72 
91 ARG CB C 31.311 
91 ARG N N 117.465 
92 GLU H H 8.252 
92 GLU HA H 3.533 
92 GLU HB2 H 2.034 
92 GLU HB3 H 2.034 
92 GLU HG2 H 2.204 
92 GLU HG3 H 2.204 
92 GLU C C 180.174 
92 GLU CA C 59.783 
92 GLU CB C 29.837 
92 GLU CG C 37.501 
92 GLU N N 118.048 
93 ASP H H 8.177 
93 ASP HA H 4.454 
93 ASP HB2 H 2.371 
93 ASP HB3 H 2.371 
93 ASP C C 177.791 
93 ASP CA C 58.371 
93 ASP CB C 39.567 
93 ASP N N 123.093 
94 LEU H H 7.942 
94 LEU HA H 3.772 
94 LEU HB2 H 1.411 
94 LEU HB3 H 1.027 
	193 
94 LEU HG H 0.628 
94 LEU HD11 H 0.562 
94 LEU HD12 H 0.562 
94 LEU HD13 H 0.562 
94 LEU HD21 H -0.304 
94 LEU HD22 H -0.304 
94 LEU HD23 H -0.304 
94 LEU C C 178.413 
94 LEU CA C 58.472 
94 LEU CB C 41.515 
94 LEU CD1 C 23.937 
94 LEU CD2 C 27.599 
94 LEU N N 121.052 
95 ILE H H 8.388 
95 ILE HA H 3.07 
95 ILE HB H 1.622 
95 ILE HG12 H 0.749 
95 ILE HG21 H 0.797 
95 ILE HG22 H 0.797 
95 ILE HG23 H 0.797 
95 ILE HD11 H 0.395 
95 ILE HD12 H 0.395 
95 ILE HD13 H 0.395 
95 ILE C C 176.377 
95 ILE CA C 66.087 
95 ILE CB C 37.798 
95 ILE CG1 C 31.658 
95 ILE CG2 C 18.159 
95 ILE CD1 C 14.701 
95 ILE N N 119.807 
96 ALA H H 7.768 
96 ALA HA H 3.891 
96 ALA HB1 H 1.211 
96 ALA HB2 H 1.211 
96 ALA HB3 H 1.211 
96 ALA C C 180.944 
96 ALA CA C 55.411 
96 ALA CB C 17.6 
96 ALA N N 123.152 
97 TYR H H 7.909 
97 TYR HA H 4.124 
97 TYR HB2 H 3.506 
	194 
97 TYR HB3 H 2.757 
97 TYR HD1 H 6.465 
97 TYR HD2 H 7.162 
97 TYR C C 176.502 
97 TYR CA C 62.043 
97 TYR CB C 37.649 
97 TYR N N 118.271 
98 LEU H H 8.706 
98 LEU HA H 3.317 
98 LEU HB2 H 1.773 
98 LEU HB3 H 1.773 
98 LEU HG H 1.022 
98 LEU HD11 H -0.166 
98 LEU HD12 H -0.166 
98 LEU HD13 H -0.166 
98 LEU HD21 H 0.424 
98 LEU HD22 H 0.424 
98 LEU HD23 H 0.424 
98 LEU C C 179.347 
98 LEU CA C 57.975 
98 LEU CB C 42.1 
98 LEU CD1 C 25.262 
98 LEU CD2 C 23.224 
98 LEU N N 119.198 
99 LYS H H 8.801 
99 LYS HA H 2.469 
99 LYS HB2 H 1.434 
99 LYS HB3 H 1.434 
99 LYS HG2 H 1.116 
99 LYS HG3 H 1.116 
99 LYS HD2 H 0.163 
99 LYS HD3 H 0.163 
99 LYS HE2 H 0.709 
99 LYS HE3 H 0.709 
99 LYS C C 177.135 
99 LYS CA C 59.569 
99 LYS CB C 32.273 
99 LYS CG C 24.869 
99 LYS CD C 29.64 
99 LYS CE C 42.282 
99 LYS N N 124.16 
100 LYS H H 6.728 
	195 
100 LYS HA H 4.058 
100 LYS HB2 H 1.708 
100 LYS HB3 H 1.708 
100 LYS HG2 H 1.279 
100 LYS HG3 H 1.279 
100 LYS HD2 H 1.648 
100 LYS HD3 H 1.648 
100 LYS HE2 H 2.992 
100 LYS HE3 H 2.992 
100 LYS C C 178.925 
100 LYS CA C 58.206 
100 LYS CB C 33.716 
100 LYS CG C 24.799 
100 LYS CD C 30.075 
100 LYS CE C 42.435 
100 LYS N N 117.416 
101 ALA H H 8.6 
101 ALA HA H 4.017 
101 ALA HB1 H 0.734 
101 ALA HB2 H 0.734 
101 ALA HB3 H 0.734 
101 ALA C C 180.023 
101 ALA CA C 55.191 
101 ALA CB C 19.281 
101 ALA N N 119.942 
102 THR H H 7.874 
102 THR HA H 4.58 
102 THR HB H 4.848 
102 THR HG21 H 1.255 
102 THR HG22 H 1.255 
102 THR HG23 H 1.255 
102 THR C C 173.419 
102 THR CA C 62.434 
102 THR CB C 69.7 
102 THR CG2 C 22.93 
102 THR N N 102.435 
103 ASN H H 7.11 
103 ASN HA H 4.922 
103 ASN HB2 H 2.823 
103 ASN HB3 H 2.523 
103 ASN HD21 H 6.42 
103 ASN HD22 H 7.894 
	196 
103 ASN C C 174.247 
103 ASN CA C 53.053 
103 ASN CB C 42.095 
103 ASN N N 119.206 
103 ASN ND2 N 114.494 
104 GLU H H 7.405 
104 GLU HA H 4.293 
104 GLU HB2 H 2.059 
104 GLU HB3 H 2.059 
104 GLU HG2 H 2.364 
104 GLU HG3 H 2.364 
104 GLU CA C 58.374 
104 GLU CB C 31.514 
104 GLU CG C 36.896 
104 GLU N N 125.446 
105 HEC HAA2 H 11.408 
105 HEC HAD2 H -1.489 
105 HEC HBA1 H 1.762 
105 HEC HBA2 H -0.381 
105 HEC HBB1 H -2.462 
105 HEC HBB2 H -2.462 
105 HEC HBD1 H 1.102 
105 HEC HHB H -0.867 
105 HEC HHD H -0.638 
105 HEC HMA1 H 35.205 
105 HEC HMA2 H 35.205 
105 HEC HMA3 H 35.205 
105 HEC HMB1 H 6.942 
105 HEC HMB2 H 6.942 
105 HEC HMB3 H 6.942 
105 HEC HMC1 H 33.734 
105 HEC HMC2 H 33.734 
105 HEC HMC3 H 33.734 
105 HEC HMD1 H 9.913 
105 HEC HMD2 H 9.913 
105 HEC HMD3 H 9.913 
 
LDAO/10MAG reverse micelles were used for RM encapsulation, as described in Chapter 2. The 
chemical shifts in this Table were used for structure determination (PDB 2N3B) and deposited to 
the biological magnetic resonance data bank (BMRB) under accession number 25640. Restraints 
used for structure determination can also be found online through the PDB 2N3B.  
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Table B.1. Experimental and simulated O2axis values for α3D. 
Residue 
Atom 
Name 
NMR 
O2axis 
Charmm 
Explicit 
O2axis 
Amber94 
Explicit 
O2axis 
Amber12 
Explicit 
O2axis 
Charmm 
Implicit 
O2axis 
Amber94 
Implicit 
O2axis 
LEU11 CD1 0.32 0.401 0.167 0.537 0.463 0.013 
LEU11 CD2 0.28 0.417 0.196 0.507 0.487 0.095 
ILE14 CD 0.28 0.518 0.481 0.335 0.155 0.097 
ILE14 CG2 0.31 0.877 0.417 0.883 0.300 0.296 
THR16 CG2 0.52 0.760 0.511 0.404 0.673 0.464 
LEU18 CD1 0.66 0.718 0.269 0.614 0.535 0.056 
LEU18 CD2 0.62 0.743 0.308 0.660 0.564 0.093 
ALA20 CB 0.58 0.792 0.467 0.779 0.755 0.369 
LEU21 CD1 0.31 0.184 0.104 0.259 0.386 0.212 
LEU21 CD2 0.31 0.210 0.170 0.224 0.275 0.187 
ALA26 CB 0.57 0.480 0.468 0.541 0.636 0.233 
LEU28 CD1 0.29 0.080 0.320 0.317 0.207 0.079 
LEU28 CD2 0.3 0.118 0.321 0.318 0.244 0.034 
ILE35 CD 0.35 0.154 0.503 0.564 0.484 0.137 
ILE35 CG2 0.47 0.385 0.767 0.410 0.649 0.522 
LEU42 CD1 0.41 0.030 0.196 0.390 0.187 0.068 
LEU42 CD2 0.44 0.094 0.148 0.290 0.259 0.103 
ALA44 CB 0.65 0.654 0.814 0.714 0.576 0.319 
VAL53 CG1 0.52 0.487 0.508 0.287 0.313 0.110 
VAL53 CG2 0.55 0.418 0.494 0.203 0.284 0.089 
LEU56 CD1 0.49 0.086 0.152 0.203 0.393 0.221 
LEU56 CD2 0.48 0.161 0.173 0.329 0.341 0.146 
ALA60 CB 0.79 0.889 0.804 0.894 0.881 0.589 
ILE63 CD 0.51 0.630 0.139 0.348 0.543 0.095 
	198 
ILE63 CG2 0.62 0.742 0.261 0.717 0.614 0.171 
LEU67 CD1 0.17 0.251 0.219 0.713 0.343 0.110 
LEU67 CD2 0.36 0.257 0.185 0.769 0.372 0.114 
Comparison of experimentally-derived NMR methyl group order parameter values for α3D195 
with those calculated from simulation using a variety of force field conditions described in 
Chapter 3. Correlations, statistics and simulation conditions can be found in Fig. 3.1.  
 
Table B.2. Experimental and simulated O2axis values for ADBP. 
Residue 
Atom 
Name 
NMR 
O2axis 
Charmm 
Explicit 
O2axis 
Amber94 
Explicit 
O2axis 
Amber12 
Explicit 
O2axis 
Charmm 
Implicit 
O2axis 
Amber94 
Implicit 
O2axis 
ALA3 CB 0.78 0.719 0.686 0.771 0.324 0.385 
LEU10 CD2 0.64 0.694 0.487 0.662 0.669 0.535 
VAL11 CG2 0.38 0.214 0.173 0.552 0.120 0.504 
MET20 CE 0.43 0.581 0.145 0.480 0.154 0.039 
VAL23 CG1 0.66 0.874 0.766 0.574 0.666 0.145 
VAL23 CG2 0.75 0.882 0.771 0.589 0.677 0.147 
VAL25 CG1 0.71 0.851 0.865 0.869 0.134 0.140 
ALA28 CB 0.75 0.836 0.748 0.817 0.588 0.403 
THR29 CG2 0.78 0.797 0.742 0.580 0.530 0.403 
MET35 CE 0.11 0.063 0.026 0.108 0.073 0.047 
ALA36 CB 0.96 0.738 0.673 0.776 0.589 0.657 
MET40 CE 0.3 0.299 0.381 0.332 0.246 0.409 
ILE41 CG2 0.81 0.848 0.835 0.795 0.813 0.517 
ILE41 CD 0.3 0.292 0.428 0.430 0.388 0.463 
ILE42 CG2 0.87 0.893 0.897 0.796 0.860 0.734 
ILE42 CD 0.75 0.840 0.511 0.585 0.749 0.609 
VAL44 CG2 0.37 0.816 0.448 0.238 0.768 0.057 
LEU48 CD2 0.31 0.201 0.272 0.096 0.200 0.091 
VAL49 CG1 0.88 0.876 0.798 0.747 0.516 0.213 
ILE51 CG2 0.95 0.882 0.884 0.377 0.676 0.326 
ILE51 CD 0.78 0.843 0.841 0.634 0.657 0.317 
THR56 CG2 0.58 0.484 0.701 0.305 0.259 0.542 
ILE62 CG2 0.82 0.493 0.872 0.482 0.177 0.402 
ILE62 CD 0.79 0.602 0.781 0.338 0.287 0.560 
ALA75 CB 0.86 0.549 0.786 0.761 0.588 0.589 
VAL80 CG1 0.9 0.513 0.821 0.859 0.222 0.413 
VAL80 CG2 0.95 0.462 0.810 0.846 0.112 0.372 
ILE84 CG2 0.8 0.374 0.315 0.249 0.384 0.357 
ILE84 CD 0.75 0.666 0.793 0.641 0.573 0.142 
LEU86 CD1 0.37 0.416 0.473 0.200 0.316 0.089 
	199 
LEU86 CD2 0.36 0.378 0.439 0.132 0.221 0.102 
ALA90 CB 0.78 0.810 0.792 0.817 0.669 0.623 
LEU91 CD1 0.42 0.301 0.315 0.254 0.314 0.254 
LEU91 CD2 0.33 0.334 0.321 0.272 0.300 0.380 
THR103 CG2 0.75 0.867 0.291 0.305 0.849 0.374 
ILE104 CG2 0.86 0.883 0.870 0.861 0.794 0.700 
ILE104 CD 0.39 0.491 0.424 0.457 0.488 0.102 
LEU113 CD1 0.18 0.357 0.213 0.253 0.528 0.223 
MET119 CE 0.68 0.551 0.634 0.542 0.279 0.062 
ALA131 CB 0.47 0.703 0.607 0.701 0.561 0.458 
Comparison of experimentally-derived NMR methyl group order parameter values for adipocyte 
lipid binding protein (ADBP)217 with those calculated from simulation using a variety of force 
field conditions described in Chapter 3. Correlations, statistics and simulation conditions can be 
found in Fig. 3.1.  
 
 
Table B.3. Experimental and simulated O2axis values for CaM-sMLCK. 
Residue 
Atom 
Name 
NMR 
O2axis 
Charmm 
Explicit 
O2axis 
Amber94 
Explicit 
O2axis 
Amber12 
Explicit 
O2axis 
Charmm 
Implicit 
O2axis 
Amber94 
Implicit 
O2axis 
ILE9 CD1 0.516 0.335 0.115 0.134 0.286 0.106 
ILE9 CG2 0.77 0.708 0.219 0.071 0.371 0.200 
ALA10 CB 0.823 0.877 0.837 0.756 0.769 0.496 
ALA15 CB 0.83 0.896 0.857 0.905 0.842 0.790 
LEU18 CD1 0.682 0.336 0.633 0.726 0.417 0.090 
LEU18 CD2 0.354 0.297 0.461 0.677 0.459 0.174 
THR26 CG2 0.604 0.478 0.355 0.219 0.233 0.760 
ILE27 CD1 0.749 0.851 0.826 0.735 0.707 0.457 
ILE27 CG2 0.735 0.858 0.849 0.684 0.784 0.828 
THR28 CG2 0.801 0.807 0.861 0.872 0.824 0.812 
THR29 CG2 0.548 0.541 0.848 0.271 0.285 0.580 
THR34 CG2 0.632 0.744 0.487 0.333 0.793 0.651 
VAL35 CG1 0.66 0.595 0.653 0.672 0.555 0.351 
VAL35 CG2 0.632 0.584 0.645 0.682 0.540 0.390 
MET36 CE 0.301 0.215 0.239 0.205 0.260 0.108 
LEU39 CD1 0.442 0.532 0.389 0.239 0.499 0.371 
LEU39 CD2 0.329 0.503 0.332 0.372 0.544 0.381 
THR44 CG2 0.766 0.200 0.718 0.806 0.180 0.253 
ALA46 CB 0.823 0.803 0.771 0.853 0.794 0.666 
LEU48 CD1 0.449 0.225 0.396 0.640 0.331 0.205 
LEU48 CD2 0.738 0.211 0.296 0.561 0.342 0.221 
MET51 CE 0.269 0.340 0.483 0.259 0.145 0.125 
	200 
ILE52 CD1 0.318 0.377 0.701 0.100 0.698 0.221 
ILE52 CG2 0.749 0.294 0.827 0.343 0.687 0.551 
VAL55 CG1 0.438 0.839 0.649 0.425 0.709 0.210 
VAL55 CG2 0.389 0.808 0.641 0.402 0.676 0.253 
ILE63 CD1 0.724 0.833 0.807 0.422 0.483 0.310 
ILE63 CG2 0.745 0.862 0.892 0.708 0.841 0.801 
LEU69 CD1 0.265 0.311 0.298 0.495 0.329 0.133 
THR70 CG2 0.639 0.741 0.637 0.814 0.536 0.206 
MET71 CE 0.378 0.328 0.458 0.165 0.104 0.061 
MET72 CE 0.72 0.282 0.336 0.526 0.427 0.078 
ALA73 CB 0.78 0.757 0.787 0.870 0.843 0.516 
MET76 CE 0.117 0.084 0.036 0.187 0.056 0.033 
THR79 CG2 0.396 0.370 0.274 0.188 0.285 0.300 
ILE85 CD1 0.301 0.337 0.474 0.335 0.230 0.143 
ILE85 CG2 0.615 0.754 0.647 0.324 0.497 0.089 
ALA88 CB 0.798 0.883 0.889 0.898 0.816 0.709 
VAL91 CG1 0.699 0.688 0.822 0.792 0.268 0.168 
VAL91 CG2 0.844 0.698 0.805 0.803 0.295 0.132 
ILE100 CD1 0.922 0.856 0.870 0.868 0.302 0.392 
ALA102 CB 0.935 0.890 0.886 0.895 0.801 0.768 
ALA103 CB 0.875 0.872 0.862 0.870 0.780 0.683 
LEU105 CD1 0.59 0.715 0.762 0.816 0.653 0.255 
LEU105 CD2 0.551 0.789 0.788 0.840 0.662 0.316 
VAL108 CG1 0.466 0.247 0.379 0.248 0.585 0.153 
VAL108 CG2 0.449 0.203 0.351 0.240 0.600 0.087 
MET109 CE 0.315 0.199 0.216 0.127 0.131 0.152 
THR110 CG2 0.622 0.864 0.134 0.507 0.414 0.105 
LEU112 CD2 0.604 0.480 0.331 0.707 0.319 0.198 
LEU116 CD1 0.199 0.462 0.190 0.228 0.146 0.201 
LEU116 CD2 0.223 0.474 0.203 0.398 0.280 0.189 
VAL121 CG1 0.639 0.368 0.561 0.788 0.289 0.250 
VAL121 CG2 0.509 0.361 0.551 0.790 0.286 0.176 
MET124 CE 0.837 0.233 0.677 0.708 0.313 0.272 
ILE125 CD1 0.407 0.561 0.671 0.762 0.219 0.315 
ILE125 CG2 0.798 0.508 0.743 0.700 0.277 0.327 
ALA128 CB 0.922 0.834 0.869 0.875 0.839 0.724 
ILE130 CD1 0.347 0.718 0.214 0.196 0.338 0.270 
ILE130 CG2 0.569 0.607 0.221 0.723 0.311 0.417 
VAL136 CG2 0.826 0.815 0.840 0.848 0.824 0.545 
VAL136 CG1 0.791 0.800 0.824 0.840 0.805 0.515 
VAL142 CG1 0.604 0.395 0.254 0.335 0.296 0.081 
VAL142 CG2 0.558 0.384 0.256 0.344 0.303 0.160 
	201 
MET144 CE 0.354 0.076 0.210 0.427 0.288 0.051 
MET145 CE 0.283 0.204 0.079 0.635 0.129 0.047 
THR146 CG2 0.512 0.133 0.201 0.701 0.245 0.031 
Comparison of experimentally-derived NMR methyl group order parameter values for Ca2+-
saturated calmodulin in complex with a peptide corresponding to the CaM-binding domain of the 
smooth muscle myosin light chain kinase (CaM-sMLCK)75 with those calculated from simulation 
using a variety of force field conditions described in Chapter 3. Correlations, statistics and 
simulation conditions can be found in Fig. 3.1.  
 
Table B4. Experimental and simulated O2axis values for HEWL. 
Residue 
Atom 
Name 
NMR 
O2axis 
Charmm 
Explicit 
O2axis 
Amber94 
Explicit 
O2axis 
Amber12 
Explicit 
O2axis 
Charmm 
Implicit 
O2axis 
Amber94 
Implicit 
O2axis 
VAL2 CG2 0.598 0.840 0.667 0.737 0.218 0.087 
LEU8 CD1 0.767 0.834 0.815 0.780 0.361 0.634 
LEU8 CD2 0.803 0.833 0.822 0.785 0.313 0.691 
ALA9 CB 1 0.910 0.894 0.916 0.872 0.788 
ALA10 CB 0.901 0.903 0.893 0.903 0.860 0.759 
ALA11 CB 0.861 0.911 0.898 0.907 0.856 0.800 
MET12 CE 0.812 0.698 0.725 0.682 0.165 0.067 
LEU17 CD1 0.63 0.863 0.391 0.298 0.245 0.188 
LEU17 CD2 0.632 0.849 0.446 0.336 0.373 0.176 
LEU25 CD1 1 0.829 0.245 0.835 0.182 0.057 
LEU25 CD2 0.609 0.856 0.297 0.864 0.148 0.096 
VAL29 CG1 0.871 0.882 0.869 0.831 0.825 0.280 
VAL29 CG2 0.791 0.881 0.869 0.827 0.829 0.262 
ALA31 CB 0.984 0.903 0.906 0.913 0.868 0.848 
THR43 CG2 0.361 0.314 0.335 0.575 0.375 0.671 
THR47 CG2 0.327 0.446 0.268 0.158 0.117 0.345 
THR51 CG2 0.778 0.892 0.868 0.818 0.184 0.683 
ILE55 CG2 0.739 0.873 0.850 0.858 0.604 0.805 
ILE55 CD 0.323 0.671 0.304 0.293 0.329 0.481 
LEU56 CD1 0.734 0.776 0.768 0.796 0.404 0.408 
LEU56 CD2 0.681 0.733 0.728 0.749 0.500 0.404 
ILE58 CG2 1 0.867 0.888 0.892 0.375 0.650 
ILE58 CD 0.16 0.838 0.535 0.815 0.427 0.552 
THR69 CG2 0.984 0.697 0.810 0.829 0.314 0.208 
LEU75 CD2 0.588 0.626 0.305 0.592 0.298 0.245 
ILE78 CG2 0.81 0.861 0.471 0.551 0.465 0.652 
ILE78 CD 0.416 0.787 0.171 0.253 0.665 0.459 
ALA82 CB 0.88 0.885 0.857 0.886 0.816 0.840 
	202 
LEU83 CD1 0.783 0.842 0.682 0.427 0.527 0.716 
LEU83 CD2 0.884 0.839 0.659 0.414 0.513 0.686 
LEU84 CD1 0.879 0.832 0.733 0.406 0.414 0.491 
LEU84 CD2 1 0.815 0.706 0.492 0.396 0.531 
ILE88 CG2 0.697 0.869 0.849 0.832 0.457 0.243 
ILE88 CD 0.722 0.840 0.771 0.639 0.171 0.175 
THR89 CG2 1 0.691 0.212 0.839 0.361 0.495 
ALA90 CB 0.919 0.897 0.881 0.897 0.846 0.797 
VAL92 CG1 0.764 0.869 0.826 0.721 0.095 0.273 
VAL92 CG2 0.707 0.873 0.829 0.738 0.125 0.258 
ALA95 CB 0.68 0.901 0.903 0.912 0.861 0.755 
ILE98 CG2 0.74 0.860 0.878 0.891 0.296 0.530 
ILE98 CD 0.815 0.835 0.856 0.861 0.316 0.547 
VAL99 CG1 0.487 0.496 0.242 0.279 0.808 0.479 
VAL99 CG2 0.517 0.506 0.268 0.293 0.818 0.522 
MET105 CE 0.63 0.312 0.608 0.392 0.448 0.084 
ALA107 CB 0.832 0.713 0.822 0.867 0.741 0.588 
VAL109 CG1 0.354 0.399 0.457 0.253 0.286 0.204 
VAL120 CG1 0.66 0.777 0.855 0.535 0.472 0.542 
ALA122 CB 0.879 0.822 0.863 0.884 0.737 0.561 
ILE124 CG2 0.753 0.844 0.803 0.686 0.712 0.400 
ILE124 CD 0.351 0.606 0.334 0.235 0.516 0.273 
LEU129 CD1 0.525 0.585 0.136 0.381 0.118 0.349 
LEU129 CD2 0.507 0.516 0.073 0.326 0.111 0.420 
Comparison of experimentally-derived NMR methyl group order parameter values for hen egg 
white lysozyme (HEWL)221 with those calculated from simulation using a variety of force field 
conditions described in Chapter 3. Correlations, statistics and simulation conditions can be found 
in Fig. 3.1.  
 
 
 
 
Table B5. Experimental and simulated O2axis values for ubiquitin. 
Residue 
Atom 
Name 
NMR 
O2axis 
Charmm 
Explicit 
O2axis 
Amber94 
Explicit 
O2axis 
Amber12 
Explicit 
O2axis 
Charmm 
Implicit 
O2axis 
Amber94 
Implicit 
O2axis 
ILE3 CG2 0.98 0.864 0.877 0.795 0.409 0.089 
ILE3 CD 0.75 0.753 0.699 0.524 0.354 0.052 
VAL5 CG1 0.91 0.705 0.846 0.823 0.826 0.230 
VAL5 CG2 0.88 0.716 0.859 0.845 0.829 0.161 
THR7 CG2 0.75 0.804 0.565 0.804 0.771 0.124 
LEU8 CD1 0.27 0.230 0.203 0.214 0.300 0.060 
LEU8 CD2 0.21 0.308 0.271 0.139 0.345 0.125 
THR9 CG2 0.64 0.356 0.708 0.548 0.602 0.108 
	203 
THR12 CG2 0.93 0.821 0.848 0.747 0.566 0.102 
ILE13 CG2 0.56 0.323 0.313 0.391 0.190 0.214 
ILE13 CD 0.55 0.431 0.195 0.422 0.227 0.115 
THR14 CG2 0.78 0.487 0.696 0.469 0.534 0.088 
LEU15 CD1 0.58 0.306 0.263 0.255 0.310 0.154 
LEU15 CD2 0.62 0.271 0.117 0.239 0.299 0.172 
VAL17 CG1 0.89 0.743 0.768 0.338 0.716 0.122 
VAL17 CG2 0.89 0.757 0.769 0.381 0.710 0.116 
THR22 CG2 0.95 0.867 0.865 0.831 0.810 0.068 
ILE23 CG2 0.95 0.847 0.873 0.737 0.790 0.183 
ILE23 CD 0.51 0.670 0.794 0.366 0.444 0.103 
VAL26 CG1 0.86 0.853 0.837 0.757 0.833 0.259 
VAL26 CG2 0.99 0.853 0.842 0.765 0.830 0.268 
ILE30 CG2 0.93 0.879 0.897 0.894 0.548 0.104 
ILE30 CD 0.77 0.834 0.868 0.838 0.543 0.173 
ILE36 CG2 0.83 0.808 0.553 0.474 0.278 0.419 
ILE36 CD 0.58 0.650 0.590 0.487 0.276 0.116 
LEU43 CD1 0.55 0.491 0.482 0.413 0.494 0.147 
LEU43 CD2 0.61 0.468 0.474 0.359 0.487 0.162 
ILE44 CG2 0.71 0.394 0.567 0.743 0.628 0.238 
ILE44 CD 0.31 0.166 0.527 0.242 0.180 0.090 
ALA46 CB 0.95 0.727 0.665 0.774 0.741 0.167 
LEU50 CD1 0.89 0.789 0.593 0.783 0.689 0.156 
LEU50 CD2 0.86 0.766 0.568 0.747 0.676 0.133 
THR55 CG2 0.93 0.874 0.888 0.874 0.837 0.115 
LEU56 CD1 0.6 0.580 0.351 0.078 0.493 0.082 
LEU56 CD2 0.62 0.575 0.354 0.157 0.470 0.139 
ILE61 CG2 0.95 0.846 0.867 0.802 0.783 0.066 
ILE61 CD 0.56 0.344 0.228 0.240 0.199 0.211 
LEU67 CD1 0.3 0.242 0.215 0.275 0.214 0.075 
LEU67 CD2 0.29 0.256 0.214 0.306 0.210 0.071 
LEU69 CD1 0.55 0.686 0.305 0.553 0.517 0.069 
VAL70 CG2 0.35 0.512 0.513 0.520 0.143 0.111 
LEU71 CD1 0.29 0.519 0.715 0.135 0.525 0.016 
LEU73 CD1 0.19 0.051 0.094 0.162 0.175 0.057 
LEU73 CD2 0.17 0.141 0.057 0.214 0.310 0.078 
Comparison of experimentally-derived NMR methyl group order parameter values for 
ubiquitin227 with those calculated from simulation using a variety of force field conditions 
described in Chapter 3. Correlations, statistics and simulation conditions can be found in Fig. 3.1.  
 
 
	204 
 
 
 
 
 
 
Appendix C 
 
Appendix Chapter 4 
 
Table C.1. Simulated methyl order parameter values for pSRII. 
Residue 
Number 
Residue 
Type 
Atom 
Name O2axis 
2 VAL CG1 0.163 
2 VAL CG2 0.175 
4 LEU CD1 0.309 
4 LEU CD2 0.309 
7 LEU CD2 0.644 
7 LEU CD1 0.708 
10 LEU CD1 0.215 
10 LEU CD2 0.234 
15 MET CE 0.435 
16 LEU CD2 0.199 
16 LEU CD1 0.152 
17 VAL CG1 0.459 
17 VAL CG2 0.466 
20 LEU CD2 0.242 
20 LEU CD1 0.180 
38 VAL CG2 0.237 
38 VAL CG1 0.277 
40 LEU CD1 0.339 
40 LEU CD2 0.324 
41 VAL CG1 0.360 
41 VAL CG2 0.413 
43 ILE CD 0.548 
46 ILE CD 0.424 
49 VAL CG2 0.742 
49 VAL CG1 0.738 
	205 
52 VAL CG1 0.561 
52 VAL CG2 0.555 
53 VAL CG2 0.248 
53 VAL CG1 0.310 
54 MET CE 0.623 
56 LEU CD2 0.692 
56 LEU CD1 0.689 
58 VAL CG1 0.730 
58 VAL CG2 0.710 
61 VAL CG1 0.728 
61 VAL CG2 0.734 
63 VAL CG1 0.777 
63 VAL CG2 0.779 
68 VAL CG1 0.626 
68 VAL CG2 0.616 
74 ILE CD 0.306 
77 ILE CD 0.331 
78 LEU CD2 0.572 
78 LEU CD1 0.608 
82 LEU CD1 0.158 
82 LEU CD2 0.274 
83 ILE CD 0.311 
84 VAL CG2 0.667 
84 VAL CG1 0.663 
87 LEU CD1 0.695 
87 LEU CD2 0.666 
89 LEU CD1 0.249 
89 LEU CD2 0.219 
90 LEU CD1 0.279 
90 LEU CD2 0.161 
93 LEU CD2 0.669 
93 LEU CD1 0.686 
100 ILE CD 0.408 
101 VAL CG1 0.239 
101 VAL CG2 0.250 
102 ILE CD 0.248 
104 LEU CD1 0.316 
104 LEU CD2 0.213 
107 VAL CG1 0.406 
107 VAL CG2 0.353 
108 VAL CG1 0.731 
108 VAL CG2 0.701 
	206 
109 MET CE 0.580 
110 LEU CD1 0.240 
110 LEU CD2 0.262 
117 MET CE 0.155 
118 VAL CG1 0.516 
118 VAL CG2 0.507 
121 ILE CD 0.157 
126 LEU CD1 0.757 
126 LEU CD2 0.694 
129 MET CE 0.105 
132 VAL CG1 0.201 
132 VAL CG2 0.187 
135 LEU CD1 0.178 
135 LEU CD2 0.230 
137 LEU CD2 0.633 
137 LEU CD1 0.618 
138 VAL CG1 0.706 
138 VAL CG2 0.718 
141 LEU CD2 0.218 
141 LEU CD1 0.196 
142 VAL CG2 0.782 
142 VAL CG1 0.770 
145 MET CE 0.568 
156 ILE CD 0.331 
159 LEU CD1 0.259 
159 LEU CD2 0.218 
161 VAL CG2 0.727 
161 VAL CG1 0.723 
163 LEU CD2 0.509 
163 LEU CD1 0.471 
166 LEU CD2 0.255 
166 LEU CD1 0.291 
168 VAL CG1 0.232 
168 VAL CG2 0.241 
169 ILE CD 0.206 
170 LEU CD2 0.467 
170 LEU CD1 0.388 
173 ILE CD 0.232 
177 ILE CD 0.530 
179 LEU CD2 0.252 
179 LEU CD1 0.279 
180 LEU CD1 0.331 
	207 
180 LEU CD2 0.373 
185 VAL CG1 0.354 
185 VAL CG2 0.345 
187 LEU CD2 0.210 
187 LEU CD1 0.153 
188 LEU CD2 0.507 
188 LEU CD1 0.545 
192 VAL CG2 0.572 
192 VAL CG1 0.588 
194 VAL CG1 0.767 
194 VAL CG2 0.768 
196 LEU CD1 0.260 
196 LEU CD2 0.150 
197 ILE CD 0.212 
198 VAL CG1 0.598 
198 VAL CG2 0.606 
200 LEU CD1 0.445 
200 LEU CD2 0.318 
202 LEU CD2 0.500 
202 LEU CD1 0.458 
203 VAL CG1 0.278 
203 VAL CG2 0.281 
206 VAL CG2 0.088 
206 VAL CG1 0.077 
211 ILE CD 0.263 
213 LEU CD2 0.133 
213 LEU CD1 0.175 
219 LEU CD1 0.149 
219 LEU CD2 0.127 
All isoleucine, leucine, valine, and methionine methyl groups order parameters are shown for 
simulations of pSRII incorporated into a POPC bilayer. Simulation conditions are described in 
detail in Chapter 4. O2axis values were calculated from a 100 ns trajectory.  
 
Table C.2. Simulated polar group order parameters in pSRII. 
Residue 
Number 
Residue 
Type 
Atom 
Name O2 
5 THR CG2 0.66326 
6 THR CG2 0.8205 
9 TRP CD1 0.86455 
19 THR CG2 0.8466 
24 TRP CD1 0.19802 
	208 
27 ARG NE 0.42494 
34 ARG NE 0.29657 
35 ARG NE 0.30262 
36 TYR CD1 0.53194 
37 TYR CD1 0.72707 
39 THR CG2 0.7956 
51 TYR CD1 0.45491 
60 TRP CD1 0.84393 
66 ARG NE 0.74125 
67 THR CG2 0.78979 
72 ARG NE 0.76645 
73 TYR CD1 0.21288 
76 TRP CD1 0.84236 
79 THR CG2 0.78488 
80 THR CG2 0.89683 
85 TYR CD1 0.64098 
96 ARG NE 0.39248 
103 THR CG2 0.78744 
106 THR CG2 0.86065 
123 ARG NE 0.84011 
124 TYR CD1 0.78596 
139 TYR CD1 0.12955 
140 TYR CD1 0.18792 
146 THR CG2 0.85663 
152 ARG NE 0.40793 
160 TYR CD1 0.61234 
162 ARG NE 0.16447 
164 ARG NE 0.75554 
167 THR CG2 0.86549 
171 TRP CD1 0.73741 
174 TYR CD1 0.83366 
178 TRP CD1 0.84267 
189 THR CG2 0.55068 
191 THR CG2 0.22322 
199 TYR CD1 0.15359 
204 THR CG2 0.20028 
218 THR CG2 0.36039 
Simulated order parameter values for a selection of residues containing polar groups in pSRII. 
Simulation conditions are described in detail in Chapter 4. O2 values were calculated from a 100 
ns trajectory.  
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Table C.3. Simulated methyl order parameter values for OmpW. 
Residue 
Number 
Residue 
Type 
Atom 
Name O2axis 
16 VAL CG1 0.23773 
16 VAL CG2 0.24271 
26 LEU CD1 0.02373 
26 LEU CD2 0.06855 
29 LEU CD1 0.03629 
29 LEU CD2 0.07467 
34 VAL CG1 0.14705 
34 VAL CG2 0.09347 
40 LEU CD1 0.3604 
40 LEU CD2 0.39084 
42 LEU CD1 0.24857 
42 LEU CD2 0.25088 
52 ILE CD 0.22058 
54 VAL CG1 0.16372 
54 VAL CG2 0.16254 
56 LEU CD1 0.59999 
56 LEU CD2 0.60069 
57 LEU CD1 0.42828 
57 LEU CD2 0.4266 
66 ILE CD 0.3384 
74 ILE CD 0.10274 
77 VAL CG1 0.44113 
77 VAL CG2 0.45327 
80 LEU CD1 0.38356 
80 LEU CD2 0.42108 
84 LEU CD1 0.60498 
84 LEU CD2 0.62511 
101 VAL CG1 0.22828 
101 VAL CG2 0.24996 
105 ILE CD 0.35534 
124 LEU CD1 0.32075 
124 LEU CD2 0.3283 
127 LEU CD1 0.6319 
127 LEU CD2 0.6283 
129 LEU CD1 0.5007 
129 LEU CD2 0.23992 
139 VAL CG1 0.49964 
139 VAL CG2 0.50449 
	210 
141 VAL CG1 0.23611 
141 VAL CG2 0.22799 
144 LEU CD1 0.60042 
144 LEU CD2 0.60425 
145 ILE CD 0.22426 
150 LEU CD1 0.43902 
150 LEU CD2 0.36732 
151 VAL CG1 0.30733 
151 VAL CG2 0.32217 
155 VAL CG1 0.16677 
155 VAL CG2 0.16101 
160 ILE CD 0.12037 
168 LEU CD1 0.09791 
168 LEU CD2 0.16943 
177 VAL CG1 0.28804 
177 VAL CG2 0.24647 
179 LEU CD1 0.42614 
179 LEU CD2 0.42451 
183 VAL CG1 0.82116 
183 VAL CG2 0.82233 
All simulated methyl group order parameter values for isoleucine, leucine, and valine residues in 
OmpW incorporated into a DMPC bilayer are displayed. Simulation conditions are described in 
detail in Chapter 4. O2axis values were calculated from a 125 ns trajectory.  
 
Table C.4. Simulated polar group order parameters in OmpW. 
Residue 
Number 
Residue 
Type 
Atom 
Name O2 
10 ARG NE 0.59931 
15 THR CG2 0.74768 
17 ARG NE 0.49046 
19 THR CG2 0.22108 
25 THR CG2 0.00685 
35 THR CG2 0.56711 
38 THR CG2 0.76709 
43 THR CG2 0.38927 
45 THR CG2 0.54694 
46 TYR CD1 0.83026 
49 THR CG2 0.81668 
60 THR CG2 0.62459 
63 ARG NE 0.10808 
65 LYS CE 0.04792 
	211 
68 THR CG2 0.66795 
69 ARG NE 0.26216 
71 THR CG2 0.59227 
76 THR CG2 0.54693 
83 THR CG2 0.63697 
88 TRP CD1 0.2236 
89 TYR CD1 0.85152 
96 LYS CE 0.05228 
98 ARG NE 0.07934 
100 TYR CD1 0.83392 
107 TYR CD1 0.74268 
108 THR CG2 0.04369 
109 THR CG2 0.33784 
120 LYS CE 0.02956 
130 LYS CE 0.68522 
133 TRP CD1 0.31257 
143 TYR CD1 0.21754 
147 ARG NE 0.82538 
149 TRP CD1 0.17321 
156 TRP CD1 0.2653 
157 TYR CD1 0.76454 
162 THR CG2 0.16389 
163 THR CG2 0.12082 
166 TYR CD1 0.41926 
167 LYS CE 0.10661 
178 ARG NE 0.60171 
182 TRP CD1 0.77619 
190 TYR CD1 0.35096 
191 ARG NE 0.38615 
Simulated order parameter values for a selection of residues containing polar groups in OmpW 
incorporated into a DMPC bilayer are displayed. Simulation conditions are described in detail in 
Chapter 4. O2 values were calculated from a 125 ns trajectory.  
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