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An investigation of the behavior of nonlinear systems in the presence of internal resonance is an important step in the
solution of some theoretical and applied problems, in particular, problems of modal interaction and the localization of vibration
energy. Internal resonance can lead to a loss of vibration mode stability, and to the appearance of new vibration regimes as a
result of bifurcation. In addition, the problem of primary external resonance is very important for nonlinear systems.
We refer to some important publications of the last decades on the resonance problems. Different results for internal and
external resonance problems and numerous applications are presented in the book [1] by Nayfeh and Mook and in the book [2]
by Avramov and Mikhlin [2]. The book [3] by Manevitch and Manevich is devoted to internal resonances in different mechanical
systems, including autonomous and non-autonomous two-DOF nonlinear systems, infinite chains of particles, circular rings and
cylindrical shells. Internal resonances are investigated by using an approach based on introducing a complex representation of
the equations of motion together with the multiple scales method. Steady-state and non-stationary regimes of motion, an
interaction of internal and forced resonances, and bifurcations of steady-state modes and their stability are all studied.
The transfer of energy caused by internal resonance is discussed in various publications. A description of the energy transfer was
presented in the work of Witt and Gorelik [4]. The authors considered a spring pendulum for which they showed that the transfer
of angular oscillation energy to vertical oscillation energy, and back, takes place for a natural frequency ratio of 2:1. For some initial
conditions this transfer is absent, and partial subsystems are synchronized. The transfer of energy caused by internal resonance was
also investigated by Struble and Heinbockel [5,6], Tsel'man [7], Merceret al. [8]. Energy transients in Lyapunov systems, and in
systems close to these, was analyzed in the book by Starzhinskii [9]. The dynamics of a spring pendulum, a pendulumwith elastic
suspension, and elementary particles in cyclic accelerators were all considered. The determination of periodic solutions and regions
of instability in the system parameter space are described by parametric resonance theory. Forking periodic solutions which appear
under this resonance condition are also investigated. Then, asymptotic methods are used to describe the energy transfer. The1
energy transient from one nonlinear vibration mode to another is considered by Nayfeh and Mook [1]. In [10] it was shown that for
some conditions this transfer from high-frequency modes to low-frequency mode is possible, and is caused by modal interaction,
and the one-way channeling of energy is not obligatory. In a series of papers by Vakakis, Manevitch, Gendelman, Bergman et al.
[11–14], a theoretical investigation and an experimental verification of the energy transfer and localization has been presented for
different nonlinear systems. The authors of these works describe a process of spacial energy transfer from the location of their
initial appearance to a nonlinear absorber, where the energy is localized.
Nonlinear energy interactions can occur due to internal resonances, and energy transfers may be realized due to
nonlinear mode bifurcations. Some principal results in this area are summarized in the book by Vakakis et al. [15]. In the
book by Morozov [16] the influence of internal and external resonances on the global dynamics of autonomous and non-
autonomous systems is investigated. Problems of limit circles and regular and non-regular behavior are considered.
In publications [2,3,11–15] nonlinear normal modes (NNMs) are used, and the NNMs are considered to be an important
element of investigation. The Kauderer–Rosenberg concept of NNMs, first proposed in [17–19], is based on the determination
of trajectories in the nonlinear system configuration space. In this concept some generalized coordinate is chosen as the
independent coordinate instead of time, and other generalized coordinates are presented as univalent functions of the chosen
coordinate. Numerous publications describe the problem of the existence of NNMs, methods for construction of the regimes,
an analysis of the stability of NNMs, a generalization of the concept of NNMs to non-autonomous systems, and to systems with
non-smooth characteristics etc. The NNM theory is applied to the analysis of the dynamics of some applied mechanical
systems. Some principal results of the NNM theory and its applications are presented in [2,20–22].
Accounting for dissipation introduces additional complications in the analysis of nonlinear system dynamics in the vicinity of
resonance. In particular, the interaction of vibration modes, their stability, the localization of energy and other important
characteristics of dynamical process as all depend on time, since dissipative system energy decreases in time. In addition to this,
vibration modes in dissipative systems are not the classical Kauderer–Rosenberg vibration modes because modes in dissipative
systems contain an exponential decrease in the vibration amplitude. Therefore, it can be observed that so-called transient nonlinear
normal modes (TNNMs) exist only for some specific value of the system energy, and they disappear when the energy decreases. In
spite of the instability of these transient modes other motions of the dissipative system can still approach the transient modes
when the system energy is close to some specific energy value. We suppose that the use of so-called reduced systems as was used
earlier for non-dissipative systems [23,24], permits the description of principal elements of nonlinear dissipative system behavior.
The reduced system is written with respect to the system total energy, the arctangent of the ratio of amplitudes and the difference
of phases. Numerical simulation confirms some principal results obtained from analytical investigation.
In the paper two nonlinear dissipative elastic systems are considered. Namely, the resonant behavior of a spring–mass–
pendulum is considered in Section 2. Then an investigation of a 2-DOF system containing a small mass nonlinear absorber
under external periodic excitation is presented in Section 3. In this Section external resonances involving the first and the
second fundamental frequencies are analyzed. In addition, a case of combined external and internal resonances is also
considered. An analysis of all resonances is made by the use of reduced systems. Simultaneously an investigation of the
stability and bifurcation of vibration modes is performed. The evolution of such vibration modes, and the energy transfer
from one mode to another one, are both considered. The transient nonlinear normal modes are selected and their influence
on the system behavior is investigated. The localization of energy is discussed and analytical results are compared with
numerical and numerical-analytical simulations.2. Resonance behavior of a spring–mass–pendulum system
A spring–mass–pendulum system is shown in Fig. 1. Introducing the following parameters and independent variable,
ω1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k=ðMþmÞ
p
; ω2 ¼
ffiffiffiffiffiffi
g=l
p
; p¼ω1=ω2; α¼m=ðmþMÞ; τ¼ ω2t one presents equations of motion of the system as
€xþp2xþ2εηx _xαð€θ sin θþ _θ
2
cos θÞ ¼ 0
€θþ2εηθ _θþ sin θ €x sin θ¼ 0
(
(1)
There are two nonlinear normal modes in the system (1) without dissipation: the localized x-mode of vertical vibrations (x¼x
(t), θ¼0), and the non-localized pendulum mode (x¼x(t), θ¼θ(t)) when both vibration amplitudes are of the same order.
A procedure of transformation to so-called reduced system is used to analyze the behavior of the system (1) in the
vicinity of the main parametric resonance. At the first step, the detuning parameter Δ is introduced into the first equation of
the system (1) by means of the next relation: p24þ4ε2η2θε2η2x ¼ εΔ.
Introducing the following scaling of coordinates, x-εx, θ-εθ, one applies to Eq. (1) the classical multiple scales method [25].
Namely, one introduces new independent variables as Tn¼εnt (n¼0,1,2,…). A solution is represented by the following asymptotic
series: x¼ x0ðT0; T1;…Þþεx1ðT0; T1;…Þþ…; θ¼ θ0ðT0; T1;…Þþεθ1ðT0; T1;…Þ. It leads to the following systems of equations for
the first and second approximations by the different orders of the small parameter ε:
∂2x0
∂T20
þ4x0 ¼ 0
∂2θ0
∂T20
þθ0 ¼ 0;
8><
>: (2)2
Fig. 1. Spring–mass–pendulum system.∂2x1
∂T20
þ4x1 ¼ 2 ∂
2x0
∂T1∂T0
þα ∂2θ0
∂T20
 
θ0þα ∂θ0∂T0
 2
2ηx∂x0∂T0x0Δ
∂2θ1
∂T20
þθ1 ¼ 2 ∂
2θ0
∂T1∂T0
þ ∂2x0
∂T20
 
θ02ηθ ∂θ0∂T0:
8><
>: (3)
The system (2) solution is presented in the form
x0 ¼ AxðT1Þe2iT0 þAxðT1Þe2iT0
θ0 ¼ AθðT1ÞeiT0 þAθðT1Þe iT0 :
(
(4)
The solution (4) is substituted into the system of the second approximation (3), and secular generating terms are
eliminated. The following change of variables, Ax ¼ axeiβx ; Aθ ¼ aθeiβθ , leads to the following equations written with respect
to amplitudes and phases of the solution (4)
a0x ¼ α2a2θ sin φηxax
a0θ ¼ 2axaθ sin φηθaθ
β0x ¼ α2
a2θ
ax
cos φþΔ4
β0θ ¼ 2ax cos φ;
8>>><
>>>:
(5)
where φ¼ βx2βθ .
The reduced system stated with respect to the system (5) energy K, the arctangent of the ratio of amplitudes ψ and the
difference of phases φ, can be obtained by means of the following change of variables: ax ¼ K sin ψ ; ay ¼ K cos ψ . After
some transformations the reduced system are presented in the following form:
K 0 ¼ Kðηx cos 2ψþηθ sin 2ψÞ
ψ 0 ¼ K sin ψð ffiffiffiαp sin φþðηxηθÞ cos ψÞ
φ0 ¼ ffiffiffiαp K sin 2ψcos ψ2 ffiffiffiαp K cos ψ  cos φþΔ4:
8>><
>>:
(6)
Then equilibrium positions of the system (6) as functions of the parameters Δ, α and the variable K are analyzed. Using
the second equation of the system (6) one can find the following equilibrium positions: sin ψ¼0 (it corresponds to the
vertical vibration mode), or sin φ¼ ððηxηθÞ=
ffiffiffi
α
p Þ cos ψ (it corresponds to the coupled vibration mode).
One can obtain from the third equation of the system (6) that cos ψ ¼ ðΔ=4Þ7
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔ2=16Þþ3αK2 cos 2φ
q
=3K cos φ
ffiffiffi
α
p
.
According to the expression at the right hand side, ψ is the function of K (ψ¼ψ(K)), thus condition ψ0 ¼0 cannot be realized.
So, motions of the system, corresponding to this equilibrium, are not realized in the form of the classical nonlinear normal
modes by Kauderer–Rosenberg; they are equivalent to the classical NNMs only if the dissipation is absent.
If ηx ηθ one has sin φ¼0. In this case the first equilibrium point, which is denoted as P1, is determined from the third
equation of the system (6) by the next relations: sin φ¼0 and cos ψ ¼ ðΔ=4Þþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔ2=16Þþ3αK2
q
=3K
ffiffiffi
α
p
. A condition of
existence of cos ψ gives us the inequality Δ=4
ffiffiffi
α
p
Kr1; therefore 0rψrπ=2. Other equilibrium point, which is denoted as
P2, is determined from the third Eq. (17) by the following relations: sin φ¼0 and cos ψ ¼ ðΔ=4Þþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðΔ2=16Þþ3αK2
q
=3K
ffiffiffi
α
p
.3
It exists in the following region of the system parameters: 1rΔ=4 ffiffiffiαp K . Note that if 1rΔ=4 ffiffiffiαp Kr1 then both
equilibrium points exist.
In Figs. 2,3 the dependence φ(ψ) is presented for the case when the system is situated in a region of the bifurcation
existence (Fig. 2), and for the case when the system is not in this region (Fig. 3), respectively. The straight line ψ¼0
corresponds to localized vibrations. To simulate the first case we solve Eq. (6) numerically by the Runge–Kutta method,
choosing initial values from the following region: 0rψð0Þrπ=2;0rφð0Þrπ, for K(0)¼0.9, Δ¼0.12, α¼0.1, ηx¼ηθ¼0.01.
In Fig. 2 one can see a simultaneous existence of few equilibrium positions of the reduced system (6) corresponding to
the region of bifurcation. In the vicinity of resonance there are two modes of coupled vibrations together with a single mode
of localized vibrations. The modes of coupled vibrations correspond to described above equilibrium positions P1 and P2.
These positions move in time along straight lines φ¼0 and φ¼π. Namely these straight lines correspond to coupled
vibrations of the system (1). Besides, it is clear that for ηx ηθ the energy K decreases in time. So, for some fixed value of the
detuning parameter Δwe obtain the following result: for small values of the initial energy the system under consideration is
in the region where only a single equilibrium position exists, that is, the bifurcation does not takes place; otherwise, for not
small values of the initial energy the system can be situated in regionwhere two modes of the coupled vibration exist, but in
the course of time the system will get into a region with a single equilibrium position. Namely, when jΔ=4 ffiffiffiαp Kj41, the
bifurcation disappears. In Fig. 2 the transition from the lower equilibrium position to the upper one corresponds to the time
instant when the lower equilibrium position ceases to exist, but the upper one continues to exist, that is to the moment of
the bifurcation disappearance. So, depending on the energy level of the system it can obtain a region where vertical
vibrations lose stability as a result of bifurcation. Then, when the energy decreases, the system leaves this region; the
bifurcation disappears, and the vertical vibration mode becomes stable again.
An analysis of trajectories presented in Fig. 2 shows that trajectories remain near the equilibrium positions P1 and P2,
realizing spiral-like motions near straight lines φ¼0 and φ¼π, and do not remain near the straight line ψ¼0, which
corresponds to vertical vibrations. Thus, the coupled vibrations of the system are stable in the region where the bifurcation
exists, and the vertical mode loses stability.Fig. 2. Dependence φðψÞ. Bifurcation of vertical vibrations exist.
Fig. 3. Dependence φðψÞ. Bifurcation of vertical vibrations does not exist.
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A case when only a single equilibrium position exists is illustrated in Fig. 3. Trajectories were obtained numerically by the
Runge–Kutta method from Eq. (6); initial values were chosen from the region 0rψð0Þrπ=2;0rφð0Þrπ, for K(0)¼0.37,
Δ¼0.5, α¼0.1, ηx¼ηθ¼0.01. Fig. 3 shows that the trajectories approach in time the straight line ψ¼0, which corresponds to
vertical vibrations of the system (1) and withdraw from the straight line φ¼π, that is, from the equilibrium position P1, by
spiral-like trajectories. That is, in the region where bifurcation does not occur, the coupled vibration mode is unstable, and
the vertical vibration mode is stable.
A behavior of the initial system (1) in the region where bifurcation exists is illustrated in Fig. 4. Trajectories in the system
configuration space were obtained numerically for initial values θð0Þ ¼ 0:001; xð0Þ ¼ 0:09; _xð0Þ ¼ 0:03; _θð0Þ ¼ 0:0002 and for
α¼0.1, p¼2, ηx¼ηθ¼0.01. One can see in Fig. 4a the development of vertical vibrations instability and the transient to the regime
of two modes of coupled vibrations interaction. Coupled vibrations are shown in Fig. 4b for larger values of time than in Fig. 4a.
For the region where the bifurcation does not exist and the vertical vibration mode is stable near resonance, the system
(5) is solved numerically on the interval τA[0,150] for initial values axð0Þ ¼ 0:02; aθð0Þ ¼ 0:002; βxð0Þ ¼ 0:01; βθð0Þ ¼ 0:01,
and for α¼ 0:1; ηx ¼ ηθ ¼ 0:01; Δ¼ 0:05. The obtained numerical solution is introduced to the first approximation
solution of the system (1) in the vicinity of resonance (see relations (4)), which can be written as x¼ 2ax cos
ðβxþ2τÞ; θ¼ 2aθ cos ðβθþτÞ. Namely dependences of x and θ οn time, and trajectories in the place x, θ, are presented in
Figs. 5,6. Note that corresponding initial conditions for the variables x and θ are the following: θð0Þ ¼ 0:00039998;
xð0Þ ¼ 0:039998; _xð0Þ ¼ 0:00160495; _θð0Þ ¼ 1:19995e005. Direct numerical integration of Eq. (1) by the Runge–Kutta
method on the interval τA ½0;150 for initial conditions presented above confirms a reliability of the results showed in Figs. 5,6.
To analyze a stability of the vertical vibrations of the system (1) in the vicinity of resonance, an analysis of the vertical
vibration stability must be carried out on the basis of the linearized equations in variations, where variations u, v are
introduced by means of the relations x¼ ~xþu; θ¼ ~θþv:
€uþp2uþ2εηx _uαð €~θvþ2 _~θ _vþ €v ~θÞ ¼ 0
€vþvþ2εηθ _v €~x Uv €u ~θ ¼ 0
8<
: (7)Fig. 4. Dependence xðθÞ in region where bifurcation exists. (a) Dependence xðθÞ for τA ½0;100; (b). dependence xðθÞ for τA ½0;500.
Fig. 5. Solution in time in the region where bifurcation does not exists. (a) Dependence xðtÞ; (b) dependence θðtÞ.
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Fig. 6. Trajectory in the configuration place x, θ in the region where bifurcation does not exists and the vertical vibration mode is stable.Stability of the vertical vibration mode is determined by angle variations. Thus, only the second equation of the system
(7) is considered. The vertical mode vibration can be presented as
~θðτÞ  0; ~xðτÞ ¼ Ae εηxτ cos ωxτ; (8)
where ωx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2ε2η2x
p
.
Substituting the relation (8) to the second Eq. (7), one has the following equation in variations:
€vþvþ2εηθ _vv ω2xAe εηxτ cos ωxτþ2εηxωxAe εηxτ sin ωxτþε2η2xAe εηxτ cos ωxτ
 ¼ 0 (9)
Introducing the time scales T0 ¼ τ; T1 ¼ ετ, and new variable r¼ωxT0=2 and designations a¼ 4=ω2x ; μ¼ 4AeηxT1 ;
v0 ¼ dv=dr; v″¼ d2v=dr2, one can obtain the following equations in partial derivatives:
ε0: v″0þv0ðaþμ cos 2rÞ ¼ 0 (10)
ε1: v″1þv1ðaþμ cos 2rÞ ¼ 
4ηθ
ωx
v00
4
ωx
∂v00
∂T1
þ ηx
2ωx
μv0 sin 2r (11)
Eq. (10) is the Mathieu equation. Boundaries of stability/instability regions for this equation are well-known [1,26].
In particular, boundaries for the main parametric resonance can be written as
a¼ 112μ 132μ2þ 1512μ3 124576μ4þ…
a¼ 1þ12μ 132μ2 1512μ3 124576μ4þ…
(
: (12)
Additional analysis shows that the Eq. (11) does not essentially affect boundaries (12). It is obvious that boundaries (12)
depend on time since μ¼ 4Ae ηxετ . Boundaries (12) have been constructed for ε¼0.1, ηx¼0.2 and for the following instants of
time: τ¼0, τ¼50 and τ¼100 (Fig. 7). Here the instability is observed inside of the boundary lines. Region of instability is
narrowed over time, that is, vertical vibrations which are unstable at the beginning of the process become eventually stable.
This result corresponds to one obtained by analysis of the reduced system: when the system energy decreases, then the
bifurcation disappears and vertical vibrations become stable.
3. Resonance behavior of nonlinear dissipative system under the external periodic excitation
Presented above approach can be applied for analysis of the resonance dynamics of dissipative system which contains a
nonlinear absorber, under external periodic excitation (Fig. 8).
3.1. Investigation of external resonance on the first fundamental frequency
One considers the following equations of motion:
M €xþβ_xþcxþc2ðxyÞþγðxyÞ3 ¼ r sin Ωt
m€yþβ _yc2ðxyÞγðxyÞ3 ¼ 0;
(
(13)
where M is the mass of the main system, с¼с0þс1, m is the mass of the nonlinear sub-system. It is introduced a small
parameter to the system (13) assuming that the system is under the external periodic excitation F(t)¼r sin Ωt; nonlinear
terms and a dissipation are small. After some transformations the following equations instead of Eq. (13) can be written:
€xþω2xxqyþ2εηx _xþεγxðxyÞ3 ¼ εk sin Ωt
€yþω2yyω2yxþ2εηy _yεγyðxyÞ3 ¼ 0;
8<
: (14)6
Fig. 7. Boundaries of the instability region on the place A, p at different values of τ. (a) Boundaries at τ¼ 0; (b) boundaries at τ¼ 50; (c) boundaries at
τ¼ 100.
Fig. 8. System with the nonlinear absorber.
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where ω2x ¼ ðcþc2Þ=M; 2ηx ¼ β=M; γx ¼ γ=M; k¼ r=M; q¼ c2=M; ω2y ¼ c2=m, 2ηy ¼ β=m; γy ¼ γ=m. One considers, first of all,
equations of the zero approximation of the perturbation procedure. Solving the corresponding eigenvalue problem, one
obtains fundamental frequencies and eigenvectors χ1;2 ¼ ðα1;2; β1;2Þ in the form:
ω21;2 ¼
ðω2xþω2y Þ8
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2xω2yÞ2þ4ω2yq
q
2
; (15)
α1;2 ¼ 1
β1;2 ¼
2ω2y
ðω2y ω2x Þ7
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2x ω2y Þ2 þ4ω2yq
p
8><
>:
or β1;2 ¼
ðω2xω2yÞ7
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2xω2yÞ2þ4ω2yq
q
2q
0
@
1
A: (16)
A transfer to normal coordinates
x¼ z1þz2;
y¼ β1z1þβ2z2:
(
gives the following:
€z1þω21z1 ¼ εβ2β2β1ð2ηxð_z1þ _z2Þγxðz1þz2β1z1β2z2Þ
3þk sin ΩtÞ εβ2β1ð2ηyðβ1 _z1þβ2 _z2Þþγyðz1þz2β1z1β2z2Þ
3Þ
€z2þω22z2 ¼ εβ2β1ð2ηyðβ1 _z1þβ2 _z2Þþγyðz1þz2β1z1β2z2Þ
3Þ εβ1β2β1ð2ηxð_z1þ _z2Þγxðz1þz2β1z1β2z2Þ
3þk sin ΩtÞ:
8<
:
(17)
If the external excitation and dissipation are absent, there are two NNMs in linearized equations of the system (17),
which can be considered as localized modes in the first approximation of the perturbation procedure. Namely, there are two
localized vibration modes. Namely, the first mode is presented as z1 ¼ z1ðtÞ, z2  0, and the second mode is presented as
z1  0; z2 ¼ z2ðtÞ. In the original coordinates of system (14) these modes can be considered respectively as non-localized
mode, and as localized one. When the parameter β1 ¼OðεÞ, or β2 ¼ OðεÞ, one has a localization on the coordinate x, and in the
case when β1 ¼Oðε1Þ, or β2 ¼Oðε1Þ, on has a localization on the coordinate y. The condition β1 ¼ OðεÞ (or β2 ¼OðεÞ) is
guaranteed by smallness of the ω2у , and the condition β1 ¼ Oðε1Þ (or β2 ¼ Oðε1Þ) is guaranteed by smallness of q, in
accordance with the relation (16).
To analyze the external resonance on the natural frequency ω1, the detuning parameter Δ is introduced by the
following equality: Ω2 ¼ ω21þεΔ. Then the multiple scales method is used with the following asymptotic series:
z1 ¼ z10ðT0; T1;…Þþεz11ðT0; T1;…Þþ…; z2 ¼ z20ðT0; T1;…Þþεz21ðT0; T1;…Þþ…, where Tn¼εnt (n¼0,1,2,…). As a result, one
obtains the following partial differential equations in two first approximations of the perturbation procedure:
ε0:
∂2z10
∂T20
þΩ2z10 ¼ 0
∂2z20
∂T20
þω22z20 ¼ 0;
8><
>: (18)
ε1:
∂2z11
∂T20
þΩ2z11 ¼ 2 ∂
2z10
∂T0∂T1
þΔz10þ 1β2β1 β2 2ηx
∂ðz10 þ z20Þ
∂T0
γxðz10þz20β1z10β2z20Þ3
h
þk sin ΩT0Þþ2ηy∂ðβ1z10þβ2z20Þ∂T0 γyðz10þz20β1z10β2z20Þ
3
i
∂2z20
∂T20
þω22z20 ¼ 2 ∂
2z20
∂T0∂T1
þ 1β2β1 2ηy
∂ðβ1z10þβ2z20Þ
∂T0
þγyðz10þz20β1z10β2z20Þ3
h
β1 2ηx∂ðz10þ z20Þ∂T0 γxðz10þz20β1z10β2z20Þ
3þk sin ΩT0
 i
:
8>>>>><
>>>>>:
(19)
A solution of Eq. (18) can be written in the following form:
z10 ¼ C1eiΩT0 þC1e iΩT0
z20 ¼ C2eiω2T0 þC2e iω2T0 :
(
(20)
Substituting the relations (20) to Eq. (19), one has the following condition of the secular generating terms elimination:
2iΩ∂C1∂T0þðΔþ iLÞC1MC
2
1C1PC1C2C2 iN¼ 0
2iω2∂C2∂T0þ iSC2þRC
2
2C2þTC2C1C1 ¼ 0;
8<
: (21)
where L¼ 2Ω=ðβ2β1Þðβ1ηyβ2ηxÞ; P ¼ 6ð1β1Þð1β2Þ2=ðβ2β1Þðβ2γxþγyÞ, N¼ kβ2=2ðβ2β1Þ; M¼ 3ð1β1Þ3=ðβ2β1Þ
ðβ2γxþγyÞ; R¼ 3ð1β2Þ3=ðβ2β1Þðβ1γxþγyÞ, S¼ 2ω2=ðβ2β1Þðβ1ηxβ2ηyÞ; T ¼ 6ð1β2Þð1β1Þ2=ðβ2β1Þðβ1γxþγyÞ.8
Using a change of variables, C1 ¼ a1eib1 ;C2 ¼ a2eib2 , one obtains the following equations with respect to amplitudes and
phases of solutions:
a01 ¼ L2Ωa1 N2Ω cos b1
b01 ¼  Δ2Ωþ M2Ωa21þ P2Ωa22þ N2Ωa1 sin b1
a02 ¼ S2ω2a2
b02 ¼  R2ω2a
2
2 T2ω2a
2
1:
8>>><
>>>:
(22)
The following change of variables, a1 ¼ K sin ψ ; a2 ¼ K cos ψ , permits to obtain the following reduced system:
K 0 ¼ L2ΩK sin
2ψþ S2ω2K cos
2ψ N2Ω cos b1 sin ψ
ψ 0 ¼ L2Ω S2ω2
 
sin ψ cos ψ N2ΩK cos ψ cos b1
b01 ¼  Δ2Ωþ M2ΩK2 sin
2ψþ P2ΩK2 cos 2ψþ N2ΩK sin ψ sin b1
b02 ¼  R2ω2K
2 cos 2ψ T2ω2K
2 sin 2ψ ;
8>>>><
>>>>:
(23)
where K is an energy of the reduced system, ψ is the arctangent of the ratio of amplitudes. An equation stated with respect to
the difference of phases, φ¼b1b2, can be also obtained:
φ0 ¼  Δ
2Ω
þ M
2Ω
K2 sin 2ψþ P
2Ω
K2 cos 2ψþ N
2ΩK sin ψ
sin b1
þ R
2ω2
K2 cos 2ψþ T
2ω2
K2 sin 2ψ (24)
It is clear that due to the presence of external excitation in the system under consideration it is impossible to select the
phase difference in the right hand part of Eq. (23). As a result, an analysis of the reduced system (23) is more complicated
than in the preceding Section. But it is possible to investigate the second equation of the system (23) and Eq. (24) on their
equilibrium solutions as functions of the energy K and the detuning parameter Δ. Relation sin ψ¼0 corresponds to
localization of energy on coordinate z2, and the relation cos ψ¼0 corresponds to localization on coordinate z1.
In the case sin ψ¼0, a condition of existence of the equilibrium position in the second equation of the system (23) leads
to relation cosb1¼0. This equilibrium position of the reduced system is situated on the straight line ψ¼0, and it leads to the
equation K 0 ¼ ðS=2ω2ÞK . It is possible to state prove that the quantity S is negative for any parameters of the system, that is,
the solution energy decreases. Thus, this equilibrium position corresponds to unstable vibrations.
In the case cos ψ¼0 the second equation of system (23) is an identity. This equilibrium position of the reduced system is
situated on the straight line ψ¼π/2, and it leads to the equation K 0 ¼ ðL=2ΩÞK7ðN=2ΩÞ cos b1. Here it is difficult to make
some conclusion about evolution of the energy K. To obtain a result on stability of the solution it is necessary to analyze
trajectories in the plane φ, ψ.
For the case when both sin ψa0, and cos ψa0, the equilibrium position for the second Eq. (23) exists if
sin ψ ¼ ðNω2=KðLω2SΩÞÞ cos b1. Thus, one has the inequality jNω2=KðLω2SΩÞjr1; on the other hand, a condition of
existence of cos b1 is jKðLω2SΩÞ=Nω2jr1. So, this equilibrium position exists only for specific value of the energy, which
meets the equality jNω2=KðLω2SΩÞj ¼ 1. From the Eq. (24) it is possible to obtain the following equation for the phase b1:
Lω2SΩ
2Ωω2
tg3b1þ
Δ
2Ω
þK2 P
2Ω
þ R
2ω2
  
tg2b1þ
Lω2SΩ
2Ωω2
tgb1
þ Δ
2Ω
þK2 P
2Ω
þ R
2ω2
  
þ MP
2Ω
þTR
2ω2
 
N2ω22
ðLω2SΩÞ2
¼ 0 (25)
It is clear that in this case variables ψ and φ depend on the energy K, which decreases in time; so, the equilibrium position
is not stationary. This state corresponds to vibrations, which are equivalent to NNM of coupled vibrations of the conservative
sub-system (17). In the dissipative system this NNM is transient nonlinear normal vibration mode (TNNM). It appears only for
some instant of time corresponding to specific value of the system energy that responds to the presented above equality and
to value of the phase b1 determined from the Eq. (25). In the vicinity of this time the system motions are close to this
transient vibration mode. If the initial energy is small, and the energy value corresponding to the mode of coupled
vibrations, is not reached, this transient vibration mode is not realized.
One integrates Eq. (13) by the Runge–Kutta method, choosing the initial values on the interval 0rψð0Þrπ=2 for
Kð0Þ ¼ 0:5; c0 ¼ 0:3; c1 ¼ 0:1; c2 ¼ 0:2; M¼ 1:9; m¼ 0:4; β¼ 0:2; γ ¼ 0:3; r¼ 0:01 and Δ¼ 0;1. The dependence φ(ψ) is
shown in Fig. 9.
One can see in Fig. 9 that trajectories which initially are close to the straight line ψ¼0, then approach the straight line
ψ¼π/2; it means that vibrations, localized on z1, are stable near the resonance, whereas vibrations, localized on z2, lose
stability. Simultaneously some trajectories tend to an equilibrium position corresponding to the mode of coupled vibrations,
and remain near this state until this state exists. So, an appearance of the attractive TNNM of coupled vibrations near9
Fig. 9. Forced resonance on the first fundamental frequency. Dependence φðψÞ.
Fig. 10. Stable mode of localization on coordinate z1. (a) Dependence z1ðtÞ; (b) dependence z2ðtÞ; (c) the variables z1 and z2 in configuration space.resonance for values of ψ and b1, which satisfy to Equation (36), is possible. In some time the mode of coupled vibrations
does not exist, and motions of the system tend to the stable localized mode.
Figs. 10,11 illustrate a behavior of the system (17) near the resonance. Here numerical integration by the Runge–Kutta
method of the 4-th order is used on the interval tA ½0;500 for Ω¼ 0:3996; c0 ¼ 0:3; c1 ¼ 0:1; c2 ¼ 0:2; M¼ 1:9;
m¼ 0:4; β¼ 0:2; γ ¼ 0:2; r¼ 0:15, ε¼ 0:1; Δ¼ 0:01. The initial values z1ð0Þ ¼ 0:5; z01ð0Þ ¼ 0; z2ð0Þ ¼ 0:01; z02ð0Þ ¼ 0 are
chosen for the mode of localization on the coordinate z1, and initial values z1ð0Þ ¼ 0:01; z01ð0Þ ¼ 0; z2ð0Þ ¼ 0:5; z02ð0Þ ¼ 0 are
chosen for the mode of localization on coordinate z2.10
Fig. 11. Unstable mode of localization on coordinate z2. (a) Dependence z1ðtÞ; (b) dependence z2ðtÞ; (c) the variables z1 and z2 in configuration space.In Fig. 10 dependences of the coordinates z1 and z2 versus time and in the configuration place are presented for the mode
of localization on the coordinate z1. A numerical simulation confirms that the localized mode is stable in the vicinity of
resonance. Amplitudes of the variable z2 are essentially smaller than ones of the variable z1. Dependences of the coordinates
z1 and z2 on time and in the configuration space for the mode of localization on the coordinate z2 are presented in Fig. 11.
Numerical simulation shows that this localized mode is unstable in the vicinity of resonance. Amplitudes of the variable z1
are compared with ones of the variable z2. Moreover, one can see (Fig. 11a,b) that near the time instant t¼50 motions of the
system approach to the TNNM of coupled vibrations. It corresponds to results obtained by analysis of the reduced system.
If the time increases, a transfer to the stable mode of localization on the coordinate z1 takes place.
Thus, results of numerical simulation confirm results obtained by analysis of the reduced system for the case of external
resonance on the frequency ω1.3.2. Investigation of external resonance on the second fundamental frequency
To analyze external resonance on the natural frequency ω2, one introduces the detuning parameter Δ by an equality
Ω2 ¼ω22þεΔ.
Applying to the system (13) in the vicinity of resonance the approach described in the sub-Section 3.1, one can obtain
from a condition of the secular generating terms elimination the following system stated with respect to amplitudes and
phases of the solution:
a01 ¼
~L
2ω1
a1
b01 ¼ M2ω1a
2
1þ P2ω1a
2
2
a02 ¼
~S
2Ωa2þ N2Ω cos b2
b02 ¼  Δ2Ω R2Ωa22 T2Ωa21 N2Ωa2 sin b2;
8>>><
>>>:
(26)11
where ~L ¼ ð2ω1=ðβ2β1ÞÞðβ1ηyβ2ηxÞ; P ¼ ð6ð1β1Þð1β2Þ2=ðβ2β1ÞÞðβ2γxþγyÞ, N¼ kβ2=2ðβ2β1Þ; M¼ ð3ð1β1Þ3=ðβ2
β1ÞÞðβ2γxþγyÞ, R¼ ð3ð1β2Þ3=ðβ2β1ÞÞðβ1γxþγyÞ; ~S ¼ ð2Ω=ðβ2β1ÞÞðβ1ηxβ2ηyÞ, T ¼ ð6ð1β2Þð1β1Þ2=ðβ2β1ÞÞðβ1γxþγyÞ.
Then the change of variables, a1 ¼ K sin ψ ; a2 ¼ K cos ψ , permits to obtain the following reduced system:
K 0 ¼ ~L2ω1K sin
2ψþ ~S2ΩK cos 2ψþ N2Ω cos b2 cos ψ
ψ 0 ¼ ð ~L2ω1
~S
2ΩÞ sin ψ cos ψ N2ΩK sin ψ cos b2
b01 ¼ M2ω1K
2 sin 2ψþ P2ω1K
2 cos 2ψ
b02 ¼  Δ2Ω R2ΩK2 cos 2ψ T2ΩK2 sin
2ψ N2ΩK cos ψ sin b2;
8>>>><
>>>>:
(27)
where K is the system energy, ψ is the arctangent of the ratio of amplitudes. Equation for the difference of phases, φ¼b1b2,
can be obtained as
φ0 ¼ M
2ω1
K2 sin 2ψþ P
2ω1
K2 cos 2ψþ Δ
2Ω
þ R
2Ω
K2 cos 2ψ
þ T
2Ω
K2 sin 2ψþ N
2ΩK cos ψ
sin b2 (28)
It is impossible to select the phase difference in the right hand part of the system (27). The second equation of the system
(27) and Eq. (28) are investigated on their equilibrium solutions as functions of the energy K and the detuning parameter Δ.
In the case sin ψ¼0 the second equation of the system (27) is an identity. This relation corresponds to localization of
the system energy on the coordinate z2. It is on the straight line ψ¼0; corresponding equation of the energy is
K 0 ¼ ð ~S=2ΩÞK7ðN=2ΩÞ cos b2. Here it is difficult to make some conclusion about evolution of the energy K. It is necessary
to analyze additionally trajectories in the system configuration space.
In the case cos ψ¼0, a condition of existence of equilibrium position in the second equation of the system (27) gives the
relation cosb2¼0. This equilibrium position of the reduced system is situated on the straight line ψ ¼ π=2, and it leads to
the equation K 0 ¼ ð~L=2ω2ÞK . It is possible to state that the quantity ~L is negative for any parameters of the system. This, the
solution is not attractive, and this equilibrium position corresponds to unstable vibrations.
For the case, when sin ψa0, and cos ψa0, equilibrium positions of the second Eq. (27) requires the following
relation: cos ψ ¼ ðNω1=Kð~LΩ ~Sω1ÞÞ cos b2. From here two inequalities are derived: jNω1=Kð~LΩ ~Sω1Þjr1, and
jKð~LΩ ~Sω1Þ=Nω1jr1. As a result, this equilibrium position exists only for the energy value which meets the following
equality: jNω1=Kð~LΩ ~Sω1Þj ¼ 1. Besides, one has from Eq. (28) the following equation for the phase b2:
~LΩ ~Sω1
2Ωω1
tg3b2þ
Δ
2Ω
þK2 T
2Ω
þ M
2ω1
  
tg2b2þ
~LΩ ~Sω1
2Ωω1
tgb2
þ Δ
2Ω
þK2 T
2Ω
þ M
2ω1
  
þ RT
2Ω
þPM
2ω1
 
N2ω21
ð~LΩ ~Sω1Þ2
¼ 0 (29)Fig. 12. Forced resonance on the second fundamental frequency. Dependence φðψÞ.
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Fig. 13. Unstable mode of localization on coordinate z1. (a) Dependence z1ðtÞ; (b) dependence z2ðtÞ; (c) the variables z1 and z2 in configuration space.In this case the equilibrium position is not the stationary one. The transient nonlinear normal mode of the dissipative system
appears in the time instant when the system energy corresponds to the presented above equality and value of the phase b2
responds to the Eq. (29). In the vicinity of this instant of time the system motion is close to this vibration mode. If the initial
energy is small the TNNM is not realized. Note that it corresponds to NNM of coupled vibrations of the conservative sub-
system (17).
One integrates the Eq. (29) by the Runge–Kutta method of the 4-th order, choosing the initial values on the interval
0rψð0Þrπ=2 for Kð0Þ ¼ 0:5; c0 ¼ 0:3; c1 ¼ 0:1; c2 ¼ 0:2; M¼ 1:9; m¼ 0:4; β¼ 0:2; γ ¼ 0:3; r¼ 0:01 and Δ¼0.1. The
dependence φ(ψ) is shown in Fig. 12. One can see that at the beginning trajectories withdraw from the straight line ψ¼0,
which corresponds to vibrations which are localized on the coordinate z2. The localized mode is unstable for current levels
of energy. Then trajectories approach equilibrium position corresponding to TNNM of coupled vibrations and do a loop near
this position. Note that this position moves in the place φ,ψ. When the energy decreases, and this position vanishes,
trajectories withdraw from it and during some time approach the straight line ψ¼π/2, but do not remain near the last
position because it correspond to unstable vibration mode localized on the coordinate z1. Then the localized on z2 vibrations
became stable, and trajectories approach the straight line ψ¼0.
One illustrates a behavior of the system (17) near resonance using the numerical integration by the Runge–Kutta method
on the interval tA ½0;500 for Ω¼ 0:80877, c0 ¼ 0:3, c1 ¼ 0:1, c2 ¼ 0:2, M¼ 1:9, m¼ 0:4, β¼ 0:2, γ ¼ 0:2, r¼ 0:15, ε¼ 0:1,
Δ¼ 0:01 and initial values z1ð0Þ ¼ 0:3, z01ð0Þ ¼ 0, z2ð0Þ ¼ 0:01, z02ð0Þ ¼ 0 for the mode of localization on the coordinate z1,
and initial values z1ð0Þ ¼ 0:01, z01ð0Þ ¼ 0, z2ð0Þ ¼ 0:3, z02ð0Þ ¼ 0 for the mode of localization on coordinate z2.
In Fig. 13 dependences of the coordinates z1 and z2 on time and in the configuration space for the mode of localization
on the coordinate z1 are presented. Numerical simulation shows that the localized mode doesn't lose stability in the
beginning of the process. Instability develops slowly. Transfer from the localization on z1 to the stable vibration mode
of localization on z2 is shown in Fig. 13c. In Fig. 14 dependences of variables z1 and z2 in time and in the configuration space
for the mode of localization on the coordinate z2 are presented. Numerical simulation shows that this localized mode loses
stability in the vicinity of resonance for some initial time interval. In times close to the value t¼70 motion of the system is
close to TNNM of coupled vibrations. Then one can observe a stabilization of the vibration mode which is localized on the
coordinate z2.13
Fig. 14. Mode of localization on coordinate z2. (a) Dependencez1ðtÞ; (b) dependence z2ðtÞ; (c) the variables z1 and z2 in configuration space.Thus, results of numerical simulation fully confirm results obtained by analysis of the reduced system in region of the
external resonance on the frequency ω2.3.3. Investigation of simultaneous external and internal resonances
One considers a case of simultaneous external and internal resonances. The following detuning of the natural frequencies
ω1 and ω2, and external frequency Ω are introduced: ω21 ¼ ω22þεσ, Ω2 ¼ω21þεΔ1, Ω2 ¼ ω22þεΔ2, Δ2 ¼ Δ1þσ. Then the standard
expansions of the multiple-scale method are used.
Elimination of secular generating terms leads to the next system stated with respect to amplitudes and phases of
solutions:
a01 ¼ L12a1þN12 a2 cos ðb1b2Þ P12Ω½Ba22a1 sin ð2b12b2ÞþðEDÞa21a2 sin ðb1b2ÞFa32 sin ðb1b2Þ δ2Ω cos b1
b01 ¼  Δ12Ω N12a1a2 sin ðb1b2Þþ
P1
2Ωa1
½Aa31þBa22a1 cos ð2b12b2ÞþðEþDÞa21a2 cos ðb1b2ÞþFa32 cos ðb1b2ÞþGa1a22þ δ2Ωa1 sin b1
a02 ¼ L22a2þN22 a1 cos ðb1b2Þ P22Ω½Aa31 sin ðb1b2ÞþðBGÞa22a1 sin ðb1b2ÞþEa21a2 sin ð2b12b2Þþ δ2Ω cos b2
b02 ¼  Δ22Ωþ N22a2a1 sin ðb1b2Þ
P2
2Ωa2
½Aa31 cos ðb1b2ÞþðBþGÞa22a1 cos ðb1b2ÞþDa21a2þEa21a2 cos ð2b12b2ÞþFa32 δ2Ωa2 sin b2;
8>>><
>>>:
(30)
where δ¼ β2k=2ðβ2β1Þ; L1 ¼ ð2=ðβ2β1ÞÞðβ1ηyβ2ηxÞ; N1 ¼ ð2=ðβ2β1ÞÞðβ2ηyβ2ηxÞ, P1 ¼ ð1=ðβ2β1ÞÞðβ2γxþγyÞ; L2 ¼
ð2=ðβ2β1ÞÞðβ1ηxβ2ηyÞ; N2 ¼ ð2=ðβ2β1ÞÞðβ1ηxβ1ηyÞ, P2 ¼ ð1=ðβ2β1ÞÞðβ1γxþγyÞ; A¼ 1þ3β213β1β31; F ¼ 1þ3β223β2
β32, B¼ 1þβ222β2β1β22β1þ2β2β1; D¼ 22β24β1þ4β1β2þ2β212β21β2, G¼ 22β14β2þ4β1β2þ2β222β22β1; E¼
1þβ212β1β2β21β2þ2β2β1:14
Change of variables, a1 ¼ K sin ψ ; a2 ¼ K cos ψ , permits to obtain the following reduced system:
K 0 ¼ K2ðL1 sin
2ψþL2 cos 2ψ ÞþN1 þN22 K cos ψ sin ψ K
3
2Ω½ðP1BP2EÞ cos 2ψ
 sin 2ψ sin ð2b12b2ÞðP1ðDEÞþP2AÞ cos ψ sin 3ψ sin ðb1b2ÞðP1FþP2ðG
BÞÞ cos 3ψ sin ψ sin ðb1b2Þ δ2Ωð cos b1 sin ψ cos b2 cos ψ Þ
ψ 0 ¼ L1 L22 sin ψ cos ψN2 sin
2ψ N1 cos 2ψ
2 cos ðb1b2Þ K
2
2Ω½ðP1ðEDÞ
þP2ðGBÞÞ cos 2ψ sin 2ψ sin ðb1b2ÞþðP2E sin 3ψ cos ψP1B sin ψ cos 3ψ Þ sin ð2b1
2b2ÞþðP2A sin 4ψP1F cos 4ψ Þ sin ðb1b2Þ δ2ΩKð cos b2 sin ψþ cos b1 cos ψ Þ
b01 ¼  Δ12Ω N12 sin ψ cos ψ sin ðb1b2ÞþP1K
2
2Ω ½A sin
2ψþB cos 2ψ cos ð2b12b2ÞþðD
þEÞ  sin ψ cos ψ cos ðb1b2Þþ Fsin ψ cos 3ψ cos ðb1b2ÞþG cos 2ψ þ δ2ΩK sin ψ sin b1
b02 ¼  Δ22Ωþ N22 cos ψ sin ψ sin ðb1b2ÞP2K
2
2Ω ½ Acos ψ sin
3ψ cos ðb1b2ÞþðBþGÞ sin ψ
 cos ψ cos ðb1b2ÞþD sin 2ψþE sin 2ψ cos ð2b12b2ÞþF cos 2ψ  δ2ΩK cos ψ sin b2;
8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:
(31)
where K is the system energy, ψ is the arctangent of the amplitudes ratio. An equation with respect to the difference of
phases, φ¼b1b2 can be written as
φ0 ¼  Δ1
2Ω
þ Δ2
2Ω
 N1
2 sin ψ
cos ψþ N2
2 cos ψ
sin ψ
 
sin ðb1b2Þþ
P1K
2
2Ω
A sin 2ψþB cos 2ψ
h
 cos ð2b12b2ÞþðDþEÞ sin ψ cos ψ cos ðb1b2Þþ
F
sin ψ
cos 3ψ cos ðb1b2ÞþG cos 2ψ
	
þP2K
2
2Ω
A
cos ψ
sin 3ψ cos ðb1b2ÞþðBþGÞ sin ψ cos ψ cos ðb1b2ÞþD sin 2ψ


þE sin 2ψ sin 2ψ cos ð2b12b2ÞþF cos 2ψ
i
þ δ
2ΩK
sin b1
sin ψ
þ sin b2
cos ψ
 
: (32)
We will analyze the second equation of the system (31) and Eq. (32) on their equilibrium states as functions of the energy
K and the detuning parameter Δ.
Relation sin ψ ¼ 0 corresponds to the localized mode of the system (17) with localization on the coordinate z2; relation
cos ψ ¼ 0 corresponds to the localized mode of the system (17) with localization on the coordinate z1.
For relation sin ψ ¼ 0, a condition of equilibrium for the second eq. (31) gives us the following equality:
ΩKN1 cos φþK3P1F sin φ¼ 7δ cos b1. It can be rewritten as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N21þK6P21F2
q
sin ðφþλÞ ¼ 7δ cos b1, where
λ¼ arctgðN1Ω=K2P1FÞ. Conditions of existing of the functions sin ðφþλÞ and cos b1 give two inequalities, respectively,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N21þK6P21F2
q
=δ

r1 and δ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N21þK6P21F2
q
Z1. Thus, one has a condition of existing of the vibration mode,
localized on the coordinate z2, in the following form:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N21þK6P21F2
q
=δ

¼ 1. From the last equality one can obtain
specific values of energy when this transient mode exists. Equation K 0 ¼ L22K8δ cos b2 corresponds to the TNNM. From this
equation it is difficult to draw some definite conclusion about the energy K evolution. It is necessary to analyze trajectories
in the system configuration space.Fig. 15. Case of simultaneous external and internal resonances. Dependence φðψÞ.
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In the case cos ψ ¼ 0, a condition of existence of equilibrium position in the second equation of the system (31) gives us
the following relation: ΩKN2 cos φþK3P2A sin φ¼ 7δ cos b2. One has from here the equalityffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N22þK6P22A2
q
sin ðφþλÞ ¼ 7δ cos b2, where λ¼ arctgðN2Ω=K2P2AÞ. Conditions of existence of the corresponding
trigonometric functions give the next inequalities:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N22þK6P22A2
q
=δ

r1, and δ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N22þK6P22A2
q
Z1. Thus, a
condition of existence of the vibration localization on the coordinate z1 is the following:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω2K2N22þK6P22A2
q
=δ

¼ 1. We can
obtain from here some specific values of the system energy. The equation K 0 ¼ ðL1=2ÞK7δ cos b1 describes a change of
energy for this TNNM. Here, due to a presence of the function b1ðKÞ in this equation, it is difficult to draw a conclusion on the
mode stability; it is necessary to analyze trajectories in the system configuration space too.
Thus, we can conclude that both localized modes can be realized in the resonance region only near such time instants
when specific values of the energy are reached. Other time the energy localization in the system (17) is not observed, that is
the system vibrations are coupled ones ( sin ψa0, cos ψa0).
The system (31) has been integrated by the Runge–Kutta method. The initial values are chosen on the interval
0rψð0Þrπ=2 for Kð0Þ ¼ 0:08, c0 ¼ 0:9, c1 ¼ 1:05, c2 ¼ 0:05, M¼ 40, m¼ 1, β¼ 0:2, γ ¼ 1:5, r¼ 2:205 and Δ1 ¼ 0:05,
Δ2 ¼ 0:108. Corresponding dependences φðψÞ are shown in Fig. 15. One can see simultaneous existence of two equilibrium
positions of the reduced system, which are stated on the straights lines φ¼ 0 and φ¼ π. These equilibrium positions
correspond to NNMs of coupled vibrations of the conservative system (17), which appear as a result of bifurcation in the
vicinity of resonance.
Trajectories withdraw in time from the upper equilibrium position and approach the lower one. Thus, the upper
equilibrium position corresponds to the unstable mode of coupled vibrations, and the lower one corresponds to the stable
mode. Trajectories do not approach straights lines ψ ¼ 0 and ψ ¼ π=2, corresponding to the localized modes. It is necessary to
develop additional investigation to determine the mode stability.
A behavior of the system (17) near resonance can be illustrated by numerical integration using the Runge–Kutta method
on the interval tA ½0;500 for Ω¼ 0:30822, c0 ¼ 0:4, c1 ¼ 0:59, c2 ¼ 0:01, M¼ 10, m¼ 0:1, β¼ 0:2, γ ¼ 0:05, r¼ 0:117, ε¼ 0:1
and Δ1 ¼ 0:05, Δ2 ¼ 0:15 and z1ð0Þ ¼ 0:1, z01ð0Þ ¼ 0, z2ð0Þ ¼ 0:01, z02ð0Þ ¼ 0 for the mode of localization n on the coordinate
z1. Other initial values, z1ð0Þ ¼ 0:01, z01ð0Þ ¼ 0, z2ð0Þ ¼ 0:1, z02ð0Þ ¼ 0, are chosen for the mode of localization on the coordinateFig. 16. Trajectories in the configuration space for the mode of localization on the coordinate z1.
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Fig. 17. Trajectories in the configuration space for the mode of localization on the coordinate z2.z2. Trajectories in the configuration place are presented in Fig. 16 for the mode of localization on the coordinatez1. Similar
trajectories for the mode of localization on the coordinate z2 are presented in Fig. 17. One can see in Figs. 16 and 17 that both
localized modes are unstable, and the transfer to mode of coupled vibrations develops very quickly. Motion of the system
(17) continues in the vicinity of the rectilinear nonlinear normal mode of coupled vibrations.
We can conclude that results of numerical simulation confirm reliability of main analytical results obtained for the
system (13) using a procedure of passage to the reduced system.
One presents now some conclusions about a possibility of vibration localization on original coordinate z1 (or z2) of the
non-autonomous system (13).
It is obtained that in the case of external resonance on the first natural frequency ω1, an appearance of the mode of
coupled vibrations is possible when the energy reaches some value admissible for this mode bifurcation. This bifurcation
exists in some time instant; and other time the system energy concentrates on the stable mode of vibrations localized on
generalized coordinate z1. This localization on generalized coordinate corresponds to the mode x¼ z1, y¼ β1z1 of the
linearized system (13). For the system parameters chosen for numerical integration in Section 3.1 (Figs. 10, 11) one has
β1 ¼ 1:4735, which corresponds to the coupled vibration mode in original system. To guarantee a localization of the
vibration energy at the nonlinear attachment, it is necessary to increase the value of β1. For example, if the parameter c2 has
ten times smaller value, one has β1 ¼ 16:5372, and it gives the localization on the coordinate y, that is at the nonlinear
vibration absorber.
In the case of external resonance on the second natural frequency ω2, an appearance of coupled vibration mode is
possible, as in the preceding case, at some time instant, corresponding to some specific value of energy. This mode exists
only at the time instant; in other moments of time the system vibrations are localized on the generalized coordinatez2;
namely this localized mode is stable in the vicinity of the resonance. It corresponds to the mode x¼ z2, y¼ β2z2 of the
linearized system (13). For the system parameters chosen for numerical integration in Section 3.2 (Figs. 13, 14) one has the
value β2 ¼ 3:2235, corresponding to coupled vibrations of the linearized system. To guarantee the vibration energy
localization at the nonlinear attachment, it is necessary to increase the absolute value of β2. In particular, if a mass of the
absorber m has ten times smaller value, one has β2 ¼ 45:543; it gives a localization on the coordinate y, that is at the
nonlinear absorber.
In the case of simultaneous existence of external and internal resonances in the system (13) the localization of energy is
possible only at some time instant. At any other time the localization is not realized, and the system trajectories approach
the mode of coupled motions. The following relation can describe the motion of initial system (13): x¼ z1þ f ðz1Þ,17
y¼ β1z1þβ2f ðz1Þ. It is clear from the relation (15) that the condition of internal resonance is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2xω2yÞ2þ4ω2yq
q
¼ εδ, i.e., it is
necessary to minimize the expression
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðω2xω2yÞ2þ4ω2yq
q
to get into the internal resonance vicinity. The minimum can be
obtained by ω2x ¼ ω2y , and 4ω2yq-0. Then one has from (16) the following equality: β1;2 ¼7 ðωy=
ffiffiffi
q
p Þ¼ 7
ffiffiffiffiffiffiffiffiffiffiffi
M=m
p
. Thus, in the
vicinity of internal resonance y¼ β1ðz1 f ðz1ÞÞ. It is possible (theoretically) to obtain the energy localization at the nonlinear
absorber using essential increasing of the parameter β1
 . Taking into account the condition ω2x ¼ω2y one has c¼ ðβ211Þc2,
i.e., there are two possibilities: either a stiffness of the elastic system c is very big, or a stiffness of the absorber c2 is very
small. As a result, this case is the most unfavorable for absorption of vibrations because it is difficult to guarantee such
energy localization from the physical point of view.
4. Conclusions
It is shown that effective analysis of the behavior of dissipative nonlinear systems in the vicinity of resonance can be carried
out using the reduced system stated with respect to the system energy, the arctangent of the vibration amplitudes ratio, and
the phase difference. In particular, the dynamics of the spring–mass–pendulum dissipative system (1) is investigated in the
vicinity of internal resonance by means of the reduced system. It is obtained that depending on the detuning parameter and
the system initial energy it can get into a region where vertical vibrations lose stability and there is a transition to motions
which correspond to interaction of two NNMs of coupled vibrations. Thus, a bifurcation takes place. Eventually, if the system
energy decreases, motions leave this region, the vertical vibrations become stable, and bifurcation disappears. An additional
analysis of stability of the vertical vibration mode made on the basis of the equations in variations confirms that the stability
depends on time: namely, a region of the vertical vibrations instability decreases with increasing of time.
Dynamics of the nonlinear dissipative system (13) with a nonlinear vibration absorber is investigated by means of the
corresponding reduced systems in cases of forced resonances on the first and second natural frequencies and at
simultaneous external and internal resonances. In the vicinity of the external resonance on the first natural frequency, a
localization on the generalized coordinate z1 is observed; in the vicinity of external resonance on the second natural
frequency, there is a localization on the generalized coordinate z2. Conditions of appearance of bifurcations for cases of
external resonances are received: namely, an existence of the coupled vibrations depends on the energy level and it is
possible only for some value of time. In the vicinity of this value of time, motions of the corresponding conservative system
are close to the mode of coupled vibrations. These vibration regimes are called transient nonlinear normal vibration modes
(TNNMs). In the case of simultaneous external and internal resonances the long-term localization of energy is not observed,
and motions of the system come close to a mode of coupled vibrations. There is a bifurcation, namely: two modes of coupled
vibrations appear, and an existence of the localized modes depends on energy level and the system parameters; it is possible
for specified values of energy. In this case the localized modes are TNNMs. Conditions of localization of energy on the
nonlinear vibration absorber are obtained. Favorable and unfavorable cases for the energy localization are selected.
Analytical results obtained for systems under consideration are confirmed by numerical simulation.
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