, granulometries depend on a single sizing parameter for each structuring element forming the filter. Size distributions resulting from these granulometries have been used to classify texture by using as features the moments of the resulting pattern spectra. The concept of granulometry is extended in such a way that each structuring element has its own sizing parameter and the size distribution is multivariate. Whereas with univariate granulometries the normalized size distribution (pattern spectrum) is easily shown to be a probability distribution function, this proposition is more difficult to show for multivariate granulometries. Its demonstration is the main theoretical result. The classical single-structuring-element granulometries appear as marginal size distributions and the single-parameter multiple-structuringelement granulometries result from setting all parameters equal in a multivariate granulometry. Because of the greatly expanded freedom in choosing parameters, multivariate granulometries can discriminate textures that are indistinguishable using single-parameter granulometries. Texture classification proceeds by taking either the Walsh or moment transform of the multivariate pattern spectrum, obtaining a reduced feature set by applying the Karhunen-Loè ve transform to the Walsh or moment features, and classifying textures via a Gaussian maximumlikelihood classifier. For the disjoint multiprimitive random set model, multivariate granulometric moments are represented in terms of sizingdistribution moments and shown to be asymptotically normal. Formulas are given for their asymptotic mean and variance. © 1997 Society of PhotoOptical Instrumentation Engineers. [S0091-3286(97) 
Introduction
Binary granulometries were introduced by Matheron to characterize size and shape information in random sets. 1 He defined granulometries axiomatically to provide a characterization of sieving filters and developed a general representation theory. A granulometry is a one-parameter filter class ͕⌿ t ͖ that provides ever greater image diminution as t increases. This paper discusses a multiparameter extension of the most important class of granulometries and shows how the classical approach to granulometric texture classification is enhanced by employing this extension.
We briefly describe the class of granulometries to be extended, leaving the general theory and details to the literature. 2, 3 Let Bϭ͕B 1 ,B 2 , . . . ,B n ͖ be a collection of compact, convex sets and, for tϾ0, define the filter ⌿ t by
The family ͕⌿ t ͖ is a Euclidean granulometry with generator B ͑Ref. 1͒; for t ϭ 0, we define ⌿ 0 (S)ϭS, and, because B is finite, ͕⌿ t ͖ is a finite-generator granulometry. For all tϾ0, ⌿ t is a -opening, meaning that it is translation invariant, increasing, antiextensive, and idempotent. For each t, tB is the base of ⌿ t . The invariant class of ⌿ t , Inv͓⌿ t ͔, consists of all sets S such that ⌿ t (S)ϭS and is composed of unions of translates of sets in the base. If tуr, then ⌿ t (S)ʚ⌿ r (S) and Inv͓⌿ t ͔ʚInv͓⌿ r ͔. The simplest granulometry has Bϭ͕B͖ and reduces to a class of openings ͕S ‫ؠ‬ tB͖. As defined by Matheron, there is a more general class of Euclidean granulometries but only Euclidean granulometries of the kind defined in Eq. ͑1͒ have been used in applications. For fixed S, define ⍀(t)ϭ␣͓⌿ t (S)͔, where ␣ denotes Lebesgue measure ͑area͒, and ⍀(t) is a decreasing function of t, known as a size distribution. If S is compact, then ⍀(t)ϭ0 for sufficiently large t. The normalized size distribution ⌽(t)ϭ1Ϫ⍀(t)/⍀(0) increases from 0 to 1 and is continuous from the left, 1 so that it is a probability distribution function, and its generalized derivative ⌽Ј(t)ϭd⌽(t)/dt is a probability density of mixed type. Distribution ⌽(t), as well as ⌽Ј(t), is known as the granulometric size distribution or pattern spectrum of S relative to the generator B ͑see Refs. 4 to 7 for discussions of granulometric and morphological spectra͒.
Since ⌽Ј(t) is a probability density, it has moments. These are used for texture classification. [8] [9] [10] [11] As typically employed, several primitive structuring elements B 1 , B 2 , . . . , B m are chosen and singleton-generator granulometries ͕S ‫ؠ‬ tB j ͖, j ϭ 1,2, . . . ,m, are performed, thereby producing pattern spectra ⌽ 1 ,⌽ 2 , . . . ,⌽ m . The first three moments of each are found, thereby yielding 3m features.
Owing to randomness of the image process, ⌽(t) is a random function and its moments are random variables having their own statistical distributions. The moments are employed in a Gaussian maximum-likelihood classifier and some feature selection/reduction technique is used to produce a reduced feature set giving good classification among a texture set. For many random-set models, the moments are asymptotically Gaussian 12,13 ͑as the grain count increases͒.
Rather than use a number of singleton-generator granulometries, one can use a single granulometry whose generator contains several sets ͓Eq. ͑1͔͒-for instance, several linear structuring elements ͑whose properties are well understood 13 and that provide fast implementation 14 ͒. A single granulometry yields a size distribution of a single variable and structuring elements grow at the same rate so that their relative sizes are constant. A more general approach that can draw more size and shape information is to allow each structuring element to be multiplied by its own scalar variable, independent of other structuring-element scalings. The result is a multivariate granulometry.
Multivariate Granulometries and Size Distributions
Let Bϭ͕B 1 ,B 2 , . . . ,B n ͖ be a collection of compact, convex sets and, to avoid useless redundancy, suppose that no set in B is open with respect to another set in B, meaning that, for i j, B i ‫ؠ‬B j B i . For any n-vector tϭ(t 1 , t 2 , . . . ,t n ), t i Ͼ0, for i ϭ 1,2, . . . ,n, define
For any tϭ(t 1 ,t 2 , . . . ,t n ) for which there exists t i ϭ0, define ⌿ t (S)ϭS. Here ͕⌿ t ͖ is an n dimensional multivariate granulometry with generator B. The corresponding multivariate size distribution for S is defined by ⍀(t) ϭ␣ ͓⌿ t (S)͔ and the corresponding normalized multivariate size distribution ͑multivariate pattern spectrum͒ by ⌽(t)ϭ1Ϫ⍀(t)/␣(S). where it should be recognized that the limit is achieved for sufficiently large u 1 , u 2 , . . . ,u m . Marginality is relative to a given compact set S; it is not true that there is a single value t n,0 such that, for t n уt n,0 , ⌿ t 1 ,t 2 ,...,t n (K) ϭ⌿ t 1 ,t 2 ,...,t nϪ1 (K) for all compact sets K. The action of a bivariate granulometry on a unit diamond with vertical and horizontal linear structuring elements is shown in Fig. 1 . Besides the actual geometric ef- fects of the particular example, it is important to note in Fig. 1͑g͒ Figs. 1͑a͒, 1͑f͒, 1͑d͒, 1͑e͒ , and 1͑b͒ and 1͑c͒, respectively.
Application of univariate granulometries to texture classification via granulometric moments depends on the univariate granulometric size distribution being a probability distribution function. For one parameter, this is easily demonstrable because the normalized size distribution increases from 0 to 1 and is left continuous owing to upper semicontinuity of the granulometries. 1 In the multivariate setting the situation is more complicated. To prove that an n-dimensional function F is a probability distribution function, one has to show the following four conditions ͑Ref. 15, p. 24͒, where conditions in Figs. 1͑c͒ and 1͑d͒ are stated relative to left continuity ͑which is mathematically equivalent to stating them relative to right continuity ͓Ref. 16, p. 175͔͒: For the normalized multivariate size distribution ⌽͑t͒, conditions a and b follow directly from the definition ͑with 0 replacing Ϫϱ in condition b͒ and argumentwise left continuity follows from the upper semicontinuity of the multivariate granulometry ͑itself following from Matheron's univariate arguments 1 ͒. The requirement that the mixed difference ⌬⌽ ͓a,b͒ for any cell ͓a,b͒ in R n be nonnegative is more difficult to show in the multivariate setting than in the univariate, where nonnegativity of ⌬⌽͓a,b͒ follows at once from the fact that ⌽ is monotonically increasing for nϭ1. At this juncture, we state the multivariate theorem and leave the proof to the appendix. Theorem 1. If ͕⌿ t ͖ is a multivariate granulometry with generator B‫͕؍‬B 1 ,B 2 , . . . ,B n ͖ composed of compact, convex sets, no one of which is open with respect to another, and ⌽ is the normalized size distribution corresponding to ͕⌿ t ͖, then there exists a probability space (⌸,⌶, P) and
For univariate granulometries it is common to employ ⌽Ј because the derivative provides a density that is conducive to probabilistic intuition. Because ⌽ is not generally differentiable, ⌽Ј must be interpreted as a generalized function. Similar considerations apply to multivariate size distributions; however, here the generalized and the multivariate pattern spectrum ⌽Ј͑t͒ϭ‫ץ‬ n ⌽͑t͒/‫ץ‬t 1 •••‫ץ‬t n results from generalized partial derivatives. To avoid delving into the theory of generalized partial derivatives and concentrate on the statistical aspects of granulometric analysis and its application to texture classification, we do not pursue a detailed mathematical account of ⌽Ј and, instead, continue to use ⌽ itself. Consequently, integrals in which the pattern spectrum appears as a kernel take the form of Stieltjes integrals involving d⌽.
Multivariate Granulometric Classification
Given an image S, the mapping S→⌽͑t͒ preserves more structural information then conventional univariate granulometries. All information provided by a univariate granulometry with generator Bϭ͕B 1 ,B 2 , . . . ,B n ͖ is contained in the multivariate granulometry using generator B. Consequently, the class of textures mapping to the same multivariate granulometry is smaller and there are texture classes having different multivariate size distributions with generator B but the same marginal and univariate multiplestructuring-element size distributions. Multivariate granulometries represent a more unified and complete environment to extract texture features for classification purposes.
We provide some examples to demonstrate how a multivariate granulometry can distinguish textures that cannot be distinguished by either the marginal granulometries or the univariate granulometry with the same generator. Consider two textures, S 1 and S 2 , consisting of equal numbers of disjoint translates of texons T 1 , T 2 and T 3 , T 4 , respectively, as shown in Fig. 2 . Let there be k disjoint repetitions of T 1 and T 2 in S 1 and k such repetitions of T 3 and T 4 in S 2 . Figure 3 shows the multivariate size distributions of these textures using horizontal and vertical structuring elements. The bivariate size distributions of the two textures differ at (t 1 ,t 2 )ϭ(2,2) and ͑2,3͒ ͑encircled values͒ and therefore distinguish S 1 from S 2 . The marginal size distributions using horizontal or vertical structuring elements alone can be obtained by sampling the multivariate size distribution along the horizontal or vertical dotted lines, respectively ͓Figs. 3͑a͒ and 3͑b͔͒. Along these trajectories, the marginal size distributions are the same and cannot distinguish the textures; however the univariate -granulometric size distribution ͑the diagonal dotted line͒ obtained by scaling both structuring elements by the same factor captures a feature that can distinguish them. 
, and T 4 , respectively, where the prime denotes the transpose operator. These textures cannot be distinguished by traditional granulometries using vertical and horizontal structuring elements. Realizations of these textures are shown in Fig. 4 . The corresponding bivariate size distributions resulting from vertical and horizontal structuring elements are given in Fig. 5 , where the circled entries show the distinguishing features of the bivariate size distributions. For practical application it is important to note that the number of distinguishing bivariate features increases as the texture primitives get larger. This is because the number of bivariate features increases quadratically, while the number of features constrained to the marginal and univariate size distributions increases linearly.
The transformation S→⌽(t) provides a characteristic of S and features are generated by mapping ⌽ into multivariate moments or some other representation ͑or partial representaion͒ of ⌽(t). In this paper, we apply the original moment methodology 8 in the multivariate context and also apply linear projection representation via the Walsh basis. From a continuous perspective, moment and Walsh transformations are relative to Stieltjes integrals; however, since we will be applying the methodology digitally, computation will be on the discrete differential d⌽. The multivariate granulometry will be constructed from vertical and horizontal linear structuring elements. We empirically find d⌽͑t͒ for textures that are quite close ͑both artificial and real͒ and test to see if they can be discriminated by the Walsh and moment features of ⌽͑t͒. Classification is done using a Gaussian maximum-likelihood classifier.
For any nonnegative-integer vector kϭ(k 1 ,k 2 , . . . , k n ), the k'th moment of the pattern spectrum ⌽ is computed via the Stieltjes integral
The moment is said to be of order kϭk 1 ϩk 2 ϩ . . . ϩk n . Unlike the discrete Walsh transform, the projection on a finite number of moments is an incomplete functional mapping: all moments are needed to obtain an invertible mapping. Moments tend to have faster convergence and generate features that visually correlate to a probed texture; however using high-order moments needed for a more complete representation causes computational problems. One needs to carefully watch for overflow errors. In addition, the covariance matrix corresponding to such a feature set is highly imbalanced, thereby affecting eigenvalue computation and degrading classifier performance due to increased variance. Employing fractional moments that use a kernel of the sort t 1 k 1 /c t 2
•••t n k n /c , c a positive constant greater than 1, can help mitigate these problems. After finding a representation of ⌽͑t͒, we obtain a reduced and high-classification feature set by applying the Karhunen-Loève transform to the features. As used here, the Karhunen-Loève axes are defined by the eigenvectors e 1 ,e 2 , . . . ,e D ͑associated with the eigenvalues 1 , 2 , . . . , D ͒ of the average covariance matrix ⌶ ͑pooled covariance͒ defined as (1/m)⌺ iϭ1, . . . ,n ⌶ i , where ⌶ i denotes the covariance matrix for pattern class i. We select transform features according to the magnitude of the eigenvalues, dimensional reduction resulting from choosing the first d eigenvectors corresponding to the largest d eigenvalues.
Experimental Results for Texture Classification
Three synthetic textures based on a random Boolean model and three real textures are employed separately to test the discriminative power of multivariate granulometries with respect to slight texture variations using vertical and horizontal linear structuring elements. All Walsh transform co- efficients and a similar number of fractional moments of the 2D pattern spectra are extracted into feature vectors to obtain texture representations as complete as possible. This approach differs from what has been done in the univariate case where only the first three granulometric moments corresponding to diverse structuring elements were used as features. 
Simulations with Synthetic Textures
The three textures of Fig. 6 have been synthesized from two different random grain processes: an identical background process made of ellipses rotated uniformly over 360 deg with uniformly distributed axes a and b ͓Fig. 7͑a͔͒ and three different foreground triangle processes with uniformly distributed height parameter c ͓Fig. 7͑b͔͒. Figure 7 also shows the probability densities used for the random parameters. The background parameters have been chosen to mask the discriminatory information added by the pattern spectrum of the foreground triangle processes. With the SNR held constant, only differences in the triangle processes provide discriminatory information. The signal process was intentionally chosen to increase the spectral overlap between texture classes because the portion of a large isosceles triangle removed by opening with either a horizontal or vertical structuring element is another smaller isosceles triangle. Using the local granulometric method, 17 the multivariate granulometry was run on the entire realization and pixel counting was done in a local window ͑50ϫ50͒. Six hundred samples were taken for each class and the Gaussian maximum-likelihood classifier based on a Mahalanobis-like distance measure was trained on these samples. In all cases, the pattern-spectrum dimensions need not exceed 32ϫ32 because this is sufficient to capture the largest grains. In implementation, the size distribution was downsampled by opening with every other structuring element size, thereby reducing the pattern spectrum to 16ϫ16. The entire transformation protocol is shown in Fig. 8 .
Treating each value of the size distribution as a feature, there are, prior to transformation, 256 features. Walsh representation preserves this number. On the other hand, only 253 multivariate moments up to order 22 are used. The Karhunen-Loeve transform provides decorrelated feature vectors arising from the original Walsh and moment representations and packs most of the information into a relatively small number of features. When all Walsh or moment features were employed, classification accuracy was less than 35%, which is almost random ͑given three textures͒. This is due to the choice of highly similar textures. Performance degradation after the inclusion of sufficient features to cause severe overlapping between different texture classes is known as the ''peaking phenomenon.'' The eigenvalues where the peaking phenomenon occurs are very close to zero and their computation suffers from underflow errors. Since the eigenvalues are sorted in descending order, recognition accuracy should be studied up to the number of features prior to degradation. This is legitimate because a zero eigenvalue means that the feature contains only redundant information. The eigenvalues were sorted in descending order because, when sorted according to SNRs ͑Ref. 18͒, underflow errors in some of the near-zero eigen- Classification results using KL feature selection for moment and Walsh features for both trained and untrained data sets are shown in Figs. 9 and 10, respectively. High recognition rates ͑relative to texture similarity͒ are obtained with both methods with a small number of features. The maximum classification rate for moment features with trained data is about 98% and is achieved with 37 features ͑93% for untrained data with 50 features͒. This is only a 10% increase from the classification rate achieved with one KL transformed feature ͑a 5% increase for the untrained data set͒. Such a high classification rate with a single KLtransformed feature results from fast convergence of the moment representation. The slightly lower results for the untrained data set are mainly due to the incompleteness of a finite set of moment bases and to the amount of training data. Using a larger training data set would reduce the difference between the two classification rates. In comparison, 100% recognition rate is achieved with the Walsh features for the trained data set using only the first 29 features ͑97% with the untrained data set using the first 45 features͒. Despite a better optimal recognition rate and a smaller gap between maximum trained and untrained data classification rates, the startup accuracy with Walsh features is poorer: it took 20 features to bring the recognition rate up to an acceptable level.
Simulations with Real Textures
The preceding classification procedure was next applied to three real-world textures of Fig. 11 taken from Brodatz.
19
The images were first scanned using an Apple scanner at 150 dpi, smoothed by using a 2-pixel Gaussian blur kernel, and finally adaptively thresholded to keep the SNR constant for all three classes. The preprocessing yields the three texture realizations of Fig. 12 . Classification results using KL feature selection for moment and Walsh features for both trained and untrained data sets are shown in Figs. 13 and 14, respectively. Classification rates were similarly high for moment and Walsh features. The gap between the trained and untrained data was slightly lower and the recognition rates were slightly higher with Walsh features ͑100% with 16 features͒. Overall, classification accuracy was better for textures taken from Brodatz. This is due to the large mutual ''distance'' between pattern spectra of the real-world textures, as opposed to the synthetic textures which possess strongly overlapping spectra.
Statistical Analysis of Multivariate Granulometric Moments
When S is modeled as a compact random set, the moment features (k) (S) are random variables and their characterization is a central concern of granulometric analysis. The next theorem, whose proof is given in the appendix, provides a representation of these moments for a large class of granular images. It is the multivariate form of the granulometric mixing theorem. 
then, for the multivariate granulometry ͕⌿ t ͖ of Eq. ͑2͒,
where kϭk 1 ϩk 2 ϩ . . . ϩk n . The Taylor expansion of r i j 2ϩk about r i the sample mean of r i1 , r i2 , . . . ,r im i is given by
where rϭE͓r i ͔. Therefore Eq. ͑6͒ can be rewritten as
where m il is the l'th sample central moment of r i1 , r i2 , . . . ,r im i . The representation for (k) (S) in Eq. ͑6͒ is similar in form to the granulometric mixing theorem ͑Ref. 13, Theorem 6͒ for the model of Eq. ͑5͒ except that in the previous work the vector k is replaced by a scalar. While algebraically of the same form, the geometric content of the granulometric moment coefficients (k) (A i ) is different. Differences in the proof result mainly from our reliance on Stieltjes integration. The similarity of form enables us to draw immediate corollaries from Ref. 13 .
For the single-image-primitive case, Eqs. ͑5͒, ͑6͒, and
respectively, where m l is the l'th sample central moment of r 1 , r 2 , . . . ,r m . Suppose S is a random set for which the scalars r 1 ,r 2 , . . . ,r m are independent and identically distributed. By the form of Eq. ͑10͒, the discussions of Refs. 12 and 13 apply and, as there, we can apply a theorem of Cramér 20 to conclude that (k) (S) is asymptotically normal ͑as m→ϱ͒ and asymptotic expressions can be obtained for the statistical moments of granulometric moments (k) (S). In particular, it can be shown that the expectation ), respectively.
In the multiprimitive setting of Theorem 2, we can state a multivariate extension of the univariate asymptotic granulometric mixing theorem 21 that is used to estimate sizing parameters and mixture proportions in random sets. The form of Theorem 2 is such that the original ͑long͒ proof goes through with some notational changes ͑and is omitted͒. In stating the theorem, we let u be the numerator in Eq. ͑6͒ divided by m; let v be the denominator divided by m; let H(u,v)ϭu/vϭ (k) (S), where mϭm 1 ϩm 2 ϩ . . . ϩm d is the total sample size; and let Eu and Ev be the expectations E͓u͔ and E͓v͔ of u and v, respectively. Theorem 3. Let S be a random set of the form given in Eq. ͑5͒ for which the random grain-sizing variables r i j are independent, r i j is selected from a sizing distribution ⌸ i possessing moments up to order kϩ2, the counts m 1 
Conclusion
Multivariate granulometries have been introduced, their pattern spectra have been shown to form probability distribution functions, and they have been shown to have greater discriminatory power than classical univariate granulometries. In particular, the local granulometric-moment method for texture classification has been applied to multivariate granulometric pattern spectra using moment and Walsh features in the context of Stieltjes integration. Using Karhunen-Loève feature selection, the moments have achieved good classification rates for only slightly deviating synthetic textures and perfect classification for close real-world textures. The representation of univariate granulometric moments has been extended to multivariate granulometries, the moments have been shown to be asymptotically normal, and the asymptotic representations and convergence rates have been shown to hold in the disjoint multiprimitive random grain model.
Appendix

Proof of Theorem 1
The proof consists mainly of two lemmas. First, we recursively express the mixed difference ⌬F͓a,b) for any cell ͓a,b͒ in R n ; second, we demonstrate a technical lemma concerning the preceding recursive expression and measure, and then we put the two together to get the theorem.
Each of the 2 n vertices of ͓a,b͒ in R n is characterized by its coordinate vector (z 1 ,z 2 , . . . ,z n ), where each z i is either a i or b i with a i рb i . Let ⌬ k,n denote the set of C n k ϭn!/k!(nϪk)! vertices for which exactly k of the z i are a i . For kϭ0,1, . . . ,n, the ⌬ k,n partition the set ⌬ of all vertices by
In two dimensions, the cell ͓a,b͒ is a rectangle and the condition can be alternatively written as
The expression in Eq. ͑16͒ corresponds to the Stieltjes measure of the rectangle R 2 ϭ͓a 1 ,b 1 )ϫ͓a 2 ,b 2 ) and is obtained by subtracting 1D mixed differences corresponding to opposite sides of R 2 . Referring to the eight vertices of the prism in Fig. 15 , the 3D condition can be written as
and is obtained by subtracting the 2D rule on the lower plane from the 2D rule on the higher plane, which themselves are recursively obtained by a similar subtraction of 1D rules. This formulation is more adequate to study the sign of ⌬F due to implicit recursive pairwise couplings. The first lemma shows that the geometric characterization of the right-hand side expressions of Eqs. ͑16͒ and ͑17͒ can be generalized to R n , where 2 n vertices are used and a sum of samples from F weighted by a 2 n -periodic function w n (i) taking values 1 or Ϫ1 at 2 n points forming the cell R N is used to form the recursive expression. Define the expression ⌬ 0 F n recursively by Fig. 15 The components of vertices of a cell in three dimensions.
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where v i and v 2 nϪ1 ϩi possess the same first nϪ1 components for iϭ1,2, . . . ,2 nϪ1 , with the last components of v i and v 2 nϪ1 ϩi being b n and a n , respectively. This formulation allows the recursion to be carried over to the coefficients w n (i). If we mark the dimension in Eq. ͑15͒ by writing ⌬F n , then Eqs. ͑16͒ and ͑17͒ say that ⌬F 2 ϭ⌬ 0 F 2 and ⌬F 3 ϭ⌬ 0 F 3 , respectively.
Proof. We must show that w n (i) in Eq. ͑18͒ has the value (Ϫ1) k for all v i ⌬ k,n , 0рkрn. For n ϭ 1, this is trivial ͓in fact, the identity is shown for n ϭ 2 and n ϭ 3 in Eqs. ͑16͒ and ͑17͔͒. For induction, assume ⌬F n ϭ⌬ 0 F n ͓that is, the expression in Eq. ͑18͒ yields C n k vertices belonging to ⌬ k,n for which w n (i) is equal to (Ϫ1) k ͔ and show this implies that ⌬F nϩ1 ϭ⌬ 0 F nϩ1 ͓that is, show the expression for ⌬ 0 F nϩ1 yields C nϩ1 k vertices belonging to ⌬ k,nϩ1 for which w nϩ1 (i)ϭ(Ϫ1) k ͔. According to Eq. ͑18͒,
Since the last component of all F arguments in the first sum of Eq. ͑19͒ is b nϩ1 , the induction hypothesis implies that first sum contributes C n k vertices to ⌬ k,nϩ1 , 0рkрn, with w nϩ1 (i)ϭ(Ϫ1) k . Because the last component of all F arguments in the second sum is a nϩ1 and is subtracted from the first sum, the induction hypothesis implies that the second sum contributes C n k vertices to ⌬ kϩ1,nϩ1 , 0рkрn with w nϩ1 (i)ϭ(Ϫ1) kϩ1 . Since k is arbitrary, we can replace it by kϪ1 to conclude that the second sum contributes C n kϪ1 vertices to ⌬ k,nϩ1 for 1рkрnϩ1. Consequently in a given partition ⌬ k,nϩ1 , there are
Before proceeding to the second lemma, to motivate and elucidate the technical inductive argument we first demonstrate that the mixed difference ⌬F 2 of the bivariate size distribution ⌽ 2 , which we denote as ⌬⌽ 2 , is nonnegative. 
Lemma 2.
Suppose C 1 ,C 2 , . . . ,C n and C 1 Ј , C 2 Ј , . . . ,C n Ј are collections of sets such that C j ʚC j Ј for jϭ1,2, . . . ,n, and C n i ϭC The case for n ϭ 2 has been shown in Eqs. ͑21͒ and ͑22͒ ͑by ignoring ␣͓S͔ Ϫ1 ͒. Letting Eqs. ͑23͒ and ͑24͒ compose the induction hypothesis, we demonstrate the relationship for n ϩ 1. Since the sum of w n (i) from i ϭ 1 to 2 n is 0 and 
͑33͒
Perhaps a few comments are in order regarding the second equality of Eq. ͑33͒. Because A i is compact, for each i the multiple Stieltjes integral involves a bounded integrand over a compact set. For any probability distribution function F and n-dimensional rectangle R, ⌬F 0 (r i j R) ϭ⌬F(R), where F 0 (t 1 , . . . ,t n )ϭF(t 1 /r i j , . . . ,t n /r i j ). Hence, if ⌶ and ⌶ 0 denote the probability spaces for the Lebesgue-Stieltjes measures corresponding to F and F 0 , respectively, then the mapping : ⌶→⌶ 0 by (t 1 , . . . ,t n )ϭ(r i j t 1 , . . . ,r i j t n ) is a morphism of the probability spaces ⌶ and ⌶ 0 . Consequently, for any integrable function g on ⌶ 0 , g is integrable on ⌶ and E͓g͔ϭE͓g͔ ͑Ref. 22͒. This is precisely the content of the second equality of Eq. ͑33͒. Finally, note that despite the fact that the Euclidean condition does not generally apply in the multivariate setting, the fact that it applies for individual constituent openings is sufficient to deduce the multivariate extension of the univariate moment expression.
