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Abstract 
In this paper a new method of Adaptive Genetic Algorithm (AGA) is introduced to optimize the back propagation 
neural network for Image restoration. In this new AGA, we added permutation operator in addition to traditional 
mutation and Pooling Operator is introduced. To increase the convergence rate, we used adaptive crossover rate and 
mutation rate. It has been observed that with the addition of these two operators, the use of Genetic Algorithms (GA) 
for navigating the optimal combination of solution is more effective and the convergence can be achieved with more 
accuracy. In addition, it also decreases the value of Mean Square Error (MSE) significantly. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction 
In the field of Image Processing, Image Restoration (IR) is given lot of attention due to its importance. 
To do any type of image processing, real image without noise is mandatory. The quality and originality of 
any image can be effected by lot of external or internal factors e.g. while capturing or transferring from 
one medium to another etc. may result in noisy image. For further processing, IR is needed to get the 
original image [1]. In the beginning, IR has been done by using filters like Kalman, Weiner etc.[2,3] 
which are unable to provide generalized solution due to limitations, lack of versatility and other 
drawbacks. To overcome the drawbacks, Neural Networks are considered as good alternatives. Different 
type of Neural Networks are available however Associative Memory based (Hopfield NN), Adaptive 
resonance theory based networks and Back Propagation Neural Networks (BPNN)[4] gained more 
popularity. Among these, BPNN is the most widely used NN. BPNN searches on the error surface by 
means of gradient descent technique in order to minimize the error criterion 
* * Corresponding author.  
E-mail address: uflibra@gmail.com. 
Open access under CC BY-NC-ND license.
Open access under CC BY-NC-ND license.
3029Umar Farooq et al. / Procedia Engineering 29 (2012) 3028 – 30322 Umar Farooq, Shen Ting-Zhi, Zha  San Yuan & Muhammad Imran / Procedia Engineering 00 (2011) 000–000 
1 2( )
2
E T Oj ji
∑= −  (1) 
Where jT is the largest output and jO  is the output calculated by the network. It is therefore likely to get 
struck in local minima. On the other hand, there exists Genetic Algorithms (GA), which is adaptive search 
and optimization algorithms, though not guaranteed to find global optimum solution but have been found 
good at finding “acceptably good” solution to problems with less number of iterations [5]. The idea to 
hybridize follows naturally. Whitley and co-workers worked on the optimizing the BPNN solution with 
GA [6, 7]. Later, other researchers also explored this hybrid approach with different variations and 
introducing adaptive coefficients [8, 9]. While focusing on the problem of IR and using hybrid approach 
of BPNN & GA, new operator and adaptive existing operators are used. The results show that this method 
is more effective as compared to existing methods in use. 
2. AGA Optimization of BPNN 
The BPNN is a multilayer feed forward NN with the characteristics of weight adjustment using BP 
algorithm. In the feed forward part, the noisy sample is passed through the NN and result is compared 
with corresponding original part of image. If the actual output is not same as anticipated output, the error 
is returned in order to adjust the weights accordingly and repeat the same process. In BPNN, mostly 
random weighs are generated in the beginning and later optimized using different methods of BP. 
However, still the initial weights are of much importance and leave a huge impression on learning and 
optimization of network. 
2.1. BPNN Design 
The BPNN for IR problem is based on non-linear field-to-pixel mapping relation [9]. However, for 
getting better results, we took 3×3 pixel size for input and kept the same number of neurons in the hidden 
layer while output layer contain only one neuron. Therefore resulting total 19 neurons (l=9, m=9 & n=1)
in the system. Where l, m & n are input, hidden and output layers respectively. For this system we will 
need 81 neurons (l×m=9×9) for input-to-hidden layer and 9 neurons (m×n=9×1) for hidden to output 
layer. Summing up altogether 90 weights need to be computed through AGA. 
2.2. AGA Algorithm with BPNN 
The structure of algorithm here is such that AGA is used for the initialization of weights and later the 
BPNN is optimized traditionally. Due to complexity of problem and bigger search space, either the 
convergence may take more iteration or we need to introduce dynamic operators in contrast to traditional 
operators.  
2.2.1. Coding 
In GA, coding is considered as one of the most important part. Mostly coding depends on type of 
problem and size of search space. In our IR problem, we need 90 weights to be optimized. We will code 
one gene as single weight and later 90 genes will constitute one chromosome. Here we used real (decimal) 
coding system instead of binary coding system. Each Gene will consist of 6 digits such that first digit will 
determine the sign (+/-) of gene, and remaining 5 digits will determine the value of gene. More digits are 
used to get more accurate results. Let’s assume 6 digits are p, q, r, s, t & u such that “p” denotes the sign 
of Gene i.e. even value means ‘+’ & odd means ‘–’. And q, r, s, t & u are 10 100 1000 10000s t urq + + + +  or in 
short “ .q rstu ” will be the value of corresponding weight associated to the gene.  
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2.2.2. Fitness Function 
Fitness function is another critical part in GA process and it also depends on the problem. The fitness 
function used here is based on Mean Square Error (MSE). After decoding the chromosome into weights 
and passing through the NN for different target/actual output pairs, we will get the corresponding MSE 
values. Fitness will be calculated as inverse of square root of sum of all MSE’s. Due the diversity of 
samples, the value of MSE might be as less as 0.00001 or as much as 0.9999. From equation (1) we can 
further calculate sum of all input/output pairs as: 
( ... )1 2E E EnrMSE
n
+ + +=  (2) 
Where n is total number of input/output pairs available for optimizing the system. We took n=5 & 
n=10 to study the behavior of our system. rMSE is the root Mean Square Error and the fitness for one 
chromosome will be 
1
* 100
(1 )
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Where ‘i’ is the number of chromosomes. This function for fitness is used in order to lower the effect of 
diversity of value of MSE and to keep the fitness within limit of 1 to 100. 
2.2.3. Termination Criteria 
In our algorithm, we set the termination criteria as 85%. i.e. if 85% chromosome converge to one 
solution, not necessary to the best, will be consider as convergence is achieved. However, it is observed 
that convergence is always achieved with the best fitness. 
2.2.4. Algorithm 
 The new algorithm is based on the following operations: 
1. Pooling 
2. Crossover 
3. Mutation 
4. Permutation 
5. Calculation of Fitness 
6. Selection 
7. NN Optimization 
8. Restoration of Image 
The algorithm starts with pooling. From pooling, we get the generation with their fitness. The 
generation goes through crossover, mutation & permutation. Later we again calculate the Fitness of 
generation. If we get the required termination condition then move to step 7 else go back to step 2 after 
passing through step 6. 
2.2.4.1. Pooling 
It is a new operator we are introducing in GA. The term pooling refers to create a pool of chromosomes 
to be used in the algorithm. Generally when we start the algorithm, we create generation once and start 
with fitness, crossover etc. but in case of pooling, we create generation few times & every time select 
some good chromosomes based on pool selection criteria. Standard GA means, we have one “nation” 
from which we try to get optimized generation. However, in case of Pooling, we have group of good 
chromosomes gathered from different nations (each generation of chromosome for pooling is taken as one 
nation) for the start of regular GA. There are three different methods of pool selection depending on needs. 
If we need quality than we fix the fitness value and chromosomes with fitness higher than the set value are 
selected into pool and next nation of chromosomes is generated and so on until the pool is filled to max. 
no. of chromosomes. It may take more time, therefore another method is to select percentage from one 
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generation e.g. 20% means, we will fill the pool for our GA with 5 different nations. Another method may 
be adaptive pooling. In which, more chromosomes are selected if more chromosomes have high fitness 
value & vice versa. This method is also similar to the 1st where we fixed Fitness value as selection criteria 
to enter into the pool. For our Algorithm, we used Fitness value of 70 as selection criteria. 
2.2.4.2. Adaptive Crossover & Adaptive Mutation 
Crossover combines the features of two parent’s chromosomes to generate two child chromosomes by 
swapping the corresponding segments in parent’s chromosomes. We used 3-points crossover. All points 
were generated randomly for every crossover. The crossover rate was calculated adaptively as given in 
[10]. Mutation is used for extra flexibility and to avoid premature convergence. Usually its value is taken 
from 0.01 to 0.001. Higher value reduces convergence speed. We used standard crossover with above-
mentioned variations & with adaptive crossover operator discussed in [10]. 
2.2.4.3. Permutation 
Due to large search space and add more versatility, we introduced permutation. In permutation, two 
complete Genes replace location with each other with one chromosome. The higher the value of 
permutation factor, the slower the convergence. However, the large value also helps to avoid premature 
convergence and gives more versatility; therefore, the value is limited from 1 to 10 percent. 
2.2.4.4. Selection 
We used greedy method in selection in order to increase the conversion speed. Elitism is used. And for 
selection of chromosomes for next generation, we used Rank based Roulette-Wheel method [5] which is 
quite effective and gives more versatility than simple Roulette-Wheel method. It also helps to avoid the 
monopoly of one chromosome with extremely high fitness value compared to other chromosomes. 
3. Simulation Results & Conclusion 
For our problem, we used 127×127 gray scale image of Lena with 8-bit depth. The system was trained 
for Gaussian Noise of 0.01. The simulation was performed with NN of 9, 9, 1 neurons in input, hidden & 
output layers. One chromosome for our design was of size ((9×9)+(9×1))×6)=540 digits. We took 100 
chromosomes for one generation.  
Table 1: Comparison and results of new GA operators with traditional GA in BPNN IR 
Learning 
Points 
Population
Size
Pooling 
(Yes/No) 
Permutation
(Yes/No) 
Conv. 
Value
Conv. 
%age
Iterations
Till Conv. 
MSE
5 50 N N 86.3427 88 34 0.020548 
5 50 Y N 91.5861 86 19 0.006871 
5 50 Y Y 89.8024 88 20 0.006045 
5 100 N N 96.6648 87 29 0.008690 
5 100 Y N 98.0922 90 14 0.001413 
5 100 Y Y 99.1670 89 16 0.001027 
10 50 N N 88.2392 86 41 0.001138 
10 50 Y N 94.3319 90 29 0.001082 
10 50 Y Y 97.6264 88 28 0.000956 
10 100 N N 96.5237 87 37 0.001009 
10 100 Y N 99.9999 98 21 0.000280 
3032  Umar Farooq et al. / Procedia Engineering 29 (2012) 3028 – 3032 Umar Farooq, Shen Ting-Zhi, Zhao San Yuan & Muhammad Imran / Procedia Engineering 00 (2011) 000–000 5
10 100 Y Y 99.9989 95 24 0.000231 
We compared the results with variations of Pooling, adaptive crossover & mutation and without 
adaptive factors. The results in Table 1 shows that Pooling increase the convergence rate significantly. 
Other factors also affect the speed & quality of convergence. The Convergence values and convergence 
percentages are taken at the time when algorithm achieved convergence. MSE is the final MSE of 
restored image & learning points means the number of input/output pairs we used to get fitness for every 
iteration. More number of learning points increase diversity of search space, avoiding immature 
convergence but also increases number of iterations. It’s obvious that best results were achieved with 
maximum learning points and higher population. We can also see from Table 1 that pooling affects the 
results with big difference. Due to pooling, number of iterations reduces, MSE value is more accurate & 
convergence is higher, resulting into much better algorithm than traditional AGA/BPNN algorithms.  
Figure 1: a) Original Image, b) Noisy Image & c) Recovered Image 
Figure 1(a) Original image, (b) degraded image & (c) Recovered image, shows the visual result, which 
supports the usefulness of new algorithm. 
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