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SUMMARY
Modeling and control of multi-agent systems is an important problem due to its large
variety of potential applications and increasing practical and theoretical challenges. A large
part of inspiration for modeling and control of multi-agent systems originates from the
study of natural collective behaviors observed for example in schools of fish, flocks of
birds, colonies of ants and cultures of bacteria. While individuals in these natural swarms
are collectively performing complex tasks such as foraging or synchronization, critical in-
formation such as predator warnings propagate across the swarm almost instantly and pre-
sumably without explicit communication between the individuals.
On the other hand, algorithms for multi-agent systems to locate a source or to follow
a desired level curve of spatially distributed scalar fields generally require sharing field
measurements among the agents for gradient estimation. The dependence on the exchange
of data through a communication channel is a hard requirement that might be undesired
especially in applications with severe limitations such as underwater robotics.
The main contribution of this Dissertation is a Multi-Layer control model composed of
an interplay of decentralized algorithms for perception and swarming. In the perception
layer, each agent applies a Principal Component Analysis (PCA) on the relative positions
and headings of its neighbors to learn principal properties about the motion and the ge-
ometry of the spatial distribution of the surrounding agents. These principal components
are then used in the swarming layer where various distributed control laws are designed to
balance between achieving a collective task and at the same time allowing critical emerging
signals to propagate to the entire swarm.
Within this Multi-Layer model, we contributed distributed control laws for swarms to
perform collective source seeking and level curve tracking of scalar fields. These con-
trol laws scale to swarms of various sizes and graph structures and do not rely on explic-
itly estimating the field gradient or explicitly sharing measurements among the agents.
xiv
Additionally, we contributed a distributed control law that balances between achieving
a collective task and at the same time allowing critical signals to propagate to the en-
tire swarm. Through this, we demonstrated implicit information propagation in swarms
exhibiting predator-avoidance behavior using only local interactions and without explicit
communication or prescribed formations. Moreover, we obtained various stability results
reflecting the convergence and robustness of the proposed algorithms. Finally, we vali-
dated the proposed model for source seeking, level curve tracking and predator avoidance
behaviors through various simulation and experimental results.
The proposed control model offers a new method that enables robots with limited re-
sources to perform diverse swarming activities with only local information. Additionally,
designing analytical models to understand information propagation will not only reveal
natural mysteries but additionally will help to propose multi-tasking control algorithms for




Modeling and control of multi-agent systems is an important problem due to its large va-
riety of potential applications and increasing practical and theoretical challenges. A large
part of inspiration for modeling and control of multi-agent systems originates from the
study of natural collective behaviors observed for example in schools of fish, flocks of
birds, colonies of ants and cultures of bacteria. A remarkable feature in these natural col-
lective behaviors is their emergence from presumably pure local interactions [1, 2, 3]. This
potentially guides us in using swarms of robots in solving complex problems with limited
sensing, processing and communicating capabilities [4].
Swarm robotics is a multi-agent system composed of a large number of robots which
are often simple and small. Agents in the swarm interact with each other and with the
environment leading to emergent collective behavior. A behavior is considered emergent
when it appears indirectly and unexpectedly from simple local interactions. Agents in a
swarm coordinate their motion based on the locally available information. The information
is considered to be locally accessible when agents obtain them via measurements of their
own sensors or via communication channels with the neighboring agents. Examples of
sensor-based local information include inter-agent distances, relative positions, and bearing
angles [5].
In this Dissertation, we propose a Multi-Layer control model composed of an inter-
play of decentralized algorithms for perception and swarming as shown in Fig. 1.1. In the
perception layer, each agent applies a Principal Component Analysis (PCA) on the rela-
tive positions and headings of its neighbors to learn principal properties about the motion
and the geometry of the spatial distribution of the surrounding agents. These principal
components are then used in the swarming layer where various distributed control laws are
1
designed to balance between achieving a collective task and at the same time allowing criti-
cal emerging signals to propagate to the entire swarm. The collective behaviors we consider
in this Dissertation are source seeking, level curve tracking, turning wave propagation, and
predator avoidance.
Figure 1.1: The proposed Multi-Layer control model. The principal geometrical com-
ponents (n,q,v,w) obtained by the perception layers are used in the swarming layer to
coordinate the motion of each agent.
Source seeking and level curve tracking are important swarm robotics problems where
multiple robots are deployed to locate a source or track a desired level curve of a scalar
field. The source is the location where the field has a maximum or minimum value. A
level curve of a scalar field with a non-vanishing gradient is a curve consisting of all points
where the field has the same value. The field can represent an environmental characteristic
including but not limited to, a chemical concentration, a light intensity, or a temperature
value. These two problems have various applications ranging from monitoring environ-
mental characteristics to positioning of source signals, to exploring and establishing hazard
boundaries, and to search and rescue tasks, just to name a few [6, 7].
The various multi-agent control laws developed in the literature to solve these two
2
problems generally incorporate a mixture of field gradient and Hessian estimation, ex-
tremum seeking control, sliding-mode control, and weighted consensus laws. Most of the
aforementioned control strategies either rely on sharing measurements via communication
channels, require maintaining specific spatial formations, or apply only to certain sizes and
structures of the interacting graphs. The dependence on the exchange of data through a
communication channel is a hard requirement that might be undesired especially in appli-
cations with severe limitations such as underwater robotics.
In this Dissertation, the first contribution is extending an existing 3-dimensional gradient-
free source seeking strategy from a 3-agent system intoM -agent system [8, 9]. For this, we
developed a two-layer system composed of social and environmental layers. In the social
layer, the agents interact with each other by means of implicit and explicit consensus and
formation control laws. In the environmental layer, the agents interact with the environment
by modulating their speed as a function of the field value. Although this model does not
rely on explicit communications, it requires some agents to be more capable of exploring
the environment than the others.
The second contribution is replacing the social layer by a perception layer and gener-
alizing the environmental layer to a swarming layer [10, 11, 12]. In the perception layer,
each agent learns from the spatial distribution of its neighbors principal directions for mo-
tion. These directions are then used in the swarming layer to modulate velocities based
on the environmental field value. Remarkably, through the interplay of the learning and
swarming algorithms, swarms of various sizes and graph structures are able to perform col-
lective source seeking and level curve tracking of scalar fields without the need to explicitly
estimate the field gradient or explicitly share measurements among the agents.
The novel concept for our solution to the source seeking and the level curve tracking
problems is in integrating a PCA learning algorithm [13, 14, 15] in the perception layer
of the Multi-Layer model through which each agent locally obtains a body frame. This
time-varying body frame is then used in the swarming layer by each agent to modulate its
3
motion based only on its instantaneous measurement of the field.
On the other hand, biological research has established evidence that critical decisions
such as performing a turn in a flock of birds or avoiding a predator in a school of fish
are initiated by individuals at the boundary of the swarm and then propagate to the entire
collective [2, 3, 1]. The propagating signal might take the form of a change of motion
behavior of an agent to alert the swarm about a predator or guide the swarm to a possible
source of food, or to a shelter such as a dark area, as in the case of shiner fish schools [16].
The question is how this information propagation occurs almost instantly and presumably
without explicit communication between the individuals even when they are significantly
far away from where the signal starts. Even more surprising is how these external signals,
for example, predator warnings, occur and propagate while the individuals are collectively
performing other complex tasks such as foraging or synchronization.
In this Dissertation, the third contribution is adding to the Multi-Layer model an extra
layer for perception [17]. In the perception layers, each agent applies not only PCA on
the relative positions of its neighbors, but additionally, each agent applies PCA on relative
headings of its neighbors. These learning algorithms are used to learn principal properties
about the geometry and motion of the surrounding agents. The resulting principal compo-
nents are then used in the swarming layer where a distributed control law is designed to
balance between achieving a collective task and at the same time allowing critical emerg-
ing signals to propagate to the entire swarm. Through this novel model, we demonstrate
implicit information propagation and multi-tasking in swarms using only local interactions
and without explicit communication.
Our proposed model for information propagation treats sudden changes in the motion
of individuals as a piece of valuable information. These changes often are viewed by ex-
isting models as disturbances that are suppressed by firm consensus or formation control
laws for the sake of rigid synchronization or stability. We design the motion controllers to
autonomously balance between synchronizing with neighbors and responding to internal
4
or external stimuli. Most of the existing results use the Vicsek model [18] to model the
propagation of turning waves. However, authors in [19, 20] argue that wave propagation
using the Vicsec model get attenuated and might not reach the entire swarm. In this paper,
we develop a synchronizing algorithm based on PCA of locally observed headings. This
algorithm tends to pay more attention to the outlying heading, which is different than the
common consensus-on-a-sphere [9, 21] that converges to the average heading. This results
in an agile and flexible motion behavior where individuals promptly respond to stimuli
while achieving a collective task.
The successful elimination of the challenging requirement of explicit estimation and
communication is attributed to the locally computed PCA-based body frame and the de-
sign of the control law. In particular, the PCA learning algorithm captures changes on the
spatial shape and orientation of the swarm which represents an indirect feedback signal
of how the field is affecting the motions of other agents. Additionally, the PCA learning
algorithm is local since agents only require knowledge of relative positions. Complicating
the convergence analysis, the PCA learning algorithm runs on a time scale that is different
and faster than that of the swarming algorithm. To overcome this difficulty of multi-scale
evolving time, we exploit a singular perturbation framework where the dynamics of the
PCA learning and swarming control are viewed as rapidly decaying and slowly varying
dynamics, respectively.
In all of the aforementioned contributions, we obtain various stability results reflecting
the convergence and robustness of the proposed algorithms. The main difficulty in ob-
taining these results lays in the fact that we are proving emergent behavior that we don’t
explicitly control. This requires complicated derivations and manipulations in order to ob-
tain implicit dynamics that describe the desired emergent behaviors. Additionally, most of
the existing source seeking and level curve tracking works ignore the higher order terms
of the field when either estimating the field gradient or analyzing the convergence. In this
Dissertation, when the graph is complete, we do consider the entire field components which
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allow us to realize their effect on the convergence and robustness of the algorithms.
Moreover, we validated the proposed model for numerous source seeking, level curve
tracking and predator avoidance behaviors through various simulation and experimental
results. The experiments are conducted using the Georgia Teach Robotarium [22] and the
Georgia Teach Miniature Blimps [23]. These results suggest the efficiency, scalability, and
robustness of the proposed model under different environments and robotic platforms.
The proposed control model offers a new method that enables robots with limited re-
sources to perform various swarming activities with only local information. Additionally,
designing analytical models to understand information propagation will not only reveal
natural mysteries but additionally will help to propose multi-tasking control algorithms for
robotic swarms that require only very limited or no explicit communication. In particular,
this is highly related to the problem of designing tactics for a swarm of drones to avoid or
chase a malicious agent [24, 25].
The rest of the dissertation is organized as follows. We first present background and
related work in Chapter 2. Next, in Chapter 3, we present a distributed gradient-free
source seeking in a 3D environment using a consensus-on-a sphere control law. Then
in Chapter 4, we present the Multi-Layer model to develop a distributed gradient-free and
communication-free source seeking strategy in 2D and 3D environments. This model is
extended in Chapter 5 to develop a distributed gradient-free and communication-free level
curve tracking. In Chapter 6, we present the overall Multi-Layer used for information prop-





In this chapter, we present the basic background and recent works related to the multi-agent
source seeking, level curve tracking and information propagation in natural swarms. We
also discuss the related work to the main concepts used to solve the aforementioned prob-
lems. This includes consensus-on-a sphere, flow models for principal component analysis,
and local information for multi-agent systems.
2.1 Multi-Agent Source Seeking
There exists a huge amount of work related to the source seeking problem. Here we limit
the scope to the multi-agent solutions with more focus on the recent attempts to avoid
sharing field measurements.
In [26], assuming knowledge of the gradient, a distributed strategy is designed to climb
the gradient as well as to achieve some desired formations. In [27], a distributed control law
is developed to form a circular formation. The agents share their field measurements via
a communication channel and then estimate the gradient and perform gradient climbing.
Without knowing the global position of agents, the authors in [28] developed a distributed
source seeking algorithm that relies on communicating field measurements to estimate the
gradient. A different gradient-based strategy is studied in [29] where there are multiple
sources and the agents are controlled such that the swarm autonomously splits into sub-
groups that each steers toward a source. A bio-inspired source seeking strategy called the
Speeding Up and Slowing Down (SUSD), is developed in [30] and [31] in 2 and 3 dimen-
sions, respectively. Although the agents do not share field measurements, they still need
to share coordination measurements for a swarm of more than 2 agents in a 2-dimensional
space and 3 agents in a 3-dimensional space. Reliable communication channels cannot
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be always guaranteed especially for robots with severe resource limitations such as under-
water robotics. Consequently, solutions that are independent of estimating the gradient or
communicating measurements are of extreme importance.
Extremum-based source seeking approaches are developed intensively in the literature.
The extremum seeking control is a model-free real-time optimization which is used to
implicitly estimate the gradient of the field based on the instantaneous measurements of
the field [32]. In [33] and [34], extremum-based source seeking control techniques are
developed for a single vehicle for 2-dimensional and 3-dimensional spaces, respectively.
The concept is to set the forward velocity as a constant while tune angular velocities based
on an extremum seeking control. Although the approach is simple to implement, the vehicle
needs a relatively long distance to travel until the gradient estimation improves. In [35] and
[36], they extended the extremum-based source seeking to the multi-agent case. However,
in this case, agents need to share their estimates.
In [37] and [38], they developed a strategy for a large number of robots with a complete
graph that is independent of both gradient estimation and measurements communication.
The strategy is based on a weighted consensus and a Gaussian perturbation such that the
consensus value drifts toward the direction of the gradient. The main drawback is that the
swarm drifts extremely slow toward the source.
2.2 Multi-agent Level Curve Tracking
Similar to the source seeking problem, the level curve tracking problem generally depends
on estimating the field gradient which requires sharing of field measurements. In [39] and
[40], they designed mission control laws that achieve source seeking and level curve track-
ing. The mission control laws are based on estimating the gradient and communicating
measurements as well as maintaining specific formations. Alternatively, in [41], a strat-
egy is designed for a 2-agent system to track the desired level curve, while maintaining a
specific distance. The strategy is independent of gradient estimation, however, it requires
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communicating field measurements. A discontinuous sliding mode control law is designed
for single and multi-agent systems in [42] and [43] which is independent of estimating the
field gradient and communicating field measurements. However, the multiple agents are
only used for a formation control that forces the robots to spread along the level curve.
2.3 Information Propagation in Biological Swarms
In [1], they explored how a school of shiner fish gains information from the change of
position and headings of their neighbors when attacked by a robotic predator fish. In [2,
3], they studied how collective turning emerges from agents fluctuations in natural flocks
of starlings. They experimentally validated through real data that turning starts from the
agents who are located at the elongated tips of the flock, and then propagates across the
remaining agents. In [44], they showed via analyzing real trajectories of Killifish that fish
coordinate their position and speed in a way that enriches social communication. In partic-
ular, oscillations in speed leads to spatial geometrical configurations such as V formation
and diagonal formation. Using a small portion of observed agents, in [45] they developed
a Gaussian model based on the mean and variance of the spatial distribution of agents. The
behavior of the swarm is represented by the Gaussian distribution over velocity fields. All
of these works supports the idea that the spatial mean and variance seen by each agent
might are rich in valuable information for analyzing the collective behavior of a swarm.
Various neighboring models describing how agents access information from their neigh-
bors are analyzed in [46, 47]. In particular, the neighbors are selected based on distance
in the metric model, based on a number of agents in the topological model, and based on
bearing angles in the visual model. Visual models are best for searchings, while topological
models are best for avoiding predators. Using the PCA Flow, we can alternatively specify
the set of neighbors based on the spatial variances.
In [48], they developed a geometrical framework based on the principal axis of the
swarm to analyze the motion of a swarm. The framework results in decomposition of the
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motion into kinematic modes such as translations, rotations, expansions, and compressions.
This work inspired us to use PCA Flow computed by each agent to detect the change of
kinematic modes and use that as a communication signal.
2.4 Consensus-on-a Sphere
Consensus-on-a sphere can be in the form of Kuramoto oscillators that have been treated in
[49] for 2D and in [50] for 3D with local stability results. In [51, 21], global convergence
results are provided for a generalized consensus on an n-sphere for undirected graphs.
Our leader-follower consensus is different in that it deals with directed edges from the
followers to the leaders which complicate the analysis. Since the swarm is continuously
moving, the leader-follower consensus is time-varying. Through a choice of collective
states, we formulate a cascaded input-to-state stability problem, using techniques as in
[52]. The collective states allow us to analyze the cascaded input-to-state stability by only
requiring connected graphs without any restriction on the graph structure. This is different
than for example [53], where the analysis is initially conducted for specific graphs and then
inductively generalized to arbitrary graphs.
2.5 Flow Models for Principal Component Analysis
Principal Component Analysis (PCA) is a statistical method that produces directions of
maximum variation of a data set [54],[55]. The PCA flow models are dynamical systems
in which their solutions converge to the principal components of a given covariance matrix
[14]. Among the most used ones are one-unit Oja Flow model [13, 56] and the matrix
Xu Flow model [57]. The Oja Flow model converges to the eigenvector corresponding to
the largest eigenvalue of the covariance matrix. On the other hand, the Xu Flow model
converges to the matrix of all the eigenvectors. Both of them require the covariance matrix
to positive definite. In [58], this requirement is relaxed to include positive semi-definite
covariance matrices by slightly modifying the flow. In this Dissertation, we used the one-
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unit Oja Flow model for the swarming applications in a 2-dimensional space. We will use
the Xu Flow model in the proposed work for swarming in a 3-dimensional space. To the
best of our knowledge, we are not aware of any existing use of PCA flow models in control
of multi-agent systems.
Global convergence analysis of the Oja Flow is given in [56]. Different Lyapunov
based convergence results for Oja and Xu flow models is developed in [15, 59]. In this
Dissertation, we developed our own Lyapunov function for the Oja flow model that is more
appropriate to the setup of our problem and used it to obtain an exponential convergence
result.
2.6 Local Information for Multi-Agent Systems
In the recent paper [5], the authors surveyed the locally available information used for
the multi-agent formation control and swarming problems. Majority of the existing tech-
niques are position-based, displacement-based, distance-based and angle-based. In the
displacement-based, each agent needs to sense the relative position of its neighbor with
respect to its local body frame. Additionally, each agent needs to sense the orientation of
its body frame with respect to the world frame which can practically be obtained using
compass devices. Displacement-based methods require less sensing capabilities than the
position-based, and at the same time require fewer interactions with neighbors than the
distance-based. The PCA-based body frame requires each agent to sense the relative po-
sition, however, it does not require the orientation of the body frame with respect to the
world frame.
Very recently, the authors in [4] review the existing multi-agent algorithms for col-
lective behaviors. In particular, they compare various algorithms based on the level of
scalability and the amount of required communication bandwidth. Our proposed control
paradigm is scalable to an arbitrary number of agents. Additionally, our strategy requires
zero communication bandwidth; no zero bandwidth strategy is reported in [4].
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CHAPTER 3
USING CONSENSUS-ON-A SPHERE FOR A GRADIENT-FREE DISTRIBUTED
SOURCE SEEKING STRATEGY
3.1 Introduction
Distributed source seeking is a collective behavior that has been studied in natural swarms
such as flocks of bird and schools of fish, where the source value represents an environ-
mental characteristic such as chemical concentration, light intensity or temperature, just
to name a few [6]. Due to its distributed nature, this collective behavior has inspired re-
searchers to develop strategies and algorithms for swarms of robots that are required to
localize and identify a feature of interest. The majority of these source seeking strategies
require either exact knowledge or explicit estimation of the gradient, which relies on the
exchange of field measurements as is the case of [27, 28, 29, 26]. Recently, a 2D bio-
inspired distributed source seeking strategy, called the Speeding Up and Slowing Down
(SUSD) strategy has been developed in [30] where agents do not need to share their field
measurements, but still move towards the source collectively.
In this chapter, we extend the 2D SUSD strategy to the 3D setting for an M -agent
swarms. Motivated by certain biological swarming behaviors [60, 61], we consider three
agents of the swarm to locally compute a 3D time-varying moving frame based only on
relative positions. On the other hand, the rest of the agents compute their body frame using
a nonlinear consensus-on-a sphere. Biologically the three agents can be viewed as agents
with older ages or more experience, which from a robotic point of view can be thought
of as robots with high sensing and computation capabilities. Each agent decomposes its
velocity into forward motion in one direction of the frame (SUSD direction), and formation
or connectivity-maintaining motion in the plane formed by the remaining components of
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the frame (formation plain). The forward motion speed (SUSD speed) depends only on the
current field value measured by each agent, hence each agent speeds up or slows down as
the field value changes.
The strategy results in a two-layer system composed of environmental and social lay-
ers. In the environmental layer, the agents interact with the environment by modulating
their speed as a function of the field value. In the social layer, the agents interact with each
other by means of implicit and explicit consensus and formation control laws. The implicit
consensus law between the SUSD direction and the negative direction of the gradient re-
markably emerges from the local interaction rules that the three agents apply to compute
their body frame components. The explicit consensus is used by the remaining agents to
align with the three agents. This results in a global synchronization behavior where the
synchronized value is indirectly controlled by the field value in the environmental layer.
This phenomenon can not be explained by known consensus algorithms because the con-
sensus emerges not due to sharing the values or gradient of the field, but due to the SUSD
strategy.
A difficulty we overcome in this chapter is to pursue source seeking in a 3D space with-
out assuming knowledge of the gradient as in [26], and without explicit gradient estimation
that relies on the exchange of measurements as in [27, 28, 29]. The proposed SUSD strat-
egy assumes that each agent is able to measure the field value only at its current position and
does not require agents to exchange field measurements. Although extremum-based swarm
source seeking approaches do not require explicit knowledge of the field gradient, they are
designed to indirectly estimate the field gradient. Additionally, multi-agent extremum seek-
ing approaches require an exchange of the field measurements [32, 62]. Except for the three
agents that are required to maintain an equilateral rigid body, the remaining agents are not
required to form any specific formations or graph structure, as in [27] where a circular for-
mation is required. This implies that the strategy is scalable to swarms of arbitrary numbers
of agents and connected graphs.
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Another challenge we overcome is the convergence and robustness analysis of the non-
linear consensus-on-a sphere control laws. Although the general form of consensus-on-
a-sphere is previously analyzed in [51, 21], our analysis is different in that it deals with
directed edges that complicate the analysis. Furthermore, since the swarm is continuously
moving, the consensus considered in this chapter is time-varying with an input disturbance
due to the change of the field gradient as the swarm navigates. Through a choice of col-
lective states that represent the desired source seeking behavior, we are able to lump all
the individual consensus states into an overall system of two cascaded subsystems, and
then justify the robustness of the consensus law by formulating a cascaded input-to-state
stability problem, using techniques as in [52]. The choice of the collective states allows us
to analyze the cascaded input-to-state stability by only requiring connected graphs without
any restriction on the graph structure. This is different than for example [53], where the
analysis is initially conducted for specific graphs and then generalized to arbitrary graphs
inductively.
The main contributions of this chapter are (1) extending the SUSD in [30] from 2D
to 3D for three-agents formation, (2) integrating a consensus-on-a sphere control law with
the SUSD for a swarm of an arbitrary number of agents, (3) proving the convergence and
robustness of the proposed strategy through an input-to-state stability analysis [8, 9].
The rest of this chapter is organized as follows. We first formulate the source seeking
problem in Section 3.2. Then we design the velocity control law in Section 3.3. After
that, the convergence analysis of the proposed strategy to the source location is presented
in Section 3.4. Finally simulation results and concluding remarks are given in Section 3.5
and Section 3.6, respectively.
3.2 Problem Formulation
Consider a swarm of M agents in a 3D space. Let ri ∈ R3, i = 1, · · · ,M be the position
of the ith agent in the 3D space. Let the interaction among the agents be described by a
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graph G ⊆ V×E , where V is the set of all agents and E is the set of all edges. Additionally,
an edge (i, j) ∈ E is undirected if also (j, i) ∈ E where i, j ∈ V . Consequently, a graph
is undirected if all edges in E are undirected. A graph is connected if, for all pairs of the
agents in the graph, there exists a path connecting the two agents. A graph is complete
if each agent shares an edge with all other agents. The neighbor set of i is defined by
Ni = {j|(i, j) ∈ E}. Additionally, if for each agent Ni is fixed, the graph is static,
otherwise it is dynamic. In this chapter, we assume
Assumption 3.2.1. G is static and connected.
Assumption 3.2.2. Each agent i, is able to measure the relative displacement (rj − ri) for
all j ∈ Ni.
In practice, robots can be equipped with sensors to measure the relative positions of
their neighbors, which is less challenging than requiring the global positions [5].
Suppose each agent is able to measure a positive field value zi = z(ri) ∈ R that
represents an environmental characteristic such as temperature or light intensity, with the
following assumption
Assumption 3.2.3. 1. The field z(ri) is smooth, time-invariant and bounded, i.e. 0 ≤
zmin ≤ z(ri) ≤ zmax.
2. The field has a unique minimum at the source location r0, i.e. z(r0) = zmin.
Although not all of the real fields are smooth [63], this assumption does not limit the
applicability of the proposed strategy. For non-smooth fields, we can use stochastic models
to transfer them into smooth fields. Indeed, in our preliminary work in [31], we use a
Poisson counting process to transform a turbulent plume field into a smooth field.
Let the velocity of each agent be described by
ṙi = vi. (3.1)
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Then the problem we want to solve is to design a velocity controller vi such that the swarm
converges to the source distributively. The problem is challenging since we want to solve
it without explicitly estimating the field gradient and without sharing field measurements.
This design might be used to model a biological swarm of a school of fish seeking dark
areas [16], which presumably do not explicitly share field measurements. Additionally,
this problem is important for swarm robotics with limited resources such as underwater
robotics, and in environments where a field gradient is not possible to be estimated or not
well-defined such as a turbulent field.
3.3 Velocity Control Law Design
In this section, we first design source seeking control laws for a 3-agent swarm. We then
design control laws that enable a swarm of an arbitrary number of agents to get to the
source distributively.
3.3.1 A Swarm of Three Agents
Let the three agents form an equilateral formation, which means that ||r1−r2||= ||r2−r3||
= ||r3 − r1||. Define a right-handed orthonormal frame (q,p,n), with an origin located at









, n = q× p. (3.2)
Fig. 3.1 illustrates the geometry of the three-agent group with the defined frame where
N = ∇z(rc)||∇z(rc)|| is a unit length vector pointing towards the field gradient at the center of the
formation.
Assumption 3.3.1. The three agents are numbered from 1 to 3 such that each agent knows
the numbers of the other agents.
Without explicit communication, this assumption can be satisfied by assigning each
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Figure 3.1: Geometry of a three-agent group in located at r1, r2, and r3 at the inertial frame
(X,Y,Z), where (n,p,q) are the body frame components and N is the gradient direction. The
planeH is formed by the span of the vectors q and p.
agent with a specific mark or a blinking LED that can be identified by each robot. Given
the defined frame, let the velocity vi in (4.1) be decomposed as
vi = vi,n + vi,q + vi,p = vi,nn + vi,qq + vi,pp, (3.3)
where vi,n, vi,q and vi,p represent the decoupled forward speed and formation speeds along
the n, q and p directions respectively. Through this decomposition, we decouple the normal
component of the velocity vi,n from the tangential components vi,q and vi,p, which allows
us to analyze the stability of the normal and tangential modes separately.
The objective for vi,q and vi,p is to maintain a rigid formation of an equilateral triangle
in the plane H which is formed by the vectors q and p. Let rqi be the projection of ri
onto vector q, and rpi be the projection of ri onto vector p, as illustrated in Fig. 3.2 (a)
and (b), respectively. For agent i, we define sets N qi and N
p
i that contain the indices of
the neighboring agents along directions q and p, respectively. For example, for the three-
agent group as shown in Fig. 3.2, N q1 = {3}, N
q
2 = {3}, N
q
3 = {1, 2}, N
p
1 = {2, 3},
N p2 = {1, 3}, N
p
3 = {1, 2}. The goal is to design vi,q and vi,p so that the relative distance
from rqi to r
q




Figure 3.2: Projections of the positions ri onto the frame components q (a) and p (b).








[〈rj − ri,p〉 − b0j,i], (3.5)
where k3, k4 > 0 are formation gain constants, a0i,j = −a0j,i and b0i,j = −b0j,i are desired
formation distances selected such that the three agents form an equilateral triangle.
Inspired by behaviors of fish schools[16], we design the forward speed vi,n in the direc-
tion n to be proportional to the field value z(ri) as follows
vi,n = k1z(ri) + k2, i = 1, · · · ,M, (3.6)
where k1, k2 ∈ R are positive gain constants. Note that vi,n depends only on the locally
measured field value, z(ri). Thus, the forward motion speed increases or decreases based
on the field measurement, z(ri), and hence it is called Speeding Up and Slowing Down
(SUSD) speed. From now and after, we call vi,n the SUSD speed, and n the SUSD direc-
tion.
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Figure 3.3: At the Environmental layer, each agent, colored by the environmental value, individ-
ually modulate its speed according to the instantaneous environmental value. On the other hand,
agents coordinate their motion directions on the Social layer based on an implicit consensus law for
the red agents and based on an explicit consensus law for the blue agent.
3.3.2 A Swarm of More Than Three Agents
To enable a swarm of more than three agents to reach the source distributively, it is chal-
lenging to define the frame components (q,p,n) based only on relative positions as in
(3.2). Inspired by biological swarms where some agents are assumed to be more capable or
more experienced [60, 64], we require three agents to define their SUSD direction (forward





[nj − 〈ni,nj〉ni], i = 4, · · · ,M, (3.7)
where kf ∈ R is a positive constant representing the consensus gain. This is a time-varying
nonlinear consensus-on-a sphere which preserves a unit length of its vectors ni.
Define Gl = (V l, E ll) to be the complete undirected graph describing the interactions
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among agents i = 1, 2, 3. Similarly, define Gf = (Vf , Eff ) , to be the undirected graph
describing interactions among agents i = 4, · · · ,M . Additionally, define Efl to be the set
of all edges that have i ∈ Vf as a tail and j ∈ V l as a head. According to Assumption 3.2.1,
we need Gf to be connected, and additionally we need to ensure that for t ≥ 0 there exists
at least one i ∈ Vf such that (i, j) ∈ Efl. These connectivity requirements are satisfied
through formation control laws (3.9) and (3.10). Note that we require the undirected Gf to
be only connected, but with any graph structure. For (3.7) we further assume
Assumption 3.3.2. Each agent i ∈ Vf is able to obtain the SUSD directions nj , ∀j ∈ Ni.
Relying on advanced vision techniques, agents can measure the headings of their neigh-
bors [65]. With some treatment, agents can then satisfy Assumption 3.3.2 by obtaining nj
of their neighbors from their heading measurements.
Then, the velocity of each agent is decoupled as
vi = vi,nni + vi,H, i = 1, · · · ,M, (3.8)
where the SUSD direction ni and the SUSD speeds are as defined by by (3.7) and (3.6),
respectively. The formation term vi,H is defined to be




wij(I− ninTi )(rj − ri), i = 4, · · · ,M (3.10)
where q and p are as defined in (3.2), and wij = ||rj − ri||2 − 〈rj − ri,ni〉2 − d2ij for an
arbitrary desired inter-agent distances dij . Note that the formation term (3.10) acts only
on the plane perpendicular to ni so that the SUSD speed along the SUSD direction ni is
only affected by the field value. Additionally, (3.10) is required to only ensure connectivity
maintenance without any specific rigid formations as in (3.9).
The resulted strategy may be viewed as a two-layer system composed of environmental
20
and social interactions as shown in Fig. 3.3. In the environmental layer, all the agents
modulate their SUSD speeds according to the environmental field value as indicated by
(3.6). In the social layer, agents interact with each other to determine their SUSD directions
as indicated by (3.2) and (3.7), and to maintain formations as indicated by (3.9) and (3.10).
Remark 1. Although 3 agents are enough to seek the source, the proposed strategy presents
a new method that enables a swarm of more than 3 agents to navigate to the source with
local information. This is particularly important in modeling large biological swarms. We
discover in Section 3.4 that using the 3-agent local interactions (3.2), (3.6), (3.4) and (3.5)
leads to a nonlinear consensus-on-a sphere (3.27) between the SUSD direction and the
negative direction of the field gradient. This emergent consensus along with the explicit
consensus law (3.7) of the rest of the agents in the social layer leads to a synchronization
behavior where the synchronized value is indirectly controlled by the field value in the
environmental layer of Fig. 3.3. This behavior is not achieved by the classical distance-
based leader-follower approaches, where the headings of the followers are always pointing
toward the leaders, not the field gradient. Hence, the proposed two-layer model might be
more reasonable to describe at least some synchronization behaviors of biological swarms.
3.4 Convergence Analysis
In [31], given Assumptions 3.2.1, 3.2.2 and 3.2.3, the formation control laws (3.9) is proved
to be exponentially stable. When the consensus law (3.7) converges, then all agents will
have the same normal plane H, and hence the formation control law (3.10) becomes a
known formation problem that can be proved using methods in [31], or others in the related
literature. However, during the transient time, each agent will have its own plane Hi,
and hence proving the convergence of (3.10) requires more treatment which is beyond the
scope of this chapter. Remark that all the following subsequent proofs do not require the
convergence of (3.10).
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3.4.1 Convergence of the SUSD Direction for M = 3
The goal of this section is to show that the SUSD direction n in (3.2) converges to the
negative direction of the gradient, N = ∇z(rc)||∇z(rc)|| . In the inertial frame, once the formation
converges, vi,q = vi,p = 0. Then, the velocity of the ith agent in the rigid body becomes
vi = vi,nn, and the velocity of the formation center is vc = 13
∑3
i=1 vi,nn = vc,nn, which
indicates that the moving direction of the rigid body coincides with the n axis of the body
frame. Define shape variables 〈N,n〉, 〈N,q〉, and 〈N,p〉 [66, 67]. The shape variables
satisfy




= 〈N, ṅ〉+ 〈Ṅ,n〉. (3.12)
Then, the first step is to derive ṅ. In the frame (q,p,n), we can write any vector v as
v = 〈q,v〉q + 〈p,v〉p + 〈n,v〉n. (3.13)
To find ṅ, we apply (3.13) with v = ṅ, and calculate the coefficients 〈q, ṅ〉, 〈p, ṅ〉, and
〈n, ṅ〉. In the inertial frame, define the rotation matrix of the rigid body as g = [q,p,n] ∈
SO(3). Define a skew symmetric matrix S(ω), in which ω ∈ R3 is the angular velocity of
the rigid body. Then, we have ġ = S(ω)g, and from which we derive ṅ = ω × n. Since
the speed of ri along directions q and p are zero for the rigid body, we conclude that ω is
confined in the planeH. For the velocity of the agent in the inertial frame, vi−vc satisfies
vi − vc = ω × (ri − rc). (3.14)
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Then, we have
(vi,n − vc,n)n = ω × (ri − rc). (3.15)
Applying inner product with n on both sides of (3.15)
vi,n − vc,n = 〈ω × (ri − rc),n〉. (3.16)
Define ωi = 〈ω × (ri − rc),n〉. We then have
ωi = −〈ri − rc, ω × n〉 = −〈ri − rc, ṅ〉. (3.17)
Using (3.2) and (3.17), we derive
ω3 = − ‖ r3 − rc ‖ 〈p, ṅ〉, (3.18)
ω2 − ω1 = − ‖ r2 − r1 ‖ 〈q, ṅ〉, (3.19)
which produces 〈p, ṅ〉 = − ω3‖r3−rc‖ and 〈q, ṅ〉 = −
ω2−ω1
‖r2−r1‖ . Since n is a unit vector, we
have 〈n, ṅ〉 = 0. Therefore
ṅ = − ω2 − ω1
‖ r2 − r1 ‖
q− ω3
‖ r3 − rc ‖
p. (3.20)
From (3.16), we have ωi = vi,n − vc,n. Since the field z(r) is at least class C1, then, from
the Taylor expansion, we have
vi,n = k1(z(rc) + 〈∇z(rc), ri − rc〉) + k2 +H.O.T, (3.21)
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ri − 3rc〉+ k2
= k1z(rc) + k2. (3.22)
Therefore, if the agents are close enough to each other such that the higher order terms are
insignificant, we derive
ωi = vi,n − vc,n = k1 ‖ ∇z(rc) ‖ 〈N, ri − rc〉, (3.23)
which leads to
ω2 − ω1 = k1 ‖ ∇z(rc) ‖‖ r2 − r1 ‖ (N · q), (3.24)
ω3 = k1 ‖ ∇z(rc) ‖‖ r3 − rc ‖ (N · p). (3.25)
Substituting (3.24) and (3.25) into (3.20), we obtain
ṅ = −k1 ‖ ∇z(rc) ‖ (〈N,q〉q + 〈N,p〉p). (3.26)
Lemma 3.4.1. The dynamics (3.26) represents a consensus-on-a sphere control law be-
tween the SUSD direction and negative direction of the gradient. In particular, we can
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rewrite (3.26) as
ṅ = −kl||∇z(rc)||(I− nnT )N. (3.27)
Proof. From (3.11) we can write
NT (qqT + ppT )N = NTN−NTnnTN = NT (I− nnT )N, (3.28)
which we use to obtain
(qqT + ppT )N = (I− nnT )N. (3.29)
Finally, plug (3.29) into (3.26) to get (3.27).
Note that the consensus (3.27) is a time-varying since∇z(rc) is changing as the center
rc moves around. We want to show that the consensus law asymptotically converges to the
agreement n = −N as t → ∞. Let θ = 〈N,n〉 + 1 and δ = 〈n, Ṅ〉. Then using (3.27),
we derive
θ̇ = 〈N, ṅ〉+ 〈n, Ṅ〉
= −kl ‖ ∇z(rc) ‖ (1− 〈N,n〉2) + 〈n, Ṅ〉
= −kl||∇z(rc)||θ(2− θ) + δ
, h(t, θ, δ). (3.30)
The unforced system h(t, θ, 0), has two equilibriums: θ = 0 and θ = 2, where θ = 0
corresponds to the desired equilibrium 〈N,n〉 = −1, and θ = 2 corresponds to the unde-
sired equilibrium 〈N,n〉 = 1. Since we don’t know Ṅ, we view δ as an input disturbance
and analyze the system convergence using an input-to-state stability framework. Note that
since N is perpendicular to Ṅ, then δ = 0 when θ = 0, 2. Theorem 3.4.1 summarizes the
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stability results of (3.30).
Theorem 3.4.1. Consider (3.30). Assume that ||∇z(rc)|| is bounded below along the tra-
jectory of the formation center, i.e. ||∇z(rc)|| ≥ εc for a small constant εc > 0 everywhere
except at the source location where z(rc) = 0. If initially θ(0) 6= 2, then the equilib-
rium θ = 0 of the unforced system, h(t, θ, 0) is asymptotically stable. Moreover, whenever
θ(0) 6= 2 and assuming |δ| < 2kεεc for a small ε < 1, system (3.30) is input-to-state stable.
Proof. Let D = {θ ∈ R|0 ≤ θ < 2}. Let V (θ) : D → R be a Lyapunov candidate

















= −2k||∇z(rc)||V ≤ 0. (3.33)
Since V ≥ 0 and V = 0 if and only if θ = 0, then the equilibrium θ = 0 of the unforced
system is asymptotically stable. Moreover, since V̇ is negative definite and V →∞ when-
ever θ → 2, then D = {θ ∈ R|0 ≤ θ < 2} is a positively invariant set which implies that











Let α1(|θ|) = α2(|θ|) = |θ|2−|θ| , which are class K∞ functions on D and satisfy: α1(|θ|) ≤
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K functions. Therefore, according to Theorem 4.19 in [68], the system (3.30) is input-to-
state stable with gain γ = α−11 ◦ α2 ◦ ρ =
|δ|
2kεεc
. Additionally, since δ is vanishing at the
equilibrium, then the system is asymptotically stable.
3.4.2 Convergence of the SUSD Directions for M > 3
The goal of this section is to show that the consensus law (3.7) converges to the solution
ni = nj = n ∀ i, j ∈ Vf .
Let ui =
∑




(nk − nTknini) = kz(I− ninTi )ui. (3.35)

























which is equivalent to {ni = nj= nl for all i, j ∈ Vf} where by nl we denote
the SUSD direction of the three agents defined in (3.2).
Since three agents have their own SUSD dynamics given by (3.27), then the analysis
of (3.35) is different from the one analyzed in [21]. In particular, in [21] all the edges
are undirected whereas in this chapter we need to consider the directed edges (i, l) ∈ Efl.
Additionally, (3.27) is time-varying, which produces a time-varying nonlinear consensus-
on-a sphere problem compared to the time-invariant form considered in [21]. To overcome
these difficulties, we first construct collective states that represent the desired equilibrium
and then derive their dynamics. We then formulate a cascaded input-to-state stability prob-
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(1− 〈ni,nl〉) , (3.38)
θN = 1 + 〈nl,N〉, (3.39)
where θf = 0 if and only if ni = nj ∀ (i, j) ∈ Eff , θl = 0 if and only if ni = nl ∀
(i, l) ∈ Efl, and θN = 0 if and only if nl → N as t→∞. Hence, the convergence of these
collective states, (θf , θl, θN) to the origin, (0, 0, 0) represents the desired objective of ni→
nl →−N for all agents. The dynamics of the collective state θN is given by (3.30). In the
following, we derive the dynamics of the collective states θf and θl. Taking time derivative








[〈ni, (I− njnTj )uj〉+ 〈nj, (I− ninTi )ui〉].
To continue, we first prove the following Lemma











〈nj, (I− ninTi )ui〉. (3.40)
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〈nj, (I− ninTi )ui〉. (3.41)
Note that, the Lemma requires (i, j) to be an undirected edge. The fact that some di-
rected edges appear under ui =
∑
k∈Ni nk or uj =
∑
k∈Nj nk for some i, j does not violate
the lemma, since they are still captured under ui. Since Eff is the set of all undirected













nj, (I− ninTi )ui〉. (3.42)
Note that
∑
j∈Ni nj 6= ui =
∑
k∈Ni nk since k ∈ {1, 2, 3, · · · ,M}, while j ∈ {4, · · · ,M}.
For this, we write
ui = ainl +
∑
j∈Ni
nj = ainl + ûi, (3.43)
where ai = 1, if one of the agents in the set {1, 2, 3} is a neighbor to the ith agent, and
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〈ûi, (I− ninTi )nl〉
 . (3.44)








〈nl, (I− ninTi )ui〉+ kl||∇z(rc)||
∑
(i,l)∈Efl




〈nl, (I− ninTi )(ûi + nl)〉+ kl||∇z(rc)||
∑
(i,l)∈Efl




(〈ni,nl〉2 − 1)− kf
∑
(i,L)∈Efl




〈ni, (I− nlnTl )N〉. (3.45)
Let x1 = θf + θl and x2 = θN . We then view the system as a cascade of two systems
ẋ1 = f1(x1, x2),
ẋ2 = f2(x2, δ). (3.46)
Note that the f1 system represents the consensus among all SUSD directions of the agents
in the set {4, · · · ,M} with x2 represents the input disturbance due to the dynamics of the
agents in the set {1, 2, 3}. On the other hand, the f2 system represents the consensus of the
SUSD direction of the agents in the set {1, 2, 3} with the negative direction of the gradient
in which δ represents the input disturbance due to the dynamics of the gradient. Using,
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(3.44) and (3.45), we derive the dynamics of x1














〈ûi, (I− ninTi )nl〉+ kl||∇z(rc)||
∑
(i,l)∈Efl
〈ni, (I− nlnTl )N〉. (3.47)
To further simplify, we utilize the following lemma
Lemma 3.4.3.
−2〈ûi, (I− ninTi )nl〉 =[





−2〈ûi, (I− ninTi )nl〉 = 2〈ûi,ni〉〈ni,nl〉 − 2〈ûi,nl〉
= (〈ûi,ni〉+ 〈ni,nl〉)2 − 〈ûi,ni〉2 − 〈ni,nl〉2
− 〈ûi + nl, ûi + nl〉+ ||ûi||2 + 1
= 〈ni, ûi + nl〉2 − ||ûi + nl||2 + ||ûi||2 − 〈ûi,ni〉2 + 1− 〈ni,nl〉2.
(3.49)
Since ui = ûi + nl ∀ (i, l) ∈ Efl, then the lemma follows directly from the last step.
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〈ni, (I− nlnTl )N〉, (3.50)
where Ṽf = Vf − {i|(i, l) ∈ Efl}. The following theorem summarizes the convergence
results of the cascaded system (3.46).
Theorem 3.4.2. Consider (3.46) with f1(x1, x2) and f2(x2, δ) are as defined in (3.50) and
(3.30), respectively. Assume that ||∇z(rc)|| is bounded below along the trajectory of agents
{1, 2, 3}, i.e. ||∇z(rc)|| ≥ εc for a small constant εc > 0 everywhere except at the source
location where z(rc) = 0. Then the f1 system is input-to-state stable with respect to the
input disturbance x2. Furthermore, the overall system (3.46) is input-to-state stable with
respect to the field input disturbance δ.
Proof. We already proved in Theorem 3.4.1 that the f2 system is input-to-state stable w.r.t.
δ. What remains is to prove that the f1 system is input-to-state stable w.r.t. x2. Then we
use Theorem 3 in [52] to conclude that the overall interconnected system is input-to-state
stable. For the unforced system, f1(x1, 0), x2 = θN = 0. This implies that nl = −N, and
hence 〈ni, (I− nlnTl )N〉 = 〈ni, (I−NNT )N〉 = 0. Therefore











Let V (x1) = 12x
2
1, be a Lyapunov candidate function. Note that V is positive definite and
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(||ui||2 − 〈ui,ni〉2) ≤ 0. (3.51)
Recall that x1 ≥ 0 and x1 = 0 if and only if ni = nj = nl for all i, j ∈ Vf . Further-
more, since the undesired equilibrium sets in (3.36) are proved to be unstable in [21], then
by LaSalle’s Invariance Principal, the unforced system, ẋ1 = f1(x1, 0), is asymptotically
stable. For the forced system, ẋ1 = f1(x1, x2), we first prove the following lemma
Lemma 3.4.4.
∣∣〈ni, (I− nlnTl )N〉∣∣ ≤ (θN(2− θN)) 12 . (3.52)
Proof. Using the Cauchy-Schwartz inequality
∣∣〈ni, (I− nlnTl )N〉∣∣ ≤ ∥∥(I− nlnTl )N∥∥
= 〈(I− nlnTl )N, (I− nlnTl )N〉
1
2

























































2 ≤ 0 (3.54)
What remains is to find a sufficient function ρ(|x2|) such that the above condition is satisfied
whenever |x1| ≥ ρ(|x2|). Note that although x1, x2 ≥ 0 by design, we use the absolute
function to agree with the standard ISS analysis. Let α1(|x1|) = α2(|x1|) = 12x
2
1 be class
K∞ functions. We then obtain
α1(|x1|) ≤ V (x1) ≤ α2(|x1|),
V̇ ≤ −W (x1), ∀ |x1| ≥ ρ(|x2|), (3.55)
where W (x1) = W (|x1|) is a class K function defined by




















Therefore, according to Theorem 4.19 in [68], the forced system h(t, θ, δ) is input-to-state
stable. Note that, since x2 → 0 as nl → −N, ρ(|x2|) → 0. This implies that f1 system
is asymptotically stable. Additionally, since the f2 system is proved in Theorem 3.4.1 to
be input-to-state stable with respect to δ, then according to Theorem 3 in [52], the overall
system is input-to-state stable.
This implies that the SUSD directions of agents {4, · · · ,M} asymptotically converge
to that of agents {1, 2, 3}, which in turn converge to the negative direction of the gradient.
Since the source is located at the minimum of the field, then Theorem 3.4.2 implies that
all agents converge to the source location.
3.5 Simulation Results
The SUSD source seeking strategy is simulated for two swarms of 6 and 20 agents as shown
in Fig. 3.4. The field is represented by z(ri) = 0.5 ∗ (x2i + y2i + z2i ), which is minimum at
the origin, as indicated by a star. The circular red discs represent agents in the set {1, 2, 3},
while the circular blue discs represent agents in the set {4, · · · ,M}. The colors of the discs
change from dark to light mapping the intensity of the field. The arrows attached to each
agent represent the SUSD direction of each agent, while the magenta dotted lines represent
the edges of the graph. We use k1 = 1.1 for i ∈ {1, 2, 3} and k1 = 1 for i ∈ {4, · · · ,M},
while k2 = 0 for all agents. The separation distances in (3.4) and (3.5) are selected to be




. The separation distance for wi,j in (3.10) is
selected to be
√
0.7. The consensus gain of (3.7) is chosen to be kf = 8, which we made
it large to balance with the high SUSD speeds especially when the swarm is away from the
source. As shown by the swarm trajectories in Fig. 3.4, given the initial random SUSD
directions, the strategy successfully steers the swarm toward the source in a relatively short
time.
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Figure 3.4: Simulations of swarms of 6 and 20 agents. The source location is denoted by
the star symbol. The color of each agent represents the intensity of the field at their current
locations.
3.6 Conclusion
In this chapter, we presented the SUSD strategy for source seeking in a 3D space. We
showed that through a mechanism of synchronizing direction of motion while varying the
speed of each agent based only on the measured field value, the strategy successfully steers
the swarm toward the minimum of the field.
This chapter contributes to multi-agent systems by providing a method to analyze the
collective motion of agents that need to synchronize their direction of motion while modu-
lating their speed. The selection of collective states is a key step to enable convergence and
robustness results. Additionally, the resulted Multi-Layer system can be a new framework
to describe and analyze the behavior of biological swarms.
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CHAPTER 4
INTEGRATING PCA LEARNING ALGORITHM FOR A DISTRIBUTED
SOURCE SEEKING
4.1 Introduction
Modeling and control of multi-agent systems is an important problem due to its large va-
riety of potential applications and increasing practical and theoretical challenges. This
modeling is often inspired by natural collective behaviors observed for example in schools
of fish, flocks of birds, colonies of ants and cultures of bacteria. A remarkable feature these
natural behaviors share is their emergence from presumably pure local interactions [1, 2,
3]. This motivates engineers to use swarms of robots in solving complex problems with
limited sensing, processing and communicating capabilities [4].
Swarm robotics is a multi-agent system composed of a large number of robots which
often have simple capabilities and small sizes. Agents in the swarm interact with each other
and with the environment leading to emergent collective behavior. A behavior is consid-
ered emergent when it is indirectly and unexpectedly caused by simple local interactions.
Agents in a swarm coordinate their motion based on the locally available information. The
information is considered to be locally accessible when agents obtain them via measure-
ments of their own sensors or via communication channels with the neighboring agents.
Examples of sensor-based local information include inter-agent distances, relative posi-
tions, and bearing angles [5].
An important swarm robotics problem is the source seeking where multiple robots are
deployed to locate a source of a scalar field. The source is the location where the field has
a maximum or minimum value. The field can represent an environmental characteristic
including but not limited to, a chemical concentration, a light intensity, or a temperature
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value. This problem has various applications ranging from monitoring environmental char-
acteristics to positioning of source signals, and to search and rescue tasks, just to name a
few [6, 7].
In this chapter, we propose a Multi-Layer control model composed of an interplay of
distributed algorithms for perception and swarming. In the perception layer, each agent
learns from the spatial distribution of its neighbors principal directions for motion. These
directions are then used in swarming layer to modulate velocities based on the environmen-
tal field value. Remarkably, through the interplay of the learning and swarming algorithms,
swarms of various sizes and graph structures are able to perform collective source seeking
of scalar fields without the need to explicitly estimate the field gradient or explicitly share
measurements among the agents.
The different multi-agent control laws developed in the literature to solve this problem
generally incorporate a mixture of field gradient and Hessian estimation, extremum seeking
control, and weighted consensus laws. Most of the aforementioned control strategies either
rely on sharing measurements via communication channels, require maintaining specific
spatial formations, or apply only to certain sizes and structures of the interacting graphs.
The dependence on the exchange of data through a communication channel is a hard re-
quirement that might be undesired especially in applications with severe limitations such
as underwater robotics.
Considering related work to source seeking, in [26], the field gradient is assumed to be
known and then a distributed strategy is designed to climb the gradient as well as achieving
some desired formations. In [27], agents are required to form a circular formation, and
then exchange field measurements via a communication channel to estimate and climb the
field gradient. Without knowing the global positions of the agents, a source seeking algo-
rithm is developed in [28], however, it incorporates explicit sharing of field measurement
to estimate the gradient. A different gradient-based strategy is studied in [29] where agents
autonomously split into multiple subgroups and then each subgroup steers toward a source.
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Alternatively, extremum-based source seeking techniques are developed for a single vehi-
cle in a 2D space in [33], and in a 3D space in [34]. The concept is to set the forward
velocity as a constant while tuning angular velocities based on an extremum seeking con-
trol [32]. Although the approach is simple to implement, the vehicle needs a relatively long
distance to travel until the gradient estimation improves. A multi-agent extremum-based
source seeking is developed in [35] and [36], however, the agents need to share some es-
timated parameters. In [37], a strategy is developed for a large number of robots with a
complete graph based on a weighted consensus and a Gaussian perturbation. Although it is
independent of communication, the agents keep moving randomly in all directions leading
to slow, possibly impractical, drift toward the source.
Inspired by a school of fish seeking for darker areas [16], the Speeding-Up, and Slowing-
Down (SUSD) strategy is developed for source seeking without gradient estimation in 2D
in [30], and in 3D in [31]. However, for networks of more than 2 agents in 2D, and to
networks of more than 3 agents in 3D, the agents need to exchange frame components via
communication. Differently, these frame components are locally obtained in [9] by incor-
porating a leader-follower consensus-on-a sphere technique where agents are assumed to
be able to measure the velocity directions of their neighbors.
The novel concept in this chapter is in integrating a PCA learning algorithm [13, 14, 15]
in the perception layer of the Multi-Layer model through which each agent locally obtains
a body frame. This time-varying body frame is then used in the swarming layer by each
agent to modulate its motion based only on its instantaneous measurement of the field. The
swarming control law is general in that by simple variations of the controller gains, the
swarm exhibits different behaviors of source seeking.
The successful elimination of the challenging requirement of explicit estimation and
communication is attributed to the locally computed PCA-based body frame and the de-
sign of the control law. In particular, the PCA learning algorithm captures changes on the
spatial shape and orientation of the swarm which represents an indirect feedback signal
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of how the field is affecting the motions of other agents. Additionally, the PCA learning
algorithm is local since agents only require knowledge of relative positions. complicating
the convergence analysis, the PCA learning algorithm runs on a time scale that is different
and faster than that of the swarming algorithm. To overcome this difficulty of multi-scale
evolving time, we exploit a singular perturbation framework where the dynamics of the
PCA learning and swarming control are viewed as rapidly decaying and slowly varying
dynamics, respectively.
This chapter includes four main contributions [10, 12]. The first one is the Multi-Layer
model used to design a novel solution to the source seeking problem. The second one
is proving the boundedness of the spatial variances of the swarm under complete graphs
which renders implicit connectivity-maintenance. The third one is obtaining input-to-state
stability results reflecting robust convergence to the source location under complete and
incomplete graphs. The last one is validating the proposed model for various source seeking
behaviors through simulations and experiments. The experiments are conducted using the
Georgia Teach Robotarium [22] and the Georgia Teach Miniature Blimps [23].
The proposed Multi-Layer control model offers a new method that enables robots with
limited resources to perform various swarming activities with only local information. In
particular, we show that the field measurements of the neighbors are implicitly communi-
cated through the movement of agents. This resembles a communication through behav-
ior which might be useful in modeling information propagation in biological and robotic
swarms [47, 46]. Additionally, the use of PCA leverages the value of relative positions in
that it extracts more geometrical information about the swarm that might be beneficial for
different applications [48, 69].
The rest of this chapter is organized as follows. The problem is formulated in Sec-
tion 4.2. Then the PCA-based body frame, the design of the control law and the strategy al-
gorithm are presented in Section 4.3. In Section 4.4, we derive the implicit dynamics of the
body frame and show how the field measurements are indirectly propagated. Then, stability
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analysis and simulation and experimental results are given in Section 4.5 and Section 4.6




Consider a swarm of M agents described by an undirected visibility graph, G ⊆ V × E
where V is the set of all agents, and E is the set of all edges. An undirected edge (i, j) ∈ E
exists if both agents can sense the relative positions of each other. A graph is connected
if for each i, j ∈ V , there exists a sequence of edges connecting the ith and jth agents. If
each agent shares an edge with all other agents, then the graph is complete, otherwise, it
is incomplete. The neighbor set of i is defined by Ni = {j|(i, j) ∈ E}. Additionally, if
for each agent Ni is fixed, the graph is static, otherwise, it is dynamic. We consider the
following assumption about the graph.
Assumption 4.2.1. G is static, undirected and connected.
This assumption is to simplify the convergence analysis. However, the design in Sec-
tion 4.3 is applicable to a broader class of graphs which will be supported by simulation
results. Additionally, we will show in Section 4.4 that connectivity is implicitly guaranteed
when the graph is complete.
Let ri ∈ R2 be the position of the ith agent in a 2D space. We require
Assumption 4.2.2. each ith agent to know the relative positions rj−ri of all its neighbors,
j ∈ Ni.
In practice, robots can be equipped with sensors to measure the relative positions of
their neighbors with respect to their local frame, which is less challenging than requiring
the global positions [5].
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Furthermore, suppose each agent measures a scalar field value z(ri) ∈ R at its current
position ri(t), where
Assumption 4.2.3. the field is assumed to be smooth, time invariant and bounded, i.e.
0 ≤ zmin ≤ z(ri) ≤ zmax, and has a unique minimum at the source location r0 where
z(r0) = zmin.
This assumption does not limit the proposed strategy as non-smooth fields may be trans-
formed into smooth fields using for example Stochastic models as in [31].




= ui, i = 1, · · · ,M, (4.1)
where ui = ui(zi(t), {rj(t) − ri(t)}j∈Ni) is a control law to be designed such that it de-
pends only on the instantaneous field measurement zi(t), and the relative positions of the
neighboring agents {rj(t)− ri(t)}j∈Ni .
4.2.2 Problem Statement
The problem to solve is to design the local control law ui, such that the swarm autonomously
steers toward the source location r0. A challenging requirement we consider is to solve this
problem without explicitly estimating the field gradient and without explicitly communi-
cating field measurements among the agents.
4.3 The Multi-agent System Design
In this section, we first design a locally computed time-varying body frame. We then design
a distributed control law to achieve both source seeking and level curve tracking. Finally,
we present the Multi-Layer model and summarize the distributed algorithm.
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4.3.1 The PCA Body Frame
Principal Component Analysis (PCA) is a statistical method that computes directions of
maximum (minimum) variation of a data set [54]. Given a covariance matrix of a data
set, its eigenvector corresponding to the maximum (minimum) eigenvalue represents the
direction of the maximum (minimum) variance of the data, with the eigenvalue giving the
variance of the data along that direction.
For each agent, consider the set of positions defined by Hi = Ni
⋃
{i}. Then the














k∈Hi rk is the center of the swarm as seen by agent i, and Mi = |Hi|.
Each agent obtains the principal directions of the spatial distribution of the surrounding
agents by computing the eigenvectors of (4.2). We illustrate the concept in Fig. 4.1 wherein
agent i has three immediate neighbors. The spatial largest and smallest principal axis are
denoted by PC1 and PC2, respectively. Since each agent may have different neighbors, as
in the case when the graph is incomplete, then each agent may obtain different principal
directions.
Figure 4.1: The blue dash lines are the edges of the connectivity graph. Agent i sees
3 neighbors from which it forms the largest and smallest principal components PC1 and
PC2, respectively.
Different algorithms such as those incorporating singular value decomposition may be
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Figure 4.2: The blue arrows are the velocities which turn red at the end time. The circular
curves are the level curves of the field which are colored based on the field intensity.
used to compute the eigenvectors of the covariance matrix (4.2). However, to conduct
stability analysis, we need a dynamical system that describes the solving process of the
principal directions and their evolution over time. For this purpose, we obtain the principal
directions by utilizing an unsupervised learning algorithm that is described by a dynamical
model called the one-unit Oja PCA Flow model [14, 15].
Let the PCA body-frame of agent i be (qi(t),ni(t)), where qi(t) and ni(t) are orthonor-
mal vectors in R2 that represent the principal components of the covariance matrix Ci(t),
corresponding to the largest and smallest eigenvalues, λqi and λ
n
i , respectively. Each agent








ni(τ) = Rqi(τ), (4.3)
where R is a 90◦ counterclockwise rotation matrix. Observe that we use the argument
τ instead of t to emphasize that for any given covariance matrix Ci(t) at time instant t,
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agent i runs (4.3) at a different time scale τ . It is known that the trajectories of (4.3)
asymptotically converge to the principal components of Ci(t) almost everywhere [13, 56].
That is, qi(τ)→ qi(t) as τ →∞ asymptotically. Importantly, observe that the PCA model
(4.3) is scalable to graphs with an arbitrary number of agents and structures. Additionally,
the model does not require assigning identities to the agents which enhances the scalability
of the algorithm.
Remark 2. As observed in Fig. 4.1, the principal components are bidirectional vectors, i.e.
±qi(t),±ni(t). However, if all agents use a common initial point at time t = 0 for their
PCA flow (4.3), then we obtain directional principal components.
4.3.2 The Distributed Control Law
Given the body frame (qi(t),ni(t)) obtained by (4.3), we propose control law
ui(t) = k1zi(t)ni(t), (4.4)
where zi(t) is the instantaneous locally measured field value, and k1 ∈ R is a positive
gain used to scale the speed of each agent. To intuitively explain the control law (4.4), we
simulate it in Fig. 4.2 for a 2-agent system in a scalar field. In this example, qi = q is
along the line-of-sight between the two agents, and ni = n is perpendicular to the line-
of-sight. Then agent i speeds up or slows down along the direction n depending on the
local field measurement zi(t). Hence, the two agents move in the same direction, however,
with different speeds leading to a translational velocity and a rotational velocity around the
center of the two agents. The rotational velocity settles when the two agents have the same
field value, i.e. at the same level curve. At this time, n is in the negative direction of the
field gradient and hence the two agents move towards the minimum of the field.
Remark 3. Extra terms can be added to the control law (4.4) to, for example, maintain pre-
scribed formations or avoid collisions. In the experimental results, we will show examples
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of formation terms and their effects on the performance. However, we don’t consider them
in the convergence analysis for the sake of simplicity. Additionally, collision avoidance
may be guaranteed using lower level controllers such as barrier functions as in [70].
4.3.3 The Multi-Layer Model
The proposed Multi-Layer model is shown in Fig. 4.3. The two layers run on a different
time scale. In the upper perception layer, each agent utilizes the PCA flow (4.3) to learn
the body frame components from the spatial distribution of its neighbors. Then, in the
swarming layer, each agent applies the distributed control law (4.4) to modulate its speed
across the directions obtained by the perception layer.
Figure 4.3: The Multi-Layer Model.
A pseudocode description for the source seeking and level curve tracking strategy is
given in Algorithm 1. Remarkably, all the steps in the algorithm are locally computed
without explicit communication of any values.
4.4 The System Dynamics
The PCA flow system (4.3) describes the dynamics of the PCA components (ni(t),qi(t))
of a given covariance matrix Ci(t) only in the learning time scale τ . However, to ana-
lyze the convergence of the system, we also need the dynamics of the PCA components
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Algorithm 1 The Distributed Source Seeking Strategy
1: loop
2: for each agent do
3: observe neighbor positions
4: compute covariance matrix using (4.2)
5: compute principal components using (4.3)
6: update motion using (4.4)
7: end for
8: end loop
(ni(t),qi(t)) in the swarming time scale t. In this section, we derive these implicit dy-
namics for the general incomplete graph first, and then for the special complete graph.
Additionally, at the end of this section, we show that the spatial variances of the swarm are
bounded when the graph is complete.
LetNi be the neighborhood set of agent i, andHi = Ni
⋃
{i}, and Mi = |Ni|+ 1. The




(rk − rc,i)(rk − rc,i)T , (4.5)
where rc,i = 1Mi
∑
l∈Hi rl is the center of mass as seen by agent i. The covariance matrix






i are the smallest and largest
eigenvalues of Ci, corresponding to the eigenvectors ni and qi, respectively. Hence, we
obtain
Ċini + Ciṅi = λ̇
n
i ni + λ
n
i ṅi, (4.6)





Inner product both sides of (4.6) with the eigenvector qi, and both sides of (4.7) with the
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eigenvector ni
〈qi, Ċini〉+ 〈qi,Ciṅi〉 = λ̇ni 〈qi,ni〉+ λni 〈qi, ṅi〉, (4.8)
〈ni, Ċiqi〉+ 〈ni,Ciq̇i〉 = λ̇qi 〈ni,qi〉+ λ
q
i 〈ni, q̇i〉. (4.9)
Since Ci is symmetric, then Ċi is also symmetric. This implies that
〈qi,Ciṅi〉 = 〈Ciqi, ṅi〉 = λqi 〈qi, ṅi〉 (4.10)
〈ni,Ciq̇i〉 = 〈Cini, q̇i〉 = λni 〈ni, q̇i〉. (4.11)
Using (4.10) with the fact that 〈qi,ni〉 = 〈ni,qi〉 = 0, we obtain from (4.8) and (4.9)








Since ni and qi are orthonormal, then we can write
ṅi = 〈qi, ṅi〉qi, q̇i = 〈ni, q̇i〉ni. (4.14)









We then prove the following result for source seeking with general incomplete graphs.
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Lemma 4.4.1. Using the motion dynamics (4.1) along with the PCA flow (4.3) and the




























〈rk − rc,i,ni〉. (4.20)




[(ṙk − ṙc,i)(rk − rc,i)T + (rk − rc,i)(ṙk − ṙc,i)T ], (4.21)
where










(rk − rj). (4.22)
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Using the control law (4.4), we obtain




















(zknk − zjnj). (4.23)









(zknk − zjnj)(rk − rc,i)T + (rk − rc,i)(zknk − zjnj)T
]
. (4.24)








































































































(zk〈nk,qi〉 − zj〈nj,qi〉) = (zk − z̃a,i)〈nk,qi〉. (4.32)
Substituting (4.32) and (4.30) in (4.25) to obtain





〈nk,ni〉〈rk − rc,i,qi〉+ 〈nk,qi〉〈rk − rc,i,ni〉
]
. (4.33)
Let: zk − z̃a,i = zk − zc,i + zc,i − z̃a,i. Consequently
∑
k∈Hi
(zk − z̃a,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi




(zc,i − z̃a,i)〈nk,ni〉(rk − rc,i). (4.34)
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But, from (4.27), we have























zc,i〈nk,ni〉(rk − rc,i), (4.36)




















Substituting (4.36) in (4.34)
∑
k∈Hi
(zk − z̃a,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi
zk〈nk,ni〉(rk − rc,i) (4.38)
We then add 0 =
∑
k∈Hi zc(rk − rc,i) to (4.38) to obtain
∑
k∈Hi
(zk − z̃a,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi





(zk − z̃a,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi




(zc,i − z̃a,i)〈nk,qi〉(rk − rc,i). (4.40)
But, from (4.27), we have























zc,i〈nk,qi〉(rk − rc,i), (4.42)




















Substituting (4.42) in (4.40)
∑
k∈Hi
(zk − z̃a,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi
zk〈nk,qi〉(rk − rc,i) (4.44)
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We then add 0 =
∑
k∈Hi zc(rk − rc,i) to (4.44) to obtain
∑
k∈Hi
(zk − z̃a,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi
(zk〈nk,qi〉 − zc,i)(rk − rc,i) (4.45)
Substituting (4.39) and (4.42) in (4.33)





















(rk − rc,i). (4.47)






















〈rk − rc,i,ni〉. (4.50)
Note that σi → 0 as 〈ni,nj〉 → 1 ∀j ∈ Ni.
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4.4.1 Source Seeking with Incomplete Graphs
Since the field is smooth, then using Taylor expansion, we express
zk − zc,i = 〈rk − rc,i,∇zi〉+ νk, (4.51)
where ∇zi = ∇z(rc,i) is the local gradient in the vicinity of the center rc,i observed by
agent i, and νk represents the higher order terms.
When the graph is incomplete, since∇zi = ∇z(rc,i) is gradient at the local center, then
we may ignore the higher order term, νk, in (4.51), especially if the neighboring agents are
close enough to each other. In this case, we have the following result.
Corollary 4.4.1. Suppose the field is linear at the vicinity of the local center, rc,i. Using the
motion dynamics (4.1) along with the PCA flow (4.3) and the control law (4.4), the implicit








〈Ni,qi〉ni + Eini, (4.53)









Proof. Multiplying both sides of (4.51) by 〈nk,ni〉 yields
zk〈nk,ni〉 = zc,i〈nk,ni〉+ 〈rk − rc,i,∇zi〉〈nk,ni〉. (4.54)
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Using (4.54) and the fact that
∑
k∈Hi zc,i(rk − rc,i) = 0, we obtain
∑
k∈Hi






〈rk − rc,i,∇zi〉 − zc,i
]
〈rk − rc,i,qi〉qi
= 〈∇zi, Ĉiqi〉qi −
∑
k∈Hi
zc,i〈nk,ni〉〈rk − rc,i,qi〉qi, (4.55)
where Ĉi =
∑
k∈Hi〈nk,ni〉(rk − rc,i)(rk − rc,i)
T is a weighted covariance matrix in
which each agent has a mass given by 〈nk,ni〉. Let 〈∇zi, Ĉiqi〉 = 〈∇zi,Ciqi〉 + ei =
λqi 〈∇zi,qi〉+ ei, where the error ei → 0 as 〈nk,ni〉 → 1 for all k ∈ Hi. Then, substituting
(4.55) in (4.47) and (4.20), along with (4.48) and (4.49), we obtain the claimed (4.52) and
(4.53).
Note that Ei → 0 as 〈nk,ni〉 → 1 for all k ∈ Hi. Additionally, for all 〈nk,ni〉 ∈ [a, 1]
where a > 0, Ei can be made arbitrary small by making a large enough.
4.4.2 Source Seeking with Complete Graphs
On the other hand, when the graph is complete, then all agents compute the same body
frame (ni,qi) = (n,q). In this case we obtain the following result.
Corollary 4.4.2. Using the motion dynamics (4.1) along with the PCA flow (4.3) and the
control law (4.4), the implicit dynamics of the body frame for source seeking with incom-
plete graphs are








Proof. When the graph is complete, then each agent computes the same covariance matrix
Ci = C =
M∑
k=1
(rk − rc)(rk − rc)T , (4.58)
where all the agents see the same center rc = 1M
∑M
k=1 rk. This implies that ni = nj = n,









(zk − zc)(rk − rc). (4.60)
Substituting (4.59) and (4.60) in (4.48) and (4.49) to obtain







Furthermore, for a complete graph, we may view the entire swarm as a super agent and
define ∇zc = ∇z(rc) to be the field gradient at the center of the swarm. Then, without
ignoring the higher order term, νk in (4.51), we obtain the following result.
Lemma 4.4.2. Using the motion dynamics (4.1) along with the PCA flow (4.3) and the
control law (4.4), the implicit dynamics of the body frame for source seeking with complete
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graphs are



















where N = ∇zc||∇zc|| .








〈rk − rc,∇zc〉(rk − rc) =
M∑
k=1
(rk − rc)(rk − rc)T∇zc = C∇zc. (4.66)
Hence
w = C∇zc +
M∑
k=1
νk(rk − rc). (4.67)
Then, substituting (4.67) in (4.56) yields

















where N = ∇zc||∇zc|| is a unit length vector representing the direction of the field gradient at
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νk〈rk − rc,q〉q (4.70)
Observe that the term
∑M
k=1 νk〈rk − rc,q〉 in (4.63) and (4.64) vanishes when νk = ν
for all agents. i.e. the field is linear in the vicinity of the swarm’s center, or when the agents
are at the same level curve.
Remark 4. The first term in (4.70) represents a consensus-on-a sphere control law [21].
This is remarkable since although we are explicitly applying (4.4) with (4.3), the direction
n is implicitly tracking the negative direction of the gradient −N. This idea is illustrated
in Fig. 4.4 where we draw the following insights.
1. The implicit dynamics in Fig. 4.4 (b) represent a new gradient-free strategy, however,
it requires sharing field measurements. Remarkably, the PCA flow totally eliminates
the need to explicitly communicate, as demonstrated in Fig. 4.4 (a).
2. The presence of
∑
i(zi − za) in the implicit dynamics in Fig. 4.4 (b) reveals that
the field measurements are indirectly communicated, which elegantly resembles a
communication through behavior.
3. In view of the implicit dynamics in Fig. 4.4 (b), ṅ = dn
dt
is obtained by an integra-




Figure 4.4: The explicit and implicit dynamics of the strategy.
strategy against noisy measurements.
4. The spatial gain 1
λq−λn in the implicit dynamics captures the effect of the shape of
the swarm. When agents are more spatially distributed, i.e. encounter more diverse
measurements, then the gain is higher and hence the swarm steers faster.
We conclude this section by the following result
Lemma 4.4.3. For a complete graph, for both source seeking and level curve tracking,
λn(t) ≤ λq(t) = λq(t0), where λq(t0) is the initial maximum variance of the spatial distri-
bution of the agents.









is the largest directional variance of the spatial distribution. This implies that λn(t) ≤ λq(t).
What remains is to show that λ̇q = 0. Taking the time derivative of
λq = qTCq =
M∑
i=1





〈ri − rc,q〉(〈ṙi − ṙc,q〉+ 〈ri − rc, q̇〉) (4.74)
Using (4.23), for a complete graph
ṙi − ṙc = k1(zi − za)n, (4.75)
where za = 1M
∑M
i=1 zi is the average field measurement. Hence





〈ri − rc,q〉〈ri − rc, q̇〉 = 2〈Cq, q̇〉 = 2λq〈q, q̇〉 = 0, (4.77)
where using (4.64), we obtain








〈q,n〉 = 0. (4.78)
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Similarly, taking the time derivative of
λn = nTCn =
M∑
i=1





〈ri − rc,n〉(〈ṙi − ṙc,n〉+ 〈ri − rc, ṅ〉) (4.80)
But using (4.75)




〈ri − rc,n〉〈ri − rc, ṅ〉 = 2〈Cn, ṅ〉 = 2λn〈n, ṅ〉 = 0, (4.82)




(zi − za)〈ri − rc,n〉. (4.83)
Additionally, using (4.51) and the fact that
∑M


























(zi − zc)〈ri − rc,n〉, (4.85)








i=1〈ri − rc,n〉 = 0.
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νi〈ri − rc,n〉. (4.86)
From (4.86), λn will increase or decrease, hence the shape will stretch or shrink along
the n direction, depending on the signs of 〈N,n〉 and
∑M
i=1 νi〈ri − rc,n〉. However, if it
increases, it will do so only up to λn = λq. At this point, according to the definitions (4.71)
and (4.72), the PCA flow will interchange n and q and hence the swarm performs a turn of
at most 90◦.
As a result from Lemma 4.4.3, we can conclude that the connectivity of the graph is
maintained implicitly.
4.5 Convergence Analysis
We want to prove that using the PCA flow (4.3), the control (4.4) steers the agents toward
the source. Recall that the PCA flow (4.3) runs in the time scale τ , while the swarming
control law (4.4) runs in the time scale t. That is, for each time instance t, each agent runs
(4.3) for some time τ . To overcome this difficulty, we formulate a singular perturbation
problem as follows. Let the relationships between the swarming time t, and the PCA
learning time τ be of the form dt
dτ
= ε, where ε ∈ (0, 1). This implies that τ = t−t0
ε
,
where τ0 = 0. In other words, τ is stretched as ε → 0, and shrunk as ε → 1. Using








= (I− qi(τ)qTi (τ))Ci(t)qi(τ), ∀i, (4.88)
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where the swarming dynamics (4.87) is viewed as a slow system, and the PCA learning
dynamics (4.88) is viewed as a fast system. In this framework, we first let ε = 0 in (4.88)
to obtain decoupled reduced and boundary systems. We then analyze the stability of the
origins of these decoupled systems. Finally, we derive ε∗ ∈ (0, 1) such that for all ε ≤ ε∗,
the stability results of the reduced and boundary systems hold for the original slow (4.87)
and fast (4.88) systems. Practically, ε∗ reveals how rapid the fast systems must be in order
for the system to converge to the desired equilibrium. In what follows, we first analyze the
source seeking and level curve tracking in complete graphs and then generalize the source
seeking to incomplete graphs.
4.5.1 Source Seeking with a Complete Graph
As the graph is complete, we may view the swarm as one body where its individuals are
moving in the same direction but with different speeds depending on their field measure-
ments. Since in view of (4.87), the dynamics of the center of the swarm ṙc does not explic-
itly depend on rc, we will show that rc converges to the source location rs implicitly. In
particular, we will show that the field measurement at the center zc decreases and motion
direction n converges −N, i.e. the negative direction of the field gradient.
The Reduced System
Taking the time derivative of zc, and using (4.87), we obtain


























where we used the fact 〈∇zc,
∑M












θ = 1 + 〈N,n〉, (4.92)
where θ → 0 when n→ −N. i.e. when the swarm speeds up or slows down in the negative
direction of the field gradient. Taking the time derivative of θ yields
θ̇ = 〈N, ṅ〉+ 〈n, Ṅ〉. (4.93)
Using (4.70) for ṅ and substituting θ in (4.91), we obtain the reduced system










θ(θ − 2) + k1
λq − λn
∆ + δ, (4.94)
where ∆ = −〈N,q〉
∑M
k=1 νk〈rk − rc,q〉 is due to the nonlinear components of the field,
and δ = 〈n, Ṅ〉 is viewed as an unknown input field disturbance.
Let ẋ = f(x, δ) where x = [zc, θ]T and f is as defined by (4.94), and δ is the input field
disturbance. Then we have following result for the reduced system.
Lemma 4.5.1. Consider the reduced system (4.94) and suppose 0 ≤ θ(0) ≤ 1. Then the
origin of the unforced system f(zc, θ, 0) is asymptotically stable. Furthermore, suppose
that
(
k1||∇zc||λq |ν| + k1 |∆| + (λq − λn) |δ|
)
/(ε1k1||∇zc||λq) < zc(0)2, then the origin
of forced system f(zc, θ, δ) is input-to-state stable.
Proof. Consider the domain D1 = {[zc, θ]T |zc ≥ 0, θ ∈ [0, 1)}. Note that zc ≥ 0 holds
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everywhere since by Assumption 4.2.3 the field is positive. Additionally, θ ∈ [0, 1) implies











where V1 = 0 if and only if [zc, θ]T = [0, 0]T . Additionally, V1 →∞ as θ → 1.
For the unforced system f(x, 0), we set δ = 〈n, Ṅ〉 = 0. This implies that either
n = −N, i.e. the desired equilibrium, or Ṅ = 0. But Ṅ = d∇zc
dt
= 0 if and only if the field
gradient ∇zc is linear, i.e. νk = 0. Hence, δ = 0 implies that ∆ = 0. Taking the derivative
of V1 and using (4.86) and (4.94), we obtain
































where we used the fact that since 2−θ
(1−θ)2 ≥ 2 and 2
λn
λq





V̇1 = 0 if and only if [zc, θ]T = [0, 0]T , then the origin of the unforced system f(x, 0) is
asymptotically stable. Additionally, V̇1 → −∞ as θ → 1. This along with the fact that
V1 → ∞ whenever θ → 1, implies that D1 is a forward invariant set and thus trajectories
start inside it will never go outside it.
For the forced system f(zc, θ, δ), let
W1(zc, θ) = k1||∇zc||
(









Note that W1(zc, θ) is a continuous positive definite function. Additionally, W1 = 0 if and
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only if [zc, θ]T = [0, 0]T . Hence, for ε1 ∈ (0, 1), we obtain
V̇1 ≤ −(1− ε1)W1, ∀|zc| > ρ(|δ|), (4.97)















which is a class K function obtained to sufficiently ensure (4.97).Using the assumption
that
(
k1||∇zc||λq |ν| + k1 |∆| + (λq − λn) |δ|
)
/(ε1k1||∇zc||λq) < zc(0)2, then the set
{zc|ρ(|δ|) < zc < z2c (0)} is not empty. Moreover, using (4.96), V̇1 → −∞ as θ → 1. This
along with the fact that V1 →∞whenever θ → 1, implies that D1 is a forward invariant set.






1−θ which are class K∞ functions that
satisfy: α1(||[zc, θ]T ||) ≤ V1([zc, θ]T ) ≤ α2(||[zc, θ]T ||). Therefore, according to Theorem
4.19 in [68], the origin of the forced system f(zc, θ, δ) is input-to-state stable.
Remark 5. Note that ν = (1/M)
∑
k νk = (1/M)
∑
k zk − z(rc), i.e. the difference be-
tween the average and the center values of the field, can be arbitrary small whenM is large





k=1 |νk| ||rk − rc||, can also be be arbitrary small when the field is almost
linear around the center or when the agents are close to each other. On the other hand,
(λq−λn) |δ| vanishes either at the equilibrium or when λq ≈ λn, i.e. the swarm is more spa-
tially distributed. Consequently, ρ(|δ|) can be arbitrary small, however, when the swarm
is close to the source, then |zc| > ρ(|δ|) does not hold. Without a termination policy in
the Algorithm, the swarm may pass the source. Fortunately, Lemma 4.4.3 shows that the
swarm is guaranteed to switch between n and q and hence the swarm steers back to the set




ψ = 1− 〈q(t),q(τ)〉, (4.99)
where ψ → 0 when q(τ) → q(t), i.e when the PCA learning algorithm converges to the



















,q(τ)〉 − 〈q(t), dq(τ)
dτ
〉. (4.100)
From (4.3), we obtain
〈q(t), dq(τ)
dτ






































Setting ε = 0 in (4.103), we obtain the boundary system
dψ
dτ
= (1− ψ)(〈q(τ),C(t)q(τ)〉 − λq). (4.104)
Observe that in (4.104), q(t) and C(t) are constants with respect to the time scale τ . We
have the following result for the boundary system
Lemma 4.5.2. Consider (4.104). Suppose that at time τ = 0, 〈q(t),q(τ)〉 ∈ (0, 1]. Then
the origin of the boundary system is exponentially stable uniformly in C(t) and q(t).
Proof. Let D2 = {ψ ∈ R|ψ ∈ [0, 1)} which is equivalent to 〈q(t),q(τ)〉 ≥ 0. Then let





where V2 ≥ 0 and V2 = 0 if and only if ψ = 0. Furthermore, V2 → ∞ as ψ → 1. Using











(〈q(τ),Cq(τ)〉 − λq) ≤ 0, (4.106)
where dV2
dτ







(〈q(τ),Cq(τ)〉 − λq) + 1− ψ
(1− ψ)
(〈q(τ),Cq(τ)〉 − λq)
= −(λq − 〈q(τ),Cq(τ)〉)V2 − (λq − 〈q(τ),Cq(τ)〉)
≤ −(λq − 〈q(τ),Cq(τ)〉)V2. (4.107)
Consequently, the equilibrium ψ = 0 of (4.104) is exponentially stable. Then, accord-
ing to Definition 11.1 in [68], the equilibrium ψ = 0 of the boundary system (4.104) is
exponentially stable, uniformly in q(t) and C(t). Note that, uniformly means the proof
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holds for any q(t) and C(t) which are viewed as constants with respect to the time domain
τ . Moreover, since V2 → ∞ whenever ψ → 1, then D2 is a positively invariant set which
implies that trajectories start inside it will stay there forever.
The Coupled System
Define the coupled system [żc, θ̇, ψ̇] = h(ε, zc, θ, ψ, δ) where żc and θ̇ are given by (4.94),
and ψ̇ is given by (4.103). The following theorem establishes a sufficient range for ε that
generalizes Lemma 4.5.1 and Lemma 4.5.2 of the decoupled system h(0, zc, θ, ψ, δ) =
f(zc, θ, ψ, δ) to the coupled system h(ε, zc, θ, ψ, δ).
Theorem 4.5.1. Consider the coupled system given by (4.87) and (4.88) where k2 = 0 and






k νk||rk − rc||
. (4.108)
If 0 ≤ θ(0) ≤ 1 and 0 ≤ ψ(0) ≤ 1, then the origin of the unforced system h(ε, zc, θ, ψ, 0) is





/(ε1k1||∇zc||λq) < zc(0)2, then the origin of forced system h(ε, zc, θ, ψ, δ)
is input-to-state stable.
Proof. Consider the domain D = D1 ∪ D2 = {[zc, θ, ψ]T |zc ≥ 0, θ ∈ [0, 1), ψ ∈ [0, 1)}.
Let V : D → R be a Lyapunov candidate function for the overall system and defined as











is a continuous positive definite function in the domain D2, and
Q2 = −
k1








is an indefinite function due to the mismatch between q(t) and q(τ). Let ε2 ∈ (0, 1). Then
using (4.97) and (4.109) we obtain
V̇ ≤ −(1− ε2)(W1 +
1
ε
W2), ∀|zc| > ρ(|δ|), ε ≤ ε∗, (4.112)






. Hence, the the results of the decoupled systems
in Lemma 4.5.1 and Lemma 4.5.2 hold whenever ε ≤ ε∗. This implies that the overall
system is input-to-state stable.
Note that if the higher order terms of the field are ignored, then ε∗ reduces to ε∗ =
ε2(λq−λn)
k1||∇zc|| . Additionally, ε
∗ defines how long we should run the PCA flow (4.3) in the time
scale τ for each instant of time t. Since τ = t−t0
ε
, then a small value of ε∗ requires a longer
PCA learning time τ , and vice versa.
4.5.2 Source Seeking with an Incomplete Graph
When the graph is incomplete, the implicit dynamics of the body frame are as defined in
Corollary 4.4.1.
The Reduced System
Let zc,i be the field measurement at the local center rc,i. Define
θi = 1 + 〈Ni,ni〉, (4.113)
where θi → 0 when ni → −Ni. i.e. when ni converges to the negative direction of the
local field gradient. Taking the time derivative of zc,i and θ, and using (4.52) for ṅi, we
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obtain the reduced system




θi(θi − 2) + βi, i = 1, · · · ,M, (4.114)
where the input disturbance is defined as
βi = Ei〈Ni,qi〉+ δi, δi = 〈ni, Ṅi〉. (4.115)
The term Ei accounts for the mismatch between the local PCA components, and the term
δi accounts for how the local field gradient ∇zi changes as the swarm moves from one
location to another. Observe that βi = 0 when θi = 0. Additionally, Ei is determined by
the graph structure which in the absence of a formation force in (4.4) is hardly controlled.
The only hope to decrease Ei is to increase the connectivity of the static graph as much as
possible, as shown in Fig. 4.5.
Figure 4.5: An incomplete graph of 11 agents. The lines represent the undirected edges,
and the arrows represent the local PCA component ni.
Define
z = [zc,1, · · · , zc,M ]T , θ = [θi, · · · , θM ]T , β = [βi, · · · , βM ]T . (4.116)
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Let
ẋ = [f1(x1, β1), · · · , fM(xM , βM)]T , (4.117)
where x = [z, θ]T and fi is as defined by (4.114). Then we obtain the following result for
the reduced system.
Lemma 4.5.3. Consider the reduced system (4.114) and suppose for all i, 0 ≤ θi(0) ≤
1. Then the origin of the unforced system f(x, 0) is asymptotically stable. Furthermore,
suppose that (
∑M
i=1 |Ei| + |δi|)/(ε1k1 mini{||∇zi||}) <
∑M
i=1 zc,i(0)
2, then the origin of
forced system f(x, δ) is input-to-state stable.
Proof. Consider the domain D1 = {[z, θ]T |∀i, zc,i ≥ 0, θi ∈ [0, 1)}. Let V1 : D1 → R










where V1 = 0 if and only if [z, θ] = [0,0]. Additionally, V1 → ∞ as θ → 1, where 0 and
1 are columns vectors of all zeros and ones, respectively.
For the unforced system f(x, 0), we set β = 0. Then, taking the derivative of V1 and





















where V̇1 = 0 if and only if [z, θ] = [0,0]. Then the origin of the unforced system f(x,0)
is asymptotically stable. Additionally, V̇1 → −∞ as θ → 1. This along with the fact that
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V1 → ∞ whenever θ → 1, implies that D1 is a forward invariant set and thus trajectories
start inside it will never go outside it.













be a continuous positive definite function. Then, we obtain









is a class K function. Using the assumption that (
∑M
i=1 |Ei|+ |δi|)/(ε1k1 mini{||∇zi||}) <∑M
i=1 zc,i(0)
2, then the set {zc|ρ(|β|) < ||z|| < ||z(0)||} is not empty. Moreover, using
(4.120), V̇1 → −∞ as θ → 1. This along with the fact that V1 → ∞ if for any i, θi → 1,






which are class K∞ functions that satisfy: α1(||x||) ≤ V1(x) ≤ α2(||x||). Therefore,









where ψ → 0 when qi(τ) → qi(t) ∀i, i.e when all the local PCA learning algorithms
converge to the exact eigenvectors of the covariance matrices Ci(t). Following the same


































The following lemma summarizes the convergence result of the boundary system.
Lemma 4.5.4. Consider the boundary system (4.125). Suppose that for all agents at time
τ = 0, 〈qi(t),qi(τ)〉 ∈ (0, 1]. Then the origin of the boundary system is exponentially
stable uniformly in all Ci(t) and qi(t).
Proof. Let D2 = {ψ|∀i, ψi ∈ [0, 1)} where ψi = 1 − 〈qi(t),qi(τ)〉. Then let V2(ψ) :







where V2 ≥ 0 and V2 = 0 if and only if ψi = 0, ∀i. Furthermore, V2 →∞ as any ψi → 1.





























(λqi − 〈qi(τ),Ciqi(τ)〉)V2. (4.128)
Consequently, the equilibrium ψ = 0 of (4.125) is exponentially stable. Then, according
to Definition 11.1 in [68], the equilibrium ψ = 0 of the boundary system (4.125) is expo-
nentially stable, uniformly in all qi(t) and Ci(t). Moreover, since V2 → ∞ whenever any
ψi → 1, then D2 is a forward invariant set which implies that trajectories start inside it will
stay there forever.
The Coupled System
Define the coupled system [ż, θ̇, ψ̇] = h(ε, z, θ, ψ, β) where ż and θ̇ are given by (4.114),
and ψ̇ is given by (4.124). The following theorem establishes a sufficient range for ε that
generalizes Lemma 4.5.3 and Lemma 4.5.4 of the decoupled system h(0, z, θ, ψ, β) =
f(z, θ, ψ, β) to the coupled system h(ε, z, θ, ψ, β).
Theorem 4.5.2. Consider the coupled system given by (4.87) and (4.88) where k2 6= 0 and














If for all i, 0 ≤ θi(0) ≤ 1 and 0 ≤ ψi(0) ≤ 1, then the origin of the unforced system
h(ε, z, θ, ψ, 0) is asymptotically stable. Furthermore, if 0 ≤ θi(0) ≤ 1, 0 ≤ ψi(0) ≤ 1, and
(
∑M
i=1 |Ei| + |δi|)/(ε1k1 mini{||∇zi||}) <
∑M
i=1 zc,i(0)
2, then the origin of forced system
h(ε, z, θ, ψ, β) is input-to-state stable.
Proof. Consider the domain D = D1∪D2 = where D1 = {[z, θ]T |∀i, zc,i ≥ 0, θi ∈ [0, 1)}
and D2 = {ψ|∀i, ψi ∈ [0, 1)}. Let V : D → R be a Lyapunov candidate function for the
76

















(λqi − λni )(1− ψi)2
(4.132)
is generally an indefinite function. Let ε2 ∈ (0, 1). Then using (4.121) and (4.130) we
obtain
V̇ ≤ −(1− ε2)(W1 +
1
ε























Hence, according to Theorem 11.3 in [68], whenever ε ≤ ε∗, then the origin of forced
system h(ε, z, θ, ψ, β) is input-to-state stable.
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4.6 Simulation and Experimental Results
In this section, we validate the proposed model through computer simulation and physical
experiments. We used two robotic platforms: the surface Georgia Tech Robotarium uni-
cycle robots [22], and the air Georgia Tech Miniature Autonomous Blimps [GTMAB]. In
what follows, we first present the source seeking results and then the level curve tracking
results. In all simulations and experiment, we set ε = 0.01 in the (4.88). This means that
we run the PCA flow (4.3) for a time τ = dt
ε
where dt = 0.01 is the step time used to
update (4.4).
4.6.1 Simulation Results
We simulated Algorithm 1 in virtual scalar convex and non-convex 2D fields for swarms
that have complete and incomplete static connectivity graphs. In all the simulations, we set
k1 = 1 in (4.4). Additionally, the source is located at the origin. In all of the following
figure, bold blue discs represent the agents and the blue arrows indicate the direction ni,
where they turned to red color at the end of the simulation. The lines connecting the agents
represent the edges of the network and the pink paths represent the trajectories of the agents.
The contour lines represent the level curves of the field. In Fig. 4.6, swarms of 4 agents
Figure 4.6: Swarms of 4 agents (left) and 7 agents (right) in complete graphs
(left) and 7 agents (right) in a complete graph are used to locate a convex field starting from
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different initial positions. As predicted by Theorem 4.5.1, the two swarms successfully
steered toward the source even though the 7-agent swarm was initially heading towards the
positive direction of the field gradient. Additionally, as predicted by Lemma 4.4.3, the
variance λq is constant while λn is varying.
Figure 4.7: Swarms of 8 agents (left) and 20 agents (right) in an incomplete graphs
In the 8-agent swarm in the left of Fig. 4.7, the connectivity graph is incomplete. Hence
each agent applies the PCA flow locally resulting in different ni, as it clear by the blue
arrows at the initial time. Nevertheless, as predicted by Theorem 4.5.2, the swarm steers
toward the source and each ni converges to the negative direction of the local gradient Ni.
However, since initially for some agents 〈ni,Ni〉 > 0, the swarms disperse significantly.
To save the connectivity of the graph when it is incomplete, in the 20-agent swarm in the
right of Fig. 4.7, modify the control law (4.4) as
ui(t) = k1(zi(t)− zd)ni(t) + k2qi(t) + kfvi,q, (4.136)




(〈rj − ri,qi〉 − dij)〈rj − ri,qi〉qi, (4.137)
79
which is to maintain a desired distance dij only along the qi direction [10]. As shown in
the right of Fig. 4.7, each ni converges to−Ni, but also, the agents in the swarm keep close
to each other due to (4.137).
Figure 4.8: Complete network of 6 agents in a non convex field with partial formation (left)
and full formation (right).
As suggested by (4.70), n changes faster when (λq−λn) is small. To justify this, in Fig. 4.8,
a swarm of 6 agents and a complete graph is simulated in a non-convex field. In the left,
we added (4.136) to maintain a distance only along q. However, in the right we maintain a
distance along both directions by adding vi,n to (4.136), where vi,n is obtained by replacing
q by n in (4.137). Although the two swarms start at the same location, since the one in the
right maintained smaller (λq − λn), it steered faster towards the source than the one in the
left which took a long distance to turn. This intuitively reveals the effect of the different
formation schemes. In particular, a swarm with a larger spatial distribution encodes more
diverse information about the field and hence the swarm steers faster towards the source.
4.6.2 Experimental Results
We tested Algorithm 1 using unicycle surface robots at the Georgia Teach Robotarium
[22]. The diameter of each robot is about 0.05m and the dimensions of the experimental
space are about 2m × 3m. Since these robots do not have light sensors, we used virtual
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Figure 4.9: A 3-agent swarm in an incomplete graph
Figure 4.10: A 20-agent swarm in an incomplete graph
fields where we projected their level curves on the surface for a visualization purpose.
We conducted three experiments using a convex field with 3 robots in Fig. 4.9, 20 robots
in Fig. 4.10 and using a non-convex field with 6 robots in Fig. 4.11. These figures are
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Figure 4.11: A 6-agent swarm in a complete graph and non-convex field
snapshots of the robots navigation from the start to end times. Despite the lack of a real
field, these experiments reflect the successful performance of the proposed model when
implemented in real robots.
Alternatively, we installed light sensors in the Georgia Tech Miniature Blimps [23] and
then used a real light sensor. The diameter of each blimp is about 0.7m and the dimen-
sions of the experimental space are about 4m × 4m. To make the minimum at the source,
we inverted the field by using 1
zi
instead of zi. Snapshots of two experiments are shown
in Fig. 4.12 and Fig. 4.13, where initially in the former 〈N,n〉 < 0, and in the latter
〈N,n〉 > 0. Additionally, we presented in Fig. 4.14 and Fig. 4.15 trajectories of four
different experiments. The trajectories are colored based on the light intensity where the
black diamond is the source location and the red discs are the starting locations. Despite
many messing measurements, the blimps are able to locate the source.
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Figure 4.12: The two blimps initially have 〈N,n〉 < 0.
Figure 4.13: The two blimps initially have 〈N,n〉 > 0.
4.7 Conclusion
In this chapter, we proposed a Multi-Layer control model composed of an interplay of
distributed algorithms for perception and swarming. This enabled swarms of various sizes
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Figure 4.14: Trajectories of two experiments colored based on the light intensity where
initially 〈N,n〉 < 0.
Figure 4.15: Trajectories of two experiments colored based the light intensity where ini-
tially 〈N,n〉 > 0.
and graph structures to perform collective source seeking of scalar fields without the need
to explicitly estimate the field gradient or explicitly share measurements among the agents.
We obtained several stability results in a singular perturbation framework justifying the
robustness and convergence of the algorithms. The simulation and experimental results
suggest the efficiency and generality of the proposed model. To make the swarming control
law more vigorous to incomplete graphs, in Chapter 6, we added a velocity alignment
term to the swarming control law. Additionally, the implicit communication of the field
measurements motivates us to use the model to study information propagation in biological
swarms as well as designing new techniques for robotic swarms.
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CHAPTER 5
INTEGRATING PCA LEARNING ALGORITHM FOR A DISTRIBUTED LEVEL
CURVE TRACKING
5.1 Introduction
An important swarm robotics problem is to deploy multiple robots to track a desired level
curve of a scalar field. The source is the location where the field has a maximum or mini-
mum value. A level curve of a scalar field with a non-vanishing gradient is a curve consist-
ing of all points where the field has the same value. The field can represent an environmen-
tal characteristic including but not limited to, a chemical concentration, a light intensity, or
a temperature value. This problem has various applications ranging from monitoring en-
vironmental characteristics to exploring and establishing hazard boundaries, and to search
and rescue tasks, just to name a few [6, 7].
In this chapter, we propose to use the Multi-Layer control model developed in Chap-
ter 4, where we modify the control law in the swarming layer to achieve the level curve
tracking behavior. Remarkably, through the interplay of the learning and swarming algo-
rithms, swarms of various sizes and graph structures are able to perform collective level
curve tracking of scalar fields without the need to explicitly estimate the field gradient or
explicitly share measurements among the agents.
The different multi-agent control laws developed in the literature for curve tracking
generally incorporate a mixture of knowledge or estimation of field gradient and Hessian
estimation and sliding-mode control. Most of the aforementioned control strategies either
rely on sharing measurements via communication channels, require maintaining specific
spatial formations, or apply only to certain sizes and structures of the interacting graphs.
The dependence on the exchange of data through a communication channel is a hard re-
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quirement that might be undesired especially in applications with severe limitations such
as underwater robotics.
In [71, 72] the field gradient is assumed to be known and then a control law is designed
such that the agents move perpendicular to the gradient. Alternatively, the algorithms in
[39] and [40] rely on communicating field measurements and maintaining prescribed for-
mations to estimate the field gradient. Independent of gradient estimation, an algorithm is
designed in [41] for a 2-agent system, but, it requires communicating field measurements.
A discontinuous sliding mode control law is designed for a multi-agent system in [42] and
[43] which is independent of both gradient estimation and measurements communication.
However, each agent is able to track the level curve individually while the interaction with
the other agents is mainly to force the agents to spread across the level curve.
The novel concept in this chapter is in integrating a PCA learning algorithm [13, 14, 15]
in the perception layer of the Multi-Layer model through which each agent locally obtains
a body frame. This time-varying body frame is then used in the swarming layer by each
agent to modulate its motion based only on its instantaneous measurement of the field. The
swarming control law is general in that by simple variations of the controller gains, the
swarm exhibits different behaviors of source seeking and level curve tracking.
Similar to the source seeking algorithm of Chapter 4, the successful elimination of
the challenging requirement of explicit estimation and communication is attributed to the
locally computed PCA-based body frame and the design of the control law. We also over-
come the difficulty of the multi-time-scale nature in the convergence analysis by incor-
porating a singular perturbation framework where the dynamics of the PCA learning and
swarming control are viewed as rapidly decaying and slowly varying dynamics, respec-
tively.
This chapter includes four main contributions [11, 9]. The first one is exploiting the
Multi-Layer model to design an innovative solution to the level curve tracking problem.
The second one is proving the boundedness of the spatial variances of the swarm under
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complete graphs which renders implicit connectivity-maintenance. The third one is obtain-
ing input-to-state stability results reflecting robust convergence to the desired level curve
under complete graphs. The last one is validating the proposed model for various level
curve tracking behaviors through simulations and experiments. The experiments are con-
ducted using the Georgia Teach Robotarium [22] and the Georgia Teach Miniature Blimps
[23].
The rest of this chapter is organized as follows. The problem is formulated in Sec-
tion 5.2. Then the PCA-based body frame, the design of the control law and the strategy al-
gorithm are presented in Section 5.3. In Section 5.4, we derive the implicit dynamics of the
body frame and show how the field measurements are indirectly propagated. Then, stability
analysis and simulation and experimental results are given in Section 5.5 and Section 5.6




Consider a swarm of M agents described by an undirected visibility graph, G ⊆ V × E
where V is the set of all agents, and E is the set of all edges. An undirected edge (i, j) ∈ E
exists if both agents can sense the relative positions of each other. A graph is connected
if for each i, j ∈ V , there exists a sequence of edges connecting the ith and jth agents. If
each agent shares an edge with all other agents, then the graph is complete, otherwise, it
is incomplete. The neighbor set of i is defined by Ni = {j|(i, j) ∈ E}. Additionally, if
for each agent Ni is fixed, the graph is static, otherwise, it is dynamic. We consider the
following assumption about the graph.
Assumption 5.2.1. G is static, undirected and connected.
This assumption is to simplify the convergence analysis. However, the design in Sec-
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tion 5.3 is applicable to a broader class of graphs which will be supported by simulation
results. Additionally, we will show in Section 5.4 that connectivity is implicitly guaranteed
when the graph is complete.
Let ri ∈ R2 be the position of the ith agent in a 2D space. We require
Assumption 5.2.2. each ith agent to know the relative positions rj−ri of all its neighbors,
j ∈ Ni.
In practice, robots can be equipped with sensors to measure the relative positions of
their neighbors with respect to their local frame, which is less challenging than requiring
the global positions [5].
Furthermore, suppose each agent measures a scalar field value z(ri) ∈ R at its current
position ri(t), where the field is assumed to be
Assumption 5.2.3. smooth, time invariant and bounded, i.e. 0 ≤ zmin ≤ z(ri) ≤ zmax,
and has a unique minimum at the source location r0 where z(r0) = zmin.
This assumption does not limit the proposed strategy as non-smooth fields may be trans-
formed into smooth fields using, for example, Stochastic models as in [31].
Consider zd ∈ R to be a desired level curve field value, where a level curve is the set




= ui, i = 1, · · · ,M, (5.1)
where ui = ui(zd, zi(t), {rj(t) − ri(t)}j∈Ni) is a control law that depends only on the
desired level curve value zd, current field measurement zi(t), and relative positions of the
neighboring agents {rj(t)− ri(t)}j∈Ni .
5.2.2 Problem Statement
The problem to solve is to design the local control law ui in (5.2), such that the swarm au-
tonomously steers toward either the source location r0, or the desired level curve {r|z(r) =
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zd,∀r ∈ R2}, and keeps tracking it. A challenging requirement we consider is to solve this
problem without explicitly estimating the field gradient and without explicitly communi-
cating field measurements among the agents.
5.3 The Distributed Control Law
Given the body frame (qi(t),ni(t)) obtained by (4.3) in Section 4.3, we propose control
law
ui(t) = k1(zi(t)− zd)ni(t) + k2qi(t), (5.2)
where zi(t) and zd are measured and desired field values, respectively. The parameters
k1, k2 ∈ R are positive gains. To intuitively explain the control law (5.2), we simulate it in
Fig. 5.1 for a 2-agent system in a scalar field. In this example, qi is along the line-of-sight
between the two agents, and ni is perpendicular to the line-of-sight. When zd = 0 and
k2 = 0, the control law (5.2) reduces to the source seeking control law (4.4). Namely,
each agent i speeds up or slows down along the direction ni depending on the local field
measurement zi(t). Hence, the two agents move in the same direction with different speeds
which steers them towards the minimum of the field.
On the other hand, when zd 6= 0 and k2 = 0, the 2-agent system steers toward the
level curve {r|z(r1) = z(r2) = zd}. Finally, when zd 6= 0 and k2 6= 0, then the first
term k1(zi(t)− zd)ni(t) steers the 2-agent system toward the desired level curve, while the
second term k2qi(t) moves the swarm along the level curve. Note that the first term changes
its sign as the sign of (zi(t) − zd) changes, which stabilize the agents at the level curve.
Additionally, the gains k1 and k2 determine the tracking speed and accuracy. In particular,
small k2 compared to k1 leads to slow tracking, but high accuracy, and vice versa.
A pseudocode description for the source seeking and level curve tracking strategy is
given in Algorithm 2. Remarkably, all the steps in the algorithm are locally computed
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(a) zd = 0, k2 = 0 (b) zd 6= 0, k2 = 0 (c) zd 6= 0, k2 6= 0
Figure 5.1: The blue arrows are the velocities which turn red at the end time. The circular
curves are the field level curves.
without explicit communication of any values.
Algorithm 2 The Distributed Source Seeking and Level Curve Tracking Strategy
1: loop
2: for each agent do
3: observe neighbor positions
4: compute covariance matrix using (4.2)
5: compute principal components using (4.3)
6: update motion using (5.2)
7: end for
8: end loop
5.4 The System Dynamics
The PCA flow system (4.3) describes the dynamics of the PCA components (ni(t),qi(t))
of a given covariance matrix Ci(t) only in the learning time scale τ . However, to ana-
lyze the convergence of the system, we also need the dynamics of the PCA components
(ni(t),qi(t)) in the swarming time scale t. In this section, we derive these implicit dy-
namics for the general incomplete graph first, and then for the special complete graph.
Additionally, at the end of this section, we show that the spatial variances of the swarm are
bounded when the graph is complete.
LetNi be the neighborhood set of agent i, andHi = Ni
⋃
{i}, and Mi = |Ni|+ 1. The
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(rk − rc,i)(rk − rc,i)T , (5.3)
where rc,i = 1Mi
∑
l∈Hi rl is the center of mass as seen by agent i. Using the same procedure









Define zdi = zi − zd. We then prove the following result.
Lemma 5.4.1. Using the motion dynamics (5.1) along with the PCA flow (4.3) and the
control law (5.2), the implicit dynamics of the body frame for level curve tracking with




































〈qk,ni〉〈rk − rc,i,qi〉+ 〈qk,qi〉〈rk − rc,i,ni〉
]
. (5.9)




[(ṙk − ṙc,i)(rk − rc,i)T + (rk − rc,i)(ṙk − ṙc,i)T ]. (5.10)
Using the control law (5.2), and letting zdi = zi − zd, we obtain





























knk − zdjnj) + k2(qk − qj)
]
. (5.11)





















(rk − rc,i)(k1(zdknk − zdjnj) + k2(qk − qj))T
]
. (5.12)











































































































(zdk〈nk,qi〉 − zdj 〈nj,qi〉) = (zdk − z̃da,i)〈nk,qi〉. (5.20)


















〈qk − qj,qi〉 = 〈qk − qa,i,qi〉. (5.23)
















k − z̃da,i)〈nk,qi〉+ k2〈qk − qa,i,qi〉
]
〈rk − rc,i,ni〉 (5.24)
Let: zdk − z̃da,i = zdk − zdc,i + zdc,i − z̃da,i. Consequently
∑
k∈Hi
(zdk − z̃da,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi




(zdc,i − z̃da,i)〈nk,ni〉(rk − rc,i). (5.25)
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But, from (5.15), we have























zdc,i〈nk,ni〉(rk − rc,i), (5.27)




















Substituting (5.27) in (5.25)
∑
k∈Hi
(zdk − z̃da,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi
zdk〈nk,ni〉(rk − rc,i) (5.29)




c (rk − rc,i) to (5.29) to obtain
∑
k∈Hi
(zdk − z̃da,i)〈nk,ni〉(rk − rc,i) =
∑
k∈Hi





(zdk − z̃da,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi




(zdc,i − z̃da,i)〈nk,qi〉(rk − rc,i). (5.31)
But, from (5.15), we have























zdc,i〈nk,qi〉(rk − rc,i), (5.33)




















Substituting (5.33) in (5.31)
∑
k∈Hi
(zdk − z̃da,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi
zdk〈nk,qi〉(rk − rc,i) (5.35)
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c (rk − rc,i) to (5.35) to obtain
∑
k∈Hi
(zdk − z̃da,i)〈nk,qi〉(rk − rc,i) =
∑
k∈Hi
(zdk〈nk,qi〉 − zdc,i)(rk − rc,i) (5.36)
Additionally, in view of (5.21)
∑
k∈Hi
〈qk − qa,i,ni〉〈rk − rc,i,qi〉 =
∑
k∈Hi
〈qk,ni〉〈rk − rc,i,qi〉, (5.37)
where we used the fact that
∑
k∈Hi









〈qk − qa,i,qi〉〈rk − rc,i,ni〉 =
∑
k∈Hi
〈qk,qi〉〈rk − rc,i,ni〉, (5.39)
where we used the fact that
∑
k∈Hi





ni = 0. (5.40)
















k〈nk,qi〉 − zdc,i) + k2〈qk,qi〉
]








(rk − rc,i). (5.42)
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〈qk,ni〉〈rk − rc,i,qi〉+ 〈qk,qi〉〈rk − rc,i,ni〉
]
. (5.45)
Note that, when k2 = 0 and zd = 0 (5.9) reduces to (4.50) derived for source seeking
in Chapter 4. Additionally, σi → 0 as 〈ni,nj〉 → 1 ∀j ∈ Ni. In general, σi can be made
arbitrary small by making k2 small compared to k1, i.e. slowing down the level tracking
speed.
When the graph is complete, then each agent computes the same covariance matrix
Ci = C =
M∑
k=1
(rk − rc)(rk − rc)T , (5.46)
where all the agents see the same center rc = 1M
∑M
k=1 rk. This implies that ni = nj = n,
98




[−k1zdc 〈rk − rc,n〉+ k2〈rk − rc,n〉]





where we used the fact that
∑M




(zk − zc)(rk − rc), (5.48)
where we used the fact that





(zk − zd) = zk − zc. (5.49)
Observe that (5.48) is the same as (4.67) derived for the source seeking. This means that
when the graph is complete, the effect of the q in (5.2) on the dynamics of the body frame
averages out.
Using Taylor expansion, we express
zk − zc = 〈rk − rc,∇zc〉+ νk, (5.50)
where ∇zc = ∇z(rc) is the field gradient at the center of the swarm, and νk represents the
higher order terms.























where N = ∇zc||∇zc|| is a unit length vector representing the direction of the field gradient
at the center of the swarm. Interestingly, body frame dynamics under level curve tracking
(5.51) and (5.52) are the same as the body frame dynamics under source seeking (4.70) and
(4.64). Furthermore, recall that the term
∑M
k=1 νk〈rk − rc,q〉 in (5.51) and (5.52) vanishes
when νk = ν for all agents. i.e. the field is linear in the vicinity of the swarm’s center, or
when the agents are at the same level curve.
We conclude this section by the following result.
Lemma 5.4.2. For a complete graph, for both source seeking and level curve tracking,
λn(t) ≤ λq(t) = λq(t0), where λq(t0) is the initial maximum variance of the spatial distri-
bution of the agents.
Note that this Lemma 4.4.3 is same as Lemma 5.4.2. However, in proving it, we need
to consider the new control law (5.2).








is the largest directional variance of the spatial distribution. This implies that λn(t) ≤ λq(t).
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What remains is to show that λ̇q = 0. Taking the time derivative of
λq = qTCq =
M∑
i=1





〈ri − rc,q〉(〈ṙi − ṙc,q〉+ 〈ri − rc, q̇〉) (5.56)
Using (5.11), for a complete graph
ṙi − ṙc = k1(zi − za)n, (5.57)
where za = 1M
∑M
i=1 zi is the average field measurement. Hence





〈ri − rc,q〉〈ri − rc, q̇〉 = 2〈Cq, q̇〉 = 2λq〈q, q̇〉 = 0, (5.59)
where using (5.52), we obtain








〈q,n〉 = 0. (5.60)
Similarly, taking the time derivative of
λn = nTCn =
M∑
i=1






〈ri − rc,n〉(〈ṙi − ṙc,n〉+ 〈ri − rc, ṅ〉) (5.62)
But using (5.57)




〈ri − rc,n〉〈ri − rc, ṅ〉 = 2〈Cn, ṅ〉 = 2λn〈n, ṅ〉 = 0, (5.64)




(zi − za)〈ri − rc,n〉. (5.65)
Additionally, using (5.50) and the fact that
∑M


























(zi − zc)〈ri − rc,n〉, (5.67)








i=1〈ri − rc,n〉 = 0.
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νi〈ri − rc,n〉. (5.68)
Note that, from (5.68), λn will increase or decrease, hence the shape will stretch or
shrink along the n direction, depending on the signs of 〈N,n〉 and
∑M
i=1 νi〈ri − rc,n〉.
However, if it increases, it will do so only up to λn = λq. At this point, the PCA flow
will interchange n and q and hence the swarm performs a turn of at most 90◦. Importantly,
Lemma 5.4.2 implies that the connectivity of the graph is maintained implicitly.
5.5 Convergence Analysis
We want to prove that using the PCA flow (4.3), the control (5.2) steers the agents towards
the desired level curve when k2 6= 0.
Recall that the PCA flow (4.3) runs in the time scale τ , while the swarming control law
(5.2) runs in the time scale t. That is, for each time instance t, each agent runs (4.3) for
some time τ . To overcome this difficulty, we formulate a singular perturbation problem as
follows. Let the relationships between the swarming time t, and the PCA learning time τ
be of the form dt
dτ
= ε, where ε ∈ (0, 1). This implies that τ = t−t0
ε
, where τ0 = 0. In other
words, τ is stretched as ε → 0, and shrunk as ε → 1. Using this relationship, the PCA
learning and swarming dynamics in the singular perturbation framework are
dri
dt




= (I− qi(τ)qTi (τ))Ci(t)qi(τ), ∀i, (5.70)
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where the swarming dynamics (5.69) is viewed as a slow system, and the PCA learning
dynamics (5.70) is viewed as a fast system. In this framework, we first let ε = 0 in (5.70)
to obtain decoupled reduced and boundary systems. We then analyze the stability of the
origins of these decoupled systems. Finally, we derive ε∗ ∈ (0, 1) such that for all ε ≤ ε∗,
the stability results of the reduced and boundary systems hold for the original slow (5.69)
and fast (5.70) systems. Practically, ε∗ reveals how rapid the fast systems must be in order
for the system to converge to the desired equilibrium. In what follows, we first analyze the
source seeking and level curve tracking in complete graphs and then generalize the source
seeking to incomplete graphs.
Define
ζ = zc − zd. (5.71)
This implies that ζ = 0 if and only if zc = zd. Taking the time derivative
ζ̇ = żc = 〈∇zc, ṙc〉. (5.72)











νk)n + k2q (5.73)
Then we obtain the reduced system for the level curve tracking










θ(θ − 2) + k1
λq − λn
∆ + δ, (5.74)
where where ∆ = −〈N,q〉
∑M
k=1 νk〈rk − rc,q〉 is due to the nonlinear components of the
field, and δ = 〈n, Ṅ〉 is viewed as an unknown input field disturbance. Note that θ̇ is the
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same for both source seeking and level curve tracking. This is because ṅ and q̇ derived
in (5.51) and (5.52) are derived for both source seeking and level curve tracking. The
following result summarizes the stability of the reduced system.
Lemma 5.5.1. Consider the reduced system (5.74) and suppose 0 ≤ θ(0) ≤ 1. Then the
origin of the unforced system f(ζ, θ, 0) is ultimately bounded. Furthermore, suppose that(
k1||∇zc||λq |ν| + k1 |∆| + (λq − λn) |δ|
)
/(ε1k1||∇zc||λq) < ζ(0)2, then the origin of
forced system f(ζ, θ, δ) is input-to-state stable.
Proof. Consider the domain D1 = {[ζ, θ]T |θ ∈ [0, 1)}. Let V1 : D1 → R be a Lyapunov











where V1 = 0 if and only if [ζ, θ]T = [0, 0]T . Additionally, V1 →∞ as θ → 1.
For the unforced system f(x, 0), we set δ = 0 which implies that νk = 0. Hence, taking
the derivative of V1 and using (5.68) and (5.74), we obtain
V̇1 = −k1||∇zc||
(








First note that V̇1 = 0 if and only if [ζ, θ] = [0, 0]. Next, when k2 = 0, then V̇1 ≤ 0
which implies that the unforced system will converge to a position where ζ = 0, i.e. at
the desired level curve. When k2 6= 0, we have V̇1 → −k1||∇zc||ζ2 as θ → 0, and
V̇1 → −∞ as θ → 1. Furthermore, let ε1 ∈ (0, 1), then for |ζ| ≥ k2k1ε1 , we obtain V̇1 ≤
−k1(1− ε1)||∇zc||(1− θ)ζ2 ≤ 0. This means that, according to Theorem 4.18 in [68], the
unforced system f(ζ, θ, 0) is ultimately bounded, and hence the trajectory of the center of
the swarm will converge to a strip defined by |ζ| < k2
k1ε1
. The width of the strip can be made
arbitrary small by making k2 small enough compared to k1. Additionally, since V̇1 → −∞
as θ → 1 and V1 →∞ whenever θ → 1, then D1 is a forward invariant set.
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For the forced system f(ζ, θ, δ), let W1(ζ, θ) be a continuous positive definite function as
defined in (4.96) in which zc is replaced by ζ . Consequently, we obtain









1−|θ| which are class K∞ functions that satisfy: α1(||[zc, θ]
T ||) ≤ V1([zc, θ]T ) ≤
α2(||[zc, θ]T ||). Therefore, according to Theorem 4.19 in [68], the origin of the forced sys-
tem f(ζ, θ, δ) is input-to-state stable.
Since for the level curve tracking, we are still using the same PCA flow (4.88), we have
the same boundary system obtained in Section 4.5.1. Therefore, Lemma 4.5.2 holds when
k2 6= 0 and zd 6= 0.
Finally, define the coupled system [ζ̇ , θ̇, ψ̇] = h(ε, ζ, θ, ψ, δ) where ζ̇ and θ̇ are given by
(5.74), and ψ̇ is given by (4.103). The following theorem establishes a sufficient range for ε
that generalizes Lemma 5.5.1 and Lemma 4.5.2 of the decoupled system h(0, ζ, θ, ψ, δ) =
f(ζ, θ, ψ, δ) to the coupled system h(ε, ζ, θ, ψ, δ).
Proposition 5.5.1. Consider the coupled system given by (4.87) and (4.88) where k2 6= 0






k νk||rk − rc||
. (5.77)
If 0 ≤ θ(0) ≤ 1 and 0 ≤ ψ(0) ≤ 1, then the origin of the unforced system h(ε, ζ, θ, ψ, 0) is





/(ε1k1||∇zc||λq) < ζ(0)2, then the origin of forced system h(ε, ζ, θ, ψ, δ)
is input-to-state stable.
Proof. Applying the same procedure in Section 4.5.1, this results follows from Lemma 4.5.2
and Lemma 5.5.1.
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Note that, as expected, since we are using the same PCA flow (5.70), we obtained the
same bound ε∗ for both the source seeking and curve tracking algorithms.
5.6 Simulation and Experimental Results
In this section, we validate the proposed model through computer simulation and physical
experiments. We used two robotic platforms: the surface Georgia Tech Robotarium uni-
cycle robots [22], and the air Georgia Tech Miniature Autonomous Blimps [23]. In what
follows, we first present the simulation results and then the experimental results. In all
simulations and experiment, we set ε = 0.01 in the (5.70). This means that we run the PCA
flow (4.3) for a time τ = dt
ε
where dt = 0.01 is the step time used to update (5.2).
5.6.1 Simulation Results
We simulate the strategy for different scenarios. In all scenarios, we set zd = 2 and ε =
0.01. In Fig. 5.2 and Fig. 5.3, a 2-agent system is simulated in a convex field for different k2
values. As predicted by Proposition 5.5.1, agents in Fig. 5.3 track the desired level curve
with more accuracy than that of Fig. 5.2, however, they move slowly and hence for the
same amount of time they passed shorter segment of the level curve. The 2-agent system
Figure 5.2: 2-agent system level curve tracking with k1 = 2, k2 = 1, tf = 12 seconds
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Figure 5.3: 2-agent system level curve tracking with k1 = 2, k2 = 0.3, tf = 12 seconds
in Fig. 5.4 successfully tracks the desired level curve, but with varying deviation from the
desired value that is attributed to the non-convexity of the field.
Figure 5.4: 2-agent system level curve tracking with k1 = 2, k2 = 0.5, tf = 33 seconds
Alternatively, in Fig. 5.5, a 7-agent system with a line graph is simulated in a convex
field (left) and a non-convex field (right). Since the agent are closer to each other, we
observe that the overshoot is much less compared to the 2-agent system in Fig. ??.
In Fig. 5.6, a 10-agent system with an arbitrary static and connected graph is simulated.
Since the agents are more spatially distributed, they steer to the desired level curve rela-
tively faster than the 2-agent systems in Fig. 5.2 and Fig. 5.3. Alternatively, In Fig. 5.7,
each agent chooses the closest three agents as its neighbors at each instant of time. This
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Figure 5.5: a 7-agent system with a line graph in a convex field (left) and a non-convex
field (right).
Figure 5.6: Static graph of A 10-agent system level curve tracking with, k1 = 2, k2 = 0.3,
tf = 12 seconds
leads to a directed and dynamic graph.
5.6.2 Experimental Results
We implemented the level curve tracking algorithm with convex and non-convex fields
using the Robotarium robots and the results are shown in Fig. 5.8 and Fig. 5.9, respectively.
In these two figures, we projected the resulting robots’ trajectories which clearly match the
simulated ones in Fig. 5.2 and Fig. 5.4, respectively.
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Figure 5.7: Dynamic graph of a 10-agent system level curve tracking with, k1 = 1, k2 =
0.2, tf = 12 seconds
Figure 5.8: Two robots in a convex field.
5.7 Conclusion
In this chapter, we designed a distributed control law for level curve tracking based on the
Multi-Layer control model proposed on Chapter 4. The control law enables swarms of
various sizes and graph structures to perform collective level curve tracking of scalar fields
without the need to explicitly estimate the field gradient or explicitly share measurements
among the agents. We obtained stability results in a singular perturbation framework justi-
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Figure 5.9: Two robots in a non convex field.
fying the robustness and convergence of the algorithms. The simulation and experimental
results suggest the efficiency and generality of the proposed model.
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CHAPTER 6
FROM SOURCE SEEKING AND LEVEL CURVE TRACKING TO
INFORMATION PROPAGATION AND MULTI-TASKING
6.1 INTRODUCTION
Biological research has established evidence that critical decisions such as performing a
turn in a flock of birds or avoiding a predator in a school of fish are initiated by individuals
at the boundary of the swarm and then propagate to the entire collective [2, 3, 1]. The
propagating signal might take the form of a change of motion behavior of an agent to
alert the swarm about a predator or guide the swarm to a possible source of food, or to
a shelter such as a dark area, as in the case of shiner fish schools [16]. The question is
how this information propagation occurs almost instantly and presumably without explicit
communication between the individuals even when they are significantly far away from
where the signal starts. Even more surprising is how these external signals, for example,
predator warnings, occur and propagate while the individuals are collectively performing
other complex tasks such as foraging or synchronization.
In this chapter, we propose a Multi-Layer control model composed of an interplay of de-
centralized algorithms for perception and swarming. Through this novel model, we demon-
strate implicit information propagation and multi-tasking in swarms using only local inter-
actions and without explicit communication. In the perception layer, each agent not only
applies a Principal Component Analysis (PCA) on the relative positions of its neighbors,
as in Chapter 4, but also applies PCA on relative headings of its neighbors to synchronize
motion. These principal values are then used in the swarming layer where a distributed
control law is designed to balance between achieving a collective task and at the same time
allowing critical emerging signals to propagate to the entire swarm.
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In [1], its authors explore how a school of shiner fish gain information from the changes
in position and heading of their neighbors when attacked by a robotic predator fish. In [2,
3], their authors studied how collective turning emerges from agents’ fluctuations in natural
flocks of starlings. They experimentally validated through real data that turning starts from
the agents who are located at the elongated tips of the flock, and then propagates across the
remaining agents. In [44], by analyzing real trajectories of Killifish those authors showed
that fish coordinate their position and speed in a way that enriches social communication.
In particular, oscillations in speed lead to spatial geometrical configurations such as a V
formation and a diagonal formation. All of these works support the idea that the spatial
mean and variance seen by each agent are valuable elements for information propagation
in swarms exhibiting collective behaviors.
Our proposed model treats sudden changes in the motion of the individuals as a valuable
source of information. These changes often are viewed by existing models as undesired dis-
turbances that are suppressed by firm consensus or formation control laws for the sake of
rigid synchronization or stability. In the swarming layer, we design the motion controllers
such that each individual focuses more on synchronization with its neighbors when internal
or external stimuli are low. On the other hand, attention is reversed to respond to the locally
observed changes when internal or external stimuli are high. Most of the existing results
that deal with the propagation of turn waves in natural swarms use the Vicsek model [18].
However, authors in [19, 20] developed a model based on statistical physics that they argue
better explains wave propagation than the Vicsec model, in which the turning signals get
attenuated and might not reach the entire swarm. Instead of using the Vicsec model or the
common consensus-on-a-sphere to synchronize [8, 21, 51], we develop a synchronizing
algorithm based on PCA of locally observed headings. The consensus-on-a-sphere always
converges to the average heading. However, the PCA on headings tends to pay more atten-
tion to the outliers. This results in an agile and flexible motion behavior where individuals
promptly respond to stimuli while achieving a collective task. Remarkably, information
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propagation, as well as individual responses, occur implicitly without explicitly enforcing
rigid formations.
The main contribution of this chapter is a self-tuned distributed control law that incor-
porates a PCA learning algorithm on relative positions to respond to local changes, and a
PCA learning algorithm on headings to synchronize motion with the swarm. The control
law is scalable to swarms of various sizes and graph structures. For a complete graph, we
show that variations on individual speed signals are implicitly propagated across the swarm
and enforce a change in direction on the whole swarm almost instantly. Additionally, we
prove that the spatial variances of the shape of the swarm are bounded which implicitly
ensure connectivity of the graph. Finally, we provide various simulation results demon-
strating the effectiveness of the model for swarms with complete and incomplete graphs
performing collective synchronization and source seeking while avoiding a predator [17].
The first difficulty this chapter sets out to solve is how to detect critical information in
motion behavior using only local measurements. The PCA algorithms in the perception
layer allow each individual to extract valuable knowledge from the raw data of relative
positions and headings that effectively capture variations in the behavior of its neighbors.
The second difficulty is how to respond in a way that allows the information to propagate
while at the same time performing a collective task. We solve this by allocating some
part of the control effort to respond to the local changes while allocating the remaining
part to synchronize with the other individuals. Finally, the perception algorithms run in a
time-scale that is different and faster than the swarming algorithms. We accommodate this
difficulty by employing a singular perturbation framework to derive the necessary dynamics
as well as providing stability results.
Designing analytical models to understand information propagation will not only reveal
natural mysteries but additionally will help to propose multi-tasking control algorithms for
robotic swarms that require only very limited or no explicit communication. In particular,
this is highly related to the problem of designing tactics for a swarm of drones to avoid or
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chase a malicious agent [24, 25]. The proposed Multi-Layer model might potentially be
used to design various swarm algorithms, especially those incorporating individual differ-
ences between agents.
The rest of the chapter is organized as follows. The problem is formulated in Sec-
tion 6.2. The Multi-Layer model including the algorithms for perception and swarming are
presented in Section 6.3. Then, dynamics and stability analysis and simulation results are
given in Section 6.5 and Section 6.6 respectively. Finally concluding remarks and sugges-
tions for future work are provided in Section 6.7.
6.2 Problem Formulation
6.2.1 Preliminaries
Consider a swarm of M agents. Let the interaction among the agents be described by an
undirected graph, G ⊆ V × E where V is the set of all agents, and E is the set of all edges.
An undirected edge (i, j) ∈ E exists if both agents can sense the relative positions of each
other. A graph is connected if for each i, j ∈ V , there exists a sequence of edges connecting
the ith and jth agents. If each agent shares an edge with all other agents, then the graph is
complete. A Delaunay graph is formed by the edges connecting a planar triangulation of all
vertices such that any circumcircle of a triangle includes only the vertices of that triangle.
The neighbor set of i is defined by Ni = {j|(i, j) ∈ E}. Additionally, if for each agent Ni
is fixed, the graph is static, otherwise, it is dynamic. We consider the following assumption
about the graph:
Assumption 6.2.1. G is undirected and connected and is either a complete graph or a
Delaunay graph.
Although a complete graph is suitable only for swarms of small size, we will use it to
provide motivations and insights for the proposed model as well as some stability results.
On the other hand, biological research reveals that Delaunay graphs are more suitable than
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metric and topological graphs to describe information propagation when individuals have
only visual sensors [73].
Let ri ∈ R2 be the position of the ith agent. Assume that:
Assumption 6.2.2. each agent is able to measure the relative positions rj,∀j ∈ Ni.
In practice, robots can be equipped with sensors such as a compass and a range sensor to
measure the relative positions, which is less challenging than requiring the global positions
[5]. Additionally, let hj be a unit length vector representing the velocity direction of agent
j as seen by agent i. We then assume
Assumption 6.2.3. each agent is able to measure the relative headings hj,∀j ∈ Ni.
Note that for this assumption we only require the direction of the velocity, which in fish
or birds represents the orientation of the animal. Additionally, using advanced visualization
techniques, agents can estimate the headings of their neighbors [65].
6.2.2 Problem Statement
Consider the collective behaviors shown in Figs. 6.1, 6.2 and 6.3. In Fig. 6.1 the swarm is
initially exhibiting an arbitrary synchronized motion and then one agent initiated a turning
signal in response to an approaching predator. Alternatively, in Fig. 6.2, the agent in the
front of the swarm initiated a turning signal for an unspecified reason which then propa-
gated to the entire swarm. Finally, in Fig. 6.3, the swarm performing source seeking is
forced to change its direction as some agents detect a predator.
The problem of this chapter is to design a distributed control law ui such that when
agents move according to:
ṙi = ui, i = 1, · · · ,M, (6.1)
the swarm pursues a collective task while important decisions propagates across it as de-
picted in the scenarios of Figs. 6.1, 6.2 and 6.3.
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Figure 6.1: A predator in the left figure is detected by one agent (outlined in red) which initiates a
turn. The turn then propagates to the entire swarm pushing it to move away from the predator.
Figure 6.2: The agent at the front initiates a turn that propagates to the entire swarm.
6.3 The Multi-Layer Model
The proposed Multi-Layer model is shown in Fig. 6.4. The upper two perception layers
are used to learn directions to be used in modulating the velocity in the bottom swarming
layer. In what follows we will explain first the PCA Perception Algorithms and then the
Swarming Algorithms.
6.3.1 The PCA Perception Algorithms
Principal Component Analysis (PCA) is a statistical method that computes directions of
maximum (minimum) variation of a data set [54]. Given a covariance matrix of a data
set, its eigenvector corresponding to the maximum (minimum) eigenvalue represents the
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Figure 6.3: While the swarm is performing source seeking, agents on the perimeter detect a preda-
tor and their reaction causes the entire swarm to change direction.
direction of the maximum (minimum) variance of the data, with the eigenvalue giving the
variance of the data along that direction.
In the first Perception Layer of Fig. 6.4, agents apply PCA on relative positions of their
neighbors, while in the second Perception Layer they apply PCA on relative headings of
their neighbors. For each agent, consider the set defined by Fi = Ni
⋃
{i}. Then, the









j∈Hi rj is the center of agents seen by agent i. Each agent obtains its
principal directions by finding the eigenvectors of (6.2). We illustrate the concept in Fig. 6.5
wherein agent i has three immediate neighbors. The spatial largest and smallest principal
axes are denoted by PC1 and PC2, respectively. Since each agent may have different neigh-
bors, each one obtains different principal axes. To obtain the principal components of (6.2),
we utilize an unsupervised learning algorithm that is described by a dynamical model called
the one-unit Oja PCA Flow model [14, 15]. Let qi(t) and ni(t) be orthonormal vectors in
R2 that represent the principal components of the covariance matrix Ci(t), corresponding
to the largest and smallest eigenvalues, λqi and λ
n
i , respectively. Then the Oja PCA Flow
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Figure 6.4: In the Swarming Layer agents modulate their motion on directions obtained by the two
Perception Layers.
model is
q̇i(τ) = (I− qi(τ)qTi (τ))Ci(t)qi(τ)
ni(τ) = Rqi(τ), (6.3)
where R is a 90◦ counterclockwise rotation matrix. Each agent forms its body frame as
(qi(t),ni(t)). Importantly, the PCA model (6.3) is scalable to graphs with arbitrary number
of agents and structures, as long as each agent has at least one neighbor. Observe that we
use the argument τ instead of t to emphasize that for any given Ci(t) at time instant t,
agent i runs (6.3) at a different time scale τ . It is known that the trajectories of (6.3)
asymptotically converge to the principal components of Ci(t) almost everywhere [13, 56].
That is, q(τ)→ q(t) as τ →∞ asymptotically.
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Figure 6.5: The green dashed lines are the edges. Agent i sees three neighbors, from which
it forms the largest and smallest principal components PC1 and PC2, respectively.




(hj(t)− hci(t))(hj(t)− hci(t))T , (6.4)
where hj is a unit length vector representing the velocity direction of agent j as seen by




j∈Hi hj is the average velocity direction as seen by agent i. Let
wi(t) and vi(t) be orthonormal vectors in R2 that represent the principal components of
the covariance matrix Hi(t), corresponding to the largest and smallest eigenvalues, λwi and
λvi , respectively. Then using the Oja PCA Flow model
ẇi(τ) = (I−wi(τ)wTi (τ))Hi(t)wi(τ)
vi(τ) = Rwi(τ), (6.5)
where R is a 90◦ counterclockwise rotation matrix. Note that the heading vectors are of unit
length which we can represent as points on the circumstance of a unit circle as illustrated in
Fig. 6.6. In this figure agent i and its three immediate neighbors are represented by yellow
discs. Then wi and vi are unit length vectors along the spatial largest and smallest principal
axis, PC1 and PC2, respectively.
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Figure 6.6: The yellow discs represent the unit length headings of agent i and its neighbors.
The unit length vectors wi and vi are the principal vectors corresponding to the largest and
smallest principal components PC1 and PC2 as seen by agent i.
6.3.2 The Swarming Algorithms
The PCA flow (6.3) as illustrated in Fig. 6.5 captures any change in the spatial geometry
of the agents. A variation on the spatial geometry could be due to agents changing their
relative speeds or changing their set of neighbors. On the other hand, the PCA flow (6.5) as
illustrated in Fig. 6.6 captures any change in the headings of the neighboring agents. This












ṡi = ks(ni − 〈ni, si〉si), (6.7)
where (6.7) is a consensus-on-a sphere control law that tracks the change of the PCA di-





in (6.6) represents the shape of
the swarm as seen by the ith agent, which acts as indirect feedback signal to detect any






∈ [0.5, 1] where it approaches 0.5 when the
shape is circular, and it is grater than 0.5 when the shape is elongated. Let
αi = 1− 〈ni, si〉+ ζi, βi = 1 + 〈ni, si〉, (6.8)
where ζi is a positive value that represents the signal that needs to be propagated to the
entire swarm to achieve one of the scenarios of Figs. 6.1, 6.2 and 6.3. Note that βi =
121
2 − αi + ζi. Therefore, if ζi = 0 and si = ni, i.e. no change on the shape, then αi = 0
while βi = 2. This implies that agent i is just aligning with its neighbors. On the other
hand, when ζi 6= 0 for some i, then the shape will change and hence si 6= ni. In this case,
αi 6= 0 and βi < 2 which means that the control law is paying attention to the change of
the shape. Note that in (6.6) there is no formation control part, which leads to a swarm that
dynamically varies in shape according to the agents’ speed and environment. Additionally,
this control law does not ensure collision avoidance which might be considered using lower
level controllers such as barrier functions as in [70].
6.4 PCA on Headings v.s. Average Consensus
In this section we make comparison between the PCA on headings (6.5) and the following




(vj − 〈vi,vj〉vi) =
∑
j∈Ni
(I− vivTi )vj, (6.9)
where vi is a vector of unit length representing the heading of agent i, and I is a 2 identity
matrix. It is known that the consensus law (6.9) converges to the average value of the
headings [21, 51]. Remark that the main difference between the average consensus (6.9)
and the PCA on headings (6.5) is that the latter is weighted by the covariance matrix Hi.
In Fig. 6.7, we plot the result of the average consensus (in red) and the PCA heading
consensus (in cyan). The obvious difference is that the PCA heading consensus tends to
shift the result from the exact average towards the outlier heading. If the outlier heading
is a piece of important information such as the case in predator avoidance, then the PCA
heading consensus propagates this information faster than the average consensus especially
in large networks where any outlying information is easily suppressed by averaging.
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Figure 6.7: Heading vectors of a swarm of 50 agents connected by a Delaunay graph on
the left, and a swarm of 4 agents connected by a complete graph on the right. The red is the
average consensus while the cyan is the PCA heading consensus. The black lines represent
the initial headings of the agents where they are dashed if they are neighbors to agent i and
solid otherwise.
6.4.1 The Propagated Information
Now we show how to design the information ζi such that the swarm may exhibit the behav-
iors depicted in Figs. 6.1, 6.2 and 6.3.
For the predator avoidance, we design
ζi =




where µ > 0 is a speed constant, and d∗ is the range of distance an agent can detect a preda-
tor. In view of the control law (6.6), when ζi = µ, agent i has a velocity component in the
ni direction. This leads to change on the local shape composed by the spatial distribution
of the surrounding agents. Although the neighboring agents may have ζj = 0, they still
detect the change since their αj in (6.8) is activated by the term 〈nj, sj〉 6= 1. Eventually,
when all agents have ζi = 0, then αi = 0 for all agents, and hence they keep moving in a
synchronized motion.
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On the other hand, if agent j wants to initiate a turning wave, then we design
ζi =
 µ, if i = j0, otherwise (6.11)
where ζi = µ for an adequate time that changes deform the shape of the swarm and hence
initiate a change on the local PCA on positions.
Finally, for the predator avoidance while performing source seeking, we design
ζi =




where zi(ri) is the field value as measured by agent i at its current position, and k > 1 is
a constant. As the predator approaches the swarm, the agents who detect it increase their
speed by a factor of k. This causes the shape to deform which in turn leads to a change of
direction that propagates to the entire swarm.
Remark 6. When for all agents ζi = zi(ri), then the swarm is performing the source
seeking behavior described in Chapter 4. However, the strategy now includes a PCA on
headings term which synchronizes the motion direction even when the local PCA on posi-
tions produces significantly different ni for each agent. It worth to mention that the cost for
doing this is Assumption 6.2.3 which was not required before.
6.5 Stability Analysis
In this section, we show that the individual signals ζi of (6.8) are implicitly propagated. We
also show that the spatial variances of the shape of the swarm are bounded by their initial
values, which ensures maintaining connectivity of the swarm. Although all the control
algorithms are designed to work for any connected graph, in this section we only show the
analysis of the complete graph. Analyzing the incomplete graphs, especially when they are
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dynamic, is much harder and requires more treatment that will be considered in the future.
When the graph is complete, then all agents have the same covariance matrix
Ci = C =
M∑
i=1
(ri − rc)(ri − rc)T . (6.13)
This implies that all agents at a given time compute the same PCA components ni = n,
qi = q, λni = λ
n and λqi = λ
q. Assume that each agent initiates its heading according to
hi(0) = ni(0). This implies that vi = ni, and hence we obtain from (6.6)




where we use α + β = 2 + ζi. Note that since (6.14) is independent of 〈ni, si〉, then for
complete graphs we don’t need the tracking dynamics (6.7).
Recall that the PCA flow (6.3) runs in the time scale τ , while the swarming control law
(6.14) runs in the time scale t. That is, for each time instance t, each agent runs (6.3) for
some time τ . To overcome this difficulty, we formulate a singular perturbation problem.
Let dt
dτ
= ε where ε ∈ (0, 1). This implies that τ = t−t0
ε
where τ0 = 0. Hence, the dynamics
of the problem are







= (I− q(τ)qT (τ))C(t)q(τ). (6.16)
In the singular perturbation framework, we view (6.15) as a slow system, and (6.16) as a
fast system. In this framework, we first let ε = 0 in (6.16) to obtain decoupled reduced and
boundary systems. We then analyze the stability of the origins of these decoupled systems.
Finally, we derive ε∗ ∈ (0, 1) such that for all ε ≤ ε∗, the stability results of the reduced
and boundary systems hold for the original slow (6.15) and fast (6.16) systems.
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6.5.1 Derivation and Analysis of the Reduced System
When ε = 0, the roots of the fast system (6.16) are the eigenvectors (q(t),n(t)) of the




(ṙi − ṙc)(ri − rc)T + (ri − rc)(ṙi − ṙc)T (6.17)
Recall that rc = 1M
∑










where ζa = 1M
∑M
i=1 ζi. Then, using (6.14) and (6.18)
ṙi − ṙc = (
λq
λq + λn
)(ζi − ζa)n. (6.19)







(ζi − ζa)[n(ri − rc)T + (ri − rc)nT ] (6.20)
Since the covariance matrix satisfies Cn = λnn, then
Ċn + Cṅ = λ̇nn + λnṅ, (6.21)
Inner product both sides of (6.21) with the eigenvector q
〈q, Ċn〉+ 〈q,Cṅ〉 = λ̇n〈q,n〉+ λn〈q, ṅ〉. (6.22)
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Using the fact that 〈q,n〉 = 0, and Cq = λqq, (6.22) simplifies to
〈q, Ċn〉 = (λn − λq)〈q, ṅ〉. (6.23)
But, using (6.20) and since 〈q,n〉 = 0, we also obtain






(ζi − ζa)〈ri − rc,q〉, (6.24)
Equating (6.23) and (6.24), and for λn − λq 6= 0, we obtain
〈q, ṅ〉 = − λ
q
(λq − λn)(λq + λn)
∑
i
(ζi − ζa)〈ri − rc,q〉 (6.25)
Similarly, starting from Cq = λqq and following the same procedure of (6.21) to (6.24),
we obtain
〈n, q̇〉 = λ
q
(λq − λn)(λq + λn)
∑
i
(ζi − ζa)〈ri − rc,q〉 (6.26)
Since n and q are orthonormal, then we can write
ṅ = 〈q, ṅ〉q, q̇ = 〈n, q̇〉n. (6.27)
Substituting (6.25) and (6.26) into (6.27), we obtain the dynamics
ṅ = κq, q̇ = −κn, (6.28)
where the curvature of the trajectory κ, which also can be viewed as the angular velocity of
the swarm, is given by
κ =
λq
(λq − λn)(λq + λn)
∑
i
(ζa − ζi)〈ri − rc,q〉. (6.29)
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Before proceeding, we make the following observations:
1. Since κ is a function of all ζi, it implies that the individual speeds are implicitly
propagated.
2. The curvature is zero when all agents have the same ζi. This implies that the swarm
is moving in a straight line.
3. The curvature is non-zero when one or more agents have different ζi = 0. This
implies that the swarm will turn clockwise or counterclockwise depending on ζi as
well as on the location of the ith agent with respect to the center of the swarm. Hence,
any agent can change the swarm direction by just varying its speed.
The spatial variances of the swarm are represented by λn =
∑
i〈ri − rc,n〉2 and λq =∑




〈ri − rc,n〉[〈ṙi − ṙc,n〉+ 〈ri − rc, ṅ〉] (6.30)

















(ri − rc)(ri − rc)Tq (6.31)
But nT
∑






(ζi − ζa)〈ri − rc,n〉 (6.32)
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〈ri − rc,q〉[〈ṙi − ṙc,q〉+ 〈ri − rc, q̇〉] (6.33)








− 〈ri − rc, κn〉] = −2κqTCn = −2κλnqTn = 0. (6.34)
Equations (6.32) and (6.34) represent the reduced system representing the dynamics of the
spatial variances of the shape of the swarm when the PCA flow (6.16) converges instantly.
We then prove the following result.
Lemma 6.5.1. Consider the system given by (6.15) and (6.16). When ε = 0, λn(t) ≤
λq(t) = λq(t0), where λq(t0) is the initial maximum variance of the spatial distribution of
the agents.
Proof. From (6.34), we conclude that λq is constant, i.e. equals to the initial value. On the
other hand, from (6.32) we see that λn may increase or decrease depending on the sign of
(ζi − ζa)〈ri − rc,n〉. However, from the property of PCA, we know that it may increase
only up to λn = λq where at that time, they interchange. Hence λn is always bounded by
λq.
6.5.2 Derivation and Analysis of the Boundary System
Let ψ = 1 − 〈q(t),q(τ)〉 where ψ = 0 if and only if q(t) = q(τ). Then the dynamics of




































Setting ε = 0 in (6.36) and using (6.3), we obtain the boundary system dynamics:
dψ
dτ
= (1− ψ)(〈q(τ),C(t)q(τ)〉 − λq). (6.38)
Observe that in (6.38), since ε = 0 then q(t) and C(t) are constants with respect to the
time scale τ .
Lemma 6.5.2. Consider (6.38). Suppose that at time τ = 0, 〈q(t),q(τ)〉 ∈ (0, 1]. Then
the origin of the boundary system is exponentially stable uniformly in C(t) and q(t).
This lemma is similar to Lemma 4.5.2 of Chapter 4 with the proof therein.
6.5.3 When ε 6= 0
We are going to follow the same procedure of deriving (6.32) and (6.34). However, here















λq[λq − qT (τ)C(t)q(τ)]〈q(t),q(τ)〉 (6.40)
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Theorem 6.5.1. Consider (6.15) and (6.16). Suppose that at time τ = 0, 〈q(t),q(τ)〉 ∈




γ ∈ (0, 1).











[λq − qT (τ)C(t)q(τ)](1− ψ)(λq + λn)− 1
ε










[λq − qT (τ)C(t)q(τ)][2(λq + λn)(1− ψ)− 1] (6.41)
Since qT (τ)C(t)q(τ) ≤ λmax(C(t)) = λq, then whenever ψ > 1, we have
W = [λq − qT (τ)C(t)q(τ)][1− 2(λq + λn)(1− ψ)] (6.42)












|(ζi − ζa)|. (6.43)
We can then show that
V̇ ≤ −(1− γ)W, ∀
√
(λq)2 + (λn)2 + ψ2 > 1, (6.44)
and ∀ ε < 2γ(1+4λ
q)∑
i |(ζi−ζa)|
where γ ∈ (0, 1). This along with Lemma 6.5.1 and Lemma 6.5.2
imply that the trajectories of λq and λn using the singularly perturbed systems (6.15) and






In this section, we simulate the proposed control algorithms for various scenarios. In all the
simulations, we set ε = 0.01. The red discs denote the agents while the blue lines denote
the edges of the graph. The red arrows represent the headings of each agent. The black
diamond is the predator, which moves in a circular motion.
In Fig. 6.8, we demonstrate a predator avoidance behavior for a swarm of 4 agents
using a complete graph. In this case, we set ζi = 5 if ||ri − rpredator|| < 0.5 and ζi = 0
otherwise. The swarm is moving in a straight line until, at time t = t1, one agent detects
the predator. This agent increases its speed which causes a change in the heading of the
swarm. Note that only one agent detects the predator, but all agents respond instantly as all
of them immediately detect the change of the shape of the swarm. Fig. 6.9, we repeat the
same simulation but for 6 agents.
Figure 6.8: TB
Alternatively, in Fig. 6.10 and Fig. 6.11, two swarms start at the same initial positions
and their agents interact with each other using a Delaunay graph. The difference is the
agent who initiates the turn which is emphasized by a green circle. This agent increases its
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Figure 6.9: Predator avoidance of a swarm of six agents using a complete graph. The agent who
detects the predator increases its speed causing the whole swarm to immediately turn.
speed for a short period of time that disrupts the shape of the swarm, creating an implicit
turning signal that propagates to the entire swarm. Depending on the location of the agent
who initiates the signal, each swarm ends up turning to a different direction.
All these simulation results suggest the effectiveness of the proposed model for various
collective behaviors that require information propagation for successful multi-tasking. The
agents using simple interaction rules with only local information are able to detect and
respond to various signals initiated as a reaction to the environment or external threats.
To demonstrate the sequence of the propagating wave between the agents, in Fig. 6.13,
we plot the angle of the heading of the six agents of the swarm shown in Fig. 6.12 with
respect to the positive x-axis. Between times t = 1 and t = 1.3, agent three in Fig. 6.12
increases its speed, leading to a turning wave. In this time period, we see in Fig. 6.13 that
the propagation sequence follows the graph structure. Note that agent six starts turning
before agent one, which is closer to agent three than agent six. This is related to the graph
structure as well as to the location with respect to the swarm.
To validate the scalability of the proposed model to swarms of a large number of agents,
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Figure 6.10: A swarm of six agents that interact with each other through a Delaunay graph. The
green circle emphasizes the agent who initiated the turning wave. Note that the scale of the figure
changes from one time to another as the swarm navigates.
Figure 6.11: A swarm of six agents that interact with each other through a Delaunay graph. The
green circle emphasizes the agent who initiated the turning wave. Note that the scale of the figure
changes from one time to another as the swarm navigates.
we simulate it for a swarm of 20 agents in Fig. 6.14. Although the swarm is large, one
agent is able to initiate a turning wave that propagates quickly to the entire swarm. Remark
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Figure 6.12: At time t = 1, agent three increase its speed until time t = 1.3. In Fig. 6.13 we show
the sequence of the propagation of the turning wave.
Figure 6.13: These curves represent the heading angle of the six agents from Fig. 6.12 with respect
to the positive x-axis. Clearly, the turning sequence follows the graph structure.
that the agent who initiated the turn was initially in front of the swarm. After the turn, it
becomes at the back of the swarm.
To further justify the capability of the proposed model in achieving information prop-
agation and multi-tasking, we simulate it in Fig. 6.15 for a swarm of 8 agents collectively
performing distributed Speeding Up and Slowing Down source seeking strategy [8]. At the
same time, there is a predator that the agents need to avoid while seeking the source. In this
figure, the contour lines represent the level curves of the field which is set to be a quadratic
function. The source is located at the origin where the field has a minimum value. In this
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Figure 6.14: The circled agent successfully enforces the other 19 agents of the swarm to reverse
their headings to the opposite direction by simply modulating its speed.
scenario, we set the speed to be
ζi =
 5zi(ri) : ||ri − rpredator|| < 2zi(ri) : otherwise (6.45)
where zi(ri) is the field value as measured by agent i at its current position. As the predator
approaches the swarm, the agents who detect it increase their speed leading to a change
of direction that propagates to the entire swarm. The swarm successfully escapes from the
predator and autonomously returns to its source seeking task.
6.7 CONCLUSIONS
In this chapter, we innovated a Multi-Layer control model composed of an interplay of
decentralized algorithms for perception and swarming. Through this novel model, we
demonstrate implicit information propagation and multi-tasking in swarms using only local
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Figure 6.15: A swarm of eight agents successfully avoid a predator while collectively performing
source seeking. The contours represent the level curves of the field which is minimum at the origin.
interactions and without explicit communication or prescribed formations. We prove that
variations on individual speed are implicitly propagated across the swarm, and we prove
that the spatial variances of the shape of the swarm are bounded, which implicitly ensures
the connectivity of the graph. Finally, we provide various simulation results demonstrating
the effectiveness of the model for swarms with complete and incomplete graphs performing
collective synchronization and source seeking while avoiding a predator.
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CHAPTER 7
CONCLUDING REMARKS AND FUTURE RESEARCH
7.1 Conclusion
The main contribution of this Dissertation is a Multi-Layer control model composed of an
interplay of decentralized algorithms for perception and swarming. In the perception layer,
each agent applies a Principal Component Analysis (PCA) on the relative positions and
headings of its neighbors to learn principal properties about the motion and the geometry
of the spatial distribution of the surrounding agents. These principal components are then
used in the swarming layer where various distributed control laws are designed to balance
between achieving a collective task and at the same time allowing critical emerging signals
to propagate to the entire swarm.
The detailed contribution of this Dissertation is summarized as follows.
• Incorporating a consensus-on-a sphere to extend an existing 3-dimensional gradient-
free source seeking strategy from a 3-agent system into M -agent system. For this,
we developed a two-layer system composed of social and environmental layers. In
the social layer, the agents interact with each other by means of implicit and explicit
consensus and formation control laws. In the environmental layer, the agents interact
with the environment by modulating their speed as a function of the field value.
• Solving the distributed source seeking problem for swarms of various sizes and graph
structures without explicitly estimating the field gradient and without explicitly com-
municating field measurements or coordination components. For this, we developed
a Multi-Layer model wherein the perception layer, each agent learns from the spatial
distribution of its neighbors principal directions for motion. These directions are then
used in the swarming layer to modulate velocities based on the environmental field
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value.
• Solving the distributed level curve tracking problem for swarms of various sizes and
graph structures without explicitly estimating the field gradient and without explicitly
communicating field measurements or coordination components. For this, we modify
the distributed control law in the swarming layer of the Multi-Layer model such that
the swarm converges first to the desired level curve and then keeps tracking it.
• Modeling information propagation in swarms without explicit communication or pre-
scribed formations. For this, we added an extra layer to the Multi-Layer model where
in this each agent applies PCA on relative headings of its neighbors to extract geo-
metric components about the motion of its neighbors. These components are then
used in the swarming layer where a distributed control law is designed to balance
between achieving a collective task and at the same time allowing critical emerging
signals to propagate to the entire swarm.
• Obtaining various stability results that reflect the convergence and robustness of the
proposed algorithms. Dealing with the multi-scale time complexity of the proposed
algorithms, we utilized a singular perturbation framework to obtain the theoretical re-
sults. The main difficulty in obtaining these results lays in the fact that we are prov-
ing emergent behavior that we don’t explicitly control. This requires complicated
derivations and manipulations in order to obtain implicit dynamics that describe the
desired emergent behaviors. Additionally, most of the existing source seeking and
level curve tracking works ignore the higher order terms of the field. In contrast, in
this Dissertation, when the graph is complete, we do consider the entire field compo-
nents which allow us to realize their effect on the convergence and robustness of the
algorithms.
• Validating the proposed model for numerous source seeking, level curve tracking
and predator avoidance behaviors through various simulation and experimental re-
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sults. The experiments are conducted using the Georgia Teach Robotarium and the
Georgia Teach Miniature Blimp. These results suggest the efficiency, scalability,
and robustness of the proposed model under different environments and robotic plat-
forms.
7.2 Future Research
The proposed control model offers a new method that enables robots with limited resources
to perform various swarming activities with only local information. The PCA algorithm
used in the perception layer may be viewed as an engineering solution to facilitate infor-
mation propagation. Designing analytical models to understand information propagation
will not only reveal natural mysteries but additionally will help to propose multi-tasking
control algorithms for robotic swarms that require only very limited or no explicit commu-
nication. In particular, this is highly related to the problem of designing tactics for a swarm
of drones to avoid or chase a malicious agent [24, 25].
In biological research, evidence has been established to support the existence and ne-
cessity of individual differences in natural swarms, see for example [74, 75, 76, 77, 78].
These individual differences often cause the swarm to exhibit various collective behaviors
when responding to internal or external stimuli. The differences might arise due to in-
dividuals with varying sensing, computing and motion capabilities [75]. Based on these
variations, each individual may interact differently with the environment and their peers
and may prefer certain locations in the swarm [76]. For example, it has been shown that
individuals on the front or boundary of a swarm are more agile than those inside the swarm
which supports certain swarm behaviors when attacked by a predator [79]. It has also been
shown that critical swarm decisions in various behaviors are initiated by individuals located
at the boundary of the swarm [3]. In some cases, individuals with higher capabilities tend
to interact less with other individuals and hence often play a leader role [79].
Therefore, it might be more practical and rewarding to incorporate individual differ-
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Figure 7.1: In the Perception and Source Seeking layers the agent interact with each other and the
environment homogeneously. However, Only agents who recognize the predator react to it in the
bottom layer.
ences in understanding information propagation across the swarm. In view of the proposed
Multi-Layer model, the same individuals may be heterogeneous at one layer and homoge-
neous at another layer. For example, in a scenario of a swarm performing source seeking
while at the same time avoiding predators as shown in Fig. 7.1, all the individuals respond
to the environmental value in an identical mechanism. However, not all individuals are able
to recognize a predator due to lack of capability or experience or due to their locations in
the swarm. Therefore, few agents might be able to recognize a predator and exhibit the ap-
propriate response that propagates to the entire swarm. Hence, we propose to add another
layer that describes how individual differences characterize the swarm response to external
predators or perturbations.
Since the PCA learning algorithm in the Perception layer depends on the capability of
each agent to sense the relative positions of its neighbors, individual differences of sensing
capabilities make each agent choose its set of neighbors differently. In [47], authors show
that the efficiency of a swarm response to an external perturbation or predator increases
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with the number of social interactions only up to a certain number, and then deteriorates.
Various neighboring models describing how agents to access information from their neigh-
bors are analyzed in [46, 47]. In particular, the neighbors are selected based on distance
in the metric model, based on a number of agents in the topological model, and based on
bearing angles in the visual model. Visual models are suitable for searching, while topolog-
ical models are suitable for avoiding predators. Using the PCA Flow, we can alternatively
specify the set of neighbors based on the spatial variances. Additionally, the location of
each agent in the swarm (boundary or inside), may force each agent to select its neighbors
differently to achieve a certain collective behavior. So it is worthwhile to study the effects
of the individual differences on the PCA learning algorithm. For example, in a predator-
avoidance behavior, when a predator removes an agent from the boundary of the swarm,
it might cause a significant disruption in the principal directions more than removing an
individual from the inside of the swarm. This can be viewed as an advantage in the sense
that the swarm quickly detects the threat and makes the necessary decision.
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