In this paper, we show that the abstract framework developed in [G. Pagès and C. Rey, Recursive computation of the invariant distribution of Markov and Feller processes, preprint (2017), https://arxiv.org/ abs/1703.04557] and inspired by [D. Lamberton and G. Pagès, Recursive computation of the invariant distribution of a diffusion, Bernoulli 8 (2002), no. 3, 367-405] can be used to build invariant distributions for Brownian diffusion processes using the Milstein scheme and for diffusion processes with censored jump using the Euler scheme. Both studies rely on a weakly mean-reverting setting for both cases. For the Milstein scheme we prove the convergence for test functions with polynomial (Wasserstein convergence) and exponential growth. For the Euler scheme of diffusion processes with censored jump we prove the convergence for test functions with polynomial growth.
Introduction
In this paper, we apply a generic method developed in [20] for the recursive computation of the invariant distribution (denoted by ν) of a Brownian diffusion process (X t ) t⩾0 . This paper aims to show that this method can be used in two non-trivial situations under a weakly mean-reverting setting. In particular, we compute invariant distributions for Brownian diffusion processes using the Milstein scheme. In a second step, we also build invariant distributions for diffusion processes with censored jump using the Euler scheme.
The main idea of the approach from [20] is to consider a non-homogeneous discrete Markov processX, which can be simulated using a family of transitions kernels (Q γ ) γ>0 and approximating (X t ) t⩾0 . As suggested by the pointwise Birkhoff ergodic theorem, it is shown in [20] that some sequence (ν n ) n∈ℕ * of random empirical measures a.s. weakly converges toward ν under some appropriate mean-reverting and moment assumptions. An abstract framework is developed in [20] which can be used, among others, to obtain convergence for the L p -Wasserstein distance. Notice that ν n (f), for a given f , can be recursively defined, making its computation straightforward.
Invariant measures are crucial in the study of the long term behavior of stochastic differential systems. We refer the reader to [4, 9] for an overview of the subject. The computation of invariant distributions for stochastic systems has already been widely explored in the literature. In [25] , explicit exact expressions of the invariant density distribution for some solutions of stochastic differential equations are given.
However, in many cases there is no explicit formula for ν. A first approach consists in studying the convergence, as t tends to infinity, of the semi-group (P t ) t⩾0 of the Markov process (X t ) t⩾0 , i.e. P t f(x) = [f(X x t )] for f ∈ C 0 and X x t being the process starting from x at time 0, with infinitesimal generator A towards the invariant measure ν. This is done, e.g., in [7] for the total variation topology which is thus adapted when the simulation of P T is possible for T large enough.
Whenever (X t ) t⩾0 can be simulated, we can use a Monte Carlo method to estimate (P t ) t⩾0 , producing a second term in the error analysis. When (X t ) t⩾0 cannot be simulated at a reasonable cost, a solution consists in simulating an approximation of (X t ) t⩾0 , using a numerical scheme (X γ Γ n ) n∈ℕ built with transition functions (Q γ n ) n∈ℕ * (given a step sequence (γ n ) n∈ℕ , Γ 0 = 0 and Γ n = γ 1 + ⋅ ⋅ ⋅ + γ n ). If the process (X γ Γ n ) n∈ℕ weakly converges towards (X t ) t⩾0 , a natural construction relies on numerical homogeneous schemes ((γ n ) n∈ℕ is constant, γ n = γ 1 > 0 for every n ∈ ℕ * ). This approach induces two more terms to control in the approximation of ν in addition to the error between P T and ν for a large enough fixed T > 0 such that there exists n(T) ∈ ℕ * with T = n(T)γ 1 . The first one is due to the weak approximation of [f(X T )] by [f(X Such an approach does not take advantage of the ergodic feature of (X t ) t⩾0 . In fact, as investigated in [26] for Brownian diffusions, the ergodic (or positive recurrence) property of (X t ) t⩾0 is also satisfied by its approximation (X γ Γ n ) n∈ℕ at least for a small enough time step γ n = γ 1 , n ∈ ℕ * . Then (X γ Γ n ) n∈ℕ has an invariant distribution ν γ 1 (supposed to be unique for simplicity) and the empirical measures (ω) (dx), Γ n = nγ 1 , almost surely weakly converge to ν γ 1 . Using this last result makes it is possible to compute by simulation arbitrarily accurate approximations of ν γ 1 (f) using only one simulated path of (X γ Γ n ) n∈ℕ . It is an ergodic -or Langevin -simulation of ν γ 1 (f). It then remains to establish that ν γ 1 (f) converges to ν(f) when γ 1 converges to zero and, if possible, at which rate.
Another approach was proposed in [1] , still for Brownian diffusions, which avoids the asymptotic analysis between ν γ 1 and ν. The authors directly prove that the discrete time Markov process (X γ Γ n ) n∈ℕ , with step sequence γ = (γ n ) n∈ℕ vanishing to 0, weakly converges toward ν. Therefore, the resulting error is made of two terms. The first one is due to this weak convergence and the second one to the Monte Carlo error involved in the computation of the law ofX γ Γ n for n large enough. We also refer to [3] for the study of the total variation convergence for the Euler scheme with decreasing steps of the over-damped Langevin diffusion. The reader may notice that in both approaches strong ergodicity assumptions are required for the process (X t ) t⩾0 .
In the above two approaches the results are established under a strong mean-reversion assumption of the form AV ⩽ β − αV (α > 0), with A being the infinitesimal generator of the diffusion, where V : ℝ d → R + is an essentially sub-quadratic C 2 function with a bounded Hessian going to infinity at infinity often called Lyapunov function of the dynamics (here a diffusion).
In [11] , theses two ideas are combined to design a Langevin Euler Monte Carlo recursive algorithm with decreasing steps which a.s. weakly converges to the right target ν. This paper treats the case where (X γ Γ n ) n∈ℕ is a (inhomogeneous) Euler scheme with decreasing steps associated to a strongly mean-reverting Brownian diffusion process. The sequence (ν γ n ) n∈ℕ * is defined as the weighted empirical measures of the path of (X γ Γ n ) n∈ℕ , which is the procedure that is used in every work we mention from now on and which is also the one we use in this paper, in the line to mimic the ergodic theorem. In particular, the ℙ(dω)-a.s. weak convergence of for the Wasserstein distance. In the spirit of [2] for the empirical measure of the underlying diffusion, they also obtained rates and limit gaussian laws for the convergence of (ν γ n (f)) n∈ℕ * for test functions f which can be written f = Aφ. Note that this approach does not require that the invariant measure ν is unique in contrast to the results obtained in, for instance, [1, 3, 26] . In this case, it is established that a.s. every weak limiting distribution of (ν γ n ) n∈ℕ * is an invariant distribution for the Brownian diffusion. This first paper gave rise to many generalizations and extensions. In [12] , the initial result is extended to the case of the Euler scheme of Brownian diffusions with weakly mean-reverting properties, that is, AV ⩽ β − αV a , a ∈ (0, 1). Thereafter, in [13] , the class of test functions for which we have lim n ν γ n f = νf a.s. (when the invariant distribution is unique) is extended to include functions with exponential growth. Finally, in [22] , the results concerning the polynomial case are shown to hold for the computation of invariant measures for weakly mean-reverting Lévy driven diffusion processes, still using the algorithm from [11] . This extension encourages relevant perspectives concerning not only the approximation of mean-reverting Brownian diffusion stationary regimes but also to treat a larger class of processes. For a more complete overview of the studies concerning (1.1) for the Euler scheme, we refer reader also to [14, 15, [17] [18] [19] 21] .
Those results are extended in [20] and generalized to the case where (Q γ ) γ>0 is not specified explicitly, to approximate invariant, not necessarily unique, distributions for general Feller processes. In [20] , an abstract framework, that can be used to prove every mentioned existing result, is developed which suggests various applications beyond the Euler scheme of Lévy processes. This is the direction of this paper where we study the particular case of the Milstein scheme for Brownian diffusion processes and the Euler scheme of a diffusion process with censored jump (which is an extension of Lévy processes). In particular, when (X γ Γ n ) n∈ℕ is the Milstein scheme of a Brownian diffusion process (respectively the Euler scheme of a diffusion process with censored jump), we establish the a.s. weak convergence of (ν γ n ) n∈ℕ * . Moreover, when the invariant distribution ν is unique, we obtain lim n ν γ n f = νf a.s. when f has polynomial growth in a first step (Wasserstein convergence) and when f has exponential growth in a second step (resp. when f has polynomial growth). Notice that for the Wasserstein convergence using the Milstein scheme, the simulation of the Lévy area is not necessary, and thus the approach we develop can also be applied to the antithetic Milstein scheme presented in [8] . Concerning the Euler scheme of a diffusion process with censored jump, we establish the convergence of the empirical measures for the Wasserstein distance.
We begin by recalling the abstract results from [20] in Section 2, and then we focus on the specific applications in Section 3.
Presentation of the abstract framework

Construction of the random measures
Let (Ω, G, ℙ) be a probability space. We consider a Feller process (X t ) t⩾0 (see [5] for details) on (Ω, G, ℙ) taking values in a locally compact and separable metric space E. We denote by (P t ) t⩾0 the Feller semi-group (see [23] ) of this process. We recall that (P t ) t⩾0 is a family of linear operators from C 0 (E) to itself such that P 0 f = f , P t+s f = P t P s f , t, s ⩾ 0 (semi-group property), and lim t→0 ‖P t f − f‖ ∞ = 0 (Feller property). Using this semigroup, we can introduce the infinitesimal generator of (X t ) t⩾0 as a linear operator A defined on a subspace D(A) of C 0 (E), satisfying: For every f ∈ D(A),
is thus well defined and D(A) is called the domain of A. From the Echeverria-Weiss theorem, the set of invariant distributions for (X t ) t⩾0 can be characterized in the following way:
The starting point of our reasoning is thus to consider an approximation of A. First, we introduce the family of transition kernels (Q γ ) γ>0 from C 0 (E) to itself. Now, let us define the family of linear operatorsÃ := (Ã γ ) γ>0 from C 0 (E) into itself as follows:
The familyÃ is usually called the pseudo-generator of the transition kernels (Q γ ) γ>0 and is an approximation of A as γ tends to zero. From a practical viewpoint, the main interest of our approach is that we can consider that there existsγ > 0 such that for every x ∈ E and every γ ∈ [0,γ ], the transition probability distribution Q γ (x, dy) is simulable at a reasonable computational cost. We use the family (Q γ ) γ>0 to build (X Γ n ) n∈ℕ (this notation replaces (X γ Γ n ) n∈ℕ from now on for clarity in the writing) as the non-homogeneous Markov approximation of the Feller process (X t ) t⩾0 . It is defined at the times grid Γ n = ∑ n k=1 γ k , n ∈ ℕ, with the sequence γ := (γ n ) n∈ℕ * of time steps satisfying ∀n ∈ ℕ * , 0 < γ n ⩽γ := sup n∈ℕ * γ n < +∞, lim n γ n = 0, lim n Γ n = +∞.
Its transition probability distributions are given by Q γ n (x, dy), n ∈ ℕ * , x ∈ E, i.e.
We can canonically extend (X Γ n ) n∈ℕ to a càdlàg process by settinḡ
Then (X Γ n ) n∈ℕ is a simulable (as soon asX 0 is) non-homogeneous Markov chain with transitions
We use (X Γ n ) n∈ℕ to design a Langevin Monte Carlo algorithm. Notice that this approach is generic since the approximation transition kernels (Q γ ) γ>0 are not explicitly specified, and thus it can be used in many different configurations including, among others, weak numerical schemes or exact simulation, that is, (X Γ n ) n∈ℕ = (X Γ n ) n∈ℕ . In particular, using high weak order schemes for (X t ) t⩾0 may lead to higher rates of convergence for the empirical measures. The approach we use to build the empirical measures is quite more general than in (1.1) as we consider some general weights which are not necessarily equal to the time steps. We define this weight sequence. Let η := (η n ) n∈ℕ * be such that ∀n ∈ ℕ * , η n > 0, lim n H n = +∞, with H n = n ∑ k=1 η k . Now we present our algorithm adapted from the one introduced in [11] designed with an Euler scheme with decreasing steps (X Γ n ) n∈ℕ of a Brownian diffusion process (X t ) t⩾0 . For x ∈ E, let δ x denote the Dirac mass at point x. For every n ∈ ℕ * , we define the random weighted empirical random measures as follows:
This paper is dedicated to show that when (X Γ n ) n∈ℕ is the Milstein scheme of a Brownian diffusion process (respectively the Euler scheme of a censored jump diffusion) (X t ) t⩾0 , then a.s. every weak limiting distribution of (ν η n ) n∈ℕ * belongs to V. In particular, when the invariant measure of (X t ) t⩾0 is unique, i.e. V = {ν}, we show that lim n ν η n f = νf ℙ-a.s. for a generic class of continuous test functions f .
Assumptions on the random measures
We now present the necessary assumptions on the pseudo-generatorÃ = (Ã γ ) γ>0 in order to prove the convergence of the empirical measures (ν η n ) n∈ℕ * . The approach developed in [20] consists in two steps. First, a tightness property -resulting from a mean-reverting control assumption -is established to obtain the existence of a weak limiting distribution for (ν η n ) n∈ℕ * . Then, in a second step, every limiting distribution is identified with an invariant distribution of the Feller process (X t ) t⩾0 . A supplementary interest of this approach is that it is designed to obtain the a.s. convergence of (ν η n (f)) n∈ℕ * for a generic class of continuous test functions f which is larger than C b (E).
Mean-reverting recursive control. The mean-reverting assumption reads as follows: There exists a Borel function V such that
Letγ > 0, let s ⩾ 1, let ψ, ϕ : [v * , ∞) → (0, +∞) be Borel functions and let α > 0 and β ∈ ℝ. We assume
, which in turn is called the (weakly) mean-reverting recursive control assumption of the pseudo-generators (by V).
Comments.
• Assumption RC Q,V (ψ, ϕ, α, β, s) is designed to be directly verified on the transitions of the time discretization schemes with decreasing steps γ n of the Feller process X and nothing is to be checked on X. This can be seen as a variant of an a.s. tightness criterion for the occupation measure 1 t ∫ t 0 δ X x s ds in which (ii) would be replaced by
5)
which appears as a very general tightness criterion for the above continuous time empirical measure (see [17] for a review). Thus if we set ψ = Id [v * ,+∞) and ϕ(v) = v a , a ∈ (0, 1], then the mean-reverting condition (2.5) reduces to AV ⩽ β − αV a , which is a classical mean-reverting condition (see [4, 9, 17] for a review) and which appears to establish the existence of an invariant distribution for a Feller process. It is also extensively used to control the Euler scheme with decreasing steps of Brownian diffusions and its weighted empirical measures; see the seminal paper [11] when a = 1 (see also [1] ) and [12] when a ∈ (0, 1). When a = 1, this condition is referred to as a strong mean-reverting assumption, whereas it is called weak when a ∈ (0, 1) or, more generally, when lim v→+∞ ϕ(v)/v = 0. • In this abstract approach, the function ϕ thus controls the mean-reverting property. In particular, following the line of previous works, we call it strongly mean-reverting property when ϕ = I d , and weakly mean-reverting property when lim v→+∞ ϕ(v)/v = 0. • The function ψ is related to the set of possibly unbounded (ν-a.s.) continuous functions f for which the convergence ν η n (f) → ν(f) a.s. holds, when ν is the unique invariant distribution of the underlying Feller process. Let us be more specific on that point: for an s ⩾ 1, which is related to a step-weight assumption on the sequences γ and η, we will prove in Theorem 2.4 (B) that the sets of functions for which the above a.s. convergence holds contains
Infinitesimal generator approximation. This section presents the assumption that enables to characterize the limiting distributions of the a.s. tight sequence (ν η n (dx, ω)) n∈ℕ * . We aim to estimate the distance between V and ν η n (see (2.2)) for n large enough. We thus introduce a hypothesis to control the distance between (Ã γ ) γ>0 , the pseudo-generator of (Q γ ) γ>0 , and A, the infinitesimal generator of (P t ) t⩾0 . We assume that there exists
where Λ f : E × ℝ + → ℝ + can be represented in the following way: Let (Ω,G,P) be a probability space. 
Moreover, we assume that for every i ∈ {1, . . . , q} we have sup n∈ℕ * ν η n (g i , ω) < +∞ ℙ(dω)-a.s. and thatΛ f,i satisfies the following property: There exists a measurable function γ : (Ω,G) → ((0,γ ], B((0,γ ])) such that one of the following two conditions holds: Remark 2.1. Let (F, F, λ) be a measurable space. By using the exact same approach, the results we present hold when we replace the probability space (Ω,G,P) by the product measurable space (Ω × F,G ⊗ F,P ⊗ λ) in the representation of Λ f and in (2.8) and (2.9), but we restrict to that case for the sake of clarity in writing. This remark is particularly useful for the study of processes with censored jumps (see Section 3).
This representation assumption benefits from the fact that the transition functions (Q γ (x, dy)) γ∈(0,γ ] , x ∈ E, can be represented using distributions of random variables which are involved in the computation of (X Γ n ) n∈ℕ * . In particular, similarly to Section 3, this approach is well adapted to be used for stochastic approximations associated to a time grid such as numerical schemes for stochastic differential equations with a Brownian part or/and a jump part.
Growth control and
Step Weight assumptions. We conclude with a hypothesis concerning the control of the martingale part of one step of our approximation. Let ρ ∈ [1, 2] and let ϵ I : ℝ + → ℝ + be an increasing function. For F ⊂ {f : (E, B(E)) → (ℝ, B(ℝ))} and a Borel function g : E → ℝ + , we assume that, for every n ∈ ℕ,
with C f > 0 being a finite constant which may depend on f .
Remark 2.2.
The reader may notice that GC Q (F, g, ρ, ϵ I ) holds as soon as (2.10) is satisfied with Q γ n+1 f(X Γ n ), n ∈ ℕ * , replaced by an FX n := σ(X Γ k , k ⩽ n)-progressively measurable process (X n ) n∈ℕ * since we have
for every X n ∈ L 2 (FX n ).
We will combine this assumption with the following Step Weight related ones:
and
with the convention η 0 /γ 0 = 1. Notice that this last assumption holds as soon as the sequence (η n /γ n ) n∈ℕ * is non-increasing. At this point we can focus now on the main results concerning this general approach.
Convergence
We recall abstract results which are proved in the companion paper [20] .
Almost sure tightness
From the mean-reverting control assumption, the following theorem establish the a.s. tightness of the sequence (ν η n ) n∈ℕ * and also provides a uniform control of (ν η n ) n∈ℕ * on a generic class of test functions. [v * , ∞) → ℝ + and ϵ I : ℝ + → ℝ + , the latter being an increasing function. We have the following properties: (A) Assume thatÃ γ n (ψ ∘ V) 1/s exists for every n ∈ ℕ * , and assumptions GC Q ((ψ ∘ V) 1/s , g, ρ, ϵ I ) (see (2.10)), SW I,γ,η (g, ρ, ϵ I ) (see (2.11) ) and SW II,γ,η ((ψ ∘ V) 1/s ) (see (2.12) hold. Then (2.6) . Therefore, the sequence (ν η n ) n∈ℕ * is ℙ-a.s. tight.
Identification of the limit
In Theorem 2.3, we obtained the tightness of (ν η n ) n∈ℕ * . It remains to show that every limiting point of this sequence is an invariant distribution of the Feller process with infinitesimal generator A. This is the interest of the following theorem which relies on the infinitesimal generator approximation.
We have the following properties:
Assume thatÃ γ n f exists for every f ∈ D(A) 0 and every n ∈ ℕ * .
Also assume that there exists a Borel function g : E → ℝ + and an increasing function ϵ I : with CṼ ψ,ϕ,s (E) defined in (2.6). In the particular case where the function ψ is polynomial, (2.16) also reads as the a.s. convergence of the empirical measures for some L p -Wasserstein distances, p > 0, that we will study further in this paper for some numerical schemes of some diffusion processes. From the liberty granted by the choice of ψ in this abstract framework, where only a recursive control with mean-reverting is required, we will also propose an application for functions ψ with exponential growth.
About Growth control and Step Weight assumptions
We present other useful abstract results from [20] . The following lemma presents an L 1 -finiteness property that we can obtain under the recursive control hypothesis and strongly mean-reverting assumptions (ϕ = I d ). This result is thus useful to prove SW I,γ,η (g, ρ, ϵ I ) (see (2.11)) or SW II,γ,η (F) (see (2.12)) for well-chosen F and g in this specific situation.
In particular, let ρ ∈ [1, 2] and let ϵ I : ℝ + → ℝ + be an increasing function. It follows that if
Now, we provide a general way to obtain SW I,γ,η (g, ρ, ϵ I ) and SW II,γ,η (F) for some specific g and F as soon as a recursive control with weakly mean reversion assumption holds.
In particular, let ρ ∈ [1, 2] and let ϵ I : ℝ + → ℝ + be an increasing function. If we also assume
19)
then we have SW II,γ,η (Ṽ ψ,ϕ,1 ) (see (2.12) ).
This result concludes the general approach in a generic framework to prove convergence. The next part of this paper is dedicated to various applications.
Applications
being the i-th eigenvalue of S. • We also recall the Burkholder-Davis-Gundy (BDG) inequality for martingales. Let p ⩾ 1 2 and let (M t ) t⩾0 be an ℝ d -valued martingale. Then there exists C p ⩾ 0 such that
(3.1)
The Milstein scheme
In this part, we treat the case of a Milstein scheme (introduced in [16] ) with decreasing steps for a Brownian diffusion process. We propose two approaches under weakly mean-reverting assumptions. The first one relies on polynomial test functions and the second one relies on exponential test functions. In particular, we propose a setting with functions ψ such that ψ(y) = y p , p ⩾ 0, for every y ∈ [v * , ∞). The other setting is based on functions ψ(y) = exp(λy p ), p ∈ [0, 1 2 ], λ ⩾ 0, for every y ∈ [v * , ∞).
Presentation and main result
We consider a d-dimensional Brownian motion (W t ) t⩾0 . We are interested in the solution of the d-dimensional stochastic equation
. . , d}, are locally bounded functions. The infinitesimal generator of this process is given by
In the sequel we will use the notations U n+1 = γ
3)) and is essentially quadratic in the sense
where ‖ ⋅ ‖ denotes, e.g., the operator norm for d × d matrices derived for the Euclidean norm | ⋅ | on ℝ d . We also define
When ψ(y) = ψ p (y) = y p , we will also use the notation λ p instead of λ ψ . Now, let ϕ : [v * , +∞) → ℝ + and assume that
Polynomial case. In case of Wasserstein convergence, we introduce a weaker assumption than Gaussian distribution for the sequence (U n ) n∈ℕ * . Let q ∈ ℕ * , p ⩾ 0. We suppose that (U n ) n∈ℕ * is a sequence of independent and identically distributed random variables satisfying the following two assumptions:
Moreover, we will also assume that (W n ) n∈ℕ * is a sequence of independent and centered random variables such that M p (W) holds for some p we will specify further on.
We are now able to introduce the mean-reverting property of V. Let p ⩾ 0. Let β ∈ ℝ and α > 0. We assume that .7)). Moreover, assume that (W n ) n∈ℕ * is a sequence of independent and centered random variables such that (2.12) ) and (2.14) also hold and that apρ/s ⩽ p + a − 1.
Moreover, assume also that b, σ and ∑ d i,j,l=1 |∂ x l σ i σ l,j | have sub-linear growth and that g σ ⩽ CV p/s+a−1 , with g σ = Tr[σσ * ] + ∑ d i,j,l=1 |∂ x l σ i σ l,j |. Then every weak limiting distribution ν of (ν η n ) n∈ℕ * is an invariant distribution of (X t ) t⩾0 , and when ν is unique, we have (2.12) ) can be replaced by SW II,γ,η (see (2.19) ).
Exponential case.
For the exponential case we modify this assumption in the following way: Let p ⩽ 1 2 , α > 0 and β ∈ ℝ. We assume that lim inf y→+∞ ϕ(y) > β + /α, β + = 0 ∨ β and
with Σ : ℝ d → S d +, * and S d +, * being the set of a positive definite matrix defined by (3.12) ) and L V (see (2. 3)) hold. Also suppose that SW I,γ,η (ρ, ϵ I ), SW I,γ,η (ρ,ε I ) (see (2.18) ), SW II,γ,η (see (2.19) ), (2.14) and (3.22) hold.
Then
Moreover, assume also that b, σ and ∑ d i,j,l=1 |∂ x l σ i σ l,j | have sub-linear growth. Then every weak limiting distribution ν of (ν η n ) n∈ℕ * is an invariant distribution of (X t ) t⩾0 , and when ν is unique, we have
Recursive control
Polynomial case.
Now let p > 0 and define ψ p (y) = y p . Let α > 0 and β ∈ ℝ. Assume that (U n ) n∈ℕ * is a sequence of independent random variables such that U satisfies M N,2 (U) (see (3.6) ) and M p∨1 (U) (see (3.7) ). Moreover, assume that (W n ) n∈ℕ * is a sequence of independent and centered random variables such that M p∨1 (W) (see (3.7)) holds.
Also assume that (3.3), B(ϕ) (see (3.5) ) and R p (α, β, ϕ, V) (see (3.8) ) are satisfied. Then, for everyα ∈ (0, α), there exists n 0 ∈ ℕ * , such that
Then RC Q,V (ψ p , ϕ, pα, pβ, s) (see (2.4) ) holds for everyα ∈ (0, α) and s ⩾ 1 such that
Moreover, when ϕ = Id, we have sup
Proof. We distinguish the cases p ⩾ 1 and p ∈ (0, 1).
Case p ⩾ 1. First, we focus on the case p ⩾ 1. From Taylor's formula and the definition of λ ψ p = λ p (see (3.4)) we have
Since W is made of centered random variables, we deduce from M N,2 (U) (see (3.6) ), M 2 (U) (see (3.7)) and M 2 (W) (see (3.7) ) that
with c d being a positive constant. Assume first that p = 1. By using B(ϕ) (see (3.5) ), for everyα ∈ (0, α) there exists n 0 (α ) such that for every n ⩾ n 0 (α ),
From assumption R p (α, β, ϕ, V) (see (3.8) and (3.9)) we conclude that
Lipschitz. Now, we use the following inequality: Let l ∈ ℕ * . We have
To study the "remainder" of (3.17), we multiply the above inequality by |X Γ n+1 −X Γ n | 2 . First, we study the second term which appears on the right-hand side, and by using B(ϕ) (see (3.5)), for every p ⩾ 1,
Letα ∈ (0, α). Then we deduce from M 2p (U) (see (3.7)) and M 2p (W) (see (3.7) ) that there exists n 0 (α ) ∈ ℕ such that for any n ⩾ n 0 (α ) we have
To treat the other term of the "remainder" of (3.17) we proceed as in (3.18) 
, α replaced byα , andα ∈ (0,α ). We gather all the terms together and, using (3.9), for every n ⩾ n 0 (α ) ∨ n 0 (α ) we obtain
which is exactly the recursive control for p > 1.
Case p ∈ (0, 1). Now, let p ∈ (0, 1) so that x → x p is concave. It follows that
We have just proved that the recursive control RC Q,V (ψ, ϕ, α, β) holds for ψ = I d (with α replaced byα > 0), and since V takes positive values, we obtain
which completes the proof of (3.15). The proof of (3.16) is an immediate application of Lemma 2.5 as soon as we notice that the increments of the Milstein scheme have finite polynomial moments, which implies (2.17).
Exponential case. In this section, we will not relax the assumption on the Gaussian structure of the increment as we do in the polynomial case with the hypothesis (see (3.6) and (3.7)). In order to obtain our result, we introduce a supplementary assumption in order to express the iterated stochastic integrals in terms of products of the increments of the Brownian motion. The so-called commutative noise assumption is the following:
In this case, with the notation from (3.2), we have
In the sequel we will adopt the following notations: . We define Σ ∈ ℝ d×d by Σ = I d − 2Λ * Λ. Assume that Σ ∈ S d +, * . Then, for every h ∈ (0, 1),
Now, (3.21) follows from the Hölder inequality since
Based on this result, we may deduce the recursive control for exponential test functions. Assume that (3.3), B(ϕ) (see (3.5) ) and R p,λ (α, β, ϕ, V) (see (3.12) ) are satisfied. Also assume that
Then, for everyα ∈ (0, α), there existsβ ∈ ℝ + and n 0 ∈ ℕ * such that
Then RC Q,V (ψ, ϕ, pα, pβ , s) (see (2.4) ) holds for every s ⩾ 1 as soon as lim inf y→+∞ ϕ(y) = +∞. Moreover, when ϕ = Id, we have sup
Proof. First, with notations (3.20), we rewrite
and we study each term separately. Since p ⩽ 1, the function defined on [v * , +∞) by y → y p is concave. By using then the Taylor expansion of order two of the function V, for every x, y ∈ ℝ d ,
Using this inequality with x =X Γ n and y =X Γ n+1 =X Γ n +∆X 1 n+1 + ∆X 2 n+1 , with notations (3.2) and (3.20) we obtain
Now, we study the other term. Since p ⩽ 1 2 , the function defined on [v * , ∞) by y → y 2p is concave and we obtain
In the sequel, we will use the notation
It follows that
where U = (U 1 , . . . , U d ), with U i , i ∈ {1, . . . , d}, being some independent and identically distributed standard normal random variables. In order to compute L γ (x), we use Lemma 3.5 (see (3.21) 
and the positive definite matrix
where inf x∈ℝ d C σ (x) > 0 and Σ(x, z) ∈ S d +, * . We apply Lemma 3.5 and it follows, for γ ⩽ inf x∈ℝ d C σ (x)/(2λp),
At this point, we focus on the first term inside the exponential. We have
Owing to B(ϕ) (see (3.5)), (3.22 ) and R p,λ (α, β, ϕ, V) (see (3.12) ), there existsC > 0 such that
which can be rewritten as
Using the convexity of the exponential function, we have for every γpαC ϕ < 1,
It remains to study the last term of the right-hand side of the above inequality. The function defined on [v * , +∞) by y → exp(y p ( λβ αϕ(y) + γC/(αp)))
is continuous and locally bounded. Moreover, by R p,λ (α, β, ϕ, V) (see (3.12)), we have
Hence, there exists ζ ∈ (0, 1) and y ζ ⩾ v * such that ϕ(y) ⩾ β + /(αζ) for every y ⩾ y ζ . Consequently, as soon as γ < ζλαp/C, for everyα ∈ (0, α) there existsβ ⩾ 0 such that
and the proof of the recursive control (3.23) is completed. Finally, (3.24) follows from (2.17), which follows from the equation above, and Lemma 2.5.
Proof of the infinitesimal estimation
Proposition 3.7. Assume that the sequence (U n ) n∈ℕ * satisfies M N,2 (U) (see (3.6) ) and that the sequence (W n ) n∈ℕ * is centered and satisfies M 1/2 (W) (see (3.7) ). Also assume that b, σ and ∑ d i,j,l=1 |∂ x l σ i σ l,j | have sub-linear growth and that we have Then E(Ã, A, D(A) 0 ) (see (2.7)) holds.
Proof. First, we recall that D(A) 0 = C 2 K (E). The proof consists in studying successively the three terms of the following decomposition:
Then the Taylor expansion yields
Using a similar reasoning as in the proof of [20, Proposition 3.3], we can show that there exists
We focus now on the second term.
We
We are going to prove that E(Ã, A, D(A) 0 ) (I) (see (2.8)) holds for the couple (Λ f,2 , g 2 ). We fix v ∈ ℝ d and θ ∈ [0, 1].
Since the functions b and σ, i, j, l ∈ {1, . . . , d}, have sub-linear growth, there exists C b,σ ⩾ 0 such that |b(x)| + Tr[σσ * (x)] 1/2 ⩽ C b,σ (1 + |x|) for every x ∈ ℝ d . Therefore, since f has compact support, there exists t 0 (v, θ) > 0 and R > 0 such that sup |x|>R sup γ⩽t 0 (v,θ) |R f,2 (x, γ, v, θ)| = 0. It follows that the second condition of E(Ã, A, D(A) 0 ) (I) holds (see (2.8) (ii)).
Moreover, since ∇f is continuous and b and σ are locally bounded functions, it is immediate that the first condition of E(Ã, A, D(A) 0 ) (I) is also satisfied (see (2.8) (i)).
We recall that sup n∈ℕ * ν η n (Tr[σσ * ]) < +∞ a.s. and U is bounded in L 2 , and thus E(Ã, A, D(A) 0 ) (I) holds for (Λ f,2 , g 2 ).
Finally, we notice from Taylor's formula with M N,2 (U) that
To study the last term, we define Λ
(U, W) ∼ p (U,W) and Θ ∼ U [0,1] underP(dω) and g i,j
We are going to prove that E(Ã, A, D(A) 0 ) (I) (see (2.8)) holds for every couple (Λ i,j f,3 , g i,j
3 ), i, j ∈ {1, . . . , d}. We fix v ∈ ℝ d×d and θ ∈ [0, 1].
Since the functions b, σ and ∂ x l σ i σ l,j , i, j, l ∈ {1, . . . , d}, have sub-linear growth, there existsC b,σ ⩾ 0 such that
for every x ∈ ℝ d . Therefore, since f has compact support, there exist γ 0 (v, θ) > 0 and R > 0 such that
It follows that the second condition of E(Ã, A, D(A) 0 ) (I) holds (see (2.8) (ii)).
Moreover, since ∇f is continuous and b, σ and ∂ x l σ i σ l,j , i, j, l ∈ {1, . . . , d}, are locally bounded functions, it is immediate that the first condition of E(Ã, A, D(A) 0 ) (I) is also satisfied (see (2.8) (i)).
We recall that
3 ). Finally, from the fact that W is centered and L 1 -bounded and from Taylor's formula follows
We gather all the terms together noticing thatΛ f,q =Λ −f,q , q ∈ {1, . . . , 3}, and the proof is completed.
Proof of Growth control and Step Weight assumptions
Polynomial case Lemma 3.8. Let p > 0, a ∈ (0, 1], s ⩾ 1, ρ ∈ [1, 2], ψ(y) = y p and ϕ(y) = y a . We assume the sequence (U n ) n∈ℕ * satisfies M (ρ/2)∨(pρ/s) (U) (see (3.7) ) and the sequence (W n ) n∈ℕ * satisfies M (ρ/2)∨(pρ/s) (W) (see (3.7)). Then, for every n ∈ ℕ, we have that for every f ∈ D(A) 0 ,
In other words, we have GC Q (D(A) 0 , g σ , ρ, ϵ I ) (see (2.10)) with Then, for every n ∈ ℕ, we have
27)
In other words, we have GC Q (V p/s , V p+a−1 , ρ, ϵ I ) (see (2.10)) with ϵ I (γ) = γ ρ/2 for every γ ∈ ℝ + .
Proof. We begin by noticing that
Let f ∈ D(A). Then f is Lipschitz and the previous inequality gives (3.25) .
We focus now on the proof of (3.27). We first notice that B(ϕ) (see (3.5) ) implies that for any n ∈ ℕ,
Case 2p ⩽ s. We notice that V p/s is α-Hölder for any α ∈ [ 2p s , 1] (see [22, Lemma 3] ) and thus V p/s is (2p/s)-Hölder. We deduce that
In order to obtain (3.27), it remains to use apρ/s ⩽ a + p − 1.
Case 2p ⩾ s. Using the elementary inequality
28)
with α = 2p/s, and since √ V is Lipschitz, we have
In order to obtain (3.27), it remains to use assumption B(ϕ) (see (3.5) ) and then apρ/s ⩽ p + a − 1. 
Exponential case
Then, for every n ∈ ℕ, we have
In other words, we have GC Q (exp((λ/s)V p ), ϕ∘V V exp(λV p ), ρ, ϵ I ) (see (2.10)) and ϵ I (γ) = γ pρ for every γ ∈ ℝ + .
Proof. When p = 0, the result is straightforward. Before we prove the result, we notice that B(ϕ) (see (3.5)) implies that for any n ∈ ℕ, Since p ⩽ 1 2 , we notice that the function V p is α-Hölder for every α ∈ [2p, 1] (see [22, Lemma 3] ), and thus V p is (2p)-Hölder, that is,
Combining both above inequalities, we derive From (3.29) , and since ρ < s, we take θ ∈ (1, ρ/s] and we get
Rearranging the terms and since ρ < s, we conclude from B(ϕ) (see (3.5) ) that
which completes the proof.
Proof of Theorem 3.2
This result follows from Theorem 2.3 and Theorem 2.4. The proof consists in showing that the assumptions from those theorems are satisfied.
Step 1: Mean-reverting recursive control. First, we show that RC Q,V (ψ p , ϕ, pα, pβ, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that p/s + a − 1 > 0. Since (3.3), B(ϕ) (see (3.5) ) and R p (α, β, ϕ, V) (see (3.8) ) hold, it follows from Proposition 3.4 that RC Q,V (ψ p , ϕ, pα, pβ, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that p s + a − 1 > 0 since lim inf y→+∞ ϕ(y) > β/α . Moreover, let us notice that for every p ⩽ 1 assumption R p (α, β, ϕ, V) (see (3.8) ) is similar to R 1 (α, β, ϕ, V), and thus RC Q,V (ψ 1 , ϕ,α, β, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that 1 s + a − 1 > 0. It follows directly that for p ⩽ 1 assumption RC Q,V (ψ p , ϕ,α, β, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that p s + a − 1 > 0.
Step 2:
Step weight assumption. We show that SW I,γ,η (V p∨1+a−1 , ρ, ϵ I ) (see (2.11) ) and SW II,γ,η (V p∨1+a−1 ) (see (2.12)) hold.
First we notice that, owing to Step 1, assumption RC Q,V (ψ p∨1 , ϕ, (p ∨ 1)α, (p ∨ 1)β, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that p ∨ 1 s + a − 1 > 0. Then using SW I,γ,η (ρ, ϵ I ) (see (2.18)) with Lemma 2.6 gives SW I,γ,η (V p∨1+a−1 , ρ, ϵ I ) (see (2.11) ). Similarly, SW II,γ,η (V p∨1+a−1 ) (see (2.12) follows from SW II,γ,η (see (2.19) ) and Lemma 2.6.
Step 3: Growth control assumption. Now, we prove GC Q (F, V p∨1+a−1 , ρ, ϵ I ) (see (2.10)) for F = D(A) 0 and
This is a consequence of Lemma 3.8. We notice that ρ 2 ⩽ 1. Consequently, M (ρ/2)∨(pρ/s) (U) (see (3.7)) and M (ρ/2)∨(pρ/s) (W) (see (3.7)) hold. Now, we notice that from B(ϕ) (see (3.5)) we have
with aρ/2 ⩽ p + a − 1 since SW pol (p, a, s, ρ) (see (3.26) ) holds. Then Lemma 3.8 implies that for F = D(A) 0 and F = {V p/s } assumption GC Q (F, V p∨1+a−1 , ρ, ϵ I ) (see (2.10)) holds true.
Step 4: Conclusion.
(i) The first part of Theorem 3.2 (see (3.10) ) is a consequence of Theorem 2.3. Let us observe that the assumptions from Theorem 2.3 indeed hold.
On one hand, we observe that, due to Steps 2 and 3, assumptions GC Q (V p/s , V p∨1+a−1 , ρ, ϵ I ) (see (2.10)), SW I,γ,η (V p∨1+a−1 , ρ, ϵ I ) (see (2.11) ) and SW II,γ,η (V p∨1+a−1 ) (see (2.12) ) hold, which are the hypotheses from Theorem 2.3 (A) with g = V p∨1+a−1 . Owing to Step 1, assumption RC Q,V (ψ p , ϕ, pα, pβ, s) (see (2.4) ) is satisfied for everyα ∈ (0, α) and every s ⩾ 1 such that p s + a − 1 > 0. Moreover, since L V (see (2. 3)) holds, the hypotheses from Theorem 2.3 (B) are satisfied. We thus conclude from Theorem 2.3 that (ν η n ) n∈ℕ * is ℙ-a.s. tight and (3.10) holds, which concludes the proof of the first part of Theorem 3.2. (ii) Let us now prove the second part of Theorem 3.2 (see (3.11) ), which is a consequence of Theorem 2.4.
On one hand, we see that, due to Steps 2 and 3, assumptions GC Q (D(A) 0 , V p∨1+a−1 , ρ, ϵ I ) (see (2.10)) and SW I,γ,η (V p∨1+a−1 , ρ, ϵ I ) (see (2.11) ), hold which are the hypotheses from Theorem 2.4 (A) with g = V p∨1+a−1 .
On the other hand, since b, σ and ∑ d i,j,l=1 |∂ x l σ i σ l,j | have sub-linear growth and since g σ ⩽ CV p/s+a−1 , with g σ = Tr[σσ * ] + ∑ d i,j,l=1 |∂ x l σ i σ l,j | so that ℙ-a.s. sup n∈ℕ * ν η n (g σ ) < +∞, it follows from Proposition 3.7 that E(Ã, A, D(A) 0 ) (see (2.7)) is satisfied. Then the hypotheses from Theorem 2.4 (B) hold, and (3.11) follows from (2.16).
Proof of Theorem 3.3
Step 1: Mean-reverting recursive control. First, we show that for everyα ∈ (0, α) there existsβ ∈ ℝ + such that RC Q,V (ψ, ϕ, pα, pβ ) (see (2.4) ) is satisfied for every functionψ :
Notice that this property and the fact that ϕ has sub-linear growth imply (3.29).
We begin by noticing that R p,λ (α, β, ϕ, V) (see (3.12) ) implies R p,λ (α, β, ϕ, V) for everyλ ⩽ λ. Since (3.3) , B(ϕ) (see (3.5) ), R p,λ (α, β, ϕ, V) (see (3.12) ) and (3.22) hold, from Proposition 3.6 with lim y→+∞ ϕ(y) = +∞ follows that for everyα ∈ (0, α) there existsβ ∈ ℝ + such that RC Q,V (ψ, ϕ, pα, pβ , s) (see (2.4) ) is satisfied for every functionψ : [v * , ∞) → ℝ + such thatψ(y) = exp(λ V p ) withλ ⩽ λ and every s ⩾ 1.
Step weight assumption. In this step, we show that assumptions SW I,γ,η ( ϕ∘V V . exp(λV p ), ρ,ε I ), SW I,γ,η ( ϕ∘V V . exp(λV p ), ρ, ϵ I ) (see (2.11) ) and SW II,γ,η (exp((λ/s)V p )) (see (2.12) ) are satisfied. First we recall that there existsα ∈ (0, α) andβ ∈ ℝ + such that RC Q,V (ψ, ϕ,α,β ) (see (2.4) ) is satisfied. Then using SW I,γ,η (ρ,ε I ) and SW I,γ,η (ρ, ϵ I ) (see (2.18) ) with Lemma 2.6 gives SW I,γ,η ( ϕ∘V V . exp(λV p ), ρ,ε I ) and SW I,γ,η ( ϕ∘V V . exp(λV p ), ρ, ϵ I ) (see (2.11) ). Similarly, condition SW II,γ,η ( ϕ∘V V . exp(λV p )) (see (2.12)) follows from SW II,γ,η (see (2.19) ) and Lemma 2.6.
Step 3: Growth control assumption. Now, we prove
This is a consequence of Lemma 3.8 and Lemma 3.9. We notice indeed that B(ϕ) (see (3.5)) gives Tr[σσ * ] ρ/2 ⩽ (ϕ ∘ V) ρ . Moreover, we have already shown that (3.29) is satisfied in Step 1. These observations combined with (3.30) imply that
(i) The first part of Theorem 3.3 (see (3.13) ) is a consequence of Theorem 2.3. Let us observe that the assumptions from Theorem 2.3 indeed hold. On one hand, we observe that, by Step 2 and Step 3, assumptions GC Q (exp((λ/s)V p ), ϕ∘V V exp(λV p ), ρ,ε I ) (see (2.10)), SW I,γ,η ( ϕ∘V V exp(λV p ), ρ,ε I ) (see (2.11) ) and SW II,γ,η ( ϕ∘V V exp(λV p )) (see (2.12) ) hold, which are the hypotheses from Theorem 2.3 (A) with g = ϕ∘V V exp(λV p ).
On the other hand, by Step 1 for everyα ∈ (0, α), there existsβ ∈ ℝ + such that RC Q,V (ψ, ϕ, pα, pβ , s) (see (2.4) ) is satisfied for every s ⩾ 1. Moreover, since L V (see (2. 3)) holds, the hypotheses from Theorem 2.3 (B) are satisfied. We thus conclude from Theorem 2.3 that (ν η n ) n∈ℕ * is ℙ-a.s. tight and (3.13) holds, which concludes the proof of the first part of Theorem 3.3. (ii) Let us now prove the second part of Theorem 3.3 (see (3.14) ) which is a consequence of Theorem 2.4.
On one hand, we observe that from Step 2 and Step 3 assumptions GC Q (D(A) 0 , ϕ∘V V exp(λV p ), ρ, ϵ I ) (see (2.10)) and SW I,γ,η ( ϕ∘V V exp(λV p ), ρ, ϵ I ) (see (2.11) ) hold, which are the hypotheses from Theorem 2.4 (A) with g = ϕ∘V V exp(λV p ). On the other hand, since b, σ and ∑ d i,j,l=1 |∂ x l σ i σ l,j | have sub-linear growth and since g σ ⩽ ϕ∘V V exp(λ/sV p ), with g σ = Tr[σσ * ] + ∑ d i,j,l=1 |∂ x l σ i σ l,j | so that ℙ-a.s. sup n∈ℕ * ν η n (g σ ) < +∞, it follows from Proposition 3.7 that E(Ã, A, D(A) 0 ) (see (2.7)) is satisfied. Then the hypotheses from Theorem 2.4 (B) hold, and (3.14) follows from (2.16).
Application to censored jump processes
In this section, applying results from Section 2, we build invariant distributions for censored jump processes which are not necessarily Lévy processes. Our approach extends the one made in [22] and is inspired by [11] for Lévy processes in a weakly mean-reverting setting, namely ϕ(y) = y a , a ∈ (0, 1] for every y ∈ [v * , ∞). Like in [22] , we consider polynomial test functions, i.e. ψ p (y) = y p with p ⩾ 0 for every y ∈ [v * , ∞). Now, we present the censored jump process, its decreasing steps Euler approximation and the hypotheses necessary to obtain the convergence of (ν η n ) n∈ℕ * . We consider a Poisson point process p with state space (F ; B(F )), whereF = F × ℝ + with an open set F. We refer to [10] for more details. We denote by N the counting measure associated to p. We have N([0, t) 
We assume that the associated intensity measure is given byN(dt, dz, dv) = dt × π(dz) × [0,∞) (v)dv, where (z, v) ∈F = F × ℝ + and π is a positive measure with π(F) ∈ ℝ + ∪ {+∞}. We will use the notationÑ = N −N. We also consider a d-dimensional Brownian motion (W t ) t⩾0 independent from N. We are interested in the strong solution -assumed to exist and to be unique -of the d-dimensional stochastic equation 
Notice that D(A) 0 is dense in C 0 (E). In this paper, we do not discuss the existence or uniqueness of such processes. The main difference to Lévy processes is that the intensity of jump ζ(x, z)π(dz) may depend on the position of the process. The studies concerning these processes were initiated in [6] where the focus is made on the existence of an absolutely continuous (with respect to the Lebesgue measure) density. In the PhD thesis [24] , Rabiet extends existence and uniqueness results for SDE with non-zero Brownian component and establishes ergodicity properties. Notice that our results can easily be extended to the case of a non-null Brownian part using the same approach as the one we present now. Notice that in this case we can recover the results from [22] as a particular case of our study.
We now introduce an Euler scheme for this process. Since π(F) may take an infinite value, we introduce the family (F γ ) γ⩾0 with Fγ ⊂ F γ ⊂ F 0 = F for everyγ ⩾ γ ⩾ 0 and such that ⋃ γ>0 F γ = F. When π(F) < +∞, we suppose that F γ = F for every γ > 0. First, let q > 0 and defineb q (x) = b(x) + κ q (x) with ∀x ∈ ℝ d , κ q (x) = ( q∈(1/2,1] + π(F)=+∞ q∈ (1,+∞) ) ∫ F c(z, x)ζ(z, x)π(dz).
(3.32)
In order to simplify the writing, we will use the notations
q,n+1 = ( q∈(0,1/2] + π(F)<+∞ q∈ (1,+∞) )M n+1 γ n+1 (X q,Γ n ) + ( q∈(1/2,1] + π(F)=+∞ q∈ (1,+∞) )M n+1 γ n+1 (X q,Γ n ),
Now we introduce some hypotheses concerning the parameters. We begin with the jump component. Let p ⩾ 0. In the sequel, we set
Assume that the following finiteness hypothesis holds: Finally, assume the existence of a Lyapunov function V :
We now consider the mean-reverting property of V for polynomial test functions, i.e. when ψ(y) = ψ p (y) = y p ,
We also use the notation λ p instead of λ ψ p . Now let ϕ : [v * , +∞) → ℝ + . We suppose that 
Let β ∈ ℝ and α > 0. We assume that V satisfies the following mean-reverting property:
and, for every p > 1,
with k 0 = inf{k : 2 k ⩾ p} = ⌈log 2 (p)⌉, (3.45) and C r , r ⩾ 1, being the constant from the BDG inequality defined in (3.1).
For p > 0, a ∈ (0, 1], s ⩾ 1 and ρ ∈ [1, 2] , we consider the following assumption:
s, ρ)
≡ apρ/s ⩽ a + p − 1 and ρ ⩽ s. (3.46) Finally, consider also the following hypothesis.
Assumption SW Jump (p, q, a, s, ρ) . Assume that q ⩾ (ρ/2) ∨ p, let us define ϵ I (γ) = 2p>s γ ρ/(2(q∨1/2)) + γ (2∧(1/q))pρ/s andε I (γ) = γ 1∧(ρ/(2q)) and let ϕ(y) = y a and y ∈ [0, +∞). Assume that H q (ϕ, V) (see (3.40) ) holds and that when π(F) = +∞ and q > 1, we have H q (ϕ, V) (see (3.41) ). Finally, assume that SW I,γ,η (ρ, ϵ I ) (see (2.18) ) and SW I,γ,η (1 ∨ τ 1∧(ρ/(2q)) q , ρ,ε I ) (see (2.11)), withX replaced byX q , hold.
Notice that when a(q ∨ (ρ/2)) ⩽ p + a − 1, assumption SW I,γ,η (1 ∨ τ 1∧(ρ/(2q)) q , ρ,ε I ) (see (2.11)) can be replaced by SW I,γ,η (ρ,ε I ) (see (2.18) ) and H q (ϕ, V) (see (3.40) ). Assume that L V (see (2. 3)) holds and that p/s + a − 1 > 0. Assume also that B q p (ϕ) (see (3.42) ) and R p,q p (α, β, ϕ, V) (3.43) hold and assume the following: (i) Case p > 1 (q p = p). If π(F) < +∞, assume that H p (ϕ, V) and H 1 (ϕ, V) (see (3.40) ) are satisfied. If π(F) = +∞, assume that H p (ϕ, V) (see (3.41)) holds. (ii) Case p ⩽ 1. Assume that H q p (see (3.36)) holds. Suppose that SW Jump (p, q p , a, s, ρ) , SW II,γ,η (V p/s ) (see (2.12) ), withX replaced byX q p , SW pol (p, a, s, ρ) (see (3.46) ) and (2.14) are satisfied.
Moreover, assume also that b + π(F)=+∞ κ q p has sub-linear growth and that, when π(F) = +∞, there exists r ∈ [0, 1 2 ] such that H r+ qp ∈(1/2,+∞) /2 (see (3.36)), (3.37) and (3.33) hold and that τ r+ qp ∈(1/2,+∞) /2 ⩽ CV p/s+a−1 . Then every weak limiting distribution ν of (ν η,q p n ) n∈ℕ * is an invariant distribution of (X t ) t⩾0 , and when ν is unique, we have ℙ-a.s. ∀f ∈ CṼ ψp ,ϕ,s (ℝ d ), lim n→+∞ ν η,q p n (f) = ν(f), (3.47) with CṼ ψp ,ϕ,s (ℝ d ) defined in (2.6) . Notice that when p/s ⩽ p + a − 1, assumption SW II,γ,η (V p/s ) (see (2.12) ) can be replaced by SW II,γ,η (see (2.19) ).
AssumptionSW Jump (p, q, a, s, ρ). Actually, we show that Theorem 3.12 holds when SW Jump (p, q p , a, s, ρ) is replaced by the following weaker assumption (avoided for sake of clarity in the presentation):
• Let us considerq 1 ⩾ ρ/2,q 2 ⩾ p,q 3 > 0 and let us define ϵ I (γ) = 2p>s γ ρ/(2(q 1 ∨1/2)) + γ (2∧(1/q 2 ))pρ/s and ϵ I (γ) = γ 1∧(ρ/(2q 3 )) . Let ϕ(y) = y a and y ∈ [0, +∞). Assume that Hq 1 (ϕ, V) (see (3.40) ) when 2p > s (resp. Hq 2 (ϕ, V), Hq 3 [see (3.36)] when p > 0) holds and that when π(F) = +∞ andq 1 > 1 (resp.q 2 > 1, q 3 > 1), we have Hq 1 (ϕ, V) (see (3.41)) (resp. Hq 2 (ϕ, V), Hq 3 (ϕ, V)). • Finally, assume that SW I,γ,η (ρ, ϵ I ) (see (2.18) ) and SW I,γ,η (1 ∨ τ 1∧(ρ/(2q 3 )) q 3 , ρ,ε I ) (see (2.11) ), withX replaced byX q , hold.
• Notice that when a(q 3 ∨ (ρ/2)) ⩽ p + a − 1, assumption SW I,γ,η (1 ∨ τ 1∧(ρ/(2q 3 )) q 3 , ρ,ε I ) (see (2.11) ) can be replaced by SW I,γ,η (ρ,ε I ) (see (2.18) ) and Hq 3 (ϕ, V) (see (3.40) ).
Proof of the recursive mean-reverting control
Before we establish the recursive mean-reverting control, we provide some useful results concerning the jump component. Lemma 3.13. Let t, γ ⩾ 0. We have the following properties: (A) Let p > 0. Assume that π(F) < +∞, F γ = F for all γ > 0 and that H p (see (3.36) ) holds. Then there exists a locally bounded function ϵ : ℝ + → ℝ such that for everyt ⩾ 0 we have ϵ(t) ⩽ Ct for all t ∈ [0,t ] with C > 0, and such that for every n ∈ ℕ, 
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where K p is the constant defined in (3.45 ). (C) Let p ∈ (0, 1] and assume that H p (see (3.36) ) holds. Then
with C p being the universal real constant which appears in the BDG inequality (see (3.1) ). Moreover, those results remain true when we replace τ p,γ by τ p .
Proof. First, we prove (A). Let (J t ) t⩾0 be a Poisson process with intensityπ := t‖ζ‖ ∞ π(F). We introduce the sequences of independent random variables (and independent from J) x) . Therefore, we study
] e −πt (πt) k k! .
We put α = 2p in inequality (3.19) , and it follows that
Moreover,
Now we are going to use the following result. 
where the function ϵ : ℝ + → ℝ satisfies ϵ(θ) ⩽ Cθ for every θ ∈ [0,θ ].
Proof. When a ⩽ 1, we use the following inequality: 
Assuming now that a ⩾ 1, we apply inequality (3.28) with u = k + 1, v = 1 and α = a, and it follows that
that is, (3.49 ). Finally, we consider the proof of (C). First we treat the case p = 1. In this case, the process (M γ t ) t⩾0 such that M γ t := |M γ t | 2 − tτ 1,γ (x) for every t ⩾ 0, is a martingale, and thus, for every t ⩾ 0, we have
Let p ∈ (0, 1 2 ]. We apply inequality (3.19) and the compensation formula, and (3.50) follows from
Finally, let p ∈ [ 1 2 , 1). Using the BDG inequality (see (3.1)), (3.53 ) and the compensation formula, we derive
and the proof is complete. 1] . We assume that H q (see (3.36) ) and (3.38) hold. Then, for every x 0 ∈ ℝ d , we have
whereχ p,q is defined in (3.44) .
Proof. Assume first that q ⩽ 1 2 . Since we have (3.38), the function V p is α-Hölder for every α ∈ [2p, 1] (see [22, Lemma 3] ). It follows from Lemma 3.13 (C) (see (3.50) ) that for q ∈ [p, 1 2 ] we have
Assume now that q ∈ ( 1 2 , 1]. Since we have (3.38), the function x → V p−1 (x)∇V(x) is (2q − 1)-Hölder in this case (see [22, Lemma 3] ), and sinceM γ γ (x) is centered, it follows from Lemma 3.13 (C) (see (3.51 ) and (3.52)) that
which completes the proof. Now, we are able to present the weakly mean-reverting recursive control result for test functions with polynomial growth. Assume that B q p (ϕ) (see (3.42) ) and R p,q p (α, β, ϕ, V) (3.43) hold and that the following assumptions are satisfied: (i) Case p > 1 (q p = p). If π(F) < +∞, assume that H p (ϕ, V) and H 1 (ϕ, V) (see (3.40) ) are satisfied. If π(F) = +∞, assume that H p (ϕ, V) (see (3.41)) holds. (ii) Case p ⩽ 1. Assume that H q p (see (3.36)) holds.
Then, for everyα ∈ (0, α), there exists n 0 ∈ ℕ * such that Proof. From the second-order Taylor expansion and the definition of λ ψ p = λ p (see (3.39)), we derive
with Υ n+1 ∈ (X q p ,Γ n ,X q p ,Γ n+1 ). First, from (3.38) we have sup x∈ℝ d λ p (x) < +∞. With notation (3.35), we compute
Case p = 1. Let p = 1 so that q p = 1. Since H 1 (see (3.36 )) holds, we derive from Lemma 3.13 (C) (see (3.52 )) that [|∆X 2 1,n+1 | 2 |X 1,Γ n ] ⩽ γ n+1 τ 1 (X 1,Γ n ). By using B 1 (ϕ) (see (3.42)), for everyα ∈ (0, α) there exists n 0 (α ) such that for every n ⩾ n 0 (α ),
We gather all the terms of (3.56) together and, by using R 1,1 (α, β, ϕ, V) (see (3.43)), the proof is completed when p = 1.
Case p > 1. Assume now that p > 1 so that q p = p and ψ p (y) = py p−1 . Since |∇V| 2 ⩽ C V V (see (3.38)), we have that √ V is Lipschitz. By using (3.19) , it follows that
To study the "remainder" of (3.56), we multiply the above inequality by |X q p ,Γ n+1 −X q p ,Γ n | 2 . First, we study the second term which appears on the right-hand side and, using B p (ϕ) (see (3.42)), for every p ⩾ 1 we have
with notations introduced in (3.35). Now we study [|∆X 2 q p ,n+1 | 2p |X q p ,Γ n ]. Here we distinguish two cases: π(F) < +∞ and π(F) = +∞. First, let π(F) < +∞. Using Lemma 3.13 (A) (see (3.48)), H q p (ϕ, V) (see (3.40) ) and q p = p, we deduce that
Now let π(F) = +∞. Using Lemma 3.13 (B) (see (3.49)) since H p (ϕ, V) (see (3.41)) holds, and q p = p, we derive that there exist ξ > 1 and C p ⩾ 0 such that
It follows that in both cases (π(F) < +∞ and π(F) = +∞) there exist ξ > 1 and C ⩾ 0 such that
Now, let p := 1 − 1 2p . Using Jensen's inequality, (3.53) and H p (ϕ, V) (see (3.40)), we have
By applying inequality (3.28) with u = |∆X 1 q p ,n+1 + ∆X 2 q p ,n+1 |, v = |∆X 2 q p ,n+1 |, α = 2p and |u − v| ⩽ |∆X 1 q p ,n+1 |, it follows that
Letα ∈ (0, α). We deduce that there exists n 0 (α ) ∈ ℕ such that for any n ⩾ n 0 (α ) we have
To treat the other term of the "remainder" of (3.56) when π(F) = +∞, we proceed as in (3.57) with
1b p , α replaced byα , andα ∈ (0,α ). When π(F) < +∞, the approach is similar using Lemma 3.13 (see (3.48)) for q = 1 since H 1 (ϕ, V) (see (3.40)) holds. We gather all the terms of (3.56) together and, using R p,q p (α, β, ϕ, V) (see (3.43) ), for every n ⩾ n 0 (α ) ∨ n 0 (α ) we obtain
which is exactly the recursive control for p > 1, that is, (3.54). The proof of (3.55) is an immediate application of Lemma 2.5 as soon as we notice that the increments of the Euler scheme (3.34) have finite polynomial moments, which implies (2.17).
Case p ∈ (0, 1]. Let p ∈ (0, 1] so that the function defined on [v * , ∞) by y → y p is concave. Using then the Taylor expansion at order two of the function V, for every x, y ∈ ℝ d there exists ξ ∈ [0, 1] such that
We apply this inequality, and with notation (3.32) it follows that
As in the proof of the case p ⩾ 1, it follows from B q p (ϕ) (see (3.42) ) that there existα ∈ (0, α) and n 0 (α) ∈ ℕ * such that for every n ⩾ n 0 (α) we have
Finally, sinceX q p ,Γ n+1 =X 1 q p ,Γ n+1 + ∆X 2 q p ,n+1 , we use Lemma 3.15 together with H q p (see (3.36)) and we obtain
Gathering all the terms together and using R p,q p (α, β, ϕ, V) (see (3.43 )) yields the recursive control (3.54). The proof of (3.55) is an immediate application of Lemma 2.5 as soon as we notice that the increments of the Euler scheme (3.34) have finite polynomial moments, which implies (2.17).
Moreover, we recall that f is continuous with compact support, so it is uniformly continuous and (3.33) holds. Therefore, for every compact subset K of ℝ d , we have
Consequently, the first condition of E(Ã q , A, C 2 K (ℝ d )) (I) (see (2.8) (i)) holds. Now, by using a similar approach, it follows from (3.37), ⋃ γ>0 F γ = F, and the fact that f has a compact support, that E(Ã q , A, C 2 K (ℝ d )) (II) (see (2.9)) holds for (Λ 2 A 2 , g q ). Finally, using the Taylor expansions at order one and two, for every r ∈ [0, 1 2 ], we derive that for every
By applying this estimation together with H r+ q∈(1/2,+∞) /2 (see (3.36)), it follows that
We gather all the terms together noticing thatΛ i f,A 2 =Λ i −f,A 2 , i ∈ {1, 2}, and the proof of the infinitesimal control for the jump part is completed. To complete the proof, it remains to study γ −1 (f(ω b,q,γ (x) − f(x)). This proof appears to be a simplified version of the proof of Proposition 3.7, so we refer the reader to this part of the paper for more details.
Proof of Growth control and Step Weight assumptions
Lemma 3.18. Let q,q , p > 0, a ∈ (0, 1], s ⩾ 1, ρ ∈ [1, 2], ψ p (y) = y p and ϕ(y) = y a . Suppose that (3.38) holds. We have the following properties: (A) Assume that Hq (see (3.36) ) is satisfied and that, when π(F) = +∞ andq > 1, assumption Hq(ϕ, V) (see (3.41)) holds. Then, for every n ∈ ℕ, we have that for every f ∈ D(A) 0 ,
(1 ∨ τ 1∧(ρ/(2q )) q (X q,Γ n ) + π(F)=+∞q >1 ϕ ∘ V(X q,Γ n ) ρ/2 ), (3.58)
with D(A) 0 = C 2 K (ℝ d ) and notations (3.35) . In other words, we have GC Q (D(A) 0 , 1 ∨ τ 1∧(ρ/(2q )) q , ρ, ϵ I ) (see (2.10)) with ϵ I (γ) = γ 1∧(ρ/(2q)) for every γ ∈ ℝ + . (B) Letq ⩾ p. Assume that SW pol (p, a, s, ρ) (see (3.46)), (3.38) and B q (ϕ) (see (3.42) ) hold. Assume also that Hq (ϕ, V) (see (3.40) ) is satisfied and that, when π(F) = +∞ andq > 1, assumption Hq (ϕ, V) (see (3.41)) holds. Moreover, when 2p > s, assume also thatq ⩾ ρ/2, that Hq (ϕ, V) (see (3.40))) is satisfied and that, when π(F) = +∞ andq > 1, assumption Hq(ϕ, V) (see (3.41)) holds. Then, for every n ∈ ℕ, we have [|V p/s (X q,Γ n+1 ) − V p/s (X q,Γ n )| ρ |X q,Γ n ] ⩽ CV p+a−1 (X q,Γ n )( 2p>s γ ρ/(2(q ∨1/2)) n+1 + γ (2∧(1/q ))pρ/s n+1 ).
(3.59)
In other words, we have GC Q (V p/s , V p+a−1 , ρ, ϵ I ) (see (2.10)) with ϵ I (γ) = 2p>s γ ρ/(2(q ∨1/2)) + γ (2∧(1/q ))pρ/s for every γ ∈ ℝ + .
Proof. We prove both claims separately.
Proof of claim (A). Let f ∈ D(A). We study ∆X 2 q,n+1 . We distinguish two cases: ρ/2 ⩽q andq < ρ/2. First, let ρ/2 ⩽q . By using the Cauchy-Schwarz inequality and Lemma 3.13 (A) (see (3.48)), (B) (see (3.49) ) and (C) (see (3.51 ) and (3.52)), since we have Hq and when π(F) = +∞ andq > 1 then we have Hq (ϕ, V) (see (3.41 (X q,Γ n ) + π(F)=+∞q >1 ϕ ∘ V(X q,Γ n ) ρ/2 ), and the result follows from the fact that f is Lipschitz. Now ifq ⩽ ρ/2, then since f is Lipschitz and defined on a compact set, it is also (2q/ρ)-Hölder, and thus, for every x 0 ∈ ℝ d , it follows from Lemma 3.13 (C) (see (3.50), (3.51) and (3.52)) (since we have Hq ) that
and gathering all the terms together yields (3.58).
Proof of claim (B) (see (3.59) 
In order to obtain (3.59), it remains to use Hq(ϕ, V) (see (3.40) ) and apρ/s ⩽ a + p − 1. Case 2p>s. By assuming now that 2p > s and using (3.28) with α = 2p/s, it follows that |V p/s (X q,Γ n+1 ) − V p/s (X q,Γ n )| ⩽ 2 2p/s p s (V p/s−1/2 (X q,Γ n ) √ V(X q,Γ n+1 ) − √ V(X q,Γ n ) + √ V(X q,Γ n+1 ) − √ V(X q,Γ n ) 2p/s ) ⩽ 2 2p/s p s ([ √ V] 1 V p/s−1/2 (X q,Γ n )|X q,Γ n+1 −X q,Γ n | + [ √ V] 2p/s 1 |X q,Γ n+1 −X q,Γ n | 2p/s ).
Now, we study ∆X 2 q,n+1 . We recall that ρ ⩽ s from SW pol (p, a, s, ρ) (see (3.46) ) and 2q ⩾ ρ. Using once again the Cauchy-Schwarz inequality and Lemma 3.13 (A), (B) and (C) (since we have Hq [resp. Hq ] and when π(F) = +∞ andq > 1 [resp.q > 1], then Hq(ϕ, V) (see (3.41)) [resp. Hq(ϕ, V)] holds), we derive
(τ pρ/(q s) q (X q,Γ n ) + π(F)=+∞q >1 ϕ ∘ V(X q,Γ n ) pρ/s ).
Using B q (ϕ) (see (3.42)), Hq (ϕ, V) and Hq (ϕ, V) (see (3.40)), we obtain [|X q,Γ n+1 −X q,Γ n | ρ |X q,Γ n = x] ⩽ Cγ ρ/(2(q ∨1/2)) n+1 V aρ/2 (x),
[|X q,Γ n+1 −X q,Γ n | 2pρ/s |X q,Γ n = x] ⩽ Cγ (2∧(1/q ))pρ/s n+1 V apρ/s (x).
In order to obtain (3.59), we observe that apρ/s ⩽ a + p − 1.
Proof of Theorem 3.12
We prove Theorem 3.12 underSW Jump (p, q, a, s, ρ) instead of SW Jump (p, q p , a, s, ρ) , which is more general.
when a(q 3 ∧ (ρ/2)) ⩽ a + p − 1 is provided by (A), that is, SW I,γ,η (V p+a−1 , ρ,ε I ), which follows as soon as we suppose that SW I,γ,η (ρ,ε I ) (see (2.18)) holds. When a(q 3 ∧ (ρ/2)) > a + p − 1, a possible solution consists in replacing p by p 0 in (A) with p 0 satisfying a(q 3 ∧ (ρ/2)) ⩽ a + p 0 − 1.
Step 2: Conclusion.
(i) By observing thatSW Jump (p, q, a, s, ρ) is more general than SW Jump (p, q p , a, s, ρ), the first part of Theorem 3.12 (see (3.61)) is given by Proposition 3.19 (A). (ii) The identification of the limit (3.47) is given by Theorem 2.4. Since (2.15) follows from Proposition 3.19 (B), it remains to check the hypotheses from Theorem 2.4 (B), that is, E(Ã, A, D(A) 0 ) (see (2.7)). Actually, it directly follows from Proposition 3.17.
Conclusion
In this article, we propose methods to compute the invariant distribution of a diffusion processes solution to an SDE driven by a Brownian and/or a jump component. They appear to be important applications of a general method developed in [20] . This approach requires only one path of a time discretization scheme of the diffusion using an inhomogeneous time grid. When the invariant distribution ν is unique, the computation of integrals ν(f) is straightforward using the (weighted) empirical measure of the scheme. It is obtained for a large class of test functions f and, among other results, we obtain the a.s. L p -Wasserstein convergence for this occupation measure (in the polynomial setting). A deeper analysis in terms of rate of convergence is still to be investigated in such a general setting. As suggested by Bhattacharya's CLT theorem [2] for Brownian diffusions, it is likely to observe a CLT with rate √Γ n , at least when the step γ n decreases to 0 fast enough. Results of this type have been obtained by several authors for the Euler scheme; see, e.g., [11, 12, 21] . The optimal choice for the time step γ then depends on the selected scheme, with a very plausible dependence on its weak order of convergence. So far, the answer is known only for the Euler scheme, the optimal rate of convergence is achieved by a biased CLT at rate n −1/3 and is obtained with decreasing steps of the form γ n = γ 1 n −1/3 .
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