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Gran parte de la investigación psicométrica de las últimas décadas 
se centra en estudios del funcionamiento diferencial de 10s items (DIF) que 
analizan la imparcialidad de 10s tests con respecto a distintos grupos de 
sujetos. Este trabajo expone las principales técnicas de detección del DIF 
con items dicotómicos, valorando las ventajas e inconvenientes de cada 
una de ellas. La breve reseña de 10s primeros métodos incondicionales, en 
10s que no se igualaban 10s grupos con respecto al nivel en el rasgo me- 
dido, da paso a una detallada evaluación de 10s métodos condicionales, 
clasificándolos enfunción de si las comparaciones entre grupos se llevan 
a cabo con respecto a una variable latente o a una variable observada. Se 
finaliza con un análisis de las aplicaciones prdcticas de estas técnicas a 
diversos contenidos que ponen de manifiesto la necesidad de la utilización 
rutinaria de estudios de DIF, tanto en la evaluación de tests existentes 
como en el desarrollo de nuevos instrumentos de medida. 
Palabras clave: Funcionamiento diferencial de 10s items, técnicas 
de detección de DIF, aplicaciones de DIF. 
Most of the psychometric research reported in the last few decades 
is based on studies of differential itemfunctioning (DIF), which analyze the 
impartiality of tests respect to different groups of subjects. This study des- 
cribes the main techniques used in the detection of DIF with dichotomous 
items, and evaluates their advantages and disadvantages. The brief des- 
cription of the first unconditional methods, in which groups were not mat- 
ched with respect to the level of the trait measured, leads to a detailed eva- 
luation of the conditional methods. These are classz$ed according to 
whether comparisons between groups are based on a latent variable or un 
observed variable. The study concludes with un analysis of applications of 
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these techniques to diferent contents, and emphasizes the need for the 
routine application of DlF studies both in the evaluation of existing tests 
and in the development of new tests. 
Key words: Dzrerential itemfunctioning, DIF detection techniques, 
empirical investigations of DIF. 
Los tests estandarizados se han convertido en una herramienta indispensa- 
ble en la sociedad actual, tanto a nivel laboral como educativo. Sus resultados son 
utilizados ampliamente para medir aptitudes, habilidades y actitudes con el fin de 
tomar decisiones de selección, promoción, evaluación de la competencia, etc., que 
pueden afectar a la situación personal y laboral del individuo. Debido a esta ma- 
siva utilización de 10s tests para la toma de decisiones importantes, la cuestión de 
la presencia de un posible sesgo en 10s items que 10s componen se ha convertido 
en una preocupación central en la evaluación de la validez de 10s tests. En efecto, 
la existencia de sesgo puede representar una clara amenaza que atenta contra la va- 
lidez de un test, en el que parte de sus items están beneficiando a ciertos grupos de 
la población en detriment0 de otros de igual nivel en la característica medida. 
Un instrumento de medición debe dar cuenta estrictamente de la variabili- 
dad de 10s sujetos con respecto al atributo de interés; no debe estar afectado, en 
su función de medir, por las características del objeto de medida y, en el grado en 
que 10 esté, la validez de dicho instrumento est5 seriamente limitada; para consi- 
derarse realmente válido, un instrumento de medición ha de garantizar resulta- 
dos idénticos en sujetos que tienen el mismo nivel en el atributo medido, sea cual 
sea su grupo de pertenencia.' En este sentidc, la relativa imparcialidad de 10s 
tests estandarizados ha sido en las últimas décadas campo fértil para numerosas 
investigaciones cuyo centro reside en la detección de items o tests que se com- 
portan diferencialmente para gmpos que difieren en lengua nativa, género, etnia, 
cultura, o cualquier otra variable que pueda constituir una fuente sistemática de 
variación ajena al rasgo medido por el test en cuestión. 
Interesa comprobar si 10s tests son objetivos en su medición y las diferen- 
cias encontradas entre 10s sujetos con respecto a un determinado rasgo son rea- 
les, o bien son artefactos producto del instrumento con el que se ha medido di- 
cho rasgo. Estos trabajos son popularmente conocidos como estudios de sesgo, 
aunque este térrnino está siendo actualmente descartado por su carácter impre- 
ciso y confuso; en efecto, el ténnino sesgo asume que el investigador examina 
tests o items que están sesgados mientras que 10 Único que puede inferirse real- 
mente a partir de las respuestas de 10s sujetos es que hay diferencias en 10s re- 
sultados alcanzados por diferentes sujetos igualmente capaces que pueden de- 
berse a distintas razones, una de las cuales es el sesgo. Un termino más preciso, 
de uso cada vez más extendido, es el de funcionamiento diferencial de 10s items 
(diferential itemfunctioning o, abreviadamente, DIF), refiriéndose a que algunos 
items funcionan de modo distinto para sujetos o grupos que tienen habilidad si- 
milar. El térrnino sesgo va mis allá y pretende interpretar la causa por la que 10s 
items se comportan de modo diferente entre 10s grupos, situándose en un con- 
texto de validez de constructo del instrumento de medida. 
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Shealy y Stout (1993a, 1993b) han insistido recientemente en la distinción 
entre ambos conceptos. Un test estará sesgado si en un grupo de sujetos tiene una 
validez menor que en otro grupo distinto y, por 10 tanto, actúa injustamente con 
respecto al rasgo latente que pretende medir. Según estos autores, el sesgo se 
produce porque algunos de 10s items del test miden otros rasgos, además del que 
pretende medir el test, y 10s grupos pueden diferir en estos rasgos irrelevantes, 
aunque sean de un nivel semejante en el rasgo de interés. El DF también se iden- 
tifica cuando algunos de 10s items del test contribuyen a generar, en un nivel 
dado del atributo medido, diferencias entre grupos, pero no se presupone que el 
resto de 10s items cumpla el criteri0 de validez. 
Los estudios de DF se circunscriben a técnicas estadísticas que intentan 
determinar qué items funcionan diferencialmente para distintos grupos de suje- 
tos, mientras que 10s estudios de sesgo añaden una explicación de porqué se 
producen estas diferencias. Es decir, 10s procedimientos estadísticos por sí so- 
los no proporcionan evidencia de sesgo (Camilli y Shepard, 1994): si un estu- 
dio de DF detecta 10s items de un test que funcionan diferencialmente entre dos 
o más grupos de sujetos, s610 el análisis lógico de estos items en el marco de la 
validez del test y en relación al constructo medido, identificar6 a 10s items real- 
mente sesgados. 
El presente trabajo se centra en las técnicas de detección de DW, ya que el 
análisis del sesgo debe desarrollarse en cada aplicación concreta de un instru- 
mento de medida en la que sea factible una medición sin equidad para distintos 
grupos de sujetos. Un ítem funcionará diferencialmente cuando dos grupos com- 
parables de sujetos 10 ejecuten de manera distinta; entendiéndose por compara- 
bles aquellos grupos de sujetos que, aunque distintos, poseen idéntico nivel con 
respecto al atributo medido por el test. Si el item en cuestión no presentase DW, 
ambos grupos tendrían la misma probabilidad de éxito en la ejecución de dicho 
ítem; por el contrario, si el ítem est6 afectado por DF habrá un diferencia en esta 
probabilidad que llevar6 a que uno de 10s dos grupos tenga una relativa ventaja 
con respecto al otro. En 10s estudios sobre DIF pueden compararse varios grupos 
de sujetos aunque generalrnente se centran en dos: suele denominarse al grupo 
aventajado como grupo mayoritario o de referencia (R), mientras que el no aven- 
tajado o perjudicado se conoce como grupo minoritari0 o focal (F), comparable 
con el de referencia. 
Es crucial el tener en cuenta la comparabilidad de 10s grupos, que lleva a 
remarcar la diferencia entre 10s términos impacto y DF, para no confundirlos. Se 
entenderá que existe impacto de un ítem cuando las diferencias observadas en 
dos grupos distintos de la población en la ejecución del ítem en cuestión obe- 
dezcan a diferencias reales entre 10s grupos en la caracteristica medida por el 
test; por el contrario, existir6 DIF cuando sujetos con idéntico nivel en la caracte- 
rística medida -comparables- tengan distintas probabilidades de éxito para un 
determinado ítem, dependiendo del grupo al que pertenezcan. 
El DW puede aparecer de modo uniforme o no uniforme (Mellenbergh, 
1982). Se denomina uniforme o consistente cilando no existe interacción entre el 
nivel en el atributo medido y la pertenencia a un determinado grupo; es decir, 
cuando la probabilidad de responder correctamente al ítem sea mayor para un 
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grupo que para el otro uniformemente a 10 largo de todos 10s niveles del atributo. 
En cambio, existir6 DIF no uniforme o inconsistente cuando se dé esta interac- 
ción, o sea, cuando la diferencia de las probabilidades de responder correcta- 
mente al ítem en 10s dos grupos no sea la misma a 10 largo de todos 10s niveles 
del atributo. 
Se han propuesto un gran número de técnicas, cada vez más sofisticadas, 
para detectar el DIF en sus diversas formas. Las primeras en utilizarse, denomi- 
nadas aquí pioneras, estaban basadas en las diferencias en dificultad del ítem en 
cuestión; se las clasifica dentro de 10s métodos incondicionales en el sentido de 
que no se igualan 10s grupos con respecto al nivel del rasgo medido, por 10 que 
actualmente se consideran descartadas ya que confunden el DIF con la discrimi- 
nación del ítem. Por el10 han sido reemplazadas por 10s métodos condicionales 
en 10s que, al emparejar 10s niveles del rasgo en 10s grupos, estos dltimos pueden 
considerarse realmente comparables y perrniten distinguir entre DIF e impacto. 
A su vez, 10s métodos condicionales pueden diferenciarse en función de si 
las comparaciones entre grupos se llevan a cabo con respecto a una variable la- 
tente o a una variable observable (Millsap y Everson, 1993). Los primeros, de- 
nominados métodos de invarianza condicional no observada, especifican un mo- 
delo de medida y contrastan si 10s parámetros de dicho modelo permanecen 
invariantes para 10s diferentes grupos. Los segundos, etiquetados como métodos 
de invarianza condicional observada, utilizan la puntuación observada del test 
como un estimador del rasgo medido, sin especificación formal de modelo de 
medida, y verifican si las distribuciones de puntuaciones del ítem entre sujetos 
con valores iguales en la puntuación total del test son independientes del grupo 
de pertenencia. 
En base a esta clasificación, y dada la importancia social del tema y su re- 
percusión en la evaluación con cualquier instrumento de medida, el presente tra- 
bajo pretende ofrecer una exposición sucinta de las principales técnicas de de- 
tección de DIF, engarzándolas al final con las investigaciones empíricas que las 
han utilizado. 
Métodos pioneros 
Una de las primeras aproximaciones en el estudio del DIF fue el análisis de 
varianza (ANOVA) (Cleary y Hilton, 1968; Plake y Hoover, 1979). Bajo esta pers- 
pectiva un ítem funciona diferencialmente en 10s miembros de un grupo si las di- 
ferencia~ en téminos absolutos entre la media de dicho grupo y las medias del 
resto de grupos sometidos a comparación son mayores que 10 esperado en fun- 
ción del comportamiento de 10s otros items del test (Cleary y Hilton, 1968). Esta 
metodologia, actualmente en desuso, resulta inapropiada para evaluar el DIF (Ca- 
milli y Shepard, 1987) ya que no detecta una buena parte de 10s items que real- 
mente tienen DD? y ocasiona una elevada tasa de falsos positivos al no tener en 
cuenta la capacidad discriminativa del ítem, dejándose afectar por la dificultad 
media de 10s items y por el impacto entre grupos. 
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Como técnica complementaria al ANOVA, Angoff y Ford (1973) propusie- 
ron el análisis del delta-plot que se fundamenta en la transformación del índice 
de dificultad (TID). Esta técnica es esencialmente gráíica ya que el objetivo final 
es construir un diagrama de dispersión donde en el eje de ordenadas se repre- 
senta el valor TID para cada ítem en el grupo focal y en el eje de abcisas el valor 
TID correspondiente al grupo de referencia. Los items que en cierto grado se ale- 
jen del eje principal del diagrama de puntos formado por la mayoría de items se- 
rían diagnosticados como items con DIF. Para identificar estos items no s610 se 
utiliza el gráfico sino que Angoff y Ford (1973) proponen el cálculo de un índice 
de distancia perpendicular de cada ítem al eje principal de la elipse: 10s valores 
más elevados de dicho índice, ya sean positivos o negativos, indican que el ítem 
funciona diferencialmente. Su sencillez de cálculo, unido a que no necesita ta- 
maiios muestrales elevados, hicieron de este procedimiento uno de 10s más utili- 
zados durante 10s 6 0 s  70; entre sus principales inconvenientes cabe destacar 
que, cuando 10s grupos presentan impacto, tiende a confundir éste con DIF (She- 
pard, Camilli y Averill, 1981) y que el cálculo del índice TID es dependiente de 
las características de las muestras donde ha sido obtenido, siendo por 10 tanto 
inestable a través de distintas muestras. Aunque se han propuesto algunas varia- 
ciones (Angoff, 1982; Jensen, 1980; Rudner, Getson y Knight, 1980a,1980b; 
Shepard, Camilli y Williams, 1985) con la finalidad de mejorar la identificación 
de items con DIF en presencia de impacto entre grupos, en general estas alterna- 
tivas no solucionan todas las deficiencias del método delta. 
Green y Draper (1972, ver Shepard et al., 1981) proponen evaluar el DIF 
representando gráficamente las correlaciones ítem-test obtenidas según la corre- 
lación biserial-puntual. Este procedimiento ha mostrado escaso acuerdo con 
otras técnicas de DIF (Ironson, 1982) y no es recomendable teniendo en cuenta 
que la correlación biserial-puntual es una medida de relación ítem-test afectada 
por la dificultad del item. 
Métodos de Invarianza Condicional Observada 
Estadísticos x2 tradicionales 
En cualquier estudio de DIF el objetivo es evaluar si la probabilidad de res- 
ponder correctarnente a un mismo ítem en dos grupos es diferente; en otras pa- 
labras, si la proporción de aciertos es distinta a través de los grupos que están 
siendo comparados. Para conocer la significación de dichas diferencias es posi- 
ble aplicar una prueba x2 tradicional de igualdad de proporciones. Siendo el ni- 
vel de habilidad una variable a controlar, las posibles diferencias en proporción 
de aciertos se evalúan condicionando sobre la habilidad. Son tres por tanto las 
variables que conforman'an la tabla de contingencia a estudiar: la respuesta al 
ítem (R), el grupo de pertenencia (G) y el nivel de habilidad (H). Cuando la res- 
puesta al ítem es dicotómica y se consideran dos grupos (R y F) la estructura de 
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10s datos viene dada en la Tabla 1. En 10s estadísticos basados en x2, la tabla 1 de 
contingencia tridimensional se reduce a una tabla bidimensional al colapsar el 
nivel de habilidad. En esta subtabla bidimensional n, ,  y n . ,  son las frecuencias de 
sujetos que han contestado el ítem i en el intervalo k en 10s grupos R y F, res- 
pectivamente; n.,, y n., corresponden al número de sujetos que han acertado y 
que han fallado el ítem i en ambos grupos, respectivamente. n,,, y n,,, son las fre-. 
cuencias relativas correspondientes al número de sujetos que han acertado el 
ítem en cada grupo (R y F), respectivamente, y n,,, y n,,, son las frecuencias re- 
lativa~ correspondientes al número de sujetos que han fallado el ítem también en 
cada grupo. Por último, n., es el número total de sujetos que han contestado al 
item i en el intervalo k. 
TABLA 1. TABLA DE CONTINGENCIA TRIDIMENSIONAL PARA EL ESTUDIO DEL DE 
Si se asume que la proporción de individuos que responden correctarnente 
a un ítem en un intervalo k es una estimación de la probabilidad de acertar el ítem 
en dicho intervalo, entonces afirmar que un ítem no presenta DIF es probar la hi- 
pótesis de p,,, = p,,, en 10s K intervalos, donde p,,, = n,,, / n,, y p,,, = n,,, / n,,. 
Scheuneman (1979) propone comprobar dicha hipótesis mediante una prueba de 
x2 aplicada a 10s aciertos, con (K - 1) X (r - 1) grados de libertad, siendo r el nú- 
mero de grupos comparados. 
Baker (1981) advierte sobre la utilización de este índice ya que, al consi- 
derar únicamente la proporción de aciertos, distorsiona 10s resultados, especial- 
mente si existe impacto entre grupos, lleva a resultados diferentes en función de 
la equivalencia o no en 10s tamafios muestrales de 10s grupos F y R y es dudoso 
que siga realmente una distribución xZ. 
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Ante las complicaciones planteadas al utilizar la prueba de Scheuneman, 
Camilli (1979, en Ironson, 1982) propone calcular la x2 de 10s aciertos y la de 10s 
errores y sumarlas; dicha suma se distribuye según una x2 con K (r-1) grados de 
libertad. Esta prueba se ha denominado total, modificada o completa dado que 
para su cálculo se utilizan tanto 10s marginales de respuestas correctas como 10s 
de incorrectas. 
Aunque la sencillez de las dos pruebas comentadas hace muy atractivo su 
uso no hay que olvidar que adolecen de ciertos inconvenientes: son sensibles a la 
presencia de impacto entre grupos, a diferentes tamaños muestrales, a frecuen- 
cias bajas o cercanas a cero y a cambios en 10s límites de 10s intervalos; además, 
no son capaces de evaluar el DIF no uniforme (Mellenbergh, 1982). 
Procedimiento de Mantel-Haenszel 
La prueba de Mantel-Haenszel (MH) fue desarrollada por Mantel y Ha- 
enszel (1959) y aplicada al análisis del DIF por Holland y Thayer (1988), consi- 
derándose una extensión de 10s enfoques tradicionales de x2 descritos anterior- 
mente. El procedimiento de MH para detectar el DIF compara la ejecución de un 
ítem entre el grupo de referencia y el grupo focal a través de distintos niveles de 
un determinado criterio; se asume que en cada nivel 10s sujetos de uno y otro 
grupo son comparables y, si el ítem no presenta DIF, 10 ejecutarían por igual. 
Raju, Bode y Larsen (1989) ponen de manifiesto que el número apropiado de ni- 
veles está en función del rango de puntuaciones y su estudio detecta como óp- 
timo 4 en un rango de puntuaciones de O a 40. 
Los datos se expresan en la forma de la tabla 1 calculándose un cociente 
de razones para cada tabla 2 X 2 (acierto o error en el ítem / pertenencia a R o F) 
de cada nivel del mencionado criterio, y un cociente de razones común -al que 
se denomina a- entre las diversas tablas 2 X 2 existentes. La estimación de a se 
expresa como: 
pudiendo adoptar valores entre cero e infinito. La hipótesis nula de ausencia de 
DIF está representada por a = 1; cuando el valor de alfa es superior a 1, el ítem 
favorece al grupo R, mientras que valores inferiores a 1 indican que el ítem es me- 
nos difícil para el grupo F. Dicha hipótesis nula se testa mediante el estadistico: 
siendo E(nllk) = (nl lk) n.. k )  y Var (nllk) = (nl.kn2.k%lkn.Zk) (n.. k)' (n.. k - 
Cuando la hipótesis nula es cierta, este estadistico sigue una distribución x2 con 
un grado de libertad. La ecuación incluye un factor de corrección por continui- 
dad (0.5) que mejora la aproximación de la prueba MH a la distribución xZ,. 
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Si la estimación de alfa no es significativamente distinta de 1, al nivel de 
significación elegido, puede concluirse que el ítem analizado no tiene DIF, es de- 
cir, 10s grupos R y F ejecutan igual de bien el ítem cuando se controla su nivel en 
un determinado criterio relacionado con el test. En casi todos 10s estudios que 
utilizan el estadístico MH en el análisis del DIF se elige la puntuación total del test 
como criterio para establecer 10s niveles, dada la dificultad en encontrar criterios 
externos apropiados. 
La vertiente negativa de la elección de la puntuación total del test como 
criterio se basa en que est6 contaminada por la inclusión de items con DIF. Para 
obviar este problema de circularidad, Holland y Thayer (1988) sugieren un pro- 
cedimiento en dos etapas: en la primera se aplica la técnica de Mantel-Haenszel 
utilizando la puntuación total del test como criterio y se identifican 10s items con 
DIF; en una segunda fase, se eliminan del cálculo de la puntuación total todos 10s 
items que en la primera etapa han presentado DIF (con la excepción del ítem en 
estudio) y se repite de nuevo todo el proceso para cada uno de 10s items, presen- 
taran o no DIF en la primera etapa. Este procedimiento de purificación ha sido ca- 
lificado de muy eficaz en 10s estudios de Clauser, Mazor y Hambleton (1993) y 
de Navas y Gómez (1994), detectándose un gran incremento en la tasa de detec- 
ciones correctas. Fidalgo (1996) propone otro método de purificación iterativo 
en el que en cada iteración se eliminan 10s items con DIF y se recalculan de nuevo 
10s estadísticos MH usando la puntuación total del sujeto en 10s items restantes 
como criterio de bloqueo, repitiendo la operación hasta que 10s items identifica- 
dos con DIF sean 10s mismos en dos iteraciones sucesivas. 
De todos 10s estadísticos descritos basados en x2, el procedimiento MH es 
el más potente (Holland y Thayer, 1988; López Pina, Hidalgo y Sánchez Meca, 
1993) 10 que, unido a su facilidad de cálculo y al hecho de no necesitar tamaiíos 
muestrales excesivamente grandes (Mazor, Clauser y Hambleton, 1992, hallan 
suficientes 200 sujetos por grupo), le ha convertido en uno de 10s métodos más 
utilizados para detectar items con DIF. Su inconveniente rnás grave reside en que 
no es eficaz en detectar DIF no uniforme (Rogers y Swaminathan, 1993; Swami- 
nathan y Rogers, 1990; Uttaro y Millsap, 1994). Para paliar esta dificultad, Ma- 
zor, Clauser y Hambleton (1994) han propuesto una variante consistente en cal- 
cular de forma separada 10s estadísticos MH en el grupo de sujetos con 
puntuaciones altas en el test y en el grupo con puntuaciones bajas en el test, uti- 
lizando como punto de corte la media de la distribución de habilidad. Esta alter- 
nativa posibilita la utilización del procedimiento MH tarnbién en la detección del 
DIF no uniforme a un nivel de eficacia notable aunque, según el estudio de Fi- 
dalgo y Mellenbergh (1995), a costa de incrementar la tasa de error tipo I. 
Procedimiento de Estandarización 
El estadístico estandarizado propuesto por Dorans y Kulick (1986) pre- 
tende evaluar las diferencias entre las proporciones de acierto entre el grupo fo- 
cal y el grupo de referencia en cada nivel de puntuación. Para tal fin se divide el 
continuo de habilidad en K intervalos y las respuestas de 10s sujetos a cada uno 
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de 10s items del test se organizan según la Tabla 1. En cada una de las K subta- 
blas se calcula la diferencia entre la proporción de aciertos del grupo de referen- 
cia (p,,,) y la proporción de aciertos en el grupo focal (p,,,). El estadístic0 estan- 
darizado viene dado por la siguiente expresión: 
donde Wk es un factor de ponderación que en un intervalo dado es el mismo para 
10s dos grupos que se comparan. Aunque dicho factor de ponderación 10 esta- 
blece el propio investigador, Dorans y Kulick (1986) proponen 10s siguientes: 
el número de sujetos en el grupo total en el intervalo k, el número de sujetos en 
el grupo de referencia en el intervalo k, el número de sujetos en el grupo focal 
en el intervalo k, o el número de sujetos en un grupo estándar de referencia. 
Normalmente el factor de ponderación utilizado es el número de sujetos en el 
grupo focal., 
DE,, es un índice cuyos valores vm'an entre -1 y +l.  Valores positivos in- 
dican que el ítem favorece al grupo F y valores negativos indican que el ítem fa- 
vorece al grupo R. En Dorans y Holland (1993) se encuentra una evaluación de 
10s resultados obtenidos: si 10s valores de DE,, se encuentran entre -.O5 y +.05, 
se considera que el item no presenta DIF; si 10s valores de D, se encuentran en- 
tre -.I0 y -.O5 o entre +.I0 y +.05, es posible que el ítem presente DE; por Úl- 
timo, si 10s valores obtenidos son inferiores a -.I0 o superiores a +.I0 se debe 
realizar una revisión muy cuidadosa de esos items. 
El procedimiento de estandarización también se aplica en el análisis del 
funcionamiento diferencial de distractores (FDD) en items de elección múltiple 
(Dorans, Schmitt y Bleistein, 1992) y en el estudio del DIF en items omitidos en 
tests de velocidad (Dorans y Holland, 1993). 
Modelos loglineales y modelos logit 
Como se ha señalado anteriormente, una de las desventajas de 10s proce- 
dimientos basados en K tablas bidimensionales es su incapacidad para evaluar 
DIF no uniforme. Los modelos loglineales y 10s modelos logit aportan una nueva 
perspectiva en el análisis de tablas de contingencia multidimensionales, resul- 
tando Útiles para detectar 10s distintos tipos de DIF (Mellenbergh, 1982). 
En el ajuste de este tipo de modelos se considera la tabla tridimensional 1. 
Una vez construida dicha tabla es posible formular distintas hipótesis acerca de 
cómo se distribuyen las frecuencias en cada una de las celdillas de la tabla. Dada 
la naturaleza categórica de las variables 10s modelos plausibles se expresan en 
términos multiplicativos, como productos de probabilidades marginales. Las di- 
ficultades generadas por el trabajo con modelos multiplicativos se solventan con 
una transformación de 10s datos con el fin de operar con modelos aditivos; en 
concreto, estos modelos son lineales en sus logaritmos naturales. 
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En el estudio del DiF, 10s modelos loglineales que interesa comparar para 
verificar cuál ofrece una mejor representación de la distribución de frecuencias 
observadas se concretan en: 
Modelo 1 (DIF no uniforme): ln E(nklp) = h+~Hk+hGl+hRp+hHGkl+~HR,+hGR,g+~HGRklp 
Modelo 2 (DE uniforme): ln E(n,) = A+ AHk+ ACl+ ARp+ AHG,+ AHR,+ ACRlp 
Modelo 3 (ausencia de DIF): ln E(n,) = A+AHk+AG,+ARp+AHG,+AHR, 
Para probar el ajuste de cada uno de 10s modelos es posible utilizar varios 
estadisticos de bondad de ajuste, donde la idea básica es comparar las frecuen- 
cias esperadas, bajo el supuesto de que el modelo sea correcto, con las frecuen- 
cias observadas. Los más usuales son el estadistico x2 de Pearson y el estadistico 
GZ o razón de verosimilitud (Bishop, Fienberg y Holland, 1975); estos estadísti- 
cos se distribuyen asintóticarnente según una distribución x2 con 10s grados de li- 
bertad asociados al modelo ajustado. 
Dado que 10s modelos son anidados, puede compararse su ajuste y elimi- 
nar 10s términos que no tengan un efecto significativa hasta conseguir la mejor 
explicación del comportamiento de 10s datos. En función de ello, se concluirá 
que el item presenta DiF no uniforme si el modelo 1 es el que ofrece mejor ajuste, 
ya que indica que la respuesta al item depende de 10s términos de interacción 
GxR y HxGxR; si este Último término puede eliminarse y, por 10 tanto, el modelo 
2 constituye una mejor representación de la realidad, el item presentar6 DIF uni- 
forme; por último, si ninguno de 10s dos términos de interacción se muestran ne- 
cesarios, el modelo 3 de ausencia de DIF ser6 el seleccionado. 
Si se considera la variable respuesta al item como una variable depen- 
diente y se realiza una transformación logit del tip0 ln [ p  1 1 -p], siendo p la pro- 
babilidad de éxito, entonces cualquier hipótesis que se someta a prueba se veri- 
ficaria al ajustar modelos logit. Asi, 10s anteriores modelos loglineales pueden 
formularse en ténninos logit: 
Modelo 1 (DIF no uniforme): ln (p, / 1 - p,) = q+ 6+ qGl+ rJ"u 
Modelo 2 (DIF uniforme): ln (p ,  / 1 - pkI2) = q+ fi+ rlG, 
Modelo 3 (ausencia de DIF): ln (p,, / 1 - p,,) .= q+ 7Ji, 
Los parámetros en la formulación loglt pueden ser interpretados sirnilar- 
mente a 10s parámetros en un modelo de ANOVA, donde q es el efecto total de la 
dificultad del item, qG, es el efecto principal de la variable grupo, 77H, es el efecto 
principal de la variable habilidad de 10s sujetos (agrupada en intervalos) y qGL1 
es el efecto de la interacción habilidad x grupo. La comparación entre 10s mode- 
10s con respecto a su ajuste para seleccionar el más adecuado a 10s datos sigue 
las pautas indicadas para 10s modelos loglineales. 
En la aplicación de 10s modelos logit y loglineales se utilizan todos 10s 
items del test (incluidos 10s que presentan DIF) en la obtención de las puntuacio- 
nes totales en el mismo, 10 que puede alterar 10s resultados. Van der Flier, Me- 
llenbergh, Ad&r y Wijn (1984) proponen un método logit iterativo de purifica- 
ción de la habilidad, con la finalidad de mejorar la detección de items que 
presentan DIF. Este método logit ha resultado mis preciso en la identificación de 
items con DIF que el procedimiento logit no iterativo (Fidalgo y Paz, 1995; Kok, 
Mellenbergh y Van der Flier, 1985; Van der Flier et al., 1984). Sin embargo, Me- 
llenbergh (1989) señala que el método logit iterativo puede ser irnpreciso en la 
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evaluación del DIF cuando el porcentaje de items con DIF en el test es grande, en 
este caso 10s items sin DIF pueden ser insuficientes para obtener una buena apro- 
ximación de la habilidad de 10s sujetos. 
Regresión logística 
La utilización de la regresión logistica (RL) como procedimiento para el 
análisis del DF fue sugerida por Swaminathan y Rogers (1990) como una alter- 
nativa a 10s métodos basados en la teoria de respuesta al item (TRI) para detectar 
tanto DIF uniforme como no uniforme. 
Los modelos de RL son idénticos a 10s modelos de regresión lineal con la 
diferencia de que la variable criteri0 no es de naturaleza cuantitativa sino cate- 
górica (normalmente dicotómica). En cada ecuación de regresión, uno de 10s 
items figura como variable dependiente, mientras que el nivel de habilidad del 
sujeto, la pertenencia a 10s grupos R o F y la interacción entre ambos constituyen 
las variables independientes. La estimación de habilidad que se usa general- 
mente es la puntuación total del test, tratada como variable continua, aunque este 
modelo tiene gran fiexibilidad y puede incluir otras estimaciones de habilidad, 
variables concomitantes o alguna combinación. 
La ecuación general para un modelo de regresión logistica es: 
\ 
P(x = 1) = e z / ( l  + e')  (4) 
donde, 
siendo x la respuesta al item, H el nivel de habilidad del sujeto, G el grupo de per- 
tenencia (R o F) y H X  G el producto de dos variables individuales, H y G. El pa- 
rámetro T, corresponde a las diferencias de grupo en la ejecución del item, mien- 
tras que el parámetro T, corresponde a la interacción entre grupo y nivel de 
habilidad. Un item muestra D F  uniforme si T, es distinto de cero y 7, es cero, y D F  
no uniforme si 7, es distinto de cero, sea o no 7, igual a cero. La hipótesis nula a 
comprobar es si ambos parámetros no son significativamente distintos de cero. 
Los coeficientes de RL se estiman por el método de máxima verosimilitud. 
Una vez que un modelo ha sido estimado debe comprobarse su adecuación o la 
relevancia de sus variables componentes. La signiñcación estadística del efecto 
de las variables explicativas sobre la variable dependiente puede evaluarse me- 
diante el test de Wald o el de razón de verosimilitud. En el primer caso, la hipó- 
tesis nula de que un determinado parámetro logística T es igual a cero se evalúa 
mediante el test de Wald que tiene una dishibución xXl y, para variables con un 
grado de libertad, equivale al cuadrado de la razón entre el parámetro estimado 
y su error estándar. En el segundo caso, se evalúan 10s cambios en el ajuste del 
modelo a 10s datos cuando se elimina alguna variable. Para ello, se comparan 10s 
siguientes modelos: 
Modelo 1 ( D F  no uniforme) z = T, + T ~ H  + T,G + r,(HG) 
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Modelo 2 (DIF uniforme) z = ro + r,H + r2G 
Modelo 3 (ausencia de DIF) z = ro + r,H 
La comparación del modelo 1 versus el modelo 2 comprueba si el término 
de interacción es necesario; la diferencia entre ambos modelos se evalúa me- 
diante el estadístico de razón de verosimilitud, con un grado de libertad corres- 
pondiente al coeficiente 7,. Si el término de interacción no demuestra su signifi- 
cación, se comparan 10s modelos 2 versus 3 (con otro grado de libertad 
correspondiente al coeficiente 7,) para comprobar si la pertenencia al grupo tiene 
un efecto relevante sobre la respuesta al ítem. En definitiva, se escoge el modelo 
que describe 10s datos con 10s mínimos términos. 
El procedimiento RL es en teoria superior a otros métodos basados en ta- 
blas de contingencia ya que tiene en cuenta la naturaleza continua de la escala de 
habilidad y es capaz de detectar todo tipo de DIF. Comparando con MH, RL puede 
calificarse de más general y flexible, aunque también más costoso computacio- 
nalmente. De hecho, MH puede considerarse un modelo de RL donde la habilidad 
se ha categorizado y no se formula término de interacción entre habilidad y 
grupo. La utilización del término de interacción entre habilidad y grupo ya fue 
propuesta por Mellenbergh (1982) mediante un modelo loglineal y de hecho el 
modelo de RL equivale a un modelo logit cuando las variables independientes se 
codifican como variables dumrny. Sin embargo, el procedimiento de RL es pre- 
ferible al de loglineal ya que trata la habilidad como una variable continua, utili- I 
zando toda la información disponible. 
Su principal inconveniente radica en la escasa eficacia para detectar DIF es- 
trictamente uniforme; según Swarninathan y Rogers (1990), el término de inte- 
racción puede afectar adversamente a la potencia del procedimiento cuando el DIF 
presente es s610 uniforme ya que se pierde innecesariarnente un grado de libertad. 
Para mejorar la tasa de detección en caso de DF uniforme, se han propuesto dos 
tipos de procedimientos de purificación. Navas y Gómez (1994) proponen un pro- 
cedimiento en dos etapas similar al aconsejado por Holland y Thayer (1988) para 
el estadístico MH: en una primera etapa, se analizan todos 10s items mediante RL, 
utilizando como criterio la puntuación total del test, y en una segunda etapa se 
vuelve a aplicar RL para todos 10s items pero con el criterio de habilidad purifi- 
cado mediante la eliminación de todos 10s items que han presentado DE en el 
paso anterior, excepto el ítem bajo estudio; la utilización de este procedimiento 
frente a RL sin purificar el criterio mejora la tasa de identificación de items con 
DIF, disminuyendo además la tasa de falsos positives (Navas y Gómez, 1994). 
Posteriormente, Gómez y Navas (1996) han propuesto utilizar RL con un proce- 
dimiento iterativo en el que la purificación de la habilidad se realiza paso a paso; 
dicho procedimiento, similar al método logit iterativo propuesto por Van der Flier 
et al. (1984), mejora la eficacia en la evaluación del DF uniforme en relación al 
método de dos etapas en el que la purificación se realiza simultáneamente. 
SIBTEST 
Este procedimiento, desarrollado por Shealy y Stout (1993a, 1993b) y 
fundamentado en un modelo de nu multidimensional no parámetrico presenta 
- 
Funcionamiento diferencial en iiems dicotómicos 15 
características tanto de 10s métodos de invarianza condicional observada como 
de 10s métodos de invarianza condicional no observada (Millsap y Everson, 
1993), por 10 que realmente cabría ubicar10 en cualquiera de ambas clasificacio- 
nes, tanto como en ninguna de ellas. 
SIBTEST posibilita detectar el DIF para un ítem aislado o para un grupo de 
items de modo simultáneo. Esta peculiaridad da pie al estudio de dos fenómenos 
de DIF: amplificación y cancelación. El efecto de amplificación del DIF se pro- 
duce cuando un subconjunto de items presenta individualmente DIF sobre un 
grupo dado, bajo estas circunstancias SIBTEST permite estudiar el efecto con- 
junto de dichos items sobre dicho grupo. Por otro lado, el fenómeno de cancela- 
ción del DIF se produce cuando un subconjunto de items de un test presenta DIF 
sobre el grupo R y otro subconjunto 10 presenta sobre el grupo F; esta situación 
puede provocar que en el test el efecto del primer subconjunto de items cancele 
el efecto del segundo subconjunto. 
Shealy y Stout distinguen entre habilidad objetivo y determinantes ruido. 
Por habilidad objetivo se entiende aquel rasgo (8) que el test pretende medir, y 
por determinantes ruido (7) una o más habilidades o constructos que no se in- 
tentan medir con el test pero que afectan a uno o mis items del test; esto implica 
que el DIF estaria provocado por las diferencias entre grupos en esa(s) habili- 
dad(es) ruido, debido a que 10s items implicados serían multidimensionales. 
La evaluación del DIF en un conjunt0 de n items asume que del total de és- 
tos una parte de ellos presentan DIF, siendo estos items el objeto de estudio. Para 
aplicar el procedimiento propiamente dicho, Shealy y Stout (1993b) definen 
para un test dos puntuaciones totales: una (X) compuesta por aquellos items (n,) 
que formarían el subtest válido porque miden solamente la 8 objetivo, y otra (Y) 
formada por la suma de las respuestas dadas a 10s items que constituirían el sub- 
test bajo estudio, es decir, por aquel ítem o aquellos items (n,) que miden no s610 
la 8 objetivo sino también otras habilidades distractoras. Una vez obtenidas es- 
tas puntuaciones, 10s sujetos del grupo focal y del grupo de referencia se agru- 
pan en función de las puntuaciones totales X obtenidas en el subtest válido y se 
comparan con respecto a sus resultados en el subtest estudiado. 
El trabajo de Nandakumar (1993) constata la efectividad de SIBTEST en la 
detección de amplificación y cancelación del DIF en diferentes tamaños mues- 
trales y diferentes tamaños de test. Nandakumar (1993), Narayanan y Swami- 
nathan (1994) y Shealy y Stout (1993b) muestran como, desde la perspectiva del 
análisis del item, 10s resultados obtenidos por MH y SIBTEST concuerdan en rela- 
ción a la dirección y cantidad del DIF estimado. Hasta el momento SIBTEST habia 
encontrado dificultades en la evaluación del DIF no uniforme, sin embargo tra- 
bajos recientes (Li y Stout, en prensa) han extendido este procedimiento a la de- 
tección del DIF no uniforme. 
Métodos de Invarianza Condicional No observada 
La mayor parte de 10s métodos que se pueden incluir en este apartado asu- 
men como modelo de medida un modelo de TFU. En un modelo de TFU dicotó- 
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mico unidimensional, la curva característica del item (CCI) puede estar definida 
por el modelo logistico de un parámetro (1-p), el modelo logistico de dos pari- 
metros (2-p) o el modelo logistico de tres parámetros (3-p). En el modelo de 
3-p, la probabilidad de obtener una respuesta correcta a un item i en un nivel de 
habilidad dado 8 vendria dada por (Birnbaum, 1968): 
P,(8) = ci + ( I  - ci) { I  + exp [-I. 702ai (8 - bi)]}-' (6) 
donde bi se define como un parámetro de localización que determina la posición 
de la curva a 10 largo de la escala de 8 y es un indicador de la dificultad del item, 
ai, también conocido por parámetro de discriminación, representa la inclinación 
de la CCI en el punto de inflexión de la misma, y ci es el parámetro de pseudoa- 
zar. Si se asume que el item no puede ser respondido correctamente por mero 
azar, es decir, que c, = O, entonces el modelo sería el de 2-p (Birnbaum, 1968). 
Si además se asume que 10s items tienen todos la misma capacidad discrimina- 
tiva, es decir, que a es un valor constante en todos 10s items de un test, entonces 
el modelo seria el de 1-p o modelo de Rasch (Rasch, 1960). 
Un item no presenta DIF si las CCIs del grupo focal y del grupo de referen- 
cia coinciden, es decir, si se cumple que P,(8) = PS(@. La igualdad de las CCIS 
en 10s distintos grupos implica que 10s parámetros que las definen sean 10s mis- 
mos: un item no presenta DIF si a, = a,, b, =. b, y c, = c,. Por el contrario, un 
item presenta DIF si se da una de las tres conhciones siguientes: 1) a, = a, y b, 
# bip (DIF uniforme), 2) a, z a, y b, = b, (DE no uniforme), y 3) a, z a, y b, z 
b, (DIF no uniforme mixto). 
Desde la perspectiva de la TRI, un paso previo a la aplicación de cualquier 
medida de evaluación del DIF conlleva disponer de las estimaciones de 10s pa- 
rámetros de los items. La precisión en la estimación de parámetros puede pro- 
vocar diferencias en la identificación de DIF, por 10 que un punto clave es la 
elección del procedimiento de estimación rnás apropiado (Cohen, Kim y Sub- 
koviak, 1991). Uno de 10s procedimientos rnás utilizado ha sido el de máxima 
verosimilitud conjunta (MVC), aunque cuando se trabaja con tamaiios muestra- 
les inferiores a 500 sujetos y longitud del test por debajo de 20 items es más 
apropiado utilizar el método de máxima verosimilitud marginal (MVM) (Cohen, 
Kim y Subkoviak, 1991; Kim, Cohen y Kim, 1994; McLaughlin y Drasgow, 
1987). 
Una de las propiedades de la TRI es la de invarianza de 10s parámetros, 
bien sem parámetros de items o bien parámetros de 8. Cuando se trabaja con es- 
timaciones, este supuesto se suaviza e implica que 10s parámetros estimados de- 
ben, dentro de ciertos limites, ser 10s mismos en cada muestra extraída de una 
misma población o al menos estar linealmente relacionados. En este sentido, 
cuando se realiza una comparación entre parámetros estimados en distintos gru- 
pos es necesario igualarlos, es decir, encontrar las constantes que permitan trans- 
formar 10s parámetros de una muestra a la misma escala que 10s parámetros de 
la otra. Se dispone de distintos métodos de obtención de las constantes de igua- 
lación (Holland y Rubin, 1982), siendo 10s rnás utilizados 10s basados en las cur- 
vas características. 
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El principal problema cuando se identifican items con DIF radica en la in- 
clusión en el proceso de igualación de parámetros de todos 10s items del test, es 
decir, tanto 10s items con DIF como sin DIF. La incorporación de 10s items con 
DIF en la igualación afecta directamente al cálculo de las constantes de iguala- 
ción falseando la escala de transformación de 10s parámetros y provocando erro- 
res en la identificación del DIF (Candell y Drasgow, 1988; Lord, 1980; Miller y 
Oshima, 1992; Park y Lautenschlager, 1990). La solución a esta problemática 
conlleva procedimientos de purificación del test eliminando del cálculo de las 
constantes de igualación aquellos items en 10s que en un primer paso se ha de- 
tectado presencia de DIF, y volviendo a evaluarlos con las nuevas constantes de 
igualación. 
Lord (1980) propone el siguiente procedimiento de purificación del test: 
1) estimar 10s parámetros de 10s items conjuntamente para ambos grupos, estan- 
darizando (media = O y varianza = 1) sobre el parámetro de dificultad y no sobre 
O, 2) fijar 10s parámetros de pseudoazar a 10s valores que se han obtenido en el 
paso anterior y a continuación estimar bi y ai para cada grupo por separado, es- 
tandarizando sobre b, 3) identificar 10s items con DF, 4) eliminar del test 10s 
items identificados con DIF en el paso anterior, 5) estimar 8 para 10s sujetos de 
ambos grupos, 6) estimar 10s parámetros de 10s items del test fijando O a 10s va- 
lores que han sido obtenidos en el paso anterior y 7) volver al paso 4. 
Candell y Drasgow (1988) proponen que la purificación de 10s items se 
realice en el proceso de igualación, y que sea esta la que se implemente iterati- 
vamente. La ventaja de este procedimiento frente al de Lord es su facilidad de 
implementación dado que no requiere la reestimación iterativa de 10s parámetros 
de 10s items y de 8. 
Park y Lautenschlager (1990) proponen otra modificación del procedi- 
miento de Lord que denominaron con las siglas M-LTP: consiste en la estima- 
ción iterativa de 10s parámetros de 10s items eliminando iterativamente de las 
estimaciones de habilidad el efecto de 10s items identificados con D F .  Este 
procedimiento de purificación de la habilidad mostró peores resultados en la 
identificación del DIF que el propuesto por Candell y Drasgow (Park y Lau- 
tenschlager, 1990). Por ello, Park y Lautenschlager (1990) y Lautenschlager, 
Flaherty y Park (1994) proponen un método de igualación iterativa y purifica- 
ción de la habilidad (ILAP) que constituye una combinación de 10s dos proce- 
dimientos anteriores; dichos autores concluyen que 10s procedimientos iterati- 
vos son mbs eficaces en la evaluacidn del DIF que 10s no iteratives, y que el 
método ILAP es más preciso que el procedimiento de igualación iterativa de 
Candell y Drasgow (1988) y que el método M-LTP de Park y Lautenschlager 
(1990). Miller y Oshima (1992) proponen un procedimiento en dos etapas que 
present6 mejores resultados cuando el número de items con DIF en el test fue 
elevado (20% o mis) y la magnitud del DIF fue moderada (una diferencia en b 
de .35). 
En general, la evidencia experimental sugiere que 10s procedimientos ite- 
rativos pueden mejorar la precisión de la detección del DIF en comparación al 
procedimiento no iterativo y la cuestión estaria en si es mis efectivo un procedi- 
miento de purificación en dos etapas o un procedimiento iterativo. 
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Medidas de Área 
Dado que la TRI considera que un ítem no presenta D F  cuando 10s pará- 
metros estimados en cada grupo son iguales, la representación g raca  de las ccis 
de 10s grupos F y R debería coincidir; si difiere, esta diferencia sería un indica- 
dor de DE.  De este modo, uno de 10s procedimientos propuestos para detectar el 
DIF ha sido el cálculo de la diferencia entre la CCI del grupo R y la CCI del grupo 
F, es decir, obtener el área entre ambas funciones. 
Rudner (1977; Rudner et al., 1980a,1980b) propone una medida de área 
sin signo basada en la comparación de las CCIS teóricas según 10s parámetros es- 
timados en cada grupo por separado que vendria dada por: 
La probabilidad de acertar el ítem en cada grupo se calcular6 en cada uno 
de 10s valores de 8 de -4 a +4 en incrementos A, = .O05 y utilizando la ecuación 
correspondiente según el modelo de TRI que se ajuste a 10s datos (l-p, 2-p o 
3-p). Si el valor de A, es elevado, entonces el ítem funciona diferencialmente; 
por el contrario, si A, = O, ei ítem en cuestión no presenta DIF. Ironson y Subko- 
viak (1979) proponen una medida de área con signo basada en el procedimiento 
de Rudner (1977), que resulta ineficaz si el D F  es no uniforme; en estas situa- 
ciones el valor de la misma puede ser muy pequeño o incluso cero por el efecto 
de compensación de las diferencias de ambas CCI. 
Linn, Levine, Hastings y Wardrop (1981) proponen cuatro índices de DF: 
a) Area base superior que es el área entre la CCI del grupo R y la CCI del grupo 
F, rango de (-3, +3), en aquellos intqrvalos en 10s que la CCI del grupo R esta 
por encima de la CCI del grupo F, b) Area base inferior sería el área entre la cci 
del grupo de R y la CCI del grupo F en aquellos int~rvalos en 10s que la Cci  del 
grupo F est6 por encima de la CCI del grupo R, c) Area total que se obtiene su- 
mando las dos medidas de área anteriores y d) RDMC o raíz cuadrada de la dife- 
rencia media cuadrática. Los dos primeros índices proporcionan información 
sobre la dirección del DF, mientras que 10s últimos son indicadores de la canti- 
dad de DIF. Se interpretan del mismo modo que la medida de área propuesta por 
Rudner. 
Raju (1988, 1990) desarrolla un conjunt0 de medidas de área exactas (con 
signo y sin signo) que, en relación a las medidas anteriores, permite probar su 
significación a través de una prueba Z. La expresión general de estas medidas, 
basadas en la integración continua, viene dada por: 
La función f puede especificarse con signo o sin signo. La expresión general de 
la ecuación 8 adopta distintas formas según el modelo de TRI con el que se esté 
trabajando y si se cumplen o no ciertas condiciones en 10s parámetros de 10s 
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items, como igualdad de 10s parámetros de discriminación ylo de 10s parámetros 
de pseudoazar. 
Las medidas de área propuestas por Kim y Cohen (1991) calculan el área 
entre dos CCIS integrando sobre la diferencia entre las funciones de respuesta a un 
mismo ítem de dos grupos en un intervalo cerrado entre dos puntos finitos 0, y 0,. 
Los resultados obtenidos al usar una medida de kea pueden estar sujetos 
a fluctuaciones muestrales; así, sin conocer el error tipico asociado, no es posi- 
ble determinar 'con un grado de confianza si dos CCIS difieren realmente o sola- 
mente por error de muestreo. La ventaja fundamental de las medidas propuestas 
por Raju (1988) es que van acompañadas de una prueba de significación que per- 
mite probar, a un nivel de confianza establecido, si el área entre dos CCIS es sig- 
nificativamente diferente de cero (Raju, 1990). En general, las medidas exactas 
de kea se prefieren a las medidas basadas en intervalo pero, cuando se trabaja 
con tamaños muestrales pequeños, puede darse el caso de que en alguna región 
de la escala de habilidad las frecuencias sean bajas, hecho que afecta a la medida 
de área exacta mucho mis que a la medidas de área basadas en intervalo; para es- 
tas últimas, es posible seleccionar el intervalo en el que se van a calcular las di- 
ferencia~ entre c c ~ s  y asi controlar la influencia de frecuencias bajas en esos ni- 
veles de 0. Una solución a esta deficiencia de las medidas exactas de área seria 
definir la función de densidad de 13 de tal modo que ponderara con mayor peso el 
intervalo de habilidad de interés (Raju, 1988). Otra limitación importante de las 
medidas exactas de área es que no es posible calcularlas cuando el test se ajusta 
al modelo de 3-p y 10s parámetros de pseudoazar son diferentes en 10s grupos 
comparados, ya que en estas situaciones el valor del área es infinita; las medidas 
de área propuestas por Kim y Cohen (1991) pueden ser una alternativa válida te- 
niendo en cuenta que en el resto de modelos dicotómicos aportan resultados muy 
similares a 10s obtenidos por las medidas exactas de área (Kim y Cohen, 1991). 
Comparación de parámetros 
En la evaluación del DF no s610 se pueden utilizar procedimientos basa- 
dos en comparar las CCIS, sino que tarnbién es factible comparar directarnente 
10s parhetros estimados de 10s items en dos o más grupos. Lord (1980) pro- 
pone, cuando 10s parámetros son estimados por MVC o MVM, la siguiente prueba 
estadística: 
donde Ves el vector de diferencias entre 10s parámetros estimados para un ítem 
en el grupo de referencia y 10s parámetros estimados para ese mismo ítem en el 
grupo focal y S' es la inversa de la matriz de varianza-covarianza asintótica para 
10s vectores de diferencia entre parámetros. 
El estadística propuesto por Lord, bajo la hipótesis nula, sigue una distribu- 
ción 2 con tantos grados de libertad como contrastes se hayan establecido (como 
columna del vector V). Si se trabaja bajo el modelo de 3-p, Lord (1980) reco- 
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mienda fijar 10s parámetros c a un valor determinado previamente, dado que 
cuando se estima mediante MVC puede ser indeterminado. Para resolver este pro- 
blema, Lord (1980) propone estimar conjuntamente (para ambos grupos) 10s pará- 
metros de 10s items, estandarizando sobre el parámetro de dificultad y no sobre la 
9, fijar 10s parámetros de pseudoazar a 10s valores obtenidos y a continuación esti- 
mar 10s parámetros de dificultad y discriminación para cada grupo por separado. 
El estadístico de Lord se calcula fácilmente y proporciona una prueba de 
significación, sin embargo presenta algunas deficiencias. En primer lugar, la es- 
timación de la 8 se realiza sobre todos 10s items del test, de tal modo que se in- 
cluyen también 10s items con DiF; utilizar todos 10s items en la estimación de la 
8 contamina 10s resultados en cuanto a la identificación correcta de items con DB 
y puede provocar el incumplimiento de 10s supuestos de unidimensionalidad e 
independencia local de 10s items. En segundo lugar, se asume que 8 es conocida, 
sin embargo 10s valores de 8 son estimados. El uso de parámetros estimados 
tiende a inflar la tasa de error tip0 I, siendo este efecto menor cuando el tamaño 
muestral es grande, dado que al estimar 10s parámetros la utilización de S como 
estimador de la matriz de varianza-covarianza puede ser inadecuada. McLaugh- 
, 
lin y Drasgow (1987) demostraron en un estudio de simulación que bajo 10s mo- 
delos de 2-p y 3-p 10s errores típicos de 10s parámetros estimados por MVC es- 
taban negativamente sesgados. En tercer lugar, se desconoce el funcionarniento 
de la prueba cuando 10s tamaños muestrales son pequeños. Tampoco se conoce 
el tamaiio muestral mínimo para que este estadístico converja a una distribución 
xZ. Por Último, puede rechazar la hipótesis nula cuando otras medidas de DIF 
como la medida de área sin signo indica que el área entre las dos ccis es muy pe- 
queña (Linn et al., 1981); esto se hace especialrnente evidente en presencia de 
impacto entre grupos, en tamaños muestrales grandes y cuando el porcentaje de 
items con DIF en el test es alto (40%) (Hidalgo, 1995; Hidalgo y López Pina, 
1997). Millsap y Everson (1993) recomiendan que cuando el estadístico x2 de 
Lord sea significativo se combine con alguna medida de área para comprobar el 
DIF del ítem. Hidalgo y López Pina (1997) apuntan a que otros métodos de inva- 
rianza condicional observada, tales como RL también pueden ser efectivos como 
complemento al estadístico de Lord. 
Comparación de modelos 
Thissen, Steinberg y Gerrard (1986) proponen un procedimiento que com- 
prueba si 10s parámetros de las cers de un mismo ítem administrado a grupos 
distintos difieren. Se compara un models denominado aumentado (A), en el que 
se especifica que 10s parámetros de 10s items no son 10s mismos para 10s dos gru- 
pos, con un modelo denominado compacto (C) que establece la restricción de 
igualdad de 10s parámetros de 10s items en 10s dos grupos. Teniendo en cuenta 
que el modelo C se encuentra anidado en el modelo aumentado, se calcula G2 en 
ambos modelos y se somete a prueba la hipótesis de no diferencia entre 10s pa- 
rámetros comparando ambos modelos a través del estaáístico G2 = Q[CJ - PIA], 
que bajo la hipótesis nula sigue una distribución x2 con grados de libertad igual 
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a la diferencia entre el número de parámetros de items estimados en el modelo A 
y en el modelo C. Si el valor obtenido es mayor que el valor teórico de la distri- 
bución x2, se rechaza la hipótesis nula y por 10 tanto el modelo C, concluyendo 
que el ítem o items especificados en el estudio presentan DIF. 
Thissen, Steinberg y Wainer (1988, 1993) señalan que el estadístico x2 de 
Lord y el estadístic0 @ son asintóticamente equivalentes, la diferencia funda- 
mental entre eilos se refiere a que el cálculo del estadístico @ no requiere la ma- 
triz de covarianzas entre parámetros estimados, mientras que x2 sí. Las limita- 
ciones principales del procedimiento de Thissen et al. (1988) residen en su 
incapacidad para detectar diferencias entre parámetros menores de 0.3 y en su 
dependencia del tamaiío muestral. Como ventaja, puede citarse que si se trabaja 
con pocos items y la tabla de contingencia (sujetos X patrones de respuesta) 
contiene pocas celdillas con cero, es posible evaluar el funcionamiento diferen- 
cial de todo el test (DTF) o de un subconjunto de items de modo simultáneo; en 
estos casos, el rechazo del modelo compacto conllevaría el posterior análisis de 
cada ítem por separado para identificar 10s que presentan DF.  
Otra aproximación la constituye el trabajo de Kelderman (1989) basado 
en la utilización del modelo de Rasch desde la perspectiva de un modelo logli- 
neal. La hipótesis nula de partida se establece en 10s mismos términos que el pro- 
cedimiento anterior, sin embargo la diferencia fundamental entre ambos radica 
en que bajo el procedimiento loglineal 10s contrastes entre parámetros se definen 
directarnente en el modelo. Además, es mis fácil la formulación de distintas hi- 
pótesis acerca del DIF. Por el contrario, parece que solamente es posible repre- 
sentar como un modelo loglineal la familia de modelos de Rasch, limitando el 
campo de aplicación. Kelderman y McReady (1990) extendieron el uso del mo- 
delo loglineal de Rasch para la evaluación del DIF, a otras situaciones tales como 
la inclusión de una dimensión latente categórica, aplicando modelos de clase la- 
tente. Aunque esta perspectiva ofrece muchas posibilidades de estudio del DF, 
por ejemplo en el análisis de distractores en 10s items de elección múltiple (Wes- 
ters y Kelderman, 1991), sin embargo, adolece de problemas muy serios. En pri- 
mer lugar, conforme aumenta el número de items del test, aumenta el número de 
celdillas de la tabla de contingencia provocando que no sea posible su análisis, 
por 10 que el investigador tiene que seleccionar cada vez un subconjunto de items 
y analizarlos por separado. En segundo lugar, y en cuanto a la estimación de pa- 
rámetros, el algoritmo puede necesitar un número bastante grande de iteraciones 
para alcanzar la convergencia y ésta no siempre se consigue, especialmente 
cuando el modelo a ajustar es complejo o las soluciones de partida del algoritmo 
no son idóneas (Kelderman y McReady, 1990). 
En general, 10s procedirnientos de comparación de modelos presentan 
como una seria deficiencia su complejidad de cálculo y el costo computacional. 
Valoración de procedimientos y aplicaciones prácticas 
A la vista de las técnicas expuestas, cabe preguntarse cuál se debe utilizar 
en un estudio de DIF. La respuesta no es sencilla pues depende, entre otras, de va- 
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riables tales como el tamaño muestral de 10s grupos en 10s que se est6 estudiando 
el DIF, el tipo de DIF (uniforme o no uniforme) y el valor de dificultad y discri- 
minación de 10s items. La selección de una u otra técnica de DIF requiere consi- 
derar estas y otras cuestiones para cada estudio especifico de DIF. 
En primer lugar, es imprescindible utilizar técnicas donde 10s grupos se 
igualen en el rasgo o habilidad medido por el test, ya que en principio es una ga- 
rantia para no confundir impacto con DIF; en este sentido, 10s métodos pioneros 
tales como el ANoVA y el método delta-plot no son aconsejables en el estudio del 
DIF, aunque su sencillez 10s haga muy atractivos. En segundo lugar, las técnicas 
que permiten probar la ausencia de DIF a un cierto nivel de confianza, es decir, 
las aproximaciones que disponen de una prueba de significación, resultan más 
útiles a efectos de tomar decisiones más objetivas y fiables, con la ventaja de ha- 
cerlas comparables a las de otros trabajos. En tercer lugar, cualquiera que sea la 
técnica utilizada, es conveniente utilizar algún procedimiento de purificación de 
la medida de habilidad, ya que reduce el número de falsos positivos e incrementa 
el número de identificaciones correctas (Candell y Drasgow, 1988; Clauser et 
al., 1993; Gómez y Navas, 1996; Holland y Thayer, 1988; Kok et al., 1985; Na- 
vas y Gómez, 1994; Park y Lautenschlager, 1990; Van der Flier et al., 1984). 
A las pautas generales anteriores cabe añadir que, si 10s tamaños muestra- 
les de 10s grupos a comparar son amplios (a partir de 1000 sujetos), es preferible 
utilizar técnicas de detección de DIF derivadas de la TRI que implican una esti- 
mación de la habilidad latente. Las técnicas que utilizan la puntuación observada 
en el test como criteri0 de equiparación, asumiendo que esta puntuación es una 
estimación de la habilidad latente del sujeto, pueden resultar imprecisas en la de- 
tección de DIF principalmente cuando el test contiene items de distinta discri- 
minación, es decir, no se ajusta al modelo de Rasch. El procedimiento propuesto 
por Thissen et al. (1988) es uno de 10s que, en el marco de la TRI, se pueden apli- 
car con mayor facilidad dado que no requiere la igualación de parámetros de 
items entre grupo focal y el grupo de referencia (requisito imprescindible cuando 
se trabaja con las medidas exactas de área de Raju y con el estadístic0 de Lord) 
al estimarse conjuntamente 10s parámetros de ambos grupos. 
Sin embargo, una limitación importante de las técnicas basadas en la TRI 
es precisamente la necesidad de elevados tamaños muestrales de 10s grupos fo- 
cal y de referencia para asegurar una estimación apropiada de 10s parámetros del 
test y, por consiguiente, del DIF. La cuestión del tamaño muestral es relevante 
porque en la práctica 10s estudios aplicados de DIF disponen de pocos sujetos en 
el grupo focal, y en ocasiones tampoco el grupo de referencia es suficientemente 
numeroso. En este sentido, 10s procedimientos encuadrados en el apartado de 
métodos de invarianza condicional observada son rnás adecuados cuando se tra- 
baja con grupos reducidos. De todos ellos, el estadístic0 MH resulta el rnás fácil 
de aplicar ya que no requiere algoritmos complejos de estimación y posible- 
mente es el rnás sencillo de comprender para profesionales con poc0 dominio de 
la estadística; este hecho, junto a que presenta un alto porcentaje de acuerdo, en 
la detección del DIF uniforme, con 10s procedimientos derivados de la TRI 
cuando se trabaja bajo el modelo de Rasch, 10 ha llevado a ser el procedimiento 
seleccionado por el Educational Testing Sewice en Estados Unidos para la de- 
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tección de items con DIF en 10s programas de evaluación del rendimiento de 10s 
estudiantes-norteamericanos. A pesar de ello, el procedimiento MH aplicado de 
forma estándar no resulta apropiado para detectar DIF no uniforme, presenta pro- 
blemas de precisión cuando 10s items son muy difíciles y poc0 discriminativos y 
además no utiliza toda la información posible dado que la puntuación observada 
en el test se categoriza en k intervalos. 
En caso de DIF no uniforme, el método logit, la RL y el procedimiento SiB- 
TEST, constituyen las alternativas a tener en cuenta. El principal inconveniente de 
SIBTEST es que resulta complejo decidir bajo qué criterios se selecciona el sub- 
test válido que no contenga items sesgados. Entre 10s modelos logit y la RL, es 
preferible esta última ya que trabaja con todos 10s niveles de habilidad sin pér- 
dida de información; aunque RL es capaz de detectar D F  uniforme y no uni- 
forme, cabe resaltar que en la identificación de DF uniforme tiene menor poten- 
cia que el estadístic0 MH (Navas y Gómez, 1994; Rogers y Swaminathan, 1993; 
Swaminathan y Rogers, 1990). 
Las aportaciones metodológicas que se han ido produciendo sobre diferen- 
tes técnicas de DF y sobre la valoración de su eficacia relativa han tenido una in- 
fluencia considerable en 10s sucesivos estudios empíricos llevados a cabo sobre el 
posible sesgo de distintos instrumentos de medida. En la Tabla 2 aparecen ordena- 
d a ~ ,  desde 1980 hasta la actualidad, las aplicaciones prácticas sobre el tema. Cabe 
resaltar, en primer lugar, que a partir del año 1985 ya no se utilizan procedirnien- 
tos encuadrados en 10s denominados métodos pioneros que pueden considerarse 
obsoletos por cuanto, al no igualar a 10s grupos en el nivel de habilidad, no perrni- 
ten distinguir entre efectos de impacto y DF.  Con respecto a las técnicas condicio- 
nales, la Tabla 2 pone de relieve que en las aplicaciones empíricas referenciadas es- 
tán reflejadas prácticamente todas las técnicas expuestas en el presente trabajo, 
excepto las de muy reciente aparición; de todos modos, hay que destacar que 10s 
investigadores han seleccionado preferentemente aquellas basadas en la TRI (entre 
éstas, particularmente la x2 de Lord, las medidas del área y la Q), el estadístic0 
Mantel-Haenszel y el procedimiento estandarizado. 
La mayor parte de 10s estudios empíricos se refieren a tests de conocimien- 
tos y aptitudes, pero se tratan también algunas escalas que miden constructos ac- 
titudinales y de personalidad y es de prever que el campo se vaya extendiendo en 
este sentido en el futuro. En estos trabajos se intenta determinar en qué grado di- 
versas características del sujeto tienen un efecto no deseado en la medición. 
Como puede apreciarse en la Tabla 2, las variables de DIF mis ampliamente ana- 
lizadas hasta ahora son la raza y el sexo, por su indudable impacto polític0 y so- 
cial, particularmente en Estados Unidos que es donde se llevan a cabo la mayor 
parte de las investigaciones sobre DIF. Sin embargo, se constata también el estu- 
dio creciente de una gran disparidad de variables de tipo educativo, lingüística, 
cultural, etc, que abren sin duda un amplio abanico de posibilidades poc0 explo- 
tadas por el momento; es de destacar en particular, por su prometedor futuro, la lí- 
nea de investigación desarrollada por Hulin y posteriormente por Ellis en relación 
a la equivalencia de la medición de 10s tests traducidos con respecto al original y 
al grado en que 10s items con DIF entre las distintas versiones de un mismo test 
constituyen una fuente de información sobre posibles diferencias culturales. 
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TABLA 2. ESTUDIOS APLICADOS SOBRE DIF 




Escala afectiva de autocon- 
cepto 
ACTM (Assessment Mathe- 







Anáiisis Factorial Con- 
firmatori~ 
Procedimiento de Linn y 
Harnisch 
Thissen, Steinberg y Ge- 
rrard (1986) 
Bennett, Rock y Kaplan 
(1987) 
Benson (1987) 
Dooiittle y Cleary (1987) 
Funcionamiento diferencial en items dicotómicos 
(viene de la pdg. 24) 
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(viene de la pdg. 25) 
Conclusión 
La exposición de las principales técnicas de DIF y de sus aplicaciones 
prácticas ha pretendido evidenciar la importancia actual del tema y ofrecer pau- 
tas para su correcta utilización. 
Queda patente la relevancia del estudio del DIF de cara a evitar la posible 
falta de imparcialidad para ciertos sectores de la población que pueda concate- 
nar el uso de tests con items que funcionan diferencialmente entre distintos gru- 
pos; tema que no s610 repercute a nivel educativo o laboral, sino que puede in- 
volucrar aspectos políticos y legales. Todo este afán por analizar y estudiar el DIF 
va encaminado hacia la obtención de cctests libres de cultura>> que no discriminen 
en forma negativa a 10s miembros de unos determinados grupos s610 por el he- 
cho de pertenecer a ellos. Es un tema crucial, por tanto, la identificación de aque- 
llos items que puedan estar perjudicando a 10s individuos por pertenecer a un 
grupo u otro de la población a causa de su sexo, etnia, clase social, religión o 
contexto cultural; con su consecuente eliminación puede evitarse que miembros 
de grupos distintos en estas características pero de igual nivel en el atributo me- 
dido se vean beneficiados o perjudicados. 
Los estudios sobre DIF se muestran como vehículos metodológicos de pri- 
mera categoria para valorar la equidad en la evaluación con un determinado ins- 
trumento de medida, y la creciente cantidad de investigaciones sobre items o 
tests que funcionan diferencialrnente pone en evidencia 10s esfuerzos por lograr 
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mediciones objetivas; de la importancia del tema no s610 dan cuenta las nume- 
rosas investigaciones metodológicas sobre métodos de detección sino también el 
análisis de sus consecuencias prácticas aplicadas a muy diversos contenidos. En 
general, y a la vista de la valoración de las técnicas de detección de DIF, en un es- 
tudio empirico resulta conveniente utilizar mis de una técnica de detección de 
DIF antes de tomar una decisión acerca de si un item presenta o no DIF y, una vez 
que mediante algún procedimiento estadístic0 se ha probado que un determinado 
item funciona diferencialmente para dos o mis grupos, es imprescindible estu- 
diar las causas de ese DIF y encontrar una explicación teórica de la ocurrencia del 
mismo. Sin embargo, como puede apreciarse en la Tabla 2, pocos estudios apli- 
cados utilizan una estrategia de convergencia entre técnicas y menos todavia 
abordan el estudio de las causas del funcionamiento diferencial encontrado; pa- 
rece evidente que si bien el desarrollo metodológico del tema ha sido extens0 y 
riguroso, en sus aplicaciones prácticas se est6 prácticamente en 10s comienzos y 
cabe pensar que se abre un futuro prolifico sobre el estudio del sesgo de 10s ins- 
trumentos de medida en el marco de la validez de constructo del test en cuestión 
que analice en profundidad las variables que originan la dificultad relativa de 10s 
items para distintos grupos. 
No s610 es de gran interés detectar y eliminar del test aquellos items que 
muestran DIF con respecto a ciertos grupos de la población, sino conocer el por- 
qué del funcionamiento diferencial de esos items. Así, una vez conocidos 10s 
factores causantes del DIF, 10s constructores de tests podrían prevenir con mayor 
facilidad la ocurrencia de items sesgados. Aunque el hallar esas causas es una ta- 
rea dura y problemática, algunos estudios han intentado esclarecer las posibles 
causas del funcionamiento diferencial de algunos items (Scheuneman, 1987; 
Skaggs y Lissitz, 1992). Como ya se ha expresado en la introducción, se entra 
con el10 en el ámbito del sesgo entendido como fuente de invalidez o de error sis- 
temático que se refleja en cómo un test mide a 10s miembros de un grupo parti- 
cular (Camilli y Shepard, 1994). 
Un análisis de DIF por si solo no ofrece ninguna información del porqué 
10s grupos se comportan de manera distinta con respecto a un item determinado, 
mientras que un estudio de sesgo pretende ofrecer una explicación de este com- 
portamiento diferencial. En el estado actual de la investigación sobre el tema, di- 
cha explicación recae básicamente en la posible multidimensionalidad de la me- 
dida (Ackerman, 1992; Oort, 1996; Shealy y Stout, 1993a, 1993b) y en la 
consiguiente identificación de qué otras variables mide el test, aparte de la va- 
riable principal; dichas variables serían de naturaleza espúrea y afectarían al ni- 
vel conseguido por 10s sujetos en la variable de interés. 
Oort (1996) las denomina <<violadoras de la unidimensionalidadn y plan- 
tea un modelo en el que es posible considerar simultáneamente varios factores 
que pueden influenciar la manera en que un sujeto responde a un item y que no 
s610 afectan al grupo de pertenencia, sino a la ocasión temporal en que la varia- 
ble es medida, a la sensibilidad del item a una categoria de respuesta determi- 
nada, a la facilidad con que un rasgo encubre a otros, etc. El primer paso en la 
elaboración de un test válido es identificar a 10s posibles violadores de la unidi- 
mensionalidad, teniendo en cuenta la naturaleza del rasgo que se pretende medir, 
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el tip0 de items con que se mide, 10s grupos a 10s que es aplicable, etc.; una vez 
operacionalizados estos potenciales factores de sesgo, puede comprobarse su in- 
fluencia en las respuestas de 10s sujetos e interpretar desde la teoria por qué su- 
jetos del mismo nivel de habilidad tienen diferentes probabilidades de responder 
correctarnente a un item determinado. 
En definitiva, cabe concluir que 10s estudios de DIF y, en la medida de 10 
posible, de sus causas han de convertirse en rutinarios tanto en la evaluación de 
tests existentes como en el desarrollo de nuevos instrumentos de medida. En este 
último aspecto, deben constituir una parte más del proceso de construcción de un 
test, como 10 son el análisis de items o el estudio de la fiabilidad. Para evitar al 
máximo el sesgo conviene examinar cuidadosamente el contenido de 10s items 
por manos de expertos, detectar a posteriori 10s items que muestren DIF y anali- 
zar las posibles causas subyacentes; ell0 conllevará una óptima garantia de que 
realmente 1-0s items del test resultante miden por igual a todos 10s grupos de po- 
blación que pueden ser evaluados con 61. 
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