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The Kuramoto–Sakaguchi system of coupled phase oscillators, where interaction between oscillators is determined
by a single harmonic of phase differences of pairs of oscillators, has very simple emergent dynamics in the case of
identical oscillators that are globally coupled: there is a variational structure that means the only attractors are full
synchrony (in-phase) or splay phase (rotating wave/full asynchrony) oscillations and the bifurcation between these
states is highly degenerate. Here we show that nonpairwise coupling—including three and four-way interactions of
the oscillator phases—that appears generically at the next order in normal-form based calculations, can give rise to
complex emergent dynamics in symmetric phase oscillator networks. In particular, we show that chaos can appear in
the smallest possible dimension of four coupled phase oscillators for a range of parameter values.
In this paper, we show that symmetrically coupled phase
oscillators with generic (but nonpairwise) interactions
yield rich dynamics even for as few as N = 4 oscil-
lators. Although the lowest order approximation of a
phase reduction of symmetrically coupled oscillators close
to a Hopf bifurcation has only the Kuramoto–Sakaguchi
first harmonic interaction terms, the next order includes
generic terms with both second harmonic pairwise inter-
actions and interactions of up to four phases9. The sym-
metries we consider imply the existence of invariant sub-
spaces such that the ordering of phases is preserved10. In
contrast to the Kuramoto–Sakaguchi equations, the ad-
ditional nonpairwise interaction terms mean we can find
attracting chaos for a range of normal form parameter
values. As a consequence, the phase dynamics of generic
weakly coupled oscillators will be quite rich and chaos can
occur even for the phase dynamics in the weak coupling
limit without amplitude degrees of freedom30.
I. INTRODUCTION
Recent advances in the understanding of the dynamics of
coupled oscillators have shed light on the dynamical mech-
anisms involved in the emergence of collective behavior of
oscillatory systems in nature and technology, including biol-
ogy29, neuroscience6,15,18,23, chemistry39,40, and physics2,38,43.
Even the dynamics of all-to-all coupled networks of identi-
cal oscillators can be extremely rich, including synchroniza-
tion31,38, clustering and slow switching25 and chaotic dynam-
ics24,30. A general approach to understand clustering is to
look at invariant synchrony subspaces4 in coupled cell net-
works19–21 and how these change as the network topology is
varied3. Complicated dynamics arise already in very small
networks8,22 where bifurcations have been studied explic-
itly28.
If the coupling between N limit cycle oscillators is suffi-
ciently weak then the dynamics can be approximated by a
phase reduction. Based on the seminal work of Kuramoto27
to study the onset of synchronization in coupled oscillators38,
phase oscillators whose phases θj ∈ T = R/2piZ of oscilla-
tor j evolve according to
θ˙j :=
d
dt
θj = ω +
1
N
N∑
k=1
g(θk − θj) =: Fj(θ), (1)
where ω is the natural frequency of the oscillators and inter-
action is determined by the 2pi-periodic coupling (or phase
interaction) function
g(φ) = sin(φ+ α),
have been studied extensively2. The dynamics given by (1),
the Kuramoto–Sakaguchi equations34, are degenerate: the dy-
namics are effectively two-dimensional and the only attrac-
tors are full synchrony or the splay phase oscillation depend-
ing on the value of α38,42. Thus, more complicated dynamics
in (1) such as chaos is only possible for more general forms
of coupling, for example by considering coupling functions g
with higher harmonics. For N = 4 phase oscillators—the
smallest number where chaos can occur—no sign of chaos
was found for coupling functions with two harmonics5 and
the only known example of a coupling function giving rise
to chaotic attractors has four nontrivial harmonics13. By
contrast, two harmonics are sufficient to find chaos in net-
works (1) of N = 5 phase oscillators7.
Recently, Ashwin and Rodrigues9 showed that while a
phase reduction of a generic fully symmetric system of os-
cillators close to a Hopf bifurcation to lowest order has the
form (1), the phase dynamics to the next order also contain
higher order interaction terms that depend on three and four
phases. More precisely, up to next order we have for coupling
0 < ε 1 an invariant torus with phase dynamics given by
θ˙j = Ω˜(θ, ) +
ε
N
N∑
k=1
g2(θk − θj)
+
ε
N2
N∑
k,`=1
g3(θk + θ` − 2θj)
+
ε
N2
N∑
k,`=1
g4(2θk − θ` − θj)
+
ε
N3
N∑
k,`,m=1
g5(θk + θ` − θm − θj)
(2)
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where Ω˜(θ, ) is a symmetric function in the phases, the cou-
pling function g2 has nontrivial first and second harmonics
and the coupling functions g3, g4, g5 that determine the non-
pairwise interaction have a nontrivial first harmonic. Nonpair-
wise interaction in the phase model leads to novel nontrivial
dynamical phenomena9; for example emergent quasiperiodic-
ity of the mean field32,33 which has been investigated explic-
itly16.
In this paper we study the dynamics of phase oscillator sys-
tems (2) that arise through the phase reduction of fully sym-
metric oscillators close to a Hopf bifurcation. In particular
we discuss existence and stability of the in-phase (fully syn-
chronous) and of the splay phase (rotating waves) solutions
and calculate some bifurcations. The main result of this pa-
per is to show that there are parameter values for coupling
functions that give rise to positive maximal Lyapunov expo-
nents for the dynamics of the phase differences of N = 4 and
N = 5 oscillators, the former being the smallest number of
oscillators for which chaotic dynamics in the truncated phase
equations (2) can occur. In particular, we show evidence that
chaos arises through period doubling and a Shilnikov scenario
involving a saddle focus. Finally, we discuss the relationship
of the chaos in the phase reduction and the dynamics of the
full system of fully symmetric oscillators close to a Hopf bi-
furcation which can give rise to chaos even for three oscilla-
tors8.
This paper is organized as follows. In Section II we review
the results about the phase reduction of generic systems of os-
cillators with full symmetry close to a Hopf bifurcation9. In
Section III we study basic properties of the resulting phase
equations which we subsequently apply to small networks in
Section IV. In Section V we give concrete examples of cou-
pling functions that give rise to chaotic dynamics with positive
maximal Lyapunov exponent before giving some concluding
remarks.
II. NONPAIRWISE INTERACTION IN PHASE
REDUCTION NEAR HOPF BIFURCATIONS
While the phase reduction of a system of weakly coupled
oscillators close to a Hopf bifurcation yields phase dynamics
with pairwise interaction terms to lowest order, it was recently
shown in9 that interaction terms of up to four phases can ap-
pear to next order if the coupling is very small compared to the
distance from Hopf bifurcation. In this section we summarize
these results and fix the notation.
Suppose we have N identical, symmetrically coupled dy-
namical systems with state xk ∈ Rd (d ≥ 2) close to a Hopf
bifurcation. Write i =
√−1. Using equivariant bifurcation
theory17 it is possible to write the system on a center manifold
(z1, . . . , zN ) ∈ CN where in the case λ =  = 0 the center
manifold in each coordinate xk is parametrized by zk. This
system on the center manifold is
z˙1 = fλ(z1) + gλ(z1; z2, . . . , zN ) +O(
2)
...
z˙N = fλ(zN ) + gλ(zN ; z1, . . . , zN−1) +O(2)
where z ∈ CN and we note the right hand sides can be chosen
to be of smoothness Cr, with r arbitrarily large, in a neigh-
borhood of the bifurcation. The conditions for Hopf bifurca-
tion mean that for (II) we have f0(0) = 0 and the derivative
df0(0) has a pair of purely imaginary eigenvalues ±iω that
pass transversely through the imaginary axis with non-zero
speed on changing λ. Let SN denote the group of permu-
tations of N symbols which acts on CN by permutation of
coordinates, that is, if σ ∈ SN then
σ(z1, . . . , zN ) = (zσ−1(1), . . . , zσ−1(N)), (3)
where (z1, . . . , zN ) ∈ CN . So gλ(z1; z2, . . . , zN ) is symmet-
ric under all permutations of the last N − 1 arguments that fix
the first.
As shown in9, taking higher orders into account we obtain
an invariant torus with phase dynamics (2). More precisely,
with
F
(2)
j (θ) =
1
N
N∑
k=1
g2(θk − θj), (4)
F
(3)
j (θ) =
1
N2
N∑
k,`=1
g3(θk + θ` − 2θj)
+
1
N2
N∑
k,`=1
g4(2θk − θ` − θj),
(5)
F
(4)
j (θ) =
1
N3
N∑
k,`,m=1
g5(θk + θ` − θm − θj). (6)
the phase dynamics are
θ˙j = Ω˜(θ, ) + ε
(
F
(2)
j (θ) + F
(3)
j (θ) + F
(4)
j (θ)
)
(7)
where Ω˜(θ, ) is a symmetric function in the phases and the
interactions between the phases is given by
g2(φ) = ξ
0
1 cos(φ+ χ
0
1) + λξ
1
1 cos(φ+ χ
1
1)
+ λξ12 cos(2φ+ χ
1
2)
g3(φ) = λξ
1
3 cos(φ+ χ
1
3)
g4(φ) = λξ
1
4 cos(φ+ χ
1
4)
g5(φ) = λξ
1
5 cos(φ+ χ
1
5)
(8)
for some constant coefficients ξji and χ
j
i . Note that (1) corre-
sponds to the special case of (7) where F (k)j ≡ 0 for k = 3
and k = 4. More precisely,9 proves that (7) is the next
approximate truncation of the normal form after Kuramoto–
Sakaguchi, in the following sense.
2
Theorem 1.9 (Theorem 3.2) Consider system (II) with SN -
symmetry (for fixed N ) such that the N uncoupled systems
( = 0) undergo a generic supercritical Hopf bifurcation on
λ passing through 0. There exists λ0 > 0 and 0 = 0(λ)
such that for any λ ∈ (0, λ0) and || < 0(λ) the system (II)
has an attracting Cr-smooth invariant N -dimensional torus
for arbitrarily large r. Moreover, on this invariant torus, the
phases θj of the flow can be expressed as (7) for fixed 0 <
λ < λ0 in the limit  → 0, where Ω˜(φ, ) is independent
of j and g2,...,5 are given by (8). The constants ξ
j
i and χ
j
i
are generically non-zero. The error term satisfies g˜ = O(λ2)
uniformly in the phases φk. The truncation to (7) on removing
the error terms g˜ and O(2) terms is valid over time intervals
0 < t < t˜ where t˜ = O(−1λ−2) in the limit 0 <  λ 1.
As noted in9, the presence of nonpairwise coupling can give
rise to new phenomena in terms of bifurcation of two-cluster
states. In the following we explore the effect of nonpairwise
coupling further, in particular with respect to small networks
and show that chaotic attractors may appear at this order of
truncation.
III. DYNAMICS OF PHASE OSCILLATORS WITH
NONPAIRWISE COUPLING
We discuss in this section the behavior of the system of
phase oscillators (7)—to some extent this is similar to the case
of pairwise coupling (1) in that there is a strong structure of
invariant subspaces imposed by the permutation symmetries.
A. Symmetric phase oscillator dynamics
By considering a projection Π : TN → TN−1 that maps the
T-orbits onto points, the generalized system (7) (we assume
 = 1 from hereon) reduces to phase differences on TN−1.
The fixed point subspaces where two of the phases are identi-
cal forms a partition of TN−1 into connected components that
are all symmetric images of the canonical invariant region (or
CIR)10 given by
C = { θ ∈ TN | 0 = θ1 < θ2 < · · · < θN < 2pi} . (9)
Note that this region is invariant for any phase oscillator sys-
tem with full permutation symmetry; moreover the region has
symmetry ZN = Z/NZ generated by
τ : (0, θ2, . . . , θN ) 7→ (0, θ3 − θ2, . . . , θN − θ2, 2pi − θ2).
(10)
For N = 3 and N = 4 the CIR is illustrated in Figure 1—the
boundaries of C are invariant for dynamics.
For any partition of N = m1 + · · ·+m`, ` ≥ 2, the CIR C
can be partitioned into `-cluster states with isotropy Sm1 ×
· · · × Sm` with ` clusters of mk oscillators at the same phase.
More generally, there are invariant subspaces (rotating blocks)
that have a phase shift symmetry as well as clustering; see10.
The paper5 explores the dynamics of pairwise coupling (1)
for general second harmonic coupling in the cases N = 3
(a,a,a)
(a,a,a+2π)
(a,a+2π,a+2π)
(a) (a,a,a,a)
(a,a,a,a+2π)
(a,a,a+2π,a+2π)(a,a+2π,a+2π,a+2π)
(b)
Figure 1. (Adapted from Ref.5) Structure of the canonical invariant
region C for N = 3 and N = 4 (see10). Panels (a,b) show C as
an orthogonal projection of into R2 and R3, respectively. The edges
of C for (a) and the faces of C for (b) are points with S2 isotropy. The
filled circles represent different points on the lift that that correspond
to fully synchronous oscillation; the open circle represents the splay
phase oscillation in C. In (a) the solid lines have isotropy S3 × S1
while the long dashes have isotropy S2×S2. The short dashed lines
have isotropy (S1)2×SZ2—typical points being (a, b, a+pi, b+pi).
In each case there is a residual ZN−1 symmetry indicated by the
arrows in (b) and (N − 1)! symmetric copies of C pack a generating
region for the torus.
and N = 4 and in particular, no evidence is found of chaotic
attractors for either case.
This structure is instructive in that is places limits on where
any chaotic behavior can be found. As pointed out in13, the
fact that N = 3 reduces to planar dynamics on C immedi-
ately implies there cannot be any chaotic behavior in this case,
while for N = 4, if there is any chaotic behavior it must in-
clude points that have trivial isotropy (i.e., that are not in any
invariant subspace, as these all have dimension two or less).
B. Fully synchronized and splay phase: existence and
stability
We recall from5,10 two important periodic solutions that are
guaranteed to exist for (7). The in-phase (fully phase syn-
chronized) oscillation corresponds to the solution Θsync =
(Ωsynct, . . . ,Ωsynct) for some Ωsync while the splay phase
(rotating wave, ZN symmetric solution) corresponds to the
solution Θsplay with Θsplayj = Ω
splayt+ 2piN (j − 1).
The stability for in-phase oscillation can be computed from
the Jacobian of (7), namely
Jjk(θ) =
∂
∂θk
Fj(θ)
=
∂
∂θk
(
F
(2)
j (θ) + F
(3)
j (θ) + F
(4)
j (θ)
)
.
(11)
For k 6= j we have
∂
∂θk
F
(2)
j =
1
N
g′2(θk − θj),
3
∂∂θk
F
(3)
j =
1
N2
N∑
`=1
(
2g′3(θk + θ` − 2θj)− g′4(2θ` − θk − θj)
+ 2g′4(2θk − θ` − θj)
)
,
∂
∂θk
F
(4)
j =
1
N3
N∑
`,m=1
(
2g′5(θj + θk − θ` − θm)
− g′5(θj + θ` − θk − θm)
)
,
where g′k denotes the derivative of gk : R → R with re-
spect to its argument. Because of the phase shift symmetry,
the Jacobian of the vector field F has a zero eigenvalue with
eigenvector (1, . . . , 1). This implies that
∂
∂θj
Fj(θ) = −
∑
k 6=j
∂
∂θk
Fj(θ).
In the case of in-phase oscillation for j 6= k the coefficients
of the Jacobian simplify to
Jjk =
1
N
(g′2(0) + 2g
′
3(0) + g
′
4(0) + g
′
5(0)) (12)
and Jkk = −
∑
q 6=k Jkq . Hence for this case there is a zero
eigenvalue and N − 1 other eigenvalues that are given by
λsync = −g′2(0)− 2g′3(0)− g′4(0)− g′5(0). (13)
Hence the in-phase oscillation will lose stability when λsync
passes from negative to positive in a highly degenerate sym-
metric bifurcation (see10 for more discussion of some of the
branches and global attractors that may generically appear at
such a bifurcation). This can be expressed as a weighted sum
of the derivatives of gk(0).
In the case of the splay phase oscillation we can compute,
for j 6= k, that
Jjk =
1
N
g′2((k − j)ω)
+
1
N2
N∑
`=1
(
2g′3((k + `− 2j)ω)− g′4((2`− k − j)ω)
+ 2g′4((2k − `− j)ω)
)
+
1
N3
N∑
`,m=1
(
2g′5((j + k − `−m)ω)
− g′5((j + `− k −m)ω)
)
.
Note that although this is not clear from this expression, there
should be circulant structure Jj+` k+` = Jjk for this matrix
which implies that the non-zero eigenvalues will generically
be complex except (in the case of N even) for a single real
eigenvalue. We do not compute these eigenvalues in their full
generality but give them for the special cases N = 2, 3, 4 in
the next section.
IV. DYNAMICS OF SMALL NETWORKS WITH
NONPAIRWISE COUPLING
Since the nonpairwise coupling involves combinations of
three and four phases, the dynamics for N = 2 and N = 3
oscillators reduce to coupling of simpler form. In particular,
for N = 2 oscillators (7) reduces to pairwise coupling (1)
with coupling function g(θ) = ξ1 cos(θ + χ1) + ξ2 cos(2θ +
χ2). Similarly, for N = 3 we can express the contributions
of F (4)j to the dynamics in terms of just pairwise and three-
phase interactions. Consequently, N = 4 is the simplest case
where all higher order interaction terms in (7) are nontrivial.
In the following, we consider coupling functions of the
form of (8) where λ is fixed, i.e.,
g2(φ) = ξ1 cos(φ+ χ1) + ξ2 cos(2φ+ χ2)
g3(φ) = ξ3 cos(φ+ χ3)
g4(φ) = ξ4 cos(φ+ χ4)
g5(φ) = ξ5 cos(φ+ χ5)
(14)
where for general N the function g2 determines pairwise,
g3, g4 triplet and g5 quadruplet interaction. The cases N = 2
and 3 are special case as we now discuss. We note that the
eigenvalue (13) that determines the stability of the in-phase
solution Θsync evaluates to
λsync = ξ1 sin(χ1) + 2ξ2 sin(χ2)
+ 2ξ3 sin(χ3) + ξ4 sin(χ4) + ξ5 sin(χ5).
(15)
A. Dynamics of N = 2 or 3 oscillators
For N = 2 note that (7) with coupling (14) can be written
as (1) where
g(φ) := g2(φ) + g3(φ) +
1
2
g3(2φ)
+
1
2
g4(2φ) +
1
4
(g4(φ) + g4(−φ))
+
3
4
g5(φ) +
1
4
(g5(2φ) + g5(−φ)) .
Combining these terms means that g(φ) is of the second har-
monic form as studied in5. The bifurcation of in-phase oscil-
lations is where (15) gives zero eigenvalue, i.e., where
ξ1 sin(χ1) + 2ξ2 sin(2χ2) + 2ξ3 sin(χ3)
+ ξ4 sin(χ4) + ξ5 sin(χ5) = 0
(16)
while the splay phase for N = 2 corresponds to the antiphase
state: this bifurcates where
− ξ1 sin(χ1) + 2ξ2 sin(2χ2) + ξ4 sin(χ4) + ξ5 sin(χ5) = 0.
(17)
In the case of N = 3 one can in principle subsume the
terms g5 into the terms g2,3,4. The bifurcation of in-phase
oscillations similarly occurs where (16). The splay phase has
4
eigenvalues that can be computed as
λsplay = −ξ2 sin(χ2)− 1
2
ξ1 sin(χ1)
± i
2
|2ξ2 cos(χ2)− ξ1 cos(χ1)|
which we note only depends on g2. Moreover these eigenval-
ues are complex unless ξ1 cos(χ1) = 2ξ2 cos(χ2) and there is
a Hopf bifurcation of the splay phase for N = 3 when
ξ2 sin(χ2) +
1
2
ξ1 sin(χ1) = 0. (18)
B. Dynamics of N = 4 oscillators
Turning to N = 4, there is similarly a bifurcation of in-
phase solutions where (16) is satisfied. The splay phase for
N = 4 has eigenvalues
λsplay ∈
{
−2ξ2 sin(χ2), ξ1
2
(− sin(χ1) + i |cos(χ1)|)
}
meaning there is a steady bifurcation of splay phase when
ξ2 sin(χ2) = 0 (19)
while there is a Hopf bifurcation of splay phase (as long as
cos(χ1) 6= 0) when
ξ1 sin(χ1) = 0. (20)
Moreover, for N = 4 the dynamics on the one-dimensional
invariant subspace with isotropy Z2—the points (0, θ, pi, θ +
pi)—is given by
θ˙ = ξ2 sin(χ2) sin(2θ)
with bifurcation of splay phase θ = pi2 at (19). For points
(0, 0, θ, θ) with isotropy (S2)2 we have
θ˙ = c1 sin(θ) + c2 sin(2θ)
with
c1 = ξ1 sin(χ1) + ξ3 sin(χ3) +
1
2
ξ5 sin(χ5),
c2 = ξ2 sin(χ2) +
1
2
ξ3 sin(χ3)
+
1
2
ξ4 sin(χ4) +
1
4
ξ5 sin(χ5).
In this invariant subspace there is a bifurcation of the in-phase
oscillation (θ = 0), as expected, at (16) while there is a bifur-
cation of the antiphase state (0, 0, pi, pi) at
ξ1 sin(χ1)− 2ξ2 sin(χ2)− ξ4 sin(χ4) = 0. (21)
V. CHAOS IN SMALL NETWORKS WITH
NONPAIRWISE COUPLING
Since the reduced system of N oscillators evolves
on TN−1, only networks of N ≥ 4 oscillators can exhibit
chaotic dynamics. We calculate the expansion of a perturba-
tion along a trajectory by integrating the variational equations
v˙j =
N∑
k=1
Jjk(θ(t))vk
numerically along a solution θ(t) of (7) with Jacobian (11):
see for example13 for more details. For a generic choice
of vk(0), we expect vk(t) to grow exponentially fast at the
rate of the maximal Lyapunov exponent λmax, and for typical
choices of initial conditions in the basin of the attractor, this
growth rate will be independent of initial condition; by inte-
grating the variational equations for the phase difference only
we do not calculate the trivial zero Lyapunov exponent.
A. Chaos in networks of N = 4 oscillators
For appropriately chosen parameters, networks of gener-
ically coupled phase oscillators (7) with coupling func-
tions (14) give rise to positive maximal Lyapunov exponents.
With fixed Fourier coefficients
ξ = (−0.3, 0.3, 0.02, 0.8, 0.02) (22)
we explore the dynamics depending on the phase shifts χ. The
absolute value of the order parameter,
R(θ) =
∣∣∣∣∣ 1N
N∑
k=1
exp(iθk)
∣∣∣∣∣ , (23)
gives information about the synchronization of the oscilla-
tors, that is, R(Θsync(t)) = 1 and R(Θsplay(t)) = 0.
Figure 2(a) shows chaotic dynamics for phase shifts χ =
(0.108, 0.27, 0, 1.5, 0) within C that give rise to positive max-
imal Lyapunov exponents. Integrating the system (7)1 for
varying parameters χ1, χ2 reveals a region with random ini-
tial condition reveals a region in parameter space where tra-
jectories give positive maximal Lyapunov exponents; see Fig-
ure 2(b). This region relates to the bifurcation lines χ1 = 0,
given by (19), and χ2 = 0, given by (20), of the splay phase.
More specifically, numerical continuation of the branch of pe-
riodic solutions which arises in the Hopf bifurcation of Θsplay
in AUTO for fixed χ1 = 0.1 and decreasing χ2 from 0.3 to-
wards the parameter values of Figure 2 shows subsequent pe-
riod doubling bifurcations (not shown). The bifurcation of a
(relative) equilibrium on the boundary of C induces bistability
with the attractors in the interior of C.
Trajectories with positive maximal Lyapunov expo-
nents λmax also appear close to the boundary of C. Figure 3(a)
shows a solution θ in C for χ = (0.154, 0.318, 0, 1.74, 0).
These solutions appear to be organized by heteroclinic net-
works that involve saddle-focus equilibria on the bound-
ary of C: Figure 3(b) shows a stable periodic orbit
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Figure 2. Chaotic attractors exist in C for networks of N = 4 oscillators (7) with coupling function (14). Panel (a) shows the dynamics
for χ = (0.1, 0.267, 0, 1.5, 0) with the chaotic fluctuations of the absolute value of the order parameter (23) and the convergence of λmax on
the left and the attractor in terms of phase differences ψk = θk − θ1 in C on the right. The line styles for the cluster states on the boundary
of C are as in Figure 1. Panel (b) shows a region in parameter space where trajectories give rise to positive maximal Lyapunov exponents as
parameters χ = (χ1, χ2, 0, 1.5, 0) are varied. The coloring indicates the maximal Lyapunov exponent which is negative if the trajectory it
converges to a stable equilibrium (on TN−1), zero if it converges to a limit cycle, and positive if trajectories separate exponentially. As initial
conditions are chosen randomly, speckled regions indicate bistability. Black lines indicate bifurcation of equilibria: the splay phase (dashed)
and an equilibrium on the boundary of C (solid). A black dot indicates the choice of parameters in Panel (a).
(a) Chaotic attractor (b) Periodic orbit near heteroclinic
network
Figure 3. Heteroclinic networks organize chaotic behavior in C
for networks of N = 4 oscillators; line styles on the boundary
of C are as in Figure 1. The right panel shows a trajectory with
positive maximal Lyapunov exponents for phase shift parameters
χ = (0.154, 0.318, 0, 1.74, 0) that comes close to the boundary of C.
For nearby parameter values χ = (0.2, 0.316, 0, 1.73, 0) there is an
attracting periodic orbit close to a heteroclinic network involving two
saddle equilibria, one a saddle-focus, on the boundary of C.
close to such a heteroclinic network for parameters χ =
(0.2, 0.316, 0, 1.73, 0). This suggests that chaos can also arise
through a Shilnikov saddle-focus scenario35 on the bound-
ary of C.
B. Chaos in networks of N = 5 oscillators
Positive maximal Lyapunov exponents also for net-
works of N = 5 oscillators. Figure 4 shows posi-
tive maximal Lyapunov exponents and chaotic order pa-
rameter fluctuations for the dynamics of (7) for varying
phase shift parameters χ and fixed initial condition θ(0) =
(0.646, 1.726, 3.269, 5.295, 2pi). Note that for the same pa-
rameter range as in Figure 4, positive maximal Lyapunov ex-
ponents also arise for the dynamics of N = 4 oscillators (not
shown).
VI. DISCUSSION
We show that symmetrical phase oscillator networks with
coupling that involves nonpairwise interaction can exhibit
chaotic dynamics with coupling functions that only contain
two nontrivial harmonics. As demonstrated in Section V,
this is also the case for a network of N = 4 oscillators,
the smallest networks that can support chaotic dynamics. By
contrast, for networks of four oscillators with pairwise inter-
action the only known example of a coupling function that
gives rise to chaotic dynamics has four nontrivial harmon-
ics13. Coupling functions with two harmonics are sufficient
for larger networks7. The emergence of positive Lyapunov ex-
ponents for nonpairwise coupling begs to be explored further.
Our results suggest that chaos can arise through period dou-
bling and—modulo the symmetry on the invariant region—in
a Shilnikov scenario involving a saddle focus on the boundary
of the canonical invariant region. However, the boundaries
of parameter values giving rise to positive λmax apparent in
Figures 2(b) and 4(b) remain to be traced out. Moreover, pos-
itive Lyapunov exponents arise in the same region of param-
eter space. Is it possible to find a (set of) coupling functions
that give chaotic dynamics for any N ≥ 4?
Our results clarify the role amplitude dynamics in the emer-
gence of chaos for oscillators beyond the weak coupling limit.
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Figure 4. Chaotic attractors exist in C for networks (7) of N = 5 oscillators. The left panel shows chaotic fluctuations of the order parameter
R(θ(t)) and the convergence of the maximal Lyapunov exponent λmax for a trajectory for phase shift parameters χ = (0.16, 0.17, 0, 1, 0).
The right panel shows trajectories with chaotic dynamics for varying parameters χ = (χ1, χ2, 0, 1, 0). A black dot indicates the choice of
parameters in Panel (a).
While it has been argued that amplitude degrees of freedom
are crucial for the emergence of chaotic dynamics in fully
symmetric coupled oscillators24,30, our results suggest that
these additional degrees of freedom are not necessary for four
or more oscillators: chaos can arise in the phase reduction
of symmetrically coupled oscillators close to a Hopf bifur-
cation in the weak coupling limit through nonpairwise cou-
pling. Note that higher order expansions of the phase dynam-
ics for symmetric oscillators close to a Hopf bifurcation may
induce interaction terms involving five or more phases. These
may affect the qualitative dynamics of the phase reduction for
N ≥ 5 oscillators but reduce to interactions of four phases
in networks of N = 4 oscillators; cf. Section IV. By con-
trast, the invariant torus in the weak coupling limit for three
oscillators does not support any chaotic dynamics due to the
continuous phase shift symmetry. Thus, chaotic dynamics for
three symmetrically coupled oscillators8 can only occur in the
full system for time scales where the weak coupling approxi-
mation breaks down.
Nonpairwise interaction between phase oscillators also fa-
cilitates the emergence of chaotic weak chimeras, i.e., dynam-
ically invariant sets on which oscillators are locally frequency
synchronized. While recent results on the existence of chaotic
weak chimeras relied on pairwise interactions and coupling
functions with four nontrivial harmonics14, nonpairwise inter-
action yields another mechanism to construct such solutions.
Moreover, as nonpairwise coupling arises in a phase reduction
of more general oscillators our results provide a link between
chaotic weak chimeras and chimera states found for more gen-
eral oscillators beyond the weak coupling limit36—see also12.
Higher order interactions that involve nonpairwise terms
also arise in oscillators with mean field coupling44 and are of
interest for applications. In fact, methods for the analysis of
time series of oscillatory data explicitly address the problem
of reconstructing higher order terms26,37. Thus, we anticipate
that a detailed understanding of the dynamical effects induced
by general nonpairwise coupling will give additional insights
into the analysis of real-world networks of oscillatory units
with generic coupling.
Acknowledgements
The authors would like to thank P. Glendinning for help-
ful conversations and M. Timme, Network Dynamics, and the
Department of Nonlinear Dynamics at the Max Planck Insti-
tute for Dynamics and Self-Organization in Go¨ttingen, Ger-
many for generous access to their high performance comput-
ing facilities to perform large scale computations. CB grate-
fully acknowledges financial support from the People Pro-
gramme (Marie Curie Actions) of the European Union’s Sev-
enth Framework Programme (FP7/2007–2013) under REA
grant agreement no. 626111.
REFERENCES
1Single trajectories were calculated in MATLAB using the standard
adaptive Runge–Kutta scheme with relative and absolute error tol-
erances chosen conservatively at 10−9 and 10−11 respectively. For
the parameter scans, the maximal Lyapunov exponents were cal-
culated by integrating the system for T = 105 time units using a
standard fourth order Runge–Kutta scheme with fixed time step of
∆t = 10−2.
2J. Acebro´n, L. Bonilla, C. Pe´rez Vicente, F. Ritort, and R. Spigler.
The Kuramoto model: A simple paradigm for synchronization phe-
nomena. Reviews of Modern Physics, 77(1):137–185, 2005.
3M. A. D. Aguiar, A. P. S. Dias and H. Ruan. Synchrony and El-
ementary Operations on Coupled Cell Networks. SIAM J. Appl.
Dyn. Syst. 15(1):322–337, 2016.
4M. A. D. Aguiar and A. P. S. Dias. The Lattice of Synchrony Sub-
spaces of a Coupled Cell Network: Characterization and Compu-
tation Algorithm. J. Nonlinear Sci. 24(6):949–996, 2014.
5P. Ashwin, C. Bick and O. Burylko. Identical Phase Oscillator Net-
works: Bifurcations, Symmetry and Reversibility for Generalized
Coupling. Front. App. M. 2(7), 2016.
7
6P. Ashwin, S. Coombes and R. Nicks. Mathematical frameworks
for oscillatory network dynamics in neuroscience. Journal of Math-
ematical Neuroscience, 6:1–92, 2016.
7P. Ashwin, G. Orosz, J. Wordsworth and S. Townley. Dynamics on
networks of clustered states for globally coupled phase oscillators.
SIAM J. Appl. Dynamical Systems, 6(4):728–758, 2007.
8P. Ashwin and O. Podvigina. Hopf bifurcation with cubic symme-
try and instability of ABC flow. Proc. Roy. Soc. A, 459:1801–1827,
2003.
9P. Ashwin and A. Rodrigues. Hopf normal form withSN symmetry
and reduction to systems of nonlinearly coupled phase oscillators.
Physica D, 325:14–24, 2016.
10P. Ashwin and J. W. Swift. The dynamics of n weakly coupled
identical oscillators. Journal of Nonlinear Science, 2(1):69–108,
1992.
11C. Bick. Chaos and Chaos Control in Network Dynamical Systems.
PhD dissertation, Georg-August-Universita¨t Go¨ttingen, 2012.
12C. Bick. Isotropy of Angular Frequencies and Weak Chimeras With
Broken Symmetry. arXiv:1512.01321, 2016.
13C. Bick, M. Timme, D. Paulikat, D. Rathlev and P. Ashwin.
Chaos in Symmetric Phase Oscillator Networks. Phys. Rev. Lett.,
107(24):244101, 2011.
14C. Bick and P. Ashwin. Chaotic Weak Chimeras and their Persis-
tence in Coupled Populations of Phase Oscillators. Nonlinearity,
29(5), 1468–1486, 2016
15E. Brown, P. Holmes and J. Moehlis. Globally coupled oscillator
networks. In Perspectives and Problems in Nonlinear Science: A
Celebratory Volume in Honor of Larry Sirovich, pages 183–215.
Springer, 2003.
16O. Burylko and A. Pikovsky. Desynchronization transitions in non-
linearly coupled phase oscillators. Physica D, 240:1352–1361,
2011.
17A.P. Dias and A. Rodrigues, Secondary bifurcations in systems
with all-to-all coupling. II. Dyn. Syst. 21:439–463, 2006.
18S. Farmer. Neural rhythms in Parkinson’s disease. Brain 125:1175–
6, 2002.
19M. Field. Combinatorial dynamics. Dyn. Syst. 19 (3) 217–243,
2004.
20M. Golubitsky and I. Stewart. Nonlinear dynamics of networks:
the groupoid formalism. Bull. Amer. Math. Soc. 43 (3) 305–364,
2006.
21M. Golubitsky, I. Stewart and A. Torok. Patterns of Synchrony
in Coupled Cell Networks with Multiple Arrows. SIAM J. Appl.
Dynam. Sys. 4 (1) 78–100, 2005.
22J. Guckenheimer and P. Worfolk. Instant Chaos. Nonlinearity 5
1211-1222, 1992.
23C.M. Gray Synchronous oscillations in neuronal systems: mecha-
nisms and functions J. Comput. Neurosci., 1:11–38, 1994.
24V. Hakim, and W.-J. Rappel. Dynamics of the globally coupled
complex Ginzburg-Landau equation. Phys. Rev. A, 46(12), R7347–
R7350, 1992.
25D. Hansel, G. Mato and C. Meunier. Clustering and slow switching
in globally coupled phase oscillators. Phys. Rev. E, 48(5):3470–
3477, 1993.
26B. Kralemann, A. Pikovsky and M. Rosenblum. Reconstruct-
ing phase dynamics of oscillator networks. Chaos, 21(2):025104,
2011.
27Y. Kuramoto. Self-entrainment of a population of coupled non-
linear oscillators. In H. Araki, editor, International Symposium on
Mathematical Problems in Theoretical Physics, Lecture Notes in
Physics, pages 420–422. Springer-Verlag Berlin, 1975.
28A. P. Kuznetsov, L. V. Turukina, N. Yu. Chernyshov and Y. V. Se-
dova. Oscillations and Synchronization in a System of Three Re-
actively Coupled Oscillators. International Journal of Bifurcation
and Chaos, 26(1), 2016.
29R.E. Mirollo, S.H. Strogatz Synchronization of pulse-coupled bio-
logical oscillators SIAM J. Appl. Math., 50(6), 1645–1662, 1990
30N. Nakagawa and Y. Kuramoto. From collective oscillations to
collective chaos in a globally coupled oscillator system. Physica
D, 75(1–3), 74–80, 1994.
31A. Pikovsky, M. Rosenblum and J. Kurths. Synchronization: A
Universal Concept in Nonlinear Sciences. Cambridge University
Press, 2003.
32M. Rosenblum and A. Pikovsky. Self-Organized Quasiperiodicity
in Oscillator Ensembles with Global Nonlinear Coupling. Phys.
Rev. Lett., 98:064101, 2007.
33A. Pikovsky and M. Rosenblum. Self-organized partially syn-
chronous dynamics in populations of nonlinearly coupled oscilla-
tors. Physica D, 238:27–37, 2009.
34H. Sakaguchi and Y. Kuramoto. A soluble active rotator model
showing phase transitions via mutual entrainment. Prog. Theor.
Phys., 76(3):576–581, 1986.
35L. P. Shilnikov. A case of the existence of a denumerable set of
periodic motions. Soviet Mathematics-Doklady, 6:163–166, 1965.
36G.C. Sethia and A. Sen. Chimera States: The Existence Criteria
Revisited, Phys. Rev. Lett., 112:144101, 2014.
37T. Stankovski, V. Ticcinelli, P. V. E. McClintock, and A. Ste-
fanovska. Coupling functions in networks of oscillators. New J. of
Phys., 17(3), 035002, 2015.
38S. H. Strogatz. From Kuramoto to Crawford: exploring the onset
of synchronization in populations of coupled oscillators. Physica
D, 143(1-4):1–20, 2000.
39A.F. Taylor, M.R. Tinsley, Z. Huang and K. Showalter. Dynam-
ical quorum sensing and synchronization in large populations of
chemical oscillators. Science 323:614–7, 2009.
40A.F. Taylor, S. Nkomo and K. Showalter. Chimera and phase-
cluster states in populations of coupled chemical oscillators. Nature
Phys. 8:662–5, 2012.
41E. Ullner and A. Politi. Self-Sustained Irregular Activity in an En-
semble of Neural Oscillators. Phys. Rev. X, 6:011015, 2016.
42S. Watanabe and S. H. Strogatz. Constants of motion for supercon-
ducting Josephson arrays. Physica D, 74(3-4):197–253, 1994.
43K. Wiesenfeld and J.W. Swift. Averaged equations for Josephson
junction series arrays. Phys. Rev. E 51:1020–5, 1995.
44M. Komarov and A. Pikovsky. Finite-size-induced transitions to
synchrony in oscillator ensembles with nonlinear global coupling.
Phys. Rev. E, 92(2):020901, 2015.
8
