





Comparación de tres metodologías  para la construcción de 
intervalos de confianza de los índices de capacidad del proceso 
bajo datos autocorrelacionados 
 
Comparison of three methods for constructing confidence intervals of 
process capability indices under autocorrelated data 
 
 




Resumen. Los ı´ndices de  capacidad de  un  proceso han  sido  ampliamente utilizados en  la 
industria, los cuales suministran una  informacio´n nume´rica acerca de co´mo el proceso se a 
justa a unos  l´ımites de especificacio´n estable- cidos.   Los  procedimientos existentes para 
construir intervalos de  confianza para los ı´ndices  de  capacidad Cpm  y  Cpmk  en  procesos 
estacionarios  gau- ssianos muestran ba jos porcenta jes de cobertura. Este art´ıculo presenta 
dos  metodolog ı´as alternativas para construir inter- valos  de  confianza para los ı´ndices  
Cpm  y Cpmk , adema´s  de  los ı´ndices  Cp y  Cpk ,  en  procesos estacionarios  gaussianos.   La  
comparacion de  las  tres metodolog´ıas  se  realiza mediante  simulacion, analizando el  
porcenta je  de cobertura para procesos autorregresivos de orden uno. 
 
Palabras clave: Autocorrelacio´n, ı´ndices de capacidad de procesos, intervalo de 
confianza, porcenta je de cobertura. 
 
Abstract.  The process capability  indexes have  been  widely  used  in  indus- tries.   They 
provide numerical information  regarding the way  the process adjusts itself to some  pre-
established specification limits. The existing pro- cedures to construct confidence intervals 
for the capability indexes Cpm  and Cpmk  in stationary Gaussian processes show  low 
percentages of coverage. This paper presents  two  alternative  methodologies  to construct  
confidence intervals  for the indexes Cpm  and   Cpmk ,  besides the indexes Cp    and  Cpk in 
stationary Gaussian processes. Comparison among these three methodologies is performed 
by simulation, analysing the coverage percentage for au- toregressive processes of order 
one. 
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1 INTRODUCCIO´N
Los ı´ndices de capacidad del proceso miden la eficiencia de un proceso bajo cier-
tas especificaciones establecidas por la empresa o por las exigencias del mercado.
Entre los ı´ndices de capacidad ma´s usados, se encuentran el Cp, Cpk, Cpm y Cpmk.
Un ana´lisis de capacidad usual supone que el proceso se halla bajo control es-
tad´ıstico, que la distribucio´n del proceso sea normal y que exista independencia
entre las observaciones. Sin embargo, en varias ocasiones los procesos indivi-
duales, exhiben datos autocorrelacionados. En la literatura estad´ıstica, se en-
cuentra gran cantidad de informacio´n respecto de los ı´ndices de capacidad para
datos independientes, pero son muy escasas las investigaciones cuando se trata
con datos autocorrelacionados; ver, por ejemplo, las revisiones bibliogra´ficas de
Kotz y Johnson (2002) y Spiring y cols.(2003). Zhang (1998) encuentra la va-
rianza de los estimadores de los ı´ndices de capacidad Cp y Cpk en procesos esta-
cionarios gaussianos y analiza los porcentajes de cobertura de los intervalos de
confianza para Cp y Cpk y Guevara y Vargas (2007) localizan la varianza de los
estimadores de los ı´ndices de capacidad Cpm y Cpmk en procesos estacionarios
gaussianos y muestran que los porcentajes de cobertura para los intervalos de
confianza sime´tricos y asime´tricos para Cpm y Cpmk son bajos.
Guevara y Vargas (2006) presentan un me´todo basado en regresio´n lineal para
construir intervalos de confianza de los ı´ndices de capacidad Cpm y Cpmk en
procesos estacionarios gaussianos. En particular, para un proceso estacionario
AR(1), que muestra el intervalo de confianza para el Cpm alcanza un porcentaje
de cobertura del 99% y para el Cpmk del 100%, los cuales son muy poco confiables
para ser utilizados en la pra´ctica.
Este art´ıculo presenta dos metodolog´ıas alternativas para construir intervalos
de confianza de los ı´ndices de capacidad Cp, Cpk, Cpm y Cpmk en procesos esta-
cionarios gaussianos. Los me´todos son basados en regresio´n lineal y en el boots-
trap de bloques mo´viles propuesto por Ku¨nsch(1989). Las comparaciones de
las dos metodolog´ıas de construccio´n de intervalos de confianza para los ı´ndices
de capacidad se lleva a cabo v´ıa simulacio´n, calculando la proporcio´n en que el
verdadero valor de estos ı´ndices se halla dentro del intervalo de confianza cons-
truido, es decir, el porcentaje de cobertura para dichos intervalos que considera
procesos estacionarios AR(1). Se muestra que los porcentajes de cobertura se
mejoran, para el caso de la metodolog´ıa basada en regresio´n lineal. El art´ıculo
esta´ organizado como sigue: en la seccio´n 2, se presentan, algunas consideraciones
teo´ricas relativas al estudio; En la seccio´n 3, se describen los para´metros, algorit-
mos de simulacio´n y los resultados del estudio, y, finalmente, en la seccio´n 4 son




En esta seccio´n, se da un resumen de algunos conceptos relevantes para el desarro-
llo del estudio.
2.1 I´ndices de capacidad del proceso
Los ı´ndices de capacidad del proceso son herramientas de calidad que permiten
ajustar, por medio de un valor nume´rico, procesos bajo ciertas especificaciones
establecidas por la industria, con el propo´sito de obtener un mejor rendimiento
para los procesos. Los ı´ndices ma´s utilizados son: Cp (Kane, 1986), Cpk, Cpm
(Hsiang y Taguchi, 1985) y el Cpmk (Pearn y cols., 1992). La media µ y desviacio´n
esta´ndar σ del proceso provienen de una distribucio´n normal donde el l´ımite de
especificacio´n inferior LEI y el l´ımite de especificacio´n superior LES se ajustan
de acuerdo con el proceso, de igual forma el valor objetivo T . Los ı´ndices de

























σ2 + (µ − T )2
, (4)
donde d = (LES − LEI)/2 y m = (LES + LEI)/2.
2.2 Procesos estacionarios gaussianos
Los conceptos y definiciones que, a continuacio´n, se presentan sobre procesos esta-
cionarios gaussianos, se pueden estudiar con mayor profundidad en Brockwell y
Davis (1996). Un proceso estoca´stico discreto es un sucesio´n de variables aleato-
rias {X1,X2,X3, . . . ,Xt} con t ∈ Z, donde Z son los nu´meros enteros. Hay que
notar que una serie de tiempo {Xt} es una realizacio´n de un proceso estoca´stico.
La funcio´n de medias de {Xt} es
µx(t) = E(Xt), t ∈ Z,
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y la funcio´n de autocovarianza de {Xt} es
γx(r, s) = Cov(Xr,Xs) = E[(Xr − µx(r))(Xs − µx(s))] ∀ r, s ∈ Z.
Se dice que una serie de tiempo {Xt} es estacionaria (en sentido de´bil) si:
1. µx(t) es independiente de t.
2. γx(t+ h, t) es independiente de t para cada h.
De aqu´ı en adelante, se entendera´ como serie de tiempo estacionaria la definicio´n
anterior.
Sea {Xt} una serie de tiempo estacionaria. La funcio´n de autocovarianza de
{Xt} en el rezago h es
γx(h) = Cov(Xt+h,Xt),




= Corr(Xt,Xt+h) , h ∈ Z.
Un proceso estoca´stico {Xt} se conoce como un ruido blanco (RB) si:




0, t1 �= t2
σ2, t1 = t2.
Para valorar el grado de dependencia en los datos y seleccionar el modelo ade-
cuado, se cuenta con una herramienta importante denominada funcio´n de au-
tocorrelacio´n muestral. La funcio´n de autocorrelacio´n muestral de una serie de




, −n < h < n
donde, usualmente, n ≤ [|N/4|] ([| · |], funcio´n parte entera), N es la longitud de






(xt+|h| − x¯)(xt − x¯) , −n < h < n.
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Un proceso estoca´stico estacionario {Xt} que obedece a un modelo ARMA(p, q)
p, q ∈ N, si {Xt} es la solucio´n de la ecuacio´n en diferencias:
Xt − φ1Xt−1 − · · · − φpXt−p = Zt + θ1Zt−1 + · · ·+ θqZt−q,
donde φ y θ ∈ R, {Zt} ∼ RB(0, σ
2) y Cov(Xs, Zt) = 0 s < t. As´ı un modelo
ARMA(0, 1) ≡ AR(1), luego se define como xt = φxt−1 + Zt, y si satisface que
|φ| < 1, el proceso recibe el nombre de modelo estacionario autorregresivo de





, h ≥ 0,




y la funcio´n de autocorrelacio´n es
ρ(h) = φh, h ≥ 0.
2.3 Intervalos de confianza de los ı´ndices de capacidad del pro-
ceso para datos autocorrelacionados
Para llevar a cabo un ana´lisis de ı´ndices de capacidad del proceso bajo ciertas
especificaciones, es necesario que los datos del proceso cumplan los supuestos de
independencia y de normalidad, considerando que el proceso se encuentre bajo
control estad´ıstico, segu´n Montgomery (2008). En algunas ocasiones, el supuesto
de independencia de los datos no se cumple y llevan a los ı´ndices arrojar con-
clusiones erro´neas y de poca credibilidad sobre la capacidad del proceso. Al ver
la situacio´n de que los datos presentan algu´n grado de correlacio´n, es necesario
verificar si los datos se ajustan a un modelo de serie de tiempo.
Zhang (1998) realiza la construccio´n de intervalos de confianza para los ı´ndices
Cp y Cpk que tienen un proceso estacionario AR(1). Posteriormente, Guevara y
Vargas (2007) realizan la construccio´n de intervalos de confianza para los ı´ndices
Cpm y Cpmk. Sea {Xt} un proceso estacionario gaussiano y {X1,X2, · · · ,Xn}













la media y la varianza muestral, respectivamente. Zhang (1998) da los valores
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esperados y las varianzas de X, S2 y S:

















2(n − 1)2f(n, ρi)
,
donde,

























(n − i− j)ρiρj ,
y






Zhang (1998) hallo´ un valor aproximado para las varianzas de Cp y Cpk para
cualquier proceso estacionario gaussiano; a partir de lo hecho por Zhang (1998),
Guevara y Vargas (2007) establecieron un valor aproximado para las varianzas
de Cpm y Cpmk. Se tiene que:
V ar[ �Cp] ≈ C2p F (n, ρi)2(n− 1)2f3(n, ρi) , (5)







2(n − 1)2f2(n, ρi)
�
, (6)
V ar[ �Cpm] ≈ C2p
 2F (n,ρi)(n−1)2 + 4g(n,ρi)ξ2n
4[f(n, ρi) + ξ2]3
 , (7)
y

















2[f(n, ρi) + ξ2]
]2}
donde ρi = ρ(i) i = 1, 2, . . . , n, es la funcio´n de autocorrelacio´n de {Xt} definida
en la seccio´n 2.2 y ξ = µ−Tσ . Los intervalos de confianza se construyen de la
siguiente forma:
̂ı´ndice de capacidad ± k(σ̂ı´ndice de capacidad).
Siendo Ĉp, Ĉpk,Ĉpm y Ĉpmk, los estimadores usuales, que se obtienen sustituyendo
µ por X y σ2 por S2, en (1) al (4) de la seccio´n 2.1, el σ̂ı´ndice de capacidad respectivo
se obtiene tomando las ecuaciones (5) al (8), y el valor de k es escogido por el
usuario. Si se toma k = 2 se construye un intervalo de confianza al 95% y
k = 3 para un intervalo de confianza al 99%. La forma de construccio´n de los
intervalos de confianza para los ı´ndices de capacidad Cp, Cpk, Cpm y Cpmk, dados
en esta seccio´n, se llamara´ metodolog´ıa teo´rica. La construccio´n de los intervalos
de confianza para los ı´ndices de capacidad mencionados y sus porcentajes de
cobertura son descritos en el algoritmo 1 de la seccio´n 3.
2.4 Regresio´n lineal simple e intervalos de confianza para los
ı´ndices de capacidad del proceso
La regresio´n lineal simple es una herramienta que permite establecer la relacio´n
lineal de una variable dependiente Y y una variable independiente o explicativa
X. El modelo de tipo lineal es de la forma Y = β0 + β1X + ε, donde β0, β1
son constantes y ε es el error del modelo que usualmente se consideran normal-
mente distribuidos e independientes. En la pra´ctica, una relacio´n lineal entre
las variables Y y X se detecta por medio de un diagrama de dispersio´n que se
obtiene al graficar en un plano cartesiano los puntos (xi, yi), correspondientes a
las observaciones de una muestra. De tal forma que los puntos resultantes mues-
tran una tendencia rectil´ınea acentuada. Los coeficientes β0 y β1 son para´metros
desconocidos que deben ser estimados con los valores de la muestra para obtener
un modelo estimado Ŷ = β̂0+ β̂1Xi. La estimacio´n de los para´metros del modelo
se realiza mediante el me´todo de mı´nimos cuadrados ordinarios.
Para saber si el modelo ajustado a los datos es el adecuado, es necesario rea-
lizar unas pruebas donde se toman los residuales del modelo (ri = yi − ŷi) y se
analizan los supuestos de normalidad, independencia y homocedasticidad sobre
los residuales (Clavijo (2005)).
Guevara y Vargas (2006) presentan un me´todo que permite construir intervalos
de confianza para los ı´ndices de capacidad Cpm y Cpmk. En el caso del Cpm, este
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me´todo aprovecha la relacio´n exponencial que existe entre φ y el max(Ĉpm−Cpm).
Para el Cpmk, se tiene en cuenta la relacio´n exponencial que existe entre φ y el
max(|Ĉpmk−Cpmk|). A trave´s de una transformacio´n de estas relaciones, se cons-
truye una relacio´n lineal entre las observaciones, se aplican procesos de regresio´n
lineal y mediante simulacio´n se encuentran los valores estimados de los coefi-
cientes de regresio´n que permiten construir el intervalo de confianza para cada
ı´ndice, de la forma Ĉpm ± ŷ o Ĉpmk ± ŷ, con ŷ = exp(β̂0 + β̂1φ) para procesos
estacionarios gaussianos con modelos AR(1). El estudio arroja porcentajes de
cobertura del 99% para Cpm y del 100% para Cpmk, resultados a nuestra con-
sideracio´n muy poco creibles para su aplicacio´n. Teniendo en cuenta lo anterior,
se supone una modificacio´n al me´todo dado por Guevara y Vargas (2006) para
la construccio´n de intervalos de confianza para los ı´ndices de capacidad, el cual
es explicado en el algoritmo 2, de la seccio´n 3. Adema´s, se hace el ca´lculo del
porcentaje de cobertura de los intervalos bajo esta metodolog´ıa.
2.5 Bootstrap de bloques mo´viles e intervalos de confianza para
los ı´ndices de capacidad del proceso
La metodolog´ıa bootstrap propuesta por Efron (1979) es una herramienta com-
putacional que permite establecer estimadores no parame´tricos, teniendo en cuen-
ta el supuesto de independencia que en muchas ocasiones no se cumple. Sin em-
bargo, con el transcurrir de los an˜os, se han implementado metodolog´ıas bootstrap
especiales para el manejo de datos dependientes, entre los que se cuenta el boots-
trap de bloques mo´viles propuestos por Ku¨nsch (1989), Liu y Singh (1992), el
bootstrap de bloques no superpuestos por Carlstein (1986), el bootstrap de blo-
ques por Politis y Romano (1992) y el bootstrap por Politis y Romano (1994).
El me´todo bootstrap de bloques mo´viles propuesto por Ku¨nsch (1989) y pos-
teriormente por Liu y Singh (1992) remuestrea bloques aleatoriamente con reem-
plazamiento desde las subcolecciones {B(i, k) : i = 1, . . . , n− l+1, k = l}; n es el
taman˜o de la muestra y k el nu´mero de bloques. Sea I11, . . . , I1b variables aleato-
rias independiente ide´nticamente distribuidas condicionadas con distribucio´n uni-
forme discreta en {1, . . . , n− l + 1}, esto es, la probabilidad condicional dada la
serie de tiempo {Xn}, P∗(I11 = i) = (n − l + 1)
−1, 1 ≤ i ≤ n − l + 1, donde el
taman˜o de los bloques es b = [|n/l|]. As´ı el remuestreo hecho por el bootstrap
por bloques mo´viles esta´ dado por B(I11, l), . . . ,B(I1b, l) y la organizacio´n de b
elementos de los bloques es de forma secuencial, luego la muestra bootstrap queda




1,l+1, . . . ,X
∗
1,2l, . . . ,X
∗
1,bl. Por ejemplo, se
tiene k = 3 y b = 2, donde k es el nu´mero de bloques y b el nu´mero de ele-
mentos, B1 = (9, 2),B2 = (7, 4) y B3 = (4, 6), luego la muestra bootstrap es
(9, 2, 7, 4, 4, 6).
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En este art´ıculo, se propone un me´todo alternativo para construir intervalos de
confianza para Cp, Cpk, Cpm, Cpmk, usando la metodolog´ıa bootstrap para datos
dependientes propuesto por Ku¨nsch. La forma de construccio´n de los intervalos
de confianza para los ı´ndices de capacidad y el ca´lculo del porcentaje de cober-
tura se muestran en el algoritmo 3, de la seccio´n 3. Para el desarrollo del estudio
simulacio´n, la librer´ıa tseries creada por Trapletti y Hornik (2009) del paquete
estad´ıstico R permite la utilizacio´n del bootstrap de bloques mo´viles dado por
Ku¨nsch (1989).
3 El estudio de simulacio´n
En esta seccio´n, se muestra la metodolog´ıa, los escenarios de simulacio´n y los re-
sultados producto de llevar a cabo el estudio comparativo de las tres metodolog´ıas
de construccio´n de intervalos de confianza para los ı´ndices de capacidad Cp, Cpk,
Cpm y Cpmk, descritos en la seccio´n 2. Resultados adicionales, pueden consultarse
en Rodr´ıguez (2011).
Tabla 1. Para´metros de simulacio´n
LEI LES K n µ σ T φ
-3 3 2 50 0 0,5 1 0,15
100 1 2 0,20














Se simula un proceso AR(1) estacionario de acuerdo con los para´metros de sim-
ulacio´n considerados en la tabla 1. Luego se compara el desempen˜o de las tres
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metodolog´ıas segu´n los algoritmos en diferentes escenarios de simulacio´n y se
hallaron porcentajes emp´ıricos mediante el conteo del nu´mero de veces que se
encuentre el ı´ndice de capacidad teo´rico en los intervalos de confianza simulados
con una confiabilidad del 95% (K = 2), lo cual se llamara porcentaje de cober-
tura. Los tres algoritmos fueron llevados a rutinas de programacio´n en el paquete
estad´ıstico de uso libre R 2.13.1.


























Figura 1. Gra´ficos de dispersio´n φ versus v̂ar(´ındice de capacidad)
3.1.1 Algoritmo 1. Ca´lculo de los intervalos de confianza con la
metodolog´ıa teo´rica.
1. Se fijan los valores LEI,LES, µ,K, n, σ, T y φ, donde n, σ, T y φ var´ıan
(ver tabla 1).
2. Se calcula el ı´ndice de capacidad teo´ricos Cp, Cpk, Cpm y Cpmk , siguiendo
a las ecuaciones (1), (2), (3) y (4) (ver seccio´n 2.1).
3. Se simula una serie AR(1) estacionaria de taman˜o n y para´metros φ, µ y σ
(ver seccio´n 2.2).
4. Se calcula la estimacio´n del ı´ndice de capacidad Ĉp, Ĉpk, Ĉpm o Ĉpmk, donde
se estima µ̂ y σ̂ del proceso, de acuerdo con las ecuaciones (1), (2), (3) y
(4).
5. Se obtiene γ̂(h), la funcio´n de autocorrelacio´n muestral (ver seccio´n 2.2).
6. Se hace el ca´lculo de V̂ ar(Ĉp), V̂ ar(Ĉpk), V̂ ar(Ĉpm) o V̂ ar(Ĉpmk), de acuer-
do con las ecuaciones (5), (6), (7) y (8) (ver seccio´n 2.3).
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V̂ ar(Ĉpk), Ĉpm ±K
√
V̂ ar(Ĉpm), y Ĉpmk ±K
√
V̂ ar(Ĉpmk).
8. Se repiten los pasos 1 al 7 1.000 veces, y se obtienen 1.000 intervalos de
confianza.
9. Se cuenta el nu´mero de intervalos de confianza que contiene el ı´ndice teo´rico
calculado en el paso 2, y se obtiene el porcentaje de cobertura.
3.1.2 Algoritmo 2. Ca´lculo de los intervalos de confianza con la
metodolog´ıa de regresio´n lineal.
1. Se fijan los valores LEI,LES, µ,K, n, σ, T y φ, donde n, σ, T y φ var´ıan
(ver tabla 1).
2. Se simula una serie AR(1) estacionaria de taman˜o n y para´metros φ, µ y σ
(ver seccio´n 2.2).
3. Se calcula la estimacio´n del ı´ndice de capacidad Ĉp, Ĉpk, Ĉpm o Ĉpmk para
todos los valores de φ considerados, donde se estima µ̂ y σ̂ del proceso.
4. Se calcula V̂ ar(Ĉp), V̂ ar(Ĉpk), V̂ ar(Ĉpm) o V̂ ar(Ĉpmk), siguiendo las
ecuaciones (1), (2), (3) y (4) (ver seccio´n 2.1).
5. Se realiza un gra´fico de dispersio´n entre los valores de phi y su varianza
V̂ ar(Ĉp), V̂ ar(Ĉpk), V̂ ar(Ĉpm) o V̂ ar(Ĉpmk) (ver figura 1).
6. Se transforman las varianzas estimadas de acuerdo con el gra´fico de dis-
persio´n del paso 5; para ganar linealidad se toma ln(V̂ ar(Ĉp)), ln(V̂ ar(Ĉpk)),
ln(V̂ ar(Ĉpm)) y ln(V̂ ar(Ĉpmk)).
7. Se ajustan las varianzas estimadas a una recta y se calculan β̂0 y β̂1 (ver
seccio´n 2.4).
8. Se calcula el ı´ndice de capacidad Cp, Cpk, Cpm o Cpmk teo´rico.
9. Se realiza el ca´lculo del intervalo de confianza de acuerdo con los pasos
6 y 7 mediante la fo´rmulas Ĉp ± k(
√
β̂0 + β̂1 ∗ φ), Ĉpk ± k(
√
β̂0 + β̂1 ∗ φ),
Ĉpm ± k(
√
β̂0 + β̂1 ∗ φ) y Ĉpmk ± k(
√
β̂0 + β̂1 ∗ φ).
10. Se repiten los pasos 1 al 9 1.000 veces, y se obtienen 1.000 intervalos de
confianza.
Revista Tumbaga 2012 | 7 | 77 - 95 88
MATEMÁTICAS Y ESTADÍSTICA
11. Se cuenta el nu´mero de intervalos de confianza que contiene el ı´ndice teo´rico
calculado en el paso 8, y se obtiene el porcentaje de cobertura.
3.1.3 Algoritmo 3. Ca´lculo de los Intervalos de Confianza con la
Metodolog´ıa Bootstrap.
1. Se fijan los valores LEI,LES, µ,K, n, σ, T y φ, donde n, σ, T y φ var´ıan,
(ver tabla 1).
2. Se simula una serie AR(1) estacionaria de taman˜o n y para´metros φ, µ y σ
(ver seccio´n 2.2).
3. Se calcula el ı´ndice de capacidad Cp, Cpk, Cpm o Cpmk teo´rico, siguiendo
las ecuaciones (1), (2), (3) y (4) (ver seccio´n 2.1).
4. Se generan 500 muestras bootstrap de bloques mo´viles de acuerdo con la
teor´ıa de los ı´ndices Cp, Cpk, Cpm y Cpmk, siguiendo la serie AR(1) esta-
cionaria del paso 2 (ver seccio´n 2.5).
5. Se forma una distribucio´n emp´ırica de los 500 bootstrap del ı´ndice Cp,
Cpk, Cpm o Cpmk, luego se toma el cuantil
α
2 y 1 −
α
2 de la distribucio´n
tomando (α = 0,05) como el extremo inferior y superior, respectivamente,
del intervalo de confianza.
6. Se repite los pasos 1 al 5 1.000 veces, y se obtienen 1.000 intervalos de
confianza.
7. Se cuenta el nu´mero de intervalos de confianza que contiene el ı´ndice teo´rico
calculado en el paso 3, y se obtienen el porcentaje de cobertura.
3.2 Resultados
Los porcentajes de cobertura obtenidos del proceso de simulacio´n de los ı´ndices
de capacidad con las tres metodolog´ıas empleadas son comparadas muy detalla-
damente en diferentes escenarios de simulacio´n de acuerdo con las siguientes
tablas, donde se incluyen los para´metros de la tabla. En cuanto a las tablas y
figuras, se escogen los resultados de las simulaciones con porcentajes de cobertura
con una diferencia significativa.
89
MATEMÁTICAS Y ESTADÍSTICA
Tabla 2. Porcentaje de cobertura para el ı´ndice Cp con serie taman˜o n = 200
Metodolog´ıa
φ \ σ Teo´rico Regresio´n Bootstrap
0,5 1 1,5 2 0,5 1 1,5 2 0,5 1 1,5 2
0,15 99,1 99,0 99,3 99,1 94,5 94,3 94,6 94,6 91,0 91,6 90,8 89,7
0,20 99,5 98,9 98,8 98,9 93,9 94,2 93,4 95,5 87,7 89,6 88,9 91,0
0,25 99,2 98,6 98,2 99,1 94,8 96,5 95,4 94,3 88,8 89,4 89,6 89,0
0,30 98,8 98,9 98,6 98,9 95,6 95,2 94,6 94,2 90,6 88,5 89,8 88,5
0,35 99,2 99,3 98,8 98,9 95,8 95,6 95,0 96,8 89,3 91,1 87,2 87,1
0,40 99,0 98,9 98,2 98,7 94,5 95,4 95,3 97,1 87,8 88,8 88,0 87,3
0,45 99,0 98,7 98,5 98,9 95,9 94,9 95,6 96,0 83,9 86,2 87,3 87,0
0,50 98,6 98,8 98,2 99,3 96,6 95,2 96,0 94,9 87,5 89,4 88,9 86,9
0,55 98,2 98,3 98,7 98,8 95,1 96,0 96,1 95,5 87,8 86,0 86,4 84,7
0,60 98,1 98,3 98,5 98,2 96,5 94,3 95,3 95,4 86,0 86,9 85,7 85,8
0,65 98,8 97,4 98,5 98,7 95,5 95,4 95,4 94,6 84,0 84,8 84,8 86,0
0,70 97,5 97,3 97,9 96,9 95,8 95,4 94,0 94,8 84,7 80,6 82,1 82,2
0,75 98,0 98,3 97,1 97,7 94,5 94,7 95,2 95,2 81,2 80,7 80,6 82,5
0,80 97,5 96,0 97,7 96,3 94,3 92,9 93,2 94,9 76,9 78,9 79,1 79,3
0,85 96,7 97,3 97,3 97,0 92,1 92,0 93,2 92,6 76,8 74,9 73,5 77,5
0,90 94,8 94,9 94,8 95,9 90,4 90,4 90,4 93,0 69,7 68,0 64,9 68,9
Figura 2. Gra´fico comparativo de las metodolog´ıas para el ı´ndice de capacidad
Cp con σ = 2 y n = 200
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Tabla 3. Porcentaje de cobertura para el ı´ndice Cpk con serie taman˜o n = 100
Metodolog´ıa
φ \ σ Teo´rico Regresio´n Bootstrap
0,5 1 1,5 2 0,5 1 1,5 2 0,5 1 1,5 2
0,15 98,6 97,6 95,8 91,6 96,1 93,2 90,2 87,1 89,2 87,4 85,3 82,7
0,20 98,5 98,3 94,5 94,3 95,2 93,1 90,8 87,3 86,7 87,2 84,4 82,3
0,25 99,2 97,0 95,4 91,6 93,8 93,7 92,2 89,4 87,9 87,9 84,9 84,6
0,30 98,5 97,9 95,0 90,6 95,3 94,6 92,1 90,9 87,5 87,9 85,1 81,7
0,35 97,7 97,5 94,6 91,1 95,7 95,5 94,2 90,9 86,5 86,6 87,3 82,2
0,40 98,5 98,1 93,7 89,5 96,4 94,9 92,1 89,5 85,8 85,9 86,1 81,7
0,45 98,8 96,0 94,9 90,2 95,5 95,2 93,2 90,4 84,9 88,7 86,2 81,1
0,50 99,2 96,8 93,1 90,2 95,2 96,1 92,4 89,8 86,5 86,7 85,3 81,3
0,55 97,9 96,2 93,9 88,9 95,2 96,0 93,4 90,6 84,7 84,9 85,4 82,4
0,60 98,3 96,6 89,4 85,9 95,5 96,2 94,6 90,4 84,0 88,9 84,4 82,1
0,65 97,5 95,9 90,2 87,0 94,4 95,8 93,9 91,3 86,3 84,6 84,9 81,7
0,70 97,1 93,9 90,7 83,2 94,0 95,1 93,6 90,5 84,6 85,9 83,2 80,3
0,75 96,7 93,0 88,5 82,1 95,7 96,1 91,4 89,4 81,9 85,0 84,6 79,1
0,80 96,8 93,2 85,3 77,8 96,3 94,3 91,8 89,1 81,5 85,4 82,3 77,5
0,85 95,7 87,4 80,1 73,7 94,9 92,9 88,1 83,7 78,5 80,9 80,5 74,5
0,90 92,6 82,0 75,2 67,8 93,9 89,6 84,0 77,3 73,7 80,3 78,2 72,9
Figura 3. Gra´fico comparativo de las metodolog´ıas para el ı´ndice Cpk con
σ = 1.5 y n = 100
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Tabla 4. Porcentaje de cobertura para el ı´ndice Cpm con valor objetivo T = 3
y taman˜o n = 50
Metodolog´ıa
φ \ σ Teo´rico Regresio´n Bootstrap
0,5 1 1,5 2 0,5 1 1,5 2 0,5 1 1,5 2
0,15 69,5 69,6 79,8 83,1 89,8 90,2 92,8 92,4 82,0 84,4 83,7 80,9
0,20 69,8 71,9 77,4 81,8 91,2 91,9 93,5 93,0 83,3 82,6 84,0 84,0
0,25 66,9 73,2 78,7 82,4 94,2 93,4 95,9 95,6 81,9 81,7 80,8 81,1
0,30 69,4 69,5 77,8 80,1 94,5 96,3 95,3 94,2 82,0 79,4 81,5 82,2
0,35 68,1 69,5 73,5 77,8 96,8 95,6 96,5 96,1 80,0 76,5 79,9 80,7
0,40 65,6 70,2 74,2 81,3 96,5 96,3 95,8 93,9 79,0 82,8 80,6 81,9
0,45 67,8 70,4 76,1 77,0 97,4 97,1 95,8 95,1 82,2 78,6 80,4 79,6
0,50 66,3 71,9 71,7 80,9 98,1 97,3 96,9 94,7 78,2 76,9 77,6 77,3
0,55 63,4 68,1 74,8 79,5 98,6 96,9 95,1 96,2 77,7 77,1 77,8 78,1
0,60 65,3 67,7 75,4 78,2 97,9 97,4 96,5 96,2 75,5 75,7 77,3 76,3
0,65 61,7 67,9 73,9 76,5 98,1 97,4 95,2 95,9 75,8 75,3 74,3 75,8
0,70 63,6 66,3 71,4 77,2 96,6 97,3 94,6 94,8 73,5 71,4 74,2 73,9
0,75 62,3 66,0 73,1 76,0 96,2 95,8 93,8 94,5 68,0 70,5 71,0 67,7
0,80 60,5 64,0 69,6 74,8 94,6 93,0 92,7 93,7 68,4 67,5 67,3 65,9
0,85 56,7 65,8 68,3 77,5 92,6 91,3 92,1 92,7 63,7 64,5 63,8 64,0
0,90 52,5 61,8 68,3 73,4 85,4 86,7 88,5 92,0 53,8 54,8 55,5 55,6
Figura 4. Gra´fico comparativo de las metodolog´ıas para el ı´ndice Cpm con
T = 3, σ = 1.5 y n = 50
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Tabla 5. Porcentaje de cobertura para el ı´ndice Cpmk con valor objetivo T = 3
y taman˜o n = 200
Metodolog´ıa
φ \ σ Teo´rico Regresio´n Bootstrap
0,5 1 1,5 2 0,5 1 1,5 2 0,5 1 1,5 2
0,15 55,6 57,8 63,0 66,4 82,9 83,4 82,9 83,1 82,2 81,1 79,8 75,2
0,20 53,0 58,5 62,1 62,8 84,3 84,3 84,3 83,5 83,9 79,2 79,0 75,8
0,25 56,1 59,7 67,3 65,6 85,4 84,5 84,7 83,1 82,9 79,4 78,6 79,1
0,30 55,6 58,3 60,8 65,4 87,1 87,0 86,2 85,6 83,4 81,2 79,4 74,9
0,35 54,7 61,2 59,1 61,8 88,1 87,0 86,9 85,8 84,6 80,9 79,5 75,9
0,40 52,8 59,9 62,2 66,2 89,0 88,0 86,5 87,4 81,8 81,4 78,3 76,6
0,45 53,1 60,1 63,9 66,3 91,6 87,7 88,0 86,5 82,6 79,2 80,3 74,5
0,50 53,4 61,5 63,8 64,5 91,4 87,6 87,3 86,7 84,3 79,8 76,8 76,2
0,55 55,4 61,1 61,7 63,8 90,8 88,0 88,5 85,9 83,1 80,3 78,3 75,5
0,60 50,8 59,6 62,5 63,6 90,4 88,9 89,0 88,7 84,4 81,9 75,9 75,7
0,65 53,1 60,2 65,2 66,3 91,1 89,3 88,3 87,6 83,2 80,3 76,7 73,7
0,70 54,9 61,9 61,3 64,4 90,8 87,4 88,6 84,0 83,5 81,2 74,9 75,4
0,75 54,9 58,8 63,0 64,4 89,0 86,2 85,8 86,4 81,2 79,6 74,4 70,3
0,80 55,9 62,1 66,1 65,7 86,8 86,0 84,2 82,7 83,2 79,4 77,4 68,8
0,85 52,8 62,2 66,6 64,3 82,6 81,2 82,2 80,0 83,3 76,7 71,6 70,3
0,90 57,0 61,0 66,0 61,2 78,1 75,7 74,0 69,3 79,5 76,0 72,4 64,3
Figura 5. Gra´fico comparativo de las metodolog´ıas para el ı´ndice Cpmk con
T = 3 σ = 1 y n = 200
Los porcentajes de cobertura del ı´ndice Cp con σ = 2, n = 200, proporcionados
por la tabla 2 y la figura 2, determinan que la metodolog´ıa teo´rica es la ma´s
adecuada, con porcentajes entre el 95 y el 98%, seguida de la metodolog´ıa de
regresio´n con porcentajes entres el 93 y el 96%. Luego la metodolog´ıa bootstrap
muestra porcentajes entre el 70 y el 90%; los porcentajes de cobertura del ı´ndice
Cpk con σ = 1 y n = 100, proporcionados por la tabla 3 y la figura 3, muestran
porcentajes entre el 80 y el 95%, luego la metodolog´ıa de regresio´n con porcenta-
jes entre el 75 y el 95% y la metodolog´ıa bootstrap con porcentajes de cobertura
del 62 y 90%.
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Los porcentajes de cobertura del ı´ndice Cpm con n = 50 y valor objetivo T = 3,
proporcionados por la tabla 4 y la figura 4, muestran que la metodolog´ıa teo´rica
se encuentra por debajo de la metodolog´ıa bootstrap, con porcentajes entre el
56 y el 79% para la teo´rica y entre el 65 y el 85% para la bootstrap. Luego, la
metodolog´ıa de regresio´n no muestra alteracio´n alguna al desv´ıo que presenta el
valor objetivo T = 3 con porcentajes entre el 87 y el 97%.
Los porcentajes de cobertura para el ı´ndice Cpmk con n = 200 y el valor objetivo
T = 3, proporcionados por la tabla 5 y la figura 5, muestran que los porcentajes
de cobertura para la metodolog´ıa teo´rica son bajos, entre el 55 y el 65%, a difer-
encia de la metodolog´ıa de regresio´n, con porcentajes entre el 70 y el 91% y la
metodolog´ıa bootstrap con porcentajes entre el 65 y el 80%, lo que indica que la
metodolog´ıa teo´rica no es una buena alternativa para ser usada.
4 Conclusiones y recomendaciones
Para procesos estacionarios gaussianos, en particular para modelos autorregre-
sivos estacionarios de primer orden, hemos mostrado tres metodolog´ıas que per-
miten construir intervalos de confianza para los ı´ndices de capacidad Cp, Cpk,
Cpm y Cpmk. Las tres metodolog´ıas fueron la tradicional, la basada en regresio´n
lineal, la cual es una modificacio´n de la metodolog´ıa propuesta por Guevara y
Vargas (2006), y la que considera el bootstrap para datos dependientes, que es una
propuesta dada en este art´ıculo. Mediante simulacio´n, se encontro´ lo siguiente:
1. En el ca´lculo de los intervalos para los ı´ndices Cp y Cpk, la metodolog´ıa
teo´rica y la metodolog´ıa de regresio´n presentan porcentajes de cobertura al-
tos. El uso de una de las dos metodolog´ıas proporciona buenas estimaciones
al ı´ndice de capacidad.
2. La distancia que hay entre µ y T (|µ − T |), en los ı´ndices Cpm y Cpmk,
afecta de forma considerable a las metodolog´ıas teo´rica y bootstrap; por
otro lado, permaneciendo casi invariante la metodolog´ıa de regresio´n, no es
tan afectada como las metodolog´ıas anteriores, si disminuye su porcentaje
de cobertura, pero se mantiene estable a los cambios de valor objetivo, por
lo que se sugiere ser utilizada para el ca´lculo del intervalo de confianza para
estos ı´ndices.
3. Las correlaciones muy altas disminuyen el porcentaje de cobertura en la
estimacio´n de los intervalos de confianza para los cuatro ı´ndices utilizando
cualquiera de las tres metodolog´ıas. Una mayor confiabilidad se espera
para los intervalos de confianza de los cuatro ı´ndices de capacidad cuando
Revista Tumbaga 2012 | 7 | 77 - 95 94
MATEMÁTICAS Y ESTADÍSTICA
las observaciones en estudio posean una autocorrelacio´n entre φ = 0,15 y
φ = 0,75, para la metodolog´ıa de regresio´n.
En general se recomienda la metodolog´ıa de regresio´n presentada en este art´ıculo
para el ca´lculo de los intervalos de confianzas de los ı´ndices de capacidad bajo
datos autocorrelacionados. Como estudios posteriores, se recomienda el estudio
de la amplitud de los intervalos que ofrecen las tres metodolog´ıas. Otro campo de
estudio es la utilizacio´n de otras metodolog´ıas bootstrap para datos autocorrela-
cionados y compararlas con las metodolog´ıas aqu´ı utilizadas, adema´s de estudiar
las propiedades de los estimadores puntuales y por intervalo de los ı´ndices de
capacidad para datos autocorrelacionados.
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