were satisfied along solutions, and if there were a number :>0 such that (F(x), x) (2:+2) F(x)
for all x # D, then (1.1) (1.2) could not have a solution on J. (Solutions were first assumed to be classical so that equality actually holds in (1.3). However, a version of this result was also given for weak solutions, for which the inequality was assumed.) Other applications were also given to systems of parabolic equations and to parabolic equations with nonlocal nonlinearities.
Prior to this result, blow up (global nonexistence) proofs for semilinear parabolic equations were usually given by an argument of Kaplan [6] or by the method of subsolutions.
In this paper, we consider a more general version of (1.1), namely Q(t, u, u t )+A(t, u)=F(t, u), (1.4) where now A, F, Q are nonlinear operators on appropriate Banach spaces.
In this formulation, we understand A as an appropriate differential operator and F as the driving force. Some special cases have already been treated in the literature. For example, when Q(t, u, u t )=u t , A(u)=2,(u), and F(u)=u p , the initial value problem for (1.4) has been studied by many authors; see [16] . Moreover, when Q(t, u, u t )=a$(u) u t , A(u)=2u, and F(u)=u p the equation (1.4) for nonnegative initial values (either in bounded domains with homogeneous boundary conditions or in all of R N ) reduces, at least formally, to some of the problems considered in [16] .
The purpose of this paper is, first, to formulate a precise definition for the meaning of Eq. (1.4). In this we shall follow and generalize previous work of Nakao [14] and Pucci and Serrin [15] . We will then improve and extend to the abstract equation (1.4) the argument used in [12, 13] to prove global nonexistence. In particular, we allow strongly non-autonomous behavior for the operator Q, and we show, under appropriate conditions on the time behavior of Q, that once the energy becomes at all negative, the solution cannot exist for all time (see Theorem 1 in Section 3). Note particularly that although the operator A( } ) need not be linear, it must be derivable from a potential, just as was the case for the concavity method used in [9, l0] .
In Section 4 we give a global existence theorem for the initial value problem for (1.4) by assuming a structure condition on F which is, in some sense, dual to that needed for global nonexistence. In Sections 5 we apply these abstract results to the first initial boundary value problem for |u t | m&2 u t &a{ } (|{u| q&2 {u)=c |u| p&2 u and, with some modification, to the same problem for equations of the form
In the case }=m&2=0, a global nonexistence result for solutions of the first initial boundary value problem can be obtained for solutions of this last equation using the aforementioned concavity argument [11] . However, when m>2, concavity arguments appear to be inapplicable to this equation. Equation (1.4) contains, as a special case, the porous medium equation, 5) when 0<l<1 and s>1. It is known that, for this equation, global solutions on 0_J with negative initial energy
cannot exist. This result was proved by Galaktionov [4] in the slow diffusion case (l>1) but his proof is also valid for fast diffusion (0<l<1). See also [16, p. 210] , as well as [7] , where global nonexistence was proved for sufficiently large initial values for problems in bounded domains with homogeneous boundary conditions (Dirichlet, Neumann, or mixed) using a modification of an argument of Kaplan [6] ). It is perhaps worth remarking that the concavity argument can also be used to obtain global nonexistence of weak solutions with negative initial energy; see [2] . The functional used there must, however, be modified somewhat. One uses
formulates the problem in an appropriate weak sense, and then proceeds along the lines of [9] , choosing ;, t 0 , and T appropriately. In [2] only the first term was needed because the author wished to show that if a weak solution were global, then the Dirichlet norm of u l could not remain bounded.
Our results can also be applied to the general equation
although we leave the details to the reader. The proofs of global nonexistence in the literature do not, in general, imply finite time blow-up of the solution itself. On the other hand, if one can couple global nonexistence with a local continuation argument based on the assumption of an appropriate a priori bound for the solution, as in [5] , then global nonexistence will imply finite time blow-up. We take this up in Section 3, following the statement of Theorem 1.
PROBLEM FORMULATION AND DEFINITIONS
We begin with some preliminary notation and concepts. Throughout the remainder of the paper, we let J=J =[0, ). Let X be a (possibly) complex Banach space, and X$ its dual. We let ( },}) X be the natural pairing between X and X$, so that if x # X, x$ # X$ then
(J_X Ä C) with F(t, 0)=0, and, for t # J, let F(t, } ) be the Fre chet derivative of F(t, } ). It is easy to see that the representation
holds for all x # X. From this and the definition of the derivative, it follows that F is real valued if and only if (F(t, x), x) X is real valued. Now let D, X, Y be Banach spaces with respective norms
For simplicity in printing in the remainder of the paper, the pairing subscripts D, X, Y will be omitted whenever the meaning is clear from the context. For our purposes, it is assumed moreover that D, X, and Y have a common subspace Z.
We are given two functions
Associated with A and F, respectively, are C 1 potential functions
Finally, let S be a given subset of J_Y and Q a continuous mapping from S into X$.
We consider the abstract evolution problem
where u 0 # Z. (The slightly more general equation where Q(t, u(t), u t ) replaces Q(t, u t ) will be taken up at the end of Section 3.) A (strong) solution of (2.1) is understood to be a function u # K where
which, to begin with, satisfies the distribution relation
for all . # K and t # J; see [15] . (Here AC(J Ä V ) denotes the set of absolutely continuous functions from J into V.) Remark 1. If we write a(t, u, v) for the quantity (A(t, u), v), then it is clear that a : J_D_D Ä R and that a is linear in its last variable. From an alternative point of view, it is precisely the function a(t, u, v) which defines the element A(t, u) in D$.
For example, in a concrete problem, say when A(t, u)=&2u and D=H 1 0 (0), we have
Other specific examples are considered in Section 5.
Let E be the potential energy of a field u # K; that is,
Obviously E( } ) # C(J). An additional, and crucial, element in the definition of a solution is an appropriately formulated conservation law for the energy. If we were to proceed purely formally, we would obtain the strict conservation relation
For our present purposes this is stronger than necessary; instead we postulate the following weak conservation law.
There exists a function D(t, y) from J_Y into the extended reals, called the dissipation rate, such that for any solution u # K we have
for t # J, with D(t, u t ) being locally integrable on J.
We assume that the dissipation rate has the following structure:
(3d) there is an exponent m>1 and a nonnegative locally bounded function $(t) such that
where m$ is the Ho lder conjugate of m.
Since for any solution the function D(t, u t ) is assumed to be locally integrable on J, condition (1d) shows that (t, u t ) # S for a.a. t # J.
In turn, the quantity Q(t, u t ) in (2.3) is well defined for almost all t # J. We next show that the distribution identity itself is meaningful. Indeed, the terms (A, .), (F, .) in (2.3) are obviously well defined continuous functions of t. From (2.6), moreover, the term (Q(t, u t ), .) is locally integrable. Indeed, for almost all t # J,
so by Ho lder's inequality
as required (use the fact that . is continuous from J into X ).
The exponent m and the function $(t) in (3d) essentially determine the degree of non-linearity and the degree of non-autonomy of the damping term Q, as can be seen from the following canonical example (see [15, Sect. 2] ). Take S=J_Y, with X being continuously embedded in Y, and 
which implies (2.6) up to an inessential factor, since &u& X$ Const } |u| Y$ .
(The factor # can be allowed to depend on time, without any difficulty.) For T>0, let J T =[0, T ). We conclude the section with the following local existence and continuation hypothesis (H), which will be of importance in Section 4:
there is a number T# T(u 0 ) # (0, ), and a function
which solves (2.1) (2.2) on J T in the weak sense above.
H(ii) Continuation. If a local solution of (2.1) (2.2) exists on an interval J T and is bounded there in modified energy norm, that is,
then it can be continued as a solution to a larger interval J T $ with T$>T.
Remark 2. There are situations for which the modified energy norm remains bounded but the solution cannot be continued, as can be shown using the results of [3, 8] . Roughly, the idea is the following: Let 0=B(0, R) denote the ball of radius R in R n with center at the origin and let the exponent p be supercritical, namely p>2nÂ(n&2). Consider the initial boundary value problem
It is possible by [3] 
, in the supremum norm; (ii) the solution has negative initial energy; and (iii) the L p norm remains finite. Consequently the modified energy must remain bounded. Then, using [8] and the Maximum Principle, one can construct a somewhat larger initial function with these same properties for which the solution blows up completely (at every point of 0) in finite time T$<T. Such a solution cannot be continued in any meaningful sense beyond T $.
GLOBAL NONEXISTENCE RESULTS
For our principal results, we make use of the following structural hypotheses for the functions A, F : (1s) A(t, u) 0, and there is a positive constant q such that qA(t, u) (A(t, u), u) for all (t, u) # J_Y.
(2s) There is a positive constant c=c({), defined for each {>0, and an exponent p>1 such that
whenever (t, u) # J_X and F(t, u) {.
(3s) For all (t, u) # J_Z for which A(t, u)<F(t, u), we have
We will need the following result.
Lemma 1. Assume (3s). Then, along any solution u of (2.1) (2.2) with E(0)<0,
Proof. We first show that, along any solution u of (2.1) (2.2) with E(0)<0,
A(t, u(t))&F(t, u(t))<0 (3.3)
for all t # J. Indeed, since E(0)<0, we have
If (3.3) fails to hold for all t # J, then there exists a first vaolue T>0 such that

A(T, u(T ))&F(T, u(T ))=0.
Consequently by (3s),
Then by the energy conservation law (2.5), since D is non-negative,
Hence
A(T, u(T ))&F(T, u(T ))<0,
which is the required contradiction. Consequently (3.3) is also valid, and in turn by (3s), condition (3.1) also holds. Then in view of (2.5), we obtain (3.2).
Corollary. The assertion of Lemma 1 remains true if (3s) is replaced by the property that
(t, u) # J_Z and
Proof. We show that the above property implies (3.1) when A<F. Thus let (t, u) # J_Z be such that A(t, u)<F(t, u). Then F(t, u)>0 and so (3.5) can be applied; that is,
Special Case. A(t, u)=a(t) A (u) and F(t, u)= f (t) F (u). If a 0 and f >0 on J, and A 0 on Z, then (3.5) holds provided (aÂ f )$ 0 and f $ 0 on J. that the structure conditions (1d) (3d), (1s) (3s) hold; and that
Then no solution of (2.1) (2.2) with E(0)<0 can exist on J. Remark 3. If hypothesis H(ii) in Section 2 is in force, then the conclusion can be recast in the form: Every solution of (2.1) (2.2) with E(0)<0 must blow up in finite time T in the sense that lim t Ä T & A(t, u(t))= . (Notice that F A along solutions with negative initial energy.)
Proof. Assume for contradiction that there is a solution of (2.1) (2.2) on J. Define
In view of the condition E(0)<0, the assumption (1s) and the relations (2.4), (3.2), (3.8), (2d) we observe at the outset that
where {#&E(0). To simplify the notation in the remainder of the proof, we shall frequently suppress various arguments in the relations that follow. Putting .=u in (2.3) and using (2.4) and (3.9) now gives, a.e. in J,
0=(F(t, u)&A(t, u)&Q, u) +q(A(t, u)&F(t, u)&E(t))
Hence from (1s) (3s) it follows that
Then from (3.9) again,
On the other hand, since D=H$, we obtain from (3d)
However,
It follows from this observation, together with (3.7) and a quadrature, that H must blow up in finite time. Hence the supposition that u exists on the entire interval J must be false.
Theorem 2. Suppose that 1<m<p, (3.11) that the structure conditions (1d) (3d) and (1s) (3s) hold, and that
Then no solution of (2.1) (2.2) with E(0)< <0 can exist in [0, ).
Proof. This follows directly from (3.10) after a quadrature. The precise condition is
which is automatically satisfied if I= . To see this, notice that if E(0)< &1, then c can be fixed for the value {=1.
Remark 4. Some additional generality can readily be achieved by allowing Q to depend on the solution as well as on its time derivative. Specifically, suppose that instead of (2s), (3d) we have: (2s)$ There are positive constants c i =c i ({), i=1, 2, defined for each {>0, and an exponent p>1 such that
(3d)$ There is an exponent m>1, a real number }, and a nonnegative locally bounded function $(t) such that
where now 0 }< p&m.
Theorems 1 and 2 continue to hold. To see this, we use (2s)$ and (3.14) to obtain, in place of (3.10), the differential inequality
where +#}Â(m&1) p. Hence, since H is increasing,
for an appropriate constant (depending on |E(0)| ). A short computation shows that
and hence H blows up in finite time. The analogue of (3.13) is easily written down by replacing m$Âp$ by m$Âp$&+ in (3.10). Again the conclusions of Theorems 1 and 2 remain valid.
GLOBAL EXISTENCE RESULTS
We assume the following structure conditions on A, F and D:
(2e) There is a constant d 1 <1 and functions
Special Case. A(t, u)=a(t) A (u) and F(t, u)= f (t) F (u). If a, f >0 on J, and A , F 0 on Z, we then have A(t, u)=a(t) A (u) and F(t, u)= f (t) F (u), where A u =A and F u =F . Moreover, (3e) will hold provided the following upper bound for d 4 (t),
where the d i are constants and where
Then (4.1) holds with
Finally, assume that the hypotheses H(i), H(ii) at the end of Section 2 hold for solutions of (2.1) (2.2). Then we have the following global existence theorem:
Theorem 3. Let A, D, F satisfy the structure conditions (1e) (3e) above. Then for every u 0 # Z, the problem (2.1), (2.2) has at least one global solution. Moreover, every solution corresponding to data u 0 # Z is global (i.e., every local solution can be extended to a global solution).
Proof. Define the modified energy E(t)=A(t, u)+=F(t, u)
where = is a positive constant which will be fixed later and where the third line is a consequence of the energy conservation law (2.5). Then by (1e)
We show that the modified functional L(t) has an``exponential'' bound. Indeed,
by (4.3).
By the Gronwall lemma, we obtain
Using this estimate we see that A(t, u)+F(t, u) L(t)Â= and hence A(t, u)+F(t, u) cannot become unbounded in finite time. The hypothesis H(i) asserts that local solutions exist for every u 0 # Z. Then H(ii), together with this last estimate, asserts that such solutions can be continued to all of J and, consequently, every local solution can be extended to a global solution.
EXAMPLES
Let 0 be a bounded open set in R n , n 1, and u : 0_J Ä R. Consider the equation
where a is a positive constant, subject to the homogeneous Dirichlet boundary conditions
and the initial condition
Then with F(u)=|u| p&2 u and A(u)=&a{ } (|{u| q&2 {u), we have
and Q(t, y)= | y| m&2 y. It is natural, moreover, to make the identification
in the conservation law (2.5). We take Y=L m (0), X=L p (0), and D=W 
by Young's inequality, where
Rewriting this using Eqs. (5.4), (5.5), and (5.6) yields
This is precisely (4. where a is a positive constant, subject to the homogeneous Dirichlet boundary conditions u(x, t)=0 on 0_J (5.8) and the initial condition u(x, 0)=u 0 (x) for x # 0, (5.9)
where we now assume that p>m. Setting Q(t, u, y)= |u| } | y| m&2 y, we need to verify (3.14) . Taking This is exactly the condition that D(u, u t ) must be well defined (measurable) on J, in order for (2.5) to be meaningful. The perturbed porous medium equation w t =2(|w| l&1 w)+ |w| s&1 w, with s>1 and l>0, falls into the class of equations given by (5.7) if we set u= |w| l&1 w. Then p=sÂl+1, }=(1&l)Âl, and q=m=2. In order to apply the result of the preceding paragraph, we must require 0<(1&l)Âl=} p&m=sÂl&1 or l<1 and s>1. Thus, in the fast diffusion case, no local solution with negative initial energy (1.6) and with a time derivative (u }Â2+1 ) t # L 2 (0) can be global. Although the results here do not give the global nonexistence result for the full range 1<l< , with s>max[l, 2], they are sometimes applicable to equations which, at the outset, do not appear to be in the form dictated by (5.7). Also, just as in [7] , it is possible to replace the powers |w| l&1 w and |w| s&1 w by functions ;(w) and f (w), respectively, to obtain a similar result for more general nonlinearities. For example, the condition that replaces the pointwise version of (2s)$ is (with q=2) where we have assumed that ; is monotone increasing.
