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Abstrakt
Diplomova´ pra´ca sa zaobera´ regresnou analy´zou experimenta´lne namerany´ch da´t taveny´ch
syrov. Vyuzˇita´ je polynomia´lna regresia a vy´ber regresorov je zalozˇeny´ na Krokovej re-
gresii a Mallowsovej sˇtatistike. Na´sledny´ odhad strednej hodnoty je vyuzˇity´ k na´jdeniu
najlepsˇej zmesi taviacich sol´ı, z hˇladiska sledovane´ho parametra tavene´ho syra. Analy´za
experimentu aj vy´sledky su´ dobre graficky zdokumentovane´.
Summary
This thesis deals with regression analysis of experimentally measured data of processed
cheese. There is a polynomial regression used. The choice of regressors is based on Stepwise
Regression and Mallows’s Statistics. The estimation of the mean value is used to find
the best mixture of the emulsifying salts with regards to the observed characteristic of
the processed cheese. Analysis of the experiment and its results are well documented
graphically.
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Ciel’om tejto pra´ce je pomocou regresnej analy´zy vyhodnotit’ namerane´ data v nizˇsˇie
uvedenom experimente. Pra´ca je rozdelena´ do sˇiestich kapitol.
V prvej u´vodnej kapitole je odstavec 1.1 venovany´ problematike taveny´ch syrov a
uskutocˇnene´mu experimentu. Text bol vytvoreny´ s pouzˇit´ım cˇla´nkov [11], [7] a [5]. Druhy´
odstavec 1.2 je venovany´ zavedeniu matematicke´ho apara´tu. V tomto odstavci bol vy´klad
usporiadany´ s pouzˇit´ım literatu´r [2], [1] a [9].
Druha´ kapitola pojedna´va o jednoduchsˇom pr´ıpade, kedy matica modelu nema´ plnu´
st´lpcovu´ hodnost’. Vy´klad pre model u´plnej hodnosti je usporiadany´ s pouzˇit´ım zdrojov
[3] a [13].
Tretia kapitola hovor´ı o linea´rnom regresnom modeli, kedy nie je splnena´ u´plna´ st´lpcova´
hodnost’ matice modelu. V tejto kapitole sa obcˇas porovna´va model s u´plnou st´lpcovou
hodnost’ou s modelom neu´plnou st´lpcovou hodnost’ou. Vy´klad je vytvoreny´ s pouzˇit´ım
zdrojov [9] a [2].
Sˇtvrta´ kapitola pojedna´va o dvoch meto´dach, ktore´ sa vyuzˇ´ıvaju´ pri vy´bere regresorov
v linea´rnom modeli. Dˇalej hovor´ı o diagnostike linea´rneho regresne´ho modelu. Vy´klad o
vy´bere modelu vycha´dza z literatu´r [13], [4] a [6]. Vy´klad o diagnostike je usporiadany´ s
pouzˇit´ım [10] a [13].
V piatej kapitole sa nacha´dza aplikacˇna´ cˇast’ pra´ce. Je tu pop´ısane´ vyhodnocovanie
experimentu a dolozˇene´ grafickou dokumenta´ciou. Su´ porovna´vane´ obe meto´dy na vy´ber




Taveny´ syr (v angl. processed cheese) je mliecˇny vy´robok, ktore´ho hlavnou zlozˇkou je
tvrdy´ alebo ma¨kky´ syr (alebo ich kombina´cia) a pr´ıp. tvaroh, susˇene´ mlieko alebo maslo.
Vy´roba tavene´ho syra spocˇ´ıva v zmiesˇan´ı syrov (aj roˆznej doby zrenia alebo skladovania)
s tavny´mi sol’ami (v angl. emulsifying salts) a pr´ıpadne iny´mi zlozˇkami a za neusta´leho
miesˇania a ohrievania privedene´ na vhodnu´ konzistenciu. Poˆvodnou mysˇlienkou vy´roby
syra s kombina´ciou taviacej soli (poˆvodne citra´tu sodne´ho), bolo pred´lzˇenie trvanlivosti
kvoˆli mozˇnosti lepsˇieho predaja tohto vy´robku. Neskorsˇie zacˇali byt’ pouzˇ´ıvane´ tiezˇ taviace
soli tvorene´ fosfa´tmi alebo ich kombina´ciami.
Taveny´ syr bol objaveny´ v roku 1911, vo Sˇvajcˇiarsku, Walterom Gerberom a Fritzom
Stettlerom z Gerber and Co., ktory´ rozpu´sˇt’ali Sˇvajcˇiarsky´ syr1 pouzˇit´ım citra´tu sodne´ho
ako taviacej soli na vy´robu jemne´ho a homoge´nneho vy´robku ([7], str. 194).
Hlavna´ u´loha taviacich sol´ı spocˇ´ıva v procese v ktorom va´pnik, ktory´ viazˇe kaze´ınove´
bielkoviny (alebo ine´ hydrolyzovane´ frakcie kaze´ınu2) vytva´raju´c trojdimenziona´lnu sˇtruk-
tu´ru syra, je odlu´cˇeny´ (z kaze´ınove´ho matrixu) a nahradeny´ sod´ıkovy´mi io´nmi. Pro-
stredn´ıctvom vy´meny va´pnikovy´ch io´nov za sod´ıkove´ io´ny, nerozpustny´ va´pnikovy´ para-
kaze´ın sa zmen´ı na viac rozpustitel’ny´ sod´ıkovy´ para-kaze´ın, ktory´ moˆzˇe poˆsobit’ ako
1Sˇvajcˇiarsky syr (v angl. Swiss cheese) je zna´mejˇs´ı pod na´zvom Ementa´l.
2Kase´ın je hlavny´ prote´ın v cicavcˇom mlieku.
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emulga´tor ([11], str. 979).
Z predcha´dzaju´ceho citovane´ho odseku teda vyply´va, zˇe taviace soli moˆzˇu mat’ vplyv
na vlastnosti vy´sledne´ho produktu - tavene´ho syra. Toto potvrdzuju´ aj sˇtu´die, ktore´ su´
uvedene´ vo vysˇsˇie uvedeny´ch cˇla´nkoch. Vy´sledne´ vlastnosti tavene´ho syru su´ ovplyvnene´
ako vy´robny´m procesom (napr. vlastnost’ami miesˇania, dobou ohrievania, teplotou ohrie-
vania a na´sledne´ho ochladenia), tak i skladovan´ım (napr. teplotou a dobou skladovania).
Preto je mozˇne´ modelovat’ pomocou regresnej analy´zy vybrane´ parametre taveny´ch syrov
(obzvla´sˇt’ tvrdosti) z´ıskany´ch experimenta´lne v za´vislosti na pridany´ch taviacich soliach.
Experiment
Experiment bol uskutocˇneny´ na Fakulte technologickej Univerzity Toma´sˇe Bati v Zl´ıne.
Zmes taviacej soli bola zlozˇena´ z troch zlozˇiek fosforecˇnanovy´ch taviacich sol´ı:
- Na2HPO4 - hydrogenfosforecˇnan sodny´ (v angl. disodium hydrogen phosphate)
- Na4P2O7 - difosforecˇnan sodny´ (v angl. tetrasodium diphosphate)
- (NaPO3)m - polyfosforecˇnan sodny´ (v angl. sodium salt of polyphosphate)
Kazˇda´ zlozˇka zmesi bola da´vkovana´ po 10 % zo zmesi. Vytvoren´ım vsˇetky´ch taky´chto







. Pre kazˇde´ meranie boli z´ıskane´ dve
hodnoty, preto celkovy´ pocˇet meran´ı je 132 pre jednu sledovanu´ vlastnost’, dobu zrenia a
dobu skladovania.
Boli sledovane´ tri vlastnosti taveny´ch syrov: tvrdost’, kohezivita a relat´ıvna lepivost’.
Pre kazˇdu´ vlastnost’ bolo namerany´ch 132 hodnoˆt po uplynut´ı da¨viatich roˆznych doˆb.
Najpr sa tavene´ syry nechali zriet’ 2, 4 alebo 8 ty´zˇdnˇov a po tejto dobe boli skladovane´ 2,
9 alebo 30 dn´ı. Potom sa uskutocˇnili jednotlive´ merania troch vlastnost´ı (kazˇda´ vlastnost’
vzˇdy na osobitnom prvku).
Na vy´robu tavene´ho syra pre tento experiment boli pouzˇite´ suroviny: Eidamska´ tehla,
maslo, voda a hore uvedena´ zmes taviacich sol´ı (3 % z celkovej hmotnosti). Pre po-
lyfosforecˇnan sodny´ v zmesi bolo m v rozsahu 15 − 20. Eidamsky´ syr s maslom boli
nakra´jane´ na mensˇie kusky a zohrievane´ a rozmiel’ane´ pocˇas doby 1 min priblizˇne na
ota´cˇkach 4000 ot/min. Zmes taviacich sol´ı a voda boli pridane´ pri ota´cˇkach 2000 ot/min.
Ohrev trval 10-12 min a pocˇas jednej minuty bola teplota udrzˇiavana´ na 90◦C. Na´sledne
bola tavenina zabalena´ do maly´ch foriem a ochladzovana´ na teplotu 6◦C pocˇas 2 hodin.
Dˇalej sa vy´robok nechal zriet’ v miestnosti na to urcˇenej pri teplote 9-10◦C (po dobu 2, 4
alebo 8 ty´zˇdnˇov). Na´sledne´ skladovanie prebiehalo pri teplote 6◦C po dobu 2, 9 alebo 30
dn´ı.
U´lohou tejto pra´ce je sˇtatisticky´ rozbor na tvrdosti tavene´ho syru. Preto bude uvedena´
defin´ıcia tvrdosti a technicke´ prevedenie. Valcova´ tycˇ s priemerom 20mm bola pri ry´chlosti
2 mm/s vtlacˇovana´ do tavene´ho syra do h´lbky 10 mm. Mierou tvrdosti je tu maxima´lna
sila, ktora´ bola potrebna´ pri prieniku do syra.
Podrobnejˇsie informa´cie o uvedenom experimetne su´ uvedene´ v cˇla´nku [5].
1.2. Za´kladne´ pojmy a oznacˇenia
V tejto pra´ci budeme pri vy´klade matematickej teo´rie predpokladat’ za´kladne´ znalosti z
kurzov pravdepodovnosti a sˇtatistiky. V tomto odstavci budu´ uvedene´ niektore´ matema-
4
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ticke´ pojmy, ktore´ budu´ pouzˇite´ v na´slednom teoretickom vy´klade. Dˇalej odstavec bude
doplneny´ matematicky´mi vetami z teo´rie matic a vektorov. Okrem miernych zmien, ktore´
budu´ detailne uvedene´, sa autor drzˇ´ı oznacˇenia zavedene´ho Andeˇlom v literatu´re [3].
Priestor vsˇetky´ch elementa´rnych javov bude oznacˇeny´ symbolom Ω. Nech je na pries-
tore Ω nejaka´ σ-algebra A podmnozˇin Ω. Ak P je nejaka´ pravdepodobnostna´ miera na
σ-algebreA, potom trojica (Ω,A,P) bude oznacˇovat’ pravdepodobnostny´ priestor. Z teo´rie
pravdepodobnosti bude uvedena´ zna´ma Bonferroniho nerovnost’, ktora´ znie nasledovne:





Zobrazenie X : Ω→ R bude nazy´vane´ na´hodnou velicˇinou v (Ω,A,P) ak plat´ı
{ω ∈ Ω | X(ω) ≤ a} ∈ A pre ∀a ∈ R.
Na´hodne´ velicˇiny a vektory budu´ oznacˇene´ vel’ky´mi p´ısmenami z konca latinky. Hustota
rozdelenia na´hodnej velicˇiny bude oznacˇena´ f a distribucˇna´ funkcia bude oznacˇena´ F.
Na´hodny´ vektor oproti na´hodnej velicˇine bude oznacˇeny´ tucˇne. Strednu´ hodnota na´hodnej
velicˇiny X bude oznacˇena´ EX a rozptyl DX. Stredna´ hodnota na´hodne´ho vektora X
bude oznacˇena´ EX a variancˇna´ matica VarX. Variancˇna´ matica je symetricka´ a pozit´ıvne
semidefinitna´. Kovariancia dvoch na´hodny´ch vektorov alebo velicˇinX a Y bude oznacˇena´
Cov(X,Y ). Na´sledne budu´ uvedene´ vzt’ahy, ktore´ platia pre variancˇnu´ a kovariancˇnu´
maticu
VarX = EXX ′ − (EX)(EX)′, Cov(X,Y ) = EXY ′ − (EX)(EY )′.
Dˇalej budu´ uvedene´ za´kladne´ pravdepodobnostne´ rozdelenia, ktore´ budu´ pouzˇite´.
Norma´lne rozdelenie so strednou hodnotou µ a rozptylom σ2 bude oznacˇene´ N(µ, σ2).
Forma´lne sem patr´ı aj singula´rne norma´lne rozdelenie N(µ, 0). n-rozmerne´ norma´lne roz-
delenie so strednou hodnotou µ a variancˇnou maticou σ2V bude oznacˇene´ Nn(µ, σ
2V ).
Dˇalej bude uvedene´ oznacˇovanie pre odvodene´ rozdelenia z norma´lneho rozdelenia ako
Studentovo rozdelenie s n stupnˇami vol’nosti t(n), Ch´ı-kvadra´t rozdelenie s n stupnˇami
vol’nosti χ2(n) a Fisherovo-Snedecorovo rozdelenie s n a k stupnˇami vol’nosti F(n, k).
Na´sledne budu´ zavedene´ oznacˇenia jednotlivy´ch kvantilovy´ch funkci´ı. Ked’zˇe vsˇetky tieto
rozdelenia maju´ rastu´cu (pre χ2(n) a F(n, k) uvazˇovane´ na intervale (0,∞)) a spojitu´
distribucˇnu funkciu F, bude postacˇovat’ defin´ıcia kvantilovej funkcie ako inverznej funkcie
F−1 k distribucˇnej funkcii. Napr´ıklad hodnota kvantilovej funkcie F−1(α) (pre 0 < α < 1)
a pr´ıpadne pr´ıslusˇne´ stupne vol’nosti budu´ oznacˇene´ nasledovne: uα kvantil normovane´ho
norma´lneho rozdelenia, tα(n) kvantil studentovho rozdelenia, χ
2
α(n) kvantil ch´ı-kvadra´t
rozdelenia, Fα(n, k) kvantil Fisherovho-Snedecorovho rozdelenia.
Skutocˇnost’, zˇe na´hodna´ velicˇina X ma´ norma´lne rozdelenie N(µ, σ2) bude jednoducho
oznacˇena´ za´pisom X ∼ N(µ, σ2). NechX = (X1, . . . , Xn)′ je na´hodny´ vektor, V pozit´ıvne
semidefinitna´ matica a µ je dany´ vektor. Ak pre l’ubovol’ny´ vektor c ∈ Rn plat´ı
c′X ∼ N(c′µ, σ2c′V c), (1.2)
potom sa povie, zˇe X ma´ n-rozmerne´ norma´lne rozdelenie Nn(µ, σ
2V ) (za´pisom X ∼
Nn(µ, σ
2V )). V pr´ıpade, zˇe matica V je singula´rna, sa prida´va pr´ıvlastok singula´rne
5
1.2. ZA´KLADNE´ POJMY A OZNACˇENIA
rozdelenie. Pre vektor a ∈ Rn, maticu B typu n×m a na´hodny´ vektor X ∼ Nm(µ, σ2V )
plat´ı
a+BX ∼ Nn(a+Bµ, σ2BV B′), (1.3)
ako uka´zal napr´ıklad Andeˇl v literatu´re ([2], str. 75).
Nech je uvazˇovane´ X ∼ Nn(µ, σ2V ), kde h(X) = r ≥ 1. Dˇalej nech Bn×r je matica
spl’ˇnaju´caBB′ = V . Potom pre na´hodny´ vektor Z ∼ Nr(0, I) plat´ı, zˇe rozdelenie vektora
µ+ σBZ je rovnake´ ako na´hodne´ho vektora X (ako uka´zal napr´ıklad Andeˇl v literatu´re
([2], str. 76)).
Na´sledne budu´ zavedene´ vy´berove´ charakteristiky pre na´hodny´ vy´ber X1, . . . , Xn roz-



















Nech je uvazˇovany´ na´hodny´ vy´ber (X1, Y1)
′, . . . , (Xn, Yn)′ rozsahu n z dvojrozmerne´ho
rozdelenia. Budu´ uvazˇovane´ charakteristiky vy´berovy´ priemer X¯ a vy´berovy´ rozptyl S2X
na´hodne´ho vy´beruX1, . . . , Xn.Obdobne su´ uvazˇovane´ charakteristiky Y¯ a S
2
Y pre na´hodny´











XiYi − nX¯Y¯ ).








Nech je uvazˇovana´ postupnost’ na´hodny´ch velicˇ´ın X1, X2, . . . a na´hodna´ velicˇina X.
Nech su´ tieto velicˇiny uvazˇovane´ na rovnakom pravdepodobnostnom priestore (Ω,A,P).
Dˇalej nech Xn ma´ distribucˇnu´ funkciu Fn(x) a X ma´ distribucˇnu´ funkciu F (x). Povie
sa, zˇe Xn konverguje k X v distribucii, ak Fn(x) konverguje k F (x) v kazˇdom bode x,
v ktorom je F (x) spojita´. Rovnako je mozˇne´ povedat’, Xn ma´ asymptoticky rozdelenie
na´hodnej velicˇiny X.
Niekedy su´cˇet neza´visly´ch a rovnako rozdeleny´ch na´hodny´ch velicˇ´ın moˆzˇe mat’ rozde-
lenie asymptoticky norma´lne. O tom pojedna´va nasleduju´ca centra´lna limitna´ veta.
Veta 1.1. (Le´vyho-Lindebergova) Nech X1, X2, . . . su´ neza´visle´ na´hodne´ velicˇiny s










konverguje v distribu´cii k rozdeleniu N(0, σ2). (1.4)
Doˆkaz. Vid’ Andeˇl ([2], str. 184).
Delta meto´da
Nech θˆn je sˇtatistika, ktora´ je za´visla´ na rozsahu vy´beru n a ma´ asymptoticky norma´lne






konverguje v distribu´cii k N(0, σ2).
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1. U´VOD
Nech je uvazˇovana´ funkcia g, ktora´ je v bode θ najmenej dvakra´t diferencovatel’na´. Ota´zka






konverguje v distribu´cii k N(0, σ2[g′(θ)]2).
Tento vy´sledok je nazy´vany´ delta meto´dou pre urcˇenie asymptoticke´ho rozdelenia. Va¨cˇsˇinou
σ2 aj g′(θ) je za´visle´ na θ, asymptoticky´ rozptyl je nezna´my. Vyuzˇije sa teda vy´berovy´ od-
had θˆ parametra θ. A za predpokladu spojitosti g′ i σ v bode θ, je σ(θˆ)g′(θˆ) konzistentny´m







∣∣∣g′(θˆ)∣∣∣ konverguje v distribu´cii k N(0, 1).
Pre vel’ky´ vy´ber je mozˇne´ vytvorit’ nasleduju´ci interval spol’ahlivosti pre g(θ) na hladine
vy´znamnosti α(
g(θˆ) + uα/2 σ(θˆ)
∣∣∣g′(θˆ)∣∣∣ /√n, g(θˆ) + u1−α/2 σ(θˆ) ∣∣∣g′(θˆ)∣∣∣ /√n) .
Dˇalej Agresti zovsˇeobecnuje delta meto´du pre funkciu na´hodne´ho vektora. Nech vek-
tor sˇtatist´ık θˆn = (θˆn,1, . . . , θˆn,m)
′ ma´ asymptoticky m-rozmerne´ norma´lne rozdelenie
Nm(θ,Σ/n). Nech d’alej funkcia g(t1, . . . , tm) ma´ nenulovy´ diferencia´l φ = (φ1, . . . , φm)
′












konverguje v distribu´cii k N(0,φ′Σφ). (1.5)
Teda pre vel’ky´ vy´ber n je rozdelenie g(θˆn) bl´ızke norma´lnemu so strednou hodnotou g(θ)
a rozptylom φ′Σφ/n.
1.2.1. Prehl’ad vy´sledkov z teo´rie matic
V pra´ci bude predpokladana´ znalost’ za´kladny´ch pojmov z linea´rnej algebry, prevazˇne
teo´rie matic a vektorov. Dˇalej budu´ uvedene´ potrebne´ vy´sledky z tejto teo´rie. Mate-
maticka´ teo´ria v celej pra´ci bude uvazˇovana´ na poli rea´lnach cˇ´ısiel R. Matice budu´
vzˇdy oznacˇovane´ vel’ky´mi p´ısmenami latinky tucˇne. Potom rea´lne vektory budu´ oznacˇene´
maly´mi p´ısmenami latinky tucˇne. Matica bude oznacˇovana´ s pr´ıslusˇny´m typom matice
taktoAm×n = (aij) i=1,..,m, j=1,...,n, kde m vyjadruje pocˇet riadkov a n pocˇet st´lpcov matice
Am×n. Vektory budu´ vzˇdy uvazˇovane´ v st´lpcovom tvare a budu´ oznacˇene´ a = (ai) i=1,..,m
bez typu, ktory´ bude vopred uvedeny´. Avsˇak ak bude zo zadania zrejme´ o aky´ typ ma-
tice/vektora sa jedna´ alebo tento typ nebude doˆlezˇity´, matica bude pre jednoduchost’
oznacˇene´ bez typu A a pri vektore a uzˇ nebude uvadzany´ typ. Pre j-ty´ st´lpec matice A
bude oznacˇeny´ a•j. V pr´ıpade sˇtvorcovej maticeA bude v indexe uvedeny´ ra´d tejto matice
takto An. Jednotkova´ matica bude oznacˇena´ I a nulova´ matica bude oznacˇena´ O. Vektor
nul bude oznacˇeny´ 0. Hodnost’ matice A bude oznacˇena´ h(A). Determinant sˇtvorcovej
matice A bude oznacˇeny´ det(A). Transponovana´ matica k matici A bude oznacˇena´ A′.
Inverzna´ matica k matici A bude oznacˇena´ A−1. Stopa matice A bude oznacˇena´ Tr(A).
Pre nejaku´ sˇtvorcovu´ maticuA a l’ubovolny´ vektor c pr´ıslusˇne´ho typu plat´ı uzˇitocˇny´ vzt’ah
c′Ac = Tr(Acc′), (1.6)
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ktory´ je mozˇne´ jednoduchy´m rozp´ısan´ım pravej a l’avej strany potvrdit’. Dˇalej bude zave-
dene´ oznacˇenie M(Am×n) =M(a•1, . . . ,a•n), ktore´ bude vyjadrovat’ vektorovy´ priestor
vytvoreny´ linea´rnou kombina´ciou st´lpcov matice A (resp. generovany´ a•1, . . . ,a•n). Vek-
torovy´ priestor bude oznacˇovany´ V . Bude uvazˇovana´ euklidovska´ norma oznacˇena´ ‖·‖ .
Matica A sp´lnˇaju´ca AA′ = A′A = I, bude nazy´vana´ ortogona´lnou maticou. Nasleduju´ca
veta bude uzˇitocˇna´ pri dokazovan´ı mnohy´ch matematicky´ch viet v tejto pra´ci.
Veta 1.2. Nech je uvazˇovana´ matica A s n st´lpcami. Potom plat´ı pre vektorove´ priestory
M(A′) a M(A′A) v n-rozmernom vektorovom priestore V nasleduju´ce
M(A′) =M(A′A). (1.7)
Doˆkaz. Zrejme priestory M(A′), M(A′A) su´ podpriestormi V . Ak su´ oba podpriestory
identicke´ v V , maju´ identicke´ aj svoje komplementy. A plat´ı to aj opacˇne. Nech v ∈ V a
za´rovenˇ platia obe naleduju´ce tvrdenia:
1. pre ∀v /∈ M(A′) plat´ı v′A′ = 0 a u´pravou vyply´va platnost v′A′A = 0, a teda
za´ver v /∈M(A′A)
2. pre ∀v /∈M(A′A) plat´ı v′A′A = 0 a u´pravou vyply´va platnost’ taktiezˇ v′A′Av = 0,
z cˇoho jasne vyply´va v′A′ = 0 a teda za´ver v /∈M(A′)
Potom su´ ich komplementy totozˇne´ a taktiezˇ oba podpriestory M(A′),M(A′A). 
Nepriamym doˆsledkom predcha´dzaju´cej vety je platnost’ vzt’ahu h(A′) = h(A′A).
Veta 1.3. (o skeletnom rozklade) Nech h(Am×n) = r ≥ 1. Potom existuju´ matice
Bm×r a Cr×n take´, zˇe plat´ı
A = BC a h(B) = h(C) = r. (1.8)
Doˆkaz. Doˆkaz existencie matic B a C bude zalozˇeny´ na ich konsˇtrukcii. Z h(A) = r
vyply´va, zˇe matica A ma´ r neza´visly´ch st´lpcov. Nech matica B je tvorena´ z r neza´visly´ch
st´lpcov matice A, v takom porad´ı ako boli v matici A. Zrejme h(B) = r. Nech symbol
I znacˇ´ı mnozˇinu cˇ´ısiel, ktore´ vyjadruju´ poradie st´lpcov v matici A vybraty´ch do matice
B. Potom matica C ma´ st´lpce c•i na pozicii i ∈ I tvorene´ jednou jednicˇkou a r − 1 nu-
lami, tak aby platil su´cˇin Bc•i = a•i. St´lpce c•j na poz´ıciach j ∈ {1, . . . , n} − I su´ dane´
koeficientami linea´rnej kombina´cie st´lpcov matice B, tak aby platil su´cˇin Bc•j = a•j. A
plat´ı h(C) = r, pretozˇe matica C obsahuje r neza´visly´ch st´lpcov na vsˇetky´ch r poz´ıciach
z mnozˇiny I. A ked’zˇe bol zavedeny´ su´cˇin Bc•i = a•i pre ∀i ∈ {1, . . . , n}, plat´ı taktiezˇ
su´cˇin A = BC. 
Predcha´dzaju´ci doˆkaz odpovedal taktiezˇ na jednoznacˇnost’. MaticeBm×r aCr×n nie su´
jednoznacˇne maticouAm×n urcˇene´, ale v pr´ıpade vy´beru maticeB resp. C je jednoznacˇne
dana´ matica C resp. B.
Nech je teraz uvazˇovana´ matica A sˇtvorcova´. Rovnica det(A− λI) = 0 pre nezna´me
cˇ´ıslo λ, je nazy´vana´ charakteristickou rovnicou matice A. Korene charakteristickej rovnice
matice A su´ nazy´vane´ vlastny´mi cˇ´ıslami matice A. Nenulovy´ vektor v, sp´lnˇuju´ci rovnicu
(A − λI)v = 0 pre nejake´ vlastne´ cˇ´ıslo λ matice A, je nazy´vany´ vlastny´m vektorom
pr´ıslusˇne´ho vlastne´ho cˇ´ısla λ matice A. Bez u´jmy na vsˇeobecnosti bude d’alˇsom texte
vzˇdy uvazˇovany´ vlastny´ vektor jednotkovy´ (teda ‖v‖ = 1).
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Ak je matica A rea´lna, sˇtvorcova´ a symetricka´ a pre kazˇdy´ rea´lny nenulovy´ vektor c
pr´ıslusˇne´ho typu plat´ı nerovnost’
c′Ac ≥ 0, (1.9)
potom matica A je nazy´vana´ pozit´ıvne semidefinitnou maticou. Ak vysˇsˇie definovana´
matica A sp´lnˇa pre kazˇdy´ nenulovy´ vektor c ostru´ nerovnost’ vo vzt’ahu 1.9, potom je
matica A nazy´vana´ pozit´ıvne definitnou maticou.
Veta 1.4. Nech Am je rea´lna symetricka´ matica. Potom existuje ortogona´lna matica B
s vlastnost’ou A = BDB′ resp. D = B′AB, kde D je diagona´lna matica.
Doˆkaz. Vid’ Rao ([9], str. 62). 
Na´sledne bude uka´zany´ taky´to rozklad A = BDB′ pre maticu Am, uvedeny´ vo veta
1.4. Nech λ1, . . . , λm su´ vlastne´ cˇ´ısla matice Am, uvedene´ tol’ko kra´t ako je ich na´sobnost’
(ako korenˇa charakteristickej rovnice). Vlastne´ cˇ´ısla λ1, . . . , λm sa po porad´ı priradia na
diagona´lu matice D. Potom do kazˇde´ho st´lpca b•i, i = 1, . . . ,m matice B sa prirad´ı
vlastny´ vektor vi pr´ıslusˇny´ vlastne´mu cˇ´ıslu λi. V pr´ıpade k-nasobnosti (k ≤ m) vlastne´ho
cˇ´ısla λi, bude v matici B uvedeny´ch vsˇetky´ch n roˆznych vlastny´ch vektorov pr´ıslusˇnych
k vlastne´mu cˇ´ıslu λi. Vysˇsˇie uvedene´mu rozkladu symetrickej matice











sa hovor´ı spektra´lny rozklad. Je zrejme´, zˇe kazˇda´ matica vjv
′
j, j = 1, . . . ,m je symetricka´
matica a preto aj ich linea´rna kombina´cia (urcˇena´ vlastny´mi cˇ´ıslami) bude opa¨t’ tvorit’
symetricku´ maticu A. Ked’zˇe v spektra´lnom rozklade 1.10 je vzˇdy uvazˇovana´ matica B
regula´rna, hodnost’ matice A je rovna´ pocˇtu nenulovy´ch prvkov na diagona´le matice D.
Bez doˆkazu bude uvedene´ nasleduju´ce tvrdenie. Rea´lna symetricka´ matica ma´ realne´
vlastne´ cˇ´ısla a vlastne´ vektory. Pozit´ıvne semidefinitna´ matica Am ma´ vzˇdy neza´porne´
vlastne´ cˇ´ısla, pretozˇe v defin´ıcii zo vzt’ahu 1.9 a vety 1.4. vyply´va





j ≥ 0, (1.11)
kde e = B′c. V posledne´ vyjadrenie vo vzt’ahu 1.11 plat´ı pre l’ubovol’ny´ vektor c resp.
e, len ak vsˇetky vlastne´ cˇ´ısla λj su´ neza´porne´. Pozit´ıvne definitna´ matica Am ma´ vsˇetky
vlastne´ cˇ´ısla kladne´. A to sa uka´zˇe rovnako.
Dˇalej bude tento odstavec venovany´ sˇpecia´lnym maticiam, ktore´ maju´ vy´znamne´
uplatnenie v teo´rii linea´rnych regresny´ch modelov. Dobry´m pr´ıkladom je idempotentna´
alebo pseudoinverzna´ matica.
Idempotentna´ matica
Sˇtvrcova´ matica A bude nazy´vana´ idempotentnou maticou, ak plat´ı AA = A.
Veta 1.5. Ak A je matica idempotentna´, potom plat´ı h(A) = Tr(A).
Doˆkaz. Doˆkaz je technicke´ho charakteru. Vid’ Andeˇl ([2], str. 66). 
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Pseudoinverzna´ matica
Nech je dana´ matica Am×n. Potom kazˇda´ matica Bn×m sp´lnˇaju´ca rovnost’
ABA = A, (1.12)
bude nazy´vana´ pseudoinverznou maticou k matici A. Pseudoinverzna´ matica k matici
A bude v d’alˇsom texte vyznacˇena´ horny´m indexom nasledovne A−. Len v pr´ıpade re-
gula´rnosti matice A je pseudoinverzna´ matica urcˇena´ jednoznacˇne. Pre regula´rnu maticu
A, plat´ı rovnica ABA = A ekvivalentne s rovnicami AB = I = BA. A tieto rovnice
platia su´cˇasne len pre maticu B = A−1 inverznu´ k matici A.
Nech je dana´ su´stava linea´rnych rovn´ıc
Ab = y, kde y ∈M(A). (1.13)
Dˇalej nech je uvazˇovany´ vzt’ah AA−Ab = Ab, z cˇoho vyply´va AA−y = y pri platnosti
1.13. Je zrejme´, zˇe su´stavy AA−y = y a 1.13 su´cˇasne platia, ak b = A−y. Za´ver je nasle-
dovny´, pre l’ubovol’nu´ su´stavu linea´rnych rovn´ıc 1.13 je riesˇen´ım b = A−y (matica su´stavy
A moˆzˇe byt’ singula´rna i nesˇtvorcova´). Pseudoinverzna´ matica je teda zovsˇeobecnen´ım
pojmu inverznej matice pri riesˇen´ı su´stavy linea´rnych rovn´ıc.
Opera´tor ortogona´lnej projekcie
Nech je uvazˇovany´ vektorovy´ priestor V konecˇnej dimenzie na R. Nech je d’alej uvazˇovany´
podpriestor V1 vo V a jeho ortogona´lny komplement V⊥1 vo V (plat´ı V1∩V⊥1 = {0}). Potom
kazˇdy´ vektor x ∈ V je mozˇne´ jednoznacˇne vyjadrit’ dvomi vektormi x1, x2 nasledovne
x = x1 + x2, kde x1 ∈ V1 a x2 ∈ V⊥1 . Zobrazenie P : V → V1 definovane´ vzt’ahom
Px = x1 sa nazy´va ortogona´lnym opera´torom projekcie na priestor V1. Dˇalej zrejme plat´ı
P (ax + by) = aPx + bPy pre a, b ∈ R a teda P je linea´rnou transforma´ciou, ktoru´
je mozˇne´ vyjadrit’ maticou. Dˇalej bude oznacˇena´ taka´to matica symbolom P a bude
nazy´vana´ projekcˇnou maticou.
Veta 1.6. Projekcˇna´ matica P je idempotentna´ matica.
Doˆkaz. Zrejme plat´ı vysˇsˇie uvedeny´ vzt’ah Px = x1 a vzt’ah Px1 = x1. Dosaden´ım vyja-
drenia x1 z prve´ho vzt’ahu do druhe´ho je mozˇne´ dostat’ vzt’ah PPx = Px, z cˇoho vyply´va
PP = P . 
Veta 1.7. Ak P je projekcˇna´ matica na podpriestor V1, potom I−P je projekcˇna´ matica
na podpriestor V⊥1 .
Doˆkaz. Nech je uvazˇovany´ l’ubovol’ny´ vektor x ∈ V a pr´ıslusˇny´ vektor x1 = Px, kde
zrejme x1 ∈ V1. V pr´ıpade nenulovosti vektora x − x1 = x2, plat´ı x2 /∈ V1 ale x2 ∈ V⊥1 .
Potom x2 = x − x1 = Ix − Px = (I − P )x a teda I − P je projekcˇnou maticou z
priestoru V na podpriestor V⊥1 . 
Nech je uvazˇovany´ n-rozmerny´ vektorovy´ priestor V so skala´rnym su´cˇinom zadefino-
vany´m pozit´ıvne definitnou maticou W n nasledovne 〈·, ·〉W : V × V → R, kde dvom
vektorom x, y ∈ V prirad´ı toto zobrazenie 〈x, y〉W hodnotu x′Wy. V pr´ıpade, uve-




Veta 1.8. Nech je dany´ vektorovy´ priestor V , kde je definovany´ skala´rny su´cˇin pozit´ıvne
definitnou maticou Σ. Potom matica P je opera´torom ortogona´lnej projekcie, pra´ve vtedy,
ked’ matica P je idempotentna´ a za´rovenˇ ΣP je symetricka´ matica.
Doˆkaz. Z vety 1.7. vyply´va, zˇe kazˇda´ projekcˇna´ matica mus´ı mat’ vlastnost’ idempotentnej
matice. Nech su´ uvazˇovane´ dva l’ubovol’ne´ vektory x, y ∈ V , potom Px ∈ V1, (I−P )y ∈
V⊥1 a aby boli na seba ortogona´lne, mus´ı pre ne vzˇdy platit’
0 = 〈Px, (I − P )y〉Σ = x′P ′Σ(I − P )y.
Predcha´dzaju´ci vzt’ah ekvivalentne plat´ı, pre l’ubovol’ne´ vektory x a y, len ak plat´ı P ′Σ(I−
P ) = O a teda P ′ΣP = P ′Σ. Z tejto druhej rovnice a jej transponovanej verzie
P ′ΣP = ΣP vyply´va platnost’ P ′Σ = (ΣP )′ = ΣP a teda symetrickost’ matice ΣP . 
V pr´ıpade skala´rneho su´cˇinu definovane´ho jednotkovou maticou I je matica P opera´-
torom ortogona´lnej projekcie pra´ve vtedy, ked’ P je idempotentna´ a symetricka´ matica.
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2. Linea´rny regresny´ model u´plnej
hodnosti
Nech Y = (Y1, . . . , Yn)
′ je na´hodny´ vektor a Xn×k je matica dany´ch rea´lnych cˇ´ısiel,
kde za´rovenˇ plat´ı h(X) = k a k < n. Dˇalej nech pre na´hodny´ vektor Y plat´ı
Y = Xβ + e, (2.1)
kde β = (β1, . . . , βk)
′ je vektor nezna´mych parametrov a e = (e1, . . . , en)′ je na´hodny´
vektor sp´lnˇaju´ci podmienky
Ee = 0, Var(e) = σ2I
s nezna´mym parametrom σ2 > 0. V takomto pr´ıpade sa tiezˇ povie, zˇe Y sa riadi linea´rnym
modelom a bude nazy´vany´ regresny´m. Pretozˇe vektor Y za´vis´ı linea´rne na prvkoch vektora
β, bude model 2.1 nazy´vany´ linea´rnym regresny´m modelom. Matica X bude nazy´vana´
regresnou maticou a jej st´lpce x•1, . . . ,x•k budu´ nazy´vane´ regresormi. Vektor β bude
nazy´vany´ vektorom regresny´ch koeficientov. Ked’zˇe regresna´ matica ma´ rovnaky´ pocˇet
st´lpcov ako je jej hodnost’, bude model 2.1 nazy´vany´ model s u´plnou st´lpcovou hodnost’ou
alebo skra´tene model u´plnej hodnosti.
Podmienka h(X) = k matice Xn×k v modeli 2.1 urcˇuje, zˇe sa jedna´ o model u´plnej
hodnosti a teda st´lpce regresnej matice su´ linea´rne neza´visle´. Za´rovenˇ ak matica X je
u´plnej hodnosti, potom matica X ′X je regula´rna. Predcha´dzaju´ce tvrdenie je tiezˇ nepri-
amym doˆsledkom vety 1.2. Priestor M(X) bude nazy´vany´ regresny´m priestorom. Dˇalej
nech je zavedeny´ pojem rezidua´lneho priestoru, ktory´ bude vyjadrovat’ priestor kolmy´ na
regresny´ priestor a bude oznacˇeny´M(X)⊥ (resp.M(X)⊥ je komplementa´rnym podpries-
torom M(X) v Rn).
Dˇalej nech je uvazˇovany´ vsˇeobecnejˇs´ı model u´plnej hodnosti pre na´hodny´ vektor Z
tvaru
Z = Xβ + e, (2.2)
s nezna´mym vektorom β a nezna´mym na´hodny´m vektorom e
Ee = 0, Var(e) = σ2G,
kde G je zna´ma pozit´ıvne definitna´ matica. V pr´ıpade zˇe matica G nie je diagona´lna,
budu´ medzi pozorovaniami korela´cie. Hodnoty Z je mozˇne´ linea´rne transformovat’ nasle-
dovne Y = G−11 Z a z´ıskat’ poˆvodny´ model 2.1 pre Y s Var(e) = σ
2I, kde matica G1 je
zavedena´ vzt’ahomG = G1G
′
1). Pretozˇe maticaG odpoveda´ variancˇnej matici, ma´ vsˇetky
vlastne´ cˇ´ısla kladne´ a plat´ı, zˇe existuje rozklad podl’a vety 1.4, potom existuje aj vysˇsˇie
zadefinovana´ matica G1. Takto je mozˇne´ previest’ vsˇeobecnejˇs´ı model Z, s l’ubovol’nou
zna´mou pozit´ıvne definitnou maticou G, na poˆvodny´ pr´ıpad modelu 2.1.
Regresne´ koeficienty β1, . . . , βk sa odhaduju´ meto´dou najmensˇ´ıch sˇtvorcov, tj. minima-
liza´ciou funkcie S(β) = (Y −Xβ)′(Y −Xβ). Tieto odhady budu´ spolocˇne oznacˇene´
vektorom b = (b1, . . . , bk)
′. Ilustrat´ıvny moˆzˇe byt’ obra´zok 3a, v 3. kapitole, kde je pr´ıpad
uvazˇovany´ na R2.
Veta 2.1. Ak ma´ matica X u´plnu´ st´lpcovu´ hodnost’, potom odhady meto´dou najmensˇ´ıch
sˇtvorcov su´ b = (X ′X)−1X ′Y .
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Doˆkaz. Nech je uvazˇovany´ taky´ vektor b pre ktory´ bud’ plat´ı Y −Xb /∈ M(X) alebo
Y −Xb = 0. Potom samozrejme plat´ı vzt’ah
X ′(Y −Xb) = 0, (2.3)
ktory´ bude vyuzˇity´ v nasleduju´com odvodzovan´ı.
(Y −Xβ)′(Y −Xβ) = [(Y −Xb) + (Xb−Xβ)]′ [(Y −Xb) + (Xb−Xβ)]
= (Y −Xb)′(Y −Xb) + (b− β)′X ′X(b− β)
≥ (Y −Xb)′(Y −Xb)
Pretozˇe matica X ′X je regula´rna, tak je i pozit´ıvne definitna´. A pra´ve pre tu´to vlastnost’,
v pr´ıpade (b − β) = 0, nadobu´da su´cˇet sˇtvorcov (Y −Xβ)′(Y −Xβ) svoje minimum
(Y −Xb)′(Y −Xb). Su´stavu linea´rnych rovn´ıc 2.3 je mozˇne´ prep´ısat’ na X ′Xb = X ′Y
a kvoˆli u´plnej hodnosti X, priamo dostat’ vysledok pre odhady b. 
Je vhodne´ si uvedomit’, zˇe su´cˇin 2.3 vyjadruje podmienku: vektor Y − Xb je or-
togona´lny na kazˇdy´ st´lpec matice X a teda za´rovenˇ na M(X). Tu moˆzˇe byt’ vhodna´
geometricka´ predstava vid’ obra´zok 1.
Je mozˇne´ z´ıskat’ aj iny´ pohl’ad na meto´du najmensˇ´ıch sˇtvorcov (minimaliza´ciu funkcie
S(β) = (Y −Xβ)′(Y −Xβ)) s ekvivalentny´m za´verom, ako v doˆkaze vety 2.1. Ked’zˇe
funkcia S(β) je konvexna´ na Rk, pre neobmedzene´ odhady b mus´ı platit’
∂
∂bi




(Y − x•ibi)′(Y − x•ibi) = 0, i = 1, 2, . . . , k , (2.4)




(Y − x•ibi)′(Y − x•ibi) = −x′•i(Y − x•ibi)− (Y − x•ibi)′x•i = −2x′•i(Y − x•ibi).
Potom zo vzt’ahu 2.4 vyply´va platnost’ su´stavy linea´rnych rovn´ıc x′•i(Y − x•ibi) = 0, pre
i = 1, 2, . . . , k, ktoru´ je mozˇne´ zap´ısat’ maticovo
X ′(Y −Xb) = 0 resp. X ′Xb = X ′Y . (2.5)
Su´stava rovn´ıc X ′Xb = X ′Y , vyply´vaju´ca taktiezˇ z doˆkazu vety 2.1., urcˇuje teda
riesˇenia pre odhady b regresny´ch koeficientov β z´ıskany´ch meto´dou najmensˇ´ıch sˇtvorcov.
Je urcˇite dobre´ si polozˇit’ ota´zku existencie riesˇenia, cˇi voˆbec pre taku´to su´stavu rovn´ıc
mus´ı existovat’ riesˇenie. Z platnosti vzt’ahu X ′Y ∈ M(X ′) a vety 1.7. vyply´va platnost’
X ′Y ∈M(X ′X). Ked’zˇe prava´ strana su´stavy X ′Xb = X ′Y je podl’a vety 1.2. taktiezˇ
z priestoru M(X ′X), ma´ ta´to su´stava vzˇdy riesˇenie. V pr´ıpade u´plnej hodnosti matice
X je riesˇenie tejto linea´rnej su´stavy vzˇdy jednoznacˇne´. Su´stava linea´rnych rovn´ıc
X ′Xb = X ′Y (2.6)
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bude nazy´vana´ su´stava norma´lnych rovn´ıc alebo skra´tene norma´lne rovnice (norma´lna
rovnica). Vektor
Yˆ = Xb = X(X ′X)−1X ′Y (2.7)
je najlepsˇou aproxima´ciou vektora Y , aku´ je mozˇne´ vytvorit’ v priestore M(X). Z ge-
ometrickej predstavy riesˇenia norma´lnych rovn´ıc vyply´va, zˇe sa jedna´ o kolmy´ priemet








Obra´zok 1: Zobrazeny´ je kolmy´ priemet vektora Y na vektor Yˆ = Xb = b1x1 + b2x2 do
regresne´ho priestoruM(X) =M(x1,x2). Vektor b je odhadom vektora β meto´dou najmensˇ´ıch
sˇtvorcov.
Vektor Y je linea´rne transformovany´ do priestoruM(X) na vektor Yˆ pomocou vzt’ahu
2.7. V d’alˇsom texte bude H oznacˇovat’ maticu tejto linea´rnej transforma´cie
H = X(X ′X)−1X ′.
Je zrejme´, zˇe plat´ı vzt’ahHX = X, totizˇX(X ′X)−1X ′X = X. Preto vektor z priestoru
M(X) sa uzˇ touto ortogona´lnou projekciou H nezmen´ı, a teda kazˇdy´ st´lpec matice X
sa transformuje na seba HX = X z cˇoho vyply´va, zˇe matica H je projekcˇnou maticou
na priestor M(X). Zrejme d’alej plat´ı tiezˇ (I −X(X ′X)−1X ′)X = O, teda zˇe st´lpce
projekcˇnej matice (I −X(X ′X)−1X ′) (z vety 1.7.) su´ ortogona´lne na regresny´ priestor
M(X). Dˇalej nech M vyjadruje M = I −X(X ′X)−1X ′ = I −H .
Zhrnut´ım platia vzt’ahy
HX = X, M = I −H a MX = O. (2.8)
Da´ sa l’ahko uka´zat’, zˇe matice H a M su´ okrem symetrickosti aj idempotentne´, ked’zˇe
plat´ı
HH = X(X ′X)−1X ′X(X ′X)−1X ′ = X(X ′X)−1X ′ = H ,
MM = (I −H)(I −H) = I −H −H +HH = I −H = M .
Alebo inak, kazˇdy´ st´lpec z projekcˇnej matice H resp. M sa transformuje na seba do
priestoruM(H) resp.M(M ), teda plat´ı HH = H a MM = M . A ty´m sa uka´zalo, zˇe
14
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matice H a M su´ symetricke´ a idempotentne´. Podl’a vety 1.8. su´ obe matice opera´tormi
ortogona´lnej projektcie (na regresny´ a rezidua´lny priestor) a ty´m boli potvrdene´ doterajˇsie
intuit´ıvne predstavy.
Pre idempotentne´ matice, podl’a vety 1.5., platia vzt’ahy
h(H) = Tr(H) = k, h(M ) = Tr(M) = n− k.
Matica H je symetricka´ a preto moˆzˇe byt’ uvazˇovany´ spektra´lny rozklad 1.10. Ked’zˇe
h(H) = k plat´ı, zˇe matica H ma´ pra´ve k nenulovy´ch vlastny´ch cˇ´ısiel (i s na´sobnost’ami)
s pr´ıslusˇny´mi vlastny´mi vektormi. Nech v je nejaky´ vlastny´ vektor matice H pr´ıslusˇny´
k nenulove´mu vlastne´mu cˇ´ıslu λ. Potom plat´ı Hv = λv. Ked’zˇe v ∈ M(H) a H je
projekcˇna´ matica na M(H) mus´ı platit’ λ = 1. Preto nech pre H su´ oznacˇene´ vlastne´
cˇ´ısla nasledovne λi = 1, i = 1, . . . , k a λi = 0, i = k+1, . . . , n. Potom podl’a spektra´lneho













kde matica Qn×k ma´ st´lpce vyplnene´ vlastny´mi vektormi takto Q = (v1, . . . ,vk). Vektory
v1, . . . ,vk su´ ortonorma´lne ba´zove´ vektory priestoruM(H) (a teda i regresne´ho priestoru
M(X)) a preto plat´ıQ′Q = Ik. Obdobne pre maticuM existuje n−k vlastny´ch vektorov
matice M generuju´cich priestorM(M ) (a teda i rezidua´lneho priestoruM(X)⊥). Ked’zˇe
su´ priestoryM(H) aM(M ) na seba ortogona´lne, ortonorma´lnou ba´zou su´ pra´ve vektory
vk+1, . . . ,vn zo spektra´lneho rozkladu 2.9 matice H . Nech je teda, rovnako ako matica
Q, vytvorena´ matica Nn×n−k = (vk+1, . . . ,vn). Potom plat´ı okrem vzt’ahu M = NN ′
aj vzt’ah N ′N = In−k. Pomocou platnosti H +M = I (zo vzt’ahu 2.8) je mozˇne´ uka´zat’










j = (Q,N )(Q,N )
′. (2.10)
A teda, zˇe matica (Q,N ) (v blokovom tvare) je skutocˇne ortogona´lna, a sp´lnˇa podmienky
vety 1.4. Totizˇ len rovnost’ (Q,N )′(Q,N ) = I je hned’ zrejma´.
Na´hodny´ vektor bL s k-zlozˇkami bude nazy´vany´ linea´rnym odhadom parametra β (v
linea´rnom regresnom modeli 2.1), ak existuje matica Bk×n, zˇe
bL = BY . (2.11)
Linea´rny odhad bL bude nazy´vany´ nestranny´m odhadom, ak plat´ı vzt’ah E(bL) = β
pre kazˇde´ β ∈ Rk Nestranny´ linea´rny odhad bL bude nazy´vany´ najlepsˇ´ım nestranny´m
odhadom, ak plat´ı pre l’ubovol’ny´ iny´ nestranny´ linea´rny odhad b∗L, zˇe matica
(Var(b∗L)− Var(bL)) (2.12)
je pozit´ıvne semidefinitna´. Vysvetlenie tejto defin´ıcie moˆzˇe byt’ nasleduju´ce. Odhad bL je
najlepsˇ´ı, pretozˇe sa rozptyl D(c′bL) l’ubovol’nej linea´rnej kombina´cie odhadov c′bL zmen´ı
oproti rozptylu D(c′b∗L) o hodnotu c
′(Var(b∗L) − Var(bL))c, ktora´ je neza´porna´ (pretozˇe
matica 2.12 je pozit´ıvne semidefinitnou). Teda odhad bL je najlepsˇ´ı, pretozˇe pre l’ubovol’ny´
vektor c minimalizuje rozptyl na D(c′bL) oproti ostatny´m nestranny´m linea´rnym odha-
dom.
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Veta 2.2. Pre odhad b meto´dou najmensˇ´ıch sˇtvorcov plat´ı E(b) = β, Var(b) = σ2(X ′X)−1.
Doˆkaz.
E(b) = E(X ′X)−1X ′Y = (X ′X)−1X ′EY = (X ′X)−1X ′Xβ = β,
Var(b) = Var [(X ′X)−1X ′Y ] = (X ′X)−1X ′(VarY )X(X ′X)−1
= (X ′X)−1X ′(σ2I)X(X ′X)−1 = σ2(X ′X)−1.
(2.13)

Teda bolo uka´zane´, zˇe odhad meto´dou najmensˇ´ıch sˇtvorcov b = (X ′X)−1X ′Y uvedeny´
vo vete 2.1. je nestranny´m linea´rnym odhadom vektora β.
Veta 2.3. (Gaussova-Markovova) V modeli Y , pre ktory´ plat´ı EY = Xβ a VarY =
σ2I, je Yˆ = HY najlepsˇ´ım nestranny´m linea´rnym odhadom vektora Xβ. Za´rovenˇ plat´ı
VarYˆ = σ2H.
Doˆkaz. Odhad Yˆ je linea´rny, pretozˇe Yˆ je linea´rnou funkciou Y (Yˆ = HY ). Ked’zˇe plat´ı
EYˆ = EHY = HXβ = Xβ,
je odhad Yˆ nestranny´. Dˇalej nech je uvazˇovany´ l’ubovol’ny´ iny´ linea´rny odhad, teda
napr´ıklad Y˜ = a+BY . Aby bol linea´rny odhad Y˜ nestranny´ mus´ı platit’
EY˜ = E(a+BY ) = a+BXβ = Xβ pre kazˇde´ β ∈ Rk.
Z toho vyply´va a = 0 a BX = X. Matica B teda transformuje st´lpce matice X na
same´ seba. Preto matica B taktiezˇ linea´rne transformuje linea´rnu kombina´ciu st´lpcov X
na seba. Preto BX(X ′X)−1X ′ = X(X ′X)−1X ′ z cˇoho vyply´va rovnost’ BH = H .
Posledna´ rovnost’ sa da´ prep´ısat’ na vzt’ah (B −H)H = O, vyuzˇit´ım idemotentnosti
matice H . Tento vzt’ah bude vyuzˇity´ nizˇsˇie. Pre variancˇnu´ maticu odhadu Yˆ plat´ı
Var(Yˆ ) = Var(HY ) = HVar(Y )H ′ = σ2H .
Pre variancˇnu´ maticu linea´rneho nestranne´ho odhadu Y˜ plat´ı
Var(Y˜ ) = Bσ2IB′ = σ2[(B −H) +H ][(B −H) +H ]′ =
= σ2(B −H)(B −H)′ + σ2HH ′ = σ2(B −H)(B −H)′ + Var(Yˆ ),
pretozˇe (B −H)H = O. Aby vektor Yˆ bol najlepsˇ´ı nestranny´ odhad, mus´ı platit’, zˇe
matica (Var(Y˜ ) − Var(Yˆ )) je pozit´ıvne semidefinitna´ matica podl’a vzt’ahu 2.12. Podl’a
tvaru matice (B −H)(B −H)′, sa jedna´ o pozit´ıvne semidefinitnu´ maticu, pretozˇe je
symetricka´ a ma´ neza´porne´ vlastne´ cˇ´ısla. Plat´ı totizˇ ekvivalentne (B −H)I(B −H)′,
kde matica I urcˇuje neza´pornost’ vlastny´ch cˇ´ısiel. 
Doˆlezˇity´m doˆsledkom predcha´dzaju´cej Gauss-Markovovej vety je pre odhad b vektora
β, zˇe tento odhad je dokonca najlepsˇ´ım nestranny´m linea´rnym odhadom vektora β. Totizˇ
odhad b je linea´rnou funkciou Yˆ a preto je tiezˇ najlepsˇ´ım nestranny´m linea´rnym odhadom
svojej strednej hodnoty, teda β.
Minima´lna hodnota funkcie S(β) bude oznacˇena´
RSS = S(b) = (Y − Yˆ )′(Y − Yˆ ),
a nazy´vana´ rezidua´lnym su´cˇtom sˇtvorcov (z angl. Residual sum of squares). Ine´ vyjdarenie
pre sˇtatistiku RSS popisuje nasleduju´ca veta.
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Veta 2.4. Pre rezidua´lny su´cˇet sˇtvorcov plat´ı RSS = Y ′MY a RSS = Y ′Y − b′X ′Y .
Doˆkaz.
RSS = (Y − Yˆ )′(Y − Yˆ ) = (Y −HY )′(Y −HY ) =
= (MY )′(MY ) = Y ′M ′MY = Y ′MY =
= Y ′(I −H)Y = Y ′Y − Y ′HY = Y ′Y − (H ′Y )′Y =
= Y ′Y − Yˆ ′Y = Y ′Y − b′X ′Y .

Veta 2.5. Na´hodna´ velicˇina s2 = RSS/(n− k) je nestranny´m odhadom parametra σ2.
Doˆkaz. Pretozˇe plat´ı RSS = Y ′MY , je moˆzˇne´ vyvodit’
E(RSS ) = E(Y ′MY ) = E [Tr(MY Y ′)] = Tr [ME (Y Y ′)] , (2.14)
pouzˇit´ım vzt’ahu 1.6. Pre variancˇnu´ maticu plat´ı vzt’ah
Var(Y ) = E(Y Y ′)− (EY )(EY )′ = E(Y Y ′)−Xβ(Xβ)′. (2.15)
Zo vzt’ahu 2.15 je mozˇne´ vyjadrit’ E(Y Y ′) = Var(Y )+Xβ(Xβ)′. Pouzˇit´ım predcha´dzaju´ceho
vzt’ahu E(Y Y ′) v odvodzovan´ı E(RSS ) vo vzt’ahu 2.14 sa pokracˇuje nasledovne
Tr [ME (Y Y ′)] = Tr [M(Var(Y ) +Xβ(Xβ)′)] = Tr [M (Iσ2 +Xβ(Xβ)′)]
= σ2Tr (M ) + Tr [MXβ(Xβ)′] = (n− k)σ2 + Tr [O]
= (n− k)σ2,
kde bol vyuzˇity´ vyt’ah MX = O. 
Bude zavedene´ nove´ oznacˇenie pre vektor odhadov u = Y − Yˆ = MY = Me
na´hodny´ch zlozˇiek e, ktory´ bude nazy´vany´ vektorom rezidu´ı. Potom plat´ı tiezˇ ine´ vyja-
drenia pre rezidua´lny su´cˇet sˇtvorcov, napr´ıklad RSS = u′u = ‖u‖2.
Veta 2.6. Pre vektor rezidu´ı platia vzt’ahy E(u) = 0 a Var(u) = σ2M .
Doˆkaz. Na platnost’ tejto vety sa da´ l’ahko nahliadnut’ podl’a nasleduju´cich odvoden´ı
E(u) = E(MY ) = MEY = MXβ = 0,
Var(u) = Var(MY ) = MVar(Y )M ′ = σ2M ,
kde bol pouzˇity´ vyt’ah MX = O. 
V regresnej matici je v prvom st´lpci cˇasto uvazˇovany´ vektor jednotiek. Potom sa
formuluje matica X = (1,X1), kde matica X1 je typu n × r (r = k − 1.) Potom su´
preformulovane´ koeficienty β = (β0, β1, . . . , βr)
′ a odhady b = (b0, b1, . . . , br)′.
V pr´ıpade, zˇe bude uvazˇovany´ vektor 1 ∈ M(X), zo vzt’ahu 2.3 z ktore´ho boli odvo-
dene´ norma´lne rovnice (teda meto´du najmensˇ´ıch sˇtvorcov) vyply´va
1′(Y −Xb) = 1′(Y − Yˆ ) = 0 a z toho vyply´va 1
n
∑















(Yi − Y¯ )(Yˆi − Y¯ )/(n− 1)√∑
(Yi − Y¯ )2/(n− 1)∑(Yˆi − Y¯ )2/(n− 1) ,





su´ vy´berove´ rozptyly, podl’a zavedenia v u´vode.
Korelacˇny´ koeficient je dobry´m ukazovatel’om linea´rnej za´vislosti. Preto pri ”dob-
rej”aproxima´cii vektora Y vektorom Yˆ by bol ocˇaka´vany´ koeficient korela´cie bl´ızky 1. K
vyhodnoteniu kvality prelozˇenia linea´rnym modelom sa najcˇastejˇsie pouzˇ´ıva druha´ moc-











(Yi − Y¯ )(Yˆi − Y¯ )
)2
∑
(Yi − Y¯ )2∑(Yˆi − Y¯ )2 =
(
(Y − Y¯ )′(Yˆ − Y¯ )
)2
∥∥∥Y − Y¯ ∥∥∥2 ∥∥∥Yˆ − Y¯ ∥∥∥2 , (2.16)
kde bol oznacˇeny´ vektor Y¯ = Y¯ 1. Vektor Y¯ odpoveda´ odhadu parametra modelu s regres-
nou maticou tvorenou len st´lpcom jednotiek. Vtedy je samozrejme najlepsˇ´ım odhadom
stredna´ hodnota. Pre d’alˇsie odvodzovanie bude oznacˇeny´ novy´ vektor d = Yˆ − Y¯ , ktory´
bude vyjadrovat’ jednotlive´ vzdialenosti ty´chto odhadov. Viac o tejto problematike (vz-
dialenosti roˆznych odhadov) bude pojedna´vat’ kapitola 4. V odvodzovan´ı r 2
Y,Yˆ
zo vzt’ahu





‖d+ u‖2 ‖d‖2 =
(d′d+ u′d)2




‖d+ u‖2 ‖d‖2 =
‖d‖2
‖d+ u‖2 , (2.17)
kde u′d = Y ′M ′d = u′Md = 0 z platnosti Yˆ , Y¯ ∈ M(X) vyply´va d ∈ M(X) a
teda Md = 0. Vektory u a d su´ na seba kolme´, pretozˇe sa oba nacha´dzaju´ v navza´jom
kolmy´ch podpriestoroch a preto plat´ı vzt’ah 〈u,d〉 = u′d = 0.
Nech je uvazˇovany´ vy´raz
∑n
i=1(Yi−Y¯ )2, ktory´ urcˇuje su´cˇet sˇtvorcov odchyliek v modeli
s regresnou maticou X = 1 Y¯ . Ta´to hodnota bude oznacˇena´ TSS (z angl. Total sum of
squares) a bude vyjadrena´ vzt’ahmi
TSS = (Y − Y¯ )′(Y − Y¯ ) =
n∑
i=1
(Yi − Y¯ )2 =
n∑
i=1
Y 2i − nY¯ 2.
Je teda zrejme´, zˇe v pr´ıpade regresnej matice tvorenej len st´lcom jednotiek a odhadu Yˆ
z´ıskane´ho meto´dou najmensˇ´ıch sˇtvorcov plat´ı RSS = TSS . Toto nove´ oznacˇenie sˇtatistiky















Ako uva´dza Andeˇl v literatu´re ([3], str. 82), k popisu presnosti regresne´ho modelu
sa pouzˇ´ıva koeficient determina´cie R2 a adjustovany´ (korigovany´) koeficient determina´cie
R2adj, ktore´ su´ dane´ vzorcami
R2 = 1− RSS
TSS
, R2adj = 1−
(n− 1)RSS
(n− r − 1)TSS . (2.19)
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Vo vzt’ahu 2.18 je teda uka´zane´, zˇe koeficient determina´cie R2 je priamo odvodeny´ z druhej
mocniny korelacˇne´ho koeficientu r 2
Y,Yˆ
.
Menej matematicky´ pohl’ad na vzorec 2.19 koeficientu determina´cie: Cˇ´ım je hodnota
R2 blizˇsˇia k 1 (resp. hodnota RSS je vy´razne mensˇia ako hodnota TSS ), ty´m lepsˇie
model zachyta´va pozorovane´ data. V hodnote adjustovane´ho koeficientu determina´cie su´
zohl’adnˇovane´ jednotlive´ stupne vol’nosti sˇtatistik RSS a TSS .
2.1. Norma´lny linea´rny regresny´ model
Pre predcha´dzaju´ce tvrdenia nebola vyzˇadovana´ podmienka norma´lneho rozdelenia vek-
tora Y . Avsˇak pre nasleduju´ce tvrdenia, uzˇ bude treba uvazˇovat’ norma´lne rozdelenie,
ked’zˇe je testovanie hypote´z zalozˇene´ na znalosti rozdelenia dat. Nech je teda predpo-
kladane´, zˇe na´hodna´ velicˇina e ma´ n-rozmerne´ norma´lne rozdelenie e ∼ Nn(0, σ2I), z
cˇoho vyply´va Y ∼ Nn(Xβ, σ2I). Tento model bude d’alej nazy´vany´ norma´lny linea´rny
regresny´ model.
Veta 2.7. Pre norma´lny linea´rny regresny´ model u´plnej hodnosti plat´ı
b ∼ Nk(β, σ2(X ′X)−1).
Doˆkaz. Vzt’ah b = (X ′X)−1X ′Y je zna´my. Matica (X ′X)−1X ′ je maticu cˇ´ısel typu k×n,
ktora´ urcˇuje linea´rnu transforma´ciu vektora z norma´lneho rozdelenia Y ∼ Nn(Xβ, σ2I).
Parametre pre tento vektor boli urcˇene´ vo vete 2.2. a preto podl’a vzt’ahu 1.3 plat´ı
b ∼ Nk(β, σ2(X ′X)−1). 
Veta 2.8. Pre odhady plat´ı
Yˆ ∼ Nn(Xβ, σ2H), u ∼ Nn(0, σ2M ).
Doˆkaz. Pre vektor Yˆ = HY plat´ı, zˇe matica cˇ´ısiel H urcˇuje jeho linea´rnu transforma´ciu
z vektora Y ∼ Nn(Xβ, σ2In). Preto aj vektor Yˆ ma´ norma´lne rozdelenie podl’a vzt’ahu
1.3. Z vy´pocˇtu parametrov
E(Yˆ ) = E(HY ) = HEY = HXβ = Xβ,
Var(Yˆ ) = Var(HY ) = HVar(Y )H ′ = σ2H ,
sa urcˇ´ı norma´lne rozdelenie Yˆ ∼ Nn(Xβ, σ2H). Podobne sa urcˇ´ı rozdelenie aj pre rezidua´
u. Pre rezidua´ u plat´ı vzt’ah u = Me, kde M je matica cˇ´ısiel a vektor chy´b e ma´
rozdelenie e ∼ Nn(0, σ2I). Parametre odhadov u boli urcˇene´ vo vete 2.6. a z toho vyply´va,
zˇe odhady u maju´ rozdelenie Nn(0, σ
2M ). 
Veta 2.9. Plat´ı RSS/σ2 ∼ χ2(n− k).
Doˆkaz. Matica Nn×n−k bola spomenuta´ vysˇsˇie, pri spektra´lnom rozklade matice M . Jej
st´lpce boli ortonorma´lne ba´zove´ vektory rezidua´lneho priestoru M(X)⊥ a sp´lnˇala vzt’ah
NN ′ = M . Nech je uvazˇovany´ na´hodny´ vektor Z ∼ Nn−k(0, In−k), potom plat´ı vzt’ah
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σNZ ∼ Nn(0, σ2M). Je zrejme´ (vid’ ostavec 1.2), zˇe vektor rezidu´ı u a na´hodny´ vektor
σNZ maju´ rovnake´ rozdelenie Nn(0, σ
2M ). Pretozˇe plat´ı vzt’ah







Veta 2.10. Vektor b a velicˇina s2 su´ neza´visle´.
Doˆkaz. Vzt’ahy b = (X ′X)−1X ′Y a RSS = Y ′MY su´ zna´me. Andeˇl vo vete 4.19.
literatu´ry ([3], str. 69), formuluje kedy kvadraticka´ forma Y ′MY a na´hodny´ vektor
(X ′X)−1X ′Y su´ neza´visle´. V tomto pr´ıpade, predpoklady uvedenej Andeˇlovej vety su´:
matica M je pozit´ıvne semidefinitna´ matica, Y ∼ Nn(Xβ, σ2I) a za´rovenˇ plat´ı
(X ′X)−1X ′(σ2I)M = O. (2.20)
Bolo uzˇ uka´zane´ vysˇsˇie, pri vy´pisu spektra´lneho rozkladu matice M , zˇe matica M je
symetricka´ a vlastne´ cˇ´ısla matice M su´ rovne´ bud’ 0 alebo 1. Preto matica M je pozit´ıvne
semidefinitna´. Ked’zˇe M je symetricka´ matica a plat´ı MX = O, plat´ı tiezˇ vzt’ah 2.20.
Vektor b a hodnota RSS su´ teda neza´visle´. Z toho vyply´va tiezˇ neza´vislost’ medzi vektorom
b a velicˇinou s2. 
2.1.1. Testy hypote´z a intervaly spol’ahlivosti
Veta 2.11. Nech vij znacˇia prvky matice (X




pre kazˇde´ i = 1, . . . , k.
Doˆkaz. Z vety 2.7 vyply´va (bi−βi)/
√
σ2vii ∼ N(0, 1). Ked’zˇe RSS/σ2 ∼ χ2(n−k) a vektor









= Ti ∼ t(n− k).
A teda, vysˇsˇie uvedena´ sˇtatistika ma´ Studentovo rozdelenie s n− k stupnˇami vol’nosti. 
Pomocou vety 2.11 sa testuje hypote´za H0 : βi = β
0
i proti alternativnej hypote´ze
H1 : βi 6= β0i , pre pra´ve jedno i = 1, . . . , k. Hypote´za H0 je zamietnuta´ na hladine α, pra´ve
ked’, plat´ı





Potom obojstranny´ interval spol’ahlivosti pre odhad parametra βi so spol’ahlivost’ou 1−α
je interval (
bi − s√vii t1−α
2





Ekvivalentne sa zamieta nulova´ hypote´za H0 : βi = β
0
i na hladine vy´znamnosti α, ak
hodnota β0i nelezˇ´ı v intervale spol’ahlivosti 2.21 so spol’ahlivost’ou 1− α.
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Najcˇastejˇsie sa testuje nulova´ hypote´za H0 : βi = 0 a teda sa testuje, cˇi je koeficient βi
vy´znamne odliˇsny od 0. Ak sa nulovu´ hypote´zu H0 zamietne, znamena´ to, zˇe Y vy´znamne
(na hladine α) za´vis´ı na i-tom st´lpci regresnej matice X. Avsˇak niekedy je potrebne´
testovat’ viacero regresnych koeficientov su´cˇasne. Preto bude uvedena´ nasleduju´ca veta,
pre ktoru´ je potrebne´ rozdelit’ vektor regresnych koeficientov β na vektor β1 s p zlozˇkami





 , b =
b1
b2
 , (X ′X)−1 =
V p×p U





(b2 − β2)′W−1(b2 − β2) ∼ F(q, n− k).
Doˆkaz. Pre margina´lne rozdelenie plat´ı b2 ∼ Nq(β2, σ2W ). Ked’zˇe matica X’X je po-
zit´ıvne definitna´, potom aj matica (X ′X)−1 je pozit´ıvne definitna´ (vsˇetky vlastne´ cˇ´ısla
su´ prevra´tene´ hodnoty vlastny´ch cˇ´ısiel maticeX ′X a teda opa¨t’ kladne´). Potom submatica
W je tiezˇ pozit´ıvne definitna´ a preto existuje rozklad BB′ = W , s regula´rnou maticou
B. Nech je uvazˇovany´ na´hodny´ vektor β2 + BZ ∼ Nq(β2, σ2W ), kde Z ∼ Nq(0, σ2I).
Potom je mozˇne´ kvadraticku´ formu
σ−2(b2 − β2)′W−1(b2 − β2),
nahradit’ za nasleduju´ci vzt’ah bez toho aby sa zmenilo rozdelenie tejto kvadratickej formy,
takto
σ−2(BZ)′(BB′)−1(BZ) = σ−2Z ′B′(BB′)−1BZ.
Dˇalej sa uka´zˇe, zˇe plat´ı B′(BB′)−1B = I. Pri vyna´soben´ı zl’ava maticou B, nasta´va
rovnost’ B = B. Ty´mto tvrden´ım je rovnost’ B′(BB′)−1B = I doka´zana´, len ak matica
B je regula´rna. Na´sledne plat´ı
σ−2Z ′B′(BB′)−1BZ = σ−2Z ′Z ∼ χ2(q).
Uzˇ bola uka´zana´ platnost’ RSS/σ2 ∼ χ2(n− k) a neza´vislost’ vektora b s hodnotou RSS ,
potom plat´ı







(b2 − β2)′W−1(b2 − β2) ∼ F(q, n− k).

Doˆsledok tejto vety ma´ vyuzˇitie pri testovan´ı nulovej hypote´zu H0 : β2 = β
0
2 proti
alternativnej hypote´ze H1 : β2 6= β02, kde β02 je q-prvkovy´ vektor. Nulova´ hypote´za H0
bude zamietnuta´ na hladine α, pra´ve ked’, vektor β02 nepatr´ı do konfidencˇnej mnozˇiny pre
β2 so spol’ahlivost’ou 1− α{
b ∈ Rq |( b− β2)′W−1(b− β2) < qs2F1−α(q, n− k)
}
. (2.22)
Pretozˇe je maticaW−1 pozit´ıvne definitna´, konfidencˇna´ mnozˇina 2.22 je tvaru elipsoidu1so

















λi ((b− β2)′vi)2 < qs2F1−α(q, n− k). (2.23)
1Mysleny´ je vsˇeobecnejˇs´ı pojem elipsoidu, zahrnˇuju´ci dvojrozmerny´ (elipsa) a viacrozmerny´ pr´ıpad.






j < 1, kde xj su´ su´radnice bodu a rj ∈ R.
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Su´cˇin (b−β2)′vi vyjadruje vel’kost’ premietane´ho vektora (b−β2) na priestor generovany´
vlastny´m vektorom vi. V tomto pr´ıpade, vlastne´ cˇ´ısla λ1, . . . , λq figuruju´ ako va´hy sumy
uvedenej vo vzt’ahu 2.23. Nech najva¨cˇsˇ´ım vlastny´m cˇ´ıslom matice W−1 je λj, potom je
elipsoid pra´ve v smere vektora vj najviac obmedzeny´. Osami elipsoidu su´ vlastne´ vektory
v1, . . . ,vq matice W
−1. Pre lepsˇiu predstavu je uvedeny´ obra´zok 2, ktory´ je uvazˇovany´





























Obra´zok 2: Konfidencˇna´ mnozˇina v a, je pr´ıpad kedy matica W−1 typu 2 × 2 je diagona´lna
a teda vlastne´ vektory su´ rovnobezˇne´ s euklidoskou ba´zou. Konfidencˇna´ mnozˇina v b, je
vsˇeobecnejˇs´ım pr´ıpadom s vlastny´mi vektormi v1 a v2. V oboch pr´ıpadoch je vlastne´ cˇ´ıslo λ2
va¨cˇsˇie, a1 vyjadruje d´lzˇku hlavnej poloosy a a2 d´lzˇku vedl’ajˇsej poloosy el´ıps.
Va¨cˇsˇinou je nulova´ hypote´za nastavena´ H0 : β2 = 0 proti alternat´ıvnej hypote´ze
H1 : β2 6= 0. Teda je testovana´ situa´cia, zˇe posledny´ch q regresny´ch koeficientov v β
je su´cˇasne nevy´znamny´ch pri zvolenej hladine α. V pr´ıpade, zˇe je testovany´ cely´ vektor










Y ′Y − RSS
ks2
∼ Fk,n−k.
Je zna´my vzt’ah b ∼ Nk(β, σ2(X ′X)−1) z vety 2.7. Dˇalej nech je uvazˇovany´ l’ubovol’ny´
vektor c ∈ Rk. Potom pre odhad linea´rnej kombina´cie regresny´ch koeficientov c′b plat´ı
E(c′b) = c′E(b) = c′β,
Var(c′b) = c′Var(b)c = σ2c′(X ′X)−1c.
Z defin´ıcie k-rozmerne´ho norma´lneho rozdelenia pre na´hodny´ vektor vo vzt’ahu 1.2, plat´ı
c′b ∼ N(c′β, σ2c′(X ′X)−1c).
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Doˆkaz. Z vety 2.10. vyply´va, zˇe taktiezˇ hodnoty c′b a s2 su´ neza´visle´. Potom plat´ı (c′b−
c′β)/
√









Tvrdenie vyply´va z definovania Studentovho rozdelenia. 
Predosˇla´ veta 2.13. je uzˇitocˇna´ pri testovan´ı hypote´z o linea´rnych kombina´ciach re-
gresny´ch koeficientov. Pr´ıkladom moˆzˇe byt’ odhad individua´lnej hodnoty (funkcie strednej
hodnoty) v bode c. Na´sledne bude uvedeny´ asponˇ obojstranny´ interval spol’ahlivosti pre












Tvrdenie vety 2.13. uzˇ nebude vsˇeobecne platne´ pre l’ubovol’ny´ nenulovy´ vektor c, v
pr´ıpade modelu s neu´plnou hodnost’ou. Ty´m sa bude zaoberat’ nasleduju´ca kapitola.
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hodnosti
Najprv bude zavedeny´ linea´rny regresny´ model neu´plnej hodnosti, rovnako ako model
plnej hodnosti 2.1.
Nech Y = (Y1, . . . , Yn)
′ je na´hodny´ vektor a Xn×k je matica dany´ch rea´lnych cˇ´ısiel,
kde za´rovenˇ plat´ı h(X) = r a r < k < n. Dˇalej nech sa Y riadi linea´rnym modelom
Y = Xβ + e, (3.1)
ked’ β = (β1, . . . , βk)
′ je vektor nezna´mych parametrov a e = (e1, . . . , en)′ je na´hodny´
vektor sp´lnˇaju´ci podmienky
Ee = 0, Var(e) = σ2I
s nezna´mym parametrom σ2 > 0. Bude uvazˇovane´ rovnake´ pomenovanie pre Y , X a β
ako v modeli 2.1. V tomto pr´ıpade, ked’ regresna´ matica X nema´ u´plnu´ st´lpcovu´ hod-
nost’, bude model 3.1 nazy´vany´ modelom s neu´plnou st´lpcovou hodnost’ou alebo skra´tene
modelom neu´plnej hodnosti.
Tak ako v predcha´dzaju´cej kapitole, je doˆlezˇitou u´lohou uvazˇovat’ take´ odhady b re-
gresny´ch koeficientov β aby minimalizovali funkciu S(β) = (Y − Xβ)′(Y − Xβ). Je
dobre´ pripomenu´t’, zˇe na minimaliza´cii tejto kvadratickej funkcii S(β) je zalozˇena´ cela´
meto´da najmensˇ´ıch sˇtvorcov. Ota´zkou je, cˇi tak, ako v modeli u´plnej hodnosti stacˇ´ı spl-
nenie norma´lnych rovn´ıc 2.6
X ′Xb = X ′Y ,
pre odhady b (minimalizuju´cich S(β)). Nasleduju´ca veto o tomto pojedna´va.
Veta 3.1. Ak matica X nema´ u´plnu´ st´lpcovu´ hodnost’, potom vsˇetky odhady meto´dou
najmensˇ´ıch sˇtvorcov su´ tvaru
b = bp + bh,
kde bp = (X
′X)−X ′Y , bh ∈M(X ′X)⊥ a (X ′X)− je l’ubovol’na´ pseudoinverzia k X ′X.
Doˆkaz. Tento doˆkaz bude obdobny´ doˆkazu vety 2.1. Rovnako je uvazˇovany´ nejaky´ vektor
b, pre ktory´ bude plat´ıt’ bud’ Y −Xb /∈M(X) alebo Y −Xb = 0. Taktiezˇ platia vzt’ahy
X ′(Y −Xb) = 0 a na´sledne´ odvodenie
(Y −Xβ)′(Y −Xβ) = (Y −Xb)′(Y −Xb) + (b− β)′X ′X(b− β)
≥ (Y −Xb)′(Y −Xb).
Ked’zˇe maticaX ′X je singula´rna, tak je pozit´ıvne semidefinitna´. Riesˇenie z rovn´ıcX ′(Y −
Xb) = 0 teda minimalizuje funkciu S(β) na minimum (Y −Xb)′(Y −Xb). Predcha´dzaju´cu
su´stavu linea´rnych rovn´ıc je mozˇne´ upravit’ na tvar X ′Xb = X ′Y . Avsˇak kvoˆli neu´plnej
hodnosti X, nie je riesˇenie b jedine´ a da´ sa rozdelit’ na partikula´rne bp = (X
′X)−X ′Y
a homoge´nne riesˇenie bh ∈M(X ′X)⊥. Totizˇ pre l’ubovol’ne´ riesˇenie partikula´rne riesˇenie
bp = (X
′X)−X ′Y a homoge´nne riesˇenie bh ∈M(X ′X)⊥ platia vzt’ahy
X ′Xbp = X ′X(X ′X)−X ′Y = X ′X(X ′X)−X ′Xb = X ′Y a X ′Xbh = 0.
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
Je potreba pa´r slovami doplnit’ za´verecˇne´ mysˇlienky doˆkazu. Ak je matica X ′X sin-
gula´rna, vy´pocˇet inverznej matice k nej nie je mozˇny´. Pre riesˇenie su´stavy linea´rnych
rovn´ıc X ′Xb = X ′Y , so singula´rnou maticou su´stavy, bola v teo´rii matic zavedena´ pseu-
doinverzna´ matica (ako bolo uvedene´ v u´vode v cˇasti o pseudoiverznej matici). V tomto
pr´ıpade, partikula´rnym riesˇen´ım norma´lnych rovn´ıc su´
bp = (X
′X)−X ′Y .
V u´vode bolo poznamenane´, zˇe pseudoinverzna´ matica (X ′X)− nie je jednoznacˇne dana´
pre singula´rnu maticu X ′X. V tomto pr´ıpade, je partikula´rnych riesˇen´ı bp nekonecˇne
vel’a, ktore´ sa l´ıˇsia o vektor homoge´nneho riesˇenia bh. Preto ak matica X nema´ u´plnu´
st´lpcovu´ hodnost’, ma´ju´ norma´lne rovnice vzˇdy nekonecˇne vel’a riesˇen´ı tvaru b = bp + bh
ako je zna´zornene´ v obra´zku 3.
Minima´lna hodnota funkcie S(b), pre nejake´ riesˇenie b norma´lnych rovn´ıc, bude nazy´vana´













Obra´zok 3: V obra´zku a, je zobrazena´ funkcia S(β) = (Y −Xβ)′(Y −Xβ) pre roˆzne od-
hady β, v pr´ıpade linea´rneho modelu u´plnej hodnosti. V obra´zku b, zobrazena´ ta´to funkcia
pre model neu´plnej hodnosti. Tu bp vyjadruje nejake´ partikula´rne riesˇenie norma´lnych rovn´ıc
bp = (X
′X)−X ′Y .
Geometricka´ predstava: bez u´plnej hodnosti regresnej matice, su´ niektore´ st´lpce matice
X linea´rne za´visle´ a pra´ve preto nie je mozˇne´ jednoznacˇne vyjadrit’ odhad vektora β. V
taky´chto pr´ıpadoch ul’ahcˇuje pra´cu s odhadmi, v modeloch neu´plnej hodnosti, pojem
odhadnutel’nost’ parametrickej funkcie.
3.1. Odhadnutel’ne´ parametricke´ funkcie
V pr´ıpade u´plnej st´lpcovej hodnosti regresnej matice je odhad meto´dou najmensˇ´ıch sˇtvorcov
parametra t′β rovny´ t′b pre l’ubovol’ny´ vektor t dane´ho typu. Vektor b je totizˇ jediny´m
riesˇen´ım su´stavy norma´lnych rovn´ıc. No ota´zkou je, ako je to v pr´ıpade nekonecˇne´ho pocˇtu
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riesˇen´ı vektora koeficientov b su´stavy norma´lnych rovn´ıc.
Nech je dany´ nejaky´ nena´hodny´ vektor t ∈ Rk. Potom linea´rna funkcia t′β bude
nazy´vana´ odhadnutel’nou, ak existuje jej nestranny´ linea´rny odhad.
Veta 3.2. Linea´rna funkcia t′β je odhadnutel’na´ pra´ve vtedy, ked’ plat´ı
t ∈M(X ′) =M(X ′X). (3.2)
Doˆkaz. Aby pre nejaky´ vektor s ∈ Rn bola linea´rna funkcia s′Y nestranny´m odhadom
t′β, mus´ı pre kazˇde´ β ∈ Rk platit’
E(s′Y ) = s′Xβ = t′β. (3.3)
Odkadial’ t = X ′s. Preto ak je linea´rna funkcia t′β odhadnutel’nou, potom t ∈ M(X ′)
(resp. t ∈ M(X ′X)). A obra´tene, ak t ∈ M(X ′) potom mus´ı existovat’ vektor s ∈ Rn
taky´, zˇe plat´ı t = X ′s. Potom plat´ı vzt’ah 3.3, a preto je linea´rna funkcia t′β odhadnu-
tel’na´. 
Veta 3.3. Ak je linea´rna funkcia t′β odhadnutel’nou, potom t′b je nestranny´m linea´rnym
odhadom funkcie t′β, kde b je l’ubovol’ne´ riesˇenie norma´lnych rovn´ıc. Za´rovenˇ je hodnota
t′b rovnaka´ pre vsˇetky riesˇenia b norma´lnych rovn´ıc.
Doˆkaz. Najprv bude uka´zany´ doˆkaz druhe´ho tvrdenia. Nech b = bp +bh a b
∗ = b∗p +b
∗
h su´
roˆzne riesˇenia norma´lnych rovn´ıc vyjadrene´ podl’a vety 3.1. Aby platilo t′b = t′b∗, mus´ı
ekvivalentne platit’ t′(b− b∗) = 0. Plat´ı vzt’ah
t′(b− b∗) = t′(bp − b∗p) + t′(bh − b∗h) = t′(bp − b∗p), (3.4)
pretozˇe bh, b
∗
h ∈ M(X ′X)⊥ (z cˇoho vyply´va (bh − b∗h) ∈ M(X ′X)⊥) a za´rovenˇ t ∈
M(X ′X). Nech bp = (X ′X)−1X ′Y a b∗p = (X ′X)−2X ′Y podl’a vety 3.1., kde su´ uvedene´
dve roˆzne pseudoinverzne´ matice (oznacˇene´ indexami 1 a 2) k matici X ′X. Andeˇl vo vete
15.c, v literatu´re ([2], str. 69) uviedol, zˇe matica
X(X ′X)−X ′ (3.5)
je neza´visla´ na zvolenej pseudoinverzii (X ′X)−. Pouzˇit´ım predcha´dzaju´ceho tvrdenia a
vzt’ahu t = X ′s (z odhadnutel’nosti t′β) je mozˇne´ d’alej pokracˇovat’ v u´prave vzt’ahu 3.4
takto
t′(bp−b∗p) = s′X[(X ′X)−1X ′Y −(X ′X)−2X ′Y ] = s′[X(X ′X)−1X ′−X(X ′X)−2X ′]Y = 0.
Z toho vyply´va rovnost’ t′(b − b∗) = 0 resp. t′b − t′b∗ = 0, pre l’ubovol’ne´ riesˇenia
norma´lnych rovn´ıc. Nasleduje doˆkaz prve´ho tvrdenia. Pouzˇit´ım vzt’ahu t = X ′Xg (z
odhadnute´lnosti t′β) je mozˇne´ vyjadrit’ nasleduju´ci vzt’ah
E(t′b) = E(g′X ′Xb) = E(g′X ′Y ) = g′X ′Xβ = t′β, (3.6)
kde v druhej rovnosti bola vyuzˇita´ platnost’ norma´lnych rovn´ıcX ′Xb = X ′Y (ked’zˇe plat´ı
pre kazˇde´ b sp´lnˇaju´ce norma´lne rovnice). Zo vzt’ahu 3.6 vyply´va, zˇe na´hodna´ velicˇina t′b
je nestranny´m linea´rnym odhadom funkcie t′β (linea´rnost’ podl’a vzt’ahu 2.11). 
Ked’zˇe pri u´plnej hodnosti X je jednoznacˇne urcˇene´ riesˇenie b norma´lnej rovnice,
potom pre l’ubovol’nu´ linea´rnu transforma´ciu t′ je funkcia t′β odhadnutel’na´.
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Veta 3.4. Ak je parametricka´ funkcia t′β odhadnutel’na´, potom t′b je najlepsˇ´ı nestranny´
linea´rny odhad parametrickej funkcie t′β.
Doˆkaz. Nestrannost’ a linea´rnost’ odhadu t′b bola ukazana´ vo vete 3.3. Z odhadnutel’nosti
funkcie t′β, vyply´va existencia g ∈ Rk tak, zˇe plat´ı t = X ′Xg. Potom plat´ı
t′b = g′X ′Xb = g′X ′Y , (3.7)
kde v druhej rovnosti boli pouzˇite´ norma´lne rovnice (a ich l’ubovol’ne´ riesˇenie b). Zo vzt’ahu
3.7 vyply´va, zˇe pre kazˇdy´ linea´rny nestranny´ odhad v′Y plat´ı v′Xβ = E(v′Y ) = t′β, z
cˇoho vyply´va (v′X − t′)β = 0 pre ∀β (teda v′X = t′). Vyuzˇit´ım vzt’ahu 3.7 sa vyjadr´ı
rozptyl funkcie v′Y nasledovne
D(v′Y ) = D[v′Y − t′b+ t′b] = D[(v′Y − g′X ′Y ) + g′X ′Y ] =
= D(v′Y − g′X ′Y ) + D(g′X ′Y ) + 2Cov(v′Y − g′X ′Y , g′X ′Y ) =
= D(v′Y − g′X ′Y ) + D(g′X ′Y ) = D(v′Y − g′X ′Y ) + D(t′b),
ked’zˇe plat´ı rovnost’
Cov(v′Y −g′X ′Y , g′X ′Y ) = (v′−g′X ′)(Iσ2)Xg = σ2(v′X−g′X ′X)g = σ2(t′−t′)g = 0.
Aby odhad t′b bol najlepsˇ´ım nestranny´m linea´rnym odhadom, mus´ı platit’, zˇe hodnota
D(v′Y )− D(t′b) = D(v′Y − g′X ′Y ) je neza´porna´. Je zrejme´, zˇe plat´ı
D(v′Y − g′X ′Y ) = (v′ − ξ′X ′)Var(Y )(v −Xg) = σ2(v − ξX)′(v −Xg),
a pretozˇe je ta´to kvadraticka´ forma tvaru σ2w′w (kde w = (v−Xg)) je pre w 6= 0 vzˇdy
kladna´. Preto je odhad t′b najlepsˇ´ım z iny´ch nestranny´ch linea´rnych odhadov. 
Je doˆlezˇite´ si uvedomit’, zˇe v pr´ıpade modelu neu´plnej hodnosti, je jednoznacˇny´ odhad
meto´dou najmensˇ´ıch sˇtvorcov iba pre strednu´ hodnotu v bode t ∈ M(X) (teda t′b je
odhadom t′β). Nech je uvazˇovany´ linea´rny model u´plnej hodnosti s regresnou maticouX1
a druhy´ linea´rny model neu´plnej hodnosti s regresnou maticou X2 = (X1,x3), kde pre
vektor x3 plat´ı x3 ∈M(X1). Oba modely generuju´ rovnake´ regresne´ priestoryM(X1) =
M(X2) a preto maju´ aj ortogona´lny priemet na tento priestor totozˇny´ (ilustruje obra´zok
4). Ako bolo uzˇ uvedene´, v modeli neu´plnej hodnosti nie je mozˇne´ jednoznacˇne vyjadrit’
tento priemet (odhadmi regresny´ch koeficientov) ako je tomu v modeli u´plnej hodnosti.
Veta 3.5. Nech t′b a t′1b su´ odhady meto´dou najmensˇ´ıch sˇtvorcov pre odhadnutel’ne´ funk-
cie t′β a t′1β. Potom plat´ı
D(t′b) = σ2t′(X ′X)−t, Cov(t′b, t′1b) = σ
2t′(X ′X)−t1, (3.8)
kde matica (X ′X)− je l’ubovol’na´ pseudoinverzna´ matica k X ′X.
Doˆkaz. Z odhadnutel’nosti parametrickej funkcie t′β vyply´va t ∈M(X ′X). Preto existuje
g take´ zˇe plat´ı t = X ′Xg. Nech je uvazˇovana´ pseudoinverzna´ matice (X ′X)− k matici
X ′X. Potom z defin´ıcie pseudoinverznej matice plat´ı rovnost’X ′X(X ′X)−X ′X = X ′X.
Transponovan´ım tohto vzt’ahu sa vyjadr´ı rovnost’
X ′X[(X ′X)−]′X ′X = X ′X. (3.9)
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Yˆ = X1(b1, b2)
′ = X2(c1, c2, c3)′
X1 = (x1,x2)
X2 = (x1,x2,x3)
Obra´zok 4: Obra´zok ilustruje pr´ıpad, kedy regresne´ matice modelu u´plnej a neu´plnej hodnosti
vytva´raju´ totozˇne´ priestory M(X1) =M(X2).
Pouzˇit´ım poslednej rovnosti 3.9 a vzt’ahu t = X ′Xg plat´ı
D(t′b) = D(t′(X ′X)−X ′Y ) = t′(X ′X)−X ′Var(Y )X[(X ′X)−]′t =
= σ2t′(X ′X)−X ′X[(X ′X)−]′t =
= σ2t′(X ′X)−X ′X[(X ′X)−]′X ′Xg =
= σ2t′(X ′X)−X ′Xg = σ2t′(X ′X)−t.
(3.10)
Podl’a vzt’ahu 3.7 odhadu t′b, odhadnutel’nej funkcie t′β, meto´dou najmesˇ´ıch sˇtvorcov
plat´ı vzt’ah t′b = g′X ′Y . Obdobne je mozˇne´ z´ıskat’ vyjadrenie odhadu pre odhadnutel’nu´
funkciu t′1β, kde t1 = X
′Xg1. Potom pre kovarianciu odhadov t
′b a t′1b plat´ı
Cov(t′b, t′1b) = Cov(g
′X ′Y , g′1X
′Y ) = g′X ′Var(Y )Xg1 = σ
2g′X ′Xg1 =




V predcha´dzaju´com doˆkaze je mozˇne´ si povsˇimnu´t’, zˇe rozptyl odhad t′b by bolo mozˇne´
vyjadrit’ bez pouzˇitia psudoinverznej matice vo vzt’ahu 3.10, takto
D(t′b) = σ2t′(X ′X)−t = σ2g′X ′X(X ′X)−X ′Xg = g′(X ′X)g = g′t.
Obdobne v odvodzovan´ı 3.11, bola kovariancia vyjadrena´ bez pouzˇitia pseudoinverznej
matice nasledovne
Cov(t′b, t′1b) = σ
2g′X ′Xg1 = σ
2g′t1 = σ2t′g1.
Nech je uvazˇovany´ch m vektorov t1, t2, . . . , tm, ktore´ su´ z priestoru M(X ′). Potom
su´ lina´rne parametricke´ funkcie t′1β, t
′
2β, . . . , t
′
mβ odhadnutel’ne´ a je mozˇne´ ich zapisat’
maticovo T ′β, kde T = (t1, t2, . . . , tm). Nech je takto zvolena´ matica T , potom pre
vektor T ′β je vhodny´ na´zov - vektor odhadnutel’ny´ch parametricky´ch funkci´ı. Ako pr´ıklad
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je mozˇne´ uviest’ samotnu´ maticu X ′. Kazˇdy´ st´lpec matice X ′ je z priestoru M(X ′) a
preto vektor parametrcky´ch funkci´ı Xβ je vzˇdy odhadnutel’ny´. Preto najlepsˇ´ım odhadom
vektoru Y meto´dou najmensˇ´ıch sˇtvorcov je
Yˆ = X(X ′X)−X ′Y . (3.12)
Opa¨t’ je mozˇne´ oznacˇit’ maticou H = X(X ′X)−X ′ a uvazˇovat’, zˇe je nejakou trans-
forma´ciou (zohl’adnˇuju´cou meto´du najmensˇ´ıch sˇtvorcov pri vektore Y ). Andeˇl vo vete 15.
v literatu´re ([2], str. 69) uviedol, zˇe plat´ı vzt’ah
A(A′A)−A′A = A, (3.13)
kde teda matica (A′A)−A′ je pseudoinverzna´ k matici A. Dˇalej profesor uva´dza v tejto
vete, zˇe matica
A(A′A)−A′ (3.14)
je symetricka´ a ta´to vlastnost’ neza´vis´ı na zvolenej pseudoinverzii (A′A)−. Preto je matica
H = X(X ′X)−X ′ symetricka´. A plat´ı pre tu´to maticu aj idempotentnost’
HH = X(X ′X)−X ′X(X ′X)−X ′ = X(X ′X)−X ′ = H ,
pouzˇit´ım vzt’ahu 3.13 uvedene´ho vysˇsˇie. A ked’zˇe matica H je symericka´ aj idempo-
tentna´, podl’a vety 1.8 je matica H opera´torom ortogona´lnej projekcie na regresny´ pries-
tor M(X). Z idempotentnosti matice H vyply´va, zˇe I − H je tiezˇ idempotentna´. A
ked’zˇe matica H je symetricka´, je zrejme´ zˇe, aj matica I−H je symetricka´. Preto matica
I −H je projekcˇnou maticou, podl’a vety 1.8, ale na rezidua´lny priestor M(X)⊥ (podl’a
vety 1.7). Ta´to projekcˇna´ matica tak, ako v predcha´dzaju´cej kapitole, bude oznacˇovana´
M = I −H .
Z vysˇsˇie uvedene´ho, na´hodnu´ velicˇinu RSS , je mozˇne´ vyjadrit’ nasledovny´mi vzt’ahmi
RSS = (Y − Yˆ )′(Y − Yˆ ) = Y ′(I −H)′(I −H)Y = Y ′MY = u′u.




kde r oznacˇuje hodnost’ matice X.
Doˆkaz. Odvodenie je podobne´ ako v doˆkaze vety 2.5. Ak plat´ı h(X) = r, potom plat´ı
h(H) = r. Podl’a vety 1.5. pre idempotentnu´ maticu M plat´ı
h(M ) = Tr(M ) = Tr(I −H) = Tr(I)− Tr(H) = n− h(H) = n− r.
Zo vzt’ahu 2.15 vyply´va E(Y Y ′) = Var(Y ) +Xβ(Xβ)′, aj pre model neu´plnej hodnosti.
Ta´to rovnost’ bude pouzˇita´ v nasleduju´com vyjadrovan´ı strednej hodnoty RSS
E(RSS ) = E(Y ′MY ) = E [Tr(MY Y ′)] = Tr [ME (Y Y ′)] =
= Tr [M (Var(Y ) +Xβ(Xβ)′)] = Tr [M(Iσ2 +Xβ(Xβ)′)] =
= σ2Tr (M ) + Tr [MXβ(Xβ)′] = (n− r)σ2 + (Xβ)′MXβ =
= (n− r)σ2,
kde boli pouzˇite´ vzt’ahy 1.6 a 2.15. Posledna´ rovnost’ vyply´va z platnosti MX = 0. 
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3.2. Norma´lny linea´rny regresny´ model
Nech je uvazˇovany´ Y ∼ Nn(Xβ, σ2I) a matica T typu k × p, ktorej st´lpce su´ z pries-
toru M(X ′) a sp´lnˇa h(T ) = p. Teda nebudu´ zbytocˇne uvazˇovane´ nadbytocˇne´ zlozˇky
vektora parametricky´ch funkci´ı T ′β, pretozˇe parametricke´ funkcie t′iβ su´ linea´rne a ich
kombina´ciami je mozˇne´ z´ıskat’ l’ubovol’ny´ odhad funkcie t′β, kde t ∈M(T ). Ked’zˇe kazˇdy´
st´lpce matice T je z priestoru M(X ′), vektor parametricky´ch funkci´ı T ′β je odhad-
nut’el’ny´. Z odhadnutel’nosti vyply´va, zˇe existuje matica Jk×p taka´, zˇe plat´ı
T = X ′XJ . (3.15)
Aby platilo h(T ) = p, vo vzt’ahu 3.15 mus´ı platit’ h(J) = p a h(XJ) = p. Bodovy´m
odhadom T ′β meto´dou najmensˇ´ıch sˇtvorcov je vektor
T ′b = T ′(X ′X)−X ′Y , (3.16)
pretozˇe homoge´nne riesˇenie norma´lnych rovn´ıc je ortogona´lne na priestor M(X ′) a teda
aj na M(T ). Pouzˇit´ım vzt’ahu 3.15 sa uka´zˇe nestrannost’ odhadu T ′b nasledovne
E(T ′b) = T ′(X ′X)−X ′E(Y ) = T ′(X ′X)−X ′Xβ =
= J ′X ′X(X ′X)−X ′Xβ = J ′X ′Xβ = T ′β.
(3.17)
Variancˇna´ matica Var(T ′b) sa vyjadr´ı nasledovne
Var(T ′b) = Var(T ′(X ′X)−X ′Y ) = σ2T ′(X ′X)−X ′X[(X ′X)−]′T =
= σ2T ′(X ′X)−X ′X[(X ′X)−]′X ′XJ =
= σ2T ′(X ′X)−X ′XJ = σ2T ′(X ′X)−T ,
(3.18)
kde v predposlednej rovnosti bol pouzˇit´ı vzt’ah 3.9. Vzt’ah 3.16 urcˇuje pre odhad T ′b
linea´rnu transfora´ciu z norma´lne rozdelene´ho vektora Y . Potom p-rozmerny´ vektor odha-
dov T ’b ma´ tiezˇ norma´lne rozdelenie
T ′b ∼ Np(T ′β, σ2T ′(X ′X)−T ). (3.19)
Z odvodzovania predcha´dzaju´cich vzt’ahov vyply´va pre samotny´ odhad b rozdelenie
b ∼ Nk((X ′X)−X ′Xβ, σ2(X ′X)−X ′X[(X ′X)−]′). (3.20)
Variancˇnu´ maticu Var(T ′b) je mozˇne´ vyjadrit’ aj bez pseudoinverznej matice (X ′X)−
nasledovne
Var(T ′b) = σ2T ′(X ′X)−T = σ2J ′X ′X(X ′X)−X ′XJ = σ2J ′X ′XJ . (3.21)
Veta 3.7. Odhad T ′b a hodnota RSS su´ navza´jom neza´visle´.
Doˆkaz. Plat´ı RSS = Y ′MY a T ′b = T ′(X ′X)−X ′Y . Mysˇlienka doˆkazu je rovnaka´ ako
pri doˆkaze vety 2.10. a v tomto pr´ıpade stacˇ´ı uka´zat’
T ′(X ′X)−X ′(σ2I)M = O.
Ta´to rovnost’ sa uka´zˇe nasledovne
T ′(X ′X)−X ′(σ2I)M = σ2T ′(X ′X)−X ′(I −X(X ′X)−X ′) =
= σ2T ′(X ′X)−X ′ − σ2T ′(X ′X)−X ′ =
= σ2J ′X ′X(X ′X)−X ′ − σ2J ′X ′X(X ′X)−X ′ =
= σ2J ′X ′(X(X ′X)−X ′ −X(X ′X)−X ′) = O,
kde v poslednej rovnosti bol vyuzˇity´ vzt’ah 3.5. 
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Veta 3.8. Plat´ı RSS/σ2 ∼ χ2(n− r), kde r oznacˇuje hodnost’ matice X.
Doˆkaz. Postupuje sa rovnako ako v doˆkaze vety 2.9. PriestorM(X)⊥ ma´ dimenziou n−r
a preto je mozˇne´ uvazˇovat’ maticu Nn×n−r sp´lnˇaju´cu NN ′ = M a N ′N = In−r. Potom
je zrejme´, zˇe vektor u = MY ma´ rovnake´ rozdelenie ako σNZ ∼ Nn(0, σ2M ), kde






ma´ rovnake´ rozdelenie, ako Z′N ′NZ = Z′Z ∼ χ2(n− r).

3.2.1. Testy hypote´z a intervaly spol’ahlivosti
Najprv bude uka´zane´ testovanie na jednej parametrickej funkcii. Nech je teda dana´ od-
hadnutel’na´ parametricka´ funkcia t′β. Jej bodovy´ odhad meto´dou najmensˇ´ıch sˇtvorcov
bude oznacˇeny´ t′b.




Doˆkaz. Zo vzt’ahu 3.19 vyply´va (t′b− t′β)/
√
σ2t′(X ′X)−t ∼ N(0, 1). Z vety 3.8. je zna´ma
platnost’ RSS/σ2 ∼ χ2(n− r). A z vety 3.7. nepriamo vyply´va, zˇe hodnota t′b a odhad s2









kde bol pouzˇity´ vzt’ah pre odhad s2 = RSS/(n− r) nezna´meho parametra σ2. 
Vetu 3.9 je mozˇne´ vy´hodne vyuzˇ´ıt’ pri testovan´ı hypote´z. Nech pre dane´ cˇ´ıslo θ ∈ R,
je uvazˇovana´ nulova´ hypote´za H0 : t
′β = θ proti alternativnej hypote´ze H1 : t′β 6= θ.


















V pr´ıpade, zˇe je potrebne´ testovat’ viacero odhadnutel’ny´ch parametricky´ch funkci´ı
su´cˇasne, je vhodnejˇsie pouzˇ´ıvat’ vektorovy´ tvar T ′β, kde matica T k×p bola presne defino-
vana´ v odstavci 3.2. Bodovy´m odhadom z´ıskany´m meto´dou najmensˇ´ıch sˇtvorcov vektora
parametricky´ch funkci´ı T ′β je vektor T ′b, ktory´ ma´ podl’a vzt’ahu 3.19 norma´lne rozde-
lenie Np(T
′β, σ2T ′(X ′X)−T ).
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(T ′b− T ′β)′(T ′(X ′X)−T )−1(T ′b− T ′β) ∼ F(p, n− r).
Doˆkaz. Podl’a vzt’ahu 3.21 plat´ı Var(T ′b) = σ2J ′X ′XJ , kde na maticu Jk×p bola polozˇena´
podmienka h(XJ) = p (kde p ≤ r). Variancˇna´ matica Var(T ′b) je potom regula´rna (s
hodnost’ou p) pozit´ıvne definitna´. Pouzˇit´ım vety 1.4 a kladnosti vlastny´ch cˇ´ısiel matice
J ′X ′XJ , je mozˇne´ urobit’ rozklad
J ′X ′XJ = BB′,
kde maticaB je regula´rna a jej i-ty´ st´lpce je
√
λi-na´sobkom vlastne´ho vektora vi poˆvodnej
matice. Potom na´hodny´ vektor T ′b ma´ rovnake´ rozdelenie ako vektor
T ′β + σBZ ∼ Np(T ′β, σ2J ′X ′XJ), (3.23)
kde vektor Z ma´ norma´lne rozdelenie Np(0, I). Pri na´slednom dosaden´ı na´hodne´ho vek-
tora 3.23 do vzt’ahu
1
σ2
(T ′b− T ′β)′(BB′)−1(T ′b− T ′β) = 1
σ2
(σBZ)′(BB′)−1(BZσ) =
= Z ′B′(BB′)−1BZ = Z ′IZ ∼ χ2(p),
kde pri odvodzovan´ı bola vyuzˇita´ rovnost’ B′(BB′)−1B = I. Ta´to rovnost’ sa uka´zˇe
platnou, podobne ako v doˆkaze vety 2.12. vyna´soben´ım zl’ava (regula´rnou) maticou B




(T ′b− T ′β)′(BB′)−1(T ′b− T ′β)
RSSσ−2/(n− r) =
(T ′b− T ′β)′(BB′)−1(T ′b− T ′β)
ps2
∼ F(p, n−r),
ktory´ koresˇponduje s tvrden´ım tejto vety. L’ava´ strana predcha´dzaju´ceho vzt’ahu odpoveda´
zadefinovane´mu Fisherovmu rozdeleniu χ
2(p)/p
χ2(n−r)/(n−r) . 
Podl’a vety 3.10. je mozˇne´ testovat’ nulovu´ hypote´zu H0 : T
′β = θ proti alternat´ıvnej
hypote´ze H1 : T
′β 6= θ, kde θ je p-prvkovy´ vektor. Nulova´ hypote´za H0 bude zamietnuta´
na hladine α, pra´ve vtedy, ked’ hodnota vy´razu uvedene´ho vo vete 3.10. prekrocˇ´ı kvantil
F1−α(q, n− k).
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4. Vy´ber modelu a diagnostika
Pri vy´bere ”rozumne´ho”modelu by mali byt’ regresory vyberane´ do modelu tak, aby
cˇo najlepsˇie popisovali strednu´ hodnotu na´hodne´ho vektora Y (bez u´jmy na vsˇeobecnosti,
nech je uvazˇovany´ linea´rny regresny´ model neu´plnej hodnosti 3.1). Napr´ıklad v pr´ıpade,
zˇe regresna´ matica X (h(X) = k) ma´ pr´ıliˇs vel’a st´lpcov a niektore´ sa len nevy´znamne
podiel’aju´ na vyjadren´ı strednej hodnoty E(Y ). Preto je doˆlezˇity´ spra´vny vy´ber ty´chto
regresorov. Teda je potrebne´ uvazˇovat’ mensˇ´ı model (takzvany´ podmodel) s regresnou
maticou X∗ s hodnost’ou k∗, pre ktoru´ plat´ı
M(X∗) ⊆M(X) a za´rovenˇ 0 < k∗ < k, (4.1)
kde k = h(X) a k∗ = h(X∗). Cˇasto je taky´to podmodel tvoreny´ len isty´mi st´lpcami z
X. V pr´ıpade opacˇnej situa´cie sa hovor´ı o nadmodeli. Nech je teda uvazˇovany´ model 3.1
a matica X∗ sp´lnˇaju´ca 4.1. Potom sa povie, zˇe plat´ı podmodel modelu 3.1, ak pre nejaky´
vektor regresny´ch koeficientov β∗ plat´ı
E(Y ) = X∗β∗.
Nech su´ oznacˇene´ vsˇetky velicˇiny vzt’ahuju´ce sa na podmodel symbolom ∗ v hornom
indexe. Zva´ra v literatu´re ([13], str. 30) uviedol nasleduju´ce matematicke´ tvrdenie: Ak




(RSS ∗ − RSS )/(k − k∗)
RSS/(n− k) ∼ F(k − k
∗, n− k). (4.2)
Doˆsledok neu´plne´ho vy´beru regresorov
Nasleduju´ce pojednanie bude o situa´cii, kedy budu´ vytvorene´ odhady pomocou podmo-
delu pricˇom skutocˇny´ model bude sˇirsˇ´ı. Nech je teda uvazˇovany´ linea´rny regresny´ model
neu´plnej hodnosti (podl’a 3.1)
Y = Xβ + e, (4.3)
kde Xn×k je matica dany´ch rea´lnych cˇ´ısiel hodnosti p a β vektor nezna´mych parametrov.
A za´rovenˇ plat´ı pre na´hodny´ vektor E(e) = 0 a Var(e) = σ2I. Avsˇak skutocˇny´ model sa
bude riadit’ rozsˇ´ıreny´m linea´rnym modelom
Y = Xβ +Zγ + e (4.4)
tak, zˇe Zn×m je matica dany´ch rea´lnych cˇ´ısiel a γ vektor m-nezna´mych parametrov. A
za´rovenˇ pre na´hodny´ vektor tohto rozsˇ´ırene´ho modelu plat´ı E(e) = 0 a Var(e) = σ2I. V
d’alˇsom texte bude regresna´ matica rozsˇ´ırene´ho modelu oznacˇena´ Gn×(k+m) = (X,Z) a
rozsˇ´ıreny´ vektor regresny´ch koeficientov α = (β′,γ ′)′. Potom je mozˇne´ forma´lne prep´ısat’
model na
Y = Gα+ e. (4.5)
Aby skutocˇny´ rozsˇ´ıreny´ model rozsˇ´ıril priestor strednej hodnoty E(Y ), na regresnu´ maticu
G je kladena´ podmienka h(G) > p. Samozrejme tiezˇ plat´ı h(G) < n, pretozˇe model 4.5
je linea´rnym regresny´m modelom.
Dˇalej budu´ oznacˇene´ indexom G vsˇetky potrebne´ sˇtatistiky vzt’ahuju´ce sa na rozsˇ´ıreny´
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model 4.5. HG bude oznacˇovat’ projekcˇnu´ maticu na rozsˇ´ıreny´ regresny´ priestorM(G) a
matica MG = I −HG bude oznacˇovat’ projekcˇnu´ maticu na (zu´zˇeny´) rezidua´lny priestor
M(G)⊥. Potom zrejme plat´ı pre najlepsˇ´ı linea´rny nestranny´ odhad vektora Y vzt’ah
Yˆ G = HGY a pre odhad chyby uG = MGY = Y − Yˆ G. Pre rezidua´lny su´cˇet sˇtvorcov
rozsˇ´ırene´ho modelu RSSG = ‖uG‖2 . Podl’a vzt’ahu 3.12 plat´ı
Yˆ G = G(G
′G)−G′Y = XbG +ZcG, (4.6)
kde bG a cG su´ odhady meto´dou najmensˇ´ıch sˇtvorcov pre vektory β a γ. Avsˇak ak
je potrebne´ vidiet’ rozdiel v odhadoch regresny´ch koeficientov medzi uvazˇovany´m 4.3 a
skutocˇny´m rozsˇ´ıreny´m modelom, je potrebne´ aby odhady vektorov regresny´ch koeficien-
tov β a γ boli neza´visle´. Plat´ıM(X,Z) =M(X,MZ), pretozˇe M je projekcˇna´ matica
do rezidua´lneho priestoru M(X)⊥ a teda st´lpce matice Z sa premietnu do rezidua´lneho
priestoru ako st´lpce matice MZ. Ty´m vznikne neza´vislost’ odhadov regresny´ch koefici-
entov. Miesto matice G vo vzt’ahu 4.6 sa pouzˇije matica (X,MZ), ktora´ (ako uzˇ bolo
uka´zane´) generuje rovnaky´ regresny´ priestor.











= X(X ′X)−X ′Y +MZ(Z ′MZ)−Z ′MY
= Yˆ +MZ(Z ′MZ)−Z ′u
= Xb+ (I −H)Z(Z ′MZ)−Z ′u
= Xb+ (I −X(X ′X)−X ′)Z(Z ′MZ)−Z ′u
= X(b− (X ′X)−X ′Z(Z ′MZ)−Z ′u) + IZ(Z ′MZ)−Z ′u
= X (b− (X ′X)−X ′Z(Z ′MZ)−Z ′u)︸ ︷︷ ︸
bG
+Z (Z ′MZ)−Z ′u︸ ︷︷ ︸
cG
(4.7)
Pouzˇit´ım vlastnosti matice 3.14, na hore uvedeny´ su´cˇin blokovy´ch mat´ıc, sa pr´ıde k za´veru,









cˇo sa da´ uka´zat’ su´cˇinom blokovy´ch mat´ıc z defin´ıcie pseudoinverznej matice. A pra´ve
pouzˇit´ım pseudoinverznej matice 4.8 v odvodzovan´ı 4.7 sa sprehl’adn´ı postup (neza´visly´
na zvolenej pseudoinverzii). V poslednom riadku odvodzovania 4.7 je mozˇne´ si vsˇimnu´t’
priamy vzt’ah medzi odhadmi b a bG. V predcha´dzaju´com odvodzovan´ı 4.7 taktiezˇ bola
uka´zana´ platnost’ vzt’ahu Yˆ G = Yˆ +MZ(Z
′MZ)−Z ′u. Vektorom d bude d’alej oznacˇeny´
rozdiel odhadov Yˆ G a Yˆ takto
d = Yˆ G − Yˆ = MZ(Z ′MZ)−Z ′u. (4.9)
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Nech je odcˇ´ıtany´ vektor Y zo vzt’ahu Yˆ G = Yˆ + d, potom plat´ı vzt’ah
(Yˆ G − Y ) = (Yˆ − Y ) + d
a na´sledne rovnost’






cGz d = cGMz
cHz




Obra´zok 5: Na obra´zku je zachyteny´ pr´ıpad, kedy regresna´ matica X je tvorena´ len vektorom
x a matica Z je tvorena´ len vektorom z. Oznacˇenie koresˇponduje so zaveden´ım v tejto kapitole.
Matica H je projekcˇna´ matica na M(x) a M je projekcˇna´ matica na M(x)⊥.
Z platnost´ı vzt’ahov uG ∈ M(G)⊥ a d ∈ M(G) ∩M(X)⊥ vyply´va, zˇe vektory uG a
d su´ na seba kolme´ (zjednodusˇena´ situa´cia je zobrazena´ na obra´zku 5). Preto z kolmosti
pre vzt’ah u = uG + d z 4.10 plat´ı po znormovan´ı a umocnen´ı
‖u‖2 = ‖uG + d‖2 = ‖uG‖2 + ‖d‖2 .
Z predcha´dzaju´ceho priamo vyply´va
RSS = RSSG + ‖d‖2 . (4.11)
Podl’a vety 3.6. a platnosti modelu 4.5 plat´ı
E(RSSG) = (n− h(G))σ2. (4.12)
Avsˇak v pr´ıpade E(RSS ) plat´ı
E(RSS ) = E ‖MY ‖2 = E ‖M (Xβ +Zγ + e)‖2 = E ‖MZγ +Me‖2 . (4.13)
Oba cˇleny v norme, poslednom vyjadren´ı vzt’ahu 4.13, sa nacha´dzaju´ v navza´jom orto-
gona´lnych podpriestoroch a preto je mozˇne´ d’alej pokracˇovat’ vo vyjadrovan´ı takto
E(RSS ) = E ‖MZγ‖2 + E ‖Me‖2 = ‖MZγ‖2 + (n− h(X))σ2. (4.14)
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Pre odhad strednej hodnoty uvazˇovane´ho modelu EYˆ plat´ı
EYˆ = HEYˆ G = H(Xβ +Zγ) = Xβ +HZγ.
V pr´ıpade, zˇe rozsˇ´ıreny´ model skutocˇne rozsˇiruje poˆvodny´ model (teda neplat´ı HZ = Z)
je odhad strednej hodnoty Yˆ odhadom vychy´leny´m. Preto plat´ı pre vychy´lenie tohto
odhadu nasleduju´ci vzt’ah
bias(Yˆ ) = EYˆ − EY = Xβ +HZγ − (Xβ +Zγ) = (H − I)Zγ = −MZγ. (4.15)
Ako uva´dza Zva´ra v literatu´re ([13], str. 83), vychy´lene´ odhady nie su´ porovna´vane´
pomocou ich rozptylu cˇi variancˇnej matice, ale pomocou strednej sˇtvorcovej chyby. Ta´to
sˇtatistika oznacˇovana´ MSE (z angl. Mean Square Error) je vsˇeobecne definovana´ pre odhad
θˆ parametra θ takto
MSE(θˆ) = E(θˆ − θ)2 = D(θˆ) + bias2(θˆ). (4.16)
a pre vektor odhadov θˆ parametrov θ nasledovne
MSE(θˆ) = E(θˆ − θ)(θˆ − θ)′ = Var(θˆ) + bias(θˆ)bias(θˆ)′. (4.17)
Preto v pr´ıpade dvoch nestranny´ch odhadov (bias(θˆ) = 0 resp. bias(θˆ) = 0) je ich porov-
nanie pomocou rozptylov (resp. variancˇny´ch matic) a stredny´ch sˇvorcovych chy´b totozˇne´.
Potom strednu´ sˇtvorcovu´ chybu odhadu Yˆ pomocou vzt’ahu 4.15 je mozˇno rozp´ısat’ na-
sledovne
MSE(Yˆ ) = Var(Yˆ ) + bias(Yˆ )(bias(Yˆ ))′ = σ2H +MZγγ ′Z ′M .
Pretozˇe odhad Yˆ G je nevychy´leny´ (teda bias(Yˆ G) = 0) plat´ı














= σ2X(X ′X)−X ′ + σ2MZ(Z ′MZ)−Z ′M
= σ2H + σ2MZ(Z ′MZ)−Z ′M
, (4.18)
kde bola pouzˇita´ pseudoinverzia tvaru 4.8. Ako bolo konsˇtatovane´ vysˇsˇie, su´cˇin blokovy´ch
mat´ıc v 4.18 je neza´visly´ na vol’be pseudoinverzie. Pouzˇit´ım 4.18 d’alej plat´ı
MSE(Yˆ G)−MSE(Yˆ ) = σ2(MZ(Z ′MZ)−Z ′M −MZγγ ′Z ′M/σ2). (4.19)
Zva´ra v literatu´re ([13], str. 228) doka´zal nasleduju´cu vetu: Pre maticu Am×n a vektor
c ∈ Rn plat´ı nerovnost’ ‖Ac‖2 ≤ 1 pra´ve vtedy, ked’ je matica
A(A′A)−A′ −Acc′A′ (4.20)
pozit´ıvne semidefinitna´.
Aplikovan´ım tejto vety na vzt’ah 4.19 (polozˇen´ım A = MZ a c = γ/σ) je mozˇne´ doˆjst’
k za´veru, zˇe matica 4.19 je pozit´ıvne semidefinitna´ pra´ve za podmienky ‖MZγ/σ‖2 ≤ 1.
Tu´to nerovnost’ je mozˇne´ jednoduchou u´pravou previest’ na ‖MZγ‖2 ≤ σ2 a pouzˇit´ım
vzt’ahu 4.15 d’alej previest’ na vzt’ah
∥∥∥bias(Yˆ )∥∥∥2 ≤ σ2 (resp. na vzt’ah ‖MZγ‖2 ≤ σ2.).
Potom z toho vyply´va
MSE(Yˆ G)−MSE(Yˆ ) je pozit´ıvne semidefinitna´, pra´ve ked’, plat´ı ‖MZγ‖ ≤ σ. (4.21)
To znamena´, zˇe pri dostatocˇne malom vychy´len´ı odhadu strednej hodnoty je mensˇ´ı model
prijatel’nejˇs´ı, pretozˇe minimalizuje kvadra´ty rezidu´ı v budu´com pozorovan´ı.
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4.1. Vy´ber regresorov
Nech je uvazˇovana´ regresna´ matica X a vektor za´visly´ch velicˇin Y . U´lohou je vybrat’ tie
regresory, ktore´ dobre popisuju´ na´hodne´ velicˇiny v Y . Prvou doˆlezˇitou analy´zou da´t je zis-
tenie vza´jomnej za´vislosti regresorov. Tu sa vyuzˇ´ıva korelacˇny´ koeficient (resp. korelacˇna´
matica), ktory´ indikuje mieru zavislosti medzi dvoma regresormi. Napr´ıklad moˆzˇu byt’ dva
regresory za´visle´ na faktore, ktory´ nie je zna´my. V pr´ıpade, zˇe jeden regresor x•i (faktor)
je silne linea´rne za´visly´ na druhom x•j, potom si odhady bi, bj rozdelia poˆsobenie jedne´ho
faktora. V tomto pr´ıpade, kedy su´ st´lpce regresnej matice X linea´rne neza´visle´, ale maju´
(v nejakom zmysle) silnu´ linea´rnu za´vislost’ medzi sebou, sa hovor´ı o multikolinearite. Tu
je mozˇne´ vyuzˇit’ meto´du hlavny´ch komponentov alebo napr´ıklad faktorovu´ analy´zu.
V pr´ıpade modelu u´plnej hodnosti je teda situa´cia vy´beru regresorov nasleduju´ca.
Variancˇna´ matica odhadov pre vektor β podl’a vzt’ahu 2.13 bola urcˇeny´ ako Var(b) =
σ2(X ′X)−1. Nech je najprv uvazˇovany´ najjednoduchsˇ´ı pr´ıpad, ked’ st´lpce regresnej ma-
tice su´ na seba ortogona´lne. Potom su´ maticeX ′X i (X ′X)−1 diagona´lne a teda jednotlive´
odhady bi na sebe neza´visle´. To znamena´, zˇe pri uvazˇovan´ı podmodelu zo st´lpcov regresnej
matice sa ich pr´ıslusˇne´ bodove´ odhady bi uzˇ nebudu´ menit’. V odstavci 2.1 bolo uvedene´,
ako t-testom su´ testovane´ jednotlive´ odhady pre βi. Avsˇak ani pri neza´vislosti jednotlivy´ch
odhadov sa nemozˇno spol’ahnu´t’ na t-test pri vytva´ran´ı vhodne´ho podmodelu. Pretozˇe pri
testovan´ı, jednotlivy´ch odhadov na hladine vy´znamnosti α, pravdepodobnost’ spra´vneho
vy´beru podmodelu z poˆvodne´ho modelu s pocˇtom regresorov klesa´. V pr´ıpade za´vislosti
jednotlivy´ch odhadov bi, sa ta´to situa´cia esˇte komplikuje. Pri za´vislosti odhadov treba pri
kazˇdom vyraden´ı st´lpca z regresnej matice X znova vypocˇ´ıtat’ odhady regresny´ch koefi-
cientov.
F-testom sa testuje nevy´znamnost’ viacerych koeficientov su´cˇasne. Preto sa zda´ byt’
vhodnou vol’bou. Proble´m moˆzˇe nastat’ v pr´ıpade, zˇe model obsahuje vel’ky´ pocˇet regreso-
rov. V tomto pr´ıpade p regresorov je potrebne´ pomocou F-testu skontrolovat’ 2p modelov.
V pr´ıpade vel’ke´ho pocˇtu modelov sa pouzˇ´ıva takzvany´ hladny´ algoritmus (v angl. Greedy
Search). Na tejto mysˇlienke je zalozˇena´ krokova´ regresia, ktora´ bude na´sledne pop´ısana´.
4.1.1. Krokova´ regresia
Najprv budu´ uvedene´ idei jednotlivy´ch algoritmov pre vzostupny´ vy´ber (v angl. For-
ward Selection) a zostupny vy´ber (v angl. Backward Elimination), na ktory´ch je zalozˇena´
krokova´ regresia. Vzostupny´ vy´ber je zalozˇeny´ na postunom prida´van´ı regresorov podl’a
vy´znamnosti. Zacˇ´ına sa teda z pra´zdnym modelom a da´ sa zhrnu´t’ nasledovny´m postupom,
ktory´ je strucˇne zhrnuty´ na obra´zku 6.
1. Nech je mnozˇine vybrany´ch regresorov (oznacˇenej Nvyb) priradena´ pra´zdna mnozˇina
∅. A d’alej nech mnozˇine vsˇetky´ch p regresorov (oznacˇenej Nnevyb) je priradena´
mnozˇina {1, . . . , p}, kde je kazˇde´mu regresoru priradene´ pra´ve jedno cˇ´ıslo i z 1, . . . , p
podl’a oznacˇenia koeficientu βi. t-testom so stupnˇom vol’nosti n − 1 sa vyberie
najvy´znamnejˇsie nenulovy´ odhad bi. Potom do mnozˇiny Nvyb sa prirad´ı hodnota
i a z mnozˇiny Nnevyb sa vyrad´ı hodnota i.
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2. Vypocˇ´ıta sa hodnota RSS pre model obsahuju´ci regresory s indexami z Nvyb, ktora´
bude d’alej oznacˇena´ RSSmod. Nech k vyjadruje pocˇet prvkovNvyb. Obmenou vzt’ahu
4.2 bude testovany´ tentokra´t nadmodel za platnosti
RSSmod − RSS ∗
RSSmod/(n− k) ∼ F(1, n− k),
kde RSS ∗ je rezidua´lny su´cˇet sˇtvorcov pre nadmodel uzˇ uvazˇovane´ho modelu (vzˇdy
rozsˇ´ıreny´ o jeden regresor s indexom z Nnevyb). Je zrejme´, zˇe pri mensˇej hodnote
RSS ∗ bude skoˆr zamietnuta´ hypote´za. Preto je hl’adana´ minima´lna hodnota RSS ∗
zo vsˇetky´ch uvazˇovany´ch nadmodelov, ktora´ bude d’alej oznacˇena´ RSS roz.
3. Ak
RSSmod − RSS roz
RSSmod/(n− k) > F1−α(1, n− k),
- hypote´za βj = 0 je zamietnuta´, index j je priradeny´ do mnozˇiny Nvyb a vyra-
deny´ z mnozˇiny Nnevyb,
- do hodnoty RSSmod sa prirad´ı hodnota RSS roz,
- prejde sa na krok 2,
inak hypote´za βj = 0 nie je zamietnuta´ a algoritmus sa ty´mto ukoncˇuje.
Zostupny´ vy´ber je zalozˇeny´ na rovnakej mysˇlienke, ale vycha´dza sa z u´plne´ho modelu, ob-
sahuju´ceho vsˇetky regresory. Potom su´ postupne vyrad’ovane´ z modelu regresory najmenej
vy´znamne´ pomocou podobne´ho F-testu.
Krokova´ regresia (v angl. Stepwise Regression) funguje na princ´ıpe vzostupne´ho vy´beru
s ty´m, zˇe v kazˇdom kroku sa za´rovenˇ pouzˇije i zostupny´ vy´ber. Teda v kazˇdom kroku sa
kontroluje mnozˇina Nvyb, cˇi sa v nej nenacha´dza index uzˇ nevy´znamne´ho regresne´ho ko-
eficientu. Predosˇly´ postup vzostupne´ho vy´beru bude rozsˇ´ıreny´ o nasleduju´ce dva kroky.
4. RSSmod bude priradena´ hodnota z kroku 3 rozsˇ´ırene´ho modelu RSS roz. Nech opa¨t’
k vyjadruje pocˇet prvkov Nvyb. Pomocou vzt’ahu 4.2 bude testovany´ podmodel na-
sledovne
RSS ∗ − RSSmod
RSSmod/(n− k) ∼ F(1, n− k),
kde RSS ∗ je rezidua´lny su´cˇet sˇtvorcov pre podmodel uzˇ uvazˇovane´ho modelu (vzˇdy
redukovany´ o jeden regresor s indexom z Nvyb). Opa¨t’ je hl’adana´ minima´lna hodnota
RSS ∗ zo vsˇetky´ch uvazˇovany´ch podmodelov, ktora´ bude d’alej oznacˇena´ RSS red.
5. Ak
RSS red − RSSmod
RSSmod/(n− k) < F1−α(1, n− k),
- nie je zamietnuta´ hypote´za o nulovosti vyradene´ho regresoru, preto je cˇ´ıslo
urcˇuju´ce tento regresor vyradeny´ z Nvyb a priradeny´ do Nnevyb,
- do hodnoty RSSmod sa prirad´ı hodnota RSS red,
- prejde sa na krok 2,
inak sa prejde na krok 2.
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krok 1: t-testom je urcˇeny´ model s jedny´m regresorom
krok 2: vy´pocˇet hodnoty RSS roz











nezamietnutie v kroku 3
krok 4: vy´pocˇet hodnoty RSS red
krok 5: test hypote´zy o redukovan´ı modelu
inak
zamietnutie v kroku 5 a za´rovenˇ
Obra´zok 6: Na obra´zku je porovnany´ proces vzostupneho vy´beru pomocou cˇiernych sˇipiek a
proces krokovej regresie pomocou sˇedy´ch sˇipiek.
Proces vy´beru regresorov je ukoncˇeny´, ak prejde cyklus, v ktorom v krokoch 3 a 5 nebude
mozˇne´ rozsˇ´ırit’ alebo redukovat’ mnozˇinu vybrany´ch regresorov Nvyb.
Ked’zˇe tieto tri meto´dy funguju´ na princ´ıpe hladne´ho algoritmu, nemusia na´jst’ v da-
nom zmysle najlepsˇie riesˇenie ani rovnake´ (oproti ostatny´m). Napr´ıklad vyber modelu
bude za´visly´ na zvolenej hladine vy´znamnosti α. Na tu´to te´mu Zva´ra uviedol v literatu´re
([13], str. 144) nasleduju´cu vetu: Obzvla´sˇt’ pri krokovej regresii sa doporucˇuje vyhl’adat’
niekol’ko takmer optima´lnych modelov a poku´sit’ sa na´jst’ medzi nimi ten, ktory´ ma´ naj-
lepsˇiu interpreta´ciu. Dˇalej Jo¨rnsten uviedla ([6], 5.predna´sˇka) k tejto te´me nasleduju´cu
vetu: Hladne´ algoritmy moˆzˇu viest’ na modeli, ktore´ su´ t’azˇko interpretovatel’ne´ - regre-
sory, ktore´ su´ korelovane´, su´peria o zu´cˇastnenie sa na tvorbe modelu a l’udske´ vedomosti
(sku´senosti) moˆzˇu vybrat’ rozumne´ modely, cˇo tu sˇtatistika nemoˆzˇe.
V tomto odstavci, boli meto´dy vy´beru regresorov zalozˇene´ na F-teste. Rovnako tieto
meto´dy moˆzˇu fungovat’ na za´klade iny´ch testovac´ıch kriteri´ı. Zna´me su´ napr´ıklad Akaikeho
informacˇne´ krite´rium (zna´me pod skratkou AIC) alebo Bayesovske´ informacˇne´ krite´rium
(zna´me pod skratkou BIC).
4.1.2. Mallowsova Cp sˇtatistika
Sˇtatistika Cp je zalozˇena´ na odhade celkovej strednej sˇtvorcovej chyby
∑n
i=1 MSE(Yˆi),
ktorej je mozˇne´ sa dopustit’ pri uvazˇovan´ı podmodelu miesto skutocˇne´ho modelu. Nech
je uvazˇovany´ zavedeny´ model 4.3, z ktore´ho sa vycha´dzalo, avsˇak v skutocˇnosti plat´ı









′MZγ = σ2Tr(H) + ‖MZγ‖2 . (4.22)
Zo vzt’ahu 4.14 plat´ı
‖MZγ‖2 = E(RSS )− (n− h(X))σ2.
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2k + E(RSS )− (n− k)σ2 = (2k − n)σ2 + E(RSS ).





MSE(Yˆi) = 2k − n+ E(RSS )
σ2
. (4.23)
Mallowsova Cp sˇtatistika vyjadruje hodnotu 4.23 po dosaden´ı za σ
2 odhadom tohto para-
metra s2G (zo skutocˇne´ho rozsˇ´ırene´ho modelu) a za E(RSS ) je uvazˇovana´ hodnota RSS z
podmodelu nasledovne
Cp = 2k − n+ RSS
s2G
. (4.24)
Potom pre strednu´ hodnotu tejto sˇtatistiky a pouzˇit´ım vzt’ahu 4.14 plat´ı
E(Cp) = 2k − n+ E(RSS )
σ2
= 2k − n+ ‖MZγ‖






Zo vzt’ahu 4.25 vyply´va, zˇe pri malom vychy´len´ı je stredna´ hodnota sˇtatistiky Cp priblizˇne
rovna´ k (pocˇtu regresorov v podmodeli).
Dˇalej bude uvazˇovane´, zˇe skutocˇny´ model 4.5 je nezna´my (va¨cˇsˇinou rea´lna situa´cia).
No je uvazˇovana´ mnozˇina p regresorov, ktora´ v nejakom zmysle dobre zodpoveda´ modelu.
Bez u´jmy na vsˇeobecnosti a pre zachovanie modelu 4.3, nech medzi p regresormi su´ vsˇetky
regresory z X (p ≥ k). Mallows v tomto pr´ıpade vo vzt’ahu 4.24 uvazˇuje, zˇe vsˇetky´ch p
uvazˇovany´ch regresorov vytva´ra nevychy´leny´ odhad Yˆ (bias(Yˆ ) = 0). Preto je z modelu
s p regresormi pocˇ´ıtany´ odhad s2p rozptylu σ
2.
Pre taky´to pr´ıpad je Cp sˇtatistika pre uvazˇovany´ model 4.3
Cp = 2k − n+ RSS
s2p
. (4.26)
Take´to hodnoty sˇtatistiky Cp sa vypocˇ´ıtaju´ pre vsˇetky roˆzne podmnozˇiny z mnozˇiny p
regresorov. Pre n pozorovan´ı sa hodnota Mallowsovej sˇtatistiky 4.26 men´ı na za´klade
pocˇtu k regresorov v podmodeli a hodnoty RSS podmodelu.
Navrhuje sa zobrazit’ hodnoty Cp sˇtatistiky podl’a vel’kosti podmodelov a za´rovenˇ v
grafe zobrazit’ u´secˇku z bodu [0, 0] do bodu [p, p]. Podl’a vzt’ahu 4.25 by sa hodnoty Cp pre
ma´lo vychy´lene´ odhady mali pohybovat’ v bl´ızkosti uvedenej u´secˇky (pre podmodely s m
regresomi je to hodnota E(Cp) = m). V pr´ıpade va¨cˇsˇieho pocˇtu regresorov p sa pre kazˇdy´
pocˇet regresorov v podmodeli zobrazuju´ iba tie najblizˇie k u´secˇke. Na´zorne´ su´ grafy v 5.
kapitole.
Mallows v cˇla´nku [8] uva´dza, cˇo je mozˇne´ z take´hoto grafu vydedukovat’. Ak regresne´
koeficienty su´ neza´visle´ a tie ktore´ su´ nenulove´, dosahuju´ vysˇsˇ´ıch hodnoˆt (vzhl’adom k
smerodajnej odchy´lke ich odhadu), potom su´ hodnoty Cp (podmodelov z nich tvoreny´ch)
bl´ızke okolo uvedenej u´secˇky (vysˇsˇie - azˇ spolocˇne vytva´raju´ dobry´ odhad strednej hod-
noty). Dˇalˇs´ı pr´ıpadom je, ak su´ regresory x1, x2 a x3 silne korelovane´ vza´jomne a podobne
korelovane´ s Y . Potom kazˇde´ dva regresory je mozˇne´ vylu´cˇit’ ale nie vsˇetky tri. Preto tieto
vsˇetky uvazˇovane´ modely budu´ okolo u´secˇky (nizˇsˇie - pre mensˇie modely), pretozˇe kazˇdy´
jeden regresor moˆzˇe dobre odhadnu´t’ strednu´ hodnotu. Obe situa´cie su´ umele´, ale moˆzˇu
niekedy pomoˆct’.
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4.2. Diagnostika
Diagnosticke´ meto´dy pomahaju´ zist’ovat’ hodnoty z namerany´ch dat, ktore´ su´ v nejakom
zmysle vy´znamne vzdialene´ od va¨cˇsˇiny namerany´ch hodnoˆt. Tieto hodnoty je mozˇne´ roz-
delit’ do dvoch za´kladny´ch skup´ın. Prve´ su´ nazy´vane´ odl’ahly´mi pozorovaniami (v angl.
outliers), ktore´ su´ odl’ahle´ z pohl’adu za´vislej premennej. Druhe´ hodnoty su´ nazy´vane´
vplyvny´mi pozorovaniami (v angl. leverage points), ktore´ su´ odl’ahle´ z pohl’adu neza´vislej
premennej. Niekedy moˆzˇu byt’ obe skupiny zauj´ımave´ z fyzika´lneho hl’adiska. Avsˇak ak su´
odl’ahle´ pozorovania znacˇne vzdialene´ od strednej hodnoty, vypocˇ´ıtanej bez ty´chto hodnoˆt,
moˆzˇu vy´znamne ovplyvnit’ vy´sledne´ riesˇenie meto´dou najmensˇ´ıch sˇtvorcov. Napr´ıklad je
mozˇne´ pri takejto analy´ze vyuzˇit’ meto´du Jackknife (vzˇdy by sa vypocˇ´ıtala stredna´ hod-
nota bez jedne´ho pozorovania). Pra´ve preto, zˇe maju´ vy´znamny´ vplyv na riesˇenie meto´dou
najmensˇ´ıch sˇtvorcov je doˆlezˇita´ ich diagnostika. V pr´ıpade jednorozmerne´ho modelu je
situa´cia s diagnostikou jednoduchsˇia, cˇasto sa daju´ obe skupiny urcˇit’ z bodove´ho grafu.
No v pr´ıpade mnohorozmerne´ho modelu je diagnostika ty´chto hodnoˆt znacˇne komplikova-
nejˇsia a tu su´ diagnosticke´ meto´dy vel’mi uzˇitocˇne´. V tejto pra´ci budu´ uvedene´ nasleduju´ce
dve diagnostiky:
- diagnostika pomocou projekcˇnej matice H
- studentizovane´ rezidua´
4.2.1. Diagnostika pomocou projekcˇnej matice H
Z kapitoly 2. je zna´me, zˇe projekcˇna´ matica H je idempotentna´ a symetricka´. Preto plat´ı
tiezˇ rovnost’ HH ′ = H , z ktorej priamo vyply´va, zˇe kazˇdy´ riadok hi• matice H ma´
hodnotu ‖hi•‖2 uvedenu´ v prvku hii. Zo vzt’ahu 2.7 je zna´ma platnost’ vzt’ahu Yˆ = HY ,
ktory´ je mozˇne´ ekvivalentne formulovat’ nasledovne
Yˆi = hi•Y , i = 1, . . . , n.
Z predcha´dzaju´ceho vzt’ahu je teda zrejme´, zˇe jednotlive´ odhady Yˆi vektora Yˆ su´ za´visle´
na va´hach podl’a riadku hi• (na vektore pozorovan´ı Y ). Rovnako st´lpec h•j matice H
informuje o vplyve pozorovania Yj na vsˇetky odhady vektora Yˆ . A mierou tohto vplyvu
pozorovania Yj na odhady Yˆ moˆzˇe byt’ diagona´lny prvok hii.
Pre hodnotu hii platia nerovnosti 0 ≤ hii ≤ 1. Prva´ nerovnost’ vyply´va z hore uvedenej
normy ‖hi•‖2 . Druha´ nerovnost’ vyply´va z nerovnosti
hii = ‖hi•‖2 ≥ h2ii,
ktora´ moˆzˇe platit’ len pre hii neza´porne´ a hii ≤ 1. Nerovnosti 0 ≤ hii ≤ 1 budu´ vyuzˇite´ v
nasleduju´cej u´vahe.
Pre odhad u na´hodnej chyby e plat´ı u = Me = (I −H)e. Tu´to rovnost’ je mozˇne´
ekvivalentne formulovat’ nasledovne
ui = (1− hii)ei −
∑
j 6=i
hijej, i, j = 1, . . . , n.
Z predcha´dzaju´ceho vzt’ahu vyply´va, zˇe pre hodnoty hii bl´ızke 1, na´hodna´ chyba ei v
pozorovan´ı Yˆi nie je vysvetlena´ v odhade ui tejto chyby.
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Z vy´sledkov Gaussovej-Markovovej vety a vety 2.6. plynu´ vzt’ahy pre variancˇne´ matice
VarYˆ = σ2H a Var(u) = σ2M = σ2(I−H). Z u´vah, ktore´ boli urobene´ v tomto odstavci,
je mozˇne´ usu´dit’ nasleduju´ce tvrdenie. V pr´ıpade hodnoty hii bl´ızkej 1, je rozptyl odhadu
Yˆi va¨cˇsˇ´ı ale za´rovenˇ rozptyl odhadu ui mensˇ´ı. A rovnako to plat´ı naopak.
4.2.2. Studentizovane´ rezidua´
Najprv bude zavedene´ nove´ oznacˇenie.X(i) je oznacˇenie pre maticu typu (n−1)×k, ktora´
vznikla odobran´ım i-te´ho riadku matice Xn×k. Y (i) znacˇ´ı vektor bez i-te´ho pozorovania.
Nech je uvazˇovany´ norma´lny linea´rny regresny´ model
Y (i) = X(i)β(i) + e(i), (4.27)
kde β(i) su´ regresne´ koeficienty a pre vektor chy´b plat´ı e(i) ∼ N(n−1)(0, σ2I). Nech je d’alej
uvazˇovany´ norma´lny linea´rny regresny´ model
Y = Xβ + jiγ + e, (4.28)
kde (β′, γ) su´ regresne´ koeficienty, ji je i-ty´ st´lpec jednotkovej matice In a pre vektor chy´b
plat´ı e ∼ Nn(0, σ2I). Dˇalej bude uvazˇovany´ pr´ıpad h(X(i)) = h(X) = k, ktory´ znamena´,
zˇe pre vyradeny´ riadok je hodnota parametrickej funkcie xi•β(i) odhadnutel’na´. Potom
je mozˇne´ tvrdit’, zˇe odhady stredny´ch hodnoˆt X(i)b(i) a Xb + jic modelov 4.27 a 4.28
meto´dou najmensˇ´ıch sˇtvorcov su´ totozˇne´. Totizˇ pozorovanie i nema´ v druhom modeli 4.28
zˇiadny vplyv, pretozˇe odhad c koeficientu γ nadobudne taku´ hodnotu, aby minimalizoval
reziduum v bode xi•. Odhad c teda vyjadruje reziduum v prvom modeli 4.27 v bode xi•.





Potom stredna´ hodnota take´hoto modelu v bode xi• je Yˆ(i) = xi•b(i). A nakoniec bude
zavedena´ hodnota u(i) = Yi − Yˆ(i), ktora´ je totozˇna´ s odhadom c v druhom modeli.
Za podmienky h(X(i)) = h(X) je druhy´ model 4.28 nadmodelom modelu 4.27, ak
plat´ı h(X(i)) < h((X, ji)). Toto moˆzˇe byt’ d’alej predpokladane´, inak by sa jednalo o ne-
zauj´ımavy´ pr´ıpad, kedy novy´ st´lpec regresnej matice neposkytuje novu´ informa´ciu (platilo




Pre odhad c zo vzt’ahu 4.29 teda plat´ı





V predcha´dzaju´com vzt’ahu sa forma´lne jednalo o pseudoinverziu z regula´rnej sˇtvorcovej
matice (jednoprvkovej), ktora´ je totozˇna´ s inverznou maticou. Podl’a vety, ktoru´ uviedol
Zva´ra v literatu´re ([13], str. 99), je podmienka h(X(i)) = h(X) ekvivalentna´ s tvrden´ım
mii > 0. Preto moˆzˇe byt’ uvazˇovany´ vzt’ah 4.30. Pouzˇit´ım vzt’ahu Var(u) = σ
2M z vety
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Ked’zˇe ui ma´ norma´lne rozdelenie a platia vzt’ahy 4.30 a 4.31, potom na´hodna´ velicˇina
ui/(σ
√
mii) ma´ rozdelenie N(0, 1). Nech s(i) znacˇ´ı odhad smerodatnej odchy´lky v prvom
modeli, potom na´hodna´ velicˇina s2(i)/σ
2 ma´ χ2(n − 1 − k) rozdelenie. Podl’a vety 2.10.
su´ odhady b(i) neza´visle´ na odhade s
2
(i), preto aj odhady Yˆ(i) = xi•b(i) a s
2
(i) su´ na sebe
neza´visle´. A ked’zˇe obe tieto sˇtatistiky boli vypocˇ´ıtane´ bez znalosti Yi, je mozˇne´ usu´dit’,
zˇe su´ vsˇetky tri Yi, Yˆ(i) a s
2
(i) vza´jomne neza´visle´. Zo vzt’ahu 4.30 vyply´va vzt’ah
ui = cmii = (Yi − Yˆ(i))mii.
Z predcha´dzaju´ceho vzt’ahu a tvrden´ı vyply´va neza´vislost’ medzi velicˇinami ui a s
2
(i). Potom










∼ t(n− k − 1), (4.32)
ktora´ odpoveda´ definovane´mu Studentovmu rozdeleniu podl’a prve´ho vyjadrenia. Ta´to
sˇtatistika sa nazy´va studentizovane´ reziduum. V pr´ıpade, kedy je vopred zna´my index
i, je mozˇne´ klasicky testovat’ t-testom odl’ahlost’ pozorovania. Hypote´za o neodl’ahlosti
pozorovania i je zamietnuta´ na hladine α ak plat´ı |u∗i | > t1−α/2(n− k− 1). No v pr´ıpade,
kedy nie je vopred zna´my index i a jeho vy´ber je za´visly´ na pozorovan´ı Y , je potrebne´
testovanie mierne pozmenit’.
Nech je pre δ ∈ (0, 1) uvazˇovany´ch n na´hodny´ch javov
Ai(δ) = {|u∗i | > t1−δ/2(n− k − 1)}, i = 1, 2, . . . , n.





Ak bude vybrany´ index j na za´klade sˇtatist´ık z pozorovan´ı Y , bude hypote´za o ne-
odl’ahlosti pozorovania od strednej hodnoty Yˆ zamietnuta´ ak
∣∣∣u∗j ∣∣∣ > t1−α/(2n)(n− k − 1).
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Experimet bol vyhodnoteny´ s pouzˇit´ım programovacieho jazyka a prostedia R. Ide o
vol’ne dostupny´ jazyk a software, ktory´ je urcˇeny´ prima´rne na sˇtatisticke´ vy´pocˇty a gra-
ficke´ zobrazovanie. Pre pra´cu v tomto prostred´ı je mozˇne´ priamo vyuzˇit’ dostupnu´ konzolu.
Avsˇak ako nadstavbove´ vyvojove´ prostredie bolo pouzˇite´ RStudio, ktore´ je taktiezˇ vol’ne
sˇ´ıritel’ne´. Toto vy´vojove´ prostredie je mozˇno doporucˇit’ pre jednoduchost’ ovla´dania oproti
konzole (vzhl’adom aj funkcionalitou pripomı´na vy´vojove´ prostedie MATLABu).
Po dohode s odborn´ıkom v danej oblasti experimentu, bol zadany´ proble´m, ktory´ bolo
potrebne´ vyriesˇit’. Jednalo sa o zistenie najlepsˇej kombina´cie fosforecˇnanovy´ch taviacich
sol´ı v zmesi tak, aby bola zaistena´ maxima´lna tvrdost’. Pr´ıpadne na´jst’ taku´ mnozˇinu,
ktora´ bude take´mu zadaniu s nejakou pravdepodobnost’ou odpovedat’.
Neza´visle´ premenne´ x1, x2 a x3 budu´ vyjadrovat’ pomer urcˇitej zlozˇky na zmesi a teda
bude platit’ x1 + x2 + x3 = 1.
V pr´ıpade vyhodnocovania experimentu troch zlozˇiek (napr. zmesi) sa pouzˇ´ıvaju´ terna´r-
ne diagramy. Vy´hodou je napr´ıklad jednoducha´ interpretovatel’nost’ graficky´ch vy´sledkov.
Avsˇak pre zadanu´ u´lohu je lepsˇie uvazˇovat’ dve zlozˇky, pretozˇe sa ty´mto nemen´ı stredna´
hodnota, ktora´ ma´ byt’ vyhodnocovana´. Taky´to za´ver je mozˇne´ urobit’ na za´klade vzt’ahu
4.9
d = Yˆ G − Yˆ = MZ(Z ′MZ)−Z ′u, (5.1)
ktory´ urcˇoval vektor vzdialenosti dvoch odhadov, ak jeden je sˇirsˇ´ı (v uvazˇovanom pr´ıpade
bol skutocˇny´). Nech teda regresna´ matica X (projekcˇnej matici M vo vzt’ahu 5.1) je z
modelu
EY = β0 + β1x1 + β2x2 + β3x
2
1 + β4x1x2 + β5x
2
2. (5.2)
No je uvazˇovany´ i sˇirsˇ´ı model s hotnotami x3. Taky´to model by rozsˇ´ıril strednu´ hodnotu
nasledovne







Ale cˇlen x3 je mozˇne´ vyjadrit’ v tvare 1− x1 − x2, no nevznikne takto zˇiadny novy´ cˇlen a
bude platit’
EY = (β0 + β3 + β9) + (β1 − β3 + β6 − 2β9)x1 + (β2 − β3 + β5 − 2β9)x2 +
+ (β7 − β6 + β9)x21 + (β4 − β5 − β6 + 2β9)x1x2 + (β8 − β5 + β9)x22. (5.4)
Ako je vidiet’, takto uvazˇovany´ model (s podmientkou x1 + x2 + x3 = 1) totizˇ nerozsˇiruje
priestor strednej hodnoty. Preto by bola vo vzt’ahu 5.1 matica Z nulova´. Ale aj keby bol
uvazˇovany´ nadmodel, kde Z by bola tvorena´ vektorom x3, platilo by x3 ∈ M(1,x1,x2)
a teda MZ = 0 vo vzt’ahu 5.1.
Nech su´ odhady pre strednu´ hodnotu 5.2 oznacˇene´ v hornom indexe ∗. Ked’zˇe 5.2 a
5.4 vyjadruju´ totozˇne´ stredne´ hodnoty, plat´ı β∗0 = β0 + β3 + β9 a podobne d’alˇs´ıch pa¨t’
vzt’ahov. Odhady 5.2 su´ jednoznacˇne´. Teda sa jedna´ o su´stavu sˇiestich rovn´ıc pre desat’
nezna´mych. Cˇo nasvedcˇuje tomu, zˇe neexistuje jednoznacˇne´ vyjadrenie pre vyjadrenie
strednej hodnoty 5.3.
Podl’a 3D bodove´ho grafu, kde boli zobrazene´ hodnoty x1 a x2 na Y , je zrejme´, zˇe
odhad strednej hodnoty rovinou nebude postacˇuju´ci. Pretozˇe je taky´to graf t’azˇko interpre-
tovatel’ny´ do roviny, nebude tu uvedeny´, ale rozlozˇenie da´t je mozˇne´ pozorovat’ na d’alˇs´ıch
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stra´nkach s uzˇ odhadnutou strednou hodnotou. Nech je teda uvazˇovana´ stredna´ hodnota
tvaru 5.2 i vysˇsˇieho stupnˇa. Za regresor x1 bude uvazˇovany´ pomer hydrogenfosforecˇnanu
sodne´ho zo zmesi a za regresor x2 pomer difosforecˇnanu sodne´ho. Pozorovania Y su´ pre
tvrdost’, 8 ty´zˇdnˇov zrenia a 30 dn´ı skladovania.
5.1. Polyno´m druhe´ho stupnˇa
Pomocou dvoch funkci´ı summary(lm(y x1 + x2)) je mozˇne´ vel’mi ry´chlo z´ıskat’ za´kladne´
informa´cie o uvedenom modeli (v tejto funkcii) v jazyku R. Ak je uvazˇovany´ model so
strednou hodnotou 5.2, potom su´ k dispoz´ıcii sˇtatistiky vo vy´stupe 1. Va¨cˇsˇina bola za-
vedena´ v 2. kapitole. Su´ tu informa´cie o rezidua´ch (napr. media´n a kvartilove´ rozpa¨tie),
jednotlive´ odhady regresny´ch koeficientov meto´dou najmensˇ´ıch sˇtvorcov a smerodajne´
odchy´lky ty´chto odhadov. Na´sledne hodnoty pre t-test a pr´ıslusˇne´ p-hodnoty. Hviezdicˇky
urcˇuju´ vy´znamnost’ regresoru v modeli na hladine α podl’a uvedenej legendy. Nizˇsˇie su´ uve-
dene´ informa´cie o odhade smerodajnej odchy´lky chyby modelu a koeficient determina´cie
R2 (i adjustovany´ R2adj) ako bol uvedeny´ v 2.19 v pr´ıpade 1 ∈M(X). Posledny´ je F-test,
ktory´ testuje hypote´zu, zˇe vsˇetky regresne´ koeficienty su´ nulove´.
Vy´stup z R 1: Sˇtatistiky pre model so strednou hodnotou s regresormi do 2. stupnˇa
Call:
lm(formula = y ~ x1 + x2 + I(x1^2) + I(x1 * x2) + I(x2^2))
Residuals:
Min 1Q Median 3Q Max
-3.1820 -0.7955 0.0686 0.7832 3.2342
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 6.098 0.482 12.651 <2e-16 ***
x1 -1.110 2.036 -0.545 0.5866
x2 -2.132 2.036 -1.047 0.2971
I(x1^2) -4.830 1.933 -2.499 0.0137 *
I(x1 * x2) 37.549 3.156 11.898 <2e-16 ***
I(x2^2) -1.991 1.933 -1.030 0.3048
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.223 on 126 degrees of freedom
Multiple R-squared: 0.8213,Adjusted R-squared: 0.8142
F-statistic: 115.8 on 5 and 126 DF, p-value: < 2.2e-16
F-test jasne zamieta su´cˇasnu´ nulovost’ vsˇetky´ch regresorov. Ako vy´znamne´ na hladine
α vysˇli tri regresory. Korelacˇny´ koeficient medzi x•2 a x•4 vysˇiel 0.9481194. Teda regresory
x1, x
2




5.1. POLYNO´M DRUHE´HO STUPNˇA
Pomocou Krokovej regresie bol vybrany´ podmodel zlozˇeny´ zo 4 regresorov. Zdrojovy´
ko´d pouzˇitej meto´dy je v pr´ılohe. Meto´da pouzˇila len vy´ber regresorov v kroku 3 v takomto




2. Na´sledne bude uvedene´ sˇtatistiky pre tento vybrany´
model vo vy´stupe 2.
Vy´stup z R 2: Sˇtatistiky pre vybrany´ model Krokovou regresiou
Call:
lm(formula = y ~ I(x1^2) + I(x1 * x2) + I(x2^2))
Residuals:
Min 1Q Median 3Q Max
-3.1424 -0.7417 0.0556 0.8026 3.2432
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 5.6902 0.1991 28.581 < 2e-16 ***
I(x1^2) -5.5444 0.5165 -10.735 < 2e-16 ***
I(x1 * x2) 34.9663 1.4857 23.536 < 2e-16 ***
I(x2^2) -3.8927 0.5165 -7.537 7.72e-12 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.219 on 128 degrees of freedom
Multiple R-squared: 0.8198,Adjusted R-squared: 0.8155
F-statistic: 194.1 on 3 and 128 DF, p-value: < 2.2e-16
Podl’a sˇtatist´ık, je vybrany´ model vhodny´. Hodnota R2 klesla nepatrne o 0.0015, ale
model bol redukovany´ o dva regresory. Vsˇetky regresory su´ vy´znamne´.
V pr´ıpade Mallowsovej Cp sˇtatistiky je uvazˇovane´, zˇe odhad strednej hodnoty z poˆvodne´ho
modelu je nestranny´m odhadom. Bude teda pouzˇity´ vzt’ah 4.26
Cp = 2k − n+ RSS
s2p
,
kde sp = 1.223 z vy´stupu 1. Graf spomı´nany´ v cˇasti o Mallowsovej sˇtatistike je zobrazeny´
v grafe 1, kde je taktiezˇ zobrazeny´ bod pre vybrany´ model na zeleno. Su´ tu vyobrazene´
hodnoty Cp mensˇie ako 10. Len informat´ıvne, najva¨cˇsˇia bola hodnota 578.5447. V grafe
1 je vidiet’, zˇe k strednej hodnote Cp je blizˇsˇia hodnota s pocˇtom regresorov 4 oznacˇena´
na cˇerveno. Ide o model s regresormi: absolutny´ cˇlen, x2, x1x2 a x
2
1. Teda oproti Krokovej
regresii (Cp = 3.074860) bol vybrany´ za lepsˇ´ı z pohl’adu Cp (Cp = 3.839803) regresor
x2 miesto x
2
2. To nie je nicˇ prekvapive´, ked’zˇe oba regresory su´ silno linea´rne za´visle´
(korelacˇny´ koeficient vysˇiel 0.9481194). Za´kladne´ sˇtatistiky pre takto vybrany´ model su´
uvedene´ vo vy´stupe 3. Ked’zˇe za´kladne´ sˇtatistiky oboch modelov su´ vel’mi podobne´, bude
d’alej uvazˇovany´ model preferovany´ na za´klade Mallowsovej sˇtatistiky. V grafe 2 je uvedeny´
3D bodovy´ graf s odhadnutou strednou hodnotou. V grafe 3 su´ na´zornejˇsie zobrazene´ na-
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Graf 1: Zobrazene´ Cp sˇtatistiky pre poˆvodny´ model. Zelenou farbou je vyznacˇeny´ bod vybrany´
Krokovou regresiou.
merane´ da´ta Y s odhadovany´mi Yˆ . Postupnost’ zmes´ı (v grafe 3) je urcˇena´ pre dvojicu
x1, x2 nasledovne
(1, 0), (0.9, 0.1), (0.8, 0.2), . . . , (0.1, 0.9), (0, 1), (0.9, 0), (0.8, 0.1), . . . , (0.1, 0), (0, 0.1), (0, 0).
Vy´stup z R 3: Sˇtatistiky pre vybrany´ model Krokovou regresiou
Call:
lm(formula = y ~ I(x2) + I(x1^2) + I(x1 * x2))
Residuals:
Min 1Q Median 3Q Max
-3.0640 -0.7895 0.0642 0.7468 3.2037
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 6.1247 0.2376 25.776 < 2e-16 ***
I(x2) -3.7697 0.5051 -7.463 1.14e-11 ***
I(x1^2) -6.1307 0.5586 -10.975 < 2e-16 ***
I(x1 * x2) 37.8453 1.6264 23.269 < 2e-16 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.222 on 128 degrees of freedom
Multiple R-squared: 0.8187,Adjusted R-squared: 0.8144
F-statistic: 192.6 on 3 and 128 DF, p-value: < 2.2e-16
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Z uvedeny´ch grafov 2, 3 vyply´va, zˇe odhadnuta´ stredna´ hodnota nepokry´va dostatocˇne
maxima´lne hodnoty Y . Preto je vhodne´, pre u´lohu najdenia najva¨cˇsˇej tvrdosti, prejst’ na
model vysˇsˇieho stupnˇa.
Graf 2: 3D bodovy´ graf pre model vybrany´ s pomocou Cp sˇtatistiky. V grafe je zobrazena´
stredna´ hodnota urcˇena´ meto´dou najmensˇ´ıch sˇtvorcov.










Graf 3: Zobrazene´ su´ hodnoty Y a po cˇastiach spojita´ linea´rna funkcia, ktora´ nadobu´da rovnake´
hodnoty s Yˆ pre zmesy. Postupnost’ zmes´ı je urcˇena´ v texte vysˇsˇie.
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5.2. Polyno´m tretieho stupnˇa
Nech je uvazˇovany´ model so strednou hodnotou
EY = β0 + β1x1 + β2x2 + β3x
2











Za´kladne´ sˇtatistiky pre model 5.5 su´ uvedene´ vo vy´stupe 4. Je zrejme´, zˇe odhad smero-
dajnej odchy´lky klesol, pretozˇe su´ uvazˇovane´ neza´visle´ regresory naviac (4 oproti modelu
5.2).
Vy´stup z R 4: Sˇtatistiky pre cely´ model
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2) + I(x1 * x2) + I(x2^2) + I(x1^3) +
I(x1^2 * x2) + I(x1 * x2^2) + I(x2^3))
Residuals:
Min 1Q Median 3Q Max
-2.4686 -0.6791 0.0833 0.6273 2.5341
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 7.4283 0.5767 12.881 < 2e-16 ***
x1 -19.4881 4.6946 -4.151 6.16e-05 ***
x2 -9.5078 4.6946 -2.025 0.045024 *
I(x1^2) 42.4275 10.9122 3.888 0.000165 ***
I(x1 * x2) 78.2282 17.4705 4.478 1.71e-05 ***
I(x2^2) 12.7081 10.9122 1.165 0.246462
I(x1^3) -30.2817 7.1199 -4.253 4.16e-05 ***
I(x1^2 * x2) -61.4758 16.5451 -3.716 0.000307 ***
I(x1 * x2^2) -11.5376 16.5451 -0.697 0.486914
I(x2^3) -10.0715 7.1199 -1.415 0.159742
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.084 on 122 degrees of freedom
Multiple R-squared: 0.8641,Adjusted R-squared: 0.8541
F-statistic: 86.22 on 9 and 122 DF, p-value: < 2.2e-16
Vy´ber regresorov bude uskutocˇneny´ najprv na za´klade Krokovej regresie. Meto´da pre







Rovnake´ regresory vybrala aj pri α = 0.1. Vy´pis sˇtatist´ık pre taky´to model sa nacha´dza
vo vy´stupe 5.
V grafe 4 su´ zobrazene´ vsˇetky Cp sˇtatistiky, ktore´ maju´ mensˇiu hodnotu ako 20. Je
vidiet’, zˇe model vybrany´ Krokovou regresiou, ma´ najlepsˇiu Cp sˇtatistiku (Cp = 18.0526)
z ostatny´ch podmodelov s piatimi regresormi. Dˇalej je cˇervenou farbou oznacˇeny´ bod,
ktory´ ma´ s´ıce viac regresorov ale dobre dpoveda´ strednej hodnote Mallowsovej sˇtatistiky





x21x2. Budu´ teda uvedene´ sˇtatistiky pre tento model vo vy´pise 6.
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Vy´stup z R 5: Sˇtatistiky pre cely´ model
Call:
lm(formula = Y ~ I(x1 * x2) + I(x1^3) + I(x1 * x2^2) + I(x2^3))
Residuals:
Min 1Q Median 3Q Max
-2.39084 -0.60531 0.01664 0.70441 2.67335
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 5.5548 0.1741 31.912 < 2e-16 ***
I(x1 * x2) 18.0726 3.3691 5.364 3.72e-07 ***
I(x1^3) -5.0751 0.5329 -9.524 < 2e-16 ***
I(x1 * x2^2) 28.6603 6.5276 4.391 2.36e-05 ***
I(x2^3) -5.1508 0.5915 -8.709 1.39e-14 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.138 on 127 degrees of freedom
Multiple R-squared: 0.8439,Adjusted R-squared: 0.839
F-statistic: 171.7 on 4 and 127 DF, p-value: < 2.2e-16







Graf 4: Zobrazene´ Cp sˇtatistiky pre poˆvodny´ model. Zelenou farbou je vyznacˇeny´ bod vybrany´
Krokovou regresiou. Cˇervenou farbou je oznacˇena´ sˇtatistika modelu, ktory´ je z pohl’adu Cp a
teda samotne´ho vy´beru modelu zauj´ımavy´.
Sˇtatistiky druhe´ho uvazˇovane´ho modelu vo vy´pise 6 sa zlepsˇili (napr. odhad smerodaj-
nej odchy´lky alebo hodnota R2). Ked’zˇe je v modeli silnejˇsia linea´rna za´vislost’ niektory´ch
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regresorov, nie je prekvapuju´ce, zˇe v podstate ine´ regresory doka´zˇu rovnako dobre od-
hadnu´t’ strednu´ hodnotu. No kvoˆli odhadu strednej hodnoty by bolo rozumnejˇsie sa drzˇat’
navrhovane´ho modelu podl’a Cp. S´ıce ma´ o dva regresory viac ale mensˇie vychy´lenie podl’a
Mallowsovej sˇtatistiky. Bude teda zobrazeny´ bodovy´ graf s odhadnutou strednou hodno-
tou v grafe 5. Bodovy´ graf ma´ body oznacˇene´ cˇervenou farbou. Cˇiernou farbou su´ oznacˇene´
body vyjadruju´ce vsˇetky sledovane´ zmesy.
Vy´stup z R 6: Sˇtatistiky pre vybrany´ model na za´klade Cp
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2) + I(x1 * x2) + I(x1^3) + I(x1^2 * x2))
Residuals:
Min 1Q Median 3Q Max
-2.9675 -0.7213 0.1014 0.6523 2.5963
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 7.4256 0.3931 18.891 < 2e-16 ***
x1 -19.5647 3.9397 -4.966 2.19e-06 ***
x2 -6.1460 0.6609 -9.300 5.87e-16 ***
I(x1^2) 42.5981 10.0210 4.251 4.13e-05 ***
I(x1 * x2) 72.4134 5.8947 12.284 < 2e-16 ***
I(x1^3) -30.3730 6.8037 -4.464 1.77e-05 ***
I(x1^2 * x2) -59.0026 9.8051 -6.018 1.82e-08 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.086 on 125 degrees of freedom
Multiple R-squared: 0.8603,Adjusted R-squared: 0.8536
F-statistic: 128.3 on 6 and 125 DF, p-value: < 2.2e-16
Ani v predcha´dzaju´com ani v tomto vybranom modeli studentizovane´ rezidua´ na hla-
dine α = 0.05 nezaznamenali odl’ahle´ pozorovania Y .
V grafoch 5 a 6 je vidiet’, zˇe sa podarilo lepsˇie zachytit’ strednu´ hodnotu pre zmesy
s najva¨cˇsˇou tvrdost’ou. Vzhl’adom k analy´ze sa bude pokracˇovat’ k vysˇsˇiemu stupnˇu po-
lyno´mu a budu´ pozorne sledovane´ zmeny. Ak budu´ zmeny minima´lne, bude preferovany´
model vyberany´ v tomto odstavci.
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Graf 5: Zobrazeny´ je 3D bodovy´ graf s odhadnutou strednou hodnotou polyno´mom tretieho
stupnˇa.










Graf 6: Zobrazene´ su´ hodnoty Y a cˇervenou farbou je oznacˇena´ funkcia totozˇna´ s funkciou z
grafu 3 (odhad polyno´mom 2. stupnˇa). Modrou farbou je oznacˇena´ po cˇastiach spojita´ linea´rna
funkcia, ktora´ nadobu´da hodnoty Yˆ (odhad vybrane´ho polyno´mu 3. stupnˇa) v pr´ıslusˇny´ch zme-
siach. Postupnost’ zmes´ı bola uzˇ urcˇena´.
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5.3. Polyno´m sˇtvrte´ho stupnˇa
Nech je uvazˇovany´ model so strednou hodnotou
EY = β0 + β1x1 + β2x2 + β3x
2

























Za´kladne´ sˇtatistiky pre tento model su´ vo vy´stupe 7. Podl’a teo´rie s novy´mi linea´rne
neza´vysly´mi regresormi nevzrastie hodnota RSS (resp. va¨cˇsˇinou klesne). Presnejˇsie za
predpokladu, zˇe nove´ regresory maju´ priemety do rezidua´lneho priestoru poˆvodne´ho mo-
delu a tieto priemety nie su´ vsˇetky ortogona´lne na Y , potom vzˇdy poklesne hodnota RSS .
Preto odhad s smerodajnej odchy´lky klesne a hodnota R2 vzrastie. Toto je pozorovatel’ne´
na uvedeny´ch sˇtatistika´ch (vo vy´stupoch) poˆvodny´ch a rozsˇ´ıreny´ch modelov.
Vy´stup z R 7: Sˇtatistiky pre uplny´ model
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2) + I(x1 * x2) + I(x2^2) + I(x1^3) +
I(x1^2 * x2) + I(x1 * x2^2) + I(x2^3) + I(x1^4) + I(x1^3 * x2) +
I(x1^2 * x2^2) + I(x1 * x2^3) + I(x2^4))
Residuals:
Min 1Q Median 3Q Max
-2.08738 -0.51084 -0.02468 0.48056 2.06610
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 6.4436 0.5398 11.938 < 2e-16 ***
x1 -6.1838 7.4585 -0.829 0.408739
x2 9.0341 7.4585 1.211 0.228240
I(x1^2) 12.8747 31.5518 0.408 0.683983
I(x1 * x2) -151.1174 49.0644 -3.080 0.002580 **
I(x2^2) -47.7718 31.5518 -1.514 0.132703
I(x1^3) -19.0753 47.9855 -0.398 0.691707
I(x1^2 * x2) 451.6944 108.8529 4.150 6.35e-05 ***
I(x1 * x2^2) 457.8222 108.8529 4.206 5.12e-05 ***
I(x2^3) 59.6301 47.9855 1.243 0.216474
I(x1^4) 7.8460 23.7331 0.331 0.741543
I(x1^3 * x2) -330.1447 71.7622 -4.601 1.08e-05 ***
I(x1^2 * x2^2) -445.1972 102.1194 -4.360 2.82e-05 ***
I(x1 * x2^3) -286.3343 71.7622 -3.990 0.000116 ***
I(x2^4) -25.7157 23.7331 -1.084 0.280798
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.8616 on 117 degrees of freedom
Multiple R-squared: 0.9176,Adjusted R-squared: 0.9078
F-statistic: 93.11 on 14 and 117 DF, p-value: < 2.2e-16
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Dˇalej bude pouzˇita´ Krokova´ regresia. Prvy´kra´t meto´da vyuzˇila krok 5, kedy vylucˇovala
uzˇ vybrany´ regresor. Meto´da postupovala nasledovne:








1x2, odobrany´ x1x2, x1x
2







Sˇtatistiky pre tento model, ktory´ ma´ 8 regresorov, su´ uvedene´ vo vy´stupe 8. Prvy´kra´t
Krokova´ regresia vybrala regresory, ktory´ch odhady koeficientov maju´ p-hodnoty va¨cˇsˇie
ako 0.001. Doteraz vel’mi striktny´ vy´ber regresorov, zalozˇeny´ na Krokovej regresii a F-
testu (α = 0.05), sa zoslabil doˆsledkom pocˇtu neza´visly´ch regresorov. Napr´ıklad vel’mi
vy´znamny´ regresor v mensˇom modeli, ktory´ je korelovany´ s novy´m regresorom, vo va¨cˇsˇom
modeli uzˇ taky´ vy´znamny´ nemus´ı byt’ (vysˇsˇia p-hodnota).
Vy´stup z R 8: Za´kladne´ sˇtatistiky pre model vybrany´ Krokovou regresiou
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2 * x2) + I(x1 * x2^2) + I(x1^3 *
x2) + I(x1^2 * x2^2) + I(x2^4))
Residuals:
Min 1Q Median 3Q Max
-1.93603 -0.52415 -0.03862 0.59403 2.47676
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 6.3781 0.2770 23.025 < 2e-16 ***
x1 -4.2619 0.5252 -8.114 4.08e-13 ***
x2 -2.6627 0.8382 -3.177 0.001880 **
I(x1^2 * x2) 188.6860 18.2909 10.316 < 2e-16 ***
I(x1 * x2^2) 24.3791 6.5946 3.697 0.000326 ***
I(x1^3 * x2) -205.4114 19.7481 -10.402 < 2e-16 ***
I(x1^2 * x2^2) -56.7671 25.6073 -2.217 0.028458 *
I(x2^4) -2.3669 0.9168 -2.582 0.010996 *
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.9363 on 124 degrees of freedom
Multiple R-squared: 0.8969,Adjusted R-squared: 0.8911
F-statistic: 154.1 on 7 and 124 DF, p-value: < 2.2e-16
V grafe 7 su´ oznacˇene´ Cp sˇtatistiky do hodnoty 31. Zelenou farbou je tu oznacˇena´
hodnota Cp = 30.42169 vybrane´ho modelu. Dˇalej bola oznacˇena´ cˇervenou farbou hod-
nota Cp = 10.143824, pre model s desiatimi regresormi, ktora´ je s ty´mto pocˇtom re-
gresorov najblizˇsˇie k strednej hodnote Cp. Tento model ma´ vsˇetky regresory z modelu
vybrane´ho Krokovou regresiou a naviac regresory x1x2, x1x
3
2. Za´kladne´ sˇtatistiky pre
tento model su´ uvedene´ vo vy´stupe 9. Tu je vidiet’, zˇe regresor x42 ma´ p-hodnotu pri-
blizˇne 0.0805. Teda t-test na hladine mensˇej ako 0.08 by uzˇ nezamietol hypote´zu o nu-
lovosti pr´ıslusˇne´ho koeficientu. Ked’zˇe je prima´rne za´ujem o odhad strednej hodnoty,
bude d’alej uvazˇovany´ model vybrany´ na za´klade Cp so vsˇetky´mi desiatimi regresormi.
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Graf 7: Zelenou farbou je oznacˇena´ hodnota Cp pre model vybrany´ Krokovou regresiou a
cˇervenou farbou vybrany´ novy´ model na za´klade Cp.
Vy´stup z R 9: Za´kladne´ sˇtatistiky pre model vybrany´ na za´klade Cp
Call:
lm(formula = Y ~ x1 + x2 + I(x1 * x2) + I(x1^2 * x2) + I(x1 * x2^2)
+ I(x1^3 * x2) + I(x1^2 * x2^2) + I(x1 * x2^3) + I(x2^4))
Residuals:
Min 1Q Median 3Q Max
-2.10842 -0.54463 -0.01986 0.53136 2.06035
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) 6.9191 0.2777 24.914 < 2e-16 ***
x1 -4.8015 0.4961 -9.678 < 2e-16 ***
x2 -3.6869 0.8712 -4.232 4.51e-05 ***
I(x1 * x2) -109.6728 23.6793 -4.632 9.15e-06 ***
I(x1^2 * x2) 428.2087 61.3065 6.985 1.62e-10 ***
I(x1 * x2^2) 327.2563 62.0074 5.278 5.77e-07 ***
I(x1^3 * x2) -335.9864 41.2304 -8.149 3.67e-13 ***
I(x1^2 * x2^2) -376.9328 70.8638 -5.319 4.80e-07 ***
I(x1 * x2^3) -197.5333 42.7102 -4.625 9.40e-06 ***
I(x2^4) -1.7454 0.9903 -1.762 0.0805 .
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 0.8621 on 122 degrees of freedom
Multiple R-squared: 0.914,Adjusted R-squared: 0.9077
F-statistic: 144.1 on 9 and 122 DF, p-value: < 2.2e-16
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V grafoch 8 a 9 je vidiet’, zˇe sa podarilo zlepsˇit’ odhad strednej hodnoty i pre zmesy s
najvysˇsˇou tvrdost’ou.










Graf 8: Funkcie oznacˇene´ cˇervenou a oranzˇovou farbou su´ funkcie z grafu 6 (oranzˇova´ odhad
polyno´mom 2. stupnˇa, cˇervena´ odhad polyno´mom 3. stupnˇa). Modrou farbou je oznacˇena´ po
cˇastiach spojita´ linea´rna funkcia, ktora´ nadobu´da hodnoty Yˆ (odhad vybrane´ho polyno´mu 4.
stupnˇa) v pr´ıslusˇny´ch zmesiach. Postupnost’ zmes´ı bola uzˇ urcˇena´.
Graf 9: 3D bodovy´ graf s odhadnutou strednou hodnotou polyno´mom sˇtvrte´ho stupnˇa vy-
brane´ho na za´klade Cp.
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V grafe 10 je zobrazeny´ kontu´rovy´ graf pre odhadnutu´ strednu´ hodnotu s desiatimi
regresormi. Izocˇiary s hodnotou 12 azˇ po 5.5 na´padne pripomı´naju´ tvar paraboloidu. A
ked’zˇe sa pra´ve v tejto oblasti (budu´ uvazˇovane´ aj hranicˇne´ body) nacha´dza najvysˇsˇia
tvrdost’, ktoru´ je potrebne´ vysˇetrit’, je mozˇne´ modelovat’ strednu´ hodnotu v tejto oblasti
pomocou paraboloidu. O tomto bude pojedna´vat’ nasleduju´ci odstavec.
x1
x2







Graf 10: Kontu´rovy´ graf odhadnutej strednej hodnoty.
5.3.1. Modelovanie tvrdosti paraboloidom
Novy´ model budu´ tvorit’ hodnoty zmes´ı, ktore´ su´ oznacˇene´ v kontu´rovom grafe 11 tma-
vomodrou farbou. Vsˇetky sa nacha´dzaju´ v danej oblasti vymedzenou izocˇiarou (strednej
hodnoty) s hodnotou 5.5. V tejto oblasti sa nacha´dza 33 roˆznych zmes´ı a teda 66 pozoro-
van´ı z Y . Pre tieto pozorovania bude uvazˇovany´ model so strednou hodnotou
EY = β0 + β1x1 + β2x2 + β3x
2
1 + β4x1x2 + β5x
2
2.
Za´kladne´ sˇtatistiky pre taky´to model sa nacha´dzaju´ vo vy´stupe 10.
Krokova´ regresia pre α = 0.05, vybrala 4 regresory (absolu´tny cˇlen, x1, x
2
1 a x1x2). Cp
sˇtatistika pre tento model vysˇla 13.684728 a v grafe 12 je oznacˇena´ cˇervenou farbou. Bude
opa¨t’ lepsˇie zamerat’ sa kvoˆli strednej hodnote viac na sˇirsˇ´ı model ale menej odchy´leny´ od
celkove´ho modelu (so sˇiestimi regresormi). Totizˇ v iny´ch pr´ıpadoch, pri vyhodnocovan´ı
linea´rneho modelu, je doˆlezˇita´ interpreta´cia jednotlivy´ch regresorov a ich vy´znam v mo-
deli. Na´sledne sa vyhodnocuje aky´ maju´ jednotlive´ regresory vplyv na celkovy´ model a z
toho sa vyhodnocuju´ za´very. No v pr´ıpade, ktory´ riesˇi ta´to pra´ca, ide prima´rne o odhad
strednej hodnoty a na´slednom najden´ı maxima´lnej tvrdosti (resp. pr´ıslusˇnej zmesy). Preto
je da´vana´ prednost’ meto´de vy´beru pomocou Cp sˇtatistiky, avsˇak s rozumny´m pocˇtom re-
gresorov. Ta´to hodnota je oznacˇena´ modrou farbou a nadobu´da hodnoty Cp = 4.057632.
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Je vidiet’, zˇe uvazˇovany´ model ma´ pa¨t’ regresorov (nie je uvazˇovany´ regresor x1x2). Pre
tento model su´ uvedene´ sˇtatistiky vo vy´stupe 11.
x1
x2







Graf 11: Kontu´rovy´ graf s vybrany´mi hodnotami.
Vy´stup z R 10: Za´kladne´ sˇtatistiky pre cely´ model
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2) + I(x1 * x2) + I(x2^2))
Residuals:
Min 1Q Median 3Q Max
-2.36715 -0.67358 -0.03526 0.65396 2.17594
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -9.797 3.529 -2.776 0.00732 **
x1 48.102 10.450 4.603 2.21e-05 ***
x2 31.250 9.200 3.397 0.00121 **
I(x1^2) -45.508 8.049 -5.654 4.61e-07 ***
I(x1 * x2) -2.243 12.049 -0.186 0.85296
I(x2^2) -21.482 6.374 -3.370 0.00132 **
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.114 on 60 degrees of freedom
Multiple R-squared: 0.8346,Adjusted R-squared: 0.8208
F-statistic: 60.54 on 5 and 60 DF, p-value: < 2.2e-16
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Graf 12: Modrou farbou je oznacˇeny´ model, ktory´ bol vybrany´ na za´klade Cp.
Vy´stup z R 11: Za´kladne´ sˇtatistiky pre vybrany´ model na za´klade Cp.
Call:
lm(formula = Y ~ x1 + x2 + I(x1^2) + I(x2^2))
Residuals:
Min 1Q Median 3Q Max
-2.34660 -0.67076 -0.05109 0.65131 2.18474
Coefficients:
Estimate Std. Error t value Pr(>|t|)
(Intercept) -9.168 1.015 -9.032 7.54e-13 ***
x1 46.292 3.792 12.209 < 2e-16 ***
x2 29.636 3.048 9.724 5.15e-14 ***
I(x1^2) -44.281 4.583 -9.662 6.54e-14 ***
I(x2^2) -20.482 3.403 -6.018 1.09e-07 ***
---
Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1
Residual standard error: 1.105 on 61 degrees of freedom
Multiple R-squared: 0.8345,Adjusted R-squared: 0.8236
F-statistic: 76.88 on 4 and 61 DF, p-value: < 2.2e-16
Stredna´ hodnota pre tento model je zobrazena´ v grafe 13. V grafe 14 je vidiet’, zˇe
odhad pomocou paraboloidu skutocˇne vysˇiel dobre. Rozdiely v odhadoch su´ v podstate
minima´lne, zrejme boli v poˆvodnom modeli (4. stupnˇa) korigovane´ vysˇsˇ´ım stupnˇom po-
lyno´mu. Ked’zˇe boli doˆsledne prehodnocovane´ zmesy (z odhadu strednej hodnoty po-
lyno´mom 4. stupnˇa), ktore´ prima´rne vytva´raju´ parabolicky´ tvar, vy´razne sa zamedzilo
pa´kove´mu efektu. Je samozrejme´, zˇe loka´lny odhad strednej hodnoty (napr´ıklad i na kon-
vexnej mnozˇine) nemus´ı odpovedat’ odhadu urobene´mu na za´klade vsˇetkych pozorovan´ı.
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Graf 13: 3D bodovy´ graf s odhadnutou strednou hodnotou.










Graf 14: Porovnanie funkcie modrej farby totozˇnej s funkciou modrej farby v grafe 8 (odhad
polyno´mom 4. stupnˇa). Graf funkcie oznacˇeny´ cˇervenou farbou (pocˇastiach spojita´ a linea´rna),
nadobu´da pre sledovane´ zmesy stredny´ch hodnoˆt odhadovany´ch paraboloidom.
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5.4. Urcˇenie zmesi s najva¨cˇsˇou tvrdost’ou
Z predcha´dzaju´ceho odstavca 5.3.1 vyply´va, zˇe na uvazˇovanej oblasti v grafe 11, je mozˇne´
predpokladat’ model





kde e ∼ N(0, σ2). Na hranici, kde sa nacha´dza maximum (vid’ graf 13), plat´ı x2 = 1− x1
a preto plat´ı
Y = β0 + β1x1 + β2(1− x1) + β3x21 + β4(1− x1)2 + e.
U´pravou sa prejde na tvar
Y = (β0 + β2 + β4) + (β1 − β2 − 2β4)x1 + (β3 + β4)x21 + e.
Pre hl’adane´ maximum plat´ı ∂Y
∂x1
= 0, a preto
∂Y
∂x1
= (β1 − β2 − 2β4) + 2(β3 + β4)x1 = 0.
Z cˇoho vyply´va,
x1 =
−β1 + β2 + 2β4
2(β3 + β4)
= f1(β1, β2, β3, β4).
Ked’zˇe z predcha´dzaju´ceho odstavca (z vy´stupu 11) vyply´va pre odhad meto´dou najmensˇ´ıch
sˇtvorcov b = (−9.168, 46.292, 29.636,−44.281,−20.482)′, potom bodovy´m odhadom na
hranici je
xˆ1 =





A pre druhu´ zlozˇku plat´ı odhad
xˆ2 = 1− xˆ1 = 1− 0.4448528 = 0.5551472.
Preto bodovy´m odhadom pre najva¨cˇsˇiu tvrdost’ je bina´rna zmes zlozˇena´
(xˆ1, xˆ2) = (0.4448528, 0.5551472),
kde x1 vyjadruje pomer hydrogenfosforecˇnanu sodne´ho zo zmesi a x2 pomer difosforecˇnanu
sodne´ho.
Dˇalej bude vyuzˇita´ delta meto´da ktora´ bola uvedena´ v u´vode. V odstavci o norma´lnom
linea´rnom modeli u´plnej hodnosti bolo vo vete 2.7 uvedene´ rozdelenie pre odhad re-
gresny´ch koeficientov
b ∼ Nk(β, σ2(X ′X)−1).
Odhad bn (z n pozorovan´ı) ma´ asymptoticky k-rozmerne´ norma´lne rozdelenie Nk(β, σ
2(X ′X)−1)(v
tomto odstavci k = 5). Aby bolo mozˇne´ doˆjst’ k podobne´mu za´veru ako v 1.5 je potrebne´






























5.4. URCˇENIE ZMESI S NAJVA¨CˇSˇOU TVRDOSTˇOU
kde oznacˇenie φ = (φ0, φ1, φ2, φ3, φ4)
′ koresˇponduje zo zaveden´ım pri uveden´ı delta meto´dy.
Potom podl’a 1.5 plat´ı
√
n (f1(bn)− f1(β)) konverguje v distribu´cii k N(0, σ2φ′(X ′X)−1φ). (5.7)
Vektor φ je nezna´my a je nahradeny´ φˆ = φ(bn). Rozptyl σ
2 je taktiezˇ nezna´my a
nahradeny´ podl’a delta meto´dy s2 = σ2(bn).

















b1 − b2 − 2b4
2(b3 + b4)2
,









0.8432522 −2.2224712 −1.4219867 2.176086 1.025125
−2.2224712 11.7659634 −0.5005523 −13.692503 1.776762
−1.4219867 −0.5005523 7.6026069 1.028647 −8.099799
2.1760862 −13.6925034 1.0286466 17.191063 −1.985065
1.0251250 1.7767623 −8.0997994 −1.985065 9.480443
 .












kde hodnota smerodajnej odchy´lky s = 1.105 je urcˇena´ z vy´stupu 11. Po dosaden´ı hodnoˆt
a pre α = 0.05 vy´jde(
xˆ1 − 1.96 · 1.105
√






(xˆ1 − 0.02020283, xˆ1 + 0.02020283) .
Jedna´ sa teda o interval spol’ahlivosti pre xˆ1 v bina´rnej zmesi. V grafe 15 je zaznacˇeny´


















Graf 15: Zobrazenie bodove´ho aj intervalove´ho odhadu do kotu´rove´ho grafu odhadnutej stred-
nej hodnoty polyno´mom 4. stupnˇa (vid’ graf 11).
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6. Za´ver
Ciele tejto diplomovej pra´ce sa podarilo naplnit’, ako po teoretickej tak i aplikacˇnej
stra´nke.
V teoretickej cˇasti pra´ce bol v druhej kapitole prec´ızne zavedeny´ linea´rny regresny´ mo-
del s u´plnou st´lpcovou hodnost’ou a na´sledne v tretej kapitole model s neu´plnou st´lpcovou
hodnost’ou. Dˇalˇsia cˇast’ popisuje meto´dy pre vy´ber regresorov a diagnostiku linea´rneho
regresne´ho modelu. Celkovo sa podarilo urobit’ uceleny´ vy´klad teo´rie s logicky´m usporia-
dan´ım a doplneny´ vhodny´mi obra´zkami. Z nich niektore´, ako napr. obra´zok 3b, alebo 5,
neboli podl’a vedomia autora publikovane´ a moˆzˇu napomoˆct’ pri pochopen´ı danej la´tky.
V aplikacˇnej cˇasti, ktora´ je uvedena´ v piatej kapitole, sa podarilo pomocou linea´rnej re-
gresie u´spesˇne vyhodnotit’ experiment. To dokladuju´ aj vy´sledky, ktore´ su´ demonsˇtrovane´
graficky. Bola pouzˇita´ polynomicka´ regresia a vy´ber regresorov bol zalozˇeny´ na Kroko-
vej regresii a Mallowsovej Cp sˇtatistike. Na´sledne bola odhadnuta´ stredna´ hodnota. Aby
mohla byt’ odhadnuta´ zmes taviacich sol´ı s najva¨cˇsˇou tvrdost’ou, bola na vybranej oblasti
stredna´ hodnota modelovana´ paraboloidom. Vyuzˇit´ım tohto odhadu bol na´jdeny´ bodovy´
odhad a d’alej pomocou Delta meto´dy intervalovy´ odhad.
Experiment bol sledovany´ na terna´rnych zmesiach tvoreny´ch hydrogenfosforecˇnanom
sodny´m, difosforecˇnanom sodny´m a polyfosforecˇnanom sodny´m. Regresnou analy´zou sa
uka´zalo, zˇe najva¨cˇsˇia tvrdost’ je dosiahnuta´ pri pouzˇit´ı bina´rnej zmesi (8 ty´zˇdnˇov zre-
nia, 30 dn´ı skladovania). Bodovy´m odhadom je zmes tvorena´: 44,485 % hydrogenfos-
forecˇnanu sodne´ho a 55,515 % difosforecˇnanu sodne´ho. Pre hydrogenfosforecˇnan sodny´
bol zisteny´ 95% interval spol’ahlivosti pre naj-va¨cˇsˇiu tvrdost’ v bina´rnej zmesi a to inter-
val (42.465, 46.505) v percenta´ch.
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Ako pr´ıloha bude uvedeny´ iba zdrojovy´ ko´d pre Krokovu´ regresiu, pretozˇe ta´to meto´da
bola v odstavci 4.1.1 podrobne pop´ısana´. K analy´ze experimentu teda nebola pouzˇita´ v
jazyku R na to urcˇena´ funkcia step() (pouzˇ´ıvaju´ca prima´rne krite´rium AIC), ale tu uvedena´
verzia zalozˇena´ na F-teste.
V zdrojovom ko´de 1 je uvedeny´ krok 1, ktory´ na za´klade t-testu vybera´ prvy´ regresor.
Tu su´ su´bezˇne pocˇ´ıtane´ hodnoty pre vsˇetky modely s jediny´m regresorom. Ako krite´rium
pre najviac vy´znamny´ regresor je uvazˇovana´ maxima´lna hodnota testovacieho krite´ria (v
absolu´tnej hodnote).






b<-XX*XY #vektor jednotliych odhadov beta
rezid<-X%*%diag(as.vector(b))-Y%*%t(as.vector(b)) #matica rezidui modelov
RSS<-diag(t(rezid)%*%rezid) #RSS hodnoty pre jednotlive modely
odh_rozp<-RSS/131 #odhad rozptylu pre jednotlive modely
test<-b/sqrt(XX*odh_rozp) #jednotlive statistiky pre t-test
Nvyb <- which.max(abs(test)) #vybraty regresor
V zdrojovom ko´de 2 je uvedeny´ krok 2 azˇ 5 ako boli pop´ısane´ v tejto pra´ci. Jediny´m
nepodstatny´m rozdielom je nepouzˇitie mnozˇiny Nnevyb, ktore´ bolo nahradene´ v zmysle
komplementu mnozˇiny Nvyb. Oznacˇenie je zachovane´ podl’a pop´ısanej meto´dy. Vsˇetky
vy´pocˇty sˇtatist´ık su´ na´zorne zap´ısane´ vzt’ahmi tak, ako boli pop´ısane´ v teoretickej cˇasti.
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X1<-X[,Nvyb] #regresna matica urcena Nvyb
H1<-X1%*%solve(t(X1)%*%X1)%*%t(X1)
M1<-diag(1,length(Y))-H1
RSSmod<-t(Y)%*%M1%*%Y #RSS vybranych regresorov
RSSroz<-RSSmod





















for(j in 1:dim(X)[2]) { #vypocet RSS pre vsetky podmodely(o 1 regresor)
if (j%in%Nvyb){
X3<-X[,setdiff(Nvyb,j)]
H3<-X3%*%solve(t(X3)%*%X3)%*%t(X3)
M3<-diag(1,length(Y))-H3
RSS3<-t(Y)%*%M3%*%Y
if (RSSred>RSS3){
RSSred<-RSS3
index<-j }
}
}
#5.krok
F<-(RSSred-RSSmod)/(RSSmod/(length(Y)-length(Nvyb)))
if(F<qf(0.95,1,length(Y)-length(Nvyb))){
Nvyb<-setdiff(Nvyb,index)
krok5<-TRUE }
if(F>=qf(0.95,1,length(Y)-length(Nvyb))){krok5<-FALSE}
}
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