The emergence and decay of the sunspot groups are important components of the solar dynamo models. There are two different types of studies on the evolution of active regions. One of them is based on fewer data with higher spatial resolution, the other one uses more data with lower spatial resolution. The input data of the present study allow the investigation with high-resolution both spatially and temporally. The temporal resolution of the SoHO Debrecen Sunspot Database (SDD) is one and a half hours, and it also makes possible to identify all individual sunspots with the position, area, and magnetic polarity. More than 200 sunspot groups have been selected, which have clear maxima on the solar disc, and the decrease of their umbral area is observable during at least four days. The decay rates were calculated by using two data: the umbral area and the number of contained sunspots -these decay rates were computed for the total umbral area of sunspot groups and their leading and following parts. The decay rate has a linear area dependency, and it is higher for the following part than for the leading one.
INTRODUCTION
The evolution of solar active regions has been investigated in several papers by different methods. The most thoroughly investigated phenomenon is the sunspot's decay and its properties. Some papers use large samples of sunspots while others examine a single selected spot or make numerical simulations. Carrasco et al. (2018) use 196 sunspot drawings made under the Maunder Minimum. They examined 48 different sunspots by using their umbra-penumbra ratio and found that sunspots with higher U/P values show faster decay. Hathaway & Choudhary (2008) investigated sunspot groups, and spots focused on their latitudinal distributions, area, cycle, and cycle phase dependencies as well. Benko et al. (2018) have pointed out linear decay of the umbral vertical magnetic field and area as well as increasing penumbral area by studying only one decaying sunspot. Deng et al. (2007) studied a decaying follower sunspot observed for six days and found that magnetic flux removed from the spot. The results of the modeled decay show good agreement with the empirical results. Rempel (2015) has calculated the decay rate of the naked spots by using numerical simulations and obtained 10 21 Mx/day. Litvinenko & Wheatland (2015) obtained a parabolic decay law for the sunspot area, and their results agree with the predictions of Petrovay & Moreno-Insertis (1997) . Petrovay & van Driel-Gesztelyi (1997a) and Petrovay & van Driel-Gesztelyi (1997b) published the most similar work to the present study examining individual sunspots. They also used a large sample and pointed out that the decay rate is faster in the earlier phase of the decay than in the later phase. Petrovay et al. (1999) showed that the neighborhood of the sunspots also contributes to the decay rate of sunspots.
Most of the papers are dealing with the decay of individual sunspots while the present investigation focuses only on the decay of sunspot groups, which is a less analyzed process. The papers on this topic use either large sample without distinction to the magnetic polarity or distinguish the leading and following parts on a small sample. There also are some studies based on a small sample. Lee et al. (1996) investigated the growth and decay of sunspot groups on two different groups. There are also theoretical studies of the decay. Krause & Ruediger (1975) investigated the sunspot group's decay by using a simple theoretical model and compared their results to the results of Bumba (1963) based on observations. They found that the long-lived groups decay much slower, while in the first days of the growth or decay, the area of groups varies faster.
The earlier works using large samples are based on sunspot catalogs which do not contain magnetic polarity data. Javaraiah (2012) and Lustig & Wohl (1995) used the Greenwich Photoheliographic Results (GPR), and Howard (1993) used Mount Wilson sunspot data and obtained results on the decay of the groups and plages.
If the authors wanted to distinguish between the opposite polarities, they had to process space-borne observations which necessarily restricted the size of the sample as in the paper of Norton et al. (2017) . They studied the growth and decay rates in 10 active regions by using SDO/HMI continuum intensity and vector magnetogram data. Their main aim was the study of the leading and following parts' development, but they obtained results for the decay as well.
2. DATA AND METHODS
Database with high spatial and temporal resolutions
The input data of the present work are taken from the Debrecen sunspot databases (Baranyi et al. 2016; Győri et al. 2017) , the only catalogues containing the position and area data of all sunspot groups and each individual sunspot (umbra and penumbra). The early member of this set is the Debrecen Photoheliographic Data (DPD) reduced from ground based observations. Later members are the SDD (SOHOMDI-Debrecen Sunspot Data) and HMIDD (SDO/HMI-Debrecen Sunspot Data), these used both images and magnetograms of the space instruments and they give also the magnetic fields of the sunspots. The detailed description of these databases is published by (Baranyi et al. 2016) . The technique of the sunspot data production is described by (Győri 1998 (Győri , 2012 . The measurement of the areas of a sunspot group is illustrated by Győri (2015) in his Figure 1 .
The present work uses the SDD containing sunspot data from 1996 until 2010, in particular the area data of sunspot umbrae corrected for foreshortening. We use the total umbral area of the entire active region (hereafter A g ) and that of the leading (A l ) and following (A f ) parts separately. Due to the 1.5 hourly temporal resolution of the data set the evolution of the sunspot groups can be studied in detail. The magnetic field data of sunspot umbrae make possible to separate the leading and following parts of the sunspot groups.
Observed decay of sunspot groups
The following selection criteria were applied. The observable growth and decay extend at least to 40% of the maximum total area and the decay lasts at least four days. The sunspot groups are taken into account within 65 • from the central meridian. The maximum area state of the sunspot groups can be regarded as their equilibrium state. Each selected sunspot group has also been checked visually. This ensures that their area decays unambiguously and the leading or following parts are not developing or unchanged while the total area is decreasing. By using the described selection method, 206 appropriate groups can be chosen from the SDD catalog over the time-span of 1996 -2010.
The decay rates are calculated as the ratio between the difference of areas measured in two observations and the time interval between them. This decay rate was calculated for (the total umbral area of sunspot group) and its leading and following parts as well. It is also necessary to treat the leading and following parts separately because their evolutionary curves may have a phase difference. In the right bottom panel of Fig. 1 and on panels 5-6 one can see, while the following part of AR 11054 is still growing, its leading part is already decaying. Otherwise, AR 11054 can be considered as a typical sunspot group since the following part reaches its maximum state later than the leading one and its maximum is lower than that of the leading one, as in most cases (Muraközy et al. 2014 ).
The decay rates (d) were computed by two different methods. One of them is a simple method: the last observed and the maximum data were taken into account in the following way:
(1) where A f in is the last observed umbral area at the last t f in time, while A max is the equilibrium area at the time of the maximum (t max ). By the other method, the decay rates have been determined by using the daily changes of the sunspot groups from their maximum state until their finally observed state. The average value of these daily changes gives the decay rate of the sunspot group. The first data of the groups have been taken into account as the daily values every day. Although this method results in higher deviations due to the fluctuations of the daily values, it gives similar results to the first method.
Analytically computed decay rates
The third method to determine the decay rates is as follows. The following asymmetric Gaussian function has been fitted to the time series of the sunspot group's area data
where H and t M are the height and time of the maximum of the time-series while w and a determine the width and the asymmetry, respectively. This function has been used for the development study by Muraközy et al. (2014) . The fit has been done for the entire selected sample. The decay rate was determined as the steepness of function (2) at the half-maximum level in the decreasing phase. These decay rates (Fig. 1) are also computed separately for the total umbral area of sunspot groups (s g ) as well as their leading (s l ) and following parts (s f ).
RESULTS IN THE STUDY OF SUNSPOT GROUP DECAY RATES
The decay of the active region magnetic fields is studied by tracking the temporal variation of the total umbral area of the sunspot group which represents best the evolution of the emerged magnetic field.
The decay rates computed by the two methods described in section 2.2 have been determined for both the area and sunspot number. Figs. 2 and 3 show the area dependency of the areal decay rates. The areal decay rates depend linearly on the area of the equilibrium state of the total umbral area of group and also of its leading and following parts. The rates of the areal decay are higher in the following parts by all methods.
Since the results obtained by the two different methods are similar not only for the areal decay but also for the number decay therefore only one figure is presented here that shows the number decay obtained by the simple method (Eq. 1). Fig. 4 shows that the regression rate of the sunspot number also depends on the maximum area, and this rate is lower for the leading part than for the following one. It means that while the following part usually has a higher number of sunspots than the leading part, it disappears more rapidly. At the end of the first and steepest part of the decay process, there will be only one large remaining leading spot without any following one, or in some cases, there may be some tiny spots with the following polarity.
The decay rates computed by the method of asymmetric Gauss function (Equation 2) are shown in Fig. 5 . The top, middle, and bottom panels pertain to the total umbral area of groups, and their leading and following parts, respectively.
The decay rate can be determine as the slope of the asymmetric Gaussian function at the half-height of the curve. The analytically determined decay rate is a more accurate and reliable procedure than the two other ones because it does not need the observations of the last states. Nevertheless, the results given by this procedure are similar to those of the previous methods. The decay rate has a total area dependence, and there is an asymmetry between the leading and following decay rates, i.e., the decay rate of the following parts is higher than the leading one. The asymmetry between the leading-following decay rates is characterized by the difference between the steepnesses of the fitted Gaussian functions (Fig. 6 ). It can be seen that the |s l | − |s f | difference is independent of the AR's total area. The majority of the cases (68%) are negative, meaning that the decay of the following part is steeper than that of the leading part.
These results apply for the majority of cases. Fig. 7 shows four different cases of sizes and decay rates of leading and following parts. It can be seen that the most populated quadrant is the right lower one; this contains the cases of the smaller following area and higher following decay steepness; this is the most typical case. However, the rest of the combinations, the right upper and left lower quadrants are also not negligible. The least typical case is when the area of the leading part is smaller, and its decay rate is higher than those of the following part. These four combinations are illustrated with four examples in Fig. 8 Fig. 7 . Top panels: higher leading steepness with a larger following area (on the left) and larger leading area (on the right). Bottom panels: higher following steepness with a larger following area (on the left) and larger leading area (on the right). The leading and following areas of the AR have been depicted by dots and crosses, respectively. These time series fitted by the asymmetric Gaussian function (Eq. 2). The slope of this function has been fitted by a linear function, which gives us the steepness of the leading part decay (continuous curve) and the following part decay (dashed curve). The data of Table 1 are numerical corroborations of the previously detailed leading-following asymmetry of the sunspot groups' decay. In the case of big and old sunspot groups, it can be observed that the sporadic follower spots disappear sooner, while the bigger leading spot usually remains visible on the disc for a longer time.
CONCLUSIONS
Two hundred six bipolar sunspot groups have been examined. They were selected by scripts from the SDD database, but each of them has been checked visually by using the image platform of the Debrecen databases. The decay rates have been determined for the total umbral area of the selected ARs as well as their leading and following parts. Three methods applied for the area decay and two methods for the sunspot number. The most reliable method is the determination of the steepness because it only takes into account the real declining phase of the fitted asymmetric Gaussian function and omits the limb with almost zero areas.
The following results can be listed: 1. The decay rate of the total umbral area of a sunspot group depends on the total umbral area at its maximum state. The larger is the maximum area, the more rapid is the decay. This result has been obtained by three methods.
This result is similar to that of Gómez et al. (2014) . They investigated a considerable sample but did not make any distinction between the leading and following parts of sunspot groups.
2. The decay rate of the following part is typically higher than that of the leading part. This result is also independent of the used calculation method.
3. The decrease of the sunspot number in the sunspot group exhibits the same dependencies as the area decays. These results are consistent with those of Norton et al. (2017) ; they studied the process of the sunspot group evolution on ten selected groups and studied mainly the growth. They studied the decay on a part of their sample. They also find that the following part decays more rapidly than the leading part, and the growth rate is higher than the decay rate.
The results of the present paper, together with those of the previous paper of Muraközy et al. (2014) , provide a detailed description of the dynamics of emergence and decay of sunspot groups on a large sample thanks to the most detailed Debrecen sunspot databases.
