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ABSTRACT
Coastal wetland mapping and monitoring are often difficult because of the
heterogeneous vegetation compositions and associated tidal effects. Past studies in the
Gulf/Atlantic coast states have reported acute marsh dieback events in which marsh rapidly
browned and thinned, leaving stubble of dead stems or mudflat with damaged ecosystem
services. Most currently available marsh maps, such as the C-CAP products with a 5-year
time lag, lack marsh details and remain high uncertainties. Reported marsh dieback events
in South Carolina (SC), USA have also been limited. Previous studies have suggested a
suite of possibly abiotic and biotic attributes responsible for salt marsh dieback. However,
there are no consensus answers in current literature explaining what led to marsh dieback
in past decades, especially from the spatiotemporal perspective. For this reason, this study
takes advantage of deep learning technology (U-Net and Autoencoder) and rich satellite
images (Landsat and Sentinel-2) in the past decades to improve marsh mapping and
dieback monitoring of this coastal state. First, the U-Net was employed, and an adaptive
deep learning approach was developed to map statewide salt marshes in estuarine emergent
wetlands of SC from 20 Sentinel-2A&B images. Then all marsh dieback events were
identified in the North Inlet-Winyah Bay (NIWB) estuary, from 1990 to 2019. With 30
annually collected Landsat images, Stacked Denoising Autoencoder neural network was
developed to identify the Normalized Difference Vegetation Index (NDVI) anomalies on
the trajectories. All marsh dieback patches were extracted, and their inter-annual changes
were examined. Among these were the five most severe marsh dieback events (1991, 1999,
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2000, 2002, and 2013) identified in the NIWB. Finally, the spatiotemporal relationships
between the dieback events and the associated environmental variables were investigated.
Daily Evaporative Demand Drought Index (EDDI), daily precipitation data from Parameter
Elevation Regressions on Independent Slopes Model (PRISM), and station-based water
quality observations in the estuary were retrieved. Marsh dieback is mainly a consequence
of moisture imbalance. This study cogitates the environmental influence on coastal marsh
from a spatiotemporal perspective using a long-term satellite time series analysis. The
findings could provide insights into marsh ecological resilience and facilitate coastal
ecosystem management.
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CHAPTER 1
INTRODUCTION
As one of the most biologically diverse ecosystems on the planet, wetlands provide
numerous essential ecological services (Perillo et al., 2018). In the United States, nearly
half of its wetlands cluster in the Southeast region along the Atlantic and the Gulf coasts
(Hughes et al., 2012). Salt marshes are coastal wetlands located in the intertidal zone
formed from saltwater drainage by tides and are dominated by salt-tolerant plants such as
herbs, grasses, and low shrubs (Adam, 1990; Woodroffe, 2002). As the ecological guardian
of the coast, salt marshes provide shelters for wildlife in various living stages (Boesch &
Turner, 1984), reduce the impact of storm surge (McIvor et al., 2012), and filter pollution
before they can enter marine communities (Ozesmi and Bauer, 2002). Salt marshes are
naturally dynamics and constantly changing due to erosion, wrack kill, and alterations in
tide flow. However, unexplained sudden loss of salt marsh vegetation, termed salt marsh
dieback, is increasingly reported, which has caused great concern (Alber et al., 2008).
Tidal wetlands, especially the persistent emergent wetlands play a significant role
in ecosystems (Adam, 1990; Ozesmi & Bauer, 2002). Common salt marsh classification
recognizes five vegetation zones (mud flat, pioneer zone, lower marsh, middle marsh, and
high marsh) based upon elevation, soil salinity, and inundation frequency (Bertness et al.,
2002). From the low to high elevations, this vertical zonation also somewhat reflects the
general decline in the tolerance of species to inundation and salinity (Allen 2000). The

1

characteristics of for competition, environment and interference tolerance often exist in
balance and trade-offs. This vertical arrangement and synergism of species along the water
and soil salinity gradient are highly influenced by the ability of marsh species to compete
and to tolerate specific site ecosystems (including tidal ranges, salinity and
nutrients, hazards and disturbance regimes) (Allen 2000; Bertness et al., 2002).
Low marsh is located at the frequently inundated and seaward edge zone (Sullivan
& Daiber, 1974) and spreads from the Mean Low Water Neap (MLWN) to the Mean HighWater Spring (MHWS) tidal ranges. High marsh is mostly located above the Mean High
Water (MHW) to the highest spring tide level, between the low marsh zone and upland
(Bertness & Ellison, 1987). In the estuaries of the South Atlantic and Gulf Coast states,
Spartina alterniflora and Juncus roemerianus are most common species in marsh
wetlands: Spartina alterniflora is the predominant low marsh while Juncus roemerianus
growing in the mid-high marsh. High marshes are more considered as a terrestrial
landcover than marine given they are only inundated by the highest tides or during the
hazard events such as flood, storm, and hurricane. In species composition, high marsh is
more diverse than low marsh, with common species such as Spartina patens, Spartina
cynosuroides, and Borrichia frutescens. High marsh and low marsh are characterized in
different sediment deposition, plant recolonization, zonation and serve as different habitats
for various creatures and species (Bertness & Ellison,1987; Bertness 1991). They respond,
survive, and recover from natural disasters (i.e. hurricanes) and human disturbance (i.e. oil
spill, urban expansion, and erosion) differently (Feagin et al., 2010, Chen, 2020). For
example, low marsh could assist in establishing coastal plant communities by reducing
physical disturbance to a tolerable level (Bruno, 2000). Low marsh could also be able to
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oxygenate its rhizosphere in anoxic soils (Teal and Kanwisher 1966, Gleason 1980). High
marsh has a higher tolerance for harsh environmental conditions such as normal variations
in flooding and is more resilient to climate change (Brinson & Christian, 1999). Both low
marsh and high marsh have economic values and ecosystem meanings that deserve to be
analyzed separately for sustainable management.
As the home of over 340,000 acres of salt marshes, SC preserves the largest
(slightly larger than Georgia) and most pristine salt marsh among Atlantic states (SCDNR,
2015; Purcell et al., 2019). Located in one of the most rapid development regions with a
continuously growing population, the coastal marsh ecosystem in the greater Charleston
area in SC, for example, is under great pressure from anthropogenic activities (Allen & Lu
2003; Purcell et al., 2019). Yet most currently available marsh maps, such as the C-CAP
maps with a 5-year time lag, lack marsh details and remain high uncertainties (Sanger et
al., 2004; Purcell et al., 2019). Updating state-level marsh distribution maps derived from
satellite imagery are merited.
Two NOAA NERRs are established in SC and were selected as the focus study
sites of this research: North Inlet-Winyah Bay (NIWB) Reserve and Ashepoo, Combahee,
and Edisto (ACE) Basin Reserve. The NIWB, located in Georgetown, SC, is an oceandominated estuary. Given the well protection in the reserve, the land cover types change
very little over time in the NIWB. Winyah Bay is considered a brackish water estuary on
the east coast of the US (Allen et al. 2014). The ACE Basin Reserve is one of the largest
primeval estuaries along the U.S. Atlantic Coast (Purcell et al., 2019). In comparison to the
NIWB, coastal urbanization has been putting increasing strains on the marshes in the ACE
Basin (Van Dolah, 2008). The two reserves both had historically served as agricultural
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land. After the Civil War, the rice production ended, and the main use of land shifted to
outdoor recreation. Preservation and conservation were initiated in the 1970s. Currently,
both the NIWB and the ACE Basin are protected by federal law to maintain a relatively
pristine marsh environment and are dominated by coastal marsh land covers.
Disturbances to marsh environment and its consequences also deserve intimate
monitoring. One phenomenon is marsh dieback that was widely observed in early 2000s
and reported in a number of coastal states (Alber et al., 2008). Documentation of marsh
dieback in SC, however, has been limited in this state. While the phenomenon in SC was
recognized in studies concerning dieback in Georgia (Ogburn and Alber 2006), its
geographic location and spatial extent were unclear. Two dieback locations in 2001 were
studied in Hughes et al. (2012). Field observations of marsh dieback in SC could be limited
by the physical difficulties to access its estuaries. While marshes with early symptoms of
thinning or browning may be neglected in field. they could be identified via multi-temporal
and multi-spectral information in remotely sensed imagery. Using multi-year Landsat
images, Miller et al. (2017) extracted the spatial extents of dieback in 2002 and 2003 in the
North Inlet estuary, SC. Potential diebacks in other years (as reported in other Gulf/Atlantic
states) have not been explored.
Previous studies in the Gulf of Mexico and Atlantic states have suggested a suite
of possibly abiotic and biotic attributes responsible for salt marsh dieback, e.g., drought,
soil waterlogging, soil chemistry, top-down consumers control, etc. However, there are no
consensus answers in current literature explaining what led to marsh dieback in past
decades, especially from the spatiotemporal perspective. As some of the most pristine
along the U.S. east coast, the SC marshes inevitably experience diebacks similar to other
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states in the region (Dr. James Morris, USC. Personal Communication, Oct. 20, 2017).
Therefore, this research is timely and crucial for SC coastal community.
This dissertation research aims to (1) map the current distributions of low/high
marsh along SC coast; and using the NIWB as case study, (2) Identify the dieback marsh
patches with apparent greenness reduction from Landsat; (3) Explore the relationships
between these dieback events and environmental anomalies from field-satellite integrated
water quality data records. To address these goals, this dissertation includes a total of five
chapters. It is arranged as follows:
•

Chapter 1: Introduction of the dissertation

•

Chapter 2: Mapping salt marsh along Coastal South Carolina using U-Net

•

Chapter 3: Identifying marsh dieback events from Landsat image series (19982018) with an Autoencoder in the NIWB estuary, South Carolina.

•

Chapter 4: Spatiotemporal Assessment of Potential Drivers of salt marsh dieback
in the NIWB estuary, South Carolina (1990-2019).

•

Chapter 5: Conclusions of the dissertation work and proposal for future work and
directions.
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CHAPTER 2
MAPPING SALT MARSH ALONG COASTAL SOUTH CAROLINA
USING U-NET1
2.1 Introduction
Tidal wetlands, especially the persistent emergent wetlands play a significant role
in ecosystems (Adam, 1990; Ozesmi & Bauer, 2002). Low marsh (e.g., Spartina
alterniflora) is located at the frequently inundated and seaward edge zone (Sullivan &
Daiber, 1974). High marsh (e.g., Juncus roemerianus) is mostly located above the Mean
High Water (MHW) between the low marsh zone and upland (Bertness & Ellison,1987).
High marsh and low marsh are characterized in different sediment deposition, plant
recolonization, zonation and serve as different habitats for various creatures and species
(Bertness & Ellison,1987; Bertness 1991). They respond, survive, and recover from natural
disasters (i.e., hurricanes) and human disturbance (i.e., oil spill, urban expansion, and
erosion) differently (Feagin et al., 2010, Chen, 2020). For example, low marsh
(predominantly Spartina alterniflora) could assist in establishing coastal plant
communities by reducing physical disturbance to a tolerable level (Bruno, 2000). Low
marsh could also be able to oxygenate its rhizosphere in anoxic soils (Teal and Kanwisher
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South Carolina using U-Net. ISPRS Journal of Photogrammetry and Remote
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1966, Gleason 1980). High marsh (prevalently Juncus roemerianus) has a higher tolerance
for harsh environmental conditions such as normal variations in flooding and is more
resilient to climate change (Brinson & Christian, 1999). Both low marsh and high marsh
have economic values and ecosystem meanings that deserve to be analyzed separately for
sustainable management.
The significance of salt marsh ecosystems to human and natural environments has
been widely recognized, including but not limited to (1) stabilizing shoreline and protecting
shorelines from sediment runoff and erosion (Reed et al. 1997), (2) mitigating the effects
from natural hazards (Shepard et al., 2011), (3) nourishing and supporting coastal creatures
(Benoit & Askins, 2002), and (4) considerable contribution to the national economy
(Shabman & Batie, 1980). Since the 1970s, Remote sensing (RS) and Geographic
Information Systems (GIS) have been interactively employed to analyze the salt marsh
distributions in the U.S. coastal wetlands (Cowardin et al. 1979). In change detection
studies, salt marsh distributions were often classified from Landsat imagery due to its
capacity of the large-coverage and repeated data acquisition that was suitable for long-term
monitoring on coastal zones (Kiraly et al., 1990; Brooks et al., 2004; Dahl & Stedman,
2013; Tiner, 2016). Previous studies show the advantages of using different spectra and
spectral indices (Timm & McGarigal 2012). Different spectral bands in an image provide
different visual information for classification. However, traditional classification methods
(either supervised or unsupervised) may not achieve a satisfying classification accuracy
due to the similarities of spectral signatures of different types of salt marshes as well as
moderate resolution satellite images (Huang & Zhang, 2007, Li et al., 2010; Zhang et al.,
2011). Aside from spectral properties in individual bands, vegetation indices and auxiliary
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environmental data are also proved to be useful in extracting and analyzing marsh
information (Miller et al., 2017; Campbell & Wang, 2019; Li et al., 2020). More recently,
other remotely sensed data sources such as hyperspectral imagery, LiDAR, and high spatial
resolution images (i.e. Worldviews) became popular for better marsh classification (Yang
et al., 2009; Hladik & Alber, 2012; Hladik et al., 2013; Xu et al., 2017). Hyperspectral
imageries have been approved to be very helpful for increasing the potential and accuracy
for identifying salt marsh species (Belluco et al., 2006; Hladik et al., 2013). Campbell &
Wang (2019) employed high spatial resolution images (Worldview 2-3) and LiDARderived DEM to assess the impact of Hurricane Sandy on salt marsh and how marsh
changes by providing classification results. In North Inlet Estuary, (SC), LiDAR and
Airborne Data Acquisition and Registration (ADAR) data were used to analyze the
relationships between marsh height and productivity along with sea-level rise (SLR) and
how marsh distribution could be altered (Morris et al., 2005). Taking advantage of multilayer spatial data including multiple spectral bands (Wang et al., 2007), common spectral
indices (Beijma et al., 2014), and topographic information (Campbell & Wang, 2019),
supervised classification approaches via machine learning (random forest) and deep
learning (neural networks) achieved respectable accuracy in mapping coastal marshes and
other land covers (Belluco et al., 2006; Zoomer et al., 2007; Timm & McGarigal 2012,
Feng et al, 2019). However, previous studies can only achieve satisfactory results for small
study areas (i.e. 16 km2 in Hladik et al., 2013, 6 km2 in Campbell & Wang, 2018), and the
techniques in those studies were impractical for large study areas due to the significant cost
and accessibility for images and in situ data. The U.S. coastal wetland inventory by the
USGS and associated mapping efforts were originally designed at the 1:24,000 map scale
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with nationwide coverage are available but limited. The National Wetland Inventory
(NWI) by the U.S. Fish and Wildlife Service can be dated back to the early 1980s (USFWS
1980). The NWI established and developed the standard of federal wetlands classification
mapping through a combination of field surveys and aerial photography (Cowardin et al.
1979). However, the wetland maps are seldom updated and typically miss approximately
50% of wetlands defined by the U.S. Army Corp of Engineers in South Carolina (Hodgson
et al. 2017) and the Blue Ridge Mountains (Stolt and Baker 1995). In 1975, the National
Oceanic and Atmospheric Administration (NOAA) Coastal Change Analysis Program (CCAP) initiated the inventory of regional land cover and change (Dobson, 1995) to provide
a continual mapping of wetland change in the coastal regions. The accuracies of C-CAP
can reach an 85% overall accuracy (Dobson, 1995). Since 1996, the C-CAP maps in coastal
wetlands and intertidal areas have been available and updated every five years using
Landsat images (McCombs, 2014). Relying on these products, in 2007 NOAA Digital
Coast released the Seal Level Rise Viewer platform for the coastal management
community (https://coast.noaa.gov/digitalcoast/tools/slr.html). With this platform, users
can visually assess salt-marsh loss and mitigation concerning coastal flooding under
various sea-level rise (SLR) scenarios. However, these resources failed to provide detailed
information regarding low marsh and high marsh distributions. As the most productive
ecosystem on the planet, coastal wetlands are influenced by both natural factors (i.e. tide,
water from the upper streams) and human activities such as urbanization and land
reclamation (Dahl & Stedman, 2013; Ingram et al. 2013; Terando et al. 2014; Campbell &
Wang, 2019), and can be changed immediately by natural hazards such as hurricanes or
gradually through a long-term effect like sea-level rise (Larkin, 2018). Urbanization and
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land development processes are occurring most rapidly in the Southeast region (Ingram et
al. 2013; Terando et al. 2014). Therefore, monitoring coastal land cover is essential to
better protect the habitats. Spatiotemporal heterogeneity (physical, chemical, and
biological) is an important feature of coastal marshes. However, conventional image
classification in large areas such as a state relies on enormous field data efforts. Given the
difficulty of accessing coastal wetlands, reference data via field surveys are often limited.
If referencing those spatially isolated field data, details of coastal marsh mapping could be
neglected due to the natural heterogeneity. Oversimplifying a complex land cover area
introduces bias and results in inaccurate land cover maps.
As the home of over 400,000 acres of salt marshes, SC preserves the largest and
most pristine salt marsh among Atlantic states (SCDNR, 2015; Purcell et al., 2019).
Located in one of the most rapid development regions with a continuously growing
population, the coastal marsh ecosystem in the greater Charleston area in SC, for example,
is under great pressure from anthropogenic activities (Allen & Lu 2003; Purcell et al.,
2019). Yet most currently available marsh maps, such as the C-CAP maps with a 5-year
time lag, lack marsh details and remain high uncertainties (Sanger et al., 2004; Purcell et
al., 2019). Updating state-level marsh distribution maps derived from satellite imagery are
merited. Collaborating with local agencies and universities, the NOAA National Estuarine
Research Reserve Systems (NERR) have been providing long-term monitoring with
detailed information concerning coastal habitat conditions over the 26 designated estuaries
on the U.S. coasts (NOAA, 2017). Two NERRs are located in SC. Local references data in
these NERRs are valuable for statewide marsh classification.
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Since 2006 (Hinton et al., 2006), the rapid development of deep learning (DL) has
profoundly influenced satellite image segmentation, detection, and classification for their
unbeatable efficiency with relatively high accuracy (Maggiori et al., 2017; Sharma et al.,
2017; Stoian et al., 2019). As reviewed by Ma et al. (2019), over 200 publications applied
DL in image classification and object detection that were mostly in land covers with clearly
distinctive class boundaries such as urban land uses (Huang et al, 2018), roads Yang et al,
2019); tree crowns (Li et al., 2017) and crop fields (Kussul et al., 2017; Ji et al., 2018). Yet
study areas concerning wetlands were very few in number (Ma et al., 2019) and accuracy
for classifying marsh land covers usually showed less success compared to others (Rezaee
et al., 2018; DeLancey et al., 2019). Moreover, these few studies were usually based on
high-resolution and/or high-spectral images (Pashaei, et al., 2020).
Deep learning methods are able to learn how to extract features automatically
through convolutional layers with back-propagation in the training process and, through
the inference process, classify and predict images. The accuracies of these studies proved
significantly superior to other classification methods, including random forest (RF),
support vector machine (SVM), k-nearest neighbors (k-NN), etc (Ma et al., 2019; Rezaee
et al., 2018). Benefit from DL, two major classification methods, pixel-based (Laban et al.,
2020) and object-based (Ma et al., 2017) were making significant progress. Employing
image pixels as the classification unit, pixel-based classification methods mainly analyzing
spectral information of each individual pixel but neglect the contextual information and the
spatial connections among the pixels (Cao & Zhang, 2020). In addition, given the high
spatial autocorrelation among the marshes, one target pixel and its surrounding pixels in
different contextual (textural, temporal, spectral) and spatial information need to be

11

integrated for further analyses. To improve this, Long et al. (2015) presented the very first
Fully Convolutional Network (FCN) dedicating to semantic image segmentation. The
model replaced the fully connected layers with convolutional layers. From the input image,
the patch wised CNN (convolutional neural network) takes a pre-defined size window, “a
patch,” merely to predict the class of the central pixel of that patch (Zhang et al., 2018),
while FCN results in a spatial segmentation map (Minaee et al., 2020). Since then, a
number of image segmentation methods rooted in FCN have been developed (Cui et al.,
2019).
FCN methods in heterogenous land covers such as coastal wetlands, however, are
still limited. Wetland land covers usually transit gradually from one to another, or merely
to upland habitats. Therefore, well-defined boundaries typically do not exist in wetlands.
FCN ignores the spatial connections and consistency among pixels during the classification
because the spatial features and spectral signatures were not sufficiently captured (Cao &
Zhang, 2020). As a result, it lowers the certainties in the pixel-wise labeling for land cover
predictions and makes wetlands spatial classification inaccurate (Pashaei et al., 2020). First
applied in biomedical image segmentation, U-Net is an advanced FCN (Ronneberger et al.,
2015, Minaee et al., 2020). As compared to regular patch wised CNN methods, U-Net is
not only more computationally efficient (especially operating in a large study area), but
can better capture spatial correlations between pixels and therefore lower the labeled noises
and improve classification accuracy (Maggiori et al., 2017; Sharma et al., 2017; Stoian et
al., 2019). For image classification, U-Net has the common advantages as other DL
methods but also surpasses them in classifying multi-channel satellite images by its
capability of combining the location information (coarse-grained features) with the
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contextual information (fine-grained features) through the long skip connections (Wei et
al., 2019; Cao & Zhang, 2020). With its effectiveness and popularity, the U-Net has been
introduced in landscape monitoring and remote sensing image classification in recent
years. For example, Stoian et al. (2019) extracted the land cover maps of various
metropolitan areas in France with a set of Sentinel-2 images using U-Net. A few U-Net
employed classification studies extracted crop fields (Wei et al., 2019), forest and trees (He
et al., 2019; Cao & Zhang, 2020), wildfire damage and burnt areas (Farasin et al., 2020;
Knopp et al., 2020). With multiple DL methods compared in a case study for coastal
wetland classification of a barrier island (Pashaei et al., 2020), U-Net showed the best
performance and efficiency in terms of computation speed and high accuracy with hyperspatial imagery. Dang et al. (2020) classified coastal wetlands land covers at the Tien Yen
Estuary in Vietnam using U-Net with DEM and two Sentinel-2 images without
distinguishing coastal marsh types. U-Net applications concerning large-area coastal
wetlands and low marsh/high marsh structures have not been well explored.
In this study, the statewide coast of South Carolina was taken as the study area. In
the training process, a set of 10m Sentinel-2A&B imagery from one NERR was analyzed
and learned to automatically extract marshes and other land cover features through
convolutional layers with back-propagation. With accuracy assessment (in situ data
employed), the model performance was tested in another NERR in SC. Finally, through
the inference process, the model predicted and delivered a reliable salt marsh classification
map inventory across the SC coast. Compared to Landsat, Sentinel images carry finer
resolution and more spectral channels for vegetation information. With U-Net, the
proposed classification approach is self-adaptive and could include existing marsh maps
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when new satellite imagery available. It could provide spatially explicit and timely up-todate information for coastal marsh monitoring of the state.
2.2 Study area and Data
Coastal wetlands in SC are primarily intertidal estuaries, emergent wetlands (with
saltwater

marsh

and

brackish/transitional

marsh),

and

some

freshwater

emergent/forested/shrub wetlands. Two types of salt marshes dominate SC coasts: Spartina
alterniflora (low marsh) and Juncus roemerianus (high marsh) (Morris et al. 2002; White
& Madsen, 2016). Based on the USFWS National Wetlands Inventory (NWI) shapefiles,
about half a million acres of coastal wetlands (coded as “Estuarine and Marine Wetlands”)
in SC were extracted, which served as the study area of this research (Fig. 2.1a). In this
area, NOAA C-CAP classified six types of palustrine and estuarine wetlands (forested,
scrub/shrub, and emergent in each category). No further details concerning marsh types
have been classified.
Two NOAA NERRs are established in SC and were selected as our training and
validation sites: North Inlet-Winyah Bay (NIWB) Reserve (Fig.2.1b) and Ashepoo,
Combahee, and Edisto (ACE) Basin Reserve (Fig.2.1c). The NIWB, located in
Georgetown, SC, is an ocean-dominated estuary carrying around 18,916 acres of tidal
marshes (Li et al., 2020). Two primary freshwater sources are devoted to the North Inlet:
Hobcaw Barony (east) and Debordieu residential community (north). Winyah Bay is
considered a brackish water estuary on the east coast of the US (Allen et al. 2014). Four
important rivers contribute to the Winyah Bay drainage: the Waccamaw, Sampit, Black,
and Pee Dee Rivers. Given the well protection in the reserve, the land cover types change
very little over time in the NIWB. The ACE Basin Reserve is one of the largest primeval
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estuaries along the U.S. Atlantic Coast (Purcell et al., 2019). It is located in Colleton,
Charleston, and Beaufort counties and is drained by three rivers: Ashepoo, Combahee, and
South Edisto. In comparison to the NIWB, coastal urbanization has been putting increasing
strains on the marshes in the ACE Basin (Van Dolah, 2008). The two reserves both had
historically served as agricultural land. After the Civil War, the rice production ended, and
the main use of land shifted to outdoor recreation. Preservation and conservation were
initiated in the 1970s. Currently, both the NIWB and the ACE Basin are protected by
federal law to maintain a relatively pristine marsh environment and are dominated by
coastal marsh land covers.
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Figure 2.1 The study area of SC coastal wetlands (a) and land cover maps in the two
NERRs: the modified 2006 HRLC map in the NIWB (b) and the C-CAP land cover map
in the ACE Basin (c).
The Sentinel-2 mission, launched in 2015 by European Space Agency (ESA),
carries 13 spectral bands with 10m, 20m, and 60m spatial resolutions in a 5-day revisiting
cycle. 10 spectral bands of the Sentinel image were employed: blue, green, red, and NIR
with 10m resolution; 4 bands (5,6,7,8A) with 20m resolution are designed for vegetation
characterization; and the last two SWIR bands (11 &12), also with 20m resolution, are
helpful in evaluating vegetation moisture stress. Band 1, 9, and 10 (coastal aerosol, water
vapor, and cirrus with a spatial resolution of 60m) were deprecated given they are mainly
used for atmospheric correction and cloud screen.
Table 2.1. The used Sentinel image bands.
Sentinel-2

Central Wavelength (um) Resolution (m)

Band 2/Blue

0.490

10

Band 3/ Green

0.560

10

Band 4/ Red

0.665

10

Band 5/Vegetation Red Edge

0.705

20

Band 6/Vegetation Red Edge

0.740

20

Band 7/Vegetation Red Edge

0.783

20

16

Band 8/NIR

0.842

10

Band 8A/ Narrow NIR

0.865

20

Band 11/SWIR

1.610

20

Band 12/SWIR

2.190

20

Multi-temporal images were utilized for the NIWB and the ACE Basin to improve the
robustness of the model: 10 (all Sentinel-2A) for the NIWB and 7 (four Sentinel-2B &
three Sentinel-2A) for the ACE Basin. As shown in Table 1, a total of 20 Sentinel-2 images,
covering all seasons (year-round) with different tidal conditions, were collected for this
study. By including multi-temporal images, the seasonality and tide influence on the marsh
were taken into consideration for such a large study area. The SC coast can be fully covered
in five Sentinel-2 tiles. For statewide classification, the Sentinel images in five tiles were
carefully selected with acquisition dates overlapping in both training and testing sites.
Specifically, the scene on 05/14/2016 was chosen for the tile covering the training site.
Two scenes (07/13/2016 and 05/24/2019, respectively) were selected for the two tiles
covering the test site. For the two tiles covering the rest of SC, the scenes acquired on the
same dates as the test site were selected. Considering the computation efficiency (modeling
time and computer memories), thirteen USGS defined watersheds (HUC8 level) on SC
coast were intersected with USFWS NWI coastal wetlands to split the study area. A total
of 16 sub-areas were generated and classified and then mosaiced as the classification map
of the whole study area.
GIS shapefiles, including areas of estuarine wetlands and HUC8 watershed
boundaries on SC coasts, were retrieved from USGS. The national NIW database was
downloaded at https://www.fws.gov/wetlands/data/data-download.html. LiDAR-based
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DEM data at 5m spatial resolution were obtained from the South Carolina Department of
Natural Resources LiDAR database (http://www.dnr.sc.gov/GIS/lidar.html).
Table 2.2. Satellite data sets in this study. The scenes used for statewide classification are
highlighted in bold.
Data

NIWB

Tide (ft)

(training)

ACE Basin

Tide (ft)

SC

(testing/validation)

Sentinel- 03/03/2016

2.12

07/13/2016

2.16

05/14/2016

2A

05/14/2016

2.23

10/16/2018*

3.27

(one tile)

09/13/2016

0.74

04/04/2019*

2.92

07/13/2016

11/11/2016

1.17

05/24/2019*

3.21

(two tiles)

11/27/2016

3.67

12/05/2019

2.23

05/24/2019

02/25/2017

3.57

12/15/2019

5.34

(two tiles)

04/06/2017

0.33

02/28/2020*

4.71

09/13/2017

3.46

08/09/2018

0.1

04/03/2020

1.68

Note: * indicate the image was Sentinel-2B instead of 2A.
The NIWB served as the training site and ACE Basin as the validation site. Training
and validation samples at the two sites were collected from historical data. According to
NOAA C-CAP coastal land cover maps, both sites were classified as estuarine emergent
wetlands. In 2006, the NIWB NERR published a high-resolution (2m) land cover (HRLC)
map via visual interpretation of aerial photographs. Fig.2.1b is modified from the 2006
HRLC map. This fine, detailed map shows that the NIWB is dominated by Spartina
alterniflora (low marsh). The high marsh types include Juncus roemerianus and scrubshrub (Baccharis halimifolia, Iva frutescens, Borrichia frutescens), and are mostly located
at the Thousand Acre (east), the Marsh Island (central east), and the north of the reserve.
Another major vegetated landcover is forest (pine and maritime). Other landcovers are
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beach, intertidal flat, wrack and mud, oyster reef, developed land, etc. In the ACE Basin
(Fig.2.1c), there are no high-resolution land cover maps available for the entire site.
Instead, 161 in situ reference data points in the ACE Basin (surveyed in 2013) were
downloaded from the NERRS Centralized Data Management Office (CDMO) and served
as part of the ground truth points for model validation. The major land cover type for these
points (83 pure and 62 mixed but dominant) was low marsh (Spartina alterniflora).
Additionally, 370 reference points (23 low marsh, 65 high marsh, 65 forest, 193 water, and
40 others) were randomly selected across the basin using Google Earth. Both sets of point
data were used to test model performance.
2.3 Methodology
2.3.1 Satellite images and data preparation
All Sentinel level 1C images (top-of-atmosphere reflectance) were radiometrically
adjusted to level 2A (surface reflectance) with the atmospheric and cirrus correction using
the sen2cor tool. The spatial resolution of all image bands was resampled to 10m. All
training images were subset to match the HRLC map boundaries in the NIWI. The NDVI
for every scene was calculated as (Tucker 1979):
NDVI=(NIR-Red)/(NIR+Red)

(1)

where NIR and Red are the surface reflectance of the near-infrared and red bands.
From the HRLC map, over 260,000 sample pixels for low marsh, 140,000 for high
marsh, 310,000 for water, and 60,000 for forest were extracted respectively. Here both
Juncus and scrub- shrub were grouped into “high marsh.” Fig.2.2 demonstrates the spectral
signatures of primary land covers on the 08/09/2018 image. Both the average and a 70%
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envelope of the four land covers are extracted. As shown in the figure, two vegetation red
edge bands (6 &7), narrow NIR (8A) and the NIR band (8) appear to be more informative
in delineating low marsh and high marsh. Low marsh and high marsh share similar
trajectories in their spectral signatures. Spectra in visible bands are not much helpful in
marsh delineation. The spectral difference between low marsh and high marsh is higher in
longer wavelengths. High marsh has higher reflectance than low marsh in two vegetation
red edge and SWIR spectral regions.
Since the Sentinel images were acquired in all seasons on all tidal conditions, a
normalization procedure was taken on each image band to ensure the consistent
performance of the model. The normalized data of one band were calculated by using the
surface reflectance divided by the maximum value of that band:
𝑉𝑐,𝑖,𝑗,𝑘 =

𝑣𝑐,𝑖,𝑗,𝑘

(2)

𝑀𝑎𝑥𝑐

where 𝑉𝑐,𝑖,𝑗,𝑘 indicated the raw value (surface reflectance) of band c in position i, j of scene
k. 𝑀𝑎𝑥𝑐 represented the mathematic maximum value of band c for all images in the
process. For example, in the training process utilizing 10 images, the maximum value of
the red band was the one among the 10 red bands.
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Figure 2.2. Spectral signatures of the four land covers in the study area (from the Sentinel image
acquired on August 9, 2018).
2.3.2 The architecture of U-Net for image classification
The model includes two paths: encoder and decoder (formed a U-shaped architecture)
(Fig.2.3). The encoder (contracting path) extracted different resolution featured maps by
stacked convolutional layers and max-pooling layers and therefore, captures both the
global and the local features of the input images. Compared to the classical FCN, the
decoder (expansive path) in U-Net contains and combines each level of feature maps and
spatial information through up-sampling and concatenations (Fig.2.3). In deep learning,
the feature map is the output of the previous layer applied with on filter. The resolution of
the output layers could maintain the same resolution as the input layers. With multiple
channels (including input layers and convolutional layers), U-Net captured spatial
relationships among marsh pixels by combining the location (global) information of land
cover types with the contextual (local) information (i.e., boundaries of marsh types, marsh
texture variations caused by seasonality or tidal inundation). In other terms, by merging
different levels of features maps (long skip connections), the model can consider the
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different sizes of receptive fields (i.e., smallest, nearest surrounding 8 neighbor pixels vs.
all image pixels) when predicting the land cover type for each pixel. Compared to the
original U-Net, the architecture in this study has been slightly modified to a fully symmetric
u-shape by applying padding technique to convolutional layer to preserve the size of feature
maps.
All 10 images in the NIWB (as listed in Table 2.1) were employed to train the model.
Fig.2.3 demonstrates the workflow using the 11-layer model input (10 bands plus NDVI)
of each image. All pixels were used in the training process (pixels out of the HRLC map
were marked as background). Each image can be represented by a metric with size:
𝑊 × 𝐻 × 𝐶, where 𝑊 × 𝐻 represented the size of the NIWB area and 𝐶=11 representing
the input data channel size. Considering the GPU memory capacity and performance, the
batch size was defined as 32, indicating 32 samples were trained at the same time. One
sample was one input patch that was composed of 224 *224 (patch size) *11 (channel).
The patches were randomly selected from the images. The downsampling layer was
implemented as Max pooling with size 2 × 2. As shown in the figure, during the encoder
process, the W×H dimension of the feature maps decreased from 224*224 to 14*14 while
the channel size was increased from 11 to 64 then all the way to 1024. Due to the limited
training images, data augmentation was applied by mixing the rescale, rotate, shift
transformations to overcome the overfitting issue. A symmetric expanding process, the
decoder, fused the feature maps and produce a segmentation map background through the
stacked convolutional layers and upsampling layers. The bilinear upsampling method was
employed.
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The loss function indicates the proximity between the ground truth and the prediction.
In this study, the loss for all classes was calculated as:
loss = − ∑𝑀
𝑐=1 𝑦𝑜,𝑐 𝑙𝑜𝑔(𝑝𝑜,𝑐 )

(3)

where M is the total number of the land cover classes (M=6 in this study). y is a binary
indicator (0 or 1) that represents the class of a pixel. p is the predicted probability for o, the
observations (input pixels), of the class c (true class). In the training process, the loss
function for the model was the true land covers (the HRLC map) against the predicted
classes in the NIWB.

Figure 2.3. The architecture of our U-Net model (with an example input of 10 image bands
plus NDVI).

2.3.3 Model validation and application
The ACE Basin was the validation site for the accuracy assessment of the model.
The ACE Basin has a much larger areal coverage than the NIWB. Considering the
computational cost, each of the ACE Basin images was segmented into multiple subsets
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with a moving window. The trained model with minimum loss value was applied on all
tiles and then assembled to extract an ACE Basin classification map.
Different band combinations were tested in the ACE Basin before finalizing the
optimal input imageries for the model: (1) 10 Sentinel bands; (2) 10 Sentinel bands plus
NDVI; (3) 10 Sentinel bands, NDVI, and DEM; and (4) an ensemble method based on
majority voting (Demir, 2016) of the abovementioned attempts. Seven Sentinel images
were used in the ACE Basin, and the U-Net model was repeated for each band combination
option of all images. For the ensemble method, at a given pixel, a prediction of the land
cover class from one image was considered as one vote. Since there were 7 images on the
test site, a total of 7 votes were generated and the land cover types that received the highest
votes were finalized as the classification results. For example, if a pixel was classified as
low marsh from 4 images, high marsh from 2 images, and water from one image, then the
ensemble method would take its land cover type as low marsh. The overall accuracy and
kappa statistics of each map test were calculated (a total of 24).
Finally, 5 Sentinel scenes from 3 dates were applied in mapping all wetlands in the
coastal SC. The band combination option with the highest overall accuracy was used for
the classification. Considering the focus of this study, we mainly targeted separating low
marsh and high marsh. A total of five land cover types were generated: low marsh, high
marsh, forest, water, and others (i.e. developed area, mudflat, beach, etc.).
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2.4 Result
2.4.1 Model Performance
All pixels of the 10 Sentinel images were used to train the U-Net model
(approximately 5 hours). The combination of 10 Sentinel bands plus NDVI resulted in the
highest accuracy and was used for model performance assessment. Fig.2.4A indicates that
the model is trained well for classification. The training process converged around 250
epochs and remained stably close to 0.1 loss value. Fig.2.4B shows the comparison of the
total pixels for each land cover type between ground truth maps and the training results.
All ground truth pixels were counted from the HRLC land cover map. Only the “correct”
pixels, meaning the training pixel matched ground truth, were counted in the training
results column in Fig.2.4B. 776,306 ground truth pixels were trained and 733,662 were
correctly assigned. The average percentage reached 95% accuracy with 95% in low marsh
and 93% in high marsh.

a

b

Figure 2.4 (a) Loss function of the U-Net model; (b) Comparison of ground truth and
training results in the NIWB.
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a

bground truth vs. training patches

vs. corresponding true color chips
Figure 2.5 (a) Training output of the NIWB (display only) and (b) examples of ground truth
patches, training patches, and corresponding true color patches. In (b), the left column is
ground truth from the HRLC map, and the right column is the training results.

Fig.2.5 shows the classification map of the training site (the NIWB) as well as a
few randomly selected examples of the training patches. In Fig.2.5a, the global similarity
between the training result and the ground truth map (Fig.2.1b) is high. Meanwhile, local
discrepancies (Fig.2.5b) in fine-scale patches are noticeable due to the disparity of spatial
resolutions (2m vs. 10m). Overall, the training result reveals high agreement with the
HRLC map in low and high marsh distributions. Low marsh is the dominant species in the
NIWB. High marsh turned to be mixed with low marsh in the south end of the North Inlet
Estuary but was found more dominant toward the landward of the Estuary that had higher
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elevation. As observed in the NIWB HRLC map, the two marsh types grew in clusters with
apparently different geography. The NDVI was found helpful in marsh mapping. Adding
non-spectral features such as DEM did not improve the separability between these two land
covers. More details were presented in the discussion section.
2.4.2 Accuracy assessment
The U-Net classification was tested in the ACE Basin for accuracy assessment
using the minimum loss value (around 0.09). Merely one minute was used to classify one
image scene in this validation site. The classification map in the ACE Basin successfully
separated the low marsh and high marsh (Fig.2.6). Similarly, as in the NIWB, low marsh
was located at the inundated and seaward edge zone (south of the ACE Basin) as well as
along the creeks. High marsh, in contrast to low marsh, was located between low marsh
zone and upland (northeast of the ACE Basin). Low marsh is the major land cover type.
Compare to the NIWB, “other” land cover (mainly residential) was considerably larger and
scattered over the ACE Basin.
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Figure. 2.6 U-Net classification in the ACE Basin classification on May 24, 2019.

Different data inputs may affect the classification. Table 2.3 summarizes the
attempts for different band combinations that were tested in the ACE Basin. In general, the
accuracy of classification tested with 10 Sentinel bands and NDVI was slightly higher than
the one that only employed the 10 Sentinel bands. The availability of elevation data actually
contaminated the performance of our model: the overall accuracy and the kappa statistics
decreased from 90% and 0.862 to 79.3% and 0.724 respectively. Beyond the band
selection, the classification accuracy was further improved by performing the ensemble
method. The overall accuracy and kappa statistic ranged from 79.3% (10 Sentinel bands
with NDVI plus DEM) to 88.9% (10 Sentinel bands with NDVI) and 0.724 to 0.848
respectively. The highest overall accuracy and kappa statistic (90.0% and 0.862) were
received when using 10 Sentinel bands with NDVI and followed by the voting mechanism.
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Consider the computational efficiency and model accuracy, the DEM was not used for
mapping the statewide salt marshes.
Credit to the learning power and model robustness, tidal effects on marsh
classification were reduced significantly. However, from the accuracy assessments, slight
variations existed among the results. For instance, the overall accuracy and kappa statistic
on December 5th, 2019 (87.2% and 0.822) were higher than on December 15th, 2019 (82.3%
and 0.752). With only 10 days gap, the temporal impact on vegetation can be ignored. The
tidal difference was more than 2 ft (3.21ft vs. 5.51ft), which may attribute to the variation
of classification accuracies. Another possible influencer is the channel difference between
the Sentinel 2A and the Sentinel 2B spectral instruments. Chen et al. (2018) investigated
and stated that comparing to spectra reflectance, the variance between Sentinel 2A and
Sentinel 2B in NDVI was even higher. It is also shown in Table 3 that the seasonality was
learned well and therefore, its impact on accuracies was limited.
Table 2.3: Accuracy comparisons

Without
NDVI
With
NDVI

overall
accuracy
Kappa
overall
accuracy
Kappa

7/13/
2016

10/16/
2018

0.861

0.887

0.808

4/4/
2019

5/24/
2019

12/5/
2019

12/15/
2019

2/28/
2020

Vote

0.844

0.857

0.872

0.823

0.870

0.893

0.845

0.788

0.805

0.822

0.752

0.823

0.852

0.870

0.889

0.866

0.870

0.876

0.834

0.870

0.900

0.822

0.848

0.816

0.823

0.828

0.769

0.823

0.862

Table 2.4. shows an example error matrix and accuracy assessment at the ACE
Basin, using 10 Sentinel bands with NDVI followed with the ensemble method. As for
marshes, the model’s ability to distinguish low marsh and high marsh was not perfect.
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Especially for high marsh, the user’s accuracy was 68.4% while the producer’s accuracy
was 80%. The morphologic characters between low marsh and high marsh can be
problematic. For instance, Spartina alterniflora (low marsh) could grow very tall (tall
form) and healthy, especially those that grow near the creek bank, and shows high NDVI
values just like high marsh (Valiela et al., 1978). Meanwhile, the spectra overlapping
between low marsh and high marsh, as well as the mix growing geographically also
degraded the classification accuracy. As for the classification of “other,” the user’s
accuracy was 88.2% while the producer’s accuracy was merely 37.5%. The pixels of
“other” land cover type in the NIWB are limited, which may not be sufficiently learned
during the training process. The NIWB is so naturally pristine, while the land cover types
in the ACE Basin are more diverse and affected by anthropogenic activities. The population
has grown 16.3% and 16.9 % in Beaufort County and Jasper County respectively since
2010 (Purcell et al., 2019). All these aspects may contribute to the lower accuracies in the
ACE Basin. Among the few previous studies of coastal mapping (Campbell & Wang, 2018
& 2019), high marsh can be better classified much finer resolution World-View 2&3
images in small study sites. For a large-scale wetland in Canada, DeLancey et al. (2019)
compared classification accuracies using U-Net and XGBoost models with Sentinel and
synthetic aperture radar (SAR) images. Though the overall performance of the U-Net
model was better (overall accuracy 81.3% and 0.57 Kappa statistic), the user accuracy for
wetland types (fen, bog, marsh, swamp) were not satisfied (60.16%, 33.91%, 39.05%, and
41.58% respectively) due to the spatially and spectrally mingling of the wetland classes.
Overall, classify large and complex natural habitats of wetlands is indeed challenging.
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Table 2.4: The error matrix for the ACE Basin classification with the ensemble method
Wate

Low

High

Fores

Other

Tota

User’s

r

Marsh

Marsh

t

s

l

Accuracy

Water

189

3

0

0

1

193

0.979

Low Marsh

1

161

12

0

6

180

0.894

High Marsh

0

3

52

4

17

76

0.684

Forest

1

1

1

61

1

65

0.938

Others

2

0

0

0

15

17

0.882

Total

193

168

65

65

40

531

0.979

0.958

0.800

0.938

0.375

Producer’s
Accuracy

Overall Accuracy = 0.900

Overall Kappa = 0.862

2.4.3 U-Net model application: a statewide classification
The band combination of 10 Sentinel bands and NDVI followed by the ensemble
method was finalized in the classification model for mapping all coastal wetlands in SC.
Five image scenes covering the state were utilized. Given the computational efficiency (the
amount of time or memory used), these images were divided into a total of 16 box-areas to
perform the U-Net classification model and then mosaiced into the whole study area.
Fig.2.7 displays the classification results of low and high marsh distributions in estuarine
wetlands of SC. Three subset boxes in the two NERRs are also displayed for showing the
detailed land covers.
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Figure. 2.7 The classified marsh map in estuarine wetlands in SC. Three subsets (also from
training and testing, the classification map vs. true color image) are also shown to reveal
local details.

Currently, the most up-to-date statewide marsh map of South Carolina is the CCAP product that was developed in the early 2000s with periodic updates. Since it does
not delineate low marsh and high marsh in coastal wetlands, direct comparison with our
U-Net class map cannot be conducted. Rather, we combined the low marsh and high marsh
classes as marsh, which is comparable to the estuarine emergent wetland and estuarine
scrub/shrub wetland classes in the C-CAP map. In comparison, the U-Net classified marsh
area covers around 340,000 acres (≈1376 km2) across the SC coast, while that of C-CAP
is about 320,000 acres (≈1295 km2). Among historical state reports, Tiner’s report (1977)
reported 334,501 acres (≈1354 km2) of salt marsh, Sanger & Parker (2016) reported
approximately 350,000 acres (≈1416 km2), and the South Carolina Department of Natural
Resources (SCDNR) reported about 344,500 acres (≈1394 km2) in SC. Our model
classified 264,402 acres (≈1070 km2) of low marsh and 75,598 acres (≈306 km2) of high

32

marsh, while Tiner documented 284,252 acres (≈1150 km2) of low marsh and 50,249 acres
(≈ 203 km2) of high marsh.
Overall, the marsh acreage extracted in our study was comparable to those reported
in past studies. Moreover, our study classified high marsh and low marsh, the first study
being able to delineate marshes distributions on SC coasts. It revealed that the state has
much higher low marsh coverage (264,402 acres) than high marsh (77,602 acres). Since
the two marsh types respond to climate change and SLR differently, our study may
contribute to improved assessment of salt marsh mitigation and coastal resilience. To the
best of our knowledge, compared to others, our statewide study still holds a reliable
classification result for such large wetlands using free satellite images. First, classification
for coastal wetlands is very challenging in its vast area, extremely heterogeneous
environment, the difficulty of in-situ data collecting, as well as the limited spatial,
temporal, and spectral resolutions of the satellite imagery (DeLAncey et al., 2019). Second,
many previous studies simply considered low marsh and high marsh as one land cover type
(Wang et al., 2019; Dang et al., 2020; Pashaei et al., 2020) but ignored the significance of
analyzing the two different marshes separately. Thus, very limited literature could be found
on this subject. The main purpose of this classification was to map the inventory of low
and high marsh in SC. When the model was well trained, all South Carolina was merely an
application for the model or consider it as a product from a ‘built assembly-line.’ This study
explored a method using free satellite image resources and minimum fieldwork and lowcost input yet delivering a moderate result statewide. Like all classification methods, it
does come with the issue concerning how well the classification results could actually
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reflect what would be seen on the ground. But this had to be something to test in the future
when more field data available.
2.5 Discussion
Though the NOAA C-CAP map shows some level of details of estuarine wetlands
(forest, scrub/shrub, and emergent), it fails to provide further information about low and
high marshes distributions within the estuarine emergent wetlands. The classification
results in this study updated the NOAA C-CAP and other land cover products regarding
the spatial distributions of salt marsh on SC coastal wetlands. the approach explored in this
study could better monitoring of coastal environment dynamics along with sea-level rise.
Superior to field surveys, satellite remote sensing provides an opportunity to
explore the spatiotemporal dynamics of marsh distributions in a vast geographic space.
Large areas may present climatic and topographic variabilities introducing different
behaviors for the same class across different landscapes. The heterogeneity of coastal
wetlands caused by tide, mixed species, and dynamic biomass is also noticeable. Image
spectra and NDVI are also affected by phenological variations. Therefore, multiple scenes
were collected in this study to reduce these natural impacts. The tidal effect has been a
notable obstacle in regular coastal remote sensing. One of the significant advantages of UNet is learning and capturing image features, which is especially suitable for the regularly
inundated coastal area. Through different times of the year, salt marsh species expressed
different spectral information (Sun et al., 2015). However, affected by tidal inundation and
seasons, the same type of marsh could also show variations in spectral signatures. All pixels
in the training image were labeled with land cover types (pixel-wise labeling). When
training the U-Net model, the seasonality and tidal effects on the spectral characteristics of
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low/high marshes were considered by including full-season images. Covered almost every
month in the training process, the model could sufficiently learn the spectral characteristics
of low/high marshes under different circumstances. For the model evaluation, four seasons
were included to test if the model performance were steady enough despite the different
location, season, or tide. Since the seasonal variation is considered in the model, the results
would not have much difference no matter which season images are put in. The low marsh
classification accuracy could be guaranteed by using various satellite images under
different tidal conditions (ranged from -1.11ft to 5.51ft). On the other hand, remote sensing
of salt marsh could take advantage of the seasonality of different species reflected from
their growth cycles. For instance, Spartina (low marsh) is a C4 plant while Juncus (high
marsh) is a C3 plant (Giurgevich & Dunn,1982). Usually, Spartina has a single annual
flush of growth and young Spartina culms initiated in the fall live through the winter and
flowering occur from June until October (Gallagher, 1983). In contrast, Juncus produces
new shoots and leaves throughout the year. Germination and successful plant establishment
of Juncus typically occurs from November to April and flowering widely raged from
January to June (usually peak in March) (Eleuterius & Caldwell, 1981).
Though less than 2% or even zero improvements were observed during the
accuracy evaluation for all tested images. The NDVI was proved to be a minor positive
influence on refining the classification result. With NDVIs, the accuracies were slightly
higher than almost all the other combinations, except for one image on 2/28/2020 (the
same). However, compared to the workload and computing efficiency of adding NDVIs,
the overall accuracy merely increased less than 1%, which was not considered as a costeffective trade-off for the model. Meanwhile, using the U-Net model could pick up the
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NDVI information by learning the red and NIR bands in the training process. Therefore,
this increase of accuracy was so little that could actually be ignored in future similar studies
in order to save massive calculation time and storage room. This study indicates that the
DEM does not play a positive role in coastal mapping. There was a trade-off between the
advantages of DEM and model accuracy as well as efficiency (i.e., total process time and
computer investment) for a special topography like coasts. Past studies have found that
LiDAR-derived data representing elevations below 5 feet MSL have very low reliability
(Gesch, 2009; Medeiros et al., 2015). The long period of time required to collect data in
these areas the tidal variations during this temporal period introduce high uncertainties to
LiDAR data. The quality of LiDAR product is also highly variable from one region to
another depending on the contract requirements, time of collection, and subsequent efforts
in processing. Fig.2.8 shows the DEM comparisons between the land covers in the training
and test sites. The DEMs showed high discrepancies. Even that the average elevation of
low marsh and high marsh is quite distinctive in both the NIWB and the ACE Basin, the
average DEM of low marsh in the ACE Basin was very close to that of high marsh in the
NIWB. This could be the reason causing the classification accuracy degraded when DEM
was included in the classification (the overall accuracy and kappa statistic dropped to as
low as 79.3% and 0.724). Accuracies could be affected when the U-Net model learned the
DEM information of these two marsh types in the training site and applied it to the test site.
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Figure 2.8. DEM comparisons in the NIWB and the ACE Basin.

In CNN, a sufficient training process could be very time-consuming in general. Thus, the
performance and the significance of a model can be evaluated by the time efficiency of
generating classification maps. The time used to train the model was 5 hours, then 20
minutes on the final classification process for the whole SC coast. We have also tested a
subset area (only 2% of the ACE Basin) to demonstrate the time efficiency of the U-Net.
It took 20 mins to perform the classification for a such small area using a traditional CNN.
The U-Net improved the computation time by thousands of times. With the rapid
evolvement of remote sensing and deep learning, more data are now available and opensource. An enlarged data set with higher spatial resolution feeding U-Net could improve
the accuracy of classification. The requirement of spectral continuity in the composed of
images from different sources is more flexible for U-Net, which avoids the complexity of
the radiometric inter-calibration among different sensors, especially for small satellites.
Yet NDVI, as a type of hand-crafted feature, may not be needed in future classification
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with more advanced deep learning methods available given its powerful learning ability
and robustness. Not only U-Net could deliver a fast yet reliable classification map, but the
adaptiveness of this methodology is very potent, which has a perspective that can be easily
applied in other research areas. In this respect, the application of this U-Net is practically
promising for vast geographic space, long-term environmental monitoring. In the big data
era, more remote sensing and crowdsourcing data are becoming available. This information
could be integrated to reach an improved accuracy of our proposed approach in coastal
wetland monitoring.
2.6 Conclusion
Mapping coastal marshes is always a challenging task due to their natural characters
such as heterogeneous distribution of species and tidal effects. This study efficiently
delivers a state-level, low/high marsh map which may provide valuable spatiotemporal
information of salt marsh conditions on SC coasts. A U-Net based deep learning model
was applied to classify the low and high marsh distributions in SC coastal wetlands using
20 Sentinel-2 images. By training with a published high-resolution classification map in
the NIWB and validating in the ACE Basin, this study fulfilled the gap of the land cover
details concerning salt marshes distributions in SC. We have also tested different band
compositions as model inputs. The optimal composition is the 10 spectral bands plus
NDVI, which could conduct statewide classification in 20 minutes and reached the highest
overall accuracy of 90%. Taking advantage of computational efficiency, the application of
the U-Net model is practical and sustainable for regional long-term environmental
observation. For a future study, with deep learning methods, adding hyperspectral imaging
will have a great potential in improving the classification for high marsh. Unfortunately,
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we do not have luck finding one for our study areas. However, even with hyperspectral
imaging, the spectral signature of high marsh will still overlap with some land covers,
depending on the location of the study area, which can cause the same issue we had in this
research. Another possible yet expensive alternative will be using fine spatial resolution
images such as the WorldViews. Supported by enriched fieldwork and satellite
observations in the Big Data era, the approach explored in this study could be adopted in
other coastal lands, which is essential for predicting salt marsh changes echoing to sea level
rise and to protect and mitigate the delicate wetland ecosystem under coastal development
or natural hazards.
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CHAPTER 3
IDENTIFYING MARSH DIEBACK EVENTS FROM LANDSAT IMAGE
SERIES (1998–2018) WITH AN AUTOENCODER IN THE NIWB
ESTUARY, SOUTH CAROLINA2
3.1 Introduction
Salt marshes grow in the intertidal zone between land and sea and are dominated
with salt-tolerant grasses, herbs, and low shrubs (Adam 1990). The significance of marsh
habitat to natural and human environments has been widely recognized in aspects such as
reducing shoreline erosion, filtering urban runoff and allowing for sediment deposition
(Reed et al. 1997), purifying coastal water from urbanization (Van Dolah et al. 2008; Rai
2008), mitigating storm impacts (Boutwell and Westra 2016; Narayan et al. 2017), carbon
sequestration (Chmura et al. 2003, Drake et al. 2015), nourishing wildlife habitats and
supporting seafood industry (Boesch and Turner 1984; Upchurch and Wenner 2008). Acute
marsh dieback (AMD) has been sporadically observed on coasts where healthy salt
marshes experienced browning and thinning of aboveground foliage, sometimes turning to
rhizome stubble and eventually mudflat (Alber et al. 2008). It is also termed sudden

2

Li, H., Wang, C., Ellis, J. T., Cui, Y., Miller, G., & Morris, J. T. (2020). Identifying
marsh dieback events from Landsat image series (1998–2018) with an Autoencoder in the
NIWB estuary, South Carolina. International Journal of Digital Earth, 13(12), 14671483.
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vegetation dieback (SVD) since the affected marsh often died within 4-8 months (Elmer et
al. 2013). The influence of marsh dieback to the abovementioned enviornmental,
ecological and economic values could be tremendous.
Documentation of marsh dieback can be dated back to late 1950s when Goodman
et al. (1959) described the patchy degeneration of S. townsendii across the United
Kingdom. Early dieback in the United States was reported in the 1970s in North Carolina
(Linthurst and Senica 1980), the late 1980s in South Carolina (de Souza and Yoch 1997),
and the early 1990s in Florida panhandle (Carlson et al. 2001). The phenomenon received
widespread attention after extensive areas of brown marsh in Louisiana were observed in
2000-2001 (McKee et al. 2004) in routine aerial surveys. Since then, studies have reported
repetitive marsh dieback events along the Gulf of Mexico such as Louisiana (2000-2001,
2007; 2010-2011) (Elmer et al., 2013; Ramsey et al. 2014), and Atlantic states such as
Georgia (2001-2002, 2007, 2011-2013) (Ogburn and Alber, 2006; GCRC 2013), South
Carolina (2001, 2002-2003) (Hughes et al. 2012, Miller et al. 2017), Virginia (2004)
(Marsh et al. 2016), Connecticut and Rhode Island (1999) (Stetson 2006), Delaware and
Massachusetts (2006) (Smith and Carullo 2007), and areas in New England (2002-2003,
2006) (Smith and Green 2013). Most of these investigations relied on field and aerial
surveys. Though traditional field surveys provide detailed information concerning marsh
conditions and small-size dieback patches, it is time consuming, labor intensive and often
difficult to access estuaries in the intertidal estuaries. Aerial surveys in coastal Louisiana
showed that, during the 2000-2001 dieback, over 100,000 ha of S. alterniflora (smooth
cordgrass) was affected, with 43,000 ha severely damaged (McKee et al. 2004). It is costly,
if ever possible, to conduct repetitive field or aerial experiments in large areas such as those
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in the Louisiana investigation. Accurate documentation of marsh dieback events and
extents needs an alternative method for large-area and long-term monitoring.
With a synoptic view, satellite remote sensing holds high potential in repetitive
mapping of marsh dieback and recovery owning to its wide orbital swath and revisit
capabilities. Various efforts have been made to classify salt marshes and to estimate
standing biomass from remotely sensed imagery (Zhang et al. 1997; Li et al. 2005; Belluco
et al. 2006). Ramsey and Rangoonwala (2006) combined spectral information and field
observation to analyze the early status of marsh dieback and its development profiles.
Multi-temporal remote sensing enables to study the development cycle of marsh dieback.
While marshes with early symptoms of thinning or browning may be incorrectly ignored
in situ. they could be identified via multi-temporal and multi-spectral information in
remotely sensed imagery. For example, O’Donnell and Schalles (2016) utilized 294
Landsat TM images from 1984 to 2011 to explore the dieback-induced biomass decline of
S. alterniflora along the Georgia coast. Miller et al. (2017) used multiple Landsat TM and
ETM+ images in 1996-2006 to analyze the 2002-2003 marsh dieback in SC. Ramsey et al.
(2014) extracted the 2010-2011 dieback in Louisiana using the images from different
sensors including Landsat ETM+, SPOT XS4-5 and an airborne Uninhabited Aerial
Vehicle synthetic aperture radar (UAVSAR) acquired between 2010 and 2012.
South Carolina (SC) has over 140,000 ha of salt marshes, the largest (slightly
greater than Georgia) among the Atlantic coast states (SCDNR 2015). Documentation of
marsh dieback since the early 2000s, however, has been limited in this state. While the
phenomenon in SC was recognized in studies concerning dieback in Georgia (Ogburn and
Alber 2006), its geographic location and spatial extent were unclear. Two dieback locations
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in 2001 were studied in Hughes et al. (2012). Field observations of marsh dieback in SC
could be limited by the physical difficulties to access its estuaries. While marshes with
early symptoms of thinning or browning may be incorrectly ignored in situ. they could be
identified via multi-temporal and multi-spectral information in remotely sensed imagery.
Using multi-year Landsat images, Miller et al. (2017) extracted the spatial extents of
dieback in 2002 and 2003 in the North Inlet estuary, SC. Potential diebacks in other years
(as reported in other Gulf/Atlantic states) have not been explored.
This study uses the Landsat image series from 1998-2018 to identify all possible
dieback events along SC coast. The same study area of the North Inlet-Winyah Bay
(NIWB) estuary as used by Miller et al. (2007) is selected. The findings will enrich the
literature of SC coastal ecosystems by providing an inventory of marsh dieback events and
recovery from spatial and temporal perspectives.
3.2 Materials and Methodology
3.2.1 Study area and dataset
The NIWB estuary located in Georgetown, SC (Fig. 3.1) is one of the NOAA
National Estuarine Research Reserves (NERR). For land covers, a high-resolution land
cover map classified from aerial images in 2006 was downloaded from the NERR
Centralized Data Management Office (CDMO) (http://cdmo.baruch.sc.edu/get/gis.cfm). S.
alterniflora predominantly grows in the regularly flooded low marsh and high marsh on the
landward border of the estuary (Allen et al. 2014). A second common marsh species is J.
roemerianus (needle rush) that mostly grows in less saline high marsh above the S.
alterniflora zone and in oligohaline marsh. Additionally, patches of scrub-shrub grow in a
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mixture of high marsh at relatively higher elevations in the south close to the Winyah Bay
(Fig. 3.1). Within the NIWB, the North Inlet estuary represents a relatively pristine natural
environment that covers 7,655 ha of tidal marshes and wetlands; Winyah Bay is a brackish
estuary that is mostly open water and subject to large variations in salinity from a complex
river system.

North Inlet

Winyah Bay

Figure 3.1 The NIWB NERR and its land covers (modified from the NERR-released land
cover map). An example Landsat TM scene is displayed in the inset.

Landsat image series are the primary data set used in this study. As shown in Fig. 3.1, the
SC coast is almost fully covered in one Landsat tile (Path 16 Row 17). From 1998 to 2018,
all Landsat Analysis Ready Data (ARD) Level-II products were visually examined at the
USGS Data Clearinghouse (EarthExplorer). The ARD product is surface reflectance
imagery in which atmospheric correction has been performed using the 6SV radiative
transfer model (Dwyer et al. 2018). Although high temporal frequency images are available
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courtesy of Landsat’s 16-day revisiting cycle, not all images are useful due to cloud cover,
high tide, and seasonality. North Inlet has a semi-diurnal tidal regime. Landsat images were
acquired during low tide, which we defined as +/-0.3 m (1ft) mean sea level. Exceptions
were in 1999-2000 and 2004-2005 when the lowest tide during image acquisition was
higher than 1ft (but lower than 0.6 m). The NOAA Oyster Landing Station, North Inlet
Estuary, SC (https://tidesandcurrents.noaa.gov/datums.html?id=8662245) was used as the
tide gauge. In SC’s hot, humid summer, cloud cover is a common problem for Landsat
image acquisition. Only cloud-free (<10% cover) images over the study area were
considered. S. alterniflora grows year-round in the study area. A 5-year field experiment
by Morris and Haskin (1990) found that it consistently reached peak biomass density
during September. We collected Landsat images in a greening window of June-September
in order to reduce the impacts of naturally dry leaves in late season. If an optimal image
(low tide, cloud free, growing season) in a certain year was not available, we selected the
best substitute from imagery in May-June. The only usable image in 2006 was acquired in
late April and no image was available in 2012. Images in off-season months are not
considered to reduce the seasonal noises associated with time series analysis. Table 1 lists
all images from Landsat5 TM (1998, 2000-2011), Landsat7 ETM+ (1999) and Landsat8
OLI (2013-2018) used in this study. Only one image per year is selected. All images have
a 30-m pixel size.
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Table 3.1. Landsat images used in the study and the tides relative to mean sea level.
Satellite/Sensor

Date

Tide (m)

Satellite/Sensor

Date

Tide (m)

Landsat5 TM

05/05/1998

0.30

Landsat5 TM

06/20/2009

0.09

Landsat7 ETM+

09/05/1999

0.40

Landsat5 TM

06/23/2010

-0.20

Landsat5 TM

08/14/2000

0.57

Landsat5 TM

07/28/2011

0.02

Landsat5 TM

07/17/2001

0.00

07/19/2002

0.31

Landsat8 OLI

05/23/2013

0.30

Landsat5 TM

05/28/2003

0.13

Landsat8 OLI

08/21/2014

0.28

Landsat5 TM

05/05/2004

0.43

Landsat8 OLI

06/14/2015

0.17

Landsat5 TM

05/08/2005

1.43

Landsat8 OLI

06/06/2016

0.09

Landsat5 TM

04/25/2006

0.09

Landsat8 OLI

07/05/2017

0.12

Landsat5 TM

07/10/2007

0.04

Landsat8 OLI

08/09/2018

0.03

Landsat5 TM

06/01/2008

-0.30

/*

Landsat5 TM

3.2.2 Methods
Developing the adjusted NDVI series in 1998-2018
The Normalized Difference Vegetation Index (NDVI) is the most commonly
applied vegetation index to quantify the biophysical properties such as vegetation
greenness (Jensen 2006). Retrieved from Landsat images shown in Table 1, it is used to
represent marsh healthiness in this study. The NDVI at any pixel is calculated as (Tucker
1979):
NDVI=(NIR-Red)/(NIR+Red)

(1)

where NIR and Red represent surface reflectance of the near-infrared (NIR) and red bands,
respectively.
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Only marsh pixels are examined. Using the high-resolution land cover map (Fig.
3.1), classes of low marsh, high marsh, and high marsh-scrub mixture are extracted that
include a total of 31,328 Landsat pixels. The NDVI trajectory at each marsh pixel is
extracted from the 20 annual images from 1998-2018. Ideally, the NDVI trajectory of
healthy marsh would be a relatively stable line. Although the Landsat ARD images
represent surface reflectance products, atmospheric effects from the heterogeneous coastal
wetlands in a sub-tropical weather cannot be fully removed in a generalized approach
(Dwyer et al. 2018). The residual atmospheric noises and greenness variation in different
summers always contribute to the fluctuation along the NDVI trajectories. The inter-annual
noises in the estuary level can be approximated as the difference between the 20-year NDVI
average and the tth year average of all marsh pixels. In this case, the NDVI adjustment in
each year (𝛥𝑎𝑑𝑗𝑡 ) is a constant value calculated as:
𝛥𝑎𝑑𝑗𝑡 = (𝑁𝐷𝑉𝐼 − 𝑁𝐷𝑉𝐼𝑡 )

(2)

where t represents the tth year in the time series. 𝑁𝐷𝑉𝐼 is the NDVI average of all marsh
pixels in 20 years, and 𝑁𝐷𝑉𝐼𝑡 is the average of all marsh pixels in the tth year.
The term 𝛥𝑎𝑑𝑗𝑡 in Eq. 2 represents the amount of NDVI adjustment in the tth year. Given
a marsh pixel, its NDVI value in the tth year (𝑁𝐷𝑉𝐼𝑡 ) is thus adjusted as:
𝑁𝐷𝑉𝐼𝑡𝑎 = 𝑁𝐷𝑉𝐼𝑡 + 𝛥𝑎𝑑𝑗𝑡

(3)

After adjustment, a pixel’s NDVI values in different years become comparable.
Theoretically, the trajectory of a healthy marsh is relatively stable, while a sudden drop of
NDVI may indicate marsh dieback in the corresponding year.
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An Autoencoder neural network to identify dieback
Marsh dieback can be evaluated with an apparent NDVI drop along the trajectory.
In time series analysis, statistical tests are a common approach to determining a time point
with significant change. For example, Miller et al. (2017) applied a Z test to identify the
dieback pixels with significantly decreasing NDVI between an affected year (2002 and
2003) and a presumably healthy year (1999). The assumption of a reference year, however,
may induce uncertainties without any a-priori knowledge of the study area. Statistical tests
are also problematic for time series analysis with a relatively small sample size along the
trajectory.
Recent advances in machine learning indicate the efficiency of neural networks in
labeling multi-dimensional data with an unsupervised learning process (Ball et al. 2017).
Autoencoder neural network, for example, was originally developed in computer science
to reduce data dimension by mapping the data into a lower-dimension space (Hinton and
Salakhutdinov 2006). It was later used for image restoration by removing the noises or
damages in raw imagery (Vincent et al. 2010). With the capability of boosting the sparse
features in multi-dimensional data, recently it has been adopted in remote sensing for image
classification and change detection (Zhou et al. 2015; Othman et al. 2016; Su and Cao
2018).
For marsh pixels in this study, dieback detection is done by labeling the abnormal
points along the 20-dimension NDVI trajectory. We adopt an Autoencoder model to
capture the abnormal behavior (dieback) from normal, stable marshes in the NDVI image
series. All marsh pixels are used for the unsupervised training of the Autoencoder. Each
training sample (pixel) represents a 20-point NDVI vector. Define 𝑥(𝑚) as the mth training
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sample; 𝑥(𝑚) ∈ ℝ𝑛 with 𝑛 =20 representing the image dimension, the training set is
{𝑥(𝑚): 𝑚 < ℎ ∗ 𝑤}, where h and w are the column and line of each image. This represents
a 388×605 subset within the NIWB boundary. A blind Stacked Denoising Autoencoder,
one of the most well-known deep neural networks in image restoration (Vincent et al.
2010), is established and contains one input layer, three hidden layers, and one output layer
(Fig. 3.2).
The input layer of the Autoencoder has 20 nodes composed of the 20-layer NDVI
image series. The hidden layers have 8, 4, 8 nodes, respectively (Fig. 3.2). Using a nonlinear transformational function, the original 20-dimension image series is reduced to an
8-dimension latent subspace (8 nodes) in the first hidden layer, then to 4 nodes in the 2nd
hidden layer. This dimension reduction process is called encoder. This transformation
inevitably removes some details of pixel performance by maintaining global conformality.
In this study, these local details could be the outliers of low and high NDVI values that are
assumed abnormal behavior of marsh dieback and recovery. Using a non-linear transpose
function, the encoded 4-node subspace is restored to 8 nodes in the 3rd hidden layer then
back to 20 in the output layer. This dimension restoration process is called decoder in which
only the normal (global) pixel performance is restored. The output layer has the same size
as input, representing the restored 20-year NDVI vectors {𝑥̂(𝑚)}. Following a denoising
process, the output layer defines the normal behavior of the estuary, i.e., heathy marshes
without dieback in the estuary in each year.
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Figure 3.2 Architecture of a 5-layer Autoencoder neural network for image reduction
(encoder) and restoration (decoder).

(𝑙)

Let 𝑎𝑖 be the activation of node 𝑖 in layer 𝑙 (𝑙 =1 as the input layer; 𝑙 =2,3,4 as the three
hidden layers; 𝑙 =5 as the output layer). In each step from 𝑙 to 𝑙+1, 𝑎(𝑙+1) is computed with
a nonlinear activation function in the Autoencoder model:
(𝑙+1)

𝑎𝑖

(𝑙) (𝑙)

(𝑙+1)

= 𝑓(∑𝑛𝑗=1 𝑊𝑖𝑗 𝑎𝑗 + 𝑏𝑖

)

(4)

(𝑙)

where 𝑊𝑖𝑗 denotes the weight parameters between node i in layer l+1 and node j in its
(𝑙+1)

preceding layer 𝑙. 𝑏𝑖

is the bias of node 𝑖 in the new layer l+1.

In Eq.4, the input layer is 𝑎(1) = 𝑥 and the output layer is 𝑎(5) = 𝑥̂. A stochastic Adam
Optimizer (Kingma and Ba 2004) is employed to train the Autoencoder with a batch size
of 32. The process stops when the mean squared error of all training samples (n=31,328
with all marsh pixels counted) reaches a minimum, which means the output layer
maximally restores the raw image series. The loss function with 𝐿2 regularization term is
expressed as (Hinton and Salakhutdinov 2006):
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ℒ(𝑥; W, b) =

1
𝑛

1

𝑛𝑙+1
(𝑙) 2
𝑛𝑙
∑𝑛𝑖=1 ( ‖𝑥(𝑖) − 𝑥̂(𝑖)‖2 ) + 𝜆 ∑𝑘−1
𝑙=1 ∑𝑖=1 ∑𝑗=1 (𝑊𝑗𝑖 )
2

(5)

Where 𝑘 is the number of layers (k=5) in the designed network, and 𝑛𝑙 is the number of
nodes in layer 𝑙. λ = 1𝑒 −4 is a default coefficient controlling the influence of the 𝐿2
regularization term. Additional details are described in Hinton and Salakhutdinov (2006).
The output layer of the Autoencoder is a 20-dimension restored NDVI series that explains
the normal behavior of marshes (no dieback) in 20 years. For a given year, the difference
between the NDVI image and the Autoencoder output contains the dieback information, or
abnormal behavior of marshes in this year. At a pixel with its image-adjusted NDVI
̂ 𝑡 ) in year t, the differential
(𝑁𝐷𝑉𝐼𝑡𝑎 in Eq.3) and the Autoencoder restored NDVI (𝑁𝐷𝑉𝐼
NDVI (𝑑𝑡𝑁𝐷𝑉𝐼 ) is calculated as:
̂ 𝑡 − 𝑁𝐷𝑉𝐼𝑡𝑎
𝑑𝑡𝑁𝐷𝑉𝐼 = 𝑁𝐷𝑉𝐼

(6)

We expect the pixel shows marsh dieback if its differential NDVI in year t is beyond
a statistically determined threshold (𝑑𝑡𝑁𝐷𝑉𝐼 > 𝜏). Otherwise, it is counted as a heathy marsh.
With all marsh pixels in 20 years counted, the threshold (upper bound) on the 𝑑𝑡𝑁𝐷𝑉𝐼
distribution is identified using a two-sided Student’s t test at a 95% significance interval
with a degree of freedom close to infinite (t = 1.96). The lower bound of 𝑑𝑡𝑁𝐷𝑉𝐼 indicates
abnormally higher NDVI that may result from post-dieback recovery of a pixel. It is not
the interest of this study. Different from the image-specific threshold in traditional change
detection approaches, the threshold in this study is a constant for the 20-layer image series
and therefore, reduces the inter-annual noises.
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3.3 Results
3.3.1 NDVI statistics and trajectories
Table 3.2 shows the basic statistics of NDVI for all marsh pixels in 1998-2018
(2012 excluded). Marshes have relatively low NDVI values in growing season. The 20year average NDVI of all marsh pixels 𝑁𝐷𝑉𝐼 is 0.31, representing a low neural net average
in the study area. The average NDVI each year (𝑁𝐷𝑉𝐼𝑡 ) is in a range of [0.25, 0.38] and
the standard deviation in [0.10, 0.14], reflecting large inter-annual variations from
atmospheric, climatological, and phenological noises in the image series. Within the same
year, the large range between the minimal and maximal NDVI values reveals marsh’s
heterogeneous biophysical characteristics across the estuary.
The estuary-wide NDVI adjustment (𝛥𝑎𝑑𝑗𝑡 ) each year ranges from -0.07 to 0.05.
Images in years with relatively high NDVI values (for example 1998) receive negative
adjustment while those in years with lower NDVI values (for example 2005) have positive
adjustment (Table 3.2). As demonstrated in Fig. 3.3, it effectively mitigates the
abovementioned noises on NDVI trajectories. For a normal, non-dieback marsh pixel (Fig.
3.3a), its trajectory shows a relatively stable curve although it still fluctuates during the
1998-2018 period. Fig. 3.3b shows the NDVI trajectory of a dieback pixel identified in
Miller et al. (2017). The sudden and dramatic drop of NDVI in 2002 reveals the
documented marsh dieback in that year. With the NDVI trajectories, all potential dieback
pixels in corresponding years could be extracted.
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Table 3.2 Basic statistics of NDVI for all marsh pixels (1998-2018, no image in 2012).
1998

99

00

01

02

03

04

05

06

07

08

09

10

11

13

14

15

16

17

18

𝑁𝐷𝑉𝐼𝑡 0.38 0.35 0.33 0.32 0.29 0.35 0.30 0.26 0.27 0.30 0.27 0.28 0.33 0.29 0.30 0.35 0.32 0.36 0.32 0.29
Stdv

0.11

0.11

0.13

0.12

0.11

0.12

0.12

0.14

0.11

0.11

0.10

0.12

0.13

0.10

0.13

0.11

0.12

0.13

0.12

0.13

Min

0.24

0.21

0.17

0.17

0.15

0.21

0.15

0.09

0.13

0.16

0.14

0.12

0.17

0.17

0.24

0.21

0.16

0.19

0.17

0.13

Max

0.53

0.50

0.49

0.47

0.43

0.50

0.45

0.44

0.42

0.45

0.41

0.43

0.49

0.41

0.56

0.49

0.48

0.53

0.46

0.46

Δadj

-0.07 -0.04 -0.02 0.00

0.03

-0.04 0.01

0.05

0.04

0.01

0.04

0.04

-0.01 0.03

0.01

-0.03 0.00

-0.05 0.00

0.02
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(a)

(b)

Figure 3.3 Example NDVI trajectories of a non-dieback pixel (a) and a 2002 dieback pixel (b). The black line is the original
NDVI; the light gray area represents the adjusted NDVI. The dieback event in 2002 (dashed circle) is identified in Miller et al.
(2017).

3.3.2 Autoencoder performance
The loss function of the established Autoencoder is the mean squared error of the
restored NDVI against the original NDVI of training samples. All marsh pixels are used in
this study to perform an unsupervised training process. Fig. 3.4a indicates that the
Autoencoder has been trained well for restoring the NDVI image series. After around 1,000
iterations (one epoch), the loss quickly drops from 0.08 to approximately 0.0 and remains
stably close to 0.0 in next epoch.

Mean=0.00009
Stdev=0.0424

RMSE = 0.04

𝑑𝑡𝑁𝐷𝑉𝐼

Figure 3.4 Autoencoder performance: (a) the loss function after a two-epoch unsupervised
training process; (b) histogram of the differential NDVI (dNDVI
) for all marsh pixels in all
t
years; (c) scatterplot of the restored and image-extracted NDVI values.

Autoencoder performance is also evaluated by comparing the differences between
the restored and image-adjusted NDVI of all marsh pixels in all years (Fig. 3.4b). The
differential NDVI has a normal distribution with a mean of 0.0009 and standard deviation
of 0.04, indicating that the Autoencoder can restore the normal behavior (healthy
condition) of marsh pixels. The scatterplot (Fig. 3.4c) confirms its effectiveness with all
sample points scattering along the 1:1 line. Fig. 3.5 reveals that the majority of marsh pixels
remain healthy (no dieback) for most of the 20 years. In this case, if a pixel has a significant
large differential NDVI in certain year, it is reasonable to assume dieback in this year.
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Using the same pixels (non-dieback and dieback examples in Fig. 3.3), their
restored NDVI trajectories are extracted. The NDVI trajectory of the non-dieback pixel
(Fig. 3.5a) does not perfectly match the subtle inter-annual fluctuation (the light gray area).
However, the 20-year trend remains stable and fits well with the original NDVI curve.
More interestingly, since the Autoencoder aims to restore the healthy marsh pixels, it does
not pick up the sudden NDVI drop in 2002 (Fig. 3.5b). Therefore, the restored NDVI is
significantly higher than original NDVI. In this case dieback in this year is easily identified.

𝑑𝑡𝑁𝐷𝑉𝐼

Figure 3.5 Autoencoder restored NDVI trajectories of a non-dieback pixel (a) and a 2002
dieback pixel (b). The dashed black line is the restored NDVI, and the light gray area
represents the adjusted NDVI. The dieback event in 2002 (dashed circle) can be effectively
identified.

Given the normally distributed 𝑑𝑡𝑁𝐷𝑉𝐼 (as shown in Fig. 3.4b), at 95% confidence interval
the threshold τ is calculated as the upper bound at 1.96 standard deviations above the mean.
τ = 0.09 given the mean of 0.00009 and standard deviation of 0.04 with all marsh pixels in
20 years. A pixel is identified as dieback when the difference between the Autoencoderrestored NDVI and the image-adjusted NDVI is larger than 0.09. All dieback pixels are
thus identified annually from the 20-year image series.
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3.3.3 Comparison analysis of the Autoencoder-extracted dieback with a published study
Validation of the extracted dieback cannot be performed without ground truthing
data. Dieback in South Carolina has not been surveyed and documented in the past. As of
our literature review, limited dieback study in this state was conducted. Hughes et al.
(2012) studied the dieback occurred in 2001 but the locational information was not
available. Using multi-year Landsat images in the North Inlet estuary, Miller et al. (2017)
reported that the North Inlet estuary in 2002 and 2003 experienced dieback against the
presumably healthy year in 1999. The spatial extents of the dieback patches in both years
were extracted. Herein we refer to Miller et al. (2017) as the Miller study and evaluate our
Autoencoder-extracted dieback patches in a comparison analysis. Note the dieback patches
in the Miller study is not counted as ground truthing. It uses the same type of satellite
imagery (Landsat) in a different approach. Therefore, the comparison is primarily to reveal
the similarities and differences of the two studies to support our Autoencoder approach.
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(a)

(b)

Figure 3.6 Evaluation of the dieback event in 2002-2003 by comparing a previously
published map re-produced from Miller study (a) with the Autoencoder detection (b).

Only the dieback patches in 2002-2003 are evaluated (Fig. 3.6). The Miller study
ran a simple subtraction between the NDVI values in 1999 and 2003 by assuming 1999 a
healthy year. With a relatively normal distribution of the difference NDVI, the dieback and
recovery were extracted with a pre-determined threshold at a certain confidence interval
(CI). The 2002 Landsat image was not available in the Miller study. Rather, the recovery
in 2003 indicated the previous dieback that grew back in 2003. Learning that most dieback
patches recovered quickly (discussed in next subsection), we treat it as the 2002 dieback.
For better visual comparison, we re-process the dieback extraction in the Miller study (Fig.
3.6a) using the same data and approach. With the same histogram (NDVI1999-NDVI2003),
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we extract the dieback patches in three confidence intervals: 95%, 90%, and 80% for both
years.
In the modified marsh dieback map from the Miller study (Fig. 3.6a), the 2002
dieback mostly occurred in the southwest while the 2003 dieback was in interior northern
estuary. The dieback in two years was overwhelming across the estuary. In our results (Fig.
3.6b), similar dieback clusters in 2002 are identified but the extent is much smaller.
Overall, our results agree better with the Miller study in 95% and 90% confidence intervals.
On the southern tip of the NIWB, a relatively large dieback cluster identified in the Miller
study turns to be healthy, non-dieback marsh in our study. In 2003, dieback clusters are
also identified in the south with a much sparser distribution. In contrast to the Miller study,
dieback in interior estuary is much less significant, with only a limited number of dieback
pixels scattering along the creeks.
The different extents of dieback patches in Fig. 3.6 are related to the statistical
sensitivity of the two approaches. While severe dieback events may result in complete
defoliation, the dominant evidence is the graduate decrease in live culms and biomass
(Marsh et al. 2016). The Miller study examines the short 2-year difference (2003 vs. 1999),
which is more statistically sensitive to the NDVI variation between two years. Inevitably
the spatial extents of dieback in the Miller study are spatially more significant and increase
with a lower confidence interval (Fig.3.6a). The Autoencoder approach does not need to
assume a healthy year as reference. Instead, it identifies the annual abnormal behavior of
marshes by removing the neural net NDVI extracted in a 20-node stacked denoising
network. The neural net NDVI defines a long-term marsh status that reduces the influence
of localized norm when only two years are compared. Therefore, it reasonably reduces the
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overestimation of dieback as indicated in Miller study. The extracted dieback patches are
thus in a much smaller spatial extent (Fig. 3.6b).
3.3.4 Spatial and temporal dynamics of marsh dieback in 1998-2018
Marsh patches across the estuary in different years are extracted and analyzed in both
spatial and temporal dimensions. All dieback pixels are counted in this process.

Figure 3.7 The extent (in 30-m pixels) of dieback in each year. A 500-pixel cutline is
marked for visual comparison.

Fig. 3.7 shows the dieback pixels identified in each year. In years with limited
dieback, e.g., 71 pixels in 2007 and 77 pixels in 2015, dieback could be treated as noise
from such as from differences in the tide stages. Our study confirms the Miller study that
dieback is the most dominant in 2002 and 2003 with the highest number of dieback pixels.
Fig. 3.7 also reveals that the dieback event is not a single-year phenomenon. A cutline of
500 dieback pixels is drawn in the figure to visually compare the inter-annual differences.
Except 2001 in our study area, a consecutive multi-year event is observed between 1998
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and 2005 with much more than 500 pixels each year. This is also supported by studies in
other coastal areas where dieback has been reported in multiple years, e.g., 2000-2001
(Louisiana), 2001-2002 (Georgia) and 2002-2003 (New England) based on field or aerial
observations (as reviewed in Alber et al. 2008).
Although studies in other Gulf/Atlantic states spotted new dieback in later years,
Fig.3.7 shows that dieback after 2005 is much less significant in the NIWB estuary. Limited
by the 30-m pixel size, smaller dieback clusters may not be effectively identified from
Landsat imagery. They may also be affected by other environmental stresses such as
erosion or marsh drowning from tidal anomalies. For example, anomalies in mean sea level
could raise the standing biomass of S. alterniflora in one area and lower it in another area
depending on the relative elevation of the site, magnitude and direction of the anomaly
(Morris 2000; Morris et al. 2002). This might explain why the extracted dieback pixels in
recent years sporadically scatter along the creek banks. Another factor could be the
accumulation of debris from dead stems and leaves (wrack) of the previous year’s standing
crop that are carried by tides and deposited on areas of vegetated marsh. A large pile of
wrack could have a spectral signature like brown marsh, whether it smothers the underlying
vegetation or not. Wrack piles are ephemeral and are often displaced by flood and wind
events. South Carolina experienced major floods from tropical storms and hurricanes such
as Joaquin in 2015 (after the imaging date in this study), Matthew in 2016, Irma in 2017,
Florence and Michael in 2018 as documented by the National Weather Service. In SC, king
tides typically take place in spring with tides higher than 2 m (6.6 ft) above the mean lower
low water (Roman-Rivera and Ellis 2018). Wrack from these inundation activities may
contribute to the relatively large amount of dieback pixels in 2016-2018 as shown in Fig.
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3.7. Wrack is typically not counted as marsh dieback because the plant’s rhizomes are
usually not killed, and the affected marshes quickly recover when the wrack washes away
(Valiela and Rietsma 1995). These sporadic small-size dieback patches are not further
examined in this study.
The consecutive dieback in 1998-2005 is further examined to explore its spatial
extent and subsequent recovery (Fig. 3.8). Dieback clusters in earlier years (1998-2000)
are mapped in a yellowish tone, and in later years (2002-2005) the color transitions to a
reddish tone (Fig. 3.8a). Overall, dieback in the interior estuary is limited. It could be
visually interpreted in Fig. 3.8a that dieback starts along Mud Bay (the northern Winyah
Bay) and expands toward the estuary. Dieback in 2003 is concentrated in the south tip
while the 2004-2005 dieback sites are isolated in the northwest end of the study area. As
shown in the high-resolution land cover map in Fig.3.1, the NIWB estuary is dominated
with S. alterniflora in low marsh. Reasonably, most dieback occurred on this marsh
species. The 2nd most dominant marsh species in the estuary, J. roemerianus, grows in high
marsh in southern estuary and is often mixed with scrub-shrub. Fig.3.8a reveals that J.
roemerianus suffered from dieback in 2002-2003 (also evidenced in Fig.3.6b). Similarly,
most dieback patches of J. roemerianus were quickly recovered within one year (Fig. 3.8b).
Given its limited spatial extent and mixed growing condition, we did not expand our
research on J. roemerianus.
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Mud Bay

(a)

(b)

Figure 3.8 Inter-annual dynamics of the dieback event in 1998-2005: spatial variations of
the dieback clusters in each year (a) and those with multi-year durations (b).

From satellite observations, dieback pixels can be assumed to recover when marsh
greenness (approximated by NDVI) grows back to normal levels on the trajectory.
Interestingly, the dieback patches follow a short recovery path. In Fig. 3.8b, most of
dieback pixels (78.78%) return to normal greenness by the following year, 16.05% recover
in two years, and only 4.01% remain continuously abnormal for three years. There are
almost no pixels with a dieback duration of four years or longer (1.16%). The next-year
recovery path of marshes in this study agrees with previous studies in other coastal
marshes. For example, during the 2000-2001 dieback event in Louisiana, monthly aerial
surveys found the affected area peaked at 50,000 ha in March 2001, half of these marshes
recovered in March 2002 and only 6,500 ha remained by June 2003 (Lindstedt and
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Swenson 2006). This largest marsh dieback event in the United States was almost fully
recovered in two years after dieback. Ramsey et al. (2014) confirmed the recovery in the
same area in an integrated remote sensing study using field-, optical and polarimetric radar
data. Marsh et al. (2016) also reported that dieback of a low marsh in Virginia recovered
quickly next year and live biomass grew back to normal within two years.
3.4 Discussion
Marsh dieback is also termed sudden vegetation dieback (SVD) and can be
identified on remotely sensed imagery due to its rapid and dramatic drop of vegetation
greenness. Relying on a time series of satellite imagery, this study confirms the cooccurrence of marsh dieback in South Carolina in the early 2000s that also has been
documented in other Atlantic coast states and along the Gulf of Mexico. Additionally, this
study explores the inter-annual dynamics of dieback phenomenon and finds that dieback
patches mostly grew back to normal greenness within one year. This short recovery path
provides useful information on short-term and long-term studies of marsh resilience after
dieback disturbance on coasts.
One great advantage of remote sensing over field experiments is the ability to
explore the spatiotemporal dynamics of dieback in a large geographic extent. This study
shows that a dieback event is often not spatially and temporally isolated. While most
dieback patches recover in one year, the phenomenon continues in other locations of the
estuary, making it a multi-year event. In our study area, the extracted dieback clusters from
1998 to 2005 across the estuary provide valuable information for site- and year-specific
specific research on the phenomenon’s causal factors as well as environmental
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consequences. Imagery prior to 1998 may also be explored to check potential dieback
events before then. Although studies also spotted new dieback in some Gulf/Atlantic states
in later years (after 2005), our satellite-assisted study reveals that the spatial extents of
dieback in 2006-2018 are much less significant than the 1998-2005 event. It should be
noted, however, remote sensing investigations could be limited by spatial resolutions of
imagery. Field observations could spot the small-size patches that may become permanent
mudflats (Ogburn and Alber 2006). Limited by the 30-m pixel size of Landsat imagery,
however, these small patches could not be effectively discovered in this study.
Alber et al. (2008) reviewed past dieback studies on the U.S. coasts and concluded
that S. alterniflora is the prevalent plant species suffering dieback. Similarly, it is the
dominant species in the NIWB and is the primary marsh affected by the dieback. However,
as shown in Fig. 3.1, the south end of the estuary is high marsh dominated with J.
roemerianus mixed with shrub-scrub. Dieback patches in this area were observed in 20022003 (especially 2003 as shown in Fig. 3.6b). The potential impact of dieback on J.
roemerianus also deserves further investigation.
Field-based studies have been conducted to examine the primary drivers of marsh
dieback although there had no commonly agreed answers. Alber et al. (2008) reviewed a
wide range of potential influences reported in past studies, including both natural stresses
and anthropogenic disturbances. Among these hypotheses, drought related (low
precipitation and increasing salinity) dieback is the most popular assumption especially in
the Gulf and Atlantic coasts (McKee et al., 2004, Hughes et al. 2012, Watson et al., 2016).
As shown in Fig. 3.8b, our study found that marshes experiencing dieback for 2-3 years
mostly occurred in the oligotrophic marshes along the edges of the estuary, which are more
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vulnerable to sea level rise and drought-induced water and salinity stress. Assisted with the
spatially and temporally explicit details of the extracted dieback patches, environmental
characteristics such as water access and quality at these locations will be the topic of our
future research.
This study integrates remote sensing with neural network technology for highdimension data analysis. The Autoencoder approach takes advantage of non-linear, multilayer deep learning of NDVI time series to maximally recover the “normal” trajectories of
marshes and therefore, identifies the dieback pixels in certain years with sudden,
abnormally low NDVI values. This approach differs from the commonly applied, pixel- or
histogram-based statistical methods in identifying outliers. The Stacked Denoising
Autoencoder utilized in this study follows a blind, unsupervised training scheme for feature
learning (Vincent et al. 2010). It bypasses the need of training data that has been a
prerequisite condition in most remote sensing applications. As demonstrated in this study,
marsh dieback at a certain location is a sudden event in both dieback and recovery. South
Carolina has very limited records on marsh dieback. Even in states with intensive dieback
studies, it is often not possible to discover all dieback patches in different years with field
experiments. Therefore, dieback reported in previous studies appeared to be isolated in
different years. In contrast, the extracted dieback clusters in this study seem to be more
spatially variable and temporally continuous in the 1998-2005 span.
Another advantage of the Autoencoder approach in time series analysis is the
tolerance of the global inter-annual variations in image series. For example, an
extraordinarily cooler growing season often results in much lower NDVI values of all
vegetation in this year. Pixels may be mistakenly counted as outliers in conventional
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statistical methods, but this is not the case in the Autoencoder approach because the
globally low NDVI in the whole study area is treated as a normal condition in that year.
While a 20-year period is relatively short in regular time-series analysis, a 20-node image
set is sufficient for the Autoencoder neural network to perform unsupervised training for
image restoration. It should be also noted that intertidal estuaries are often heterogeneous
in vegetation structures and growth conditions. Although only low-tide images are used in
this study, subtle tidal variations and anomalies in mean sea level may affect the NDVI
values each year. The 30-m pixel size is not ideal in such a heterogeneous environment and
introduces noise in the extracted dieback pixels. For this reason, only relatively large
dieback clusters are evaluated in this study. Small clusters can be better interpreted with
imagery acquired at higher spatial resolutions. Nowadays, small satellite technologies such
as PlanetScope are under rapid implementation (Planet Team 2017), which introduces new
opportunities for detecting these fine-scale marsh dieback patches along the coast.
With the advancement of Big Earth Data (Guo et al. 2017), more platforms and
sensors are becoming available to collect and analyze remotely sensed data. An enlarged
data layer feeding the Autoencoder always helps to improve the accuracy of dieback
detection. The Autoencoder does not require rigid radiometric continuity on the spectral
trajectory composed of data from different sensors, which releases the burden of
radiometric intercalibration among sensors that are often not available especially for highresolution commercial satellites. In this sense, the application of Autoencoder is promising
in advanced environmental monitoring. Supported by a rich set of open source satellite
imagery, the approach explored in this study could easily expand to statewide and regional
monitoring of marsh dieback and wetland health.
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3.5 Conclusions
This study establishes a 20-year NDVI time series from Landsat imagery in 19982018. A Stacked Denoising Autoencoder is utilized to extract the abnormal NDVI clusters
that represent marsh dieback in the NIWB estuary, South Carolina. Primary findings
include:
1) Like other Gulf/Atlantic coast states, South Carolina also suffered from marsh
dieback in the early 2000s;
2) In contrast to the short, discrete events (1-2 years) reported in past studies, the
extracted dieback in the NIWB was a continuous, spatially variable, multi-year
event in a span of 1998 to 2005. Dieback mostly occurred in oligohaline marshes,
starting in the southwest of the NIWB estuary and later in northerly areas landward;
3) Marsh dieback recovers quickly. Multi-temporal analysis reveals that 79% of
dieback clusters recovered within one year; 20% remained abnormal for 2-3 years.
With the time- and site-specific dieback clusters, influencing environmental factors
and consequences will be examined in future research.
With the higher availability of multi-source remote sensing data, the Autoencoder approach
developed in this study holds great potential in high-dimension time series analysis for
identifying environmental anomalies in spatial and temporal scales.
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CHAPTER 4
SPATIOTEMPORAL ASSESSMENT OF POTENTIAL DRIVERS OF
SALT MARSH DIEBACK IN THE NORTH INLET-WINYAH BAY
ESTUARY, SOUTH CAROLINA (1990-2019)
4.1 Introduction
As one of the most biologically diverse ecosystems on the planet, wetlands provide
numerous essential ecological services (Perillo et al., 2018). In the United States, nearly
half of its wetlands cluster in the Southeast region along the Atlantic and the Gulf coasts
(Hughes et al., 2012). Salt marshes are coastal wetlands located in the intertidal zone
formed from saltwater drainage by tides and are dominated by salt-tolerant plants such as
herbs, grasses, and low shrubs (Adam, 1990; Woodroffe, 2002). As the ecological guardian
of the coast, salt marshes provide shelters for wildlife in various living stages (Boesch &
Turner, 1984), reduce the impact of storm surge (McIvor et al., 2012), and filter pollution
before they can enter marine communities (Ozesmi and Bauer, 2002). Salt marshes are
naturally dynamics and constantly changing due to erosion, wrack kill, and alterations in
tide flow. However, unexplained sudden loss of salt marsh vegetation, termed salt marsh
dieback, is increasingly reported, which has caused great concern (Alber et al., 2008).
Acute marsh dieback is a phenomenon where healthy marshes (Spartina in
particular in the U.S. Southeast) show abnormal browning and thinning, some even turning
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to rhizome stubble and eventually mudflat (Alber et al. 2008). Documented observations
of marsh dieback can date back to the 1950s (Goodman and Williams, 1961). Within the
last two decades, large-scale salt marsh dieback has been documented through the coastal
United States, leading to severe loss and damage of wetland ecological services and
functions. Altogether, repetitive marsh dieback events have been reported along the Gulf
of Mexico and Atlantic states, e.g., Louisiana (2000-2001, 2007; 2010-2011) (Elmer et al.,
2013; Ramsey et al. 2014), Florida (1990-1995; 2001-2002) (Carlson et al., 2001), Georgia
(2001-2002, 2007, 2011-2013) (Ogburn and Alber, 2006; GCRC 2013), and South
Carolina (SC) (2001-2002) (Miller et al., 2017; Li et al., 2020). The largest dieback events
occurred in the southern U.S. caused mortality of over 100,000 ha of salt marshes in
Louisiana in 2000-2001 (McKee et al. 2004). Compared to Juncus roemerianus, Spartina
alterniflora is more susceptible to dieback (Alber et al., 2008).
Mechanisms of marsh dieback have not been well investigated. It could stem from
a suite of possible natural and anthropogenic disturbances. Natural disturbances include
both biotic and abiotic factors. As reviewed in Alber et al. (2008), a wide range of potential
drivers of marsh dieback have been reported in field-based investigations. No commonly
agreed answers, however, have been given regarding the primary drivers of marsh dieback
in the Southeast region. Some studies suggested biotic stressors such as overgrazing by
periwinkle snail or other top-down consumers, such as crab (Silliman & Zieman, 2001;
Silliman et al., 2009). Another worth-noted biotic stressor is fungal pathogens (i.e.
Fusarium) (Elmer & Marra, 2011). However, given the current literature, evidence linking
fungi and marsh dieback were still fragile in the studies conducted in MA, DE, GA (Alber
et al.2008). Suggested abiotic stressors include but not limited to natural hazards or

68

environmental anomalies caused by climate change (i.e., hurricanes, drought, flood, etc.)
and wrack accumulation (Nyman et al., 1993 & 1994; Simas et al., 2001; Alber et al., 2008,
Watson, et al., 2014, Hughes et al., 2012). A couple of studies in SC and Louisiana
indicated Spartina alterniflora dieback was caused waterlogged due to the freshwater flow
and sedimentation changes (Mendelssohn & McKee, 1988; de Souza and Yoch, 1997).
Dieback areas were associated with higher pore water salinities (Hughes et al., 2012). Salt
marshes were found less sustainable considering their surface elevations adapted slower
than SLR (Morris et al., 2000 & 2002). Global SLR has been recorded at an average rate
of 1.8-3.2 mm/yr since the 1900s (Kemp et al., 2011; IPCC, 2013).
Marsh dieback may also be associated with sea level rise (SLR) on coasts. The
inundation of the central area of marshes could increase due to SLR (Warren & Niering,
1993). As a consequence, marshes may recede to a higher elevation when space is
available, and those at lower elevations may eventually die (Craft et al., 2009; Kirwan et
al., 2010). Human impacts on coastal marshes include greenhouse gas release, overfishing,
and water quality alteration such as point source pollution (de Souza and Yoch, 1997; Alber
et al., 2008). Simas et al. (2001) suggests a chain reaction as below: greenhouse gas causes
the SLR and temperature increase, which affects sediment transportation (indicated by tidal
ranges) then reflects on coastal marshes reactions, leading to erosion and flooding and
eventually marsh dieback. During a flood event, contaminants like urban sewage, fertilizer,
and agricultural runoff can be carried from land to coastal wetlands, triggering water
pollution and marsh degradation (Paerl, 1997; Alexander et al., 2007).
Traditional marsh dieback investigations highly involved in field experiments
(Webb & Mendelssohn, 1996; Brown & Pezeshki, 2007). For instance, Mendelssohn and
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McKee (1988) collected and analyzed samples of Spartina alterniflora in Louisiana and
concluded that the reducing of Spartina alterniflora was not significantly influenced by
soil salinity and pH value. In Mississippi, Brown et al. (2006) conducted controlled
experiments in field and greenhouse to explain how salinity, soil dryness, and water
inundation affect marsh healthiness. Their study showed that the combination of high
salinity and drought conditions was the major cause of marsh browning. With marsh and
soil samples, elemental compositions (heavy metals such as Cu; ammoniacal nitrogen
(NH4-N), sulphur, enzyme, adenine nucleotide.) were usually analyzed statistically as
indicators of marsh healthiness (Mendelssohn & McKee, 1988; Williams et al., 1994;
McFarlin, 2012; McFarlin & Alber, 2013). However, these studies were very time
consuming and costly and usually limited to controlled and manipulated lab conditions,
while the natural ecosystem would be more complex and divergent. The limited span in
spatial and temporal dimension may attribute to the dynamic answers of potential drivers
of different dieback events.
Despite the increasing efforts to explore the drivers of marsh dieback, many factors
that were related to a dieback event in one place may not be applicable or transferable to
different sites or times. SC harbors the largest area of salt marshes (over 140,000 ha,
slightly greater than Georgia) among the Atlantic coast states (SCDNR 2015). Early salt
marsh dieback was reported in SC since the 1990s in the Cooper River estuary (de Souza
& Yoch, 1997). Remote sensing-based measurements also reported extensive salt marsh
dieback during 1998-2005 in the North Inlet estuary (Li et al., 2020; Miller et al., 2017).
The causes of salt marsh dieback in SC were explored by leveraging field experiments. Salt
marsh dieback in the Cooper River estuary followed decreased freshwater input to the
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estuary from the river, which likely resulted in elevated pore water salinities in dieback
region (de Souza and Yoch, 1997). By contrast, there was no significant change in soil
sulfide or dissolved ammonium concentrations, microbial biomass, or organic matter (de
Souza and Yoch, 1997). Despite these initial efforts, a comprehensive synthesis of key
organisms driving the extensive salt marsh dieback in SC remains elusive so far, likely
owing to the lack of dieback measurements that span in both space and time.
To analyze the potential drivers of marsh dieback phenomenon, comprehensive
geostatistical analysis is needed to better explore the environmental impacts in a
spatiotemporal perspective. In a recent study (Li et al. 2020), the yearly Landsat satellite
time series was fed to an Autoencoder Neural network to simultaneously extract all dieback
events (since 1998) in the North Inlet-Winyah Bay (NIWB) estuary, SC. In this study,
spatiotemporal analysis was performed between the extracted dieback pixels and a set of
environmental variables to explore the universal drivers of marsh dieback in the past 30
years. Concerning the ecological and economic values of marshes on the SC coast, longterm observation of dieback events and the associated environmental anomalies were
further explored for coastal resilience and sustainability development.
4.2 Materials and Methodology
4.2.1 Study area and datasets
The North Inlet-Winyah Bay (NIWB) located in Georgetown, SC is one of the
National Oceanic and Atmospheric Administration (NOAA) National Estuarine Research
Reserves (NERR) (Fig.4.1). The NIWB Reserve protects 18,916 acres of tidal marshes.
The Winyah Bay is a brackish-water estuary while North Inlet is relatively pristine (high
water and habitat quality with the least anthropogenic activities and impacts), ocean
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dominated estuary. Two marsh species are commonly seen in the reserve: Spartina
alterniflora (smooth cordgrass) and Juncus roemerianus (needle rush), with scrub-shrub
patches growing in the mixture. Figure 4.1 shows the land covers in the NIWB. Spartina
alterniflora is the dominant vegetation (especially in Debidue Creek watershed), while
Juncus roemerianus with scrub-shrub can be found at the north of the North Inlet, the Big
Marsh Island and the Thousand Acre in Winyah Bay Watershed. Major creeks and other
land cover types were also marked and displayed in the figure.
In the previous study (Li et al., 2020), dieback pixels were extracted from analyzing
the annual Landsat satellite image series from 1998 to 2018. To better explore the potential
stressors and understand how environmental anomalies affect marsh healthiness, in this
study we expanded the Landsat Analysis Ready Data (ARD) Level-II image series to 19902019 that contained all valid Landsat imagery acquired in the estuary. A valid Landsat
image refers to an optimal image under low-tide (+/-0.3m), cloud free (<10% cover), and
marsh peak-season (May to September) conditions. One valid image per year was collected
except for 2012.
Environmental variables mainly employ the estuary-wide weather (drought index,
precipitation) and station-based water quality data (Table 4.1). The Evaporative Demand
Drought Index (EDDI) is a daily, 12km raster product provided by NOAA Physical Science
Laboratory. It is calculated from temperature, humidity, windspeed, and solar radiation to
indicate both flash and longer-term drought phenomena in the U.S. (Lukas et al., 2017).
Analogous to the US Drought Monitor categories, negative EDDI values indicate wet
anomalies (from 0 to -2.1, marked as EW0 to EW4), and positive EDDI values indicate
drier-than-normal conditions, with drought intensity increasing with EDDI value increased
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(from 0 to 2.1, marked as ED0 to ED4). Daily precipitation data are acquired the Parameterelevation Regressions on Independent Slopes Model (PRISM) at a 4 km resolution from
Oregon State University (PRISM Climate Group, 2011). The EDDI and PRISM
precipitation products provide daily records from 1985 until present. The two insets in
Figure 4.1 demonstrates the example EDDI map in the Southeast region and the PRISM
map in the three adjacent states on July 13, 2002. On this date, the daily EDDI in the NIWB
shows a wet (in blue) condition, which agrees with the PRISM daily precipitation map
(with a hint of red). Note that the EDDI and PRISM precipitation is not necessarily
overlapped.
In-situ water quality data have been continuously collected every 15 minutes at 4
major sampling stations in the NIWB estuary (Table 4.1): Debidue Creek (DC, starting
from 1998), Clambank (CB, starting from 2002), Oyster Landing (OL, starting from 1996),
and Thousand Acre (TA, starting from 1996). At each station, six water quality indicators
are measured in standard units: pH, Temperature (Temp, ℃), Turbidity (Turb, NTU),
Specific Conductivity (SpCond, mS/cm), Salinity (Sal, ppt), Dissolved Oxygen (DO, %).
Water quality data are available at the NERR Centralized Data Management Office
(CDMO) (http://cdmo.baruch.sc.edu/). The hydrologic maps in a level of hydrologic unit
code (HUC) 12 distributed by United States Geological Survey (USGS 2013) were
downloaded as accessory data in this study. The NIWB maintains different HUC12
hydrographical watersheds: the Winyah Bay watershed in the southwest and Debidue
Creek watershed in the northeast (Schwing & Kjerfve, 1980). The locations of the water
stations, watersheds, and the major creeks in the estuary are marked in Figure 4.1.
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Figure 4.1. The NIWB estuary with its land cover distributions, HUC12 watershed
boundaries, water stations, and major creeks. The example maps of EDDI and PRISM
precipitation on July 13, 2002 (a dry year) are displayed in the two insets.
Table 4.1 Data used in this study.
Class

Variable

Spatial &
Temporal unit

Description

Dieback data

Dieback pixel

30-m, yearly

Yearly dieback pixels (1991-2018)
extracted from Landsat image series
(Li et al. 2020)

12km, daily

EDDI is a drought index based on the
“thirst” of the atmosphere (Lukas et
al., 2017).

km-grid
Evaporative
Demand Drought
Index (EDDI)
Grids covered
Environmental whole NIWB
data

Station-level
records

km-grid
precipitation
(PRISM)

Dissolved
Oxygen (DO)

The PRISM Climate Group gathers
climate observations from a wide
range of monitoring networks and
develops spatial climate datasets to
4km, daily
reveal short- and long-term climate
patterns (PRISM Climate Group,
2011).
dissolved oxygen measured in percent
15-min interval
saturation (%)
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Specific
Conductivity
(SpCond)

15-min interval

specific conductivity measured in
milli-Siemens per centimeter (mS/cm)

Salinity measured in parts per
thousand (ppt)
Turbidity measured in nephelometric
Turbidity (Turb) 15-min interval
turbidity units (NTU)
Salinity (Sal)

pH
Temperature
(Temp)

15-min interval

15-min interval pH measured in standard units
15-min interval

Water temperature
degrees Celsius (℃)

measured

in

Note: Debidue Creek-DC, Clambank-CB, Oyster Landing-OL, Thousand Acre-TA.

4.2.2 Methodology
The study mainly focuses on analyzing when and how environment changes affect
marsh dieback in the NIWB by: (1) Cluster analysis to recognize the dieback patterns; (2)
Temporal analysis to identifying the critical time lag of weather conditions for marsh
dieback occurrence; (3) Integrating results and investigate the link between marsh dieback
and environmental anomalies with statistical analysis.
4.2.2.1 Pattern analysis of marsh dieback
A 30-layer Normalized Difference Vegetation Index (NDVI) series was extracted
using 30 annually collected Landsat images (1990-2019) in the study area (2012 not
available). With the autoencoder developed in our previous study (Li et al., 2020), all
31,328 marsh pixels in the study area were examined to extract dieback pixels in each year.
Ideally, the NDVIs of healthy marsh ranged between 0.3 to 0.5 and form a relatively stable
line of trajectory. Thus, a marsh dieback pixel (30m by 30m) was recognized as the NDVI
anomalies on its 30-year trajectory by the autoencoder. More details about the
methodological design were described in Li et al (2020). Note that although not all years
are counted as dieback year or dieback event (total dieback pixels >1200), but a few
random dieback pixels were allowed given wrack usually existed inter-annually.
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Meanwhile, the contexture information for the starting and the ending analytical years,
1990 and 2019, were very limited compared to other years in between. Therefore, dieback
results of 1990 and 2019 were dropped.
With the extracted marsh dieback pixels and their NDVI values, a kernel density
analyses were performed in ArcGIS for every year. For the 30 accumulated years, all
annually identified dieback pixels were stacked together. A Getis-Ord Gi* (hot-spot)
analysis was also performed in ArcGIS environment to examine their spatiotemporal
patterns. For every marsh pixel, all dieback detected at this pixel were counted in numeric
format. It measures spatial autocorrelation based on marsh dieback locations and
simultaneously examines whether the pattern expressed clustered, dispersed, or random.
The equation for Getis-Ord Gi* is given as (Getis & Ord, 2010):
̅ 𝑛
∑𝑛
𝑗=1 𝑤𝑖,𝑗 𝑥𝑗 −𝑋 ∑𝑗=1 𝑤𝑖,𝑗
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√

2
𝑛
2
[𝑛 ∑𝑛
𝑗=1 𝑤𝑖,𝑗 −(∑𝑗=1 𝑤𝑖,𝑗 ) ]
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∑𝑛
𝑗=1 𝑥𝑗
𝑛

2
∑𝑛
𝑗=1 𝑥𝑗

, 𝑎𝑛𝑑 𝑆 = √

𝑛

− (𝑋̅)2
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and where 𝐺𝑖∗ delivers a z-score and 𝑥𝑗 represents the total number of diebacks identified
by Autoencoder at the marsh pixel j. For instance, pixel j was all identified as a dieback
pixel in 1999, 2000, and 2002. Thus, the attribute value of j, 𝑥𝑗 would be 3. 𝑤𝑖,𝑗 is the
distance between dieback pixels i and j, n is the total number of dieback pixels.
This hot spot analysis identifies the hot spots and cold spots in the study area. The hot spot
represents an intense clustering of dieback pixels with high number of dieback incidences;
and the cold spot is the concentration of marsh pixels with low number of dieback
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incidences from the three cumulated decades. These clustering patters could assist
understanding the dieback phenomena from a spatiotemporal perspective.
4.2.2.2 Temporal analyses on marsh dieback and weather conditions
The whole NIWB estuary is covered with 4 EDDI grids (12km grid size) and 20
PRISIM grids (4km). The daily drought condition of the study area was thus represented
by the average of the 4 EDDI grids, while its daily precipitation was the sum of 20 PRISM
grids, both observed in a daily basis. EDDI and PRISM precipitation data could provide an
overall sense of how weather changes affect marsh dieback in the whole NIWB.
Pearson Correlation analysis of the 30-year EDDI and precipitation data in the
study area was performed at four temporal intervals: daily, monthly, seasonal, and yearly.
Spring season is in March 1st to May 31st, Summer in June 1st to August 31st, Fall in
September 1st to November 30th and Winter in December 1st to the following February
28th or 29th. The monthly, seasonal, and yearly data in each year was averaged or
accumulated from the corresponding daily data in that year. For instance, adding the EDDI
values from January 1st, 2002 to December 31st, 2002 could obtain the annual EDDI value
of 2002, which could indicate that year was either relative dry or humid. The daily baselines
of EDDI and precipitation in a yearly span were also extracted by calculating the 30-year
average of each variable in any given day of the 30 years (1990-2019). For instance, in the
extracted daily EDDI baseline, the EDDI on January 1st was the average of all EDDI values
on this date from 1990 to 2019.With these baselines, the environmental anomalies, i.e.,
excessive rain or severe drought could be visually identified and quantified.
Marsh dieback may not respond immediately when an abnormal weather event
occurs. Therefore, critical time lag, or the time window when marsh dieback becomes most
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dominate after a weather event, needs to be identified. The proof by exhaustion method
was used here to determine the most significant influencing time slot. Proof by exhaustion,
or the brute force method, is a mathematical proof method in which proposition to be
proved is divided into a limited number of solutions or a set of equivalent solutions, and
each solutions is checked to see whether the proposition in question is valid (Reid &
Knipping, 2010). It does not have upper limit to case numbers in this method. The ranges
of the case numbers can be merely two or up to millions (Epp, 2010). We used 12 case
numbers in this study: 30, 45, 60, 90, 120, 150, 180, 210, and 240 days before a dieback
date, as well as spring, previous winter, and the annual data. Since we only collected one
Landsat image each year, we assume the dieback pixels on each image had an occurrence
date of image acquisition. Given a year with dramatic amount of dieback identified from
the Landsat image, the daily EDDI values at each case number (e.g., 90 days) prior to this
dieback date were averaged and the daily precipitation values were accumulated.
The EDDI and PRISM precipitation can be calculated as：

𝐴𝑑𝑦 =

∑𝑊
𝑖 𝑋𝑑𝑦 −𝑖
𝑊

−

∑𝑊
𝑖 𝑋𝑑𝑦 −𝑖
)
𝑊

∑𝑌
𝑦(

(3)

𝑌

and where A is a numeric value of the anomaly of X (either EDDI or PRSIM
precipitation). W is the time window selected from the 12 cases. Y is the total analyzed
years (equals to 30 in this study). 𝑑𝑦 is the date of the dieback occurrence. For the instance
of the 90-day time window, the image identified a dieback event on July 19th, 2002. We
first calculated the PRISM precipitation baseline value that was the 30-year average on
April 20th from 1990 to 2019. We also summed the daily precipitation data from April 20th
to July 19th, 2002, to obtain the 90-day cumulated precipitation before the dieback event.
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The precipitation anomaly was then calculated as the difference between the recorded
precipitation value and the 30-year PRSIM baseline. As for the EDDI, a same procedure
was performed to gain the EDDI anomaly data (either drought or wet). With the EDDI and
precipitation variables in monthly, seasonal, annual, and time-lag steps calculated, the
correlation analyses were performed using total number of dieback pixels of a
corresponding year as independent variables.
4.2.2.3 Station-based spatiotemporal analysis on marsh dieback and water quality
Station-based water quality data were also statistically analyzed to explore its
relationships with marsh dieback from a more localized spatial perspective. Station data,
with the variables listed in Table 1, were recalculated from 15-min to daily data. All “flag
data” or errors, e.g., those outside sensor ranges and meaningless readings from instrument
malfunction, were removed. Similarly, the 30-year water quality data was averaged at
daily, monthly, seasonal and yearly intervals. Their daily baselines in a yearly span were
extracted and the anomalies were identified. To analyze the lagging effect of marsh dieback
responding to water quality anomalies, the critical time lag (90 days) identified from
climate analysis above was also adopted.
Four water sampling stations spread around the study area, which enables
comparing different influences of water quality variables to dieback of the nearby marshes.
Buffer analysis was performed with three types of buffers around each station generated.
Fig.4.3B-D display the examples of the three types of buffers. Buffer 1 was an 800m radius
centered at each station. The radius was determined as the half distance between the closest
two stations (Oyster Landing and Clambank). Buffer 2 used a 1,600m radius, the distance
between Oyster Landing and Clambank. Buffer 3 was the Thiessen polygon (with
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Euclidean distance metrics) that has been widely used in fields like meteorology,
geography, computer science. (Yamada, 2016). Each Thiessen polygon was generated
from the station point, which defines an area of influence around the station (Brassel &
Reif, 1979). Any marsh pixel inside the polygon was closer to its corresponding station
than to any other stations. At each station, all dieback pixels within each buffer were
collected. The EDDI and PRISM precipitation at each buffer were also extracted. Despite
the rough spatial resolutions of EDDI and PRSIM precipitation data, their spatial continuity
could justify the gaps of dispersed spatial resolutions from multiple data sources. Given
spatial resolution impact has been addressed in previous literature concerning various
multiscale analyses, it will not be addressed here (Quattrochi & Goodchild, 1997).
Correlation analyses were applied to quantifiably analyze the connections between the
intensity of marsh dieback (indicated by the total areas of dieback pixels) and water quality
conditions in a dieback year. The Standardized Coefficients of Beta (SCB) could reflect
the importance level of the independent variables to the dependent variable. From 0 to 1,
the higher value of the SCB, the greater of the effect of that independent variable to the
dependent variable would be (Kutner et al., 2005). In this study, SCB was employed as an
indicator for identifying the most influencing environmental drivers on marsh dieback.
4.3 Results
4.3.1

Spatiotemporal patterns of marsh dieback

Among the 30-year marsh dieback maps extracted with the Autoencoder, six major
dieback events (with the total dieback pixels in a year >1100) were identified: 1991, 1999,
2000, 2002, 2004, and 2013 (Fig 4.2). The dieback pixels were mapped with Kernel density
in ArcGIS. In 1991 (Fig.4.2A), marsh dieback areas mainly concentrated in Bass Hole
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Bay and Cooks Creek (north part of the estuary that is ocean dominated). From 1999 to
2002 (Fig.4.2B-D), marsh dieback concentration emerged around the junction areas of
Mud Bay and Oyster Bay. In 1999, marsh dieback concentration initially appeared at
Oyster Bay and No Mans Friend Creek. Followed by the dieback clusters extended to
Thousand Acre, Big Marsh Island, and Marsh Island in 2000. Two years later (2002), major
dieback clusters shifted back to the junction marsh areas of Mud Bay and Oyster Bay. From
2000, a minor concentration of dieback in the south NIWB, where Spartina alterniflora
and Juncus roemerianus and other high marsh vegetation are mixed growing, gradually
increased to a major cluster in 2004 (Fig 4.2C-E). Based on the dieback patterns between
1999 and 2004, results agreed with the previous research (Li et al. 2020) that a major multiyear event in this period was observed. These clusters were all highly influenced by
upstream river discharge and brackish water. In 2013, one major dieback cluster was
identified at South Jones Creek.

81

82

Figure 4.2 The hotspot patterns of major dieback events in the past 30 years: 1991 (A),
1999 (B), 2000 (C), 2002 (D), 2004 (E), and 2013 (F).

Through the study period (1990-2019), all dieback pixels were included for the
Getis-Ord Gi* analysis. Fig.4.3A reflects three statistical significance intervals (90%, 95%,
and 99% confidence levels) for both hot and cold spots of marsh dieback. Two main hot
spots were detected in the 30-year span (Fig. 4.3A) indicating: on at Crab Haul Creek and
Bly Creek, and the other as junction areas of Mud Bay and Oyster Bay, indicating that
marshes were more vulnerable in these areas. Two stations (Fig.4.3B), Debidue Creek and
Oyster Landing sit right on one of the major hot spots. Unfortunately, no station lying on
the largest hot spot between Oyster Bay and Mud Bay. Cold spots are also mapped in
Fig.4.3A. The main cold spot, lying on Sixty Bass Creek, suggests the marsh in the interior
estuary was healthier compared to the surrounding areas bordering inland territory or open
water. No significantly different dieback patterns were found between the two watersheds;
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both hot and cold spots (including major and significant hot/cold spots, as well as smaller
and low-confidence spots) emerged in Debidue Creek and Winyah Bay watersheds during
the past three decades.

A

B
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C

D

Figure 4.3 (A) Hot spots and cold spots of marsh dieback in the past 30 years (1990
to 2019). (B) Water stations and buffer type 1; (C) buffer type 2; (D) Thiessen
polygon buffers.
4.3.2

Temporal trajectories of weather and water quality in the study area

The EDDI and PRISM precipitation data were the only two variables that could be
examined over the whole study area. Table 2 summaries the Person Correlation results.
The test revealed an association between marsh dieback and EDDI anomaly, including
drought and wet. No PRISM precipitation anomaly was identified as significant at the 95%
confidence level. The critical period of EDDI was between 75-120 days before the dieback.
Among all the time blocks, 90 days was the most significant with the highest correlation
coefficient.
When analyzing the trajectory of annual EDDI (Fig.4.4), 3 major drought periods
(highest cumulated annual EDDI) were observed: 1990, 2006-2007, and 2011-2012, which
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agree with SC report as well as previous literature (Gilbert et al., 2012). We believe 1990
and 2011-2012 major drought periods were pertinent with the 1991 and 2013 dieback
events. The average cumulated EDDI for past 30 years was -5.95. Even Hurricane Klaus
and Tropical Storm Marco caused a flooding event in 1990, it was still quite a dry year
with the annual cumulated EDDI value of 155.77, which later reflected to the high marsh
dieback pixels. Though the Landsat image for 2012 was not available, the annual
cumulated EDDI reached 277.65, followed a high value, 292.35, of 2011. Previous
literature identified a major marsh dieback event in 2002 (Miller et al., Li et al., 2020).
Drought was considered as the main trigger. However, compared to those 3 major drought
periods, EDDI values for 1999-2002 were rather minor: 9.19, -86.37, 8.02, and 10.95
respectively. Though EDDI was not directly generated from precipitation, the two variables
were somewhat correlated. According to the annual PRISM precipitation data, only 3 years
among the whole study period: 2001, 2007, and 2011, were lower than 8000mm. 2001
(7464 mm) was rather below the average of the whole study period (11030 mm). 2007 and
2011 (7340mm and 7263mm) were also recognized with their exceptional low total
precipitations compared to other years. Also referencing the South Carolina Drought
Severity and Coverage Index time-series chart (USDM), three major drought periods were
observed around 2002, 2008, and 2012 in Georgetown County.
From 1995 to 1998, four consecutive wet years formed the major wet event in the
study period. The annual cumulated EDDI values were -180.59, -115.31, -126.31, and 134.66. We suspect these prolonged wet years may trigger the dieback in 1999. Following
with a severe drought event, the dieback in NIWB became a spatiotemporal continuous
event, which agrees with the findings in our previous study (Li et al., 2020). Another
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significant wet year was detected in 2013 (EDDI was -197.3), followed the drought period
of 2011-2012. As for the annual PRSIM precipitation data, highest record was in 2015
(15688 mm), associated with the historic flooding event. 2002 and 1992 (14985 mm and
14387 mm) were the next two most “rainy” years. All these observations were pertinent
and all major marsh dieback events responded to the above-mentioned environmental
anomalies.
The water variables from the stations response to the changes of precipitation. For
instance, Fig 4.5 is an example representing the monthly temporal trajectory of salinity at
the Oyster Landing station. The exceptional low salinity values (circled in red) agree with
the excessive precipitation in records (Case, 2016) as well as our PRSIM precipitation
analysis.
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Table 4.2 Pearson Correlation analyses results.
30D

45D

60D

75D

90D

120D

150D

180D

210D

240D

spring

winter

Annual

Correlation

0.134

1.90

0.368

0.438**

0.467**

0.416**

0.106

-0.182

0.157

0.314

0.259

0.179

-0.278

Sig.

0.505

0.344

0.059

0.022

0.014

0.031

0.600

0.632

0.435

0.110

0.192

0.371

0.160

Correlation

0.269

0.165

0.230

0.244

0.251

0.217

0.234

0.237

0.349*

0.240

0.059

0.144

0.260

Sig.

0.175

0.411

0.249

0.220

0.207

0.277

0.240

0.234

0.075

0.227

0.770

0.472

0.190

EDDI anomaly

PRISM cumulated precipitation

Note: *p-value is significant at 10% significance level; **p-value is significant at 5% significance level.
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Figure 4.4 Trajectory of the extracted 30-year EDDI index in the NIWB
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Figure 4.5 Temporal trajectory of water variables

4.3.3

Relationships between marsh dieback and environment variables

Upon the proof by exhaustion and correlation results, the most critical time
influencing marsh healthiness was determined to be 90 days before marsh dieback
occurred (Table 4.2). Therefore, all water quality data were recalculated using the same
90-day time lag. For each water station with 3 types of buffers (as listed in Table 4.1),
correlation analyses were conducted, and results were presented in Fig. 4.6 with heat
maps. All the correlations between different buffered dieback pixels and all water
quality variables were summarized. Multicollinearity can exist if the correlations
between water quality variables were larger than 0.7 or smaller than -0.7. Those water
variables with strong multicollinearity were then removed. For instance, specific
conductivity (SpCond) and dissolve oxygen (DO) were eliminated from all stations due
to the strong collinearity with salinity (Sal) and temperature (Temp).
No significant improvement of the results was observed when using different
buffers. Thiessen polygons were not necessarily outperformed the circle buffers. Table
4.3 summaries the statistical results of the SCB for each variable and the significant
ones were highlighted. In general, SCB larger than 0.5 indicates a strong effect of the
significant influencing variable on the dependent variable (Kutner et al., 2005). For
instance, at Thousand Acre station within buffer 1, compared to salinity (0.359) and
Turbidity (0.508), SCB of EDDI anomaly (0.657) indicated a greater impact on marsh
dieback. pH value was the major influence for marsh dieback in Debidue Creek station.
Especially for buffer2, pH was also the dominant impact variable in Clambank station
at the significant level of 0.1. The result of PRISM precipitation anomaly as a
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significant impact variable could be caused by the Thiessen Polygon as the analyzing
buffer. The major cold spot in the center and the other major hot spot (between Mud
Bay and Oyster Bay) were included in this buffer. No significant water variable was
identified at Oyster Landing station. Thousand Acre was the only station that showed
significant results with all the buffers. Turbidity was another noteworthy influencer in
the Thousand Acre station. For Thousand Acre station, results indicated that EDDI was
the primary leading variable of marsh dieback. These results concurred the findings of
the spatiotemporal analysis of the dieback patterns and hot-spot analysis in Thousand
Acre, where the marsh was highly impacted by Winyah Bay water system and more
vulnerable under the drought situation. Though marginally significant (at 10%
significance level), salinity was another contributing variable leading to marsh dieback
in Thousand Acre. However, temperature was an inessential leading variable to marsh
dieback.
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Figure 4.6 Correlation Heat maps for the four water stations using 3 types of buffers.
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Table 4.3. Standardized correlation coefficients (SCB) between marsh dieback and environmental variables.
SCB (DC)
Independent
variables

SCB (CB)

SCB (TA)

SCB (OL)

Buffer 2

TP

Buffer 1

Buffer 2

TP

Buffer 1

Buffer 2

TP

Buffer 1

Buffer 2

TP

EDDI
anomaly

0.341

0.356

0.368

0.295

0.290

0.116

0.657***

0.663*** 0.699***

0.189

0.273

0.26

PRISM
anomaly

0.029

0.009

-0.021

0.059

-0.014

0.500*

0.061

0.039

0.114

0.131

0.172

0.147

Salinity

0.125

0.044

-0.249

0.025

-0.128

0.144

0.359*

0.205

0.367*

0.223

0.194

0.195

Turbidity

-0.005

-0.053

-0.093

0.340

0.471

0.348

0.508**

0.429**

0.471**

-0.015

-0.049

-0.036

pH

0.489

0.532*

0.515*

0.540

0.867*

0.672

/

/

/

0.328

0.366

0.338

Temperature

-0.157

-0.056

0.013

/

/

/

0.03

0.146

-0.022

-0.346

-0.186

-0.284
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Buffer 1

Note: *p-value is significant at 0.1 significance level; **p-value is significant at 0.05 significance level; ***p-value is significant at 0.01
significance level. / indicates strong collinearity and removed

4.4. Discussion
Findings in our study are mostly in agreement with these past studies. Spartina
alterniflora was more sensitive to environmental changes. Coexist species such as scrub &
shrub and Juncus roemerianus were more resilient during the study. Marsh areas
dominated by Spartina alterniflora were mainly suffered from dieback in the five most
severe marsh dieback events, except for 2013, Juncus roemerianus and scrub & shrub were
also slightly affected. For the whole NIWB, disturbance regimes represented by EDDI
anomaly (drought or wet) impose primary controls on marsh healthiness. Statistical
analysis suggested that 75 to 120 days of EDDI before the dieback was the critical period
and 90 days was the most significant with the highest correlation coefficient among all the
time blocks that analyzed in this research.
This study explores both EDDI and PRISM in correlation analyses. It indicates the
significance of EDDI anomaly as a better indicator than PRISM precipitation in describing
the drought influence on marsh dieback. Three station-based water variables were
identified related to marsh dieback: pH value in Clambank and Debidue Creek; salinity and
turbidity in Thousand Acre. Water temperature level was not a significant driver for marsh
dieback in this study. We suggest that water quality itself is not the major influencing factor
of marsh dieback, but multiple aspects together could jointly attribute to the dieback. In
other word, a sequence of dramatic weather change triggered a synergistic effect on marsh.
Specifically, dieback event in 1991 could be a consequence of 1989, when Hurricane Hugo
(the strongest and most devastating hurricane ever) landed in SC (Gardner et al., 1992),
and then 1990, a dry year. Though these events were beyond the 90- day examination
window, further consideration is needed in a larger spatiotemporal scale. For instance, the
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multi-year dieback event, 1999-2004 was considered as the results of a series of wet years
(1995-1998) then followed with severe drought (1999-2002) and another wet year (20022003). Marsh dieback is mainly a consequence of moisture imbalance. Previous studies
showed that starting from 1998, four years of precipitation deficits have caused SC suffered
severe drought (Kiuchi, 2002). This prolonged drought event came with severe
hydrological effects. The abiding shortage of precipitation resulted in significant lower
water inputs for groundwater, reservoirs, and rivers. The 1999 to 2004 dieback results
aligned and sustained the pertinent studies from other states during the early 2000s. 1993
and 2006 also showed significant numbers of dieback pixels, which also deserve
examination. 1992 was a significant “rainy” year. The high dieback pixels in 2006 may be
caused by the image acquisition date: instead of the marsh peak season, only the image in
late spring with cloud-free and low-tide condition was available for analysis. From the
spatial perspective, no dieback in the interior estuary (cold spot). Dieback does not occur
homogeneously across the marsh wetland. The unique coastal environment and
geographical difference of stations could result in spatially variable. The Winyah Bay is a
brackish-water estuary while North Inlet is an ocean dominated estuary. During the drought
events, upstream river inputs reduced significantly, where Winyah Bay Watershed area
(Thousand Acre station as an example), was highly impacted; but the marsh areas of
Debidue Creek Watershed, especially the center of North Inlet could be mitigated by the
ocean water with tidal inundation. These findings were also concurred by the marsh
dieback patterns in 1999, 2000, and 2002. The 2013 dead marsh pixels concentration was
also considered as the result of drought given the clustering areas were dominantly
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influenced by Winyah Bay water system. Meanwhile, tidal inundation could act
synergistically and move marsh wrack to intensify the concentration of dead marshes.
This study leverages large-scale long-term observation of dieback events to explore
the relationship between environmental changes and extensive acute salt marsh dieback in
SC. Understanding the spatiotemporally dynamic constraints on salt marsh dieback will
not just contribute important information to regional substantial management and costal
ecosystem conservation, but also enrich the larger body of literature of marshes on SC
coast. Salt marsh degradation and disappearance can also be related to the extensive use of
fresh water for human activity. Because salt marshes play a vital role in both natural and
human living environments, many studies about relationships between coastal ecosystems
and socioeconomic activities have been conducted to serve one primary purpose: to protect
the current salt marsh ecosystem along with species diversity. Extra attention should be
given to those frequently recurred marsh dieback areas, which could ameliorate the
sustainability of the coastal environment under both short-term severe weather events and
long-term environmental changes.
However, limitation exists on subjective selection of examination windows (90
days) given the calculation workload and only annual satellite images were involved.
Another issue concerning coastal abrupt disturbances should be addressed was the stormintroduced or tide/wave composed wrack depositions. Underlying marsh vegetation can be
killed by wrack mats and further lead to marsh succession (Pennings & Richards, 1998).
To achieve the long-term observation of marsh dieback in the NIWB, the spatial and
temporal details were compromised by using 30 m resolution, annual Landsat images.
Therefore, details of wrack mats, as well as distinguishing marsh dieback from the existed
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wrack mats or marsh dieback caused by wrack depositions could be improved. As a polite
study, with more data sources available in the future (field data included), especially the
use of drone, fine-resolution satellite (i.e., WorldView series) and hyperspectral images,
the examination windows can be refined. Thus, marsh dieback results could be
strengthened with a more accurate time-lag identified, as well as be enhanced by separating
wrack mats and marsh dieback and analyzing other dieback drivers.
4.5 Conclusions
This study conducted a 30-year (1990-2019) consecutive spatiotemporal
investigation to identify the potential environmental impacts on marsh dieback in the North
Inlet-Winyah Bay Estuary, SC. Compared to other time lags, 90 days ahead of an identified
dieback event was the most significant time lag contributing to the event. Though dead
marsh pixels were identified every year during the study period, the five most severe marsh
dieback events were all traced back to the environmental anomalies. With immensely data
assiduously analyzed, a conclusion could be drawn that marsh areas in Winyah Bay were
highly influenced by drought and water quality (turbidity and salinity) from upstream river
discharges and were more vulnerable when drought events occurred. North Inlet marshes
could be mitigated with the regular tidal inundation. All the findings compiled in the study
reinforces the notion that the marsh dieback is mainly a consequence of moisture imbalance
along with the underlying influence of two different hydrographical environments at
different times. For protection purposes, dissemination of results could better assist local
governments in practicing where to prioritize their restoration efforts and facilitate the
environmental resilience of coastal ecosystems responding to natural hazards in SC.

100

CHAPTER 5
CONCLUSTION AND FURTURE WORK
Mapping coastal marshes is always a challenging task due to their natural characters
such as heterogeneous distribution of species and tidal effects. The marsh type
classification (low, medium, and high) is depending on the tidal ranges, topography, and
plant assemblages (Adam, 1990). However, this study indicates that the DEM does not
play a positive role in coastal mapping in South Carolina. There was a trade-off between
the advantages of DEM and model accuracy as well as efficiency (i.e., total process time
and computer investment) for a unique topography like coasts. In general, LiDAR-derived
data representing elevations below 5 feet MSL have very low reliability due to tidal
variations during LiDAR data collection. A higher quality DEM dataset may be invested
in the future for improved classification.
This study efficiently delivers a state-level, low/high marsh map which may
provide valuable spatiotemporal information of salt marsh conditions on SC coasts. A UNet based deep learning model was applied to classify the low and high marsh distributions
in SC coastal wetlands using 20 Sentinel-2 images. By deeply training with a published
high-resolution classification map in the NIWB and validating in the ACE Basin, this study
fulfilled the gap of the land cover details concerning low/high salt marshes distributions in
SC. With 10 spectral bands, the U-Net model could complete the statewide classification
in 20 minutes and reached the overall accuracy of 90%. This study fulfilled the gap of
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marsh type details concerning salt marsh distributions in SC. With new satellite imagery
become endlessly available in the future, the U-Net model could be easily adapted to update
the state-level marsh maps for coastal communities in sustainable management. Note that
the U-NET training was made in the NIWB, where Spartina alterniflora was used to
represent low marsh, whereas a mixture of Juncus roemerianus, and scrub-shrub (such as
Baccharis halimifolia, Iva frutescens, Borrichia frutescens) were used to represent high
marsh. Users should use the classification map with caution and expert knowledge to
leverage the uncertainties from spatial heterogeneity of low/high marsh zonation, tidal
ranges, and topography alterations. Field validation is also needed for the state-level
classification map in the future.
An inventory of marsh dieback events was built in the North Inlet-Winyah Bay
(NIWB) estuary, SC from 1990 to 2019. A Stacked Denoising Autoencoder neural network
was developed to identify the NDVI anomalies on the trajectories. All marsh dieback
patches were extracted, and their inter-annual changes were examined. The study identified
a continuous, spatially variable multi-year dieback event from 1999 to 2004, which aligned
with the reported dieback in the early 2000s from other states. Compared to the previous
study (Miller et al., 2017), 1999 was identified as a dieback year instead of a healthy year.
The Autoencoder approach does not need to assume a healthy year as reference. Instead, it
provides a threshold and identifies the annual abnormal behavior for all marsh pixels. 79%
of the identified dieback pixels returned to normal within one year while the phenomenon
reoccurred in other areas of the estuary during the prolonged dieback period.
This study also conducted a 30-year (1990-2019) consecutive spatiotemporal
investigation to identify the potential environmental impacts on marsh dieback. Compared
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to other time lags, 90 days of environmental anomalies ahead of an identified dieback event
was the most significant time lag contributing to the event. The six most severe marsh
dieback events (1991, 1999, 2000, 2002, 2004, and 2013) were all somewhat traced back
to the environmental anomalies. With immensely data assiduously analyzed, a conclusion
could be drawn that marshes in Winyah Bay were primarily influenced by drought. Water
quality (turbidity and salinity) from upstream river discharges also play a significant role
as a second level influences on marsh dieback. For example, marshes at the Thousand
Acres were more vulnerable when drought events occurred across the estuary. Salt marshes
grow in North Inlet estuary could be mitigated with the regular tidal inundation during the
severe drought hazard. All the findings compiled in the study reinforce the notion that the
marsh dieback is mainly a consequence of moisture imbalance along with the underlying
influence of two different hydrographical environments.
This study presents the first attempt to explore long-term marsh dieback dynamics
on SC coasts using satellite time series. It provides valuable information in documenting
marsh healthiness and environmental resilience. Taking advantage of computational
efficiency, the application of the U-Net model is practical and sustainable for regional longterm environmental observation. However, limitation exists on subjective selection of
examination windows (90 days) given the calculation workload and only annual satellite
images were involved.
Coastal abrupt disturbances, especially the storm-introduced or tide/wave
composed wrack depositions, should be considered and investigated in the future.
Underlying marsh vegetation can be killed by wrack mats and further lead to marsh
succession (Pennings & Richards, 1998). Though using 30 m resolution, annual Landsat
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images has achieved the long-term observation of marsh dieback in the NIWB, yet the
spatial and temporal details were compromised. Details of wrack mats, as well as
distinguishing marsh dieback from the existed wrack mats or marsh dieback caused by
wrack depositions could be improved. As a polite study, with more data sources available
in the future (field data included), especially the use of drone, fine-resolution satellite (i.e.,
WorldView), and hyperspectral images, the examination windows can be refined. Thus,
marsh dieback results could be strengthened with a more accurate time-lag identified, as
well as be enhanced by separating wrack mats and marsh dieback and analyzing other
dieback drivers. Supported by enriched fieldwork, aerial and satellite imagery, and opensource observations in the Big Data era, the approaches explored in this study could be
improved and adopted in monitoring of other coastal regions. The advancement is essential
for managing the delicate coastal wetland ecosystems under the interweaved pressure of
sea level rise, natural hazards, and coastal development.
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