Abstmct-In this paper we describe a software tool called CCLi (for CCL interpreter) that implements the Computation and Control Language (CCL). CCL is a language for modeling and programming of robotic and control systems. CCLi is used to simulate CCL models and programs and can also be used to execute CCL programs on actual robots. T h e language is particularly well suited t o concurrent, partially synchronized processes interacting via communications and the environment, such as would describe cooperative control tasks. This paper describes t h e syntax and semantics of t h e language and gives examples of its use in modeling and programming cooperative control and multi-robot systems.
I. INTRODUCTION
We are interested in engineering algorithm and software for cooperative control systems, which consist of possibly large numbers of vehicles or robots. In cooperative control, we usually assume that robots are coupled t o each other via communication and that they are embedded in a common, physical, environment. For these systems, the algorithm design process ideally involves a rigorous aualysis of the properties (stability, robustness, performance) of candidate algorithms. Meanwhile, the software design process usually involves debugging, testing and simulating an implementation of a verified algorithm. Often, there is a disconnect between these two aspects of system that delays the development of working prototypes and introduces bugs and complexity into the system. One way to bridge this gap is to write control algorithms and environment models in the same language as the implementation of the control algorithms. Algorithms so written could then be analyzed using the operational semantics of the language, and the same code that is analyzed can be executed on actual hardware, or used in simulation and testing. This is, for example, the paradigm used by Esterel CCLi allows ns to write down concurrent, guarded command programs; compose programs into larger programs: and execute the programs with various scheduling options.
CCLi is type-safe [14] , so that incorrectly typed programs are identified at compile time. It provides a number of libraries containing math, graphics, interprocess communications and TCP/IP functionality. Finally. the syntax of the language closely follows the formal semantics of CCL [lo] . Thus, CCLi programs bear a strong resemblance t o formal notation for concurrent programs. In future work, we plan to exploit this resemblance by encoding the semantics of CCLi in an automated theorem proving environment [3] .
The contribution of this paper is the introduction of CCLi. In Section 111, we describe the syntax of CCLi. Larnbda abstractions initialize the variable x to be of.type i n t e g e r l i s t and y to he arecord of type C a : s t r i n g , b : boolean, c : r e a l I Future occurrences of x and^ y must be consistent with.these initial assignments, or CCLi reports an error f u n f x . i f x = 1 and aborts. ~ . - then 1 Expressions in CCLi may use any of the common arithmetic operations, comparisons and boolean connectives.
Strings may be concatenated using the <> operator. An element may be prepended to a list using the Q operator and lists may be concatenated using the # operator. An element of a list L may be extracted, as in L El1 as though 'the list were an array, although the user must check for out-of-bounds conditions to avoid a run-time error. For example, the following expressions evaluate to true: be declared with the fun operator which allows them to be recursive. For example, the fact;rial function is defined by
, Remark: There are no pointers in CCLi and all functions are call-by-value. Thus, memory is allocated and freed during every evaluation, thereby avoiding periodic garbage collection episodes that interfere with execution.
External functions are declared as in
, Ua" <> "b,, "b". type checking catches a great number of initial coding errors. Type checking and inference is, thus, a form .of verification (of weak, but important, properties). This is, for example, very useful when composing CCLi programs, a s described below. 
E. Guarded Commands

C. Programs and Composition
A program in CCL consists of (1) a set of variable initializations and (2) a set of guarded commands. Programs may be declared with parameters. For example, 
is a simple program with two parameters, x0 and k, and one local variable x. CCli infers the types of the parameters to be r e a l since that is how they are used. The general syntax for atomic programs is: where ezpr refers to a basic CCLi expression as described in Section 111-A and command refers to a guarded command as defined in Section 111-B. The n e e d s keyword is used to declare a list of variables as local without initializing them. Their types will be inferred from how they are used in the rest of the program and their values must be initialized elsewhere by some other program (see below).
Programs are interpreted as follows:
1) All variables are initialized according to their initial assignments; 2) The guarded commands are executed repeatedly according to some schedule (see Section 111-D).
Thus; a program defines a dynamical system that runs forever, and not a sequence of statements that are executed once each (this notion is defined formally in Section V). The CCLi type checker and inference engine checks that the types of shared variables match, that parameters are instantiated correctly and so on, producing useful compiletime error messages if a type inconsistency is found. Afore
. examples of program composition appear in Section N.
D. Scheduling and Execution
Programs are written in ASCII files, which may include other files in the standard way. Executing " c c l i f i l e . c c 1 " causes CCLi to parse the expressions in f i l e . ccl. When parsing is complete and no type errors have been found, CCLi will look for a program with no parameters called main in the CCLi symbol table, initialize the variables in main, and begin executing the guarded commands in main and its subprograms.
As we have noted, the execution of guarded commands can be scheduled in various ways during execution. The most simple schedule is in-order scheduling, and is the default method for CCLi. CCLi has two other ways of scheduling: The first is called epoch ( c c l i -r) and the second is unity ( c c l i -U) .
In in-order scheduling guarded commands in main are executing in order of appearance (which is why order may he important when composing programs).
In epoch Scheduling, execution is segmented into "epochs". In each epoch, each guarded command is executed exactly once. The order in which commands are executed in any given epoch is (pseudo)random. The intent behind epoch scheduling is to mimic the possible interleavings of commands supposing that they were executing on different processors running at essentially .the same rate.
inst
..
In unity scheduling, a guarded command in main is chcsen (pseudo)randomly at each step and executed. There is no guarantee that at any point each clause will eventually be executed (as is required by the formal UNITY fairness constraint [lo]), but given the state of the art of pseudcrandom number generators, it is a virtual certainty that they will. The intent behind unity scheduling is to mimic the possible interleavings of commands supposing that they are executing on different processors each running at totally random and uncorrelated rates. and, as is usual with UDP, may or may not arrive at their destination. If messages do arrive, they may arrive in or out of order. The interface to the message passing functions is virtually the same as with the interprocess communications library already described. Thus, it is easy to prototype concurrent sequential code in a single process and then "distribute" it to multiple processors without changing much.
E. CCLi ,Libmries
Hardware Interfaces: The distribution of CCLi includes our own library for interfacing with the Caltech Multi-Vehicle Wireless Testbed [7] hardware. The basic methodology is to wrap an external CCLi function around C++ code that interfaces with device drivers for sensors and effectors. and is very straightforward. Although the h4VWT library released with the distribution may not be directly useful for other users. it can serve as an example of how to interface CCLi with actual hardware.
IV. AN EXTENDED EXAMPLE
In this section we describe a complete example. The system we consider is a scheme for robot "flocking". Recently: a rigorous analysis [9] of this system has spurred interest in similar algorithms for decentralized robot tasks, wherein each robot averages some value obtained from its neighbors and uses that average in its own control. In flocking, a robot with position X,(k) E Wz and heading B,(k) E ( 0 . 2~) at step k uses the average heading of its neighbors to adjust its own according to the rule where Ni(k) is the set of neighbors of robot i: defined by with T being the maximum distance a message can be communicated (due, say, to power constraints). The posit,ion of robot i is adjusted by moving it in the direction of its heading, as in
X i ( k + l ) :=X,(k) +G(cosB,(k),sinB,(k)).
(2)
A . Flocking in CCLi
From a distributed systems perspective, the algorithm exactly as described above is not well decentralized, requiring, as it does, some way of synchronizing the robots. That is, they must first send their data, then receive all of their neighbors data and then move. However, the algorithm can be used as the basis of a more decentralized version.
We first define a function that filters incoming data according to whether it is coming from a nearby robot or not: whether the robot has received a message. If it has, it attempts to update the neighbor vector. It may seem strange that the robot has to enforce the distance constraint in the communications scheme. This is a modeling detail;
however, that could be handled in several other more or less satisfactory ways.
U7e next define a program that sends data to other robots. It takes as a parameter a number d e l t a that defines how often it sends its heading. Each t.ime it sends, it sends to a different robot j: thereby attempting to send its heading to any particular robot approximat,ely every n f d e l t a seconds. We also notice~from the data that the robots become less synchronized as the simulation progresses: Initially the (time,heading) pairs form columns, and later they are more spread.out. The frequency with which the robots is still essentially the same; but offsets drift.
Bringing to light phenomena-similar to the above, that arise from the decentralization of an algorithm (even one that supposedly is decentralized), is one of the main advantages of CCLi.
Furthermore: the.code above could be easily extended to run on actual robots, if a suitable interface to the sensors, effectors and communication hardware were defined (e.g. as external functions) to replace the iproc.cc1 library and the assignments in the mover subprogram.
V. CCLi SEMANTICS The goal is to make CCLi programs be essentially the formal notation for distributed dynamical systems. Thus, the operational semantics of CCLi need to be precisely defined. By operational semantics, we mean the interpretation of a static object as a trajectory (or behauior). For example, the equation i: = -ax defines an object in the language of differential equations whose operational semantics. is a flow (set of solutions of the equation) induced on E%. In this section, we briefly outline how to define the semantics of CCLi, focusing on the unique aspects of CCLi (i.e. those not found in CCL). A more complete treatment of CCLi can be found elsewhere [lo] .
A . States and Actions
We let V be the set of all variable symbols and Val be the set of values that the variables may take under the pair ( g , r ) , usually written g : r ) where g is a predicate and r is an action (a list of assignments in CCLi). The meaning of g : r is a function from S x S into values and is defined by stg :
We give the name skip to the guarded command 
If w(k) = skip then we call step k a s t u t t e r step.
Based upon these definitions, we will provide several scheduling tactics that define what it means for a behavior U to satisfy a program P. Each scheduling approach is defined by a fairness constraint. that limits how often each guarded command inay be selected for execution. For each constraint Af we will define the A{-meaning of P , denoted f .
that is, the program obtained by replacing all free occurrences U € U in either I or a command in C with the new variable symbol P.u. Remark: In the programs defined in Section IV we made heavy use of the dclock0 function, which in the implementation of CCLi, gives the system time as the number of seconds since the CCLi process was started.
Technically, this is a function outside of the operational semantics as we have described here. One can approximate the meaning of the dclockO function by (roughly) defining a global time variable T and appending the (nondeterministic) action T' € (2'. T + 6) to the rule in each guarded command.
. .
In other work on CCL [lo] , we define for each fairness constraint Af, the models relation P 4, where P is a CCL program and 4 is a formula in temporal logic [ll] .
We say that P 4 is true if and only if every behavior allowed by P satisfies the formula' 4. We further define inference rules of the form: To prove that P + M 4, it suffices to prove that P +k qb, fori = 1, ..., k where each $, is a simpler formula than 4. Such rules are the basis of mathematical reasoning and provide a basis, introduced in other papers [lo] , for determining what properties a given program enjoys. When carefully formulated, a complete set of inference rules can be encoded into an automatic theorem prover to help automate the verification process. We have begun to extend the work by Paulson on automating temporal logic in Isabelle [3] to reason about CCLi. We hope to report on this in future work.
VI. DISCUSSION
CCLi represents an attempt t o encode the CCL formalism in a usable piece of software. It allows researchers to quickly encode distributed and decentralized algorithms in a fashion that is at once similar if not identical to mathematical notation and executable. The compositional operators in CCLi are powerful and useful for (1) building up programs from simpler programs and (2) defining systems composed to large numbers of communicating, asynchronous processes, as the Example in Section IV SllOWS.
Our investigation into CCL and related formalisms has so far been focused on two separate issues: defining ~ a formalism and notation for distributed robot algorithms and defining software based upon it. Eventually we will encode CCLi into a theorem proving environment so that we may use automated tools to help prove properties of the systems we define. The goal will be t o use the same syntax in the theorem prover as with executable programs. As far as the language is concerned, we are continuing to refine and expand it to make it even more useful both a research and educational setting.
