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Povzetek
Glavni namen diplomske naloge je predstavitev enega izmed mozˇnih pristopov k
avtomatizaciji procesa sprotne dostave, tako da le-ta najbolj ustreza dolocˇenemu
tipu aplikacije. V uvodnem delu so predstavljeni najpomembnejˇsi razlogi za izbor
teme skupaj z realnimi primeri, ki nazorno pokazˇejo, da je uporaba opisanega pro-
cesa v danasˇnjem svetu skorajda obvezen dodatek v ohranjanju konkurencˇnosti pri
razvoju programske opreme. Poglavja, ki sledijo, predstavijo glavne karakteristike
dostave programske opreme, zacˇensˇi z upravljanjem konfiguracije in izvorne kode,
kar je izredno pomembno pred izvedbo prve integracije. V nadaljevanju sledijo po-
glavja o (avtomatskem) testiranju, cevovodnem procesu postavitve ter postavitvi
in dokoncˇni izdaji programske opreme. V povezavi s procesom sprotne integracije
je omenjen sˇe integracijski strezˇnik Jenkins, ki ima izredno pomembno nalogo pri
avtomatizaciji procesov in je poleg tega uporabljen tudi v prakticˇen delu diplom-
ske naloge. Osrednji del pa je opis uporabe procesa sprotne dostave v praksi, od
same integracije pa do koncˇne izdaje v produkcijsko okolje, ki poteka socˇasno z ra-
zvojem nove spletne aplikacije. Namen je pokazati najvecˇje prednosti pri uporabi
celotnega procesa ter mozˇne izboljˇsave, s katerimi bi se zˇeljenemu stanju cˇimbolj
priblizˇali.
Kljucˇne besede: sprotna dostava programske opreme, sprotna integracija, razvoj
programske opreme, izdaje programske opreme.

Abstract
The main purpose of the thesis is the demonstration of one of the best possible
approaches to an automated continuous delivery process as it relates to certain
application types. In the introductory part, the main reason for choosing the sub-
ject is presented, along with a few examples of why nowadays - in order to keep
pace with the competition - such an approach seems necessary. Following chapters
discuss the basics of software delivery, starting with configuration and version con-
trol management, both necessary before the first integration process. Continuing
discussion deals with (automated) testing, build pipeline process and - last but
not least - deployment and application release. In connection with the continuous
integration process, Jenkins is presented, an extensible open source continuous in-
tegration server, proved in practice as an important tool in the automation of any
process that can or should be automated. The central part of the thesis is a pre-
sentation of the continuous software delivery process in practice, which is mainly
oriented towards front-end application development and consequently to its inte-
gration and final release. With the intention of moving towards the desired state,
the advantages of such practices and possible future improvements are explored.





Ko po narocˇilu neke stranke razvijamo programsko opremo, se na dnevni ravni
srecˇujemo s tezˇavami pri hitrih izdajah v produkcijsko okolje. Zaradi izjemno
pomembnih povratnih informacij na spremembe v aplikaciji, je potrebno stranki
novosti cˇimprej predstaviti, a izdaja nove verzije aplikacije v produkcijsko okolje
obicˇajno traja vecˇ dni, kar v veliki vecˇini primerov ni sprejemljivo. Kako ukrepati?
Take in podobne situacije, ki se v praksi pojavljajo prepogosto, niso neizogibna
posledica v procesu razvoja programske opreme. So zgolj jasen znak, da je nekaj
v omenjenem postopku narobe.
Kot opisujeta avtorja v [1], se je v poznih devetdesetih za velik uspeh pri
razvoju programske opreme sˇtelo zˇe to, da je bilo mozˇno nove spremembe pri
dolocˇenem programju postaviti v produkcijsko okolje (deploy to production) enkrat
dnevno, obicˇajno v nocˇnih urah. Kasnejˇsa mozˇnost redne postavitve v produkcij-
sko okolje je prinesla marsikatere prednosti: popravki programja niso nekoristno
cˇakali do naslednje postavitve, mozˇen je bil izredno hiter odziv na tezˇave, ki so
se pri tem pojavile, hkrati pa je vse to vodilo k obcˇutno globljemu in boljˇsemu
odnosu med narocˇniki, izvajalci ter posledicˇno koncˇnimi uporabniki.
Izdaja programja (software release) mora biti hiter in ponovljiv proces. Dan-
danes mnoga podjetja izdajajo svoje izdelke vecˇkrat dnevno, kar je izvedljivo tudi
v primeru zelo zapletenih sistemov ali visoko kompleksnih projektov. Pojavlja se
pomembno vprasˇanje - Koliko cˇasa bi potrebovali za izdajo spremembe v aplikaciji,
ki vkljucˇuje popravek le ene vrstice izvorne kode? Sprotna integracija (continuous
integration) je temelj za ta pristop in ohranja celotno ekipo slozˇno zˇe samo s tem,
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da omogocˇi popolno odstranitev zakasnitev, ki so posledica tezˇav z integracijo.
Kljub vsemu pa je sprotna integracija le prvi korak. Programje, ki je bilo uspesˇno
integrirano v glavni tok izvorne kode, kljub vsemu sˇe vedno ni programje, ki bi bilo
postavljeno v produkcijsko okolje in opravljalo svoje delo. Da dosezˇemo nemoten
potek procesa sprotne dostave (continuous delivery), moramo v to vlozˇiti ogromno
truda, a prednosti, ki jih s tem pridobimo, so neprecenljive. Dolge in naporne
izdaje programske opreme tako postanejo preteklost. S staliˇscˇa strank to pomeni,
da od ideje do integrirane nove funkciolnosti v produkcijsko okolje pretecˇe mini-
malen cˇas, in posodobljena programska oprema je brez prekinitev ves cˇas na voljo
za uporabo. Najbolj pomembno pa je verjetno to, da s tem pristopom odstranimo
enega najvecˇjih faktorjev stresa pri razvoju programske opreme. Nihcˇe se namrecˇ
med vikendi ne zˇeli ukvarjati z naporno in stresno izdajo nadgradenj programske
opreme, ki mora seveda biti ves ta cˇas v delujocˇem stanju.
V praksi se pojavljata dve skrajnosti postavitve delujocˇe programske opreme v
produkcijsko okolje. Pri prvi cˇas cikla merimo v tednih ali mesecih, pojavljajo se
tudi cˇasi, ki jih lahko merimo celo v letih, postopek izdaje pa definitvno ni pono-
vljiv, niti zanesljiv. Vecˇkrat se zgodi, da gre pri celotnem postopku za popolnoma
rocˇno integracijo in postavitev zˇe na testno ter pred-produkcijsko okolje, kaj sˇele na
produkcijsko. Po drugi strani pa se pri enako zahtevnih in kompleksnih projektih
cˇas cikla lahko zmanjˇsa na nekaj ur ali celo minut v primeru kriticˇnih popravkov.
S pomocˇjo avtomatskega, ponovljivega in zanesljivega procesa je to mozˇno, saj s
tem vse rocˇne korake, ki pripeljejo do uspesˇne postavitve v produkcijsko okolje,
nadomestimo z avtomatskimi, ki za izvedbo potrebujejo le “pritisk” na gumb. Cilj
je poskrbeti, da je dostava delujocˇe programske opreme iz rok razvijalcev v pro-
dukcijsko okolje zanesljiv, predvidljiv, viden in popolnoma avtomatiziran proces z
dobro znanimi, merljivimi tveganji. Ena od najvecˇjih prioritet pri razvoju je tako
zadovoljiti kupca s hitro in sprotno dostavo kvalitetne programske opreme.
Namen diplomske naloge je pokazati, kako cˇimbolje povezati teme, kot so upra-
vljanje konfiguracije, nadzor izvorne kode, nacˇrtovanje izdaj programske opreme,
revizija, skladnost in integracija v avtomatizacijo gradnje, testiranja ter procesa
postavitve, ter jih uspesˇno pretvoriti v skupek korakov, ki pripeljejo do uspesˇno
izvedenega procesa sprotne dostave. Vse te aktivnosti so izredno pomembne - ne-
kateri menijo, da so pri razvoju programske opreme po prioriteti celo na drugem
3mestu, takoj za razvijanjem ([1]). Glede na izkusˇnje pa zahtevajo predvsem veliko
vlozˇenega cˇasa in truda ter so kriticˇne za uspesˇno izvedbo procesa sprotne dostave
programske opreme. V nasprotnem primeru se lahko pojavijo nezˇelene posledice,
kot so visoki strosˇki, ki lahko celo presezˇejo zacˇetni vlozˇek, ki je bil sprva miˇsljen
zgolj za razvoj, zato del diplomske naloge vkljucˇuje tudi strategije, kako se takim
situacijam izogniti. Namen je prikazati, kako se vse te aktivnosti – upravljanje
konfiguracije, avtomatsko testiranje, sprotna integracija in postavitev, upravljanje
s podatki, posameznimi okolji ter izdajo same aplikacije - med seboj dopolnjujejo.
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Poglavje 2
Dostava programske opreme in
sprotna integracija
2.1 Problemi pri dostavi programske opreme
koncˇnim uporabnikom
Dejstvo je, da pri uspesˇni dostavi programske opreme koncˇnim uporabnikom ne gre
le za dober izbor pristopov v procesu razvoja. Veliko vlogo pri tem igrajo sˇe drugi
vidiki, ki so vecˇkrat nepremiˇsljeno odrinjeni na stran, brez njih pa je nemogocˇe
poskrbeti za zanesljivo in hitro izdajo programske opreme brez nezazˇelenih tveganj.
Zanimivo je videti, kaj se zgodi v trenutku, ko so vse zahteve dokoncˇno opredeljene,
resˇitve oblikovane, fazi razvoja in testiranja pa sta pri koncu. Kako se vsi ti koraki
povezˇejo v smiselno celoto in funkcionirajo tako dobro, da je celoten proces od
razvoja do izdaje programske opreme kar se da zanesljiv in ucˇinkovit. Vzorec,
ki nosi odgovor na vsa ta razmiˇsljanja, imenujemo cevovodni proces postavitve
(deployment pipeline), in je podrobno predstavljen v [1]. Gre za avtomatiziran
postopek implementacije gradnje, postavitve, testiranja in procesa izdaje neke
programske opreme.
Vsaka sprememba v aplikaciji (pa naj bo to sprememba konfiguracije, izvorne
kode, okolja ali podatkov) sprozˇi kreiranje nove instance cevovoda. Precejˇsen delezˇ
v pomembnosti samega procesa nosijo testi, ki potrdijo, da je kandidat za izdajo
za to tudi primeren. Vsak uspesˇno prestan test nam da sˇe vecˇje zaupanje v to, da
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bo kombinacija vseh teh delov zanesljivo in dobro delovala tudi kot celota. Ko so
uspesˇno izvedeni vsi testi, je programska oprema pripravljena na izdajo. Namen
cevovodnega procesa postavitve programske opreme je prvenstveno, da je vsak
posamezen korak v tem procesu viden vsem sodelujocˇim, kar izboljˇsa medsebojno
sodelovanje. Poleg tega zagotavlja boljˇse povratne informacije, ki posledicˇno do
vseh vpletenih pridejo hitreje, kar omogocˇi takojˇsnjo odpravo tezˇav, ki se tekom
razvoja pojavijo. Najpomembnejˇsa pridobitev pa je zagotovo, da ima celotna ekipa
mozˇnost postavitve in izdaje katerekoli verzije programske opreme na katerokoli
okolje s pomocˇjo popolnoma avtomatiziranega procesa.
2.2 Pogosti primeri slabe prakse in mozˇne iz-
boljˇsave
Rocˇna postavitev programske opreme. Postavitev vecˇine danasˇnjih aplikacij
je, ne glede na njihov obseg, zahteven postopek in vkljucˇuje veliko podkorakov.
Sˇe vedno je pogost pojav, da se ta postopek izvaja rocˇno, kar pomeni, da je vsak
od njih izveden s strani nekega posameznika oziroma dela ekipe. Vsak tak korak,
izveden rocˇno, je izpostavljen cˇlovesˇkim napakam. Glavni pokazatelji omenjene
slabe prakse so: obsezˇna dokumentacija, ki opisuje korake za izvedbo postavitve;
pogosti klici s pojasnili, zakaj je priˇslo do tezˇav s postavitvijo na dan izdaje;
pogosti popravki v postopku izdaje, ki nikoli ne traja le nekaj minut. Vsi ti
pokazatelji so zadosten razlog, da bi razvojne ekipe morale stremeti k popolnoma
avtomatiziranemu procesu postavitve. Rocˇna v takem primeru ostaneta le sˇe dva
koraka: izbor verzije in okolja ter pritisk na gumb za postavitev. Prednosti so
sledecˇe: dobimo ponovljiv in zanesljiv postopek, ki nam prihrani cˇas z odkrivanjem
napak pri postopku postavitve; ni potrebe po vzdrzˇevanju dokumentacije z opisi
posameznih podkorakov, medtem ko so skripte za postavitev vedno posodobljene in
hkrati sluzˇijo sˇe za dokumentacijo; ni zanasˇanja na tocˇno dolocˇenega strokovnjaka,
ki te postopke obvlada, in na to, da je v trenutku, ko gre nekaj narobe, dosegljiv;
prihranimo cˇas in denar, saj je avtomatiziran postopek hitrejˇsi, cenejˇsi ter preprost
za testiranje.
Prva postavitev v produkcijsko okolje sˇele potem, ko se razvoj zakljucˇi.
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Glavni pokazatelji: odgovorni za postavitev se z novo izdajo prvicˇ srecˇajo, ko se
ta izda v pred-produkcijsko okolje, sˇe posebej, cˇe ne sodelujejo pri samem razvoju;
pred-produkcijsko okolje sploh nikoli ni bilo vzpostavljeno, saj je sama postavitev
okolja predraga in zaradi tega dostopnost omejena, ali pa se s tem enostavno nihcˇe
ni ukvarjal; sodelovanja med ekipami, odgovornimi za celoten postopek, je zelo
malo ali nicˇ. V primeru, da postopek postavitve vsaj v testno okolje nikoli ni
bil preizkusˇen, v kljucˇnem trenutku pogosto prihaja do napak. Dokumentacija
je nepopolna in ekipa, ki naj bi poskrbela za postavitev, lahko le ugiba, kaj je
bil namen razvojne ekipe. Vse to prinese popravke v zadnjem trenutku, stresne
situacije, delo pod ogromnim pritiskom, kar razumevanje in izredno pomembno
uspesˇno sodelovanje med ekipami le sˇe poslabsˇa. Postavitev je v predvidenem
cˇasu prakticˇno neizvedljiva. Integracija testiranja, postavitve in aktivnosti v zvezi
z izdajo v sam proces razvoja nepredstavljivo zmanjˇsa tveganje za zgoraj omenjene
zaplete. Ko vse to enkrat postane del vsakdana, je trenutek izdaje v produkcijsko
okolje veliko manj stresen, kot bi bil obicˇajno, saj je scenarij preizkusˇen in uspesˇno
izveden zˇe nesˇtetokrat in vse to je zagotovilo, da gre le malo stvari lahko narobe.
Rocˇno upravljanje konfiguracije produkcijskega okolja. Glavni pokazate-
lji: postavitev v pred-produkcijsko okolje je uspela zˇe nesˇtetokrat, medtem ko
postavitev v produkcijsko okolje ne uspe; razlicˇni pripadniki grucˇe se obnasˇajo
drugacˇe, npr. ena veja zdrzˇi manjˇse obremenitve kot druga ali pa potrebuje vecˇ
cˇasa za procesiranje zahtevkov; priprava okolja za izdajo traja zelo dolgo cˇasa; hi-
tra sprememba konfiguracije na tisto izpred nekaj dni je nemogocˇa; na strezˇnikih
v grucˇi so, nenamenoma, razlicˇne verzije operacijskih sistemov, ostale infrastruk-
ture, knjizˇnic, ipd. Tako kot vsa izvorna koda in skripte za postopek postavitve bi
morala biti tudi konfiguracija posameznih okolij pod nadzorom razlicˇic, kar zago-
tavlja hitro in nemoteno pripravo novega okolja za postavitev in izdajo aplikacije,
kadarkoli je to potrebno. To lahko dosezˇemo tudi tako, da dovolimo upravljanje
in spreminjanje konfiguracije teh okolij le preko avtomatiziranih procesov.
2.3 Zˇeleni cilji in njihove prednosti
Glavni cilj je dostava visoko kakovostne, dragocene programske opreme na naj-
bolj ucˇinkovit, hiter in zanesljiv nacˇin. Za dosego teh ciljev (nizek cˇas cikla in
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visoka kakovost), je pomembno pogosto izvajanje avtomatiziranega procesa izdaje
programske opreme.
• Avtomatiziran proces. Cˇe faze od razvoja, gradnje, postavitve, testiranja do
izdaje aplikacije niso avtomatizirane, niso niti ponovljive, kar pomeni, da
vsaka nova izvedba lahko prinese drugacˇen rezultat, mozˇnost napak je vecˇja
in skorajda nemogocˇe je slediti, kaj se je med postopkom zares dogajalo.
• Pogosto izvajanje. Cˇe so izdaje pogoste, je razlika med eno in drugo izredno
majhna, kar zmanjˇsa tveganja in olajˇsa vrnitev v prejˇsnje stanje v primeru
kakrsˇnihkoli tezˇav. Vse to prinasˇa tudi hitrejˇse povratne informacije, ki so
zelo pomembne.
Poznamo tri vrste meril, ki klasificirajo povratne informacije kot izredno pomem-
ben del razvoja: vsaka sprememba naj sprozˇi proces pridobivanja povratnih in-
formacij, pridobivanje povratnih informacij mora biti kar se da hitro in ekipa, ki
skrbi za dostavo, mora dobiti te povratne informacije ter se nanje tudi odzvati.
Vsaka sprememba naj sprozˇi proces pridobivanja povratnih informacij.
Vsakicˇ, ko pride do spremembe v izvorni kodi, je pomembno, da se sprozˇi pro-
ces gradnje (build process) in testiranja. Da imamo lahko vse to pod nadzorom,
morata biti omenjena postopka avtomatizirana. Praksi gradnje in testiranja pro-
gramske opreme ob vsaki spremembi izvorne kode pravimo sprotna integracija.
Poleg sprememb v izvorni kodi, so pomembne so tudi spremembe v konfigura-
ciji okolij, v okolju samem ter v podatkih; vsaka od teh sprememb mora prav tako
sprozˇiti omenjen avtomatiziran proces. Postopek pridobivanja informacij vkljucˇuje
testiranje vsake spremembe s pomocˇjo avtomatiziranega postopka, ki gre toliko v
podrobnosti kolikor le mogocˇe. Glede na sistem, ki je v uporabi, se nacˇini testiranja
seveda razlikujejo, a vsi morajo vkljucˇevati vsaj prevajanje izvorne kode, izvedbo
testov enot (unit tests), preverjanje izpolnjevanja kriterijev kakovosti, izvedbo ne-
funkcijskih in funkcijskih testov sprejemljivosti, izvedbo raziskovalnega testiranja
ter predstavitev aplikacije strankam in izbranim uporabnikom.
Pridobivanje povratnih informacij mora biti kar se da hitro. Hitro prido-
bivanje povratnih informacij je pogojeno predvsem z avtomatizacijo. Takoj, ko je
le en postopek potrebno izvrsˇiti rocˇno, se proces podaljˇsa, saj je potrebno pocˇakati,
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da oseba, odgovorna za to delo, opravi nalogo. To vzame vecˇ cˇasa, mozˇnost na-
pak se povecˇa in ni mogocˇe natancˇno preveriti, cˇe so bili vsi koraki, pomembni za
nalogo, pravilno izvedeni.
Ekipa, ki skrbi za dostavo, mora dobiti povratne informacije (feedback)
in se nanje tudi odzvati. Pomembno je, da so vsi, ki so vpleteni v dostavo
programske opreme – razvijalci, testerji, skrbniki podatkovnih baz, itd. - ves
cˇas vkljucˇeni v proces pridobivanja povratnih informacij. Brez pomena je, cˇe se
nanje ne odzovejo, vse to pa zahteva visoko disciplino in dobro nacˇrtovanje. Vsaki
informaciji mora biti dolocˇena tudi prioriteta, ki jo je potem potrebno dosledno
uposˇtevati.
Glavna prednost pristopa, ki je osrednja tema diplomske naloge, je dosecˇi proces
izdaje, ki je ponovljiv, zanesljiv ter predvidljiv. Posledicˇno prinese krajˇse cˇase
ciklov in omogocˇa hitro implementacijo novih funkcionalnosti ter popravkov, ki so
potem takoj na voljo uporabnikom. Hkrati s tem pridobimo sˇe:
• mocˇnejˇse, bolj samozavestne in povezane razvojne ekipe,
• odpravo stresnih situacij,
• fleksibilnost pri postavitvi v novo okolje, kjerkoli in kadarkoli, ter
• izpopolnjevanje do popolnosti pri uporabi postopka v praksi.
2.4 Nacˇela pri dostavi programske opreme
Ponovljiv in zanesljiv postopek izdaje programske opreme je prvo nacˇelo in ga je
mogocˇe dosecˇi s tem, da avtomatiziramo, kar se le da, in da hranimo vse, kar po-
trebujemo za gradnjo, postavitev, testiranje in izdajo aplikacije v nadzoru razlicˇic
(version control). Postopek postavitve programske opreme vkljucˇuje tri korake:
oskrbovanje in upravljanje okolja, v katerem bo tekla aplikacija (konfiguracija
strojne opreme, sama programska oprema, infrastruktura in zunanje storitve), na-
mestitev pravilne verzije aplikacije v to okolje ter konfiguracija same aplikacije,
vkljucˇno z vsemi podatki in stanji, ki jih potrebuje.
Naslednje nacˇelo, avtomatizacija vsega, je pojem, ki se morda sliˇsi nemogocˇ
za izvedbo v praksi, a je v resnici seznam postopkov, ki ne morejo biti avtoma-
10
POGLAVJE 2. DOSTAVA PROGRAMSKE OPREME IN SPROTNA
INTEGRACIJA
tizirani, precej manjˇsi, kot mislijo mnogi. V splosˇnem mora biti proces dostave
programske opreme avtomatiziran vse do tocˇke, ko so potrebna le sˇe specificˇna
cˇlovesˇka navodila oziroma sprejetje neke odlocˇitve. V interesu vseh sodelujocˇih na
projektu bi moralo biti, da se avtomatizira, kar je le mozˇno. Najbolj pogost razlog
proti je, da se vzpostavitev tega procesa zdi kar nekako zastrasˇujocˇe opravilo. A
avtomatizacija je predpogoj za uveljavitev cevovodnega procesa postavitve, saj se
le tako lahko zagotovi, da bo rezultat na koncu tisto, kar res zˇelimo.
Tretje nacˇelo pravi - vse, kar potrebujemo za gradnjo, postavitev, testiranje in
izdajo aplikacije, bi moralo biti hranjeno v eni izmed oblik nadzora razlicˇic. To
vkljucˇuje vse potrebne dokumente, skripte, izvorno kodo, konfiguracijske datoteke,
dokumentacijo, knjizˇnice, itd. Potrebno je, na primer, zagotoviti novemu cˇlanu
ekipe, da na svoji delovni postaji naredi kopijo verzioniranega repozitorija ter
pozˇene en sam ukaz, ki mu omogocˇi gradnjo in postavitev aplikacije v katerokoli
okolje, vkljucˇno s svojim razvojnim. Integracija je vecˇkrat precej zahteven proces,
kar najlazˇje resˇimo tako, da integriramo bolj pogosto. Podobno je s testiranjem –
cˇe se problem pojavi tik pred izdajo, ga ne prelozˇimo na kasneje, temvecˇ testiramo
pogosteje zˇe vse od zacˇetka razvoja. Vse to velja za vse faze od razvoja do koncˇne
izdaje programske opreme. Postopno delo na omenjenem pristopu lahko prinese
ogromne koristi.
Naslednje nacˇelo govori o tem, kako je zgodnje odkrivanje napak izredno po-
membno, predvsem pa stane manj, ker se jih lahko odpravi sˇe preden dejansko
pridejo do uporabnika. Pri odpravi napak je potrebno uposˇtevati prioriteto, saj le
tako te ne gredo v pozabo zaradi zasedenosti razvijalcev z drugimi nalogami.
Pri koncu razvoja nove funkcionalnosti vecˇkrat recˇemo, da je le-ta koncˇana,
a v resnici je nova funkcionalnost zares dokoncˇana, ko prinasˇa neko uporabno
vrednost uporabnikom. Pravimo pa tudi, da koncˇano lahko pomeni zˇe izdano v
produkcijskem okolju. V splosˇnem, uporaba ocen za dolocˇitev cˇasa, potrebnega za
dokoncˇanje neke naloge, lahko vodi do obtozˇevanj in kazanja s prstom, ko se izkazˇe,
da ta ni bila najbolj tocˇna. Nacˇelo ima zanimivo posledico – da je nekaj koncˇano,
ni v mocˇi le ene osebe, temvecˇ celotne ekipe, ki skrbi za dostavo programske
opreme. Zato je toliko bolj pomembno, da vsi cˇlani medsebojno sodelujejo zˇe
vse od zacˇetka razvoja. Navsezadnje ekipa uspe ali ne le kot ekipa in ne kot
posameznik. Ko gre nekaj narobe, se vecˇkrat zgodi, da cˇlani ekipe porabijo vecˇ cˇasa
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za iskanje krivca, kot za dejansko odpravo napake. Potrebno je torej vzpodbujati
boljˇse in kakovostnejˇse sodelovanje med vsemi vpletenimi v dostavo programske
opreme z namenom izdajanja dragocenejˇsega programja uporabnikom hitreje in
bolj zanesljivo.
2.5 Konfiguracija programske opreme
Pojavlja se mit ([1]), ki pravi, da spreminjanje konfiguracije predstavlja manjˇse
tveganje kot spreminjanje izvorne kode. V resnici pa je v primeru omogocˇenega
dostopa do obeh enako lahko ustaviti sistem s spreminjanjem enega ali drugega.
Pri spreminjanju izvorne kode smo nekoliko zasˇcˇiteni pred samim sabo, cˇe ne
drugacˇe, s pomocˇjo prevajalnika ali pa avtomatskih testov. Po drugi strani pa je
vecˇina informacij o konfiguraciji podana v prosti obliki in netestirana, kar lahko z
dolocˇeno napacˇno spremembo predstavi problem sˇele v fazi, ko aplikacija zˇe tecˇe.
Uporaba konfiguracije sama po sebi ni nevarna, a poskrbeti je treba, da se z njo
upravlja previdno in konsistentno.
Konfiguriranje aplikacije je najbolje izvesti med samim postopkom postavitve.
Na primer, cˇe je konfiguracija za cˇas delovanja aplikacije shranjena v podatkovni
bazi, je pomembno poskrbeti, da se podatki za povezavo z bazo podajo zˇe ob
cˇasu postavitve, da je potem vse potrebno na voljo takoj, ko se aplikacija zazˇene.
Ne glede na nacˇin, ki ga izberemo, je dobro uposˇtevati, da se za konfiguriranje
aplikacije oziroma okolja, v katerem zˇivi, skozi celoten proces ves cˇas uporablja
isti mehanizem. Vedno to ni mogocˇe, a takrat ko je, to pomeni, da spremembo
parametrov konfiguracije lahko uredimo na enem mestu.
2.6 Sprotna integracija
Uporaba sprotne integracije v praksi se za dobro delovanje zanasˇa na dolocˇene
predpogoje, ki morajo biti izpolnjeni.
• Nadzor razlicˇic. Pri vsakem projektu, pa naj bo sˇe tako majhen, je po-
membna uporaba sistema za nadzor razlicˇic, in vse, kar je kasneje del tega
projekta, mora biti hranjeno tam (od izvorne kode, testov, do skript v zvezi
s podatkovnimi bazami, skript za gradnjo in postavitev, ...).
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• Avtomatiziran proces gradnje. Ne glede na mehanizem, ki se za to uporablja,
mora biti vsakemu cˇlanu ekipe ali zgolj racˇunalniku omogocˇeno, da izvede
gradnjo, teste in postopek postavitve v neki avtomatizirani obliki preko uka-
zne vrstice. Kljub temu, da razna razvojna orodja omogocˇajo poganjanje
taksˇnih in drugacˇnih postopkov direktno iz orodja samega, je pomembno,
da je za zacˇetek vsako tako skripto mozˇno uspesˇno zagnati iz ukazne vrstice,
sˇele kasneje z uporabo dodatne programske opreme.
• Strinjanje ekipe. Celoten proces ne bo dobro deloval, cˇe hkrati nimamo
podpore in zaupanja razvojne ekipe, ki mora vpeljavo dolocˇenega postopka
podpirati in pri tem uposˇtevati pomembnost maksimalne discipline, ki ob-
sega, na primer, vecˇkratno posˇiljanje cˇim manjˇsih sprememb v sistem za
nadzor razlicˇic ter razumevanje prioritet pri delu v primeru, da neka spre-
memba ustavi delovanje aplikacije, ko je najbolj pomembno to tezˇavo takoj
odpraviti.
2.7 Predpogoji za uporabo
Sprotna integracija ne bo sama po sebi izboljˇsala trenutnega procesa gradnje na
projektu. Da bo postopek kar se da ucˇinkovit, je dobro zˇe pred samim zacˇetkom
poskrbeti, da bodo dolocˇene prakse razumljive in posledicˇno redno uposˇtevane.
• Sprotno posˇiljanje sprememb v sistem za nadzor razlicˇic. Vsaj enkrat na dan,
sˇe bolje pa vecˇkrat. Spremembe so tako razdeljene na manjˇse enote, ki jih
je lazˇje razumeti in manj verjetno je, da bi povzrocˇile nedelovanje aplikacije,
po drugi strani pa je, cˇe se to kljub vsemu zgodi, veliko lazˇje napako najti
in jo odpraviti. Na ta nacˇin se bolj verjetno izognemo tudi konfliktom z
izvorno kodo ostalih razvijalcev, hkrati pa je v primeru kaksˇnih nezazˇelenih
tezˇav, kot je nenameren izbris samih datotek ali le sprememb znotraj njih,
izguba zˇe opravljenega dela manjˇsa.
• Zbirka celovitih avtomatskih testov. Tudi brez testov je mozˇno uspesˇno po-
navljati postopek sprotne integracije, a dobrodosˇlo je, da z njihovo pomocˇjo
povecˇamo zaupanje v to, da nasˇa aplikacije dejansko deluje, kot mora. Naj-
bolj pomembni testi, ki jih je dobro poganjati ob vsakem postopku sprotne
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integracije, so testi enot, testi komponent ter testi sprejemljivosti (accep-
tance tests). Testi enot so namenjeni testiranju obnasˇanja posameznih enot
aplikacije v popolni izolaciji od preostalih in se lahko uporabljajo tudi brez
dejanskega delovanja celotne aplikacije. Namenjeni so testiranju obnasˇanja
brez uporabe podatkovne baze, datotecˇnega sistema ali omrezˇja, in izre-
dno pomembno je, da so hitri. Testi komponent so posvecˇeni testiranju
obnasˇanja vecˇih komponent in obicˇajno za poganjanje ne potrebujejo apli-
kacije v delovanju. Za razliko od testov enot, lahko uporabijo podatkovno
bazo, datotecˇni ali kak drug sistem, in se obicˇajno izvajajo dlje. Testi spre-
jemljivosti pa so namenjeni testiranju funkcionalnih in nefunkcionalnih kri-
terijev sprejemljivosti, in se obicˇajno uporabljajo med delovanjem aplikacije,
v okolju, ki je primerljivo produkcijskemu, trajajo pa najdlje.
• Kratek postopek gradnje in testiranja. V primeru (pre)dolgih procesov nihcˇe
vecˇ ne bo uposˇteval dogovorov glede gradnje, testiranja in ostalih korakov
sprotne integracije, celotna procedura pa bo postala neuporabna, saj cˇasa
za cˇakanje na izvedbo le-teh enostavno ni. Omenjeni postopki ne bi smeli
vzeti vecˇ kot pet minut; idealen cˇas je sicer okoli devetdeset sekund, kar z
danasˇnjimi orodji ne bi smelo predstavljati prevelikih tezˇav.
2.8 Integracijski strezˇnik Jenkins
Jenkins je strezˇnik, ki se uporablja za sprotno integracijo, in omogocˇa avtomatsko
nadzorovanje izvorne kode v repozitorijih, gradnjo programske opreme in izva-
janje testov ([12]). Sama namestitev in zˇe vkljucˇena podpora za uporabo grucˇ
omogocˇata preprost zacˇetek pri izboljˇsevanju kakovosti programske opreme ali pa
le dodajanje nadzora za avtomatizacijo dnevnih nalog. Vkljucˇuje obsezˇno knjizˇnico
z vecˇ kot 300 vticˇniki, ki se lahko uporabljajo za gradnjo, testiranje, belezˇenje, ana-
lizo in sˇe veliko drugih nalog, ki so pomembne za dostavo kakovostne programske
opreme. Integracijski strezˇnik Jenkins je odprtokodno orodje za sprotno integra-
cijo, napisano v programskem jeziku Java.
Ponuja storitve sprotne integracije za razvoj programske opreme in je strezˇniˇsko
osnovan sistem, ki tecˇe na strezˇniku, kot je na primer Apache Tomcat, ter deluje
po nacˇelu zahteva-odgovor. Podpira tudi orodja za upravljanje konfiguracije pro-
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Slika 2.1: Logotip integracijskega strezˇnika Jenkins.
gramske opreme, npr. AccuRev, CVS, Subversion, Git, Mercurial, in sˇe mnoga
druga, ter zna poganjati projekte, osnovane na tehnologijah Apache Ant in Apa-
che Maven, prav tako dobro kot skripte, namenjene izvrsˇevanju v ukaznih lupi-
nah, ali pa ”Windows batch”ukaze. Gradnje so lahko zagnane na razlicˇne nacˇine,
vkljucˇno z avtomatskimi sprozˇilci, ki nadzorujejo spremembe v dolocˇenem repozi-
toriju nekega sistema za nadzor razlicˇic preko periodicˇnih opravilnih mehanizmov,
na osnovi drugih uspesˇno zakljucˇenih nalog ali ob zahtevku za dolocˇen internetni
naslov za gradnjo.
2.9 Uporaba sprotne integracije v praksi
Bistvene prakse, ki jih je potrebno/dobro uposˇtevati:
• Prepovedano posˇiljanje sprememb v nadzor razlicˇic v primeru nedelovanja
aplikacije. Prioritetna naloga v takem primeru je najprej odpraviti tezˇavo,
ki je povzrocˇila nedelovanje aplikacije. S posˇiljanjem dodatnih sprememb v
nadzor razlicˇic se iskanje tezˇave le otezˇi in posledicˇno traja dlje, da se le-
ta odpravi. Z uposˇtevanjem pravila si olajˇsamo razvoj in posledicˇno s tem
poskrbimo, da je proces gradnje cˇimvecˇkrat uspesˇno izveden, aplikacija pa
ves cˇas v stanju delovanja.
• Pred posˇiljanjem sprememb v nadzor razlicˇic naj se vsi testi pozˇenejo lokalno
ali s pomocˇjo integracijskega strezˇnika. Gre pravzaprav za nekaksˇen test ra-
cionalnosti nasˇih misli, ki hkrati poskrbi, da tisto, kar verjamemo, da deluje,
resnicˇno deluje. Ni namrecˇ vedno nujno, da tezˇave povzrocˇijo le spremembe
enega cˇlana ekipe, lahko pride do tezˇav pri kombinaciji sprememb z vecˇih
strani, in s tem se le zavarujemo, da odkrijemo pomanjkljivosti, sˇe preden
stecˇe proces intregacije.
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• Pred nadaljevanjem preverimo stanje izvedenih testov. Vsak posameznik je
po posˇiljanju sprememb v nadzor razlicˇic odgovoren za rezultat, ki ga kasneje
vrne proces gradnje. V primeru, da se proces ne izvede, kot je pricˇakovano,
mora odgovorna oseba poskrbeti, da se stanje ponovno normalizira. Sˇele
potem je smiselno nadaljevati s preostalimi nalogami.
• Procesa gradnje, ki ni uspel, nikoli ne pustimo v takem stanju. Treba se je
zavedati dejstva, da tako dejanje lahko povzrocˇi precejˇsnje tezˇave preostalim
cˇlanom ekipe, sˇe posebej, cˇe to pomeni, da se mora naslednji dan s tem spo-
pasti nekdo, ki za to sploh ni odgovoren. Boljˇsi nacˇin je morda ta, da si pred
zadnjim dnevnim posˇiljanjem sprememb v nadzor razlicˇic vzamemo dovolj
cˇasa, kar pomeni, da omenjene situacije lahko resˇimo sˇe v okviru normalne
ure za odhod domov, v nasprotnem primeru pa raje vse to prihranimo za
naslednji delovni dan.
• Vrnitev na prejˇsnjo verzijo mora biti vedno omogocˇena. Pricˇakovati, da bo
vsaj enkrat dolocˇen cˇlan ekipe odgovoren za neuspesˇno izveden proces gra-
dnje, je povsem realno. V primeru bolj zahtevnih projektov se take stvari
vecˇkrat dogajajo tudi dnevno, cˇeprav jih z marsikaterim pristopom lahko
uspesˇno preprecˇimo. Vcˇasih pa se vendarle zgodi, da je tezˇava pri dolocˇeni
spremembi vecˇja, kot je bilo sprva pricˇakovati. V takem primeru je naj-
bolje vrniti aplikacijo v prejˇsnje stanje (rollback) in se podrobno posvetiti
spremembi, ki je povzrocˇila tezˇave. S tem preostalim cˇlanom omogocˇimo ne-
moteno nadaljnje delo, sami pa v miru raziˇscˇemo okoliˇscˇine, ki so pripeljale
do nastale situacije.
• Cˇas, dovoljen za resˇevanje tezˇav pred vrnitvijo na prejˇsnjo verzijo aplikacije.
Obicˇajno govorimo o priblizˇno desetih minutah, in cˇe v tem cˇasu tezˇava ni
odpravljena, je dobro poskrbeti za delujocˇe stanje z vrnitvijo na prejˇsnjo
verzijo.
• Neuspelih testov ne ignoriramo. Najbolj pomembno je ugotoviti, kaj je sˇlo
narobe, nato poskusiti z odpravo tezˇave, sˇele po tem lahko dolocˇene teste
izlocˇimo iz postopka, vendar samo v primeru, da ugotovimo, da test ne
ustreza vecˇ zahtevani funkcionalnosti.
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• Razvoj, ki temelji na testih. Hitre povratne informacije so mozˇne le z dobro
pokritostjo avtomatskih testov, kar je najpomembnejˇsi izid sprotne integra-
cije. To v praksi pomeni, da se za dolocˇeno funkcionalnost najprej ustvari
test, ki prikazuje zˇeleno delovanje kode, sˇele nato se zacˇne z dejanskim ra-
zvojem funkcionalnosti.
• Uporaba ekstremnega programiranja. Ekstremno programiranje (extreme
programming, [14]) je v kombinaciji s sprotno integracijo zelo ucˇinkovito.
Gre za metodologijo razvoja programske opreme, katere namen je izboljˇsanje
kakovosti in odzivnosti na spremembe zahtev stranke. Zagovarja pogoste iz-
daje programske opreme v kratkih razvojnih ciklih.
2.10 Porazdeljeni sistemi za nadzor razlicˇic
Narasˇcˇanje porazdeljenih sistemov za nadzor razlicˇic (distributed version control
systems, DVCS) spreminja nacˇin sodelovanja med ekipami. Njihova glavna znacˇilnost
je ta, da vsak repozitorij vsebuje celotno zgodovino projekta, kljub temu pa ponu-
jajo sˇe dodatno funkcionalnost, ki jih razlikuje od preostalih sistemov, in sicer, da
gredo v primeru sprememb te najprej na lokalni repozitorij, preden jih je mozˇno
poslati na ostale. Prav tako pridejo vse posodobitve najprej iz ostalih repozitorijev
na lokalnega, sˇele nato se posodobi tudi lokalna delovna kopija. Potrebno je izpo-
staviti, da je mozˇna uporaba obicˇajnega modela v nadzoru razlicˇic, in prav tako
uspesˇno vpeljati sprotno integracijo z uporabo enega izmed porazdeljenih sistemov
za nadzor razlicˇic (Git, Mercurial, . . . ). Eno izmed vej na repozitoriju poimenu-
jemo ”master”, strezˇnik za sprotno integracijo pa sprozˇi dolocˇen postopek vsakicˇ,
ko zazna spremembo na omenjeni veji. V splosˇnem v svetu racˇunalniˇskega progra-
miranja, porazdeljen nadzor revizij, poznan tudi pod imenom porazdeljen nadzor
razlicˇic ali decentraliziran nadzor razlicˇic, omogocˇa veliko razvijalcem programske
opreme delo na danem projektu, ne da bi si za to morali deliti skupno omrezˇje. V
diplomski nalogi smo za te namene uporabili Git ([2]).
Poglavje 3
Cevovodni proces postavitve in
dokoncˇna izdaja aplikacije
3.1 Splosˇno
Vsaka sprememba aplikacije gre na poti do dejanske izdaje skozi zapleten pro-
ces, ki mu pravimo cevovodni proces postavitve (deployment pipeline). Ta proces
vkljucˇuje gradnjo programske opreme z vsemi podprocesi gradenj od testiranja
do postavitve. Cevovodni proces postavitve omenjeni postopek modelira, sam pa
je del tako sprotne integracije, kot tudi orodja za upravljanje izdaj, kar omogocˇa
spremljanje ter nadzor pri napredku ob vsaki spremembi, ko gre le-ta od nadzora
razlicˇic preko mnozˇice testov in postavitev do izdaje in posledicˇno rok uporabnikov.
Za dosego zavidljivega stanja s pomocˇjo cevovodnega procesa postavitve, je
potrebno avtomatizirati zbirke testov, ki presojajo, cˇe je kandidat za izdajo za
to tudi primeren. Prav tako je pomembna avtomatizacija procesa postavitve v
testno, pred-produkcijsko in produkcijsko okolje, saj si s tem prihranimo rocˇno
ponavljanje tezˇkih korakov, ki so vecˇkrat izpostavljeni cˇlovesˇkim napakam.
3.2 Uporaba v praksi
Cevovodni proces postavitve je pravzaprav avtomatiziran proces dostave program-
ske opreme. Da bi cˇim bolj izkoristili prednosti, ki jih uporaba tega procesa
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prinasˇa, je dobro uposˇtevati naslednje prakse:
Binarne datoteke naj gredo cˇez proces gradnje le enkrat. Prevajanje kode se
zgodi vecˇkrat v razlicˇnih kontekstih: med procesom posˇiljanja sprememb v nadzor
razlicˇic, med testiranjem sprejemljivosti, med testiranjem zmogljivosti ter med
vsakim procesom postavitve. Binarne datoteke, ki gredo v procesu postavitve
na produkcijsko okolje, morajo biti popolnoma enake kot tiste, ki so prestale teste
sprejemljivosti. Cˇe jih vedno znova na novo kreiramo, tvegamo, da s tem pridobimo
sˇe kako spremembo, ki je v tej fazi nismo zˇeleli. Le tiste datoteke, ki so prestale
teste sprejemljivosti, so pripravljene na izdajo, do takrat pa so hranjene nekje na
datotecˇnem sistemu, od koder jih v zadnji fazi procesa brez tezˇav pridobimo in
uporabimo.
Proces postavitve naj bo enak za vsa okolja. Izredno pomembno je, da upora-
bljamo enak postopek za postavitev programske opreme na katerokoli okolje, saj
smo le tako lahko prepricˇani, da bo vse ucˇinkovito delovalo tudi med zadnjim,
najpomembnejˇsim korakom - postavitvijo v produkcijsko okolje. Vse to je odvisno
tudi od tega, da so nastavitve, ki so razlicˇne za vsako posamezno okolje, hranjene
locˇeno, pridobljene pa v trenutku, ko so potrebne glede na okolje, s katerim de-
lamo. Uporaba skupnega postopka pomeni, da v trenutku pred izdajo vemo, da
je bil ta preizkusˇen nesˇtetokrat, in da je posledicˇno tveganje pri izdaji programske
opreme veliko manjˇse.
Hitri test takoj po uspesˇni postavitvi. Najbolje kar preko avtomatske skripte,
ki naredi hitri test in s tem preveri, da je proces postavitve uspel ter da aplikacija
tecˇe, hkrati pa preveri tudi, da so na voljo vse storitve, ki jih aplikacija potrebuje
za delovanje.
Postavitev v okolje, ki je identicˇno produkcijskemu. Najvecˇja napaka pred iz-
dajo je, da se produkcijsko okolje bistveno razlikuje od testnega in razvojnega.
Celoten postopek bi moral vseskozi tecˇi v okoljih, ki vsebujejo cˇim manj razlik
v primerjavi s produkcijskim, najbolj idealno pa kar na kopijah produkcijskega
okolja, cˇe je to mogocˇe. Predvsem je pomembno, da ni razlik v infrastrukturi (to-
pologija omrezˇja, konfiguracija pozˇarnega zidu, ...) in v konfiguraciji operacijskega
sistema.
Vsaka sprememba mora takoj sprozˇiti postopek cevovodne postavitve. To po-
meni, da sistem za sprotno integracijo ob vsakem uspesˇno izvedenem postopku
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cevovodne postavitve znova preveri, cˇe je priˇslo do sprememb v repozitoriju, ki je
za ta konkreten primer pomemben. Cˇe je odgovor da, se postopek z vkljucˇenimi
najnovejˇsimi spremembami, ponovi. Vse to je pomembno za tiste faze, ki so po-
polnoma avtomatizirane.
Cˇe katerakoli faza v cevovodnem procesu postavitve ne uspe, mora biti nadaljnje
izvajanje na cˇakanju. V primeru, da postavitev v neko okolje ne uspe, je za to
odgovorna celotna ekipa, ki mora takoj prekiniti z delom in se najprej posvetiti
odpravljanju nastale tezˇave, da postopek lahko ponovno neovirano stecˇe.
3.3 Implementacija
Kot je omenjeno v [1], je za implementacijo cevovodnega procesa postavitve dobro
uporabiti inkrementalni pristop. Opisani koraki so osnova za uvedbo procesa od
samega zacˇetka do popolnega cevovoda.
Modeliranje toka vrednosti in kreiranje delujocˇega ogrodja. Potrebno je poznati
korake, ki pripeljejo od osnutka do izdaje aplikacije in njihove pretecˇene cˇase ter
cˇase dodane vrednosti. Za zacˇetek je dovolj uposˇtevati najpomembnejˇse faze: fazo
prenosa sprememb v nadzor razlicˇic pred postopkom gradnje, izvedbo osnovnih
meritev in testov enot, fazo izvajanja testov sprejemljivosti in fazo postavitve apli-
kacije v okolje, ki je identicˇno produkcijskemu za namen prikaza osnovnih idej.
Ko je diagram toka vrednosti dokoncˇan, lahko nadaljujemo z modeliranjem pro-
cesa v orodjih za sprotno integracijo in upravljanje izdaj. Katerakoli faza, ki bo
v prejˇsnjih korakih ustvarjeno binarno datoteko skusˇala postaviti v okolje, ki je
identicˇno produkcijskemu, za namen rocˇnega testiranja ali izdaje, zahteva rocˇni
zagon, in za postavitev uporabi izbrano verzijo. Naslednji korak je kreiranje de-
lujocˇega ogrodja, kar vkljucˇuje najmanjˇsi mozˇen napor, ki pripelje vse kljucˇne
elemente na pravo mesto. V primeru popolnoma novega projekta je vse te korake
dobro izpeljati sˇe preden se zacˇne z razvojem (iteracija nicˇ), cˇe za razvoj uporabimo
iterativen postopek.
Avtomatizacija gradnje in procesa postavitve. Proces gradnje vzame kot vhod
izvorno kodo in kot izhod vrne binarne datoteke, izvesti pa se mora vsakicˇ, ko je
zaznana sprememba v nadzoru razlicˇic. Ko le-ta uspesˇno stecˇe in je v delujocˇem
stanju, je potrebno avtomatizirati sˇe proces postavitve aplikacije v izbrano oko-
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lje. Potrebujemo okolje, ki bo cˇimbolj podobno produkcijskemu, recˇemo mu pred-
produkcijsko okolje, in bo prav tako vzpostavljeno ter vzdrzˇevano z avtomatizira-
nim procesom. Ko so vse zahteve izpolnjene, definiramo proces postavitve, ki mora
biti kar se da zanesljiv, saj je njegova uspesˇna izvedba predpogoj za avtomatizacijo
testov sprejemljivosti.
Avtomatizacija testov enot in analiziranja kode. Za izvedbo testov enot ne
potrebujemo posebno zapletene vzpostavitve, saj sami testi za izvajanje ne potre-
bujejo aplikacije, ki tecˇe, in so prav zaradi tega tudi izredno hitri. Priporocˇeno je,
da po izvedbi vseh teh testov uporabimo orodje za analizo aplikacije in tako pri-
dobimo uporabne informacije v zvezi s pravilnostjo formata kodiranja, pokritostjo
kode s testi, sklopljenostjo, itd.
Avtomatizacija testov sprejemljivosti. Teste sprejemljivosti razdelimo na funk-
cionalne in nefunkcionalne. Zˇe v prvo razvojno fazo je pomembno uvesti nefunk-
cijsko testiranje, cˇe ne zaradi drugega, vsaj zaradi zmogljivosti, saj le tako vemo,
cˇe je nefunkcionalnim zahtevam ves cˇas zadosˇcˇeno. Uporaba testov sprejemljivosti
ves cˇas razvoja lahko pomembno vpliva na zgodnje odkrivanje tezˇko ponovljivih
tezˇav in omogocˇa, da jih sˇe pravocˇasno obvladamo.
Avtomatizacija izdaje. Zadnja faza je avtomatizacija izdaje, ki zakljucˇi proces.
Cevovodni proces postavitve je proces, ki ves cˇas zˇivi. Sprotno delo na izboljˇsanju
procesa izdaje ter dostave vkljucˇuje vzdrzˇevanje cevovodnega procesa postavitve
ter skrb za to, da je ves cˇas v delujocˇem stanju.
3.4 Strategija izdaje
Za vsako strategijo izdaje, sˇe posebno za izdajo prve verzije ob zacˇetku projekta,
je dobro, da vsebuje naslednje:
• ekipo, odgovorno za postavitve v razlicˇna okolja in prav tako za izdaje,
• strategijo za upravljanje s sredstvi in konfiguracijo,
• opis tehnologije, ki bo v uporabi za postavitev,
• nacˇrt, kako implementirati cevovodni proces postavitve,
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• razlicˇna okolja, namenjena za testiranje sprejemljivosti, zmogljivosti, inte-
gracije in uporabniˇske sprejemljivosti, ter postopek, s katerim bodo binarne
datoteke kot rezultat gradnje, postavljene v eno od teh okolij,
• opis postopkov za postavitev v testno in produkcijsko okolje,
• vse potrebno za nadzorovanje delovanja aplikacije,
• razpravo o cˇasovnih zahtevnostih za postavitev in izdajo aplikacije ter kako
bo to povezano z avtomatizacijo procesa postavitve,
• opis integracije s katerokoli zunanjo storitvijo,
• podrobnosti o belezˇenju sprememb v stanju aplikacije,
• nacˇrt za obnovo po katastrofi,
• sporazum na ravni storitev programske opreme glede tehnik, ki bodo po-
trebne,
• obseg produkcijskega okolja in nacˇrt glede izpolnjevanja zahtev o zmogljivo-
sti,
• strategijo arhiviranja, da bodo produkcijski podatki, ki niso vecˇ v uporabi,
na voljo za kasnejˇsi pregled ali namene vzdrzˇevanja,
• postopek postavitve v produkcijsko okolje,
• nacˇrt za izvedbo hitrih in nujnih (kriticˇnih) popravkov v produkcijskem oko-
lju,
• nacˇrt za izvedbo nadgradenj v produkcijskem okolju ter nacˇrt za migracijo
podatkov, ter
• nacˇrt za vzdrzˇevanje aplikacije.
Najbolj pomemben del strategije za izdajo je izvedba prve izdaje, ki ponavadi
nosi najvecˇja tveganja, zato potrebuje skrbno izdelan nacˇrt. Ta mora vsebovati:
• opis korakov, ki so potrebni za prvo postavitev aplikacije,
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• nacˇrt za hitri test aplikacije in vseh storitev, ki jih uporablja,
• nacˇrt, kako ravnati v primeru tezˇav in vrniti aplikacijo v prejˇsnje stanje,
• nacˇrt za kreiranje varnostne kopije trenutnega stanja za primer, ko je po-
trebna obnova,
• korake za nadgradnjo aplikacije, brez spreminjanja stanja, v katerem trenu-
tno je,
• korake za ponoven zagon ali ponovno postavitev aplikacije v primeru tezˇav,
• lokacijo, kamor se belezˇijo podatki o delovanju aplikacije, in opis informacij,
ki jih vsebujejo,
• nacˇine nadzorovanja aplikacije,
• korake za izvedbo migracije podatkov, ki so potrebni kot del procesa izdaje,
ter
• nacˇin belezˇenja tezˇav, ki so se pojavile pri prejˇsnjih postopkih postavitve,
in njihove resˇitve.
3.5 Izdaje z nicˇno cˇasovno prekinitvijo
Izdaja z nicˇno cˇasovno prekinitvijo (zero-downtime release) je izdaja, pri kateri
se dejanski postopek zamenjave iz ene verzije na drugo zgodi v trenutku, brez
prekinitev. Prav tako je pomembna hitrost pri obratnem postopku, v primeru, da
gre nekaj narobe. Glavna znacˇilnost takih izdaj je nepovezanost razlicˇnih delov pri
samem procesu izdaje, kar pomeni, da se lahko izvedejo povsem neodvisno eden
od drugega, kolikor je to le mogocˇe.
3.6 Sprotna postavitev
Ob uposˇtevanju fraze ekstremnega programiranja ([14]) – cˇe je le mogocˇe, delaj
to cˇimbolj pogosto – je logicˇna posledica nova postavitev v produkcijsko okolje
ob vsaki spremembi, ki uspesˇno prestane avtomatske teste. Temu procesu recˇemo
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tudi sprotna postavitev, in kljucˇna tocˇka pri tem je prav to, da gre za postavitev v
produkcijsko okolje. Pridemo pa tudi do trenutka, ko novih funkcionalnosti nocˇemo
takoj poslati v produkcijsko okolje. Dober primer so recimo podjetja z omejitvami
glede skladnosti, kjer je pred postavitvijo v produkcijsko okolje potrebna odobritev.
Najbolj pogost razlog proti je, da je tak nacˇin prevecˇ tvegan, a kljub vsemu
vemo, da je manj tvegano prav to, kar ves cˇas uporabljamo v praksi, pa naj bo to
postavitev v testno okolje ali pa produkcijsko – za oba uporabljamo isti postopek,
iste skripte, zato ne v enem ne v drugem primeru ne bi smelo biti nicˇ vecˇ tveganja.
V primeru pa, ko skozi proces izdaje posˇljemo skoraj vsako spremembo, ki se zgodi,
je to le sˇe lazˇje, saj manjˇse spremembe vedno s seboj prinesejo manjˇsa tveganja
in so v primeru tezˇav lazˇje obvladljiva. Celoten proces je nemogocˇe uveljaviti brez
avtomatiziranih postopkov gradnje, postavitve in izdaje, prav tako je pomembno,
da je zbirka avtomatskih testov celovita in zanesljiva. Tudi cˇe nasˇ namen ni sprotna
izdaja vseh sprememb, je pomembno, da postopek tako zastavimo, in ga kot takega
potem uporabimo kadarkoli zˇelimo.
24
POGLAVJE 3. CEVOVODNI PROCES POSTAVITVE IN DOKONCˇNA
IZDAJA APLIKACIJE
Poglavje 4
Od razvoja do priprave na
izdajo
4.1 Odlocˇitev za uporabo postopka sprotne
dostave
Dosledno uposˇtevanje pravil pri uporabi celotnega postopka sprotne dostave od
samega razvoja, sprotne integracije do koncˇne izdaje ni enostavno in vcˇasih v
celoti skorajda nemogocˇe. Projekti se med seboj razlikujejo, prav tako zˇelje strank,
najbolj pa seveda to, kaj si zˇelimo med samim razvojem olajˇsati, koliko je to sploh
potrebno, in kaj sledi po zakljucˇku razvoja. Vprasˇanj je sicer veliko, a z uporabo
vsaj delnega, cˇe zˇe ne celotnega postopka sprotne dostave, si zelo olajˇsamo razvoj,
odprava tezˇav je takojˇsnja, kar pa posledicˇno prinese manj stresa v obdobje, ko je
cˇas za izdajo. Zato smo se za tak pristop odlocˇili tudi mi.
4.2 Zacˇetek razvoja
Ker smo se v podjetju odlocˇili za spremembe v konceptu samega razvoja, je bil
to pravi cˇas tudi za uporabo novega postopka postavitve v produkcijsko okolje.
Socˇasno z zacˇetkom razvoja po prenovljenem principu (razvoj spletne aplikacije),
smo s pomocˇjo [1], kjer Jez Humble in David Farley predstavita povsem drugacˇen
nacˇin razmiˇsljanja v zvezi s sprotnim dostavljanjem programske opreme, zasnovali
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svoj, malce prilagojen proces, ki seveda potrebuje sˇe marsikatero izboljˇsavo, da se
cˇimbolj priblizˇa opisanemu postopku v knjigi.
Pri izbiri sistema za nadzor razlicˇic smo se odlocˇili za Git ([2]), saj gre za brez-
placˇen odprtokoden porazdeljen sistem za nadzor razlicˇic, ki je namenjen hitremu
in ucˇinkovitemu obvladovanju majhnih do zelo obsezˇnih projektov. Je enostaven
za razumevanje in performancˇno izredno zmogljiv, s funkcionalnostmi kot so po-
ceni lokalna vejitev (cheap local branching), prirocˇni nacˇini za hranitev sprememb,
ki sˇe niso primerne za verzioniranje (convenient staging areas), ter vecˇje sˇtevilo
delovnih tokov (multiple workflows). Z vsem tem prekasˇa ostala orodja za upra-
vljanje konfiguracije programske opreme (SCM), kot so npr. Subversion, CVS,
Perforce in ClearCase.
Glavno razvojno vejo smo poimenovali develop. Tu poteka razvoj vse do prve
postavitve v produkcijsko okolje, kasneje pa se orientacija preusmeri na razvoj
novih funkcionalnosti oziroma na vzdrzˇevanje. Za nadzor nad samo kodo, smo
uporabili staticˇni analizator JSHint ([3]), ki je namenjen odkrivanju napak (pred-
vsem v sintaksi) in mozˇnih tezˇav s programskim jezikom Javascript, ter na ta nacˇin
celotno razvojno ekipo prisili v vnaprej dolocˇen format kodiranja. Standarde, ki
jih je potrebno uposˇtevati, ekipa dolocˇi sama s pomocˇjo konfiguracijske datoteke,
pravilnost pa se preveri ob vsakem poskusu posˇiljanja sprememb v nadzor razlicˇic
(dosezˇeno s pomocˇjo dodatnih nastavitev med postavitvijo razvojnega okolja). V
primeru, da pride do napak pri preverjanju formata kodiranja, je posˇiljanje v nad-
zor razlicˇic prekinjeno, in je onemogocˇeno, dokler se omenjene tezˇave rocˇno ne
odpravijo. Ko tezˇave odpravimo, ponovimo korak posˇiljanja sprememb v nadzor
razlicˇic, in cˇe so bile vse napake odpravljene, se operacija zakljucˇi uspesˇno. S tem
si zagotovimo dokaj nemoteno sprotno integracijo med razvojem, saj na ta nacˇin
preprecˇimo tezˇave zaradi osnovnih napak pri kodiranju, ki se, predvsem pri uporabi
skriptnih programskih jezikov, lahko velikokrat pojavijo povsem nenamerno.
4.3 Sprotna integracija
Za ponovljivo izvajanje postopka sprotne integracije smo izbrali integracijski strezˇnik
Jenkins, ki nam je omogocˇal vse, kar smo potrebovali. Prvi korak je nadzorovanje
razvojne veje in integracija sprememb na izbrani razvojni strezˇnik – na ta nacˇin
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Slika 4.1: Testna spletna aplikacija, postavljena na lokalnem strezˇniku.
imamo vedno pregled nad trenutnim stanjem aplikacije, hkrati pa v celoti ves cˇas
uporabljamo vse skripte za gradnjo, ki se v naslednjih fazah uporabijo tudi za
postavitev v pred-produkcijsko in produkcijsko okolje (le s spremenjenimi parame-
tri). Tako vemo, da v naslednjih fazah ne bi smelo prihajati do prevelikih tezˇav,
vsaj ne s strani postopka sprotne integracije in postavitve.
Postavili smo testno spletno aplikacijo, ki je bila na zacˇetku sˇe v prvih fazah
razvoja in je kasneje pridobivala na vsebini ter funkcionalnostih (Slika 4.1). Sledi
vzpostavitev opravila na integracijskem strezˇniku Jenkins, ki bo poskrbelo za spro-
tno integracijo spletne aplikacije v razvoju na izbrani testni strezˇnik. Izbran tip
opravila se imenuje tok gradnje (build flow), ki kljub hierarhicˇnem izvajanju opravil
(v vecˇini primerov gre za dvo-nivojsko hierarhicˇno strukturo), omogocˇa vpogled
v celoten tok dogodkov s pomocˇjo zabelezˇenih sprememb, ki so se zgodile. Prvo
opravilo je namenjeno nadzorovanju razvojne veje v cˇasovnem intervalu desetih
minut (Slika 4.2), ki nato v primeru odkritih sprememb, sprozˇi osnovno opravilo
za integracijo.
Slika 4.3 prikazuje, kako definiramo nadzorovanje razvojne veje v dolocˇenem
repozitoriju, ki preverja stanje na nek dolocˇen cˇasovni interval. V tem primeru
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Slika 4.2: Nastavitve zacˇetnega opravila za sprotno integracijo razvojne veje
na testni strezˇnik.
gre za razvojno vejo poimenovano develop, ki se nahaja v repozitoriju na lokaciji
git@git.test.com:demo/demo-solution.git (zaradi obcˇutljivosti informacij so pravi
podatki prikriti). V naslednjem koraku definiramo sˇe nadaljevanje toka izvajanja,
ki sprozˇi splosˇno opravilo sprotne integracije, ter elektronski naslov, kamor se posˇlje
opozorilo v primeru, da gre pri izvajanju opravila karkoli narobe (Slika 4.4).
Splosˇno opravilo za sprotno integracijo (Slika 4.5) in postavitev predefini-
rane veje podanega repozitorija na izbrani strezˇnik za svoje delovanje potrebuje
dolocˇene vhodne parametre: ime repozitorija (repo name – obvezen parameter),
ime veje v izbranem repozitoriju (branch - obvezen parameter), nastavitev opcije,
ki skrbi za to, da se ob izvajanju skript za gradnjo sprozˇi tudi stiskanje datotek, ki
so pomembne za postavitev na izbrani strezˇnik (compress – privzeta vrednost je
ne), ter kljucˇ, preko katerega ugotovimo, kaksˇna je ciljna destinacija v primeru po-
stavitve na nek strezˇnik (target – opcijski parameter). Primer nastavitve vhodnih
parametrov je viden na Sliki 4.6.
Ker je glavni del splosˇnega opravila izvrsˇitev integracijske skripte za gradnjo,
je potrebno definirati repozitorij, v katerem se nahajajo (Slika 4.7), v zadnjem
koraku pa dejansko izvesti klic skripte za gradnjo z ustreznimi parametri. Ker
gre v osnovi za sprotno integracijo razvojne veje na testni strezˇnik, kot parametre
podamo ustrezen repozitorij ter ime razvojne veje, opcijo, ki pove ali potrebujemo
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Slika 4.3: Zacˇetno opravilo za sprotno integracijo razvojne veje na testni
strezˇnik - nastavitve za nadzorovanje repozitorija in razvojne veje ter interval
preverjanja.
Slika 4.4: Zacˇetno opravilo za sprotno integracijo razvojne veje na testni
strezˇnik – nastavitve za nadaljevanje toka izvajanja.
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Slika 4.5: Nastavitve splosˇnega opravila za sprotno integracijo predefinirane
veje na izbrani strezˇnik.
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Slika 4.6: Splosˇno opravilo za sprotno integracijo predefinirane veje na izbrani
strezˇnik – vhodni parametri.
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stiskanje datotek ali ne, ter ciljno destinacijo za postavitev (testni strezˇnik). Do-
datno lahko specificiramo sˇe delovni prostor (workspace), ki je pomemben pri delu
z repozitorijem (predefiniran v nastavitvah integracijskega strezˇnika Jenkins) ter
sˇtevilko gradnje (build number – avtomatsko dodana strezˇniku, zaporedna sˇtevilka
izvajanja opravila), ki nam lahko sluzˇi kot unikaten dodatek pri poimenovanju da-
totek, saj se vsakicˇ inkremenitira in se zato ne more ponoviti (Slika 4.8).
4.4 Skripte za gradnjo
Splosˇno opravilo na integracijskem strezˇniku Jenkins za sprotno integracijo v za-
dnjem koraku zacˇne z izvajanjem integracijske skripte za gradnjo. Skripta inte-
grate.sh (Dodatek A, Slika A.1), ki jo je mogocˇe pognati tudi iz ukazne vrstice, je
kljucˇna v celotnem procesu sprotne integracije in dostave. Skripta najprej prebere
podane vhodne parametre in preveri, cˇe so vrednosti v zˇelenem naboru, oziroma
cˇe so sploh prisotne (kar je pomembno pri obveznih parametrih); cˇe ni napak,
dolocˇimo delovno mapo, ki bo namenjena upravljanju izvorne kode in izvrsˇevanju
vseh pomembnejˇsih operacij. Sˇele po tem pripravimo vso potrebno direktorijsko
strukturo. Ko je koncˇana priprava imen za datoteke, ki jih v nadaljevanju potre-
bujemo, je na vrsti delo z izvorno kodo.
Izvajati se zacˇne skripta checkout.sh (Dodatek A, Slika A.2), ki na zacˇetku
prav tako prebere podane vhodne parametre in preveri njihovo pravilnost. Cˇe se
skripta izvaja prvicˇ, v nadaljevanju skopira repozitorij v delovno mapo, drugacˇe
pa le uporabi prejˇsnje stanje, ki se posodobi. Preusmerimo se na izbrano vejo
(skripta to vrednost dobi kot vhodni parameter), jo posodobimo in pripravimo vse
potrebno za kasnejˇso uporabo.
Sledijo operacije, potrebne pred prevajanjem sredstev, ki jih nasˇa spletna apli-
kacija uporablja (slike, javascript datoteke, itd.). S tem se pripravi vse potrebno
pred klicem skripte za prevajanje, ki na osnovi izvedenih operacij ve kaj mora pre-
vesti. Vse to prinese izjemen prihranek na cˇasu, sˇe posebej v primeru, ko ponovno
prevajanje sploh ni potrebno.
Eden izmed vhodnih parametrov integracijske skripte je tudi opcija, s katero,
cˇe to zˇelimo, sprozˇimo stiskanje datotek, ki so pomembne za postavitev aplikacije
na izbrani strezˇnik. Skripta compress.sh (Dodatek A, Slika A.3) se izvede le v
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Slika 4.7: Splosˇno opravilo za sprotno integracijo predefinirane veje na iz-
brani strezˇnik – nastavitev repozitorija in veje, kjer se nahajajo skripte za
postavitev.
34 POGLAVJE 4. OD RAZVOJA DO PRIPRAVE NA IZDAJO
Slika 4.8: Splosˇno opravilo za sprotno integracijo predefinirane veje na izbrani
strezˇnik – klic integracijske skripte za gradnjo z ustreznimi parametri.
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primeru, ko stiskanje zˇelimo izvesti, potrebuje pa sˇe pot do stisnjene datoteke, v
katero se bo zˇelena vsebina stisnila. Preden nadaljujemo, izvedemo cˇiˇscˇenje vsebine
zacˇasnega direktorija, saj dolgorocˇno hranimo vse datoteke stare do najvecˇ 14 dni,
a minimalno sˇtevilo le-teh mora vedno biti vsaj enako 10, tudi cˇe to pomeni, da
nekatere od njih ne ustrezajo prvemu pogoju. Ko je cˇiˇscˇenje koncˇano, izvedemo
stiskanje datotek, ter jih s tem pripravimo na mozˇnost prenosa na strezˇnik.
Zadnji, najbolj pomemben korak pri postopku sprotne integracije, je sˇe posta-
vitev spletne aplikacije v izbrano okolje. Ker smo v tem trenutku sˇe v fazi razvoja,
potrebujemo podatke o testnem strezˇniku, kamor se bo izvedla postavitev. Skripta
deploy.sh (Dodatek A, Slika A.4) je na podobnem nivoju kot integracijska, saj je
popolnoma uporabna tudi kot samostojna enota (na primer pri postavitvi v pro-
dukcijsko okolje). Podobno tudi ta najprej prebere podane vhodne parametre in
preveri njihovo pravilnost. Sledi priprava podatkov, ki omogocˇajo dostop do po-
ljubne storitve (v nasˇem primeru dostop do testnega strezˇnika) in priprava poti
do ciljne destinacije. Za prenos datotek na testni strezˇnik uporabljamo orodje
rsync ([4]), ki je hiter in izredno vsestranski pripomocˇek, namenjen kopiranju da-
totek. Ko je prenos koncˇan, izvedemo sprostitev delovne mape, kar pomeni, da
je direktorij z izvorno kodo na voljo drugim procesom, in postopek integracije je
koncˇan.
4.5 Zagotavljanje kakovosti
Zˇe med samim razvojem je potrebno konstantno preverjanje kakovosti programske
opreme, ki jo razvijamo. Po principu, opisanem v [1], bi to pomenilo vkljucˇiti razne
avtomatske teste zˇe v sam proces sprotne integracije, a smo v nasˇem primeru ta
del izpustili ter rocˇno izvedbo procesa zagotavljanja kakovosti vkljucˇili na konec
omenjenega postopka, ki se ponovljivo izvaja po uspesˇni postavitvi programske
opreme v testno okolje. Za te potrebe je del ekipe zadolzˇen le za sprotno rocˇno
testiranje aplikacij, ki jih razvijamo. Glavni razlog za to je tip aplikacije, saj
gre za spletne produkte, kjer je nasˇa ekipa zadolzˇena le za razvoj uporabnikom
vidnega dela (front-end), za procese, ki se izvajajo v ozadju, pa skrbi druga ekipa
in za to vodi locˇen proces sprotne integracije. Testi enot, komponent, itd. tako v
tem primeru ne pridejo v posˇtev, je pa zato vecˇji poudarek na rocˇnem preverjanju
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kakovosti, ki nam omogocˇi sprotno in cˇimprejˇsnje odkrivanje napak, ter zagotavlja,
da uporabnikom dostavimo programsko opremo na najviˇsji mozˇni ravni.
Poglavje 5
Izdaja programske opreme
5.1 Priprava na izdajo
Za pripravo na prvo izdajo oziroma postavitev v pred-produkcijsko okolje je po-
navadi dolocˇen datum, do katerega je potrebno poskrbeti, da je to mozˇno izvesti.
Takrat se izvede zdruzˇitev razvojne veje (develop) v glavno (master). Proces se
izvede rocˇno in potrebuje dolocˇeno mero discipline, saj zlahka pride do tezˇav zaradi
nepazljivega izvajanja ali povrsˇnosti. V ozadju na integracijskem strezˇniku Jenkins
tecˇe opravilo, ki ves cˇas nadzoruje glavno vejo, in se izvede, cˇe zazna spremembe.
Po zdruzˇitvi v glavno vejo se opravilo sprozˇi, in ima povsem enake karakteristike
kot opravilo, opisano v poglavju 4.3. Najpomembnejˇsa razlika je, da v tem ko-
raku stisnemo datoteke in si ta skupek nekam shranimo, saj s tem zagotovimo, da
kasneje za postavitev v produkcijsko okolje uporabimo tocˇno to razlicˇico, ki mora
prej uspesˇno prestati proces priprave na izdajo. S Slike 5.1 je razvidno sˇe, da se
spremeni tudi ciljna destinacija postavitve.
5.2 Kandidat za izdajo
Po uspesˇno izvedenem postopku postavitve v pred-produkcijsko okolje, mora apli-
kacija prestati obsezˇno uporabniˇsko testiranje sprejemljivosti, in ko vse to prestane,
je na vrsti dolocˇitev kandidata za izdajo. To storimo tako, da na integracijskem
strezˇniku Jenkins zazˇenemo opravilo za potrditev kandidata za izdajo, za kar mo-
37
38 POGLAVJE 5. IZDAJA PROGRAMSKE OPREME
Slika 5.1: Pomembnejˇse nastavitve opravila za sprotno integracijo glavne veje
v pred-produkcijsko okolje.
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Slika 5.2: Opravilo za potrditev kandidata za izdajo – izbor stisnjene dato-
teke, primerne za postavitev v produkcijsko okolje.
ramo najprej iz seznama ponujenih stisnjenih datotek (Slika 5.2) izbrati tisto, ki
je primerna za postavitev v produkcijsko okolje, torej tisto, ki je nazadnje uspesˇno
prestala uporabniˇsko testiranje sprejemljivosti. Seznam se dinamicˇno napolni s
pomocˇjo skripte, napisane v programskem jeziku Groovy (Slika 5.3).
Ko zakljucˇimo izbor in zazˇenemo opravilo, se pot do izbrane stisnjene da-
toteke shrani v okoljsko spremenljivko params integracijskega strezˇnika Jenkins
pod imenom, ki smo ga definirali v nastavitvah opravila (tarball). Tok izvajanja
se preusmeri na splosˇno opravilo za potrditev kandidata za izdajo (Slika 5.4), ki
v nadaljevanju izvede skripto confirm.sh (Slika 5.5). Kot je razvidno s Slike A.5
(Dodatek A), skripta najprej prebere vse vhodne parametre in preveri njihovo pra-
vilnost, ter razpakira izbrano stisnjeno datoteko v zˇe vnaprej pripravljeno mapo. V
razpakirani mapi poiˇscˇemo datoteko revision.html. Ta vsebuje unikatno vrednost,
ki kazˇe na dolocˇeno lokacijo v repozitoriju, kar kasneje potrebujemo zaradi kreira-
nja zaznamka z verzijo, s katero bomo po koncu izvajanja skripte oznacˇili omenjeno
lokacijo. S pomocˇjo prebrane lokacije stanje v lokalno prenesˇenem repozitoriju vr-
nemo na mesto, kamor ta kazˇe, ter preberemo zadnjo verzijo oblike vX.Y.Z, ki je
bila oznacˇena do tistega trenutka. Gre za semanticˇni nacˇin verzioniranja (seman-
tic versioning), kjer X predstavlja veliko spremembo in ne zagotavlja skladnosti s
starejˇsimi razlicˇicami, Y predstavlja manjˇso spremembo in se povecˇa ob obicˇajnih
postavitvah v produkcijsko okolje, Z pa se spreminja le v primeru nujnih poprav-
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Slika 5.3: Nastavitve opravila za potrditev kandidata za izdajo – dinamicˇno
polnjenje seznama za izbor stisnjene datoteke za potrditev.
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Slika 5.4: Nastavitve opravila za potrditev kandidata za izdajo – nadaljevanje
toka izvajanja na splosˇno opravilo za potrditev kandidata za izdajo.
kov po zˇe izvedeni postavitvi v produkcijsko okolje. Ker pri trenutnem postopku
uveljavljamo manjˇso spremembo, za 1 povecˇamo le Y (Y=Y+1), Z pa ponastavimo
na 0. V primeru nujnih popravkov bi povecˇali le parameter Z (Z=Z+1). Novo,
spremenjeno obliko verzije (vX.(Y+1).0) povezˇemo s prebrano lokacijo v repozito-
riju (prebrana iz datoteke revision.html), in prenesemo spremembe na repozitorij
sˇe globalno. Stisnjeno datoteko, s katero smo delali, prenesemo v mapo za potrjene
datoteke (confirmed), pred tem pa njenemu imenu na konec dodamo sˇe novo obliko
verzije.
5.3 Izdaja in postavitev v produkcijsko okolje
Po koncˇanem postopku izbire kandidata za izdajo, nas do koncˇne izdaje locˇi le sˇe
zadnji korak - postavitev v produkcijsko okolje. Ena izmed operacij, ki se izvedejo
v fazi izbiranja kandidata za izdajo, je tudi prenos izbrane stisnjene datoteke v
mapo potrjenih datotek (confirmed), kar posledicˇno pomeni, da je le-ta primerna
ter na voljo za izdajo in postavitev v produkcijsko okolje.
Postopek se zacˇne z izbiro konkretne stisnjene datoteke iz mape potrjenih da-
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Slika 5.5: Nastavitve splosˇnega opravila za potrditev kandidata za izdajo –
klic skripte confirm.sh, ki izvede potrebne operacije za potrditev kandidata
za izdajo.
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Slika 5.6: Sprozˇitev opravila za postavitev v produkcijsko okolje - izbor sti-
snjene datoteke in ciljne destinacije za postavitev.
totek, ki jo zˇelimo uporabiti za postavitev (Slika 5.6). Z izbiro datoteke in ciljne
destinacije, kamor zˇelimo postaviti aplikacijo, sprozˇimo opravilo na integracijskem
strezˇniku Jenkins, ki prebere izbrane vhodne parametre in preveri njihovo pravil-
nost (Slika 5.7). Sledi nadaljevanje toka izvajanja s sprozˇitvijo splosˇnega opravila
za izdajo in postavitev (Slika 5.8), ki izvede obicˇajno zacˇetno preverjanje para-
metrov, ipd. zakljucˇi pa z izvedbo skripte za postavitev deploy.sh (Slika 5.9).
Postopek, ki se izvede, je povsem enak tistemu, ki je opisan v poglavju 4.4 (del,
ki govori o postavitvi spletne aplikacije v izbrano okolje), uporabljena skripta pa
identicˇna tisti na Sliki A.4 (Dodatek A). Edina vecˇja razlika pri postavitvi v testno
ali produkcijsko okolje je, da pri slednji za postavitev uporabimo izbrano stisnjeno
datoteko, ki je primerna za izdajo, pri postavitvi v testno okolje pa gre vedno za
najbolj posodobljeno stanje, ki je na voljo v ustreznem repozitoriju. Skripta iz-
vede sˇe vse dodatne operacije, ki so potrebne pri postavitvi, in cˇe se vse zaklucˇijo
uspesˇno, je postopek postavitve v produkcijsko okolje koncˇan, s tem pa tudi prva
uspesˇna izdaja nove programske opreme.
5.4 Odpravljanje tezˇav
Pri prvi ali pa vsaki naslednji izdaji aplikacije v produkcijsko okolje si seveda
zˇelimo, da bi se celoten postopek zakljucˇil brez tezˇav, a vedno temu ni tako. Prav
tako sploh ni nujno, da gre karkoli narobe pri samem postopku, temvecˇ lahko
sˇele po dejanski (na videz uspesˇni) izdaji opazimo dolocˇene pomanjkljivosti ali
nepravilnosti v delovanju aplikacije, ki zˇal, po nekem cˇudnem spletu okoliˇscˇin, niso
bile odkrite pravocˇasno. Za resˇitev situacije imamo na voljo dva pristopa. V obeh
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Slika 5.7: Nastavitve opravila za postavitev v produkcijsko okolje – dinamicˇno
polnjenje seznama za izbor stisnjene datoteke.
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Slika 5.8: Nastavitve opravila za postavitev v produkcijsko okolje – nadalje-
vanje toka izvajanja na splosˇno opravilo za postavitev v produkcijsko okolje.
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Slika 5.9: Nastavitve splosˇnega opravila za postavitev v produkcijsko okolje
– klic skripte deploy.sh (Dodatek A, Slika A.4), ki izvede potrebne operacije
za postavitev izbrane stisnjene datoteke v ciljno (produkcijsko) okolje.
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primerih je mozˇno aplikacijo brez tezˇav vrniti na zadnjo delujocˇo verzijo s ponovno
izvedbo koraka za postavitev v produkcijsko okolje, paziti moramo le, da izberemo
ustrezno stisnjeno datoteko in s tem verzijo aplikacije, na katero se bomo vrnili
(pravimo, da izvedemo rollback).
Druga mozˇnost pa je, da v primeru manjˇsih potrebnih popravkov sprozˇimo
postopek hitrega popravka (hotfix). Ta se zacˇne z izbiro verzije, na kateri zˇelimo
izvesti omenjen postopek (Slika 5.10). Opravilo za zacˇetek izvajanja postopka
hitrega popravka najprej prebere vhodne parametre (verzijo aplikacije v obliki
vX.Y.Z) in preveri njihovo pravilnost (Slika 5.11). Sledi nadaljevanje toka izvaja-
nja do splosˇnega opravila za omenjeni postopek (Slika 5.12), ki po koncu obicˇajnih
preverjanj sprozˇi izvajanje skripte start-hf.sh (Slika 5.13). Skripta na Sliki A.6
(Dodatek A) na zacˇetku prebere vse vhodne parametre in preveri njihovo pravil-
nost. Cˇe pri tem ni bilo tezˇav, se na integracijski strezˇnik Jenkins prenese kopija
ustrezne verzije aplikacije iz podanega repozitorija (vse te informacije dobimo z
vhodnimi parametri). Iz dobljene delovne mape ustvarimo novo vejo, ki jo poime-
nujemo glede na verzijo, ki smo jo izbrali, dodamo pa sˇe oznako ”HF”, iz katere je
takoj razvidno, da gre za vejo hitrega popravka (vX.Y.Z-HF). Cˇe se veja uspesˇno
ustvari, naredimo spremembo le sˇe globalno vidno in postopek je zakljucˇen. Sedaj
se lahko lokalno, na svoji delovni postaji, preusmerimo na pravkar ustvarjeno vejo,
in izvedemo popravek, ki je potreben za pravilno delovanje aplikacije. Ko s tem
zakljucˇimo, je na vrsti zakljucˇitev hitrega popravka. Na Sliki 5.14 vidimo, da ta
pred sprozˇitvijo zahteva izbiro veje, na kateri smo naredili popravek (vX.Y.Z-HF),
ter ciljno vejo, na katero zˇelimo omenjeni popravek prenesti. Glavni namen je na-
mrecˇ zdruzˇiti HF vejo s ciljno master vejo. Opravilo na integracijskem strezˇniku
Jenkins za zakljucˇitev hitrega popravka prebere izbrane vhodne parametre ter pre-
veri njihovo pravilnost (Slika 5.15), tok izvajanja pa se nato preusmeri na splosˇno
opravilo za zakljucˇitev hitrega popravka (Slika 5.16), ki zacˇne z izvajanjem skripte
finish-hf.sh za dokoncˇanje postopka hitrega popravka (Slika 5.17). Kot obicˇajno,
tudi ta najprej opravi vse potrebno v zvezi z vhodnimi parametri, nato pa stanje
delovne mape ponastavi na najnovejˇse mozˇno iz podane ciljne veje. Sledi zdruzˇitev
veje s popravkom z omenjeno ciljno vejo. V primeru tezˇav postopek prekinemo
in vrnemo stanje nazaj na zacˇetno, cˇe pa se je zdruzˇitev zakljucˇila brez tezˇav,
spremembe prenesemo sˇe na globalno raven in odstranimo vejo, na kateri smo iz-
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Slika 5.10: Sprozˇitev opravila za izvedbo hitrega popravka - izbor verzije
aplikacije, na kateri zˇelimo izvesti hitri popravek.
vedli popravek. Celotna skripta, ki se izvede, je vidna na Sliki A.7 (Dodatek A).
Od tu naprej je postopek identicˇen kot pri obicˇajni postavitvi - najprej izvedemo
postavitev na pred-produkcijsko okolje in nato na produkcijsko, ali pa, v primeru,
da tako zˇelimo, kar direktno na produkcijsko okolje, kar sicer ni priporocˇljivo.
5.5 Vzdrzˇevanje
Pri nasˇem tipu aplikacij je najbolj pomembno ohraniti enako kakovost program-
ske opreme tudi po koncu razvoja za vse stranke. Kljub temu, da to pomeni, da
gre pri posameznih strankah vecˇinoma le za razlike v izgledu aplikacije, je ravno
zato veliko vecˇ mozˇnosti, da se struktura strani porusˇi, prepiˇsejo slogi oblikovanja,
ipd. Ker je narocˇnikov veliko, je tezˇko zagotoviti enako kakovost vsakemu posebej
ob vsaki novi izdaji, zato smo v pomocˇ ekipi za zagotavljanje kakovosti razvili
preprosto aplikacijo, ki pokazˇe, cˇe so bile zaznane kakrsˇnekoli razlike v izgledu
strani, ki je v produkciji, in v izgledu strani, ki je pripravljena, da le-to nadomesti.
Za te namene uporabljamo orodje PhantomCSS ([7]), ki izvaja regresijsko testira-
nje slogov oblikovanja (Cascading Style Sheets, [11]) s pomocˇjo modula CasperJS
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Slika 5.11: Nastavitve opravila za izvedbo hitrega popravka – dinamicˇno
polnjenje seznama za izbor verzije aplikacije, na kateri bomo izvedli hitri
popravek.
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Slika 5.12: Nastavitve opravila za izvedbo hitrega popravka – nadaljevanje
toka izvajanja na splosˇno opravilo za izvedbo hitrega popravka.
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Slika 5.13: Nastavitve splosˇnega opravila za izvedbo hitrega popravka – klic
skripte start-hf.sh (Dodatek A, Slika A.6), ki izvede potrebne operacije za
izvedbo hitrega popravka na izbrani verziji aplikacije.
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Slika 5.14: Sprozˇitev opravila za izvedbo zakljucˇitve hitrega popravka - izbor
veje, na kateri bomo naredili popravek (vX.Y.Z-HF), ter izbor ciljne veje, na
katero zˇelimo omenjeni popravek prenesti.
([9]), ki je namenjen izvajanju avtomatskih regresijskih vizualnih testov skupaj
s knjizˇnicama PhantomJS ([8]) in Resemble.js ([10]). Pri regresijskem testiranju
gre za testiranje sprememb v programski opremi v primerjavi s prejˇsnjo razlicˇico
le-te. S tem si zagotovimo, da s staliˇscˇa zdruzˇljivosti, te ne bodo povzrocˇile tezˇav.
Kot je navedeno v [13], naj bi se tak nacˇin testiranja uporabljal pri vseh obicˇajnih
razvojnih procesih. Pred vsako novo izdajo programske opreme je zato potrebno
izvesti teste, ki trenutne rezultate primerjajo z novimi rezultati, pridobljenimi pri
testiranju spremenjene verzije aplikacije. Rezultat, ki ga dobimo na koncu pove,
ali so nove spremembe zdruzˇljive s starimi ali ne. Velikokrat se namrecˇ ob spre-
minjanju doda neka programska koda, ki nenamerno vpliva sˇe na dolocˇene druge
komponente, in s tem povzrocˇi nepravilno delovanje ali celo nedelovanje aplikacije.
Kako deluje? PhantomCSS vzame posnetek zaslona strani za primerjavo, ki
jih priskrbi CasperJS. Te posnetke nato primerja med sabo s pomocˇjo knjizˇnice
Resemble.js, ki izvede test iskanja razlik v RGB slikovnih pikah. PhantomCSS
nato na podlagi rezultatov vizualno prikazˇe razlike v posnetkih, kar omogocˇi lazˇje
odkrivanje napak. Tak nacˇin regresijkega testiranja je najbolj uporaben, ko je
uporabniˇski vmesnik aplikacije predvidljiv, kar pomeni, da se lahko v primeru
razlik v vsebini strani pojavijo manjˇse tezˇave in posledicˇno testiranje ne sluzˇi vecˇ
svojemu namenu.
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Slika 5.15: Nastavitve opravila za izvedbo zakljucˇitve hitrega popravka –
dinamicˇno polnjenje seznama za izbor veje, na kateri bomo naredili popravek,
ter za izbor ciljne veje, na katero zˇelimo omenjeni popravek prenesti.
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Slika 5.16: Nastavitve opravila za izvedbo zakljucˇitve hitrega popravka –
nadaljevanje toka izvajanja na splosˇno opravilo za izvedbo zakljucˇitve hitrega
popravka.
Prikaz v praksi Slika 5.18 prikazuje odkrite razlike s pomocˇjo PhantomCSS
orodja, ki so na desnem posnetku oznacˇene z roza barvo. Primer uspesˇno presta-
nega testa pa je na Sliki 5.19, kjer je prikazana primerjava dolocˇenih komponent
treh razlicˇic razvite spletne aplikacije.
5.6 Rezultati
Spremenjen proces sprotne dostave, opisan v prejˇsnjih poglavjih, je bil vzpostavljen
na osnovi zˇe obstojecˇega, ki se sˇe vedno uporablja za zagotavljanje sprotne dostave
starih resˇitev (Slika 5.20). Razvoj (ali vzdrzˇevanje) ves cˇas poteka na razvojni veji
(develop), iz katere se vsak ponedeljek naredi nova veja, namenjena izdaji (release).
V naslednjem koraku se izvede integracija release veje v pred-produkcijsko (staging)
okolje – najprej prevajanje kode in nato sˇe postavitev. Vse do srede na tej stopnji
poteka podrobno preverjanje in testiranje. V primeru odkritih tezˇav oziroma napak
obstaja mozˇnost izvedbe hitrih popravkov, ki se nato sˇe vedno lahko vkljucˇijo v
sredino izdajo. V sredo dopoldne se izvede proces izdaje, ki vkljucˇuje ponovno
prevajanje kode ter postavitev v produkcijsko okolje.
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Slika 5.17: Nastavitve splosˇnega opravila za izvedbo zakljucˇitve hitrega po-
pravka – klic skripte finish-hf.sh (Dodatek A, Slika A.7), ki izvede potrebne
operacije za izvedbo zakljucˇitve hitrega popravka.
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Slika 5.18: Odkrite razlike s pomocˇjo orodja PhantomCSS oznacˇene z roza
barvo na desnem posnetku zaslona.
Slika 5.19: Primerjava dolocˇenih komponent treh razlicˇic razvite spletne apli-
kacije z orodjem PhantomCSS.
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Slika 5.20: Prejˇsnji nacˇin implementacije cevovodnega procesa sprotne do-
stave.
Slika 5.21: Novi nacˇin implementacije cevovodnega procesa sprotne dostave
- razvojna faza.
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Slika 5.22: Novi nacˇin implementacije cevovodnega procesa sprotne dostave
- podrobno.
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Med starim in novim nacˇinom seveda obstajajo podobnosti. Na Sliki 5.21
je prikazan osnovni proces sprotne integracije v za to pripravljeno testno okolje,
s Slike 5.22 pa je razviden nadaljnji proces, ki izhaja iz starega (Slika 5.20), le
da je razdrobljen na vecˇ manjˇsih korakov (podroben opis je na voljo v prejˇsnjih
podpoglavjih). Z uporabo novih, a vedno istih skript lahko izbran repozitorij
postavimo na katerokoli okolje zˇelimo povsem neodvisno od preostalih. S tem smo
pridobili vecˇjo fleksibilnost pri izdajah, saj so le-te prakticˇno mozˇne kadarkoli to
zˇelimo oziroma kadarkoli je potrebno.
Pridobitve z novim procesom:
• mozˇne pogostejˇse izdaje zaradi razbitja aplikacije na vecˇ repozitorijev,
• hitrejˇsi postopek sprotne dostave (priblizˇno 1-minutna pohitritev) predvsem
zaradi le enkratnega prevajanja ter zaradi prevajanja samo tistega dela kode,
kjer je to res potrebno,
• uvedba preverjanja kvalitete kode z uporabo zahtevkov za zdruzˇitev (merge
requests),
• hitrejˇsa odprava napak in manjˇse tveganje pri prvi izdaji zaradi konstantnega
integriranja zˇe med samim razvojem.
Slabosti pri uporabi novega procesa:
• vecˇja kompleksnost zaradi razbitja aplikacije na vecˇ repozitorijev,
• sˇe vedno ni avtomatskega testiranja.
5.7 Mozˇne izboljˇsave
Opisani proces je le priblizˇek tistemu, ki ga najdemo v [1], saj se je vseh korakov
sprotne dostave pri razvoju spletne aplikacije tezˇko dosledno drzˇati, pojavlja pa se
tudi vprasˇanje, cˇe je to sploh smiselno. Ker v proces nismo vkljucˇili avtomatskega
testiranja, razen preverjanja sintakse, kar pri skriptnih jezikih sˇe vedno ni pod-
prto tako, kot bi si zˇeleli, veliko vecˇ odgovornosti pade na ekipo za zagotavljanje
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kakovosti, ki mora tako pazljivo ves cˇas izvajati faze rocˇnega testiranja, da cˇimvecˇ
napak odkrije pravocˇasno in ne, ko so spremembe zˇe v produkciji. Prva mozˇna
izboljˇsava je torej vzpostavitev postopka avtomatskega testiranja.
Po tem, ko se koncˇa razvoj in zacˇne vzdrzˇevanje programske opreme, razvojna
veja obicˇajno ne sluzˇi vecˇ svojemu namenu tako kot med samim razvojem. Po-
trebno je sˇe vedno ohraniti nekaksˇen sistem, ki dobro funkcionira, zato je pametno
uvesti razlicˇne veje, ki vedno izhajajo iz glavne, na katerih se razvijajo razne nove
funkcionalnosti, izboljˇsujejo obstojecˇe, ali pa le odpravljajo sˇe vedno prisotne na-
pake. Vsaka dokoncˇana naloga na locˇeni veji, ki se obicˇajno poimenuje po tej
nalogi, se posledicˇno zdruzˇi z glavno vejo, kar pa ni vecˇ rocˇen postopek. Ob za-
kljucˇku je namrecˇ potrebno oddati zahtevek za zdruzˇitev (za te namene se lahko
uporabi GitLab ([5])), ki ga lahko odobrijo le cˇlani ekipe, ki so za to zadolzˇeni,
nikoli pa oseba zahtevka ne odobri sama sebi. Ko je zahtevek s strani odgovorne
osebe odobren, se izvede avtomatska zdruzˇitev locˇene veje v glavno. Od tu dalje
je postopek sprotne dostave enak.
Zadnja predlagana izboljˇsava pa je uporaba Selenium testov ([6]). Testi se
lahko uporabijo, ko je razvita programska oprema zˇe v fazi vzdrzˇevanja, kar je
dobra dopolnitev obstojecˇega nacˇina preverjanja sprememb v izgledu aplikacije
(gre za preverjanje DOM (Document Object Model) strukture spletne aplikacije v
primeru kaksˇne nepredvidene spremembe, ki to strukturo lahko porusˇi).
Poglavje 6
Zakljucˇek
V diplomski nalogi je predstavljen proces, ki je bil zasnovan po zgledu iz [1],
na osnovi omenjene knjige pa celotna naloga tudi temelji. Po vecˇkrat videnih
in dozˇivetih tezˇavah pri zagotavljanju sprotne in nemotene dostave programske
opreme strankam ter koncˇnim uporabnikom, je bila vpeljava avtomatizacije celo-
tnega postopka neizogiben korak naprej. Opisani prakticˇni del uporabe postopka
sprotne dostave se trenutno sˇe z nekaterimi dodanimi izboljˇsavami, konstantno
uporablja v praksi in prinasˇa mnoge prednosti. Ene izmed najpomembnejˇsih so
seveda izdaje z nicˇno cˇasovno zakasnitvijo ter mozˇnost neopaznega sestopa na
prejˇsnjo verzijo v primeru tezˇav.
Eden izmed glavnih razlogov proti uporabi opisanega postopka sprotne dostave
v praksi je ponavadi, da gre za proces, ki ga enostavno ni mozˇno popolnoma
izkoristiti, ter da je to zgolj idealisticˇna ideja, ki lahko uspe le v popolnem svetu.
Kot avtorja v [1] velikokrat omenita, cilj ni do potankosti slediti vsem korakom in
navodilom, temvecˇ se jim le cˇimbolj priblizˇati ter iz njih glede na tip aplikacije,
ki jo razvijamo, potegniti najboljˇse, in predvsem tisto, kar resnicˇno potrebujemo.
Glede na dosedanje izkusˇnje je bil proces zastavljen dovolj dobro, da smo s tem
olajˇsali in pohitrili celoten postopek od prve integracije do koncˇne izdaje. Ker je
kar nekaj korakov avtomatiziranih, cˇlani razvojne ekipe lahko veliko vecˇ svojega
cˇasa namenijo izboljˇsanju kakovosti programske kode ter razvoju novih in boljˇsih
funkcionalnosti same aplikacije. Na voljo je sˇe veliko prostora za izboljˇsave (na
primer vpeljava cevovodnega procesa postavitve z uporabo posebnega tipa opravil
na integracijskem strezˇniku Jenkins), kar je tudi del nacˇrta za prihodnje mesece v
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fazi vzdrzˇevanja. Nov, glavni cilj pa je tudi, da se ideja predstavi sˇe vsem ostalim
razvojnim ekipam v podjetju, ki avtomatiziranega procesa sprotne dostave sˇe ne
uporabljajo v praksi.
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A Skripte za gradnjo
Podroben prikaz skript za gradnjo, ki se uporabljajo skozi celoten proces sprotne
integracije, postavitve ter izdaje:
• integrate.sh (Slika A.1)
• checkout.sh (Slika A.2)
• compress.sh (Slika A.3)
• deploy.sh (Slika A.4)
• confirm.sh (Slika A.5)
• start-hf.sh (Slika A.6)
• finish-hf.sh (Slika A.7)
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Slika A.1: Integracijska skripta integrate.sh.
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Slika A.2: Skripta checkout.sh - delo z izvorno kodo.
Slika A.3: Skripta compress.sh - stiskanje delovne mape.
A. SKRIPTE ZA GRADNJO 69
70 LITERATURA
Slika A.4: Skripta deploy.sh za postavitev na izbran strezˇnik.
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Slika A.5: Skripta confirm.sh za potrditev kandidata za izdajo.
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Slika A.6: Skripta start-hf.sh za izvedbo prvega dela pri postopku hitrega
popravka.
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Slika A.7: Skripta finish-hf.sh za izvedbo zakljucˇitve postopka hitrega po-
pravka.
