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ABSTRACT 
A commutative algebra A over the field F, endowed with a nonzero homomor- 
phism w: A + F, is Bernstein if the identity (x’)~ = WAXY holds in A. The kernel 
B of w is an ideal of codimension 1 satisfying the identity (LX~)~ = 0. In this note we 
study the inverse problem: Given a commutative algebra over F with the identity 
(x2)2 = 0, classify all Bernstein algebras A having B as the kernel of w. Results are 
obtained when dim B2 = 1. Write B2 = Fc, for some c E B. If xy = b(x, y)c, then b is 
a symmetric bilinear form on the vector space B. So B can be decomposed as 
B = rad B I B,, where B, is a regular space. A complete solution is given when B, is 
an anisotropic space. 
1. INTRODUCTION 
In what follows, F is a field of characteristic # 2, and A is an algebra 
over F, commutative, of finite dimension, but not necessarily associative. 
Suppose that there exists a nonzero homomorphism w : A + F. Then the 
ordered pair (A, w) is called a baric algebra, and w the weight function of 
(A, w ). This terminology comes from [3]. We say (A, w ) is a Bernstein 
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algebra if the identity (x2)’ = w(x)?r2 holds in A. Bernstein algebras always 
have a unique nonzero homomorphism with values in F, namely w itself. The 
kernel of w, also called the kernel of A, is an ideal of codimension 1 satisfying 
the identity (x2)2 = 0. More information about algebraic properties of 
Bernstein algebras, as well as their possible genetic interpretations, can be 
found in [8, Chapter 9B], [4], and [9]. 
We study here a purely algebraic problem concerning these algebras. 
Suppose we have an algebra B over F, commutative, finite-dimensional, and 
satisfying the identity (x2)’ = 0. Which are the Bernstein algebras having the 
algebra B as kernel? An answer to this question gives information on the 
problem of classification of Bernstein algebras. 
The method is the following. Given B as above, take a linear mapping 
r: B ---) B and construct B’ in the following way. As F-vector space, B’ is the 
direct sum of F and B. The multiplication in B’ is given by 
(~,u>(p,b)=(cup,ab+7(ab+p~)), a,pin F, a,bin B. 
The function w : B’ + F given by ~(a, a) = (Y is a nonzero homomorphism 
and B is canonically identified with kernel o. In this sense B is embedded in 
B’. What conditions must be imposed on r so that (B’, o) is a Bernstein 
algebra? The identity (x2)2 = o(x)%c2 for x = (a, a) means that: 
u2r( u) = 0, all UEB, 0) 
u2 = 47(~)~+2r(u~), all UEB, (2) 
7 = 2r2. (3) 
These equations appear already in [4] as Equations (6), (7), (B), p. 614. It is 
easily verified that these necessary conditions on the operator r are also 
sufficient for B’ to be Bernstein. 
We give briefly an example. Recall that a hyperbolic plane H over a field 
F is a two-dimensional vector space over F with a symmetric bilinear form 
b:HxH+F whosematrixis 
0 1 ( 1 1 0 
(see [5, p. 941 or [6, p. 131). Let {x, y} be a basis of H such that 
b(r,r)= b(y,y)=O, b(x,y)=l. Define now on H a multiplication by 
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(u,u)~H~H~uu=b(u,u)y~H. Then ~~=b(u,u)y and (u~)~= 
b(u, u)~Y~ = b(u, ~)~b(y, y)y = 0. So H can possibly be the kernel of a 
Bernstein algebra. The multiplication table of H is: x2 = y2 = 0, xy = y. In 
particular H is not nilpotent. Take now as B the direct product of k 
isomorphic copies of H, k 2 2 arbitrary. This algebra has a basis 
{a,, &~a, I+..., uk, b, } whose multiplication table is aibi = bi (i = 
1 , . . . , k), where the missing products are zero. It obviously satisfies the 
identity (x’)~ = 0. Let r = (mi .), 1~ i, j < 2k, be the matrix of some linear 
operator on B, also denote ci T. If x =C(ol,u, + &bi) E B then x2 = 
2C(ai&)bi. Imposing the equation x27(x) = 0, we conclude that all odd-num- 
bered rows of r are zero and so for every x E B, T(X) E (b,, . . . , bk). In 
particular TV = 0 and the second equation becomes only x2 = 27(x2). By 
imposing this condition on T, we get the following matrix: 
0 0 0 0 -** 0 0 0 0 
m21 t 7x3 0 . . . m2,2k-3 0 m2,2k-1 0 
0 0 0 0 ... 0 0 0 0 
m41 0 m43 f . . . m4,2k-3 0 m4,2k- 1 0 
0 6 0 6 il 0 6 0 
m2k,l o m2k,3 o . ‘. m2k,2k-3 0 m2k,2k-1 i 
If we partition r into blocks of order 2, it is not difficult to see by induction 
on k that 2r2 = T for every choice of the remaining arbitrary elements of 7. 
The proper values of r are 0 and i, both with multiplicity k. Proper vectors 
of f are clear. Proper vectors of 0 are 
xi = ai - 2 5 m2i,2j-1 i b (j=l,..., k). 
i=l 
Calling yj = bj ( j = 1,. . . , k) the table of B’ is (1~ r < s Q k) 
co X, Y, xs YS 
co ccl 0 TTY, 1 0 1 
Xl - 4m2,,2,- 1Yr Y, - 2[m2r,2s-l~r + m2s,2r-lYsl ‘cY 
Y, 0 0 0 
xs -4m 2s,2s - 1Ys YS 
YS 0 
198 ROBERTO COSTA 
These Bernstein algebras of dimension 2k + 1, depending on k2 parameters, 
have type (k + 1, k) and are not normal [8, pp. 213,216]. 
This example appears here for the following reason. B is not a nilalgebra, 
and the problem of embedding had a quite simple solution. If we take now as 
B the direct product of k isomorphic copies of the cyclic algebra of 
dimension 2, we obtain a nilpotent algebra of dimension 2k. But the problem 
of embedding is now quite difficult to solve. So nilpotence is not a good 
indication of easy embedding in Bernstein algebras. 
2. EMBEDDING WHEN dim B2 = 1 
From the explanation in the introduction, it becomes clear that the 
classification of Bernstein algebras could be done in two steps: 
(1) Classify all algebras B satisfying the identity (x2)2 = 0. 
(2) For each one of the types obtained in this classification, solve the 
problem of embedding. 
If the algebra B is trivial, that is, xy = 0 for all x, y E B, then the problem of 
embedding is also trivial. In this case, Equations (1) and (2) are valid for 
every r. The equality 2r2 = r means 27 is a projection. If we take as 2r the 
projections of different rank, running from 0 to dim B, we obtain the trivial 
Bernstein algebras (see [9, p. 2301). 
Our purpose now is to study the embedding of algebras B such that 
dim B2 = 1. We must, first of all, classify these algebras, Suppose that B is a 
commutative, nonassociative algebra over F, of finite dimension, and dim B2 
= 1. Choose c E B, c # 0, such that B2 = Fc. So for every x, y E B we have 
xy = b(x, Y)C, b(x, y) E F. The function b is a nonzero symmetric bilinear 
form on B, with associated quadratic form 9(x) = b(x, r). So (B, b) is a 
bilinear space and (B, 9) its quadratic space, in the sense of [6]. Suppose 
moreover that (x2)2= 0 in B. Then O=(r2)2= 9(x)2c2= 9(~r)~9(c)c, so 
9(c) = 0. If we replace c by another element c’ to generate B2, then c’ = AC 
for some nonzero A E F and the new bilinear form b’ defined by xy = 
b’(x, y)c’ must satisfy b’= A-lb. So replacement of the generator of B2 has 
little effect on the bilinear form. It is a scaling in the sense of [5]. In this way, 
to every commutative algebra B satisfying dim B2 = 1 and (x2)2 = 0 there is 
associated a bilinear space with an “isotropic” vector. By this we mean that c 
is really an isotropic vector when (B, b) is a regular space, but also that c 
may be any vector in the radical of (B, b), when it exists nontrivially. In our 
case, the radical is the set of all absolute divisors of zero of the algebra B. We 
have the following orthogonal decomposition: B = rad B I B,, where B, is 
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regular, that is, rad B, = 0. The generator c of B2 has a decomposition 
c = c’ + c”, where c’ E rad B and c” E B,. As o(c) = 0, then 9(c’) = 9(c”) = 
0. So we have three possibilities: 
(a) c’f 0 and c”= 0, 
(b) c’ = 0 and c” # 0, 
(c) both nonzero. 
But the third case is only apparently distinct from the second, as follows from 
the following argument. Take one basis of B, having c” as one of its vectors. 
Then replace c” by c’ + c” and generate a subspace B, of B. We see easily 
that B, @ rad B = B, so by [6, Theorem 3.81, B, is another representative of 
the regular part of B. Again by Theorem 3.8, there is an isometry 0: B, + B, 
which sends c’ + c” to c”. Extend u naturally to B, define a bilinear form 
b,: B, x B, -+ F by b,(r, y) = b(o-‘(x),a-l(y)), and extend it to B by 
b,( x, y ) = 0 if y E rad B. A new multiplication is introduced in B by x - y = 
b,(x, Y)c”. Then we have a(xy) = b(x, y)u(c’+ c”) = b(x, y)c” and u(r). 
u(y)=b,(u(x),u(y))c”=b(u-lu(x),u -‘u(y))c” = b(x, y)c”, so u is an iso- 
morphism from the first algebra to the second. The generator in the second 
algebra has no component in the radical, so we are now in case (b). 
We say that the generator has type (IO) in case (a) and type (0,l) in case 
(b)* 
As we have seen, replacement of c by another generator of B2 doesn’t 
affect the type, so the type of c is an invariant of the algebra B. In summary, 
every commutative algebra B such that dim B 2 = 1 and (x 2)2 = 0 in B gives 
rise to an ordered pair 
(bilinear space with isotropic vector, type of generator of B “) . 
Now to the converse. Suppose (B, b) is a finite-dimensional bilinear space 
over the field F, having isotropic vectors in our sense. Choose one of them, 
say c, and define a multiplication in B by xy = b(x, y)c. Then (X~)~ = 0 is 
valid in B. Two isotropic vectors cr and c2 define algebras which may be 
nonisomorphic. They are isomorphic if and only if cr and c2 are of the same 
type. An isomorphism of the corresponding algebras is a bijective linear map 
u: B + B such that b(x, y)u(cl) = b(u(x), u(y))c2, for all X, y E B, that is, u 
must be an isometry carrying cr to c2. If cr and c2 have the same type, there 
is an isometry carrying cr to cs (trivial when the type is (l,O), and a 
consequence of Witt’s theorem [6, Theorem 5.31 when it is (0,l)). On the 
other hand, if cr and c2 have different types, the above equality is impossi- 
ble. We collect these facts in 
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THEOREM 1. 
(a) The correspondence associating to an algebra B with absolute divisors 
of zero the ordered pair formed by the associated bilinear space (B, b) and 
the type of generator of B2, is a one-to-one correspondence between the set of 
classes of isomorphism of algebras and the Cartesian product of the set of 
classes of isomety of bilinear spaces and the set ((0, l), (lo)}. 
(b) The same correspondence, when applied to algebras without absolute 
divisors of zero, defines a bijection between the set of classes of isomorphism 
of algebras and the set of classes of isomety of isotropic regular bilinear 
spaces. 
The second part of the theorem follows from the observation that the 
absence of absolute divisors of zero restricts the type of a generator to (0,l) 
only. 
Returning to our bilinear space (B, b), we have the possibility of B,, the 
regular part of B, being isotropic. In this case, according to [6, Corollary 4.91, 
there is a further decomposition B, = H, I . . . I H, I B,, where each Hi is 
a hyperbolic plane and B, is anisotropic, that is, x E B, and q(r) = 0 imply 
r = 0. The number s is the Witt index of B,. Each Hi has a basis {xi, yi} 
such that 9(x,) = 1, 9(yi) = - 1, and b(xi, yi) = 0. Take any basis 
{U r,“‘, ut} of rad B. And finally B, has a basis { zi,. . . , zr } which is 
orthogonal and 9(2,) = di f 0. Putting together all these bases, we obtain the 
foIlowing table for B: xz = c, yz = - c, 2; = djc (i = 1,. . . , s; j = 1,. . . , r). 
When s = 0 the type of c is (lo), and when t = 0 the type of c must be 
(031). 
THEOREM 2. Let B be a commutative algebra over F, satisfying the 
identity (x2)2 = 0 and such that dim B2 = 1. Suppose the bilinear space 
(B, b), as defined above, has Witt index 0. Then B can be embedded in a 
finite number of nonisomorphic Bernstein algebras, described by Tables 1 
and 2 below. Those of Table 1 are normal. 
Proof. Use the generator c of B2 as the last vector c, of a basis 
{q+r,..., cn} of rad B. Choose an orthogonal basis of B,, say { cr,. .., c,}. 
Then the table of B becomes the following: 
c;=d.c I n (i =l,...,r), other products zero. 
Note that for x = ~yrcr + * * * + arc, E B, we have 9(x) = d,aF + . . . + d,af, 
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TABLE 1 
c, Xl ‘.. x, x,+1 ... Xr+k Xr+k+l ” xl7 
c, c, ix1 ..’ ix, ;xr+l ... ;Xrck 0 .” 0 
Xl d,x, ... 0 0 ‘.’ 0 0 . 0 
xr d,r, 0 ‘. 6 0 . . . (j 
xr+ I 0 . . . 0 0 . . 0 
Xr+k 0 
0 . 0 
xr+k+l 0 . 0 
XII 0 
and as B, is anisotropic, 
Qx;+ ... +d,a,2=0 implies or= ... =cu,=O (*) 
Now let r : B -+ B be a linear mapping. Equations (1) (2) can be written 
as follows. The first is a2r(a) = q(a)c,r(a) = q(a)b(c,, r(a))c,, = 0, because 
c, E rad B. The second is q(a)c, = 49(7(u))c, +Z~(U)T(C,). Denote by 
7= 
x Y 
it u v 
ml1 
. . . 
ml, 
mr1 ... mrr 
%+1,1 . . . %+1,r 
m,l ... mnr 
ml,,+, ... ml, 
m . . . r,r+l mm 
T+l,r+l . . . m r+l,n 
m . . . n,r+l m ?I” 
the matrix of some operator in B. The above equation means that: 
(a) c, is a proper vector of r so the last column of r is zero, with the 
possible exception of m,,,,. 
(b) We have 
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TABLE 2 
CO x1 “’ & %+l .‘. %+nek X,+n-k+l ... x,, 
co c, 0 ... 0 0 ... 0 ixr+nmk+l “’ S” 
Xl dlx, ... 0 0 ... 0 0 . . 0 
xr d,;, 6 ... 6 0 . ..(j 
Xr+l 0 . . . 0 0 . . . 0 
xr+n-k 0 0 . ..o 
xr+n-k+l 0 . . . 0 
%I 0 
The identity (b) implies, by comparison of monomials, 
di = 4( d& + * * * + d,f7$) +2d,m,, (i=l,...,r), 
dm2 +-. 1 lj . +d,mfj=O (j=r+l,...,n), 
dlm,,m,j + . . . + d,m,im,j = 0 (l<i<j<n). 
The second set of equations implies that mij = 0 for 16 i Q r and T + 16 j 
< n, because of the implication ( * ). So Y = 0, and r is the matrix 
x 0 
7= l-t) u v 
with the last column of V equal to (O,O, . . . ,O, mnn)f. The equation 2r2 = r 
implies mnn = 0 or i, because r(c,,) = m,,,,c,,. We consider two cases. 
Case 1: mnn = 0. The above first set of equations now becomes 
4(x,) = +di (i = l,...,r) for xi = mlicl + . . . + mricr E B,. 
But the third system of equations says that the vectors x1,. . . , x, are orthogo- 
nal in (B, b). As they do not annihilate the quadratic form 4, they must be 
linearly independent, which implies the matrix X is invertible. Now from 
2r2 = T it follows that 2X2 = X, which means 2X is an idempotent matrix. 
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But 2X is invertible. The only possibility is 2X = I, = diag(1,. . . , l), the 
identity matrix of order r. Now r becomes 
‘I 0 
.J-= 2’ i-ci u v’ 
From 27’ = r we have also 2V2 = V, so 2V is idempotent of order n - r. Let 
k be its rank; 0 Q k < n - T, because the last column of V is zero. Let P be 
an invertible (n - r) x (n - r) matrix such that P- ‘(2V )P = 
diag(l,..., 1,O ,..., 0), with k 1’s. Consider now the invertible n X n matrix 
Then Q- ‘rQ represents the T in another basis { c;, . . . , c,’ } of Z?. But 
Q-'rQ= [Sp) 
From 27’ = r and X = iZr we deduce that VU = 0. But VU = 0 implies 
0 = P-‘VU = P-‘VPP-‘U, or 0 = diag(i,. . . , i,O,. . . ,O)P-‘U, with k k’s. And 
this implies that the first k rows of P- ‘U are zero. We get finally 
When we look now for proper vectors of the proper value k, we find r + k 
linearly independent vectors of the form 
x1 = c; + 01,. . . , x,+k = c;,, + VT+,, 
where vl,...,q.+k are linear combinations of ci+ k+ r, . . . , CA. By taking 
xr+k+l = c,‘,k+l,***, X” = c,: 
we obtain the multiplication table of B’ as given in Table 1. This is a normal 
Bernstein algebra (see [8, Theorem 9.14, p. 217]), of type (r + k + 1, n - r - 
k). Moreover it is a Gonshor genetic algebra with train roots 1, i (T + k 
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times), and 0 (n - r - k times). It is also a Jordan algebra by [9, Theorem 81. 
It is also a principal train algebra with equation x3 = x2 [o(x) = 11. 
Case 2: mnn=i. Our system of equations becomes dim:, + . . . 
+ d,m;i = 0 (i = l,..., r)soX=Oby(*),giving 
0 0 
7= (+I u v’ 
and the last column of V is (0,. . . , 0, f)“. From 27’ = r, it follows that 2V is 
an idempotent operator and there is an invertible matrix P, of order n - r, 
such that P- ‘(2V)P = diag(O,. . . ,0, 1, . . . , 1) (k l’s), where k is the rank of V, 
l<k<n-r.Bytaking 
we have 
In fact, the first n - k - T rows of P-‘U are zero, because 2VU = U implies 
PplU= P-12VU=2(P-‘VP)P-‘U=diag(0,...,0,1,...,1)P~1U (k l’s). So 
there is a basis { c[, . . . , CA } of B in which the matrix of the operator r is 
where 0, is the zero matrix of order n - k. If we now look for proper vectors 
of the proper value 0, as in the first case, we shall obtain another basis of B, 
say {rr,..., x, }, such that the table of B’ becomes as shown in Table 2. This 
is a nonnormal Bernstein algebra of type (k - r + 1, r + n - k). But B’ is 
Gonshor genetic with train roots 1, 0 (T + n - k times), and i (k - r times). 
Finally observe that the algebras appearing in Tables 1 and 2 are clearly 
nonisomorphic. The total number, corresponding to the possible values of k, 
is 2(n - T - l), where n = dim B and r is the dimension of the anisotropic 
part of (B, b). n 
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REMARK. When the Witt index of (B, b) is not 0, the embedding 
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