Long-range electrostatic forces play an important role in the interactions within and between biological macro molecules. The molecular structure of several proteins seems to be designed to exert a specific electrostatic long-range effect with functional significance. The efficient evaluation of such forces is not straightforward and poses an interes ting problem in computational physics. The computational solution of this pro blem is urgently needed for the rapidly growing biophysical applications of Molecular Dynamics (MD), a computer simulation method that mimics the dy namics of complex molecular systems. The MD method has matured to the stage that it includes the realistic evalua tion of free energies and the prediction of binding properties between complex molecules. This opens the way for com puter predictions in such practical ap plications as drug and vaccine design, as well as enzyme design and protein engineering. Of the many problems to be overcome in these computational tech niques, the correct evaluation of electro static interactions is central and challen ging.
Source and Range of Electrostatic Interactions
Most atoms that compose biological macromolecules are partially charged and hence produce local dipoles. In addi tion some of the molecular groups, when solvated by water, are ionized and carry a full positive or negative elec tronic charge. In both cases electric fields result. However, if dipoles are more or less randomly oriented, their net long-range effect is not very important, while the effect of solvated charges is limited because of the screening in fluence of the solvent. The most impor tant effect is to be expected from isola ted charges and from correlated dipoles in a hydrophobic environment where solvent screening is absent. The correla tion between dipoles causes a spatial charge separation: a linear sequence of dipoles (a line dipole) is electrically equi valent to two charges at the ends of the line. Thus correlation between dipoles causes electrostatic effects to become lonq-ranged.
Only in the last decade has it been recognized that such correlated dipoles play a functional role in many biological macromolecules. The most important example of a correlated dipolar structure is the α-helix, occurring as a structural element in many proteins (Fig. 1) . The dipolar nature resides in the backbone structure; each peptide unit has a dipole of 1.2 -1.5 x 10-29 C m (depending on how much mutual polarisation occurs). With a density of 7 x 109 peptide units per metre along the helix, the linear dipole density is 0.8 -1 x 10-1 9 Cou lomb. Considering the helix as a linear line dipole of homogeneous density, its electric field is equivalent to that of two charges of 0.5 to 0.6 electronic charge units at the ends of the helix. As can be seen in Fig. 2 , the line dipole approxima tion is quite good. Thus a helix produces a non-solvated, buried positive half elec tronic charge at its amino terminal, and a similar negative charge at its carboxyl terminal.
The usual method of computing elec trostatic forces by summation of Cou lomb terms within a certain cut-off range can cause grave errors. For exam ple, in Fig. 3 the potential and field are plotted on the axis of a helix, for various lengths of the helix. If a cut-off of 2 nm is used (which is quite respectable; usual cut-offs do not exceed 1 nm!), the com puted values deviate considerably from the true values. Moreover, the field is no longer a derivative of the potential and consistency is lost in molecular dyna mics simulations.
Another problem arises from the in homogeneity of the dielectric properties in a hydrated macromolecule: the sol vent presents a dielectric environment that is totally different from the one in side the macromolecule. Unless all de grees of freedom of the solvent are explicitly taken into account and a suffi ciently thick layer of solvent is con sidered, this inhomogeneity must be incorporated into the computation of electric fields. We shall return to this pro blem.
Functional Significance of Long-range Fields As was mentioned above, the main source for long-range fields in proteins are α-helices. They serve to produce a strong electric field in a hydrophobic en vironment and play a well-documented role in the binding of charged small mo lecules (substrates) and, for enzymes, in the enhancement of chemical reactivity. In addition, the helix fields will contri bute to the factors directing the folding of a protein; they may also serve to at tract and properly orient substrates be fore they bind. Since these effects have been described extensively in the litera ture1) it will suffice to give some exam ples. Many enzymes bind substrates or co enzymes that contain one or more char ged phosphate groups, often bound to one or between two nucleotides. Very often the charged phosphate is situated in its binding site at the amino terminal of an α-helix. Comparison of very different and evolutionary dissimilar phosphate binding proteins reveals that these func tional helices are very similar as If Nature has invented the functional helix several times over.
A functional role In enzymatic reac tions is quite clear in several cases where a proton transfer is involved in the reaction. Serine esterases (as subtilisin) and cysteine esterases (as papain) are examples. These are enzymes that cleave ester or peptide bonds in a series of reaction steps, starting with the transfer of a proton from an -OH or -SH group to a histidine. Normally this trans fer would not take place because the proton binds more favourably to the oxy gen or sulphur than to the histidine. But the helix field is directed in such a way that the transfer becomes much facilita ted. Elaborate quantum mechanical cal culations have shown this effect for the enzyme papain. The field appears to ori ginate essentially from the dipole mo ments of the α-helix. How to Compute Long-range Fields? Although the evaluation of electric fields resulting from a known charge dis tribution is a standard problem in elec trostatics, its efficient computation is not a trivial matter2). The size of the pro blem is appreciable: a typical protein contains 2000-3000 atoms, most of which carry partial or full charges. In ad dition some 5000 water molecules, with three charges each, must be incor porated. In MD simulations the time step used to integrate the equations of mo tion is 1-2 fs, and a typical simulation re quires 50000 steps to obtain statistical ly valid data. The correct electric field is required at each of these time steps, and its computation must be carried out in times well below one second (on a supercomputer) in order not to dominate the total computational effort.
Fortunately, the long-range fields fluc tuate on a much slower time scale than the short-range interactions. This makes it possible to compute these fields only at certain intervals in a simulation, and limit the fast components and correc tions to short ranges. Computationally such long-range updates can be effi ciently combined with the construction of neighbour lists needed for the shortrange interactions. Thus the adverse ef fects of short cut-off radii are avoided.
The straightforward summation of Coulomb terms is not correct for a macromolecule in an infinite solvent, even if part of the solvent molecules are treated explicitly. This is due to the reac tion field produced by the external dielectric (and sometimes also conduc ting) medium. For the simple geometry of a sphere (with internal dielectric cons tant ε and radius a), the reaction field due to a medium of high dielectric cons tant ε2 can be calculated using image charges outside the sphere: each inter nal charge q at radius r has an image qj m at a radius rim, where rim = a2/r, and qim = -(ε 2 -ε1) / (ε 2 + ε1) (a/r)q Although the image charge method is very useful to get estimates of the ma gnitude of reaction fields, for complica ted shapes it does not work, and Pois son's equation has to be solved for the given source terms and boundary condi tions. In the most common case of an odd-shaped macromolecule embedded in an electrolyte, the potential in the ex ternal region obeys the Poisson-Boltzmann equation where k is the inverse Debye length: k2 = 2 IF2/ε 2 / R T (I is the ionic strength of the medium in mol/m3, F is the Faraday constant (96484 C) and ε2 is the dielectric cons tant of the medium including the permit tivity of vacuum.) The boundary condi tions are the usual continuity of poten tial at the surface and dielectric displa cement normal to the surface. Classical methods to solve such equations numerically can be classified as series expansions (e.g. in Legendre polyno mials), Fourier methods, finite element methods, and finite difference methods. The latter have been employed to calculate fields in proteins; unfortunate ly they are quite time consuming. Fourier methods have been worked out for periodic homogeneous cases, but not for the problem presented here. New techniques, using Green's functions, have not yet been applied to realistic cases, but seem quite promising be cause they reduce a three-dimensional problem to a two-dimensional one. Brief ly, the method produces a kind of sur face charge density that generates the proper reaction field.
Thus far really efficient and correct methods have not been worked out. Ad hoc but incorrect solutions, like using a distance-dependent dielectric constant and/or a position-dependent charge re duction, have found widespread use. A much more reliable, but also time consu ming method is the use of a large array of Langevin dipoles to mimic water mole cules3). But the general solution awaits some clever ideas! Future Biomolecular Simulations Molecular dynamics simulations of biomolecules have come very close to applications that can have far-reaching consequences, both for the understan ding of biochemical processes on an atomic scale, and for practical and in dustrial applications. Let us consider an example in the field of drug design. Cer tain drugs inhibit the enzyme dihydrofo late reductase (DHFR) which is essential for cell reproduction, by strongly binding to its active site and thus preventing the normal substrate from entering into a reaction. Inhibitors to the bacterial DHFR are antibiotics; inhibitors to human DHFR are cytostatic drugs used in the treatment of cancer. It is of great interest to find very effective and very specific inhibitors. The normal design process of such drugs involves a great deal of chemical insight, reasoning by analogy, inspection of structures by graphic displays, and trial and error through the expensive processes of chemical synthesis and functional tests. If reliable calculations could be done to predict the binding properties of possi ble inhibitors, the design process could be greatly rationalized, providing effec tive short-cuts to new products. An other example is the prediction of the properties of a modified protein. If en zymes can be modified to yield catalysts for new products, or modified to become resistant to higher temperatures or dif ferent solvents, a whole new range of in dustrial products and processes can be envisioned. Genetic engineering techni ques are now well advanced to the point where a theoretically designed protein can actually be made and produced in quantity. The next decades will un doubtedly show an unprecedented evo lution in this field of biotechnology, aided by computational physics.
The problems are grave, however. Bin ding properties, for example, require the calculation of free energies, not struc tures or energies. Methods to calculate free energy are now available, but they involve integration over a reversible path from a reference state to the unknown state4). For a hydrated macromolecule with rather slow internal structural rear rangements, the required computation is enormously time consuming: hun dreds of hours on a present-day super computer indicates the order of magni tude. Full scale applications will await the next generation of supercomputers, or -and this is more likely in a Euro pean context -the construction of very cost-effective special purpose computational machines for macromolecular simulations. Thus there is a task for computational physicists, informa tion scientists and biophysicists: design the instrumentation and effective com putational methods for reliable and fast simulation of biomolecular processes. A challenging and rewarding field!
