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Abstract
This paper deals with three famous statistics involved on two-sample problems.
The Mann-Whitney, the one-sided Kolmogorov-Smirnov, and the Galton rank order
statistics are invoked here in an unusual way. Looking for indices to capture the
disagreement of stochastic dominance of a distribution function G over another F ,
we resort to suitable couplings (X,Y ) of random variables with marginal distribu-
tion functions F and G. We show as, the common representation, P (X > Y ) under
the independent, the contamination and the quantile frameworks give interpretable
indices, whose plugin sample-based versions lead to these widely known statistics
and can be used for statistical validation of approximate stochastic dominance. This
supplies a workaround to the non-viable statistical problem of validating stochas-
tic dominance on the basis of two samples. While the available literature on the
asymptotics for the first and second statistics justifies their use for this task, for
the Galton statistic the existent results just cover the case where both distributions
coincide at a large extent or the case of distribution functions with only one crossing
point. In the paper we provide new findings, giving a full picture of the complex
behaviour of the Galton statistic: the time that a sample quantile function spent
below another. We illustrate the performance of this index through simulations
and discuss its application in a case study on the improvement of household wealth
distribution in Spain over the period around the recent financial crisis.
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1 Introduction
Comparison is a common daily task in any type of research or activity. However, al-
though almost instinctive when it involves two individuals, it is far of being obvious when
involves populations or their sophisticated versions like distributions or experiments. If
we are interested in comparing a feature over two given populations, except in the trivial
case where all the members of one population exhibit lower values than all of the other
population, the task admits very different points of view. Often it is approached through
the comparison of the mean values or some other available summary value (median, Gini
index), but the real meaning of such comparison is frequently just (even wrongly) sus-
pected by the practitioners. This situation has been addressed in A´lvarez-Esteban et al.
(2017), emphasizing on location-scale models, defending instead the stochastic order as
the natural gold standard behind two-sample comparison problems. To pursuit in that
direction we will come back to the very principles of comparison, by considering the real
meaning of stochastic order and some natural relaxed alternatives.
Let us begin by considering a simple generic statement like “men are taller than
women”. If we understand that expression in terms of mean height, its precise meaning
would be that if we (randomly) chose one group of men and another group of women, both
large enough, almost certainly the average height of the former would be greater than the
second. Nonetheless, as it is well known and stressed in A´lvarez-Esteban et al. (2017),
such a comparison is compatible with very different shapes of the parent distributions, and
could lead to a false picture, highly unsuitable e.g. when comparison between treatments
is the goal of our research. An order between populations or distributions should indicate
a comprehensive relation between them, improving those based on making comparisons
through individual indices or features of the distributions.
To simplify the initial exposition and produce sensible pictures, let us begin by con-
sidering the comparison of the heights of two equal-sized populations (n = 20) of men
and women, represented in Figure 1 through black and white bars. In the left-graphic
there, we can observe that there is some tendency towards higher values of the black bars
on the white bars. Also it becomes obvious that there are white bars that are larger
than some black ones and vice-versa. The right-graphic shows the same bars but now
yuxtaposes the smallest black bar with the smallest white, the second with the second,
. . . , and so on. If we consider the status (or rank) of any individual as its position, by
height, in his/her population, we now see that any ranked black bar is larger than that the
equal-ranked white bar. If we change the ordered positions 1, . . . , 20 by real numbers in
(0, 1), giving the relative position of any individual by the proportion of taller individuals
than him/her-self in his/her population, we arrive to a simple general way of comparison
of populations or distributions just by comparing their values occupying these generalized
ranks once the proper definitions are provided. Notice that these generalized ranks are
nothing but the values of the distribution functions, while the associated values are the
corresponding quantile values. The relation between the heights of these particular pop-
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Figure 1: Barplots of the heights of two data sets of 20 man (black) and 20 woman (white).
The left-picture is a yuxtaposition of the barplots of both populations. The right-picture
presents as yuxtaposed bars the corresponding ordered values.
ulations of men and women made apparent in the right-graphic (any black bar is larger
than the yuxtaposed white bar) is named the stochastic dominance of the first one over
the second.
The attained relation above generalizes in a straightforward way to two distributions
on the real line, R, with respective distribution functions (d.f.’s in the sequel) F and G.
Denoting by F−1 to the quantile function of F (that we recall is defined by F−1(t) =
inf{x : t ≤ F (x)}, for t ∈ (0, 1)), we say that F is stochastically dominated by G, denoted
F ≤st G, if
F−1(t) ≤ G−1(t) for every t ∈ (0, 1). (1)
Note that this is not the usual definition of stochastic dominance, namely:
F ≤st G whenever F (x) ≥ G(x) for every x ∈ R, (2)
but they are easily seen to be equivalent while, as noted in Lehmann (1955), (1) is more
intuitive. Recall that when defined on the unit interval (0, 1) equipped with the Lebesgue
measure, `, the quantile function F−1 can be considered as a random variable with d.f. F .
This fact and (1) lead to a new and appealing characterization of stochastic dominance:
F ≤st G whenever there exist random variables X, Y, defined on some probability
space (Ω, σ, P ), with d.f.’s F,G, and such that X ≤ Y P -almost surely. (3)
Once we have a representation of two distributions in terms of random variables X, Y
defined on a probability space, we are fixing a joint distribution which makes possible to
design a sampling procedure able to produce simultaneous samples from both distribu-
tions. Therefore, after (3), the meaning of the stochastic dominance F ≤st G is that we
can design a sampling procedure such that any value obtained from the first distribution is
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lower than the obtained from the second. The quantile functions give a kind of canonical
joint representation that allows to characterize the stochastic dominance, but (3) opens
the possibility to other representations of stochastic dominance in terms of almost sure
dominance.
While it is hard to argue against the interest of the stochastic order domination, it
is often observed that such a relation is too strong to be guaranteed. As an example of
this kind of claim, Arcones et al. (2002) notes that the domination (2) may well hold
over an important part of the range but it may fail over another small part of the range,
or may simply be unknown or unknowable over the entire range (a fact also implicit in
Leshno and Levy (2002) although presented in terms of utility functions). Even worse,
from an inferential point of view, as noted in Berger (1988), Davidson and Duclos (2013)
or A´lvarez-Esteban et al. (2016), it is not possible to statistically guarantee stochastic
dominance. In general, the available literature on testing stochastic dominance considers
either the problem of testing equality in distribution against stochastic dominance (as,
for instance, in Section 6.9 in Lehmann and Romano (2005) or in the inference under
order restrictions setting described in El Barmi and Mukerjee (2005)), or the problem of
testing the null model of stochastic dominance against the alternative of lack of stochastic
dominance (this is the most frequent case in the econometric literature). In the first case
we would be assuming that the ‘new treatment’ only can improve the existing one, a hard
assumption that should be carefully analyzed!. In the second, we could conclude, at best,
that there is not enough statistical evidence against stochastic dominance, although some
practitioners wrongly use these tests to conclude improvements in the income distribu-
tions, for instance.
Testing hypothesis theory is designed to provide evidence to reject the null hypothesis.
The goal is not the confirmation of the null. If we want to conclude that stochastic order
holds we should gather statistical evidence to reject the null in the testing problem of
H0 : F st G vs Ha : F ≤st G. However, on the basis of samples x1, . . . , xn and y1, . . . , ym
obtained from the corresponding distributions, the no data test (that rejects the null with
probability α irrespective of the data) is uniformly most powerful for this problem.
Following ideas that go back to Hodges and Lehmann (1954), these facts invite to
consider relaxed versions of stochastic order for which feasible statistical tests can be
designed. This is often carried say through a suitable distance, say through contamination
neighbourhoods or through combinations of both methods. In any case the goal is the
substitution of the null by including “similar” distributions leading to reject it just if
there are “relevant changes” on the original hypothesis (Rudas et al. (1994), Munk and
Czado (1998), Liu and Lindsay (2009), A´lvarez-Esteban et al. (2012), or recently Dette
and Wied (2016) and Dette and Wu (2018) share this point of view).
We can cite several interesting examples of relaxations of stochastic order. The
‘stochastic precedence’ relation, introduced in Arcones et al. (2002), is related to the prob-
ability of obtaining greater values under F than under G when independently sampled.
Stochastic precedence would mean that this probability is at most 1/2. In a different line,
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Figure 2: Barplots of the heights of two data sets of 20 man (black) and 20 woman
(white). The left-picture presents as yuxtaposed bars the corresponding ordered values.
The right-picture essentially coincides with the left one, only the positions of the third
and fourth white bars have been transposed.
the approach for “almost stochastic dominance”, introduced in Leshno and Levy (2002),
is based on measuring the relative contribution of |F −G| on the set (F < G), where (2)
is not satisfied, to the L1 distance between F and G. Yet, A´lvarez-Esteban et al. (2016)
introduced another index in the spirit of similarity, based on the contamination model.
Very recently, A´lvarez-Esteban et al. (2017) introduced a new index, measuring the size
of the set where the associated quantile functions do not satisfy the appropriate point-
wise order. For a better understanding of our general approach, we will present that
index by resorting to the comparison of finite populations, handling two new populations
of similar characteristics to that already considered. The barplot on the left of Figure 2
has been produced in the same way as in the right one in Figure 1. We can observe that,
although in these new populations “generally” men are taller than women, that is not the
case for the third and fourth elements of both populations, thus, for these populations,
(1) avoids the possibility of a stochastic dominance of the height of men over that of
women. However we can give a precise measure of the extent at which the dominance
is not verified: 2/20. In other words, through the corresponding quantile functions, we
can guarantee that sampling u1, . . . , un from a U(0,1) (uniform on (0, 1)) distribution and
transforming these data both, through the quantile function of men, say G−1, and the
quantile function of women, say F−1, would produce legitimate samples y1, . . . , yn of G
and x1, . . . , xn of F that for large n would verify #{xi > yi, i = 1, . . . , n}/n ≈ 0.1. We
notice that by introducing this index in this way, we realized that it is just the same used
by Galton to answer a query by Darwin in 1876 (see Subsection 2.1).
Let us now recall that, in Figure 1, ranking the elements of both populations results on
an easier comparison of them based on just comparing the pairs formed by the elements
sharing identical rank. However, any joint representation (X, Y ) of our populations,
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defined on a suitable probability space, would give a sense to a question like “how large
is P (X > Y )?”, thus we could choose a different coupling strategy for comparison. In
fact, by transposing the third and fourth white bars in the left-picture in Figure 2, we get
the one on the right, and see that now only the bars occupying the fourth position fail
to meet the general ordering. Therefore, on the basis of this coupling, we could measure
the disagreement with the stochastic order as 1/20. Moreover, it is easy to see that there
is not a coupling improving this index. We stress the fact that, through this coupling,
we could quickly design a sampling procedure able to produce samples y1, . . . , yn of G
and x1, . . . , xn of F that for large n would verify #{xi > yi, i = 1, . . . , n}/n ≈ 0.05, thus
improving the previous rate. To our best knowledge, the consideration of the coupling
most compatible with pointwise order has not been addressed until now in the literature
(but see (11) in Section 2.3).
Through this paper we explore this coupling approach to evaluate the extent at which
a d.f. G stochastically dominates another, F . We relativize the problem by considering a
random mechanism able to simultaneously produce items, described as realizations of a
pair of random variables (X, Y ) with marginal d.f.’s F and G. The natural index under
this model is then P (X > Y ), although this index will strongly depend of the joint law
of (X, Y ), relating the marginal laws F and G. Hopefully, this task can be generally
addressed through the copula.
As we show in this paper, several proposals of relaxed versions of stochastic order
can be analyzed through this common framework that takes advantage of basic coupling
ideas. In particular we will solve the noticeable problem of obtaining a coupling (X, Y )
whose associated index P (X > Y ) takes the minimum possible value. Unexpectedly, this
problem is related to the contamination index introduced in A´lvarez-Esteban et al. (2016),
which also plays a keynote role in this approach (see Section 2.3).
Indices that fit into the ‘P (X > Y ) representation’ enjoy the property of invariance
against increasing transformations, which we think is a desirable feature in this setting.
We notice at this point that among the already mentioned indices, only the index asso-
ciated to the Leshno and Levy (2002) approach does not share this invariance, hence it
does not fit into the P (X > Y ) representation (see Remark 2.4.1).
To show that our relaxed versions of stochastic order can be assessed through valid
inferential procedures, we will pay some attention to the corresponding plug-in estimators
of the indices. That is, the indices computed on the basis of the sample distribution
functions Fn and Gm. Let us also notice that the statistical analysis of P (X > Y ) began
in Birnbaum (1965), and under the suggestive title of Stress-Strength Model is widely
recognized by its multiple applications (see Kotz et al. (2003) for a general account).
The paper is structured in the following way: First we give a quick overview on the
already introduced indices. Then, in Section 2.4, we introduce the framework to analyze
these indices from a common perspective. Section 3 includes the pertinent comments
and theory for the statistical use of the indices. In fact, the first and second considered
indices involve well studied statistics: the Mann-Whitney version of the Wilcoxon statistic,
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and the one-sided Kolmogorov-Smirnov statistic. We notice that A´lvarez-Esteban et al.
(2017) includes some asymptotic theory for the third index, but it only covers the case of
distribution functions with a single crossing point. Also, it was studied at the opposite
extreme, when both distributions coincide at a large extent, in its role of Galton’s statistic.
Here we revisit Galton’s rank order statistic showing (in Section 5) the complex panorama
of the asymptotic behaviour of the generalized version `(t : F−1n (t) > G
−1
m (t)), measuring
the time that the sample quantile function obtained from a sample of F spent over that
obtained from G. Our results resort to empirical processes well known theorems as well
as to a, less known, profound theorem of Paul Le´vy (1939) related to the “arc-sin law”. A
simple realistic version for applications is given in Theorems 3.2 and 3.3. We also provide,
in Section 4, a set of simulations and a case study showing the performance of this index
in an applied setting.
We end this Introduction with some words on notation. Through the paper L(X)
will denote the law of the random vector or variable X. We will consider a generic
probability space (Ω, σ, P ), where the involved random objects are defined and verify the
current assumptions ad hoc. As already noted, ` will denote the Lebesgue measure on
the unit interval (0, 1). Convergences in the almost surely or in law (or weak) senses will
respectively denoted by →a.s. and →w. Let us also recall the well known fact that for a
bivariate d.f. J with continuous marginal d.f.’s F,G, the associated copula capturing its
dependence structure is c(x, y) = J(F−1(x), G−1(y)). Finally, given a real value, x, we
will write sign(x) for the sign of x (defined as = 0 if x = 0 and x/|x| in the rest).
2 Measuring departures from stochastic order
Through this section X, Y will be real random variables with respective d.f.’s F and G.
Other common elements in the section, include comparisons between some fixed normal
distributions that play a kind of reference role. To get a quick visual perspective of the
relation between some of these indices to measure stochastic dominance, we refer to the
contour plots relating normal distributions in A´lvarez-Esteban et al. (2017).
2.1 The quantile approach
From the beginning we have adopted the quantile approach to introduce not only the
stochastic dominance, but also the possibility that it opens to measure the disagreement
with the order. Here we emphasize that the quantile representation translates the arguably
more abstract concept of stochastic order to a well known type of relation (pointwise
ordering) between random variables X∗, Y ∗ with the same laws as those of X, Y . In
this case this is achieved with a particular dependence structure defined by the copula
c(x, y) = min(x, y). This copula is associated to the construction X∗ = F−1, Y ∗ = G−1 on
the unit interval. We note that from this quantile characterization it follows easily that if
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X, Y have normal distributions N(µ1, σ
2
1) and N(µ2, σ
2
2), respectively, X ≤st Y will hold
if and only if σ1 = σ2 and µ1 ≤ µ2. Therefore, if e.g. σ1 = 10, σ2 = 20, the stochastic
order relation would be impossible, although for example for µ1 = 100, µ2 = 116, the
subset of (0, 1) where (1) fails has measure `(t : F−1(t) > G−1(t)) ≈ 0.05. In other words,
a mechanism generating data according with this scheme only would produce lower values
for Y ∗ than for X∗ in a proportion around 5%, while for µ2 = 105 it would be about 30%.
This observation led to define in A´lvarez-Esteban et al. (2017) the following index to
measure the disagreement level with the stochastic order between distribution functions
γ(F,G) := `(t : F−1(t) > G−1(t)). (4)
An statement like γ(F,G) ≤ γ0, for some fixed (small) γ0 would give a quantified ap-
proach to an approximate stochastic order. This index allows to measure the level at
which a restricted (usually to an interval) stochastic dominance holds, a concept already
considered in Berger (1988), Lehmann and Rojo (1992) and Davidson and Duclos (2013).
Let us also note the easy facts that γ(F,G) = 0 if and only if F ≤st G and that, for
any pair of continuous d.f.’s which, at most, coincide on a denumerable set of points, the
relation γ(F,G) + γ(G,F ) = 1 holds.
We recall that for finite populations, thus for samples x1, . . . , xn and y1, . . . , yn coming
from F and G, the value of γ is obtained by reordering both data sets in increasing order
and counting the number of times that an x of given rank exceeded the y of the same
rank. As explained in Example III.1 b) in Feller (1968) or in Hodges (1955), Galton
used this procedure to answer in the positive sense to a query of Charles Darwin on a
data set composed by two samples of size 15 for which only two times the order was
reversed. We note that this (rank-order Galton) statistic, has been considered in the
literature just to reject, for small enough values of γ(F,G), the null hypothesis that the
treatment is without effect (F = G), in favour of the alternative that the treatment tends
to increase the measurements (F ≤st G). Therefore, until now, its use belongs to the class
of procedures for testing equality in distribution against stochastic dominance. Probably
this was the first documented in the literature use of a rank statistic, although Galton
was not able to quantify through a significance level his argument. In fact, Chung and
Feller (1949) (see also Sparre-Andersen (1953) or Hodges (1955) for alternative proofs))
showed that under the null (F = G), the number of times that an x of given rank exceeded
the y of the same rank is uniformly distributed on the set {0, 1, . . . , n}, thus the p-value
associated to Galton argument for the Darwin data should be 3/16, which is not as rare
as Galton suspected.
2.2 The independent sampling approach
Assume now that X∗, Y ∗ have also the same marginal distributions as X, Y , but that they
are independent random variables. Under this joint structure, associated to the copula
c(x, y) = x · y, the relation P (X∗ ≤ Y ∗) = 1 would be too extreme, because it demands
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that for some value z ∈ R the support of L(X) is contained in (−∞, z] while the support
of L(Y ) is contained in [z,∞). However, in order to compare say treatments, it would
also be very informative to know that
ρ(F,G) := P (X∗ > Y ∗) (5)
is very small. In fact, this would mean that with large probability, treatment Y will
produce better results than treatment X when used on independent samples of patients.
For the parameters already considered in Subsection 2.1, ρ(N(100, 102), N(116, 202)) ≈
0.24 while ρ(N(100, 102), N(105, 202)) ≈ 0.41.
Notice that ρ(F,G) + ρ(G,F ) ≤ 1 with equality if F or G is continuous. Moreover,
ρ(F,G) = 0 implies that F ≤st G but the opposite fails.
The concept of ‘stochastic precedence’ of F to G (noted F ≤sp G) introduced in
Arcones et al. (2002) corresponds to the case ρ(F,G) ≤ 1/2, leading to a weaker relation
than the stochastic order. In fact, if F ≤st G then we see that
ρ(F,G) =
∫ ∞
−∞
G(x−)dF (x) ≤
∫ ∞
−∞
F (x−)dF (x) = P (X∗ > X∗∗) ≤ 1
2
,
where X∗∗ is an independent copy of X∗. Of course the value 1/2 can be considered
as a maximal value of ρ(F,G) to guarantee some advantage of Y over X in the sense
considered in (5), but lower values of ρ would confirm a larger guarantee of improvement.
Arcones et al. (2002) mention, as a convenient feature of stochastic precedence, that
it holds for normal distributions whenever their means satisfy the corresponding order. It
is easy to show that this generalizes to other situations involving location-scale families:
Proposition 2.1 Let X, Y be two random variables whose distributions are symmetrical
w.r.t. zero. Let F0, G0 be their d.f.’s which we assume strictly increasing on (−ε, ε) for
some ε > 0. Let µX , µY ∈ R and σX , σY > 0 and let F,G be respectively the d.f.’s of
(X + µX)/σX and (Y − µY )/σY . Then, F ≤sp G if and only if µF ≤ µG.
Proof: W.l.o.g. we can assume that X, Y are independent. We have L((X, Y )) =
L((−X,−Y )), hence
P [X < Y ] = P [−X < −Y ] = P [X > Y ] and P [X ≤ Y ] = P [X ≥ Y ] ≥ 1/2.
Thus, F0 ≤sp G0 is always true. If we take µ1 ≤ µ2, then obviously P [µ1 +X ≤ µ2 +Y ] ≥
P [X ≤ Y ] ≥ 1/2. In fact, if the reverse inequality µ1 > µ2 holds and P [µ1 + X ≤
µ2 + Y ] ≥ 1/2, under the symmetry hypothesis, it should happen P [|X − Y | < a] = 0 for
any 0 < a ≤ µ2 − µ1, what is impossible by assumption. •
Thus, in spite of the stochastic precedence is an appealing characterization, it seems
to be a too loose condition to describe stochastic dominance, while a quantification, like
that provided by ρ(F,G) could improve the information.
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2.3 The contamination approach
Let us also consider this alternative approach, developed in A´lvarez-Esteban et al. (2016).
Note that always exists some pi ∈ [0, 1], allowing decompositions of F and G in the way
F = (1− pi)F˜ + piR
G = (1− pi)G˜+ piS
for some d.f.’s F˜ , G˜, R, S such that F˜ ≤st G˜. (6)
We can interpret these mixture decompositions in terms of a two stage random generation
consisting in a Bernoulli distribution that, with probability equal to 1 − pi, chooses the
distributions F˜ , G˜ that effectively satisfy the stochastic order. Therefore, if such a pi is
small enough, we could say that the greater part of the distribution G dominates that of
F . Therefore, the lowest pi compatible with such decompositions:
pi(F,G) := inf{pi ∈ [0, 1], such that (6) holds}, (7)
can be considered as a level of disagreement with the stochastic order.
Fortunately the index defined through (7) can be easily characterized resorting to
the intrinsic relation between trimmings and contamination mixtures pointed out e.g.
in Proposition 2.1 in A´lvarez-Esteban et al. (2011). For that purpose it is necessary to
introduce a general version of trimming which allows partial trimming of data. In the
sample setting, for a fixed pi ∈ [0, 1), trimming a data set χ = {x1, ..., xn} at the level pi
consists in giving a weight function, w, on χ that satisfies
0 ≤ w(xi) ≤ 1, i = 1, ..., n and Sw := 1n
∑n
i=1 w(xi) ≥ 1− pi.
where w(xi) is the remaining proportion of xi after trimming. Each trimming has an
associated trimmed probability: P˜w(xi) =
1
n
w(xi)
Sw
. For general probability measures the
generalization is simple. The probability P˜ is a pi-trimming of the probability P , a fact
denoted by P˜ ∈ Rpi(P ), if there exists a function w satisfying 0 ≤ w ≤ 1 P -a.s. and
Sw :=
∫
w dP ≥ 1− pi such that
P˜ (B) =
1
Sw
∫
B
w dP.
We include now the link between the contamination model and trimmings as well as
some relevant facts in our present setting (see Propositions 2.3 and 2.4 in A´lvarez-Esteban
et al. (2016) for details and additional discussion).
Proposition 2.2 Let P˜ , P be probability distributions on R with d.f.’s F˜ and F , respec-
tively and pi ∈ [0, 1). Also define the d.f.’s
F pi(x) = max( 1
1−pi (F (x)− pi), 0) and Fpi(x) = min( 11−piF (x), 1).
Then, P˜ ∈ Rpi(P ) is equivalent to each of the following statements:
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a) F (x) = (1− pi)F˜ (x) + piR(x) for every x ∈ R, for some d.f. R.
b) Fpi ≤st F˜ ≤st F pi.
Statement b) implies that the set of the trimmed versions of a given distribution on R
has a minimum and a maximum with respect to the stochastic order, just characterized
by Fpi and F
pi. These d.f.’s are respectively obtained by trimming at level pi just on the
right (resp. left) tail the probability with d.f. F . From this, it is easy to show that the
decompositions (6) hold for pi ∈ [0, 1) if and only if Fpi ≤st Gpi, and this holds if and only
if pi ≥ supx∈R(G(x)− F (x)). This leads to the appealing characterization of pi(F,G),
pi(F,G) = sup
x∈R
(G(x)− F (x)), (8)
allowing to define a quantified approximation to the stochastic order, denoted F ≤pist
G, whenever pi ≥ pi(F,G). Returning to the example already considered in the pre-
ceding subsections, for this index we have pi(N(100, 102), N(116, 202)) ≈ 0.015, while
pi(N(100, 102), N(105, 202)) ≈ 0.09.
Obviously, pi(F,G) = 0 if and only if F ≤st G. Also the relation pi(F,G)+pi(G,F ) ≤ 1
holds, although strict inequality is the typical situation.
2.4 A unifying framework
Let us return to the initial problem, on two populations with the same number of individ-
uals, for a simple comparison of the ways that the different approaches focus to measure
the lack of stochastic dominance. Let Ω1 = {u1, . . . , un} and Ω2 = {v1, . . . , vn} be the
heights of some individuals belonging to different populations.
To analize a possible dominance of the height of population Ω2 over that of Ω1, we
can reordering the individuals of both populations according to their heights leading to
Ω1 = {u∗1 ≤ · · · ≤ u∗n} and Ω2 = {v∗1 ≤ · · · ≤ v∗n}. In this way, stochastic dominance
would be equivalent to u∗i ≤ v∗i for every i = 1, . . . , n, corresponding just to the comparison
between the individuals with identical height rank in each population.
i) If the order does not hold say for m pairs (u∗i , v
∗
i ), the γ-index approach would report
the value m/n as the measure of lack of dominance. In the two-sample setting this
would be the value of Galton statistic.
ii) Although not explicitly considered as an index in Arcones et al. (2002), the cor-
responding ρ index (see (5)) would be computed as the number of pairs (ui, vj)
verifying ui > vj divided by n
2. In the two-sample setting this is just the value of
the Mann-Whitney statistic.
iii) Although it is not obvious from the definition (7) of the index pi, by using the
characterization after Proposition 2.2 (leading to (8)), to compute that index we
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would consider the infimum value, say k/n, such that deleting the k greatest ranked
individuals in Ω1 and the k lowest ranked in Ω2, the remaining subsets Ω¯1,k =
{u∗1, . . . , u∗n−k} and Ω˜2,k = {v∗k+1, . . . , v∗n} verify the stochastic dominance (thus u∗i ≤
v∗k+i for every i = 1, . . . , n−k). Also, recalling characterization (8), in the two-sample
setting this would be the value of the one-sided Kolmogorov-Smirnov statistic.
iv) Finally, the index associated to the approach in Leshno and Levy (2002) would
depend not only on how many pairs (u∗i , v
∗
i ) do not verify u
∗
i ≤ v∗i ,but also on the
quantities |u∗i − v∗i |, in the way
∑n
i=1(u
∗
i − v∗i )+/
∑n
i=1 |u∗i − v∗i |. (See (16) below).
Now, it is time for their relations and similarities. In spite of their different meanings,
the indices γ(F,G) and ρ(F,G) share a common principle that can be generalized in
the following way. If (X, Y ) is any bivariate random vector with marginal distribution
functions F and G, the laws of X and Y can be decomposed as:
L(X) = L(X/X ≤ Y )P (X ≤ Y ) + L(X/X > Y )P (X > Y )
L(Y ) = L(Y/X ≤ Y )P (X ≤ Y ) + L(Y/X > Y )P (X > Y ) (9)
Of course, if P (X > Y ) = 0 (resp. 1) we would have stochastic order F ≤st G (resp.
G ≤st F ). In general, if λ := P (X > Y ) ∈ (0, 1), regardless the joint distribution of
(X, Y ), the relations
P (X ≤ x/X ≤ Y ) ≥ P (Y ≤ x/X ≤ Y ) and P (X ≤ x/X > Y ) ≤ P (Y ≤ x/X > Y )
hold for all x ∈ R. Therefore the conditional laws satisfy the stochastic order relations
L(X/X ≤ Y ) ≤st L(Y/X ≤ Y ) and L(X/X > Y ) ≥st L(Y/X > Y ),
that embedded in (9) result in a decomposition of F and G (that depends of the joint law
L(X, Y )) as
F = (1− λ)F1 + λF2, G = (1− λ)G1 + λG2, with F1 ≤st G1 and F2 ≥st G2. (10)
As a first byproduct, from (7) we conclude that λ ≥ pi(F,G) independently from
the chosen representation. Particularizing for the pair given by the quantile functions
(F−1, G−1), λ takes the value γ(F,G), and the d.f.’s F1 and F2 (resp. G1 and G2) are the
d.f.’s of the quantile function F−1 (resp. G−1) conditioned to the subsets {F−1 ≤ G−1}
and {F−1 > G−1} of (0, 1). In particular
pi(F,G) ≤ γ(F,G).
Recall that ρ(F,G) = P (X > Y ) for independent random variables X and Y with
respective d.f.’s F and G, leading to (10) with λ = ρ(F,G), and F1 and F2 (resp. G1 and
G2) being the d.f.’s of the first (resp. second) coordinate conditioned to the half-spaces
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{(x, y) ∈ R2 : x ≤ y} and {(x, y) ∈ R2 : x > y} of R2 equipped with the (product)
probability associated to the d.f. F (x)G(y) on R2.
Other decompositions based on different dependence structures may be of some inter-
est, but instead let us focus on the problem of searching for a pair (X, Y ), if it exists, that
minimizes λ in the decompositions (10). This would result in the new suggestive index
υ(F,G) := inf{P (X > Y ) : (X, Y ) has marginal d.f.’s F and G}, (11)
that, taking into account that pi(F,G) is a lower bound for any λ satisfying (10), verifies
pi(F,G) ≤ υ(F,G) ≤ γ(F,G). (12)
Now recall that the quantile functions are just realistic realizations of Strassen’s the-
orem on existence of stochastic representations of the stochastic order (see e.g. Lindvall
(1999)). In such context (i.e., when F ≤st G), Strassen theorem states that there exists a
pair (X, Y ) of random variables with marginal d.f.’s F and G which minimizes P (X > Y )
and we know that (F−1, G−1) gives such a pair. Therefore the inequalities in (12) invite
to raise the following one-sided Strassen coupling problems:
a) Is the minimum in the definition of υ(F,G) attained?
b) In case of positive answer, which is the dependence structure on (X, Y ) that yields
that minimum?
To answer these questions the following new characterization of the approximate
stochastic order ≤pist in terms of quantile representations will be useful. We want to remark
the interplay with the way to obtain the index pi for the finite populations, explained in
item iii) at the beginning of this subsection.
Proposition 2.3 For d.f.’s F and G we have F ≤pist G if and only if
F−1(y) ≤ G−1(pi + y), 0 < y < 1− pi. (13)
Proof: We keep the notation introduced in Proposition 2.2, denoting by Fpi and F
pi, the
minimal and maximal trimmings, respectively, of F .
A simple computation shows that the associated quantile functions are
(Fpi)
−1(t) = F−1((1− pi)t), (F pi)−1(t) = F−1(pi + (1− pi)t), 0 < t < 1.
As a consequence, the quantile function of any d.f. F˜ in Rpi(F ) satisfies
F−1((1− pi)t) ≤ F˜−1(t) ≤ F−1(pi + (1− pi)t), 0 < t < 1,
thus the characterizations following Proposition 2.2 lead to F ≤pist G if and only if
F−1((1− pi)t) ≤ G−1(pi + (1− pi)t), 0 < t < 1
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or, equivalently, if and only if (13) holds. •
Now, returning to items a) and b) above, first note that under the stochastic order
F ≤st G we would have `(F−1 > G−1) = 0 thus both inequalities in (12) would be
equalities. On the other hand, if 0 < pi(F,G) = pi0, then F ≤pi0st G. Thus, by Proposition
2.3, F−1(y) ≤ G−1(pi0 + y) holds for every y ∈ (0, 1 − pi0). We introduce the following
rearrangement, G−1, of the quantile function G−1,
G−1(y) =

G−1(pi0 + y) if y ∈ (0, 1− pi0)
G−1(y − (1− pi0)) if y ∈ [1− pi0, 1).
(14)
It is easy to see that (seen as a r.v. defined on (0, 1) with probability given by Lebesgue
measure) the d.f. of G−1 is also G. Our construction guarantees that F−1(y) ≤ G−1(y)
for every y ∈ (0, 1−pi0). Therefore `(F−1 > G−1 ≤ pi0, hence by definition of υ(F,G) and
the first inequality in (12),
pi0 ≤ υ(F,G) ≤ `(F−1 > G−1) ≤ pi0.
This shows that pi(F,G) = υ(F,G), providing an alternative characterization of pi(F,G)
and a representation for which the minimum υ(F,G) is attained. We summarize all these
facts in the following proposition.
Proposition 2.4 Let F,G arbitrary d.f.’s and γ(F,G), ρ(F,G), pi(F,G) the indices de-
fined in (4), (5) and (7), respectively. These three indices can be expressed as P (X > Y )
for some random vector (X, Y ) with marginal d.f.’s F and G, realizables as quantiles
(F−1, G−1) in the case of γ(F,G) or independent r.v.’s in the case of ρ(F,G). For pi(F,G)
we have
pi(F,G) = `(F−1 > G
−1
) = min{P (X > Y ) : (X, Y ) has marginal d.f.’s F and G}.
In particular pi(F,G) ≤ γ(F,G) and pi(F,G) ≤ ρ(F,G).
In the light of the last result we can revisit the indices γ(F,G) and pi(F,G) resorting to the
example of comparison of the normal distributions already handled. According with the
underlying ideas supporting the first index, the value γ(N(100, 102), N(116, 202)) ≈ 0.05
shows that a random generator based on the quantile functions would produce smaller
values for the N(116, 202) distribution than for the N(100, 102) nearly the 5% of the
times, a nice description of the existent high level of dominance. On the other hand,
the value pi(N(100, 102), N(116, 202)) ≈ 0.015 shows that it is possible to create a right
random generator able to reduce the proportion above to the 1.5% of the times, but it is
impossible to create another able to improve this rate. Of course this “smart generator”
needs the previous knowledge of the pair of distributions to be built because it cannot
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Figure 3: Barplots of the heights of the data sets considered in Figure 2. Here the
displayed pairings between black and white bars are the associated to the copula (15).
handle both distributions in the same way, while the “na¨ıf generator”, associated to γ,
gives identical treatment to every distribution, as –a universal representation– would
demand. In contrast with the meaning of these indices, the scope of ρ(F,G) relies on the
comparison of physical samples, giving an additional and valuable information about the
dominance.
The construction of G
−1
allows to consider a copula associated to the index pi. It is
straightforward to obtain that the dependence structure obtained between F−1 and G
−1
has the associated copula
c(x, y) =

0 if x < 1− pi0 and y < pi0
min{x− (1− pi0), y} if x ≥ 1− pi0 and y < pi0
min{x, y − pi0} if x < 1− pi0 and y ≥ pi0
x+ y − 1 if x ≥ 1− pi0 and y ≥ pi0.
(15)
Of course, to obtain a right copula for particular d.f.’s F,G we need to know the value
pi0 = pi(F,G). Also note that (15) gives a general expression that allows to incorporate
the index pi to our setting. However, given F and G, it is often possible to obtain more
natural couplings to obtain the same result. For a better understanding of this fact, we
show in Figure 3 the coupling associated through (15) to our example in Figure 2, to
be compared with the coupling showed there. Note that the last bars correspond to the
comparison between the taller woman and the smaller man.
Remark 2.4.1 An important property of the stochastic dominance is that it is invari-
ant w.r.t. monotone functions in the sense that if X ≤st Y and ψ is a nondecreas-
ing function, then ψ(X) ≤st ψ(Y ). In this sense, the invariance property of an in-
dex measuring departures of the stochastic order seems to be highly desirable. Since
P (X > Y ) = P (ψ(X) > ψ(Y )) for every strictly increasing function ψ, this invariance is
obviously shared by all the indices that can be represented as P (X > Y ) for some pair
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(X, Y ) with marginal d.f.’s F and G. Therefore this invariance property holds for all the
indices considered in this section. Notice that, with the exception of linear functions, this
property is not verified by the index
(F,G) :=
∫
(G(x)− F (x))+dx∫ |G(x)− F (x)|dx , (16)
naturally associated to the almost surely stochastic dominance approach of Leshno and
Levy (2002). In particular, as already noted in the introduction, this shows that (F,G)
does not admit a P (X > Y )-representation.
Remark 2.4.2 Since we are mainly interested in using indices able to evaluate small
departures from stochastic dominance, a notable property to demand to any index should
be that of being zero whenever stochastic dominance holds. This is a property that pi and
γ share (or even  as defined in (16)) but it is not verified by ρ.
Finally let us notice that, taking ϑ(F,G) := 1− pi(G,F ), we obtain
ϑ(F,G) = sup{P (X ≥ Y ) : (X, Y ) has marginal d.f.’s F and G},
giving an upper bound for the probability P (X > Y ) and the less favourable decomposi-
tion (looking for stochastic dominance of G over F ) in the way considered in (10). Recall
also that pi(F,G) and pi(G,F ) can be simultaneously small, when F and G are “almost
equivalent”, which would lead to a large value for ϑ(F,G). In fact the index γ, allowing
universal representations, plus the indices pi and ϑ give a complete enough picture of the
possibilities of generating samples which satisfy individually the prescribed order up to
the proportion fixed. However, when a sampling plan is mandatory, other indices related
to that planning, like ρ to the independence of the samples, could also be useful.
3 Testing the levels of dominance
Through this section X1, . . . , Xn and Y1, . . . , Ym will be independent samples of i.i.d.
random variables such that L(Xi) and L(Yi) have respective d.f.’s F and G. Also, by Fn
and Gm we will denote the respective sample distribution functions based on the X
′s and
Y ′s samples.
The Mann-Whitney version of Wilcoxon statistic (Mann and Whitney (1947)):
Un,m := #{(i, j) ∈ {1, . . . , n} × {1, . . . ,m} : (Xi < Yj)}
allows to obtain a natural estimator for ρ(F,G) through ρˆn,m := Un,m/nm. In fact, since
ρ(F,G) =
∫∞
−∞G(x−)dF (x), the estimator is just the plug-in version of ρ:
ρˆn,m =
∫ ∞
−∞
Gm(x−)dFn(x) = ρ(Fn, Gm).
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This estimator has been widely analyzed in the statistical literature from the begin-
ning 1950s (see Birnbaum (1965) and references therein, Govindarajulu (1968), Yu and
Govindarajulu (1995)). Chapter 5 in Kotz et al. (2003) is mainly devoted to describe the
asymptotic properties of ρˆn,m and the obtention of asymptotic confidence intervals and
bounds for ρ(F,G) based on that asymptotic normality. Therefore we do not pursuit on
this topic here.
Characterization (8) of pi(F,G) also invites to consider the plug-in version,
pˆin,m := sup
x∈R
(Gm(x)− Fn(x)) = pi(Fn, Gm) (17)
as estimator of the index pi(F,G). This is widely known as the one sided Kolmogorov-
Smirnov statistic, with an important role in the framework of nonparametric goodness of
fit and also in the framework of testing stochastic dominance (see e.g. McFadden (1989),
Barrett and Donald (2003), Linton et al. (2005)), although mainly in the context of testing
H0 : F ≤st G vs Ha : F st G.
The asymptotic distribution of (17) under the hypothesis F = G was already obtained
by Smirnov in the late 1930’s, while Raghavachari (1973) obtained the general case, that
we state below:
Proposition 3.1 (Raghavachari (1973)) Let F and G be continuous, and n,m→∞
in such a way that n
n+m
→ λ ∈ (0, 1). If we denote Γ(F,G) := {x ∈ R : G(x) − F (x) =
pi(F,G)} and B1(t) and B2(t) are independent Brownian Bridges on [0, 1], then√
mn
m+n
(pi(Fn, Gm)− pi(F,G))→w sup
x∈Γ(F,G)
(√
λ B1(G(x))−
√
1− λ B2(F (x))
)
. (18)
A general result including a bootstrap version has been also given in A´lvarez-Esteban
et al. (2014). That paper also includes the details showing that the limit law in (18) has
quantiles that can be suitably bounded below by normal quantiles and above by quantiles
of the law of:
B¯(a, λ) := sup
t∈[a,1]
(√
λ B1(t)−
√
1− λ B2(t− a)
)
.
Moreover, it contains an useful expression for the computation of its quantiles through
numerical integration in a feasible way.
These facts provide the bases for the statistical inference on pi(F,G). In particular,
uniformly exponentially consistent tests have been obtained even for the more interesting
problem H0 : pi(F,G) > pi0 vs Ha : pi(F,G) < pi0, thus allowing statistical assessment
of almost stochastic dominance like F ≤pi0st G when rejecting the null at the fixed level.
We refer to A´lvarez-Esteban et al. (2016) and its Electronic Supplementary Material
for details and extensive simulations showing the sample performance of the tests and
confidence bounds relative to this index pi(F,G).
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In contrast, to our best knowledge, the apparently more simple index between those
considered in Section 2, γ(F,G), has been previously analyzed only for d.f.’s with just one
crossing point (as it usually holds in a location-scatter family) and in the homogeneous
(F = G) case. An intermediate case, when non-necessarily F = G but `(F−1 = G−1) > 0
was treated in Gross and Holland (1968). Therefore, we will give some pertinent theory
and some discussion to complete the (in fact, complex) panorama and the limitations
underlying this index.
It is intuitively obvious that for d.f.’s that coincide on some interval, or even that
mutually cross infinitely many times, γ(F,G) cannot be consistently estimated by the
plug-in version on the basis of finite samples. This was showed for equal sized samples
in Gross and Holland (1968). We will solve the problem on the basis of a remarkable
theorem of Le´vy (1939) (see Theorem 5.2 in Section 5). In that section we will give a
full picture of the possible asymptotic behaviours of the plug-in estimator. In particular,
from Lemma 5.4 we trivially obtain the a.s. consistency under the most general possible
assumption, which is stated in the following theorem. In Section 5, we will show that the
condition `(F−1 = G−1) = 0 is also necessary for consistency (see Theorem 5.8).
Theorem 3.2 Let F,G, be such that `(F−1 = G−1) = 0. Then the plug-in estimator
γˆn,m := γ(Fn, Gm), is a.s. consistent for γ(F,G):
γˆn,m →a.s. γ(F,G).
Moreover, with statistical applications in mind, and adopting a realistic point of view
we state below a simple version of our general asymptotic law result (see Theorem 5.11)
covering only the case of d.f.’s with at most a finite number k of ‘clean’ crosses.
Theorem 3.3 Assume that F and G are supported in (possibly unbounded) intervals
where they have continuous, positive densities f and g. Assume further that n,m → ∞
in such a way that n
n+m
→ λ ∈ (0, 1), and
(A1) There exist t0 = 0 < t1 < · · · < tk < 1 = tk+1 such that sign(F−1−G−1) is constant
in (ti, ti+1), i = 0, . . . , k, with opposite signs in consecutive intervals (in particular
xi := F
−1(ti) = G−1(ti), i = 1, . . . , k) and f(F−1(ti)) 6= g(G−1(ti)) for i = 1, . . . , k.
(A2) There exist β1 ∈ (0, t1) and β2 ∈ (tk, 1) and δ > 0 such that |F−1(t) − G−1(t)| ≥ δ
for every t ∈ (0, β1) ∪ (β2, 1)
(A3) For some p > 1∫ 1
0
(√t(1− t)
f(F−1(t))
)p
dt <∞ and
∫ 1
0
(√t(1− t)
g(G−1(t))
)p
dt <∞.
18
Then the plug-in estimator γˆn,m = γ(Fn, Gm) verifies:√
nm
n+m
(γˆn,m − γ(F,G))→w
k∑
i=1
√
1− λg(xi)B1(ti) +
√
λf(xi)B2(ti)
|f(xi)− g(xi)| (19)
where B1, B2 are independent Brownian bridges on (0, 1).
Although the limit expression in (19) is troublesome, it defines just a centered normal
law. Therefore, if σˆn,m is an estimate of the standard deviation of γˆn,m, then we can define
asymptotic upper and lower (1− α) confidence bounds for γ(F,G), based on the sample
distribution functions Fn, Gm, respectively by
Uαn,m := γˆn,m − σˆn,mΦ−1(α) and V αn,m := γˆn,m + σˆn,mΦ−1(α),
where Φ is the d.f. of the standard normal law. After the developed theory, it becomes
clear that, given any γ0, rejection of H0 : γ(F,G) > γ0 in favour of Ha : γ(F,G) < γ0 at
a level α is equivalent to assess that Uαn,m < γ0.
Moreover, for large samples, approximate normality of the estimator justifies the use
of bootstrap to obtain σˆn,m as follows: for samples x1, . . . , xn and y1, . . . , ym, we compute
γˆn,m. Bootstrapping with identical sizes to those of the original samples, we obtain B
bootstrap d.f.’s F ∗n , G
∗
m, and compute γˆ
∗
n,m := γ(F
∗
n , G
∗
m). This set of B estimations leads
to the bootstrap estimate of the variance of γˆn,m given by σˆ
2
n,m = Var(γˆ
∗
n,m).
Remark 3.3.1 Some caution must be advised to check the possibility of a large asymp-
totic variance for d.f.’s with crosses at some points where the densities are very near, a
fact that would lead to very unstable estimations of γ(F,G). The index seems appropri-
ate for applications involving a very limited number of crosses, as it happens in restricted
stochastic dominance, where it is expected that the stochastic order holds on a wide in-
terval, perhaps excluding part of one or both tails (see Davidson and Duclos (2013)). The
index γ would give a measure of the relative importance of the considered interval in both
populations. In our simulations, a bootstrap estimation of the variance of γˆn,m gave a
relatively good performance of the statistical tools associated to the estimator. This will
be presented in the following section.
4 Simulations and a case study
Along this section we will analyze the behaviour of statistical testing H0 : γ(F,G) > γ0
vs Ha : γ(F,G) < γ0 on the basis of the plug-in estimator γˆn,m. Theorems 3.2 and 3.3
give a mathematical enough setting for estimation and testing.
We use the procedure described after Theorem 3.3, with B = 1000 bootstrap samples.
We have computed the indices γ selecting a grid on [0, 1] and giving the proportion of
points in which the appropriate inequality holds.
We begin with the presentation of some simulations. Later we will present the result
of the analysis of the Living Conditions Survey dataset.
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4.1 Simulations
For distribution functions with just one crossing point, our procedure essentially coin-
cides with that developed in A´lvarez-Esteban et al. (2017). Therefore, here we will only
consider examples that do not satisfy that property. In the simulations we have chosen
the comparison of a Gaussian distribution against a t with one degree of freedom and a
certain non-centrality parameter (ncp) and against a mixture of Gaussian distributions.
The parameters of the Gaussian distribution, F , and the distributions of comparison
have been chosen in order to obtain γ(F,G) = 0.02, 0.05, 0.10, 0, 20 in cases 1, 2, 3 and 4,
respectively, with absolute errors less than 4×10−4 and relative below 0.5%. In particular,
1. Cases 1 correspond to N(13, 112) against a t1 with ncp=.167, and N(0, 1.4135
2)
against the mixture .02N(−4, 32) + .98N(1, 1); both selections give γ(F,G) ≈ .02.
2. Cases 2 analyze a N(13.13, 102) against a t1 with ncp=0.5, and a N(0, 1.5
2) against
the mixture .03N(−4, 1) + .97N(1, 1); both selections give γ(F,G) ≈ .05.
3. Cases 3 involve a N(1.061, 2.92) against a t1 with ncp=0 and a N(0, 1.6
2) against
the mixture .05N(−5, 1.42) + .95N(1, 1); both selections give γ(F,G) ≈ .10
4. Cases 4 consider a N(.634, 2.52) against a t1 with ncp=0 and a N(0, 1.75
2) against
the mixture .1N(−5, 1.752) + .9N(1, 1); both selections give γ(F,G) ≈ .20.
Moreover, these parameters have been chosen to get similar measures for the sets
{G−1 > F−1} ∩ [0, 1/2] and {G−1 > F−1} ∩ [1/2, 1]
(the plots in Figure 4 represent the quantile functions involved in Cases 4). The values
of γ(F,G) have been computed by the proportion of points in the grid 0, .001, . . . , .999, 1
in which F−1(t) < G−1(t).
Table 1 shows the proportions of rejections of the null H0 : γ ≥ γ0, against Ha : γ < γ0
along 1,000 repetitions at the level 0.05.
4.2 Analysis of the evolution of net disposable incomes of house-
holds in the Spanish ECV 2004-2012
Here will address the obtention of the γ-values and the confidence bounds, that will
provide both, an immediate way of testing for any particular value of γ0, and a graphical
descriptive approach to the evolution of the disposable incomes of Spanish households
(see Figure 5).
Our case study involves the Living Conditions Survey (ECV) made by the Spanish
National Statistics Institute (INE) on the period 2004-2012 in the European Statistics on
Income and Living Conditions (EU-SILC) framework. The analysis of stochastic domi-
nance of this kind of distributional data, related to poverty or welfare of the populations,
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Figure 4: Representation of the quantile functions considered as Cases 4.
has notably contributed to the renewed interest in the stochastic order in the econometric
literature (see e.g. McFadden (1989), Anderson (1996), Barrett and Donald (2003), . . . ).
However, to the best of our knowledge, these studies just were based on lack of rejection
of the null hypothesis of stochastic dominance, thus their methodologies cannot allow to
statistically guarantee the improvement or worsening of the welfare. In times of economic
prosperity, the comparison of household disposable income should show a general im-
provement. This improvement would be mathematically described through the stochastic
domination of the distribution at the beginning of a short period by that corresponding
to the end of the period. As the surveys refer to the immediately preceding year, our
analysis focuses on the period 2003-2011 and allows us to observe the effects of the 2008
global financial crisis in the Spanish case.
Our analysis relies on the dataset in Matra´n (2017) corresponding to the variable
“vhRentaa” extracted from the transversal microdata files of the annual surveys of the
period (see “Encuesta de condiciones de vida. Ficheros transversales” at the web-page
http://www.ine.es /prodyser/microdatos.htm ). For every year, that variable summarizes
the total net household income (includes income received from private pension schemes)
corresponding to the previous year. The design of the EU-SILC aims at obtaining addi-
tional longitudinal information, i.e. referring to the same people at different times over
time (in the Spanish case, monitoring will be carried out over four years). To avoid this
data dependence, we have made the comparisons between incomes with a four years delay
(2004-2008, 2005-2009,. . . ). The selection of the sample follows a two-phase design with
stratification of the first stage units. The first stage is made up of the census sections
and the second by family households. The datasets do not, therefore, respond strictly
to the independent data frame within the respective samples. However, the sizes (see
Table 2) and representativeness of the panels invite to explore the behaviour of the index
γ(Gm, Fn) when Gm (resp. Fn) is the distribution function of the variable vhRentaa at
the beginning (resp. at the end) of the period. Table 3 includes these values and the
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Table 1: Proportion of rejections of the null H0 : γ ≥ γ0 along 1,000 repetitions.
sample Normal against t Normal against mixture
γ0 size Case 1 Case 2 Case 3 Case 4 Case 1 Case 2 Case 3 Case 4
.02 100 .011 .010 0 0 .035 .012 0 0
1000 .019 .001 0 0 .045 .000 0 0
5000 .041 .000 0 0 .076 .000 0 0
.05 100 .142 .131 .001 .001 .240 .070 .004 0
1000 .361 .172 0 0 .806 .077 0 0
5000 .512 .135 0 0 .996 .059 0 0
.10 100 .477 .455 .033 .008 .644 .327 .097 .002
1000 .787 .739 .060 .003 .996 .819 .074 0
5000 .997 .999 .115 0 1 1 .063 0
.20 100 .894 .929 .208 .099 .931 .812 .513 .097
1000 1 1 .462 .197 1 1 .984 .062
5000 1 1 .635 .100 1 1 1 .037
corresponding lower and upper bounds (at 95% level), also represented in Figure 5.
Table 2: Data sizes by year.
2004 2005 2006 2007 2008 2009 2010 2011 2012
15355 12996 12205 12329 13014 13360 13597 13109 12714
Table 3: Estimates (first row) and 95%-Lower and Upper bounds (second and third rows)
by period for γ(Gm, Fn) (Gm is the d.f. at the beginning and Fn at the end of the period).
2004-2008 2005-2009 2006-2010 2007-2011 2008-2012
Estimates 0.013 0.038 0.056 0.163 0.878
Lower bounds 0.007 0.034 0.047 0.000 0.829
Upper bounds 0.019 0.042 0.065 0.330 0.926
We also include several exemplifying plots showing the quantile functions associated
to the initial and final distributions in some periods. The upper plots in the figure show a
clear dominance relation in the period 2004-2008 and quite clear in the periods 2005-2009
and 2006-2010. The γ-values summarize these facts, indicating the degree of discordance
with the stochastic domination that is patent in the plots just in the tail of poverty in
these periods. The 95%-confidence upper bounds indicate at most discordances of 2%,
4% and 6%. The behaviour of γ through the subsequent periods shows the trend to revert
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Figure 5: Evolution of the index of stochastic dominance between the distributions of
annual net disposable incomes of households with a delay of 4 years (solid line) and
confidence bounds (dashed lines).
the stochastic order, almost patent in the last period under consideration (2008-2012),
where the 95%-confidence lower bound indicates that the discordance with stochastic
domination is greater than 83%.
The period 2007-2011 can be considered as a transition to this reversion. It must be
noted the large bootstrap estimate of the standard deviation of γ(Gm, Fn) (a fact also
announced by our comments on the asymptotic variance when there are crossing points
with very similar density values), leading to very discrepant upper and lower confidence
values for γ(G,F ). Although less patent, a similar situation happens in the period 2008-
2012, where the d.f.’s have a considerable overlapping on some interval, that produce
larger bootstrap estimates for the asymptotic variances.
5 Asymptotics for the Galton’s Rank-Order statistic
Let us begin this section recalling some well known or easy facts on quantile and distri-
bution functions. A straightforward argument shows that, if X is a random variable with
d.f. F and ϕ is a strictly increasing function, then the quantile function associated to the
d.f. of Z := ϕ(X) is just ϕ(F−1). Even when the d.f., F , is not strictly increasing, but
it is continuous, if we take ϕ = F , it is well known that the random variable F (X) is
uniformly distributed on (0, 1). In any case, the important relation
t ≤ F (x) ⇐⇒ F−1(t) ≤ x (20)
23
Figure 6: Plots of the quantile functions for annual net disposable incomes of households
at periods 2004-2008, 2005-2009, 2007-2011, 2008-2012. The plots include as γ(Gm, Fn)
the levels of restricted stochastic dominance of the final year over the initial one.
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easily allows to show that the quantile function F−1 associated to an arbitrary d.f. F
verifies that F−1(U) has d.f. F if U is U(0,1)-distributed.
Let X1, . . . , Xn be a simple random sample obtained from a continuous d.f. F , and
denote by Fn the empirical d.f.. Then Ui = F (Xi), i = 1, . . . , n, is a simple random sample
from the U(0,1) distribution. Since both d.f.’s (F and the corresponding to the U(0,1)
law) are continuous, we have P (Xi = Xj) = 0 and P (Ui = Uj) = 0 for every i 6= j,
thus we can assume throughout that our random samples do not contain repeated values.
Let us denote the sample d.f. based on U1, . . . , Un by Hn. The corresponding quantile
function is then easily related to of the original sample through H−1n (t) = F (F
−1
n (t)) and,
from (20), we obtain:
H−1n (t) < s ⇐⇒ F (F−1n (t)) < s ⇐⇒ F−1n (t) < F−1(s). (21)
We will also make use of a well known approximation of the quantile process by a
Brownian bridge. We begin including for further reference a version of this result which
is a slight modification of Theorem 1, pag. 640, in Shorack and Wellner (1986). Recall
that a standard Brownian bridge on [0, 1] is a centered Gaussian process with covariance
function Cov(B(s), B(t)) = s ∧ t− st for s, t ∈ [0, 1].
Theorem 5.1 Let 0 ≤ a < b ≤ 1. Let f denote the density function of F and assume
that f(F−1(·)) is positive and continuous on an open subinterval of [0, 1] containing [a, b].
Let {δn} ⊂ R+ be a sequence such that δn → δ > 0. Then, there exist a standard
Brownian bridge BF such that
MFm := sup
t∈[a,b]
∣∣∣∣δn√n (F−1n (t)− F−1(t))− δ BF (t)f(F−1(t))
∣∣∣∣→a.s. 0. (22)
Remark 5.1.1 If f is positive and continuous on a closed interval, then Theorem 5.1
holds with a = 0 and b = 1. In particular, if F is the d.f. of the U(0,1), the result states
uniform convergence of the uniform quantile process to a standard Brownian bridge.
The result above relates the behaviour of the quantile process to that of a Brownian
bridge, B. Our development will be based on the transference of this relation to that
of random variables like `(t ∈ [0, 1] : B(t) > 0) and `(t ∈ [0, 1] : F−1n (t) > F−1(t)). In
his seminal 1939 paper, Paul Le´vy proved that the time spent positive by a standard
Brownian bridge is uniformly distributed on (0, 1) (see Section 8, 2o in Le´vy (1939) or
pages 85-86 in Billingsley (1968)). Fur future reference, we include below this result, and
also, in Lemma 5.3, an easy consequence.
Theorem 5.2 (Paul Le´vy (1939)) If B(t) is a standard Brownian bridge on [0, 1], we
have
P (`(t ∈ [0, 1] : B(t) > 0) ≤ x) = x, for every x ∈ [0, 1].
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Lemma 5.3 Under the conditions above, for any Borel set I in [0, 1], the random variable
`((B > 0) ∩ I) is constant if and only `(I) = 0.
Proof. The sufficient part is obvious. Concerning the necessary, let us assume that
`(I) > 0. A well known property of the Brownian bridge concerns the measure of the set
of zeros: `(t ∈ [0, 1] : B(t) = 0) = 0 (a result that easily follows from Fubini’s Theorem).
Moreover, if B is a Brownian bridge, then also −B is a Brownian bridge; hence B =d −B.
Therefore, we have `((B < 0) ∩ I) =d `((B > 0) ∩ I), while `((B < 0) ∩ I) + `((B >
0) ∩ I) = `(I). This implies that the expected value of the common distribution must
be `(I)/2, but these distributions cannot be degenerated because `(B > 0) stochastically
dominates `((B > 0) ∩ I), and degeneracy on the value `(I)/2 would imply that the
U(0, 1) law would be always greater than this value, an impossible fact. •
Let us consider now the case, where Fn and Gm are the sample d.f.’s based on indepen-
dent samples X1, . . . , Xn and Y1, . . . , Ym, where the X
′s (resp. the Y ′s) are independent
random variables with common d.f. F (resp. G). Throughout, the corresponding sample
distribution and quantile functions will be denoted by Fn, Gm, F
−1
n , G
−1
m , while we use
H−1n (t) = F (F
−1
n (t)) and J
−1
m (t) = G(G
−1
m (t)) for the quantile functions of the related
uniform samples. Also note that, for notational purposes, we will occasionally resort to
the underlying probability space (Ω, σ, P ), denoting with the superscript ω to these func-
tions computed from the values X1(ω), . . . , Xn(ω) and Y1(ω), . . . , Ym(ω) for any ω ∈ Ω.
Throughout this section, the set Γ := {t : F−1(t) = G−1(t)} will play a fundamental role.
The following lemma is a key result for consistency results.
Lemma 5.4 With the notation and assumptions above, we have:
γ(Fn, Gm)− γ(F,G)− `((F−1n > G−1m ) ∩ Γ)→a.s. 0 as n,m→∞.
Proof. The Glivenko-Cantelli Theorem implies that for some Ω0 ∈ σ, with P (Ω0) = 1, if
ω ∈ Ω0, then
F ωn →w F and Gωm →w G.
Now, recalling that weak convergence of d.f.’s and almost everywhere convergence of
their quantile functions are equivalent, for every ω ∈ Ω0, the set
T ω := {t ∈ (0, 1) : (F ωn )−1(t)→ F−1(t) and (Gωm)−1(t)→ G−1(t)}
has Lebesgue measure one, thus, if ω ∈ Ω0,
γ(F ωn , G
ω
m)− γ(F,G)− `((F−1n > G−1m ) ∩ Γ) = `
[
((F ωn )
−1 > (Gωm)
−1, F−1 < G−1) ∩ T ω]
−` [((F ωn )−1 ≤ (Gωm)−1, F−1 > G−1) ∩ T ω)] ,
which converges to 0, because both sets between the brackets converge to the empty set.•
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The first obvious consequence, when `(Γ) = 0, has been stated as Theorem 3.2. The
second, when `(Γ) > 0, is our next objective. We will first prove that the condition
`(Γ) = 0 is also necessary for consistency. For this, we state the following lemma, that
is an easy consequence of the previous results. We note that the statement for just one
sample, when I = (0, 1), was already stated in Hodges (1955) from elementary arguments.
Lemma 5.5 Let F,G be continuous d.f.’s and assume that Fn and Gm are the sample
d.f.’s based on independent samples. Then, for any Borel set I in (0, 1),
`
(
(t : F−1n (t) < F
−1(t)) ∩ I) →w ` ((t : BF (t) < 0) ∩ I) , and
`
(
(F−1n < F
−1) ∩ (G−1m < G−1) ∩ I
) →w ` ((BF < 0) ∩ (BG < 0) ∩ I) , as n,m→∞,
where BF and BG are two independent standard Brownian bridges.
Proof. The proof for one or two samples is the same. Focusing on the two samples case,
from (21), we have
(t : F−1n (t) < F
−1(t)) ∩ I = (t : H−1n (t) < t) ∩ I = (t :
√
n(H−1n (t)− t) < 0) ∩ I, (23)
and similarly for G. Now, let BF and BG be two independent standard Brownian bridges
verifying (22) for
√
n(H−1n (t)−t) and
√
m(J−1m (t)−t) respectively, and recall that, as noted
in Remark 5.1.1, for the uniform quantile process the convergence statement in Theorem
5.1 holds for a = 0 and b = 1. The dominated convergence theorem for Lebesgue measure
and (23) lead then to
`
(
(F−1n < F
−1) ∩ (G−1m < G−1) ∩ I
)
= `
(
(t :
√
n(H−1n (t)− t) < 0) ∩
√
m(J−1m (t)− t) < 0) ∩ I
)
→w ` ((t : BF (t) < 0) ∩ (t : BG(t) < 0) ∩ I) .
•
The two following theorems state the role of the set Γ on the consistency of the sample
γ-index. The first one generalizes Theorem 1 in Gross and Holland (1968) by allowing
unequal sample sizes n and m and stating a.s. convergence instead of convergence in
probability. The second characterizes the limit law in a closed way, relating it to the
subset of Γ where a Brownian bridge is positive. This problem was treated in Gross and
Holland (1968) just for equal sample sizes, resorting to combinatorial arguments and to
convergence of moments. However, these authors do not obtain the explicit expression of
the limit law. The technique they employ make very difficult to obtain this distribution
as well as extend the results to unequal sized samples and to use them for applications.
Theorem 5.6 Let F,G be continuous d.f.’s and assume that Fn and Gm are the sample
d.f.’s based on independent samples. Then γ(Fn, Gm)− γ(F,G)→a.s. 0 as n,m→∞, if
and only if `(Γ) = 0.
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Proof. Only the necessary condition remains unproved. If P (`((F−1n > G
−1
m ) ∩ Γ) > 0)→
0, this would imply that
P
[∫
Γ
I(F−1n > F
−1)(t)I(G−1 > G−1m )(t)dt > 0
]
→ 0.
From here, Lemma 5.5 and Fatou’s lemma, we obtain
P [` ((BF > 0) ∩ (BG < 0) ∩ Γ) > 0] = 0.
But then,
E[` ((BF > 0) ∩ (BG < 0) ∩ Γ)] = 0,
and, by Fubini’s theorem and independence of BF , BG, taking into account that all
marginals of a Brownian bridge are centered normals
0 =
∫ 1
0
P (BF (t) > 0)P (BG(t) < 0)I(Γ)(t)dt =
1
4
∫ 1
0
I(Γ)(t)dt =
`(Γ)
4
,
hence we get `(Γ) = 0. •
The following theorem, including some regularity assumptions on the d.f.’s, leads to
additional information on the behaviour of γ(Fn, Gm) when the coincidence set Γ has
positive measure. First we include a very simple lemma relating the density-quantile
functions of F and G on Γ.
Lemma 5.7 Let F,G be continuous d.f.’s and assume that the set Γ has positive Lebesgue
measure. Then, if U denotes a U(0,1)-distributed random variable, then (F (F−1(U)) is
also U(0,1)-distributed and) conditionally to U ∈ Γ, F (G−1(U)) is uniformly distributed
on Γ. In particular, if F,G are absolutely continuous and f and g are their density
functions, then f(F−1(t)) = g(G−1(t)) almost everywhere on Γ.
Proof. Recall that the d.f.’s of the r.v.’s F−1(U) and G−1(U) are F and G respectively,
thus the statement under the parenthesis is well known. On the other hand, F (F−1(U) =
F (G−1(U) if U ∈ Γ, so the distributions of F−1(U) and G−1(U) given (U ∈ Γ) coincide.
Therefore, since the first one is uniformly distributed on Γ, it is also true for the second.
The last statement is then trivial. •
Theorem 5.8 Let F,G be continuous d.f.’s such that the set Γ has positive Lebesgue
measure and assume that both F and G admit continuous positive density functions. Let
B be a standard Brownian Bridge and assume that m,n → ∞ in such a way that 0 <
lim inf n
m+n
≤ lim sup n
m+n
< 1. Then
γ(Fn, Gm)− γ(F,G)→w `(t ∈ Γ : B(t) > 0)
(which by Lemma 5.3 is a nondegenerated random variable).
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Proof. Since the values of γ(Fn, Gm) are bounded, any sequence {L(γ(Fnk , Gmk)} of
distributions will be tight. Therefore the weak convergence will hold if and only if any
weakly convergent subsequence converges to the same law. If we consider such a weakly
convergent subsequence, the condition on the relative behaviour of n and m guarantees
that for some sub-sub-sequence, convergence of
nkr
mkr
→ λ ∈ (0, 1) will hold. This fact leads
to guarantee the result as soon as we prove the weak convergence to `(t ∈ Γ : B(t) > 0)
whenever n
m+n
→ λ ∈ (0, 1). After Lemma 5.4, it suffices then to prove that
`((F−1n > G
−1
m ) ∩ Γ)→w `((B > 0) ∩ Γ).
On the other hand, if we consider the transformed samples Ui = F (Xi), Zj = F (Yj), i =
1, . . . , n; j = 1, . . . ,m, they correspond to independent samples from the U(0,1) and the
L(F (G−1(U)) laws. Also the transformation keeps invariant both (F−1n > G−1m ) and
(F−1 = G−1), thus we can w.l.o.g. assume that these transformed samples and distri-
butions are the original ones. The distinctive fact is that now both density functions
are strictly positive on a neighbourhood of the closed set Γ: the first because it is con-
stant, and the second because a continuous density function is uniformly continuous and,
by Lemma 5.7, it is constant on Γ. This fact will allow to apply Theorem 5.1 without
reference to any [a, b].
Now, note that I(F−1n > G
−1
m ) = I(
√
n+m (F−1n − F−1 + F−1 −G−1m ) > 0). Applying
Theorem 5.1 to F with δn =
(
n+m
n
)1/2
and to G with δm =
(
n+m
m
)1/2
, if f, g denote,
respectively the density functions of F and G, we obtain that there exist two independent
Brownian Bridges BF , BG and constants M
F
n ,M
G
m →a.s. 0 such that
I
(
Γ ∩ (t : λ−1/2 BF (t)
f(F−1(t))
− (1− λ)−1/2 BG(t)
g(G−1(t))
) > MFn +M
G
m
)
≤ I (Γ ∩ (F−1n > G−1m ))
≤ I
(
Γ ∩ (t : λ−1/2 BF (t)
f(F−1(t))
− (1− λ)−1/2 BG(t)
g(G−1(t))
) > −(MFn +MGm)
)
.
From here, since MFn +M
G
m →a.s. 0, by dominated convergence
`((F−1n > G
−1
m ) ∩ Γ)→w
∫
Γ
I
(
λ−1/2
BF (t)
f(F−1(t))
− (1− λ)−1/2 BG(t)
g(G−1(t))
) > 0
)
dt. (24)
But by Lemma 5.7 if t ∈ Γ: f(F−1(t)) = g(G−1(t)) and also
λ−1/2
BF (t)
f(F−1(t))
− (1− λ)−1/2 BG(t)
g(G−1(t))
> 0 ⇐⇒ λ−1/2BF (t)− (1− λ)−1/2BG(t) > 0.
Finally, the independence between BF and BG gives that λ
−1/2BF (t)−(1−λ)−1/2BG(t)
is a scaled Brownian bridge (it can be written as (λ−1 + (1− λ)−1)1/2B(t), where B(t) is
a standard Brownian bridge). Therefore the limit law in (24) is that `((B > 0) ∩ Γ). •
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Remark 5.8.1 It is obvious that, for any Borel set I, the distribution of `((B > 0)∩I) is
supported by [0, `(I)] and it could be guessed that this distribution should be also uniform
on (0, `(I)). However, a second thought shows that this distribution, in fact, depends on
the situation of the set I and that it can not even be continuous: if we consider a situation
in which I is an interval not including the points 0 and 1, then the probability of the event
(`((B > 0) ∩ I) = `(I)) is strictly positive; thus the distribution law L (`((B > 0) ∩ I))
contains an atom whose value decreases with the length of the interval. In fact, this
distribution would have two atoms: one in each extreme of its support.
To face the asymptotic distribution of γ(Fn, Gm) we assume additional hypotheses
on the d.f.’s. We will show that, then, the asymptotic distribution of the difference
γ(Fn, G)−γ(F,G) will be determined by the set Γ. More precisely, let us define Dj)(t) :=
dj
dtj
(F−1 −G−1)
∣∣∣
t
, and, for any k ∈ N, the sets
Γk :=
{
t ∈ Γ : Dj)(t) = 0, j = 0, . . . , k − 1 and Dk)(t) 6= 0} ,
and let kF,G0 = sup{k : Γk 6= ∅}. Notice that kF,G0 ≥ 0 if we assume that Γ 6= ∅. Very
often, if no confusion is possible, we will write simply k0.
We will prove that the exact convergence rate of γ(Fn, G) − γ(F,G) is n−1/2k0 . In
particular, if k0 = ∞, according to Corollary 5.8, we will have that γ(Fn, G) − γ(F,G)
does not converges to zero a.s., but it converges in distribution to a non-degenerated law.
In order to prove some of our results, the following assumption will be appropriate.
(A1*) The set Γ is finite.
Remark 5.8.2 Under (A2), assumption (A1*) could be guaranteed from regularity con-
ditions on F and G like “given any point t ∈ (0, 1), it is possible to obtain a power series
development of F−1 − G−1 in a neighbourhood of t”. Notice that (A1*) is also weaker
than assumption (A1) in Theorem 3.3, since (A1) just allows clean crosses.
We begin with a lemma describing the derivative of F−1 −G−1 on the sets Γk.
Lemma 5.9 If t0 ∈ Γk for some k ≥ 1, and we denote x0 = F−1(t0), then,
Dk)(t0) =

1
f(x0)
− 1
g(x0)
, if k = 1
1
f2(x0)
(
dk−1
dxk−1 g(x0)− d
k−1
dxk−1f(x0)
)
if k > 1,
with f(x0) 6= g(x0) in the first case and dk−1dxk−1 g(x0) 6= d
k−1
dxk−1f(x0) in the second one.
Proof. Both statements follow trivially from the expression of the derivative of the
inverse function and the fact that the definition of Γk implies that F
−1(t0) = G−1(t0)
and f(x0) 6= g(x0) if k = 1; and that F−1(t0) = G−1(t0), dhdthf(x0) = d
h
dth
g(x0) for every
h ≤ (k − 2), and dk−1
dxk−1 g(x0)− d
k−1
dxk−1f(x0) 6= 0 if k ≥ 2. •
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Theorem 5.10 Assume that F and G are supported in (possibly unbounded) intervals
where they have continuous, positive densities f and g. Assume further assumptions
(A1*), (A2), and (A3) and that 0 < k0 <∞. Then, denoting γˆn = γ(Fn, G) γ = γ(F,G),
and B being a standard Brownian bridge on (0, 1):
1. if k0 is odd
n1/2k0(γˆn − γ)→w
∑
t∈F−1(Γk0 )
(
B(t)
f(F−1(t))
k0!
|Dk0)(t)|
)1/k0
2. if k0 is even
n1/2k0(γˆn − γ)→w −2
∑
t∈F−1(Γk0 )
(
B(t)
f(F−1(t))
k0!
|Dk0)(t)|
)1/k0
sign(Dk0)(t))I(B(t) ≥ 0)
Proof. Let k ≤ k0. If k is odd, then all points in Γk are crossing points between F−1 and
G−1. Otherwise they would be tangency points. Let us begin assuming that #Γk = 1.
We will analyze separately the cases in which k is odd or even.
CASE k IS ODD.
We assume at first that there exists t1 ∈ (0, 1) such that F−1(t) < G−1(t), if t ∈ (0, t1)
and F−1(t) > G−1(t) if t ∈ (t1, 1).
Since γ(F,G) =
∫ 1
0
I(F−1(t)−G−1(t) > 0)dt, we have
n1/2k(γˆn − γ)
= n1/2k
∫ t1
0
I(F−1n (t)−G−1(t) > 0)dt− n1/2k
∫ 1
t1
I(F−1n (t)−G−1(t) ≤ 0)dt
=: An −Bn.
Now, assume that (a, b) ⊂ (0, 1) is such that δ = inft∈(a,b) |F−1(t)−G−1(t)| > 0 (thus
(a, b) ⊂ (0, t1), else (a, b) ⊂ (t1, 1)). Then, focusing in the term Bn (and (a, b) ⊂ (t1, 1)),
if p is the exponent appearing in (A3), we have that
n1/2k
∫ b
a
I(F−1n (t)−G−1(t) ≤ 0)dt ≤ n1/2k
∫ b
a
I(F−1n (t)− F−1(t) ≤ −δ)dt
≤ n1/2k
∫ b
a
I(|F−1n (t)− F−1(t)| ≥ δ)dt
≤ n
− pk−1
2k
δp
∫ b
a
|√n(F−1n (t)− F−1(t))|pdt→p 0,
31
where the last convergence follows from the fact that by (A3) and Theorem 5.3, p. 46 in
Bobkov and Ledoux (2014),
∫ b
a
|√n(F−1n (t)− F−1(t))|pdt is stochastically bounded. As a
consequence of this and of (A2) we can replace Bn by B˜n := n
1/2k
∫ a
t1
I(F−1n (t)−G−1(t) ≤
0)dt since Bn − B˜n →p 0, and similarly for An.
By the smoothness assumptions on f and Theorem 5.1, we can consider a Brownian
bridge B, such that Mn := supa≤t≤b
∣∣∣√n(F−1n (t)−F−1(t))−B(t)/f(F−1(t))∣∣∣→a.s. 0. We
note also that, since Γ1 is finite, a can be chosen such that, for every t ∈ (t1, a),
Dk)(t) ≥ m > 0. (25)
Now, using the change of variable t = t1 + sn
−1/2k we see that
B˜n = n
1/2k
∫ a
t1
I
(√
n(F−1n (t)− F−1(t)) +
√
n(F−1(t)−G−1(t)) ≤ 0)dt
=
∫ n1/2k(a−t1)
0
I
(
vn(s) ≤ 0
)
dt,
with vn(s) =
√
n(F−1n (t1 +
s
n1/2k
)−F−1(t1 + sn1/2k ))+
√
n(F−1(t1 + sn1/2k )−G−1(t1 + sn1/2k )).
Recalling Lemma 5.9, we have that, with probability one, vn(s)→ v(s) := B(t1)f(F−1(t1)) +
sk
k!
Dk)(t1), and, therefore, I(vn(s) ≤ 0)→ I(v(s) ≤ 0) for almost every s ∈ (0,∞); except,
possibly, at s = (−k!B(t1)/(f(F−1(t1))Dk)(x1)))1/k.
Observe further that, (25) gives that, if z = inft1≤t≤aB(t)/f(F
−1(t)) and M =
supnMn, then, for s ∈ (0, n1/2k(a− t1)),
vn(s) ≥
√
n
sk
n1/2
m
k!
+ z −M ≥ skm
k!
+ z −M.
Hence,
I(vn(s) ≤ 0, s ∈ [0, n1/2k(a− t1)]) ≤ I
(
sk
m
k!
+ z −M ≤ 0, s ≥ 0
)
= I
(
s ∈
[
0,max
(
0,
(
k!(M − z)
m
)1/k)])
.
By the dominated convergence theorem we conclude that
B˜n →a.s.
∫ ∞
0
I(v(s) ≤ 0)ds =
(
− B(t1)
f(F−1(t1))
k!
Dk)(t1)
)1/k
I(B(t1) ≤ 0).
With the same argument we can check that
A˜n →a.s.
(
B(t1)
f(F−1(t1))
k!
Dk)(t1)
)1/k
I(B(t1) > 0)
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and combining the last two displays we obtain
A˜n − B˜n →a.s.
(
B(t1)
f(F−1(t1))
k!
Dk)(t1)
)1/k
.
For the case #Γk = 1, but F
−1 > G−1 in (0, t1), F−1 < G−1 in (t1, 1) we can mimic
the above argument to prove that
n1/2k(γˆn − γ)→p −
(
B(t1)
f(F−1(t1))
k!
Dk)(t1)
)1/k
=
(
B(t1)
f(F−1(t1))
k!
|Dk)(t1)|
)1/k
,
where last equality follows because now Dk)(t1) < 0.
CASE k IS EVEN.
As in the previous case, we begin assuming that there exists t1 ∈ (0, 1) such that
F−1(t) < G−1(t), if t 6= t1 and F−1(t1) = G−1(t1). Therefore, Dk)(t) < 0 in a neighbour-
hood of t1 and
n1/2k(γˆn − γ)
= n1/2k
∫ t1
0
I(F−1n (t)−G−1(t) > 0)dt+ n1/2k
∫ 1
t1
I(F−1n (t)−G−1(t) > 0)dt
=: An +Bn.
Similarly to the previous case, there exist b, a, with 0 < a < t1 < b < 1 such that we
can replace Bn by B˜n := n
1/2k
∫ a
t1
I(F−1n (t) − G−1(t) > 0)dt and similarly for An; and it
also happens that
Dk)(t) ≤ m < 0, for all t ∈ [a, b],
and we can approximate uniformly the process
√
n(F−1n (t)−F−1(t)) on [a, b] byB(t)/f(F−1(t))
where B(t) is a Brownian Bridge. From this point, the same reasoning as in the case k is
odd allows to conclude that An and Bn have the same limit in probability which is(
B(t1)
f(F−1(t1))
k!
|Dk)(t1)|
)1/k
I(B(t1) ≥ 0).
To finalize this case, let us now assume that there exists t1 ∈ (0, 1) such that F−1(t) >
G−1(t), if t 6= t1 and F−1(t1) = G−1(t1). Thus, Dk)(t) < 0 in a neighbourhood of t1 and
n1/2k(γˆn − γ)
= −n1/2k
∫ t1
0
I(F−1n (t)−G−1(t) ≤ 0)dt− n1/2k
∫ 1
t1
I(F−1n (t)−G−1(t) > 0)dt
=: −An −Bn,
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so that, with the same reasoning as above, and using the symmetry of the law of B:
−An −Bn →p −2
( |B(t1)|
f(F−1(t1))
k!
Dk)(t1)
)1/k
I(B(t1) ≤ 0)
=d −2
(
B(t1)
f(F−1(t1))
k!
Dk)(t1)
)1/k
I(B(t1) ≥ 0).
GENERAL CASE
Now, let us write ∪k≤k0Γk = {t1, . . . , th}, with t1 < . . . < th. Notice that the reasoning
we developed until now leads to the existence of points ai, bi, i = 1, . . . , h, such that
. . . bi < ti < ai < bi+1 < ti+1 < . . .
and n1/2k0(γˆn − γ) is asymptotically equivalent in probability to
Sn := n
1/2k0
∑
i≤h
(∫ ti
ai
I
(
F−1n −G−1 ∈ I−i
)
+
∫ bi
ti
I(F−1n −G−1 ∈ I+i )
)
,
where I−i and I
+
i are (0,∞) or (−∞, 0) depending on the sign of (F−1 − G−1) on the
corresponding interval. Now, if ti ∈ Γk with k < k0, we know that∫ ti
ai
I
(
F−1n −G−1 ∈ I−i
)
+
∫ bi
ti
I(F−1n −G−1 ∈ I+i ) = OP (n−1/2k)
and, consequently, Sn is equivalent, in probability to
n1/2k0
∑
ti∈Γk0
(∫ ti
ai
I
(
F−1n −G−1 ∈ I−i
)
+
∫ bi
ti
I(F−1n −G−1 ∈ I+i )
)
.
Therefore, only the terms involving ti’s in Γk0 are relevant, giving the result. •
Theorem 3.3 is just the two-sample statement of Theorem 5.10 for k0 = 1. Below we
give the statement for general finite k0, although, to simplify, we will include only a sketch
of the proof for Theorem 3.3.
Theorem 5.11 Under the assumptions of Theorem 5.10, if n,m → ∞ in such a way
that n
n+m
→ λ ∈ (0, 1), and γˆn,m = γ(Fn, Gm), and BF and BG denote two independent
standard Brownian bridges, then:
1. if k0 is odd(
nm
n+m
)1/2k0
(γˆn,m − γ)→w
∑
t∈F−1(Γk0 )
(
k0!
|Dk0)(t)|
)1/k0(√1− λBF (t)
f(F−1(t))
)1/k0
−
(√
λBG(t)
g(F−1(t))
)1/k0
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2. if k0 is even(
nm
n+m
)1/2k0
(γˆn,m − γ)→w
−2
∑
t∈F−1(Γk0 )
sign(Dk0)(t))
(
k0!
|Dk0)(t)|
)1/k0(√1− λB+F (t)
f(F−1(t))
)1/k0
−
(√
λB+G(t)
g(F−1(t))
)1/k0
where the superscript + denotes the positive part of the corresponding function.
Proof of Theorem 3.3 (sketched): Since the extension to several crossing points is
straightforward, let us consider just the situation of one crossing point t1 ∈ (0, 1) such
that F−1(t) < G−1(t), if t ∈ (0, t1) and F−1(t) > G−1(t) if t ∈ (t1, 1). Then, with
N = n+m,
√
nm
N
(γˆn,m − γ(F,G)) is asymptotically equivalent to√
λ(1− λ)
√
N
(∫ t1
0
I
(
F−1n (t)−G−1m (t) > 0
)
dt−
∫ 1
t1
I
(
F−1n (t)−G−1m (t) ≤ 0
)
dt
)
,
and, avoiding the factor
√
λ(1− λ), the arguments already used lead to consider terms
like
√
N
∫ √N(a−t1)
0
I
(
vN(s) ≤ 0
)
ds,
with
vN(s) =
√
N
(
F−1n (t1 +
s√
N
)− F−1(t1 + s√
N
)
)
−
√
N
(
G−1m (t1 +
s√
N
)−G−1(t1 + s√
N
)
)
+
√
N
(
F−1(t1 +
s√
N
)−G−1(t1 + s√
N
)
)
.
Resorting once more to uniform approximations, now by independent weighted Brow-
nian bridges, say BF , BG, such that
sup
a≤t≤b
∣∣∣√n(F−1n (t)− F−1(t))−BF (t)/f(F−1(t))∣∣∣→ 0 a.s., and
sup
a≤t≤b
∣∣∣√m(G−1m (t)−G−1(t))−BG(t)/g(G−1(t))∣∣∣→ 0 a.s.,
we get in the limit to consider the term∫ ∞
0
(
BF (t1)√
λf(F−1(t1))
+
BG(t1)√
1− λg(G−1(t1))
+ s
(
1
f(F−1(t1))
− 1
g(G−1(t1))
)
≤ 0
)
ds.
Collecting the terms as before, and in general the terms corresponding to the crossing
points t1, . . . , tk and recovering the factor
√
λ(1− λ), we would obtain (19). •
35
References
A´lvarez-Esteban, P.C.; del Barrio, E.; Cuesta-Albertos, J.A. and Matra´n, C. (2011).
Uniqueness and approximate computation of optimal incomplete transportation plans.
Annales de l’Institut Henri Poincare´ - Probabilite´s et Statistiques 47, 358–375.
A´lvarez-Esteban, P.C.; del Barrio, E.; Cuesta-Albertos, J.A. and Matra´n, C. (2012).
Similarity of samples and trimming. Bernoulli 18, 606–634.
A´lvarez-Esteban, P.C.; del Barrio, E.; Cuesta-Albertos, J.A. and Matra´n, C.
(2014). A contamination model for approximate stochastic order: extended version.
http://arxiv.org/abs/1412.1920
A´lvarez-Esteban, P.C.; del Barrio, E.; Cuesta-Albertos, J.A. and Matra´n, C. (2016). A
contamination model for stochastic order. Test 25, 751–774.
A´lvarez-Esteban, P.C.; del Barrio, E.; Cuesta-Albertos, J.A. and Matra´n, C. (2017).
Models for the assessment of treatment improvement: the ideal and the feasible. Statist.
Sci., 32, 469–485. DOI: 10.1214/17-STS616
Anderson, G. (1996). Nonparametric tests for stochastic dominance, Econometrica 64,
1183–1193.
Arcones, M. A., Kvam, P. H., and Samaniego, F. J. (2002). Nonparametric estimation of a
distribution subject to a stochastic precedence constraint. J. Amer. Statist. Assoc. 97,
170–182.
Barrett, G.F., and Donald, S.G., (2003). Consistent tests for stochastic dominance. Econo-
metrica 71, 71–104
Berger, R.L. (1988). A nonparametric, intersection-union test for stochastic order. In
Statistical Decision Theory and Related Topics IV. Volume 2. (eds. Gupta, S. S., and
Berger, J. O.). Springer-Verlag, New York.
Billingsley, P. (1968). Convergence of Probability Measures. Wiley.
Birnbaum, Z. W. (1965). On a use of the Mann-Whitney statistic. In Proceedings of the
Third Berkeley Symposium on Probability and Statistics, Vol. 1, 13–17. University of
California Press.
Bobkov, S. and Ledoux, M. (2014). One-dimensional empirical measures, order statistics
and Kantorovich transport distances. To appear in Memoirs Am. Math. Soc.
Chung, K. L., and Feller, W. (1949). On fluctuations in coin-tossing. Proc. Nat. Acad.
Sci. of USA, 35, 605–608.
36
Davidson, R., and Duclos, J.-Y. (2013). Testing for restricted stochastic dominance,
Econometric Rev. 32, 84–125.
Dette, H., and Wied, D. (2016). Detecting relevant changes in time series models. J. R.
Statist. Soc. B, 78(2), 371–394.
Dette, H., and Wu, w. (2018). Change point analysis in non-stationary processes - a mass
excess approach. https://arxiv.org/abs/1801.09874.
El Barmi, H., and Mukerjee, H. (2005). Inferences under a stochastic ordering constraint.
J. Amer. Statist. Assoc. 100, 252–261.
Feller, W. (1968). An Introduction to Probability Theory and its Applications Vol. I (Third
edition). Wiley.
Govindarajulu, Z. (1968). Distribution free confidence bounds for P{X < Y }. Ann. Instit.
Statist. Math. 20, 229–238.
Gross, S., and Holland, P. W. (1968). The Distribution of Galton’s Statistic. Ann. Math.
Statist., 39(6), 2114–2117.
Hodges, J. L.(1955). Galton’s rank-order test. Biometrika 42, 261–262.
Hodges, J.L. and Lehmann, E.L. (1954). Testing the approximate validity of statistical
hypotheses. J. R. Statist. Soc. B 16, 261–268.
Kotz, S., Lumelskii, Y., and Pensky, M. (2003). The Stress-Strength Model and its Gen-
eralizations. Theory and Applications. World Scientific Publishing.
Lehmann, E. L. (1955). Ordered families of distributions. Ann. Math. Statist. 26, 399–419.
Lehmann, E. L., and Rojo, J. (1992). Invariant directional orderings. Ann. Statist. 20,
2100–2110.
Lehmann, E. L., and Romano, J. P. (2005). Testing Statistical Hypotheses (Third edition).
Springer.
Leshno, M. and Levy, H. (2002). Preferred by “All” and preferred by “Most” decision
makers: almost stochastic dominance. Management Sci. 48, 1074-1085
Le´vy, P. (1939). Sur certains processus stochastiques homoge´nes. Compositio Math. 7,
283–339.
Lindvall, T. (1999). On Strassens theorem on stochastic domination. Electronic Commu-
nications in Probability, 4, 51–59.
37
Linton, O., Maasoumi, E., and Whang, Y.-J. (2005). Consistent Testing for Stochastic
Dominance under General Sampling Schemes. Rev. Economic Studies 72, 735–765.
Liu, J., and Lindsay, B.G. (2009). Building and using semiparametric tolerance regions
for parametric multinomial models. Ann. Statist. 37, 3644–3659.
Mann, H. B., and Whitney, D. R. (1947). On a test of whether one of two random variables
is stochastically larger than the other. Ann. Math. Statist. 18, 50–60.
Matra´n, C. (2017). Replication Data for: Some indices to measure departures from
stochastic order, doi:10.7910/DVN/1A5FZU, Harvard Dataverse, V1
McFadden, D. (1989). Testing for stochastic dominance. In Studies in the Economics of
Uncertainty: In Honor of Josef Hadar, ed. by T. B. Fomby and T. K. Seo. Springer.
Munk, A., and Czado, C. (1998). Nonparametric validation of similar distributions and
assessment of goodness of fit. J. R. Statist. Soc. B, 60, 223–241.
Raghavachari, M. (1973). Limiting distributions of the Kolmogorov-Smirnov type statis-
tics under the alternative. Ann. Statist. 1, 67–73.
Rudas, T., Clogg, C.C., and Lindsay, B. G. (1994). A new index of fit based on mixture
methods for the analysis of contingency tables. J. R. Statist. Soc. B 56, 623–639.
Shorack, J.R. and Wellner, J.A. (1986). Empirical Processes with Applications to Statis-
tics. John Wiley and Sons, New York.
Sparre-Andersen, E. (1953). On the fluctuations of sums of random variables. Math. Scand.
1, 263–285.
Yu, Q., and Govindarajulu, Z. (1995). Admissibility and minimaxity of the UMVU esti-
mator of P (X < Y ). Ann. Statist. 23, 598–607.
38
