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Hamiltonian parameter estimation is crucial in
condensed matter physics, but time and cost con-
suming in terms of resources used. With ad-
vances in observation techniques, high-resolution
images with more detailed information are ob-
tained, which can serve as an input to machine
learning (ML) algorithms to extract Hamiltonian
parameters. Here, we provide a protocol for
Hamiltonian parameter estimation based on a ML
architecture, which is trained on a small amount
of simulated images and applied to experimental
spin configuration images. Sliding windows on
the input images enlarges the number of training
data; therefore we can train well a neural network
on a small dataset of simulated images which are
generated adaptively using the same external con-
ditions such as temperature and magnetic field as
the experiment. The neural network is applied to
the experimental image and estimates magnetic
parameters efficiently. We demonstrate the suc-
cess of the estimation by reproducing the same
configuration from simulation and predicting the
coercive field, the saturation field and even the
volume of the experiment sample accurately. Our
approach paves a way to achieve a stable and gen-
eral parameter estimation.
Theoretical models describe the underlying physics of
a given physical system and are able to understand and
predict properties of a particular system if the model pa-
rameters are estimated appropriately.1 A typical exam-
ple is the micro-magnetic model which evolves the spin
configurations to the stable state according to the mag-
netic Hamiltonian.2 Usually, the Hamiltonian considered
include several terms of energy, the magnetic parameter
exists in the Heisenberg exchange energy which tries to
align neighboring spins, the Dzyaloshinskii-Moriya inter-
action which favors the canting of neighboring spins, and
the Zeeman energy which is due to the external mag-
netic field and tries to align the spin with the field. The
strength of these contributions are controlled by param-
eters such as the Heisenberg exchange stiffness (Aex),
the Dzyaloshinskii-Moriya strength (DMI) and the sat-
uration magnetization (Msat), respectively.
3 If the three
key parameters are estimated properly, many static and
dynamical phenomena of artificial spin ice, Skyrmion,
spin-waves and spintronics can be reproduced and pre-
dicted. Thus the Hamiltonian parameter estimation is
essential in predicting and understanding properties of
specific magnetic systems.4–10
However, since the estimation requires detailed control
and measurements, as well as extensive postprocessing of
the measured data, it is highly time and cost consum-
ing. Efforts have been devoted to extract these parame-
ters from the formation of a spin spiral using ferromag-
netic resonance (FMR), Brillouin light scattering (BLS)
or neutron scattering (NS).11–13 These approaches suffer
from the inevitable measurements of time-resolved dy-
namics and to do so locally. Fortunately, with recent
advance in magnetic observing technique, the experimen-
tal images are able to provide more detailed information
of spin configurations. The spin configurations are deter-
mined by the magnetic Hamiltonian, however, extracting
the exact value of these parameter from solely an image
is not an easy task. What is needed is a method that can
automatically and appropriately estimate the magnetic
parameters from images.
Machine learning algorithms, such as artificial neural
networks, learn from the labeled data and predict the
unexplored search space, providing a prevalent tool in
condensed-matter research.14–21 Examples of this include
learning the phases and phase transitions of matters14–17,
solving the quantum many-body problems18,classifying
the snapshots of ultracold atoms19, and estimating quan-
tum parameter form quantum measurement20,21. Given
the success of machine learning in the classification prob-
lems in the above examples, the next challenge is to exact
more abundant information, such as the physical model
parameters from images, especially from experimental
ones. Here we propose an approach based on a convo-
lutional neural network (CNN ) to achieve parameter es-
timation from experimental image. We demonstrate the
success of our approach in precisely estimating three key
parameters (Aex, DMI and Msat) of the micro-magnetic
model from input of spin configurations. Moreover, the
real materials properties such as the hysteresis can be
then predicted and validated. The key ingredients of our
approach include 1) training a CNN on simulated spin
configurations by micro-magnetic model to overcome the
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2FIG. 1. Flow chart of our approach using a convolutional neural network (CNN ) to estimate Hamiltonian parameters from
images of spin configuration. (a) input images of the spin configuration (each pixel represents a spin, the color represents the
spin orientation) which are labeled with magnetic parameters of Aex, DMI, and Msat. Sliding windows on the input images
enlarges the training observations. (b) the slided small windows are inputed to a deep convolutional neural network with a
variety of layers including (c) convolutional filters, (d) fully connected layers and (e) a output layer. The output layer is set
as a estimator actived by sigmoid to output continuous values of parameters. The three neuron of final sigmoid layer outputs
the value of Aex, DMI, and Msat. With those estimated parameters, one can predict materials behaviors and understand
underlying physics.
shortage of well labeled experimental data; 2) sliding the
initial image to create more input data as the information
of parameters distributed evenly throughout the whole
spin configuration; and 3) setting the last layer of CNN
to be an estimator for continuous values instead of the
discrete ones for classifier. Our approach allows us to
estimate all three magnetic parameters simultaneously
with a single input of spin configuration, without any
prior knowledge. It therefore paves a new way to per-
form parameter estimation in an accelerated, accurate,
and efficient manner.
The first stage is the preparation of the training
dataset for CNN. It presumably contains images of spin
configurations and their corresponding magnetic param-
eters, as shown in Figure 1 a and f, respectively. How-
ever, collecting such a dataset experimentally still re-
mains challenging as it is prohibitively laborious and ex-
pensive. Borrowed the idea from transfer learning of the
robot training22, we generate a training dataset contain-
ing simulated spin configurations under a particular tem-
perature and an external field by micro-magnetic model
together with the magnetic parameters used. Robustness
of the micro-magnetic model allows us to train a CNN
that can be adapted to experimental results. To reduce
the time cost of the simulation, we simulated monolayer
sample to approximate thin film sample or thin specimen
used during the transmission electron microscope obser-
vation. But the idea is general and can be extended to
more complex situations.
In the second stage, a CNN architecture is established,
which consists of convolutional layers and dense layers as
shown in Figure 1 c and d, respectively. Unlike the tra-
ditional CNN that directly input the image to the con-
volutional layers, we introduce an extra step of sliding
window to generate more input data for the CNN before
the convolutional layer, as shown in Figure 1 a to b. An
advantage of the physical system comparing to the inputs
of conventional image processing is that the underlying
information is distributed evenly, i.e., any part of the im-
age contains the same information from one set of model
parameters. Thus we cut many portions of the input im-
age, which serve as training observations with parameters
known. This step greatly enlarges our training dataset
and consequently leads to a better CNN. Moreover, we
replace the last layer of conventional CNN (typically a
classifier) with an estimator by changing the active func-
tion from softmax to sigmoid. Doing so enables the
CNN to estimate continuous values, as shown in Fig-
ure 1 e. Specifically, the estimator layer includes three
nodes, and each node will output a value of a particular
magnetic parameter of Aex, DMI and Msat. By utilizing
the trained CNN, these parameters for a particular spin
configuration can be extracted, and then the prediction
of materials properties or the understanding of physics of
magnetic phenomena by models such as micro-magnetic
simulation can be performed.
The performance of our CNN model is then evaluated
with simulated test data and real experimental images.
3FIG. 2. (a) Spin configurations generated by micro-magnetic simulation with the same parameter sets of Aex,DMI,Msat as the
training data but with different initial random seeds. They possess different configurations but contains the same information
of parameters, compared with training data. (b) The errors of estimation for the data of (a) in the parameter space. Error bar
in each direction indicates the distance between estimation and the true values of the parameters. (c-e) Plots of the estimated
values and true values of the Aex,DMI,Msat respectively. The blue ones are parameters used in the training data while the
red ones represent parameters which are absent in the training data.
As shown in Figure 2, our CNN model performs well
for the testing data set which are generated by micro-
magnetic simulation but have not appeared in the train-
ing process. Figure 2a shows a set of simulated spin con-
figurations that are different from our training data but
generated from the same set of magnetic parameters as
the training spin configuration. The initial randomness is
different, thus different spin configurations are obtained.
Their magnetic parameters of Aex, DMI, and Msat are
estimated by our CNN model with the inputs in Fig-
ure 2a and are shown in the parameter space in Figure 2b.
The size of the ellipsoid indicates the deviation of the es-
timated value from the true one. The estimation of Aex is
very good, and deviations of DMI and Msat are slightly
larger but still within an acceptable level. The estimated
values are then plotted as a function of the true values
in Figure 2c - e. The data distribute along the diagonal
line, indicating a precision estimation. To test whether
our CNN model can estimate parameters that are absent
in the training dataset, we generate 4×4×4 new spin con-
figurations. Both the configurations and parameters are
absent in the training dataset. It can be seen in Figure 2c
- e the estimated parameters are also around the diagonal
line, revealing a good robustness of our CNN.
The forecasting capability of our CNN is achieved by
learning patterns from spin configurations rather than
similarity measurement or remember the spin configura-
tions. Thus we can estimate the parameters from input
images with different sizes rather only the size of 512×512
used in our training data. To test this, we generate 5 im-
ages with different size from the same set of parameters
as shown in Figure 3a - e. Noted that the morphology
of spin configurations depends on the sample size.23 Fig-
ure 3f plots the estimated values from different inputs,
comparing with the true ones. It can be seen that the
CNN performs well no matter the size of the input image.
With the power of estimating parameters from unex-
plored ones with input image of any sizes, a key advan-
tage of our CNN is its ability to be directly adapted
to real experimental image. We chose FeGe25 and
4FIG. 3. (a-e) Spin configurations from micro-magnetic simu-
lation with the same values of Aex, DMI, and Msat, but dif-
ferent image size of 128×128, 128×256, 256×256, 512×512,
and 1024×1024. (f) The estimated parameter values from
images of different sizes shown in (a-e). The relative error
for Aex is smaller than 2%, and that for DMI and Msat is
around 10%.
FeGe0.5Si0.5
24 as examples to validate our CNN model.
These materials are of great interest due to the existence
of the topological phase of skyrmions. We focus on three
intrinsic parameters of Aex, DMI, and Msat, and the
extrinsic conditions such as temperature and magnetic
field keep as a constant. Thus for each case of the ex-
perimental observations, we generate a training dataset
utilizing the same temperature and magnetic field used
in the experiment to train a CNN following the workflow
in Figure 1. As we have the sliding window step, we do
not need to generate a large amount of training data and
consequently the process is rather efficient. Two exam-
ples are shown in Figure 4. An experimental skyrmion
lattice of FeGe0.5Si0.5 specimen by Lorentz TEM image
reconstruction is shown in Figure 4a1. The observation is
performed at 95K under 160mT. Although the nominal
composition of Si is 0.5, the actual composition is hard
to determine and thus a precise estimation of parameters
of this material is not an easy task. We build a train-
FIG. 4. (a) The comparison of spin configurations between
experimental image24 (input to our CNN ) and simulated im-
age using estimated parameters by our CNN. (b) Inputing the
spin configuration25 shown in (c) to our CNN, the parameters
are estimated and comparable to the theoretical values26 as
shown in the inset table. The hysteresis loop predicted by
the micro-magnetic simulation using these estimated values
is in agreement with the experimental one27.The saturation
field Hs is defined at the knee point in the M-H curve. The
coercive field Hc is defined at the intersection point between
loop and x axis.
ing dataset with 5×5×5 spin configurations by micro-
magnetic simulation with temperature of 95 K and mag-
netic field of 160 mT. A CNN model is trained on this
dataset and estimates the magnetic parameters of Aex,
DMI, and Msat by inputing the experimental skyrmion
lattice shown in Figure 4a1. The spin configuration then
can be reproduced from the micro-magnetic simulation
using the estimated parameters, and the result is shown
in Figure 4a2.The reproduced configuration exhibits very
similar features with the experimental observation, indi-
cating a good estimation of these magnetic parameters.
Besides reproducing the spin configuration, it is also pos-
sible to predict the macroscopic properties of a material
from only an experimental observation. A skyrmion lat-
tice of FeGe thin film is shown in Figure 4c. It is observed
by Lorenz TEM at at 265 K under 0.18 T. Adaptively, we
generate 5×5×5 spin configurations by micro-magnetic
simulation using temperature of 265 K and magnetic field
of 0.18 T and train a new CNN to perform the estima-
tion. As shown in the inset table of Figure 4b, the esti-
5mated parameters are in agreement with the theoretical
values for this kind of materials, which are obtained by
microwave absorption spectroscopy.26 We further predict
the hysteresis loop of FeGe at the observation tempera-
ture 265K. The coercive field (Hc) and saturation field
(Hs) of the predicted hysteresis loop, which are inten-
sive properties of material, are in agreement with the
experimental result27 as shown in Figure 4b. Since we
are not able to get access to the volume of the experi-
mental sample, we vary the sample volume in our sim-
ulation to meet the experimental value of the magnetic
moment, which is an extensive property. So that we can
estimate the actual volume of the experimental sample
around 1mm × 1mm × 3nm, which is reasonable for a
SQUID measurement. Here we employ such an adaptive
strategy that trains a CNN adaptable to the particular
parameter estimation problem. However, it is possible to
include the temperature and magnetic field as the tuning
parameters, which requires a “big data” to train, so that
the trained CNN can be more general and applied to any
experimental observations directly.
The mapping between the spin configurations and
magnetic parameters are rather complex, for example,
there are infinite possible configurations from one set of
parameters due to the fluctuations and initial random-
ness. Traditionally, the manually designed descriptors to
the spin configuration could inevitably loss part of useful
information, which makes the estimation of parameters
hard. The CNN which automatically designs as many
descriptors of the spin configures as possible and extracts
the most relevant features, is so far the best approach to
handle this complex mapping problem. The above vali-
dations shows that it is rather possible to acquire mag-
netic parameters from the spin configuration by a CNN
machine learning model.
In summary, we have demonstrated a direct and ef-
ficient estimation of magnetic parameters from a single
observation of spin configuration via machine learning.
We train a CNN on a small training data with image
generated by micro-magnetic simulation, which is adapt-
able to a particular experimental observation with certain
condition such as sample shape, temperature, field, and
resolution. The output layer of our CNN is set to be es-
timator to estimate magnetic parameters directly. As we
introduce an overlapping sliding window step that effec-
tively enlarges the number of labeled images, the training
process is in a cost effective and timely manner. Such an
adaptive feature of our approach allows us to apply it to
various experimental observations under different condi-
tions to estimate magnetic parameters, which are usually
lack of enough labeled data. The estimated parameters
together with simulations based on Hamiltonian of the
system can predict the macroscopic magnetic properties
of the material. It is thus likely to accelerate the discov-
ery of new magnetic materials such as skyrmions with the
help of these predictions. The approach is not limited to
this particular class of materials, and can be generalized
to any condensed matter systems whose microstructure
and properties can be described by a Hamiltonian. In a
“big data” context, it is also very possible to estimate
more physical parameters from simple experimental ob-
servations by this approach.
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METHOD
A. Micro-magnetic simulation
A GPU-accelerated micro-magnetic simulation pro-
gram, MuMax3, generates spin configurations under dif-
ferent parameter sets and with different initial magneti-
zation seeds28.
For the studies in Figure 2, the environment parame-
ters and geometry parameters have been set as:
Temp = 300K
B−ext = (0,0,0.18)
setgridsize(512, 512, 1)
setcellsize(4e-9, 4e-9, 1e-9)
FIG. 5. Illustration of our data used. Blue blocks represent
training data, which are generated with an initial magnetiza-
tion seed 1. Green blocks represent test A data, which has
the same magnetic parameter as the training data but with an
initial magnetization seed 2. Yellow blocks represent test B
data, which are generated from unexplored magnetic param-
eters.
To generate the training data, magnetic parameters are
set as Aex=1,2,3,4,5 (pJ/m), DMI=1,2,3,4,5
(
µJ/m2
)
and Msat=1,2,3,4,5 (MA/m). In total, there are 125
parameter sets and 125 spin configurations under these
parameter sets with an initial magnetization seed 1 are
generated, as shown by blue color label train in Figure 5.
For the testing prepose, we first generate test A
7dataset, which includes 125 spin configurations under the
parameter sets have been explored before, with an ini-
tial magnetization seed 2 as shown by green color label
in Figure 5. Furthermore, we generate test B dataset,
which contains 64 spin configurations under parameter
sets of Aex = (1.5,2.5,3.5,4.5), DMI = (1.5,2.5,3.5,4.5)
and Msat = (1.5,2.5,3.5,4.5), which are not explored by
the CNN yet, as show by yellow color label in Figure 5.
In the experimental image estimation part, the envi-
ronment parameters and geometry parameters have been
set the same as the observation conditions.
B. Convolutional Neural Network
TABLE I. Convolutional Neural Network Architecture
Layer Layer
name
Layer
function
Layer description
1 original image Image input 512*512*3 image
of PNG format
2 overlapping
sliding window
Cut image window size:32*32
sliding step size:8
3 conv−1 Convolution 64 3*3*3 convolutions
with strides
4 relu−1 Relu Rectified-linear
unit layer
5 padding−1 Padding Zero padding
6 maxpooling Maxpooling Maxpooling
7 dropout−1 Dropout 25% dropout
8 conv−2 Convolution 128 3*3*64 convolutions
with strides
9 relu−2 Relu Rectified-linear
unit layer
10 padding−2 Padding Zero padding
11 dropout−2 Dropout 25% dropout
12 fc−1 Fully
connected
fc layer with
512 neurons
13 fc−2 Fully
connected
fc layer with
64 neurons
14 dropout−3 Dropout 50% dropout
15 sigmoid Sigmoid Sigmoid
16 estimator Estimation
output
MSE Loss
As our input data contains parameter information ho-
mogeneously, we employ overlapping sliding window to
enlarge our data. We have studied a variety of data en-
largement methods and found that only cutting works
on the spin configuration. Other methods such as scal-
ing and rotation will change the meaning of spin config-
urations. We have found the overlapping sliding window
method is better than the non-overlapping sliding win-
dows, and the best window size equals to 32 and the best
slide step size equals to 8. Such a setting can help CNN
perform well while keeping the CNN small and easy to
train. Motivated by success of CNN in image recogni-
tion, we employ convolutional layers to extract param-
eter information by feature maps. We have studied a
variety of network architectures and found that convo-
lutional neural networks have much better performance
than fully connected networks with the same number of
layers. To achieve the estimation task, we apply the last
layer a sigmoid activation function. The detailed archi-
tecture is defined in Table I.
During training, the parameters of the CNN are ad-
justed iteratively to minimize a cost function of mean-
square-error (MSE). Stochastic gradient descent, along
with back propagation, is used for lowering the cost func-
tion. The training is stopped and all parameters of CNN
are set when the MSE saturates.
C. Experimental image
The experimental image of FeGe25 is kindly provided
by Dr. Bryan David Esser and that of FeGe0.5Si0.5
24
is kindly provided by Dr. Takao Matsumoto. FeGe
spin configuration is observed at 265 K under 50 mT,
and the resolution is 2.34 nm/pixel. FeGe0.5Si0.5 one is
observed at 95 K under 160 mT, and the resolution is
0.54 nm/pixel. The experimental hysteresis of FeGe27 is
kindly provided by Dr. Sunxiang Huang, and it is mea-
sured under 250K.
