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Abstract
We consider a global version of the Div-Curl lemma for vector fields in a bounded domain Ω ⊂R3 with
the smooth boundary ∂Ω . Suppose that {uj }∞j=1 and {vj }∞j=1 converge to u and v weakly in Lr(Ω) and
Lr
′
(Ω), respectively, where 1 < r < ∞ with 1/r + 1/r ′ = 1. Assume also that {divuj }∞j=1 is bounded in
Lq(Ω) for q > max{1,3r/(3 + r)} and that {rotvj }∞j=1 is bounded in Ls(Ω) for s > max{1,3r ′/(3 + r ′)},
respectively. If either {uj · ν|∂Ω }∞j=1 is bounded in W1−1/q,q (∂Ω), or {vj × ν|∂Ω }∞j=1 is bounded in
W1−1/s,s (∂Ω) (ν: unit outward normal to ∂Ω), then it holds that ∫Ω uj ·vj dx → ∫Ω u ·v dx. In particular,
if either uj · ν = 0 or vj × ν = 0 on ∂Ω for all j = 1,2, . . . is satisfied, then we have that
∫
Ω uj · vj dx →∫
Ω u · v dx. As an immediate consequence, we prove the well-known Div-Curl lemma for any open set
in R3. The Helmholtz–Weyl decomposition for Lr(Ω) plays an essential role for the proof.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω be an open set in R3. It is well known that if uj ⇀ u, vj ⇀ v weakly in L2(Ω) and if
{divuj }∞j=1 and {rotvj }∞j=1 are bounded in L2(Ω), then it holds that uj ·vj ⇀ u ·v in the sense of
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purpose of this paper is to deal with a similar lemma to bounded domains where the convergence
uj · vj → u · v holds in the sense that
∫
Ω
uj · vj dx →
∫
Ω
u · v dx as j → ∞. (1.1)
Our result may be regarded as a global version of the Div-Curl lemma, which includes the previ-
ous one. To obtain such a global version, we need to pay an attention to the behaviour of {uj }∞j=1
and {vj }∞j=1 on the boundary ∂Ω of Ω . Indeed, an additional bound of {uj · ν|∂Ω}∞j=1, or that of
{vj × ν|∂Ω}∞j=1 in H 1/2(∂Ω) on the boundary ∂Ω plays an essential role for our convergence,
where ν denotes the unit outward normal to ∂Ω .
In what follows, we impose the following assumption on the domain Ω :
Assumption. Ω is a bounded domain in R3 with C∞-boundary ∂Ω .
Our method is based on our previous paper [5] which shows the Helmholtz–Weyl decomposi-
tion for vector fields in general Lr -spaces over Ω . In fact, it turns out in [5] that every u ∈ Lr(Ω)
can be expressed uniquely as
u = h+ rotw + ∇p, (1.2)
where h ∈ C∞(Ω¯) with divh = 0, roth = 0 and w,p ∈ W 1,r (Ω). We call h, w and p the har-
monic part, the vector and the scalar potentials of u, respectively. In the case r = 2, this exhibits
an orthogonal decomposition in L2(Ω). Hence, the convergence (1.1) may be reduced to that of
each part. Since the space of harmonic vector fields is of finite dimension, the convergence of
the harmonic part is easily handled. So, we need only to deal with the convergence in two parts
of vector and scalar potentials. Roughly speaking, we have higher regularity for w and p such
as w ∈ W 2,s(Ω) and p ∈ W 2,q (Ω) under the additional assumptions that rotu ∈ Ls(Ω) and that
divu ∈ Lq(Ω), respectively. If we take q and s so that 1/r > 1/q−1/3 and 1/r ′ > 1/s−1/3, re-
spectively, then we have compact embeddings W 2,q (Ω) ⊂ W 1,r (Ω) and W 2,s(Ω) ⊂ W 1,r ′(Ω).
Hence, assuming that {divuj }∞j=1 is bounded in Lq(Ω) and that {rotvj }∞j=1 is bounded in Ls(Ω),
we show existence of strongly convergent subsequences of the gradient of the scalar potential part
of {uj }∞j=1 in Lr(Ω) and of the rotational of the vector potential part of {vj }∞j=1 in Lr
′
(Ω). As a
conclusion, we obtain (1.1). However, this argument is so formal that we need to justify it more
carefully. Indeed, the gain of one more regularity for w and p in (1.2) follows from the a priori
estimates in W 2,s(Ω) and W 2,q(Ω) for the elliptic boundary value problems. This is the reason
why we assume boundedness of either {uj · ν|∂Ω}∞j=1 in W 1−1/q,q(∂Ω), or {vj × ν|∂Ω }∞j=1 in
W 1−1/s,s(∂Ω).
Before stating our result, we first recall the generalized trace theorem for u · ν and u × ν on
∂Ω defined on the Banach spaces Eqdiv(Ω) and E
q
rot(Ω) for 1 < q < ∞, where
E
q
div(Ω) ≡
{
u ∈ Lq(Ω); divu ∈ Lq(Ω)} with the norm ‖u‖Eqdiv = ‖u‖q + ‖divu‖q,
E
q
rot(Ω) ≡
{
u ∈ Lq(Ω); rotu ∈ Lq(Ω)} with the norm ‖u‖ q = ‖u‖q + ‖rotu‖q .Erot
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bounded operators γν and τν on Eqdiv(Ω) and E
q
rot(Ω) with properties that
γν : u ∈ Eqdiv(Ω) → γνu ∈ W 1−1/q
′,q ′(∂Ω)∗, γνu = u · ν|∂Ω if u ∈ C1(Ω¯),
τν : u ∈ Eqrot(Ω) → τνu ∈ W 1−1/q
′,q ′(∂Ω)∗, τνu = u× ν|∂Ω if u ∈ C1(Ω¯),
respectively, where 1/q + 1/q ′ = 1. The range W 1−1/q ′,q ′(∂Ω)∗ of γν and τν is the dual space
of W 1−1/q ′,q ′(∂Ω) which is the image of the trace on ∂Ω of functions in W 1,q ′(Ω). Indeed, the
following generalized Stokes formula holds
(u,∇p)+ (divu,p) = 〈γνu, γ0p〉∂Ω for all u ∈ Eqdiv(Ω) and all p ∈ W 1,q
′
(Ω), (1.3)
(u, rotφ) = (rotu,φ)+ 〈τνu, γ0φ〉∂Ω for all u ∈ Eqrot(Ω) and all φ ∈ W 1,q
′
(Ω), (1.4)
where γ0 denotes the usual trace operator from W 1,q
′
(Ω) onto W 1−1/q ′,q ′(∂Ω), and 〈·,·〉∂Ω is
the duality pairing between W 1−1/q ′,q ′(∂Ω)∗ and W 1−1/q ′,q ′(∂Ω). Here and in what follows,
(·,·) denotes the duality pairing between Lq(Ω) and Lq ′(Ω). For a detail of (1.3) and (1.4), we
refer to Borchers and Sohr [2], [5], Simader and Sohr [7] and Temam [10].
Our result now reads:
Theorem 1. Let Ω be as in the Assumption. Let 1 < r < ∞ with 1/r + 1/r ′ = 1. Suppose that
{uj }∞j=1 ⊂ Lr(Ω) and {vj }∞j=1 ⊂ Lr
′
(Ω) satisfy
uj ⇀ u weakly in Lr(Ω), vj ⇀ v weakly in Lr
′
(Ω) (1.5)
for some u ∈ Lr(Ω) and v ∈ Lr ′(Ω), respectively. Assume also that
{divuj }∞j=1 is bounded in Lq(Ω) for some q > max
{
1,3r/(3 + r)} (1.6)
and that
{rotvj }∞j=1 is bounded in Ls(Ω) for some s > max
{
1,3r ′/(3 + r ′)}, (1.7)
respectively. If either
(i) {γνuj }∞j=1 is bounded in W 1−1/q,q(∂Ω), or
(ii) {τνvj }∞j=1 is bounded in W 1−1/s,s(∂Ω),
then it holds that ∫
Ω
uj · vj dx →
∫
Ω
u · v dx as j → ∞. (1.8)
In particular, if either γνuj = 0, or τνvj = 0 for all j = 1,2, . . . is satisfied, then we have
also (1.8).
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arbitrary open set in R3.
Corollary 1.1. (See Tartar [9].) Let D be an arbitrary open set in R3. Let 1 < r < ∞. Suppose
that {uj }∞j=1 ⊂ Lr(D) and {vj }∞j=1 ⊂ Lr
′
(D) satisfy
uj ⇀ u weakly in Lr(D), vj ⇀ v weakly in Lr
′
(D) (1.9)
for some u ∈ Lr(D) and v ∈ Lr ′(D), respectively. Assume also that
{divuj }∞j=1 and {rotvj }∞j=1 are bounded in Lr(D) and Lr
′
(D), (1.10)
respectively. Then it holds that
uj · vj ⇀ u · v in the sense of distributions in D. (1.11)
Remarks. (i) Since Ω is a bounded domain, we may assume that 3r/(3 + r) < q  r and
3r ′/(3 + r ′) < s  r ′, and hence it holds that {uj }∞j=1 ⊂ Eqdiv(Ω) and that {vj }∞j=1 ⊂ Esrot(Ω).
Then we have that {γνuj }∞j=1 ⊂ W 1−1/q
′,q ′(∂Ω)∗ and {τνvj }∞j=1 ⊂ W 1−1/s
′,s′(∂Ω)∗.
(ii) In Theorem 1, it is unnecessary to assume both bounds of {γνuj }∞j=1 in W 1−1/r,r (∂Ω)
and {τνvj }∞j=1 in W 1−1/r
′,r ′(∂Ω). Indeed, what we need is only one of these bounds.
(iii) Robbin, Rogers and Temple [6] treated the Div-Curl lemma by means of the de Rham–
Hodge decomposition for the general k-form on a domain in Rn. Since they did not take any
care of the boundary condition of k-forms, the global convergence such as (1.8) is excluded in
their argument. On the other hand, our Helmholtz–Weyl decomposition allows us to handle the
boundary conditions u · ν|∂Ω and v× ν|∂Ω , which yields the convergence of uj · vj on the whole
domain Ω .
(iv) The corresponding result in higher dimensions should be considered. Since our proof
depends on the Helmholtz–Weyl decomposition in Lr of vector fields on Ω in Section 2 below,
we need to extend it to the general differential forms in terms of the exterior differential operator
d and its formal adjoint δ ≡ d∗. Another aspect on the Div-Curl lemma stands on an application
of the theory of the Hardy space. See e.g., Coifman, Lions, Meyer and Semmes [3]. In this
direction, Dafni [4] introduced the local Hardy space h1r (Ω) and showed that uj · vj → u · v
weakly-∗ in h1r (Ω). It seems an interesting problem to investigate the relation between our Lr -
decomposition and the structure of u · v in h1r (Ω), which will be discussed in the forthcoming
paper.
2. Lr -Helmholtz–Weyl decomposition
In this section, we recall the Helmholtz–Weyl decomposition for vector fields in Lr(Ω). For
a detail, we refer [5]. According to the two types u · ν = 0 and u× ν = 0 of boundary conditions
on ∂Ω , we first define harmonic vector spaces Xhar(Ω) and Vhar(Ω) as
Xhar(Ω) =
{
h ∈ C∞(Ω¯); divh = 0, roth = 0 in Ω with h · ν = 0 on ∂Ω},
Vhar(Ω) =
{
h ∈ C∞(Ω¯); divh = 0, roth = 0 in Ω with h× ν = 0 on ∂Ω}.
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Xrσ (Ω) ≡
{
u ∈ W 1,r (Ω); divu = 0, γνu = 0
}
,
V rσ (Ω) ≡
{
u ∈ W 1,r (Ω); divu = 0, τνu = 0
}
.
Then we have the following decomposition theorem. For a detail, we refer Kozono and Yanagi-
sawa [5].
Proposition 2.1. (See [5].) Let Ω be as in the Assumption. Let 1 < r < ∞.
(1) Both Xhar(Ω) and Vhar(Ω) are finite dimensional vector spaces.
(2) For every u ∈ Lr(Ω), there are p ∈ W 1,r (Ω), w ∈ V rσ (Ω) and h ∈ Xhar(Ω) such that u can
be represented as
u = h+ rotw + ∇p. (2.1)
Such a triplet {p,w,h} is subordinate to the estimate
‖p‖W 1,r + ‖w‖W 1,r + ‖h‖r  C‖u‖r (2.2)
with the constant C = C(Ω, r) independent of u. The above decomposition (2.1) is unique.
In fact, if u has another expression
u = h˜+ rot w˜ + ∇p˜
for p˜ ∈ W 1,r (Ω), w˜ ∈ V rσ (Ω) and h˜ ∈ Xhar(Ω), then we have
h = h˜, rotw = rot w˜, ∇p = ∇p˜. (2.3)
(3) For every u ∈ Lr(Ω), there are p ∈ W 1,r0 (Ω), w ∈ Xrσ (Ω) and h ∈ Vhar(Ω) such that u can
be represented as
u = h+ rotw + ∇p. (2.4)
Such a triplet {p,w,h} is subordinate to the estimate
‖p‖W 1,r + ‖w‖W 1,r + ‖h‖r  C‖u‖r (2.5)
with the constant C = C(Ω, r) independent of u. The above decomposition (2.4) is unique.
In fact, if u has another expression
u = h˜+ rot w˜ + ∇p˜
for p˜ ∈ W 1,r0 (Ω), w˜ ∈ Xrσ (Ω) and h˜ ∈ Vhar(Ω), then we have
h = h˜, rotw = rot w˜, p = p˜. (2.6)
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Corollary 2.1. Let Ω be as in the Assumption.
(1) By the unique decompositions (2.1) and (2.4) we have two kinds of direct sums in algebraic
and topological sense
Lr(Ω) = Xhar(Ω)⊕ rotV rσ (Ω)⊕ ∇ W 1,r (Ω), (2.7)
Lr(Ω) = Vhar(Ω)⊕ rotXrσ (Ω)⊕ ∇ W 1,r0 (Ω) (2.8)
for 1 < r < ∞.
(2) Let Sr , Rr and Qr be projection operators associated with both (2.1) and (2.4) from Lr(Ω)
onto Xhar(Ω), rotV rσ (Ω) and ∇ W 1,r (Ω), and from Lr(Ω) onto Vhar(Ω), rotXrσ (Ω) and
∇ W 1,r0 (Ω), respectively, i.e.,
Sru ≡ h, Rru ≡ rotw, Qru ≡ ∇p. (2.9)
Then we have
‖Sru‖r  C‖u‖r , ‖Rru‖r  C‖u‖r , ‖Qru‖r  C‖u‖r (2.10)
for all u ∈ Lr(Ω), where C = C(r) is the constant depending only on 1 < r < ∞. Moreover,
there holds ⎧⎨
⎩
S2r = Sr, S∗r = Sr ′,
R2r = Rr, R∗r = Rr ′,
Q2r = Qr, Q∗r = Qr ′ ,
(2.11)
where S∗r , R∗r and Q∗r denote the adjoint operators on Lr
′
(Ω) of Sr , Rr and Qr , respectively.
Remark 1. (1) The scalar potential p ∈ W 1,r (Ω) and the vector potential w ∈ V rσ (Ω) of u ∈
Lr(Ω) in (2.1) are formally obtained by solving the following boundary value problems
p = divu in Ω, ∂p
∂ν
= u · ν on ∂Ω, (2.12)
and ⎧⎨
⎩
rot(rotw) = rotu in Ω,
divw = 0 in Ω,
w × ν = 0 on ∂Ω,
(2.13)
respectively. Since u does not have any regularity, we need to solve (2.12) and (2.13) in a general-
ized sense for the given divu ∈ W 1,r ′0 (Ω)∗ and for the given rotu ∈ V r
′
σ (Ω)
∗ with r ′ = r/(r −1),
respectively. Indeed, the solvability in such a generalized sense follows from the variational in-
equalities of the quadratic forms
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ψ∈W 1,r′ (Ω)
|(∇p,∇ψ)|
‖∇ψ‖r ′ for all p ∈ W
1,r (Ω), (2.14)
‖w‖W 1,r  C sup
Ψ∈V r′σ (Ω)
|(rotw, rotΨ )|
‖Ψ ‖
W 1,r′
+
L∑
j=1
∣∣(w,ψj )∣∣ for all w ∈ V rσ (Ω), (2.15)
with the constant C = C(Ω, r), respectively. In (2.15), we set L = dimVhar(Ω) with {ψ1,
. . . ,ψL} an orthonormal basis in L2(Ω) of Vhar(Ω). Then the harmonic part h of u in (2.1)
is defined by h ≡ u − ∇p − rotw. For the proof of (2.14) and (2.15), see Simader and Sohr
[7, Theorem 1.3] and [5, Lemma 4.1(2)], respectively.
(2) Similarly, the scalar potential p ∈ W 1,r0 (Ω) and the vector potential w ∈ Xrσ (Ω) of u ∈
Lr(Ω) in (2.4) are formally given by the following boundary value problems
p = divu in Ω, p = 0 on ∂Ω, (2.16)
and ⎧⎪⎪⎨
⎪⎪⎩
rot(rotw) = rotu in Ω,
divw = 0 in Ω,
rotw × ν = u× ν on ∂Ω,
w · ν = 0 on ∂Ω,
(2.17)
respectively. In the same way as in (1), the solvability of (2.16) and (2.17) for general u ∈ Lr(Ω)
follows from the variational inequalities
‖∇p‖r  C sup
ϕ∈W 1,r′0 (Ω)
|(∇p,∇ϕ)|
‖∇ϕ‖r ′ for all p ∈ W
1,r
0 (Ω), (2.18)
‖w‖W 1,r  C sup
Φ∈Xr′σ (Ω)
|(rotw, rotΦ)|
‖Φ‖
W 1,r′
+
N∑
j=1
∣∣(w,ϕj )∣∣ for all w ∈ Xrσ (Ω), (2.19)
with the constant C = C(Ω, r), respectively. In (2.19), we set N = dimXhar(Ω) with {ϕ1,
. . . , ϕN } an orthonormal basis in L2(Ω) of Xhar(Ω). Then the harmonic part h of u in (2.4)
is defined by h ≡ u − ∇p − rotw. For the proof of (2.18) and (2.19), see Simader and Sohr [8]
and [5, Lemma 4.1(1)].
(3) In (2.1), we may take canonical p ∈ W 1,r (Ω) and w ∈ V rσ (Ω) in such a way that∫
Ω
p(x)dx = 0, (w,ψj ) = 0, j = 1, . . . ,L.
Hence by (2.14) and (2.15), such p and w are subject to the estimates
‖p‖W 1,r  C‖u‖r , ‖w‖W 1,r  C‖u‖r ,
which yields (2.2). Similarly, we may choose w ∈ Xr (Ω) in (2.4) in such a way thatσ
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which, by means of (2.19), yields (2.5).
If u has an additional regularity such as divu ∈ Lq(Ω) and rotu ∈ Lq(Ω) for some 1 < q  r ,
then we may choose the scalar and the vector potentials p and w in (2.1) and (2.4) in the class
W 2,q (Ω). More precisely, we have
Proposition 2.2. Let Ω be as in the Assumption and let 1 < r < ∞. Suppose that u ∈ Lr(Ω).
(1) Let us consider the decomposition (2.1).
(i) If, in addition, rotu ∈ Lq(Ω) for some 1 < q  r , then the vector potential w of u in
(2.1) can be chosen as w ∈ W 2,q (Ω)∩ V rσ (Ω) with the estimate
‖w‖W 2,q  C
(‖rotu‖q + ‖u‖r). (2.20)
(ii) If, in addition, divu ∈ Lq(Ω) with γνu ∈ W 1−1/q,q(∂Ω) for some 1 < q  r , then the
scalar potential p of u in (2.1) can be chosen as p ∈ W 2,q (Ω) ∩ W 1,r (Ω) with the
estimate
‖p‖W 2,q  C
(‖divu‖q + ‖u‖r + ‖γνu‖W 1−1/q,q (∂Ω)). (2.21)
(2) Let us consider the decomposition (2.4).
(i) If, in addition, divu ∈ Lq(Ω) for some 1 < q  r , then the scalar potential p of u in
(2.4) can be chosen as p ∈ W 2,q (Ω)∩W 1,r0 (Ω) with the estimate
‖p‖W 2,q  C‖divu‖q . (2.22)
(ii) If, in addition, rotu ∈ Lq(Ω) with τνu ∈ W 1−1/q,q(∂Ω) for some 1 < q  r , then the
vector potential w of u in (2.4) can be chosen as w ∈ W 2,q (Ω) ∩ Xrσ (Ω) with the
estimate
‖w‖W 2,q  C
(‖rotu‖q + ‖u‖r + ‖τνu‖W 1−1/q,q (∂Ω)). (2.23)
Here C = C(Ω, r, q) is the constant depending only on Ω , r and q .
Proof. (1) (i) In the decomposition (2.1), the vector potential w is a solution of the boundary
value problem (2.13). More precisely, based on the variational inequality (2.15), we can choose
a canonical w ∈ V rσ (Ω) in such a way that
(rotw, rotΨ ) = (u, rotΨ ) for all Ψ ∈ V r ′σ (Ω) (2.24)
with the estimate
‖w‖W 1,r  C‖u‖r , (2.25)
where C = C(Ω, r) is a constant depending only on Ω and r . See [5, Lemma 4.2(2)]. Since
divw = 0 in Ω and since rotu ∈ Lq(Ω), it follows from (2.24) that −w = rotu in the sense of
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⎩
−w = rotu in Ω,
divw = 0 on ∂Ω,
w × ν = 0 on ∂Ω.
(2.26)
Hence it follows from [5, Lemma 4.3(1)] and the classical theory of Agmon, Douglis and Niren-
berg [1] that the solution w of the homogeneous boundary value problem (2.26) belongs to
W 2,q (Ω) and that the estimate
‖w‖W 2,q  C
(‖rotu‖q + ‖w‖q) (2.27)
holds with a constant C depending only on Ω and q . Since ‖w‖q  |Ω|
1
q
− 1
r ‖w‖r , the desired
estimate (2.20) follows from (2.25) and (2.27).
(ii) The scalar potential p in (2.1) is a solution of (2.12). More precisely, based on the varia-
tional inequality (2.14), we may choose a canonical p ∈ W 1,r (Ω) in such a way that
(∇p,∇ψ) = (u,∇ψ) for all ψ ∈ W 1,r ′(Ω) (2.28)
with the estimate
‖p‖W 1,r  C‖u‖r . (2.29)
See Simader and Sohr [7, Theorems 1.3, 1.4]. Since divu ∈ Lq(Ω) and since γν(∇p − u) = 0,
we may regard p as a weak solution of (2.12). Since γνu ∈ W 1−1/q,q(∂Ω), the well-known
a priori estimate for the inhomogeneous Neumann problem of the Poisson equation states that
p ∈ W 2,q (Ω) with the estimate
‖p‖W 2,q  C
(‖divu‖q + ‖p‖q + ‖γνu‖W 1−1/q,q (∂Ω)).
Since ‖p‖q  |Ω|
1
q
− 1
r ‖p‖r , from (2.29) and the above estimate we obtain (2.21).
(2) (i) In the decomposition of (2.4), the scalar potential p is a solution of (2.16). More pre-
cisely, based on the variational inequality (2.18), we may choose a canonical p ∈ W 1,r0 (Ω) in
such a way that
(∇p,∇ϕ) = (u,∇ϕ) for all ϕ ∈ W 1,r ′0 (Ω) (2.30)
with the estimate
‖p‖W 1,r  C‖u‖r .
See Simader and Sohr [8]. Since divu ∈ Lq(Ω), by (2.30) we may regard p as a weak solution
of (2.16). Hence the regularity theorem of the Dirichlet problem of the Poisson equation with the
homogeneous boundary condition states that p ∈ W 2,q (Ω)∩W 1,r0 (Ω) with the estimate
‖p‖W 2,q  C‖divu‖q,
which yields (2.22).
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choose a canonical w ∈ Xrσ (Ω) in such a way that
(rotw, rotΦ) = (u, rotΦ) for all Φ ∈ Xr ′σ (Ω) (2.31)
with the estimate
‖w‖W 1,r  C‖u‖r . (2.32)
See [5, Lemma 4.3(1)]. Since divw = 0 in Ω and since rotu ∈ Lq(Ω), it follows from (2.31)
that −w = rotu in the sense of distributions in Ω , and we may regard w as a weak solution of
the boundary value problem
{−w = rotu in Ω,
rotw × ν = u× ν on ∂Ω,
w · ν = 0 on ∂Ω.
(2.33)
Since τνu ∈ W 1−1/q,q(∂Ω), it follows from [5, Lemma 4.3(2)] and Agmon, Douglis and Niren-
berg [1] that the solution w of the inhomogeneous boundary value problem (2.33) belongs to
W 2,q (Ω) and that the estimate
‖w‖W 2,q  C
(‖rotu‖q + ‖w‖q + ‖τνu‖W 1−1/q,q (∂Ω))
holds with a constant C = C(Ω,q) depending only on Ω and q . Since ‖w‖q  |Ω|
1
q
− 1
r ‖w‖r ,
from (2.32) and the above estimates we obtain the desired estimate (2.23). This completes the
proof of Proposition 2.2. 
3. Proof of Theorem 1
(i) Let us first consider the case when {γνuj }∞j=1 is bounded in W 1−1/q,q(∂Ω). In such a case,
we make use of the decomposition (2.1). Let Sr , Rr and Qr be the projection operators from
Lr(Ω) onto Xhar(Ω), rotV rσ (Ω) and ∇W 1,r (Ω) defined by (2.9), respectively. Notice that the
identity
(u, v) = (Sru,Sr ′v)+ (Rru,Rr ′v)+ (Qru,Qr ′v) (3.1)
holds for all u ∈ Lr(Ω) and all v ∈ Lr ′(Ω). Indeed, by the generalized Stokes formula (1.3)
and (1.4), we have
(∇p,h) = −(p,divh)+ 〈γνh, γ0p〉∂Ω = 0,
(rotw,h) = (w, roth)+ 〈τνw,γ0h〉∂Ω = 0
for all p ∈ W 1,r (Ω), w ∈ V rσ (Ω) and h ∈ Xhar(Ω). Similarly, we have
(rotw,∇p) = 〈γν(rotw),γ0p〉∂Ω = 0 for all w ∈ V rσ (Ω), p ∈ W 1,r ′(Ω).
Thus we obtain (3.1).
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(Sruj , Sr ′vj ) → (Sru,Sr ′v), (3.2)
(Rruj ,Rr ′vj ) → (Rru,Rr ′v), (3.3)
(Qruj ,Qr ′vj ) → (Qru,Qr ′v). (3.4)
By Proposition 2.1(1), the ranges of Sr and Sr ′ are of finite dimension, which means that both Sr
and Sr ′ are finite rank operators, therefore compact. Hence, we have by (1.5) that
Sruj → Sru strongly in Lr(Ω), Sr ′vj → Sr ′v strongly in Lr ′(Ω),
from which it follows (3.2).
Next, we apply Proposition 2.2(1) to (3.3) and (3.4). Since Ω is bounded, we may assume
that
max
{
1,
3r
3 + r
}
< q  r, max
{
1,
3r ′
3 + r ′
}
< s  r ′.
By (1.7) and (2.20) with q and r replaced by s and r ′, respectively, we see that Rr ′vj ≡ rot w˜j
with w˜j ∈ V r ′σ (Ω) satisfies w˜j ∈ W 2,s(Ω)∩ V r ′σ (Ω) with the estimate
‖w˜j‖W 2,s  C
(‖ rotvj‖s + ‖vj‖r ′)M for all j = 1,2, . . .
with a constant M independent of j . Since 1/r ′ > 1/s − 1/3, the embedding W 2,s(Ω) ⊂
W 1,r
′
(Ω) is compact, and hence we see that {w˜j }∞j=1 has a strongly convergent subsequence
in W 1,r ′(Ω), and hence {Rr ′vj }∞j=1 has a strongly convergent subsequence in Lr
′
(Ω). Since
(1.5) yields rot w˜j = Rr ′vj ⇀Rr ′v weakly in Lr ′(Ω), it holds, in fact, that
Rr ′vj → Rr ′v strongly in Lr ′(Ω). (3.5)
Obviously by (1.5), Rruj ⇀Rru weakly in Lr(Ω), and hence (3.3) follows.
Since {γνuj }∞j=1 is bounded in W 1−1/q,q(∂Ω), we see from (1.6) and (2.21) that Qruj = ∇pj
satisfies that pj ∈ W 2,q (Ω) with the estimate
‖pj‖W 2,q  C
(‖divuj‖q + ‖uj‖r + ‖γνuj‖W 1−1/q,q (∂Ω))M for all j = 1,2, . . .
with a constant M independent of j . Since 1/r > 1/q − 1/3, again by the compact embedding
W 2,q (Ω) ⊂ W 1,r (Ω) and by the weak convergence ∇pj = Qruj ⇀ Qru in Lr(Ω), implied
by (1.5), it holds that
Qruj → Qru strongly in Lr(Ω). (3.6)
Since (1.5) yields Qr ′vj ⇀Qr ′v weakly in Lr ′(Ω), we see that (3.4) follows.
(ii) We next consider the case when {τνvj }∞j=1 is bounded in W 1−1/s,s(∂Ω). In this case,
we make use of the decomposition (2.4). Then the argument is quite similar to the former
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tions Sr , Rr and Qr , we denote the projection operators from Lr(Ω) onto Vhar(Ω), rotXrσ (Ω)
and ∇W 1,r0 (Ω) defined by (2.9), respectively. By the generalized Stokes formula, it is easy to
see that the identity (3.1) holds, and hence we may prove (3.2), (3.3) and (3.4). Since the range
of Sr is Vhar(Ω), it follows from Proposition 2.1(1) that the convergence (3.2) holds.
Since {τνvj }∞j=1 is bounded in W 1−1/s,s(∂Ω), by (1.7) and (2.23) with q and r replaced by
s and r ′, we find that Rr ′vj = rot w˜j with w˜j ∈ Xr ′σ (Ω) satisfies, in fact, that w˜j ∈ W 2,s(Ω) ∩
Xr
′
σ (Ω) with the estimate
‖w˜j‖W 2,s  C
(‖ rotvj‖s + ‖vj‖r ′ + ‖τνvj‖W 1−1/s,s (∂Ω))M for all j = 1,2, . . .
with a constant M independent of j . By the compact embedding W 2,s(Ω) ⊂ W 1,r ′(Ω) and by
the weak convergence rot w˜j = Rr ′vj ⇀Rr ′v in Lr ′(Ω), implied by (1.5), it holds that
Rr ′vj → Rr ′v strongly in Lr ′(Ω). (3.7)
Since (1.5) yields Rruj ⇀Rru weakly in Lr(Ω), it follows (3.3).
From (1.6) and (2.22) we see that Qruj = ∇pj with pj ∈ W 1,r0 (Ω) satisfies, in fact, that
pj ∈ W 2,q (Ω)∩W 1,r0 (Ω) with the estimate
‖pj‖W 2,q  C‖divuj‖q M for all j = 1,2, . . .
with a constant M independent of j . Hence again by the compact embedding W 2,q (Ω) ⊂
W 1,r (Ω) and by the weak convergence ∇pj = Qruj ⇀ Qru in Lr(Ω), implied by (1.5), it
holds that
Qruj → Qru strongly in Lr(Ω). (3.8)
Since (1.5) yields Qr ′vj ⇀Qr ′v weakly in Lr ′(Ω), we see that (3.4) follows. This proves The-
orem 1.
Proof of Corollary 1.1. We may prove that for every ϕ ∈ C∞0 (D)∫
D
ϕuj · vj dx →
∫
D
ϕu · v dx.
Let us take a bounded domain Ω ⊂R3 with the smooth boundary ∂Ω so that supp ϕ ⊂ Ω ⊂ D.
Then it suffices to prove that ∫
Ω
ϕuj · vj dx →
∫
Ω
ϕu · v dx. (3.9)
Obviously by (1.9), it holds that
ϕuj ⇀ ϕu weakly Lr(Ω), vj ⇀ v weakly Lr
′
(Ω). (3.10)
H. Kozono, T. Yanagisawa / Journal of Functional Analysis 256 (2009) 3847–3859 3859Since div(ϕuj ) = ϕ divuj + uj · ∇ϕ, we see by (1.9) and (1.10) that {div(ϕuj )}∞j=1 is bounded
in Lr(Ω) with
γν(ϕuj ) = 0, j = 1,2, . . . . (3.11)
Since (1.10) states that {rotvj }∞j=1 is also bounded in Lr
′
(Ω), by taking q = r and s = r ′ in
(1.6) and (1.7), respectively, we see that the convergence (3.9) follows from (3.10), (3.11) and
Theorem 1(i). This proves Corollary 1.1. 
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