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The mechanism by which [NiFe] hydrogenase catalyzes the oxidation of molecular hydrogen is
a significant yet challenging topic in bioinorganic chemistry. With far-reaching applications in
renewable energy and carbon mitigation, significant effort has been invested in the study of these
complexes. In particular, computational approaches offer a unique perspective on how this enzyme
functions at an electronic and atomistic level. In this article, we discuss state-of-the art quantum
chemical methods and how they have helped deepen our comprehension of [NiFe] hydrogenase. We
outline the key strategies that can be used to compute the (i) geometry, (ii) electronic structure,
(iii) thermodynamics and (iv) kinetics properties associated with the enzymatic activity of [NiFe]
hydrogenase and other bioinorganic complexes.
I. INTRODUCTION
Hydrogenases are remarkably efficient natural enzymes
that catalyze the reversible oxidation of molecular hy-
drogen at ambient temperature and pressure (H2 

2H++2e−).[1–5] Since H2 is one of the most promising al-
ternative energy sources, the understanding of how these
redox enzymes function has the potential to prompt new
clean energy technologies. Indeed, it has been proposed
that artificial catalysts could be designed by mimicking,
to some extent, hydrogenases.[6, 7] New photochemical
technologies for large scale clean hydrogen production
and oxidation could also be developed,[8–11] offering an
elegant route to address the energy problem.
Although the detailed mechanism by which hydroge-
nases catalyze the oxidation of H2 has not been resolved
in its entirety, the key steps of the reaction are known
to be occurring at the metallic centers of the enzymes.
Different metal atoms can be found in the active site,
which define three types of hydrogenases: monometallic
iron-only ([Fe]), bimetallic iron-iron ([FeFe]) and nickel-
iron ([NiFe]). In this article, we will focus on the less
known [NiFe] hydrogenase whose enzymatic function can
be modulated by pH and redox potential.[1, 2] It is
worth noting that, despite a common active site, there
are structural differences between [NiFe] hydrogenase iso-
lated from different organisms. These variants exhibit
unique properties including aerobic hydrogen oxydation
and preferential hydrogen production activity.[1]
Bioinorganic macromolecules such as [NiFe] hy-
drogenase are especially challenging to characterize
experimentally.[12, 13] Too large for Nuclear Magnetic
Resonance (NMR),[14–16] its structure was first deter-
mined using X-Ray diffraction (XRD) in conjunction
with spectroscopic methods.[17–19] Three metallic cen-
ters were discovered in addition to the [NiFe] site: two
[4Fe-4S] and one [3Fe-4S] whose role are to channel elec-
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trons to and from the active site. Metal complexes
are in principal good candidates for magnetic resonance
techniques such as Electron Nuclear DOuble Resonance
(ENDOR)[20–22] or Electron Paramagnetic Resonance
(EPR)[23–25]. Several redox states of the active site have
been thus reported, although most of them catalytically
inactive. Theoretical and computational methods pro-
vide another key to deepen our understanding of these
kinds of systems.[26, 27] They assist and complement ex-
perimental techniques by providing atomistic and struc-
tural detail, even for structures that might be difficult
to isolate experimentally. They also give insight into the
electronic structure of the system, expanding on the in-
formation from EPR and ENDOR measurements. Theo-
retical approaches are thus uniquely placed to unveil the
mysteries surrounding the functioning of [NiFe] hydroge-
nase.
In this article, we review how computational methods
have and can be used to study this enzyme. We will sum-
marize the various quantum chemistry techniques that
give insight into the (i) geometry, (ii) electronic struc-
ture, (iii) thermodynamics and (iv) kinetics properties of
[NiFe] hydrogenase. In the process, we will touch on a
range of technical challenges wide enough to be relevant
to most other bioinorganic complexes in a variety of other
research fields such as enzymology,[28–32] genetics,[33–
37] regulation,[38–41] medicine[42–46] and environmen-
tal chemistry.[47–50]
II. GEOMETRY OF THE HETEROBIMETALLIC
ACTIVE SITE
Although [NiFe] hydrogenase is made of tens of thou-
sands atoms, only a few localized sites are directly in-
volved in H2 oxidation, making them the focus of atten-
tion (see Figure 1).[51–54]
Following the identification of both iron and nickel
in the active site, Fourier Transform InfraRed (FTIR)
studies revealed the presence of carbon monoxide and
cyanide ligands coordinating the iron.[55–57] Two cys-
2FIG. 1. The enzyme [NiFe] hydrogenase is an heterodimer
with two unique subunits: one large ( 60 kDa in blue) that
contains the active site and one small ( 30 kDa in pink) with
three iron sulfur clusters channeling electrons from the surface
of the protein to the active site. This figure was made using
the deposited structure of the ready oxidized form of [NiFe]
hydrogenase from Desulfovibrio fructosivorans (1YRQ).[51]
teine residues and two bridging cysteine anchor the
metallic center to the rest of the protein. Other experi-
mental studies have shown the occasional existence of an
additional bridging species: O2− (as in Figure 1), OH−
or OOH−.[55, 57–59] However, the relative stability of
these various structures is not known from experiments,
and neither are the precise locations of hydrogen species.
Quantum Mechanical (QM) calculations can then help
to refine and improve this picture; finding the most en-
ergetically favorable positions for substrate, protons and
solvent molecules and also comparing the energies of dif-
ferent structures. Intermediates can also computed by
optimizing the structure at different oxidation states.
Combined Quantum mechanical/Molecular Mechanics
(QM/MM) offers the best compromise between accuracy
and computational cost for this purpose.[60–62] In this
case, the protein is split into a QM region (the nickel-iron
active site) and a MM region (the rest of the protein). In
the “mechanical embedding” or “subtractive” scheme[61,
63], the interaction between the QM and MM subsystems
is computed at the MM level and the total energy of the
system is calculated as follows:
Etot = E
QM(QM) + EMM(QM+MM)− EMM(QM).
This implies that the QM subsystem is not influenced by
the MM point charges and the QM/MM interaction is
only due to steric constraints. In the more sophisticated
“electronic embedding” or “additive” scheme[61, 63], the
point charges of the MM region are added as an external
potential to the QM Hamiltonian. This effectively polar-
izes the electron density by the field created by the MM
environment and the total energy is computed according
to:
Etot = E
QM+QM/MM(QM) + EMM(MM).
Note also that the use of a polarizable force field for the
MM region can allow the MM subsystem to be in turn
polarized by the QM region.[64–66] Although QM/MM
optimization of the active site accounts for long range
electrostatic effects, there remains the technical prob-
lem associated with the treatment of chemical bonds be-
tween the QM and MM regions. Here for example, the
QM/MM boundary will inevitably cut through the cova-
lently bound cysteine residues or through peptide link-
ages between one residue and another. One solution to
this problem is to introduce dummy hydrogen atoms, in-
visible to the MM region, to saturate the dandling QM
bonds.[61, 67, 68] A more elaborate approach is to add
link atoms using scaled down pseudopotentials with the
required valence charge to preserve the electronic struc-
ture at the center of the active site.[61, 69]
The accuracy of QM/MM methods also depends on
the level of theory used for the QM and MM regions.
In practice, DFT and empirical force fields are the
most practical, hence popular, combination for such a
macromolecule.[60, 70–72] Hybrid functionals in general,
and B3LYP in particular, are often used in combination
with at least a double zeta basis set to obtain reason-
able accuracy.[2, 71] However, it has been shown that
metal ligand distances could be overestimated by B3LYP
when compared with XRD data. Noticeable improve-
ments occur when reducing the fraction of exchange in
the functional used, down to 5% in some cases.[73–76]
Sometimes, a higher level pure QM calculation is per-
formed on a small cluster derived from the QM/MM op-
timized structure to calculate spectroscopic parameters
at better accuracy.[60, 70, 72]
In summary, QM/MM geometry optimization of the
active site of [NiFe] hydrogenase greatly contributes to
the interpretation of crystallographic data by finding the
likely position of transient hydrogen atoms. Notably, cal-
culations identified the now accepted heterolytic cleavage
of H2 as the initial step of the reaction, whereby one
hydrogen becomes a bridging hybride and the other a
proton on a cysteine ligands.[51, 53, 77] The clear deter-
mination of the chemical nature of the ligands bridging
the metal atoms has also helped to rationalize the various
activation energy measured for different forms of [NiFe]
hydrogenase.[51, 53]
3III. ELECTRONIC STRUCTURE OF THE
DIFFERENT REDOX STATES OF THE ACTIVE
SITE
To elucidate the reaction mechanism by which [NiFe]
hydrogenase catalyzes the heterolytic cleavage of molecu-
lar hydrogen, a clear understanding of the different active
site redox states is crucial. Figure 2 shows the consen-
sus reached in the literature by combining experimental
and theoretical approaches. The ferrous ion in the active
FIG. 2. Redox states of the active site of [NiFe] hydrogenase
as characterized by experimental and/or theoretical methods.
Many studies focus on the activation of the enzyme, i.e. the
transition from unready (circled in brown) to catalytically
active (circled in green) states. The EPR detectable states
are marked by a dark blue star. Sketch adopted from [55].
site of [NiFe] hydrogenase is stabilized in a redox inac-
tive low-spin state (S=0) by the strong field ligands, CN
and CO, to which it is coordinated.[55, 78] This leaves
the sulfur bound nickel responsible for the redox pro-
cesses of the enzyme.[79–81] As shown in Figure 2, the
catalytic forms of the active site involve two oxidation
states of the nickel. EPR experiments recorded signal for
Ni(III) of S=1/2[82–84] but controversy rose about the
true spin state of Ni(II). Although experimental[85, 86]
and theoretical[87, 88] studies reported the nickel to be
low-spin, L-edge soft Xray and EXAFS experiments sug-
gested a high spin Ni(II) instead.[89, 90] These findings
were supported by theoretical studies[91–93] that demon-
strate that only high spin nickel species lead to a dis-
torted tetrahedral arrangement of the ligands around Ni
as repeatedly found in the crystal structures of the active
site of [NiFe] hydrogenase.[94–96]
Both metals are influenced by the changes in oxidation
of the active site along the catalytic cycle. This suggests
the presence of metal-metal interactions stabilizing the
electronic states that promote the redox reaction with hy-
drogen. More specifically, anti-ferromagnetic interactions
between the nickel and iron centers could lead to multiple
low energy electronic states. Therefore, computational
methods that predict the electronic as well as magnetic
properties of metal containing clusters are extremely im-
portant for the study of [NiFe] hydrogenase.[97, 98] This
includes the redox states of the iron-sulfur electron shut-
tles.
As a first approximation, DFT can be used for the
electronic structure, providing a simple interpretation of
the results. The unpaired electrons of metal atoms re-
quire an unrestricted formalism whereby the alpha and
beta populations are treated with different potentials.
Since Fe(II) is low-spin in the active site of [NiFe] hy-
drogenase, this is mostly relevant to the iron-sulfur clus-
ters. Within this context, we note that the interac-
tions between transition metal elements are typically de-
scribed using the Heisenberg-Double-Exchange (HDE)
hamiltonian:[99–102]
HHDE = −2JSˆ1Sˆ2+
[
b(aˆ†2lσaˆ1lσ + aˆ
†
2l(−σ)aˆ1l(−σ)) + h.c.
]
,
where J is the coupling, b the double-exchange constant,
Sˆi the spin operator for d-electrons in ion i, aˆ
†
ilσaˆjlσ the
hopping operators transferring the electron with spin σ
from the lth d-orbital of the jth ion to the lth d-orbital of
the ith ion. Note that this Hamiltonian does not apply to
mixed valence systems because it is assumed that each
metal ion has fixed spin and charge states. Although
there has been some work trying to generalize the model
to mixed valence systems, the determination of what the
relevant Hamiltonians are for these cases and how to
parametrize them is an outgoing area of research.[103–
106] In the HDE model, the full ladder of pure spin state
energies can be constructed once we know the value of
the coupling constants. The couplings can often be ex-
tracted from magnetic susceptibility, although with some
danger of over-fitting. The couplings can alternatively
be extracted directly from Broken Symmetry Density
Functional Theory (BS-DFT) calculations.[107–109] BS-
DFT has the clear advantage that it treats the antifer-
romagnetic coupling between spins localized on different
atoms and the stronger metal-ligands and/or metal-metal
bonds at the same level of theory. However, it suffers
the same limitations on functional as explained in Sec-
tion II. Overall, pure functionals will stabilize low spin
states while hybrids will favor high spin ones. Conse-
quently, the relative multiplet energies of a given inter-
mediate, will vary almost linearly with the fraction of
Hartree-Fock exchange.[73–76] Further, the energy com-
puted is in fact a weighted average of the real spin state
energies.[72, 107, 108, 110–113] Although some exten-
sions of BSDFT exists,[114] efforts quickly converge to-
wards the development of more “ab initio” methods that
would more accurately predict pure spin state energies of
strongly interacting metal containing clusters. The de-
velopment of these models requires an electronic struc-
ture method that can deal with strongly correlated sys-
tems. A few studies have been done using minimal active
4spaces but these techniques are still restricted to very
small groups of atoms such as [2Fe-2S] clusters. Others
split the problem by performing Complete Active Space
Self Consistent Field (CASSCF) calculations to extract
the energies of a multitude of low lying states while treat-
ing dynamical correlation with a subsequent Multi Ref-
erence Configuration Interaction (MRCI) calculation for
selected energy operations only.[115–119] Finally, purely
ab initio methods based on the Density Matrix Renor-
malization Group (DMRG) are being developed in the
context of metal containing clusters.[106, 120–125] Re-
cently, ab initio DMRG has been applied to the [4Fe-4S]
cluster of [NiFe] hydrogenase.[106] Although the method
is still limited to very small clusters, the study shows the
importance of developing accurate electronic structure
methods by demonstrating that commonly used models
(like HDE) can underestimate the number of low-lying
states, with direct implications for our understanding of
the reactivity of metals in bioinorganic complexes.
Altogether, the BS-DFT and phenomenological HDE
model has been used the most successfully for FeS
clusters,[126–129] including instances where the model
provided the basis to interpret experiments.[16, 130–132]
The same success has not yet been made for the active
site of [NiFe] hydrogenase where more robust methods
are needed to carefully explore the reactivity of such an
heterometallic enzyme.
IV. CALCULATION OF THERMODYNAMIC
PROPERTIES
The mechanism by which [NiFe] hydrogenase oxidizes
molecular hydrogen involves a number of intermediate
states, some of which are still poorly characterized. Fig-
ure 3 shows for example the elementary redox steps
of two mechanisms that have been proposed in the
literature.[55] The identification of the most likely sce-
nario starts with the calculation of the driving force of
each reaction. This is done by calculating the free energy
change, or redox potential, associated with each step.
These calculations require, at a bare minimum, ensem-
ble averages of energy difference between reactant and
product states. [133, 134]
Fast, accurate simulation of ensemble averages is one
of the biggest challenges in computational chemistry. To
obtain a meaningful sampling, accounting for entropic ef-
fects, many configurations must be computed and the re-
sults have to be interpreted within the statistical error as-
sociated with the finite simulation time. Since the proper
sampling of canonical configurations of a solvated protein
like [NiFe] hydrogenase is so demanding, classical Molec-
ular Dynamics (MD) is often the method of choice.[135]
However, the development of classical force fields for met-
alloproteins is difficult.[135, 136] In principle one can get
statistics from fluctuations of conformations generated by
ab initio MD but this hugely increases the cost and can
typically only be done for small clusters. More recently,
FIG. 3. Possible catalytic cycle of [NiFe] hydrogenase with
two potential hydrogen acceptors. Although many studies
agree on the presence of Ni-C and Ni-R, there remains doubt
about the completion of the cycle as well as the interconver-
sion between each state.[55]
reactive MD have shown promise for the study of bioinor-
ganic complexes.[137, 138] Although the implementation
of reactive force fields also comes with significant com-
putational challenges, the method has the clear advan-
tage of accounting for bond breaking and forming by the
incorporation of an empirical bond order potential.[138]
Being able to calculate fundamental quantum properties
while retaining the simplicity of classical MD would have
a significant impact for the study of [NiFe] hydrogenase
and large biological systems in general.[139–142]
The other main challenge in computing [NiFe] hydro-
genase redox potentials is the calculation of the energy
difference between oxidant and reductant. A popular
method is the QM/MM Thermodynamic Cycle Pertur-
bation (QTCP) approach where QM/MM is used to com-
pute the energy differences on MD generated configura-
tions. Note however, that QM/MM energy differences
can only be rigorously calculated when the QM region
consist of exactly the same atoms in both redox states.
This is not always a trivial condition to satisfy, espe-
cially in [NiFe] hydrogenase where the redox reactions are
mostly coupled to proton transfer.[77, 143] The adaptive
QM/MM formalism alleviates this problem by enabling
the transfer of atoms between the QM and MM regions
thereby explicitly accounting for diffusion.[144, 145] Typ-
ically, in computing redox potentials a triple-zeta ba-
sis set will replace the double zeta standard used for
QM/MM geometry optimization. Further improvements
in accuracy can be reached by adding DFTD3 disper-
sion and/or QM/MM corrections. Despite these ef-
forts, it has been observed that free energies of reaction
thus calculated strongly depend on the size of the QM
5subsystem.[71, 146, 147]. To address this issue, a new
procedure has been developed whereby QM/MM geome-
try optimization is used on the MD produced snapshots
and pure QM energy calculations are subsequently done
on bigger clusters as illustrated in Figure 4. Here, the
FIG. 4. “Big-QM” energy calculation on the active site of
[NiFe] hydrogenase whose structure was optimized with stan-
dard QM/MM methods. This calculation scheme aims to
prevent the dependence of the calculated energies on the size
of the QM system. Reprinted with permission from J. Chem.
Theory Comput. 2013, 9, 640-649. Copyright 2013 Amer-
ican Chemical Society. The big QM calculations are single
point energies performed at the BP86/def2- SV(P) level that
were then extrapolated to the B3LYP/def2-TZVP level with
a smaller QM system, and zero-point energy, entropy, and
thermal effects were added.
“big-QM” cluster is about one thousand atoms and in-
cludes all chemical groups within a certain distance (typ-
ically 5A˚) of the model active site as well as all the buried
charges and moving junctions at most two residues away
from the active site.[71, 148] Such large QM clusters likely
exhibit many local minima that require extensive sam-
pling. However, the proper sampling of wide and rugged
energy landscapes is highly non trivial and remains an
outstanding issue.
Overall, several studies on [NiFe] hydrogenase have
shown that it is demanding to calculate accurate and
reproducible reaction energies.[71, 149–152] At best, en-
ergies with an accuracy of 20 kJ/mol have be obtained
with QTCP.[71, 143, 146, 147] To resolve this issue, it
has been rationalized that extensive sampling, polariza-
tion, short-range electrostatics, charge transfer and/or
exchange repulsion may need to be accounted for to pro-
vide accurate reaction energies, which remains a signifi-
cant challenge driving intense research efforts.[148, 153]
V. KINETICS
Free energies of reaction have to be combined with ki-
netic rates to fully rationalize the reaction mechanism
of the oxidation of molecular hydrogen by [NiFe] hydro-
genase. For thermally activated processes, it is usually
sufficient to compute the activation barrier between reac-
tants and products as illustrated in Figure 5. Note that
these barriers are going to be influenced by environmen-
tal factors such as the acceptor pKa, the redox energies of
surrounding groups, etc. Two groups of methods can be
used to compute barrier heights: (i) those which compute
the free energy landscape and (ii) those which compute
minimum energy paths.
FIG. 5. Free energy profile of the oxidation of H2 along an
arbitrary reaction coordinates. The overall reaction is char-
acterized by the driving force ∆Grxn and [NiFe] hydrogenase
introduces two intermediates associated with relatively small
energy barriers, EA1, EA2 and EA3. The driving force and en-
ergy barriers are pseudo-local properties that depend on the
redox energy of the neighboring iron-sulfur clusters as well as
the acceptor pKa.
Free energy landscape calculation requires the phase
space to be reduced to a computationally tractable con-
figuration space by selecting the few key coordinates that
describe the reaction. The difficulty here is that the
results will then depend on the choice made to select
these coordinates (specific cartesian coordinates or col-
lective variables) describing the reduced space. This
means that different mechanisms can be found “most
likely” and compromise the overall validity of the stud-
ies. In some cases however, the choice is rather intu-
itive. If characterizing the elementary step between the
Ni-SIa and Ni-R states for example (Figure 3), one may
want to express the free energies of the compounds in
the space spanned by the distance between the hydrogen
and the iron and/or nickel atoms. Once the coordinates
are chosen, enhanced sampling methods such as umbrella
sampling[154–158] and Replica Exchange Molecular Dy-
namics (REMD)[159–162] can be used to calculate the
barrier height between reactants and products. Never-
theless, metadynamics, which increases the sampling of
high energy regions of the collective variable via a bias
potential, is the technique the most often used.[163–169]
The minimum energy path is a promising alternative to
enhanced sampling because it does not require the selec-
tion of a reaction coordinate. Rather, several images (or
states) of the reactants and products are generated, con-
nected together and minimized to trace out a path. Such
“chain-of-states” techniques include the Nudge Elastic
Band (NEB) method where the images are connected by
6harmonic spring forces that ensure an even distribution
of the resulting path,[170–174]the growing string method
[175–179] and the freezing string method [180–182]. The
weakness of these techniques is that they are only based
on the internal energy, not the free energy, of the system.
Thus, for cases where entropic effects (such as solvent
reorganization) are significant, path finding methods are
less appropriate.
As an illustration of how computational tools have in-
fluenced the kinetic picture of [NiFe] hydrogenase, we
note that the activity strongly depends on the transport
of the substrate, molecular hydrogen, to the active site,
buried at the core of the protein. To date, very few stud-
ies offer a quantitative characterization of the diffusion of
small molecules in bioinorganic complexes. Indeed, while
molecular dynamics studies are able to identify likely dif-
fusion pathways, kinetics rates have proven harder to
extract.[135, 136, 183] However, combining MD data with
master equations and phenomenological rate equations,
hydrogen diffusion constants in [NiFe] hydrogenase were
recently calculated in agreement with experiments (see
Figure 6).[184, 185] This paves the way towards the de-
velopment of a general approach for the calculation of
gas diffusion rates inside proteins.
FIG. 6. Small molecule transport kinetics is essential to the
enzymatic activity of many proteins. Nevertheless few the-
oretical methods allow the accurate calculation of diffusion
rates. Reprinted with permission from J. Am. Chem. Soc.
2011, 133, 3548-3556. Copyright 2011 American Chemical
Society.
VI. CONCLUSION
In this article, we presented a series of illustrations of
how the fundamental properties associated with the en-
zymatic activity of [NiFe] hydrogenase can be analyzed
using computational chemistry. In particular, we noted
that computation has played a crucial role in establish-
ing the positions of hydrogens and bridging ligands at
the active site, understanding the magnetic parameters
of FeS clusters that shuttle charges and describing the
mechanism of substrate delivery to the heterobimetallic
core. There remains a great deal that is still not un-
derstood about this enzyme and future computational
efforts will be aimed at harmonizing the mass of exper-
imental data to present a functioning atomistic model
of this enzyme. Although our narrative was centered
around [NiFe] hydrogenase, it is worth emphasizing that
the approaches discussed in this article are transferable
to other bioinorganic macromolecules. Both the size and
the presence of metal atoms represent considerable chal-
lenges for most computational techniques. Calculations
that are routinely done on other systems, such as geom-
etry optimizations, are thus comparatively difficult for
large metal-containing enzymes. However, as this review
demonstrates, difficult is not the same as impossible. We
hope that the work presented here will provide the inspi-
ration for further computational investigations of enzyme
mechanism and function in complexes like [NiFe] hydro-
genase.
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