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Zusammenfassung
Die großräumige Struktur des Universums (large-scale structure, LSS) erlaubt uns, dank
neuer, größerer Himmelsdurchmusterungen, immer präzisere Vermessungen der Geschichte
des Universums und Tests von kosmologischen Modellen. Die immer größeren und genaueren
Datensätze stellen uns allerdings auch vor Herausforderungen in der Analyse und insbeson-
dere Kombination von verschiedenen Datensätzen. Vorwärts-Modellierung (forward mod-
eling) und Inferenz im Rahmen der Bayes’schen Statistik bieten für diesen Zweck einen
konsistenten Rahmen, der auch die Einbeziehung von systematischen Effekten erlaubt.
Die vorliegende Dissertation zielt darauf ab, dieses statistische Modell und seine Im-
plementierung im borg-Code einen Schritt näher an die tatsächliche Anwendung auf ak-
tuelle und zukünftige Datensätze zu bringen, insbesondere für den kosmichen Mikrow-
ellenhintergrund (cosmic microwave background, CMB) und für spektroskopische Galax-
iendurchmusterungen (galaxy redshift surveys). Die Inferenz von sowohl kosmologischen als
auch astrophysikalischen Parametern wird systematisch untersucht: erstens die Anfangs-
bedingungen für die Struktur im Universum, das heisst die Verteilung der kleinen Dichte-
fluktuationen im frühen Universum, und zweitens der kinematische Sunyaev-Zel’dovich
(kSZ) Effekt im CMB, der unter anderem von Galaxienhaufen hervorgerufen wird. Im er-
steren Fall werden kosmologische N-Körper-Simulationen benutzt, während der kSZ-Effekt
auf tatsächlichen Beobachtungsdaten gemessen wird: die CMB-Messungen des Planck-
Satelliten, die Galaxienverteilung der Sloan Digital Sky Survey (SDSS), und der Galaxien-
haufenkatalog maxBCG. Entscheidend sind hier eine sorgfältige Behandlung der spezifis-
chen und gemeinsamen systematischen Effekte der verschiedenen Datensätze.
In Kapitel 5 zeige ich, dass das Bayes’sche Vorwärts-Modell im borg-Code in der Lage
ist, die Anfangsbedingungen zu ca. 90% korrekt zu rekonstruieren. Dies gilt auf großen
Skalen für verschiedene Vorwärts-Modelle für das Dichtefeld sowie für den Galaxienbias.
Was kosmologische Parameter angeht, wie die Amplitude des linearen Dichtefeldes σ8, spielt
die Form der Wahrscheinlichkeitsfunktion (likelihood) für das Galaxienfeld eine wichtige
Rolle. Dies wird in Kapitel 7 demonstriert, wo ich zeige, dass eine Wahrscheinlichkeits-
funktion im Fourier-Raum eine Inferenz des Parameters σ8 innerhalb eines systematischen
Fehlers von 10% erlaubt. Diese Wahrscheinlichkeitsfunktion kann im Rahmen der effek-
tiven Feldtheorie (effective field theory, EFT) für LSS hergeleitet werden.
In Kapitel 6 benutze ich dann die borg-Rekonstruktion basierend auf der SDSS/BOSS
Galaxiendurchmusterung, um den kSZ-Effekt um Galaxienhaufen aus dem maxBCG-Katalog
(der das gleiche Volumen umfasst) zu messen. In diesem Fall benutze ich die Rekonstruk-
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tion, um die Pekuliargeschwindigkeiten der Galaxienhaufen zu schätzen, die nicht direkt
beobachtbar sind. Ich finde Hinweise auf ein kSZ-Signal mit etwa 2σ Konfidenz, sowohl in
der Messung auf bestimmten Winkelskalen wie auch in der Kombination von Messungen auf
verschiedenen Skalen. Diese Messung und ihr Fehlerbalken sind die ersten kSZ-Messungen,
die die Unsicherheiten in der Schätzung der Geschwindigkeiten berücksichtigen.
Summary
With the future large-scale structure (LSS) surveys being on the horizon, precision cos-
mology is seeing a unprecedented opportunity to constrain cosmological parameters and
differentiate cosmological models. Such opportunities naturally bring also unparalleled
challenges – specifically in the form of understanding, examining and, especially, combin-
ing various datasets. Bayesian forward modeling and inference, in this context, provides a
consistent and transparent framework to extract information from separate datasets while
accounting for multiple systematic sources.
This thesis is a dedicated effort to bring this framework one step closer to being ready for
the upcoming challenges posed by high-precision Cosmic Microwave Background (CMB)
experiments and large-volume galaxy redshift surveys. We systematically examine the
constraining power of the Bayesian forward modeling approach to galaxy clustering on both
cosmological and astrophysical observables, namely the initial conditions of our Universe,
the clustering amplitude of galaxies and the kinematic Sunyaev-Zel’dovich (kSZ) effects of
galaxy clusters. While the first two focus only on halo clustering in N-body simulation, the
last one brings together observational datasets from separate experiments and surveys: the
Planck CMB experiment, the Sloan Digital Sky survey (SDSS) and the maxBCG cluster
catalog, which include both common and different sources of systematics.
We find in Chapter 5 that the Bayesian forward inference approach is able to, on large
scales, recover up to ' 90% the input initial conditions of the GADGET-2 simulation using
halos identified in the same simulation as tracers. The framework is robust regarding to
choices of gravitational forward model for the matter density fields and deterministic bias
model for tracers. The LSS likelihood, on the other hand, might play an important role for
unbiased inference of not only the initial conditions, but also the cosmological parameters.
This is demonstrated in Chapter 7, where we are able to recover the input σ8 of the same
simulation with systematic error under ' 10%, using a Fourier-space likelihood derived
from the effective field theory (EFT) approach to LSS with rigorously controlled theoretical
systematics.
In Chapter 6, we use results from the Bayesian forward reconstruction of the BOSS/SDSS3
volume to measure the large-scale bulk flow and kSZ signal of maxBCG catalog. We find
evidence of the kSZ effect at' 2σ, consistently in individual- as well as multi-scale measure-
ments. Our reported signal-to-noise is the first to include uncertainties from the velocity
reconstruction in this type of measurement.
xvi Zusammenfassung
Chapter 1
Introduction
1.1 Overview
The advent of galaxy and cluster of galaxies surveys [1, 2, 3, 4, 5, 6, 7] brought cosmology
great power to explore the large-scale structure (LSS) of our Universe and to trace back the
history of its formation. Through the now well-established method of summary statistics,
i.e. the use of two-point correlation function – or its Fourier-space counterpart, the power
spectrum [8, 9] – high signal-to-noise information was extracted from these surveys which,
for the first time, rigorously confronted our theoretical models of the Universe [10, 11, 12,
13]. A prime example of this came in the early 1990s. As mismatches emerged between the
two-point angular correlation function of matter predicted by the then favorite flat CDM-
dominated Einstein–de Sitter (EdS) Universe model and that of APM galaxies [7, 14], given
constraints from COBE measurement of the Cosmic Microwave Background (CMB) [15],
the cosmological constant Λ naturally arose as a missing piece to resolve the discrepancies
and eventually became a key ingredient in the now standard picture of our Universe – the
flat ΛCDM model.
With that early success, it comes as no surprise that recent and upcoming generations
of galaxy redshift surveys – e.g. SDSS-III BOSS [16], SDSS-IV eBOSS [17] and DESI
[18], Euclid [19], LSST [20], PFS [21] – or those of CMB experiments – e.g. WMAP [22],
Planck [23, 24, 25], SPTPol [26], ACTPol [27] and AdvACT [28], CMB-S4 [29] – have been
reaching deeper and wider, offering data not only in remarkably larger volumes but also
at significantly higher precisions. Indeed, the focus in studies of cosmology from LSS has
shifted to galaxy clustering on smaller, quasi-linear scales1 [30, 31] and its correlation with
matter clustering – as traced by weak lensing measurements – on these scales [32, 33, 34].
As the clustering of matter on these quasi-linear scales has been extensively processed by
gravity as the Universe evolves, it also encodes rich information about gravity, initial matter
1In this thesis, we refer to mildly non-linear scales where perturbation theory still converges to correct
results when carried out to a sufficiently high order as quasi-linear. Readers should note that this regime
is referred to also as quasi-nonlinear by some authors. On the other hand, we will refer to scales at which
higher-order correction terms are no longer smaller than lower-order terms and perturbation theory fails
to converge as non-linear.
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perturbations and content of our Universe, especially at late time. Extracting this wealth
of information (without biasing the constraints they impose on cosmological parameters)
requires great responsibility in modeling the complex datasets and their cross-correlations,
especially in consistently propagating all systematics. In addition, although the initial seeds
of matter perturbations are highly Gaussian, as predicted by theory due to the nature of
quantum fluctuations during inflation and repeatedly confirmed by the observation of the
CMB anisotropies [35, 22, 36], the evolved galaxy and matter distributions at late time,
are far from Gaussian on quasi-linear and nonlinear scales. Thus, as noted by [37, 38], even
an infinite hierarchy of higher-order n-point correlation functions could prove insufficient
to completely capture all the information encoded in such distributions.
This thesis documents an attempt to rise to that challenge by taking an alternative
approach to the standard use of summary statistics, focusing on modeling the complex
3D clustering of galaxies2 on quasi-linear scales directly at the field-level and extracting
information relevant to cosmology and astrophysics. This work is practical only due to the
recent development of the borg (Bayesian Origin Reconstruction from Galaxies) frame-
work [39] wherein a gravity-based physical forward model was introduced to evolve the
highly Gaussian (see above), initial matter density field at very high redshift, z ' 1000, to
the complex, evolved matter density field at low redshift, which in turn is compared to the
observed galaxy density field in order to jointly reconstruct the initial and evolved matter
density fields. The gravitational forward model forms a deterministic link between a given
realization of the initial density field and its corresponding evolved density field while cap-
tures the nonlinear effects of gravitational collapse, consistently taking into account all the
uncertainties and systematics in the dataset. In other words, given an observed galaxy den-
sity field found in a galaxy redshift survey with specific survey geometry, selection effects
and galaxy biases, borg explores the very high dimensional parameter space, Ndim ' 2563,
of all physically compatible initial matter density fields – with the help of a Hamiltonian
Monte Carlo (HMC) sampler (see Appendix B) [39, 40]. A bona fide by-product of having
a dynamical forward model in the inference machinery is the reconstructed large-scale ve-
locity field which might have useful cosmological and astrophysical applications. Chapter 6
describes such an application.
1.2 Structure
The thesis is structured as follows. In the first part, from Chapter 2 to Chapter 4, we
present the theoretical background and statistical framework on which the work in this
thesis is constructed.
Specifically, in Chapter 2, we review the growth of perturbations in CDM from the
initial Gaussian seeds of inflation to the late-time LSS, within the framework of standard
2Note that, in this thesis, for the purpose of investigating our model and testing our implementation,
we frequently make use of simulation data in which our tracers are cold Dark Matter (CDM) halos instead
of real galaxies. We thus use the words “galaxies” and “halos” interchangeably whenever our arguments
or results apply to both.
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cosmological perturbation theory (PT). We explicitly re-derive the results of PT in La-
grangian space to first and second order as they are the main choices of our gravitational
forward model throughout our work.
Chapter 3 is then devoted to an effective field theory (EFT) prescription of galaxy
and halo bias – the key link between theoretical predictions of matter distribution and
observation – based on the PT description of the evolved matter density field. We also
briefly review observations of the distribution of galaxies in galaxy redshift surveys as
well as determination of mean mass-richness relation of galaxy clusters from weak-lensing
measurements; we focus on the SDSS3-BOSS DR123 [41] and the maxBCG cluster catalog
[42] highlighting the important observational effects, as those datasets are directly involved
in our analysis.
Chapter 4 describes the Bayesian framework for the joint inference of initial and evolved
matter density fields from the biased tracer field. We discuss the main ingredients of the
inference, including the Gaussian priors on the initial conditions and the LSS likelihood
which captures the scatter induced by small-scale modes not included in our gravitational
forward model and bias expansion around the predicted mean tracer field. We also outline
the highly modular borg framework, focusing on the modules we modified and extended
in our work. We then summarize how the algorithm works, using cold Dark Matter (CDM)
halos and galaxies as examples of biased tracers.
The second part of the thesis consists of our investigation into the robustness of our clus-
tering models in recovering unbiased initial conditions and cosmological parameters from
the reconstructed matter density fields, and our measurement of the kinematic Sunyaev-
Zel’dovich (kSZ) effect using the reconstructed cosmic velocity field.
In particular, in Chapter 5, we compare the performance of different combinations of
bias models and LSS likelihoods in terms of recovering the correct phases and unbiased am-
plitudes of initial matter density field, using CDM-only, N-body simulations. Additionally,
we investigate effects of the tracer density, grid resolution, (gravitational) forward model,
and tracer bias model on results of the inference.
Chapter 6 presents an astrophysical application of the reconstructed large-scale velocity
field within the SDSS3-BOSS volume [43] – measuring the kSZ effect of selected maxBCG
clusters from the Planck SMICA CMB map [44]. Our reconstruction method allows for
uncertainties in the large-scale velocity reconstruction to be consistently propagated into
the final uncertainties on the amplitude of the kSZ signal for the first time. We additionally
take into account uncertainties in the small-scale velocity and those in the photometric
redshift data. We detect the kSZ signal with a total significance of ' 2σ.
Chapter 7 documents our ongoing attempt to extend borg to allow for inference of
cosmological parameters of the ΛCDM model, in particular, the power spectrum normal-
ization σ8. We highlight the challenging issues of recovering unbiased σ8 with a localized,
real-space LSS likelihood. We then show that these problems can be alleviated by an EFT-
based, Fourier-space LSS likelihood given the additional introduction of a smoothing filter
with a sharp-k cut-off to ensure the Gaussianity of the error power spectrum. We illustrate
3https://data.sdss.org/sas/dr12/boss/lss/
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the issues with the real-space likelihood and demonstrate the Fourier-space likelihood using
the same suite of CDM-only, N-body simulations.
1.3 Notation
For reference, we list in Table 1.1 abbreviations commonly used throughout the thesis. As
a guide for readers, mathematical symbols and conventions are summarized in Table 1.2,
while notations of frequently encountered physical quantities are highlighted in Table 1.3.
Arguments and computations throughout the thesis are carried out under the two main
assumptions about our Universe:
1. Given a constant proper-time slice through 4D spacetime manifold, the statistical
distribution of any real scalar cosmic field is homogeneous and isotropic on large
scale – in accordance with the cosmological principle. That is, the joint n-point
probability distribution function P(δ(x1), ...δ(xn)) of the field δ(x) is invariant under
spatial translation and rotation.
2. The ergodic hypothesis holds for samples from well-separated regions in our Universe,
that is they can be considered as independent realizations of the same underlying
physical process.
In line with the cosmological principle, we adopt the perturbed and unperturbed
Friedmann-Robertson-Walker (FRW) metrics, assuming a spatially flat geometry,
ds2 = a2(τ)[−(1 + 2Φ)dτ 2 + (1− 2Ψ)δijdxidxj] (1.1)
and
ds2 = a2(τ)[−dτ 2 + δijdxidxj] (1.2)
to describe the spacetime of our Universe – whose expansion history is encoded in the
dimensionless scale factor a(τ). In this thesis, unless explicitly stated otherwise, we work
with conformal time dτ ≡ a−1dt and comoving coordinates x ≡ a−1r(x, τ), in natural
units where c = ~ = G = kB = 1. Note that Eqs. (1.1)–(1.2) also imply that we work in
conformal Newtonian gauge and only consider scalar perturbations.
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ΛCDM Λ Cold Dark Matter
EdS Einstein-de Sitter (flat, matter-dominated Universe)
CMB Cosmic microwave background
kSZ kinematic Sunyaev-Zel’dovich effect
tSZ thermal Sunyaev-Zel’dovich effect
BAO Baryon acoustic oscillation
EFT Effective field theory
PT Perturbation theory
SPT Eulerian standard perturbation theory
LPT Lagrangian perturbation theory
LO Leading order (tree level)
NLO Next-to-leading order (1-loop)
LIMD Local in matter density (previously commonly known as “local bias”)
RSD Redshift-space distortions
LOS Line-of-sight
MCMC Markov chain Monte Carlo methods
HMC Hamiltonian Monte Carlo method
MLE Maximum likelihood estimate
MAP Maximum a posteriori estimate
SO Spherical overdensity algorithm (for halo finding)
FoF Friends-of-friends algorithm (for halo finding)
Table 1.1: List of commonly used abbreviations in the text.
Probability density function (PDF) P(x)
Fourier, spatial vector k, x
Grid data vector ~δ
Spatial derivatives ∇ ≡ ∂
∂x
, ∂i ≡ ∂/∂xi, Dij ≡ ∂i∂j∇2 − 13δij
Laplace operator ∇2 ≡ δij∂i∂j
Spatial integral
∫
x
≡
∫
d3x
Momentum integral
∫
k
≡
∫
d3k
(2π)3
Fourier transform f(k) ≡
∫
d3x f(x)e−ik·x ≡
∫
x
f(x)e−ik·x
Inverse Fourier transform f(x) ≡
∫
d3k
(2π)3
f(k)eik·x ≡
∫
k
f(k)eik·x
Dirac delta function1 δD(x) =
∫
p
eip·x
Kronecker symbol δij
Heaviside step function ΘH(x) = 1 for x > 0 and 0 otherwise
Complementary error function erfc(x) = 1− erf(x) = 2√
π
∫∞
x
du e−u
2
Hermite polynomials HN(x)
1 This implies (2π)3
∫
k
δD(k − k0)f(k) = f(k0).
Table 1.2: List of mathematical symbols and conventions adopted in this thesis.
Quantity Symbol Defining relation
Conformal time τ dτ ≡ a−1dt, Eqs. (1.1)–(1.2)
Eulerian comoving coordinate x Eqs. (1.1)–(1.2)
Scale factor a(τ) a = 1
1+z
Hubble rate H(τ) H ≡ ȧ/a
Conformal Hubble rate H(τ) H ≡ a−1da/dτ = aH
Critical density ρcr,0(τ) ρcr,0 =
3H2
8πG
Mean comoving matter density ρm(τ) ρm ≡ a3(τ)%m(τ)
Linear growth factor1 D(τ) D(τ) = D(+)(τ) = D
(+)(τ)
D(+)(τ0)
, Eq. (2.19)
Logarithmic growth rate f(τ) f ≡ d lnD/d ln a
Gravitational potential Φ Eq. (1.1)
Lagrangian comoving coordinate q q = limτ→0 x(q, τ)
Lagrangian displacement s(q, τ) Eq. (2.41)
Peculiar velocity v v ≡ a ẋ = dx/dτ
Matter density contrast δm Eq. (2.1)
Galaxy, halo density contrast δg, δh δg(x, τ) ≡ ng(x, τ)/ng(τ)− 1, Eq. (3.1)
Tidal field Kij Kij ≡ (∂i∂j/∇2 − δij/3)δ
Operator constructed out of density field O e.g., O(x, τ) = [δ(x, τ)]2
Renormalized operator [O] Appendix J
Linear matter power spectrum PL(k, τ) PL(k, τ) ≡
〈
δ(1)(k, τ)δ(1)(k′, τ)
〉′
Variance of linear density field on scale R σ2(R) σ2(R) ≡
∫
k
PL(k)W
2
R(k)
Critical density (collapse threshold) δcr ' 1.686 Figure 3.1
Peak significance νc νc ≡ δcr/σ(R), Eq. (3.6)
Bias parameter3 with respect to operator O bO δh(x, τ) =
∑
O bO(τ)[O](x, τ)
N -th order LIMD bias parameter bN bN ≡ N ! bδN , Eq. (3.11)
Lagrangian bias parameter bLO δ
L
h (q, τ0) =
∑
O b
L
O(τ0)[O
L](q, τ0)
Filter function4 on scale R WR(x), WR(k) See Appendix A.
1 This implies that D(a = 1) = 1.
2 This is the physical, renormalized bias, see Appendix J.
3 Filter functions are normalized such that
∫
d3xWR(x) = 1 and limk→0WR(k) = 1.
Table 1.3: List of symbols and notations of frequently discussed physical quantities.
Chapter 2
Large-scale structure formation
This chapter aims to provide readers a brief overview of
1. the statistical description of initial and evolved matter density fields, and
2. the physically motivated mathematical framework for linking the two fields together,
that is perturbation theory.
We refer readers to [45, 46, 47, 8] for much more thorough reviews of the subject.
2.1 Gaussian initial conditions
The notion of Gaussian initial conditions has not only arisen from theory in a few different
ways but also stood the test of numerous observations. From the theoretical standpoint,
given the general assumption that the initial conditions originated from quantum fluctu-
ations of the scalar inflaton field(s) during inflationary phase of our Universe, the fact
that quantum averages of products of such fluctuations are Gaussian themselves implies
a Gaussian nature of the initial conditions. This is a robust prediction of the inflationary
paradigm, not just limited to single-field models of inflation [46, 47]. From the obser-
vational side, results obtained from analysis of the CMB temperature anisotropies have
been found to be consistent with adiabatic, Gaussian initial conditions generated by the
standard single-field, slow-roll inflationary paradigm 1 [49, 50]. In addition, the central-
limit theorem establishes that, the linear superposition of a large number of independent
or uncorrelated random variables, all drawn from the same distribution, asymptotes to a
Gaussian distribution. This can often be applied for primordial matter density fluctua-
tions which are generated by the same physical mechanism [51]. Here and throughout this
thesis, we assume that primordial matter density fluctuations are Gaussian random fields.
We review below the summary statistics of such fields.
1See [48] and references therein for a full review of constraining primordial non-Gaussianity with CMB
observables.
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Let us first consider small matter fluctuations δm(x) on the homogeneous comoving
background density field ρ̄m = 〈ρm(x)〉, i.e.
δm(x) =
ρm(x)
ρ̄m
− 1, (2.1)
such that 〈δm(x)〉 = 0 by construction. Its n-point correlation function is then defined as
ξ(n)m (δm(x1) . . . δm(xn)) ≡ 〈δm(x1) . . . δm(xn)〉
=
∫
dδm(x1) . . . dδm(xn)P(δm(x1) . . . δm(xn))δm(x1) . . . δm(xn),
(2.2)
where P(δm(x1) . . . δm(xn)) denotes the joint distribution function of local fluctuations
δm(x1), . . . , δm(xn).
For a zero-mean Gaussian field δm(x), as in the case of the primordial fluctuations dis-
cussed in the previous paragraph, P(δm(x1) . . . δm(xn)) is a zero-mean multivariate Gaus-
sian distribution
P(δm(x1) . . . δm(xn)) =
1
(2π)n/2
|C|−1/2 exp
[
−1
2
(
~δm
)ᵀ
C−1 ~δm
]
(2.3)
with the random vector ~δm ≡ (δm(x1), . . . , δm(xn)) and a positive semi-definite covariance
matrix Cij ≡ 〈δm(xi)δm(xj)〉. This implies, as a consequence of Isserlis’ theorem [52] – much
more familiar with physicists as Wick’s theorem [53] – that any higher-order correlation
function can be written in terms of different combinations of the two-point correlation
function ξ
(2)
m (x1,x2)
ξ(2)m (x1,x2) ≡ 〈δm(x1) δm(x2)〉 , (2.4)
which, following statistical homogeneity and isotropy,
ξ(2)m (x1,x2) = ξ
(2)
m (x1 − x2) = ξ(2)m (r = |x1 − x2|) = 〈δm(x) δm(x+ r)〉 . (2.5)
All statistical properties of δm(x) are thus completely captured in the two-point correlation
function ξm(r) [37, 45].
Let us consider the Fourier-space representation of the r.h.s. of Eq. (2.5),
〈δ(k)δ∗(k′)〉 = 〈δ(k)δ(−k′)〉 =
∫
d3x
∫
d3r 〈δ(x) δ(x+ r)〉 e−ik·xeik′·(x+r)
=
∫
x
∫
r
〈δm(x) δm(x+ r)〉 e−ik·xeik
′·(x+r)
=
∫
x
e−i(k−k
′)·x
∫
r
ξ(r)e−ik
′·r
= (2π)3δD(k − k′)P (k), (2.6)
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where we have used the fact that δm(x) is real, thus δ
∗
m(k
′) = δm(−k′). It can be noted
from Eq. (2.6) that all information about δm(x) is equivalently encoded in the Fourier-space
counterpart of the two-point correlation function, the power spectrum P (k),
P (k) =
∫
r
ξ(2)(r)e−ik·r. (2.7)
Note that, inversely,
ξ(2)(r) =
∫
d3k
(2π)3
P (k)eik·r =
∫
k
P (k)eik·r. (2.8)
2.2 The perturbative theory of matter fluctuations:
from initial conditions to large-scale structure
To mathematically describe how tiny matter density fluctuations in the initial conditions,
amplified by gravitational collapse, grow to become the non-linear LSS now observed in
our Universe, is the goal of perturbation theory (PT). In this section, assuming that LSS
formation is driven by non-relativistic2 collisionless CDM [54, 55, 56, 57], i.e. the dynamics
of δm(x) can be well approximated by that of a Newtonian self-gravitating, pressureless
perfect fluid, we summarize the key results of PT in Eulerian and Lagrangian description,
up to second-order.
The PT framework relies on the notion of the phase-space distribution function f(x,p, τ)
of a single CDM particle with mass m and momentum p = mv f(x,p, τ) obeys the colli-
sionless Boltzmann equation for massive particles [45, 47] in Newtonian limit
df(x,p, τ)
dτ
=
∂f(x,p, τ)
∂τ
+
dx
dτ
· ∇f(x,p, τ) + dp
dτ
∂f(x,p, τ)
∂p
=
∂f(x,p, τ)
∂τ
+
p
ma(τ)
· ∇f(x,p, τ)−ma(τ)∇Φ(x, τ)∂f(x,p, τ)
∂p
= 0. (2.9)
∇ ≡ ∂
∂x
denotes spatial derivatives; Φ(x, τ) denotes the peculiar gravitational potential
sourced by matter density fluctuations δm(x, τ), as described by the Poisson equation
∇2Φ(x, τ) = 3
2
H(τ)2Ωm(τ)δm(x, τ). (2.10)
The evolution of spatial distribution of CDM is then obtained by taking momentum mo-
ments of the system of collisionless Boltzmann-Poisson equations Eqs. (2.9)–(2.10). The
hierarchy of equations of motion is then closed at second-order with some certain ansatz.
For example, a common choice is to set the stress tensor σij to null, corresponding to the
2This implies v(x, τ)  c, which is usually a good approximation on the scales of interest for LSS
formation.
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notion of a single-stream or pressureless fluid – which is valid for the case of collisionless
CDM (as discussed above), up until shell crossing [45].
In the standard approach, the linear matter density fluctuations δ
(1)
m (x, τ) and linear
peculiar velocity v(1)(x, τ) are obtained by solving the linearized equations of motion for
CDM. Higher-order solutions can then be expressed as perturbative expansions3 around
those linear solutions [58, 59, 60, 45]
δm(x, τ) =
∞∑
n
δ(n)m (x, τ), θ(x, τ) =
∞∑
n
θ(n)(x, τ). (2.11)
Let us next briefly review this approach in two different but equivalent descriptions of
the CDM fluid, highlighting the key results later employed in our work. Readers who are
interested in this specific topic can find more details in [61] and references therein.
2.2.1 Eulerian Perturbation Theory
The Eulerian description of a fluid fixates on a particular position in space, such that
our CDM pressure-less fluid are depicted by two dynamical variables, the matter density
contrast δm and the peculiar velocity v. Both are functions of comoving coordinates and
conformal time (x, τ). Their evolution is governed by the continuity, Euler and Poisson
equations
∂δm(x, τ)
∂τ
+∇ · {[1 + δm(x, τ)]v(x, τ)} = 0, (2.12)
∂v(x, τ)
∂τ
+ [v(x, τ) · ∇]v(x, τ) +H(τ)v(x, τ) = −∇Φ(x, τ), (2.13)
wherein H ≡ a−1da/dτ = aH denotes the conformal Hubble rate. Note that we have used
the single-stream approximation and set σij = 0 on the r.h.s. of Eq. (2.13).
Linear Eulerian Perturbation Theory
In the linear regime of gravitational evolution, where δm(x, τ) = δ
(1)
m (x, τ)  1, we can
linearize Eqs. (2.12)–(2.13) by keeping only first-order terms
∂δ
(1)
m (x, τ)
∂τ
+ θ(1)(x, τ) = 0, (2.14)
∂v(1)(x, τ)
∂τ
+H(τ)v(1)(x, τ) = −∇Φ(x, τ), (2.15)
where we have introduced the divergence of the peculiar velocity field θ(x, τ) ≡ ∇·v(x, τ).
Taking the divergence on both sides of Eq. (2.15) and plugging Eq. (2.10) in, we have
∂θ(1)(x, τ)
∂τ
+H(τ)θ(1)(x, τ) + 3
2
Ωm(τ)H2(τ)δ(1)m (x, τ) = 0. (2.16)
3This ansatz is valid so long as we restrict ourselves to the quasi-linear scales.
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A single second-order ordinary differential equation can then be obtained by combining
Eq. (2.14) and Eq. (2.16)
∂2δ
(1)
m (x, τ)
∂τ 2
+H(τ)∂δ
(1)
m (x, τ)
∂τ
− 3
2
Ωm(τ)H2(τ)δ(1)m (x, τ) = 0, (2.17)
or
d2D1(τ)
dτ 2
+H(τ)dD1(τ)
dτ
− 3
2
Ωm(τ)H2(τ)D1(τ) = 0, (2.18)
where, in the last step, we have factored out the linear growth factor D1(τ) from the linear
solution δ
(1)
m (x, τ)
δ(1)m (x, τ) =
D1(τ)
D1(τ0)
δ(1)m (x, τ0). (2.19)
The evolution of the linear matter density field δ
(1)
m (x, τ) can then be written as a linear
superposition of the two independent solutions of Eq. (2.18)
δ(1)m (x, τ) =
[
D
(+)
1 (τ) +D
(−)
1 (τ)
]
δ(1)m (x, τ0), (2.20)
or, equivalently,
δ(1)m (k, τ) =
[
D
(+)
1 (τ) +D
(−)
1 (τ)
]
δ(1)m (k, τ0), (2.21)
where the (+) and (−) signs denote the growing and decaying mode, respectively. It is
worth emphasizing that, in the linear regime, all Fourier modes of the matter density
fluctuations independently evolve at a universal rate.
Plugging Eq. (2.20) into Eq. (2.14), we arrive at the expression for the linear velocity
divergence
θ(1)(x, τ) = −∂D1(τ)
∂τ
δ
(1)
m (x, τ0)
D1(τ0)
= −d lnD1(τ)
dτ
δ(1)m (x, τ) = −H(τ) [f(Ωm,ΩΛ) + g(Ωm,ΩΛ)] δ(1)m (x, τ) (2.22)
in which we have introduced the logarithmic growth rate
f(Ωm,ΩΛ) ≡
d lnD
(+)
1
d ln a
, (2.23)
and the logarithmic decay rate
g(Ωm,ΩΛ) ≡
d lnD
(−)
1
d ln a
. (2.24)
The forms of Eqs. (2.20)–(2.22) reflects a key feature of linear gravitational evolution: it
preserves Gaussianity of the initial conditions described in Section 2.1.
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Since we are interested only in the growth of structures from primordial density fluc-
tuations while the decaying modes decay away as the Universe expands, i.e. D
(−)
1 ∝ a−n
with n > 0, we will only focus on the growing mode henceforth and adopt the notation
D1(τ) =
D
(+)
1 (τ)
D
(+)
1 (τ0)
. (2.25)
A general solution of D1(τ) for Universe with matter and a cosmological constant Λ can
be written in integral form [62]
D1(τ) =
H(τ)
a(τ)
5Ωm
2
∫ a
0
da
a2(τ)H(τ) , (2.26)
wherein
H(a) =
[
ΩΛa
2 + (1− Ωm − ΩΛ) + Ωma−1
]− 1
2 . (2.27)
For convenience, it is common practice to express D1(τ) as a function of the scale factor
a(τ).
Second-order Eulerian Perturbation Theory
It is often more convenient to solve for second- and higher-order solutions of Eqs. (2.10)–
(2.13) in Fourier-space, where we can combine Eqs. (2.10)–(2.13) into two equations of
motion, keeping the higher-order terms
∂δm(k, τ)
∂τ
+ θ(k, τ) = −
∫
k1
∫
k2
(2π)3δD(k − k12)α(k1,k2)θ(k1, τ)δm(k2, τ), (2.28)
∂θ(k, τ)
∂τ
+H(τ)θ(k, τ)+3
2
H2(τ)Ωm(τ)δm(k, τ) = −
∫
k1
∫
k2
(2π)3δD(k−k12)β(k1,k2)θ(k1, τ)θ(k2, τ).
(2.29)
where k12 = k1 + k2 and the non-linear terms in Eqs. (2.12)–(2.13) are encoded in
α(k1,k2) =
k12 · k1
k21
, β(k1,k2) =
k212(k1 · k2)
2k21k
2
2
. (2.30)
Note that, as opposed to linear order, non-linearity in gravitational evolution introduces
mode-coupling, i.e. each Fourier mode δm(k, τ) in Eqs. (2.28)–(2.29) no longer evolves
independently but receives contributions from the coupling between all pairs of k1 and k2
such that k = k1 + k2. Similar to Eq. (2.11), given the notion of
δm(k, τ) =
∞∑
n
δ(n)m (k, τ), θ(k, τ) =
∞∑
n
θ(n)(k, τ), (2.31)
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we can write the n-th order solution of Eqs. (2.28)–(2.29) as [58, 59, 60]
δ(n)m (k, τ) =
∫
k1
· · ·
∫
kn
(2π)3δD(k − k12...n)Fn(k1, . . . ,kn, τ)δ(1)m (k1, τ) . . . δ(1)m (kn, τ), (2.32)
θ(n)(k, τ) = −H(τ)f(τ)
∫
k1
· · ·
∫
kn
(2π)3δD (k − k12...n)Gn(k1, . . . ,kn, τ)δ(1)m (k1, τ) . . . δ(1)m (kn, τ),
(2.33)
where the symmetric density and velocity divergence kernels Fn and Gn are recursively
constructed out of Eq. (2.30). Note that, for n = 1,
F1 = G1 = 1. (2.34)
For an EdS universe, where D(τ) = a and f = Ωm = 1 (cf. Eqs. (2.26)–(2.23)) the
kernels are time-independent [63]. The simple forms of Fn, Gn in EdS cosmology, however,
give a very good approximation to those in other cosmologies [45, 64]. Hence it has become
a common practice in SPT to compute these kernels in EdS cosmology and then apply them
for other cosmologies, e.g. ΛCDM [59, 60, 45]. For n = 2, in an EdS universe [60],
F2(k1,k2) =
5
7
+
2
7
(k1 · k2)2
k21k
2
2
+
k1 · k2
2k1k2
(
k1
k2
+
k2
k1
)
, (2.35)
G2(k1,k2) =
3
7
+
4
7
(k1 · k2)2
k21k
2
2
+
k1 · k2
2k1k2
(
k1
k2
+
k2
k1
)
. (2.36)
Going back to real-space, the second-order density and velocity field can be expressed as
[65]
δ(2)m (x, τ) =
17
21
[
δ(1)m (x, τ)
]2
+
2
7
[
K
(1)
ij (x, τ)
]2
− si(1)∂iδ(1)m (x, τ) , (2.37)
− 1H(τ)f(τ)θ
(2)(x, τ) =
13
21
[
δ(1)m (x, τ)
]2
+
4
7
[
K
(1)
ij (x, τ)
]2
− si(1)∂iδ(1)m (x, τ), (2.38)
where
s(1)(q, τ) = x
(1)(τ)− q = −∇∇2 δ
(1)(q, τ) (2.39)
is the first-order Lagrangian displacement, and
K
(1)
ij (x, τ) =
[
∂i∂j
∇2 −
1
3
δij
]
δ(1)m (x, τ) (2.40)
is the first-order tidal field, both of which will be encountered in the next chapter.
To summarize, higher-order solutions of SPT are perturbative expansions of the linear
solutions Eqs. (2.20)–(2.22) with symmetric kernels computed recursively from Eq. (2.30).
The cosmological dependence of these solutions is encoded in the linear growth factor
D(τ) in Eq. (2.19). As such, measurements of the linear growth factor, or equivalently, the
logarithmic growth rate f(τ) provide a powerful connection between theoretical models of
Dark Energy or modified gravity and observations of LSS and CMB [66]. The evolution of
the two quantities and their second-order counterparts in three different cosmologies are
illustrated in Figure 2.1.
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Figure 2.1: The linear (continuous) and second-order (dashed) growth factors D (left panel)
and logarithmic growth rates f = d lnD
d ln a
(right panel) as functions of the scale factor a, or
equivalently, redshift z, in three different cosmologies: EdS (gray), flat ΛCDM (red), and
open CDM (blue).
2.2.2 Lagrangian Perturbation Theory
The Lagrangian description of the CDM fluid was first introduced in [67, 68], then later
generalized in [69, 70] and extended to second- and third-order in [71, 72, 73]. In this
picture, instead of fixating on a given comoving spatial position, one follows the trajectory
of a given individual fluid element. The dynamical variable depicting our fluid element is
then the Lagrangian displacement s, which is a function of the comoving Lagrangian initial
position q and the conformal time τ , such that
xfl(τ) = q + s(q, τ), (2.41)
where x(τ) is the comoving Eulerian final position of the fluid element. Note that s(q, τ =
0) = 0 and x(τ = 0) = q. The total number of particles enclosed in and thus the total
mass dmfl of each fluid element is conserved such that
δfl = mn(τ)d
3q = ρm(τ)d
3q. (2.42)
Compare Eq. (2.42) to that in the Eulerian picture, we have
ρm(τ)d
3q = ρ(x, τ)d3x = ρm(τ)[1 + δm(x, τ)]d
3x. (2.43)
Let us define the Jacobian (determinant) of the Lagrangian to Eulerian transformation as
J (q, τ) =
∣∣∣δij + si,j(q, τ)
∣∣∣ = 1 + si,i +
1
2
[
(si,i)
2 − si,jsj,i
]
+O(s3i,j), (2.44)
where si,j ≡ ∂si∂qj . Then Eq. (2.43) allows us to relate the Eulerian matter density fluctua-
tions δm(x, τ) to the Jacobian J (q, τ)
J (q, τ) =
∣∣∣d
3x
d3q
∣∣∣ = 1
1 + δm(x, τ)
. (2.45)
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Recall that the fluid trajectory in an expanding Universe follows the Euler equation
Eq. (2.15), i.e.
d2xfl
dτ 2
+H(τ)dxfl
dτ
= −∇xΦ, (2.46)
where we have replaced v(x(q), τ) = ds(q, τ)/dτ . Then, similar to Eq. (2.16), we can
derive
J (q, τ)∇x ·
[
d2xfl
dτ 2
+H(τ)dxfl
dτ
]
− 3
2
H2(τ)Ωm(τ)[J(q, τ)− 1] = 0, (2.47)
using also Eq. (2.45). Next, let us replace the Eulerian variable x by the displacement
s(q, τ) following the chain rule
∂
∂xi
= [δij + si,j(q, τ)]
−1 ∂
∂qj
, (2.48)
so that Eq. (2.47) becomes
J (q, τ) [δij + si,j(q, τ)]−1
[
d2si,j(q, τ)
dτ 2
+H(τ)dsi,j(q, τ)
dτ
]
− 3
2
H2(τ)Ωm(τ)[J (q, τ)−1] = 0.
(2.49)
Equation (2.49) is the Lagrangian equation of motion for the displacement field s(q, τ). It
describes the evolution of the CDM fluid. This equation can be solved perturbatively by
expanding s(q, τ), as similar to Eq. (2.11),
s(q, τ) =
∞∑
n
s(n)(q, τ). (2.50)
In the following sections, we review its first- (LPT) and second-order (2LPT) solutions,
which we employ as our gravitational forward models throughout Chapter 5, Chapter 6,
Chapter 7.
Linear Lagrangian Perturbation Theory
As first-order approximations (see, e.g. [69, 70, 73]),
J (q, τ) ' 1 + s(1)i,i (q, τ), (2.51)
1 + δm(x, τ) = |J (q, τ)|−1 ' 1− s(1)i,i (q, τ), (2.52)[
δij + s
(1)
i,j (q, τ)
]−1
' δij − s(1)i,j (q, τ). (2.53)
We can rewrite Eq. (2.49) using these approximations as
[
1 + s
(1)
k,k
] [
δij − s(1)i,j
] [d2s(1)i,j
dτ 2
+H(τ)
ds
(1)
i,j
dτ
]
− 3
2
H2(τ)Ωm(τ)s(1)k,k = 0, (2.54)
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keeping only first-order terms [45],
d2s
(1)
i,i (q, τ)
dτ 2
+H(τ)
ds
(1)
i,i (q, τ)
dτ
− 3
2
H2(τ)Ωm(τ)s(1)i,i (q, τ) = 0 (2.55)
where s
(1)
i,i ≡ ∇q ·s(1). Here we can, similar to Eq. (2.17), factor out the same linear growth
factor D1(τ) as
s(1)(q, τ) =
D1(τ)
D1(τ0)
s(1)(q, τ0), (2.56)
such that the linear solution s(1)(q, τ) is simply given by [70, 73]
∇q · s(1)(q, τ) = −δ(1)m (x, τ) = −
D1(τ)
D1(τ = 0)
δ(1)m (x = q), (2.57)
with the evolution of D1(τ) following exactly Eq. (2.18).
The LPT solution can also be expressed in terms of the (Eulerian) position xfl(q, τ) and
peculiar velocity vfl(q, τ) of the fluid element. The irrotational condition of the Lagrangian
displacement4,
∇q × s(1)(q, τ) = 0, (2.58)
motivates the definition of the Lagrangian potential Φ(1)(q, τ) that satisfies
s(1)(q, τ) = −∇qΦ(1)(q, τ). (2.59)
We can thus rewrite Eq. (2.57) as
∇q · s(1)(q, τ) = −∇2qΦ(1)(q, τ) = −δ(1)m (x, τ). (2.60)
Hence [73, 45],
xfl(q, τ) = q + s(q, τ) = q −∇−1q δm(x, τ) = q −∇qΦ(1)(q, τ), (2.61)
vfl(q, τ) = H(τ)f(τ)∇−1q δm(x, τ) = −H(τ)f(τ)∇qΦ(1)(q, τ). (2.62)
An important realization from Eqs. (2.61)–(2.62) is that, in comoving coordinates, fluid
elements travel on straight lines, along the direction set by their initial peculiar velocities
[61].
The LPT solution is often referred to as Zel’dovich approximation (ZA) since it was
proposed by Zel’dovich in [74], who used this solution to extrapolate fluid element trajec-
tories into the quasi-linear regime where the condition δm(x, τ)  1 no longer holds and
examined the formation of the so-called Zel’dovich pancake. Later, it was used to analyze
the growth of galactic spin from initial tidal field [75].
Although LPT (or ZA) breaks down at shell crossing, this simple solution can still pro-
vide us an intuitive picture of the formation of complex LSS such as sheets, filaments, DM
4This is a direct consequence of the single-stream approximation and hence only valid before shell
crossing. It is worth noting that the SPT solution, evaluated at any order, fails at shell crossing as well.
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halos and voids. Recall that the Jacobian matrix Eq. (2.44) is symmetric as a consequence
of Eq. (2.59), this implies the “tensor of deformation” Dij(q, τ) ≡ δij + si,j(q, τ) can be
brought to the diagonal form [74]
D(q, τ) =


1− λ1(q)D(τ) 0 0
0 1− λ2(q)D(τ) 0
0 0 1− λ3(q)D(τ)

 . (2.63)
Hence the evolution of the matter density fluctuations δm(x, τ) in LPT can be expressed
as
1 + δm(x, τ) = J (q, τ)−1 =
{
[1− λ1D(τ)] [1− λ2D(τ)] [1− λ3D(τ)]
}−1
, (2.64)
where λi(q) are local eigenvalues of the tidal tensor si,j and positive eigenvalues correspond
to growing modes, such that the evolution can be classified into these following four cases:
1. λ1 > 0 and λ1 > λ2, λ3 case correponds planar collapse or sheet formation;
2. λ1, λ2 > 0 and λ1 ' λ2 > λ3 case corresponds to cylindrical collapse or filament
formation;
3. λ1 ' λ2 ' λ3 > 0 case corresponds to spherical collapse or DM halo/cluster5 forma-
tion;
4. λ1, λ2, λ3 < 0 case corresponds to underdense region expansion or void formation.
Various analytical and numerical comparisons have shown that, compared to linear
SPT, LPT solution not only extends the validity regime of PT but also improves the
accuracy of the evolved matter density field, specifically its first- and second-order moments
[73, 72, 76, 77]. Especially in one-dimensional cases where LPT solution is exact (up until
shell crossing), [78] proved that the solution is identical to that of SPT in the infinite loop
limit.
Second-order Lagrangian perturbation theory
Despite the success of LPT over linear SPT, it still fails to produce evolved matter density
field with sufficiently accurate skewness and higher order moments [71, 73]. In particular,
[79] showed that initial conditions set by LPT could lead to incorrect second- and higher-
order growing modes, which in turn excite non-linear decay modes in N-body simulations.
These results motivate the study and use of 2LPT solution, which we review below.
To begin, we again expand the Jacobian J (q, τ) (cf. Eq. (2.44)), this time replacing
s(q, τ) = s(1)(q, τ) + s(2)(q, τ) and keeping up-to-2nd-order terms [70, 71, 73]
J (q, τ) ' 1 + s(1)i,i (q, τ) + s(2)i,i (q, τ) +
1
2
[(
s
(1)
i,i (q, τ)
)2
− s(1)i,j (q, τ)s(1)j,i (q, τ)
]
. (2.65)
5We have assumed that baryonic matter comoves with the CDM fluid, thus the formation of galaxy
clusters is equivalent to that of their host CDM halos in this particular context.
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Plugging Eq. (2.65) into Eq. (2.49), we retrieve
(
d2s
(2)
i,i
dτ 2
+H
ds
(2)
i,i
dτ
)
+ s
(1)
k,k
(
d2s
(1)
i,i
dτ 2
+H
ds
(1)
i,i
dτ
)
− s(1)i,j
(
d2s
(1)
i,j
dτ 2
+H
ds
(1)
i,j
dτ
)
=
3
2
H2Ωm
[
s
(2)
k,k +
1
2
(
s
(1)
k,k
)2
− 1
2
s
(1)
i,j s
(1)
j,i
]
. (2.66)
Due to symmetry, s
(1)
i,j = s
(1)
j,i = −Φ(1),ij , using that fact and Eq. (2.55), Eq. (2.66) can be
simplified to
(
d2s
(2)
i,i
dτ 2
+H(τ)
ds
(2)
i,i
dτ
− 3
2
H2(τ)Ωm(τ)s(2)i,i
)
+
3
2
H2(τ)Ωm(τ)
[
1
2
(
s
(1)
k,k
)2
− 1
2
s
(1)
i,j s
(1)
j,i
]
= 0,
(2.67)
which can then be separated into time and spatial parts [70, 73]. The former evolves as
s(q, τ) =
D1(τ)
D1(τ0)
s(1)(q, τ0) +
D2(τ)
D2(τ0)
s(2)(q, τ0) (2.68)
with
d2D2(τ)
dτ 2
+H(τ)dD2(τ)
dτ
− 3
2
H2(τ)Ωm(τ)
[
D2(τ) +D
2
1(τ)
]
= 0, (2.69)
where, in a flat ΛCDM universe, D2(τ) ' −37Ω
−1/143
m D21(τ) (see left panel of Figure 2.1) to
better than 0.6% [73]. The later describes the tidal effect
s
(2)
i,i (q, τ) =
D2(τ)
2D21(τ)
∑
i 6=j
[
s
(1)
i,i (q, τ)s
(1)
j,j (q, τ)− s(1)i,j (q, τ)s(1)j,i (q, τ)
]
' −3
7
Ω−1/143m (τ)
∑
i>j
{
Φ
(1)
,ii (q, τ)Φ
(1)
,jj (q, τ)−
[
Φ
(1)
,ij (q, τ)
]2 }
, (2.70)
in which we have again used Eq. (2.59), and similar to that, let s(2)(q, τ) = ∇qΦ(2)(q, τ).
The 2LPT solution can be expressed in Eulerian position and velocity, similar to
Eqs. (2.61)–(2.62),
x(q, τ) = q − D1(τ)
D1(τ0)
∇qΦ(1)(q, τ0) +
D2(τ)
D2(τ0)
∇qΦ(2)(q, τ0) (2.71)
v(q, τ) = −D1(τ)
D1(τ0)
f1(τ)H(τ)∇qΦ(1)(q, τ0) +
D2(τ)
D2(τ0)
f2(τ)H(τ)∇qΦ(2)(q, τ0), (2.72)
where we have introduced the second-order logarithmic growth rate f2. Even better, for
the range of Ωm(a = 1) values constrained by Planck CMB measurement [80] and results
from LSS surveys [34, 33, 81], the quality of the two fits significantly improves [73].
Eqs. (2.61)–(2.62) and Eqs. (2.71)–(2.72) serve as the backbone of our gravitation for-
ward model in the borg inference framework, which we introduce in Chapter 4. It is worth
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Figure 2.2: The difference between DM density field at redshift zero evolved with
GADGET-2 N-body code and that evolved with LPT (left column) or 2LPT (right col-
umn), all starting from the same initial conditions. The box size is Lbox = 2000 h
−1Mpc
while the total number of particles is Npart = 1536
3. Particles are assigned to a grid using
the CIC kernel with two different smoothing scales, Lgrid = 31.25h
−1Mpc (top row) and
Lgrid = 15.625h
−1Mpc (bottom row). We show the same slab through the center of the
boxes, with a thickness equal to the smoothing scale used in each case.
noting that, in all of our analyses presented in Chapter 5-Chapter 7, the matter density
fluctuations are always smoothed with a cloud-in-cell (CIC) kernel at fairly large scales
of Lgrid ∼ 31.2 − 15.6h−1Mpc, where perturbative expansion of s(x, τ) should converge.
Thus information encoded in the one- and two-point statistics should be well-preserved
by both LPT and 2LPT [72, 76, 82]. In Figure 2.2, we show the difference between the
density fields at redshift z = 0 evolved by LPT or 2LPT and that evolved by GADGET-26
[83], a tree-particle mesh (Tree-PM) N-body simulation code. Both LPT and 2LPT pro-
vide a fairly good approximation of the GADGET-2 simulation, especially at the larger
smoothing scale. The difference in performance of LPT and 2LPT is only marginal on
these smoothing scales. Additionally, we compare, in Figure 2.3, the power spectrum at
z = 0 of the evolved matter density fields. The fractional difference between LPT (ZA) or
2LPT power spectrum and that of N-body are . 5% up to k = 0.05hMpc−1, and . 10%
up to k = 0.1hMpc−1. Further, 2LPT should also reproduce very well the three-point
statistics, as shown in [84, 82].
6https://www.mpa.mpa-garching.mpg.de/gadget/
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Figure 2.3: The matter power spectra Pmm(k, z = 0) (top panel) and their ratio (bottom
panel) measured for the same simulations in Figure 2.2. DM particles are assigned to a
grid using the CIC kernel with Lgrid = 15.625h
−1Mpc. Shot noise was subtracted for all
cases.
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At higher resolutions, to properly generate realistic, physically-constrained realizations
of the evolved matter density and velocity fields at low redshift, we would need to employ
a particle-mesh (PM) or Tree-PM N-body solver such as the borg-pmcic or GADGET-2
used in Chapter 6.
One must be able to tie theoretical predictions on the statistical distribution of evolved
matter density fluctuations δm(x, τ) to observations of galaxies in galaxy redshift surveys
or halos in N-body simulations in order to retrieve cosmological information encoded in
the evolution of LSS. That critical link is the subject of large-scale galaxy bias, which we
turn to in the next chapter.
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Chapter 3
Galaxy clustering: biased tracers of
large-scale structure
Galaxy1 clustering is a complicated subject, since it tries to bring together, on one hand,
an approximate statistical description of quasi-linear matter fluctuations and, on another
hand, distribution of discrete tracers that are results of a highly non-linear, complex for-
mation process [85, 86, 87]. Nevertheless, the last decade has seen many theoretical and
numerical advances in the understanding of bias, especially within the perturbative bias
expansion framework, matching those discussed in the previous chapter for growth of mat-
ter density fluctuations. In this chapter, we review the key ideas and results of the general
perturbative bias expansion. We will restrict our discussion to quasi-linear scales and
second-order. Motivated readers are encouraged to see [65] for a recent, comprehensive
review on this topic.
3.1 The perturbative theory of galaxy clustering: gen-
eral bias expansion
The ultimate goal of the perturbative bias expansion is to be able to express the galaxy
density fluctuations δg(x, τ) as a general function of large-scale properties of the galaxy’s
host environment. Such an expansion can be written down in the most general form allowed
by principle of general covariance as [65]
δg(x, τ) =
∑
O
bO(τ)O(x, τ) + ε(x, τ) +
∑
O
εO(x, τ)O(x, τ). (3.1)
We will refer to the first term on the r.h.s. of Eq. (3.1) as deterministic bias in which the
operators O(x, τ) are statistical fields constructed out of the matter density field itself, and
the expansion coefficients bO are referred to as bias parameters. This deterministic term is
1Here and throuout, we use the words “galaxy” and “halo” (as in DM halo) interchangeably. Whenever
not stated explicitly, our discussion applies for both and all biased tracers in general.
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the focus of Section 3.1.1. In short, this term predicts the mean, or expected tracer number
density ng(x, τ) or density contrast δg(x, τ) at the given location. In reality, whether or
not a galaxy forms at this specific location depends on small-scale fluctuations in the initial
conditions that are not captured in the PT expansion of the matter density field. This
randomness introduces stochasticity into the deterministic mean relation above. We refer
to the other two terms as stochastic bias. These are briefly discussed in Section 3.1.2. The
detailed modeling of stochasticity is described in Section 4.1.4.
A non-trivial, remarkable result of restricting ourselves to quasi-linear scales is that, all
the complications from complex, unmodeled physics of galaxy formation mentioned earlier
can be absorbed into a finite number of bias parameters which can then be marginalized
over [65]. Analogous to the EFT approach, wherein one would integrate out the small-scale
degree of freedoms to obtain an effective theory which correctly describes the phenomena
at the pre-determined length scale, the perturbative bias expansion provides the effective
large-scale description of the full, complicated dynamics of galaxy formation. Thus, while
not being able to extract information from small, highly non-linear scales of LSS evolution,
we obtain a rigorous statistical description of galaxy clustering, which in turn allows for
unbiased cosmological inference.
3.1.1 Deterministic bias
Local Lagrangian bias: Thresholding toy model
Let us examine how the first term on the r.h.s. of Eq. (3.1) originates from the process of
galaxy formation by considering a toy model on a fixed time slice. In this model, galaxies
reside inside their host DM halos, which in turn only form at peaks of the initial matter
fluctuations linearly extrapolated to the given time τ (cf. Eqs. (2.19)–(2.20)) and filtered on
some scale2 R [51]; we will denote this field as δ
(1)
R ; a natural choice for R is the Lagrangian
radius of the proto-halo, such that R(Mh) = (3M/4πρm)
1/3.
For a given halo mass Mh, let us define a universal critical threshold density for for-
mation of halo equal and more massive than Mh as δcr, such that the Lagrangian number
density of proto-halos can be written as
nLh (q) ≡ ΘH
(
δ
(1)
R (q)− δcr
)
(3.2)
with ΘH being the Heaviside step function. We sketch an illustration of this toy model in
Figure 3.1.
Recall from Section 2.2.1 and Section 2.2.2 that δ
(1)
m and hence δ
(1)
R are zero-mean
Gaussian fields. This implies the statistics of δ
(1)
R are fully captured by the Lagrangian
filtered matter two-point correlation function Eq. (2.5)
ξLR(r) =
〈
δ
(1)
R (q) δ
(1)
R (q + r)
〉
, (3.3)
2See Section A.2 for some common shapes of filter.
