Abstract Superconvergence of order O(h 1+ρ ), for some ρ > 0, is established for the gradient recovered with the Polynomial Preserving Recovery (PPR) when the mesh is mildly structured. Consequently, the PPR-recovered gradient can be used in building an asymptotically exact a posteriori error estimator.
Introduction
Adaptive control based on a posteriori error estimates has become standard in finite element methods since the pioneering work by Babuška and Rheinboldt [3] . The field of the a posteriori error estimators attracted many researchers and has become the focus of intensive investigations.
For the literature, the reader is referred to recent books by Ainsworth and Oden [1] and by Babuška and Strouboulis [4] , a conference proceeding [9] , a survey article by Bank [5] , and an earlier book by Verfürth [12] .
Generally speaking, error estimators can be classified under two categories. The residual type estimators (for example, see [6] ) constitute the first category while recovery based error estimators (for example, see [17] ) constitute the second one. In recovery based estimators, the finite element solution (or its gradient) is postprocessed as a first step. For example, Zienkiewicz and Zhu [18] introduced the Superconvergence Patch Recovery (SPR) that is used to recover a gradient from the gradient of the finite element solution. In another strategy, Wiberg and Li [10, 14] used the finite element solution to build another solution. If the recovered quantity better approximates the exact one, then it can be used in building an asymptotically exact a posteriori error estimator (see [1] and [4] for some general discussion and literature).
In this work, we consider a posteriori error estimators that are based on gradient recovery. As it was shown in [1] , if the recovered gradient superconverges to the exact one, the corresponding a posteriori error estimator is asymptotically exact. A good example of such estimators is the Zienkiewicz-Zhu error estimator based on the SPR-recovered gradient (see [19] ).
The Polynomial Preserving Recovery (PPR) is a new gradient recovery technique introduced
in [16] . The PPR-recovered gradient, as we shall see soon, has superconvergence properties in mildly structured meshes. Consequently, it can be used in constructing an asymptotically exact a posteriori error estimator.
Model Problem
To fix the ideas, consider the boundary value problem If Γ D is empty, we take V = H 1 (Ω). We assume that the bilinear operator B is continuous and V −elliptic, and the linear operator L is bounded (of course, this requires the problem data to satisfy some conditions). Under these assumptions, the variational problem in (1.2) has a unique weak solution u ∈ V .
Let T h be a triangular partition of Ω and let N h denote the set of the mesh nodes. The area of a mesh triangle T ∈ T h will be denoted by |T |. A mesh node z is called internal (boundary) mesh node if z ∈ Ω (z ∈ ∂Ω). Consider the C 0 linear finite element space S h ⊂ H 1 (Ω) associated with T h and defined by
where P r (A) denotes the set of all polynomials defined on A ⊆ R 2 of total degree ≤ r. The basis functions for S h are the standard Lagrange basis functions and I h will denote the Lagrange interpolation operator associated with S h . The finite element solution of (
The SPR and the PPR Techniques
In general, ∇u h is inherently discontinuous across elements boundaries, and a postprocessing operation is needed to correct this problem. Recovery techniques like the SPR and the PPR can be used for this purpose. The recovered gradient definition in both the SPR and the PPR relies on the following simple observation. The basis functions of S h are the Lagrange basis functions. Hence, every function in S h is uniquely defined by its values at the mesh nodes. Let {v z : z ∈ N h } be the Lagrange basis of S h and let R h denotes the gradient recovery operator associated with either the SPR or the PPR. Assuming that R h u h is defined at every mesh node z ∈ N h , the recovered gradient R h u h on Ω is defined to be
According to this definition, R h u h ∈ S h × S h and it remains to define R h u h at the mesh nodes. This is where the SPR and the PPR are different.
Remark 1.1. The definition the SPR and the PPR recovered gradients at mesh nodes involves best fitting operations. In this paper, the best fitting is carried out in discrete least-squares sense.
The definition of the SPR-recovered gradient at z ∈ N h depends on the location of z.
• If z ∈ Ω, let K z denote the patch consisting of the triangles attached to z as shown in Fig. 1(a) . Let p x ∈ P 1 (K z ) be the linear polynomial that best fits ∂ x u h at the triangles centroids in K z . The recovered x−derivative at z is defined to be p x (z). Similarly, we can define the recovered y−derivative at z.
• If z ∈ ∂Ω is directly connected to no internal mesh nodes, the recovered gradient at z is defined to be ∇u h (z).
• If z ∈ ∂Ω is directly connected to the internal mesh nodes z 1 , z 2 , . . . , z Nz , let K z i be the patch associated with z i . Again, K z i consists of the mesh triangles that are directly attached to z i . Let p x,z i ∈ P 1 (K z i ) be the linear polynomial that best fits ∂ x u h at the triangles centroids in K z i . The recovered x−derivative at z is defined to be 1
Similarly, we can define the recovered y−derivative at z.
Next, we turn our attention to the definition of the PPR-recovered gradient at z ∈ N h .
Starting with a patch K z , let p ∈ P 2 (K z ) be the quadratic polynomial that best fits u h at the mesh nodes in K z . The PPR-recovered gradient at z is defined to be ∇p(z). The construction of K z is not straight forward as in the SPR. As we will see soon, K z must have at least 6 mesh nodes that are not on a conic section. This is to guarantee the existence and the uniqueness of of p. Indeed, the construction of K z starts by the patch K z,0 that consists of the mesh triangles directly attached with z. The next construction step depends on the location of z.
• If z ∈ Ω and K z,0 has at least 5 mesh triangles, then K z = K z,0 as shown in Fig. 1(a) .
• If z ∈ Ω and K z,0 has 3 or 4 mesh triangles, then
as shown in Fig. 1(b) .
• If z ∈ ∂Ω and K z,0 has at least one internal mesh node
as shown in Fig. 2(a) . If K z,0 has no internal mesh nodes, replace K z,0 in (1.4) by a bigger patch
An example of this situation is depicted in Fig. 2(b) . Practically, K z,1 must have at least one internal mesh node. If this is not the case, iterate the extension process in (1.5).
Having introduced the definitions of the SPR and the PPR, we have the following remarks.
1. The main difference between the SPR and the PPR is that the SPR works on ∇u h while the PPR works on u h .
2. The PPR has good approximation properties as it satisfies the consistency condition. A recovery operator R h is said to satisfy the consistency condition if
If R h satisfies (1.6), Bramble-Hilbert Lemma can be used to show that
where C > 0 is some constant independent of u and h (see [16] for more details). The PPR satisfies (1.6) because the the best fit polynomials over individual patches and the original polynomial are typically the same. On the other hand, the SPR does not satisfy the consistency condition unless T h has some special structure. [10, 14] used this idea in constructing a recovered solutionũ h from u h . According to their strategy, the true error
. Indeed, Wiberg and Li were mainly concerned about estimating the error and not recovering the gradient.
5. The PPR gradient recovery can be easily extended to higher order elements and to problems in R 3 . This will be the topic of a future work that would be available soon.
Gradient Recovery and The Superconvergence Property
As it was mentioned before, if the recovered gradient enjoys the superconvergence property, then it can be used in building an asymptotically exact a posteriori error estimator. Ainsworth and Oden [1] established a general framework that can be used in proving the superconvergence property, if it exists. Let R h denote the recovery operator associated with a gradient recovery technique. According to this framework, there are three main requirements to show that R h u h superconverges to ∇u.
1. R h satisfies the consistency condition.
2. The recovery operator R h is bounded in the following sense:
where K T is a patch of triangles containing T .
3. ∇u h enjoys superconvergence in the following sense:
for some ρ ∈ (0, 1] and some constant C > 0 that is independent of h.
If u h and R h satisfies the above requirements, then it is possible to prove that
With this result in hand, it is straight forward to prove that the a posteriori error estimator
is asymptotically exact.
From this point on, we will concentrate on the PPR and its corresponding operator which we will denote by G h . Our target in this paper is to show that G h u h superconverges to ∇u following the above framework. By construction, and as it was explained before, G h satisfies the first requirement. For the third requirement, Xu and Zhang [15] had recently established (1.8)
for a wide range of meshes that are mildly structured in the sense of the following definition.
Definition 1.2. The triangulation T h is said to satisfy the condition (α, σ) if there exists a partition T h,1 ∪ T h,2 of T h and positive constants α and σ such that every two adjacent triangles in T h,1 form an O(h 1+α ) parallelogram and
An O(h α+1 ) parallelogram is a quadrilateral in which the difference between the lengths of any two opposite sides is O(h α+1 ). When α = ∞, every pair of adjacent triangles in T h,1 form a parallelogram. When α = σ = ∞, T h is uniformly generated by lines parallel to three fixed directions. This case was handled in [11, 8] where u − u h was expanded at mesh nodes, and the case in which α = 1 was handled in [7] . For general α and σ, Xu and Zhang [15] proved the following theorem. 
where ρ = min(α,
Remark 1.4. The condition(α, σ) is sufficient to guarantee the superconvergence result in (1.8), although it is not necessary as we shall see in the numerical examples. Nevertheless, this condition is satisfied for meshes generated by many automatic mesh generators as described in [15] .
The second requirement is somewhat easy to establish when the recovery technique works directly on the gradient as in weighted average recovery and the SPR. However, the situation is much harder for the PPR as it works on function values. It is not even clear how to relate G h v to ∇v, where v ∈ S h . Actually, the core of this paper is devoted for showing that G h satisfies the third requirement. Having this result paves the way to show that G h enjoys the superconvergence property in (1.9) and that the error estimator η h is asymptotically exact.
At the end of the paper, some numerical examples are provided to practically show that the PPR-recovered gradient superconverges to the exact gradient.
2 Definition and existence of G h As mentioned before, the construction of
is defined for every z ∈ N h . Therefore, it suffices to address the definition and existence questions at the level of mesh nodes.
Consider a mesh node z and let K z denote its corresponding patch. In the patch K z , let
. , T m denote the mesh triangles and let
denote the mesh nodes. Without loss of generality, let
To avoid the computational instability associated with small h z , the computations will be carried out on the patch
The patch ω z will be called the reference patch associated with z.
T andx is the monomials vector 1xŷx 2xŷŷ2 T . Since we are using discrete least-squares fitting, the coefficients vector c z is determined by the linear system
. . .
By definition,
Therefore,
where e 2 and e 3 are the second and the third columns of the identity matrix I 6×6 .
To this end, it is important to address the following question: are there any sufficient conditions that guarantee the existence of B −1 z ? The answer of this question relies on the following simple proposition.
Proposition 2.1.
If B z is not invertible, then there is a conic section passing through the mesh nodes in
K z .
Any tangent to a branch of a hyperbola can not intersect with the other branch.
Proof. If B z is not invertible, then c z has infinitely many solutions. Therefore, there are infinitely many polynomials in P 2 (ω z ) that pass through the data points Let n 1 denotes the number of mesh nodes that are directly connected to z and set n 2 = n−n 1 . If z ∈ Ω, then n 1 ≥ 3. Practically, a good mesh generator can detect any node z for which n 1 = 3 and removes it. So, we may assume that n 1 ≥ 4. It is obvious that for an internal mesh Proof. By the first part of Proposition 2.1, it suffices to show that K z has six distinct nodes that are not on a conic section. Since z ∈ Ω, the sum of the angles at z is 2π. Hence, the nodes in K z can not lie on a circle, on a parabola, on an ellipse, or on one branch of a hyperbola. Since K z satisfies the line condition, the nodes can not be on two lines. The remaining possibility is to have the nodes distributed on two branches of a hyperbola. Depending on n 1 , we can have one of the following two cases.
Case 1: n 1 = 4. In this case the triangles attached to z 0 form a quadrilateral as shown in Fig. 4 . Since K z satisfies the angle condition, z 0 must be the intersection point of the quadrilateral diagonals. Hence, the nodes in K z can not be distributed on two branches of a hyperbola as a line intersects with a hyperbola at no more than two points.
Case 2: n 1 > 4. Proceed by contradiction and assume that the nodes in K z are distributed on two branches of a hyperbola. Without loss of generality, assume that the real axis of the hyperbola is horizontal and that z 0 is on the right branch of the hyperbola. The left branch can not have more than two mesh nodes. If it has three nodes as in Fig. 3(a) , then the sum of the angles at z 2 is more than π.
If Fig. 3(b) . We claim that K z can not have any more nodes on the right branch. If this claim is true, K z will have n 1 = 4 and this is a contradiction as n 1 > 4 by assumption. To prove the previous claim, assume that K z has another node z 5 as in Fig. 3(b) . Then, the sum of the angles at node z 3 is greater than π unless the nodes z 1 , z 3 , and z 5 lie on a line that is tangent to the right branch of the hyperbola, which is impossible by the second part of Proposition 2.1.
The only remaining possibility is to have exactly one node on the left branch of the hyperbola as in Fig. 3(c) . Again, by an argument similar to the one used in previous case, this leads to a contradiction. 3 Boundedness of G h Let v ∈ S h , let K z be the patch associated with z ∈ N h , and consider the mesh triangle and (x k,3 , y k,3 ) , where the numbering is in counterclockwise direction. Since v ∈ P 1 (T k ), it is easy to verify that
where
and the addition in indices is mod 3. Equivalently,
Let E k be an (n + 1) × 3 Boolean matrix defined for T k , where
and (3.1) can be simplified to the form
Let ω z be the reference patch associated with z and let F z be the affine mapping from K z to
It is easy to verify that
2) can be rewritten in the form
Let G h 1 v and G h 2 v stand for the recovered x− and y−derivatives, respectively. Establishing the boundedness of G h in the sense of (1.7) would be easy if G h l v(z) can be expressed as a linear combination of the first partial derivatives of v on the triangles of ω z for l = 1, 2. So, we will try to find a set of bounded values
where (∂ x v) k and (∂ y v) k are the first partial derivatives of v in T k . Using Equations (2.3) and
Since this is true for all v ∈ S h ,
Note that the order of M z is (n + 1) × (2m).
Lemma 3.1. Consider z ∈ N h . If the patch K z corresponding to z has no degenerate triangles
and B z is invertible, then Rank M z = n and the system in (3.6) has infinitely many solutions.
Proof. Since K z is simply connected, then, using Euler's theorem, (n + 1) − e + m = 1, where e is the number of edges in K z . Hence, (n + 1) − 2m = e − 3m + 1. By a simple induction argument on m, we can show that e − 3m + 1 < 0 for m ≥ 3. Hence, the system in (3.6) is underdetermined.
To prove that Rank M z = n, consider the homogeneous linear system
with w = w 0 w 1 · · · w n T . We can view w 0 , w 1 , . . . , w n as the nodal values of some function w ∈ S h at the nodes z 0 , z 1 , . . . , z n in K z . With this in mind, the homogeneous system in (3.7) implies that ∇w = 0 in T k for k = 1, 2, . . . , m. Hence, w is constant on K z , as w ∈ S h , and w 0 = w 1 = · · · = w n in any solution w of (3.7). Consequently, the dimension of the null space of M T z is 1 and Rank M T z = Rank M z = n. Moreover, the only row operation on M z that leads to a row of zeros is adding all the rows together. Since G h recovers the exact gradient for any polynomial p ∈ P 2 (ω z ), it is easy to verify that the row sum of A z B −1 z e l+1 is 0 for l = 1, 2. Therefore, the homogeneous system in (3.6) is consistent for l = 1, 2.
Among all the solutions of (3.6), we consider the one with the minimum length given by
where M † z is the pseudoinverse of M z . For every mesh triangle T , define the patch
For any Matrix K ∈ R k 1 ×k 2 , let σ 1 (K) and σ min(k1,k2) (K) denote the largest and the smallest singular values of K, respectively. Recall that σ 2
node z ∈ N h and for some constants C 1 , C 2 , and C 3 that are independent of h. Then, there exists a constant C, independent of h, such that
for all T ∈ T h and for all v ∈ S h .
Proof. Consider a mesh triangle T and let K T be the patch corresponding to T . Let z be a vertex of T and consider any v ∈ S h . Using equations (3.4) and (3.8) we get
Hence,
The inequality in (3.10) is obtained using an inverse estimate.
It is obvious that the bounds assumed about the singular values of A z and M z in Theorem 3.2 depend on the mesh geometry as shown in the following theorem. 2. The sum of any two adjacent angles at z ∈ N h is π if z ∈ Ω with n 1 = 4, and is at most
3. If z ∈ Ω with n 1 = 4, then the sum of the two adjacent angles in K z at one of the mesh nodes directly connected to z is at most π − φ for some 0 < φ < π.
If θ min,h and θ max,h are the smallest and the largest angles in T h , respectively, then there
exist constants φ and φ < π such that
Every boundary mesh node z is connected to an internal mesh nodez either directly or indirectly through at most one boundary mesh node.
Then, there exist constants C 1 , C 2 , and C 3 ,independent of h, such that
Remark 3.4. The third condition in Theorem 3.3 is imposed to avoid the singular situation shown in Fig. 4 . Also, the fifth condition can be relaxed.
Proof. Let z ∈ N h and let D denote the closed unit disk centered at (0,0). Since the
By the first and the fifth conditions, it is easy to verify that n ≤ N if z ∈ Ω, n ≤ N 2 − 5N + 10 if z ∈ ∂Ω and z is directly attached to an internal node, and n ≤ 3N − 2 if z ∈ ∂Ω and z is indirectly attached to an internal node through a third boundary node. Hence, there exists
To establish the existence of C 1 , let us first consider the internal nodes. Let ω z be a reference patch associated with an internal mesh node z. By definition, ω z ⊂ D, ω z has a node at (0, 0), and ω z has at least one node on ∂D. The first four conditions imply that ω z has no degenerate triangles and that ω z satisfies the line and the angle conditions. To
show that inf {σ 6 (A z ) : z ∈ N h ∩ Ω} ≥ C 1 > 0 for any h > 0, proceed by contradiction and assume that there exits a sequence of reference patches {ω i } ∞ i=1 such that ω i has all the properties of ω z for all i ≥ 1 and σ 6 (A i ) → 0, where A i is the matrix defined for ω i as in (2.2).
Without loss of generality, and by the first condition, one may assume n and n 1 are the same for any patch ω i ; otherwise we may pass to a subsequence. For i ≥ 1, the nodes in ω i arẽ
. . ,z i,n . According to n 1 , we have two cases.
otherwise one may pass to a subsequence. The nodesz 0 = (0, 0),z 1 ,z 2 , . . . ,z n can be viewed as the nodes of a patch ω whose pattern is similar to the one shown in Fig. 5(a) . Using the properties of ω i , non of the triangles in ω is degenerate, ω has at least one node on ∂D, and the sum of any two adjacent angles in ω can not exceed π. Hence, ω satisfies the angle and the line conditions. If A denotes the matrix defined for ω as in (2.2), then σ 6 (A) = 0. Sincez i,j →z j for all 0 ≤ j ≤ n, A i → A in any matrix norm. Hence, 0 = σ 6 (A) = lim i→∞ σ 6 (A i ) = 0, which is a contradiction.
Case 2: n 1 = 4. Since ω i satisfies the angle condition, it contains 4 nodes that are corners of a convex quadrilateral whose diagonals intersect atz i,0 = (0, 0). Denote the the quadrilateral in ω i by Q i and denote the set of its diagonals by i . Since one of the nodes in ω i is on ∂D, it is easy to verify that Q i inscribes a circle whose radius is at least δ = δ(φ) for some δ > 0 and
can be viewed as the nodes of a patch ω similar to one of the patterns shown in Fig. 5(b-e) .
The patch ω has a quadrilateral denoted by Q and the diagonals of Q are denoted by . The corners Q are the limits of the corners in Q i . Hence, (3.11) leads to
and ω satisfies the line and the angle conditions. As in previous case, this leads to a contradiction.
Let us turn our attention to the boundary mesh nodes, and let K z be the patch corresponding to a boundary mesh node z. By construction, K z contains, at least, one patch Kẑ corresponding to an internal mesh nodez. By the fifth condition,z is either connected to z directly or indirectly through a third boundary mesh nodez. As before, K z is a subset of a disk centered at z and its radius is h z . Hence, and without loss of generality, there exists a mesh node z * ∈ Kz, as shown in Fig. 2 , such that
If z is directly connected toz as in Fig. 2(a) ,
If z is indirectly connected toz as in Fig. 2(a) , then we have two 
Using the results established for internal nodes, σ 6 (A z ) ≥C 1 > 0 for all z ∈ ∂Ω.
Next, we prove the second inequality about σ n (M z ). Again, let z ∈ N h and let K z be its corresponding patch. By the fourth condition, non of the mesh triangles in K z is degenerate.
Since σ 6 (A z ) ≥ C 1 > 0, B z is invertible. Hence, and by Lemma 3.1, Rank M z = n. Since the rank of a matrix can be viewed as the number of its non zero singular values, σ n (M z ) > 0.
Using this fact and an argument similar to the one used to establish σ 6 
Superconvergence Property of the PPR-Recovered Gradient
The following theorem establishes the superconvergence property for the PPR-recovered gradient.
Theorem 4.1. Let T h be a triangulation of Ω that satisfies the condition (α, σ) and the as-
Proof. Since
estimating (∇u − G h (I h u) ) and G h (I h u − u h ) establishes the proof. To estimate (∇u − G h (I h u) ),
recall that G h preserves polynomials in P 2 (Ω). Hence, and as was shown in [16] ,
To estimate G h (I h u − u h ), Theorems 3.3 and 3.2 imply the boundedness of G h . Thus,
Consequently,
Since T h satisfies the condition (α, σ),
Using (4.3) and (4.7) in (4.1) completes the proof. covers a wide range of meshes used in practice.
Remark 4.3. The regularity requirement u ∈ W 3 ∞ (Ω) in Theorem 4.1 may not be satisfied in many practical problems. However, the conclusion in Theorem 4.1 is true on any Ω 0 ⊂⊂
. Proving this result uses standard finite element interior analysis (for example, see [13] ). For a complete proof, the reader is referred to Theorem 4.3 in [15] .
Consider the global a posteriori error estimator η h defined by
Corollary 4.4. If, in addition to the assumptions in Theorem 4.1,
Proof. By Theorem 4.1, and the assumption in (4.8), we have
Numerical Results
In this section we will go over some numerical examples that demonstrate the superconvergence property of G h and the asymptotic exactness of the G h −based a posteriori error estimator. As it is known, the SPR is one of the best gradient recovery techniques. Moreover, the computerbased theory, developed by Babuška and Strouboulis [4] , showed that the SPR-based a posteriori error estimator is the most robust one. Hence, quality of the PPR can be measured using the SPR as a reference.
As before, the gradient recovery operator associated with either the SPR or the PPR is denoted by R h . The examples considered in this section are based on the model problem
In general, the quality of R h u h deteriorates near ∂Ω. Therefore, we should study the behavior of R h u h inside Ω and near ∂Ω separately. To distinguish between the regions inside Ω and the ones adjacent to ∂Ω, N h is partitioned into N h,1 ∪ N h,2 , where
Let A ⊆ Ω be the union of a set of mesh triangles in T h . The R h −based a posteriori error estimator in A is
To measure the accuracy of η h,A , we use the effectivity index θ h,A defined by
.
It is customary to use colorful pictures to trace the accuracy of the a posteriori error estimator in each of the mesh triangles in A. Instead, we will trace the mean, µ h,A , and the standard deviation, σ h,A , of the effectivity indices in these triangles. If the estimator is asymptotically exact in each of the triangles in A, then µ h,A → 1 and σ h,A → 0 as h → 0. Note that
where N h,A is the number of mesh triangles in A.
Example 1. In this example Ω = (0, 1) 2 , the solution is u = sin(πx) sin(πy), and H is 1/8.
For mesh generation we consider two cases.
In the first case, we start with an initial mesh generated by the Delauny triangulation with h = 0.1 as shown in Fig. 6(a) . From this figure, it is clear that the Delauny-generated mesh satisfy the condition (α, σ) with α close to 1 and σ relatively large. Moreover, this mesh satisfies the conditions in Theorem 3.3. Hence, G h is bounded, Theorem 1.3 is applicable, and the PPRrecovered gradient enjoys superconvergence. In successive iterations, the new mesh is obtained from the old one by regular refinement. The results are shown in Fig. 6(b) and Fig. 6(c) , where we can note two things. First, although the PPR and the SPR have almost the same global behavior in Ω 1 , the statistics shows that the PPR is slightly better when we consider the local behavior. Secondly, the global and local properties of the PPR is much better when it comes
to Ω 2 .
In the second case, the successive meshes are obtained by decomposing the unit square into N × N equal squares and then divide every square into two triangles such that the mesh triangles are arranged in the Chevron pattern. This is done for N = 16, 32, and 64. The mesh for N = 16 is shown in Fig. 7 (a). Before we go over the results for this case, note that G h is bounded and that Theorem 1.3 is not applicable as any pair of triangles sharing a vertical edge form a bigger triangle, not a parallelogram. As shown in Fig. 7(b) , we can see that ∇(I h u − u h ) has superconvergence that enables G h to produce superconvergent recovered gradient as mentioned in Remark 4.2. This is not the case with the SPR as it does not preserve polynomials of order 2. Consequently, the behavior of the a posteriori error estimator based on the SPR is inferior to that based on the PPR as shown in Fig. 7(c) . We can see that the error estimator based on the SPR is underestimating the actual error in Ω 1 and is overestimating it in Ω 2 . However, the PPR error estimator is asymptotically exact in both Ω 1 and Ω 2 . Moreover, the statistics in Fig. 7(c) shows that the PPR error estimator is asymptotically exact in each of the mesh triangles. This will serve as our initial mesh which is shown in Fig. 8(a) . In the successive iterations, the mesh is regularly refined. The numerical results for this example are shown in Fig. 8(b) and Fig. 8(c) . We should note that the mesh in this example, even after the refinement near the reentrant corner, is not as good as the one in Fig. 7(a) . We can see many pairs of triangles that do not form "good" quadrilaterals, i.e., σ is relatively small. Also, because of the singularity at the reentrant corner (1/2,1/2), we expect both the PPR and the SPR to behave badly near this point. Of course, this affects the convergence rates for the recovered gradients, especially
in Ω 1 , but still the PPR yields some what better results, even on individual mesh triangles.
In conclusion, under mild conditions, we have shown that G h can detect any superconvergence in ∇(I h u − u h ) and reflects it in the recovered gradient. Consequently, the PPR error estimator is asymptotically exact, at least globally. The numerical examples indicate that the PPR is, at least, as good as the SPR both inside Ω and near the ∂Ω. 
