Abstract. A derivation operator and a divergence operator are defined on the algebra of bounded operators on the symmetric Fock space over the complexification of a real Hilbert space h and it is shown that they satisfy similar properties as the derivation and divergence operator on the Wiener space over h. The derivation operator is then used to give sufficient conditions for the existence of smooth Wigner densities for pairs of operators satisfying the canonical commutation relations. For h = L 2 (R + ), the divergence operator is shown to coincide with the Hudson-Parthasarathy quantum stochastic integral for adapted integrable processes and with the non-causal quantum stochastic integrals defined by Lindsay and Belavkin for integrable processes.
Introduction
Infinite-dimensional analysis has a long history: it began in the sixties (work of Gross [Gro67] , Hida, Elworthy, Krée, . . . ), but it is Malliavin [Mal78] who has applied it to diffusions in order to give a probabilistic proof of Hörmander's theorem. Malliavin's approach needs a heavy functional analysis apparatus, as the Ornstein-Uhlenbeck operator and the definition of suitable Sobolev spaces, where the diffusions belong. Bismut [Bis81] has given a simpler approach based upon a suitable choice of the Girsanov formula, which gives quasi-invariance formulas. These are differentiated, in order to get integration by parts formulas for the diffusions, which where got by Malliavin in another way.
Our goal is to generalize the hypoellipticity result of Malliavin for non-commutative quantum processes, by using Bismut's method, see also [FLS99] . For that we consider the case of a non-commutative Gaussian process, which is the couple of the position and momentum Brownian motions on Fock space, and we consider the vacuum state. We get an algebraic Girsanov formula, which allows to get integration by parts formulas for the Wigner densities associated to the non-commutative processes, when we differentiate. This allows us to show that the Wigner functional has a density which belongs to all Sobolev spaces over R 2 . Let us remark that in general the density is not positive.
If we consider the deterministic elements of the underlying Hilbert space of the Fock space, the derivation of the Girsanov formula leads to a gradient operator satisfying some integration by parts formulas. This shows it is closable as it is in classical infinite-dimensional analysis. But in classical infinite-dimensional analysis, especially in order to study the Malliavin matrix of a functional, we need to be able to take the derivation along a random element of the Cameron-Martin space. In the commutative set-up, this does not pose any problem. Here, we have some difficulty, which leads to the definition of a right-sided and a left-sided gradient, which can be combined to a two-sided gradient.
We can define a divergence operator as a kind of adjoint of the two-sided gradient for cylindrical (non-commutative) vector fields, but since the vacuum state does not define a Hilbert space, it is more difficult to extend it to general (non-commutative) vector fields.
We show that the non-commutative differential calculus contains in some sense the commutative differential calculus.
In the white noise case, i.e. if the underlying Hilbert space is the L 2 -space of some measure space, the classical divergence operator defines an anticipating stochastic integral, known as the Hitsuda-Skorohod integral. We compute the matrix elements between exponential vectors for our divergence operator and use them to show that the divergence operator coincides with the non-causal creation and annihilation integrals defined by Belavkin [Bel91a, Bel91b] and Lindsay [Lin93] for integrable processes, and therefore with the Hudson-Parthasarathy [HP84] integral for adapted processes.
Analysis on Wiener space
Let us first briefly recall a few definitions and facts from analysis on Wiener space, for more details see, e.g., [Jan97, Mal97, Nua95, Nua98, Üst95] . Let h be a real separable Hilbert space. Then there exists a probability space (Ω, F , P) and a linear map W : h → L 2 (Ω) such that the W (h) are centered Gaussian random variables with covariances given by E W (h)W (k) = h, k , for all h, k ∈ h.
Set H 1 = W (h), this is a closed Gaussian subspace of L 2 (Ω) and
is an isometry. We will assume that the σ-algebra F is generated by the elements of H 1 . We introduce the algebra of bounded smooth functionals
and define the derivation operatorD :
Then one can verify the following properties ofD.
2. The scalar product h,DF coincides with the Fréchet derivativẽ
. . , W (h n ) ∈ S and all h ∈ h. 3. We have the following integration by parts formulas,
We will denote its closure again byD. We can also define the gradientD u F = u, DF w.r.t. h-valued random variables u ∈ L 2 (Ω; h), this is L ∞ (Ω)-linear in the first argument and a derivation in the second, i.e.D
and L 2 (Ω; h) are Hilbert spaces (with the obvious inner products), therefore the closability ofD implies that it has an adjoint. We will call the adjoint ofD :
Denote by
the smooth elementary h-valued random variables, thenδ(u) is given bỹ
) is a standard Brownian motion, and the h-valued random variables can also be interpreted as stochastic processes indexed by R + . It can be shown thatδ(u) coincides with the Itô integral R + u t dW t for adapted integrable processes. In this case the divergence operator is also called the Hitsuda-Skorohod integral.
The derivation operator and the divergence operator satisfy the following relationsD
HereD is extended in the obvious way to h-valued random variables, i.e. asD ⊗id h . ThusDu is an h⊗h-valued random variable and can also be interpreted as a random variable whose values are (Hilbert-Schmidt) operators on h. If {e j ; j ∈ N} is a complete orthonormal system on h, then Tr(Du •Dv) can be computed as Tr(Du •Dv) = ∞ i,j=1D e i u, e j D e j v, e i .
The non-commutative Wiener space
Let again h be a real separable Hilbert space and let h C be its complexification. Then we can define a conjugation :
The elements of h are characterized by the property h = h, we will call them real.
Let H = Γ s (h C ) be the symmetric Fock space over h C , i.e. H = n∈N h ⊙n C , where '⊙' denotes the symmetric tensor product, and denote the vacuum vector 1 + 0 + · · · by Ω. It is well-known that the symmetric Fock space is isomorphic to the complexification of the Wiener space L 2 (Ω) associated to h in Section 2. We will develop a calculus on the non-commutative probability space (B(H), E), where E denotes the state defined by E(X) = Ω, XΩ for X ∈ B(H). To emphasize the analogy with the analysis on Wiener space we call (B(H), E) the non-commutative Wiener space over h.
The exponential vectors
; k ∈ h C } are total in H, their scalar product is given by
We can define the operators a(h), a + (h), Q(h), P (h) (annihilation, creation, position, momentum) and U(h 1 , h 2 ) with h, h 1 , h 2 ∈ h C on H, see, e.g., [Bia93, Mey95, Par92] . The creation and annihilation operators a + (h) and a(h) are closed, unbounded, mutually adjoint operators. The position and momentum operators
The commutation relations of creation, annihilation, position, and momentum
. We see that U(h 1 , h 2 ) is unitary, if h 1 and h 2 are real. These operators act on the vacuum Ω = E(0) as
and on general exponential vectors
The operators a(h), a + (h), Q(h), P (h) and U(h 1 , h 2 ) are unbounded, but their domains contain the exponential vectors. We will want to compose them with bounded operators on H, to do so we adopt the following convention. Let
i.e. the space of linear operators that are defined on the exponential vectors and that have an "adjoint" that is also defined on the exponential vectors. Obviously
H . We will say that an expression of the form
holds for all f, g ∈ h C . If it exists, this operator is unique, because the exponential vectors are total in H. We will then write
Weyl calculus
and for ϕ ∈ Dom O h we define O h (ϕ) to be the bounded operator M appearing in Equation (4.1), it is uniquely determined due to the totality of {E(k) : k ∈ h C }.
We take the Fourier transform F as
Its inverse is simply 
Proof. This follows immediately from [Won98, Theorem 11.1], where it is stated for the irreducible unitary representation with parameter = 1 of the HeisenbergWeyl group.
As 'joint density' of the pair P (h 1 ), Q(h 2 ) we will use its Wigner distribution.
Definition 4.4. Let Φ be a state on B(H). We will call dW h,Φ the Wigner distribution of P (h 1 ), Q(h 2 ) in the state Φ, if
is satisfied for all Schwartz functions ϕ.
In general, dW h,Φ is not positive, but only a signed measure, since O h does not map positive functions to positive operators. But we can show that it has a density.
Proof. It is sufficient to observe that Lemma 4.3 implies that the map
The following proposition will play the role of the Girsanov transformation in classical Malliavin calculus. If we conjugate O h (ϕ) with U(−k 2 /2, k 1 /2) for k ∈ h⊗R 2 , then this amounts to a translation of the argument of ϕ by (
where
Proof. For (u, v) ∈ R 2 , we have
and therefore
From this formula we can derive a kind of integration by parts formula that can be used to get the estimates that show the differentiability of the Wigner densities.
, and ϕ such that ϕ,
Proof. For real k this is the infinitesimal version of the previous proposition, just differentiate
with respect to ε and set ε = 0. For complex k it follows by linearity.
Like the integration by parts formula in classical Malliavin calculus, this formula follows from a Girsanov transformation. Furthermore, it can also be used to derive sufficient conditions for the existence of smooth densities.
Proposition 4.8. Let κ ∈ N, h ∈ h ⊗ R 2 with h 1 , h 2 = 0, and Φ a vector state, i.e. there exists a unit vector ω ∈ H such that Φ(X) = ω, Xω for all X ∈ B(H).
If there exists a
e. the Wigner density w h,Φ lies in the Sobolev spaces of order κ for all 2 ≤ p ≤ ∞.
Proof. We will show the result for κ = 1, the general case can be shown similarly (see also the proof of Theorem 7.2). Let ϕ be a Schwartz function. Let p ∈ [1, 2]. Then we have ∂ϕ ∂x
Similarly, we get
and together these two inequalities imply
We will give a more general result of this type in Theorem 7.2.
The derivation operator
In this section we define a derivation operator on our non-commutative probability space and show that it satisfies similar properties as the derivation operator on Wiener space.
We want to interpret the expression in the integration by parts formula in Proposition 4.7 as a directional or Fréchet derivative.
.
Example 5.2. Let k ∈ h C ⊗C 2 and let ψ ∈ Dom P (k 2 )∩Dom Q(k 1 )∩Dom P (k 2 )∩ Dom Q(k 1 ) be a unit vector. We denote by P ψ the orthogonal projection onto the one-dimensional subspace spanned by ψ. Evaluating the commutator [Q(
We see that the range of [Q(k 1 ) − P (k 2 ), P ψ ] is two-dimensional, so it can be extended to a bounded operator on H. Therefore P ψ ∈ Dom D k , and we get
] defines a bounded operator on H, and we get
The operator D k is a closable operator from B(H) to B(H) with respect to the weak topology.
be any sequence such that B n → 0 and D k B n → β for some β ∈ B(H) in the weak topology. To show that D k is closable, we have to show that this implies β = 0. Let us evaluate β between two exponential vectors E(h 1 ), E(h 2 ), h 1 , h 2 ∈ h C , then we get
and therefore β = 0, as desired.
Definition 5.5. We set
the elements of S will play the role of the smooth functionals. Note that S is weakly dense in B(H), i.e. S ′′ = B(H), since S contains the Weyl operators U(h 1 , h 2 ) with h 1 , h 2 ∈ h.
2 (where the tensor product is the algebraic tensor product over C) by setting DO h (ϕ) equal to
and extending it as a derivation w.r.t. the B(H)-bimodule structure of
Example 5.6. For h ∈ h ⊗ R 2 , we get
into a pre-Hilbert module over B(H). It can be embedded in the Hilbert module
where we used Proposition 4.7. The first equality of the proposition now follows,
and O → k, DO are derivations. The second equality follows immediately.
The next result is the analogue of Equation (2.1).
Theorem 5.9. We have
for all k ∈ h C ⊗ C 2 and all O ∈ S, where {·, ·} denotes the anti-commutator
Proof. This formula is a consequence of the fact that Q(h)Ω = h = iP (h)Ω for all h ∈ h C , we get
There is also an analogue of (2.2).
Corollary 5.10. Let k ∈ h C ⊗ C 2 , and O 1 , . . . , O n ∈ S, then
where the products are ordered such that the indices increase from the left to the right.
This formula for n = 3 can be used to show that D is a closable operator from B(H) to M. Proof. We have to show that for any sequence (A n ) n∈N in S with A n → 0 and
, and g 2 = g−g 2i
, then we have U(f 1 , f 2 )Ω = e −||f ||/2 E(f ) and U(g 1 , g 2 )Ω = e −||g||/2 E(g). Thus we get
for all h ∈ h C ⊗ C 2 , where
Remark 5.12. This implies that D is also closable in stronger topologies, such as, e.g., the norm topology and the strong topology.
We will denote the closure of D again by the same symbol.
In particular, since D is a derivation, this implies that Dom D is a * -subalgebra of B(H).
Proof. It is not difficult to check this directly on the Weyl operators U(h
By linearity and continuity it therefore extends to all of Dom D.
We will now show how D can be iterated. Let H be a complex Hilbert space, then we can define a derivation operator D : S ⊗ H → B(H) ⊗ h C ⊗ C 2 ⊗ H by setting D(O ⊗ h) = DO ⊗ h for O ∈ S and h ∈ H. Closing it, we get an unbounded derivation from the Hilbert module B(H,
. This allows us to iterate D. It is easy to see that D maps S ⊗H to S ⊗h C ⊗C 2 ⊗H and so we have D n (S ⊗H) ⊆ S ⊗(h C ⊗ C 2 ) ⊗n ⊗H. In particular, S ⊆ Dom D n for all n ∈ N, and we can define Sobolev-type norms || · || n and semi-norms || · || ψ,n , on S by
In this way we can define Sobolev-type topologies on Dom D n . We will now extend the definition of the "Fréchet derivation" D k to the case where k is replaced by an element of M. It becomes now important to distinguish between a right and a left "derivation operator". Furthermore, it is no longer a derivation. 
We list several properties of the gradient.
Proof. These properties can be deduced easily from the definition of the gradient and the properties of the derivation operator D and the inner product , .
Remark 5.16. We can also define a two-sided gradient
The divergence operator
The algebra B(H) of bounded operators on the symmetric Fock space H and the Hilbert module M are not Hilbert spaces with respect to the expectation in the vacuum vector Ω. Therefore we can not define the divergence operator or Skorohod integral δ as the adjoint of the derivation D. It might be tempting to try to define δX as an operator such that the condition
is satisfied for all B ∈ Dom − → D X , even though it is not sufficient to characterize δX. But the following proposition shows that this is not possible.
Proposition 6.1. Let k ∈ h C ⊗ C 2 with k 1 + ik 2 = 0. There exists no (possibly unbounded) operator M whose domain contains the vacuum vector such that
holds for all B ∈ Dom D k .
Proof. We assume that such an operator M exists and show that this leads to a contradiction. Let B ∈ B(H) be the operator defined by H ∋ ψ → k 1 + ik 2 , ψ Ω, it is easy to see that B ∈ Dom D k and that D k B is given by
Therefore, if M existed, we would have
which is clearly impossible.
We introduce the analogue of smooth elementary h-valued random variables,
then it follows from Corollary 5.10 that this satisfies
But this can only be written as a product AXB with some operator X, if A and B commute with P h
. We see that a condition of the form (6.1) or (6.2) is too strong, if we require it to be satisfied for all A, B ∈ Dom D. We have to impose some commutativity on A and B to weaken the condition, in order to be able to satisfy it. We will now give a first definition of a divergence operator that satisfies a weaker version of (6.2), see Proposition 6.3 below. In Remark 6.6 we will extend this definition to a bigger domain.
Definition 6.2. We set
defines a bounded operator on H and define the divergence operator δ : S h,δ → B(H) by
It is easy to check that
i.e., A and B are in the commutant of P h
, . . . , P h
Remark 6.4. Note that δ : S h,δ → B(H) is the only linear map with this property, since for one single element h ∈ h C ⊗ C 2 , the sets
Proof. From Corollary 5.10 we get
But since A and B commute with P h
(1) 1
, we can pull them out of the anti-commutator, and we get
We will now give an explicit formula for the matrix elements between two exponential vectors of the divergence of a smooth elementary element u ∈ S h,δ , this is the analogue of the first fundamental lemma in the Hudson-Parthasarathy calculus, see, e.g., [Par92, Proposition 25.1].
Theorem 6.5. Let u ∈ S h,δ . Then we have the following formula
for the evaluation of the divergence δ(u) of u between two exponential vectors
Remark 6.6. This suggests to extend the definition of δ in the following way: set
and define δ(u) for u ∈ Dom δ to be the unique operator M that satisfies the condition in Equation (6.3).
Recalling the definition of D h we get the following alternative expression for δ(u),
Evaluating this between two exponential vectors, we obtain
Corollary 6.7. The divergence operator δ is closable in the weak topology.
Proof. Let (u n ) n∈N be a sequence such that u n → 0 and δ(u n ) → β ∈ B(H) in the weak topology. Then we get
for all k 1 , k 2 ∈ h C , and thus β = 0.
We have the following analogues of Equations (2.3) and (2.5).
. We set
, and therefore
On the other hand we have
, and
Taking the difference of these two expressions, we get
F j = h, u .
A straightforward computation gives
where we used that [X j , F ] = i −h 2 h 1 , DF defines a bounded operator, since F ∈ S ⊆ Dom D. Equation (6.7) can be shown similarly.
If we impose additional commutativity conditions, which are always satisfied in the commutative case, then we get simpler formulas that are more similar to the classical ones.
Examples and applications
7.1. Relation to the commutative case. In this section we will show that the non-commutative calculus studied here contains the commutative calculus, at least if we restrict ourselves to bounded functionals. It is well-known that the symmetric Fock space Γ(h C ) is isomorphic to the complexification
→ Γ(h C ) can be defined by extending the map
Using this isomorphism, a bounded functional F ∈ L ∞ (Ω; C) becomes a bounded operator M(F ) on Γ(h C ), acting simply by multiplication,
In particular, we get M e iW (h) = U(0, h) for h ∈ h. We can show that the derivation of a bounded differentiable functional coincides with its derivation as a bounded operator.
Then we have M(F ) ∈ Dom D k 0 , where k 0 = 0 k , and
Proof. It is sufficient to check this for functionals of the form
This implies that we also have an analogous result for the divergence.
7.2. Sufficient conditions for the existence of smooth densities. In this section we will use the operator D to give sufficient conditions for the existence and smoothness of densities for operators on H. The first result is a generalisation of Proposition 4.8 to arbitrary states.
Theorem 7.2. Let κ ∈ N, h ∈ h ⊗ R 2 with h 1 , h 2 = 0, and suppose that Φ is of the form Φ(X) = tr(ρX) for all X ∈ B(H),
ℓ , and tr(|D
e. the Wigner density w h,Φ lies in the Sobolev spaces of order κ.
Proof. Let
and set
then we have
for all Schwartz functions ϕ. Therefore
ℓ and tr(|D
ℓ ρ|) < ∞ for all κ 1 + κ 2 ≤ κ, and thus
But this implies that the density of dW h,Φ is contained in the Sobolev spaces
Example 7.3. Let 0 < λ 1 ≤ λ 2 ≤ · · · be an increasing sequence of positive numbers and {e j |j ∈ N} a complete orthonormal system for h C . Let T t : h C → h C be the contraction semigroup defined by
T t e j = e −tλ j e j , for j ∈ N, t ≥ 0, with generator A = j∈N λ j P j . If the sequence increases fast enough to ensure that ∞ j=1 e −tλ j < ∞, i.e. if tr T t < ∞ for t > 0, then the second quantization ρ t = Γ(T t ) : H → H is a trace class operator with trace
where we use N ∞ f to denote the finite sequences of non-negative integers and {e n |n ∈ N ∞ f } is the complete orthonormal system of H consisting of the vectors
for n = (n 1 , . . . , n r ) ∈ N ∞ f ,
i.e. the symmetrization of the tensor e 1 ⊗ · · · ⊗ e 1 ⊗ · · · ⊗ e r ⊗ · · · ⊗ e r where each vector e j appears n j times. We get
for the trace of ρ t . We shall be interested in the state defined by
We get
and therefore that ρ t a ℓ (e j ) defines a bounded operator with finite trace for all j, ℓ ∈ N and t > 0. Similarly we get tr a ℓ (e j )ρ t < ∞, tr ρ t a + (e j ) ℓ < ∞, etc.
for all t > 0 and j 1 , j 2 , ℓ 1 , ℓ 2 ∈ N. For a given h ∈ h ⊗ R 2 with h 1 , h 2 = 0 (and thus in particular h 1 = 0 and h 2 = 0), we can always find indices j 1 and j 2 such that h 1 , e j 1 = 0 and h 2 , e j 2 = 0. Therefore it is not difficult to check that for all κ ∈ N all the conditions of Theorem 7.2 are satisfied with k = e j 1 0 and
. We see that the Wigner density w h,Φ of any pair P (h 1 ), Q(h 2 ) with h 1 , h 2 = 0 in the state Φ(·) = tr(ρ t ·)/Z t is in κ∈N 2≤p≤∞ H p,κ (R 2 ), in particular, its derivatives of all orders exist, and are bounded and squareintegrable.
We will now show that this approach can also be applied to get sufficient conditions for the regularity of a single bounded self-adjoint operator, for simplicity we consider only vector states.
Given a bounded self-adjoint operator X, we call a measure µ X,Φ on the real line its distribution in the state Φ, if all moments agree,
Such a measure µ X,Φ always exists, it is unique and supported on the interval − ||X||, ||X|| .
Proposition 7.4. Let ω ∈ H be a unit vector and let Φ(·) = ω, · ω be the corresponding vector state. The distribution µ X,Φ of an operator X ∈ B(H) in the state Φ has a bounded density, if there exists
for all polynomials p. We therefore get
The hypotheses of the proposition assure
and therefore allow us to get the estimate
for all polynomials p. But this implies that µ X,Φ admits a bounded density.
Let n ∈ N, n ≥ 2. We get that the density is even n − 1 times differentiable, if in addition to the conditions of Proposition 7.4 we also have X ∈ Dom D andδ is its adjoint. Note that due to the isomorphism between Γ L 2 (R + ; C) ⊗ L 2 (R + ; C) and L 2 R + ; Γ L 2 (R + ; C) , the elements of Γ L 2 (R + ; C) ⊗L 2 (R + ; C)
can be interpreted as function on R + . In particular, for the exponential vectors we get DE(k) t = k(t)E(k) almost surely. The action of the annihilation integral F t dA t on some vector ψ ∈ Γ L 2 (R + ; C) is then defined as the Bochner integral Proposition 7.5. Let (T, B, µ) = (R + , B(R + ), dx), i.e. the positive half-line with the Lebesgue measure, and let X = (X 1 , X 2 ) ∈ Dom δ. Then we have
Proof. To prove this, we show that the Belavkin-Lindsay integrals satisfy the same formula for the matrix elements between exponential vectors. Let (F t ) t∈R + ∈ L 2 R + , B(H) be such that its creation integral in the sense of Belavkin and Lindsay is defined with a domain containing the exponential vectors. Then we get E(k 1 ),
For the annihilation integral we deduce the formula
Conclusion
We have defined a derivation operator D and a divergence operator δ on B(H) and B(H, H ⊗ h C ⊗ C 2 ), resp., and shown that they have similar properties as the derivation operator and the divergence operator in classical Malliavin calculus. As far as we know, this is the first time that D and δ are considered as operators defined on a non-commutative operator algebra, except for the free case [BS98] , where the operator algebra is isomorphic to the full Fock space. To obtain close analogues of the classical relations involving the divergence operator, we needed to impose additional commutativity conditions, but Proposition 6.1 shows that this can not be avoided. Also, its domain is rather small, because we require δ(u) to be a bounded operator and so, e.g., the "deterministic" elements h ∈ h C ⊗ C 2 are not integrable unless h = 0. One of the main goals of our approach is the study of Wigner densities as joint densities of non-commutating random variables. We showed that the derivation operator can be used to obtain sufficient conditions for its regularity, see, e.g., Theorem 7.2. It seems likely that these results can be generalized by weakening or modifying the hypotheses. It would be interesting to apply these methods to quantum stochastic differential equations.
