Abstract-Facial palsy (FP) is a clinical condition resulting from damage to the facial nerve. We hypothesize that activity can be restored in the injured side, by electrical stimulation of its muscle, using the activity of muscles on the healthy side as a control input. To explore this hypothesis, we are using a rat model of FP, which treats blinking and whisking as the features of interest in facial movement. This paper describes the development of a novel methodology for the automatic detection and measurement of eyelid displacement and blinks in video records of the rat. Specifically, the active contour approach was used to localize and track rodent eyes in a head-fixed video. The algorithm is initialized manually marking the eye contour in the first frame of the video; subsequent frames are analyzed automatically based on an energy function that depends on image features in the region of interest. Our results demonstrate that our novel technique detects blinks in video recordings with a success rate of 100% and a high correlation between the algorithm output and the manual validation.
I. INTRODUCTION Facial palsy (FP) is a devastating clinical condition resulting from insult to the facial nerve (FN) from a variety of causes including
Bell's palsy, post-surgical insult, tumors, infections and trauma. FP is characterized by poor or absent control of facial muscles. Patients experience communication, functional, and aesthetic difficulties (such as speech and articulation hardships, the inability to blink and protect the cornea, and the inability to smile) [1] . These difficulties can translate in the long term to psychological consequences and to permanent damage, including vision loss [2, 3] . Current treatments for FP are quite limited. Surgical interventions can reposition facial structures to more appropriate locations statically. The application of chemodenervating agents (such as Botulinum toxin) to prevent the aberrant and involuntary activation of facial muscles during voluntary facial expression. Dynamic reconstructive procedures, involving a nerve transfer or nerve graft, are possible, but these are limited mostly to reanimating the oral commissure to generate smile and require a trigger to induce symmetrical movement and so do not reestablish spontaneity, [4] .
All current treatments for FP carry risk and yield only modest improvements in function and quality of life. For this reason, novel techniques and treatments are constantly being developed and are commonly tested in animal models before being translated to humans [5, 6] . Rodents are typically used to study FP, as the rodent whiskers are controlled by muscles innervated by the FN, and, as in humans, their movements exhibit bilateral symmetry [7] . However, these models usually ignore blinking behavior as part of their analysis, despite the fact that blinking is also controlled by the FN and that losing the ability to blink, or the production of aberrant, involuntary blinking during voluntary facial movements can have severe health and social consequences.
Characterizing the system relating muscle activity (EMG) as input to facial movement (eyelid and whisker displacement) as output, will be required if we are to electrically stimulate muscles on the injured side based on the activity of muscles on the healthy side. Such a characterization requires the accurate, efficient measurement of facial movement, specifically eyelid displacement.
Several methods have been proposed to measure eyelid movement. In one method [8] , a wire was directly connected from the eyelid to a mircrotorque potentiometer; this was highly invasive and required physical modification to the animal's eyelid. Another, less invasive method [9] , used an infrared (IR) light-emitting diode and a light-sensitive sensor to detect IR light reflection from corneal surface. Eyelid closure alters the light reflected back to the sensor and this change is used to mark a blink. Although non-invasive, this system must be placed in close proximity (4-5mm) to the eye, a significant limitation for behavioral studies since it obstructs the animal's field of vision. A more recent method [10] using infrared video recording in primates, uses the same concept as [9] ; light absorbance of the eyelid and eye are different, and dark pixels are counted in each frame. This method is noninvasive and non-obstructing, but still requires human intervention in three stages of the algorithm and does not provide a continuous measure of eyelid displacement but rather a discrete classification for the eye's state in each frame, "open" or "closed". This paper introduces a novel methodology for blink detection and eyelid tracking in a rodent model of FP. It describes an algorithm that quantifies blink behavior automatically and accurately from video recordings of headrestricted rodent models of FP. The paper is organized as follows: Section II discusses the experimental setup and the algorithm used to detect and trace blinks. Section III presents results of using the algorithm on a preliminary data set. Section IV discusses the findings and their significance and proposes future work.
II. METHOD
The purpose of the algorithm is to analyze video recordings of a head-fixed rodent from a top-view to measure eyelid displacement and detect blinks as functions of time. Eyelid displacement is measured as the distance between eyelids
A. Experimental Setup
Experiments were performed on three adult female Lewis rats. All procedures were approved by the Institutional Review Board at Massachusetts Eye and Ear Infirmary. Fig 1 shows the custom build enclosure used to record eye movements from the animals while drinking water. Video data were acquired using commercially available Xiaomi Yi Action Camera, which records videos with 720p resolution at 240fps. Each cage was fitted with a single camera, mounted above the rodent's water tube. A magnet was located adjacent to the camera, above the water tube. Each animal was surgically fitted with a head-fixation device to hold the animal in place during video recording [11] . Video was acquired for up to 60s, after which the animal was released and returned to the cage.
B. Pilot Studies
Initial studies tested various methods of detecting eyes in video frames and identifying blinking segments. Two methods were explored: red-pixel tracking and edge detection. Both methods encountered difficulties:
1. Red-pixel tracking, in which red pixels were tracked throughout a video based on a user-picked red color from the first frame. Grouped red pixels in each frame were classified as the rodent's eye. This method was found to be very condition dependent and suffered from great sensitivity to variability in both video recordings lighting and inter-animal color.
2. Edge tracking, in which the borderline between eye and fur was tracked between frames using Sobel's method [12] . Fur surrounding the eye, however, was translated to numerous edges and introduced excessive noise, causing frequent misdetections and false tracking of the eye.
C. Eye Tracking Algorithm
Consequently, we developed a novel algorithm using the active contour method, which we anticipated would be more robust to light changes within videos inter-animal color differences, and noise from fur surrounding the eye. In this method, a parameterized 2D flexible line defined by (1) is iteratively moved around an image to minimize the energy function given in (2) [13] . The greater the number of iterations the closer the flexible line will fit the edges in the image.
where ⃗( ) is the flexible line, ⃗( ) and ⃗( ) are coordinates along the line. The energy function has two elements, the first, (3) is an internal energy element that describes the line characteristics such as smoothness and curvature. Its first derivative defines the space between the vertices, while its second derivative defines the angle between vertices. The parameters and are preset and are used to assign the weight to smoothness and sharpness, respectively. The second element of the energy function (4) is an external energy element, originating in the image content. Larger image gradient indicates of clearer edges, which attracts the line as it minimizes the energy function.
For any frame, the vertices and that minimize the sum of these two terms form a closed contour, ( ). For each frame, the contour search starts with the contour identified in the previous frame, which we will define as the reference contour. 
After
The algorithm comprised the four stages illustrated in Fig. 2: 1. Initialization: All frames are preprocessed and cropped to a rectangular region of interest around the rodent's eye. The user then uses the mouse to manually select a polygon outlining the eye in the first frame.
Frame processing:
Each frame is converted from RGB color space to HSV color space, and only pixels with specific color ranges, predefined from pixel values of videos with same light conditions, are maintained (H<0.1 and H>0.9, S> 0.5 and 0.1<V<0.7), while the rest are modified to absolute black (V=0), as they do not describe eye content. The frame is then converted into grayscale and filtered with a 2D Gaussian filter with = 6, to smoothen the borders and eliminate noise produced mainly by hairs around the eye area.
Tracing of eye area:
The boundaries of the eye are traced using the activecontour function from MATLAB's Image Processing Toolbox (The MathWorks, Natick, MA, USA). The contour from the previous frame is used as the reference contour, and the number of iterations set to 15. This was empirically set to keep processing time low. Two main problems were encountered during the tracing phase. First, there was a leakage of the contour to the background due to overlap between the eye area and the background (caused by trimmed fur). This was addressed by setting the HSV threshold described in step 2 of the algorithm, to remove pixels with low brightness. Second, during full blinks, no contour was present and so no reference contour was available for the next frame. We overcame this by using a backpropagation step. When a full blink (no eye area) is detected, the algorithm skips 70 frames (approximately 20 frames over the duration of an average blink) forward and reverses the direction of tracking, running backwards towards the fully closed eye, thus tracking the missing part without a loss of reference contour.
Data extraction and online validation:
Several metrics extracted from the contour are identified in each frame: eye area, length of the minor axis of an ellipse fitted to the eye contour, as well as its angle and center coordinates. These metrics are examined to validate contour shape and location before passing it to the next frame. Contours with metrics outside a reasonable range (area that exceeds 102% of first frame eye area; angle larger than 10 degrees of first frame ellipse angle; and location outside a 25x50 area around original center), determined empirically in trial runs, are discarded, and the corresponding frame is skipped. In this case, the process restarts at the consecutive frame with the original user-picked contour as reference and 200 iterations. The missing data points are estimated by linear interpolation of preceding and following values.
The length of the minor axis of the ellipse is the metric used to quantify and measure eyelid distance and it is used as the output signal of the algorithm to detect blinks. Blinks were defined as short transient changes of minor axis length (drop of at least 20 pixels in amplitude), lasting less than 500ms. Algorithm runtime was measured when automatic processing began at the second frame, until full completion and generation of signal.
D. Gold Standard Data
Manual analysis was used to generate the gold standard validation set for evaluating the algorithm. Initialization of the manual analysis was the same as for the eye-tracking algorithm. Following the selection of the initial polygon in the first frame, the user manually altered the polygon vertices to fit the eye contour in each following frame throughout the video.
III. RESULTS
Six video recordings, each documenting a single eye, were analyzed. These were acquired from two rats, each with different lighting settings.
The blue trace in Fig. 3A shows the eye's minor axis signal as a function of time estimated with our algorithm. The red trace shows the manually estimated signal. Both traces show12 blinks during the 20s video recording, Furthermore, the two signals are very similar although there is a baseline offset between them throughout the recording. Fig. 3B , shows the difference between the manual and estimated signals demonstrating that differences between them are low frequency in nature. The quality of the fit between the manual and automated traces was evaluated in terms of the varianceaccounted-for (VAF) given in (5):
where is the manually generated data, is the algorithm estimated data and is the number of data points. The VAF score for this video was 94.2%, indicating on an accurate fit. Table I summarizes the results for all six videos analyzed. There was perfect sensitivity to blink detection, as all 50 blinks detected by the manual analyses were present in the output of the automatic algorithm. Furthermore, the manual and automated signals were always very similar with an average VAF score of 95% and standard deviation of 2.5%.
The algorithm took an average 73±9ms per frame. Thus, for our recording rate of 240fps, the algorithm required 17.6±2.3s to process 1s of video.
IV. DISCUSSION
The aim of this project was to automatically analyze data from video recordings of animals to detect blinks and trace the eye throughout the recording. This can be adjusted to human patients with modification of algorithm parameters. Blink tracking in humans will aid in tracking neural regeneration in FP patients, and will provide essential information when developing a reanimation method based on EMG signals.
Our method provides some important advantages compared to other methods. First, the measurement setup does not obstruct the animals' field of vision thus is suitable for behavioral studies. Secondly, the video recording also captures other areas of interest in the rodent's head, in particular the whiskers. This will allow analyzing whisker displacement as well as eyelid displacement. Finally, compared to IR-based methods it provides a continuous measure of eyelid movement rather than simply detecting blinks.
Section III demonstrated that the algorithm detected all blinks in the preliminary test videos, indicating it is a robust tool that can be used for blink detection in a rodent model of FP. In addition, it is more resilient to different light settings as it worked on various videos without introducing noise, unlike the pilot studies. The automatic estimation of eye openness (measured by the length of the minor axis of the eye) provided by the algorithm, showed excellent fit to manually generated estimates with a VAF of more than 90% for all. A small baseline offset that varied slightly in time was observed. Offsets were most prominent when there was no eye movement detected (as seen in Fig. 3A-B) since the eye border was not as clear as when the eye is wide open. This offset may propagate to consecutive frames. It is also possible that this offset is caused by human error while manually tracing the eye contour. To reduce possible effect of this type of error on validation, we will recruit additional users to analyze videos manually and create stronger gold standard data.
In terms of process automatization, our algorithm is fully automatic from the second frame forward, but initialization phase still requires user input to set the initial contour for the process. We intend to automate the first step once the experimental setup is final so that the approximate position of the eye within the frame is known in advance. The first frame will then use a preset contour, determined from previous recordings, as a contour of reference. In addition, increasing the number of iterations in the active contour method (e.g. 200 iterations instead of the usual 15 used in this algorithm), will allow the algorithm to converge from the preset contour to the actual eye borderline in the first frame, eliminating the need in user-input altogether.
The runtime of the automatic estimation was, as shown in section III, approximately 17s of processing per 1s of video. This figure is a great improvement compared to the hours required to generate the equivalent data manually. Nonetheless, the automatic process runtime must be decreased if this algorithm is to be applied to the large number of videos as anticipated. To achieve this, we will be profiling the code to detect bottlenecks and time-consuming code sections and revising them accordingly. Second, parallel computing can be considered. Parallelization of the linear process in the algorithm is not an option due to the consecutive frame dependency. However, a video can be split into several smaller videos, each running on a different processor. This will allow simultaneous analysis of several video sections, followed by combination of all the outputs into one signal. 
