Abstract. Spatial-temporal calcium dynamics due to calcium release, buffering, and re-uptaking plays a central role in studying excitation-contraction (E-C) coupling in both healthy and defected cardiac myocytes. In our previous work, partial differential equations (PDEs) had been used to simulate calcium dynamics with realistic geometries extracted from electron microscopic imaging data. However, the computational costs of such simulations are very high on a single processor. To alleviate this problem, we have accelerated the numerical simulations of calcium dynamics by using graphics processing units (GPUs). Computational performance and simulation accuracy are compared with those based on a single CPU and another popular parallel computing technique, OpenMP.
Introduction
Heart failure has been one of the leading causes of human deaths in many countries including the United States. The prevalence of this disease is largely due to our lack of accurate understanding of excitation-contraction (E-C) coupling in cardiomyocytes [1, 2, 3] . For its central role in E-C coupling, modeling Ca 2+ release and concentration change has been an active research area. In the present paper, we are interested in investigating spatial-temporal variations of intra-cellular calcium concentration at cellular and sub-cellular levels. At these scales, deterministic methods utilizing partial differential equations (PDEs) are more appropriate than stochastic methods [4, 5] . The local radial basis function collocation method (LRBFCM) developed bySarler and Vertnik [6] has been applied to solving the PDEs in our earlier work [7] . This meshless method eliminates the generation of meshes, as commonly required in finite element methods. However, the computational costs of such simulations are very high, especially when realistic geometries are considered. To this end, the main contribution of the present work is to reduce the computational time by employing modern parallel computing techniques and make comparisons between the different approaches on the specific simulation problem for numerical simulations of calcium dynamics in cardiac myocytes.
Traditional techniques on parallel computing are MPI (Message Passing Interface) and OpenMP. MPI is a distributed-memory architecture that communicates between different machines by sending/receiving messages. OpenMP, on the other hand, is a shared-memory architecture and works on a single machine with multiple cores (or CPUs). Computation on graphics processing units (GPUs) is a newer parallel methodology, which has become increasingly popular in recent years. It is a heterogeneous-memory architecture and uses graphic cards as co-processors. Modern GPUs have thousands of cores, which makes it well suited for large-scale data parallelism. There are three programming models on GPUs, namely, Open Computing Language (OpenCL), Compute Unified Device Architecture (CUDA), and DirectCompute. Among these models, CUDA is the most user-friendly and widely used, thus we decided to use CUDA in the present work. In our experiments, the computational performance and simulation accuracy of the serial version of the algorithm are compared to both OpenMP (with 4 cores) and GPU-CUDA implementations.
Mathematical Models and Meshless Numerical Methods

Governing Equations
To model calcium dynamics in cardiac myocytes, the following nonlinear reaction-diffusion equations, modified from [8] , are considered:
where Ω is the interior of cell and ∂Ω is the cell surface and t-tubule membrane. In [8] , the calcium flux term J Caf lux is defined in the entire domain, although it always takes a zero value at internal nodes. In our work, however, this term is explicitly defined only on the boundary ∂Ω. Therefore, instead of merging the calcium flux term in the first equation, we have an additional equation in Eq. (4). The initial conditions (resting states) used are as follows:
. Note that we exam our model and methods on a portion of the cell, in which reflective boundary conditions are applied during numerical simulation on the part of ∂Ω where it is not the cell surface or t-tubule membrane. The reactions between Ca 2+ and buffers are given by: all buffers were distributed uniformly throughout the cytosol but not on the cell membrane. The resting concentrations of mobile and stationary buffers satisfy equilibrium conditions (i.e. R Bm = R Bs = 0) [1] . The initial concentrations of buffers are calculated in equilibrium with the resting Ca 2+ concentration, 0.1μM . The total Ca 2+ flux, J Caf lux , on the surface membrane is defined in [1] , where Ca 2+ influx/efflux through L-type calcium channels (LCCs) , sodium-calcium exchangers (NCXs), Ca 2+ pumps and background leaks are included. J Caf lux throughout the cell surface membrane and the surface of t-tubules is defined as follows: J Caf lux = J Ca + J NCX − J pCa + J Cab , where J Ca is total LCC Ca 2+ influx; J NCX is total NCX Ca 2+ influx; J pCa is total Ca 2+ pump efflux; and J Cab is total background Ca 2+ leak influx.
Geometric Model Considered
According to [9, 10, 11] , a ventricular myocytes may be simplified as repeated structural units consisting of a single t-tubule and its surrounding half sarcomeres. The surrounding half sarcomeres are modeled as a cube-shaped box with dimension of 2μm × 2μm × 7μm, enclosing a t-tubule with dimension of 0.2μm × 0.2μm × 6.8μm. The t-tubule is assumed to be a tiny cube located vertically in the center of sarcomeres, as shown on Figure 1 (a).
Space Discretization (LRBFCM)
The time domain in the system of reaction-diffusion equations is discretized uniformly and explicitly. Thus, we need to approximate Laplacian term in each equation with certain spatial discretization. The LRBFCM is used to approximate Laplacian term ∇ 2 u(x, t) in Equations (1) and (2) . Interested readers are referred to [1, 12] for more details. The main idea of LRBFCM is that the collocation can be done on overlapping local domains, yielding many systems of equations with small matrices instead of a single large matrix. The size of the collocation matrices depends on the number of nodes in the local domains.
Briefly speaking, ∇ 2 u(x, t) at each node x i , i = 1, 2, · · · , N, is approximated by its neighbors. The local domain Ω i associated with x i can be created using the n-nearest neighbors to x i including itself,
⊂ Ω i . In this work, the number of points in each local domain is fixed at n = 7. To approximate ∇ 2 u(x i , t), we interpolate u(x i , t) on Ω i by using the basis function Φ(r) as follows:
where the coefficients α
k are unknown but can be calculated by solving an n × n linear system in the local domain Ω i . In the current work we adopt the multiquadrics (MQ) as the basis function, although there are many other commonly used RBFs such as inverse multiquadrics (IMQ), Gaussian, thin-plate splines (TPS), polyharmonic splines (PS). The MQ RBF is defined as follows: Φ(r) = √ r 2 + c 2 , where r = x − x c is the Euclidean norm, x c is the center of Φ, and c > 0 is called the shape parameter. This type of RBFs has been proved to have a high-order rate of convergence. The RBF shape parameter in MQ plays a major role in improving the accuracy of numerical solutions. In general, the optimal shape parameter depends on the densities, distributions and function values at the nodes. However, it is very difficult to assign different free parameters for each local domain. Thus, choosing shape parameters has been an active topic in approximation theory [13] . In our experiments, c = 300 is used. We refer interested readers to [6, 7, 14, 15, 16, 17] .
Based on Equations (1) and (2), the calcium influx J Caf lux , reactions R Bm , m = 1, 2, 3, s and Laplacian term ∇ 2 [Ca 2+ ] need to be approximated. Because the points we used are fixed in the given geometric space over time, the Laplacian coefficients α [i] k are constants for each point and thus can be precalculated. However, the J Caf lux , R Bm , m = 1, 2, 3, s and ∇ 2 [Ca 2+ ] will be updated in each time step. Figure 1(b) shows the algorithm.
Parallel Implementations
In the current work, OpenMP and GPU are used to speed up the simulation and their performances are compared with the serial implementation. Some implementation details of OpenMP and GPU programs are given in this section. The CPU-based experiments (serial and openMP) are performed on a Dell Precision T7400 workstation with two quad-cores of 3.0 GHz Intel Xeon X5472 processors and 16 GB memory, a RedHat platform of kernel version 2.6.18-308.4.1.el5, and a GCC compiler of version 4.4.7. The serial experiment uses a single core and the OpenMP experiment uses four cores. The GPU-based experiments are performed on a Dell Precision T3500 workstation with a NVIDIA GeForce GTX 560 Ti, 2 GB device memory, and a CentOS 6.4 platform of kernel version 2.6.32-358.14.1.el6.x86_64. The NVIDIA video card driver has a version of 319.32.
Parallelization with OpenMP
Because the calculations of Laplacian terms are most time-consuming in the algorithm (see Fig. 1(b) ), OpenMP is used to parallelize this step. The Laplacian terms have to be calculated for every point in the domain. OpenMP automatically divides the calculations into multiple chunks (4 chunks in our experiments because we use 4 cores). Then it forks multiple threads and each thread calculates one chunk of work load. All threads execute the same algorithm but with different data. This is called data-parallelism. At the end of this step, all partial results are merged automatically and these working threads are synchronized implicitly. Because the overhead of thread-forking and thread-joining is larger than the good they can provide in other steps in the algorithm, we do not apply OpenMP in other steps in the algorithm.
Parallelization with GPU
CUDA is an implementation of heterogeneous programming involving CPU (called host) and GPU (called device). The functions executed on GPU are called kernel functions. The execution starts with the serial host. When a kernel function is launched, the execution switches to the device (GPU), where a large number of threads are initiated to take advantage of abundant data parallelism. All the working threads in a kernel are organized in groups called thread blocks. When the kernel finishes executing, the control returns back to the host and the serial execution continues on the host until the next kernel launches or program terminates [18] . While the GPU is computing, CPU is available to do other tasks. In out implementations, however, CPU is simply waiting for the GPU to finish. The thread-switching on GPU has almost no overhead, so CUDA is able to create a one-to-one mapping between data points and threads. If the number of threads created are more than the number of CUDA cores available, they are scheduled to execute in batches. In execution, the number of scheduled threads is determined by several factors, including the number of CUDA cores available, the number of registers available, and the size of on-chip shared-memory. To achieve the best performance, we briefly summarize below some special techniques considered in our implementations.
Use of shared-memory
Because CUDA has thousands of threads running in parallel, the reads and writes to the off-chip device memory (called global memory) tend to have a memory bandwidth contention, which can significantly lower the performance. Threads in the same block, however, can share data in a small on-chip memory (called shared-memory). In our experiments, the calculation of Laplacian terms needs to read Laplacian coefficients and Ca 2+ or CaB m , m = 1, 2, 3 concentrations at neighboring points. To alleviate the global memory bandwidth contention, these variables are loaded into shared-memory once at the beginning of this step instead of multiple reads when needed. If the neighbor coefficients and concentrations are in the same block as the current point, they are fetched from shared-memory. Otherwise, they are loaded from global memory. The calculation of Laplacian terms is implemented as a kernel function. Unlike the global memory, however, the contents of shared-memory is not persistable across kernels. So at the end of this step, results have to be synchronized back to global memory.
Reordering of data points
To increase the hit of shared-memory, we need to find a way to maximize the possibility that a point and its neighbors are all in the same block. If they are not in the same block, their coefficients and concentrations have to be loaded from global memory, which lowers the performance due to the global memory bandwidth contention. The number of thread blocks used is rounded up to number of points in a dataset number of threads per block . Please refer to Section 3.2.5 for details of block dimensions. When reading points, we reorganize the points in geometry and group them into many cells (blocks). The points in a block are grouped roughly in a cubic region such that the points and their neighbors are likely to be in the same block.
Use of constant and texture memories
As stated in Section 3.2.1, the reads and writes of global memory have memory bandwidth contention. The constant and texture memories have built-in caches. When a program reads the same variable more than once, it actually reads it from the cache, which eliminates the bandwidth problem. Constant and texture memories are read-only and constant memory is very small (only 64 KB shared by all streammultiprocessors). There are dozens of constant arguments (refer to [7] ) in constant memory. Texture memory shows a higher performance when data are localized with each other. Therefore, the neighborhood information found by the kd-tree is saved in texture memory.
Unrolling for-loops
When dealing with iterations, programs on CPU use loops with specific components like programming counter, instruction decoder, and so on. However, CUDA cores are simplified to have ALU (arithmeticlogic unit) only. Thus executing loops in CUDA is slower than CPU. If one can unroll a loop by storing the involved variables into multiple registers instead of using one register and refresh that register at every iteration, the compiler can decode the instructions more efficiently and generate faster code. However, since the number of registers available is limited (GeForce GTX 560 Ti has 8 multiprocessors and each has 32, 768 registers), the growing usage of registers could decrease the number of threads scheduled to execute and thus lowers the device occupancy. Device occupancy is determined by the equation , where the warp size is 32 in current CUDA-enabled GPUs. Interested readers may refer to [18] for more details. In our implementation, unrolling loops increases the number of registers used by a single thread to 27. The device occupancy decreased from 50% to 33.3%. So, there is a balance of increased code efficiency and decreased device occupancy. Whether to use this technique is really a case-by-case scenario. We found that using this technique can improve the performance by about 10% in calculation of Laplacians.
Global synchronization
Unlike the CPU, CUDA threads are scheduled to execute in batches. For a point requiring concentrations at neighboring points, it is likely that the threads responsible for the neighboring points are not executed yet and thus the neighboring concentrations are not updated. To cope with this situation, threads in GPU have to be synchronized. Unfortunately in the current GPU design, a kernel function can only synchronize threads in the same block. To synchronize threads in different blocks (global synchronization), a kernel function has to be split into smaller ones. In our algorithm, every step (see the 6 boxes on the right side of Fig. 1(b) ) is implemented as a kernel, yielding a total of 6 kernels. These kernels use different thread block dimensions in order to achieve maximum device occupancy. As calculating Ca 2+ flux and reaction terms does not require neighboring concentrations, we use a relatively small block size (128 threads per block), so that each thread can use more registers and shared-memory. Ca 2+ flux is calculated on T-Tubule and cell membrane with a 58.3% device occupancy. Reaction terms are calculated on interior points with a 66.7% device occupancy. In applying reflective boundary condition, calculating Laplacian terms and calculating average concentration, we use shared-memory as high-speed cache. A large block size (512 threads per block) is used to increase the possibility of shared-memory hit. Reflective boundary condition is applied at boundary points at a 100% device occupancy. Laplacian terms and average concentrations are calculated at all points with a 33.3% and 100% device occupancy respectively. At the end of each step, results are synchronized into global memory.
Result and Discussion
We consider the model shown in Figure 1 (a) to simulate calcium dynamics and compare the performances of OpenMP and GPU with the serial implementation. The model is discretized in three resolutions: Set 1 contains a total of 3, 969 points (including 136 T-Tubule points and 80 cell membrane points) with a node distance 0.2μm. Set 2 contains a total of 30, 807 points (including 545 T-Tubule points and 360 cell membrane points) with a node distance 0.1μm. Set 3 contains a total of 234, 921 points (including 2, 185 T-Tubule points and 1, 512 cell membrane points) with a node distance 0.05μm. The time steps for the three cases are 8e −3 ms, 4e −3 ms and 1e −3 ms respectively to make the PDEs converge. The total time we simulated is 400 ms. Column 1 in Figure 2 shows the average concentrations of Ca 2+ , mobile and stationary buffers in three implementations, namely, serial, OpenMP and CUDA, per the legend displayed below the figure. Column 2 and Column 3 show their average relative errors compared to the serial implementation for the second and third point sets, respectively. Because an analytical solution does not exist for such a complicated mathematical model (see Eq. (1)-Eq. (4)), we have used the numerical simulation from the serial LRBFCM approach [7] as the ground truth for comparison, which had been shown to agree with the finite element-based simulation [8] and with the available experiments as well. The errors in Column 2 and Column 3 show that OpenMP has exactly the same simulation results as the serial version. The CUDA result shows up to 0.5% relative error for the medium model (column 2) and 0.2% relative error for the large model (column 3). A close inspection discovers that the errors are partly caused by the fact that the GPU treats floating-point numbers differently from the CPU. The error curves also show that, as the number of points increases, the accuracy of CUDA implementation also increases. Table 1 shows the running time of serial, OpenMP and CUDA on the three point sets. For a small model (set 1), OpenMP has the lowest performance because the overhead of multithreads is larger than the gains. CUDA has a better performance but only 3.66X of the serial's speed. For a medium size of model (set 2), OpenMP and CUDA show 1.20X and 10.10X performance increases respectively, as compared to the serial implementation. For a large model (set 3), OpenMP shows 1.5X performance increase and CUDA shows 19.82X performance increase. Apparently the GPU shows a great performance boost and is very promising in data parallelism, thanks to a large number of cores available on GPUs. However, GPU cores have simpler circuits compared to CPU cores and require special techniques like instruction-level optimization to get the best performance boost. Moreover, simpler circuits also restrict the applications of GPUs to simple tasks like data parallelism. The small device memory (usually 1 to 4 GB) also limits the amount of data a GPU can process simultaneously. For large input data, it is necessary to divide the data into multiple parts so that each part can be fitted into the device memory.
