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Abstract
Let Σ denote the class of positive smooth functions on S2, we show that there exists a
C1-dense subset Q of Σ such that each Q ∈ Q can be prescribed as the mean curvature of
a conformal isometric embedding S2 →֒ R3.
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1 Introduction
The most basic geometric invariants of a closed surface immersed in Euclidean 3-space are
the Gauß curvature and the mean curvature. These invariants have been studied in differential
geometry since its very beginning.
When the Gauß curvature is under consideration, the most remarkable problem is probably
the Minkowski problem of finding a closed convex surface in R3 whose Gauß curvature is
prescribed as a positive function defined on S2. This problem has been solved due to the work
of Minkowski [36], Alexandrov [2], Lewy [32], Nirenberg [37], Pogorelov [38, 39], Cheng-
Yau [16] and others.
In 1950s, A.D. Alexandrov [3] and S.S. Chern [17,18] raised questions concerning the mean
curvature, but this kind of problem remains largely unexplored so far. The most studied situation
is the case of constant mean curvature (CMC) surfaces. It is well-known that the round sphere is
the only possible shape of an embedded closed CMC surface in R3 (see Hopf [27] and Alexan-
drov [3]). However, a longstanding open question in surface theory (cf. [49]) is whether an
arbitrary smooth function can be prescribed as the mean curvature of a hypersurface. There are
some investigations in this direction, see for example [10, 11, 21, 22, 45] and references therein.
We mention here that, in their influential paper [24], B. Guan and P. Guan proved the exis-
tence of a compact strictly convex hypersphere in Rm+1 of prescribed mean curvature regarding
positive even functions on Sm,m ≥ 2.
In the study of closed surfaces inR3, Guan-Guan’s result makes many idea of classical CMC
surface theory readily available for the case of non-constant mean curvature. Nevertheless, the
class of immersed/embedded surfaces with non-constant mean curvature is indeed much wider
and richer, and new techniques are needed for its study. As a matter of fact, jumping from
the CMC condition to the non-constant case, one needs to account for the loss of symmetries.
Moreover for the further investigation, if we fix a mean curvature of S2 in R3, one may also ask
a natural question of what can be inferred from the associated metric. And this would be related
to one of the fundamental question in classical differential geometry, which is finding isometric
immersion/embedding of a smooth Riemannian surface into Euclidean spaces.
In this paper, we shall investigate problems concerning both prescribing mean curvature and
finding (local) isometric embedding of S2 into R3. Specifically, we will attack the following
two basic questions:
Question 1: For a given positive smooth function Q : S2 → (0,+∞), does there exist an
isometric immersion Π : S2 → R3 with Q being its mean curvature?
Question 2: If such immersion exists, whether it is an embedding or not?
3We point out that Q ≡ constant > 0 corresponds to the standard inclusion S2 →֒ R3 (the
radius will be 1/Q). Then our main result can be briefly stated as follows:
Theorem 1.1. Let Σ denote the class of positive smooth functions on S2, then there exists a
C1-dense subset Q of Σ such that each Q ∈ Q can be prescribed as the mean curvature of a
conformal isometric embedding S2 →֒ R3.
Onemay simply expect that all positive smooth function can be prescribed as mean curvature
on S2. However, it turns out not to be the case. Indeed, there is an outstanding problem in finding
geometric obstructions to mean curvature functions in the general case. A necessary condition
for a function to be the mean curvature of S2 follows from the obstruction found in [8]: let
Π : S2 → R3 be a conformal immersion and Q be the mean curvature of this immersion, then
for any conformal vector field X there holds∫
S2
(∇XQ)Π
∗(dµ) = 0,
where dµ is the volume form on Π(S2) induced from the Euclidean metric and Π∗ is the pull-
back map. As a typical example, let us consider x3 : S
2 → R3 be the third component of the
standard inclusion. The vector field X := grad x3 is a conformal vector field on S
2. It can be
calculated that∇X(1+εx3) = εgS2(grad x3, gradx3), which is of constant sign. Hence, 1+εx3
is not a mean curvature of any conformal immersion on S2.
Our proof of Theorem 1.1 is analytic. It makes use of the Dirac operator constructed on
spin manifolds. This operator was formally introduced by M.F. Atiyah in 1962 in connection
with his elaboration of the index theory of elliptic operators, and it has become one of the basic
elliptic operator in analysis and geometry.
The study of global representations of surfaces in Euclidean 3-space by means of Dirac
operator started over twenty years ago (relevant references are [30,41–43]). In this approach the
Gauß map of a Riemannian surface (M2, g) is represented in terms of a spinor field ϕ ∈ S(M2)
onM2 satisfying the inhomogeneous spinor field equation
Dgϕ = Qϕ (1.1)
where Dg is the Dirac operator and Q : M
2 → R is the mean curvature function (See Section 2
for brief definitions of the spin structure, spinor bundle S(M2) and the Dirac operator, here we
only emphasize that S(M2) is fiberwise homeomorphic to C2). This is the so-called Spinorial
Weierstraß representation. In late 1990s, T. Friedrich has written a very nice article in which the
Spinorial Weierstraß representation is beautifully explained, see [19, Theorem 13]. Eventually,
it turns out that there exists a one-to-one correspondence between the existence of an isometric
immersion (M˜2, g)→ R3 with mean curvatureQ and a solutionϕwith constant length |ϕ|g ≡ 1
of the Dirac equation Eq. (1.1), where M˜2 is the universal covering ofM2.
4For simply connected surfaces, the situation is much clearer. To find an isometric immersion
ofM2 → R3, one only has to find a solution to Eq. (1.1) with constant length. In order to do so,
let us follow the standard approach of conformal analysis. We begin with an initial metric g0 on
M2 and consider the following nonlinear partial differential equation
Dg0ψ = Q(ξ)|ψ|
2
g0
ψ on (M2, g0) (1.2)
and suppose that we have a solution ψ which never vanishes. Then we may introduce a confor-
mal metric g = |ψ|4g0g0 on M
2. Through the well-known formula for the change of the Dirac
operator under a conformal change of the metric (see for instance Proposition 2.1), we obtain a
new spinor field ϕ := F (|ψ|−1g0 ψ) satisfying
Dgϕ = Q(ξ)ϕ, |ϕ|g ≡ 1,
where F : (S(M2), g0)→ (S(M
2), g) is a fiberwise isometry. And thus we can get an isometric
immersion (M2, g)→ R3 with the prescribed mean curvature Q.
Life would be simple if the existence of a spinor field ψ without zeros satisfying Eq. (1.2)
can be formulated. However this is not that easy. In general, even if one already knows there
exists a non-trivial solution ψ to Eq. (1.2), it is still difficult to know whether ψ possesses zeros.
This is due to the lack of a definite assurance like the maximum principle developed for second
order elliptic differential operators. From this point of view, if one looks for an immersion with
a prescribed mean curvature Q for a surface, it seems natural to consider a two-step procedure:
• find a non-trivial spinor field ψ satisfying Eq. (1.2),
• show that the preimage of {0} under |ψ| : M2 → R is empty, i.e. ψ−1(0) = ∅.
As long as we manage to fulfill the above procedures, the integral of the square of the mean
curvature (which is known as the Willmore energy) becomes particularly interesting. This is
because it has a remarkable property of being invariant under conformal transformations of R3,
see [47, 48]. It was in 1965, T.J. Willmore proposed to study the energy functional
W(Π) =
∫
M2
Q(ξ)2Π∗(dµ)
for an immersion Π : M2 → R3 and its mean curvature Q. And here in this paper, the estimate
on the Willmore energy will give the answer to the Question 2 because Li and Yau [33] proved
that if an immersion Π : M2 → R3 covers a point p ∈ R3 at least k times, thenW(Π) ≥ 4kπ.
Therefore a non-embedded immersion has at leastW(Π) ≥ 8π.
As a starter, the next result is concerned with the zero set (or nodal set) of a solution to Eq.
(1.2). Although this is not the first step in answering Question 1, but we would like to state it
firstly. This theorem shows the number of zeros is related with the topology of a surface. Unless
otherwise stated, we will simply drop the subscript of Dg0 and | · |g0 for notation convenience.
5Theorem 1.2. On a closed spin surface (M2, g) of genus γ, suppose that Q : M2 → (0,∞) is
a smooth function. Let ψ be a solution of the equation
Dψ = Q(ξ)|ψ|2ψ onM2. (1.3)
Then the number of zeros of ψ is at most
γ − 1 +
∫
M2
Q(ξ)2|ψ|4dvolg
4π
.
Remark 1.3. We note that, by the regularity arguments in [28] (see also [44]), a weak solution
to Eq. (1.3) is smooth provided that Q is smooth. Then it follows from Ba¨r’s theorem (cf. [12])
that the zero set of ψ should be discrete. Theorem 1.2 has related the number of the zeros with
the topological property ofM2. In particular, denoted by Qmax = maxM2 Q, suppose ψ has the
energy control ∫
M2
Q(ξ)|ψ|4dvolg <
8π
Qmax
(1.4)
andM2 has genus γ = 0, then we have
#ψ−1(0) ≤ −1 +
∫
M2
Q(ξ)2|ψ|4dvolg
4π
≤ −1 +
Qmax
∫
M2
Q(ξ)|ψ|4dvolg
4π
< 1.
And thus ψ will have no zero at all.
After the analysis on zero sets, the existence of a (weak) solution to (1.3) on the 2-sphere
will be established in the following theorem. Moreover, we will extend this problem to arbitrary
dimensions. As a matter of fact, we will consider the following nonlinear Dirac equation
Dψ = Q(ξ)|ψ|
2
m−1ψ (1.5)
on (Sm, gSm), where m ≥ 2 and gSm denotes the canonical metric. For the sake of generality,
let us assume that Q ∈ C2(Sm) and set
Qmax := max
ξ∈Sm
Q(ξ), Qmin := min
ξ∈Sm
Q(ξ),
Q :=
{
ξ ∈ Sm : Q(ξ) = Qmax
}
and
Qδ :=
{
ξ ∈ Sm : distgSm (ξ,Q) < δ
}
Our main hypothesis on Q will be formulated as
(Q) There exits d ∈
(
max
{
2−
1
m−1Qmax, Qmin
}
, Qmax
)
such that Q is not contractible in
Qδ, for some δ > 0, but contractible in{
ξ ∈ Sm : Q(ξ) ≥ d
}
.
And if ξ ∈ Sm is a critical point of Q with Q(ξ) ∈ [d,Qmax) then the Hessian of Q at ξ
is positive definite.
6Finally, combining Theorem 1.2 for the 2-dimensional case, our existence result is as follows
Theorem 1.4. Letm ≥ 2, if Q : Sm → (0,∞) is a C2 function satisfying hypothesis (Q), then
there is a solution ψ to Eq. (1.5) with the energy control
1
(Qmax)m−1
(m
2
)m
ωm <
∫
Sm
Q(ξ)|ψ|
2m
m−1dvolgSm <
2
(Qmax)m−1
(m
2
)m
ωm,
where ωm stands for the volume of S
m. Particularly, ifm = 2 and Q ∈ C∞(S2), the solution ψ
has no zero at all, i.e., the nodal set ψ−1(0) is empty.
Remark 1.5. Theorem 1.4 implies, for m = 2, the existence of a non-vanishing spinor field ψ
to the equation
Dψ = Q(ξ)|ψ|2ψ on (S2, gS2)
satisfying
4π
Qmax
<
∫
S2
Q(ξ)|ψ|4dvolgS2 <
8π
Qmax
.
Therefore, by virtue of the Spinorial Weierstraß representation, there exists an isometric im-
mersion Π : (S2, |ψ|4gS2) → (R
3, g
R3
). In particular, the pull-back of Euclidean volume form
under this immersion will be Π∗(dµ) = |ψ|4dvolgS2 . And hence, we have the Willmore energy
for Π satisfies
W(Π) =
∫
S2
Q(ξ)2|ψ|4dvolgS2 ≤ Qmax
∫
S2
Q(ξ)|ψ|4dvolgS2 < 8π.
Due to Li-Yau’s inequality [33, Theorem 6], the immersion obtained above covers points in R3
at most once. And thus Π is actually an isometric embedding.
We note that the class of Q’s which satisfy the hypothesis (Q) is dense, in C1-topology, in
the class of positive smooth functions. Then Theorem 1.4 and Remark 1.5 together immediately
imply the next theorem, which gives Theorem 1.1 as a direct corollary. For ease of notation, we
will denote [gS2 ] =
{
f 2gS2 : f ∈ C
∞(S2), f > 0
}
the standard conformal class of gS2 .
Theorem 1.6. Let Σ denote the class of positive smooth functions on S2 and let
Q =
{
Q ∈ Σ : Q ≡ constant or Q satisfies hypothesis (Q)
}
.
Then Q has the following properties:
(1) Q is dense in Σ with respect to the C1-topology,
(2) for any Q ∈ Q, there exists a conformal metric gQ ∈ [gS2] and an isometric immersion
ΠQ : (S
2, gQ)→ (R
3, g
R3
) with Q being its mean curvature,
7(3) the Willmore energy of ΠQ satisfies
W(ΠQ) =
∫
S2
Q(ξ)2dvolgQ < 8π,
and thus ΠQ is an isometric embedding.
Remark 1.7. (1) Up to a change of orientation, the validity of Theorem 1.6 for negative
functions can be also obtained.
(2) In [29], T. Isobe obtained a theorem about Question 1. He proved that when the functionQ
is very close to a constant, that isQ(ξ) = 1+εH(ξ) on S2 withH being a specific Morse
function, then there exists a branched immersion Πε,H : S
2 → R3 whose mean curvature
isQ = 1+εH . Here, by branched immersion wemean thatΠε,H is an immersion except at
a discrete set of points. The approach of Isobe to this result is also based on the Spinorial
Weierstraß representation and the Dirac equation (1.3).
Note that our Theorem 1.6 rules out the existence of any branch point and the mean curva-
ture Q can be chose far away from a constant, hence the approach of Isobe is completely
different from ours.
(3) For dimension m ≥ 3 and generic manifolds, it has been shown by B. Ammann in [4]
that if there is an conformal immersion (may not be isometric) of a Riemannian spin m-
manifold M into Rm+1 (with possible branch points) then there should be a nontrivial
solution ψ (possibly with zeros) to the Eq. (1.5) on M . Since the approach of Spinorial
Weierstraß representation is not working on well for higher dimensions, the converse of
Ammann’s result is still unclear except for the case m = 2. See [4, Chapter 5] for more
details.
(4) We remark here that the study of Eq. (1.5) on a generic spin manifold (M, g) with the
coefficient Q ≡ constant is also related with the study of the Ba¨r-Hijazi-Lott invariant in
Spin Geometry (see [23]). In fact, this invariant is defined as
λ+min(M, [g]) = inf
g˜∈[g]
λ1(g˜)volg˜(M)
1
m ,
where [g] is the conformal class of g and λ1(g˜) is the smallest positive eigenvalue of the
associated Dirac operator Dg˜ on (M, g˜). There is an open problem: If (M, g) is a closed
spinm-manifold which is not conformal to the standardm-sphere, does there strictly hold
λ+min(M, [g]) < λ
+
min(S
m) =
m
2
ω
1
m
m .
And this problem is equivalent to find a solution ψ to Eq. (1.5) with Q ≡ 1 satisfying∫
M
|ψ|
2m
m−1dvolg <
(m
2
)m
ωm.
Relevant references are [4–6, 9].
8We give an outline of our paper as follows. Very briefly, we will work with a conformally
invariant functional. Indeed, Eq. (1.5) has a variational structure in the sense that it is the Euler-
Lagrange equation for the functional
L(ψ) :=
1
2
∫
Sm
(Dψ, ψ)dvolgSm −
1
2∗
∫
Sm
Q(ξ)|ψ|2
∗
dvolgSm , ψ ∈ H
1
2 (Sm, S(Sm)) (1.6)
where 2∗ = 2m
m−1 , (·, ·) is the natural hermitian scalar product on S(S
m) and H
1
2 (Sm, S(Sm)) is
the fractional Sobolev space of spinors fields on Sm with order 1
2
. All the necessary notations
will be reformulated in Section 2. In Section 3, we consider an auxiliary functional with a per-
turbation on the exponent of the nonlinearity. As a matter of fact, we will consider the exponent
p < 2∗ and study the behavior of the perturbed functionals for p → 2∗. In Section 4, Proposi-
tion 4.1 shows an alternative limiting behavior of the ”almost critical points” for the perturbed
functionals, and then Proposition 4.8 and 4.9 characterize the possible blow-up phenomenon in
details. Section 5 is curious, we construct a global test spinor containing sufficient information
of topological changes in the level sets of Q. This observation rules out the possibility of the
blow-up phenomenon and recovers compactness for the limiting functional L, and thus the ex-
istence part of Theorem 1.4 follows. The analysis on nodal set is established in Section 6, we
will prove Theorem 1.2 and Theorem 1.6 with the aid of our constructions in Section 5.
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2 Preliminaries
2.1 Spin structure and the Dirac operator
Let (M, g) be anm-dimensional Riemannian manifold with a chosen orientation. Let PSO(M)
be the set of positively oriented orthonormal frames on (M, g). This is a SO(m)-principal
bundle over M . A spin structure on M is a pair σ = (PSpin(M), ϑ) where PSpin(M) is a
Spin(m)-principal bundle overM and ϑ : PSpin(M)→ PSO(M) is a map such that
PSpin(M)× Spin(m) //
ϑ×Θ

PSpin(M)
ϑ

((❘
❘❘
❘❘
❘❘
M
PSO(M)× SO(m) // PSO(M)
66❧❧❧❧❧❧❧
9commutes, where Θ : Spin(m) → SO(m) is the nontrivial double covering of SO(m). There
is a topological condition for the existence of a spin structure, that is, the vanishing of the second
Stiefel-Whitney class ω2(M) ∈ H
2(M,Z2). Furthermore, if a spin structure exists, it need not
to be unique. For these, we refer to [20, 31].
To introduce the spinor bundle, we recall that the Clifford algebra Cl(Rm) is the associative
R-algebra with unit, generated by Rm satisfying the relation x · y − y · x = −2(x, y) for
x, y ∈ Rm (here (·, ·) is the Euclidean scalar product on Rm). It turns out that Cl(Rm) has a
smallest representation ρ : Spin(m) → End(Sm) of dimension dimC(Sm) = 2
[m
2
] such that
Cl(Rm) := Cl(Rm) ⊗ C ∼= EndC(Sm) as C-algebra. The spinor bundle is then defined as the
associated vector bundle
S(M) := PSpin(M)×ρ Sm.
Note that the spinor bundle carries a natural Clifford multiplication, a natural hermitian metric
and a metric connection induced from the Levi-Civita connection on TM (see [20, 31]), this
bundle satisfies the axioms of Dirac bundle in the sense that
(i) for any x ∈M , X, Y ∈ TxM and ψ ∈ Sx(M)
X · Y · ψ + Y ·X · ψ + 2g(X, Y )ψ = 0;
(ii) for anyX ∈ TxM and ψ1, ψ2 ∈ Sx(M),
(X · ψ1, ψ2) = −(ψ1, X · ψ2),
where (·, ·) is the hermitian metric on S(M);
(iii) for anyX, Y ∈ Γ(TM) and ψ ∈ Γ(S(M)),
∇SX(Y · ψ) = (∇XY ) · ψ + Y · ∇
S
Xψ,
where∇S is the metric connection on S(M).
On the spinor bundle S(M), the Dirac operator is then defined as the composition
D : Γ(S(M)) ∇
S
// Γ(T ∗M ⊗ S(M)) // Γ(TM ⊗ S(M)) m // Γ(S(M))
where m denotes the Clifford multiplicationm : X ⊗ ψ 7→ X · ψ.
The Dirac operator behaves very nicely under conformal changes in the following sense
(see [25, 26]):
Proposition 2.1. Let g0 and g = f
2g0 be two conformal metrics on a Riemannian spin manifold
M . Then, there exists an isomorphism of vector bundles F : S(M, g0) → S(M, g) which is a
fiberwise isometry such that
Dg
(
F (ψ)
)
= F
(
f−
m+1
2 Dg0
(
f
m−1
2 ψ
))
,
where S(M, g0) and S(M, g) are spinor bundles on M with respect to the metrics g0 and g,
respectively, and Dg0 andDg are the associated Dirac operators.
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2.2 Bourguignon-Gauduchon trivialization
In what follows, let us introduce briefly a local trivialization of the spinor bundle S(M) con-
structed by Bourguignon and Gauduchon [14].
Let a ∈ V ⊂ M be an arbitrary point and let (x1, . . . , xm) be the normal coordinates given
by the exponential map expa : U ⊂ TaM
∼= Rm → V , x = (x1, . . . , xn) 7→ y = expa x. Then,
we have (expa)∗y : (Texp−1a yU
∼= Rm, exp∗a gy) → (TyM, gy) is an isometry for each y ∈ V .
Thus, we can obtain an isomorphism of SO(m)-principal bundles:
PSO(U, exp
∗
a g)
(expa)∗
//

PSO(V, g)

U ⊂ TaM
expa
// V ⊂M
where (expa)∗({z1, . . . , zm}) =
{
(expa)∗z1, . . . , (expa)∗zm
}
for an oriented frame {z1, . . . , zm}
on U . Notice that (expa)∗ commutes with the right action of SO(m), then we infer that (expa)∗
induces an isomorphism of spin structures:
Spin(m)× U = PSpin(U, gRm)
(expa)∗
//

PSpin(V, g) ⊂ PSpin(M)

U ⊂ TaM
expa
// V ⊂ M
Hence, we can obtain an isomorphism between the spinor bundles S(U) and S(V ) by
S(U) := PSpin(U, gRm)×ρ Sm → S(V ) := PSpin(V, g)×ρ Sm ⊂ S(M)
ψ = [s, ϕ] 7→ ψ¯ :=
[
(expa)∗(s), ϕ
]
where (ρ, Sm) is the complex spinor representation, and [s, ϕ] and
[
(expa)∗(s), ϕ
]
denote the
equivalence classes of (s, ϕ) ∈ PSpin(U, gRm) × Sm and
(
(expa)∗(s), ϕ
)
∈ PSpin(V, g) × Sm
under the action of Spin(m), respectively.
For more background material on the Bourguignon-Gauduchon trivialization we refer the
reader to [7, 14]
2.3 H
1
2 -spinors on Sm
Let us consider the caseM = Sm with the standard metric gSm . Let Spec(D) denote the spec-
trum of the Dirac operatorD. It is well-known thatD is essentially self-adjoint inL2(Sm, S(Sm))
and has compact resolvents (see [20, 23, 31]). Particularly, we have
Spec(D) =
{
±
(m
2
+ j
)
: j = 0, 1, 2, . . .
}
11
and, for each j, the eigenvalues ±(m
2
+ j) have the multiplicity
2[
m
2
]
(
n+ j − 1
j
)
(see [40]). For notation convenience, we can write Spec(D) = {λk}k∈Z\{0} with
λk =
k
|k|
(m
2
+ |k| − 1
)
.
The eigenspaces of D form a complete orthonormal decomposition of L2(Sm, S(Sm)), that is,
L2(Sm, S(Sm)) =
⊕
λ∈Spec(D)
ker(D − λI).
Now let us denote by {ηk}k∈Z\{0} the complete orthonormal basis of L2(Sm, S(Sm)) con-
sisting of the smooth eigenspinors of the Dirac operator D, i.e., Dηk = λkηk. We then define
the operator |D|
1
2 : L2(Sm, S(Sm))→ L2(Sm, S(Sm)) by
|D|
1
2ψ =
∑
k∈Z\{0}
|λk|
1
2akηk,
where ψ =
∑
k∈Z\{0} akηk ∈ L
2(Sm, S(Sm)). Let us set
H
1
2 (Sm, S(Sm)) :=
{
ψ =
∑
k∈Z
akηk ∈ L
2(Sm, S(Sm)) :
∑
k∈Z\{0}
|λk||ak|
2 <∞
}
.
We have H
1
2 (Sm, S(Sm)) coincides with the Sobolev space W
1
2
,2(Sm, S(Sm)) (see [1, 4]). We
could now endowH
1
2 (Sm, S(Sm)) with the inner product
〈ψ, ϕ〉 = Re
(
|D|
1
2ψ, |D|
1
2ϕ
)
2
and the induced norm ‖ · ‖ = 〈·, ·〉
1
2 , where (ψ, ϕ)2 =
∫
Sm
(ψ, ϕ)dvolgSm is the L
2-inner product
on spinors. In particular, E := H
1
2 (Sm, S(Sm)) induces a splitting E = E+ ⊕E− with
E+ := span{ηk}k>0 and E
− := span{ηk}k<0, (2.1)
where the closure is taken in the ‖·‖-topology. It is then clear that these are orthogonal subspaces
of E on which the action ∫
Sm
(Dψ, ψ)dvolgSm
is positive or negative. In the sequel, with respect to this decomposition, we will write ψ =
ψ+ + ψ− for any ψ ∈ E. The dual space of E will be denoted by E∗ := H−
1
2 (Sm, S(Sm)).
It is easy to check that the functional L in (1.6) is C2 on E and can be simply rewritten as
L(ψ) =
1
2
(
‖ψ+‖2 − ‖ψ−‖2
)
−
1
2∗
∫
Sm
Q(ξ)|ψ|2
∗
dvolgSm . (2.2)
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3 Perturbation from subcritical
For p ∈ (2, 2∗], let us consider
Dψ = Q(ξ)|ψ|p−2ψ on Sm. (3.1)
The corresponding energy functional will be
Lp(ψ) =
1
2
∫
Sm
(Dψ, ψ)dvolgSm −
1
p
∫
Sm
Q(ξ)|ψ|pdvolgSm
=
1
2
(
‖ψ+‖2 − ‖ψ−‖2
)
−
1
p
∫
Sm
Q(ξ)|ψ|pdvolgSm .
For p = 2∗ we will simply use the notation L instead of L2∗ . For p < 2∗, the problem is
subcritical and, due to the compact embedding of E →֒ Lp(Sm, S(Sm)), it is not difficult to
see that there always exist nontrivial weak solutions of (3.1). So, it remains to find conditions
under which solutions of the subcritical problem will converge to a nontrivial solution of the
critical problem. In what follows, we will first study the behavior of the energy functional Lp,
p ∈ (2, 2∗].
For notation convenience, in the sequel, by Lp we denote the Banach space Lp(Sm, S(Sm))
for p ≥ 1 and by | · |p we denote the usual L
p-norm. And without loss of generality, we assume∫
Sm
Q(ξ)dvolgSm = 1.
3.1 A reduction argument
Given u ∈ E+ \ {0}, we set
W (u) = span{u} ⊕E− =
{
ψ ∈ E : ψ = tu+ v, v ∈ E−, t ∈ R
}
.
Lemma 3.1. For u ∈ E+ \ {0}, Lp is anti-coercive onW (u), that is,
Lp(ψ)→ −∞ as ‖ψ‖ → ∞, ψ ∈ W (u).
Proof. To begin with, for ψ ∈ W (u), let us write ψ = tu + v with v ∈ E−. We may then fix a
constant Cp > 0 such that
|ψ|p ≥ Cp
(
|tu|p + |v|p
)
for all ψ ∈ W (u).
Therefore, we can infer
Lp(ψ) ≤
1
2
(
‖ψ+‖2 − ‖ψ−‖2
)
−
minQ
p
|ψ|pp
≤
t2
2
(
‖u‖2 −
2minQ
p
· C · tp−2|u|pp
)
−
1
2
‖v‖2.
And thus the conclusion follows.
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For a fixed u ∈ E+ \ {0}, we define φu : E
− → R by
φu(v) := Lp(u+ v) =
1
2
∫
Sm
(D(u+ v), u+ v)dvolgSm −
1
p
∫
Sm
Q(x)|u+ v|pdvolgSm .
From the convexity of the map ψ 7→
∫
Sm
Q(x)|ψ|pdvolgSm , it can be straightforwardly verified
that
φ′′u(v)[w,w] ≤
∫
Sm
(Dw,w)dvolgSm −
∫
Sm
Q(x)|u+ v|p−2 · |w|2dvolgSm ≤ −‖w‖
2 (3.2)
for all v, w ∈ E−. This suggests that φu is concave. Moreover, we have
Proposition 3.2. There exists a C1 map hp : E
+ → E− such that
‖hp(u)‖
2 ≤
2
p
∫
Sm
Q(x)|u|pdvolgSm
and
L′p(u+ hp(u))[v] = 0 ∀v ∈ E
−. (3.3)
Furthermore, if denoted by Ip(u) = Lp(u + hp(u)), the function t 7→ Ip(tu) is C
2 and, for
u ∈ E+ \ {0} and t > 0,
I ′p(tu)[u] = 0 ⇒ I
′′
p (tu)[u, u] < 0. (3.4)
Proof. We sketch the proof as follows. First of all, by Lemma 3.1, we have lim‖v‖→∞ φu(v) =
−∞which implies φu is anti-coercive. Then it follows from (3.2) and the weak sequential upper
semi-continuity of φu that there exists a unique strict maximum point hp(u) for φu, which is also
the only critical point of φu on E
−
λ .
Notice that
0 ≤ Lp(u+ hp(u))−Lp(u)
=
1
2
(
‖u‖2 − ‖hp(u)‖
2
)
−
1
p
∫
Sm
Q(ξ)|u+ hp(u)|
pdvolgSm −
1
2
‖u‖2
+
1
p
∫
Sm
Q(ξ)|u|pdvolgSm ,
we therefore have
‖hp(u)‖
2 ≤
2
p
∫
Sm
Q(x)|u|pdvolgSm .
We define β : E+ ×E− → E− by
β(u, v) = φ′u(v) = L
′
p(u+ v)
∣∣
E−
,
where we have identified E− with its dual space. Observe that, for every u ∈ E+, we have
φ′u(hp(u))[w] = L
′
p(u+ hp(u))[w] = 0, ∀w ∈ E
−.
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This implies β(u, hp(u)) = 0 for all u ∈ E
+. Notice that ∂vβ(u, hp(u)) = φ
′′
u(hp(u)) is a bilin-
ear form on E− which is bounded and anti-coercive. Hence ∂vβ(u, hp(u)) is an isomorphism.
And therefore, by the implicit function theorem, we can infer that the uniquely determined map
hp : E
+ → E− is of C1 smooth with its derivative given by
h′p(u) = −∂vβ(u, hp(u))
−1 ◦ ∂uβ(u, hp(u)), (3.5)
this completes the proof of the first statement.
To prove (3.4), it sufficient to show that
If u ∈ E+ \ {0} satisfies I ′p(u)[u] = 0, then I
′′
p (u)[u, u] < 0. (3.6)
Now, for simplicity, let us denote Gp : E → R by Gp(ψ) =
1
p
∫
Sm
Q(ξ)|ψ|pdvolgSm . Then it
follows directly that, for any z ∈ E \ {0} and w ∈ E,(
G ′′p (z)[z, z] − G
′
p(z)[z]
)
+ 2
(
G ′′p (z)[z, w]− G
′
p(z)[w]
)
+ G ′′p (z)[w,w]
≥
∫
Sm
Q(ξ)|z|p−2|w|2dvolgSm + (p− 2)
∫
Sm
Q(ξ)|z|p−2
(
|z|+
Re(z, w)
|z|
)2
dvolgSm
≥
p− 2
p− 1
∫
Sm
Q(ξ)|z|pdvolgSm . (3.7)
Recall that hp : E
+ → E− is C1 then, on account of (3.3), we can take the derivative with
respect to u to deduce that
L′′p(u+ hp(u))[u+ h
′
p(u)u, v] = 0 ∀v ∈ E
−. (3.8)
Here and subsequently, to shorten notation, let us denote by z = u+ hp(u) and w = h
′
p(u)u−
hp(u). Remark that, by (3.3), we have I
′
p(u)[u] = L
′
p(u+ hp(u))[u], hence
I ′′p (u)[u, u] = L
′′
p(z)[z + w, u].
And this together with (3.8) implies I ′′p (u)[u, u] = L
′′
p(z)[z + w, z + w], where we have substi-
tuted v = h′p(u)u into (3.8). Therefore, by (3.7), we have
I ′′p (u)[u, u] = L
′′
p(z)[z, z] + 2L
′′
p(z)[z, w] + L
′′
p(z)[w,w]
= I ′p(u)[u] +
(
G ′p(z)[z] − G
′′
p (z)[z, z]
)
+ 2
(
G ′p(z)[w]− G
′′
p (z)[z, w]
)
−G ′′p (z)[w,w] +
∫
Sm
(Dw,w)dvolgSm
≤ I ′p(u)[u]−
p− 2
p− 1
∫
Sm
Q(ξ)|z|pdvolgSm − ‖w‖
2, (3.9)
which proves (3.6).
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In the sequel, we shall call (hp, Ip) the reduction couple for Lp on E
+. It is all clear that
critical points of Ip and Lp are in one-to-one correspondence via the injective map u 7→ u +
hp(u) from E
+ to E. Let us set
Np =
{
u ∈ E+ \ {0} : I ′p(u)[u] = 0
}
. (3.10)
By Proposition 3.2, we have Np is a smooth manifold of codimension 1 in E
+ and is a natural
constraint for the problem of finding non-trivial critical points of Ip. Furthermore, the function
t 7→ Ip(tu) attains its unique critical point at t = t(u) > 0 (such that t(u)u ∈ Np) which
realizes its maximum. And at this point, we have
max
t>0
Ip(tu) = max
ψ∈W (u)
Lp(ψ).
3.2 Continuity with respect to the perturbation
Now we will work with a convergent sequence {pn} in (2, 2
∗] and we allow the case pn ≡ p.
The main result here is the following:
Proposition 3.3. Let pn → p in (2, 2
∗] as n → ∞ and c1, c2 > 0. For any θ > 0, there exists
α > 0 such that for all large n and ψ ∈ E satisfying
c1 ≤ Lpn(ψ) ≤ c2 and ‖L
′
pn(ψ)‖E∗ ≤ α
we have
max
t>0
Ipn(tψ
+) ≤ Lpn(ψ) + θ.
This result provides a kind of continuity of energy levels with respect to the exponents pn.
This is due to the fact, by Proposition 3.2, we always have Lpn(ψ) ≤ maxt>0 Ipn(tψ
+).
The proof of Proposition 3.3 is divided into several steps. First of all, let pn → p in (2, 2
∗]
and suppose that there exists {ψn} ⊂ E be a sequence such that
c1 ≤ Lpn(ψn) ≤ c2 and L
′
pn(ψn)→ 0 (3.11)
for some constants c1, c2 > 0
Lemma 3.4. Under (3.11), {ψn} is bounded in E.
Proof. Since L′pn(ψn)→ 0, we have
c2 + o(‖ψn‖) ≥ Lpn(ψn)−
1
2
L′pn(ψn)[ψn] =
(1
2
−
1
pn
)∫
Sm
Q(ξ)|ψn|
pndvolgn . (3.12)
We also have
o(‖ψn‖) = L
′
pn(ψn)[ψ
+
n − ψ
−
n ] = ‖ψn‖
2 − Re
∫
Sm
Q(ξ)|ψn|
pn−2(ψn, ψ+n − ψ
−
n )dvolgn .
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From this and the Ho¨lder and Sobolev inequalities, we obtain
‖ψn‖
2 ≤
∫
Sm
Q(ξ)|ψn|
pn−1|ψ+n − ψ
−
n |dvolgn + o(‖ψn‖)
≤
(∫
Sm
Q(ξ)|ψn|
pndvolgSm
)pn−1
pn
(∫
Sm
Q(ξ)|ψ+n − ψ
−
n |
pndvolgSm
) 1
pn
+ o(‖ψn‖)
≤ C|Q|
1
2∗∞ ·
(
1 + o(‖ψn‖)
)pn−1
pn · |ψ+n − ψ
−
n |2∗ + o(‖ψn‖)
≤ C ′
(
1 + o(‖ψn‖)
)pn−1
pn · ‖ψn‖+ o(‖ψn‖). (3.13)
Since pn → p > 2, it follows from (3.13) that {ψn} is bounded in E. For further reference, we
mention that (3.12) and (3.13) show that ψn → 0 if and only if Lpn(ψn) → 0, and hence ‖ψn‖
should be bounded away from zero under the assumption (3.11).
Lemma 3.5. Let {ψn} ⊂ E be a sequence such that L
′
pn(ψn)|E− = on(1), i.e.,
sup
v∈E−, ‖v‖=1
L′pn(ψn)[v] = on(1). (3.14)
Then
‖ψ−n − hpn(ψ
+
n )‖ ≤ O
(∥∥L′pn(ψn)|E−∥∥).
In particular, if {ψn} is such that L
′
pn(ψn) = on(1), then I
′
pn(ψ
+
n ) = on(1).
Proof. For simplicity of notation, let us denote zn = ψ
+
n + hpn(ψ
+
n ) and vn = ψ
−
n − hp(ψ
+
n ).
Then we have vn ∈ E
− and, by definition of hpn ,
0 = L′pn(zn)[vn] = Re
∫
Sm
(Dzn, vn)dvolgSm − Re
∫
Sm
Q(ξ)|zn|
pn−2(zn, vn)dvolgSm .
By (3.14), it follows that
o(‖vn‖) = L
′
pn(ψn)[vn] = Re
∫
Sm
(Dψn, vn)dvolgSm − Re
∫
Sm
Q(ξ)|ψn|
pn−2(ψn, vn)dvolgSm .
And hence we have
o(‖vn‖) = −
∫
Sm
(Dvn, vn)dvolgSm + Re
∫
Sm
Q(ξ)|ψn|
pn−2(ψn, vn)dvolgSm
− Re
∫
Sm
Q(ξ)|zn|
pn−2(zn, vn)dvolgSm
(3.15)
Remark that the functional ψ 7→ |ψ|pp is convex for any p ∈ [2, 2
∗], we have
Re
∫
Sm
Q(ξ)|ψn|
pn−2(ψn, vn)dvolgSm − Re
∫
Sm
Q(ξ)|zn|
pn−2(zn, vn)dvolgSm ≥ 0.
Thus, from (3.15) and vn ∈ E
−, we can infer that
o(‖vn‖) ≥ −
∫
Sm
(Dvn, vn)dvolgSm = ‖vn‖
2. (3.16)
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And therefore we conclude ‖vn‖ ≤ O
(∥∥L′pn(ψn)|E−∥∥).
If {ψn} is such thatL
′
pn(ψn) = on(1), then estimate (3.16) implies that {zn} is also satisfying
L′pn(zn) = on(1). Thus, we have I
′
pn(ψ
+
n ) = on(1).
Now, let us introduce the functional Hp : E
+ → R by
Hp(u) = I
′
p(u)[u], u ∈ E
+.
It is clear that Hp is C
1 and its derivative is given by the formula
H ′p(u)[w] = I
′
p(u)[w] + I
′′
p (u)[u, w]
for all u, w ∈ E+. We also have Np = H−1p (0) \ {0}.
Lemma 3.6. For any u ∈ E+ and p ∈ (2, 2∗], we have
H ′p(u)[u] ≤ 2Hp(u)−
p− 2
p− 1
∫
Sm
Q(ξ)|u+ hp(u)|
pdvolgSm .
Proof. This estimate follows immediately from (3.7) and a similar estimate as (3.9).
We next have:
Lemma 3.7. Let pn → p in (2, 2
∗] as n → ∞, if {un} ⊂ E+ is bounded, lim inf
n→∞
Ipn(un) > 0
and I ′pn(un)→ 0 as n→∞, then there exists a sequence {tn} ⊂ R such that tnun ∈ Npn and
|tn − 1| ≤ O
(∥∥I ′pn(un)∥∥).
Proof. Since lim inf
n→∞
Ipn(un) > 0, we have
lim inf
n→∞
∫
Sm
Q(ξ)|un + hpn(un)|
pndvolgSm ≥ c0
for some constant c0 > 0. Now, for n ∈ N, let us set gn : (0,+∞)→ R by
gn(t) = Hpn(tun).
We then have tg′n(t) = H
′
pn(tun)[tun] for all t > 0 and n ∈ N. Hence, by Lemma 3.6, Taylor’s
formula and the uniform boundedness of g′n(t) on bounded intervals, we get
tg′n(t) ≤ 2gn(1)−
pn − 2
pn − 1
∫
Sm
Q(ξ)|un + hpn(un)|
pndvolgSm + C|t− 1|
for t close to 1 with C > 0 independent of n. Notice that gn(1) = I
′
pn(un)[un] → 0, thus there
exits a small constant δ > 0 such that
g′(t) < −δ for all t ∈ (1− δ, 1 + δ) and n large enough.
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Moreover, we have gn(1− δ) > 0 and gn(1 + δ) < 0. Then, by Inverse Function Theorem,
u˜n := g
−1
n (0)un ∈ Npn ∩ span{un}
is well-defined for all n large enough. Furthermore, since g′n(t)
−1 is also bounded by a constant,
say cδ on (1− δ, 1 + δ) thanks to the boundedness of {un}. As a consequence, we get
‖un − u˜n‖ = |g
−1
n (0)− 1| · ‖un‖ = |g
−1
n (0)− g
−1
n (Hpn(un))| · ‖un‖ ≤ cδ|Hpn(un)| · ‖un‖.
Now the conclusion follows from Hpn(un) ≤ O(‖I
′
pn(un)‖).
Corollary 3.8. Let {ψn} satisfies (3.11), then there exists {u˜n} ⊂ Npn such that ‖ψn − u˜n −
hpn(u˜n)‖ ≤ O(‖L
′
pn(ψn)‖). In particular
max
t>0
Ipn(tψ
+
n ) = Ipn(u˜n) ≤ Lpn(ψn) +O
(
‖L′pn(ψn)‖
2
E∗
)
.
Proof. According to Lemma 3.5, by setting zn = ψ
+
n + hpn(ψ
+
n ), we have
‖ψn − zn‖ ≤ O(‖L
′
pn(ψn)‖E∗)
and {ψ+n } ⊂ E
+ is a sequence satisfying the assumptions of Lemma 3.7. Hence, there exits
tn > 0 such that u˜n := tnψ
+
n ∈ Npn and
‖ψn − u˜n − hpn(u˜n)‖ ≤ ‖ψn − zn‖+ |tn − 1| · ‖ψ
+
n ‖+ ‖hpn(u˜n)− hpn(ψ
+
n )‖
≤ O(‖L′pn(ψn)‖E∗) +O(‖I
′
pn(ψ
+
n )‖)
(3.17)
where we have used an easily checked inequality
‖hpn(u˜n)− hpn(ψ
+
n )‖ ≤ ‖h
′
pn(τun)‖ · ‖u˜n − ψ
+
n ‖ = O(‖u˜n − ψ
+
n ‖),
since {ψn} is bounded. Remark that ‖I
′
pn(ψ
+
n )‖ = ‖L
′
pn(zn)‖E∗ and, by using the uniform
boundedness of the second derivative of Lpn , we have
‖I ′pn(ψ
+
n )‖ = ‖L
′
pn(zn)‖ ≤ ‖L
′
pn(ψn)‖+O(‖ψn − zn‖) = O(‖L
′
pn(ψn)‖E∗)
This together with (3.17) implies
‖ψn − u˜n − hpn(u˜n)‖ ≤ O(‖L
′
pn(ψn)‖E∗).
Now, by Taylor’s formula and the boundedness of the second derivative of Lpn , we can
obtain
Lpn(ψn) = Lpn(u˜n + hpn(u˜n)) + L
′
pn(u˜n + hpn(u˜n))[ψn − u˜n − hpn(u˜n)] +O(‖L
′
pn(ψn)‖
2
E∗)
= Ipn(u˜n) + I
′
pn(u˜n)[ψ
+
n − u˜n] +O(‖L
′
pn(ψn)‖
2
E∗).
Notice that u˜n = tnψ
+
n ∈ Npn , we have I
′
pn(u˜n)[ψ
+
n − u˜n] ≡ 0 and this implies the last estimate
of the corollary.
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We are now in a position to complete the proof of Proposition 3.3.
Proof of Proposition 3.3. We proceed by contradiction. Assume to the contrary that there exist
θ0 > 0, αn → 0 and {ψn} ⊂ E such that
c1 ≤ Lpn(ψn) ≤ c2 and ‖L
′
pn(ψn)‖E∗ ≤ αn
and
max
t>0
Ipn(tψ
+
n ) > Lpn(ψn) + θ0. (3.18)
Then it is clear that {ψn} satisfies (3.11). Therefore, by Corollary 3.8, we should have that
max
t>0
Ipn(tψ
+
n ) = Ipn(u˜n) ≤ Lpn(ψn) +O
(
‖L′pn(ψn)‖
2
E∗
)
.
This contradicts (3.18).
3.3 A Rayleigh type quotient
For any p ∈ (2, 2∗] we define the functional
Rp : E \ {0} → R, ψ 7→
∫
Sm
(Dψ, ψ)dvolgSm( ∫
Sm
Q(ξ)|ψ|pdvolgSm
) 2
p
.
Here we remark thatRp is a differentiable functional and its derivation is given by
R′p(ψ)[ϕ] =
2
A(ψ)
2
p
[
Re
∫
Sm
(Dψ,ϕ)dvolgSm −
Rp(ψ)
p
A(ψ)
2−p
p ·A′(ψ)[ϕ]
]
(3.19)
where (for simplicity) we have used the notation
A(ψ) :=
∫
Sm
Q(ξ)|ψ|pdvolgSm
and
A′(ψ)[ϕ] = pRe
∫
Sm
Q(ξ)|ψ|p−2(ψ, ϕ)dvolgSm .
Let u ∈ E+ \ {0}, we define
πu : E
− → R, v 7→ Rp(u+ v) =
‖u‖2 − ‖v‖2
A(u+ v)
2
p
.
Then we have supv∈E− πu(v) > 0 and this supremum is attained by some vu ∈ E
−.
Let w ∈ E− with πu(w) > 0 and π′u(w) = 0. An elementary calculation shows that, for
v ∈ E−,
π′′u(w)[v, v] =
2
A(u+ w)
2
p
[ ∫
Sm
(Dv, v)dvolgSm −
πu(w)
p
A(u+ w)
2−p
p A′′(u+ w)[v, v]
20
−
2 − p
p2
πu(w)A(u+ w)
2−2p
p
(
A′(u+ w)[v]
)2]
. (3.20)
Notice that
A′(u+ w)[v] = pRe
∫
Sm
Q(ξ)|u+ w|p−2(u+ w, v)dvolgSm
and
A′′(u+ w)[v, v] = pRe
∫
Sm
Q(ξ)|u+ w|p−2|v|2dvolgSm
+ p (p− 2)
∫
Sm
Q(ξ)|u+ w|p−4
(
Re(u+ w, v)
)2
dvolgSm .
Hence, by Ho¨lder inequality, we get
p− 2
p2
(
A′(u+ w)[v]
)2
= (p− 2)
(
Re
∫
Sm
Q(ξ)|u+ w|p−2(u+ w, v)dvolgSm
)2
≤ (p− 2)A(u+ w) ·
∫
Sm
Q(ξ)|u+ w|p−4
(
Re(u+ w, v)
)2
dvolgSm
≤
1
p
A(u+ w)A′′(u+ w)[v, v].
This and (3.20) imply that
π′′u(w)[v, v] ≤ −
2
A(u+ w)
2
p
‖v‖2.
And therefore, the maximum point vu ∈ E
− is uniquely determined.
Now, we may define the map
Jp : E
+ \ {0} → E−, u 7→ vu which is the maximum point of πu
and the functional Fp : E+ \ {0} → R
Fp(u) = Rp(u+ Jp(u)) = max
v∈E−
Rp(u+ v).
Remark that Rp(tψ) ≡ Rp(ψ) for all t > 0, thus we have Jp(tu) = tJp(u). Moreover, since
Fp(u) > 0, we must have ‖Jp(u)‖ < ‖u‖ for all u ∈ E+ \ {0}.
Lemma 3.9. Fp(u) =
(
2p
p−2Ip(u)
)p−2
p for u ∈ Np.
Proof. Let u ∈ Np, then
0 = I ′p(u)[u] =
∫
Sm
(
D(u+ hp(u)), u+ hp(u)
)
dvolgSm −
∫
Sm
Q(ξ)|u+ hp(u)|
pdvolgSm .
Hence Ip(u) = Ip(u)−
1
2
I ′p(u)[u] =
p−2
2p
∫
Sm
Q(ξ)|u+ hp(u)|
pdvolgSm .
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On the other hand, by (3.19), we have
R′p(u+ hp(u))[v] ≡ 0 ∀v ∈ E
−.
This, together with the factRp(u+ hp(u)) > 0, suggests that Jp(u) = hp(u) for u ∈ Np. And
therefore we get
Fp(u) =
(∫
Sm
Q(ξ)|u+ hp(u)|
pdvolgSm
)1− 2
p
=
( 2p
p− 2
Ip(u)
)p−2
p
By Lemma 3.9 and the fact
∀u ∈ E+ \ {0} there uniquely exists t = t(u) > 0 such that t(u)u ∈ Np,
we have critical points of Fp and Ip are in one-to-one correspondence via the map u 7→ t(u)u
from E+ \ {0} to Np.
Next, for any p ∈ (2, 2∗], we define
τp = inf
u∈E+\{0}
Fp(u). (3.21)
By Lemma 3.9, we have τp ∈ (0,+∞). In order to show properties of the map p 7→ τp, we shall
first prove the following:
Lemma 3.10. Let {pn} ⊂ (2, 2
∗) be an increasing sequence that converges to p ≤ 2∗. For each
u ∈ E+ \ {0}, we have Jn(u) := Jpn(u)→ Jp(u) as n→∞.
Proof. We fix u ∈ E+ \ {0} and, by noting that ‖Jn(u)‖ < ‖u‖, we can assume without loss
of generality that Jn(u)⇀ v ∈ E− as n→∞. Moreover, up to a subsequence, we may have
lim
n→∞
(∫
Sm
Q(ξ)|u+ Jn(u)|
pndvolgSm
) 1
pn
= ℓ > 0
Remark that for each ψ ∈ E
q 7→
(∫
Sm
Q(ξ)|ψ|qdvolgSm
) 1
q
is nondecreasing
as we have assumed
∫
Sm
Q(ξ)dvolgSm = 1. Then
Fpn+1(u) = Rpn+1(u+ Jn+1(u)) ≤ Rpn(u+ Jn+1(u))
≤ Rpn(u+ Jn(u)) = Fpn(u).
(3.22)
Hence we have {Fpn(u)} is a non-increasing sequence and Fpn(u)→ τ > 0 as n→∞.
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Choose tn > 0 such that tnu ∈ Npn , as was argued in Lemma 3.9, we shall have tnJn(u) =
Jn(tnu) = hpn(tnu). And hence, we can deduce
Fpn(u) = Rpn(tnu+ tnJn(u)) =
(∫
Sm
Q(ξ)|tnu+ tnJn(u)|
pndvolgSm
)pn−2
pn
.
And therefore we have
lim
n→∞
tn = t0 :=
τ
1
p−2
ℓ
> 0
and tnJn(u)⇀ t0v as n→∞.
Now, let us take arbitrarily w ∈ W (u) = span{u} ⊕E−. Since tnu ∈ Npn , we get∫
Sm
(D(t0u+ t0v), w)dvolgSm − Re
∫
Sm
Q(ξ)|t0u+ t0v|
p−2(t0u+ t0v, w)dvolgSm
= lim
n→∞
[ ∫
Sm
(D(tnu+ tnJn(u)), w)dvolgSm
− Re
∫
Sm
Q(ξ)|tnu+ tnJn(u)|
pn−2(tnu+ tnJn(u), w)dvolgSm
]
= lim
n→∞
Ipn(tnu)[w] = 0
This implies, by using the fact t0 > 0, t0v = hp(t0u) and t0u ∈ Np. And thus v = Jp(u) and
Jn(u)⇀ Jp(u) as n→∞.
To complete the proof, let us now assume to the contrary that Jn(u) 9 Jp(u) (up to any
subsequence). Then we must have lim
n→∞
‖Jn(u)‖ > ‖Jp(u)‖. And hence we get
∫
Sm
Q(ξ)|t0u+ t0Jp(u)|
pdvolgSm =
∫
Sm
(D(t0u+ t0Jp(u)), t0u+ t0Jp(u))dvolgSm
= ‖t0u‖
2 − ‖t0Jp(u)‖
2
> lim
n→∞
(
‖tnu‖
2 − ‖tnJn(u)‖
2
)
= lim
n→∞
∫
Sm
Q(ξ)|tnu+ tnJn(u)|
pndvolgSm
≥
∫
Sm
Q(ξ)|t0u+ t0Jp(u)|
pdvolgSm
where the last inequality follows from Fatou’s lemma. And this estimate is obviously impossi-
ble.
Proposition 3.11. The function (2, 2∗]→ (0,+∞), p 7→ τp is
(1) non-increasing,
(2) continuous from the left.
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Proof. Since (1) is evident as was already shown in (3.22), we only need to prove (2).
Given p ∈ (2, 2∗], we choose u ∈ E+ \ {0} such that Fp(u) ≤ τp + ǫ. Observe that for all
p′ ≤ p
Fp′(u) = Rp′(u+ Jp′(u)) =
( ∫
Sm
Q(ξ)|u+ Jp′(u)|pdvolgSm
) 2
p
( ∫
Sm
Q(ξ)|u+ Jp′(u)|p
′dvolgSm
) 2
p′
Rp(u+ Jp′(u)).
Thanks to Lemma 3.10, the function
p′ 7→
(∫
Sm
Q(ξ)|u+ Jp′(u)|
p′dvolgSm
) 1
p′
is continuous from the left. Hence, if p′ is sufficiently close to p, then
τp′ ≤ Fp′(u) ≤ Rp(u+ Jp′(u)) + ǫ ≤ τp + 2ǫ.
Because p 7→ τp is non-increasing, the statement follows.
Remark 3.12. Recall that the sphere of constant sectional curvature 1 carries a Killing spinor
ψ∗ with length 1 to the constant −1
2
, that is, ψ∗ satisfies |ψ∗| ≡ 1 and
∇Xψ
∗ = −
1
2
X · ψ∗, ∀X ∈ Γ(TM)
where · denotes the Clifford multiplication. Therefore we have Dψ∗ = m
2
ψ∗. And it follows
from [6, Section 4] that
inf
u∈E+\{0}
max
v∈E−
∫
Sm
(D(u+ v), u+ v)dvolgSm( ∫
Sm
|u+ v|2∗dvolgSm
) 2
2∗
=
∫
Sm
(Dψ∗, ψ∗)dvolgSm( ∫
Sm
|ψ∗|2∗dvolgSm
) 2
2∗
= (
m
2
)ω
1
m
m .
Then, we can derive that τ2∗ ≥
(
1
Qmax
)m−1
m
(
m
2
)
ω
1
m
m . Thanks to our energy estimate later in
Section 5 (see Lemma 5.1), we know that τ2∗ ≤
(
1
Qmax
)m−1
m
(
m
2
)
ω
1
m
m . Hence we have
τ2∗ =
( 1
Qmax
)m−1
m (m
2
)
ω
1
m
m . (3.23)
Moreover, since Q satisfies hypothesis (Q), it follows that τ2∗ is never achieved. Indeed, if τ2∗
is attained by some spinor ψ ∈ E, then ψ satisfies
Dψ = Q(ξ)|ψ|2
∗−2ψ and
∫
Sm
Q(ξ)|ψ|2
∗
dvolgSm = (τ2∗)
m.
And hence
τ2∗ ≤ max
v∈E−
∫
Sm
(D(ψ+ + v), ψ+ + v)dvolgSm( ∫
Sm
Qmax|ψ+ + v|2
∗dvolgSm
) 2
2∗
≤ F2∗(ψ
+) = τ2∗ .
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In particular, there exists vψ ∈ E
− realizing the maximum in the above inequality. Analogous
to (3.19), we have ψ+ + vψ satisfies
D(ψ+ + vψ) = λQmax|ψ
+ + vψ|
2∗−2(ψ+ + vψ) on Sm
for some constant λ > 0. On the other hand, by the weak unique continuation property [13,
Theorem 2.1], we have ψ+ + vψ can not vanish on any non-empty open set. And hence, due to
the fact Q 6= constant,
τ2∗ =
∫
Sm
(D(ψ+ + vψ), ψ
+ + vψ)dvolgSm( ∫
Sm
Qmax|ψ+ + vψ|2
∗dvolgSm
) 2
2∗
< F2∗(ψ
+) = τ2∗
which is impossible.
4 Blow-up analysis
In this section we choose {pn} to be an strictly increasing sequence such that lim
n→∞
pn = 2
∗. In
what follows, we shall investigate the possible convergent properties of solutions to the equation
Dψ = Q(ξ)|ψ|pn−2ψ on Sm (4.1)
with some specific energy constraints. Our arguments will be divided into three parts. In Sub-
section 4.1 we establish a kind of alternative behavior for solutions of (4.1), which shows either
compactness or blow-up phenomenon. Motivated by the local analysis arguments of Isobe [28],
in the Subsection 4.2, we prove the specific blow-up phenomenon which appears if we exclude
the compactness. And in Subsection 4.3 we deal with the stereographic projected view of the
blow-up behavior.
4.1 An alternative property
As before, we will denote Lpn the energy functional associated to Equation (4.1) and (hpn , Ipn)
the reduction couple for Lpn . Our alternative result comes as follows:
Proposition 4.1. Suppose {ψn} ⊂ E is a sequence such that
1
2m
(τ2∗)
m ≤ Lpn(ψn) ≤
1
m
(τ2∗)
m − θ and L′pn(ψn)→ 0 (4.2)
for some constant θ > 0. Then, up to a subsequence, either ψn ⇀ 0 or ψn → ψ0 6= 0 in E.
Proof. Notice that {ψn} is bounded in E (by Lemma 3.4), and we may then assume that ψn ⇀
ψ0 in E as n→∞ with some ψ0 satisfying the equation
Dψ0 = Q(ξ)|ψ0|
2∗−2ψ0 on Sm. (4.3)
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Set ψ¯n = ψn − ψ0. Then we have ψ¯n satisfy
Dψ¯n = Q(ξ)|ψn|
pn−2ψn −Q(ξ)|ψ¯n|pn−2ψ¯n −Q(ξ)|ψ0|pn−2ψ0
+Q(ξ)|ψ0|
pn−2ψ0 −Q(ξ)|ψ0|2
∗−2ψ0
+Q(ξ)|ψ¯n|
pn−2ψ¯n + on(1)
where on(1)→ 0 as n→∞ in E
∗.
To proceed, we set
Φn = Q(ξ)|ψn|
pn−2ψn −Q(ξ)|ψ¯n|pn−2ψ¯n −Q(ξ)|ψ0|pn−2ψ0
It is easy to see that there exists C > 0 (independent of n) such that
|Φn| ≤ C|ψ¯n|
pn−2|ψ0|+ C|ψ0|
pn−2|ψ¯n|. (4.4)
Thanks to Egorov theorem, for any ǫ > 0, there exists Ωǫ ⊂ S
m such that meas{Sm \ Ωǫ} < ǫ
and ψ¯n → 0 uniformly on Ωǫ as n→∞. Therefore, by (4.4) and the Ho¨lder inequality, we have
Re
∫
Sm
(Φn, ϕ)dvolgSm = Re
∫
Sm\Ωǫ
(Φn, ϕ)dvolgSm + Re
∫
Ωǫ
(Φn, ϕ)dvolgSm
≤ C
(∫
Sm\Ωǫ
|ψ¯n|
2∗dvolgSm
)pn−2
2∗
(∫
Sm\Ωǫ
|ψ0|
2∗dvolgSm
) 1
2∗
‖ϕ‖
+C
(∫
Sm\Ωǫ
|ψ0|
2∗dvolgSm
)pn−2
2∗
(∫
Sm\Ωǫ
|ψ¯n|
2∗dvolgSm
) 1
2∗
‖ϕ‖
+
∫
Ωǫ
|Φn| · |ϕ|dvolgSm . (4.5)
for arbitrary ϕ ∈ E with ‖ϕ‖ ≤ 1. It is evident that the last integral in (4.5) converges to
0 as n → ∞ and the remaining integrals tends to 0 uniformly in n as ǫ → 0. Thus, we get
Φn = on(1) in E
∗. Noting that q 7→ Q(·)|ψ0|q−2ψ0 is continuous in E∗, hence we have
Dψ¯n = Q(ξ)|ψ¯n|
pn−2ψ¯n + on(1) in E∗. (4.6)
Now assume ψ0 6= 0. If there exists a subsequence such that Lpn(ψ¯n) → 0, then it follows
from the proof of Lemma 3.4 that we must have ψ¯n → 0. So we now assume that, up to any
subsequence, Lpn(ψ¯n) 6→ 0.
Since ψ0 is a non-trivial solution to (4.3), by Lemma 3.9 and the definition of τ2∗ (c.f. (3.21)),
we have
τ2∗
(∫
Sm
Q(ξ)|ψ0|
2∗dvolgSm
) 2
2∗
≤
∫
Sm
(Dψ0, ψ0)dvolgSm =
∫
Sm
Q(ξ)|ψ0|
2∗dvolgSm
and thus ∫
Sm
(Dψ0, ψ0)dvolgSm ≥ (τ2∗)
2
∗
2∗−2 (4.7)
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On the other hand, by (4.6) and Lpn(ψ¯n) 6→ 0, we have
c1 ≤ Lpn(ψ¯n) ≤ c2 and L
′
pn(ψ¯n)→ 0
for some c1, c2 > 0. Therefore, by Corollary 3.8, Lemma 3.9 and the uniform boundedness of
the second derivatives of Lpn near ψ¯n, we can conclude
τpn ≤ Fpn(ψ¯
+
n ) = max
t>0
( 2pn
pn − 2
Ipn(tψ¯
+
n )
)pn−2
pn
≤
( 2pn
pn − 2
Lpn(ψ¯n) + on(1)
)pn−2
pn
.
This, together with Proposition 3.11, implies∫
Sm
(Dψ¯n, ψ¯n)dvolgSm ≥
(
τpn
) pn
pn−2 + on(1) = (τ2∗)
2
∗
2∗−2 + on(1). (4.8)
And we thus have
Lpn(ψn) =
pn − 2
2pn
∫
Sm
(Dψn, ψn)dvolgSm + on(1)
=
pn − 2
2pn
∫
Sm
(Dψ¯n, ψ¯n)dvolgSm +
pn − 2
2pn
∫
Sm
(Dψ0, ψ0)dvolgSm + on(1)
≥
1
m
(τ2∗)
m + on(1)
where the last inequality follows from (4.7) and (4.8). This contradicts (4.2).
4.2 Blow-up phenomenon
Let {ψn} ⊂ E fulfill the assumption of Proposition 4.1, that is (4.2). If {ψn} has a subsequence
which is compact in E, then the same subsequence converges and the limit spinor ψ0 is a non-
trivial solution to (4.3). Thus we are interested in the case where any subsequence of {ψn} does
not converge. From now on, by Proposition 4.1, we may assume ψn ⇀ 0 in E as n→∞.
To begin with, we shall first introduce an useful concept of blow-up set of {ψn}:
Γ :=
{
a ∈M : lim
r→0
lim
n→∞
∫
Br(a)
|ψn|
pndvolgSm ≥ δ0
}
where Br(a) ⊂ S
m is the distance ball of radius r with respect to the metric gSm and δ0 > 0 is
a positive constant. The value of δ0 can be determined in the sense of the following lemma:
Lemma 4.2. Let {ψn} be as above. Then there exists δ0 > 0 such that Γ 6= ∅.
Proof. Assume to the contrary that Γ = ∅ for any choice of δ0 (up to any subsequence of {ψn}).
Then we may fix δ0 arbitrary small. And we have, for any a ∈M , there exists r0 > 0 such that∫
B2r0 (a)
|ψn|
pndvolgSm < δ0. (4.9)
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for all n large.
Let us take η ∈ C∞(Sm) such that η ≡ 1 on Br0(a) and η ≡ 0 on S
m \ B2r0(a). Since
L′pn(ψn) = on(1) in E
∗, we can obtain
D(ηψn) = ηDψn +∇η · ψn
= η(ξ)Q(ξ)|ψn|
pn−2ψn +∇η · ψn + on(1)
where · denotes the Clifford multiplication and on(1)→ 0 in E
∗ as n→∞.
Noting that there exists C > 0 such that
‖ψ‖ ≤ C‖Dψ‖E∗ + C|ψ|2 ∀ψ ∈ E.
Thus, we have
‖ηψn‖ ≤ C‖D(ηψn)‖E∗ + C|ηψn|2
≤ C
∥∥η(ξ)Q(ξ)|ψn|pn−2ψn +∇η · ψn∥∥E∗ + C|ηψn|2 + on(1)
≤ C
∥∥η(ξ)Q(ξ)|ψn|pn−2ψn∥∥E∗ + C∥∥∇η · ψn∥∥E∗ + C|ηψn|2 + on(1). (4.10)
Remark that, by the Sobolev embedding L2 →֒ E∗, we have
∥∥∇η · ψn∥∥E∗ ≤ C ′|∇η · ψn|2
for some constant C ′ > 0. Moreover, by the Sobolev embedding E →֒ Lpn and the Ho¨lder
inequality, there holds
Re
∫
Sm
η(ξ)Q(ξ)|ψn|
pn−2(ψn, ϕ)dvolgSm ≤ |Q|∞|ϕ|pn|ηψn|pn
(∫
B2r0 (a)
|ψn|
pndvolgSm
) pn−2
pn
≤ C ′′|Q|∞δ
pn−2
pn
0 ‖ηψn‖ · ‖ϕ‖ (4.11)
for all ϕ ∈ E, where C ′′ > 0 depends only on Sm and, in the last inequality, we have used (4.9).
Recall that we have {pn} is a strictly increasing sequence such that pn → 2
∗ as n → ∞.
Therefore, we may choose δ0 so small that CC
′′|Q|∞δ
pn−2
pn
0 <
1
2
. Then by (4.10) and (4.11), we
get
‖ηψn‖ ≤ CC
′|∇η · ψn|2 + C|ηψn|2 + on(1).
Let us mention that we have assumed ψn ⇀ 0. Hence, by the compact embedding E →֒ L
2, we
are arrived at ‖ηψn‖ = on(1) as n→∞.
Since a ∈ Sm is arbitrary and Sm is compact, we can conclude ψn → 0 in E which contra-
dicts (4.2).
Another useful concept in this context is the concept of the concentration function introduced
in [15, 34, 35]. For r ≥ 0, let us define
Θn(r) = sup
a∈Sm
∫
Br(a)
|ψn|
pndvolgSm .
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Choose δ¯ > 0 small, say δ¯ < δ0 where δ0 is as in Lemma 4.2. Then there exist a decreasing
sequence {Rn} ⊂ R, Rn → 0 as n→∞ and {an} ⊂ S
m such that
Θn(Rn) =
∫
BRn (an)
|ψn|
pndvolgSm = δ¯. (4.12)
Up to a subsequence if necessary, we assume that an → a ∈ S
m as n→∞.
Now, let us define the rescaled geodesic normal coordinates near each an via the formula
µn(x) = expan(Rnx).
Denoting B0R =
{
x ∈ Rm : |x| < R
}
, where | · | is the Euclidean norm in Rm, we have a
conformal equivalence (B0R, R
−2
n µ
∗
ngSm)
∼= (BRnR(an), gSm) ⊂ S
m for all large n.
For ease of notation, we set gn = R
−2
n µ
∗
ngSm . Writing the metric gSm in geodesic normal co-
ordinates centered in a, one immediately sees that, for anyR > 0, gn converges to the Euclidean
metric in C∞(B0R) as n→∞.
Now, following Proposition 2.1 and the idea of local trivialization introduced in Subsec-
tion 2.2, we can conclude that the coordinate map µn induces a spinor identification (µn)∗ :
Sx(B
0
R, gn)→ Sµn(x)(BRnR(an), gSm). If we define spinors φn on B
0
R by
φn = R
m−1
2
n (µn)
−1
∗ ◦ ψn ◦ µn, (4.13)
then a straightforward calculation shows that
Dgnφn = R
m+1
2
n (µn)
−1
∗ ◦ (Dψn) ◦ µn, (4.14)∫
B0R
(Dgnφn, φn)dvolgn =
∫
BRnR(an)
(Dψn, ψn)dvolgSm , (4.15)∫
B0R
|φn|
2∗dvolgn =
∫
BRnR(an)
|ψn|
2∗dvolgSm , (4.16)∫
B0R
|φn|
pndvolgn = R
−m−1
2
(2∗−pn)
n
∫
BRnR(an)
|ψn|
pndvolgSm . (4.17)
Moreover, since {ψn} is bounded in E, we have
sup
n≥1
∫
B0R
|φn|
2∗dvolgn ≤ sup
n≥1
∫
Sm
|ψn|
2∗dvolgSm < +∞ (4.18)
for any R > 0.
Lemma 4.3. There is λ¯ > 0 such that
λ¯ ≤ lim
n→∞
R
m−1
2
(2∗−pn)
n ≤ lim
n→∞
R
m−1
2
(2∗−pn)
n ≤ 1.
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Proof. Since we have ∫
BRn (an)
|ψn|
pndvolgSm = δ¯,
it follows from (4.17) and Ho¨lder inequality that
δ¯ =
∫
BRn (an)
|ψn|
pndvolgSm
≤
(∫
B0
1
|φn|
2∗dvolgn
) pn
2∗
(∫
B0
1
dvolgn
) 2∗−pn
2∗
R
m−1
2
(2∗−pn)
n .
Noting that gn converges to the Euclidean metric in the C
∞-topology on B01 , we can conclude
immediately from pn → 2
∗ and (4.18) that
δ¯ ≤ C ·R
m−1
2
(2∗−pn)
n
for some constant C > 0.
On the other hand, suppose there exists some δ > 0 such that R
m−1
2
(2∗−pn)
n ≥ 1 + δ for all
large n. Then, we must have
lnRn ≥
2 ln(1 + δ)
(m− 1)(2∗ − pn)
→ +∞ as n→∞.
This implies Rn → +∞ which is absurd.
Moreover, we have
Lemma 4.4. Let {φn} be defined in (4.13). Define
L¯n = Dgnφn − R
m−1
2
(2∗−pn)
n Q ◦ µn(·)|φn|
pn−2φn ∈ H
− 1
2
loc (R
m, Sm).
Then L¯n → 0 inH
− 1
2
loc (R
m, Sm) in the sense that, for any R > 0, there holds
sup
{ 〈
L¯n, ϕ
〉
: ϕ ∈ H
1
2 (Rm, Sm), suppϕ ⊂ B
0
R, ‖ϕ‖H 12 ≤ 1
}
→ 0
as n→∞.
Proof. According to (4.13) and (4.14), we get
Dgnφn −R
m−1
2
(2∗−pn)
n Q ◦ µn(·)|φn|
pn−2φn = R
m+1
2
n (µn)
−1
∗ ◦
(
Dψn −Q(·)|ψn|
pn−2ψn
)
◦ µn
= R
m+1
2
n (µn)
−1
∗ ◦ Ln ◦ µn
where Ln = Dψn −Q(·)|ψn|
pn−2ψn ∈ E∗.
Let ϕ ∈ H
1
2 (Rm, Sm) be such that suppϕ ⊂ B
0
R and ‖ϕ‖H 12 ≤ 1. Then, for all large n, we
get dvolgn = (1 + on(1))dvolgRm and
(1 + on(1))
〈
L¯n, ϕ
〉
= Re
∫
B0
1/Rn
(L¯n, ϕ)dvolgn
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= Re
∫
B0
1/Rn
(
(µn)
−1
∗ ◦ Ln ◦ µn, R
m+1
2
n ϕ
)
dvolgn
= Re
∫
B0
1/Rn
(
(µn)
−1
∗ ◦ Ln ◦ µn, R
−m−1
2
n ϕ
)
dvolµ∗gSm
= Re
∫
B1(an)
(
Ln, R
−m−1
2
n (µn)∗ ◦ ϕ ◦ µ
−1
n
)
dvolgSm . (4.19)
Noting that suppϕ ⊂ B0R and ‖ϕ‖H 12 ≤ 1, we can find a constant C > 0 independent of n
and ϕ such that
∥∥R−m−12n (µn)∗ ◦ ϕ ◦ µ−1n ∥∥ ≤ C. Thus, by (4.2) and (4.19), we can obtain the
desired assertion.
In what follows, by Lemma 4.3, we may assume that, after taking a subsequence if necessary,
R
m−1
2
(2∗−pn)
n → λ ∈ [λ¯, 1].
Since {φn} is bounded in H
1
2
loc(R
m, Sm), we can assume (up to a subsequence) φn ⇀ φ0 in
H
1
2
loc(R
m, Sm). Thanks to the compact embedding H
1
2
loc(R
m, Sm) →֒ L
q(Rm, Sm) for 1 ≤ q <
2∗, it is easy to see that φ0 ∈ L2
∗
(Rm, Sm) satisfies
Dg
Rm
φ0 = λQ(a)|φ0|
2∗−2φ0 on Rm.
Furthermore, we have
Lemma 4.5. φn → φ0 inH
1
2
loc(R
m, Sm) as n→∞.
Proof. For ease of notation, we shall set zn = φn − φ0. Let us fix y ∈ R
m arbitrarily, then it
follows from (4.12) and (4.17) that
R
m−1
2
(2∗−pn)
n
∫
B0
1
(y)
|φn|
pndvolgn ≤ δ¯ for all n large, (4.20)
where B0R(y) =
{
x ∈ Rm : |x − y| < R
}
is the Euclidean ball centered at y for any R > 0.
And we can also conclude from Fatou lemma that
λ
∫
B0
1
(y)
|φ0|
2∗dvolg
Rm
≤ δ¯. (4.21)
Taking a smooth function β : Rm → [0, 1] such that supp β ⊂ B01(y). Since, for any
φ ∈ H
1
2 (Rm, Sm), we have the estimate
‖φ‖H1/2 ≤ C‖DgRmφ‖H−1/2 + C|φ|2
for some constant C > 0 depends only onm, we soon get the estimate for β2zn as
‖β2zn‖H1/2 ≤ C
∥∥Dg
Rm
(β2zn)
∥∥
H−
1
2
+ C|β2zn|2
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≤ C
∥∥Dgn(β2φn)−DgRm (β2φ0)∥∥H−1/2 + C∥∥(DgRm −Dgn)(β2φn)∥∥H−1/2
+C|β2zn|2. (4.22)
Noting that zn → 0 in L
2
loc(R
m, Sm), we immediately have |β
2zn|2 = on(1) as n → ∞. To
estimate the second term, we employ an argument of Isobe [28, Lemma 5.5]: we first observe
that 〈
(Dg
Rm
−Dgn)(β
2φn), ϕ
〉
=
〈
βφn, β(Dg
Rm
−D∗gn)ϕ
〉
for any ϕ ∈ H
1
2 (Rm, Sm), where D
∗
gn
is the adjoint of Dgn with respect to the metric gRm .
By recalling that gn converges to gRm in C
∞-topology on bounded domains in Rm, we get
β(DgRm −D
∗
gn
) : H1(Rm, Sm)→ L
2(Rm, Sm) satisfies∥∥β(DgRm −D∗gn)∥∥H1→L2 → 0 (4.23)
and (DgRm −Dgn)β : H
1(Rm, Sm)→ L
2(Rm, Sm) satisfies∥∥(DgRm −Dgn)β∥∥H1→L2 → 0 (4.24)
as n → ∞. Then, by taking the dual of (4.24), we get β(Dg
Rm
− D∗gn) : L
2(Rm, Sm) →
H−1(Rm, Sm) satisfies ∥∥β(Dg
Rm
−D∗gn)
∥∥
L2→H−1 → 0 (4.25)
as n→∞.
Therefore, interpolating (4.23) and (4.25), we see that∥∥β(Dg
Rm
−D∗gn)
∥∥
H1/2→H−1/2 → 0
and ∥∥(DgRm −Dgn)(β2φn)∥∥H−1/2 ≤ ‖βφn‖H1/2∥∥β(DgRm −D∗gn)∥∥H1/2→H−1/2 → 0
as n→∞.
To complete the proof, it remains to estimate the first term in (4.22). Recall that, by Lemma
4.4, we have
Dgnφn = R
m−1
2
(2∗−pn)
n Q ◦ µn(·)|φn|
pn−2φn + L¯n
and L¯n → 0 inH
1
2
loc(R
m, Sm) as n→∞. Hence, we deduce
‖Dgn(β
2φn)−Dg
Rm
(β2φ0)
∥∥
H−1/2
≤
∥∥β2Rm−12 (2∗−pn)n Q ◦ µn|φn|pn−2φn − β2λQ(a)|φ0|2∗−2φ0∥∥H−1/2
+
∥∥∇(β2) ·gn φn −∇(β2) ·gRm φ0∥∥H−1/2 + on(1),
(4.26)
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where ·gn and ·gRm are Clifford multiplication with respect to the metrics gn and gRm , respec-
tively.
Remark that L
2m
m+1 (Rm, Sm) →֒ H
− 1
2 (Rm, Sm), we have∥∥∇(β2) ·gn φn −∇(β2) ·gRm φ0∥∥H−1/2 ≤ ∣∣∇(β2) ·gn φn −∇(β2) ·gRm φ0∣∣ 2m
m+1
→ 0
as n→∞.
On the other hand, since we are working on the bounded domainB01(y) ⊂ R
m,we can argue
as (4.5) to obtain∥∥β2Rm−12 (2∗−pn)n Q ◦ µn|φn|pn−2φn − β2λQ(a)|φ0|2∗−2φ0∥∥H−1/2
=
∥∥β2Rm−12 (2∗−pn)n Q ◦ µn|zn|pn−2zn∥∥H−1/2 + on(1)
as n→∞. And thus, by Sobolev embedding and Ho¨lder inequality, we have∥∥β2Rm−12 (2∗−pn)n Q ◦ µn|φn|pn−2φn − β2λQ(a)|φ0|2∗−2φ0∥∥H−1/2
≤ CR
m−1
2
(2∗−pn)
n
( ∫
B0
1
(y)
|zn|
pndvolgn
)pn−2
pn
‖β2zn‖H1/2 + on(1)
(4.27)
for some constant C > 0. Moreover, by (4.20) and (4.21), we can infer that
R
m−1
2
(2∗−pn)· 1pn
n
(∫
B0
1
(y)
|zn|
pndvolgn
) 1
pn
≤ 2δ¯
1
pn + on(1). (4.28)
Therefore, combining (4.22), (4.26), (4.27) and (4.28), we can get
‖β2zn‖H1/2 ≤ C
∥∥β2Rm−12 (2∗−pn)n Q ◦ µn|zn|pn−2zn∥∥H−1/2 + on(1)
≤ CR
m−1
2
(2∗−pn)· 2pn
n δ¯
pn−2
pn ‖β2zn‖H1/2 + on(1)
≤ Cδ¯
pn−2
pn ‖β2zn‖H1/2 + on(1)
as n → ∞, where we have used R
m−1
2
(2∗−pn)
n → λ ≤ 1 in the last inequality. And if we
fix δ¯ small such that Cδ¯
1
m < 1
2
(recall that pn → 2
∗ = 2m
m−1), the above estimate implies that
β2zn → 0 inH
1
2 (Rm, Sm). Since y ∈ R
m and β ∈ C∞c (R
m) with supp β ⊂ B01(y) are arbitrary,
the conclusion follows directly.
By Lemma 4.5, (4.12) and (4.17), we have
λ
∫
B0
1
|φ0|
2∗dvolgRm = δ¯.
This implies φ0 is a non-trivial solution of
Dg
Rm
φ0 = λQ(a)|φ0|
2∗−2φ0 on Rm. (4.29)
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By the regularity results (see [4, 28]), we have φ0 ∈ C
1,α(Rm, Sm) for some 0 < α < 1. Since
φ0 ∈ L
2∗(Rm, Sm) and R
m is conformal equivalent to Sm \ {N} (where N ∈ Sm is the north
pole), it is already known that φ0 extends to a non-trivial solution φ¯0 to the equation
Dφ¯0 = λQ(a)|φ¯0|
2∗−2φ¯0 on Sm
(cf. [6, Theorem 5.1], see also [4]). Recall that m
2
is the smallest positive eigenvalue of D on
(Sm, gSm), and it can be characterized variationally as (see for instance [4, 7, 23])
m
2
ω
1
m
m =
m
2
vol(Sm, gSm)
1
m = inf
ψ
( ∫
Sm
|Dψ|
2m
m+1dvolgSm
)m+1
m∫
Sm
(Dψ, ψ)dvolgSm
where the infimum is taken over the set of all smooth spinor fields for which∫
Sm
(Dψ, ψ)dvolgSm > 0.
Then we can conclude from the conformal transformation that∫
Sm
|φ¯0|
2∗dvolgSm =
∫
Rm
|φ0|
2∗dx ≥
1
(λQ(a))m
(m
2
)m
ωm. (4.30)
With these preparations out of the way, we may now choose η ∈ C∞(Sm) be such that η ≡ 1
on Br(a) and supp η ⊂ B2r(a) for some r > 0 (for sure r should not be large in the sense that
we shall assume 3r < injSm where injSm denotes the injective radius) and define a spinor field
zn ∈ C
∞(Sm, S(Sm)) by
zn = R
−m−1
2
n η(·)(µn)∗ ◦ φ0 ◦ µ
−1
n .
Setting ϕn = ψn − zn, we have
Lemma 4.6. ϕn ⇀ 0 in E as n→∞.
Proof. Since we have assumed ψn ⇀ 0 in E as n → ∞, we only need to show that zn ⇀ 0
in E. Remark that, through the conformal transformation and the local trivialization, it is easy
to check that {zn} is bounded. And hence, by the Sobolev embedding, this sequence is weakly
compact in E and compact in L2. So, it suffices to prove∫
Sm
|zn|
2dvolgSm → 0
as n→∞.
Noting that, for arbitrary R > 0, we have∫
BRnR(an)
|zn|
2dvolgSm = R
−m+1
n
∫
B0RnR
|φ0|
2dvolµ∗ngSm = Rn
∫
B0R
|φ0|
2dvolgn. (4.31)
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And on the other hand, for all large n,∫
Sm\BRnR(an)
|zn|
2dvolgSm =
∫
B3r(an)\BRnR(an)
|zn|
2dvolgSm
≤ CRn
∫
B0
3r/Rn
\B0R
|φ0|
2dvolg
Rm
≤ CRn
( ∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
) 2
2∗
(( 3r
Rn
)m
− Rm
) 2∗−2
2∗
,
where we used dvolgn ≤ CdvolgRm on B
0
3r/Rn
for some constant C > 0 (since an → a in S
m).
Recall that 2∗ = 2m
m−1 , it follows from the above inequality that∫
Sm\BRnR(an)
|zn|
2dvolgSm ≤ C
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
) 2
2∗ (
(3r)m − (RnR)
m
)
. (4.32)
Combining (4.31) and (4.32), we can infer that∫
Sm
|zn|
2dvolgSm ≤ Rn
∫
B0R
|φ0|
2dvolgn
+C
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
) 2
2∗ (
(3r)m − (RnR)
m
)
,
which shows |zn|2 → 0 as n→∞. This completes the proof.
Focusing on the description of the new sequence {ϕn}, we have the following result which
yields the limiting behavior.
Lemma 4.7. L′pn(zn)→ 0 and L
′
pn(ϕn)→ 0 as n→∞.
Proof. Let ϕ ∈ E be an arbitrary test spinor, it follows that
Lpn(zn)[ϕ] = Re
∫
Sm
(Dzn, ϕ)dvolgSm − Re
∫
Sm
Q(ξ)|zn|
pn−2(zn, ϕ)dvolgSm . (4.33)
On the other hand, since zn = R
−m−1
2
n η(·)(µn)∗ ◦ φ0 ◦ µ
−1
n , we have
Dzn = R
−m−1
2
n ∇η ·gSm (µn)∗ ◦ φ0 ◦ µ
−1
n +R
−m+1
2
n η(·)(µn)∗ ◦ (Dgnφ0) ◦ µ
−1
n ,
where ·gSm is the Clifford multiplication with respect to the metric gSm . Substituting this into
(4.33), we have
L′pn(zn)[ϕ] = l1 + l2 + l3 − l4 (4.34)
where (through the conformal transformation)
l1 = R
−m−1
2
n Re
∫
Sm
(
∇η ·gSm (µn)∗ ◦ φ0 ◦ µ
−1
n , ϕ
)
dvolgSm
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= R
m+1
2
n Re
∫
B0
3r/Rn
(
(∇η ◦ µn) ·gn φ0, (µn)
−1
∗ ◦ ϕ ◦ µn
)
dvolgn ,
l2 = R
−m+1
2
n Re
∫
Sm
(
η(·)(µn)∗ ◦ (Dgnφ0 −DgRmφ0) ◦ µ
−1
n , ϕ
)
dvolgSm
= R
m−1
2
n Re
∫
B0
3r/Rn
(η ◦ µn)
(
Dgnφ0 −DgRmφ0, (µn)
−1
∗ ◦ ϕ ◦ µn
)
dvolgn ,
l3 = R
−m+1
2
n Re
∫
Sm
(
η(·)(µn)∗ ◦ (DgRmφ0) ◦ µ
−1
n , ϕ
)
dvolgSm
= R
m−1
2
n Re
∫
B0
3r/Rn
(η ◦ µn)
(
Dg
Rm
φ0, (µn)
−1
∗ ◦ ϕ ◦ µn
)
dvolgn ,
and
l4 = R
−m−1
2
(pn−1)
n Re
∫
Sm
Q · η
m+1
m−1 ·
∣∣(µn)∗ ◦ φ0 ◦ µ−1n ∣∣pn−2((µn)∗ ◦ φ0 ◦ µ−1n , ϕ)dvolgSm
= R
m−1
2
(2∗+1−pn)
n Re
∫
B0
3r/Rn
(Q ◦ µn)(η ◦ µn)
m+1
m−1 |φ0|
pn−2(φ0, (µn)
−1
∗ ◦ ϕ ◦ µn)dvolgn .
We point out here that l1 can be estimated similarly as we have done in Lemma 4.6. Indeed,
by Ho¨lder inequality, we observe that
|l1| ≤ Rn
∫
B0
3r/Rn
∣∣(∇η ◦ µn) ·gn φ0∣∣ · ∣∣Rm−12n (µn)−1∗ ◦ ϕ ◦ µn∣∣dvolgn
≤ CRn
(∫
B0
3r/Rn
\B0
r/2Rn
dvolg
Rm
) 2∗−2
2∗
(∫
B0
3r/Rn
\B0
r/2Rn
|φ0|
2∗dvolg
Rm
) 1
2∗
|ϕ|2∗
≤ Crm
(∫
B0
3r/Rn
\B0
r/2Rn
|φ0|
2∗dvolg
Rm
) 1
2∗
‖ϕ‖, (4.35)
where we have used the estimate∫
B0
3r/Rn
∣∣Rm−12n (µn)−1∗ ◦ ϕ ◦ µn∣∣2∗dvolgn = ∫
B3r(an)
|ϕ|2
∗
dvolgSm ≤ |ϕ|
2∗
2∗ .
Since φ0 ∈ L
2∗(Rm, Sm), we obtain from (4.35)
|l1| ≤ on(1)‖ϕ‖ as n→∞. (4.36)
For l2, by Ho¨lder inequality again, we have
|l2| ≤
∫
B0
3r/Rn
∣∣Dgnφ0 −DgRmφ0∣∣ · ∣∣Rm−12n (µn)−1∗ ◦ ϕ ◦ µn∣∣dvolgn
36
≤ C
(∫
B0
3r/Rn
∣∣Dgnφ0 −DgRmφ0∣∣ 2mm+1dvolgRm)m+12m ‖ϕ‖. (4.37)
Fix R > 0 arbitrarily, we deduce that∫
B0
3r/Rn
∣∣Dgnφ0 −DgRmφ0∣∣ 2mm+1dvolgRm
=
∫
B0
3r/Rn
\B0R
∣∣Dgnφ0 −DgRmφ0∣∣ 2mm+1dvolgRm + ∫
B0R
∣∣Dgnφ0 −DgRmφ0∣∣ 2mm+1dvolgRm
and, since ∇φ0 ∈ L
2m
m+1 (Rm, Sm) and gn → gRm in C
∞(B0R) as n → ∞, we can get further
from (4.37) that
|l2| ≤ on(1)‖ϕ‖ as n→∞. (4.38)
Now, it remains to estimate |l3 − l4|. Noting that φ0 satisfies Eq. (4.29), we soon have
l3 = λQ(a)Re
∫
B0
3r/Rn
(η ◦ µn)|φ0|
2∗−2(φ0, Rm−12n (µn)−1∗ ◦ ϕ ◦ µn)dvolgn . (4.39)
Since the ”blow-up points” an → a in S
m and η ≡ 1 on Br(a), we have η ◦ µn ≡ 1 on B
0
R
for all large n where R > 0 is fixed. Therefore, by lim
n→∞
R
m−1
2
(2∗−pn)
n = λ and Q ◦ µn → Q(a)
uniformly on B0R as n→∞, we have
R
m−1
2
(2∗−pn)
n Re
∫
B0R
(Q ◦ µn)|φ0|
pn−2(φ0, Rm−12n (µn)−1∗ ◦ ϕ ◦ µn)dvolgn
= λQ(a)Re
∫
B0R
|φ0|
2∗−2(φ0, Rm−12n (µn)−1∗ ◦ ϕ ◦ µn)dvolgn + on(1)‖ϕ‖. (4.40)
On the other hand, since φ0 ∈ L
2∗(Rm, S), it follows that∫
B0
3r/Rn
\B0R
(η ◦ µn)|φ0|
2∗−1 ·
∣∣Rm−12n (µn)−1∗ ◦ ϕ ◦ µn∣∣dvolgn
≤ C
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
) 2∗−1
2∗
(∫
B3r(an)
|ϕ|2
∗
dvolgSm
) 1
2∗
and similarly
R
m−1
2
(2∗−pn)
n
∫
B0
3r/Rn
\B0R
(Q ◦ µn)(η ◦ µn)
m+1
m−1 |φ|pn−1 ·
∣∣Rm−12n (µn)−1∗ ◦ ϕ ◦ µn∣∣dvolgn
≤ CR
m−1
2
(2∗−pn)
n
(∫
B0
3r/Rn
\B0R
dvolg
Rm
) 2∗−pn
2∗
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
)pn−1
2∗
· |ϕ|2∗
≤ C
(
(3r)m − (RnR)
m
) 2∗−pn
2∗
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolg
Rm
)pn−1
2∗
· ‖ϕ‖.
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Thus, combining (4.39), (4.40) and the above two estimates, we can conclude
|l3 − l4| ≤ on(1)‖ϕ‖ as n→∞. (4.41)
And then, it follows from (4.36), (4.38) and (4.41) that L′pn(zn)→ 0 as n→∞.
Now we turn to prove L′pn(ϕn)→ 0 as n→∞.
Again, we choose ϕ ∈ E be an arbitrary test spinor. We then have
L′pn(ϕn)[ϕ] = Re
∫
Sm
(Dϕn, ϕ)dvolgSm − Re
∫
Sm
Q(ξ)|ϕn|
pn−2(ϕn, ϕ)dvolgSm
= L′pn(ψn)[ϕ]− L
′
pn(zn)[ϕ] + Re
∫
Sm
(Ψn, ϕ)dvolgSm , (4.42)
where
Ψn = Q(ξ)|ψn|
pn−2ψn −Q(ξ)|zn|pn−2zn −Q(ξ)|ϕn|pn−2ϕn.
Since we have assumed {ψn} satisfies (4.2), it follows that we only need to show that
‖Ψn‖E∗ → 0 as n → ∞. Similarly as was argued in (4.5), we will use the fact that there
exists C > 0 (independent of n) such that
|Ψn| ≤ C|zn|
pn−2|ϕn|+ C|ϕn|pn−2|zn|.
For any R > 0, we first observe that for all n large∫
Sm\BRnR(an)
|zn|
pn−2 · |ϕn| · |ϕ|dvolgSm
≤ ω
2
∗
−pn
2∗
m
(∫
Sm\BRnR(an)
|zn|
2∗dvolgSm
)pn−2
2∗
(∫
Sm\BRnR(an)
|ϕn|
2∗dvolgSm
) 1
2∗
|ϕ|2∗
≤ C
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolgn
)pn−2
2∗
‖ϕn‖ · ‖ϕ‖ = oR(1)‖ϕ‖,
and∫
Sm\BRnR(an)
|ϕn|
pn−2 · |zn| · |ϕ|dvolgSm
≤ ω
2
∗
−pn
2∗
m
(∫
Sm\BRnR(an)
|ϕn|
2∗dvolgSm
) pn−2
2∗
(∫
Sm\BRnR(an)
|zn|
2∗dvolgSm
) 1
2∗
|ϕ|2∗
≤ C
(∫
B0
3r/Rn
\B0R
|φ0|
2∗dvolgn
) 1
2∗
‖ϕn‖
pn−2 · ‖ϕ‖ = oR(1)‖ϕ‖,
where ωm stands for the volume of (S
m, gSm) and oR(1)→ 0 as R→∞.
38
And on the other hand, inside BRnR(an), we have∫
BRnR(an)
|zn|
pn−2 · |ϕn| · |ϕ|dvolgSm
≤ ω
2
∗
−pn
2∗
m
( ∫
BRnR(an)
|zn|
2∗dvolgSm
) pn−2
2∗
(∫
BRnR(an)
|ϕn|
2∗dvolgSm
) 1
2∗
|ϕ|2∗
≤ C
(∫
Rm
|φ0|
2∗dvolg
Rm
) pn−2
2∗
(∫
B0R
|φn − φ0|
2∗dvolgn
) 1
2∗
· ‖ϕ‖ = on(1)‖ϕ‖
and ∫
BRnR(an)
|ϕn|
pn−2 · |zn| · |ϕ|dvolgSm
≤ ω
2
∗
−pn
2∗
m
( ∫
BRnR(an)
|ϕn|
2∗dvolgSm
)pn−2
2∗
(∫
BRnR(an)
|zn|
2∗dvolgSm
) 1
2∗
|ϕ|2∗
≤ C
(∫
B0R
|φn − φ0|
2∗dvolg
Rm
)pn−2
2∗
(∫
Rm
|φ0|
2∗dvolgn
) 1
2∗
· ‖ϕ‖ = on(1)‖ϕ‖
as n→∞, where we have used the fact φn → φ0 inH
1
2
loc(R
m, Sm) (see Lemma 4.5). Therefore,
we can conclude that Ψn → 0 in E
∗ as n→∞ which completes the proof.
At this point we have the following result which summarizes the blow-up phenomenon.
Proposition 4.8. Let {ψn} ⊂ E fulfill the assumption of Proposition 4.1. If {ψn} does not con-
tain any compact subsequence. Then, up to a subsequence if necessary, there exist a convergent
sequence {an} ⊂ S
m, an → a as n→∞, a sequence of positive numbers {Rn} converging to
0, a real number λ ∈ (0, 1] and a non-trivial solution φ0 of Eq. (4.29) such that
R
m−1
2
(2∗−pn)
n = λ+ on(1)
and
ψn = R
−m−1
2
n η(·)(µn)∗ ◦ φ0 ◦ µ
−1
n + on(1) in E
as n → ∞, where µn(x) = expan(Rnx) and η ∈ C
∞(Sm) is a cut-off function such that
η(ξ) = 1 on Br(a) and supp η ⊂ B2r(a), some r > 0. Moreover, we have
Lpn(ψn) ≥
1
2m(λQ(a))m−1
(m
2
)m
ωm + on(1)
as n→∞ and λ > 2−
1
m−1 .
Proof. Inherit from the previous lemmas, let us first set zn = R
−m−1
2
n η(·)(µn)∗ ◦ φ0 ◦ µ
−1
n and
ϕn = ψn − zn. By Lemma 4.7, we have L
′
pn(zn)→ 0 and L
′
pn(ϕn)→ 0 as n→∞. Hence,
Lpn(zn) + on(1) = Lpn(zn)−
1
2
L′pn(zn)[zn] =
pn − 2
2pn
∫
Sm
Q(ξ)|zn|
pndvolgSm ≥ 0
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and
Lpn(ϕn) + on(1) = Lpn(ϕn)−
1
2
L′pn(ϕn)[ϕn] =
pn − 2
2pn
∫
Sm
Q(ξ)|ϕn|
pndvolgSm ≥ 0
We claim that
Claim 4.1. Lpn(ψn) = Lpn(zn) + Lpn(ϕn) + on(1) as n→∞.
Assuming Claim 4.1 for the moment, then we shall get Lpn(ϕn) → 0 as n → ∞. Indeed,
suppose to the contrary that (up to a subsequence) Lpn(ϕn) ≥ c > 0, it follows from the
boundedness of {ϕn} in E, Corollary 3.8 and Lemma 3.9 that
τpn ≤ Fpn(ϕ
+
n ) = max
t>0
( 2pn
pn − 2
Ipn(tϕ
+
n )
) pn−2
pn
≤
( 2pn
pn − 2
Lpn(ϕn) + on(1)
)pn−2
pn
.
Hence, by the left continuity of p 7→ τp (see Proposition 3.11), we get
Lpn(ϕn) ≥
pn − 2
2pn
(τpn)
pn
pn−2 + on(1) =
1
2m
(τ2∗)
m + on(1). (4.43)
On the other hand, we have
Lpn(zn) =
pn − 2
2pn
∫
Sm
Q(ξ)|zn|
pndvolgSm + on(1)
≥
pn − 2
2pn
R
m−1
2
(2∗−pn)
n
∫
B0R
(Q ◦ µn)|φ0|
pndvolgn + on(1)
=
1
2m
λQ(a)
∫
B0R
|φ0|
2∗dvolg
Rm
+ on(1)
for any R > 0. Thus, by (3.23), (4.30), λ ∈ (0, 1] and Q(a) ≤ Qmax, we obtain
Lpn(zn) ≥
1
2m(λQ(a))m−1
(m
2
)m
ωm + on(1) ≥
1
2m
(τ2∗)
m + on(1). (4.44)
Combining Claim 4.1, (4.43) and (4.44), we have Lpn(ψn) ≥
1
m
(τ2∗)
m + on(1) as n → ∞
which contradicts to (4.2). Therefore, we have Lpn(ϕn)→ 0 as n→∞ and this, together with
L′pn(ϕn) → 0, implies ϕn → 0 in E as n → ∞. Moreover, we can get a lower bound for λ
since Q(a) ≤ Qmax and Lpn(ψn) <
1
m
(τ2∗)
m, i.e. λ > 2−
1
m−1 .
Now it remains to prove Claim 4.1. We would like to point out here that (thanks to Lemma
4.7) this is equivalent to show∫
Sm
(Dψn, ψn)dvolgSm =
∫
Sm
(Dzn, zn)dvolgSm +
∫
Sm
(Dϕn, ϕn)dvolgSm + on(1). (4.45)
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And since ϕn = ψn− zn, it suffices to prove
∫
Sm
(Dzn, ϕn)dvolgSm = on(1) as n→∞. In fact,
for arbitrary R > 0, we have∫
Sm
(Dzn, ϕn)dvolgSm =
∫
BRnR(an)
(Dzn, ϕn)dvolgSm +
∫
B3r(an)\BRnR(an)
(Dzn, ϕn)dvolgSm
=
∫
B0R
(Dgnφ0, φn − φ0)dvolgn +
∫
B0
3r/Rn
\B0R
(Dgnφ0, φn − φ0)dvolgn .
And for the first integral, by Lemma 4.5, we can get∣∣∣ ∫
B0R
(Dgnφ0, φn − φ0)dvolgn
∣∣∣ ≤ C|∇φ0| 2m
m+1
· ‖φn − φ0‖H1/2loc
→ 0 (4.46)
as n → ∞. Meanwhile to estimate the second integral, we first observe that (through the con-
formal transformation)
sup
n
∫
B0
3r/Rn
|φn − φ0|
2∗dvolgRm ≤ C sup
n
∫
B3r(an)
|ψn − zn|
2∗dvolgSm < +∞
for some C > 0. Thus, by dvolgn ≤ CdvolgRm , we have∣∣∣ ∫
B0
3r/Rn
\B0R
(Dgnφ0, φn − φ0)dvolgn
∣∣∣ ≤ C(∫
B0
3r/Rn
\B0R
|∇φ0|
2m
m+1dvolgRm
)m+1
2m
→ 0 (4.47)
as R → ∞. Therefore, by (4.46) and (4.47), we obtain (4.45) is valid and the proof is hereby
completed.
4.3 Using the stereographic projection
According to Proposition 4.8: any non-compact sequence {ψn} which satisfies (4.2), blows up
around a point a ∈ Sm. Then, it is a natural question to ask where the blow-up point a should
locate or whether a has any relation with the function Q when Q 6≡ constant. We will show
now that, if blow-up happens, such a ∈ Sm must be a critical point of Q.
Before proving the result, we begin with some elementary materials on stereographic pro-
jection.
First of all, for arbitrary ξ ∈ Sm, we can always embed Sm into Rm+1 in the way that ξ
has the coordinate ξ = (0, . . . , 0,−1) ∈ Rm+1, i.e. ξ is the South pole. Denoting Sξ : S
m \
{−ξ} → Rm the stereographic projection from the new North pole −ξ, we have Sξ(ξ) = 0.
Moreover, Sm \ {−ξ} and Rm are conformally equivalent due to the fact (S−1ξ )
∗gSm = f
2g
Rm
with f(x) = 2
1+|x|2 .
Recall the conformal transformation formula mentioned in Proposition 2.1, there is an iso-
morphism of vector bundles F : S
(
Rm, (S−1ξ )
∗gSm
)
→ S(Rm, gRm) such that
Dg
Rm
(
F (ϕ)
)
= F
(
f
m+1
2 D(S−1ξ )∗gSm (f
−m−1
2 ϕ)
)
,
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where D(S−1ξ )∗gSm is the Dirac operator on R
m with respect to the metric (S−1ξ )
∗gSm . Thus
when ψ is a solution to the equation Dψ = Q(ξ)|ψ|p−2ψ on (Sm, gSm) for some p ∈ (2, 2
∗],
then φ := F (f
m−1
2 ψ ◦ S−1ξ ) will satisfies the transformed equation
DgRmφ = f
m−1
2
(2∗−p)(Q ◦ S−1ξ )|φ|
p−2φ on (Rm, gRm).
Moreover, since dvol(S−1ξ )∗gSm = f
mdvolg
Rm
, we have∫
Rm
(Dg
Rm
φ, φ)dvolg
Rm
=
∫
Sm
(Dψ, ψ)dvolgSm ,∫
Rm
f
m−1
2
(2∗−p)|φ|pdvolg
Rm
=
∫
Sm
|ψ|pdvolgSm ,
and ∫
Rm
|φ|2
∗
dvolg
Rm
=
∫
Sm
|ψ|2
∗
dvolgSm .
Returning to our case, let us assume {ψn} ⊂ E be a sequence of solutions to the equations
Dψn = Q(ξ)|ψn|
pn−2ψn on Sm, n = 1, 2, . . . (4.48)
and satisfying
1
2m
(τ2∗)
m ≤ Lpn(ψn) ≤
1
m
(τ2∗)
m − θ (4.49)
for all n large and some θ > 0. Then, it is clear that L′pn(ψn) ≡ 0 for all n. And hence {ψn}
fulfills the assumption of Proposition 4.1. Moreover, by the regularity results proved in [4],
these solutions are in fact C1,α for some α ∈ (0, 1) and are classical solutions to (4.48).
Proposition 4.9. Suppose {ψn} satisfies (4.48) and (4.49) and does not contain any compact
subsequence. Let a ∈ Sm be the associate blow-up point found in Proposition 4.8 (up to a
subsequence if necessary). Then ∇Q(a) = 0.
Proof. Let us consider the stereographic projection Sa : S
m \ {N} → Rm and the associated
bundle isomorphism F : S
(
Rm, (S−1a )
∗gSm
)
→ S(Rm, gRm). Denoted by φ˜n = F (f
m−1
2 ψn ◦
S−1a ), we have φ˜n satisfies
Dg
Rm
φ˜n = f
m−1
2
(2∗−pn)(Q ◦ S−1a )|φ˜n|
pn−2φ˜n on (Rm, gRm). (4.50)
Take β ∈ C∞c (S
m) be a cut-off function on Sm such that β ≡ 1 on B2r(a) and supp β ⊂
B3r(a) where r > 0 comes from Proposition 4.8. Then we are allowed to multiply (4.50) by
∂k
(
(β ◦ S−1a )φ˜n
)
as a test spinor for each k = 1, 2, . . . , m, and consequently we have
Re
∫
Rm
(
Dg
Rm
φ˜n, ∂k
(
(β ◦ S−1a )φ˜n
))
dvolg
Rm
= Re
∫
Rm
f
m−1
2
(2∗−pn)(Q ◦ S−1a )|φ˜n|
pn−2(φ˜n, ∂k((β ◦ S−1a )φ˜n))dvolgRm . (4.51)
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Remark that (β ◦ S−1a )φ˜n has a compact support, we may integrate by parts to get
0 = Re
∫
Rm
∂k
(
Dg
Rm
φ˜n, (β ◦ S
−1
a )φ˜n
)
dvolg
Rm
= 2Re
∫
Rm
(
Dg
Rm
φ˜n, ∂k
(
(β ◦ S−1a )φ˜n
))
dvolg
Rm
+Re
∫
Rm
(
∂kφ˜n,∇(β ◦ S
−1
a ) ·gRm φ˜n
)
dvolg
Rm
−Re
∫
Rm
(
Dg
Rm
φ˜n, ∂k(β ◦ S
−1
a )φ˜n
)
dvolg
Rm
, (4.52)
where ·g
Rm
denotes the Clifford multiplication with respect to g
Rm
. Now let us evaluate the last
two integrals of the previous equality. First of all, by noting that {ψn} is bounded in E, we
can see from the conformal transformation and the regularity results (see [4]) that {∇φ˜n} is
uniformly bounded in L
2m
m+1 (Rm, Sm). And so, by Proposition 4.8,∣∣∣ ∫
Rm
(
∂kφ˜n,∇(β ◦ S
−1
a ) ·gRm φ˜n
)
dvolg
Rm
∣∣∣ ≤ C(∫
B3r(a)\B2r(a)
|ψn|
2∗dvolgSm
) 1
2∗
→ 0
as n→∞. Analogously, we have∣∣∣ ∫
Rm
(
DgRm φ˜n, ∂k(β ◦ S
−1
a )φ˜n
)
dvolgRm
∣∣∣→ 0
as n→∞. And thus, we conclude from (4.52) that
Re
∫
Rm
(
Dg
Rm
φ˜n, ∂k
(
(β ◦ S−1a )φ˜n
))
dvolg
Rm
= on(1) as n→∞. (4.53)
On the other hand, to evaluate the second integral of (4.51), we have
0 =
∫
Rm
∂k
[
f
m−1
2
(2∗−pn)(Q ◦ S−1a )(β ◦ S
−1
a )|φ˜n|
pn
]
dvolg
Rm
=
m− 1
2
(2∗ − pn)
∫
Rm
f
m−1
2
(2∗−pn)−1∂kf · (Q ◦ S
−1
a )(β ◦ S
−1
a )|φ˜n|
pndvolgRm
+
∫
Rm
f
m−1
2
(2∗−pn)∂k(Q ◦ S−1a )(β ◦ S
−1
a )|φ˜n|
pndvolg
Rm
+ pnRe
∫
Rm
f
m−1
2
(2∗−pn)(Q ◦ S−1a )|φ˜n|
pn−2(φ˜n, ∂k((β ◦ S−1a )φ˜n))dvolgRm
− (pn − 1)
∫
Rm
f
m−1
2
(2∗−pn)(Q ◦ S−1a )∂k(β ◦ S
−1
a )|φ˜n|
pndvolg
Rm
. (4.54)
It is evident that the last integral converges to 0 as n → ∞, and we only need to estimate the
remaining terms. Notice that f(x) = 2
1+|x|2 and β ◦ S
−1
a has a compact support on R
m, hence f ,
f−1 and ∇f are bounded uniformly on supp(β ◦ S−1a ) and∣∣∣m− 1
2
(2∗ − pn)
∫
Rm
f
m−1
2
(2∗−pn)−1∂kf · (Q ◦ S−1a )(β ◦ S
−1
a )|φ˜n|
pndvolg
Rm
∣∣∣→ 0
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as n→∞. For the second integral, take arbitrarily R > 0 small, we deduce that∣∣∣ ∫
Rm\B0R
f
m−1
2
(2∗−pn)∂k(Q ◦ S−1a )(β ◦ S
−1
a )|φ˜n|
pndvolg
Rm
∣∣∣
≤ C
∫
Rm\B0R
f
m−1
2
(2∗−pn)|φ˜n|pndvolg
Rm
≤ C
∫
Sm\BR(a)
|ψn|
pndvolgSm → 0
as n→∞. And inside B0R, we have∫
B0R
f
m−1
2
(2∗−pn)∂k(Q ◦ S−1a )(β ◦ S
−1
a )|φ˜n|
pndvolg
Rm
= ∂k(Q ◦ S
−1
a )(0)
∫
B0R
f
m−1
2
(2∗−pn)|φ˜n|pndvolgRm +O
(∫
B0R
|x| · |φ˜n|
pndvolgRm
)
+ on(1)
= ∂k(Q ◦ S
−1
a )(0)
∫
B0R
f
m−1
2
(2∗−pn)|φ˜n|
pndvolgRm +O(R) + on(1)
as n→∞ and R→ 0. Thus by (4.54), for arbitrarily small R > 0, we get
Re
∫
Rm
f
m−1
2
(2∗−pn)(Q ◦ S−1a )|φ˜n|
pn−2(φ˜n, ∂k((β ◦ S−1a )φ˜n))dvolgRm
= −
1
pn
∂k(Q ◦ S
−1
a )(0)
∫
Rm
f
m−1
2
(2∗−pn)|φ˜n|pndvolg
Rm
+O(R) + on(1).
(4.55)
Combining (4.51), (4.53) and (4.55), we conclude that
∂k(Q ◦ S
−1
a )(0)
∫
Rm
|φ˜n|
pndvolg
Rm
= O(R) + on(1) (4.56)
as n → ∞ and R can be fixed arbitrarily small. Since we already know from the blow-up
analysis that
lim
n→∞
∫
Rm
f
m−1
2
(2∗−pn)|φ˜n|
pndvolgRm = limn→∞
∫
Sm
|ψn|
pndvolgSm > 0,
(4.56) gives us nothing but ∂k(Q ◦ S
−1
a )(0) ≡ 0. Notice that k can be varying from 1 to m, we
have∇(Q ◦ S−1a )(0) = 0, i.e. ∇Q(a) = 0 which completes the proof.
5 Existence results
In this section, we will construct a test spinor and express its energy in terms of a number
determined by the geometry of the coefficient Q. This approach, combines with the blow-up
analysis in previous section, will recover a compactness for the limiting functional L.
For notation convenience, the super-level sets for Q will be simply denoted by
{Q ≥ c} =
{
ξ ∈ Sm : Q(ξ) ≥ c
}
44
for any c ∈ R. And now, let us begin with some topological facts on these level sets ofQ. Recall-
ing the hypothesis (Q), it follows thatQ has only finitely many critical points inQ−1([d,Qmax)).
Setting
d0 = sup
{
d : Q is contractible in {Q ≥ d}
}
,
we have d0 < Qmax is a critical value of Q and we may denote the critical set of Q at the level
d0 as
Kd0 =
{
ξ ∈ Sm : Q(ξ) = d0, ∇Q(ξ) = 0
}
= {ξ1, . . . , ξl}
for some l ≥ 1. We also introduce a ν-neighborhood of Kd0 as
Oν := ∪
l
k=1Bν(ξk), for ν > 0 (5.1)
where Br(ξ) is the open ball centered at ξ ∈ S
m with radius r > 0 with respect to the metric
gSm . Then, it follows from the Morse theory that: for any ν > 0 there exists α > 0 such that Q
is contractible in {Q ≥ d0+α}∪Oν . It should be pointed out here that, by the definition of d0,
we haveQ is not contractible in {Q ≥ d0 + α} for any α > 0.
In order to give a clear view of how the change of topology in super-level sets of Q effects
the existence of solutions to (1.5), we would now construct some test spinors which will be
helpful to characterize the level sets of the energy functional Ipn (see Section 3.1). Let’s start
with an arbitrary φ0 ∈ Sm (a constant spinor) such that |φ0| =
1√
2
(
m
2
)m−1
2 . Then, we define
φ(x) = f(x)
m
2 (1− x) ·g
Rm
φ0
where f(x) = 2
1+|x|2 for x ∈ R
m. It is easy to verify that
DgRmφ =
m
2
fφ
and
|φ| =
(m
2
)m−1
2 f
m−1
2 . (5.2)
For ε > 0, we set
φε(x) = ε
−m−1
2 φ(x/ε) and φy,ε(x) = Q(y)
−m−1
2 φε(x)
where y ∈ Sm is a fixed point. Then we have φy,ε satisfies the equation
Dg
Rm
φy,ε = Q(y)|φy,ε|
2∗−2φy,ε on Rm. (5.3)
Furthermore, by the stereographic projection (see Section 4.3), we have φy,ε corresponds to a
spinor field ψy,ε on S
m via the formula
φy,ε = F
(
f
m−1
2 ψy,ε ◦ S
−1
y
)
. (5.4)
And hence, we have
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Lemma 5.1. For any d ≥ d0 and θ > 0 there exists ε > 0 such that
max
t>0
Ipn(tψ
+
y,ε) ≤
1
2mdm−1
(m
2
)m
ωm + 2θ
uniformly for all large n and y ∈ {Q ≥ d}.
Proof. The strategy is to use Proposition 3.3. And to begin with, we first fix α > 0 associated
to θ such that Proposition 3.3 is certified.
Since φy,ε satisfies Eq. (5.3) and ψy,ε is defined via the formula (5.4), we soon have
Dψy,ε = Q(y)|ψy,ε|
2∗−2ψy,ε on S
m.
Hence, in the dual space E∗, we have
L′(ψy,ε) = Dψy,ε −Q(ξ)|ψy,ε|2
∗−2ψy,ε
=
(
Q(y)−Q(ξ)
)
|ψy,ε|
2∗−2ψy,ε (5.5)
where L = L2∗ (see Section 3).
Let ψ ∈ E be such that ‖ψ‖ ≤ 1, we have
L′(ψy,ε)[ψ] = Re
∫
Sm
(
Q(y)−Q(ξ)
)
|ψy,ε|
2∗−2(ψy,ε, ψ)dvolgSm
= Re
∫
Rm
(
Q(y)−Q(ξ)
)
|ψy,ε ◦ S
−1
y |
2∗−2(ψy,ε ◦ S−1y , ψ ◦ S
−1
y )dvol(S−1y )∗gSm
= Re
∫
Rm
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗−2(φy,ε, F (f m−12 ψ ◦ S−1y ))dvolgRm
≤ C
(∫
Rm
∣∣Q(y)−Q ◦ S−1y ∣∣ 2∗2∗−1 |φy,ε|2∗dvolgRm) 2∗−12∗ . (5.6)
Fix δ > 0 arbitrarily small, we may find that Q ◦ S−1y (x) = Q(y) +O(δ) uniformly for |x| ≤ δ
(remark that S−1y (0) = y ∈ S
m). And hence, by the fact
∫
Rm
|φε|
2∗dvolg
Rm
≡
(
m
2
)m
ωm, we can
get ∫
B0δ
∣∣Q(y)−Q ◦ S−1y ∣∣ 2∗2∗−1 |φy,ε|2∗dvolgRm ≤ O(δ 2∗2∗−1 ). (5.7)
Moreover,∫
Rm\B0δ
∣∣Q(y)−Q ◦ S−1y ∣∣ 2∗2∗−1 |φy,ε|2∗dvolgRm ≤ C ∫ ∞
δ
ε
rm−1
(1 + r2)m
dr ≤ C
(ε
δ
)m
. (5.8)
Therefore, combining (5.6), (5.7) and (5.8), we have
‖L′(ψy,ε)‖E∗ ≤
α
2
uniformly for all y ∈ Sm (5.9)
provided that ε > 0 is fixed small enough.
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On the other hand, we have a similar estimate for L(ψy,ε), that is
L(ψy,ε) =
Q(y)
2m
∫
Sm
|ψy,ε|
2∗dvolgSm +
1
2∗
∫
Sm
(
Q(y)−Q(ξ)
)
|ψy,ε|
2∗dvolgSm
=
Q(y)
2m
∫
Rm
|φy,ε|
2∗dvolg
Rm
+
1
2∗
∫
Rm
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗dvolg
Rm
≤
Q(y)
2m
∫
Rm
|φy,ε|
2∗dvolgRm +
θ
2
(5.10)
if we fix ε small enough. Moreover, by noticing∫
Rm
|φy,ε|
2∗dvolg
Rm
= Q(y)−m
∫
Rm
|φε|
2∗dvolg
Rm
= Q(y)−m
(m
2
)m
ωm,
we then obtain from (5.10) and y ∈ {Q ≥ d} that
L(ψy,ε) ≤
1
2mQ(y)m−1
(m
2
)m
ωm +
θ
2
≤
1
2mdm−1
(m
2
)m
ωm +
θ
2
(5.11)
uniformly in y.
Remark that the function p 7→ |ψ|p is continuous provided that ψ ∈ E is fixed. Hence if we
fix ε sufficiently small, then it can be derived from (5.11) that
0 < c1 ≤ Lpn(ψy,ε) ≤
1
2mdm−1
(m
2
)m
ωm + θ (5.12)
uniformly for all large n, where c1 > 0 is some constant (we would mention here that the
existence of c1 is obvious since
∫
Rm
|φε|
2∗dvolg
Rm
≡
(
m
2
)m
ωm > 0).
It remains to evaluate the derivatives of Lpn for large n. Take ψ ∈ E arbitrarily as a test
spinor, then it follows from (5.5) that
L′pn(ψy,ε)[ψ]−L
′(ψy,ε)[ψ]
= Re
∫
Sm
Q(ξ)
(
|ψy,ε|
2∗−2 − |ψy,ε|pn−2
)
(ψy,ε, ψ)dvolgSm
= Re
∫
Rm
(Q ◦ S−1y )
(
|φy,ε|
2∗−pn − f
m−1
2
(2∗−pn))|φy,ε|pn−2(φy,ε, F (f m−12 ψ ◦ S−1y ))dvolgRm .
Remark that, by (5.2), we have
|φy,ε(x)| = Q(y)
−m−1
2 · ε−
m−1
2 ·
(m
2
)m−1
2 ·
( 2ε2
ε2 + |x|2
)m−1
2
.
Thus
|φy,ε|
2∗−pn − f
m−1
2
(2∗−pn) = C2
∗−pn
( 2
1 + |x|2
)m−1
2
(2∗−pn)[(ε2 + ε2|x|2
ε2 + |x|2
)m−1
2
(2∗−pn)
− 1
]
,
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where C = Q(y)−
m−1
2 · ε−
m−1
2 ·
(
m
2
)m−1
2 > 0 is a constant. Since we already fixed ε > 0 small
(say ε < 1), we easily get
ε2 ≤
ε2 + ε2|x|2
ε2 + |x|2
≤ 1 for all x ∈ Rm.
Therefore, due to pn → 2
∗, we obtain
|φy,ε|
2∗−pn − f
m−1
2
(2∗−pn) = on(1)
( 2
1 + |x|2
)m−1
2
(2∗−pn)
= on(1)f
m−1
2
(2∗−pn)
uniformly for all y ∈ Sm as n→∞. This implies
L′pn(ψy,ε)[ψ]− L
′(ψy,ε)[ψ]
= on(1)Re
∫
Rm
(Q ◦ S−1y )f
m−1
2
(2∗−pn)|φy,ε|pn−2(φy,ε, F (f
m−1
2 ψ ◦ S−1y ))dvolgRm
= on(1)Re
∫
Sm
Q(ξ)|ψy,ε|
pn−2(ψy,ε, ψ)dvolgSm
≤ on(1)‖ψ‖
uniformly for all y ∈ Sm as n→∞. Since ψ ∈ E is arbitrary, we can derive from (5.9) that
‖L′pn(ψy,ε)‖E∗ ≤ ‖L
′(ψy,ε)‖E∗ + ‖L′pn(ψy,ε)−L
′(ψy,ε)‖E∗ ≤ α (5.13)
uniformly for all y ∈ Sm and large n.
Combining (5.12) and (5.13), we may then apply Proposition 3.3 to get the desired assertion.
Moreover, recall the ν-neighborhood for Kd0 defined in (5.1), we can get
Lemma 5.2. There exist C1, ν0 > 0 (probably depend on the dimensionm) such that
max
t>0
Ipn(tψ
+
y,ε) ≤
1
2mdm−10
(m
2
)m
ωm +

−
C1
4
ε2| ln ε|+O(ε2) m = 2,
−
C1
4
ε2 +O(ε
m+3
2 ) m ≥ 3,
uniformly for small ε, large n and y ∈ Oν0 . Thus, for all y ∈ Oν0 , the estimate
max
t>0
Ipn(tψ
+
y,ε) <
1
2mdm−10
(m
2
)m
ωm
holds as long as ε is small.
Proof. Since Kd0 = {ξ1, . . . , ξl} contains only finitely many points, without loss of generality,
from now on we will first locate ourselves close to ξ1. Recall the hypothesis (Q), we have the
Hessian of Q at each ξ ∈ Kd0 is positive definite. Hence, there exits R1, δ0 > 0 such that
Q ◦ S−1ξ1 (x) ≥ Q ◦ S
−1
ξ1
(0) + δ0|x|
2 = d0 + δ0|x|
2 for all x ∈ B02R1 ,
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where Sξ1 : S
m → Rm is the stereographic projection maps ξ1 to 0. In other words, we have
Q(y) ≥ d0 + δ0 distgSm (y, ξ1)
2 (5.14)
for all y ∈ BR1(ξ1) ⊂ S
m.
Analogous to (5.10), we shall now estimate the following quantity
L(ψy,ε) =
Q(y)
2m
∫
Rm
|φy,ε|
2∗dvolg
Rm
+
1
2∗
∫
Rm
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗dvolg
Rm
,
where
φy,ε(x) = Q(y)
−m−1
2 φε(x)
and ψy,ε is defined via the conformal transformation formula
φy,ε = F
(
f
m−1
2 ψy,ε ◦ S
−1
y
)
.
Taking (5.14) into account, we can get
L(ψy,ε) ≤
1
2mdm−10
(m
2
)m
ωm −
m− 1
4mdm0
(m
2
)m
ωmδ0 distgSm (y, ξ1)
2
+
1
2∗
∫
Rm
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗dvolg
Rm
. (5.15)
Recall that Q(y) = Q ◦ S−1y (0) and y locates close to ξ1, we have Q ◦ S
−1
y (·) is strongly
convex around 0. Thus, there exist r0, δ
′
0 > 0 such that
2Q(y)−Q ◦ S−1y (x)−Q ◦ S
−1
y (−x) ≤ −δ
′
0|x|
2
for all |x| ≤ r0. Notice that |φy,ε(x)| = |φy,ε(−x)| for all x ∈ R
m, and by a similar estimate in
(5.8), it follows that∫
Rm
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗dvolg
Rm
≤
∫
B0r0
(
Q(y)−Q ◦ S−1y
)
|φy,ε|
2∗dvolg
Rm
+O(εm)
≤ −
δ′0
2
∫
B0r0
|x|2|φy,ε|
2∗dvolgRm +O(ε
m).
A direct calculation shows∫
B0r0
|x|2|φy,ε|
2∗dvolg
Rm
= Q(y)−mmmωm−1ε2
∫ r0
ε
0
rm+1
(1 + r2)m
dr
≥ C1ε
2
∫ r0
ε
1
rm+1
(1 + r2)m
dr
≥
{
C1ε
2| ln ε| m = 2,
C1ε
2 m ≥ 3,
(5.16)
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for all ε small, where C1 > 0 is a constant depending only on the dimensionm. Therefore, from
(5.15) and (5.16), we obtain immediately
L(ψy,ε) ≤
1
2mdm−10
(m
2
)m
ωm +O(ε
m)−
{
C1ε
2| ln ε| m = 2,
C1ε
2 m ≥ 3,
uniformly for y ∈ BR1(ξ1) and for ε small.
On the other hand, for the derivative of L, we shall use (5.6) to get
‖L′(ψy,ε)‖E∗ ≤ C
(∫
Rm
∣∣Q(y)−Q ◦ S−1y ∣∣ 2∗2∗−1 |φy,ε|2∗dvolgRm) 2∗−12∗
for all ε > 0. Then, again, it follows from (5.8) that
‖L′(ψy,ε)‖
2
∗
2∗−1
E∗ ≤ C|∇Q|
2m
m+1
L∞(Br0 (y))
∫
B0r0
|x|
2m
m+1 |φy,ε|
2∗dvolg
Rm
+O(εm) (5.17)
as ε→ 0. Remark that ∫
Rm
|x|
2m
m+1 |φy,ε|
2∗dvolgRm = O(ε
2m
m+1 ) (5.18)
as ε→ 0. Combining (5.17) and (5.18), we conclude that
‖L′(ψy,ε)‖E∗ ≤ C2|∇Q|L∞(Br0 (y)) · ε+O(ε
m+1
2 )
as ε→ 0 with some C2 > 0 depending only onm.
At this point let us fix ε small, argue similarly as in Lemma 5.1, one could get there exists
nε ∈ N such that for all n ≥ nε
Lpn(ψy,ε) ≤
1
2mdm−10
(m
2
)m
ωm +O(ε
m)−

C1
2
ε2| ln ε| m = 2,
C1
2
ε2 m ≥ 3,
(5.19)
and
‖L′pn(ψy,ε)‖E∗ ≤ 2C2|∇Q|L∞(Br0 (y)) · ε+O(ε
m+1
2 ) (5.20)
uniformly for y ∈ BR1(ξ1) and for ε small. Recalling the fact that∇Q(ξ1) = 0, we then have
|∇Q|L∞(Br0 (y)) → 0 as y → ξ1 and r0 → 0.
And therefore, by combining (5.19), (5.20) and Corollary 3.8, we soon have
max
t>0
Ipn(tψ
+
y,ε) ≤
1
2mdm−10
(m
2
)m
ωm +

−
C1
4
ε2| ln ε|+O(ε2) m = 2,
−
C1
4
ε2 +O(ε
m+3
2 ) m ≥ 3,
uniformly for y ∈ BR1(ξ1) and for ε small provided that R1, r0 is fixed small enough. So, the
proof will be completed by simply taking ν0 = min{R1, . . . , Rl} and considering y ∈ Oν0 .
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Now we are ready to proof Theorem 1.4
Proof of Theorem 1.4. The proof will be accomplished by several steps:
Step 1. Recall the fact that, by the hypothesis (Q), for any ν > 0 there exists α > 0 such
that Q is contractible in {Q ≥ d0 + α} ∪ Oν . Now let us fix ν0 > 0 as in Lemma 5.2, then we
get some α0 > 0 such that Q is contractible in C0 := {Q ≥ d0 + α0} ∪ Oν0 . At this point, we
may choose ε0, θ0, θ > 0 small such that
max
{ 1
2m(d0 + α0)m−1
(m
2
)m
ωm,
1
2mdm−10
(m
2
)m
ωm − θ0
}
≤
1
2mdm−10
(m
2
)m
ωm − 3θ
where θ0 depends on ε0 (by Lemma 5.2).
Recall the the Nehari-type manifold Npn defined for Ipn (see (3.10)), let us introduce the
sub-level sets for Ipn as
Icpn =
{
u ∈ Npn : Ipn(u) ≤ c
}
for c ∈ R. Denoted by
aˆ =
1
2mdm−10
(m
2
)m
ωm − θ, (5.21)
then a combination of Lemma 5.1 and Lemma 5.2 gives us that C0 can be embedded continu-
ously into I aˆpn for all n large.
Step 2. Thanks to the hypothesis (Q), we have Qmin < d0. Hence if we fix some ξ0 ∈ S
m
such that Q(ξ0) = Qmin, then ξ0 6∈ {Q ≥ d0}. Let S0 : S
m \ {ξ0} → R
m be the stereographic
projection from ξ0 (that is, we treat ξ0 as the North pole). We see that the image of C0 under S0
is a bounded set in Rm, and thus there exists R0 > 0 such that
S0(C0) ⊂ B
0
R0 =
{
x ∈ Rm : |x| < R0
}
.
Now we can introduce a barycenter-type function Υ : E → Rm as
Υ(ψ) =
∫
Sm
ζ ◦ S0(ξ)|ψ|
2∗dvolgSm∫
Sm
|ψ|2∗dvolgSm
,
where ζ : Rm → Rm is defined by
ζ(x) =

x |x| < R0,
R0x
|x|
|x| ≥ R0.
Next, we claim that θ > 0 can be chosen sufficiently small such that for all large n and
u ∈ Npn satisfying
Ipn(u) <
1
2m
(τ2∗)
m + θ =
1
2m(Qmax)m−1
(m
2
)m
ωm + θ,
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there holds
S−10 ◦Υ
(
u+ hpn(u)
)
∈ Qδ. (5.22)
Suppose to the contrary that there exist θn → 0 and un ∈ Npn such that
Ipn(un) <
1
2m
(τ2∗)
m + θn but S
−1
0 ◦Υ(ψn) 6∈ Qδ, (5.23)
where ψn := un + hpn(un). Recall the definition of τp for p ∈ (2, 2
∗] (see (3.21)), by Lemma
3.9 and Proposition 3.11, we can get
Ipn(un) ≥
pn − 2
2pn
(τpn)
pn
pn−2 =
1
2m
(τ2∗)
m + on(1).
Thus, it follows from Ekeland Variational Principle (cf. [46]) that for each n there exists u˜n ∈
Npn such that
Ipn(u˜n) <
1
2m
(τ2∗)
m + 2θn,
∥∥I ′pn∣∣Npn (u˜n)∥∥ ≤ 8θnǫ and ‖un − u˜n‖ ≤ 2ǫ. (5.24)
where ǫ > 0 can be fixed sufficiently small independent of n. Remark that
Npn =
{
u ∈ E+ : Hpn(u) = 0
}
withHpn(u) = I
′
pn(u)[u].
Hence there exists tn ∈ R such that
I ′pn
∣∣
Npn
(u˜n) = I
′
pn(u˜n) + tnH
′
pn(u˜n).
By virtue of Lemma 3.6 and the fact Ipn(u˜n) ≥
1
2m
(τ2∗)
m+ on(1), we can easily conclude from
(5.24) that tn → 0 and, hence, I
′
pn(u˜n) → 0 as n → ∞. Now, set ψ˜n = u˜n + hpn(u˜n), it is
evident that
1
2m
(τ2∗)
m + on(1) ≤ Lpn(ψ˜n) <
1
2m
(τ2∗)
m + 2θn and L
′
pn(ψ˜n)→ 0
as n → ∞. Then, according to Remark 3.12 and Proposition 4.1, we have the sequence {ψ˜n}
must blow-up. Moreover, by Proposition 4.8, there exists a convergent sequence {an} ⊂ S
m,
an → a ∈ Q as n → ∞ and a sequence of positive numbers {Rn} converging to 0 and a
non-trivial solution φ0 of
Dg
Rm
φ0 = Qmax|φ0|
2∗−2φ0 on Rm
such that
R
m−1
2
(2∗−pn)
n = 1 + on(1)
and
ψ˜n = R
−m−1
2
n η(·)(µn)∗ ◦ φ0 ◦ µ
−1
n + on(1) in E
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as n → ∞, where µn(x) = expan(Rnx) and η ∈ C
∞(Sm) is a cut-off function such that
η(ξ) = 1 on Br(a) and supp η ⊂ B2r(a), some r > 0. Therefore
Υ(ψ˜n)→ S0(a) ∈ S0(Q) as n→∞.
By continuity of Υ, we may fix ǫ small enough in (5.24) such that
Υ(ψn) ∈ S0(Qδ)
for all n large which contradicts to (5.23).
Step 3. We shall show that Ipn has a critical point in I
aˆ
pn \ I
bˆ
pn where aˆ is defined in (5.21)
and
bˆ =
1
2m(Qmax)m−1
(m
2
)m
ωm + θ.
Assume contrarily that Ipn has no critical point I
aˆ
pn\I
bˆ
pn . SinceE can be embedded compactly
into Lp for all p ∈ [1, 2∗), we have Ipn satisfies the Palais-Smale condition for each n. And thus
we can apply the deformation lemma to get a continuous σn : Npn → Npn such that σn(u) ∈ I
bˆ
pn
for all u ∈ I aˆpn .
Recall the definition of ψy,ε ∈ E in (5.4), and by Lemma 5.1, we may fix ε small enough
such that, for some tn,y > 0 (depends continuously on y),
Ipn(tn,yψ
+
y,ε) = max
t>0
Ipn(tψ
+
y,ε) ≤ aˆ, ∀y ∈ Q ⊂ {Q ≥ d0 + α0}.
Since we have the contractibility of Q in C0, we may have a continuous homotopy γ : [0, 1] ×
Q → C0 such that γ(0, ξ) = ξ, γ(1, ξ) ≡ ξ∗ ∈ C0. In what follows, let us consider
Hn : [0, 1]×Q → Qδ, Hn(s, y) = S
−1
0 ◦Υ(ψn,γ(s,y),ε)
where
ψn,γ(s,y),ε = σn(tn,γ(s,y)ψ
+
γ(s,y),ε) + hpn(σn(tn,γ(s,y)ψ
+
γ(s,y),ε)).
By Step 1, tn,γ(s,y)ψ
+
γ(s,y),ε ∈ I
aˆ
pn for all s ∈ [0, 1] provided that ε is fixed small enough. Thus
σn(tn,γ(s,y)ψ
+
γ(s,y),ε) ∈ I
bˆ
pn . And, by Step 2, we have Hn(s, y) ∈ Qδ. Summing up, we have a
continuous homotopyHn such that
Hn(0, y) = S
−1
0 ◦Υ(ψn,y,ε)
and
Hn(1, y) ≡ S
−1
0 ◦Υ(ψn,ξ∗,ε) = ξ
∗
n ∈ Qδ,
where ξ∗n depends only on n.
Remark that, for n large, Hn(0, y) ∈ Qδ. It follows evidently that Hn(0, ·) is homotopic to
the inclusionQ →֒ Qδ. And hence Q will be contractible inQδ which is absurd.
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Step 4. It remains to show that there exists a sequence {ψn} such that ψ
+
n is a critical point
of Ipn in I
aˆ
pn \ I
bˆ
pn and {ψn} contains a compact subsequence.
Step 3 has already implied the existence, so let us assume to the contrary that any such
sequence {ψn} will blow-up.
According to Proposition 4.8, Proposition 4.9 and the fact Lpn(ψn) = Ipn(ψ
+
n ) ≤ aˆ, the
blow-up can only happen inside {Q ≥ d0 + α0}, where α0 > 0 can be chosen small such that
there is no other critical value of Q inside the interval (d0, d0 + α0) and Qδ ⊂ {Q ≥ d0 + α0}.
For each n large enough, since Ipn satisfies Palais-Smale condition, we can take On,ǫ be the
ǫ-neighborhood of all critical points in I aˆpn\I
bˆ
pn . Then there exists a continuous map σ˜n : Npn →
Npn such that
(i) σ˜n(u) ∈ I
bˆ
pn for all u ∈ I
aˆ
pn \On,ǫ;
(ii) σ˜n(u) ∈ I
bˆ
pn ∪On,ǫ for all u ∈ I
aˆ
pn .
Now, similar to Step 3, let us consider
H˜n : [0, 1]×Q → {Q ≥ d0 + α0/2}, H˜n(s, y) = S
−1
0 ◦Υ(ψ˜n,γ(s,y),ε)
where γ : [0, 1]×Q → C0 is the same in Step 3 and ψ˜n,γ(s,y),ε is defined as
ψ˜n,γ(s,y),ε = σ˜n(tn,γ(s,y)ψ
+
γ(s,y),ε) + hpn(σ˜n(tn,γ(s,y)ψ
+
γ(s,y),ε)).
By Step 1, tn,γ(s,y)ψ
+
γ(s,y),ε ∈ I
aˆ
pn for all s ∈ [0, 1] provided that ε is fixed small enough. Thus
σ˜n(tn,γ(s,y)ψ
+
γ(s,y),ε) ∈ I
bˆ
pn ∪ On,ǫ. As we assumed any sequence of critical points will blow-up,
if ǫ > 0 is fixed sufficiently small, it follows that
S−10 ◦Υ(ψ) ∈
{
ξ ∈ Sm : distgSm (ξ, {Q ≥ d0 + α0}) < ν
}
for all ψ ∈ On,ǫ and n large, where ν > 0 is a small constant such that{
ξ ∈ Sm : distgSm (ξ, {Q ≥ d0 + α0}) < ν
}
⊂ {Q ≥ d0 + α0/2}.
Recalling the fact Qδ ⊂ {Q ≥ d0 + α0}, we can see that H˜n is well-defined. Now, argue
similarly as in Step 3, we have
H˜n(0, y) = S
−1
0 ◦Υ(ψ˜n,y,ε)
and
H˜n(1, y) = S
−1
0 ◦Υ(ψ˜n,ξ∗,ε) = ξ˜
∗
n
with ξ˜∗n depends only on n.
Using the fact H˜n(0, ·) is homotopic to the inclusion Q →֒ {Q ≥ d0 + α0/2}, we get Q is
contractible in {Q ≥ d0 + α0/2} which contradicts the definition of d0.
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6 Analysis on the nodal sets and its application to 2-sphere in
Euclidean 3-space
Thanks to the previous section, we have the existence result for the equation
Dψ = Q(ξ)|ψ|2
∗−2ψ on Sm (6.1)
provided Q is smooth and satisfy (Q). Now let us give a interesting application to the problem
of prescribing mean curvature on the 2-sphere.
In what follows, we shall first study the nodal set of solutions to (6.1). And let us begin with
the following lemma which can be viewed as a generalization of [6, Lemma 4.1] for the case
Q 6≡ constant.
Lemma 6.1. Let (M, g) be an arbitrary Riemannian spinm-manifold (not necessary complete
or compact). Assume that there is a spinor ψ of constant length 1 and with Dgψ = Qψ for a
real-valued smooth function Q : M → R, and let {e1, . . . , em} be a local orthonormal frame
field. Then
Scalg =
4(m− 1)
m
Q2 − 4
m∑
k=1
|∇Qekψ|
2
where Scalg is the scalar curvature of M with respect to g, ∇
Q
Xψ := ∇Xψ +
Q
m
X ·g ψ for
X ∈ Γ(TM) is an induced covariant derivative and ·g denotes the Clifford multiplication.
Proof. The algebraic properties of Clifford multiplication imply that ∇Q is metric in the sense
that
X(ϕ1, ϕ2) = (∇
Q
Xϕ1, ϕ2) + (ϕ1,∇
Q
Xϕ2)
for all ϕ1, ϕ2 ∈ Γ(S(M)) and X ∈ Γ(TM).
Locally, let −∆Q = −
∑m
k=1∇
Q
ek
∇Qek denote the Laplace operator corresponds to∇
Q. Then
we have
−Re(∆Qψ, ψ) = −Re
m∑
k=1
(∇Qek∇
Q
ek
ψ, ψ)
= −Re
m∑
k=1
[
ek(∇
Q
ek
ψ, ψ)− (∇Qekψ,∇
Q
ek
ψ)
]
= −Re
m∑
k=1
ek(∇
Q
ek
ψ, ψ) +
m∑
k=1
|∇Qekψ|
2. (6.2)
Since (∇Qekψ, ψ) = (∇ekψ, ψ) +
Q
m
· (ek ·g ψ, ψ), we have
Re(∇Qekψ, ψ) = Re(∇ekψ, ψ) =
1
2
Re
〈
grad |ψ|2, ek
〉
= 0.
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Thus (6.2) gives us
− Re(∆Qψ, ψ) =
m∑
k=1
|∇Qekψ|
2. (6.3)
On the other hand, by the twisted version of the Schro¨dinger-Lichnerowicz formula (see for
instance [20, Chapter 5]), we have(
D −
Q
m
)2
= −∆Q +
Scalg
4
+
1−m
m2
Q2.
And therefore, byDψ = Qψ, |ψ| ≡ 1 and (6.3), we obtain
(m− 1)2Q2
m2
= −Re(∆Qψ, ψ) +
Scalg
4
+
1−m
m2
Q2
=
m∑
k=1
|∇Qekψ|
2 +
Scalg
4
+
1−m
m2
Q2,
which completes the proof.
The following theorem is due to Ba¨r [12]:
Theorem 6.2. Let (M, g) be compact and connected spin m-manifold and let ϕ be a solution
of
Dϕ = Pϕ
where P is a smooth endomorphism. Then the zero set of ϕ has at most Hausdorff dimension
m− 2. And ifm = 2, then the zero set is discrete.
Unfortunately, in general, Eq (6.1) does not satisfy Ba¨r’s theorem because 2∗−2 = 2
m−1 6∈ Z
for m ≥ 4 and Q(·)|ψ|2
∗−2 is not smooth. However, in dimension 2, we have 2∗ = 4 and in
this case solutions of Eq (6.1) and the corresponding P = Q(·)|ψ|2 are smooth enough. Thus,
applying Theorem 6.2, we have the nodal set of a solution ψ is a discrete subset. Moreover, the
cardinality of the modal set can be controlled by topological properties ofM :
Proposition 6.3. On a compact boundaryless spin surface (M, g) of genus γ, suppose that
Q : M → (0,∞) is a smooth function and Qmax := maxξ∈M Q(ξ). Let ψ be a solution of the
equation
Dψ = Q(ξ)|ψ|2ψ onM.
Then the number of zeros of ψ is at most
γ − 1 +
∫
M
Q(ξ)2|ψ|4dvolg
4π
.
In particular, if M has γ = 0 (i.e. M is homeomorphic to the 2-sphere) and ψ has the energy
control ∫
M
Q(ξ)|ψ|4dvolg <
8π
Qmax
, (6.4)
then ψ has no zero at all.
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Proof. On M \ ψ−1(0), let us introduce a new metric g1 = |ψ|
4g. Then the transformation
formula for the Dirac operator under conformal changes (Proposition 2.1) gives us that there is
a spinor field ϕ1 onM \ ψ
−1(0) such that
Dg1ϕ1 = Q(ξ)ϕ1 and |ϕ1|g1 = 1.
By Lemma 6.1, we have the scalar curvature can be estimated by Scalg1 ≤ 2Q
2. And hence, we
have the estimate for the Gauß curvature, that is Kg1 ≤ Q
2. Moreover, we have
vol(M \ ψ−1(0), g1) =
∫
M\ψ−1(0)
dvolg1 =
∫
M
|ψ|4dvolg. (6.5)
Let ψ−1(0) = {ξ1, . . . , ξl} for some l ≥ 1 if ψ−1(0) 6= ∅. Let nj be the order of the first
non-vanishing term in the Taylor expansion of ψ near ξj , j = 1, . . . , l. Then it can be calculated
that the integral of the geodesic curvature κg1 over a small circle around each ξj is close to
−2π(2nj + 1). Now, we may remove small open disks around ξj from M , and we obtain a
surface M˜ with boundary. By using the Gauss-Bonnet formula, we can derive
2πχ(M˜) =
∫
M˜
Kg1dvolg1 +
∫
∂M˜
κg1ds ≤
∫
M
Q(ξ)2|ψ|4dvolg −
l∑
j=1
2π(2nj + 1).
And hence, return toM itself, we have
2π(2− 2γ) = 2πχ(M) ≤
∫
M
Q(ξ)2|ψ|4dvolg − 4π
l∑
j=1
nj ,
which implies l is at most
γ − 1 +
∫
M
Q(ξ)2|ψ|4dvolg
4π
.
For the caseM has γ = 0 and ψ satisfies (6.4), we assume ψ−1(0) = {ξ1, . . . , ξl} 6= ∅. Then
we have
1 ≤ l ≤ −1 +
∫
M
Q(ξ)2|ψ|4dvolg
4π
≤ −1 +
Qmax
4π
∫
M
Q(ξ)|ψ|4dvolg < 1
which is impossible. Therefore ψ has no zero at all.
We then have an immediate corollary as a direct application of Proposition 6.3 and the
existence part of Theorem 1.4.
Corollary 6.4. On (S2, gS2), if Q is a positive smooth function satisfying hypothesis (Q), then
there exists a solution of the equation{
Dψ = Q(ξ)|ψ|2ψ,
|ψ| > 0.
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A further application of the above existence result comes from the spinor representation of
surfaces in Euclidean 3-space. The following theorem can be found in [19, Theorem 13]:
Theorem 6.5 (Spinorial Weierstraß representation). Let (M, g) be an oriented 2-dimensional
Riemannian manifold and H : M → R a smooth function. Then there is a correspondence
between the following data:
(1) An isometric immersion (M˜, g) → R3 of the universal covering M˜ into the Euclidean
space R3 with mean curvature H .
(2) A solution ϕ with constant length |ϕ| = 1 of the Dirac equationDgϕ = Hϕ.
(3) A pair (ϕ, E) consisting of a symmetric endomorphism E such that Tr(E) = −H and a
spinor field ϕ satisfying the equation∇Xϕ = E(X) ·g ϕ.
We apply this theorem now to the problem of prescribing mean curvature on S2:
Corollary 6.6. On (S2, gS2), if Q is a positive smooth function satisfying hypothesis (Q), then
there is a conformal metric g1 such that (S
2, g1) is isometrically immersed into the Euclidean
space R3 with mean curvature Q.
Proof. By Corollary 6.4, we can introduce a conformal metric g1 = |ψ|
4gS2 on S
2. Then the
conformal transformation formula implies that there exists a spinor ϕ1 on (S
2, g1) such that
Dg1ϕ = Q(ξ)ϕ and |ϕ1|g1 ≡ 1.
Hence by Theorem 6.5, we have there is an isometric immersion (S˜2, g)→ R3 of the universal
covering S˜2 into the Euclidean space R3 with mean curvature Q. Since S˜2 = S2, we conclude
the assertion immediately.
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