The accurate detection and classification of road markings is required for autonomous vehicles. There have been several previous studies on the detection of road lane markings, but the detection and classification of arrows and bike markings has not received much attention. There exists previous research on the detection and classification of arrows and bike markings, but they comprise a performance limitation owing to the use of the entire input image. Therefore, our approach is focused on enhancing the performance of the detection and classification of arrows and bike markings based on the adaptive region of interest (ROI) and deep convolutional neural network (CNN). In the first stage, a vanishing point is detected in order to create the ROI image. The ROI image that covers the majority of the road region is then used as the input to train the CNN-based detector and classifier in the second stage. The proposed approach is evaluated using three open datasets, namely, the Cambridge dataset, Daimler dataset, and Malaga urban dataset on a desktop computer and NVIDIA Jetson TX2 embedded system. The experimental results show that the proposed method outperforms the state-of-the-art methods in recognition performance even with small road markings at a large distance.
I. INTRODUCTION
Autonomous vehicles are being considered as the next technological revolution, and the corresponding challenges involved have been studied for decades. Autonomous vehicles can aid in reducing drivers' stress and increase productivity while commuting. They are also helpful in terms of assisting drivers to avoid accidents or smartly estimating the optimum consumption of fuel [1] . Therefore, many large technology companies as well as traditional automaker companies, such as Tesla, Apple, Google, NVIDIA, and Waymo, have invested large amounts of money in developing the hardware and software required for creating autonomous vehicles [2] However, in order to reach the level of full automation and control, the perception of the surrounding The associate editor coordinating the review of this manuscript and approving it for publication was Gustavo Callico. environment is required to aid self-driving cars to output control decisions similar to how a human driver handles the same situation. By combining multiple sensors mounted on the vehicle such as light detection and ranging (LiDAR), inertial measurement unit (IMU), radar, global positioning system, visible-light cameras, infrared camera, etc., selfdriving cars can easily build a 3D model of their surrounding objects or calculate the distance from the itself to other vehicles. Among these sensors, vision-based systems are being deployed widely because of the following reasons: (1) visual data is the main factor in use because road markings and road boundaries are designed such that a human driver can see them under all driving conditions. (2) It is apparent that the majority of vision cameras are the cheapest and most cost-effective solution in large-scale industrial production as compared to that of other sensors. (3) Some researches have succeeded in representing 3D input data from an image such VOLUME 7, 2019 This as that in the case of expensive LiDAR technology [3] , [4] . Therefore, we have proposed the use of a deep neural network detector and classifier to recognize road markings only using images captured from visible-light camera sensors, and our method demonstrates state-of-the art recognition accuracies and processing speeds.
Most of previous studies have researched the detection of road lane, but there is little previous work to recognize other important road markings such as bicycle (B) markings and seven types of arrow markings (forward (F) arrow, forwardleft (FL) arrow, forward-left-right (FLR) arrow, forward-right (FR) arrow, left (L) arrow, and right (R) arrow) as illustrated in Figure 1 except for the road lane. That is because the road lanes comprise only lines, but these road markings contain various characteristics and intensities of color observed in different datasets. In addition, the changes in the length, thickness, or angle of view of these road markings in consecutive frames while moving is also one of the major obstacles in recognition, as shown in Figure 2 . For instance, the FL, FR, and FLR arrows can be easily misrecognized as the F arrow if the left or right part is affected by shadows from nearby objects or paint quality. Figure 3 presents some examples of different forms of the same arrow marking observed in different datasets. To address these issues, our research is focused on enhancing the performance of the detection and classification of arrows and bike markings robust to various environmental conditions.
With recent breakthroughs in deep learning, more powerful capabilities of hardware, tools, and various image datasets [8] , [9] that can learn semantic, high-level deep features are innovated to address the problems existing in traditional approaches. Therefore, road marking detection and classification comprising the combination of a simple handcrafted features-based method for creating an adaptive region of interest (ROI) image and a deep learning-based method is introduced in our study. The extensive experiments were (c) Malaga dataset [7] .
conducted using three open datasets with various types of urban roads and illumination conditions, namely, the Cambridge dataset with UK roads [5] , Daimler dataset captured in Germany [6] , and Malaga dataset with Spanish urban roads [7] . We also use the proposed deep learning-based detector and classifier that is inspired by a one-stage densely connected feature pyramid network (FPN).
Generally, the deep learning model comprises four parts. The first part is the backbone network, and this network can be any conventional feedforward convolutional neural network (CNN) used for feature extraction, such as visual geometry group 16 (VGG-16) [12] and residual network 50 (Resnet-50) [13] . The second part is then called as bottomup pathway, which is built on top of the backbone network. The third part is the top-down pathway, which is the proposed densely connected feature pyramid network. The last part is the predictor head, which includes two small fully connected layer networks for the object categories and bounding boxes position prediction.
The remainder of this paper is organized as follows. Section II presents the works related to road markings detection and classification. Our contributions are listed in Section III. In Section IV, the detailed algorithm and architecture of the proposed method are explained. The experimental setup and experimental result as well as the comparison of the results of our proposed method and other methods is presented in Section V. Section VI summarizes the final conclusions of this study.
II. RELATED WORKS
The object detection and classification methods used the past decades can be grouped into two major methods: (1) handcrafted features-based methods that extract low-level, simple features such as edge, color, and scale-invariant feature transform, and (2) deep-feature-based methods that extract more complex, abstract features by taking full advantage of multiple layers and provide a superior performance.
Traditional object recognition methods extract features at a low level by following the predefined set of rules or conditions such as the threshold value and color intensity, and thus, their performances can be easily affected by the surrounding background noises that appears inside an image or by new conditions that cannot be coped with using predefined rules. For instance, a road lane markings detection and classification method [14] , [15] is introduced by combining a line segment detector (LSD) algorithm [16] with a fuzzy rule to detect and discriminate dashed and solid lane markings regardless of the orientation or length of the detected line segments. However, to obtain the best detection result, these methods require a noticeable contrast between the foreground (lane markings) and the background for accurate edge detection. Yoo et al. [17] chose color factors while converting the RGB color space to the YCbCr color space. More specifically, they considered road lane markings that are painted in white, yellow, or blue colors to detect the foreground and background under illumination changes. However, they assumed there would be a single illumination within each scene, and as a consequence, their method only worked effectively for limited variations of illumination. The use of threshold and edge detection for extraction is representative of another handcrafted features-based method. For example, Li et al. [18] used a local adaptive threshold along with Canny edge detection to extract road markings, and, the performance of their method relied mainly on the accuracy of the Canny edge detector. In contrast, in a previous research [19] , they relied on the hue-saturation-intensity color space within the ROI with a Fuzzy c-means algorithm for clustering the difference in the intensity distribution of a row of pixels inside the ROI, and then simple thresholds for saturation and intensity values were empirically selected for the lane markings detection.
In contrast, the performance of deep learning featuresbased methods has improved remarkably, and they have shown outstanding results owing to the achieved advances in deep CNN. For instance, Chen et al. [20] proposed the use of the deep neural network method for road marking recognition. They used the binarized normed gradient (BING) for object detection and obtained several possible candidate regions. PCA network (PCANet) was then used for the classification of the candidate regions in the next stage. However, the shortcoming of this approach is that the number of candidate regions can cause a computational burden for the PCANet during the classification process. Furthermore, road markings are roughly localized, and hence, other irrelevant objects are included within the bounding box. The vanishing point guided net (VPGNet) model [21] was proposed for detecting the vanishing point and other road markings under adverse weather conditions. However, the authors tested and evaluated their method of road marking detection only with self-collected images captured in South Korea, although the arrow markings and bicycle markings can appear as various shapes in different datasets, which can be considered as one of the most serious obstacles for recognition. Li et al. [22] combined a CNN with a recurrent neural network (RNN) for detecting road lane boundaries. First, the multi-task CNN model proves the geometric information of the given lane structure, and the RNN then automatically detects the boundaries of the road lane without any explicit prior knowledge or secondary modeling. Another deep-features-based method comprised the use of dual-view CNN (DVCNN) for processing two input images (original front-view image and its corresponding converted top-view image) for road lane detection [23] . Disturbances from other objects on the road such as vehicles and shadows are excluded from the front-view image, while the club-shaped structures are maintained in the top-view image. However, the method fails in the recognition task when the marking is occluded by the other objects on the road or when the image is over-exposed. In [57] , the authors proposed deep-CNN-based road marking detection, but the performance enhancement was limited by the use of the entire input image.
While taking into consideration the limitations of previous researches, we proposed a method of detection and classification of arrows and bike markings based on adaptive ROI and deep CNN. In Table 1 , we briefly summarize the comparative advantages and disadvantages of our proposed method and the existing methods.
III. CONTRIBUTIONS
Our research is novel in the following four aspects as compared to previous works.
• Our approach comprises the use of a handcrafted features-based method for detecting the vanishing point in order to reduce the background noise effects and creates an ROI image before feeding it to the deep neural network detector. This method achieves a high accuracy in detecting and recognizing road markings under various complex conditions such as extreme light condition, large distance between the vehicle and marking, and occlusion.
• We also conducted experiments using a bird's-eye-view image as the input image to the deep CNN detector and determined that the distortion caused by converting the original image to a bird's-eye-view image has negative effects on the learning process of the CNN model and the detection and classification accuracy.
• The proposed method is evaluated using a desktop computer and an embedded system, i.e., the NVIDIA Jetson TX2 embedded system [24] . The obtained results show that our method can realize a real-time processing speed.
• Finally, the CNN models are trained with various backbones and fine-tuned weights for road markings detection based on adaptive ROI, and algorithms are provided to other researchers on our official website for fair a comparison [25] . Figure 4 shows the overall procedure of the proposed method. The image of three channels captured by the frontal-view camera mounted on the car has different sizes (960 × 720 pixels in Cambridge dataset [5] , 1012 × 328 pixels in Daimler VOLUME 7, 2019 dataset [6] , and 800 × 600 pixels in Malaga dataset [7] ) and different textures in each dataset. In the pre-processing stage, the vanishing point is detected in order to create the ROI image from the original image. The ROI image is then fed to the deep CNN, and the road markings are detected and classified based on the outputs of the CNN.
IV. PROPOSED METHOD A. OVERVIEW OF PROPOSED METHOD

B. DETECTING VANISHING POINT AND DEFINING ROI
The size of the input image can affect the self-learning process of the deep CNN and the output. A large image not only requires more time for training and more memory consumption to extract features inside the image than that for a small image, but it also includes more background noises that can adversely affect the detection and classification accuracy. Therefore, a smaller ROI image is advantageous as compared to the large image and enhances the performance of the deep CNN. As the majority of road markings usually appear in the lower half of the captured image as shown in Figure 5 , the region based on the vanishing point position can include only the road region while other irrelevant noises can be discarded. Therefore, we detect the vanishing point and define the ROI for the road marking detection and recognition. The algorithm used for detecting the vanishing point is based on [15] and LSD [16] , [26] instead of using a deeplearning-based method such as VPGNet [21] owing to the following reasons. (1) The purpose of detecting the vanishing point is to create an approximate ROI image to reduce the background noise as much as possible before using deep CNN in the main stage. Therefore, the use of a sophisticated and time-consuming deep-learning-based method is unnecessary in our research. (2) The vanishing point in deep learning-based methods such as VPGNet need to be manually annotated by a human and this takes time. In addition, VPGNet was only evaluated using the dataset comprising images captured in South Korea, and thus, it can result in the false detection of the vanishing point when using other datasets.
Let l = {l 1 , l 2 , . . . , l k } be the set of the line segments extracted from the original image using the LSD algorithm, and each line segment l i contains some features as follows:
where (x 0i , y 0i ), (x 1i , y 1i ), θ i , and l length are the (x, y) coordinates of the starting point and ending point, angle, and length of the extracted line segment, respectively. θ i and l length are calculated using Equations (2) and (3), respectively:
Then, all the irrelevant detected lines are eliminated based on the following rules. 1. Considering that the road markings appear mostly in the lower-half region of the image, the extracted line segments that appear in the 1/4 region at the top of the images are eliminated because these line segments often comprise parts of clouds or sky in the background rather than road markings. The 1/4 region was empirically determined based on all the training images.
2. The extracted line segments are divided into two subsets, left and right subsets, according to Equation (4) . The angle conditions [15] , [27] are then applied for each subset to eliminate the irrelevant line segment candidates for the vanishing point detection. For more detail, we empirically define the range of the angle for left and right subsets as
, respectively. For instance, the line segment on the left side with an angle less than 75 • and greater than 25 • is considered as a potential line segment candidate or it is deleted, and the same elimination process of the line segment is repeated on the right side.
where (i = 1, 2, . . . k), I w is the width of the original input image, and x 0i is the corresponding x coordinate of the starting point of the line segment l i . Any line segment that satisfies the above two requirements is considered as a valid line segment candidate. If not, it is eliminated in order to reduce the computational complexity in detecting the vanishing point. We then define the length weight (W L = l length ), which is the length of the i th line segment, and then l length is considered as one of the two weight scores for detecting the vanishing point. The longer line segment represents a higher voting score. In addition, to the length weight, the Gaussian weight is calculated using Equation (5) [28] and is selected as the second voting score. In the voting space image, the points on the line segment and their window size of 5 × 5 neighboring points are included in the calculation of the voting process. Based on the Gaussian distribution, the related points have a different value to make the lines vote more smoothly, and hence, to improve the accuracy of the detection of the vanishing point.
where the candidate vanishing point (x, y) is calculated in the neighborhood 5 × 5 widow size, −2 ≤x, y ≤ 2, and σ 1.5. The score of the current selected pixel is then calculated as follows:
Finally, we initialize the voting space matrix, which has the same size as the input image with value 0, and we then update the score (S(x, y)) of each element within the voting space matrix that corresponds to each pixel in the input image by adding the score into the current value at the same position. The point that is in the voting space matrix and that has the largest value is selected as the vanishing point [15] , [28] . Figure 5 presents examples of the detected vanishing point and ROI.
C. ARCHITECTURE OF PROPOSED DEEP CNN FOR ROAD MARKINGS DETECTION AND RECOGNITION
The overall framework of the proposed network detector and classifier is depicted in Figure 6 , and it is based on RetinaNet and [57] . It includes four components, which are the backbone network, bottom-up pathway, top-down pathway, and predictor. The backbone network is a conventional feed forward deep CNN used for feature extraction. Each predictor includes two fully connected layer networks for classification and regression. Generally, deep learning-based methods for object detection can be categorized into two major groups [29] : region proposal-based methods (or two-stage methods) comprising widely used methods such as R-CNN [30] , fast region CNN (R-CNN) [31] , faster R-CNN [32] , region fully convolutional network [33] , FPN [11] , spatial pyramid pooling (SPP)-net [34] , and mask R-CNN [35] ; and regression and classification-based methods (or one-stage methods), which include multiBox [36] , attentionNet [37] , you only look once (YOLO) [38] , single shot multibox detector (SSD) [39] , deconvolutional single shot detector [40] , deeply supervised object detector [41] , grid (G)-CNN [42] , and RetinaNet [10] . The two-stage learning-based methods follow the traditional object-detection pipeline, while generating region proposals in the first step before classifying each proposal region into different object categories in the second step. Normally, in the step of the region-proposal generation, these methods, such as R-CNN [30] and fast R-CNN [31] , adopt a selective search [43] to generate approximately 2,000 regions within each image. The selected search method is based on simple bottom-up grouping and saliency cues for providing accurate candidate region proposals of random size in order to decrease the searching space in the object detection [8] , [44] . The first output comprises a sequence of probabilities of the classes, and the second output comprises the coordinates of the bounding box values [45] . These models can realize high accuracy rates, but typically require more computational time than one-stage methods (approximately 2 s for extracting 2k region proposals [29] ). In contrast to selective search algorithms, faster R-CNN [32] allows the network to learn the region proposals and then reshape those proposal boxes by using an ROI pooling layer to classify the image within the proposed region and to predict the offset values for the bounding boxes. In the case of training a two-stage deep-learningbased detector, the class imbalance is handled through two mechanisms: (1) a two-stage cascade; (2) biased sampling. The first mechanism reduces the number of region proposals to nearly 2k region proposals, and the region proposals are not selected randomly but are likely to correspond to groundtruth object locations, which results in the elimination of the majority of easy negatives. However, mini-batches that contain a ratio of positive to negative examples are typically constructed using a biased sampling process, and this ratio is acts as a balancing factor.
Meanwhile, one-stage learning-based methods such as YOLO v3 [38] , pass the n×n image only once in a fully CNN, VOLUME 7, 2019 which makes them fast and aids in realizing the real-time requirement but results in lower accuracy rates as compared to that of two-stage learning-based methods [46] . It splits the image into grids of dimension m × n, then generates bounding boxes (normally 10k-100k box proposals [47] ) and their category probabilities; this also means that a greater number of boxes can result in the data imbalance problem.
Considering these factors, we use deep CNN inspired by a densely connected neural network based on the RetinaNet [10] , [57] framework inherited from FPN [11] . The use of the FPN structure has many advantages: it is efficient for constructing a rich, multi-scale feature pyramid at all levels and is built quickly from a single input image, thereby without sacrificing representational power, speed, or memory. The FPN [11] connects a bottom-up pathway block and top-down pathway block via several lateral connections to combine multi-scales, i.e, to combine strong features at a low-resolution scale with weak features at a high-resolution scale. The bottom-up pathway is an independent forward backbone CNN architecture and generates a feature hierarchy by down-sampling the corresponding feature maps with a stride of 2, and the feature maps are obtained from the last layer of each convolutional layer. However, in the top-down pathway, the feature maps from the higher layer are upsampled and then enhanced with those of the same spatial size from the bottom-up pathway via an element-wise operation in the case of the addition mode. Finally, a two-dimensional 3 × 3 convolutions is appended to each merge map feature to reduce the aliasing effect of the up-sampling, and the final feature map is produced.
As mentioned previously, the FPN can accept any independent feedforward deep CNN model for the backbone component. In this study, two conventional feedforward ConvNet VGG-16 [12] and Resnet-50 [13] have been selected as the backbone network for the feature extractor. The revised Resnet-50 is illustrated as the backbone network in Figure 7 . The output size of the feature maps is calculated as shown in Equations (7) and (8) [48] , [49] .
where H , W , F h , F w , S h , and S w are the dimensions of the input image (height = H and width = W ), filter (height = F h and width = F w ), and stride (height = S h and width = S w ), respectively, while P is the number of padding. As shown in Figure 7 , the feature map is extracted from the last convolutional layer of the convolutional blocks 3, 4, and 5 as {C3, C4, C5}, respectively. In addition, feature maps C6 and C7 are obtained by two convolutional blocks 6 and 7 that are added after convolutional block 5 for having more refined semantic information and calculated using Equations (9) and (10), respectively. We do not use the feature map from convolutional blocks 1 and 2 because of their large memory footprint [11] .
where Conv2D is a two-dimensional convolution operator [50] , k is the number of kernels (or filters), s is the size of the kernel, and d is the number of strides. Therefore, feature map C7 is obtained by first applying the rectified linear unit (ReLU) activation function from feature map C6. As a result, the bottom-up pathway generates features {C3, C4, C5, C6, C7} with correspondent strides {8, 16, 21, 64, and 128}.
Instead of using a classifier after the backbone encoder, the FPN model is used as a decoder. The advantages of the FPN (or so-called top-down pathway) are large, and multiscale features can be obtained. By applying multi-scale convolution layers, the objects appear in various scales and sizes, and they can be easily detected in CNN-based object detection. As illustrated in Figure 7 , each feature map C i creates a temporary feature map T i whereby the convoluting twodimensional convolution 1 × 1 kernel window is presented as shown in Equation (11): (11) where k is the number of kernels (or filters), s is the size of the kernel, and d is the number of strides. The FPN network model uses simple merge layers in the case of the addition mode to combine two feature maps. The first map is obtained by using an up-sampling operator to increase the size of feature map M i+1 two times, which is the same size as that of C i , and the second map is obtained at the bottom-up pathway component (known as T i ) (where i = {3, 4, 5, 6}) to obtain the feature map M i , except the feature map M 7 = T 7 , at the highest level scale.
The predictor feature map P i , where i = {3, 4, 5, 6, 7}, is produced by convoluting feature maps M i with a 3 × 3 convolution before feeding to the next two subnets for object categories classification and bounding box detection as calculated using Equation (13) . These two subnets, named classification subnet and box regression subnet, with different tasks are applied for predicting the results, as illustrated in Figure 8 . They share the same architecture for the first four 3 × 3 two-dimensional convolutional layers, which are followed by the ReLU activation function. However, the last convolutional layer in the classification head has #classes (K ) × #anchor (A) channels before using the sigmoid activation function, while the last convolutional layers in the regression head have 4 × #anchor (A) channels before applying the linear activation function.
The loss function in the proposed method is based on deep RetinaNet-based architecture and includes bounding box regression and classification loss functions. The box regression subnet comprises the use of a smooth L1 function as the loss function in Equations (14) and (15) . The smooth L1 loss is selected as the loss function of the fully connected layer network for the box regression task. The variable x is the L1 distance between two vectors. In Equation (16), y ∈ {±1} defines the ground-truth class, and p ∈ [0, 1] is the model's estimated probability for the class with label y = 1. p t is p if y = 1, whereas p t is 1 − p if y = −1 [10] and µ ∈ [0, 5]. A modulating factor (1 − p t ) µ is added to the CE loss in the case of the focal loss function with a tunable focusing parameter µ ≥ 0. The µ value can be used to adjust the rate at which easy examples are down-weighted and to focus more on difficult examples in order to reduce the loss contribution [10] . In Equation (17), α is an offset class imbalance of the number of examples. 
V. EXPERIMENTAL RESULTS
A. EXPERIMENTAL DATASET
For the experiments, we used three open databases that were collected under a large range of illuminations at different times during the days from morning to afternoon, different weather conditions, and at various locations. The Cambridge dataset contains four sub-datasets (Seq01TP, Seq06R0, Seq16E5, and Seq05VD) captured in the UK with images of size 960 × 720 pixels [5] . The Daimler dataset includes three sub-datasets (Test2, Train1, and Train3) of size 1012 × 328 pixels [6] and comprising roads captured in Germany. In addition, the Malaga urban dataset contains captured images of Spanish urban roads under various illumination conditions with images of size is 800 × 600 pixels [7] . For the experiments, we selected 3572, 898, and 9120 images from the Cambridge, Daimler, and Malaga urban datasets, respectively. Figure 9 shows some sample images of each dataset, and Table 2 summarizes the detailed descriptions of each dataset. We provide the manually annotated information of the road markings in our experimental images as shown in [25] . In addition, the proposed training models based on different backbone networks with or without the use of finetuning weights are available to other researchers for fair evaluation as shown in [25] .
B. TRAINING OF PROPOSED METHOD
To measure the performance of the proposed method for road marking detection and classification, we performed experiments based on a two-fold cross validation. In contrast to the research [57] , all the images from three open databases were mixed into one dataset. The dataset of all the images was then divided into two subsets for training and testing, respectively, and the entire process was repeated twice while swapping these two subsets. The overall performance was measured based on the average of the obtained results from the two-fold validation scheme. Normally, a deep-learning-based detector requires a large amount of input data during training to avoid overfitting and ensure effective learning; however, collecting a large dataset requires time and effort. Therefore, data augmentation is a helpful technique for generating a large dataset from a small dataset. Therefore, data augmentation was performed only by image shifting ±4 pixels and horizontal flipping in our experiments. This type of data augmentation has been frequently adopted in previous researches [52] . The original training image was horizontally and vertically shifted by (−4, −4), (0, −4), (+4, −4), (−4, 0), (0, 0), (+4, 0), (−4, +4), (0, +4), and (+4, +4), thus generating nine copies of the image using simple image shifting. In addition, by horizontally flipping and then repeating the shifting processing with the flipped image, nine more different copies of the image were generated. In the flipped image, the left part of the label is converted into the right part and vice versus (i.e., the left arrow becomes a right arrow, the forward-left arrow becomes a forward-right arrow, etc.) Figure 10 shows examples of the original images and their corresponding augmented images. Table 3 summarizes the number of images before and after the augmentation. The augmented database was obtained only for the training process, and the original images were used for the testing process. In details, we divided the dataset into two parts: Part A and Part B, Part A and augmented data as a training set, and Part B as a testing set. For example with Cambridge dataset in Table 3 , we divided the original dataset (1,786 images) as a testing set. We repeated this experiments by exchanging Part A and Part B, and obtained the average accuracy from the two accuracies.
The hype-parameters for training the deep RetinaNetbased model were empirically setup as follows: the number of iterations of each epoch was 10000, and the total epochs were 50 (because each epoch took about 40 minutes, total time for the training process to get our model was about 33.3 hours (= 40 minutes/epoch × 50 epochs)), the initial learning rate was 0.0001 with a reduction factor of 0.1, and the two loss functions were used; the classification loss used the focal loss for classifying the object class, the regression loss used smooth L1 for detected the bounding box, and these two loss formulas are calculated and explained in Section IV.C. We performed training and testing on a desktop computer environment with an Intel Core TM i7 processor having a speed of 3.47 GHz and an NVIDIA GeForce GTX 1070 graphics card unit (GPU), which has 1,920 compute unified device architecture (CUDA) cores, 8-GB graphic memory [53] , and 12-GB main memory. The algorithm for the vanishing point detection and deep RetinaNet were implemented on the Ubuntu 16.04 operating system [54] . More specifically, python version 3.5, Tensorflow-GPU library version 1.9.0, NVIDIA CUDA R toolkit 9.0, NVIDIA deep neural network library (cuDNN) version 7.0, and OpenCV library version 3.4.0 [55] , and additional python packages were setup. The training loss converged to 0 after each iteration, as illustrated in Figure 11 , which implies that our approach was sufficiently and efficiently trained using the augmented data.
C. TESTING OF PROPOSED METHOD 1) ACCURACIES ACCORDING TO DATABASES AND CLASSES
As explained in Section V.B, all the images from the three open databases were included in one dataset, and we measured the accuracies with this mixed dataset in order to check the robustness of the proposed method irrespective of the types of databases used. To obtain the accuracies, the precision, recall, accuracy, and F1_score are calculated from the numbers of true positive (TP), true negative (TN), false positive (FP), and false negative (FN) as shown in Equations (18)- (21) [56] . TP represents the cases correctly recognized as road markings whereas FN shows the cases incorrectly recognized as the background. FP indicates the cases incorrectly recognized as road markings whereas TN indicates the cases correctly recognized as the background. Tables 4 and 5 show the accuracies obtained using our proposed method of the revised Resnet-50 as the backbone network and ImageNet [9] pre-trained weight. More specifically, the precision, recall, accuracy, and F1_score values according to the different datasets are shown in Table 4 . Table 5 shows these accuracies according to the different classes. Figure 12 shows the correct detection and classification cases from our CNN, which proves that the proposed method can work well under various illumination conditions as well as detect small road markings at a large distance. As can be observed in Figure 12 (a), the road markings can be correctly detected and classified even in low-light conditions. As shown in Figures 12 (b) and (d), our method can also be used to detect road markings even if they are slightly faded or occluded. Figures 12 (c)-(h) show the cases wherein multiple road markings are detected correctly. Figure 13 shows some FPs of the road markings (algorithm could not detect road markings on the road), which are indicated by red colored boxes with solid lines. In our research, there was no FA in which the road background is incorrectly detected as a road marking. However, in some cases where the road objects are small or the marking quality is low, as shown in this figure, FN occurs, which means that the road markings could not be detected. Figure 13 explains why the testing accuracies in these sub-datasets are lower than the others, as shown in Table 4 .
2) COMPARISONS OF ACCURACIES OBTAINED USING DEEP RETINAnET WITH THOSE OBTAINED USING ONE-STAGE AND TWO-STAGE METHODS
In the next experiment, we compared RetinaNet using the backbone of Resnet-50 based on weights pretrained using the ImageNet database (Ours_1) and without pretrained weights (Ours_2) with the RetinaNet using another backbone network of VGG-16 (Ours_3). We also compared our method with that comprising the use of the image of original size [57] and fixed ROI image of a height equal to half the height of the original image. We also compared the proposed VOLUME 7, 2019 method with a typical two-stage method of Faster R-CNN [32] , [58] and one-stage method of YOLO version 3 with the pretrained weights of Darknet-53 [38] , [59] . As shown in Tables 6 and 7 , we confirm that our method with the adaptive ROI outperforms other methods. As shown in the first row of Figure 14 (b), the faster R-CNN detector failed to detect an arrow even at a small distance, while the road lane markings were inaccurately recognized as forward arrow markings as shown in the second row. There are many cases wherein one arrow marking can be marked using multiple bounding boxed with their correspondent probabilities score. In the case of YOLOv3 shown in Figure 14 (c), there are many FPs wherein the left arrow or forward-right arrow is recognized as a right arrow or forward-left arrow, respectively.
3) COMPARISON OF ACCURACIES OBTAINED USING PROPOSED METHOD BASED ON ORIGINAL IMAGE WITH THOSE BASED ON BIRDS'-EYE-VIEW IMAGE
As explained in Table 1 , the various existing studies comprise the use of inverse perspective mapping (IPM) in the preprocessing stage to obtain a bird's-eye-view image of the road markings detection because the bird's-eye-view image can reduce the complexity of the original image by transforming curved lines into straight line and parallel lines [60] as shown in Figure 16 . The IPM projects the original image to the bird's-eye-view image such that it can remove unwanted parts of the images and focus on the road. Despite these advantages of IPM, the previous researches relying on this approach exhibit some limitations. For instance, the attitude of the camera with respect to the road changes when the vehicle changes its roll or pitch while moving, which can decrease the accuracy of the IPM. Therefore, a pre-determined projection matrix should be used to obtain the optimal IPM [61] , [62] as illustrated in Figure 15 . Another assumption in the case of the use of IPM is that there should be no obstacle on the road, because the obstacle can cause large deviations in the map fusion, which results in a failed detection in the following processes [63] , [64] . Furthermore, the limitation of the use of a fixed projection matrix is that the detection only worked well for a short distance wherein the appearance of the road markings is the most recognizable (the correct rate of classification increases to 95% with the maximum distance of 13 m) [60] as shown in Figure 16 . An alternative solution is to set up an IMU and then record the real-time attitudes of the running vehicle, such that the projection matrix of the IPM can be updated dynamically. To evaluate the effect of the original image and IPM image on the performance, we compared the accuracies using the original and IPM images for our method. The accuracies that were obtained using the original image are better than those obtained using the IPM image, as listed in Table 8 . As shown in Figure 17 (b) , the FNs occurred in the bird's-eye-view images while the road markings were correctly detected in the adaptive ROI of our method. In the images of Figures 17 (b) , some road markings are correctly classified in the IPM images, but their predicted bounding boxes are relatively larger than the ground-truth bounding boxes in the original images.
4) PROCESSING SPEED
The comparison of the processing speed obtained using our method with those for the faster R-CNN [32] , [58] , YOLOv3 [38] , [59] , and previous methods [57] was conducted on a desktop computer as well as on an embedded system, namely, VOLUME 7, 2019 Jetson TX2 system [24] , as shown in Figure 18 . This system has been widely used for autonomous vehicles, and its specifications are presented in Table 10 . The processing time on a desktop computer and embedded system are presented in Tables 9 and 11 , respectively. Although the processing speed by our method is a slightly slower than that in [57] because the additional procedure of the detection of the vanishing point is included, the processing speed by our method is much faster than that by the faster R-CNN and is similar to that of the YOLOv3. Faster R-CNN is a two-stage method and composed of three parts of feature extractor network, region proposal network, and region of interest (ROI) pooling network [32] , [58] , which takes much processing time.
VI. CONCLUSION
In this study, we proposed a method for enhancing road marking detection and recognition by combining the vanishing point detection and RetinaNet under various conditions and at large distances with high accuracy. We conducted different tests with one mixed database obtained from three open databases to prove that our method has advantages in terms of accuracy as compared with other methods irrespective of the types of databases used. Our method also has the benefit of a fast processing time on both a desktop computer and an embedded system of NVIDIA Jetson TX2.
In future works, we intend to research the method of enhancing the processing speed using our method based on the faster detection of the vanishing point. In addition, we intend to apply our method to the images captured at larger distances to enhance the abilities of autonomous vehicles. 
