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ТОПОЛОГИЧЕСКИЕ РАДИКАЛЫ, III. CОВМЕСТНЫЙ
СПЕКТРАЛЬНЫЙ РАДИУС
Ю. В. ТУРОВСКИЙ И В. С. ШУЛЬМАН
Памяти наших отцов — Владимира Васильевича Туровского и Семена Моисеевича
Шульмана, офицеров Советской армии, участников Великой Отечественной войны
Аннотация. Показано, что совместный спектральный радиус ρ(M) пред-
компактного множества M операторов в банаховом пространстве равен
большему из двух чисел: совместного спектрального радиуса ρe(M) обра-
заM в алгебре Калкина и BW-радиуса r(M). Получены также результаты
этого рода, относящиеся к общим нормированным алгебрам. Доказатель-
ства основаны на теории топологических радикалов нормированных ал-
гебр.
1. Введение
В 1960 году Рота и Стрэнг [12] ввели понятие совместного спектрального
радиуса ρ (сокращенно, ССР), полагая для ограниченного множества M эле-
ментов нормированной алгебры A,
ρ(M) := lim
n→∞
‖Mn‖
1/n
= inf
n
‖Mn‖
1/n
, (1.1)
где норма множества понимается как супремум норм элементов, а произведе-
ние множеств — как множество произведений: M1M2 = {ab : a ∈ M1, b ∈ M2}.
Отображение M 7−→ ρ(M) обладает многими удобными аналитическими и ал-
гебраическими свойствами; в частности, при аналитической зависимости λ 7−→
M = M (λ) отображение λ 7−→ ρ(M (λ)) субгармонично [16, теорема 3.5] (для
конечных множеств это было доказано в [13, теорема 3.8]).
Понятие ССР нашло применение в различных областях математики: эво-
люционной динамике, теории вэйвлетов, разностных уравнениях и во многих
других (см. например [6]), а также в теории операторов, в частности, в тео-
рии инвариантных подпространств [15, 21, 16]. Это стимулировало интерес к
нахождению формул для вычисления ССР. Важная формула для вычисления
ССР ограниченного множества матриц была найдена в 1992 году Бергером и
Вонгом [2]. Чтобы её привести, введём, следуя [2], иную спектральную харак-
теристику ограниченного подмножества M алгебры — BW-радиус:
r(M) := lim sup
n→∞
rn (M) , где rn (M) = sup {ρ (a) : a ∈M
n}
1/n
. (1.2)
Ясно, что r(M) ≤ ρ(M). В [2] было доказано, что
ρ(M) = r(M) (1.3)
для любого ограниченного множества матриц.
Формула Бергера-Вонга (1.3) была перенесена в [16] на предкомпактные под-
множества компактных операторов в банаховом пространстве и использова-
лась при изучении операторных полугрупп и алгебр Ли. Чтобы убедиться в её
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полезности, достаточно увидеть, как легко из нее следует (полученное в [21])
решение проблемы вольтерровой полугруппы "всякая ли полугруппа вольтер-
ровых операторов имеет инвариантное подпространство?". В самом деле,
если G — полугруппа вольтерровых (то есть, компактных квазинильпотент-
ных) операторов, то r(M) = 0 для любого конечного множества M ⊂ G. Из
(1.3) следует, что ρ(M) = 0 и тогда линейная оболочка множества M состо-
ит из вольтерровых операторов (см. например [13, предложение 3.5]). Значит,
линейная оболочка полугруппы G — алгебра вольтерровых операторов, и, по
теореме Ломоносова [8], она имеет инвариантное подпространство.
Подчеркнём, что оба ограничения компактности в (1.3) существенны. В [3]
приведен пример пары операторов a, b, для которых r({a, b}) = 0 6= ρ({a, b}).
Известны и примеры ограниченных множеств компактных операторов, для
которых равенство (1.3) не выполнено (см. например [11, предложение 2.16]).
Мы получим вариант формулы Бергера-Вонга, свободный от ограничения
компактности операторов. А именно, будет показано, что для любого предком-
пактного множества M ⊂ B (X ) справедливо равенство
ρ(M) = max{r(M), ρe(M)}, (1.4)
где ρe(M) := ρ(pi(M)) — ССР образа M в алгебре Калкина B (X ) /K (X ) при
каноническом эндоморфизме pi (здесь, разумеется, B (X ) и K (X ) — алгебра
всех ограниченных операторов и идеал всех компактных операторов в банахо-
вом пространстве X ). Мы назвали (1.4) обобщённой формулой Бергера-Вонга
(обобщенной БВ-формулой) в [17], где она была доказана для операторов в про-
извольном рефлексивном банаховом пространстве, но вскоре выяснилось, что
есть несколько видов формул, обобщающих (1.3), и нужно уточнять значение
термина. Отметим, что из (1.4) следует справедливость (1.3) для предкомпакт-
ных семейств операторов вида λ1+K, где λ ∈ C, а K — компактный оператор,
что было основой данного в [16] доказательства того, что всякая алгебра Ли
вольтерровых операторов имеет инвариантное подпространство.
В этой работе большую роль играет теория топологических радикалов нор-
мированных алгебр, основы которой были заложены в работе Диксона [5] и
которая получила дальнейшее развитие в [18, 20]. Удобство одновременного
использования алгебраического и операторного подходов объясняется тем, что
первый позволяет вести редукцию по идеалам и фактор-алгебрам (где рабо-
тают радикалы), а второй — по инвариантным подпространствам и фактор-
пространствам. Результаты работы также отражают чередование этих подхо-
дов. Мы сначала получаем "смешанную БВ-формулу выражающую ССР се-
мейства элементов нормированной алгебры через спектральные характеристи-
ки ассоциированного семейства операторов двустороннего умножения. Из неё
мы выводим (1.4), которую теперь называем операторной БВ-формулой.
В свою очередь, (1.4) используется для получения варианта формулы вы-
числения ССР, пригодного для произвольных нормированных алгебр. Это —
алгебраическая БВ-формула с гипокомпактным радикалом:
ρ(M) = max{ρ(M/Rhc(A)), r(M)}. (1.5)
Заметим, что Rhc(A) ⊃ K(X ) при A = B(X ) и включение может быть строгим
— например, при X = l1 и в ряде других примеров все слабо компактные
операторы входят в Rhc(B(X )) (см. раздел 4.3). Таким образом, (1.5) не только
обобщает операторную БВ-формулу (1.4), но и усиливает её.
Формулы (1.4) и (1.5) были анонсированы в [14], но публикация доказатель-
ства долгое время откладывалась по ряду причин. Лишь в 2008 году авторы
поместили доказательство упомянутых формул в электронный архив [19], а
несколько месяцев спустя Моррис, также в электронном препринте [9], нашёл
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другое доказательство формулы (1.4), основанное на мультипликативной эр-
годической теории.
Далее мы рассматриваем перспективы получения "оптимальной"формулы
для вычисления ССР. Оказалось, что это можно сделать в рамках теории ра-
дикалов. Мы покажем, что существует наибольший из радикалов, которыми
можно заменить Rhc в (1.5); мы обозначаем его Rbw. Мы строим также новый
радикалRacq, мажорируемыйRbw. Как следствие, сочетание радикалаR
a
cq с ги-
покомпактным радикалом позволяет получить более сильную алгебраическую
БВ-формулу, чем (1.5). В конце работы мы указываем приложение полученных
формул к вопросу о непрерывности ССР.
2. Некоторые вспомогательные результаты
Алгебры, рассматриваемые в работе, предполагаются комплексными, ассо-
циативными и нормированными. Обозначим через A1 алгебру, получаемую из
алгебры A присоединением единицы; при этом полагаем A1 = A, если A уни-
тальна. Термин идеал означает двусторонний идеал, оператор — ограничен-
ный линейный оператор в комплексном нормированном пространстве, фактор
алгебры — фактор-алгебра алгебры по её замкнутому идеалу. Если J — за-
мкнутый идеал в A, то qJ — это стандартный эпиморфизм A на A/J ; вместо
qJ(a) удобнее иногда писать a/J . Точно так же, образ множестваM ⊂ A отно-
сительно qJ обозначается либо qJ (M), либо, более коротко, M/J .
Замкнутая линейная оболочка множестваM в нормированном пространстве
Y обозначается через spanM или, если требуется уточнение, через spanYM ,
замыкание — через M или M
Y
, замкнутый единичный шар в Y — через Y⊙.
Говоря об основных конструкциях работы, отметим иные характеризации
BW-радиуса r(M) ограниченного подмножестваM алгебры A. Поскольку вер-
но ρ (an) = ρ (a)n, ясно, что rn (M) = r1 (M
n)1/n ≤ rnm (M) для любых n,m ∈
N, где rn(M) определено в (1.2), откуда
r(M) = sup
n
rn (M) = sup
n
rnm (M) = lim
k→∞
r
n(k) (M) (2.1)
для некоторойфиксированной последовательностиn (k): например, можно взять
n (k) = (p1 · · · pk)
k
, где pi пробегает ряд всех простых чисел.
Переход от алгебраической ситуации к операторной удобно осуществлять
через рассмотрение операторов умножения. Как обычно, символами La и Ra
мы обозначаем операторы левого и правого умножения на элемент a в алгебре
A: Lax = ax, Rax = xa. Далее, для M ⊂ A полагаем LM = {La : a ∈ M} и
RM = {Ra : a ∈M}. Нетрудно проверить, что если M ограничено, то r(LM ) =
r(RM ) = r(M) и ρ(LM ) = ρ(RM ) = ρ(M). Важно, что r(M) и ρ(M) находят
отражение в свойствах семейства операторов LMRM = {LaRb : a, b ∈M}.
Лемма 2.1. ПустьM — ограниченное подмножество нормированной алгебры
A. Тогда ρ(Mm) = ρ(M)m и r(Mm) = r(M)m для любого m ∈ N, ρ(M)2 =
ρ(LMRM ) и r(M)
2 = r(LMRM ).
Доказательство. Учитывая (1.1), (2.1) и то, что (Mm)
n
= Mmn для любого
n ∈ N, получим
ρ(Mm) = lim
n→∞
‖Mmn‖
1/n
= lim
n→∞
(
‖Mmn‖
1/mn
)m
= ρ(M)m,
r (Mm) = sup
n
rn (M
m) = sup
n
r1 (M
mn)
1/n
= sup
n
rnm (M)
m
= r (M)
m
.
Так как ‖ (LMRN )
n
‖ ≤ ‖Mn‖‖Nn‖, то ρ(LMRM ) ≤ ρ(M)
2. Чтобы доказать
обратное неравенство, заметим, что ‖M3‖ ≤ ‖LMRM‖‖M‖. Меняя здесь M на
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Mn, извлекая корни и переходя к пределу в обеих частях неравенства, получим
ρ(M)3 = ρ(M3) ≤ ρ(LMRM )ρ(M).
Так как LM коммутирует с RM , то ρ(LaRb) ≤ ρ(La)ρ(Rb) ≤ ρ(a)ρ(b) для
любых a, b ∈Mn. Учитывая (1.2), беря точные верхние грани, извлекая корни
и переходя к верхнему пределу, получим r(LMRM ) ≤ r(M)
2.
Так как ρ(a)2 = ρ(LaRa), то supa∈Mn ρ(a)
2 ≤ supb,c∈Mn ρ(LbRc). Снова из-
влекая корни и переходя к верхнему пределу, получим r(M)2 ≤ r(LMRM ). 
Запишем определение существенного ССР ρe в более подробной форме:
ρe(M) := lim
n→∞
(sup {‖T ‖e : T ∈M
n})
1/n
= inf
n
(sup {‖T ‖e : T ∈M
n})
1/n
,
где ||T ||e = ||pi(T )|| — существенная норма T . Характеристикой оператора,
близкой к ||T ||e, является хаусдорфова мера некомпактности (хаусдорфова нор-
ма) ‖T ‖χ образа единичного шара X⊙ при отображении T (напомним, что это
— точная нижняя грань множества тех ε > 0, для которых TX⊙ имеет конеч-
ную ε-сеть, и что ‖T ‖χ ≤ ||T ||e). Преимущество полунормы ‖T ‖χ объясняется
тем, что она хорошо согласована с сужением оператора на инвариантное под-
пространство и с его индуцированным действием в фактор-пространстве (см.
например [17, лемма 2.5]):
‖T |Y‖χ ≤ 2‖T ‖χ и ‖T | (X/Y)‖χ ≤ ‖T ‖χ . (2.2)
Важный технический результат был получен в [16, следствие 6.5]:
Лемма 2.2. ‖LMRM‖χ ≤ 16‖M‖χ‖M‖ для любого предкомпактного множе-
ства M операторов.
Для соответствующего хаусдорфова ССР ρχ, определенного равенством
ρχ(M) := lim
n→∞
(
sup
{
‖T ‖χ : T ∈M
n
})1/n
= inf
n
(
sup
{
‖T ‖χ : T ∈M
n
})1/n
,
доказано [9], что он совпадает с ρe на предкомпактных множествах операторов.
Однако мы будем использовать далее лишь очевидное неравенство
ρχ(M) ≤ ρe(M) (2.3)
для любого предкомпактного множества операторов M . Из него следует, что
для доказательства (1.4) достаточно установить равенство
ρ (M) = max {r (M) , ρχ (M)} . (2.4)
Важный случай выполнения этого равенства доказан в [16, предложение 9.6]:
Лемма 2.3. Если ρ (M) = 1 для предкомпактного множества M операторов
и полугруппа, порождённая M , ограничена, то (2.4) выполнено для M .
Для любого ограниченного множестваM элементов нормированной алгебры
A положим ρχ(M) = ρχ(LMRM )
1/2. Легко видеть, учитывая (2.2), что для
любого замкнутого идеала J алгебры
ρχ(M/J) ≤ ρχ(M). (2.5)
Элемент a ∈ A называется компактным, если оператор Wa := LaRa ком-
пактен в A. Будем говорить, что множество M ⊂ A состоит из совместно
компактных элементов в A, если все операторы из LMRM компактны в A.
Нам понадобится следующее обобщение основного результата работы [21].
Лемма 2.4. Если G — полугруппа квазинильпотентных элементов норми-
рованной алгебры A и G состоит из совместно компактных элементов в A,
то spanG состоит из квазинильпотентных элементов.
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Доказательство. Ясно, что LGRG — полугруппа вольтерровых операторов в
A. В силу [21, теорема 4], spanLGRG также состоит из вольтерровых опера-
торов. Так как LbRc ∈ spanLGRG для любых b, c ∈ spanG, то LspanGRspanG
также состоит из квазинильпотентных операторов, и, значит, spanG состоит
из квазинильпотентных элементов. 
3. Топологические радикалы
Топологический радикал (ТР) на классе всех нормированных алгебр — это
отображение P , сопоставляющее каждой алгебре A её замкнутый идеал P (A)
и удовлетворяющее условиям:
(R1) f(P (A)) ⊂ P (B) для любого непрерывного открытого эпиморфизма f :
A→ B.
(R2) P (A/P (A)) = 0.
(R3) P (P (A)) = P (A).
(R4) Для любого идеала J алгебры A, P (J) — идеал алгебры A, содержащий-
ся в P (A).
По сравнению с определением ТР в [5], мы требуем открытости эпимор-
физма в (R1) и не требуем замкнутости идеала в (R4). Алгебра называется
P -радикальной, если A = P (A). Можно показать (см. [18, следствие 2.8 и тео-
рема 2.9(i)]), что замыкания P -радикальных идеалов и факторы P -радикаль-
ных алгебр P -радикальны, и что класс всех P -радикальных алгебр устойчив
относительно расширений (если J замкнут, A/J и J P -радикальны, то A P -
радикальна). Более общий результат сформулирован в лемме 3.1.
Назовём занумерованное ординалами семейство (Jα)α≤γ идеалов алгебры A,
содержащихся и замкнутых в некотором идеале J алгебры A, возрастающей
трансфинитной цепочкой идеалов, если Jα ⊂ Jβ при α < β и Jβ = ∪α<βJα
J
для любого предельного ординала β ≤ γ, и убывающей трансфинитной цепоч-
кой, если Jβ ⊂ Jα при α < β и Jβ = ∩α<βJα для любого предельного ординала
β ≤ γ. Следующий результат выводится из [18, теоремы 2.9(i) и 2.10(i)].
Лемма 3.1. Пусть P — топологический радикал. Если в возрастающей транс-
финитной цепочке (Jα)α≤γ замкнутых идеалов нормированной алгебры A пер-
вый идеал J0 и все факторы Jα+1/Jα P -радикальны, то и её последний эле-
мент Jγ P -радикален.
Мы, в основном, будем иметь дело со специальными классами радикалов,
обладающих особенно удобными свойствами. Топологический радикал P на-
зывается наследственным (сокращенно, НТР), если выполняется условие
(R5) P (J) = J ∩ P (A) для любого идеала J алгебры A.
и равномерным (см. [18]), если все подалгебры произвольной P -радикальной
алгебры P -радикальны. Легко видеть, что равномерные радикалы наследствен-
ны, и что (R5) влечет (R3) и (R4). Поэтому НТР можно определять условиями
(R1), (R2) и (R5), чем мы будем пользоваться в дальнейшем.
Имеет смысл также рассматривать ТР в классе всех банаховых алгебр,
сужая действие вышеперечисленных аксиом. Так, при этом, в (R4) под иде-
алом понимается замкнутый идеал, а требование открытости эпиморфизма в
(R1) излишне (то есть, выполняется автоматически в силу теоремы Банаха).
Если P — НТР в классе банаховых алгебр (с, возможно, более широкой
областью определения), то, согласно [18, теорема 2.21], отображение P r, опре-
делённое равенством P r (A) := A∩P
(
Â
)
, где Â — пополнение нормированной
алгебры, — HТР в классе нормированных алгебр. Поскольку P r (A) = P (A)
для банаховых алгебр, регулярная процедура P 7−→ P r расширяет действие
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P с банаховых алгебр на нормированные алгебры, причём P rr = P r. ТР P в
классе нормированных алгебр называется регулярным (см. [18]), если P = P r.
Потребность в регуляризации иллюстрируется следующим примером: ради-
кал Джекобсона — НТР в классе банаховых алгебр (обозначаем его через Rad),
но не является ТР в классе нормированных алгебр [5, пример 10.1]. Поэтому
вместо Rad мы рассматриваем регулярный радикал Джекобсона Radr. Ясно,
что он равномерен. Другие примеры ТР мы рассмотрим ниже.
В классе всех (топологических) радикалов введем частичный порядок, по-
лагая P1 ≤ P2, если P1(A) ⊂ P2(A) для любой нормированной алгебры.
Лемма 3.2. a) Любое семейство радикалов {Pi : i ∈ Λ} имеет точную верх-
нюю грань ∨iPi и точную нижнюю грань ∧iPi в классе всех ТР.
b) Пусть P = ∨{Pi : i ∈ Λ}. В любой алгебре A существует возрастающая
трансфинитная цепочка замкнутых идеалов (Jα)α≤γ , такая что J0 = 0, Jγ =
P (A) и каждый фактор Jα+1/Jα является Pi-радикальным для некоторого i.
с) Если все Pi наследственны, то радикал ∧{Pi : i ∈ Λ} является наслед-
ственным и сопоставляет каждой алгебре A идеал ∩iPi (A).
Доказательство. a) Положим H(A) =
∑
i Pi (A) и B (A) = ∩iPi (A) (это кор-
ректно, так как можно считать Λ, если необходимо, множеством классов эк-
вивалентности совпадающих на алгебре радикалов). Отображения B и H явля-
ются верхним и нижним ТР (см. [5]), то есть удовлетворяют всем аксиомам
ТР, кроме, быть может, (R3) и (R2) соответственно.
Действительно, ясно, что условия (R1) и (R4) выполнены для B и H. Так
как Pi (A) — идеал в H(A), то
Pi (A) = Pi (Pi (A)) ⊂ Pi (H (A)) ⊂ H(H (A)) ,
откуда H(A) ⊂ H(H (A)), то есть, (R3) выполнено для H. Покажем теперь, что
условие (R2) выполнено для B. Пусть I = B(A) и J = q−1I (B(A/I)). Так как
I ⊂ Pi(A) для любого i, то задан эпиморфизм pi : A/I → A/Pi(A), который
является непрерывным и открытым. Тогда
(pi ◦ qI) (J) = pi (B(A/I)) ⊂ pi (Pi(A/I)) ⊂ Pi(A/Pi(A)) = 0.
Следовательно, J ⊂ Pi(A) для любого i, откуда J ⊂ I и B(A/I) = 0.
Свяжем с H и B трансфинитные цепочки замкнутых идеалов алгебры A,
возрастающую
(
H(α) (A)
)
и убывающую (Bα (A)), определенные реккурентно:
H(α+1) (A) — прообраз H
(
A/H(α) (A)
)
в A и Bα+1 (A) = B (Bα (A)) при началь-
ных условиях H(0) = 0 и B0 = A. Отображения Bα и H(α) — соответственно
верхний и нижний ТР. По существу, это установлено в [5, теоремы 6.6 и 6.10]:
аргументы [5] непосредственно переносятся с банаховых алгебр на нормиро-
ванные, и только один момент требует пояснений — это условие (R4) в случае
незамкнутого идеала J . Для Bα оно легко доказывается индукцией; проверим
его для H(α). Если по предположению индукции I = H(α) (J) — идеал в A,
содержащийся в K = H(α)
(
J
)
, то отображение x/I 7−→ qI (x) осуществляет
изоморфизм между J/I и идеалом qI (J) алгебры A/I. Тогда
H(α+1) (J) = {x ∈ J : qI (x) ∈ H(qI (J))} (3.1)
— идеал в A. Так как qI (J) — идеал в J/I, то H(qI (J)) ⊂ H
(
J/I
)
. Так как
p
(
H
(
J/I
))
⊂ H
(
J/K
)
для стандартного эпиморфизма p : J/I −→ J/K, то
H
(
J/I
)
⊂ qI
(
H(α+1)
(
J
))
и тогда H(α+1) (J) ⊂ H(α+1)
(
J
)
в силу (3.1); шаг
же индукции для предельного ординала ясен. Итак, показано, что H(α) (J) —
идеал в A и H(α) (J) ⊂ H(α)
(
J
)
для любого ординала α. Учитывая включение
H(α)
(
J
)
⊂ H(α) (A), доказанное в [5], получим, что H(α) удовлетворяет (R4).
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В силу монотонности, цепочки (Bα (A)) и
(
H(α) (A)
)
стабилизируются: най-
дутся такие ординалы β и γ, что H(β+1) (A) = H(β) (A) и Bγ+1 (A) = Bγ (A).
Найденные при этом идеалы обозначим через H′ (A) и B′ (A). Из условий ста-
билизации легко следует согласно [5, теоремы 6.6 и 6.10] (оговорка, сделанная
выше, здесь уже не нужна), что соответствующие отображения B′ и H′ удо-
влетворяют (R3) и (R2), то есть становятся радикалами. Ясно, что H′ и B′ —
верхняя и нижняя грани семейства {Pi : i ∈ Λ}. Если T — ТР, являющийся
верхней гранью {Pi : i ∈ Λ}, то по индукции получим, что H
(α) ≤ T (α) = T
для любого α, откуда H′ ≤ T . Значит, H′ — точная верхняя грань {Pi : i ∈ Λ}.
Аналогично можно показать, что B′ – точная нижняя грань {Pi : i ∈ Λ} (см.
также [5, следствие 6.12]).
b) Допустим, рассуждая по индукции, что мы уже построили требуемый
идеал Jα. Поскольку Jα ⊂ P (A), можно проверить, что P (A) /Jα = P (A/Jα)
(см. например [18, доказательство следствия 2.8 (ii)]). Если Jα 6= P (A), то
H(A/Jα) 6= 0, что даёт возможность построить Jα+1.
c) Поскольку B удовлетворяет условиям (R1) и (R2), достаточно доказать
(R5) для B. Но это очевидно в силу того, что (R5) выполнено для всех Pi. 
3.1. Компактно квазинильпотентный радикал. Радикал Rcq, который
мы сейчас определим, связан с ССР. Пусть K(A) — множество всех предком-
пактных подмножеств нормированной алгебры A. Назовём A компактно ква-
зинильпотентной, если ρ(M) = 0 для любого M ∈ K(A). Следующий резуль-
тат доказан в [18, теоремы 4.18, 4.20 и 4.25, лемма 4.11].
Теорема 3.3. (a) В любой нормированной алгебре A есть наибольший ком-
пактно квазинильпотентный идеал Rcq(A). Отображение A 7−→ Rcq(A) —
наследственный топологический радикал.
(b) Элемент a ∈ A принадлежит Rcq(A) тогда и только тогда, когда
ρ(aM) = 0 для любого M ∈ K(A). Эквивалентное условие: ρ({a} ∪M) = ρ(M)
для любого M ∈ K(A).
(c) ρ(M) = ρ(M/Rcq(A)) для всех M ∈ K(A).
(d) Rcq (B) = B ∩Rcq (A) для любой плотной подалгебры B.
Условие (d) эквивалентно регулярности Rcq. Ясно, что Rcq равномерен.
3.2. Гипокомпактный радикал. Обозначим через C(A) множество всех ком-
пактных элементов нормированной алгебры A. Это — замкнутый полугруппо-
вой идеал в A, так что spanC(A) — идеал в A.
Лемма 3.4. Если f : A −→ B — непрерывный открытый эпиморфизм нор-
мированных алгебр, то f(C(A)) ⊂ C(B).
Доказательство. Пусть a ∈ C(A). Так как fWa = Wf(a)f и f (A⊙) содержит
открытый шар пространства B, то Wf(a) компактен в B. 
Лемма 3.5. Пусть J — идеал в A. Если C(J) 6= 0, то J ∩ C(A) 6= 0.
Доказательство. Легко видеть, что
Wba = LbWaRb = RaWbLa (3.2)
для всех a, b ∈ A. Если a ∈ C(J), то при любом b ∈ J оператор Wba компактен
в A. Поэтому JC(J) ⊂ J ∩ C(A) и всё доказано, если JC(J) 6= 0. С другой
стороны, если JC(J) = 0, то C(J) ⊂ C(A), поскольку Wa(x) = (ax) a = 0 для
всех a ∈ C(J) и x ∈ A. 
Следующий результат легко следует из (3.2).
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Лемма 3.6. Замкнутый идеал, порожденный компактным элементом нор-
мированной алгебры A, состоит из совместно компактных элементов в A.
Нормированная алгебра A называется гипокомпактной, если любой её нену-
левой фактор A/J содержит ненулевой компактный элемент, и бикомпактной,
если A состоит из совместно компактных элементов в A. Эти понятия распро-
страним на идеалы и подалгебры, рассматривая их как нормированные ал-
гебры. Из определения вытекает, что замыкания гипокомпактных подалгебр и
факторы гипокомпактных алгебр гипокомпактны.
Лемма 3.7. Любой, даже односторонний, ненулевой идеал гипокомпактной
алгебры содержит ненулевой компактный элемент этой алгебры.
Доказательство. Пусть A гипокомпактна и J — её ненулевой левый идеал.
Пусть I = {a ∈ A : aJ = 0}. Тогда I — замкнутый идеал в A. Если I = A,
то всякий элемент в J — компактный элемент в A. Иначе A/I имеет ненуле-
вой компактный элемент b. Выберем a ∈ A, такой что qI (a) = b. Очевидно,
найдется x ∈ J , такой что ax 6= 0. Докажем, что элемент ax компактен в A.
Действительно,Wax = RxWaLx. Так как Rx(I) = 0, определим оператор V :
A/I −→ A, полагая V (qI (y)) = yx для любого y ∈ A. Тогда нетрудно видеть,
что ‖V ‖ ≤ ‖Rx‖ и Rx = V qI . Поскольку оператор qIWa = WbqI компактен,
оператор Wax = V qIWaLx компактен в A. 
Ясно, что всякая бикомпактная алгебра гипокомпактна. Мы установим в
следующем результате, что все гипокомпактные алгебры могут быть получены
последовательным расширением бикомпактных.
Предложение 3.8. Пусть J — идеал в нормированной алгебре A. Следующие
условия эквивалентны:
(i) J гипокомпактен.
(ii) Для всякого непрерывного открытого эпиморфизма f : A −→ B либо
f(J) = 0, либо f(J) ∩ C(B) 6= 0.
(iii) Существует возрастающая трансфинитная цепочка (Jα)α≤γ идеалов
в A, такая что J0 = 0, Jγ = J , все Jα замкнуты в J и все факторы
Jα+1/Jα бикомпактны.
Доказательство. (i)=⇒(ii) Пусть I = ker f и K = I ∩ J . Тогда алгебра J и
её фактор J/K — гипокомпактные алгебры, в то время как qK (J) — одно-
временно идеал в A/K и J/K. Предположим, что f(J) 6= 0. Тогда qK (J) 6= 0
и qK (J) ∩ C(J/K) отлично от нуля по лемме 3.7. Так как это множество со-
держится в C(qK (J)), то найдётся ненулевой элемент a ∈ qK (J) ∩ C(A/K) по
лемме 3.5. Определим отображение g : A/K −→ B условием g (qK (b)) = f (b)
для любого b ∈ A. Ясно, что g — непрерывный открытый эпиморфизм. Вы-
берем такой элемент b ∈ J , что a = qK (b). Тогда f (b) = g (a) — ненулевой
компактный элемент алгебры B по лемме 3.4.
(ii)=⇒(iii) Рассмотрим все возрастающие трансфинитные цепочки (Jα)α≤β
идеалов в A, такие что Jα ⊂ J и Jα замкнут в J , Jα+1/Jα бикомпактен и
отличен от нуля для любого α < β. Такие цепочки образуют множество (а не
класс), поскольку A — множество. Упорядочим его условием
(Jα)α≤β1 ≺ (Iα)α≤β2 , если β1 ≤ β2 и Jα = Iα при α ≤ β1.
По лемме Цорна, в этом множестве есть максимальный элемент (Jα)α≤γ . Пусть
K = Jγ . Если Jγ 6= J , то K 6= J , и фактор J/Jγ изометрически изоморфен
qK (J). Полагая B = A/K и f = qK , из (ii) выводим, что f(J) ∩ C(B) 6= 0.
По лемме 3.6, существует ненулевой замкнутый бикомпактный идеал I в B,
порождённый элементом из f(J).
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Положим Jγ+1 = {x ∈ J : f(x) ∈ I}. Тогда легко видеть, что Jγ+1 6= Jγ ,
Jγ+1 — идеал в A, Jγ+1 замкнут в J и Jγ+1/Jγ бикомпактен. Следовательно, к
цепочке можно добавить Jγ+1, вопреки предположению максимальности.
(iii)=⇒(i) Пусть I — собственный замкнутый идеал в J . Возьмём первый
ординал α, при котором Jα не лежит в I. Тогда 0 6= qI(Jα) ⊂ C(J/I). 
Следствие 3.9. Пусть A — нормированная алгебра. Следующие условия эк-
вивалентны:
(i) A гипокомпактна;
(ii) все идеалы и факторы алгебры A гипокомпактны;
(iii) J и A/J гипокомпактны для некоторого замкнутого идеала J в A.
Доказательство. (i)=⇒(ii) Мы уже знаем, что фактор гипокомпактной алгеб-
ры гипокомпактен. Пусть теперь алгебра A гипокомпактна и J — её идеал.
Пусть f : A −→ B — непрерывный открытый эпиморфизм и I = ker f . Счи-
тая, что f(J) 6= 0, получим, что qI (J) 6= 0. По лемме 3.7, найдется такой a ∈ J ,
что 0 6= qI(a) ∈ C(A/I). По лемме 3.4, f(a) — ненулевой компактный элемент
алгебры B. Согласно предложению 3.8, J гипокомпактен.
(ii)=⇒(iii) очевидно.
(iii)=⇒(i) Пусть I — собственный замкнутый идеал в A. Если J ⊂ I, то A/I
можно отождествить с алгеброй (A/J)/(I/J), являющейся фактором гипоком-
пактной алгебры. По определению, она содержит компактный элемент.
Пусть теперь I не содержит J . Полагая K = J ∩ I, имеем C(J/K) 6= 0.
По лемме 3.5, J/K ∩ C(A/K) 6= 0. Пусть 0 6= qK(a) ∈ J/K ∩ C(A/K). Тогда
a /∈ I и qI(a) ∈ C(A/I) по лемме 3.4. Таким образом, A/I содержит ненулевые
компактные элементы. 
Следствие 3.10. В любой нормированной алгебре есть наибольший гипоком-
пактный идеал.
Доказательство. Пусть J — замкнутая линейная оболочка объединения всех
гипокомпактных идеалов алгебры A. Докажем, что идеал J гипокомпактен.
Согласно предложению 3.8, достаточно показать, что если f : A −→ B —
непрерывный открытый эпиморфизм, причем f(J) 6= 0, то f(J) ∩ C(B) 6= 0.
Но если f(J) ∩ C(B) = 0, то f(I) = 0 для любого гипокомпактного идеала I
алгебры A. Следовательно, f(J) = 0, противоречие. 
Обозначим наибольший гипокомпактный идеал алгебры A через Rhc(A).
Лемма 3.11. Если J — идеал в A, то Rhc(J) = J ∩Rhc(A).
Доказательство. По следствию 3.9, идеал J ∩Rhc(A) алгебры J гипокомпак-
тен, и потому содержится в Rhc(J). Требуется доказать обратное включение.
Пусть I = spanJ
(
A1Rhc(J)A
1
)
. Ясно, что I — идеал в A. Так как
spanJ I
3 ⊂ spanJ
((
A1Rhc(J)A
1A1
)
Rhc(J)
(
A1A1Rhc(J)A
1
))
⊂ spanJ (JRhc(J)J) ⊂ Rhc(J),
то spanJ I
3 — гипокомпактный идеал в J . Но алгебра I/
(
spanJ I
3
)
бикомпакт-
на, поскольку LaRb = 0 для любых a, b ∈ I/
(
spanJ I
3
)
. По следствию 3.9, идеал
I гипокомпактен. Следовательно, Rhc(J) ⊂ I ⊂ Rhc(A). 
Лемма 3.12. Алгебра A/Rhc(A) не имеет ненулевых гипокомпактных идеа-
лов и компактных элементов.
Доказательство. Если J — гипокомпактный идеал алгебры A/Rhc(A), то, по
следствию 3.9, его прообраз
{
x ∈ A : qRhc(A)(x) ∈ J
}
— гипокомпактный идеал
в A, строго содержащий Rhc(A), противоречие.
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По лемме 3.6, если A/Rhc(A) имеет ненулевые компактные элементы, то у
нее есть ненулевые бикомпактные идеалы, что невозможно. 
Теорема 3.13. Отображение A 7−→ Rhc(A) — наследственный топологиче-
ский радикал.
Доказательство. (R2) и (R5) доказаны в леммах 3.12 и 3.11; докажем (R1).
Пусть f : A → B — непрерывный открытый эпиморфизм. Обозначим, для
краткости, qRhc(B) через q. Ясно, что q◦f — непрерывный открытый эпимор-
физм A на B/Rhc(B). Так как идеал Rhc(A) гипокомпактен, то, по предло-
жению 3.8, её образ (q◦f) (Rhc(A)) либо равен нулю, либо содержит ненулевой
компактный элемент алгебры B/Rhc(B). Но последнее невозможно в силу лем-
мы 3.12. Значит, (q◦f) (Rhc(A)) = 0 и f(Rhc(A)) ⊂ Rhc(B). 
Таким образом, регулярный гипокомпактный радикал Rrhc, получаемый ре-
гулярной процедурой, — НТР. Очевидно, что Rhc ≤ R
r
hc.
3.3. Радикал Radr ∧Rhc. Для дальнейшего важна связь между радикалами
Rhc ∧ Rad
r и Rcq.
Теорема 3.14. Радикал Radr ∧Rhc является наследственным, сопоставляет
каждой алгебре A идеал Rhc (A) ∩ Rad
r (A) и удовлетворяет неравенствам
Rhc ∧ Rad
r ≤ Rcq ≤ Rad
r.
Доказательство. Так как радикалы Rhc и Rad
r наследственны, то Rhc∧Rad
r
— наследственный радикал и сопоставляет каждой алгебре A замкнутый идеал
Rhc (A) ∩ Rad
r (A) по лемме 3.2.
Докажем сначала, что каждая Radr-радикальная бикомпактная алгебра A
компактно квазинильпотентна. В самом деле, если M ∈ K(A), то r(M) = 0,
поскольку A состоит из квазинильпотентных элементов. Пусть N = LMRM .
Тогда r(N) = 0 по лемме 2.1. Так как N — предкомпактное множество ком-
пактных операторов, то ρ(N) = 0 по (1.3) и ρ(M) = 0 по лемме 2.1.
Пусть A — произвольная алгебра и J = Radr(A) ∩Rhc(A). Так как идеал J
гипокомпактен, то, по предложению 3.8, существует возрастающая трансфи-
нитная цепочка (Jα)α≤γ замкнутых идеалов в A, такая что J0 = 0, Jγ = J ,
и все факторы Jα+1/Jα бикомпактны. Из доказанного выше следует, что эти
факторы Rcq-радикальны. Тогда идеал J также Rcq-радикален по лемме 3.1.
Из теоремы 3.3(d) вытекает, что замыкание компактно квазинильпотентного
идеала алгебры в её пополнении состоит из квазинильпотентных элементов и,
следовательно, лежит в радикале Джекобсона пополнения. Отсюда вытекает
неравенство Rcq ≤ Rad
r. 
В частности, мы доказали, что на гипокомпактных алгебрах регулярный
радикал Джекобсона совпадает с компактно квазинильпотентным радикалом.
4. Основные БВ-формулы
4.1. Смешанная БВ-формула. Здесь мы докажем, что
ρ(M) = max{ρχ(M), r(M)} (4.1)
для любого M ∈ K(A). Это равенство достаточно установить, считая, что A —
банахова алгебра и чтоM порождает A. В самом деле, все входящие в (4.1) ве-
личины не меняются при замене алгебры её пополнением. Кроме того, ρ(M) и
r(M) не изменятся, если их вычислять в замкнутой подалгебре A(M), порож-
денной M . Значение же ρχ(M) = ρχ(LMRM )
1/2 при этом не может возрасти,
так как операторы LMRM сужаются на подпространство A(M), а нетривиаль-
ной частью (4.1) является лишь неравенство ≤.
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ПолугруппаG элементов алгебры A называется полугруппой Раджави (или,
коротко, R-полугруппой), если λa ∈ G для любых a ∈ G и λ ≥ 0. ПустьM ⊂ A,
S(M) — полугруппа, порожденнаяM , и S+ (M) — R-полугруппа, порожденная
M . Ясно, что S(M) = ∪∞n=1M
n и S+ (M) = R+S(M), где R+ = {t ∈ R : t ≥ 0}.
Пусть N – множество операторов в банаховом пространстве и G = S(N).
Оператор T ∈ Nn называется ведущим (точнее, n-ведущим), если ‖T ‖ ≥ ‖S‖
для всех S ∈ ∪k<nN
k. Уточнение термина существенно, так как оператор мо-
жет быть в разных Nn. Далее, ведущая последовательность в G — это по-
следовательность n(k)-ведущих операторов Tk ∈ N
n(k), такая что n(k)→∞ и
‖Tk‖ → ∞ при k → ∞. Если G неограничена, то очевидно, что хотя бы одна
ведущая последовательность в G существует.
Лемма 4.1. Пусть N — предкомпактное множество операторов. Если вер-
но ρχ(N) < ρ(N) = 1 и полугруппа S(N) неограничена, то существует по-
следовательность операторов единичной нормы Tn ∈ S+(N), сходящаяся к
компактному оператору T . Более того, можно выбрать в качестве такой
последовательности любую сходящуюся подпоследовательность из Sn/‖Sn‖,
где {Sn} — произвольная ведущая последовательность в S(N).
Доказательство. Последовательность {Sn/‖Sn‖} предкомпактна согласно [16,
следствие 6.8(iii)]; пусть T — её предельная точка. В силу ρχ(N) < 1, после-
довательность
{
‖Sn‖χ
}
ограничена и тогда последовательность хаудорфовых
норм операторов Sn/‖Sn‖ стремится к нулю. Следовательно, T компактен. 
Лемма 4.2. Пусть A = A (M), где M предкомпактно, и пусть N = LMRM .
Если ρχ(N) < ρ(N) = 1 и полугруппа S(N) неограничена, то S+(N) содержит
ненулевой компактный оператор T , такой что
(i) оператор LThRTg компактен при любых h, g ∈ A;
(ii) если r(N) < 1, то T (A) ⊂ Rad(A).
Доказательство. Все элементы полугруппы S+(N) можно записывать в виде
F = λLaRb, где a, b ∈ S(M) и λ ≥0. Для краткости, мы полагаем F
⇆ = λLbRa.
В выборе F⇆ может присутствовать неоднозначность, но независимо от этого
выбора, для любых h, g ∈M выполняется равенство LFhRFg = FLhRgF
⇆.
Пусть {Sn}— ведущая последовательность в S(N). Для каждого её элемента
Sn ∈ N
m(n), оператор S⇆n тоже можно выбрать в N
m(n), поэтому мы можем
дополнительно предполагать, что
‖Sn‖ ≥ ‖S
⇆
n ‖ (4.2)
для всех n. По лемме 4.1, есть последовательность операторов Tn = Skn/‖Skn‖,
стремящаяся к компактному оператору T . Все операторы T⇆n = S
⇆
kn
/‖Skn‖
являются сжимающими в силу (4.2). Отсюда последовательность
{
LhRgT
⇆
n
}
ограничена для фиксированных h, g ∈ A. В силу этого
LThRTg = lim
n→∞
LTnhRTng = lim
n→∞
TnLhRgT
⇆
n = limn→∞
TLhRgT
⇆
n
и оператор LThRTg, как предел компактных операторов, компактен. Следова-
тельно, T (A) состоит из совместно компактных элементов алгебры A.
Предположим, что r(N) < 1, и докажем, что при любых u, v, x ∈ S(M)
элемент u(Tx)v квазинильпотентен. По построению, T = limn→∞ λknSkn , где
λkn = ‖Skn‖
−1 → 0 при n→∞ и Skn = LanRbn
для некоторых an, bn ∈M
m(n) и m (n) ∈ N. Тогда uanxbnv ∈ S(M) для любого
n ∈ N и последовательность элементов λknuanxbnv стремится к компактному
элементу u(Tx)v алгебры A. Из [1, теорема 4.4] следует, что спектр элемента
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u(Tx)v не более чем счётен, поэтому спектральный радиус непрерывен в u(Tx)v
согласно [10]. Поскольку r(N) < 1, множество {ρ(S) : S ∈ S(N)} ограничено и
тогда, учитывая, что Wuanxbnv ∈ S (N), получим
ρ(u(Tx)v) = lim
n→∞
λknρ(uanxbnv) = lim
n→∞
λknρ(Wuanxbnv)
1/2 = 0.
Таким образом, множество S+(M)(Tx)S+(M) при любом x ∈ S(M) состоит
из совместно компактных квазинильпотентных элементов алгебры A. Это же
верно для его замыкания S+(M)(Tx)S+(M). Так как
Tx ∈ S+(N)S(M) = LS+(M)RS+(M)S(M) ⊂ S+(M)S(M)S+(M) ⊂ S+(M),
то множество S+(M)(Tx)S+(M) является полугруппой. По лемме 2.4, его за-
мкнутая линейная оболочка J состоит из квазинильпотентных элементов. Так
как A = spanS+(M), то J — идеал A(Tx)A алгебры A и, таким образом,
A(Tx)A ⊂ Rad(A). В силу квазирегулярной характеризации радикала Дже-
кобсона, A(Tx) ⊂ Rad(A) и, по той же причине, Tx ∈ Rad(A). Учитывая, что
A = spanS(M), получим, что T (A) ⊂ Rad(A). 
Бикомпактные идеалы, состоящие из квазинильпотентных элементов, мы
будем называть qb-идеалами.
Следствие 4.3. Пусть M ∈ K (A). Если max {ρχ (M) , r (M)} < ρ(M) = 1 и
полугруппа S(LMRM ) неограничена, то A(M) имеет ненулевой qb-идеал.
Доказательство. Пусть T — компактный оператор, построенный в лемме 4.2.
Тогда любой ненулевой элемент Tx ∈ A(M) порождает qb-идеал. 
Лемма 4.4. Пусть M ∈ K (A). Если A(M) не имеет ненулевых qb-идеалов,
то равенство (4.1) справедливо.
Доказательство. Предположим, что (4.1) не выполнено. Мы можем считать,
что ρ(M) = 1. Пусть N = LMRM , тогда ρ(N) = 1 в силу леммы 2.1.
Если полугруппа S(N) ограничена, то max {ρχ(N), r (N)} = 1 согласно лем-
ме 2.3. Если ρχ(N) = 1, то ρ
χ(M) = 1. Если же ρχ(N) < 1, то r(N) = 1 и
r(M) = 1 по лемме 2.1. В обоих случаях выполняется (4.1), что противоре-
чит сделанному предположению. Таким образом, S(N) неограничена. По след-
ствию 4.3, A (M) имеет ненулевой qb-идеал, что невозможно по условию лем-
мы. 
Теорема 4.5. Формула ρ(M) = max{ρχ(M), r(M)} верна для любой нормиро-
ванной алгебры A и любого M ∈ K(A).
Доказательство. Как мы уже отмечали, можно считать, чтоA = A(M). Пусть
J = Rad(A) ∩ Rhc(A). Так как, в силу теоремы 3.14, J ⊂ Rcq(A), то ρ(M) =
ρ(M/J) по теореме 3.3. Далее, алгебра A/J не имеет ненулевых qb-идеалов.
Действительно, пусть I — какой-нибудь qb-идеал в A/J , тогда его прообраз U в
A содержится в Rad(A) иRhc(A), поскольку радикалы устойчивы относительно
расширений. Поэтому U ⊂ J , откуда I = 0.
Учитывая, что A/J = A (M/J), и применяя лемму 4.4, заключаем, что
ρ(M) = ρ(M/J) = max{ρχ(M/J), r(M/J)} ≤ max{ρχ(M), r(M)}
в силу (2.5). Обратное неравенство очевидно. 
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4.2. Операторная БВ-формула. Теперь мы можем доказать формулу (1.4).
Теорема 4.6. Если множество M ⊂ B(X ) предкомпактно, то
ρ(M) = max{ρe(M), r(M)}.
Доказательство. По лемме 2.2, ‖LMRM‖χ ≤ 16‖M‖χ‖M‖. ЗаменяяM наM
n,
извлекая корни n-й степени и переходя к пределу при n→∞, придём к нера-
венству ρχ (M)
2
= ρχ(LMRM ) ≤ ρχ(M)ρ(M). Применяя теорему 4.5, получим
ρ(M)2 ≤ max{ρχ(M)ρ(M), r(M)
2}, откуда, в силу r(M) ≤ ρ(M),
ρ(M) ≤ max{ρχ(M), r(M)} ≤ max{ρe(M), r(M)}
согласно (2.3). Обратное неравенство очевидно. 
4.3. Алгебраическая БВ-формула. Наша следующая цель — доказать, что
ρ(M) = max{ρ(M/Rrhc(A)), r(M)} (4.3)
для любой нормированной алгебры A и для любого M ∈ K(A). Нам будет
удобнее доказывать (4.3) в более гибкой форме:
ρ(M) = max{ρ(M/J), r(M)} (4.4)
для любого замкнутого гипокомпактного идеала J алгебры A. Снова достаточ-
но показать справедливость этой формулы для банаховых алгебр, поскольку,
как было отмечено ранее, значения радиусов в (4.4) не меняются при пополне-
нии алгебр и замыкании идеала в пополнении, в то же время как замыкание
идеала гипокомпактно.
Начнём со случая, когда идеал J алгебры A бикомпактен.
Лемма 4.7. Пусть J — замкнутый бикомпактный идеал алгебры A и M ∈
K (A). Тогда
ρe(LMRM ) ≤ ρ(M/J)ρ(M). (4.5)
Доказательство. Пусть I = span J2. Докажем сначала неравенство
‖LMRM‖e ≤ 3‖M/I‖‖M‖. (4.6)
Пусть a, b ∈M , ε > 0 и u, v ∈ I, такие что max {‖a− u‖, ‖b− v‖} < ‖M/I‖+ ε.
В частности, ‖u‖ < ‖a‖ + ‖a− u‖ ≤ ‖M‖ + ‖M/I‖+ ε ≤ 2 ‖M‖ + ε. Так как J
— бикомпактный идеал в A, то I состоит из совместно компактных элементов
алгебры A. Тогда оператор LuRv компактен в A и
‖LaRb‖e ≤ ‖LaRb − LuRv‖ = ‖La−uRb + LuRb−v‖ ≤ ‖a− u‖ ‖b‖+ ‖u‖ ‖b− v‖
≤ (‖M/I‖+ ε)‖M‖+ (2‖M‖+ ε)(‖M/I‖+ ε)
≤ (‖M/I‖+ ε)(3‖M‖+ ε).
Устремляя ε к нулю и беря супремум по всем a, b ∈M , получим (4.6).
ЗаменяяM в (4.6) на Mn, извлекая корни n-й степени и переходя к пределу
при n→∞, получим ρe(LMRM ) ≤ ρ(M/I)ρ(M). Теперь, чтобы получить (4.5),
заметим, что J/I — нильпотентный идеал в A/I, откуда J/I ∈ Rcq (A/I) и
ρ(M/J) = ρ(M/I) в силу теоремы 3.3. 
Следствие 4.8. Равенство (4.4) выполнено для любого замкнутого биком-
пактного идеала J и любого M ∈ K (A).
Доказательство. Так как ρχ(M)2 = ρχ(LMRM ) ≤ ρe(LMRM ) ≤ ρ(M/J)ρ(M)
согласно (4.5), то, применяя теорему 4.5 и неравенство r(M) ≤ ρ(M), получим
ρ(M)2 = max
{
ρχ(M)2, r (M)
2
}
≤ max{ρ(M/J)ρ(M), r(M)ρ(M)},
что немедленно влечет равенство (4.4). 
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Лемма 4.9. Пусть I ⊂ K — замкнутые идеалы алгебры A и M ∈ K (A). Если
алгебра K/I бикомпактна и равенство (4.4) выполнено при J = I, то оно
выполнено и при J = K.
Доказательство. Изоморфизм A/K → (A/I)/(K/I) обеспечивает равенство
ρ(M/K) = ρ((M/I)/(K/I)), что, в свою очередь, даёт оценку
ρ(M) = max{ρ(M/I), r(M)} = max{max{ρ((M/I)/(K/I)), r(M/I)}, r(M)}
≤ max{ρ(M/K), r(M)}.
Обратное неравенство очевидно. 
Лемма 4.10. Если J =
⋃
Jα, где (Jα) — направленная по возрастанию сеть
замкнутых идеалов алгебры A, то для любого M ∈ K(A)
‖M/J‖ = lim
α
‖M/Jα‖ = inf
α
‖M/Jα‖, (4.7)
ρ(M/J) = lim
α
ρ(M/Jα) = inf
α
ρ(M/Jα). (4.8)
Доказательство. Для любого α выполняется неравенство ‖M/J‖ ≤ ‖M/Jα‖ ,
откуда ρ(M/J) = infn ‖M
n/J‖
1/n
≤ infα infn ‖M
n/Jα‖
1/n
= infα ρ(M/Jα) и,
кроме того, ‖M/J‖ ≤ infα ‖M/Jα‖ ≤ lim inf
α
‖M/Jα‖ . С другой стороны, легко
проверить, что для любых a ∈M и ε > 0 найдется такое α = α(a, ε), что
‖a/Jα‖ ≤ ‖a/J‖+ ε ≤ ‖M/J‖+ ε. (4.9)
Выберем в M конечную ε-сеть N ; так как для любого c ∈ A из β > α следует
неравенство ‖c/Jβ‖ ≤ ‖c/Jα‖ , то, выбирая γ ≥ max {α(a, ε) : a ∈ N}, получим,
в силу (4.9), что dist(b/Jγ , N/Jγ) ≤ dist(b,N) ≤ ε для каждого b ∈M , и потому
‖M/Jγ‖ ≤ ‖N/Jγ‖+ ε ≤ ‖M/J‖+ 2ε. Следовательно,
inf
α
‖M/Jα‖ ≤ lim sup
α
‖M/Jα‖ ≤ ‖M/J‖ , (4.10)
откуда вытекает (4.7). Выберем такое n ∈ N, что ‖Mn/J‖
1/n
≤ ρ(M/J) + ε.
Тогда, в силу неравенства (4.10), применённого к Mn, имеем
inf
α
ρ(M/Jα) ≤ lim sup ρ(M/Jα) ≤ lim sup
α
‖Mn/Jα‖
1/n ≤ ‖Mn/J‖
1/n
≤ ρ(M/J) + ε.
Это доказывает справедливость равенства (4.8). 
Теперь мы докажем формулу (4.4) и, тем самым, формулу (4.3).
Теорема 4.11. Формула ρ(M) = max{ρ(M/J), r(M)} справедлива для любого
замкнутого гипокомпактного идеала J и любого M ∈ K (A).
Доказательство. Найдётся возрастающая трансфинитная цепочка {Jα}α≤β
замкнутых идеалов в A, такая что J0 = 0, Jβ = J , и все Jα+1/Jα биком-
пактны. Если есть ординалы α, для которых (4.4) при J = Jα ложно, то пусть
γ — наименьший из них. Он не является предельным в силу леммы 4.10, и не
имеет предыдущего в силу леммы 4.9. Значит, (4.4) выполнено для всех α. 
Из теоремы Вала [22] следует, что K(X ) — бикомпактный идеал в B(X ).
Пусть Kw(X ) — идеал всех слабо компактных операторов в X . Как извест-
но (см. [4, следствие 6.8.13]), для широкого класса банаховых пространств X ,
включающего все пространства L1 суммируемых функций, произведение двух
операторов из Kw(X ) компактно, так что фактор-алгебра Kw(X )/K(X ) имеет
тривиальное умножение, а значит, бикомпактна. Поэтому для таких X иде-
ал Kw(X ) гипокомпактен и потому содержится в Rhc(B(X )). Таким образом,
идеал Rhc(B(X )) может строго включать K(X ).
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5. Дальнейшее усиление алгебраической БВ-формулы
5.1. В поисках идеала. Формулы типа (4.4) тем полезнее, чем больше вхо-
дящий в них идеал J . При J = A такая формула означает, что в алгебре
A величины ρ(M) и r(M) совпадают на K(A), а при J = 0 равенство (4.4)
тривиально. Поэтому естественно ставить задачу об отыскании (или хотя бы
о существовании) наибольшего идеала с таким свойством. Обозначим через
BW (A) совокупность всех замкнутых идеалов J ⊂ A, для которых равенство
(4.4) верно для любогоM ∈ K(A); такие идеалы будем называть BW-идеалами.
Удобно выделить следующий результат, который легко доказывается.
Лемма 5.1. Пусть I ⊂ J — замкнутые идеалы в A. Если J ∈ BW (A), то
I ∈ BW (A).
Следующий результат доказывается аналогично лемме 4.9.
Лемма 5.2. Пусть I ⊂ J — замкнутые идеалы в A. Если I ∈ BW (A) и
J/I ∈ BW (A/I), то J ∈ BW (A).
Лемма 5.3. Если J =
⋃
Jα, где (Jα) — направленная по возрастанию сеть
замкнутых идеалов алгебры A, и Jα ∈ BW (A) для всех α, то J ∈ BW (A).
Доказательство. Пусть M ∈ K(A). Можно считать, что r(M) < ρ(M) (в про-
тивном случае равенство (4.4) очевидно). Следовательно, из Jα ∈ BW (A) вы-
текает, что ρ(M/Jα) = ρ(M) для всех α. Применяя лемму 4.10, получим, что
ρ(M/J) = limα ρ(M/Jα) = ρ(M). 
Применяя леммы 5.2 и 5.3, получаем по индукции следующий результат:
Следствие 5.4. Если возрастающая трансфинитная цепочка замкнутых иде-
алов (Jα)α≤γ алгебры A такова, что J0 = 0 и Jα+1/Jα ∈ BW (A/Jα) для всех
α < γ, то Jγ ∈ BW (A).
По теореме 4.11, все замкнутые гипокомпактные идеалы являются BW-
идеалами. Докажем, что в BW (A) попадают также все замкнутые коммута-
тивные идеалы. На деле, для них равенство (4.4) принимает более сильную
форму. Напомним, что r1(M) определяется (см. (1.2)) как sup{ρ(a) : a ∈M}.
Лемма 5.5. Если J — замкнутый центральный идеал в A и M ∈ K (A), то
ρ(M) = max{ρ(M/J), r1(LM |J)} = max{ρ(M/J), r1(M)}. (5.1)
Доказательство. Cемейство операторов LM действует на нормированном про-
странстве A и оставляет инвариантным замкнутое подпространство J . По лем-
ме 4.2 [16] (которую легко адаптировать к неполным пространствам),
ρ(LM ) = max{ρ(LM |J), ρ(LM | (A/J))},
где LM |J — сужение LM на J и LM | (A/J) — семейство, индуцированное в
факторе A/J . Ясно, что LM | (A/J) = LM/J , и тогда ρ(LM | (A/J))) = ρ(M/J).
На подпространстве J операторы умножения коммутируют: LaLbx = abx =
bxa = bax = LbLax. Тогда ρ(LM |J) = r1(LM |J) по [17, лемма 2.8]. Остаётся
учесть, что r1(LM |J) ≤ r1(LM ) = r1(M) и ρ(M) = ρ(LM ). 
Алгебра A называется полупримарной, если она не имеет нильпотентных
идеалов. Эквивалентное условие: из равенства aAa = 0 следует, что a = 0.
Лемма 5.6. Если алгебра A полупримарна, то любой её коммутативный иде-
ал J централен. Как следствие, среди всех её коммутативных идеалов есть
наибольший.
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Доказательство. Пусть x, y ∈ J , a ∈ A, тогда x[a, y] = xay−xya = yxa−yxa =
0. Взяв x = [a, y]b, где b ∈ A, получим [a, y]A[a, y] = 0, откуда [a, y] = 0. Это
означает, что J централен. 
Будем говорить, что подмножество K ⊂ A коммутативно по модулю иде-
ала J , если ab− ba ∈ J для любых a, b ∈ K.
Теорема 5.7. (i) Любая нормированная алгебра имеет наибольший идеал Racq(A),
коммутативный по модулю Rcq(A).
(ii) Если замкнутый идеал J нормированной алгебры A коммутативен по
модулю Rcq(A), то равенство (5.1) выполнено для любого M ∈ K(A).
Доказательство. Так как любой нильпотентный идеал компактно квазиниль-
потентен, то алгебра B = A/Rcq(A) полупримарна. По лемме 5.6, она имеет
наибольший коммутативный идеал I(B); его прообраз Racq(A) в A — наиболь-
ший идеал, коммутативный по модулю Rcq(A).
Утверждение (ii) достаточно доказать для J = Racq(A). Используя централь-
ность идеала I(B) и лемму 5.5, имеем
ρ(M) = ρ(M/Rcq(A)) = max{ρI(B)(M/Rcq(A)), r1(M/Rcq(A))}
= max{ρ(M/J), r1(M)},
где ρI(B) (N) обозначает ρ (N/I(B)) для любого N ∈ K (B). 
Для банаховых алгебр справедливо и обратное утверждение.
Теорема 5.8. Для того, чтобы в банаховой алгебре A выполнялось условие:
ρ(M) = sup{ρ(a) : a ∈M} для всех M ∈ K(A), (5.2)
необходимо и достаточно, чтобы она была коммутативной по модулюRcq(A).
Доказательство. Достаточность следует из теоремы 5.7.
Пусть выполнено (5.2). Для любых a, b ∈ A, положим (ad b)a = [a, b], тогда
при любом λ 6= 0 отображение exp(λ(ad b)) является автоморфизмом алгебры
A, и потому ρ(exp(λ(ad b))a) = ρ(a). Пусть M ∈ K(A). Из формулы (5.2),
применённой к множеству N = M ∪ {λ−1a, λ−1 exp(λ(ad b))a}, получаем, что
ρ(N) = max{ρ(a)/|λ|, r1(M)}.
Обозначим правую часть равенства через C(λ). Так как 12 (exp(λ(ad b))a−a)/λ
принадлежит абсолютно выпуклой оболочке abs(N) множестваN и ρ(abs(N)) =
ρ(N) (см. [16, предложение 2.6]), получим, что
ρ ({((exp(λ(ad b))a− a)/λ) /2} ∪M) ≤ C(λ).
При λ→∞ верхний предел функции f(λ) = ρ
({
1
2 (exp(λ(ad b))a− a)/λ
}
∪M
)
не превосходит числа r1(M). Будучи субгармонической (см. [16, теорема 3.5]),
эта функция постоянна и везде не превосходит r1(M). В частности,
f(0) = ρ ({[a, b]/2} ∪M) ≤ r1(M) ≤ ρ(M).
Так как M произвольно, это означает, что [a, b] ∈ Rcq(A) (см. теорему 3.3(b)).
Следовательно, A коммутативна по модулю идеала Rcq(A). 
Таким образом, BW (A) содержит все замкнутые идеалы, которые получа-
ются из бикомпактных, коммутативных и компактно квазинильпотентных с
помощью последовательного применения операции расширения.
По лемме 5.3, всякая цепочка BW -идеалов имеет мажоранту, являющуюся
BW -идеалом. Следовательно, по лемме Цорна, в любой нормированной ал-
гебре A есть максимальные BW -идеалы, и фактор-алгебра по любому из этих
идеалов не имеет BW -идеалов по лемме 5.2. Неизвестно, однако, существует ли
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наибольший BW -идеал. Эквивалентный вопрос: является ли замыкание сум-
мы BW -идеалов BW -идеалом? Мы увидим, что ответы на эти вопросы станут
утвердительными, если вместо идеалов рассматривать радикалы.
5.2. От идеалов к радикалам. Скажем, что ТР P является BW -радика-
лом, если все замкнутые P -радикальные идеалы являются BW -идеалами.
Теорема 5.9. Cуществует наибольший BW -радикал Rbw; всякий топологи-
ческий радикал, не превосходяший Rbw, является BW -радикалом.
Доказательство. Обозначим черезRbw точную верхнюю грань семейства всех
BW -радикалов (см. лемму 3.2); требуется доказать, что Rbw(A) является BW -
идеалом для любой нормированной алгебры A.
По лемме 3.2, существует возрастающая трансфинитная цепочка замкнутых
идеалов (Jα)α≤γ , такая что J1 = 0, Jγ = Rbw(A) и каждый фактор Jα+1/Jα
является P -радикальным для некоторого BW -радикала P . Значит, Jα+1/Jα
является BW -идеалом в A/Jα. По следствию 5.4, Rbw(A) — BW -идеал.
Если P — ТР и P ≤ Rbw, то P — BW -радикал в силу леммы 5.1. 
Согласно теореме, ρ(M) = max{ρ(M/Rbw(A)), r(M)} для любого M ∈ K (A)
и любой алгебры A. В частности, справедлив следующий результат.
Следствие 5.10. Rbw(A) ∩ Rad
r (A) ⊂ Rcq(A) для любой алгебры A.
В силу (4.3), регулярный гипокомпактный радикал Rrhc — BW -радикал. По-
кажем, что отображение A 7−→ Racq(A) — также BW -радикал.
Лемма 5.11. Racq(A) = {x ∈ A : x[a, b] ∈ Rcq(A) для всех a, b ∈ A}.
Доказательство. Пусть P (A) — правая часть доказываемого равенства. Легко
видеть, что P (A) — идеал в A. Если x ∈ P (A), a, b ∈ A, то [x, a]b[x, a] ∈ Rcq(A)
(поскольку [x, a]b ∈ P (A)), то есть, образ элемента [x, a] в A/Rcq(A) порождает
нильпотентный идеал. Так как A/Rcq(A) полупримарна, то этот образ равен
нулю и тогда x централен по модулю Rcq(A). Следовательно, P (A) ⊂ R
a
cq(A).
Обратно, пусть x ∈ Racq(A). Так как x централeн по модулю Rcq(A), то
x[a, b] = [xa, b]− [x, b]a ∈ Rcq(A) для любых a, b ∈ A, откуда R
a
cq(A) ⊂ P (A). 
Из этой леммы и теоремы 3.3(d) сразу вытекает утверждение:
Следствие 5.12. Racq(B) = B ∩ R
a
cq(A) для любой плотной подалгебры B
нормированной алгебры A.
Теорема 5.13. Отображение A 7−→ Racq(A) — наследственный топологиче-
ский радикал.
Доказательство. Мы должны проверить условия (R1), (R2) и (R5) для Racq,
причём достаточно это сделать для банаховых алгебр. В самом деле, если по-
казать, что Racq — НТР в классе банаховых алгебр, то регулярное расширение
Rarcq — НТР в силу [18, теорема 2.21]. Но R
a
cq = R
ar
cq по следствию 5.12.
Если f : A→ B — непрерывный эпиморфизм банаховых алгебр, то, полагая
J = f(Racq(A)), получим [J, J ] ⊂ f([R
a
cq(A),R
a
cq(A)]) ⊂ f(Rcq(A)) ⊂ Rcq(B), то
есть, идеал J коммутативен по модулю Rcq(B). Значит, f(R
a
cq(A)) ⊂ R
a
cq(B),
то есть, выполнено условие (R1).
Пусть I = Racq(A), B = A/I, K = {x ∈ A : qI(x) ∈ R
a
cq(B)}; требуется
доказать, что K ⊂ I. Ясно, что (5.1) справедливо при J = I и выполнено в
алгебре B при J = K/I. Рассуждая как в лемме 5.2 (то есть, как в лемме 4.9),
получим, что оно выполнено при J = K, откуда ρ(M) = r1(M) приM ∈ K (K).
По теореме 5.8, идеал K коммутативен по модулю Rcq(K) = K ∩ Rcq(A), а
значит, и по модулю Rcq(A), то есть, K ⊂ R
a
cq(A) = I. Условие (R2) доказано.
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Пусть I — замкнутый идеал банаховой алгебры A. Из леммы 5.11 следует,
чтоRacq(I) инвариантен относительно непрерывных автоморфизмов алгебры I,
а потому и относительно её ограниченных дифференцирований (поскольку они
— генераторы групп автоморфизмов). Следовательно, если x ∈ Racq(I), a ∈ A,
то [a, x] ∈ Racq(I). С другой стороны, из леммы 5.11 (и того, что Rcq(I) — идеал
в A) следует, что ax[v, w] ∈ Rcq(I) для любых v, w ∈ I, поэтому ax ∈ R
a
cq(I).
Отсюда xa ∈ Racq(I). Мы доказали, что R
a
cq(I) — идеал в A.
Так какRcq(I) ⊂ Rcq(A) и идеал R
a
cq(I) коммутативен по модулю Rcq(I), то
он коммутативен и по модулю Rcq(A), а значит, содержится в R
a
cq(A). Таким
образом, Racq(I) ⊂ I ∩ R
a
cq(A). С другой стороны, если x ∈ I ∩ R
a
cq(A), то для
любых a, b ∈ I, по лемме 5.11, x[a, b] ⊂ I ∩ Rcq(A) = Rcq(I) и, следовательно,
x ∈ Racq(I). Это доказывает включение I ∩R
a
cq(A) ⊂ R
a
cq(I). (R5) доказано. 
Следствие 5.14. Радикал Racq равномерен и является BW -радикалом.
Доказательство. Для равномерности достаточно показать в силу следствия
5.12, что любая замкнутая подалгебра Racq-радикальной банаховой алгебры
Racq-радикальна. Но это очевидно в силу теоремы 5.8.
Далее, Racq является BW -радикалом согласно теоремам 5.7 и 5.13. 
Обозначим радикал Rrhc ∨R
a
cq через Rhcr+cqa . Ясно, что он отличен от R
r
hc
и Racq, и что Rhcr+cqa ≤ Rbw. Следующий результат вытекает из теоремы 5.9.
Следствие 5.15. Радикал Rhcr+cqa является BW -радикалом.
Следствие 5.16. Замыкание Rhcr+cqa-радикальной подалгебры Rhcr+cqa-ради-
кально.
Доказательство. Заметим, что доказываемым свойством обладают радика-
лы Rrhc и R
a
cq. Поэтому из леммы 3.2 следует, что замыкание B произволь-
ной Rhcr+cqa -радикальной подалгебры обладает цепочкой замкнутых идеалов
(Jα)α≤γ , таких что J0 = 0, Jγ = B и каждый фактор Jα+1/Jα либо Rhcr -
радикален, либо Rcqa-радикален, а значит, Rhcr+cqa -радикален. Тогда алгебра
B Rhcr+cqa -радикальна по лемме 3.1. 
6. Роль БВ-формул в вопросе о непрерывности ССР
В [16, предложение 3.1] было показано, что ССР — полунепрерывная сверху
функция ограниченного подмножества нормированной алгебры. Это означа-
ет, что lim sup
n→∞
ρ(Mn) ≤ ρ(M), если последовательность ограниченных подмно-
жеств Mn стремится к M в смысле расстояния Хаусдорфа. Скажем, что ССР
непрерывен в M ⊂ A, если ρ(Mn)→ ρ(M), когда Mn стремится к M .
Следующее утверждение очевидно.
Лемма 6.1. Пусть M ⊂ A ограничено и J — замкнутый идеал в A. Если
ρ(M) = ρ(M/J) и ССР непрерывен в M/J , то ССР непрерывен в M .
Хорошо известно, что оператор T — точка непрерывности спектрального
радиуса (в обычном смысле), если ρe(T ) < ρ(T ), а также что спектральный
радиус непрерывен на коммутативных нормированных алгебрах. Мы получим
сейчас аналогичные результаты для ССР.
Лемма 6.2. Пусть M ∈ K (A). ССР непрерывен в M, если выполнено хотя
бы одно из условий:
(i) A = B (X ) и ρχ(M) < ρ(M);
(ii) существует замкнутый центральный идеал J алгебры A, такой что
ρ(M/J) < ρ(M).
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Доказательство. Пусть Mn →M . Покажем, что lim inf
n→∞
ρ(Mn) ≥ ρ(M).
(i) Допустим противное. Умножая на константу и заменяя последователь-
ность {Mn} её подпоследовательностью, мы можем считать, что ρχ(M) <
1 и lim ρ(Mn) < 1 < ρ(M). По теореме 4.6, ρ(M) = r(M). Следовательно,
sup{ρ(T ) : T ∈ Mk} > 1 при некотором k, и найдется T ∈ Mk, такой что
ρ(T ) > 1. Так как ρχ(M) < 1, то ‖M
n‖χ < 1 при достаточно больших n и
тогда ‖T n‖χ ≤ ‖M
nk‖χ < 1, откуда ρχ(T ) ≤ 1. Поскольку ρχ (T ) = ρe (T ) (см.
[7, следствие 6.4]), получим, что ρe(T ) < ρ(T ). По условию, найдутся такие
Tn ∈ M
k
n , что Tn → T и, следовательно, ρ(Tn) → ρ(T ) при n → ∞. Но это
невозможно, поскольку ρ(Tn) ≤ ρ(M
k
n) = ρ(Mn)
k и limn ρ(Mn)
k < 1.
(ii) Согласно (5.1), ρ(M) = r1 (LM |J). Так как операторы левого умножения,
суженные на J , образуют коммутативную алгебру и LMn |J стремится к LM |J ,
то из [17, лемма 2.7] вытекает, что r1 (LMn |J) → r1 (LM |J) при n → ∞. По-
скольку ρ(Mn) ≥ r1 (LMn |J) для любого n, получим lim inf
n→∞
ρ(Mn) ≥ ρ(M). 
Теорема 6.3. Пусть M ∈ K (A). Если ρ(M/Rhcr+cqa (A)) < ρ(M), то ССР
непрерывен в M и ρ(M) = sup{ρ(K) : K ⊂M конечно}.
Доказательство. По следствию 5.16, можно считать, что A — банахова алгеб-
ра. Согласно лемме 3.2, найдётся цепочка (Jα)α≤γ замкнутых идеалов, такая
что J0 = 0, Jγ = Rhcr+cqa (A) и все факторы Jα+1/Jα либо гипокомпактны,
либо центральны по модулю компактно квазинильпотентного радикала. Рас-
ширяя, если необходимо, цепочку за счёт цепочек, соответствующих этим фак-
торам, мы можем считать, что все Jα+1/Jα либо центральны, либо компактно
квазинильпотентны, либо бикомпактны (по предложению 3.8).
Найдем первый ординал β, для которого ρ(M/Jβ) < ρ(M). Тогда β не может
быть предельным по лемме 4.10. Иными словами, существует ординал α, что
ρ(M) = ρ(M/Jα) > ρ(M/Jα+1). Пусть M
′ = M/Jα и J = Jα+1/Jα. Тогда J не
является компактно квазинильпотентным по теореме 3.3. Если J централен,
то ССР непрерывен в M ′ по лемме 6.2 и потому — в M по лемме 6.1.
Остаётся рассмотреть случай, когда J бикомпактен. Пусть N = LM ′RM ′ .
Тогда N — предкомпактное множество операторов. Так как
ρχ (N) ≤ ρe (N) ≤ ρ(M
′/J)ρ(M ′) < ρ(M ′)2 = ρ(N)
в силу лемм 4.7 и 2.1, то ССР непрерывен в N по лемме 6.2. Пусть теперь
последовательность ограниченных множеств Mn стремится к M . Положим
Nn = LMn/JαRMn/Jα . Тогда Nn стремится к N и
ρ(Mn)
2 ≥ ρ(Mn/Jα)
2 = ρ (Nn)→ ρ(N) = ρ(M)
2.
Следовательно, lim inf ρ(Mn) ≥ ρ(M) и ССР непрерывен вM . В качестве {Mn}
можно взять последовательность конечных подмножеств, стремящуюся к M .
Поэтому ρ(M) = sup ρ(K), где K пробегает конечные подмножества в M . 
Следствие 6.4. Если G — полугруппа квазинильпотентных элементов нор-
мированной алгебры A и G ⊂ Rhcr+cqa (A), то алгебра spanG компактно ква-
зинильпотентна.
Доказательство. Для каждого конечного подмножества N линейной оболоч-
ки полугруппы найдётся конечное подмножество M ⊂ G, такое что N ⊂
abs (M). Так как ρ (abs (M)) = ρ (M) = r (M) = 0, то ρ (N) = 0. Поскольку
spanG лежит в Rhcr+cqa (A), ССР непрерывен в M для любогоM ∈ K (spanG)
согласно теореме 6.3, откуда ясно, что алгебра spanG компактно квазинильпо-
тентна. 
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Нам неизвестно, непрерывен ли ССР в M ∈ K (A), если выполнено неравен-
ство ρ(M/Rbw (A)) < ρ(M).
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