We pose and solve an extremal problem in the Hardy class H 2 of the disc, involving the best approximation of a function on a subarc of the circle by an H 2 function, subject to a constraint on its imaginary part on the complementary arc. A constructive algorithm is presented for the computation of such a best approximant, and the method is illustrated by a numerical example. The whole problem is motivated by boundary parameter identi cation problems arising in non-destructive control.
Introduction
The approximation of complex-valued functions by holomorphic functions, subject to appropriate constraints, is a technique that has many applications in Systems Theory, Signal Processing and the theory of Inverse Problems (geometrical issues or parameter identi cation) for Partial Di erential Equations. We refer the reader to 9] for a recent survey of this general area, whereas in this article we focus on two closely-related approximation problems of this type together with their applications.
The rst such problem concerns the identi cation of linear systems from measurements of their transfer functions. This general area is treated in the books 10, 15] , as well as the survey 14], but we are concerned here with the case when the data is band-limited. More precisely, the input u and output y of our linear system are related by an unknown transfer function G which is holomorphic and bounded on the right half-plane and such that where Y and U are the Laplace transforms of y and u respectively. By means of a conformal transformation, we may work on the unit disc D rather than the half-plane, and suppose that by physical measurements it is possible to obtain corrupted values of G on some subset I of the unit circle. This can be achieved by harmonic identi cation, the set I corresponding to the bandwidth of the system. We are thus provided with a function f de ned on I which is close to G in an appropriate norm. The strategy behind band-limited identi cation 1, 4, 5, 12] is to approximate f on I by a holomorphic function g de ned on D in order to obtain a model for G. The problem as stated is not, in general, well-posed, and it is necessary to impose some constraint on the norm of g on the subset J of the circle complementary to I in order to resolve it in a satisfactory manner and to get a stable model. Similar considerations apply in the analysis of inverse problems arising in many applications of non-destructive control such as tomography and medical imaging, fault detection and localisation 3, 8] . Here we seek to identify an unknown holomorphic function G, of which the imaginary part should be a prescribed harmonic function representing, for example, the current (or heat) ux at the boundary of a simply-connected domain with H lder-smooth boundary (again, a conformal transformation allows us to transfer the problem to D ). Hence, both Re G and Im G satisfy Laplace's equation together with boundary conditions that are fully-determined on a given subset I but not on its complement J. Thus, identifying G (and hence ) requires us to approximate the given function f de ned on I by a holomorphic function g, subject to a constraint that acts on Im g on J.
It is on this second extremal problem that we focus in this paper, and we make this mathematically precise by working in the Hardy space H 2 of the disc. It turns out that, in this setting, the two approximation problems outlined above, namely the rst with a constraint on the norm and the second which involves a constraint on the imaginary part, are closely related, and a knowledge of the solution to the rst gives information towards the solution of the second in a most transparent way.
We state the second problem in a well-posed form and show that it has a unique solution, which we characterize in terms of linear operators. By wellestablished approximation procedures, this solution is made constructive, and expressed purely in terms of Linear Algebra. Finally, we include a numerical example to illustrate the techniques involved.
Notation
We take I to be a compact subset of the unit circle T C such that I and J = T n I have positive Lebesgue measure. (1) As outlined above, boundary parameter identi cation problems for the 2D Laplace equation may be e ciently formulated as Problem 2 rather than Problem 1, since the constraint can be used to impose the condition that the imaginary part of g should be close to some known function on J which may be available through boundary measurements, see 3, 8] .
Note that in Problem 2 we can retain the case M = 0, which is not of interest in Problem 1 because J is a set of uniqueness for H 2 .
Existence and uniqueness
The following lemma will be of use to us several times. The existence of an optimum is now ensured by the best approximation projection from the (uniformly convex) Hilbert space L 2 (I) onto the closed convex set S j I , see 6, 3.II.1], or alternatively by a weak compactness argument. Likewise, the uniqueness follows from the strict convexity of the norm. Thus, for k Im k J M, Problem 2 has a unique solution, which we denote by g 2 .
We also see that g 2 saturates the constraint, i.e., k Im g 2 ? k J = M, unless f is the trace of g 2 . For otherwise, we would see that g 2 + h also satis ed the constraint for su ciently small h up to some real-valued additive constant.
Thus, we assume from now on that k Im k J M which, in view of equation (2), reduces to the hypothesis that is real-valued. Making use of some results from 2] about Problem 1, Proposition 5 also provides alternative proofs for some properties of the solution to Problem 2, like the saturation of the constraint. These results allow to obtain a formula for g 2 . We shall see in the next section that this gives a constructive scheme for solving for Problem 2 via Problem 1, for which a resolution algorithm is already available and implemented. Putting =`+ 1, this establishes the formula (7). Next, the mapping from to M is injective, since g 2 is unique, by Proposition 4, and if we have both T g 2 = P (f _ i ) and T g 2 = P (f _ i ) ; for some 6 = , then by subtraction we have i( ? )P (Im g 2 J ) = i( ? )P ( J ) ; from which (Im g 2 ? ) J is a function in H 2 0 vanishing on I, and hence identically zero. This is a contradiction, whence = .
Finally, the mapping from to M is clearly continuous on (0; 1), and monotonic decreasing, and hence so is its inverse.
The case M = 0 of Problem 2 is somewhat exceptional, and not used in practical examples, since measured data will always be corrupted by noise. However, as the following result shows, it can be handled by a limiting argument. We can apply the above proposition to T = T , H = H 2 , where we use the real inner product (g; g 0 ) 7 ! Rehg; g 0 i. Using Theorem 6 and Equation (7), this provides an algorithm for solving Problem 2.
For the practical implementation of the procedure, it is necessary to be able to calculate the e ect of the real-linear operator T de ned by (5 (10) for the unique > ?1 such that k Im g 2 ? k J = M. The mapping from to M is continuous, monotonic decreasing, and bijective onto its range.
Algorithm and numerical experiments
One of the di culties in formula (10) We have presented a solution to an extremal problem of importance in parameter identi cation, and we have shown how this can be made constructive, illustrating our method with a numerical example. We also suggest another very natural algorithm, whose interest relies on the fact that a resolution algorithm for Problem 1 is already available (by iterative inversions of the Toeplitz operator). However, it is not known whether this algorithm actually converges. Further work in this direction is likely to include the use of the L 1 norm, where at present there seem to be severe technical di culties to overcome. For instance, the Hilbert transform is not bounded in the L 1 norm, and thus it is not immediately clear that the analogous problem is well-posed. Problem 1 for the L 1 norm was solved in 4], and it may again be possible to use this fact in the Solution of Problem 2. It would also be of interest to study such problems in multiply-connected domains (such as a disc with nitely many holes), and we refer again to 9] for more background and references on this topic.
