The Rosetta spacecraft is en route to comet 67P/Churyumov-Gerasimenko for a rendezvous, landing, and extensive orbital phase beginning in 2014. Model studies of the coma will be required not only for planning of the mission and interpretation of spacecraft data, but also for an expectedly large amount of complementary remote observational data that will be obtained in the meantime. A full-scale simulation of the coma under conditions occurring during the mission can be done only on the basis of a kinetic model. In this work we present a newly developed direct simulation Monte Carlo model of a multispecies coma, where components of the coma are coupled through momentum exchange and photochemical processes, and its application to the case of comet Churyumov-Gerasimenko. It is shown that kinetic effects determine the state of the coma, which limits applicability of a hydrodynamics approach. The study of the coma was performed in the region starting from the surface of the nucleus and extending up to 10 6 km, which allows incorporation of a realistic model of the gas production from the nucleus from a thermophysical model of a porous ice/dust mixture accounting for the thermal reradiation, the subsurface sublimation and recondensation, and the subsurface mass and energy transport. The results obtained present states of the coma for a series of stages throughout the Rosetta mission and can serve for the planning of the mission as well as for the interpretation of ground-based observations during the 2009 and 2016 apparitions.
INTRODUCTION
The main scientific objectives of the Rosetta mission are the global characterization of the nucleus of the target comet, the determination of the surface composition, and the study of the development of cometary activity. The original target of the mission was comet 46P /Wirtanen. But the cancellation of the original launch resulted in a change of the target to comet 67P/ChuryumovGerasimenko, which is another short-period Jupiter family comet. The spacecraft will reach the comet at the beginning of 2014 October, when the comet will be at a heliocentric distance of 3.2 AU in the pre-perihelion portion of its orbit, and accompany the comet along its way to and through the perihelion. In addition, the Rosetta mission includes the Philae probe, which will land on the nucleus to perform a detailed investigation of its physical and compositional properties (Hechler 1997) .
Comet Churyumov-Gerasimenko has been observed during its last six returns to the Sun since its discovery in 1969. It is likely that the next perihelion passage in 2009 will be accompanied by a large amount of ground-based observations of the comet obtained in advance of the mission, despite a less than ideal observational geometry.
An effective radius of the nucleus of 1.98 km and a rotational period of 12.3 hr were determined from Hubble Space Telescope observations (Lamy et al. 2006) . After a close approach to Jupiter in 1959, the orbit of the comet was shifted and its orbital period was reduced from the original 8.97 yr to its present 6.6 yr (Hanner et al. 1985) . Due to the decrease of the perihelion distance, any surface dust mantle that might have acted as a thermal insulator would have been removed, increasing the activity of the comet.
The OH production rate was estimated (Crovisier et al. 2002) during the 1982 apparition at a heliocentric distance of 1.35 AU to be of the order of 9 ; 10 27 mol s À1 , that is, about 85% of the water value. The water production rate ( Hanner et al. 1985 ) was estimated to be 3:6 ; 10 27 mol s À1 at a heliocentric distance of 1.5 AU. Once it was chosen to be the new Rosetta target, a flurry of observational activity occurred as the comet receded from its last perihelion apparition in 2003 (Kidger 2004; Weiler et al. 2004; Lara et al. 2005; Schleicher 2006 ; Kelley et al. 2006) . Such observations have been used in our model study to estimate the variation of gas production with heliocentric distance.
For the case of comet Churyumov-Gerasimenko, momentum exchange between the gas and the dust phases of the coma generally does not affect the gas flow in the near nucleus region because of its low production rate (Gombosi et al. 1985; Crifo et al. 2005; Markelov et al. 2006) . For this reason, the dust phase of the coma was not considered during this study but will be presented in a later publication.
In most cases of practical interest, and especially for comet Churyumov-Gerasimenko during most of the Rosetta mission, study of cometary comae involves rarefied gas flows under strong nonequilibrium conditions that can be described only with the Boltzmann equation, which in a general case can be written as
Here f 1 is a one-particle distribution function, p 1 and q 1 are momentum and physical coordinates of a particle, and St is an integral of collisions that accounts for interparticle interaction. The system considered here is a dilute gas of classical point particles of mass m. As a result, a correlation between particles that participate in a momentum exchange can be neglected and the Boltzmann equation can be presented in the form
where is the total cross section of scattering. The integral (2) describes collisions, by which collision partners having velocities v 0 1 and v 0 2 get the velocities v 1 and v 2 after the collision. Equation (2) can be generalized for gas mixtures, and the influence of external forces can be taken into account.
The numerical solution of the kinetic equations is a challenging problem in modern computational physics. It is convenient to classify all kinetic methods according to the character of approximation related to the velocity space. Examples are a piecewiseconstant interpolation or an expansion over a set of basis functions, as in the case of direct integration methods, or an approximation of the distribution function by a set of delta functions in velocity space, as is done in direct simulation methods.
Direct integration methods possess several general features. Phase space is divided into a regular network of cells. Some important physical properties are taken into account in the algorithm, but no additional assumptions or simplifications concerning the numerical solution are made. Accounting for the Boltzmann collision integral for anything but the most basic relaxation processes is very complicated. This makes application of direct integration schemes problematic for a broad range of practical and usually complex applications.
One of the most important features of direct simulation methods, which are based on the Monte Carlo methodology, is that they do not require the formulation of integro-differential equations that describe the evolution of the distribution function and, as a result, can be used to solve the Boltzmann equation with a collision integral accounting for elastic and inelastic collisions.
Nowadays the direct simulation Monte Carlo (DSMC) method is the de facto standard numerical method for rarefied gas dynamics. Examples of application of the method for simulation of gas flows in a coma are described in Combi (1996) , Markelov et al. (2006) , and Crifo et al. (2005) .
Within the DSMC approach the state of a rarefied gas flow is determined by the collisional dynamics of a finite number of model particles and, hence, holds the potential for providing information about gas flows, where the collision rate is not sufficient to maintain an equilibrium distribution. The key feature of the method is the separation of the translational motion from the intermolecular interaction. After a free-molecular motion, particles change their spatial location. At the relaxation stage, the velocity coordinates of a pair of particles from the same cell can be changed due to a chosen probabilistic relaxation model. The conservation laws are satisfied because the postcollision velocities are determined with the use of conservation of mass, momentum, and energy in every intermolecular interaction.
In this work we study the coma of comet ChuryumovGerasimenko at heliocentric distances of r h ¼ 1:29, 2.0, 2.7, and 3.25 AU, which corresponds to several stages during the Rosetta mission. This is a part of a larger effort, organized through the International Space Science Institute (ISSI ) in connection with a number of instrumental teams of the Rosetta mission. The larger effort also involves a study of the plasma and dust environment, as already mentioned ( Hansen 2007) . While the information presented herein will certainly be useful for various aspects of the Rosetta mission planning, the results will also be important for interpretation of the wide range of ground-based and spacebased observational studies of the comet that will both precede and accompany the mission. In particular the gas velocities and temperatures predicted, as well as the extent of the aspherical nature of the coma, will be useful in setting model parameters for the interpretation of the many ground-based observations that have and will be made for this comet during the next decade.
The study was performed with a newly developed self-consistent Monte Carlo model of a multispecies coma coupled through momentum exchange and photolytic processes. The coma was assumed to be axisymmetric with an axis of symmetry along the solar direction and consisting of H 2 O, OH, O, H 2 , H, and CO. Simulations were performed in the region starting from the surface of the nucleus and extending up to 10 6 km. A realistic thermophysical model was used to simulate outgassing from the surface of the nucleus.
PHYSICAL MODEL OF COMETARY COMAE
The cometary coma is a unique phenomenon in the solar system, being a planetary atmosphere influenced by little or no gravity. As a comet approaches the Sun, the water vapor with some fraction of other gases sublimates, generating a cloud of gas, ice, and other refractory materials (rocky and organic dust) ejected from the surface of the nucleus. Sublimating gas molecules undergo frequent collisions and photochemical processes in the near nucleus region. Owing to its negligible gravity, a comet produces a large and highly variable extensive dusty coma with a size much larger than the characteristic size of the cometary nucleus.
The density of the coma at the surface of the nucleus can be evaluated considering the equilibrium vaporization of water from (probably just below) its surface. At a typical density of n % 10 19 m À3 and the water collisional cross section of % 10 À19 m À2 , the value of the mean free path in the coma is
which can make it possible to apply a hydrodynamic approach in the vicinity of the nucleus. But strictly speaking, a hydrodynamic description is possible only in the collision-dominated region. A traditional definition of the collision zone (Whipple & Huebner 1976; Combi & Smyth 1988 ) is a sphere with a radius R coll , where the local value of the mean free path is equal to the distance to the center of the nucleus,
Even though this definition is highly oversimplified, it gives some measure of the characteristic size of the area where a hydrodynamic approach remains somewhat valid. The typical size of the collision sphere is $10 4 km for bright comets with a gas production rate of the order of $10 29 mol s À1 at heliocentric distance of 1 AU.
Even when the inner coma has a large fluid region, a Knudsen layer, where the gas released from the nucleus becomes thermalized, unavoidably separates the latter from the nucleus. Thus, in order to apply a hydrodynamic approach to a cometary coma, it is necessary to formulate boundary conditions not on the surface of the nucleus, but on the top of the Knudsen layer (Crifo & Rodionov 1997; Crifo 1987; Rickman 1989; Crifo et al. 2002) , the thickness of which typically varies from a few meters to a few hundreds of meters. Used in our simulations and presented here, the thermophysical model of the nucleus surface layers includes the effect of the surface Knudsen layer and thus provides the right surface conditions for our coma DSMC calculation.
Momentum Exchange between Neutral Constituents in the Coma
Momentum exchange among neutral components in the coma is the major mechanism for thermalization in the gas phase and thus is largely responsible for its dynamical evolution. In the case of comet Churyumov-Gerasimenko, the characteristic length of the Knudsen layer at the subsolar point varies from about 5 m at a heliocentric distance of 1.29 AU to 4 km at a heliocentric distance of 3.25 AU. The collision rate in the outflowing gas decreases rapidly, and by a distance of 10 3 km from the nucleus, momentum exchange within the gas phase of the coma becomes negligible.
The regime of the gas flow in the coma varies from collision dominated in the vicinity of the nucleus to nearly completely collisionless in the outer coma. As a result, a model of a coma requires adaptation of a kinetic approach, where the thermalization of the gas is described in terms of a collision integral. The values of cross sections (Crifo 1989; Combi 1996) for collisions between major neutral components are given in Table 1 .
Photodissociation
Beginning from a few hundred kilometers from the nucleus, the gas dynamics is dominated by the formation of energetic daughter species (Combi & Smyth 1988; Xie & Mumma 1996; Festou 1999; Gunnarsson et al. 2002) . The photodissociation reaction H 2 O þ h ! OH þ H þ ÁE occurring with a rate of ¼ 1:2 ; 10 À5 s À1 at a heliocentric distance of 1 AU is the dominant photolytic process in a coma. The mean energy excess of the reaction is ÁE ¼ 1:78 eV, which corresponds to the mean ejection velocity of 18.5 km s À1 for H atoms in the rest frame of the parent molecule. Lists of other photodissociation reactions that were used in this work and their rates were summarized by Combi (1996) and are given in Tables 2 and 3. The photolytic heating by momentum exchange between highly energetic daughter species with other components of a coma is efficient only in the near nucleus region, where the dissociation products are thermalized through collisions.
Other Decay Processes in the Coma
The evolution of daughter species in the coma depends primarily on absorption of the solar radiation and interaction with the solar wind, which consists mostly of protons, He + ions, and electrons of solar origin. Absorption of solar radiation leads to an excitation of an atom or a molecule followed by its photoionization or photodissociation. Charge exchange and impact ionization are the major channels of the daughter species' decay due to interaction with the solar wind. The relative density of ions is normally negligible in the collision zone of the coma at moderate to large heliocentric distances, and as a result, the effect of ion drag on the neutral constituents can be neglected in modeling.
In this work, total destruction rates were used to account for the decay of the daughter species in the coma in order to calculate the correct densities in the outer coma. According to Feldman (1982) the lifetime of O atoms is about 1:4 ; 10 6 s at a heliocentric distance of 1 AU. The lifetime of H atoms released by the comet has been estimated (Combi et al. 2005) to be in the range of (1 2) ; 10 6 s at 1 AU. At a heliocentric distance of 1 AU, rates of photodissociation and photoionization of CO were estimated (Singh et al. 1991) 
Radiational Cooling
As the primary species, water dominates in the thermodynamic balance of cometary comae through its photodissociation and radiational cooling. Its rotational transitions may allow radiative cooling or heating, which could be important to control H 2 O velocity and temperature in the intermediate and outer coma of active comets (Bockelée-Morvan & Crovisier 1987; Xie & Mumma 1996; Marconi & Mendis 1982) .
Vibrational excitation by solar infrared radiation followed by a collisional de-excitation gives a negligible heating because of its low rate. The heating due to excitation of rotational degrees of freedom by a far-infrared thermal radiation of dust grains can also be generally neglected. Therefore, heating due to absorption of radiation is negligible with respect to other processes in a coma.
In order for the radiational cooling by emission of rotational lines to become an efficient mechanism, the rotational degrees of freedom have to be coupled with translational ones, which is possible only when the coma is in the collision-dominated regime. An empirical formula for energy loss by radiation was proposed by Shimizu (1976) . In this work, a cooling rate originally computed based on the GEISA spectroscopic data (Crovisier 1984) was adopted, as done by Combi (1996) .
Gas Production of the Nucleus
A porous layer of ice and solid grains that covers the surface of a cometary nucleus is subjected to a periodic solar illumination that causes the sublimation of volatiles and serves as the source of gas in a coma. A theoretical description of the outgassing from a nucleus requires accounting for a large number of processes accompanying the sublimation itself and, eventually, determining the production rate of the nucleus. Among these processes are the gradual absorption of the solar energy in a surface layer due to a finite optical opacity of the ice/dust mixture, the thermal reradiation, the recondensation of the gaseous constituents of the coma on the surface of the nucleus, the solid-state heat conduction, the subsurface ice sublimation and recondensation, and the subsurface transport of mass and energy due to gas diffusion.
These processes have formed the background for the thermophysical model of the nucleus gas production that was used during this work to state the boundary conditions on the surface of the nucleus. The detailed description of the model can be found in Davidsson & Gutiérrez (2004 .
For the simulations in the current paper, the dayside conditions were set with the nucleus spin axis assumed to be pointed at the Sun. This produces an axisymmetric distribution on the dayside hemisphere. On the night side, average conditions (sublimation temperature and gas flux) for a rotating nucleus with the spin axis oriented normal to the orbit plane have been used. The two hemispheres were joined smoothly near the terminator. The ice and dust were assumed to be mixed in volumetric proportions 0.7 : 0.3 with the bulk porosity of 70% on the surface of the nucleus. The heat conductivity is a volume-weighted average of the temperature-dependent conductivities of ice and dust, respectively, reduced a by factor of 10 to account for porosity. For gas diffusion, the effective radius and length of pores in the medium were both set to be 0.01 m. The surface albedo was taken as 0.032, and the opacity of the medium was such that the solar illumination flux had diminished by a factor of e (with respect to the surface value) at a depth of 0.02 m.
Generating a reasonably representative and physically realistic two-dimensional axisymmetric coma model requires a considered set of assumptions. While the assumption of a sunward directed spin axis for the entire nucleus might yield a self-consistent model by some definition, this is a rather special condition met only rarely. Choosing the average nightside hemisphere temperature with its corresponding gas production is a better compromise for being typical. The sunward hemisphere assumption merges rather well into this condition near the terminator. In any case, the overall coma production is dominated by the dayside activity.
Applied to comet Churyumov-Gerasimenko at the considered portion of its orbit, the thermophysical model produces an outgassing pattern across the surface of its nucleus. In order to match the observed total production rate (Hanner et al. 1985) , the modeled gas flux has been scaled down. The actual temperature and water flux distributions on the surface of the nucleus used in this work to formulate boundary conditions for the gas flow are presented in Figure 1 . The general pattern of both parameters remains similar for all heliocentric distances considered in this study for which the total water flux, the nightside temperature, and the nightside flux are given in Table 4 . The CO production rate was assumed to be proportional to that of water with the total production rate being about 5% of that value of water.
NUMERICAL APPROACH
The direct simulation Monte Carlo ( DSMC ) method was used to solve the Boltzmann equation for the gas flow in the coma of comet Churyumov-Gerasimenko. While the DSMC method is well known in the computational gas dynamics community, its application to planetary and astrophysical problems has been limited, so we include a summary of the approach here. One of the most important advantages of the DSMC method is its ability to incorporate physical processes that are more complex than elastic collisions without a significant complication of the numerical procedure. Along with collisional coupling between different species, the newly developed model accounts for photolytic processes, energy exchange between internal degrees of freedom, and radiational cooling, which are the governing processes in the dynamics of cometary comae. The general scheme of Monte Carlo models can be described by means of so-called Markov chains. Briefly, a Markov chain is defined to be a system, S, consisting of a finite set of states M fs 1 ; s 2 ; : : : ; s l g. At each discrete sequence of times t ¼ 0; 1; 2; : : : ; n, the system is in one of the states, s i , which determines a set of conditional probabilities p i1 ; p i2 ; : : : ; p il . The quantity p ij is the probability that the system, which at the nth time step is in the state s i , will be in the state s j at the (n þ 1)th time step. In other words, p ij is the probability of the transition s i ! s j . It is important to note that the probability of a transition depends only on the current state and is not affected by the previous history.
The evolution of the distribution function f (v; t) as a Markov process (Hochstim 1970) is described in the form of the integral
where P(v; Áv) is the probability for a particle having the velocity v at time t to have the velocity v þ Áv at time t þ Át. The probability, P, obeys the normalization
In order to apply expression (5) to a real gas, a reasonable model for the transition probabilities has to be developed. Note that this formulation does not require a simultaneous change of the velocity coordinates of both partners during a collision. In this sense, it allows description of a much wider class of relaxation processes than the Boltzmann collision integral does. In most cases of practical interest, models of microscopic processes that define the transition probability are available for rarefied gases. So, in principle, the relaxation of the distribution function in a gas can be modeled by means of the Markov chains, and a numerical algorithm that is based on imitation of relaxation processes can be developed within the frame of the Monte Carlo method. The result of a Monte Carlo numerical simulation is an averaged value of a function that gives a measurable quantity over a region of a phase space, such as density, velocity, or even a velocity distribution function itself. The major problem that has to be solved is the development of an approximation of a very complicated Markov chain by means of a simple one, in such way that the mean value of the function to be found remains the same in both cases.
One of the possible techniques to reduce the number of possible states of the chain is to decrease the total number of degrees of freedom in the system based on some physical considerations. This approach has been used in the DSMC method, where a large number of real gas molecules is substituted by a single model particle.
The numerical schemes of the DSMC method ( Bird 1994 ) are based on physical assumptions that form the basis for the phenomenological derivation of the Boltzmann equation. The key concept in the development of collision relaxation schemes is the total collision frequency . Using a probability density, !, of transition (v i ; v j ) ! (v 0 i ; v 0 j ) for a pair of particles, the collision frequency can be defined as
where g ij is the relative speed between particles i and j and t (g ij ) is the total collision cross section. The total collision frequency (Davidsson & Gutiérrez 2004 ) and used to formulate boundary conditions for the gas flow on the surface of the nucleus. given by equation (7) depends on velocities of all particles. In principle, it should be recalculated after each collision, which is a rather time-consuming procedure since the summation is performed over N (N À 1)/2 possible collision pairs. In order to get the correct relaxation dynamics in a gas flow, the characteristic size of computational cells must be smaller than the value of the local mean free path. The condition of molecular chaos is essential in derivation of the Boltzmann equation. The molecular chaos hypothesis is strictly valid only for an infinite number of particles. A finite number of model particles introduces a correlation between them. A significant correlation (statistical dependence) can cause a DSMC solution to be different from the solution of the Boltzmann equation. Such considerations determine the number of simulation particles that need to be used.
Due to the statistical nature of the DSMC method, there always is noise in a numerical solution. There are two principal sources of error associated with DSMC calculations. One of them is due to a high value of the real-to-simulated particle number ratio, which becomes especially important for high number density flows.
An additional source of statistical noise becomes important when the mean flow velocity is much smaller than the mean molecular thermal speed. For low-velocity flows, some features of the flow structure can be obscured by large statistical fluctuations. Some noise filtering techniques have been described in Boyd & Stark (1989) , Kaplan & Oran (2002) , and Garcia et al. (1987) .
Many efforts have been made to develop a theoretical proof of the convergence of a numerical solution obtained with the DSMC method to the solution of the Boltzmann equation. Some results of these efforts can be found in Babovsky & Illner (1989) , Rjasanow & Wagner (1996) , and Wagner (1992).
Elastic Collisions
During a momentum exchange, gas molecules move through each other's potential fields. In cases of practical interest, the collision time is considerably smaller than the mean time between collisions, so from the point of view of gas kinetics as described by the Boltzmann equation (2), intermolecular interactions are considered as instantaneous events. Experimental data or results of molecular dynamics simulations have to be used to determine parameters of collisions in the case of real molecules.
An accurate model of collisional dynamics in a gas can be constructed only when translational motion and collisional relaxation are separated by a time interval that is less than min ( m ; c ), where m and c are characteristic times of translational motion and collisions, respectively. The characteristic distance between colliding particles cannot be longer than the local value of the mean free path. To fulfill this requirement, in most implementations of the DSMC method, the upper limit of the characteristic size of computational cells is limited by the local value of the mean free path.
Based on experimental data, a number of model potentials have been proposed. The most fundamental is the purely repulsive inverse power law (IPL) potential,
where r is the distance between interacting particles, and , r m , and are experimentally obtained constants. The hard sphere ( HS) model that represents a special case of the IPL potential with ¼ 1 is the simplest approach for description of collisional processes within the DSMC method and gives the effective range of the intermolecular interaction to be
Here d 1 and d 2 are constants that depend on physical properties of colliding particles. The differential collision cross section, , is determined through the impact parameter, b, and the scattering angle ,
The total cross section, t , and the scattering angle law can be expressed in the form
For the purpose of practical applications, the value of b/d 12 is assumed to be uniformly distributed in the interval (0, 1). All schemes developed within the framework of the DSMC method to determine partners of a collision share several common features. They are based on the numerical evaluation of the collision frequency given by equation (7) that is used either to determine the number of prospective partners or to sample the time intervals between consequent collision events using a Monte Carlo technique. Partners of a collision are chosen randomly, and the probability of the collision is proportional to the product g r , where g r is the relative speed of model particles. Collision schemes enforce the condition that the distance between model particles participating in a momentum exchange does not exceed the local value of the mean free path.
Gas Production and Boundary Conditions
Solar radiation is the source of energy for sublimation of volatiles that are released into the coma. Taking the velocity and temperature of the gas phase of a coma in the vicinity of a nucleus to be v s % 300 m s À1 and T % 200 K, the typical value of the production rate for a water-dominated comet at a heliocentric distance of 1 AU would be about Z % 10 22 m À2 s À1 . At heliocentric distances beyond 2.5-3 AU, the radiative heat input is no longer sufficient to provide the latent heat required to sublimate water ice, and so cometary gas production rates tend to drop markedly beyond these distances. The coma production is then dominated by sublimation of more volatile gases such as CO, measured well in comet Hale-Bopp (1995 O1) by Biver et al. (2002) .
In studying cometary comae, it is usually assumed that gas released from the nucleus is distributed according to a Maxwellian distribution with some temperature T at the surface or a surface boundary layer. In numerical implementation of the model, it is necessary then to consider the velocity distribution of a flow that crosses a boundary element. By neglecting or separating the total bulk velocity from the otherwise isotropic Boltzmann distribution, the component of particle velocity in the normal direction to the surface, v n , can be sampled by a solution of the integral equation
which gives the normal component of the velocity for an injected model particle to be v n ¼ (À ln R f ) 1/2 /. Here R f is randomly distributed in the interval (0, 1) and ¼ (m/2kT ) 1/2 . If we apply a similar technique, the speed of an injected particle in the plane tangential to the surface of the nucleus is sampled from c ¼ (Àln R f ) 1/2 /. The two individual velocity components in are then found by sampling a random angle in the plane on the interval from 0 to 2.
Real Gas Effects
In continuum gas dynamics, real gas effects are usually considered as high-temperature phenomena that are characterized by molecular vibrations, dissociation, ionization, surface chemical reactions, and radiation. The idea of treating chemical reactions as collision processes is almost as old as the methodological study of the chemical kinetics itself. However, the practical problems of modeling nonequilibrium gas flows make it necessary to introduce some simplifications. A small collision frequency in a rarefied gas cannot maintain thermodynamical equilibrium within the flow, which limits the area of validity of any temperature dependences of a chemical reaction rate. The DSMC method, where the physics of individual collisions is described in terms of cross sections, can potentially reproduce a reacting flow (Bird 1970; Borgnakke & Larsen 1975; Koura 1993; Boyd 1996 Boyd , 1997 Boyd , 1999 Lord 1998; Wysong et al. 2002; Josyula & Bailey 2001) under conditions that are far from equilibrium. In most cases, the flow in cometary comae is under conditions where chemical reactions can be neglected.
Vibrational-Translational Energy Exchange
All possible approaches to simulate vibrational relaxation within the frame of the DSMC method can be subdivided into two major classes. Following a phenomenological approach, it is assumed that vibrational modes of a molecule become equilibrated with translational ones after each interparticle collision. Models that belong to this class can be based on either a continuum or a discrete representation of the energy spectra of molecular vibrations. Another class of models can be constructed on the basis of a state-to-state analysis of vibrational transitions in a molecule (Fujita & Abe 2002; Josyula & Bailey 2001) . This class of methods has been developed only for the simplest molecules. Currently, the latter approach is not realistic for practical calculations because of insufficient knowledge of energy-dependent level-tolevel cross sections.
A phenomenological approach (Borgnakke & Larsen 1975 ) results in a simple, practical, and tractable mathematical model of collisional relaxation at a molecular level that reproduces physically significant effects in a gas flow. In the Larsen-Borgnakke (LB) model, the postcollision internal energy is sampled from a known equilibrium distribution associated with a ''temperature'' determined from the total energy of collision partners. It is implicitly assumed that the energy exchange mechanism that provides equilibrium between internal modes of a molecule can be applied to give a nonequilibrium energy distribution under nonequilibrium conditions.
Based on the work of Hinshelwood (1940) , at an equilibrium condition the energy , associated with a mode possessing degrees of freedom, is distributed with a temperature, T, according to the Boltzmann distribution,
Here the number of degrees of freedom, , represents the mean energy normalized by 1/2kT. Polyatomic molecules possess several vibrational modes. Each of them contributes to the molecular vibrational energy and can participate in the energy exchange independently. The vast majority of polyatomic molecules show (Lambert 1977 ) a single vibrational relaxation; i.e., only one vibrational mode participates in the energy exchange during a collision. The simplest model of vibrational relaxation can be based on the assumption that energy exchange between vibrational and translational modes takes place through the lowest vibrational mode, which usually has the higher energy exchange rate. Due to the rapid energy transfer between vibrational modes, all of them are assumed to be in equilibrium with each other.
A relaxation collision number, Z , is used to determine the probability of an energy exchange between vibrational and translational degrees of freedom during a collision. There are a few different ways (Millikan & White 1963; Boyd 1991) to define Z ¼ / c , but all of them reproduce the Landau-Teller dependence
Here A 1 , A 2 , and ! are positive constants that depend on the physical properties of colliding molecules, and T is the local temperature. Within the DSMC method, the energy exchange between internal degrees of freedom is considered during the relaxation stage of computations. After collision partners are selected, the energy redistribution between vibrational and translational degrees of freedom are considered with a probability of / c , which is determined by a chosen approximation of the relaxation collision number Z . Assuming vibrational and translational modes to be in equilibrium, the distribution given by equation (15) is used to split the total energy of a molecule among the modes.
Rotational-Translational Energy Exchange
The phenomenological model of Borgnakke & Larsen (1975) can also be directly applied to the case of energy transitions between rotational and translational degrees of freedom. Usually, it is explicitly assumed (Fujita & Abe 2002 ) that relaxation of rotational and vibrational degrees of freedom can be treated independently. For the temperature range typically seen in the cometary coma, rotational-translational energy exchange is more important than vibrational-translational energy exchange. Rotational relaxation can be described in terms of the rotational collision number
where 1/ rot is the frequency of energy redistribution events and 1/ c is the collision frequency. For most cases of practical interest, the value Z rot ¼ 5 for the rotational collision number (Bird 1994) can be used. Considering a cometary coma, rotational modes can be assumed to be fully excited and consequently have 2 and 3 degrees of freedom for diatomic and polyatomic molecules, respectively.
Photochemical Reactions
Photodissociation processes are the major source of secondary species in cometary comae. The detailed theory of photodissociation can be found, for example, in Schinke (1993) . In that work, and as is the practice for cometary models, the dependence of the photodissociation rate on a particular state of a parent molecule was neglected.
The key element of a probabilistic model of photolytic reactions is the lifetime of the parent species. With a given lifetime 0 , the probability of decay for a model particle during a given time interval can be expressed in the form
The excess energy must be partitioned between translational and internal modes of the reaction products. For example, the Larsen-Borgnakke scheme can be used to distribute the total post-dissociation energy between different modes based on the equilibrium distribution function (15).
Optimization Techniques
The accuracy of a numerical solution obtained with the DSMC method depends on the size of the statistical sample as well as on the resolution of essential time and length scales of the problem in question. Usually, the structure of the flow field is unknown in advance. It is important to have the capabilities to adapt the simulation procedure according to changes in the numerical solution. Several techniques have been developed and implemented during this work to decrease the total computational cost of a steady state simulation and are described briefly here.
Varying Particle Weight
The number density of a gas varies over several orders of magnitude across a cometary coma. As a result, a straightforward implementation of the DSMC method will cause a significant variation of the number of model particles per cell across the computational domain, which makes the numerical procedure extremely inefficient.
The most straightforward way to adjust the number of model particles in a cell (Markelov et al. 1999; Kannenberg & Boyd 2000 ) is to vary the particle weight across the computational domain. A particle that crosses the boundary between cells with different weights creates a discontinuity in mass flow across the interface. This problem can be resolved either by cloning (if the particle weight decreases across the interface) or discarding (if the weight increases) particles.
The presence of many identical particles in a region can degrade the accuracy of the numerical solution. In the case of a steady state simulation, the problem is overcome by accumulating a sample buffer of the distribution of model particles that cross an interface between regions with different particle weight.
Varying Time Step
A finite time step is used in the DSMC method to decouple translational motion and collisions. The time step should be a fraction of the mean collision time, the quantity that is inversely proportional to the gas density. A large variation of density values in the gas flow results in a significant variation in the mean collision time. If a single time step is used for the entire computational domain, it has to be limited ( Kannenberg & Boyd 2000) by its minimum value that corresponds to the highest density region, which is very inefficient from a computational standpoint. Therefore, we have implemented a variable time step scheme, when the time step is different in different cells over the computational domain. A similar accounting of particle number, as described in the variable weight scheme, is also done.
Speeding up Convergence of a Steady State Solution
Due to the methodology of the DSMC method, a steady state solution is obtained as the limit of an unsteady flow simulation. The convergence takes a considerable part of the total simulation time. It is possible to reduce the total computational cost by varying the accuracy of the numerical solution during the simulation.
One of the possible implementations of this strategy is to gradually increase the total number of model particles as the flow pattern converges to the steady state. Another scheme was developed and implemented in the present model. The simulation is conducted on a set of meshes with different levels of refinement, starting with a coarse grid at the very beginning and maintaining the number of model particles per cell in a desired limit. As the number of collisional cells and particles employed increases, the resolution of the numerical procedure improves both in terms of the distribution of flow macroscopic parameters and captured physical processes.
RESULTS AND DISCUSSION
The main difficulty in the numerical kinetic simulation of cometary comae is the dramatic variation of the involved characteristic temporal and spatial scales. The lowest limit of spatial scales is determined by the local value of the mean free path, which at the subsolar point of the nucleus of comet Churyumov-Gerasimenko varies from approximately 0.5 m at a heliocentric distance of r h ¼ 1:29 AU to about 400 m at a heliocentric distance of r h ¼ 3:25 AU. Assuming a characteristic value for the flow bulk velocity in the vicinity of the surface of the nucleus to be about 700 m s
À1
, the lowest limit of the timescale varies from 10 À3 s at a heliocentric distance of 1.29 AU to about 1 s at a heliocentric distance of 3.25 AU. In the outer coma, the characteristic timescale is determined by rates of photolytic reactions and can be estimated to be of the order of 10 5 -10 6 s at a heliocentric distance of 1 AU. The general structure of the water flow in the coma is given in Figures 1-5 for the case at a heliocentric distance of 1.29 AU. The gas flux from the surface is produced from the results of the thermophysical model. At all four heliocentric distances the flux on the day side, which is concentrated at the subsolar point, dominates as is shown in Table 4 . As a result, the general pattern of the flow in the vicinity of the nucleus does not change drastically with heliocentric distance.
On the contrary, there is a strong variation of the distribution of major macroscopic parameters of the water flow (such as bulk velocity and kinetic temperature given in Figs. 6-8) in the outer coma for the cases at different heliocentric distances. Momentum exchange with highly energetic daughter species (such as H 2 and H ) heats heavy components of the coma and leads to a perturbation of the tail of the water velocity distribution in the collisional transition region of the coma. The further selective photodissociation (Combi et al. 1993) causes the perturbation to be a dominant component of the distribution, which explains the wide range of variation of kinetic temperature and bulk velocity of water in the outer coma that is shown in the model results. With an increase of heliocentric distance, the total gas production rate of the nucleus as well as rates of photolytic processes decrease, which together reduce the rate of momentum exchange of water with other energetic components of the coma and, as a result, reduce the effect of the perturbation on the structure of the water flow in the outer coma. At a heliocentric distance of r h ¼ 3:25 AU, Fig. 2. -Water number density (in per cubic meter) in the near nucleus region at a heliocentric distance of r h ¼ 1:29 AU. The deflection of streamlines that is seen in the figure is due to the sharp variation of sublimated gas flux from the subsolar angle. Here and hereafter, the x-axis is in the solar direction with the beginning at the center of the nucleus. The y-axis gives the distance of a point from the axis of symmetry. All variables are given in SI units. Fig. 3 .-Number density (in per cubic meter) of water at a heliocentric distance of r h ¼ 1:29 AU. The x-axis is in the solar direction with the beginning at the center of the nucleus. The y-axis gives the distance of a point from the axis of symmetry. A logarithmic scale is used on the plots, where the distance from the center of the nucleus to a particular point in the space is given by 10
1/2 and the tangent of the angle between the radius vector of the point and the direction to the Sun is log X /log Y . The internal boundary on the plot represents the surface of the nucleus, and the outer boundary represents the distance of 10 6 km from the nucleus of the comet.
the model results do not indicate a significant variation of water velocity ( Fig. 7) and temperature ( Fig. 8 ) in that region. An effect of selective photodissociation on the water flow in the outer coma can be illustrated in the example of CO, which is another species that is released from the nucleus and has a comparable collision cross section but has a much larger lifetime than that of water. Even at a heliocentric distance of r h ¼ 1:29 AU, our model results have no signature of a significant increase of its radial velocity ( Fig. 7) and kinetic temperature ( Fig. 8) in the outer coma, which can be explained only by the difference in rates of photolytic processes, which in the case of CO is more than an order of magnitude smaller than that of water.
All products of water photodissociation can be divided according to their mass into two groups: H and H 2 , which represent light daughter species, and OH and O, which represent heavy products of water photodissociation. Within each group, the species share a similar general flow pattern. Due to the difference in molecular masses, H and H 2 have bulk velocity and kinetic temperature that exceed those of OH and O by up to an order of magnitude.
Here H is used as an illustration of the distribution of macroscopic parameters (Figs. 9-11 ) of the components of the group of ''light'' daughter species. The momentum exchange that heats the heavy gas components in the coma causes a decrease of bulk velocity and kinetic temperature of the daughter species in the collision zone. Depending on the heliocentric distance, the temperature and the mean flow velocity of energetic daughter species can become close to those of water in the vicinity of the nucleus as shown in the model results for the case of a heliocentric distance of 1.29 AU. The rate of momentum exchange is proportional to the number density of water that dominates the coma in that region. Because of the variation of the water density, the temperature of the light species on the day side is lower than that on the night side.
With an increase of heliocentric distance, the coupling between components of the coma is reduced. At a heliocentric distance of 3.25 AU, the components of the innermost coma became collisionally decoupled. As a result, the bulk velocity and the kinetic temperature of daughter species are determined primarily by the energy excess of photodissociation processes and stabilized around the mean values of T % 10 4 K and V r % 5 ; 10 3 m s À1 . Species that contribute to the group of ''heavy'' products of water photodissociation have a similar general flow pattern. In this paper, OH was chosen as a representative of the group. Number density, mean flow velocity, and kinetic temperature maps are presented in Figures 12-14 for a heliocentric distance of 1.29 AU. The major difference with previously considered results is a considerably feebly marked drop of temperature and bulk velocity in the vicinity of the nucleus, which is caused by the difference in molecular masses in comparison with ''light'' daughter species.
In the outer coma, species of this group reach a bulk velocity of 700 m s À1 and a kinetic temperature of T O % 10 3 K for O and T OH % 600 K for OH that are due to energy excess of photodestruction processes in the coma. In the vicinity of the nucleus, the distribution of macroscopic parameters of heavy daughter species depends on heliocentric distance as was already discussed for the example of light components of the coma.
During the 2008 apparition of comet Churyumov-Gerasimenko, the only one before the Rosetta mission, the observing geometry from the Earth is generally fairly poor, but nonetheless a vigorous observing campaign is expected. Throughout the apparition the Sun-comet-Earth angle never goes above 36
. Our models predict a substantial sunward-antisunward asymmetry, so we show a set of synthetic images for an angle of 35 in Figures 15-22 for both H 2 O and OH at two different spatial scales.
The region of applicability of a hydrodynamic approach can be determined by studying the distribution of the Knudsen number, which is presented in Figure 23 and can be defined in the form
where is the density of the water flow. As a criterion of the validity of a hydrodynamic approach (i.e., Navier-Stokes), an upper limit of the Knudsen number Kn ¼ 0:05 (Chen & Boyd 2003) can be used. This is in contrast to the simple traditional collision zone calculation discussed earlier (eq.
[4]). The 0.05 limit for the Knudsen number represents the current ideas from rarefied gas dynamics studies comparing DSMC and Navier-Stokes simulations of transition region flows. From the results obtained during our simulation, it follows that even in the case of a heliocentric distance of 1.29 AU, in the near nucleus region a hydrodynamic approach is valid only within the first tens of kilometers on the day side on the nucleus above the Knudsen layer. In the case of a heliocentric distance of 3.25 AU, a hydrodynamic approach is not applicable for the entire simulation of the coma. In the far region of the coma, where most remote observations are actually made, it is essential to take into account photolytic processes, which can be considered only on the basis of kinetic theory due to a collisionless regime in the gas flow.
CONCLUSION
In this paper we summarize the major features of the newly developed kinetic model of cometary comae and present results of its application to comet Churyumov-Gerasimenko at several different stages of the Rosetta mission. The principal advantage of the model is its capability to account for the radiative cooling, photodestruction processes, and momentum exchange in a multispecies gas flow at all collision regimes presented in a coma. This allows us to perform numerical simulations starting from the surface of the nucleus and extending to the outer coma. In this work, simulations of neutral components of the coma have been conducted up to a distance of 10 6 km from the nucleus. The developed model can predict the state of the coma at a wide range of heliocentric distances, which can be useful for both planning the mission and interpretation of observational results.
Even though the underlying physical processes remain the same in the coma, their relative importance varies with heliocentric distance. Our study indicates a strong dependence of the structure of the neutral gas flow in the coma with the distance from the Sun. This is due to the fact that the major driving processes in the coma are sublimation of volatiles from the nucleus, which depends on the rate of absorption of the solar radiation, and photodissociation of primary species in the coma (mainly water), which serves as a source of highly energetic daughter species.
As the primary species, the water distribution determines both the collisional dynamics in vicinity of the nucleus and the production rate of secondary species. At small heliocentric distances, the extensive momentum exchange in the innermost coma causes a collisional coupling between its components, which results in a decrease of temperature and bulk velocity of daughter species that otherwise would be determined only by the energy excess of photolytic processes and have a higher value. It is because of the coupling that their macroscopic parameters follow the variation of water density from the day to the night sides of the nucleus.
The influence of the momentum exchange in the near nucleus region on the gas flow not only presents a theoretical interest but is of a practical importance for the planning of the Rosetta mission because it modifies the water outflow velocity and, as a result, the drag force that acts on solid dusty grains entrained into the coma. The knowledge of the size and velocity distributions of the grains is critical for planning of the mission, as the grains can be a danger to the spacecraft.
At large heliocentric distances, the decrease of the production rate as well as the decrease in the rates of photodistruction processes in the coma result in the decoupling of its components. In the case of a heliocentric distance of 3.25 AU, our simulation suggests that even in the vicinity of the nucleus the coma is in the free-molecular regime and its components are collisionally fully decoupled, which causes a general increase of bulk velocity and temperature of the daughter species.
Since a hydrodynamic approach is widely accepted in cometary science, the presence of all collision regimes, starting from the collision dominated in the vicinity of the nucleus and up to the fully collisionless in the outer coma, requires analysis of the area of validity of that approach, which can be done by studying the distribution of the Knudsen number within the coma. The obtained results indicate that even in the cases of a heliocentric distance of 1.29 AU, the applicability of that approach is limited to the inner coma and a full-scale study can be done only on the basis of kinetic methods.
While we know from the four close cometary nucleus flybys that nuclei are irregular and gas and dust emissions are complicated, there are no observational data to specify or constrain the model assumptions that we have made in this study in any more detail than we have done so far. The thermophysical model of the nucleus and the global dusty gas coma model together with its numerical realizations implemented during this study are generalizable on any complicated nucleus geometry and boundary conditions. Given the fact that there is an estimate of the nucleus size, that size combined with the observed water production rates indicates that only about 4% of the surface is likely ''active.'' Given the results of the Deep Impact mission (Farnham et al. 2007) we expect that the patchy sources of dust and major gas species (H 2 O, CO, and CO 2 ) will not likely be homogeneous either. Hopefully, remote observations during the next apparition will provide some useful clues to many of these details and will allow us to create more precise models of cometary coma. .25 AU. The x-axis on the plot represents the distance from the center of the nucleus along the solar direction in meters. The y-axis represents the distance (in meters) of a point from the axis of symmetry. The region of validity of a hydrodynamic approach can be determined based on the Knudsen number distribution within a gas flow. As follows from our simulation, a hydrodynamics can be used to describe the coma only within the first few tens of kilometers on the day side at a heliocentric distance of 1.29 AU. At a heliocentric distance of 3.25 AU, the coma can be studied only on the basis of a kinetic model.
