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Abstract
We define a new hypergeometric symbolic calculus which allows the determination of the general
solutions of two variables hypergeometric partial differential equations. We apply this method to the
determination of a basis of the vector space of solutions of the 14 systems of Appell–Kampé de Fériet
and Horn, as well as new integral representations for the solutions.
 2002 Éditions scientifiques et médicales Elsevier SAS. All rights reserved.
1. Introduction
For more than a century, there have been several attempts to generalize the standart
Gauss hypergeometric function in several variables (see [1,6,15] for general reviews).
The first possibility is to generalize the series expansions finding “natural” recursion
rules for the coefficients: this was the point of view of Appell [1] and Horn [10].
A second possibility is the generalization of the Riemann problem to two variables
(see Picard [1]) leading also to automorphic functions in the ball. A third possibility
is to generalize the Gauss hypergeometric differential equation (see [1,4,6]), which is
the simplest differential equation with regular singularities. In the article [10], Horn
determined all the hypergeometric series of two variables and of order 2, completing the
results of Appell.
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There are 34 such series, 14 are complete hypergeometric series and 20 are confluent
series. Appell had previously found 4 series the other ones have been determined by
Horn. Moreover Horn showed that these series satisfy a system of two partial differential
equations of second order, which is thus compatible.
It was proved in [1] that the dimension of the space of solutions of these systems is
either 3 or 4 depending on the system. It was also known, that each system has exactly one
analytic solution in a full neighborhood of the origin, which is the series of Appell or of
Horn which are used to construct the system. The main problem was thus the determine
for each of the Appell and Horn system a basis of the vector space of solutions of the
system. This is important in order to have an idea of how bad can be a solution of such
systems. Despite the efforts of many authors during the 20th century, it was not possible
to determine explicitly such a basis for certain of the 14 systems (see [6] for example).
Moreover it was not possible to determine integral representations for certain solutions.
Clearly, one had to use a different approach than those of Appell and Kampé de Fériet,
Borngässer, Horn and Erdelyi to understand the structure of these systems and of the space
of their solutions.
Despite the apparent complexity and arbitrariness of these 34 systems of Appell–Kampé
de Fériet and Horn, these equations have a very simple structure. Namely, one starts
from the standard hypergeometric equation in one variable: this equation depends on three
parameters a, b, c. To obtain the 14 hypergeometric equations of Appell–Kampé de Fériet
and Horn, one simply changes a, b, c in α + α′Dy , β + β ′Dy , γ + γ ′Dy where y is the
second variable, Dy ≡ y ∂∂y and α, α′ etc. . . . are constants. The 14 systems are singled
out by special choices for the constants, determined in such a way that they have a Horn
hypergeometric series of order two as a solution.
The 20 confluent systems are obtained in the same manner, but starting from the
standard one variable confluent hypergeometric equation or from the Bessel equations.
Once this remark has been done, the structure of the general solution of such equations
is, at least formally, obvious: one starts from the standard one variable hypergeometric
solutions of the hypergeometric equation, and one changes the three constants a, b, c in
the corresponding operator value α+α′Dy , β+β ′Dy , γ +γ ′Dy . The operator obtained in
this manner is then applied to a general functions of y . Using this method, one can obtain
the basis of solutions for all the 14 hypergeometric systems of Appell–Kampé de Fériet
and Horn, as well as integral representations for otherwise known solutions. In general,
the space of solutions of a system, consists of one analytic function in a neighborhood
of the origin. The other solutions are for most of the systems a trivial monodromy factor
(essentially a monomial xα yβ ) multiplied by an analytic function in a neighborhood of the
origin, and for certains systems, there are a special solutions which are convergent series
in a cone |y/x|< ε. Certain of these solutions were not previously known.
In the first section, we recall the basic notations and results for the one variable
hypergeometric. The second section develops the hypergeometric symbolic calculus
adapted to the operators which are considered. In the third section, we recall the
definitions and main properties of Horn’s hypergeometric series. Then, we study, in
general, compatible systems of two partial differential equations on two variables, in
particular the notion of singular points and the dimensions of the space of solutions. In
Section 6, we describe in a general way the application of the hypergeometric calculus to
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the systems of Appell–Kampé de Fériet and Horn. Finally, we apply our method in a very
detailed manner to the system F1, around the various singular points of this system, then
to the systems F2, F3, F4 and the systems Gj and Hk of Horn, in a neighborhood of the
origin.
Finally, the appendices summarize various known results, about convergence domains
calculations that the reader can skip in the main text, the full list of the 14 systems
(including corrections of errors in the litterature) and the solutions of Horn’s systems Hk .
A second article of this series will study the 20 confluent systems.
2. The hypergeometric equation
We denote by
H
(
a, b, c, x,
d
dx
)
= x(1− x) d
2
dx2
+ (c− (a + b+ 1)x) d
dx
− ab (2.1)
the standard hypergeometric operator in one variable (see [8,13]). We can rewrite this
operator as
H
(
a, b, c, x,
d
dx
)
= (Dx + c) ddx − (Dx + a)(Dx + b) (2.2)
with
Dx = x ddx (2.3)
separating the homogeneous part of degree −1 and the homogeneous part of degree 0.
The equation
H
(
a, b, c, x,
d
dx
)
f (x)= 0
has a unique solution holomorphic for |x|< 1
F(a, b, c, x)=
∑
n0
(a,n)(b,n)
(c, n)n! x
n, (2.4)
with
(a,n)= a(a + 1) . . . (a + n− 1)= (a + n)
(a)
(n 1), (2.5)
(a,−n)= 1
(a − 1) . . . (a − n) = (−1)
n(1− a,n)−1 (n 1), (2.5′)
(a,0)= 1, (0,0)= 1, (2.5′′)
which has also the well known integral representation
F(a, b, c, x)= (c)
(c− a)(a)
1∫
0
ta−1(1− t)c−a−1(1− xt)−a dt (2.6)
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valid for Re(c− a) > 0, Rea > 0, and which can be analytically continued. This function
has also an integral representation on the Pochhammer contour 1+0+1−0−
F(a, b, c, x) = −(c)e
iπc
4(b)(c− b) sinπb sinπ(c− b)
×
∫
1+0+1−0−
tb−1(1− t)c−b−1(1− xt)−a dt (2.7)
where 1+0+1−0− denotes the contour obtained by turning in the positive sense around 1,
then turning in the positive sense around 0, then turning in the negative sense around 1 and
finally around 0 (this is the commutator of the two loops around 1 and 0 in the fundamental
group of C − {0,1}). The representation of (2.7) is valid for b and c − b not positive
integers.
The symbols (a,n) for n positive or negative integers have the following properties
which are useful later
(a,m+ n)= (a,m)(a+m,n),
(2a,2n)= 22n(a,n)
(
a + 1
2
, n
)
,
(ka, kn)= kkn(a,n)
(
a + 1
k
,n
)
. . .
(
a + k − 1
k
,n
)
.
The operator H(a,b, c, x, ddx ) has three regular singular points at x = 0,1,∞.
Around 0, one has the basis of solutions
y1 = F(a, b, c, x),
y2 = x1−cF (a + 1− c, b+ 1− c,2− c, x). (2.80)
Around 1, one has the basis of solutions
y3 = F(a, b, a+ b+ 1− c,1− x),
y4 = (1− x)c−a−bF (c− a, c− b, c+ 1− a − b,1− x). (2.81)
Around ∞, one has the basis of solutions
y5 = x−aF (a, a− c+ 1, a − b+ 1,1/x),
y6 = x−bF (b, b− c+ 1, b− a + 1,1/x), (2.8∞)
y1, y3 are holomorphic around 0, 1, respectively.
Formulas (2.8)0 are valid for c /∈ Z. When c ∈ Z, one gets a logarithm, using a limiting
process. Formulas (2.8)1 are valid for c− a − b /∈ Z etc. . . . .
There are more general hypergeometric series, namely the functions pFq
pFq(a1 . . . apc1 . . . cqx)=
∑
n0
(a1, n) . . . (ap,n)
(c1, n) . . . (cq, n)n!x
n
which is convergent in a neighborhood of 0 provided p  q + 1. The hypergeometric
function F(a, b, c, x) is a function 2F1.
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3. Hypergeometric symbolic calculus
Let A, B , C three operators which
(i) are simultaneously diagonalizable operators on a vector space E,
(ii) commute with all operators in x , ddx .
One can formally consider the symbolic hypergeometric operator H(A,B,C,x)
H(A,B,C,x)= (Dx +C) ddx − (Dx +A)(Dx +B). (3.1)
Let F(a, b, c, x) be a solution of
H
(
a, b, c, x,
d
dx
)
F = 0.
Lemma 3.1. If e is a vector in E, and A, B , C are simultaneously diagonalizable on E
and commute with x , ddx , then the element
F(A,B,C,x)e (3.2)
is a solution of
H
(
A,B,C,x,
d
dx
)
F(A,B,C,x)e= 0. (3.3)
F(A,B,C,x)ea,b,c can be defined on the joint eigenvector ea,b,c with eigenvalues a, b, c
for A, B , C respectively as
F(A,B,C,x)ea,b,c =F(a, b, c, x)ea,b,c (3.4)
and F(A,B,C,x)e can be defined by expanding e on a basis ea,b,c of joint eigenvectors
of A, B , C in E.
Remark. Although it seems innocuous, this lemma will have far-reaching consequences
in this series of works.
We shall apply this lemma to the situation where A, B , C are constant multiples of the
operator Dy = y ∂∂y and y is an independant variable of x , namely
A= a + αDy, B = b+ βDy, C = c+ γDy (3.5)
with a, b, c,α,β, γ given constants.
In this case, one can define very easily the exponential of the operator Dy .
Lemma 3.2. If ϕ(y) a function of real y , u > 0, θ real, then, one has
uθDyϕ(y)= ϕ(uθy),
(α +Dy)yn = (α + n)yn = (α)(α,n)yn, (3.6)
(α +Dy)−1yn = y
n
(α + n) .
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Proof. We have
uθDy = exp
((
loguθ
) d
d(logy)
)
.
Obviously, the expression of Eq. (3.6) can be extended if ϕ is holomorphic in the
universal cover R(U − {0}) where U is an open neighborhood of 0 on the complex plane,
and u, θ are now complex numbers. ✷
As an example, let us consider
F(a, b, c, x)=
1∫
0
tb−1(1− t)c−b−1(1− xt)−a dt (3.7)
for real, −1 < x <+1, real, a, b, c.
Then, we obtain as a consequence of Lemma 3.2.
Lemma 3.3. With ϕ(y) is a funtion of real y , and F as in Eq. (3.7)
F(a + αDy,b+ βDy, c+ γDy, x)ϕ(y)
=
1∫
0
tb−1(1− t)c−b−1(1− xt)−aϕ
(
tβ (1− t)γ−β−1
(1− xt)α y
)
dt . (3.8)
For A, B , C given as in Eq. (3.5), namely A= a + αDy , B = b+ βDy , C = c+ γDy ,
we can define the second order partial differential operator
H
(
a + αDy,b+ βDy, c+ γDy, x, ∂
∂x
)
≡H
(
x,
∂
∂x
,Dy
)
≡ (Dx + γDy + c− 1) ∂
∂x
− (Dx + αDy + a)(Dx + βDy + b). (3.9)
If we expand Eq. (3.9) we obtain
H ≡ x(1− x) ∂
2
∂x2
+ (γ − (α + β)x)y ∂2
∂x∂y
+ αβy2 ∂
2
∂y2
+ (c− (a + b+ 1)x) ∂
∂x
− (bα+ aβ + αβ)y ∂
∂y
− ab. (3.10)
From the previous considerations, we obtain the “general” solution of Hf = 0, in two
possible forms.
Theorem 3.4.
(a) Let Fj (a, b, c, x), j = 1,2, two independent solutions of the hypergeometric
equation H(a,b, c, x, ddx )Fj = 0.
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If ϕj (y) are functions of y , then the general solution of
H
(
x,
∂
∂x
, dy
)
f = 0 (3.11)
is given by
f (x, y)=
2∑
j=1
Fj (a + αDy,b+ βDy, c+ γDy, x)ϕj (y). (3.12)
(b) Let us consider a solution of Eq. (3.11) as a Mellin transform with respect to y
f (x, y)=
∫
Dp
ypΦ(x,p)dµ(p), (3.13)
where Dp is a subset of the complex p space and µ is a measure. Then f (x, y) has the
form
f (x, y)=
∫
Dp
ypF(a + αp,b+ βp, c+ γp,x)dµ(p), (3.14)
where F(a, b, c, x) is a general solution of the hypergeometric equation H(a,b, c, x,
d
dx )F = 0.
4. Horn’s hypergeometric functions
We recall briefly Horn’s definitions and results (see [10], and also Erdelyi et al. [8]).
A series
F(x, y)=
∑
m,n0
Amnx
myn (4.1)
is called a hypergeometric series if the quotients
f (m,n)= Am+1,n
Am,n
, g(m,n)= Am,n+1
Am,n
(4.2)
are rational fractions of m, n.
We define
f (m,n)= P(m,n)
R(m,n)
, g(m,n)= Q(m,n)
S(m,n)
, (4.3)
where P , Q, R, S are polynomials of degree p, q , r , s respectively satisfying the
compatibility conditions
f (m,n)g(m+ 1, n)= f (m,n+ 1)g(m,n). (4.4)
Horn has studied in [10], the domain of convergence of this type of series. We recall his
results in Appendix A.
The relation of Horn’s series to the hypergeometric symbolic calculus is given by the
following theorem.
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Theorem 4.1. Let ϕ(y)=∑n0 anyn a series radius of convergence p, such that an+1/an
is a rational fraction. Then the series
F(x, y)= F(a + αDy,b+ βDy, c+ γDy, x)ϕ(y) (4.5)
is a Horn’s hypergeometric series which is convergent in a neighborhood of (0,0).
Proof. We use Eq. (2.4) for the hypergeometric function F(a, b, c, x). Formally, we have
F(x, y)=
∑
m,n0
an
(
(a + αDy,m)(b+ βDy,m)
(c+γDy,m)m! y
n
)
xm.
Obviously Dyyn = nyn, so that
F(x, y)=
∑
m,n0
an
(
(a + αn,m)(b+ βn,m)
(c+γ n,m)m! y
n
)
xmyn. (4.6)
We apply the method of Horn (see Appendix A).
Define
f (m,n)= Am+1,n
Am,n
= (a + αn+m)(b+ βn+m)
(c+ γ n+m)(m+ 1) ,
g(m,n)= Am+1,n
Am,n
= an+1
an
(a+α(n+ 1),m)(b+β(n+ 1),m)(c+γ n,m)
(a+αn,m)(b+βn,m)(c+γ (n+ 1),m) .
By construction, the condition of compatibility Eq. (4.4) is satisfied. One has
Φ(m,n)= lim
ε→∞f (εm,εn)=
(αn+m)(βn+m)
(γ n+m)m .
Moreover
lim
ε→∞
(a + α + εαn,εm)
(a + εαn,εm) = 1
so that because
∑
any
n has the radius of convergence p
ψ(m,n)= lim
ε→∞g(εm, εn)= limε→∞
aεn+1
aεn
= 1
p
.
ThenΦ(1,0)= 1,ψ(0,1)= 1/p. The results of Appendix A prove that the series Eq. (4.5)
is convergent in a neighborhood of the origin. ✷
We shall now assume the conditions of Horn:
(H) R has the factor m+ 1;
S has the factor n+ 1;
P and R have no common factor except maybe m+ 1;
Q and S have no common factor except maybe n+ 1.
Under this condition, we call the order of the series F(x, y), the number Max(p, q, r, s).
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All the series satisfying the condition (H) have been determined by Birkeland [2] and
Ore [14]. The series satisfying condition (H) and of order 2 have been determined by
Horn [10] (see also Erdelyi et al. [8]).
If one excludes the series which reduces to a function of one variable, there are 34 series
of order 2, among which
(i) one finds 14 complete series with p = q = r = s = 2 (including the 4 series of Appell–
Kampé de Fériet [1]), and
(ii) 20 series for which either p < r = 2 and q = s = 2, or p = r = 2 and q < 1 = 2 (in
complete series). These incomplete series can be obtained by confluence starting from
the complete series.
Moreover, each of these 34 series satisfies a linear system of two partial differential
equations of order 2 (see [1,4,6,11]). By construction, this system is compatible because it
is constructed from a corresponding series.
The dimension of the space of solutions is 4 for 26 systems, and 3 for 8 systems, as we
shall see below.
5. Systems of two symbolic hypergeometric equations
Using the notations of Eq. (3.9), we define two operators
H1
(
x,
∂
∂x
,Dy
)
≡H
(
a1 + α1Dy,b1 + β1Dy, c1 + γ1Dy,x, ∂
∂x
)
,
H2
(
y,
∂
∂y
,Dx
)
≡H
(
a2 + α2Dx,b2 + β2Dx, c2 + γ2Dx,y, ∂
∂y
) (5.1)
where the ai , bi , ci , αi , βi , γi are complex constants.
So H1 is a symbolic hypergeometric differential equation in x , with coefficients
operators in Dy , and H2 is a symbolic hypergeometric differential equation in y , with
coefficients operators in Dx . Notice the change of the roles of the variables x, y , between
H1 and H2. We study now the system of two equations (S) for a function f (x, y)

H1
(
x,
∂
∂x
,Dy
)
f (x, y)= 0,
H2
(
y,
∂
∂y
,Dx
)
f (x, y)= 0.
(S)
Or in expanded notations:[
(Dx + γ1Dy + c1) ∂
∂x
− (Dx + α1Dy + a1)(Dx + β1Dy + b1)
]
f = 0,[
(Dy + γ2Dx + c2) ∂
∂y
− (Dy + α2Dx + a2)(Dy + β2Dx + b2)
]
f = 0.
(S′)
It is not clear at all, that the system (S) is compatible. We shall
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(i) determine a priori the dimensions of the vector space of solutions, assuming the
compatibility conditions,
(ii) determine the compatibility conditions in a formal sense,
(iii) show that the compatible systems (S) reduce to one of the 14 systems of Horn (up to
trivial transformations).
5.1. Reduction to a Pfaff system
We shall use the traditional notations for functions of two variables
p = ∂f
∂x
, q = ∂f
∂x
, r = ∂
2f
∂x2
, s = ∂
2f
∂x∂y
, t = ∂
2f
∂y2
. (5.2)
We use the method of Appell–Kampé de Fériet [1], to reduce system (S) to a Pfaff system.
From (S′) (expanded as in Eq. (3.10)), we can determine r and t in terms of p, q , s, f :{
r = L1s +L2p+L3q +L4f,
t =M1s +M2p+M3q +M4f. (5.3)
Here the Li and Mi are rational fractions of x and y given in Appendix B.
It is now clear what are the compatibility conditions.
If we take the derivative ∂
∂y
of the first equation in Eq. (5.3) and the derivative ∂
∂x
of the
second equation in Eq. (5.3) and if we use the fact that
∂r
∂y
= ∂s
∂x
,
∂t
∂x
= ∂s
∂y
and if we use Eq. (5.3) to eliminate the r and t and keep only s, its derivatives, and p, q , f
∂s
∂x
−L1 ∂s
∂y
=
(
∂L1
∂y
+L2 +L3M1
)
s +
(
∂L2
∂y
+L3M2
)
p
+
(
∂L3
∂y
+L4 +L3M3
)
q +
(
∂L4
∂y
+L3M4
)
f,
−M1 ∂s
∂x
+ ∂s
∂y
=
(
∂M1
∂x
+M3 +M2L1
)
s +
(
∂M2
∂x
+M4 +M2L2
)
p
+
(
∂M3
∂x
+M2L3
)
q +
(
∂M4
∂x
+M2L4
)
f. (5.4)
5.2. The case where 1−L1M1 is not identically 0
Let us now assume the following hypothesis:
(A) 1−L1M1 is not identically zero.
Notice that 1 − L1M1 is the determinant of the system (5.4) considered as a linear
system for the unknown ∂s
∂x
, ∂s
∂y
. Under hypothesis (A), we can calculate ∂s
∂x
and ∂s
∂y
in term
of f , p, q , s
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∂s
∂x
=A1s +A2p+A3q +A4f,
∂s
∂y
= B1s +B2p+B3q +B4f, (5.5)
where Ai , Bi are rational fractions of x, y .
Taking into account the system (S) (or its equivalent form of Eqs. (5.3)), we see that s,
p, q , f satisfy a Pfaff system of four equations

df = p dx + q dy,
dp = (L1s +L2p+L3q +L4f )dx + s dy,
dq = s dx + (M1s +M2p+M3q +M4f )dy,
ds = (A1s +A2p+A3q +A4f )dx + (B1s +B2p+B3q +B4f )dy.
(5.6)
Such systems have been studied by Goursat (see [9]). The condition of complete
integrability is reduced to
∂
∂y
(A1s +A2p+A3q +A4f )= ∂
∂x
(B1s +B2p+B3q +B4f ) (CI)
which has to be identicaly satisfied when ∂f
∂x
,
∂f
∂y
,
∂p
∂x
,
∂p
∂y
,
∂q
∂x
,
∂q
∂y
, ∂s
∂x
, ∂s
∂y
are calculated
using the Pfaff system (5.6).
The coefficients Li , Mi are calculated in Appendix B. Moreover the coefficients Ai , Bi
of Eqs. (5.5) can be deduced from Li , Mi using Eq. (5.4).
We see that Li , Mi are regular rational functions away from the curves
x = 0, y = 0, D(x, y)≡ (1− x)(1− y)− α1α2β1β2xy = 0 (5.7)
and Ai , Bi are regular rational functions away from the curves (5.7) and from the curve
1−L1M1 = 0. (5.8)
We call regular point, a point (x, y) which does not belong to one of the curves given by
Eqs. (5.7) and (5.8). The points which belong to one of the preceding curves are called
singular points.
5.3. The case where 1−L1M1 is identically 0
We assume now that
(A¯) 1−L1M1 is identically 0.
This is possible for certain values of the parameters ai , bi , ci , αi , βi , γi . In this case,
system (5.4) reduces to one equation. If we multiply the second equation of (5.4) by L1
and add the two equations, we obtain an equation relating s, p, q , f[(
∂L1
∂y
+L2 +L3M1
)
+L1
(
∂M1
∂x
+M3 +L1M2
)]
s
+
[
∂L2
∂y
+L3M2 +L1
(
∂M2
∂x
+M4 +M2L2
)]
p
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+
[
∂L3
∂y
+L4 +L3M3 +L1
(
∂M3
∂x
+M2L3
)]
q
+
[
∂L4
∂y
+L3M4 +L1
(
∂M4
∂x
+M2L4
)]
f = 0. (5.9)
The coefficient of s in Eq. (5.9) is a rational fraction of the type
π(x, y)
xy[(1− x)(1− y)−α1α2β1β2xy]3 ,
π(x, y) polynomial of degree 8.
This can be checked easily from Appendix B.
From Eq. (5.9), we can obtain s in term of p, q , f and from Eqs. (5.3), we can obtain r
and t in term of p, q , f , so that finally the initial system (S) is equivalent to a system{
r =A1p+B1q + c1f,
s =A2p+B2q + c2f,
t =A3p+B3q + c3f,
(5.10)
where the Ai , Bi , Ci are rational fraction with denominators containing factors x , y , D, π .
The system is thus equivalent to a Pfaff system of three equation for the unknown functions
f , p, q , namely{df = p dx + q dy,
dp= (A1p+B1q +C1f )dx + (A2p+B2q +C2f )dy,
dq = (A1p+B1q +C1f )dx + (A2p+B2q +C3f )dy.
(5.11)
This system is completely integrable (the differential of the 1-forms in (5.11) are in the
ideal generated by these forms).
A point (x, y) is called regular, if it does not belong to one of the curves
x = 0, y = 0, D(x, y)≡ (1− x)(1− y)− α1α2β1β2xy = 0,
π(x, y)= 0 (5.12)
which are the poles of the coefficients of Eqs. (5.11).
5.4. Solutions at regular points
Let us recall the general theory of completely integrable Pfaff systems. Let us assume
that we have a completely integrable Pfaff system
ωi = 0, i = 1, . . . ,m,
in dimension n+m. Let us assume that are can find m variables z1, . . . , zm and n variables
x1, . . . , xn, such that the system ωi = 0 can be solved in term of the dzi , so that the system
is
dzi −
n∑
j=1
aij (z, x)dxj = 0, i = 1, . . . ,m.
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Take a point (x(0), z(0)) where the aij are holomorphic functions of (x, z). Then there
is a unique solution zi(x) holomorphic in a neighborhood of x(0), such that
zi
(
x(0)
)= z(0)i
(see, e.g., Goursat [9] and Appell–Kampé de Fériet [1]). We can apply this result to our
case. In our situation, the aij will be linear functions of the z and the xi will be x and y .
Theorem 5.1.
(i) If condition (A) is fulfilled, as well as the complete integrability condition (CI), we
have reduced the system to the Pfaff system Eq. (5.6) and the z are f , p, q , s, so that one
can determine a unique holomorphic solution (f,p, q, s) taking given values at a regular
point (x0, y0). As a consequence, the vector space of solutions of system (S) is 4.
(ii) If condition (A¯) is fulfilled, the complete integrability condition is also fulfilled, and
we have reduced the system to the Pfaff system of Eqs. (5.11), the z being f , p, q . We can
determine a unique holomorphic solution (f,p, q) taking given values at a regular point
(x0, y0). As a consequence, the vector space of solutions of system (S) is 3.
The problem is now the case of a singular point. In this case, we shall prove that there
exists at least a holomorphic solution near this point. The situation becomes very intricate
at a singular point which belongs to three singular curves.
5.5. Compatibility of the system (S)
Theorem 5.2. The system (S) is compatible if the following two polynomials P1, P2 are
identical
P1(m,n)≡ P2(m,n) (5.13)
with
P1(m,n) = (m+ α1n+ a1)(m+ β1n+ b1)
(
m+ γ1(n+ 1)+ c1
)
× (n+ α2(m+ 1)+ a2)(n+ β2(m+ 1)+ b2)(n+ γ2m+ c2),
P2(m,n) =
(
m+ α1(n+ 1)+ a1
)(
m+ β1(n+ 1)+ b1
)
(m+ γ1n+ c1)
× (n+ α2m+ a2)(m+ β2n+ b2)
(
m+ γ2(n+ 1)+ c2
)
. (5.14)
If condition (5.13) is fulfilled, there is a Horn hypergeometric series of order 2
F(x, y)=
∑
m,n0
Amnx
myn (5.15)
solution of the system (S) which is convergent in a neighborhood of (0,0). In this case, the
system (S) leads to a completely integrable Pfaff system.
Proof. We start with the formal series (5.15) and calculate the action of the operators of
system (S) on such a series
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(Dx + γ1Dy + c1)∂xF =
∑
m,n0
am+1,n
(m+ γ1n+ c1)
m!n! x
myn,
(Dx + α1Dy + a1)(Dx + β1Dy + b1)F
=
∑
m,n0
am,n
(m+ α1n+ a1)(m+ β1n+ a1)
m!n! x
myn,
where we have defined am,n as
Am,n = am,n
m!n! .
The function F satisfies the first equation of system (S) when
am+1,n
am,n
= (m+α1n+ a1)(m+ β1n+ b1)
(m+ γ1n+ c1)
and F satisfies the second equation of system (S) when
am,n+1
am,n
= (m+α2m+ a2)(n+ β2m+ b2)
(n+ γ2m+ c2) .
Using the notations of Eq. (4.2), we see that
f (m,n)≡ Am+1,n
Am,n
= (m+α1n+ a1)(m+ β1n+ b1)
(m+ γ1n+ c1)(m+ 1) ,
g(m,n)≡ Am,n+1
Am,n
= (n+α2m+ a2)(n+ β2n+ b2)
(n+ γ2m+ c2)(n+ 1) .
The compatibility condition (4.4)
f (m,n)g(m+ 1, n)= f (m,n+ 1)g(m,n)
leads immediately to Eq. (5.13) with the definitions of P1, P2 as in Eqs. (5.14). Moreover,
F is a Horn hypergeometric series of order 2 as defined in Section 4. We use the notations
of Appendix A, to study the convergence of F . Define as in Appendix A
Φ(m,n)= lim
ε→∞f (εm,εn)=
(m+ α1n)(m+ β1n)
m(m+ γ1n) ,
ψ(m,n)= lim
ε→0g(εm, εn)=
(n+ α2m)(n+ β2m)
n(n+ γ2m) .
Then Φ(1,0)=ψ(0,1)= 1.
The curve C defined in Appendix A is
|x| =
∣∣∣∣ u(γ1 + u)(α1 + u)(β1 + u)
∣∣∣∣, |y| =
∣∣∣∣ 1+ γ2u(1+ α2u)(1+ β2u)
∣∣∣∣
where u ≡ m/n. The results of Appendix A prove that the series F is convergent in
neighborhood of (0,0). ✷
Remark. The solution of the compatibility condition (4.4) was studied by Birkeland [2]
and Ore [14]. The particular case of Eq. (5.13) was determined by Horn [10].
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5.6. The 14 systems of Appell–Kampé de Fériet and Horn
Theorem 5.3. Up to a rescaling of the variables x , y the 14 hypergeometric systems of
Appell–Kampé de Fériet and Horn are systems of type (S). Conversely, any system of type
(S) which is compatible is a system of Appell–Kampé de Fériet or Horn (up to the trivial
cases which are reduced to hypergeometric functions of one variable).
In Appendix C, we list the 14 systems using the traditional notations. We also correct a
certain number of mistakes. It is proved there, that the 14 systems are systems of type (S).
Conversely, we have seen in Theorem 5.2, that a system (S) which is compatible
has a solution f which is a Horn hypergeometric function and which is nontrivial. As
a consequence f is one of the series of Appell–Kampé de Fériet or Horn, and (S) is
necessarily one of the fourteen systems of Appendix C.
5.7. Extensions to n variables
In Appell and Kampé de Fériet [1], a generalization of hypergeometric systems to n
variables is also given. Four systems, called Lauricella systems are defined, leading to four
hypergeometric series FA, FB , FC , FD . Let us show that these systems can be treated using
hypergeometric symbolic operators. The system FA is
HjFA = 0, 1 j  n,
with
Hj = xj (1− xj ) ∂
2
∂x2j
−
(∑
k =j
xk
∂
∂xj
)(
xj
∂
∂xj
)
+ (cj−(a + bj + 1)xj ) ∂
∂xj
− bj
∑
k =j
xk
∂
∂xk
− abj .
This operator is of the type
Hj =H
(
a +
∑
k =j
Dxk , bj , cj , xj ,
∂
∂xj
)
.
For any function ϕ(x1, . . . , xˆj , . . . , xn) of n−1 variables, and any hypergeometric function
F(a, b, c, x), the function
f =F
(
a +
∑
k =j
Dx
k
, bj , cj , xj
)
ϕ(x1, . . . , xˆj , . . . , xn)
is a solution of Hjf = 0.
5.8. Dimension of the space of solutions
Theorem 5.4. Among the 14 systems of Appell–Kampé de Fériet and Horn, of Appendix C,
the systems F1, G1, G2 have a space of dimension 3, all the other ones have dimension 4.
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6. Basis of the space of solutions of (S)
In this section, we shall use Theorems 3.4 and 4.1, to construct a basis of the vector
space of the solutions of system (S), assuming that this system is compatible. Theorem 3.4
is the fundamental result of hypergeometric symbolic calculus: it allows us to reduce
the problem to the determination of functions of one variable. Theorem 4.1 insures the
convergence of the series: it allows us to manipulate the series term by term.
In this section and the following one, we shall assume that the numbers ai , bi , ci do
not introduce logarithms in the hypergeometric functions. When this occurs, one can, in
principle, use a limiting procedure to obtain logarithmic parts.
6.1. Solutions in the neighborhood of (0,0)
The origin (0,0) is always a singularity of the system (S).
We start from the basis y1(x), y2(x) (Eq. (2.8)) of the solutions of the hypergeometric
equation near 0.
We consider a function
ϕ(y)= yα
∑
n0
an
yn
n! (6.1)
which is the unknown function.
A1 – Solutions obtained using y1(x)
We define the function
f (x, y)= F(a1 + α1Dy,b1 + β1Dy, c1 + γ1Dy,x)ϕ(y). (6.2)
We know that it is a solution of the first equation of system (S) for any function ϕ(y),
so that
H1
(
x,
∂
∂x
,Dy
)
f = 0. (6.3)
We want to determine the α and the an in Eq. (6.1), in order that it is a solution of the
second equation of system (S) namely
H2
(
y,
∂
∂y
,Dx
)
f = 0. (6.4)
Using the calculations performed in Theorem 4.1, Section 4, we see that f can be
expanded as
f (x, y)=
∑
m,n0
an
(a1 + α1(n+ α),m)(b1 + β1(n+ α),m)
(c1 + γ1(n+ α),m)m!n! x
myn+α. (6.5)
The structure of the operator H2(y, ∂∂y ,Dx) is given in the second equation of (S′).
We obtain directly
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(Dy + γ2Dx + c2)∂xf
= yα
∑
m,n0
an
(a1+α1(n+α),m)(b1+β1(n+α),m)(n+α)(n+α−1+γ2m+c2)
(c1+γ1(n+α),m)m!n! x
myn−1
while
(Dy + α2Dx + a2)(Dy + β2Dx + b2)f
= yα
∑
m,n0
an
(a1+α1(n+α),m)(b1+β1(n+α),m)(n+α+α2m+a2)(n+α+β2m+b2)
(c1+γ1(n+α),m)m!n! x
myn.
If we want to obtain H2f = 0, these last two series must coincide, in particular the
series for (Dy + γ2Dx + c2)∂xf should not contain the terms yαxmy−1 corresponding to
n= 0. This implies that
α(α − 1+ γ2m+ c2)= 0 for any m 0 (6.6)
from which we deduce:
α = 0, any γ2,
α = 0 or α = 1− c2 if γ2 = 0. (6.7)
(1) If the system is compatible, and α = 0, one finds that ϕ(y)= 2F1(y) is a standard
hypergeometric series and we recover the series
f1(x, y)= F(a1 + α1Dy,b1 + β1Dy, c1 + γ1Dy,x)2F1(y) (6.8)
which is the series of Appell or of Horn which were used to construct the system (S)
initially in [1].
(2) If γ2 = 0, one can find another series p2Fq2 (y), such that
f2(x, y)= F(a1 + α1Dy,b1 + β1Dy, c1 + γ1Dy,x)y1−c2p2Fq2 (y) (6.9)
which is a second solution of (S) independent of (6.8), at least if c2 = 0,−1,−2, . . . . In
the later case, one proceeds by a limit procedure and obtain logy terms.
A2 – Dual method of A1 exchanging the roles of Hj
This dual method is obtained by exchanging the roles of H1 and H2 in the system (S).
So we exchange x and y , a1 and a2, b1 and b2 . . . .
(1) For α = 0, we obtain another form of f1 given in Eq. (6.8)
f1(x, y)= F(a2 + α2Dx,b2 + β2Dx, c2 + γ2Dx,y)2F˜1(x), (6.10)
where 2F˜1(x) is obtained from 2F1(y) (of Eq. (6.8)) by the exchange procedure described
above.
We know that the function (6.10) is identical to the function (6.8) because, by
construction, there is only one analytic solution of (S) at the origin.
(2) If γ1 = 0, one can find another solution
f3(x, y)= F(a2 + α2Dx,b2 + β2Dx, c2 + γ2Dx,y)x1−c1p1 Fˆq1(x). (6.11)
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B1 – Solutions obtained using y2(x)
The function y2(x) is described in Eq. (2.8)0 where we use a = a1 + α1Dy , b =
b1 + β1Dy , c= c1 + γ1Dy .
We define
g(x, y) = x1−c1−γ1DyF (a1 + 1− c1 + (α1 − γ1)Dy, b1 + 1− c1 + (β1 − γ1)Dy,
2− c1 − γ1Dy,x
)
ϕ(y) (6.12)
which is automatically a solution of the first equation of system (S)
H1
(
x,
∂
∂x
,Dy
)
y = 0.
In Eq. (6.12), the operator x−γ1Dy commutes with the hypergeometric function F and
x−γ1Dyϕ(y)= ϕ
(
y
xγ1
)
(see Lemma 3.2).
With ϕ(y) as in Eq. (6.1), we obtain
g(x, y)
= x1−c1−γ1αyα
∑
m,n0
an
(a1+1−c1+(α1−γ1)(n+α),m)(b1+1−c1+(β1−γ1)(n+α),m)
(2−c1−γ1(n+α),m)m!n! x
m
(
y
xγ1
)n
.
(6.13)
We impose that g is a solution of the second equation
H2
(
y,
∂
∂y
,Dx
)
g = 0
and again we have two cases:
(1) A case α = 0, with
ϕ(y)= p3Fq3(y)
and a function
g1(x, y) = x1−qF
(
a1 + 1− c1 + (α1 − γ1)Dy, b1 + 1− c1 + (β1 − γ1)Dy,
2− c1 − γ1Dy,x
)
p3Fq3
(
y
xγ1
)
; (6.14)
(2) For special cases, we can have a nonzero value of α and another solution
ϕ(y)= yαp4Fq4(y)
and
g2(x, y) = x1−c1−γ1αF
(
a1 + 1− c1 + (α1 − γ1)Dy, b1 + 1− c1 + (β1 − γ1)Dy,
2− c1 − γ1Dy,x
)
yαp4Fq4
(
y
xγ1
)
. (6.15)
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B2 – Dual method of B1 exchanging the roles of Hj
We exchange the roles of x , y , a1 and a2, b1 and b2 etc.. . . and we find two possible
solutions
g3(x, y) = y1−c2F
(
a2 + 1− c2 + (α2 − γ2)Dx, b2 + 1− c2 + (β2 − γ2)Dx,
2− c2 − γ2Dx,y
)
p3 F˜q3
(
x
yγ2
)
, (6.16)
g4(x, y) = x1−c2−γ2αF
(
a2 + 1− c2 + (α2 − γ2)Dx, b2 + 1− c2 + (β2 − γ2)Dx,
2− c2 − γ2Dx,y
)
xαp4 F˜q4
(
x
yγ2
)
. (6.17)
6.2. Solution in a neighborhood of (0,∞)
First we consider the analogue cases to the cases A1 and B1 above. Namely, we consider
the hypergeometric functions y1(x), y2(x) near 0 as in Eq. (2.8)0 and we consider
ϕ(y)=
∑
n0
an
n! y
−n−α.
So we well have solutions of H1f = 0, of the type
f =F(a1 + α1Dy,b1 + β1Dy, c1 + γ1Dy,x)ϕ(y)
and we determine ϕ by writing H2f = 0.
Secondly, we can consider the dual methods, which give cases analogue to the cases
A2, B2. We start with the basis y5(y), y6(y) of the solution of the hypergeometric equation
near y =∞ (see Eq. (2.8)∞) and we consider ϕ(x)=∑n0 ann! xn+α .
So we obtain two possible solutions
h1(x, y)= y−a2−α2DxF
(
a2 + α2Dx,a2 + 1− c2 + (α2 − γ2)Dx,
b2 + 1− c2 + (β2 − γ2)Dx, y
)
ϕ(x)
(using y5(y)) (6.18)
and
h2(x, y)= y−b2−β2DxF
(
b2 + β2Dx,b2 + 1− c2 + (β2 − γ2)Dx,
b2 + 1− a2 + (β2 − α2)Dx, y
)
ϕ(x)
(using y6(y)) (6.19)
and we determine ϕ(x) so that
H1
(
x,
∂
∂x
,Dy
)
hj = 0.
Other cases can be treated similarly.
792 A. Debiard, B. Gaveau / Bull. Sci. math. 126 (2002) 773–829
6.3. Conclusion
Because the space of solutions is of dimension 3 or 4 (see Theorem 5.1), we can
determine a basis of solutions. Let us come back to the solutions near 0. We see
immediately what are the type of singularities and of monodromy in the neighborhood
of 0. Moreover one can find integral representations for the solutions using Lemma 3.3, as
well as integral representations of ϕ in Eq. (3.8).
We see that the solutions which are singular, for example the solutions given by
Eqs. (6.12)–(6.15) are given by convergent series provided that∣∣∣∣ yxγ1
∣∣∣∣< ρ, |x|< ρ
for ρ small enough (see the series in (6.13)).
In the same way, the solutions given by Eqs. (6.16) and (6.17) are given by convergent
series provided∣∣∣∣ xyγ2
∣∣∣∣< ρ, |y|< ρ.
Each time one of the γi is positive, there will be one solution depending of a variable
y/xγ1 or x/yγ2 because of relations like
x−γ1Dyϕ(y)= ϕ
(
y
xγ1
)
.
In principle, using integral representations, one can follow the analytic continuation of
these solutions to a universal cover of C2\Γ where Γ are the curves of singular points.
7. The system F1(a, b1, b2, c, x, y)
In this section, we apply the method outlined in Section 6, to the case of the system
F1(a, b1, b2, c, x, y) of Appell–Kampé de Fériet. This system is given as Eq. (C.1′) in
Appendix C with γ1 = γ2 = 1
H1f ≡
[
(Dx+Dy+c)∂x − (Dx +Dy + α)(Dx + b1)
]
f = 0,
H2f ≡
[
(Dx+Dy+c)∂y − (Dy +Dx + α)(Dy+b2)
]
f = 0.
The singular curves are x = 0, x = 1, x =∞, y = 0, y = 1, y =∞, x = y . The space of
solutions has dimension 3 (see Appell and Kampé de Fériet [1]). The points (0,0), (1,1),
(∞,∞) are thus intersection of three singular curves.
From now on,
∑
will denote
∑
m,n0.
7.1. Solutions around (0,0)
(a) Type A1. We start as in Section 6
ϕ(y)= yα
∑
n0
an
yn
n! . (7.1)
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Here γ2 = 0, so α = 0. Moreover by identification, one finds
ϕ(y)= F(a, b2, c, y).
This yields
f1(x, y) = F(a +Dy,b1, c+Dy,x)F (a, b2, c, y)
=
∑ (a,n)(b2, n)(a + n,m)(b1,m)
(c,n)(c+ n,m)n!m! x
myn
=
∑ (a,n+m)(b1,m)(b2, n)
(c, n+m)n!m! x
myn
≡ F1(a, b1, b2, c, x, y). (7.2)
The dual method A2 gives the same function but with another factorization
F1(a, b1, b2, c, x, y)= F(a +Dx,b2, c+Dx,y)F (a, b1, c, x). (7.3)
(b) Type B1. We start again with ϕ(y) as in Eq. (7.1) and define as in Eq. (6.12)
f2(x, y) = x1−c−DyF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)ϕ(y)
= x1−c
∑
an
(a + 1− c,m)(b1 + 1− c− n− α,m)
(2− c− n− α,m)m!n! x
m−n−αyn+α
and we apply the operator H2 to f2. In particular the homogeneous part of degree −1 in y
for H2 gives
(Dy +Dx + c)∂y
(
xm−n−α+1−cyn+α
)=m(n+ α)xm−n−α+1−cyn+α−1.
Because n 0, this part only can give monomials yα+1, so that necessarily α = 0
H2f = x1−c
[ ∑
m,n1
an
(a + 1− c,m)(b1 + 1− c− n,m)
(2− c− n,m)(m− 1)!(n− 1)! x
m−nyn−1
−
∑
an(n+ b2) (a + 1− c,m)(b1 + 1− c− n,m)
(2− c− n,m)m!n! x
m−nyn
]
= x1−c
∑(
an+1
(a + 1− c,m+ 1)(b1 − c− n,m+ 1)
(1− c− n,m+ 1)m!n!
− an(n+ b2) (a + 1− c,m)(b1 + 1− c− n,m)
(2− c− n,m)m!n!
)
xm−nyn.
We write H2f = 0 and obtain
an = (b2, n)(c− 1, n)
(c− b1, n)
and
ϕ(y)= F(c− 1, b2, c− b1, y),
f2(x, y)= x1−c
∑ (a + 1− c,m)(b1 + 1− c− n,m)(b2, n)(c− 1, n)
(2− c− n,m)(c− b1, n)m!n! x
m
(
y
x
)n
,
f2(x, y)= x1−c
∑ (a + 1− c,m)(b2, n)(b1 + 1− c,m− n)
(2− c,m− n)m!n! x
m
(
y
x
)n
,
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where we have used Eq. (2.5′) and (a,m+ n)= (a,m)(a +m,n)
(a,−n)= 1
(a − 1) . . . (a − n) = (−1)
n(1− a,n)−1.
This can be rewritten
f2(x, y)= x1−c
∑
(−1)m−n (a+1−c,m)(b2,n)(b1+1−c,m−n)(c−1,n−m)
m!n! x
m
(
y
x
)n
(7.4)
and thus, introducing the Horn’s function G2
f2(x, y)= x1−cG2(a + 1− c, b2, c− 1, b1 + 1− c,−x,−y/x) (7.5)
or in operator form
f2(x, y) = x1−cF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)
× F(c− 1, b2, c− b1, y/x). (7.6)
This series converges in the domain
|x|< 1, |y/x|< 1.
(c) Type B2. This is the dual solution of the solution of type B1. We exchange x , y and
b1, b2 and obtain
f3(x, y)= y1−c
∑ (a + 1− c,m)(b2 + 1− c,m− n)(b1, n)
(2− c,m− n)m!n! y
m
(
x
y
)n
(7.7)
which is also
f3(x, y)= y1−cG2(a + 1− c, b1, c− 1, b2 + 1− c,−y,−x/y) (7.8)
which is a convergent series in
|y|< 1, |x/y|< 1
and the factorization
f3(x, y) = y1−cF (a + 1− c, b2 + 1− c−Dx,2− c−Dx,y)
× F(c− 1, b1, c− b2, x/y). (7.9)
The three functions f1, f2, f3 give a basis of the space of solutions near (0,0) for the
system F1.
(d) Integral representations. To obtain the integral representations, we use the
factorization. We start with f1 under the factorized form of Eq. (7.3) and use the integral
representation of the operator hypergeometric function:
F1(a, b1, b2, c, x, y)
= (c+Dy)
(a +Dy)(c− a)
1∫
0
ta+Dy−1(1− t)c−a−1(1− xt)−b1F(a, b2, c, y)dt
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= (c+Dy)
(a +Dy)(c− a)
1∫
0
ta−1(1− t)c−a−1(1− xt)−b1
∑
n
(a,n)(b2, n)
(c, n)n! (ty)
n dt
= (c)
(a)(c− a)
1∫
0
ta−1(1− t)c−a−1(1− xt)−b1
∑ (b2, n)
n! (ty)
n dt,
or
F1(a, b1, b2, c, x, y)
= (c)
(a)(c− a)
1∫
0
ta−1(1− t)c−a−1(1− xt)−b1(1− yt)−b2 dt (7.10)
which is the Picard’s integral representation (see [1]) for the function F1.
The function f2 is given in factorized form by Eq. (7.6). Again we use an integral
representation for the operator hypergeometric function
f2(x, y) = x1−c (2− c−Dy)
(a + 1− c)(1− a −Dy)
1∫
0
ta−c(1− t)−a−Dy (1− xt)c−b1−1+Dy
× F(c− 1, b2, c− b1, y/x)dt
= x1−c (2− c)
(a + 1− c)(1− a)
1∫
0
ta−c(1− t)−a(1− xt)c−b1−1
× F
(
a, b2, c− b1, y(1− xt)
x(1− t)
)
dt . (7.11)
One could also exchange the roles of a and b1 in the integral representation of the
operator hypergeometric function of Eq. (7.6) and write
f2(x, y) = x1−c (2 − c−Dy)
(b1 + 1− c−Dy)(1− b1)
1∫
0
tb1−c−Dy (1− t)−b1(1− xt)c−a−1
× F(c− 1, b2, c− b1, y/x)dt
which gives the simpler form
f2(x, y) = x1−c (2 − c)
(b1 + 1− c)(1− b1)
1∫
0
tb1−c(1− t)−b1(1− xt)c−a−1
×
(
1− y
xt
)−b2
dt . (7.12)
The integral representation of f3 is obtained from the one of f2 by exchanging x and y ,
and b1 and b2.
796 A. Debiard, B. Gaveau / Bull. Sci. math. 126 (2002) 773–829
Remark. One can use a Pochammer contour as in Eq. (2.7) to obtain the analytic
continuation of these integral representations.
7.2. Solutions around (0,∞)
The point (0,∞) is the intersection of two singular curves. We use the method of
Section 6.2. We start with
ϕ(y)=
∑
n0
an
y−n−α
n! . (7.13)
(a) Type A1. We write the solution of H1f = 0 as
f (x, y)= F(a +Dy,b1, c+Dy,x)ϕ(y)=
∑
an
(a − n−α,m)(b1,m)
(c− n− α,m)m! x
my−n−α
and we impose that H2f = 0
H2f = −
∑
an
(a − n−α,m)(b1,m)
(c− n− α,m)m!n!
[
(n+ α)(c+m− n− α − 1)xmy−n−α−1
+ (b2 − n− α)(a +m− n− α)xmy−n−α
]
.
We see that we obtain for n= 0, monomials xmy−α which have to vanish in order that
H2f = 0. This imposes α = b2, in which case one obtains after reindexing
H2f = y−b2
∑[
−an (a − b2 − n,m)(b1,m)(b2 + n)
(c− b2 − n,m− 1)m!n!
+ an+1 (a − b2 − n− 1,m+ 1)(b1,m)
(c− b2 − n− 1,m)m!n!
]
xmy−n−1
and H2f = 0 imposes
an = (b2 + 1− c,n)(b2, n)
(b2 + 1− a,n)
and
ϕ(y)= y−b2F(b2 + 1− c, b2, b2 + 1− a,1/y). (7.14)
We obtain finally, a function g1
g1(x, y)= F(a +Dy,b1, c+Dy,x)y−b2F(b2 + 1− c, b2, b2 + 1− a,1/y) (7.15)
and in term of series
g1(x, y) = y−b2
∑ (a − b2 − n,m)(b1,m)(b2 + 1− c,n)(b2, n)
(c− b2 − n,m)(b2 + 1− a,n)m!n!
xm
yn
= y−b2
∑ (a − b2,m− n)(b2 + 1− c,n−m)(b1,m)(b2, n)
m!n!
× (−x)m(−y)−n (7.16)
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and this is
g1(x, y)= y−b2G2(b1, b2, b2 + 1− c, a − b2,−x,−1/y) (7.17)
which is convergent in a neighborhood of (0,∞). This is the solution found by
Borngässer [3] and Erdelyi [7, p. 153].
(b) Type B1. We use the other hypergeometric function at 0 and write
g2(x, y) = x1−c−DyF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)ϕ(y)
=
∑
an
(a + 1− c,m)(b1 + 1− c+ n+ α,m)
(2− c+ n+ α,m)m!n! x
m+n+α+1−cy−n−α.
We write H2g2 = 0. Again we need α = b2 in ϕ(y) and then we obtain
an = (b2, n)(b1 + b2 + 1− c,n)
(b2 + 2− c,n)
so that
ϕ(y)= y−b2F(b2, b1 + b2 + 1− c, b2 + 2− c,1/y),
and we obain the factorization
g2(x, y) = x1−c−DyF (a + 1− c, b1 + 1− c−Dy,2− c−Dy,x)y−b2
× F(b2, b1 + b2 + 1− c, b2 + 1− c,1/y), (7.18)
and in term of series
g2(x, y)= x1−c
(
x
y
)b2 ∑
(a+1−c,m)(b1+b2+1−c+n,m)(b1+b2+1−c,n)(b2n)
(b2+2−c+n,m)(b2+2−c,n)m!n! x
m
(
x
y
)n
or
g2(x, y)= x1−c
(
x
y
)b2 ∑
(a+1−c,m)(b1+b2+1−c,n+m)(b2,n)
(b2+2−c,n+m)m!n! x
m
(
x
y
)n
, (7.19)
which is also
g2(x, y)= x1−c
(
x
y
)b2
F1
(
b1 + b2 + 1− c, a+ 1− c, b2, b2 + 2− c, x, x
y
)
.
(7.20)
(c) Type A2. For type A2 and B2 we use the exchange of x and y so that we start with
ϕ(x)=
∑
n0
an
xn+α
n! (7.21)
and we use a function y5 or y6 of y with coefficients depending on Dx . So we start with
y5(y) (see Eq. (2.8)∞) and obtain
g3(x, y) = y−b2F(b2, b2 + 1− c−Dx,b2 + 1− a −Dx,1/y)ϕ(x)
= y−b2
∑
an
(b2,m)(b2 + 1− c− n− α,m)
(b2 + 1− a − n− α,m)m!n! x
n+αy−m. (7.22)
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This function satisfies automatically H2g3 = 0. We write now H1g3 = 0. This imposes
α = 0 and
an = (b1, n)(a − b2, n)
(c− b2, n)
or
ϕ(x)= F(b1, a − b2, c− b2, x). (7.23)
Finally, we obtain
g3(x, y) = y−b2
∑ (b2,m)(b1, n)(b2 + 1− c− n,m)(a − b2, n)
(b2 + 1− a − n,m)(c− b2, n)m!n!
xn
ym
= y−b2
∑ (b1, n)(b2,m)(a − b2, n−m)(b2 + 1− c,m− n)
m!n!
× (−x)n(−y)−m.
We see indeed that g3 is the function g1 of Eq. (7.6)
g3 = g1 = y−b2G2(b1, b2, b2 + 1− c, a − b2,−x,−1/y) (7.24)
but with a new factorization
g1(x, y) = y−b2F(b2, b2 + 1− c−Dx,b2 + 1− a −Dx,1/y)
× F(b1, a − b2, c− b2, x). (7.25)
(d) Type B2. We use again ϕ(x) of Eq. (7.21) and the function y6(y) with coefficients
depending on Dx , so we define
g4(x, y) = y−a−DxF (a +Dx,a + 1− c, a + 1− b2 +Dx,1/y)ϕ(x)
= y−a
∑
an
(a + n+α,m)(a + 1− c,m)
(a + 1− b2 + n+ α,m)m!n!x
n+αy−m−n−α (7.26)
so that automatically H2g4 = 0. We write now H1g4 = 0 which imposes α = 0 and
an = (a,n)(b1, n)
(a + 1− b2, n)
so that
ϕ(x)= F(a, b1, a + 1− b2, x).
This leads to the representation of g4
g4(x, y) = y−a−DxF (a +Dx,a + 1− c, a + 1− b2 +Dx,1/y)
× F(a, b1, a + 1− b2, x)
= y−a
∑ (a,n+m)(a + 1− c,m)(b1, n)
(a + 1− b2, n+m)m!n!
(
x
y
)n
y−m
= y−aF1(a, b1, a + 1− c, a + 1− b2, x/y,1/y) (7.27)
which was also found by Borngässer [3] and by Levavasseur (see Appell and Kampé de
Fériet [1]). The three functions g1, g2, g4 give a basis of the solution near (0,∞).
From the factorized form, we can get integral representations as before.
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7.3. Solutions near (1,0)
We start again with
ϕ(y)=
∑
n
an
yn+α
n! . (7.28)
We shall see that the two types A1, B1 are sufficient, so we use the y3(x), y4(x) with
coefficients depending on Dy (see Eq. (2.8)1)
(a) Type A1. We use y3(x) and define
h(x, y) = F(a +Dy,b1, a + b1 + 1− c,1− x)ϕ(y)
=
∑
an
(a + n+ α,m)(b1,m)
(a + b1 + 1− c,m)m!n!(1− x)
myn+α. (7.29)
This function satisfies H1h= 0 and we shall impose H2h= 0. The problem is (1−x)m.
We call
X = 1− x. (7.30)
Then
DxX
m =m[Xm −Xm−1]. (7.31)
The two parts of the operator H2 act on the monomials Xmyn+α as follows
(Dy +Dx + c)∂y
(
Xmyn+α
)
= (n+ α)[(c+ n+m+ α− 1)Xm −mXm−1]yn+α−1,
(Dy + b2)(Dy +Dx + a)
(
Xmyn+α
)
= (b2 + n+ α)
[
(a + n+ α +m)Xm −mXm−1]yn+α.
One obtains after calculations and rearranging
H2f
1+ a − c =
∑
an
(a + n+α,m)(b1,m)
(a + b1 + 1− c,m+ 1)m!n! (n+α)(c− 1− b1 + n+ α)
×Xmyn+α−1
−
∑
an
(a + n+ α,m+ 1)(b1,m)
(a + b1 + 1− c,m+ 1)m!n! (b2 + n+ α)X
myn+α.
The monomialsXmyα−1 appear only in the first term and so their coefficients must be 0.
This implies that α = 0 or α = b1 + 1− c.
(i) If α = 0, we obtain
an = (a,n)(b2, n)
(c− b1, n) ,
ϕ(y)= F(a, b2, c− b1, y),
and so we obtain a first solution h1
h1(x, y)= F(a +Dy,b1, a + b1 + 1− c,1− x)F (a, b2, c− b1, y) (7.32)
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or in series
h1(x, y)=
∑ (a,n+m)(b1,m)(b2, n)
(a + b1 + 1− c,m)(c− b1, n)m!n! (1− x)
myn (7.33)
which is also a F2 function
h1(x, y)= F2(a, b1, b2, a + b1 + 1− c, c− b1,1− x, y)
and was already found by Borngässer [3].
(ii) If α = b2 + 1− c, one has
an = (a + b1 + 1− c,n)(b1 + b2 + 1− c,n)
(b1 + 2− c,n)
and
ϕ(y)= yb1+1−cF (a + b1 + 1− c, b1 + b2 + 1− c, b1 + 2− c, y)
and we obtain a second solution h2
h2(x, y) = F(a +Dy,b1, a + b1 + 1− c,1− x)yb1+1−c
× F(a + b1 + 1− c, b1 + b2 + 1− c, b1 + 2− c, y) (7.34)
or in series
h2(x, y) = y1+b1−c
∑ (a + b1 + 1− c,m+ n)(b1,m)(1+ b1 + b2 − c,n)
(a + b1 + 1− c,m)(b1 + 2− c,n)m!n!
× (1− x)myn (7.35)
which is again a series F2
h2(x, y) = y1+b1−cF2(a + b1 − c, b1, b1 + b2 + 1− c, a + b1 + 1− c,
b1 + 2− c,1− x, y)
already found by Borngässer [3] (and see also Erdelyi [7, p. 151]).
(b) Type B1. Here we start from the function ϕ as in Eq. (7.28) and the function y4(x),
with coefficients in Dy . So we define
h3(x, y) = (1− x)c−a−b1F(c− a, c− b1 +Dy, c+ 1− a − b1,1− x)ϕ(y)
= (1− x)c−a−b1
∑
an
(c− a,m)(c− b1 + n+ α,m)
(c+ 1− a − b1,m)m!n!
× (1− x)myn+α. (7.36)
Automatically, H1h3 = 0 and we impose that H2h= 0. Using the same calculations as
for the type A1, we deduce that
α = 0, an = (b2, n)
so that
ϕ(y)= (1− y)−b2 .
We obtain
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h3(x, y) = (1− x)c−a−b1F(c− a, c− b1 +Dy, c+ 1− a − b1,1− x)
× (1− y)−b2
= (1− x)c−a−b1
∑ (c− b1, n+m)(c− a,m)(b2, n)
(c+ 1− a − b1,m)(c− b1, n)m!n!
× (1− x)myn (7.37)
which is again a F2 function
h3(x, y) = (1− x)c−a−b1
× F2(c− b1, c− a, b2, c+ 1− a − b1, c− b1,1− x, y) (7.38)
(see again Borngässer [3] and Erdelyi [7, p. 151]).
The functions hi , i = 1,2,3, give a basis of the solutions at (1,0) and we need not the
dual methods A2, B2.
7.4. Solutions near (1,∞)
Here, again the two methods A1, B1, will be sufficient to determine the three solutions.
We define
ϕ(y)=
∑
an
y−n−α
n! . (7.39)
We use the hypergeometric functions y3(x), y4(x) (see Eq. (2.8)1) with coefficients
depending on Dy .
(a) Type A1. We use y3(x) and define
k(x, y) = F(a +Dy,b1, a + b1 + 1− c,1− x)ϕ(y)
=
∑
an
(a − n− α,m)(b1,m)
(a + b1 + 1− c,m)m!n! (1− x)
my−n−α (7.40)
which satisfies H1k = 0 and we impose H2k = 0. This gives with X = 1− x
H2k = (a + 1− c)y−α
[∑
an
(a − n−α,m)(b1,m)
(a + b1 + 1− c,m+ 1)m!n!(n+ α)
×(b1 + 1− c+ n+ α)Xmy−n−1
−
∑
an
(a − n−α,m+ 1)(b1,m)
(a + b1 + 1− c,m+ 1)m!n!
×(b2 − n− α)Xmy−n
]
. (7.41)
In order to eliminate the monomials Xm in the second sum (for n = 0), we require
α = b2 or α = a.
(i) Case α = b2. From Eq. (7.41), we obtain
an = (b2, n)(b1 + b2 + 1− c,n)
(b2 + 1− a,n) ,
ϕ(y)= y−b2F(b2, b1 + b2 + 1− c, b2 + 1− a,1/y),
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and this the solution
k1(x, y) = F(a +Dy,b1, a + b1 + 1− c,1− x)y−b2
× F(b2, b1 + b2 + 1− c, b2 + 1− a,1/y) (7.42)
or in term of a series
k1(x, y) = y−b2
∑ (a − b2,m− n)(b1,m)(b2, n)(b1 + b2 + 1− c,n)
(a + b1 + 1− c,m)m!n!
× (1− x)m(−1/y)n (7.43)
which is a H2 function of Horn (see Erdelyi [8, p. 225])
k1(x, y) = y−b2H2(a − b2, b1, b2, b1 + b2 + 1− c, a + b1 + 1− c,
1− x,−1/y) (7.44)
(see also Borngässer [3] and Erdelyi [7]).
(ii) Case α = a. Using Eq. (7.41), we obtain
H2k2 = (a + 1− c)y−a
×
[∑
an
(−n,m)(b1,m)(a + n)(a + b1 − c+ n)
(a + b1 + 1− c,m+ 1)m!n! (1− x)
my−n−1
−
∑
an
(−n,m+ 1)(b1,m)(a − b2 + n)
(a + b1 + 1− c,m+ 1)m!n! (1− x)
my−n
]
.
Now (−n,m)= 0 if m n+ 1 and (−n,m+ 1)= 0 if m n, after reindexing the two
sums hold only for m n and one obtains
an = (a,n)(a+ b1 + 1− c,n)
(a + 1− b2, n) ,
ϕ(y)= y−aF (a, a + b1 + 1− c, a + 1− b2,1/y)
and a second function k2
k2(x, y) = F(a +Dy,b1, a + b1 + 1− c,1− x)y−a
× F(a, a + b1 + 1− c, a + 1− b2,1/y) (7.45)
or in series
k2(x, y)= y−a
∑ (−n,m)(b1,m)(a,n)(a + b1 + 1− c,n)
(a + b1 + 1− c,m)(a+ 1− b2, n)m!n! (1− x)
my−n
(see again Borngässer [3] or Erdelyi [7]).
(b) Type B1. We use now y4(x) with coefficients depending on Dy and ϕ(y) as in
Eq. (7.39)
k3(x, y) = (1− x)c−a−b1F(c− a, c− b1 +Dy, c+ 1− a − b1,1− x)ϕ(y)
= (1− x)c−a−b1
∑
an
(c− a,m)(c− n−α−b1,m)
(c+ 1− a − b1,m)m!n!
× (1− x)my−n−α.
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This satisfies H1k3 = 0 and we impose H2k3 = 0. This imposes α = b2 and
an = (b2, n)
so
ϕ(y)= (y − 1)−b2,
k3(x, y)= (1− x)c−a−b1F(c− a, c− b1 +Dy, c+ 1− a − b1,1− x)
× (y − 1)−b2 . (7.46)
In term of a series
k3(x, y) = y−b2(1− x)c−a−b1
×
∑ (c− b1 − b2,m− n)(c− a,m)(b1 + b2 + 1− c,n)(b2, n)
(c+ 1− a − b1,m)m!n!
× (1− x)m(−1/y)n (7.47)
which is again a series of Horn H2
k3(x, y) = y−b2(1− x)c−a−b1H2(c− b1 − b2, c− a, b1 + b2 + 1− c,
c+ 1− a − b1,1− x,−1/y)
given by Borngässer [3] and Erdelyi [7, p. 152]. The functions kj , j = 1,2,3, give a basis
of the solutions near (1,∞).
7.5. Solution near the points (1,1) and (∞,∞)
Using the transformation x → 1/x and y → 1/y which preserve the form of the
equation, we can obtain easily the case (∞,∞). We shall not treat here the case (1,1).
In all cases, one can obtain integral representations using the factorized forms as well
as integral reprensations for the hypergeometric operator functions.
8. Solutions around 0 of the systems F2,F3,F4
8.1. System F2(a, b1, b2, c1, c2)
The equation are as in Appendix C Eq. (C.2′) with γ1 = γ2 = 0.
(i) The first solution is in factorized form
f1(x, y) = F(a +Dy,b1, c1, x)F (a, b2, c2, y)
= F(a +Dx,b2, c2, y)F (a, b1, c1, x). (8.1.1)
This is the Appell–Kampé de Fériet function F2
f1(x, y) = F2(a, b1, b2, c1, c2, x, y)
=
∑ (a,m+ n)(b1,m)(b2, n)
(c1,m)(c2, n)m!n! x
myn (8.1.2)
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with the integral representation
f1(x, y) = (c1)
(a)(c1 − a)
1∫
0
ta−1(1− t)c1−a−1(1− xt)−b1
× F
(
b2, a + 1− c1, c2,− ty1− t
)
dt .
(ii) The second solution is
f2(x, y) = F(a +Dy,b1, c1, x)y1−c2F(a + 1− c2, b2 + 1− c2,2− c2, y)
= y1−c2F2(a + 1− c2, b1, b2 + 1− c2, c1,2− c2, x, y). (8.1.3)
The integral representation of f2 can be deduced immediately from the one of F2 just
above.
We can use also the factorizations of the F2 function as in Eq. (8.1), to obtain
f2(x, y) = y1−c2F(a + 1− c1 +Dy,b1, c1, x)
× F(a + 1− c2, b2 + 1− c2,2− c2, y)
= y1−c2F(a + 1− c2 +Dx,b2 + 1− c2, y)F (a + 1− c2, b1, c1, x).
(iii) The third solution is obtained by starting from the second equation H2f = 0 of the
system
f3(x, y)= F(a +Dx,b2, c2, y)x1−c1F(a + 1− c1, b1 + 1− c1,2− c1, x) (8.1.4)
and this is again a F2 function
f3(x, y)= x1−c1F2(a + 1− c1, b2, b1 + 1− c1, c2,2− c1, y, x). (8.1.5)
(iv) The fourth solution is
f4(x, y) = x1−c1F(a + 1− c1 +Dy,b1 + 1− c1,2− c1, x)
× y1−c2F(a + 2− c1−c2, b2 + 1− c2,2− c2, y) (8.1.6)
and this is also a F2 function
f4(x, y)= x1−c1y1−c2F2(a + 1− c1, b1 + 1− c1, b2,2− c1, c2, x, y). (8.1.7)
The factorizations of Eqs. (8.1.1) and (8.1.2) for the F2 function give two other
factorizations for f4
f4(x, y) = x1−c1y1−c2F(a + 1− c1 +Dy,b1 + 1− c1,2− c1, x)
× F(a + 1− c1, b2, c2, y)
and an integral representation
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f4(x, y) = x1−c1y1−c2 (2− c1)
(a + 1− c1)(1− a)
×
1∫
0
ta−c1(1− t)−a(1− xt)c−b1−1F
(
b2, a, c2,− ty1− t
)
dt .
Obviously the four functions fj have not the same monodromy around 0 and are the
basis of the space of solutions.
8.2. System F3(a1, a2, b1, b2, c)
Here γ1 = γ2 = 1 and the origin is the intersection of three singular curves. In general,
the solutions will be defined by series which are not convergent in a full neighborhood of 0,
except for the function F3 of Appell.
(i) First function F3. We define the factorized form
f1(x, y) = F(a1, b1, c+Dy,x)F (a2, b2, c, y)
= F(a2, b2, c+Dx,y)F (a1, b1, c, x) (8.2.1)
which is the Appell function F3
f1(x, y) = F3(a1, a2, b1, b2, c, x, y)
=
∑ (a1,m)(a2, n)(b1,m)(b2, n)
(c,m+ n)m!n! x
myn. (8.2.2)
Using the factorized forms, we obtain the integral representation
f1(x, y) = (c)
(a1)(c− a1)
1∫
0
ta1−1(1− t)c−a1−1(1− xt)−b1
× F (a2, b2, c− a1, (1− t)y)dt
= (c)
(a1)(a2)(c− a1 − a2)
1∫
0
1∫
0
ta1−1ua2−1(1− t)c−a1−1
× (1− u)c−a1−a2−1(1− tx)−b1(1− u(1− t)y)−b2 dudt .
(ii) Function f2. This function was not considered by Horn. Its factorized form is
f2(x, y) = x1−cF (a1 + 1− c−Dy,b1 + 1− c−Dy,2− c−Dy,x)
× 3F2(a2, b2, c− 1, c− a1, c− b1,−y/x) (8.2.3)
where 3F2 is the series
3F2(a, b, c, d, e, z)=
∑ (a,n)(b,n)(c, n)
(d,n)(e, n)n! z
n. (8.2.4)
The series for f2 is
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f2(x, y) = x1−c
∑ (a1 + 1− c,m− n)(b1 + 1− c,m− n)(a2, n)(b2, n)
(2− c,m− n)m!n!
× xm(y/x)n. (8.2.5)
Calling Am,n the coefficient of this series, we can use the method of Appendix A to
determine the domain of convergence
Am+1,n
Am,n
= (a1 + 1− c+m− n)(b1 + 1− c+m− n)
(2− c+m− n)(m+ 1) (p = r = 2),
Am,n+1
Am,n
= (1− c+m− n)(a2 + n)(b2 + n)
(a1 − c+m− n)(b1 − c+m− n)(n+ 1) (q = s = 3).
This is a Horn series of order 3. Then, with the notation of Appendix A
Φ(m,n)= m− n
m
, ψ(m,n)= n
m− n.
We deduce that the domain of convergence of (8.2.5) is |x| < 1, |y/x| < 1. We also
obtain an integral representation
f2(x, y) = x1−c (2− c)
(1+ a1 − c)(1− a1)
1∫
0
ta1−c(1− t)−a1(1− xt)c−b1−1
× F
(
a2, b2, c− b1, (xt − 1)y
xt
)
dt .
(iii) Function f3. It is obtained by applying the exchange process to f2
f3(x, y) = y1−cF (a2 + 1− c−Dx,b2 + 1− c−Dx,2− c−Dx,y)
× 3F2(a1, b1, c− 1, c− a2, c− b2,−x/y),
f3(x, y) = y1−c
∑ (a2 + 1− c,m− n)(b2 + 1− c,m− n)
(2− c,m− n)m!n! y
m
(
x
y
)n
(8.2.6)
which is convergent for |y|< 1, |x/y|< 1.
(iv) Function f4. This function was not known. It is obtained by searching a solution
near (0,∞). We write
f4(x, y) = x1−c−DyF (a1 + 1− c−Dy,b1 + 1− c−Dy,
2− c−Dy,x)ϕ(y) (8.2.7)
and find that
ϕ(y) = y−a2 3F2(a1 + a2 + 1− c, b1 + a2 + 1− c, a2,
a2 − b2 + 1, a2 + 2− c,−1/y) (8.2.8)
which is convergent for |y|> 1.
Introducting ϕ in (8.2.7), we obtain the series
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f4(x, y) = x1−c
(
x
y
)a2
×
∑ (a1 + a2 + 1− c,m+ n)(b1 + a2 + 1− c,m+ n)(a2, n)
(a2 + 2− c,m+ n)(a2 − b2 + 1, n)m!n!
× xm(−x/y)n. (8.2.9)
This has also an integral representation
f4(x, y) = x1−c
(
x
y
)a2 (a2 + 2− c)
(a1 + a2 + 1− c)(1− a1)
×
1∫
0
ta1+a2−c(1− t)−a1(1− xt)c−1−a2−b1
× F
(
b1 + a2 + 1− c, a2, a2 + 1− b2, xt
y(1− xt)
)
dt . (8.2.10)
We can study the domain of convergence of the series (8.2.9) with Amn the coefficient
in the series, we find, using the notations of Appendix A,
Φ(m,n)= m+ n
m
, ψ(m,n)= m+ n
n
.
The domain of convergence is |x| + |x/y|< 1.
We notice that although the function ϕ(y) given by Eq. (8.2.8) was a convergent series
in |y|> 1, the series f4 of Eq. (8.2.9) has a certain domain of convergence near y = 0.
8.3. System F4(a, b, c1, c2)
Here γ1 = γ2 = 0.
(i) Function F4. The first solution is the Appell–Kampé de Fériet function F4
f1(x, y) = F(a +Dy,b+Dy, c1, x)F (a, b, c2, y)
= F(a +Dx,b+Dx, c2, y)F (a, b, c1, x)
= F4(a, b, c1, c2, x, y)
=
∑ (a,m+ n)(b,m+ n)
(c1,m)(c2, n)m!n! x
myn. (8.3.1)
This has the integral representation
f1(x, y) = (c1)
(a)(c1 − a)
1∫
0
ta−1(1− t)c1−a−1(1− xt)−b
× F
(
b, a + 1− c1, c2, −ty
(1− t)(1− xt)
)
dt . (8.3.2)
(ii) Function f2. Under the factorized form, this is
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f2(x, y) = F(a +Dy,b+Dy, c1, x)y1−c2
× F(a + 1− c2, b+ 1− c2,2− c2, y) (8.3.3)
and as a series, it is
f2(x, y)= y1−c2F4(a + 1− c2, b+ 1− c2, c1,2− c2, x, y). (8.3.4)
The factorization of F4 given in Eq. (8.3.1), leads to other possible factorizations of f2,
as for example
f2(x, y) = y1−c2F(a + 1− c2 +Dy,b+ 1− c2 +Dy, c1, x)
× F(a + 1− c2, b+ 1− c2,2− c2, y). (8.3.5)
(iii) Functions f3. It is obtained using the exchange process, and then looking first at
H2f = 0. From (8.3.4), (8.3.5)
f3(x, y) = x1−c1F(a + 1− c1 +Dx,b+ 1− c1 +Dx, c2, y)
× F(a + 1− c1, b+ 1− c1,2− c1, x)
= x1−c1F4(a + 1− c1, b+ 1− c1,2− c1, c2, x, y). (8.3.6)
(iv) Function f4.
f4(x, y) = x1−c1F(a + 1− c1 +Dy,b+ 1− c1 +Dy,2− c1, x)y1−c2
× F(a + 2− c1 − c2, b+ 2− c1 − c2,2− c2, y)
which is the series
f4(x, y) = x1−c1y1−c2
× F4(a + 2− c1 − c2, b+ 2− c1 − c2,2− c1,2− c2, x, y). (8.3.7)
These four functions fj are given by convergent series in a neighborhood of 0 and they
are a basis of the solutions of the system F4, because they have not the same monodromy.
8.4. Conclusions
(1) The systems F2, F4 have solutions given by an explicit (and easy) monodromy factor
multiplied by a series convergent in a neighborhood of 0.
(2) The systems F1 and F3 have solutions given by an explicit monodromy factor
multiplied by series, which are either analytic in a whole neighborhood of 0, or which
are analytic in cones, like |x|< ρ, |y/x|< ρ, when the γi are positive.
9. The systems Gj of Horn
In this section, we give a basis of solutions for the Horn’s systems Gi (see Appendix C)
near 0. We shall use the coordinates x , y defined in Appendix C, not the initial coordinates
of Horn X, Y .
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9.1. System G1(a, b1, b2)
Here γ1 = γ2 =−1, the origin is the intersection of two singular curves.
(i) The Horn function. Looking at the system G1 in Appendix C, we obtain the analytic
solution in factorized form
f1(x, y) = F(a +Dy,b2 −Dy,1− b1 −Dy,x)F (a, b1,1− b2, y)
= F(a +Dx,b1 −Dx,1− b2 −Dx,y)F (a, b2,1− b1, x). (9.1.1)
This is the Horn function (of −x , −y)
f1(x, y) = G1(a, b1, b2,−x,−y)
=
∑ (a,m+ n)(b2,m− n)(b1, n−m)
m!n! (−x)
m(−y)n (9.1.2)
with the integral representation
f1(x, y) = (1 − b1)
(b2)(1− b1 − b2)
1∫
0
tb2−1(1− t)−b1−b2(1− xt)−b2
×
(
1− y
t (1− xt)
)−a
dt . (9.1.3)
(ii) Function f2. A second solution, under factorized form is
f2(x, y) = xb1F(a + b1 + 2Dy,b1 + b2,1+ b1 +Dy,x)
× F
(
a + b1
2
,
a + b1 + 1
2
,1+ b1,4xy
)
. (9.1.4)
We remark that
F
(
a + b1
2
,
a + b1 + 1
2
,1+ b1,4z
)
=
∑ (a + b1,2n)
(1+ b1, n)n!z
n
and we obtain a series
f2(x, y)= xb1
∑ (a + b1,2n+m)(b1 + b2,m)
(1+ b1, n+m)m!n! x
m(xy)n (9.1.5)
which is a series of Horn H3, defined as:
H3(a, b, c, x, y)=
∑ (a,2n+m)(b,m)
(1+ b,n+m)n!m!x
nym (9.1.6)
so that
f2(x, y)= xb1H3(a + b1, b1 + b2,1+ b1, xy, x). (9.1.7)
An integral representation for f2 is
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f2(x, y) = xb1 (1+ b1)
(a + b1)(1− a)
×
1∫
0
ta+b1−1(1− xt)−b1−b2(1− t + t2y)−a dt . (9.1.8)
(iii) Function f3. It is obtained by the exchange transformation starting from f2
f3(x, y) = yb2F(a + b2 + 2Dx,b1 + b2,1+ b2 +Dx,y)
× F
(
a + b2
2
,
a + b2 + 1
2
,1+ b2, y
)
= yb2H3(a + b2, b1 + b2,1+ b2, xy, y)
= yb2 (1+ b2)
(a + b2)(1− a)
×
1∫
0
ta+b2−1(1− yt)−b1−b2(1− t + t2x)−a dt . (9.1.9)
9.2. System G2(a1, a2, b1, b2)
Here γ1 = γ2 =−1, and we have three solutions
(i) The Horn function G2. We define the factorized functions
f2(x, y) = F(a1, b2 −Dy,1− b1 −Dy,x)F (a2, b1,1− b2, y)
= F(a2, b1 −Dx,1− b2 −Dx,y)F (a1, b2,1− b1, x). (9.2.1)
This is the Horn function (of the variables −x , −y , due to the change of variables for
the system G2 in Appendix C)
f1(x, y) = G2(a1, a2, b1, b2,−x,−y)
=
∑ (a1,m)(a2, n)(b1, n−m)(b2,m− n)
m!n! (−x)
m(−y)n (9.2.2)
and it has the integral representation
f1(x, y) = (1− b1)
(b2)(1− b1−b2)
×
1∫
0
ta2+b2−1(1− t)−b1−b2(1− xt)−a1(t − y)−a2 dt . (9.2.3)
(ii) Function f2. In factorized form, we have
f2(x, y) = xb1F(a1 + b1 +Dy,b1 + b2, b1 + 1+Dy,x)
× F(a2, a1 + b1,1+ b1, xy) (9.2.4)
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and under the form of a series, it is a F1 function
f2(x, y)= xb1F1(a1 + b1, b1 + b2, a2,1+ b1, x, xy) (9.2.5)
and then an integral representation
f2(x, y) = xb1 (1+ b1)
(a1 + b1)(1− a1)
×
1∫
0
ta1+b1−1(1− t)−a1(1− xt)−b1−b2(1− xyt)−a2 dt . (9.2.6)
(iii) Function f3. It is obtained by the exchange process starting from f2
f3(x, y) = yb2F(a2 + b2 +Dx,b1 + b2, b2 + 1+Dx,y)F (a1, a2 + b2,1+ b2, xy)
= yb2F1(a2 + b2, b1 + b2, a1,1+ b2, y, xy). (9.2.7)
9.3. System G3(a1, a2)
Here γ1 = γ2 =−2. There are 4 functions.
(i) The Horn’s function G3. The first solution is the analytic function in a neighborhood
of 0
f1(x, y) = G3
(
a1, a2,−x4 ,−
y
4
)
=
∑ (a1,2n−m)(a2,2m− n)
m!n!
(
−x
4
)m(
−y
4
)n
(9.3.1)
(the variables −x/4,−y/4 are the traditional Horn’s variables, see Eqs. (C7), (C7′) of
Appendix C).
This corresponds to the factorization
f1(x, y) = F
(
a2
2
− Dy
2
,
a2 + 1
2
− Dy
2
,1− a1 − 2Dy,x
)
× F
(
a1
2
,
a1 + 1
2
,1− a2, y
)
. (9.3.2)
We have used here that
F
(
a
2
,
a + 1
2
, c, z
)
=
∑ (a,2n)
(c,n)n! (z/4)
n.
To obtain an integral representation, we first use a quadratic relation (see [8, p. 65])
F
(
a, a + 1
2
, c, x
)
= (1− x)−aF
(
2a,2c− 2a − 1, c,
√
1− x − 1
2
√
1− x
)
.
Then
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f1(x, y) = (1− x)−a2/2 (1− a1)
(a2)1 − a1 − a2)
×
1∫
0
ta2−1(1− t)−a1−a2
(
1− t
√
1− x − 1
2
√
1− x
)a2+2a1−1
×
(
1− y((2− t)
√
1− x + t)3
32t (1− t)(1− x)
)−a1−a2
dt . (9.3.3)
(ii) Function f2. We look for a function of type B1, with
ϕ(y)= yα
∑ an
n! y
n.
We get α =− a2+2a12 or α = 0. The first α, gives a trivial function
f2(x, y)= x−
a1+2a2
3 y−
a2+2a1
2 . (9.3.4)
(iii) Function f3. The case α = 0 gives for ϕ(y)
ϕ(y) = 3F2
(
a2 + 2a1
3
,
a2 + 2a1 + 1
3
,
a2 + 2a1 + 2
3
,
a1 + 1
2
,
a1 + 2
2
,−3
3y
45
)
=
∑ (a2 + 2a1,3n)
(1+ a1,2n)n!
(
− y
43
)n
(9.3.5)
and the factorized form
f3(x, y) = xa1F
(
a2
2
+ a1 + 32Dy,
a2 + 1
2
+ a1 + 32Dy,1+ a1 + 2Dy,x
)
× ϕ(x2y) (9.3.6)
and in term of a series
f3(x, y)= xa1
∑ (a2 + 2a1,3n+ 2m)
(a1 + 1,2n+m)n!m!
(
x
4
)m+2n(
−y
4
)n
. (9.3.7)
We need to study the convergence of the series
S(X,Y )=
∑ (a,3n+ 2m)
(b,2n+m)m!n!X
mYn (9.3.8)
(for us, X = x/4, Y =−x2y/43, a = 2a1 + a2, b = 1+ a1).
We use the method of Appendix A. The series S is a Horn hypergeometric series of
order 3, with
Φ(m,n)= (3n+ 2m)
2
m(2n+m) , Φ(1,0)= 4,
ψ(m,n)= (3n+ 2m)
3
n(2n+m)2 , ψ(0,1)=
27
4
.
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The domain of convergence is contained in |X| < 1/4, |Y |< 4/27 and limited by the
curve
|X| = 2u+ 1
(3u+ 2)2 , |Y | =
u(2u+ 1)2
(3u+ 2)2 , (u 0).
(iv) Function f4. It is obtained by the exchange process applied to f3
f4(x, y)= ya2
∑ (a1 + 2a2,3n+ 2m)
(a2 + 1,2n+m)m!n!
(
y
4
)m+2n(
−x
4
)n
(9.3.9)
with a factorization
f4(x, y) = ya2F
(
a1
2
+ a2 + 32Dx,
a1 + 1
2
+ a2 + 32Dx,1+ a2 + 2Dx,y
)
× ϕ(xy2) (9.3.10)
with
ϕ(x)=
∑ (a1 + 2a2,3n)
(1+ a2,2n)n!
(
− x
43
)n
.
Remark. The solutions of the systems G3 and F3 need hypergeometric series of order 3.
The hypergeometric function of order 3, S(X,Y ) of Eq. (9.3.8) satisfies a system of two
partial differential equations, one of second order, the other of third order. The equation of
second order is in fact
H1
(
a + 3Dy
2
,
a + 1+ 3Dy
2
, b+ 2Dy,x, ∂
∂x
)
S = 0
where H1 is given as in Eq. (5.1).
Conclusion. We see that the three system Gj , j = 1,2,3, have a basis of solutions at 0,
which are given by a certain monodromy factor multiplied by a series, convergent in a full
neighborhood of 0.
Appendix A. Convergence of Horn hypergeometric series
Let
F(x, y)=
∑
m,n
Am,nx
myn
a series of Horn type, so that
f (m,n) = Am+1,n
Am,n
= P(m,n)
R(m,n)
,
g(m,n) = Am,n+1
Am,n
= Q(m,n)
S(m,n)
,
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with P , Q, R, S polynomials of degree p, q , r , s.
We define
Φ(m,n)= lim
ε→∞f (εm,εn),
ψ(m,n)= lim
ε→∞g(εm, εn).
If p > r , Φ ≡∞ and if p < r , Φ ≡ 0. If p = r , Φ is a rational function of is a rational
function of m/n. We consider the quadrant (|x|, |y|). There are 5 cases
(i) for p > r or q > s, the series F converges only at 0;
(ii) for p < r , and q < s, the series converges for any |x|, |y|;
(iii) for p < r and q = s, the series converges for
|y|< 1|ψ(0,1)| ;
(iv) for p = r , and q < s, the series converges for
|x|< 1|Φ(1,0)| ;
(v) for p = r , and q = s, the series converges in the region D ∩ C , where
(a) D is the rectangle 0 |x|< 1/|Φ(1,0)|, 0 |y|< 1/|ψ(0,1)|;
(b) C is the region of the plane 0 |x|, |y| containing 0 and bounded by the curve C
C: |x| = 1|Φ(m,n)| , |y| =
1
|ψ(m,n)|
(recall that in the case p = r , q = s, Φ and ψ are rational fractions of m/n only).
Appendix B. Values of Li and Mi in Eq. (5.3)
The values of Li and Mi are as follows:
xDL1 = y
[
(1− y)((α1 + β1)x − γ1)− α1β1x((α2 + β2)y − γ2)],
yDM1 = x
[
(1− x)((α2 + β2)y − γ2)− α2β2y((α1 + β1)x − γ1)],
xDL2 = (1− y)
(
(a1 + b1 + 1)x − c1
)− α1β1xy(a2β2 + b2α2 + α2β2),
yDM2 = x
[
(1− x)(a2β2 + b2α2 + α2β2)− α2β2
(
(a1 + b1 + 1)x − c1
)]
,
xDL3 = y
[
(1− y)(a1β1 + b1α1 + α1β1)− α1β1
(
(a2 + b2 + 1)y − c2
)]
,
yDM3 = (1− x)
(
(a2 + b2 + 1)y − c2
)− α2β2xy(a1β1 + b1α1 + α1β1),
xDL4 = (1− y)a1b1 − α1β1a2b2y,
xDM4 = (1− x)a2b2 − α2β2a1b1x.
Here D is given as D = (1− x)(1− y)− α1α2β1β2xy .
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Appendix C. The hypergeometric systems of Appell–Kampé de Fériet and Horn
In this appendix, we list these 14 systems, show that they are of the type (S) and we call
the systems by the same name as the hypergeometric series convergent near 0.
The four systems of Appell and Kampé de Fériet [1].
(1) System F1(a, b1, b2, c, x, y).{
x(1− x)r + y(1− x)s + (c− (a + b1 + 1)x)p− b1yq − ab1f = 0,
y(1− y)t + x(1− y)s + (c− (a + b2 + 1)y)q − b2xp− ab2f = 0. (C.1)
It is of the form{
((Dx +Dy + c)∂x − (Dx +Dy + a)(Dx + b1))f = 0,
((Dy +Dx + c)∂y − (Dy +Dx + a)(Dy + b2))f = 0, (C.1
′)
a1 = a2 = a, c1 = c2 = c, α1 = α2 = γ1 = γ2 = 1, β1 = β2 = 0.
(2) System F2(a, b1, b2, c1, c2, x, y).{
x(1− x)r − xys + (c1 − (a + b1 + 1)x)p− b1yq − ab1f = 0,
y(1− y)t − xys + (c2 − (a + b2 + 1)y)q − b2xp− ab2f = 0, (C.2)
or { [(Dx + c1)∂x − (Dx +Dy + a)(Dx + b1)]f = 0,
[(Dy + c2)∂y − (Dy +Dx + a)(Dy + b2)]f = 0, (C.2
′)
here a1 = a2 = a, α1 = α2 = 1, β1 = β2 = γ1 = γ2 = 0.
(3) System F3(a1, a2, b1, b2, c, x, y).{
x(1− x)r + ys + (c− (a1 + b1 + 1)x)p− a1b1f = 0,
y(1− y)t + xs + (c− (a2 + b2 + 1)y)q − a2b2f = 0, (C.3)
or { [(Dx +Dy + c)∂x − (Dx + a)(Dx + b1)]f = 0,
[(Dy +Dx + c)∂y − (Dy + a2)(Dy + b2)]f = 0. (C.3
′)
(4) System F4(a, b, c1, c2, x, y).

x(1− x)r − y2t − 2xys+ [c1 − (a + b+ 1)x]p
− (a + b+ 1)yq − abf = 0,
y(1− y)t − x2r − 2xys+ [c2 − (a + b+ 1)y]q
− (a + b+ 1)xp− abf = 0,
(C.4)
or { [(Dx + c1)∂x − (Dx +Dy + a)(Dx +Dy + b)]f = 0,
[(Dy + c2)∂y − (Dy +Dx + a)(Dy +Dx + b)]f = 0. (C.4
′)
C.1. The ten systems Gi , Hj of Horn
We denote by X,Y the variables of Horn’s systems as they appear in the usual
references. We denote by x, y the variables of these systems when they are written in
our form.
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(5) System G1(a, b1, b2,X,Y ).

X(1+X)r − Ys − Y 2t + (1− b1 + (a + b2 + 1)X)p
+ (b2 − a − 1)Yq + ab2f = 0,
Y (1+ Y )t −Xs −X2r + (1− b2 + (a + b1 + 1)Y )q
+ (b1 − a − 1)Xp+ ab1f = 0.
(C.5)
Here we define x =−X, y =−Y{ [(Dx −Dy + 1− b1)∂x − (Dx +Dy + a)(Dx −Dy + b2)]f = 0,
[(Dy −Dx + 1− b2)∂y − (Dy +Dx + a)(Dy −Dx + b1)]f = 0. (C.5
′)
(6) System G2(a1, a2, b1, b2,X,Y ).
X(1+X)r − Y (1+X)s + [1− b1 + (a1 + b2 + 1)X]p− a1Yq + a1b2f = 0,
Y (1+ Y )t −Xs −X2r + [1− b2 + (a2 + b1 + 1)Y ]q − a2Xp+ a2b1f = 0.
Again, we define x =−X, y =−Y ,{ [(Dx −Dy + 1− b1)∂x − (Dx + a1)(Dx −Dy + b2)]f = 0,
[(Dy −Dx + 1− b2)∂y − (Dy + a2)(Dy −Dx + b1)]f = 0. (C.6
′)
(7) The system G3(a1, a2,X,Y ).

X(1+ 4X)r − (4X+ 2)Y s + Y 2t + [1− a1 + (4a2 + 6)X]p− 2a2Yq
+ a2(a2 + 1)f = 0,
X(1+ 4Y )t − (4Y + 2)Xs +X2r + [1− a2 + (4a1 + 6)Y ]q − 2a1Xp
+ a1(a1 + 1)f = 0.
(C.7)
Here we define obviously x =−4X, y =−4Y ,{
[(Dx − 2Dy + 1− a1)∂x − (Dx − Dy2 + a22 )(Dx − Dy2 + a2+12 )]f = 0,
[(Dy − 2Dx + 1− a2)∂y − (Dy − Dx2 + a12 )(Dy − Dx2 + a1+12 )]f = 0.
(C.7′)
(8) System H1(a, b, c, d,X,Y ).{
X(1−X)r + Y 2t + [d − (a + b+ 1)X]p− (a − b− 1)Yq − abf = 0,
−Y (1+ Y )t +X(1− Y )s + [a − 1− (b+ c+ 1)Y ]q − cXp− bcf = 0. (C.8)
We define x =X, y =−Y ,{ [(Dx + d)∂x − (Dx −Dy + a)(Dx +Dy + b)]f = 0,
[(Dy −Dx + 1− a)∂y − (Dy +Dx + b)(Dy + c)]f = 0. (C.8
′)
(9) The system H2(a, b, c, d, e,X,Y ).{
X(1−X)r +XYs + [e− (a + b+ a)X]p+ bYq − abf = 0,
Y (1+ Y )t −Xs + [1− a + (c+ d + 1)Y ]q + cdf = 0, (C.9)
again we define x =X, y =−Y ,{ [(Dx + e)∂x − (Dx −Dy + a)(Dx + b)]f = 0,
[(Dy −Dx + 1− a)∂y − (Dy + c)(Dy + d)]f = 0. (C.9
′)
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(10) System H3(a, b, c,X,Y ).

X(1− 4X)r + Y (1− 4X)s − Y 2t + [c− (4a + 6)X]p− 2(a + 1)Yq
− a(a+ 1)f = 0,
Y (1− Y )t +X(1− 2Y )s + [c− (a + b+ 1)Y ]q − 2bXp− abf = 0.
(C.10)
With x = 4X, y = Y , we obtain{
[(Dx +Dy + c)∂x − (Dx + Dy2 + a2 )(Dx + Dy2 + a+12 )]f = 0,
[(Dy + 2Dx + c)∂y − (Dy + 2Dx + a)(Dy + b)]f = 0.
(C.10′)
(11) System H4(a, b, c, d,X,Y ). This system as given in Erdelyi et al. [8] is incorrect,
because the Horn series H4 does not satisfy it. After correction the system is

X(1− 4X)r − 4XYs − Y 2t + [c− (4a+ 6)X]p− 2(a + 1)Yp
− a(a+ 1)f = 0,
Y (1− Y )t − 2XYs + [d − (a + b+ 1)Y ]q − 2bXp− abf = 0.
(C.11)
We define x = 4X, y = Y ,{
[(Dx + c)∂x − (Dx + Dy2 + a2 )(Dx + Dy2 + a+12 )]f = 0,
[(Dy + d)∂y − (Dy + b)(Dy + 2Dx + a)]f = 0.
(C.11′)
(12) System H5(a, b, c,X,Y ). Here again the system given by Erdelyi et al. is incorrect.
After correction we get

X(1+ 4X)r + Y (4X− 1)s + Y 2t + [1− b+ (4a + 6)X]p
+ 2(a+ 1)Yq + a(a + 1)f = 0,
Y (1− Y )t −XYs + 2X2r + [c− (a + b+ 1)Y ]q
+ (2+ a − 2b)Xp− abf = 0.
(C.12)
We define x =−4X, y = Y ,{
[(Dx −Dy + 1− b)∂x − (Dx + Dy2 + a2 )(Dx + Dy2 + a+12 )]f = 0,
[(Dy + c)∂y − (Dy + 2Dx + a)(Dy −Dx + b)]f = 0.
(C.12′)
(13) System H6(a, b, c,X,Y ).

X(1+ 4X)r − (1+ 4X)Ys + Y 2t + [1− b+ (4a + 6)X]p− 2aYp
+ a(a+ 1)f = 0,
Y (1+ Y )t −X(2+ Y )s + [1− a + (b+ c+ 1)Y ]q − cXp+ bcf = 0.
(C.13)
We define x =−4X, y =−Y ,{
[(Dx −Dy + 1− b)∂x − (Dx − Dy2 + a2 )(Dx − Dy2 + a+12 )]f = 0,
[(Dy − 2Dx + 1− a)∂y − (Dy + c)(Dy −Dx + b)]f = 0.
(C.13′)
(14) System H7(a, b, c, d,X,Y ). The second equation for H7 given by Erdelyi et al. [8]
is incorrect. After correction, one gets

X(1− 4X)r + 4XYs − Y 2t + [d − (4a + 6)X]p
+ 2aYq − a(a+ 1)f = 0,
Y (1+ Y )t − 2Xs + [1− a + (b+ c+ 1)Y ]q + bcf = 0.
(C.14)
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We define x = 4X, y =−Y ,{
[(Dx + d)∂x − (Dx − Dy2 + a2 )(Dx − Dy2 + a+12 )]f = 0,
[(Dy − 2Dx + 1− a)∂y − (Dy + b)(Dy + c)]f = 0.
(C.14′)
The 14 systems of Appell–Kampé de Fériet and Horn are systems of type (S). The
results of Horn [10,11] show that there are no other systems, at least which are nontrivial.
For example, one can find two trivial systems of type (S).
(i) For α1 = α2 = β1 = β2 = γ1 = γ2 = 0, the system (S) becomes two one variable
hypergeometric equations, namely with the notations of Section 2
H
(
a1, b1, c1, x,
d
dx
)
f = 0,
H
(
a2, b2, c2, y,
d
dy
)
f = 0
with the trivial solution, product of two one variable hypergeometric functions
f = F(a1, b1, c1, x)F (a2, b2, c2, y).
(ii) For α1 = α2 = β1 = β2 = γ1 = γ2 = 1, a1 = a2 = a, b1 = b2 = b, c1 = c2 = c, one
obtains the system
H
(
a +Dy,b+Dy, c+Dy,x, ∂
∂x
)
f = 0,
H
(
a +Dx,b+Dx, c+Dx,y, ∂
∂y
)
f = 0,
with the trivial solution
f (x, y)= F(a, b, c, x + y).
Appendix D. Basis of solutions near 0 for the Horn’s systems Hk
We use the coordinates x, y and the form of the Horn’s systems as hypergeometric
equations with operator coefficients as in Appendix C. We give only the table of solutions.
For each solution, we give
(i) the factorized form,
(ii) the series expansion and its domain of convergence,
(iii) possibly, an integral representation.
As usual, the basic quantity is the factorized form. The factorized form is obtained
systematically as indicated in Section 6.
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D.1. System H1(a, b, c, d), γ1 = 0, γ2 =−1
The Horn series is defined as
H1(a, b, c, d,X,Y )=
∑ (a,m− n)(b,m+ n)(c,n)
(d,m)m!n! X
mYn.
We have
f1(x, y) = F(a −Dy,b+Dy,d, x)F (b, c,1− a,−y)
= F(b+Dx, c,1− a −Dx,y)F (a, b, d, x)
= H1(a, b, c, d, x,−y)
= (d)
(b)(d − b)
1∫
0
tb−1(1− t)d−b−1(1− xt)−a
× F
(
c, d − b,1− a, ty(1− xt)
1− t
)
dt, (D.1)
f2(x, y) = x1−dF (a + 1− d −Dy,b+ 1− d −Dy,2− d, x)
× F(b+ 1− d, c, d − a, y)
= x1−dH1(a + 1− d, b+ 1− d,2− d, x − y)
= x1−d (2 − d)
(a + 1− d)(1− a)
1∫
0
ta−d(1− t)−a(1− xt)−b−1+d
× F
(
b+ 1− d, c,1− a,− (1− t)(1− xt)y
t
)
dt, (D.2)
f3(x, y) = yaF (a + b+ 2Dx,a + c+Dx,1+ a +Dx,y)ϕ(xy), (D.3)
with
ϕ(z) =
∑ (a + b,2n)(a+ c,n)
(1+ a,n)(d,n)n! (−z)
n
= 3F2
(
a + b
2
,
a + b+ 1
2
, a + c,1+ a, d,−4z
)
(convergent for |z|< 1/4),
f3(x, y) = ya
∑ (a + b,2n+m)(a + c,n+m)
(1+ a,n+m)(d,n)n!m! y
m(−xy)n
= ya (1+ a)
(a + c)(1− c)
1∫
0
ta+c−1(1− t)c(1− yt)−a−b
× F
(
a + b
2
,
a + b+ 1
2
, d,
−4xyt
(1− yt)2
)
dt,
f4(x, y) = yaF (a + b+ 2Dx,a + c+Dx,1+ a +Dx,y)ϕ(xy),
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ϕ(z)= z1−d
∑ (a + b+ 2− 2d,2n)(a+ c+ 1− d,n)
(a + 2− d,n)(2− d,n)n! (−z)
n
= z1−d3F2
(
a + b+ 2− d
2
,
a + b+ 3− d
2
, a + c− 1− d,
a + 2− d,2− d,−4z
)
(D.4)
(convergent for |x|< 1/4),
f4(x, y)
= ya(xy)1−d
∑ (a + b+ 2− 2d,2n+m)(a + c+ 1− d,n+m)
(a + 2− d,n+m)(2− d,n)m!n! y
m(−xy)n
= ya(xy)1−d (2 + a − d)
(a + b+ 2− 2d)(d − b)
1∫
0
ta+b−1(1− t)−b(1− yt)−a−b
× F
(
a + c+ 1− d,1+ b− d,2− d, t
2x
(1− t)(1− yt)
)
dt .
D.2. System H2(a, b, c, d, e), γ1 = 0, γ2 =−1
The Horn function is
H2(a, b, c, d, e, x, y)=
∑ (a,m− n)(b,m)(c,n)(d,n)
(e,m)m!n! x
myn,
f1(x, y) = F(c, d,1− a −Dx,y)F (a, b, e, x)
= F(b, a −Dy, e, x)F (c, d,1− a, x)
= H2(a, b, c, d, e, x,−y)
= (e)
(b)(e− b)
1∫
0
tb−1(1− t)e−b−1(1− xt)−a
× F (c, d,1− a, y(1− xt))dt, (D.5)
f2(x, y) = x1−eF (a + 1− e−Dy,b+ 1− e,2− e, x)F (c, d, e− a, y)
= x1−eH2(a + 1− e, b+ 1− e, c, d,2− e, x,−y)
= x1−eF (c, d, e− a −Dx,y)F (a + 1− e, b+ 1− e,2− e, x)
= x1−e (2 − e)
(b+ 1− e)(1− b)
1∫
0
tb−e(1− t)−b(1− xt)e−a−1
× F (c, d, e− a, y(1− xt))dt, (D.6)
f3(x, y) = yaF (a + c+Dx,a + d +Dx,a + 1+Dx,y)ϕ(xy) (D.7)
with
ϕ(z)= 3F2(a + c, a + d, b, a+ 1, e,−z)=
∑ (a + c,n)(a + d,n)(b,n)
(a + 1, n)(e, n)n! (−z)
n,
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so that
f3(x, y) = ya
∑ (a + c,m+ n)(a + d,m+ n)(b,n)
(a + 1,m+ n)(e,n)m!n! y
m(−xy)n
= ya (a + 1)
(a + c)(1− c)
1∫
0
ta+c−1(1− t)−c(1− yt)−a−d
× F
(
a + d, b, e, −txy
1− yt
)
dt,
f4(x, y) = yaF (a + c+Dx,a + d +Dx,a + 1+Dx,y)ϕ(xy) (D.8)
with
ϕ(z)= z1−e3F2(b+ 1− e, a + c+ 1− e, a+ d + 1− e,2− e, a + 2− c,−z),
f4(x, y)
= ya(xy)1−e
×
∑ (a + c+ 1− e,m+ n)(a + d + 1− e,m+ n)(b+ 1− e,n)
(a + 2− e,m+ n)(2− e,n)m!n! y
m(−xy)n
= ya(xy)1−e (a + 1)
(a + c)(1− c)
1∫
0
ta+c−1(1− t)−c(1− yt)−a−d
× F
(
a + d + 1− e, b+ 1− e,2− e, −txy
1− yt
)
dt .
D.3. System H3(a, b, c), γ1 = 1, γ2 = 2
The origin 0 is the intersection of three singular curves and certain series will converge
only in cones.
The Horn series H3 is
H3(a, b, c,X,Y )=
∑ (a,n+ 2m)(b,n)
(c, n+m)m!n! X
mYn,
f1(x, y) = F
(
a
2
+ Dy
2
,
a + 1
2
+ Dy
2
, c+Dy,x
)
F(a, b, c, y)
= F(b, a + 2Dx, c+Dx,y)F
(
a
2
,
a + 1
2
, c, y
)
= H3(a, b, c, x/4, y)
= (c)
(a)(c− a)
1∫
0
ta−1(1− t)c−a−1(1− yt)−b
×
(
1+ t
2x
4(1− t)
)c−a−1
dt (D.9)
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(obtained using the second factorization),
f2(x, y) = x1−cF
(
a + 2
2
− c− Dy
2
,
a + 3
2
− c− Dy
2
,2− c−Dy,x
)
× F
(
b, c− 1,2c− 1− a,4y
x
)
= x1−c
∑ (a + 2− 2c,2m− n)(c− 1, n−m)(b,n)
m!n!
(
−x
4
)m(
−4y
x
)n
≡ x1−cH6
(
a + 2− 2c, c− 1, b,−x
4
,−4y
x
)
. (D.10)
The integral representation of H6 gives an integral representation of this function
f3(x, y) = xc−a−1ya−2c+2, (D.11)
f4(x, y) = y1−cF (b+ 1− c−Dx,a + 1− c+Dx,2− c−Dx,y)
× F
(
a + 1− c, c− 1, c− b, x
4y
)
= y1−cG1
(
a + 1− c, b+ 1− c, c− 1, x
4y
, y
)
= y1−c (2 − c)
(b+ 1− c)(1− b)
1∫
0
tb−c(1− t)−b(1− yt)c−a−1
×
(
1− x
4yt (1− yt)
)c−a−1
dt (D.12)
(obtained using the factorization for f4).
The series f1, f3 are either convergent in a full neighborhood of 0, and the series f2, f4
are convergent in cones.
D.4. System H4(a, b, c, d), γ1 = γ2 = 0
The Horn function H4 is
H4(a, b, c, d,X,Y )=
∑ (a,n+ 2m)(b,n)
(c,m)(d,n)m!n! X
mYn,
f1(x, y) = F
(
a
2
+ Dy
2
,
a + 1
2
+ Dy
2
, c, x
)
F(a, b, d, y)
= F(b, a + 2Dx,d, y)F
(
a
2
,
a + 1
2
, c, x
)
= H4(a, b, c, d, x/4, y)
= (d)
(a)(d − a)
1∫
0
ta−1(1− t)d−a−1(1− yt)−b
× F
(
a + 1− d
2
,
a + 2− d
2
, c,
t2x
(1− t)2
)
dt (D.13)
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(obtained using the second factorization),
f2(x, y) = F
(
a
2
+ Dy
2
,
a + 1
2
+ Dy
2
, c, x
)
y1−dF (a + 1− d, b+ 1− d,2− d, y)
= y1−dF (b+ 1− d, a + 1− d + 2Dx,2− d, y)
× F
(
a + 1− d
2
,
a + 2− d
2
, c, x
)
= y1−dH4(a + 1− d, b+ 1− d, c,2− d, x/4, y)
= y1−d (2 − d)
(a + 1− d)(1− a)
1∫
0
ta−d(1− t)−a(1− yt)d−1−b
× F
(
a
2
,
a + 1
2
, c,
t2x
(1− t)2
)
dt, (D.14)
f3(x, y) = F(b, a + 2Dx,d, y)x1−cF
(
a
2
+ 1− c, a + 1
2
+ 1− c,2− c, x
)
= x1−cF
(
a
2
+ 1− c+ Dy
2
,
a + 1
2
+ 1− c+Dy,2− c, x
)
× F(b+ 1− d, a + 3− d − 2c,2− d, x)
= x1−cH4(a + 2− 2c, b,2− c, d, x/4, y)
= x1−c (d)
(a)(d − a)
1∫
0
ta−1(1− t)d−a−1(1− yt)−b
× F
(
a + 3− d − 2c
2
,
a + 4− d − 2c
2
,2− c, t
2x
(1− t)2
)
dt, (D.15)
f4(x, y) = x1−cF
(
a
2
+ 1− c+ Dy
2
,
a + 1
2
+ 1− c+ Dy
2
,2− c, x
)
× y1−dF (b+ 1− d, a + 3− d − 2c,2− d, y)
= y1−dF (b+ 1− d, a + 1− d + 2Dx,2− d, y)x1−c
× F
(
a + 3− d − 2c
2
,
a + 4− d − 2c
2
,2− c, x
)
= x1−cy1−d (2− d)
(a + 3− d − 2c)(2c− a − 1)
×
1∫
0
ta+2−d−2c(1− t)2c−a(1− yt)d−b−1
× F
(
a + 3− d − 2c
2
,
a + 4− d − 2c
2
,2− c, t
2x
(1− t)2
)
dt . (D.16)
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D.5. System H5(a, b, c), γ1 =−1, γ2 = 0
We define the Horn function H5
H5(a, b, c,X,Y )=
∑ (a,2m+ n)(b,n−m)
(c,n)m!n! X
mYn.
f1(x, y) = F
(
a
2
+ Dy
2
,
a + 1
2
+ Dy
2
,1− b−Dy,x
)
F(a, b, c, y)
= F(a + 2Dx,b−Dx, c, y)F
(
a
2
,
a + 1
2
,1− b, x
)
= H5(a, b, c,−x/4, y)
= (c)
(a)(c− a)
1∫
0
ta−1(1− t)c−a−1(1− yt)−b
× F
(
a + 1− c
2
,
a + 2− c
2
,1− b, t
2x(1− yt)
(1− t)2
)
dt, (D.17)
f2(x, y) = F
(
a
2
+ Dy
2
,
a + 1
2
+ Dy
2
,1− b−Dy,x
)
y1−c
× F(a + 1− c, b+ 1− c,2− c, y)
= y1−cF (a + 1− c+ 2Dx,b+ 1− c−Dx,2− c, y)
× F
(
a + 1− c
2
,
a + 2− c
2
, c− b, x
)
= y1−cH5(a + 1− c, b+ 1− c,2− c,−x/4, y)
= y1−c (2 − c)
(a + 1− c)(1− a)
1∫
0
ta−c(1− t)−a(1− yt)c−1−b
× F
(
a
2
,
a + 1
2
, c− b, t
2x(1− yt)
(1− t)2
)
dt (D.18)
(using the integral representation for H5),
f3(x, y)= xbF
(
a
2
+ b+ 3Dy
2
,
a + 1
2
+ b+ 3Dy
2
,1+ b+Dy,x
)
ϕ(xy) (D.19)
with
ϕ(z)=
∑ (a + 2b,3n)
(c,n)(1+ b,n)n!
(
− z
4
)n
≡ 3F2
(
a + 2b
3
,
a + 2b+ 1
3
,
a + 2b+ 2
3
, c,1+ b,−27z
4
)
,
f3(x, y)= xb
∑ (a + 2b,3n+ 2m)
(1+ b,n+m)(c,m)m!n!
(
x
4
)m(
−xy
4
)n
.
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This is a Horn hypergeometric series of order 3
S1(X,Y )=
∑ (a + 2b,3n+ 2m)
(1+ b,n+m)(c,m)n!m!X
mYn.
The domain of convergence can be studied using Appendix A
Φ(m,n)= (3n+ 2m)
2
m(n+m) , ψ(m,n)=
(3n+ 2m)2
m(n+m) .
The domain of convergence is contained in
|X|< 1, |Y |< 1
27
and bounded by the curve
|X| = 1+ u
(3u+ 2)2 , |Y | =
u2(1+ u)
(3u+ 2)3 , (u 0),
f4(x, y)= xbF
(
a
2
+ b+ 3Dy
2
,
a + 1
2
+ b+ 3Dy
2
,1+ b+Dy,x
)
ϕ(xy), (D.20)
where
ϕ(z)= z1−c
∑ (a + 2b− 3c+ 3,3n)
(2− c,n)(2+ b− c,n)n!
(
− z
4
)n
= z1−c3F2
(
a + 2b− 3c
3
,
a + 2b− 3c+ 1
3
,
a + 2b− 3c+ 2
3
,
2− c,2+ b− c,−27z
4
)
,
f4(x, y)= xb(xy)1−c
∑ (a + 2b− 3c+ 3,3n+ 2m)
(2+ b− c,n+m)(2− c,n)m!n!
(
x
4
)m(
−xy
4
)n
with the same domain of convergence as f3.
D.6. System H6(a, b, c), γ1 =−1, γ2 =−2
The corresponding Horn function is
H6(a, b, c,X,Y )=
∑ (a,2m− n)(b,n−m)(c,n)
m!n! X
mYn,
f1(x, y) = F
(
a
2
− Dy
2
,
a + 1
2
− Dy
2
,1− b−Dy,x
)
F(b, c,1− a, y)
= F(c, b−Dx,1− a − 2Dx,y)F
(
a
2
,
a + 1
2
,1− b, x
)
= H6(a, b, c,−x/4,−y)
= (1 − a)
(b)(1− a − b)
1∫
0
tb−1(1− t)−a−b(1− yt)−c
×
(
1− x
t (1− t)
)−a−b
dt (D.21)
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(using the second factorization).
This representation of H6 can be used for one of the solution of the system H3.
f2(x, y) = x−a−by−a−2b, (D.22)
f3(x, y) = xbF
(
a + 2b+Dy
2
,
a + 2b+ 1+Dy
2
,1+ b+Dy,x
)
× F(a + 2b, c,1+ b, xy/4)
= xbH3(a + 2b, c,1+ b, x/4, xy/4), (D.23)
f4(x, y) = yaF (a + c+ 2Dx,a + b+Dx,a + 1+ 2Dx,y)ϕ
(
xy2
)
, (D.24)
where
ϕ(z)=
∑ (a + c,2n)(a + b,n)
(a + 1,2n)n!
(
− z
4
)n
= 3F2
(
a + c
2
,
a + c+ 1
2
, a + b, a + 1
2
,
a + 2
2
,− z
4
)
,
f4(x, y)= ya
∑ (a + c,2n+m)(a + b,n)
(a + 1,2n+m)m!n! y
m
(
−xy
2
4
)n
.
This is a Horn hypergeometric series of order 3
S2(X,Y )=
∑ (a + c,2n+m)(a + b,n)
(a + 1,2n+m)m!n! X
mYn.
Here Φ(m,n)= 0, Ψ (m,n)= 1 and the series S2 converge for |X|< 1.
The factorization of f4 leads to
f4(x, y) = ya (a + 1)
(a + c)(1− c)
1∫
0
ta+c−1(1− t)−c(1− yt)−a−b
×
(
4
t2xy2
4(1− yt)
)−a−b
dt .
D.7. System H7(a, b, c, d), γ1 = 0, γ2 =−2
The Horn function H7 is
H7(, b, c, d,X,Y )=
∑ (a,2m− n)(b,n)(c, n)
(d,m)m!n! X
mYn,
f1(x, y) = F
(
a
2
− Dy
2
,
a + 1
2
− Dy
2
, d, x
)
F(b, c,1− a, y)
= F(b, c,1− a − 2Dx,y)F
(
a
2
,
a + 1
2
, d, x
)
= H7(a, b, c, d, x/4,−y)
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= (1− a)
(c)(1 − a − c)
1∫
0
tc−1(1− t)−a−c(1− yt)−b
× F
(
a + c
2
,
a + c+ 1
2
, d,
x
(1− t)2
)
dt (D.25)
(this integral representations obtained using the second factorization of f1),
f2(x, y) = F(b, c,1− a − 2Dx,y)x1−dF
(
a + 2− d
2
,
a + 3− d
2
,2− d, x
)
= x1−dF
(
a
2
+ 1− d − Dy
2
,
a + 3− d
2
− Dy
2
,2− d, x
)
× F(b, c,2d − 1− a, y)
= x1−dH7(a + 2− d, b, c,2− d, x/4,−y), (D.26)
f3(x, y) = yaF (a + b+ 2Dx,a + c+ 2Dx,a + 1+ 2Dx,y)ϕ
(
xy2
)
, (D.27)
where
ϕ(z) =
∑ (a + b,2n)(a+ c,2n)
(a + 1,2n)(d,n)n!
(
x
4
)n
= 4F3
(
a + b
2
,
a + b+ 1
2
,
a + c
2
,
a + c+ 1
2
,
a + 1
2
,
a + 2
2
, d, x
)
.
Then
f3(x, y)= ya
∑ (a + b,2n+m)(a + c,2n+m)
(a + 1,2n+m)(d,n)m!n! y
m
(
xy2
4
)n
.
We consider the Horn’s series
S4(X,Y )=
∑ (a + b,2n+m)(a + c,2n+m)
(a + 1,2n+m)(d,n)m!n! X
mYn.
This is a Horn’s hypergeometric series of order 4 with
Φ(m,n)= 2n+m
m
, Ψ (m,n)= (2n+m)
2
n2
.
The domain of convergence is contained in
|X|< 1, |Y |< 1
4
bounded by the curve
|X| = 1
2u+ 1 , |Y | =
u2
(2u+ 1)2 (u 0).
We have
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f3(x, y) = ya (a + 1)
(a + c)(1− c)
1∫
0
ta+c−1(1− t)−c(1− yt)−a−c
× F
(
a + b
2
,
a + b+ 1
2
, d,
xy2t2
(1− yt)2
)
dt,
f4(x, y) = yaF (a + b+ 2Dx,a + c+ 2Dx,a + 1+ 2Dx,y)ϕ
(
xy2
)
, (D.28)
where
ϕ(z) = z1−d
∑ (a + b+ 2− 2d,2n)(a + c+ 2− 2d,2n)
(a + 3− 2d,2n)(2− d,n)n!
(
z
4
)n
= z1−d4F3
(
a + b+ 2− 2d
2
,
a + b+ 3− 2d
2
,
a + c+ 2− 2d
2
,
a + c+ 3− 2d
2
,
a + 3− 2d
2
,
a + 4− 2d
2
,2− d, z
)
.
Then
f4(x, y) = ya
(
xy2
)1−d
×
∑ (a + b+ 2− 2d,2n+m)(a + c+ 2− 2d,2n+m)
(a + 3− 2d,2n+m)(2− d,n)m!n! y
m
(
xy2
4
)n
= ya(xy2)1−d (a + 1)
(a + b)(1− b)
1∫
0
ta+b−1(1− t)−b(1− yt)−a−c
× F
(
a + c+ 2− 2d
2
,
a + c+ 3− 2d
2
,2− d, xy
2t2
(1− yt)2
)
dt
and f4 is essentially of the same type as f3.
D.8. Conclusion
Apart of the system H3, a basis of solutions is given by trivial monodromy factors
multiplied by series convergent in a whole neighborhood of 0. The system H3 has
solutions which are given by trivial monodromy factors multiplied by series convergent
in a neighborhood of 0 or in cones like |x|<p, |y/x|<p or |y|<p, |x/y|<p.
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