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Abstract
This paper introduces a numerically-stable multiscale scheme to eﬃciently generate probabilistic
hazard maps for volcanic ash transport using models of transport, dispersion and wind. The
scheme relies on graph-based algorithms and low-rank approximations of the adjacency matrix
of the graph. This procedure involves representing both the parameter space and physical
space by a weighted graph. A combination of clustering and low rank approximation is then
used to create a good approximation of the original graph. By performing a multiscale data
sampling, a well-conditioned basis of a low rank Gaussian kernel matrix, is identiﬁed and used
for out-of-sample extensions used in generating the hazard maps.
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1 Introduction
Volcanic eruptions can produce a wide range of hazards. Although phenomena such as pyro-
clastic ﬂows and surges, sector collapses, lahars and ballistic blocks are the most destructive
and dangerous, volcanic ash is by far the most widely distributed eruption product. Over the
past 25 years, the threat to aviation from airborne volcanic ash has been widely recognized and
documented.Eruption columns rise quickly from their source vents at velocities of 5 to >180
m/s and can be energetic enough to reach cruise altitudes of jet aircraft and beyond, to 45 km.
During volcanic eruptions, volcanic ash transport and dispersion models (VATDs) are used to
forecast the location and movement of ash clouds over hours to days in order to deﬁne hazards
to aircraft and to communities downwind. However, the uncertainty associated with the out-
comes of these models and the lack of timely mechanisms for reﬁning forecasts with observation
in a timely manner are current challenges. The primary mechanism for communicating this
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uncertainty is a hazard map. A hazard map is a predictive map for a region which provides
a probabilistic measure of a hazard (e.g. ash cloud reaching certain concentration or height
that can be considered hazardous/critical). There are numerous ways to create a volcanic
hazard map based on ash transport and dispersion modeling. Several approximate techniques
are commonly used to approximate the state pdf evolution [2], the most popular being Monte
Carlo (MC) methods [18], Gaussian closure [23], and Stochastic Averaging [26, 25]. In addi-
tion, a Gaussian Process approach to solve nonlinear stochastic diﬀerential equations has been
proposed in [3]. All of these algorithms except MC methods are suitable only for linear or
moderately nonlinear systems and the eﬀect of higher order terms can lead to signiﬁcant errors.
Uncertainty quantiﬁcation using a Monte Carlo approach for generating such hazard maps will
require at least O(103−106) such simulations. The computational diﬃculties include managing
and accessing select entities from the large data (from simulations) and of processing it using
compute intensive operations.
In this paper, we introduce a numerically-stable multiscale scheme to generate probabilistic
hazard maps. The scheme relies on graph-based algorithms and low-rank approximations of the
entire adjacency matrix of the graph. This procedure involves representing both the parameter
space and physical space by a weighted graph. A combination of clustering and low rank
approximation provides a good approximation of the original graph. By performing a multiscale
data sampling, we identify a well-conditioned basis of a low rank Gaussian kernel matrix, which
is used for out-of-sample extension. The procedure is computationally inexpensive compared to
MC, and is accurate when out-of-sample extension is performed at re-sample points at higher
resolution.
Implicitly we have addressed the problem of emulator (surrogate of expensive computer
simulation) construction by developing novel strategies for dealing with large scale data from
computationally expensive simulations, using a combination of eﬃcient sparse representations
of such simulation “data” using multilevel methodology. This framework works best when: a).
we deal with large datasets (frequently data at high temporal and spatial resolution), b) the
datasets contains many redundancies that add little important information beyond that of the
primary data, and, c) the input is too large to ﬁt in core memory - the cost of transferring
the data to and from slow memory typically dominates the cost of performing the analysis.
Such an analysis is much needed in complex environments, and provides Operational Decision
Support using a Dynamic Data Driven Application System (DDDAS) paradigm [31, 38]. To
capture the possibility of a wide range of uncertainty in numerical model response, a large set of
geostatistical model realizations needs to be processed. We couple three numerical tools for this
analysis. The ﬁrst is the Weather Research and Forecasting (WRF) model used to forecast wind
speed. The second tool is a volcanic eruption column model, bent, employed to incorporate
volcano observations and then provide initial conditions for a volcanic ash cloud transport and
dispersal (VATD) model. The third tool is a VATD model, PUFF, used to propagate ash parcels
in the wind ﬁeld. PUFF output is a record of ash concentrations in space and time, and we
have used this information to estimate the probability of the presence of ash in the atmosphere
above the Earth’s surface. Because of the separate spatial scales and physics, eruption column
(volcanic plume) models have generally been developed separately from VATD models. One
such eruption column model, bent solves a cross-sectionally averaged system of equations for
continuity, momentum and energy balance. It takes a size distribution of pyroclasts, then
outputs the height distribution of the clasts in the atmosphere [8]. In producing its eruption
outputs, bent accounts for atmospheric (wind, temperature, pressure, etc.) conditions as given
by atmospheric sounding or NWP data. It has been tested against plume rise height data, and
against dispersal data [10]. Details of the volcanic source parameters along with assumptions
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and probability distributions used are presented in [9, 28]. bent simulations output a volume
into which particles are placed in the atmosphere around the volcano. These are released into
the WRF gridded wind ﬁeld, and their movement is calculated via the VATD model PUFF.
2 Multiscale Hazard Map
Any simulator/ numerical model will naturally require values for input parameters. If the
input values for a future event of interest were known exactly, then a hazard map could be
generated from a single simulation evaluated at those inputs. Since we lack perfect knowledge
of the future, it is necessary to examine ﬂow behavior over a range of inputs. While there
are some sampling methods, such as the ones described above, there are far too expensive
(resulting in a large number of samples) or to complex to use to create a feasible hazard
map. The solution we came up to this problem can be summarized as: STEP 1) Running a
relatively small number of simulations (a few hundred to a few thousand) followed by; STEP 2)
Representing both the sample points and ash concentration at a certain hight over a speciﬁed
parcel as a weighted graph; STEP 3) Identifying representative points in both parameter and
physical space by performing a multiscale sampling (using a randomized projection to obtain
a low-rank approximation of the weighted graph adjacency matrix); STEP 4) Performing out-
of-sample extension at a relatively larger number of resample points (a few hundred to a few
thousand) in the parameter space which acts as a fast surrogate for the expensive simulator
STEP 5) Creating realizations (interpolation in the physical space) are created at the same or
ﬁner resolution STEP 6) Generating the hazard map from the fast surrogate.
Although this paper employs the PUFF model, any other numerical model can be used with
the appropriately adapted graph representation. The output of the model provides us informa-
tion of the ash cloud, such as absolute airborne concentration, absolute fallout concentration
etc at every 6h forecast and every 2000 m pressure levels. In this study we apply our frame-
work for the Eyjafjallajo¨kull eruption from 14–18 April, 2010, being interested in generating a
hazard map which will provide information regarding the probability of having ash (absolute
airborne concentration > 0) on April 16 12 UTC (36 h forecast) at 2000 m. The framework
introduced here provides an approach for developing maps for many hazard scenarios, at a low
computational cost.
Schemes that rapidly extract information from large datasets often make use of low-rank
approximations of large, sparse data structures such as matrices or tensors. These decom-
positions usually involve the computation of eigenvectors or singular vectors. Fast, scalable
approximation to such vectors is important for the underlying scheme to be practical. Multi-
level - multiscale hierarchies formed on coarse versions of the original graphs often allow rapid
calculation of low-rank approximations. We propose therefore to combine the ideas of multilevel
models to rapidly extract low rank approximations.
We build this approach using graph-based algorithms and low-rank approximations of the
adjacency matrix to obtain representative data points in the space of interest. Dimension-
ality reduction of this type occupies a central position in many ﬁelds, such as information
theory, where it is related to compression and coding, statistics, as well as machine learning
and sampling theory [15, 7, 21]. The goal is to change the representation of data sets into a low-
dimensional description using only a small number of free parameters. The new representation
needs to describe the data in a faithful manner, preserving some quantities of interest. Analo-
gous to the problem of dimensionality reduction is that of ﬁnding meaningful structures in data
sets. The goal here is to extract relevant features from the data in order to gain insight and un-
derstanding of the phenomena that generated the data. In order to achieve either of these two
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goals, numerous data mining and machine learning techniques rely on graph-based algorithms
[12, 21, 20, 34, 30]. In terms of data structures, graphs oﬀer an advantageous compromise
between their simplicity and interpretability while maintaining their ability to represent com-
plex relationships between data points. A general approach for solving these large-scale graph
problems is through multilevel algorithms. This approach generally involves coarsening the
problem, extracting from it a sequence of progressively coarser levels (smaller, hence simpler,
related problems). Weighted graphs are usually employed to represent a notion of geometry
based on the local similarity or interactions between data points. In many situations, each data
sample is represented by a collection of numerical attributes. The condition for two nodes to
be connected is based on the proximity of the corresponding data point in the feature space
[33, 1].
Assembling data points according to local similarities to obtain reliable scale-dependent
global properties implies using algorithms for ﬁnding salient, coherent regions that display
similar features [11, 22, 27]. Computationally, it is useful to think of segmentation within the
framework of cuts in graph theory [17, 24]. Minimizing a normalized cut measure as proposed
by [36] is computationally prohibitive, with a cost that increases exponentially with graph size
[19]. Approximations to the optimal cut can be obtained using spectral methods, with the
most eﬃcient approximation having a computational cost proportional to n3/2, where n is the
number of data points [35]
Multilevel algorithms have become a popular approach for graph coarsening [24, 35]This
class of algorithms recursively reduces the size of the graph (coarsens the graph) by collapsing
vertices and edges, partitions the smallest one and then reﬁnes it to construct partitions of all
subsequent larger graphs until a partition for the original graph is obtained. The coarsening
process is based on matching nodes according to heuristics (e.g., heavy edge matching). The
matched nodes are merged to create a new multinode with a volume equal to their sum. Simi-
larly, the edges connecting multinodes are the sum of the edges incident on the corresponding
matched nodes. The coarsest level (smallest graph) is then partitioned by various heuristics.
During the uncoarsening (interpolation) process, the matched nodes are simply separated and
each gets the partition of its multinode.
Coarsening a graph into a hierarchy with optimal complexity that is still rich enough to
approximate desired features, within the provided tolerance of the original graph, is diﬃcult
[16]. For solving this problem we make use of the graph Laplacian [37, 13, 4], which gives rise
to symmetric semi-deﬁnite M -matrices and multilevel methods as Algebraic Multigrid (AMG)
are then natural candidates for the coarsening. The aim is thus to construct a coarse version
of the graph Laplacian operator using a multilevel hierarchy of graphs. In many situations,
having a coarse (i.e., reduced dimension) model that maintains some inherent features of the
original large-scale graph and respective graph Laplacian oﬀers potential to develop eﬃcient
algorithms to analyze the underlying network modeled by this large-scale graph [32, 39]. If many
realizations are processed through the same numerical model, a probability distribution of the
response can be constructed and serve as a model of uncertainty. Even though this Monte Carlo
simulation framework appears general and straightforward, several challenges make it diﬃcult
to apply. First, the set of realizations may be generated by varying several key parameters
impacting spatial variation. Applying a single geostatistical algorithm with a ﬁxed parameter
often does not cover a wide enough space of uncertainty. However, by jointly varying the
generating algorithm itself, one may need to create several hundred or thousand of realizations
to capture the possible space of uncertainty adequately. Second, the numerical model might
be computationally expensive to evaluate. Many functions are either ﬁnite diﬀerence or ﬁnite
element codes that may require some form of iterative optimization, which may take several
Forecasting Volcanic Plume Hazards With Fast UQ Stefanescu, Patra, Bursik, Pitman
1616
CPU hours if the grid underlying the realizations contains a large (105,106) number of cells. It is
therefore impractical, in most cases, to process several hundred or thousand realizations. Thus,
we need a cheaper surrogate that builds oﬀ the limited realizations of the full model. The coarse
representation, if combined with a suitable interpolatory process to approximate the value of
the expensive model, provides a suitable process. We propose a coarsening process coupled
to an out of sample extension methodology developed in [15, 7, 29, 6]. This combination, as
a surrogate of the expensive model, is a major outcome of the work reported here. In ﬁnal
construction of an easy to evaluate model that represents the complex underlying model is
related to the ideas of Wiener Chaos and newer polynomial chaos [40] and Gaussian process
models [5].
In this work we introduce a multi-resolution scheme for an emulator construction on a
high-dimensional parameter space. The proposed scheme overcomes some limitations of the
parameter selection in the classic Bayesian emulator[5], which always involves repeated inver-
sion of error “correlation matrix”, R. The requirement of matrix inversion restricts emulators
to small amounts of data mostly because for “large” N : R is poorly conditioned and cost of
inverting matrix is O(N3) operations. Our scheme is based on mutual distances between data
points and on a continuous extension of Gaussian functions. It uses a coarse-to-ﬁne hierarchy
of the multi-resolution decomposition of a Gaussian kernel. It generates a sequence of approx-
imations at the given function on the data, as well as their extensions to any newly-arrived
data point. The subsampling is done by interpolative decomposition of the associated Gaussian
kernel matrix in each scale in the hierarchical procedure. In this way a well-conditioned basis
is identiﬁed and used in the extension/ extrapolation process.
Typical usage involves evaluating the fast surrogate at hundreds of thousands or millions
of re-sample input points. The number of samples needed to generate the fast surrogate are
exponential in the number of dimensions. This eﬀectively limits its application to when there are
three or fewer uncertain dimensions. This implies that we need to change the representation of
the 2048 data sets, into a low-dimensional that describe the data in a faithful manner. In order to
achieve this goal, we use a technique that relies on graph-based algorithms. Weighted graphs are
employed to represent the “geometry” based on the local similarity or interaction between the
data points. Since each of the data sample is represented by a collection of numerical attributes,
the condition of two nodes to be connected is based on the proximity of the corresponding data
points in the feature space.
Many dimensionality reduction methods involve a spectral decomposition of large matrices,
whose dimensions are proportional to the size of the data, has high computational cost. The
n observations f1, f2, . . . , f3 are considered the data points. When the covariance of the data
points is unknown, an artiﬁcial function has to be chose. A Gaussian covariance is a popular
choice:
g(x, x
′) = exp(− ‖ x− x′ ‖2 /) (1)
where ‖ · · · ‖ constitutes a metric on the space (Euclidean distance in our case). The corre-
sponding covariance (aﬃnities) is
(G) = g(xi, xj), i, j = 1, 2, . . . , n. (2)
The combination of clustering and low rank approximation gives a better approximation of
the original graph. A standard low rank computation is likely to only extract information
from the largest or a few dominant clusters. The Nystro¨m method, vastly used for out-of-
sample extension has three signiﬁcant disadvantages: (a) Diagonalization of G costs O(n3)
operations; (b) G may be ill-conditioned due to fast decay of its spectrum, and (c) it is unclear
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how to choose the length parameter  since the output is sensitive to the choice of . To
overcome these limitations a multiscale approach is used: a sequence of Gaussian kernel matrices
Gs, s = 0, 1, . . . , whose entries are (G) = g(xi, xj), where s is a positive monotonic decreasing
function of s, which tends to zero as the scale parameter s tends to inﬁnity (i.e. s = 2
−s,
s = 0, 1, . . . .).
By the application of a randomized interpolative decomposition(ID) to Gs, a well-
conditioned basis is identiﬁed for it numerical range. In each scale f is decomposed into a
sum of its projections on this basis and it is extended as f¯∗ = G∗G−1f . In addition, selection
of the proper columns in Gs is equivalent to data sampling of the associated data points.
The method requires no grid. It automatically generates a sequence of adaptive grids ac-
cording to the data distribution. It is based on the mutual distances between the data points
and on a continuous extension of Gaussian functions. In addition, most of the costly computa-
tions are done just once during the process, independently of the number of the extended data
points since they depend only in the data and on the given function.
3 Application and Results
Our goal is to produce a map showing the probability of absolute airborne concentration
(mg/m3) > 0 on April 16 1200 UTC, at 2000 m at each location in the parcel, from a col-
lection of simulator runs whose parameters are drawn from a distribution that represents a
volcanologist’s best guess of the range of possible scenarios. We consider the study case for Ey-
jafjallajo¨kull eruption on 14–18 April, 2010, for which ranges of the vent radius and vent velocity
are available. For a good match of the ash volume range, the vent radius values were uniformly
distributed between 65 and 150 m, while the vent velocity followed the same distribution with
values between 45 and 124 m/s [9].
The 2-dimensional input parameter space is sampled using a simple space ﬁlling design like
Latin Hypercube Sampling (LHS) to obtain 128 sets of input. Simulations are performed at
each sample point using the PUFF model to generate a map of absolute airborne concentration,
absair(x) as function of position. In our approach, we ﬁrst identify in the physical space the
representative points (location in the parcel) for which we need to do out-of-sample extension
of the absolute airborne concentration. Using the weighted graph approach, we generate an
adjacency matrix as deﬁned in where xi and xj represent the absolute airborne concentration
at location i and j, respectively. By applying algorithm listed above we identify representative
data points at diﬀerent scales: s = 0, 1 and 1.5. Out-of-sample extension will be performed
at the same resolution (1◦latitude by 1◦longitude grid) as the original output. This allows
us to evaluate the performance of the out-of-sample extension (interpolation in this case) by
calculating the Root Mean Square Error (RMSE) (scaled). Based on the results presented in
Figure 1, we’ve decided that 55 points out of 274 (corresponding to s = 1) to be the chosen
data points in the physical space for which we will perform evaluation in the parameter space.
In Figure 2 is shown the absolute airborne concentration at two diﬀerent location on the
parcel as a function of the two parameters (the red dots are the LHS sample). It can be observed
that the absolute airborne concentration has not only very small values, but the majority of
the LHS sample give an absolute airborne concentration equal to 0. In many situations these
ﬁndings would create a lot of computational challenges in order to obtain an out-of-sample
extension at re-sample points in the parameter space. Using a similar approach as for the
physical space, we deﬁne the adjacency matrix whose entries are deﬁned by: f(xi, xj) =
exp(−‖xi−xj‖2/s). Here, xi and xj ∈ [65 150]× [45 124], as given by the range of vent radius
and vent velocity. This will results in a 39 representative points out of 128 LHS samples which
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(a) (b)
(c) (d)
Figure 1: Representative points of absolute airborne concentration (mg/m3) out of 274 data
points in the physical space at April 16 1200 UTC level 2000 m. The adjacency matrix of
physical space graph was deﬁned using s = 2
(−s) a) For s = 1 there are 55 representative
points b) Interpolation RMSE = 0.027 c) For s = 1 there are 109 representative points d)
Interpolation RMSE = 0.013
are used in the out-of sample extension at a larger number of re-sample points ( red dots in
Fig. 2).
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Figure 2: Absolute airborne concentration (mg/m3) at a given location as a function of vent
velocity and vent radius. Blue dots are LHS samples and red dots are re-samples data points
Now for each re-sample point in parameter space we can generate a map showing absolute
airborne concentration and for each grid point ﬁnd the fraction of re-sample points with absolute
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(a) MC 3500 sample runs (b) PCQ 255 sample runs
(c) Multiscale 128 sample runs and 50
re-samples
(d) Multiscale 128 sample runs and 200
re-samples
Figure 3: Probability of having absolute airborne concentration (mg/m3) > 0
airborne concentration > 0. The probability map resulted is shown in Figure 3 (c, d). Our
scheme is compared to MC when 3500 realizations of the parameter space are used and PCQ
with 255 samples in the parameter space. Both methods are in detailed explained by Dalbey et
al. [14]. Performing a qualitative analysis of the methods used, it can be seen that our approach
gives comparable results with MC and PCQ with much smaller number of evaluations of both
simulator and emulator.
4 Conclusions
We introduce a multiscale scheme to generate eﬃciently probabilistic hazard maps. Typical
usage involves evaluating a fast surrogate at hundreds of thousands or millions of re-sample
input points. Our scheme relies on graph-based algorithms. Weighted graphs are employed
to represent the “geometry” based on the local similarity or interaction between the data
points. Since each of the data sample is represented by a collection of numerical attributes, the
condition of two nodes to be connected is based on the proximity of the corresponding data
points in the feature space. We also introduced a stochastic algorithm for computing a low
rank approximation of the entire adjacency matrix of the graph. By performing a multiscale
data sampling we identify a well-conditioned basis of a low rank Gaussian kernel matrix, which
is used for out-of-sample extension.
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