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This paper deals with the robust S-regularity of an uncertain linear
matrix pencil Eλ−A and its applicability to the analysis of uncertain
linear descriptor models of the form Ex˙ = Ax (for the continuous
case) or Exk+1 = Axk (for the discrete case). LMI (Linear Matrix
Inequality)-based conditions for the robustS-regularity ofEλ−A are
established when both A and E are affected by LFT (Linear Fractional
Transform)-baseduncertainties. Theseconditions, thoughsufﬁcient,
are also necessary in numerous cases of practical interest. Moreover,
the relevanceof the conditions for the analysis of theD-admissibility
of descriptor models (D-stability and impulse freeness or causality)
is also discussed.
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1. Introduction
Systems of the form Ex˙ = Ax (or Exk+1 = Axk for the discrete case), that are called singular
[7], descriptor [21], generalized [38], or implicit systems [24], are of great interest to model many prac-
tical devices. They can describe interconnections of subsystems [31], electrical networks [8], robots
and more generally mechanical structures [27], or can even be seen as approximations of singularly
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perturbed systems [16]. For conciseness, rather than to quote many references, we urge the interested
reader to examine [38,7,17] and some references therein.
As for conventional models for which E = I (or at least E is nonsingular), the D-stability, i.e., the
clustering of the ﬁnite generalized eigenvalues of Eλ − A in some region D of the complex plane, is of
high importance in order to analyze the transient behavior of the system, particularly to assess asymp-
totic stability. Note that in the singular case,D-stability guarantees the well-posedness (existence of a
unique solution to the generalized state-space equation) [30]. Another propertywhich has to hold, also
inducing well-posedness, is impulse freeness (meaning that the inﬁnite eigenvalues of the pencil in-
duce no impulsive terms in the response of the associatedwell-posed descriptormodel evenwhen the
control signals are not smooth [7]. Note that the discrete counterpart of impulse freeness is causality).
When the impulse-freeness and the D-stability hold together, the model is said to be D-admissible.
It is important to derive simple tools that allow the designer to test whether an exactly known
implicit model is D-admissible. For admissibility test, a big focus has been put on the generalized
Lyapunov equations [17,35,13]. Though very interesting [37], some of these approaches require the
systems to be transformed into equivalent forms such as the Kronecker–Weierstrass form [30], which
is not desirable in an uncertain context. Indeed, those kinds of transformations [30,38] have surely
proved to be very useful for the understanding of the various properties of descriptor models and can
also be used for design purpose. However, in the presence of uncertainties, it becomes very difﬁcult to
exploit such transformations because the equivalence is not preserved over the uncertainty domain.
For this reason, the use of strict LMI (Linear Matrix Inequalities [5]) might be preferred to extended
Lyapunov equations. In that sense, the ﬁrst steps were perhaps made in [36,6,23]. The advantage of
LMI is also that they can easily enable the extension of the results to various clustering regions D.
Many contributions deal with robust analysis or robust control of descriptor models [19], partic-
ularly through (unfortunately not necessarily strict) LMI approach: see [39,40], the seminal work of
Masubuchi ([25,26] and the references therein), and many others. But very few really consider uncer-
tainty on E. Let us quote [20] where A is however precisely known or [18] for interval matrices. But the
best insights can perhaps be found in [15,29].
In this paper, we make an extensive use of the notion of S-regularity (originally termed
∂D-regularity [1,2]) and of some versions of the so-called S-procedure. The S-procedure in its lossless
version is due to [41], including a large amount of preceding work by the same author as highlighted
in [11], but [5,32,33,14] can be consulted for “modern” versions, corollaries or extensions which are
more appropriate to the present purpose. S-Regularity and S-procedure might enable the derivation
of strict LMI (sufﬁcient) conditions for theD-admissibility of a descriptor model subject to LFT (Linear
Fractional Transform)-based uncertainties on both matrices A and E. Our purpose is to propose an
analytical tool, useful at once, as simple as possible, that can be a basis for many other future works.
The paper is organized as follows. The next section is dedicated to the mathematical problem
statement, including basic deﬁnitions, the description of the uncertain linear matrix pencil with its
LFT-based uncertainties, the formulation of the considered regions, important theorems to be used
and the actual condition to be relaxed under the form of an LMI program. Section 3 is devoted to the
presentation of this LMI sufﬁcient conditionwhich iswidely commented. This is themain contribution
of the article. In Section 4, a crucial discussion is led about descriptor systems and their properties
(well-posedness, impulse freenees or causality) in order to analyze our conditions through the lens
of those fundamental properties. The technique is numerically illustrated on an example in Section 5
before to conclude in Section 6.
Notations: The matrix M′ is the conjugate transpose of M (only conjugate for scalars). The scalar
||M||2 is the 2-norm of matrixM induced by Euclidean vector norm, i.e., its maximum singular value.
The matrices I and 0 are identity and zero matrices of appropriate dimensions, respectively. In matrix
inequalities, <0, >0, 0 and 0 must be understood in the sense of Löwner (sign deﬁniteness or
semideﬁniteness ofmatrices). The setHn is the set ofHermitianmatrices of dimensionn andH+n ⊂ Hn
is the subset corresponding to positive deﬁnite matrices. The complex scalar i is the imaginary unit
and ⊗ denotes the matrix Kronecker product. M⊥ is a matrix the columns of which span the right
null-space of M. The inertia of M ∈ Hn is denoted by In(M) = [n+ n− n0], where n+, n− and n0 are
the number of positive, negative and zero eigenvalues, respectively. The set A\B is obtained from A
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by removing the elements of B. The expressionM ≮ 0means that Hermitian matrixM is not negative
deﬁnite. The following Redheffer-like matrix product is deﬁned:
.
⎡
⎢⎢⎢⎣
A B
C D
E F
⎤
⎥⎥⎥⎦ = D + C(E − A)−1(B − F),
with compatible dimensions ofmatricesA,B,C,D, E and F . At last, the extended complex planeC∪{∞}
is denoted by Cˆ.
2. Preliminaries and problem statement
2.1. Basic definitions
In this section, variousdeﬁnitionsandproperties formatrixpencils areproposed. Thederivations
in the paper are performed onmatrix pencils. The connection with the descriptor models are made in
Section 4.
Definition 1. Let Eλ− A be a linear matrix pencil where {A; E} ∈ {Cn×n}2 and rank(E) = r  n. The
generalized spectrum of the pencil Eλ − A is denoted by λ(A, E) and deﬁned by
λ(A, E) =
{
λ = α
β
∈ Cˆ, α ∈ C, β ∈ C : det(Eα − Aβ) = 0
}
, (1)
and the elements of λ(A, E) are referred as the generalized eigenvalues of Eλ−A. Moreover r is called
the generalized order of Eλ − A.
The previous deﬁnition corresponds to the habits in the literature dedicated to descriptor models.
The solutions to det(Eα − Aβ) = 0 can be such that β = 0. Thus, λ can be inﬁnite. To take this usual
possibility into account, λ is assumed to belong to Cˆ instead of C so that the generalized eigenvalues
can correspond to the ideal point {∞} (i.e., they can be inﬁnite).
Definition 2. Let Eλ−A, where {A; E} ∈ {Cn×n}2, be a linearmatrix pencil of generalized order r and
let its generalized spectrum λ(A, E) contain p ﬁnite generalized eigenvalues λj of respective algebraic
multiplicity aj , j = 1, . . . , p. The degree of Eλ − A is deﬁned by
f = deg(det(Eλ − A)) =
p∑
j=1
aj  r. (2)
Definition 3 (inspired from the notion of matrix ∂D-regularity introduced in [1]). Let Eλ − A be a linear
matrix pencil where {A; E} ∈ {Cn×n}2. Also let S be any subset of the complex plane. The pencil Eλ−A
is said to be
• S-regular if λ(A, E) ∩ S = ∅,
• S-singular otherwise.
Definition 4. Let Eλ − A be a linear matrix pencil where {A; E} ∈ {Cn×n}2. The pencil Eλ − A is said
to be
• regular if there exists S = ∅ such that Eλ − A is S-regular,
• singular otherwise.
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It can be noted that Deﬁnition 4 is completely coherent with the usual deﬁnition of the regularity of
a pencil but the present formulation makes it possible to subsume it to a more general framework. It
will be revealed as very useful in the sequel.
2.2. Formulation of the uncertain pencil
In our reasonings, thematrices E and A involved in the expression Eλ−A are actually uncertain.
To describe this uncertain pencil, let the following matrices be given:
A =
⎡
⎢⎢⎢⎢⎣
AA BA
CA DA
EA FA
⎤
⎥⎥⎥⎥⎦ , E =
⎡
⎢⎢⎢⎢⎣
AE BE
CE DE
EE FE
⎤
⎥⎥⎥⎥⎦ . (3)
The uncertain pencil complies with⎧⎨
⎩ A ∈ UA, UA = {A.A : A ∈ A},E ∈ UE, UE = {E.E : E ∈ E}, (4)
with the uncertainty sets deﬁned by⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
A =
⎧⎪⎨
⎪⎩A ∈ CqA×rA :
⎡
⎣A
I
⎤
⎦′ A
⎡
⎣A
I
⎤
⎦  0
⎫⎪⎬
⎪⎭ ,
E =
⎧⎪⎨
⎪⎩E ∈ CqE×rE :
⎡
⎣E
I
⎤
⎦′ E
⎡
⎣E
I
⎤
⎦  0
⎫⎪⎬
⎪⎭ ,
(5)
where A ∈ HqA+rA and E ∈ HqE+rE .
At last, the global uncertainty  is deﬁned as
 = {A;E} ∈  = A ×E. (6)
The structure of the uncertain matrices A and E can be referred as lower generalized LFT (Linear
Fractional Transform)-based uncertainty. It is a slight extension of the generalized (or descriptor)
representation proposed in [12] and is rather similar to the structure proposed in [29] which would
correspond to the upper generalized LFT. However, unlike in [29], the uncertainties on A and E are
completely independent of each other. The conventional lower LFT structure is the special case where
EA = I; FA = 0; EE = I; FE = 0. (7)
Formulation (4) and (5) is therefore very general. Nevertheless, we shall reduce such a generality by
introducing additional constraints as follows.
Assumption 1. The uncertainty domain is assumed to be implicitly well posed, i.e.:
(i) det(EA − AAA) = 0 and det(EE − EAE) = 0 over;
(ii) rank(E) = r  n ∀E ∈ UE.
(iii) ∃• = {•A;•E} ∈  |(•E.E)λ − (•A.A) = DEλ − DA. (8)
Assumption (i) is the classic well-posedness of LFT forms. Assumption (ii) is the only new concept
and justiﬁes the adverb “implicitly”. It will appear crucial for impulse freeness (or causality) but it
is actually a mild assumption in practice. The generalized order r is a value that is inherent to the
structure of a given singular system and this structure is unlikely to bemodiﬁed in the presence of the
uncertainty. Assumption (iii) also seems to be a drastic constraint on the set of uncertain pencils but
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even for the classic lower LFT induced by choice (7), it might be supposed that such a nominal instance
• exists. Thus, even under constraint (8), the considered framework remains more general than the
classical LFT structure. The pencil DEλ − DA can be seen as a nominal pencil.
So, the classical LFT-description is subsumed to the framework (4) and (5) but the latter one can be
revealed as very useful to reduce the size of the obtained LFT. For instance, just consider the expression
A(δ) = 1 − 3δ − 2
4δ
, (9)
where 1
2
 δ  1. The well-posedness is ensured since δ = 0. The classical LFT approach could yield,
for example, the next LFT,
A(δ) =
⎡
⎢⎣ δ 0
0
1
δ
⎤
⎥⎦.
⎡
⎢⎢⎢⎣
0 1
4
0
0 0 −1
3 − 1
2
1
⎤
⎥⎥⎥⎦ , (10)
whereas a generalized lower LFT is
A(δ) = δ.
⎡
⎢⎢⎢⎣
4 3
1 1
0 2
⎤
⎥⎥⎥⎦ , (11)
which is clearly of lower dimension. The nominal instance of δ is δ• = 2
3
. Now assume that−3δ−1.
Then it is not possible to exhibit a value δ∗ from the range [−3;−1] such that A(δ∗) = 1 (the only
one that satisﬁes this equality is δ• which does not belong to this range). Thus, if the expression
(9) is kept, Assumption 1 (iii) cannot be satisﬁed. However, expression (9) can be transformed into
A(δ) = δ + 2
4δ
, (12)
leading to the generalized lower LFT
A(δ) = δ.
⎡
⎢⎢⎢⎢⎣
−4 1
1 0
0 −2
⎤
⎥⎥⎥⎥⎦ , (13)
for which δ• = −2 is a nominal instance allowing condition (8) to hold. The dimension of an LFT, i.e.,
the size of the uncertainty factor  in an LFT .M, is fundamental to reduce the computation time
when testing the conditions to be derived. In robust analysis or robust control, the smallest dimen-
sion is looked for when building an LFT [22]. In [12], the authors manage to reduce the size of an LFT
corresponding to a practical example from 75 to 14 by using a generalized form rather than a classical
one. Moreover, it is important to avoid structures in the uncertainty factor such as the one in (10).
Indeed, such complicated structures of the uncertainty factor is known to increase conservatism in the
application of a theorem to be used further (namely the so-called S-procedure). Hence the interest in
using generalized LFT arises. Besides, as a very usual special case of (5), the case where
A =
⎡
⎣−γAI 0
0 I
⎤
⎦ , E =
⎡
⎣−γEI 0
0 I
⎤
⎦ , (14)
γA > 0 and γE > 0 being scalars, deserves to be quoted because it corresponds to the case where
A and E are balls of complex matrices centered around 0 and of radii
√
γ−1A and
√
γ−1E ,
928 B. Sari et al. / Linear Algebra and its Applications 435 (2011) 923–942
respectively. In other words, matrices A and E are both norm-bounded: ||A||2 
√
γ−1A and
||E||2 
√
γ−1E .
2.3. Formulation of S
The set S is deﬁned by
S =
⎧⎪⎨
⎪⎩s ∈ Cˆ :
⎡
⎣ s
1
⎤
⎦′ R
⎡
⎣ s
1
⎤
⎦ = 0 &
⎡
⎣ s
1
⎤
⎦′ 
h
⎡
⎣ s
1
⎤
⎦  0, ∀h ∈ {1, . . . , h¯}
⎫⎪⎬
⎪⎭ , (15)
where R ∈ H2 and 
h ∈ H2, h = 1, . . . , h¯. This kind of description is borrowed from [2] following
insights proposed in [14]. Actually, S is the intersection of a region deﬁned by an equality (a line, a
circle or even the complex plane (R = 0)) with h¯ half planes, discs and/or exteriors of discs. Special
sets can be emphasized:
• Extended imaginary axis I: h¯ = 0; R =
⎡
⎣ 0 1
1 0
⎤
⎦.
• Extended real axis R: h¯ = 0; R =
⎡
⎣ 0 i
−i 0
⎤
⎦.
• Unit circle C: h¯ = 0; R =
⎡
⎣ 1 0
0 −1
⎤
⎦.
• Closed extended right half plane C¯+: h¯ = 1; R = 0; 
1 =
⎡
⎣ 0 1
1 0
⎤
⎦.
• Closed extended left half plane C¯−: h¯ = 1; R = 0; 
1 =
⎡
⎣ 0 −1
−1 0
⎤
⎦.
• Extended exterior of the unit disc D¯+: h¯ = 1; R = 0; 
1 =
⎡
⎣ 1 0
0 −1
⎤
⎦.
• Closed unit disc D¯−: h¯ = 1; R = 0; 
1 =
⎡
⎣−1 0
0 1
⎤
⎦.
Such a description encompasses the boundaries of many so-called closed EEMI-regions [4], or even
some of those regions themselves. S-Regularity can be exploited to assess D-stability (meaning that
all the ﬁnite eigenvalues lie in the set D) by deﬁning S = Cˆ\D. For example, if there are only ﬁnite
roots, Hurwitz-stability, which is the root-clustering in the open left half complex plane C−, is the
same as C¯+-regularity. In the same way, Schur-stability, which is the root-clustering in the open unit
disc D−, is the same as D¯+-regularity.
Remark 1. The extended complex plane Cˆ is considered instead of C. Indeed, Cˆ is homeomorphic to
the Riemann sphere. This is an extension to a compact set in the sense of Alexandrov. Since, moreover,
each inequality in (15) is nonstrict and thus deﬁnes a closed set, then S is compact.
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2.4. Useful theorems
In this subsection, the reader is reminded of theorems that will be revealed as very useful in the
derivation of themain result in the next section. The ﬁrst theorem is the so-called S-procedure. Such a
procedure has been introduced in [41] but here, we refer to [32,33] in which modern versions of this
theorem can be found. These versions are appropriate for robust analysis. It is even slightly specialized
and simpliﬁed for the present needs.
Theorem 1 (S-procedure [32,33]). Let the matrix  belong to Hp and let the family of subspaces
T ()⊂Cq depend continuously on the parameter  which varies in the compact set . Also let a full
rank matrix X be given. Moreover, define
X () = {x ∈ Cn : Xx ∈ T ()}. (16)
The following statement are equivalent.
(i) z′z < 0, ∀z ∈ X (), ∀ ∈ . (17)
(ii) There exists a symmetric multiplier  such that
y′y  0, ∀y ∈ T (), ∀ ∈  (18)
and
 + X′X < 0. (19)
The S-procedure is often encountered in the literature related to robust analysis and robust control.
It involves condition (17) to be tested by the inequality (19). The reason is that inequality (17) depends
on and then inﬁnitelymany inequalities have tobe satisﬁed,which is of coursenot tractable,whereas
inequality (19) does not depend on . A crucial issue is however to ﬁnd a multilplier  , solution to
(19), that also satisﬁes (18). In practice, it may happen that  satisﬁes a constraint that is stronger
than (18) in the sense that it holds for a set larger than. Therefore, the performance (17) is reached
over a set that is larger than the required set, leading to some level of conservatism. A suitable set of
multipliers is called lossless and any choice of  inside such a set leads to a nonconservative (one also
says “lossless”) application of the S-procedure, provided that is compact.
The next remark is devoted to the sets where the multipliers will be chosen in the forthcoming
proof.
Remark 2. The parameter introduced in Theorem 1will further correspond to either the pair of the
matrices {A;E} ∈ (A × E) or the matrix λIn where λ ∈ S . So it matters to deﬁne some sets of
multipliers. The setsA andE can also be deﬁned as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A =
⎧⎪⎨
⎪⎩A ∈ CqA×rA :
⎡
⎣A
I
⎤
⎦′ τAA
⎡
⎣A
I
⎤
⎦  0, ∀τA > 0
⎫⎪⎬
⎪⎭
E =
⎧⎪⎨
⎪⎩E ∈ CqE×rE :
⎡
⎣E
I
⎤
⎦′ τEE
⎡
⎣E
I
⎤
⎦  0, ∀τE > 0
⎫⎪⎬
⎪⎭ ,
(20)
These deﬁnitions are a bit more complicated than those given in (5) but it is not arbitrary. Indeed, this
alternative description of the uncertainty domains is lossless in the sense that it exactly deﬁnes the
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setsA andE (neither larger nor smaller ones). Besides, the set can similarly be deﬁned by⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
 = {A;E} ∈ CqA×rA × CqE×rE :
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
A 0
I 0
0 E
0 I
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
′
AE
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
A 0
I 0
0 E
0 I
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
 0, AE ∈ MAE
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (21)
whereMAE is the set of multipliers AE deﬁned by
MAE =
⎧⎨
⎩AE =
⎡
⎣τAA 0
0 τEE
⎤
⎦ , τA > 0, τE > 0
⎫⎬
⎭ . (22)
It means that any multiplier AE ∈ MAE enables the deﬁnition of  through the inequality in (21)
whereas any other multiplier not in the form (22) does not. This is clear from (22) thatAE is parame-
terized by the positive scalars τA and τE that will be unknown variables to be found in the condition
established in the next section.
In the same way, the set S can be described in a lossless fashion:
S =
⎧⎪⎨
⎪⎩s ∈ Cˆ :
⎡
⎣ sI
I
⎤
⎦′ λ
⎡
⎣ sI
I
⎤
⎦  0, λ ∈ Mλ
⎫⎪⎬
⎪⎭ (23)
whereMλ is the set of the multipliers λ deﬁned by
Mλ =
⎧⎨
⎩λ = R ⊗ P +
h¯∑
h=1
(
h ⊗ Qh), {P;Q1; . . . ;Qh¯} ∈ Hn ×
{
H+n
}h¯⎫⎬⎭ . (24)
Any multiplier λ =
(
R ⊗ P +∑h¯
h=1(
h ⊗ Qh)
)
enables the deﬁnition of the set S through the
inequality in (23) whereas any other multiplier not in the form (24) does not. A multiplier λ is
parameterized by matrices P and Qh, h = 1, . . . , h¯ that will be unknown variables to be found in the
condition established in the next section.
As a consequence, the multipliers AE and λ will have to be taken in the previously introduced
setsMAE andMλ (i.e.,with the appropriate structure) so that, in the coming applications of Theorem1,
condition (18) will be guaranteed by the deﬁnition of either or S .
The second important theorem is sometimes called Finsler’s Lemma since the ﬁrst version was
formulated in [9]. Here, another version inspired from [34, Theorem 2.3.10] is preferred.
Theorem 2. Let the matrix Q belong toHp and the matrixN satisfy rank(N ) < p. Then the two following
statements are equivalent.
(i) The inequality
N ′⊥QN⊥ < 0 (25)
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holds
(ii) There exists some positive scalar τ such that
Q − τN ′N < 0. (26)
2.5. Problem statement
Consider an uncertain matrix pencil Eλ − A that complies with the uncertainty deﬁned in
Section 2.2 and Assumption 1. Also let a set S be described as in Section 2.3. This work aims at ﬁnding
a strict LMI condition that guarantees that Eλ − A is robustly S-regular for any  ∈ . Robust D-
admissibility of descriptor models will then be studied through the lens of robust S-regularity of
pencils.
3. Robust S-regularity
In this section, we derive an LMI characterization for the robust S-regularity of Eλ− A. The LMI
characterization is the main contribution of this paper, which is summarized by Theorem 3. Then we
discuss the implications of the LMI characterization.
3.1. Main result
According to Deﬁnition 3, the uncertain matrix pencil Eλ− A is robustly S-regular if and only if
det(Eλ − A) = 0 ∀{λ;} ∈ S × (27)
Matrix Eλ − A can be written as
Eλ − A = λ
(
DE + CE (EE − EAE)−1 (EBE − FE)
)
−
(
DA + CA (EA − AAA)−1 (ABA − FA)
)
⇔ Eλ − A =
[
−CA λCE (λDE − DA)
]
⎡
⎢⎢⎢⎢⎢⎣
(EA − AAA)−1 (ABA − FA)
(EE − EAE)−1 (EBE − FE)
I
⎤
⎥⎥⎥⎥⎥⎦
⇔ Eλ − A = −
[
I −λI
] ⎡⎣CA 0 DA
0 CE DE
⎤
⎦
︸ ︷︷ ︸
Xλ︸ ︷︷ ︸
Nλ
⎡
⎢⎢⎢⎣
(EA − AAA)−1 (ABA − FA)
(EE − EAE)−1 (EBE − FE)
I
⎤
⎥⎥⎥⎦ (28)
Due to Assumption 1(iii), the difference (27) guarantees that the nominal instance λDE − DA is
invertible. Therefore, it can be easily checked that
Nλ⊥ =
⎡
⎢⎢⎢⎣
I 0
0 I
(λDE − DA)−1CA −λ(λDE − DA)−1CE
⎤
⎥⎥⎥⎦ . (29)
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It can also be noted that
⎡
⎢⎢⎢⎢⎣
(EA − AAA)−1 (ABA − FA)
(EE − EAE)−1 (EBE − FE)
I
⎤
⎥⎥⎥⎥⎦=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎡
⎣A 0
0 E
⎤
⎦
︸ ︷︷ ︸
AE
⎡
⎢⎢⎢⎢⎢⎢⎣
EA 0 FA
AA 0 BA
0 EE FE
0 AE BE
⎤
⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸
XAE
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⊥
= (AEXAE)⊥,
with
A =
[
I −A
]
and E =
[
I −E
]
,
which leads to
Eλ − A = −Nλ (AEXAE)⊥ .
In order to ensure that det(Eλ − A) = 0, the next inequality must be satisﬁed:
(Eλ − A)′ (−τ I) (Eλ − A)
= (Nλ (AEXAE)⊥)′ (−τ I) (Nλ (AEXAE)⊥) < 0 ∀τ > 0.
This inequality, written as
((AEXAE)⊥)′
[
(Nλ)′ (−τ I) (Nλ)
]
︸ ︷︷ ︸
AE
((AEXAE)⊥) < 0 ∀τ > 0,
is satisﬁed if (Theorem 1)
X′AEAEXAE + (Nλ)′ (−τ I) (Nλ) < 0 ∀τ > 0.
where AE ∈ MAE is an instance of the multiplier deﬁned in (22) for some positive scalars τA and τE .
At this step, using Theorem 2, we easily show that the previous condition is satisﬁed if
Nλ⊥′X′AEAEXAENλ⊥ < 0.
Now, using Theorem 1 again (or the generalized KYP lemma as formulated in [14, Theorem 3]), the
previous inequality holds if
X′AEAEXAE + X′λλXλ < 0. (30)
where Xλ is deﬁned in (28) and λ ∈ Mλ is an instance of the multiplier deﬁned in (24) for some
instances of P ∈ Hn and Qh ∈ H+n . Deﬁne
XA =
⎡
⎣EA 0 FA
AA 0 BA
⎤
⎦ and XE =
⎡
⎣0 EE FE
0 AE BE
⎤
⎦ (31)
so that
XAE =
⎡
⎣XA
XE
⎤
⎦. (32)
Eq. (30) becomes
τEX
′
EEXE + τAX′AAXA + X′λλXλ < 0. (33)
The previous derivation is summarized by the next theorem:
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Theorem 3. Let an uncertain linear matrix pencil Eλ − A with {A; E} ∈ {Cn×n}2 comply with (4)and
(5) and Assumptions 1(i) and 1(iii). Also let a set S ⊂ Cˆ be described by (15). Assume that DEλ − DA is
S-regular. Then Eλ− A is robustly S-regular against if (and only if whenA andE are compact) there
exist a matrix P ∈ Hn, matrices Qh ∈ H+n , h = 1, . . . , h¯, and additionally positive scalars τA and τE such
that
A + E + λ < 0 (34)
with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
A = τAX′AAXA, XA =
⎡
⎢⎣ EA 0 FA
AA 0 BA
⎤
⎥⎦ ,
E = τEX′EEXE, XE =
⎡
⎢⎣ 0 EE FE
0 AE BE
⎤
⎥⎦ ,
λ = X′λ
⎛
⎜⎜⎜⎜⎜⎝R ⊗ P +
h¯∑
h=1
(
h ⊗ Qh)
︸ ︷︷ ︸
λ
⎞
⎟⎟⎟⎟⎟⎠ Xλ, Xλ =
⎡
⎢⎣ CA 0 DA
0 CE DE
⎤
⎥⎦ .
(35)
Proof. Sufficiency: It holds from the previous derivation, noting that variables P, Qh, τA and τE are
clearly assumed constant (whereas they are implicitly dependent on λ, A and E). Necessity (only
ifA andE are compact): the idea is to “reverse” the reasoning. Assume that robust S-regularity is
true but that condition (34) is false. One can write
∀{τA, τE, P,Qh} ∈ {R+}2 × Hn × {H+n }h¯,
A + E + λ = X′AEAEXAE + X′λλXλ ≮ 0. (36)
Thus, for any pair {τA, τE} ∈ {R+}2, because of the compactness of S , there exists λ◦ ∈ S such that([
I −λ◦I
]
Xλ
)′
⊥
(
X′AEAEXAE
) ([
I −λ◦I
]
Xλ
)
⊥ ≮ 0, (37)
(otherwise the generalized KYP lemma or, if preferred, Theorem 1 would be erroneous). Theorem 2
leads to infer that for any pair {τA, τE} ∈ {R+}2, and for any τ > 0, there exists λ◦ ∈ S such that(
X′AEAEXAE
)
+ τN ′λ◦ (−I)Nλ◦ ≮ 0, (38)
with Nλ◦ =
([
I −λ◦I
]
Xλ
)
. The previous expression can also be written
τAX
′
AAXA + τEX′EEXE + τN ′λ◦(−I)Nλ◦︸ ︷︷ ︸
A(λ◦,τ )
≮ 0. (39)
Notice that
(AXA)⊥ =
⎡
⎢⎢⎢⎣
(EA − AAA)−1(ABA − FA) 0
0 I
I 0
⎤
⎥⎥⎥⎦ . (40)
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It can be deduced that for any τ > 0, any τE > 0, because of the compactness ofA, there exists λ
◦
and ◦A ∈ A such that
(A(
◦
A)XA)
′⊥A(λ◦, τ )(A(◦A)XA)⊥ ≮ 0, (41)
where
A(
◦
A) =
[
I −◦A
]
,
otherwise Theorem 1 would be erroneous. Besides,
XE(A(
◦
A)XA)⊥ =
⎡
⎣FE EE
BE AE
⎤
⎦
︸ ︷︷ ︸
X˜E
(42)
and
Nλ◦(A(◦A)XA)⊥ =
[
CA(EA − ◦AAA)−1(◦ABA − FA) + DA − λ◦DE −λ◦CE
]
︸ ︷︷ ︸
N ◦E
. (43)
So (41) can also be written
τEX˜
′
EEX˜E + τN ◦E ′(−I)N ◦E ≮ 0. (44)
One can easily check that
(EX˜E)⊥ =
⎡
⎣ I
(EE − EAE)−1(EBE − FE)
⎤
⎦ (45)
so, not to contradict S-procedure, because of the compactness ofE , there exists 
◦
E ∈ E such that
τ(E(
◦
E)X˜E)
′⊥N ◦E (−I)N ◦E (E(◦E)X˜E)⊥ ≮ 0 ∀τ > 0, (46)
where
E(
◦
E) =
[
I −◦E
]
.
The previous relation can also be written
−τ(E(◦E)λ◦ − A(◦A))′(E(◦E)λ◦ − A(◦A)) ≮ 0, (47)
(where E(◦E) = ◦E.E and A(◦A) = ◦A.A) which shows that there exist some λ◦ ∈ S , some
◦A ∈ A and some ◦E ∈ E such that
det(E(◦E)λ◦ − A(◦A)) = 0. (48)
This is in contradiction with the initial assumption of S-regularity. 
Remark 3. Condition (34) is a linear matrix inequality (LMI) [5]. It means that it is a matrix inequality
which is linear with respect to the unknown variables τA, τE , P and Qh, h = 1, . . . , h¯. Solving the
LMI means ﬁnding instances of these variables that satisfy the matrix inequality. The set of solutions
is actually convex. Therefore numerical methods for convex optimization, especially interior point
methods [28], can be used to solve LMIs. In addition, there are numerous toolboxes that allow to
handle LMIs, for instance [10].
Remark 4. As previouslymentioned, a usual case is the so-called norm-bounded one, i.e., whenA and
E are deﬁned through thematrices given in (14). As recalled in Section 2.2, itmeans that the uncertain
matrices satisfy the norm constraints ||A||2 
√
γ−1A and ||E||2 
√
γ−1E . The positive scalars γA
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andγE aregivenapriori. However, it is possible toﬁxonlyoneand tominimize theotherone. Indeed, as-
sumethat, for example,γE is given.Multiply (34)byτ
−1
A so that, by thechangeofvariablesτE ← τEτ−1A ,
P ← τ−1A P andQh ← τ−1A Qh, inequality (34) is recovered butwithout τA. Thus, the inequality is linear
with respect to P, Qh, h = 1, . . . , h¯, τE and γA so γA can be considered as a decision variable. Toolboxes
that solve LMIs make it possible tominimize a criterion that is linear with respect to the decision vari-
ables [5,10]. Therefore, the obtained LMI can be solvedwhileminimizing γA. Thisminimizationmeans
that the greatest ball of complexmatricesA that preserves the S-regularity is looked for. In the same
way, it is also possible to ﬁx γA and to minimize γE . From a purely formal point of view, condition (34)
with τA and τE is preferred because it highlights some kind of balance between the term related toA
and the term related to E . Nevertheless, in the examples of section 5, the minimization of γA will be
performed.
Remark 5. As highlighted in the previous theorem, the compactness of A, E and S is of high
importance since it makes condition (34) be nonconservative. Note that the usual norm-bounded case
(14) satisﬁes the compactness requirement and therefore leads to a necessary and sufﬁcient condition
(34) for Eλ − A to be robustly S-regular against balls of complex matricesA andE . So at ﬁrst sight,
this result is not conservative in the norm-bounded case. However, in practice, the plant models and
the associated uncertainties are real. This realness of the uncertainty is not taken into account. This
might sometimes lead to some conservatism.
For some examples, Theorem 3 may be of little interest if no attention is paid to the set S . Assume
that E is singular (r < n), which is the most usual case in practice, and that S is unbounded. Then,
condition (34) can simply not be satisﬁed. The reason is as follows. If E is singular then the pencil
Eλ− A has generalized eigenvalues at inﬁnity and those eigenvalues do not allow S-regularity. This is
a pity since only the location of the ﬁnite eigenvalues is usually analyzed. This problem is exactly the
one encountered in [14, Section V.B] in the study of the generalized KYP lemma in its descriptor strict
inequality version. In practice (i.e., when dealing with implicit models), a very easy way to overcome
the problem is to constrain S to be bounded (i.e., to exclude {∞}) by considering a choice of S for
which

h =
⎡
⎣−1 0
0 ω¯2
⎤
⎦ , (49)
for some h ∈ {1, . . . , h¯} and for some ω¯ possibly very large but not inﬁnite. With such a choice, S
becomes a subset of a disc C¯(ω¯) centered around the origin of C and of large radius ω¯. Therefore
it is obviously bounded. Then, the ﬁnite eigenvalues lie inside C¯(ω¯) and the inﬁnite ones outside
C¯(ω¯). Since the inﬁnite eigenvalues are outside S , the S-regularity test cannot fail because of inﬁ-
nite eigenvalues. Only ﬁnite eigenvalues are to be analyzed. Thus, introducing the choice (49) is a
way to make the test be concerned only by the ﬁnite spectrum. It will be revealed as very useful in
the next section. In the same way, another useful concept for the next section is the robust ∂ C¯(ω¯)-
regularity where ∂ C¯(ω¯) is the boundary of C¯(ω¯). This circle is a separation that is introduced between
the ﬁnite eigenvalues and the ideal point. The ∂ C¯(ω¯)-regularity can be analyzed owing to the next
corollary.
Corollary 1. Let an uncertain linear matrix pencil Eλ − A {A; E} ∈ {Cn×n}2 and (4) and (5). Let the
Assumptions 1(i) and 1(iii) hold. Also let ∂ C¯(ω¯) be the circle centered around the origin and with radius ω¯.
The pencil DE − λDA is assumed to be ∂ C¯(ω¯)-regular. Then the pencil Eλ − A is robustly ∂ C¯(ω¯)-regular
against if (and only if whenA andE are compact) there exist amatrix Y ∈ Hn and two scalar numbers
μA > 0 and μE > 0 such that
˘A + ˘E + ˘λ(ω¯) < 0 (50)
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with ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
˘A = μAXˆ′AAXˆA, XˆA =
⎡
⎣ EA 0 FA
AA 0 BA
⎤
⎦ ,
˘E = μEXˆ′EEXˆE, XˆE =
⎡
⎣ 0 EE FE
0 AE BE
⎤
⎦ ,
˘λ(ω¯) = X˜′λ
⎛
⎝
⎡
⎣ 1 0
0 −ω¯2
⎤
⎦⊗ Y
⎞
⎠ X˜λ, X˜λ =
⎡
⎣ CA 0 DA
0 CE DE
⎤
⎦ .
(51)
Proof It is just an application of Theorem 3 with P = Y , h¯ = 0, τA = μA, τE = μE and
R =
⎡
⎣ 1 0
0 −ω¯2
⎤
⎦ .  (52)
3.2. Multipliers and Lyapunov matrices
When applying the full block S-procedure or the generalized KYP lemma, the matrices τAA,
τEE orλ are sometimes calledmultipliers. Themeaning ofA andE is quite obvious since they take
part in the deﬁnition of the uncertainty domain (5). This subsection is rather devoted to themeaning of
λ, more precisely that of matrices P and Qh. Before suggesting such an interpretation, let us “reverse”
the S-procedure twice from (34). Indeed, by noting that
NA⊥ =
⎡
⎢⎢⎢⎣
(EA − AAA)−1(ABA − FA) 0
0 I
I 0
⎤
⎥⎥⎥⎦
= (AXA)⊥ ∀A ∈ A,
then the application of Theorem 1 (in the easy and “sufficient” sense) from (34) leads to the existence
of P ∈ Hn and Qh ∈ H+n , h = 1, . . . , h¯, such that
N ′A⊥(λ + E)NA⊥ < 0 ∀A ∈ A. (53)
Once again, it can be noted that
NE⊥ =
⎡
⎣ I
(EE − EAE)−1(EBE − FE)
⎤
⎦ = (EXENA⊥)⊥ ∀E ∈ E, (54)
which, still by virtue of Theorem 1, implies that there exist P ∈ Hn and Qh ∈ H+n , h = 1, . . . , h¯, such
that
N ′E⊥NA⊥λNA⊥NE⊥ < 0 ∀ ∈ . (55)
This last inequality can also be written⎡
⎣A.A
E.E
⎤
⎦′
⎛
⎝R ⊗ P + h¯∑
h=1
(
h ⊗ Qh)
⎞
⎠
⎡
⎣A.A
E.E
⎤
⎦ < 0 ∀ ∈ . (56)
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The previous condition is some “extended Lyapunov inequality” in which P might appear as a
“Lyapunov” matrix valid for any instance of the uncertain pencil. This condition is also sufﬁcient (and
necessary whenA andE are compact) for (27). Of course, the term “Lyapunov” is not correct here
because one does not consider systems but just pencils and since no energy function is deﬁned from
P. Moreover, P might not be positive deﬁnite. However, since matrices P and Qh remain constant over
, one can express the property as quadratic S-regularity, referring to quadratic stability [3], which,
under the above-mentioned compactness assumption, is equivalent to robust S-regularity in the ﬁeld
of complex matrices.
4. Robust analysis of implicit models
This section deals with the robust analysis of continuous descriptor models of the form
Ex˙ = Ax, (57)
or discrete descriptor models of the form
Exk+1 = Axk (58)
where the matrices E and A comply with (4), (5) and (8). The purpose is to connect the previously
presented LMI characterizations for S-regularity of pencils to the robust analysis of descriptormodels.
As for conventionalmodelswhere E = I, the response of themodel contains a termwithmodes related
toﬁnite eigenvaluesofEλ−A (this termcorresponds todynamicsdescribedbydifferential ordifference
equations) but also another term with modes associated with inﬁnite eigenvalues (corresponding
to the part of the model that involves static equations). The transient behavior of the ﬁrst term is
strongly related to the location of the ﬁnite eigenvalues. For this reason, D-stability is of interest.
It also implies well-posedness (only one solution to the state equation), which is nothing but the
regularity of Eλ − A [30]. But the system should also be impulse free (for the continuous case) or
causal (for the discrete case) [38,7].
Definition 5. The model (57) or (58) is said to be D-stable if the ﬁnite eigenvalues of the associated
pencil Eλ − A lie inside D.
Clearly, (57) is asymptotically stable if it is D-stable for D = C− and (58) is asymptotically stable
if it is D-stable for D = D−. A proof of the next result can be found in [7].
Theorem 4. The implicit model (57) or (58) is impulse free (resp. causal) if and only if the degree of the
pencil Eλ − A is equal to its generalized order.
The deﬁnition of S-regularity can be extended to descriptor systems as follows.
Definition 6. Let S be a subset of Cˆ. The implicit model (57) or (58) is said to be S-regular if and only
if the associated pencil Eλ − A is S-regular.
Itmatters to note that a descriptormodelwhich is S-regular for some nonempty set S is necessarily
well-posed. Moreover, D-stability or impulse freeness (causality) clearly imply well-posedness.
Definition 7. Themodel (57) or (58) is said to beD-admissible if it isD-stable and impulse free (resp.
causal).
Once again, (57) is admissible if it is D-admissible for D = C− and (58) is admissible if it is
D-admissible for D = D−.
From these properties, it is possible to derive a condition for the uncertain descriptor model (57) or
(58) to be robustlyD-admissible provided that the nominalmodel associatedwith the pencilDEλ−DA
is D-admissible as stated by the next theorem.
938 B. Sari et al. / Linear Algebra and its Applications 435 (2011) 923–942
Theorem 5. Consider the implicit model (57) or (58) with (4), and (5). Let Assumption 1 be satisfied.
Let the circle ∂ C¯(ω¯) be the boundary of the closed disc C¯(ω¯), centered around the origin and of radius
ω¯ > 0, where ω¯ is some free parameter. Also, let D be an open subset of C with boundary ∂D /∈ D such
that the parameterized set S = S(ω¯) =(∂D ∩ C¯(ω¯)) comply with (15). The implicit model is robustly
D-admissible against  if (and only if when A and E are compact) the two following conditions are
satisfied:
(a) The model associated with DEλ − DA, the nominal instance of pencil Eλ − A, is D-admissible.
(b) There exists a sufficiently large ω¯ such that the following two conditions hold:
(i) There exist a matrix P ∈ Hn and matrices Qh ∈ H+n , h = 1, . . . , h¯, such that (34) holds with
(49).
(ii) There exist a matrix Y ∈ Hn, μA > 0, μE > 0 such that (50) with (51) is satisfied.
Proof. Condition (a) implies thatDEλ−DA isS-regular, sinceS is obviously boundedand is at least part
of the boundary of the open regionD. Owing to condition (b), Eλ−A is robustly S-regular against by
virtue of Theorem3 (and thuswell-posed). Since the nominalDEλ−DA is admissible, it is impulse-free.
By virtue of Theorem4, its degree f equals its generalized rank r. By continuity of Eλ−Awith respect to
, the degree f remains intact over otherwise S-regularity would not hold any longer. Indeed, poles
would cross ∂ C¯(ω¯), what is forbidden by condition b(ii) and possibly also by condition b(i). Thanks
to Assumption 1(ii), the order r also remains constant. Therefore, impulse freeness is preserved. So
Eλ−A is robustly S-regular and impulse free. Besides, the ﬁnite elements of the spectrum ofDEλ−DA
belong toD. Is this property preserved over? If the radius ω¯ is chosen larger enough, then it is larger
than the modulus of any ﬁnite generalized eigenvalues of Eλ − A, for all  ∈ . Therefore, no ﬁnite
pole of the descriptor model can migrate out of D since it can neither reach the “far" boundary ∂ C¯(ω¯)
nor become S-regular. 
Remark 6. Conditions (34) and (50) are LMIs only if the value of the parameter ω¯ is set a priori. But in
practice, it is not possible to know a priori the largest modulus among the ﬁnite eigenvalues of Eλ− A.
The solution simply consists in choosing ω¯ very large in order to make sure that it is larger than this
modulus. Then conditions (34) and (50) are still LMIs that can be solved with existing software such
as [10].
Remark 7. In the case where D ⊂ C¯(ω¯) (meaning that D is bounded) or in the case where r = n
(nondescriptor system) then the disc C¯(ω¯) is not useful. Condition b.(ii) as well as the choice (49) in
condition b(i) can be omitted in the previous theorem. Indeed, in the former case, with the choice
S = ∂D, the ﬁnite poles cannot cross ∂D, what keep them away from ∂ C¯(ω¯). In the latter case, there
are no poles at inﬁnity and it is not required that D be bounded so it sufﬁces to set S = Cˆ\D.
A special attention can be paid to some particular instances of the region D when applying
Theorem 5, i.e., those that correspond to the Hurwitz-stability and the Schur-stability. For the
Hurwitz-stability of (57), D is the open left half plane C− and the complementary region is C¯+.
Unfortunately, C¯+ contains {∞} and then cannot be used as a set S . So it is better to consider that S
is the closed segment of the imaginary axis from −iω¯ to iω¯. In other words, it is the imaginary axis
bounded by ∂ C¯(ω¯). Then, it sufﬁces to apply Theorem 5 with
h¯ = 1; R =
⎡
⎣ 0 1
1 0
⎤
⎦ ; 
 = 
1 =
⎡
⎣−1 0
0 ω¯2
⎤
⎦ . (59)
For the Schur-stability of (58), the region D is the open unit disc and then it is possible to choose S as
the unit circle which is bounded. So, it sufﬁces to apply Theorem 5 with omitting condition b.(ii) as
well as the constraint (49), as suggested in Remark 7, and with the choice
h¯ = 0; R =
⎡
⎣ 1 0
0 −1
⎤
⎦ . (60)
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5. Numerical illustration
In this section, the presented approach is illustrated with two numerical examples. Since the
previous section was devoted to practical applicability of Theorem 3 to the robust analysis of implicit
models, the illustrations focus on robust admissibility.
5.1. First example
The uncertain model is as follows:
⎡
⎢⎢⎣
AA BA
CA DA
EA FA
⎤
⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.2140 0.3200 0.7266
0.6435 0.9601 0.4120
0.2259 0.2091 0.5678
0.5798 0.3798 0.7942
0.7604 0.7833 0.0592
0.5298 0.6808 0.6029
0.6405 0.4611 0.0503
1.0000 0 0
0 1.0000 0
0 0 1.0000
. . .
0.4154 0.8744 0.7680 0.9901 0.4387
0.3050 0.0150 0.9708 0.7889 0.4983
5.8413 13.4301 30.1742 27.2534 17.8494
5.0562 −0.2859 15.8285 12.2772 7.0206
−6.5957 −6.863 −24.2345 −15.9162 −9.7204
10.3767 11.4091 30.2249 20.4394 15.8384
−16.0828 −18.9503 −47.4443 −40.9319 −30.7603
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎣
AE BE
CE DE
EE FE
⎤
⎥⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0.3295 0.6649 0.3830 0.6992
0.3090 0.6973 0.9834 0.3874
0.7329 0.5721 0.7906 0.0419
0.3944 0.5467 0.3867 0.2193
0.3878 0.4480 0.4513 0.2346
0.7009 0.4883 0.92354.7 0.2231
0.0214 0.1904 0.7002 0.5491
0.7556 0.0708 0.1335 0.9363
0 0 0 0
1.0000 0 0 0
0 1.0000 0 0
0 0 1.0000 0
0 0 0 1.0000
. . .
0.7847 0.1604 0.8695 0.3693 0
0.0862 0.7363 0.9474 0.5299 0
0.3433 0.0798 0.1366 0.2513 0
0.2559 0.4901 0.0385 0.2309 0
1.0000 0 0 0 0
0 1.0000 0 0 0
0 0 1.0000 0 0
0 0 0 1.0000 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This model is such that n = 5 and r = 4. It is assumed that the uncertainty complies with (14)
and
√
γ−1E = ρE = 0.001. Actually, it is a classic LFT. The nominal model DEλ − DA is stable in the
continuous sense (hence regular) and impulse-free. In other words, it is Hurwitz-admissible. Indeed,
its nominal ﬁnite poles (the ﬁnite eigenvalues of DEλ − DA) are
{−7.0657;−5.0683;−4.7079;−1.1385} (61)
and the last nominal pole is at inﬁnity. Since the number of ﬁnite poles equals r, it means that the
degree of pencil DEλ − DA equals its generalized order and the nominal model is then impulse-free.
The idea is to apply Theorem 5 with (59) and ω¯ = 105 to analyze the robust Hurwitz-admissibility
with respect toA and E which are here balls of complex matrices. Note that the radius
√
γ−1A has
not been given. Indeed, the LMI (34) is solvedwhileminimizing γA as explained in Remark 4. It leads to
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Fig. 1. Pole migration corresponding to ||A||2  0.3246 and ||E ||2  0.001.
||A||2 
√
γ−1A = ρA = 0.3246. (62)
The obtained value can be regarded as a robust Hurwitz-admissibility bound. Indeed, since in this
case, A and E are compact, ρA is actually the complex Hurwitz admissibility radius with respect to
the givenE . By plotting the spectra of numerous random (complex) uncertain models respecting the
bounds ρA and ρE (see Fig. 1), the nonconservatism of Theorem 5 can be appreciated. Moreover, if this
uncertain root locus was restricted to real uncertain matrices A and E , it could be seen that, for
this example, the complex Hurwitz admissibility radius with respect to the givenE is very tight (maybe
equal) to the real one.
5.2. Second example
This is actually the same example as in the previous subsection but DA is replaced by DA/8 so
that the pencilDEλ−DA becomes Schur-stable. The uncertainty remains the same. Once again, the idea
is to derive the complex Schur admissibility radius with respect to the givenE by means of Theorem 5
with the choice (60). The next value is obtained:
||A||2 
√
γ−1A = ρA = 0.0116. (63)
From this value, it is possible to get Fig. 2 where the spectra of numerous random (complex) uncertain
models respecting the bounds ρA and ρE are plotted. This locus illustrates the nonconservatism of the
analysis in the ﬁeld of complex matrices. For this example, the analysis is very weakly (maybe not)
conservative in the ﬁeld of real matrices. Of course, in general, the realness is not taken into account
and the real Schur-admissibility radius with respect to the givenE might not be reached.
Note that thematrix P solution to (34) is not positive deﬁnite. Its inertia is [(r = 4) (n− r = 1) 0].
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Fig. 2. Pole migration corresponding to ||A||2  0.0116 and ||E ||2  0.001.
6. Conclusion
In this article, a strict LMI condition for the robust S-regularity of a pencil Eλ − A where both
matricesAandE are subject to LFT-baseduncertainties and for avery large choiceof setSwasproposed.
Itwas highlighted that this condition can be used to analyze the robustD-admissibility of a continuous
or discrete descriptor model. Moreover, it must be noted that the obtained condition is completely
coherent withmany existing “KYP-like" conditions for conventional models. As further investigations,
the synthesis problem is of course of high interest. Indeed, the proposed analytical condition is not
directly exploitable for design. A crucial reason for such a limit is that the nominal D-admissibility is
required. Therefore, thiswork should be connected to strict LMI design conditions such as, for example,
the one proposed in [6].
Acknowledgements
The authors are grateful to Christelle Manceaux-Cumer for having provided them with Ref. [22]
and to Yves Eichenlaub for helpful discussions.
References
[1] O. Bachelier, D. Henrion, B. Pradin, D.Mehdi, Robustmatrix root-clustering of amatrix in intersections or unions of subregions,
SIAM J. Control Optim. 43 (3) (2004) 1078–1093.
[2] O. Bachelier, D. Mehdi, Robust matrix root-clustering through extended KYP lemma, SIAM J. Control Optim. 45 (1) (2006)
368–381.
[3] B.R. Barmish, Necessary and sufﬁcient conditions for quadratic stabilizability of an uncertain system, J. Optim. Theory Appl.
46 (4) (1985) 399–408.
[4] J. Bosche, O. Bachelier, D. Mehdi, An approach for robust matrix root-clustering analysis in a union of regions, IMA J. Math.
Control Inform. 22 (2005) 227–239.
[5] S. Boyd, L. El Ghaoui, E. Féron, V. Balakrishnan, Linear matrix inequalities in system and control theory, in: SIAM Studies in
Applied Mathematics, vol. 15, USA, 1994.
[6] M. Chaabane, O. Bachelier, M. Souissi, D. Mehdi, Stability and stabilization of continuous descriptor systems: an LMI approach,
Math. Probl. Eng. 2006 (2006) 1–15.
[7] L. Dai, Singular control systems, Springer-Verlag, Berlin, 1989.
[8] B. Dziurla, R. Newcomb, The Drazin inverse and semi-state equations, in: Proceedings of the 4th International Symposium on
Mathematical Theory of Networks and Systems (MTNS), Delft, The Netherlands, July 1979, pp. 283–289.
942 B. Sari et al. / Linear Algebra and its Applications 435 (2011) 923–942
[9] P. Finsler, Über das Vorkommen deﬁniter und semideﬁniter Formen in Scharen quadratischer Formen, Comment. Math. Helv.
9 (1937) 188–192.
[10] P. Gahinet, A. Nemirovski, A.J. Laub, M. Chilali, LMI Control Toolbox, The MathWorks, Inc., 1995.
[11] S.V. Gusev, A.L. Likhtarnikov, Kalman–Popov–Yakubovich lemma and the S-procedure: a historical essay, Autom. Remote
Control 67 (11) (2006) 1768–1810.
[12] S. Hecker, A. Varga, Generalized LFT-based representation of parametric models, Eur. J. Control 10 (4) (2004) 326–337.
[13] J.Y. Ishihara,M.H. Terra, On the Lyapunov theorem for singular systems, IEEE Trans. Automat. Control 47 (11) (2002) 1926–1930.
[14] T. Iwasaki, S. Hara, Generalized KYP lemma: uniﬁed frequency domain inequalities with design applications, IEEE Trans.
Automat. Control 50 (1) (2005) 41–59.
[15] T. Iwasaki, G. Shibata, LPV system analysis via quadratic separator for uncertain implicit systems, IEEE Trans. Automat. Control
46 (8) (2001) 1195–1208.
[16] P.V. Kokotovic, R.E. O’Malley Jr., P. Sannuti, Singular perturbations and order reduction in control theory – an overview, Auto-
matica 12 (1976) 123–132.
[17] F.L. Lewis, A survey of linear singular systems, Circuits Systems Signal Process. 5 (1) (1986) 3–36.
[18] C. Lin, J. Lam, J.L. Wang, G.-H. Yang, Analysis on robust stability for interval descriptor systems, Systems Control Lett. 42 (2001)
267–278.
[19] C. Lin, J. Wang, D. Wang, C.B. Soh, Robustness of uncertain descriptor systems, Systems Control Lett. 31 (1997) 129–138.
[20] C. Lin, J.L. Wang, G.-H. Yang, J. Lam, Robust stabilization via state feedback for descriptor systems with uncertainties in the
derivative matrix, Int. J. Control 73 (5) (2000) 407–415.
[21] D.G. Luenberger, Dynamic equations in descriptor forms, IEEE Trans. Automat. Control 22 (1977) 312–321.
[22] C. Manceaux-Cumer, J.-P. Chrétien, Minimal LFT form of a spacecraft built up from two bodies, in: AIAA Guidance, Navigation,
and Control Conference, Montréal, Québec, Canada, August 2001.
[23] B. Marx, Contribution à la commande et au diagnostic des systèmes algébro-différentiels linéaires, Thesis Report, INPG, Greno-
ble, France, December 2003.
[24] I. Masubuchi, Stability and stabilization of implicit systems, in: Proceedings of the 39th Conference on Decision and Control
(CDC), vol. 4, Sydney, Australia, 2000, pp. 3636–3641.
[25] I. Masubuchi, Dissipativity inequalities for continuous-time descriptor systemswith applications to synthesis of control gains,
Systems Control Lett. 55 (2005) 158–164.
[26] I. Masubuchi, Output feedback controller synthesis for descriptor systems satisfying closed-loop dissipativity, Automatica 43
(2007) 339–345.
[27] P.C. Müller, Modiﬁed Lyapunov equations for LTI descriptor systems, J. Braz. Soc. Mech. Sci. Eng. 28 (4) (2006) 448–452.
[28] Y. Nesterov, A. Nemirovskii, Interior-point polynomial methods in convex programming, in: SIAM Studies in Applied Mathe-
matics, vol. 13, Philadelphia, 1994.
[29] D. Peaucelle, D. Arzelier, D. Henrion, F. Gouaisbault, Quadratic separation for feedback connection of an uncertain matrix and
an implicit linear transformation, Automatica 43 (2007) 796–804.
[30] H.H. Rosenbrock, Structural properties of linear dynamical systems, Int. J. Control 20 (2) (1974) 191–202.
[31] H.H. Rosenbrock, A.C. Pugh, Contributions to a hierarchical theory of systems, Int. J. Control 19 (5) (1974) 845–867.
[32] C.W. Scherer, A full block S-procedurewith applications, in: Proceedings of the 36th Conference onDecision Control, SanDiego,
USA, December 1997.
[33] C.W. Scherer, LPV control and full block multipliers, Automatica 37 (2001) 361–375.
[34] R.E. Skelton, T. Iwasaki, K. Grigoriadis, A uniﬁed approach to linear control design, Taylor and Francis Series in Systems and
Control, 1997.
[35] K. Takaba, N. Morihira, T.A. Katayama, A generalized Lyapunov theorem for descriptor system, Systems Control Lett. 24 (1)
(1995) 49–51.
[36] E. Uezato, M. Ikeda, Strict LMI conditions for stability, robust stability and H∞-control of descriptor systems, in: Proceedings
of the 39th Conference on Decision Control, Pheonix, Arizona, USA, December 1999.
[37] A. Varga, On stabilization methods of descriptor systems, Systems Control Lett. 24 (2) (1995) 133–138.
[38] G.C. Verghese, B.C. Lévy, T. Kailath, A generalized state-space for singular systems, IEEE Trans. Automat. Control 26 (4) (1981)
361–375.
[39] S. Xu, J. Lam, Robust stability and stabilization of discrete singular systems: an equivalent characterization, IEEE Trans. Automat.
Control 49 (4) (2004) 568–574.
[40] S. Xu, C. Yang, Stabilization of discrete-time singular systems: a matrix inequality approach, Automatica 35 (1999) 1613–1617.
[41] V.A. Yakubovich, S-procedure in nonlinear control theory, Vestn. Leningrad. Univ. 1 (1971) 62–77.
