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Abstract—The project portfolio selection (PPS) problem con-
sists of constructing a project portfolio, that is, a selection
of projects scheduled over a period of time using various,
potentially conflicting, criteria and resource constraints. The
PPS is a well-known problem, recurrently occurring in several
applications, with a rich history of approaches for modeling it
and a large number of techniques for solving it.
In this work we present a model for the PPS problem based
on a real-world situation of selection and scheduling of projects
in the power generation industry. We also propose a heuristic,
based on the metaheuristic GRASP, to solve the problem,
and assess its quality and performance through computational
experiments. We describe the implementation of a decision
support system prototype for the PPS problem that uses the
proposed heuristic and includes several usability features that
may help decision makers through the selection process.
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I. INTRODUCTION
Decision makers are usually confronted with the problem
of choosing a subset from a large number of projects, that
is, a project portfolio, according to a combination of criteria,
and given a limited amount of resources. The construction of
a project portfolio involves the selection and scheduling of
projects over a period of time. This is known as the project
portfolio selection (PPS) problem. There are several variant
formulations for the PPS problem [1] depending on specific
constraints, objective functions, decision variables, resource
availability policies, and time assumptions. However, since
these variants usually share characteristics, a PPS problem
can be summarized as follows: find an instance of a project
portfolio, that is, a selection and a schedule of projects,
that maximizes a given objective function over all viable
portfolios.
Several methods for solving PPS variants have been
proposed in the literature [2], [3]. Benefit measurement
techniques include economic models [4], decision theory
models [5], e.g. decision tables and decision trees, and com-
parative methods, e.g. the analytical hierarchy process [6]
(AHP), scoring methods [7], and multi-attribute utility the-
ory [8]. Mathematical programming techniques yield solu-
tions based on single objective programming [9], multiobjec-
tive programming [10], and goal programming [11]. Other
techniques may involve various approaches, such as clus-
ter analysis [12], fuzzy techniques [13], and metaheuristic
algorithms [14]. Metaheuristic algorithms usually perform
well when applied to real-world instances, even though
they do not guarantee optimal solution quality. Among
metaheuristic methods that offer a good trade-off between
performance and quality, we mention the analytic network
process [15], heuristics based on genetic algorithms [16],
ant colony optimization [17], simulated annealing [18], and
greedy methods [19].
Most of the research on the PPS problem provide solutions
for simulations on randomly generated data. Instead, here
we model a real-world PPS and present solutions for real
instances of the problem coming from the power generation
industry. We propose a heuristic to solve the problem and
implement a computational experiment to compare the qual-
ity of solutions and the performance of the heuristic. We
apply the heuristic to a real instance and to several other
instances obtained by small random perturbations over the
real instance. By so doing, we can gauge the robustness
of the heuristics. We also compare our results against a
manually generated solution.
The particular model for the PPS problem treated here is
detailed in Section II. Section III presents a greedy heuristic
for solving the PPS problem based on the GRASP meta-
heuristic. The computational experiments are discussed in
Section IV. In Section V, we succinctly describe a prototype
for a decision making support system that implements the
heuristic and offers features that support the construction,
modification, and comparative analysis of portfolios. Finally,
in Section VI, we summarize the results and discuss new
improvements.
II. A PPS MODEL
We developed a model for representing a specific version
of the PPS problem stemming from a real case occurring at a
power generation company, AES-Tietê, operating in Brazil.
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The planning horizon (PH) is a sequence of months,
numbered from 1 to T , where the selected projects must
be scheduled to start. The input data provided by AES-Tietê
is composed by a set of I projects, each project not divisible
into smaller activities.
A project i contains the following parameters:
1) A manually selected initial month at which the project
is scheduled, denoted by p(i).
2) The duration of the project, i.e. the number of months
the project takes to be executed, denoted by d(i),
satisfying 0 ≤ d(i) ≤ T .
3) Amount of risk that the project controls, denoted by
Ri.
4) A mandatory classification that indicates whether i is
mandatory, and then it must be scheduled at p(i).
5) A sequence of costs that describes the amount of
resources i needs at each month along its duration.
6) A resource classification from two resource categories
according to the kind of cost i incurs: operational ex-
penditures (OPEX) or capital expenditures (CAPEX).
B. Decision variables
We define decision variables xit to indicate whether
project i was chosen to start at period t, where i = 1, . . . , I ,
t = 1, . . . , T , as:
xit =
{
1 if project i starts at month t
0 otherwise
As we will see in Section III, we adopt the convention that
projects not selected to start within the PH will be scheduled
to start at month T + 1.
C. Objective function
The criteria used to assess when a project should be
scheduled is its contribution to the controlled risk of the
portfolio. In our terminology, controlling a risk involves
taking measures to mitigate the risk. Clearly, risks should
be avoided, and, in this particular PPS version, the risk
controlled by a project represents the project’s capacity of
bringing benefits and managing undesirable consequences.
Moreover, the earlier a project is scheduled, the sooner
its contribution to risks’ control takes effect. Therefore, a
project scheduled start time and the amount of risk it controls
contribute to the controlled risk of a portfolio.
To express the will of controlling as much risk as possible,
and as early as possible, we adopted as objective function
the cumulative controlled risk over a period of 2T months,
for all projects.
The cumulative controlled risk of a portfolio up to 2T
is the area under the curve of total controlled risks in each
year up to 2T months. We assume a period up to 2T months
to cover the cases when a project ends outside the PH.
The cumulative controlled risk is obtained by summing all
projects contributions, where a project contribution is the
sum of its controlled risk from the end of a project life
time up to 2T months. In other words, the contribution of
a project i to the cumulative controlled risk is its controlled
risk Ri multiplied by the number of months after i’s end
time, that is,
(2T − s(i)− d(i) + 1)Ri,
where s(i) is the start time of i and d(i) is its duration. The
earlier a project i is scheduled, the lower is the value of
s(i), and the greater is its contribution. Thus the cumulative
controlled risk properly expresses the two aspects that we
want to optimize, because the area under the curve is affected
by both the projects’ controlled risks and their scheduled
start times.





(2T − t− d(i) + 1)Rixit, (1)
where d(i), Ri, and xit are as before.
The objective function (1) has the explicit advantages of
being easily computed and of being expressible by a chart
that allows a simple comparison between solutions.






(2T − d(i))Rixit, (2)
where d(i) is the duration of project i, Ri is the risk
controlled by project i.
D. Constraints
Eventual scheduling: Certainly, a project cannot start at




xit ≤ 1, (3)
for i = 1, . . . , I .
Mandatory projects: A mandatory project i should start
at its prescribed initial month p(i). We present here the
constraints involving mandatory projects for completeness.
In fact, the heuristic deals with mandatory projects by im-
mediately scheduling them and subtracting their costs from
the available resources, before the optimization procedure
starts. For each project i in the set of mandatory projects,
we have:
xi,p(i) = 1. (4)
Limited resources per year: Each project demands a
certain amount of resources, i.e. it has a certain cost, for
each month within its duration. The cost of a project i at
period t of its activity is denoted by cit. Projects can also be
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classified into disjoint resource categories. In our real-word
example, there are just two resource categories: CAPEX and
OPEX. The total amount of costs of projects belonging to
category q should not surpass the available resources for that
category. We denote by C(t, q) the total cost demanded by
all active projects belonging to category q during month t.







For management purposes, the available resources are
grouped by year. Let W (m, q) denote the available amount
of resources of category q in year m, for m = 1, . . . , T/12,
where we assume that T is a multiple of 12. The sum of the
costs for all projects at all months of an year must not be
greater than the available resources for that year. We express
this constraint using the inequality:
12m∑
j=12(m−1)+1
C(j, q) ≤ W (m, q), (6)
for m = 1, . . . , T/12 and resource category q.
Notice that there are no constraints that restrict project
costs at the month T + 1 or later. For this reason, projects
whose cost cannot be afforded with the available resources
are scheduled outside of the PH.
III. A GRASP VARIANT FOR PPS: KRGH
We propose a simple variant of the GRASP [19] meta-
heuristic for solving the PPS problem, here called the k-
random risk greedy heuristics (kRGH). GRASP is a multi-
start metaheuristic that generates good quality solutions for
many combinatorial optimization problems. The algorithm
repeats two phases:
1) a construction phase in which a feasible solution is
constructed.
2) a search phase in which the algorithm finds a locally
optimal solution by iteratively checking whether there
is a better solution in the neighborhood of the previ-
ously constructed solution.
Several initial feasible solutions are constructed and im-
proved upon in order to reach locally optimal solutions. The
best solution is then chosen.
The controlled risk of a project is not informative enough
to decide whether it should be scheduled earlier than another
project, without comparing also the projects’ costs. A project
with a large value of controlled risk may be less cost-
effective in terms of controlled risk by unit of cost than
another project. The number of months in which a project
controlled risk takes effect with respect to the duration of the
PH is also relevant to the scheduling decision, since the ear-
lier a project is scheduled, the longer this project contributes
to the controlled risk. To assess the cost-effectiveness and
the time span of the effective risk controlled by scheduling
a particular project, we define the benefit of a project i,
scheduled to start at the month t, denoted by b(i, t), as the
function:
b(i, t) =






for 1 ≤ t ≤ T + 1.
The function b(i, t) expresses the amount of controlled
risk gained by unit of cost, weighted by the number of
months when the controlled risk is effectively used. We
allow t to assume the value T + 1 in the benefit function,
as a practical convention for allowing the assignment of a
month value outside of the PH to a project, that is, to denote
a project not included in the portfolio.
kRGH is a greedy algorithm that, firstly, pre-processes
the input data to schedule the mandatory projects, and then
constructs a portfolio by iteratively choosing a pair (i, t)
at random among the first k pairs from a list of candidate
elements (SP) of the portfolio solution, that is, project and
starting time pairs sorted by their benefit value and such that
the inclusion of the pair in the portfolio keeps the solution
feasible.
The pseudo-code for the kRGH routine is presented as
Algorithm 1.
Algorithm 1 Obtain a solution for the PPS problem
1. Initialize an empty portfolio P.
2. for all mandatory projects do
3. Schedule the mandatory project to their initial
scheduled time.
4. Subtract mandatory project required resources from
the available resources.
5. end for
6. Construct the SortedPairs (SP) list of I×(T +1) project
and starting time pairs, sorted by benefit value and
starting time.
7. while SP is not empty do
8. Get a pair (i, t) randomly chosen from the first k
pairs at the top of the SP list.
9. Remove the pair (i, t) from SP.
10. if i was already scheduled then
11. Discard pair (i, t).
12. else if adding (i, t) keeps the solution feasible then
13. Make P = P ∪ {(i, t)} and discard (i, t).
14. else
15. Discard pair (i, t).
16. end if
17. end while
18. return Portfolio P.
Algorithm kRGH termination follows trivially from the
fact that one pair is removed from the SP list at each while
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iteration and that the original SP list never gains new pairs.
Despite the removal of pairs, the relative order between two
pairs in the SP is never altered. The algorithm guarantees
that, eventually, any project will be scheduled even if it
starts at month T + 1, because project’s costs at T + 1 are
not restricted by any constraint. For this same reason, the
algorithm always finds a feasible solution. The running time
of the algorithm is of the order of Θ((I × T ) log(I × T )).
When a mandatory project is included in the portfolio,
the kRGH algorithm does not check whether the available
resources are enough to cover its costs. In the present
implementation, the prototype emits a warning message and
proceeds its execution when that happens.
The kRGH heuristic is distinct from the basic GRASP
heuristic by constructing a single solution, instead of re-
peatedly searching for several locally optimal solutions, and
by not updating element benefits. The inclusion of a search
phase and the iterative repetition of both construction and
search phases to fully implement the GRASP metaheuristic
could provide better solutions, even though it might increase
the running time of the algorithm. In practical tests, however,
we found that, even without the local search phase, solutions
were already very close to the trivial upper bound given
in Equation (2), and were consistently better than manual
solutions.
IV. EXPERIMENTS
We performed experiments to evaluate the objective func-
tion value and the performance of the kRGH when solving
the PPS problem. We considered the heuristic running-time,
the objective function value, and the ratio of the objective
function value to PPS upper bound given by Equation (2),
were good indicators of solution quality.
To assess the indicator values and test the robustness
of the heuristic, we devised an experiment that consisted
of comparing a manual portfolio solution for a real-world
instance and the solution generated by kRGH for the same
instance. The initial portfolio was built by managers and
engineers at AES-Tietê over the same input instance. We
compare the objective function values for the manual solu-
tion to the solution found by the kRGH. For a better assess-
ment of the indicators and the robustness of the procedure,
we produced a sample of new closely related portfolios to
perform the comparisons. We used the real-world instance
provided by AES-Tietê as a seed for generating similar “real-
world”-like instances, by a procedure of disturbing the seed
portfolio data.
The data disturbing procedure consisted of applying the
following modifications to the real instance data:
Project cost: modified by x%, where x is randomly
chosen between −d and d, where d is the disturbance factor.
Project risk: modified by x%, where x is randomly
chosen between −d and d, where d is the disturbance factor.
The remaining instance parameters were not modified in
the disturbed instances.
In order to comply with AES-Tietê confidentiality poli-
cies, we performed a simple data obfuscation procedure
on the costs and available resources in the seed portfolio.
We further removed any project whose risk value was zero.
The following is a summary of the seed portfolio, after the
project removal and the obfuscation procedure were applied:
• Portfolio cumulative controlled risk: 67490.
• Number of projects: 219.
• Planning horizon: years 2012, 2013, 2014, 2015, and
2016.
• Number of mandatory projects: 0.
• Average cost of each project by year (in US$): 3.56M ,
3.37M , 3.08M , 2.82M , and 5.1M .
• Total sum of costs for all years (in US$): around 3.93
billion.
Using these modifications, we generated 50 portfolio
instances for each of the following disturbance factors: 5%,
10%, 20%, and 30%. These 200 instances plus the seed
instance were submitted to the kRGH algorithm. We adopted
the following parameters for the optimization:
• CAPEX available resources were obtained by taking
the total cost for all CAPEX projects of each year in
the PH from the initial portfolio.
• OPEX available resources were obtained using the
same procedure adopted for CAPEX resources, but
applying it to OPEX projects.
• The parameter k in the kRGH is 5.
The optimization procedure was executed 20 times for
each input instance, and the best solution was retained for
each instance. We note the relative standard error of the
optimized portfolio objective function value (OOF) for each
set of all 1000 executions for each disturbance factor is not
greater than 1.8%. Hence the best solutions for each instance
and for each disturbance factor were good representatives to
summarize the data.
Table I shows the average OOF/IOF best values, for
one instance for disturbance factor (DF) of 0% and the 50
instances for the remaining disturbance factors. Similarly, for
the ration of the manual portfolio objective function (IOF)
to upper bound (UB), the ratio of the optimized portfolio
objective function (OOF) to upper bound (UB), and the ratio
of the optimized to initial portfolio objective function ratio
(OOF/IOF), and the kRGH running time, for each class of
disturbance factor. The heuristic consistently found solutions
whose objective function values are nearer the upper bound
than the manual portfolio objective function values.
Figure 1 shows a box-and-whiskers plot depicting the
range, quartiles and median of the objective function values
for optimized solutions found by the kRGH, for each of the
five disturbance factors used in the experiment. The box-and-
whiskers plot makes more apparent how stable is the kRGH
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Table I
DISTURBANCE FACTOR (DF), MANUAL PORTFOLIO OBJECTIVE
FUNCTION (IOF) RATIO TO THE UPPER BOUND (IOF/UB), OPTIMIZED
SOLUTION OBJECTIVE FUNCTION (OOF) RATIO TO THE UPPER BOUND
(OOF/UB), OOF TO IOF RATIO, AND RUNNING TIME (TIME) AVERAGE
VALUES FOR 0%, 5%, 10%, 20%, AND 30% DISTURBANCE FACTORS
WITH A PH OF FIVE YEARS AND 219 PROJECTS.
DF IOF/UB OOF/UB OOF/IOF Time (s)
0% 88.44% 93.51% 1.0573 50.21
5% 88.44% 93.48% 1.0570 50.85
10% 88.46% 93.49% 1.0569 51.26
20% 88.44% 93.47% 1.0568 51.00
30% 88.47% 93.50% 1.0569 51.04
heuristic when executed over distinct groups of related
instances. Despite significant disturbance of cost and risk
values, the ratio between the OOF and IOF values presents a
very small variation and the median value was always found
to be around 1.057. The results of the experiments support
the idea that the kRGH heuristic does not suffer a sharp
degradation when applied to disturbed instances. Even in the
case of a disturbance factor of 30%, the heuristic solution
is on average 1.0569 better than the manual solution. These
results are a strong indication that the heuristic is stable and
that its solutions are, on the average, no more than 7% distant
from the optimum for real-world instances. Also, they are
5% better than the manually tuned solution.
V. A DECISION SUPPORT SYSTEM PROTOTYPE
We developed a prototype for a decision support system
(DSS), called the AES Project Manager, as part of a set
of activities involved in an ongoing research project whose
aim is to improve power generation industry management
practices.
A DSS oriented to solve the PPS problem generally
involves a set of functionalities that cover the series of
phases found in the portfolio selection process. Archer and
Ghasemzadeh [2] identified three phases in the portfolio
selection process: strategic considerations, individual project
evaluation, and portfolio selection.
The design of the prototype focused on the individual
project evaluation and portfolio selection phases of the port-
folio selection process. A more extensive decision support
system for the PPS problem would involve an analysis
of the complete portfolio selection process and probably
an adaptation of an existing framework, along the lines
proposed by Archer and Ghasemzadeh [20] or Chu et
al. [21]. An example of a functionality not implemented
in the present prototype is a checking system that would
validate project parameters according to user defined rules
and would check for inconsistencies. Rather, the prototype




































Figure 1. Box-and-whiskers plot depicting the range, quartiles and median
of the objective function value for the ratio between the optimized and the
initial objective function values found by the kRGH for the five disturbance
factors: 0%, 5%, 10%, 20%, and 30%.
implements a simple data validation that takes place while
importing a set of projects.
The AES Project Manager prototype implements the
kRGH heuristic, besides portfolio data management and vi-
sualization facilities. The software is a client-server, dynamic
web application developed in Python using the Django
2.4 framework in accordance with the MVC architecture.
Its persistence is based in the integration of Django and
PostgreSQL. The presentation layer makes use of the well
established JQuery javascript framework.
The prototype was designed to offer the following fea-
tures:
1) Portfolio and Project management – importing and ex-
porting of portfolios, as well as, project and portfolio
CRUD (create, retrieve, update, and delete) operations,
besides project search mechanisms.
2) Portfolio optimization – definition of input instance
parameters and the execution of the kRGH heuristic.
3) Portfolio comparison – presentation of charts that
facilitate comparing aspects of two or more portfolios.
4) Data visualization – charts and tables presenting im-
portant values, such as, monthly and yearly total costs,
total risks, and cumulative controlled risks.
VI. CONCLUSION
Project portfolio selection is a problem found in several
relevant industries in a variety of different circumstances.
We treated a particular PPS problem stemming from the
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power generation industry, and proposed a heuristic, the
kRGH, based on the GRASP meta-heuristic, for solving
instances of the PPS problem. We performed experiments
that confirmed that solutions produced by the heuristic are
better than manually constructed solutions. The solutions
produced by the kRGH are not only better than the manual
ones, but they also reached up to nearly 93% of the upper
bound measure used in this work. Moreover, the heuristic
is stable and maintains its quality despite a wide range of
disturbance factors applied to real-world instances.
We also presented a DSS prototype that implements the
heuristic and several features, including data visualization
(tables and charts), data management, and total risk/cost
charts. The DSS software prototype includes functionalities
such as importing and exporting spreadsheets containing
PPS instances and solutions, construction of portfolio so-
lutions using the proposed kRGH heuristic, and portfolio
edition allowing decision makers to apply modifications to
an existing portfolio and to recompute the new solutions.
Using benefit feedback and adjusting the GRASP can-
didate list during the execution of the kRGH, may further
contribute to improve the heuristic quality and performance.
Future work may also involve implementations of complete
GRASP heuristics by including local optima search proce-
dures.
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