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Abstract
Meta reinforcement learning (meta-RL) provides a principled approach for fast
adaptation to novel tasks by extracting prior knowledge from previous tasks. Under
such settings, it is crucial for the agent to perform efficient exploration during adap-
tation to collect useful experiences. However, existing methods suffer from poor
adaptation performance caused by inefficient exploration mechanisms, especially in
sparse-reward problems. In this paper, we present a novel off-policy context-based
meta-RL approach that efficiently learns a separate exploration policy to support
fast adaptation, as well as a context-aware exploitation policy to maximize extrinsic
return. The explorer is motivated by an information-theoretical intrinsic reward that
encourages the agent to collect experiences that provide rich information about the
task. Experiment results on both MuJoCo and Meta-World benchmarks show that
our method significantly outperforms baselines by performing efficient exploration
strategies.
1 Introduction
Human-level intelligence is able to acquire new skills within limited experience utilizing past
knowledge and memories. However, most successful reinforcement learning (RL) agents to-date
still require large amounts of data to achieve human-level performance [1, 2, 3]. Meta reinforcement
learning (meta-RL) makes a step toward this efficient adaptability by extracting prior knowledge from
a set of tasks, and quickly adapt to novel tasks within few interactions. Compared to meta supervised
learning, meta-RL not only needs to master the new task given small amounts of data, but also needs
to actively explore to gather such data with as much information as possible. This is known as the
exploration problem in meta-RL [4, 5, 6].
Intuitively, good exploration behaviors can be very distinct from exploitation behaviors, and utilizing
off-policy adaptation patterns is a sensible way to address this problem. However, most methods
[4, 5, 7, 8] rely heavily on on-policy data, leading to highly entangled exploration and exploitation
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(a) ProMP with final return
0
(b) PEARL with final
return 0
(c) MAME with final
return 0
(d) MetaCURE (ours)
with final return 24.5
Figure 1: Adaptation visualization of (a) ProMP, (b) PEARL, (c) MAME and (d) MetaCURE (ours)
in a sparse reward task set. Trajectories in dark purple are trajectories of the first adaptation episode,
while the light yellow trajectories are trajectories of the last episode. Our method achieves good
exploration and exploitation behaviors, while PEARL’s exploration is less effective. ProMP fails to
learn on the sparse reward tasks. MAME fails to learn efficient exploration behaviors.
behaviors. Recent works including PEARL [9] and MQL [10] use structures that enable off-policy
meta-training and adaptation, but exploration and exploitation behaviors are still performed by one
policy, which makes exploration inefficient. MAME [6], a recent gradient-based method, takes a
good step towards this goal, and learns separate exploration and exploitation policies. However,
its exploration policy learning is purely based on the exploitation policy’s performance and lacks
intrinsic motivations that effectively instruct how to explore, like what has been done in traditional
RL [11, 12].
To enable more effective exploration, we propose an information-theoretical way to overcome
aforementioned drawbacks. An illustrative example is shown in Figure 1. The dark blue circle
represents the goal for current task, and the light blue circles represent goals of other meta-testing
tasks. Reward is only provided when the agent is within the range of the goal, making exploration
important to perform good adaptation. With sparse rewards, ProMP [9], an on-policy method, fails
to adapt. PEARL manages to learn meaningful policies with its off-policy patterns, but PEARL’s
exploration behaviour is similar to exploitation ones, making it less effective. MAME is able to
generate exploratory behaviours, but still not effective, as the exploration policy’s gradient update is
not informative enough. On the contrary, our method is able to generate most informative trajectories
and find the goal within few episodes.
Our method achieves this efficient exploration with the insight that good exploration behaviors should
collect trajectories that contain as much information about the task as possible. We introduce an
intrinsic reward that measures agent’s information gain during adaptation, and enables efficient
exploration policy learning. As this intrinsic reward is hard to diminish during adaptation, we also
learn a separate exploitation policy which is used to digest experiences and maximize extrinsic return.
The primary contribution of our paper is a novel context-based meta-RL framework, called Meta-RL
with effiCient Uncertainty Reduction Exploration (MetaCURE). The advantages of our method can
be summarized as follows: first, we utilize off-policy meta-training and adaptation patterns, achieving
higher sample efficiency and enabling the separation of exploration and exploitation; secondly, we
utilize intrinsic rewards to directly instruct behavior policies to efficiently explore, and achieves better
performance. We evaluate our algorithm on various sparse-reward MuJoCo [13] tasks, managing
to adapt to new tasks within very few episodes (∼5) and outperforms state-of-the-art meta-RL
algorithms. We also test on the difficult Meta-World [14] tasks with sparse rewards, and attain higher
success rates than baselines. We visualize how the agent performs exploration in sparse-reward
environments and demonstrate that our exploration is more efficient than other methods.
2 Background
The field of meta-RL deals with a distribution of tasks p(T ), with each task T a Markov Decision
Process (MDP), which consists of a state space, an action space, a transition function and a reward
function. In common meta-RL settings [7, 8, 9, 15], different tasks differ in the transition and/or
reward function , so we can describe a task using a tuple T = 〈pT0 (s0), pT (s′|s, a), rT (s, a)〉 , with
pT0 (s0) the initial state distribution, p
T (s′|s, a) the transition probability and rT (s, a) the reward
function.
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Similar to [16], We denote cTn = (an, rn, sn+1) as the experience tuple collected at the n-th step of
adaptation in task T , and we use cT−1:T−1 = 〈cT−1, cT0 , ..., cTT−1〉1 to denote all trajectories collected
in the T timesteps.
We also care about the sample efficiency of meta-RL algorithms, which can be evaluated by meta-
training efficiency (number of samples needed to meta-train the agent) and adaptation efficiency
(number of samples needed to acquire good adaptation performance). Obviously, efficient exploration
improves adaptation efficiency, as fewer samples are needed to collect essential information for
adaptation. For meta-training efficiency, off-policy methods [9, 10] make use of replay buffers and
are more sample efficient than on-policy methods.
3 Approach
We learn a separate exploration behavior policy for off-policy meta-training and adaptation, as well
as an exploiter to utilize gained experiences. We want the explorer to collect trajectories that benefit
the inference of task belief, and this is acquired by maximizing the agent’s information gain. The
exploiter is expected to maximize extrinsic return given some assumption sampled from agent’s
posterior belief.
Figure 2: MetaCURE’s meta-training pipeline. Different buffers are used for training the policies
and training the encoder. B contains trajectories collected by pi and pie, while Benc only contains
experience from pie, and is of smaller size to contain only recent experiences. This structure fixes the
gap between meta-training and adaptation, and attains higher sample efficiency as both policies can
be off-policy trained with history experiences. Batches from B and Benc are sampled from the same
task.
3.1 MetaCURE Framework
Assuming that the agent is given N episodes to perform adaptation, our objective is to acquire
superior performance in the last episode of adaptation, which can be formulated as:
max
pi,pie
ET [R(T , pi(cTpie))] (1)
with cTpie experiences collected by the exploration policy pi
e in the previous (N − 1) episodes, and R
is the N -th episode’s expected return with exploitation policy pi. pi is aware of cTpie . Intuitively, to
maximize this objective, pie should explore about the task, and collect useful trajectories for final
adaptation, while pi should perform exploitation behaviors utilizing collected experiences.
To optimize this objective, we propose a novel framework, in which we learn two policies to perform
exploration and exploitation separately. While pi can be trained to maximize extrinsic return, pie is
1for n = −1, we define cT−1 = (~0,~0, s0). In following deductions, we may drop T for brevity.
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intrinsically motivated by our intrinsic reward, which reflects the agent’s information gain and is
estimated with prediction loss. pi and pie share one replay buffer, taking advantage of the off-policy
training pattern to achieve higher sample efficiency. We utilize a structure similar to the information
bottleneck [17] to approximate the agent’s posterior belief. The encoder qφ is trained with a smaller
separate buffer to fix the gap between meta-training and meta-testing. Any off-policy RL algorithms
can be used to train the policies, and we utilize Soft Actor-Critic (SAC) [18] for its good exploration
ability and high sample efficiency. MetaCURE’s meta-training pipeline is illustrated in Figure 2.
3.2 Intrinsically Motivated Explorer
The explorer is expected to collect trajectories that help distinguish the current task. Introducing
intrinsic rewards [19, 12] is a popular and efficient way to obtain desirable behaviors. We intrinsically
encourage the explorer by maximizing the agent’s information gain:
max
ai
E(ri,si+1)|(c−1:i−1,ai)[DKL[p(z|c−1:i−1)||p(z|c−1:i)]] (2)
The left-hand side of the KL divergence is the agent’s belief before observing ci, while the right-hand
side is the updated belief. This term reflects how much the agent’s belief has changed after collecting
experiences. We also observe similar objectives proposed in VIME [12], in which they explain as
compression improvement.
This intrinsic reward is theoretically sound. However, in practice, estimating the KL divergence
suffers from high variance and harms performance. To achieve a low-variance estimate, we transfer it
into the form of prediction loss with the following proposition:
Proposition 1.
E(ri,si+1)|(c−1:i−1,ai)[DKL[p(z|c−1:i−1)||p(z|c−1:i)]] =
Ez|(c−1:i−1)[DKL[p(ri, si+1|c−1:i−1, ai)||p(ri, si+1|c−1:i−1, ai, z)]]
(3)
The right-hand side in the equation above measures the distance between the true reward and transition
function and the predicted ones. This can be further explained as one kind of prediction loss [11].
The following proposition gives a lower bound of the prediction loss:
Proposition 2. If we assume p(ri, si+1|c−1:i−1, ai, z) to be a Gaussian distribution with standard
deviation σ, then we have
DKL[p(ri, si+1|c−1:i−1, ai)||p(ri, si+1|c−1:i−1, ai, z)] ≥
1
4σ2
E(ri,si+1)|(c−1:i−1,ai)[r
′
BI(si, ai, z, ri, si+1)]−
1
2
ln 2
(4)
, with r′BI(si, ai, z, ri, si+1) = ||(rpred(si, ai, z), spred(si, ai, z)) − (ri, si+1)||21. rpred, spred are
the means of the Gaussian distribution.
Proposition 2 shows that by assuming the prediction to be a Gaussian distribution with fixed variance,
we can acquire a low-variance lower bound by only estimating its mean. Then we utilize the fact
that in finite-length situations, adding or multiplying a constant to all rewards does not change the
optimal policy. With this fact, we can directly utilize r′BI as a low-variance estimate of the objective
in Equation 2, and the reward for the explorer pie is:
re(c−1:i−1, si, ai, ri, si+1) = r(si, ai) + λEz|c−1:i−1 [r
′
BI(si, ai, z, ri, si+1)] (5)
, with λ a constant controlling the weight of exploration. As re conditions on c, pie must also be
aware of c to avoid confusion. Instead of directly utilizing c as pie’s input, we observe the insight that
the belief qφ(z|c) extracts useful information from the context, and take qφ(z|c) as pie’s input. This
modification accelerates learning, as we reuse the knowledge learned by qφ.
It is worth noticing that our predictions rpred and spred conditions on the task embedding z, indicating
that we need to meta-learn predictors, unlike previous works that directly learn the predictor [11, 19,
20, 21]. The meta-learned prediction loss diminishes more slowly than predictors for single tasks,
deviating the explorer from optimal exploitation, and motivating us to learn a separate exploiter.
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3.3 Exploiter and Context Encoder
The exploiter pi is expected to utilize collected experiences and perform good exploitation behaviors.
We design it to take state s and the embedding z as input and maximize the expected extrinsic return.
This structure can be explained as context-based meta-RL with probabilistic context embedding [9].
The encoder approximates the agent’s posterior belief using variational inference methods [22, 17, 9,
8]. Similar to [9], we require the encoder to be able to recover the exploitation policy pi’s Q function,
which reflects task information. As for encoder’s network structure, we adopt a structure similar to
SNAIL [16], which effectively digests trajectories by utilizing temporal convolution and attention
mechanisms.
4 Experiments
In this section, we aim at answering the following questions: 1. Can MetaCURE achieve good final
adaptation performance in tasks that require efficient exploration? 2. Do the exploration policy and
exploitation policy obtain desirable behaviors? 3. Is the intrinsic reward vital for efficient exploration?
4. Is the separation of exploration and exploitation vital for good performance? Besides, we are also
interested in MetaCURE’s adaptation efficiency and meta-training efficiency.
4.1 Adaptation Performance on MuJoCo
Figure 3: Evaluation of MetaCURE and several meta-RL baselines on various sparse-reward MuJoCo
environments. MetaCURE achieves superior final performance as well as high sample efficiency.
RL2 performs well in tasks with simple dynamics but fails with complex tasks. MAML works well
in Walker-Params-Sparse but fails in tasks that differ in the reward function. PEARL’s exploration is
less effective, and is outperformed by MetaCURE. MAME fails on most tasks.
Environment Setup We evaluate our algorithm on various MuJoCo [13] tasks with sparse rewards, in
which exploration is vital for good final adaptation performance. These meta-training tasks vary either
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Table 1: Final success rates on the hard Meta-World tasks.
TASKS METACURE PEARL E-RL2
PUSH 0.46±0.10 0.28±0.11 0±0
REACH 0.25±0.07 0.07±0.04 0±0
in the reward function (goal location in Point-Robot-Sparse and Reacher-Goal-sparse, target velocity
in Cheetah-Vel-Sparse and Walker-Vel-Sparse) or the transition function (Walker-Params-Sparse).
These tasks are benchmarks commonly used by current meta-learning algorithms [16, 15, 5, 9].
Unlike previous evaluation settings, we limit the length of the adaptation phase to address the
importance of efficient exploration. Also, we do not provide dense reward while meta-training, which
is different from the setting of PEARL [9]. Typically, each adaptation phase consists of 2∼4 episodes,
each episode 32∼64 steps, varying with the specific task. For MetaCURE, the exploitation policy is
only performed in the last adaptation episode, and for other episodes, the exploration policy is used.
Detailed parameters and reward function settings are available in Appendix A.3.
Baselines setup We compare our algorithm against several representative meta-RL algorithms,
including MAML [15], ProMP [5], RL2 [7], MAME [6], PEARL [9] and E-RL2 [4]. We use open-
source codes provided by the original papers, and the performance is averaged over three random
seeds. We implement MetaCURE with PyTorch [23].
Results and analyses As shown in Figure 3, we plot the algorithms’ meta-testing performance as
a function of number of experiences collected during meta-training. Performance is evaluated by
the last adaptation episode’s return averaged over all meta-testing tasks. MetaCURE is the only
algorithm that manages to acquire good performance on all five task sets. Being off-policy algorithms,
MetaCURE and PEARL enjoy higher sample efficiency, needing far fewer samples to converge.
Meanwhile, as MetaCURE learns an efficient exploration strategy, it is able to outperform other
baselines by a large margin in these sparse-reward tasks. PEARL utilizes the posterior sampling
pattern [24], which is less efficient than MetaCURE. We also observe RL2’s good performance in
Point-Robot-Sparse and Cheetah-Vel-Sparse, because these tasks have smaller state and action spaces,
and are easier to explore. Also, MAML acquires good performance in Walker-Params-Sparse but fails
to learn tasks with different reward functions. This is probably because gradient-based methods are
more sensitive to differences in dynamics. E-RL2 and ProMP are unable to achieve good performance
on any of the sparse-reward tasks. MAME fails on most tasks, as the exploration policy cannot
receive enough information with sparse rewards.
4.2 Adaptation Performance on Meta-World
Meta-World [14] is a recently proposed difficult evaluation benchmark for meta-RL, including a
variety of robot arm control tasks. We test MetaCURE as well as baselines on two Meta-World task
sets: Push and Reach. Although these task sets are not very distinct, current methods still struggle to
achieve good performance on them, even with dense rewards, due to their complexity in dynamics and
long time horizon. To address the importance of exploration, we make the rewards sparse. Following
the setting in [14], we evaluate algorithms by their final success rates, and results are shown in Table 1.
MetaCURE achieves significantly higher success rates than baselines by learning efficient exploration
behaviors.
4.3 Adaptation Visualization
To prove that MetaCURE indeed learns efficient exploration and exploitation strategies, we visualize
MetaCURE’s adaptation phase in Walker-Vel-Sparse and Cheetah-Vel-Sprase, as shown in Appendix
A.4. We compare against PEARL, which explores via posterior sampling. While MetaCURE
effectively explores in the first episode and carries out good exploitation behaviors in the second
episode, PEARL keeps its belief about current task throughout an entire episode, and explores less
effectively.
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4.4 Ablation Study
In this section, we discuss the necessity of MetaCURE’s components for its efficient exploration.
Hyper-parameters We conduct ablation studies on MetaCURE’s hyper-parameters, and results are
shown in Appendix A.5. Results show that MetaCURE is generally robust to hyper-parameters and
does not need careful fine-tuning.
Intrinsic rewards Without intrinsic rewards, the explorer maximizes its average expected return,
which is analogous to VariBAD [8] and may fail to collect useful information effectively. To address
this issue, we design an environment similar to Point-Robot-Sparse and has a sub-optimal goal that
keeps unchanged across all tasks, as shown in Figure 4. While the explorer without intrinsic rewards
keeps going to the sub-optimal goal and fails to collect useful information, the intrinsically motivated
explorer effectively explores possible goals and manages to find the real goal, thus attaining higher
final performance.
Baselines with intrinsic rewards To prove that MetaCURE is not a trivial combination of
information-theoretical intrinsic rewards and meta-RL, we test baselines that simply adds our intrinsic
reward to PEARL and E-RL2, respectively. On the Cheetah-Vel-Sparse task set, while MetaCURE
achieves a performance of 104.5 ± 2.2, PEARL with intrinsic rewards only achieves 96.6 ± 4.5,
and E-RL2 with intrinsic rewards only achieves 75.1± 7.7. These poor performances are caused by
the fact that the intrinsic rewards are hard to diminish during adaptation, and the meta-policies are
biased from optimal exploitation behaviors. Meanwhile, MetaCURE achieves superior performance
by utilizing an exploiter that maximizes extrinsic return.
5 Related Works
Meta learning Research on cognitive science shows that children as young as four years old can
integrate and make use of prior knowledge in order to master new skills quickly [25]. The idea of
meta-learning [26, 27, 28, 15] is one promising way to equip AIs with the knowledge transferring
ability. Meta-learning focuses on extracting and utilizing prior knowledge from a set of tasks to
enable fast adaptation on novel unseen tasks. This idea can be applied to all kinds of learning tasks,
such as regression, classification, and reinforcement learning.
Exploration in meta-RL The difference between meta-RL and meta supervised learning is that in
meta-RL, task-specific data is not a given dataset, and the agent must explore the environment to find
useful information. This exploration part is vital for both meta-trainig and adaptation [29].
Exploration in gradient-based meta-RL is addressed by computing the gradient to the pre-update
policy’s state distribution [5]. Because adaptation is realized via few-step gradient descent, the
exploration policy is close to the exploitation policy and is less effective. In most context-based
methods, the agent automatically balances between exploration and exploitation by maximizing
average adaptation performance [7, 8], which makes the agent more conservative in exploration..
PEARL [9], a recently proposed approach, utilizes the posterior sampling pattern [24] to explore.
MAESN [30] claims to improve exploration by learning a latent variable that injects structured
exploration noises, which is actually also a form of posterior sampling. [31] derives theoretical proof
that if reward is only provided at the end of episodes, then posterior sampling reaches minimal total
regret for exploration; however, in common task settings there exist intermediate rewards which may
obtain useful information, and posterior sampling is less effective in these tasks. MAME [6] learns
off-policy exploration, and adapts via self-supervised losses. The exploration policy is trained with
gradients back-propagated through the exploitation policy, which is indirect.
Exploration with information-theoretical intrinsic rewards Measuring information gain is an
important way of designing intrinsic rewards for exploration. VIME [12] measures the mutual
information between trajectories and the transition function, while EMI [32] measures the mutual
information between state and action with the next state in consideration, as well as the mutual
information between state and next state with the action in consideration, both in the latent space.
[33] discusses exploration with information gain, but is restricted to planning problems and requires an
oracle estimating the posterior. To our best knowledge, no previous work has introduced information-
theoretical intrinsic rewards into meta-RL.
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(a) Environment illustration (b) Learning curve
(c) MetaCURE with intrinsic rewards achieves
an average return of 23.8
(d) MetaCURE without intrinsic rewards achieves
an average return of 19.2
Figure 4: (a) Point-Robot-Sparse with a sub-optimal goal. The sub-optimal goal is illustrated in
green, which requires no exploration but offers lower returns. The cross indicates the agent’s initial
position. Blue circles indicate optimal goals. (b) Learning curves of MetaCURE w/o intrinsic
rewards on the illustrated task set. (c) Adaptation visualization of MetaCURE with intrinsic rewards.
MetaCURE finds the optimal goal, and leads to higher final performance. (d) Adaptation visualization
of MetaCURE without intrinsic rewards. Explorer without intrinsic rewards maximizes average
extrinsic return, leading to inefficient exploration.
Prediction loss as intrinsic reward Prediction loss can serve as a kind of curiosity-driven intrinsic
reward to encourage exploration. Intuitively, high prediction loss implies that the situation has not
been fully explored, and visiting these situations helps the agent to explore. [11] directly predicts the
image observation, and [19] utilize prediction loss in the latent space, extracting useful features from
observations. To avoid trivial solutions in learning the latent space, [20] introduces an inverse model
to guide the learning of latent space, only predicting things that the agent can control. [21] utilizes
random neural networks as projections onto the latent space and achieved good performance on Atari
games. Our low-variance intrinsic reward utilizes meta-learned predictors to estimate prediction loss,
lower bounding the update of the task belief.
6 Conclusion
In this paper, we propose a novel off-policy meta-RL framework, MetaCURE, which can learn effi-
cient exploration as well as exploitation patterns, and achieves superior final performance on various
sparse-reward tasks, attaining high meta-training efficiency and adaptation efficiency. However,
efficient exploration itself may not be sufficient to solve complex task distributions like Meta-World,
and we are looking forward to future work addressing this problem.
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Broader Impact
Meta learning is drawing tremendous attention recently, as the ability to generalize and quickly
adapt is very crucial for real-world AI applications. However, current meta-RL research faces many
challenges, and exploration is an important problem. Current methods rely heavily on dense rewards,
which lightens the burden of exploration, but may be inapplicable in real life. Our work introduces
efficient exploration mechanisms, and enables adaptation with very sparse rewards, thus benefiting
meta-RL’s applications to real-world scenarios.
We are also aware of possible potential negative influences: our method effectively extracts task-
specific knowledge, which can potentially be used for bad purposes, such as network hacking and
modelling users or customers to take advantages of them.
In general, our work benefits meta-RL’s real life applications, but may also obtain risks if not utilized
for good purposes. We believe that further research on meta-RL’s applications can help us mitigate
these risks.
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