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METRIC RECTIFIABILITY OF H-REGULAR SURFACES WITH HÖLDER
CONTINUOUS HORIZONTAL NORMAL
DANIELA DI DONATO, KATRIN FÄSSLER, AND TUOMAS ORPONEN
ABSTRACT. Two definitions for the rectfiability of hypersurfaces in Heisenberg groups
H
n have been proposed: one based on H-regular surfaces, and the other on Lipschitz
images of subsets of codimension-1 vertical subgroups. The equivalence between these
notions remains an open problem. Recent partial results are due to Cole-Pauls, Bigolin-
Vittone, and Antonelli-Le Donne.
This paper makes progress in one direction: the metric Lipschitz rectifiability of H-
regular surfaces. We prove that H-regular surfaces in Hn with α-Hölder continuous hor-
izontal normal, α ą 0, are metric bilipschitz rectifiable. This improves on the work by
Antonelli-Le Donne, where the same conclusion was obtained for C8-surfaces.
In H1, we prove a slightly stronger result: every codimension-1 intrinsic Lipschitz
graph with an ǫ of extra regularity in the vertical direction is metric bilipschitz rectifiable.
All the proofs in the paper are based on a new general criterion for finding bilipschitz
maps between "big pieces" of metric spaces.
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1. INTRODUCTION
This paper concerns the relationship between two notions of codimension-1 rectifiability
in the Heisenberg group pHn, dHq “ pR2n`1, ¨, dHq, where "¨" is the group product
px1, . . . , x2n, tq ¨ px
1
1, . . . , x
1
2n, t
1q “
˜
2nÿ
i“1
xi ` x
1
i, t` t
1 ` 1
2
nÿ
i“1
xix
1
n`i ´ xn`ix
1
i
¸
P R2n ˆ R,
and dH is the Korányi distance dHpp, qq :“ }q´1 ¨ p} (with }px, tq} :“ 4
a
|x|4 ` 16t2 for
px, tq P R2n ˆ R). Metric notions in Hn, notably Hausdorff measures, are defined using
the metric dH. Metric notions in Rn are defined using the standard Euclidean distance.
In Rn, the notion of rectifiability can be defined in two equivalent ways. For 0 ă m ă
n, an Hm measurable set E Ă Rn is called m-rectifiable if Hm almost all of E can be
covered by either
(1) countably many Lipschitzm-images, or
(2) countably many Lipschitzm-graphs.
Here, a Lipschitzm-imagemeans a Lipschitz image ofRm, while a Lipschitzm-graphmeans
a set of the form tv ` Apvq : v P V u, where V Ă Rn is an m-dimensional subspace,
and A : V Ñ V K is a Lipschitz map. The equivalence of "Lipschitz image rectifiability"
and "Lipschitz graph rectifiability" is well-known. In particular, Lipschitz m-graphs are
trivially Lipschitzm-images, since v ÞÑ v `Apvq is Lipschitz whenever A is.
We then discuss the analogues of these notions in Hn. Recall first that pHn, dHq is a
metric space of Hausdorff dimension 2n ` 2. A common notion of codimension-1 recti-
fiability (see [20, Definition 4.33]) is intrinsic Lipschitz graph (iLG) rectifiability: an H2n`1
measurable set E Ă Hn is called iLG rectifiable if H2n`1 almost all of E can be covered
by countably many iLGs over vertical subgroups of codimension 1. Here, vertical subgroups
refer to codimension-1 subspaces of R2n`1 containing the t-axis, cf. Section 3, while iLGs
were introduced by Franchi, Serapioni, and Serra Cassano [19] in 2006. They are natural
H
n counterparts of Lipschitz graphs in Rn, see Definition 1.2.
The notion of Lipschitz image (LI) rectifiability in Hn was first studied by Pauls [24] in
2004. AnH2n`1 measurable setE Ă Hn is called LI rectifiable ifH2n`1 almost all ofE can
be covered by Lipschitz images of closed subsets of codimension-1 vertical subgroups.
All of these subgroups (for n ě 1 fixed) are isometrically isomorphic to each other. If
n “ 1, they are further isometrically isomorphic to the parabolic plane
Π :“ pR2,`, } ¨ }q, where }py, tq} :“ 4
a
y4 ` 16t2,
and if n ě 2, they are isometrically isomorphic to pHn´1 ˆ R, ¨Hn´1ˆR, } ¨ }qwith
ppz, tq, sq ¨Hn´1ˆR ppz
1, t1q, s1q “
``
z ` z1, t` t1 ` 1
2
n´1ÿ
i“1
pziz
1
n´1`i ´ z
1
izn´1`iq
˘
, s` s1
˘
(1.1)
and
}ppz, tq, sq} “ 4
a
|pz, sq|4 ` 16t2.
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So, E is LI rectifiable if and only if H2n`1 almost all of E can be covered by countably
many Lipschitz images of closed subsets ofΠ (if n “ 1) orHn´1ˆR (if n ě 2). The metric
induced by } ¨ } in Π is denoted dΠ, and in Hn´1 ˆ R by dHn´1ˆR.
The connection between iLG and LI rectifiability in Hn is poorly understood. It is
neither known if (a) LIs of vertical subgroups are iLG rectifiable, nor if (b) iLGs are LI
rectifiable. It may appear surprising that question (b) is open: after all, to show that
Lipschitz m-graphs in Rn are Lipschitz m-images, one only needed to observe that the
graphmap v ÞÑ v`Apvq is LipschitzwheneverA is. InHn, this argument fails completely.
We will discuss the matter further in a moment.
The purpose of this paper is to make progress in question (b). In brief, we will show
intrinsic C1,α-graphs in Hn are LI rectifiable for any α ą 0. In H1, we can say something
a little better. For precise statements, see Theorems 1.6, 1.7, and 1.11. Before formulating
these new results in detail, we define our objects of study more carefully, and describe
some previous work on the topic.
Definition 1.2. An intrinsic graph over the vertical subgroup W “ tx1 “ 0u in Hn is a set of
the form
S “ tw ¨ ϕpwq : w PWu, (1.3)
where ϕ : W Ñ V “: tpx1, 0, . . . , 0q : x1 P Ru is an arbitrary function. The graph S
determines ϕ uniquely. Further, S is an intrinsic L-Lipschitz graph (L-iLG) over W if it
satisfies a cone condition of the form
S X pp ¨ Cpαqq “ tpu, p P S, 0 ă α ă L´1.
Here Cpαq :“ tq P Hn : }πWppq} ď α}πVppq}u, and πW : Hn ÑW and πV : Hn Ñ V are the
vertical and horizontal projections induced by the splitting Hn “ W ¨ V. If S Ă Hn is an
(L-)iLG, the function ϕ is called an (L-)intrinsic Lipschitz function.
Now, viewing (1.3), it is clear that an iLG S Ă Hn has a "canonical" parametrisation by
the graph map Φ: WÑ S, defined by Φpwq :“ w ¨ ϕpwq. However:
‚ ϕ : pW, dHq Ñ pV, dHq is not always a Lipschitz function, and
‚ the graph map Φ: pW, dHq Ñ pS, dHq is "almost never" Lipschitz.
Regarding the first point, [19, Example 3.3] suggests that ϕp0, x2, tq “ p1` t1{2, 0, 0q is an
intrinsic Lipschitz function inH1, which is not a Lipschitz function. For the second point,
consider the constant function ϕp0, x2, tq ” p1, 0, 0q. Then the graph map
Φp0, x2, tq “ p0, x2, tq ¨ p1, 0, 0q “ p1, x2, t´
x2
2
q
parametrises the vertical plane S “ W1 “ tx1 “ 1u Ă H1, a prototypical iLG. However,
Φ is not Lipschitz on any open subset ofW, because the only rectifiable curves onW,W1
are the horizontal lines contained on W,W1, and Φ sends the horizontal lines on W to
non-horizontal lines onW1 (by right translation).
In spite of these difficulties, the graphmap is sometimes useful for Lipschitz parametris-
ing iLGs: if an iLG S Ă H1 has enough a priori regularity, then Φ can precomposed with
something known as the characteristic straightening map Ψ: Π Ñ W in such a way that
Φ ˝ Ψ: Π Ñ S is locally Lipschitz – or even bilipschitz. The following theorem is due
to Cole and Pauls [12] from 2006 (the addition of the letters "bi" is due to Bigolin and
Vittone [7] from 2010):
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Theorem 1.4 (Cole-Pauls, Bigolin-Vittone). Every non-characteristic point on a Euclidean C1
surface S Ă H1 has a neighbourhood which is the bilipschitz image of an open subset of Π.
Both proofs reduce the problem to intrinsic Lipschitz graphs S “ ΦpWq Ă H1, and
the Euclidean C1-smoothness of S then translates to properties of the intrinsic Lipschitz
function ϕ : W Ñ V. The essential hypothesis is that ϕ is a Euclidean C1-function, al-
though it might suffice that ϕ is Euclidean Lipschitz, viewed as a function R2 Ñ R. The
characteristic straightening map only plays a small (and rather implicit) role in this pa-
per, see Lemma 4.10. So, we refer to the "Outline of proofs" section in [6], or the proof of
[7, Theorem 3.1] for more details. In brief, the regularity of ϕ is, in Theorem 1.4, required
to control the regularity of Ψ, and if ϕ fails to be Lipschitz R2 Ñ R, the map Ψ does not
appear to be useable for the Lipschitz parametrisation problem.
In fact, Bigolin and Vittone in [7] show that Theorem 1.4 can fail without the C1-
regularity assumption. For 1
2
ă α ă 1, they consider the intrinsic Lipschitz function
ϕp0, x2, tq “
#
´ t
α
1´α , if t ě 0,
0, if t ă 0,
p0, x2, tq PW, (1.5)
and its intrinsic graph S “ ΦpWq, which fails to be Euclidean C1-regular in any neigh-
bourhood of the line tp0, x2, 0q : x2 P Ru. They show that no Lipschitz map from an open
subset of Π to a neighbourhood of 0 P Γ can have a Lipschitz inverse.
The example (1.5) is a good prelude to the results of this paper. The main novelties
will be to
(a) say something about the LI rectifiability of iLGs below the critical C1-regularity
of ϕ (in particular, our results apply to the example in (1.5) for 1
2
ă α ă 1),
(b) consider the problem in higher Heisenberg groups, where the technique via the
characteristic straightening map does not seem to be easily available.
Here is the first main result:
Theorem 1.6. Let α ą 0, and let S Ă Hn be the intrinsic graph of a globally defined but
compactly supported intrinsic C1,α-function. Then S has big pieces of bilipschitz images of the
parabolic plane pΠ, dΠq if n “ 1, or of pH
n´1 ˆ R, dHn´1ˆRq if n ě 2. In particular, S is LI
rectifiable.
The following corollary is easier to read:
Theorem 1.7. Let S Ă Hn be a C1,α
H
-surface. Then S is LI rectifiable.
Remark 1.8. A first version of the present paper, by the third author, contained Theorems
1.6 and 1.7 in H1. After that version appeared on the arXiv, Antonelli and Le Donne
proved in [2], building on [22], that every C8 hypersurface S in Hn, n ě 2, is rectifiable
by bilipschitz images of subsets of Hn´1 ˆ R.
The result of Antonelli-Le Donne follows from Theorem 1.7 (or rather, the bilipschitz
version stated in Theorem 3.28): the C8 regularity of S, and a result of Balogh [5], imply
that H2n`1 almost every point on S has an open neighbourhood U such that S X U is
given as the level set of a C8 function f : U Ñ R with nonvanishing horizontal gradient
∇Hf . Using that f is Euclidean C8 (or even Euclidean C2), one concludes that f satisfies
condition (3.4) in Definition 3.2, possibly on a slightly smaller open set. Thus, outside
METRIC RECTIFIABILITY OF H-REGULAR SURFACES 5
an H2n`1 null set, S is locally a C1,α
H
surface, and it follows from Theorem 3.28 that S is
rectifiable by bilipschitz images of compact subsets of Hn´1 ˆ R.
The notions of regularity appearing in the theorems above will be formally introduced
in Section 3. In brief, a C1,α
H
-surface is an H-regular surface whose horizontal normal is α-
Hölder continuous (in the metric dH). Then, roughly speaking, an intrinsic C1,α-function
is a function W Ñ V whose intrinsic graph ΦpWq is a C1,α
H
-surface, but this is a little
inaccurate; see Definition 3.6 and Remark 3.7 for more precision.
The next example points out that Theorem 1.7 applies to the function in (1.5):
Example 1.9. The horizontal normal of the intrinsic graph of the function ϕ from (1.5) is
νHpΦp0, x2, tqq “
˜
´1a
1` |cαt2α´1|2
,
cαt
2α´1a
1` |cαt2α´1|2
¸
, x2 P R, t ą 0,
where cα :“ α{p1 ´ αq
2, and νHpΦp0, x2, tqq ” p´1, 0q for x2 P R, t ď 0. This follows by
combining the expression for the intrinsic gradient of ϕ on [7, p. 166] with a known relationship
between the horizontal normal of ΦpWq and the intrinsic gradient of ϕ, see the references around
(3.13). Noting that p2α ´ 1q{α P p0, 1s for 1
2
ă α ď 1, we have for arbitrary x2, x
1
2 P R that
|s2α´1 ´ t2α´1| ď |sα ´ tα|p2α´1q{α .α dHpΦp0, x2, sq,Φp0, x
1
2, tqq
p2α´1q{α, s, t ě 0,
so we conclude that ΦpWq satisfies the assumptions of Theorem 1.7.
The next definition explains the rest of the terminology in Theorem 1.6:
Definition 1.10 (BPGBI). Fix n P N and set pG, dGq “ pΠ, dΠq if n “ 1, and pG, dGq “
pHn´1 ˆ R, dHn´1ˆRq if n ě 2. Let E Ă H
n be closed and p2n ` 1q-regular. Then, E has
big pieces of G bilipschitz images (BPGBI) if there exist constants L ě 1 and θ ą 0 such that
the following holds: for every p P E and 0 ă r ď diamHpEq, there exists a compact set
K Ă Bp0, rq Ă G and an L-bilipschitz map f : K Ñ Hn such that
H2n`1pfpKq X rE XBpp, rqsq ě θr2n`1.
So, up to some technical assumptions, Theorem 1.6 states that intrinsic C1,α-graphs in
H
n are uniformly rectifiable by pG, dGq, in the spirit of David and Semmes [13]. We next
formulate a stronger result inH1. Informally, the point is that we can relaxC1,α-regularity
to Lipschitz regularity in the "horizontal" directions, but we still need to assume an ǫ of
additional a priori regularity in the vertical direction. To motivate the definition, we note
that intrinsic C1,α-functions are locally Euclidean p1 ` αq{2 Hölder continuous along
vertical lines by [10, Proposition 4.2]. InH1, it turns out that this property of extra vertical
Hölder regularity alone implies the conclusion of Theorem 1.6.
Theorem 1.11. Let S Ă H1 be the intrinsic graph of a globally defined but compactly supported
intrinsic Lipschitz function with extra vertical Hölder regularity, see Definition 4.1. Then S has
big pieces of bilipschitz images of the parabolic plane pΠ, dΠq. In particular, S is LI rectifiable.
The "extra vertical Hölder regularity" is often weaker than intrinsic C1,α-regularity:
for example, intrinsic Lipschitz functions of the form ϕp0, y, tq “ ϕ˜pyq, with ϕ˜ : R Ñ R
Lipschitz, are not necessarily intrinsic C1,α, but they are very smooth along vertical lines.
Theorem 1.11 can be used to give alternative proofs for the LI rectifiability of Euclidean
C1 hypersurfaces in H1 (originally due to Cole-Pauls [12]) and of the n “ 1 case of Theo-
rem 1.6 (originally due to the third author). Intrinsic graphs that satisfy the assumptions
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of Theorem 1.11 are examples of sets on which the 3-dimensional Heisenberg Riesz trans-
form is L2-bounded, see [16]. The essential property of such graphs used here is that they
can be well approximated by Lipschitz flags (Definition 4.8), and that Lipschitz flags can
be bilipschitz parametrised using the characteristic straightening map of Cole-Pauls and
Bigolin-Vittone. No counterparts for these properties are known in higher dimensions.
We close this section with a few questions:
Questions. Are all intrinsic Lipschitz graphs inHn LI rectifiable? If so, do they have big pieces of
Lipschitz images of G, or BPGBI? In the converse direction: Are (bi-)Lipschitz images of vertical
subgroups in Hn iLG rectifiable?
1.1. Bilipschitz maps between big pieces of metric spaces. As mentioned above Theo-
rem 1.6, adapting the techniques of Cole-Pauls and Bigolin-Vittone seems difficult with-
out something close to C1-regularity, or if n ě 2. Instead, Theorems 1.6 and 1.11 will
follow from an application of a general result concerning metric spaces, Theorem 1.14
below. We now formulate the abstract hypotheses of that theorem.
Let pG, dGq and pM,dM q be metric spaces. Assume the following "local correspon-
dence" between G and M , for constants α ą 0, L ě 1, A ě 1, and for some x0 P G and
p0 P M fixed. For every x P BGpx0, 1q, p P BM pp0, 1q and n P N Y t0u there exists a map
inxÑp : GÑM with i
n
xÑppxq “ p such that
L´1dGpy, zq´A2
´np1`αq ď dM pi
n
xÑppyq, i
n
xÑppzqq ď LdGpy, zq`A2
´np1`αq, y, z P Bpx, 2´nq.
(1.12)
Moreover, if n ě 0, x, y P BGpx0, 1q and p, q P BMpp0, 1q with dGpx, yq ď 2´n and
inxÑppyq “ q, then
dM pi
n
xÑppzq, i
n`1
yÑqpzqq ď A2
´np1`αq z P Bpx, 2´nq. (1.13)
These assumptions are reminiscent of [14, (1.6)-(1.9)]. See also [8, Appendix 1] for
related results. The assumption (1.12) postulates that the maps inxÑp are bilipschitz con-
tinuous at the scale 2´n, up to an error which is much smaller than 2´n. The assumption
(1.13) is "compatibility condition": it states that the maps inxÑp and i
n`1
yÑq nearly coincide
at scale 2´n, again up to an error which is much smaller than 2´n. The a priori condition
"inxÑppyq “ q" above (1.13) is a technically convenient way of assuming that p and q are
close to each other onM : indeed it follows from the hypotheses, including (1.12), that
dM pp, qq “ dM pi
n
xÑppxq, i
n
xÑppyqq ď LdGpx, yq `A2
´np1`αq .A,L 2
´n.
The assumptions (1.12)-(1.13) are designed to enable the construction of bilipschitz
maps from subsets of G toM , at least if G is complete and doubling:
Theorem 1.14. Assume that pG, dGq is a complete metric space with diamGpGq ě 1 and
equipped with a nontrivial doubling measure µ, and pM,dM q is complete. Assume that the
conditions (1.12)-(1.13) hold for some α ą 0, L ě 1, and A ě 1. Then, there exists a constant
δ ą 0, a compact set K Ă Bpx0, 1q with µpKq ě δµpBpx0, 1qq and a 2L-bilipschitz embedding
F : K ÑM with F pKq Ă Bpp0, 1q. The constant δ ą 0 only depends on the doubling constant
of pG, dG, µq, and the constants α, L, and A in (1.12)-(1.13).
The plan of the paper is to prove Theorem 1.14 in Section 2 and Appendix A, and then
apply it to prove Theorem 1.6 for Hn, n ą 1, in Section 3. In Section 4 we prove Theorem
1.11, which yields as a corollary the case n “ 1 of Theorem 1.6. Theorem 1.7 is "morally"
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a direct corollary of Theorem 1.6: by the implicit function theorem of Franchi, Serapioni,
and Serra Cassano [18, Theorem 6.5], aC1,α
H
-surface is locally parametrisable by an intrin-
sic C1,α-function over some vertical subgroup W Ă Hn. However, the parametrisation
may only be defined on a strict subset of W, and fail to literally satisfy the assumptions
of Theorem 1.6. As far as we know, there is no extension theorem for intrinsic C1,α-
functions available. To bypass the issue, Appendix B contains a proposition saying that
every point on a C1,α
H
-surface has a neighbourhood which is contained on the intrinsic
graph of a globally defined, compactly supported intrinsic C1,α{3-function. With this
proposition in hand, Theorem 1.7 is indeed a corollary of Theorem 1.6.
1.2. Notations. For A,B ą 0, we write A . B if there is a constant C ą 0 such that
A ď CB. If we want to specify that the value of C is allowed to depend on an auxiliary
parameter h, we will write A .h B.
1.3. Acknowledgements. K.F. and T.O. would like to thank Enrico Le Donne and Séver-
ine Rigot for many fruitful discussions on the topic of the paper. We are also grateful to
Davide Vittone for tips on proving Proposition B.1, which was needed to reduce Theorem
1.7 to Theorem 1.6. Finally, we thank Damian Da˛browski for pointing out the reference
[4]. D.D.D. would like to thank Enrico Le Donne and Raul Serapioni for important sug-
gestions on the subject.
2. PROOF OF THE MAIN THEOREM FOR METRIC SPACES
The proof of Theorem 1.14 is inspired by the recent work of Le Donne and Young [22]
on the Carnot rectifiability of sub-Riemannian manifolds.
Before starting the proof of Theorem 1.14 in earnest, we need to introduce some termi-
nology. Assume for a moment that n0 ě 0, and there exist families tDnuněn0 of subsets
of G, known as cubes, with the following properties:
(i) Each Dn consists of a finite number of disjoint non-empty compact sets, and in
particular cardDn0 “ 1.
(ii) For n ą n0, each cube Q P Dn is contained in a unique cube Qˆ P Dn´1, called the
parent of Q. For Q P Dn´1 fixed, write chpQq :“ tQ P Dn : Qˆ “ Qu.
(iii) diamGpQq ă 2´n for all Q P Dn.
(iv) There are constants ǫ, τ ą 0 such that if n ě 0 and Q1, Q2 P Dn are distinct, then
dGpQ1, Q2q ě τ2
´p1`ǫqn.
An pǫ, n0, τq-Cantor set is any set of the form
K :“
č
něn0
Kn :“
č
něn0
ď
QPDn
Q,
where the families Dn, n0 ě 0, satisfy properties (i)-(iv).
Definition 2.1. A metric measure space pX, d, µq admits fat Cantor sets if for all ǫ ą 0 and
n0 ě 0, there exist constants δ “ δpn0q ą 0, and τ “ τpǫq ą 0 such that the following
holds. For all x P X, there exists an pǫ, n0, τq-Cantor set K Ă Bpx, 1q with µpKq ě
δµpBpx, 1qq.
We will only use the assumption that pG, dG, µq is doubling and complete to ensure
that it admits fat Cantor sets.
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Proposition 2.2. Every doubling and complete metric measure space pX, d, µq of diameter ě 1
admits fat Cantor sets. In other words, for every ǫ ą 0 and n0 ě 0, the constants δpn0q ą 0
and τpǫq ą 0 can be found as in Definition 2.1. They are also allowed to depend on the doubling
constant of pX, d, µq.
The proof of the proposition above is essentially contained in [22, Section 4.1], but
since the statement is not explicitly given in [22], we repeat the details in Appendix A.
What follows next is a proof of Theorem 1.14, assuming Proposition 2.2. Fix x0 P G and
p0 PM . Let ǫ :“ α{2 (where α ą 0 is the parameter appearing in (1.12)-(1.13)), let n0 ě 0
be a large integer to be determined later, and let K Ă Bpx0, 1q be an pǫ, n0, τq-Cantor set
associated to families of cubes tDnuněn0 , as in (i)-(iv). For each Q P Dn, n ě n0, pick a
centre cQ P Q. Set Dn0´1 :“ tGu and Kn0´1 :“ G.
Themap F : K ÑM will be defined as the limit of certain intermediatemapsFn : Kn Ñ
M for n ě n0 ´ 1. Set Fn0´1 ” p0. To proceed, assume that n ě n0, and the map
Fn´1 : Kn´1 ÑM has already been defined. Then, fix Qn´1 P Dn´1, and set
Fn|Q :“ i
n
cQÑFn´1pcQq
|Q, Q P chpQn´1q Ă Dn.
The next lemma shows, in particular, that if x P K , then the sequence pFnpxqqnPN is
Cauchy in pM,dM q. Hence F pxq :“ limnÑ8 Fnpxq exists by the completeness of pM,dM q.
Lemma 2.3. If n0 ě 1 is large enough (depending on A and the constant L in (1.12)), the
following holds for all w P K and n ě n0:
dM pFnpwq, Fn`1pwqq ď A2
´np1`αq. (2.4)
Proof. For w P K , let cnpwq be the centre of Qnpwq, whereQnpwq is the unique cube in Dn
containing w. One can infer (2.4) from the compatibility condition (1.13) in the following
way:
dM pFnpwq, Fn`1pwqq “ dM pi
n
cnpwqÑFn´1pcnpwqq
pwq, in`1
cn`1pwqÑFnpcn`1pwqq
pwqq ď A2´npα`1q.
To check that the assumptions of (1.13) are really in force, use the notational substitutions
q :“ Fnpcn`1pwqq, p :“ Fn´1pcnpwqq, x :“ cnpwq, y :“ cn`1pwq, and z :“ w.
Then, note that dGpx, yq ď diamGpQnpxqq ă 2´n by (iii), z P Bpx, 2´nq again by (iii), and
q “ Fnpcn`1pwqq “ i
n
cnpwqÑFn´1pcnpwqq
pcn`1pwqq “ i
n
xÑppyq. (2.5)
by definition. This shows that the assumptions of (1.13) are valid, except for one small
issue: is it clear that p, q P Bpp0, 1q? For n “ n0, simply p “ Fn0´1pcn0pwqq “ p0. Also,
using (2.5) and (1.12), we find that
dM pq, pq “ dM pi
n
xÑppyq, i
n
xÑppxqq ď LdGpx, yq `A2
´np1`αq .L A2
´n.
Recalling the definitions of p, q, and using the estimate above repeatedly shows that
maxtdM pp, p0q, dM pq, p0qu .L A2´n0 for all n ě n0. In particular, p, q P Bpp0, 1q if n0 ě 1
is large enough, depending on A and the constant L in (1.12). The proof of the lemma is
complete. 
As an immediate corollary, one deduces the useful estimate
dM pFnpxq, F pxqq . A2
´np1`αq, x P K, n ě n0. (2.6)
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It remains to prove that F is 2L-bilipschitz on K if the index n0 P N was chosen large
enough, depending on the parameters α ą 0, L ě 1 and A ě 1. Fix x, y P K arbitrary
with x ‰ y, and let Q P Dn, n ě n0, be the smallest cube with x, y P Q (thus x, y lie in
distinct cubes in Dn`1). Write c :“ cQ P Q. Then, using properties (iii)-(iv) of the cubes
Dn,
maxtdGpx, cq, dGpy, cqu ď 2
´n and τ2´pn`1qp1`ǫq ď dGpx, yq ď 2´n. (2.7)
Also, by definition,
Fnpxq “ i
n
cÑFn´1pcq
pxq and Fnpyq “ incÑFn´1pcqpyq,
since x, y P Q. We deduce from (1.12) (using (2.7)) that
dM pFnpxq, Fnpyqq “ dM pi
n
cÑFn´1pcq
pxq, incÑFn´1pcqpyqq ě L
´1dGpx, yq ´A2
´np1`αq. (2.8)
We also have the upper bound analogous to (2.8),
dM pFnpxq, Fnpyqq ď LdGpx, yq `A2
´np1`αq.
Recalling that ǫ “ α{2 and τ “ τpεq, the error term A2´np1`αq is smaller than
L´1τ2´pn`1qp1`ǫq{4 ď L´1dGpx, yq{4
for n ě n0, if n0 P Nwas chosen large enough, depending on A, L and α. Thus,
L´1
3dGpx, yq
4
ď dM pFnpxq, Fnpyqq ď L
5dGpx, yq
4
. (2.9)
Finally, if n0 ě 0 is large enough, depending again on α, L andA, one sees from (2.6)-(2.7)
that
maxtdM pF pxq, Fnpxqq, dM pF pyq, Fnpyqqu ď L
´1 dGpx, yq
8
. (2.10)
It then follows by combining (2.9), (2.10), and the triangle inequality that
L´1
dGpx, yq
2
ď dM pF pxq, F pyqq ď L2dGpx, yq,
as desired. The proof of Theorem 1.14 is complete, except for the claim F pKq Ă Bpp0, 1q.
Pick x P K Ă Qn0 Ă BpcQn0 , 2
´n0q, and write, using (1.12),
dM pp0, Fn0pxqq “ dM pi
n0
cQn0
Ñp0pcQn0 q, i
n0
cQn0
Ñp0pxqq ď LdGpcQn0 , xq`A2
´n0 ď pL`Aq2´n0 .
Further, it follows from (2.6) that dM pF pxq, Fn0pxqq . A2
´n0 . So, if n0 ě 2 was chosen
large enough, depending onA and L, one has F pxq P Bpp0, 12q. Finally, since diamGpKq ď
2´n0 ď 1
4L
for n0 large enough depending on L, and F is 2L-Lipschitz, one has F pKq Ă
BpF pxq, 1
2
q Ă Bpp0, 1q. The proof of Theorem 1.14 is complete.
3. GRAPHS AND SURFACES WITH HÖLDER-CONTINUOUS HORIZONTAL NORMALS
Throughout this section, we use coordinates px1, . . . , x2n, tq on Hn as defined at the
beginning of Section 1. In these coordinates, a frame for the left invariant vector fields on
H
n is given by
Xi “ Bxi ´
xn`i
2
Bt, Xn`i “ Bxn`i `
xi
2
Bt, for i “ 1, . . . , n, and T “ Bt, (3.1)
which yields the nontrivial commutator relations
rXi,Xn`is “ T, i “ 1, . . . , n.
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The horizontal gradient of a function f : U Ă Hn Ñ R is
∇Hf “ pX1f, . . . ,X2nfq.
A vertical subgroup W of codimension 1 in Hn is, in the above coordinate system, a 2n-
dimensional subspace of R2n`1 containing the t-axis. Given such a subgroup W, we
denote by V its Euclidean orthogonal complement. We recall that πW : Hn Ñ W is the
vertical projection to W, and πV : Hn Ñ V is the horizontal projection to V, induced by the
splitting H “W ¨ V, see [19, Proposition 2.2]. In particular,
p “ πWppq ¨ πVppq, for all p P Hn.
3.1. Definitions and preliminaries. A C1,α
H
-surface is locally a non-critical level set of a
C
1,α
H
-function f : Hn Ñ R. Here is the precise definition:
Definition 3.2 (C1,α
H
-surfaces). LetS Ă Hn be anH-regular surface in the sense of Franchi,
Serapioni, and Serra Cassano [18, Definition 6.1]: for every p P S, there exists an open
ball Bpp, rq and a function f P C1
H
pBpp, rqq such that∇Hfppq ‰ 0, and
S XBpp, rq “ tq P Bpp, rq : fpqq “ 0u. (3.3)
For 0 ă α ď 1, the set S is called a C1,α
H
-surface if one can choose f so that there exists a
constantH “ Hp ě 1 such that
|∇Hfpq1q ´∇Hfpq2q| ď HdHpq1, q2q
α, q1, q2 P S XBpp, rq. (3.4)
Remark 3.5. If S X Bpp, rq “ Bpp, rq X tf “ 0u, as above, then [18, Theorem 6.5] states
that, after making r ą 0 possibly a little smaller, the inward-pointing horizontal normal
of E “ tf ă 0u is given by the expression
νEpqq “ ´
∇Hfpqq
|∇Hfpqq|
, q P S XBpp, rq.
Clearly, if f satisfies (3.4), then this choice of horizontal normal is (locally) α-Hölder
continuous as a map pS, dHq Ñ S2n´1.
Conversely, if S Ă Hn is an H-regular surface with α-Hölder continuous νE , if p is an
arbitrary point in S, and r ą 0 is small enough, we claim that there exists f P C1
H
pBpp, rqq
so that (3.3) and (3.4) hold. Not every function f which satisfies (3.3) necessarily fulfills
(3.4), cf. the related Remark 3.7 below. In order to find f which satisfies simultaneously
the two conditions, it is convenient to write S locally as intrinsic graph. First, by assump-
tion there exists i P t1, . . . , 2nu so that the component νiE does not vanish on S X Bpp, rq
for small enough r ą 0. Without loss of generality, we may assume that i “ 1 and νiE ă 0
on S XBpp, rq. Then, the implicit function theorem of Franchi, Serapioni, and Serra Cas-
sano [18, Theorem 6.5], combined with [1, Theorem 1.2], implies that for small enough
r ą 0, the set S X Bpp, rq can be written as intrinsic graph in X1-direction of a function
ϕ whose intrinsic gradient ∇ϕϕ (in the sense of Definition 3.9) exists and is a continuous
R
2n´1-valued function. This allows to express locally the horizontal normal νE in a con-
venient form, cf. (3.13). Using this expression, it is easy to see that α-Hölder continuity
of νE implies α-Hölder continuity of r∇ϕϕs ˝ πW|SXBpp,rq for r small enough, cf. (3.14).
Then
fpx1, . . . , x2n, tq :“ x1 ´ ϕ pπWpx1, . . . , x2n, tqq “ x1 ´ ϕ
`
0, x2, . . . , x2n, t`
1
2
x1xn`1
˘
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has the properties (3.3) and (3.4). To see this, use [1, Proposition 2.22] for the expression
of ∇Hf in terms of ∇ϕϕ, and note thatX1f “ 1.
A case of particular interest in this paper are intrinsic graphs S Ă Hn that also happen
to be C1,α
H
-surfaces. Specifically, consider the following definition:
Definition 3.6 (Intrinsic C1,α-functions and intrinsic C1,α-graphs). Let
W :“ tp0, x2, . . . , x2n, tq : px2, . . . , x2n, tq P R
2nu
and V :“ tpx1, 0 . . . , 0q : x1 P Ru – R. Let U Ă W be open, and let ϕ : U Ñ V be
continuous. Write Φpwq :“ w ¨ ϕpwq for the graph map of ϕ. We say that ϕ is an intrinsic
C1,α-function on U , denoted ϕ P C1,α
H
pUq if
(i) S :“ ΦpUq Ă Hn is a C1,α
H
-surface in the sense of Definition 3.2, and
(ii) the horizontal normal νH “ pν1H, . . . , ν
2n
H
q : S Ñ R2n of the subgraph
tw ¨ v : v ă ϕpwqu
satisfies ν1
H
ppq ă 0 for all p P S.
The intrinsic graph S of any intrinsic C1,α-function is an intrinsic C1,α-graph.
Remark 3.7. The conditions (i)-(ii) are C1,α-versions of the conditions appearing in [1,
Theorem 1.2(i)]. Condition (ii) is not as odd as it looks: a similar hypothesis would
also be required to characterise C1,1-functions f : R Ñ R via the properties of Γpfq :“
tpx, fpxqq : x P Ru. To see this, consider f : r0,8q Ñ R given by fpxq “ sgnpxq
a
|x|.
Then Γpfq is a C1,1-surface as a subset of R2, because Γpfq can also be written as Γpfq “
tpsgnpyqy2, yq : y P Ru, where y ÞÑ sgnpyqy2 P C1,1pRq. Nonetheless, f R C1,1pRq.
A previous notion of intrinsic C1,α-functions and graphs in H1 already exists, see [10,
Definition 2.16] or (3.11) below, and it looks different than Definition 3.6. The connection
needs to be clarified immediately, because a result concerning intrinsic C1,α-functions in
the sense of [10], namely [10, Proposition 4.2], will be used also in this paper. Definition
2.16 in [10] was stated for H1, but it can be extended in an obvious way to higher di-
mensional Heisenberg groups, and this version appears in Proposition 3.10. The precise
formulation requires the notion of intrinsic differentiability.
Definition 3.8. A function ϕ : W Ñ V is intrinsically differentiable at the point w0 P W if
there exists a map L : W Ñ V whose intrinsic graph tw ¨ Lpwq : w P Wu is a vertical
subgroup and which satisfies
lim
}w}Ñ0
}Lpwq´1 ¨ ϕpp
´1qpwq}
}w}
“ 0, w PW.
Here p “ Φpw0q, and ϕpp
´1q : WÑ V is the unique functionWÑ Vwhose intrinsic graph
is p´1 ¨ ΦpWq (see (3.19) for a formula).
For equivalent definitions, see [25, Proposition 4.76]. If ϕ is intrinsically differentiable
at w0, then there is a unique map L : W Ñ V with the properties stated in Definition
3.8. This map is called the intrinsic differential of ϕ at w0 and it is denoted by dϕϕpw0q.
Moreover, there is a unique vector∇ϕϕpw0q P R2n´1, such that
dϕϕpw0qpwq “ x∇
ϕϕpw0q, πpwqy, w PW,
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where x¨, ¨y denotes the scalar product in R2n´1, and
πp0, x2, . . . , x2n, tq “ px2, . . . , x2nq.
Definition 3.9. If ϕ : WÑ V is intrinsically differentiable at w0 P W, its intrinsic gradient
at w0 is the vector ∇ϕϕpw0q. The components of∇ϕϕpw0q are denotes as follows:
∇
ϕϕpw0q “ pD
ϕ
2ϕpw0q, . . . ,D
ϕ
2nϕpw0qq.
More information about the functions Dϕi ϕ, i “ 2, . . . , 2n, will only be required once
we arrive at the proof of Proposition 3.29, so we postpone the detailed discussion. At
this point we just mention that the component Dϕn`1ϕ will play a distinguished role as
we consider intrinsic graphs in the X1 direction, and rX1,Xis “ 0 for all i “ 1, . . . , 2n,
except for i “ n` 1.
Proposition 3.10. Let 0 ă α ď 1 and ϕ : W Ñ V be a compactly supported function between
the subgroups W and V in Hn. Then ϕ P C1,α
H
pWq in the sense of Definition 3.6 if and only if ϕ
is intrinsically differentiable, and the intrinsic gradient ∇ϕϕ satisfies
|∇ϕ
pp´1q
ϕpp
´1qpwq ´∇ϕ
pp´1q
ϕpp
´1qp0q| ď H}w}α, w PW, p P ΦpWq (3.11)
for a constant H ě 1.
Remark 3.12. Since [10, Definition 2.16] imposes "global" Hölder continuity for ∇ϕϕ,
whereas the assumptions in Definition 3.6 are of local nature, the notions cannot be
equivalent without some a priori assumptions – as the compact support of ϕ in Proposi-
tion 3.10. We also remark that condition (3.11) implies that ∇ϕϕ is continuous, as can be
deduced for instance from formula (3.15) below.
Proof of Proposition 3.10. Assume that ϕ P C1,α
H
pWq in the sense of Definition 3.6. Then, [1,
Theorem 1.2] states in particular thatϕ is intrinsically differentiable, the intrinsic gradient
∇ϕϕpwq exists for allw PW, andw ÞÑ ∇ϕϕpwq is continuous (see also [25, Theorem4.95]).
Additionally, [1, Theorem 1.2] promises that the horizontal normal νH in Definition
3.6(ii) has the representation
νHpΦpwqq “
˜
´1a
1` |∇ϕϕpwq|2
,
∇ϕϕpwqa
1` |∇ϕϕpwq|2
¸
, w PW. (3.13)
Let us now argue that νH, above, is (globally) α-Hölder continuous on S “ ΦpWq. Recall
that by the assumption that S is a C1,α
H
-surface, and Remark 3.5, for every p P S there
exists someHölder continuous choice of a horizontal normal νp
H
, defined in a neighbour-
hood SXU of p (note that there are two horizontal normals at every point in S). However,
it is easy to see that νp
H
must coincide on S X U with either νH or ´νH whenever S X U
is connected (that is, the sign depends only on U ). But since S is locally connected, and
since νHppq ” p´1, 0, . . . , 0q outside the compact set Φpsptϕq Ă S, one infers that the
horizontal normal νH in (3.13) is α-Hölder continuous on S.
Another remark: using again that sptϕ is compact, ∇ϕϕ is continuous and supported
in sptϕ, we see that L :“ }∇ϕϕ}L8pWq ă 8. From (3.13) and the α-Hölder continuity of
νH on S “ ΦpWq, it can easily be deduced that
ℓ : pS, dHq Ñ R, p ÞÑ ℓppq :“
a
1` |∇ϕϕpπWppqq|2
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is α-Hölder continuous with Hölder constant bounded in terms of L and the α-Hölder
constant of νH. Thenˇˇ
ℓppqνHppq ´ ℓpp
1qνHpp
1q
ˇˇ
ď ℓppq
ˇˇ
νHppq ´ νHpp
1q
ˇˇ
`
ˇˇ
ℓppq ´ ℓpp1q
ˇˇ
.L dpp, p
1qα (3.14)
for p, p1 P S. Now we are quite well equipped to check that ϕ satisfies (3.11). To this end,
fix w PW and p P ΦpWq. Observe the explicit formula
∇
ϕpp
´1q
ϕpp
´1qpwq “ ∇ϕϕpπWpp ¨ wqq, w PW, p P ΦpWq, (3.15)
proven in Lemma 3.22 below. Thus, starting from the left hand side of (3.11),
|∇ϕ
pp´1q
ϕpp
´1qpwq ´∇ϕ
pp´1q
ϕpp
´1qp0q| “ |∇ϕϕpπWpp ¨ wqq ´∇
ϕϕpπWppqq|
“ |∇ϕϕpπWpΦrπWpp ¨ wqsqq ´∇
ϕϕpπWppqq|
(3.14)
. L dHpΦpπWpp ¨ wqq, pq
α. (3.16)
The following formula is needed to make sense of the right hand side:
Lemma 3.17. For any p P Hn and w PW, the following relation holds:
ΦpπWpp ¨ wqq “ p ¨ Φ
pp´1qpwq. (3.18)
Here Φpp
´1q is the graph map of ϕpp
´1q.
Proof. The function ϕpp
´1q : WÑ V is explicitly given by
ϕpp
´1qpwq “ πVpp
´1q ¨ ϕpπWpp ¨ wqq, (3.19)
where πVpx1, . . . , x2n, tq “ x1 is the horizontal projection induced by the splitting Hn “
W ¨V, see for instance [9, Lemma 4.7] (for n “ 1). The map πV is a group homomorphism
H
n Ñ V with πVpwq “ 0 for all w “ p0, x2, . . . , x2n, tq PW. Therefore,
ΦpπWpp ¨ wqq “ p ¨ Φ
pp´1qpwq
(3.19)
ðñ πWpp ¨ wq ¨ ϕpπWpp ¨ wqq “ p ¨ rw ¨ πVpp
´1q ¨ ϕpπWpp ¨ wqqs
ðñ πWpp ¨ wq “ p ¨ w ¨ πVpp
´1q “ p ¨ w ¨ rπVppqs
´1
ðñ p ¨ w “ πWpp ¨ wq ¨ πVppq “ πWpp ¨ wq ¨ πVpp ¨ wq.
The last equation is a true true by the definition of the projections πW and πV, so the proof
is complete. 
We deduce that the right hand side of (3.16) equals, up to a multiplicative constant,
the term dHpΦpp
´1qpwq, 0qα, which we will now further bound from above in order to
conclude the proof of the first implication in Proposition 3.10. To do so, we observe that
[1, Theorem 1.2] implies more than mere intrinsic differentiability of ϕ: it shows that ϕ is
uniformly intrinsically differentiable in the sense of [3, Definition 3.16]. Recalling that ϕ has
compact support, this implies that there exists a function ε “ εsptϕ : p0,8q Ñ p0,8qwith
limsÑ0 εpsq “ 0 such that
|ϕpp
´1qpy, tq´x∇ϕϕpw0q, yy| ď ε p}py, tq}q }py, tq}, p “ Φpw0q P ΦpWq, py, tq P sptϕ
pp´1q.
Then there is a constant δ ą 0 such that
|ϕpp
´1qpy, tq| ď |ϕpp
´1qpy, tq ´ x∇ϕϕpw0q, yy| ` |x∇
ϕϕpw0q, yy| ď p1` Lq}py, tq}
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for all p “ Φpw0q P ΦpWq and all py, tq P sptϕpp
´1q with }py, tq} ď δ, where L :“
}∇ϕϕ}L8pWq. On the other hand, if }py, tq} P sptϕpp
´1q satisfies }py, tq} ą δ, then triv-
ially,
|ϕpp
´1qpy, tq| “ }πVpΦpw0q
´1q ¨ ϕpπWpΦpw0q ¨ wq} ď
2}ϕ}L8pWq
δ
}py, tq}.
In conclusion, there exists a constant L1 ě 1 such that for all p P ΦpWq, it holds
}Φpp
´1qpwq} ď }w} ` |ϕpp
´1qpwq| ď L1}w}, w PW. (3.20)
Finally, plugging formula (3.18) into (3.16) and using the left-invariance of dH,
|∇ϕ
pp´1q
ϕpp
´1qpwq ´∇ϕ
pp´1q
ϕpp
´1qp0q| . dHpΦ
pp´1qpwq, 0qα
(3.20)
. }w}α. (3.21)
Now (3.21) proves that ϕ satisfies (3.11).
The converse implication stated in Proposition 3.10 is not needed in the paper, so we
only sketch the argument. Let ϕ be intrisically differentiable with intrinsic gradient satis-
fying (3.11). Then ϕ is again uniformly intrinsically differentiable. This is a consequence
of Proposition 3.29, see also [10, Remark 2.24]. Therefore, according to [1, Theorem 1.2],
the intrinsic graph S “ ΦpWq is an H-regular surface, and the condition (ii) in Definition
3.6 holds. So, it remains to check that the horizontal normal of S is α-Hölder continuous.
This follows from the expression (3.13) (which is available by [1, Theorem 1.2]) using
estimates similar to those above (3.60). 
The proof of Proposition 3.10 referred to the following auxiliary lemma.
Lemma 3.22. Let ϕ : W Ñ V be defined on the codimension-1 vertical subgroup W Ă Hn. If
p P Hn and w PW are such that ϕ is intrinsically differentiable at πWpp ¨ wq, then
∇
ϕpp
´1q
ϕpp
´1qpwq “ ∇ϕϕpπWpp ¨ wqq. (3.23)
Proof. By its very definition, a function ψ : WÑ V is intrinsically differentiable at a point
w0 P W if and only if ψpp
´1
0
q for p0 “ w0 ¨ ψpw0q is intrinsically differentiable at 0, and in
that case
∇
ψψpw0q “ ∇
ψ
pp´1
0
q
ψpp
´1
0
qp0q, (3.24)
see, for instance, [25, Definition 4.71, Proposition 4.76.] and [1, top of p.192]. Now fix ϕ,
and points w P W, and p P Hn as in the statement of the lemma. We first apply formula
(3.24) to ψ :“ ϕ and w0 :“ πWpp ¨ wq. Hence,
p0 “ w0 ¨ϕpw0q “ πWpp ¨wq¨ϕpπWpp ¨wqq “ p ¨w ¨πVpp
´1q¨ϕpπWpp ¨wqq
(3.19)
“ p ¨w ¨ϕpp
´1qpwq
and (3.24) reads
∇ψψpπWpp ¨ wqq “ ∇
ϕprp¨w¨ϕ
pp´1qpwqs´1q
ϕprp¨w¨ϕ
pp´1qpwqs´1qp0q. (3.25)
On the other hand, denoting
q0 “ w ¨ ϕ
pp´1qpwq,
we observe that the graph of rϕpp
´1qspq
´1
0
q is q´10 ¨ Γ
1, where Γ1 is the graph of ϕpp
´1q, so
q´10 ¨ Γ
1 “ q´10 ¨ p
´1 ¨ ΦpWq “ rp ¨ q0s
´1 ¨ ΦpWq.
This shows that
ϕprp¨q0s
´1q “ rϕpp
´1qspq
´1
0
q
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and hence
(3.25) “ ∇ϕ
prp¨q0s
´1q
ϕprp¨q0s
´1qp0q “ ∇rϕ
pp´1qspq
´1
0
q
rϕpp
´1qspq
´1
0
qp0q.
In particular, rϕpp
´1qspq
´1
0
q is intrinsically differentiable at 0. Formula (3.24) applied to
ψ :“ ϕpp
´1q, p0 “ q0 and w0 :“ w yields
∇ϕ
pp´1q
ϕpp
´1qpwq “ ∇rϕ
pp´1qspq
´1
0
q
rϕpp
´1qspq
´1
0
qp0q. (3.26)
The lemma follows by observing that the right hand sides of (3.25) and (3.26) are equal.

With the main definitions now in place, we repeat Theorem 1.6 below.
Theorem 3.27. Let S “ ΦpWq Ă Hn, where ϕ P C1,α
H
pWq is compactly supported. Then S has
BPGBI in the sense of Definition 1.10.
Before proving this, let us deduce the qualitative corollary, Theorem 1.7:
Theorem 3.28. Let S Ă Hn be a C1,α
H
-surface. Then H2n`1 almost all of S can be covered by
bilipschitz images of closed subsets of codimension-1 vertical subgroups. In particular, S is LI
rectifiable.
Proof. There are (at least) two possible approaches. One is to use the implicit function
theorem [18, Theorem6.5] to express the surface S locally as the intrinsic graph of a locally
defined intrinsic C1,α-function. This function does not, literally, satisfy the assumptions
of Theorem 3.27, but the proof of Theorem 3.27 could be localised with some effort.
The biggest difficulty in this approach is of expository nature as localising the proof of
Theorem 3.27 would lead to a more cumbersome version of Proposition 3.29 below. So
we take the following alternative route: in Appendix B, we show that every point on S
has a neighbourhood which can be contained on the intrinsic graph Γ of a globally de-
fined, compactly supported intrinsic C1,α{3-function. Since Γ is LI rectifiable by Theorem
3.27, the same is also true for S. 
It remains to prove Theorem 3.27. Recall the notationV andW from Definition 3.6. We
will frequently abbreviate p0, x2, . . . , x2n, tq “: px2, . . . , x2n, tq “: py, tq for points in W,
and continue to use the notation
x∇ϕϕpwq, yy “
2nÿ
i“2
D
ϕ
i ϕpwqxi
for an intrinsically differentiable ϕ. The functionsDϕi ϕ have been introduced as the com-
ponents of the intrinsic gradient ∇ϕϕ in Definition 3.9, but under additional regularity
assumptions on ϕ, they can also be obtained as derivatives of ϕ in the direction of the
vector fields
D
ϕ
j :“ Xj , j P t2, . . . , 2nuztn ` 1u and D
ϕ
n`1 :“ Bxn`1 ` ϕBt.
A first result of this type is [1, Proposition 3.7], and more specific statements will follow
shortly in the proof of the next result, which is a key ingredient in the proof of Theorem
3.27.
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Proposition 3.29. Assume that ϕ : W Ñ V is intrinsically differentiable on W and it has
a continuous intrinsic gradient which satisfies (3.11) with constant H ě 1 and 0 ă α ď 1.
Suppose further that L :“ }∇ϕϕ}L8pWq ă 8, and p “ Φpwq for some w PW. Then,
|ϕpp
´1qpy, tq ´ x∇ϕϕpwq, yy| . }py, tq}1`α, py, tq PW. (3.30)
The implicit constant in (3.30) only depends on H and L.
The proposition says, in a "left-invariant" way, that ϕ is locally well-approximated by
linear functions. The main corollary is Proposition 3.41, which quantifies how well the
intrinsic graph of ϕ aroundΦpwq is approximated by the vertical tangent plane determined
by ∇ϕϕpwq.
Proof of Proposition 3.29. For n “ 1 the proposition was established in [10, Proposition
2.23]. The case n ą 1 can be proven in a simpler way without the arguments that were
used in [10, Proposition 4.2]. We include here a self-contained proof for that case. By the
definition of the intrinsic differentiability and intrinsic gradients, we have
|ϕpp
´1qpy, tq ´ x∇ϕϕpwq, yy| “ |ϕpp
´1qpy, tq ´ x∇ϕ
pp´1q
ϕpp
´1qp0q, yy|
and so we just prove that
|ϕpy, tq ´ x∇ϕϕp0q, yy| . }py, tq}α`1, for all py, tq PW, (3.31)
under the assumption that p “ 0 and ϕp0q “ 0. Notice that the constants L andH are not
changed under left translations.
To explain the idea, let us first consider a C1,αpRq function h : R Ñ R with hp0q “ 0.
Then, for y ą 0,
|hpyq ´ h1p0qy| “
ˇˇˇˇˆ y
0
h1psq ´ h1p0q ds
ˇˇˇˇ
ď
ˆ y
0
|h1psq ´ h1p0q| ds . |y|1`α.
To prove (3.31), we apply the same idea, but we integrate along integral curves of vector
fields Dϕj , j “ 2, . . . , 2n. We use the assumption n ą 1 to ensure that the origin can be
connected to any point
py, tq “ p0, x2, . . . , x2n, tq PW
by a curve γ : I Ñ W that is defined as a concatenation γ :“ γ1 ‹ ¨ ¨ ¨ ‹ γ2n`3 of the
following curves:
‚ γ1 is an integral curve of
D
ϕ
n`1 “ Bxn`1 ` ϕBt
that connects 0 to a point of the form
a :“ p0, . . . , 0, xn`1, 0, . . . , 0, τpxn`1qq.
‚ γ2 ‹ ¨ ¨ ¨ ‹ γ2n`3 is a concatenation of integral curves of
D
ϕ
j “ Xj , j P t2, . . . , 2nuztn ` 1u
with the property that
length
Hn
pγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3q . }py, tq}
and γ2 ‹ ¨ ¨ ¨ ‹ γ2n`3 connects a to py, tq.
METRIC RECTIFIABILITY OF H-REGULAR SURFACES 17
A similar construction was used in [2, Proposition 6.10]. We now explain in detail how
γ1, . . . , γ2n`3 are defined. First, let λn`1 be an integral curve ofD
ϕ
n`1, given by
λn`1psq :“ p0, . . . 0, s, 0, . . . , τpsqq, (3.32)
where s is the component corresponding to the coordinate xn`1, and τ : J Ñ R is a
solution of the Cauchy problem"
τ 1psq “ ϕp0, . . . , 0, s, 0, . . . , 0, τpsqq,
τp0q “ 0.
Such a solution exists by Peano’s theorem since ϕ is continuous, and we assume that J
is the maximal interval of existence for τ containing the point 0. As moreover ∇ϕϕ is
continuous, which follows from the assumption (3.11) by Remark 3.12, we find by [10,
Lemma 4.4] that
pϕ ˝ λn`1q
1psq “ Dϕn`1ϕpλn`1psqq, s P J. (3.33)
To be precise, [10, Lemma 4.4] is stated in H1, but since λn`1 is entirely contained in the
xn`1t-plane, we can apply the result to
pxn`1, tq ÞÑ ϕp0, . . . , 0, xn`1, 0, . . . , 0, tq,
interpreted as a function on a vertical subgroup in H1. Moreover, using the same proof
as for [10, (4.4)], one can show that in fact J “ R, and
|τpsq| .L |s|
2, s P R. (3.34)
The curve γ1 will be an appropriately parametrized subcurve of λn`1. If xn`1 ą 0,
we naturally define γ1 to be the restriction of λn`1 to the interval r0, xn`1s. If xn`1 ă 0,
we have to reverse the order of the parametrization, so we make the general definition:
γ1psq :“ λn`1psgnpxn`1qsq, s P r0, |xn`1|s, if xn`1 ‰ 0, and we let γ1 be the constant curve
γ1 ” 0 otherwise. Note that the points a :“ γ1p|xn`1|q and py, tq belong to
G :“ tpz1, . . . , z2n`1q P R
2n`1 : z1 “ 0 and zn`1 “ xn`1u,
and G with the group law and metric induced from Hn is isometrically isomorphic to
H
n´1 with dH. We next show that there exists a compact interval I “ r|xn`1|, bs such that
a and py, tq can be connected by a concatenation γ2 ‹ ¨ ¨ ¨ ‹γ2n`3 : I Ñ G of integral curves
of Dϕj “ Xj , j P t2, . . . , 2nuztn` 1u so that
max
sPI
}pγ2‹¨ ¨ ¨‹γ2n`3qpsq} .L }py, tq} and lengthHnpγ2‹¨ ¨ ¨‹γ2n`3q . dHpa, py, tqq. (3.35)
The first inequality in (3.35) follows from the second one since
}a}
(3.34)
.L |xn`1| and |xn`1| ď }py, tq} (3.36)
and
}pγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3qpsq} ď lengthHnpγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3q ` }a}, s P I.
Thus it suffices to find curveswhich satisfy the second condition in (3.35). To achieve this,
first concatenate curves γ2, . . . , γ2n´1 in the following way: follow the unique integral
curve of Dϕ2 “ X2 starting at a for time x2, then follow the integral curve of D
ϕ
j “
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Xj for time xj , etc. for j “ 3, . . . , n, n ` 2, . . . , 2n, until you reach a1 “ py, τpxn`1q `
1
2
řn
i“2 xixn`iq. Then connect a
1 to py, tq by a curve γ2n ‹ ¨ ¨ ¨ ‹ γ2n`3 with
lengthHnpγ2n ‹ ¨ ¨ ¨ ‹ γ2n`3q .
ˇˇˇˇ
ˇt´
˜
τpxn`1q `
1
2
nÿ
i“2
xixn`i
¸ˇˇˇˇ
ˇ
1{2
.
This is possible since rX2,Xn`2s “ Bt. Now γ2 ‹ ¨ ¨ ¨ ‹ γ2n`3 connects a to py, tq as desired,
and
length
Hn
pγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3q . |x2| ` ¨ ¨ ¨ ` |x2n| `
ˇˇˇˇ
ˇt´
˜
τpxn`1q `
1
2
nÿ
i“2
xixn`i
¸ˇˇˇˇ
ˇ
1{2
. dHpa, py, tqq ` |τpxn`1q ´ t|
1{2
. dHpa, py, tqq.
(3.37)
Hence we have found curves γ2, . . . , γ2n`3 so that the conditions in (3.35) are satisfied.
Nowwe are ready to implement the idea explained at the beginning of the proposition.
Namely, we will write ϕpy, tq as an integral of pϕ˝γq1, where γ is the concatenation of the
curves γ1, . . . , γ2n`3. To relate this to the intrinsic gradient, we apply again the intrinsic
differentiability of ϕ, and observe that
pϕ ˝ λjq
1psq “ Dϕj ϕpλjpsqq, (3.38)
for all j “ 2, . . . , 2n, where λn`1 is as in (3.32), and λj for j ‰ n`1 is an arbitrary integral
curve ofDϕj “ Xj . For j “ n`1, we saw (3.38) already in (3.33). For j ‰ n`1, the vector
field Dϕj is linear and independent of ϕ, and (3.38) follows directly from the intrinsic
differentiability assumption by the argument given at the beginning of the proof of [1,
Proposition 3.7]. Hence, if γ is the piecewise C1 curve given by
γpsq “ pγ1 ‹ ¨ ¨ ¨ ‹ γ2n`3qpsq “ pypsq, tpsqq, s P r0, bs,
we get that ϕ ˝ γ is piecewise C1 and
|ϕpy, tq ´ x∇ϕϕp0q, yy| “
ˇˇˇˇˆ b
0
pϕ ˝ γq1psqds´
ˆ b
0
x∇ϕϕp0q, 9ypsqyds
ˇˇˇˇ
(3.38)
ď
ˆ b
0
|∇ϕϕpγpsqq ´∇ϕϕp0q|ds,
.H
ˆ b
0
}γpsq}α ds
(3.39)
where in the last inequality we have used the assumption that ϕ satisfies (3.11). In the
first inequality, we used the fact that for almost all s P r0, bs, the tangent vector 9ypsq exists
by construction, and is of the form p0, . . . , 0,˘1, 0, . . . , 0q with
pϕ ˝ γq1psq
(3.38)
“ Dϕj ϕpγpsqq “ x∇
ϕϕpγpsqq, 9ypsqy
if the xj-component of 9ypsq is `1, and
pϕ ˝ γq1psq
(3.38)
“ ´Dϕj ϕpγpsqq “ x∇
ϕϕpγpsqq, 9ypsqy
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if the xj-component of 9ypsq is´1. Having established (3.39), we will estimate from above
the expressionˆ b
0
}γpsq}α ds “
ˆ |xn`1|
0
}γ1psq}
α ds`
ˆ b
|xn`1|
}pγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3qpsq}
α ds.
Firstly, since (3.34) holds, we haveˆ |xn`1|
0
}γ2psq}
α ds .
ˆ |xn`1|
0
|s|α `
a
|τpsgnpxn`1qsq|α ds .L }py, tq}
α`1
and secondly, by definition of γj , j P t2, . . . , 2n ` 3u, we have
|b´ |xn`1|| “ lengthHnpγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3q
(3.36),(3.37)
. L }py, tq}.
This combined with the first condition in (3.35) yieldsˆ b
|xn`1|
}pγ2 ‹ ¨ ¨ ¨ ‹ γ2n`3qpsq}
α ds .L }py, tq}
α`1.
Putting together (3.39) and the last estimates, we can conclude
|ϕpy, tq ´ x∇ϕϕp0q, yy| .H
ˆ b
0
}γpsq}α ds .H,L }py, tq}
α`1
and the proof of Proposition 3.29 is complete. 
Remark 3.40. Recall from Proposition 3.10 that a compactly supported functionϕ P C1,α
H
pWq
(as in Theorem 3.27) satisfies (3.11) for some constant H ě 1. The letter H will refer to
this constant for the rest of Section 3. We also remark that ϕ is intrinsic Lipschitz, recall
Definition 1.2. Indeed, a C1,α
H
pWq function is intrinsically differentiable with continuous
intrinsic gradient, and the compact support assumption implies that ∇ϕϕ P L8pWq. In
the case n “ 1, [10, Lemma 2.22] states that then ϕ is intrinsic Lipschitz. One could adapt
the proof to higher dimensions using Proposition 3.29, or alternatively refer to (3.20) to
conclude also for n ą 1 that ϕ is intrinsic Lipschitz. We denote by L the maximum of the
intrinsic Lipschitz constant of ϕ, and the sup-norm }∇ϕϕ}L8pWq. The compact support
assumption of ϕ P C1,α
H
pWq is initially needed to ensure that maxtH,Lu ă 8. However,
the constants are then left-invariant: if p P H, then ϕpp
´1q is intrinsically differentiable,
its intrinsic gradient is continuous, and satisfies (3.11) with the same constantH (see [10,
Lemma 2.25]), }∇ϕ
pp´1q
ϕpp
´1q}L8pWq ď L by Lemma 3.22, and ϕpp
´1q is intrinsic Lipschitz
with constant L, even though the support of ϕpp
´1q of course depends on p.
We use Proposition 3.29 to quantify how well the intrinsic graph S Ă Hn of a com-
pactly supported C1,α
H
function is approximated at a point p P S by a certain vertical
plane. For p P S, letWp “WpˆR be the unique vertical subgroup with the property that
Wp is a p2n´ 1q dimensional subspace of R2n which is perpendicular to the line spanned
by the vector νHppq using coordinates as in (3.13).
Proposition 3.41. Fix n P N and 0 ă α ď 1. Let ϕ P C1,α
H
pWq be compactly supported on the
codimension-1 vertical subgroup W Ă Hn, and write S :“ ΦpWq. Then, there exists a constant
A “ ApH,Lq ě 1 such that for every p P S,
distHpq, Sq ď AdHpp, qq
1`α, q P p ¨Wp. (3.42)
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Here H and L are defined as in Remark 3.40, that is, ϕ satisfies (3.11) with constant H , ϕ is
intrinsic L-Lipschitz, and }∇ϕϕ}L8pWq ď L.
Proof of Proposition 3.41. The plan is to apply estimate (3.30) from Proposition 3.29. Note
that
Lppy, tq :“ p0, y, tq ¨ px∇
ϕϕpwq, yy, 0, 0q
defines a mapWÑWp since
Wp “
#˜
2nÿ
i“2
D
ϕ
i ϕpwqxi, x2, . . . , x2n
¸
: px2, . . . , x2nq P R
2n´1
+
(3.43)
is a p2n ´ 1q-plane perpendicular to ¨˚
˚˝˚ ´1Dϕ2ϕpwq
...
D
ϕ
2nϕpwq
‹˛‹‹‚
in R2n. In fact, Lp is a bijectionWÑWp, and for all py, tq “ p0, x2, . . . , x2n, tq PW,
}Lppy, tq} “
››`x∇ϕϕpwq, yy, y, t ´ 1
2
xn`1x∇
ϕϕpwq, yy
˘›› „L }py, tq}, (3.44)
because |∇ϕϕpwq| ď }∇ϕϕ}L8pWq ď L. The last observation immediately implies the
inequality “.L” in (3.44). It also gives the converse inequality, since
}py, tq} . |y| ` |t|
1
2 . |y| `
ˇˇ
t´ 1
2
xn`1x∇
ϕϕpwq, yy
ˇˇ 1
2 `
ˇˇ
1
2
xn`1x∇
ϕϕpwq, yy
ˇˇ 1
2
.L |y| `
ˇˇ
t´ 1
2
xn`1x∇
ϕϕpwq, yy
ˇˇ 1
2 .L }Lppy, tq}.
Moreover, for arbitrary w “ py, tq P W, we have dHpq, Sq ď dHpq, p ¨ Φpp
´1qpy, tqq, where
Φpp
´1q is the graph map of ϕpp
´1q, simply because Φpp
´1qpWq “ p´1 ¨ S. Therefore, by the
left-invariance of dH, one has for q “ p ¨ Lppy, tq,
distHpq, Sq ď dHpp
´1 ¨ q,Φpp
´1qpy, tqq “ dHpLppy, tq,Φ
pp´1qpy, tqq
“ |ϕpp
´1qpy, tq ´ x∇ϕϕpwq, yy|
(3.30)
. H,L }py, tq}
1`α
(3.44)
„ H,L }Lppy, tq}
1`α “ dHpp, qq
1`α.
This proves (3.42), and hence the proposition. 
3.1.1. Reduction to unit scale. The rest of Section 3 is devoted to the proof of Theorem 3.27
in the case n ą 1. With the earlier preparations in place, a proof for the case n “ 1 could
be obtained along the same lines, but some steps would require a separate discussion.
Instead, we will deduce the case n “ 1 later from a more general result, see Theorem
4.62. So we fix n ą 1 for the rest of this section, and constants will be allowed to depend
on nwithout special mentioning.
Theorem 3.27 for n ą 1 is essentially a corollary of Theorem 1.14 applied to
pG, dG, µq “ pH
n´1 ˆ R, dHn´1ˆR,L
2nq and pM,dM q “ pS, dHq, (3.45)
where pG, dGq is defined as in (1.1) and the line below it.
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Once the hypotheses of Theorem 1.14 have been verified – a task occupying the next
section – the theoremwill yield the existence of 2L1-bilipschitz maps f : K Ñ SXBpp, 1q,
p P S, where K Ă G with H2n`1pKq ě δ ą 0. The constant δ ą 0 will only depend on α,
the Hölder constant H in (3.11), the constant L that bounds the intrinsic Lipschitz con-
stant of ϕ and the L8-norm of∇ϕϕ, whereas the constant L1 will depend only on L. This
is saying, in particular, that the BPGBI condition holds at unit scale. How about other
scales? The following easy lemma shows that property (3.11) improves under “zooming
in”:
Lemma 3.46. Let ϕ : W Ñ V be intrinsically differentiable with continuous intrinsic gradient
∇ϕϕ that satisfies (3.11) with constants α ą 0 andH ě 1. For r ą 0, let
ϕrpwq :“
1
r
rϕ ˝ δrs, w PW.
Then, ψ :“ ϕr is an intrinsically differentiable function with intrinsic graph δ1{rpΦpWqq, its
intrinsic gradient is continuous, and satisfies (3.11) with constants α and rαH , that is
|∇ψ
pp´1q
ψpp
´1qpwq ´∇ψ
pp´1q
ψpp
´1qp0q| ď rαH}w}α, w PW, p P δ1{rpΦpWqq.
Proof. Fix 0 ă r ď 1 and let w be an arbitrary point inW. Then
δ 1
r
rw ¨ ϕpwqs “ δ 1
r
pwq ¨ δ 1
r
pϕpwqq “ δ 1
r
pwq ¨ δ 1
r
pϕpδrpδ 1
r
pwqqqq,
which shows that δ 1
r
pΦpWqq is the intrinsic graph of ψ “ ϕr as defined in the lemma.
Since the Heisenberg dilations are group isomorphisms which commute with vertical
projections, it is easy to see that ψ is intrinsically differentiable with intrinsic gradient
∇
ψψ “ ∇ϕϕ ˝ δr.
Moreover, since ψpp
´1q “ 1
r
ϕpδrppq
´1q ˝ δr for p P δ1{rpΦpWqq, we have
∇ψ
pp´1q
ψpp
´1q “ ∇ϕ
pδrppq
´1q
ϕpδrppq
´1q ˝ δr,
which yields the remaining claims in the lemma. 
Returning to the proof of Theorem 3.27, let p P S and, first, 0 ă r ď C , where
C :“ 2 diamHpΦpsptϕqq. Using the previous lemma, and also recalling that dilations
have no effect on intrinsic Lipschitz constants, S1{r :“ δ1{rpSq is an intrinsic graph of an
intrinsic Lipschitz function with essentially bounded intrinsic gradient satisfying (3.11)
with constants depending only on the corresponding constants for S, and C . There-
fore, by the BPGBI property at scale r “ 1, to be established in the next section, ev-
ery ball S1{r X Bpp, 1q contains the image of a 2L1-bilipschitz map g from a compact
set K Ă G with H2n`1pKq ě δ “ δpCq ą 0. Now, one may simply pre- and post-
compose g with the natural dilations in G and Hn to produce a 2L1-bilipschitz map
gr : δrpKq Ñ S XBpδrppq, rq (note also thatH2n`1pδrpKqq “ r2n`1H2n`1pKq ě δr2n`1).
Next, consider the case r ą C . Then, if p P S is arbitrary, the set S XBpp, rq satisfies
H2n`1prS XBpp, rqs XWq & H2n`1pS XBpp, rqq.
Thus, the restriction of Id to rSXBpp, rqsXW (composedwith an isometryG –W) yields
the desired bilipschitz map in this case.
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3.2. Proof for graphs with Hölder continuous normals. In this section we complete the
proof of Theorem 3.27. After the reduction to unit scale in Section 3.1.1, it remains to
verify the hypotheses of Theorem 1.14 for n ą 1, pG, dGq :“ pHn´1 ˆ R, dHn´1ˆRq, and
pM,dM q :“ pS, dHq, where S “ ΦpWq, as in Theorem 3.27. To be accurate, also take
x0 “ 0 P G, and fix p0 P M arbitrary. We start by defining the maps iwÑp : G Ñ S. They
will not depend on the scale index k ě 0, that is, ikwÑp “ iwÑp for all k ě 0, and they can
also be defined for all points w P G, p PM (and not only those close to x0 and p0).
To construct the maps iwÑp : G Ñ S, we will first define certain bilipschitz maps Ψp :
WÑWp. We know thatW is isometric toWp, so without further restrictions, this would
be an easy task, but keeping in mind (1.13), we want to make sure that the mappings Ψp
change in a controlled way as we let p vary in S. It would be possible to arrange this even
for isometricΨp, but the construction is simpler if we allow for bilipschitz distortion, and
the main ideas are contained in the following lemma.
Lemma 3.47. For n ě 2 andD :“ pa2, . . . , an, c, b2, . . . , bnq P R2n´1, define
ψDpx2, . . . , x2nq :“ cxn`1 `
nÿ
i“2
paixi ` bixn`iq,
and consider the vertical subgroups
W :“ tpx1, . . . , x2n, tq P H
n : x1 “ 0u andW
1 :“ tpx1, . . . , x2n, tq P H
n : x1 “ ψDpx2, . . . , x2nqu .
Then the map ΨDp0, x2, . . . , x2n, tq :“
pψDpx2, . . . , x2nq, b2xn`1 ` x2, . . . , bnxn`1 ` xn, xn`1,´a2xn`1 ` xn`2, . . . ,´anxn`1 ` x2n, tq
has the following properties:
(1) ΨD : pW, ¨q Ñ pW1, ¨q is a group isomorphism,
(2) ΨD : pW, dHq Ñ pW1, dHq is LD-bilipschitz with LD depending continuously on D,
(3) dHpΨDpwq,ΨD1pwqq . maxt|D ´D1|, |D ´D1|1{2u }w}, for all w PW.
Proof. We start by noting that
ψDpx2, . . . , x2nq “ cxn`1 `
nÿ
i“2
paixi ` bixn`iq
“ ψDpb2xn`1 ` x2, . . . , bnxn`1 ` xn, xn`1,´a2xn`1 ` xn`2, . . . ,´anxn`1 ` x2nq,
which can be used to show that ΨDpWq “W1. It further follows directly from the defini-
tion that ΨD is injective, ΨDp0q “ 0, and ΨDpw´1q “ pΨDpwqq´1. In order to see that
ΨDpw ¨ w
1q “ ΨDpwq ¨ΨDpw
1q, w,w1 PW, (3.48)
it suffices to verify the identity for the last components of the points, as the first compo-
nents agree obviously by linearity ofΨD. Forw “ p0, x2, . . . , x2n, tq,w1 “ p0, x12, . . . , x
1
2n, t
1q,
METRIC RECTIFIABILITY OF H-REGULAR SURFACES 23
we find that
rΨDpw ¨ w
1qs2n`1 “ t` t
1 ` 1
2
nÿ
i“2
pxix
1
n`i ´ xn`ix
1
iq
“t` t1 ` 1
2
˜
cxn`1 `
nÿ
i“2
paixi ` bixn`iq
¸
x1n`1 ´
1
2
˜
cx1n`1 `
nÿ
i“2
paix
1
i ` bix
1
n`iq
¸
xn`1
` 1
2
nÿ
i“2
`
pbixn`1 ` xiqp´aix
1
n`1 ` x
1
n`iq ´ pbix
1
n`1 ` x
1
iqp´aixn`1 ` xn`iq
˘
“rΨDpwq ¨ΨDpw
1qs2n`1,
which shows (3.48) and thus completes the proof of the first claim in the lemma. Us-
ing the group isomorphism property and the fact that ΨD commutes with Heisenberg
dilations, we next observe that
dHpΨDpwq,ΨDpw
1qq “ }ΨDpw
1q´1 ¨ΨDpwq} “ }ΨDpw
1´1 ¨ wq} P rcDdHpw,w
1q, CDdHpw,w
1qs,
where
cD :“ mint}ΨDpvq} : }v} “ 1u and CD :“ maxt}ΨDpvq} : }v} “ 1u.
This concludes the second part of the lemma, up to the continuity of D ÞÑ LD, which
will follow from the third part. To verify the third part, let us fix D,D1 P R2n´1, and an
arbitrary point w “ p0, x2, . . . , x2n, tq inW, and compute ΨD1pwq´1 ¨ΨDpwq “
pψpD´D1qpwq, pb2 ´ b
1
2qxn`1, . . . , pbn ´ b
1
nqxn`1, 0, pa
1
2 ´ a2qxn`1, . . . , pa
1
n ´ anqxn`1, τq,
where
τ :“ 1
2
xn`1
«
ψpD´D1qpwq `
nÿ
i“2
`
pbi ´ b
1
iqxn`i ` pai ´ a
1
iqxi
˘ff
.
This shows that
dHpΨDpwq,ΨD1pwqq . maxt|D ´D
1|, |D ´D1|1{2u}w},
as claimed. 
The mappings defined in Lemma 3.47 will be used later in the case where the com-
ponents of D are the entries of an intrinsic gradient ∇ϕϕpwq. For p “ Φpwq, we then
denote
Ψp :“ ΨpDϕ
2
ϕpwq,...,Dϕ
2nϕpwqq
, (3.49)
so that ΨppWq “Wp is the vertical plane appearing in Proposition 3.41.
Remark 3.50. It is important to note that Ψp is different from the obvious parametrization
Lp : W Ñ Wp used in the proof of Proposition 3.41. While Lp is intrinsic Lipschitz, the
map Ψp is metrically Lipschitz and it is obtained by precomposing Lp with a map that
serves as “characteristic straightening map” in this setting.
Remark 3.51. The proof of Theorem 3.27 can be modified so that it yields 2-bilipschitz
maps instead of 2L1-bilipschitz maps for a constant L1 “ L1pLq ą 1. In the case n “ 1 this
is due to the third author in an earlier version of this paper, and it is based on replacing
the bilipschitz map Ψp : W Ñ Wp in (3.49) by the isometry p0, y, tq ÞÑ pyep, tq, where ep
represents a horizontal unit vector vector (in the tX1,X2u-frame) perpendicular to the
horizontal normal νHppq.
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Returning to the proof of Theorem 3.27, we proceed to construct the mappings iwÑp :
G Ñ ΦpWq for w P G, p P S “ ΦpWq. Since G “ Hn´1 ˆ R (as in (1.1)) is isometrically
isomorphic toW via the map
F : ppz1, . . . , z2n´2, tq, sq ÞÑ p0, z1, . . . , zn´1, s, zn, . . . , z2n´2, tq
the idea for the construction of iwÑppvq is informally the following: identify w´1 ¨G v P G
with the point F pw´1 ¨G vq P W, then map this point to the vertical plane Wp by means
of the bilipschitz map Ψp from (3.49), left translate by the point p, and finally let iwÑppvq
be a point in S of minimal distance from p ¨ ΨppF pw´1 ¨G vqq P p ¨Wp, keeping in mind
Proposition 3.41. Such a point may not be unique, but this does not matter as long as the
choice is made depending only on the product w´1 ¨G v, and not on the points v and w
individually.
We now explain the construction in detail. First, if u P G, let
q :“ qrp, us P S
be any point satisfying
dH pp ¨ΨppF puqq, qq “ distH pp ¨ΨppF puqq, Sq . (3.52)
Then, if v,w P G and p P S, let
iwÑppvq :“ qrp,w
´1 ¨G vs. (3.53)
The definition implies that if w,w1, v, v1 P Gwith w´1 ¨G v “ pw1q´1 ¨G v1, then
iwÑppvq “ iw1Ñppv
1q. (3.54)
To simplify notation in the sequel, we define Tanwp : pG, dGq Ñ pWp, dHq to be the map
given by
Tanwp pvq “ ΨppF pw
´1 ¨G vqq, v P G. (3.55)
It follows from Lemma 3.47 that Tanwp : pG, dGq Ñ pWp, dHq is a bilipschitz map with
bilipschitz constant bounded in terms of }∇ϕϕ}L8pWq. Evidently iwÑppwq “ p¨Tan
w
p pwq “
p. Also note that the isomorphism property of Ψp ˝ F implies the following "chain rule":
Tanw1p pw3q “ Tan
w1
p pw2q ¨ Tan
w2
p pw3q, w1, w2, w3 P G, p P S. (3.56)
Since p ¨ Tanwp pvq P p ¨Wp, one infers from (3.42) and the definition of iwÑppvq that
dHpp ¨ Tan
w
p pvq, iwÑppvqq “ distHpp ¨ Tan
w
p pvq, Sq
ď AdHpp ¨ Tan
w
p pvq, pq
1`α .L AdGpw, vq
1`α. (3.57)
Using this estimate, one has
|dHpiwÑppvq, iwÑppv
1qq ´ dHpp ¨ Tan
w
p pvq, p ¨ Tan
w
p pv
1qq|
ď dHpp ¨ Tan
w
p pvq, iwÑppvqq ` dHpp ¨ Tan
w
p pv
1q, iwÑppv
1qq
.L AmaxtdGpw, vq
1`α, dGpw, v
1q1`αu, v, v1 P G. (3.58)
Moreover
dHpp ¨ Tan
w
p pvq, p ¨ Tan
w
p pv
1qq “ dHpΨppF pw
´1 ¨G vqq,ΨppF pw
´1 ¨G v
1qqq,
and since Ψp ˝ F is bilipschitz with a constant that depends only on }∇ϕϕ}L8pWq, condi-
tion (1.12) follows with the help of (3.58).
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It remains to check condition (1.13). Using the homogeneity of G (see the discussion
around (3.63) for further details), it suffices to verify the case "x “ 0" of condition (1.13):
if w P Gwith }w} ď 2, p P S, and i0Ñppwq “ q P S, then
dHpi0Ñppvq, iwÑqpvqq .L AH maxt}w}
1`α{2, }v}1`α{2, dGpv,wq
1`α{2u (3.59)
for all v P G with }v} ď 1. (In particular, it may be interesting to note that the C1,α
H
-
hypothesis only gives the condition (1.13) with exponent α{2.) To estimate the left hand
side of (3.59), the strategy will be to first obtain a corresponding estimate for
dHpp ¨ Tan
0
ppvq, q ¨ Tan
w
q pvqq,
and eventually conclude (3.59) from this bound combined with (3.57). Consider v,w P G
with }w} ď 2. Start by applying the "chain rule" (3.56), and the triangle inequality, as
follows:
dHpp ¨ Tan
0
ppvq, q ¨ Tan
w
q pvqq “ dHprp ¨ Tan
0
ppwqs ¨ Tan
w
p pvq, q ¨ Tan
w
q pvqq
ď dHprp ¨ Tan
0
ppwqs ¨ Tan
w
p pvq, rp ¨ Tan
0
ppwqs ¨ Tan
w
q pvqq
` dHprp ¨ Tan
0
ppwqs ¨ Tan
w
q pvq, q ¨ Tan
w
q pvqq “: I1 ` I2.
To estimate I1, note that by left-invariance
I1 “ dHpTan
w
p pvq,Tan
w
q pvqq “ dHpΨppF pw
´1 ¨G vqq,ΨqpF pw
´1 ¨G vqqq.
Then (3.49) and the third part of Lemma 3.47 imply that
I1 “ dHpΨppF pw
´1 ¨G vqq,ΨqpF pw
´1 ¨G vqqq .L |∇
ϕϕpπWppqq ´∇
ϕϕpπWpqqq|
1{2dGpv,wq.
To proceed, we note that p “ a ¨ ϕpaq and q “ b ¨ ϕpbq satisfy
|∇ϕϕpbq ´∇ϕϕpaq| “ |∇ϕϕpπWpp ¨ ϕpaq
´1 ¨ a´1 ¨ b ¨ ϕpaqqq ´∇ϕϕpπWppqq|
“ |∇ϕ
pp´1q
ϕpp
´1qpϕpaq´1 ¨ a´1 ¨ b ¨ ϕpaqqq ´∇ϕ
pp´1q
ϕpp
´1qp0q|
(3.11)
ď H}ϕpaq´1 ¨ a´1 ¨ b ¨ ϕpaq}α
“ H}ϕpaq´1 ¨ a´1 ¨ b ¨ ϕpbq ¨ ϕpbq´1 ¨ ϕpaq}α
ď 2HdHpp, qq
α,
using Lemma 3.22 when passing to the second line. It follows for p P S and q “ i0Ñppwq
with }w} ď 2 that
|∇ϕϕpπWppqq ´∇
ϕϕpπWpqqq| ď 2HdHpp, qq
α “ HdHpi0Ñpp0q, i0Ñppwqq
α (3.60)
(3.58)
. L Hr}w}
α `A}w}αs .L AH}w}
α.
One needed here the assumption }w} ď 2 since (3.58) initially gives a term of the form
}w}1`α. The estimate above implies that
I1 .L |∇
ϕϕpπWppqq ´∇
ϕϕpπWpqqq|
1{2dGpv,wq .L AH}w}
α{2dGpv,wq.
Thus, the term I1 is bounded from above by the right hand side of (3.59).
The term I2 has the form I2 “ }b´1 ¨ a ¨ b} with
a “ q´1 ¨ p ¨ Tan0ppwq and b “ Tan
w
q pvq.
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Note that }a} “ dHpq, p ¨ Tan0ppwqq .L A}w}
1`α by (3.57) (this is the place where the
relation q “ i0Ñppwq is used), whereas }b} „L dGpw, vq. Now, writing a “ pxa, taq and
b “ pxb, tbq, one can easily compute that
b
´1 ¨ a ¨ b “ a ¨
˜
0, 0,
nÿ
i“1
pxa,ixb,n`i ´ xb,ixa,n`iq
¸
“: a ¨ p0, 0, ωpxa, xbqq. (3.61)
(This is just the fundamental "commutator relation" in Hn.) Consequently,
I2 ď }a} `
a
|ωpxa, xbq| .L A}w}
1`α `
a
}a}}b}
.L A}w}
1`α `A1{2}w}1{2`α{2dGpw, vq
1{2
.L Amaxt}w}
1`α{2, dGpw, vq
1`α{2u.
This shows that also I2 is bounded by the right hand side of (3.59). Glancing again at the
estimates for I1 and I2, one sees that
dHpp ¨ Tan
0
ppvq, q ¨ Tan
w
q pvqq .L AH maxt}w}
1`α{2, dGpv,wq
1`α{2u, (3.62)
which is even a bit better than (3.59). The estimate (3.59) now follows from the triangle
inequality:
dHpi0Ñppvq, iwÑqpvqq ď dHpi0Ñppvq, p ¨ Tan
0
ppvqq
` dHpp ¨ Tan
0
ppvq, q ¨ Tan
w
q pvqq
` dHpiwÑqpvq, q ¨ Tan
w
q pvqq.
The middle term here is controlled by (3.62), and the first and third terms are controlled
by (3.57), recalling the bounds for }v} ď 1 and }w} ď 2, which ensure that we can replace
"α" by "α{2" in (3.57). This concludes the proof of (3.59).
Finally, we address the point left open above, that (3.59) looks slightly less general
than (1.13). To check (1.13) properly, we need to fix w1, w2 P BGp0, 1q and p, q P S with
iw1Ñppw2q “ q, and verify that
dHpiw1Ñppw3q, iw2Ñqpw3qq . maxtdGpw1, w2q, dGpw1, w3qq, dGpw2, w3qu
1`α{2 (3.63)
for all w3 P Gwith dGpw1, w3q ď 1. However, set w :“ w´11 ¨G w2 and v :“ w
´1
1 ¨G w3, and
observe that
w´12 ¨G w3 “ w
´1 ¨G v and w´11 ¨G w3 “ 0
´1 ¨G v.
These relations, and (3.54), show that
iw1Ñppw3q “ i0Ñppvq and iw2Ñqpw3q “ iwÑqpvq.
Thus, (3.63) follows from (3.59) applied with w and v, as above.
This completes the verification of the hypotheses of Theorem 1.14, and hence the proof
of Theorem 3.27.
4. LIPSCHITZ FLAGS AND EXTRA VERTICAL HÖLDER REGULARITY
This section is devoted to the first Heisenberg group, H1. For convenience we use co-
ordinates px, y, tq, instead of px1, x2, tq, to denote points in H1. As usual, we may identify
W with R2 by mapping p0, y, tq to py, tq, and we identify px, 0, 0q P Vwith x P R.
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Definition 4.1. We say that an intrinsic Lipschitz function ϕ : W Ñ V has extra vertical
Hölder regularity with constants 0 ă α ď 1 andH ą 0 if
|ϕpy, tq ´ ϕpy, t1q| ď H|t´ t1|
1`α
2 , (4.2)
for all y, t, t1 P R.
Intrinsic Lipschitz functions are always 1{2-Hölder continuous with respect to the Eu-
clidean metric along vertical lines. Condition (4.2) constitutes an amount of extra regu-
larity at small scales which is not implied by the intrinsic Lipschitz condition alone, see
for instance [6, Example 1.3].
Remark 4.3. The definition is left invariant: if ϕ has extra vertical Hölder regularity with
constants α andH , then for every p P H1, the function ϕpp
´1q whose intrinsic graph is p´1 ¨
ΦpWq also has extra vertical Hölder regularity with the same constants. Moreover, for
r ą 0, the function δ 1
r
˝ϕ˝δr , whose intrinsic graph is δ 1
r
pΦpWqq, has extra vertical Hölder
regularity with constants α andHrα. So condition (4.2) improves under “zooming in”.
Remark 4.4. An intrinsic Lipschitz functionwith compact support has extra vertical Hölder
regularity with constants 0 ă α ď 1 and H ą 0 if and only if there is H 1 ą 0 such that
|ϕpy, tq ´ ϕpy, t1q| ď
#
H 1|t´ t1|
1`α
2 , if |t´ t1| ď 1,
H 1|t´ t1|
1´α
2 , if |t´ t1| ě 1,
, y, t, t1 P R, (4.5)
that is, ϕ has extra vertical Hölder regularity in the sense of [16, Theorem 5.1].
Before studying in more detail the intrinsic graphs of functions that satisfy the condi-
tions in Definition 4.1, we give two examples of such functions.
Example 4.6. Under the identification W , R2 and V , R described before Definition 4.1,
every compactly supported Euclidean Lipschitz function ϕ : R2 Ñ R is an intrinsic Lipschitz
function that satisfies the extra vertical Hölder regularity condition in Definition 4.1 with α “ 1.
Example 4.7. Let 0 ă α ď 1, W,V Ă H1 as above, and let ϕ : W Ñ V be a compactly
supported C1,α
H
pWq function. Since sptϕ is compact, ∇ϕϕ is continuous and compactly sup-
ported, hence L :“ }∇ϕϕ}L8pWq ă 8. According to [10, Lemma 2.22], this implies that ϕ is
intrinsic Lipschitz. The extra vertical Hölder regularity condition follows from [10, Proposition
4.2], keeping in mind the characterization of compactly supported C1,α
H
pWq functions stated in
Proposition 3.10.
Intrinsic graphs of intrinsic Lipschitz functions with extra vertical Hölder regularity
turn out to be well approximable at all points and small scales by intrinsic Lipschitz
graphs of a special form, the Lipschitz flags; see Proposition 4.25 for the precise state-
ment. In the proof of Theorem 1.11, Lipschitz flags will play an analogous role as vertical
tangent planes did in the proof of Theorem 1.6, so we start with some observations of
general nature that serve as a counterpart for Section 3.1.
4.1. Approximation by Lipschitz flags.
Definition 4.8. We say that F Ă H1 is a Lipschitz flag if there exists a Euclidean Lipschitz
map ψ : R Ñ R such that F is the intrinsic graph ΦpWq of the map ϕ : W Ñ V defined
by
ϕpy, tq “ ψpyq. (4.9)
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Lipschitz flags are bilipschitz equivalent to the parabolic plane. This observation ap-
peared already in [17, Lemma 7.5], but we include the proof for completeness.
Lemma 4.10. If F Ă H1 is a Lipschitz flag given by an L-Lipschitz function ψ : R Ñ R, then
there is a „ p1` Lq-bilipschitz map
ΨF : pW, dHq Ñ pF, dHq.
Proof. Let F be a Lipschitz flag, so F is the intrinsic graph ΦpWq of the map ϕ : W Ñ V
defined as in (4.9) for the Euclidean L-Lipschitz function ψ : R Ñ R. We will show that
the map ΨF : pW, dHq Ñ pF, dHq given by
ΨF py, tq :“
ˆ
ψpyq, y, t ´
1
2
yψpyq `
ˆ y
0
ψpηq dη
˙
(4.11)
is the „ p1` Lq-bilipschitz map which we are looking for. Firstly, we observe that
ΨF py, tq “ Φ
ˆ
y, t`
ˆ y
0
ψpηq dη
˙
,
where Φ is the graph map1 of ϕ, hence ΨF pWq “ ΦpWq. Moreover, since ψ is an L-
Lipschitz function, we get
dHpΨF py, tq,ΨF py
1, t1qq
“
›››››
˜
ψpy1q ´ ψpyq, y1 ´ y, t1 ´ t` 1
2
py ´ y1qpψpy1q ` ψpyqq `
ˆ y1
y
ψpηq dη
¸›››››
“
›››››
˜
ψpy1q ´ ψpyq, y1 ´ y, t1 ´ t`
ˆ y1
y
´
ψpηq´ψpyq
2
¯
`
´
ψpηq´ψpy1q
2
¯
dη
¸›››››
. p1` Lq
´
|y1 ´ y| `
a
|t1 ´ t|
¯
,
(4.12)
for all py, tq, py1, t1q PW. On the other hand, since
|t1 ´ t| ď
ˇˇˇˇ
ˇt1 ´ t`
ˆ y1
y
´
ψpηq´ψpyq
2
¯
`
´
ψpηq´ψpy1q
2
¯
dη
ˇˇˇˇ
ˇ`
ˇˇˇˇ
ˇ
ˆ y1
y
´
ψpηq´ψpyq
2
¯
`
´
ψpηq´ψpy1q
2
¯
dη
ˇˇˇˇ
ˇ ,
it follows
dHppy, tq, py
1, t1qq . |y ´ y1| ` |t´ t1|1{2 . p1` LqdHpΨF py, tq,ΨF py
1, t1qq,
for all py, tq, py1, t1q P W. Hence, putting together (4.12) and the last inequality, we get
that ΨF is a „ p1` Lq-biLipschitz map, as desired. 
Given an intrinsic Lipschitz graph S Ă H1, we will define for each p P S a Lipschitz
flag that intersects S in a Lipschitz curve passing through p. We start with some gen-
eral definitions that will be used throughout this section. We state them in terms of the
intrinsic Lipschitz function ϕpp
´1q, whose intrinsic graph is p´1 ¨ S, recall (3.19) .
1The map ΨF is the composition of the graph map Φ with the “characteristic straightening map” men-
tioned in the introduction.
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Definition 4.13. Let S “ ΦpWq “ tw ¨ϕpwq : w PWu be the intrinsic graph of an intrinsic
L-Lipschitz function ϕ : WÑ V. To each point p P S, we associate the function
ψp : R ÝÑ R
s ÞÝÑ ϕpp
´1qps, τppsqq,
(4.14)
where τp : RÑ R is some solution of the Cauchy problem"
9τppsq “ ϕ
pp´1qps, τppsqq, for s P R
τpp0q “ 0.
(4.15)
Note that ϕpp
´1q is intrinsic Lipschitz with the same constant as ϕ, and then the global
existence of τp follows as in [2, (6.27)]. Proposition 6.10 in [2] is only for higher dimen-
sions, but this part of the argument works also for our setting H1. Moreover, using the
same proof as for [2, (6.30)], it follows that τp satisfies the inequality
|τppsq| .L |s|
2, s P R. (4.16)
Notice further that γp : s ÞÑ p0, s, τppsqq is a C1 curve with
9γppsq “
¨˝
0
1
ϕpp
´1qpγppsqq
‚˛“ Dϕpp´1q2 |γppsq,
where we recall that Dϕ2 is the vector field D
ϕ
2 “ By ` ϕBt. As a consequence, from [2,
Proposition 6.6] it also follows that s ÞÑ ψppsq “ ϕpp
´1qpγppsqq is Euclidean Lipschitz with
Lipschitz constant depending only on the intrinsic Lipschitz constant of ϕ. The solution
τp may not be unique, but we never need other properties of it than the ones described
above, so any choice will do. For completeness, we also mention that Φpp
´1q ˝ γp is a
Lipschitz curve in pH1, dHq by [21, Theorem 4.2.16].
Definition 4.17. Let S “ ΦpWq be the intrinsic graph of an intrinsic Lipschitz function
ϕ : WÑ V. For each point p P S, we define
Fp :“
 
p0, y, tq ¨ pψppyq, 0, 0q : py, tq P R
2
(
. (4.18)
We note the following properties of Fp defined as in (4.18):
(1) Fp is a Lipschitz flag,
(2) 0 P Fp,
(3) p ¨ Fp is also a Lipschitz flag,
(4) Fp X pp´1 ¨ Sq Ě Φpp
´1qpγppRqq.
Item (1) follows immediately from the fact that ψp is a Euclidean Lipschitz function.
The item (2) follows since p P S, and so ψpp0q “ ϕpp
´1qp0, 0q “ 0. Next, (3) follows by
computing explicitly that
p ¨ Fp “ tp0, y, tq ¨ pψpyq, 0, 0q : py, tq P R
2u,
where ψpyq :“ ψppy ´ ypq ` xp and p “ pxp, yp, tpq. Since ψp : R Ñ R is Lipschitz, so is
ψ. Finally, (4) is clear from the definitions since ψppyq “ ϕpp
´1qpy, τppyqq and Fp is of the
form (4.18).
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Definition 4.19. Let S “ ΦpWq be the intrinsic graph of an intrinsic Lipschitz function
ϕ : W Ñ V. For each point p P S, we let Ψp :“ ΨFp : W Ñ Fp be the map given by the
formula (4.11) applied to the Lipschitz flag F “ Fp from (4.18), that is,
Ψppy, tq “
ˆ
ϕpp
´1qpy, τppyqq, y, t ´
1
2
yϕpp
´1qpy, τppyqq `
ˆ y
0
ϕpp
´1qpη, τppηqq dη
˙
. (4.20)
The reader may think of Ψp as a surrogate for the map that was used in (3.55) to ap-
proximate an intrinsic C1,α graph by the vertical plane p ¨Wp, and the Lipschitz flag Fp
plays the role of Wp. The analogy is however not perfect: if ϕpp
´1q is not intrinsic lin-
ear, the map Ψp from Definition 4.19 is not a group homomorphism and hence we lack a
counterpart for the chain rule (3.56). The following properties of Ψp defined as in (4.20)
will be used:
(1) Ψpp0q “ 0 since ϕpp
´1qp0, 0q “ 0,
(2) Ψppy, tq “ Φpp
´1qpy, τppyqq ¨ p0, 0, tq, as
´ y
0
ϕpp
´1qpη, τppηqq dη “
´ y
0
9τppηq dη “ τppyq,
(3) Ψp is bilipschitz with a constant that depends only on the intrinsic Lipschitz con-
stant of ϕ (by Lemma 4.10 and the paragraph before Definition 4.19).
Remark 4.21. If S “ ΦpWq is itself a Lipschitz flag, that is, the intrinsic graph of an intrinsic
Lipschitz function ϕ : WÑ V that does not depend on the t-variable, then
Ψppy, tq “ Φ
pp´1q
ˆ
y, t`
ˆ y
0
ϕpp
´1qpη, τppηqq dη
˙
, (4.22)
and in particular, ΨppWq “ Φpp
´1qpWq and hence S “ p ¨ ΨppWq in that case. Also note
that here ϕpp
´1q does not depend on the t-variable, and so the integral in (4.22) can be
written without the dependence on τp.
As we noted below Definition 4.17, the surfaces Fp “ ΨppWq and p´1 ¨ S “ Φpp
´1qpWq
intersect at least along a curve. The next lemma shows that they approximate each other
well also in a neighborhood of that curve if ϕ has extra vertical Hölder regularity.
Lemma 4.23. Let ϕ : W Ñ V be an intrinsic Lipschitz function with extra vertical Hölder
regularity with constants 0 ă α ď 1 andH ą 0. Then
dHpΨppy, tq,Φ
pp´1qpy, τppyq ` tqq ď H|t|
p1`αq{2 ď H}py, tq}1`α, py, tq P R2.
Remark 4.24. From the proof of Lemma 4.23 one can infer that if ϕ has extra vertical
Hölder regularity in the stronger sense of (4.5), then
dHpΨppy, tq,Φ
pp´1qpy, τppyq ` tqq ď H
1mint|t|p1`αq{2, |t|p1´αq{2u, for py, tq P R2.
Proof of Lemma 4.23. Recall that τp is a solution of the Cauchy problem (4.15), and we
have that
Ψppy, tq “ Φ
pp´1qpy, τppyqq ¨ p0, 0, tq
for all py, tq P R2. As a consequence,
dHpΨppy, tq,Φ
pp´1qpy, τppyq ` tqq “ dHpΦ
pp´1qpy, τppyqq ¨ p0, 0, tq,Φ
pp´1qpy, τppyq ` tqq
“ }ϕpp
´1qpy, τppyq ` tq
´1 ¨ p0, y, τppyq ` tq
´1 ¨ p0, y, τppyqq ¨ ϕ
pp´1qpy, τppyqq ¨ p0, 0, tq}
“ |ϕpp
´1qpy, τppyq ` tq ´ ϕ
pp´1qpy, τppyqq| ď H|t|
1`α
2 ,
as claimed. 
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In the following we denote by rAsH
1
δ the δ-neighbourhood of a setA Ă H
1 with respect
to dH, and rBsR
2
δ stands for the Euclidean δ-neighbourhood of a set B Ă R
2. A direct
corollary of Lemma 4.23 is the following result:
Proposition 4.25. Let ϕ : W Ñ V be an intrinsic L-Lipschitz function with extra vertical
Hölder regularity with constants 0 ă α ď 1 and H ą 0. Then, there is c “ cpLq ě 1 such that
for all r ą 0 and all p P S “ ΦpWq it follows
(1) S XBpp, rq Ă rp ¨ΨppWqsH
1
cδ ,
(2) pp ¨ΨppWqq XBpp, rq Ă rSsH
1
cδ ,
where δ :“ δpH, rq :“ Hr1`α.
Remark 4.26. Continuing Remark 4.24, we note that if an intrinsic L-Lipschitz function ϕ
has extra vertical Hölder regularity with constants 0 ă α ď 1 and H 1 ą 0 in the stronger
sense (4.5), then the conclusion of Proposition (4.25) can be improved by replacing "δ"
with H 1mintr1`α, r1´αu. In other words, the intrinsic graph of ϕ is well approximated
by Lipschitz flags also at large scales.
Proof of Proposition 4.25. Fix r ą 0 and p P S as in the assumptions of the proposition.
Since the metric dH is left invariant, it is sufficient to show that there is c “ cpLq ě 1 such
that
(i)
`
p´1 ¨ S
˘
XBp0, rq Ă rΨppWqs
H1
cδ ,
(ii) ΨppWq XBp0, rq Ă rp´1 ¨ SsH
1
cδ .
We consider (i). Let q P pp´1 ¨ Sq X Bp0, rq. We will prove that q P rΨppWqsH
1
cδ for
a constant c depending only on L. Firstly, since q P Φpp
´1qpWq X Bp0, rq, we have that
q “ Φpp
´1qp0, y, τppyq ` tq for some py, tq P R2 and }q} “ }Φpp
´1qpy, τppyq ` tq} ď r. More
precisely, by the definition of Φpp
´1q, we find
|ϕpp
´1qpy, τppyq ` tq| ď r, |y| ď r, and
ˇˇˇ
τppyq ` t´
1
2
yϕpp
´1qpy, τppyq ` tq
ˇˇˇ
ď r
2
4
,
|t| ď
ˇˇˇ
τppyq ` t´
1
2
yϕpp
´1qpy, τppyq ` tq
ˇˇˇ
` |τppyq| `
ˇˇˇ
1
2
yϕpp
´1qpy, τppyq ` tq
ˇˇˇ (4.16)
ď CLr
2 ` 3r
2
4
.
(4.27)
Now applying Lemma 4.23 to the point py, tq, we obtain
dHpΨppy, tq, qq “ dHpΨppy, tq,Φ
pp´1qpy, τppyq ` tqq ď H|t|
p1`αq{2
(4.27)
. L δ,
so q P rΨppWqsH
1
cδ , as desired.
Next we consider (ii). Let q P ΨppWq X Bp0, rq. We want to prove that q P rp´1 ¨ SsH
1
cδ
for a constant c that depends only on L. Since q “ Ψppy, tq “ Φpp
´1qpy, τppyqq ¨ p0, 0, tq for
some py, tq P R2 and }q} ď r, we have that
|ϕpp
´1qpy, τppyqq| ď r, |y| ď r, and
ˇˇˇ
t` τppyq ´
1
2
yϕpp
´1qpy, τppyqq
ˇˇˇ
ď r
2
4
.
and so
|t| ď
ˇˇˇ
t` τppyq ´
y
2
ϕpp
´1qpy, τppyqq
ˇˇˇ
` |τppyq| `
ˇˇˇ
y
2
ϕpp
´1qpy, τppyqq
ˇˇˇ (4.16)
ď 3r
2
4
` CLr
2. (4.28)
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Now we apply Lemma 4.23 to the point py, tq, hence
dHpq,Φ
pp´1qpy, τppyq ` tqq “ dHpΨppy, tq,Φ
pp´1qpy, τppyq ` tqq ď H|t|
p1`αq{2
(4.28)
.L δ,
so q P rp´1 ¨ SsH
1
cδ for c depending only on L, as desired. This completes the proof. 
Let π : H1 Ñ R2 be the projection πpx, y, tq “ px, yq. Then π is 1-Lipschitz pH1, dHq Ñ
pR2, | ¨ |q, which easily implies the following statement:
Lemma 4.29. Assume that A1, A2 Ă H1, p P H1, r ą 0, and δ ą 0 are such that
A1 XBpp, rq Ă rA2s
H1
δ ,
then
πpA1 XBpp, rqq Ă rπpA2 XBpp, r ` δqqs
R2
δ .
The lemma will applied with A2 “ F , a Lipschitz flag. Then πpF q Ă R2 is a Lips-
chitz graph, and the lemma says that πpA1 X Bpp, rqq is contained in the Euclidean δ-
neighbourhood of the Lipschitz graph πpF q whenever if A1 XBpp, rq Ă rF sH
1
δ .
4.2. Proof for graphs with extra vertical Hölder regularity. In this section, we prove
Theorem 1.11 from the introduction, which we restate here for the reader’s convenience.
Theorem 4.30. Let S Ă H1 be the intrinsic graph of a globally defined but compactly supported
intrinsic Lipschitz function with extra vertical regularity. Then S has big pieces of bilipschitz
images of the parabolic plane pΠ, dΠq. In particular, S is LI rectifiable.
The theorem will be proven as an application of Theorem 1.14 and a reduction to unit
scale analogous to the one after Lemma 3.46. We will verify the hypotheses of Theorem
1.14 for pG, dGq “ pΠ, dΠq and pM,dM q “ pS, dHq, with x0 “ 0 P G and an arbitrary point
p0 P S. Since the map py, tq ÞÑ p0, y, tq is an isometric isomorphism between pΠ,`, dΠq
and pW, ¨, dHq, it suffices to construct maps iwÑp : W Ñ S with the desired properties.
As in Section 3.2, the maps iwÑp will be independent of the "scale" parameter k P N, and
can be defined for all p P S and all w PW.
Definition 4.31. Let S “ ΦpWq be the intrinsic graph of an intrinsic Lipschitz function
ϕ : WÑ V. For each point p P S and u PW, let q :“ qrp, us P S be any point satisfying
dH pp ¨Ψppuq, qq “ distH pp ¨Ψppuq, Sq . (4.32)
Then, define iwÑp : WÑ S as
iwÑppvq :“ qrp,w
´1 ¨ vs. (4.33)
Remark 4.34. Remark 4.21 implies that if S “ ΦpWq is itself a Lipschitz flag, then iwÑppvq “
p ¨ Ψppw
´1 ¨ vq for all v,w P W. In general, the extra vertical Hölder regularity allows to
control the distance between iwÑppvq and p ¨Ψppw´1 ¨ vq.
If ϕ has extra vertical Hölder regularity with constants 0 ă α ď 1 and H ą 0, then
Lemma 4.23 immediately implies that
dHpp ¨Ψppw
´1 ¨ w1q, iwÑppw
1qq “ distH
`
Ψppw
´1 ¨ w1q, p´1 ¨ S
˘
“ distH
´
Ψp
`
w´1 ¨ w1
˘
,Φpp
´1qpWq
¯
ď HdHpw,w
1q1`α, (4.35)
METRIC RECTIFIABILITY OF H-REGULAR SURFACES 33
for all p P S “ ΦpWq and w,w1 PW.
Once again, iwÑppvq does not depend on the points v and w individually, but only on
the product w´1 ¨ v, and by definition iwÑppwq “ p. To apply Theorem 1.14, we need to
verify the two hypotheses (1.12) and (1.13). We start by showing that (1.12) holds for a
constant which depends only on the bilipschitz constant of Ψp, which in turn depends
only on the intrinsic Lipschitz constant of ϕ, recall the comment below Definition 4.19.
Now (1.12) follows immediately from (4.35) and the triangle inequality:
|dHpiwÑppw
1q, iwÑppw
2qq´dHpΨppw
´1¨w1q,Ψppw
´1¨w1qq| . HmaxtdHpw,w
1q, dHpw,w
2qu1`α,
(4.36)
for all p P S and w,w1, w2 PW. We proceed to verify condition (1.13) in our situation:
Proposition 4.37. Let ϕ : W Ñ V be an intrinsic L-Lipschitz function that has extra vertical
Hölder regularity with constants 0 ă α ď 1 and H ą 0. If w1, w2 P W satisfy }w1}, }w2} ď 1,
and p, q P ΦpWq satisfy iw1Ñppw2q “ q, then
dH piw1Ñppw3q, iw2Ñqpw3qq .H,L max tdHpw1, w2q, dHpw1, w3q, dHpw2, w3qu
1`α
2 (4.38)
for all w3 PW with dHpw1, w3q ď 1.
Remark 4.39. If ϕ does not depend on the t-variable, that is, ΦpWq is itself a Lipschitz flag
and the extra Hölder regularity holds with constant H “ 0, then the left hand side of
(4.38) vanishes for all w1, w2, w3 P W with iw1Ñppw2q “ q. Indeed, Remark 4.34 implies
in this case that
iw1Ñppw3q “ p ¨Ψppw
´1
1 ¨ w3q, iw2Ñqpw3q “ q ¨Ψqpw
´1
2 ¨ w3q,
and
q “ iw1Ñppw2q “ p ¨Ψppw
´1
1 ¨ w2q. (4.40)
Hence, the left hand side of (4.38) can be written as
dHpiw1Ñppw3q, iw2Ñqpw3qq “ dHpΨppw
´1
1 ¨ w3q,Ψppw
´1
1 ¨ w2q ¨Ψqpw
´1
2 ¨ w3qq.
We recall from Remark 4.21 that
Ψqpy, tq “ Φ
pq´1q
ˆ
y, t`
ˆ y
0
ϕpq
´1qpη, τqpηqq dη
˙
. (4.41)
Let us spell out the formula for Φpq
´1q:
Φpq
´1q (4.40)“ rΦpp
´1qspΨppw
´1
1
¨w2q´1q “ Ψppw
´1
1 ¨w2q
´1 ¨Φpp
´1qpπWpΨppw
´1
1 ¨w2q ¨ r¨sqq, (4.42)
where we have applied the formula ΦpπWpp ¨ vqq “ p ¨ Φpp
´1qpvq from Lemma 3.17 in the
last equality. Using (4.41)-(4.42), and writing wi “ p0, yi, tiq, it is not difficult to show that
Ψppw
´1
1 ¨ w2q ¨Ψqpw
´1
2 ¨ w3q
“ Ψppw
´1
1 ¨ w2q ¨ Φ
pq´1q
ˆ
y3 ´ y2, t3 ´ t2 `
ˆ y3´y2
0
ϕpq
´1qpη, τqpηqq dη
˙
(4.42)
“ Ψppw
´1
1 ¨ w3q.
We omit some computations, as the remark only serves to motivate Proposition 4.37.
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Proof of Proposition 4.37. We first apply the triangle inequality:
dH piw1Ñppw3q, iw2Ñqpw3qq ď dH
`
p ¨Ψppw
´1
1 ¨ w3q, iw1Ñppw3q
˘
` dHpp ¨Ψppw
´1
1 ¨ w3q, q ¨Ψqpw
´1
2 ¨ w3qq
` dH
`
q ¨Ψqpw
´1
2 ¨ w3q, iw2Ñqpw3q
˘
.
The estimate (4.35) shows that the first and third terms are bounded from above by
HdHpw1, w3q
1`α and HdHpw2, w3q1`α, respectively, which is better than claimed. So, the
heart of the matter is to prove an upper bound for the second term. This is the content of
the next lemma. 
Lemma 4.43. Under the same assumptions as in Proposition 4.37, we have
dHpp ¨Ψppw
´1
1 ¨ w3q, q ¨Ψqpw
´1
2 ¨ w3qq .H,L max tdHpw1, w2q, dHpw1, w3q, dHpw2, w3qu
1`α
2 .
Proof. We fix points p and q “ iw1Ñppw2q as in the assumptions of Proposition 4.37. We
may assume with no loss of generality that w1 ‰ w2, since otherwise q “ p and the
claimed estimate is clear. By left invariance of dH, we have
dHpp ¨Ψppw
´1
1 ¨ w3q, q ¨Ψqpw
´1
2 ¨ w3qq “ dHpΨppw
´1
1 ¨ w3q, p
´1 ¨ q ¨Ψqpw
´1
2 ¨ w3qq. (4.44)
Let us denote p´1 ¨ q “: px, y, tq. We then define the curves
γp : RÑ R
2, γppsq :“ pϕ
pp´1qps, τppsqq, sq
and
γq : RÑ R
2, γqpsq :“ pϕ
pq´1qps, τqpsqq ` x, s` yq,
whose traces are the π-projections of the corresponding Lipschitz flags:
γppRq “ π pΨppWqq and γqpRq “ π
`
p´1 ¨ q ¨ΨqpWq
˘
We observe that the curves γp and γq come close in at least one point. Writing
w1 “ p0, y1, t1q, w2 “ p0, y2, t2q, w3 “ p0, y3, t3q, (4.45)
and recalling that q “ iw1Ñppw2q by the assumption in the lemma, we have
|γppy2 ´ y1q ´ γqp0q| “ |γppy2 ´ y1q ´ px, yq| ď dHpΨppw
´1
1 ¨ w2q, p
´1 ¨ qq
“ dHpp ¨Ψppw
´1
1 ¨ w2q, iw1Ñppw2qq
(4.35)
ď HdHpw1, w2q
1`α. (4.46)
We next show, a fortiori, that the curves γp and γq also stay close to each other for some
time. Precisely, we claim that
distR2pγpps ` y2 ´ y1q, γqpRqq .H,L max t|s` y2 ´ y1|, dHpw1, w2qu
1`α , s P R. (4.47)
Note that for s “ 0, the right hand side of (4.47) equals dHpw1, w2q1`α, as expected. To
prove the claim for arbitrary s P R, we first observe that
γpps` y2 ´ y1q “ πpΨpps ` y2 ´ y1, 0qq.
Since Ψp is Lipschitz according to the remark below Definition 4.19,
}Ψpps` y2 ´ y1, 0q} .L }ps` y2 ´ y1, 0q},
and we find
γpps` y2 ´ y1q P π pΨppWq XBp0, rqq
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for some 0 ă r .L max t|s` y2 ´ y1|, dHpw1, w2qu. It follows from Proposition 4.25 and
Lemma 4.29 that
γpps ` y2 ´ y1q P
“
π
``
p´1 ¨ ΦpWq
˘
XBp0, r ` cδq
˘‰R2
cδ
, (4.48)
where the constant c depends only on L, and δ :“ Hr1`α. Since
dHpp, qq ď dHpp
´1 ¨ q,Ψppw
´1
1 ¨ w2qq ` }Ψppw
´1
1 ¨ w2q}
(4.35)
.H,L dHpw1, w2q
1`α ` dHpw1, w2q,
and dHpw1, w2q ď 1, we have
B p0, r ` cδq Ă Bpp´1 ¨ q,Rq (4.49)
for some R ě r with R .H,L maxt|s ` y2 ´ y1|, dHpw1, w2qu. By another instance of
Proposition 4.25 (applied to the point q), Lemma 4.29, and left translation by p´1, we find
that“
π
``
p´1 ¨ ΦpWq
˘
XBpp´1 ¨ q,Rq
˘‰R2
cδ
Ď
“
π
`
p´1 ¨ q ¨ΨqpWq
˘‰R2
2cHR1`α
“ rγqpRqs
R2
cL,HR1`α
.
(4.50)
for a constant 0 ă cL,H ă 8 that depends only on L andH . Then the claim (4.47) follows
by combining the inclusions (4.48), (4.49), and (4.50).
We now fix s P R, and let s1 P R be any point such that |γpps ` y2 ´ y1q ´ γqps1q| .H,L
maxt|s ` y2 ´ y1|, dHpw1, w2qu
1`α. The existence of s1 is guaranteed by (4.47). We next
show that s1 cannot be too far from s. Indeed, considering the first component of γpps `
y2 ´ y1q ´ γqps
1q, we see immediately from (4.47) that
|ϕpp
´1qps`y2´y1, τpps`y2´y1qq´ϕ
pq´1qps1, τqps
1qq´x| .H,L maxt|s`y2´y1|, dHpw1, w2qu
1`α.
(4.51)
Considering the second component, we find the estimate
|s` y2 ´ y1 ´ s
1 ´ y| .H,L maxt|s ` y2 ´ y1|, dHpw1, w2qu
1`α. (4.52)
By the initial estimate (4.46), we know that
|py2 ´ y1q ´ y| ď HdHpw1, w2q
1`α, (4.53)
so (4.52) yields
|s´ s1| .H,L maxt|s` y2 ´ y1|, dHpw1, w2qu
1`α. (4.54)
This last estimate allows us to deduce a version of (4.51) with "s1" replaced by "s". Indeed,
recalling that s ÞÑ ψqpsq “ ϕpq
´1qps, τqpsqq is a Lipschitz function R Ñ R whose Lipschitz
constant depends only on L (see below Definition 4.13), we find
|ϕpp
´1qps` y2 ´ y1, τpps` y2 ´ y1qq ´ ϕ
pq´1qps, τqpsqq ´ x|
ď |ϕpq
´1qps, τqpsqq ´ ϕ
pq´1qps1, τqps
1qq| (4.55)
` |ϕpp
´1qps` y2 ´ y1, τpps` y2 ´ y1qq ´ ϕ
pq´1qps1, τqps
1qq ´ x|
(4.51)
. L,H |s´ s
1| `maxt|s ` y2 ´ y1|, dHpw1, w2qu
1`α
(4.54)
. L,H maxt|s ` y2 ´ y1|, dHpw1, w2qu
1`α. (4.56)
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After these preparations, we are ready to deduce the desired upper bound for (4.44) by
considering s :“ y3 ´ y2. We will show that
dHpΨppw
´1
1 ¨w3q, p
´1 ¨ q ¨Ψqpw
´1
2 ¨w3qq .L,H maxtdHpw1, w2q, dHpw1, w3q, dHpw2, w3qu
1`α
2 .
(4.57)
It is convenient to estimate the expression on the left hand side as follows
dHpΨppw
´1
1 ¨ w3q, p
´1 ¨ q ¨Ψqpw
´1
2 ¨ w3qq
ď dHpΨppw
´1
1 ¨ w3q,Ψppw
´1
1 ¨ w2q ¨Ψqpw
´1
2 ¨ w3qq (4.58)
` dHpΨqpw
´1
2 ¨ w3q,Ψppw
´1
1 ¨ w2q
´1 ¨ p´1 ¨ q ¨Ψqpw
´1
2 ¨ w3qq (4.59)
First, the term (4.59) can be bounded using the fundamental commutator relation as in
(3.61) with
a :“ rp ¨Ψppw
´1
1 ¨ w2qs
´1 ¨ q and b :“ Ψqpw´12 ¨ w3q.
This yields
(4.59) . }rp ¨Ψppw´11 ¨ w2qs
´1 ¨ q} ` }rp ¨Ψppw
´1
1 ¨ w2qs
´1 ¨ q}
1
2 }Ψqpw
´1
2 ¨ w3q}
1
2
.L,H dHpw1, w2q
1`α ` dHpw1, w2q
1`α
2 dHpw2, w3q
1
2 ,
where the last inequality follows from q “ iw1Ñppw2q, the estimate (4.35), and the Lips-
chitz continuity of Ψp. Hence, recalling that dHpw1, w2q ď 2, the expression (4.59) can be
bounded from above by the right hand side of (4.57).
Next, we handle the term (4.58). Since points on the t-axis commute with all other
elements in H1, it follows from the definition of Ψp and Ψq that (4.58) is independent of
the vertical components of w1, w2, w3. Writing these points in coordinates, as in (4.45),
and recalling that s “ y3 ´ y2, we thus find
(4.58) “ }Ψpps` y2 ´ y1, 0q´1 ¨Ψppy2 ´ y1, 0q ¨Ψqps, 0q}. (4.60)
While Ψp and Ψq are in general not group homomorphisms, their second components
are linear:
rΨps2py, tq “ rΨqs2py, tq “ y, py, tq PW.
Thus, the second coordinate of the product in (4.60) vanishes by linearity, and it suffices
to consider the first and and third coordinate, which we denote by I1 and I2, respectively,
so that
(4.58) . |I1| ` |I2|
1
2 . (4.61)
Using that ϕpq
´1qp0, 0q “ 0, we may write
I1 “ ϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq ´ ϕ
pq´1qp0, 0q ´ x
` x` ϕpq
´1qps, τqpsqq ´ ϕ
pp´1qps` y2 ´ y1, τpps` y2 ´ y1qq.
The term I1 is the sum of two expressions of the same form as in the estimate (4.56), and
we thus deduce that
|I1| . maxt|y2 ´ y1|, dHpw1, w2qu
1`α `maxt|s ` y2 ´ y1|, dHpw1, w2qu
1`α.
Clearly, |y2 ´ y1| ď dHpw1, w2q and by the choice of s “ y3 ´ y2, we have
|s` y2 ´ y1| “ |y3 ´ y1| ď dHpw1, w3q.
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Thus we see that |I1| is bounded from above by the right hand side of (4.57), using again
that dHpw1, w3q, dHpw1, w2q ď 2. It remains to bound |I2|, where I2 denotes the third
component of the product in (4.60). A direct computation yields
I2 “ ´τpps` y2 ´ y1q ` τppy2 ´ y1q ` τqpsq ` sϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq,
and we continue as follows:
|I2| “ |τpps ` y2 ´ y1q ´ τppy2 ´ y1q ´ τqpsq ´ sϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq|
“
ˇˇˇˇˆ s`y2´y1
y2´y1
9τppσq dσ ´
ˆ s
0
9τqpσq ` ϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq dσ
ˇˇˇˇ
“
ˇˇˇˇˆ s
0
9τppσ ` y2 ´ y1q ´ 9τqpσq ´ ϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq dσ
ˇˇˇˇ
“
ˇˇˇˇˆ s
0
”
ϕpp
´1qpσ ` y2 ´ y1, τppσ ` y2 ´ y1qq ´ ϕ
pq´1qpσ, τqpσqq ´ x
ı
`
”
x` ϕpq
´1qp0, τqp0qq ´ ϕ
pp´1qpy2 ´ y1, τppy2 ´ y1qq
ı
dσ
ˇˇˇˇ
(4.56)
. L,H
ˆ
Js
maxt|σ ` y2 ´ y1|, dHpw1, w2qu
1`α dσ
.H,L |s|maxtdHpw1, w2q, dHpw1, w3qu
1`α
.H,L maxtdHpw1, w2q, dHpw1, w3q, dHpw2, w3qu
2`α,
where Js :“ rs, 0s if s ď 0 and Js :“ r0, ss if s ě 0. To justify the application of (4.56)
above, we have applied inside the integral an analogous argument as we did to bound
the term I1.
Finally inserting the bounds for |I1| and |I2| in (4.61), we conclude that (4.58) is bounded
from above by the right hand side of (4.57). Combinedwith the bound for (4.59), this con-
cludes the proof of the lemma. 
Proof of Theorem 4.30. The BPGBI condition "at unit scale" follows from Theorem 1.14,
whose hypotheses (1.12) and (1.13) we have verified in (4.36) and Proposition 4.37, re-
spectively. Here
pG, dG, µq “ pR
2, dΠ,L
2q, and pM,dM q “ pS, dHq,
with x0 “ 0 P G, and p0 P S arbitrary, and we recall that pG, dGq is isometric to pW, dHq.
More precisely, Theorem 1.14 yields the existence of 2L-bilipschitz maps f : K Ñ S X
Bpp, 1q, p P S, where K Ă G with H3pKq ě δ ą 0. The constant L only depends
on the intrinsic Lipschitz constant of ϕ, and δ ą 0 depends in addition on α and the
constant H in (4.2). Since property (4.2) improves under “zooming in”, see Remark 4.3,
we can argue analogously as in Section 3.1.1. Let p P S and, first, 0 ă r ď C , where
C :“ 2 diamHpΦpsptϕqq. Using Remark 4.3 and the support assumption on ϕ, we see
that S1{r :“ δ1{rpSq is an intrinsic graph of an intrinsic Lipschitz function (with the same
constant) satisfying (4.2) with constants α and H 1 “ H 1pH,Cq.
Therefore, by the BPGBI property at scale r “ 1, every ball S1{r X Bpp, 1q contains the
image of a 2L-bilipschitz map g from a compact set K Ă G with H3pKq ě δ “ δpCq ą 0.
Now, one may simply pre- and post-compose g with the natural dilations in G and H1 to
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produce a 2L-bilipschitz map gr : δrpKq Ñ S X Bpδrppq, rq (note also that H3pδrpKqq “
r3H3pKq ě δr3).
Next, consider the case r ą C . Then, if p P S is arbitrary, the set S XBpp, rq satisfies
H
3prS XBpp, rqs XWq & H3pS XBpp, rqq.
Thus, the restriction of Id to rS X Bpp, rqs XW yields the desired bilipschitz map. The
proof of Theorem 4.30 is thus complete. 
4.3. Application to C1 and intrinsic C1,α surfaces. As a first application of Theorem
4.30, we deduce the case n “ 1 of Theorem 3.27, recalling from Example 4.7 that a com-
pactly supported C1,α
H
pWq function is intrinsic Lipschitz and satisfies the extra vertical
Hölder regularity condition.
Theorem 4.62. Let S “ ΦpWq Ă H1, where ϕ P C1,α
H
pWq is compactly supported. Then S has
big pieces of bilipschitz images of the parabolic plane pΠ, dΠq.
Remark 4.63. As a corollary of Theorem 4.30, we also obtain that every Euclidean C1 sur-
face in H1 is rectifiable by bilipschitz images of subsets of the parabolic plane. As writ-
ten in the introduction, this was known before by the work of Cole-Pauls and Bigolin-
Vittone, cf. Theorem 1.4, but we briefly explain how to deduce it from Theorem 4.30. The
reduction uses again the result by Balogh [5], which says that the setΣpSq of characteristic
points of a Euclidean C1 surface in H1 has vanishing 3-dimensional Hausdorff measure
with respect to dH.
We will argue that outside Σpsq, the surface S can be written locally as intrinsic graph
of a compactly supported Euclidean C1 function, and hence as intrinsic Lipschitz graph
with extra vertical Hölder regularity. This will show that S is rectifiable by bilipschitz
images of subsets of the parabolic plane.
We now turn to the details. Let p P SzΣpSq. For r ą 0 small enough, S X Bpp, rq
is contained in the level set tf “ 0u of a Euclidean C1 function f : R3 Ñ R with non-
vanishing gradient in Bpp, rq. Without loss of generality, we may assume that fp0q “ 0,
Xfp0q ą 0 and
S XBpp, rq “ tq P Bpp, rq : fpqq “ 0u
for r ą 0 with the property that Xfpqq ą 0 for all q P Bpp, rq. Since Xfp0q “ Bxfp0q, we
may further assume, by making r smaller if necessary, that Bxfpqq ą 0 for all q P Bpp, rq.
In order to write S X Bpp, rq, for small enough r, as intrinsic graph of a Euclidean C1
function, we first consider the diffeomorphism
F : R3 Ñ R3, F px, y, tq “
`
x, y, t` xy
2
˘
.
Then F pS X Bpp, rqq is contained in the level set of f ˝ F´1, and hence it is again a
EuclideanC1 surface. Since the derivative ofF at the origin is the identity, and Bxfpqq ą 0
for all q P Bpp, rq, we can apply the usual implicit function theorem to deduce that,
if r ą 0 is small enough, there is an open set U Ă R2, and a Euclidean C1 function
ψ : U Ñ R such that F pS X Bpp, rqq is the Euclidean graph of ψ over the set U in the
yt-plane:
F pS XBpp, rqq “ tpψpy, tq, y, tq : py, tq P Uu.
It is easy to see that the preimage of this set under F is then given by the intrinsic graph
of ψ,
S XBpp, rq “
 
pψpy, tq, y, t ´ 1
2
yψpy, tqq : py, tq P U
(
.
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We will next modify ψ to obtain a Euclidean C1 function ϕ that is defined on the entire
plane, but compactly supported. To this end, let B1, B Ă U be concentric balls, relatively
open in the yt-planeW (identified with R2), such that
rBpp, r1q X Ss Ď tw ¨ ψpwq : w P B1u Ď tw ¨ ψpwq : w P Bu Ď rBpp, rq X Ss
for some 0 ă r1 ă r. We define
ϕpwq :“
$&% ψpwq, if w P B
1,
ξpwq, if w P BzB1,
0, otherwise,
with a suitable C1 function ξ in order that ϕ is also C1. More precisely, ϕ is a compactly
supportedC1 function defined inW such that SXBpp, r1q “ ΦpWqXBpp, r1q. By Example
4.6, we know that ϕ is also an intrinsic Lipschitz function with extra vertical regularity.
Finally, it follows from Theorem 4.30 that ΦpWq is rectifiable by bilipschitz images, and
hence the same holds for SXBpp, r1q. Repeating the argument for every noncharacteristic
point in S proves that S is rectifiable by bilipschitz images of subsets of the parabolic
plane, and in particular LI rectifiable.
APPENDIX A. FAT CANTOR SETS IN METRIC MEASURE SPACES
Here is again the statement of Proposition 2.2:
Proposition A.1. Every doubling and complete metric measure space pX, d, µq of diameter ě 1
admits fat Cantor sets. In other words, for every ǫ ą 0 and n0 ě 0, the constants δpn0q ą 0
and τpǫq ą 0 can be found as in Definition 2.1. They are also allowed to depend on the doubling
constant of pX, d, µq.
Proof. Let Q “ YtQn : z P Zu be a family of closed (and hence compact) Christ cubes on
pX, d, µq, see [11, Theorem 11]. Thus, the cubes here are closures of the cubes defined in
[11, Theorem 11]. By changing the indexing of the families Qn slightly, one may assume
that 2´n .G diamGpQq ă 2´n for all Q P Qn. According to [11, (3.6)], the cubes in Q
can be chosen so that they have small boundary regions in the following sense: there are
constants C ě 1 and η ą 0 such that µpBρQq ď CρηµpQq for all Q P Q, where
BρQ :“ tx P Q : distpx,Q
cq ă ρ2´nu, Q P Qn. (A.2)
Now, to begin the construction of a fat Cantor set in G, fix x P G, ǫ ą 0 and n0 P N, and
letQ0 be the unique cube inQ0 containing x. Since diamGpQ0q ă 2´n0 ď 1, one hasQ0 Ă
Bpx, 1q. Set Dn0 :“ tQ0u. Now, if one simply declared that Dn :“ tQ P Qn : Q Ă Q0u,
then one would already have the conditions (i)-(iii) listed at the beginning of Section 2.
Then, the Cantor setK defined by
K :“
č
něn0
ď
QPDn
Q
would satisfy µpKq “ µpQ0q „n0 µpBpx, 1qq by the doubling hypothesis.
To secure, in addition, the separation condition (iv), one need to remove some bound-
ary regions, and apply (A.2). Namely, fix a constant τ “ τpǫq ą 0, to be determined a
little later, and define
Q10 :“ Q0zBτ2´n0ǫQ0 and D
1
n0
:“ tQ10u.
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Then, assume that D1n has already been defined for some n ě n0. Assume also that
the sets in D1n are obtained as compact subsets of sets in Dn: for every Q P Dn, there
corresponds a compact setQ1 P D1n withQ
1 Ă Q (but it may, and will, sometimes happen
thatQ1 “ H). To defineD1n`1, fixQ P Dn`1, and let pQ1 P D1n be the compact set contained
in the Dn-parent pQ Ą Q. Define
Q1 :“ rQzBτ2´nǫQs X pQ1.
Then evidentlyQ1 Ă pQ1, and the conditions (i)-(iii) from the beginning of Section 2 remain
valid for themodified collectionsD1n, n ě n0. But now also condition (iv) is valid. Indeed,
if Q11, Q
1
2 P Dn are distinct, and there still existed a point x P Q
1
1 Ă Q1 with distpx,Q
1
2q ă
τ2´p1`ǫqn, then clearly x P Bτ2´nǫQ1, and hence in fact x R Q
1
1.
So, the only remaining concern is the µ-measure of the new Cantor set
K 1 :“
č
něn0
ď
Q1PD1n
Q1.
Evidently, if x P Q0zK 1, then x P Bτ2´nǫQ for some Q P Dn with Q Ă Q0 (hence n ě n0).
Recalling the estimate for the µ-measure of boundary regions above (A.2), one infers that
µpQ0zK
1q ď
ÿ
něn0
ÿ
QPDn
QĂQ0
µpBτ2´ǫnQq
ď C
ÿ
něn0
pτ2´nǫqη
ÿ
QPDn
QĂQ0
µpQq
“ Cτη
ÿ
ně0
2´nǫηµpQ0q .ǫ,η Cτ
ηµpQ0q.
Therefore, choosing τ “ τpC, ǫ, ηq ą 0 sufficiently small, one has µpQ0zK 1q ď µpQ0q{2,
hence µpK 1q & µpQ0q &n0 µpBpx, 1qq. The proof is complete. 
APPENDIX B. CONTAINING PIECES OF C1,α
H
-SURFACES ON INTRINSIC GRAPHS
This appendix contains the proof of the following proposition which was needed in
the proof of Theorem 1.7 (or Theorem 3.28).
Proposition B.1. Let S Ă Hn be a C1,α
H
-surface, 0 ă α ď 1. Then, for every p0 P S, there
exists r0 ą 0, a vertical subgroup W Ă H
n with complementary horizontal subgroup V, and a
compactly supported intrinsic C1,α{3-function ϕ : W Ñ V such that S X Bpp0, r0q is contained
on the intrinsic graph of ϕ.
Proof. Fix p0 P S, and let r0 ą 0 and B :“ Bpp0, r0q first be so small that S X B can be
written as
S X B¯ “ tp P B : fppq “ 0u
for some f P C1
H
pBpp0, 10r0qq satisfying∇Hfpp0q ‰ 0, and
|∇Hfpp1q ´∇Hfpp2q| ď HdHpp1, p2q
α, p1, p2 P Bpp0, 10r0q. (B.2)
It follows from (B.2) that f,∇Hf P L8pBpp0, 10r0qq. By making r0 smaller, one may
further improve (B.2) to
|∇Hfpp1q ´∇Hfpp2q| ď mintHdHpp1, p2q
α, ǫu, p1, p2 P Bpp0, 10r0q, (B.3)
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where ǫ ą 0 is a small absolute constant to be chosen later. For notational convenience,
we will also assume that ∇Hfpp0q “ pX1fpp0q, . . . ,X2nfpp0qq “ p1, 0, . . . , 0q, but any
other non-zero constant vector would work equally well: it is only crucial to choose W
(as in the statement of the proposition) so that ∇Hfpp0q is the horizontal normal of W.
Under the present assumption, setW :“ tp0, y, tq : y P R2n´1, t P Ru and V :“ tpx1, 0, 0q :
x1 P Ru.
Let C ą 20 be another constant to be determined later, which may depend on the data
}f}L8pBpp0,r0qq, }∇Hf}L8pBq, }p0}, r0, H and ǫ. (B.4)
Then, initially extend f by setting fpx1, y, tq :“ x1 for px1, y, tq P Hn zBpp0, Cr0q. The
main task is now to extend f to a function f1 P C
1,α{3
H
pHnq in such a manner thatX1f1 ě
1
2
; then tf1 “ 0uwill be an intrinsic C1,α{3-graph containing S XB. The extension of f to
f1 can be accomplished, up to a few additional details, by using the standard proof of the
Whitney extension theorem [18, Theorem 6.8] in Hn. An underlying observation is that
∇Hf « p1, 0, . . . , 0q on BYrHn zBpp0, Cr0qs, and if C is chosen large enough, depending
on the data in (B.4), the extension f1 can be arranged to have the same property.
Define
kppq :“ ∇Hfppq, p P B¯,
recalling that f was initially defined on Bpp0, 10r0q. Also define kppq :“ p1, 0, . . . , 0q ”
∇Hfppq for p P Hn zBpp0, Cr0q, so both k and f are now defined on the closed set
F :“ B¯ Y rHn zBpp0, Cr0qs.
Recalling (B.3), and that ∇Hfppq “ p1, 0, . . . , 0q, we note that
|kpp1q ´ kpp2q| ď mintHdHpp1, p2q
α, ǫu, p1, p2 P F. (B.5)
Towards applying the Whitney extension theorem [18, Theorem 6.8], consider the fol-
lowing quantity Rpq, pq appearing in its statement:
Rpq, pq :“
fpqq ´ fppq ´ xkppq, πpp´1 ¨ qqy
dHpp, qq
, p, q P F.
Here π is the projection πpx1, . . . , x2n, tq “ px1, . . . , x2nq, and x¨, ¨y stands for the usual
inner product in R2n. Recall that π is a Lipschitz map Hn Ñ R2n, and also a group
homomorphism, that is, πpp ¨ qq “ πppq ` πpqq for p, q P Hn. The following estimate for
|Rpp, qq| will be needed, and next verified:
|Rpq, pq| . mintHdHpp, qq
α, ǫu, p, q P F XBpp0, 2Cr0q. (B.6)
For p, q P B¯, the estimate follows immediately from (B.3) and [1, Lemma 4.2], which
further cites [23, Theorem 2.3.3]. The case p, q P Hn zBpp0, Cr0q is clear, as Rpp, qq “ 0
(recalling that kppq “ p1, 0, . . . , 0q and fpx1, . . . , x2n, tq “ x1). Finally, consider points
q P Bpp0, 2Cr0q zBpp0, Cr0q and p P B¯ (the case where the roles of p and q are reversed is
similar, and even slightly easier). Then |kppq ´ p1, 0, . . . , 0q| ď ǫ, fpqq “ p1, 0, . . . , 0q ¨ πpqq,
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and dHpp, qq & Cr0. Consequently,
|Rpq, pq| “
ˇˇˇˇ
fpqq ´ fppq ´ xkppq, πpp´1 ¨ qqy
dHpp, qq
ˇˇˇˇ
.
|xpp1, 0, . . . , 0q ´ kppqq, πpqqy|
Cr0
`
|fppq ´ xkppq, πppqy|
Cr0
. ǫ ď mintdHpp, qq
α, ǫu,
noting that |πpqq| . }p0} ` Cr0, and choosing C ě 1 eventually so large that p}p0} `
Cr0q{pCr0q ď 2 and pCr0qα ě ǫ, and
|fppq ´ xkppq, πppqy| . }f}L8pB¯q ` }∇Hf}L8pB¯qp}p0} ` r0q ď ǫCr0.
This completes the proof of (B.6).
Next, we claim that f can be extended to a function f1 P C
1,α{3
H
pHnqwith the additional
property that
|∇Hf1ppq ´ p1, 0, . . . , 0q| ď
1
2
, p P Hn. (B.7)
The proof follows the usual argument for the Whitney extension theorem, see [18, The-
orem 6.8] or [15, §6.5], and one just needs to check that the resulting extension is in
C
1,α{3
H
pHnq, and that (B.7) is satisfied. We start by setting up some notation. For any
p P Hn, let
rppq :“ distHpp, F q{20.
Since U :“ F c “ Bpp0, Cr0qzB¯ is bounded in our scenario, the numbers rppq above are
uniformly bounded to begin with (in [18] and [15], one needs to take instead rppq “
mint1,distHpp, F qu{20 to fix this). Thus, by the 5r covering theorem, there exists a count-
able set S Ă Hn zF such that
U “
ď
sPS
Bps, 5rpsqq,
and the balls Bps, rpsqq, s P S, are disjoint. One may then proceed to define the (smooth)
partition of unity tνsusPS of U , subordinate to the cover tBps, 10rpsqqusPS , as in the proof
of either [15, §6.5] or [18, Theorem 6.8]. The key properties are thatÿ
sPS
νs “ 1U and
ÿ
sPS
∇Hνsppq ” 0, (B.8)
and
|∇j
H
νsppq| .
1
rppqj
, p P U, s P S, j P t1, 2u. (B.9)
Here∇2
H
simply refers to any second order horizontal derivative. Moreover, the supports
of the functions νs have bounded overlap, that is, for p P U fixed, there are only . 1
indices s P S with vsppq ‰ 0 or ∇Hvsppq ‰ 0. To be precise, in the proof of [18, Theorem
6.8], condition (B.9) is only stated for first-order horizontal derivatives, that is, for j “ 1.
However, the bound for the second order derivatives easily follows from formula [18,
(57)], observing that the functions defined there are all obtained from a fixed smooth
function by rescaling with a factor proportional to 1{rppq and using properties of q ÞÑ
dHpp, qq.
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Now, the extension f1 is defined as follows:
f1ppq :“
#
fppq, if p P F,ř
sPS νsppqrfpsˆq ` xkpsˆq, πpsˆ
´1 ¨ pqys, if p P U.
Here, for p P U given, pˆ P F is any point satisfying distHpp, F q “ dHpp, pˆq. Since the
definition is precisely the same as the one in [18, Theorem 6.8], the function f1 is readily
a C1
H
pHnq-extension of f , and moreover
∇Hf1pqq “ kpqq, q P F. (B.10)
To prove, further, that f1 P C
1,α{3
H
pHnq, and that (B.7) holds, one needs to look closer at
the differences |∇Hf1ppq´∇Hf1pqq|. The following estimates are copied from [15, p. 250]
(and completely omitted in [18], as there is virtually no difference betweenHn and Rn in
this argument). First, the horizontal gradient of f1 on U is evidently
∇Hf1ppq “
ÿ
sPS
trfpsˆq ` xkpsˆq, πpsˆ´1 ¨ pqys∇Hνsppq ` νsppqkpsˆqu, p P U. (B.11)
By (B.10), ∇Hf1 and ∇Hf coincide on F , hence satisfy the same estimates, and in partic-
ular (B.5). To understand the behaviour of ∇Hf1 outside F , consider first the case p P U
and q P F . First,
|∇Hf1ppq ´∇Hf1pqq| ď |∇Hf1ppq ´ kppˆq| ` |kppˆq ´ kpqq|. (B.12)
Since dHppˆ, qq ď dHppˆ, pq`dHpp, qq ď 2dHpp, qq, the second term in (B.12) can be estimated
by
|kppˆq ´ kpqq|
(B.5)
. mintHdHpp, qq
α, ǫu. (B.13)
The first term in (B.12) is estimated as follows, recalling (B.8) and (B.11):
|∇Hf1ppq ´ kppˆq|
(B.8)&(B.11)
“
ˇˇˇˇ
ˇÿ
sPS
rfpsˆq ` xkpsˆq, πpsˆ´1 ¨ pqys∇Hνsppq ` νsppqrkpsˆq ´ kppˆqs
ˇˇˇˇ
ˇ
(B.8)
ď
ˇˇˇˇ
ˇÿ
sPS
rfpsˆq ´ fppˆq ` xkpsˆq, πpsˆ´1 ¨ pˆqys∇Hνsppq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇÿ
sPS
rxpkpsˆq ´ kppˆqq, πppˆ´1 ¨ pqys∇Hνsppq
ˇˇˇˇ
ˇ
`
ˇˇˇˇ
ˇÿ
sPS
νsppqrkpsˆq ´ kppˆqs
ˇˇˇˇ
ˇ “: Σ1 ` Σ2 ` Σ3. (B.14)
The term Σ1 essentially contains Rppˆ, sˆq, and can be bounded using (B.6) and (B.9), and
the bounded overlap of the supports of the functions νs (in applying (B.6), note that easily
pˆ, sˆ P F XBpp0, 2Cr0q, as pˆ, sˆ are among the points in F closest to p, s P Bpp0, Cr0q):
Σ1 .
dHpsˆ, pˆq
rppq
¨mintHdHpsˆ, pˆq
α, ǫu.
Repeating verbatim the estimate on [15, p. 251], we moreover find that dHpsˆ, pˆq .
dHpp, pˆq “ distHpp, F q “ rppq for all s P S relevant in the summation above, that is,
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for those s P S where νsppq ‰ 0 or∇Hνsppq ‰ 0. Consequently,
Σ1 . mintHdHpp, pˆq
α, ǫu ď mintHdHpp, qq
α, ǫu.
Next, to estimate Σ2, one uses the same ingredients as above, except that the appeal to
(B.6) is replaced by (B.5):
Σ2 .
dHppˆ, pq
rppq
¨mintHdHpsˆ, pˆq
α, ǫu . mintHdHpp, qq
α, ǫu.
Virtually the same argument gives the same upper bound for Σ3. Starting from (B.12),
and recalling (B.13), one finally infers that
|∇Hf1ppq ´∇Hf1pqq| . mintHdHpp, qq
α, ǫu, p P U, q P F. (B.15)
By symmetry, (B.15) also holds if p P F and q P U . Combining this with (B.5), one
concludes that (B.15) holds for all pairs p, q P Hn with (a) both p, q P F , or (b) one point
in F and the other one in U . How about the the case (c) p, q P U? The estimate
|∇Hf1ppq ´∇Hf1pqq| . ǫ (B.16)
follows by recalling that |kppˆq ´ p1, 0, . . . , 0q| ď ǫ and |kpqˆq ´ p1, 0, . . . , 0q| ď ǫ by (B.5),
then repeating the estimate from (B.14) and using the triangle inequality. So, it remains
to show that |∇Hf1ppq ´∇Hf1pqq| . dHpp, qqα{3. The implicit constants here may depend
on all the data in (B.4). One may assume that dHpp, qq ď 1, since otherwise this is implied
by (B.16). Consider first the case where
dHpp, qq ď rppq
3. (B.17)
Recall, once again, the formulae for ∇Hf1ppq,∇Hf1pqq from (B.11); the plan is to make
crude term-by-term estimates. Note that if s P S is fixed, then
|νsppqkpsˆq ´ νspqqkpsˆq| . }∇Hνs}L8dHpp, qq .
dHpp, qq
rppq
ď dHpp, qq
2{3,
using (B.9) for j “ 1, and the assumption (B.17). Similarly, using (B.9) for j “ 2,
|fpsˆq∇Hνsppq ´ fpsˆq∇Hνspqq| . }f}L8pBpp0,2Cr0qq}∇
2
Hνs}L8dpp, qq
.
}f}L8pBpp0,2Cr0qq
rppq2
dHpp, qq . }f}L8pBpp0,2Cr0qqdHpp, qq
1{3.
By a similar estimate, also
|xkpsˆq, πpsˆ´1 ¨ pqy∇Hνsppq ´ xkpsˆq, πpsˆ
´1 ¨ qqy∇Hνspqq| . dHpp, qq
1{3.
These bounds combined with the bounded overlap of the supports of the functions νs
show that
|∇Hf1ppq ´∇Hf1pqq| . dHpp, qq
1{3
under the assumption (B.17). Finally, assume that
dHpp, qq ě rppq
3. (B.18)
In this remaining case, one may apply (B.15) as follows:
|∇Hf1ppq ´∇Hf1pqq| ď |∇Hf1ppq ´ kppˆq| ` |∇Hf1pqq ´ kppˆq|
. dHpp, pˆq
α ` dHpq, pˆq
α . rppqα ` dHpp, qq
α . dHpp, qq
α{3,
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using the assumption (B.18) in the final estimate. Recalling also the cases (a)-(b) dis-
cussed after (B.15), it has now been established that f1 P C
1,α{3
H
pHnq, and (B.16) holds for
all p, q P Hn. Consequently, (B.7) holds if ǫ ą 0 was chosen small enough to begin with,
and then
X1f1ppq ě
1
2
, p P Hn. (B.19)
It follows from (B.19) that for every p P Hn, the map s ÞÑ f1pp ¨ ps, 0, . . . , 0qq is strictly
increasing with derivative Bsrs ÞÑ f1pp ¨ ps, 0, . . . , 0qqs “ X1f1pp ¨ ps, 0, . . . , 0qq ě 12 .
Consequently, for every p P Hn, the line p ¨ V “ tp ¨ ps, 0, . . . , 0q : s P Ru intersects
tf1 “ 0u in exactly one point, so the set tf1 “ 0u is the intrinsic graph of a certain func-
tion ϕ : W Ñ V. Recalling that f1 P C
1,α{3
H
pHnq, and noting (B.19), the conclusion is that
tf1 “ 0u is an intrinsic C1,α{3-graph. Moreover, since f1ppq “ fppq for all p P B¯, the
set S X B¯ Ă tf “ 0u X B¯ is contained on the graph. Finally, the function ϕ is com-
pactly supported, because f1px1, . . . , x2n, tq “ x1 for all px1, . . . , x2n, tq P Hn zBpp0, Cr0q.
Consequently,
tf1 “ 0u X rH
n zBpp0, Cr0qs Ă tpx1, . . . , x2n, tq : x1 “ 0u “W.
This implies that ϕ ” 0 outside a sufficiently large ball centred at the origin. The proof of
the proposition is complete. 
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