ABSTRACT With the popularity of MOOCs and other online learning platforms, Educational Data Mining (EDM) has been receiving tremendous attention from researchers due to its great significance. Modeling students' effort and learning ability is a very interesting but challenging research topic. It is beneficial for student profiling, personalization recommendation, etc. Thus, numerous attempts have been devoted to this study. However, most of the existing work treat the problem in a static scenario, but they ignore the dynamic characteristics in real word applications. To address this problem, we propose a novel model to describe students' effort and learning ability (ELA) from a generative perspective. The temporal variations of both effort and learning ability of students are taken into account. To evaluate the performance of the proposed model, some extensive experiments are carried out. The experimental results have demonstrated that the proposed model outperforms other competitive methods greatly.
I. INTRODUCTION
Recent years have witnessed the success of the massive open online courses (MOOCs) and intelligent tutoring system (ITS), which accelerated the development of the educational data mining (EDM). The EDM seeks to develop some methods to detect hidden communities [1] , identify the implicit relationships [2] , explore the key influential factors of students' engagement [3] , and analyze student learning behaviors and social activities [4] , [5] , etc. For instance, KDD CUP 2015 issues a challenge of predicting students' dropout rate with their personal behaviors. KDD CUP 2010 offers a challenge of predicting students' grades according to the interactive logs between students and ITS.
The analysis of students is a key task of EDM and it has attracted numerous researchers [6] . The existing work mainly focus on modeling students from different aspects, e.g., learning behavior [7] , grades, the level of effort, learning ability, gender, and the proficiency of specific skills [8] , [9] .
The associate editor coordinating the review of this manuscript and approving it for publication was Li He. Since the level of effort and learning ability are the implicit traits of students, modeling both of the above properties is receiving a great deal of attention. The existing work can be classified into two categories: (1) the qualitative analysis of students' effort and ability on their performance in the exam [10] , [11] . (2) the quantitative analysis of students' effort and ability [12] , [13] .
The previous studies are of great significance. However, most of them are presented in a static scenario. Thus, they cannot handle the dynamic changes flexibly. In fact, it is very important but challenging to model students' effort and learning ability over time. The challenges mainly include the following aspects: Is it possible to quantify the latent traits? How to capture the changes of both learning ability and the level of effort with time? How to verify the accuracy of modeled characteristics?
To address the above problems, we propose the ELA model to capture the temporal variations of learning ability and effort. The level of effort is firstly modeled with the learning activities by taking the time factors into account.
We then obtain the dynamic changes of learning ability based VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ on Markov Chain. The main contributions of this paper are summarized as follows.
• The effort and learning ability are quantified by devising an EM-style Gradient Descent (EM-style GD) algorithm that can obtain both parameters and latent variables in the model.
• We present the generative model ELA to acquire the time-varying changes of both learning ability and the level of effort by combining MC and EM-style GD together.
• We carry out some extensive experiments on two realworld data sets. The experimental results show that the proposed ELA outperforms the competitive methods and improves the performance significantly.
The remainder of this paper is organized as follows. In section II, we briefly review the related works. Section III formulates the problem. In Section IV, we present ELA model together with the algorithm. Section V shows and discusses the experimental results. The settings of parameters are also analyzed in this section. Finally, the conclusion and future work are given in Section VI.
II. RELATED WORKS
Student modeling is a process of capturing certain characteristics about an individual student [14] , [15] , e.g., learning activities [16] , engagements [17] , gender, and the proficiency of specific skills [18] . There are some different types of implicit traits behind those explicit learning behaviors. In terms of effort and learning ability, some research works have been done, which are briefly introduced in the following two categories.
A. QUALITATIVE ANALYSIS
Educational scientists have long converged that students' effort and ability are not isolated from their achievements. Main et al. presented a regression-discontinuity method to identify the causal impact of the letter grades on students' effort. Their methodology has addressed a key issues in identifying the causal impact: the correlation with unobservable factors [19] . But this model had a disadvantage that the contribution of effort to students' grades was not clear. Zhang et al. proposed a novel regression model to detect whether students' effort played a significant role on their final examination [10] . Gettinger et al. proposed a method based on the path analysis to evaluate the causal effects of student behaviors, teacher reinforcement, and student ability on achievement [20] . Based on the above works, we consider the interplay of effort and learning ability simultaneously.
B. QUANTITATIVE ANALYSIS
The problem of measuring the effort and ability of students has been well studied these years. Krohn et al. developed a theoretical model to analyze the interactions between student effort and performance by extending the standard education production function and student time allocation analysis. The effort was obtained by the hours which students spent on the various course activities [11] . However, the temporal dynamics of effort in nature was ignored. Lee et al. proposed a computational method to estimate the ability of students by capturing their problem solving processes. They approximated the posterior distribution of each student's ability from the conventional Bayes Modal Estimation approach to a simple Gaussian function [12] . But the computational complexity was required to be improved. Yurnetti et al. made a description about student ability to answer questions in the exam [21] . Lan et al. developed a system of integrating a reward mechanism into assessment activities to measure the question-posing ability of individual students in a web-based learning environment [13] . These models measured effort and learning ability, however, neither the ability drifts nor the effort drifts are captured.
Inspired by the above works, we present a novel model called ELA. The main difference between the existing work and our model is that the previous studies focus on a static scenario, while our study takes account of the time-varying dynamics.
III. PROBLEM FORMULATION
Before the problem definition, we first define some notations. In particular, we use nonbold flourish letters (e.g., S) and two capital letters in bold (e.g., CS) to denote aggregates and sequences, respectively. The matrices and vectors are denoted as bold capital letters (e.g., X) and bold lowercase letters (e.g., x) severally. We employ nonbold letters (e.g., M and c) to represent scalars, and Greek letters (e.g., λ) as parameters. Moreover, we denote x i,k as the (i, k) th entry in X [2] . If not clarified, x ·,k is a column vector and x i,· is a row vector. In summary, the notations used in this paper are shown in TABLE 1.
We then define some concepts that will be used in the problem formulation.
Definition 1 (Course Sequence): Let CS = [c 1 , c 2 , . . . , c P ] denote a course sequence, where c j ∈ C represents the j th course; P denotes how many courses the students learned. The order of courses in the CS is consistent with students' curriculum arrangement. That means, given two courses c i and c j selected from CS, if i ≤ j, we can say that a student registers c i before c j .
Definition 2 (Learning Activity): Let BS be a matrix sequence of the observed learning activities, BS = [B 1 , B 2 , . . . , B P ], where B j represents the learning activities performed by all students in course c j . The sequence includes all activities that we are interested in, such as watching videos, making comments, and doing assignments.
The B j ∈ R M ×N is the activity matrix of course c j , where b j i,k represents the activity v k ∈ V that student s i ∈ S takes on course c j ; M denotes how many students have registered the courses; N denotes the types of students' learning activities.
Definition 3 (Grade):
. . , g P ] denote a vector sequence of grades, where g j represents the grades of all students in course c j . The g j is a M -dimensional vector, Problem Definition: With the above definitions, the problem is formulated as follows. Given the activity sequence BS and the grade sequence GS, we have two targets: (1) quantifying the effort and the learning ability of each student for each course; that means to obtain both ES and AS simultaneously. (2) predicting the grade of each student for a new course (i.e., g P+1 ).
IV. PROPOSED MODEL
In this section, we will propose the ELA model. Inspired by the idea of Generative Model, we present a dynamic approach to model both effort and learning ability of students. For the task of grade prediction, we do not predict the results directly, but focus on how the data (i.e., learning activities and previous grades) was generated and what we can learn from it. As shown in FIGURE 1, the key idea of the proposed model is that both the level of effort and learning ability account for the students' grades. Specifically, we first model the effort of students with the interplay of learning activities and grades in the course space. We then obtain the temporal variations of learning ability based on Markov Chain [22] . For better illustration, FIGURE 2 shows the graphical representation of the proposed latent model, where the shaded and unshaded circles represent the observed and latent vectors, respectively [23] . For each course c j , there is an activity matrix B j and a grade vector g j . Both of them are used to model the effort vector e j . The vector of learning ability a j is associated with both the effort vector e j and the grade vector g j . Moreover, the vector a j depends on the learning ability of the last course a j−1 , and function f captures the changes.
A. MODELING THE LEVEL OF EFFORT
In this subsection, we model students' effort linearly with the observed learning activities. Each weight measures the contribution of a type of activity towards the grades, which may be diverse from other weights. For instance, watching video may be more effective in improving grades than doing homework after class.
We first define the weight of the activity v k in (1).
where cor k,g is the correlation between the k th activity v k and the grades g. Here, we simply adopt a wildly used correlation measure -Pearson correlation coefficient [24] . Then, the effort vector of students in course c j is defined as:
where B j denotes the activity matrix of course c j ; w b = [w 1 , w 2 , . . . , w N ] T is the weight vector of learning activities. Finally, we can obtain the vector sequence of effort ES = [e 1 , e 2 , . . . , e P ].
B. MODELING THE LEARNING ABILITY
In this subsection, we model the learning ability of students based on two assumptions: (1) both the level of effort and learning ability exert influences upon grades [10] , [25] .
(2) both of the above characteristics are changing with time.
We use Linear Regression to model the grades, thus the grade of student s i in course c j is defined as:
where e j i indicates the effort of student s i in course c j ; and a j i
represents the learning ability of student s i in course c j . In this equation, ω e and ω a have the same value for the same data set, which helps us to reduce the errors caused by the individual differences.
The time-dependent correlation is established as a dynamic model based on the assumption that students' learning ability in the current course is only influenced by that in the last course, which is similar to Markov Chain [22] . Specifically, we define a function f (·) to capture the temporal variations of learning ability, which is shown in (4).
where β controls the changes of learning ability. Then the learning ability of student s i in course c j can be represented as shown in (5)â
The model parameters and learning ability are calculated by minimizing the following objective function of the ELA model.
where λ s and λ a control students' learning ability drifting smoothly; and λ w controls the regularization value.
C. GRADE PREDICTION
Since both = {ω e , ω a , β} and AS are unknown, we use an EM-style Gradient Descent to minimize the objective function [26] . The parameter set and the sequence of learning ability AS are firstly initialized at random. We first fix and update each a , where η w is the learning step of w (M-step). We update and AS alternately until the algorithm converges.
The gradients used in the proposed model are shown in (7) .
After that, the parameter set = {ω e , ω a , β} and the vector sequence of learning ability AS = [a 1 , a 2 , . . . , a P ] can be estimated. With the learning activities of student s i in course c P+1 , we obtain the effort of student s i in course c P+1 according to (8) .
where
is a row vector of the matrix B PC1 ; and w b denotes the weight vector of learning activities.
The learning ability of student s i in course c P+1 is calculated according to (9) .
Students' grades fall into five categories (i.e., A, B, C, D, and E) by training a multiple classifier of Logistic Regression, which considers students' effort and the learning ability in previous P courses [27] . Then the grade of student s i in course c P+1 can be predicted by the multi-classifier. for , and the time complexity is O(r) for AS. Therefore, the total time complexity is O(r × r).
V. EXPERIMENTS
In this section, some extensive experiments have been conducted on real world data sets. The experimental design, results, and discussions are presented as follows in detail.
A. DATA SETS
The data sets we used in this paper are the HarvardX-MITx Person-Course data set AY2013 (Person-Course) 1 and the xuetangX data set (xuetangX) [26] . They are briefly described in TABLE 2. (1) The Person-Course data set comes from the edX platform that is launched by MIT and Harvard University. The data set includes the edX courses from MIT and Harvard University in the 2013 academic year. These data are aggregated records, each of which represents one student's information and interactions on an edX course. Tsinghua University in October 2013. It contains 11 completed xuetangX courses from Tsinghua University and Peking University in the 2013-2014 academic year. The data contains abundant information about users, grades, courses, forums, logs, and enrollments.
For both data sets, each record represents a student's activities on one course after preprocessing. There are 886 students remained in the Person-Course data set, after filtering out the data of the students who have less than 3 records. For the xuetangX data set, there are 413 students remained, each of whom has 11 records on different courses. There are multiple types of learning activities in the two data sets, e.g., watching videos, posting comments, doing homework and so on. The remainders of the data sets have 6 and 4 types of learning activities in Person-Course and xuetangX, respectively.
The previous P courses are used for training set. The records of the course c P+1 are regarded as the test set. We choose the data of the last course in the training set as the validation set for parameter tuning.
B. BASELINES
We compare the proposed model with the following three competitive baselines.
• Deep Neural Network with DAGSVM (DNN): This model replaces the softmax layer of deep neural network by a set of binary SVM classifiers organized in a Directed Acyclic Graph structure [28] .
• Efficient Multiclass Support Vector Machine (ESVM): ESVM improves the efficiency of multiclass SVM with a skewed binary tree by reducing the number of hyper-planes and classifiers [29] .
• Progressive Learning Technique (PLT): This method adapts automatically, and learns the new classes by maintaining the knowledge of learned classes [30] .
C. EXPERIMENTAL RESULTS AND ANALYSIS
For the task of predicting grades, our goal is to predict which category students' grades belong to. Thus, we choose the widely used metrics: macro-Precision, micro-Precision, macro-Recall, micro-Recall, macro-F1, and micro-F1. The parameter sensitivity is firstly analyzed and then the performance results are presented.
1) PARAMETER SENSITIVITY AALYSIS
In the proposed model ELA, there are six parameters: L, η a , η w , λ a , λ s , and λ w . We tune the parameters by choosing some discrete values as the candidate values of parameters as shown in FIGURE 3 and FIGURE 4 . Most of students in Person-Course data set only have three records after data preprocessing, which is insufficient to obtain the parameters with the validation set. Hence, we adopt the same parameters in both data sets tuned by the data of xuetangX. We employ the macro-F1 measure and the micro-F1 measure to evaluate the effects of the parameters on our model, and find the best settings, i.e. L = 500, η a = 0.01, η w = 0.01, λ a = 1, λ s = 0.5, λ w = 0.01. These parameters are not isolated absolutely, but related each other tightly. For instance, η a and η w are the learning rates of the learning ability and the parameters, respectively. They control the convergence speed. Both of them have the effects on the updates of the learning ability and the parameters, because the updated results of E-step (M-step) are used in M-step (E-step) at once. Furthermore, the regularization parameters try to balance two goals: one is fitting training data as far as possible, and the other is keeping the parameters small. In order to reduce the effects of the correlations, we stop tuning each kind of parameter until they no longer change.
In the following, we report the detailed settings of the parameters in xuetangX data. Note that we first describe the approaches of parameter setting and then analyze the effects of the parameters on the results. We select P = 10 to make use of the data as much as possible. The influence of P on the ELA model is shown in the last part of this subsection.
In terms of the iterations, we set it to be a reasonable value of 500. The settings of the iterations are shown in  FIGURE 3(a) . Particularly, to obtain the effects of the parameters precisely, we conduct the experiment 10 times by initializing the learning rates and the regularization parameters randomly, which is similar in the tuning of other parameters. The average result is viewed as the result of the validation set for each L. We can find that the algorithm converges within 500 iterations, and the performance of the experiment is not so good for too many iterations.
Then, we tune the learning rates (i.e., η a and η w ) by observing the changes of loss, while the regularization parameters are set to 0. We stop increasing the learning rate when the loss begins to increase. For simplicity, η a is tuned first, while η w is assigned to a possible value in the initial stage. We update η a and η w alternately until they no longer change. Finally, both η a and η w are set to be 0.01. FIGURE 3(b) and FIGURE 3(c) show the experimental results with varying learning rates. With the increase of η a , the performance is getting worse. The model achieves the best at η w = 0.01.
The tuning of the regularization parameters is similar to that of the learning rates except that we select the parameters with the good and similar performance in both training set and validation set. We set λ a = 1, λ s = 0.5, and λ w = 0.01 finally. The effects of the regularization parameters on the results are shown in FIGURE 3(d), FIGURE 3(e), and FIGURE 3(f). As can be seen that the prediction performance increases when λ a increases from 0.001 to 1, and reaches the best at λ a = 1. The model performs better when λ s in [0.001, 0.5], but performs a little worse when λ s in [1, 5] . As we increase λ w , the results have a fluctuation within a narrow range. FIGURE 4 shows the performance with varying parameters of P on the ELA model. We use the data of last course for testing (i.e., course c P+1 in the data set), and the records of previous P courses are treated as training data. When P = 1, the learning ability does not change with time, where the predicted learning ability is equal to that of the first course (i.e., a 2 = a 1 ). FIGURE 4(a) illustrates that it is effective to model the temporal changes of learning ability. As can be seen from FIGURE 4(b), indicators are basically increasing, indicating that raising the number of courses in training set can capture more information for model learning. We find out that the proposed model reaches the best results when P = 2 in Person-Course data and P = 10 in xuetangX data.
2) EXPERIMENTAL RESULTS
In particular, we compare our method with the simplified ELA model, sELA, which does not have the function f to capture the changes of learning ability. To verify the efficiency of modeled effort and learning ability, we choose the multiclass classification methods as baselines and extend them. Each baseline is extended to 3 experiments (i.e., ''XX''(one of the baselines), ''XX-2s'', and ''XX-2''), which denotes the inputs of XX are the learning activities in datasets, effort and learning ability learned by sELA, and effort and learning ability learned by ELA respectively. The parameters in all competitive methods are tuned carefully to ensure the best performance .  TABLE 3 and TABLE 4 show the prediction performance of different models. The largest performance number under each index is bolded for the extensive experiments of each baseline and colored for all methods [26] . From the results, we can see that the models which take the temporal changes of learning ability into consideration (e.g., ELA and ''XX-2'') have better performances than the models which consider the variations of effort only (e.g., sELA and ''XX-2s'') and neither of them (e.g., ''XX''), indicating the effectiveness of modeled effort and learning ability. The approaches with the data learned by ELA can achieve the macro-F1 score of 37.24% and the micro-F1 score of 94.96%; while the baseline methods can only obtain 29.09% and 94.19% in terms of F1-measure respectively [31] .
Moreover, ELA and sELA have made fairly good jobs. The main reason is that the effort and learning ability are learned by them. The proposed ELA makes limited contributions (-0.08-12.85%) to the improvements on macro-F1 score, but can obtain improvements (0.44-25.91%) on micro-F1 score [31] . On average, all methods have taken better performance on xuetangX data. One possible reason behind it is that there are sufficient records in xuetangX data sets, which enables us to find more latent but useful information.
In summary, ELA not only considers the relations and the time factor, but also learns effort and learning ability automatically. Thus, it has the best performance among all these methods.
VI. CONCLUSION
In this paper, we study an interesting problem of modeling students' effort and learning ability in MOOCs. A novel model ELA is presented to quantify the latent traits with unidimensional vectors by taking the interplay of effort and learning ability into account. Furthermore, we capture the temporal variations of the above characteristics with a generative method. Thus, our proposed model not only has the explanation ability for quantitative analysis, but also has the predictive power for grade prediction. The experimental results show that the proposed ELA outperforms the competitive methods and improves the performance significantly.
There are three potential research directions of this work. First, how to recommend appropriate courses to students according to their effort and learning ability is an intriguing direction. Second, we are going to study the item difficulties that students perceive based on the learning ability. Third, analyzing the relationships between students' effort and dropout rates is another interesting direction for future work. 
