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Institute of Physics, University of Szczecin, Wielkopolska 15, 70-451 Szczecin, Poland
Space-time description of pulsed laser radiation by means of coherent states is presented. The
corresponding displacement operator contains space dependent annihilation and creation operators,
not the ”standard” operators corresponding to mode decomposition of the electromagnetic field.
This allowed for a direct description of space and time dependence of the electromagnetic field of
the pulse. The main characteristics of the pulse is its profile in the wave-vector space. It determines
space-time structure of expectation values of the electromagnetic field carried by the pulse, and the
distribution of photon modes as well. Determination of the latter required transition from the space-
time, or field description to the photon mode approach. Expectation values of the electric field of a
Gaussian pulse propagating in the z-direction and linearly polarized in the x-direction are presented
graphically in the form of contour plots in the x − z plane. Apart of the dominant x-component
electric field has a small longitudinal component in the z-direction. The dominant component of
the magnetic field in the y-direction is acompannied by small components in z- and x-directions.
The plane wave limit of the pulse can be implemented by shrinking transverse width of the profile
to zero (transverse spatial extension goes to infinity), while keeping the photon density constant.
One can then retrieve standard plane wave form of the pulse also in the dipole approximation.
PACS numbers: 14.70.Bh, 42.50.-p
I. INTRODUCTION
Laser radiation in the form of strong and short pulses
finds nowadays application in many branches of physi-
cal research. The most popular example is the interac-
tion of strong and short pulses with atomic and molec-
ular systems, and in particular ionization of atoms and
molecules. For strong fields with maximum intensities
not exceeding one atomic unit (∼ 1016 W/cm2) dipole
approximation is sufficient to account for major features
of atomic and molecular ionization [1]. In such cases ki-
netic energy of the ejected electron is small compared to
its rest energy, so that motion of the photoelectron can
be described in the framework of non-relativistic dynam-
ics in a plane-wave electromagnetic field [2]. However,
the dipole and plane wave approximation fails in the
case of ultrastrong tightly focused pulses, when spatial
dependence of the field becomes important [2] and non-
relativistic description of the electron motion becomes
inadequate. In the purely classical approach description
of focused laser radiation can be based on various forms
of three dimensional non-paraxial approximation [3, 4].
Solutions of Maxwell equations of this type were recently
applied to the description of Xe-photoionization in ultra-
strong fields [2] characterized by the values of parameters
for which the standard one-dimensional dipole approxi-
mation is not justified.
With the advent of ultrastrong short pulses of radia-
tion for which the dipole approximation does not provide
a sufficient theoretical description, it is desirable to for-
mulate a theoretical approach accounting both for the
propagation effects and the transverse structure of the
pulse. One of the possibilities is given by non-paraxial
description mentioned above, which is based on approx-
imate solution of Maxwell equations in classical electro-
dynamics without taking the quantum effects in electro-
magnetic field into account. The purpose of this paper is
to propose fully quantum description of spatial and tem-
poral dependence of an ultrastrong pulse of radiation by
means of coherent states. Although to a good approxi-
mation laser radiation can be described by classical so-
lutions of Maxwell equations, its quantum nature is also
important. In particular, the use of coherent states allows
not only to analyze space images of the pulse field (as in
the purely classical approach), but also to determine di-
rectly distribution of photon modes in the pulse. This
is not possible in the case of a purely classical soluion,
where the photons are simply ”absent”, and, among var-
ious states of quantum electromagnetic field the coherent
state gives a good approximation to the real laser field [5].
Coherent states have been also used for the description
of light beams in a recent publication [16] dealing with
the uncertainty relation for light beams.
Electromagnetic field of a pulse of radiation is local-
ized in a bounded region of space moving with the speed
of light in the direction of pulse propagation. Exact clas-
sical solutions of Maxwell equations describing focused
or otherwise bounded configurations of electromagnetic
field have been discussed in the past [7–10]. On the other
hand, it has been shown by I. Bia lynicki-Birula and Z.
Bia lynicka-Birula that, in general, the photons ”cannot
be sharply localized” [11], with the only exception given
by coherent states, when full localization of photons is
possible. In general, quantum limitations on the local-
ization of energy density do not apply to quantum states
having classical counterparts [9], and coherent state is
a well known example. For these reasons coherent states
of quantum electromagnetic field offer, as will be seen
below, an adequate description of pulsed laser radiation.
The main idea of the present paper is to construct
the coherent state using space-dependent annihilation
and creation operators, introduced for the first time by
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2Glauber [12, 13] and applied recently [11] in the discus-
sion of photon localization problem. The advantage of
using space-dependent operators instead of the standard
monochromatic mode operators is that the approach of
this type allows to obtain in a simple and direct way space
and time profiles of the electric and magnetic fields of the
pulse beyond dipole approximation. On the other hand,
an important question is in what way one can determine
the distribution of photons inside the pulse. The answer
to this question requires transition from the space-time
description to the, complementary to it, photon mode
description, or, in other words, transition from the field
to the photon picture of the pulse. It can be also consid-
ered as the question of transition from the wave-packet
modes to the monochromatic modes of quantum elec-
tromagnetic field, discussed in the paper by Smith and
Raymer [14]. This approach can be also used to find the
photon-mode structure of the pulse of radiation.
The main characteristics of the coherent state describ-
ing the pulse of radiation is its profile ϕ(r) in the con-
figuration space [11] and its Fourier transform in the
wave-vector space ϕ˜(k). The latter will be assumed
in the Gaussian form both in the longitudinal direction
(direction of propagation) and in the transverse direc-
tion. The width of the profile in the wave-vector space
in the longitudinal direction will be assumed larger than
in the transverse plane of the pulse, which corresponds
to a pulse with transverse dimension in the configuration
space larger than in the longitudinal direction. These as-
sumptions about the Gaussian profile of the pulse allowed
for the approximate analytic calculation of the expecta-
tion values of electric and magnetic field in the coherent
state describing pulsed laser radiation. Expectation val-
ues of the fields were further analyzed as functions of
coordinates and time, and represented graphically in the
form of contour plots in the z − x plane, where z is the
direction of propagation of the pulse and x is the direc-
tion of linear polarization. In general, the electric field
has two components; the dominant x-component and the
longitudinal component in the direction of propagation,
so that the pulse does not constitute a purely transverse
electromagnetic wave, although the longitudinal part is
a few orders of magnitude smaller than the transverse
one. The dominant component of the magnetic field is in
the y-direction and is accompanied by small components
in the z- and x-directions. The non-transverse contri-
butions to electromagnetic field of the pulse vanish after
sufficiently long time, when the pulse approaches a lin-
early polarized plane wave.
The paper is organized as follows. In Section 2, which
has a review character, I give a brief summary of the for-
malism of time and coordinate dependent annihilation
and creation operators based on [11]. Section 3 contains
expressions for the expectation values of the vector po-
tential and discussion of the photon modes of the coher-
ent state describing the pulse. The space-time structure
of the pulse is discussed in details in Section 4, which also
contains graphical representations of the space images of
the electric and magnetic field. Section 5 contains final
remarks and some details of the calculations have been
moved to Appendices.
II. SPACE-DEPENDENT ANNIHILATION AND
CREATION OPERATORS AND COHERENT
STATES
In this review part I briefly summarize for the sake of
completeness the formalism of space dependent annihila-
tion and creation operators, presented in Ref [11]. The
operators of quantum electromagnetic field have the fol-
lowing decomposition into the annihilation and creation
parts, analogous to the positive and negative frequency
decomposition
Dˆ(r, t) =
(
~cε0
2
)1/2 [
dˆ†(r, t) + dˆ(r, t)
]
, (1a)
Bˆ(r, t) =
(
~cµ0
2
)1/2 [
bˆ†(r, t) + bˆ(r, t)
]
, (1b)
where the electric annihilation and creation operators are
denoted by dˆ and dˆ† respectively, and the correspond-
ing magnetic operators by bˆ and bˆ†. The electric and
magnetic operators are not independent and fulfill the
relations
bˆ(r, t) = −iχˆdˆ(r, t), bˆ†(r, t) = iχˆdˆ†(r, t), (2)
where χˆ is the helicity operator which in the wave-vector
space acts as χˆ = (i/k)k×, and in the position space its
action on a vector function f(r) looks as [11]
χˆf(r) =
1
2pi2
∫
d3r′
1
|r− r′|2∇× f(r
′). (3)
The equal time commutation relations between compo-
nents of the d, d†, and b, b† operators have a nonlocal
character
[di(r, t), d
†
j(r
′, t)] = (∂i∂j − δij∆) 1
2pi2|r− r′|2 , (4a)
[bi(r, t), b
†
j(r
′, t)] = (∂i∂j − δij∆) 1
2pi2|r− r′|2 , (4b)
whereas the commutator of b and d† is local
[bi(r, t), d
†
j(r
′, t)] = −iikj∂kδ(3)(r− r′). (5)
The remaining commutators vanish.
Due to nonlocal character of the commutation relations
(4) the Fock basis costructed with the use of either the
electric or magnetic creation operators are not orthogo-
nal, and both basis are mutually orthogonal due to the
local commutator (5) [11]. Coherent state is defined with
3the use of space-dependent annihilation and creation op-
erators as
|ϕ〉 = exp
∫
d3r
[
ϕ(r) · d†(r)−ϕ∗(r) · d(r)] |0〉, (6)
where |0〉 is the vacuum state and the space profile of
the coherent state ϕ(r) is given by a divergenceless com-
plex vector function. Coherent state is the eigenstate of
annihilation operator
d(r)|ϕ〉 =
∫
d3k
(2pi)3
|k|ϕ˜(k)eik·r|ϕ〉, (7)
where ϕ˜(k) is the Fourier transform of the space profile
of the coherent state,
ϕ˜(k) =
∫
d3re−ik·rϕ(r). (8)
Eq.(8) can be easily obtained from the definition of co-
herent state, using the commutation relation (4a). In the
similar way
b(r)|ϕ〉 =
∫
d3k
(2pi)3
k× ϕ˜(k)eik·r|ϕ〉. (9)
III. ELECTROMAGNETIC FIELD OF THE
PULSE AND PHOTON MODES
This section is devoted to the description of electric
and magnetic field of the coherent pulse, and also to the
discussion of its photon modes. Electromagnetic field of
the pulse is given by expectation values,
D(r, t) = 〈ϕ|Dˆ(r, t)|ϕ〉, (10a)
B(r, t) = 〈ϕ|Bˆ(r, t)|ϕ〉. (10b)
To find the expectation values at an arbitrary time it
is necessary to know action of the annihilation operator
dˆ(r, t) on the coherent state. Using the Heisenberg equa-
tions of motion,
∂dˆ(r, t)
∂t
=
i
~
[
Hˆ, dˆ(r, t)
]
(11)
with the Hamiltonian
H = ~c
2
∫
d3r[dˆ†(r, t)dˆ(r, t) + bˆ†(r, t)bˆ(r, t)], (12)
one obtains with the use of Eqs.(4)
dˆ(r, t) =
∫
d3r′
∫
d3k
(2pi)3
e−ik·r
′
e−ikxdˆ(r′), (13)
where kx denotes scalar product of the four-vectors k and
x in the Minkowski space, and
k = (|k|,k), x = (ct,x). (14)
Substitution of (7) into (13) gives
dˆ(r, t)|ϕ〉 =
∫
d3k
(2pi)3
|k|ϕ˜(k)e−ikx|ϕ〉, (15)
and the corresponding formula for the magnetic annihi-
lation operator reads
bˆ(r, t)|ϕ〉 =
∫
d3k
(2pi)3
k× ϕ˜(k)e−ikx|ϕ〉. (16)
Using the decomposition (1) of the field operators into
space dependent annihilation and creation operators and
the formulae (15) and (16) it is straightworward to cal-
culate the expectation values (10),
D(r, t) = −ε0∂tA(r, t), B(r, t) = ∇×A(r, t), (17)
where the vector potential has the form
A(r, t) = −i
√
~
2ε0c
∫
d3k
(2pi)3
[ϕ˜(k)e−ikx − c.c.]. (18)
Obviously, a result of this type should be expected, since,
in principle, any solution of the wave equation can be
written in this form. However, by using the decomposi-
tion (1) and the relations (15) and (16) one can retrieve
the correct overall factor and also determine correctly
distribution of photons in the pulse. Solution of classical
wave equation without quantum attributes of the coher-
ent state does not give such possibilities. At most, the
photon mode distribution can be in this case determined
only in a heuristic way.
To determine the photon mode distribution of the
pulse it is necessary to ”translate” the space-time de-
scription of the coherent state into the photon mode de-
scription. The standard annihilation and creation opera-
tors of the monochromatic photon modes are normalized
to fulfill the commutation relation
[aˆ
(λ)
k , aˆ
(λ′)†
k′ ] = 2(2pi)
3|k|δ(3)(k− k′)δλλ′ , (19)
where λ is the polarization index. With this normaliza-
tion the decomposition of the electric field operator into
positive and negative frequency parts has the form [14]
Dˆ(r, t) = i
√
~ε0
c
∑
λ
∫
dΓkωkaˆ
(λ)
k e
(λ)
k e
−ikx + h.c., (20)
where dΓk = [2(2pi)
3|k|]−1d3k is the invariant measure
on the light cone in the reciprocal space and e
(λ)
k is the
polarization vector. Annihilation operator of the wave
packet mode is given by [15]
bα =
∑
λ
∫
dΓkf
(λ)∗
α (k)a
(λ)
k , (21)
where the wave packet profiles fulfill the relations of com-
pletness and orthogonality∑
α
f (λ)∗α (k)f
(λ′)
α (k
′) = 2(2pi)3|k|δ(3)(k− k′)δλλ′ (22a)
4∑
λ
∫
dΓkf
(λ)
α (k)f
(λ)∗
β (k) = δαβ , (22b)
which implies the usual commutation relation for the
annihillation and creation operators of the wave packet
modes
[bα, b
†
β ] = δαβ . (23)
The formula inverse to (21) has the form
a
(λ)
k =
∑
α
f (λ)α (k)bα. (24)
The coherent state (6) can be written with the use of the
wave packet annihillation and creation operators (21) as
|ϕ〉 = exp
∑
α
(Aαbˆ
†
α −A∗αbˆα)|0〉, (25)
where the quantities Aα are expressed by the coherent
state profiles ϕ and the wave packet profiles f
(λ)
α as
Aα = − i√
2
∑
λ
∫
d3k
(2pi)3
ϕ˜(k) · e(λ)∗k f (λ)∗α (k). (26)
Details of the derivation of Eqs. (25) and (26) are given
in the Appendix A.
The photon number operator is given by Nˆ =
∑
α bˆ
†
αbˆα
and its average value in the coherent state |ϕ〉, 〈Nˆ〉ϕ =∑
α |Aα|2, can be also expressed explicitly by the profile
of the coherent state
〈Nˆ〉ϕ =
∑
λ
∫
d3k
(2pi)3
|k||ϕ˜(k) · e(λ)∗k |2. (27)
It follows immediately from (27) that the distribution of
polarized photons in the wave vector space is given by
dN
(λ)
k = |k||ϕ˜(k) · e(λ)∗k |2
d3k
(2pi)3
, (28)
and in the case of unpolarized photons
dNk =
∑
λ
dN
(λ)
k = |k||ϕ˜(k)|2
d3k
(2pi)3
. (29)
Expression (29) can be also obtained by calculating en-
ergy distribution in the wave vector space using the
Hamiltonian (12). Its average in the coherent state is
given by
〈ϕ|H|ϕ〉 = ~c
∫
d3k
(2pi)3
|k|2|ϕ˜(k)|2, (30)
so that the energy distribution reads
dWk = ~c|k|2|ϕ˜(k)|2 d
3k
(2pi)3
, (31)
and the photon number distribution, dNk = dWk/(~c|k|)
agrees with (29).
One could also construct the coherent state in standard
way using directly the annihilation and creation opera-
tors of the photon modes, |φ〉 = exp(Cˆ), where
Cˆ = −
∑
λ
∫
dΓka
(λ)
k e
(λ)
k · φ∗(k)− c.c.. (32)
The profiles ϕ and φ in wave vector space are related by
ϕ(k) = 2−1/2i
∑
λ
e
(λ)
k [e
(λ)∗
k · φ(k)], (33)
which implies φ(k) = −21/2iϕ(k).
IV. SPACE-TIME STRUCTURE OF THE PULSE
To discuss the space structure of the pulse in more
details specific form of the coherent state profile has to
be chosen. The profile ϕ(k) is a divergenceless vector so
that k · ϕ˜(k) = 0. A simple form of the coherent state
profile fulfilling the transversality condition is given by
ϕ˜(k) = k× eψ(k), (34)
where e is a constant unit vector, which in general may be
complex, and ψ(k) is a function of the wave vector. The
vector eψ is an analog of Fourier transform of positive
frequency part of the “superpotential” Z(r, t) introduced
in Ref. [9]. With the use of (34) the vector potential (18)
can be written as
A(r, t) = 1
8pi3
√
~
2ε0c
[
e×∇f (+)(r, t) + c.c
]
, (35)
where
f (+)(r, t) =
∫
d3kψ(k)e−ikx. (36)
According to (27) the normalization condition for the
profile of coherent state is∫
d3k
(2pi)3
|k||ϕ˜(k)|2 = N, (37)
where N is the shorthand notation for the mean number
of photons 〈Nˆ〉ϕ. The number of photons in the pulse
determines its intensity and the intensity of its electric
field as well. In terms of the function ψ the normalization
condition reads∫
d3k
(2pi)3
|k||k× e|2|ψ(k)|2 = N. (38)
The function ψ(k) does not need to be regular for k→ 0.
The only requirement is that that the integral determin-
ing f (+) be convergent. Obviously, also the integral in
(38) must exist, but due to higher positive powers of |k|
5in the integrand formula (36) imposes stronger limita-
tions on the behavior for small wave vectors. The scalar
profile ψ will be assumed in the factorized form
ψ(k) = Bp(|k|)χ(kz)g(k⊥), (39)
with the function χ, called also the longitudinal profile,
strongly peaked at kz = k0 and the transverse profile
g(k⊥) significantly narrower than χ(kz). The profile of
this type corresponds in the configuration space to a pulse
moving in the z-direction with the electric field oscil-
lating with the central frequency ω0 = ck0, and with
the longitudinal size significantly smaller than the trans-
verse one. The factor p(|k|) will be assumed in the form
p(k) = |k|β , where the power β can be negative. It is
shown in Appendix B that for the integral in (36) to
exist this parameter must fulfill the inequality β > −2.
For practical reasons only integer powers will be kept,
either 0 or −1. Whereas for a strongly peaked longitu-
dinal profile the choice of β does not have a significant
impact on the shape of f (+), it is important for the shape
of the photon number distribution (29), especially at the
long wavelength edge. B is the normalization constant
to be determined from (38). The transverse profile will
be assumed in the Gaussian form
g(k⊥) = exp
(
− k
2
⊥
2σ2
)
, (40)
where σ is a parameter determining width of the trans-
verse profile; its inverse is of the order of the transverse
width of the pulse in the configuration space. Form
of the longitudinal profile χ(kz) depends on the shape
of the pulse envelope. For a Gaussian envelope it is
also given by a Gaussian. In the SFA-type calculations
the commonly used model of the pulse has the cosine
squared-envelope [1] which obviously corresponds to a
non-Gaussian profile in the wave vector space. If width
of the longitudinal profile χ (e.g. full width at half-
maximum) is of the order of κ electromagnetic field of
the pulse is confined in a region of the volume ∼ (κσ2)−1
moving with the velocity of light. For a linearly polarized
pulse the vector e can be chosen as e = (0, 1, 0), and the
normalization condition (38) takes then the form∫
d3k
(2pi)3
|k|(k2z + k2⊥ cos2 φ)|ψ(k)|2 = N, (41)
where φ is the azimuthal angle in cylidrical coordinates
in the k-space. Writing the normalization factor in the
form B = B1N
1/2 and performing angular integration
reduces (41) to
B21
8pi2
∫ ∞
−∞
dkz
∫ ∞
0
dk⊥k⊥(k2z + k
2
⊥)
1/2−n
×(2k2z + k2⊥)χ(kz)2 exp
(
−k
2
⊥
σ2
)
= 1, (42)
where n = −β will be taken either as 0 or 1. Detailed
calculation of the normalization constant is given in Ap-
pendix B. Using the formula (39) for ψ(k) with trans-
verse profile of the form (40), and the longitudinal profile
strongly peaked for kz = k0, one can write the approxi-
mate expression for the function f (+)
f (+) = 2pik−n0 B2
√
Nσa0(t)e
− 12σ2a0(t)r2⊥ χ˜(z − ct), (43)
where
a0(t) =
(
1 +
ictσ2
k0
)−1
, (44a)
χ˜(z) =
∫ ∞
−∞
dkze
ikzzχ(kz), (44b)
and B2 = B1σ. Details of this approximate calculation
are given in Appendix B, where it is also shown that
the factor B2 is finite and non-zero in the plane wave
limit σ → 0, N → ∞, Nσ2 = const. In general, the
integration in (36) and (41) could be done analytically
under the assumption that dominant contribution to the
integral comes from the region in the k-space for which
|kz|  k⊥.
In the standard approach to the theoretical descrip-
tion of interaction with strong pulsed fields the pulse is
described by a plane wave with the functional depen-
dence on z and t of the type f(z − ct) (z-dependence
is suppressed in the dipole approximation). This for-
mally corresponds to the limit σ → 0, N → ∞, such
that Nσ2 = const. This last condition allows to keep
finite the number of photons per unit volume in which
the electromagnetic field of the pulse is confined. This
volume is of the order of Nσ2κ, where κ is the parameter
measuring width of the longitudinal profile χ(kz). It can
be then seen from (43) that the expression for f (+) has
a well definite plane wave limit. However, it has to be
noted that, strictly speaking, the notion of local photon
density in space (described by a function of coordinate
r) cannot be used [16].
It follows from (35) that f (+) must be a dimensionless
quantity and, with the choice of the longitudinal profile
χ(kz) also as a dimensionless function, it follows from
(43) that the dimension of the factor B2 is (length)
2−n,
which agrees with (42). Since χ(kz) is strongly peaked at
kz = k0 it is convenient to shift the integration variable
in (44b), kz → kz + k0 and write the expression for χ˜ as
χ˜(z) = eik0zh(z), (45)
where
h(z) =
∫ ∞
−∞
dkze
ikzzχ(kz + k0). (46)
For dimensional reasons h(z) can be written as h(z) =
κh1(z) with dimensionless h1, which can be also normal-
ized to unity for z = 0, i.e. h1(0) = 1. E.g. for a pulse
with the Gaussian envelope one has
χ(kz) =
1√
2pi
e−
(kz−k0)2
2κ2 , (47)
6and
h1(z) = e
− 12κ2z2 (48)
Expression (43) can now be written as
f (+) = Ca0(t)e
− 12σ2a0(t)r2⊥+ik0(z−ct)h1(z − ct), (49)
where C = 2piB2
√
Nσκk−n0 . According to (35) the vector
potential is given by
A(r, t) = 1
8pi3
√
~
2ε0c
(xˆ∂zf − zˆ∂xf), (50)
where f = f (+) + f (+)∗. It follows from (49) that
f(r, t) = 2C|a0(t)|h1(z − ct)e− 12σ2ar(t)r2⊥ cos[g(r, t) + γ(t)], (51)
where
g(r, t) = k0(z − ct)− 1
2
σ2ai(t)r
2
⊥, (52)
γ(t) is the phase of the function a0(t) (44a), and ar, ai denote, respectively, the real and imaginary part of a0(t).
Components of the vector potential read
Ax(r, t) = 1
4pi3
√
~
2ε0c
C|a0(t)|e− 12σ2ar(t)r2⊥h1(z − ct)
{
−k0 sin[g(r, t+ γ(t)] + h
′
1(z − ct)
h1(z − ct) cos[g(r, t+ γ(t)]
}
, (53a)
Az(r, t) = 1
4pi3
√
~
2ε0c
Cσ2x|a0(t)|2e− 12σ2ar(t)r2⊥h1(z − ct) cos[g(r, t) + 2γ(t)]. (53b)
The vector potential and the electric field have non-vanishing longitudinal component, Az and Ez, which for short
pulses with relatively large transverse spatial extension is small as compared to Ax [2]. In the plane wave limit the
longitudinal component vanishes and the transverse component of the vector potential has the limiting form
Ax = 1
2pi2
√
~
2ε0c
B2j
1/2κk−n0 h1(z − ct)
{
−k0 sin[k0(z − ct)] + h
′
1(z − ct)
h1(z − ct) cos[k0(z − ct)]
}
, (54)
where j = Nσ2 is a constant quantity in the plane wave
limit. Defining
δ(z) = tan−1
[
h′1(z)
k0h1(z)
]
, (55)
one can write (54) as
Ax = − 1
2pi2
√
~
2ε0c
B2j
1/2
cos δ
κk1−n0
×h1(z − ct) sin[k0(z − ct)− δ]. (56)
For a Gaussian pulse h′1/h1 = −κ2z. For a typical laser
pulse κ k0, so that the additional phase in (56) can be
approximated as δ ≈ −κ2z/k0. Approximating also cos δ
by unity we get
Ax = − 1
2pi2
√
~
2ε0c
B2j
1/2κk1−n0 h1(z − ct)
× sin[k1(z − ct)], (57)
where the shifted wave number of the carrier wave is k1 =
k0+κ
2/k0, and shifted frequency ω1 = ck1 = ω0+cκ
2/k0.
In the dipole approximation vector potential of the pulse
is usually written as
Ax(t) = E0
ω
h(t) sin(ωt), (58)
where E0 denotes maximum value of the electric field. By
comparison of (57) and (58) we can estimate the electric
field amplitude in the present case as
E0 = 1
2pi2
√
~
2ε0c
B2j
1/2κk1−n0 ω0, (59)
with the approximation ω1 ≈ ω0. The vector potential
(53) can be therefore written as
Ax(r, t) = E0
ω0
|a0(t)|e− 12σ2ar(t)r2⊥h1(z − ct)
×
[
− sinλ(r, t) + h
′
1(z − ct)
k0h(z − ct) cosλ(r, t)
]
, (60a)
Az(r, t) = E0
ω0
σ2
k0
x|a0(t)|2e− 12σ2ar(t)r2⊥
×h1(z − ct) cos[λ(r, t) + γ(t)], (60b)
7FIG. 1. (Color online) Space images of the transverse x-component of the electric field (left panel) and of the longitudinal
z-component (right panel) at focus, i.e. for t = 0. The field amplitude E0 = 1 a.u., and values of the dimensionless parameters
are: k0/κ = 10, σ/κ = 0.1. The dimensionless coordinates are (ξ, η, ζ) = κr. Note different scales on the ζ and ξ axes.
FIG. 2. (Color online) The same as in Fig. 1 but for the dimensionless time τ = cκt equal to 1000, i.e. for s2τ/u0 = 1. In this
case ζ = 1000 corresponds to the center of tha pulse and maximum value of Ex.
where [c.f. Eq.(52)]
λ(r, t) = g(r, t) + γ(t). (61)
Electric field is calculated as E = −∂tA. Fig. 1 shows
space images of the x- and z - components of the electric
field of the pulse in the x− z plane at the focus, i.e. for
t = 0. The longitudinal component of the field is much
smaller than the transverse one and vanishes along the
x-axis. These properties are similar to those of the pulse
modelled by non-paraxial field [2]. Time dependence
of the pulse is described by the functions |a0(t)|, ar(t),
ai(t) and γ(t) in (60). In general, transverse dimensions
of the pulse increase during time evolution. This can be
easily seen from the factor exp[−(1/2)σ2ar(t)r2⊥] in (60),
where the function ar(t) decreases at large t as t
−2, and
therefore width of the Gaussian function grows. With
increasing transverse dimensions the density of energy
carried by the pulse decreases, and this is accounted for
by the overall factor |a0(t)| in (60), which decreases as
t−1. One can also note that with increasing time edges of
the pulse in the transverse direction lag behind the center
of the pulse, see Fig. 2. This effect occurs due character
of the time dependence of the function λ(r, t) (61), and,
in particular, to the time dependence of imaginary part
8of a0(t), ie. ai(t), which for times fulfilling ctσ
2/k0 ∼ 1
is close to its maximum value. For the Gaussian pulse
(48) the square bracket in the expression (60a) for the
x-component of the vector potential can be written as
−
(
1 +
(ζ − τ)2
u20
)1/2
sin[φ(ρ, τ)], (62)
where
φ(ρ, τ) = u0(ζ − τ) + 1
2
s2ρ2
u0s
2τ
u20 + s
4τ2
+ tan−1
(
ζ − τ
u0
)
− tan−1
(
s2τ
u0
)
. (63)
The dimensionless variables and parameters are ρ =
κr⊥, ζ = κz, τ = cκτ, u0 = k0/κ, s = σ/κ. For τ = 0,
as in Fig. 1, the phase φ does not depend on trans-
verse distance r⊥. Therefore the line of constant phase,
where the sine function in (62) has constant value, is
in the x − z plane a straight line parallel to the x-axis.
For τ > 0 such that s2τ/u0 ∼ 1 the ρ dependence of
the phase becomes significant and the values of ζ for
which φ(ρ, τ) = const are for ρ 6= 0 smaller than for
ρ = 0, which leads to”bending” of the pulse; this ef-
fect is shown in Fig. 2. For still larger times, such that
ctσ2/k0  1, the phase φ becomes weakly dependent on
the transverse distance r⊥. The pulse approaches then
the linearly polarized plane wave with large transverse
dimension. Maximum value of the electric field becomes
smaller and smaller, since energy carried by the pulse is
then spread over larger region.
Expectation values of the magnetic field components
are given by (17), or, explicitly
Bx = ∂yAz, By = ∂zAx − ∂xAz, Bz = −∂yAx. (64)
It can be seen from (60) that the derivatives
∂yAz, ∂xAz, ∂yAx in (64) are small compared to ∂zAx.
The x-component of the vector potential does not con-
tain the small overall factor σ2, as well as its derivative
with respect to z. In the case of three other derivatives
either Az contains the σ2-factor, or it appears as a result
of differentiation in ∂yAx. For this reason the dominant
component of the magnetic field is By with other compo-
nents smaller by few orders of magnitude. In the plane
wave limit (σ → 0 with Nσ2 = const) only transverse
components of the fields survive.
V. CONCLUSIONS
It has been shown explicitly in this paper how a pulse
of laser radiation can be described with the use of the co-
herent state. The most convenient theoretical tool used
for this decription are the space dependent annihillation
and creation operators [11–13] instead of the standard
operators pertaining to the photon mode approach. The
use of space dependent operators allowed for a direct de-
scription of space and time dependence of the electromag-
netic field of the pulse; this was achieved by calculating
expectation values of the corresponding field operators.
Another important characteristic of the pulse of radiation
is distribution of photon modes, which was found using
the connection between the field description and photon
mode (wave packet) description of the quantum electro-
magnetic field [14]. Although in principle the space-time
dependence of the pulsed field could be determined by
constructing an appropriate solution of classical Maxwell
equation (e.g by choosing an appropriate wave packet
profile in the plane wave decomposition), quantum at-
tributes of the coherent state are essential for exact de-
termination of the photon mode distribution. The use of
coherent state allows also to find the exact relation be-
tween maximum value of the electric field intensity and
the total number of photons carried by the pulse [c.f.
formula (59)].
Although standard description of interaction with
strong laser fields relies on the plane wave and dipole
approximation, details of the pulse structure, also in the
plane transverse with respect to the direction of prop-
agation, become important for very strong pulses with
shorter wavelengths of the carrier wave [2].
Appendix A: Derivation of Eq. (26)
In order to derive Eqs. (25) and (26) we note that
according to (1a) and (20) space and time dependent
annihilation operators dˆ(r, t) can be expressed by anni-
hilation operator of the photon mode as
dˆ(r, t) = i21/2c−1
∑
λ
∫
dΓkωkaˆ
(λ)
k e
(λ)
k e
−ikx. (A1)
Substituting (24) into (A1) one obtains
∫
d3rϕ∗(r) · dˆ(r)
=
i
21/2
∑
α,λ
∫
d3k
(2pi)3
ϕ˜∗(k) · e(λ)k f (λ)α bˆα. (A2)
Defining now Aα according to(26) we obtain
∫
d3rϕ∗(r) · dˆ(r) =
∑
α
A∗αbˆα, (A3)
and (25) follows from (6) and (A3).
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1. Calculation of the normalization factor B
The normalization condition (42) can be written in the
form
B21
8pi2
∫ ∞
−∞
dkzχ(kz)
2H(kz) = 1, (B1)
where
H(kz) =
∫ ∞
0
dk⊥k⊥(k2z + k
2
⊥)
(1/2−n)
×(2k2z + k2⊥)e−k
2
⊥/σ
2
. (B2)
Introducing dimensionless variable of integration, x =
k2⊥/σ
2 one gets
H(kz) =
1
2
σ5−2n
∫ ∞
0
dx
(
x+
2k2z
σ2
)
×
(
x+
k2z
σ2
)1/2−n
e−x. (B3)
The integration can be done explicitly with the use of
[17]∫ ∞
0
dxxa(x+ b)ce−x = Γ(a+ 1)U(−c,−a− c, b), (B4)
where U is the confluent hypergrometric function of the
second type. The parameter b in (B4) corresponds to
k2z/σ
2.
Using asymptotic form of the U -function for small ar-
gument, U(a, b, z) ∼ z1−b, one can easily show that the
function H(kz) is finite for kz → 0 if n < 3/2. This
condition also leads to the photon number distribution
(29) regular for |k| → 0. It will be shown below that the
convergence requirement for the integral determining the
f (+) (36) also imposes the same limitation on n.
Since dominant values of kz in (B1) are close to k0,
and k0/σ  1, one can use asymptotic form of U for
large argument, U(a, b, z) ∼ z−a. Further, H(kz) is a
slowly varying function compared to χ(kz) so that, prac-
tically, H(kz) in (B1) can be replaced by H(k0), which
for k0/σ  1 reads
H(k0) = σ
2k1−2n0
(
k20 +
1
2
σ2
)
, (B5)
and (B1) can be written as
B21
8pi2
σ2k1−2n0
(
k20 +
1
2
σ2
)∫ ∞
−∞
dkzχ(kz)
2 = 1. (B6)
For the Gaussian longitudinal profile (47) one gets
B2 ≡ B1σ = 4pi
5/4
κ1/2k
1/2−n
0 (k
2
0 + σ
2/2)1/2
. (B7)
2. Calculation of the function f (+)
Substituting (39) into (36) and performing angular in-
tegration in cylindrical coordinates one gets
f (+) = 2piB
∫ ∞
−∞
dkzχ(kz)G(kz)e
ikzz, (B8)
where
G(kz) =
∫ ∞
0
dk⊥k⊥(k2z + k
2
⊥)
−n/2
×e−ic
√
k2z+k
2
⊥te−
k2⊥
2σ2 J0(k⊥r⊥), (B9)
and J0 is the Bessel function of zero order. The func-
tion G(kz) is regular at kz = 0 for n < 2, and, assuming
nonnegative and integer values of n, the possibilities are
n = 0 and n = 1. Since the longitudinal profile χ(kz)
is strongly peaked for kz = k0 and the integral over k⊥
in (B9) is dominated by small values of k⊥ of the order
of σ, the main contribution to the integral comes from
the region of k-space in which k⊥  |kz| ∼ k0. One can
therefore replace the slowly varying factor (k2z + k
2
⊥)
−n/2
by k−n0 , and use an expansion in the oscillating exponen-
tial function in (B9)
(k2z + k
2
⊥)
1/2 ≈ |kz|+ k
2
⊥
2|kz| , (B10)
so that
G(kz) = k
−n
0 e
−ic|kz|t
∫ ∞
0
dk⊥k⊥
× exp
[
− k
2
⊥
2σ2a(t, kz)
]
J0(k⊥r⊥), (B11)
where
a(t, kz) =
|kz|
|kz|+ ictσ2 . (B12)
The integration can be performed explicitly using the
formula
∫ ∞
0
dxx exp(−bx2)J0(cx) =
exp
(
− c24b
)
2b
, (B13)
which gives
G(kz) = k
−n
0 σ
2a(t, kz)
× exp
[
−ic|kz|t− 1
2
σ2a(t, kz)r
2
⊥
]
. (B14)
Substituting (B14) into (B8) we obtain
f (+) = 2piBσ2k−n0
∫ ∞
−∞
dkzχ(kz)a(t, kz)
×eikzz−ic|kz|t exp
[
−σ
2a(t, kz)r
2
⊥
2
]
. (B15)
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Integration over positive kz-axis, when |kz| = kz, gives
the wave propagating in the positive z direction and the
integral over negative values of kz gives rise to a wave
propagating in the negative z direction. Since the profile
χ(kz) is strongly peaked at kz = k0 > 0, and rapidly de-
creases far off kz = k0, the counter-propagating wave has
very small amplitude and can be disregarded. One can
therefore put |kz| = kz and extend the integration over
entire range of kz from −∞ to ∞, since the contribution
from negative values of kz is very small whatsoever. Dis-
regarding further the kz-dependence of the slowly varying
function a(t, kz), ie. replacing a(t, kz)→ a0(t) = a(t, k0)
in the integrand gives expression (43) and further (49)
for the function f (+).
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