When designing an analog front-end for neural interfacing, it is hard to evaluate the interplay of priority features that one must upkeep. Given the competing nature of design requirements for such systems a good understanding of these trade-offs is necessary. Low power, chip size, noise control, gain, temporal resolution and safety are the salient ones. There is a need to expose theses critical features for high performance neural amplifiers as the density and performance needs of these systems increases. This review revisits the basic science behind the engineering problem of extracting neural signal from living tissue. A summary of architectures and topologies is then presented and illustrated through a rich set of examples based on the literature. A survey of existing systems is presented for comparison based on prevailing performance metrics.
Introduction
Interfacing electronics with the brain is one of the greatest technical challenges of our era. During the past decade, specialized amplifier circuitry to retrieve weak neural bio-potentials from extracellular microelectrodes has improved dramatically [1] . Such progress enabled to significantly accelerate advances in the field of neural engineering in neural prosthesis, because neural amplifiers are key building blocks of active microelectronic interfaces. Neural interfaces are becoming increasingly important for enhancing our understanding of brain function, and for developing potentially therapeutic and prosthetic applications. Neural interfaces generally aim to utilize the largest number of channels for the study of neurons from specific brain microcircuits. The important design parameters, such as power consumption, noise performance, CMRR and size of neural amplifiers have all improved; and, despite the opposing design options and tradeoffs, many have successfully improved several of these parameters simultaneously. This is in part thanks to innovative design approaches and novel circuit topologies. The objective of this paper is to present a comprehensive review of current designs trends and strategies in neural front-end amplifier circuitry. In the end we glimpse into a comparison of multi-channel systems with a compilation of significant implementations to date.
Physiology and Action Potentials, a Brief Review
Action potentials are the basic signal waveform mediating information transfer in neural cells. These action potentials occur because the neural cell membrane reverts its polarization or depolarizes. The occurrence of this event can be understood by the movement of ions across the cell membrane. While at rest, several mechanisms, active and passive, promote the transport of potassium K + into the cell; while sodium Na + ions are transferred to the exterior. By active and passive, it is implied that they either consume or not the energy storage molecule ATP to mediate their action. Despite the fact that K + and Na + ions are positively charged; the inside of the cell is more negative than positive. The main cathions involved possess different leakage properties across the cell membrane and other elements, such as negatively charged proteins impose a negatively charged resting potential. Thus, the membrane potential is non-zero and in mammalian nervous systems, the outside of the cell is more positive than the interior, which at rests is approximately around −70 mV. When ionic channels become activated either electrically, biochemically or though other mechanisms, the depolarization that occurs is generally the result of voltage sensitive Na + sodium channels opening first. The passage of sodium causes an influx of positive charges into the cell and thus raising the potential there rapidly. The resting potential is restored only when, a few moments later the K + channels open up sending potassium ions across the cell membrane and into the external surrounding fluid to re-balance things out. This ionic transit occurs sequentially because the voltage dependent channels for potassium open more slowly than their sodium counterparts. This sequence of events transpires in a timeframe in the order of the millisecond. A bio-molecular structure, the Na + /K + ATPase pump then restores the resting equilibrium; this molecular ion pump is powered by ATP, the main energy molecule in animal cells [2] . The ion transport model can be understood physically with the electrical circuit model displayed below in Figure 1 . In this figure, ionic leakage and active transport can be seen as a set of battery cells in series with variable resistors. The membrane's lipid bilayer can be correctly predicted to act as a capacitor.
The resting potential that ensues is the result of ionic gradients across the cell membrane and can be computed by derivation from the Nernst equation. The famous result is known as the constant field equation first coined by Goldman in 1943. The take home message from an engineering perspective is that nerve signals mainly travel as binary electrical pulses of roughly 0.1 V in amplitude in the 1-ms range and signal amplitude is pulse code modulated. This last point means that intensity is translated as a proportional increase in firing frequency. The resting membrane potential in real cells is estimated as follow: ). pK is the membrane permeability for K + . Normally, permeability values are reported as relative permeabilities with pK having the relative reference value of one (because in most cells at rest pK is larger than pNa and pCl). For a typical neuron at rest, pK:pNa:pCl = 1:0.05:0.45. Because permeability is reported in relative terms, permeability values are unitless. pNa is the relative membrane permeability for Na + . pCl is the relative membrane permeability for Cl 
Neural Amplifiers Specifications
To get a sneak peak at these action potentials, an amplifying mechanism is required. A neural amplifier must filter neural waveforms to remove DC offsets and augment the resulting signal's amplitude. To provide high signal quality this amplifier must generate sufficient gain, filter appropriate bandwidth, possess high signal-to-noise ratio (SNR) with excellent linearity, and have high common mode and power supply rejection ratios (CMRR and PSRR). The background noise present at the electrode tissue interface is usually in the range of about 10 µVrms or less. This background noise sets the stage for practical neural signal recording. The majority of neural amplifiers that successfully extract in vivo action potentials have an input referred noise value below 3-7 µVrms [1, 3, 4] . Without this controlled noise level, the signal is drowned in a sea of noise. Locally, at the neural cell membrane level, the action potential is in the 100-mV range; but at a relatively short distance away from the cell surface, this potential falls away rapidly. This is why a gain in the 40-dB range is the least amount one can get away with [4] . Action potentials can be argued to have useful frequency content between 100 Hz to about 8 kHz and signal amplitude that can go into single digit microvolt range [1] . It is evident from stimulation studies that several factors are significant; signal characteristics owe some dependency on physiological factors but are also modulated by electrode geometry [5] , target neural tissue composition [2] and electrode impedance [6] [7] [8] . The presence of external noise as well as internal noise sources, common mode and power supply noise must also be kept in check. Examples of external noise sources are as the electrical activity from muscle contractions, which mostly affects nerve signal recordings and intensified brain activity which can modulate low-frequency baseline potential levels; environmental noise from radio, cellular and electrical equipment in general can also affect performance. In standard MOSFETs, which are prevailing in modern microelectronics, internal noise sources are mainly thermal noise and flicker noise resulting from intrinsic semiconductor properties. Thermal noise can be controlled by modulating transconductance or the W/L ratio. Flicker noise on the other hand, can mainly be improved by increasing gate capacitance and the easiest way to do that is to increase the area of the input pair transistors. In so doing, however, one must use large input transistors. This yet again pushes the design into weak inversion regions [9] . Fortuitously, the weak inversion point is also the optimal current efficiency area of the device. Maintaining low power consumption and low noise thus dictates common design trends. Finally, it should be mentioned that for practical purposes, one must keep chip size within reasonable bounds. Achieving all those specifications simultaneously is a tall order and a challenge that was recognized early on by experimenters and engineers alike.
When it comes to competing engineering options, difficulty arises when trying to compare the performance of different amplifier topologies, architectures and design tradeoffs. One figure of merit that has endured the test of time is the Noise Efficiency Factor (NEF) [10] , despite limitations of this comparison metric, and perhaps in lieu of a better alternative, it is still widely used today. It will be used for comparison in later sections.
System Level Specifications
The previous section sets the stage in terms of performance features for a neural amplifier. However, there is a design gap between the single neural amplifier and requirements for a practical system. Indeed additional design constraints are befitting; for starters, if one wishes to observe even a small parcel of living brain function, multi-electrode systems are essential. In multi-electrode systems, one amplifier is often needed for each channel. Four architectures are possible: either a fixed architecture in which one electrode is connected to one amplifier; a semi-static architecture where the number of electrodes is greater than the number of amplifiers; a third architecture where electrode/amplifier assignment can be configured occasionally to account changes in performance; and finally, a real-time dynamic system in which assignment and topology may be reassigned in real-time.
Regardless of architectural choice the requirement for multiple channel observation dictates low power operation, reduced size, and scalability for integration into implantable devices. Yet, the diminutive magnitude of in vivo signals requires amplifiers to have substantial gain at low noise and all this demands power. The power conundrum is aggravated by a third limitation; heat dissipation. It is widely accepted that the maximum practical power consumption for a neural implant is in great part set by the maximum heating of its components. Several groups have estimated this limit [11, 12] , and some normative texts even indirectly dictate it [13] . It has also been shown that a heat flux of 80 mW/cm 2 can be set as a safe limit to uphold [14] , in that article, a 4-5 °C elevation was given as an empirical limit based on observed tissue response pathology. In the medical device industry; the acceptable temperature rise limit is usually regulated at ≤2 °C. That limit is typically the maximum tolerated for all commercial implants [13] . Others go even further setting the safety limit at 1 °C or lower [15] . The thermal ceiling imposes a threshold for power dissipation in small device enclosures. Wireless power transmission is also an issue because of inductive heating losses in circuit structures. Furthermore, with inductive charging, the practical charge rate is also limited for commercial medical devices. The reason for this is that electromagnetic field strength exposures are constrained for safety. Within a chip scale device, a practical estimate would typically result in a few mA of available current supply. For a 1.8 V supply for example, this so called limit can be estimated to be 3-5 mA/h or 9 mW/h [11, 16] . For useful brain machine interfaces as envisioned by many; a very large number of electrodes will be required. It is expected that systems with thousands of electrodes will emerge within the next two decades [17, 18] . Let's suppose as an example such an implantable device with 10 thousand electrodes powered from a state-of-the-art medical grade rechargeable battery with a current capacity of 200 mA/h at 3.7 V. Battery chemistries remain relatively stable and slow changing in medical devices as safety regulations are extremely stringent. If the battery needs to be fully recharged every three to four days; then this leaves us with a power budget about 9 mW, the previously demonstrated limit. With control circuitry, ADC, signal processing, telemetry and heat losses there may be at best half the available power left for neural sensing amplifiers. Theoretically, this would mean a maximum per channel of approximately 450 nW. This is quite a challenge even without considering integration obstacles. Although the 10 thousand electrode count may seem ambitious, similar large count electrode arrays have already been reported and interfaced [19] albeit at a lesser functionality and multiplexed channel conditioning circuitry. Unlike the critical parameters just illustrated for brain machines; this last example was devised for the purpose of cultivated cells in a controlled environment. Regardless of the technology; the goal of these systems is to develop efficient neural interfaces for peering into action potentials mediated brain activity.
Circuit Topologies
From the aforementioned specifications, designs can be implemented using various circuit architectures. The most common circuit topologies for implementing low-noise operational transconductance amplifiers (OTAs) are the two stage Op-Amp (Miller OTA, see Figure 2 below) and the current mirror OTA; also there is the folded cascode that allows larger swing margins or reduced supply margins. This last architecture is becoming increasingly popular as the push for sub 1 V supplies becomes prevalent. Other notable architectures include the telescopic cascode amplifier as reported by [20] [21] [22] . Source degenerate active loads lead to significantly diminished currents in the folded branch compared to the differential pair [23] . Finally, one last structure that deserves mention is the differential self-biased OTA as reported by [24] . A full treatment comparing the noise performance of these architectures can be found in [25] . 
The previously mentioned topologies can be implemented in differential form. In [21] , several differential architectures including closed-loop fully differential, telescopic-cascode amplifier;
complementary-input open-loop amplifier and complementary-input closed-loop amplifier architectures are presented and tested. The last one was the most successful achieving a gain of 40.5 dB an NEF of 4.5 and a power consumption of 12.5 µW. The chip area was also impressive being below 0.05 mm 2 . The table below summarizes the main characteristics achieved by theses comparative designs. One should note here that the second architecture had a debilitating PSRR. Figure 3 also shows the circuit of the most significant implementation. The current feedback instrumentation amplifier possesses key features, such as high impedance and CMRR [26] . However, common problems with this architecture include offset in the mV range. Chopping effectively modulates noise and offset to a pre-selected chopping frequency resulting in a white noise base band. The downside as in most switching architecture is a ripple at the output. Different topologies exist for canceling the ripple [27] [28] [29] [30] [31] [32] but they require high chopping frequencies. [33] shows that this can be avoided by using a ripple reduction loop. This type of feedback loop reduces unwanted ripple in the low-frequency chopped output filter by effectively introducing a notch filter in the pass band. Although chopper stabilization results in lower noise; the design is ill suited for large scale integration where power consumption and circuit complexity push the design towards simpler architectures when optimization is key. Recently, a NEF of 1.64 was achieved by using the technique of current reuse as described by [34] and [35] (see Figure 4) . In this scheme, current is reused between parallel stages to save power consumption and silicon area. Such a scheme consists of multi-staked differential input pairs (Figure 6a ) and a current recombination block (Figure 4b) , which separates the output currents assigned to the input signals, and an output stage (Figure 4b) , which uses recombined currents to generate an output voltage that corresponds to a given input signal. One current source is employed to bias each stack of several differential input stages, in which tail currents are coming from previous stage. The schematic of a two stacked input stage current reuse amplifier is presented in Figure 4a . The second stage (Stage 2 in Figure 4a ) is divided into two differential pairs, the input transistors of which are half the size of the input transistors of the first stage. Both stacked input-stages (Stage 1 and Stage 2 in Figure 4 ) have same
. As the total current that flows in second stage is same as the current that flows in the first stage (Ibias), the overall in the second stage is equal to the in the first stage. Each output current (small signal currents i1, i2, i3, i4) is an independent and linear combination of several output currents derived from the corresponding input voltages. The input pairs in the second stacked stage are parallel because they have same inputs (Vin2+, Vin2−), but they are independent since their tail currents (Ibias/2) are independent. For example, to generate Out1, Out1+ and Out1, the corresponding output currents are re-constructed by summing currents i1, i2 and currents i3, i4 respectively. VOut2 is generated by summing i1, i3 currents to construct VOut2+, and currents i2, i4 to construct VOut2− (See the schematic of the Output stage in Figure 6b ). However, when employed in a multi-channel system, there is some concern that the resulting crosstalk would likely cause issue with increasing channel count. Current reuse as a noise and power reduction method was also discussed in [36] . 
System Architectures

Open-Loop Amplifiers
The above circuit topologies can be used to implement different neural front-end amplifier architectures. Taking a top down approach, a comparison of amplifier topologies is appropriate. The first is the open-loop topology; this structure offers high gains at lowered noise levels it is often implemented adopting some sort of instrumentation type layout. Generally open-loop circuits are used for either extremely low power or extremely low noise, but have rarely been reported to achieve both objectives simultaneously. Some good design examples can be found in [37] [38] [39] refer to Figure 5 below. It is interesting to note that manually tuned tube versions were used by early electro-physiologists. Open-loop amplifiers are nowadays seldom used in implantable devices. This can be explained by their inherent power and size disadvantages when designing for portable systems. They must often be tuned or screened for performance due to a lack of reproducibility between devices [21] . The problem is mainly due to the gain and CMRR variability that results from imperfect lithographic tolerance between circuit structures. For microelectronics, successful open-loop designs typically use mature, lower resolution, processes as the relative process tolerances are diminished. This approach yields better performance repeatability between channels and devices at the cost of size increase and higher power consumption. Without the lithographic considerations mentioned above, significant discrepancy are observed between simulated and fabricated devices especially for CMRR; the empirical difference in value reaching up to 40 dB from simulations. Modern microelectronic applications are mainly limited to cuff electrode recording where the mechanical layout and nerve implant site require particularly low input noise performance that can be achieved with this architecture. State-of-the-art for tripolar recording systems using this technology is reported in [40] . This amplifier consumes a relatively elevated 310 µA at 3 V but exhibits a close to theoretical limit of 0.68 µVrms. [41] also describes a micropower fully differential instrumentation amplifier capable of monitoring neurochemical modalities by its sensitivity also reaching a low input referred noise of 2 µVrms. The dynamic range of this current mode amplifier spans an impressive six decades from picoamps to microamps and is thus well suited for scientific investigation as it is also wirelessly interfaced. [39] presented an open-loop sub-microwatt amplifier that made use of pseudo-resistors. Their design achieved 36 dB of gain with a bandwidth of 0.3 to 4.7 kHz and had a respectable input referred noise of 3.5 Vrms and NEF of 1.8. Figure 5 . Open-loop schematic reported in [38] . 
Capacitive Feedback Topology
In the last decade, engineers have widely borrowed a model that early on, achieved many of the desirable features of neural amplifier. Thus know as capacitive feedback techniques has been the method of choice for many neural amplifier designs, as first reported by [12] . Figure 6 below show the basic topology. It is obvious to see that it is derived from the ubiquitous feedback topology, first introduced by H.S. Black in 1927. Here an impedance element constrains gain by a proportional bandwidth reduction. Increased power consumption is also the cost of "controlling" signal output via the feedback loop and providing a controllable linear response. Typically a small chip scale capacitor is use in conjunction with a very large MOSFET based resistor to create the required low pass response for neural amplifiers in scalable fashion.
The capacitive feedback topology has been optimized for very low-power operation through a dedicated circuit design methodology. The original design achieved a gain of 39.5 dB while posting a power consumption 80 µW and a respectable NEF of four. Modifications and extensive optimization for low-noise resulted through the use of source degenerate current mirrors and high current scaling ratios between input differential pair and folded branch transistors of a folded cascode design, as reported by [23] . The successful results were only possible due to the careful matching of the degenerate mirror. This resulted in a current consumption of 7.56 µW power consumption and an NEF of 2.67 at a gain over 40 dB.
Others have optimized the capacitive feedback topology; [42] reports an ultra-low-power 77-nW bioamplifier, with an NEF of 1.32 and tunable bandwidth, however this circuit also has an input referred noise of 14.3 µVrms. The circuit is a classic capacitive feedback single stage LNA. Similarly, [43] described a 220-nW neural amplifier, also with tunable bandwidth. However, Kim added a buffer, adopting a two-stage architecture with a similarly limiting input noise of 14.5 µVrms. The high input noise and low reported gains (around 30 dB) severely limit the usefulness of these amplifiers. It is important to note here that NEF as a means for comparing amplifiers is practical; but the previous design illustrate its limitation. As seen, a very low NEF can result in bad performance if the input referred noise isn't constrained within the bounds of ambient noise.
More recently [3, 11] reported a power consumption of 7.92 µW and an input referred noise of 3.5 µVrms. Also described is an OTA sharing architecture that effectively reduces both chip area and NEF, which was reported to be 3.35. The sharing architecture, in essence, commonly replaces Cf, from Figure 6 above and the MOS pseudo-resistance composed of Ma and Mb in the reference branch input for all channels (see Figure 6 ) of a classic capacitive feedback design.
Active Feedback Topology
The third significant topology discussed is the active feedback topology. In this topology a segment of the signal spectrum is filtered and used as a feedback canceling element for suppressing that signal component. This is a very efficient way of extracting low-frequency components from the signal of interest and makes for very stable systems. This method is commonly used in other biomedical engineering applications such as EEG. Figure 7 displays the salient features of this topology. Another advantage of this architecture is the reduction in size that it allows by reducing the capacitor size compared to the capacitive feedback topology [44] . The slowly drifting DC offset is also eliminated in this way. Muller also followed suit on this design by modifying the active feedback with a digital to an analog converter achieving further reductions in size [45] however most of the improvement there shifts analog hardware to a digital platform. Wei's work [46] upholds the arguments of efficiency for this architecture by achieving a 6 µW, an NEF of 3.1, a bandwidth of 8.9 kHz and a mid-band gain of 46 dB occupying a mere 0.022 mm 2 [47] also showed an interesting and novel local feedback at the output technique for reducing DC output. Yet another approach is to design an amplifier in current mode active feedback as demonstrated by [48] and [49] . [48] Achieved a 13 µW power consumption with a 55 dB gain with a 10 kHz bandwidth and a final size of 0.76 mm 2 . One interesting feature is that no large value resistor or capacitor needs to be used to achieve a high-frequency cutoff of 0.3 Hz. A comparative study of a capacitive feedback, a Miller integrator feedback and a capacitive amplifier feedback networks showed that for a given input noise the capacitive feedback topology edged out other designs in terms of NEF, area and power [4] . In this work; area, NEF and power consumption were constrained and plotted against noise in an iterative process until they reached preset gain and frequency specifications. Although the study is interesting, this topic is likely to be mooted in future, as the study was theoretical and other critical design parameters like CMRR and DC rejection performance were not analyzed or observed. Furthermore, it was demonstrated above that NEF can be a pitfall, especially when used as a target specification due to existing power and noise antagonism.
Pseudo-Resistors
In many of the previous sections we briefly touched upon the use of pseudo-resistors. The large input impedances required for measuring biopotentials as well as the requirement to amplify signals in a range starting from the sub-Hz range requires large resistors. However such resistors are impractical because of the large size that would result. One clever solution to this problem is the use of pseudo-resistors. Such devices provide a means of generating large impedance using biased MOSFET channels. Pseudo-resistor design techniques are extensively discussed in [50] they make use of cross-coupled pseudo-resistors to tune band pass circuits and use fixed versions for the input block. Other design examples can also be found in [51] [52] [53] . Pseudo-resistors offer high impedance with limited space use, a desirable feature, additionally they offer tuning possibilities. [54] demonstrated full bandwidth adjustments using pseudo-resistors. Linearity of pseudo-resistors is also an issue. [51, 55] addressed the linearity issue by using a cross-coupled circuit with a referenced bias and a sine wave that only turns on one of the pseudo-resistor MOSFETs at a time thereby eliminating voltage variations and the non-linear resistive effects that result from this.
Adaptive Topology
One emerging method for reduction power consumption in amplifier circuits is to have variable performance features or tunable devices. This allows the modulation overall power duty cycling depending on functional needs. This can take the shape of topology changes and broad range tuning [56, 57] uses similar techniques to modulate slew rate and phase margin depending on circuit use. [28] reports an asynchronously adjustable data output rate. [58] describes duty cycling and time division techniques for improving front-end overall power efficiency; using such techniques a LNA with power consumption of 2 µW was achieved for a 32 KHz bandwidth and an excellent NEF of 1.3. A sophisticated power scheduling scheme is often used in medical devices as exemplified in [59] were a duty cycling is applied to the higher power consumption circuits. In this example sensor conditioning amplifiers and data telemetry have a modulated power scheme. One caveat is that power cycling applied front end circuits require fast settling times such that the sensor signal can be sampled in the shortest time following a power on of the circuit. This reduced settling time requirement usually translates into higher current consumption. A fine balance must therefore be struck between the selected designs tradeoffs, as the combination of benefits does not follow a linear trend when it comes to power economy.
Integrated Systems Based on Neural Amplifiers
Merging subsets of the above techniques has resulted in an impressive collection of complete neural acquisition systems. Many such implementations have been reported over the years. In chronological order of reporting for high performance multi-channel systems a list of relevant papers is reported in Table 2 below. Such systems are not so easily compared as they have different aims and inherently different design optimization schemes. Selected systems had to have a bandwidth that permitted neural recording at least up to 4 KHz. For current relevance; our survey was limited to the previous seven years. The main architecture and topology details are listed for reference. Also listed are the NEF, the Gain, the supply voltage and current, the CMRR and the area. Some data were estimated from available information. At the time of writing, the highest numbers of amplifier channels are in the low hundreds as reported by [20] and [60] .
Discussion
Better designs begin with a better understanding of the problem at hand. This is the reason why we started with an overview of physiological mechanisms involved in neural firing. Three main points are worth noting. At the cell surface nerve signals typically have an amplitude of about 100 mV, their period is of the order of the millisecond and signals are often pulse code modulated. It was then noted that a noise performance in the range of ≤5 µVrms was a key factor in achieving a quality neural signal. This last requirement comes with the caveat that despite the increased need for power, heat must be limited such that the devices maintains a ∆T within 2 °C. Adding these constraints, power and chip size are limited. For power, we argued that a 450 nW/ch is a singularity point after which practical large-scale systems would become possible.
From these specifications, classic circuit topologies were reviewed including the Miller OTA, the current mirror OTA, the folded cascode, telescopic and self-biased as well as their derivatives. Finally we delved into current feedback, current reuse and chopping architecture as means for improved CMRR, power consumption and noise control.
In the following section our attention is focused on system level architectures, the principal ones described are: open-loop, capacitive feedback, active feedback and adaptive or variable circuits. Open-loop circuits provide the best noise performance but at the cost of higher power consumption and a lack of inter device repeatability. Capacitive feedback is the most popular topology at present because of the good compromises between competing design objectives. The main features for active feedback are spectral separation and stability. Later, we report on the necessary trend of power scaling, and power management that results in optimized circuit topology.
Finally significant complete systems from the past seven years were listed in a comprehensive table (Table 2) lending to easy comparison of surveyed designs. It can be remarked that increased channel count devices typically are still an order of magnitude too high in power consumption when compared with the requirements we aimed for initially (450 nW) see [20, [60] [61] [62] . In state-of-the-art devices, the channel count is also an order or two of magnitude below what we would needed for complex neural circuit observation. Typically, noise and gain are marginally within the aforementioned requirements of 40 dB and about 5 µVrms noise; but it's a fine balance between the two [62] . Diminishing size is the metric that has scaled the best in the past years starting with great leaps in 2009 by [60] and [63, 64] .
With the coming bounty of channels and signals, comes the imperative of signal processing. In that line of thought, the aim is to decipher the underpinnings of neural circuitry and not observe the action potential in a traditional scientific approach. Rather, a pragmatic engineering perspective is to extract only the required firing information before transmission. In that effort, many have labored on the ever increasing need for such spike sorting circuitry. Some reference on the topic have included: [61, [63] [64] [65] [66] .
Although great strides have been made in the past decade, a manufacturable, high-performance, low noise sub-microwatt neural amplifier building block remains an elusive quest. The competing demands for size, power, speed, noise control and integration illustrated still amount to a significant challenge even with today's tools.
Conclusions
Much of the past has focused on this microscopic aspect of nerve cells function resulting in a wealth of information regarding action potential mechanisms. We can now understand and accurately simulate cellular interaction quite well. Humans have also observed the macroscopic effect of neural circuitry through behavior analysis and brain physiology as far back as the earlier part of the last century. Current trends provide great optimism that solution for a practical neural front end is within grasp. When beginning the design of a front end amplifier one must ask: Is the design objective to observe details of the action potential waveform or detect the presence of this action potential? Answering this question has significant impacts on design decisions. The former approach has guided neuroscience of the past 70 years while the later seeks to exploit this new information. However to obtain the "in between" part, we need to focus on the significant portions of the signal processing chain and thus the required electronics. We presented not only specifications for achieving efficient neural amplifiers but also the intricate requirements to achieve practical brain interface systems. It would be impractical to design a multi-million transistor digital circuit by modeling every transistor simultaneously. Based on that premise, sensing all signal at high resolution simultaneously is not likely the correct approach to decipher the mechanisms of the brain. Table 2 . Comparison of previously reported multi-channel neural front-end amplifier and systems. Some of the acronyms and contractions used are defined as follows: N/A is used to indicate that information is not available, missing or cannot be computed from published values. CMRR is the "Common Mode Rejection Ratio"; HP stands for "high pass" in the filter sense; LNA stands for "Low Noise Amplifier"; NEF is the "Noise Efficiency Factor" as defined in [10] ; OTA stands for "Operational Transconductance Amplifier"; BW stands for "Band Width". 
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