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Executive Summary
This paper investigates the optimization of light capture efficiency in a two scintillation cell radiation detector. Using computational Monte-Carlo transport methods to model the generation and ultimate capture efficiency of optical photons it was possible to compare several different optical geometries. This capture efficiency is a critical factor in the quality of the overall energy resolution and detection efficiency of scintillation detectors.
The results of this study have been applied to a new beta-gamma detector designed to monitor atmospheric levels of radioxenon. The results of this study can also be applied to the design considerations of future scintillation based radiation detection methods.
Objectives:
The primary objective of this research is to determine geometric considerations for optimal light capture efficiency in the beta cell of a coincidence beta-gamma detector that consists of two different scintillators, (Cooper et al, 2007 ). This research is applicable to the improvement of the performance of all scintillation based radiation detection systems.
The energy resolution and detection efficiency are a direct outcome of the scintillation photon capture efficiency within the photo-multiplier-tube (PMT). The secondary objective of this research is to develop a general and qualitative understanding of the effects on light capture efficiency of geometric and reflective properties in scintillation based radiation detectors. This objective was accomplished by the investigation and comparison of eight different optical geometries. Qualitative and quantitative understanding of these results can than be applied to improve the development and production of other scintillation based radiation detection systems.
Background:
This report is a contribution to the development of a beta-gamma radiation detector specialized for the monitoring of atmospheric levels of radioxenon as called for by the Two schematic diagrams ( Figure 1A and 1B) show the beta-gamma detector used to detect the four radioxenon isotopes 131m Xe, 133mXe, 133 Xe and 135 Xe. The CsI(Na) well detectors are used to detect both x-rays and gamma-rays from the beta-gamma coincidence signatures of the four radioxenon isotopes. The plastic scintillator cell is used to detect beta particles and conversion electrons. The use of a single PMT for each detector greatly increases the detector calibration and reliability. However, it is critical to achieve good energy resolution with the beta cell to distinguish between overlapping signatures for Figure 1A . Schematic of four CsI(Na) well detectors with gas beta cells, inside of 1" lead cave. The second schematic is the gas beta cell with PMT and tube base.
The Monte-Carlo software used in this study is known as DETECT2000. It was written by François Cayouette, as a portion of his Doctoral research at Laval University, Canada (Cayouette, 2001 ). DETECT2000 is a C++ programming language update of the DETECT97 software, which was based on the DETECT code. DETECT was originally written by Glenn Knoll in 1988 (Knoll et al., 1988) . It was written in the Pascal programming language and was first used to investigate the optical performance properties of various potential designs for a scintillation based neutron detector.
Light capture efficiency in scintillation based radiation detection systems is of significance because optical capture is the mechanism that ultimately dictates the information gathered about radiation events occurring in the detector. This study considers optical photons captured when they strike the surface of the photomultiplier tube. In a real scintillation based radiation detection system, this event will result in an electronic signal that can be processed for information. As such, it can be said that light capture efficiency is important to this electronic signal for two reasons.
The first reason is signal to noise Ratio (SNR) which is inherent in any electronic system.
The greater the signal strength over that noise, the smaller the contribution from the noise is to the system's output. This directly effect the detection efficiency of low level signals which can be obscured by the random noise fluctuations. The second reason is energy resolution; in this study, it is the comparison of an energy deposition in one part of the detector to the exact same event in another portion of the detector. The ability of these events to look the same in the diction system's output is dictated by the uniformity of light capture in the scintillator.
Method:
The results of this study were obtained by utilizing the DETECT2000 Monte-Carlo optical transport code. Due to the original source code's lack of compliance with current C++ computing language standards, ISO version 4.X, the binaries had to be built using a legacy C++ compiler, ISO version 2.9. The simulations of the radiation detector geometries were constructed as per technical drawings of the detector produced by the manufacturer, St. Gobain.
As the simulation relied on Monte-Carlo methods, certain optical properties of the material had to be defined. The optical properties of these materials are empirical and some of that data was not available so three of the properties were assumed. Table 1 lists out the values for each of the materials that were used in the simulations. It should be noted, that this simulation method was performed with a single wavelength of emission from the BC400 scintillator of the beta cell. However, it is known that scintillators emit light distributed throughout the optical spectrum. Although that data was available for BC400; without knowing the other optical properties, index of refraction and absorption length, for all of the photons in the spectrum, this would further complicate the results. It was decided to simulate the peak wavelength and use the known optical properties for the peak wavelength of emission. The effects of these assumptions are not known, however, these variances from real world physics properties are not considered to significantly alter the results.
Material

Index of Refraction
A bug in the original software for specific geometric constructions allowed photons that did not escape the geometry to be counted as escaped. This was always a problem when the geometry had cylindrical volumes whose boundaries touched. This effect was termed This was significant to the results as the new binary always output a "Segmentation Fault" error when trying to run the more geometrically complex Phoswich simulations.
As such, the old binary was run for the two Phoswich geometry simulations, resulting in false photon escapes of approximately 4.5% on each of the data points.
While it cannot be determined exactly what would happen to those falsely escaped photons, comparison of the results from simulations that ran on both binaries showed that approximately 95% of the escaped photons would have been captured. Therefore, it is believed that this added an additional uncertainty of approximately 0.5% to the Phoswich simulation data, for a grand total of approximately 1% uncertainty for each data point on those two data sets. These assumptions were considered to be conservative for the current work.
The data presented on each of the eight simulations represents the generation of optical photons at 180 infinitesimally small data points. Each data point represents 10 5 photons simulated, for a grand total of 18 million photons generated per geometry. In the program's statistical output, the number of photons simulated yielded uncertainties on all of the results to be less than 0.2%. Furthermore, each data point had a unique seed for the random number generator, each seed providing a period of 10 18 random numbers, ensuring proper behavior of individual random events (Cayouette et al., 2001 ).
To achieve uniform characterization, the area distribution of data points was equal for the majority of the detector simulated. This value was approximately 5 data points per mm 2 .
This distribution was achieved by the development of code in C++ that output text to use in the simulation construction input. There was a variation in the arc cross section area in the beta cell's spherical tip. This was performed to better assess the effects of light capture efficiency in this region. The data point distribution in that area were calculated by using a formula to distribute points along the radii, at angles of 18 degrees. The innermost and outermost points of all regions are within 0.1 mm of the material boundaries, and the distribution of data points in between is spatially uniform. This resulted in a data point distribution of approximately 10 per mm 2 for that region. The distribution of the data points within the beta cell tip is illustrated in Figure 2 . For the purposes of efficiency, the data points were placed on a plane in the scintillator about the lines of symmetry, as shown in Figure 4 . This prevented unnecessary repetitive computations, and simplified the processes of compiling and presenting the data.
Uniformity about the lines of symmetry was demonstrated in previous research using this software (Farsoni et al., 2007) .
In order to investigate the effects of certain changes on light capture efficiency, 4 designs were tested, each with different reflector placement. Each design was simulated twice, once using metalized reflectors and then again using diffuse reflectors; this resulted in a simulation total of 8 data sets, or 8 geometries. It should be noted that reflection probability was chosen as 95% at all reflective boundaries, as chosen in previous work in light capture efficiency, from data based on the CRC Handbook (Henning et al., 2006) .
As the program output data in large text files, custom software was written in the C++ programming language to parse through the output files to obtain and sort the desired data. For graphical representation, the data was input into Microsoft Excel and ROOT. In all of the simulations, the data points in the beta cell were distributed in the scintillator area on the plane, about the 2 nd line of symmetry, the black line bisecting the cell, as illustrated in Figure 4 . For the purposes of optical photon detection, an invisible surface exists that counts all optical photons that strike it, its location is at the far end of the red colored base in this drawing. In the 1, 1.5, and 2 reflector geometries, this was all that was simulated as optical photons would not leave the beta cell.
The single reflector geometry is a simulation where the reflecting boundary completely surrounds the beta cell, the interior void is simulated as air. The 2 reflector geometry is the same as the single but it has an additional reflector completely surrounding the interior air volume. The 1.5 reflector geometry is like the single reflector model but an additional reflector is located on the interior base of the beta cell (red in figure 4 ). Figure 5 represents the two Phoswich simulations. The grey beta cell exists within the well of the yellow NaI cell. Invisible surfaces at the exterior of the beta cell base that also spans the gap in the well between the beta cell and the NaI, and at the base of the NaI cell are the boundaries that count photons that strike them. In these simulations the reflecting boundary completely surrounded the exterior of the NaI well detector. In the phoswich simulations, optical photons were allowed to pass from the beta cell into the NaI well detector. Because the well detector is used to detect x-rays and gamma-rays only no optical photons were generated in this region of the phoswich detector. 
Results:
The results for each of the simulations is shown using a pair of graphs that display the There are actually 6 lines of data in the beta cell tip, however, for the purposes of visual clarity, 3 lines were omitted from the graphical representations of the data. The actual distribution on the data points in the tip is shown in Figure 2 .
Figures 7 through 10 demonstrate the effects of a diffuse reflector used in the design.
These data sets show that in the 1 and 2 reflector designs, a diffuse reflector will lead to a smooth transition of decreasing light capture efficiency as light is generated further from the Photomultiplier Tube (PMT). Possibly, this effect occurs due to the random chance of photon death. Consequently, the further away a photon is generated, the more reflections a photon is likely to encounter, the higher its chance of death, the less its probability of capture is. This hypothesis is further substantiated when comparing Figures 11 through 14 demonstrate the effects of a metallized reflector used in the design.
These data sets show that in our 1 and 2 reflector designs, a metal reflector does not yield a smooth transition of decreasing light capture efficiency as light is generated further from the PMT. Furthermore, the heightened light capture efficiency in the last 2 data lines, the ones deep in the beta cell tip, show a marked and rapid increase in light capture efficiency in that region; in particular, that it is at a local maximum at the most remote location, the data taken on the line of symmetry in the beta cell tip. It is believed that this effect is observed due to the reflective properties a metallized surface provides. At the line of symmetry, in the most remote region, the light generated will be reflected in directions that can only lead closer towards successful capture. Conversely, as light is generated further from this region, some of that light can still travel away from successful capture, resulting in a smaller chance of optical capture due to greater travel length as well as a greater probability of reflections. A comparison between the data sets of Figure 27. Probability distribution of light capture Efficiency for all geometries using one-quarter of the data points.
Conclusions and Future Work:
The results of this study suggest, that for the purposes of maximizing light capture efficiency and minimizing its distribution, the detector design modeled should use a Phoswich geometry using a diffuse reflector. In addition, it suggests than an increase in reflector surface area of an optically closed system, in an otherwise equivalent optical transport geometry, yields worse light capture efficiency properties. Furthermore, it is suggested that in some types of complex geometries, metallized reflectors can yield better light capture efficiency properties over diffuse reflectors; as well as suggesting the inverse for simple reflector geometries.
Future work may involve a comparison of Monte-Carlo obtained light capture efficiency results to actual experimental data on signal to noise ratio and resolution. In addition, detector virtualization is being considered. Detector virtualization is intended to utilize all applicable forms of Monte-Carlo particle transport combines with the simultaneous simulation of numerous real world physics processes inherent in the operation of a radiation detection system. The ultimate goal of detector virtualization will be to duplicate real-world detector response in a computer simulation, leading to the advancement of radiation detector sciences in the areas of understanding and development.
