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Аннотация: Статья посвящена задаче оптимального управления, 
построенной по модели оптимизации продуктивности природных ре-
сурсов. Анализ проводится в рамках принципа максимума Понтрягина 
для задач с бесконечным горизонтом. Исследуется поведение динами-
ческой системы при различных режимах управлениях, осуществляется 
поиск стационарных уровней гамильтоновой динамики. Предлагается 
конструкция аппроксимирующего управления ступенчатого вида, по-
строенного на основе условия ограниченности природных ресурсов.
Введение
Статья посвящена задаче увеличения продуктивности природных ре-
сурсов за счет сбалансированной инвестиционной политики, направленной 
на дематериализацию экономики. Постановка задачи осуществлена на осно-
ве классических подходов, используемых в моделях экономического роста 
([2], [6]), а также заимствует методы и подходы, предложенные в работе [7]. 
В модель включен механизм ценообразования, который обеспечивает 
рост стоимости материалов при уменьшении их запасов, что может трак-
товаться как естественный инструмент штрафов за нарушение фазовых 
ограничений в задачах оптимального управления. Дорожающие ресурсы 
отрицательно влияют на потребительский индекс, по которому оценивается 
качество процесса управления [8].
Актуальность подобных моделей значительна, поскольку опираясь на 
статистику [4] можно отметить стремительно растущие темпы потребления 
природных ресурсов.
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Задача состоит в нахождении таких оптимальных инвестиционных стра-
тегий в увеличение продуктивности ресурсов, при которых интегральный ин-
декс потребления логарифмического типа принимает максимальное значение 
вдоль траекторий динамической системы. Исследование задачи осуществля-
ется в рамках принципа максимума Понтрягина ([1], [5]). Формулируются 
условия, при которых существует стационарная точка га миль тоновой дина-
мики. Опираясь на свойства системы при постоянных управлениях, строится 
аппроксимирующее решение и сравнивается со стабилизированными траек-
ториями, построенными по алгоритму, описанному в работе [7].
Описание модели и постановка задачи
Основными переменными модели служат внутренний валовой продукт 
(ВВП) y, объемы потребления ресурсов m и общий расход ресурсов к мо-
менту времени t
 M=M  (t )=r 
t
0
m (x ) dx, M0=r 
+3
0
m (t ) dt. (1), (2)
Начальный уровень потребления m0 и общий запас ресурсов M0 известны.
Продуктивность ресурсов z (t ) в момент времени t задается равенством
 z (t )=z (t )/m (t ) (3)
В силу ограниченности природных ресурсов логично предполагать, что 
при уменьшении запасов материалов цены p (t ) на них будут расти. Указан-
ная взаимосвязь описывается пропорцией:
 p (t )/p0 =M0/ (M0-M (t ) ) (4)
В силу замкнутости экономической системы можно выписать следую-
щее балансовое соотношение в относительных величинах
 c (t )/y (t ) =1-p (t )m (t )/y (t )-u (t ), (5)
которое говорит о том, что текущий объем ВВП y (t ) расходуется на потре-
бление c (t ), закупку материалов по цене p (t ) в объеме m (t ) и инвестиции u (t ) 
в увеличение продуктивности z (t ) природных ресурсов. В виду соотноше-
ния (5) можно указать такую положительную величину u, которая ограничи-
вает уровни инвестиций сверху: 0Gu (t )Gu <1.
В модели используется производственная функция Кобба-Дугласа
 y (t ) =aebtma (t ),   a>0,   bH0,   0Ga<1, (6)
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где параметр a — коэффициент масштаба, символ b определяет процесс ро-
ста выпуска y (t ) за счет развития производственных факторов (здесь потре-
бление ресурсов m (t )), величина a — коэффициент эластичности.
Замечание. Параметры модели удовлетворяют неравенству m0/M0<b/a, 
которое выполняется в статистических данных для большинства стран. 
Задача оптимального управления
Предполагается, что относительный темп изменения продуктивности 
z (t ) ресурсов пропорционален доле ВВП u (t ), инвестируемой в технологи-
ческие разработки и направленной на повышение продуктивности ресурсов 
(см. [2]):
 .z (t )=bu (t )z (t ),   bH0, (7)
где параметр b определяет эффективность инвестиционного процесса u (t ). 
Из равенства (7), в силу соотношений (3) и (6), определяется закон измене-
ния потребления природных ресурсов
 .m (t )= (b-bu (t ) )m (t )/ (1-a ). (8)
Для приведения задачи оптимального управления к классическому виду 
вводятся фазовые переменные
 x1 (t )=m (t )/ (M0-M (t ) ),   x2 (t )=p (t )m (t )/y (t ). (9)
Отметим, что введение таких переменных необходимо в силу метода 
разрешения особенностей для величин, принимающих бесконечно большие 
(малые) значения в системах дифференциальных уравнений [3]. Для полу-
чения динамики введенных переменных x ($ )= (x1 ($ ), x2 ($ ) ) используются 
соотношения (1), (3), (6)  –  (8).
.
x1 (t )=ƒ1  (x (t ), u (t ) )=x1 (t )dx1 (t )+ b-bu (t )1-a n,  x01=
m0
M0
(10)
.
x2 (t )=ƒ2  (x (t ), u (t ) )=x2 (t ) (x1 (t )-bu (t ) ),  x02=
p0m
a
0
a
Управление u (t ) в уравнениях (10) удовлетворяет ограничениям
 0Gu (t )Gu <1. (7)
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В переменных x (t )= (x1 (t ), x2 (t ) ) логарифмический индекс потребления 
(6) записывается следующим образом:
ln c (t )=ln 
x1 (t )
x2 (t )
 ln (1-u (t )-x2 (t ) )+ln ( p0 M0 )=~ (x, y )+ln ( p0 M0 ).
Функционал качества процесса управления определяется как интеграль-
ный логарифмический индекс потребления, дисконтированный на бесконеч-
ном промежутке времени (t — дисконтирующий множитель).
 J  (x ($ ), u ($ ) )=r 
+3
0
e-tt~ (xt , ut ) dt. (12)
Задача оптимального управления состоит в максимизации функци-
онала качества (12) вдоль траекторий  (xt , ut ) динамической системы (10), 
удовлетворяющей начальным условиям x0 = (x01, x
0
2 ) и ограничениям (11) по 
переменной управления u (t ).
Исследование задачи
Анализ задачи оптимального управления проводится в рамках принци-
па максимума Понтрягина [5] при наличии особенностей бесконечного про-
межутка времени [1].
Гамильтониан и области его определения
Стационарная гамильтонова функция задачи управления имеет вид
 ^H  (x, }, u )=~ (x (t ), u (t ) )+G}, f  (x, u )H,   f  (x, u )=d f 1 (x, u )f 2 (x, u ) n, (13)
где }= (}1, }2 ) — вектор сопряженных переменных, f  (x, u ) — вектор-функ-
ция, определяющая правые части динамической системы (10).
Вычисляя максимум функции  ^H  (x, }, u ) (14) по переменной u, находим 
структуру управления u0 (см. таблицу 1).
Управление, u0 Ограничение
0 x ! D1={x : v (x3, x4 )H1-x2}
1-x2-v (x3, x4 ) x ! D2={x : 1-u-x2Gv (x3, x4 )G1-x2}
v x ! D3={x : v (x3, x4 )G1-u-x2}
Таблица 1. Структура управления
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Здесь введены сопряженные переменные x3=}1x1, x4=}2x2, функция 
v (x3, x4 )=-
 (1-a )

b
 
1

x3+ (1-a)x4
, а вектор  (x1, x2, x3, x4 ) обозначен симво-
лом x.
Стационарная точка и область ее существования
Анализируя гамильтонову динамику, полученную из принципа макси-
мума Понтрягина [1], [5], исследуется вопрос существования стационарных 
точек гамильтоновой.
Утверждение. В области D2 переменного управления существует ста-
ционарная точка x*= (x*1 , x*2 , x*3 , x*4  ), если параметры модели лежат внутри эл-
липтической области X, изображенной на рисунке 1. При этом координаты 
стационарной точки находятся в явном виде
 x*1 =b/a,   x*2 = (at-b ) ( (1-a )t+ab-b ) ), 
(14)
 x*3 = (1-a )d1- atab-b n x*4 ,   x*4 =
ab-b

at (1-a ) (b-t )+b (ab-b )
. 
Управление в стационарной точке вычисляется по формуле:
 u*=b/ (ab ). (15)
Рис. 1. Область существования стационарной точки 
Замечание. Стационарный режим управления лежит в области D2 пере-
менного управления, если выполнено неравенство u*Gu <1.
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Аппроксимирующее управление
Для построения аппроксимирующего управления мы исходим из того, 
что изначально запасы ресурсов ограничены величиной M0 (2 ). Значит мож-
но ожидать, что M (t )$
t"3
M0.
Момент смены управления
Возьмем любое постоянное начальное управление u1H0. Зная закон из-
менения потребляемых в период t ресурсов (8), найдем текущий уровень 
использования материалов m1 (t, u1 ).
Предположим, что найденная функция описывает потребление ресур-
сов вплоть до некоторого момента времени T=T (u1 ), после которого про-
исходит смена управления на стационарный режим u* (15), и потребление 
ресурсов подчиняется закону m2 (t, u* ). Следовательно, текущее потребление 
материалов описывается функцией
 m (t, u1 )=





m0e 
b-bu1
1-a t, tGT=t (u1 )
m0e 
b-bu1
1-a Te -
b
a
 (t-T  ), tHT=t (u1 )
 (16)
Полученные соотношения (16) подставим в условие ограниченности ре-
сурсов (2), откуда найдем момент времени T=t (u1 ) смены управления
 T  (u1 )=





1-a

b-bu1
 ln d1- bM0 ( ^u-u1 )
m0a (u*-u1 )
n, bu1!b
M0
m0
 -
a

b
 , bu1=b
 (17)
Замечание. Существует такой уровень управления u^=
1

b
 (b+ (1-a )
M0
m0
  ),
что limu1- ^uT=+3, а при u1> ^u указанного момента времени T  (u1 ) не суще-
ствует, т. е. условие ограниченности ресурсов будет выполнено, если только 
начальное управление u1 не превышает уровня  ^u.
Выбор начального управления
Начальное управление u1 выбирается из того условия, что при дости-
жении фазовыми траекториями  (x1 (t ), x2 (t ) ) момента времени T=T  (u1 ) (17), 
они оказываются на стационарном уровне  (x*1 , x*2  ).
Используя соотношения (4), (6), (9), найдем xi (T  (u1 ), u1 )=xi (u1 ), i=1,2.
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x1 (u1 )=
b

a
/x*1 ,  x2 (u1 )=
p0 M0
aa
 ma0  d bM0am0  
  ^u-u1
u*-u1
n -ab
u*-u1
b-u1 =x*2
Первое равенство выполнено при всех u1. Таким образом, для нахожде-
ния управления u1 используется второе соотношение.
Замечание. Численные эксперименты показывают, что то начальное 
управление u01, которое находится из второго равенства x2 (u1 )=x*2 , удовлет-
воряет ограничениям 0Gu01 <  ^u.
Сравнение аппроксимирующего и стабилизированного решений
Стабилизированное решение гамильтоновой системы строится в соот-
ветствии с алгоритмом, предложенным в работе [7]. Для этого требуется, в 
частности, чтобы стационарная точка была седлового типа. 
По данным экономики Китая эконометрическая калибровка параметров 
модели дает следующие результаты: M0=1.81$10
6, u =0.12, t=0.18, a=64.34, 
b=0.069, a=0.4091, b=1.523, p0=100. Стационарная точка имеет координа-
ты x*= (0.17, 0.03, 6.21, -2.22 ), u*=0.11. Собственные числа якобиана, вы-
численного в стационарной точке, равны: m1=-1.832, m2=-0.011, m1=0.203, 
m1=2.000.
Известно [7], что вблизи установившегося состояния x* стабилизиро-
ванные траектории достаточно точно описывают поведение оптимальных 
решений. Этот факт позволяет оценить качество аппроксимационной схемы 
в окрестности стационарной точки. 
Сравнивая результаты, полученные (см. рисунок 2) при помощи стаби-
лизатора и аппроксимирующего управления, можно отметить, что в целом 
поведение траекторий схоже, но качество приближения не очень высокое. 
Поэтому в дальнейшем планируется строить аппроксимирующее управле-
ние ступенчатого вида, с большим количеством промежуточных ступеней, 
роль которых в данной схеме играло начальное управление u1.
Рис. 2. Сравнение стабилизированных (черная линия) 
и аппроксимирующих (синяя линия) решений. 
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