Abstract. For 2D periodic Jacobi operators we obtain the estimate of the Lebesgue measure of the spectrum and estimates of edges of spectral bands.
Introduction
We consider a self-adjoint 2D periodic Jacobi operator J : ℓ 2 (Z × Z) → ℓ 2 (Z × Z) given by (J f ) n = A n f n+1 + B n y n + A * n−1 f n−1 , f = (f n ) ∈ ℓ 2 (Z 2 ), f n ∈ ℓ 2 (Z), n ∈ Z.
(1.1)
Operators A n , B n : ℓ 2 (Z) → ℓ 2 (Z) are 1D periodic Jacobi matrices given by here p 1 , p 2 ∈ N are periods, we suppose that p 1 , p 2 3. For example if A n = I (identical operator), n ∈ Z and B n = S + S −1 + B 1 n , n ∈ Z for some diagonal B 1 n then the corresponding operator J is a discrete 2D Schröedinger operator. By Theorem 2.1 the spectrum of operator J is 5) where λ 1 ... λ p 1 p 2 are eigenvalues of p 1 p 2 × p 1 p 2 matrix J (2.2). Now we give estimates of λ n and estimates of Lebesgue measure of spectrum σ(J ). Theorem 1.1. i) The following estimates are fulfilled
where λ ± n are given by (3.16) and does not depend on (x, y). ii) The Lebesgue measure of the spectrum satisfy 1 are large values then (1.7)-(1.8) is better than (1.10). The second reason is that we have min in (1.7)-(1.8) instead of max in (1.10), but in the first estimate there is a sum, which gives the worst result in some cases than the second estimate. 2. For the 1D scalar Jacobi operator A we have the estimate (see e.g. [DS] , [Ku] , [KKr] )
where a n are off-diagonal elements and b n are diagonal elements of A. We reach equality for the case of discrete Shrödinger operator A 0 with a
The result similar to (1.11) was obtained in [PR] for general non periodic 1D scalar case. Recently author obtain in [Ku1] better estimate (generalized also to the vector case, when a n , b n are finite matrices) mes(σ(A)) 4 min n |a n |.
(1.12)
In the present paper we apply similar technique to obtain estimates in 2D case. As in 1D case we get that the Lebesgue measure of spectrum does not depend on diagonal elements of Jacobi matrix, but there is a sum of some off-diagonal elements which was not in 1D scalar case. Nevertheless, the presence of the sum in (1.8) justified (see examples below for which estimates (1.7)-(1.8) are sharp). 3. Consider the important case A n , n ∈ Z are diagonal operators. In particular if A n , n ∈ Z are identical operators and B n are discrete 1D Schrödinger operators then J becomes 2D discrete Schrödinger operator.
If A n , n ∈ Z are diagonal operators then all a where the dependence of b 1 appears again. This means that if b 1 has some large components then (1.14) is worse than (1.13). We construct examples for which estimate (1.13) is sharp. We skip simple examples and find such examples for which the sum of p 1 or p 2 elements in (1.13) plays important role.
Example 1. Let A n ≡ 0, n ∈ Z and let
where S (see after (1.3)) is a shift operator and I is identical operator, i.e. B n is a shifted discrete 1D Shrödinger operator. By (1.1) the spectrum of J is
i.e. mes(σ(J )) = 4p 1 . Estimate (1.13) gives us the same result mes(σ(J )) 4p 1 .
2. Now we suppose that all A n ≡ I are identical operators and all B n = diag(4m mod 4p 2 ) m∈Z . In this case J(x, y) (2.2) depends on y only and has a form
Such J(y) corresponds to the matrix-valued 1D Jacobi operator J 1 with mes(σ(J 1 )) = 4p 1 (this is a direct sum of shifted Schrödinger operators, for more details see Example in [Ku1] ). Then mes(σ(J )) = 4p 2 and (1.13) gives us the same result mes(σ(J )) 4p 2 .
Direct integral
For any n ∈ Z we introduce matricesÂ n ≡Â n (x) andB n ≡B n (x), x ∈ [0, 2π] by the following identitieŝ
2 by the following identity
Now we give representation of J (1.1) as a direct integral of finite matrices J (2.2). Methods of the Proof of the next Theorem are similar to methods from [RS] , XIII.16, p.279. Proof. Let unitary operator
be given by
(2.5) Substituting (2.3)-(2.5) into (1.1)-(1.3) and using (1.4) we deduce that J 1 has a form
2 ) be given by
for any n ∈ Z. Introduce operator
Substituting (2.8)-(2.9) into (2.6) we deduce that J 2 has a form J 2 ((g n )
2 ) and matrix J(x, y) is given by (2.2), i.e. J 2 = J . By (2.5), (2.9) we deduce that J unitarily equivalent to the operator J . 
(3.4) Note that J 0 does not depend on x, y. For any self-adjoin matrix A let us denote A + ≡ P + A 0, A − ≡ −P − A 0, where P ± are projectors to positive and negative eigenspaces of A. Then A = A + − A − and |A| ≡ (AA) 1 2 = A + + A − . We will write A B if A − B 0, i.e. A − B is positive definite self-adjoint matrix. Now we will estimate J 1 . Firstly define the matrix C by 5) where matrices C n is given by: for n ∈ [2, p 1 − 1]
where
Note that C is a positive definite diagonal matrix does not depend on x and y.
Lemma 3.1. The following inequalities are fulfilled
Proof. Note that and
12)
, (3.13)
(3.14)
Using (3.5)-(3.8) and (3.11)-(3.14) we deduce that diag(|B 1 n |) Proof of Theorem 1.1. i) follows from (3.4) 3 , and (3.9), since J 0 − C J J 0 + C and J 0 ± C does not depend on (x, y).
ii) Without loss of generality, we may assume that where we use definition before (3.16) and (3.5)-(3.8) with (3.17).
