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Povzetek
Naslov: Obhod trgovskega potnika po zemljevidu Slovenije
Problem trgovskega potnika je dobro znan NP-tezˇak problem. Cilj pro-
blema je obresti dolocˇeno mnozˇico mest tako, da pri tem prehodimo cˇim
krajˇso pot in se vrnemo v izhodiˇscˇe. V magistrski nalogi smo poiskali obhod
trgovskega potnika po 6007 naseljih Slovenije glede na geografske razdalje
med naselji. Za iskanje smo uporabili programa LKH in Concorde. S progra-
mom LKH smo poiskali zgornjo mejo obhoda trgovskega potnika. Nato smo s
programom Concorde poiskali spodnjo mejo za obhod trgovskega potnika in
jo nato izboljˇsevali, dokler nismo dosegli izenacˇenja spodnje in zgornje meje.
Nasˇli smo obhod dolzˇine 7733,125km in pokazali njegovo optimalnost.
Kljucˇne besede
problem trgovskega potnika, geografski podatki

Abstract
Title: Traveling salesman problem on the map of Slovenia
The traveling salesman problem is a well known NP-hard problem. Given
a list of cities and the distances between each pair of cities, the goal is to
find the shortest possible route that visits each city and returns to the origin
city. In the thesis we found the solution to the traveling salesman problem
on 6007 settlements in Slovenia using the geographical distance between the
settlements. To find the solution we used programs LKH and Concorde.
With LKH we obtained the upper bound of traveling salesman tour. Than
we used Concorde to obtain and improve the lower bound of the traveling
salesman tour. We have found the tour of length 7733,125km and have shown
that it is optimal.
Keywords




Problem trgovskega potnika je klasicˇen algoritmicˇni problem na podrocˇjih
operacijskih raziskav, matematicˇne optimizacije in teoreticˇnega racˇunalniˇstva.
Trgovski potnik mora obresti dolocˇeno mnozˇico mest tako, da pri tem pre-
hodi cˇim krajˇso pot in se vrne v izhodiˇscˇe. Problem trgovskega potnika je
matematicˇni problem in ga najlazˇje opiˇsemo z grafom, ki opisuje lokacije
mest in razdalje med njimi.
Za problem trgovskega potnika obstaja vecˇ baz testnih podatkov. Med
njimi je tako imenovana nacionalna TSP druzˇina 27 problemov [1], kjer je
izziv najti najkrajˇsi obhod po mestih v dolocˇeni drzˇavi ali delu drzˇave. Pro-
blemi vsebujejo od 28 mest v Zahodni Sahari pa do 71009 mest na Kitajskem.
Od vseh 27 problemov so trije sˇe vedno resˇeni zgolj priblizˇno. Prvotno ko-
lekcijo dopolnjujejo dodatni primeri obhodov po mestih drugih drzˇav, npr.
Romuniji in Sˇvici [2]. Primera za Slovenijo nismo nasˇli, zato smo se v magistr-
ski nalogi odlocˇili poiskati podatke za obhod trgovskega potnika po naseljih
Slovenije in problem tudi poskusiti resˇiti. Za naselja smo se odlocˇili, ker je
sˇtevilo mest premajhno. Pridobili smo imena 6007 naselij Slovenije in nji-
hove geografske koordinate. S programom LKH smo najprej poiskali obhod,
ki dolocˇa zgornjo mejo za vrednost optimalnega obhoda. S programom Con-
corde pa smo potrdili, da je ta zgornja meja natancˇna — krajˇsi obhod ne
obstaja. Dodatno smo poiskali sˇe optimalni obhod po obcˇinah Slovenije in
1
2 POGLAVJE 1. UVOD
ga primerjali z optimalnim obhodom po naseljih.
V poglavju TSP in uvodne definicije povemo nekaj vecˇ o samem problemu
trgovskega potnika in njegovih razlicˇicah. Na kratko opiˇsemo tudi neka-
tere nacˇine resˇevanja tega problema. Definiramo tudi nekatere matematicˇne
pojme, ki jih potrebujemo za nadaljno razumevanje magistrske naloge. V po-
glavju LKH - iskanje zgornje meje natancˇneje opiˇsemo idejo programa LKH
in oriˇsemo njegovo implementacijo. V poglavju Concorde - iskanje spodnje
meje podobno naredimo za program Concorde. V poglavju Pridobitev podat-
kov natancˇno opiˇsemo pridobitev podatkov in zapis v standardno obliko, ki
jo sprejmeta programa Concorde in LKH. Za zakljucˇek si v poglavju Analiza
rezultatov pogledamo optimalni obhod po naseljih Slovenije in ga primerjamo
z optimalnim obhodom po obcˇinah Slovenije.
Poglavje 2
Problem trgovskega potnika in
uvodne definicije
V tem poglavju bomo najprej definirali problem trgovskega potnika in neka-
tere njegove razlicˇice. Na kratko bomo opisali tudi nekaj nacˇinov za njegovo
resˇevanje. Nato bomo uvedli nekaj uvodnih definicij iz podrocˇij grafov, line-
arnih programov in iskalnih dreves.
2.1 Problem trgovskega potnika
Problem trgovskega potnika (TSP - Traveling Salesman Problem ) je dobro
znan NP-poln problem [3], ki ga lahko na kratko povzamemo s sledecˇo na-
logo. Pri danem seznamu mest in cenami povezav med njimi, poiˇscˇi najce-
nejˇso mozˇno pot, ki gre skozi vsako mesto natanko enkrat in se na koncu
vrne v izhodiˇscˇno mesto. TSP modeliramo kot graf, kjer mesta predstavljajo
tocˇke, cene pa utezˇene povezave v grafu. Cˇe velja, da je cena med mestom
A in mestom B enaka ceni med mestom B in mestom A, je graf neusmerjen
in TSP simetricˇen. Cˇe to ne velja, je graf usmerjen in TSP asimetricˇen.
Cˇe cena obstaja za vsak par mest, je graf poln. V splosˇnem TSP predsta-
vlja neusmerjen poln graf. Posebna oblika problema trgovskega potnika je
metricˇni problem trgovskega potnika, kjer za utezˇi na povezavah velja triko-
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tniˇska neenakost, t.j. cena povezave od mesta A do mesta C je manjˇsa ali
enaka vsoti cen povezav, ki gresta od mesta A do poljubnega mesta B in
od mesta B do mesta C. Utezˇi v metricˇnem problemu trgovskega potnika
imenujemo razdalje.
Resˇitev TSP z nmesti lahko najdemo, cˇe preverimo (n−1)!
2
razlicˇnih mozˇnih
obhodov. Zˇe za relativno majhno sˇtevilo mest je preverjanje vseh mozˇnih
obhodov zamudno in pretirano. Za iskanje resˇitve TSP so se tako razvili
razlicˇni pristopi. V grobem jih delimo na eksaktne algoritme, ki zagotovo
vrnejo optimalni obhod, in hevristicˇne algoritme, za katere pricˇakujemo, da
bodo vrnili dober priblizˇek optimalnemu obhodu. Hevristicˇne algoritme na-
dalje delimo na algoritme, ki obhod gradijo, in algoritme, ki ga izboljˇsujejo.
Ker je TSP NP-poln problem, znani eksaktni algoritmi niso bistveno hitrejˇsi
od preverjanja vseh mozˇnih obhodov.
Held in Karp sta predstavila dinamicˇni algoritem, ki rekurzivno iˇscˇe apro-
ksimacijo optimalnega obhoda [4]. Algoritem sloni na predpostavki, da je
vsaka podpot minimalne poti minimalna. Zaradi visoke prostorske zahtev-
nosti je algoritem primeren le za manjˇse probleme. Za vecˇje probleme se
uporablja metoda, ki z linearno relaksacijo iterativno znizˇuje ceno obhoda,
dokler ne najde resˇitve. Tovrstne metode resˇevanja linearnih programov z
velikimi in kompleksnimi sistemi neenakosti so predstavili Dantzig, Fulker-
son in Johnson [5], imenujemo jih metode presecˇnih ravnin. Ko z metodo
presecˇnih ravnin obhoda ne moremo vecˇ izboljˇsati, ga lahko razvejimo na
dva podproblema in ju resˇujemo locˇeno. Podproblem nadalje zopet razve-
jamo ali ugotovimo, da je irelevanten, in ga opustimo. Ta metoda sodi med
metode razveji in omeji [6], imenujemo jo razveji in odrezˇi [7]. Trenutno
najbolj ucˇinkovita implementacija te metode je program Concorde [8, 9, 10].
Med hevristicˇne algoritme, ki gradijo obhod, uvrsˇcˇamo algoritem naj-
blizˇjega soseda in algoritem z vstavljanjem. Algoritem najblizˇjega soseda
je pozˇresˇni algoritem, pri katerem nakljucˇno izberemo zacˇetno mesto v ob-
hodu. Obhodu nato na vsakem koraku dodamo zadnjemu mestu najblizˇje
sˇe ne obiskano mesto. Pri algoritmu z vstavljanjem prav tako nakljucˇno iz-
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beremo zacˇetno mesto v obhodu. Nato na vsakem koraku dodamo sˇe ne
obiskano mesto in ga vstavimo med tisti dve zaporedni mesti na obhodu,
kjer je novi obhod najcenejˇsi. Najnatancˇnejˇsi in najcenejˇsi algoritem z vsta-
vljanjem lahko povezˇemo z minimalnim vpetim drevesom [11].
λ-opt hevristike, spadajo med hevristicˇne algoritme, ki izboljˇsujejo obhod.
Bistvo take hevristike je, da v zˇe obstojecˇem obhodu poiˇscˇemo λ mnogo
povezav in jih zamenjamo z λ drugimi povezavami tako, da izboljˇsamo obhod.
V praksi uporabljamo 2-opt [12] in 3-opt [13] hevristiki. Lin in Kernighan
sta razvila algoritem Lin-Kernighan (LK), ki za razliko od λ-opt hevristik
ne menjava fiksnega sˇtevila povezav, ampak poskusˇa na vsakem koraku najti
najprimernejˇso sˇtevilo povezav za menjavo [14]. Najboljˇsa implementacija
algoritma LK je njena modificirana verzija imenovana LKH [15].
2.2 Uvodne definicije
Za potrebe magistrske naloge moramo poznati nekaj osnovnih pojmov iz po-
drocˇij grafov, linearnih programov in iskalnih dreves. V naslednjih razdelkih
bomo definirali in razlozˇili dolocˇene pojme iz teh podrocˇij.
2.2.1 Osnove grafov
Naj bo G = (V,E) graf, kjer je V = {v1, v2, . . . , vn} mnozˇica vozliˇscˇ in
E = { e1, e2, . . . , em } = { (vi, vj) | vi ∈ V, vj ∈ V } mnozˇica povezav. Naj bo
W ⊂ V , potem je inducirani podgraf graf katerega mnozˇica vozliˇscˇ je enaka
W in je mnozˇica povezav enaka vsem povezavam, ki imajo obe krajiˇscˇi v
mnozˇici W . Podgraf induciran z mnozˇico W oznacˇimo z GW .
Graf G ima n = |V | tocˇk in m = |E| povezav. S ce ali c(e) oznacˇimo
utezˇ na povezavi e. Za vsako podmnozˇico S ⊆ E z L(S) oznacˇimo njeno
dolˇzino in jo definiramo kot L(S) =
∑
e∈S ce. Incidencˇna matrika je matrika
velikosti n ×m, ki predstavlja graf G. Za usmerjen graf je (i, j)-ti element
enak −1, cˇe je i-to vozliˇscˇe koncˇna tocˇka j-te povezave in 1, cˇe je i-to vozliˇscˇe
zacˇetna tocˇka j-te povezave. V neusmerjenem grafu je v obeh primerih (i, j)-
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ti element enak 1. Drugacˇe je (i, j)-ti element enak 0. Iz stolpca j tako
lahko razberemo, kateri dve vozliˇscˇi povezuje j-ta povezava in morebitno smer
povezave. Iz vrstice i pa izvemo, krajiˇscˇe katerih povezav je i-to vozliˇscˇe.
Sprehod v grafu je zaporedje tocˇk v0v1 . . . vk, kjer velja vivi+1 ∈ E za
i = 0, . . . , k − 1. Pot v grafu je sprehod v katerem so vse tocˇke razlicˇne.
Cikel v grafu je sprehod, kjer je prvih k − 1 tocˇk razlicˇnih, zadnja tocˇka pa
je enaka prvi. Graf G je povezan, cˇe za vsak par vozliˇscˇ obstaja pot med
njima. Graf G je 2-povezan, cˇe je povezan in ostane povezan, cˇe odstranimo
katerokoli vozliˇscˇe. Hamiltonova pot je pot v grafu, ki gre skozi vsa vozliˇscˇa.
Hamiltonov cikel je cikel, ki gre skozi vsa vozliˇscˇa. Odlocˇitveni problem,
ali obstaja Hamiltonov cikel, je NP-poln problem, imenovan problem Hamil-
tonovega cikla. Problem trgovskega potnika lahko formuliramo kot iskanje
najcenejˇsega Hamiltonovega cikla. Obhod v grafu (nestandardno) definiramo
kot Hamiltonov cikel v grafu. Obhod trgovskega potnika ali krajˇse optimalni
obhod je najcenejˇsi Hamiltonov cikel. Hamiltonov cikel lahko najdemo, cˇe
nanj gledamo kot na problem trgovskega potnika. Cˇe iˇscˇemo Hamiltonov
cikel v grafu H = (U, F ), vsem povezavam v grafu predpiˇsemo ceno 1. Nato
graf dopolnimo do polnega grafa H ′ = (U, F ′) in vsem dodanim povezavam
predpiˇsemo ceno 2. Obhod trgovskega potnika na dopolnjenem grafu H ′
dolzˇine |U | je enak Hamiltonovemu ciklu v grafu H.
2.2.2 Linearni program
Naj boM mnozˇica v Rn. MnozˇicaM je konveksna, cˇe za poljubni tocˇki mi in
mj iz mnozˇice M daljica, ki povezuje tocˇki mi in mj, v celoti lezˇi v mnozˇici
M . Konveksna ovojnica mnozˇice M je najmanjˇsa konveksna mnozˇica, ki
vsebuje M .
Polieder je presek koncˇnega sˇtevila (zaprtih) polprostorov, t.j. mnozˇica
resˇitev koncˇnega sistema linearnih neenacˇb. Politop je konveksna ovojnica
koncˇne mnozˇice tocˇk. Vsak politop je polieder in vsak omejen polieder je po-
litop. Faceta simplicialnega kompleksa je maksimalni simpleks. V splosˇnem
v teoriji poliedrov in politopov poznamo dve definiciji. Faceta poliedra je ka-
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terikoli mnogokotnik, katerega vogali so ogliˇscˇa poliedra. Faceta n-politopa je
(n− 1) razsezˇna stranska ploskev. Kocka je primer poliedra, katerega facete
so njegove stranske ploskve.
Simpleksna metoda [16] je metoda, ki jo uporabljamo za resˇevanje linear-
nih programov standardne oblike:
max cTx
p.p. Ax ≤ b,
xi ≥ 0
(2.1)
kjer je x = (x1, . . . , xn) spremenljivka, c = (c1, . . . , cn) koeficienti kriterij-
ske funkcije, A ∈ Rp×n matrika in b = (b1, . . . , bp). Cˇe so vsi bj ≥ 0, je
linearni program zagotovo dopusten. Vsak linearni program lahko brez iz-
gube splosˇnosti pretvorimo v standardno obliko. Geometrijsko gledano je
mnozˇica dopustnih resˇitev F = { x | Ax ≤ b, ∀i : xi ≥ 0 } konveksen politop.
Cˇe katera od spremenljivk xi ni navzgor omejena, je mnozˇica F neomejen
konveksen politop. Tocˇka x = (x1, . . . , xn) ∈ F je ekstremna tocˇka oz. ogliˇscˇe
politopa natanko takrat, ko je podmnozˇica stolpicˇnih vektorjev Ai, ki pripa-
dajo nenicˇelnim koordinatam x, linearno neodvisna. Tako tocˇko imenujemo
bazicˇna dopustna resˇitev.
Poglejmo si primer. Cˇe iˇscˇemo minimalno vrednost funkcije 2x1+x2+3x3
na obmocˇju
{ (x1, x2, x3) | x1 ∈ [0, 1] ∧ x2 ∈ [0, 1] ∧ x3 ∈ [0, 1] } ,
lahko problem zapiˇsemo kot linearni program























x1 ≥ 0, x2 ≥ 0, x3 ≥ 0
(2.2)
in ga resˇimo s simpleksno metodo. Mnozˇica dopustnih resˇitev je kocka z
ogliˇscˇi (0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 1, 0), (1, 0, 1), (0, 1, 1) in (1, 1, 1).
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Celosˇtevilski linearni program je optimizacijski problem, podoben linear-
nemu programu, pri cˇemer za vrednosti spremenljivk dodatno zahtevamo,
da so cela sˇtevila. Poznamo tudi mesˇani celosˇtevilski linearni program, kjer
so le nekatere spremenljivke omejene na podmonozˇico celih sˇtevil. Linearna
relaksacija ali relaksacija je linearni program, ki ga dobimo iz celosˇtevilskega
(mesˇanega) linearnega programa, cˇe zanemarimo omejitve celosˇtevilskosti.
Vsaka dopustna resˇitev (mesˇanega) celosˇtevilskega linearnega programa je
tudi dopustna resˇitev njegove relaksacije.
2.2.3 Iskalna drevesa
Dvojiˇsko ali binarno drevo je v racˇunalniˇstvu drevesna podatkovna struktura,
kjer ima vsako vozliˇscˇe najvecˇ dva otroka. Po navadi se otroka imenujeta levi
in desni sin. Cˇe dvojiˇsko drevo opazujemo kot graf, ima ta stopnjo najvecˇ
tri. Podatkovna struktura iskalno drevo je posebna vrsta dvojiˇskega dre-
vesa. Iskalna drevesa so namenjena predstavitvi podatkov, po katerih zˇelimo
ucˇinkovito iskati. Iskalno drevo ima v vozliˇscˇih shranjene podatke, oznacˇene
s kljucˇi, ki jih lahko primerjamo po velikosti. Kljucˇ je del podatka, lahko
je celo ves podatek. V iskalnem drevesu velja, da je kljucˇ v vsakem vo-
zliˇscˇu vecˇji od vseh kljucˇev v levem poddrevesu in manjˇsi od vseh kljucˇev v
desnem poddrevesu. V iskalnem drevesu lahko podatke vstavljamo, iˇscˇemo,
obnovimo in (redkeje) briˇsemo. Vsa iskalna drevesa niso enako dobra. Drevo,
ki je zelo globoko in
”
suho“, je slabo, nizko in
”
debelo“ drevo pa je dobro.
Obicˇajno poskusˇamo obdrzˇati drevo uravnotezˇeno. Eno od resˇitev ponujajo
uravnotezˇena drevesa npr. AVL drevesa. Iskalno dvojiˇsko drevo ponavadi
zgradimo takrat, kadar potrebujemo hitro iskanje v mnozˇici urejenih elemen-
tov — v zˇe zgrajenem dvojiˇskem drevesu, ki je priblizˇno uravnotezˇeno, je cˇas
iskanja logaritemsko odvisen od sˇtevila elementov v drevesu.
Poglavje 3
LKH - iskanje zgornje meje
V tem poglavju bomo opisali hevristicˇni algoritem Lin-Kernighan (LK) za
iskanje zgornje meje obhoda trgovskega potnika. Nadalje bomo opisali algo-
ritem Lin-Kernighan-Helsgaun (LKH), ki je izboljˇsana verzija algoritma LK.
Pri obeh algoritmih bomo opisali idejo in orisali implementacijo.
3.1 Hevristika LK
Naj boG = (V,E) neusmerjen utezˇen graf. Drevo je povezan graf brez ciklov.
Vpeto drevo grafa G z n vozliˇscˇi je drevo z n−1 povezavami iz G. Minimalno
vpeto drevo je vpeto drevo z najmanjˇso vsoto dolzˇin povezav. 1-drevo grafa
G je vpeto drevo na mnozˇici vozliˇscˇ V \ { vi } z dodatnima povezavama iz
E, ki se dotikata vozliˇscˇa vi. Opazimo, da 1-drevo ni drevo, saj vsebuje
cikel (glej Sliko 3.1). Minimalno 1-drevo je 1-drevo z najmanjˇso vsoto dolzˇin
povezav. Stopnja vozliˇscˇa je sˇtevilo povezav, ki so vezane na vozliˇscˇe. Lahko
je videti, da je optimalni obhod enak najcenejˇsemu 1-drevesu, v katerem ima
vsako vozliˇscˇe stopnjo dva. Prav tako je lahko videti, cˇe je minimalno 1-drevo
obhod, potem je obhod optimalen. TSP lahko sedaj formuliramo kot: Poiˇscˇi
najcenejˇse 1-drevo, katerega vsa vozliˇscˇa imajo stopnjo dva.
Za λ-opt algoritem velja, da je obhod λ-optimalen (ali λ-opt), cˇe z za-
menjavo katerihkoli λ mnogo povezav ne moremo dobiti krajˇsega obhoda. Iz
9
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Algoritem 1 Lin-Kernighan (LK)
1: x← zacˇetni obhod
2: repeat
3: repeat
4: preizkusˇaj pare mnozˇic povezav F = { f1, . . . , fr } in H = { h1, . . . , hr }
5: until z zamenjavo povezav F s povezavami H v obhodu x, dobimo boljˇsi obhod x′
ali preizkusimo vse dopustne pare
6: if najdemo ustrezni mnozˇici F in H then
7: x = x′ in r = 2
8: else
9: r = r + 1
10: end if
11: until so izpolnjeni ustaitveni pogoji
katerima dodajamo povezave parov (fi, hi). Za boljˇse delovanje algoritma,
lahko v mnozˇici dodajamo le povezave, ki zadosˇcˇajo naslednjim kriterijem:
1. kriterij zaporedne menjave:
Povezavi fi in hi imata skupno vozliˇscˇe, enako velja za povezavi hi in
fi+1. Zamenjava je zaporedna, cˇe je veriga (f1, h1, f2, h2, . . . , fr, hr), ki
jo tvorijo povezave F in H sklenjena, t.j. hr = (t2r, t1). S tem kriterijem
dovoljujemo le zaporedne zamenjave.
2. kriterij dopustnosti:
Naj bo fi = (t2i−1, t2i) povezava iz F za i ≥ 3. Cˇe povezˇemo tocˇki t2i
in t1, dodane in odstranjene povezave tvorijo cikel.
3. kriterij pozitivnega dobicˇka:
Naj bo gi = c(fi) − c(hi) dobicˇek zamenjave fi z hi. Potem je vsak
delni dobicˇek vsote izmenjav Gi = g1 + g2 + · · ·+ gi pozitiven.
4. kriterij disjkunktnosti:
Mnozˇici F in H sta disjunktni. Ta pogoj poenostavi zapis algoritma,
zmanjˇsa cˇas delovanja in je ucˇinkovit pogoj ustavitve.
Tako omejimo iskalno obmocˇje na mnozˇice povezav, ki bolj verjetno izboljˇsajo
obhod. Iskanje povezav, ki jih dodamo v mnozˇici F in H, je ozko grlo
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algoritma. Zato sta Lin in Kernighan sˇe bolj omejila iskalno obmocˇje. Poleg
pravil 1–4 sta uvedla naslednjih pet dodatnih pravil:
5. Iskanje povezave hi = (t2i, t2i+1) je omejeno na pet najblizˇjih sosedov
t2i.
6. Cˇe se povezava e nahaja v nekaj prejˇsnjih (tipicˇno dva do pet) obhodih,
jo lahko odstranimo le, cˇe je ena izmed prvih treh odstranjenih povezav.
7. Iskanje boljˇsih obhodov se zakljucˇi, cˇe je trenutno najkrajˇsi obhod enak
zadnjemu obhodu.
8. Pri izbiri povezave hi za i ≥ 2 vsaka izbira dobi prednostno vrednost
c(fi+1)− c(hi), t.j. raje izberemo lazˇje povezave.
9. Cˇe za f4 (algoritem LK zamenja najvecˇ 4 povezave) obstajata dve
mozˇnosti, izberemo tisto z viˇsjo vrednostjo c(f4), t.j. raje odstranimo
tezˇje povezave.
Pravila 5–7 sˇe bolj omejijo iskalno obmocˇje, pravili 8 in 9 pa usmerjata is-
kanje. Pravilo 6 krsˇi znani tabu iskanja po katerem se nocˇemo vracˇati k
prejˇsnjim resˇitvam, a je potrebno, da odrezˇemo iskanje in tako omejimo is-
kalno obmocˇje. Poleg novih pravil sta Lin in Kernighan uvedla sˇe omejeno
obrambo pred primeri, kjer do krajˇsega obhoda lahko pridemo le preko ne-
zaporednih zamenjav. Ko najdemo lokalni optimum, algoritem LK poskusˇa
obhod izboljˇsati z nezaporedno 4-opt zamenjavo povezav, ki jih lahko zame-
nja (glej Sliko 3.2).
3.2 Dopolnitev LK do LKH
Pravilo 5 iz razdelka 3.1 usmeri iskanje in zmanjˇsa zahtevnost algoritma, a
se lahko zgodi da, ravno zaradi tega pravila, optimalne resˇitve ne najdemo.
Cˇe optimalna resˇitev vsebuje povezavo, katere vozliˇscˇi nista povezani z enim
od petih najblizˇjih sosedov, bo algoritem tezˇko nasˇel optimalno resˇitev. Pra-
vilo je osnovano na ideji, da krajˇse kot so povezave, vecˇja je verjetnost, da
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preprosto modifikacijo matrike utezˇi na povezavah. Modifikacijo prilagodimo
naslednjim opazˇanjem:
1. Vsak obhod je 1-drevo, zato je dolzˇina minimalnega 1-drevesa spodnja
meja za optimalni obhod.
2. Minimalno 1-drevo T ima lahko vozliˇscˇa velikih stopenj. Cˇe je vozliˇscˇe
v velike stopnje v T , potem vse cene povezav s krajˇsim v povecˇamo
za isto vrednost w. S tem obhoda trgovskega potnika ne spremenimo,
le njegovo dolzˇino povecˇamo za 2w. Spremeni pa se dolzˇina drevesa T
za vrednost w degT (v). S primerno izbiro w lahko dosezˇemo, da nova
stopnja vozliˇscˇa v v poceni 1-drevesu pade. Novo matriko utezˇi na
povezavah oznacˇimo z D.
3. Cˇe je Tw minimalno 1-drevo glede naD, potem je njegova dolzˇina L(Tw)
spodnja meja optimalnega obhoda za D
Cilj je poiskati transformacijo C → D, ki maksimizira spodnjo mejo dolzˇine
optimalnega obhoda za C.
Algoritem LKH tako namesto petih najblizˇjih sosedov vzame pet α-
najblizˇjih sosedov glede na transformirano matriko utezˇi. Cˇe imata dve pove-
zavi enako α-vrednost, je blizˇja tista, ki ima manjˇso zacˇetno utezˇ. Povezave
do pet α-najblizˇjih sosedov imenujemo kandidatne povezave. Da bi pospesˇili
proces iskanja, algoritem LKH dinamicˇno ureja kandidatne povezave. Vsakicˇ,
ko najdemo krajˇsi obhod, algoritem LKH povezave, ki se pojavijo v prejˇsnjem
in trenutnem najkrajˇsem obhodu, uvrsti na prvo mesto v lestvici kandidatnih
povezav.
Algoritem LK odrezˇe iskanje na stopnji 4 ali vecˇ, t.j. po tretji izbrani
odstranjeni povezavi, in to samo, cˇe povezava, ki jo zˇelimo odstraniti, ni
skupna sˇtevilu (2-5) obhodov (glej pravilo 6 v razdelku 3.1). Algoritem LKH
uvede novo pravilo, ki odrezˇe iskanje zˇe na prvi stopnji. Pravilo pravi, da
prva povezava, ki jo zˇelimo odstraniti, ne sme pripadati trenutno najboljˇsemu
obhodu. Ko trenutnega najboljˇsega obhoda ne poznamo, povezava ne sme
pripadati minimalnemu 1-drevesu.
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Algoritem LKH nadomesti tudi pravilo 4 z njegovo relaksacijo, ki pravi,
da zadnja povezava, ki jo zˇelimo izkljucˇiti, ne sme biti med povezavami, ki
smo jih predhodno dodali.
Algoritem LK uporablja le 2-opt, 3-opt in v dveh posebnih primerih 4-opt
zamenjave. Algoritem LKH pa uporablja tudi 5-opt zamenjave. Algoritem
LKH sproti preverja, cˇe zaprtje trenutnega novega obhoda izboljˇsa trenutno
najboljˇsi obhod. Cˇe je temu tako, algoritem LKH iskanje novega obhoda
zakljucˇi. Uporaba 5-opt zamenjav sicer povecˇa cˇas iskanja, a zaradi dobre
omejitve iskalnega prostora ta ni bistveno razlicˇen od cˇasa iskanja pri algo-
ritmu LK. Algoritem LKH uvaja tudi splosˇnejˇsi nacˇin izhoda iz lokalnega op-
timuma. Namesto enostavnega 4-opt premika uporabi mocˇnejˇsi nabor dveh
nezaporednih premikov, ki vsebuje:
• Katerikoli nedopusten 2-opt premik, ki mu sledi katerikoli 2- ali 3-opt
premik, ki vrne dopusten obhod.
• Katerikoli nedopusten 3-opt premik, ki mu sledi katerikoli 2-opt premik,
ki vrne dopusten obhod.
V algoritmu LK zacˇetni obhod izberemo nakljucˇno. Cˇeprav kvaliteta
resˇitve, ki jo dobimo z algoritmom LKH, v praksi ni odvisna od prvotnega
obhoda, dober zacˇetni obhod znatno zmanjˇsa cˇas racˇunanja. Algoritem LKH
zato uporablja enostavno hevristiko za izracˇun zacˇetnega obhoda (Algoritem
2). Ta algoritem lahko zacˇne ali brez znanega obhoda ali pa z na kakrsˇenkoli
nacˇin pridobljenim obhodom. Obhod, ki ga Algoritem 2 vrne, bo dober
zacˇetni obhod za nadaljevanje LKH lokalne optimizacije.
Najprej izberemo nakljucˇno vozliˇscˇe v. Cˇe smo algoritmu LKH podali zˇe
obstojecˇi obhod, zˇelimo vozliˇscˇe v povezati s tistim vozliˇscˇem v′, za katerega
povezava (v, v′) pripada danemu obhodu, je kandidatna povezava in je vre-
dnost α(v, v′) enaka 0. Cˇe obhoda nismo podali, zˇelimo vozliˇscˇe v povezati s
tistim vozliˇscˇem v′, za katerega je povezava (v, v′) kandidatna povezava. Cˇe
takega vozliˇscˇa ni, vozliˇscˇe v povezˇemo z nakljucˇno izbranim vozliˇscˇem v′.
Nadaljujemo z vozliˇscˇem v′. Postopek ponavljamo, dokler ne izberemo vseh
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tocˇk v grafu G.
Algoritem 2 Hevristika za zacˇetni obhod v LKH
1: nakljucˇno izberi vozliˇscˇe v
2: repeat {izbiramo novo vozliˇscˇe v′}
3: if obstaja vozliˇscˇe v′, za katerega je (v, v′) kandidatna povezava, α(v, v′) = 0 in
(v, v′) pripada vhodnemu obhodu then
4: izberi vozliˇscˇe v′
5: else if obstaja vozliˇscˇe v′, za katerega je (v, v′) kandidatna povezava then
6: izberi vozliˇscˇe v′
7: else
8: izberi nakljucˇno vozliˇscˇe v′, ki sˇe ni med izbranimi vozliˇscˇi
9: end if
10: naj bo v = v′
11: until izbrana vsa vozliˇscˇa
Algoritem LKH je ucˇinkovita implementacija hevristike Lin-Kernighan,
ki z zamenjavo od dva do pet povezav krajˇsa obhod v danem grafu. Algori-
tem se na vsakem koraku odlocˇi, koliko povezav bo zamenjal. Povezave za
zamenjavo so izbrane po skrbno predpisanih kriterijih, ki zagotavljajo hitro
in ucˇinkovito iskanje ustreznih povezav. Eden od kriterijev za povezave, ki
jih zˇelimo dodati, je α-blizˇina, ki je osnovana na analizi obcˇutljivosti z upo-
rabo najmanjˇsih vpetih 1-dreves. Manjˇsa kot je vrednost α-blizˇine, vecˇja je
verjetnost, da je povezava del optimalnega obhoda. Algoritem LKH vrne
obhod in z njim zgornjo mejo obhoda trgovskega potnika.
Poglavje 4
Concorde - iskanje spodnje
meje
V tem poglavju bomo opisali idejo in orisali implementacijo algoritma Con-
corde, s katerim iˇscˇemo in iterativno viˇsamo spodnjo mejo obhoda trgovskega
potnika.
4.1 Klasicˇno resˇevanje
Naj bo G = (V,E) poln neusmerjen graf z n = |V | vozliˇscˇi in m = |E|
povezavami. Za W ⊂ V z E(W ) oznacˇimo mnozˇico povezav med vozliˇscˇi iz
W . Naj bo x ∈ [0, 1]m vektor indeksiran s povezavami grafaG. Z xe oznacˇimo
koordinato, ki ustreza povezavi e. Koordinato xe interpretiramo kot delezˇ
prisotnosti povezave e, xe = 1 pomeni popolno prisotnost, xe = 0 pa popolno
odsotnost povezave e. Za F ⊆ E definiramo vsoto delezˇev povezav x(F ) na
podmnozˇici povezav. Vsoto izracˇunamo kot x(F ) =
∑
e∈F xe. Vektor x lahko
interpretiramo kot podgraf grafa G, ki vsebuje vse tocˇke V in tiste povezave
e ∈ E, za katere je xe > 0.
Naj bo xe ∈ {0, 1} indikator prisotnosti povezave e in S mnozˇica vseh
obhodov. Poiskati resˇitev problema trgovskega potnika je enako kot poiskati
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Program Concorde namesto opisane minimizacije resˇuje sorodni problem:
min cTx
p.p. Ax ≤ b,
(4.2)
z ustrezno izbranim sistemom linearnih neenacˇb Ax ≤ b, ki ga izpolnjuje vsak
x ∈ S. Optimalna vrednost linearnega programa (4.2) je spodnja meja za
optimalno vrednost problema (4.1). Ena od znacˇilnosti linearnega programa
je, da je optimalna resˇitev x∗ linearnega programa (4.2) hkrati ekstremna
tocˇka poliedra, ki ga definirajo neenacˇbe Ax ≤ b. Natancˇneje, cˇe x∗ ne
pripada S, potem lezˇi zunaj konveksne ovojnice S. V tem primeru lahko x∗
locˇimo od S s hiperravnino, t.j. linearno neenacˇbo, ki ji zadosˇcˇajo vse tocˇke
iz S in jo krsˇi x∗. Tovrstno neenakost imenujemo presecˇna ravnina. Presecˇno
ravnino nato dodamo sistemu Ax ≤ b in s tem pridobimo tesnejˇso relaksacijo,
ki jo zopet resˇimo. Proces ponavljamo dokler resˇitev relaksacije ne pripada
S.
Ker ima vsako vozliˇscˇe v obhodu natanko dve povezavi, je konveksna
ovojnica mnozˇice S (oznacˇimo jo z Qn) vsebovana v politopu
QnA =
{
x ∈ RE | Ax = 2,0 ≤ x ≤ 1
}
,
kjer je A incidencˇna matrika grafa G, odebeljeno sˇtevilo 2 predstavlja vektor
dolzˇine m, katerega komponente so vse enake 2 (podobno za ostala odebe-
ljena sˇtevila). Po izreku Weyla in Minkowskega [17, 18], je podmnozˇica R
evklidskega prostora konveksni politop natanko takrat, ko je R omejen poli-
eder. Zato lahko Qn zapiˇsemo kot sistem linearnih neenacˇb
Qn = { x ∈ QnA | `x ≤ `0 za vse (`, `0) ∈ L } ,
kjer je L koncˇna druzˇina linearnih neenakosti, ki jih lahko izberemo tako,
da vsaka neenakost inducira drugo faceto Qn. Linearni program (4.2) lahko
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sedaj prepiˇsemo v
min cTx
p.p. Ax = 2,
`x ≤ `0 za vse (`, `0) ∈ L,
0 ≤ x ≤ 1.
(4.3)
Druzˇina L je zelo velika in je ne poznamo v celoti, zato ponavadi upo-
rabimo le del druzˇine, oznacˇimo ga z L. Ena od poddruzˇin druzˇine L so
neenacˇbe podobhodov. Te zagotavljajo, da resˇitev ne vsebuje podobhodov.
Linearni program (4.3) je ekvivalenten celosˇtevilskemu linearnemu programu
min cTx
p.p. Ax = 2,
x(E(W )) ≤ |W | − 1 za vse ∅ ⊂ W ⊂ V,
0 ≤ x ≤ 1,
x ∈ Z,
(4.4)
kjer je drugi pogoj druzˇina neenacˇb podobhodov, oznacˇimo jo z L. Sˇtevilo
neenakosti v L je preveliko, da bi vkljucˇili vse naenkrat. Zato namesto sis-
tema (4.4) resˇimo iterativni Algoritem 3, ki se zakljucˇi po koncˇnem sˇtevilu
Algoritem 3 Iterativni postopek
1: L′ = 0← inicializiraj poddruzˇino L
2: resˇi sistem za L = L′, resˇitev sistema oznacˇimo z x∗
3: if x∗ ne krsˇi nobene neenakosti iz L then
4: koncˇaj
5: else
6: dodaj krsˇene neenakosti v L′ in ponovi postopek od koraka 2
7: end if
iteracij, saj je druzˇina L koncˇna. Resˇitev sistema v posamezni iteraciji je
bodisi resˇitev TSP bodisi mnozˇica podobhodov. V slednjem primeru obstaja
W ⊂ V , ki krsˇi neenakost x∗(E(W )) ≤ |W |−1. Krsˇeno neenakost za najdeno
mnozˇico vozliˇscˇ dodamo med pogoje linearnega programa in nadaljujemo po-
stopek. Opisani nacˇin resˇevanja TSP sta prvicˇ uporabila Crowder in Padberg
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[19], poznamo ga kot klasicˇni nacˇin resˇevanja tovrstnih optimizacijskih pro-
blemov. Osrednji problem resˇevanja Algoritma 3 je poiskati neenakosti, ki
jih krsˇi resˇitev x∗. Ta problem poznamo pod imenom Problem separacije:
Problem 1 (Problem separacije) Za dano tocˇko x ∈ RE in L′ druzˇino nee-
nakosti v RE, poiˇscˇi eno ali vecˇ neenakosti iz L′, ki jih krsˇi x ali dokazˇi, da
tovrstna neenakost ne obstaja.
Prednost klasicˇnega resˇevanje je, da lahko za resˇevanje linearnega sistema
v posamezni iteraciji uporabimo katerikoli komercialni program tipa razveji
in omeji. Z uporabo tovrstnega programa strogo locˇimo fazi iskanja krsˇtev
neenakosti (faza presecˇnih ravnin) in resˇevanja sistema (faza sˇtevilcˇenja) v
iteraciji. V fazi presecˇnih ravnin poiˇscˇemo neenakosti, ki jih krsˇi resˇitev,
ki smo jo dobili v fazi sˇtevilcˇenja. Najdene neenakosti dodamo linearnemu
sistemu. Naslednja faza sˇtevilcˇenja ne bo uposˇtevala resˇitve pridobljene v
prejˇsnji fazi sˇtevilcˇenja, cˇeprav bi ta lahko bila blizu optimalni resˇitvi. Me-
toda razveji in odrezˇi povezˇe fazi presecˇnih ravnin in sˇtevilcˇenja.
4.2 Metoda razveji in odrezˇi
Druzˇino L razsˇirimo z drugimi tipi neenacˇb, ki jih bomo opisali kasneje.
Za dano mnozˇico L′ ⊂ L neenakosti, ki inducirajo faceto Qn in disjunktni
mnozˇici povezav F0, F1 ⊂ E definiramo linearni program P (L
′, F0, F1)
min cTx
p.p. Ax = 2,
`x ≤ `0 za vse (`, `0) ∈ L,
xe = 0 za vse e ∈ F0,
xe = 1 za vse e ∈ F1,
0 ≤ x ≤ 1.
(4.5)
Tudi ta linearni program resˇujemo z Algoritmom 3. Resˇitev postopka
je resˇitev TSP ali pa krsˇi neko neznano neenakosti iz L − L. V prvem
primeru smo resˇili linearni program (4.3), v drugem primeru pa smo nasˇli
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spodnjo mejo linearnega programa (4.3), ki jo lahko nadalje uporabimo za
iskanje optimalne resˇitve. Metoda razveji in omeji, Algoritem 4, je razlicˇica
Algoritma 3 s katero resˇimo linearni program (4.5).
Z F oznacˇimo druzˇino urejenih parov (F0, F1) disjunktnih mnozˇic pove-
zav, z x pa oznacˇimo vektor obhoda v grafu G. Mnozˇica F1 predstavlja vse
povezave e, ki morajo biti v celoti prisotne v resˇitvi (xe = 1). Mnozˇica F0 pa
predstavlja vse povezave e, ki zagotovo niso prisotne v resˇitvi (xe = 0). Na
koraku 5 Algoritma 4 odstranimo urejeni par (F0, F1) iz mnozˇice F . Odstra-
njenega para nikoli vecˇ ne dodamo v F . Opiˇsimo delovanje algoritma razveji
in odrezˇi s terminologijo, ki se uporablja pri algoritmu razveji in omeji. Vo-
zliˇscˇe v drevesu, ki je vezano na urejen par (F0, F1), predstavlja problem
P (L, F0, F1), t.j. problem iskanja najkrajˇsega Hamiltonovega cikla, katerega
resˇitev zadosˇcˇa enacˇbam
xe = 0 za vse e ∈ F0
xe = 1 za vse e ∈ F1.
(4.6)
Vozliˇscˇe je resˇeno, cˇe je resˇitev x∗ celosˇtevilska. Cˇe resˇitev x∗ ni celosˇtevilska
in na koraku 16 ne najdemo nobene krsˇitve neenakosti, algoritem izbere spre-
menljivko razvejanja in problem razveji na dve novi veji. Tako dobimo novi
vozliˇscˇi (F0+{e}, F1) in (F0, F1+{e}), ki sta otroka vozliˇscˇa (F0, F1). Vozliˇscˇa
generirana z Algoritmom 4 tvorijo iskalno drevo globine najvecˇ m. Zato in
ker je L koncˇna mnozˇica, se algoritem zakljucˇi v koncˇno mnogih korakih.
Koren iskalnega drevesa je vozliˇscˇe (∅, ∅). Vozliˇscˇa iskalnega drevesa, ki so
vsebovana v F so aktivna vozliˇscˇa. Linearni program P (L′, F0, F1) je po-
sebna vrsta relaksacije problema P (L, F0, F1), saj je vsaka neenakost iz L
′
ne le validna ampak tudi inducira facete za celoten politop Qn. To dovo-
ljuje vozliˇscˇem iskalnega drevesa, da si delijo isto mnozˇico L′, kar je ogromna
prednost pred tradicionalnim pristopom presecˇnih ravnin/razveji in omeji v
smislu implementacije in alokacije spomina. Poleg tega z resˇitvijo vozliˇscˇa
izboljˇsamo tudi relaksacijo povezano z vsemi ostalimi vozliˇscˇi.
Delovanje Algoritma 4 je mocˇno odvisno od zacˇene resˇitve x. Nizˇja kot je
vrednost zgornje meje, manjˇse je sˇtevilo vozliˇscˇ v iskalnem drevesu, saj veje s
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Algoritem 4 Razveji in odrezˇi
1: F = {< ∅, ∅ >}, L′ = ∅ ← inicializacija
2: if F = ∅ then
3: zakljucˇi
4: else
5: izberi urejeni par (F0, F1) iz F in zamenjaj F z F − (F0, F1)
6: end if
7: resˇi linearni program P (L′, F0, F1)
8: if obstaja resˇitev linearnega programa then
9: naj bo x∗ optimalna resˇitev
10: else
11: pojdi na korak 2
12: end if
13: if cx∗ ≥ cx then
14: pojdi na korak 2
15: end if
16: poiˇscˇi eno ali vecˇ neenakosti iz L, ki jih krsˇi x∗
17: if x∗ ne krsˇi nobene neenakosti iz L then
18: pojdi na korak 22
19: else
20: dodaj krsˇene neenakosti v L′ in ponovi postopek od koraka 2
21: end if
22: if x∗ celosˇtevilska resˇitev then
23: zamenjaj x z x∗ in pojdi na korak 2
24: end if
25: izberi povezavo e ∈ E, za katero velja 0 < x∗
e
< 1. Zamenjaj F z F + (F0 + e, F1) +
(F0, F1 + e) in pojdi na korak 2
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preveliko spodnjo mejo odrezˇemo (glej Sliko 4.1, levo vozliˇscˇe 3). V ta namen
ima Concorde implemenitran hevristicˇni algoritem za iskanje zgornje meje,
ki je osnovan na hevristiki izmenjav (Lin Kernighan) in prilagojen za obsezˇne
primere. V magistrskem delu smo namesto Concordovega hevristicˇnega al-
goritma uporabili hevristicˇni algoritem LKH (glej poglavje 3).
Poiskati neenakosti, ki jih krsˇi resˇitev x∗ na koraku 16 Algoritma 4 ni
enostaven problem. Postopek resˇevanja tega problema imenujemo generator
pogojev.
4.3 Generator pogojev
Najpomembnejˇsi del algoritma poliedrskih presecˇnih ravnin je generator po-
gojev. Concorde implementira prirejeno razlicˇico znanega Rinaldijevega ge-
neratorja pogojev [20]. Boljˇsi kot je generator pogojev na koraku 16 Algo-
ritma 4, viˇsja je vrednost cx∗ na vsakem koraku 9. Posledicˇno lahko sˇtevilo
vozliˇscˇ v iskalnem drevesu drasticˇno upade, cˇe izboljˇsamo generator pogo-
jev. V programu Concorde vse neenacˇbe inducirajo facete za Qn in padejo
v eno od sˇtirih kategorij: neenacˇbe podobhodov, neenacˇbe 2-faktorizacije,
neenacˇbe glavnika in neenacˇbe drevesa klik [21].
Dobljena resˇitev x mora vsebovati le en cikel, ki zajema vse tocˇke V . Zato
mora za vsako mnozˇico H ⊂ V , veljati x(E(H)) ≤ |H| − 1. V nasprotnem
primeru je resˇitev x na mnozˇici E(H)) cikel oz. cikel vsebuje in je zato x
vsota podpoti (Slika 4.2c). Neenacˇbe oblike
x(E(H)) ≤ |H| − 1 (4.7)
imenujemo neenacˇbe podobhodov.
Za resˇitev zahtevamo, da je za vsako vozliˇscˇe v vsota vseh vrednosti xe
povezav e, ki so povezane z vozliˇscˇem v enaka 2. Zato se lahko zgodi, da
obstaja vozliˇscˇe v, ki je krajiˇscˇe vecˇ kot dveh povezav prisotnih v resˇitvi.
Pogoj, ki ga dodamo, dolocˇa, da je vozliˇscˇe v krajiˇscˇe natanko dveh pove-
zav prisotnih v resˇitvi. Ta pogoj je tipa neenacˇbe 2-faktorizacije, neenacˇbe
glavnika ali neenacˇbe drevesa klik.
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Naj bo H ⊂ V in Ti ⊂ V za i = 1, . . . , t. Mnozˇico H imenujemo rocˇaj,
mnozˇice Ti pa zobje. Rocˇaj in zobje naj zadosˇcˇajo naslednjim pogojem:
• |Ti| = 2 in |Ti −H| ≥ 1,
• vsak rocˇaj seka liho sˇtevilo (≥ 3) zob,
• sˇtevilo vseh zob t je liho,
• vsak par zob ima prazen presek.
Skozi tocˇke rocˇaja in zob resˇitev problema trgovskega potnika tvori eno samo
pot (Slika 4.3a) ali pa drevo poti (Slika 4.3b). Najvecˇje sˇtevilo povezav
dobimo, cˇe imamo t−1
2
poti, ki skupaj zajemajo vse tocˇke v H in vse tocˇke v

















2-faktorizacije. Neenacˇbe 2-faktorizacije so posebna oblika neenacˇb glavnika
za katere dopusˇcˇamo, da je |Ti| ≥ 2. V splosˇnem so neenacˇbe drevesa klik
posebna oblika neenacˇb glavnika, kjer imamo lahko tudi vecˇ kot en rocˇaj.
Concorde strogo locˇi neenacˇbe glavnika od neenacˇb drevesa klik, saj neenacˇbe
drevesa klik definira za vsaj dva rocˇaja in vsaj pet zob. Vse sˇtiri tipe neenacˇb
















kjer so mnozˇice Hq rocˇaji, Ti pa glavniki, za katere velja:
• 2 ≤ |Ti| ≤ n− 2 in |Ti −
⋃
Hq| ≥ 1,
• vsak rocˇaj seka liho sˇtevilo (≥ 3) zob,
• ti je sˇtevilo rocˇajev, ki sekajo zob Ti; sˇtevilo vseh zob t je liho,
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hkrati pa zavrne redukcijo neenacˇbe, cˇe je njena absolutna vrednost odsto-
panja premajhna. Za primer poglejmo redukciji neenacˇbe podobhodov. Naj
bo
x(E(W )) ≤ |W | − 1 (4.8)
neenacˇba podobhodov za mnozˇico W ⊂ V , 3 ≤ |W | ≤ |V | − 3. Cˇe v
neenacˇbi (4.8) nadomestimo W z V −W , dobimo ekvivalentno neenacˇbo, t.j.
obe neenacˇbi definirata isto faceto v Qn. Kadar je |W | ≥ n
2
, zamenjamo W
z V −W (glej Sliko 4.4b). Cˇe neenacˇba (4.8) inducira povezan podgraf GW ,
ki ni 2-povezan, podgraf GW razbijemo na bloke. Naj bodo W1,W2, . . . ,Wk





Vsaj ena od neenacˇb x(E(Wi)) ≤ |Wi| − 1, i = 1, . . . , k ima torej vrednost
odstopanja manjˇso ali enako vrednosti odstopanja neenacˇbe (4.8). Po drugi
strani nekatere od teh neenakosti morda sploh niso krsˇene. Izmed vseh k
neenacˇb izberemo tiste, ki imajo vrednost odstopanja manjˇso od neke vnaprej
dolocˇene vrednosti (glej Sliko 4.4c).
Algoritem Concorde je torej implementacija metode razveji in odrezˇi, ka-
tere podlaga je algoritem razveji in omeji. Metoda razveji in odrezˇi je ite-
rativni postopek, kjer v vsaki iteraciji poiˇscˇemo resˇitev linearnega programa
na iskalnem obmocˇju, podanim z linearnimi neenakostmi. Za najdeno resˇitev
poiˇscˇemo morebitne krsˇitve neenakosti iz vnaprej znane druzˇine neenakosti
L. Z metodo presecˇnih ravnin odrezˇemo del iskalnega obmocˇja, ki ustreza
najdenim krsˇitvam. Cˇe krsˇitev ne najdemo, vzamemo primerno spremen-
ljivko in razvejimo problem na dva podproblema. V enem ima spremenljivka
vrednost 0, v drugem pa 1. Podproblema nato locˇujemo locˇeno. Iskanje v
dolocˇeni veji prekinemo, cˇe je vrednost resˇitve vecˇja od vnaprej poracˇunane
zgornje meje obhoda trgovskega potnika. Hitrost delovanja algoritma je zato
mocˇno vezana na kvaliteto zgornje meje. Koncˇni rezultat algoritma Con-
corde je obhod trgovskega potnika in hkrati tudi zagotovilo, da krajˇsi obhod
ne obstaja.
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Poglavje 5
Pridobitev podatkov
Tako Concorde kot LKH sprejmeta podatke o problemu v formatu TSPLIB
[22]. TSPLIB je knjizˇnica TSP in sorodnih problemov iz razlicˇnih virov in
razlicˇnih tipov. Vsaka datoteka sestoji iz dveh delov. Specifikacije vsebujejo
informacije o formatu datoteke in njeni vsebini. Podatki pa vsebujejo ekspli-
citne informacije (npr. koordinate tocˇk ali razdalje med tocˇkami) v obliki, ki
jo dolocˇimo v specifikaciji.
Podatki, ki smo jih zˇeleli pridobiti, so koordinate 6007 slovenskih naselij
in razdalje med njimi. Razdaljo med naselji lahko dolocˇimo na vecˇ razlicˇnih
nacˇinov. Odlocˇili smo se za geografsko razdaljo, ki izracˇuna najkrajˇso raz-
daljo med dvema tocˇkama po zemljini povrsˇini. Lahko bi se odlocˇili poiskati
cestne razdalje med naselji v obliki cˇasa ali dolzˇine potovanja, vendar tovr-
stnih razdalj ni enostavno izracˇunati. Podatke bi lahko pridobili iz spletnih
virov (kot npr. Google MapsTM), a je vseh povezav vecˇ kot 18 milijonov.
Prav tako so razdalje tega tipa usmerjene, saj ni nujno da iz naselja A v
naselje B lahko pridemo po isti poti. To pomeni, da bi resˇevali asimetricˇen
problem trgovskega potnika, katerega resˇevanje bi vzelo dlje cˇasa. TSPLIB
format ima zˇe vgrajeno opcijo, ki iz koordinat tocˇk sama izracˇuna geografsko
razdaljo. Format TSPLIB sprejme koordinate v obliki DD.MM , kjer so DD
geografske stopinje inMM geografske minute. Geografske koordinate naselij
Trata in Suha v obcˇini Sˇkofja Loka, navajamo samo en primer, se razlikujejo
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za manj kot eno geografsko minuto tako v dolzˇini kot v sˇirini. Natancˇnost
geografskih koordinat formata TSPLIB je torej premalo natancˇna, zato smo
se odlocˇili, da razdalje poracˇunamo vnaprej. Izbrali smo razdaljo po velikem
krogu (ortodroma). Razdalja po velikem krogu je najkrajˇsa pot med dvema
tocˇkama po povrsˇini krogle. Izracˇunamo jo s formulo Heversine [23], ki je
numericˇno boljˇsa izbira za racˇunanje majhnih razdalj. Naj bo r radij krogle,
∆φ razlika v geografski sˇirini in ∆λ razlika v geografski dolzˇini med tocˇkama.
Potem je razdalja po velikem krogu enaka









Ker Concorde lahko racˇuna le s celosˇtevilskimi razdaljami smo razdalje shra-
nili v metrih.
Imena naselij, obcˇin in koordinate naselij smo pridobili na spletni strani
Wikipedia [24]. Za vsako cˇrko slovenske abecede imamo na Wikipediji stran
z naselji, ki se zacˇnejo na to cˇrko. Vsako naselje ima podatke o imenu na-
selja, obcˇini, posˇtni sˇtevilki in posˇti. Za nasˇe potrebe smo shranili le ime
naselja in obcˇino, kateri pripada. Vecˇina naselij ima povezavo na stran na
Wikipediji, kjer se nahaja vecˇ informacij o tem naselju. Iz teh strani smo
pridobili informaciji o geografski sˇirini in dolzˇini, cˇe sta bili podani. Za na-
selja Besnica, Marendol, Plesˇivec, Presika, Preska, Medvode, Stara Fuzˇina,
Dren, Drenje, Dragovica in Snezˇnik podatkov o lokaciji nismo nasˇli na Wiki-
pediji, zato smo informacije za ta naselja pridobili rocˇno s pomocˇjo aplikacije
Google Maps. Izkazˇe se, da cˇeprav obstajajo posebne strani na Wikipediji,
ki vsebujejo vecˇ informacij o posameznih obcˇinah, te ne vsebujejo podatkov
o geografski legi. Za geografsko lego obcˇine smo zato vzeli kar geografsko
lego enega od naselij, ki ji pripada. Cˇe v obcˇini obstaja istoimensko naselje,
smo vzeli njegovo geografsko lego (npr. naselje Selnica ob Dravi v istoimen-
ski obcˇini). Cˇe istoimensko naselje ne obstaja, obstaja pa naselje, katerega
ime je vsebovano v imenu obcˇine, smo vzeli njegovo geografsko lego (npr.
naselje Polhov Gradec v obcˇini Dobrova - Polhov Gradec). Drugacˇe pa smo
vzeli geografsko lego prvega naselja, ki se pojavi v seznamu naselij obcˇine
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(npr. naselja Babna Polica v obcˇini Losˇka Dolina). Polozˇaje naselij in obcˇin
na zemljevidu Slovenije vidimo na Sliki 5.1. Za nekatera naselja izgleda, da
lezˇijo izven slovenske meje. Razlog je slaba natancˇnost meje, sˇe posebej s
Hrvasˇko.
Nadalje smo izracˇunali razdalje po velikem krogu med naselji in jih shra-
nili v format TSPLIB (glej spodnji primer). Izbrali smo eksplicitni zapis utezˇi
na povezavah (EDGE WEIGHT TYPE: EXPLICIT) s formatom zgornje tri-
kotne matrike brez diagonale (EDGE WEIGHT FORMAT : UPPER ROW).
Na enak nacˇin smo shranili podatke o razdaljah med obcˇinami.
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Za pridobitev podatkov smo napisali tri programe. Prvi pridobi informacije
o naseljih, obcˇinah in geografskih koordinatah naselij, drugi poiˇscˇe ustre-
zne geografske koordinate obcˇin, tretji pa iz geografskih koordinat izracˇuna
razdalje med tocˇkami in podatke zapiˇse v datoteko formata TSPLIB. Vsi
programi so spisani v programskem jeziku Node.js. Node.js je odprtokodno,
vecˇplatformno JavaScript okolje, ki je primarno namenjeno izvajanju Java-




Za iskanje obhoda po naseljih smo uporabili programa LKH in Concorde.
Programa smo zaganjali na racˇunalniku z operacijskim sistemom ubuntu
16.04 LTS (64-bit), 16GB spomina, procesorjem Intel R© CoreTM i7-3770K
CPU @ 3.50GHz × 8 in graficˇno kartico Intel R© Ivybridge Desktop. Najprej
smo s programom LKH poiskali zgornjo mejo obhoda. Program je nasˇel zgor-
njo mejo dolzˇine 7733.125km v dobri uri in pol. Dobljeno zgornjo mejo smo
nato posredovali programu Concorde, s katerim smo poskusˇali potrditi, da je
dobljena zgornja meja tudi optimalna vrednost obhoda. Optimalno vrednost
nam je uspelo potrditi v priblizˇno sedemdesetih dneh. Nasˇli smo obhod po
6007 naseljih, ki ga na zemljevidu Slovenije lahko vidimo na Sliki 6.1. Vi-
dimo, da obhod na dolocˇenih mestih precˇka drzˇavno mejo ali pa gorsko verigo,
kar je posledica izbire geografske razdalje, ki ne uposˇteva naravnih preprek
in drzˇavnih mej. Obhod je prikazan kot sklenjena krivulja brez presecˇiˇscˇ s
pobarvano notranjostjo. Za metricˇne TSP obhode na tocˇkah v ravnini velja,
da ne vsebujejo samopresecˇiˇscˇ. Slovenija zavzema dovolj majhno povrsˇino,
da enako pricˇakujemo za TSP obhod po naseljih Slovenije.
Cˇe iz obhoda odstranimo naselje, bi v splosˇnem morali zopet izracˇunati
optimalni obhod, saj ni recˇeno, da dobimo optimalni obhod, cˇe povezˇemo
preostali prosti vozliˇscˇi (glej Sliko 6.2). Za naselje Snezˇnik1 (glej Sliko 6.3)































(c) Optimalni obhod brez tocˇke
E, dolzˇine 21,44.
Slika 6.2: Odstranitev ene tocˇke lahko spremeni optimalni obhod.
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Poglavje 7
Zakljucˇek
Problem trgovskega potnika je v teoriji tezˇak problem. V magistrskem delu
smo raziskali metodologijo za izracˇun obhoda trgovskega potnika po 6007 slo-
venskih naselijh. Najprej smo smo s programom LKH pridobili zgornjo mejo
obhoda trgovskega potnika. Nato smo s programom Concorde izboljˇsevali
spodnjo mejo, dokler ni dosegla zgornje. Na zacˇetku magistrske naloge smo
si zadali cilj, najti taksˇno zgornjo in spodnjo mejo, da bo zgornja meja od
spodnje slabsˇa za faktor najvecˇ 1,0005. Meji nam je uspelo izenacˇiti, zato
smo svoje cilje vecˇ kot izpolnili. Izenacˇenje mej je zagotovilo, da je obhod
trgovskega potnika enak dobljeni zgornji meji dolzˇine 7733,125km.
Presenetilo nas je, da nam v celotnem postopku ni bilo treba spremeniti
privzetih nastavitev programa Concorde. Zato pa smo vecˇ cˇasa porabili,
da smo ugotovili, kako program Concorde sploh deluje (npr. kako ponovno
zagnati program, da nadaljuje od tam, kjer smo ga nazadnje ustavili), saj
program nima uporabne dokumentacije ali primerov uporabe.
Dobljeni obhod smo vizualizirali na karti Slovenije ter omenili nekaj za-
nimivosti v obhodu. Obhod trgovskega potnika po naseljih Slovenije smo
primerjali tudi z obhodom trgovskega potnika po obcˇinah Slovenije. Izkazalo
se je, da je optimalni obhod po obcˇinah slaba aproksimacija za optimalni
obhod po naseljih.
Problem trgovskega potnika na 100 tocˇkah se je zdel pred 50 leti tezˇak
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problem v praksi. Metode in pristopi, razviti v zadnjih desetletjih, so na-
redile problem trgovskega potnika za enega najbolj obvladljivih NP-tezˇkih
problemov. V delu smo pokazali, da je dandanes mogocˇe velike prakticˇne
probleme trgovskega potnika resˇevati z domacˇim racˇunalnikom — pa cˇeprav
v mesecu ali dveh.
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