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In this paper, we present an oscillation criterion for second order half-linear differential
equations with periodic coefficients. The method is based on the nonexistence of a
proper solution of the related modified Riccati equation. Our result can be regarded as
an oscillatory counterpart to the nonoscillation criterion by Sugie and Matsumura (2008).
These two theorems provide a complete half-linear extension of the oscillation criterion of
Kwong and Wong (2003) dealing with the Hill’s equation.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we investigate the second order half-linear differential equation
(Φp(x′))′ + a(t)Φp(x′)+ b(t)Φp(x) = 0, (1.1)
whereΦp(s) = |s|p−2 swith p > 1, and where a(t) and b(t) are continuous functions on [0,∞)which are periodic with the
period T > 0.
By a solution of (1.1) we mean a nontrivial differentiable function x(t) defined on [0,∞) such that Φp(x′(t)) is
differentiable on [0,∞) and x(t) satisfies Eq. (1.1) for all t ∈ [0,∞). Such a solution x(t) of (1.1) is called oscillatory if
it has arbitrarily large zeros, and nonoscillatory otherwise. Eq. (1.1) is called oscillatory (nonoscillatory) if all of its solutions
are oscillatory (nonoscillatory). By the Sturm type comparison theorem, see [1], we know that every nontrivial solution of
(1.1) is oscillatory if and only if this equation has one oscillatory solution.
When p = 2, Eq. (1.1) reduces to the classical Hill’s equation
x′′ + a(t) x′ + b(t) x = 0, (1.2)
which is well understood in the literature, see e.g. [2–4]. For example, it is known in [2] that if a(t) ≡ 0 and b(t) is nontrivial
and periodic with mean value zero, i.e., T
0
b(t) dt = 0,
∗ Corresponding author.
E-mail addresses: dosly@math.muni.cz (O. Došlý), aozbekler@gmail.com (A. Özbekler), hilscher@math.muni.cz (R. Šimon Hilscher).
0022-247X/$ – see front matter© 2012 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2012.03.020
O. Došlý et al. / J. Math. Anal. Appl. 393 (2012) 360–366 361
then every nontrivial solution of the equation x′′ + b(t) x = 0 is oscillatory. However, the same is not true in general for
Eq. (1.2) when a(t) and b(t) are nontrivial and periodic with mean value zero. Indeed, in [4] it is observed that the equation
x′′ + (sin t) x′ + (cos t) x = 0
has the nonoscillatory solution x(t) = exp(cos t), while by [5] every nontrivial solution of the equation
x′′ + (cos t) x′ + (sin t) x = 0
is oscillatory.
The following two theorems regarding the nonoscillation and oscillation of Eq. (1.2) were obtained in [4]. For a time scale
extension of Theorem 1.1 see [6], and for an extension to impulsive differential equations see [7].
Theorem 1.1. Let b(t) be T-periodic and B(t) be an antiderivative of b(t). If b(t) has mean value zero and
[B(t)− a(t)] B(t) ≤ 0 for all t ∈ [0, T ],
then Eq. (1.2) is nonoscillatory.
Theorem 1.2. In addition to the assumptions of Theorem 1.1, suppose that b(t) ≢ 0 and that a(t) and B(t) are T-periodic with
mean value zero and satisfy
[B(t)− a(t)] B(t) ≥ 0 for all t ∈ [0, T ].
Furthermore, let
measure

t ∈ [0, T ], [B(t)− a(t)] B(t) > 0 > 0.
Then Eq. (1.2) is oscillatory.
Next, let us consider Eq. (1.1) without the damping term, i.e.,
(Φp(x′))′ + b(t)Φp(x) = 0. (1.3)
In [8], Došlý and Elbert proved that if b(t) is nontrivial and periodic with mean value zero, then Eq. (1.3) is oscillatory. This
result and Theorem 1.1 have been extended to half-linear equation (1.1) by Sugie and Matsumura in [9] as follows. Here q
denotes the conjugate exponent of p, i.e.,
1
p
+ 1
q
= 1.
Note thatΦq(s) = |s|q−2 s is the inverse function ofΦp(s), because (p− 1) (q− 1) = 1.
Theorem 1.3. Let a(t) and b(t) be T-periodic and b(t) has mean value zero. Let B(t) be an antiderivative of b(t) such that
[(p− 1)Φq(B(t))− a(t)] B(t) ≤ 0 for all t ∈ [0, T ],
then Eq. (1.1) is nonoscillatory.
The proof of this theorem is based on the fact from [1, Theorem 2.2.3] saying that Eq. (1.1) is nonoscillatory if and only if
there exist a point t0 ≥ 0 and a continuously differentiable function R : [t0,∞)→ R solving the Riccati inequality
R′ + (p− 1) |R|q + a(t) R+ b(t) ≤ 0, t ∈ [t0,∞).
It is a natural question to ask for an extension of the result given in Theorem 1.2 to half-linear differential equations. In
this paper, we provide an answer to this question by utilizing a modified Riccati equation, which was recently developed
in [10] in the half-linear setting.
The paper is organized as follows. In the next section we investigate a certain nonlinear function which appears in the
modified Riccati equation. The application of the modified Riccati technique to damped half-linear differential equations
with periodic coefficients is demonstrated in Section 3. Themain result of the paper (Theorem 4.1) — an oscillation criterion
for Eq. (1.1) — is given in Section 4. The last section contains examples illustrating the results of this paper. One of the
examples also shows that the oscillation or nonoscillation of Eq. (1.1) may depend on the value of p.
2. Auxiliary function F(x)
The crucial role in our investigation is played by the behavior of the function
F(x) := |x+ v|q − q vΦq(x)− |x|q.
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We now shortly summarize its properties. Let v ≠ 0 be fixed. We have the following asymptotic formula, see the proof
of [10, Lemma 4.3],
F(x) =
 q
2

v2 |x|q−2 (1+ o(1)) as |x| → ∞.
We will examine the graph of F(x) for v < 0 since, as we shall see later, in our application v will stand for a solution of the
modified Riccati equation. We have
F ′(x) = q Φq(v + x)− Φq(x)− (q− 1) |x|q−2 v.
Consequently, F ′(x) = 0 if and only if the tangent line to the graph of the function y = Φq(x) at [x,Φq(x)] passes through
the point [v + x,Φq(v + x)]. Since we suppose that v < 0, such a situation may happen only if x > 0. Drawing the graph
of y = Φq(x) may help visualize the situation. Moreover, for x = 0 the tangent line at the origin is horizontal, hence it
goes above the point [v,Φq(v)]. When x increases, the y-coordinate of the point [v + x,Φq(v + x)] increases, while the
y-coordinate of the intersection of the tangent line at [x,Φq(x)] with the vertical line through [v + x, 0] decreases. This
means, as the intersection of the graphs of increasing and decreasing functions is unique, that there is exactly one positive
x for which F ′(x) = 0.
Nextwe show that the zero point of F ′(x), let us denote it by x˜(v), satisfies x˜(v)→∞ as v →−∞. Indeed, if v2 < v1 < 0,
then from the geometrical meaning of the zeros of F ′(x) we have x˜(v2) > x˜(v1). And x˜(v) cannot remain bounded as
v →−∞, sinceΦq(x+ v)→−∞when x is bounded and v →−∞.
Now we can summarize the previous considerations as follows. Let v < 0 and q > 2. Then F(x) → ∞ as |x| → ∞,
F ′(0) = qΦq(v) < 0, and F(x) has a global minimum at the positive stationary point x˜(v)→∞ as v →−∞. If q ∈ (1, 2),
we have F ′(0) = ∞, F(x)→ 0 as |x| → ∞, and F(x) has a global maximum attained at the unique positive stationary point
x˜(v), for which again x˜(v)→∞ as v →−∞. Finally, if q = 2, then F(x) = v2 is constant in x.
3. Modified Riccati equation
The (classical) Riccati equation associated with Eq. (1.1), i.e., the equation
w′ + b(t)+ a(t) w + (p− 1) |w|q = 0, (3.1)
is obtained from (1.1) via the Riccati substitutionw = Φp(x′/x). Let B(t) be an antiderivative of b(t), i.e., B′(t) = b(t) for all
t ∈ [0,∞), and consider the substitution v = w + B. Then, upon insertingw = v − B into Eq. (3.1), we get
v′ + a(t) [v − B(t)] + (p− 1) |v − B(t)|q = 0. (3.2)
We will ‘‘complete’’ Eq. (3.2) into the so-called modified Riccati equation as follows. Let G be a function and consider the
function
H(v,G(t)), where H(v,G) := |v + G|q − qΦq(G) v − |G|q.
This function, as a function of the variable v, satisfies H(v,G) ≥ 0, with the equality if and only if v = 0. Also, Hv(0) = 0,
as can be verified by a direct computation. Now we add and subtract in (3.2) the terms which complete the expression
(p− 1) |v − B|q into an ‘‘H-function term’’ (suppressing the argument t)
v′ + (p− 1) |v − B|q + qΦq(B)− |B|q− (p− 1) qΦq(B) v + (p− 1) |B|q + a (v − B) = 0. (3.3)
We now rewrite Eq. (3.3) into the form
v′ + Q (t)+ P(t) v + (p− 1)H(v,−B(t)) = 0 (3.4)
with (suppressing the argument t again)
Q := (p− 1) |B|q − a B and P := a− (p− 1) qΦq(B) = a− pΦq(B). (3.5)
As the next step, we remove the P-term in (3.4). We multiply Eq. (3.4) by
f (t) = exp
 t
0
P(s) ds

(3.6)
and with the substitution z(t) = f (t) v(t)we get the equation
z ′ + Q˜ (t)+ (p− 1) R˜−1(t)H(z,−B˜(t)) = 0, (3.7)
where
Q˜ (t) := f (t)Q (t), B˜(t) := f (t) B(t), R˜(t) := f q−1(t). (3.8)
In order to show that Eq. (1.1) is oscillatory, it suffices to prove that (3.7) has no proper solution. That is, we need to show
that every solution of (3.7) blows down to−∞ at some finite time.
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Eq. (3.7) is an equation of the form
v′ + C(t)+ (p− 1) R−1(t) |v + G(t)|q − qΦq(G(t)) v − |G(t)|q = 0, (3.9)
which we will now investigate in more detail (with G(t) = −B(t)). We will focus our attention on Eq. (3.9) with G(t)
bounded for large t , i.e., for G(t) ∈ [−M,M] for someM > 0 and t ≥ t0.
Denote by (suppressing the argument t hidden in G)
Hˆ(v) = min
G∈[−M,M]H(v,G). (3.10)
The minimum is attained at one of the endpoints G = M or G = −M if v is sufficiently negative. This follows from the
analysis of the behavior of the function F(x) in Section 2. More precisely, if q > 2, then the minimum in (3.10) is attained at
x = M , since the functionH(v,G) (as a function ofGwith fixed v < 0) is decreasing on (−∞, x˜(v)), increasing on (x˜(v),∞),
and x˜(v)→∞ as v →−∞. If q ∈ (1, 2), then the function H(v,G) is increasing on (−∞, x˜(v)), decreasing on (x˜(v),∞),
and again x˜(v)→∞ as v →−∞. Hence, we have
Hˆ(v) =

H(v,M), if q > 2,
H(v,−M), if q ∈ (1, 2).
In both cases, −1
−∞
dv
Hˆ(v)
<∞,
 ∞
1
dv
Hˆ(v)
<∞, (3.11)
and the function Hˆ(v) is strictly convex for v ∈ R. Note again that for q = 2 we have Hˆ(v) = v2 and x˜(v) is arbitrary in R.
4. Oscillation criterion
In this section we establish the main result of this paper, i.e., an oscillation criterion for half-linear differential equations
(1.1) with periodic coefficients. It is a direct half-linear extension of [4, Theorem 2] (see Theorem 1.2) and at the same time
an oscillation counterpart to [9, Theorem 1.1] (see Theorem 1.3).
Theorem 4.1. Suppose that a(t) and b(t) are continuous T-periodic functions on [0,∞) with mean value zero and B(t) is an
antiderivative of b(t) such that Φq(B(t)) has also mean value zero. If
[(p− 1)Φq(B(t))− a(t)] B(t) ≥ 0 for all t ∈ [0, T ], (4.1)
with the strict inequality on a subset of [0, T ] having positive measure, then Eq. (1.1) is oscillatory.
The above result is based on the following auxiliary statement.
Lemma 4.2. Suppose that (3.11) holds and also ∞
C(t) dt = ∞ and
 ∞
R−1(t) dt = ∞. (4.2)
Then the equation
u′ + C(t)+ (p− 1) R−1(t) Hˆ(u) = 0 (4.3)
possesses no proper solution, i.e., every solution of (4.3) blows down to−∞ at some finite time.
Proof. The statement follows from [11, Corollary 2.1]. This result states that under (4.2) a certain second order differential
equation is oscillatory. The latter is equivalent to the fact that the associated Riccati equation — which has form of (4.3)
— has no proper solution. Note that according to (3.11) the function Hˆ(v) satisfies all the assumptions needed in order to
apply [11, Corollary 2.1]. 
Proof of Theorem 4.1. First of all note that an antiderivative B(t) of b(t) such thatΦq(B(t)) has zeromean value really does
exist. Indeed, every antiderivative of b(t) is the form B(t, C) =  t0 b(s) ds+ C for t ∈ [0,∞). Consider the function
U(C) :=
 T
0
Φq(B(t, C)) dt.
Since
 t
0 b(s) ds is bounded, we have U(C) < 0 if C is sufficiently negative, and U(C) > 0 for C sufficiently positive. Now,
the continuity of the function U(C) and the intermediate value property imply that U(C) = 0 for a suitable constant C . Note
that one can even prove that the constant C for which U(C) = 0 is unique, upon differentiating U(C)with respect to C and
showing that U ′(C) > 0.
364 O. Došlý et al. / J. Math. Anal. Appl. 393 (2012) 360–366
Suppose, by contradiction, that Eq. (1.1) is nonoscillatory and let w(t) be a solution of the associated Riccati equation
(3.1) which exists on an interval [T0,∞). Then the function v(t) := w(t)+ B(t) is a proper solution of the modified Riccati
equation (3.3), which in turn defines a proper solution z(t) := f (t) v(t) of (3.7), where f (t) is given in (3.6). Since a(t) and
Φq(B(t)) are periodic with zero mean value, the function P(t) defined in (3.5) has the same property. This implies that the
function f (t) is bounded below by a positive constant. Then condition (4.1) yields that there exists a positive constant K
such that T
0
Q˜ (t) dt =
 T
0
f (t)Q (t) dt > K , (4.4)
where the functions Q˜ (t) and Q (t) are defined in (3.8) and (3.5), respectively. This means that ∞
Q˜ (t) dt = ∞.
Moreover, obviously ∞
R˜−1(t) dt =
 ∞
f 1−q(t) dt = ∞.
Taking into account that H(z,−B˜(t)) ≥ 0 for z ∈ R, where B˜(t) is defined in (3.8), we have
z(t) ≤ Z(T )−
 t
T
Q˜ (s) ds →−∞ as t →∞. (4.5)
Since B(t) and f (t) are bounded, the function B˜(t) is bounded as well, i.e., there exists M1 > 0 such that |B˜(t)| ≤ M1.
According to (4.5), there exists T1 > T0 such that for t ≥ T1 the function |z(t)| is so large that
H(z,−B˜(t)) ≥ Hˆ(z), (4.6)
where Hˆ(z) is defined by (3.10) withM1 instead ofM . Let u(t) be the solution of the equation
u′ + Q˜ (t)+ (p− 1) R˜−1(t) Hˆ(u) = 0
satisfying the initial condition u(T1) = z(T1). According to (4.6), the standard theorem on differential inequalities, see
e.g. [12], implies that u(t) ≥ z(t) for all t ≥ T1. However, Lemma 4.2 implies that u(t) has to blow down to −∞ at some
finite time t > T1, and hence z(t)must have the same property. This means, in turn, that Eq. (3.1) has no proper solution,
contradicting our initial assumption. This proves that Eq. (1.1) is oscillatory. 
Condition (4.1) in Theorem 4.1, which requires the strict inequality on a subset of [0, T ] with positive measure, is not
always necessary for Eq. (1.1) to be oscillatory. There is also yet another result which can be considered as an extension of [9,
Theorem 3.1] to half-linear equations.
Corollary 4.3. Suppose that a(t) and b(t) are continuous T-periodic functions on [0,∞) with mean value zero and B(t) is an
antiderivative of b(t) such that Φq(B(t)) has also mean value zero. If T
0
[(p− 1)Φq(B(t))− a(t)] B(t) E(t) dt > 0,
where
E(t) := exp
 t
0

a(s)− pΦq(B(s))

ds

,
then Eq. (1.1) is oscillatory.
Proof. We proceed as in the proof of Theorem 4.1, where we obtain inequality (4.4) with f (t) replaced by the function
E(t). 
5. Examples
In this concluding section we present several examples illustrating our new results. For convenience, we denote the
critical expression in Theorems 1.3 and 4.1 by
Λ(t) := [(p− 1)Φq(B(t))− a(t)] B(t), t ∈ [0, T ].
Example 5.1. Consider the differential equation
(Φp(x′))′ + α (cosp t)Φp(x′)+ β Φp(sinp t)Φp(x) = 0, (5.1)
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where α, β ∈ R. Here sinp t and cosp t are the generalized sine and cosine functions, that is, the function sinp t is defined to
be the unique solution of the half-linear initial value problem
(Φp(z ′))′ + (p− 1)Φp(z) = 0, z(0) = 0, z ′(0) = 1,
and cosp t := (sinp t)′. Moreover, the functions sinp t and cosp t are 2πp-periodic functions, where
πp := 2πp sin(π/p) , p > 1,
see [1] or [13, Section 1.2]. From equations
(sinp t)′ = cosp t and (p− 1)Φp(sinp t) = −(Φp(cosp t))′
it is easy to see that the coefficients a(t) := α cosp t and b(t) := β Φp(sinp t) in Eq. (5.1) are 2πp-periodic with mean value
zero. A short calculation also shows that the function
B(t) := − β
p− 1 Φp(cosp t) = −β (q− 1)Φp(cosp t)
is the antiderivative of b(t) such thatΦq(B(t)) has mean value zero, and
Λ(t) = (q− 1) [ |β|q (q− 1)q−2 + αβ ] | cosp t|p.
Therefore, if γ := |β|q (q − 1)q−2 + αβ > 0, then Eq. (5.1) is oscillatory, by Theorem 4.1, while if γ ≤ 0, then Eq. (5.1)
is nonoscillatory, by Theorem 1.3. Note that with the special choice of α := −(p − 1) and β := p − 1 we obtain the
nonoscillatory half-linear differential equation
(Φp(x′))′ − (p− 1) (cosp t)Φp(x′)+ (p− 1)Φp(sinp t)Φp(x) = 0,
which has x(t) = exp{sinp t} as a nonoscillatory solution.
Example 5.2. Consider the differential equation
(Φp(x′))′ + αΦq(sin t)Φp(x′)+ β (cos t)Φp(x) = 0. (5.2)
Clearly, the functions a(t) := αΦq(sin t) and b(t) := β cos t are 2π-periodic and b(t) has mean value zero. From the
substitution s = t − π and the identity sin(s+ π) = − sin s it follows that 2π
0
Φq(sin t) dt =
 π
−π
Φq

sin(s+ π) dt = −  π
−π
Φq(sin s) ds = 0,
so that the function a(t) has mean value zero as well. This calculation also shows that the function B(t) := β sin t is the
antiderivative of b(t) such thatΦq(B(t)) has mean value zero. Finally,
Λ(t) = [(p− 1) |β|q − αβ] | sin t|q.
Therefore, if δ := (p − 1) |β|q − αβ > 0, then Eq. (5.2) is oscillatory, by Theorem 4.1, while if δ ≤ 0, then Eq. (5.2) is
nonoscillatory, by Theorem 1.3.
Example 5.3. If we switch the roles of sin t and cos t in Eq. (5.2), then we get the equation
(Φp(x′))′ + αΦq(cos t)Φp(x′)+ β (sin t)Φp(x) = 0. (5.3)
The functions a(t) := αΦq(cos t) and b(t) := β sin t are again 2π-periodic and b(t) has mean value zero. Similarly as in
Example 5.2 we calculate 2π
0
Φq(cos t) dt =
 π
−π
Φq(cos(s+ π)) ds = −
 π
−π
Φq(cos s) ds = −2
 π
0
Φq(cos s) ds
= −2
 π
2
− π2
Φq(cos(u+ π2 )) du = 2
 π
2
− π2
Φq(sin u) du = 0,
where we used consecutively the substitution s = t − π , the formula cos(s + π) = − cos s, the property that Φq(cos s) is
an even function, the substitution u = s− π2 , the formula cos

u+ π2
 = − sin u, and finally the property that Φq(sin u) is
an odd function. With B(t) := −β cos t we then also have thatΦq(B(t)) has mean value zero and that
Λ(t) = [(p− 1) |β|q + αβ] | cos t|q.
Thus, by Theorems 1.3 and 4.1, Eq. (5.3) is oscillatory, resp. nonoscillatory, providedω := (p−1) |β|q+αβ > 0, resp.ω ≤ 0.
Note that for α = 0 and β > 0 both Eqs. (5.2) and (5.3) are oscillatory. On the other hand, for β > 0 and α ≥ (p− 1) βq−1
Eq. (5.2) is nonoscillatory, while Eq. (5.3) is oscillatory.
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The following example demonstrates the fact that the oscillation or nonoscillation of Eq. (1.1) may depend on the value
of the number p ∈ (1,∞). More precisely, that for some values of p Eq. (1.1) may be oscillatory and for some other values
of p it may be nonoscillatory.
Example 5.4. Consider the differential equation
(Φp(x′))′ + (sin t)Φp(x′)+ (cos t)Φp(x) = 0. (5.4)
Clearly, a(t) = sin t and b(t) = cos t are 2π-periodic functions with mean value zero and B(t) = sin t is the antiderivative
of b(t) such thatΦq(B(t)) has mean value zero, see Example 5.2. It follows that
Λ(t) = [ (p− 1) | sin t|q−2 − 1 ] sin2 t.
Consequently, if p > 2, then q ∈ (1, 2), and soΛ(t) > 0 on [0, 2π ], showing that Eq. (5.4) is oscillatory by Theorem 4.1. On
the other hand, if p ∈ (1, 2], then q ≥ 2, and soΛ(t) ≤ 0 on [0, 2π ]. It follows that in this case Eq. (5.4) is nonoscillatory by
Theorem 1.3. Note that for p = 2 the function x(t) = exp(cos t) is a nonoscillatory solution of Eq. (5.4). The above analysis
shows that the oscillation or nonoscillation behavior of Eq. (5.4) depends on the value of p. Note that the equation
(Φp(x′))′ − (cos t)Φp(x′)+ (sin t)Φp(x) = 0 (5.5)
has the same oscillatory properties as Eq. (5.4). In other words, Eq. (5.5) is oscillatory for p > 2 and nonoscillatory for
p ∈ (1, 2].
Example 5.5. If we switch the roles of the coefficients sin t and cos t in Eq. (5.4), then the resulting equation
(Φp(x′))′ + (cos t)Φp(x′)+ (sin t)Φp(x) = 0 (5.6)
has the 2π-periodic coefficients a(t) = cos t and b(t) = sin t with mean value zero. In this case, B(t) = − cos t is the
antiderivative of b(t) for whichΦq(B(t)) has mean value zero, see Example 5.3, and
Λ(t) = [ (p− 1) | cos t|q−2 + 1 ] cos2 t.
SinceΛ(t) > 0 on [0, 2π ], it follows from Theorem 4.1 that Eq. (5.6) is oscillatory for every p > 1.
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