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Abstract
Given compact symplectic manifold X with a compatible almost complex structure and a Hamiltonian
action of S1 with moment map μ :X → iR, and a real number K  0, we compactify the moduli space
of twisted holomorphic maps to X with energy K . This moduli space parameterizes equivalence classes
of tuples (C,P,A,φ), where C is a smooth compact complex curve of fixed genus g, P is a principal S1
bundle over C, A is a connection on P and φ is a section of P ×S1 X satisfying
∂Aφ = 0, ιvFA +μ(φ) = c, ‖FA‖2L2 + ‖dAφ‖2L2 +
∥∥μ(φ)− c∥∥2
L2 K.
Here FA is the curvature of A, v is the restriction to C of a volume form on the universal curve overMg
and c is a fixed constant. Two tuples (C,P,A,φ) and (C′,P ′,A′, φ′) are equivalent if there is a morphism
of bundles ρ :P → P ′ lifting a biholomorphism C → C′ such that ρ∗v′ = v, ρ∗A′ = A and ρ∗φ′ = φ. The
topology of the moduli space is the quotient topology of the topology of C∞ convergence on the set of
tuples (C,P,A,φ). We also incorporate marked points in the picture.
There are two sources of noncompactness. First, bubbling off phenomena, analogous to the one in
Gromov–Witten theory. Second, degeneration of C to nodal curves. In this case, there appears a phe-
nomenon which is not present in Gromov–Witten: near the nodes, the section φ may degenerate to a chain
of gradient flow lines of −iμ.
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1. Introduction
1.1. Let X be a compact symplectic manifold endowed with a Hamiltonian action of S1 with
moment map μ : X → iR. Pick a compatible almost complex structure on X invariant under
the action of S1. Let C be a compact smooth complex curve with a volume form v. A twisted
holomorphic map consists of a principal S1 bundle P over C, a connection A on P and a section
φ of the associated bundle P ×S1 X, satisfying
∂Aφ = 0 and ιvFA +μ(φ) = c, (1.1)
where the equation ∂Aφ = 0 means that φ is holomorphic with respect to the connection A (see
Section 2.1 for details), FA denotes the curvature of A and c ∈ iR is a constant. The second equa-
tion is called the vortex equation. Two triples (P,A,φ) and (P ′,A′, φ′) are said to be equivalent
if there is an isomorphism of bundles ρ : P → P ′ which lifts an automorphism of the curve
C preserving the volume form and such that ρ∗A′ = A and ρ∗φ′ = φ. The set of isomorphism
classes of triples (P,A,φ) carries a natural topology, and the resulting topological space M is
what we call the moduli space of twisted holomorphic maps over C. There is a notion of energy
for triples of the form (P,A,φ), called the Yang–Mills–Higgs functional:
YMHc(P,A,φ) := ‖FA‖2L2 + ‖dAφ‖2L2 +
∥∥μ(φ)− c∥∥2
L2 . (1.2)
Given a number K > 0, define M(K) to be the subset of M consisting of isomorphism classes
of triples (P,A,φ) with energy K . The space M(K) is not compact, but the only source of
noncompactness is the bubbling off phenomenon well known in Gromov–Witten (GW) theory
and essentially the same methods as in GW theory, combined with some standard techniques in
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was used in [18] to construct (under some technical conditions) the Hamiltonian Gromov–Witten
(HGW) invariants of X, which are invariants of the symplectic structure and of the Hamiltonian
action of S1 (both things up to deformation).
However, letting the conformal structure of C to vary and eventually become singular (and
modifying accordingly the volume form v) gives rise to the possibility that portions of a twisted
holomorphic map degenerate into gradient flow lines of the moment map, a phenomenon which
has no parallel in GW theory. In this paper we study in detail this degeneration process and,
more generally, we define an analogue of the notion of stable maps for solutions of Eqs. (1.1)
(for details on the notion of stable maps in GW theory see for example [9,13,23,25]). We also
define a corresponding generalization of the Yang–Mills–Higgs functional (1.2), which plays the
role of energy. We call the resulting new objects stable twisted holomorphic maps (STHM’s),
and we prove a compactness theorem for their moduli space assuming bounded energy. Such
compactness result is crucial in the construction a virtual moduli cycle of the moduli space of
STHM’s fibering over the Deligne–Mumford moduli space Mg,n, which will be carried out in
[19] as a tool to give a general definition of HGW invariants and to define a new quantum product
in equivariant cohomology, essentially different from the one constructed in [10,15]. Other con-
texts in which generalizations of the notion of stable map and compactness theorems are proved
are for that of relative GW invariants [14] and, more generally, symplectic field theory [1].
That the moduli space of solutions to Eqs. (1.1) allows to define invariants of Hamiltonian
actions was discovered independently by the first author and Salamon (see [2,17]). Full details
of the definition of the invariants, in a situation disjoint from that considered in [18], were given
in [3] (but again using a fixed conformal structure on C): the difference with the setting in [18]
is that the target manifold in [3] is assumed to contain no rational curves (this prevents it from
being compact, since a compact symplectic manifold endowed with a nontrivial Hamiltonian
action always contains rational curves), and to satisfy some convexity condition which leads to
an a priory L∞ bound on the derivative of the solutions to the equation. These restrictions allow
to bypass any compactification problem, since the moduli space of solutions is automatically
compact. On the contrary, the target manifold considered in [18] is compact.
In the remainder of the introduction we state the main results of the paper, and we explain
in some simple situation how the different ingredients involved in the definition of STHM’s
(essentially, a combination of twisted holomorphic maps and gradient flow lines of the moment
map) appear naturally in the compactification problem. When explaining the results of the paper
in this introduction we try to give general ideas, so the statements are sometimes not very precise.
In each case, however, we give the reference for the precise statements.
1.2. Consider a sequence of smooth stable curves C1,C2, . . . converging, in the sense of
Deligne–Mumford (see Section 7.2), to a curve C with a nodal singularity, and choose simple
closed curves γu ⊂ Cu representing the vanishing cycle and converging as u → ∞ to the node
in C. Suppose that Pu is a circle bundle over Cu and that Au is a connection on Pu. Choose a
smooth conformal metric on each Cu and on the normalization of C, and assume that the metrics
on Cu converge as u→ ∞ to that on C. Assume that the holonomy of Au along γu (which is an
element of S1) converges to an element different from 1 as u goes to ∞, and that the curvature
of Au is uniformly bounded, with respect to the chosen metrics, in compact sets disjoint from γu.
Using a standard technique in gauge theory one obtains, passing to a subsequence and regauging,
a limit bundle P and connection A defined on the smooth locus of C. However, A does not extend
smoothly in the normalization of C because of the nontrivial holonomy.
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of dAuφu is uniformly bounded. For any small δ > 0 define the compact set
Kδ,u =
{
x ∈ Cu
∣∣ d(x, γu) δ}. (1.3)
Assume also that for any δ the supremum of |dAuφu| over Kδ,u is bounded above uniformly
on u. Standard arguments (see for example [18]) allow to obtain, passing to a subsequence and
regauging, a limit triple (P,A,φ) defined on the smooth locus of C such that dAφ has bounded
L2 norm and (P,A,φ) satisfies Eqs. (1.1). It follows from the vortex equation that A has bounded
curvature, and we then say that A is meromorphic.
Let C′ be the normalization of C and let y, y′ ∈ C′ be the preimages of the singular point.
Define the limit holonomy of A around y (and similarly around y′) as the limit of the holonomies
around circles in C centered at y, oriented counterclockwise w.r.t. the complex structure, and
with radius converging to 0 (this limit exists because A is meromorphic). The limit holonomy
of A around y is equal to the inverse of the holonomy around y′, because both holonomies are
obtained as the limits of the holonomies of Au along γu, one using an orientation and the other
using the opposite one.
What is the asymptotic behavior of A and φ as we approach the singularity of C? To answer
this question, take a biholomorphism f :D → U between the open unit disc D ⊂ C centered
at 0 and a neighborhood U ⊂ C′ of y, such that f (0) = y. We identify D \ 0 with R>0 × S1
by sending the point eiθ−t to (t, θ) (here and throughout we identify S1 with R/2πZ). Pulling
back by f , the triple (P,A,φ) gives rise to a bundle, connection and section over R>0 × S1,
which we denote by (PD,AD,φD). For any t ∈ R>0 we denote by (Pt ,At ,φt ) the restriction
of (PD,AD,φD) to {t} × S1. The parallel transport given by AD in the direction ∂t allows to
identify Pt 	 Pt ′ for each pair t, t ′ ∈ R>0, so we can look at At as a connection on P1 and φt as
a section of P1 ×S1 X. The following theorem, which describes the behavior of A and φ near the
singularity, is a particular case of Theorem 4.2, and uses crucially the fact that dAφ has bounded
L2 norm.
Theorem 1.1. As t → ∞, the pairs (At ,φt ) converge smoothly to a limit connection and section
(Ay,φy). Furthermore, we have dAyφy = 0, which implies that φy takes values in a unique orbit
O ⊂X whose isotropy group contains the holonomy of Ay .
1.4. In case the norms |dAuφu| are not uniformly bounded on the sets Ku,δ one can obtain a
meaningful limit object by adding bubbles to the curve C. When bubbles are attached away from
the nodes the picture looks exactly like in GW theory (see [18]). While the first equation in (1.1)
is conformally invariant, the second is not, and as we zoom in the curve (which is what we do
to construct the limit object in the bubbles) the connection becomes flatter and flatter. So both P
and A are trivial on bubbles away from nodes, and the only nontrivial object on the bubble is the
section φ, which now can be seen as a holomorphic map from S2 to the fiber of P ×S1 X over
the point in C at which the bubble is attached.
However, if bubbling off occurs near the nodes, new features appear. Let us describe them in
the simplest possible situation, when the curve C is replaced by the union of the normalization
C′ and a rational curve C0 meeting in two nodes. The limit pair (P,A) need not be trivial on C0:
although the connection A will be flat on C0, it might have poles (nontrivial holonomy) around
the nodes. In this case, the resulting bubble is not a rational curve in X.
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Denote by (t, θ) ∈ R × S1 the standard coordinates and by ∂t , ∂θ the corresponding tangent
vectors, so that the complex structure i on the cylinder satisfies ∂t = i∂θ . Denote for convenience
h = −iμ. Given a real number l 
= 0 and a smooth map ψ :R → X satisfying ψ ′ = l∇h(ψ), let
φ :R × S1 → X be the map φ(t, θ) = ψ(t), and let α = il dθ . Then dA := d + α is a covariant
derivative in the trivial bundle P over R × S1 and we can look at φ as a section of the bundle
P ×S1 X. Furthermore A is flat and ∂Aφ = 0. Indeed, we have (see Section 2.2):
∂Aφ = 0 ⇐⇒ ∂tφ = I (φ)
(
∂θφ + lX (φ)
)
, (1.4)
where I ∈ C∞(X,EndTX) is the almost complex structure on X and X is the vector field on
X generated by the infinitesimal action of S1. Since ∇h = IX (see formula (1.8) below), the
equality in the right-hand side above holds true, so φ is A-holomorphic. The triple (P,A,φ) is
an instance of the possible bubbles which one can appear at the nodes.
Taken as a connection over S2 minus two points, A is meromorphic, with holonomy around
the poles equal to exp(±2π il). Let x± be the limit of ψ(t) as t goes to ±∞. The contribution
of the bubble to the total energy is given by the squared L2 norm of dAφ. A simple computation
gives that, in our example,
‖dAφ‖2L2 = 2πl
(
h(x+)− h(x−)
)
, (1.5)
which is finite (see in Section 2.2 a formula for dAφ in local coordinates).
1.5. The factor h(x+)−h(x−) in formula (1.5) is bounded above by supX h− infX h so taking
l very small we can obtain bubbles with as small energy as we wish. In contrast, in GW theory
the energy of a nontrivial rational curve cannot be arbitrarily small, and this is used to bound the
number of bubbles in a stable map in terms of the energy. To get a bound on the number of bubbles
in our situation (which is crucial if we want to have a reasonable compactness theorem) we need
to control the geometry of nontrivial bubbles with little energy. This is done in Theorem 6.2.
The example constructed above gives a hint of what the general situation is: nontrivial bubbles
with little energy can be approximated by gradient lines of h, which go upward or downward
depending on the holonomy of the connection. A particular case of this fact was already proved
by Floer in Theorem 5 of [7] (note that by (1.4) and (1.8) the equation ∂Aφ = 0 for bubbles
is equivalent to the equation for connecting orbits in Floer’s complex for the Hamiltonian lh),
namely, that in which the critical points of h are isolated and the indices of the limit points as
t → ±∞ differ by one. The argument given by Floer relies on index computations and works
only for generic almost complex structure. Our method of proof is different and is based on
an analysis of how much a bubble with low energy deviates from being a gradient line (see
Theorems 4.3 and 4.4; a similar statement is given in Theorem 1.2 below in this introduction).
On the other hand we require the Hamiltonian h to generate an action of S1, and from this point
of view Floer’s result is more general than ours.
Using the results in Theorem 6.2 we can associate to any chain of nontrivial bubbles with
little energy a chain of gradient lines, each one going from one critical point to another, with as
many components as bubbles. Furthermore, since the bubbles are consecutive all the holonomies
have to be the same, so the chain of gradient lines is monotone (either always upward or always
downward). Finally, since X is compact, the number of components of a monotone chain has to
be bounded.
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orbits O = S1 ·φy(Sy) and O′ = S1 ·φy′(Sy′) given by Theorem 1.1 are necessarily the same. The
answer is: in general no, but there is always a monotone chain of gradient segments going from O
to O′. Let us explain this terminology. Denote by F =XS1 ⊂X the fixed point set. A monotone
chain of gradient segments is a set ρ(T ) ⊂ X, where T is a compact interval (possibly equal to
a point), and ρ : T → X is a continuous map such that ρ−1(F ) ⊂ T is finite, the restriction of
ρ to T \ ρ−1(F ) is smooth, and for each t in T \ ρ−1(F ) there is some real number s > 0 such
that ρ′(t) = −s∇h(ρ(t)). We say that the chain of gradient segments ρ(T ) goes from O to O′ if
either ρ(supT ) ∈ O and ρ(infT ) ∈ O′, or ρ(supT ) ∈ O′ and ρ(infT ) ∈ O.
This makes another difference with GW theory, where stable maps are always continuous, es-
sentially because the diameter of the image of a pseudoholomorphic map f : [−N,N ]×S1 → X
of very small energy can be bounded by a multiple of the square root of the energy, independently
of N . This follows from writing ∂f = 0 as an evolution equation ∂tf (t) = L(t)f (t), where
f (t) = f |{t}×S1 , and observing that L(t) is an elliptic operator on S1 of degree 1, symmetric
up to compact operators, and whose nonzero spectrum stays at distance  σ > 0 from 0. This
implies that |∂tf (τ )|2L2(S1) decays as e−στ (note that |df |2 = 2|∂tf |2), and from this the uniform
bound on the diameter follows.
If we replace the equation ∂f = 0 by ∂Aφ = 0, then the spectra of the operators L(t) are
shifted by an amount depending on the holonomy of A. When the holonomy of Au around γu
approaches 1 ∈ S1, at least one nonzero eigenvalue of L(t) becomes arbitrarily small, so one
does not get uniformly exponential decay for |dAφ|2. The standard way to study the geometry of
φ in such a situation is to (1) break φ in two pieces ψ and φ0, in such a way that ψ is spanned
by the small eigenvalues of L(t) and φ0 is spanned by the big ones, and (2) prove that φ0 decays
exponentially, so that ψ controls the geometry of φ away from the boundary of the cylinder. The
following theorem, which combines some particular cases of Theorems 4.3 and 4.4, makes this
strategy more precise.
Theorem 1.2. There exist real numbers , σ,K > 0 with the following properties. Take any real
N > 0 and let Z be the cylinder [−N,N ] × S1 endowed with the standard flat metric. Suppose
that P is a circle bundle over Z, A is a connection on P and φ is a smooth section of P ×S1 X
satisfying
∂Aφ = 0, ‖dAφ‖L∞(Z) < .
Assume that, in a suitable trivialization of P , dA = d + (λ+α)dθ , where λ ∈ iR satisfies |λ| < 
and α : Z → iR satisfies |α(t, θ)|   e|t |−N for any (t, θ) ∈ Z. Let ϕ : Z → X be the map
corresponding to φ.
(1) There are maps ψ : [−N,N ] → X, φ0 : Z → TX such that ϕ(t, θ) = expψ(t) φ0(t, θ) for
any (t, θ) ∈Z (intuitively, ψ(t) is the center of mass of ϕ(t, S1)).
(2) We have ∣∣φ0(t, θ)∣∣+ ∣∣ψ ′(t)+ iλ∇h(ψ(t))∣∣Keσ(|t |−N). (1.6)
In other words, the map ψ is approximately a gradient line of h at speed −iλ, and since φ0
decays exponentially when going away from ∂Z the map ψ gives a good approximation of ϕ
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independent of the length of the cylinder Z.
Let us call an element ρ ∈ S1 critical if the set of points in X fixed by ρ is strictly bigger than
the fixed point set F . Define the set of critical residues as
Λcr =
{
λ ∈ iR ∣∣ e2πλ is critical}. (1.7)
The previous theorem also holds true when |λ − λcr| <  for some λcr ∈ Λcr. In this case, the
image of the map ψ stays near the set of points in X fixed by e2πλcr , and in the bound (1.6) one
has to replace λ by λ− λcr.
1.7. We finally explain how, combining Theorem 1.2 with a compactness argument for ap-
proximate gradient segments (Theorem 1.3 below), one can justify the statement made at the
beginning of Section 1.6.
Going back to the setting in Section 1.2, we assume that for each u we have a solution
(Pu,Au,φu) of (1.1) defined on Cu. Assume for simplicity that the holonomy of Au around
the vanishing cycle γu converges to 1 as u → ∞. Take δ > 0 so small so that for each big
enough u the complementary of the interior of Kδ,u in Cu is biholomorphic to a cylinder
Zu = [−Nu,Nu] × S1. For the estimates below, take on Zu the standard cylindrical metric. As-
sume that there is no bubbling near the node of C. This means that for each u the norm |dAuφu|
is uniformly bounded on Zu and that, if we choose for each u a point zu ∈ Zu in such a way
that d(zu, ∂Zu)→ ∞, then |dAuφu(zu)| → 0. This implies, shrinking δ if necessary, that we can
assume that |dAuφu| < , where  is as in Theorem 1.2. Define λu ∈ i[−π,π) by the condition
that e2πλu is equal to the holonomy of Au around {0} × S1. Since the holonomy of Au around
γu converges to 1, we have λu → 0. Taking an appropriate trivialization of Pu in which Au is in
temporal gauge we can write dAu = d + (λu +αu)dθ in such a way that αu vanishes on {0}×S1.
Using this trivialization, the restriction of φu to Zu gives a smooth map ϕu :Zu → X.
Let νu be the restriction of the volume form of Cu to Zu. We can write νu = fu dt ∧ dθ ,
where |fu(t, θ)|  const. e|t |−Nu . Using the vortex equation ινuFAu + μ(φu) = c and the fact
that μ is bounded, it follows that the restriction of FAu to Zu, which can be identified with
dαu, satisfies |dαu(t, θ)| const. e|t |−Nu . Combining this with the vanishing of αu on {0} × S1
we obtain also the bound |αu|  const. e|t |−Nu . So, shrinking δ if necessary and taking u big
enough, the hypothesis of Theorem 1.2 are satisfied by the restriction of (Pu,Au,φu) to Zu. In
particular we can define, using ϕu, maps ψu : [−Nu,Nu] → X and φ0,u : Zu → TX satisfy the
inequality (1.6). For any τ > 0 let T τu = [−Nu + τ,Nu − τ ]. Using the estimate (1.6) we deduce
(see Theorem 4.5):
Theorem 1.3. There is a monotone chain of gradient segments T = ρ(T ) ⊂ X such that the
following properties hold:
lim sup
τ→∞
lim
u→∞dHauss
(
ψu
(
T τu
)
,T )= 0,
lim sup
τ→∞
lim
u→∞dHauss
({
ψu
(
infT τu
)
,ψu
(
supT τu
)}
,
{
ρ(infT ),ρ(supT )
})= 0,
where dHauss denotes the Hausdorff distance between subsets of X.
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O,O′ are the limit orbits given by Theorem 1.1. This justifies the claim given at the beginning
of Section 1.6. Finally, observe that the exponential decay satisfied by φ0,u implies that in the
statement of the previous theorem one can replace the function ψu and the interval T τu by φu and
Zτu = T τu ×S1. Hence, the image φu(Zτu) approximates a monotone chain of gradient lines when
τ is very big as u goes to ∞.
1.8. It is now clear that the objects which we should take as limits of solutions of (1.1)
over smooth curves degenerating to nodal curves have to be of a mixed nature, combining two-
dimensional objects (holomorphic sections) with one-dimensional objects (gradient flow lines).
The same thing happens with other geometric PDEs related to pseudoholomorphic curves. See
for example the papers of Oh [20,21], Fukaya and Oh [8], Bourgeois, Eliashberg, Hofer, Wysocki
and Zehnder [1], the recent preprint of Cornea and Lalonde [4] and also the approach suggested
by Piunikhin, Salamon and Schwarz [22] to proving the equivalence of Floer and quantum coho-
mology rings using spiked disks. A similar phenomenon occurs in the context of harmonic maps:
in [5] the second author and J. Chen construct a compactification of the moduli space of har-
monic mappings from compact surfaces to compact Riemannian manifolds, and the limit objects
are a combination of 2-dimensional harmonic maps and geodesics.
We call these mixed objects c-nodal twisted holomorphic maps (c-STHM for short). The
actual definition of c-STHM’s (see Section 6.3) includes a choice of marked smooth points in the
curves, on which the connection might be meromorphic as well of some gluing data at the nodes.
After defining c-STHM’s, giving a notion of isomorphism between c-STHM’s, and extending the
definition of the Yang–Mills–Higgs functional YMHc (1.2) to c-STHM’s, we define a topology
on the set of isomorphism classes of c-STHM’s (see Section 7.4). The main theorem of the paper
is then the following (see Theorem 8.1).
Theorem 1.4. Let g and n be nonnegative integers satisfying 2g + n  3. Let K > 0 be any
number, and let c ∈ iR. Let {Cu} be a sequence of c-STHM of genus g and with n marked points,
satisfying YMHc(Cu)  K for each u. Then there is a subsequence {[Cuj ]} converging to the
isomorphism class of another c-STHM C. Furthermore, we have
lim
j→∞YMHc(Cuj ) = YMHc(C).
1.9. Contents
The paper is organized as follows. In Section 2 we set up some basic notation and state a few
fundamental compactness results on twisted holomorphic maps which are direct consequences
of standard results in Gromov–Witten theory. In Section 3 we prove some compactness results
for twisted holomorphic maps with fixed domain. In Section 4 we state the main technical results
of the paper, which basically deal with twisted holomorphic maps on arbitrarily long cylinders.
In Section 5 we define meromorphic connections and prove some basic results on them, and we
define gluing data. The definition of c-Stable Twisted Holomorphic Maps (c-STHM) and of the
Yang–Mills–Higgs YMHc functional is given in Section 6. We also prove there that YMHc
gives a bound on the number of bubbles of a c-STHM. The topology on the set of isomorphism
classes of c-STHM’s is defined in Section 7, where it is also proved that the YMHc functional
is continuous. In Section 8 the main theorem on compactness is stated and proved, using the
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Section 4.
1.10. Notation
We fix here some notation and conventions which will be used everywhere in the paper. We
denote by X a compact symplectic manifold with symplectic form ω. The manifold X supports
an effective Hamiltonian action of S1 with moment map μ :X → (LieS1)∗. We also take an S1-
invariant almost complex structure I on X, compatible with the symplectic form ω in the sense
that g := ω(·, I ·) is a Riemannian metric. Unless we say the contrary, any statement involving a
metric on X will implicitly refer to the metric g. For any λ ∈ iR we define
Xλ = {x ∈ X ∣∣ e2πλ · x = x}.
We will usually identify S1 with R/2πZ via the map R/2πZ  t → eit ∈ S1, and in this case
we will use additive notation for the group structure on S1. When we use this notation, the
exponential map exp : iR → R/2πZ will be exp(λ)= −iλ.
We identify LieS1 	 iR with its dual (iR)∗ by using the pairing 〈a, b〉 := −ab for any a, b ∈
iR. Thus in the rest of the paper we will assume that μ takes values in iR. Let
X ∈ C∞(X,T X)
be the vector field on X generated by the infinitesimal action of i ∈ iR (more precisely, the
infinitesimal action of any element λ ∈ iR gives rise to the vector field −iλX ). Define the real
function h = −iμ = 〈i,μ〉. The defining properties of the moment map imply dh = 〈dμ, i〉 =
ιXω, and from this we deduce the well known formula:
∇h = IX . (1.8)
Let d denote the distance between points in X defined by the Riemannian metric. Define, for
any pair of points x, y ∈ X the pseudodistance
distS1(x, y) := inf
θ∈S1
d(x, θ · y).
If A,B ⊂X are subsets, define
diamS1 A := sup
x,y∈A
distS1(x, y), distS1(A,B) := inf
x∈A, y∈B distS1(x, y).
We denote by dHauss the Hausdorff distance:
dHauss(A,B) = sup
x∈A
d(x,B)+ sup
y∈B
d(A,y).
We denote by D = {z ∈ C | |z| < 1} the open unit disc, and by D∗ = D \ {0} the open unit disk
with the center removed.
We will use the word curve to mean a complex curve, possibly singular. In general we will
consider curves which are not necessarily compact, might have boundary, and might also be
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a neighborhood of 0 in {xy = 0} ⊂ C2).
A marked prestable curve is a pair (C,x), where C is a compact connected curve, all of whose
singularities are nodes, and x = (x1, . . . , xn) denotes a list of different smooth points in C. We
will write x ∈ x to specify that x is one of the points x1, . . . , xn.
2. Twisted holomorphic maps
2.1. Almost Kaehler geometry of Hamiltonian S1 fibrations
Let C be a (nonnecessarily compact) complex curve and let P be a principal S1 bundle over C.
Denote by Y the twisted product P ×S1 X and by π : Y → C the natural projection. Let T vert be
the vertical tangent bundle Kerdπ ⊂ T Y . Since the almost complex structure I is S1-invariant, it
defines a complex structure of each fiber of T vert, which we still denote by I . We also denote by
g the Euclidean norm on T vert defined by the S1-invariant metric g on X. Let IC be the complex
structure on C (so IC is an endomorphism of the real tangent bundle of C), and let gC be a
conformal metric on C. Any connection A on P induces a splitting T Y 	 π∗T C ⊕ T vert. Using
this splitting we define the almost complex structure I (A) (resp. the Riemannian metric g(A))
on Y as the sum of π∗IC and I (resp., of π∗gC and g).
2.1.1. Covariant derivative
Suppose that φ is a section of Y → C. The covariant derivative dAφ of φ with respect to
the connection A is the composition of dφ with the projection πvA : T Y → T vert induced by A.
Hence,
dAφ = πvA ◦ dφ
is a one form on C with values in φ∗T vert. We say that φ is A-covariantly constant (or covari-
antly constant with respect to A) if dAφ = 0.
Recall that the set of sections φ : Y → C is in natural bijection with the set of maps ϕ : P → X
satisfying ϕ(p ·θ)= θ−1 ·ϕ(p) for each p ∈ P (we call such maps antiequivariant). If ϕ : P → Y
is the antiequivariant map corresponding to φ : Y → C, then we say that ϕ is A-covariantly
constant if φ is A-covariantly constant.
Lemma 2.1. Let γ : [0,1] → C be a smooth map, and let φ be a section of Y . Then distS1(φ ◦
γ (1),φ ◦ γ (0)) is at most the integral over [0,1] of |〈dAφ(γ ), γ ′〉|.
Proof. Take a trivialization γ ∗Y 	 [0,1] ×X, and consider a gauge transformation g : [0,1] →
S1 which sends γ ∗A to the trivial connection. Then we have
distS1
(
φ ◦ γ (1),φ ◦ γ (0))= distS1(g ◦ φ ◦ γ (1), g ◦ φ ◦ γ (0)),
and the latter can easily be estimated in terms of the integral of |〈dAφ(γ ), γ ′〉|, since by covari-
ance we have 〈dAφ(γ ), γ ′〉 = 〈dg∗γ ∗A(gφ), ∂t 〉. 
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The space of forms Ω1(C,φ∗T vert) splits as the sum of the space of holomorphic forms
Ω1,0(C,φ∗T vert) plus the space of antiholomorphic forms Ω0,1(C,φ∗T vert). Let ∂Aφ be the
projection of dAφ to Ω0,1(C,φ∗T vert). In concrete terms,
∂Aφ := 12 (dAφ + I ◦ dAφ ◦ IC).
If ∂Aφ = 0, then we say that φ is A-holomorphic. Denote by Φ the section φ viewed as a map
from C to Y . One has
∂Aφ = 0 ⇐⇒ ∂I (A)Φ = 0. (2.9)
Note that ∂I (A)Φ = 0 means that Φ is an I (A)-holomorphic map. Similarly, we have
|dΦ|2g(A) = |d IdC |2 + |dAφ|2 = 1 + |dAφ|2. (2.10)
2.2. Twisted holomorphic pairs
To study the local properties of Eq. (2.9) we will often consider trivialized principal S1 bun-
dles over curves, say P = C × S1, over a curve C which in general will not be compact and
might have boundary. Then Y = P ×S1 X can be canonically identified with C ×X, the sections
of Y can be identified with maps C →X, and the connections on P correspond to 1-forms on C
with values in iR. There is a canonical splitting T Y = T C ⊕TX (we omit the pullbacks for con-
venience) and, with respect to the connection on P corresponding to a 1-form α, the bundle of
horizontal tangent vectors is T horα = {(u, iα(u)X ) | u ∈ T C} ⊂ T Y . Consequently, the covariant
derivative of a section φ :C → X is
dαφ = dφ − iαX (φ),
and similarly
∂αφ = ∂Iφ − 12
(
iαX (φ)+ i(α ◦ IC)(IX )(φ)
)
. (2.11)
We will sometimes use the notation I (α) = I (A) (resp. g(α) = g(A)) for the almost complex
structure (resp. metric) on Y = C ×X given by the connection A corresponding to α.
A pair (α,φ) consisting of a 1-form α on C with values on iR and a map φ : C → X will be
called a twisted pair (or simply a pair) from C to X; to specify both the curve C and the target
manifold X we will write
(α,φ) :C → X.
Most of the times we will require both α and φ to be smooth, although sometimes we will as-
sume less regularity (for example, when obtaining limits of converging sequences). The weakest
regularity condition will be to assume that α is continuous and φ belongs to Lp1,loc(C,M).
We will say that the twisted pair (α,φ) is holomorphic if ∂αφ = 0.
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as a gauge transformation, its action on a pair (α,φ) is given by
h · (α,φ) = (α − h−1dh,h · φ).
3. Compactness when the domain is fixed and the energy is small
Let C be a connected curve without boundary, not necessarily compact. A sequence of twisted
pairs {(αn,φn) :C → X} will be said to converge to a twisted pair (α,φ) : C → X if αn → α
in the C0 norm and φn → φ in Lp1,loc for any p < ∞. This implies that for any compact subset
M ⊂ C the energies ‖dαnφn‖L2(M) converge to ‖dαφ‖L2(M), and that the maps φn converge
to φ in the C0 topology. Similarly, we say that a sequence of twisted pairs {(αn,φn) :C → X}
converge up to gauge to a twisted pair (α,φ) : C → X if there exist C1 maps hn : C → S1 such
that the pairs hn · (αn,φn) converge to (α,φ).
3.1. Compactness for pseudoholomorphic maps of small energy
Let Y be a manifold with a Riemannian metric h and let J be an almost complex structure
on Y . Following Definition 3.1 in [12] we say that the pair (J,h) is uniformly continuous
on a subset Y ′ ⊂ Y if, using the metric h to define the norms of tensors, the following in-
equalities hold: ‖J‖L∞(Y ′) < ∞ and for any  > 0 there is some δ = δ(J,h,Y ′) > 0 such
that for any x ∈ Y ′ there exists a C1 diffeomorphism φ : B(x, δ) → B(0, δ) ⊂ CN satisfying
‖J − φ∗Jst‖C0(B(x,δ)∩Y ′) + ‖h − φ∗hst‖C0(B(x,δ)∩Y ′) < , where Jst (resp. hst) denotes the stan-
dard complex structure (resp. metric) on CN .
Denote by KY the space of pairs (J,h), where J ∈ C0(Y,EndT Y ) is an almost complex
structure and h ∈ C0(Y ′, T ∗Y ⊗ T ∗Y) is a continuous Riemannian metric on Y . Let Y ′ ⊂ Y be
a subset. We say that a subset K ⊂ KY is compact on Y ′ if the image of K under the restriction
map
C0(Y,EndT Y )× C0(Y,T ∗Y ⊗ T ∗Y )→ C0(Y ′,EndT Y )× C0(Y ′, T ∗Y ⊗ T ∗Y )
is compact in the C0 topology and each (J,h) ∈ KY is uniformly continuous on Y ′.
In the following results, recall that D denotes the open unit disk in C.
Lemma 3.1. Let Y ′ ⊂ Y be a subset, and assume that K ⊂ KY is compact on Y ′. Let Ycpct ⊂
Y ′ be a compact subset. There exists a real number  = (K, Y ′, Ycpct) > 0 with the following
property. Let {(Jn,hn)} ⊂ KY be a sequence converging to some (J,h) in K, and for each n let
un ⊂ C0 ∩L21,loc(D, Y ) be a Jn-holomorphic map satisfying un(D) ⊂ Y ′, un(D)∩ Ycpct 
= ∅ and
‖dun‖L2(D,hn)  . Then there exists a sequence {nk} ⊂ N such that {unk } converges in the Lp1,loc
topology to a J -holomorphic map u : D → Y ′ for all p < ∞. Furthermore, if, for some k  1,
Jn converges to J in the Ck norm, then u is of class Lpk+1 and the subsequence can be chosen to
converge to u in Lpk .
Proof. This is a combination of Lemma 3.1 and Corollary 3.3 in [12] and Theorem B.4.2 and
Remark B.4.3 in [16]. 
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Given a curve C (with or without boundary), define Ω1L∞(C, iR) as the space of continu-
ous 1-forms α ∈ C0(C,T ∗C ⊗ iR) such that both dα and d∗α exist in the weak sense and are
measurable (and hence have bounded L∞ norm).
Lemma 3.2. Let Σ be a connected curve with boundary, endowed with a conformal Riemannian
metric. Given real numbers K > 0 and   0 (where  = 0 only if Σ has no boundary) there
exists a closed subsurface with boundary Σ0 ⊂ Σ and a subset A(K) ⊂ Ω1L∞(Σ0, iR) with
these properties:
• any point x ∈Σ such that d(x, ∂Σ)  belongs to Σ0,
• for any α ∈ Ω1L∞(Σ, iR) satisfying ‖dα‖L∞(Σ) K there exists some h : Σ0 → S1 of class
C1 such that α|Σ0 − h−1dh belongs to A(K),• viewed as a subspace of C0(Σ0, T ∗Σ ⊗ iR), the set A(K) is compact.
Proof. We first prove the lemma under the assumption that the boundary of Σ is empty. In this
case we set Σ0 = Σ . Take a real number p > 2. The proof of the present case is split in five
steps.
Step 1. Consider the de Rham complex with coefficients in iR
0 → Ω0(Σ, iR) d0−→Ω1(Σ, iR) d1−→ Ω2(Σ, iR)→ 0.
Let d∗i denote the formal adjoint of the differential operator di . Then
2 = d1d∗1 :Ω2(Σ, iR)→Ω2(Σ, iR)
is a self adjoint elliptic operator of degree 2, whose kernel can be identified with R-span of
the volume form νΣ ∈ Ω2(Σ). Define Ω2(Σ, iR)⊥ = {ν ∈ Ω2(Σ, iR) |
∫
Σ
ν = 0}. The space
Ω2(Σ, iR)⊥ is complementary to Ker2, and by Stokes’ and de Rham’s theorem Ω2(Σ, iR)⊥
coincides with the image of d1. It follows from this and elliptic theory that 2 restricts to give
an isomorphism ⊥2 : Ω2(Σ, iR)⊥ → Ω2(Σ, iR)⊥. Standard elliptic theory also implies that the
inverse G2 = (⊥2 )−1 satisfies, for any γ ∈ Ω2(Σ, iR)⊥,
‖G2γ ‖Lp2  const.‖γ ‖Lp, (3.12)
and hence extends to a bounded operator between Sobolev spaces.
Step 2. Similarly, if we set Ω0(Σ, iR)⊥ = {f ∈ Ω0(Σ, iR) | ∫
Σ
f νΣ = 0} then the restriction
of 0 = d∗0d0 to Ω0(Σ, iR)⊥ gives an isomorphism ⊥0 , whose inverse G0 = (⊥0 )−1 satisfies
‖G0f ‖Lp2  const.‖f ‖Lp for any f ∈Ω
0(Σ, iR)⊥, and hence gives a bounded operator between
Sobolev spaces. Furthermore, the image of d∗0 coincides with Ω0(Σ, iR)⊥.
Step 3. Let Δ ⊂ H 2(Σ,R) be a fundamental domain of the action of H 2(Σ,Z) on H 2(Σ,R)
given by addition. Clearly, Δ can be taken to be compact with respect to the topology given by
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theorem, there is a natural isomorphism χ : H 2(Σ,R) → H2. The restriction of the Lp1 norm
on Ω2(Σ,R) endows H2 with a structure of Banach space. Since all Banach space structures
on a finite-dimensional vector space are equivalent, χ is bounded and so the norm ‖χ(c)‖Lp1 is
uniformly bounded for any c ∈Δ.
Step 4. Let now α ∈Ω1L∞(Σ, iR). Define
α1 = α − d∗1G2 d1α.
Then d1α1 = 0, so α1 represents a cohomology class [α1] ∈ H 1(Σ, iR). Let c ∈Δ be a class such
that c − i[α1] belongs to H 1(Σ,Z). Using the standard identification between S1 and K(Z,1)
one can pick a smooth map g :Σ → S1 such that g−1dg represents ic + [α1]. Then
α2 = α1 − g−1 dg
satisfies i[α2] ∈Δ. Let f =G0d∗0α2. Then
α3 = α2 − df = α2 − d0f ∈ iχ(Δ) ⊂ iH2,
and by Step 3 the norm ‖α3‖Lp1 is bounded independently of α. On the other hand, setting h =
gef we have α3 = α − d∗1G2d1α − h−1 dh, so we can bound using (3.12)∥∥α − h−1 dh∥∥
L
p
1
 ‖α3‖Lp1 +
∥∥d∗1G2d1α∥∥Lp1
 const.+ const.‖d1α‖Lp  const.+ const.K,
where both constants in the latest term are independent of α and K . It follows that if we take
K ′ > 0 big enough and we define
A(K) = {α ∈ Ω1L∞(Σ0, iR) ∣∣ ‖α‖Lp1 K ′}
then for any α ∈ Ω1L∞(Σ, iR) satisfying ‖dα‖L∞ K there is some h :Σ → S1 such that α −
h−1 dh ∈ A(K).
Step 5. To prove that the set A(K) defined above satisfies the required properties it remains to
check that A(K) is compact when viewed as a subspace of C0(Σ0, T ∗Σ ⊗ iR). This is a direct
consequence of Kondrachov’s compactness theorem (see Theorem 7.22 in [11]), which states
that in dimension 2 (and assuming p > 2) the inclusion Lp1 → C0 given by Sobolev’s embedding
theorem is compact. This finishes the proof of the lemma when Σ has no boundary.
The general case can be reduced to the previous one by a standard doubling procedure, which
we now sketch. Suppose that the boundary of Σ is a disjoint union of circles S1, . . . , Sr . Given
 > 0 consider embeddings ιj :Nj = Sj ×[0, ] → Σ whose restriction to Sj ×{0} is the identity
and such that the distance from any point in x ∈ ιj (Nj ) to ιj (Sj × {}) is < . Then we set
Σ0 = Σ \ ⋃ ιj (Sj × [0, )). Assume furthermore that the sets ιj (Nj ) are all disjoint, which
implies that Σ0 is a connected surface with boundary.
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versed, by identifying the common boundary: Σδ = Σ ∪∂Σ Σ . Then Σδ is a compact sur-
face without boundary. We now prove that there exists some Kδ > 0 with this property: for
any α ∈ Ω1L∞(Σ, iR) satisfying ‖dα‖L∞(Σ)  K there exists some γ0 : Σ0 → S1 and some
αδ ∈Ω1L∞(Σ, iR) such that
• the restriction of α − αδ to Σ0 is equal to γ−10 dγ0,
• the form α′δ ∈ Ω1L∞(Σδ, iR) obtained by gluing two copies of α′δ satisfies∥∥dα′δ∥∥L∞(Σδ) Kδ.
Once this is proved, the result follows by applying to α′δ the previous construction.
Take some j and denote by θ, t the coordinates of points of ιj (Nj ) = ιj (Sj × [0, ]). It is
easy to prove that there exists a smooth map γj : ιj (Nj ) → iR which extends smoothly to a
neighborhood of ιj (Nj ) and such that α − dγj = aj (θ, t) dθ for some smooth function aj :
ιj (Nj ) → iR with the property that aj (θ,0) = λj , where λj is some constant independent of θ
(geometrically, eγj is a gauge transformation which puts d +α in temporal gauge in the cylinder
ιj (Nj )). Let γ : Σ → iR be a smooth map whose restriction to each ιj (Nj ) is equal to γj (such
map exists because the sets ιj (Nj ) are disjoint), and denote by γ0 the restriction of γ to Σ0. Let
ρ : [0, ] → R be a smooth map such that
ρ
([0, /3])= 1, ρ([2/3, ])= 0, ρ(x) ∈ [0,1] for each x ∈ [0,1].
Let αδ ∈Ω1L∞(Σ, iR) be defined by the property that αδ|Σ0 = α|Σ0 − γ−10 dγ0 and for any point
in ιj (Nj ) with coordinates (θ, t) we have
αδ(θ, t)= ρ(t)λj dθ +
(
1 − ρ(t))aj (θ, t) dθ.
It is straightforward to check that, if Kδ is big enough (depending on ρ and the embeddings ιj ),
then for any α as before the form α′δ ∈Ω1L∞(Σδ, iR) obtained by gluing two copies of α′δ satisfies‖dα′δ‖L∞(Σδ) Kδ as required. 
In analogy with the definition at the beginning of this subsection, given a curve (with or
without boundary) C, an integer k  1 and a real number p > 2, we define Ω1
L
p
k
(C, iR) as the
space of continuous 1-forms α ∈ C0(C,T ∗C ⊗ iR) such that both dα and d∗α exist in the weak
sense and have bounded Lpk norm. We the have the following analogue of Lemma 3.2.
Lemma 3.3. Let Σ be a connected curve with boundary, endowed with a conformal Riemannian
metric. Given real numbers K > 0 and   0 (where  = 0 only if Σ has no boundary) there
exists a closed subsurface with boundary Σ0 ⊂ Σ and a subset A(K)p,k ⊂ Ω1
L
p
k
(Σ0, iR) with
these properties:
• any point x ∈Σ such that d(x, ∂Σ)  belongs to Σ0,
• for any α ∈ Ω1
L
p
k
(Σ, iR) satisfying ‖dα‖Lpk (Σ) K there exists some h : Σ0 → S
1 of class
C1 such that α|Σ0 − h−1 dh belongs to A(K)p,k ,• viewed as a subspace of Lp(Σ0, T ∗Σ ⊗ iR), the set A(K)p,k is compact.k
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a sufficiently big K ′ > 0 and then we set A(K)p,k = {α ∈ Ω1L∞(Σ0, iR) | ‖α‖Lpk+1  K
′}. The
latest statement of the lemma is then a direct consequence of Rellich’s compactness theorem.
3.3. Compactness for pairs with small energy
Lemma 3.4. Let W be a Riemannian manifold endowed an action of S1, an invariant metric g,
and an invariant almost complex structure I . Denote by XW the vector field on W generated by
the infinitesimal action of LieS1. Let W ′ ⊂ W be a closed invariant subset, and assume that I
is uniformly continuous on W ′ and that |XW | is uniformly bounded on W ′. Let Wcpct ⊂ W ′ be a
compact subset. Let C be a complex curve with a Riemannian metric. For any real number K > 0
there exists a real number  = (W,XW,W ′,Wcpct, I,C,K) > 0 with the following property.
Suppose that we have:
• a compact connected subset M ⊂ C,
• a sequence {In} of invariant continuous almost complex structures on W converging to I in
the C0 norm,
• a sequence (αn,φn) :C → W of twisted pairs such that, for each n, dαn is measurable and
φn belongs to the class C0 ∩L21,loc,
and that for each n the following is satisfied:
• the pair (αn,φn) is In-holomorphic,
• φn(C) ⊂W ′ and φn(M)∩Wcpct 
= ∅,
• ‖dαn‖L∞ <K , ‖dαnφn‖L2(C)  .
Then there exists an open subset N of C containing M and a subsequence of twisted pairs
{(αnk , φnk )} whose restriction to N converges up to gauge to an I -holomorphic twisted pair
(α,φ) :N → W . Furthermore, if, for some k  1 and some p > 2, In converges to I in the Ck
norm and the Lpk norms of dαn are bounded, then φ is of class Lpk+1 and the subsequence can
be taken so that φn → φ in Lpk .
Proof. Let Σ ⊂ C be a compact connected surface, with or without boundary, containing M in
its interior. Let η = d(M,∂Σ) (if ∂Σ = ∅ then we set η = 0). Applying Lemma 3.2 to Σ , with
the present value of K and with  = η/3, we obtain a compact connected subsurface Σ0 ⊂Σ and
a subset A(K) ⊂Ω1L∞(Σ0, iR). Since any point x ∈ Σ such that d(x, ∂Σ) η/3 belongs to Σ0,
the interior of Σ0 contains M . Define Y = C×W endowed with the product metric h, and define
similarly Y ′ = Σ0 × W ′ and Ycpct = Σ0 × Wcpct. Let K = {(I (α), g(α)) | α ∈ A(K)} ⊂ KY ′ .
Since |XW |L∞(W ′) < ∞ and A(K) is compact when viewed as a subspace of C0(Σ0, T ∗Σ ⊗
iR), the set K is compact on Y ′. Define  = (W,XW,W ′,Wcpct, I,C,K) := (K, Y ′, Ycpct)/2
(in the right-hand side we use the notation of Lemma 3.1). We now prove that  satisfies the
requirements of the lemma.
So suppose that we have a compact connected subset M ⊂ C, a sequence {In} of invariant
continuous almost complex structures on W converging to I in the C0 norm, and a sequence
(αn,φn) : C → W of twisted pairs satisfying the properties specified in the statement of the
lemma. Take a covering of M by open discs D1, . . . ,Dr ⊂ Σ0 of area less than . Since M
is connected, these disks can be chosen in such a way that for each j we have Dj ∩ (D1 ∪
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= ∅. Furthermore, we can assume that φn(D1) ∩ Wcpct 
= ∅ for each n. Let N =
D1 ∪ · · · ∪Dr .
Since by assumption αn satisfies ‖dαn‖L∞(Σ) K for any n, there exists some hn :Σ0 → S1
of class C1 such that αn|Σ0 −h−1n dhn belongs to A(K). Define (α′n,φ′n)= hn · (αn|Σ0 , φn|Σ0) =
(αn|Σ0 − h−1n dhn,hn · φn|Σ0). It suffices to prove that for each j there is a subsequence of
{(α′n,φ′n)} whose restriction to D1 ∪ · · · ∪Dj converges to a twisted pair (αDj ,φDj ) :D1 ∪ · · · ∪
Dj → W .
We use induction on j , beginning with D1. Take a biholomorphism f :D → D1 and de-
fine Φn := (f,φ′n ◦ f ) :D → W . The map Φn is holomorphic with respect to In(αn), it satisfies
Φn(D) ∩ YK 
= ∅ and by (2.10) it also satisfies |dΦn|2 = area(D) + |dα′nφn|2 < (K, Y ′, Ycpct)
where in W the Riemannian metric g(α′n) is used. Since In converges to I and each α′n ∈ A(K),
a subsequence of (In(α′n), g(α′n)) converges to a pair in K. So we can apply Lemma 3.1 and
obtain the desired converging subsequence of {(α′n,φ′n)}. Now assume that, after having passed
to a subsequence, the restriction of (α′n,φ′n) to D<j := D1 ∪ · · · ∪ Dj−1 converges to a twisted
pair (α′, φ′) : D<j → W . Let x be a point of D<j ∩ Dj , and choose a closed ball of positive
radius B ⊂W centered at φ′(x). Then, for big enough n, φ′n(Dj )∩B 
= ∅ so, replacing Wcpct by
B (which is a compact set) we can apply the preceding argument to deduce that, passing to a sub-
sequence, the restriction of {(α′n,φ′n)} to Dj converges to a limit pair. This finishes the induction
step.
The last statement follows from Lemmas 3.1 and 3.3. 
Corollary 3.5. Let W , XW , W ′, Wcpct, I , C, M , K be as in Lemma 3.4, and let  =
(W,XW,W ′,Wcpct, I,C,K). Let {In} be a sequence of invariant continuous almost complex
structures on W converging to I in the L∞ norm and let (αn,φn) : C → W be a sequence of
In-holomorphic twisted pairs such that φn(C) ⊂ W ′, ‖dαn‖L∞(C) < K and ‖dαnφn‖L2(C)  .
Suppose that φn(M) ∩ Wcpct 
= ∅ for each n. Then there is an I -holomorphic twisted pair
(α,φ) :C → W such that φ(C) ⊂ W ′ and, after passing to a subsequence and regauging, the
twisted pairs (αu,φu) converge to (α,φ) on compact subsets of C. Furthermore, if, for some
k  1 and some p > 2, In converges to I in the Ck norm and the Lpk norms of dαn are bounded,
then φ is of class Lpk+1 and the subsequence can be taken so that φn → φ in Lpk .
Proof. Take an exhaustion of C by compact connected subsets {Mi} such that M ⊂ Mi , and
apply Lemma 3.4 to each Mi together with a diagonal argument. 
Corollary 3.6. Let W , XW , W ′, Wcpct, I , C and M be as in Lemma 3.4. For any  > 0 there exists
some δ > 0 such that if (α,φ) : C → W ′ is an I -holomorphic pair satisfying ‖dα‖L∞(C) < δ,
‖dαφ‖L2(C) < δ and φ(M)∩Wcpct 
= ∅ then diamS1 φ(C) .
Proof. We prove the corollary by contradiction. Suppose that for some  > 0 there is a sequence
of I -holomorphic pairs (αn,φn) : C → W such that ‖dαn‖L∞(C) → 0, ‖dαnφn‖L2(C) → 0,
φ(M) ∩ Wcpct 
= ∅, and diamS1 φn(C)  . By Corollary 3.5 we can assume, up to restrict-
ing to a subsequence and regauging, that there is an I -holomorphic pair (α,φ) :C → X such
that {(αn,φn)} converges to (α,φ) on compact subsets of C. Hence, ‖dαφ‖L2(C) = 0 and
diamS1 φ(C) , which is a contradiction. 
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4.1. Critical residues
Let F ⊂ X be the fixed point set of the action of S1. For each connected component F ′ ⊂ F ,
there is an action of S1 on the corresponding normal bundle N → F ′, which splits in weights as
N =⊕χ∈Z Nχ , where Nχ ⊂N is the subbundle on which S1 acts with weight χ . Define
weight(F ′) := {χ ∈ Z | Nχ 
= 0}, weight(X)=
⋃
F ′⊂F
weight(F ′) ⊂ Z,
where the union runs over the set of connected components F ′ ⊂ F . The set of critical residues,
defined in (1.7), is equal to
Λcr =
{
λ ∈ iR ∣∣ there is some w ∈ weight(X) such that wλ ∈ iZ}.
4.2. Cylinders with noncritical residue
Define for any real number N > 0 the cylinder CN = (−N − 2,N + 2) × S1 and denote by
(t, θ) the coordinates of points of CN . Let ZN := [−N,N ] × S1, and consider both on CN and
ZN the standard flat metric dg2 = dt2 + dθ2 and the conformal structure ∂t = i∂θ .
Theorem 4.1. For any noncritical λ ∈ iR \Λcr there exist positive real numbers K,σ, , depend-
ing continuously on λ, with the following property. Let N > 0 be any real number and let (α,φ) :
CN → X be a twisted holomorphic pair satisfying ‖α − λdθ‖L∞(CN ) < , ‖dα‖L∞(CN ) <  and‖dαφ‖L∞(CN ) < . Then for any (t, θ) ∈ZN we have:∣∣dαφ(t, θ)∣∣Keσ(|t |−N)‖dαφ‖L∞(ZN ). (4.13)
In particular this implies
diamS1
(
φ(ZN)
)
<K‖dαφ‖L∞(ZN ). (4.14)
The proof of Theorem 4.1 will be given in Section 9. A crucial feature of Theorem 4.1 is that
the numbers K,σ,  are independent of N .
4.3. Limit orbits of twisted holomorphic pairs on the punctured disc
Consider the semiinfinite cylinder C+ = R>0 × S1, with coordinates (t, θ) and with the flat
metric dg2 = dt2 + dθ2 and conformal structure ∂t = i∂θ . The following theorem will be proved
in Section 10.
Theorem 4.2. Suppose that (α,φ) :C+ → X is a smooth twisted holomorphic pair, and that
‖dα‖L∞(C+) <∞ and ‖dαφ‖L2(C+) <∞. Then:
(1) For any t ∈ R>0 let Hol(t) = exp(
∫ 2π
0 α(t, θ)(∂θ ) dθ) ∈ S1 be the holonomy of α around the
circle {t} × S1. As t → ∞, Hol(t) converges to some Hol(∞) ∈ S1.
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(3) The points in the orbit O are all stabilized by Hol(∞).
(4) We have |dαφ(t, θ)|Ke−σ t for some positive constants K,σ > 0.
The orbit O is called the limit orbit of φ at ∞.
4.4. Connections in balanced temporal gauge
Let P be a principal circle bundle over a cylinder C = (p, q)×S1, p < q , and let A be a con-
nection on P . We say that a given trivialization of P puts A in temporal gauge if, with respect
to this trivialization, the covariant derivative dA takes the form d + a dθ , where a is a map from
C to iR. Let τ = (p + q)/2. We call {τ } × S1 ⊂ C the middle circle of C. We say that the trivi-
alization is in balanced temporal gauge if the restriction of a to the middle circle of C is equal
to some constant λ ∈ iR. Given any connection A on P , there exist trivializations of P which put
A in balanced temporal gauge, and any two such trivializations differ by a constant gauge trans-
formation and a gauge transformation of the form (t, θ) → θk (the latter transformation changes
λ by λ+ ik).
4.5. Cylinders with small energy and nearly critical residue
As before, for any positive real number N we denote CN = (−N − 2,N + 2) × S1 and
ZN := [−N,N ] × S1 with the standard product metric and conformal structure, and we denote
by (t, θ) the coordinates of points in CN . Let v = f dt ∧ dθ be a volume form on CN , and let
η > 0 be any number. We say that v is exponentially η-bounded if |f | + |∇f |< ηe|t |−N.
Theorem 4.3. Fix some number c ∈ iR. There exist positive real numbers , η,σ,K with the fol-
lowing property. Let N > 0 be a real number and let (α,φ) : CN → X be a twisted holomorphic
pair. Suppose that α is in balanced temporal gauge, and that there exists some critical residue
λcr ∈Λcr such that
‖α − λcr dθ‖L∞ <  and ‖dαφ‖L∞ < . (4.15)
Then there exist maps ψ : [−N,N ] → Xλcr and φ0 : ZN → TX satisfying, for any (t, θ) ∈ ZN ,
the following properties: φ0(t, θ) ∈ Tψ(t)X,
φ(t, θ) = e−λcrθ expψ(t)
(
eλcrθφ0(t, θ)
)
and
2πq∫
0
eλcrθφ0(t, θ) dθ = 0, (4.16)
where expx : TxX →X denotes the exponential map on X. Furthermore:
(1) If v is an exponentially η-bounded volume form on CN and the vortex equation ιv dα +
μ(φ) = c is satisfied, then for any (t, θ) ∈ ZN∣∣φ0(t, θ)∣∣<Keσ(|t |−N). (4.17)
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The proof of Theorem 4.3 will be given in Section 11. Suppose that λcr = ip/q where p,q
are relatively prime integers. To see that formula (4.16) is well defined, note that the condition
ψ ⊂ Xλcr implies that for any t the point ψ(t) is fixed by the action of e2π i/q , and that e±λcrθ is
well defined up to multiplication by powers of e2π i/q . Since the exponential map is equivariant
we have e−2π i/q expψ(t)(e2π i/qv)= expψ(t)(v) for any vector v ∈ Tψ(t)X.
Next theorem, which will be proved in Section 12, states that the map ψ constructed in The-
orem 4.3 is approximately a gradient flow line for the moment map μ.
Theorem 4.4. There exist positive constants K,σ with the following properties. Let N > 0 be a
real number and let (α,φ) : CN → X be a holomorphic twisted pair satisfying the hypothesis of
Theorem 4.3. Assume furthermore that α is in balanced temporal gauge, so that α = a dθ and
a|{0}×S1 is equal to some constant λ ∈ iR and |λ− λcr| < .
(1) Suppose v is an exponentially η-bounded volume form on CN and that the vortex equation
ιv dα +μ(φ) = c is satisfied; then, for any t ∈ [−N,N ],∣∣ψ ′(t)+ i(λ− λcr)∇h(ψ(t))∣∣<Keσ(|t |−N); (4.19)
(2) suppose that dα = 0; then, for any t , we have∣∣ψ ′(t)+ i(λ− λcr)∇h(ψ(t))∣∣<Keσ(|t |−N). (4.20)
Again, a very important feature of Theorems 4.3 and 4.4 is that the constants are independent
of N .
4.6. Chains of gradient segments
A monotone chain of gradient segments in X is any compact subset T ⊂ X which can be
written as T = ρ(T ), where T ⊂ R is a compact interval (possibly consisting of a unique point)
and ρ : T →X is a continuous map such that:
• ρ−1(F ) is a finite set,
• ρ is smooth at T \ ρ−1(F ), and
• for any t ∈ T \ ρ−1(F ) we have ρ′(t)= −s∇h(ρ(t)) for some real number s > 0 depending
on t .
Define the beginning of T to be b(T ) := ρ(infT ) and the end of T to be e(T ) := ρ(supT )
(these definitions are independent of the parametrization ρ). We say that T is degenerate when
b(T ) = e(T ). Let T (X) be the set of chains of gradient segments, with the topology induced
by the Hausdorff distance between sets. The space T (X) is compact and carries a continuous
action of S1 induced by the action on X. Define the set of infinite monotone chains of gradient
segments T ∞(X) ⊂ T (X) as the set consisting of those T such that both the beginning b(T )
and the end e(T ) belong to the fixed point set.
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in R and ψu is a smooth map. Suppose that the length of Su tends to infinity, and that there is a
sequence of positive real numbers lu → 0 and positive constants K,σ with the property that for
any u and t ∈ Su we have ∣∣ψ ′u(t)+ lu∇h(ψu(t))∣∣Ke−σd(t,∂Su).
For any τ > 0 let Sτu = {t ∈ Su | d(t, ∂Su)  τ }. There exists a monotone chain of gradient
segments T ∈ T (X) and an infinite sequence {ui} ⊂ N such that:
(1) lim
τ→∞
(
lim sup
i
dHauss
(
ψui
(
Sτui
)
,T ))= 0,
(2) lim
τ→∞
(
lim sup
i
d
(
ψui
(
infSτui
)
, b(T )))= lim
τ→∞
(
lim sup
i
d
(
ψui
(
supSτui
)
, e(T )))= 0.
The proof of Theorem 4.5 will be given in Section 13.
5. Meromorphic connections on marked nodal curves and gluing data
5.1. Meromorphic connections on the punctured disc
Let P be a principal S1 bundle over the punctured unit disc D∗. Denote by T (P ) the set of
trivializations of P up to homotopy. The set T (P ) has a natural structure of Z-torsor given by
the action of gauge transformations: if τ denotes the class in T (P ) of a trivialization t : P →
D
∗ × S1, then for any n ∈ Z we define n · τ to be the class of the trivialization t ◦ g, where
g : P → P is the gauge transformation given by the map D∗ → S1 defined as z → (z/|z|)k .
For any connection A on P we define Hol(A,ρ) ∈ S1 as the holonomy of A around the
circle of radius ρ centered at 0, oriented counterclockwise. We say that A is meromorphic if its
curvature FA is bounded with respect to the metric on D∗ obtained by restriction of the standard
metric on C.
Lemma 5.1. Suppose that A is a meromorphic connection on P .
(1) The limit Hol(A,0) := lim→0 Hol(A,ρ) exists.
(2) Any τ ∈ T (P ) has a representative with respect to which the covariant derivative associated
to A can be written in polar coordinates (r, θ) as
dA = d + α + λdθ, (5.21)
where α is a continuous 1-form on the disc D with values in iR and λ ∈ iR satisfies
Hol(A,x) = e2πλ. The number λ depends on A and τ , but not on the chosen representa-
tive of τ .
Proof. Take a trivialization of P representing τ and suppose that with respect to this trivializa-
tion dA = d + α0, so that FA = dα0. Define for any ρ ∈ (0,1) the number
λ(ρ) := 1
2π
∫
1
α0(ρ, θ)(∂θ ).θ∈S
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the annulus A(η,ρ) = {z | η < |z| < ρ}, which is bounded above by areaA(η,ρ) · ‖dα‖L∞(D∗) 
πρ2‖dα‖L∞(D∗). This implies that the limit λ := limρ→0 λ(ρ) exists. On the other hand,
Hol(A,ρ) = e2πλ(ρ), so the limit limρ→0 Hol(A,ρ) also exists and is equal to e2πλ. This
proves (1). By Poincaré’s lemma, there exists a continuous 1-form α on D with values in iR
such that dα0 = dα. Hence β := α0 −α − λdθ is closed. But it is also exact, since for any  > 0
we have ∫
θ∈S1
β(, θ) = lim
→0
∫
θ∈S1
β(, θ) = lim
→0
∫
θ∈S1
α0 − λdθ = 0
(in the first equality we use that β is closed, in the second one that α0 extends to D and in the third
one the definition of λ). Consequently, β = dh for some h : D∗ → S1. The gauge transformation
g = eh transforms d +α0 into d +α+λdθ and is homotopic to the trivial gauge transformation.
This proves (2). 
Using the previous lemma, we define for any τ ∈ T (P ) and any meromorphic connection A
the residue Res(A, τ) := λ. Note that we have
Res(A,n · τ)= in+ Res(A, τ). (5.22)
We call Hol(A,0) the limit holonomy of A around 0. We say that the connection A has critical
holonomy around 0 if Hol(A,0) = e2πλ for some λ ∈ Λcr, i.e., if the residue of A with respect
to any τ ∈ T (P ) is critical, and that it has trivial holonomy if Hol(A,0) = 1.
5.2. Meromorphic connections on marked smooth curves
Let (C,x) be a smooth marked curve, not necessarily compact, and let P be a principal S1
bundle over C \ x. Given x ∈ x we identify a small neighborhood Ux of x with the unit disc D in
a way compatible with the orientation (and so that x corresponds to 0), and using the definition
in Section 5.1 we get a Z-torsor T (P,x) parameterizing the trivializations of P on Ux \ {x} up
to homotopy. We say that a connection A on P is meromorphic if its curvature is bounded with
respect to any smooth metric on C. In this situation, for any τ ∈ T (P,x) there is a well defined
residue λ = Res(A,x, τ ) and a limit holonomy Hol(A,x), and both quantities are related by
Hol(A,x) = e2πλ. Any τ ∈ T (P,x) defines an extension of P to x, by gluing P to the trivial
bundle over Ux using a representative of τ as patching function. In general, a collection of local
trivializations τ ∈ T (P,x) :=∏x∈x T (P,x) defines an extension P τ of P to C. We define the
degree of the bundle P over (C,x) to be the map
degP :T (P,x) → Z
which sends any τ ∈ T (P,x) to degP(τ) := degP τ . The following lemma gives a generalization
of the simplest Chern–Weil formula to the case of meromorphic connections.
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the curvature of a meromorphic connection A on P . For any τ ∈ T (P,x) we have
degP(τ) = i
2π
∫
C
FA + i
∑
x∈x
Res(A,x, τ ). (5.23)
Proof. Let x = (x1, . . . , xn). Pick some τ ∈ T (P,x) and let λj = Res(A,xj , τ ). Take disjoint
disks D1, . . . ,Dn centered at x1, . . . , xn, small enough so that we can apply Lemma 5.1 to get
trivializations of P near each xj . In these trivializations, dA|Dj = d+αj +λj dθj , where (rj , θj )
are polar coordinates in Dj . Choose for each j a smooth 1-form ηj on Dj which coincides
with dθj away from a small disk {r < } ⊂ Dj and define a connection A′ by the condition
dA′ = dA +∑j λj (ηj − dθ). Now A′ is a smooth connection on P τ , and using standard Chern–
Weil and Stokes we compute
degP(τ) = degP τ = i
2π
∫
C
FA′ = i2π
∫
C
FA + i2π
∑
λj
∫
Dj
dηj
= i
2π
∫
C
FA + i2π
∑
λj
∫
∂Dj
ηj = i2π
∫
C
FA + i
∑
λj . 
5.3. Meromorphic connections on marked nodal curves
Now suppose that (C,x) is a prestable marked curve. Denote by z the set of nodes of C. Let
π : C′ → C be the normalization map. Given a circle bundle P over C \ (x∪ z), a meromorphic
connection on P is a meromorphic connection on π∗P such that for every node in C with
preimages y, y′ in the normalization, we have
Hol(A,y) = Hol(A,y′)−1. (5.24)
5.4. Gluing data
Let (C,x) be a smooth marked curve, let P be an S1 principal bundle over C \ x, and let A be
a meromorphic connection on P . Let x ∈ x and denote by Sx be the quotient space of TxC \ {0}
by the action of R>0 given by scalar multiplication. Choose a conformal metric on C, let S ⊂ C
be the circle of radius  centered at x, and denote by (P,A) the restriction to S of (P,A). Let
Px → Sx be the S1 principal bundle whose fiber over the class of s ∈ TxC \ {0} is the set of A-
covariantly flat sections of P defined over the ray {exp ts | t ∈ (0, δ)} for some small δ. Parallel
transport in radial directions gives a canonical isomorphism of principal bundles ι : Px → P for
small enough  (strictly speaking, we use any such isomorphism to define a structure of principal
bundle on Px , which so far has only been defined as a set endowed with an action of S1). It
follows from Lemma 5.1 that the connections ι∗A converge to a connection Ax on Px . Unlike
(P,A), the pair (Px,Ax) is independent of the metric on C. We call it the limit pair of (P,A)
at x.
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be a node, with preimages y, y′ in C′. The circles Sy , Sy′ have a natural structure of torsors over
S1, given by multiplication in TyC′ and Ty′C′ by complex numbers of modulus 1. Define
Gz(C) =
{
gC :Sy → Sy′ isomorphism of S1 torsors
}
,
where Sy′ denotes Sy′ with the structure of S1 torsor inverted (so the action of S1 on Sy′ is the
composition of the inversion map S1 → S1 with the action on Sy′ ).
Suppose that P is an S1 principal bundle over the smooth locus of C \ x, and that A is a
meromorphic connection on P . Let (Py,Ay) and (Py′ ,Ay′) be the limit pairs of (p∗P,p∗A) at
y and y′. We define the set of gluing data at z to be
Gz(P,A) =
{
(gC,gP )
∣∣ gC ∈Gz(C), gP :Py → g∗CPy′ isom. such that g∗P g∗CAy′ =Ay}.
Thanks to the assumption (5.24), the set Gz(P,A) is nonempty. With its natural topology,
Gz(P,A) is homeomorphic to a torus, and in particular is compact.
5.4.1. Functoriality of gluing data
Suppose that (Cj ,xj ), j = 0,1, are smooth marked curves and that f : (C0,x0) → (C1,x1)
is an isomorphism between them. Let x ∈ x be any point. If Pj → Cj \ xj are principal S1 bun-
dles and Aj are meromorphic connections on each Pj , then any isomorphism of vector bundles
g : P0 → P1 lifting f and satisfying g∗A1 = A2 induces a morphism gx : (P0)x → (P1)f (x)
which satisfies g∗x(A1)f (x) = (A0)x . Note that the condition g∗A1 =A2 is crucial to get the limit
map gx , since the definitions of (P0)x and (P1)f (x) depend on the connections A0,A1.
Now suppose that (Cj ,xj ) are marked prestable curves, and that we have f,g,Pj ,Aj as
before. Applying the previous construction to the normalizations of Cj we deduce, for each node
z ∈ C0, a bijection of sets of gluing data
g∗ : Gf(z)(P1,A1) → Gz(P0,A0).
5.5. Canonical transport
Consider the points x0 = [1 : 0] and x1 = [0 : 1] in the complex projective line P1, define the
path γ : [0,1] → P1 as γ (t) = [1 − t : t] and let u0 = γ ′(0) ∈ Tx0P1. Let also ρ :P1 → P1 be the
map defined by ρ([x : y]) = [y : x] and let u1 = dρ(u0).
Suppose that B is a compact smooth curve of genus 0 and that y = {y0, y1} ⊂ B are two differ-
ent points. Given a nonzero tangent vector v0 ∈ Ty0B , by the uniformization theorem there exists
a unique biholomorphism f :P1 → B which satisfies f (x0) = y0, f (x1) = y0 and df (u0) = v0.
We then set g′B(v0) := df (u1). This defines a canonical map g′B : Ty0B \ {0} → Ty1B \ {0} de-
scending to an isomorphism of torsors fy0,y1 : Sy0 → Sy1 .
Now, if P is an S1 principal bundle over B \y and A is a flat connection on P , then A-parallel
transport along the image of f ◦γ defines an isomorphism between the fiber of Py0 over the class
of v0 in Sy0 and the fiber of Py1 over the class of v1. In this way we obtain an isomorphism of S1
principal bundles
gy0,y1 : Py0 → Py1
which lifts the isomorphism of torsors fy ,y .0 1
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f (x1) = y0 and such that z belongs to the image of f ◦ γ . Then we set fyj (z) := [df (uj )]
(where brackets denote the class in Syj ). This gives well defined maps fyj : B \ y → Syj for
j = 0,1. Finally, using parallel transport along the image of f ◦ γ we obtain morphisms of
principal bundles
gyj : P → Pyj , j = 0,1,
lifting the maps fyj . We call the maps gyj and gy0,y1 the canonical transport of P .
6. Stable twisted holomorphic maps
6.1. Volume forms on stable marked curves
Let g,n be nonnegative integers satisfying 2g + n 3. The Deligne–Mumford moduli space
Mg,n parameterizing isomorphism classes of stable curves (C,x) admits a natural structure of
orbifold. The map f : Mg,n+1 → Mg,n which forgets the last point and stabilizes gives Mg,n+1
the structure of universal curve over Mg,n. Fix from now on a smooth (in the orbifold sense) Rie-
mannian metric on Mg,n+1. This metric induces by restriction a smooth metric on the fibers of f ,
hence a well defined Riemannian metric h(C,x) on any stable curve (C,x) whose isomorphism
class belongs to Mg,n (more precisely, h(C,x) defines a Riemannian metric on the normaliza-
tion of (C,x); alternatively we can look at h(C,x) as a Riemannian metric on the smooth locus
of (C,x)). We assume that the metric on Mg,n+1 has been chosen in such a way that for any
[C,x] ∈ Mg,n the metric h(C,x) is conformal. We call h(C,x) the canonical metric on (C,x). De-
note by ν(C,x) the volume form on (the normalization of) (C,x) induced by h(C,x). The volume
form ν(C,x) is invariant under the conformal automorphisms of (C,x). We call it the canonical
volume form on (C,x).
6.2. Prestable marked curves and stabilization
Let (C,x) be a prestable marked curve. We say that a point in C is exceptional if it is either
a node or a marked point. Let p : C′ → C be the normalization map. The exceptional points
in C′ are by definition the preimages of the exceptional points in C. Recall that an irreducible
component D ⊂ C is said to be unstable if either it is a rational curve with 2 or less exceptional
points (counted in the normalization C′), or it is an elliptic curve with no exceptional points (in
the latter case, since C is connected, C is an elliptic curve and x is empty).
Let (Cst,xst) be the stabilization of (C,x), and let π : C → Cst be the stabilization map.
So π is the result of repeatedly contracting the unstable components of C (keeping track of the
marked points) until getting a stable curve. In particular π maps injectively x to xst, and (Cst,xst)
is stable, so its isomorphism class gives an element of Mg,n. The irreducible components of C
which are contracted to a point by the map π are called bubble components, and the other ones
are called principal components.
Given a node w ∈ Cst one can find sequences of points of C′, (y0, . . . , yd−1) and (y′1, . . . , y′d),
which satisfy the following properties:
(1) the points {y0, . . . , yd−1} and {y′1, . . . , y′d} are all different;
(2) y0 and y′ belong to a principal component of C′;d
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(4) for each j we have p(yj ) = p(y′j+1);
(5) we have π(p(yj )) = π(p(y′j )) =w for each j .
We call the sequences (y0, . . . , yd−1), (y′1, . . . , y′d) an ordered list of connecting exceptional
points over w. There are two different ways to pick ordered lists of connecting exceptional points
over a given node. The points of the form yj or y′j are called connecting exceptional points. The
connecting nodes of C are the images of the connecting exceptional points under the map p.
The nodes which are not connecting are called tree nodes. We call the bubbles O1, . . . ,Od−1 the
connecting bubbles of C over w. We call tree bubbles those bubbles which are not connecting.
6.3. Definition of c-STHM’s
Pick an element c of iR and nonnegative integers g,n satisfying 2g + n  3. A c-stable
twisted holomorphic map (c-STHM for short) of genus g and n marked points is a tuple
C = ((C,x), (P,A,φ),G, {Tw}),
where
(1) (C,x) is prestable marked curve of genus g and n marked points.
(2) P is a principal S1 bundle over C \ (z ∪ x), where z is the set of nodes of C.
(3) A is a meromorphic connection on P .
(4) φ is a smooth section of the bundle P ×S1 X.
(5) G = {Gz} is a choice of gluing data Gz ∈ Gz(P,A) for each node z ∈ C, so if y, y′ are the
preimages of z in the normalization and (Py,Ay), (Py′ ,Ay′) are the limit pairs of (P,A) at
y, y′, then Gz gives an isomorphism of principal bundles gw : Py → Py′ lifting an antiiso-
morphism of torsors from Sy to Sy′ .
(6) For each connecting node z ∈ C with preimages y, y′ in the normalization of C, Tz is a pair
of antiequivariant maps (Ty : Py → T (X),Ty′ : Py′ → T (X)) satisfying Ty = Ty′ ◦ gw .
The tuple C must satisfy the following conditions:
(1) The section is holomorphic. The section φ satisfies the equation
∂Aφ = 0. (6.25)
(2) Vortex equation. For any principal component D ⊂ C, let νD (resp. AD , φD) be the restric-
tion of s∗ν(Cst,xst) (resp. A, φ) to D, where s : (C,x) → (Cst,xst) is the stabilization map;
then
ινDFAD +μ(φD) = c; (6.26)
we call this equation the vortex equation because in the case of X = C with the linear action
of S1 of weight 1 this equation coincides with the standard abelian vortex equation.
(3) Flatness on bubbles. The restriction of A to each bubble component is flat.
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(5) Finite energy. The energy of φ is bounded:
‖dAφ‖L2 <∞. (6.27)
Let y ∈ C′ be the preimage of a node of C in the normalization. Following Section 5.4 we
denote by S ⊂ C the circle of radius  centered at y, and by ι : Py → P |S the natural
isomorphism. It follows from Theorem 4.2 that the sections φ = ι∗φ converge in the C0
topology, as  → 0, to a section φy of Py ×S1 X satisfying dAyφy = 0. We call (Py,Ay,φy)
the limit triple of (P,A,φ) at y.
(6) Stabilizers of monotone chains of gradient segments. Take any connecting node in C, let
y, y′ be its preimages in the normalization, and let Ty,Ty′ the equivariant maps with values
in the set of chains of gradient segments. Then we have dAyTy = 0 and dAy′ Ty′ = 0. This
implies that the images of the maps Ty,Ty′ are contained in T (Xλ), where λ is defined by
the property Hol(A,y) = e±2πλ (so Xλ ⊂ X is the set of points fixed by e±2πλ). Another
consequence is that, if λ is noncritical, then the chains Ty,Ty′ are degenerate.
(7) Matching condition and monotonicity at connecting nodes. Let w ∈ Cst be a node in the
stabilized curve. To state the matching condition at w we need to introduce some notation.
Pick an ordered list of connecting exceptional points over w, (y0, . . . , yd−1), (y′1, . . . , y′d).
For each j , denote by (Pj ,Aj ,φj ) and (P ′j ,A′j , φ′j ) the limit triples of (P,A,φ) at the
points yj and y′j . Let ϕj : Pj →X and ϕ′j : P ′j → X be the antiequivariant maps correspond-
ing to φj and φ′j , respectively. Suppose that yj−1, y′j are the preimages of a connecting node
zj ∈ C. Then each Tzj is a pair of maps Tj−1 : Pj−1 → T (X) and T ′j : P ′j → T (X). We can
draw schematically the connecting bubbles over w as follows:

principal
component
y0 y′1
Tz1
y1 y
′
2
Tz2
y2
Tz3 Tzd. . .

 
connecting
bubble

 
connecting
bubble

y′d
principal
component
Recall that there are maps b, e : T (X) → X given by the beginning and end of gradi-
ent segments. Finally, let gj : Pj → P ′j+1 be the isomorphism given by the gluing data at
p(yj )= p(y′j+1). The matching condition requires that either for any j
ϕj−1 = b ◦ T ′j ◦ gj−1 and ϕ′j = e ◦ T ′j ,
or the same equalities hold swapping b with e for every j . (Since by definition Tj−1 =
T ′j ◦ gj−1, the same condition can similarly be stated in terms of Tj−1.)
(8) Matching condition at the nonconnecting nodes. Let z ∈ C be a nonconnecting node, let
y, y′ ∈ C′ be its preimages in the normalization of C, let (Py,Ay,φy) and (Py′ ,Ay′ , φy′) be
the limit triples, and let gz : Py → Py′ be the isomorphism of bundles given by the gluing
data at z. Denote by ϕy : Py → X the antiequivariant map corresponding to φy , and define
similarly ϕy′ : Py′ → X. Then we have ϕy = ϕy′ ◦ gz. This implies that the limit orbits of φ
at y and y′ are the same.
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6.4. Isomorphisms of c-STHM’s
Two c-STHM’s C = ((C,x), (P,A,φ),G, {Tw}) and C′ = ((C′,x′), (P ′,A′, φ′),G′, {T ′w})
are said to be isomorphic if there is an isomorphism of prestable marked curves f : (C,x) →
(C′,x′) and an isomorphism of S1 principal bundles g : P → P ′ lifting f such that g∗A′ = A,
g∗φ′ = φ, g∗G′ = G (here we use the functoriality of gluing data as described in Section 5.4.1)
and for each preimage y of a node of C in the normalization, g∗Tf (y) = Ty , where f  is the
map between normalizations induced by f . Note that if f : (C,x) → (C′,x′) is an isomorphism
of prestable marked curves, then f maps bubble (resp. principal components) to bubble (resp.
principal) components, and it descends to a map f st : (Cst,xst) → (C′st,x′st). Furthermore, the
volume forms ν constructed in Section 6.1 satisfy (f st)∗ν(C′st,x′st) = ν(Cst,xst).
6.5. The Yang–Mills–Higgs functional
Let C = ((C,x), (P,A,φ),G, {Tw}) be a c-STHM. Let Cp (resp. Cb) be the union of the prin-
cipal components (resp. bubble components) of C. Let s : C → Cst be the stabilization map. Take
on Cp the conformal metric s∗h(Cst,xst) and extend it to a conformal metric on C by choosing an
arbitrary conformal metric on the bubbles. Define
YMHc(C) := ‖FA‖2L2(Cp) +
∥∥μ(φ)− c∥∥2
L2(Cp) + ‖dAφ‖2L2(C).
We call YMHc the Yang–Mills–Higgs functional. Its value is independent of the conformal
metric chosen in the bubbles, since over the bubbles we only integrate the energy ‖dAφ‖2L2(C),
which is conformally invariant.
6.6. Bounding the number of bubbles in terms of YMHc
Theorem 6.1. For any K > 0 and any g,n satisfying 2g + n  3 there exists some N with the
following property. Let C = ((C,x), (P,A,φ),G, {Tw}) be a c-STHM of genus g and n marked
points. Suppose that YMHc(C)  K . Then the number of irreducible components in C is less
that N .
The proof of Theorem 6.1 is given in Section 6.6.2. The analogous result in Gromov–Witten
theory is essentially an immediate consequence of the existence of a lower bound on the energy of
nontrivial bubbles. In our situation such a lower bound does not exist, and this is why the theorem
is not so obvious. The idea of the proof is the observation that bubbles with very little energy can
be approximated by gradient segments, and that a chain of consecutive bubbles with little energy
gives rise to a monotone chain of gradient segments, with at least as many components as the
chain of bubbles.
6.6.1. Twisted bubbles
Let y ⊂ S2 be a finite subset. We call a twisted bubble over (S2,y) a triple (P,A,φ) consist-
ing of a principal bundle P → S2 \ {y}, a flat meromorphic connection A on P and a section φ
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Let  > 0 be a small number smaller than half the minimal distance between two different
elements in Λcr. Define the sets Λ,+cr and Λ,−cr as:
Λ,±cr =Λcr ± (0, ) =
{
λcr ± δ
∣∣ λcr ∈ Λcr, δ ∈ (0, )},
and let Λgen = iR \ (Λ,+cr ∪Λ,−cr ).
Theorem 6.2. Let y+, y− ∈ S2 be two different points and let y = {y+, y−}. Let  be smaller than
the  given by Theorem 4.3. There exists some δ > 0 with the following property. Suppose that
(P,A,φ) is a twisted bubble on (S2,y) satisfying ‖dAφ‖L2 < δ. Take some local trivialization
of P around y+ and let λ be the corresponding residue of A at y+.
(1) If λ ∈ Λcr then (P,A,φ) is trivial.
(2) Otherwise, by Theorem 4.2 the following limits exist
φ(y+) := lim
z→y+
φ(z) ∈ F, φ(y−) := lim
z→y−
φ(z) ∈ F ;
let F± be the connected component of F containing φ(y±). Then we have
(a) if λ ∈Λ,+cr then h(F+) h(F−), with equality only if (P,A,φ) is trivial,
(b) if λ ∈Λ,−cr then h(F+) h(F−), with equality only if (P,A,φ) is trivial,
(c) if λ ∈Λgen then (P,A,φ) is trivial.
Let (P±,A±) be the limit pairs of (P,A) at the points y±. When case (2) holds, there are co-
variantly flat maps T± : P± → T ∞(X) such that for any p ∈ P± we have
T±(p)=
{
φ(y+),φ(y−)
}∪ {φ(q) ∣∣ q ∈ P,gy±(q)= p},
where g± : P → P± is the canonical transport defined in Section 5.5.
Proof. Suppose first that λ = ip/q ∈ Λcr for relatively prime integers p,q . Take a covering
π : S2 → S2 of degree q totally ramified at y+ and y−. Then π∗A has trivial holonomy around
y+ and y−. Since π∗A is flat, this implies that both π∗P and π∗A extend to give a bundle
P ′ → S2 with a flat connection A′. Take a trivialization P ′ 	 S2 × S1 with respect to which
A′ is trivial. Considering the induced trivialization of π∗P , we can view the section π∗φ as
an I -holomorphic map ϕ : S2 \ y → X of bounded energy. By Gromov’s theorem on removal
of singularities ϕ extends to a map Φ :S2 → X satisfying ‖dΦ‖2
L2
= q‖dAφ‖2L2 . By a standard
result in Gromov–Witten theory, there is some number η > 0 depending only on X,ω, I such that
if ‖dΦ‖L2 < η then Φ is constant and so (P,A,φ) is trivial. Since the critical set of residues
contains finitely many classes of reals modulo the integers, one can take δ so that the lemma
holds true for any critical λ.
For the remaining cases, fix a conformal isomorphism between S2 \ y and the cylinder C =
R × S1, and take in the latter the standard coordinates (t, θ), in such a way that as t goes to
±∞ we approach the point y±. Then we can identify Sy± 	 S1 in such a way that the map
fy+ :C → Sy± is the projection (t, θ) → θ and fy− is (t, θ) → θ−1.
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that dA = d +λdθ . Choosing appropriately the trivialization we can assume that λ is constant: it
suffices to require that λ|{0}×S1 is constant (this can be done, by the classification of connections
on bundles over S1), and then the fact that A is flat implies that λ is constant everywhere. Indeed,
the curvature of A is equal to ∂tλdt ∧ dθ , and since this vanishes we have λ(t, θ) = λ(0, θ) for
each (t, θ).
The trivialization of P induces trivializations P± 	 S1 × S1 such that the canonical transport
map g+ :P → P± corresponds to the projection R × S1 × S1 → S1 × S1, and g− is equal to
g+ composed with (θ, η) → (θ−1, η). Let (α,ϕ) : C → X be the holomorphic pair obtained
from (A,φ) using the trivialization of P (so α = λdθ ). Suppose that λ ∈ Λ,+cr , so that for some
λcr ∈ Λcr we have λ − λcr ∈ (0, ) (the case λ ∈ Λ,−cr is proved similarly). Taking on C the
standard flat metric (with respect to which each slice {t}×S1 has length 2π ), for any point p ∈ C
the disk Up centered at p of radius 1 is isometric to the unit disk. Since Up is simply connected
and dα = 0, the covariant derivative d + α on Up can be regauged to become trivial. Then ϕ
is transformed into a map ϕp : Up → X satisfying ∂ϕp = 0. By the standard a priori bounds in
Gromov–Witten theory (see for example Proposition B.4.9 in [16]), if δ is small enough then
‖dϕp‖L2(Up) < δ implies |dϕp|(p) < . By gauge invariance |dϕp(x)| = |dαϕ(x)| for any x ∈
Up , hence if ‖dαϕ‖L2(C) < δ then ‖dαϕ‖L∞(C) < . We may thus apply Theorem 4.3 to the pair
(α,ϕ) and deduce that there is some ψ : R →Xλcr and some ϕ0 : R× S1 → TX such that
ϕ(t, θ) = e−λcrθ expψ(t)
(
eλcrθϕ0(t, θ)
)
.
Take some t ∈ R and some N > |t |. Theorem 4.4 applied to [−N,N ] × S1 ⊂ C together with
dα = 0 implies that |ψ ′(t)+ iλ∇h(ψ)(t)| <Keσ(|t |−N). Making N → ∞ (here it is crucial that
K and σ are independent of N ) we deduce that ψ ′ = −iλ∇h(ψ), so ψ follows a downward
gradient line of h. Consequently, either h(F+) < h(F−) or h(F+) = h(F−), and in the latter
case ψ is constantly. Using (4.18) in Theorem 4.3 and making N → ∞ as above we deduce that
ϕ0 = 0. So if h(F+) = h(F−) then ϕ is constant. We define maps T± : S1 → T ∞(X) by
T±(θ) :=
{
e∓λcrθψ(t)
∣∣ t ∈ R}.
Using the trivializations of Py± , the maps T± define antiequivariant maps T± : P± → T ∞(X)
with the desired properties.
Finally we consider the case λ ∈ Λgen. Since Λgen/Z is compact, there exists real numbers
K ′, σ ′, ′ for which the statement of Theorem 4.1 holds for any λ ∈ Λgen. Take a holomorphic
pair (α,ϕ) : C → X such that α = λdθ and λ ∈ Λgen. Reasoning as above, we deduce that if δ >
0 is small enough then ‖dαϕ‖L2(C) < δ implies ‖dαϕ‖L∞(C) < ′. Given (t, θ) ∈ C and taking
N > |t | we may apply Theorem 4.1 to deduce |dαϕ(t, θ)|K ′′eσ(|t |−N). Making N → ∞ we
deduce that dαϕ(t, θ) = 0, so (P,A,φ) is trivial. 
6.6.2. Proof of Theorem 6.1
Let C = ((C,x), (P,A,φ),G, {Tw}) be a c-STHM of genus g and n marked points satisfying
YMHc(C)K . In order to bound the number of components of (C,x) it suffices to bound the
number of bubbles of (C,x) in terms of K , since the number of principal components is bounded
by g and n. Following the notation in Section 6.2, we divide the set of bubbles in tree bubbles
and connecting bubbles.
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of C and for any pair of vertices v′, v′′ corresponding to components C′,C′′ there are as many
edges connecting v′ to v′′ as there are nodes in C at which C′ and C′′ meet (in particular, Γ has
a loop for each node whose two branches belong to the same component). All subgraphs Γ ′ ⊂ Γ
which we shall mention will be saturated, that is, if v, v′ are vertices of Γ ′ then all edges in Γ
connecting v and v′ are also contained in Γ ′. We call a vertex of Γ a tree (resp. connecting)
vertex if it corresponds to a tree (resp. connecting) bubble (see Section 6.2 for notation).
We first find a uniform bound on the number of tree vertices. Each tree vertex of Γ belongs to
a maximal connected subgraph T ⊂ Γ consisting entirely of tree vertices, and T is a tree. Hence,
the subgraph of Γ consisting of tree vertices is the union of trees T1, . . . , Tr . Each tree Tj has a
unique vertex, called the root, which is connected by an edge to a vertex of Γ \ Tj .
Denote by Λσcr the set of sums of finitely many elements in Λcr. Since Λcr is generated by Z
and finitely many rational numbers, Λσcr is a discrete subset of R. Choose  smaller than half the
difference between two different elements in Λσcr, and small enough so that Theorem 6.2 is valid
for some δ > 0. It follows that any λ ∈Λσcr is either a critical residue or it belongs to Λgen. These
definitions are motivated by the following lemma.
Lemma 6.3. Let T be one of the trees T1, . . . , Tr .
(1) For any bubble B ⊂ C corresponding to a vertex in T the residue of A at any node in B
belongs to Λσcr.
(2) Suppose that the root of T is connected by an edge to a connecting vertex. Then for any
bubble B ⊂ C corresponding to a vertex in T the limit holonomy of A around any node in B
is trivial.
Proof. Define the exterior vertices of T to be those which are not the root and which are the
extreme of a unique edge. Let the depth of a vertex v ∈ T be the minimal p for which there is a
sequence of vertices v = v1, . . . , vp ∈ T such that vp is exterior and each vj is connected by an
edge to vj+1. We use induction on the depth. Take first a vertex in T of depth 1 (i.e., an exterior
vertex). The bubble B corresponding to it has a unique node w ∈ B and might have some marked
points. For any choice of local trivializations the residues of A|B around any marked point are
critical. Using the Chern–Weil formula in Lemma 5.2, the flatness of A|B , and the fact that the
degree is always an integer, it follows that the residue of A around w belongs to Λσcr. Now
suppose that the statement has been proved for vertices of depth < p and let B ′ correspond to a
vertex of T of depth p. Then B might have several nodes and several marked points, but there
is only one node, say w′ ∈ B ′, which attaches B ′ to a component which is not a bubble of depth
p−1 in T . By (5.24) and the induction hypothesis, the residue of A|B ′ around any node different
from w′ belongs to Λσcr. Using Chern–Weil and the flatness of A|B ′ we deduce that the residue
of A|B ′ around w′ also belongs to Λσcr. The second statement follows from the observation that if
the root of T is attached to a connecting vertex then no bubble corresponding with a vertex of T
will have any marked point (otherwise the stabilization map of (C,x) would send some marked
point to a node of Cst). 
We call a vertex of v ∈ Tj stable (resp. unstable) if its degree as a vertex of Γ is  3 (resp.
 2). Let |Tj | denote the number of vertices of Tj . Since Tj has |Tj | − 1 edges, the root is the
extreme of a unique edge connecting it to Γ \Tj , and each stable vertex contributes at least 3/2 to
the total number of edges, the number of unstable vertices of Tj is  |Tj |/3, so in total there are
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j |Tj |)/3 unstable tree vertices. Of them, at most n (the cardinal of x) will correspond
to tree bubbles with some marked point. The remaining ones will correspond to unstable bubbles
B ⊂ (C,x). By stability and Theorem 6.2, each such bubble contributes  δ to the total energy
of C. It follows that (∑j |Tj |)/3 − n δ−1K , which gives the uniform bound on the number of
tree bubbles
∑
j |Tj | 3(n+ δ−1K).
To bound the number of connecting bubbles it suffices to bound the number of them
above a given node w of the stabilization (Cst,xst), since the number of nodes of Cst is uni-
formly bounded by g and n. Let O1, . . . ,Od−1 be the connecting bubbles over w, and let
(y0, . . . , yd−1), (y′1, . . . , y′d) be an ordered list of connecting exceptional points over w, so that
the points {yj , y′j } belong to Oj (see Section 6.2). Any exceptional point w ∈ Oj different from
{yj , y′j } is a node which attaches Oj to a tree bubble. By (2) in Lemma 6.3 and (5.24) the
holonomy of A|Oj around w is trivial. So the triple (P,A,φ) extends to Oj \ {yj , y′j } (by Gro-
mov’s theorem on removal of singularities, as in the proof of Theorem 6.2) and it follows from
Chern–Weil in Lemma 5.2 that Hol(A,yj ) = Hol(A,y′j )−1. Proceeding inductively one proves
that there exists some λ ∈ iR so that the holonomy of A at yj (resp. y′j ) is e2πλ (resp. e−2πλ).
A connecting bubble Oj which is stable as a component of (C,x) must share a node with a tree
bubble, so there are at most 3(n + δ−1K) stable connecting bubbles. By stability of C the re-
striction of (P,A,φ) to an unstable bubble has to be nontrivial. We distinguish two situations. If
λ ∈ Λgen ∪Λcr then by Theorem 6.2 each unstable connecting bubble Oj contributes  δ to the
energy, and hence there are at most δ−1K unstable connecting bubbles Oj . If λ ∈ Λ,+cr ∪ Λ,−cr
then again by Theorem 6.2 the number of bubbles in a maximal sequence of consecutive unsta-
ble bubbles in O1, . . . ,Od−1 is at most the number of connected components of F . This gives a
uniform bound.
7. Topology on the set of c-STHM
7.1. Deformations of prestable curves
Let (C,x) be a prestable curve, let z ⊂ C be the set of nodes, let π : C′ → C be the nor-
malization map, and let y = π−1(z). Pick a conformal metric h on C′ and let  > 0 be a small
number. For each y ∈ y, take a neighborhood Uy ⊂ C′, small enough so that it admits a biholo-
morphism ζy : D() → Uy with the disk D() ⊂ TyC′ centered at 0 of radius . Choose also a
small neighborhood Bx ⊂ C′ of the preimage of each marked point x ∈ x.
Denote by J ∈ C∞(C′,EndT C′) the complex structure of C′, which we now view as a com-
pact real surface. Let J ′ ∈ C∞(C′,EndT C′) be another complex structure which coincides with
J on each Uy and each Bx (call such complex structure (C,x)-admissible). Take, for each node
z with preimages y, y′ in C′, an element δz ∈ TyC′ ⊗ Ty′C′ satisfying |δz| < 2. We call the
collection of numbers δ = {δz} smoothing parameters.
Define a new curve C(J ′, h, δ) as follows: replace the complex structure J by J ′, for each
node z ∈ C with π−1 = {y, y′} remove the sets ζy(D(|δz|/)) and ζy′(D(|δz|/)) from C′, and
finally for each pair of elements u ∈D() \D(|δz|/) ⊂ TyC′ and v ∈ D() \D(|δz|/) ⊂ Ty′C′
satisfying u ⊗ v = δz identify the images ζy(u) and ζy′(v) (such identifications preserve the
complex structure because J ′ is admissible). When there is no risk of confusion, we will omit
the metric h in the notation and we will simply denote by C(J ′, δ) the deformed nodal curve.
Define, for every z, the subset Nz(δz)⊂ C(J ′, δ) to be the image by ζy of the annulus D() \
D(|δz|/). This is the same as the image by ζy′ of the corresponding subset of Ty′C′, so the
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conformal diffeomorphism
Nz(δz)	
[
ln |δz| − ln , ln 
]× S1. (7.28)
We say that y is in the side of {ln } × S1, and that y′ is in the side of {ln |δj | − ln } × S1 (if
we consider Ny′(δz) instead, then the roles are inverted). The circle ln |δz|1/2 × {S1} ⊂ Nz(δz)
defined using the isomorphism (7.28) is called the vanishing cycle at the node z.
Given a compact set K ⊂ C \ z, if the smoothing parameters {δz} are small enough so
that ζy(D(δz/)) and ζy′(D(δz/)) are disjoint from K , then there is a canonical inclusion
ιK : K → C(J ′, δ). In particular, there is a canonical inclusion of the marked points x inside
any deformation C(J ′, δ).
If C0,C1 are compact connected nodal curves, a continuous map f : C0 → C1 is said to be
a diffeomorphism if there is a diffeomorphism F : C′0 → C′1 of the normalizations satisfying
π1 ◦ F = f ◦ π0, where πj : C′j → Cj are the normalization maps.
7.2. Topology of Mg,n
We say that a sequence {(Cu,xu)} of stable curves converges to (C,x) if for some choice of
conformal metric h on C (or, equivalently, for any conformal metric h on C) and for big enough
u there is a (C,x)-admissible complex structure Ju, smoothing parameters δu = {δu,z}, and a
biholomorphism of nodal curves
ξu : Cu → C(Ju, δu) := C(Ju,h, δu),
such that Ju converges to J in the C∞ topology on compact subsets of the smooth locus of C,
for each node z we have δu,z → 0, and the marked points ξu(xu) converge to x. Let νu be the
canonical volume form on C(Ju, δu). An important property is that νu decays exponentially fast
on the necks of C(Ju, δu). More precisely, denoting by (t, θ) the standard flat coordinates of
points in Nu,z(δu,z) and writing the restriction of νu on Nu,z as fu,z dt ∧ dθ , the function fu,z
satisfies ∣∣fu,z(p)∣∣ κe−d(p,∂Nu,z(δu,z)) (7.29)
for any point p ∈ Nu,z(δu,z), where κ > 0 is a constant independent of u. As usual, we denote
by Mg,n the space of isomorphism classes of stable curves of genus g and n marked points. The
topology on Mg,n defined by this notion of convergence coincides with the usual one (see for
example Section 9 in [9]), and in particular it makes Mg,n a compact topological space.
7.3. Stabilization of deformed curves and volume forms
When a prestable curve (C,x) is deformed by choosing nonzero smoothing parameters
δ = {δz}, some bubble components can become subsets of principal components. More pre-
cisely, it can happen that for some bubble component B ⊂ C and any compact subset K of
the smooth locus of B the map ιK : K → C(J ′, δ) sends K into a principal component. Then,
in the deformed curve, both the vortex equation and the Yang–Mills–Higgs functional will have
contributions coming from K . The main result of this subsection, Lemma 7.1, which estimates
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are small when the smoothing parameters are small.
Let (C,x) be a prestable marked curve. Choose a conformal metric h on C, a (C,x)-
admissible complex structure J1 and smoothing parameters δ = {δz}. Denote by xδ ⊂ C(J1, δ)
be the marked points, which can be naturally identified with x ⊂ C. For simplicity, we assume
here that all smoothing parameters are nonzero, so that Cδ is an irreducible curve.
Let (Cst,xst) be the stabilization of (C,x) and let s : C → Cst be the stabilization map. Let
also p : C′ → C be the normalization. We define a set of smoothing parameters δst = {δstw} for
the curve (Cst,xst) as follows. Given a node w ∈ Cst we denote by z1, . . . , zd the connecting
nodes in C which are mapped by s to w. Following Section 6.2 we denote the preimages of the
connecting nodes {zj } in the normalization C′ as (y0, . . . , yd−1) and (y′1, . . . , y′d), and we denote
by O1, . . . ,Od−1 the corresponding connecting bubbles. Hence, pyj+1 = py′j = zj . Denote by
Dyj ⊂ Tyj C′ and Dy′j ⊂ Ty′j C′ the disks of radius , and assume that the biholomorphisms ζyj :
Dyj → Uj and ζy′j : Dy′j →Uy′j extend to the boundaries of the circles (we denote the extensions
of the maps by the same symbol). By the classification of annuli up to conformal isomorphism,
there is some real number r > 1 and a biholomorphism
Oj \ (Uyj ∪Uy′j ) 	A=
{
z ∈ C | 1 |z| r}.
Denote by Sr the set of complex numbers of modulus r , and assume that the isomorphism above
identifies ∂Uy′j with S1 and ∂Uyj with Sr . Denote by ρj the composition of the following mor-
phisms
∂Dy′j
ζ−1
y′
j
Sr
z →r/z
S1
ζyj
∂Dyj ,
and define gj ∈ Ty′j C′ ⊗Tyj C′ by taking any α ∈ ∂Dy′j and setting gj = r−1α⊗ρj (α). Since ρj
inverts the orientation, this expression is independent of α and hence gj is well defined. Now we
define
δstw =
δz1 ⊗ · · · ⊗ δzd
g1 ⊗ · · · ⊗ gd−1 ∈ Ty0C
′ ⊗ Ty′dC′.
Here y0 and y′d are identified with the preimages of w in the normalization of Cst, hence δstw gives
gluing data at the node w. Finally, define J st1 to be the restriction of J1 on the principal compo-
nents of C. We can then consider the deformation Cst(J st1 , δ
st). We denote by xstδ ⊂ Cst(J st1 , δst)
the marked points.
Lemma 7.1. Assuming that all smoothing parameters {δz} are nonzero, the following holds.
There is a conformal isomorphism Sδ : C(J1, δ) → Cst(J st1 , δst) which maps the marked points
xδ to xstδ . Denote by νδ the canonical volume form on Cst(J st1 , δst). Let J be the complex structure
on C. Given η > 0 there exists some cη (independent of J1 and δ) such that if ‖J1 − J‖C0 < η
then we have:
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Then
‖f ‖C0(K)  cη sup
z
‖δz‖. (7.30)
(2) Let K be a compact subset of the smooth locus of Cp (recall that the latter denotes the union
of the principal components of C). Let ν be the canonical volume form on Cp and define a
function g : K → R by the condition ι∗KS∗δ νδ = gν|K . Then
‖g − 1‖C0(K)  cη
(
‖J1 − J‖L∞ + sup
z
‖δz‖
)
. (7.31)
In both inequalities the sup runs over the nodes of C. Also, both inequalities make sense when δ
is small enough so that the inclusion ιK : K → C(J1, δ) is defined.
The lemma can be easily generalized to the case in which some of the δz are zero. In this
situation the deformation (C(J1, δ),xδ) need no longer be stable, but one can still define δst and
the deformation (Cst(J st1 , δ
st),xstδ ) can be identified with the stabilization of (C(J1, δ),xδ). Let
νδ = s∗δ νstδ , where sδ : (C(J1, δ),xδ) → (C(J1, δ)st,xst) is the stabilization map and νstδ is the
canonical volume form on C(J1, δ)st. Then setting ι∗KS∗δ νδ = fδνB |K one still has ‖fδ‖C0(K) 
const. sup‖δz‖ for some constant independent of δ. Of course, if ιK(K) is contained in a bubble
of C(J1, δ) then fδ is identically zero.
Proof. To construct Sδ we first glue the tree bubbles of C and then the connecting bubbles. We
glue the tree bubbles using the same induction process as in the proof of Lemma 6.3. Suppose that
B ⊂ C is a bubble with a unique node z. In particular, B is a tree bubble. Let C0 be the closure of
C \B in C and let J0 be the restriction of J1 to C0. Let the preimages of z in the normalization
of C be y, y′, where y belongs to B and y′ to the normalization of C0. Let Dy ⊂ TyC′ and Dy′ ⊂
Ty′C′ be the disks of radius . Take a biholomorphism η : (B \Uy,J1|B\Uy )→ (TyB \Dy)∪{∞},
where we consider on the target space the standard complex structure. We define a map
SB : C
(
J1, {δw}
)→ C0(J0, {δw}w 
=z)
by identifying C(J1, {δw}) = [C0(J0, {δw}w 
=z) \ ζy′(D(|δz|/))] ∪ [B \ Uy], and defining SB
on the first set to be the natural inclusion and on the second one SB(x) = ζy′(δ/η(x)) for any
x ∈ B \Uy . The map SB thus constructed is a conformal isomorphism. Repeating the procedure
inductively, we cancel all tree bubbles of C. A similar procedure allows to cancel the connecting
bubbles. The bound on ‖f ‖ when K belongs to a tree bubble follows from the explicit descrip-
tion of the maps SB . When K belongs to a connecting bubble it follows form the fact that the
canonical volume form on the necks Nw(δw) decays exponentially fast when going away from
the boundaries of the neck, see (7.29). The bound on ‖g − 1‖ follows from the continuity of the
canonical volume form ν on the universal curve over Mg,n. 
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We define a topology on the set of isomorphism classes of c-STHM’s by specifying what it
means that a sequence of c-STHM’s converges to a given c-STHM’s. Let{Cu = ((Cu,xu), (Pu,Au,φu),Gu, {Tu,w})}u∈N
be a sequence of c-STHM’s, and let C = ((C,x), (P,A,φ),G, {Tw}) be a c-STHM. We say that
the isomorphism classes {[Cu]} converge to [C] if one can write N =U1 ∪ · · · ∪Uk in such a way
that for each j the sequence {[Cu′ ]}u′∈Uj converges strictly to [C], which means the following. A
sequence of isomorphism classes {[Cu]} converges strictly to [C] if there is:
• A (C,x)-admissible complex structure Ju, smoothing parameters δu = {δu,z}, and a contin-
uous map
ξu : Cu → C(Ju, δu) = C(Ju,h, δu),
which can be written as ξu = ξ ′u ◦ ou, where ou : Cu → Cou is a map which collapses some
of the unstable connecting bubbles of Cu, and ξ ′u : Cou → C(Ju, δu) is a biholomorphism of
nodal curves. So there is a collection of unstable connecting bubbles {Ou,b}b∈B in Cu (B is
independent of u) such that
ou : Cu → Cou = Cu/
(⋃
b∈B
Ou,b
)
is the canonical quotient map. Since we only collapse unstable connecting bubbles, which
have exactly two nodes each, the quotient space Cou has a natural structure of nodal curve.
The bubbles {Ou,b}b∈B are called vanishing connecting bubbles.
We assume that for each node z ∈ C either all δu,z vanish or none of them vanishes (this is
why we call this notion strict convergence). In the first case we say that z is an old node and
in the second case we say that z is a new node. Let z′new ⊂ C′ be the preimage of the new
nodes in the normalization of C.
Let C∗u (resp. Co,∗u ) denote the complementary of the marked points xu in the smooth locus
of Cu (resp. Cou). Then we have a natural inclusion Co,∗u ⊂ C∗u . The bundle ((ξ ′u)−1)∗Pu|Co,∗u
over C(Ju, δu) will be denoted by the same symbol Pu. This will cause no confusion because
in each case in which we use the notation Pu the base of the bundle will be clear. The
connection on Pu → C(Ju, δu) induced by Au will also be denoted by the same symbol Au.
• For each connecting old node z, a subset Bz ⊂ B such that for any u and b ∈ B the bubble
Ou,b is mapped to z if and only if b ∈ Bz (Bz does not depend on u).
Given the previous data, we require that for any exhaustion K1 ⊂ · · · ⊂ Kl ⊂ · · · of the smooth
locus of C \ x by compact subsets, any choice of conformal metric h on C, the following con-
vergence properties are satisfied as u goes to ∞:
(1) Convergence of the marked curves. The admissible complex structures Ju converge to J
in the C∞ topology on each compact subset Kl ⊂ C; for each node z, δu,z → 0; finally, the
marked points ξu(xu) converge to x.
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any big enough u (so that the inclusion ιKl : Kl → C(Ju, δu) is defined) there exists an
isomorphism of principal bundles
ρu,l : P |Kl → ι∗KlPu
such that ρ∗u,l ι∗KAu converges to A and ρ∗u,l ι∗Kφu converges to φ on Kl as u goes to ∞, both
convergences being in C∞. This implies (by Stokes’ theorem, as in the proof of Lemma 5.1)
that the holonomies of Au around the marked points converge to the holonomies of A, be-
cause the curvature of Au is uniformly bounded thanks to the vortex equation. We will also
assume that if l < l′ then for big enough u
ρu,l = ρu,l′ |Kl .
Having in mind this compatibility condition, we will write ρu instead of ρu,l .
(3) Convergence near the marked points. For each marked point x ∈ x let Ux ⊂ C be a small
closed ball centered at x and contained in the smooth locus of C. Identify biholomorphically
Ux \ {x} with Nx := R0 × S1 and define for any τ > 0 the truncation Nτx := [τ,∞)× S1.
Then we have
lim
τ→∞
(
lim sup
u
diamS1 φu
(
Nτx
))= 0.
(4) Convergence near the new nodes. Take some new node z ∈ C and define for each τ > 0
and big enough u the truncation
Nτu =
[
ln |δu,z| − ln  + τ, ln  − τ
]× S1 ⊂Nz(δu,z)= [ln |δu,z| − ln , ln ]× S1,
where we use the diffeomorphisms (7.28). We distinguish two situations. If z is not connect-
ing, then we require that
lim
τ→∞
(
lim sup
u
diamS1 φu
(
Nτu
))= 0.
Now suppose that z is connecting. Take any trivialization of the restriction of Pu on Nu =
N0u with respect to which Au is in balanced temporal gauge (see Section 4.4), and use this
trivialization to write the covariant derivative dAu as d +αu and to view the section φu|Nu as
a map ϕu :Nu →X. The following must hold.
• Limit behavior of the connection. Choosing appropriately the balanced temporal gauge
for all u, we can write the restriction of αu to the middle circle of Nu as λcr +λ′u, for some
constant critical residue λcr ∈ Λcr, and λ′u → 0 as u goes to ∞. Also, the limit holonomy
of A around z is equal to e±2πλcr .
• Limit behavior of the gluing data. Let y, y′ ∈ C′ be the preimages of z in the normaliza-
tion of C and for any small enough  let Sy,, Sy′, ⊂ C′ be the circles of radius  centered
at y, y′. Let Py, resp. Py′, be the restriction of P to Sy, resp. Sy′, , and let ι : Py → Py,
and ι′ : Py′ → Py′, be the isomorphisms given by radial parallel transport. Take on Sy,
the structure of S1 torsor making exp−1y : Sy, → Sy an isomorphism of torsors, and do the
same for Sy, . We can assume that for big enough u there are τu,, τ ′u, ∈ R and identifica-
tions Sy, 	 {τu,}×S1 ⊂Nu and Sy′, 	 {τ ′ }×S1 ⊂Nu, the first being an isomorphismu,
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Pu,y, as the restriction of Pu to Sy, and we define similarly Pu,y′, . Parallel transport
along lines [τu,, τ ′u,] × {θ} ⊂Nu using the connection Au gives an isomorphism of bun-
dles gu,z, : Pu,y, → Pu,y′, . Hence we have a noncommutative diagram:
Py
ι
gz
Py,
ρu
Pu,y,
gu,z,
Py′
ι′
Py′,
ρu
Pu,y′,,
where gz is the gluing data at z given by G, and we require that the diagram becomes com-
mutative in the limit, in the following sense. Define γu,z, : Py → Py′ as the composition
(ι′)−1 ◦ ρ−1u ◦ gu,z, ◦ ρu ◦ ι and take any distance function d on Gz(P,A). Then
lim
→0
(
lim sup
u
d(g, γu,z,)
)
= 0. (7.32)
• Limit behavior of the section. The trivialization of Pu over Nu induces a trivialization
of Pu,y, , and composing with ρu ◦ ι we obtain a trivialization Py 	 Sy × S1 	 S1 × S1.
With respect to this trivialization, the antiequivariant section Ty : Py → T (X) becomes a
map T : S1 → T (X). Denote Nτu = Sτu × S1. We require that for any θ ∈ S1 we have
lim
τ→∞
(
lim sup
u
dHauss
(
ϕu
(
Sτu × {θ}
)
, T (θ)
))= 0,
and either
lim
τ→∞
(
lim sup
u
d
(
ϕu
(
infSτu, θ
)
, b
(
T (θ)
))+ d(ϕu(supSτu, θ), e(T (θ))))= 0,
or the same formula holds exchanging b(T (θ)) and e(T (θ)) (in one case iλu is positive
for big enough u and in the other case it is negative).
• Limit behavior of the energy density. We have
lim
τ→∞ lim supu
‖dAuφu‖L∞(Nτu ) = 0. (7.33)
(5) Convergence near the old connecting nodes. If z ∈ C is an old connecting node with
preimages y, y′ ∈ C′ in the normalization, choose as above small closed balls Uy,Uy′ ⊂ C′
and biholomorphisms Uy \ {y} 	Ny := R0 ×S1 and Uy′ \ {y′} 	Ny′ := R0 ×S1. Define
the truncations Nτy := [τ,∞)× S1 and Nτy′ := [τ,∞)× S1. One can trivialize for each u the
restriction of Pu on Nz =Ny ∪Ny′ in such a way that the following holds.
• Limit behavior of gluing data. Let Bz = {b1, . . . , bd−1} be the indices of vanishing bub-
bles over z, let Oj = Ou,bj and let yj , y′j ∈ Oj be the nodes in Oj (each Oj has exactly
two nodes, since it is an unstable bubble). We implicitly identify the vanishing bubbles for
different Cu in such a way that the nodes for different u are identified. Let p : C′u → Cu
be the normalization map. Define y0 = y and y′d = y′, which we now view as points in
C′ , and assume that we have p(yj−1)= p(yj ) for any 1 j  d . Denote by (Pu,j ,Au,j )u
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there is no canonical way to identify the bundles Pu,j for fixed j and different values of u,
since there need not be any isomorphism between the bundles Pu which preserves the
connections. We have isomorphisms of principal bundles
gu,j : Pu,j−1 → P ′u,j and g′u,j : P ′u,j → Pu,j ,
where gu,j is given by the gluing data Gu and g′u,j := gu,y′j ,yj is the canonical parallel
transport (see Section 5.5). Define the following map from Pu,0 to P ′u,d :
gu := gu,d ◦ g′u,d−1 ◦ gu,d−1 ◦ · · · ◦ g′u,1 ◦ gu,1.
The gluing data G of the limit STHM provides an isomorphism
g : Py → Py′ ,
and two compare the maps g and gu as u → ∞ we need to introduce some notation.
Define as before, for small  > 0, S,y, S,y′ ⊂ C′u to be the circles of radius  centered at
y, y′. Let Pu,y, (resp. Pu,y′, , Py, , Py′, ) be the restriction of Pu (resp. Pu, P , P ) to Sy,
(resp. Sy′, , Sy, , Sy′, ). Radial parallel transport defines isomorphisms (recall that y0 = y
and y′d = y′)
Pu,0
ιu,−→ Pu,y,, P ′u,d
ι′u,−→ Pu,y′,, Py ι−→ Py,, Py′ ι
′
−→ Py′,,
where in the first two maps we use the connection Au and in the second two we use A.
Finally, let gu, be the composition of the following maps
Py
ι−→ Py, ρu−→ Pu,y,
ι−1u,−→ Pu,0 gu−→ P ′u,d
ι′u,−→ Pu,y′, ρ
−1
u−→ Py′, (ι
′
 )
−1
−→ Py′ .
Take a distance function d on Gz(P,A). We require that
lim
→0
(
lim sup
u
d(gu,, g)
)
= 0.
• The vanishing bubbles do vanish. If Bz 
= ∅ then for each j the energy ‖dAuφu‖L2(Oj )
converges to 0.
• Limit behavior of the connections. The covariant derivative dAu can be written as d +
αu, where αu is in temporal gauge in Ny and Ny′ , and there is some λu ∈ iR such that
limt→∞ αu|Ny (t, θ) = −λu dθ , and limt→∞ αu|Ny′ (t, θ) = λu dθ . Also, the residues λu
converge to some λ ∈ iR which is a logarithm of the limit holonomy of A around z.
Finally, if Bz 
= ∅ then λ ∈ Λcr and for big enough u we have λu /∈ Λcr In this case, the
image of Tu,zj : Pj → T (X), where zj = p(yj−1) = p(y′j ), consists of trivial pointwise
gradient segments.
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(a) Suppose that λu is generic for big enough u. There is a collection of antiequivariant
and covariantly constant (with respect to Ay ) maps
Ty,0, . . . ,Ty,d : Py → T (X)
such that for any p ∈ Py we have Ty(p) =⋃j Ty,j and such that the following holds.
We have trivializations tu,y : Pu,y → S1 × S1 and tu,y′ : Pu,y′ → S1 × S1 defined by
the property that the following diagrams commute
Pu|Ny τ
Au
tPu,y
Pu,y
tu,y
Ny × S1 S1 × S1,
Pu|Ny′ τ
Au
tP
u,y′
Pu,y′
tu,y′
Ny′ × S1 S1 × S1,
where tPu,y and tPu,y′ are the chosen trivializations, τ
Au is given by parallel transport
along lines R>0 × {θ} ⊂ Ny and R>0 × {θ} ⊂ Ny′ and the bottom maps are in both
diagrams R>0 × S1 × S1  (t, θ, η) → (θ, η). We assume that the trivializations of
Pu have been chosen in such a way that if p ∈ Py satisfies tu,y(p) = (θ, η), then
tu,y′(g(p)) = (θ−1, η). We can view the restriction of φu to Nz as maps ϕu,y : Ny → X
and ϕu,y′ :Ny′ →X (namely, ϕu,y(q) = φu((tPu,y)−1,1) for any q ∈ Ny , and similarly
for ϕu,y′ ). Let now Tu,y : S1 → T (X) be defined as:
Tu,y,(θ) = Ty,0 ◦ ι ◦ ρ−1u ◦ ιu, ◦ t−1u,y(θ,1).
Define Tu,y′, replacing in the previous formula y by y′, ι by ι′ and Ty,0 by Ty,d ◦g−1.
Let Sτ = [τ,∞). We require that for any θ ∈ S1
lim
→0 lim supτ→∞
(
lim sup
u
dHauss
(
ϕu,y
(
Sτu × {θ}
)
, Tu,y,(θ)
))= 0,
and similarly replacing y by y′. By Theorem 6.2, since the energy on the vanishing
bubbles converges to zero, there are antiequivariant maps T newj : P ′u,j → T (X) for
any 1 j  d − 1. Define the morphism of bundles
γu,j, := gu,j ◦ · · · ◦ g′u,1 ◦ gu,1 ◦ ι−1u, ◦ ρu ◦ ι : Py → P ′u,j .
Then we require that for any j and any p ∈ Py we have
lim
→0
(
lim sup
u→∞
d
(T newj (γu,j,(p)),Ty,j (p)))= 0,
where d denotes here a fixed metric on T (X).
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at z (so d = 1), but instead there are antiequivariant maps Tu,y : Pu,0 → T (X) whose
images are not necessarily trivial gradient segments. Following the same notations as
above we require that
lim
τ→∞
(
lim sup
u
diamS1 ϕu
(
Nτy
))= 0
and similarly replacing y by y′. Let Ty : Py → T (X) be the chain of gradient segments
at C. We require that for any p ∈ Py we have
lim
→0
(
lim sup
u→∞
d
(Tu,y ◦ ι−1u, ◦ ρu ◦ ι−1 (p),Ty(p)))= 0.
• Limit behavior of the energy density. We have
lim
τ→∞ lim supu
‖dAuφu‖L∞(Nτy ) = limτ→∞ lim supu ‖dAuφu‖L∞(Nτy′ ) = 0.
(6) Convergence near the old tree nodes. If z ∈ C is an old tree node with preimages
y, y′ ∈ C′ in the normalization of C, let Uy,Uy′ ⊂ C′ small closed balls centered at y and
y′ and disjoint from the preimages of any node different from z. Identify biholomorphically
Uy \ {y} 	 Ny := R0 × S1 and Uy′ \ {y′} 	 Ny′ := R0 × S1 and define for any τu the
truncations Nτy := [τ,∞)× S1 and Nτy′ := [τ,∞)× S1. Then
lim
τ→∞
(
lim sup
u
diamS1 φu
(
Nτy
))= 0
and similarly replacing y by y′. Furthermore, the gluing data gu,z ∈ Gz(Pu,Au) converges
to gz ∈Gz(P,A) in the same sense as convergence was defined in the case of old connecting
nodes (see • Limit behavior of gluing data in (5)).
7.5. Continuity of the functional YMHc
Theorem 7.2. Let {Cu}u∈N be a sequence of c-STHM and suppose that [Cu] converges to the
isomorphism class of some c-STHM C as u→ ∞. Then
lim
u→∞YMHc(Cu) = YMHc(C).
Proof. Let Cu = ((Cu,xu), (Pu,Au,φu),Gu, {Tu,w}) and let C = ((C,x), (P,A,φ),G, {Tw}).
Denote by z ⊂ C the set of nodes. By assumption, for big enough u there is a (C,x)-admissible
complex structure Ju, smoothing parameters δu = {δu,z}, and a continuous map ξu : Cu →
C(Ju, δu) which factors as ξu = ξ ′u ◦ ou, where ou : Cu → Cou collapses some unstable con-
necting bubbles and ξ ′u : Cou → C(Ju, δu) is a biholomorphism. Furthermore, we have: Ju → J
in the C∞ topology, δu,z → 0 for each node z, and the marked points ξu(xu) converge to x. We
use the same convention as in Section 7.4, so Pu denotes indistinctly the original bundle over
C∗ \ xu or the induced bundle over C(Ju, δu), and similarly with the connection Au.u
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= 0 if and only if z ∈ z∗}. Then N is the disjoint union of
the sets {U(z∗) | z∗ ⊂ z}. Since there are finitely many such sets, it suffices to prove the con-
vergence YMHc(Cu) → YMHc(C) separately for u belonging to each of the fixed sets U(z∗).
For simplicity, we only consider the case z∗ = z (the general case offers no extra difficulty).
We then have for any u and any z ∈ z subsets Nu,z ⊂ C(Jz, δu) biholomorphic to cylinders
Nu,z 	 [ln |δu,z| − ln , ln ] × S1 and the corresponding truncations Nτu,z ⊂Nu,z.
Let Kτu be the closure of the preimage of C(Ju, δu) \
⋃
z∈z Nτu,z in the normalization of
C(Ju, δu). Given τ and for big enough u, Kτu can be identified with a compact subset of C′
and also, via the diffeomorphism ξu, with a compact subset of C′u. Consider the decomposition
Kτu =Kτu,bb unionsqKτu,bp unionsqKτu,p , where x ∈ Kτu,bb if x belongs to a bubble in C′ and it also belongs to
a bubble in C′u, x ∈ Kτu,bp if x belongs to a bubble in C′ but it lies in a principal component of C′u,
and x ∈ Kτu,p if x lies in a principal component of C′ (and hence also to a principal component
of C′u).
It follows from the convergence [Cu] → [C] and the estimate (7.31) in Lemma 7.1 that for
any τ we have ‖FAu‖2L2(Kτu,p) → ‖FA‖
2
L2(Kτu,p)
and ‖μ(φu) − c‖2L2(Kτu,p) → ‖μ(φ) − c‖
2
L2(Kτu,p)
as u → ∞. On the other hand, combining the estimate (7.30) in Lemma 7.1, the fact that
μ is bounded, and the vortex equation, we deduce that ‖FAu‖2L2(Kτu,bp) → 0 and ‖μ(φu) −
c‖2
L2(Kτu,bp)
→ 0. Finally, the exponential decay (7.29) of the volume form along the necks Nτu,z
(combined with the vortex equations and the boundedness of μ) implies that for every node z the
limit as τ → ∞ of lim supu ‖FAu‖2L2(Nτu,z) is equal to lim supu ‖μ(φu) − c‖
2
L2(Nτu,z)
= 0. All this
implies that
‖FAu‖2L2(Cpu ) → ‖FA‖
2
L2(Cp),
∥∥μ(φu)− c∥∥2L2(Cpu ) → ∥∥μ(φ)− c∥∥2L2(Cp).
Hence it remains to prove the convergence of the L2 norms of the covariant derivatives dAuφu.
First of all, the convergence [Cu] → [C] implies that ‖dAuφu‖L2(Kτu ) → ‖dAφ‖L2(Kτu ). In the fol-
lowing lemma we prove that limτ→∞ lim supu ‖dAuφu‖L2(Nτu,z) = 0 for any z ∈ z, which together
with the previous convergence implies that ‖dAuφu‖L2(Cu) → ‖dAφ‖L2(C), thus finishing the
proof of the theorem. 
Lemma 7.3. For any z ∈ z we have limτ→∞ lim supu ‖dAuφu‖L2(Nτu,z) = 0.
Proof. Fix some z and write Nu = Nu,z = Su × S1 and Nτu = Nτu,z = Sτu × S1, where Sτu ⊂
Su ⊂ R are intervals. Take for each u a trivialization of the restriction of Pu to Nu which
puts Au in balanced temporal gauge, so that dAu = d + αu and αu is equal to λu dθ on
the middle circle of Nu. Since [Cu] → [C] the trivializations of Pu can be chosen in such a
way that there exists some critical residue λcr ∈ Λcr such that λu − λcr → 0. This, combined
with condition (7.33), implies that we can apply Theorem 4.3 to the pair (αu,φu). Hence we
may write φu(t, θ) = e−λcrθ expψ(t)(eλcrθφ0(t, θ)) for some function ψu : Su → Xλcr and fur-
thermore |φ0(t, θ)|  Ke−σd(t,∂Su) for some positive constants K,σ . By the vortex equation
|dαu(t, θ)|Ke−d(t,∂Su) (possibly after increasing K), so
lim
τ→∞ lim supu
∫
τ
dαu ∧ φ∗uμ= 0. (7.34)
Nu
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computation shows that (|∂Auφu|2−|∂Auφu|2)νu = 2(φ∗uω+αu∧φ∗u dμ) so, combining ∂Auφu =
0 with (7.34), it suffices to prove that
lim
τ→∞ lim supu
∫
Nτu
φ∗uω − d
(
αu ∧ φ∗uμ
)= 0.
Let T be the monotone chain of gradient segments at the node z. Assume that
lim
τ→∞
(
lim sup
u
d
(
φu
(
infSτu, θ
)
, eλcrθ b(T )))= 0
and similarly replacing infSτu by supSτu and b(T ) by e(T ). Then from Stokes’ theorem and the
exponential decay of φ0 it follows that
lim
τ→∞ lim supu
∫
Nτu
d
(
αu ∧ φ∗uμ
)= 2πλcr(μ(e(T ))−μ(b(T ))).
We assume for simplicity that T does not contain any fixed point (the general case offers no
extra difficulty but it involves more cumbersome notation). Then we can parameterize T via a
map γ : S → Xcr where S ⊂ R is an interval and γ ′ + ∇h(γ ) vanishes identically. Consider the
map f (t, θ) = eλcrθ γ (t). The convergence [Cu] → [C] implies that
lim
τ→∞ lim supu
∫
Nτu
φ∗uω =
∫
S×S1
f ∗ω.
Finally we compute using Fubini∫
S×S1
f ∗ω =
∫
θ∈S1
∫
S
(
eλcrθ γ
)∗
λcr(ιXω)
=
∫
θ∈S1
∫
S
(
eλcrθ γ
)∗
λcr dμ= 2πλcr
(
μ
(
e(T ))−μ(b(T ))),
which gives the desired result. 
8. Main theorem: compactness
The following is the main result of the paper.
Theorem 8.1. Let g and n be nonnegative integers satisfying 2g + n  3. Let K > 0 be any
number, and let c ∈ iR. Let {Cu} be a sequence of c-STHM of genus g and with n marked points,
satisfying YMHc(Cu)  K for each u. Then there is a subsequence {[Cuj ]} converging to the
isomorphism class of a c-STHM C. Furthermore,
lim YMHc(Cuj )= YMHc(C). (8.35)
j→∞
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in the proof are the same that appear in the compactness theorem for stable maps in Gromov–
Witten theory, which we will assume that the reader is familiar with (see for example [9,12,24,
26]). First of all, note that if a subsequence satisfies Cuj → C then, by Theorem 7.2, (8.35) holds
automatically.
8.1. Getting the first limit curve
Let (Cu,xu) be the nodal marked curve underlying Cu. By Theorem 6.1 the number of bubbles
in each Cu is uniformly bounded so we can assume (passing to a subsequence) that all curves
Cu have the same topological type. For any u, let x0u ⊂ Cu be a list of points such that, setting
x′u := xu ∪ x0u, the marked curve (Cu,x′u) is stable, and suppose that each x0u has as few elements
as possible. Taking a subsequence, we can assume that (Cu,x′u) converges to a stable curve
(C′,x′). The new set of marked points x′ contains the limit x of the sequences xu ⊂ x′u. We call
the points in x original marked points. In the course of the proof the lists of marked points x′u
and x′ may increase, and the limit curve C′ may change accordingly by the addition of rational
components.
The addition of extra marked points is a device to construct the prestable curve in the limit
c-STHM C, following the strategy in [9]. However, we remark that the volume form on the
principal components of Cu appearing in the vortex equation will always be the one given by the
canonical volume form on the stabilization of (Cu,xu), so the new marked points do not affect
the volume form and hence do not prevent the vortex equation to keep on holding. Moreover, the
connection may have poles in the original marked points, whereas in the other marked points it
will always be smooth.
8.2. Canonical metrics on arbitrary stable marked curves
Pick for each g′ and n′ satisfying 2g′ + n′  3 a smooth metric on the universal curve
Mg′,n′+1 → Mg′,n′ over the Deligne–Mumford moduli space. As in Section 6.1, this defines
for any stable curve (C,x) a canonical metric h(C,x) and a canonical volume form ν(C,x). Unless
we specify the contrary, all estimates below taking place in a stable marked curve will implicitly
be meant to be with respect to the canonical metric.
8.3. Adding tree bubbles, first part
We first consider bubbling off away from nodes and marked points. Suppose that K ⊂ C′ is
a compact set which does not contain any original marked point nor any node. Since (Cu,x′u)
converges to (C′,x′), we can assume, provided u is big enough, that there is a canonical inclusion
of ιK : K → Cu, whose image we call Ku. Assume that supKu |dAuφu| is not bounded as u goes
to infinity. Then we pick for each u a point x1u ∈ Ku where |dAuφu| attains its supremum, which
we denote by su, and another point x2u at distance s−1u from x1u . We add x1u and x2u to the list x′u
and obtain a new marked nodal curve (Cu,x′′u). Passing to a subsequence, we can assume that
{(Cu,x′′u)} converges to some stable marked curve (C′′,x′′), where the curve C′′ is equal to the
union of C′ and a rational component B containing the limit of the points x1u, x2u . Furthermore B
contains a unique node.
Pick a smooth metric on B and a compact set K ⊂ B disjoint from the node. For big enough u
we have an inclusion ιK,u :K → Cu. Define PK,u = ι∗ Pu, AK,u = ι∗ Au and φK,u = ι∗ φu.K,u K,u K,u
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κ1 > κ0 > 0 independent of u. This implies that κ0  |dAK,uφK,u| κ1. Similarly one can bound
|FAK,u |  const. s2u , since either Au|ιK,u(K) is flat or the restrictions of φu and Au to ιK,u(K)
satisfy the vortex equation with respect to the volume form ν(Cstu ,xstu ). Since su → 0, standard
arguments (for example, Lemma 3.4 combined with a patching argument as in §4.4.2 in [6])
imply that there is a subsequence of {(PKu,AK,u,φK,u)} which, after regauging, converges to a
limit triple (PK,AK,φK), where AK is flat. Taking an exhaustion of the smooth locus Bs of B by
compact sets, we obtain a limit triple (PB,AB,φB) where PB is an S1 principal bundle over Bs,
AB is a flat connection on PB and φB is an AB -holomorphic section of PB ×S1 X. Furthermore,
‖dAφ‖L2 
= 0. Since AB is flat and defined outside a unique point (the node) of B , the pair
PB,AB extends smoothly to the whole B , and by Gromov’s theorem on removal of singularities
also φB extends. Taking a trivialization of the bundle with respect to which the connection is
trivial, the extended section gives rise to a nontrivial holomorphic map ϕ : B → X. Hence, the
bubble which appears in C′′ is in fact a usual nontrivial rational curve in X. In particular, we can
bound ‖dABφB‖L2(B)   for some constant X depending only on X,ω, I .
Then we replace x′u by x′′u and (C′,x′) by (C′′,x′′), and repeat the process as many times as
possible. By the previous remarks, the process stops after adding at most −1X supu YMHc(Cu)
pairs of extra marked points.
8.4. Adding tree bubbles, second part
By the definition of convergence of stable marked curves, for each u there is a (C′,x′)-
admissible complex structure Iu, a set of deformation data δu, and an isomorphism Cu 	 C′u =
C′(Iu, δu). Take a new node z ∈ C′, so that we have δu,z 
= 0 for each u. Let Nu := Nz(δu,z) be
the neck defined in Section 7.1, fix an isomorphism
Nu 	
[
ln |δu| − ln , ln 
]× S1 =: [pu, qu] × S1,
and denote by (t, θ) ∈ Nu the standard cylindrical coordinates. Using the isomorphism Cu 	 C′u
we can identify Nu with a subset of Cu. For any τ > 0, let Nτu := [pu + τ, qu − τ ]. Suppose that
lim sup
τ→∞
(
lim sup
u→∞
sup
Nτu
|dαuφu|
)
= ∞, (8.36)
where here and everywhere in this subsection we take on Nu the standard flat cylindrical metric.
In this case, we proceed similarly to Section 8.3, picking for each u points x1u, x2u ∈ Nu such that
d(x
j
u, ∂Nu) → ∞, su := |dαuφu(x1u)| → ∞ and d(x1u, x2u) = s−1u . We also assume that su is equal
to the supremum of |dαuφu| over the disk centered at x1u of diameter 1. We then take x′′u to be the
union of x′u and x1u, x2u and take a subsequence of (Cu,x′′u) converging to (C′′,x′′). Then C′′ is
the result of adding two bubbles to C′, one ghost connecting bubble (i.e., the limit triple on it has
zero energy) and one of which gives a nontrivial rational curve on X, and hence contributes X
to the total energy. We replace x′u by x′′u and (C′,x′) by (C′′,x′′) and repeat this as many times
as possible. By the lower bound on the energy of nontrivial bubbles, at some point we must stop.
In the case of old nodes z ∈ C′, so that δu,z = 0 for any u, we consider the normalization
of each Cu near z and apply the same process as before in a neighborhood of each of the two
preimages of z. The only difference in this case is that instead of having a finite cylinder Nu we
will have a semiinfinite cylinder Nu 	 [ln ,∞)× S1, and we define Nτ := [ln  + τ,∞)× S1.u
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punctured neighborhood of it with a semiinfinite cylinder [0,∞)× S1.
8.5. Connecting bubbles appear
Let z ∈ C′ be a new node and define the cylinders Nτu ⊂ Nu ⊂ Cu as in Section 8.4.
In all this subsection we consider the standard flat cylindrical metric on Nu. After repeating
the process in Section 8.4 as many times as possible, we must have now
lim sup
τ→∞
(
lim sup
u→∞
sup
Nτu
|dαuφu|
)
<∞.
The neck Nu can either belong to a principal or a bubble component of (Cu,xu). Suppose we are
in the first case, so that denoting by (Cstu ,xstu ) the stabilization of (Cu,xu) we have an inclusion
Nu ⊂ Cstu . Let νu be the restriction to Nu of the canonical volume from on Cstu which we chose
in Section 6.1, and write d vol(νu) = fu dt ∧ dθ for some function fu : Nu → R. For any l > 0
there is a constant κl independent of u such that∣∣∇ lfu(z)∣∣ κle−d(z,∂Nu). (8.37)
This follows as (7.29) from the fact that νu is the restriction to Cu of a smooth metric on the
universal curve over a moduli space of stable curves, which is a compact orbifold; hence all its
derivatives are bounded.
Take any trivialization of Pu over Nu. Using this trivialization we denote dAu = d + αu and
the section φu gives rise to a map ϕu :Nu → X. We can write the vortex equation ιd vol(νu)FAu +
μ(φu) = c in terms of the function fu as
dαu = fu
(
c −μ(ϕu)
)
dt ∧ dθ. (8.38)
Let  > 0 be smaller than the ’s in Theorems 4.1 and 4.3. We define an -bubbling list to be a
sequence of lists {(x1u, . . . , xru)}u satisfying:
(1) each xju belongs to Nu,
(2) for each i 
= j we have d(xiu, xju) → ∞ and d(xiu, ∂Nu) → 0 as u → ∞,
(3) for each j we have lim infu→∞ |dAuφu(xju)| .
Lemma 8.2. There is some constant κb > 0 depending only on X,ω, I such that if {(x1u, . . . , xru)}u
is an -bubbling list, then r  κb supu YMHc(Cu).
Proof. We claim that there exists some δ > 0 such that if (α,ϕ) : D → X is a twisted holo-
morphic pair such that ‖α‖Lp3 (D)  δ and ‖dαϕ‖L2(D)  δ, then |dαϕ(0)| < . If the claim were
not true there would exist a sequence of twisted holomorphic maps (αj ,ϕj ) :Z → X satisfying
‖αj‖Lp3 (D) → 0, ‖dαj ϕ
j‖L2(D) → 0 and |dαj ϕj (0)|  . By Lemma 3.4, passing to a subse-
quence, there would be a twisted holomorphic pair (α′, ϕ′) : D → X such that ϕj → ϕ′ in Lp2
and αj → α′. But then we should have ‖dα′ϕ′‖L2(D) = 0 and |dα′ϕ′(0)| , which is a contra-
diction.
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centered at xju . It follows from the properties of -bubbling lists that for u big enough all disks Dju
are disjoint and, furthermore, that for any j we have d(Dju, ∂Nu) → ∞. Combining (8.38) with
(8.37) and using a standard bootstrapping argument we deduce that, for any j , ‖αu‖Lp3 (Dju) → 0
as u→ ∞, so by the previous claim we have ‖dαuϕu‖L2(Dju)  δ for big enough u. Hence setting
κb := δ−1 the lemma holds true. 
Let {(x1u, . . . , xru)} be an -bubbling list of maximal length. If the list is empty, then we
do nothing. Otherwise we take another sequence of lists of points {(x1u ′, . . . , xru′)} such that
d(x
j
u, x
j
u
′
) = 1 for each j,u, and add to the marked points x′u both lists (x1u, . . . , xru) and
(x1u
′
, . . . , xru
′). Passing again to a subsequence we may assume that (Cu,x′u) converges to a sta-
ble curve (C′′,x′′). The curve C′′ has been obtained from C′ by the addition of some connecting
bubbles at the node z. We then replace (C′,x′) by (C′′,x′′).
We repeat this process as many times as possible. As in Section 8.4, we follow a similar
procedure at the old nodes of C′: for each old node z ∈ C′ and each preimage y of z in the
normalization of C′ we consider semiinfinite cylinders Nu biholomorphic to the complementary
of y in a neighborhood of y in Cu, and apply to Nu the same procedure as before. Finally, we
consider neighborhoods of each original marked point and do exactly the same.
8.6. Constructing the limit c-STHM
After all this process of adding marked points at the curves Cu we end up with a limit curve
(C′,x′). Denote by x ⊂ C′ the limit of the marked points xu as u → ∞. Note that x ⊂ x′. We may
assume that for any u there is a (C′,x)-admissible complex structure Iu, deformation data δu =
{δu,w}, and a biholomorphism ξ ′u : Cu → C′(Iu, δu). Furthermore, Iu converges to the complex
structure I on C′.
Take a compact set K ⊂ C′ \ x disjoint from the nodes of C′ and denote by ιK,u : K →
C′(Iu, δu) the usual inclusion. Once we have applied the previous process as many times as
possible, we have bounds
sup
u
sup
K
|FAu |<∞, sup
u
sup
K
∣∣dξ ′u∗Auξ ′u∗φu∣∣<∞
which imply, using standard arguments (for example, Lemma 3.4 combined with a patching ar-
gument as in §4.4.2 in [6]), that there is a subsequence of the sequence (ξ ′u−1 ◦ ιK,u)∗(Pu,Au,φu)
which, after regauging, converges to a limit triple (PK,AK,φK) on K . Taking an exhaustion of
the smooth locus of C′ \ x by compact sets, we obtain a limit triple (P,A,φ). This means that
for any compact K contained in the smooth locus of C′ \ x, and big enough u, there are maps of
principal bundles ρK,u : P |K → Pu|ιK,u lifting ξ ′u−1 ◦ ιK,u and such that
ρ∗K,uAu →A, ρ∗K,uφu → φ.
These maps can be chosen in a compatible way, so that K ⊂K ′ if an inclusion of compacts then
for big enough u we have ρK,u = ρK ′,u|K . Accordingly we will use the notation ρu when K is
clear from the context.
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(A,φ) satisfies the equation
ιd vol(ν[Cst,xst])FA +μ(φ)= c
(here Cst is the stabilization of C′). It follows that the curvature of A is bounded (because μ is
bounded), and hence A is meromorphic. On the other hand, the restriction of FA to each of the
bubbles of C′ is zero. Furthermore, ‖dAφ‖L2 is finite.
At this point, however, the stability condition need not be satisfied, due to the possibility of
vanishing connecting bubbles. These will precisely be the collection of unstable bubbles {Ob}b∈B
in C′ over which dAφ = 0. We define C as the quotient space C′/⋃b Ob and we identify x with
a list of points of C via the quotient map. The pair (C,x) has a natural structure of prestable
marked curve. This will be the support of the limit STHM. The triple (P,A,φ) descend to define
a principal bundle, a meromorphic connection and a section of the associated bundle over C,
which we denote with the same symbols (P,A,φ). Composing the quotient map C′ → C with
ξ ′u we obtain maps
ξu : Cu → C(Iu, δu). (8.39)
To finish the definition of the limit it remains to construct the limit gluing data G and the chains
of gradient segments {Tw}. This will be done in the next two sections, first for new nodes and
then for old nodes.
8.7. Chains of gradient segments at the new connecting nodes
Take some new node z ∈ z with preimages y, y′ in the normalization of C. For each u let
Nu :=Ny(δu,z) ⊂ C(Iu, δu,x′) 	 Cu be the neck stretching to z. Assume that Nu = [pu, qu]×S1
and define Nτu := [pu + τ, qu − τ ] × S1.
Assume that y is in the side of {pu}×S1 and y′ in the side of {qu}×S1. Suppose that the limit
holonomy of A around y (resp. y′) is e2πλ (resp. e−2πλ). For each u choose a trivialization of
Pu|Nu which puts Au in balanced temporal gauge (see Section 4.4), and denote by αu the 1-form
on Nu corresponding to Au with respect to the trivialization. Using the trivialization, φu gives
a map ϕu : Nu → X. Let ru = (pu + qu)/2 and suppose that the restriction of αu to {ru} × S1
is equal to λu dθ . Writing as before the restriction of the volume form on Nu as fu dt ∧ dθ
and using (8.37) and the vortex equation (8.38) we deduce that, if the balanced temporal gauge
has been chosen appropriately, then λu → λ and that there exists some τ0 > 0 such that for any
τ  τ0 we have
lim sup
u→∞
sup
Nτu
|αu − λdθ |< , lim sup
u→∞
sup
Nτu
|dαu| < , (8.40)
where  > 0 is less than the ’s in Theorems 4.1 and 4.3. Increasing τ0 if necessary, we can also
assume that for any τ  τ0 we have
lim sup
u→∞
sup
τ
|dAuφu|< . (8.41)
Nu
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the definitions that
lim
τ→∞
(
lim sup
u→∞
dS1
(
φ
({pu + τ } × S1),O))= 0, (8.42)
and similarly replacing pu + τ by qu − τ and O by O′.
We distinguish two possibilities.
Case 1. Suppose first that λ is not critical, so that both O and O′ lie in the fixed point set. By
(8.40) and (8.41), if u is big enough then we can apply Theorem 4.1 to the restriction of (αu,ϕu)
to Nτ0u , and we deduce for any z = (t, θ) ∈Nτ0u a bound
∣∣dαuϕu(z)∣∣Ke−σd(z,∂Nτ0u ).
Now, if τ  τ0 and z ∈ Nτu we have, for the same reason,∣∣dαuϕu(z)∣∣Ke−σ(τ−τ0)e−σd(z,∂Nτu ).
This implies, using Lemma 2.1, that
lim
τ→∞
(
lim sup
u→∞
diamS1
(
ϕu
(
Nτu
)))= 0,
which combined with (8.42) implies that O = O′. Since O,O′ are contained in the fixed point
set, it follows similarly that limτ→∞ lim supu→∞ diam(ϕu(Nτu )) converges to 0. Hence we can
define Ty : Py → T (X) constantly equal to O and Ty′ in the same way.
Case 2. Now suppose that λ is critical. Let lu := −i(λu − λ). Passing to a subsequence, we can
assume that either each lu  0 or each lu  0. Assume first that each lu  0. By (8.40) and (8.41),
if u is big enough (which we assume) then we can apply Theorems 4.3 and 4.4 to the restrictions
of (αu,ϕu) to Nτ0u . Let Su := [pu + τ0, qu − τ0], so that Nτ0u = Su × S1. We then get a map
ψu : Su → X satisfying, for any t ∈ Su,∣∣ψ ′u(t)− luI(ψu(t))X (ψu(t))∣∣<Ke−σ d(t,∂Su) (8.43)
for some constant K independent of u. Since lu → 0 and |Su| goes to infinity, we can apply
Theorem 4.5 to obtain a limit monotone chain of gradient segments T to which the maps ψu :
Su → X converge. By Theorem 4.3 we have, for any (t, θ) ∈Nτ0u ,
d
(
φu(t, θ),ψu(t)
)
K
∣∣φ0(t, θ)∣∣Ke−σ d(t,Su).
By (8.42) the chain T connects O with O′. Note that if lim lu|Su| = 0 then T is degenerate. To
construct the actual map Ty : Py → T (X) and the gluing data we proceed as follows. Define
Sy,, Sy′, , Pu,y, , Pu,y′, , gu,z, : Pu,y, → Pu,y′, , ι : Py → Py, , ι′ : Py′ → Py′, and γu,z,
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function in Gz(P,A),
lim
→0
(
sup
0<1<2<
lim sup
u→∞
d(γu,z,1, γu,z,2)
)
= 0. (8.44)
This implies that passing to a sequence we can assume there exists some g ∈ Gz(P,A) such that
(7.32) holds. This is the limiting gluing data. For big enough u we can identify Sy, 	 {τu,}×S1
and Sy′, 	 {τ ′u,} × S1 as subsets of Nu, and the trivialization of Pu|Nu induces trivializations
Pu,y, 	 {τu,} × S1 × S1, with respect to which we define Tu,y, : Pu,y, → T (X) as
Tu,y,(τu,, θ, η)= eiηe−λθT .
Now define Tu,y, : Py → T (X) as the composition Tu,y, ◦ ρu ◦ ι . Using again (8.44) and the
compactness of T (X) it follows that, passing to a subsequence, we can assume that there is an
Ay covariantly flat and antiequivariant map Ty : Py → T (X) such that for any p ∈ Py
lim
→0 lim supu
d
(Ty(p),Tu,y,)= 0.
It follows from Theorems 4.3 and 4.4 that Ty satisfies the requirements of (4) in Section 7.4.
Now assume that each lu  0. In this case, exchanging the roles of y and y′ we are reduced to
the previous situation, so we again obtain a limit monotone chain of gradient segments.
It remains to prove the monotonicity of the chains of gradient segments appearing in the new
connecting nodes, in the sense of Section 6.3 (8). Let w ∈ Cst be a new node in the stabilization of
the limit curve C, and let z1, . . . , zl be the nodes in C which are mapped to w by the stabilization
map. Assume for simplicity that all these nodes are connecting nodes. Denote by T1, . . . ,Tl the
limit monotone chains of gradient lines at z1, . . . , zl (these are defined only up to the S1 action but
this ambiguity is irrelevant in the present argument). For big enough u there is a neck Nu ⊂ Cu,
coming from identifying Cu with a smoothing of Cst, which corresponds to a neighborhood of
w. N contains each of the necks N1u, . . . ,Nlu corresponding to the nodes z1, . . . , zl . Suppose that
the middle circle of Nju is {rj } × S1 ⊂ Nu (see Section 4.4). Trivializing Pu restricted to Nju so
that dAu = d + αju is in balanced temporal gauge and assuming that λju dθ is the restriction of
α
j
u to the middle circle of Nju , we define (as above) the number lju = −i(λju − λ) and we assume
that for each j we have λju → λ as u → ∞ (here λ is a logarithm of the limit holonomy around
w). Whether for big enough u the restriction of φu on Nju follows Tj upwards or downwards
depends on the sign of lju , so monotonicity amounts to proving that (passing to a subsequence)
if Ti and Tj are both nondegenerate then liu and lju have the same sign. To prove this, choose for
each u a trivialization of Pu restricted to the whole neck Nu such that dAu = d+αu is in balanced
temporal gauge. Suppose that {r} × S1 is the middle circle of Nu and that the restriction of αu
to {r} × S1 is λu dθ . Define lu = −i(λu − λ). Passing to a subsequence we can assume that all
numbers lu have the same sign, and the same for all numbers lju with j fixed and u arbitrary. Let
the restriction of the volume form on Nu be fu dt ∧ dθ . Since fu satisfies (8.37) it follows from
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theorem we have, for any j ,
i
(
lu − lju
)= 1
2π
r∫
rj
∫
S1
dα(t, θ) dθ dt,
so it follows from the exponential decay of |dα| that |lu − lju |  Ke−d(rj ,∂Nu). Suppose that
N
j
u = Sju × S1. Then we can estimate |Sju |  2d(rj , ∂Nu). On the other hand, if lu and lju have
different sign then |lju |  Ke−d(rj ,∂Nu), so that |lju | · |Sju |  K|Sju |e−|Sju |/2, which converges to
zero as u goes to infinity (because |Sju | → ∞, since the necks Nju degenerate to give the node zj ).
Hence if for some j the numbers lju have different sign from lu, then Tj is degenerate. This
implies monotonicity.
8.8. Chains of gradient segments at the old connecting nodes
If z ∈ C is an old node then similar arguments as in Section 8.7 imply that passing to a
subsequence we can assume that there are well defined gluing data Gz and chains of gradient
segments Tz satisfying the convergence conditions specified in (5) of Section 7.4. We leave the
details to the reader.
8.9. Matching condition at the new tree nodes
At this point the full limit C has been defined: the prestable curve (C,x), the triple (P,A,φ),
the chains of gradient segments {Tw} and the gluing data have been defined. Furthermore, it
follows from the construction that after passing to a subsequence all conditions required for
the convergence [Cu] → [C] are satisfied, except possibly the condition in (4) of Section 7.4
on new tree nodes. We now prove that this property is also satisfied. Suppose that z ∈ C is
a new tree node, let Nu = Nz(δu,z) ⊂ C(Iu, δu) and let Nτu be the truncation. Using the map
ξu : C → C(Iu, δu) (8.39) we identify Nu with a subset of Cu. We have to prove that
lim
τ→∞
(
lim sup
u
diamS1 φu
(
Nτu
))= 0. (8.45)
Note that by construction we have
lim
τ→∞
(
lim sup
u
‖dAuφu‖L∞(Nτu )
)
= 0. (8.46)
Trivialize Pu|Nu in such a way that dAu = d + αu is in balanced temporal gauge, so that the
restriction of αu to the middle circle Su ⊂Nu is λu dθ , and that λu → λ ∈ iR. Since z ∈ C is a tree
node, C(Iu, δu)\Su has two connected components, one of which contains only points belonging
to bubbles, whereas the other contains all principal components. Denote by D′u the closure of the
first component. In general, D′u is a compact connected curve with nodal singularities, and it
contains a unique irreducible component Du ⊂ D′u whose boundary is nonempty. Furthermore,
we can identify ∂Du = Su. Suppose that the set of nodes and marked points in Du are y1, . . . , yk .
Then A is a meromorphic connection on Du \ {y1, . . . , yk}. Taking local trivializations τj at
1168 I. Mundet i Riera, G. Tian / Advances in Mathematics 222 (2009) 1117–1196each yj , the residues λyj = Res(A,yj , τj ) are finite sums of critical residues, see e.g. Lemma 6.3.
On the other hand we have by Stokes’ theorem
λu =
∑
j
λyj +
∫
Du
FAu. (8.47)
We distinguish two possibilities. Suppose first that Nu belongs to a bubble component of Cu.
Then FAu vanishes on Du, so by the previous formula the residue λu is constant and λ = λu.
It λ is not critical then Theorem 4.1 together with (8.46) implies (8.45). If λ is critical, then
Theorems 4.3 and 4.4 imply the same conclusion.
Now suppose that Nu ⊂ Cu belongs to a principal component. Let νu be the volume form
on the principal components of Cu given by the canonical volume form ν[Cstu ,xstu ]. Since z is
a new node, it follows that
∫
Du
νu → 0 as u → ∞. Write FAu |Du = fuνu for some function
fu : Du → iR. Since by the vortex equation supDu |fu| is uniformly bounded it follows that∫
Du
FAu → 0. Hence λ=
∑
λyj . If λ is noncritical, then again Theorem 4.1 together with (8.46)
implies (8.45). Now suppose that λ is critical. By Theorems 4.3 and 4.4 in order to prove (8.45)
it suffices to check that for any τ
diam
(
Nτu
)|λu − λ| → 0.
This can be proved by estimated the rate of convergence of
∫
Du
νu → 0. In terms of the conformal
metric h[Cstu ,xstu ] the set Du is contained in a ball of radius O(|δu,z|1/2) (see Section 7.1), so by
the same argument as before it follows that |λu − λ| = |
∫
Du
FAu | =O(|δu,z|). On the other hand
by (7.28) we have diam(Nτu )= −2 ln  − ln |δu,z| − 2 ln τ , so the result follows from δu,z → 0.
9. Proof of Theorem 4.1
Let C be the cylinder (−2,3)×S1 endowed with the standard product metric and the induced
conformal structure. Define the following subsets of C:
Z := [−1,2] × S1, ZI := [−1,0] × S1, ZII := [0,1] × S1, ZIII := [1,2] × S1.
Theorem 9.1. For any noncritical residue λ ∈ iR \Λcr there exist real numbers  = (λ,X, I) >
0, γ = γ (λ,X, I) ∈ (0,1/2), and K = K(λ,X, I) > 0, depending continuously on λ, such that
if (α,φ) : C → X is an I -holomorphic pair satisfying the conditions ‖α − λdθ‖L∞(C)  ,
‖dα‖L∞(C) <  and ‖dαφ‖L2(C)  , then
(1) the following inequality holds:
‖dαφ‖2L2(ZII)  γ
(‖dαφ‖2L2(ZI ) + ‖dαφ‖2L2(ZIII));
(2) one can estimate supZ |dαφ|K‖dαφ‖L2(C).
To prove Theorem 9.1 we need an analogous result for the case X = Cn which we now state.
Fix a nontrivial diagonal action of S1 on Cn, and denote its weights by w = (w1, . . . ,wn) ∈ Zn.
Consider on Cn the standard Riemannian metric g0, and denote by I0 the standard complex
structure.
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Λcr, a real number K ′ > 0, and weights w ∈ Zn, there exist real numbers  = (w,λ,K ′) > 0
and K =K(w,λ,K ′) with the following property. Suppose that I is an almost complex structure
in Cn which is invariant under the action of S1 and such that ‖I − I0‖L∞ < . Suppose also that
(α,φ) : C → Cn is an I -holomorphic pair satisfying ‖α − λdθ‖L∞(C)  , ‖dα‖L∞(C) < K ′,
and ‖dαφ‖L2(C)  . Then
(1) defining lmin := min{|−k + iwjλ| | k ∈ Z, 1 j  n} we have
‖dαφ‖2L2(ZII)  γ (lmin)
(‖dαφ‖2L2(ZI ) + ‖dαφ‖2L2(ZIII)), (9.48)
(2) there is a bound:
sup
Z
|dαφ|K‖dαφ‖L2(C). (9.49)
Lemma 9.2 will be proved in Section 9.1 below.
Lemma 9.3. Let I0 (resp. g0) denote the standard complex structure on Cn, viewed as a differen-
tiable manifold. There exists a finite set W =W(X)⊂ Zn and a real number r = r(X,ω, I) > 0
with the following property. For any  > 0 and any x ∈ X there exists an invariant open neigh-
borhood U of x, a diagonal action of S1 on Cn whose vector of weights belongs to W(X), an
equivariant almost complex structure Ix and metric gx on Cn satisfying ‖Ix − I0‖L∞ <  and
‖gx −g0‖L∞ <  (both norms taken with respect to g0), and an equivariant map ξ :U → Cn sat-
isfying Ix ◦ dξ = dξ ◦ I |U and ξ∗gx = g|U . Furthermore, we can assume that ξ(U) is contained
in the ball B(0,2r) ⊂ Cn.
Proof. Take r to be the length of the longest orbit in X divided by 2π . If x is a fixed point the
chart is easily constructed using the exponential map with respect to the invariant metric g, and
the action of S1 on Cn is isomorphic to the action on TxX.
Suppose now that x is not a fixed point, and that the length of the orbit through x is 2πρ.
Let Γ be the stabilizer of x, which acts linearly on TxX. Let L ⊂ TxX be the complex subspace
generated by X (x) and IX (x). Both X (x) and IX (x) are fixed by the action of Γ , so L is
Γ -invariant. Let N ⊂ TxX be the Hermitian orthogonal of L, which is a Γ -invariant and com-
plex vector subspace. Take a complex Hermitian isomorphism Cn−1 	 N . Consider the induced
action of Γ on Cn−1. Let η be a linear action of S1 on Cn−1 respecting the standard metric in
C
n−1 and extending the action of Γ . Since Γ is finite, there are infinitely many such extensions,
so we impose the condition that the representation we take in such that the sum of the absolute
values of its weights attains the minimum possible value among all the possible extensions. With
this restriction, the set of possible choices for ρ forms a finite set.
Let k ∈ N be the order of Γ , consider the action of S1 on Cn = C×Cn−1 given by θ · (x, y) :=
(θkx, η(θ)(y)). Define for any δ > 0 the sets
Vδ =
{
(x, y) ∈ C×Cn−1 ∣∣ ρ − δ < |x| < ρ + δ, |y| < δ}
and
O = {(x,0) ∣∣ |x| = ρ}⊂ Vδ,
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expx((a − ρ)IX (x) + bX (x) + u) is an embedding. The map f is by definition equivariant,
and the differential df restricted to O is complex. Hence, shrinking δ if necessary, there exists
an equivariant almost complex structure Ix on Cn satisfying ‖Ix − I0‖L∞ <  with respect to
which the restriction of f to Vδ is complex. Also, since the restriction of df to O is an isometry,
we can assume that the pullback metric f ∗g extends to a metric gx on Cn satisfying ‖gx −
g0‖L∞ < . Then we set U = f (Vδ) and ξ := (f |Vδ )−1. That the set of all vectors of weights of
representations of S1 in Cn obtained in this way is finite follows from the compactness of X. 
We now prove Theorem 9.1. Define  as the infimum of (w) as w moves along W(X). If
necessary, decrease  so that it is less than the δ given in Corollary 3.6. For each x ∈ X pick
an equivariant chart ξx : Ux → Cn as in Lemma 9.3. By compactness of X we can take a finite
subcovering of {Ux}x∈X and denote it by {U1, . . . ,Ur}. Denote by ξj : Uj → Cn and wj the
embeddings and weights. Since the sets Uj are S1-invariant and open, there is a constant ′ > 0
such that for any K ⊂ X satisfying diamS1 K < ′ there is at least one j such that K ⊂ Uj .
Now, if (α,φ) : C → X is an I -holomorphic pair and ‖dαφ‖L2(C) is small enough, it follows
from Corollary 3.6 that diamS1 φ(C) < ′. So if ‖α − λdθ‖L∞(C) is also small enough, then
the statement of Theorem 9.1 follows from Lemma 9.2 applied to ξj ◦ φ : C → Cn. Indeed,
the condition that λ is not critical implies that, applying Lemma 9.2 to any chart, we have that
lmin > 0, so γ (lmin) < 1/2. Then γ can be defined as the maximum of the numbers γ (lmin)
computed for each of the charts U1, . . . ,Ur .
We finally prove Theorem 4.1. Let (φ,α) : CN →X be an I -holomorphic pair such that both
‖α−λdθ‖L∞(CN ) <  and ‖dαφ‖L∞(CN ) < /10π , where λ ∈ iR\Λcr and  is as in Theorem 9.1
(recall that CN = (−N − 1,N + 1) × S1). Then for any C = [a, a + 5] × S1 ⊂ CN we have
‖dαφ‖L2(C) < , since the volume of C is 10π . So if we define fn := ‖dαφ‖2L2([n,n+1]×S1) we
can apply Theorem 9.1 to deduce fn+1  γ (fn + fn+2) for any −N  nN − 2 and for some
γ ∈ (0,1/2) depending on λ and not on (α,φ) or n. This implies, by the following lemma, that
fn Ke−σ(N−|n|)(f−N + fN−1) for some K and σ . To deduce the pointwise bound (4.13) we
use (2) in Theorem 9.1. Finally, (4.14) follows from (4.13) combined with Lemma 2.1.
Lemma 9.4. Let {x0, . . . , xN } be a sequence of nonnegative real numbers. Assume that for
some γ ∈ (0,1/2) and any 1  k < N the inequality xk  γ (xk+1 + xk−1) holds. Let ξ :=
(1 +√1 − 4γ 2 )/(2γ ). Then ξ > 1 and xk  x0ξ−k + xNξ−(N−k) for any 0 k N .
Proof. That ξ > 1 is an easy computation. Define yk := xk − (x0ξ−k +xNξ−(N−k)) and note that
ξ−1 = γ (1 + ξ−2) implies that yk  γ (yk+1 + yk−1) for any k. Since γ ∈ (0,1/2), the sequence
{yk} attains its maximum at y0 or yN . Both y0 and yN are  0, so yk  0 for any k, and this is
equivalent to xk  x0ξ−k + xNξ−(N−k). 
9.1. Proof of Lemma 9.2
Permuting the coordinates if necessary, we can assume that
wj 
= 0 for any 1 j  p and wp+1 = · · · =wn = 0 (9.50)
for some integer 1  p  n. Let q = n − p, so that we have a splitting Cn = Cp × Cq . The
following lemma will be proved in Section 9.2.
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ing property. Let I be an almost complex structure on Cn satisfying ‖I − I0‖L∞ < . Let
(α,φ) : C → Cn be an I -holomorphic pair such that ‖dα‖L∞(C) < , ‖α − λdθ‖L∞(C) 
d(λ,Λcr)/2, and ‖dαφ‖L2(C) < . Then there exists some (0, y) ∈ Cp × Cq = Cn such that
φ(C) is contained in the ball of radius Kλ centered at (0, y).
Taking this lemma for granted, we prove inequality (9.48) in Lemma 9.2 by contradiction.
Suppose that one can choose a sequence of invariant almost complex structures {Iu} on Cn and
Iu-holomorphic pairs (αu,φu) : C → Cn satisfying:
‖Iu − I0‖L∞ → 0, ‖αu − λdθ‖L∞(C) → 0, ‖dαuφu‖L2(C) → 0,
and for which the inequality (9.48) holds in the opposite direction:
‖dαuφu‖2L2(ZII) > γ (lmin)
(‖dαuφu‖2L2(ZI ) + ‖dαuφu‖2L2(ZIII)).
In particular Eu := ‖dαuφu‖L2(C) 
= 0. We will deduce from this assumption a contradiction, by
renormalizing the pairs and obtaining a converging subsequence.
Define W = Cn, let Bλ ⊂ Cp be the closed ball of radius Kλ centered at 0, let W ′ = Bλ ×Cq ,
and let Wcpct = Bλ × {0}. Let also X be the vector field on Cn generated by the infinitesimal
action of LieS1. Let  = (W,X ,W ′,Wcpct, I0,C,K) be the number given by Lemma 3.4.
Denote, for any u, the coordinates of φu(0,0) by (xu, yu) ∈ Cp × Cq and define the map
τu : Cn → Cn as τu(z) = (2Eu)−1(z − (0, yu)). Define, for every u, φ′u = τu ◦ φu(z) and let
I ′u = dτu ◦ Iu ◦ (dτu)−1. Then (αu,φ′u) is an I ′u-holomorphic pair and ‖dαuφ′u‖L2(C) = /2. Also,
‖I ′u − I0‖L∞ converges to 0 as u → ∞, and for any u we have φ′u(C) ⊂ W ′, φ′u(0,0) ∈ Wcpct
and ‖dαuφ′u‖L2(C) = /2.
By Corollary 3.5, there is, up to regauging, a subsequence of {(αu,φ′u)} which converges to
an I0-holomorphic pair (λdθ,φ) : C → Cn with ‖dλdθφ‖L2(C) = /2 and such that
‖dλdθφ‖L2(ZII)  γ (lmin)
(‖dλdθφ‖L2(ZI ) + ‖dλdθφ‖L2(ZIII)). (9.51)
We now prove that this inequality is impossible. Denote by (φ1, . . . , φn) the coordinates of φ.
Then we have X (φ) = (iw1φ1, . . . , iwnφn). By (2.11) the equation ∂λdθφ = 0 is equivalent to
∂tφ = I0(∂θφ − iλX (φ)), which in terms of the coefficients in the Fourier expansion φj (t, θ) =∑
k∈Z ak,j (t)eikθ is equivalent to a′k,j = (−k+ iλwj )ak,j holding for each k, j . Hence ak,j (t) =
ak,j (0)e(−k+iλwj )t . Since ∂λdθφ = 0 we have |dλdθφ|2 = 2|∂tφ|2. Hence
∫
[t0,t1]×S1
|dλdθφ|2 =
n∑
j=1
∑
k∈Z
ik+λ
=0
t1∫
t0
2
∣∣ak,j (0)∣∣2|ik + λ|2e2(−k+iλwj )t dt. (9.52)
Since ‖dλdθφ‖L2(C) 
= 0, the above formula implies that ‖dλdθφ‖L2(Z) 
= 0 as well. A simple
computation proves that, for any real number γ ,
1∫
eηx dx = 1
eη + e−η
( 0∫
eηx dx +
2∫
eηx dx
)
, (9.53)0 −1 1
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‖dλdθφ‖2L2(ZII)  γ (2lmin)
(‖dλdθφ‖2L2(ZI ) + ‖dλdθφ‖2L2(ZIII)),
contradicting (9.51), since ‖dλdθφ‖L2(Z) 
= 0. This finishes the proof of (9.48).
Inequality (9.49) can be reduced, following the same strategy, to the case of the standard
complex structure I0 on Cn and the connection α = λdθ . Suppose for simplicity that n = 1 and
that w1 = 1 (the general case offers no extra difficulty). Let φ : C → C be a map which satisfies
∂tφ = i(∂θφ + λφ), where ∂t , ∂θ denote partial derivatives. We want to prove that supZ |∂tφ|
K‖∂tφ‖L2(C) for some constant K . Let ψ := ∂tφ. Then ψ satisfies ∂tψ = i(∂θψ + λψ), so
the function ζ = e−iλtψ is holomorphic on C. Define the constants K0 := supt∈[0,1] eiλt and
K1 := supt∈[0,1] e−iλt (recall that λ is purely imaginary). Take any z ∈ Z and denote by D ⊂ C
the disk of radius 1 centered at z. Since ζ is holomorphic we have |ζ(z)|  ‖ζ‖L2(D). Now we
bound: ∣∣ψ(z)∣∣K0∣∣ζ(z)∣∣K0‖ζ‖L2(D) K0K1‖ψ‖L2(D) K0K1‖ψ‖L2(C),
which is what we wanted to prove.
9.2. Proof of Lemma 9.5
We keep the notation of Section 9.1, so we assume that S1 acts diagonally on Cn with weights
w1, . . . ,wn satisfying wj 
= 0 if and only if 1  j  p and we define q = n − p. As in the
previous subsection we denote by X : Cn → Cn the vector field generated by the infinitesimal
action of S1 on Cn. The vector field X is tangent to the slice Cp 	 Cp × {0} ⊂ Cp × Cq = Cn,
and we denote by the same symbol X the tangent vector field induced on Cp .
Lemma 9.6. Given a noncritical λ ∈ iR there exists some constant Kλ,1 such that, for any smooth
maps f : S1 → Cp and a : S1 → iR satisfying ‖a − λ‖L∞(S1)  d(λ,Λcr)/2, we have sup |f |
Kλ,1‖f ′ − iaX (f )‖L2(S1).
Proof. Let l := 12π
∫
a(θ) dθ and let the map s : S1 → iR satisfy ds = a − l. By hypothesis,
we have |l − λ|  d(λ,Λcr)/2. Define g := esf . We have pointwise equalities |f | = |g| and
|f ′ − iaX (f )| = |g′ − ilX (g)|, so it suffices to prove sup |g|  Kλ,1‖g′ − ilX (g)‖L2(S1) for
some constant Kλ,1 independent of g and l. Define B = {l ∈ iR | |l − λ| d(λ,Λcr)/2}. For any
l ∈ B the operator Fl(g) := g′ − ilX (g) gives an isomorphism Fl : L21(S1,Cp) → L2(S1,Cp),
because Fl has index 0 and no kernel (here we use the hypothesis that l is noncritical). Hence
Fl is uniformly invertible, so there is some constant Kλ,1 such that for any l ∈ B and any g ∈
L21(S
1,Cp) we have ‖g‖L21(S1) Kλ,1‖Fl(g)‖L2(S1). Since the L
2
1 norm is stronger than the C
0
norm in S1, the lemma follows. 
Let W = Cn with the same action of S1. Given a noncritical λ ∈ iR, define Kλ := 2Kλ,1
and let Bλ ⊂ Cp be the closed ball of radius Kλ centered at 0. Let W ′ = Bλ × Cq and Wcpct =
Bλ ×{0} ⊂W ′. Then ‖X‖L∞(W ′) <∞, so the triple (W,W ′,Wcpct) satisfies the requirements of
Lemma 3.4.
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variant almost complex structure on W satisfying ‖I − I0‖L∞ < , and that (α,φ) : D → W
is an I -holomorphic pair satisfying φ(D) ⊂ W ′, ‖dα‖L∞(D) < 3 and ‖dαφ‖L2(D) < . Then
diamS1 φ(D)Kλ/3.
Proof. Suppose that the lemma is not true. Then there exists a sequence {(Iu,αu,φu)}, where Iu
is an invariant almost complex structure on W and (αu,φu) : D → W is an Iu-holomorphic pair,
such that φu(D) ⊂ W ′, ‖Iu − I0‖L∞ → 0, ‖dαu‖L∞ → 0, ‖dαuφu‖L2 → 0 and diamS1 φu(D)
Kλ/3. Let φu(0) = (xu, yu) ∈ Cp × Cq , and let τu : Cn → Cn be the translation τu(x, y) =
(x, y − yu). Define φ′u = τu ◦ φu and let I ′u = (τ−1u )∗Iu. Then (αu,φ′u) is I ′u-holomorphic and
we still have ‖I ′u − I0‖L∞ → 0, ‖dαuφ′u‖L2 → 0 and diamS1 φ′u(D)  Kλ/3. Furthermore,
φ′u(0) ∈ Wcpct. By Corollary 3.5 there is an I -holomorphic pair (α,φ) : D → W ′ such that
(αu,φ
′
u) converges to (α,φ) on compact subsets of D. This implies that ‖dαφ‖L2(N) = 0 and
diamS1 φ(D)Kλ/3, which is impossible. 
We now resume the proof of Lemma 9.5. Decreasing  if necessary, we can assume that   3.
Let I be an almost complex structure on Cn satisfying ‖I − I0‖L∞ <  and let (α,φ) : C →
C
n be an I -holomorphic pair such that ‖dα‖L∞(C) < , ‖α − λdθ‖L∞(C)  d(λ,Λcr)/2, and
‖dαφ‖L2 < . Denote by (φp,φq) ∈ Cp × Cq the coordinates of φ and denote by φ′p the partial
derivative ∂θφp . Let also α = αθ dθ +αt dt . By Fubini’s theorem, there exists some τ0 ∈ [−1,2]
such that
2π∫
0
∣∣φ′p(τ0, θ)− iαθX (φp(τ0, θ))∣∣2 dθ  2π∫
0
∣∣dαφ(τ0, θ)∣∣2 dθ  ‖dαφ‖L2(Z)3  1.
By Lemma 9.6, this implies that |φp(τ0, θ)|  Kλ/2 for each θ . Now assume that φ(C) is not
contained in Bλ × Cq , so that the set G = {(t, θ) ∈ C | |φp(t, θ)|  Kλ} is nonempty. Choose
a point (τ1, θ1) ∈ G where the function G  (t, θ) → |t − τ0| attains its minimum. Let c =
((τ1 + τ0)/2, θ1), let r = |τ1 − τ0|/2, and let D = {p ∈ C | d(p, c) < r}. By construction we have
diamS1 φ(D)  Kλ/2. Also, ‖dα‖L∞(D) <  and ‖dαφ‖L2(D) < , since the same inequalities
hold in the bigger domain C. Furthermore, one can choose a biholomorphism f : D → D such
that ‖f ∗α‖L∞(D) < 3 and (by conformal invariance) ‖df ∗α(φ ◦f )‖L2(D) < , so by Lemma 9.7
we should have diamS1(φ ◦ f )(D) = diamS1 φ(D)Kλ/3, which is a contradiction.
10. Proof of Theorem 4.2
Assertion (1) of Theorem 4.2 follows from Lemma 5.1, which also implies that we can trivi-
alize P in such a way that dA = d + λ dθ + α′, where λ = Res(A,0, τ ) and α′ is a continuous
1-form on D. Let α = λdθ +α′. Then Hol(0) can be identified with e2πλ. Using the trivialization
of P we look at φ as a map φ : D∗ →X. The resulting twisted pair (α,φ) is I -holomorphic. We
distinguish two situations.
Consider first the case of noncritical residue λ /∈ Λcr. Define, for any n ∈ N, Zn = [n,n +
1] × S1, and use on Zn the restriction of the Riemannian metric dg2 to define Lp spaces. The
assumption ‖dα‖L∞(D∗) < ∞ then implies that ‖dα‖L∞(Zn) → 0 as n goes to infinity, and the
assumption that α− λdθ extends continuously to D implies that ‖α− λ dθ‖L∞(Zn) → 0. Define
fn := ‖dαφ‖2 2 . The condition ‖dαφ‖L2(D∗) <∞ implies that fn → 0. Hence, for big enoughL (Zn)
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fn+1  γ (fn +fn+2) for some γ ∈ (0,1/2) independent of n. Let ξ = (1+
√
1 − 4γ 2 )/(2γ ), so
ξ > 1. Applying Lemma 9.4 to {f1, . . . , fN } and making N go to infinity (and using fn → 0) we
deduce that ‖dαφ‖2L2(Zn) = fn  f0ξ−n Kξ−n, for some constants K > 0 and ξ > 1. By (2) in
Theorem 9.1 it follows that the energy density |dαφ(t, θ)| decays exponentially with t . Elliptic
bootstrapping implies that all derivatives of dαφ also decay exponentially, and this implies that
there is a smooth map φ∞ : S1 → X such that for any θ ∈ S1 we have limt→∞ φ(t, θ) = φ∞(θ).
Furthermore, dλdθφ∞ = 0, which implies that all points in the image of φ∞ belong to the same
orbit O ⊂X (hence (2) is proved) and that e2πλ fixes the points in O (which proves (3)).
Now suppose that the residue is critical. For convenience we replace the semiinfinite cylin-
der C+ by the conformally equivalent punctured disk D∗. Since the residue is critical we can
write λ = ip/q for some relatively prime integers p,q with q  1. Let π : D∗ → D∗ be the
map given by π(z) := zq . Then dπ∗A = d + p dθ + π∗α′. Let g : D∗ → S1 be the gauge
transformation g(r, θ) := e2π ipθ . Then B = g∗π∗A is a continuous connection on D, since its
covariant derivative is dB = d + π∗α′. Let I (B) be the continuous almost complex structure on
D × X induced by B (see Section 2.1). By (2.9), the map Φ = (ι, g · (φ ◦ π)) : D∗ → D × X
is I (B)-holomorphic (ι : D∗ → D denotes the inclusion), and by (2.10) dΦ has bounded L2
norm. Hence, by Corollary 3.6 of [12] (removal of singularities for pseudoholomorphic curves
on manifolds with continuous almost complex structures), Φ extends to an I (B)-holomorphic
map Φ : D → D × X with continuous derivatives. Consequently the map g · (φ ◦ π) : D∗ → X
extends to a C1 map ψ : D → X. The orbit O = S1 ·ψ(0) satisfies (2) because ψ is continuous.
If q = 1 then Hol(0) = 1, so (3) holds trivially. Now assume that q > 1. We want to prove that
Hol(0) fixes ψ(0). Define ζ := e2π i/q . For any x ∈ D∗ we have (φ ◦ π)(ζx) = (φ ◦ π)(x), and
by the definition of g we have (g · (φ ◦π))(ζx) = ζ q · (g · (φ ◦π))(x) = Hol(0) · (g · (φ ◦π))(x).
By continuity, this implies that ψ(0)= Hol(0) ·ψ(0), so (3) holds true.
11. Proof of Theorem 4.3
11.1. We first prove the theorem under the assumption that the critical residue λcr is equal
to 0. Throughout the proof we will freely use the notation const. for constants varying from line
to line. It is crucial that all these constants are meant to be independent both of N and η.
Let (α,φ) : CN → X be a twisted holomorphic pair. If  is small enough then ‖α‖L∞ < 
together with ‖dαφ‖L2 <  imply that for any t the image of φ(t, ·) : S1 → X is contained in a
small ball of radius less than the injectivity radius of X and g. In this situation the existence, for
 small enough, of ψ and φ0 satisfying (4.16) follows from the implicit function theorem (see
for example Section 14 in [9]). Furthermore, there is an estimate
∣∣φ0(t, θ)∣∣, ∣∣∇φ0(t, θ)∣∣ const. sup
ν∈S1
∣∣∇φ(t, ν)∣∣. (11.54)
In the following theorem we use the same notations as in the previous section, so C =
(−2,3)× S1, Z = [−1,2] × S1, ZI = [−1,0] × S1, ZII = [0,1] × S1, ZIII = [1,2] × S1.
Theorem 11.1. There exist K > 0 and  > 0, depending only on X and I , with the follow-
ing property. Let (α,φ) : C × S1 → X be an I -holomorphic pair satisfying ‖α‖L∞ <  and
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defined as in Theorem 4.3. Suppose that
‖dα‖2
L2(C) < ‖φ0‖2L2(C), ‖dα‖L∞(C) < , ‖∇α‖L2(C) < .
Then
‖φ0‖2L2(ZII) 
1
3
(‖φ0‖2L2(ZI ) + ‖φ0‖2L2(ZIII)). (11.55)
Theorem 11.1 will be proved in Section 11.3, and we now prove Theorem 4.3. Take  and K
as in Theorem 11.1. Since dαφ = dφ − iαX (φ), we can bound
‖dφ‖L∞  const.
(‖dαφ‖L∞ + ‖α‖L∞)< const. . (11.56)
By assumption α is in balanced temporal gauge, so α = a dθ and the restriction of a to {0} × S1
is constant. Let v = f dt ∧ dθ . Since we assume that the volume form v is exponentially η-
bounded, we have |f (t, θ)| + |∇f (t, θ)| ηe|t |−N . The vortex equation can be written as
dα = ∂ta dt ∧ dθ = f
(
c −μ(φ))dt ∧ dθ,
which implies, using the bounds on |f |, |∇f | and ‖dφ‖L∞ , that∣∣∂tα(t, θ)∣∣ sup |μ− c|ηe|t |−N, ∣∣∇∂tα(t, θ)∣∣ const. ηe|t |−N.
Since the restriction of a to {0} × S1 is constant, for any θ we have ∂θa(0, θ)= 0, so
∂θa(t, θ) =
t∫
0
∂t (∂θa)(x, θ) dx.
Using the estimate |∂t ∂θa| = |∂θ∂ta| |∇∂ta| it follows that |∂θa(t, θ)| const. ηe|t |−N, which
together with the bound on |∂ta(t, θ)| implies that∣∣∇a(t, θ)∣∣ const. ηe|t |−N. (11.57)
It follows that if η is small enough then for any C = (a, a+5)×S1 ⊂ CN we have ‖dα‖L∞(C) <
 and ‖∇α‖L2(C) < . Define, for every −N − 1 nN , Zn = [n,n+ 1] × S1, and let
zn = ‖dα‖2L2(Zn) and xn = ‖φ0‖2L2(Zn).
By the vortex equation
zn  const. η2
(|c| + sup |μ|)2e2(|n|−N)  const. e2(|n|−N) (11.58)
for every n. Theorem 11.1 implies that if
zn−2 + · · · + zn+2  (xn−2 + · · · + xn+2)
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σ = ln ξ . For any −N + 1  j  N − 2 we say that xj is big if xj  −1(zj−2 + · · · + zj+2),
and otherwise we say that xj is small. By (11.58) we have zj−2 + · · · + zj+2  const. e2(|n|−N)
for any j , so if xj is small then xj  −1 const. e2(|n|−N)  const. e2(|n|−N). Suppose now that xj
is big, and let xp+1, . . . , xj , . . . , xq−1 be the longest sequence of consecutive big elements con-
taining xj . By Lemma 9.4 we have xj  xpe−σ(j−p) +xqe−σ(q−j). If p = −N then we estimate
using formulae (11.54) and (11.56) xp  const.‖dφ‖2L∞  const.(‖dαφ‖2L∞ + ‖α‖2L∞) const.
Otherwise p is small and as we have previously seen xp  const. e2(|n|−N). Similarly, if q =
N −1 then we estimate xq  const., and otherwise xq is small and satisfies xq  const. e2(|n|−N).
In any case, setting σ0 to be the minimum of σ and 2 we obtain an estimate, for any −N − 1
nN ,
‖φ0‖2L2(Zj ) = xj  const. e
−σ0(N−|j |).
To obtain a pointwise bound on |φ0| we proceed as follows. Denote by Φ : CN → CN × X the
map (Id, φ), which is I (α)-holomorphic (see Section 2.2). The bound (11.57) gives a bound on
the C1 norm of I (α). By standard a priori bounds for pseudoholomorphic maps (see for example
Proposition B.4.9 in [16]) this gives bounds, for any C = (n−1, n+2)×S1 such that ‖dΦ‖L2(C)
is small enough,
sup
Zn
|∇Φ| const.‖dΦ‖L2(C).
Since the right-hand side is bounded independently of N,C,α,φ and can be made arbitrarily
small by picking η small enough, we obtain a uniform bound on |∇Φ|. By (2.10) this gives a
uniform bound on |∇φ|, and by (11.54) we obtain a uniform bound on |∇φ0|.
Lemma 11.2. If Z = [0,1] × S1 and f :Zn → Rn is smooth, then
sup
Z
|f | const.
(
sup
Z
|∇f |
)2/3‖f ‖1/3
L2
.
Proof. Suppose that supZ |f | = h and let x ∈ Z satisfy |f (x)| = h. Let K = supZ |∇f |. Let B =
{y ∈ Z | d(y, x)K−1h/2}. Since sup∇|f | sup |∇f |K , for any y ∈ B we have |f (y)|
h/2, and since area(B)  const.K−2h2, we have ‖f ‖L2(Z)  ‖f ‖L2(B)  const. area(B)h/2 
const.K−2h3. 
Applying the lemma to the restriction of φ0 to each Zn (and trivializing the vector bundle
φ∗TX in such a way that φ0 takes values in Rn), it follows from the exponential decay of xn
that |φ0(t, θ)(t, θ)| const. e−σ0(N−|j |)/6, where the constant const. depends on |∇φ0|, which is
bounded independently of N,C,α,φ. This is what we wanted to prove.
The proof that dα = 0 implies (4.18) follows the same scheme.
11.2. Now consider the case of general critical residue λcr ∈ Λcr. Let us write λcr = ip/q
for some relatively prime integers p,q satisfying q  1. Let π : CN/q → CN be the covering
map π(t, θ) := (qt, qθ) and let (α′, φ′) := π∗(α,φ). The first inequality in (4.15) is equivalent
to ‖α′ − p dθ‖L∞ < q. Applying the gauge transformation g(t, θ) := eipθ we obtain another
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∂I,α′′φ′′ = 0. The pair (α′′, φ′′) satisfies the vortex equation with volume form π∗v, which is ex-
ponentially qη-bounded. Hence, provided  and η are small enough, we can apply the arguments
of Section 11.1 to the pair (α′′, φ′′). We thus arrive at a pair of maps ψ ′′ : [−N/q,N/q] → X
and φ′′0 : CN/q → TX satisfying φ′′ = expψ ′′ φ′′0 and
∫ 2π
0 φ
′′
0 (t, ν) dν = 0. Let α := 2π/q . For
any t, θ we compute
φ′′(t, α + θ) = ei(α+θ)pφ′(t, α + θ) = eiαpeiθpφ′(t, θ) = eiαpφ′′(t, θ),
which, combined with the fact that the metric on X is S1-invariant, implies ψ ′′ ⊂ Xλcr . The
computation above implies similarly that φ′′0 (t, α + θ) = eiαpφ′′0 (t, θ), so that the map
φ˜′′0 (t, θ) := e−iθpφ′′0 (t, θ)
satisfies φ˜′′0 (t, θ) = φ˜′′0 (t, α + θ) and hence descends to give a map φ0 : CN → X such that
φ˜′′0 (t, θ) = φ0(qt, qθ).
Define ψ : [−N,N ] → Xλcr by the condition ψ ′′(t) = ψ(qt). Then the equality φ′′ = expψ ′′ φ′′0
translates into
φ(qt, qθ) = e−iθp expψ(qt)
(
eiθpφ0(qt, qθ)
)
,
which is equivalent to the first formula in (4.16). The second formula in (4.16) follows from∫
φ′′0 (t, ν) dν = 0.
Finally, since the set of q which appear as denominators of numbers in iΛcr is finite,  and η0
can be chosen in such a way that for any critical residue we can reduce to the case of zero residue
applying the procedure which we just described.
11.3. Proof of Theorem 11.1
Using Lemma 9.3 we reduce the proof of Theorem 11.1 to a local version of it, as we did
in the proof of Theorem 9.1. We use the same notation as in Lemma 9.2, so we fix a nontrivial
diagonal action of S1 on Cn with weights w = (w1, . . . ,wn) ∈ Zn. Let I0 (resp. g0) denote the
standard complex structure (resp. Riemannian metric) on Cn. For any tensor F on Cn we denote
by DF the derivative of F , which is a new tensor, and ‖F‖ denotes the L∞ norm computed with
respect to g0.
Lemma 11.3. For any r > 0 there exists some K > 0 and  > 0, depending only on w and r ,
with the following property. Suppose that I (resp. g) is a smooth equivariant almost complex
structure (resp. Riemannian metric) on Cn such that ‖I − I0‖< , ‖DI‖< , ‖g−g0‖< , and
‖Dg‖< . Let (α,φ) : C → Cn be an I -holomorphic pair satisfying ‖α‖L∞ < , ‖dαφ‖L∞ < ,
α is in temporal gauge, and φ(C) ⊂ B(0,2r) ⊂ Cn. Let ψ : (−2,3) → Cn and φ0 : C → TCn
be defined as in Theorem 4.3. Suppose that
‖dα‖L2(C) < ‖φ0‖L2(C), ‖dα‖L∞(C) < , ‖∇α‖L2(C) < .
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‖φ0‖2L2(ZII) 
1
3
(‖φ0‖2L2(ZI ) + ‖φ0‖2L2(ZIII)). (11.59)
Proof. Before proving the lemma we state and prove two preliminary results. 
Lemma 11.4. Let φ : C → Cn be a holomorphic map and let φav(t, θ) := φ(t, θ) −
1
2π
∫ 2π
0 φ(t, ν) dν. Then
‖φav‖2L2(ZII) 
1
5
(‖φav‖2L2(ZI ) + ‖φav‖2L2(ZIII)),
where the norms are computed with respect to the standard metric on Cn.
Proof. It suffices to consider the case n = 1. Writing φ(t, θ) = ∑k∈Z ak(t)eikθ we have
‖φav‖2L2([t1,t2]×S1) =
∫ t2
t1
∑
k∈Z\{0} |ak|2e2kt dt , so the statement follows from (9.53) and the in-
equality γ (2)−1 = e2 + e−2 > 5. 
Lemma 11.5. For any K > 0 there exist constants K0 > 0 and  > 0 with the following property.
Let g0 be the standard Riemannian metric on Cn. Let g be another Riemannian metric on Cn
satisfying K−1g0  g  Kg0 and ‖Dg‖L∞(Cn,g0) < K (Dg denotes the first derivatives of g).
Let x ∈ Cn and let γ0 : S1 → TxCn be a smooth map satisfying
∫
γ0 = 0 and sup |γ0| < . Define
γ (θ) := expgx γ0(θ) and
γav(θ) := γ (θ)− 12π
2π∫
0
γ (ν) dν.
Then 0.9‖γ0‖L2  ‖γav‖L2  1.1‖γ0‖L2 and similarly 0.9 sup |γ0| sup |γav| 1.1 sup |γ0|.
Proof. Given K > 0 and  > 0 there is a constant K ′ such that for any metric g on Cn satis-
fying K−1g0  g Kg0 and ‖Dg‖L∞ < K , and for any x, v ∈ Cn satisfying |v| < , we have
| expgx v − x − v| <K ′|v|2. This can be proved by integrating the equation for geodesics, taking
into account that the Christoffel symbols depend continuously on g and Dg. The lemma follows
immediately from this inequality. 
We now prove Lemma 11.3. Assume that there exists a sequence of positive real numbers
u → 0, invariant almost complex structures Iu and metrics gu on Cn, and smooth Iu-holomor-
phic pairs (αu,φu) satisfying: ‖Iu − I0‖ < u, ‖DIu‖ < u, ‖gu − g0‖ < u and ‖Dgu‖ < u;
assume also that αu is in temporal gauge and
‖αu‖L∞ < u, ‖dαu‖L∞  u, ‖∇αu‖L2(C) < u, (11.60)
and also
‖dαuφu‖L∞ < u, ‖dαu‖L2 < u‖φ0‖L2, (11.61)
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‖φu,0‖2L2(ZII) >
1
3
(‖φu,0‖2L2(ZI ) + ‖φu,0‖2L2(ZIII)).
We will see that both possibilities lead to a contradiction.
Assume that the weight wj is nonzero for any j between 1 and p, and that wp+1 = · · · =
wn = 0. Then we have a splitting Cn = Cp × Cq , where q = n − p. Let πp and πq denote
the projections from Cn to Cp and Cq . Let ρu = ‖dαuφu‖L∞ and su = sup |πpφu(C)|. Since
φu(C) ⊂ B(0,2r), the numbers su are uniformly bounded above. Passing to a subsequence if
necessary, we can assume that the sequence ρ−1u su converges somewhere in R0 ∪ {∞}. We
distinguish two possibilities.
Case 1. Suppose first that ρ−1u su → e < ∞. Let τu : Cn → Cn be the function τu(x) =
ρ−1u (x − πq(φu(0,0))) and define φ′u := τu ◦ φu, I ′u = dτu ◦ Iu ◦ (dτu)−1 and, for any pair of
tangent vectors U,V ∈ TCn, g′u(U,V ) = ρ−2u gu(dτ−1u (U), dτ−1u (V )). Then I ′u and g′u are S1-
invariant and, for big enough u such that ρu  1, still satisfy the bounds in the hypothesis of the
lemma. Furthermore, (αu,φ′u) is an I ′u-holomorphic pair. Since ‖dαuφ′u‖L∞ = 1, ‖αu‖L∞ → 0
and lim sup |φ′u(0,0)|  e, the image φ′u(C) is contained in a compact set independent of u.
Hence we may apply Lemma 3.4 and deduce that the pairs (αu,φ′u) converge in C1 norm to an
I0-holomorphic pair (0, φ) satisfying ‖dφ‖L∞ = 1 (hence φ is not constant) and ∂I0φ = 0. Note
that the existence of a converging subsequence is guaranteed without using gauge transforma-
tions (which in general are necessary in Lemma 3.4), because the connections αu converge to 0
by assumption. This is crucial here because the definitions of φ0 and ψ are not gauge invariant.
Let φav be as defined in Lemma 11.4. Since φ is holomorphic and not constant, by
Lemma 11.4 we have
‖φav‖L2(ZII) 
1
5
(‖φav‖L2(ZI ) + ‖φav‖L2(ZIII)).
On the other hand, since the convergence φ′u → φ is in C0, it follows that φ′u,av converges point-
wise to φav. This implies that for big enough u we have
∥∥φ′u,av∥∥2L2(ZII)  14 (∥∥φ′u,av∥∥2L2(ZI ) + ‖φ′u,av‖2L2(ZIII)).
Since φ′u is related to φu by a translation and a homothety, it follows that the same inequality is
satisfied by φu. Finally, Lemma 11.5 implies (using the fact that ‖φu,0‖L2 converges to 0) that
for big enough u
‖φu,0‖2L2(ZII) 
1
3
(‖φu,0‖2L2(ZI ) + ‖φu,0‖2L2(ZIII)).
Hence (11.59) has to hold for big enough u, in contradiction with our assumption.
Case 2. Now suppose that ρ−1u su → ∞. Let σu : Cn → Cn be the function σu(x) = s−1u (x −
πq(φu(0,0))) and define φ′u := σu ◦φu, I ′u = dσu ◦ Iu ◦ (dσu)−1 and, for any pair of tangent vec-
tors U,V ∈ TCn, g′ (U,V ) = s−2gu(dσ−1(U), dσ−1(V )). Then (αu,φ′ ) is I ′ -holomorphic.u u u u u u
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sects the set S = {(x,0) ∈ Cp × Cq | |x| = 1} ⊂ Cn, passing to a subsequence if necessary, we
can assume that there is some z ∈ S and a sequence of positive real numbers δu → 0 such that
φ′u(C) is contained in the ball B(z, δu). Let X be the tangent vector field on Cn generated by the
infinitesimal action of LieS1, and let Xτ be the constant tangent vector field with canonical co-
ordinates (1,0, . . . ,0). Since ‖I ′u − I0‖< u, ‖DI ′u‖< suK , ‖g′u − g0‖< u and ‖Dg′u‖< suK ,
one can choose for each u an almost complex structure Ju and a metric hu on Cu, and an embed-
ding Ψu : B(z, δu) → Cn such that: Ψu(z) = 0, (Ψu)∗X = Xτ , LXτ Ju = LXτ hu = 0, Ψ ∗u hu = g′u,
Ψ ∗u Ju = I ′u, ‖Ju − I0‖ → 0, ‖DJu‖ → 0, ‖h′u − g0‖ → 0 and ‖Dhu‖ → 0. Define γu = Ψu ◦φ′u.
Assume that ‖φu,0‖2L2(ZII) > (‖φu,0‖2L2(ZI ) + ‖φu,0‖
2
L2(ZIII)
)/3. Since Ψu is an isometry this
implies, if u is big enough so that su  1, that
‖dαu‖L2 < u‖γu,0‖L2 (11.62)
and that
‖γu,0‖2L2(ZII) >
1
3
(‖γu,0‖2L2(ZI ) + ‖γu,0‖2L2(ZIII)), (11.63)
where γu,0 is the obvious counterpart for φu,0 (here the norms are computed using the metric hu).
Define
γu,av(t, θ) := γu(t, θ)− 12π
∫
γu(t, ν) dν.
It follows from ‖αu‖L∞ < u and ‖dαuφ′u‖L∞ = ‖dαuγu‖L∞ → 0 that ‖φu,0‖L∞ → 0. Combin-
ing Lemma 11.5 and (11.63) we deduce that for big enough u
‖φu,av‖2L2(ZII) >
1
4
(‖φu,av‖2L2(ZI ) + ‖φu,av‖2L2(ZIII)). (11.64)
Lemma 11.5 combined with (11.62) also implies that
‖dαu‖L2/‖φu,av‖L2 → 0. (11.65)
Let xu := 12π
∫
φu(0, ν) dν. Composing Ju, gu and γu with a real linear transformation Cn → Cn
we may assume that
Ju(xu) = I0(xu) and hu(xu) = g0(xu). (11.66)
Since ‖Ju − I0‖,‖hu − g0‖ → 0, these linear transformations are uniformly bounded, hence
‖DJu‖ and ‖Dhu‖ still converge to 0.
Let αu = au dθ (recall that αu is in temporal gauge), and write λu = 12π
∫
au(0, ν) dν and
βu = au − λu. Then, since ∇βu = ∇αu, and using the assumptions (11.60)
|λu| u, ‖βu‖L∞  const. u, ‖βu‖ 2  const. u. (11.67)L1
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ξu,av(t, θ) := ξu(t, θ)− 12π
∫
ξu(t, ν) dν. (11.68)
Then ξu,av = φu,av, so ‖dξu‖L2(C) > 0, for otherwise we would have ξu,av = φu,av = 0, contra-
dicting (11.64).
Lemma 11.6. We have ‖∂I0ξu‖L2/‖dξu‖L2 → 0 as u goes to infinity.
Proof. Since (Ψu)∗X = Xτ and (αu,φ′u) is I ′u-holomorphic, ∂tγu = Ju(γu)(∂θγu − iauXτ ). Us-
ing this equation we compute
∂I0ξu = ∂t ξu − I0∂θ ξu = ∂tγu + iλuI0Xτ − I0∂θγu
= (Ju(γu)− I0)(∂θγu − iλuXτ )− iβuJu(γu)Xτ
= (Ju(ξu + xu)− Ju(xu))(∂θγu − iλuXτ )− iβuJu(ξu + xu)Xτ , (11.69)
where we have used that Ju is invariant under translations along Xτ to write Ju(γu) = Ju(ξu +
xu), and the assumption that Ju(xu) = I0. We claim that for big enough u∥∥Ju(ξu + xu)− Ju(xu)∥∥L2  const.‖dξu‖L2 . (11.70)
Indeed, since ‖DJu‖ → 0, for big enough u we can estimate ‖Ju(ξu+xu)−Ju(xu)‖L2  ‖ξu‖L2 ,
so it suffices to prove that ‖ξu‖L2  const.‖dξu‖L2 . Such estimate can be proved using the
Fourier development ξu =∑k au,k(t)eikθ and the condition ∫ ξu(0, θ) dθ = ∫ φu(0, θ)−2πxu =
0, which implies au,0(0) = 0. Using ‖αu‖L∞ → 0 and ‖dαuφu‖L∞ → 0, together with (11.67),
we have
‖∂θφu‖L∞ → 0, λu → 0. (11.71)
Finally, combining (11.65) with ‖φu,av‖L2 = ‖ξu,av‖L2  const.‖dξu‖L2 we deduce
βu/‖dξu‖L2 → 0. (11.72)
Combining (11.70)–(11.72) with the formula for ∂I0ξu we obtain the desired limit. 
Now define ξ ′u := ξu/‖dξu‖L2 . Since
∫
ξ ′u(0, ν) dν = 0 and ‖dξ ′u‖L2 = 1, the L2 norm of ξ ′u
is uniformly bounded above, so there is a constant K0 such that
1
∥∥ξ ′u∥∥L21 K0.
Since the inclusion L21 ⊂ L2 is compact, it follows that, passing to a subsequence, there is some
nonzero ξ ∈ L2(C,Cn) such that ξ ′u → ξ in L2. For any smooth function g supported in the inte-
rior of C we have 〈ξ, ∂∗g〉L2 = lim〈ξ ′u, ∂∗g〉L2 = lim〈∂ξ ′u, g〉L2 = 0. Hence ξ is a weak solution
of ∂ = 0, and from standard regularity results we deduce that ξ is smooth and holomorphic on the
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′
u − ξ)‖L2 +‖ξ ′u − ξ‖L2)
with Lemma 11.6 we deduce that ‖ξ ′u − ξ‖L21 → 0, so ξ
′
u converges to ξ in L21 and hence
‖dξ‖L2 = 1. (11.73)
Define ξ ′u,av and ξav as we defined ξu,av in (11.68). Since ξ ′u → ξ in L2, it follows that ξ ′u,av → ξav
in L2. Since ξ ′u,av is a rescaling of ξu,av and ξu,av = φu,av, formula (11.64) implies, passing to the
limit, that
‖ξav‖2L2(ZII) 
1
4
(‖ξav‖2L2(ZI ) + ‖ξav‖2L2(ZIII)). (11.74)
This contradicts Lemma 11.4 (applied to φ = ξ ) unless ξ is constant, which is impossible by
(11.73). 
12. Proof of Theorem 4.4
We only consider the case λcr = 0. The general case can be reduced to this situation using the
same covering argument as in Section 11.2. We only prove that ιv dα +μ(φ)= c implies (4.19).
That dα = 0 implies (4.20) follows from the same arguments.
Lemma 12.1. Let K0 > 0 be a real number, let I (resp. g, X ) be an almost complex structure
(resp. Riemannian metric, vector field) on Cn, and let V ⊂ Cn be a compact subset. Let Z :=
[−1,2] × S1, and let φ :Z → Cn be a map such that φ(Z) ⊂ V and
∂tφ = I (φ)
(
∂θφ − i(λ+ β)X (φ)
) (12.75)
for some function β : Z → iR. Suppose that the diameter of φ(Z) is small enough so that ψ :
[0,1] → Cn and φ0 :Z → Cn can be defined as in Theorem 4.3 (here we identify Tψ(t)Cn 	 Cn)
and that
|φ0|, |∂θφ0|, |∂tφ0|<K0. (12.76)
Then for any t ∈ (0,1) we have∣∣ψ ′(t)+ iλ∇h(ψ(t))∣∣<K sup
Zt
(|φ0| + |β|) (12.77)
for some constant K independent of φ, where Zt := {t} × S1.
Proof. By hypothesis we have ψ([0,1]) ⊂ V˜ := {expgx v | x ∈ V, |v|K0}. Let B ⊂ Cn be the
closed ball of radius K0, let E : V˜ × B → Cn be the exponential map E(x, v) := expgx v. Let
F := DxE and G := DvE. Since the domain of E is compact, the second derivatives of E are
uniformly bounded; since F(x,0) = Id and G(x,0) = Id, for any x∣∣F(x, v)− Id ∣∣<K|v| and ∣∣G(x, v)− Id ∣∣<K|v|. (12.78)
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F(ψ,φ0)ψ
′ +G(ψ,φ0)∂tφ0 = ∂tφ.
Writing F = Id+(F − Id) and G = Id+(G − Id) and integrating over S1 the above equality,
combined with (12.76), (12.78) and that ∫ φ0(t, θ) dθ = 0 for every t , yields∣∣∣∣ψ ′(t)− 12π
∫
∂tφ(t, ν) dν
∣∣∣∣<K sup
Zt
|φ0|. (12.79)
Using (12.75) we compute
∂tφ = −iλI (ψ)X (ψ)+ I (ψ)∂θφ +
(
I (φ)− I (ψ))(∂θφ − iλX (φ))
− iλI (ψ)(X (φ)− X (ψ))− iβI (φ)X (φ).
Integrating over S1 and dividing by 2π the first term in the right-hand side does not change;
the second term vanishes, because I (ψ) is independent of θ and the integral of ∂θφ over S1
is 0; the third and fourth terms can be bounded by K supZt |φ0|, since both |I (ψ) − I (φ)| and|X (ψ) − X (φ)| are less than K supZt |φ0| (here K depends on the derivatives of I and X ); the
fifth term can be bounded by K supZt |β|. Putting together all this observations and using (12.79)
and ∇h = IX , we obtain (12.77). 
It follows from (11.54) that given  one can choose K0 in such a way that (12.76) holds for
(α,φ) satisfying (4.15). Covering X with a finite number of charts we deduce from the previous
lemma that ∣∣ψ ′(t)+ iλ∇h(ψ(t))∣∣<K sup
{t}×S1
(|φ0| + |β|), (12.80)
for any t ∈ [−N,N ]. Since there are finitely many charts, the constant K can be taken indepen-
dently of (α,φ). To finish the proof of Theorem 4.4 we bound the right-hand side of (12.80).
Formula (4.17) in Theorem 4.3 gives∣∣φ0(t, θ)∣∣< const. eσ (|t |−N). (12.81)
We have β(t, θ) = β(0, θ)+ ∫ t0 ∂tβ(τ, θ) dτ = ∫ t0 ∂tαθ (τ, θ) dτ, so using dα = ∂tαθ dt ∧ dθ and
(11.57) we obtain
∣∣β(t, θ)∣∣ t∫
0
∣∣dα(τ, θ)∣∣dτ  t∫
0
e|τ |−Nη
(|c| + sup |μ|)dτ
 e|t |−Nη
(|c| + sup |μ|) const. eσ (|t |−N) (12.82)
because σ < 1. Combining the estimates (12.80)–(12.82) we obtain the desired bound.
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Let us recall the hypothesis of the theorem. We assume that {ψu : Su → X} is a sequence
of maps, where each Su is a closed interval in R, and that there is a sequence of positive real
numbers {lu} converging to zero and positive constants K,σ such that for any u and any t ∈ Su
we have |ψ ′u(t)+ lu∇h(ψ(t))|Ke−σd(t,∂Su). This implies immediately that∣∣ψ ′u(t)∣∣ lu∣∣∇h(ψ(t))∣∣+Ke−σd(t,∂Su). (13.83)
We also assume that |Su| → ∞. Define iu = infSu and su = supSu. For any τ > 0 let Sτu = {t ∈
Su | d(t, ∂Su) τ }. By assumption, once τ has been fixed, if u is big enough then Sτu 
= ∅, and
we can define
iu,τ = infSτu = iu + τ, su,τ = supSτu = su − τ.
Notation 13.1. A statement S is said to hold true for big enough (τ, u) if there exists some
τ0 (depending on X) such that, for any τ  τ0, there is some u0 (depending on X and on τ )
satisfying: if u u0 then S holds true.
Step 1. Using the compactness of X and a diagonal argument, we can assume, passing to a
subsequence of {ψu,Su, lu}, that for any τ ∈ N the sequence ψu(iu,τ ) (resp. ψu(su,τ )) converges
as u → ∞ to some point bτ ∈ X (resp. eτ ). We now prove that the sequence {bτ } is Cauchy. Let
 > 0 be any real number and fix τ0 such that 2K
∫∞
τ0
e−σy dy < . Take any two natural numbers
τ, τ ′  τ0. Taking u big enough so that both iu + τ and iu + τ ′ belong to Sτ0u we can estimate
using (13.83)
d
(
ψu(iu + τ),ψu(iu + τ ′)
)
 lu|τ − τ ′| sup |∇h| + 2K
∞∫
τ0
e−σy dy
< lu|τ − τ ′| sup |∇h| + .
As u goes to infinity we have ψu(iu + τ)→ bτ and ψu(iu + τ ′) → bτ ′ . Since lu → 0, when τ, τ ′
are fixed we have lu|τ − τ ′| sup |∇h| → 0. This implies that d(bτ , bτ ′) < , so {bτ } is Cauchy.
One proves similarly that {eτ } is Cauchy. Consequently, there are limit points bτ → b ∈ X and
eτ → e ∈ X as τ → ∞.
Lemma 13.2. Take any  > 0. For big enough (τ, u) we have
d
(
ψu(iu,τ ), b
)
< , d
(
ψu(su,τ ), e
)
< .
Proof. Take τ0 such that for any natural τ ′  τ0 both d(bτ ′ , b) and d(eτ ′ , e) are less than /4,
and such that 2K
∫∞
τ0
e−σy dy < /4. Take u0 such that for any u u0 we have
lu sup |∇h| < /4, d
(
ψu(iu,[τ ]), b
)
< /4, d
(
ψu(su,[τ ]), e
)
< /4.
Then, if τ  τ0 and u u0 we have, using (13.83),
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(
ψu(iu,τ ), b
)
 d
(
ψu(iu,τ ),ψu(iu,[τ ])
)+ d(ψu(iu,[τ ], b[τ ]))+ d(b[τ ], b)
 /4 + lu sup |∇h|
(
τ − [τ ])+ /4 + /4
< /4 + /4 + /2 = ,
where [x] denotes the integer part of x. Similarly one proves d(ψu(su,τ ), e) < . 
Step 2. Passing again to a subsequence we can assume that lu|Su| converges to some limit in
R0 ∪ {∞}. If this limit is zero, then (13.83) implies that
lim
τ→∞ lim supu
diamψu
(
Sτu
)= 0
and b = e, so that the monotone chain of gradient segments T = {b} satisfies the required prop-
erties, and we are done. Hence from now on we assume that the limit is nonzero.
Step 3. Passing again to a subsequence, we can assume that there are connected components
F1, . . . ,Fr ⊂ F of the fixed point set such that:
(1) for any j and any τ > 0 we have limu→∞ d(ψu(Sτu),Fj )= 0,
(2) if F ′ ⊂ F is a connected component not included in the list above then
lim inf
τ→∞ lim infu→∞ d
(
ψu
(
Sτu
)
,F ′
)
> 0.
In particular, for any j we have h(e) < h(Fj ) < h(b).
Step 4. We now prove some technical lemmas.
Lemma 13.3. Given compact and disjoint sets A,B ⊂ X, a big enough number τ , and any
t, t ′ ∈ Sτu such that ψu(t) ∈ A and ψu(t ′) ∈ B , we can estimate |t − t ′|K1d(A,B)l−1u , where
d(A,B) is the distance from A to B and K1 is independent of A, B and τ .
Proof. By the hypothesis, d(A,B) > 0. Let τ0 satisfy 2K
∫∞
τ0
e−σy dy  d(A,B)/2, and let
K1 := (2 sup |∇h|)−1. The estimate of the lemma follows from (13.83). 
Lemma 13.4. Let A⊂X be a compact set disjoint from F and {b, e}. For big enough (τ, u) and
any t ∈ Sτu such that ψu(t) ∈ A we have∣∣ψ ′u(t)+ lu∇h(ψu(t))∣∣ ∣∣lu∇h(ψu(t))∣∣/2.
In particular, (h ◦ψu)′(t)−lu|∇h(ψu(t))|2/2 < 0.
Proof. Let δ > 0 be the distance between A and {b, e}. By Lemma 13.2, if (τ, u) is big enough
then both d(ψu(iu,τ ), b) and d(ψu(su,τ ), e) are smaller than δ/2, so the distance from A to
{ψu(iu,τ ),ψu(su,τ )} is > δ/2. Let η be the infimum of |∇h| over A, which by assumption is > 0.
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have d(t, ∂Sτu)K1δ/(2lu), hence∣∣ψ ′u(t)+ lu∇h(ψu)∣∣Ke−σK1δ/(2lu) < ηlu
because lu goes to 0 as u → ∞. This implies |ψ ′u(t) + lu∇h(ψu(t))|  |lu∇h(ψu(t))|/2. The
last claim follows immediately from this inequality. 
Lemma 13.5. Let c be a regular value of h such that c /∈ {h(b),h(e)}. For big enough (τ, u),
if for some t ∈ Sτu we have h(ψu(t)) < c then for any t ′ ∈ Sτu such that t ′  t we also have
h(ψu(t
′)) < c.
Proof. Assume that for some t < t ′ we have h(ψu(t)) < c h(ψu(t ′)). Take
s = inf{v ∈ [t, t ′] ∣∣ h(ψu(v)) c}.
Then h(ψu(s)) = c and (h ◦ψu)′(s) 0. Applying Lemma 13.4 to h−1(c) we find a contradic-
tion. 
Given a subset C ⊂ R, we will denote by Hull(C) the convex hull of C. For any real number
 > 0 and a subset Y ⊂X we define Y  = {y ∈ X | d(y,Y ) < }.
Lemma 13.6. For any small enough real number  > 0 there exist a positive number η <  with
the following property. Let c be a critical value of h and let Z = F ∩ h−1(c). If (τ, u) is big
enough and for some t, t ′ ∈ Sτu we have ψu(t),ψu(t ′) ∈ Zη, then
ψu
(
Hull
({t, t ′}))⊂ Z.
Proof. It suffices to prove the lemma for any given critical value c, since the number of critical
values is finite. Let Z = F ∩ h−1(c). Take a small  > 0, and let D be the closure of Z \Z/2.
We assume that  has been chosen small enough so that D is disjoint from F ∪ {b, e} and X \Z
is nonempty.
Let ν be the infimum of |∇h| over D, let δ be the distance between Z/2 and X \Z , and let
K1 be the constant given by applying Lemma 13.3 to the closure of Z/2 and X \Z . Let
k =K1δν/4.
By Lemmas 13.4 and 13.5, taking (τ, u) big enough we can assume:
(1) for any t, t ′ ∈ Sτu such that ψu(t) ∈Z/2, ψu(t ′) /∈ Z we have |t − t ′|K1δl−1u ,
(2) for any t ∈ Sτu such that ψu(t) ∈ D we have (h ◦ψu)′(t)−ν/(2lu),
(3) Lemma 13.5 applies for c ± k (note that as  → 0 we have ν → 0, so for small enough 
both numbers c ± k are regular values of h).
Define Z′ = Z/2 ∩ h−1(c − k, c + k). We claim that ψu maps the convex hull of ψ−1u (Z′ ∩ Sτu)
inside Z . To check this it suffices to prove the following: if there are numbers tp, tq ∈ Sτ suchu
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such tp < tq , define
t1 = inf
{
t ∈ [tp, tq ]
∣∣ψu(t) /∈ Z}, t0 = sup{t ∈ [tp, t1] ∣∣ψu(t) ∈Z/2}.
We then have ψu([t0, t1]) ⊂D, so by Condition (2) we have
(h ◦ψu)′(t) <−ν/(2lu) for any t ∈ [t0, t1].
By definition ψu(t0) belongs to the closure of Z/2 and ψu(t1) belongs to X \Z , so by Condi-
tion (1) we have
t1 − t0 K1δl−1u .
Combining the two estimates we deduce that h(ψu(t1)) h(ψu(t0))− 2k. By Condition (3) we
have h(ψu(t)) < c+ k for any t  tp , in particular for t = t0. Hence we have h(ψu(t1)) < c− k.
Using again (3) we deduce that for any t  t1 we still have h(ψu(t)) < c − k, hence ψu(t) /∈ Z′.
So the claim is proved.
To finish the proof of the lemma, take η > 0 small enough so that Zη ⊂ Z′. Then we have
Hull(ψ−1u (Zη))∩ Sτu ⊂ Hull(ψ−1u (Z′))∩ Sτu , so the result follows. 
Lemma 13.7. There are positive numbers K2, 0 such that for any 0 <   0 and big enough
(τ, u), and any subinterval C ⊂ Sτu satisfying ψu(C) ⊂ F , we have
diam
(
ψu(E)
)
K2.
The proof of Lemma 13.7 will be given in Section 13.1 below.
Lemma 13.8. Let x be either b or e. For any sufficiently small  > 0 one can take a positive η 
such that, if (τ, u) is big enough, the following holds: let C be the convex hull of ψ−1u (B(x, η))∩
Sτu . Then ψu(C) ⊂ B(x,K2).
Proof. If x ∈ F then the statement follows from combining Lemmas 13.6 and 13.7. If x /∈ F
then the statement follows using similar ideas as in the proof of Lemma 13.6. 
Step 5. In this step we state and prove two more lemmas, and we construct the limit chain of
gradient lines.
Lemma 13.9. We have h(b)  h(e), and there is equality only if b = e is a fixed point. In the
latter case, for any δ > 0 and big enough (τ, u) the image ψu(Sτu) is contained in the ball of
radius δ centered at b.
Proof. Suppose that h(b) < h(e). Choose a regular value c of h satisfying h(b) < c < h(e).
By Lemma 13.2, if (τ, u) is big enough then h(ψu(iu,τ )) < c and h(ψu(su,τ )) > c, so by con-
tinuity there is at least one t ∈ Sτu such that h(ψu(t)) = c. Since t  iu,t and h(ψu(iu,τ )) < c,
Lemma 13.5 implies that (assuming (τ, u) is big enough) h(ψu(t)) < c, which is a contradic-
tion. Hence, h(b) h(e). Now suppose that h(b) = h(e). We then have to discard the situations
considered in the following three cases.
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f : [0, η/4] → X be a smooth map satisfying f (0) = b and f ′ = −∇h(f ). Since b /∈ F we have
d := h(f (0))− h(f (η/4)) > 0.
Let  > 0 be so small so that for any x ∈ X at distance   from f (η/2) we have h(x) 
h(b)− d/2, and for any y ∈ X at distance   from e we have h(y) > h(e)− d/4.
Take δ > 0 such that for any map g : [0, η/4] → X satisfying d(g(0), f (0))  δ and |g′ +
∇h(g)| δ we have d(g(η/4), f (η/4)) .
By Lemma 13.2 taking (τ, u) big enough we can assume that d(ψu(iu,τ ), b)  δ/3 and
that 2K
∫∞
τ
e−σy dy  δ/3. Increasing u if necessary we can assume that τ lu  η/8 and that
ζ := σ−1 log(K/(δlu)) satisfies ζ lu  δ/3 and ζ lu  η/8. Then for any t ∈ [0, η/4] the number
a(t) := iu,τ + ζ + l−1u t is contained in Sτu , so it makes sense to define g(t) := ψu(a(t)), and we
can estimate using (13.83)
d
(
g(0), b
)
 d
(
ψu(iu,τ ), b
)+ 2K ∞∫
τ
e−σy dy + luζ  δ.
The number a(t) is nearer to infSu than to supSu (this follows from the restrictions on ζ lu and
τ lu and the assumption that lu|Su| > η), so we have d(a(t), ∂Su) = τ + ζ + l−1u t . Hence, using
again (13.83), we can estimate for any t ∈ [0, η/4]∣∣g′(t)+ ∇h(g(t))∣∣ l−1u Ke−σ(τ+ζ+l−1u t)  l−1u Ke−σζ = δ.
So the point g(η/4) =ψu(a(η/4)) is at distance  from f (η/4), and this implies by the choice
of  that h(ψu(a(t))) < h(b) − d/2. Applying Lemma 13.5 to a regular value of h in the open
interval (h(b) − d/2, h(b) − d/4) and using the fact that a(t) < su,τ we deduce that for big
enough (τ, u) we also have h(ψu(su,τ )) < h(b) − d/4. Finally, if (τ, u) is big enough so that
ψu(su,τ ) is at distance   from e we have by hypothesis that h(ψu(su,τ )) > h(e)− δ/4, which
combined with the previous inequality implies h(e) < h(b), in contradiction with our assumption
that h(b) = h(e).
Case 2. If e /∈ F then proceed as in the previous case.
Case 3. Finally suppose that b 
= e but both b, e belong to Z = F ∩ h−1(c) for some criti-
cal value c of h. Let  > 0 be any number smaller than the 0 given by Lemma 13.7 and for
which the last statement of Lemma 13.6 holds. Choose η > 0 using Lemma 13.6. For big enough
(τ, u) we have d(ψu(iu,τ ), b) < η (thanks to Lemma 13.2) and d(ψu(su,τ ), e) < η, so in partic-
ular ψu(iu,τ ),ψu(su,τ ) ∈ Zη . By Lemma 13.6 this implies that ψu(Sτu) ⊂ F . By Lemma 13.7,
d(ψu(iu,τ ),ψu(su,τ )) < K2. By the triangle inequality d(b, e)K2 + 2η (K2 + 2). Since
 can be arbitrarily small, b = e.
The last statement follows as before from combining Lemmas 13.2, 13.6 and 13.7. 
The previous lemma implies that if b = e then T = {b} is a chain of gradient segments which
satisfies the requirements of Theorem 4.5. So from now on we assume that b 
= e and conse-
quently h(b) > h(e).
Lemma 13.10. For any regular value c of h satisfying h(e) < c < h(b) and big enough (τ, u)
there is one and only one t ∈ Sτ such that h(ψu(t))= c.u
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Lemma 13.2). By continuity there exists t ∈ Sτu such that h(ψu(t)) = c, and by Lemma 13.5
such t is unique provided (τ, u) is big enough. 
Take real numbers c0, . . . , cr which are regular values of h and which satisfy
h(b) > c0 > h(F1) > c1 > h(F2) > · · ·> h(Fr) > cr > h(e).
Take τ big enough so that Lemma 13.10 holds for each cj . It follows that if u is big enough there
is a unique tu,j ∈ Sτu such that h(ψu(tu,j )) = cj . Passing once again to a subsequence we can
assume that for any j the following limit exists:
xj = lim
u→∞ψu(tu,j ) ∈ X.
For any t ∈ R let ξt : X → X denote the gradient flow of h at time t . Define T ⊂X as the closure
of the set {
x ∈ X ∣∣ h(b) h(x) h(e) and for some t, j we have x = ξt (xj )}.
Step 6. We now prove that T is a monotone chain of gradient segments which satisfies the
requirements of the theorem. Take  smaller than the 0 in Lemma 13.7 and small enough so
that Lemma 13.6 holds for each Fj . Assume that 2 is smaller than the distance between {b, e}
and F1 ∪ · · · ∪ Fr , and that for each j we have cj−1 > h(Fηj ) > cj . Assume also that η   is
as given by Lemma 13.6. By Lemmas 13.2 and 13.3 and using the definition of the fixed point
components Fj one can choose (τ, u0) such that for any u u0 we have
(1) d(ψu(iu,τ ), b) < η/2 and d(ψu(su,τ ), e) < η/2,
(2) for any t ∈ Sτu such that d(ψu(t), {b, e}) η we have d(t, ∂Sτu)K1l−1u η/2,
(3) for each j the set ψ−1u (F ηj )∩ Sτu is nonempty,
(4) for each connected component F ′ ⊂ F not contained in the set {Fj } we have
d(ψu(S
τ
u),F
′) η.
Define Cu,0 as the convex hull of ψ−1u (B(b, )) ∩ Sτu , and let Cu,r+1 be the convex hull of
ψ−1u (B(e, ))∩Sτu . For each 1 j  r let Cu,j ⊂ Sτu be the convex hull of ψ−1u (F ηj )∩Sτu . Since
the distance between {b, e} and F1 ∪ · · · ∪ Fr is bigger than 2η, the complementary of the set
Cu,0 ∪Cu,1 ∪ · · · ∪Cu,r in Sτu is a collection of intervals Au,0, . . . ,Au,r which we assume to be
labeled so as Cu,j < Au,j < Cu,j+1 for each 0 j  r .
Let Z be the closure of the complementary in X of (F ∪ {b, e})η. For each j we have
ψu(Au,j ) ⊂ Z and ψu(∂Au,j ) ⊂ ∂Z. Define Bu,j = luAu,j , and let gu,j : Bu,j → Z be defined
as gu,j (b)=ψu(l−1u b). By hypothesis the map gu,j satisfies∣∣g′u,j (b)+ ∇h(gu,j (b))∣∣Kl−1u e−σd(l−1u b,∂Su).
By Condition (2) and the definition of the sets Au,j , for any t ∈ Au,j the distance from t to ∂Su
is bigger than K1l−1u η/2, so the previous inequality implies that∣∣g′ (b)+ ∇h(gu,j (b))∣∣Kl−1u e−σK1l−1u η/2 → 0 as u→ ∞.u,j
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a subsequence we can assume that these limits exist:
B−j = limu→∞(infBu,j − lutu,j ) ∈ R∪ {−∞}, B
+
j = limu→∞(supBu,j − lutu,j ) ∈ R∪ {∞}.
Let Bj be the interval (B−j ,B
+
j ). Since supZ |∇h| > 0, we can also assume (passing again to a
subsequence) that the maps gu,j : Bu,j → Z converge uniformly pointwise as u → ∞ to a map
gj : Bj → Z which satisfies gj + ∇h(gj )= 0. More precisely, we have
gj (t) = lim
u→∞gu,j (t + lutu,j ).
By construction tu,j ∈Au,j and xj belongs to gj (Bj ).
By hypothesis for any 1  j  r we have ψu(Cu,j ) ⊂ Fj . Using Lemma 13.7 this implies
that the diameter of ψu(Cu,j ) is  K2. Consequently, the distance between ψu(infCu,j ) =
ψu(supAu,j−1) and ψu(supCu,j ) = ψu(infAu,j ) is  K2. Also, ψu(infAu,0) is at distance 
from b, and ψu(supAu,r ) is at distance  from e.
Putting everything together we have deduced that for  > 0 small enough there are closed
intervals T0, . . . , Tr , each of them containing 0, so that
(1) d(ξinfT0(x0), b) <  and d(ξsupTr (xr ), e) < ,
(2) for each 1 j  r we have d(ξsupTj−1(xj−1), ξinfTj (xj )) < ,
(3) for big enough (τ, u) we have dHauss(ψu(Sτu),
⋃
j {ξt (xj ) | t ∈ Tj })K2.
(For the last statement use Lemma 13.8.) This implies that T is a monotone chain of gradient
segments, that b(T ) = b and e(T ) = e, and that the sequence of maps {ψu,Sτu} converge to T in
the sense of Theorem 4.5. Thus Theorem 4.5 is proved.
13.1. Proof of Lemma 13.7
Before proving the lemma we need some preliminaries. Since F has finitely many connected
components, it suffices to prove the lemma replacing F by any connected component Z ⊂ F .
Let p : N → Z be the normal bundle of the inclusion Z ⊂ X. The action of S1 on X induces a
fiberwise linear action of S1 on N , giving a splitting in subbundles N =N1 ⊕· · ·⊕Nk such that if
y = (y1, . . . , yk) ∈ N1 ⊕· · ·⊕Nk then the action of θ ∈ S1 is given by θ ·y = (θw1y1, . . . , θwkyk)
for some nonzero integers w1, . . . ,wk ∈ Z. Let TNvert = Kerdp be the vertical tangent bundle
of N , which can be canonically identified with p∗N . Using this identification, we define the
vertical tangent field V ∈ C∞(N,T Nvert) by the property that its value at x = (x1, . . . , xk) ∈ Nz
is V (x) := (w1x1, . . . ,wkxk) ∈ (p∗N)x 	Nz.
The Riemannian metric g = ω(·, I ·) on X induces a norm on N , which we denote by ‖ · ‖.
For any ζ > 0 denote by Nζ the set {y ∈ N | ‖y‖ < ζ }. Take η > 0 small enough so that the
exponential map gives an embedding e : N2η → X. Denote by W the vector field de−1(IX ) on
the total space of N2η .
Lemma 13.11. Denote by ρ : Nη → R the map defined by ρ(x) = ‖x‖. There exists a number
K > 0 such that, for any x ∈ Nη, ∣∣V (x)−W(x)∣∣Kρ(x)2. (13.84)
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holomorphic, the vertical tangent bundle TNvert is preserved by J , and the restriction of J
to TN |Z 	 N ⊕ T Z is equal to iN ⊕ I |Z , where iN is the complex structure on the vector
bundle N induced by I |Z . By construction the restriction J |Z coincides with the restriction of
IN = (de−1 ◦ I ◦ de) on Z (here we implicitly identify Z with the image of the zero section
of the bundle N → Z). Let Ξ ∈ C∞(N,T Nvert) be the vector field given by the infinitesimal
action of LieS1 on N . Since the exponential map is equivariant (because g is invariant) we have
de−1(X ) = Ξ . Then we have V = JΞ and W = INΞ so (13.84) follows from the vanishing of
Ξ along Z and J |Z = IN |Z . 
Lemma 13.12. We have ∇V ∇V ρ  ρ.
Proof. To simplify the notation, assume that each summand Nj has rank 1. Since V is tangent
to the fibers of N we can prove the lemma by looking at each fiber of N separately. This amounts
to the following: prove that if r(x1, . . . , xk) = (∑x2j )1/2 and v =∑wjxj ∂xj then ∇v∇vr  r .
A simple computation gives
∇v∇vr =
2
∑
w2j x
2
j
r
− (
∑
wjx
2
j )
2
r3
,
so what we want to prove is equivalent to:
2
∑
w2j x
2
j 
∑
x2j +
(
∑
wjx
2
j )
2∑
x2j
.
By Cauchy–Schwartz we have (
∑
wjx
2
j )
2  (
∑
w2j x
2
j )(
∑
x2j ), and from this the previous in-
equality follows immediately because each wj is a nonzero integer. 
Lemma 13.13. Shrinking η if necessary, we have ∇W∇Wρ  ρ/2 on Nη .
Proof. The statement is true if x ∈ Z, since in this case we have ρ(x) = ∇W∇Wρ(x) = 0 (be-
cause the integral curves of W which pass through Z are constant), so we assume that x ∈ N \Z.
We prove the lemma by comparing ∇W∇Wρ with ∇V ∇V ρ. Denote by ∇ the Levi-Civita con-
nection on Nη associated to the Riemannian metric e∗g, and let 〈·,·〉 be the scalar product on
TN given by e∗g. The formulas below hold on Nη \Z, where ρ is differentiable. Using (13.84)
we deduce that
|∇V V − ∇WW | |∇V V − ∇VW | + |∇VW − ∇WW |
 |V | · |∇V − ∇W | + |V −W | · |∇W | const. ρ2.
Since |∇ρ| const., we deduce that if η is small enough then∣∣〈∇V V,∇ρ〉 − 〈∇WW,∇ρ〉∣∣ ρ/4. (13.85)
Similarly we bound
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+ ∣∣〈V,∇W(∇ρ)〉− 〈W,∇W(∇ρ)〉∣∣
 const. |V | · |V −W | + const. |V −W | · |W |
 const. ρ2,
so assuming η is small enough we have∣∣〈V,∇V (∇ρ)〉− 〈W,∇W(∇ρ)〉∣∣ ρ/4. (13.86)
To finish the proof we use the formula
∇Y∇Y ρ = ∇Y
(〈Y,∇ρ〉)= 〈∇Y Y,∇ρ〉 + 〈Y,∇Y (∇ρ)〉,
which holds for every vector field Y . Combining (13.85) and (13.86) and Lemma 13.12 we
estimate
∇W∇Wρ = 〈∇WW,∇ρ〉 +
〈
W,∇W(∇ρ)
〉
 〈∇V V,∇ρ〉 −
∣∣〈∇V V,∇ρ〉 − 〈∇WW,∇ρ〉∣∣
+ 〈V,∇V (∇ρ)〉− ∣∣〈V,∇V (∇ρ)〉− 〈W,∇W(∇ρ)〉∣∣
 〈∇V V,∇ρ〉 +
〈
V,∇V (∇ρ)
〉− ρ/2
= ∇V ∇V ρ − ρ/2 ρ − ρ/2 = ρ/2,
which is what we wanted to prove. 
We now conclude the proof of Lemma 13.7. Take η so small so that Lemma 13.13 holds.
Choose 0  η/2 small enough so that for any positive   0 the neighborhood Z coincides
with the image of the exponential map e : N →X. Assume also that neither b nor e is contained
in the closure of Z0 .
Define Tu = luSτu and γu : Tu →X by the equation γu(t) =ψu(l−1u t). By hypothesis we have
|γ ′u(t)+ ∇h(γu(t))|Kl−1u e−σ l−1u d(t,∂Tu) for any u and any t ∈ Tu.
Recall that our aim is to find a bound of the form diam(γu(C))K2 for any interval C ⊂ Tu
satisfying γu(C) ⊂ Z , where  is any number in (0, 0). So fix from now on one such  and C.
Let δ denote the distance between Z0 and {b, e}, which is strictly positive because the two sets
are disjoint by hypothesis. By Lemma 13.3, if (τ, u) is big enough, which we assume, then for
any t ∈ Sτu such that ψu(t) ∈Z0 we have d(t, ∂Sτu)K1δ/(2lu). In terms of C this implies that
d(C, ∂Tu)K1δ/2, so we can estimate for any t ∈ C∣∣γ ′u(t)+ ∇h(γu(t))∣∣ s(t) := (Kl−1u e−σ l−1u K1δ/2)e−σ l−1u d(t,∂C).
Assume for the rest of the proof that u is big enough so that Kl−1u e−σ l
−1
u K1δ/2  1. Then the
previous inequality implies∣∣γ ′u(t)+ ∇h(γu(t))∣∣ s(t) := e−σ l−1u d(t,∂C). (13.87)
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e : N → X, hence we assume that γu(C) ⊂ N . Let p : N → Z be the projection. Since the
fibers of p have diameter  , we have
diam
(
γu(C)
)
 diam
(
p
(
γu(C)
))+ 2.
Hence for our purposes it suffices to bound the diameter of the projection p(γu(C)) by a uniform
multiple of . Recall that the inverse of the exponential map sends ∇h to W . Define, for any
t ∈ C:
W(t)=W (γu(t)),
E(t)= γ ′u(t)+W(t),
f (t) = ρ(γu(t)).
By (13.87) we have
∫
C
∣∣E(t)∣∣dt  ∫
C
s(t) dt  2
∞∫
0
e−σ l−1u y dy = 2luσ−1. (13.88)
There exists some K3, independent of u, such that |dp(E)|K3|E| and |dp(W)|K3f 2 (for
the latter inequality combine (13.84) with dp(V ) = 0). We can now estimate using (13.87) and
(13.88)
diamp
(
ψu(C)
)

∫
C
∣∣d(p ◦ψu)∣∣dτ  ∫
C
∣∣dp(E)∣∣+ ∣∣dp(W)∣∣dτ  ∫
C
K3
(|E| + f 2)dτ

∫
C
K3s(τ ) dτ +
∫
C
K3f (τ)
2 dτ  2K3luσ−1 +
∫
C
K3f (τ)
2 dτ. (13.89)
The term 2K3luσ−1 converges to 0 as u goes to infinity, since lu → 0. The following lemma
gives a bound for the second term, and this finishes the proof of Lemma 13.7.
Lemma 13.14. There is a positive constant K such that, provided u has been chosen big enough
(depending on ), then the following inequality holds:∫
C
f (τ)2 dτ K2.
Proof. Arguing as in the proof of Lemma 13.13 one can prove that there exists a positive constant
K4 such that |∇∇Wρ|  K4ρ−1 holds on N \ Z. Denote by sup |∇ρ| the supremum of |∇ρ|
over Nη. Since lu → 0, taking u big enough, we can assume that:
sup |∇ρ| luσ−1  (128K4)−1/2, 2K4Kl−1u e−σ l
−1
u K1δ/2  2,
σ l−1u /2
√
8. (13.90)
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(8K4)−1  μ (4K4)−1 and such that each of the sets
A= {t ∈ C ∣∣ s(t) μf (t)2} and B = {t ∈ C ∣∣ s(t) μf (t)2}
is the disjoint union of finitely many intervals. By (13.88) we have∫
B
f (τ)2 dτ 
∫
B
s(τ )μ−1 dτ 
∫
C
s(τ )μ−1 dτ  16K4luσ−1,
which goes to 0 as u goes to infinity. Suppose that A is the union of some intervals A1, . . . ,Ar .
Let aj be the midpoint of Aj and define the function kj : Aj → R by
kj (t)=
t∫
aj
〈E,∇ρ〉.
We estimate, for any t ∈Aj , using |E(t)| s(t) and the first inequality in (13.90)
kj (t) sup |∇ρ|
t∫
aj
s(τ ) dτ  2
(
sup |∇ρ|
0∫
−∞
e−σ l−1u y dy
)
s(t)
= (2 sup |∇ρ| luσ−1)s(t) 12 (8K4)−1/2s(t)1/2  12(μs(t))1/2  12f (t).
Hence the function gj (t) := f (t) − kj (t) satisfies 2f (t)  gj (t)  f (t)/2. Combining
Lemma 13.13 with the inequality |∇∇Wρ|K4ρ−1 we can estimate
g′′j (t) = ∇W+E∇Wρ
(
γu(t)
)
∇W∇Wρ
(
γu(t)
)− ∣∣∇E∇Wρ(γu(t))∣∣
 f (t)/2 − ∣∣E(t)∣∣ · ∣∣∇∇Wρ(γu(t))∣∣
 f (t)/2 − s(t)K4f (t)−1
 f (t)/2 −μf (t)2K4f (t)−1  f (t)/2 − f (t)/4 gj (t)/8.
Define ζ(t)= (e(t−supC)/
√
8 + e(infC−t)/
√
8 ) for any t ∈ C. A simple computation gives
∫
C
ζ 2(τ ) dτ  2
(
2
0∫
−∞
e−2y/
√
8 dy + |C|e−|C|/
√
8
)
 2
√
82
(to bound the second summand, use xe−x  1).
I. Mundet i Riera, G. Tian / Advances in Mathematics 222 (2009) 1117–1196 1195We claim that for any j and any t ∈ ∂Aj one has ζ(t) f (t). There are two cases to consider.
First, suppose that t ∈ ∂C. Then ζ(t) > , whereas since ψu(C) ⊂ N we have f (t) . Other-
wise, if t belongs to the interior of C then, since t ∈ ∂Aj , f (t) = (s(t)/μ)1/2; then the inequality
ζ(t) f (t) follows from μ−1  8K4 and the second and third inequalities in (13.90).
Consequently, if t ∈ ∂Aj then we also have 2ζ(t)  gj (t). Then the inequality g′′  g/8
implies that 2ζ(τ )  gj (τ ) for each τ ∈ Aj . Indeed, let χ = gj − 2ζ , and observe that since
ζ ′′ = ζ/8 we have χ ′′  χ/8. Then χ attains its maximum either at the boundary of Aj , where
it is  0, or at a point τ in the interior of Aj such that χ ′(τ ) = 0 and χ ′′(τ ) 0, which implies
that χ(τ) 0 as well because χ ′′  χ/8.
So we can bound∫
A
f (τ)2 dτ 
∑
j
∫
Aj
4gj (τ )2 dτ 
∫
A
16ζ(τ )2 dτ 
∫
C
16ζ(τ )2 dτ  32
√
82.
This finishes the proof of the lemma. 
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