Abstract. Consider a system f 1 (x) = 0, . . . , f n (x) = 0 of n random real polynomials in n variables, where each f i has a prescribed set of terms described by a set A ⊆ N n of cardinality t. Assuming that the coefficients of the f i are independent Gaussians of any variance, we prove that the expected number of zeros of the random system in the positive orthant is bounded from above by 2 t n .
Introduction
In many applications, we are faced with the problem of understanding or finding the (positive) real solutions of a system of multivariate polynomial equations, e.g., see [10, 12, 29] . Descartes' rule of signs [9, p. 42 ] is one of the oldest results providing information on this. This rule directly implies that a real univariate polynomial with t terms has at most t − 1 positive zeros. In 1980, Khovanskii [15] (see also [16] ) obtained a far reaching generalization. He showed that a system f 1 (x) = 0, . . . , f n (x) = 0 of n real polynomial equations in n variables x 1 , . . . , x n involving t distinct monomial terms has at most 2 (
t−1
2 ) (n + 1) t−1 nondegenerate positive solutions. (A solution x is called nondegenerate if the derivative D x f is invertible. Khovanskii's result in fact allows for real exponents and he even derived more general quantitative bounds for broader families of analytic functions.) Following Khovanskii, one calls such a system a fewnomial system with t terms. Like in Descartes' rule, the upper bound does not depend on the degrees, but only on the number of terms and the number of variables. Khovanskii's bound was improved by Bihan and Sottile [4] who proved the upper bound ) n t−n−1 ; see also [29] . We note that these bounds are exponential in the number t of terms. It is widely conjectured that these bounds are far from being optimal, but very little is known. The following question is a central open problem in fewnomial theory [23] .
Question 1. Fix the number n of variables. Is the number of nondegenerate positive solutions of a fewnomial system with t terms bounded by a polynomial in t?
This question is open even in the case of two variables to the best of our knowledge; see [18] . Several articles give an affirmative answer in special cases, such as the intersection of a line with the zero set of a bivariate t-nomial [1, 3] , or the intersection of two plane curves, where one is defined by a trinomial and the other by a t-nomial [19, Cor. 16] . There is a very interesting connection to complexity theory [17, 6] .
The current state of our understanding in fewnomial theory motivated us to investigate Question 1 for random sparse polynomial systems. Some of the motivation for this comes from Shub and Smale's well known work [28] , in which for the first time a real probabilistic version of Bézout's theorem was obtained. Our main result, Theorem 1.1 below, implies that a natural, probabilistic version of Question 1 has an affirmative answer for Gaussian random polynomials.
In order to state this result, let us introduce some terminology. We denote the multiplicative group of positive real numbers by R + and write R n + for the positive real orthant. Moreover,
n stands for the monomial term with the exponent vector α = (α 1 , . . . , α n ) ∈ Z n , where we abbreviate x := (x 1 , . . . , x n ). Fix a finite subset A ⊆ Z n of cardinality t together with a map σ : A → R + . We assign to this data the random polynomial system
where the ξ i,α ∼ N (0, 1) are independent identically distributed (i.i.d.) standard Gaussian random variables. This amounts to considering random polynomial systems, where each f i has the support A, and the coefficients occurring in f i are independent centered Gaussian coefficients, whose variances are given by σ(α) 2 for α ∈ A. For a given support A and a system of variances σ we denote by E N(A, σ) the expected number of nondegenerate zeros of the random system f (x) = 0 in R n + . We can now state our main result.
for any support A ⊆ Z n of cardinality t and any system of variances σ : A → R + .
To the best of our knowledge, the only previous results on random real fewnomial systems are by Malajovich and Rojas [22, 25] . These works provide upper bounds on the expected number of real zeros in terms of the (mixed) volume of the Newton polytopes of the f i . Thus these bounds depend also on the degree, while our bound depends solely on the number of terms. We refer to Shiffman and Zelditch [26, 27] for results on the distribution of the zeros of complex random fewnomials. There is a rich literature (see [2] ) on the real zeros of random univariate polynomials, which mainly focuses on dense univariate polynomials, i.e., n = 1 and A = {0, 1, . . . , d}. We only mention here Kac [14] , who showed E N(A, σ)
and Shub and Smale's [28] , who proved that E N(A, σ) =
. However, our focus is on the case of supports A with few terms of high degree, where apparently little is known. In the special case n = 1, Theorem 1.1 gives the upper the bound 2t which is even weaker than Descartes' rule. However, we can improve this result, even though not for an arbitrary system of variances.
Theorem 1.3. In the univariate case, we have
for any support A ⊆ Z of cardinality t and the system of variances 1 : α → 1.
The core idea of our approach can already be found in Edelman and Kostlan [11] . Accordingly, one can express the expectation E N(A, σ) as the volume of a manifold, which can be seen as real sparse analogue of the Veronese variety; see Theorem 2.2. While this proposition provides a beautiful geometric characterization of the expectation, the challenge consists of proving good estimations of the resulting integral. For instance, analytically proving any upper bounds on E N(A, σ)-independent of the degree (which is possible thanks to Khovanskii's bound)-is a nontrival task. Our proof's main trick is a reduction of the probabilistic upper bound to a deterministic upper bound for some explicit structured system. This gives the proof a more combinatorial flavor and we leave it as a challenge to find a more analytical proof. A natural next goal is to find an extension to the case where the fewnomials may have different supports.
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2. Preliminaries 2.1. Some integral geometry. Random Gaussian vectors with independent coordinates are akin to uniform distributions over spheres, which brings us to the realm of integral geometry. Poincaré's formula for spheres (e.g., see [7, Thm. A.55] ) implies the following result. (For a generalization to homogeneous spaces we refer to [13] and [8, Cor. A.3] .) In what follows, Vol n denotes the volume measure induced by the usual Riemannian metric of S n .
Proposition 2.1. Let M be an n-dimensional smooth submanifold of S p . Then we have
where the expectation is over independent, uniformly distributed h 1 , . . . , h n in the orthogonal group O(p + 1) defined with respect to the Haar measure.
2.2.
An integral formula for the expected number of zeros. The core ideas of this subsection can be essentially found in [11] . Suppose we are given smooth and semialgebraic functions ϕ j : R n + → R, for j = 1, . . . , t with ϕ 1 = · · · = ϕ t = 0 having no solutions in R n + . We consider random linear combinations
where the ξ ij ∼ N (0, 1) are i.i.d. standard Gaussian random variables. This defines a random smooth function f : R n + → R n , whose components are the f i . Our goal is to study the number of nondegenerate zeros of f . More specifically, we want to estimate the expectation EN of the random variable
taking values in N ∪ {∞}. In order to do so, we consider the following smooth map
and its scaled version
which takes its values in the unit sphere.
Theorem 2.2. In the above setting, we have [20, Thm. 3.3] , see also [11, Theorem 7.1] . Since these references contain only proof sketches, we provide a detailed proof.
Remark 2.3. A tedious computation shows that this result in fact is
Proof. We define the semialgebraic sets V := {x ∈ R n + | rankD x ψ < n} and U := {x ∈ R n + | rankD x ψ = n}. Then we partition the open set U into the semialgebraic sets
We associate with these semialgebraic sets the random variables
and
Since {V, U 1 , U 2 , . . . , U ∞ } form a partition of R n + , it suffices to prove that
and that for all d ∈ N ∪ {∞},
The right hand side of (2) is zero since rank((D x ψ) T D x ψ) = rankD x ψ < n for all x ∈ V . In order to prove (2), it is enough to show that N V = 0, which means that every zero x ∈ V of the system f is degenerate (i.e., D x f is singular). By (1), we have f (x) = [ξ ij ]ϕ(x) and so D x f = [ξ ij ]D x ϕ, for every x ∈ R n + . By an explicit computation, we get
Suppose now that x ∈ V satisfies f (x) = 0. By (4) and rankD x ψ < n, we either have rankD x ϕ < n, or there is some v x ∈ R n \ 0 such that ϕ(x) = D x ϕ v x . In the first case,
hence v x ∈ ker D x f and D x f is singular as well. We have thus shown that (2) holds.
For showing (3), let y 1 , . . . , y t be new variables. We associate to the functions f i = t j=1 ξ i,j ϕ j (x) the linear forms ℓ i := t j=1 ξ i,j y j and denote by Z(ℓ 1 , . . . , ℓ n ) their zero set. So we have f i (x) = ℓ i (ϕ(x)) for all x. By the definition of U d , we have
We first consider the case where dim ψ(U d ) = n and d ∈ N. Using the stratification of semialgebraic sets into manifolds (cf. [5, Chap. 9]), one shows that
, almost surely, the random hyperplanes Z(ℓ 1 ), . . . , Z(ℓ n ) intersect the n-dimensional manifold M d transversally,
Moreover, all the zeros of f (x) = 0 in U d are nondegenerate. With (5) we conclude that, for almost all ℓ 1 , . . . , ℓ n ,
Therefore, applying Proposition 2.1 to the manifold M d , we obtain
Now we use that
which follows from a slightly extended version of [7, Cor. 17.10] . (One can show that it does not matter that ψ(U d ) may not be a manifold). This implies (3).
In the case where dim ψ(U d ) < n and d ∈ N, we write ψ(U d ) as a union of smooth manifolds of dimension less than n. Then, using Sard's Theorem, we see that (3) trivially holds in the form 0 = 0.
To complete the proof, it suffices to show U ∞ is empty. By way of contradiction, assume x ∈ U ∞ . By the Constant Rank Theorem [21, Theorem 4.12] , the fiber ψ −1 (ψ(x)) ∩ U is a zero-dimensional subset of the open set U, since rankD p ψ = n for all p ∈ U. However, ψ −1 (ψ(x)) ∩ U is semialgebraic and hence finite, since any zero-dimensional semialgebraic set is finite; cf. [5] . This contradicts x ∈ U ∞ , completing the proof.
Special systems with few terms
We prove a deterministic result (Lemma 3.2) on the real zeros of a particular class of sparse systems that involve square roots and thus go slightly beyond our polynomial setting. This result will allow us to prove the following inequality of integrals that will be instrumental in the proof of Theorem 1.1. 
Then we have
For proving Proposition 3.1 we need the following lemma.
Lemma 3.2. Let f (x) be the function from Proposition 3.2, but with β 1 . . . , β m ∈ R n . Moreover, let α 1 , . . . , α n ∈ R n . Then, for any [λ ij ] ∈ GL n (R), the system
has at most two nondegenerate zeros in R n + . We recall the following fact about changing variables that we will use in the proof of the lemma. Suppose a 1 , . . . , a n is a basis of R n . Then
is a diffeomorphism. Indeed, via the group isomorphism R n → R n + , y → exp(y) and its inverse R n + → R n , x → log x, this turns (6) into the linear isomorphism
Proof. We divide into cases, depending on the rank k of the linear span of α 1 , . . . , α n .
In the case k = n, using the transformation as in (6), we can assume without loss of generality that α 1 , . . . , α n is the standard basis of R n ; thus we study the positive zeros of a system
Subtracting the nth equation from the others gives the system n j=1 (λ ij − λ nj )x j = 0, i = 1, . . . , n − 1, which has a one dimensional solution space Rξ, for some nonzero ξ ∈ R n . We can assume that ξ ∈ R n + since otherwise the system (7) has no solution in R n + . Plugging in x = sξ with unknown s ∈ R + into (7), we obtain by squaring the first equation
where g j denotes the sum of the components of β j . We apply now Descartes' rule to this univariate polynomial in s (with possibly real exponents). Since the sequence of coefficients has at most two sign changes, there are at most two positive real zeros, provided the polynomial does not vanish altogether. In the latter case, all the g j equal 1 and we have f (sξ) = sf (ξ). The system (7) then becomes the system s j λ ij ξ j = sf (ξ) in s, for i = 1, . . . , n, whose solution set either is empty or all of R + . But then all solutions of the original system (7) are degenerate. In the case k < n, using the transformation as in (6), we can assume without loss of generality that α 1 , . . . , α n is contained in R k × 0 n−k . Subtracting the nth equation of the original system from the others gives the system n j=1 (λ ij − λ nj )x α j = 0, i = 1, . . . , n − 1. Since x α j only depends on x 1 , . . . , x k , this is a system of n − 1 equations in k variables, having n terms. If k < n − 1, this system only has degenerate solutions and we are done. If k = n − 1, we are faced with a system of n − 1 polynomials in n − 1 variables having n terms. It is known that such systems have at most one nondegenerate positive real solution ξ; cf. [29, §3.2.1] . Substituting (ξ 1 , . . . , ξ n−1 , x n ) with unknown x n in the first equation, and using α j,n = 0, we obtain after squaring
By Descartes' rule, this polynomial in x n (with possibly real exponents) has at most two positive zeros, unless it vanishes altogether, in which case all solutions of the original system are degenerate.
Summarizing, we have shown that in all cases, the system has at most two nondegenerate solutions. Proof of Proposition 3.1. According to Lemma 3.2, for independent standard Gaussian random variables ξ ij , the system
has at most two nondegenerate solutions in R n + . Therefore, the expected number of nondegenerate solutions is at most two. We apply Theorem 2.2 and the assertion follows.
Proof of Theorem 1.1
We fix a support A ⊆ Z n of cardinality t and σ : A → R + . Consider the following map of Veronese type:
which takes its values in the unit sphere. As all the functions are semialgebraic, we can apply Theorem 2.2, which implies that
We abbreviate M(x) := D x γ A,σ . For I ⊆ A with |I| = n we denote by M I (x) the square submatrix of M(x) obtained by selecting the rows with index in I. The Cauchy-Binet formula [24, Theorem 2.3] , combined with the elementary inequality u 2 ≤ u 1 , gives
Therefore,
It suffices to prove that .
Note that
Moreover, the ith component of the scaled function ψ(x) := ϕ(x)/ ϕ(x) satisfies for 1 ≤ i ≤ n, Combining the above shows (10) and completes the proof of Theorem 1.1.
Proof of Theorem 1.3
Given a random polynomial f with support A, g := f (1/x) is a random Laurent polynomial with support −A, whose expected number of zeros in (0, 1) is precisely the expected number of zeros of f in (1, ∞). Therefore, it is enough to bound the expected number of zeros E N (0,1) (A, 1) in the interval (0, 1) by 1 π t 1/2 log t for a random polynomial with arbitrary support A of size t. Moreover, since multiplying by x k does not alter the number of zeros in (0, 1) of a polynomial, we can assume without loss of generality that 0 ∈ A ⊆ N.
We observe that Theorem 2. where ϕ(x) = (x α ) α∈A and ψ := ϕ/ ϕ . By (4), ψ ′ (x) = ϕ(x) −1 P x ϕ ′ (x) where P x is the orthogonal projection onto the orthogonal complement of ψ(x), and so
.
