Laser flash-Raman spectroscopy method for the measurement of the thermal properties of micro/nano wires Rev. Sci. Instrum. 86, 014901 (2015) The transient hot-wire method has been widely used to measure the thermal conductivity of fluids. The ideal working equation is based on the solution of the transient heat conduction equation for an infinite linear heat source assuming no natural convection or thermal end effects. In practice, the assumptions inherent in the model are only valid for a portion of the measurement time. In this study, an algorithm was developed to automatically select the proper data range from a transient hot-wire experiment. Numerical simulations of the experiment were used in order to validate the algorithm. The experimental results show that the developed algorithm can be used to improve the accuracy of thermal conductivity measurements.
I. INTRODUCTION
The motivation for this study was the potential application of supercritical fluids for thermal energy storage.
1 Supercritical fluids did not become popular until the late 1990s when extraction processes with supercritical fluids became widely used. 2, 3 Many of the existing data for heat transfer properties of supercritical fluids have not been validated or are correlated from ill-defined experiments. Accurate measurements of thermal properties would supply benchmark data to the scientific community. This paper presents a methodology to improve the accuracy of the transient hot-wire method for measuring thermal properties. While the intended application is for supercritical fluid properties, the technique is entirely general, and the experiments reported in this paper are for liquid dodecane and air.
The transient hot-wire method has been widely used to obtain thermal conductivity (and to a lesser extent, thermal diffusivity) of fluids, due to its simplicity. [4] [5] [6] [7] [8] [9] [10] The ideal working equation is based on the transient solution of Fourier's law for an infinite linear heat source assuming no natural convection or thermal end effects. 11 In practice, the assumptions inherent in the model are only valid for a portion of the measurement time. The heat capacity of the wire (due to its nonzero radius) is important at early times, while end effects and natural convection become important later. 12, 13 Laplace and Fourier transforms have been used by Kierkus to calculate the time range where these effects are not present. 14 However, some knowledge of the fluid properties is needed to determine the best time range. More specifically, the thermal diffusivity and specific heat of the fluid need to be predicted to calculate the time range where the end effects and the specific heat capacity of the wire are not predominant. This becomes problematic in supercritical fluids, where very limited knowledge of fluid properties is available. In addition, Kierkus' condition does not take into account the onset of natural convection. Therefore, a technique is needed to identify the portion of the temperature profile that satisfies the ideal working equation, a) Author to whom correspondence should be addressed. Electronic mail: gaba86@ucla.edu.
without requiring any knowledge of the properties of the fluid being analyzed. In this study, an algorithm was developed to automatically select the proper data range from a transient hot-wire experiment. The algorithm is tested by comparison with experimental data for two fluids (air and dodecane), with the results of a numerical simulation of the experimental system, and with the results obtained from Kierkus' condition.
A. Transient hot-wire method
The transient hot-wire is used as a resistance heater and thermometer. The thermal conductivity of the fluid is determined by observing the rate at which the temperature of a very thin platinum wire increases after a step change in voltage has been applied to it. This creates a line heat source of essentially constant heat flux per unit length in the fluid. The temperature is obtained by measuring the change in resistance of the platinum wire. The ideal working equation, Eq. (1), is based on the transient solution of Fourier's law for an infinite linear heat source, where it is assumed that natural convection is negligible.
Here T(t) is the temperature change with respect to time t of the wire relative to the reference temperature, T 0 , q is the power applied to the wire per unit length, k is the thermal conductivity of the fluid, α is the thermal diffusivity of the fluid, r w is the radius of the wire, and C = exp (γ ), where γ is Euler's constant. Thermal conductivity can be obtained from the slope of this linear profile of temperature versus natural log of time. Once thermal conductivity is known, thermal diffusivity can be calculated using the intercept of the linear profile. In a real experiment, departures from the ideal model are introduced, and the logarithmic time-dependence of the solution is compromised by at least four factors:
(1) The wire has a non-zero diameter which introduces error at very short measurement times due to the heat capacity of the wire. (2) Natural convection becomes important at later times, once motion has had time to develop.
(
3) The finite length of the wire introduces error at later times, due to conduction along the length of the wire.
13
(4) The finite size of the experimental domain also becomes important at later times.
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The data reduction technique used by other authors has been to select the time range where the temperature profile is linear (as a function of ln(t)). This is mainly done by inspection. 13 However, the appropriate time range is not easily identified. Kierkus investigated the end effects and heat capacity of a circular cylinder of a finite radius and length. He assumed a continuous temperature at the cylinder-fluid interphase and a uniform cylinder cross sectional temperature. 14 Kierkus obtained the temperature profile of the fluid by using finite Fourier sine transformation to solve the twodimensional transient heat conduction into the fluid. After plotting the temperature profiles as a function of time t for different conditions, Kierkus recommended the following condition to avoid wire heat capacity and end effects:
Here, α f is the thermal diffusivity of the fluid, r w is the radius of the cylinder (wire), and
is the ratio of density times specific heat of the fluid to that of the wire. 14 However in order to use this condition, knowledge of the fluid properties is necessary. This becomes inconvenient when working with supercritical fluids for which the properties are unknown. Therefore, a method to find the linearity of the temperature profile needs to be investigated.
B. A new criterion for time range selection
The work of Alvarado et al. 15 provides the motivation for the algorithm developed in this paper. As they show, Eq. (1) can be rewritten in terms of current and resistance,
where n = 2. The transient hot-wire experiment can be repeated for a range of different currents applied to the wire. If Eq. (4) is satisfied, that is, if the curve-fit to the data for the natural log of the slope (m) versus the natural log of the current has a slope of 2, then the selected region of the underlying temperature data satisfies the form of Eq. (1). More specifically, if the slope of the curve fit is 2, then one can be certain that natural convection and end effects, etc. are not significant in the time period selected. The thermal conductivity can then be calculated by using the intercept of Eq. (4) instead of the slope of Eq. (1). As with any technique for thermal property measurement, one needs to be cautious to not increase the current to values that will create a large change in the fluid temperature. This will result in a significant change in thermal conductivity, and this method can no longer be used since thermal conductivity is assumed to be constant for Eq. (1) to hold.
II. APPROACH
An algorithm to determine the optimized data range in transient hot-wire experiments for thermal property measurement has been developed and is illustrated in Figure 1 . The algorithm uses Eqs. (1) and (4) simultaneously to determine the time period where the logarithmic time-dependence of temperature shown in Eq. (1) is valid. Temperature rise versus the natural log of time has been generated for multiple electrical currents, I j , (where j represents the data set number), imposed on the wire. A curve fit is generated for each of these temperature profiles to obtain the slopes, m j , from Eq. (3). To verify that the selected time periods correspond to the logarithmic time-dependence of the temperature profiles, the slopes m j are curve-fitted as a function of the current, both in logarithmic scale, as in Eq. (4). The algorithm checks if the slope n from Eq. (4) is approaching to n = 2, and based on a criterion it modifies the time period for the temperature profiles until n satisfies |2 -n i | ≤ ξ (or plateaus). The tolerance was set to ξ = 0.0001 when using numerical data and to ξ = 0.001 for experimental data. If n plateaus before reaching the required tolerance, then after a certain number of iterations the algorithm proceeds to adjust the next data set. Recall that there are multiple data sets corresponding to different currents I j and each data set has a corresponding slope m j . The set of all slopes m j gives rise to a "slope of the slopes" n.
A. Time range selection
The algorithm is divided into two segments: one that adjusts the early times and one that adjusts the later times. The first segment identifies effects due to the heat capacity of the wire at early times on the temperature profiles. As the algorithm adjusts the time periods of each data set, it generates a sequence of iterations with new slopes m ji and n i , where i represents the iteration number. To initiate the iterations, the slopes m i0 and n 0 are calculated by using the full time duration for each of the data sets t j0 . If n 0 does not satisfy |2 -n i | ≤ ξ , the time period of one of the data sets is shortened by omitting a specified number of data points at the early times, creating a new time period, t ji . The new slope of the slopes n i is calculated and compared to n i−1 . If n i is closer to 2 than n i−1 , but still does not meet the criterion, the adjusted time period is adopted for that particular data set. If n i is not closer to 2 than n i−1 , the adjusted time period is rejected. If t ji does not change after some number of iterations, itermax, then it is concluded that the slope n has plateaued. The value of itermax used in this study was 300. This process is repeated for each data set. The process is then repeated for the next time increment for all data sets. This iterative process terminates when the slope n either satisfies the convergence criterion or plateaus. The same procedure is repeated by removing the last data points to find the optimum final time for the data ranges. Once a slope close to 2 has been achieved, one can be confident that the linear regions of the temperature profiles have been identified, so the thermal conductivity can be calculated.
III. NUMERICAL MODEL
In order to provide a test of the algorithm in the absence of experimental error, a numerical model was created to represent the ideal hot-wire experiment as shown in Figure 2 wire. Also, the fluid is contained in a finite-sized domain with specified temperatures on its outer boundary which affects the temperature profile at longer times. The thermal conductivity will be calculated in Sec. V by using three different methods. The first method will be the traditional one of selecting the time period by inspection. The second method will be to use the condition presented by Kierkus. 14 The third method will be using the new algorithm that determines the linearity of the temperature profiles. As in one of the experiments, dodecane was used as the working fluid and platinum wire as the heat source. The known thermal properties of dodecane at ambient temperature are inputted to solve for the temperature profile. From the numerical model, the temperature rise along the wire was obtained as a function of time. The temperature of the outer radius at the mid-height of the wire is used to represent the temperature of the platinum wire in the hotwire experiment. A uniform temperature is imposed on the entire domain at t = 0 s. The boundary conditions are shown in Figure 2 .
A. Governing equation
The governing equation of the two-dimensional axisymmetric heat-conduction model is the following:
where the thermal properties are for the wire or the fluid, depending on location, and Q is the volumetric heat source defined below. The following boundary conditions and initial conditions apply:
The heat source is non-zero only within the wire:
B. Verification of computational model
The governing equation was solved using COMSOL. Mesh refinement was implemented in the numerical model for validation purposes. Three mesh sizes were selected to show convergence of the solution for the temperature change. The meshes applied contained 16 990, 6721, and 3458 cells. Figure 3 shows the convergence of the temperature change when the mesh is refined. The temperature profile does not converge when the total cell number is less than 3458. A finer grid containing 6721 cells was selected for this simulation, since the change in the temperature profile was negligible by increasing the numbers of cells to 16 990; it only increased the computational time.
IV. EXPERIMENTAL SETUP
A transient hot-wire experiment was performed to measure the thermal conductivity of air and dodecane at ambient temperature. The experimental apparatus was similar to the design presented by Woodfield. 16 A platinum wire of diameter r w = 12.5 μm and of length L = 10.8 cm (for dodecane) and L = 11.5 cm (for air) was used. The wire acts as the heat source and as a resistance thermometer to measure the temperature change of the fluid. Two fluids with distinct thermal conductivities (a liquid and a gas) were selected to demonstrate the capability of the algorithm. The first set of experiments was performed with dodecane. Air was selected for the second set of experiments due to its low thermal conductivity compared to dodecane. Seven experiments were performed using dodecane by applying a current range from I = 0.0068 to 0.064 A. Six experiments were performed with air by applying a current ranging from I = 0.021 to 0.068 A.
V. RESULTS AND DISCUSSION
The algorithm was first tested using the results of the numerical model for dodecane. One of the temperature profiles obtained from the numerical model is shown in Figure 4 . As expected, the temperature rise has an approximately logarithmic time-dependence since natural convection was not included in the numerical model. However, the domain size was chosen so that the boundaries introduce a significant effect on the temperature profile at later times, causing the temperature to increase more rapidly (although this is not obvious in the figure).
The time period selection was first done by inspection. Two different time periods were selected in order to show the effect on the thermal conductivity calculation. As shown in Figure 4 (a), the first time period, t = 0.02-0.61 s, resulted in a slope m = 1.307 K. The thermal conductivity calculated using this time period was 0.150 W/m K, with an error relative to the literature value k = 0.137 W/m K of 11.7%. Figure 4(b) shows the second time period selection, t = 0.10-5.69 s. The slope changes from 1.307 to 1.472 K, resulting in a thermal conductivity of 0.134 W/m K, with an error of 1.82%. These results indicate that even for a simple numerical model that should yield "perfect" agreement for the extracted thermal conductivity, the choice of the data range is important and is not easily done correctly by inspection.
Next, the condition given by Kierkus was used to calculate the time range where the end effects and the specific heat of the wire are negligible. Kierkus' condition is not applicable to fluids such as air due to its high thermal diffusivity. Therefore, this method will be used for dodecane but not for air. The time range for dodecane is 0.032 s < t < 0.318 s, and it resulted in a slope m = 1.413 K. The thermal conductivity calculated using this time period was k = 0.141 W/m K, with an error relative to the literature of 2.71%.
Finally, the new algorithm was implemented to optimize the time period and obtain a more accurate result for thermal conductivity. Eight temperature profiles were obtained by varying the heat flux applied to the wire in the numerical simulation. The thermal conductivity obtained using the algorithm was 0.1371 W/m K, corresponding to an error of only 0.07%. The optimized output time periods are presented in Table I . This result clearly shows that the algorithm can be used to select the correct data range without the need to use any subjective criteria or prior knowledge of thermal properties. Only the objective criterion n = 2 is needed.
The number of iterations needed for n to converge to 1.999 ≤ n ≤ 2.001 is shown in Figure 5 . The first change in slope in this graph (after just a few iterations) corresponds to removing the early data for which the heat capacity of the wire is not negligible. The second change in slope (for approximately 600 iterations) represents the time after which the domain boundaries begin to influence the wire temperature.
The algorithm was next implemented using actual experimental transient hot-wire measurements. Seven temperature profiles were obtained experimentally for dodecane; one example is shown in Figure 6 . The experiment was not conducted for long enough to show obvious effects of natural convection. First, the time range was selected by inspection. A thermal conductivity of 0.170 W/m K with a 24.3% error was obtained if the early data points (0.02 s < t < 0.3 s) are selected. For later times (0.48 s < t < 3.68 s), a thermal conductivity of 0.118 W/m K with a 13.8% error was achieved. Second, the slope m was obtained using the time period calculated from Kierkus' condition (0.032 s < t < 0.318 s). A thermal conductivity of k = 0.130 W/m K with an error of 4.41% was achieved. Finally, the optimum time periods for the experimental results were identified by using the algorithm for optimization. The value of n plateaued at 1.997. The optimized output periods are presented in Table II . A thermal conductivity of 0.136 W/m K was achieved with an error of 0.73%. This demonstrates the power of the algorithm to select the optimum data range and yield accurate results for real experimental data. Six temperature profiles were obtained experimentally for air. The current applied to the wire was varied in each experiment to yield the power levels in Table III . The experiment was conducted for a long enough time period to capture the onset of natural convection. The effect of natural convection can be observed in Figure 7 where the slope of the logarithmic temperature profile decreases after some time. Using the first method, the time range was selected by inspection. It is difficult to ascertain the proper time range from Figure 7 ; one might guess that the correct time range is approximately 0.02 s < t < 0.1 s. Using this range, a slope m = 1.655 K is obtained resulting in a thermal conductivity of 0.0104 W/m K with a 59.9% error. The Kierkus model is not valid for fluid with high thermal diffusivity such as air, so this second method was not used. Finally, the new algorithm was used to identify the proper time ranges for each data set, as shown in Table III . The curve fit to the measured temperatures is shown for one data set in Figure 7 . A thermal conductivity of 0.0274 W/m K was obtained with a 3.87% error. Figure 8 shows the curve fit to the natural log of the slopes m i versus the natural log of current I i for the optimized time ranges. The slope of this plot plateaued at n = 1.962.
VI. CONCLUSION
A novel algorithm was developed that can select the optimum data range from the results of transient hot-wire experiments and predict accurate values of thermal conductivity for fluids. The algorithm was used to analyze numerical and experimental results for a broad range of thermal conductivity (air and dodecane). The results obtained for air and dodecane show that no prior knowledge of thermal properties of the fluid being studied and no subjective criteria are needed. Only the objective criterion that the "slope of the slopes" is equal to 2 is needed to identify the correct data range.
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