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Abstract
Random ordinary differential equations (RODEs), i.e. ODEs with random pa-
rameters, are often used to model complex dynamics. Most existing methods to
identify unknown governing RODEs from observed data often rely on strong prior
knowledge. Extracting the governing equations from data with less prior knowl-
edge remains a great challenge. In this paper, we propose a deep neural network,
called RODE-Net, to tackle such challenge by fitting a symbolic expression of the
differential equation and the distribution of parameters simultaneously. To train
the RODE-Net, we first estimate the parameters of the unknown RODE using the
symbolic networks[1] by solving a set of deterministic inverse problems based on
the measured data, and use a generative adversarial network (GAN) to estimate
the true distribution of the RODE’s parameters. Then, we use the trained GAN as
a regularization to further improve the estimation of the ODE’s parameters. The
two steps are operated alternatively. Numerical results show that the proposed
RODE-Net can well estimate the distribution of model parameters using simulated
data and can make reliable predictions. It is worth noting that, GAN serves as a
data driven regularization in RODE-Net and is more effective than the `1 based
regularization that is often used in system identifications.
1 Introduction
In the study of complex systems such as fluid dynamics, soft materials, biological evolution, etc.,
we often introduce empirical formulas and parameters into differential equations to model complex
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macroscopic phenomena induced by microscopic behaviors. These include for example, the sub-grid
stress in turbulence models, high order moment closure for moment equations, the drag coefficient
which expressed as a function of porosity in particle fluid problem, and a variety of empirical
formulas in biological and economical models. However, drawbacks of using empirical formulas
and parameters to model such complex systems are that: 1) for systems with non-separable scales, it
is difficult to directly deduce accurate macroscopic equations based on microscopic mechanism; 2)
models with fixed parameters cannot reflect the inherent randomness of the system, and hence can
only crudely approximate the system in the average sense. Therefore, to address the above issues, we
propose a machine learning framework to learn both the expression of differential equations and the
distribution of the associated random parameters simultaneously.
1.1 Related Work
We start with a review of inverse problems for deterministic systems. Under the premise that the
explicit form of the differential equation is known, the optimal parameters can be learned from the
observed data by using classical system identification and tools from inverse problems. Several
works [2, 3, 4, 5] solved a class of inverse problems under weaker assumptions based on the idea of
unrolling dynamics of the numerical integration in the time direction. In [6], the authors proposed
to use neural network as a surrogate to learn optimal parameters. When the explicit formula of the
equation is unknown, [7] constructed a dictionary consisted of simple terms that are likely to appear
in the equations and employ sparse regression methods to select candidates for the expression of
the equations. A series of works [8, 9, 10] used genetic algorithms to discover the underlying terms
of the differential equations. In [1], the authors proposed a deep symbolic neural network, called
SymNet, to estimate the unknown expression of the differential equations, which has a relatively low
memory requirement and computational complexity in many cases.
For problems with randomness, uncertainty quantification methods [11] are often adopted to study
forward uncertainty propagation (e.g., [12, 13, 14, 15]). However, it is generally much more difficult
to study inverse problems with uncertainty than forward uncertainty propagation. In earlier work,
[16] proposed a 4-steps modular Bayesian approach to calibrate parameters of models. In [17], neural
networks were used to estimate the modes of K-L expansion during the study of the forward and
inverse problems of stochastic advection-diffusion-reaction equations. Based on PINN [6], [18]
estimated the posterior of model parameters by Hamiltonian Monte Carlo and variational inference.
The most related work to ours is [19], where the authors introduced a generative adversarial network
(GAN) [20, 21, 22] to estimate the distribution of data snapshots. These works further advanced the
development of inverse uncertainty quantification. However, Bayesian based framework [16, 17, 18]
often suffers from the curse of dimensionality. Although the use of GAN by [19] can overcome
the curse of dimensionality, it also requires a relatively strong prior knowledge on the differential
equation to be identified. Furthermore, the GAN of [19] were not specifically designed to estimate
the distribution of the parameters of the differential equations.
In this paper, we propose a new machine learning framework for inverse uncertainty quantification. We
introduce a new model, called RODE-Net, to estimate random ordinary differential equations (RODEs)
from observed data by combining SymNet [1] for system identification and GAN [20, 21, 22] for
parameters distribution estimation. The high expressive power of SymNet enables the proposed
RODE-Net to assume only minor prior knowledge on the form of the RODE to be identified. A
particular novelty of the propose model is that, unlike existing inverse uncertainty quantification
methods, RODE-Net estimates the distribution of parameters and makes use of GAN as a data driven
regularization.
We note that, using GAN as a data driven regularization is common in image restoration [23, 24, 25].
For example, [23, 24] put forward the idea that we could solve image restoration problems within the
range of a well trained GAN. In [25] the authors used discriminator as the regularization in image
super resolution problems. These latest studies in computer vision inspired us to use GAN as a data
driven regularization which is new to inverse uncertainty quantification.
The rest of the paper is organized as follows. In Section 2, we introduce the architecture of RODE-Net.
Details on training and the loss functions are introduced in Section 3. Experiments are presented in
Section 4, and we conclude the paper in Section 5.
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2 The RODE-Net
Given a set of observed time series {x(t)} ⊂ Rd with d being the dimension of the observable
quantities, we aim to discover the governing RODE from the set of time series. We assume that the
RODE to be discovered takes the following form:
dx
dt
= Fη(x),x = (x1, · · · , xd) ∈ Rd, t ≥ 0 (1)
where Fη(·) : Rd → Rd is a d dimensional vector function and η ∼ P is the random parameter of
Fη . The RODE describes an infinite set of ODEs determined by the distribution of the random vector
η. For each random realization of the random variable η, denoted as ηi, we call the associated ODE
as ODE-ηi. We note that the RODEs in this paper are different from those considered in [26, 27]. To
obtain solutions with higher regularities, the latter considers system parameters as random processes
(e.g. solution of SDEs) rather than random variables.
Consider the data set X := {xjηi(tk) : 1 ≤ i ≤ M, 1 ≤ j ≤ Ni, 0 ≤ k ≤ S}, where M is the
number of realizations of ODE-η. In practice, the data set X is measured from the real world.
As a proof of concept and to validate the proposed RODE-Net, in our experiments in Section 4,
we generate data xjηi(tk) by solving ODE-ηi using the fourth order Runge-Kutta method with Ni
different initial values xjηi(t0), j = 1, · · · , N .
Our proposed RODE-Net (Fig. 1) is designed to identify each individual ODE of {ODE-ηi : 1 ≤ i ≤
M} and to estimate the distribution of η from {ηi : 1 ≤ i ≤M} at the same time. To achieve both
objectives, the RODE-Net framework consists of two main components:
1. A set of SymNet-based ODE-Nets which aim to estimate Fηi of each individual ODE;
2. A GAN to learn the distribution of {ηi}.
The trained GAN represents the distribution P of the RODE and is able to generate ODE instances
ODE-η. Moreover, we note that the GAN also serves as a good regularization in the training of
ODE-Nets.
Figure 1: The pipeline of RODE-Net. The modules in green indicate input data; the modules in
yellow indicate intermediate outputs; the module in red indicates the final output; the modules in blue
indicate those with trainable parameters; and the modules in white indicate the loss functions.
2.1 The ODE-Net Component
For each ODE-ηi, the associated ODE-Net is a reduced version of PDE-Net 2.0 [1], which can
be constructed through unrolled forward Euler numerical discretization. One δt-block of the l-th
component of the ODE-Net estimating ODE-ηi can be written as:
xˆl(t+ δt) = xˆl(t) + δt · SymNetαd (xˆ(t); ξˆ(l)i ), xˆ(t) = (xˆ1(t), · · · , xˆd(t)), l = 1, · · · , d, (2)
where xˆ(0) = x(0) which is the initial value of ODE-ηi and SymNetαd is a network that takes a d
dimensional vector as input and has α hidden layers, which can approximate polynomials of input
variables and is able to output the expression of the equation through symbolic computations s(·). In
practice, we take α = 2. Here, ξˆi = (ξˆ
(1)
i , · · · , ξˆ(d)i ) are the trainable parameters of ODE-Net, and
s(ξˆi) is an estimation of ηi. Fig. 2 (a) shows the architecture of the ODE-Net.
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Figure 2: The architecture of the ODE-Net and the GAN
2.2 The GAN Component
It is natural to apply GAN to {s(ξˆi)}i to estimate the distribution of η. However, it is difficult (and
unnecessary) to take derivative on the symbolic computation s. Therefore, in RODE-Net, we choose
to use GAN to approximate the distribution of {ξˆi}i instead. By doing so, we can still provide a
viable approximation of the distribution of η by simply taking the symbolic computations after the
estimation of the distribution of {ξˆi}i.
In RODE-Net, we adopt WGAN (Wasserstein GAN) [20, 21] to draw the distribution of ξ by solving
the following constrained minimax problem:
min
G
max
D
Eξ∼PξD(ξ)− Eξ˜∼PgD(ξ˜) s.t.||D||L ≤ 1. (3)
where D is a discriminator and Pg is the distribution implicitly defined by the generator G: ξ˜ =
G(z), z ∼ pz . Since the true data ξ are not directly observable, the training samples ξ ∼ Pξ are
approximately generated by ξˆ ∼ Pξˆ, i.e. the parameters of ODE-Nets which can be learned from the
observed data (Sec2.1). In RODE-Net, G and D are neural networks with multiple fully connected
hidden layers and non-linear activation functions. The architecture of the generator and discriminator
is shown in Fig. 2 (b). The dimension of both the output of the generator and the input of the
discriminator are equal to the size of each ξˆi, which is d · (α2 + 2d · α+ d+ 2α+ 1).
3 Training
The training of RODE-Net has three stages which include two warm-up stages and the alternating
stage. In the first stage (warm-up-1), we train the ODE-Nets from the observed data. Secondly
(warm-up-2), we train the GAN using the estimated parameters of the ODE-Nets. Thirdly (alternating
stage), the GAN is used as a regularization to further improve the estimates on the parameters of the
ODE-Nets by updating the parameters of GAN and ODE-Nets alternatively.
Warm-up-1: Given each Xi := {xjηi(tk) : 1 ≤ j ≤ Ni, 0 ≤ k ≤ S} with 1 ≤ i ≤ M , the
parameters of the associated ODE-Net can be learned by solving the following minimization problem:
min
ξˆi
1
Ni
Ni∑
j=1
Ldata(ξˆi,x
j
ηi(t)) + λhLHuber(ξˆi). (4)
Here, the data loss termLdata(ξˆi,xjηi(t)) =
∑S˜
k=1 wk‖xˆjηi(tk)−xjηi(tk)||22/δt2, S˜ ≤ S, describes
the accuracy of the ODE-Net to match the data Xi, where wk = e
k∑S˜
s=1 e
s
. The regularization term
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LHuber is defined as follows:
LHuber(ξˆi) =
∑
p is a component of ξˆi
`s(p), and `s(p) =
{|p| − s2 if |p| > s
1
2sp
2 else
. (5)
This is known as the Huber function which is a smoothed version of the absolute value. The
hyperparameters λh = s = 0.001 are used in RODE-Net.
During the training of the ODE-Nets, we adopt a strategy to gradually increase the number of steps S˜
from 1 to Smax. This strategy is to ensure the accuracy of long-term prediction and to keep the model
stable during training. In practice we take Smax = 6. We use Adam [28] to minimize the above loss
function with a learning rate of 0.01.
Warm-up-2: The learned parameters {ξˆi = (ξˆ(1)i , · · · , ξˆ(d)i )} in Warm-up-1 serve as training data
for WGAN. To improve training of WGAN, we adopt the gradient penalty methods [22], i.e. solving
the following WGAN-GP problem which is a penalized version of the original WGAN problem:
min
G
max
D
Eξ∼PξD(ξ)− Ez∼pzD(G(z))− λgpEξ′∼Pξ′ (‖∇ξ′D(ξ′)‖2 − 1)2, (6)
where we define Pξ′ by sampling uniformly along straight lines between ξ ∼ Pξ and G(z) with
z ∼ pz . Moreover, Pξ is approximated by Pξˆ. We update G and D alternatively by optimizing the
WGAN-GP loss (6) where we take λgp = 10.
Alternating stage: In the warm-up-1 stage, each of the ODE-Net is estimated only using the data
Xi. This has two potential problems: 1) some instances of the underlying RODE may be harder to
estimate than others; 2) the estimate of each ODE does not make use of the fact that it is an instance
from a RODE. Therefore, to provide an estimate of the ODE instances with a uniform control of
quality and to take advantage of the entire data set X , we use GAN as a regularization and update the
parameters of GAN and the ODE-Nets alternatively.
In addition to the data and the Huber loss term introduced in (4), we introduce another loss term, GAN
regularization: LGANreg(ξˆ) = D(ξˆ). The regularization by GAN can be interpreted as a switching of
the role of the generator and the ODE-Nets, which enforces the parameters of the ODE-Nets to be
similar to what can be generated by the learned generator. The full loss used in this stage is
Lrodenet(ξˆi;xηi(t)) =
1
Ni
∑
j
Ldata(ξˆi,x
j
ηi(t)) + λhLHuber(ξˆi) + λGLGANreg(ξˆi), (7)
where we take λG = 0.1 in practice.
The alternating update of the ODE-Nets and GAN is a mixed procedure of warm-up-1 and warm-up-2,
except that we have modified the loss of training ODE-Nets. The training of the RODE-Net consists
of this algorithm, together with warm-up-1 and warm-up-2, and is detailed in Algorithm 1.
4 Experiments
In this section, we show the effectiveness of the proposed RODE-Net on simulation data. We first
describe how simulation data is generated. Then, we show how well the trained RODE-Net estimates
the analytical form and the parameter distribution of the unknown RODE and generates reliable
predictions.
4.1 Simulation Data
We select the following RODE to generate the observed data. The chosen RODE is a quadratic
equation with three random parameters.
dx1
dt
= a(x2 − x1), dx2
dt
= x1(b− x3)− x2, dx3
dt
= x1x2 − cx3. (8)
The observed variable x = [x1, x2, x3]T is a 3-dimensional vector. We choose two different settings
to describe the randomness of the parameters a, b, c in this RODE:
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Algorithm 1 RODE-Net Training: rode-net-train(θ, V, ξ,x(t)).
The hyperparameters are set to nd = 1, nGAN = 100. The parameters of ODE-Nets and the GAN are
initialized by independent gaussian distribution.
1: Warm-up-1: Compute an initial estimation of the ODE-Nets’ parameters {ξˆi};
2: Warm-up-2: Compute an initial estimation of the GAN’s parameter θ, V ;
3: while {ξˆi} has not converged do
4: for i=1,...,M do
5: Update the i-th ODE-Net using Lrodenet(ξˆi;xηi(t)) ;
6: end for
7: for Iteration of discriminator nd do
8: Update the discriminator DV using WGAN-GP loss ;
9: end for
10: for Iteration of GAN nGAN do
11: Update the GAN using {ξˆi} as training data;
12: end for
13: end while
1. RODE_ind: a ∼ N(2, 1), b ∼ N(−1, 4), c ∼ N(1, 1);
2. RODE_dep:
ab
c
 ∼ N
 2−1
1
 ,
 1 −2 1−2 4 −2
1 −2 1
.
We sample M = 500 groups of the random parameters to form the sampled ODEs from this RODE
and randomly chosen Ni = 5 initial points from the uniform cube U([−10, 10]3) for each ODE.
For each initial point, we evolve the dynamics using fourth order Runge-Kutta method for S = 50
time steps with step size dt = 0.05. Moreover, noise is injected in the numerical solutions of these
ODE instances by x˜(t) = x(t) + nr
√
V ar(x(t))w,w ∼ N(0, I) with three different noise levels
nr ∈ {0, 0.01, 0.03}.
In this section, prediction error at time t is defined as the relative error between the predicted
data xˆ(t), which is generated by the trained RODE-Net with input x(0), and the true data x(t):
Error(t) = ||xˆ(t)−x(t)||2||x(t)||2 .
4.2 The performance of RODE-Net
This subsection presents the performance of the learned RODE-Net in terms of prediction and
identification of the random parameters.
To validate the performance of RODE-Net on prediction, we use the learned GAN to generate several
ODEs and inspect whether they distribute similarly to those sampled from the true RODE. Fig. 3
shows the predicted trajectories of 500 ODEs generated by the RODE-Net (labeled as RODE-Net)
and 500 sampled instances of the RODE (8) (labeled as RODE) using three randomly selected initial
points. At each time step t, we calculate the Euclidean distance between each trajectory and their
mean and plot the 0-99% and 0-75% bands of the distance in Fig. 3 (a-c). The bands of two groups
generally overlap indicating that the distribution of the predictions of RODE-Net is similar to those
of the RODE. This conclusion can also be validated by the rest of the plots in Fig. 3, where we can
see the data points on the trajectories of the sampled RODE-Net and RODE are distributed in similar
regions. The solid lines in Fig. 3(a1)-(c2) represent the mean of the trajectories. The closeness of
the two solid lines in each of these subfigure indicates that the bias between the predictions of the
RODE-Net and that of the true RODE is relatively small.
We also compare the estimated distribution of the parameters from RODE-Net with those of the
RODE by calculating the mean and standard deviation of the coefficients from 100 generated ODEs
from RODE-Net. The comparisons for the case RODE_ind are shown in Table 1. We can see that the
RODE-Net successfully differentiates between the terms with and without randomness. For the terms
exist in the RODE, the mean and standard deviation estimated by the RODE-Net is close to those
of the RODE, while the estimated coefficients that do not exist in the RODE have relatively small
means and standard deviations.
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Figure 3: The predicted trajectories of the ODEs sampled from RODE-Net and the original RODE.
Table 1: The mean and standard deviation of the estimated coefficients for RODE_ind.
term coefficients of
dx1
dt
coefficients of dx2
dt
coefficients of dx3
dt
RODE-Net RODE_ind RODE-Net RODE_ind RODE-Net RODE_ind
1 0.029(0.764) 0 -0.069(0.527) 0 0.075(0.904) 0
x1 -1.841(0.921) -2.000(1.000) -0.770(1.725) -1.000(2.000) 0.025(0.414) 0
x2 1.729(0.873) 2.000(1.000) -0.988(0.304) -1.000(0) -0.051(0.506) 0
x3 -0.002(0.051) 0 -0.007(0.140) 0 -0.904(0.834) -1.000(1.000)
x1x3 -0.035(0.027) 0 -0.805(0.180) -1.000(0) -0.003(0.070) 0
x21 0.006(0.058) 0 0.035(0.267) 0 -0.077(0.149) 0
x1x2 -0.001(0.065) 0 0.020(0.198) 0 0.799(0.397) 1.000(0)
Table 2: The estimated covariance of the coefficients for RODE_ind and RODE_dep.
cov(a, b) cov(a, c) cov(b, c)
estimated true estimated true estimated true
RODE_ind 0.075 0 -0.019 0 -0.061 0
RODE_dep -1.659 -2 0.900 1 -1.700 -2
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Moreover, we show that RODE-Net can also well identify RODE with a joint distribution of its
parameters. Table 2 shows the covariance of the coefficients of 100 ODEs generated from RODE-Net.
We use the coefficient of term x2 of dx1dt , x1 of
dx2
dt , −x3 of dx3dt to estimate the random coefficients
a, b, c in (8). In both cases, the covariance of the coefficients of RODE-Net are close to the true value.
4.3 The Regularization Effect of GAN in RODE-Net
In this subsection, we demonstrate the regularization effect of the trained GAN in improving the
estimates of ODE-Nets. We compare the performance of the RODE-Net (i.e. ODE-Nets with GAN
regularization trained by Algorithm 1) with the trained ODE-Nets without GAN regularization
(trained by warm-up-1 of Algorithm 1) and find that the GAN regularization helps in reducing
prediction error and correcting the learned formulas of the ODEs. For convenience, we shall refer to
the ODE-Nets without GAN regularization simply as ODE-Nets.
Let ei1(t) (resp. e
i
2(t)) be the median of relative errors of the prediction of the i-th sample of the
RODE-Net (resp. ODE-Nets) at time t among 100 initial points. We generate in total 500 instances.
Denote the error vectors ~ej(t) = (e1j (t), . . . , e
500
j (t)) with j = 1, 2. We compare the histograms of
~e1(t) and ~e1(t) at t = 20, 30, 40, 50 in Fig. 4. For a better visual comparison, we cropped the vectors
~ej(t) within the range [0.2, 2]. The numbers of ODE instances for the RODE-Net and ODE-Nets
with error < 0.2 are comparable, while the number of ODE instances for RODE-Net is smaller than
that of the ODE-Nets with error > 2.
As one can see that, the GAN regularization of RODE-Net notably improves overall prediction errors
in comparison with ODE-Nets. For some ODE instance the improvement can be rather significant. In
Fig. 5, we plot the quantiled relative error vectors for a particular instance of the ODE-Nets with and
without GAN regularization.
Figure 4: The histogram of the prediction error of the ODE-Nets trained with and without GAN
regularization at four time instances.
Figure 5: The order statistic of prediction error at four time instances.
GAN regularization in RODE-Net also helps with the estimation of the expression of the RODE. In
Fig. 6a, we compared the distribution of the errors ~eη := {‖ηˆi − ηi‖1 : 1 ≤ i ≤ 500} associated to
the ODE-Nets with and without GAN regularization. As one can see that, GAN regularization indeed
helps with the estimation of the expression of the RODE.
We note that some of the estimations by RODE-Net is notably more accurate than the ODE-Nets
without GAN regularization. An example is shown in the table in Fig.6b. We can see that the
estimated coefficients of the primary terms of the ODE are closer to the true values when trained with
GAN regularization.
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(a)
term without GAN with GAN true
x1x2 0.9074 0.9164 1
1 0.3755 0.0793 0
x2 -0.2055 -0.1316 0
x3 -0.2567 -0.1651 -0.143
(b)
Figure 6: Left: The histograms of ~eη of ODE-Nets with and without GAN regularization. the mean
and standard deviation of the errors among 500 ODE instances of ODE-Nets with and without GAN
regularization are 2.093(3.352) and 2.122(3.372) respectively. Right: The coefficients of dx3dt in the
learned ODE.
5 Conclusion and Future Work
In this paper, we proposed a new framework called RODE-Net to identify RODE from data. The
RODE-Net is a combination of ODE-Net for system identification and GAN for parameter distribution
estimation. Numerical experiments demonstrated that the trained RODE-Net was able to identify
ODEs with minor prior knowledge on the dynamics, but was also able to well estimate the distribution
of the RODE. This enabled us to simulate trajectories using the trained RODE-Net that distributed
similarly to the ODEs generated from the true RODE. Moreover, the well trained GAN in the
RODE-Net served as an effective regularization that enabled the RODE-Net to obtain more accurate
predictions and parameter estimations compared to the ODE-Nets without GAN regularization. One
limitation and possible further extension of the RODE-Net is that, due to the high dimensionality
of the parameters of the ODE-Net, one may include more prior knowledge to reduce the dimension.
Furthermore, we would also like to apply the proposed framework to more practical examples, such
as the particle fluid systems. It is also worth to study how to design a better data driven regularization
based on or beyond GAN.
6 Broader Impact
The proposed RODE-Net differs from earlier works major in twofold and hence it may lead to further
impact. 1) The proposed RODE-Net was used to estimate the parameters’ distribution of the RODE
rather than the best set of parameters in average sense. While most classical methods focus on
uncertainty forward propagation and parameter calibration, the RODE-Net may encourage us to
investigate alternative ways to model systems with inherent randomness. 2) The learned GAN was
further used as a data driven regularization. This approach can also be generalized to inverse problems
of partial differential equations. It is worth exploring on how to use GAN to improve or even replace
the commonly used empirical regularization methods. However, due to the non-transparency of deep
neural networks, the learned generator of GAN and the corresponding data driven regularization is
not always reliable. One should be cautious when deploying GAN based regularization in practice,
especially for systems with low fault tolerance.
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