The pooling problem is a nonconvex nonlinear programming problem (NLP) with applications in the refining and petrochemical industries, but also the coal mining industry. The problem can be stated as follows: given a set of raw material suppliers (inputs) and qualities of the supplies, find a cost-minimising way of blending these raw materials in intermediate pools and outputs so as to satisfy requirements on the output qualities. The blending in two stages (in pools and outputs) introduces bilinear constraints. The pooling problem can alternatively be described as a minimum cost network flow problem with additional bilinear constraints to capture the blending of raw materials.
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1 PROBLEM FORMULATION
Pooling problem
We consider a directed graph G = (V, A) where V is the set of vertices and A is the set of arcs. V is partitioned into three nonempty subsets I, L, J ⊂ V : I is the set of inputs, L is the set of pools and J is the set of outputs. Flows are blended in pools and outputs. We assume that
, there are no arcs between two inputs (A ∩ (I × I) = ∅) or two outputs (A ∩ (J × J) = ∅) and no backward arcs from pools to inputs (A ∩ (L × I) = ∅) or outputs to pools (A ∩ (J × L) = ∅) or outputs to inputs (A ∩ (J × I) = ∅). Throughout this paper, we write A = A IL ∪A LL ∪A LJ ∪A IJ where A IL = A∩(I ×L), A LL = A∩(L×L), A LJ = A∩(L×J), and A IJ = A∩(I ×J). We consider a set of qualities K whose quality values are tracked across the network. We assume linear blending, i.e., the quality value of pools and outputs v ∈ L∪J for quality k ∈ K is a linear combination of the incoming quality values weighted by the corresponding incoming flows as fractions of the total incoming flow. Instances with A LL = ∅ are referred to as standard pooling problems (SPPs), and instances with A LL = ∅ are referred to as generalized pooling problems (GPPs). Both SPPs and GPPs can be modelled as bilinear programs, which are special cases of quadratically constrained quadratic programs, which in turn are special cases of nonlinear programs. Instances with L = ∅ are referred to as blending problems, which can be modelled as linear programs.
For every pool and output v ∈ L ∪ J, we denote the set of incoming arcs of v by δ − (v), and for every input and pool v ∈ I ∪ L, we denote the set of outgoing arcs of v by δ + (v). Let y a be the flow on arc a ∈ A and let c a be the corresponding per unit cost. The total flow through vertex v ∈ V (resp. the flow on arc a ∈ A) is bounded below by L V v (resp. L A a ) and above by U V v (resp. U A a ). For every input i ∈ I and quality k ∈ K, the quality value of the incoming raw material is given by λ ik . Similarly, for every output v ∈ J and quality k ∈ K, the lower and upper bounds on the quality value of the outgoing blend are given by L K vk and U K vk , respectively. Table 1 (a) summarises the notation for the pooling problem.
Significant differences in solution quality (when solved locally) and solve time (when solved locally or globally) can be seen when reformulating the pooling problem. Such reformulations typically use different (ag-gregating or disaggregating) variables and/or additional valid (but redundant) constraints. Recently, Alfaki and Haugland (2013) proposed a multi-commodity flow formulation for the pooling problem based on input commodities. Boland et al. (2015a) generalised these ideas and proposed new multi-commodity flow formulations based on output, input and output and (input, output)-commodities. Their computational results suggest that input and output commodities perform best, and since input commodities are more intuitive than output commodities, we now present the multi-commodity flow formulation based on input commodities, commonly referred to as the PQ-formulation.
The PQ-formulation uses fraction variables q, flow variables y and disaggregated flow variables x, which are products of q and y. Let q iv denote the fraction of total flow through v ∈ I ∪ L that comes from input i ∈ I. In particular, for v ∈ I we have q vv = 1 and q iv = 0 for i ∈ I \ {v}. Since we assume linear blending, the fraction of y a , a = (v, w) ∈ A, that comes from input i ∈ I is equal to q iv . For convenience, we introduce q ia = q iv for all a = (v, w) ∈ A and i ∈ I. Introducing both arc-and node-based fraction variables allows us to formulate both arc-and node-based constraints. Note, however, that the q ia do not appear in an implementation of the model, but are replaced by the corresponding q iv . Lastly, let x ia denote the flow in y a , a ∈ A, that comes from input i ∈ I. The PQ-formulation can be stated as follows:
(1) is a flow conservation constraint which ensures that at every pool, the total incoming flow equals the total outgoing flow. (2) and (3) are vertex capacity constraints and (4) is an arc capacity constraint. Constraints (5) and (6) ensure that all fraction variables are between zero and one and that for every input and pool, the fraction variables sum to one. (7) can be interpreted as a disaggregated flow conservation constraint: while (1) ensures that at every pool, the total incoming flow must equal the total outgoing flow (regardless of the origin of the flows), (7) ensures that at every pool, the total incoming flow originating from a particular input must equal the total outgoing flow originating from the same input. It can be shown that (7) implies (1), i.e., that (1) is redundant. (8) is the output blending constraint. (9) and (10) are valid (but redundant) constraints. Adding such redundant constraints significantly improves the computational performance of a formulation.
(11) outsources the qy terms -which would otherwise appear in (7)- (10) -into a single constraint. The nonconvex nonlinearities of the pooling problem are only present in constraint (11). If we discretize e.g. the flow variable y and expand it, then we can overcome the nonconvex nonlinearities by breaking the continuous bilinear constraint into a finite number of linear constraints, one of which is active through an SOS1 constraint. Note that by substituting (11) into (7)- (10), the PQ-formulation can also be stated without the x variables.
Coal supply chain extension
Coal supply chains have been studied extensively in recent years. Liu and Kozan (2011) Both problems are NP-hard (Thomas et al. (2013) ). Kozan and Liu (2012) propose a demand-responsive decision support system integrating the operations of coal shipment, stockpiles and railing. While these papers address short-to medium-term planning horizons, Singh et al. (2012) develop a large scale strategic capacity planning model for a coal supply chain. The aforementioned all propose MILPs that do not consider blending. Singh et al. (2014) develop an optimization tool for Rio Tinto's iron ore operations that does consider blending, addressing the nonlinearities using successive linear programming, a local optimization technique.
We consider the simplified coal supply chain shown in Figure 1 . Coal is mined and loaded onto run-of-minestockpiles. It is then transported by rail to a cargo assembly terminal where it is offloaded onto stockpiles built for specific orders. The order-specific coal blends are then reclaimed and loaded onto ships. Contrary to such a pull system, there is a trend towards push systems and dedicated stockpile terminals (see Boland et al. (2015c) ). However, in this paper, we only consider the former. We assume linear stockpile blending, which is an approximation of the actual stockpile blending behaviour. Formulations that model the blending behaviour more accurately (by predicting the geometry of a stockpile and taking into account the variability of the incoming quality values) can be found in Robinson (2004) .
Let S denote the set of run-of-mine stockpiles whose sizes are bounded below by L S s and above by U S s for stockpile s ∈ S, and let T denote the set of time points at which orders/ships arrive. The preceding time point of t ∈ T is τ (t) := max{t ∈ T ∪ {−∞} : t < t}. For every ship arriving at t ∈ T (i.e., outgoing demand), we aggregate the coal that is mined and loaded onto run-of-mine stockpiles (i.e., incoming supply) during the time interval (τ (t), t]. That is, for every t ∈ T , we have incoming supply to stockpile s ∈ S, denoted by F − st , and outgoing demand, denoted by F + t . Between the run-of-mine stockpiles and the cargo assembly terminal, coal is transported in multiples of trainloads of size M (e.g. 8 kilotonnes (kt)). We assume that incoming supply F As described in Boland et al. (2015b) , we construct a time-expanded pooling problem network where inputs and pools are (run-of-mine stockpile, time point)-pairs (s, t). The intermediate pools represent run-of-mine stockpiles over time. An output represents an order-specific cargo assembly stockpile. We model incoming supply and outgoing demand by setting the arc and vertex capacities appropriately. Since we have flow conservation constraint (1), we add a supersink output to account for the stockpile surplus.
As an example, consider the following problem, shown in part in Figure 3 . Throughout this example, a trainload is M = 8 kt and there is only one quality, ash, measured in dry basis percent (db). Since there is only one quality, we omit the index k in all parameters and variables. We have two stockpiles (i.e., S = {1, 2}) with lower and upper bounds of 16 and 56 kt for stockpile #1 (i.e., L 7, 8.5, 9.5, 11] Figure 2 . The problem can be stated as follows:
Discretized flow problems: In the discretized problem, flows must be in multiples of trainloads. This can be modelled by adding an integrality constraint for y:
Modelling the unary and binary expansions of the integrality constraint (17), we can derive two exact linearizations of the nonlinear constraint (11), as described in Gupte et al. (2013) . Let ζ ar be the binary variables used in the expansion of y a . We have r ∈ {0, . . . , y a − y a } for the unary and r ∈ {0, . . . , log 2 (y a − y a ) } for the binary expansion of y a . Finally, let ξ iar be the continuous variable used to model the product q ia ζ ar for each r. The unary and binary expansions of [D] , denoted by [D-U] and [D-B] respectively, both optimize over the variables d, p, q, x, y, z, ξ, ζ, with the same objective function as in [D] , and using constraints (1)- (10) and (12)-(16). The remaining constraints for each formulation are as follows.
[
where q ia , q ia , y a and y a are the lower and upper bounds on q ia and y a , respectively. For all a ∈ A, we set M a = {0, . . . , y a − y a } resp. N a = {0, . . . , log 2 (y a − y a ) } if y a − y a ≥ 1, and 
COMPUTATIONAL RESULTS AND CONCLUSION
Our industry partner provided us with a data set representing supply and demand data (including quality specifications and contractual bonuses and penalties) of a real life mining company for the time horizon of two years. We split the data into problem instances of years, half-years and quarters. There are two run-ofmine stockpiles (i.e., |S| = 2) with lower and upper bounds of Table 2 . Computational results for M ∈ {8, 4, 2} kt. If an instance could be solved within its time limit, we report the total solve time in seconds, otherwise we report the relative gap between the upper and lower bound in percent in brackets. 
