Within a population of genetically identical cells there can be significant variation, or noise, in gene expression. Yet even with this inherent variability, cells function reliably. This review focuses on our understanding of noise at the level of both single genes and genetic regulatory networks, emphasizing comparisons between theoretical models and experimental results whenever possible. To highlight the importance of noise, we particularly emphasize examples in which a stochastic description of gene expression leads to a qualitatively different outcome than a deterministic one. 
INTRODUCTION
The basic unit of life, a single cell, performs thousands of chemical transformations simultaneously. Because small numbers of each molecular species are involved, the outcome of intracellular reactions is subject to thermal noise. In addition, these reactions occur in a crowded, dynamic microenvironment that plays a crucial role in determining reaction rate. Hence, the already difficult problem of understanding the design and structure of the thousands of chemical transformations that occur at the cellular level is compounded by the fact that many of these transformations are not completely predictable.
Gene expression is a set of chemical transformations that is fundamental to all life. Since the demonstration of a functional role for stochastic gene expression in phage λ (2) and a subsequent review by the same authors (39) , there has been an explosion of studies focused on investigating the origins and consequences of noise in gene expression. Investigators have made progress in this area by first establishing the molecular mechanisms of noise generation at the single gene level, then building on this knowledge to test and predict its effects on larger regulatory networks. We adopt a similar approach in this review, beginning with recent single-molecule studies that directly measure expression noise and confirm stochastic models, then working toward an understanding of how this noise shapes, and is shaped by, genetic regulatory networks. In light of this topic's multidisciplinary nature, we emphasize connections between theoretical and experimental work, paying special attention to examples in which a stochastic description yields a qualitatively different outcome from a deterministic one.
BACKGROUND Stochastic Chemical Kinetics as a Random Walk
To design and interpret experiments analyzing noise in gene expression, it is essential to have some background in the mathematics of stochastic processes. This brief introductory section is designed for readers new to this area and provides references for further reading.
Random walks. Imagine a pedestrian executing a one-dimensional random walk along a line where he or she randomly steps forward or backward. We can discretize the line and label each position as a unique state. The set of all possible states is then the state space of our walk, here an infinite one-dimensional state space. Because the probability of moving forward or backward depends only on the current state of the pedestrian, this random walk is said to be memoryless, or a Markov process.
We want to analyze the probability that our pedestrian is in a particular state at some time, given that he or she starts in some initial state: P(n, t + τ ) = i W(n, t + τ |i, t)P (i, t). 1. The probability, P(n, t + τ ), that the pedestrian is in state n at time t + τ depends on where he or she was previously, at time t (assuming each step takes time τ ), multiplied by the transition probability (W ) of walking to state n from state i during the period lasting from t to t + τ . Obviously, in his or her onedimensional random walk, the pedestrian can reach state n in one step only from state n − 1 or n + 1, and the transition probabilities are constant functions of time. Incorporating this fact, and now taking the continuous time limit, we arrive at a master equation for this process: dP dt = W (n|n − 1)P(n − 1)
+ W (n|n + 1)P(n + 1)
− [W (n|n − 1) + W (n|n + 1)]P (n).
2.
The master equation in Equation 2 describes how the discrete probability distribution of the pedestrian's position evolves continuously in time. The transition probabilities W are now replaced by transition rates W . In general, master equations are difficult to solve. If the spacing between steps becomes very small, the master equation can be simplified to a more tractable diffusion equation that describes the movement of our pedestrian in a continuous state space with a diffusion coefficient, D, proportional to the magnitude of the transition rates:
Equation 3 is the Fokker-Planck equation for this system and describes the time evolution of the probability distribution of our pedestrian's position. If the state space is unbounded, the solution to this equation is a normal distribution centered at the pedestrian's initial position, whose variance increases with time.
Application to chemical kinetics. We can think of a chemical reaction as a random walk in the state space of non-negative integers. To see this, let us consider the following master equation that describes a birth-death process of a single molecule:
dP(X ) dt = kP(X − 1) + γ (X + 1)P (X + 1)
Each state corresponds to the number of molecules. The transition probabilities, k and γ X, are the mesoscopic production and degradation rates of X, respectively (see Reference 21 for the precise relationship between mesoscopic and macroscopic reaction rates). As the average number of molecules becomes large (35) or, alternatively, when the system volume becomes large at constant concentration of x-van Kampen's expansion (66)-we can take an appropriate continuous limit of Equation 4 and recover the following FokkerPlanck equation:
Equation 5 is a diffusion equation with a convective term. The convective term describes the deterministic reaction, driving the probability distribution to the macroscopic steady-state value, whereas the diffusive term describes the noise that causes the distribution to spread around this value. Gene expression is a sequential process: Fluctuations at the promoter can be transmitted to mRNA levels and ultimately protein levels. Below we consider the birth-death processes of transcription and translation, in which the two-dimensional state space includes both mRNA (m) and protein ( p) numbers. The transcription rate, k m , is constant; the translation rate (k p m) depends on mRNA number; and the degradation of both mRNA and protein is first order with rates τ
In a sequential birth-death process (in which any event depends on previous events, but not subsequent events), one can factorize the solution to the linearized noise approximation to yield a useful representation of how the protein noise, η p (see above), depends on various reaction parameters (44):
The H xy terms measure how the steady-state balance of births and deaths of x depends on y. They are closely connected to the order of the chemical reactions. Because both death processes are first order, H mm and H pp are 1. Similarly, because the protein birth process has a first-order dependence on the mRNA number, H pm = 1. This leads to
The extent to which protein noise is dependent on mRNA noise depends on the rela- 
The k p τ m term represents translational bursts of proteins produced during the short life of each mRNA. In addition, Equation 9 is the basis for understanding why the protein noise (η p ) due to stochastic chemical events decreases by the square root of 2 when gene expression and protein abundance double (64) (see below for more detail). The Langevin approach is an alternative approach to deriving a Fokker-Planck equation from a master equation. The Langevin equation for production and first-order degradation of one species is identical to the deterministic differential equation except for the addition of a noise term, ξ :
If ξ is Gaussian-distributed white noise, Equation 10 also represents an OrnsteinUhlenbeck process and is identical to the Fokker-Planck equation (Equation 5 ). The Langevin approach is desirable when one wishes to add noise heuristically into the deterministic equations based on physical reasoning (50) . For a review on numerical techniques developed to solve the equations presented here, see Reference 65.
Experimental Measurement and Classification of Noise
A cell can be conceptually described by a set of state values (e.g., size, shape, and protein number). In gene expression studies, the relevant state variable is usually protein (or mRNA) number and is typically measured at the single-cell level using a fluorescent protein. The distribution of this state variable, and hence the noise, is then ascertained using either a flow cytometer or fluorescence microscopy ( Figure 1a) . Any large dynamical system can be artificially divided into modules. The noise in the (62) . Each noise contribution can be measured using two copies of the same promoter expressing two distinct fluorescent proteins in a single cell (24, 49) . If both reporters are independent and equivalent in their expression, then the difference between the number of each distinct fluorescent protein within a single cell, averaged over many cells, is proportional to the intrinsic noise. The extrinsic noise is proportional to cell-to-cell differences in total fluorescent protein expression (Figure 1b) . One can also distinguish between these two noise sources using multiple copies of a promoter fused to a single fluorescent protein (7, 69) . If each copy is independent and equivalent, the degree of correlation between the copies corresponds to the relative contribution of extrinsic noise (69) . We note that the terms intrinsic noise and extrinsic noise usually refer to steady-state fluctuations. Gene-specific biochemical events lead to intrinsic noise, but many factors could contribute to extrinsic noise. For example, fluctuations in both the activity of an upstream transcription factor or in ribosome number are extrinsic to the promoter and lead to correlated fluctuations in identical downstream promoters. To distinguish the fluctuations of the former type from the latter, extrinsic noise can be further subdivided into pathwayspecific noise and global expression noise (19, 34) . The degree of correlation between promoters controlled by the same pathway gives pathway-specific noise, whereas correlation between promoters from independent pathways gives the relative contribution of global noise (Figure 1c ).
GENE EXPRESSION: MOLECULES, STATISTICS, AND MECHANISMS

In Vivo Single-Molecule Measurements of Gene Expression and the Statistics of Intrinsic Noise
Researchers have used stochastic models of gene expression to infer promoter, mRNA, and protein dynamics based on static snapshots of protein distribution (see Reference 45 for a review). Recent in vivo singlemolecule experiments now provide information on mRNA and protein dynamics to support these models. In these experiments, investigators measured absolute mRNA numbers and relative protein levels simultaneously in single Escherichia coli cells (28) . They measured RNA abundance by introducing an RNA sequence that allowed the mRNAs to bind a fluorescent RNA binding protein and measured relative protein levels with a fluorescent protein. These experiments revealed that transcription from a lac/ara hybrid promoter occurred in geometrically distributed bursts of mRNA. Such statistics are consistent with a process in which the promoter switches randomly between an ON and OFF state. The lac/ara promoter produced average bursts of ∼4 mRNA, and it was inferred that additional induction increased burst frequency. Furthermore, the statistics of mRNA partitioning after cell division were close to a binomial model in which each mRNA had an equal chance of ending up in either daughter cell. Steady-state protein levels were proportional to mRNA levels, demonstrating the validity of the common assumption that protein production is proportional to mRNA levels (28) .
A set of complementary studies focused on measuring protein numbers in single cells (15, 71) . Whereas actual protein numbers had been inferred previously (51; see below), this set of studies used two complementary methods to measure the statistics of protein production from a repressed lac promoter in E. coli. In the first study, single cells were trapped in microfluidic chambers containing a fluorogenic substrate that became fluorescent only on β-gal-mediated hydrolysis. This assay allowed single-molecule detection of β-gal tetramers by monitoring the hydrolysis rate. Protein expression occurred in exponentially distributed bursts, with an exponential distribution of protein molecules produced per burst. This is similar to the geometric distribution of mRNA bursts (the exponential distribution is the continuous time analog of the discrete geometric distribution). Moreover, steady-state protein numbers were gamma-distributed, as expected if production is exponentially distributed and protein numbers are halved every cell division. The results correspond to a burst frequency of ∼0.1-0.2 per cell cycle and a burst size of ∼7 enzymes (15) . In the second study, researchers fused the fluorescent protein Venus to Tsr, a bacterial membrane protein. The same lac promoter controlled expression of the TsrVenus fusion protein. Because the protein was localized to the membrane, its diffusion was reduced, enabling the detection of single Tsr-Venus molecules. Fluorescent protein molecules were photobleached on detection so that further production could be monitored. Protein expression was also geometrically distributed with an average burst size of 4.2 molecules and a burst frequency of 1.2 per cell cycle (71) .
The statistics of mRNA production have been monitored in two eukaryotic systems: the social amoeba Dictyostelium (16) and a mammalian cell line (48) . Both studies observed bursts of transcription, again measured using an RNA sequence recognized by a fluorescently labeled RNA binding protein (16) or probe (48) . In the study of mammalian cells, a tetracycline-inducible promoter (29) was integrated at a specific location in the genome, allowing the measurement of transcriptional burst statistics at various levels of gene expression. Surprisingly, an increased level of gene expression corresponded to an increase in the burst size but not the burst frequency of mRNA, in contrast with the E. coli study (28) . One possible model put forward was that periodic waves of chromatin decondensation set the burst frequency, and the activity of a transcriptional activator set the burst size. Regardless of mechanism, the increased burst size implies that the intrinsic noise does not necessarily decrease monotonically with increased expression (48) , as had been the case for all other genes studied. Finally, transcription from an endogenous gene encoding the large subunit of RNA polymerase II occurred in bursts of ∼120 mRNAs and with the same statistics as the integrated genes above.
These in vivo single-molecule studies directly confirm the assumptions made regarding the kinetic mechanisms of gene expression (Figure 2a) . Promoters shift randomly between ON and OFF states, with exponentially (geometrically) distributed times in each state. Production of mRNA during the ON state then occurs in a Poisson (binomial) manner, leading to an exponential (geometric) distribution in the burst size of mRNA and a gamma (negative binomial) steady-state distribution of mRNA, when the time spent in the ON state is small relative to the mRNA half-life (see Reference 48 for the mRNA distribution without this assumption). If a promoter is always in the ON state, steady-state mRNA numbers are Poisson distributed. Protein production occurs in exponentially (geometrically) distributed bursts, leading to a gamma (negative binomial) steady-state distribution in protein. In the combined case in which both mRNA and proteins are produced in bursts, protein distributions still remain gamma distributed (see References 11, 15, 45) . Because these models only account for intrinsic noise, the match between these models and the data supports the idea that the variability in the single-molecule experiments arises from intrinsic sources; this is likely a One source of extrinsic noise in the expression of a single gene is variation in population structure, including differences in cell size, shape, and organelle composition. However, even in two identically structured cells, there can still be pathway-specific variation owing to intrinsic or extrinsic fluctuations in the activities of members of the upstream signaling pathway that affect that gene's expression. In addition, there can be global variation owing to cell-to-cell differences in overall expression capacity, which may be related to the amount of transcriptional and translational machinery and/or the cell's metabolic state. result of the low level of expression for the protein counting experiments and a possible robustness of mRNA to extrinsic fluctuations in the RNA counting assays (28, 48) . These models also suggest that the burst size, frequency, and associated rates are a more natural parameterization for the intrinsic noise than the CV.
Steady-State Protein Distributions of Single Genes and the Nature of Extrinsic Noise
The above stochastic models only describe the statistics of intrinsic noise. Early investigations in both E. coli and Saccharomyces cerevisiae demonstrated that the absolute value of extrinsic noise is maximal at intermediate levels of gene expression and is the dominant source of noise when gene expression is high (12, 24, 49) . Recent studies focused on identifying the sources of extrinsic noise (Figure 2b) , often by posing models that incorporate both intrinsic and extrinsic sources, and attempted to predict the distribution of protein expression.
Mathematical models that couple gene expression to cell cycle-driven population dynamics can be useful in distinguishing between different sources of extrinsic noise (51, 69) . A study in budding yeast used a structured population model to account for extrinsic variation owing to population dynamics. The researchers found the presence of an extrinsic noise floor in exponentially growing yeast cells that resulted from the steady-state structure (e.g., cell size, shape) of the population (69) . However, extrinsic variability in the expression of the GAL1 gene, which is dominated by extrinsic noise (49), could not be completely accounted for by differences in population structure. The additional variability was suggested to result from fluctuations in an upstream regulator (69) . Similarly, a study in E. coli used a mathematical model to account for cell cycle-dependent changes in expression owing to gene copy number. Even after such a correction, there was still substantial extrinsic variation (CV of 40%) (51). Clearly, extrinsic noise results from more than just differences in population structure.
Experimentally, steady-state protein distributions have been described as both normal and log-normal-like or long-tailed (5, 42, 51, 54) . If the noise is dominated by random births and deaths of mRNA and protein, and mRNAs are short-lived, then the protein number should be gamma-distributed (as seen in References 15 and 71). At low abundance, a gamma distribution would be long-tailed, whereas at higher abundance it would approach a normal distribution. However, when extrinsic noise is dominant, it is difficult to predict what the distribution will be without knowing the source of the noise. A recent study assumed that extrinsic noise was dominated by low-frequency fluctuations in the expression capacity of cells (see Figure 3) . A stochastic model that incorporated a random, slowly fluctuating protein production rate was able to predict the long-tailed steady-state distribution of lacYpromoted green fluorescent protein (GFP) in E. coli (40) . One biological interpretation is that some determinant of expression capacity is normally distributed among different cells, leading to the log-normal-like distribution observed. Protein synthesis components such as ribosomes are more likely the determinant because mRNA noise measured in the single-molecule studies was primarily intrinsic (28, 48) . Although no factors responsible for these global cell-to-cell differences have been identified, we speculate that they may be linked to central metabolism.
Single-Cell Tracking of Gene Expression and the Dynamics of Noise
Real-time tracking of gene expression in single cells over many generations has been accomplished by combining fluorescent reporters, fluorescence microscopy, and either agarose pads or microfluidic chambers (3, 14, 19, 40, 51 relationship between transcription factor concentration and the steady-state rate of gene expression from a target promoter, a relationship described as a gene regulatory or transfer function (51) . Single-cell gene regulatory functions were calculated by following lineages of bacteria growing in real time.
Even after compensating for cell cycle-related effects, there still remained significant variation in the expression rate at any particular level of transcription factor (CV of 40%). Measurement of the expression rate from two identical promoters indicated that the extrinsic component dominated the total noise. These authors then calculated how long a fluctuation in gene expression persisted by measuring the autocorrelation function of the noise. Fluctuations that were extrinsic in origin had an autocorrelation time of approximately 40 min or one cell cycle, suggesting that cell division contributes significantly to extrinsic variation. In contrast, intrinsic fluctuations died off quickly with an autocorrelation time of less than 9 min, the time resolution of the experiment; this is not surprising given the fast death of mRNA that drives intrinsic fluctuations (51) . Similar experiments done in E. coli grown at various temperatures demonstrated that the measured autocorrelation time of the noise coincided with the different growth rates (3).
A Genome-Wide View of Noise in Single Genes
The first genome-wide view of noise estimated intrinsic noise in the expression of each gene in budding yeast, assuming that noise arose from translational bursting (Equation 9) and using experimentally determined estimates of transcription and translation rates. The results indicated that essential proteins and those involved in large protein complexes tended to have less variation, suggesting a functional need for noise minimization (26) . Two recent experimental studies in budding yeast now provide a global view of noise in gene expression. Both studies used flow cy- (33) . These studies used a single reporter, but by restricting analysis to a small, homogenous subset of cells, they eliminated most (but not all) of the extrinsic noise, which in this study results from population structure. Both studies verified minimization of the extrinsic noise contribution by using the two-color approach to analyze a smaller subset of genes (5, 42) .
One study focused on 43 genes involved in four coexpressed transcription modules: stress, proteasome, ergosterol synthesis, and rRNA processing (5). These genes were subject to 11 different environmental conditions, and the transient response to each perturbation was measured. A second study analyzed noise in ∼50% of the yeast proteome under two steady-state conditions-exponential growth in rich or minimal medium (42) . Both studies reported that intrinsic noise scales inversely with mean protein abundance with a burst size of ∼1200 proteins. This burst could be explained theoretically as corresponding to the average number of proteins made per transcript if noise were driven by mRNA fluctuations (Equation 9) or the average number of proteins made when the promoter is in the ON state, if the noise were driven by promoter fluctuations (5) . [For comparison, translational burst sizes in E. coli for lac-promoted GFP are ∼35 proteins per mRNA (40) .] This observation leads to the remarkable conclusion that post-transcriptional events occur at similar rates for at least half the budding yeast genome in exponential growth conditions. When cells were subject to a perturbation, the extent to which the noise in each gene changed depended greatly on the module to which it belonged (5). The authors defined a "noise residual," which compared the measured noise with the noise predicted by Equation 9 using the measured protein abundance. Stress genes had large noise residuals in contrast with the small noise residuals of genes in other modules. The second www.annualreviews.org • Living with Noisy Genesstudy used a slightly different noise residual in which they compared the noise of any one gene's expression with the median noise of all genes with similar expression levels (42). They looked for correlations between factors known to influence noise and the noise residual. Most notably, the type of transcriptional regulation correlated strongly with the noise residual. Many noisy genes tend to be regulated by chromatin remodeling factors, which are thought to play a dominant role in promoter fluctuations (26) . Studies in both yeast (7) and mammalian cells (48) suggest that chromatin remodeling is locally correlated so that contiguous or homologous genes tend to have correlated fluctuations, and the absolute genomic position affects the extent of those correlations. A strong TATA box, which has already been shown experimentally to increase noise (49) , also correlates strongly with noisy genes. In contrast, transcription factors known to disrupt chromatin structure correlate with low noise genes. Moreover, essential proteins and proteins related to translation, the ribosome, the proteasome, and the secretory pathway exhibit low noise as predicted (26) . A striking conclusion of these studies is the lower limit seen for the noise residual, what one might call an intrinsic noise floor (5, 42) . Genetic networks can mitigate noise further (see below), but at least in budding yeast, intrinsic fluctuations are not reduced below the Poisson expectation based on protein abundance given by Equation 9 . This finding should prove invaluable, allowing one to apply a lower bound to the intrinsic noise in larger models of genetic networks in budding yeast. However, we do not expect this bound to exist in general, especially in higher metazoans. In fact, lower abundance does not necessarily result in higher intrinsic noise in mammalian cells (48) . At the oncogenic c-myc promoter, multiple molecular mechanisms could possibly function to reduce noise in its expression (17) . Requiring a (nearly) irreversible sequence of reactions and multiple factors prior to transcription at the promoter can reduce noisy effects of any one component. The cmyc promoter may also have real-time feedback control of transcription through several AT-rich enhancer sequences that melt owing to torsional forces produced by RNA polymerase II during transcription, possibly preventing transcription factor binding and affecting transcription (17) .
At the other end of the spectrum, many genes can be noisier than this floor, and they are often highly regulated. There is a natural trade-off between the need to regulate a gene's expression, providing a wide dynamic range, and the need to control its noise. First, regulation makes gene expression susceptible to fluctuations in upstream factors. Second, a highly regulated gene tends to have multiple promoter states in which slow fluctuations, often controlled by chromatin remodeling (12, 34, 49) , cause expression noise. Third, a large change in expression rate requires amplification at the level of transcription, further amplifying noisy promoter fluctuations (49) . Fourth, there is the potential for regulation at the mRNA level. Although this is less important in budding yeast, antisense RNAs, microRNAs, RNAi, and RNA splicing are all involved in regulating expression and could potentially be noisy (see Reference 59 for a recent review). Fifth, post-translational mechanisms could also play a role (61) .
PUTTING IT ALL TOGETHER: SIMPLE NETWORKS Linear Networks and the Importance of Correlated Noise Sources
A linear genetic network can be defined as a sequence of genes regulating each other in series. The extrinsic noise in each component arises from two sources: pathway-specific noise that is transmitted from the upstream regulators and global noise in the expression capacity of a cell. Investigators studied noise propagation through a linear network in a simple system in E. coli (Figure 4a (46) . Perhaps the most interesting qualitative insight from this study was that the correlation of connected noise sources can have either amplifying or suppressing effects on the noise, and this depends on promoter logic. In the case of (30) . An inducible promoter controlled expression of the first repressor in the cascade, and each repressor acted on the gene immediately downstream. Longer cascades had more ultrasensitive steady-state transfer functions but much slower response times. Moreover, at intermediate induction levels, the transmitted noise became significant in these systems. It is tempting to speculate that much of the transmitted noise resulted from intrinsic fluctuations in members of the cascade, as a repressor network would be robust to global fluctuations, but only the total noise was measured.
Researchers have also studied noise transmission in a natural biological network, the pheromone response pathway in budding yeast (19) . In this study, the authors developed a strategy to measure the intrinsic noise, pathway-specific noise, and global expression noise components as discussed above (see Experimental Measurement and Classification of Noise) and depicted in Figures 1b and  2c . The system was subdivided into a linear network consisting of a pheromone input, a pathway subsystem, and an expression subsystem. A pheromone receptor coupled the pheromone input to the pathway subsystem, and pheromone-responsive genes coupled the pathway subsystem to the expression subsystem. The subsystems were assumed to be otherwise insulated. At high pheromone levels, almost all (>75%) the cell-to-cell variation could be explained by differences in expression capacity and cell cycle position, similar to other studies in budding yeast (see above). At lower pheromone levels, pathway-specific noise played a significant role (∼60%) in the observed variation, but intriguingly, the total noise was similar to the high pheromone experiment. In fact, the expression capacity was not affected by the differences in pathway activation, but the expression-specific noise was negatively affected. In this system, expressionspecific noise appears negatively correlated with pathway-specific noise. The mechanism proposed to account for these observations is conceptually similar to what was demonstrated in the E. coli study (46)-large fluctuations in expression capacity are compensated for by correlated fluctuations in pathwayspecific regulators (19) .
Finally, two redundant mitogen-activated protein kinases, Fus3 and Kss1, lie within the pheromone-response pathway. Signaling through Fus3 resulted in half as much pathway-specific noise as signaling through Kss1, leading the authors to suggest that the extent of cell-to-cell variation is regulated by the choice of mitogen-activated protein kinase (19) . This is a compelling example of how the choice of signaling component in a branched pathway could affect pathwayspecific noise but because the total noise remains constant regardless of choice, the functional relevance is unclear.
Negative Feedback
Both theoretical and experimental investigations demonstrate the ability of negative feedback to suppress noise (9, 64) (see Reference 34 for review). This is an intuitive idea, as potentially large fluctuations are quickly stifled by feedback. Recently, the master equation for negative autoregulation of a single gene was solved exactly (31) . The solution clearly demonstrates that when the rate of repressor binding/unbinding is slow compared with its degradation rate, fewer repressors are required to achieve the same average extent of inhibition. At least three factors contribute to the ratio of these two rates: speed of response, energetic requirements, and fidelity. Fast binding/unbinding requires more proteins but results in less noise. The benefits of slower binding/unbinding are a switch-like transfer function, a binary response, and fewer proteins needed, but these come at the cost of a noisier outcome, more energy expended owing to the high protein degradation rate, and a slower transient response.
As with any dynamic process, noise can be studied both in the time and frequency domain. A series of studies (57, 58) demonstrated that negative feedback not only reduces noise, but also shifts it to higher frequencies: The stronger the feedback and the slower the dynamics of the repressor (primarily through longer repressor half-life), the greater the shift. Because a downstream process only sees frequency components lower than its own characteristic frequency, shifting some of the noise to an invisible highfrequency regime aids in attenuation. This spectral shift was recently demonstrated experimentally by measuring the autocorrelation time of noise in gene expression from the tetR promoter in E. coli in the absence and presence of negative feedback (3). Because low-frequency extrinsic noise is often dominant, a realistic biological implementation of this strategy would have to involve long, slow, cascaded negative feedback systems that may not be able to respond quickly enough to changing stimuli.
In the sections above, we focus on examining the noise at the steady state. However, researchers have also analyzed the intrinsic noise in the transient response of a negative feedback system (63) . In this study, the authors solved numerically linearized FokkerPlanck equations using the phenomenological Hill equation to describe the feedback. In contrast to the steady-state condition, increasing feedback strength by either changing the Hill coefficient or the (repressor) binding constant did not always lead to a reduction in noise. In addition, initial conditions dramatically changed the dynamics of the noise. This study illustrates the general challenge of modeling nonlinear processes far from steady state and the danger in extrapolating steadystate results to transient phenomena.
Positive Feedback
Nonlinear, cooperative positive feedback can lead to multiple stationary solutions of a gene's expression rate (1, 8, 25, 43, 59, 70) . Stochastic fluctuations have the potential to switch the system between these multiple stable states, with a calculable average frequency based on rates (35) . Detailed experimental analysis in two sugar uptake systems in two different organisms, lactose in E. coli (43) and galactose in S. cerevisiae (1), demonstrates a shared architecture and the existence of two stable sugar utilization states. The sugar (or a chemical analog) activates the expression of sugar transporters that positively feedback to increase sugar uptake. In the case of galactose, an embedded negative feedback loop is also activated that reduces the strength of the positive feedback. With strong positive feedback, the two stable states are less susceptible to noiseinduced transitions. In the galactose system, the strength of positive feedback could be affected by modifying the strength of the negative feedback, enabling the discovery of a regime in which noise-induced transitions between the two stable states are fast enough to effectively erase the deterministic bistability predicted (1).
In the lactose system, investigators observed two populations corresponding to each stationary state over an approximately tenfold range of TMG (thio-methyl-β-dgalactosidase) concentration (a lactose analog used here) (43) . For such bistable systems, two populations are often seen in the bistable region, even after careful preparation of the system in the induced (or uninduced) state. The deterministic description would not predict these two populations, and their presence is explained by extrinsic differences between cells. These extrinsic differences were explicitly modeled as global fluctuations in expression capacity that die out on the order of the cell cycle time (40) (Figure 3) . This allowed the correct dynamical prediction of the protein distribution. When deterministic dynamics dominate, a ballistic transition occurs as the entire protein distribution moves from one state to the other. When stochastic fluctuations are important, a transient bimodal distribution occurs as cells fluctuate between the two states as they approach the unimodal steady-state distribution. In the lac system, ON cells rapidly introduced into an OFF environment exhibited ballistic dynamics. In contrast, OFF cells rapidly introduced into an ON environment exhibited stochastic dynamics (40) .
Noise not only can eliminate deterministic bistability, it can also create a bistable system when a deterministic description has only one stationary solution. Noncooperative positive transcriptional feedback leads to only one deterministic solution, but introducing noise into the transcription factor promoter interaction results in a bistable system (35) . In fact, even in systems in which deterministic bistability is possible, large stochastic fluctuations lead to bistability for a larger range of biochemical parameter values. A recent theoretical study considers how noise can induce bistability when enzymatic futile cycles are involved (52) . Let us consider the dynamic interconversion of protein X to a phosphoisoform X * by a relevant kinase and phosphatase. If there is noise in either enzyme's activity at a frequency lower than the usually fast interconversion of X and X * , then a stochastic description leads to a bimodal distribution of X * (and X) that corresponds to two bistable states (52) (Figure 5) . Noise often changes the behavior qualitatively when the diffusive term in the associated Fokker-Planck equation depends on the state variable in a nonlinear fashion.
Noise and Oscillations
Periodic oscillations in both time and space are present and utilized in biological systems. Whether their role is to keep time, encode information for cell signaling, coordinate diverse cellular processes, or simply be the consequence of a periodic external input, the underlying molecular mechanism causing the oscillation has been of great interest. How do biological oscillations remain reliable in the face of noise? Noise can result in unreliable oscillations, but, conversely, sometimes noise is required for reliable oscillations. It all depends on the design.
A ring, or phase oscillator, consists of a closed chain of negative feedback elements (Figure 4b) . A synthetic genetic circuit that realizes this design has been built in bacteria (23) . The presence and strength of sinusoidallike oscillations rely on the short half-life of each repressor in the circuit. Oscillations tend to be noisy, showing both cell-to-cell and single-cell variation in period. This variation likely arises both from intrinsic fluctuations in the expression of each repressor that dominate during periods of low expression and from extrinsic fluctuations that affect repressor halflife.
When negative feedback is coupled with a large enough time delay associated with transcription, translation, protein modification, and/or a genetic network, the stationary solution is destabilized, resulting in oscillatory behavior (13) that may be desirable. In fact, negative feedback loops in which the first element activates the second element, which then downregulates the first, are fairly common in nature (41) (Figure 4c) .
One well-studied delayed negative feedback loop is p53-Mdm2, in which (slow) p53 expression activates Mdm2 through a (fast) protein-protein interaction, ultimately leading to a reduction in p53 expression. An early model (37) described a complete set of parameters that would admit oscillations, and several subsequent mechanisms have been proposed (18, 38, 41) . One study demonstrated oscillations in p53 levels in MCF-7 (human breast cancer epithelial) cells on irradiation, characterized by repeated pulses of p53 expression (36) . Increased irradiation raised the probability of multiple pulses; the timing of the initial pulses was somewhat variable but became more precise with subsequent pulses, the pulse height varied threefold, and the pulse width was fairly constant (36) . A second study Noise-induced bistability. (a) Many transcription factors are regulated by an enzymatic futile cycle. Here, the transcription factor X is phosphorylated by kinase E + to yield the active phosphoform X * that is competent for activating a downstream gene. Phosphate is removed from X * by the phosphatase E − , completing the cycle. We assume the source of noise is low-frequency extrinsic fluctuations in the kinase E + , although one could also include noise in the phosphatase E − . The relative amount of each phosphoform has an influence on gene expression and function. (b) The black line depicts the state space of numbers of X * , which can vary from 0 to X T . The size and direction of the arrows below correspond to the magnitude and sign of the dynamic forces that govern X * . The red arrows illustrate how the Michaelis-Menten-like deterministic rate equations, listed to the right, drive the numbers of X * to a single stable steady state at X T /2. The blue arrows represent the noise, a diffusive term driving X * away from the deterministic steady state, in the nonlinear manner listed to the right. This leads to two stable steady states. analyzed in depth the variability in the oscillation dynamics observed for many cells (27) . These authors found that pulse height was highly variable (CV of 75%), but the peak width and period were less so (CV of 30% and 20%, respectively). Moreover, the autocorrelation function of the oscillatory dynamics suggested that the extrinsic noise causing these differences died off at ∼11 h, or half a cell cycle. Three deterministic models were able to generate the mean behavior of the observed data. To model the variability, the authors recast the deterministic equations into stochastic Langevin equations. Interestingly, when the authors used low-frequency noise in the level of production/transcription rate on the order of the autocorrelation time, they were able to recapitulate the observed www.annualreviews.org • Living with Noisy Genesvariability in pulse height and the smaller variability in pulse width and timing (27) . Embedding a positive feedback loop in the delayed negative feedback circuit results in a relaxation oscillator (Figure 4c) . This is the molecular oscillator found to drive circadian rhythms across many organisms (for a review, see Reference 10). The activator activates both itself and the repressor, but the dynamics of positive feedback is much faster than the dynamics of negative feedback. Therefore, the activator quickly flips from a low to a high level. The repressor slowly builds up until it crosses a critical level that causes the activator to quickly flip back to the low state. The existing repressor is eliminated slowly, but when it drops below a threshold, the activator flips to a high state again, driving the oscillation. Theoretical work shows that embedding the positive feedback loop renders the oscillator more robust to stochastic fluctuations (6). This design not only drives circadian rhythms, but also the cell cycle (20) . Eliminating the embedded positive feedback in the Xenopus laevis cell cycle led to damped cell cycle oscillations (47) . Moreover, even when the positive feedback is weak and in a deterministic setting the activator is never able to flip from the low state to high state, stochastic fluctuations can flip this switch and allow the system to oscillate (68) . This is the hallmark of an excitable system, in which stochastic fluctuations quickly excite it away from the stationary state and then it slowly relaxes back. In fact, the competent state in Bacillus subtilis corresponds to the slow relaxation of an excitable system driven by noise (60) .
OUTLOOK
In this review, we focus on noise in gene expression and its role in transcriptional regulatory networks. With the exception of our discussion of enzymatic futile cycles (Figure 5) , we neglect the effects of fluctuations in protein-protein and protein-metabolite interactions. We hypothesize that some of these fluctuations will affect gene expression, especially the low-frequency fluctuations in expression capacity. One theoretical study (22) attempts to connect fluctuations in translation rate, a primary determinant of expression capacity, to fluctuations of metabolites, but a thorough investigation will require the measurement of global fluctuations of expression capacity in cells in different metabolic conditions and the connection of fluctuations in expression capacity to variation in the relevant metabolic pathway. In addition, proteinprotein and protein-metabolite fluctuations occur fast enough that transport processes can play a dominant role. For example, the spatiotemporal oscillations of certain proteins involved in E. coli cytokinesis can be explained robustly using a stochastic description (32) . Finally, both transport (4, 67) and reactions (55, 56) of molecules are influenced by the three-dimensional structure of the environment in which they take place, but knowledge of the important structural features and structural dynamics is currently lacking.
Most of the examples discussed in this review pertain to free-living, fast-growing unicellular microbes. Because the importance of the size and timescale of noisy fluctuations depends on the length scale of the reaction environment and timescale of affected dynamical processes, we expect investigations in different organisms to alter our understanding of noise in gene expression. For example, the autocorrelation time of extrinsic fluctuations is not on the order of cell cycle in mammalian systems (27) , and possibly not in budding yeast (19) , in contrast to observations in rapidly dividing bacteria (51) . Protein noise can also depend on subcellular localization of the protein (42) . This should be further investigated in organisms with heterogeneous intracellular environments at the organelle level. For example, the packaging of low-abundance proteins in the secretory pathway might result in significant variation in their vesicular concentration, as in the case of neurotransmitter release (53) . Finally, protein concentration, not protein number, is relevant for intracellular functions. Methods for controlling population structure will not control for concentration in cells in which organelle composition has a large impact on cytosolic volume.
This review begins with the molecular details of noisy gene expression and progresses to its impact on global cellular processes and ultimately a selectable phenotype. Will a stochastic description be necessary in any realistic model of biological systems and their evolution? The answer undoubtedly depends on the system being modeled. It may be possible to use a higher-level stochastic description that dispenses with the mechanistic details of how fluctuations arise using a stochastic description, but determining the correct extent of abstraction remains difficult. With current and future advances in experimental technology allowing us to spy on fluctuations, and the creative application of modeling and simulation, our intuition can only improve.
SUMMARY POINTS
1. Both theoretical and experimental investigations have led to stochastic chemical kinetic models that describe the statistics of intrinsic noise in gene expression. Intrinsic fluctuations in protein number are driven by random births and deaths of mRNA and/or random promoter transitions from an inactive to a transcriptionally competent state. Recent experiments in both prokaryotes and eukaryotes have confirmed these statistics by directly measuring the production of single mRNA and protein molecules.
2. Sources of extrinsic noise in gene expression include the following: cell-to-cell variation in cell morphology, volume, and size; expression capacity (the rate of gene expression owing to differences in transcriptional, translational, and/or metabolic components); and fluctuations in pathway-specific molecular components that lie upstream of that gene.
3. Gene expression noise dynamics can be characterized by its autocorrelation time-the characteristic timescale over which the effects of a single fluctuation persist. Intrinsic noise has a fast autocorrelation time consistent with the mRNA half-life. Extrinsic noise has a longer-lived autocorrelation time that is organism specific. Modeling expression capacity using the appropriate autocorrelation time has accurately predicted protein distributions.
4. Global analysis of intrinsic noise in budding yeast indicates that highly regulated genes exhibit expression that is noisier than average. Remarkably, noise is not reduced more than what would be expected for intrinsic noise owing to random births and deaths of mRNA.
5. Expression noise can be shaped by the architecture of transcriptional regulatory schemes, such as feedback or feedforward loops. Certain combinations of feedback loops drive oscillations in gene expression. Noise in gene expression can either increase or decrease the reliability of these oscillations, depending on the regulatory scheme.
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