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Abstract
We introduce a class of absorption mechanisms and study the behavior
of real-valued centered random walks with finite variance that do not get
absorbed. In particular, we prove persistence and scaling limit results,
which, in many cases of interests, reduce the analysis of the considered
situation to well understood classical persistence and scaling limit ques-
tions. Our results cover results in [14] and [19] and can be applied for
many more examples.
1 Introduction
1.1 General introduction
We denote by S0, S1, . . . a real-valued random walk with i.i.d. increments
X1, X2, . . . starting in S0 = x ∈ R and denote by Px the corresponding prob-
ability measure. We assume that E [X1] = 0 and σ2 := V[X1] ∈ (0,∞). The
analysis of a random walk until its first zero-crossing is a classical theme. Of-
ten, one is first interested in the asymptotic behavior of the so-called persistence
probabilities Px(Sm ≥ 0: m ≤ n) for x ≥ 0, as n→∞. In our setup, a powerful
theory for these persistence probabilities is available, which goes back to Sparre
Andersen and Rogozin, see e.g. [17], [18], [16]. For instance, it is well-known
that under the above assumptions
Px(Sm ≥ 0: m ≤ n) ∼ cxn−1/2, as n→∞, (1)
where cx > 0 denotes a constant depending on the distribution of X1 and x.
Moreover, random walks conditioned on the event {Sm ≥ 0: m ≤ n} have been
studied deeply. Here, for limit theorems, see for instance [4], [12] and [2]. For a
recent account of the classical theory in continuous time we refer to [7].
Furthermore, modifications of the classical questions have attracted atten-
tion in the literature. For instance, in [14], a model is studied where the random
walk can stay a geometrically distributed time below zero instead of getting im-
mediately killed when crossing zero. In [19], random walks that avoid a bounded
Borel set with non-empty interior are studied. The latter problem is in turn re-
lated to the study of persistence probabilities of iterated random walks. In
continuous time, we refer to [8] and [9], where stable processes and Lévy pro-
cesses with zero mean and finite variance, respectively, are studied that avoid
an interval. Lastly, for a broader view, we refer to two recent works: In [13],
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classical persistence results are generalized to multidimensional random walks
and in [6] the asymptotic behavior of a multidimensional random walk in a
general cone is studied. For a recent overview on persistence, we refer to the
surveys [15], [5], [1].
We will introduce a class of absorption mechanisms in the one-dimensional
case which generalize the classical situation. The aim of this paper is to study
the behavior of random walks that do not get absorbed. More precisely, we
will denote by τ the time of absorption and study the asymptotic behavior
of the persistence probabilities P(τ > n), as n → ∞, and prove scaling limit
results for the random walk conditioned on the event {τ > n}, as n→∞. Our
model covers the situation in [14] and [19] and provides a leeway of many more
examples.
Our absorption model is defined as follows: We denote by Tk the time of the
k-th zero-crossing, so we set T0 := 0 and
Tk+1 := inf{n > Tk : Sn < 0, STk ≥ 0 or Sn ≥ 0, STk < 0}.
Further, we let U denote either a real-valued random variable or a sequence
U (0), U (1), . . . of (not necessarily independent) real-valued random variables. Let
U0, U1, . . . be independent copies of U that are also independent of the random
walk. Moreover, let Ki : R× R → {0, 1} or, respectively, Ki : RN0 × R → {0, 1}
be measurable functions for i ∈ N0. Then, we define
τ := inf{n : ∃k ≥ 0 such that Tk ≤ n < Tk+1 and Kn−Tk(Uk, Sn) = 1}.
The family of functions (Ki) describes the mechanism how the random walk
gets absorbed. This mechanism depends on the passed time since the last zero-
crossing, some random input and the position of the random walk. For example,
if we want to model the situation in [14], we choose U geometrically distributed
with parameter q ∈ (0, 1) and Ki(u, x) = 1 if x < 0, i ≥ u and Ki(u, x) = 0
otherwise. Then, the random walk gets absorbed when it is negative and the
time spent below zero exceeds an independent geometrically distributed input.
The outline of this paper is as follows: In the next subsection, we will present
our main results and give a few comments on these results. In Section 2, we
provide several examples of absorption mechanisms and apply our theorems.
Auxiliary statements can be found in Section 3. After fixing notation in Sub-
section 3.1, we collect results that do not use assumptions from the absorption
model in Subsection 3.2. Results that are based on the absorption model can
be found in Subsection 3.3. Finally, we prove our main results in Section 4.
1.2 Main results
Let us first fix some notation, which we will use to state our results. We define
E[X ;A] := E[X1A], where 1A denotes the indicator function of the measurable
set A. We will fix a sequence (an) of positive real numbers with an = o(1) such
that ann1/2 ր∞. Further, for a sequence (An) of non-empty subsets of R and
positive sequences (fx(n)), (gx(n)) depending on x ∈ R, we say fx(n) ∼ gx(n)
uniformly in An if supx∈An
∣∣∣ fx(n)gx(n) − 1
∣∣∣→ 0, as n→∞.
Our main results will reduce persistence and scaling limit problems to related
problems corresponding to the stopping time min(T1, τ) instead of τ . These
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problems in turn can be reduced in many cases of interest to very well under-
stood classical problems.
Before stating the results, we will take a short look at our assumptions and
give a few comments on them. We will assume that there are constants c > 0
and γ ∈ (0, 1) such that, for all x ∈ R and k ∈ N0,
Px(τ ≥ Tk) ≤ cγk. (C1)
We can think of γ as a surviving-fee that the random walk has to pay each time
it crosses zero. This assumption is crucial for our results. The following two
assumptions encode the relation to the simpler problem corresponding to the
stopping time min(T1, τ). We assume that there is a function u : R → R such
that, for all y ∈ R,
n1/2 · Py(τ > n, T1 > n)→ u(y), as n→∞. (C2)
Further, we only study the asymptotic behavior of a random walk in such an
absorption model if the random walk starts in a point x such that a constant c
can be chosen such that, for all n ∈ N,
Px(τ > n) ≥ c−1n−1/2. (C3)
The latter assumption guarantees that the probabilities of certain considered
events are of the same order as the classical persistence probabilities in (1).
In many cases of interest, these conditions can be verified relatively easily. For
instance, let us again consider the situation in [14]. Condition (C1) clearly holds
for a suitable choice of c and γ, since
Px(τ ≥ Tk) ≤ P(U > 0)(k−1)/2 = (1− q)(k−1)/2.
Further, by (1), the left term in (C2) converges to cy for y ≥ 0, since in this
case {τ > n, T1 > n} = {T1 > n}. For y < 0, we have
n1/2 · Py(τ > n, T1 > n) ≤ n1/2 · P(U > n) = n1/2 · (1− q)n+1 → 0.
Moreover, by (1), condition (C3) holds for x ≥ 0. For x < 0, we note that
there is always a positive probability that the random walk reaches the positive
half-line without getting absorbed after a fixed number of steps. Then, we can
use (1) again to obtain (C3).
Our first main result deals with the asymptotic behavior of the persistence
probabilities of a random walk with absorption.
Theorem 1. Assume that (C1) and (C2) hold. Then, for x satisfying (C3),
we have
Px(τ > n) ∼ V (x)n−1/2, as n→∞,
where
V (x) =
∞∑
k=0
Ex[u(STk); τ ≥ Tk].
If the uniform condition sup|y|≤ann1/2 |n1/2Py(τ > n, T1 > n) − u(y)| = o(1)
is fulfilled (instead of condition (C2)), then the statement holds uniformly in
{x : |x| ≤ a′nn1/2,Px(τ > n) ≥ c−1(|x|+1)n−1/2}, where (a′n) is a sequence with
a′n = o(1) and a
′
nn
1/2 ր∞.
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Our second main result concerns scaling limits of random walks conditioned
to not get absorbed. For this purpose, let Sˆn denote the continuous process on
[0, 1] with Sˆn(m/n) := Sm/(σn1/2) and which is linearly interpolated elsewhere.
For an event A, we denote by Lawy(Sˆn | A) the probability measure on the space
(C([0, 1]), ‖ · ‖∞) corresponding to the process Sˆn starting in y and conditioned
on A. Here, C([0, 1]) denotes the set of continuous functions defined on [0, 1] and
‖ ·‖∞ denotes the supremum norm. Further, for a continuous stochastic process
W on [0, 1], we denote by Law(W ) the corresponding probability measure on
(C([0, 1]), ‖ · ‖∞).
We assume that there are continuous processes W+ and W− on [0, 1] such
that, for y with u(y) > 0,
Lawy(Sˆn | τ > n, T1 > n) ⇒
{
Law(W+), y ≥ 0,
Law(W−), y < 0.
(C4)
In many cases of interest, identity (C4) can be easily deduced from classical
results. For instance, let us once again consider the situation in [14]. We have
already seen that in this situation u(y) > 0 if and only if y ≥ 0. But, for y ≥ 0,
we have {τ > n, T1 > n} = {T1 > n} and (C4) is covered by classical results
with W+ being a standard Brownian meander; see e.g. [4].
Now, we are ready to state the second main result.
Theorem 2. Assume that (C1), (C2) and (C4) hold. Then, for x satisfying
(C3), we have
Lawx(Sˆn | τ > n)⇒ Law(ρW+ + (1− ρ)W−),
where ρ denotes a random variable that is independent of W+ and W− with
P(ρ = 1) = 1− P(ρ = 0) = V (x)−1∑∞k=0 Ex[u(STk); τ ≥ Tk, STk ≥ 0] ∈ [0, 1].
The proofs of our main results are based on the following observation: A
random walk that survives a long time in such an absorption model typically
crosses zero only a few times at the beginning and also the magnitude of an
overshoot at a zero-crossing time is typically small. Once this is formalized and
proved, our results can be naturally deduced from (C2) - (C4).
Roughly, two facts contribute to this observation. First, due to inequality
(C1), only a few zero-crossings occur. Second, by results from renewal theory
and classical persistence results, facts about the typical zero-crossing behavior
of a random walk can be obtained. Combining this with the consequences of
(C1) yields the above observation.
Many arguments that we use to prove Theorem 1 are borrowed from [19].
The main difference is that we just use inequality (C1) from the model and no
specific properties of the functions (Ki) and the distribution of U . Besides the
obvious advantage of covering a large variety of examples with our results, this
separation contributes also to a clearer understanding of the probabilistic nature
of these results. For instance, we would like to draw the attention to Lemma 4.
Here, a new argument shows directly how the overshoots of a surviving random
walk can be controlled at times where it crosses zero. Further, Lemma 3 may be
of independent interest, since general properties of a random walk at its zero-
crossing times are collected. Furthermore, our arguments to prove Theorem 2
are different from the corresponding ones in [19]. We give a direct proof without
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using deeper results characterizing tightness of probability measures on function
spaces. Moreover, our proof just requires pointwise convergence in (C4) and our
techniques might be easier to adopt in other similar situations.
2 Examples
Let us begin by recalling two results from the classical setup. First, we state
a uniform version of (1) and specify the constants cx. It holds uniformly in
{x : |x| ≤ ann1/2} that
Px(T1 > n) ∼ cxn−1/2, (2)
where
cx =
√
2|x− Ex[ST1 ]|
σ
√
pi
;
see e.g. Lemma 2 in [19]. Second, as already mentioned, for x ≥ 0, we have
Lawx(Sˆn | T1 > n) ⇒ Law(B+), (3)
where B+ is a standard Brownian meander. A proof of this statement for
x = 0 can be found in [4]. The result for x > 0 follows, for example, with the
techniques in our proof of Theorem 2. In the following, we will denote by B+ a
standard Brownian meander and set B− := −B+.
Now, we will give several examples of absorption mechanisms. Since our
results can be easily applied in the following examples, we just sketch how
conditions (C1) - (C4) can be verified and leave the details to the reader.
First, let us consider two different generalizations of the situation in [14],
where the random walk is allowed to stay a geometrically distributed time below
zero.
• Random times below zero:
Let U be a non-negative random variable. We allow that P(U = ∞) > 0.
We set Ki(u, x) = 1 if i ≥ u, x < 0 and Ki(u, x) = 0 otherwise. We
can think of this model as follows: Every time the random walk enters
the negative half-line, it can only survive an independent random time,
according to the distribution of U , below zero.
The case P(U = ∞) = 1 is trivial. Thus, let us exclude this case. Now,
we choose u0 such that P(U > u0) < 1. Then, (C1) is fulfilled, since
Px(τ ≥ Tk) ≤ Px(U > u0 or T1 ≤ u0)(k−1)/2 ≤ P(U > u0)(k−1)/2.
For y ≥ 0, we note that {τ > n, T1 > n} = {T1 > n}, and thus, by (2),
(C2) holds with u(y) = cy. Further, again by (2), we obtain, for y < 0,
that
n1/2 · Py(τ > n, T1 > n) = n1/2 · Py(T1 > n)P(U > n)→ cyP(U =∞),
and thus, (C2) holds with u(y) = cyP(U =∞). If U and X1 are bounded
from above, clearly (C3) does not hold for x below a certain negative level.
To verify (C3) for all other x, we force the random walk to start with a
certain number of positive jumps, so that it reaches the non-negative half-
line with a positive probability and use (2) afterwards. Now, we can apply
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Theorem 1. By the same argument, we also obtain the uniform statement
in Theorem 1. Finally, by (3) and an analogous argument as above, we
obtain, for y with u(y) > 0,
Lawy(Sˆn | τ > n, T1 > n)⇒
{
Law(B+), y ≥ 0,
Law(B−), y < 0.
Hence, we can apply Theorem 2.
• Inhomogeneous absorption probabilities:
We start with a measurable function p : R→ [0, 1] with p(x) = 0 for x ≥ 0
and lim infx→−∞ p(x) > 0. Further, we let U be a sequence U (0), U (1), . . .
of independent random variables which are uniformly distributed on [0, 1].
Let u denote a sequence u(0), u(1), . . . of real numbers in [0, 1]. Then, we
set Ki(u, x) = 1 if p(x) ≥ u(i) and Ki(u, x) = 0 otherwise. We can think
of p(x) as the probability of an absorption at the point x. Thus, in every
step the process gets absorbed with a probability according to its current
position, but independent of its past.
For y < 0, we consider the event where the random walk starts with
a fixed number n0 of negative jumps, so that the probability p0 of an
absorption until time n0 is positive. Thus, it follows that (C1) holds,
since Px(τ ≥ Tk) ≤ (1− p0)(k−1)/2. Using the same idea, we obtain that,
for y < 0,
n1/2 · Py(τ > n, T1 > n) ≤ n1/2 · (1− p0)⌊n/n0⌋ → 0.
For y ≥ 0, we note that {τ > n, T1 > n} = {T1 > n}. Thus, it follows
directly from (2) that (C2) holds with u(y) = cy. Likewise, it follows
directly from (3) that, for y ≥ 0,
Lawy(Sˆn | τ > n, T1 > n)⇒ Law(B+).
Now, we can apply Theorem 1 and Theorem 2. Note that the uni-
form statement in Theorem 1 can be obtained by the same argument.
Trivially, by considering (−Sn), one obtains results for the case where
lim infx→∞ p(x) > 0 and p vanishes below a given level.
In [19] random walks that avoid a bounded set are considered. Next, we intro-
duce a model that covers this situation and allows some additional randomness.
Moreover, we consider a converse situation where the random walk is forced to
pass an interval when crossing zero.
• Avoiding random sets:
Let U be a discrete random variable on N0 and let B0, B1, . . . be a sequence
of bounded Borel sets in (−∞, 0). Further, let us assume that (Sn) is
non-arithmetic, B0 has a non-empty interior and P(U = 0) > 0. We set
Ki(u, x) = 1 if x ∈ Bu and Ki(u, x) = 0 otherwise. Thus, the walk gets
absorbed when it hits these randomly chosen sets. If we choose U = 0, we
are in the situation of [19].
Using standard results from renewal theory, one can show that (C1) holds,
see e.g. p. 1893 in [19]. Since the random walk cannot be absorbed in the
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non-negative half-line, for y ≥ 0, assumptions (C2) and (C4) are covered
by (2) and (3), respectively. For y < 0, let us first fix an index u. Then, an
application of our last example (Inhomogeneous absorption probabilities)
with
p(x) =
{
1, x ≥ 0 or x ∈ Bu,
0, otherwise,
yields to persistence and scaling limit results for the case that the random
walk avoids the set Bu and the non-negative half-line. In particular, we
obtain for every y < 0 a constant c(u)y such that
n1/2 · Py(Sm 6∈ Bu for m ≤ n, T1 > n) → c(u)y .
Therefore, we obtain that (C2) holds with
n1/2 · Py(τ > n, T1 > n)
=
∑
u∈N0
n1/2 · Py(Sm 6∈ Bu for m ≤ n, T1 > n)P(U = u)
→
∑
u∈N0
c(u)y P(U = u).
Hence, we can apply Theorem 1 and Theorem 2. Note that the uniform
statement in Theorem 1 can be obtained by the same argument. The
d-arithmetic case can be treated analogously.
• Crossing zero through an interval:
Let I be an open interval containing zero and let (Sn) be non-arithmetic.
We set Ki(u, x) = 1 if x 6∈ I, i = 0 and Ki(u, x) = 0 otherwise. In this
example, the random walk is forced to hit the interval I at zero-crossing
times and we have no random input.
Using the ideas from the last example (Avoiding random sets), the appli-
cation of our theorems is straightforward. The d-arithmetic case can be
treated analogously.
Finally, we will introduce two very simple models and leave it to the reader to
apply our results.
• The simplest random example:
Let U be Bernoulli distributed. Then, we set Ki(u, x) = 1 if u = 1, i = 0
and Ki(u, x) = 0 otherwise. Thus, every time the walk crosses zero, we
toss a coin. Depending on the outcome the walk survives or gets absorbed.
• Random boundaries:
Let U be a non-negative random variable with P(U = ∞) < 1. We set
Ki(u, x) = 1 if x ≤ −u and Ki(u, x) = 0 otherwise. Every time the
random walk enters the negative half-line, it must stay above a random
boundary to survive.
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3 Auxiliary results
3.1 Notation
Let us first fix some notation. For the most part, we will follow the notation
in [19]. We set
Hk := STk .
Sometimes it is more convenient to work with one probability measure P instead
of the family of probability measures (Px). For this reason, we set P = P0 and
denote by Tk(x) the k-th time where the random walk crosses the level −x.
More precisely, we set T0(x) := 0 and
Tk+1(x) := inf{n > Tk(x) : Sn < −x, STk(x) ≥ −x or Sn ≥ −x, STk(x) < −x}.
Accordingly, we set Hk(x) := STk(x) + x. Further, in some situations, we will
use the notation
p(T )y (n) := Py(T1 > n), p
(τ)
y (n) := Py(τ > n)
and
p(T,τ)y (n) := Py(T1 > n, τ > n).
As before, we denote by (an) a sequence of positive real numbers with an = o(1)
and ann1/2 ր∞, as n→∞. Now, we let (bn) be a sequence of positive integers
with a2nn = o(bn) and bn = o(n). In particular, it follows that bn → ∞, as
n→∞. To avoid technical problems, let us choose the sequence (bn) such that
the sequences (bn) and (n− bn) are monotonically increasing.
3.2 Auxiliary results for random walks
We start by collecting some basic facts about random walks with finite variance,
which will be used at several points in this article. Let us recall that there is a
constant c > 0 such that
Px(T1 = n) ≤ c(|x|+ 1)n−3/2, for all x ∈ R, (4)
see Lemma 5 in [10], which implies that c can be chosen such that also
Px(T1 > n) ≤ c(|x|+ 1)n−1/2, for all x ∈ R. (5)
For ease of notation, in this article, c will denote a varying positive constant
which can change from line to line. We further recall that by Theorem 10.2 (iii)
in [11], one has
Ex[|H1|] = o(|x|), as |x| → ∞. (6)
Using this fact, it can be obtained that, for any α ∈ (0, 1), there is a constant
Kα such that, for all x ∈ R,
Ex[|H1|] ≤ α|x|+Kα.
Now, the strong Markov property, an iteration procedure and the preceding
estimate give
Ex[|Hk|] ≤ αk|x|+
k−1∑
j=0
αjKα ≤ |x|+K, (7)
where K := Kα/(1− α).
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Lemma 3. Let k ∈ N0 be fixed. Then, as n→∞, one has
(a1) sup|x|≤ann1/2 Px(|Hk| > ann1/2) = o(1),
(a2) sup|x|≤ann1/2 Ex[|Hk|; |Hk| > ann1/2]/(|x|+ 1) = o(1),
(b1) sup|x|≤ann1/2 Px(|Tk| > bn) = o(1),
(b2) sup|x|≤ann1/2 Ex[|Hk|; |Tk| > bn]/(|x|+ 1) = o(1).
Proof. The main ingredients of our proof are identities (5), (6), (7) and the fact
that the family of random variables{ |H1(x)|
|x| : |x| ≥ 1
}
(8)
is uniformly integrable, which follows directly from Theorem 3.10.2 (ii) in [11].
We will prove the different statements in this lemma by induction. Further,
note that all statements are trivial for the case k = 0.
(a1) First, we will consider the case k = 1. Note that, by Markov’s inequality,
sup
|x|≤ann1/2
Px(|H1| > ann1/2) ≤ sup
|x|≤ann1/2
Ex[|H1|]
ann1/2
→ 0,
which follows straightforwardly from (6).
We will use this fact to prove (a2). Then, the statement for k ≥ 2 follows
from (a2) by Markov’s inequality, since
sup
|x|≤ann1/2
Px(|Hk| > ann1/2) = sup
|x|≤ann1/2
Px(|Hk|1{|Hk|>ann1/2} > ann1/2)
≤ sup
|x|≤ann1/2
Ex[|Hk|; |Hk| > ann1/2]
ann1/2
= o(1).
(a2) We begin by proving the statement for the case k = 1. First, note that,
for 0 ≤ x < 1, one has
|H1(x)| ≤ |H1(1)|+ 1 (9)
because the overshoot can be estimated either by |H1(1)|+ 1 or 1. Thus,
for 0 ≤ x < 1, we have
sup
0≤x<1
Ex[|H1|; |H1| > ann1/2]
x+ 1
≤ sup
0≤x<1
E[|H1(x)|; |H1(x)| > ann1/2]
≤ E[|H1(1)|+ 1; |H1(1)|+ 1 > ann1/2]
= o(1).
(10)
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Further, using (a1) for the case k = 1 and using the uniform integrability
of (8), we can conclude that
sup
1≤x≤ann1/2
Ex[|H1|; |H1| > ann1/2]
x+ 1
≤ sup
1≤x≤ann1/2
E
[ |H1(x)|
x
;H1(x) > ann
1/2
]
= o(1).
(11)
For negative x we proceed analogously. Altogether, this shows the claim
for k = 1.
Now, we proceed by induction. Let us assume that the statement holds
for 1 ≤ j ≤ k, and therefore also (a1) holds for 1 ≤ j ≤ k. We set
e(j)(y, a, b) := Ey [|Hj |; |Hj | > a, Tj > b]
and, for 1 ≤ j ≤ k, by the induction hypothesis, we can choose c(j)n = o(1)
such that
e(j)(y, ann
1/2, 0) ≤ c(j)n (|y|+ 1) and Py(|Hj | > ann1/2) ≤ c(j)n , (12)
for all |y| ≤ ann1/2. Then, we obtain
Ex[|Hk+1|;|Hk+1| > ann1/2]
≤
∫
e(k)(y, ann
1/2, 0)Px(H1 ∈ dy, |H1| > ann1/2)
+
∫
e(k)(y, ann
1/2, 0)Px(H1 ∈ dy, |H1| ≤ ann1/2)
≤
∫
(|y|+K)Px(H1 ∈ dy, |H1| > ann1/2)
+
∫
c(k)n (|y|+ 1)Px(H1 ∈ dy, |H1| ≤ ann1/2)
≤c(1)n (|x|+K + 1) + c(k)n (|x|+K + 1),
where we used (7) and (12) for the cases j = 1 and j = k. This completes
the proof of the statement.
(b1) By (5), we have
sup
|x|≤ann1/2
Px(T1 > bn) ≤ sup
|x|≤ann1/2
c(|x|+ 1)⌊bn⌋−1/2
≤ c(|ann1/2|+ 1)⌊bn⌋−1/2 = o(1),
since ann1/2 = o(b
1/2
n ) and bn →∞. Thus, for k = 1, the statement holds.
Again, we proceed by induction and assume that the statement holds for
1 ≤ j ≤ k. We have
Px(Tk+1 > bn) ≤ Px(Tk > bn/2) + Px(Tk+1 − Tk > bn/2).
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The first term vanishes uniformly in {x : |x| ≤ ann1/2} due to the induc-
tion hypothesis. For the second term, we obtain
Px(Tk+1 − Tk > bn/2) =
∫
p(T )y (bn/2)Px(Hk ∈ dy, |Hk| > ann1/2)
+
∫
p(T )y (bn/2)Px(Hk ∈ dy, |Hk| ≤ ann1/2)
≤Px(|Hk| > ann1/2) + sup
|x|≤ann1/2
Px(T1 > bn/2).
Now, the claim follows from statement (a1) and the induction hypothesis
for the case j = 1.
(b2) We proceed similar as in the proof of (a2). By the monotonicity of T1( · )
and by (b1) for the case k = 1, we obtain by the same arguments used to
show (10) and (11) that
sup
|x|≤ann1/2
Ex[|H1|;T1 > bn]
|x| + 1 = o(1),
which is the statement for the case k = 1.
Let us assume that the statement holds for 1 ≤ j ≤ k. Then, by the
induction hypothesis we can choose c(j)n = o(1), for 1 ≤ j ≤ k, such that
e(j)(y, 0, bn/2) ≤ c(j)n (|y|+ 1) and Py(|Tj | > bn/2) ≤ c(j)n (13)
and (12) hold, for all |y| ≤ ann1/2. Now, we obtain
Ex[|Hk+1|;Tk+1 > bn] ≤
∫
e(k)(y, 0, 0)Px(H1 ∈ dy, T1 > bn/2)
+
∫
e(k)(y, 0, bn/2)Px(H1 ∈ dy, |H1| > ann1/2)
+
∫
e(k)(y, 0, bn/2)Px(H1 ∈ dy, |H1| ≤ ann1/2)
≤
∫
(|y|+K)Px(H1 ∈ dy, T1 > bn/2)
+
∫
(|y|+K)Px(H1 ∈ dy, |H1| > ann1/2)
+
∫
c(k)n (|y|+ 1)Px(H1 ∈ dy, |H1| ≤ ann1/2)
≤c(1)n (|x|+K + 1) + c(1)n (|x|+K + 1)
+ c(k)n (|x|+K + 1).
Here, we used (7) and (13) for j = k in the second step. Further, in the
last step, we used (12) and (13) for the case j = 1 and again estimate (7).
Now, the statement follows.
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3.3 Auxiliary results for random walks with absorption
Lemma 4. Assume (C1) holds. Then, c > 0 and γ ∈ (0, 1) can be chosen such
that, for all x ∈ R and k ∈ N0,
Ex[|Hk|; τ ≥ Tk] ≤ cγk(|x|+ 1).
Proof. We begin by showing that, for all δ > 0, a constant K ≥ 1 can be chosen
such that
Px(|H1| > K) ≤ δ, for all x ∈ R. (14)
Let us first assume that the random walk (Sn) is non-arithmetic. Let us further
recall, from renewal theory, that in this case
lim
x→∞
Px(|H1| < K) = 1
E0[|H1|]
∫ K
0
P0(|H1| > t)dt, (15)
see e.g. Theorem 3.10.3 (i) in [11]. It follows directly from (15) that, for δ > 0,
a constant x0 ≥ 0 and K can be chosen such that Px(|H1| < K) ≥ 1 − δ, for
x ≥ x0. For 0 ≤ x ≤ x0, by the same argument that we used to show (9), we
obtain that
|H1(x)| ≤ |H1(x0)|+ x0.
Thus, K can be chosen such that Px(|H1| < K) ≥ 1 − δ holds, for all x ≥ 0.
Analogously, we argue for negative x. In the d-arithmetic case, we use the
identity
lim
n→∞
Pnd(|H1| < kd) = d
E0[|H1|]
k−1∑
j=0
P0(|H1| > jd),
see e.g. Theorem 3.10.3 (ii) in [11], and proceed likewise. Hence, in both cases
we obtain (14). Moreover, we choose K ≥ 1 to make our next arguments a little
bit smoother.
We will now estimate the quantity Ex[|H1|; |H1| > K]. First, we consider
the case |x| ≥ 1. Here, since δ > 0 was arbitrary in (14), we obtain, due to the
uniform integrability of (8), that, if K is chosen large enough,
Ex[|H1|; |H1| > K] = |x|E
[
H1(x)
|x| ; |H1| > K
]
≤ γ|x|, for |x| ≥ 1, (16)
with γ from (C1). Now, by an iteration procedure, we obtain that,
Ex[|Hk|; |Hj | > K for j ≤ k] ≤ γk|x|, for |x| ≥ 1. (17)
Further, we obtain by the same argument as in (9) and (10) that
Ex[|H1|; |H1| > K] ≤ γ, for |x| < 1,
if K is chosen large enough. Combing this with (16), we obtain
Ex[|H1|; |H1| > K] ≤ γK, for |x| ≤ K. (18)
Now, we are ready to prove the statement of the lemma. For this purpose,
we note that
{τ ≥ Tk} ⊆
k−1⋃
j=0
{|Hj | ≤ K, |Hj+1| > K, . . . , |Hk| > K, τ ≥ Tj}
∪ {|H0| > K, . . . , |Hk| > K} ∪ {|Hk| ≤ K, τ > Tk} .
(19)
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Further, we obtain, for fixed 0 ≤ j ≤ k − 1,
Ex[|Hk|; |Hj | ≤ K, |Hj+1| > K, . . . , |Hk| > K, τ ≥ Tj]
≤
∫
γk−j−1|y|Px(Hj+1 ∈ dy, |Hj+1| > K, |Hj| ≤ K, τ ≥ Tj)
≤
∫
γk−jKPx(Hj ∈ dy, τ ≥ Tj)
≤ cKγk,
where we used (17) in the first step, (18) in the second step and (C1) in the last
step. Hence, by (19), summing over j and using (17) and (C1) yield
Ex[|Hk|; τ ≥ Tk] ≤ cKkγk + γk|x|+ cKγk, for all x ∈ R.
The claim now follows, when we choose (new) suitable constants c > 0 and
γ ∈ (0, 1).
Next, we will prove an a priori estimate for the persistence probabilities
Px(τ > n) that is of the same type as the classical result in (5).
Lemma 5. If (C1) holds, then there is a constant c > 0 such that
Px(τ > n) ≤ c(|x|+ 1)n−1/2, for all x ∈ R.
Proof. We first decompose the persistence event as
Px(τ > n) = Px(τ > n, Tk > n) + Px(τ > n, Tk ≤ n), (20)
where − ln(n)/ ln(γ) ≤ k < − ln(n)/ ln(γ)+1 with γ from (C1). Then, by (C1),
the second term can be estimated by
Px(τ > Tk) ≤ cγk = cek ln(γ) ≤ ce−
ln(n)
ln(γ)
ln(γ) = cn−1 = o(n−1/2)
and thus is negligible. Now, we will estimate the first term in (20). For this
purpose, let d = (1− γ)/2 and note that, for n large enough,
k−1∑
j=0
⌈ndγj⌉ ≤
k−1∑
j=0
ndγj + k
= nd
1− γk
1− γ + k
≤ n/2− ln(n)/ ln(γ) + 1
≤ n.
Therefore, by inequality (5) in the third step and inequality (C1) and Lemma 4
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in the fourth step, we obtain
Px(τ > n, Tk > n) ≤
k−1∑
j=0
Px(τ ≥ Tj, Tj+1 − Tj > ⌈ndγj⌉)
=
k−1∑
j=0
∫
p(T )y (⌈ndγj⌉)Px(Hj ∈ dy, τ ≥ Tj)
≤
k−1∑
j=0
∫
c(|y|+ 1)√
ndγj
Px(Hj ∈ dy, τ ≥ Tj)
≤
k−1∑
j=0
cγj(|x|+ 1)√
ndγj
≤ c(|x|+ 1)n−1/2,
which completes the proof.
The proofs of our main results are based on the next lemma. It allows us
to replace persistence events by easier to handle events where all zero-crossings
occur at the beginning and overshoots over zero are relatively small.
Lemma 6. Let c > 0. Assume that (C1) holds. Then, we have uniformly in
{x : |x| ≤ ann1/2,Px(τ > n) ≥ c−1(|x| + 1)n−1/2} that, as n→∞,
Px(τ > n) ∼ Px(∃k ≥ 0: |Hk| ≤ ann1/2, Tk ≤ bn, Tk+1 > n, τ > n).
Proof. The proof is organized into two parts. First, we will prove that
sup
|x|≤ann1/2
Px(∃k ≥ 0: Tk ∈ [bn, n], τ > n)
|x|+ 1 = o(n
−1/2).
Then, we will show that
sup
|x|≤ann1/2
Px(∃k ≥ 0: |Hk| > ann1/2, Tk < bn, Tk+1 > n, τ > n)
|x|+ 1 = o(n
−1/2).
Combining both statements, completes the proof.
First part: By Lemma 5, we obtain that
Px(∃k ≥ 0: Tk ∈ [bn, (1− δ)n], τ > n)
≤
∞∑
k=0
Px(Tk ∈ [bn, (1− δ)n], τ > n)
≤
∞∑
k=0
∫
p(τ)y (⌈δn⌉)Px(Hk ∈ dy, Tk > bn, τ ≥ Tk)
≤
∞∑
k=0
∫
c(|y|+ 1)√
δn
Px(Hk ∈ dy, Tk > bn, τ ≥ Tk).
(21)
For our next argument, let us recall that, by (b1) and (b2) in Lemma 3, we
have, for |x| ≤ ann1/2 and some sequence c(k)n = o(1),∫
(|y|+ 1)Px(Hk ∈ dy, Tk > bn) ≤ c(k)n (|x|+ 1),
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and that, by Lemma 4 and (C1), we have, for all x ∈ R,∫
(|y|+ 1)Px(Hk ∈ dy, τ ≥ Tk) ≤ cγk(|x|+ 1).
Now, let ε > 0. Let us choose k0 such that
∑∞
k=k0
cγk ≤ ε/2 and n0 such that
c
(k)
n ≤ ε/(2k0) for k < k0 and n ≥ n0. Then, we obtain
∞∑
k=0
∫
(|y|+ 1)Px(Hk ∈ dy, Tk > bn, τ ≥ Tk)
≤
k0−1∑
k=0
∫
(|y|+ 1)Px(Hk ∈ dy, Tk > bn)
+
∞∑
k=k0
∫
(|y|+ 1)Px(Hk ∈ dy, τ ≥ Tk)
≤ε(|x|+ 1).
Since ε was arbitrary, it follows that
sup
|x|≤ann1/2
∑∞
k=0
∫
(|y|+ 1)Px(Hk ∈ dy, Tk > bn, τ ≥ Tk)
|x|+ 1 = o(1). (22)
By (21), we thus obtain that
sup
|x|≤ann1/2
Px(∃k ≥ 0: Tk ∈ [bn, (1− δ)n], τ > n)
|x|+ 1 = o((δn)
−1/2). (23)
Now, we will consider the case of zero-crossings between (1−δ)n and n. Due
to inequality (4) in the second step and Lemma 4 and inequality (C1) in the
fourth step, we obtain
Px(∃k ≥ 0: Tk < bn, (1− δ)n < Tk+1 ≤ n, τ > n)
≤
∞∑
k=0
Px(Tk < bn, (1− δ)n− bn ≤ Tk+1 − Tk ≤ n, τ ≥ Tk)
≤
∞∑
k=0
∫ n∑
m=⌊(1−δ)n−bn⌋
c(|y|+ 1)
m3/2
Px(Hk ∈ dy, τ ≥ Tk)
≤
∞∑
k=0
∫
c(|y|+ 1)√
n
( √
n√
⌊(1− δ)n− bn⌋ − 1
− 1
)
Px(Hk ∈ dy, τ ≥ Tk)
≤
∞∑
k=0
cγk(|x| + 1)√
n
( √
n√
⌊(1− δ)n− bn⌋ − 1
− 1
)
≤ c(|x| + 1)√
n
( √
n√
⌊(1− δ)n− bn⌋ − 1
− 1
)
.
Now, letting δ → 0, as n→∞, we can conclude that
sup
x∈R
Px(∃k ≥ 0: Tk < bn, (1− δ)n < Tk+1 ≤ n, τ > n)
|x|+ 1 = o(n
−1/2). (24)
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Further, if δ → 0 slowly enough, so that (23) is in o(n−1/2), we can combine
(23) and (24) to obtain that
sup
|x|≤ann1/2
Px(∃k ≥ 0: Tk ∈ [bn, n], τ > n)
|x|+ 1 = o(n
−1/2).
Second part: It remains to control the probability of observing a surviving
path with a large overshoot at the last zero-crossing time before n. By (5), we
obtain
Px(∃k ≥ 0: |Hk| > ann1/2, Tk < bn, Tk+1 > n, τ > n)
≤
∞∑
k=0
Px(|Hk| > ann1/2, Tk < bn, Tk+1 − Tk > n− bn, τ ≥ Tk)
≤
∞∑
k=0
p(T )y (n− bn)Px(Hk ∈ dy, |Hk| > ann1/2, τ ≥ Tk)
≤
∞∑
k=0
c(|y|+ 1)√
n− bn
Px(Hk ∈ dy, |Hk| > ann1/2, τ ≥ Tk).
(25)
Now, along the same lines as in the proof of (22), we obtain, using Lemma 4,
inequality (C1) and identities (a1), (a2) in Lemma 3, that
sup
|x|≤ann1/2
∑∞
k=0
∫
(|y|+ 1)Px(Hk ∈ dy, |Hk| > ann1/2, τ ≥ Tk)
|x|+ 1 = o(1). (26)
Thus, combing (25) and (26), we obtain that
sup
|x|≤ann1/2
Px(∃k ≥ 0: |Hk| > ann1/2, Tk < bn, Tk+1 > n, τ > n)
|x|+ 1 = o(n
−1/2).
4 Proofs of the main results
4.1 Proof of Theorem 1
We will first prove the non-uniform case and will prove the uniform case after-
wards. In both cases the proof is based on the following application of Lemma 6.
We obtain that, uniformly in {x : |x| ≤ ann1/2,Px(τ > n) ≥ c−1(|x|+1)n−1/2},
n1/2 · Px(τ > n)
∼ n1/2 · Px(∃k ≥ 0: |Hk| ≤ ann1/2, Tk ≤ bn, Tk+1 > n, τ > n)
=
∞∑
k=0
∫
n1/2 · p(T,τ)y (n− t)1{|y|≤ann1/2,t≤bn}
Px(Hk ∈ dy, Tk ∈ dt, τ ≥ Tk)
∼
∞∑
k=0
∫
(n− t)1/2 · p(T,τ)y (n− t)1{|y|≤ann1/2,t≤bn}
Px(Hk ∈ dy, Tk ∈ dt, τ ≥ Tk),
(27)
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where (bn) is the sequence defined in Subsection 3.1. In particular, (27) holds
for fixed x satisfying (C3). By (C2), we have, for all y ∈ R,
(n− t)1/2 · p(T,τ)y (n− t)1{t≤bn,|y|≤ann1/2} → u(y).
Further, by (5), for all y ∈ R,
n1/2 · p(T,τ)y (n) ≤ n1/2 · Py(T1 > n) ≤ c(|y|+ 1).
Hence, the statement for fixed x follows immediately from (27) by Lemma 4,
inequality (C1) and the dominated convergence theorem.
Now, we consider the uniform case and thus assume that
sup
|y|≤ann1/2
∣∣∣n1/2p(T,τ)y (n)− u(y)∣∣∣ = o(1). (28)
Let a′n := an−bn(1 − bn/n)1/2. Then, one easily obtains that a′nn1/2 ր ∞ and
(a′n)
2n = o(bn). Thus, since a′nn
1/2 = an−bn(n − bn)1/2 ≤ an−t(n − t)1/2, for
t ≤ bn, one obtains from (28) that
sup
|y|≤a′nn
1/2,t≤bn
∣∣∣(n− t)1/2p(T,τ)y (n− t)− u(y)∣∣∣ = o(1). (29)
Further, we recall that, due to the assumption Px(τ > n) ≥ c−1(|x| + 1)n−1/2,
we have n1/2 · Px(τ > n) ≥ c−1(|x| + 1). Hence, we obtain that, uniformly in
{x : |x| ≤ a′nn1/2,Px(τ > n) ≥ c−1(|x| + 1)n−1/2},
n1/2 · Px(τ > n) ∼
∞∑
k=0
∫
u(y)1{|y|≤a′nn1/2,t≤bn}Px(Hk ∈ dy, Tk ∈ dt, τ ≥ Tk)
∼
∞∑
k=0
∫
u(y)Px(Hk ∈ dy, τ ≥ Tk)
=
∞∑
k=0
Ex[u(Hk); τ ≥ Tk],
where we used (27), (29) and inequality (C1) in the first step. In the second step,
we used inequalities (22) and (26) combined with the fact that u(y) ≤ c(|y|+1).
This finishes the proof.
4.2 Proof of Theorem 2
The idea of the proof is based on the observations after the statement of The-
orem 2: A random walk that survives until time n typically crosses zero only
a few times at the beginning and then stays on one side of zero. One would
expect that this beginning part should disappear in the scaling limit. Our main
tools to show this are again Lemma 6 and an extension of the continuous map-
ping theorem, which allows us to replace the continuous function in the classical
theorem by certain sequences of continuous functions.
We begin by considering a modified random walk, which is composed of a
fixed beginning part and a normal random walk. We will show that the scaling
limit of this process does not depend on the beginning part. For this purpose,
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let us introduce some notation. Let t0 be a fixed time and let g ∈ C([0, t0]) be a
fixed continuous function. We denote by g(n) ∈ C([0, t0/n]) the rescaled version
of g, defined by g(n)(t) := g(t/n)/(σn1/2). Further, for n ≥ t0 and h ∈ C([0, 1]),
we denote by Θn(g(n), h) ∈ C([0, 1]) the function given by
Θn(g
(n), h)(t) =
{
g(n)(t), t < t0/n,
h(t− t0/n)− h(0) + g(n)(t0/n), t0/n ≤ t ≤ 1.
Note that Θn(g(n), ·) is continuous on C([0, 1]) with respect to the supremum
norm ‖ · ‖∞. Now, we want to study weak limits of the rescaled processes
Θn(g
(n), Sˆn) in (C([0, 1]), ‖ · ‖∞). Let f : C([0, 1]) → R be a continuous and
bounded function. Then, we are interested in the limit of the quantity
dn(f, g
(n)) :=
Ey [f(Θn(g
(n), Sˆn));T1 > n, τ > n]
Py(T1 > n, τ > n)
, as n→∞, (30)
where y = g(t0). Let us assume that u(y) > 0. Then, an application of Theo-
rem 5.5 in [3] and (C4) yield that
dn(f, g
(n))→
{
E[f(W+)], y ≥ 0,
E[f(W−)], y < 0,
(31)
if ‖Θn(g(n), hn) − h‖∞ → 0 for all h, h1, h2, . . . ∈ C([0, 1]) with h(0) = 0 and
limn→∞ ‖h − hn‖∞ = 0. But this follows already from the following simple
calculation. We have
‖Θn(g(n), hn)− h‖∞ ≤‖Θn(g(n), hn)−Θn(g(n), h)‖∞
+ ‖Θn(g(n), h)−Θn(0, h)‖∞ + ‖Θn(0, h)− h‖∞
≤(‖hn − h‖∞ + |hn(0)|) + ‖g(n)‖∞ + ‖Θn(0, h)− h‖∞
→0.
Clearly, the first term and the second term tend to 0. Since h is uniformly
continuous, as a fixed continuous function on a compact interval, also the last
term tends to 0.
In the next step, we provide a slightly modified version of Lemma 6. Due to
(C2) and the dominated convergence theorem, we can replace the integrand in
(27) by n1/2 · p(T,τ)y (n) and obtain
Px(τ > n) ∼ Px(∃k ≥ 0: Tk ≤ bn, Tk+1 − Tk > n, τ > n+ Tk).
Therefore, since
{∃k ≥ 0: Tk ≤ bn, Tk+1 − Tk > n, τ > n+ Tk} ⊆ {τ > n}, (32)
and f is bounded, we obtain∣∣∣∣∣E[f(Sˆn); τ > n]P(τ > n) − E[f(Sˆn); ∃k ≥ 0: Tk ≤ bn, Tk+1 − Tk > n, τ > n+ Tk]P(τ > n)
∣∣∣∣∣
≤ ‖f‖∞ · P({τ > n} \ {∃k ≥ 0: Tk ≤ bn, Tk+1 − Tk > n, τ > n+ Tk})
P(τ > n)
→ 0.
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Thus, in the following, we can replace the event {τ > n} by the easier to handle
left event in (32).
We recall that, by (5),
n1/2 · p(T,τ)y (n)|dn(f, g(n))| ≤ c(|y|+ 1)‖f‖∞. (33)
Further, we set Sˆ(t)n := Sˆn|[0,t/n] ∈ C([0, t/n]). Then, by Theorem 1 in the
second step and by (C2), (31), (33) and dominated convergence in the third
step, we obtain
1
p
(τ)
x (n)
Ex[f(Sˆn); ∃k ≥ 0: Tk ≤ bn, Tk+1 − Tk > n, τ > n+ Tk]
=
∞∑
k=0
∫
p
(T,τ)
y (n)
p
(τ)
x (n)
dn(f, g
(n))1{t≤bn}
Px(Hk ∈ dy, Tk ∈ dt, Sˆ(t)n ∈ dg(n), τ ≥ Tk)
∼ V (x)−1
∞∑
k=0
∫
n1/2 · p(T,τ)y (n)dn(f, g(n))1{t≤bn}
Px(Hk ∈ dy, Tk ∈ dt, Sˆ(t)n ∈ dg(n), τ ≥ Tk)
∼ V (x)−1
∞∑
k=0
∫
u(y)
(
E[f(W+)]1{y≥0} + E[f(W−)]1{y<0}
)
Px(Hk ∈ dy, τ ≥ Tk)
= P(ρ = 1)E[f(W+)] + P(ρ = 0)E[f(W−)].
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