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The density functional theory (DFT) +U method is a pragmatic and effective approach for cal-
culating the ground-state properties of strongly-correlated systems, and linear response calculations
are widely used to determine the requisite Hubbard parameters from first principles. We provide a
detailed treatment of spin within this linear response approach, demonstrating that the conventional
Hubbard U formula, unlike the conventional DFT +U corrective functional, incorporates interac-
tions that are off-diagonal in the spin indices and places greater weight on one spin channel over
the other. We construct alternative definitions for Hubbard and Hund’s parameters that are con-
sistent with the contemporary DFT +U functional, expanding upon the minimum-tracking linear
response method. This approach allows Hund’s J and spin-dependent U parameters to be calcu-
lated with the same ease as for the standard Hubbard U . Our methods accurately reproduce the
experimental band gap, local magnetic moments, and the valence band edge character of manganese
oxide, a canonical strongly-correlated system. We also apply our approach to a complete series of
transition-metal complexes [M(H2O)6]
n+ (for M = Ti to Zn), showing that Hubbard corrections
on oxygen atoms are necessary for preserving bond lengths, and demonstrating that our methods
are numerically well-behaved even for near-filled subspaces such as in zinc. However, spectroscopic
properties appear beyond the reach of the standard DFT +U approach. Collectively, these results
shed new light on the role of spin in the calculation of the corrective parameters U and J , and point
the way towards avenues for further development of DFT +U -type methods.
PACS numbers: 31.15.-p, 31.15.ej, 31.15.es
I. INTRODUCTION
Over the past few decades, density functional the-
ory (DFT) has played a key role in the simulation of
many-body atomistic systems.1,2 DFT makes such sys-
tems tractable via the Hohenberg-Kohn theorems3 and
the Kohn-Sham construction,4 but exchange and corre-
lation must be approximated in the form of an exchange-
correlation (xc)-functional.5,6
One of the most prominent failures of many xc-
functionals is that they do not properly correct for the
self-interaction in the Hartree term. Self-interaction er-
ror (SIE) — or more generally “delocalization error”7,8
— manifests itself as a spurious curvature in total en-
ergies with respect to total electron number, where in-
stead there should be a derivative discontinuity at in-
teger numbers of electrons and linear behavior at frac-
tional numbers.9 This failure is closely related to approx-
imate DFT’s well-documented underestimation of the
band gap.10–12
While the origins of the SIE are well understood,
it remains a challenge to avoid its introduction when
constructing xc-functionals, even if exact exchange is
incorporated.7 A simple yet remarkably successful al-
ternative is Hubbard-augmented DFT (LDA +U or
more generally DFT +U). In this scheme, Hubbard
model terms are incorporated into the DFT framework.
This approach was originally designed to capture Mott-
Hubbard physics in transition-metal oxides,13,14 but it
has subsequently gained a transparent interpretation as a
corrective method for SIE due to the work of Cococcioni,
Kulik, and co-workers.10,15 They observed that Hubbard
corrections can counteract the spurious SIE curvature —
in other words, DFT +U calculations may be constructed
to cancel the SIE that is present (although this is not
guaranteed).16
A. The DFT+U correction
In the DFT +U scheme, one adds to the energy a cor-
rective term (here we use the rotationally-invariant, sim-
plified form),13,14,17–20 given by
EU[nˆ
Iσ] =
∑
Iσ
U I
2
Tr
[
nˆIσ(1− nˆIσ)] , (1)
where the density operators nˆIσ = Pˆ I ρˆσPˆ I are projec-
tions of the (spin-dependent) Kohn-Sham density op-
erator onto subspaces (indexed I) in which the SIE is
to be addressed. The projectors Pˆ I =
∑
m |ϕIm〉〈ϕIm|
are typically constructed from atom-centered, fixed,
spin-independent, localized, and orthonormal orbitals
ϕIm (although they may be non-orthogonal
21 and self-
consistent22). The U I are externally-defined parameters
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2that determine the strength of the energy corrections.
If they are well-chosen, the term that is quadratic in nˆ
can partially correct the spurious energy curvature aris-
ing from the SIE.16 In the basis of localized orbitals ψIσm
that diagonalize the subspace occupancy matrices such
that nˆIσψIσm = λ
Iσ
m ψ
Iσ
m , the Hubbard correction becomes∑
Iσm U
IλIσm (1−λIσm )/2, which penalizes non-integer oc-
cupancies of these orbitals ψIσm . The explicit correction
to the total energy vanishes at integer occupancy ma-
trix eigenvalues, where the xc-functional is assumed to
be correct.
The corresponding correction to the Kohn-Sham po-
tential is given by
VˆU =
∑
Iσmn
U I |ϕIm〉
(
1
2
− nIσmn
)
〈ϕIn|. (2)
This is attractive or repulsive for occupancy matrix eigen-
values greater than or less than one-half, respectively. In
the absence of any significant self-consistent response,
this will penalize non-integer occupancies of the sub-
spaces, opening an energy gap of order U between any
occupied and unoccupied Kohn-Sham orbitals with sig-
nificant overlap with the Hubbard projectors.
In order to correct interactions between unlike spins,
DFT +U can be extended to become DFT +U + J .23–26
This involves a second correction to the total energy,
EJ[nˆ
σ] =
∑
Iσ
JI
2
Tr
[
nˆIσnˆI−σ
]
, (3)
where this correction is parameterized by the additional
Hund’s coupling constants JI . Additionally, the U in
Eqs. 1 and 2 becomes Ueff = U − J .
A substantial advantage of DFT +U (+ J) over other
methods that address the SIE (for example, SIC-
LSDA,27–29 Fermi orbital self-interaction correction,30–32
and Koopman’s compliant functionals33,34) is its small
computational cost: once any Hubbard parameters have
been determined, the overhead for incorporating the ad-
ditional potential and energy terms is insignificant com-
pared to the cost of the DFT calculation itself.35
B. Conventional linear response
In order to apply a Hubbard correction, one must
select an appropriate value for the parameters U I .
This can be done pragmatically by picking values
on empirical grounds — that is, chosen so that cer-
tain system characteristics are reproduced (for exam-
ple, ionic geometries,36–39 band gaps,37–40 and formation
enthalpies39,41,42). While this approach has seen some
success,43,44 it does not guarantee that the chosen U will
correct the SIE energy curvature to the greatest extent
achievable, or result in an improved description of other
system properties, and is not even possible where there
is a lack of reliable experimental or higher-level compu-
tational data.
An alternative approach is the linear response method
developed by Cococcioni and de Gironcoli,10 which built
upon the earlier linear response scheme of Pickett and co-
workers,20 and shares many aspects with the constrained
LDA approach of Aryasetiawan and co-workers.45 In this
approach, DFT calculations are performed subject to a
perturbing potential δvˆext = dv
J
extPˆ
J confined to the
J th Hubbard subspace, for a range of values of dvJext.
The density operator’s response to these perturbations is
given by the response operator χˆ:
δρˆ = χˆδvˆext. (4)
The occupancy of the Ith Hubbard subspace will change
by
dnI = Tr
[
Pˆ Iδρˆ
]
= Tr
[
Pˆ I χˆPˆ J
]
dvJext (5)
and thus we can define the projected response matrix46
χIJ ≡ dn
I
dvJext
= Tr
[
Pˆ I χˆPˆ J
]
. (6)
A value for U that corresponds to the screened response
of the system is given by
U I =
(
χ−10 − χ−1
)
II
(7)
where χ0 is the response of the non-interacting sys-
tem, which must be separately measured and re-
moved from the Hubbard correction.26,47,48 There is also
scope here for calculation of off-diagonal terms VIJ =(
χ−10 − χ−1
)
IJ
, which gives rise to DFT +U +V .49,50
Satisfyingly, the determination of U via linear response
removes any possible arbitrariness of the Hubbard cor-
rection: the U parameter is a well-defined property
of the system that can be unambiguously measured in
theory.15,26
Recently the idea of calculating U and J to best em-
ulate subspace-projected Kohn-Sham exact exchange24
has been further advanced.51 But because we wish to
cancel the systematic errors of approximate DFT8,9 to
the extent possible using functionals of the DFT +U
form, we choose to instead develop the linear-response
formalism that has been shown to successfully achieve
this,10,15,20,52 and that does not incorporate any theory
or model (e.g. Fock exchange) beyond what is already
ordinarily present.
C. Problem and paper outline
There are some aspects of the linear response method-
ology that pose issues. Firstly, delocalization error is
associated with fractional total charge, but the DFT +U
functional of Eq. 1 corrects fractional occupation for each
spin channel separately. Conventional linear response,
meanwhile, perturbs both spin channels simultaneously.
These discrepancies in how we treat spin channels war-
rant investigation.
3Secondly, measuring the non-interacting response χ0
is not straightforward. The common practice is to
follow the example of Ref. 10, and calculate χ0 via
the first iteration of the Kohn-Sham equations dur-
ing a self-consistent field calculation — that is, the re-
sponse is to be measured following the initial charge
redistribution introduced by the perturbation but be-
fore the Kohn-Sham potential is updated. This ap-
proach is impractical to implement in codes that use
a direct-minimization procedure of the total energy
with respect to the density, Kohn-Sham orbitals, or
density-matrix. This represents a substantial number
of packages, including ONETEP,53 CONQUEST,54,55
SIESTA,56,57 BigDFT,58 OpenMX,59 and CP2K60 (al-
beit that in some of these the self-consistent field tech-
nique is also available). In direct-minimization, updating
the density and potential are not nested separately, so χ0
cannot be calculated in the manner prescribed above.
Finally, in the case of closed-shell systems, linear re-
sponse approaches tend to dramatically overestimate U
and suffer from numerical instabilities.61–64 We would
like to overcome, or at least to better understand, these
failures.
In Ref. 52 one of us presented an alternative to the
established SCF linear response approach for calculating
the Hubbard parameters. This minimum-tracking linear
response approach is suited for calculating U in direct-
minimization codes. In section II, we expand upon this
formalism. To resolve the discrepancies between conven-
tional linear response and the contemporary DFT +U
functional, we pay particular attention to spin and asso-
ciated screening, proposing revised definitions for Hub-
bard and Hund’s parameters (section II A). By compar-
ing scalar linear response to our spin-specific theory, we
demonstrate that the treatment of inter-spin screening
in conventional linear response is somewhat inconsistent
with the DFT +U functional as it is most commonly em-
ployed (section II B). While we do not claim here to ar-
rive at an ultimate solution to this inconsistency, we do
provide a simple technique by which inter-spin screening
of the Hubbard U may be suppressed. This results in
spin-dependent U parameters that are generally lower in
value than the canonical U for the partially-filled spin
channel of a localized subspace (the spin channel that
usually harbours the strong correlation effects) and that,
in principle, could be applied to that spin channel alone.
This hints at a possible solution to the widespread find-
ing that first-principles U parameters can be rather too
large, in practice, leading to over-correction by DFT +U .
In the latter half of the paper (section III) we ap-
ply our theoretical developments to a complete set of
hexahydrated transition metal complexes from Ti to Zn.
We calculate Hubbard and Hund’s parameters using con-
ventional and novel approaches (section III B), and then
perform DFT +U calculations using these parameters
to predict structural and spectroscopic properties (Sec-
tions III D and III E). The numerical stability of the
minimum-tracking formalism (in which Hubbard param-
eters are a strictly ground state property) allows us to
investigate closed-shell cases with confidence. The Hub-
bard corrections to oxygen 2p subspaces are far from neg-
ligible, and help to obtain sensible structural predictions.
Spectroscopic simulations of coordination complexes us-
ing DFT +U see only mixed success, whereas our indirect
band gap results for the long-standing challenge material
MnO are very promising when compared against a wide
range of more computationally demanding approxima-
tions.
II. THE MINIMUM-TRACKING APPROACH
FOR CALCULATING U VIA LINEAR RESPONSE
The minimum-tracking linear response approach is
largely equivalent to SCF linear response, but its deriva-
tion centers on the ground-state density for each value of
the perturbing potential.
As with the SCF approach, a perturbing potential
dvˆext = dv
J
extPˆ
J is applied to the J th Hubbard subspace.
The response of the projected Kohn-Sham potential is
given by the chain rule
dvIKS
dvJext
=
dvIext
dvJext
+
dvIHxc
dvJext
=
dvIext
dvJext
+
∑
K
dvIHxc
dnK
dnK
dvJext
, (8)
where the final step follows because while the external
potential acting on site J will change the density ma-
trix everywhere, the N -site Hubbard model only sees
the N subspace density matrices. Screening due to the
residual bath is incorporated within the total deriva-
tives. The projections of one-body operators are given
by OI = Tr[Pˆ IOˆ]/Tr[Pˆ I ].
Defining fIJ ≡ dvIHxc/dnJ , (ε−1)IJ ≡ dvIKS/dvJext, and
ΩIJ ≡ dvIext/dvJext, Eq. 8 becomes
ε−1 = Ω + fχ =⇒ f = (ε−1 − Ω)χ−1. (9)
Finally, U can be equated with the projected Hartree-
plus-exchange-correlation kernel, with the residual bath
screening in the background.26 This yields
U I =
[(
dvKS
dvext
− 1
)(
dn
dvext
)−1]
II
. (10)
From hereon in, we will assume that Ω = δIJ . When
Hubbard projectors from different atoms overlap this
may become an approximation. We will also reserve f
for the matrix measured via linear response, and U for
the parameter to be subsequently used in a DFT +U cal-
culation. This distinction will become important.
Equation 10 is nothing more than a reformulation
of Eq. 7. We can identify the interacting and non-
interacting response matrices
χIJ =
dnI
dvJext
; (11)
(χ0)IJ =
[
dn
dvext
(
dvKS
dvext
)−1]
IJ
. (12)
40.06 0.04 0.02 0.00 0.02 0.04 0.06
dv Jext (eV)
0.02
0.01
0.00
0.01
0.02 dn
I
dv IKS (eV)
FIG. 1. A typical linear response plot. Each pair of points
represents an individual DFT calculation with a perturbing
potential δvˆext = dv
J
extPˆ
J , and the resulting response of the
projected density dnI and Kohn-Sham potential dvIKS . The
slopes of these lines correspond to entries of χ and −1. These
data have been taken from calculations on [Cr(H2O)6]
3+,
which is covered in detail in Section III.
In this framework, we can see that the removal of the
non-interacting response can be rigorously justified as a
consequence of the Dyson equation, with U being a mea-
sure of net interaction.
These definitions are nothing but a special case of stan-
dard linear response theory for DFT (Appendix A). It is
crucial that the non-interacting response is calculated as
the product of χ and ε, rather than dnI/dvJKS directly.
dnI/dvJKS is both conceptually and numerically arbitrary
with respect to the choice of external potential, and so
its direct use must be circumvented.
Figure 1 demonstrates the calculation of elements of χ
and ε−1 from a typical set of linear response calculations.
Both minimum-tracking and conventional SCF linear
response rely on the same external perturbation, and
both make use of the Dyson equation. They only differ
in their definition of the non-interacting response and the
set of densities used in its calculation. In the minimum-
tracking procedure, χ0 is constructed from ground-state
densities of the perturbed system, and thus the resulting
U is strictly a ground-state property. This is obviously
not the case for the SCF approach; there, χ0 is calcu-
lated in reference to an unconverged density and thus
the resulting U is not a local property of the ground-state
density landscape (but still is a well-defined property of
the ground-state Kohn-Sham eigen-system). This dis-
tinction is intriguing and worthy of further investigation,
and possibly numerically inconsequential in practice.
Already, the minimum-tracking construction reveals
an interesting property of the projected χ0 (and hence
U): it is not necessarily symmetric. This is because χ0
as defined in Eq. 12 incorporates the total derivative of
the potential, which is itself a partial derivative. While
the bare χ0 is certainly symmetric, the response matrices
that we deal with here are always screened by the back-
ground, and the screening depends on the subspace being
perturbed. (In general, χ0 should not be symmetrized
before inversion, even if the resulting U matrix will be.)
This observation will also hold for SCF linear response,
since it also correctly goes beyond the symmetric result
of first-order perturbation theory.
A. Accounting for spin
In the Hubbard energy functional (Eq. 1) spin and sites
are treated on the same footing, with the correspond-
ing indices being totally interchangeable. This raises the
question: what happens to the response and interaction
parameters if we further fine-grain linear response down
to the level of spin?
In the minimum-tracking formulation it is straightfor-
ward to consider spin degrees of freedom. Response ma-
trices become rank-four tensors
χσσ
′
IJ =
dnIσ
dvJσ′
, (13)
and to measure these elements via linear response, we
must perturb spin channels individually. (Practically,
this is implemented as a combination of two potentials:
a uniform shift applied to both spin-channels and a spin-
splitting potential.)
This extension has several consequences. Spin-specific
response functions can be visualized by flattening rank-
four tensors down to rank-two ones: for example, a two-
site system would have response matrices of the form
χ =

χ↑↑11 χ
↑↓
11 χ
↑↑
12 χ
↑↓
12
χ↓↑11 χ
↓↓
11 χ
↓↑
12 χ
↑↓
12
χ↑↑21 χ
↑↓
21 χ
↑↑
22 χ
↑↓
22
χ↓↑21 χ
↓↓
21 χ
↓↑
22 χ
↓↓
22
 = ((χσσ′)11 (χσσ′)12(χσσ′)21 (χσσ′)22
)
.
(14)
This is not simply aesthetic: it means we are treating spin
and atom indices on the same footing, like the DFT +U
functional does.
We can construct different models based on how we
perform the inversion of this matrix (such as in Eq. 10):
either (1) point-wise inversion, which decouples both sites
and spin; (2) atom-wise inversion, with each 2× 2 block
inverted individually, decoupling sites but not spins; or
(3) invert the full matrix, leaving all sites and spins cou-
pled. We will work through each of them in turn.
1. Point-wise inversion
The Hubbard parameters in this case are screened by
the opposite spin on the same site (Fig. 2a). In this case,
5U↑
↑ ↓
(a)
fσσ
′
↑ ↓
(b)
U
→
→
(c)
FIG. 2. Schematic diagram illustrating which subspaces screen the Hubbard parameters (pink) and which do not (orange).
Individual Hubbard sites are represented by solid circles. Point-wise inversion (a) effectively treats our system as a one-site
Hubbard model connected to a bath, where the bath includes the opposite-spin subspace of the same site. Atom-wise inversion
(b) is effectively a two-site system connected to a bath. Finally, in conventional linear response (c) both spin channels on a
given atom are treated as a single Hubbard site.
equation 10 separates into an independent equation for
each atom:
fσσ =
dvσKS
dnσ
− dv
σ
ext
dnσ
=
dvσHxc
dnσ
. (15)
We have dropped the atomic indices for brevity. This
simplification affords some numerical cancellation of er-
rors, since inversion is no longer performed. The off-
diagonal components of the matrix fσσ
′
are not mean-
ingful in this case. The conventional DFT +U functional
requires a spin-independent U ; for this we must average
the spin-up and spin-down components:
U =
1
2
(
f↑↑ + f↓↓
)
. (16)
This will henceforth be referred to as “averaged 1×1”.
There is also the option to avoid this approximation and
apply a different value of U to each spin channel: Uσ =
fσσ (“1×1”).
It is interesting to note that Shishkin and Sato65 have
previously advocated removing the off-diagonal compo-
nents of site-indexed response matrices. This was mo-
tivated by the fact that these components were negligi-
ble so removing them did not alter the resulting Hub-
bard parameters. Here, however, the off-diagonal com-
ponents components correspond to coupling between spin
channels on the same atom. These components are size-
able and neglecting them appreciably alters Hubbard and
Hund’s parameters, as we will see.
2. Atom-wise inversion
In atom-wise inversion, screening from both the bath
and other sites is present in the response matrices, but
the resulting f = χ−10 −χ−1 is bare with respect to inter-
spin interactions on the same atom as it is removed by
the inversion of the spin-indexed response (Fig. 2b). Em-
ploying this approach amounts to assuming inter-spin in-
teractions will be corrected separately i.e. with a + J
functional. (This is because in the absence of such a
correction, a spin-screened U would be necessary.)
Equation 10 reduces to
fσσ
′
=
[(
dvKS
dvext
− 1
)(
dn
dvext
)−1]σσ′
(17)
where each term is a two-by-two matrix indexed by spin
channel, and if there are N atoms there are N such equa-
tions. For practical use in DFT +U + J , f can be re-
lated to the scalar Hubbard parameter U that, in the
minimum-tracking linear-response formalism, is defined
by
U =
1
2
dv↑Hxc + dv
↓
Hxc
d(n↑ + n↓)
≈1
2
f↑↑δn↑ + f↑↓δn↓ + f↓↑δn↑ + f↓↓δn↓
δ(n↑ + n↓)
. (18)
There are two alternative approximations we can make
here. The first, more na¨ıve approach, is to further ap-
proximate this as
U =
1
4
(
f↑↑ + f↑↓ + f↓↑ + f↓↓
)
(19)
which we will refer to as “simple 2×2”. A more sophis-
ticated approach (scaled “2× 2”) is
U =
1
2
λU (f
↑↑ + f↓↑) + f↑↓ + f↓↓
λU + 1
; (20)
λU =
χ↑↑ + χ↑↓
χ↓↑ + χ↓↓
. (21)
The derivations of Eqs. (19) and (20) involve varying lev-
els of approximation, which are discussed in detail in Ap-
pendix B.
With atom-wise inversion, Hund’s parameters J can be
directly calculated in an analogous manner to U : in place
6of Eq. 18 we instead define, within the spin-polarized
minimum-tracking linear response formalism,
J = −1
2
dv↑Hxc − dv↓Hxc
d(n↑ − n↓) (22)
For J , simple 2× 2 yields
J = −1
4
(
f↑↑ − f↑↓ − f↓↑ + f↓↓) , (23)
while scaled 2× 2 gives
J =− 1
2
λJ(f
↑↑ − f↓↑) + f↑↓ − f↓↓
λJ − 1 ; (24)
λJ =
χ↑↑ − χ↑↓
χ↓↑ − χ↓↓ . (25)
3. Full inversion
Finally, in the case of full matrix inversion, the result is
bare with respect to both inter-spin and inter-site inter-
actions by the same logic. This implies that inter-atom
interactions require, and are subject to, correction via a
+V term. This V term would be doubly spin-dependent,
and it may need to be symmetrized with respect to the
site indices to retain a Hermitian Kohn-Sham Hamilto-
nian for each spin. We will not explore this approach
further in this work.
We emphasize that including each of these succes-
sive terms (J and V ) should not be viewed as system-
atic improvements. In the limit that corrective parame-
ters are introduced within and between every single sub-
space (such that the corresponding screened interactions
are removed) the entire system becomes effectively non-
interacting. Corrective terms are only appropriate where
the corresponding interactions dwarf all others.
B. Comparisons with the conventional scalar
approach
Conventional linear response calculations do not treat
spin channels separately (Fig. 2c); for a single-site system
χ, ε−1 and f would all be scalars. It is straightforward to
relate the spin-indexed response matrices of the previous
section to these scalars:
dn = dn↑ + dn↓ ≈
[∑
σσ′
χσσ
′
]
dvext
=⇒ χ ≈
∑
σσ′
χσσ
′
. (26)
Likewise
dvKS =
1
2
[
dv↑KS + dv
↓
KS
]
≈1
2
[∑
σσ′
(
ε−1
)σσ′]
dvext
=⇒ ε−1 ≈1
2
[∑
σσ′
(
ε−1
)σσ′]
. (27)
These two relations allow us to examine the role of spin-
screening in scalar linear response. The Hubbard pa-
rameter obtained via spin-indexed, atom-wise inversion
(scaled 2× 2; Eq. 20) can be rewritten as
U =
1
2
∑
σσ′(fχ)
σσ′∑
σσ′ χ
σσ′
=
1
2
∑
σσ′(ε
−1 − 1)σσ′∑
σσ′ χ
σσ′
=
ε−1 − 1
χ
. (28)
This is nothing less than the scalar expression U =
χ−10 − χ−1, which is used in scalar linear response. We
may conclude that the conventional scalar approach and
scaled 2× 2 are entirely equivalent.
Therefore, Hubbard parameters obtained by spin-
aggregated approaches are not screened by the opposite
spin channel on the same site. Since they combine both
like and unlike spin interactions (c.f. Eq. 20), they do not
correspond to the like-spin-only interaction Ueff = U − J
(as implied elsewhere).66 We could have anticipated this
result: during a scalar linear response calculation there is
no shift in the external potential difference between the
two spin channels, so (to first order) there is no external
driver for changes in subspace spin polarization.
We noted earlier that atom-wise inversion formally ne-
cessitates a Hund’s correction, but such a correction is
not usually included when the conventional linear re-
sponse approach is employed. Given that these methods
are equivalent, we argue that it is more consistent to in-
clude a Hund’s exchange correction term (e.g. calculated
using Eq. 22) if using a Hubbard correction calculated in
the conventional manner.
The precise functional form of the + J correction
needed is, however, the subject of ongoing research. Re-
cently, for example, Millis and co-workers demonstrated
that spin-polarized DFT already possesses some degree
of intrinsic exchange splitting, and they have argued con-
vincingly that the contemporary form of the + J correc-
tion can overestimate exchange splitting.67 This finding
is corroborated by our own results discussed later in this
paper (e.g. Table VII).
III. APPLICATION TO A COMPLETE SERIES
OF HEXAHYDRATED TRANSITION METALS
AND MANGANESE OXIDE
In the second half of this work, we explore the ramifica-
tions of our theoretical developments on two test systems:
hexahydrated transition metals, and manganese oxide.
In these systems, all of the metal atoms have partially
filled 3d sub-shells. Electrons within these sub-shells are
in such close proximity to one another that the interplay
of their spin, charge, and orbital moment are too pro-
nounced to be well described by local or semi-local xc-
7dxy/xz/yz
dz2/x2−y2
(a)
dxy/xz/yz
dz2
dx2−y2
(b) (c)
FIG. 3. The ground state of the 3d electrons in (a)
[Mn(H2O)6]
2+ and (b) [Mn(H2O)6]
3+. In both systems, the
dxy, dxz, and dyz orbitals have lower energy as they have
lobes directed between the ligands (and hence less overlap
with the ligand orbitals). For the doubly-charged system, the
system is symmetric and no Jahn-Teller splitting takes place.
In the triply-charged system, the molecule distorts into a D2h
symmetry as shown in (c), with the axial bonds (dashed) frac-
tionally longer than the equatorial bonds (solid).
functionals.68–71 DFT +U may provide a more accurate
description of these systems.16,26,50,62
Manganese oxide (MnO) has a rock salt structure. At
low temperatures it is antiferromagnetic,72 and has a
band gap of approximately 4 eV that is substantially un-
derestimated by semi-local functionals.19 Conventional
linear-response calculations on MnO yield an excessively
large Hubbard parameter (U > 7 eV).73
Meanwhile, hexahydrated transition metals comprise
of a central first-row transition metal ion surrounded by
six water ligands in a tetragonal arrangement (Fig. 3c).
Such systems bear some resemblance to a fundamental
unit of transition metal oxides, as well as organometallic
systems such as the oxygen evolving complex of photo-
system II.74,75
Depending on the electronic structure of the metal,
these systems may exhibit Jahn-Teller distortion, result-
ing in an elongated tetragonal structure with two axial
waters being slightly more distant than their four equa-
torial counterparts (Fig. 3).
A. Computational details
All calculations were performed using
ONETEP21,22,35,53,76–78 (Order-N Electronic Total
Energy Package, version 4.3) using the Perdew-Burke-
Ernzerhof (PBE) xc-functional.6
For MnO, a square super-cell containing 512 atoms was
simulated under periodic boundary conditions without
explicit k-point sampling. This is a non-diagonal super-
cell79 of the four-atom primitive cell, and gives an equiva-
lent k-point sampling scheme that includes both Z and Γ.
(This is crucial because the band gap of MnO is known to
be Z to Γ.) The lattice parameter was set to the exper-
imental value of 4.445 A˚.80 The calculations were spin-
polarized, with an energy cut-off of 1030 eV. ONETEP
uses a basis of non-orthogonal generalized Wannier func-
tions (NGWFs) that are variationally optimized in situ.
Each Mn atom had ten NGWFs; O atoms, four. All
NGWFs had a cutoff radius of 11.0 a0.
For the hexahydrated metals, all calculations were
spin-polarized, with an energy cut-off of 897 eV. Depend-
ing on the species, there were 9, 10, or 13 NGWFs on the
transition metal atom, four on each oxygen, and one on
each hydrogen. All NGWFs had 14 a0 cutoff radii. An
Elstner dispersion correction81,82 was applied, and elec-
trostatics were treated using a padded cell and a Coulomb
cut-off.83
For all the calculations, the Hubbard projectors were
constructed from solving the neutral atomic problem sub-
ject to the pseudopotential of the species in question.77
Most pseudopotentials were taken from the Rappe group
pseudopotential library84 although those for Co and Fe
were generated in-house using OPIUM.85–91 These were
scalar relativistic pseudopotentials92 with non-linear core
corrections.93. All DFT +U + J calculations used a +J
correction to the energy, potential, and ionic forces. We
used the energetic correction shown in Eq. 3 (following
the example of Ref. 25 we have omitted the “nmin” term
that appears in that paper).
Example input and output files can be found at
www.repository.cam.ac.uk/.
B. Calculating Hubbard parameters
Hubbard U and Hund’s J parameters were calculated
for a set of hexahydrated transition metals. Prior to the
linear response calculations, the geometries of every sys-
tem were optimized using the PBE xc-functional with-
out a Hubbard correction and with the water molecules
constrained to their respective planes. Various linear re-
sponse approaches were performed: averaged and non-
averaged 1 × 1, simple and scaled 2 × 2, as well as the
standard scalar approach. While the scalar values re-
ported here will be roughly analogous to conventional
linear response reported elsewhere, they were calculated
using minimum-tracking linear response, not SCF, which
differ in their definitions of χ0.
Hubbard and Hund’s parameters were obtained for two
Hubbard subspaces: the 3d subspace on the transition
metal ion, and the 2p subspace on one of the equatorial
oxygen atoms, taken as a representative of the six oxygen
atoms in the system. The Hubbard parameters that were
obtained are listed in Tables I and II respectively, and
plotted in Fig. 4. The uncertainties in the Hubbard pa-
rameters have also been calculated from the error in the
least-square fits of dvσHxc/dn
σ′ , dvσKS/dv
σ′
ext and dn
σ/dvσ
′
ext
using unbiased Gaussian error propagation. These error
8TABLE I. Values of U and J (eV) for hexahydrated transition metals and a spin-up manganese atom of MnO, calculated
using the various linear response schemes introduced in subsection II A. The linear response calculations for the fully-filled 3d
subspace in Fe3+ were poorly behaved (two different pseudopotentials were tested) and have consequently been excluded.
metal
scalar averaged 1× 1 1× 1 simple 2× 2 scaled 2× 2
U U U↑ U↓ U J U J
Ti3+ 3.88± 0.00 1.66± 0.00 1.85± 0.01 1.47± 0.00 3.90± 0.01 0.34± 0.00 3.89± 0.01 0.34± 0.00
V2+ 4.00± 0.00 2.78± 0.00 3.29± 0.00 2.28± 0.00 4.07± 0.01 0.34± 0.00 4.00± 0.01 0.35± 0.00
Cr3+ 3.90± 0.00 1.78± 0.00 1.86± 0.00 1.70± 0.00 4.04± 0.01 0.40± 0.00 3.90± 0.01 0.42± 0.00
Cr2+ 3.20± 0.00 2.39± 0.00 2.75± 0.00 2.04± 0.00 3.34± 0.01 0.33± 0.00 3.20± 0.01 0.35± 0.00
Mn3+ 5.40± 0.00 2.00± 0.00 1.51± 0.00 2.50± 0.00 5.86± 0.01 0.50± 0.00 5.40± 0.01 0.53± 0.00
Mn2+ 4.36± 0.00 4.05± 0.08 4.28± 0.15 3.82± 0.00 4.90± 0.06 0.37± 0.06 4.35± 0.01 0.52± 0.01
Fe3+ 5.88± 0.01 — — 5.45± 0.02 — — 5.92± 0.02 0.81± 0.02
Fe2+ 4.58± 0.00 5.07± 0.09 6.28± 0.18 3.86± 0.00 6.06± 0.09 0.43± 0.06 4.58± 0.01 0.63± 0.01
Co3+ 6.25± 0.00 1.19± 0.00 1.19± 0.00 1.19± 0.00 6.25± 0.00 0.75± 0.00 6.25± 0.00 0.75± 0.00
Co2+ 4.95± 0.02 6.19± 0.02 8.17± 0.03 4.22± 0.02 7.15± 0.02 0.48± 0.01 4.96± 0.02 0.65± 0.01
Ni2+ 5.26± 0.00 9.84± 0.02 15.41± 0.05 4.27± 0.00 12.35± 0.03 0.75± 0.02 5.26± 0.01 0.78± 0.01
Cu2+ 4.62± 0.00 −2.54± 0.03 −9.11± 0.05 4.04± 0.00 −4.99± 0.02 0.85± 0.02 4.63± 0.01 0.90± 0.01
MnO 5.44± 0.04 4.63± 0.08 5.54± 0.15 3.72± 0.02 8.38± 0.15 0.51± 0.05 5.37± 0.04 0.49± 0.02
TABLE II. Values of U and J (eV) calculated using the various linear response schemes, for an equatorial oxygen atom within
hexahydrated transition metal systems, and for a MnO oxygen atom.
metal
scalar averaged 1× 1 1× 1 simple 2× 2 scaled 2× 2
U U U↑ U↓ U J U J
Ti3+ 8.16± 0.03 5.05± 0.01 5.20± 0.01 4.89± 0.00 8.14± 0.02 1.05± 0.00 8.13± 0.02 1.05± 0.00
V2+ 8.28± 0.00 5.69± 0.00 5.70± 0.00 5.69± 0.00 8.28± 0.01 1.29± 0.00 8.28± 0.01 1.29± 0.00
Cr3+ 8.29± 0.00 5.54± 0.00 5.44± 0.00 5.65± 0.00 8.29± 0.02 1.08± 0.01 8.29± 0.02 1.08± 0.01
Cr2+ 8.44± 0.01 6.28± 0.01 6.55± 0.01 6.01± 0.02 8.45± 0.02 1.27± 0.01 8.45± 0.02 1.27± 0.01
Mn3+ 8.57± 0.00 4.94± 0.00 5.53± 0.00 4.35± 0.00 8.58± 0.03 0.97± 0.01 8.57± 0.03 0.97± 0.01
Mn2+ 8.30± 0.00 6.05± 0.01 5.70± 0.01 6.39± 0.00 8.29± 0.01 1.31± 0.00 8.31± 0.01 1.30± 0.01
Fe3+ 8.37± 0.03 5.55± 0.05 4.48± 0.07 6.62± 0.07 8.59± 0.14 1.24± 0.06 8.40± 0.12 1.06± 0.06
Fe2+ 8.83± 0.01 5.77± 0.00 5.43± 0.01 6.10± 0.00 8.83± 0.01 1.40± 0.00 8.83± 0.01 1.39± 0.01
Co3+ 8.26± 0.00 4.37± 0.09 4.27± 0.11 4.48± 0.15 8.39± 0.10 1.12± 0.05 8.39± 0.10 1.12± 0.05
Co2+ 8.25± 0.06 5.24± 0.10 4.89± 0.11 5.60± 0.15 8.24± 0.09 1.38± 0.06 8.25± 0.09 1.37± 0.06
Ni2+ 8.09± 0.01 4.89± 0.00 4.65± 0.00 5.14± 0.00 8.09± 0.01 1.37± 0.00 8.09± 0.01 1.37± 0.00
Cu2+ 8.38± 0.00 5.08± 0.00 4.68± 0.00 5.48± 0.00 8.36± 0.01 1.38± 0.00 8.38± 0.01 1.38± 0.00
MnO 10.88± 0.01 5.32± 0.04 5.32± 0.05 5.32± 0.05 10.92± 0.12 1.03± 0.03 10.92± 0.12 1.03± 0.03
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FIG. 4. (a) The metal ion 3d subspace occupancies as given by DFT. The residual spin-down densities for the lighter metals
are not formally what one would expect; a Hubbard correction should remedy this. (b) Hubbard parameters and (c) Hund’s
parameters as calculated via scaled 2 × 2 (equivalent to the scalar approach). Faint lines link the +2 systems/+3 systems to
show the general trends. (Co3+, being the only low-spin system, is not linked.)
estimates prove to be very instructive. 1. General trends
Both tables exhibit some general trends: the Hubbard
parameters of the metal ions grow slowly as the number
of 3d electrons increases (Fig. 4a); oxygen parameters
9remain relatively stable; the Hund’s coupling parameters
of the metals appear reasonable. Furthermore, the scalar
approach and scaled 2 × 2 (atom-wise inversion) yield
the same result across the board, in keeping with the
conclusions of subsection II B. The scaled 2× 2 approach
is marginally less numerically stable, which is reflected
by the marginally larger error estimates. Interestingly,
however, we find that for the spin channel that matters
to strong correlation (the spin-up channel for less-than-
half filled sub-shells, and the spin-down channel for more-
than-half filled sub-shells), the relevant 1 × 1 U is very
reasonable, and systematically lower in value than the
conventional scalar U . This hints at a possible solution
for first-principles DFT +U calculations on systems in
which the calculated scalar U proves to be unphysically
large, and the predominantly empty/full spin channel is
already well described by the approximate functional.
One particularly noteworthy result is the substan-
tial spin-screening of the Hubbard parameters of
[Co(H2O)6]
3+ observed in averaged and non-averaged
1 × 1. This is the only complex in a low-spin ground
state, so the up and down Kohn-Sham orbitals overlap
perfectly and there is very efficient screening between
spins. This system also exhibits one of the largest J
values. Similarly, the large J values on the oxygen atoms
may surprise at first (as Hund’s physics is expected to
play a very minor role here). This illustrates an impor-
tant point: the absence of any magnetization does not
imply the absence of magnetization-related error in the
approximate functional. Subsequent calculations demon-
strate that applying this J term, large as it is, does not
result in the oxygen atoms acquiring magnetic moments.
Some works go one step further and calculate Hubbard
parameters in a self-consistent fashion,15,62,66 with lin-
ear response being performed on DFT +U ground states.
While it remains to be seen what effect this additional
step would have, it will likely be small here because these
systems do not undergo qualitative changes in electronic
structure upon the application of U :94 in going from DFT
to scalar DFT +U , the root-mean-square and maximum
fractional differences in the total 3d occupancies are 6%
and 15% respectively. For the spin moment µ = n↑ − n↓
these are 7% and 14% respectively.
It is important to acknowledge that the authors of
Ref. 16 calculated U for this set of molecules (using scalar
linear response). In comparison, their values are lower
(by 1.4 eV on average) and more species-dependent (a
standard deviation of 1.2 eV compared to 0.9 eV for our
set of values). In comparison with this work, Ref. 16
(a) used ultra-soft pseudopotentials as opposed to norm-
conserving ones; (b) performed all calculations on struc-
tures optimized in the 3+ charge state; (c) employed U
self-consistency for some calculations; and (d) used of
SCF linear response. As the following section will demon-
strate, details such as (a) and (b) can substantially affect
Hubbard parameters.
V2 + Mn2 + Co3 + Ni2 +
1
0
1
2
3
4 scalar Uav 1×1 U
1×1 U
1×1 U
simple 2×2 U
simple 2×2 J
scaled 2×2 U
scaled 2×2 J
FIG. 5. The difference in Hubbard parameters for four hex-
ahydrated transition metals, as calculated via the various lin-
ear response schemes and using two alternative simulation
set-ups (eV).
2. Comparison of schemes
Table I illustrates the dangers of averaging across the
two spin channels, as performed in averaged 1 × 1. For
systems where both the spin-up and spin-down channels
are partially occupied (see Fig. 4a) the responses are well-
behaved, the Hubbard parameters are both sensible and
similar, and averaging is unlikely to have any drastic ef-
fects. But for the heavier elements with filled spin-up
channels, we are faced with the prospect of averaging two
very different values, which in the most extreme cases
lead to negative Hubbard parameters. Here, averaging
the two values is likely to be an extremely poor approxi-
mation.
However, any Hubbard correction will not directly af-
fect a fully-occupied channel, because the Hubbard en-
ergy correction term (Eq. 1) vanishes regardless of the
magnitude of U . If it is imperative that the same cor-
rection must be applied to both channels, an argument
could be made in favor of applying the U↓ value in place
of an average. Of course, the Hubbard potential does
not vanish (Eq. 2) and fictional spin-up Kohn-Sham or-
bitals that overlap with the Hubbard projectors would be
shifted by U↓. This inconsistency may have unforeseen
effects, and an alternative may be to apply DFT +U to
partially-filled spin channels only.
Table I also demonstrates the shortcomings of sim-
ple 2 × 2, the approximate atom-wise-inversion-based
method. In the upper half of the table it yields rea-
sonable values similar to those of scaled 2×2. But in the
latter half (where dramatically different response in the
spin-up and spin-down channels is expected) the approx-
imation is a very poor one and the resulting parameters
are unphysical. Scaled 2× 2 encounters no such difficul-
ties, justifying the use of the rescaling factors λU/J . This
work will consider simple 2× 2 no further.
3. Dependence on simulation settings
The results of linear response calculations are sensitive
to the precise settings of a calculation. Figure 5 shows the
difference in Hubbard parameters as obtained using two
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TABLE III. Values of U and J (eV) for the 3d subspace of
Zn in hexahydrated zinc, calculated using the various linear
response schemes and two alternative sets of Hubbard pro-
jectors (as defined by the net charge configuration of the Zn
atom in a pseudoatomic solver).
PAO charge +0 +2
scalar U 10.05±0.03 34.77±0.01
averaged 1× 1 U 11.60±0.04 44.64±0.02
1× 1 U
↑ 11.67±0.06 44.65±0.03
U↓ 11.53±0.06 44.63±0.02
simple 2× 2 U 10.08±0.03 34.79±0.02
J 1.75±0.05 1.47±0.03
scaled 2× 2 U 10.08±0.03 34.79±0.02
J 1.75±0.05 1.47±0.03
quite different simulation schemes. Both sets of calcula-
tions were performed on the same physical systems, but
they differed in (a) the pseudopotentials used (Rappe vs.
in-house); (b) the electrostatic truncation scheme used
(padded cell with a spherical cutoff83 vs. a Martyna-
Tuckerman correction95); and (c) the resolution of the
fine grid used for calculating products of basis functions
(a factor of two vs. a factor of four finer than the stan-
dard grid). The majority of the Hubbard parameters
match to within 1 eV, except for those that relate to the
response of a nearly-fully occupied subspace, where the
response is extremely changeable.
4. A closed-shell system
Linear response calculations were also performed on
[Zn(H2O)6]
2+. Zn2+ is not strictly a transition metal,
as its 3d shell is filled. Linear response calculations on
closed shell systems tend to be troublesome,61,63 possibly
due the response becoming non-linear.64
The results of our calculations are listed in Table III.
These calculations were performed for two different def-
initions of the Hubbard projectors. In ONETEP these
are defined using pseudoatomic orbitals (PAOs): that
is, the DFT solutions of the isolated atom/ion with the
pseudopotential.77,96,97 Table III lists the Hubbard pa-
rameters for when the pseudoatomic problem was solved
with a total charge of 0 and +2, keeping the pseudopoten-
tial itself fixed. The Hubbard projectors corresponding
to the neutral pseudoatom are more diffuse than those
for the +2 case.
We find that U is exceptionally large as given by both
the scalar and spin-resolved linear response schemes, and
with either definition of the Hubbard projectors. The de-
pendence of the result on the Hubbard projectors is very
striking, and is the most dramatic case that we have seen.
But what is more remarkable is the robustness of these
calculations (as shown by the small uncertainties). Cru-
cially, this robustness is not due to the fact that some
schemes avoid matrix inversion: the uncertainties are
similar for schemes where matrix inversion is necessary
(2× 2) and those where it is not (1× 1), and in no case
0 1 2 3 4
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B3PW91 [98]
B3PW91 (AE) [100]
EXX-OEP [108]
Fock-0.35 [98]
Fock-0.5 [98]
HSE03 [109]
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FIG. 6. The indirect band gap of MnO, as calculated by
various computational approaches, as well as experimental
results (with error bars). All-electron calculations are denoted
“AE”.
did we observe evidence of non-linear response.
C. Properties of MnO
We calculated the band gap (Fig. 6) and the local
magnetic moment of Mn (Fig. 7) for bulk MnO using
Hubbard and Hund’s parameters obtained via our novel
schemes (and listed in Tables I and II). Semi-local func-
tionals dramatically underestimate the band gap of MnO;
the local/semi-local results presented in Fig. 6 underesti-
mate it by 2.3 eV on average (with a standard deviation
of 1.0 eV). They also underestimate the local magnetic
moment (by 0.35 ± 0.14µB). More sophisticated tech-
niques have been applied with mixed success: hybrid,
GW, and other DFT +U studies underestimate the band
gap by 1.3± 1.0, 1.3± 0.7, and 1.1± 0.7 eV respectively.
Our approaches compare very favourably, with the band
gap agreeing with experiment, differing on average by
−0.2± 0.4 eV. Scaled 2× 2 in particular gives both band
gap and magnetic moment in excellent agreement with
experiment.
It is worth mentioning that we found the predicted
band gap to be highly sensitive to the choice of pseu-
dopotential, with different pseudopotentials predicting
anything from a metal to gaps as large as 2 eV (for PBE).
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FIG. 7. The magnetic moment of the manganese atoms in
MnO, as calculated by various approaches.
valence band edge character
PBE
PBE + U (scalar)
PBE + U (1×1)
PBE + U (1×1 av)
PBE + U + J (scaled 2×2)
without UO
Mn O
FIG. 8. The valence band edge character of MnO, showing the
fractional contribution of Mn (purple) and O (orange). PBE
correctly predicts the valence band edge’s mixed character,
as do the different corrective schemes. This balance is due
largely to the U (and J where relevant) terms applied to the
oxygen 2p subspaces, which see the Mn fractions increase from
unphysically low values (indicated in white).
All-electron calculations yield a gap of 0.86 eV.100 To ob-
tain similar values with a pseudopotential, ensuring ac-
curate 4s and 4p scattering proved to be key.
Transition metal oxides are typically insulating for one
of two reasons. Early 3d transition metal oxides (such
as TiO and VO) are Mott-Hubbard insulators, with the
band gap sitting between the lower and upper Hubbard
bands. Late 3d transition metal oxides (such as CuO
and NiO) are charge-transfer insulators, with band gaps
formed between the oxygen 2p band and the upper metal
3d band, separated by the ligand-to-metal charge transfer
energy.
MnO sits near the boundary of these two regimes; the
valence band edge is neither purely metal 3d or oxygen
2p in character.113,119 As Fig. 8 illustrates, this picture
is captured by all schemes, with the valence band edge
character sitting between 36 to 59 % Mn. That said, if
Hubbard corrections are applied to Mn but not O, the
Mn character drops to below 26% in all cases, incorrectly
approaching the charge-transfer insulation. This demon-
strates the importance of applying corrections to the oxy-
gen orbitals. The valence band in its entirety is plotted
in Fig. 9, and our methods exhibit marked improvement
over PBE.
D. Structural properties of hexahydrated metal
complexes
We will now examine how these various Hub-
bard corrections affect the resulting geometry of the
hexahydrated metal systems. Hartree Fock,120 hy-
brid DFT,121,122 and semi-local xc-functionals (such as
PBE)123 already predict bond lengths consistent with
experiment,124 without any need for Hubbard correc-
tions. However, these corrections can dramatically affect
structural properties; it would be undesirable for them
to do so here.
If only the 3d orbitals of the transition metal species
are subjected to a Hubbard correction, and the structure
optimized, metal-oxygen distances dramatically lengthen
(Figs. 10a and 10b). This is because any hybridization
that existed between the metal 3d orbitals with lone pairs
on the water ligands is weakened by the lowering of the
energy of any filled 3d orbitals. Consequently, the in-
dividual species are stabilized and they drift apart. It
is clear that this elongation is wholly unphysical, taking
bond lengths well outside of the range of experimental
values. This failure is not specific to this particular sys-
tem or any procedure for computing U , but is a well-
documented problem.50,94,125,126
There are a number of approaches for correcting this
issue. One solution is DFT +U +V , which adds an inter-
site interaction term to the DFT + U energy functional
that may correctively favor O (2p)–metal (3d) bonding.49
Alternatively, adaptive Hubbard projectors can mitigate
the problem, as they will be more delocalized and re-
sponsive to the bonding environment.22 But perhaps the
most pragmatic approach is to add Hubbard corrections
to the 2p orbitals of the oxygen atoms.127,128 This lowers
their energies to levels comparable with the 3d orbitals,
re-establishing the possibility of hybridization.
The success of the latter method is demonstrated in
Fig. 10c, where the addition of these corrections reduces
any bond elongation to at most a five percent increase
(and in many cases much less). The alignment is partic-
ularly remarkable given the range of different U and J
values being used.
It is important to note that adding Hubbard terms to
the oxygen atoms (a) alters hydrogen-oxygen-hydrogen
angles by less than 2%, (b) alters oxygen-hydrogen bond
lengths by approximately 1%, and (c) does not result
in the oxygen atoms acquiring a magnetic moment (the
largest observed was 0.014µB for DFT and 0.073µB for
DFT +U + J).
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FIG. 9. The local Mn, O, and total densities of states as obtained by the different schemes. The 1× 1 result is similar to the
averaged 1 × 1 result, and so has been excluded for simplicity. The energy scale is shown relative to the valence band edge
energy εVBE. Experimental results (XES and XPS) from Ref 114 are included for comparison.
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FIG. 10. The mean (a) axial and (b) equatorial bond lengths of hexahydrated Mn3+ when optimized using DFT +U , for various
values of UMn and without adding a Hubbard correction to the oxygen atoms. The shaded regions indicate the range of values
reported by other computational studies,120–123 which are in line with experiment.124 (c) Metal-oxygen distances as given by
DFT +U–optimized structures, now with a first-principles Hubbard U correction to the oxygen 2p orbitals, as compared to
analogous PBE calculations. Each data-point corresponds to a distinct set of Hubbard parameters from Tables I and II (that
is, all different transition metal species and schemes for computing Hubbard parameters).
E. Spectroscopic properties of the hexahydrated
metal complexes
Hubbard corrections have significant bearing on spec-
troscopic properties (given that to first order, they open
a gap between the filled and unfilled Hubbard projec-
tors). This section will focus on d-d excitation energies,
where a single electron transitions between two 3d or-
bitals. While these transitions are formally dipole-dipole
forbidden by the Laporte selection rule, they are allowed
via vibronic coupling.130
The first subset of such transitions are those which in-
volve the flip of the electron’s spin. These transitions
additionally violate spin selection rules, but vibronic
coupling again means that they are observable (albeit
weakly). The transition energies are simply calculated as
the difference in the total energy between two DFT ( +U)
calculations where the total spin differs by ~. This was
done without updating U (for a brief discussion regarding
the updating of U see Appendix C). As this approach re-
lies only on the accuracy of the total energy, DFT alone
(without a Hubbard correction) might give reasonable
results. This is indeed what we find (Table IV). The re-
sults are relatively insensitive to the choice of Hubbard
parameters. Surprisingly, the scalar and scaled 2× 2 ap-
proaches yield near-identical results, despite the fact that
the two approaches differ by the value for J and share
the same value for U . A Hund’s correction ought to have
a significant bearing on spin-flip energies, providing fur-
ther evidence that the precise functional form of the +J
functional needs revision.
The other possible d-d excitations involve the transi-
tion of a single electron without changing its spin. These
transitions are spin-allowed, and thus will exhibit inten-
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TABLE IV. Spin flip energies (eV) for various hexahydrated transition metal systems. The quantum chemistry results are from
Ref. 122, and the experimental results are from Ref. 129 (and the references therein).
metal DFT
DFT +U (+J)
CASSCF CASPT2 MRCI exp
scalar av 1× 1 1× 1 scaled 2× 2
V2+ 1.06 1.10 1.09 1.28 1.10 2.01 1.89 1.98 1.62
Cr3+ 1.11 1.04 1.11 1.33 1.04 2.41 2.23 2.35 2.60
Mn2+ 2.16 2.41 2.39 2.41 2.42 3.42 2.91 3.25 2.34
Co2+ 1.60 1.85 1.85 1.86 1.85 1.96 1.95 1.76 1.98
Ni2+ 1.23 1.44 1.48 1.50 1.44 2.30 2.03 2.23 1.91
sities between those of fully allowed and spin-forbidden
transitions. The transition energies are calculated as the
difference in energy of the corresponding Kohn-Sham or-
bitals, and are listed in Table V.
We find that DFT and DFT +U (+ J) have mixed suc-
cess reproducing these transition energies. This not sur-
prising. The energy of such transitions is instead directly
related to the calculated Kohn-Sham band gap and, as
such, DFT (with its well-known underestimation of the
band gap) will not give accurate results. Hubbard cor-
rections tend to correctly enlarge Kohn-Sham band gaps,
but there is no reason a priori why the final gap it pro-
duces ought to be accurate.16 Ongoing efforts are being
made to construct generalized DFT +U theories that sat-
isfy Janak’s/Koopman’s theorem.131–133 These transition
energies will also be highly sensitive to static correlation,
a failing of DFT associated with multi-reference ground
states. This failing remains unaddressed and may be an
important factor in the overestimation of transition en-
ergies of Ti2+, Fe2+, and Co2+.7,8 Adapting DFT +U -
like functionals to correct both self-interaction and static
correlation error is an area of active research.134 Further-
more, the excitation energies shown have been computed
using a very simplistic approach, neglecting vibronic and
solvation effects (among others), which would likely re-
sult in significant shifts.135
IV. CONCLUSIONS
We have generalized the minimum-tracking linear re-
sponse formalism for calculating U and J to multiple
sites and spins.52 In this formalism, the non-interacting
response χ0 is strictly a ground state property. Previ-
ously, it was not possible to calculate Hubbard parame-
ters via linear response in large, spin-polarized systems
such as metalloproteins.136,137 But because minimum-
tracking is compatible with direct minimization (common
to linear-scaling density functional theory packages such
as ONETEP), linear response calculations on large and
complex systems are now possible.
Crucially, this formalism allowed us to work with spin
relatively easily. We demonstrated that the scalar lin-
ear response approach, whose use is widespread, yields a
Hubbard U that is unscreened by the opposite spin chan-
nel of the same site. We presented alternative approaches
that account for this screening. Specifically, the opposite
spin channel can be included in the bath, which is consis-
tent with the effective decoupling of spins into separate
subspaces implied by the standard DFT +U functional
(i.e. the 1 × 1 schemes). This lowers the resulting U
values. Alternatively (but not equivalently), if inter-spin
interactions require correction then a Hund’s coupling
parameter ought to be used in conjunction with an ad-
justed Hubbard parameter (scaled 2× 2).
Applying these approaches to hexahydrated transition
metals revealed significant trends in the Hubbard pa-
rameters across the transition metals. The linear re-
sponse calculations were remarkably stable numerically,
offering a possible route forward for closed-shell solids.
That said, the best DFT +U like model, and hence the
uniquely-defined linear-response calculation scheme for
that model, seems to be difficult to predict for a given
system and underlying exchange-correlation functional.
In the case of MnO, a canonical strongly correlated
system, our novel approaches gave band gaps, magnetic
moments, and valence band edge characters in excel-
lent agreement with experiment, with a satisfyingly small
variance compared to hybrid functionals and other meth-
ods. In the case of the hexahydrated transition metal
complexes all approaches reproduced reasonable bond
lengths but none reliably reproduced experimental d-
d excitation energies. The 1 × 1 approach gave the
best results for spin-flip energies (a well-defined ground-
state property), but even these were not in very good
agreement with quantum-chemistry results. Here, it ap-
pears that the electronic structure appears to be too
complicated to be accurately described by the stan-
dard DFT +U functional, especially while static corre-
lation remains unaddressed. This is an area of ongoing
research.134 The development of DFT +U methodolo-
gies are reliant on evermore accurate quantum chemistry
benchmarks (e.g. Refs. 138 and 139).
Applying Hubbard corrections to the oxygen 2p sub-
spaces proved to be necessary to preserve the correct va-
lence band edge character in MnO and to reproduce bond
lengths in hexahydrated transition metals.
By establishing a systematic approach for includ-
ing/excluding screening by the opposite spin channel,
these developments provide a route forward for perform-
ing DFT +U ( + J) on spin-polarized systems in a robust
and consistent manner.
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TABLE V. Kohn-Sham transition energies (eV) for spin-conserving d-d excitations. In all cases, corrective terms were applied
to both the metal 3d and oxygen 2p subspaces.
metal
final
DFT
DFT +U (+ J)
CASSCF CASPT2 MRCI exp
symmetry scalar av 1× 1 1× 1 scaled 2× 2
Ti3+
1B2g 0.27 3.16 1.48 1.63 2.79 0.00
1B3g 0.28 3.25 1.51 1.66 2.86 0.00
1Ag 1.94 3.98 2.81 2.92 3.76 1.69 1.71 1.76 2.16
1Ag 2.38 4.60 3.33 3.44 4.34 1.70 1.72 1.77 2.52
V2+
3B1g 1.97 4.92 3.98 4.35 4.61 1.19 1.26 1.28 1.53
3B2g 1.97 4.92 3.98 4.35 4.61 1.19 1.26 1.28 1.53
3B3g 1.97 4.92 3.98 4.35 4.61 1.19 1.26 1.28 1.53
Cr3+
3B1g 2.24 3.98 3.15 3.17 3.56 1.69 1.77 1.79 2.16
3B2g 2.24 3.98 3.15 3.17 3.56 1.69 1.77 1.79 2.16
3B3g 2.24 3.98 3.15 3.17 3.56 1.69 1.77 1.79 2.16
Cr2+
4Ag 0.38 2.06 1.60 1.80 1.83 0.62 0.69 0.64 1.17
4B2g 1.37 3.28 2.77 2.99 3.04 1.18 1.27 1.19
4B3g 1.53 3.44 2.93 3.15 3.22 1.23 1.30 1.23
4B1g 1.95 3.88 3.36 3.58 3.61 1.34 1.44 1.36 1.75
Mn3+
4Ag 0.21 1.28 0.68 0.62 0.97 0.69 0.77 0.72 1.11
4B2g 0.97 5.08 3.63 1.86 4.87 1.72 1.96 1.78 2.53
4B3g 2.64 5.28 3.99 3.41 4.95 1.76 1.99 1.82 2.53
4B1g 3.00 5.72 4.38 3.88 5.42 1.91 2.21 2.00 2.53
Fe2+
4B2g 1.28 5.62 6.03 4.92 4.95 0.00
4B3g 1.28 5.63 6.04 4.93 5.04 0.00
4Ag 1.88 5.73 6.07 5.07 5.24 0.75 0.80 0.83 1.29
4Ag 3.12 6.99 7.34 6.38 6.33 0.85 0.89 0.91 1.29
Co2+
3B2g 3.02 7.85 8.65 7.03 7.16 0.00
3B3g 3.03 7.85 8.67 7.04 7.17 0.00
3B2g 3.64 7.91 8.75 7.15 7.23 0.67 0.81 0.65 1.02
3B3g 3.64 7.91 8.78 7.16 7.24 0.68 0.81 0.65 1.02
3B3g 5.17 9.41 10.08 8.76 8.69 2.82 2.69 2.62 2.41
3B2g 5.17 9.42 10.10 8.77 8.70 2.85 2.69 2.62 2.41
Ni2+
2B3g 4.30 8.74 13.39 7.72 7.91 0.75
2B1g 4.30 8.74 13.39 7.72 7.91 0.76 0.89 0.85 1.05
2B2g 4.30 8.74 13.39 7.72 7.91 0.76
2B1g 4.30 8.74 13.39 7.72 7.91 1.31 1.48 1.45 1.67
2B2g 4.31 8.74 13.39 7.72 7.91 1.31
2B3g 4.31 8.74 13.39 7.72 7.91 1.31
Cu2+
1Ag 1.79 5.06 0.49 4.56 4.47 0.51 0.61 0.52 1.17
1B2g 2.31 6.19 1.12 5.49 5.33 0.84 1.08 0.85
1B3g 2.82 6.68 1.81 5.91 5.82 0.89 1.12 0.89
1B1g 3.34 6.85 1.99 5.95 5.88 0.97 1.23 0.99 1.56
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Appendix A: Details of linear response theory
We outline here the standard formalism for linear-
response density-functional theory, following Refs. 140–
142 and many others.
Suppose for a given system we perturb the external
potential by some small δvext(r). The resulting change
in the density is given by
δn(r) =
∫
dr′χ(r, r′)δvext(r′) (A1)
where χ(r, r′) is the response function to this perturba-
tion. For the same perturbation, we can choose to define
a second response function χ0(r, r
′) as
δn(r) =
∫
dr′χ0(r, r′)δvKS(r′). (A2)
The Kohn-Sham potential is given as vKS(r) =
vHxc[n](r) + vext(r) — that is, the sum of the Hartree
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and exchange-correlation potential, and the external po-
tential (which includes the atomic potentials as well as
the perturbing potential). It follows that δvKS(r) =
δvHxc[n](r) + δvext(r). By the Kohn-Sham construction,
the change in the Hubbard-plus-xc-potential can be re-
cast as
δvHxc[n](r
′) =
∫
dr′′f [nGS ](r′, r′′)δn(r′′), (A3)
where we have defined the Hartree plus exchange-
correlation kernel as
f [nGS ](r
′, r′′) =
δvHxc(r
′)
δn(r′′)
∣∣∣∣
n=nGS
. (A4)
Combining Eqs. (A1) to (A4) we can see that χ, χ0, and
f are related via a Dyson-like equation for the Hartree
plus exchange-correlation kernel:
χ(r, r′) =χ0(r, r′) +
∫
dr′′
∫
dr′′′χ0(r, r′′′)f [nGS ](r′′′, r′′)χ(r′′, r′) (A5)
and we can identify χ0(r, r
′) = δn(r)/δvKS(r′) as the
non-interacting response. For subspaces defined by pro-
jection operators Pˆ J , equation 12 defines the projected
non-interacting response, which is used in the minimum-
tracking formalism for U and in the present work.
Appendix B: Approximating U and J in the case of
atom-wise inversion
This appendix will cover the derivation of Eqs. (19),
(20), (23) and (24), with particular reference to the ap-
proximations involved.
Firstly, consider the Hubbard parameter. It was
demonstrated (Eq. 18) that it is given exactly by
U =
1
2
f↑↑dn↑ + f↑↓dn↓ + f↓↑dn↑ + f↓↓dn↓
d(n↑ + n↓)
. (B1)
We can interpret Eq. B1 as a statement that U is given
by a weighted average of the elements of fσσ
′
, where ele-
ments are weighted according to the extent to which the
spin-up and -down densities would respond to a pertur-
bation. In the case of spin-unpolarized systems, the two
densities would respond equally (dn↑ = dn↓) and Eq. B1
simplifies to
U =
1
2
(f↑↑ + f↑↓) (B2)
(where we have also taken advantage of the symmetries
f↑↑ = f↓↓ and f↑↓ = f↓↑). Such a straightforward sim-
plification is not possible for spin-polarized systems. In-
stead, we must account for the possibility of different
spin-up and -down density responses. To this end, we
consider the ratio
dn↑
dn↓
=
∑
σ χ
↑σdvσext∑
σ χ
↓σdvσext
. (B3)
If we focus in particular on a perturbation of the form
dv↑ext = dv
↓
ext this simplifies to∑
σ χ
↑σ∑
σ χ
↓σ = λU . (B4)
Therefore, if we assert that in general dn↑/dn↓ can be
approximated by λU then Eq. B1 simplifies to
U =
1
2
λU (f
↑↑ + f↓↑) + f↑↓ + f↓↓
λU + 1
. (B5)
This is Eq. 20 of scaled 2×2. This approximation is rea-
sonable but not rigorously justified, and is perhaps best
interpreted post hoc: for better or worse, scalar linear
response makes this approximation (as demonstrated by
the results of subsection II B).
For the Hund’s coupling parameter J one can derive
the analogous expression of Eq. 23 in a very similar man-
ner, except that the scaling factor λJ is constructed with
reference to a perturbation of the form dv↑ext = −dv↓ext
(that is, one that will most directly affect magnetic mo-
ments).
Equations 19 and 23 (simple 2 × 2) are more drastic
approximations derived by assuming λU = −λJ = 1.
As the results of this paper demonstrate, these are poor
approximations for spin-polarized systems.
Appendix C: Linear response calculations for
excited spin states
The results of Table IV came from DFT +U total en-
ergies for each system in a high-spin and a lowered-spin
state. Both of these calculations used the same Hubbard
parameters, obtained via linear response calculations on
the high-spin state.
Linear response calculations were also performed on
the lowered-spin states (see Table VI). It was found that
using updated Hubbard parameters worsened the result-
ing spin-flip energies (Table VII), with some cases even
predicting the wrong ground state.
Appendix D: A comparison with cRPA
For the sake of comparison, it is instructive to
study how constrained random-phase approximation
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TABLE VI. Hubbard parameters calculated via linear response for systems where one electron’s spin has been flipped from the
ground spin state. The differences to the parameters obtained for the ground state (Table I) are listed in parentheses.
metal
scalar averaged 1× 1 1× 1 scaled 2× 2
U U U↑ U↓ U J
V2+ 3.99 (−0.01) 2.57 (−0.21) 2.72 (−0.57) 2.42 (+0.14) 3.84 (−0.23) 0.35 (+0.01)
Cr3+ 4.03 (+0.13) 1.69 (−0.09) 1.71 (−0.15) 1.68 (−0.02) 4.01 (−0.03) 0.41 (+0.01)
Cr2+ 3.08 (−0.12) 2.04 (−0.35) 2.12 (−0.63) 1.97 (−0.07) 3.08 (−0.26) 0.31 (−0.02)
Mn3+ 5.26 (−0.14) 1.64 (−0.36) 1.59 (+0.08) 1.69 (−0.81) 5.27 (−0.59) 0.50 (+0.00)
Mn2+ 4.33 (−0.03) 2.97 (−1.08) 3.19 (−1.09) 2.74 (−1.08) 4.56 (−0.34) 0.38 (+0.01)
Co2+ 5.11 (+0.16) 2.85 (−3.34) 2.86 (−5.31) 2.85 (−1.37) 5.12 (−2.03) 0.42 (−0.06)
Ni2+ 5.49 (+0.23) 3.32 (−6.52) 3.31 (−12.10) 3.32 (−0.95) 5.48 (−6.87) 0.90 (+0.15)
TABLE VII. Spin flip energies (eV) for various hexahydrated transition metal systems with U (and J for 2 × 2) updated
following the flip. The quantum chemistry results are from Ref. 122, and the experimental results are from Ref. 129 (and
the references therein). The surprisingly small (and even negative) spin-flip energies for 2 × 2 are strongly reminiscent of the
findings of Millis and coworkers, who showed that the contemporary +J functional wrongly disfavours ferromagnetism.67
metal DFT
DFT +U (+J)
CASSCF CASPT2 MRCI exp
scalar av 1× 1 1× 1 scaled 2× 2
V2+ 1.06 1.11 1.26 1.28 0.80 2.01 1.89 1.98 1.62
Cr3+ 1.11 0.94 1.32 1.33 −0.15 2.41 2.23 2.35 2.60
Mn2+ 2.16 2.40 2.73 2.74 2.00 3.42 2.91 3.25 2.34
Co2+ 1.60 1.83 1.44 1.62 0.72 1.96 1.95 1.76 1.98
Ni2+ 1.23 1.81 1.03 1.50 0.41 2.30 2.03 2.23 1.91
(cRPA) methods account for the spin-screening of Hub-
bard parameters.143,144 In these approaches, the non-
interacting response χ0 is partitioned into components
corresponding to response within/between various sub-
spaces. For instance, consider a system consisting of a
single site with spin-up and -down channels. The compo-
nent due to response solely within the spin-up subspace
is given by the (↑, ↑)th entry of χ0 — that is,
(χ0,↑)σσ
′ ≡
(
χ0
↑↑ 0
0 0
)
. (D1)
The non-interacting response due to all other contribu-
tions is
(χ˜0,↑)σσ
′ ≡ χ0 − χ0,↑ =
(
0 χ0
↑↓
χ0
↓↑ χ0↓↓
)
. (D2)
For such a non-interacting response χ˜0,σ there is a corre-
sponding Dyson equation
UσRPA =
[(
f−1 − χ˜0,σ
)−1]σσ
(D3)
where UσRPA is now screened by everything save inter-
actions within the spin-σ subspace (as this screening is
what χ˜0,σ pertains to).
Screened interaction parameters UσRPA for hexahy-
drated metal systems are tabulated in Table VIII. In
this work, it was shown that point-wise inversion (the
averaged and non-averaged 1 × 1 schemes) yields an in-
teraction screened by both the opposite spin channel on
the same site and the remainder of the system, so we
expect the results of Table VIII to resemble those of Ta-
ble I. They are correlated, but the match is certainly not
exact. This suggests that the RPA is not a good ap-
proximation for screening between unlike-spins, and that
TABLE VIII. Spin-screened Hubbard parameters U (eV) cal-
culated using the cRPA approach. The differences with re-
spect to the corresponding averaged and non-averaged 1 × 1
results of Table I are given in parentheses.
metal average U↑ U↓
Ti3+ 0.80 (−0.86) 0.88 (−0.97) 0.71 (−0.76)
V2+ 2.22 (−0.56) 2.57 (−0.72) 1.88 (−0.40)
Cr3+ 1.16 (−0.62) 1.06 (−0.80) 1.26 (−0.44)
Cr2+ 2.07 (−0.32) 2.31 (−0.44) 1.83 (−0.21)
Mn3+ 1.17 (−0.83) 0.38 (−1.13) 1.95 (−0.55)
Mn2+ 3.47 (−0.58) 3.15 (−1.13) 3.78 (−0.04)
Co3+ 1.20 (+0.01) 1.20 (+0.01) 1.20 (+0.01)
Co2+ 5.19 (−1.00) 6.23 (−1.94) 4.14 (−0.08)
Ni2+ 8.36 (−1.48) 12.39 (−3.02) 4.32 (+0.05)
Cu2+ −3.53 (−0.99) −11.44 (−2.33) 4.37 (+0.33)
more sophisticated methods (such as that of Ref. 145)
are required.
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