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Codes Correcting All Patterns of
Tandem-Duplication Errors of Maximum Length 3
Mladen Kovacˇevic´
Abstract—The set of all q-ary strings that do not contain
repeated substrings of length 6ℓ forms a code correcting
all patterns of tandem-duplication errors of length 6ℓ, when
ℓ ∈ {1, 2, 3}. For ℓ ∈ {1, 2}, this code is also known to be
optimal in terms of asymptotic rate. The purpose of this paper is
to demonstrate asymptotic optimality for the case ℓ = 3 as well,
and to give the corresponding characterization of the zero-error
capacity of the (63)-tandem-duplication channel. This settles
the zero-error problem for (6ℓ)-tandem-duplication channels in
all cases where the duplication roots of strings are unique.
Index Terms—Tandem duplication, tandem repeat, duplication
error, DNA storage, sticky insertion, zero-error code, constrained
code, square-free string.
I. INTRODUCTION AND PRELIMINARIES
TANDEM duplications are a type of “sticky” errors thatnaturally occur as mutations in DNA strings and are thus
a potential source of impairments in in vivo DNA storage sys-
tems [5]. While the problem of correcting tandem duplications
of fixed and known length ℓ is well-understood, both in the
fixed-number-of-errors [7], [8] and the unbounded-number-of-
errors [5], [6] scenarios, the presumably more relevant problem
of correcting tandem duplications of varying lengths is far
from being solved. The model in which the length of each
duplication is drawn randomly from a given set of possible
values, e.g., {1, 2, . . . , ℓ}, has shown to be considerably more
difficult than its fixed-length counterpart, and to require differ-
ent constructions and proof techniques. In particular, optimal
codes correcting all patterns of duplications of length 6ℓ have
been found only in the special case ℓ = 2 [5, Thm 32].
Our main contribution in the present paper is a proof that a
similar construction for the model with tandem duplications
of length 63 [5, Thm 27] is also asymptotically optimal
in terms of rate. As a consequence of this fact, we give
a characterization of the zero-error capacity of the (63)-
tandem-duplication channel. This result settles the zero-error
problem for (6ℓ)-tandem-duplication channels in all cases
where the duplication roots are unique, namely ℓ = 1, 2, 3
[5] (the notions of duplication roots and zero-error codes are
defined in the following two subsections). For larger values
of ℓ, however, the roots are not unique [5, Thm 40], and
hence further investigation and different constructions will be
required to solve the zero-error problem in such channels.
Apart from information- and coding-theoretic questions of
the kind we discuss, several other problems concerning models
with tandem duplications of varying lengths have been studied
in the literature, see, e.g., [3], [4], [9].
Date: November 15, 2019.
The author is with the BioSense Institute, University of Novi Sad, 21000
Novi Sad, Serbia (email: kmladen@uns.ac.rs).
A. The channel model
The channel alphabet is denoted by Aq := {0, 1, . . . , q−1},
and the set of all strings (or words) over Aq by A
∗
q :=⋃
∞
i=0A
i
q. The channel acts on the transmitted string x by
successively applying a number of tandem duplications of
length 63, where a tandem duplication of length k is an
insertion of an exact copy of a substring of length k next to the
original substring. We emphasize that the number of applied
duplications is not known in advance to either the transmitter
or the receiver and can take on any value in the set of natural
numbers {0, 1, 2, . . .}.
The following list of strings over A3, each producing the
next via a tandem duplication of length 63, is an example of
how the channel acts on a transmitted string x:
x = 0 1 1 2 0 2 1 0 (1a)
x
(1) = 0 0 1 1 2 0 2 1 0 (1b)
x
(2) = 0 0 1 1 2 0 2 2 0 2 1 0 (1c)
x
(3) = 0 0 1 1 2 0 2 2 0 2 1 2 1 0 (1d)
x
(4) = 0 0 1 1 1 1 2 0 2 2 0 2 1 2 1 0 . (1e)
In each step, the original substring that is being duplicated is
overlined, and the inserted duplicate is underlined. In more
precise terms, the channel can be described as follows:
• Input: x ≡ x(0)
• Draw randomly a number t (the number of duplications)
from the set {0, 1, 2, . . .}
• For i = 1, . . . , t, repeat the following:
– Choose the duplication location j in the string x(i−1)
at random from the set {1, . . . , |x(i−1)|}
– Choose the duplication length k at random from the
set {1, . . . ,min{j, 3}}
– Insert a copy of the substring x
(i−1)
j−k+1 · · ·x
(i−1)
j next to
the original substring in x(i−1) to produce x(i)
• Output: y ≡ x(t)
We say a string y is a t-descendant of x if y can be obtained
by applying successively t tandem duplications of length 63
on x. The set of all t-descendants of x is denoted Dt(x).
Note that a string may belong to both Dt(x) and Ds(x),
s 6= t, because duplications of different lengths are allowed in
the model, i.e., Dt(x) ∩Ds(x) is not necessarily empty (for
example, 0 1 1 1 1 is both a 1-descendant of 0 1 1 obtained via
a single duplication of length 2, and a 2-descendant of 0 1 1
obtained via two duplications of length 1 each). The set of all
descendants of x is denoted D∗(x) :=
⋃
t>0D
t(x), where
D0(x) := {x}. In this notation, for an input string x, the
possible channel outputs are all strings from D∗(x).
2B. Zero-error codes and capacity
Two strings x,y ∈ A∗q are said to be confusable in a given
communication channel if they can produce the same string at
the output of that channel; they are said to be non-confusable
otherwise. In our terminology, x and y are confusable if they
have a common descendant, i.e., if D∗(x)∩D∗(y) 6= ∅. A set
of strings C ⊆ A∗q is said to be a zero-error code [11] for a
given channel if every two different codewords x,y ∈ C are
non-confusable. In other words, a zero-error code is a code
that is able to correct all error patterns that can be realized in
a given channel.
The rate of a code C ⊆ Anq , expressed in bits per symbol,
is defined as 1
n
log2 |C|. A zero-error code C ⊆ A
n
q is said to
be optimal if there is no other zero-error code C′ ⊆ Anq such
that |C′| > |C|. The zero-error capacity of a channel is the
lim supn→∞ of the rates of optimal zero-error codes in A
n
q .
II. OPTIMAL ZERO-ERROR CODES FOR THE
(63)-TANDEM-DUPLICATION CHANNEL
Throughout this section we assume that q > 3 because the
zero-error capacity of the (63)-tandem-duplication channel is
trivially zero when the alphabet is binary.
A. Duplication roots and irreducible strings
By successively applying the operation of de-duplication,
i.e., removing duplicate substrings of length 63, every string
x can be reduced to its root string R(x) which contains no
repeated substrings of length 63. Furthermore, as shown in
[5, Thm 24], the roots are unique, i.e., one is guaranteed to
end up with the same string regardless of the order in which
de-duplication is applied on the duplicates appearing in x. (We
emphasize again that this is only true in models with tandem
duplications of length 61, 62, or 63, and does not hold when
tandem duplications of length 6ℓ are allowed, for ℓ > 4.)
In this context, a string that contains no repeated substrings
of length 63 is called irreducible. In other words, a string is
irreducible1 if it contains no substring of the form a a, a b a b,
and a b c a b c, where a, b, c ∈ Aq . Let Irrq denote the set
of all irreducible strings over Aq , Irrq(n) the set of all such
strings of length n, and Iq(n) the cardinality of the latter,
Iq(n) := | Irrq(n)|. Since any two different irreducible strings
x,y are necessarily non-confusable, i.e., D∗(x)∩D∗(y) = ∅,
the set Irrq(n) is a zero-error code [5, Thm 27].
Of interest to us here is the asymptotic behavior of the
quantity Iq(n) as n→∞, particularly its exponential growth-
rate:
ιq := lim
n→∞
1
n
log2 Iq(n). (2)
The exponent ιq can be characterized by using standard
approaches from the theory of constrained systems [10], e.g.,
as the logarithm of the largest eigenvalue of the adjacency
matrix of a directed graph that represents the state-diagram of
the system generating irreducible strings. We shall use here
a simpler characterization from [1, Prop. 2] where it was
1Irreducible strings are an instance of pattern-avoiding strings,
or constrained strings [10], the set of forbidden patterns being
{a a, a b a b, a b c a b c : a, b, c ∈ Aq}.
shown that Iq(n) satisfies the recurrence relation Iq(n) =
(q−2)Iq(n−1)+(q−3)I(n−2)+(q−2)Iq(n−3), and that,
consequently, ιq = log2 r, where r is the unique positive real
root of the polynomial x3 − (q − 2)x2 − (q − 3)x− (q − 2).
In the following lemma we give another characterization of
the exponent ιq for the ternary case (q = 3), as well as the
consequent lower bound on ιq for the general case, which will
be instrumental in proving our main result (Theorem 3).
Lemma 1. For every q > 3 and β ∈ [0, 1],
ιq >
H(β)
1 + 2β
, (3)
where H(β) := −β log2 β− (1− β) log2(1−β) is the binary
entropy function. The equality in (3) is attained if and only if
q = 3 and β = β¯, where β¯ is the unique positive solution to
the equation (1− x)3 = x.
Proof: We prove that:
ι3 = max
06β61
H(β)
1 + 2β
, (4)
from which the statement of the lemma will follow imme-
diately. Equating the derivative of
H(β)
1+2β to zero, one finds
that the maximizer in (4) is the unique positive real number
satisfying the equation (1−x)3 = x, call it β¯. The right-hand
side of (4) can then be expressed as:
H(β¯)
1 + 2β¯
= log2
(
β¯
−β¯
1+2β¯ · (1 − β¯)
−1+β¯
1+2β¯
)
= − log2(1 − β¯).
(5)
On the other hand, ι3 is known to equal log2 r, where r is the
unique positive real solution to the equation x3 − x2 − 1 = 0
[1, Prop. 2]. Therefore, proving the equality in (4) is equivalent
to proving that − log2(1 − β¯) = log2 r, i.e., that (1 − β¯)
−1
is a solution to x3 − x2 − 1 = 0. This is easily verified after
substituting (1− β¯)−1 for x and using the fact that (1− β¯)3 =
β¯.
B. Confusability of strings in the (63)-tandem-duplication
channel
In this subsection we note a simple fact about the confus-
ability of strings in a given descendant cone D∗(x), the main
point of which is to establish Lemma 2. For a further study of
combinatorial and algorithmic aspects of confusability in the
(62)- and (63)-tandem-duplication channel, see [2].
Consider a string x and the set of its 1-descendants,D1(x).
We first demonstrate that any zero-error code C ⊆ D1(x)
can contain at most two codewords, i.e., |C| 6 2. Consider
x
′,x′′ ∈ D1(x), and suppose that the mutations producing
x
′ and x′′ from x are applied to different, non-overlapping
substrings of x. Then x′ and x′′ are confusable because
they have a common descendant (to see this, apply on x′
the duplication that has produced x′′ from x, and vice
versa). Now suppose that the duplications producing x′ and
x
′′ from x are applied to overlapping substrings of x. By
checking all the possible cases, one verifies directly that in
all of them but one, one can use the same reasoning as
for the non-overlapping segments to see that x′ and x′′ are
3confusable. For example, the strings x′ = u a b c a b c dv and
x
′′ = u a b c d b c dv (both descendants of x = u a b c dv)
have a common descendant u a b c a b c d b c dv; the strings
x
′ = u a b c a b c dv and x′′′ = u a a b c dv have a common
descendant u a a b c a b c dv; etc. The only possibility when
non-confusable descendants of x may be obtained is the
following: for x = u a b c v, where a, b, c ∈ Aq are distinct
symbols, let
x
′ = u a b c a b cv (type I) (6a)
x
′′ = u a b b c v . (type II) (6b)
As indicated above, we shall refer to the duplications in (6a)
and (6b) as “type I” and “type II” duplications, respectively
(this is not a formal definition, we only introduce the termi-
nology for ease of future reference). For x′, x′′ as in (6), we
cannot apply the same reasoning as before to conclude that
they are confusable, and indeed they are not in general. For
example, if both u and v are empty strings, then x′ and x′′
in (6) are non-confusable because the symbol a cannot appear
after the symbol c in the descendants of x′′, whereas a appears
after c in all descendants of x′ (a similar example was given
in [5]). This situation arises because the segment a b c that
appears in the original string x no longer appears in x′′ since
it has been “broken up” by the insertion of a copy of b.
Remark 1. Not every situation when typeI/type II muta-
tions are applied to the same segment will result in non-
confusable descendants. As a counterexample consider the
strings a b c a b c a and a b b c a (both descendants of a b c a)
that have a common descendant a b b c a b c a and are thus
confusable. However, the fact that this is the only case when
two descendants may be non-confusable is sufficient for our
purposes. In particular, it will enable us to derive a tight upper
bound on the cardinality of optimal zero-error codes. N
The above observation is true in general, not only for 1-
descendants of a string x. Namely, if x′,x′′ ∈ D∗(x) are
obtained after two different patterns of duplications have been
applied to x, in each of these strings we can repeat/imitate
the duplications applied on the other, in the same order, and
thus conclude that they have a common descendant. The only
way for this imitation process not to be feasible from some
point on, is to arrive at a situation where type I mutation
has been applied in x′ and type II in x′′, so that x′′ is not
able to imitate the corresponding mutation in x′. The main
observation here is the following: Whenever a duplication of
length 2 or 3 is applied to a string, all substrings of length 63
from the original string are preserved in the resulting string
(with additional few substrings being created at the place the
duplicate was inserted). The only way for a segment of length
63 from the original string to disappear in the resulting string
is after a duplication of length 1, as the example in (6b)
illustrates.
Here is the example from (1) presented in a slightly dif-
ferent way so as to clarify our point (the segment 1 2 0 is
highlighted, and the duplications to the left, resp. right, of this
segment are shown so that a duplicate is inserted to the left,
resp. right, of the original2):
x = 0 1 1 2 0 2 1 0 (7a)
x
(1) = 0 0 1 1 2 0 2 1 0 (7b)
x
(2) = 0 0 1 1 2 0 2 2 0 2 1 0 (7c)
x
(3) = 0 0 1 1 2 0 2 2 0 2 1 2 1 0 (7d)
x
(4) = 0 0 1 1 1 1 2 0 2 2 0 2 1 2 1 0 . (7e)
Let z = 0 1 1 2 2 0 2 1 0. Note that z can mimic all
duplications of substrings of x that either do not overlap with
the segment 1 2 0, or overlap with it only partially3, such as
those illustrated in (7):
x = 0 1 1 2 0 2 1 0 (8a)
z = 0 1 1 2 2 0 2 1 0 (8b)
z
(1) = 0 0 1 1 2 2 0 2 1 0 (8c)
z
(2) = 0 0 1 1 2 2 0 2 2 0 2 1 0 (8d)
z
(3) = 0 0 1 1 2 2 0 2 2 0 2 1 2 1 0 (8e)
z
(4) = 0 0 1 1 1 1 2 2 0 2 2 0 2 1 2 1 0 . (8f)
Thus, any pair of strings from (7) and (8) is confusable; for
example, a common descendant of z and x(3) above is z(3).
The only mutation z cannot imitate is the duplication of the
entire segment 1 2 0 because the corresponding segment in
z no longer exists (it has been “broken up” by the inserted
symbol 2). For example, if x(2) in (7c) was to mutate to
y = 0 0 1 1 2 0 1 2 0 2 2 0 2 1 0 (9)
instead of x(3), we would not be able to apply the same process
as in (8) any more.
Lemma 2. Fix q > 3 and a string x ∈ Anq .
Let C ⊆ Dt(x) be a zero-error code for the (63)-tandem-
duplication channel. Then |C| 6 2t.
Let C′ ⊆ Dt(x) be a zero-error code satisfying an addi-
tional requirement that, out of t duplications producing each
codeword from x, exactly b are of length 3. Then |C′| 6
(
t
b
)
.
Proof: As we have just demonstrated, if two strings in
Dt(x) are non-confusable, then there is necessarily a segment
of the form a b c a b c in one of them, while the corresponding
segment in the other is a b b c. In other words, every pair
of codewords of a zero-error code has to differ at some
position by a type I/type II mutation. Therefore, among the
t-descendants of x, there can be at most as many code-
words as there are sequences of length t over the “alphabet”
{type I, type II}, which is 2t, as claimed.
With an additional requirement that exactly b duplications
producing the codewords are of type I, we conclude by
the same reasoning that the number of codewords is upper-
bounded by the number of constant-weight binary sequences
of length t and Hamming weight b, which is
(
t
b
)
.
2It makes no difference whether a duplicate is inserted to the left or to the
right of the original as both options result in the same string.
3For x as in (7a), the substrings of length 63 that partially overlap with
the segment 1 2 0 are: 1, 2, 0, 1 1, 1 2, 2 0, 0 2, 0 1 1, 1 1 2, 2 0 2, 0 2 1.
4C. Zero-error capacity
Let C∗q (n) ⊆ A
n
q be an optimal zero-error code for the
(63)-tandem-duplication channel. For a given irreducible
string x ∈ Irrq, define C∗x(n) := C
∗
q (n) ∩D
∗(x). Then C∗
x
(n)
is an optimal zero-error code in the set of all descendants of x
of length n. This is because the roots of strings (with respect
to tandem duplications of length 63) are unique and, one
can, without loss of generality, construct a code separately in
the descendant cones of each of the possible roots/irreducible
strings [5]. Therefore, an optimal zero-error code of length n
can be expressed as a disjoint union of optimal codes in each
of the descendant cones:
C∗q (n) =
⋃
x∈Irrq
C∗
x
(n). (10)
The following claim gives a characterization of the expo-
nential growth-rate of the cardinality of optimal codes C∗q (n),
or equivalently, of the zero-error capacity of the (63)-tandem-
duplication channel. It states that this quantity is equal to ιq ,
and is therefore attained by the codes Irrq(n) consisting of
irreducible strings of length n.
Theorem 3. The zero-error capacity of the (63)-tandem-
duplication channel with alphabet Aq equals ιq .
Proof: We need to show that:
lim
n→∞
1
n
log2 |C
∗
q (n)| = ιq. (11)
Since Irrq(n) ⊆ C∗q (n), we already know that
limn→∞
1
n
log2 |C
∗
q (n)| > ιq (see (2)), so it is enough to prove
the opposite inequality limn→∞
1
n
log2 |C
∗
q (n)| 6 ιq . In order
to show this, we shall simplify the analysis by constructing
a sufficiently big sub-code C(n;m, t, b) ⊆ C∗q (n) having the
same exponential growth-rate as the optimal code C∗q (n), i.e.,
limn→∞
1
n
log2 |C
∗
q (n)| = limn→∞
1
n
log2 |C(n;m, t, b)|, for
an appropriate choice of the parameters m, t, b.
Fix an arbitrary irreducible string x of length m, x ∈
Irrq(m), and let Cx(n; t, b) ⊆ C∗x(n) be a code containing
only those codewords of C∗
x
(n) satisfying the following two
conditions: 1) every codeword belongs to Dt(x), i.e., is a t-
descendant of x, and 2) out of t duplications producing a given
descendant/codeword from x, exactly b are of length 3. We
then define the above-mentioned subcode as:
C(n;m, t, b) :=
⋃
x∈Irrq(m)
Cx(n; t, b). (12)
It follows from the construction that:
C∗q (n) =
⋃
m,t,b
C(n;m, t, b), (13a)
and hence:
|C∗q (n)| =
∑
m,t,b
|C(n;m, t, b)|. (13b)
It should now be clear that |C(n;m, t, b)|, maximized over all
possible values of m, t, b, has the same exponential growth-
rate as |C∗q (n)| (the choice of m, t, b is made for every n, i.e.,
the optimizing values of the parameters m, t, b are in general
functions of the block-length n). This follows from (13b) and
the pigeon-hole principle—the cardinality of the code C∗q (n)
grows exponentially fast in the block-length n, while there
are linearly many choices for each of m, t, and b, so for at
least one of these choices the codes C(n;m, t, b) will contain
exponentially many codewords (with the same exponent).
Therefore, the codes C(n;m, t, b) are asymptotically optimal
in terms of rate, i.e., they achieve the zero-error capacity of the
(63)-tandem-duplication channel, when the parametersm, t, b
are chosen appropriately (so as to maximize |C(n;m, t, b)|).
Let us now calculate the rate of the constructed codes. By
(12) and Lemma 2 (which states that |Cx(n; t, b)| 6
(
t
b
)
), the
cardinality of the code C(n;m, t, b) can be upper-bounded as:
|C(n;m, t, b)| 6 Iq(m) ·
(
t
b
)
, (14)
while the length of this code can be lower-bounded as:
n > m+ 3b+ (t− b) = m+ t+ 2b (15)
(the initial irreducible string is of length m, and exactly b
duplications that produce its descendants are of length 3).
Therefore,
1
n
log2 |C(n;m, t, b)| 6
log2 Iq(m) + log2
(
t
b
)
m+ t+ 2b
. (16)
To determine the asymptotics of this quantity as n → ∞,
several cases that correspond to different choices of the
parameters m, t, b need to be considered:
• t = o(m). In this case we obtain from (16):
lim
n→∞
1
n
log2 |C(n;m, t, b)| = ιq.
• m = o(t). Let also4 b ∼ βt, for a constant β ∈ [0, 1].
Then:
lim
n→∞
1
n
log2 |C(n;m, t, b)| 6
H(β)
1 + 2β
6 ιq , (17)
where the first inequality follows from (16) and the fact
that
(
t
βt
)
= 2tH(β)+o(t), and the second is identical to
(3).
• m and t are of the same order, m = Θ(t). Let t ∼ τm,
for a constant τ > 0, and b ∼ βt, for a constant β ∈ [0, 1].
Then:
lim
n→∞
1
n
log2 |C(n;m, t, b)| 6
ιq + τH(β)
1 + τ(1 + 2β)
6 ιq.
(18)
Again, the first inequality follows from (16), and the
second is equivalent to (3).
In conclusion, all choices of the parameters m, t, b result in
the asymptotic rate of the codes C(n;m, t, b) being 6 ιq. Since
these codes are asymptotically optimal in terms of rate, as
argued in the second paragraph of this proof, the identity (11)
is thereby established.
As noted in the preceding proof, the assumptions that have
been adopted in the code construction—that all codewords
4In the case when limt→∞
b
t
does not exist, one arrives at the same
conclusion by using lim sup instead of lim in all expressions.
5have the same block-length (n) and that they are all obtained
from their root via the same number of mutations (t) and
the same number of “type I” mutations (b)—do not affect
the achievable code rates. They certainly do affect the sub-
exponential factors in the cardinality of the resulting codes,
i.e., the speed of convergence of the corresponding code rates
to capacity, and hence a more careful analysis would be needed
if one is interested in quantifying these lower-order terms.
REFERENCES
[1] Y. M. Chee, J. Chrisnata, H. M. Kiah, and T. T. Nguyen, “Efficient
Encoding/Decoding of Irreducible Words for Codes Correcting Tandem
Duplications,” in Proc. 2018 IEEE Int. Symp. Inf. Theory (ISIT),
pp. 2406–2410, Vail, CO, USA, Jun. 2018.
[2] Y. M. Chee, J. Chrisnata, H. M. Kiah, and T. T. Nguyen, “Deciding the
Confusability of Words Under Tandem Repeats in Linear Time,” ACM
Trans. Algorithms, vol. 15, no. 3, article no. 42, 2019.
[3] F. Farnoud, M. Schwartz, and J. Bruck, “The Capacity of String-
Duplication Systems,” IEEE Trans. Inf. Theory, vol. 62, no. 2, pp. 811–
824, 2016.
[4] S. Jain, F. Farnoud, and J. Bruck, “Capacity and Expressiveness of
Genomic Tandem Duplication,” IEEE Trans. Inf. Theory, vol. 63, no. 10,
pp. 6129–6138, 2017.
[5] S. Jain, F. Farnoud, M. Schwartz, and J. Bruck, “Duplication-Correcting
Codes for Data Storage in the DNA of Living Organisms,” IEEE Trans.
Inf. Theory, vol. 63, no. 8, pp. 4996–5010, 2017.
[6] M. Kovacˇevic´, “Zero-Error Capacity of Duplication Channels,” IEEE
Trans. Commun., vol. 67, no. 10, pp. 6735–6742, 2019.
[7] M. Kovacˇevic´ and V. Y. F. Tan, “Asymptotically Optimal Codes Correct-
ing Fixed-Length Duplication Errors in DNA Storage Systems,” IEEE
Commun. Lett., vol. 22, no. 11, pp. 2194–2197, 2018.
[8] A. Lenz, N. Ju¨nger, and A. Wachter-Zeh, “Bounds and Construc-
tions for Multi-Symbol Duplication Error Correcting Codes,” preprint:
arXiv:1807.02874v3, Sep. 2018.
[9] P. Leupold, C. Martı´n-Vide, and V. Mitrana, “Uniformly Bounded
Duplication Languages,” Discrete Appl. Math., vol. 146, no. 3, pp. 301–
310, 2005.
[10] B. H. Marcus, R. M. Roth, and P. H. Siegel, An Introduction to
Coding for Constrained Systems, 5th ed., 2001. Available online at:
http://www.math.ubc.ca/ marcus/Handbook/.
[11] C. E. Shannon, “The Zero Error Capacity of a Noisy Channel,” IRE
Trans. Inf. Theory, vol. 2, no. 3, pp. 8–19, 1956.
