Wagon text extraction mainly depends on manual identification of relevant information, which is laborious, time consuming, monotonous and error-prone. To address this concern, we develop a two-stage wagon text extraction system based on the combination of transfer learning and defect-restore generative adversarial network (GAN). Considering the limited number of wagon images and vast computer resource required, wagon texts are first detected via refined connectionist text proposal network. In this study, we focus on text recognition and develop a generic strategy comprising an adversarial learning. The generator is made up of encoder-decoder-encoder sub-networks, enabling it to learn discriminative representations from the intermediate layer. In addition, by adding a random mask block prior to the generator and rebuilding the encoder with full convolution structure, the proposed strategy is able to significantly reduce the noise sensitivity of the encoder. The generated images are of high quality, even when the image is masked. The propose strategy yields an accuracy of 97.76% on 2682 real-world test sub-images, remarkably outperforms the prior arts. Furthermore, the proposed defect-restore GAN model performs well on synthetic images contaminated by three types of noise, which evidently verifies its robustness.
I. INTRODUCTION
Character recognition has been an active research topic and has shown promising results in recent years [1] , [2] . It has numerous and diverse real-word applications, such as automatic license plate recognition and handwritten language recognition. Different from general character recognition aiming to convert images of handwritten or printed text into machine-encoded text, scene text extraction is much more challenging. The main challenges for extracting text from natural images lie in the large variety of the appearance of the characters, which are different with each other in color, shape, size, and pattern. Another unique property of this problem is the complex layout of the background. It is difficult to segment text from natural images with complex background. In addition, various interference factors, such as nonuniform The associate editor coordinating the review of this manuscript and approving it for publication was Amr Tolba . illumination, noise, blur, reflections and partial occlusion, may affect the performance of scene text recognition. In this paper, we are concerned with a special application scenario of scene text extraction: image-based sequential text extraction from running wagons, an application in the field of intelligent transportation [3] - [5] . Currently, most of the open wagon character recognition, especially in China, relies on manual identification of relevant information, which is laborious and time consuming. With the development of railway industry, it is highly desired to collect and recognize the information from running wagons accurately and intelligently [6] , [7] .
Various attempts have been made to address the problem of scene text extraction and remarkable successes have been achieved in the last few decades [1] , [8] . A scene text extraction system usually is made up of two major components, including text detection/localization and text recognition. The text detection/localization component locates the regions containing text, and is a prerequisite step for retrieving text information from natural images [9] . Prior to the advance of deep learning, manually designed features along with conventional machine learning methods were employed to distinguish text and non-text regions, although they were not robust to complicated background [10] - [14] . Recently, more and more outstanding scene text detection methods based on deep learning (especially on fully convolutional network and region-based convolutional network) were proposed [15] , e.g., Connectionist Text Proposal Network (CTPN) [16] , Efficient and Accuracy Scene Text detection (EAST) [17] as well as TextBoxes++ [18] , and achieved state-of-thearts performance. For instance, CTPN, specially designed for straight text lines, first detects text in a sequence of fine-scale proposals, and then recurrently connects these sequential proposals via Bi-directional long short-term memory architecture (BLSTM) [19] . EAST, based on U-shape fully convolutional network (FCN) [20] , is able to directly produce text regions and provide an end-to-end framework for text detection. It further employs Non-Maximum Suppression (NMS) merging [21] to obtain predicted geometric shapes. TextBoxes++ extends the TextBoxes [22] from a horizontal text detection to arbitrary oriented text detection by replacing the rectangular box representation in conventional object detector with a quadrilateral representation. Similar to EAST, there is no post-processing step except the NMS in TextBoxes++. It directly outputs multi-layer bounding boxes via joint prediction of text presence and coordinate offsets to anchor boxes. It outperforms competing methods on five commonly-used benchmarks.
The detected regions containing text are further recognized by text recognition strategies. Although several traditional scene text recognition algorithms have achieved great success in scene text extraction [23] - [25] , they are generally surpassed by recent methods based on deep neural networks, such as Convolutional Recurrent Neural Network (CRNN) [26] and Attention-based Optical Character Recognition (Attention OCR) [27] , [28] . The authors of CRNN combined Deep Convolutional Neural Network (DCNN) and Recurrent Neural Network (RNN), and developed an end-to-end framework for sequential text recognition which did not require the hand-crafted features and any other pre-processing step. They compared CRNN with the prior scene text recognition algorithms on three standard benchmarks, and obtained better performance. Lee et al. proposed a deep learning-based framework for OCR in the wild [28] . They employed the recursive CNN to extract image features efficiently. Then, the utilization of a sequential attention-based modeling mechanism enabled the network to select useful features. The performance of this method was verified on challenging benchmarks, such as Street view text and Synth90K.
Different from conventional images, the gaps between wagon characters are not consistent. The texts on wagons have variations in font, scales and languages. In addition, factors such as bad weather, poor lighting and dust around the wagon affect the image quality and hence deteriorate the recognition performance. There are mainly 4 special categories of abnormal images with visual artifacts, as shown in Fig. 1 , including: 1) Abrasion: long-term exposure in open environment renders the abrasion of the characters on wagons.
2) Nonuniform illumination: in the case of underexposure, overexposure, or a combination of both. For instance, in intense light, the colors of the characters and backgrounds are quite similar and the nonuniform illumination may affect the feature extraction process. In addition, the reflection from smooth surface also deteriorates the recognition performance.
3) Corrosion: rust, scratches and coal dust on wagons may affect the integrity of the characters, which can even lead to wrong predictions. 4) Blurry: in the case of fog or rain, the captured images may be blurred.
In addition, previous attempts aimed to construct the text extraction model based on the normal images and neglected the impact of these abnormal cases. In this study, to extract the text information from these abnormal images while ensuring the accuracy corresponding to normal images, we propose a novel defect-restore Generative adversarial network (GAN) model. In the training process, we add random masks on the initial training images and the encoder-decoder-encode structure enables the model to extract discriminative features, even for the abnormal images. Since the training of GAN is sensitive to the initialization of the hyper-parameters, we investigate a novel weight normalization strategy called spectral normalization [29] to better stabilize the training of the proposed model. The extracted sequence information is processed by the RNN module and converted into the recognized sequence-like text. Evaluations on 2682 sub-images show that the proposed method is able to detect and recognize VOLUME 7, 2019 wagon characters effectively and efficiently. The main contributions of this paper can be summarized as follows:
1) The most distinctive advantage over previous neural network models is that the proposed defect-restore GAN-based model is able to recognize information from abnormal images. It can learn more informative representations directly from abnormal images without any preprocessing step. In addition, the proposed method still can achieve good performance without abnormal training images.
2) The proposed GAN-based model is robust to visual artifacts. We evaluate the performance of the proposed method with various types of noise and the results show that it is much more robust to noise than the prior arts.
3) To the best of the authors' knowledge, we are the first to combine CTPN and GAN in scene text extraction, although they are well studied techniques in computer vision field. The combination of CTPN and GAN, which appears to be simple yet effective, yields state-of-the-art performance on wagon text extraction. 4) We release a wagon character dataset with a total of 16703 sub-images containing text information that allow people to extensively evaluate and compare with the proposed methods. 1 The dataset contain variety complex background and the characters needed to be recognized in real scenarios.
II. DATASET
Even with massive labeled data, the general benchmark datasets, such as ICDAR datasets, do not include the wagon characters and therefore are not applicable for wagon characters extraction. In this study, we release a dataset containing 5000 images (cropped into 16703 sub-images) which were captured from running wagons. Most of the characters to recognize are located on the side of the first wagon and the last wagon. The information on the first wagon contains the model and serial number of the wagon. The characters on the last wagon show the information about the load, self-weight, volume, size and converted length. Fig. 2 shows a demonstration of wagon characters.
All these 5000 images were captured in the Chensilou coal mine in Henan Province, China. We manually labeled these wagon scene-text images and labeled the location of text lines via polygons surrounding them. Each polygon comprises four points, which starts from the top left to the bottom left in the clockwise order. This dataset enables us to evaluate the performance of text detection models. Furthermore, we manually labeled these extracted regions, including 16703 sub-images. We split this dataset into three subsets, the training set with 13420 sub-images, the validation set with 601 sub-images and the test set with 2682 sub-images.
III. THE PROPOSED FRAMEWORK
As we introduced before, scene text extraction usually consists of two major components, including text detection and 1 https://github.com/GuyooGu/DR_GAN_Guyoo text recognition. In this study, we emphasize on the later one although we cover both aspects, as shown in Fig. 3 .
A. TEXT DETECTION
The goal of text detection is to spot texts and localize the regions of texts for further recognition. However, the traditional text detection methods are not robust to environmental interferences, resulting in poor performance for natural images. Deep learning, especially for the CNN-based approach, has emerged as a popular choice for text detection. Considering the limited number of wagon images and vast computer resource required, we employ the transfer learning strategy, in which a few pre-trained models are used as the base networks for text detection. We refine these models on the acquired wagon images. In this study, we evaluate 3 recent scene text detection models, including CTPN, EAST and TextBoxes++. Consider the training cost, we employ the pre-trained model which trained on public dataset, and refine them on our wagon text dataset. We also evaluate the strategy without transfer learning which directly apply the pre-trained model to detect the text regions.
B. TEXT RECOGNITION
The goal of this work is to improve the recognition performance and the robustness to various interferences via learning discriminative representations from the the input images. GANs are unsupervised deep learning methods which were initially designed for generating synthetic samples approximating the real data distribution [30] . It was shown that GAN-based models obtained striking image generation results on a few benchmark datasets, such as the MNIST handwritten digits' dataset [31] and Flickr-Faces-HQ (FFHQ) dataset [32] . Although GANs were proposed for unsupervised learning, they can be employed for extracting powerful discriminative features. A standard GAN is comprised of two networks, including a generator (G) and a discriminator (D), whose objectives are contradictory [33] . The generator G learns the distribution of the input data by generating synthetic samples from random noise to deceive the discriminator D. The discriminator D aims to distinguish the synthetic fake samples from the real ones. The training of these two networks can be regarded as an adversarial process to arrive at Nash equilibrium between them through model optimization.
We introduce here the proposed adversarial model for text recognition. Section III.B.1) illustrates the detail of the network architectures, and Section III.B.2) discusses how to train the model with three types of losses.
1) ARCHITECTURE OF THE PROPOSED DEFECT-RESTORE GENERATIVE ADVERSARIAL NETWORK
Since the recognition performance can be affected by many complicated external factors, we propose a novel defect-restore GAN method to model the high dimensional data which are robust to noise. In this study, we generate synthetic images from samples with interference rather than from random noise in the standard GAN [30] , [34] , which can enhance the robustness of the feature learning in dealing with abnormal images. Fig. 4 shows the proposed adversarial model for open wagon character recognition, which contains random mask imaging, a generative network, a discriminator and a RNN block for recognizing the characters. By adding a random mask block prior to the generator and rebuilding the encoder with full convolution structure, the proposed strategy is able to reduce the sensitivity of encoder to interferences. The proposed generative network includes an encoder-decoder-encoder structure, which enables the model to capture the distribution of input images in both image and latent feature space [35] .
The input images x of the defect-restore GAN are cropped text images (sub-images) containing one word or one text lines from text localization, resized into 32×128px. These sub-images are firstly normalized to the range of (−1, 1). We further employ the random mask with the size of 6×6px to set a random region as 0, denoted as ϕ (x). Then, the images with random mask are forward-passed to the generative network. The first encoder sub-network G 1E read the image ϕ (x) with added random mask, and compresses it into latent vector z, which is assumed to have the smallest dimension with the best representation of x. Then the decoder sub-network utilizes fractionally-strided convolution blocks to upscale the vector z and reconstruct the imagex, denoted aŝ
The second encoder G 2E , with same structure of G 1E , is used to downscale the imagê x generated by the decoder sub-network G D to its feature representationẑ = G 2E x . The latent vector z and vectorẑ have the same dimension. Besides providing better synthetic images, the proposed defect-restore GAN is hypothesized to extract discriminative high-level latent space by training auto-encoders in an adversarial way.
Here we introduce the detailed structure of the encoders, decoder and the discriminator sub-network in Table 1 block in the encoder, we train 64 different kernels with the size of 2×2, strides of 2×2, padding of 0. This setting can effectively alleviate the limitation of max-pooling, especially for the sensitivity to outliers.
The decoder G D , generates the fake imagex from latent space vector z. As shown in Table 2 , the decoder sub-network is made up of one fractionally-strided convolution layer with spectral-normalization (i.e., SN Conv Transpose Layer), four fractionally-strided convolution blocks with spectral-normalization (i.e., SN Conv Transpose Blocks) and one batch normalization layer together with Tanh activation function at the end. As to each SN Conv Transpose Blocks, it consists of batch normalization layer along with ReLU activation, and two SN Conv Transpose Layers.
The discriminator sub-network D is used to distinguish the real images x from the generated output of the generator sub-networkx. As shown in Table 3 , the structure of D includes 4 simplified SN Conv blocks, a SN Conv layer with spectral normalization and a dense layer with spectral normalization (SN Dense layer), as well as Tanh activation function at the end. Different from the SN Conv blocks in the encoder sub-network, the simplified SN Conv block in D consists of only a SN Conv layer with spectral normalization, followed by a batch normalization layer and a leaky ReLU activation layer. One challenge during the training of GAN model is that the estimation of density ratio by D is always unstable and the G may fail to learn the multimodal structure of the data distribution, which may lead to the complete stop of the training of generator [36] . To address this concern, we employ the spectral normalization which is able to stabilize the training of D sub-network.
The RNN block is used to recognize the text sequence from the latent vector z. As shown in Table 4 , it contains two Bidirectional LSTM layers, one dense layers along with one layer for transcription. The RNN block can effectively capture the contextual information which is helpful for recognizing the text sequence. In addition, it is unconstrained to the length of the words, and therefore it is able to recognize the words with arbitrary length. In the transcription stage, the per-frame predictions by Bidirectional LSTM are converted into a text sequence. 
2) LOSS FUNCTIONS FOR THE PROPOSED DEFECT-RESTORE GAN
The latent vector z is hypothesized to provide the best representation of x if the generated synthetic images based on z are able to deceive the discriminator. However, finding a Nash equilibrium of a non-convex game in the training of GAN is a difficult problem. To obtain more discriminative features, in this study, we formulate the objective loss functions corresponding to generator, discriminator and RNN block based on five loss functions, each of which optimizes individual sub-network. The adversarial loss of G is defined as:
(1) where ϕ (x) denotes the images with random mask, y denotes the label information of x, p data represents the data distribution. Although adversarial loss is able to deceive the discriminator with generated images, the methods solely based on this loss may neglect the contextual information. To remedy this issue, we introduce the contextual loss, and penalize the generator by measuring the L1 distance between the original input images x and the generated images (x), defined as:
Compared with the L2 distance, L1 loss can speed up the training process and yields less blurry results [37] . Based on above mentioned two losses, the generator not only can generate realistic synthetic images but also can maintain the sketch structure. Furthermore, to ensure the effectiveness of the extracted latent features, we employ an additional encoder loss for training the generator, which is constraining the L1 distance between the latent features of real images and the generated images (i.e., z andẑ). FIGURE 8 . Examples of the original inputs, the images with added mask and the generated images.
By limiting the distance between z andẑ, the encoder result of real images is forced to be as similar as possible to that result of the images with added mask.
Then the total loss of the generator is the weighted sum of these three losses, denoted as:
where µ G−con and µ G−dec are the hyperparameters adjusting the impact of individual loss to the overall objective function. The hyperparameters are heuristically set to µ G−con = 0.400 and µ G−dec = 0.400. For adversarial training, we update the network through alternate training of the generator and discriminator, where the update of one sub-network depends on the update of the other one. The adversarial loss of the discriminator can be expressed as:
The training of discriminator is to minimize this adversarial loss. The proposed defect-restore GAN model is able to learn recognizable features from input images, even with noise interference. The generator is able to reconstruct an image mimicking the input images based on the output of the encoder. We further process the latent feature representation z based on the RNN block and classify them into individual words. In this study, we employ the CTC loss to evaluate the performance of the RNN block, which is defined as:
We optimize these three losses corresponding to generator, discriminator and RNN block sequentially. First, we optimize the parameters of the generator G for any given discriminator D. Then we refine the discriminator based on the obtained generator in the last step. Furthermore, we update the parameters of the RNN block based on the CTC loss. We repeat these steps for each epoch with the mini-batches of 128 images until 5000 epochs. The overall system is optimized based on the Adam algorithm (learning rate lr= 0.001, β1 = 0.9, β2 = 0.999).
IV. RESULTS AND DISCUSSION
In order to evaluate the effectiveness of the proposed defect-restore GAN model along with CTPN, we conducted experiments on 5000 images caught from running wagons. The results are shown in terms of text detection and text recognition. In addition, we further demonstrate the generality of the proposed method and verify its performance in noisy scene tasks.
A. TEXT DETECTION
For text detection, we evaluate three recent architectures on our dataset, including CTPN, EAST and TextBoxes++. Considering the limitation of computing power and the availability of large-scale training data, all these three pre-trained models were refined on the training set, and evaluated in the test set. Table 5 shows the text detection results on the acquired wagon images. As can be seen from Table 5 , the models developed for the original tasks may be not suitable for detecting text regions from wagon images. For instance, the TextBoxes++ outperformed competing techniques on four public datasets, whereas it only achieves a F-score of 0.3385 on the wagon images. These architectures should be rebuilt for the change of the feature-space distribution. It is demonstrated that the performance of the refined models are significantly better than the corresponding pre-trained models. For instance, the refined CTPN model obtains a F-score of 0.9107, whereas the pre-trained CTPN model only get a F-score of 0.5367. Compared with EAST and TestBoxes++, CTPN obtains better performance although it was proposed prior to these two architectures. We suspect the main reason is that the initial training set for CTPN may have a similar distribution to that of the wagon image dataset in this study. As to the training set for EAST and TextBoxes++, they do not include any Chinese character, and the corresponding performance is unsatisfactory.
More specifically, the refined CTPN model achieves a F-score of 0.9107 and outperforms EAST as well as TextBoxes++ by at least 10 percent. Although the Precision of the refined TextBoxes++ is slighty higher than that of the refined CTPN model, its Recall and F-score are significantly lower than the corresponding CTPN model. Fig. 5 shows an illustrative example of the text detection results based on the refined CTPN model. In most cases, it is able to detect the text area accurately.
B. TEXT RECOGNITION
We evaluate the proposed text recognition method on 16703 sub-images containing textual information. We repeat the optimization process until 5000 epochs, and the accuracy on training set as well as validation set are shown in Fig. 6 . The accuracy of the proposed model is gradually increasing, which suggests that the adversarial training proceeds steadily. The accuracies on both training and validation set become stable after 1000 epochs. As can be seen from Fig. 6 that, the recognition accuracy on the training set is close to 99.99% and that on the validation set is close to 97% after 2000 epochs. In addition, we evaluate the performance on the test set with 2682 sub-images and find that the accuracy on the test set is 97.76%, which is consistent with that on the validation set.
In order to visualize the training process, Fig. 7 shows the generated images as the training proceeds. In first 60 epochs, the generated images are not recognizable, including for human visual inspect. Even after 150 epochs, the generated image may be misclassified to 'C84K'. The quality of the generated images is gradually improved, which implies that the discriminative power of extracted features is increased with the increase of epochs. Fig. 8 shows examples with original images, images with added mask and the generated images. It should be noted that not all of the generated results are satisfactory. For instance, there is imperfect example where the text to be recognized is '50665'. However, the mask covers the key region of the text, and even for human it is hard to recognize the text in that image. The generated image seems more like '50865' and the RNN block predicts it as '50865'. The main reason of these failures in text recognition is that various interference factors, such as the mask here, may seriously interferes the extracted features and hence affects the recognition performance.
In order to demonstrate the effectiveness of the propose method, we compare it with three recent architectures for scene text recognition, including CRNN, CRNN with Attention and Attention-based OCR [26] , [28] . Table 6 shows the recognition accuracy on 2682 test images. The proposed defect-restore GAN model achieves the best accuracy of 97.76%, significantly better than the other text recognition methods, which demonstrates the discriminability of the extracted features. We further evaluate the performance with different sizes of random masks. Fig. 9 demonstrates that, with the size of the mask increases, the accuracy of these algorithms decreases, whereas the proposed defect-restore GAN model is much more robust. For instance, the accuracy of the proposed method is 97.61%, 97.54%, 97.05% and 97.02% when the size of the mask added to the test images is 4×4px, 6×6px, 8×8px, and 10×10px respectively. The attention-based CRNN model drops much faster than the other techniques. We suspect that the main reason is that the masking affects the contextualization scope of the attention layer and hence significantly deteriorate the recognition performance. This also suggests the robustness of the proposed model to the size of the defective areas.
In addition, to demonstrate the generalization of the proposed method, we conduct a perturbation analysis with different degradations, including Blur, Salt-and-pepper noise and Gaussian noise, which may occur during image acquisition. Image blurring is achieved by convolving the image with a normalized box filter, which replaces the central pixel with the average of all the surrounding pixels under the kernel area (3×3). It is one crucial factor deteriorating image quality and hence affects the recognition performance. Salt-and-pepper noise, also known as impulse noise, is caused by sudden disturbance. We simulate salt-and-pepper noise by randomly setting 5% of the pixels to be 0 or 255 in each channel. Gaussian noise mainly arises in image acquisition, such as the noise from poor illumination. In this study, we add Gaussian RGB noise with standard deviation of 16 to each channel independently. Fig. 10 demonstrates the influence of noise on the recognition accuracy. Compared to the performance on test set without interferences, the performance of attention-based OCR degrades significantly, from 93.59% to 82.07% when the test images are blurred. In case the test set are contaminated by salt-and-pepper noise or Gaussian noise, the performance of the proposed method is quite stable whereas there is a significant drop in the recognition accuracy of the other three methods. The proposed method can achieve much more robust results in various noisy environments which also suggests its obvious advantage in scene text extraction.
To illustrate the reason why the defect-restore GAN is able to provide more robust estimations and understand the behavior of the proposed method, we visualize the feature maps extracted from the first convolutional layer when the images are contaminated by the noise mentioned above in Fig. 11 . Here, we take the proposed method and CRNN, which is widely used in scene text recognition, as an example. Without disturbing noise, the feature maps of the proposed method and CRNN capture a lot of fine details in that image. However, when the image are disturbed by the noise, a few feature maps extracted from the first layer of CRNN become indistinct. For instance, as shown in Fig. 11 , it is difficult to recognize 8 of the resulted feature maps by CRNN when the image is contaminated by Salt-and-pepper noise, labeled with red rectangle, even for human visual inspect.
V. CONCLUSION
In this paper, we propose a novel character recognition system for extracting information from running wagons, based on the combination of refined CTPN model and the defect-restore GAN. We refine the pre-trained text detection model and employ the transfer learning strategy to alleviate the issue regarding to limited training samples and vast computer resource required. Then a novel defect-restore GAN-based strategy is used to identify the text from the sub-images containing textual information. Unlike previous methods, we introduce a random mask block prior to the generator and rebuild the encoder with full convolution structure. Furthermore, the novel encoder-decoder-encoder architecture enables the model to extract discriminative features, even for the abnormal images. We evaluate the performance of the proposed method on three types of interference which always occur during image acquisition and deteriorate image quality. The experimental results demonstrate that the proposed defect-restore GAN model is much more robust to the interference and is superior in performance to previous approaches, even with less training samples. 
