Blind identification of FIR channels with multiple users via spatio-temporal processing by Aghajan, H. et al.
Blind Identification of FIR Channels with Multiple Users via Spatio-Temporal Processing 
H. Aghajan, B. Hassibi, B. Khalaj, A. Paulraj, and T. Kailath 
Information Systems Laboratory, Department of Electrical Engineering 
Stanford University, Stanford, CA 94305, USA 
A B S T R A C T  A new method is proposed for blind identi- 
fication of possibly nonminimum phase FIR channels with 
multiple users. The technique exploits the structure of the 
signals received by an antenna array in both the temporal 
and spatial frequency domains. Although in the single an- 
tenna case it is necessary to use cyclostationary signals or 
higher order statistics to identify the magnitude and phase 
of the channel, we circumvent such a requirement by ex- 
ploiting certain multichannel features of the array. We show 
that if multiple users are present, the nonminimum phase 
channels associated with each user can still be identified 
from the second-order statistics, provided additional spa- 
tial structure exists. 
Introduction 
Equalization of a communications channel requires im- 
plicit or explicit knowledge of its transfer function. A com- 
munication channel is usually identified by LMS or RLS- 
type adaptive algorithms in which the reference signal is 
provided by transmitting known training sequences. The 
so-called blind channel identification techniques only use 
the channel output and some known statistical properties 
of the transmitted signal. As a result, these techniques 
have the potential to increase the transmission capability 
by eliminating training sequences. 
It is well known that nonminimum phase channels driven 
by wide-sense stationary input sequences, cannot be iden- 
tified from second-order statistics. Therefore blind identifi- 
cation techniques, to  date, use either higher order statistics 
[l, 2 ,  3 ,  41 or use cyclostationary input signals [ 5 ,  6,  71 to 
identify a possibly nonminimum phase channel. Due to 
their slow rate of convergence, these techniques may be im- 
practical for mobile communications environments. 
In general, signals arrive at the receiver not only with dif- 
ferent delays, but also from different spatial angles. In dig- 
ital transmission systems, antenna arrays have recently at- 
tracted much attention in the framework of optimal spatial 
diversity combining [7, 81. In [9] it was shown that for the 
antenna array case, second-order statistics provide enough 
information for identifying the channel, and a method was 
proposed on this basis. 
In the multiple user case, second-order statistics are not 
sufficient to  uniquely identify the channels for each user. 
Additional information or structure has to be exploited in 
order to  obtain unique estimates of all the channel coeffi- 
cients. In this paper, we attempt to  use the spatial struc- 
ture of the incoming signals. We shall therefore introduce a 
two-dimensional channel concept, which is a generalization 
of the usual one-dimensional channel in the following sense. 
Figure 1: A typical multi-user channel model 
A receiving system typically receives signals from each 
user via different paths that combine and introduce Inter- 
Symbol-Interference in the measurements. Figure 1 shows a 
typical propagation model, in which four antenna elements 
receive signals from two users via multiple paths. The chan- 
nel can hence be characterized in the time domain by an 
FIR filter with coefficients related to the IS1 strengths. On 
the other hand, one can view the channel in the spatial 
frequency domain as the summation of contributions from 
multiple paths distributed in the spatial frequency space. 
In other words, if multiple antenna elements are used in 
the receiving system, then one can characterize the chan- 
nel by considering the spatial correlation of the received 
snapshots, ignoring temporal structure. For example, the 
antenna elements in Figure 1 effectively partition the spa- 
tial frequency axis ( e )  into four sectors. By exploiting both 
the temporal and spatial structures in the measurements, 
one can expect improved performance in the channel iden- 
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Figure 2: 2-D spatio-temporal continu.ous and discrete channels for user H. 
tification system. The channel can therefore be regarded 
as an entity in a two-dimensional space with temporal and 
spatial axes. One advantage of this formulation is the im- 
proved resolvability of the correlation peaks in cases where 
either of the two sampling rates (in time or space) severely 
limits the resolution. Figure 2 visualizes such 2-D channel 
models in the continuous and discrete time. The algorithm 
presented in this paper is an attempt to exploit both the 
spatial and temporal characteristics of the channel, Our 
analysis will show that in order to  identify the channels for 
all d users, at least d -+ 1 antenna elements are needed. 
The signals impinging upon the antenna array from the 
different users arrive as planar waves a t  different angles and 
different delays. We shall assume that for each user there 
exists some direction in which that user’s contribution is 
dominant. As will be shown later, under this assumption 
we can identify the channels corresponding to each user. In 
our analysis, we consider a uniform linear array of sensors. 
However, the technique is applicable to  any known array 
structure. 
The algorithm is based on the evaluation of the power 
spectrum matrix of the measurements in both the temporal 
and spatial frequency domains. To obtain this spectrum 
S d ( z ) ,  we first compute the spatial frequency transform of 
the measurements z ( t )  and obtain a vector function of time, 
@(t ) .  Then, the autocorrelation matrix, Re(r), of @(t) is 
computed. Finally, the matrix power spectrum of the array 
output, Se(z) ,  is computed as the x-transform of Re(r). 
The Data Model 
We shall presently consider the case for two users; gen- 
In a PAM data communication system the baseband 
eralizing the method to  d users is straightforward. 
transmitted signals ul(2) and ~ ( t )  are given by 
M _ _  
U j ( t )  = +(t - k T )  j = 1 , 2  
k = - m  
where T is the, symbol period, p ( . )  is the pulse shaping 
function, and 4 is the transmitted sequence of user j. 
The signal received at the i-tb antenna element is then 
.i(t) = h;(t)  @ w(t) + g : ( t )  0 m(t)  4- ni(t) (2) 
where hF(t) and g t ( t )  are the channel impulse responses of 
the i-th antenna, and ni(t) is the corresponding additive 
y combining pulse shaping and ‘channel 
impulse response functions in composite channel responses 
hi(t)  and g l ( t ) ,  we get 
00 00 
Z: i ( t )  := (3) 
k = - m  k = - m  
The output of an antenna array with M elements can be 
written in vector form as 
In our model we will make the following assumptions: 
1. The channel impulse responses hi( t )  and g i ( t )  are as- 
sumed to  be finite impulse response (FIR) filters. 
2 .  The noise terms ni(t) are zero-mean, uncorrelated with 
s i  ~ j = 1 , 2 ,  and white in time and space. 
We shall assume c2 to  be known, although this condi- 
tion may be relaxed. 
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3 .  For convenience, the transmitted sequences 4 , j = 1 , 2  
are assumed to be zero-mean and iid, E[s$4] = 6(k - 
I ) ,  j = 1 , 2 .  The algorithm still works for a general in- 
put with known power spectral density as long as the 
users are independent. 
The Mu 1 t i  ch an n e 1 Id e nt i fi cat i o 11 Approach 
Denote the autocorrelation of x(t) by 
&(t,  7 )  = E[x(t)x*(t - .)I. ( 6 )  
By sampling the output signal x ( t )  a t  the symbol rate 1/T. 
the discrete signal, x[k] = x(kT), will be a wide-sense sta- 
tionary signal with autocorrelation function 
,Ftx[m] = E(x[k]x*[k - m]).  (7 )  
The elements of R,[m] can be written as 
&,zJ  [m] = E(xz [k]$[k - m]) 
= E  ( ( s : ) ' )  hz[m] @ hj[-m] 
+E ((s12)2) s,[mI @ sj[-ml + g"[" - 31(8) 
where h, [k] = h, ( k T )  . The power spectrum S, (2) , defined 
to be the z-transform of R,[m], is then given by 
for any unitary matrix U.  
IVe now look a t  this problem in the spatial frequency 
domain. To do so, we first calculate the spatial frequency 
transform of the measurement vector x(t) 
@(t )  = Wx(1) (14) 
where W is the array response matrix at say M different 
spatial angles. This leads to  the following quantities 
S,(z) = WS,(Z)W* (15) 
where we have defined 
Assumption 1: For each user there exists a direction (spa- 
tial frequency bin) where that user's contribution is domi- 
nant. In other words, the power received from other users 
zn this spatial frequency bin is negligible compared to the 
power received from that user. 
which can be written as 
The above assumption requires that the channel response 
vectors P I 0  ( 2 )  and Go ( 2 )  have the following form 
where 
H(z) = [Hl(Z), ffz(z), f f . ,  HAf(Z)IT 
G(2) = [Gi(z), Gz(z), . . . , Gn[(z)IT 
(11) 
(12) 
are the inultichannel transfer function vectors. 
Note that although R,(T) has full rank, in the noise free 
case Eq. (10) shows that Sx(z) will have rank two. This is 
independent of the number of multipaths present, and will 
be crucial for identifying the channels. 
In the single user case G ( z )  E 0,  and the channels in 
H(z) can be identified from (10) using the method of [g]. 
However, in the multiple user case H(z) and G ( z )  cannot 
be uniquely identified from (IO), since if H(z) and G(z) 
satisfy (IO), then so will 
- 
[ I-I(z) "-(.I 1 = [ H(z) (3%) I U (13) 
. .  
i o  x x  :I +*j 
In other words, user 1 is dominant in spatial frequency 
bin Bi, and user 2 is dominant in S j .  It is readily observed 
from (IS)  that the only unitary matrix that will preserve 
the structure of the channel response vectors is 
1901 
Therefore, the cliannels are uniquely identifiable up to  such 
a constant phase factor. We can thus show the folloiving. 
Mul t ichannel  Identifiability Colidition 
for Multiple Users 
I f  Assumption 1 zs satasjied, then the 2M channels 
h,[n] and g ,[n]  ure unzquely zdentafiable up to a constant 
phase factor zJ and only a f ,  the channel transfer functaons 
{Ho,(z)}:Ll have no common roots and the channel trans- 
fer  functzons {Gez(z)}!Ll have no common roots. 
Example: Suppose we have an antenna array with M = 3 
elements that receive signals from two users. User 1 has 
contributions in the spatial frequency bins 01 and $2, and 
user 2 has contributions in the bins 81 and $3. Therefore, 
mer 1 is dominant in 02 and user 2 is dominant in 83. So ( z )  
will thus have the following form 
L 
So,s*(.) = He,(z)H;,(z-l) = Sh$,z6 (21) 
l=-L 
L 
S o e , e k ( 2 )  = H@,(z)Hik(z-l) = S ~ ~ ) s , z '  
l = - L  
for IC = 1 , 2 , .  . . , M .  L is the length of the channel. Now 
so,o,(z)H;,(z-l) - S @ , o k ( z ) N , * z ( 2 - 1 )  = ( 2 3 )  
for k = 1 , 2 ,  . . . , M .  Equating coefficients of the powers of 
z in (23) yields the matrix equation 
By computing 5'0 ( 2 )  we can deduce the spatial configura- 
tion of the received signals and identify each channel. The 
fact that the (2,3) element of So ( z )  is zero indicates that 
there is no user contributing to both 192 and 83 .  Thus user 
1 is dominant in 02 and user 2 is dominant in 83. Once we 
have made this association, we may identify Gs,(z) and 
Go3(z) by finding the common factor between the poly- 
nomials G Q ~ ( ~ ) G ' : ~  ( 2 - ' )  and GQ,(Z)G; , (~- ' ) .  Likewise, 
H o 1 ( z )  and H e 2 ( z )  can be identified by finding the com- 
Inon factor between the polynomials Hs,  ( Z ) H ~ + ~  (2-') and 
In what follows, we shall present a robust method for 
finding the common factors of polynomials that is based 
upon computing the smallest singular vector of a certain 
generalized Sylvester resultant matrix. 
H e ,  ( 2 )  Hi2 (2-1). 
The Chaiiiiel Identificatioii Algorithm 
In this section we shall present a method for identifying 
the channels { H e , ( z ) } ~ L ,  and {Go,(z)}E1 from the power 
spectrum matrix Se ( z ) .  Here we only show the procedure 
of identifying the {Het  (z)}:Z1; a similar treatment is appli- 
cable to the identification of {Go, ( z )}z l .  We shall assume 
that me know (or have estimated) the noise covariance ( ~ ~ 1 ,  
and have subtracted it oul of Sx(z). Suppose user 1 is dom- 
inant in the i-tli frequency bin. and therefore consider the 
i-th row of Sd(z) :  
where 
L L 
HO,(z) = x h Q , , l z l  i f f S k ( 2 )  = x h O k , i z '  1 
1=0 1=0 
(25) 
and S ( a ,  b )  is the (3L + 1) x (2L + 2) Sylvester matrix 
S(a, 6 )  = 
a2L b 2 ~  
(26) 
with a(.) = aL+lzl ,  b ( z )  = b L + l z l .  We can 
now prove the following result. 
L L 
Theorem: The channels {Hot (z)}K, and { H ~ ~ ( z ) } g ,  are 
uniquely identifiable iL and only iL Si,k = S(so,o,, -se,o,)  
has a nullspace of dimension one. In  this case the coef- 




This theorem is of particular interest since it relates 
channel identifiability to a power spectrum, which we can 
estimate, and because it motivates the following algorithm 
for channel identification. 
In practice we can only estimate the power spectrum 
from a finite number of samples. Hence 
for k = 1 , 2 , .  . . , M ,  where the caret denotes estimates of 
the spectrum. To estimate the channels, we propose 
The solution is given by the smallest right singular vector 
of si,k. We thus have the following algorithm. 
The Algorithm 
Compute the spatial frequency transform of x ( t ) :  
O ( t )  = Wx(t). (29) 
4 Calculate an estimate of the power spectrum SQ(Z), 
4 Use the structure of S e ( z )  to associate the users to di f -  
ferent spatial frequency bins (as in the example). 
Form S i , k ,  where Bi is a direction in which a user as 
dominant, and 81, is another direction in which the user 
has some contribution. 
B Calculate the smallest right singular vector of Si,k 
to obtain estimates of the coeficients of Ho, (z )  and 
(‘1. 
Con cl u d i ii g Remarks 
A new method for spatio-temporal blind identification of 
FIR channels for multiple users is proposed, using second 
order statistics and based on exploiting the multichannel 
structure of the system and the spatial structure of the in- 
coming signals. The channel in the proposed framework is 
regarded as a generalization of the usual one-dimensional 
channel, and is considered as a two-dimensional function of 
both the time and the spatial frequency. 
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