Previous research has shown that human actions can be detected and classified using their motion patterns. However, simply labelling motion patterns is not sufficient in a cognitive system that requires the ability to reason about the agent's intentions, and also to account for how the environmental setting (e.g. the presence of nearby objects) affects the way an action is performed. In this paper, we develop a graphical model that captures how the low level movements that form a high level intentional action (e.g. reaching for an object) vary depending on the situation. We then present statistical learning algorithms that are able to learn characterisations of specific actions from video using this representation. Using object manipulation tasks, we illustrate how the system infers an agent's goals from visual information and compare the results with findings in psychological experiments. In particular we show that we are able to reproduce a key result from the child development literature on action learning in children. This provides support for our model having properties in common with action learning in humans. At the end of the paper we argue that our action representation and learning model is also suitable as a framework for understanding and learning about affordances. An important element of our framework is that it will allow affordances to be understood as indicative of possible intentional actions.
Introduction
There has been increasing interest in recent years in the development of systems that are able to recognise human actions. Our goal is to develop such systems for use as part of a cognitive system such as a robot assistant. Such a robot requires the ability not only to recognise human actions with objects, but also to learn to recognise new actions. Moreover, a truly flexible robot needs to able to characterise actions so that it can distinguish what is an essential component of the action, and what is superfluous. One way to achieve this is to separate the high level intention of the human in acting to achieve the goal from the precise low level movements of body and objects required to achieve that intention. In this paper we present a model containing just such a division.
In this paper we assume that our primary source of information is visual, the robot must be able to learn about and recognise actions from video sequences. There are a number of existing approaches for learning and recognition from video sequences. Probabilistic graphical models such as Bayesian Belief Networks [4] , hidden Markov models (HMM) and their extensions [10, 5] are one class of approaches already widely used to encode, detect and label patterns of trajectories and motion vectors (often in an image space or on a 2D ground plane). However, labelling motion patterns alone is not sufficient to reason about the agent's intentions, or to understand how the shape of an object, and the environmental setting affect the way an action is performed or what its results are. This leads in turn to the issue of affordances, which we think of as features that are easily computable functions of images, and that reliably indicate a possibility for an intentional action, and perhaps allow us to modulate or control that action. In this paper we will not show how to learn affordances, but we will argue that affordance learning needs to be integrated with learning about actions.
In this paper, we develop a cognitive vision system designed to be part of a robot system that will interact with a human agent who manipulates objects on a table top (e.g., "grasping", "pushing"). Object manipulation is considered to be goal-directed and we have developed a probabilistic graphical action model that explicitly represents the causal links between the agent's goals, its hand movements, and the scene structure. Such graphical structures allow us to factorize features computed for a given sequence into hand motion features and environment state features. During the course of manipulative actions that achieve a goal state g i (which is pre-determined during the training), there can be many hand manoeuvring acts a, which depend on the state s of the environment. We generate training data by performing an action in different environmental conditions. For example, to get to the state g i where the hand is near the object, "reaching for an object" is performed while there are varying number of objects nearby that may cause collision if the hand directly moves to the target. From the training sequences, we learn the optimal feature sets with the most discriminative power and cluster them into classifiers for a and s. We then learn the goal-specific action selection policy by constructing causal networks between a and s based on the estimation of causal strength.
After training, an action goal g i is recognized in a Bayesian formalism by accumulating the evidence at each time frame that the agent's choice of hand manoeuvre a matches with the choice one would make to achieve the goal g i given the observed world state s. At the end of the paper, we present some preliminary results for both action learning and recognition. We believe that while HMMs and other pattern-based action representations may be used to detect these actions, action representations that integrate goal-specific action selection policies are more suitable to a cognitive system that requires reasoning about intentions and object affordances [1] .
