Abstract. Let (M, g) be a n−dimensional compact Riemannian manifold without boundary and Γ be a non degenerate closed geodesic of (M, g). We prove that the supercritical problem
Introduction and statement of main results
We deal with the semilinear elliptic equation
where (M, g) is a n−dimensional compact Riemannian manifold without boundary, h is a C 1 −real function on M such that −∆ g + h is coercive and p > 2. . In the critical case, i.e. p = 2 * n , the situation turns out to be more delicate. In particular, the existence of solutions is related to the position of the potential h with respect to the geometric potential h g := m−2 4(m−1) R g , where R g is the scalar curvature of the manifold. If h ≡ h g , then problem (1.1) is referred to as the Yamabe problem [22] and it has always a solution. After Trudinger [20] discovered a gap in the argument in [22] and gave a proof under some conditions on (M, g), Aubin [1, 2] showed that whenever Q(M, g) < Q(S n , g 0 ), where (S n , g 0 ) is the standard sphere and Q(M, g) := inf
there is a solution to the problem, and proved that this holds if n ≥ 6 and (M, g) is not locally conformally flat. Finally, Schoen [18] gave a proof in full generality using the Positive Mass Theorem [19] . When h < h g somewhere in M , existence of a solution is guaranteed by a minimization argument, arguing as in Aubin [1, 2] . The situation is extremely delicate when h h g everywhere in M, because blow-up phenomena can occur as pointed out by Druet in [8, 9] .
The supercritical case p > 2 * n is even more difficult to deal with. A first result in this direction is a perturbative result due to Micheletti, Pistoia and Vétois [15] . They consider the almost critical problem (1.1) when p = 2 * n ± ǫ, i.e. if p = 2 * n − ǫ the problem (1.1) is slightly subcritical and if p = 2 * n + ǫ the problem (1.1) is slightly supercritical. They prove the following results. 4n R g (ξ 0 ) then the slightly subcritical problem (1.1) with p = 2 * n − 1 − ǫ, has a solutions u ǫ which concentrates at ξ 0 as ǫ → 0, (ii) if h(ξ 0 ) < n−2 4n R g (ξ 0 ) then the slightly supercritical problem (1.1) with p = 2 * n − 1 − ǫ, has a solutions u ǫ which concentrates at ξ 0 as ǫ → 0. Now, for any integer 0 k n − 3 let 2 * n,k =
2(n−k)
n−k−2 be the (k + 1)−st critical exponent. We remark that 2 * n,k = 2 * n−k,0 is nothing but the critical exponent for the Sobolev embedding H In the present paper, we give a positive answer when k = 1. More precisely, we prove that if p → 2 − ∆ g u + hu = u n+1 n−3 ±ǫ , u > 0 in (M, g) (1.2)
We will say that problem (1.2) is slightly 2nd−supercritical if p = 2 * n,1 + ǫ and it is slightly 2nd−subcritical if p = 2 * n,1 − ǫ.
Let Γ be a closed nontrivial simple geodesic in M. We define the function σ(x 0 ) = h(x 0 ) − (n − 3)(n − 4) 3(n − 2) R g (x 0 ) − N 4 Ric(γ(x 0 ),γ(x 0 )) (1.3) where R g is the scalar curvature and Ric denotes the Ricci tensor.
Let a n := 8(n−2) (n−3)(n+1) and b n := (n−3) 2 (n−5) 4(n+1) (see (4.15) and Remark (4.1)). We introduce the periodic ODE problem          −μ + a n σµ − b n µ = 0 in [0, 2ℓ] µ > 0 in [0, 2ℓ] µ(0) = µ(2ℓ),μ(0) =μ(2ℓ) (1.4) which has a singularity of attractive type at the origin and the periodic ODE problem          −μ + a n σµ
which has a singularity of repulsive type at the origin.
Solvability of the slightly 2nd−subcritical problem is strictly related with solvability of (1.4) with attractive singularity, while solvability of the slightly 2nd−supercritical problem is strictly related with solvability of (1.5) with repulsive singularity.
As usual in this kind of problem, we also need to assume a gap condition of the form
where κ > 0 is given explicitly in Lemma 6.2 and ν is positive.
Now we can state our main result. Theorem 1.2. Let n ≥ 8. Let Γ be a simple closed, non degenerate geodesic of M (see (1.7)).
(i) Assume the problem (1.4) has a non degenerate positive solution µ 0 . Then, for any ν > 0 there exists ǫ 0 > 0 such that for any ǫ ∈ (0, ǫ 0 ) which satisfies condition (1.6), the slightly 2nd−subcritical problem (1.2) with p = 2 * n,1 − 1 − ǫ, has a solution u ǫ that concentrates along Γ as ǫ → 0.
(ii) Assume the problem (1.5) has a non degenerate positive solution µ 0 . Then, for any ν > 0 there exists ǫ 0 > 0 such that for any ǫ ∈ (0, ǫ 0 ) which satisfies condition (1.6), the slightly 2nd−supercritical problem (1.2) with p = 2 * n,1 − 1 + ǫ, has a solution u ǫ that concentrates along Γ as ǫ → 0.
Moreover, the solution u ǫ can be described in Fermi coordinates as follows. Given ξ ∈ Γ there is a natural splitting T ξ M = T ξ Γ ⊕ N ξ Γ into the tangent and normal bundle over Γ. It is useful to introduce a local system of coordinates near Γ. Let γ : [0, 2ℓ] → M be an arclenght parametrization of Γ, where 2ℓ is the lenght of Γ. We denote by E 0 a unit tangent vector to Γ. In a neighborhood of a point ξ of Γ we give an orthonormal basis E 1 , . . . , E N of N q Γ. We can assume that the E i 's are parallel along Γ, i.e. ∇ E0 E i = 0 for any i = 1, . . . , N. The geodesic condition for Γ translates into the condition ∇ E0 E 0 = 0. Here ∇ is the connection associated with the metric g. Moreover, the non degeneracy of Γ is equivalent to say that the linear equation (1.7)
Here J is the Jacobi operator on Γ corresponding to the second variation of the length functional on curves. For a generic metric g on M it is well known that all closed geodesics are non degenerate.
To parametrize a neighborhood of a point of Γ in M we define the Fermi coordinates
where exp γ(x0) is the exponential map in M through the point γ(x 0 ).
The solution constructed in Theorem 1.2 has the expansion
. . , N where µ 0 solves either problem (1.4) in the slightly 2nd−subcritical case or problem (1.5) in the slightly 2nd−supercritical case, the d j 's are smooth functions of x 0 and w is the standard bubble w(y) = c N 1 9) which is the radial solution of the critical problem ∆w + w p = 0 in R N . We point out that N = n − 1.
Since the existence of solutions to singular problems (1.4) or (1.5) plays a crucial role in the construction of the solution, in particular in the choice of the concentration parameter µ ǫ , it is important to point out that existence of solutions to problems (1.4) or (1.5) is strictly linked with the sign of the function σ defined in (1.3), as it is showed in the following Theorem, whose proof is given in Section 2. If h * ∈ C 2 (M ) is such that
r, provided r is small enough, the problem (1.5) has a non degenerate solution.
As far as we know, Theorem 1.2 is the first result about existence of solutions to (1.1) which concentrate along geodesic of the manifold M when the exponent p approaches the 2nd−critical exponent from above. Indeed, in the Euclidean setting, del Pino, Musso and Pacard in [6] built bubbling solutions for a Dirichlet problem when the exponent is close to but less than the second critical exponent. Solutions concentrating in higher dimensional sets and the gap condition have been found in elliptic problems in the Euclidean setting. We mention among, among many results, [11] [12] [13] [14] for a Neumann singular perturbation problem and [3] for a Schödinger equation in the plane.
We conjecture that our result can be extended to higher k−dimensional minimal submanifold of M. Indeed, arguments developed by Del Pino, Mamhoudi and Musso in [5] in the Euclidean setting for a Neumann problem could also be applied to equation (1.1).
The proof of our result relies on the infinite-dimensional reduction developed by Del Pino, Musso and Pacard in [6] . We omit many details of proof, because they can be found, up to some minor modifications, in [6] . We only compute what can not be deduced by known results.
The paper is organized as follows. In Section 2 we study the singular problems (1.4) and (1.5). In Section 3 we build the approximate solution close to the geodesic and in Section 4 we estimate the error. Then, in Section 5 we reduce the problem to a suitable infinite dimensional set of parameters and in Section 6 we study the reduced problem. Section (7) is devoted to the study of a linear problem.
Notation
• For sums we use the standard convention of summing terms where repeated indices appear. 
A periodic ODE with repulsive or attractive singularity
Let us consider the periodic boundary value problem
where c ∈ R and σ ∈ C 
for some integer k. Then problem (2.1) has a periodic solution µ 0 ∈ C 2 2ℓ (R).
Proof. If (2.2) holds, the claim follows by Proposition 1 of [10] and if (2.3) holds the claim follows by Theorem 1.1 of [4] .
Let us consider the linearization of problem (2.1) around µ 0 , namely the linear periodic boundary value problem
The solution µ 0 is non degenerate if and only if the problem (2.4) has only the trivial solution.
2) holds, then the solution µ 0 is non degenerate.
(ii) Let σ * ∈ C 0 2ℓ (R) and c ∈ R as in (2.3). The set {σ ∈ B(σ * , r) : all the positive solutions of (2.1) are nondegenerate} is a dense subset of the ball B(σ * , r) := σ ∈ C 0 2ℓ (R) : σ − σ * ∞ r provided the radius r is small enough.
Proof. (i) follows immediately by the maximum principle. Let us prove (ii). We shall use the following abstract transversality theorem previously used by Quinn [16] , Saut and Temam [17] and Uhlenbeck [21] . Theorem 2.3. Let X, Y, Z be three Banach spaces and
C η where C η is a closed set and the restriction π • i |C η is proper for any η; here i :
Then the set Θ := {y ∈ V : 0 is a regular value of F (·, y)} is a residual subset of V , i.e. V \ Θ is a countable union of closet subsets without interior points.
In our case the C 2 − function F is defined by
where r is small enough so that condition (2.3) holds for any σ ∈ V. It is not difficult to check that for any σ ∈ V the map µ → F (µ, σ) is a Fredholm map of index 0 and then assumption (ι) holds. Let us prove assumption (ιι). We fix
= σµ 0 and it is surjective, because µ 0 > 0. As far as it concerns assumption (ιιι), we have that
where
We can show that the restriction π • i |C m is proper, namely if the sequence (σ n ) ⊂ B m converges to σ and the sequence (µ n ) ⊂ C m is such that F (µ n , σ n ) = 0 then there exists a subsequence of (µ n ) which converges to µ ∈ C m and F (µ, σ) = 0. That concludes the proof.
Proof of Theorem 1.3. It follows immediately by Proposition 2.1 and Proposition 2.2.
Construction of the approximate solution close to the geodesic
This section is devoted to the construction of an approximation for a solution to the problem (1.2) in a neighborhood of the geodesic.
3.1. The problem near to the geodesic. Let us consider the system of Fermi coordinates (x 0 , x) introduced in (1.8). In this language the geodesic Γ is represented by the x 0 − axis. We recall that x 0 denotes the arclenght of the curve, 2ℓ represent the total length of the geodesic and x = (x 1 , . . . , x N ) ∈ R N . Let us introduce a neighborhood of the geodesic Γ in this system of coordinates
whereδ > 0 is a fixed small number. Then for a function defined in D we writẽ
and we extendũ in a satisfying the following periodicity conditioñ
where A = (a ij ) is the invertible matrix defined by the requirement
Therefore, if u solves equation (1.2) in the neighborhood D of the geodesic, thenũ solves
For the sake of simplicity, we will refer to f ǫ (s) := (s + ) p+ǫ as the supercritical case and to f ǫ (s) := (s + ) p−ǫ as the subcritical case. In (3.3) B is a second order linear operator defined in the following Lemma Lemma 3.1. Let u be a smooth function. Then for any (x 0 , x) ∈ D we have
where B is a second order linear operator defined by
where the Riemann tensor R ijkl and the metric g are computed along Γ, depending only on x 0 , while the function A αβ and B α do depend on (x 0 , x) and enjoy the following decomposition: Proof. We argue exactly as in Section 4 of [6] taking into account the following expansion of the metric g in a neighborhood of the geodesic
whose proof is postponed in the Appendix.
3.2. The scaled problem. We write an approximated solution of problem (3.3). Let
where the bubble w is defined in (1.9), and d ǫ satisfies
and A = (a ij ) is the matrix defined by (3.2). In the sequel,
N which satisfy (3.6). We will take d ǫ (x 0 ) of the form
and the concentration parameter µ ǫ (x 0 ) is given by
We point out that in (3.8) and (3.7) the µ 0 , µ 1 , µ and d j , j = 1, . . . , N are unknown functions which will be found in the final step of the infinite-dimensional reduction. In particular, it will turn out that µ 0 is a non degenerate solution to problem (1.4) in the subcritical case or to problem (1.5) in the supercritical case.
Therefore, it is natural to consider the change of variables
Here v ǫ = v ǫ (y 0 , y) is defined in a region of the form
We agree that we take µ
A is a second order operator of the form defined in the following Lemma, whose proof can be obtained arguing exactly as in Lemma 5.1 of [6] . Lemma 3.2. After the change of variable (3.9), the following holds true:
and the operator B(v) satisfies
Our approximation close to the geodesic is
The first order approximation ω is given in (3.15), while the second order approximation ω 1 is given in (3.25). We also set
(3.14)
3.3. The ansatz: the first order approximation. We define ω to be
In the first term of (3.15), w is the bubble defined in (1.9) and α ǫ := µ 
Finally, the function e ǫ (x 0 ) is given by e ǫ = ǫẽ ǫ ,ẽ ǫ = e 0 + (ǫ ln ǫ)e 1 + ǫe, (3.17) with e 0 , e 1 , e ∈ C 2 2ℓ (R). We point out that e 0 , e 1 and e are unknown functions which will be chosen in the final step of the infinite-dimensional reduction, together with the functions µ 0 , µ and d j introduced in (3.7) and (3.8).
Let us estimate the error S ǫ (ω) one commits by considering ω a real solution to (3.11) , which is itself a function of the parameter functions µ, d, e. Assume that the functions µ, d, e defined respectively in (3.8), (3.7) and (3.17), satisfy the assumption
for some constant C > 0, independent of ǫ, where
19)
Here and in the rest of the paper, the dot denotes the derivative with respect to x 0 . It is possible to compute the expansion of the error S ǫ (ω) as showed in the following Lemma whose proof is postponed in Section 4.1.
Lemma 3.3. If ǫ > 0 small enough, then for any (y 0 , y) ∈ D the following expansion holds
where -Z 0 is defined in (3.16) and Z N +1 is defined in (3.23) -the first term is "−ǫw p ln w" in the subcritical case or "+ǫw p ln w" in the supercritical case. 
moreover, if µ 0 solves either (1.4) or (1.5) there exist µ 1 , e 0 , e 1 ∈ C 2 2ℓ (R) such that
Here -σ is defined in (1.3) and a n , b n are positive constants depending only on n defined in The proof is postponed in Section 4.2.
In the sequel we will use the following norms, which are motivated by the linear theory presented in Section 7. For functions φ, g defined on a set D as in (3.10), and for a fixed 2 ≤ ν < N , let
Therefore, from the expansion given in (3.21) we conclude that the error S ǫ (ω), computed in (3.21), has the properties listed in the following Lemma. 
where -S 0 is a smooth function of ρy 0 uniformly bounded in ǫ -S 0 does not depend on µ, d and e.
-Dy 0 S 0 Z j dy = 0 for any y 0 ∈ (−ρ −1 ℓ, ρ −1 ℓ) and for any j = 0, . . . , N + 1
Here c is a positive constant independent of ǫ. All the estimates are uniform with respect to µ, d and e which satisfy (3.18).
3.4.
The ansatz: the second order approximation. Now we introduce a further correction ω 1 to ω, to get the final approximationω := ω + ω 1 . The correction ω 1 is chosen to reduce the size of the error (3.24), killing the term ǫS 0 and it is found in the following Lemma, whose proof can be carried out arguing exactly as in Section 5 of [6] . Moreover, the function ω 1 satisfies -ω 1 * ≤ cǫ and ∂ 0 ω 1 * ≤ cǫ 3 2 -ω 1 depends smoothly on µ and d and it is independent on e -ω 1 (
-σ j depends smoothly on µ and d and it is independent on e -σ j (µ 1 ,
Moreover, it holds true
where -S 1 is a smooth function of ρy 0 uniformly bounded in ǫ -S 1 depends smoothly on µ, d and e.
Here c is positive constant independent of ǫ. All the estimates are uniform with respect to µ, d and e which satisfy (3.18). Moreover, the components of S ǫ (ω) along the Z j 's satisfy the estimate in Lemma 3.4.
The error S ǫ (ω)
4.1. The pointwise estimate of the error. We recall that
where by Lemma 3.2
and ω(y) = (1 + α ǫ )w(y) + e ǫ (ρy 0 )χ ǫ (y)Z 0 (y).
Here we recall that
Proof of Lemma 3.3. We use Lemma 3.2. A straightforward computation shows that
By Lemma 3.2, we get the first term of J 0
where Θ = Θ(ρy 0 , y) has the required properties. By Lemma 3.2, we deduce that B(w) is of lower order with respect to A k (w). Moreover, by definition of α ǫ we get that α ǫ = O(ǫ| ln ǫ|) as ǫ → 0. Hence α ǫÃ (w) and µ ǫ α ǫ hw are terms of lower order with respect to the others. Furthermore
where Θ = Θ(ρy 0 , y) is a sum of functions of the form h 0 (ρy 0 )f 1 (µ, d,μ,ḋ)f 2 (y), with h 0 a smooth function uniformly bounded in ǫ, f 1 a smooth function of its arguments, homogeneous of degree 3, uniformly bounded in ǫ and sup y∈R (1 + |y| N −2 )|f 2 (y)| < +∞. By mean value theorem we deduce that
By Lemma 3.2 we also get that
where Θ = Θ(ρy 0 , y) has the required properties. Finally, standard estimates yield to
where Θ = Θ(ρy 0 , y) is a sum of functions of the form h 0 (ρy 0 )h 1 (µ, d, e)h 2 (y) with h 0 a smooth function, uniformly bounded in ǫ, h 1 a smooth function of its arguments and sup y∈R (1 + |y| N −2 )|h 2 (y)| < +∞. Collecting all the previous estimates we get the proof.
4.2.
The components of the error along the Z j 's.
Proof of Lemma 3.4. The proof consists of two steps. In the first part we compute the expansion in ǫ of the projection assuming that
In the second part we will choose the ǫ−order terms µ 0 and e 0 and the ǫ ln ǫ-order terms µ 1 and e 1 in the expansion ofμ andẽ.
Arguing as in the proof of Lemma 3.3, we have
I4
.
We stress the fact that the first term in I 1 is " + ǫw p ln w" in the super-critical case and " − ǫw p ln w" in the sub-critical case.
• The projection of I 1 .
where 
Dy 0
• The projection of I 2 .
We use estimate (4.2).
where the function θ = θ(ρy 0 ) has the required properties and
Here we used the fact that
because R ikjl is antisymmetric (i.e. R ikjl = −R kijl ) and R N y k y l ∂ ij wZ 0 dy is symmetric.
• The projection of I 3 . 
where Hence, summing up the previous calculations we conclude that
where (see Remark 4.1)
and
More precisely, µ 0 solves the periodic O.D.E.
which is nothing but problem (1.4) or (1.5) where (see Remark 4.1)
), (4.5) and (4.7)). (4.15)
Moreover,
Finally, µ 1 solves the periodic O.D.E.
We point out that µ 1 does exist, because µ 0 is a non degenerate solution of (4.14) (see also Lemma 6.1). Moreover,
That concludes the proof.
(see (4.4) and (4.7)) Proof. It is useful to point out that
Indeed, if we denote by a straightforward computation shows that
where ω N is the measure of the sphere S N −1 . Therefore, we immediately deduce the quantities a n and b n , taking into account that N = n − 1. Moreover, the scalar curvature R g in normal coordinates reads as
so it is easy to check that
Therefore, the claim follows.
The infinite dimensional reduction
5.1. The gluing procedure. Here we perform a gluing procedure that reduces the full problem (1.2) to the scaled problem (3.11) in the neighborhood of the scaled geodesic. Since the procedure is very similar to that of [6] we briefly sketch it.
We denote by M ρ the scaled manifold 
The functionω(y 0 , y) constructed in (3.13) defines an approximation to a solution of (1.2) near the geodesic through the natural change of variables (3.9). It is useful to introduce the following notation. Let f (z) be a function defined in a small neighborhood of the scaled geodesic Γ ρ := 1 ρ Γ. Through the change of variables (3.9) we denote bỹ
where the point ρz = F (ρy 0 , µ ǫ (ρy 0 ) + d ǫ (ρy 0 )) ∈ M andμ ǫ , µ ǫ and d ǫ are defined in (3.8) and (3.7). According this notation, we set ω = ω(z) the function corresponding toω =ω(y 0 , y). Let δ > 0 be a fixed number with 4δ <δ, whereδ is given in (3.1). We consider a smooth cut-off function ζ δ (s) such that ζ δ (s) = 1 if 0 < s < δ and ζ δ (s) = 0 if s > 2δ. Let us consider the cut-off function η ǫ δ defined on the manifold M ρ by
We remark that with this definition η ǫ δ (z) does not depend on the parameter functions. We define our global first approximation of the problem (1.2) w(z) as
We look for a solution to problem (5.1) of the form u = w + Φ, namely
and Given φ such thatφ is defined in D, we first solve problem (5.7) for ψ (see Section 6 of [6] ).
Lemma 5.1. For any R > 0 there exists r > 0 such that for any function φ such that the corresponding functionφ is defined only in D with φ * r, there exists a unique solution ψ = ψ(φ) of (5.7) with
Moreover, the nonlinear operator ψ satisfies a Lipschitz condition of the form 10) for some positive constant c independent on ǫ.
Finally, we substituteψ =ψ(φ) (via the change of variables (5.2)) in the equation (5.7) and we reduce the full problem (1.2) to solving the following (nonlocal) problem in D:
( 5.11) 5.2. The nonlinear projected problem. We can solve the following projected problem associated to (5.11): given µ, d and e satisfying (3.18), find functionsφ and c j (y 0 ) for j = 0, . . . , N + 1 such that 
Proposition 5.2. There exists c > 0 such that for all sufficiently small ǫ and all µ, d and e satisfying (3.18), problem (5.12) has a unique solutionφ =φ(µ, d, e) and c j = c j (µ, d, e) which satisfies
Moreover,φ depends Lipschitz continuously on µ, d and e in the sense
for some positive constant c independent of ǫ and uniformly with respect to µ, d and e which satisfy (3.18).
Proof. We argue exactly as in Section 7 of [6] , using a contraction mapping argument and the linear theory developed in Proposition 7.3.
6. The reduced problem 6.1. The reduced system. We find N +1 equations relating µ, d and e to get all the coefficients c j in (5.12) identically equal to zero. To do this, we multiply equation ( Hence the equations c j = 0 are equivalent to the following limit system on N + 2 nonlinear ordinary differential equations: 
, e) satisfying (3.18) and it is compact -A i depends on (µ, d, e) and their first and second derivatives and it satisfies
uniformly for (µ, d, e) satisfying (3.18) -the dependance on (μ,d,ë) is linear Our goal is to solve (6.1) in µ, d and e. To do so, we first analyze the invertibility of the linear operator L N +1 .
Moreover, there exists c such that
Proof. The non degeneracy condition of the solution µ 0 translates into the fact that the periodic O.D.E.
has only the trivial solutions. Therefore the claim follows.
Next, we analyze the invertibility of the linear operator L 0 .
for some ν positive, where
Proof. We argue as in in Lemma 8.2 of [6] .
Finally, we consider the invertibility of the linear operator (L 1 , . . . , L N ).
Lemma 6.3. Assume the geodesic is non degenerate. For any
Proof. It is useful to point out that assumption (1.7) about non degeneracy of Γ in normal coordinates translates exactly into the fact that the linear system of O.D.E.'s
has only the trivial solution d ≡ 0 satisfying the periodicity condition (3.6). Therefore, the claim follows.
6.2. The choice of parameters: the proof completed! Now, we are ready to complete the proof, finding parameters which solve the reduced problem (6.1).
First, by Lemma 6.1 we findμ 0 solution of
Then, by Lemma 6.2 we findê 0 solution of
Therefore, (μ 0 , 0,ê 0 ) ≤ c. Let us define
The system (6.1) reduces to
Let us observe now that the linear operator
is invertible with bounds for
Finally, by the contraction mapping principle it follows that, the problem (6.2) has a unique solution with
The linear theory
Here we recall a linear theory necessary to solve problem (3.11), which has been developed in Section 3 of [6] . Moreover it is known that (see [6] ) that the operator L 0 has one negative eigenvalue −λ 1 < 0, whose corresponding eigenfunction Z 0 (normalized to have L 2 − norm equal to 1) decays exponentially at infinity with exponential order O(e − √ λ1|x| ).
The following results (see Lemma 3.1 of [6] and also [7] ) are useful in order to obtain a priori estimates and a solvability theory for problem (3.11).
Lemma 7.1. Assume that λ ∈ 0, ± √ λ 1 . Then for g ∈ L ∞ (R N ), there exists a unique bounded solution of
for some constant c λ > 0 only depending on λ. We assume that all functions involved are smooth. The following result (see Proposition 3.2 of [6] ) establishes existence and uniform a priori estimates for problem (7. 2) in the above norms, provided that appropriate bounds for the coefficients hold. then for any g with g * * < ∞ there exists a unique solution φ = T (g) of problem (7.2) with φ * < ∞ and it holds true that φ * ≤ C g * * .
8. Appendix 8.1. Proof of (3.4). Let E 0 , E 1 , . . . , E N the coordinate vectors as given in the Introduction. By our choice of coordinates it follows that ∇ E E = 0 on Γ for any vector field E, that is a linear combination (with coefficients depending only on x 0 ) of the E j 's, j = 1, . . . , N . In particular, for any i, j = 1, . . . , N and for any t ∈ R, we have ∇ Ei+tEj (E i + tE j ) = 0 on Γ, which implies ∇ Ei E j + ∇ Ej E i = 0 for every i, j = 1, . . . , N . Using the fact that E i 's are coordinate vectors for j = 1, . . . , N and in particular ∇ Ea E b = ∇ E b E a for all a, b = 0, . . . , N , we obtain that ∇E j E i = 0 for every i, j = 1, . . . , N . The geodesic coordinate for Γ translates precisely into ∇E 0 E 0 = 0. These facts immediately yields
on Γ with i, j, m = 1, . . . , N .
Moreover, since E a 's are coordinate vectors for a = 0, . . . , N , we obtain
on Γ with m, j = 1, . . . , N .
Here we used the fact that ∇ E0 E m = 0 on Γ, namely that ∇ E0 E m has zero normal components.
Moreover by (8.1) it follows that ∂ m g 00 = 0 on Γ. (8.3)
We can also prove that the components R 0m0j of the curvature tensor are given by
Indeed, we have
where here we have used the above properties and the fact that ∇ Ej E 0 = ∇ E0 E j = 1 2 ∂ j g 00 E 0 = 0. By (8.2), (8.4), (8.3) and (8.1) the claim follows.
