The paper presents a new optimization heuristic called AFO -Attraction Force Optimization, able to maximize discontinuous, non-differentiable and highly nonlinear functions in discrete simulation problems. The algorithm was developed specifically to overcome the limitations of traditional search algorithms in optimization problems performed on discreteevent simulation models used, for example, to study industrial systems and processes. Such applications are characterized by three particular aspects: the response surfaces of the objective function is not known to the experimenter, a few number of independent variables are involved, very high computational time for each single simulation experiment. In this context it is therefore essential to use an optimization algorithm that on one hand tries to explore as effectively as possible the entire domain of investigation but, in the same time, does not require an excessive number of experiments. The article, after a quick overview of the most known optimization techniques, explains the properties of AFO, its strengths and limitations compared to other search algorithms. The operating principle of the heuristic, inspired by the laws of attraction occurring in nature, is discussed in detail in the case of 1, 2 and Ndimensional functions from a theoretical and applicative point of view. The algorithm was then validated using the most common 2-dimensional and N-dimensio-
Introduction
The term "optimization" refers to the process of searching the minimum or the maximum of an objective function (target function). The optimization problems can be complex as to be virtually impossible to solve them by an analytic way. The complexity is determined primarily by the number of variables that define the problem and, often, by the presence of some constraints. The analytical solution is possible only if few variables are involved and when the target functions are rather simple and smooth. In practice, to solve an optimization problem, it is possible to use a set of numerical procedures that can be classified relatively to the mathematical logic that characterizes their behavior:
• Gradient-Based methods: algorithms that base their research on the calculation of the partial derivatives. The most popular are Steepest Descent, Newton's method and quasi-Newton methods.
• Direct Search methods: are best known as unconstrained optimization techniques that do not explicitly use derivatives but search the optimum point by calculating only the images of the target function (function evaluations). This class includes the Simplex Method, the Nelder-Mead Simplex Algorithm and the Pattern Search techniques.
• Nature-Inspired methods: algorithms whose functioning simulates a social behavior or a physical phenomenon present in nature. This category includes Genetic Algorithms, Annealing Search, Particle Swarm, Ant colony, Imperialistic competitive, Artificial Bee Colony, Harmony search and Fire Flights.
Gradient-Based methods
As mentioned previously, the Gradient-Based algorithms are techniques that use information resulting from the calculation of the partial derivatives of the target function [8] [9] [10] .
The Steepest Descent is a first-order optimization algorithm that, in order to determine a point of local minimum of the target function, uses the information from the calculation of the gradient of the function [2, 26, 28] . It gets the direction of maximum descent (hence the name of the method) using a recursive estimation of the gradient at the current point ) ( n x f ∇ [11, 27] .
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The Newton's method to find the optimum point, uses not only the determination of the gradient of the target function, but also the calculation of the Hessian matrix. Being a methodology of the second order, it proceeds by calculating both the gradient ) (x f ∇ and the Hessian matrix ) ( n x Hf . To find the local minimum, the algorithm iteratively approximates the neighborhood function with a quadratic form and finds its minimum value. In general, the computational time of Newton's method is very high because at each iteration, in addition to having to calculate the Hessian matrix, the algorithm must also determine its inverse ) (
It is also well known that the Newton method is characterized by a good convergence speed in the local optimum [15] . The Quasi-Newton (QN) method has the great advantage, compared to the Newton's method, of not requiring the explicit computation of the Hessian matrix at each iteration; the latter is in fact determined by approximating the values of the gradient in the previous iterations [24] . Just according to the rule of calculation of )
, it is possible to distinguish different methodologies; between all the Quasi-Newtonian techniques cited in the literature, the Limited-memory BroydenFletcher-Goldfarb-Shanno (L-BFGS) is today the one that allow to more efficiently solve local optimization problems. The L-BFGS method iteratively finds a minimizer by approximating the inverse hessian matrix by information from last m iterations [12] . This innovation saves the memory storage and computational time drastically for large-scaled problems.
Direct Search Methods
The Simplex Method developed by Spendley, Hext and Himsworth in 1962 basically relies in 2 ℜ on triangulation operations and subsequent rollovers [22, 23] . Starting from a regular simplex (which in 2 ℜ is configured as an equilateral triangle), the algorithm calculates the images of the function at the three vertices, identifying the "worst", ie the one that has the highest value when considering a minimization problem. It then made an overturn (reflection) of the vertex so identified with respect to the centroid of the remaining vertices: this will be the new vertex of the next iteration. The procedure comes to convergence when the vertex of the simplex having the best value of the objective function remains unchanged for k iterations [32] . The Nelder-Mead Simplex Algorithm represents a sort of extension of the algorithm of Spendley: similarly to the methodology described previously, it always works with a simplex, in n variables, always characterized by n +1 vertices. The advantage is the possibility of performing operations on the convex shape thus allowing to vary both the shape and the size: Reflection -ExpansionContraction -Shrinkage [21] . In literature it is possible to find several applications to the industrial sector and, in particular, in minimization/maximization of objective function derived by Discrete Event Simulators [3, 19, 20] .
Pattern Search Methods are part of a family of numerical optimization algorithms that do not follow the classical procedures of the mathematical analysis. For this reason, these methods can be employed to determine the optimal point of functions that are not continuous or differentiable. This type of algorithm is particularly suitable in the case where the surface to be optimized presents strong discontinuities and / or points of non-differentiability. Reasoning in view of minimization, the technique works by identifying a search direction from the set of points in the neighborhood of the current point, selecting the one whose image may be smaller than the value of the current point [11, 31] . Among all the methodologies Pattern Search the Authors cite the deterministic ones, known in the literature as Generalized Pattern Search (GPS), which calculate a sequence of points of progressive approach to the optimum region [1] .
Nature Inspired Methods
The Genetic Algorithms (GA) represent an optimization technique that is based on the concept of biological natural selection of the species [16] . These methods iteratively and dynamically modify a population of individuals: at each step, the algorithm randomly selects pairs from the current population, as candidates to be parents to produce children in the next generation. Through a series of successive generations, the population evolves toward an optimal solution. You can apply these methods to solve a particular range of optimization problems, which do not find efficient solutions using standard types of maximization algorithms: it makes particular reference to applications involving objective functions discontinuous, non-differentiable, stochastic, or highly nonlinear. The Simulated Annealing (SA) is a research methodology applicable to any nonconvex optimization problem and bases its foundations in the simulation of particular aspects of thermodynamics; it was originally developed by Kirkpatrick in 1983 to solve combinatorial and discrete optimization problems. The SA was created as a method of simulation of quenching (annealing) of solids. The annealing is a process by which a solid, resulted in the molten state by heating, is then reported back to the solid state with the crystalline structure, controlling and reducing the temperature gradually until it reaches a minimum energy configuration particle [17] . The nature-inspired heuristic algorithms have proven to be more suitable to deal with highly nonlinear problems [7, 35, 36] . However, these techniques are characterized by a high number of function evaluations: a characteristic common to all procedures based on agents. Despite the wide range of consolidated methodologies the problem is constantly evolving and new contributions are added to those already existing in an attempt to overcome the inevitable limitations that each algorithm presents [13, 18, 25, 30, 33, 34, 37, 38] .
The Attraction Force Optimization (AFO) heuristic
The new optimization technique "Attraction Force Optimization" (AFO) is a maximization heuristic inspired by the attractive forces present in nature, such as gravity or electricity. This algorithm tries to combine the strengths of the classical deterministic methods and the advantages of heuristics inspired by natural processes. Consequently AFO is characterized, on the one hand, by a greater analytical tractability, by tracking the convergence to the solution, the ability to always get the same result starting from the same initial conditions, and lastly it does not require an excessive number of function evaluations. On the other hand, in line with the modern philosophy, AFO is able to present a thorough exploration of the experimental domain, the use of rather simple calculation operators and, also, the presence of a population of points interacting between them. As mentioned above, the algorithm developed by the Authors is inspired by the physic problem of universal gravitation force [14] . The Newton's law of universal gravitation states that any two bodies of masses Referring to the case of the Earth and the Moon, suppose you want to determine the equilibrium point (
) at which the attractive forces cancel each other. Defining x the distance between the Earth and the point of equilibrium and, consequently, by calling x r − the distance between this latter point and the Moon, to determine the coordinates in which the two forces are "offset" it follows:
( ) 
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Consequently the point between the Earth and the Moon where the two forces cancel each other is 9/10 of the Earth-Moon distance.
It is now described the analogy between the example introduced above and the heuristic proposed by the Authors.
As it is known, the goal of optimization is to determine:
employing a number as much as possible reduced of iterations. Each instance of the decision variable x  investigated is associated with an apparent mass defined "charge". The attractive force ) (x f  associated with each charge is proportional to the potential assumed by the vector field (the fitness function to be maximized) at that point. The number of charges considered at each iteration of the algorithm (experiment) represents the experimental population. The number of charges constituting the population, constant over time, is arranged according to a closed pattern having directions equipollent to the orthonormal basis generating the domain of investigation.
AFO characterization in 1-dimensional problems
Let consider the decision variable x defined between a lower bound L x and an upper bound U x . The initialization of the algorithm is carried out by putting a charge on each of the two vertices of the segment between L x and U x . The initial schema S is completed placing between L x and U x , at the discretion of the experimenter, other m charges equidistant from each other, with 0 ≥ m . The number m of charges to be included in the initial scheme, in addition to those "mandatory" placed at the vertices (that define the research domain) is completely arbitrary: the more charges are placed, the more accurate the algorithm is. Then the potential associated with each charge is assumed equal to the image of the objective function ) (x f . The charge that in the initial scheme has the highest image (the greater value of potential associated), is defined basis charge and its coordinate is saved in an array. Once the basis charge ( BASIS x ) has been identified, it is possible to relate it with each of the other charges in the scheme S by applying: 
FIG. 1 -Logical flow of AFO iterations for one-dimensional problems
Once it has been defined the schema for the new experiment, it is possible to determine the basis charge for the new experiment. The algorithm, so set, could in some cases fall into the problem of a too rapid convergence. This could occur, for example, in the case where, in the initial schema, the basis charge has a potential far greater than the potential of the other charges. So going to calculate the equilibrium points, these will be very close to the basis charge. As a result, the schema of the next experiment would be too "small" if compared to the initial schema.
One way to quantify the rate of convergence of the algorithm is to measure the size of schemes at each iteration. For N = 1 the measurement coincides with the length of the segment. If the convergence is too fast, the experimental domain would not be well explored by the algorithm leading to possible errors in the identification of the stationary point. Fig. 2 shows an example of initial schema in which it has a too rapid convergence of the algorithm: already at the first iteration the positioning scheme of the charges "collapses" in a neighborhood of the basis charge, which has a potential associated with it strongly superior to the others.
Basis Charge Identification
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FIG. 2 Example of too rapid convergence in a mono-dimensional case
This problem was solved by the Authors by inserting in the formula for calculating the equilibrium point a parameter 1 ≥ ω that allows to avoid a too rapid convergence of the algorithm. From a physical point of view ω represents an opposite force to the attraction ones between charges, generated by an external vector field (Fig.3) . By setting 1 = ω there are no external vector fields. On the contrary, if 1 > ω it is set the intensity of the external force that allows to reach slowly the convergence; obviously values <1 are meaningless, because they would act as "accelerators" of convergence, not allowing a through exploration of the experimental domain on which the objective function is defined. The attraction formula is then modified as follows: An automatic calibration of ω could be implemented by comparing the reduction, in percentage terms, of the size of the schema between one iteration and the other. If this percentage exceeds a threshold of tolerance set initially by the experimenter, ω is re-calibrated within the same experiment and the comparison between the basis particle base and the remaining particles that form the current schema could be repeated. In this way, the control that in the native version of AFO the experimenter could do only a posteriori observing the inclination of the curve of convergence, can now be conducted automatically by the algorithm. Anyway the Author suggest to set as the initial choice, a value of omega = 1.
AFO generalized to N-dimensional problems
In optimization problems in which are involved more independent variables (N) the schema of each single experiment consists of a hyperrectangle defined by the lower-bound The algorithm then proceeds in a similar way to the one-dimensional case. A procedural schema of the algorithm is reported in Figure 4 . Figure 5 explains the behavior of AFO in the two-dimensional case for a particular starting configuration, with m = 1 and therefore a total number of particles in the initial scheme equal to 8. As can be noted at the first iteration is identified as the basis particle the particle A having a function evalution equal to 100. Then the algorithm proceeds with the calculation of the equilibrium points between the remaining particles and the basis particle identified in Fig.5 with the particles AB , AC, etc ... Among these equilibrium points is identified the point having the maximum distance with respect to the basis particle, in this specific example the particle AE. The algorithm then proceeds with the translation of a new schema delimited by the particle base A the equilibrium point AE, again characterized by a total number of particles equal to 8 maintaining the condition of m = 1. The Authors show, for a full discussion, some applications of AFO to functions
Let consider the function ( ) AFO has been initialized with the following parameters:
The results of the AFO application ( Figure 8 reports the behaviour of AFO and demonstrates the capability of AFO to identify the optimum even on the corner of the search space.
FIG. 8 Output of Matlab code after AFO implementation: analysis of results
Tests on benchmark functions
This section presents in detail the tests conducted on a set of widely used benchmark function to examine the performance of AFO in solving optimization problems.
For each of the test functions considered, I different experimental domains were investigated, all centered in the global optimum, known from the literature, and whose amplitude was defined by the variableδ :
. In the following sections, these domains are respectively denoted by
Tests on 2-dimensional benchmark functions
In order to conduct a correct validation of the AFO technique in the 2-dimensional case, AFO has been tested and compared with some traditional methods described in the first section of the paper using the following benchmark functions: McKinnon; Rastrigin; Schaffer; Salomon; Himmelblau; Schwefel; Griewank; De Jong's Fifth Function. Concerning AFO, it has been tested setting:
Regarding traditional techniques, it was decided to use those listed below, maintaining the parameters as set by default in Global Optimization Toolbox and Optimization Toolbox of Matlab:
• BFGS o TolFun = In each table, the last column on the right shows the average error committed by each heuristic in the three different experimental domains considered. It should be noted that, concerning Genetic Algorithms and Simulated Annealing, given the stochastic nature of these techniques, five experimental campaigns have been conducted. Consequently, in terms of point of maximum response, the mean values and the respective standard deviations are reported. It can be seen that AFO has been the methodology capable of committing the smallest average error. In addition, the tests carried out show that GA, under equal conditions, represent the heuristic that most closely matches the results obtained with AFO. However, it can be noted that, in the case of GA, the error is estimated as the average of 5 simulations and is therefore characterized by a standard deviation.
Since the values of the standard deviation are non-negligible it seem possible to conclude that the GA have not yet reached a satisfactory convergence to the result. 
Tests on N-dimensional benchmark functions
The second validation step was the application of AFO to N-dimensional benchmark functions.
In particular, the Authors took into consideration functions having a number of independent variables equal to N = 10. The results obtained with AFO were compared, like in the case with N = 2, with those resulting from the application of some traditional techniques. In particular the test functions considered for this purpose were:
Regarding AFO it was decided to set, for each test function, a maximum number of four iterations. Each iteration of the algorithm presented 1184 charges. Other techniques have been tested using the parameters already presented for the case N = 2 and keeping the number of function evaluations coherent with AFO. The results obtained are reported in Tables 9-11 . In correspondence with each algorithmic technique Table 9 -11 show the coordinates of the optimum point determined and, in the last column to the right, the error committed based again on the 2-norm distance. The AFO was further validated, using also the other benchmark functions like in the 2-dimensional case, obtaining good performance. However in order not to burden the discussion, the Authors have decided not to add them in the article. Similarly to the case N = 2, for the techniques of stochastic nature (GA and SA) five experimental campaigns were performed. In each cell of the tables has been reported
, recalling that i σ is the standard deviation of the i-th component with respect to its average value. The author point out that the methodology could have computational problems in the optimization of objective functions with a large number of independent variables (N>10). AFO in fact requires the construction of geometric patterns in N dimensions: considering only the vertices, these grow exponentially with the size of the vector space of reference (2 N ). Let consider, by way of example, the minimization of the ninth benchmark function of the collection CEC2005 (Shifted Rastrigin's Function) [29] , whose 2D profile is reported in Figure 11 .
FIG. 11 2D Profile of Shifted Rastrigin's Function
Matlab allows to monitor the time taken for the construction of 100 patterns as a function of the vector space dimension (from N = 3 to N = 15). The calculation was made using a PC with eight processors, 32-bit, 3.45 GB of RAM. In Table 5 We underline however that, regardless of the process time, in all cases, the algorithm AFO has successfully isolated the optimum point (see tables 6, 7 and 8). 
Conclusion
The Attraction Force Optimization (AFO) has proven to be an heuristic absolutely competitive with the search algorithms currently in use. The validation of the technique by using the main benchmark functions has highlighted both the effectiveness and efficiency of the algorithm, even taking into account the prefixed and limited budget of function evaluations. The strength of the methodology is certainly the ability to explore the entire domain combined with a sufficiently high speed of convergence to the stationary point. The limitation is linked to the number of independent variables that the algorithm is able to manage. In particular, the algorithm has proved competitive with other traditional search algorithms on vector spaces up to 10 dimensions. Such characterization makes AFO particularly suitable also to the study of objective functions such as those that often characterize optimization problems in simulation where the variable involved are limited but the computational time for the objective function calculation is very high.
For this reason, the Authors are starting to test the algorithm in the context of simulation models, in particular application of Discrete Event Simulation (DES) and Monte Carlo Simulation [4] [5] [6] . In these problems only the objective function's domain is known a priori while the function formula is unknown.
